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Abstract  
The present-day tectonic setting of the Italian peninsula is very complex and involves competing 
geodynamic processes. In this context, southern peninsular Italy is characterised by extension along 
the Apenninic belt and in the Tyrrhenian margin and by transpression in the Apulia-Gargano region. 
The extension is well defined by means of geological, seismological, and contemporary stress data. 
For the latter only few data are available in the Apulia-Gargano region, leaving the state of stress in 
that area unresolved. Here we develop a finite-element model of the southern Italian region in order 
to predict the contemporary stress field. Our model predictions are constrained by model-
independent observations of the orientation of maximum horizontal stress (SHmax), the tectonic 
regime, and the horizontal velocities derived from GPS observations. We performed a blind test 
with 31 newly acquired SHmax orientations in the Southern Apennines. These new data come from 
the analysis of borehole breakouts performed in 46 deep oil exploration wells ranging in depth from 
1300 to 5500 m. The model results agree with the stress data that define a prevailing NW-SE SHmax 
orientation along the Apenninic belt and foredeep and thus are capable to predict the stress field 
where no stress information is available. We first analyse how much model predictions, based on 
older data, deviate from present-day stress data and then recalibrate the models based on our new 
stress data, giving insight into the resolution of both models and data. In the studied region, which is 
affected by low deformation rates, we find that geodetic data alone cannot resolve such low levels of 
deformation due to the high relative measurement errors. We conclude that both GPS and stress data 
are required to constrain model results.  
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1. Introduction  
Knowledge of the present-day stress field in tectonically complicated areas is a great challenge for 
two reasons: (1) stress informations are only available at a limited number of locations and (2) stress 
data records are mainly not uniformly distributed in space. Furthermore, heterogeneities in material 
properties and active faults superimpose the regional stress-field sources that results from the plate-
boundary forces and induces local perturbations to the regional stress patterns (Heidbach et al., 
2007).  
A common way to visualize the stress information is through stress maps that display the orientation 
of the maximum and the minimum horizontal stress orientations, respectively (SHmax and SHmin) as 
well as the tectonic regime. According to Zoback (1992), six types of stress indicators are grouped 
into four categories: earthquake focal mechanisms, borehole stress indicators, in situ stress 
measurements (hydraulic fracturing and overcoring), and young geologic data (fault slip and 
volcanic alignments). These data are classified following an internationally accepted quality ranking 
system (Zoback and Zoback, 1989; 1991; Sperner et at al., 2003; Heidbach et al., this issue) to 
assess the reliability of the derived SHmax orientation. Furthermore, the quality criteria guarantee the 
comparability of the SHmax orientations that are inferred from very different stress indicators. 
As present-day stress data are not uniformly distributed, interpolation and geomechanical models 
are used to predict stress orientations where data are lacking (see, e.g., Rebai et al., 1992; Bird and 
Li, 1996; Bird, 1999; Heidbach et al., 2009). In fact, the interpolation of SHmax orientations allows 
the computation of stress maps that highlight regional patterns and that smooth local perturbations. 
Geomechanical models have the advantage of being able to integrate further data sets such as GPS 
and fault slip data as well as to resolve kinematic and stress field consistently in the same model. 
Tectonic deformation in the Mediterranean was studied through a similar approach (see, e.g., 
Jiménez-Munt et al., 2003) although our work is the first to provide a stress model for Southern Italy 
at the scale of few km. 
However, numerical models suffer from different problems. The results and their uncertainties are 
computed by minimising a misfit function that, making use of weighted residuals, can be tuned on 
the measurement errors. Thus, the difficult task of evaluating all sources of error assumes a great 
importance. The underlying assumptions of the geomechanical models constitute a second class of 
problems. Having too much model complexity leads to too many free or unconstrained parameters. 
However, fewer parameters may mean less accurate description of the area under consideration. A 
balance must be found between a greater model complexity and the stability of the results. In order 
to implement a numerical model, the degree of knowledge of the parameters of the medium and of 
the physical processes has to address the modelling choices, whose effect must also be evaluated.  
Our aim is to present a geomechanical model of the stress field for the Southern Apennines that fits 
the observed stress orientations and is consistent with the GPS derived horizontal velocities and 
with fault kinematics. For this purpose, we develop a finite-element model and analyse, under a 
number of boundary conditions, the misfits between the model predictions and the model-
independent constraints. The model tries to adjust the model results to the observed data in order to 
predict the horizontal stress components in areas of scarce information. We do not discuss the 
boundary conditions from a geodynamics perspective, but rather propagate the associated 
uncertainties onto the error in the model results. To perform a blind test on the model results, we 
also analyse new borehole breakout data from 46 wells in the Southern Apennines. These data 
increase the stress dataset in the study region, providing 31 new data records of SHmax orientations.  
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2. Present-day stress in Italy  
The most recent map containing present-day stress data in Italy was proposed by Montone et al. 
(2004). The dataset includes 329 borehole breakouts (149 with A, B, and C qualities), 186 
earthquake fault plane solutions (of B and C qualities, M >4.0), 20 formal inversions of earthquake 
focal mechanisms (B quality, except for one data point), and 7 fault data of C quality. A-quality 
means that the orientation of the SHmax is accurate to within ±15°, B-quality to within ±20°, C-
quality to within ±25°, and D-quality to within ±40°. For most methods, these quality classes are 
defined through standard deviation of SH. E-quality data records do not provide sufficient 
information or have standard deviations greater than 40°. These data records, mainly from well 
bores containing insufficient stress information, have a bookkeeping purpose. In general, A-, B- and 
C-quality stress indicators are considered reliable for the use in analyzing stress patterns and the 
interpretation of geodynamic processes. These stress data are integrated in the World Stress Map 
database release 2008 (Heidbach et al., 2008). In order to define regional stress patterns, Montone et 
al. (2004) applied a smoothing algorithm (Müller et al., 2003) to the Italian stress dataset developed 
by Wehrle (1998), based on the statistical smoothing algorithm of Watson (1985). The algorithm 
calculates the stress orientation for each point of a regular grid placed over the study area, considers 
data within a chosen radius around the grid point itself, and weighs them according to many 
parameters, including quality. 
These data (Montone et al., 2004) clearly identify the existence of extension perpendicular to the 
axis of the belt in the central-southern Apennines (see, i.e., Anderson and Jackson, 1987; Patacca 
and Scandone, 1989; Westaway et al., 1989; Pondrelli et al., 1995; Amato and Montone, 1997; 
Negredo et al., 1999). In particular, reverse-faulting earthquakes have not been observed along the 
outer front of the Southern Apennines, as was shown by Meletti et al. (2008), where a data gap is 
present. Data are very little scattered, and this reflects in the ~15° repeatability error computed 
within this work. Most of the recent seismicity is located in a 30 to 50 km wide zone along the 
Apennines in a 30 to 50 km wide and is associated with NW-SE-trending normal faults (inset of 
Figure 1). The stress data (Figure 1) also indicate that the NW-SE orientation of SHmax continues 
toward the foredeep, possibly developing in a strike-slip stress regime, as suggested by Amato and 
Montone (1997) and by the estimation of the stress regime computed by Mariucci and Müller 
(2003). Several earthquakes have supported this idea (for example, the Molise earthquakes of 
October–November 2002 [Valensise et al., 2004; Di Luccio et al., 2005] and the 1990 and 1991 
Potenza earthquakes [Azzara et al., 1993; Ekstrom, 1994]), emphasising the existence of E-W right-
lateral strike-slip faults dissecting the belt (Scrocca et al., 2005; Di Bucci et al., 2006). 
To constrain the stress regimes and stress directions under Andersonian conditions, we used data 
taken from Montone et al. (2004), Pondrelli et al. (2006), and Del Gaudio et al. (2007). Such data 
are derived from borehole breakouts, M≥4 earthquake fault-plane solutions, composite focal 
mechanisms, smaller earthquake focal mechanisms, and faults. We used ~200 SHmax orientations 
of A-B qualities, 86 SHmax orientations from small earthquakes (not ranked, but the best solutions 
available for south-eastern Italy), and ~400 stress regime data. However, P axis of individual 
earthquakes may differ significantly from the σ1 stress orientation producing the slip (McKenzie, 
1969). Assuming the continuum elements to be isotropic, the predicted principal stress axes have the 
same directions as the principal axes of surface strain rates. The predicted stress regime (actually 
strain-rate regime) is determined by the orientations of the principal strain-rate axes within the 
elements and off the modelled faults. The modelled SHmax direction was computed using the 
arctangents of the strain-rate eigenvalues έ11 and έ22. The regime was based on the relative stress 
magnitudes in the incompressible-flow assumption in a crust with no pre-existing faults, where the 
vertical strain rates were inferred from the horizontal ones (έvert= -(έ11+έ22)). Close to the faults, 
anelastic effects and fault slip affect the results and must be taken into account. Model residuals 
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with respect to stress direction and tectonic regime data from Montone et al. (2004) and Pondrelli et 
al. (2006) are referred to as ΔθR and %bad, whereas residuals referred to as ΔθFP are those relative 
to fault plane solutions derived by Del Gaudio et al. (2007).  
3. New stress data 
We catalogued the contemporary stress indicators considering the data from Montone et al. (2004) 
and the borehole breakout analysis recently performed in 46 wells in the Southern Apennines using 
four-arm calliper logs (see additional details in Mariucci et al. (2008)). Hereafter, the two datasets 
are termed the “old” and “new” datasets, respectively. 
Breakouts are the result of localised compressive shear failures and provide information about the 
horizontal stress orientations in the shallower part of the Earth’s crust (e.g., Gough and Bell, 1981; 
Zoback et al., 1985, Zoback, 2007). Our analysis of the four-arm calliper logs did not take into 
account log records for depths shallower than 500 m. Breakout zones have been identified following 
the standard criteria (Bell and Gough, 1979) and assigning a quality factor from one (best) to four 
(worst) for each breakout. Breakout azimuths within ±10° of the borehole deviation azimuth were 
discarded. We used the circular statistics of Mardia (1972) to compute, for each borehole, the mean 
breakout orientation and its standard deviation (95% confidence interval) weighted by length or 
number of breakout intervals. We also verified possible anomalies in the frequency distribution of 
the azimuths. We classified the breakout orientation of each well following the standard quality 
ranking system of WSM 2008 (Zoback, 1992; Heidbach et al., 2009). This method includes the 
accuracy of the measurements, the number of breakout zones, the total length of breakouts, and the 
depth of the breakout interval. It uses the aforementioned five qualities from A (best) to E 
(discarded data).  
Most of the data are located along the Apennines (especially in the Val d’Agri oil field), while some 
boreholes are close to the Tyrrhenian coast and a few are along the foredeep from the NW to the 
Ionian Sea. The results of the analysis are shown in Table 2 and Figure 1: the well depths range 
from 1296 to 5543 m and the available calliper logs are between a minimum depth of 6 m to a 
maximum of 5541 m. Borehole breakouts were identified from a minimum depth of 500 to 5500 m, 
and the breakout zone total length over a single well varies from 24 to 574 m. The standard 
deviations range between 8° and 35°; as regards quality, no A-quality ratings were assigned; B-
quality was assigned to 9 wells; 11 wells were marked as C; 11 were classified as D; and 15 wells 
were discarded (E-quality). There is no spatial correlation in the poor quality data, and also an 
analysis of the stratigraphy of each well shows that breakout orientations are not clearly related to 
different lithologies or tectonic units. Only a few boreholes show a bimodal frequency distribution 
of the breakout azimuth. If we consider the wells on the Tyrrhenian side, half are of good quality (B 
or C) and half are rated D. About 60% of those in the central area are good; the same is true in the 
foredeep region (toward the Adriatic coast). 
To estimate the repeatability of the breakout measurements, we extrapolate at zero distance the 
standard deviation of SHmax orientations observed at short distances. This measure helps understand 
to which extent a point measurement is representing a long-wavelength pattern. For both the 
Montone et al. (2004) dataset and the new data, we computed the standard deviation σ(x) for all of 
the pairs of data located at distances less than x (lag distance). The repeatability represents the local 
variability in azimuth data and includes heterogeneities in material properties, short wavelength 
variations in the stress field, and measurement errors due to either technical problems or a failure to 
average over sufficient depth. At short distances, the measurements tend to differ by repeatability 
error. As the distance increases, the measurement correlation decreases. The standard deviation 
versus lag distance (Davis, 1986) represents the rate of change of a regionalised variable. To 
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interpolate values of σ(x), we used an exponential model: 
( ) ( ) ( )expx a b cx bσ = − − +      (1) 
where σ(x) is the standard deviation and x is the lag distance. The coefficients a, b, and c are 
computed by interpolating the experimental σ(x) and minimising the sum of the squared residuals. 
We defined repeatability as the intercept of the modelled curve (Equation 1) and the standard 
deviation axis (Figure 2).  
To study how the two datasets differ, we selected the Montone et al. (2004) data points located 
within a 30 km radius from each of the new data points and computed the average difference in 
stress directions. Twenty-seven of the 46 new data points have at least one previously published 
data point nearby. The 30 km radius was chosen as a balance between the number and uniformity of 
data and differences in tectonics. Smaller distances are not recommended, as very few data are 
available for the comparison; tectonic heterogeneities can affect the comparison at greater distances.  
Repeatability errors, i.e., the modelled standard deviation (Equation 1) at zero lag distance, were 15° 
(r2=0.99) for Montone et al. (2004) and 20° (r2=0.94) for the new stress data (Figure 2). The 
standard deviations for the old data increase smoothly up to ~200 km, whereas the new data are 
highly scattered, especially within short distances (~10-20 km). The new data show systematically 
higher variance, although both datasets have similar horizontal ranges.  
The average azimuth difference between the new and old data within a 30 km radius is more than 
28° (Table 2). Such a difference does not depend on the number of old data within the search 
distance, nor on the quality of the new data. On the contrary, weighting by the number of old data 
within the search radius, the azimuths of new D-quality data differ on average by 25° as compared 
to the old data, whereas those of B- and C-quality differ by ~30°. 
In the following, the model residuals with respect to the new 31 SHmax borehole-derived orientations 
(Table 2) are referred to as ΔθL. 
4. GPS data 
In order to further constrain our model we incorporated velocities derived from GPS observations 
from permanent stations in the official ITRF2005 reference frame. The complete GPS network 
solution by Devoti et al. (2008) arose from a combination of three main sub-networks: the Italian 
network, composed of 102 permanent sites, of which 91 are located in Italy and the other 11 are in 
surrounding countries; the Austrian Reference Extended (ARE) network and the REGAL network. 
Model residuals with respect to the Devoti et al. (2008) data are referred as σGPS. To allow the 
comparison with GPS data that only observe the interseismic velocities, we locked the faults 
following the approach of Liu and Bird (2002). 
5. Modelling 
We use the thin-shell finite-element code by Bird (1999), which allows faults, topography, and 
rheology to be incorporated in a laterally varying crustal structure. We predict the long-term 
horizontal velocities and vertically integrated stresses and evaluate the model predictions, 
comparing them with the model-independent datasets of stress data and GPS velocities as presented 
in the previous sections. We average the model results that exhibit the lowest misfits, accounting for 
uncertainties in boundary conditions and model parameters. We estimate that our approach produces 
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SHmax orientations affected by ~20° error in 90% of the study area. We performed ~19,000 
numerical experiments to test different sets of boundary conditions and explore acceptable ranges of 
model parameters, mostly based on information from the literature. Residuals between model 
predictions and model-independent observations on the of stress field and GPS velocities are used to 
calibrate the model. To develop the most detailed model of the Southern Apennines, we use the 
observed SHmax orientations from the old and the new dataset and then modelled the SHmax 
orientations and tectonic regimes that best satisfy all of the calibration datasets. The model results 
that exhibited the lowest misfits were averaged to account for uncertainties in boundary conditions 
and model parameters. In order to understand the role of the different datasets involved and to 
produce a robust result, we first computed misfits while treating the datasets as independent, and 
then combined them in a synthetic misfit index (Is).  
Our grid consists of 5126 triangular continuum elements and 822 fault elements. The model is 
composed ow two layers of variable thickness, plus topography. Temperature and strength are 
depth-dependent, as is the shear stress tensor. The shear stress is integrated along z by means of one-
km-steps at each of seven Gauss integration points in each finite element (continuum or fault); the 
problem is reduced to two dimensions, and the corresponding strain solution is computed using only 
the in-plane terms. The vertical normal stress - assumed to be lithostatic - is then added to the result. 
As vertical shear tractions on vertical planes are neglected, this approach can be successfully applied 
when the stress pattern is not affected by short wave-length lateral changes in strength or density. 
For faults, we adopted 109 individual faults and 67 composite seismogenic sources (Figure 2) from 
DISS v.3.0.2 (DISS Working Group, 2006). These faults are based on geological, seismological, 
and geophysical data and are considered capable of M≥5.5 earthquakes (Basili et al., 2008). We 
represented composite sources as a single fault trace, assuming the dip from the DISS database and 
the strike from the surface projection of the composite source. Thus, we avoided assumptions 
related to the identification of individual earthquake sources (e.g., segmentation, characteristic 
behaviour). In order to account for smaller earthquakes, aseismic slip, and other possibly active 
faults, we also incorporated active faults (Ciaranfi at al., 1983; Ambrosetti et al., 1987) not included 
in the DISS database. The effective fault friction (Campillo et al., 2001) was set to 0.3, although we 
tested the range 0.15-0.6. For crust and lithosphere thicknesses, values from the literature were 
adopted (Aichroth, 1990; Nicolich, 2001; Marone et al., 2003; Calcagnile and Panza, 1981; Babuska 
and Plomerova, 2006; Panza et al., 2007). The lithospheric thickness ranges from 30 km in the 
Thyrrenian to 110 km in the Adriatic. Crustal thickness, typically 25-30 km, reaches maximum 
values of ~40 km in the Central Apennines. The steady-state heat flow, or the Moho temperature, 
was derived from the literature (Pasquale et al., 1997; Pasquale et al., 1999; Verdoya et al., 2005). 
Where we had no information, we interpolated, assuming a heat flow of 0.060 W/m2 at the model 
edges. The final heat flow represents a filtered flux that depends only marginally on non-stationary 
components (e.g., meteoric water circulation, erosion, and sedimentation). 
Some quantities were set to be uniform in the crust and mantle by assuming regional averages 
(Table 1). For dislocation creep, we computed the shear stress from exp
creep D
s s
B CzAe
T
σ +⎛ ⎞= ⎜ ⎟⎝ ⎠ , where 
ės is the shear strain rate, T is the temperature, z is the depth, and A, B, C and D are rheological 
parameters (Table 1). Our rheological parameters are slightly weaker than laboratory-derived laws 
for quartz-diorite and were chosen from among the rheologies listed in Kirby (1983) in order to fit, 
in the first approximation, the predicted brittle-ductile transition with the earthquake depths, similar 
to Bird and Kong (1994). We set the plasticity limit, i.e., the shear stress above which the strain does 
not increase, to 500 MPa. This value approximates experimental values where the stress exponent 
increases, in a process known as “power-law breakdown” (Karato, 2008). 
We applied a number of different kinematic boundary conditions derived from the literature to the 
five segments of the model perimeter (Figure 3) and tested all of their possible combinations in the 
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Eurasian reference frame for a total of 64 cases. Table 1 lists all of the boundary conditions, 
including multiple options reported in the literature, and the ranges of parameters tested within the 
iterations. To simulate the effect of eastward mantle flow (see, e.g., Crespi et al., 2007; Devoti et al., 
2008), we applied arc-normal shear tractions from 0-100 MPa at the base of the model beneath the 
Apennines and the Calabrian Arc (Figure 2). These tractions are located where the maximum force 
is transferred to the lithosphere, i.e., where the Tyrrhenian asthenosphere encounters the continental 
lithosphere (Panza et al., 2007).  
6. Model calibration 
To evaluate the quality of the modelling results, we compared the model predictions with model-
independent datasets: geodetic horizontal velocities from permanent GPS stations, tectonic regime, 
and SHmax orientations.  
In general, the “best” model is the one that simultaneously minimises the average absolute deviation 
(L1-norm) or the root mean square (L2-) of the residuals between the model predictions and all 
available datasets. However, no model totally satisfies this condition because reducing the misfit 
relative to one dataset usually negatively affects the misfits with the other datasets. This is due either 
to physical reasons, like when the stress state depends on the density contrasts while the kinematics 
reflects far-field forces, or to problems in modelling the data, because of a bias not accounted for 
within the model for at least one dataset. In all cases, the choice of the “best” model therefore 
remains a somewhat arbitrary decision. To reduce arbitrariness, we combined all misfits together 
into a synthetic index (Is) by weighting each misfit relative to the others based on known 
uncertainties. The misfits were then standardised using the formula:  
min( )i i
s devi
i
e eI
e
−=∑      (2) 
where ei are the different misfits, one for each dataset; eimin are the minimum misfits reached within 
our models; and  
( )2
i cut
dev i
i
e e
e e
e
N≤
−= ∑      (3) 
are the standard deviations of the misfits, which are not greater than a certain cut-off value 
(eicut≥ei≥eimin). This procedure leads us to define discretionary cut-off values, below which we 
consider the misfits to be acceptable and the models to be realistic. Thus, the arbitrary cut-off values 
affect the relative weights of the different datasets entering into the Is (Equation 2), the weight being 
proportional to (eicut-eimin)/eidev. This approach offers several advantages. The weights are explicitly 
arbitrary and not bound to the formal errors associated with experimental datasets, errors that are 
often estimated with different criteria and cannot be directly compared. Second, models that could 
have been considered unrealistic a-priori are not excluded from the computation, as the cut-off 
affects only the eidev, whereas the Is is computed for all models. Thus, a model whose misfit with the 
data is greater than the cut-off ei>eicut can be one of the best models due to low misfits with other 
datasets. Third, defining the eidev based on the eicut allows us to span the space of model parameters 
and boundary conditions, including unexpected or unrealistic boundary conditions or a combination 
of these, and still find a robust result. This approach allowed us to test systematically all of the 
boundary conditions found in the literature for Italy and is particularly helpful when we know little 
about the boundary conditions.  
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To deal with Gaussian GPS residuals and spiky stress outliers, we used the L2-norm for GPS data 
and the L1-norm for stress data. We adopted cut-off values of σcGPS=1.90 mm/a, ΔθcR=30°, 
ΔθcL=40°, ΔθcFP=53°, and %cbad=18%. These choices mean that the datasets at the national scale 
count the same, whereas local stress data have nearly double weight. The resulting Is for our models 
was:  
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
, 1.36mm/a 23.97 33.61 21.53 % 8.26%
0.131mm/a 1.487 1.240 3.502 2.341%
GPS R L FP bad
u v
SI
σ ϑ ϑ ϑ− Δ − ° Δ − ° Δ − ° −= + + + +° ° °   (4) 
Those model results showing the lowest values of Is were averaged, thereby accounting for 
uncertainties in boundary conditions and model parameters. We used the 50 models corresponding 
to the lowest misfits relative to each calibration dataset, as in Figure 4, in order to evaluate the 
reliability of the results and the effects of the arbitrary choices. We ranked the models according to 
the Is (the lower the better) and averaged the best 50 models to produce our results. We considered 
the standard deviation of the best 50 models as a minimum measure of error. 
Residual-based a-posteriori error analysis holds only near the known data, and spatial extrapolation 
in heterogeneous tectonics can be tricky. To evaluate spatial model predictability in areas where no 
focal mechanisms are available, but could be in the future, we separated existing regional-scale data 
from the new local-scale data and created two subsets. Literature-only data served to calibrate the 
models, whereas quality estimates of model results came from the residuals between average model 
predictions and the new data. We computed the synthetic index Is (Equation 4) without the 4th and 
5th terms (ΔθL and ΔθFP), i.e., those relative to the new data, as in Barba et al. (2008). For each new 
breakout, we computed the difference between the observed azimuth and the average model 
azimuth. We subdivided these residuals into four equal-range classes (good, fair, poor, and bad: 0-
22.5-45-67.5-90°). We assumed that for residuals smaller than 45°, models calibrated on past data 
predicted new data correctly.  
7. Results 
Starting from our finite-element model for Italy, we run a large number of iterations to test different 
sets of boundary conditions and explored ranges of model parameters. Deviations between model 
predictions and the observed stress and GPS data allowed us to characterise the accuracy of the 
numerical results. To test the model resolution, we used our new SHmax orientations and compared 
model results derived with and without these new data. To select the best models, we defined a 
synthetic index (Is) based on actual deviations between the modelled and observed quantities.  
With respect to the new data, literature-only calibrated models produced ten good model predictions 
(i.e., showing residuals less than 22.5°), eleven fair predictions, seven poor, and five bad, with an 
RMS of the residuals of 24.2°. This value is comparable to the average standard deviation of the 
new data (21.5°) and the repeatability error (20°) and is significantly less than the average difference 
in azimuth (35.9°) between the new data and those from Montone et al. (2004). Table 2 lists the 
azimuths predicted by the old models. 
7.1. Model performances 
We minimised the L1- or L2-misfit norm between the model predictions and all model-independent 
datasets. In general, the “best” model is the one that simultaneously minimises the L1- or L2-misfit 
norm between the model predictions and all datasets. However, no model totally satisfies this 
condition, because minimising a misfit relative to one dataset can increase the misfit with another 
dataset. For the 50 best models relative to each dataset, the computed misfits with respect to all of 
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the datasets are ΔθR=23.97-24.31°, ΔθL=31.66-34.81°, ΔθFP=21.53-29.71°, %bad=8.26-8.72%, 
σGPS=1.36-1.37 mm/a . No single dataset simultaneously constrained all of the modelled quantities, 
i.e., the tectonic regime, the SHmax orientation, and also the horizontal GPS velocities. Thus, no 
dataset prevailed, as each can be among the best or the worst according to the modelled quantity 
(light-gray bars in Figure 4). In all cases, the choice of the “best” model therefore remains a 
somewhat arbitrary decision. On the other hand, the synthetic index (Equation 4) performed well 
and was always one of the best choices, nearly always scoring second (dark-grey bar in Figure 4). 
Among the best 50 models relative to the synthetic index, we find that Is =2.97-3.27, which 
corresponds to ΔθR=24.54-30.53°, ΔθL=37.60-40.89°, ΔθFP=31.68-46.40°, %bad=9.63-14.45 %, and 
σGPS=1.39-1.66 mm/a.  
For the new data, the final models produced an RMS of 23.1°, 1.1° less than the old data (Table 2). 
The inclusion of the new data in the model does not significantly affect the model prediction at these 
sites. There is a small improvement in the residuals that were already close to the measurement 
errors. This indicates that the old models satisfactorily predict the new data and that the error 
estimates are generally close to the true error. However, in specific cases, differences can be much 
larger, as the differences between the new data and those from Montone et al. (2004) show. In 
addition, we think that the compromise of choosing the L1-norm to avoid spiky stress outliers 
makes the model a bit less sensitive to data, as the model residuals are slightly larger (1°-3°) than 
average measurements errors. With the assumption of a crust with no pre-existing faults, 22 wells 
are predicted to be NF, 14 TF, and 10 SS.  
From the modelling, our results show an extensional tectonic regime to the west and compression to 
the east, with a narrow strike-slip area in the middle (Figure 5). The average SHmax computed 
directions are mostly oriented NW-SE, with the exceptions of Apulia and the Ionian Sea, where they 
trend ~E-W, and in the Gargano promontory, where the axes are more scattered. The standard 
deviation of the <SHmax> azimuth in the best 50 models is less than 10° for 90% (<24° for 95%) of 
the elements in the study area.  
8. Discussion 
Calibrating the models through several independent datasets results in errors that are lower on 
average for all the predicted quantities. On the other hand, the use of a single dataset can result in 
the least misfit for the chosen dataset, but the models miscalculate at least one quantity (Figure 4), 
which gives inconsistent results. Defining a synthetic index allows us to balance the effects of 
different datasets. The results are not only less arbitrary and more reproducible, but also more robust 
to measurement errors and less dependent on the spatial distribution of the data than models starting 
from separate datasets.  
In minimising the residuals, we favoured the new dataset because of its greater data density in the 
study area, even though the new data repeatability error of ~20° is larger than that of ~15° for the 
old data. This is because the data from Montone et al. (2004) were pre-selected before the analysis 
was performed; the well logs were visually inspected and the best quality data were chosen. Slightly 
better results were obtained from integrating the two datasets before minimising the residuals. 
However, integrating the two datasets is not an obvious step, because they differ by ~30° on average 
(Table 2). In addition, the residuals between the models and the new data are 10° higher than for the 
old data, despite the higher weight given to the new dataset. Moreover, the model residuals for the 
new data with better quality are higher than those for the new data with lower quality. As the same 
occurs for deviations between old data and new data, i.e., better quality data deviate more, we think 
that the problem could be due to local effects not considered in our model because we included only 
larger faults, or due to faults with an effective friction much smaller than 0.3. 
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The standard deviation of the SHmax orientations computed from the 50 best models only accounts 
for uncertainties in boundary conditions and model parameters, which results in a minimum error. In 
order to evaluate the effect of the calibration datasets (i.e., the choice and weight to assign to each 
dataset), we compared the SHmax modelled azimuth based on literature-only data (column θ in Table 
2) and the SHmax modelled azimuth based on all data (column <SHmax>calc). The difference between 
the two results depends on the choice of calibration datasets and on the different boundary 
conditions/model parameters that minimise Is. Such a difference is roughly equal to 2σ50 (i.e., ~20° 
for 90% of the elements in the study area), a value that is similar to the ~24° average misfits 
between our modelling results and the old data. Thus, although we did not systematically propagate 
the error from the calibration datasets onto the results, we are confident that 2σ50 is a good measure 
of the true error of the computed SHmax orientations. 
Along the mountain belt, where the largest known seismogenic areas are located (see, e.g., Basili et 
al., 2008 and reference therein), the new well data show mainly NW-SE-oriented SHmax 
measurements, in agreement with past data (see, e.g., Westaway, 1992; Cello and Mazzoli, 1999; 
Pasquale et al., 2009). Wells no. 11 and 12, located along the chain, reveal SHmax to be nearly 
orthogonal to the trend of the other data (Figure 1). In this case, the model predicted a strike-slip 
regime for these two wells, suggesting that this deviation from the main Apenninic trend could be 
due to a different or secondary mechanism. Wells no. 1 and 2 are located along the Tyrrhenian 
coast, in an area where little or no information is available and where the models are poorly 
constrained. However, an M 4.6 strike-slip earthquake with a P-axis trending ~ N 25° occurred on 
August 22, 2005 less than 30 km from the two wells (Olivieri et al., 2008). Such a P-axis azimuth 
deviates ~45° from well no. 1 and from the model predictions, whereas it agrees with the SHmax 
observed in well no. 2. The SS and TF tectonic regimes predicted for the two wells are consistent 
with the strike-slip earthquake focal mechanism. 
Repeatability errors of ~15-20° are similar to errors found in other datasets, e.g., in California (Bird 
and Kong, 1994), and are comparable to the average differences of ~25-30° between the new and 
old data and the minimum average difference of ~24-34° between the data and the best-fit models 
derived in this work.   
The minimum misfits that we find for SHmax and geodetic velocities are comparable with the values 
of ~28° for SHmax in New Zealand (Liu and Bird, 2002) or ~32° for SHmax and ~1.5 mm/a for 
velocities in Australia (Burbidge, 2004). Comparing misfits corresponding to the best Is models (i.e., 
selected according the synthetic index Is) with misfits by Barba et al. (2008), we find greater values, 
whereas if we consider the absolute best models, we find smaller misfits. The synthetic index built 
here and the Is of Barba et al. (2008) differ due to the inclusion of the additional stress data. The 
smallest misfits with the new data are ~34° in the best overall models and ~39° in the best Is models, 
indicating that the presence of the new dataset negatively affects misfits with respect to other 
datasets. This problem may depend on the presence of several outliers within the relatively small 
number of new data. However, treating stress datasets as independent within the synthetic index 
allowed us to test the new data while obtaining a robust result.  
The Southern Apennines are a well-studied area, and the tectonic regime and stress orientations 
proposed here agree with previous works (see, e.g., Meletti et al., 2008, for a review). Extension 
occurs in the sediments scraped off of the subducted Adriatic lithosphere, whereas compression 
occurs within the Adriatic plate. In southern Apulia and offshore in the Ionian Sea, where the 
predicted SHmax directions mostly trend E-W, fewer data are available. However, seismic reflection 
data support roughly E-W active thrusting perpendicular to the offshore Ionian thrust (Pieri et al., 
1997; Catalano et al., 2001; A. Polonia, pers. comm.). In contrast, the stress axes along the NW-SE-
trending foredeep, being parallel to the main thrust, support that the onshore thrust may be slightly 
active or inactive; compression results in continental transpression in the Gargano promontory and 
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across the Mattinata fault zone (Doglioni et al., 1994), where earthquakes show strike–slip 
mechanisms with a non-negligible compressive component (Del Gaudio et al., 2007). We can also 
observe in Figure 5 that the predicted orientations of SHmax change very little across the extension-
compression boundary; this effect may be due to the presence of the basal shear tractions and the 
variation in the lithostatic load. Around the Gargano promontory, the uneven stress field may 
depend on horizontal heterogeneities in the crustal structure; the scattered stress axes agree with the 
smaller magnitude focal mechanisms reported in the literature (Frepoli and Amato, 2000; Vannucci 
and Gasperini, 2004). The different orientations of SHmax – arc-normal in the oceanic Ionian 
lithosphere, arc-parallel onshore, and scattered around the Gargano promontory – can be interpreted 
as a weak compressive field that explicates in the thin Ionian plate and that can be easily affected by 
the lithostatic load within the thicker Adriatic lithosphere.  
9. Conclusions 
We presented a geomechanical model of the stress field for the Southern Apennines that is 
calibrated against stress orientations and GPS derived horizontal velocities. Furthermore, we 
provide further constraints for our model by means of 31 new stress data records from borehole 
breakout analysis.  
We conclude that using several independent datasets resulted in a lower average error in all of the 
modelled quantities. In fact, using any single dataset would produce inconsistent results. Thus, GPS 
and stress data must be simultaneously accounted for to obtain a mechanically self-consistent 
model. 
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Figures and Tables 
Figure 1. Present-day stress map and GPS data for southern peninsular Italy, showing the maximum 
horizontal stress direction derived from breakouts, earthquakes, fault data, and GPS measurements. 
The numbered wells are relative to Table 2. The inset shows Map of all moment tensor solutions 
included in the Italian CMT dataset from 1977 to present. The centroid moment tensors are relative 
to shallow and intermediate depth earthquakes and have magnitudes between 4.0 and 6.9 (Pondrelli 
et al., 2006). The main tectonic features are also shown. Symbols on the fault traces indicate fault 
type: black triangle, thrust fault; short thick notch, normal fault; arrow, strike-slip fault; no symbol, 
undetermined fault. The box indicates the study area. 
 
Figure 2. Model grid (triangles), faults (thick lines), shear traction locations (grey areas), and 
directions (arrows). Boundary condition codes as in Table 1.  
 
Figure 3. Standard deviation for all of the pairs of stress azimuth data located at a distance less than 
x (lag distance). Black circles: Montone et al., 2004; open squares: data from this study. Black and 
grey lines represent the exponential fit and 95% confidence limits, respectively. 
 
Figure 4. Average model misfit (histograms) and RMS misfit (error bars) computed for groups of  
the 50 best models for each type of data and for the Synthetic Index (overall best). The shortest bars 
indicate the best results. (a) MO04 (Montone et al., 2004); (b) DG07 (Del Gaudio et al., 2007); (c) 
MA08 (this study); (d) DE08 (Devoti et al., 2008); (e) REG: MO04+ Pondrelli et al. (2006); (f) IS - 
Synthetic Index Is (this study).  
 
Figure 5. Computed maximum horizontal stress orientation. Red, green, and blue bars are normal, 
strike-slip, and thrust faulting regimes, respectively. Black bars are relative to breakout data in Table 
2; angular errors plotted according to the Zoback (1992) quality ranking system.  
 
Table 1. Model parameters and boundary conditions. Column ‘#’ indicates the number of iterations 
(the number of discrete values of parameters within the stated range, or the number of tested 
boundary conditions). 
 
Table 2. New borehole breakout data and model azimuths. N: well identification number (Mariucci et 
al., 2008); Calliper log: depth interval measured by a calliper tool; Breakout Int.: depth interval where 
the breakout data are identified; SHmax bo: maximum horizontal stress orientation from breakouts; σ: 
standard deviation of SHmax bo; L: breakout length; bo n.: number of breakouts; -: unreliable data or no data; 
Q: data quality ranking (Zoback, 1992); Nd: number of Montone et al. (2004) data points within a 30 
km radius of the new well; ΔM04: average difference between the new datapoint azimuth and that of the 
Montone et al. (2004) points within the 30 km radius; θ: SHmax modelled azimuth based on literature-
only data; <SHmax>calc: SHmax modelled azimuth based on all data; σ50: RMS relative to best 50 models 
according to Is; Reg: model predicted tectonic regime without pre-existing faults (NF: Normal Fault, 
TF: Thrust Fault, SS: Strike-Slip). (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
 
 
Table 1. Model parameters and boundary conditions. Column ‘#’ indicates the number of 
iterations (the number of discrete values of parameters within the stated range, or the number of 
tested boundary conditions). 
Tested parameters Parameter name Value or reference #  
Boundary conditions Europe (EU) 1 – fixed 1 
 EU-AF transition zone 1: fixed relatively to AF 
2: reflection symmetry across the North-AF thrust  
2 
 Africa (AF) 1: NWward EU-convergence (Serpelloni et al., 2007) 
2: NNEward EU-convergence (Mantovani et al., 2007) 
2 
 Ionio (IO) 1: fixed relatively to AF 
2: fixed relatively to AD 
3: subject to lithostatic stress only 
4: convergence with respect to EU (Westaway, 1990) 
4 
 Adria (AD) 1: fixed 
2: no motion normal to the edge is allowed (free slip 
parallel to the edge) 
3: NEward convergence (Serpelloni et al., 2005) 
4: NEward EU-convergence (Westaway, 1990) 
4 
Tractions Basal shear stress Azimuth 0-100 MPa 10 
 Directions Apennines (North, Center and South): 20-40° N  12 
  Calabria: 140°N 1 
Rheology Fault friction 0.3 1 
(uniform in crust/mantle) A 2.11x106 Pa s1/3 (crust) / 1.28x104 Pa s1/3 (mantle) 1 
 B 8625 K (crust) / 18028 K (mantle) 1 
 C 0 (crust) / 0.017 (mantle) 1 
 D 0.41 (crust) /0.41 (mantle) 1 
 Plasticity limit 500 MPa 1 
 Maximum traction on 
subduction zone 
1x1012 – 8x1012 N/m 6 
Physical parameters Density (275 K)  2850 kg/m3 (crust) / 3350 kg/m3 (mantle) 1 
(uniform in crust/mantle) Volumetric thermal expansion 
coefficient 
0 K-1 (crust) /3.5x10-5 K-1 (mantle) 1 
 Thermal conductivity 3 Wm-1K-1 (crust) / 3.4 Wm-1K-1 (mantle) 1 
 Linear radioactive heat 
production coefficient 
8x10-7 K-1 (crust) / 0 K-1 (mantle) 1 
 
 
 
Table 2. New borehole breakout data and model azimuths.  
Well data analisys Modelling 
Well Caliper log Breakout Int. SHmax <SHmax> Lon Lat 
Depth Top Bot Top Bot bo 
σ L ΔM04 θ 
calc 
σ50 N 
°E °N (m) (m) (m) (m) (m) (deg) (deg) (m) 
bo 
n. Q Nd 
(deg) (deg) (deg) (deg) 
Reg 
1 12.73 41.53 1296 298 1352 845 1324 332 11 90 5 C 0 - 161 160 2 SS 
2 12.76 41.31 2552 1219 2436 1250 2396 22 34 358 11 D 0 - 157 154 3 SS 
3 13.06 41.71 2814 397 2606 1268 2520 85 18 574 13 B 0 - 133 133 1 NF 
4 13.53 41.53 2031 27 2028 600 1977 59 20 528 11 B 0 - 156 156 0 NF 
5 13.78 41.39 4356 6 4325 1946 2035 87 24 66 4 D 1 59 144 144 2 NF 
6 14.22 42.44 3003 290 3004 493 2816 24 12 219 10 B 12 61 141 144 2 TF 
7 14.17 41.06 1359 332 1339 527 1268 312 35 25 7 D 1 81 134 135 2 SS 
8 14.18 42.56 2553 398 2555 450 2539 295 21 274 19 C 13 31 132 134 2 TF 
9 14.61 41.74 4089 3895 4088 3927 4081 277 27 50 4 D 9 23 136 136 2 TF 
10 14.66 42.05 1721 - - - - - - - - E - - 157 155 3 TF 
11 14.71 41.12 3733 517 3720 1518 3408 80 22 274 8 C 7 57 120 123 4 SS 
12 15.02 41.07 3107 2422 3109 2440 3038 67 8 282 6 C 9 56 143 144 3 SS 
13 15.04 40.71 4625 4115 4280 4120 4268 70 26 24 13 D 3 61 127 128 5 NF 
14 15.12 40.35 3565 - - - - - - - - E 0 - 140 134 2 NF 
15 15.23 41.50 3210 1950 3052 2537 3004 276 9 32 5 D 5 41 150 148 1 TF 
16 15.26 41.57 2337 - - - - - - - - E - - 154 152 1 TF 
17 15.29 41.48 2754 - - - - - - - - E - - 144 143 2 TF 
18 15.32 41.48 2277 356 2275 955 2262 338 35 111 7 D 7 31 144 143 2 TF 
19 15.46 42.33 3000 - - - - - - - - E - - 9 7 1 TF 
20 15.56 40.58 4329 3142 3983 3155 3968 298 29 180 10 D 11 20 133 133 3 NF 
21 15.58 40.79 5315 - - - - - - - - E - - 144 145 4 NF 
22 15.61 40.44 4338 - - - - - - - - E - - 145 144 3 NF 
23 14.96 41.75 4104 2175 2685 2217 2670 275 10 237 4 B 9 23 141 142 2 TF 
24 15.78 40.47 4303 421 4303 2037 4290 317 26 73 12 D 13 10 157 156 3 NF 
25 15.78 40.17 3731 - - - - - - -  E - - 146 143 6 NF 
26 15.83 40.44 3533 1984 3266 2355 3200 309 17 80 3 C 11 12 157 156 3 NF 
27 15.88 40.38 4010 107 1959 571 962 313 24 114 4 C 10 10 160 160 3 NF 
28 15.89 40.38 4012 3212 4003 3226 3947 311 11 143 7 B 10 10 160 160 3 NF 
29 15.90 40.33 3494 2544 3490 2560 3304 342 18 119 12 B 11 29 155 152 4 NF 
30 15.90 40.31 3852 248 1505 835 1069 312 19 114 4 B 11 10 155 152 4 NF 
31 15.92 40.37 4300 3436 4297 3617 4246 3 24 32 9 C 10 51 160 160 3 NF 
32 15.99 40.32 4141 191 2796 1383 2783 306 27 53 10 D 11 14 106 133 11 NF 
33 16.00 40.73 3207 170 3203 1250 3198 311 14 74 9 C 8 15 119 136 4 TF 
34 16.01 40.85 2886 299 2886 500 1678 339 12 377 3 C 7 15 109 127 9 TF 
35 16.06 40.41 5543 3733 5541 4340 5500 84 17 332 12 B 14 41 106 133 11 NF 
36 16.36 40.00 2520 - - - - - - - - E - - 74 94 10 NF 
37 16.48 40.42 1650 720 1628 730 1178 352 22 102 4 C 7 54 89 102 9 SS 
38 16.49 40.42 1710 962 1711 977 1446 52 33 90 5 D 7 56 89 102 9 SS 
39 16.52 40.05 5079 - - - - - - - - E - - 80 95 10 NF 
40 16.55 39.74 4093 299 3998 3507 3938 358 18 130 17 B 3 62 78 97 4 NF 
41 16.61 41.62 3348 - - - - - - - - E - - 177 176 3 TF 
42 16.70 40.05 3865 3150 3863 3531 3823 351 21 132 3 C 0 - 82 101 11 SS 
43 16.72 42.15 2205 - - - - - - - - E - - 57 45 8 TF 
44 16.72 40.32 1454 - - - - - - - - E - - 88 98 8 SS 
45 16.72 39.60 4659 - - - - - - - - E - - 54 59 2 NF 
46 16.73 40.30 1725 - - - - - - - - E - - 88 98 8 SS 
N: well identification number (Mariucci et al., 2008); Calliper log: depth interval measured by a calliper tool; Breakout Int.: depth 
interval where the breakout data are identified; SHmax bo: maximum horizontal stress orientation from breakouts; σ: standard 
deviation of SHmax bo; L: breakout length; bo n.: number of breakouts; -: unreliable data or no data; Q: data quality ranking (Zoback, 
1992); Nd: number of Montone et al. (2004) data points within a 30 km radius of the new well; ΔM04: average difference between the 
new datapoint azimuth and that of the Montone et al. (2004) points within the 30 km radius; θ: SHmax modelled azimuth based on 
literature-only data; <SHmax>calc: SHmax modelled azimuth based on all data; σ50: RMS relative to best 50 models according to Is; 
Reg: model predicted tectonic regime without pre-existing faults (NF: Normal Fault, TF: Thrust Fault, SS: Strike-Slip). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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