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Quadrivariate existence theorems
and strong representability
Stephen Simons
Abstract
In this paper, we give conditions under which we can compute the conjugate of a convex
function on the product of two Fre´chet spaces defined in terms of another convex function
on the product of two (possibly different) Fre´chet spaces. We use this result to give simple
proofs of some (both old and new) results for Banach spaces, and deduce some (both
old and new) stability results for strongly representable multifunctions. We take as our
starting point a result on closed convex cones in the product of two Fre´chet spaces.
0. Introduction
We start off by discussing Section 3:
• If X and W are Banach spaces (all Banach spaces in this paper will be real),
h is a proper, convex lower semicontinuous function on W × W ∗ and C ∈ L(X,W ),
let us define the convex function k on X ×X∗ by k(x, x∗) := inf h(Cx × (CT)−1x∗). In
[6, Proposition 2.2], Marques Alves and Svaiter gave sufficient conditions for a certain
formula for the “restriction” of k∗ to X∗ ×X to hold.
• If f and g are proper, convex lower semicontinuous functions on the product of two
(possible unrelated) Banach spaces, let k be the inf–convolution of f and g with respect to
the second variable. In [15, Theorem 4.2], Simons and Za˘linescu gave sufficient conditions
for k∗ to be the exact inf–convolution of f∗ and g∗ with respect to the first variable.
• Finally, let X and Y be Banach spaces, f and g be proper, convex lower semicontinuous
functions on X ×X∗ and Y × Y ∗, respectively, and A ∈ L(X, Y ). Define the function k
on X ×X∗ by k(x, x∗) := infy∗∈Y ∗
[
f(x, x∗ − ATy∗) + g(Ax, y∗)
]
. In [16, Theorem 3.4],
Voisei and Za˘linescu (essentially) gave sufficient conditions for a certain formula for k∗ to
hold.
The initial purpose of this paper is to unify [6, Proposition 2.2], [15, Theorem 4.2]
and [16, Theorem 3.4]. We establish such a result in Theorem 6, even for Fre´chet spaces.
Of course, such a result must use four variables. We show in Corollary 8 how Theo-
rem 6 leads to a generalization of [6, Proposition 2.2], in Corollary 10 how Theorem 9
(a consequence of Theorem 6) gives [15, Theorem 4.2], and in Corollary 11 how The-
orem 9 gives two results involving two Banach spaces and their duals, which we will
apply in Section 4. Although it is possible to give a direct proof of Theorem 9,
(
see
[13, Theorem 3]
)
, we have deduced it here from the structurally much simpler Theorem 6.
We note that, in Theorem 6, the linear map D goes from a space that h uses to a space
that k uses, while the linear map C goes from a space that k uses to a space that h uses.
In Section 4, we define strongly representative functions on the product of a Banach
space and its dual. We apply Corollary 11 in Theorem 14 and obtain sufficient “sandwiched
closed subspace” conditions for various operations on two strongly representative functions
to give rise to a third. One of the cases of Theorem 14(a) is the result of [16] referred to
above. For reasons that we explain below, this analysis will be continued in Section 6.
In Section 5, we define strongly representable multifunctions from a Banach space into
its dual. In Theorem 17, Corollary 18, Theorem 21 and Corollary 22, we give sufficient
1
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conditions for the generalized sum and generalized parallel sum of strongly representable
multifunctions to be strongly representable. The results on sums appear in [16], but the
results on parallel sums seem to be new. The incentive for the study of the stability
properties of strongly representable multifunctions stems from the knowledge that a mul-
tifunction is strongly representable ⇐⇒ it is maximally monotone “of type (NI)” ⇐⇒
it is maximally monotone “of type (D)” ⇐⇒ it is maximally monotone “of type (ED)”
⇐⇒ it is maximally monotone “of type (WD)” ⇐⇒ it is maximally monotone “of dense
type” and that such a multifunction is “of type (FP)”, “of type (FPV)”, and “strongly
maximally monotone”, and has a very strong Brønsted–Rockafellar property.
In Section 6, we will discuss some of the subtler features of the “sandwiched closed
subspace” existence results initially discussed in Theorem 14. This kind of result was
first introduced in [15, Theorem 5.5] in order to give sufficient conditions for the sum of
maximally monotone multifunctions on a reflexive Banach space to be maximally monotone
that were sufficiently flexible to subsume sufficient conditions previously obtained by a
number of different authors. We will illustrate the phenomenon under discussion in this
paper with reference to Theorem 14(a). Write H1 :=
⋃
λ>0 λ
[
A
(
D(Mf)
)
− D(Mg)
]
and
H2 :=
⋃
λ>0 λ
[
A(piE dom f) − piF dom g
]
. We know a priori that H1 is a (not necessarily
convex) cone and H2 is a convex cone. Theorem 14(a) implies that if there exists a
closed linear subspace H such that H1 ⊂ H ⊂ H2 then k
∗ satisfies (18) and k is strongly
representative. What we prove in Theorem 25(a) is that, in addition, H1 = H2, and thus
H is uniquely determined. So, in a sense, Theorem 25(a) belongs in Section 4, but it
uses Theorem 16 and the argument of Theorem 17 from Section 5. We can make similar
comments about Theorem 25(b), but this uses, in addition, Theorem 20 from Section 5.
As we observed in our discussion of Section 3 above, the starting point for the later
analysis is Theorem 6 in Section 2. There are different ways of obtaining this result. As
explained in Remark 5, we could start from the Attouch–Brezis theorem, as in [6], [7], [15]
and [16]. We have chosen to take a different approach here, because some of our later results
generalize the Attouch–Brezis theorem
(
cf. [15, Remark 4.3]
)
. We approach Theorem 6
through the result on contragredient convex cones of Theorem 4. Two comments about this
result are in order: firstly, as we observe in Remark 5, it actually suffices to consider closed
linear subspaces rather than closed convex cones — this loss of generality does not result in
a shortening of the analysis; secondly, Theorem 4 can also be deduced from [17, Theorem
2.8.6(v)] — we have included a direct proof here because it seems to be a fundamental and
basic result. As explained in Remark 3, the introduction of the notation of contragredient
was to avoid the proliferation of inverse maps, and because the notation “∗” is already
overused. (This term is taken from classical matrix theory, where the contragredient of
a matrix is the inverse of its adjoint.) It also has some notational advantages, which are
explained in Remark 3.
Finally, we make some comments about the results that appear in Section 1 that
we use in our derivation of Theorem 4. We need two ingredients: a convenient way of
applying Baire’s theorem, and a convenient way of assuring the existence of an appropriate
continuous linear functional. The first of these roles is satisfied by Lemma 1, which first
appeared in [9], and the second of these roles is satisfied by Lemma 2, which is an easy
consequence of a result that first appeared in [11], under the name of the “Hahn–Banach–
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Lagrange theorem”.
The author would like to thank Benar Svaiter for sending him a preprint of [5], Maicon
Marques Alves for sending him a preprint of [7], and Constantin Za˘linescu for making him
aware of [3], and sending him a preprint of [16].
Part of the research in this paper was done while the author was visiting Centre de
Recerca Matema`tica in Barcelona, Spain. The author would like to thank the Centre for
its hospitality.
1. Preliminary results
If E is a topological vector space, we write PCLSC(E) for the set of all proper, convex lower
semicontinuous functions from E into ]−∞,∞] and E∗ for the dual space of E. If F is
also a topological vector space, we write L(E, F ) for the set of continuous linear operators
from E into F . Lemma 1 below was first proved in Rodrigues–Simons, [9, Lemma 1, pp.
1072–1073], and was shown in [8] to be a convenient way of applying Baire’s theorem to a
number of existence theorems in functional analysis.
Lemma 1. Let P and Q be complete metrizable topological vector spaces, f ∈ PCLSC(P )
and A ∈ L(P,Q). Suppose that L :=
⋃
λ>0 λA(dom f) is a closed linear subspace of Q.
Then there exists γ ≥ 0 such that
{
A(p): p ∈ P, f(p) ≤ γ
}
is a neighborhood of 0 in L.
Lemma 2 is an immediate conseqence of the “Hahn–Banach–Lagrange theorem” of
[11, Theorem 2.9, p. 153] or [12, Theorem 1.11, p. 21] (which is, in turn, a consequence
of the Mazur–Orlicz theorem) and the fact that any linear functional dominated by a
continuous seminorm is continuous.
Lemma 2. Let S be a continuous seminorm on a topological vector space Q, C be a
nonempty convex subset of a vector space, f : C → ]−∞,∞] be proper and convex, and
A: C → Q be affine. Then there exists q∗ ∈ Q∗ such that infC
[
q∗◦A+f
]
= infC
[
S◦A+f
]
.
2. The contragredient of a convex cone in a product space
If Q and R are Fre´chet spaces and G is a convex cone in Q × R (always with vertex 0)
then we define the contragredient, G∼, of G (see Remark 3 below for an explanation of
this term) to be the convex cone
{
(q∗, r∗) ∈ Q∗ ×R∗: for all (q, r) ∈ G, 〈q, q∗〉 ≥ 〈r, r∗〉
}
. (1)
If r ∈ R, we write Gr for the “horizontal” section
{
q ∈ Q: (q, r) ∈ G
}
. Similarly, if
r∗ ∈ R∗, we write G∼r∗ for the “horizontal” section
{
q∗ ∈ Q∗: (q∗, r∗) ∈ G∼
}
. We also
write GR :=
⋃
r∈RGr, which is the projection of G onto Q. We shall show in Theorem 4
how these concepts lead to a useful and easily statable result.
Remark 3. If Q and R are finite dimensional spaces and G is a convex cone in Q × R
then the adjoint of G was defined by Rockafellar in [8, Section 39, pp. 413–423], extending
a corresponding definition for linear subspaces of Q × R that was made by Arens in [1].
(The development in [8] was in terms of certain multifunctions, called convex processes,
from Q into R rather than subsets of Q×R.) In classical matrix theory, the contragredient
3
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of a matrix is the inverse of its adjoint. Our definition of the contragredient of a cone in
(1) was derived from these precedents and the obvious interpretation of the inverse of a
subset of Q × R. We have made this definition to avoid the proliferation of inverse maps
and because the notation “∗” is already overused. This notation also leads to the formal
similarity between the argument set for k in (3) and the argument set for k∗ in (4).
Theorem 4 can also be deduced from [17, Theorem 2.8.6(v), p. 125–126], which is
couched in the language of convex processes.
Theorem 4. Let Q and R be Fre´chet spaces, G be a closed convex cone in Q × R,
h ∈ PCLSC(Q) and
L :=
⋃
λ>0 λ
[
domh−GR
]
be a closed linear subspace of Q. (2)
For all r ∈ R, let
k(r) := inf h(Gr) > −∞. (3)
Let r∗ ∈ R∗ and k∗(r∗) <∞. Then
k∗(r∗) = minh∗(G∼r∗). (4)
Proof. Let q∗ ∈ G∼r∗ and r ∈ R. If q ∈ Gr then (1) implies that 〈r, r
∗〉 ≤ 〈q, q∗〉 ≤
h(q) + h∗(q∗). Taking the infimum over q ∈ Gr and using (3), 〈r, r
∗〉 ≤ k(r) + h∗(q∗). It
follows easily from this that k∗(r∗) ≤ h∗(q∗). So what we must prove is that there exists
q∗ ∈ G∼r∗ such that h
∗(q∗) ≤ k∗(r∗). It suffices for this that q∗ ∈ Q∗ and
p ∈ domh and (q, r) ∈ G =⇒ 〈p, q∗〉 − h(p) + 〈r, r∗〉 − 〈q, q∗〉 ≤ k∗(r∗). (5)
Define A ∈ L(Q × Q × R,Q) by A(p, q, r) = p − q and f ∈ PCLSC(Q × Q × R) by
f(p, q, r) := h(p) + IIG(q, r) − 〈r, r
∗〉 + k∗(r∗), where IIG is the indicator function of G.
Then A(dom f) = domh − GR. Thus (2) implies that Lemma 1 can be applied, from
which there exist a continuous seminorm T on Q and γ ≥ 0 such that
{
l ∈ L: T (l) < 1
}
⊂
{
p1 − q1: p1 ∈ domh, (q1, r1) ∈ G, h(p1)− 〈r1, r
∗〉+ k∗(r∗) ≤ γ
}
.
Let p ∈ domh and (q, r) ∈ G, so that q − p = −(p − q) ∈ L. Let µ > T (q − p). Then
T
(
(q − p)/µ
)
< 1, and so the above inclusion provides p1 ∈ domh and (q1, r1) ∈ G such
that
p1 − q1 = (q − p)/µ and h(p1)− 〈r1, r
∗〉+ k∗(r∗) ≤ γ. (6)
Write α := µ/(1 + µ) and β := 1/(1 + µ): then αq1 + βq = αp1 + βp. Since
(αq1 + βq, αr1 + βr) = α(q1, r1) + β(q, r) ∈ G,
(3) implies that k(αr1 + βr) ≤ h(αq1 + βq) = h(αp1 + βp) ≤ αh(p1) + βh(p). Thus
0 ≤ k(αr1 + βr) − 〈αr1 + βr, r
∗〉+ k∗(r∗) ≤ αh(p1) + βh(p) − 〈αr1 + βr, r
∗〉+ k∗(r∗)
= α
[
h(p1)− 〈r1, r
∗〉+ k∗(r∗)
]
+ β
[
h(p)− 〈r, r∗〉+ k∗(r∗)
]
≤ αγ + β
[
h(p)− 〈r, r∗〉+ k∗(r∗)
]
,
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where the final inequality follows from (6). If we now multiply by 1 + µ, we obtain
0 ≤ µγ + h(p)− 〈r, r∗〉+ k∗(r∗) and, letting µ→ T (q − p), we see that
0 ≤ γT (q − p) + h(p)− 〈r, r∗〉+ k∗(r∗).
From Lemma 2
(
with C = Q×Q×R and S := γT
)
, we obtain q∗ ∈ Q∗ such that, for all
p ∈ domh and (q, r) ∈ G, 〈q − p, q∗〉 + h(p) − 〈r, r∗〉 + k∗(r∗) ≥ 0. This gives (5), which
completes the proof of Theorem 4. 
In what follows, we write ·T for the adjoint of the map ·.
Remark 5. The only application of Theorem 4 in the rest of this paper is in the proof of
Theorem 6. In order to obtain this application, it suffices to assume in Theorem 4 that G
is a closed linear subspace rather than a closed convex cone. However, this dilution of the
assumptions does not result in a shortening of the analysis.
Now in [6], [7], [15] and [16] the starting point for the analysis was the (Banach space
version of the) Attouch–Brezis theorem:
Let P and Q be nonzero Fre´chet spaces, g ∈ PCLSC(P ), h ∈ PCLSC(Q) and A ∈ L(P,Q).
Suppose that
⋃
λ>0 λ
[
domh − A(dom g)
]
is a closed linear subspace of Q. Then, for all
p∗ ∈ P ∗, (g + h ◦A)∗(p∗) = minq∗∈Q∗
[
g∗
(
p∗ − AT(q∗)
)
+ h∗(q∗)
]
.
This Fre´chet space version was first proved in Rodrigues–Simons, [9, Theorem 6, p. 1076],
and much more general results were established in Za˘linescu, [17, Theorem 2.8.3, p. 123–
124]. While we have avoided using this result in our development since some of our later
results imply the Attouch–Brezis theorem, we thought that it would be interesting for
some readers to see a proof of Theorem 4 that uses this instead of Lemmas 1 and 2. Here
is such a proof: Since dom IIG = G, (2) implies that
⋃
λ>0 λ
[
domh− piQ(dom IIG)
]
is a
closed linear subspace of Q, where piQ: Q×R→ Q is defined by piQ(q, r) := q. Thus
k∗(r∗) = supr∈R
[
〈r, r∗〉 − inf h(Gr)
]
= sup(q,r)∈G
[
〈r, r∗〉 − h(q)
]
= (IIG + h ◦ piQ)
∗(0, r∗) = minq∗∈Q∗
[
IIG
∗
(
(0, r∗)− piQ
T(q∗)
)
+ h∗(q∗)
]
.
Now IIG
∗
(
(0, r∗) − piQ
T(q∗)
)
= sup(q,r)∈G
[
〈r, r∗〉 − 〈q, q∗〉
]
. It is easily seen that if this
quantity is finite then (q∗, r∗) ∈ G∼, and then it has the value 0. Thus we obtain (4),
which gives us Theorem 4. While this proof is shorter than that given using Lemmas 1 and
2, it is not shorter if one takes into account the overhead required to go from Lemmas 1
and 2 to the Attouch–Brezis theorem. We note
(
cf. [15, Remark 4.3, p. 10]
)
that Theorem
9 generalizes the Attouch–Brezis theorem for Banach spaces.
Theorem 6, which first appeared (for Banach spaces) in [13, Theorem 21, pp. 12–13],
will be applied in Corollary 8 and Theorem 9. The following chart should help the reader
keep track of the various spaces and maps.
X C−→ W
]−∞,∞] k←− × ×
h
−→ ]−∞,∞].
U D←− T
In Theorem 6, and Corollary 8, piW : W × T → W is defined by piW (w, t) := w.
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Theorem 6. Let X , W , U and T be Fre´chet spaces, C ∈ L(X,W ), D ∈ L(T, U),
h ∈ PCLSC(W × T ) and
⋃
λ>0 λ
[
piWdomh− C(X)
]
be a closed linear subspace of W. (7)
For all (x, u) ∈ X × U , let
k(x, u) := inf h(Cx×D−1u) > −∞. (8)
Then, for all (x∗, u∗) ∈ X∗ × U∗ with k∗(x∗, u∗) <∞,
k∗(x∗, u∗) = minh∗
(
(CT)−1x∗ ×DTu∗
)
.
Proof. Let Q :=W × T and R := X × U , and G be the closed convex cone
{(
(Cx, t), (x,Dt)
)
: x ∈ X, T ∈ T
}
⊂ Q×R.
Now, using the notation of Theorem 4, GR = C(X)× T , and so
domh−GR =
[
piWdomh− C(X)
]
× T.
Thus
⋃
λ>0 λ
[
domh−GR
]
=
⋃
λ>0 λ
[
piWdomh−C(X)
]
×T , and (7) implies that this is a
closed linear subspace of Q. Clearly G(x,u) = Cx×D
−1u, and so the function k as defined
in (8) is identical with the function k as defined in (3). Since
(w∗, t∗) ∈ G∼(x∗,u∗)
⇐⇒
(
x ∈ X and t ∈ T =⇒ 〈Cx,w∗〉+ 〈t, t∗〉 ≥ 〈x, x∗〉+ 〈Dt, u∗〉
)
⇐⇒
(
x ∈ X and t ∈ T =⇒ 〈Cx,w∗〉 ≥ 〈x, x∗〉 and 〈t, t∗〉 ≥ 〈Dt, u∗〉
)
⇐⇒
(
x ∈ X =⇒ 〈Cx,w∗〉 ≥ 〈x, x∗〉
)
and
(
t ∈ T =⇒ 〈t, t∗〉 ≥ 〈Dt, u∗〉
)
⇐⇒ CTw∗ = x∗ and t∗ = DTu∗ ⇐⇒ (w∗, t∗) ∈ (CT)−1x∗ ×DTu∗,
the result follows from Theorem 4. 
3. Applications to Banach spaces
We now specialize to linear maps on Banach spaces, not because continued development
in Fre´chet spaces would be impossible, but simply because defining biduals is much more
technical in the Fre´chet space case. Corollary 8 is a considerable strengthening of Marques
Alves–Svaiter [6, Proposition 2.2, pp. 557, 562–563] in that it provides a formula for h∗
rather than only for h@. It is very curious that the argument set for h and the argument
set for h@ in Corollary 8 are identical.
Notation 7. The following notation is taken from the theory of SSD spaces (see [10], [12]
and [14]): if E is a Banach space and f ∈ PCLSC(E ×E∗), f@(x, x∗) stands for f∗(x∗, x̂)
where, for all x ∈ E, x̂ is the canonical image of x in the bidual, E∗∗.
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Corollary 8. Let X and W be Banach spaces, C ∈ L(X,W ), h ∈ PCLSC(W ×W ∗) and
⋃
λ>0 λ
[
piWdomh− C(X)
]
be a closed linear subspace of W.
For all (x, x∗) ∈ X ×X∗, let
k(x, x∗) := inf h(Cx× (CT)−1x∗) > −∞.
Then, for all (x∗, x∗∗) ∈ X∗ ×X∗∗ with k∗(x∗, x∗∗) <∞,
k∗(x∗, x∗∗) = minh∗
(
(CT)−1x∗ × CTTx∗∗
)
, (9)
and, for all (x, x∗) ∈ X ×X∗ with k@(x, x∗) <∞,
k@(x, x∗) = minh@
(
Cx× (CT)−1x∗
)
. (10)
Proof. (9) is immediate from Theorem 6 with U := X∗, T :=W ∗ and D := CT, and (10)
follows from (9) and the observation that CTTx̂ = Ĉx. 
We now come to Theorem 9, our quadrivariate version of the Attouch–Brezis theorem,
which first appeared in [13, Theorem 3, pp. 2–4], and which will be applied in Corollary
10 and Corollary 11. The following chart should help the reader keep track of the various
spaces and maps.
X A−→ Y
]−∞,∞] f, k←− × ×
g
−→ ]−∞,∞].
U B←− V
In Theorem 9, piX : X×U → X is defined by piX(x, u) := x, and piY : Y ×V → Y is defined
by piY (y, v) := y. We point out a subtle but important difference between Theorem 9 and
the previous existence theorems — the formula for k∗(x∗, u∗) holds even if k∗(x∗, u∗) =∞.
The reason for this that we can take (for instance) y∗ = 0 and the proof of Theorem 4
shows that k∗(x∗, u∗) ≤ f∗(x∗, u∗) + g∗(0, BTu∗), and so both sides of this inequality
have the same value, ∞. On the other hand, in Theorem 6 it can easily happen that
(CT)−1x∗ ×DTu∗ = ∅, and the existence of a minimizer is then problematical.
Theorem 9. Let X , Y , U and V be Banach spaces, A ∈ L(X, Y ), B ∈ L(V, U),
f ∈ PCLSC(X × U) and g ∈ PCLSC(Y × V ). Let
⋃
λ>0 λ
[
A(piX dom f)− piY dom g
]
be a closed linear subspace of Y. (11)
For all (x, u) ∈ X × U , let
k(x, u) := infv∈V
[
f(x, u−Bv) + g(Ax, v)
]
> −∞. (12)
Then, for all (x∗, u∗) ∈ X∗ × U∗,
k∗(x∗, u∗) = miny∗∈Y ∗
[
f∗(x∗ − ATy∗, u∗) + g∗(y∗, BTu∗)
]
.
7
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Proof. We apply Theorem 6 with W := X × Y , T := U × V , Cx := (x,Ax),
D(u, v) := u + Bv, and h
(
(x, y), (u, v)
)
:= f(x, u) + g(y, v). It is then easy to verify
that the function k as defined in (12) coincides with the function k as defined in (8)
and piWdomh = piX dom f × piY dom g. Since piWdomh − C(X) is the inverse image of
A(piX dom f)− piY dom g under the element of L(W,Y ) defined by (x, y) 7→ Ax− y, (7) is
a consequence of (11). We now obtain the required result since
minh∗
(
(CT)−1x∗ ×DTu∗
)
= min
{
h∗
(
w∗, DTu∗
)
: CTw∗ = x∗
}
= min
{
h∗
(
(z∗, y∗), (u∗, BTu∗)
)
: z∗ +ATy∗ = x∗
}
= min
{
f∗(z∗, u∗) + g∗(y∗, BTu∗): z∗ +ATy∗ = x∗
}
= miny∗∈Y ∗
[
f∗(x∗ −ATy∗, u∗) + g∗(y∗, BTu∗)
]
. 
Corollary 10 first appeared in Simons–Za˘linescu, [15, Theorem 4.2, pp. 9–10]. In
Corollary 10, piE : E × F → E is defined by piE(x, y) := x, and the result is immediate
from Theorem 9, with X = Y = E, U = V = F , and A and B identity maps.
Corollary 10. Let E and F be Banach spaces and f, g ∈ PCLSC(E × F ). Suppose that⋃
λ>0 λ
[
piE dom f − piE dom g
]
is a closed linear subspace of E and, for all (x, y) ∈ E × F ,
k(x, y) := infv∈F
[
f(x, y − v) + g(x, v)
]
> −∞.
Then, for all (x∗, u∗) ∈ E∗ × F ∗,
k∗(x∗, u∗) = miny∗∈E∗
[
f∗(x∗ − y∗, u∗) + g∗(y∗, u∗)
]
.
Corollary 11 contains two results involving two Banach spaces and their duals. These
results will be applied in Theorem 14. Corollary 11 first appeared in [13, Theorem 5, pp.
4–5]. Corollary 11(a) is immediate from Theorem 9 with X = E, Y = F , U = E∗ and
V = F ∗, and Corollary 11(b) is immediate from Theorem 9 with X = E∗, Y = F ∗, U = E
and V = F , and changing the order of the arguments of f , g, h and k.
In the sequel, let piE :E × E
∗ → E be defined by piE(x, x
∗) := x, piF :F × F
∗ → F
be defined by piF (y, y
∗) := y, piE∗ :E × E
∗ → E∗ be defined by piE∗(x, x
∗) := x∗, and
piF ∗ :F × F
∗ → F ∗ be defined by piF ∗(y, y
∗) := y∗.
Corollary 11. Suppose that E and F are Banach spaces, f ∈ PCLSC(E × E∗) and
g ∈ PCLSC(F × F ∗).
(a) Let A ∈ L(E, F ), B ∈ L(F ∗, E∗),
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
be a closed linear
subspace of F and, for all (x, x∗) ∈ E ×E∗,
k(x, x∗) := infy∗∈F ∗
[
f(x, x∗ −By∗) + g(Ax, y∗)
]
> −∞.
Then, for all (x∗, x∗∗) ∈ E∗ ×E∗∗,
k∗(x∗, x∗∗) = miny∗∈F ∗
[
f∗(x∗ − ATy∗, x∗∗) + g∗(y∗, BTx∗∗)
]
.
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(b) Let A ∈ L(E∗, F ∗), B ∈ L(F,E),
⋃
λ>0 λ
[
A(piE∗ dom f) − piF ∗ dom g
]
be a closed
linear subspace of F ∗ and, for all (x, x∗) ∈ E × E∗,
k(x, x∗) := infy∈F
[
f(x−By, x∗) + g(y, Ax∗)
]
> −∞.
Then, for all (x∗, x∗∗) ∈ E∗ ×E∗∗,
k∗(x∗, x∗∗) = miny∗∗∈F ∗∗
[
f∗(x∗, x∗∗ − ATy∗∗) + g∗(BTx∗, y∗∗)
]
.
4. Strongly representative functions
We start of by recalling some facts from convex analysis. Let X be a Banach space and
k:X → ]−∞,∞] be proper and convex. We write k for the (convex) function on X such
that the epigraph of k is the closure of the epigraph of k in X ×R. Clearly, if q:X → R is
continuous and k ≥ q on X then k ≥ q on X . It is also easy to see that k
∗
= k∗.
In what follows, D(·) stands for the domain of the multifunction ·, R(·) stands for the
range of the multifunction · and G(·) stands for the graph of the multifunction ·. Let E be
a Banach space. If f ∈ PCLSC(E × E∗) and,
(x, x∗) ∈ E ×E∗ =⇒ f(x, x∗) ≥ 〈x, x∗〉 (13)
then we define the multifunction Mf :E ⇒ E∗ by the rule
G(Mf) = {(x, x∗) ∈ E × E∗: f(x, x∗) = 〈x, x∗〉}. (14)
A function f is said to be strongly representative on E ×E∗ if f ∈ PCLSC(E ×E∗), (13)
is satisfied and, for all (x∗, x∗∗) ∈ E∗ × E∗∗,
(x∗, x∗∗) ∈ E∗ × E∗∗ =⇒ f∗(x∗, x∗∗) ≥ 〈x∗, x∗∗〉. (15)
In line with (14), we then define the multifunction Mf∗:E∗ ⇒ E∗∗ by the rule
G(Mf∗) = {(x∗, x∗∗) ∈ E∗ ×E∗∗: f∗(x∗, x∗∗) = 〈x∗, x∗∗〉}.
In the main result of this section, Theorem 14, we show how two strongly representative
functions can be combined to give rise to a third, but we first give two preliminary results.
Lemma 12. Let E be a Banach space and f ∈ PCLSC(E×E∗) be strongly representative.
Then:
(a) If α, β > 0 and f(x, x∗) < 〈x, x∗〉 + αβ then there exists (y, y∗) ∈ G(Mf) such that
‖y − x‖ < α and ‖y∗ − x∗‖ < β.
(b) D(Mf) ⊂ piE dom f ⊂ D(Mf) and R(Mf) ⊂ piE∗ dom f ⊂ R(Mf).
Proof. (a) was established in [3, Theorem 3.4, pp. 700–701] in the proof of Theorem 16
below, and (b) is immediate from (a) and the observation that 〈x, x∗〉 ∈ R.
(
Much stronger
results than (a) are now known — see [14, Theorem 9.9, pp. 254–255]
)
. 
9
Quadrivariate existence theorems and strong representability
Lemma 13. Let E be a Banach space, k:E×E∗ → ]−∞,∞] be proper and convex, for all
(x, x∗) ∈ E×E∗, k(x, x∗) ≥ 〈x, x∗〉 and, for all (x∗, x∗∗) ∈ E∗×E∗∗, k∗(x∗, x∗∗) ≥ 〈x∗, x∗∗〉.
Then k is strongly representative.
Proof. Since the function (x, x∗) 7→ 〈x, x∗〉 is continuous, for all (x, x∗) ∈ E × E∗,
k(x, x∗) ≥ 〈x, x∗〉. The result follows since k
∗
= k∗. 
Theorem 14 appeared implicitly in [13, Theorem 20, pp. 12]. The case of Theorem
14(a) with H :=
⋃
λ>0 λ
[
A
(
D(Mf)
)
− D(Mg)
]
first appeared in Voisei–Za˘linescu, [16,
Theorem 3.4, p. 1024], but we could also take H =
⋃
λ>0 λ
[
A(piE dom f) − piF dom g
]
or
H =
⋃
λ>0 λ
[
A
(
D(Mf)
)
−piF dom g
]
. See [12, Remark 32.4, p. 130] for other possibilities,
and the motivation for this kind of result. Of course, there are similar possibilities for
Theorem 14(b). The statement of Theorem 14 is patterned after the “sandwiched closed
subspace theorem” of [12, Theorem 32.2, p. 129] or [15, Theorem 5.5, p. 13] (which were
specific to Fitzpatrick functions), but the proof here is much simpler by virtue of Lemma
12(b) above. Theorem 14 will be “continued” in Theorem 25.
Theorem 14. Suppose that E and F are Banach spaces and that f ∈ PCLSC(E × E∗)
and g ∈ PCLSC(F × F ∗) are strongly representative.
(a) Suppose that A ∈ L(E, F ), there exists a closed linear subspace H of F such that
A
(
D(Mf)
)
−D(Mg) ⊂ H ⊂
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
, (16)
and, for all (x, x∗) ∈ E × E∗,
k(x, x∗) := infy∗∈F ∗
[
f(x, x∗ − ATy∗) + g(Ax, y∗)
]
. (17)
Then, for all (x∗, x∗∗) ∈ E∗ ×E∗∗,
k∗(x∗, x∗∗) = miny∗∈F ∗
[
f∗(x∗ − ATy∗, x∗∗) + g∗(y∗, ATTx∗∗)
]
. (18)
Furthermore, k is a strongly representative function on E ×E∗.
(b) Suppose that B ∈ L(F,E), there exists a closed linear subspace H of F ∗ such that
BT
(
R(Mf)
)
−R(Mg) ⊂ H ⊂
⋃
λ>0 λ
[
BT(piE∗ dom f)− piF ∗ dom g
]
, (19)
and, for all (x, x∗) ∈ E × E∗,
k(x, x∗) := infy∈F
[
f(x−By, x∗) + g(y, BTx∗)
]
. (20)
Then, for all (x∗, x∗∗) ∈ E∗ ×E∗∗,
k∗(x∗, x∗∗) = miny∗∗∈F ∗∗
[
f∗(x∗, x∗∗ −BTTy∗∗) + g∗(BTx∗, y∗∗)
]
. (21)
Furthermore, k is a strongly representative function on E ×E∗.
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Proof. (a) It is clear from Lemma 12(b), the continuity of A and (16) that
A(piE dom f)− piF dom g ⊂ A
(
D(Mf)
)
−D(Mg) ⊂ A
(
D(Mf)
)
−D(Mg) ⊂ H,
and so
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
= H. Since, for all (x, x∗) ∈ E × E∗,
k(x, x∗) ≥ infy∗∈F ∗
[
〈x, x∗ − ATy∗〉+ 〈Ax, y∗〉
]
= 〈x, x∗〉 > −∞,
the required formula for k∗(x∗, x∗∗) now follows from Corollary 11(a) with B := AT.
Furthermore, for all (x∗, x∗∗) ∈ E∗ × E∗∗ and y∗ ∈ F ∗,
f∗(x∗ −ATy∗, x∗∗) + g∗(y∗, ATTx∗∗) ≥ 〈x∗ −ATy∗, x∗∗〉+ 〈y∗, ATTx∗∗〉 = 〈x∗, x∗∗〉.
Consequently, k∗(x∗, x∗∗) ≥ 〈x∗, x∗∗〉. From Lemma 13, k is strongly representative.
(b) It is clear from Lemma 12(b), the continuity of BT and (19) that
BT(piE∗ dom f)− piF ∗ dom g ⊂ B
T
(
R(Mf)
)
−R(Mg) ⊂ BT
(
R(Mf)
)
−R(Mg) ⊂ H,
and so
⋃
λ>0 λ
[
BT(piE∗ dom f)− piF ∗ dom g
]
= H. Since, for all (x, x∗) ∈ E × E∗,
k(x, x∗) ≥ infy∈F
[
〈x−By, x∗〉+ 〈y, BTx∗〉
]
= 〈x, x∗〉 > −∞,
the required formula for k∗(x∗, x∗∗) now follows from Corollary 11(b) with A := BT.
Furthermore, for all (x∗, x∗∗) ∈ E∗ × E∗∗ and y∗∗ ∈ F ∗∗,
f∗(x∗, x∗∗ −BTTy∗∗) + g∗(BTx∗, y∗∗) ≥ 〈x∗, x∗∗ −BTTy∗∗〉+ 〈BTx∗, y∗∗〉 = 〈x∗, x∗∗〉.
Consequently, k∗(x∗, x∗∗) ≥ 〈x∗, x∗∗〉. From Lemma 13, k is strongly representative. 
We end this section with another important computational result for strongly repre-
sentative functions. We refer the reader to Notation 7 for the definition of f@.
Lemma 15. Let E be a Banach space and f ∈ PCLSC(E×E∗) be strongly representative.
Then:
(a) f@ is strongly representative and Mf@ =Mf .
(b) (s, s∗) ∈ G(Mf) ⇐⇒ (s∗, ŝ) ∈ G(Mf∗).
Proof. (a) was established in [3, Theorem 4.2(1), p. 702] and [16, Corollary 2.14, p. 1019].(
A much more general result than (a) was proved in [14, Theorem 5.8, p. 241–242].
)
(b)
follows from (a) since
(s, s∗) ∈ G(Mf) ⇐⇒ (s, s∗) ∈ G(Mf@) ⇐⇒ f@(s, s∗) = 〈s, s∗〉
⇐⇒ f∗(s∗, ŝ) = 〈s∗, ŝ〉 ⇐⇒ (s∗, ŝ) ∈ G(Mf∗). 
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5. Strongly representable multifunctions
A multifunction S: E ⇒ E∗ is said to be strongly representable if there exists a strongly
representative function f ∈ PCLSC(E × E∗) such that Mf = S. If S is strongly repre-
sentable, we say that f is a strong representor for S if f ∈ PCLSC(E×E∗) and Mf = S.
The following result was first proved in Marques Alves–Svaiter, [3, Theorem 4.2, pp.
702–704] and Voisei–Za˘linescu,[16, Theorem 2.12].
Theorem 16. Any strongly representable multifunction is maximally monotone.
After these two seminal papers, there were a number of improvements to Theorem
16. It was proved in Marques Alves–Svaiter, [5, Theorem 1.2, pp. 885, 887–889] and
[7, Theorem 4.4, pp. 1084–1085] that a multifunction is strongly representable ⇐⇒ it is
maximally monotone “of type (NI)” ⇐⇒ it is maximally monotone “of type (D)”. It was
then proved in [14, Theorems 9.5, 9.7, p. 253] that a multifunction is strongly representable
⇐⇒ it is maximally monotone “of type (ED)” ⇐⇒ it is maximally monotone “of type
(WD)” ⇐⇒ it is maximally monotone “of dense type”. It is shown in [14, Theorems
9.9 and 9.10, pp. 254–256] that these results imply (among other properties) that such a
multifunction is “of type (FP)”, “of type (FPV)”, and “strongly maximally monotone”,
and that they have a very strong Brønsted–Rockafellar property.
(
The first three of these
results appeared in Voisei–Za˘linescu, [16, Remark 3.6, Theorems 4.1 and 4.2, p. 1024, pp.
1027–1030].
)
All these facts provide an incentive for the study of the stability properties of
strongly representable multifunctions, which we will perform in Theorem 17, Corollary 18,
Theorem 21 and Corollary 22. Theorem 17 and Corollary 18 appeared in Voisei–Za˘linescu,
[16, Theorem 3.4 and Corollary 3.5, p. 1034].
Theorem 17. Let E and F be Banach spaces, S:E ⇒ E∗ and T :F ⇒ F ∗ be strongly
representable, A ∈ L(E, F ) and
⋃
λ>0 λ
[
A
(
D(S)
)
− D(T )
]
be a closed linear subspace of
F. Then the multifunction S +ATTA is strongly representable.
Proof. Let f and g be strong representors for S and T , respectively. Then (16) is satisfied
with H =
⋃
λ>0 λ
[
A
(
D(S)
)
−D(T )
]
=
⋃
λ>0 λ
[
A
(
D(Mf)
)
−D(Mg)
]
. Let k be as in (17).
From Theorem 14(a), k is a strongly representative function, from whichMk is a strongly
representable multifunction. Since k
∗
= k∗, (18) and the fact that ATTx̂ = Âx imply that
k
@
(x, x∗) = k
∗
(x∗, x̂) = k∗(x∗, x̂) = miny∗∈F ∗
[
f∗(x∗ − ATy∗, x̂) + g∗(y∗, Âx)
]
= miny∗∈F ∗
[
f@(x, x∗ −ATy∗) + g@(Ax, y∗)
]
.
From three applications of Lemma 15(a), Mf@ = Mf = S, Mg@ = Mg = T and
Mk =Mk
@
. Thus
x∗ ∈
(
Mk
)
x ⇐⇒ x∗ ∈
(
Mk
@)
x
⇐⇒ there exists y∗ ∈ F ∗ such that x∗ − ATy∗ ∈ (Mf@)x and y∗ ∈ (Mg@)Ax
⇐⇒ there exists y∗ ∈ F ∗ such that x∗ − ATy∗ ∈ Sx and y∗ ∈ TAx
⇐⇒ x∗ ∈
(
S +ATTA
)
x.
This completes the proof of Theorem 17. 
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We obtain the next result by taking F = E and A the identity map.
Corollary 18. Let E be a Banach space, S:E ⇒ E∗ and T :E ⇒ E∗ be strongly repre-
sentable and
⋃
λ>0 λ
[
D(S)−D(T )
]
be a closed linear subspace of E. Then the multifunction
S + T is strongly representable.
Before proceeding with the dual versions of Theorem 17 and Corollary 18, we need to
introduce some further notation.
Notation 19. If S: E ⇒ E∗ then we define S˜: E∗ ⇒ E∗∗ by the rule:
(x∗, x∗∗) ∈ G
(
S˜
)
⇐⇒ inf(s,s∗)∈G(S)〈s
∗ − x∗, ŝ− x∗∗〉 ≥ 0.
If S is maximally monotone then clearly
(x∗, x̂) ∈ G
(
S˜
)
⇐⇒ (x∗, x) ∈ G
(
S−1
)
. (22)
(
S˜ is the inverse of the map S defined originally by Gossez in [2].
)
We will use the following result proved in Marques Alves–Svaiter, [4, Theorem 1.4,
pp. 412–413]:
Theorem 20. Let f ∈ PCLSC(E × E∗) be strongly representative. Then Mf∗ = M˜f .
Theorem 21. Let E and F be Banach spaces, S:E ⇒ E∗ and T :F ⇒ F ∗ be strongly
representable, B ∈ L(F,E) and
⋃
λ>0 λ
[
BT
(
R(S)
)
−R(T )
]
be a closed linear subspace of
F ∗. Then:
(a) The multifunction x 7→
(
S˜ +BTTT˜BT
)−1
x̂ is strongly representable.
(b) If, in addition, R(T˜ ) ⊂ F̂ then the multifunction
(
S−1 + BT−1BT
)−1
is strongly
representable. (Of course, this additional condition is automatic if F is reflexive.)
Proof. Let f and g be strong representors for S and T , respectively. Then (19) is satisfied
with H =
⋃
λ>0 λ
[
BT
(
R(S)
)
−R(T )
]
=
⋃
λ>0 λ
[
BT
(
R(Mf)
)
−R(Mg)
]
. Let k be as in
(20). Arguing as in Theorem 17, only using Theorem 14(b) and (21) instead of Theorem
14(a) and (18),
k
@
(x, x∗) = miny∗∗∈F ∗∗
[
f∗(x∗, x̂−BTTy∗∗) + g∗(BTx∗, y∗∗)
]
.
Consequently, from Lemma 15(a) and two applications of Theorem 20,
x∗ ∈
(
Mk
)
x ⇐⇒ x∗ ∈
(
Mk
@)
x
⇐⇒ there exists y∗∗ ∈ F ∗∗ such that x̂−BTTy∗∗ ∈ (Mf∗)x∗ and y∗∗ ∈ (Mg∗)BTx∗
⇐⇒ there exists y∗∗ ∈ F ∗∗ such that x̂−BTTy∗∗ ∈ S˜x∗ and y∗∗ ∈ T˜BTx∗ (23)
⇐⇒ x̂ ∈
(
S˜ +BTTT˜BT
)
x∗.
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This completes the proof of (a). In order to prove (b), we proceed as in (a) up to (23). The
additional assumption that R(T˜ ) ⊂ F̂ , the fact that BTTŷ = B̂y, and two applications of
(22) imply that
x∗ ∈
(
Mk
)
x ⇐⇒ there exists y ∈ F such that x̂− B̂y ∈ S˜x∗ and ŷ ∈ T˜BTx∗
⇐⇒ there exists y ∈ F such that x−By ∈ S−1x∗ and y ∈ T−1BTx∗
⇐⇒ x ∈
(
S−1 +BT−1BT
)
x∗.
This completes the proof of (b). 
We obtain the next result by taking F = E and B the identity map.
Corollary 22. Let E be a Banach space, S:E ⇒ E∗ and T :E ⇒ E∗ be strongly repre-
sentable and
⋃
λ>0 λ
[
R(S)−R(T )
]
be a closed linear subspace of E∗. Then:
(a) The multifunction x 7→
(
S˜ + T˜
)−1
x̂ is strongly representable.
(b) If, in addition, R(T˜ ) ⊂ Ê then the multifunction
(
S−1 + T−1
)−1
(known as the
“parallel sum of S and T”) is strongly representable. (Of course, this additional condition
is automatic if E is reflexive.)
6. More on the sandwiched closed subspace conditions
In this section, we “complete” the proof of Theorem 14. We start off with a well known
result on translating a strongly representative function. See, for instance, [3, Proposition
3.2, p. 699].
(
There is a similar result in a much more general framework in [12, Lemmas
19.13, 35.4, pp. 82–83, 141].
)
Lemma 23. Let E be a Banach space, f ∈ PCLSC(E × E∗) be strongly representative
and (ξ, ξ∗) ∈ E ×E∗. Then we define f(ξ,ξ∗) ∈ PCLSC(E × E
∗) by
f(ξ,ξ∗)(x, x
∗) := f(x+ ξ, x∗ + ξ∗)− 〈x, ξ∗〉 − 〈ξ, x∗〉 − 〈ξ, ξ∗〉.
Then f(ξ,ξ∗) is strongly representative, dom f(ξ,ξ∗) = dom f − (ξ, ξ
∗), G
(
Mf(ξ,ξ∗)
)
=
G
(
Mf
)
− (ξ, ξ∗) and G
(
Mf(ξ,ξ∗)
∗
)
= G
(
Mf∗
)
− (ξ∗, ξ̂).
Our next result is purely algebraic in character. In fact, Lemma 24 is equivalent to the
known fact that if C is convex then a ∈ C and b ∈ icrC =⇒ ]a, b ] ⊂ icrC.
(
See Za˘linescu,
[17, p. 3].
)
Lemma 24. Let C be a convex subset of a vector space E, and H :=
⋃
λ>0 λC be a linear
subspace of E. Let x ∈ C and α ∈ ]0, 1[ . Then
⋃
λ>0 λ
[
C − αx
]
= H. (24)
Proof. C − αx ⊂ H − H = H, which gives the inclusion “⊂” in (24). Now let y ∈ H.
Then there exist µ > 0 and z ∈ C such that y = µz. Thus
(1− α)z =
[
(1− α)z + αx
]
− αx ∈ C − αx
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and so
y = µz ∈
µ
1− α
[
C − αx
]
⊂
⋃
λ>0 λ
[
C − αx
]
,
which gives the inclusion “⊃” in (24), and thus completes the proof of Lemma 24. 
The hypotheses in Theorem 25(a) below (apart from the introduction of α) are exactly
those of Theorem 14(a). Theorem 25(b) uses the additional hypothesis that R
(
Mg∗
)
⊂ F̂
from Theorem 21(b).
Theorem 25. Suppose that E and F are Banach spaces and that f ∈ PCLSC(E × E∗)
and g ∈ PCLSC(F × F ∗) are strongly representative. Let α ∈ ]0, 1[ .
(a) Suppose that A ∈ L(E, F ) and there exists a closed linear subspace H of F such that
A
(
D(Mf)
)
−D(Mg) ⊂ H ⊂
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
.
Then
α
[
A(piE dom f)− piF dom g
]
⊂ A
(
D(Mf)
)
−D(Mg) (25)
and ⋃
λ>0 λ
[
A
(
D(Mf)
)
−D(Mg)
]
=
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
. (26)
(b) Suppose that B ∈ L(F,E), there exists a closed linear subspace H of F ∗ such that
BT
(
R(Mf)
)
−R(Mg) ⊂ H ⊂
⋃
λ>0 λ
[
BT(piE∗ dom f)− piF ∗ dom g
]
,
and R
(
Mg∗
)
⊂ F̂ . Then
α
[
BT(piE∗ dom f)− piF ∗ dom g
]
⊂ BT
(
R(Mf)
)
−R(Mg). (27)
and
⋃
λ>0 λ
[
BT(piE∗ dom f)− piF ∗ dom g
]
=
⋃
λ>0 λ
[
BT
(
R(Mf)
)
−R(Mg)
]
. (28)
Proof. (a) Let z ∈ A(piE dom f) − piF dom g. Then there exist (ξ, ξ
∗) ∈ dom f and
(η, η∗) ∈ dom g such that z = Aξ − η. Let f1 := fα(ξ,ξ∗) and g1 := gα(η,η∗). From
Lemma 23, f1 and g1 are strongly representative. Furthermore, the proof of Theorem
14(a) implies that
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
= H. Since, from Lemma 23 again,
⋃
λ>0 λ
[
A(piE dom f1)− piF dom g1
]
=
⋃
λ>0 λ
[
A(piE dom f − αξ)− (piF dom g − αη)
]
=
⋃
λ>0 λ
[
A(piE dom f)− piF dom g − αz
]
,
it follows from Lemma 24 that
⋃
λ>0 λ
[
A(piE dom f1)− piF dom g1
]
= H. We now define
k1(x, x
∗) := infy∗∈F ∗
[
f1(x, x
∗ − ATy∗) + g1(Ax, y
∗)
]
.
Then Theorem 14(a) shows that k1 is a strongly representative function, from whichMk1
is a strongly representable multifunction. Thus Theorem 16 implies that D
(
Mk1
)
6= ∅,
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and the argument of Theorem 17 provides x ∈ D(Mf1) = D(Mf) − αξ such that Ax ∈
D(Mg1) = D(Mg)− αη. But then
αz = A(αξ)− αη ∈ A
(
D(Mf)− x
)
−
(
D(Mg)− Ax
)
= A
(
D(Mf)
)
−D(Mg).
This gives (25), and (26) follows from (25), (16) and the observation that
⋃
λ>0 λ
[
A(piE dom f)− piF dom g
]
⊂
⋃
λ>0(λ/α)
[
A
(
D(Mf)
)
−D(Mg)
]
=
⋃
λ>0 λ
[
A
(
D(Mf)
)
−D(Mg)
]
.
(b) Let z∗ ∈ BT(piE∗ dom f) − piF ∗ dom g. Then there exist (ξ, ξ
∗) ∈ dom f and
(η, η∗) ∈ dom g such that z∗ = BTξ∗ − η∗. Let f1 and g1 be as in (a). Then the proof of
Theorem 14(b) implies that
⋃
λ>0 λ
[
BT(piE∗ dom f) − piF ∗ dom g
]
= H. Arguing exactly
as in (a),
⋃
λ>0 λ
[
BT(piE∗ dom f1)− piF ∗ dom g1
]
= H. We now define
k1(x, x
∗) := infy∈F
[
f1(x−By, x
∗) + g1(y, B
Tx∗)
]
.
Then Theorem 14(b) shows that k1 is a strongly representative function, from whichMk1
is a strongly representable multifunction. Thus Theorem 16 implies that R
(
Mk1
)
6= ∅.
From Theorem 20 and Lemma 23, R
(
M˜g1
)
= R
(
Mg1
∗
)
= R
(
Mg∗
)
− αη̂ ⊂ F̂ and the
argument of Theorem 21(b) taken together with two applications of Lemma 23 provides
us with x∗ ∈ R(Mf1) = R(Mf)− αξ
∗ such that BTx∗ ∈ R(Mg1) = R(Mg)− αη
∗. But
then
αz∗ = BT(αξ∗)−αη∗ ∈ BT
(
R(Mf)−x∗
)
−
(
R(Mg)−BTx∗
)
= BT
(
R(Mf)
)
−R(Mg).
This gives (27), and (28) follows exactly as in (a). 
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