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Методы классификации являются достаточно перспективными и ак-
тивно используются в теории и практике сжатия изображений [1 – 5]. Наи-
больший интерес и значение эти методы приобретают при сжатии изобра-
жений текста (символьных изображений), которые используются при пе-
реводе печатной продукции в электронную форму. 
Приводится новый подход к созданию общего словаря символов пу-
тем классификации символов изображения короткими словарями, которые 
последовательно формируются на участках изображения текста. Сам метод 
сжатия изображения текста на основе выделения символов и их классифи-
кации подробно изложен в работах авторов [6,7,8].  Эффективность пер-
вичного словаря (K) оценивалась как отношение количества центров (клас-
сов) вошедших в словарь (N dic) к количеству символов на котором фор-
мировался данный первичный словарь (N symbols), выражение (1)  
                                                    N _ dicK .
N _ symbols
=                                      (1) 
Максимум отношения определяет участок изображения текста, где 
сформированный первичный словарь будет наиболее эффективным. Най-
денные центры используются для классификации на всем множестве сим-
волов. Количество итераций обработки изображения текста определяется 
величиной – среднее количество классифицированных символов центром 
первичного словаря (выражение 2).   
                                  Nclassific _ symbolsK1 .
Nclasses
=                                           (2) 
На Рис.1 представлено среднее количество символов в классе на мно-
жестве необработанных символов  – сплошная линия, а приращение  сред-
него количества символов в классе после классификации символов цен-
трами первичного словаря – пунктирная   кривая.  
    























К1 среднее чис сим. в кл. приращение K1 
 
Рис.1 Среднее число символов в классе и его приращение. 
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Максимум приращения среднего числа символов в классе на множест-
ве необработанных символов определяет число итераций.     
Таким образом, классификация символов центрами первичных слова-
рей наиболее эффективна при нескольких (двух) итерациях, а оставшееся 
множество символов можно классифицировать методом прямого перебора. 
Использование описаного способа формирования общего словаря симво-
лов позволяет снизить на 20-25% время обработки всего изображения по 
сравнению с методом прямого перебора символов. 
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