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In this paper, we consider Z-words, which we de#ne to be mappings w :Z→{a; b},
where a; b are distinct symbols. An n-factor of w is a word of length n which appears
somewhere in w. The collection of n-factors of w will be denoted by B(w; n) and its
cardinality by P(w; n). The function P(w; n) is called the complexity function of w and
usually we write P(n) for it. Furthermore, w is called recurrent if every factor appears
in it in at least two di.erent locations. It is well known that w is (purely) periodic
if and only if P(n)6n for some n, and in that case P(n) is ultimately constant. The
next simplest case, therefore, is when we have P(n+ 1)= n+ 1 for all n. An explicit
description of all such w exists, see for instance [3, 5].
In the recurrent case one #nds that there exist real numbers ¿1; 	∈R such
that wi = a⇔ i∈{k + 	}k∈Z or that there exist reals ; 	, again with ¿1, such
that wi = a⇔ i∈{k + 		}k∈Z. In general, such w are called Beatty words and
if  is irrational we #nd ourselves in the classical case of sturmian words. In the
non-recurrent case one #nds that w is periodic in both directions, where the over-
lap between the periodic parts is maximal in some sense. See again [3, 5] for more
details.
One can go further and study w with P(n)= n + k for n large where k is a given
positive integer. Again explicit descriptions exist. For the recurrent case see [1–3], and
recurrent w turn out to be substitution images of Beatty words. In the non-recurrent
case one #nds again that w is periodic in both directions. For all such w we obviously
have limn→∞ P(n)=n=1. The following theorem gives, for every integer r¿1, an easy
construction of a recurrent w with P(n)=n→ r.
Theorem 0. Let  be a sturmian Z-word and r¿1 an integer. Dene w by wi = i
⇔ i 
≡ 0mod (r). Then P(w; n)= r(n+ 1) for n large enough.
In this article we will study the sequence (an)∞1 with an :=P(n)=n a little more
closely. Put n :=P(n + 1) − P(n). Then n denotes the number of x∈B(w; n) such
that xa; xb∈B(w; n+ 1). Such x will be said to have multiple right extension (MRE)
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in w and otherwise it will have unique right extension (URE). Similarly, we de#ne
MLE and ULE. The following theorem implies that P(n)=n cannot converge to a value
∈ (1; 2).
Theorem 1. Let w be a Z-word; P(n) its complexity function and n :=P(n + 1) −
P(n). Assume that n =1 for innitely many n and that n¿1 for innitely many n.
Let V be the innite set {n∈N+ |n =1; n+1¿1};  := lim inf n→∞; n∈V P(n)=n and
d :=d(;Z). Then lim supm;n→∞ |P(m)=m− P(n)=n|¿d=(6 + 7+ 2d).
Corollary. If n =1 for innitely many n and P(n)=n is convergent with limit ; then
 is an integer.
In the next theorem, we give bounds which are a little sharper when 1¡¡2.
Theorem 2. Maintain the assumptions of the previous theorem and furthermore sup-
pose that 1¡¡2. Then lim supm;n→∞ |P(m)=m− P(n)=n|¿(2− ) (− 1)=.
The next theorem shows in fact that the bound for = 32 as given by Theorem 2 is
sharp.
Theorem 3. There exists a recurrent Z-word w with lim inf (P(n)=n)= 32 and lim sup
(P(n)=n)= 53 .
The #nal result shows that limit 2 can occur if n =1 in#nitely often.
Theorem 4. There exists a recurrent Z-word with n =1 for innitely many n such
that P(n)=n→ 2 as n→∞.
Proof of Theorem 1. We may assume without loss of generality that  =∈Z, hence
that ∈ (t; t +1) where t is a positive integer. We assume that an :=P(n)=n∈ (t; t +1)
for n large since otherwise we are done because of d¿d=(6 + 4 + 2d). We have
an+1 − an =(nan + n)=(n + 1) − an =(n − an)=(n + 1). By the above assumption it
follows that for n large we have an+1¿an⇔n¿t. It will be very useful to introduce
a sequence of word graphs (Gn)∞n=0 for our w. Here, Gn is the directed graph with
vertexset B(w; n) and edgeset B(w; n + 1). A factor x∈B(w; n + 1) then induces an
arrow from its #rst n-factor to its last (= second) n-factor. We de#ne the label of
a path x1 · · · xn→ x2 · · · xn+1→ · · · → xk+1 · · · xn+k in Gn to be the word x1x2 · · · xn+k .
Note that labels always have length ¿n. We note that MREn(w), the n-factors with
MRE, correspond to the vertices of Gn with outdegree 2 and, likewise, that MLEn(w)
corresponds to the vertices of Gn with indegree 2. Suppose that n∈V . Then Gn is
a graph with |E(Gn)| − |V (Gn)|=P(n + 1) − P(n)=n =1, such that its underlying
undirected graph is connected. It is easily seen that only the following three types of
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graphs are possible for Gn.
In the second and third cases we see that MLEn(w) ∩ MREn(w)= ∅, hence for
every x∈MREn(w) we have a unique symbol  such that x⊂w and we must have
x∈MREn+1(w). It follows that n+1 =n, in contradiction with the de#nition of V .
(Actually, if the third case occurs, one can show that all following graphs are also of
this type. Then P(i)= i + k for some k and all i¿n. This implies =1, contradict-
ing the assumption at the start of this proof. Hence the third case does not occur.)
Therefore, we #nd ourselves in the #rst case if n∈V . Note that n+1 =2. Let B be the
unique element of MREn(w) and let X; Y be the words such that BX; BY are the labels
of the two cycles in Gn. We note that X; Y must have di.erent initial symbols and
that BX = B; BY = B for some words ; . We write x := |X |; y := |Y | and assume
without loss of generality that x¿y. Then x + y=P(n+ 1)= (n+ 1)an+1 and
an+1
2
6
x
n+ 1
6an+1: (1)
Lemma 1. Let n∈V and x; y as above. Then there exists a partition of [n; n+ x] in
at most three intervals on each of which P(k)=k is monotonic.
Proof. Suppose that n6k6n+ x and that p∈MREk(w). There is a unique path ! of
length k − n in Gn with label p. This ! can be uniquely extended to the left until
we arrive in the vertex B. This new path !˜ is a path from B to itself with label
p˜, say. Note that p has ULE until p˜. If " is a collection of #nite words, then we
recall that "∗ is the collection of all words which can be formed by concatenating
a #nite number of elements of ". Now from the special form of !˜ we conclude that
p˜∈B{X; Y}∗= {; }∗B. (The label of one cycle is BX or BY and then we just add
X; Y to the right.) If B−1p˜ =∈Y ∗, then p apparently has ULE to a word of length
¿n + x. Otherwise we have p˜∈BY ∗. From BY = B we deduce BY i = iB for all
i¿0 and taking i large enough we #nd that B is a suFx of the left-in#nite word Y∞.
Therefore, p˜∈BY ∗ implies that p˜ is a suFx of the left-in#nite word Y∞ and the same
is true for p. Hence, apart possibly from suFces of Y∞, every p as above has ULE
up to a word pˆ∈MREn+x(w). This implies the following statements.
• k+1 
=k is only possible when k ≡ n(y). This is because elements of MREk(w)
with n6k¡n+x which have no or two left extensions in MRE(w) must be elements
of BY ∗.
• k+1 ∈{k − 1; k ; k + 1} for n6k¡n+ x.
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• If k+1 =k − 1 then k+1 = · · ·=n+x. This is because the element of MREk(w)
without left extension in MREk+1(w) must be a suFx of Y∞ and all larger suFces
have URE.
Hence, there exists a partition of [n; n+ x] in at most three intervals such that in each
interval we have k6t or k¿t. This implies Lemma 1.
Lemma 2. Suppose that t ∈Z and ak ∈ (t; t + 1) for all k¿n. If ak is monotonic on
the interval [n; n+ l]; then we have |an+l − an|¿ld(an;Z)=(l+ n).
Proof. If ak is increasing, which is equivalent to k¿t for all k, then |an+l − an|¿
|(nan + l(t + 1))=(n + l) − an|= l|t + 1 − an|=(n + l). If ak is decreasing we #nd
|an+l − an|¿l|an − t|=(n+ l). Now take the minimum of these two.
We now proceed with the proof of Theorem 1. Suppose that lim supm;n→∞ |am−an|
¡$ :=d=(6+7+2d). For large n we then have an ∈ (− $; + $)⊂(t; t+1), whether
n∈V or not. Now take n∈V so large that this is satis#ed. The interval [n; n + x]
contains a subinterval [n0; n0+ l] of length l¿x=3 on which ak is monotonic. Note that
l¿x=3¿(n+ 1)an+1=6 by formula (1) and that n0 + l6n+ x. Applying Lemma 2 we
#nd
|an0+l − an0 |¿
ld(an0 ;Z)
l+ n0
¿
l(d(;Z)− $)
x + n
¿
(n+ 1)an+1(d− $)
6(x + n)
¿
(− $)(d− $)
6(1 + an+1)
¿
d− $(+ d)
6(1 + + $)
¿
d− $(+ d)
6(1 + + d=7)
¿ $;
which is a contradiction since we can let n∈V tend to in#nity. This #nishes the proof
of Theorem 1.
Proof of Theorem 2. We may assume that  
=1; 2 and that an ∈ (1; 2) for n large
because d¿(2 − ) ( − 1)=. We then have (an¡an−1; an+1)⇔ (n−1 = 1; n¿1)⇔
n − 1∈V ⇔ n∈V + 1. In other words, the local minima for an are attained exactly
in V + 1 and this implies that  := lim inf n→∞; n∈V (an)= lim inf n→∞; n∈V+1 (an)=
lim inf n→∞ (an). With % := lim supn→∞ (an) we have to show that %−¿(2−) (−
1)=. Choose a sequence " of n∈V with an→  and note that also an+1→ . For
every n we have the parameters x; y as in the beginning of the proof of Theorem 1.
We distinguish between two cases.
(a) k¿2 on [n + 1; n + x). Then ak is monotonically increasing on [n + 1; n + x]
and the proof of Lemma 2 shows that
|an+x − an+1|¿ (x − 1)(2− an+1)n+ x ¿
(x − 1)(2− an+1)
n+ x + 1
¿
(an+1 − 2=(n+ 1))(2− an+1)
an+1 + 2
:
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Here we used the left inequality in (1). The right-hand side has limit (2 − )=(2 +
)¿(2 − ) ( − 1)= as n→∞ in ". We can, therefore, assume without loss of
generality that case (a) happens only #nitely many times in ". We now consider the
other case.
(b) In this case k =1 for some k ∈ [n + 1; n + x) and we de#ne s∈ [0; x) to be
minimal such that n+1+s =1. Since n∈V we have n+1 =2, hence s∈ [1; x). We now
apply the remarks at the end of the proof of Lemma 1. Firstly, s must be a multiple
of y. Hence s¿y. Secondly, k ∈{1; 2} for all n6k6n+ x and we obtain that
i =
{
2 if n ¡ i6n+ s;
1 if n+ s ¡ i6n+ x:
Writing an+1 = a; x=(n+ 1)= ; y=(n+ 1)= ; s=(n+ 1)=  we have an+1+s =((n+
1)a + 2s)=(n + 1 + s)= (a + 2)=( + 1) and an+1+x =(a +  + )=( + 1). Choose
0¡$¡− 1 arbitrary. For n∈" large enough we have (+ $+ + )=(+ 1)¿(a+
 + )=( + 1)= an+1+x¿ − $ and leaving out the middle terms this simpli#es to
2$+¿(− 1− $)=(− 1− $) (a− ). By s¿y we have ¿. Thus, 2$+¿(−
1− $) (a−) whence ¿(−2$+a(−1− $))=(− $). Since $∈ (0; −1) was arbitrary
and a→  we #nd that lim inf"()¿− 1. But then |an+1− an+1+s|=(2− a)=(+1)
implies lim supm;n→∞ |am − an|¿(2 − ) ( − 1)=, which is the bound stated in the
theorem.
Proof of Theorem 3. We will write {a; b}n for the directed graph with all n-words on
a; b as vertices and all (n + 1)-words on a; b as edges. Let (Gn)∞0 be a sequence of
graphs such that for each n we have
• Gn is a strongly connected subgraph of {a; b}n.
• E(Gn)=V (Gn+1).
We wonder if this implies that there exists a recurrent Z-word w with B(w; n)=Gn for
all n. In general this is not the case. There exists a sequence (Gn)∞0 as above such that
the only Z-wordsinducing it are non-recurrent. An example is given by the wordgraph
sequence (Gn) of a skew balanced Z-word. For the relevant de#nitions we refer the
reader to [3] or to [5] and a proof that such (Gn) indeed have the stated property that
will be given at the end of this paper. We prove that the answer is positive for a
restricted class of wordgraph sequences. De#ne 'n := |E(Gn)| − |V (Gn)|.
Lemma 3. Let Gn be a sequence of graphs as in the beginning of this section and
suppose that 'n =1 for innitely many n and that 'n¿1 for innitely many n. Then
there exists a recurrent Z-wordw with B(w; n)=Gn for all n.
Proof. De#ne the language L :=
⋃∞
0 Gn and let V be the set of positive integers n
with 'n =1. For n∈V we have a unique word x∈MRE(L; n) and we call this word Bn.
If m; n∈V and m6n, then Bm is a suFx of Bn. Hence, there is a unique left-in#nite
word B which has each Bn; n∈V as a suFx. Now we de#ne Bn for every n as the
suFx of B of length n, whence Bn ∈MRE(L; n) for all n. Choose a symbol  such that
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B is not periodic. Since B 
=B there exists a suFx Bn of B with URE in L, say
that only Bn1 appears in L. Each #nite factor of B1 is then contained in L. With
the same reasoning there exists a unique symbol 2 such that every factor of B12
is contained in L and inductively one #nds a Z-wordw=B12 · · · such that every
#nite factor is contained in L as well, hence B(w; n)⊂L for all n and B(w; n)⊂Gn.
Take k ∈V such that k +1 =∈V . Then Gk consists of two loops joined together in one
point, Bk , as we have seen already in the proof of Theorem 1. Since B(w; k)⊂Gk we
see that w induces a path ! :Z→Gk by reading o. the consecutive k-factors. Since
w is not periodic (B already is not), we #nd that ! passes through both loops. This
implies that B(w; k)=Gk for all k ∈V with k + 1 =∈V . If x∈L then x⊂y∈Gk for
such a k¿x and because y⊂w we have x⊂w and we conclude that B(w; n)=Gn for
all n.
Now suppose that w is not recurrent. Then there is an x∈L which appears only
once in w, and we may assume that x∈Gk where k ∈V; k + 1 =∈V . Then x 
=Bk and
if we indicate the labels of the loops of Gk by BkX; BkY we have without loss of
generality that w=X∞YX∞. But by [3, Theorem B] such a word either is periodic,
which is false, or has minimal block growth, i.e. P(w; n)= n+ k for some constant k
and n large enough. This contradicts the assumptions of the lemma, which shows that
w is recurrent.
Let G be a strongly connected graph. We de#ne the blow-up of G as the directed
graph Gˆ with V (Gˆ)=E(G) and E(Gˆ)= {(x; y)∈E(G)2 | terminal vertex (x)= initial
vertex (y)}. It is clear that Gˆ is again strongly connected and that we can identify paths
Z→G with paths Z→ Gˆ. Assume now that G⊂{a; b}n is strongly connected. Then
Gˆ⊂{a; b}n+1; Gˆ is strongly connected and E(G)=V (Gˆ). This helps us to construct
sequences Gn as in Lemma 3. We now introduce some notation for (isomorphy types
of) directed graphs.
Here the label of an arrow indicates the actual length of the path. All path lengths
in A; B; C; D are assumed to be positive and for these graphs the blow-up graph
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can be easily determined. We have Aˆ=D(1; 1; 1; 1; x − 1; y − 1); Bˆ=B(x + 1; y + 1;
z−1); Dˆ=D(x+1; y+1; z+1; t+1; p−1; q−1) and Cˆ has been included in the picture
above. Sometimes a graph degenerates in the sense that a label might become 0. To deal
with this we have the following rules: D(x; y; z; t; p; q)=D(t; z; y; x; q; p); D(x; y; z; t; p;
0)=C(t; z; p; y; x) and B(x; y; 0)=A(x; y). If we delete from Cˆ the two horizontal
arrows of length 1, then the graph changes into C∗=B(x + y + p + 1; q + 1; z − 1)
and we have E(C)=V (C∗). We are now ready to inductively de#ne our sequence Gn.
We set G0 =A(1; 1), the only vertex is ∅ and the only edges are a; b. Also we set
G1 =A(2; 1) with vertices a; b and edges ba; ab; bb. From here on we de#ne
Gn+1 =
{
Gˆn if Gn is of type A; B; D;
G∗n if Gn is of type C:
Applying the rules above we #nd
G1 = A(2; 1); G2 = C(1; 1; 1; 1; 1);
G3 = A(4; 2); G5 = C(2; 2; 2; 2; 2);
G7 = A(8; 4); G11 = C(4; 4; 4; 4; 4)
and it is not hard to prove inductively that G2n−1 =A(2n; 2n−1) and G3·2n−1−1 =C(2n−1;
: : : ; 2n−1). By virtue of Lemma 3 there exists a recurrent Z-wordw with B(w; n)
=Gn for all n. Since 'n ∈{1; 2} for all n we see that also n = 'n ∈{1; 2} for all
n. Therefore, ak :=P(k)=k ∈ (1; 2) for all k¿2 and we see ak+1¿ak ⇔k =2, cf. the
beginning of the proof of Theorem 1. It follows that ak takes on local maxima in k =2n
and local minima in k =3 · 2n−1, where n∈N+. Therefore, = limn→∞ P(2n)=2n = 32
and %= limn→∞ P(3 · 2n−1)=3 · 2n−1 = 53 .
It is possible here to give a more explicit description of w and to do so we have to
consider closer the labels in the graphs. First some notational matters. In the previous
pictures we used the notation P x→Q to denote that the path in the graph had length
x and then its label is of the form PX = Q where |X |= ||= x. We call X the re-
duced label of the path. If in A(x; y) we want to indicate what the reduced labels of
the loops are, we write A(X; Y ) where X; Y are now words. Also, if 	 is a word and
/6|	| then [	]/ and [	]/ are de#ned as the pre#x and suFx of 	 of length /, respec-
tively. Now suppose that n∈V . Then Gn is of type A and Gn+1 is of type D. Denote
the reduced labels of the loops by X; Y and assume that x¿y. From Gn =A(X; Y )
we deduce Gn+1 =D([X ]1; [Y ]1; [X ]1; [Y ]1; [X ]x−1; [Y ]y−1); Gn+y =C(Y; [X ]y; [X ]x−y; Y;
[X ]y); Gn+y+1 =B(Y 2[X ]y+1; [X ]y+1; [X ]x−y−1) and #nally Gn+x =A(Y 2X; X ). Hence,
to go from one A-graph to the next we may simply replace (X; Y ) by (Y 2X; X ). We
now prove some little facts about Xn; Yn where Xn; Yn are the reduced labels of G2n−1
with |Xn|=2n.
Lemma 4. (a) Xn = Y˜nYn where ˜means changing the rst symbol only.
(b) X2n→ a	; Y2n→ b	 where 	 is a right-innite word.
(c) Xn = n0n; Yn = n1n where n is a letter and 0n; 1n are palindromes.
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(d) The words w=	
←
a	 and w=	
←
b	 are recurrent and for both we have B(w; n)
=Gn for all n. Here ← stands for reversing the order of the symbols; hence 	
←
is a
left-innite word.
Proof. (a) It is true for n=1 and if it is true for n then we have Y˜n+1Yn+1 = X˜ nXn =Y 2n
Xn =Xn+1.
(b) One has Xn+1 =Y 2n Xn; Yn+1 =Xn and applying this rule again we #nd Xn+2 =X
2
n Y
2
n
Xn and Yn+2 =Y 2n Xn. Hence, X2n→ ; Y2n→  for some right-in#nite words ;  and
taking the limit n→∞ in X2n = Y˜2nY2n one #nds = ˜.
(c) It is true for n=1. Now suppose it is true for some n∈N. Then Xn+1 = Y˜n+1Yn+1
= X˜ nXn = n0nn0n and 0nn0n are palindromes. Also we have Yn+1 =Xn = n0n.
(d) We will follow the proof of Lemma 3 for our sequence (Gn)∞0 . The word
B ends in all Xn, hence B
←
begins with all Xn
←
and Xn
←
= 0nn by (c). This implies
B
←
=	 and B=	
←
. Now assume that GN is of type A where the loops have la-
bel BNX; BNY and we note that every N -factor of w is contained in BNX or in
BNY . In the next A-graph the triple (BN ; X; Y ) is replaced by (BNX; Y 2X; X ) and in
the next one by (BNX Y 2X; X 2Y 2X; Y 2X ). The words BNX; BNY are both contained
in BNX Y 2X = BNY 2X and we conclude that every N -factor of w is contained in
some BM where M¿N . This means that L=
⋃∞
0 B(B; n), and since P(L; n)→∞ it
follows that B is not periodic. This implies that the  in the proof of Lemma 3 is
arbitrary. Fix ∈{a; b}. Let k ∈N+, choose n¿k such that |Xn|; |Yn|¿k and let N be
the integer with GN =A(Xn; Yn). Without loss of generality, we assume that Xn starts
with , for otherwise we may replace n by n+1. Since 	
←
1 · · · k appears in w and
the path in GN induced by 	
←
ends in BN , we have that k equals the (k+1)st symbol
of Xn. This obviously is the kth symbol of 0n, which in turn equals the kth symbol of
	. Therefore, w=	
←
	, showing that 	
←
	 is recurrent and has the right wordgraphs.
Proof of Theorem 4. We extend the notation of Theorem 3 with E(x; y; z; t) where E
is as below and where we have already included Eˆ.
The unlabeled edges are just single edges and we de#ne E˜ by deleting the edges with
a star from Eˆ. The result is D(1; y+1; t+1; 1; x−1; z−1). Notice that the edgeset of E
equals V (E˜). We add the rule C(x; y; 0; p; q)=E(x; y; q; p). If we delete from Cˆ only
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the lower horizontal edge of length 1, the result is D(1; y+1; p+1; q+1; x−1; z−1).
We will write C∗∗ for this graph. It is now clear that we can create a sequence Gn of
graphs with the same beginning as the sequence in the proof of Lemma 3 and with
Gn+1 =


Gˆn if Gn is of type A; B; D;
G˜n if Gn is of type E;
G∗n or G
∗∗
n if Gn is of type C
(2)
in such a way that all appearing Gn are of the form A; : : : ; E. One only has a choice
for Gn+1 if Gn is of type C.
Lemma 5. (a) If Gn is of type C and Gn+1 =G∗∗n then the parameters of the next
C-graph are given by 	(x; y; z; p; q). Here 	 :R5+→R5+ is given by 	=	1 ∪ 	2 ∪ 	3
where 	1 = (q+ z; p+ z; x− z; y+ z; z); 	2 = (x; x+ y; z− x; x+p; x+ q) and 	3 = (x;
2x+ y; q; 2x+p; x) and where the domains of 	1; 	2; 	3 are by denition the subsets
of R5+ where x¿z; x¡z; x= z, respectively.
(b) If Gn+1 =G∗n then the rst graph after Gn of type A is given by Gn+z =A(x +
y + p+ z; q+ z).
Proof. As an example we do the case x¿z of part (a). Then C(x; y; z; p; q)→D(1;
y+1; p+1; q+1; x− 1; z− 1)→D(z; y+ z; p+ z; q+ z; x− z; 0)=C(q+ z; p+ z; x− z;
y + z; z) which corresponds to the given formula.
Important is that the “jump” 'n := |E(Gn)| − |V (Gn)| can be derived directly from
the type of Gn, because we have 'n ∈{1; 2} for all n and 'n =1 if and only if Gn is of
type A or B. It is also important that the number of jumps 1 ('n =1) after a C-graph
in case (b) is equal to z. To get further we calculate some domains explicitly.
Lemma 6. Let  :=	21 hence  =(x; x + y; 2z + q − x; x + p; x − z) with domain
D( )= {z¡x¡2z + q}∈R5+. Also let n∈N.
(a) D( n)=
⋂n
1 {kz + (k − 1)q¡kx¡(k + 1)z + kq} and D(	1 n)=D( n) ∩
{(n+ 1)z + nq¡(n+ 1)x}.
(b) D(	1 n	i)=D( n+1	i) if i=2; 3.
Proof. (a) The #rst formula holds for n=1. Now we assume it holds for some n¿1.
Then D( n+1)=  −1(D n)=D( )∩{(x; x+y; 2z+q−x; x+p; x−z)∈D( n)}=D( )∩⋂n
1{k(2z+q−x)+(k−1) (x−z)¡kx¡(k+1) (2z+q−x)+k(x−z)}=D( )∩
⋂n
1{(k+
1)z+ kq¡(k +1)x¡(k +2)z+ (k +1)q}= ⋂n+11 {kz+ (k − 1)q¡kx¡(k +1)z+ kq}
as can be seen by shifting the indices whereas D( ) yields the condition for k =1.
Then we have D(	1 n)=D( n)∩
⋂n
1{k(x− z)+ (k− 1)z¡k(q+ z)¡(k+1) (x− z)+
kz}=D( n)∩⋂n1{kx¡kq+(k+1)z¡(k+1)x}=D( n)∩{nq+(n+1)z¡(n+1)x},
as the other conditions are already ful#lled in D( n). This gives the required answer.
(b) Suppose #rst x¡z and 	2 = (x; x+y; z−x; x+p; x+q)∈D(	1 n). To show that
	2 ∈D( n+1) we only have to check that (n + 1)x¡(n + 2) (z − x) + (n + 1) (q + x)
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or, equivalently, that (n+ 2)x¡(n+ 2)z + (n+ 1)q. But this is immediate from x¡z.
Now suppose that x= z and 	3 = (x; 2x+ y; q; 2x+p; x)∈D(	1 n). We have to show
that (n+ 1)x¡(n+ 2)q+ (n+ 1)x, and this is obvious.
Lemma 7. Suppose that v=(x; y; z; p; q)∈R5+ and dene (xn; yn; zn; pn; qn) :=	n(v).
Then for each $¿0 there exists an n∈N with zn=(xn + yn + zn + pn + qn)¡$.
Proof. We consider the sequence vn :=	n(v) and de#ne ! :N→{1; 2; 3} by !(k)= i
⇔ vk ∈D(	i). I will write M1 for an arbitrary symbol unequal to 1, hence 2 or 3. Then
Lemma 6(b) implies
if M1 1/ M1 is a factor of ! then / is even:
Since 	21 =  ; 	2 and 	3 all leave the #rst coordinate x #xed we see that vn has a
subsequence vni with xni constant. If z¿x then one has to apply 	2, changing (x; z)
into (x; z − x). Repeating this often enough one #nds a point with z6x. This means
that there exists a (possibly di.erent) subsequence vni of vn with zni bounded. Also we
easily check that xn+1+yn+1+zn+1+pn+1+qn+1¿xn+yn+zn+pn+qn+2min(xn; zn).
This implies that xn + yn + zn + pn + qn tends to in#nity with n, in which case we
are done, or else that
∑∞
n=0 min(xn; zn) converges. In that case we have a subsequence
zni → 0 and we are done as well.
We are now able to give a construction which proves Theorem 4. We take G0 =
A(1; 1); G1 =A(2; 1) as before and henceforth we abide by the stated rules for Gn.
Then G2 =C(1; 1; 1; 1; 1). We set n1 = 2. Suppose that Gnk =C(xk ; yk ; zk ; pk ; qk)=:C.
Then Gnk+1 ∈{C∗; C∗∗} and each choice leads to a new C-graph when we follow the
rules outlined in (2). Choosing C∗∗ a suitable number of times, hence by applying 	,
we end up in a graph GNk =C(Xk; Yk ; Zk ; Pk ; Qk) where
nk ¡ Nk;
Xk + Yk + Zk + Pk + Qk
Nk + 1
¿2− 1
k
;
Zk
Nk + 1
6
1
k
:
Now we choose GNk+1 =G
∗
Nk and then we have 'n =1 up to GNk+Zk which is a graph
of type A. After this we have 'n =2 until we arrive in the next graph of type C
which we call Gnk+1 and proceeding in this fashion we #nd a sequence Gn of graphs.
According to Lemma 3 there exists a recurrent Z-wordw with B(w; n)=Gn for all n.
As in the proof of Theorem 3 we have P(n)=n∈ (1; 2) for all n¿2 and P(n)=n assumes
its local minima exactly in those n with n∈V + 1, hence if Gn−1 is a graph of type
A. In the notation above we then have Gn−1 =GNk+Zk and
P(n)
n
=
Xk + Yk + 2Zk + Pk + Qk
Nk + Zk + 1
¿
(2− 1=k)(Nk + 1)
(Nk + 1)(1 + 1=k)
=
2k − 1
k + 1
Hence = %=2 for this w.
Proof of Theorem 0. Without loss of generality, we assume that  is given by i = a
⇔ i∈{k + 	}k∈Z, where ¿1 is irrational and 	∈R. Let x∈B(; n). By an
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appearance of x in  we shall mean an integer i such that x= i · · · i+n−1. Since an
appearance of x in  can have at most r values modulo r, we have P(w; n)6rP(; n)=
r(n+ 1) for all n.
We #rst show that an appearance of a #xed n-factor of  can be in any residue
class modulo r. Without loss of generality, this factor x contains a’s and we denote
their number by k. We will assume that the restriction of  to [1; n] induces x and
that the a’s appear at {[i + 	]}k1, which may be obtained by changing 	modulo  if
necessary. With abuse of notation we abbreviate this as x= {[i + 	]}k1⊂[1; n]. Now
let $ := mink+10 (1 − fr(i + 	)) where fr indicates fractional part and let t be any
integer. Choose /∈N+ such that fr((t + r/)=)¿1 − $= and put p= (t + r/)=	.
Such a / can be chosen because  is irrational. Then p − $=¡(t + r/)=¡p, hence
t + r/¡p¡t + r/ + $. This implies fr(p)¡$ and [p] ≡ tmod (r). Write q := [p].
For 06i6k + 1 we have
[(i + p) + 	] = [p] + [i + 	+ fr(p)] = q+ [i + 	];
showing that 1 + q is also an appearance for x. This proves our claim.
For each 06k¡r we de#ne a mapping 	k on #nite words of length n¿r by demand-
ing that 	k(x) equals x, except on the kth elements modulo r. Then we have a mapping
B(; n)× {1; : : : ; r}B(w; n) given by (x; k)→	k(x). The mapping is surjective be-
cause of the previous claim. Now suppose that 	k(x)=	l(y) where (x; k) 
=(y; l) and
x; y∈B(; n). Then x 
=y; k 
= l. Writing x= x1 · · · xn we de#ne x˜ as the word obtained
by writing down only the xi with i ≡ k; lmod r and similarly we de#ne y˜. We claim
that the density of the a’s in x˜; y˜ will converge to  := 1= as n→∞, uniformly in x and
y. By hypothesis, x˜ and y˜ are each other’s complement and if for in#nitely many n the
above mapping is not injective then we #nd =1−, hence = 12 , which is impossible.
Hence, the mapping is a bijection for n large and we are done. Now for our claim. Some
easy rewriting shows that  may also be given by i = a⇔ i + %∈ (1 − ; 1]mod 1
where  := 1= and % :=−	=. If we restrict ourselves to an arithmetic subsequence
i= /+ kr then we may describe the result by ˜k = a⇔ kr+/+%∈ (1−; 1]mod 1.
By the uniform distribution of kr + /+ %mod 1 (cf. [4, Example 2.1]), the relative
density of the a’s within an n-factor of ˜ will tend to  as n→∞. Since there are at
most r di.erent ˜’s the result follows.
Finally, we prove the claim concerning the word graphs of a skew balanced Z-word
that we made just before proving Lemma 3. We recall that a word w is called balanced
if the number of a’s in any two subwords of the same length can di.er by at most 1.
We assume that the reader is acquainted with the aforementioned classi#cation of all
balanced Z-words. Now suppose that w is a balanced skew Z-word. It is non-recurrent
and in [3, Theorem 2b] it is shown that all its wordgraphs are strongly connected.
Now suppose that a Z-wordw′ has the same #nite factors. We will show that w and
w′ are shifts of each other, which is stronger than what we want to show. The word
w′ is also balanced and since its density (w′) is de#ned in terms of its #nite factors
we have (w′)= (w)∈Q. Since P(w′; n)=P(w; n)= n + 1 for all n we see that w′
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cannot be periodic and by the classi#cation it must be skew of some type. This type
can also be recovered from the #nite factors and, since w; w′ are of the same type, the
classi#cation shows that they are shift-related.
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