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Abstract
The numerical computation of the simultaneous disturbance decoupling and row-by-row
decoupling problem is considered. Based on a condensed form for the system matrices the
solvability of the simultaneous disturbance decoupling and row-by-row decoupling problem is
reduced to the verification of an integer equality and the nonsingularity of a lower-dimensional
constant matrix. The condensed form we use is computed using only orthogonal transforma-
tions, which can be implemented in a numerically stable way. Hence, it leads directly to an
effective numerical method for solving the disturbance decoupling and row-by-row decou-
pling problem using existing tools such as LAPACK and Matlab. Our result complements
existing geometric and structural approaches which are of a theoretical nature and are not
suitable for numerical computation. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper, we study the numerical computation of the simultaneous disturbance
decoupling and row-by-row decoupling problem for a linear time-invariant system
of the form
Px D Ax C Bu C Gd;
z D Cx; (1)
where x 2 Rn is the state, u 2 Rm the control input, z 2 Rm the output and d 2 Rq
is a disturbance which may also represent modelling errors, measurement noise or
neglected higher-order terms in a linearization process. The system matrices satisfy
that A 2 Rnn, B 2 Rnm, G 2 Rnq and C 2 Rmn.
If we apply the state feedback of the form
u D Fx C Hv (2)
with a new input v 2 Rm to (1), then the closed-loop system becomes
Px D .A C BF/x C BHv C Gd;
z D Cx:
The transfer function matrix from the new input v and the disturbance d to the output
z are C.sI − A − BF/−1BH and C.sI − A − BF/−1G, respectively. Hence, the
disturbance decoupling problem and row-by-row decoupling problem for system (1)
using state feedback can be defined as follows:
 A matrix F 2 Rmn is said to solve the disturbance decoupling problem for sys-
tem (1) if
C.sI − A − BF/−1G D 0: (3)
 The pair of matrices .F;H/ 2 Rmn  Rmm is said to solve therow-by-row de-
coupling problem for system (1) if
C.sI − A − BF/−1BH is nonsingular and diagonal: (4)
 The pair of matrices .F;H/ 2 Rmn  Rmm is said to solve the simultaneous
disturbance decoupling and row-by-row decoupling problem for system (1) if (3)
and (4) hold.
The disturbance decoupling problem and row-by-row decoupling problem play a
central role in classical as well as modern control theory. These two problems have
been investigated extensively in the last three decades (see [2,4,5,7–9,11]). A de-
tailed description of early results using geometric theory is given by Wonham [10].
Very recently, the disturbance decoupling problem has been re-analyzed in [3], and
numerically reliable and implementable algorithms have been developed using
orthogonal transformations.
The simultaneous disturbance decoupling and row-by-row decoupling problem
was first discussed based on the geometric approach in [2,5], more than 20 years
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ago. Later, the structural approach has also been used in [4] to study this problem.
The geometric solution and the structural solution given in [2,5] and [4] are ex-
pressed in terms of some invariant subspaces and the structure at infinity of sys-
tem (1), respectively. In principle the results in [2,4,5] can be used to verify the
solvability of the simultaneous disturbance decoupling and row-by-row decoupling
problem. But they are computationally complex and problematic. Moreover, they do
not give any hints for constructing the desired feedback matrices F and H. To our
knowledge, there are up to now no numerical algorithms developed based on the re-
sults in [2,4,5] for solving the simultaneous disturbance decoupling and row-by-row
decoupling problem.
The observation above motivates us to consider the numerical computation of
the simultaneous disturbance decoupling and row-by-row decoupling problem. Us-
ing a condensed form and a matrix pencil approach developed in [3], we will show
that the simultaneous disturbance decoupling and row-by-row decoupling problem
is solvable if and only if an integer equality holds and a lower-dimensional con-
stant matrix is nonsingular. The condensed form we use is based on only orthogonal
transformations, which can be implemented in a numerically stable way. Hence, an
advantage of our approach is that the verification of the solvability conditions and
the computation of the desired feedback matrices can be performed effectively using
existing software tools such as LAPACK and Matlab.
The following notation will be used throughout the paper:
 rankgTM.s/U denotes the generic rank of a rational matrix function M.s/;
 rank.M/ denotes the standard rank of the matrix M;
 .M/ denotes the spectrum of the matrix M.
2. Preliminaries
In the following theorem, we state a condensed form for system (1). This con-
densed form can be computed by a numerically stable algorithm [1,6] and will be
used in the sequel to develop our main results.
Theorem 1 T3U. Given A 2 Rnn; B 2 Rnm; C 2 Rmn and G 2 Rnq . Then
there exist orthogonal matrices U;V 2 Rnn such that
U.sI − A/V D
2
66664
n1 n2 n3
Qn1 sE11 − A11 sE12 − A12 −A13
Qn2 sE21 − A21 sE22 − A22 −A23
Qn3 −A31 sE32 − A32 −A33
Qn4 0 sE42 − A42 −A43
n3 0 0 sI − A53
3
77775;
(5)
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UB D
Qn1
Qn2
Qn3
Qn4
Qn3
2
66664
B1
B2
B3
0
0
3
77775 ; UG D
Qn1
Qn2
Qn3
Qn4
Qn3
2
66664
G1
0
0
0
0
3
77775 ; CV D
n1 n2 n3
0 C2 C3

;
in which
rank.G1/ D Qn1; rank.E21/ D Qn2; rank.B3/ D Qn3;
rankg

sE42 − A42
C2

D n2;
(6)
rank.sE42 − A42/ D Qn4;
rank
2
4sE11 − A11 B1 G1sE21 − A21 B2 0
−A31 B3 0
3
5 D Qn1 C Qn2 C Qn3 8s 2 C: (7)
The following result is standard and its proof is omitted.
Lemma 2. Given A; B; C and D of appropriate sizes. Assume that TsI − A BU
is of full row rank for any s 2 C. Then, C.sI − A/−1B C D D 0 if and only if D D 0
and C D 0.
Finally, we cite a result from [12] to characterize the solvability of the row-by-row
decoupling problem.
Lemma 3 T12U. Given OA 2 R; OB 2 R and OC 2 R. Let Oci be the ith row ofOC. If Oci OAj OB =D 0 for some nonnegative integer j, then set li D minfj > 0: j is integer
satisfying Oci OAj OB =D 0g; otherwise, set li D  − 1: Define
OL D
2
66666664
Oc1 OAl1
Oc2 OAl2
:::
Oc OAl
3
77777775
OB; OK D
2
66666664
Oc1 OAl1C1
Oc2 OAl2C1
:::
Oc OAlC1
3
77777775
: (8)
Then there exist matrices OF 2 R and OH 2 R such that OC.sI − OA − OB OF/−1 OB
OH is nonsingular and diagonal if and only if the matrix OL is nonsingular. In this case,
the desired matrices OF and OH can be chosen to be
OF D − OL−1 OK; OH D OL−1: (9)
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3. A numerical solution for the simultaneous disturbance decoupling and
row-by-row decoupling problem
In this section, we will derive verifiable solvability conditions for the simulta-
neous disturbance decoupling and row-by-row decoupling problem and develop a
numerical algorithm for the solution.
Theorem 4. Given system (1). Assume that orthogonal matrices U;V 2 Rnn have
been determined such that .U.sI − A/V;UB;UG;CV / are in the condensed form
(5). Then, the simultaneous disturbance decoupling and row-by-row decoupling prob-
lem is solvable by some .F;H/ 2 Rmn  Rmm if and only if
Qn1 C Qn2 D n1; (10)
and matrix OL is nonsingular. Moreover, if (10) holds and OL is nonsingular, then B3
is nonsingular, the desired feedback matrices F and H can be chosen as
F D −B−13 A31 − OL−1 OK 0V T; H D OL−1: (11)
In the above, matrices OL and OK are defined by (8) with
OA D

E32
E42
T 
A32
A42

; OB D

E32
E42
T 
B3
0

;
OC D C2;  D n2;  D m:
(12)
Proof. Necessity: Assume that .F;H/ solve the simultaneous disturbance decou-
pling and row-by-row decoupling problem, i.e., C.sI − A − BF/−1G D 0, and
C.sI − A − BF/−1BH is nonsingular and diagonal. Denote
FV DV 
n1 n2 n3
F1 F2 F3

: (13)
First, we note from Theorem 1 that
rankg

sI − A − BF G
C 0

D Qn1 C n2 C n3 C rankg

sE21 − A21 − B2F1
−A31 − B3F1

(14)
> Qn1 C n2 C n3 C Qn2: (15)
Since C.sI − A − BF/−1G D 0, we have
rankg

sI − A − BF G
C 0

D rankg.sI − A − BF/ C rankg.C.sI − A − BF/−1G/
D n
D n1 C n2 C n3: (16)
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From (15) and (16), we obtain
n1 > Qn1 C Qn2: (17)
Also,

E11
E21

is of full column rank. So
n1 6 Qn1 C Qn2: (18)
Therefore, (10) follows from (17) and (18).
Since C.sI − A − BF/−1BH is nonsingular and H is square, H is nonsingular.
Note that condition (10) holds. Thus, E11
E21

is square and therefore orthogonal. Hence,
by the nonsingularity of C.sI − A − BF/−1BH , property (6) and that B3 is of full
row rank, we have that
n1 C n2 C n3 C m
D n C m
D rankg.sI − A − BF/ C rankg.C.sI − A − BF/−1BH/
D rankg

sI − A − BF B
C 0

D rankg

sI − A B
C 0

D n1 C n2 C n3 C rank.B3/:
Consequently, rank.B3/ D m. But, rank.B3/ D Qn3 and B3 2 R Qn3m. Therefore, B3
is nonsingular.
Since

E11
E21

is square and orthogonal, we get that E12 D 0, E22 D 0, and hence
E32
E42

is also orthogonal. Now, B3 is nonsingular and F solves the disturbance decou-
pling problem. By (10), (14) and (16), we have
rankg

sE21 − A21 − B2F1
−A31 − B3F1

D Qn2;
that is,
rankg

sE21 − A21 C B2B−13 A31−A31 − B3F1

D Qn2:
On the other hand, E21 is of full row rank, and (7) gives that
rank
(
sE21 − A21 C B2B−13 A31
 D Qn2 8s 2 C:
Thus, by a simple application of Lemma 2, we have
A31 C B3F1 D 0 or F1 D −B−13 A31: (19)
Now we have
C.sI − A − BF/−1BH D OC.sI − OA − OBF2/−1 OBH;
which gives that OC.sI − OA − OBF2/−1 OBH is nonsingular and diagonal. Hence, from
Lemma 3, we have that the matrix OL is nonsingular.
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Sufficiency: Assume that (10) holds and the matrix OL is nonsingular. Note that
since OL is nonsingular, OB is of full column rank, i.e., B3 is of full column rank.
But, B3 is also of full row rank. This implies that B3 is nonsingular. Let F and H be
defined by (11). Then, (19) is true, which together with (10) yield that (3) holds. By
(19) and Lemma 3, we have that
C.sI − A − BF/−1BH D OC(sI − OA − OB( − OL−1 OK−1 OB OL−1
is nonsingular and diagonal. Hence, .F;H/ solves the simultaneous disturbance de-
coupling and row-by-row decoupling problem. 
Based on Theorem 4, the simultaneous disturbance decoupling and row-by-row
decoupling problem can be solved via the following algorithm.
Algorithm 1.
Input: Matrices A 2 Rnn; B 2 Rnm and C 2 Rmn.
Output: .F;H/ 2 Rmn  Rmm solving the simultaneous disturbance decoupling
and row-by-row decoupling problem.
Step 1: Compute the condensed form (5). If condition (10) is not true, print “The
simultaneous disturbance decoupling and row-by-row decoupling problem is not
solvable” and stop. Otherwise, compute OA, OB, OC,  and  using (12).
Step 2: Compute the matrix OL in Theorem 4. If OL is singular, print “The simulta-
neous disturbance decoupling and row-by-row decoupling problem is not solvable”
and stop. Otherwise, compute the matrix OK in Theorem 4.
Step 3: Compute the feedback matrices F and H using (11). Output F and H.
Remark 1. In Algorithm 1:
(i) the condensed form (5) is computed using only orthogonal transformations;
(ii) the matrix OL and OK are formed using only matrix multiplications;
(iii) F and H can be obtained using the QR factorizations with pivoting or the SVDs
of OL and B3.
Hence, Algorithm 1 can be implemented in an effective way using LAPACK or
Matlab.
In the following, we present a numerical example to illustrate Algorithm 1. In this
example, The original system matrices A, B and C were generated using the Matlab
command randn, all calculations were carried out in Matlab 5.0 with four decimal
places display on a HP 712/80 workstation with IEEE standard (machine accuracy
 D 10−16).
Example 1. Let
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A D
2
6666664
0:7803 0:1560 −1:9550 1:2873 −1:4831 0:4357
1:3201 −0:0020 −0:4209 −0:2820 0:9779 −1:7657
−0:2382 −0:9300 0:6876 0:2732 −0:5556 −0:2978
0:4704 −0:2450 −0:7921 0:6992 0:2199 0:8165
−0:0570 −0:5107 1:0058 0:2520 −1:9013 −0:0732
−0:0041 0:3538 1:7550 −0:5831 −0:4845 0:7403
3
7777775
;
B D
2
6666664
0:4126 0:6948
1:4919 −0:5756
−0:0892 −1:0057
1:0312 0:0553
−0:1849 −0:7284
0:6780 −0:2376
3
7777775
;
C D

0:4402 0:1016 −0:0252 −0:4890 −0:0006 −0:8540
0:7108 0:0004 0:3652 −0:6141 −0:3861 −0:4587

;
G D
2
6666664
0:0623 −0:2312
0:1439 −0:5338
0:4251 −1:5775
0:1417 −0:5258
0:3446 −1:2788
−0:0447 0:1657
3
7777775
:
Our purpose is to find matrices .F;H/ 2 R26  R22 such that C.sI − A − BF/−1
G D 0 and C.sI − A − BF/−1BH is nonsingular and diagonal, if possible.
The results of running Algorithm 1 are as follows:
Step 1: The condensed form (5) is
U.sI − A/V
D
2
6666666664
0:9193s C 0:8323 −0:3936s C 0:6918 −0:5711 −1:2902 0:1567 0:8051
0:3936s − 0:2944 0:9193s − 0:8580 0:3999 −0:6686 1:6041 −0:5287
1:3362 −1:2540 −0:4857s − 0:6900 0:0037s − 1:1908 −0:8741s − 0:2573 −0:2193
−0:7143 1:5937 −0:0197s − 0:8156 −0:9998s C 1:2025 0:0067s C 1:0565 0:9219
0 0 −0:8739s − 0:7119 0:0205s C 0:0198 0:4856s − 1:4151 2:1707
0 0 0 0 0 0:0956
3
7777777775
;
UB D
2
6666664
−0:4326 1:1892
−1:6656 −0:0376
0:7897 −0:6135
0:6135 0:7897
0 0
0 0
3
7777775
; UG D
2
6666664
−0:5883 2:1832
0 0
0 0
0 0
0 0
0 0
3
7777775
;
CV D

0 0 −0:1364 0:1139 1:0668 0:0593
0 0 0 0 0:8913 0:7621

;
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n1 D 2; n2 D 3; n3 D 1; Qn1 D 1; Qn2 D 1; Qn3 D 2; Qn4 D 1;
where
U D
2
6666664
−0:1059 −0:2445 −0:7226 −0:2408 −0:5858 0:0759
−0:3631 −0:8366 0:3079 −0:0549 0:0233 −0:2644
−0:6831 0:1883 0:1704 0:4516 −0:2965 0:4208
0:4914 −0:2543 −0:0383 0:7808 −0:2695 −0:1009
−0:1877 0:3741 0:1315 0:0067 −0:3919 −0:8086
0:3371 −0:0174 0:5790 −0:3541 −0:5850 0:2884
3
7777775
;
V D
2
6666664
−0:2403 −0:2921 0:4861 −0:4976 0:5093 0:3371
−0:5541 −0:6728 −0:4134 0:2626 0:0153 −0:0174
−0:5431 0:5675 −0:1969 0:0416 −0:0854 0:5790
−0:2430 0:0443 −0:2405 −0:7788 −0:3862 −0:3541
−0:5293 0:2520 0:4918 0:2603 0:0670 −0:5850
−0:0343 −0:2729 0:5043 0:0858 −0:7612 0:2884
3
7777775
:
Thus, condition (10) holds.
Step 2: Compute OL in Theorem 4 and get
OL D
−0:7476 0:4490
−0:6116 0:4827

:
OL is nonsingular. Thus, continue to compute OK to obtain
OK D
−0:2270 −0:9187 0:7922
−0:2245 −0:9436 0:4057

:
Step 3: Compute F and H, we have
F D

1:1024 −0:3160 −0:5301 −0:8445 −0:2836 −1:8556
0:1456 −0:2677 1:7258 −1:7629 1:9833 −1:7926

;
H D
−5:5963 5:2056
−7:0908 8:6674

:
We have verified that the pair .F;H/ above solves the simultaneous disturbance
decoupling and row-by-row decoupling problem.
4. Generalization of a result for row-by-row decoupling problem
Lemma 3 is often used to solve the row-by-row decoupling problem. Naturally,
one would wish to generalize it to cover the case of the simultaneous disturbance de-
coupling and row-by-row decoupling problem. Such a generalization is not available
in the existing literature. We provide the following result to fill in this gap.
Theorem 5. Given system (1). Let ci be the ith row of C. If ciAjB =D 0 for some
nonnegative integer j, then set
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li D min

j > 0: j is an integer satisfying ciAjB =D 0
}
;
otherwise, set
li D n − 1:
Define
L D
2
6664
c1A
l1
c2Al2
:::
cmA
lm
3
7775 B; K D
2
6664
c1Al1C1
c2Al2C1
:::
cmA
lmC1
3
7775 : (20)
Then the simultaneous disturbance decoupling and row-by-row decoupling problem
is solvable if and only if the matrix L is nonsingular and
C.sI − A − BF0/−1G D 0 with F0 D −L−1K: (21)
The pair .F0;H0/ with H0 D L−1 is a solution to the simultaneous disturbance de-
coupling and row-by-row decoupling problem.
Proof. Necessity: Suppose the simultaneous disturbance decoupling and row-by-
row decoupling problem is solvable. By Lemma 3 we have that L is nonsingular.
Hence, we only need to show that C.sI − A − BF0/−1G D 0.
Consider the condensed form (5). From Theorem 4 we know that B3 is nonsingu-
lar and Qn1 C Qn2 D n1. So,
E12 D 0; E22 D 0; V D UT
2
66664
E11 0 0
E21 0 0
0 E32 0
0 E42 0
0 0 I
3
77775 ;

E11
E21

and

E32
E42

are orthogonal.
Let

E11
E21
T 
A11 − B1B−13 A31 A12 A13
A21 − B2B−13 A31 A22 A23

DV 
n1 n2 C n3
OA11 OA12

;
2
4E32 0E42 0
0 I
3
5
T 2
4A32 A33A42 A43
0 A53
3
5 DV OA;

E11
E21
T 
B1 G1
B2 0

DV  OB1 OG1 ;
2
4E32 0E42 0
0 I
3
5
T 2
4B30
0
3
5 DV OB; C2 C3 DV OC;
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OF0 D
 n1 n2 C n3−B−13 A31 0 :
Then
V TAV D
 OA11 OA12
0 OA

−
 OB1
OB

OF0; V TB D
 OB1
OB

;
V TG D
 OG1
0

; CV D 0 OC :
Denote by Oci the ith row of OC. According to the definition of li , a simple calculation
yields that
ciA
liB D Oci OAli OB;
ciA
liC1 D

0 Oci OAliC1
 − Oci OAli OB OF0

V T;
i D 1; : : : ;m:
Hence, we obtain
K D
 
0 K2
 − L OF0

V T with K2 D
2
6664
Oc1 OAl1C1
Oc2 OAl2C1
:::
Ocm OAlmC1
3
7775 :
Therefore, we have
F0 D−L−1K
D
 OF0 C 0 −L−1K2

V T
D−B−13 A31 −L−1K2 V T; (22)
This together with the condensed form (5) and n1 D Qn1 C Qn2 give directly that
C.sI − A − BF0/−1G D 0.
Sufficiency: Note that L is nonsingular, by Lemma 3 the row-by-row decoupling
problem is solvable by .F0;H0/. Furthermore, C.sI − A − BF0/−1G D 0 implies
that the disturbance decoupling is solvable by F0. Hence, the simultaneous dis-
turbance decoupling and row-by-row decoupling problem is solvable and the pair
.F0;H0/ is a solution. 
Theorem 5 generalizes Lemma 3 and at the same time provides an explicit solution
for the simultaneous disturbance decoupling and row-by-row decoupling problem
using the system matrices A;B;C of system (1). It also leads to a numerical pro-
cedure for solving the simultaneous disturbance decoupling and row-by-row decou-
pling problem, as follows:
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 Compute the matrix L using (20). If L is singular, print “The row-by-row decou-
pling problem is not solvable” and stop. Otherwise, compute K and F0 using (20)
and (21), respectively.
 Compute C.sI − A − BF0/−1G. If it is nonzero, then print “The simultaneous
disturbance decoupling and row-by-row decoupling problem is not solvable” and
stop. Otherwise, compute H0 D L−1.
 Output the solution .F0;H0/.
In general, the dimension n of A is much larger than the dimension n2 of

A32
A42

: So
the computation of L in (20) is more expensive than that of OL in Algorithm 1. Fur-
thermore, the verification of C.sI − A − BF0/−1G D 0 requires more computation
than that of n1 D Qn1 C Qn2. Therefore, from a numerical computation point of view,
Algorithm 1 is preferable.
5. Conclusion
We have provided a new analysis of the simultaneous disturbance decoupling and
row-by-row decoupling problem for a system of form (1). The results are based on
the condensed form (5) obtained under orthogonal transformations. We have shown
that we only need to verify an integer equality and the nonsingularity of a lower-di-
mensional constant matrix in order to solve the simultaneous disturbance decoupling
and row-by-row decoupling problem. The condensed form in the present paper can
be computed via a numerically stable way. Consequently, it leads directly to a nu-
merically effective method for verifying the solvability conditions and constructing
the desired feedback matrices using LAPACK or Matlab. Moreover, we have gener-
alized Lemma 3 and provided an explicit solution for the simultaneous disturbance
decoupling and row-by-row decoupling problem using the system matrices A, B and
C in system (1).
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