Long-term spatio-temporal datasets of disease incidences have made it clear that many recurring epidemics, especially childhood infections, tend to synchronize in-phase across suburbs. In some special cases, epidemics between suburbs have been found to oscillate in an out-of-phase ('antiphase') relationship for lengthy periods. Here, we use modelling techniques to help explain the presence of in-phase and antiphase synchronization. The nonlinearity of the epidemic dynamics is often such that the intensity of the outbreak influences the phase of the oscillation thereby introducing 'shear', a factor that is found to be important for generating antiphase synchronization. By contrast, the coupling between suburbs via the immigration of infectives tends to enhance in-phase synchronization. The emerging synchronization depends delicately on these opposite factors. We use theoretical results from continuous time models to provide a framework for understanding the relationship between synchronization patterns for different model structures.
INTRODUCTION
The number of newly emerging pathogens and re-emerging infectious diseases has increased alarmingly over the past decades in what has been likened to an 'epidemic of epidemics' (Karlen 1995) . Many such diseases are widespread and occur across the globe, the more established ones often manifesting themselves in the form of recurrent epidemics. Some, especially childhood infectious diseases, might best be classified as periodic cycles with deviations arising from stochastic effects, or possibly even influenced to some degree by chaotic dynamics (Anderson et al. 1984; Anderson & May 1991; Rohani et al. 2002) . For example, chickenpox is often seen as an annual cycle, measles is often characterized by an underlying 2 year biennial cycle (see figure 1), although arguably chaotic, and whooping cough recurs roughly every 3-4 years. One of our main goals is to study the manner in which two or more communities or suburbs synchronize in time, as recurring waves of infection sweep through their respective populations. This is a fascinating outcome of spatial dynamics whereby a few migrating infective individuals have the potential to spread the epidemic from one community to the other, giving rise to synchrony in the long term. Figure 1 , for example shows time-series of measles infections in various cities of England (1944 England ( -1958 ; Birmingham and Newcastle appear to synchronize inphase together while Cambridge and Norwich are clearly out of phase by 180° (Grenfell et al. 2001) . We term the 180°out-of-phase synchronization 'antiphase'. Using a seasonally forced epidemic model, Grenfell et al. (2001) noted coexisting in-phase and antiphase attractors that reproduced this behaviour. But apart from Lloyd & May (1996) there are very few theoretical works explaining the synchronization patterns of epidemics, and most are usually only devoted to the study of in-phase synchronization.
Currently, there is very little understanding of the factors that lead to more complex forms of synchronization, such as the antiphase patterns observed between Cambridge and Norwich. Here, we analyse simple coupled epidemiological models to gain deeper insights. This is all the more important, given that the spatial synchronization of epidemics is believed to be a key factor affecting their longterm patterns of persistence and extinction (Earn et al. 1998) .
We require an epidemiological model that is capable of generating sustained oscillations and yet simple enough to analyse mathematically. Seasonally forced epidemic models are avoided for two reasons. First, the model equations of a coupled system tend to become analytically intractable, making it almost impossible to gain theoretical insights into any raw synchronization mechanisms. Second, epidemics often oscillate at their own intrinsic time-scales. The period of the oscillations is usually distinctive of the disease, dependent on its virulence and transmission rates (Anderson & May 1991) . Thus, the oscillations we seek to model are often determined by the disease itself.
Alternatively, the conventional unforced deterministic epidemic models (usually systems of mean-field differential equations) are unable to generate sustained oscillations without further sophistication such as the incorporation of time delays (Hethcote & Levin 1989) . Stochastic formulations are sometimes resorted to whereby noise forcing prevents the system from ever attaining equilibrium, thereby maintaining damped oscillations. Neither of these alternative types of model is well suited for the study of complex synchronization patterns, since the problem becomes mathematically intractable (see for the in-phase case).
We have, therefore, chosen to use a discrete-time formulation of the classical 'SIRS' epidemic model which simulates an infectious disease as it spreads through a population, and has a known propensity to oscillate (Cooke et al. 1977 Grenfell. et al. 2002) . At any time an individual can belong to one of three classes: susceptible (S), infected (I) and recovered (R). Movement between the classes is governed by the following rules.
(i) Susceptibles pass to the infected state after coming into contact with an infected individual. (ii) Infected individuals pass to the recovered state after a fixed period I has elapsed since the time of infection. (iii) Recovered elements return to the susceptible state after a recovery time R , and the S → I → R → S 'cycle' is complete.
Thus, even though individuals become infected by the disease, they eventually lose immunity (referred to as waning immunity) and can be reinfected once again. If R is infinitely long we retrieve the SIR model. The recovery and return of individuals to the susceptible population is one of the features promoting oscillatory behaviour. The SIRS formulation is most appropriate for bacterial diseases such as gonorrhea, meningitis and streptococcal sore throat, and is a useful model for exploring ideas concerning antibiotic resistance (Hethcote & Levin 1989; Girvan et al. 2002) . Note that a discrete-time SIR model with vital dynamics (birth and death rates) is also able to generate similar oscillations, and is perhaps more appropriate for diseases such as childhood infections (measles, mumps, chickenpox) which induce immunity. But since we are more concerned with the mechanism behind spatial synchronization, we prefer to stay with the simplest model formulation.
EPIDEMIC SYNCHRONIZATION IN COUPLED NETWORKS
The model is easily cast in a simulation framework. nection between two individuals through which an infection may potentially be transmitted. Connected pairs of individuals are referred to as neighbours. Links are added between nodes randomly so that on average each node is connected to k neighbours. This network structure requires randomly connecting kN/2 pairs of individuals. We term this the number of intra-links in the community.
Disease contagion is modelled as follows. Suppose node i is in the susceptible state and has k i neighbours, of which k inf are infected. The probability that node i becomes infected at a given time-step is taken to be 1 = k inf /k i . Observe that the node will become infected with probability 1 = 1 if all its neighbours are infected. Other contagion schemes are also possible, but change little the basic results reported below. For example, let q be the probability that an infected neighbour successfully infects a susceptible. The probability of a susceptible node becoming infected could then be reasonably modelled as Consider now, two such networks, each representing a community or suburb, and suppose a small number of infective individuals pass from one community to the other. This might be modelled by randomly connecting inter-links between the two networks. The strength of coupling between the two communities is measured by LR = links ratio = no. of inter-links no. of intra-links .
Although the approach is only a crude approximation of the dynamic nature of interactions between two communities, it nevertheless captures some of the essential elements. Figure 2a shows a simulation with relatively weak coupling between two populations. The infectives in each community are seen to oscillate in antiphase. Upon increasing the coupling strength (i.e. LR) between the communities, the suburbs show in-phase synchronization (see figure 2b ). The synchronization can be quantified by calculating the phase of each time-series of infectives and plotting the phase difference between the two suburbs. The phase of a time-series is defined as follows (Pikovsky et al. 2001) :
where k р t р kϩ1 and k is the time of the kth maximum of the time-series. When the two communities are synchronized, the phase difference (t) = 1 (t) Ϫ 2 (t) between them should be relatively constant with = 0 for in-phase synchronization and = for antiphase synchronization.
Owing to stochastic effects the phase difference is likely to hover about these values rather than maintaining a strict equality. Figure 2c plots for three different coupling levels. When there is no coupling appears to decrease as the phase difference accumulates through random drift. For relatively weak coupling hovers close to the horizontal line = indicating antiphase synchronization. However, for stronger coupling Ϸ 0 indicating in-phase synchronization. Figure 2d plots the mean phase difference ͗͘ = ͗ 1 Ϫ 2 ͘ as a function of the coupling between the two random networks. Each point on the graph represents the results of a single simulation (N = 3000, k = 6) at the given LR. It can be seen that there is a critical point at approximately LR = 0.04, below which most simulations (circles in figure 2d ) are characterized by antiphase synchronization (͗͘ Ϸ ) and above which they are mainly in-phase (͗͘ Ϸ 0).
EPIDEMIC SYNCHRONIZATION OF COUPLED MAP SYSTEMS
The synchronization properties discussed in § 2 successfully mimic the pattern seen in the observed epidemic data (figure 1). We proceed to model the coupled communities by approximating the average behaviour of the SIRS network using a discrete-time model based on Cooke et al. (1977) and Girvan et al. (2002) . As before, assume a constant closed population with no births or deaths. To keep things simple, suppose that susceptible individuals upon infection, spend one time-step in the infective class ( I = 1), and a subsequent Ϫ 1 time-steps in the immune class ( R = Ϫ 1). After these = I ϩ R time-steps, individuals then return to the susceptible pool. Let x t be the probability that an individual is infected at time t. The fraction of the population that is immune at any given time t, can be determined by examining the fraction which has been infected in any of the previous Ϫ 1 time-steps. The proportion of the population that is susceptible (s t ) is simply the probability of being neither infected nor immune, i.e.
The fraction of infected individuals at time t ϩ 1, is proportional to the number of susceptibles coming into contact with infectives. Assuming homogeneous mixing, this can be expressed as
where the parameter a reflects the infection rate. Similar to the model of Cooke et al. (1977; Girvan et al. 2002) , the map in equation (3.2) has a Hopf bifurcation (or more exactly Neimark bifurcation) curve that divides the Ϫ a parameter plane into two. The region in parameter space above the curve in figure 3 (numerically obtained) characterizes oscillatory behaviour, while the region below the curve characterizes a stable fixed point. The Hopf curve itself is the point at which the model passes through a Hopf bifurcation. Now consider two coupled SIRS models (s 1,2 t , x 1,2 t ) given by equation (3.2). Typical coupling schemes might be as follows.
(i) Infective coupling type 1: Using parameters = 4 and a = 2.4, the discrete SIRS model oscillates with mean period 2 as in figure 4. With weak infective coupling (type 1 e = 0.0005-0.006), their oscillations can be observed to either synchronize in-phase or antiphase depending on initial conditions. Thus, the two types of synchronization behaviour coexist for the same model parameters. Figure 4a For weak diffusive and infective type 2 coupling, the emerging pattern is different. In-phase and antiphase synchronization were never found to coexist. Pure stable antiphase oscillations were found over a larger coupling regime (e = 0.0001-0.05), while in-phase synchronization only occurs at much larger coupling levels (e Ͼ 0.05). In other words, these discrete-time SIRS models qualitatively match the behaviour of the random network simulation model.
WHY DO EPIDEMICS SYNCHRONIZE IN-AND OUT-OF-PHASE?
To gain deeper insights into the synchronization dynamics, consider first two weakly coupled continuous time oscillators of very general form (2003) is very weak with 1. When ␥ = 1 the coupling is diffusive and when ␥ = 0 the coupling is termed direct. Let 1,2 = 0 ϩ O() be the frequency of the limit cycles of two oscillators in the presence of coupling. Ermentrout & Kopell (1984) have shown that there is a two-dimensional submanifold of R 2m which is attracting and invariant. This manifold is a two-dimensional torus T 2 . These authors have also proved that the variables 1 and 2 may be chosen on the torus so that, if = 2 Ϫ 1 , then the equations for 1 and can be well approximated by
(4.2)
Here, H() is a 2π-periodic function of the phase difference , and depends on the form of the coupling D and on the dynamics of the oscillators in the neighbourhood of the limit cycle. More explicitly, consider the following specific model with m = 2 and
. The parameter q is referred to as shear and quantifies the effect of amplitude of the oscillation on the frequency. This is the classical Ϫ system that typifies dynamics close to a Hopf bifurcation. The parameters d 2 and d 3 represent what is referred to as 'cross coupling' between the two systems (Aronson et al. 1990 ).
The system is much easier to work with in polar coordinates (x = r cos , y = r sin ), and may be written equivalently as ṙ = r(1 Ϫ r 2 )
This makes clear the way in which the amplitude dynamics r affects the phase dynamics via the shear parameter q. On the limit cycle, the radius r = 1 and the shear term q(1 Ϫ r 2 ) = 0. If at any time the radius r Ͼ 1, then is reduced by the negative shear term q(1 Ϫ r 2 ). Conversely, if r Ͻ 1 then is increased by a corresponding positive shear term. With the introduction of diffusive coupling as in equation (4.1), a direct calculation shows that H() of equation (4.2) is
The equation governing the dynamics of the phase difference between the two oscillators may therefore be approximated, using equation (4.2), as
(4.5)
Assuming 1 = 2 , this equation implies that there is a stable antiphase solution = if (Ermentrout & Kopell 1984) 
Otherwise the in-phase solution = 0 is stable. This important condition was first pointed out in Ermentrout & Kopell (1984) . One sees this easily by plotting versus in the phase plane and examining the equilibrium points where = 0. Criterion (4.6) makes it clear that both cross coupling (d 2 Ͼ 0) and shear (q Ͼ 0) are necessary conditions for stable antiphase synchronization.
To shed further light on the relation between shear and antiphase in time-discrete systems, we consider the following coupled two-dimensional Hopf-bifurcation map system (Lloyd 1995) ,
where
Here, we use the common shorthand mapping notation whereby XЈ = X tϩ1 while X = X t . With ␣ fixed, acts as a bifurcation parameter. The origin is always a fixed point and the Jacobian has eigenvalues (cos ␣ ± i sin ␣). Both eigenvalues have modulus || so that the unit circle is crossed as is increased beyond unity. When Ͻ 1 the origin is stable, and when passes through = 1 a Hopf bifurcation occurs and oscillations ensue. Changing to polar coordinates (r, ) the map G becomes r tϩ1 = r t Ϫ r
(4.10)
As the phase dynamics are completely unaffected by the amplitude r, the system has no shear. In the formulation of equation (4.3), this means q = 0. Hence, by condition (4.6) the coupled system only exhibits in-phase synchronization. Indeed, numerical simulations find only in-phase synchronization between two such coupled map systems when Ͼ 1 and ␣ is not too large (e.g. ␣ Ͻ 1). Shear can be introduced by setting ␣ in equations (4.8) and (4.9) as
This takes into account that the radius of the oscillation on the limit cycle is given by r 2 = Ϫ 1, as found from equation (4.10). When 0 is relatively small (e.g. 0 р 0.1), the synchronization behaviour of the coupled discrete model system closely resembles that of the time continuous system above. continuous time systems (i.e. 0 → 0) the establishment of in-phase synchronization only. Instead, as figure 6 shows, there are large parameter regions of pure in-phase, antiphase and the coexistence of both in-phase and antiphase synchronization. Presumably the discreteness of the mapping (which becomes more acute the larger is 0 ) is the cause of the divergence from criteria (4.6), known to be accurate for the continuous time model.
IMPLICATIONS OF THE THEORY FOR EPIDEMIC MODELS
The synchronization results in § 4 should be generic to all coupled model oscillators in the vicinity of a Hopf bifurcation. They are thus relevant to the epidemic models discussed in § 3 whose oscillations are induced through a Hopf bifurcation. Shear appears to be one of the important requirements for antiphase synchronization. But we have not yet checked whether the epidemic models studied earlier have this property. Some idea can be gained through considering the following delayed regulation population model (Aronson et al. 1982 ):
with the single parameter a. The model is closely related to the epidemic equations (3.2) only that it has fewer time delayed elements. This is more easily seen by rewriting equation (5.1) as
The model has the fixed point at x * = y * = (a Ϫ 1)/a, which is locally stable for 1 Ͻ a р 2. As a passes through the value 2, this fixed point loses stability and spawns an attracting invariant circle via a Hopf bifurcation. Shifting the equilibrium to the origin through the parameter
If we set (u t , v t ) = r t (cos t , sin t ), then
This makes it clear that the amplitude r t directly affects tϩ1 , and the system thus has shear. The mean frequency is
where ± = (1 ± ͱ4a Ϫ 5i )/2 are the eigenvalues of the delayed regulation map with a = 2.01. Owing to the shear identified above and the relatively high mean frequency, it is not surprising that this epidemic-like model exhibits antiphase with weak coupling, as numerical simulations show.
Returning now to the full SIRS equation (3.2), we note that model itself is high dimensional owing to the presence of time delays. However, by a theorem of Ermentrout & Kopell (1984) (see also Aronson et al. 1990) , near the Hopf bifurcation the model can be approximated by a two-dimensional system with only phase () and amplitude (r) variables. There are several practical methods to decompose the phase and amplitude variables given a time-series record of a single variable, say the infected population x(t). The peak-to-peak outbreak statistics (see Blasius & Stone 2000) is one common method since this Proc. R. Soc. Lond. B (2003) gives information on the speed of the phase evolution and also the amplitude of the outbreaks. Although more difficult to implement, we prefer to make use of the Hilbert transform (Pikovsky et al. 2001) for obtaining the phase and amplitude decomposition, a powerful methodology specifically designed for this task. We briefly give the details of the method for completeness, but the less mathematically inclined reader will lose nothing by moving straight to the results given in the next paragraph. The Hilbert transform of the time series H(x) is defined as
where PV stands for the Cauchy principal value of the integral. The phase and amplitude are then given by
Using the Hilbert transform we can analyse discrete timeseries to obtain the relationship between ⌬ = (t ϩ 1) Ϫ (t) and r 2 (t). For example, for the case of equations (4.10) and (4.11), it would be expected that ⌬ Ϸ Ϫ qr 2 (t), where q is the coefficient of shear. We used timeseries generated by system (4.10, 4.11) under different levels of shear q. By plotting ⌬ versus q it is possible to estimate q by calculating the slope of the linearly least squares fit to the points in the plane.
The results for q = 0 and q = 2 in system (4.10, 4.11) are given in figure 7a ,b, respectively. The estimates of q (q = 0.05, q = 2.1) match the true parameter values accurately. An estimation of shear of q = 10 is found for system (3.2) (with = 4) as seen from figure 7c. The estimation for shear in the epidemic oscillations of the random network is found to be q = 2.5 as seen in figure 7d. Shear is estimated for real epidemic data of London and Birmingham and, as figure 7e, f shows, is q Ϸ 4.9 and q Ϸ 10, respectively. Thus, shear, which is a prerequisite for antiphase synchronization, is apparent in model and empirical epidemiological datasets.
CONCLUSION
Based on empirical data of measles incidence patterns over England and Wales and based on results of simulation models, Grenfell et al. (2001) proposed two important hypotheses concerning the spatio-temporal synchronization of epidemics. The theoretical results outlined here provide strong support for their observations. It is interesting to note that the results we present broadly correspond to those of the simulation models of Grenfell et al. (2001) have shear estimate q = 4.9; ( f ) measles cases from Birmingham (1944 Birmingham ( -1966 have shear estimate q = 10.
for the future to extend the theory to the seasonally forced case. However, the essential ingredients controlling the actual type of synchronization appear to rely on the shear of the dynamics and, as Grenfell et al. (2001) find, the strength of the coupling. We expect the findings outlined here to be mirrored in seasonally forced models, as there is some genericity underlying the synchronization dynamics of coupled oscillators. In actual fact, Grenfell et al. (2001) take the above hypotheses further and show that there is a huge amount of systematic phase variation superimposed on the phase locked synchrony. This indicates travelling waves, possibly arising from 'forest fire'-like dynamics wherein sparks from larger cities initiate epidemics in small ones, but with a lag. We are currently exploring the connection between travelling waves and synchrony from a theoretical perspective in these epidemic models. The implications of epidemic synchronization is also an area that needs further research (Stone et al. 2002) . Existing theory suggests that it is a feature that may be taken advantage of when designing vaccination policies (Earn et al. 2000) . For example, pulse vaccination (Shulgin et al. 1998; Earn et al. 1998) can enhance in-phase spatial synchronization if applied regularly and simultaneously across all suburbs at periodic time intervals. When oscillating infection levels reach minima at the same time in all suburbs, this enhances the probability of global fadeout and extinction of the disease. By contrast, antiphase synchronization tends to promote endemic infection owing to what is termed the 'rescue effect' (Gotelli 1998 Although the disease in one population may reach extinction, it can nevertheless reappear from an antiphase supply of immigrants in another suburb. Epidemic outbreaks bounce in turn from one suburb to the other as seen in figure 1b for Cambridge and Norwich, reducing the chance of disease extinction. Thus, the spatio-temporal synchronization dynamics of epidemics has important practical consequences.
