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ABSTRACT
Multi-Input Multi-Output (MIMO) transmission schemes have become the techniques
of choice for increasing spectral efficiency in bandwidth-congested areas. However, the
design of cost-effective receivers for MIMO channels remains a challenging task. The
maximum likelihood detector can achieve excellent performance, usually the best, but
its computational complexity is a limiting factor in practical implementation. In this
work, a new MIMO scheme is proposed with a practically feasible decoding algorithm
based on the phase transmittance radial basis function neural network (PTRBFNN). The
proposed scheme achieves a computational complexity that is quite competitive relative
to the Maximum Likelihood decoding, thus substantially increasing the applicability of
the algorithm. Simulation results are presented for MIMO-OFDM under wireless Rayleigh
fading channels so that a fair performance comparison with other reference techniques can
be established.
Keywords: Radial basis function neural networks. Phase transmittance radial basis
function neural networks. Nonlinear filters. Telecommunications.
RESUMO
Os esquemas de transmissão MIMO (multiple-input multiple-output) se tornaram as
técnicas escolhidas para aumentar a eficiência espectral em áreas congestionadas. No
entanto, o projeto de receptores de baixo custo para canais MIMO continua sendo uma
tarefa desafiadora. O detector de máxima verossimilhança pode atingir um desempenho
excelente, geralmente o melhor, mas sua complexidade computacional é um fator limitante
na implementação prática. Neste trabalho, um novo esquema MIMO é proposto com um
algoritmo de decodificação pratico e viável baseado na PTRBFNN (rede neural de função
de base radial de transmitância de fase). O esquema proposto atinge uma complexidade
computacional bastante competitiva em relação à decodificação de Máxima Verossimilhança,
aumentando substancialmente a aplicabilidade do algoritmo. Os resultados da simulação
são apresentados para MIMO-OFDM sob desvanecimento Rayleigh em canais sem fio,
para que uma comparação de desempenho justa com outras técnicas de referência possa
ser estabelecida.
Palavras-chaves: Redes neurais de função de base radial. Redes neurais de função de
base radial de transmitância de fase. Filtros não lineares. Telecomunicações.
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In recent years, many communication systems are moving toward multicarrier
modulation schemes, such as OFDM (orthogonal frequency-division multiplexing), to
combat ISI (intersymbol interference). OFDM divides the channel bandwidth into K
orthogonal subcarriers. The serial stream at a high data rate applied to the OFDM input
is first converted to multiple parallel low transmission rate sub-streams. Each of the K
parallel sub-streams modulates one of the K subcarriers. In such a way, the OFDM symbol
duration is K times longer than the symbol duration of the equivalent single carrier system,
thus avoiding ISI. On the other hand, the demand for a higher data rate is exponentially
increasing, and, on account of this requirement, new MIMO (Multiple Inputs and Multiple
Outputs) technologies have been developed. MIMO systems use multiple antennas on the
transmitter and receiver, increasing the wireless channel capacity without extra bandwidth,
extra power transmission, or both (CHO et al., 2010). The combination of OFDM and
MIMO is a hot trend in mobile communication systems, such as 5G and next-generations,
which are based on the so-called massive MIMO and MIMO-OFDM (SAAD; BENNIS;
CHEN, 2020).
Digital communication systems over wireless channels may suffer severe signal
degradations due to multipath propagation, additive white Gaussian noise (AWGN)
(HAYKIN, 2013; PROAKIS; SALEHI, 2008), and Doppler effects. Moreover, another
frequent impairment in OFDM systems is the PAPR (peak-to-average power ratio) nonlin-
earities at the receiver front-end and the transmitter high power amplifier (PARK; SONG,
2007; LOSS et al., 2007; MAYER et al., 2019a). Since nonlinear impairments usually
degrade the performance of linear channel equalizers, the search for robust nonlinear
equalizers is essential to circumvent this issue (MAYER et al., 2019a,b; LOSS et al., 2007).
In this context and based on a Phase Transmittance Radial Basis Function Neural Network
(PTRBFNN) equalizer, developed in (LOSS et al., 2007), a blind fuzzy controller algorithm
was applied to increase convergence speed and decrease the residual mean squared error
(MSE) of a concurrent neural network equalizer (CNNE), as presented in (MAYER et al.,
2019a). Another equally important technique is the butterfly neural equalizer (BNE), which,
when applied to optical communications with two-dimensional digital modulation, is able
to mitigate nonlinearities in the photoelectric converters and simultaneously compensate
chromatic and polarization mode dispersions (DE SOUSA; FERNANDES, 2018).
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Neural networks can operate like nonlinear filters (HAYKIN, 2009), in a structure
that can be modeled by nonlinear activation functions, as in multilayer perceptrons (MLPs),
or by Gaussian neurons in Radial Basis Function Neural Networks (RBFNN) (HAYKIN,
2009). The RBFNN Gaussian neurons have two free parameters, namely the Gaussian
centers and the variances. Moreover, there is a linear free vector parameter of weights,
which linearly weighs the neuron outputs to yield the network output (LOSS et al., 2007).
With these three independent sets of parameters, an RBFNN can represent high-order
nonlinear surfaces without increasing the number of layers, thereby reducing complexity
compared with deep neural networks.
In such a context, this work proposes a novel RBFNN architecture over complex
numbers, based on a multiple-input multiple-output RBFNN (MIMO-PTRBFNN), for
symbol detection in massive MIMO communication systems. Preliminary results indicate
that the proposed architecture competes favorably with the conventional MIMO orthogonal
space-time block coding (OSTBC) with maximum likelihood decoding based on linear
processing. The proposed system applies a MIMO extension of the multiple-input single-
output (MISO) phase transmittance RBFNN (PTRBFNN), as presented in (LOSS et al.,
2007), to a MIMO OFDM decoding scheme. The PTRBFNN model has been chosen due
to its lower computational complexity when compared with deep neural networks and due
to its crucial role in avoiding the phase invariance which occurs in a standard complex
RBFNN (LOSS et al., 2007). Simulation results show that the proposed architecture
achieves better BER figures than MIMO OSTBC in an equal bitrate scenario.
The remainder of this work is organized as follows. In Chapter 2, a bibliography
review is presented. The proposed approach is presented in Chapter 3. In Chapter 4,
simulation results of the MIMO-PTRBFNN are compared with the results obtained with




This chapter presents a brief introduction to the basic concepts used in this
work, especially to MIMO telecommunications, OFDM systems, and MIMO-OFDM. An
introduction to neural networks, which are the core of the proposed work, is then addressed.
2.1 MIMO ANTENNA SYSTEMS
Figure 2.1 illustrates different antenna configurations used in defining space-time
systems, in which the MIMO term stands for multiple transmitting antennas (MT ) and
multiple receiving antennas (MR).
Figure 2.1 – Examples of various antenna configurations.
Source – Author (2020).
The main goal in the multi-antenna system compared to a conventional single
antenna system, is to increase the channel capacity of a multi-antenna system with MT
transmit and MR receive antennas by the factor of min(MT ,MR), without using additional
transmit power or spectral bandwidth, (CHO et al., 2010).
Considering the model presented in Figure 2.2 the channel capacity of the deter-











in which IMR is an MR ×MR identity matrix, Es is the total signal power transmitted, E0
is the additive white gaussian noise and Rxx is the correlation matrix of the input signal
x ∈ CMT×1.
If the channel is unknown at the transmitter, it is advisable to be conservative
and assume that the channel components are equally likely. In this case, the power should
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Source – Author (2020).
be equally divided among the transmitting antennas, which implies in Rxx = IMT . The











in which H ∈ CMT×MR is the channel matrix.
Note that Eq. (2.2) can be outperformed if the channel information is available at
the transmitter (leading to a coding gain). However, Eq. (2.2) is the maximum diversity
capacity without the channel knowledge at the transmitter. Furthermore, if MT = MR = 1,
Eq. (2.2) represents the Shannon capacity for SISO systems.
In order to increase capacity in MIMO systems, the concepts of array, diversity, and
coding gains play a key role. The array gain is the average increase in the signal-to-noise ratio
(SNR) at the receiver that arises from the coherent combining effect of multiple antennas
at the receiver, transmitter, or both. Multiple antenna systems require perfect channel
knowledge at the transmitter, receiver, or both, to achieve this array gain. The diversity
gain is obtained by provision of replicas of the transmitted signal at the receiver. Diversity
techniques are used to mitigate degradation in the error performance due to wireless
fading channels (e.g., due to multipath) (TAROKH; SESHADRI; CALDERBANK, 1998;
VENTURA-TRAVESET et al., 1997). Since the probability that statistically independent
fading channels simultaneously experiencing deep fading is insignificant, there are various
manners of performing diversity gain and space diversity. To accomplish this, it is necessary
to use sufficiently separated antennas in the array (by more than 10λ) to guarantee
independent wireless channels. Coding gain is provided by forward temporal channel
codings, either with convolutional or with block coding.
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2.2 SPACE TIME BLOCK CODING
A generalized coding scheme referred to as space-time block codes (STBCs)
(JANKIRAMAN, 2004; TAROKH; JAFARKHANI; CALDERBANK, 1999), based on the
theory of orthogonal matrix designs, can achieve full transmit diversity ofMTMR employing
the maximum likelihood decoding algorithm at the receiver. The idea is to transmit MT
orthogonal streams, which implies that the receiver antennas receive MT orthogonal
streams. Fig. 2.3 shows the coding scheme for a generic encoded matrix X[k] ∈ CMT×P
where the code lines MT represents the number of transmitting antennas, and the code
columns P represent the number of time samples per transmission of one block of coded
symbols, and k refers to each transmitted MIMO symbol.
Figure 2.3 – Coding scheme for a MIMO-OFDM system in which k is the kth transmitted MIMO-STBC
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Source – Author (2020).
An example of coding matrix for MT = 4 (JANKIRAMAN, 2004) is given by
OSTBC4,8 =

s(1) −s(2) −s(3) −s(4) s(1)∗ −s(2)∗ −s(3)∗ −s(4)∗
s(2) s(1) s(4) −s(3) s(2)∗ s(1)∗ s(4)∗ −s(3)∗
s(3) −s(4) s(1) s(2) s(3)∗ −s(4)∗ s(1)∗ s(2)∗
s(4) s(3) −s(2) s(1) s(4)∗ s(3)∗ −s(2)∗ s(1)∗
 , (2.3)
in which s[ms] is the transmitted signal in the discrete symbols index ms. Notice that the
inner product of any two rows of this matrix is equal to zero. This mathematical relation
proves that Eq. (2.3) is orthogonal and of full rank, yielding full diversity.
One of the disadvantages of this technique is the code rate. Let P represent the
number of time samples to convey one block of coded symbols, and Ms represents the
number of symbols transmitted per block. The space-time block code rate is defined as
the ratio between the number of symbols that the encoder receives at its input and the




Equation (2.4) implies that Eq. (2.3) has a code rate R = 1/2, which, consequently,
reduces the spectral efficiency.
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Supplementary to the diversity gain, the STBC leads to a secondary linear coding
gain Gc = 10 log (R) at the receiver due to the coherent detection of multiple copies of the
signal over time. Also, the multi-antenna system, as presented in Fig. 2.3, will lead to an
array gain Ga = 10 log (MR) due to the coherent combination of multiple received signals
over the receiving antennas. Figure 2.4 illustrates the effects of the diversity, coding, and
array gains. These gains will lead the system to a horizontal offset in the BER performance,
as seen in Fig. 2.4. These gains are intrinsically involved and have a positive impact on
any MIMO system. As the focus of this work is the diversity gain, which is often harder
to achieve, array and coding gains are not further discussed in this thesis.
Figure 2.4 – Illustrative different gains involved in the MIMO configurations, which are the diversity,
coding, and array gains.






















Source – Author (2020).
2.2.1 Quasi-orthogonal special case
In order to increase the spectral efficiency in orthogonal codes, Jafarkhani (2001)
proposed quasi-orthogonal codes of rate one, relaxing the requirement of orthogonality.
However, when compared with orthogonal codes, the diversity gain is reduced by a factor
of two. Besides, different from orthogonal designed codes that process one symbol at a
time at the decoder, quasi-orthogonal codes process pairs of transmitted symbols, which
exponentially increases the computational complexity of decoding.
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Jafarkhani (2001) proposed a coding matrix of rate one for MT = 4, given by:
QOSTBC4,4 =

S(1) S(2) S(3) S(4)
−S(2)∗ S(1)∗ −S(4)∗ S(3)∗
−S(3)∗ −S(4)∗ S(1)∗ S(2)∗
S(4) −S(3) −S(2) S(1)
 . (2.5)
In the literature, related approaches with a maximum of MT = 6 antennas
were proposed for quasi-orthogonal codes (TIRKKONEN; BOARIU; HOTTINEN, 2000;
WEIFENG SU; XIANG-GEN XIA, 2002; SINDHU; HAMEED, 2015). In (WEIFENG SU;
XIANG-GEN XIA, 2002), the authors developed an architecture similar to Jafarkhani
(2001); however, presenting full diversity at the cost of more processing and limited to
MT = 4 antennas. In the same way, by increasing the decoding processing, Sindhu and
Hameed (2015) proposed two quasi-orthogonal schemes with MT = 5 and 6 antennas.
2.2.2 Decoding for Space-Time Block Codes
Maximum likelihood (ML) detection calculates the Euclidean distance among the
received signal vector and the product of all possible transmitted signal vectors by the
channel matrix H. Considering C as the symbol constellation of the transmitted signal and
MT as the number of transmitter antennas, then ML detection determines the estimation
of the transmitted signal vector s as
ŝML = argmin
s∈CMT
∥∥∥R −HS∥∥∥2 . (2.6)
As the maximum a posteriori (MAP) detection, the ML detection achieves the
optimal performance when all transmitted vectors are equally likely. However, the number
of ML computation metrics is CMT , where C is the constellation order. Thus, the ML
complexity increases exponentially with the modulation order or the number of transmit
antennas, or both (CHO et al., 2010)Jankiraman2004Tarokh1999. Although this method
has a high computational complexity, the ML decoding is used as a benchmark due to its
optimal performance.
For orthogonal coding schemes, the ML metric can be simplified, decoding symbol
by symbol (TAROKH; JAFARKHANI; CALDERBANK, 1999). Via this simplification,
it is possible to circumvent the issue of exponential computational complexity. However,
even with this simplification, the computational complexity is considerably high, as shown
in Sec. 4.2.
As an example, the ML decoder for OSTBC4,8 minimizes the decision metric for




















∣∣∣h∗k,l∣∣∣2 − |s1|2 . (2.7)
A similar metric is necessary for decoding s2, s3, and s4, with equal computational
complexity.
For the special case of QOSTBC4,4 (JAFARKHANI, 2001), we have the following
metric:





























As in the orthogonal scheme (i.e., Eq. (2.7)), the metric presented in Eq. (2.8) also
simplifies the ML metric. Nevertheless, as the QOSTBC is decoded in pairs of symbols,
the computational complexity remains higher than the orthogonal case.
2.3 ORTHOGONAL FREQUENCY DIVISION MULTIPLEX
OFDM is a multi-carrier transmission model that explores the frequency orthog-
onality among a wideband channel to convert it into various narrowband channels to
overcome the frequency selectivity of the wideband channel experienced by single-carrier
transmission. With OFDM, the frequency-selective wideband channel can be approxi-
mated by multiple frequency-flat narrowband channels. It also mitigates the intersymbol
interference (ISI) using a cycling prefix (CP) as a preamble.
2.3.1 Channel estimation
The channel impairments usually distort the received signal. In order to recover
the transmitted bits, the channel effect must be estimated and compensated in the receiver
(CIMINI, 1985; TUFVESSON; MASENG, 1997; VAN DE BEEK et al., 1995).
In general, the channel can be estimated as in the example of Fig. 2.5 by using a
preamble or pilot symbols known to both transmitter and receiver, which employ various
interpolation techniques to estimate the channel response of the subcarriers between pilot
tones. A block type of pilot arrangement is depicted in Fig. 2.6. In this method, OFDM
symbols with pilots at all subcarriers (i.e., pilot symbols) are transmitted periodically
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Source – Author (2020).
for channel estimation (COLERI et al., 2002; HEISKALA; TERRY, 2002; MENG-HAN
HSIEH; CHE-HO WEI, 1998).








Source – Author (2020).
2.3.2 Nonlinearities
The transmit signals in an OFDM system can have high peak values in the
time domain since many subcarrier components are added via an IFFT (Inverse Fast
Fourier Transform) operation. Therefore, OFDM systems are known to have a high PAPR
compared with single-carrier systems. The high PAPR is one of the most prejudicial
aspects of the OFDM system, as it decreases the SQNR (signal-to-quantization noise
ratio) of ADC (analog-to-digital converter) and DAC (Digital-to-Analog Converter) while
degrading the efficiency of the power amplifier in the transmitter. The PAPR problem is
usually more critical in the uplink since the efficiency of the power amplifier is critical due
to the limited battery power in a mobile terminal.
In general, even linear amplifiers impose a nonlinear distortion on their outputs
due to their saturation characteristics caused by an input much larger than their nominal
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value. Figure 2.7 shows the input-output characteristics of a high power amplifier (HPA)
in terms of the input power Pin and the output power Pout. Due to the aforementioned
saturation characteristic of the amplifier, the maximum possible output is limited by
maxPout when the corresponding input power is given by maxPin. As illustrated in Fig.
2.7, the input power must be backed off to operate in the linear region. The nonlinear
characteristic of HPA, excited by a large input, causes the out-of-band radiation that affects
signals in adjacent bands and in-band distortions that result in rotation, attenuation, and
offset on the received signal (CHO et al., 2010; HAN; LEE, 2005).


















Source – Author (2020).
2.4 MIMO-OFDM
MIMO systems are mainly designed for narrowband frequency flat channels.
Applying MIMO systems in wideband frequency selective channel implies a constant
penalty factor in the coding gain compared with the one in frequency flat channels.
Furthermore, at high SNRs, an irreducible error rate floor is inevitable (YI GONG;
LETAIEF, 2000).
This irreducible error rate floor is due to the existence of multipath delay spread,
and it persists even if we increase the number of antennas. Since the ISI is the root cause
of the error floor, in principle it can be mitigated by resorting to adaptive equalization,
but this can be too complex to implement in such an environment. Another option that is
widely used, is to resort to OFDM, which naturally converts a frequency-selective fading
channel into a frequency nonselective fading channel. The subcarriers (i.e., tones) in an
OFDM symbol are essentially narrowband signals. Since these tones fit perfectly as vehicles
for space-time codes, OFDM is an enabler for this efficient coding technique.
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The transmitting Space Time Block Coder (STBC) splits the data symbol vector s
of length MsK using the code matrix to construct the transmitting matrix X[k] ∈ CMT×P
of length K. The streams XmT ,p[k] are fed to the IFFT modulator of each mT transmitting
antenna, at each p period of time relative to the OFDM symbol sequence. In this manner,
the information is transmitted in X[k] blocks of MT antennas and P OFDM symbols
in each k-th carrier. To illustrate this scheme, Figure 2.8 shows the example for a two
transmitting antenna system using Alamouti coding. Consequently, the channel matrix is
given by H ∈ CMT×MR×P×K . It should be emphasized that in the simulation Section 4 of
this work, the channel is not assumed static over the entire MIMO-STBC block, since it
spreads over time in P consecutive OFDM symbols. This is particularly necessary in the
proposed work, as the receiver will fit and adapt to the characteristics and variations of the
channel over time. This is also necessary for a massive number of broadcast antennas, due
to the length of the long block coding P that transmits over time in consecutive OFDM
symbols.
2.4.1 Channel estimation
In the MIMO-OFDM system as in the OFDM system, the channel state information
is necessary to decode the received symbols. One of the most popular and widely used
approaches to the MIMO channel estimation is to employ pilot signals (also referred to
as training sequences) and then to estimate the channel based on the received data and
the knowledge of training sequence as detailed in Fig. 2.9. Based on pilot signals, in (LI,
2000) and (BIGUESH; GERSHMAN, 2006), the least-squares (LS) channel estimation
technique is applied for orthogonal frequency-division multiplexing systems with multiple
transmit antennas.
2.5 CHANNEL
In this work, the proposed approach and the state of the art are assessed under the
standard channel profile SUI-1 from IEEE 802.16 (IEEE802.16, 2001). This channel profile
is applied to a non-line-of-sight (NLOS) Rayleigh probability density function providing
the channel model. The channel specification is depicted in Table 2.1.
2.6 NEURAL NETWORKS
Artificial neural networks (ANNs) have attracted much attention, performing
specific tasks in different applications, such as clustering, prediction, classification, pattern
recognition, machine learning, and artificial intelligence. As ANNs are mainly designed to
mimic the human brain, a considerable number of approaches only handle real-valued signals
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Source – Author (2020).
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Source – Author (2020).
Table 2.1 – SUI-1 Channel specifications.
Parameters Specifications
Channel Template Rayleigh
Channel impulse delay [0 0.5 1.0] us
Average impulse gain [0 -10 -20] dB
Maximum doppler shift 0.5Hz
Source – Author (2020).
(SAMBO et al., 2019; DAOUD; MAYO, 2019; SULTANA; CHILAMKURTI; ALHADAD,
2019; NASSIF et al., 2019). However, some engineering problems are intrinsically dependent
on complex-valued signals (e.g., channel equalization and beamforming). In order to
circumvent this limitation, ANN algorithms based on complex numbers have already been
proposed for some applications, such as channel equalization (MAYER et al., 2019a; DE
SOUSA; FERNANDES, 2018; LOSS et al., 2007) and adaptive beamforming for wireless
transmitters (MAYER; AGUIAR SOARES; ARANTES, 2020) and receivers (SAVITHA;
SURESH; SUNDARARAJAN, 2009; DE SOUSA; FERNANDES, 2019; DE SOUSA;




Two main objectives have guided the development of the proposed system: a)
increasing the coding rate to one while obtaining diversity gain as close as possible to the
maximum available in the channel (i.e., MT ×MR ), b) reducing the computational and
algorithmic complexities.
3.1 CODING SCHEME
Similarly to the work of Jafarkhani (2001), this thesis is derived from the full-rate
full-diversity complex space-time block code scheme proposed by Alamouti (1998). The





in which s(n) is the nth input symbol to be encoded.
Based on (ALAMOUTI, 1998), Jafarkhani (2001) proposed a quasi-orthogonal





where A is the quasi-orthogonal coding matrix. The main idea behind the work of
Jafarkhani (2001) is to build a 4 × 4 matrix from two 2 × 2 matrices, keeping a fixed
transmission rate.
In this thesis we generalize the idea presented in (JAFARKHANI, 2001) to a new
recursive method of generating coding schemes, as given by:
SMTMs =
SMT /2Ms−MT /2 SMT /2Ms





in whichMT = 2N , ∀n ≥ 1 is the number of transmitting antennas andMs is the number of
encoded symbols. In the proposed scheme,Ms ,MT and the code rate is R = MT/Ms = 1.
















































S14 −S13 −S12 S11
 , (3.7)
Replacing S1n by s(n) into Eq. (3.7):
S44 =

s(1) s(2) s(3) s(4)
−s(2)∗ s(1)∗ −s(4)∗ s(3)∗
−s(3)∗ −s(4)∗ s(1)∗ s(2)∗
s(4) −s(3) −s(2) s(1)
 . (3.8)
Note that Eq. (3.8) is equal to the coding scheme proposed by (JAFARKHANI,
2001) with four antennas, as in Eq. (2.5). However, differently from the work of (JA-
FARKHANI, 2001), our coding scheme, presented in Eq. (3.3), can generate coding
matrices for any MT = 2N , ∀n ≥ 1 and Ms ,MT . For the case of n = 1, Eq. (3.3) is equal
to Eq. (3.1), the full-rate full-diversity complex space-time block code scheme proposed in
(ALAMOUTI, 1998).
The main issue of the proposed coding scheme is that we cannot define a simplified
ML decoding method as in the former cases. Then, it is here where the system proposed in
this thesis takes shape, with the MM-PTRBF decoding, making the joint solution feasible.
We have observed, by extensive simulations, that Eq. (3.3) achieves half of the
diversity presented by the orthogonal coding schemes, but keeping full rate (i.e., R =
1), which is essentially the characteristics of the quasi-orthogonal scheme proposed by
Jafarkhani (2001). Currently, we are working on a theoretical proof to the coding scheme
presented in Eq. (3.3).
3.2 COMPLEX MIMO-PTRBF NEURAL NETWORK FOR
MASSIVE MIMO DECODING
In the proposed system, the maximum likelihood decoder is replaced by a neural
network, the MIMO-PTRBF, to decode the received symbols, as shown in Fig. 3.1. The
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MIMO-PTRBF has a supervised learning stage, in which a training sequence is used to
fit the hyper-parameters of the neural network. A pseudo-random generator creates this
training sequence, which is known both at the transmitter and receiver sides. When the
Neural Network output achieves the desired MSE, it switches from the learning stage to
the decoding stage. At this time, the information data is then effectively transmitted over
the system, and the BER is computed. These two stages are implemented as in Fig. 3.1,
with the input switch of the MIMO STBC Encoder block and the output switch of the
Neural Network Decoder Block. The switches have two states represented by (a) and (b),
which shift between the training and decoding stages.








































































Source – Author (2020).
As in the Maximum Likelihood detector, the input signal to the MIMO-PTRBF
algorithm is the set of received vectors r, as shown in Fig. 3.1. The MIMO-PTRBF
architecture, with N neurons, has three free parameters: the matrix of synaptic weights
W ∈ CMs×N , the matrix of center vectors Γ ∈ CMRP×N and the vector of variances
σ2 ∈ CN×1. The MIMO-PTRBF is an extension of the PTRBFNN for multiple outputs.
The key difference between both architectures is the multiple-output layer, which fits each
output individually.
The output vector is then given by
ŝ[u] = W[u]φ[u]. (3.9)
Following the complex-valued radial basis function presented in (LOSS et al.,
2007), the nth neuron output of the MIMO-PTRBF (φn), for the pth output vector of r, is
φn = exp
(
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where || · ||2 is the operator which returns the Euclidean norm of its argument and Re{·}
and Im{·} are the respective real and imaginary parts of their arguments. Additionally,
as shown in Fig. 3.2, the output of the neurons can be represented by the vector φ =
[φ1 φ2 · · · φN ]T ∈ CN×1. This kernel partitioning into real and imaginary components
has an important role in avoiding any phase invariance at the output of the neurons
(MAYER; AGUIAR SOARES; ARANTES, 2020; LOSS et al., 2007).













































Source – Author (2020).
Thus, by means of the steepest descent algorithm, the update of the MIMO-PTRBF
free parameters is given by:
wms,n[u+ 1] = wms,n[u]− ηw∇wJ [u],
γn[u+ 1] = γn[u]− ηγ∇γJ [u], (3.11)
σ2n[u+ 1] = σ2n[u]− ησ∇σJ [u],
in which ηw, ηγ and ησ are the adaptive steps of wms,n, γn and σ2n, respectively. Also, ∇w,
∇γ and ∇σ are, respectively, the complex gradient operators of wms,n, γn and σ2n.
Thus, with r and s, the MIMO-PTRBF algorithm can be used to estimate the
output vector ŝ at the uth training epoch by the minimization of the following cost
function:
J [u] = 12 ||s[u]− ŝ[u]||
2
2, (3.12)
where s and ŝ are the training sequence and the output vector, respectively.
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Applying the complex gradient operators (∇w, ∇γ and ∇σ) to (3.12) yields:
∇wJ [u] = −ems [u]φ∗n[u],
∇γJn[u] = −ξ∗[u]ωn[u] (Re{αn[u]} − Im{αn[u]})
− ξ[u]ω∗n[u] (Re{αn[u]}+ Im{αn[u]}) , (3.13)
∇σJn[u] = −ξ∗[u]ωn[u](Re{βn[u]} − Im{βn[u]}) − ξ[u]ω∗n[u](Re{βn[u]} + Im{βn[u]}),
in which ems [u] = sms [u]− ŝms [u] is the instantaneous error for the output ŝms at the uth
training epoch. Then substituting Eq. (3.13) in (3.11), yields:
wms,n[u+ 1] = wms,n[u] + ηwems [u]φ∗n[u],
γn[u+ 1] = γn[u] + ηγ [Re(ξn[u])Re(αn[u])− Im(ξn[u])Im(αn[u])] ,
σn[u+ 1] = σn[u] + ησ [Re(ξn[u])[Re(βn[u])− Im(ξn[u])Im(βn[u])] ,
(3.14)



























Generalizing Eq. (3.14) to matrix structures, results in:
W[u+ 1] = W[u] + ηwe[u]φH[u],
Γ[u+ 1] = Γ[u] + ηγÆ∗[u],
σ[u+ 1] = σ[u] + ησæ∗[u],
(3.18)
where Æ[u] and æ[u] are auxiliary variables used to reduce the computational complexity.
Æ[u] and æ[u] are given by:
Æ[u] = Re(Ξ[u])Re(A[u]) + Im(Ξ[u])Im(A[u]) ∈ CN×R,
æ[u] = Re(Ξ[u])Re(β[u]) + Im(Ξ[u])Im(β[u]) ∈ CN,
(3.19)
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in which Ξ[u] is the diagonal matrix of synaptic transmittance:
Ξ[u] =

ξ1[u] 0 · · · 0
0 ξ2[u] · · · 0
... ... . . . ...
0 0 · · · ξN [u]

∈ CN×N. (3.20)
Each training update is given by Eq. (3.18); however, for u = 0, the MIMO-
PTRBF free parameters are initialized following some criterion defined by the user (e.g.,
based on the probability distribution of the input data). Although (3.18) minimizes the
error between the output s and the reference ŝ vector, as the neurons are dependent
on exponential functions, a risk of instability is assumed if the exponential argument is
positive. In order to circumvent this issue, based on Theorem A.1 (Appendix A), the
real and imaginary parts of each scalar component of the vector of variances is lower
bounded by the limit µ > 0, which, consequently, bounds the real and imaginary parts of
the neurons output from 0 to 1.
Figure 3.3 shows a closer view of the receiver side using the MIMO-PTRBF neural
network for decoding.

































































































Table 3.1 presents the computational complexities of the OSTBC with ML decoding, EOSTBC with the increase of channel
estimation and then the proposed scheme with MIMO-PTRFB for training and decoding modes, recalling that MT and MR are the
transmitting and receiving antennas,Ms are the transmitted symbols per MIMO block, P is the block samples in time, C is the constellation
symbol (e.g., C = 4 in the case of 4-QAM) and N is the number of neurons used in the PTRBF neural network. Since exp(·) function
can be easily implemented in hardware by lookup tables, multiplication is the most costly operation. One may note that the proposed
algorithm presents only a slightly higher complexity when compared with the OSTBC.
Table 3.1 – Computational complexities.
Decoder Multiplications Additions exp(·)
OSTBC∗ (2PMR + 4)MsC + ch (3PMR + 3)MsC + ch ch
QOSTBC∗ 24MR(Ms/2)C2 + ch 16(MR − 1)(Ms/2)C2 + ch ch
ML∗ with R = 1 MRMTP (CMs) + ch MRMT (P − 1)(CMs) + ch ch
MIMO-PTRBF (train) 8NMrP + 16N + 8NMs + 2Ms 6NMrP + 10NMs + 2Ms − 2 2N
MIMO-PTRBF (decoding) 2NMrP + 2N + 4NMs 4NMrP + 4NMs − 2N − 2Ms 2N
Source – Author (2020).






This chapter presents the details of the simulation framework for the MIMO
system, developed entirely in MATLAB, to evaluate the presented systems. Figure 4.1
illustrates the simulated system.












Source – Author (2020).
The parameters of the OFDM system are shown in Table 4.1.
In order to compare the systems, the relation of BER as a function of Eb/N0 (bit
energy to noise power density) is used in the simulations. By adjusting the transmitting
power for each antenna, the received signals are normalized by MT transmitting antenna,
by the receiver array gain MR, and by the code rate gain R. These normalizations imply






in which k is the number of bits per QAM symbol.
The channel simulation of the proposed architecture is performed using the
Stanford Interim SUI-1 channel model proposed for IEEE 802.16 (IEEE802.16, 2001).
The Rayleigh distribution used for computing each sub-channel for the H ∈ CMT×MR
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Table 4.1 – OFDM specifications.
Parameters Specifications
DFT Clock 20 MHz
Number of Active Carriers (K) 256
Pilot Ratio 1/32
Signal Constellation QAM
Number of MIMO-OFDM Frames 400
Pilot Scheme block
Source – Author (2020).
MIMO channel matrix is performed using the built-in function comm.MIMOChannel from
MATLAB communication toolbox. The M -QAM BER figure for the AWGN channel is
also used to define a lower bound on BERxEb/N0 performance. In the simulations, it is
assumed that the received signals at the antennas are all uncorrelated.
4.1 SIMULATED SYSTEMS
Using the formerly mentioned OSTBC (TAROKH; JAFARKHANI; CALDER-
BANK, 1999) and QOSTBC (JAFARKHANI, 2001) coding schemes, several setups are
compared with the proposed approach to validate and assess their performance.
4.1.1 Orthogonal System
Simulation results are presented for the MIMO system utilizing the well-known
OSTBC scheme and the maximum likelihood decoding with perfect channel knowledge.
This configuration achieves the maximum diversity gain Gd = MTMR, at the cost of half
of the theoretical bandwidth efficiency, since R = 1/2 in this case. Considering a practical
OSTBC application, we also implemented the EOSTBC with the least-squares channel
estimation. In order to validate this framework, we compare the obtained results with the
theoretical performance of OSTBC for 4th, 8th, 16th, and 64th diversity orders.
4.1.2 Quasi-orthogonal System
Figure 4.3 presents the reference results of Jafarkhani (2001) withMT = 4 antennas
and MR = 1 antenna for 16-QAM OSTBC and 4-QAM QOSTBC and the obtained results
for the same scenarios.
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Figure 4.2 – Simulated and theoretical results for 4th, 8th, 16th, and 64th diversity orders.


























Source – Author (2020).
Figure 4.3 – Simulated, reference and theoretical results for same diversity order and bitrate.


















Source – Author (2020).
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4.1.3 Proposed coding scheme
Figure 4.4 shows the results of the proposed coding scheme. As highlighted by
Jafarkhani (2001), one may note that the quasi-orthogonal transmitting scheme with four
antennas achieves at least half of the theoretical diversity 2MR of the orthogonal four
antenna scheme, which is 4MR. Furthermore, the new proposed scheme, which is simulated
for eight antennas, achieves a similar performance of 4MR, which is half of the orthogonal
eight antenna scheme, which is 8MR. The proposed scheme presents a similar performance
of half the diversity of the orthogonal case when compared with the quasi-orthogonal
scheme of Jafarkhani (2001) for MT = 4 antennas and for higher number of transmitting
antennas as shown for MT = 8 and 16.
Figure 4.4 – Simulation for the proposed coding scheme against theoretical results for the same bitrate
and MT = 4 and 8 with MR = 1.
























Source – Author (2020).
4.2 COMPUTATIONAL COMPLEXITY
Initially, Table 4.2 presents the computational complexities for MT = MR = 4 for
the OSTBC, QOSTBC and the proposed system, where N = 500 neurons are used in the
neural network. Note that the appropriate modulation schemes are used to provide the
desired transmission rate for the evaluated systems, i.e., 4-QAM for the rate one (R = 1)
code and 16-QAM for the half rate (R = 1/2) code.
Table 4.3 depicts the OSTBC and the proposed system computational complexities
for MT = MR = 8, N = 500 neurons in the neural network, and maximum likelihood
decoding with R = 1.
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Table 4.2 – Computational complexities for MT = MR = 4.
Decoder Multiplications Additions exp(·)
OSTBC∗ 4.35e03 + ch 6.34e03 + ch ch
QOSTBC∗ 3.07e03 + ch 1.54e03 + ch ch
MIMO-PTRBF (train) 8.80e04 6.80e04 1000
MIMO-PTRBF (test) 2.50e04 3.90e04 1000
Source – Author (2020).
∗ch refers to the additional complexity of the channel estimation.
Table 4.3 – Computational complexities for MT = MR = 8.
Decoder Multiplications Additions exp(·)
OSTBC∗ 3.33e04 + ch 4.95e04 + ch ch
ML for R = 1∗ 3.36e07 + ch 2.94e07 + ch ch
MIMO-PTRBF (train) 2.96e05 2.32e05 1000
MIMO-PTRBF (test) 8.10e04 1.43e05 1000
Source – Author (2020).
∗ch refers to the additional complexity of the channel estimation.
Note that generic Maximum Likelihood decoding is referring to the minimization
of Eq. (2.6) for a rate R = 1 coding scheme (e.g., it could decode the QOSTBC for the
case of four antennas (MT = 4) with higher computational cost) and it will be assumed as
an upper bound for the computational complexities for another quasi-orthogonal system,
other than the special case of four antennas.
The decoding computational complexities are better represented as in Fig. 4.5,
which shows the relation of multiplication operations per MIMO symbol as a function of
the MTMR antennas.
Notice that the orthogonal and quasi-orthogonal systems are not shown for the
entire simulation range of Fig. 4.5, due to the absence of coding matrices for greater
numbers of antenna configurations, as discussed in Section 2.2.1.
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Figure 4.5 – Computational complexities.


























PTRBF Training 2 bits/s/Hz
PTRBF Dec 2 bits/s/Hz
OSTBC 2 bits/s/Hz
QOSTBC 2 bits/s/Hz
ML for R=1 2 bits/s/Hz
PTRBF Training 4 bits/s/Hz
PTRBF Dec 4 bits/s/Hz
OSTBC 4 bits/s/Hz
QOSTBC 4 bits/s/Hz
ML for R=1 4 bits/s/Hz




The use of neural networks requires a supervised training period. This period is
related to the learning process of the algorithm, which, employing several training epochs,
optimizes the free parameters of the neural network. Figure 5.1 shows a typical evolution
graph of the MSE, relative to the transmitted OFDM symbols, during the NN learning
and decoding processes.
Figure 5.1 – Evolution of MSE values averaged over 10 realization sequences of the proposed network
decoder, for MT = MR = 4 antennas, 4-QAM and Eb/N0 = 14 dB.














MSE Thld = 2.17e-01
Noise power = 1.98e-01
DecodingTraining
Source – Author (2020).
The 4-QAM scatter plots presented in Fig. 5.2 show the convergence of the
proposed neural network decoder for the first eight training epochs. For this sequence of
scatter plots, each training epoch corresponds to one OFDM symbol, i.e., 256 4-QAM
symbols. As shown in Fig. 5.2, the proposed algorithm has a fast convergence rate, since
only eight training epochs suffice to efficiently separate the 4-QAM constellation symbols.
Moreover, if we sacrifice the steady-state MSE to accelerate the proposed algorithm, we
could stop the training phase after only four training epochs.
The 16-QAM scatter plots presented in Fig. 5.3 show the convergence of the
proposed neural network decoder for the first 280 training epochs, spaced in intervals of
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Figure 5.2 – Scatter plots for the 4-QAM symbols at the output of the neural network during the training
period, for MT = MR = 4 antennas and Eb/N0 = 50 dB.








a) 1 Training epoch.








b) 2 Training epochs.








c) 3 Training epochs.








d) 4 Training epochs.








e) 5 Training epochs.








f) 6 Training epochs.








g) 7 Training epochs.








h) 8 Training epochs.
Source – Author (2020).
40 OFDM symbols. In this case, the number of training epochs necessary for algorithm
convergence is greater than for the 4-QAM case, in view of the intrinsic complexity of the
higher-order constellation. Nevertheless, with only 40 training epochs it is already possible
to visually identify the 16-QAM constellation symbols and, with 280 training epochs, to
see the correctly grouped symbols in the scatter plot.
Figure 5.4 shows the BER×Eb/N0 results of the OSTBC, EOSTBC, and MMPTRBFNN
systems operating with MT = MR = 4 antennas and 4-QAM modulation. The 4-QAM
AWGN curve defines a lower bound for all MIMO system that uses 4-QAM modulation.
Figure 5.4 highlights the diversity gain of the proposed system when compared with
the EOSTBC. Although the mathematical derivation of the proposed system diversity
gain has yet not been obtained, simulations indicate a significant diversity gain. Notice
that the OSTBC and the proposed system have different coding rates, R = 1/2 for the
former and R = 1 for the latter. Thus the proposed system has a higher throughput, i.e.,
when operating with 4-QAM (2 bits/symbol), the OSTBC system with encoding rate 1/2
transmits at 1 bit/Hz (2 bits × rate), whereas the proposed system with R = 1 transmits
at 2 bits/Hz (2 bits × rate).
Figure 5.5 shows the results of the proposed rate one MIMO-PTRBF system and
the rate R = 1/2 full-diversity orthogonal code OSTBC for transmitting 2 bits/s/Hz and
operating with MT = MR = 4 antennas. The 4-QAM AWGN curve defines the lower
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Figure 5.3 – Scatter plots for the 16-QAM symbols at the output of the neural network during the training
period, for MT = MR = 4 antennas and Eb/N0 = 50 dB.








a) 1 Training epoch.








b) 40 Training epochs.








c) 80 Training epochs.








d) 120 Training epochs.








e) 160 Training epochs.








f) 200 Training epochs.








g) 240 Training epochs.








h) 280 Training epochs.
Source – Author (2020).
Figure 5.4 – Systems with MT = MR = 4 antennas for 4-QAM modulation.





















Source – Author (2020).
CHAPTER 5. SIMULATION RESULTS 42
bound. In order to fairly compare the different simulation results, appropriate modulation
schemes are used to provide an equal transmission rate, i.e., 4-QAM for the rate one
system and 16-QAM for the rate R = 1/2. Considering the region around BER = 10−2,
the proposed MMPTRBF achieved a superior performance of 2 dB and 4.5 dB, when
compared with the OSTBC and EOSTBC, respectively.
Figure 5.5 – Systems with MT = MR = 4 antennas operating at the same bitrate.





















Source – Author (2020).
To further investigate the effects of a larger number of transmitting and receiving
antennas on the BER performances, in Fig. 5.6 the simulation results for a higher-order
system, with MT = MR = 8, are presented.
It can be seen that, in the simulation results for the orthogonal code with esti-
mated channel, as in Fig. 5.6, the performance is worse for MT = 8 than for MT = 4
antennas. It is shown by (BIGUESH; GERSHMAN, 2006), that the performance of the LS
estimator decreases proportionally with the number of transmitting antennas, which adds
an additional constraint to the number of transmitting antennas for the OSTBC system.
To examine the extent of the proposed work for massive MIMO operations,
simulation results are shown for MT = MR = 4, 8, 16 and 32 antennas. These results
show the potential of the proposed work to efficiently operate with a massive number of
transmitting and receiving antennas.
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Figure 5.6 – Systems with MT = MR = 4 and 8 antennas operating at the same bitrate.
























Source – Author (2020).
Figure 5.7 – Proposed work with MT = MR = 4, 8, 16 and 32 antennas.






































Source – Author (2020).
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5.1 QUASI-ORTHOGONAL SPECIAL CASE RESULTS
A significant question to ask is how the proposed MMPTRBF, as it aims to achieve
diversity gain with code rate R = 1, compares with the quasi-orthogonal space-time block
code (QOSTBC).
The simulation results shown in Fig. 5.8, for MT = MR = 4, indicate that the
QOSTBC system outperforms the proposed work when perfect channel knowledge is
available at the receiver, which is impractical. Although the EQOSTBC system is a
feasible and practical version of the QOSTBC, due to the channel estimation block at the
receiver, simulations using the least-squares channel estimation, shows that the EQOSTBC
performance is degraded by more than 2.5 dB, when compared with the QOSTBC.
Furthermore, even with a perfect channel estimator, it is important to emphasize that,
as discussed in 4.2 and presented by Jafarkhani (2001), it is impossible to find QOSTBC
codes for more than four antennas.
Figure 5.8 – Systems with MT = MR = 4 antennas operating at the same bitrate efficiency of 4 bits/s/Hz.





















Source – Author (2020).
5.2 NONLINEAR SYSTEM RESULTS
As discussed in Section 2.3.2, a more realistic scenario to assess the performance
of an OFDM MIMO system should include the nonlinear effects of the transmitter power
amplifiers. For this purpose, the results presented in this section assume mild amplifier
nonlinearities, represented by a first-grade power amplifier or an appropriate back-off
operating point. Based on (LOSS et al., 2007), the nonlinearities vector ρ = [ρ1 ρ2 ρ3]T =
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[0.9 0.1 0.05]T implies 90%, 10%, and 5% first-, second-, and third-order coefficients,
respectively. Note that the linear scenario is a particular case of the nonlinear scenario for
ρ = [1.0 0.0 0.0]T .
Due to its architecture with multiple neurons operating with nonlinear activation
functions, neural networks are naturally nonlinear filters. Taking into account this intrinsic
characteristic, we have verified in our simulations, as shown in Fig. 5.9, that the proposed
MMPTRBF decoder is able to handle more efficiently the nonlinearities, when compared
with the linear ML decoder.
Figure 5.9 – Systems with MT = MR = 4 antennas operating at the same bitrate with and without
nonlinear distortion.
























Source – Author (2020).
To further investigate these effects, in Fig. 5.10 we repeat the previous results,
but now for the quasi-orthogonal space-time block code (QOSTBC).
Finally, we extend the results to a larger number of antennas, in order to generalize
the impact of the nonlinear effects on the proposed work. In Fig. 5.11 we show the
performances for 4, 8, 16, and 32 antennas, with and without nonlinear effects. As one
can see, we notice similar degradations for different antenna configurations. Hence, under
similar amounts of nonlinearities, we conjecture that the proposed nonlinear algorithm
would be only slightly affected by nonlinearities, even when increasing the number of
transmitting and receiving antennas.
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Figure 5.10 – Systems with MT = MR = 4 antennas operating at the same bitrate with and without
nonlinear distortion, for QOSTBC.
























Source – Author (2020).
Figure 5.11 – Performance of the proposed work with MT = MR = 4, 8, 16 and 32 antennas, with and
without nonlinear distortion.


























































Source – Author (2020).
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5.3 COMPLEMENTARY RESULTS
In order to further investigate the performance of the proposed architecture
and anticipate future works, we have simulated our proposal for a pedestrian channel
model from IEEE 802.16 Ped-A (IEEE802.16, 2007), depicted in Table 5.1. The results
for the performance of the proposed work, when compared with the Orthogonal and
Quasi-orthogonal cases, are shown in Figs. 5.12 and 5.13, respectively.
Table 5.1 – Ped-A Channel specifications.
Parameters Specifications
Channel Template Rayleigh
Channel impulse delay [0 110 190 410] ns
Average impulse gain [0 -9.7 -19.2 -22.8] dB
Maximum doppler shift 10Hz
Source – Author (2020).
Figure 5.12 – Performance of the proposed work compared with the orthogonal code with MT = MR = 4
antennas, when operating at the same bitrate for IEEE 802.16 Ped-A channel profile.





















Source – Author (2020).
These results show that the learning algorithm of the proposed work, at least for
this scenario with a maximum Doppler shift of 10 Hz, corresponding to 3 Km/h, converges
with satisfactory performance. These overall achievements motivate us to develop future
works using the MIMO-PTRBF for more aggressive operating scenarios, with channel
models with faster dynamical variations.
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Figure 5.13 – Performance of the proposed work compared with the quasi-orthogonal code with MT =
MR = 4 antennas, when operating at the same bitrate for IEEE 802.16 Ped-A channel profile.

























This work proposes a novel MIMO scheme for M-QAM systems that aims to
achieve diversity gain for any number of antennas and at a lower computational cost when
compared with traditional methods. The presented architecture is based on existing systems,
but with substantial improvements in the coding and decoding methods, which are based
on conventional MIMO-OFDM systems with quasi-orthogonal coding but implemented
with complex Radial Basis Functions neural networks. The state-of-the-art algorithms and
the proposed approach have been simulated in MATLAB in order to measure their relative
performance under fading scenarios.
Based on the synergistic combination of the coding and decoding algorithms
presented in Chapter 3, the proposed MIMO-PTRBF system is discussed and then
analyzed in Chapter 5. The main functional features of the proposed architecture can be
summarized as follows: (1) The proposed coding algorithm generalizes the generation of
quasi-orthogonal coding matrices, (2) the MIMO-PTRBF algorithm decodes the signal
with satisfactory performance and feasible computational cost, presenting low steady-state
MSE with fast convergence, and (3) the proposed approach seems practically feasible
at least for 32x32 MIMO systems, which are simulated in this work. We conjecture the
practical feasibility of higher order systems if faster hardware, such as FPGAs, is used.
The MIMO-PTRBF algorithm has been proposed in this work to implement
massive MIMO schemes as an alternative to the classic MIMO OSTBC systems under
Maximum Likelihood detection. Simulations have shown that the proposed technique
has a great potential of improving signal-to-noise ratio at the receiver, with competitive
computational complexity. Moreover, the proposed system is easily scalable in the number
of antennas, meaning that a wide range of transmitting and receiving antennas can be
used. This is especially important for the next generations of mobile communications, such
as 5G, 6G, and probably beyond.
The proposed architectures and algorithms find potential applications in some
configurations of the next generations of wireless systems. For example, some specialized
hardware improvements currently aim exclusively at real-time neural network algorithms.
These are intended to be implemented in low-power graphical processing units (LPGPUs),
favoring the speed and energy consumption of these algorithms. Therefore, the proposed
architecture will be able to work with low-power consumption devices, with the ability to
CHAPTER 6. CONCLUSIONS 50
handle the distortions of nonlinear power amplifiers while maintaining a fast convergence
rate. It should be emphasized that a fast convergence characteristic is essential for wireless
channels with dynamic fluctuations.
6.1 FUTURE WORKS
This thesis addresses some crucial aspects of MIMO-OFDM coding and decoding
schemes for quasi-static channels. A complementary analysis over dynamic scenarios is also
presented. We conjecture that the proposed work may be further improved with the use of
some additional techniques, such as a mathematical approach for designing an optimum
adaptive configuration (KIM, 2010).
It is also interesting, in future works on practical designs, to use Mathworks
High Level Synthesis (HLS) compiler (MATLAB, 2021), using the convenience of having
developed all the codes in this work in MATLAB. The purpose here is to evaluate the
feasibility of executing the codes in the latest programmable logic devices (FPGAs).
Furthermore, it would be interesting to study and validate the proposed architec-
ture for dynamic scenarios, as suggested in Section 5.3. In addition, as a challenging and
promising future work, the proposed algorithm can possibly be adapted and implemented
in advanced optical communication systems with Spatial Division Multiplexing (SDM),
which is similar to a MIMO wireless system.
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APPENDIX A – PROOF OF
THEOREM A.1
Theorem A.1 For any two vectors of same size x,y ∈ Rn×1 and a scalar z ∈ R, a kernel







is bounded between 0 and 1, if z > 0.
Proof. By the properties of nonnegativity and definiteness, which state that the norm is
always nonnegative (see (BOYD; VANDENBERGHE, 2018), p. 46), let d = ||x − y||2 ≥ 0.
Also, let g(d) = −d2/z, where z is a constant scalar. As g(d) is continuous for any z > 0
(see (ANTON; BIVENS; DAVIS, 2015), p. 43), its natural domain is (−∞,+∞). In order
to define the extremes of the image of g(d) it is necessary to assess the extremes of the
natural domain and the second derivative test theorem (see (ANTON; BIVENS; DAVIS,













which implies that g(d) has only one point of minimum, maximum, or inflection. Due to






thus, d = 0 is the maximum point of g(d), which yields g(0) = 0 and, consequently,
g(d) ≤ 0.







which yields h(g(d)) ∈ (0, 1] ∀d ∈ R and z > 0.
