INTRODUCTION
The concept of asymptotic phase originally occurred in connection with the approach of a solution of an autonomous ordinary differential equation to an orbitally asymptotically stable periodic solution. The well-known Andronov-Witt theorem says that if all but one of the characteristic multiples of a periodic solution p(t) h ave modulus smaller than 1 then any nearby solution behaves asymptotically like a member of the family of periodic solutions ~(t + 'p) where the phase shift 'p is the parameter. For ordinary differential equations this result has been extended to manifolds of stationary or periodic solutions and to more general invariant manifolds in [l-4] , and for difference equations in [3, 5] . In the present paper, we generalize the main result of [3] to the case of a nonautonomous equation whose right-hand side is allowed to be noninvertible and whose invariant manifold does not necessarily consist of stationary solutions. This result may also be considered as a discrete analog of the main result in [2] .
The organization of this paper is as follows. In Section 2, we introduce the notation underlying this paper and in Section 3, we prove an auxiliary theorem on the reducibility of linear systems with a certain kind of exponential trichotomy. Section 4 contains another auxiliary result which describes a coordinate change by means of which the main result of this paper can be proved in Section 5.
PRELIMINARIES
We first fix the notation and introduce the basic concepts underlying this paper. N denotes the positive integers. A discrete interval I is defined to be the intersection of a real interval with the integers Z = (0, fl, . . . }. For any K E Z we use the abbreviations Zz := [IC, oo) n Z and 
for the difference equation x(k+l) = f(k, x(k)) with the right-hand side f : IxRN + RN where I is a discrete interval. The expression X(k; IC, [) denotes the general solution of equation (1) 
EXPONENTIAL TRICHOTOMIES AND REDUCIBILITY
We consider a linear difference equation
where the mapping A : Z& --+ RN x N, ICO E Z, is not assumed to have invertible values. Furthermore, we consider two sequences of projections P-, P+ : Z$ + RN' N, K E Z& , with
and we assume that the relation P-(k) P+ (k) = P+ (k) P-(k) holds on Zz . Hence, IN -P-(k) -P+(k) is a projection on Zz as well. Equation (2) is said to satisfy the regularity condition if the two mappings 4OqP+(q) : R (P+(k)) + R (p+@ + 1,) ,
: N (P+(k) + P-(k)) + N (P+(k + 1) + P-(k + 1))) are invertible for all k E Z$; they are well defined because of the identities (3). If this is the case, we can define the extended transition
The complementary expression @pIN-p+-p-(k, 1) is defined analogously. Finally, equation (2) is said to possess an exponential ttichotomy if there exist real numbers 0 < CL < ,8 and K1, K2, KS 2 1 such that the following estimates hold true:
REMARK 3.1.
(1) If the coefficient matrices appearing in equation (2) 
Il'J'*W)II, i. (2 + W6(2 + Kz)~&, for k,l E Zi.
(a) Because of the exponential trichotomy of system (2), we have
Using the methods in [6, Lemma 2.21 (for details see [7] ) there exists a sequence A : iZ$ --) GLN(l[$) such that on zz we have
and furthermore, we get for k E Z;.
Using A as a transformation, system (2) turns into the decoupled system (5), which moreover satisfies the regularity condition with respect to the constant projections D+ and D*. This implies the invertibility of the matrices B+(k) and B*(k) for all k E Z$.
(b) For the transition matrix a'-we obtain
(2 Kl(2 + K#(2 + K2)W-~, for k 2 1 2 tc, and using arguments as before, one can see that KJ? and 3* satisfy estimates (6) and (7). This completes the proof of Theorem 3.2. I
TRANSFORMATION TO QUASILINEAR FORM
For the remainder of this paper, we consider a difference equation whose right-hand side f : Z&, x JR"' --+ RN, KO E Z, has the property that f(k, .) is of class C3 for any k E Zz, K E Z& . We suppose that this system has an M-dimensional The following theorem describes a change of coordinates which allows us to transform system (10) into a particular "quasilinear" form which is suitable for further investigations in the next section. (e) There exist real constants c, C > 0 with the following property: if CL, ,ii : ;Zi + RN are any two solutions of equation (10) which satisfy (k, p(k)), (k, p(k)) E A,, for all k in some subset J C Zi, then the estimates
PROOF. We subdivide the proof into four steps. STEP I. In order to decouple the linear part of system (lo), we first use the transformation y = z -po( k) to get from (10) the system
where the remainder term r : Z: x RN + RN turns out to have two continuous partial derivatives with respect to y E RN. Furthermore, we have 
uniformly with respect to k E Zi. Because of Assumption (Hl), we may apply the reducibility Theorem 3.2 to the linear part of system (12). This provides a transformation matrix A : zi --) 8/c&R), which allows us to decouple this system by means of the transformation Tl:Z~xIWN4UN with Tl(k, y) := A(k)-ly. In fact, the transformed system has the form
w' = B*(k)w + r*(k, u, 21, w), where B-: Z$ --+ RNmxN-, BS : Zz ---) BLN+ (R), and B* : ;Zz + GLM(R). The phase space RN is split into three parts according to y = (u, V, w) E RN-x RN+ x lR". Furthermore, the transition matrices W, Qk+, and @* of the linear systems u' = B-(k)u, v' = B+(k)w, and w' = B*(k)w, respectively, obey the estimates where the constants xi, J?z, Es > 1 only depend on K1, K2, KS and the used norms (see Theorem 3.2(b)). The nonlinearities T-, T+, and T* are twice continuously differentiable with respect to u, V, and w. In addition, because of (13) 
uniformly with respect to k E ;Zi. It is worth noting here that both A : Z$ -+ BCN(W) and A(.)-l are bounded.
STEP II. We now determine a local coordinate change which makes the nonlinear terms of system (15) (12), and therefore, the function
is a solution of (15) Here, in view of (20) In order to further decouple the system under consideration, we now apply a theorem on the existence of local center-stable fiber bundles to systems (25) 
THE MAIN RESULT
The following theorem, the main result of this paper, may be considered as a discrete time version of the corresponding result on differential equations in [2] . It turns out that, compared to the continuous time result, for the difference equations case we have to make two additional assumptions in order to take care of two well-known deficiencies of discrete time solutions, the lack of backward existence, and the disconnectedness. PROOF. We proceed in three steps. STEP I. Since Assumption (H3) applies'to all solutions of (31) starting on the manifold M and because M is compact, we have Thus, there exists for any E > 0 a S = 6(~) > 0 such that for all t, f E M the following implication is true:
IjX(ko; IS,<) -X (ko; n,f)\I < 6, for some ko E Zz, ~IIX(~;I~,E)-X(~;IC,F)II<E, forkEZ&.
(3'4 STEP II. The compactness of M implies that, because of Property (ii), the function p-has an w-limit point 7 E M. Thus, there exists a sequence (k,),e~ in Zt with Assumption (H5) then guarantees that the solutions of (31) on M have (not necessarily unique) backward continuations. Therefore, there exists a sequence (~~17n)~e~ in M with rl = qlc,; 4 %),
for n E N.
Since M (and thus, (v~)~~N) is bounded, there exists a converging subsequence (T~_)~~N whose limit 6 := lim,,, nn, belongs to the closed set M. We, therefore, get the estimate and using (32) and (33) 
Consequently, the solution X(.; K, E) lies in M and the function p -X(.; 6, [) has 0 as w-limit point. In order to simplify our notation, from now on we write (/c~)~~N instead of (&JrnE~. 
Because of (35) and the construction of ?JJ(.;n,E), the point 0 E RN is an w-limit point of the function u and it remains to be shown that v(k) converges to 0 as k -+ 00. Assuming the contrary, there exists a real number p E (0, pi) (pi > 0 is defined in Theorem 4.1(a)) and because of Assumption (i) there exists a sequence of nonempty Z-intervals J, := [k,, k$]z, n E M, with k,, kz E Z$, k, < kz < k,+l, such that
forkE U Jo, ?lEPi for 72 E IV. for 12 E IV, and since the sequence (p(kk))nEN is bounded, because of estimate (42), there exists an w-limit point v. := lirnrnhm p(krr+,) E M where (k,+,)mEN is a subsequence of (kz),,,.
As in the second step of this proof we get a point 60 E M such that )$[/+:,,,1) -+fmi;Go)] =O,
where (k$,,l )m is a further subsequence of ( k$JmEN. Using (42) Because of (37) and (45), the sequence (v*(k,+,,))lEN and consequently also the sequence wn+,, )hEW converges to 0 as 1 ---t 00. This, however, contradicts relation (39). I
