Directional responses in retinal ganglion cells are generated in large part by direction-selective release of g-aminobutyric acid from starburst amacrine cells onto direction-selective ganglion cells (DSGCs). The excitatory inputs to DSGCs are also widely reported to be direction-selective, however, recent evidence suggests that glutamate release from bipolar cells is not directional, and directional excitation seen in patch-clamp analyses may be an artifact resulting from incomplete voltage control. Here, we test this voltage-clamp-artifact hypothesis in recordings from 62 ON-OFF DSGCs in the rabbit retina. The strength of the directional excitatory signal varies considerably across the sample of cells, but is not correlated with the strength of directional inhibition, as required for a voltage-clamp artifact. These results implicate additional mechanisms in generating directional excitatory inputs to DSGCs.
| I N T R O D U C T I O N
The circuitry that generates the directional responses of directionselective ganglion cells (DSGCs) in the retina has been studied intensively as a model system for neural computation. DSGCs respond strongly for preferred direction stimuli, and weakly for the stimuli in the opposite, non-preferred, or null direction. There is broad agreement that directional inhibitory inputs represent the major mechanism generating such directional responses (Demb, 2007; Taylor & Vaney, 2003; Vaney, Sivyer, & Taylor, 2012) . Previous electrophysiological analyses have also reported directional excitation (Fried, Munch, & Werblin, 2005; Taylor & Vaney, 2002) , and it has been assumed that directional signals are generated by a combination of directional inhibition and directional excitation. However, consideration of the electrical properties of ganglion cells has led to the proposal that directional excitation may arise from imperfect voltage-control during electrophysiological recordings (Poleg-Polsky & Diamond, 2011; Taylor & Smith, 2012) . Imperfect voltage-clamp would produce directional excitation as follows. Due to decrements in axial current flow along dendritic processes, it is inevitable that the magnitude of synaptic conductances within a dendritic arbor will be underestimated when observed via a patch-electrode at the soma (Koch, Douglas, & Wehmeier, 1990; Major, 1993; Schachter, Oesch, Smith, & Taylor, 2010; Spruston, Jaffe, Williams, & Johnston, 1993; Taylor, Mittman, & Copenhagen, 1996; Williams & Mitchell, 2008) . As the total membrane conductance becomes larger the electrotonic space constant of the dendrites shrinks and the amplitudes of distal synaptic inputs recorded by an electrode at the soma become more attenuated (Koch et al., 1990) . Since inhibitory input to DSGCs is larger in the null than the preferred direction (Fried, Munch, & Werblin, 2002; Taylor & Vaney, 2002) , errors in recording the amplitude of the excitatory inputs will be directional, because excitation will be systematically under-estimated in the null versus the preferred direction. Thus, even if excitatory inputs are symmetric, voltage-clamp errors will produce apparent directional tuning of excitation, with larger excitation measured in the preferred relative to null direction. Importantly for this study, the strength of the directional excitation will be directly related to the strength of directional inhibition, which includes both the Null/Preferred ratio of the inhibition, and the magnitude of the inhibitory conductance. Three recent studies in the mouse retina using imaging techniques indicate that the glutamate release from bipolar cells that produces excitation in DSGCs is not directionally tuned (Chen, Lee, Park, Looger, & Zhou, 2014; Park, Kim, Looger, Demb, & Borghuis, 2014; Yonehara et al., 2013) .
The goal of this study was to test the hypothesis that the directional excitation reported previously in DSGCs in the rabbit retina is due to the limitations in the spatial and temporal control of the membrane potential in the dendrites that is inherent to voltage-clamp studies. This hypothesis predicts that the strength of the apparent excitatory directional signal will be highly correlated with the strength of the directional inhibitory signal that is supposed to produce it.
| M E T H O D S 2.1 | Tissue preparation and maintenance
Experiments were conducted in accordance with protocols approved by the Institutional Animal Care and Use Committee at OHSU and NIH guidelines. Dark-adapted, pigmented rabbits were surgically anaesthetized and the eyes removed under dim-red illumination. The animal was then killed by anesthetic overdose. All subsequent manipulations were performed under infrared illumination (>900 nm) or under dim red light. The anterior portion of the eye was removed, the eyecup transected just above the visual streak, and the dorsal piece discarded.
The retina was dissected from the sclera, and a 5 by 5 mm section of central retina was adhered, photoreceptor-side down, to a nitrocellulose membrane or simply placed onto the base of the recording chamber and held in place with a weighted harp. The recording chamber ($0.5 ml volume) was continually perfused ($2 ml/min) with oxygenated bicarbonate-buffered Ames medium (Ames & Nesbett, 1981) , buffered to pH 7.4 at 34-368C.
| Electrophysiology and light stimulation
Patch electrodes were pulled from borosilicate glass to have a final resistance of 4-8 MX. For extracellular recording, the electrodes were filled with Ames medium. For intracellular recording, the electrodes were filled with the following electrolytes: 110 mM Csmethylsulfonate, 10 mM NaCl, 5 mM Na-HEPES, 1 mM Cs-EGTA, 1 mM Na-ATP, 0.1 mM Na-GTP, and 3mM QX-314. The liquidjunction-potential of 10 mV was subtracted from all voltages during analysis. Ganglion cells with a medium soma diameter ($15 mm) and a crescent-shaped nucleus were targeted as potential DSGCs (Vaney, 1994) . The extracellular electrode was applied to the soma under visual control through a small hole in the overlying inner limiting membrane, and a loose patch recording was formed. After establishing that the ganglion cell was a DSGC and determining its preferred direction (see below), the extracellular recording electrode was removed and an intracellular patch-electrode applied to the same cell. During whole cell recordings voltage signals were filtered at 2 kHz through the 4-pole Bessel filter and digitized at 5-10 kHz. Series-resistance compensation was applied to the maximum level compatible with stable recordings.
The average series resistance was 10.2 6 4.3 MX, and the compensation was set to 68 6 17% (6 SDs, n 5 62).
Light stimuli, generated on a CRT computer monitor (refresh rate 85 Hz, green phosphor only) or an OLED display (Emagin microdisplay; peak lambda 5 519 nm, refresh rate 60 Hz), were focused onto the photoreceptor outer segments through a 103 or 203 Olympus waterimmersion objective. The background intensities for the CRT monitor and OLED monitors were measured to be $10 5 and $3 3 10 4 photons/mm 2 /s, respectively. The percent stimulus contrast was defined as
where L is the stimulus intensity and L mean is the background intensity. C was set between 40 and 80%. The standard moving stimulus comprised a light or dark bar, moving along its long axis at 1000 mm/s on the retina. All light stimuli were centered with respect to the tip of the recording electrode, and thus also with the soma of the ganglion cell. The bar's width was 150 mm, and its length was set to achieve a 1 s separation of the leading-and trailing-edge responses. The stimulus area was limited by the aperture of the microscope objective, and covered a circular region 1 mm in diameter for the 203 objective. Since the dendritic extents of DSGCs, which delimit the receptive field (Yang & Masland, 1994) , reach a maximum of about 400 mm across in rabbit retina (Vaney, 1994) , they were fully contained within the stimulus area. The leading edge of the stimulus bar commenced at one edge of the stimulus area and moved until the trailing edge reached the opposite edge. Thus, both leading and trailing edges of the stimulus traversed whole receptive field of the recorded cell.
| Analysis
The preferred direction of the cells and the strength of the directional tuning were calculated from responses to stimuli in each of 12 stimulus directions evenly spanning 3608. Responses were represented as vectors with the angle representing the direction of stimulus motion, and length equal to the number of action potentials. The preferred direction was obtained from the angle of the resultant vector, calculated from the vector sum of the 12 responses. The directional tuning index (DSI) was calculated as the normalized length of the resultant vector. The DSI can range from 0, when the magnitude of the response is the same in all stimulus directions, to 1, for perfect tuning when a response is produced only for a single stimulus direction (Taylor & Vaney, 2002) .
We fit the directional tuning data in Figure 1 with a von Mises distribution. The response, R, as a function of stimulus direction is given by, R 5 R max e (kcos((x2l)p/180)) /e k , where R max is the maximum response, l becomes the preferred direction in degrees, and k is the parameter that accounts for the width of the directional tuning.
Light stimulus activated synaptic conductances were estimated from currents recorded under whole-cell voltage clamp as described previously (Buldyrev, Puthussery, & Taylor, 2012; Venkataramani & Taylor, 2010) . Briefly, excitatory and inhibitory conductances were measured from current-voltage (I-V) relations generated every 10 ms for net light-evoked currents measured at nine different holding potentials (2110 mV to 50 mV, 20 mV steps). I-V relations were fitted to the
where V is the membrane potential, G inh is the inhibitory conductance, G exc is the excitatory conductance, E Cl is the chloride equilibrium potential (270 mV), and V exc is the excitatory reversal potential (0 mV). E Cl and V exc were fixed, whereas G inh and G exc were allowed to vary during fitting. 
| Simulations
The NeuronC simulator generated a compartmental model of the cell using the morphology reconstructed from a confocal stack (Smith, 1992) . The electrotonic length of the compartments was set <0.03
lambda to ensure accuracy. The patch-clamp recording electrode was modeled as a series resistor and a capacitor connected to the soma of the model. A fourth order Bessel filter was simulated to reproduce the low-pass filter in the recording system (Stincic, Smith, & Taylor, 2016) .
We modeled five morphologies, sampled from the visual streak that represented the variability in the size and degree of asymmetry of the dendritic arbors. Soma diameter ranged from 15 to 21 lm. We calibrated the passive (linear) electrotonic properties of the dendritic arbors by first obtaining estimates of the membrane resistivity (R m ), the internal cytoplasmic resistivity, (R i ), and the specific membrane capacitance (C m ). We also estimated the electrode series resistance (R s ) and
the electrode capacitance (C e ). To obtain these estimates, we measured passive charging curves from each cell in response to 65 mV voltage steps from a holding potential of 270 mV (see Stincic et al, 2016) . We then fitted model charging curves to the real charging curves using a Levenberg-Marquardt (LM) least-squares procedure to iteratively adjust the above parameters. Convergence on the best fit required parameter values for the five cells were: R i 5 76-120 X cm, R m 5 42,000-83,000 X cm 2 , C m 5 0.6-0.9 lF/cm 2 , and R s 5 9-23 MX.
The goal was to estimate the effect that varying levels of inhibitory input had upon the amplitude of excitatory postsynaptic currents (EPSCs) produced by a fixed amount of excitatory synaptic conductance. Excitatory inputs were added as a semi-regular array of bipolar cells (density 3,500/lm 2 ), where each bipolar cell was simulated as a single compartment, and made a synapse onto the closest dendrite of the DSGC if it was within a criterion distance (typically $10 lm). The number of bipolar cells that were synaptically connected to the ON-or OFF-arbors of a DSGC ranged from 54 to 130. Similarly, inhibitory inputs were added as a semi-regular array of single compartments representing amacrine cells (3,500/mm 2 ).
Synapses were modelled as an exponential release function (3 mV/e-fold change) driving a readily releasable pool of vesicles. Neurotransmitter released from each vesicle activated postsynaptic cation channels defined by a ligand-activated Markov sequential-state machine (Schachter et al., 2010; Smith, 1992; Stincic et al., 2016) . The effect of the readily-releasable pool was to create a transient input that decayed over the duration of the stimulus. The synaptic release function included a first-order low-pass filter (2 ms). Each bipolar cell synapse was activated by setting the resting potential slightly above the threshold for synaptic release (245 mV) to provide an excitatory current to the DSGC. We modeled inhibitory synapses similarly.
Light stimuli were implemented by voltage-clamping the bipolar and amacrine cells according to the temporal pattern of the luminance change at that point in the bipolar/amacrine cell array. The model synaptic conductances were determined from the somatic currents "measured" at the soma while holding the model cell at either the excitatory or inhibitory reversal potential, as is done under standard experimental conditions. The somatic conductances were attenuated by a factor of 3-20 compared with the total conductance applied across the dendritic arbors. Models were run on an array of 3.2 GHz AMD Opteron CPUs interconnected by Gigabit Ethernet, with a total of 200 CPU cores.
Simulations of the DSGC model took 20-60 min, depending on the model complexity and duration of simulated time. The simulations were run on the Mosix parallel distributed task system under the Linux operating system. For this project, a total of $50,000 simulations were performed.
| R E S U LTS
This study examines only ON-OFF DSGCs in the rabbit retina. The pre- . There was a strong correlation between the preferred directions for the Off and On dendrites (r 2 5 0.98, Figure 1b ), but a weaker correlation for the strength of the directional tuning (DSI) for each dendritic arbor (r 2 5 .52, Figure 1c ). We eliminated nine cells from this initial sample in which the DSI's for both the OFF and ON responses were not greater than 0.3 (points within the grey region in Figure 1c ). For the remainder of the paper, responses were elicited by stimuli moving along the preferred-null axis of each cell.
| Directional tuning of excitation and inhibition in DSGCs
The null hypothesis is that the apparent directional tuning of ON and OFF excitatory inputs to DSGCs is an unavoidable measurement artifact generated by asymmetric voltage-clamp errors produced by directional inhibitory input. To test this hypothesis, we set out to determine whether the strength of directional excitatory signals was correlated with the strength of the directional inhibitory signals. We targeted DSGCs within the visual streak in the rabbit, where the dendritic arbors tend to be smaller than in more peripheral regions. Examples of fluorescently labeled cells shown in Figure 2 demonstrate that the overall dendritic extents were rather similar, which would preclude large differences in the voltage-clamp errors between cells arising from morphological variability.
The excitatory and inhibitory conductances during preferred-null stimulation were estimated from current-responses obtained by repeating the stimulus at each of nine holding potentials to obtain the stimulus-evoked current-voltage (I-V) relations (Figure 3a ). Currentvoltage relations were generated at 10 ms intervals before and during the stimulus, and were well described by a sum of linear excitatory and inhibitory conductances ( Figure 3b ). Although similar results might be obtained with the more commonly used 2-point conductance analysis, which is usually performed by measuring currents at the excitatory and inhibitory reversal potentials, sampling additional voltages provided information about the linearity of the current-voltage relations, which enabled us to detect the presence of NMDA receptor mediated inputs (Lee & Zhou, 2006) . The presence of an NMDA mediated input within unclamped dendrites could introduce nonlinear voltage-dependent currents that could exacerbate the effects of voltage-clamp artifacts Figure 3d ). These results are consistent with previous reports; the inhibition was larger in the null direction, and more importantly, even for DSGCs within the visual streak, which tend to be less extensive (Vaney, 1994) , excitation was larger in the preferred relative to the null direction ( Figure 3d ).
The asymmetry in the excitatory and inhibitory conductances can be seen by plotting the peak conductance for the preferred direction response against the peak conductance for the null-direction response ( Figure 4a ). The scatter of the data points confirms a previous analysis (Taylor & Vaney, 2002) showing considerable variability in the magnitudes of the conductances, and the sizes of the directional asymmetries. Similar variability was seen for both the OFF and ON responses.
The null hypothesis predicts correlations between the excitatory and inhibitory DS signals. We defined the strength of the excitatory DS signal as the normalized preferred-direction amplitude, dsiG Exc 5 (preferred direction excitation)/(preferred 1 null excitation). Conversely, the strength of the inhibitory DS signal was evaluated as, dsiG Inh 5 (null direction inhibition)/(preferred 1 null inhibition). Nondirectional inputs will have dsiG 5 0.5. The magnitude of the voltage-clamp error will depend on the total conductance active at any time-point, and therefore, to evaluate the potential effects of voltage-clamp errors, it was essential to measure the amplitude of the excitation and inhibition at the same time-points. The data in Figure 4a show the peak excitatory conductance, and the magnitude of the simultaneous inhibition measured at the time of peak excitation. The average dsiG Exc values for the OFF and ON responses were 0.60 6 0.06 and 0.58 6 0.05, respectively. These values correspond to peak excitation for the OFF and ON responses being 1.50 and 1.38 times larger in the preferred direction.
Conversely, the average OFF and ON dsiG Inh values were 0.85 6 0.10 and 0.75 6 0.10, respectively (n 5 62, mean 6 SD, Figure 4b) . These values correspond to the amplitude of the inhibition for the OFF and ON responses being 5.7 and 3.0 fold larger in the null direction. The null hypothesis predicts a positive correlation between dsiG Exc and dsi-G Inh . The correlation was estimated by linear regression (Figure 4b ).
The slopes (6 SDs, n 5 62) and correlation coefficients for the regression lines were 0.017 6 0.071, r 2 5 .087 (OFF), and 20.012 6 0.071, r 2 5 .00045 (ON), indicating that the strengths of the excitatory and inhibitory directional signals were weakly correlated for the OFF responses and essentially uncorrelated for the ON responses. This weak or absent correlation is inconsistent with the null-hypothesis, that is, that the directional-difference of the peak excitatory conductance is simply an artifact of voltage-clamp-errors. Presumably other factors must be involved.
The calculated dsiG values normalize the amplitude of the conductance, yet a given dsiG Inh value will induce a larger dsiG Exc for larger amplitude inhibition. Perhaps, the expected positive correlation between dsiG Exc and dsiG Inh is obscured by variability in the amplitudes of the conductance. If this were true, then cells with dsiG Exc close to 0.5 (non-DS excitation), should also have smaller absolute levels of inhibitory input. To test this prediction, we sorted the data into quartiles, according to the magnitudes of dsiG Exc and dsiG Inh for the OFF and ON responses ( Figures 5 and 6 ). For the sample of 62 cells, the first and third quartiles represent the average of 15 cells and the second and fourth quartiles 16 cells. We sorted the 62 cells according to dsG Exc for the OFF response and averaged the conductance traces for each quartile (Figure 5a ). As expected from this procedure, the excitation in the first quartile was very similar in the preferred and null directions (dsiG Exc 5 0.52 6 0.03) and the directional-difference increased fairly linearly across the quartiles, ranging from 0.52 to 0.66 (Figure 5b Similar to the OFF response, the stronger excitatory ON DS signals may have resulted from smaller null-direction excitation (Figure 5f , open black circles). Pair-wise T-tests indicated that the fourth quartile G Exc value was smaller than the second (p 5 .046), however, no others were significant. Similar to the OFF response, there was no systematic change in the null direction inhibition (Figure 5f , open red circles).
Together, these data indicate that, contrary to the hypothesis, neither the directional tuning in the inhibitory inputs (dsiG Inh ), nor the magnitude of the inhibition, is correlated with the strength of the excitatory DS signal.
We performed a similar analysis on the data, but sorted according to dsiG Inh for the OFF and ON responses, to determine how the amplitude of inhibition varied as dsiG Inh increased. When quartiles were organized according to dsiG Inh for the OFF response, the average inhibitory conductance traces were fairly similar for the null-direction (Figure 6a, blue) , while the preferred direction inhibition became systematically smaller across the quartiles (Figure 6a, black) . The average dsiG Inh values ranged from 0.71 to 0.97 across the quartiles (Figure   6b , red symbols). All pair-wise T-tests were significant (p < 6.3 3 10 29 ). The increase in the strength of inhibitory DS across quartiles arises primarily from a decrease in the preferred direction inhibition, while average peaks for the null direction remained steady across quartiles (Figure 6c, red) . Note that the directional-differences of the A noteworthy outcome of these results is the strong correlation in the strength of the directional signals coming from the OFF and ON dendritic arbors. For example, after sorting according to the peak the OFF excitation, the directional difference of the peak ON excitation was small in the first quartile and increased systematically up to the fourth quartile (Figure 5a ). A similar effect is observed for the OFF excitation when the data is ordered according to the ON component ( Figure 5d ). Moreover, a similar phenomenon can be seen when sorting cells according to the inhibition in Figure 6a,d ; the directionaldifferences for inhibition in the OFF and ON dendritic arbors were correlated. There is considerable variability in the strength of the directional signals in both the OFF and ON dendritic arbors (Figure 4) , and a priori one might have expected that sorting the cells according to directional-differences in one arbor might have averaged out directional-differences across the quartiles for the other. Possible reasons for these correlations are discussed below.
In order to test the hypothesis that voltage-clamp errors were responsible for DS signals, we targeted relatively small DSGCs close to the center of the visual streak. Our rationale was that if voltage-clamp errors were the principal factor, then directional excitation should be weaker in DSGCs within the visual streak, compared with other studies that did not control as carefully for retinal location (Taylor & Vaney, 2002) . On the other hand, since voltage-clamp errors are inevitable in any recording from a distributed dendritic structure, we expected the magnitude of the directional inhibitory and excitatory signals to be correlated. The weak correlation was surprising, and therefore we decided to estimate the expected strength of directional signals produced by voltage-clamp errors, by constructing computer models based on the morphologies of five DSGCs sampled form the visual streak.
For a given morphology (Figure 7a ), the passive electrical properties of a model neuron are determined by three parameters, the surface membrane resistivity, R m (X cm 2 ), the axial resistivity within the processes, R i (X cm), and the membrane capacitance, C m (mF/cm 2 ). These parameters were assumed to be isotropic across the dendritic arbors, and were estimated by fitting the models to capacitive current transients produced by 65 mV 100 ms steps using a least-squares algorithm (see Methods). Excellent agreement between simulated and measured capacitive transients was obtained (compare red and black traces, Figure 7b) . To estimate voltage-clamp errors present when recording synaptic inputs via an electrode at the soma, excitatory and inhibitory synapses were distributed across the dendritic arbors for the ON and OFF dendrites. In accord with the null-hypothesis, the excitation applied to the dendrites was identical when simulating inputs in the preferred and null directions. Inhibition was either equal in the preferred and null directions, or was set so that the ratio, null/preferred, became progressively larger. The ratio was increased by increasing the null inhibition, reducing the preferred inhibition, or adjusting both inversely. Simulations were run separately for the OFF and ON dendritic arbors of the five morphologies. The simulations demonstrate the expected inverse relationship between the amplitude of the excitation and inhibition; as inhibition increases, the amplitude of the excitation recorded at the soma decreases (Figure 7c,d) , and produces the increase in dsiG Exc seen as dsiG Inh increases (Figure 7e ). The variability in the simulation data reflects the different morphologies and the different mixes of synaptic inputs, and mirrors to some extent the real data. The simulations demonstrate that voltage-clamp errors even in relatively small DSGCs can induce directional-differences in the amplitude of the excitatory inputs that are similar to those produced during physiological stimulation. They also demonstrate that even for small dendritic arbors, voltage-clamp errors ensure that when dsiG Inh > 0.5 then dsiG Exc > 0.5. The results of these simulations seem inconsistent with the finding that $25% of the DSGCs in the sample show little evidence of directional excitation, despite large directionaldifferences in inhibition (Figures 5 and 6) . A potential explanation for this apparent anomaly is that starburst amacrine cells (SBACs) release both acetylcholine and g-aminobutyric acid (GABA). If cholinergic transmission is similar to GABAergic transmission, and is larger in the null relative to the preferred direction, then cholinergic excitation would effectively countermand and thus mask the effects of voltageclamp errors. To test this hypothesis, we blocked cholinergic excitation with 100 mM hexamethonium chloride (Hex) in three cells, and a combination of Hex (100mM) and MLA (100mM) in five cells. The results were similar in both groups, and the combined results from the eight cells show that the cholinergic antagonists suppressed OFF and ON preferred-direction excitation to 54 and 51% of control (p 5 .0029, .0036). A similar degree of suppression was seen for null-direction responses (64%, 63%), however, the effect on the ON response was not significant (OFF, ON, p 5 .043, .087; Figure 8a ). The cholinergic antagonists had no discernible effect on the inhibition for either direction (Figure 8a ; but see Fried et al., 2005) . We subtracted the excitatory conductance during cholinergic block from the control to estimate the magnitude of the glutamatergic and cholinergic inputs ( Figure 8b) . Contrary to the hypothesis, the amount of excitatory conductance suppressed by the cholinergic antagonists was not larger during null-direction motion. It is noteworthy that the I-V relations during cholinergic block remained fairly linear (Figure 8c ), suggesting that the residual glutamatergic input was not dominated by NMDA receptor activity.
| DISCUSSION
The results demonstrate that the directional tuning of excitatory inputs to DSGCs in the rabbit retina is weakly correlated with the directional tuning of inhibition (Figures 4-6) , which is inconsistent with the notion that directional excitation results entirely from voltage-clamp errors.
On the other hand, simulations of voltage-clamp errors in model cells indicate that even in these relatively small dendritic arbors, voltageclamp errors will contribute significantly to the observed excitatory directional signals (Figure 7) . Why are such voltage-clamp effects not consistently observed in the sample of cells? The weak correlation could have been partly due to the large variability in the amplitudes and ratios of the synaptic inputs (Figure 4a ; Taylor & Vaney, 2002) . We modeled this variability by changing the total inhibition (Pref 1 Null) and the ratio of the inhibition (Null/Pref) in simulations. While the simulations demonstrate the expected inverse relationship between the amplitudes of excitation and inhibition (Figure 7c ), they also suggest that such variability may partly obscure the expected positive correlation relation between dsiG Inh and dsiG Exc (Figure 7e ). However, the simulations confirm the expectation that for any directional asymmetry Excitation was fixed at the same constant value for Pref and Null simulations. The inhibitory directional-input was varied in three ways; Inhibition was progressively increased (green) in the Nulldirection, or it was decreased in the Pref-direction (magenta), or it was changed in both directions (blue). (e) dsiG Exc and dsiG Inh plotted for the stimulations shown in (c, d) . The grey symbols show data replotted from Figure 4c . The solid lines connect simulation results obtained in the same model cell with increasing Null/Pref inhibitory ratios. The black points show the results for the cell in (a). In each case, an initial simulation was performed with symmetric inhibition (data points at 0.5 dsiG Inh). Note that in each case, as dsiG Inh increases voltage-clamp errors induce an increase in dsiG Exc in the magnitude of the inhibition, voltage-clamp errors will produce an inverse asymmetry in the magnitude of the excitatory conductance when measured by an electrode at the soma. Thus, the simulations cannot account for the cells represented by the first quartile in Figure   5 , where there is a large directional-difference in the amplitude of the inhibition, and yet no apparent difference in the excitatory conductance.
A partial solution to this conundrum might be that directional output of acetylcholine offsets the effects of voltage-clamp errors. Along with glutamatergic inputs, DSGCs receive cholinergic excitatory inputs from SBACs. SBACs are both cholinergic and GABAergic and provide the directional GABAergic input to DSGCs. Calcium transients in SBAC synaptic terminals are stronger for stimuli that move outward from the soma toward the dendritic tips of SBACs than for signals moving inward toward the soma (Euler, Detwiler, & Denk, 2002; Lee, Kim, & Zhou, 2010) . The asymmetric calcium signals produce larger GABA release for outward motion parallel with the dendritic branch. These directional inhibitory signals are preserved by selective anatomical connections between each SBAC dendritic branch and underlying DSGCs of the appropriate preferred direction (Briggman, Helmstaedter, & Denk, 2011; Lee & Zhou, 2006; Wei, Hamby, Zhou, & Feller, 2011) . Since
SBACs are also cholinergic, such connectivity leads to the prediction that the excitatory cholinergic inputs to DSGCs should also be larger in the null-direction than the preferred direction. Such an asymmetry would tend to counter the effects of voltage-clamp errors, and could help explain the current observations. However, paired recordings between SBACs and DSGCs do not reveal this expected asymmetryinputs from preferred-side and null-side SBACs are equal, at least during step-depolarization of the SBACs (Lee & Zhou, 2006; Pei et al., 2015; Sethuramanujam et al., 2016) . Moreover, our experiments demonstrated that blocking cholinergic transmission suppressed excitation without obvious effect on inhibition (Figure 8 ). There was little evidence for the directional asymmetry described above. The component of the conductance sensitive to the cholinergic blockers, similar to the residual glutamatergic component, was larger in the preferred direction than the null direction. It is interesting to note that, in agreement with a previous study (Fried et al., 2005) , stronger directional tuning of inhibition was associated with smaller preferred-direction inhibition rather than enhanced null-direction inhibition (Figure 6c,f) , which seems consistent with reciprocal-inhibition models of directional GABA release from SBACs (Ding, Smith, Poleg-Polsky, Diamond, & Briggman, 2016; Lee & Zhou, 2006; Lipin, Taylor, & Smith, 2015; Munch & Werblin, 2006) .
We initially discounted the possibility that there is directional release of glutamate from bipolar cell terminals based on three recent studies Park et al., 2014; Yonehara et al., 2013) . Calcium indicator dyes (GCaMP3) or glutamate-sensing fluorescent reporters (iGluSnFR) were used to monitor the activity of bipolar cells presynaptic to DSGCs. In all three studies, calcium transients within bipolar cell terminals, and extracellular glutamate concentrations near bipolar cell terminals, measured during light stimulation showed no directional biases, suggesting that glutamate release from bipolar cells does not play a role in establishing directional signals in DSGCs. However, the directional difference in the peak excitatory conductance change is brief ($100 ms; Figure 5 ) relative to the time-resolution of the previous imaging studies. Nonetheless, the time-integral of the electrical measurements should display a similar directional difference as the imaging data. We found that the integrated excitatory conductance was 18 6 10% larger in the preferred relative to the null direction (mean 6 SD, n 5 62). Such a difference may be difficult to detect in imaging studies that evaluate responses by measuring changes in the amplitudes of fluorescence signals Park et al., 2014; Yonehara et al., 2013) , particularly given the large variability in the amplitudes of the synaptic inputs in both rabbit and mouse. Detection of directional excitatory signals using iGluSnFR fluorescence may be fraught with the possibility of contamination from extraneous signals due to transmitter spillover and potential complications arising from reuptake mechanisms. A recent study found that excitatory inputs to DSGCs remained directional even after the direct inhibitory input to DSGCs was almost eliminated (Pei et al., 2015) , which also suggests that directional excitation in DSGCs may not simply result from voltage-clamp errors.
Previous reports have shown that blocking NMDA receptors (NMDARs) suppresses spiking in DSGCs (Kittila & Massey, 1997; Tjepkes & Amthor, 2000; Weng, Sun, & He, 2005) . Two recent studies have proposed a major role for NMDAR activity in generating directional responses in the mouse retina Sethuramanujam et al., 2016) . Moreover, NMDAR mediated excitatory inputs have been observed in rabbit DSGCs (Lee et al., 2010) . In other ganglion cell types recorded under identical or very similar recording conditions, nonlinearity in the I-V relations due to NMDARs could be observed, and showed sensitivity to NMDAR antagonists (Lee et al., 2010; Stafford, Manookin, Singer, & Demb, 2014; Venkataramani & Taylor, 2010 . In the current experiments, the I-V relations did not display a strong NMDAR nonlinearity, even after acetylcholine receptors were blocked (Figure 8c ), suggesting that any NMDAR mediated component is relatively minor. The reasons for the smaller apparent NMDAR-mediated input relative to other reports are unclear, but may relate to stimulus or adaptation conditions, or perhaps the age of the animals (Lee et al., 2010 used 17-45 day-old rabbits, younger than those used in the present work, which were >90 days old). Precise estimation of the magnitude of any NMDAR component under our recording conditions would require a more detailed analysis.
An interesting feature of the results is the strong correlation between the strength of the directional tuning in the ON and OFF dendritic arbors. For example, the excitatory ON inputs show strong directional tuning when the data are sorted according to the directional tuning for the OFF inputs and vice versa (Figures 5a-c and 6a-c). Such a correlation points to a common mechanism, and in this context the recent finding that a bi-stratified glutamatergic amacrine cell is motionsensitive and contributes excitatory inputs to DSGCs may be pertinent (Kim, Soto, & Kerschensteiner, 2015; Lee et al., 2014) . On the other hand, there also appear to be distinct differences in the circuitry between the ON and OFF arbors (Chen, Pei, Koren, & Wei, 2016; Ishii & Kaneda, 2014) . Overall, the results presented here raise more questions than they resolve, and indicate that further work will be required to completely account for directional excitatory signaling observed in DSGCs.
