Abstract: This paper analyses the relationships between the traditional bank risk profile indicators and a new measure of banks' probability of default that considers the Basel regulatory framework. First, based on the SYstemic Model of Bank Originated Losses (SYMBOL), we calculated the individual probabilities of default (PD) of a representative sample of Spanish credit institutions during the period of 2008-2016. Then, panel data regressions were estimated to explore the influence of the risk indicators on the PD. Our findings on the Spanish banking system could be important to regulatory and supervisory authorities. First, the PD based on the SYMBOL model could be used to analyse bank risk from a regulatory approach. Second, the results might be useful for designing new regulations focused on the key factors that affect the banks' probability of default. Third, our findings reveal that the emphasis on regulation and supervision should differ by type of entity.
Introduction
The review of the international financial regulatory framework has set two objectives for financial stability: first, to reduce the probability of the bankruptcy of financial institutions by increasing solvency; and, second, to reduce public costs in the event of a bank crash and improve the framework for resolution. Regulatory reform in the European Union (EU) has been conducted by introducing the policies agreed upon by the G-20 using three directives that are the pillars of the banking union: 15 May 2014 establishing a framework for the recovery and resolution of credit institutions and investment firms), which establishes a set of rules and resolution tools, such as the sale of the company or shares of the entity subject to resolution, the creation of a bridge entity, the separation of productive assets from impaired assets or underperforming assets of an entity, and the rescue of shareholders and creditors in difficulty; and (3) a directive on deposit guarantee schemes (Directive 2014/49/EU of the European Parliament and of the Council of 16 April 2014 on deposit guarantee schemes) to preserve retail deposits at all times.
The importance of analysing the effects that regulatory standards have on financial stability requires the development of models and risk measures that can be adjusted to the actual regulatory framework and can provide a basis for stress tests or quantitative impact studies. The European Union has recently started to use the SYMBOL model to assess the effectiveness of bank regulation and to measure the quantitative impact of a series of legislative proposals promoted by the European Commission [2, 3] . SYMBOL is a model of micro-simulation based on the Basel risk assessment framework that estimates the distribution of bank losses originating in the system beginning with the balance and regulatory capital of individual banks. The methodological basis of the model was developed by the Commission's Joint Research Centre (JRC), the Directorate General Internal Market and Services and banking regulation experts (the original methodology was developed by De Lisa et al. [4] , but, in this paper, the abbreviation SYMBOL was not employed).
While the SYMBOL model has been used to quantify systemic losses, it also provides a proxy for a bank's default probability as a tail risk [5] that reflects bank capital strength and asset quality [4] . The probability of default of a bank is estimated as the probability that its obligor's loss exceeds actual capital, given by the sum of its minimum capital requirement plus the bank's excess capital. In the Basel framework, each bank must satisfy a capital requirement that provides a buffer against unexpected losses at a specific level of statistical confidence, set by regulators at 99.9% [6] . From the regulatory perspective, the probability that banks default can be seen as the probability that banks' losses fall in the tail of their loss distribution. This "tail risk" is equal to 0.1% whenever banks set their amount of capital at a level equal to their regulatory minimum or lower if they hold capital in excess of the regulatory minimum. This risk occurs with a low probability, but it generates serious losses that endanger financial stability.
However, the recent development of this model indicates that there is currently no empirical evidence relating to the measurement of the likelihood of default to the indicators traditionally used for bank risk assessment. Our work extends the previous research on the determinants of bank risk, analysing the relationships between the risk indicators proposed by the European Banking Authority (EBA) [7] and the individual default probabilities of Spanish credit institutions during the period of 2008-2016, based on a new measure supported by banking regulation. We aim to determine whether these two sets of measures provide the same information of whether they are supplementary for bank risk analysis. After the last restructuring of the Spanish banking system, the regulation and supervision of bank risk have become crucial. In this sense, the analysis of new proxies from a regulatory approach could be decisive to avoid the financial instability. Indeed, this instability is a key obstacle to long-term investments which are required to achieve the sustainability in the financial system.
Our study is structured as follows. Section 2 presents a review of the literature. Section 3 describes the data and methodology employed. Section 4 presents and discusses the results. Finally, Section 5 concludes the study.
Related Literature
The literature on measuring the credit risk of banks and calculating the probability of default (PD) has been a focus in the use of accounting and market information. Studies that have used accounting information have basically applied two proxies for bank risk: NPL ratio and Z-score. The NPL ratio (non-performing loans (impaired loans) to total gross loans) or changes in the ratio have been used as a measurement of the strength of a bank [8] [9] [10] [11] [12] [13] [14] [15] since they reflect the quality of a loan portfolio. A higher value of this ratio indicates a greater probability that the bank will default. Similarly, the Z-score has been widely used to measure bank risk [16] [17] [18] [19] [20] . Z-scores equal the return on assets plus the capital-to-asset ratio divided by the standard deviation of asset returns. A higher Z-score indicates that a bank is farther from default [21] .
At the same time, research using market information as a complement to accounting indicators has been based on Merton's [22] approach to modelling the risk of credit defaults. Some studies have used credit risk spread CDs [23] [24] [25] [26] [27] [28] [29] [30] [31] or credit ratings [32] [33] [34] .
More recently, De Lisa et al. [4] introduced a methodology for the estimation of the probability of the default of a bank based on the framework of capital requirements for credit risk from the Basel agreements. Based on public balance sheet data and the regulatory capital of the entities, the probability of the default of a bank (PD Bank) is defined as the probability that unexpected losses associated with the portfolio's debtors (implied obligor probability of default, IOPD) exceed bank capital (given by the sum of regulatory capital requirements and any excess capital).
The methodology developed by De Lisa et al. [4] is the basis of the SYMBOL model. It has been used to evaluate the implications of new Basel III definitions (Risk weighted assets and computable resources), recent European banking regulation (CRD IV, CRR, Bank Recovery and Resolution Directive and Deposit Guarantee Schemes Directive), stress scenarios and quantitative valuations [2, 3, [35] [36] [37] [38] [39] .
From a regulatory point of view, bank risk has traditionally been evaluated using indicators associated with different risk categories, such as capital adequacy, asset quality, liquidity and business model and management. EBA [7] proposed a series of indicators to determine bank risk profiles as the basis for contributions to deposit guarantee schemes. It also established the expected relationships (negative/positive) between indicators and bank risk.
This paper contributes to the existing literature by analysing the relationships between the traditionally used risk indicators and the new measure of a bank's PD based on the SYMBOL model.
Data and Methodological Aspects

Sample
Our sample consisted of Spanish credit institutions that have available information for all the analysed variables during the period of 2008-2016. Data were obtained from the banks' public documents (audited annual reports and information of prudential relevance). We used consolidated data since some risk indicators are not available on a solo basis. According to EBA (2015) guidelines, for each member institution, the values of risk indicators should be calculated on a solo basis. However, the value of risk indicators should be calculated at a consolidated level, at which the member state exercises the option given in Article 13(1) of DGSD to allow the central body and all credit institutions permanently affiliated with the central body, as referred to in Article 10(1) of Regulation (EU) 575/2013, to be subject as a whole to the risk weight determined for the central body and its affiliated institutions on a consolidated basis. Where a member institution has received a waiver from meeting capital and/or liquidity requirements on a solo basis pursuant to Articles 7, 8 or 21 of Regulation (EU) 575/2013, the corresponding capital/liquidity indicators should be calculated at the consolidated or semi-consolidated level. The entities are classified into two groups: commercial banks and credit cooperatives. Savings banks are included in the first group because, after the restructuring process that occurred in the Spanish financial sector during the last financial crisis, the majority of these entities were transformed into commercial banks. There are notable differences between these two types of institutions regarding not only their objectives but also their sizes. The total assets of commercial banks are more than 30 times greater than the total assets of credit unions (Table 1) .
After eliminating extreme values considered outliers, we finally had an unbalanced panel with 359 observations related to 70 entities during the period of 2008-2016. The panel represented 87.85% of the total assets in the Spanish banking system. Table 1 presents the number of observations that constitute the sample, organised by year and type of entity, as well as their representativeness. 
Dependent Variable: Probability of Default (PD)
SYMBOL simulates the distribution of losses in a banking system (usually a country) by aggregating individual banks' losses. Individual banks' losses are generated via Monte Carlo simulation using the Basel FIRB loss distribution function [40] . Simulated losses are based on an estimation of the average default probability of the portfolio of assets of any individual bank. Default of a bank is determined by the size of simulated losses and the regulatory capital available to absorb unexpected shocks. Banks are expected to cover their expected losses with provisions. Unexpected losses, in contrast, relate to potentially large losses that occur rather seldom. According to this concept, capital would be needed only for absorbing unexpected loss. The model thus assumes that [3] : (1) the Basel III regulatory model for credit risk is correct; (2) banks report risks accurately that are in agreement with this model; and (3) all risks in the bank can be represented as a single portfolio of credit risks (this representation does not indicate that other risks are not considered-simply that they can be "mapped" in credit risk terms and modelled using the same framework). The model is processed in four methodological steps [4, 38, 41, 42] . The first, second and third stages are necessary to estimate the banks' individual probability of default (PD bank), and the last stage determines the aggregate loss distribution of the system as a whole. Below, we describe the methodological considerations to estimate a bank's PD.
Estimation of the Implied Obligor Probability of Default of the Portfolio of Each Individual Bank
The main parameter of the model is the average implied obligor probability of default of a bank (IOPD i ). This variable is obtained from the Basel IRB formula to establish the minimum capital requirements for credit risk (FIRB approach). For each exposure l of bank i, the IRB formula establishes capital requirement CR i,l to cover the unexpected losses in the time horizon of one year for a 99.9% confidence level, as follows:
where PD i,l is the default probability of exposure l; and R is the correlation among the exposures in the portfolio, defined as:
where obligor size s is equal to 50;
LGD is the loss given default (considered to be 45% in the FIRB approach); and M(PD i,l ) is an adjustment term, defined as:
where M is the time to maturity (considered to be 2.5 years in the FIRB approach), and b is the maturity adjustment, computed as
The minimum capital requirement of the bank (MCR i ) is equal to the sum of the capital requirements of all the exposures:
where A i,l is the amount of exposure l.
Because there is no available public information about the different banking exposures, the model considers only one debtor that is equivalent to the total portfolio, and it estimates IOPD i by solving the following equation:
where CR(IOPD i ) is the minimum capital requirement based on the Basel regulation (equal to 8% of the risk-weighted assets), and ∑ l A i,l is the total assets of the bank.
Simulation of Correlated Losses for the Banks in the System
Given the estimated IOPD, the SYMBOL model uses Monte Carlo simulation to generate the bank loss distribution, using the same IRB formula and imposing a correlation structure among banks (with a correlation coefficient set to ρ = 50%). SYMBOL is often run imposing an equal correlation factor of 50% among all banks. A discussion and a sensitivity check of this assumption can be found in De Lisa et al. [4] and Benczur et al. [37] . This correlation exists as a consequence of the banks' common exposure, either to the same borrower or, more generally, to a particular common influence of the business cycle. In each simulation run j, losses for bank i are simulated as:
where N is the normal distribution function, and N −1 (α n,i ) are correlated normal random shocks. IOPD i is the implied obligor probability of default estimated for each bank in Step 1, and LGD is the loss given default, set as in the Basel regulation equal to 45%.
Determination of the Failure Event and Estimation of PD Bank
In the SYMBOL model, a bank i is considered in default when simulated losses (L ij ) exceed the sum of the expected losses (EL i ) and the total actual capital (K i ) given by the sum of its minimum capital requirement plus the bank's excess capital:
The probability of the default of a bank (PD bank) is calculated as the number of times that the bank defaults over the total number of simulations (100,000).
Independent Variables: Risk Profile Indicators
As independent variables, we use the core risk indicators established by the EBA in 2015 [7] ( Table 2) . They include the following: (i) concerning capital, the leverage ratio (C1) and the capital coverage ratio, calculated as actual own funds divided by required own funds (C3) and the CET1 ratio (C4); (ii) concerning liquidity and funding, the LCR (L1), the NSFR (L2) and the liquidity ratio (L3); (iii) concerning asset quality, the non-performing loans (NPL) ratio (AQ1); and (iv) concerning business model and management, the risk-weighted asset to total assets ratio (G1) and the ROA (G2). Because we do not have information for some of the liquidity indicators proposed, we use the loans-to-deposits (LTD) ratio and the stable funding/stable assets (ST/SA) ratio as a proxy for the LCR and the NSFR, respectively. EBA [7] stated that competent authorities may exclude a core indicator upon justification that it is unavailable because of the legal characteristics or supervisory regimes of some institutions. In these cases, the most appropriate proxy should be used for the removed indicator. The choice of explanatory variables is driven by availability considerations and multicollinearity issues. Correlation analyses and collinearity diagnostics were performed to assess the extent of multicollinearity among independent variables. These problems were detected using the correlation matrix and the variance inflation factor (VIF). As a result, the initially considered CET1 ratio (C4) and RWA/TA ratio (G1) were finally excluded.
Methodology
The panel data regression technique is the most appropriate method when the sample comprises cross-sectional and time-series data. The main benefit of using panel data is that they overcome the unobservable, constant and heterogeneous characteristics of each bank in the sample [43] . In panel data models, the stochastic part (ε it ) consists of two components: u i and e it The unobserved heterogeneity (u i ) represents the bank-specific error term, capturing all the variation at the bank level that is not controlled for by the independent variables in the model. The idiosyncratic error (e it ) captures all peculiarities, apart from the effects that are already controlled for in the model, that affect the dependent variable for each bank at each point in time [44] . The Hausman test indicates in all cases that fixed effects models are preferred. These models assume that u i is correlated with the variables. Our baseline equation is the following:
where PD it represents the probability of default of the bank i in year t; the notations of the explanatory variables are described in Table 2 ; the subscripts i and t represent banks and years, respectively; α is the constant term; β k are the coefficient estimates; and ε it is the disturbance.
Results
Relationship between EBA Bank Risk Indicators and PD
First, we report the results of the econometric models for the entire sample of credit institutions ( Table 3 ). The Hausman test shows that the best model is a fixed effects (within) one. This model recognises the existence of individual differences at the level of banks (unobserved heterogeneity u i ) that are not controlled for by the explanatory variables so that the PD of each bank depends on individual factors that cannot be observed. The results of the baseline Model (1) show significant coefficients for the capital adequacy ratios, indicating the relevant impact of these variables on the banks' probability of default. The C1 and C3 ratios have significantly negative impacts on PD such that an increase in the capitalisation of banks increases the ability to absorb sudden losses and, therefore, to reduce the probability of default. Our findings support previous research, such asČihák and Schaeck [45] , Baselga-Pascual et al. [15] and Leung et al. [46] .
Regarding the influence of liquidity indicators on bank risk, the literature has not produced conclusive findings. Ahmand and Arrif [11] found evidence for both a positive and a negative relationship between liquidity indicators and credit risk, depending on the analysed country. For some countries, the authors suggested that banks with more liquid assets tend to have higher credit risk. They believed that this contrasting result might be due to short-term assets or loans that banks own to hold more liquid assets to defend against rapidly changing interest rate markets. Corroborating this belief, Khan et al. [20] found that banks with lower fund liquidity risk tend to take more risks. In other countries, Ahmand and Arrif [11] found that liquidity is negatively related to credit risk. Veloz and Benou de Gomez [10] and Baselga-Pascual et al. [15] supported the premise that banks with higher levels of liquidity are less likely to experience an increase in the default rate. Our research also supports this last premise: the liquidity indicators (L1 and L3) appear to be statistically significant, such that the higher the liquidity is, the lower the probability of default of the commercial banks is.
The asset quality of banks also influences our measure of PD. There is a general consensus in the literature that an increase in the percentage of non-performing loans (NPLs) can reduce the quality of the banking sector's assets and increase the probability of default (e.g., [13, 15, [47] [48] [49] ). However, following the financial crisis, higher capital requirements can generate the opposite effect, encouraging banks to increase risk taking, although this increase in risk taking is offset by the beneficial impact of increased loss absorbing arising from higher capital requirements, leading to more stable banks [18, [50] [51] [52] . Our findings agree with this last argument. An increase in the delinquency rate is offset by a reinforcement of capital, and this higher buffer of capital will lead to lower unexpected losses and therefore lower PD. Finally, the remaining variable related to profitability does not prove to be significant.
In Model (2), we introduced the logarithm of the total assets as a proxy for the size of the bank, but it does not have any impact on PD. This result supports the "one-size-fits-all" financial regulation for the Spanish banking system. In Model (3), we control for the macroeconomic variables and we find a relevant impact of GDP growth, inflation and risk premium on the probability of default of Spanish banks. These results indicate that the traditional bank risk indicators are not the only determinants of the new measure of PD from a regulatory approach. Therefore, the PD based on the SYMBOL model should be used jointly with the traditional indicators for a more complete analysis of the bank risk.
Differences between Commercial Banks and Credit Cooperatives
We contrast the existence of significant differences between groups of entities (commercial banks and credit cooperatives) using analysis of variance (ANOVA). Table 4 shows the descriptive statistics (mean and standard deviation) and the results for the Welch test (Because the majority of variables do not meet the assumption of homoscedasticity, we employ Welch's test, which is more robust if this assumption fails. Levene's test is employed to contrast the homogeneity of variances).
The results show notable differences in the risk profiles of commercial banks and credit cooperatives. There are significant differences in the level of solvency by type of entity. The mean probability of default for commercial banks is higher than the mean PD for credit cooperatives. Furthermore, credit cooperatives have higher mean values of capital adequacy (C1 and C3) and liquidity indicators (L1, L2, and L3). From this initial outline, we can deduce the existence of different risk profiles among Spanish banks. It seems that credit cooperatives have contributed to financial stability to a greater extent than commercial banks, perhaps because the cooperative business model of credit cooperatives in Spain is more conservative about taking risks. Notes: This table reports the means and standard deviations (in parentheses) for the commercial banks, the credit cooperatives and the entire sample during the period of 2008-2016. We also report the results of the test for differences in means to analyse the statistically significant differences. *** Significant at the 1% level.
The previous literature found some evidence concerning the influences of the ownership structure and the sizes of banks on their risk. Klomp and Haan [53] found that the effects of banking regulation and supervision on bank risk depends not only on the level of risk of the bank but also on its ownership structure and size as well. In this sense, Shehzad et al. [54] stated that risk-taking behaviour depends on the bank ownership concentration. Finally, Vázquez and Federico [55] concluded that smaller banks are more vulnerable to liquidity problems, while larger banking groups usually have a lack of capital buffers. Based on these findings, we introduce interaction dummies into our econometric models to explore the impact of the risk indicators on PD by type of entity (see Table 5 ).
The statistical significance of the interaction dummies in the specification (1) indicates that the effects of the risk indicators on the PD differ by type of entity. In fact, for commercial banks (2), the capital adequacy (C1 and C3) and the asset quality (AQ1) ratios appear to be significant, whereas for credit cooperatives (3), the capital (C3) and the liquidity (L3) indicators seem to be the most important determinants of the PD. This result shows notable differences regarding key factors in the risk profiles of commercial banks and credit cooperatives, and our findings agree with research previously mentioned [53] [54] [55] .
Differences between Crisis and Post-Crisis Periods
Finally, we contrasted the existence of significant differences between the crisis period (2008-2012) and the post-crisis period (2013-2016) using analysis of the Variance (ANOVA). We considered the post-crisis period from 2013, when the first signs of economic recovery were seen (some signs are the reduction in 10-year Germany bond spreads and the increases in real GDP and domestic demand) (Bank of Spain, 2017). Table 6 shows the descriptive statistics (mean and standard deviation), and the results of the Welch test.
The results show notable differences in the risk profiles of banks during and after the most recent financial crisis. The mean probability of default after the crisis is much lower than the mean PD for the crisis period. Furthermore, after the crisis, Spanish banks presented higher mean values of capital adequacy and liquidity indicators. Finally, the delinquency rate experienced an increase after the crisis. From this initial outline, we can deduce that Spanish banking institutions presented a better financial situation after the crisis, likely because of the regulatory actions adopted. (14) Notes: This table reports the results of fixed effects (within) regressions. The model in Column (1) includes interaction dummies. Considering the differences in the determinants of PD by type of entity, we report the coefficients of the regression for commercial banks (2) and for credit cooperatives (3). The standard errors are reported in parentheses. R 2 is the proportion of variation in the dependent variable explained by the model. The Hausman test compares the fixed versus random effects, asymptotically distributed as χ 2 under the hypothesis that the individual effects are uncorrelated with the other regressors in the model, with degrees of freedom in parentheses. *, **, and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively. Following these arguments, we introduce interaction dummies into our econometric models to explore the impact of the risk indicators on PD by period of time (see Table 7 ). (1) includes interaction dummies. Considering the differences in the determinants of PD by period of time, we report the coefficients of the regression for the crisis period (2) and for the post-crisis period (3). The standard errors are reported in parentheses. R 2 is the proportion of variation in the dependent variable explained by the model. The Hausman test compares the fixed versus random effects, asymptotically distributed as χ 2 under the hypothesis that the individual effects are uncorrelated with the other regressors in the model, with degrees of freedom in parentheses. *, **, and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
The statistical significance of the interaction dummies in specification (1) indicates that the effects of the risk indicators on the PD differ by period of time. In fact, during the crisis period (2), the main determinants of PD were the capital adequacy (C1 and C3) ratios, whereas after the financial crisis (3), the liquidity (L2 and L3) indicators seem to also be important determinants of the PD. Our findings agree with Vázquez and Federico [55] , who concluded that banks with structural liquidity difficulties and higher leverage during a pre-crisis period are more prone to experience distress in a post-crisis period. These results show notable differences regarding key factors in the risk profiles of Spanish banks during and after the crisis.
Conclusions
Given the importance of stress exercises as an element of analysis and a policy tool, the EU started to use a new model, called SYMBOL, to measure the quantitative impact of different European Commission proposals. The model can also be used to determine the probability of bank default under the Basel regulatory approach [5] . Our work extends the previous research on the determinants of bank risk, analysing the relationships between the risk indicators proposed by the EBA [7] and the individual default probabilities of Spanish credit institutions during the period of 2008-2016, based on a new measure supported by banking regulation.
Our results for Spanish banking credit institutions reveal that capital adequacy, liquidity and asset quality are the main determinants of the banks' probability of default from a regulatory approach.
The macroeconomic scenario appears to be significant as well. In addition, the explanatory power of the models indicates that the traditionally used indicators are not the only determinants of the new measure of banks' PD. Thus, this new proxy could be supplementary to the traditional risk indicators in bank risk analysis.
When we contrast the existence of significant differences between groups of entities, we find different risk profiles between commercial banks and credit cooperatives. The mean probability of default of commercial banks is higher than the mean PD of credit cooperatives. Furthermore, the credit cooperatives present greater capital adequacy and liquidity than commercial banks. It seems that Spanish credit cooperatives have contributed to financial stability to a greater extent than commercial banks. In addition, the introduction of interaction dummies into the models reveals that the influence of each indicator in the PD differs by the type of entity. For commercial banks, the probability of default is mainly influenced by the capital adequacy (C1 and C3) and asset quality (AQ1) ratios, while, for credit cooperatives, the capital (C3) and liquidity (L3) indicators seem to be the most important determinants of the PD. These findings support previous research [53] [54] [55] , and they reveal notable differences regarding the key factors in the risk management of commercial banks and credit cooperatives.
Regarding the influence of the most recent financial crisis, we can deduce that Spanish banking institutions present a better financial situation after the crisis, likely because of the regulatory actions adopted. The results show that the mean probability of default after the crisis is much lower than the mean PD for the crisis period. Furthermore, after the crisis, Spanish banks present higher mean values of capital adequacy and liquidity indicators. The statistical significance of the interaction dummies indicates that the effects of the risk indicators on the PD also differ by period of time. In fact, during the crisis period, the main determinants of PD were the capital adequacy (C1 and C3) ratios, whereas after the financial crisis, the liquidity (L2 and L3) indicators also seem to be important determinants of the PD. Our findings agree with Vázquez and Federico [55] .
In conclusion, our findings could be important to regulatory and supervisory authorities for several reasons. First, the PD based on the SYMBOL model could be considered to analyse bank risk from a regulatory approach. It could be used jointly with the traditional indicators for a more complete analysis of unexpected bank losses. Second, given the standardised calculation of this measurement, it could enable comparisons across different credit institutions [56] , thus improving market discipline. Finally, our results might be useful to the design of new regulations focused on the key factors that affect the banks' probability of default. We have shown the importance of considering the differences between types of entities from the point of view of financial stability, indicating that the emphasis of regulation and supervision in Spain should differ by type of entity to control for different risk factors.
