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Parte I
Contexto: la teor´ıa de ondas capilares
como programa de investigacio´n
1

CAPI´TULO 1
Introduccio´n
Nuestro objeto de estudio es un sistema de dos fases en equilibrio termodina´mico separadas por una
interfase, que consideraremos plana, y cuya la posicio´n sabemos no es relevante desde el punto de
vista termodina´mico mientras se respete la ecuacio´n fundamental dU = TdS − pdV + γdA+ µdN ,
adema´s, desde el punto de vista meca´nico la interfase es consistente con la existencia de una su-
perficie. La imagen puede ser una membrana de anchura y masa cero, donde reside la tensio´n
superficial, mientras que se respete, por ejemplo, la definicio´n meca´nica de tensio´n superficial.
Al descender al nivel microsco´pico la porcio´n de sistema entre las dos fases homoge´neas aparece
como un sistema f´ısico diferenciado donde, ma´s alla´ de la definicio´n macrosco´pica de tensio´n super-
ficial que ha de respetar, posee una estructura susceptible de ser investigada. Bajo esta idea muy
general podemos describir el sistema en el caso de una interfase plana mediante dos magnitudes
que a priori pueden ser f´ısicamente relevantes la anchura de la interfase y su a´rea A = LxLy.
En un sistema uniforme cabe la sencilla pregunta de hasta que medida puedo dividirlo en por-
ciones manteniendo estas las propiedades del sistema completo y llamar a esta longitud por ξB .
Por analog´ıa, y dadas las simetr´ıas del sistema, podemos definir adema´s otra longitud ξ‖ que nos
indica en que sentido podemos realizar esta misma divisio´n en el plano de la interfase1, mientras
que para la anchura de la interfase podemos escribir ξ⊥. El origen f´ısico de ξB en el caso del sistema
homoge´neo esta relacionado con el alcance de las correlaciones en el volumen y, de modo un poco
naive, podemos decir que el sistema no siente efectos de taman˜o finito hasta que no es reducido a un
volumen caracterizado por una longitud del orden de ξB . Podemos intentar dar una definicio´n, en
el mismo sentido cualitativa, de la cantidad ξ‖, determinada por el alcance de las correlaciones en
1Por simetr´ıa solamente tenemos una longitud caracter´ıstica en las direcciones x e y. En todo caso s´ı fuera
necesario hacemos Lx = Ly = L‖.
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la interfase, es decir en la parte del sistema total donde encontramos una variacio´n de la densidad,
o en el mismo razonamiento naive preguntarnos cuando el sistema en la interfase siente efectos de
taman˜o finito al variar A (o L‖).
Basa´ndonos en la posible relevancia de estas tres longitudes de correlacio´n presentamos dos
propuestas acerca de la interfase una primera imagen debida a B. Widom2 y una segunda que sera´
la teor´ıa de las ondas capilares.
1.1 Teor´ıa de Widom
Dividimos el sistema en elementos de volumen ξd⊥, d es la dimensionalidad del sistema. Ahora en
la interfase tienen un volumen ξd−1⊥ microsco´pico frente a las dos fases en coexistencia pero que en
el l´ımite de T → Tc se hace macrosco´pica. Widom[1] considero´ que:
• Las fluctuaciones en la densidad se asientan en estos elementos de volumen. Luego manifies-
tamente supone que la longitud relevante en la interfase es ξ⊥. Y escribe la energ´ıa libre de
una de estas fluctuaciones como:
φ1 ∼ ξd⊥(∆n)2/(n2κT ) (1.1)
Es una expresio´n caracter´ıstica de las fluctuaciones de volumen en el sistema homoge´neo.
• Expl´ıcitamente supone que dicha expresio´n es va´lida sea cual sea el origen de la fluctuacio´n.
En el caso de una fluctuacio´n de volumen las cantidades son las usuales3 mientras que en el
caso de una fluctuacio´n en la superficie afirma que ∆n es la diferencia en densidad de las dos
fases en coexistencia, mientras que n2κT esta dado por los valores de volumen en cualquiera
de las dos fases que sera´n similares cerca del punto cr´ıtico y por tanto nos restringimos a este
caso.
Bajo estas dos hipo´tesis escribir la tensio´n superficial y su minimizacio´n llevar´ıa a ξ⊥ = 0 y tenemos
una interfase completamente abrupta, problema que surge de modo ana´logo en la teor´ıa original de
van der Waals. Siguiendo al mismo van der Waals, Widom propuso:
2La formulacio´n original de Widom persegu´ıa construir una teor´ıa de la interfase l´ıquido-vapor va´lida en la
proximidades del punto cr´ıtico, pero sin hacer referencia a algunos aspectos discutidos de la teor´ıa original de van
der Waals. Como el controvertido problema de suponer en que la interfase es va´lida la prolongacio´n anal´ıtica de
la energ´ıa libre a valores de la densidad en los que el sistema homoge´neo es metaestable o inestable, o el hecho de
encontrar exponentes cr´ıticos cla´sicos. Aqu´ı retomamos la formulacio´n de Widom por ser aparentemente expl´ıcita en
lo que a las magnitudes definidas anteriormente se refiere, y por hacer hincapie´ en el problema de las fluctuaciones.
3Es decir, ∆n es la fluctuacio´n en la densidad, n la densidad del sistema homoge´neo y κT la compresibilidad
isoterma.
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• Incluir una parte dada por gradientes en la densidad. As´ı la aproximacio´n a primer orden que
respeta la simetr´ıa del problema resulta una aproximacio´n de gradiente cuadrado,
φ2 ∼ ξd⊥(∆n/ξ⊥)2 (1.2)
La energ´ıa libre total de una inhomogeneidad general contiene las dos contribuciones y la tensio´n
superficial vendra´ dada por una suma de ambas.
Como consecuencia de las hipo´tesis anteriores Widom reduce el problema a fluctuaciones que
respetan siempre la forma de las fluctuaciones de volumen en cada elemento ξ⊥ y por tanto, afirma
que esta cantidad es esencialmente ξB . En consecuencia, en esta teor´ıa las tres longitudes antes
citadas se reducen a la longitud de correlacio´n del volumen, al menos en las proximidades de la tem-
peratura cr´ıtica. Por otra parte, un resultado llamativo es que, adema´s, esta distancia caracter´ıstica
ξ⊥ esta bien determinada, independientemente de las condiciones gracias a las cuales establezco una
interfase con geometr´ıa plana o del taman˜o superficial determinado macroscopicamente por L‖.
Finalmente las ideas de Widom4 cristalizan al determinar los exponentes cr´ıticos µ y ν de
γ ∼ (∆T )µ y ξ⊥ ∼ (∆T )ν , que en su teor´ıa estara´n determinados por los exponentes cr´ıticos
de ∆n ∼ (∆T )1/d y κT ∼ (∆T )−f . Esto permite cotejar su teor´ıa con datos experimentales para
µ y ν, y discutir as´ı la viabilidad de las hipo´tesis anteriores en funcio´n de las relaciones de escalado5.
4En la formulacio´n original de van der Waals no se situ´a el e´nfasis en las fluctuaciones en la densidad, como
intenta Widom en su propuesta, aunque sus resultados dan lugar al mismo comportamiento cr´ıtico de la tensio´n de
la interfase y la anchura de la interfase. Su propuesta[2, 3] data de 1894 y es la primera teor´ıa consistente de la
descripcio´n microsco´pica de la interfase l´ıquido-vapor —Rayleigh llego´ a obtener una expresio´n similar a la de van
der Waals para la tensio´n superficial aunque basa´ndose en argumentos diferentes—, previa de hecho a la formulacio´n
por Gibbs de la meca´nica estad´ıstica de colectividades. El e´nfasis en la importancia de las fluctuaciones se debe
inicialmente a la formulacio´n Einsteniana (1902-1903) de aquella, y su aplicacio´n al movimiento browniano (1905)
en que se mostro´ que la presencia de las fluctuaciones —reconocida pero no recalcada por Gibbs—ten´ıa relevancia
en determinados procesos f´ısicos. Einstein utilizo´ la presencia de fluctuaciones para demostrar la hipo´tesis ato´mica
y calcular el nu´mero de Avogadro y la aplico´ con e´xito al movimiento browniano. Es ma´s, busco un sistema donde
las fluctuaciones de la energ´ıa fueran del mismo orden que la energ´ıa misma y lo encontro´ en el caso de la radiacio´n
para dimensiones del sistema del orden la longitud de onda de esta.
5De hiper-escalado si aparece expl´ıcitamente la dimensio´n del sistema.
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1.2 Teor´ıa de Ondas Capilares
La teor´ıa de ondas capilares6 aporta una imagen f´ısica a las fluctuaciones contenidas y carac-
ter´ısticas de la interfase, para ello la supone definida como una superficie plana y se cuestiona el
trabajo mı´nimo, es decir reversible, que es necesario realizar sobre el sistema para pasar de dicha
superficie a una superficie corrugada mediante una funcio´n ξ(~R). Fenomenolo´gicamente el cam-
bio en ξ(~R) se hace a expensas de la tensio´n superficial (γlv) que penaliza incrementos de esta.
Mientras que, el campo gravitatorio (de intensidad g), necesario para mantener separadas ambas
fases y tener una interfase macroscopicamente plana, penaliza tambie´n las fluctuaciones sobre una
superficie plana7. En estas condiciones este trabajo mı´nimo se escribir´ıa como,
Lcw[ξ] =
∫
A
d~R
[
1
2
γlv|∇ξ(~R)|2 + 1
2
mgξ(~R)2
]
(1.3)
donde expl´ıcitamente suponemos amplitudes ξ(~R) pequen˜as para poder representar el cambio
de superficie por la expresio´n indicada. Para ello hemos aplicado que dada una funcio´n ξ(~R) sobre
un cierto dominio de a´rea A univaluada y diferenciable con continuidad podemos expresar el a´rea
A˜ sustentada sobre A por ξ mediante la expresio´n,
A˜ =
∫
A
d~R
√
1 + (∂xξ)2 + (∂yξ)2 (1.4)
y para amplitudes ξ(~R) pequen˜as podemos aproximar
∆A = A˜−A ∼
∫
A
d~R
1
2
|∇ξ(~R)|2 (1.5)
La aplicacio´n de la teor´ıa de fluctuaciones[5] me permite estudiar el efecto de estas sobre la
posicio´n de la interfase promediando mediante el factor de Boltzmann la expresio´n anterior8.
La resolucio´n del problema se realiza de modo directo en el espacio de Fourier donde la ecuacio´n
(1.3) queda expresada como una funcio´n de distribucio´n gaussiana multidimensional y desacoplamos
el problema en modos de oscilacio´n independientes, ve´ase §D.1.2. Una medida de la intensidad local
6Smoluchowsky y Mandelstam (1913) fueron los primeros en resaltar la importancia de las fluctuaciones te´rmicas
en las superficies l´ıquidas. El primero reformula el problema indicando que el movimiento te´rmico de las mole´culas
en una interfase fluido-fluido la deber´ıa convertir en rugosa, siendo Mandelstam quien aplicando la teor´ıa de las
fluctuaciones Einsteiniana describe el problema en te´rminos de ondas capilares. Su difusio´n definitiva no sera´ hasta
F. P. Buff, R. A. Lovett y F. H. Stillinger [4] con su conocido art´ıculo, donde rescataron estas ideas para dar forma
a la teor´ıa conocida como teor´ıa de ondas capilares (CWT).
7A la expresio´n que surge se la ha denominado hamiltoniano de drumhead, aludiendo la la formulacio´n inicial y
su solucio´n realizada por Kac en 1952 y consiste en la ecuacio´n (1.3) sin la aproximacio´n dada por (1.5).
8Interpretamos como Lcw una energ´ıa libre o como una variacio´n de entrop´ıa del sistema total cuando dejo libre
la ligadura ξ(~R) = 0.
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de las fluctuaciones es la fluctuacio´n cuadra´tica media en la posicio´n de la interfase, que resulta ser,
∆2cw =
1
βγlv
ln
[
q2max + ξ
−2
cw
q2min + ξ
−2
cw
]
(1.6)
donde ξcw es la longitud de capilaridad definida por
ξcw =
[
γlv
mg(ρl − ρv)
]1/2
(1.7)
con los valores qmin = 2pi/L‖ y qmax = 2pi/lmin. El valor de qmax esta relacionado con el nivel
ma´ximo de corrugacio´n que creemos describible mediante el funcional Lcw[ξ], sobre el trataremos
ma´s adelante. Ahora analizamos las consecuencias de qmin. Observamos que:
• Existe una divergencia posible en ∆2cw provocada por los modos de oscilacio´n con vector de
onda q-pequen˜os que necesitan muy poca energ´ıa libre para producirse si g → 0. Luego el
campo gravitatorio se convierte en esencial para mantener la interfase definida y acota el valor
de la longitud de capilaridad al orden de mm (Argo´n).
• La dependencia de ∆2cw con el campo g y L‖ es logar´ıtmica as´ı que sus efectos son dif´ıcilmente
mensurables9. Las cuestiones teo´ricas que plantea son por contra importantes.
En el contexto antes establecido ξ‖ ∼ ξcw, luego CWT establece un nexo de unio´n con ξ⊥ que
podemos identificar como ∆2cw. Si esta identificacio´n es correcta observamos que las correlaciones
superficiales se extienden a toda la interfase (para g ∼ 0+) y provocan una divergencia en la anchura
de esta. Dividir el sistema en la interfase conlleva obtener dos sistemas que ahora poseen diferentes
propiedades a las del sistema total.
1.3 Separacio´n de escala
El ana´lisis comparativo de las dos teor´ıas indica que poseen predicciones contrapuestas aunque cabe
notar que ambas teor´ıas se aplican a situaciones diferentes dentro del diagrama de fases10 hecho
permite lanzar un argumento heur´ıstico explicativo[6] de sus discrepancias: ξB es, lejos del punto
cr´ıtico, una medida microsco´pica, y de hecho, para encontrar en un sistema uniforme efectos de
taman˜o finito hemos de aproximarnos significativamente al punto cr´ıtico. Por contra ξ‖ resulta ser
casi-macrosco´pica. La primera separacio´n natural de ambos tipos de fluctuaciones resulta ser de
9Para incrementar en 10 veces la anchura deber´ıamos incrementar en 1067 el valor de la longitud caracter´ıstica
L‖ de la superficie.
10La teor´ıa de Widom la hemos justificado cerca de Tc, mientras que la hipo´tesis de superficie plana bien definida
es ma´s adecuada cerca del punto triple.
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escala11.
Figura 1.1: Esquema de dos situaciones opuestas: a la izquierda fluctuaciones superficiales con longitud
de escala mayor que ξB, a la derecha fluctuaciones superficiales con longitud de escala menor
que ξB. La longitud de correlacio´n del volumen ξB esta representada por una flecha en cada
caso. La figura de la derecha esta, por tanto, re-escalada respecto de la izquierda
.
Cualitativamente este argumento implica que localmente la anchura de la interfase puede deter-
minarse como ξB , mientras que las ondas capilares deslocalizan la interfase globalmente e introducen
la dependencia con L‖ y g. Llamando ∆2int a la anchura de la interfase sin la deslocalizacio´n que
introducen las ondas capilares en el re´gimen ma´s alla´ de ξB , la anchura total de la interfase viene
determinada por,
∆2 = ∆2int + ∆
2
cw (1.8)
Entonces Lcw se considera una descripcio´n va´lida de las ondas capilares en el re´gimen determi-
nado por largas longitudes de onda, donde presumiblemente no interfieren con las propiedades de
11Idea analizada por Weeks[6] y que consiste en dividir el sistema en columnas (ma´s tarde Kayser[7] sugiere que
deber´ıan ser celdas, esquema que Sengers y van Leeuwen[8] aplicaron sobre la base de la teor´ıa fenomenolo´gica
de Fisk-Widom) de anchura l ∼ ξB y definir para cada una de ellas una superficie de Gibbs, ve´ase ec. (3.4). El
procedimiento supone un valor similar a la longitud de correlacio´n del sistema uniforme de modo que las fluctuaciones
de volumen quedan restringidas a una columna. As´ı se obtiene, mediante argumentos heur´ısticos equivalentes a la
deduccio´n cla´sica de la teor´ıa de ondas capilares, la forma en que los grados de libertad restantes, que pueden
representarse por los diferentes valores de la superficie de Gibbs local en cada columna, y estimar su contribucio´n a
la tensio´n superficial. Se obtiene para L, esencialmente los mismos resultados que CWT y expl´ıcitamente se diferencia
el re´gimen donde deber´ıa ser va´lida CWT al menos de modo cualitativo. En cada columna, la descripcio´n realizada
por Widom, y en particular las propiedades de la anchura intr´ınseca que contiene su modelo y el comportamiento
de esta anchura y su tensio´n superficial en las proximidades del punto cr´ıtico, es correcta. El efecto de las ondas
capilares borrando la definicio´n n´ıtida de la interfase en el l´ımite de campo nulo esta en fluctuaciones que suceden
en otra escala de longitud diferente a las del volumen.
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volumen. Dada una propuesta de estructura interfacial que supongamos ausente de ondas capilares,
estructura que llamaremos intr´ınseca, es posible contrastar la ecuacio´n (1.8). Desde el punto de
vista experimental se han realizado medidas de reflectividad o´ptica12 cerca del punto cr´ıtico con
este fin. Las medidas que se realizaron en la regio´n pro´xima a la zona de criticalidad favorecen la
hipo´tesis (1.8) pero no fueron capaces de diferenciar entre propuestas para la estructura intr´ınseca
diferentes13.
Figura 1.2: Experimento basado en medidas de reflectividad o´ptica, cerca del punto cr´ıtico de las sustancias
indicadas[9, 10]. En la gra´fica L representa las anchuras que en el texto denominamos como
∆2.
1.4 Naturaleza del perfil de densidad
La teor´ıa de ondas capilares supone que el l´ıquido es de hecho incompresible, hipo´tesis que se man-
ifiesta en que la energ´ıa libre Lcw depende u´nicamente de ξ(~R) y no de la estructura intr´ınseca
sobre la que esta se sustenta. Esto permite que dada una estructura intr´ınseca descrita por ρ˜(z) y
para una corrugacio´n concreta ξ, el perfil de densidad intr´ınseco sigue r´ıgidamente a la superficie
y resulta ρ˜(z − ξ(~R)) mientras que el promedio sobre las diferentes corrugaciones da lugar al perfil
de equilibrio l´ıquido-vapor, y es dependiente de L‖ y g. En consecuencia los perfiles de densidad
l´ıquido-vapor no son una propiedad, en este sentido, universal de cada l´ıquido. Tras la teor´ıa de
12Seguidamente veremos como la reflectividad de rayos X aporta informacio´n relevante.
13Si acaso constataron que ∆2int podr´ıa ser del orden del taman˜o molecular lejos del punto cr´ıtico.
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ondas capilares resulta necesario replantearse que significado posee un perfil de densidad con una
determinada anchura finita pero que carece de las dependencias funcionales en L‖ y g expuestas,
puede verse §D.1.4 para los desarrollos anal´ıticos.
Los perfiles sin esta dependencia expl´ıcita obtenidos mediante diferentes teor´ıas[11, 12, 13] fun-
cionales14 esta´n aparentemente determinados por propiedades intr´ınsecas del fluido y no son depen-
dientes de campos externos o condiciones de frontera particulares, sin embargo, el modo de proceder
contenido en ec. (1.8) no esta exento de debate, algunos autores han utilizado dichos perfiles de
densidad como perfil intr´ınseco sobre el que descongelar las ondas capilares (sugiriendo para ello un
qmin impl´ıcito en dicho perfil) mientras que otros resaltaban que este es ya un perfil de equilibrio
aunque bajo una aproximacio´n pudiendo existir un mecanismo de saturacio´n de las ondas capilares
dentro de esta teor´ıa haciendo inconsistente este procedimiento15.
Otra v´ıa consiste en obviar inicialmente las presuntas aproximaciones a la estructura intr´ınseca
o de equilibrio l´ıquido-vapor y desarrollar al ma´ximo las implicaciones de la teor´ıa de ondas capi-
lares, volviendo para ello al problema estad´ıstico ba´sico. Frank H. Stillinger [15] fue el primero en
proponer un me´todo diferente para entrever la estructura intr´ınseca de un fluido en una interfase.
Desde las configuraciones moleculares propuso discriminar la funcio´n ξ(~R) mediante un criterio
percolativo que diferencie las mole´culas que pertenecen al l´ıquido de las correspondientes al vapor
y a partir de la primera capa de mole´culas l´ıquidas determinar el perfil intr´ınseco, que denomino´
inherente16, mediante la condicio´n de anular todas las amplitudes ξ(~qxy). El resultado propuesto ha
de ser un perfil altamente estructurado lejos de Tc con ciertas analog´ıas a la funcio´n de distribucio´n
de pares g(r).
Si la interpretacio´n de Weeks es correcta y consideramos el perfil propuesto por Frank H. Still-
inger como el perfil intr´ınseco entonces la teor´ıa van der Waals y su ρvdw presentar´ıa una cierto
promedio sobre ondas capilares, mediante dos cutoff qmin, qmax desconocidos (que pueden ser o no
los sugeridos, qmax ∼ 2pi/σ y qmin ∼ 2pi/ξB) al igual que la forma de L en este re´gimen. Bajo esta
imagen perfiles, ρ(z, qmin), obtenidos por teor´ıas a lo van der Waals pero ma´s elaboradas pueden
manifestar, cerca del punto triple donde las ondas capilares sobre una superficie fr´ıa tienen un papel
menor, suaves oscilaciones en la densidad.
14Todas estas propuestas se consideran teor´ıas va´lidas cualitativamente en las proximidades del punto cr´ıtico y dan
lugar a perfiles de densidad suaves y de anchura definida que interpolan entre ambas fases, y aunque diferentes prop-
uestas poseen dependencias funcionales diferentes para la estructura intr´ınseca, desde el punto de vista experimental
resulta dif´ıcil discriminar entre todas ellas[9, 14], como hemos indicado.
15Al debate sobre la validez de las divergencias de la teor´ıa de ondas capilares se an˜adio´ la discusio´n sobre del
papel de siguientes te´rminos del desarrollo, ve´ase ec. (1.5), ordenes ∇ξ(~R)4 cancelando la divergencia presente en
CWT.
16Ma´s reciente es la publicacio´n [16].
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El hecho de no encontrar dichas oscilaciones en la solucio´n de van der Waals y la larga tradicio´n
de perfiles suaves hizo desechar esta hipo´tesis y tambie´n otros resultados que pod´ıan indicar una
estructura en capas para los perfiles de densidad[17, 18, 19]. Incluso en las simulaciones sobre
t´ıpicos sistemas Lennard-Jones se encontraron trazas de esta posible estructuracio´n atribuye´ndose
a una estad´ıstica insuficiente y pasando por alto el papel que el taman˜o de las cajas de simulacio´n
podr´ıa tener a la luz de las dependencias que la teor´ıa de ondas capilares predice.
1.5 Cuestiones abiertas
Segu´n la argumentacio´n anterior lo pertinente ser´ıa hablar de un perfil de densidad indicando el
nivel de corrugacio´n sobre el que ha sido promediado, pero aun queda resolver la cuestio´n del valor
f´ısico de |q|max sobre el cual no tiene sentido la imagen f´ısica de ondas capilares, a primera vista
podr´ıamos hacerlo del orden del taman˜o molecular indicativo de que fluctuaciones con longitud de
onda menor no son posibles. En la pra´ctica para de vectores de onda grandes podemos perder la
posibilidad de aproximar la superficie por una funcio´n suave y en cualquier caso, dada una fluc-
tuacio´n de la densidad en este re´gimen, no resulta evidente como podemos separar las fluctuaciones
de volumen de las de superficie antes diferenciadas por su escala de aplicabilidad en la l´ınea de la
argumentacio´n de Weeks17.
Para definir de modo riguroso la estructura intr´ınseca y delimitar las condiciones en que la
imagen f´ısica dada por las ondas capilares posee significado real el objetivo que se nos presenta es
separar ambos tipos de fluctuaciones en la escala en que conviven, definir de un modo adecuado un
perfil exento de fluctuaciones de superficie y conseguir expresar la energ´ıa libre que cuesta descon-
gelar sobre este perfil las ondas capilares. Esta energ´ıa libre adquiere la forma de un funcional18 de
ξ(~R) que debe permitir restituir los grados de libertad colectivos expresados en las ondas capilares
y recuperar entonces las propiedades de equilibrio de la interfase l´ıquido-vapor.
Concluyendo, si bien hemos determinado el rango de aplicabilidad de CWT no hemos resuelto
mucho ma´s. Este era el estado del conocimiento de las fluctuaciones superficiales en los inicios de la
pasada de´cada cuando empezaron a realizarse tanto experimentos como simulaciones encaminados
a resolver algunas de las disyuntivas que resumimos a continuacio´n:
17Si descendemos a niveles menores de ξB no estar´ıamos seguros de poder asignar a esta tensio´n superficial su
valor macrosco´pico y por tanto habr´ıamos de escribir γ(|q|) hacie´ndola depender de la variable que creemos relevante
en la descripcio´n de la fluctuacio´n superficial, sin embargo la introduccio´n de esta dependencia manteniendo la forma
de L no es del todo evidente. En las condiciones pra´cticas en que 2pi/|q|max > ξB la aproximacio´n γ(|q|) = γlv como
la tensio´n superficial macrosco´pica es adecuada, y escribir L una aproximacio´n viable.
18Necesitamos una definicio´n de ξ(~R) descorrelacionada estad´ısticamente del perfil intr´ınseco si esperamos man-
tener una forma similar pero generalizada de CWT, en el sentido de teor´ıa gaussiana anal´ıticamente resoluble.
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• Conocemos el comportamiento de las fluctuaciones de superficie para largas longitudes de onda
pero no hemos resuelto como separarlas de modo efectivo de las fluctuaciones de volumen en
las escalas en que ambas conviven.
• No resulta evidente que ρvdw(z) ha ser el perfil sobre el que descongelar sin ma´s los grados
de libertad propuestos por CWT ni, en el caso en que lo fuera, cual ser´ıa el valor de qmax que
incluir´ıa este19, el valor de qmin viene determinado por el taman˜o del sistema.
• En este punto no tenemos una idea n´ıtida de la forma funcional que tiene el coste en energ´ıa
libre de las fluctuaciones superficiales en la escala de longitudes de onda pequen˜as20. Ni como
enlazarlo a la definicio´n rigurosa de un perfil exento de estas.
En principio se puede intentar deducir L desde una teor´ıa ma´s fundamental con base mi-
crosco´pica donde se pueda hacer expl´ıcitamente el enlace entre los diferentes niveles de descripcio´n.
En el contexto de la teor´ıa del funcional de la densidad ha habido varias aportaciones[21, 22] in-
tentando evaluar la diferencia de energ´ıa libre entre un perfil interpretado como un perfil intr´ınseco
plano y un perfil corrugado segu´n una cierta funcio´n ξ(~R). La mayor´ıa parten de perfiles intr´ınsecos
que, o bien son funciones paso, o bien son funciones suaves y se realizan tratamientos mediante fun-
cionales locales, limitaciones que impiden indagar en las cuestiones abiertas sobre el perfil intr´ınseco.
Sin embargo en los u´ltimos an˜os las diferentes ima´genes f´ısicas acerca de la estructura de la interfase
s´ı han podido ser contrastadas mediante simulaciones y experimentos de reflectividad de rayos X,
estos u´ltimos notablemente determinantes.
1.6 Experimentos de Reflectividad de Rayos X
En la pasada de´cada la aplicacio´n de te´cnicas experimentales de rayos-X procedentes de fuentes
sincrotro´n ha tenido un notable e´xito en la caracterizacio´n de la estructura superficial de sistemas
l´ıquidos[23]. Si bien es bastante conocida su aplicacio´n a sustancias so´lidas, no lo es tanto a sus-
tancias l´ıquidas en lo que a la influencia de las fluctuaciones superficiales se refiere. Introducimos
sus diferencias y las diferentes aproximaciones y me´todos utilizados para poder interpretar los re-
sultados experimentales.
Figura 1.3: Geometr´ıa esencial de los experi-
mentos de reflectividad de rayos X,
ve´ase [24]
El ı´ndice de refraccio´n de rayos-X en ma-
teria es menor de la unidad lo que implica
que para a´ngulos de incidencia pequen˜os es
posible conseguir reflexio´n total externa. La
19Contrastar con el ana´lisis de R.Evans[20] en la interpretacio´n del ana´lisis de Wertheim aplicado a la teor´ıa de
van der Waals.
20Extensiones fenomenolo´gicas como el hamiltoniano de Helfrich que incluye ma´s te´rminos adema´s del incremento
de a´rea han de ser interpretados con teor´ıas cuya base sea realmente microsco´pica[21].
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cinema´tica del proceso de dispersio´n la pode-
mos ver en la figura anexa (1.3) donde α =
β e ∆θ = 0 es la condicio´n especular,
nos interesara´ esencialmente la dependencia de
la reflectividad con qz, el momento trans-
ferido en la direccio´n perpendicular a la inter-
fase21.
Por reflectividad entendemos la intensidad del
haz reflejado respecto del haz incidente sobre una
superficie contenida en el plano (x,y).
Para una interfase plana ideal tanto en el plano de incidencia como en la separacio´n entre dos
sistemas de densidad constante en la direccio´n perpendicular a dicho plano22 el valor de la reflec-
tividad se conoce como reflectividad de Fresnel23 (RF ) y puede ser determinado mediante la teor´ıa
electromagne´tica. El resultado es una reflectividad decreciente con el a´ngulo de incidencia a partir
de un a´ngulo cr´ıtico de reflexio´n total, αc, y la absorcio´n jugando solo un papel relevante para
a´ngulos menores que dicho a´ngulo cr´ıtico24.
Para una interfase difusa25 en cambio la reflectividad R(α) presenta un decrecimiento mayor
que la reflectividad de Fresnel. La determinacio´n de esta reflectividad es posible realizarla para
a´ngulos suficientemente mayores que un a´ngulo cr´ıtico mediante argumentos ana´logos a la aproxi-
macio´n de Born, es decir, despreciando dispersio´n mu´ltiple de rayos-x. La discusio´n se realiza ma´s
adecuadamente en te´rminos de la seccio´n eficaz diferencial de dispersio´n que es proporcional a la
intensidad y que se expresa en esta aproximacio´n como26 ,
dσ
dΩ
= r2eρ
2
bulk
∣∣∣∣ 1ρbulk
∫
e−i~q~rρ(~r)
∣∣∣∣2 (1.10)
21Las te´cnicas de Rayos X utilizadas por los diferentes grupos experimentales son principalmente tres: reflectividad
especular, scattering difuso y Grazing Incidence Diffraction (GID).
22En este caso podemos representar la estructura perpendicular mediante una funcio´n
ρ(z) = ρ1 + (ρ(0)− ρ1)θ(z − 0) (1.9)
23Y depende esencialmente del a´ngulo incidente o para reflexio´n especular del valor del vector de onda transferido
en la direccio´n perpendicular a la superficie
24La aproximacio´n ma´s sencilla es RF (α) ∼ (αc2α )4, donde α es el a´ngulo de incidencia, para a´ngulos de incidencia
mayores que el cr´ıtico esta aproximacio´n es correcta y es el re´gimen donde encontramos la f´ısica que nos interesa.
25Entenderemos por interfase difusa, un perfil suave, es decir, una interpolacio´n suave hacia la densidad del
l´ıquido en la direccio´n perpendicular al plano de incidencia, esta sera´ plana en el plano de incidencia sino presenta
fluctuaciones superficiales o sera´ rugosa si las presenta.
26donde re es el radio del electro´n cla´sico, para nosotros una constante con unidades de longitud.
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en el caso de una superficie perfectamente plana, no rugosa pero si difusa, podemos integrar en
el plano (x,y). Si Axy es el a´rea iluminada tenemos,
dσ
dΩ
= r2eρ
2
bulkAxy4pi
2δ(2)(~qxy)
∣∣∣∣ 1ρbulk
∫
dze−iqzzρ(z)
∣∣∣∣2 (1.11)
en el caso de un perfil abrupto podemos integrar tambie´n en la coordenada z resultando 1q2z
, por
tanto resulta conveniente expresar lo anterior mediante,
dσ
dΩ
= r2eρ
2
bulkAxy4pi
2δ(2)(~qxy)
1
q2z
∣∣∣∣Φ(qz)∣∣∣∣2 (1.12)
donde hemos definido |Φ(qz)|2 que se denomina factor de estructura superficial y es donde
interviene la estructura en la coordenada z de nuestro perfil de densidad de equilibrio. Las medidas
se suelen expresar mediante la relacio´n entre la reflectividad medida y la reflectividad de Fresnel
toda vez que el resto de contribuciones u´nicamente me indican que he de medir en las condiciones
de reflexio´n especular y son comunes para una interfase plana y una difusa,
R(qz)
RF (qz)
= |Φ(qz)|2 =
∣∣∣∣ 1ρbulk
∫
dz
d < ρ(z) >
dz
e−iqzz
∣∣∣∣2 (1.13)
El valor de ρbulk es la densidad media electro´nica de la muestra lejos de la superficie (valores de
z ya en el sistema homoge´neo).
Nos interesa ver para diferentes propuestas funcionales de ρ(z) que repercusio´n tienen en |Φ(qz)|2,
para ello ve´ase la figura (1.4). En ella apreciamos como la diferencia en el factor de estructura su-
perficial de un perfil suave y un perfil oscilante esta en la presencia de un cuasi-pico de Bragg en
este u´ltimo. En la discusio´n que nos ocupa sobre el perfil intr´ınseco el hecho clave es que ha sido
visualizado para metales l´ıquidos gracias a la incorporacio´n de fuentes sincrotro´n de rayos-X, con
todo aun establecido el cara´cter estructurado en capas del perfil de densidad de estos sistemas han
surgido dos cuestiones:
• ¿Es este comportamiento general de todos los sistemas l´ıquidos?
• ¿Que´ papel juega la teor´ıa de ondas capilares en ellos? ¿Es este papel mensurable?
A la primera cuestio´n ha recibido diferentes propuestas, inicialmente se ha considerado, en
efecto, asociada a la naturaleza meta´lica de las sustancias utilizadas en los primeros experimentos
de reflectividad que induce a pensar en una propiedad exclusiva de los sistemas meta´licos, de he-
cho parte de los experimentos fueron motivados por la prediccio´n de este comportamiento[26], la
propuesta considera que la diferencia en la densidad de electrones entre las fases vapor y l´ıquido
tiene una implicacio´n en la estructura de la interfase debido a que la ca´ıda abrupta de la densidad
electro´nica actu´a como una barrera para los iones que responden ordena´ndose en capas[27, 28] en-
torno a la superficie. Sin embargo a la vista de los experimentos surge otra propuesta que parte de
la idea de determinar que caracter´ıstica de estos sistemas es relevante desde el punto de vista de la
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Figura 1.4: Relacio´n entre los perfiles ρ(z) y el factor de estructura superficial Φ(qz) para varias prop-
uestas. El perfil intr´ınseco estructurado puede dar lugar a un cuasi-pico de Bragg. Vease´
referencia[25]
segunda cuestio´n planteada. Vamos a intentar analizar someramente el papel de la teor´ıa de ondas
de capilaridad en las medidas de reflectividad para encontrar esta propiedad relevante.
Si deseamos incorporar hipo´tesis relativas a una superficie no necesariamente plana, adema´s
de un perfil estructurado, debemos incorporar una funcio´n ξ(x, y) que de cuenta de las diferencias
locales respecto de una superficie plana. El resultado es que perdemos la integracio´n en el plano
(x,y) y la contribucio´n directa de una funcio´n δ(2)(x, y) quedando (englobamos en C las constantes
que no son necesarias en la discusio´n),
dσ
dΩ
= C
∫
z1>0
dz1dz2d
2~rxy < ρ(~rxy, z1)ρ(0, z2) > e
−iqxy~rxyeiqz(z1−z2) (1.14)
El promedio indica funciones de correlacio´n de la densidad. Resolver como expresar esta integral
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de forma que expl´ıcitamente veamos las contribuciones superficiales conlleva poder separar las
fluctuaciones superficiales de las de volumen en todas las escalas. El modo usual de proceder es
realizar hipo´tesis iniciales similares al ana´lisis de Weeks, ve´ase nota en §1.3, e imaginar que de
algu´n modo hemos promediado en la estructura ma´s local de la superficie al menos hasta longitudes
del orden de las correlaciones de volumen. Bajo esta suposicio´n separamos expl´ıcitamente las
contribuciones en dos escalas,
dσ
dΩ
= C
∫
z1>0
dz1dz2d
2~rxye
−i~qxy~rxyeiqz(z1−z2) (1.15)
[ρ(z1 − ξ(~rxy))ρ(z2 − ξ(0))+ < δρ(~rxy, z1)δρ(0, z2) >]
la parte con valores de ~rxy > ξB lleva incorporada una aproximacio´n presente en la CWT, sobre
ella se hara´ hincapie´ ma´s adelante. El segundo te´rmino da cuenta de la escala en longitudes de
onda menores que ξB y aglutina por tanto dos aspectos diferentes la dispersio´n difusa procedente
de las fluctuaciones de volumen y las fluctuaciones de superficie a la misma escala. La expresio´n
dada por el primer integrando sera´ la aportacio´n relevante en la condicio´n especular y puede ser
escrita como,
dσ
dΩ
= C˜
|Φ(qz)|2
q2z
∫
~rxy>ξB
d2~rxy < e
−iqz [ξ(~rxy)−ξ(0)] > ei~qxy~rxy (1.16)
ahora la definicio´n del factor de estructura superficial queda como,
Φ(qz) =
∫
dz
∂ρ(z − ξ(~rxy))
∂z
eiqz(z−ξ(~rxy)) (1.17)
Hasta ahora como comenta´bamos so´lo hemos tratado el problema de como la estructura per-
pendicular a la superficie del sistema influye en la medida de la reflectividad, obviamente tanto
en sistemas so´lidos como en sistemas l´ıquidos tenemos una estructura superficial que condicionara´
nuestras medidas de reflectividad. Si podemos caracterizar esta estructura superficial mediante
ξ(~R), su relevancia en un experimento conlleva determinar las correlaciones de alturas sobre la
superficie < [ξ(~R1)− ξ(~R2)]2 >.
La principal diferencia entre un so´lido y un l´ıquido es que estas correlaciones suelen ser de
corto alcance en el primero27 y como hemos comentado (y veremos en detalle ma´s adelante) son de
largo alcance en el segundo. Esto plantea dos situaciones contrapuestas en ambos sistemas cuando
intentamos determinar la seccio´n eficaz diferencial de dispersio´n en ambos casos, emergen entonces
dos situaciones diferentes:
27Rigurosamente hablando no es cierto y la temperatura condiciona que podamos hablar o no de correlaciones
de corto alcance en un so´lido. Los trabajos experimentales de reflectividad de rayos X se realizan en el rango de
temperaturas en que esta afirmacio´n es cierta.
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• Si las correlaciones superficiales son de corto alcance es posible diferenciar las dos contribu-
ciones a la integral en el plano (x,y) una correspondiente a la reflexio´n especular que estara´
caracterizada por una expresio´n similar al caso plano con un factor gaussiano procedente de
las correlaciones superficiales pero que esta acotado por su alcance finito, expl´ıcitamente para
distancias grandes < [ξ(~R)− ξ(0)]2 >∼ 2 < ξ(0)2 > . Y otro te´rmino que se corresponde con
una dispersio´n difusa procedente de la rugosidad superficial. La primera condicio´n establece
reflexio´n especular por tanto mediante dos medidas (con y sin ∆θ = 0) es posible determinar
la contribucio´n R(qz)/RF (qz) ∼ eσ2q2z |Φ(qz)|2.
Para el so´lido tendr´ıamos,
dσ
dΩ
= C|Φ(qz)|2q−2z e−q
2
z<ξ(0)
2>δ2(qxy) (1.18)
• La situacio´n es algo ma´s complicada si las correlaciones superficiales son de largo alcance ya
que la diferenciacio´n entre reflexio´n especular y difusa para a´ngulos cercanos a la condicio´n
especular es dif´ıcil y la reflectividad pasa a depender de la resolucio´n del espectro´metro.
Para un l´ıquido tendr´ıamos,
dσ
dΩ
= C˜|Φ(qz)|2 4
βγ
q−2xy
[
qxy
qmax
]η
(1.19)
donde se ha utilizado para la funcio´n de correlacio´n de alturas < [ξ(~R1) − ξ(~R2)]2 > la
expresio´n dada por la teor´ıa de ondas capilares28. Su validez en funcio´n de lo comentado
anteriormente esta entre ξB < r < ξcw donde ξB como antes determina qmax.
La medidas de reflectividad implican la integracio´n en el a´ngulo so´lido del detector y por tanto
involucran una dependencia expl´ıcita con la resolucio´n de este y su geometr´ıa, para un detector
circular podemos determinarla y tenemos la expresio´n,
R(qz)
RF (qz)
= |Φ(qz)|2
(
qres
qmax
)η
(1.20)
Si el factor de estructura superficial determina la presencia de un pico aun tendremos que
identificarlo a pesar del factor que en la seccio´n eficaz lo acompan˜a y separarlo de la difusio´n que
las fluctuaciones de volumen introduzcan. Las condiciones basadas en la expresio´n anterior en que
el cuasi-pico de Bragg es visualizadle se dan solo para η < 2 ya que solo entonces puedo diferenciar
ambos tipos de fluctuaciones. En este sentido el para´metro η me determina el rango de fluctuaciones
que estoy observando y para η > 2 ambas esta´n en la misma escala (en las condiciones de CWT).
En consecuencia el para´metro η plantea cuestiones importantes acerca de los sistemas en los debo
28Vea´se §D.1.4 para su desarrollo anal´ıtico.
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realizar experimentos as´ı como el rango en que es posible visualizar resultados. Este para´metro
viene dado por,
η =
q2z
2piγβ
(1.21)
Observamos que la diferenciacio´n de las contribuciones estructurales sera´ ma´s n´ıtida para l´ıquidos
con valores altos de la tensio´n superficial lo que explica que ha sido observada esencialmente en
metales l´ıquidos estables a bajas temperaturas. Podemos comparar diferentes l´ıquidos mediante los
datos de la tabla (1.1).
Elemento γlv (mN/m) Tp (Kelvin) Tpγ
−1
lv qpico A˚
−1 ηpico
Hg 498 234.28 0.47 2.3 0.53
Ga 718 302.93 0.42 2.6 0.61
In 556 429.32 0.77 2.2 0.80
K 110 336.6 3.06 1.5 1.59
Na 191 371.0 1.94 1.9 1.54
Ar 13 83.80 6.44 4.1 3.83
Au 1169 1337.3 1.14 2.5 1.34
Tabla 1.1: Datos para metales l´ıquidos cerca de punto triple. Recogidos de la referencia [29].
Los valores clave para poder visualizar una estructura superficial son los que indica ηpico, es
decir, el valor del exponente η en el qz que esperamos caracter´ıstico del cuasi-pico de Bragg, valo-
res de η mayores de 2 para este qz,pico imposibilitan detectar la estructura del perfil de densidad
contenida en Φ(qz). Los candidatos ideales en la tabla son Hg, Ga, In[30], Au. Mientras que el Ar
resulta inaccesible a las medidas experimentales y los modelos como K, Na se situ´an en el l´ımite
accesible ya que limitaciones experimentales29 hacen dif´ıcil llegar de modo fiable a un valor mayor
de 1.5. Observar el cuasi-pico de Bragg esta condicionado a tener l´ıquidos con
Tp
γlv
pequen˜o y un
ordenamiento estructural intr´ınseco tal que qz,pico no quede fuera del alcance experimental.
Esto se puede apreciar de modo n´ıtido en las figuras (1.5) y (1.6), la primera de ellas muestra
el papel de η posibilitando o no la diferenciacio´n de la estructura, mientras que la comparacio´n
29Adema´s de las condiciones impuestas por el η l´ımite teo´rico hay otros factores que limitan esta resolucio´n
ma´xima accesible, como el scattering difuso por el vapor, la pureza de la muestra en la superficie o la reactividad del
l´ıquido en contacto con el aire, algunas de estas limitaciones pueden ser solventadas mediante medidas en UHV(ultra
alto vac´ıo). Las caracter´ısticas de la ventana del detector son el otro factor limitante.
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orders of magnitude smaller than that of Ga at the same
values of qz . Even at high-flux synchrotron facilities such as
the Advanced Photon Source the low count rates of the re-
flectivity signal observed at qz!1.0–1.1 Å
!1 are among the
dominant limiting factors of the qz range accessible in this
experiment.
IV. MEASUREMENTS
To partially compensate for the low intensity the off-
specular diffuse scattering measurements were carried out
using a linear position sensitive detector "PSD#, rather than a
point detector. In Fig. 3 we show a diffuse scattering profile
as a function of qxy . The specular condition corresponds to
qz"0.3 Å
!1. The profile exhibits a sharp peak whose width
is dominated by the instrumental resolution, however, the
long tails are an intrinsic property of the capillary wave sur-
face roughness. We note that the data shown represents the
intensity difference for data obtained at $%"0 and $%"
#$%offset with either a position sensitive detector "PSD# or
with a point detector. An advantage of the PSD configuration
is that it permits the entire profile to be acquired simulta-
neously for a wide range of the output angles & for a fixed '.
We carefully checked for possible instrumental errors asso-
ciated with the PSD "saturation or nonlinear effects# by com-
paring data obtained with both the PSD and a point detector.
As shown in Fig. 3, data obtained with both configurations
are indistinguishable. Further, this comparison allowed an
accurate determination of the PSD spatial resolution, about
0.22 mm vertically. To provide for a reasonable comparison
with the point detector, the vertical slit was set to match the
resolution of the PSD. The solid line in Fig. 3 represents the
theoretical prediction for the different intensity, obtained by
numerically integrating d(/d) in Eq. "1# over the known
resolution. The known values of the incident angle ', tem-
perature T, surface tension *, x-ray energy, and detector reso-
lution were used without any adjustable parameters. The es-
sentially perfect agreement between both experimental data
sets and the theoretical simulations strongly supports the the-
oretical model for the effect of the thermally induced surface
excitation on the diffuse x-ray scattering from the surface.
Further diffuse scattering data were collected with the
PSD, which proved to be especially useful at higher values
of qz , where the weaker scattering makes it increasingly
more difficult to separate the specular signal from the power-
law wings as + approached 1. Figure 4 shows a set of diffuse
scattering scans measured with a PSD and the corresponding
calculated theoretical predictions, for several qz values "0.3,
0.4, 0.6, 0.8, 1.0, and 1.1 Å!1#. Each curve represents a
difference between a diffuse measurement in the plane of
incidence ($%"0) and an average of two measurements
taken by displacing the detector out of the plane of incidence
by an angle of $%offset"#0.2°. Theoretical simulations in-
clude the same subtraction operation as well. All data sets are
normalized to unity at qxy"0 for easier comparison. As qz
gets larger, the ratio of specular signal to the diffuse wings
decreases, and the specular peak eventually disappears under
the off-specular diffuse wings. In the curve measured at (qz
"1.2 Å!1), shown in the inset of Fig. 4, the specular peak
all but disappears. The solid lines that represent numerical
integration of the capillary-wave theory ,Eq. "1#- show a
remarkably good agreement with experimental data. The
only adjustable quantity in these theoretical curves is the
form of .(qz). As discussed below, one common form was
used for all data sets.
This agreement provides additional support for the ab-
sence of surface contamination, since the presence of any
FIG. 3. Comparison of x-ray diffuse scattering scans taken with
point detector—filled squares, and position sensitive detector
"PSD#—open circles. The specular condition corresponds to qz
"0.3 Å!1. The resolution of the bicron detector "0.22 mm verti-
cally and 2.5 mm horizontally# was chosen to match that of a PSD.
Also shown is a line which represents theoretical modeling using
the capillary-wave theory for given resolution, temperature "70 °C#
and surface tension "110 mN/m#.
FIG. 4. X-ray diffuse scattering scans taken with PSD, as a
function of wave-vector transfer component qxy . Specular condi-
tion corresponds to values of qz "bottom to top#: 0.3, 0.4, 0.6, 0.8,
1.0, and 1.1 Å!1. For comparison, the scans are normalized to unity
at qxy"0. Lines represent theoretically simulated scans for given
values of qz . The inset shows a similar scan taken at 1.2 Å
!1, for
which the specular peak is marginally observable.
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Figura 1.5: Valores de reflectividad para K, normalizado a 1. Las diferentes gra´ficas muestran valores
di eren es de qz, valores mayores implican un mayor valor de η y se hace ma´s dif´ıcil diferenciar
el cuasi-pico de Bragg. En el inset se visualiza un valor de η previo al qz,pico esperado lo que
imposibilita la resolucio´n completa del factor de estructura. Son medidas de scattering difuso.
La anchura del pico entorno a qxy = 0 esta condicionada por la resolucio´n del detector. Ve´ase
[24]
con dos modelos donde esto es posible se hace en la segunda de ellas. Un sistema particularmente
adecuado es el Galium, vamos a analizar datos experimentales[31, 32, 33] referentes a e´l y conden-
sados en la figura (1.7). Podemos observar la presencia del cuasi-pico de Bragg y como, mientras
su localizacio´n en qz permanece constante, su intensidad disminuye al aumentar la temperatura
induciendo una correspondencia con perfiles con una estructura progresivamente ma´s amortiguada.
Resulta conveniente escribir,
R(qz, T )
RF (qz)
= |Φ(qz,T )|2 =
∣∣∣∣ 1ρ0
∫
dz
d < ρ(z) >T
z
eiqzz
∣∣∣∣2 (1.22)
donde expl´ıcitamente indicamos la dependencia con la temperatura. Para poder contrastar CWT
con diferentes perfiles intr´ınsecos hemos de medir reflectividades que resultan de la integracio´n de
la seccio´n eficaz diferencial, sobre el a´ngulo so´lido sustendido por el detector y la sen˜al medida
(por tanto incluso en el caso especular depende de la resolucio´n del espectro´metro.). De la figura
(1.7) surge la hipo´tesis de la existencia de un perfil sobre el que las fluctuaciones superficiales son
introducidas dando lugar a esta dependencia. La aplicacio´n de la teor´ıa de capilaridad tal y como
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kind of inhomogeneous film at the surface would manifest
itself in extra x-ray diffuse signal which could not be ex-
plained by capillary wave theory alone. Figure 5 shows the
effect of varying the shape of the detector resolution on the
diffuse scattering data. Changing the horizontal size of the
slit in front of the PSD has little effect on either the measured
intensity of the specular peak, because of the intrinsic prop-
erty of the singularity, or on the diffuse scattering at small
qxy , because it is sharply peaked around qxy!0. However,
far away from the specular condition, the signal is directly
proportional to the area of the resolution function, and scales
with the size of the slits.
The excellent agreement between the experimental mea-
surements and the theoretical simulations strongly supports
our conclusion that by the methods above one can account
properly and accurately for both the capillary-wave-induced
diffuse scattering in, and the resolution effects on, the mea-
sured data. We have therefore employed these results to ana-
lyze the specular reflectivity data, to find out whether
surface-induced layering exists at the surface of K. Specular
reflectivity measurements were made by scanning !!" at
both #$!0 and #$!"#$offset . The " resolution, #"
!0.2°, was set by fixing the height of the detector slit at 2.5
mm, located 714 mm away from the center of the sample.
Likewise, the horizontal resolution was defined by a 2.5-
mm-wide slit located at the same position. The ratio of the
difference between the specular signal measured at #$!0
and at #$!"#$offset to the theoretical Fresnel reflectivity
from the K liquid-vapor interface is shown in Fig. 6. As
expected, there is a Debye-Waller-type effect that causes the
data to fall below unity with increasing qz . However, the
measured curve %points& decreases slower than the theoretical
prediction %dashed line& for the Debye-Waller-like factor in
Eq. %1& convolved with the resolution function.
Figure 7 shows the form factor '(qz), obtained by divid-
ing the data in Fig. 6 by the integral of the Debye-Waller
factor (see Eq. %1&) over the resolution function. In order to
compare it with the surface structure factors measured pre-
viously for other liquid metals, we have normalized qz by the
value of qpeak—the value of qz at which the layering peak is
observed or is expected to be observed. In fact we are com-
paring the electron density structure factors of the different
metals. Alternatively we might have compared the atomic
densities; however, none of the atomic form factors vary by
FIG. 5. Effects of varying the horizontal resolution function on
the diffuse scattering data. Diffuse scans taken with PSD, peak po-
sition corresponding to qz!0.4 Å
#1, as a function of angular de-
viation from specular condition (!#") with fixed vertical resolu-
tion %0.22 mm&, while horizontal resolution was changed %bottom to
top: 2, 4, 8 mm&.
FIG. 6. Fresnel-normalized reflectivity signal R/R f(qz) for liq-
uid K %circles& compared to capillary wave predictions %dashed
line&. The inset shows the capillary wave factor * for liquid K as a
function of qz .
FIG. 7. Surface structure factor '(qz) for liquid Ga %open
circles&, liquid In %open squares&, and liquid K %filled circles& ob-
tained from x-ray reflectivity data by deconvolving resolution,
Fresnel reflectivity, and capillary wave contributions, shown here as
a function of qz /qpeak ; here qpeak is the value of qz at which the
layering peak is observed %2.4 Å#1 for Ga and 2.2 Å#1 for In& or is
expected to be observed %1.6 Å#1 for K&. The inset shows the same
three sets of data extended to a greater range.
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Figura 1.6: Comparacio´n del K con Hg y Ga. En ellos es posible resolver la estructura a valores de
η pequen˜os y por tanto contrastar posibles perfiles de densidad. La gra´fica muestra que el K
puede seguir siendo un candidato a perfil intr´ınseco estructurado aunque sea dif´ıcil resolver
completamente Φ(qz). Ve´ase [24]
ha sido introducida previamente lleva a los experimentales a escribir:
R(qz, T )
RF (qz)
= |Φ(qz, T )|2e−∆2cwq2z (1.23)
Y la contribucio´n de las ondas capilares sobre un perfil que nominalmente no las tiene viene
determinado por el factor indicado donde la dependencia con la resolucio´n del detector participa de
∆2cw de modo ana´logo a la dependencia en L‖ que ten´ıamos en la expresio´n de CWT . Su aplicacio´n
a los resultados experimentales es notable permitiendo obtener los resultados de la derecha en la
figura (1.7).
Al respecto de los modelos para perfiles intr´ınsecos utilizados para el Galium ba´sicamente son
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Figura 1.7: Izquierda: R/RF para Galium l´ıquido en funcio´n de la temperatura. El mayor pico cor-
responde a 22◦C y el ultimo a 160◦C. Derecha: Substraccio´n de la contribucio´n de las
fluctuaciones superficiales predichas por CWT. Ve´ase [34]
dos,
ρ(z) = ρbulk
∞∑
i=0
d
2piσi
e
−(z−id−z′)2
2σ2
i (1.24)
ρ(z) = ρbulk
[
1 +Ae−
z−z′
λ sen
(
2pi(z − z0 − z′)
d
)
erf
(
z
σ0
)]
(1.25)
usualmente el primero es preferido pues tiene menos para´metros libres (σ2i = iσ¯
2 + σ20). En am-
bos casos el procedimiento es realizar la transformada Fourier para obtener Φ(qz) y ajustar los
para´metros del modelo a partir de las medidas. De aqu´ı se cotejan los posibles modelos de perfil
intr´ınseco. En el caso del Hg[35, 33] se utiliza el primero de los modelos pero la primera capa es
sustituida por una contribucio´n n0δ(z).
La situacio´n respecto de las cuestiones planteadas es, primero la observacio´n en determinados
l´ıquidos de un perfil intr´ınseco estructurado, y segundo la necesidad para su medicio´n de valores
de valores altos de tensio´n superficial y bajos para el punto triple de modo que podamos enfriar lo
suficiente la superficie y en consecuencia hagamos visible la estructura detra´s de las fluctuaciones
de superficie. Queda el problema de determinar si esta propiedad estructural es universal ma´s alla´
de su posible medicio´n o es una propiedad concreta de metales l´ıquidos como Galium o el Mercurio.
En el primero casos hemos de encontrar el feno´meno f´ısico subyacente a la estructuracio´n, en el
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formed at the edges of the sample, while the center remained
clean. X-ray reflectivity measured during oxidation showed
no changes until the floating oxide regions grew large
enough to reach the area illuminated by the x-ray beam, at
which point the macroscopically rough surface scattered the
reflected signal away from the specular condition. This result
is in sharp contrast to the formation of the highly uniform, 5
Å thick, passivating oxide layer we previously observed to
form on liquid Ga under the influence of the same amount of
oxygen.27
V. DISCUSSION
The macroscopic density profile extracted from the reflec-
tivity measurements is resolution dependent since the density
oscillations are smeared out by thermally activated capillary
waves as described in the Theory section. This smearing de-
pends on the temperature and surface tension and hence also
varies for different liquids. The macroscopic density profile
directly extracted from the experiment is the averaged den-
sity profile !"(z)#T shown in previous publications.
7–9,28 In
order to compare the intrinsic layering properties in different
liquid metals, it is necessary to remove these thermal effects
that vary from metal to metal and experiment to experiment
and to obtain the intrinsic or local density profile "˜(z). Pre-
vious temperature dependent reflectivity measurements of
liquid Ga around the specular position have shown that the
resolution dependent roughness is well described by the
capillary wave $CW% prediction.9 Similar conclusions
were reached from T-dependent measurements of liquid
paraffins.40 Here, we employed a different approach to verify
that the CW prediction holds for liquid In, performing dif-
fuse scattering measurements at a single temperature at dif-
ferent angles of incidence. The magnitude and the angular
dependence of the diffuse scattering is in full compliance
with the predictions of the capillary wave model without
using any adjustable parameters. This is demonstrated by the
perfect agreement of the diffuse scattering profiles with the
theoretical curves in Fig. 3. This allows us to directly calcu-
late the local density profile "˜(z) by simply setting &!0. A
comparison between the local density profile "˜(z) and the
temperature averaged density profile !"(z)#T is made in Fig.
4$a%. In this single-T approach the effects of the intrinsic, T
!0, roughness '0, and the cutoff qmax cannot be unambigu-
ously separated,41 as was possible for the T-dependent mea-
surements in alkanes40 and Ga.9 However, this does not af-
fect our main conclusion that the surface roughness, as
probed by the DS, is entirely due to thermally activated cap-
illary waves.
The local density profile of liquid In is compared with that
of Ga in Fig. 4$b%. Profiles derived from the extremal param-
eters of fits to R(qz) and from extremal values for tempera-
ture, surface tension, and resolution function are indistin-
guishable on the scale of the figure. The amplitude of the
first density peak for In is comparable to that of Ga. This
reflects the fact that in the region nearest the surface, the
FIG. 3. Diffuse scattering as a function of scattering angle ( for
different fixed incoming angles ). Solid lines: Diffuse scattering
calculated from the experimentally determined structure factor with
no further adjustable parameters. Inset: linear plot emphasizing the
fit near the specular peak for )!4.5°.
FIG. 4. $a% Comparison of the local real space density profile for
liquid indium $—% with the thermally averaged density profile for
the same metal $ %. The averaged density profile is directly
accessible by experiment and has been measured at 170 °C. $b%
Real space local density profile for liquid gallium $ % and
liquid indium $—% after the removal of thermal broadening. Densi-
ties "˜(z) are normalized to the bulk densities "* of liquid gallium
and indium. Inset: Decay of the amplitude of the surface-normal
density profile for liquid Ga $open circles% and liquid In $filled
circles%. The lines represent the fit of this decay of the surface
layering to the form exp("z/l) for liquid Ga $ % and In $—%.
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Figura 1.8: Perfiles intr´ınsecos. (a) Se compara el perfil intr´ınseco con el perfil medio que incluye parte
del espectro de ondas capilares. (b) Se visualiza las propuestas para perfil intr´ınseco en los
elementos Galium e Indium.
segundo caso la base f´ısica de la estructuracio´n podr´ıa ser la propuesta por Rice et al pero indicar´ıa
que otros sistemas no meta´licos, como por ej mplo el agua no p seen esta propiedad estructural.
En esta l´ınea se han realizado experimentos de reflectivid d[24, 36] para el agua y se han comparado
con el K (Potasio) cuya tensio´n superficial es similar podemos observarlo en la figura (1.9). En
ella los resultados no son concluyentes ya que para qz/qpico ∼ 0.4 deja de haber medidas. Si bien
para el caso del K el factor de estructura comienza a desarrollar el cuasi-pico de Bragg en estos
valores no es evidente que, a pesar de tener la misma tensio´n superficial, deba visualizarse en este
mismo punto trazas de estructuracio´n. Los experimentos no permiten cerrar la cuestio´n a no ser
que midamos para qz ∼ qpico o exista un argumento so´lido para esperar que en qz/qpico ∼ 0.4 ya
debemos encontrar es ructuracio´n.
1.6. Experimentos de Reflectividad de Rayos X 23
!qz"0.06 Å
!1 at the largest # for $"3.5°. Thus, it is a
good approximation for each of the DS scans to treat %(qz)
as a fixed function of $ . !%(qz)!2 is then obtained by divid-
ing the measured DS and XR curves by W(& ,qz)
"'(A0 /(8) sin$)*qz
2RF(qz)(&/qy
2!&)qmax
!& d+.19
The theoretical curves calculated using Eq. 1 with T
"298 K and ,"72 mN/m are shown as lines in Fig. 3. As
qz increases, so do both &-qz
2 and the intensity of the off-
specular power-law wings relative to that of the specular
peak at qy"0. The curve at qz"1 Å
!1 demonstrates the
capillary-wave-imposed limit where the specular signal at
qy"0, which contains the surface structure information, be-
comes indistinguishable from the DS signal at #qy$0. In
principle, this limit arises from the fact that for &.2 the
singularity at qy"0 in d//d0 vanishes and there is no
longer any criterion by which the surface scattering can be
differentiated from other sources of diffuse scattering. In
practice, the fact that the projection of the resolution function
on the horizontal x-y plane is very much wider transverse to
the plane of incidence than within the plane of incidence
reduces this limit to a value closer to &"1.19 Figure 3 ex-
hibits excellent agreement between the theoretical DS curves
calculated from Eq. 112 with the measured DS over several
decades in intensity and one decade in & , without any ad-
justable parameters. This confirms the applicability of the
capillary wave theory for the surface of water over the qz
range studied here, 03qz30.9 Å
!1. Measurements of dif-
fuse scattering for small qz 1i.e., small &) to values of the
surface parallel component of the wave vector transfer qx of
the order of )/atomic size have been done by Daillant
et al.24,25 by moving the detector out of the plane of inci-
dence for grazing incident angles. At such large wave vectors
the observed scattering must be interpreted as the superposi-
tion of scattering due to surface capillary waves and bulk
diffuse scattering from the liquid below the surface. The
separation of these two contributions is rather subtle and was
only accomplished through nontrivial calculations of the
noncapillary terms. Eventually Daillant et al. concluded that
as the value of qx approaches the atomic scale 1i.e., )/atomic
size2 the surface tension varies with qx .
26 In principle, this
dispersion should affect the sum rule that is the origin of the
1/qxy
& in the differential cross section in Eq. 112. On the other
hand, considering that the dispersion is a relatively small
effect that will only change the argument of a logarithmic
term, its effect on the present analysis can be neglected.
!%(qz)!2 is then obtained directly from the measured XR
curve as R(qz)/W(& ,qz), as discussed above. It is shown in
Fig. 4 1crosses2 along with previously measured results for K
1squares2 and Ga 1triangles2.
The rise of the Ga !%(qz)!2 to 4100 at qpeak due to
layering can be clearly seen on the inset of Fig. 4. For K, the
capillary-wave-imposed limit only allows obtaining !%(qz)!2
for qz%0.8qpeak . Nevertheless, the value of !%(qz)! for K
starts to deviate from unity for values of qz /qpeak"0.3. Fur-
thermore, over the range for which it can be measured it is
basically identical to the structure factor of Ga. This is a
clear indication that the surface of liquid K has essentially
the same SL as that of Ga, which is also nearly identical to
that of the other liquid metals that have been studied to date,
e.g., In 1Ref. 272 and Sn 1Ref. 282. For water, however, no
deviation of !%(qz)!2 from unity is observed even at the
highest measurable qz /qpeak"0.5. This suggests that
surface-induced layering does not occur at the surface of
water. The different behavior, in spite of the similar , of
water and K, leads to the conclusion that the surface layering
in K, and by implication in other liquid metals, is not merely
a consequence of its surface tension.
The absence of layering in water, and its presence in po-
tassium, seems at first sight to corroborate the claim of Rice
FIG. 3. Comparison of measured diffuse scattering with capil-
lary wave theory predictions for the angles of incidence $ 1top to
bottom2: 2.1°, 2.8°, 3.5°, 4.2°, 5.0°, 5.7°, 6.0°, and 6.4°. The last
data set corresponding to 7.1° shown in the inset no longer exhibits
a distinguishable specular peak. The qz values corresponding to the
specular condition qy"0 Å
!1 are 0.3, 0.4, 0.5, 0.7, 0.8, 0.85, 0.9,
and 1.0 Å!1, respectively.
FIG. 4. Comparison of the structure factor squared !%(qz)!2 for
water 1crosses2, liquid potassium 1squares2, and liquid gallium 1tri-
angles2. The wave vector qz is normalized to the expected position
of the layering peak qpeak of each sample. The inset shows the data
on an extended scale. For discussion see text.
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Figura 1.9: Mediciones para el H20 comparadas con Hg, Ga, K. El inset es ma´s clarificador en lo que
respecta a la posibilidad de emitir conclusiones acerca el cuasi-pico de Bragg en este ex-
perimento. Las medidas de eflectividad corresp ndientes a stos tres sistemas muestran que
entorno a qz ' 0.8 mientras que para el Galium estan entorno a 10−6 para el Potassium esta
entorno a 10−10 y aun menos para el Agua en el l´ımite de capacidad experimental. Ve´ase
[37]
Los dos problemas que hemos dibujado mediante los experimentos son finalmente los que in-
dica´bamos como cuestiones abiertas por CWT, a saber, la naturaleza de los perfiles sin fluctuaciones
superficiales y la forma de estas en escalas de longitud pequen˜as. Para la primera de las cuestiones
las simulaciones para modelos diele´ctricos parecen indicar la pr senc a tambie´n de las mismas propie-
dades estructurales que en metales l´ıquidos con, si cabe, m yo riqueza fen menolo´gica al presentar
adema´s de una estr cturacio´n en capas en el perfil intr´ınseco una estructuracio´n orientacional de
las mole´culas en la superficie fr´ıa (agua). La segunda de las cuestiones posee un intenso debate
y sera´ tratada a lo largo de la disertacio´n desde el punto de vista de la teor´ıa del funcional de la
densidad.
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1.7 Modelos de interaccio´n
Hemos visto a partir de los datos extra´ıdos, ver tabla (1.1), de los diferentes elementos junto con
los resultados procedentes de los experimentos que una de las propiedades clave en la visualizacio´n
de estructura en los perfiles de equilibrio l´ıquido-vapor es la posibilidad de tener tensiones super-
ficiales suficientemente altas, propiedad que aparece condensada, ve´ase ec. (1.21), en el para´metro η.
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that the exponential term describes mainly the repulsive
part of the potential and the attraction is given by the
Gaussian. In Fig. 1 we show this pair potential, called
fNa!r" henceforth, which is quite different from a LJ
potential fLJ!r"—much sharper in the repulsive part
and narrower in the attractive well. The soft repulsion
of our effective potential agrees with the general char-
acteristics of alkali metal interactions [13], where the
softness of the repulsion reflects the overlap of open
valence levels. Note that in order to compare the different
models the reduced units are defined in terms of a length
which makes f!s" ! 0 and an energy defined as U !
2
9
8s
23
R`
s dr r
2f!r" to reproduce for the LJ model
the usual parameters s and e # ULJ. Our effective
Na description gives the values sNa ! 3.48 Å and
UNa ! 0.1885 eV.
We use a fit to the results of inverting the struc-
ture factor of Hg in a hot metallic state (T ! 1273 K,
r ! 10.98 g$cm3) [14]to obtain the effective pair po-
tential fHg!r" presented in Fig. 1, with sHg ! 2.91 Å
and UHg ! 0.12633 eV. This Hg model has steeper
repulsion and a flatter potential well than both the LJ and
the alkalis. It must be stressed that these “Na” and “Hg”
pair potentials cannot be very accurate representations of
the interactions for these liquid metals, in the full range
of density and temperature. They are built from a limited
amount of information for each system and they are not
expected to reproduce quantitatively other experimental
prop rties. However, as will b seen below, these simple
interaction models give the qualitative features of low
FIG. 1. Effective pair potentials analyzed in this paper. Re-
duced units r$s and f$U are used with appropriate values for
s and U for each model, as defined in the text. Full line: alkali-
wise potential, fNa. Dash-dotted line: model for Hg, fHg.
Dotted line: Lennard-Jones potential. Dashed line: artificially
softened version, fsoft . The inset shows an enlarged view of the
repulsive part of f!R".
Tm$Tc and layering at the free liquid surface. In order to
clarify the correlation between these two features we have
added one more interaction model, which we call “soft
alkali” and is also presented in Fig. 1. In this model the
a parameter in the fNa is arbitrarily reduced to two-thirds
times its original value, keeping the same values for R1
and b, while A0 and A1 are changed to keep the values
of s and U.
Density functional calculations with these models give
oscillatory liquid-vapor density profiles at low T as also
observed in previous works [15]. However, the predicted
melting temperature moves from above to below the onset
of the oscillations, depending on the technical details of
the approximation used, so that the theory cannot give a
definite answer and we had to rely on computer simula-
tions. To determine the bulk phase diagram for each inter-
action potential we first minimized the energy at T ! 0;
the equilibrium structure always has fcc symmetry. To lo-
cate the melting point, this structure is used as an input
configuration for a series of NPT Monte Carlo simulations
at zero pressure and increasing temperature. 864 particles
were used with periodic boundary conditions; all potentials
were truncated at 2.5s. The open symbols in Fig. 2 show
the equilibrium density at each temperature, and jumps in-
dicate the position of the melting point at zero pressure,
very close to the actual triple point given the small value of
the vapor density at low T . We take the temperature at the
jump as an upper limit to the true Tm in each case, so that
the solid-liquid transition could appear at a lower tempera-
ture, but never above it. Thus, for LJ we get the value 0.76
well above the best estimates for kBTm$e % 0.68. To ob-
tain the liquid-vapor phase diagrams at high temperature,
and also the structure of the free liquid surface, we have
FIG. 2. Comparison of phase diagrams obtained with model
potentials fNa (circles), fHg (triangles), and fLJ (squares). Re-
duced temperature kBT$U and density rs3 are used with ap-
propriate scaling constants U and s for each potential model,
as described in the text. The open symbols correspond to
NPT Monte Carlo results at zero pressure. The closed symbols
are results of the coexisting densities from NVT Monte Carlo
simulations in slab geometry. The lines are guides to the eye.
166101-2 166101-2
Figura 1.10: Resultados para los diagramas de
fases mediante MC tomados de [38].
Cı´rculos Na, Tria´ngulos Hg, Cuadra-
dos Lennard-Jones. S´ımbolos en ne-
gro NPT, en blanco NVT. Simula-
ciones fueron realizadas en geometr´ıa
slab.
Tomando como objetivo esta propiedad Ve-
lasco et al [39] determinaron un conjunto de
potenciales a pares que permiten reproducirla
y analizaron la posible relevancia de carac-
ter´ısticas no superficiales como causantes de la
forma estructural de los perfiles l´ıquido-vapor,
o desde otro punto de vista si la presencia o
no de oscilaciones en ρlv(z) esta condicionada
por una propiedad del sistema uniforme. Esta
cuestio´n surge a ra´ız del trabajo realizado por
R. Evans[40] al sen˜alar la posible relevancia de
las propiedades estructurales de la funcio´n de
correlacio´n t tal en la estructura de las inter-
fases fluidas. En su planteamiento retoman un
problema que surge hace tiempo a partir del es-
tudio realizado para sistemas unidimensionales
por Fisher y Widom[41], y que, motivado por
el trabajo de Evans, ha sido abordado posteri-
ormente desde varios enfoques. Mediante sim-
ulacio´n Montecarlo se ha analizado extensamente el potencial Lennard-Jones[42], mientras que
desde de aproximaciones funcionales, esencialmente WDA, se ha analizado el pozo cuadrado[40].
Tambie´n se han realizado estudios similares aunque en sistemas diferentes, como mezclas coloide-
pol´ımero[43], o sistemas no esfe´ricos[44] y finalmente con este mismo objetivo pueden abordarse
planteamientos basados en la teor´ıa de las ecuaciones integrales que pueden dar una informacio´n
estructural pro´xima a las simulaciones[45], aunque dependiendo de las aproximaciones utilizadas
puede no ser posible resolverlas en el diagrama de fases completo[46].
Todos los trabajos indicados al basarse en el uso de potenciales a pares pueden enfocarse como el
estudio simplificado de sustancias que podemos encontrar en el laboratorio aunque las propiedades
del sistema real puedan ser notablemente ma´s complejas que las representadas por una interaccio´n
a pares. Una sustancia sencilla como el Argo´n puede ser modelizada inicialmente por un Lennard-
Jones pero la interaccio´n a tres cuerpos, que puede ser abordada por un potencial Axilrod-Teller,
posee una contribucio´n de hecho finita[47, 48]. De igual modo las sustancias meta´licas como el
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Mercurio, el Galio o el Sodio poseen interacciones cuyo tratamiento detallado requerir´ıa tener en
cuenta el problema estad´ıstico cua´ntico completo. Los me´todos ma´s usuales implican un proceso
de coarse-graining de modo que un conjunto de grados de libertad puede ser integrado dando lugar
a una interaccio´n efectiva, v´ıa que introduce dependencias extra en el potencial de interaccio´n y en
general las interacciones efectivas resultaran dependientes del estado.
Otro me´todo posible de determinar las interacciones es a partir de medidas experimentales del
factor de estructura S(q; ρ), el resultado sera´ igualmente un potencial dependiente, en este caso, de
la densidad global, ρ, del estado.
En general una vez determinado un potencial φ(~r12; ρ), aparecen dos inconvenientes que es pre-
ciso notar: un problema de transferencia [49] debido a que la dependencia funcional en un estado
no es necesariamente la misma que en otro estado diferente, y un problema de representabilidad [50]
debido a la posibilidad de que para un estado no exista un u´nico φ(~r12; ρ). Esta u´ltima cuestio´n es
importante ya que puede derivar en la presencia de inconsistencias en la determinacio´n de propie-
dades termodina´micas y estructurales.
Resulta pues preferible retomar los potenciales a pares contenidos en Velasco et al [39] sin el
objetivo de modelizar el diagrama de fases completo30, sino de conseguir representar una propiedad
concreta, a saber el para´metro η adecuado, relacionada con las sustancias de intere´s.
1.7.1 Potenciales tipo Sodio y tipo Mercurio
Los dos modelos de interaccio´n a pares que denominamos Sodio (Na) y Mercurio (Hg) reproducen,
por tanto, algunas propiedades experimentales de estos metales l´ıquidos [39, 38]. A pesar de no
tener en cuenta propiedades complejas del enlace meta´lico reproducen valores de la relacio´n entre
la temperatura triple y la cr´ıtica (Tt/Tc) de un modo cualitativo adecuado a nuestros propo´sitos.
En la figura (1.10) extra´ıda de [38] podemos observar que para el Mercurio Tt/Tc = 0.27 y para
el Sodio Tt/Tc = 0.22 mientras que para el caso de un Lennard-Jones es apreciablemente mayor,
Tt/Tc = 0.56.
Ambos son construidos mediante una exponencial que describe el te´rmino repulsivo a cortas
distancia aunque los para´metros que lo constituyen determinan comportamientos cualitativamente
diferentes en ambos casos, en el modelo Mercurio es muy abrupto, ma´s similar a un modelo de
esferas duras o un pozo cuadrado, mientras que el modelo Sodio presenta una parte repulsiva ma´s
30Que intentar´ıamos mediante un φ(~r12, ρ) y que habr´ıa de enfrentarse con los problemas comentados y que adema´s
nos obligar´ıa en todo momento interpretarlo aludiendo al proceso de integracio´n del conjunto de interacciones many-
body que intentar´ıa capturar.
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Figura 1.11: Potenciales de interaccio´n a pares utilizados a lo largo de la memoria. En el centro obser-
vamos el comportamiento de la parte repulsiva (desde la izq son SA,NA,LJ,HG,SW). A la
derecha podemos ver el comportamiento de la cola atractiva (desde iqz son SW,Hg, SA-Na
solapados, Lennard-Jones cutoff en 2.5σ y Lennard-Jones cutoff en 3.5σ).
suave. Si comparamos ambos con un modelo Lennard-Jones este presenta un comportamiento
intermedio entre ambos. La parte atractiva se construye con un pozo atractivo gaussiano en el caso
del Sodio, que configura un potencial de corto alcance:
φNa(r) = A0e
−λ0r −A1e−λ1(r−R1)2 (1.26)
mientras en en el Mercurio la parte atractiva es una suma de dos contribuciones gaussianas:
φHg(r) = A0e
−λ0r −A1[e−λ1(r−R1)2 + e−λ1(r−R2)2 ] (1.27)
ambos son ma´s planos en su regio´n atractiva que un Lennard-Jones siendo ma´s acentuado en el mo-
delo Mercurio. Los para´metros del Sodio permiten enlazar datos de la energ´ıa de la fase so´lida[51].
Ajustar las energ´ıas de los cristales de Sodio para redes fcc y bcc a un modelo simple de potencial
a pares no es posible para un potencial polino´mico de la forma r−n, incluido un Lennard-Jones,
sin embargo para potenciales como el indicado arriba si es factible, los datos son los indicados en
la tabla(1.2). Mientras tanto los valores del Mercurio reproducen datos del factor de estructura del
metal en un estado de T=1273 ◦K y densidad ρ = 10.98gr · cm−3.
Tambie´n se ha construido otro potencial que denominamos Soft Alcaline (SA) que comparte las
propiedades de soft-core del Sodio pero ma´s acentuadas, para ello se reduce el para´metro λ0 pero
manteniendo las unidades reducidas, que se definen ma´s adelante, ba´sicamente ide´nticas para lo
cual se redefinen las amplitudes A0 y A1. Las simulaciones Montecarlo muestran que Tt/Tc = 0.12.
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De modo general apreciamos que todos poseen un decaimiento gaussiano a grandes distancias
no siendo necesario definir un cutoff como suele ser necesario en modelos polino´micos como el
Lennard-Jones. Aparecen resumidos los valores que definen los tres potenciales en la tabla (1.2).
Sodio Soft-Alcaline Mercurio
A0 437.960 eV 37.5500 eV 2.06162 · 1014 eV
A1 0.18282 eV 0.21054 eV 0.075370 eV
λ0 2.3222 A˚
−1 1.4881 A˚−1 12.0237 A˚−1
λ1 0.2140 A˚
−2 0.2140 A˚−2 1.22650 A˚−2
R1 3.5344 A˚ 3.5344 A˚ 2.95270 A˚
R2 4.12330 A˚
Tabla 1.2: Datos de los potenciales Sodio, Soft-Alcaline y Mercurio.
- Na SA Hg Ar
σ 3.48377 A˚ 3.48345 A˚ 2.94243 A˚ 3.405 A˚
U 0.188476 eV 0.188699 eV 0.1211075 eV 111.9 ◦K
Tabla 1.3: Datos unidades reducidas de los potenciales.
Como indica´bamos ninguno de los modelos anteriores se han construido para reproducir los
aspectos de las interacciones que se producen en un metal l´ıquido complejos de describir a un nivel
microsco´pico, tampoco para reproducir fielmente en un rango amplio de densidades y temperaturas
propiedades termodina´micas. Pero si que permiten explorar adecuadamente las consecuencias de
valores de Tt/Tc bajos as´ı como sus posibles causas en una representacio´n como potencial a pares[39].
Para la comparacio´n entre todos ellos con un potencial de referencia utilizamos unas unidades
reducidas tanto en la energ´ıa como en la longitud dadas por las relaciones,
U = − 9
8σ3
∫
drr2φ(r) (1.28)
φ(σ) = 0 (1.29)
que nos permite comparar todos los modelos respecto de un Lennard-Jones con para´metro  = U
dado por la ecuacio´n,
φLJ(r) = 4
[(σ
r
)6
−
(σ
r
)12]
(1.30)
los valores para σ y U los podemos ver en la tabla (1.3) donde se han incluido los datos, como re-
ferencia comparativa, t´ıpicos de un Lennard-Jones que permiten modelizar el caso del Argo´n l´ıquido.
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En la figura (1.11) encontramos una representacio´n de estos potenciales junto con un Lennard-
Jones31. A efectos de comparar con la literatura se ha incluido un Potencial Cuadrado de alcance
1.5σ ya que ha sido analizado extensivamente.
Figura 1.12: Funciones de distribucio´n radial obtenidas por Rice et al [53], basa´ndose en una repre-
sentacio´n mediante pseudopotenciales para las interacciones ion-ion e ion-electro´n y si-
mulaciones Montecarlo. Izquierda: metales alcalinos, Derecha: Galio. Los potenciales
de interaccio´n indicados dan un comportamiento cualitativamente similar en las formas de
estructura l´ıquida que se han llamado Sodio y Mercurio.
31En la literatura el modelo de Lennard-Jones se trata de diferentes maneras, suele ser comu´n realizar un cutoff
en 2.5σ ignorando el resto de la cola ya que a efectos de ca´lculo se traduce en menos costo computacional. A menudo
se complementa con un shift del potencial para tener un potencial continuo. En este cap´ıtulo representamos el
Lennard-Jones sin cutoff tanto en la figura (1.11) como en las curvas de coexistencia de fases, sin embargo en el
ca´lculo funcional realizado ma´s adelante realizamos un cutoff y consideramos tambie´n una  que hace que comparta
unidades reducidas con el resto de potenciales, esto determina diferentes Lennard-Jones con diferentes cutoff que
tienen leves diferencias. En lo que respecta a simulacio´n se han utilizado diferentes modelos de Lennard-Jones
variando tanto el cutoff como el shift. La comparacio´n del Lennard-Jones con un cutoff en 2.5 respecto de este
mismo con un shift muestra que el primero parece preferible al segundo a la hora de realizar simulaciones[52] y es el
que usaremos en los experimentos nume´ricos mediante dina´mica molecular.
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1.8 Simulaciones de Montecarlo y de Dina´mica Molecular
Marco Polo describe un puente, piedra
por piedra. -¿Pero cua´l es la piedra que
sostiene el puente? –pregunta Kublai
Kan. –El puente no esta´ sostenido por
esta piedra o por aque´lla –responde
Marco-, sino por la l´ınea del arco que ellas
forman. Kublai permanece silencioso,
reflexionando. Despue´s an˜ade: -¿Por que´
me hablas de piedras? Lo u´nico que me
importa es el arco. Polo responde –Sin
piedras no hay arco.
Las ciudades invisibles
Italo Calvino
Las simulaciones permiten te´cnicamente, siguiendo indicaciones similares en su filosof´ıa a las
propuestas por Frank H. Stillinger, determinar el perfil intr´ınseco y la superficie intr´ınseca a partir
de las configuraciones del sistema. El procedimiento es determinar para cada configuracio´n, de un
modo consistente en todas las escalas, ξ(~R) y siguiendo la teor´ıa de ondas capilares tendremos un
perfil nominalmente exento de fluctuaciones superficiales mediante ρ˜(z) =<
∑N
i δ(z−zi− ξ(~R)) >.
Esta metodolog´ıa presenta dos sutilezas subyacentes, la primera el nivel de corrugacio´n permitido
para ξ(~R) introduce una dependencia impl´ıcita en el perfil intr´ınseco, la seguunda es la posibilidad
de establecer conjuntos disjuntos para una definicio´n dada de ξ(~R) en el espacio de configuraciones
o dicho de otro modo la independencia estad´ıstica de ξ(~R) y ρ˜(z).
1.8.1 Superficie intr´ınseca y Perfil intr´ınseco
Como vemos en el caso de las simulaciones la determinacio´n del perfil de densidad intr´ınseco requiere
una definicio´n previa de superficie intr´ınseca desde las configuraciones moleculares de un sistema,
con este objetivo han surgido diferentes metodolog´ıas que agrupo gene´ricamente dos familias de
aproximaciones fundamentales.
La definicio´n ma´s sencilla corresponde a una superficie local de Gibbs y ha sido la propuesta
tradicional sobre la que se han realizado la mayor´ıa de las argumentaciones sobre la estructura de
la interfase l´ıquido-vapor desde evaluaciones teo´ricas[6] hasta simulaciones recientes de mezclas de
pol´ımeros[54] as´ı como la interpretacio´n de diferentes experimentos[55].
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Esencialmente consiste en dividir el sistema en subsistemas en columnas de un taman˜o transver-
sal dado. Sobre cada uno de estos subsistemas se determina la tasa de ocupacio´n de part´ıculas y
con ella una superficie intr´ınseca local. El problema esencial de esta aproximacio´n es que al descen-
der a secciones del subsistema menores que la longitud de correlacio´n de volumen, las fluctuaciones
propias del sistema homoge´neo tendra´n un efecto n´ıtido en los valores de la superficie local de Gibbs
y en consecuencia la definicio´n de la superficie intr´ınseca[56] no esta ligada u´nicamente a propieda-
des locales de la superficie ya que las tasas de ocupacio´n engloban tambie´n propiedades de volumen.
Configuración Molecular
Criterio de área mínima 
para un conjunto dado de 
pivotes para un qu al 
conjunto {ξq}
Se redefine conjunto Np 
de pivotes que pasan por 
estas nueva 
ξ 
Se seleccionan átomos 
más externos (pivotes) 
Np para un conjunto dado 
de prismas que dividen 
superficie
αεΓ
Criterio Percolativo (ν,d)
selecciona conjunto 
de átomos superficiales
ξ definida a trozos
(ν,d)
Proceso iterativo hasta que Np es estable
ξ definida con un valor de qu 
Figura 1.13: Descripcio´n del esquema operacional-percolativo de Tarazona-Chaco´n[57, 58]. Los dos
para´metros clave son ν, que es el nu´mero de vecinos pro´ximos que han de existir en un
radio d para pertenecer al l´ıquido. Son adecuados (ν, d) = (3, 1.5σ).
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Esto motiva la segunda construccio´n de una definicio´n que en la propuesta inicial de Tarazona
y Chaco´n puede verse en la figura (1.13). Es un me´todo operacional de cara´cter percolativo, donde
aunque el sistema es igualmente dividido en subsistemas la evaluacio´n de la superficie intr´ınseca es
realizada mediante un argumento que solamente tiene en cuenta propiedades de distribucio´n mole-
cular en la superficie32. Formalmente, dada una superficie intr´ınseca,
ξ(~R) = ξˆ0 +
qu∑
|~q|=ql>0
ξˆqe
−i~q ~R (1.31)
podemos determinar el perfil intr´ınseco33 a un nivel dado de corrugacio´n de la superficie ξ(~R)
especificado por qu,
ρ˜(z, qu)A0 ≡
〈
N∑
i=1
δ(z − zi + ξ(~Ri))
〉
(1.32)
En el caso de la superficie de Gibbs local cuando el nivel de corrugacio´n, el valor de qu, llega
a la escala molecular la presencia de fluctuaciones de volumen en la definicio´n de ξ(~R) tiende a
eliminar la estructuracio´n en capas mostrando un perfil intr´ınseco suave en lugar de altamente es-
tructurado. El segundo procedimiento, en cambio, lleva a perfiles intr´ınsecos progresivamente ma´s
estructurados revelando predicciones ma´s acordes con las propuestas experimentales. De modo que
ambos me´todos dan resultados ana´logos en el l´ımite mesosco´pico qu ∼ 0 y en ambos en este l´ımite
se recupera el perfil de densidad ρ(z, Lx = 2pi/ql) pero muestran perfiles intr´ınsecos diferentes a
niveles de corrugacio´n mayores incluso aun n´ıtidamente alejados de qmax = 2pi/σ.
Los perfiles de equilibrio son determinados mediante,
ρ(z, Lx)A0 = ρ(z, ql)A0 =
〈
N∑
i=1
δ(z − zi)
〉
(1.33)
En cada uno de los esquemas para ξ usados en simulacio´n podemos observar las propiedades
estad´ısticas asociadas a ξq y los correspondientes perfiles intr´ınsecos. El me´todo ma´s co´modo de
comparacio´n es definir una γ(q) y suponer inicialmente que aproximadamente las amplitudes ξq
siguen, tanto en el me´todo percolativo como en la superficie de Gibbs, casos una distribucio´n
gaussiana donde los diferentes modos aparecen descorrelacionados y por tanto,
γ(q) =
1
βA0q2 < |ξq|2 > (1.34)
32Su descripcio´n implica a funciones de distribucio´n de part´ıculas de varios ordenes, ve´ase ec. (2.29), cuando
descendemos a escala molecular debido a las correlaciones que involucra un proceso percolativo con optimizacio´n.
Esta caracter´ıstica no presente en una receta basada en la superficie de Gibbs que so´lo involucra a la funcio´n de
distribucio´n de part´ıculas de orden uno.
33Suponemos que nuestro sistema esta inmerso en una caja de volumen LzA0.
32 Introduccio´n
La prediccio´n de la definicio´n de ξ(~R) como una superficie local de Gibbs es una γ(q) decreciente34
mientras que γ(q) en Tarazona-Chaco´n es creciente, evitando la necesidad de introducir un cutoff
externo qmax en el espectro de ondas capilares, lo que es desde el punto de vista f´ısico notablemente
sugerente.
Figura 1.14: Izquierda: γ(q) obtenida por Tarazona y Chaco´n[59] mediante el me´todo descrito, para dife-
rentes modelos de interaccio´n a pares. Derecha: γ(q) obtenida por R.L.Vink et al mediante
un me´todo basado en la superficie de Gibbs para la coexistencia coloide-pol´ımero.[54]
Los diferentes para´metros que controlan la ξ(~R) tienen una influencia en el perfil intr´ınseco
aunque no esencial, es en γ(q) donde si se aprecian con ma´s nitidez las consecuencias de la definicio´n
elegida para la superficie intr´ınseca. Esto nos llevara a que a la hora de buscar un esquema con-
ceptual acerca de la estructura intr´ınseca sea ma´s conveniente definirla de modo que se obtenga el
perfil intr´ınseco adecuado, mientras que γ(q) respete un conjunto de propiedades razonables.
1.9 Otros sistemas: Mezclas coloide-pol´ımero
Consideremos ahora un sistema constituido por una mezcla binaria de coloides y pol´ımeros, en e´l
se observa en determinadas condiciones una separacio´n entre una fase con alta concentracio´n de
34De hecho se obtiene una forma funcional que se puede relacionar con el factor de estructura S(q) del sistema
l´ıquido homoge´neo, revelando la presencia de fluctuaciones de volumen en el presunto espectro de ondas de capilaridad
que de hecho ser´ıan predominantes en el comportamiento global de la amplitudes ξq .
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coloides y otra con una baja concentracio´n de estos. Mirando u´nicamente los coloides no existe
una atraccio´n directa entre ellos que permita producir una separacio´n de fases en la imagen tradi-
cional de un l´ıquido de van der Waals, pero existe un mecanismo de origen entro´pico que permite
establecer una interaccio´n efectiva atractiva entre los coloides (atraccio´n de depleccio´n) y reduce
a un modelo sencillo el mecanismo de separacio´n de fases. Desde este esquema es posible tratar
este sistema complejo como un sistema simple ana´logo a los analizados a lo largo de la memoria y
estudiar mediante las metodolog´ıas utilizadas algunas de las propiedades superficiales de la interfase
fluido-fluido35.
Por otra parte el rango de taman˜os de las part´ıculas coloidales oscila entre los 6nm y 500nm
lo que lo situ´a en el rango en que es posible realizar experimentos en el visible. La sustancia ma´s
utilizada es conocida como PMMA y se modeliza adecuadamente por esferas con un radio de unos
70nm y obviando los problemas de polidispersio´n36 es un sistema cla´sico de esferas duras. La intro-
duccio´n de un pol´ımero como el polystyreno, cuyo radio de gyration es de unos 40nm, generara´ la
atraccio´n efectiva de depleccio´n haciendo posible ver este sistema mediante la imagen tradicional de
van der Waals. Ha sido posible estudiar mediante me´todos experimentales[55] como LSCM (Laser
Scanning Confocal Microscopy) la interfase fluido-fluido como se pueden ver en la figura (1.15).
La visualizacio´n de la interfase no constituye la resolucio´n del problema ya que en simulaciones
tambie´n podemos ver la interfase y los problemas para la determinacio´n correcta de la superficie
intr´ınseca siguen estando presentes. Los autores a partir de las figuras mostradas [61] estiman
los valores de γ y de L‖ en funcio´n de la concentracio´n de coloides. Es ilustrativo estudiar su
metodolog´ıa ya que esencialmente se enmarca en la aplicacio´n tradicional de la teor´ıa de ondas
capilares. La magnitud experimental accesible es la distribucio´n de intensidad de luz en el sistema
en el instante de la medicio´n37 que denotamos por I(x, z, t). A los coloides creados se les ha dotado
de propiedades fluorescentes por tanto la imagen brillante representa la fase rica en coloides y las
ima´genes mostradas asemejan una interfase l´ıquido-vapor.
Su ana´lisis se basa en el concepto de superficie intr´ınseca que determinan mediante la expresio´n:∫ Lz
0
dzI(x, z, t)dz = Iliq(x)ξb(x, t) + Igas(x)(Lz − ξb(x, t)) (1.35)
las funciones Iliq(x) y Igas(x) son promedios en el volumen de las intensidades y por tanto juegan
el papel equivalente a las densidades ρl y ρv en una coexistencia l´ıquido-vapor. El criterio es una
aplicacio´n local de hipo´tesis equivalentes a la superficie de Gibbs y por lo mismo en el procesamiento
de datos no hay una separacio´n expl´ıcita de las fluctuaciones superficiales y las fluctuaciones de
35Siendo posible estudiarlo directamente como mezcla binaria con una extensio´n directa de los mismos me´todos.
36Producidos por variaciones en el radio de los coloides al ser una sustancia creada artificialmente que marginal-
mente hace que su radio no sea uniforme[60].
37Los tiempos de relajacio´n de este sistema respecto del aparato lo permiten.
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Figura 1.15: Ima´genes obtenidas mediante LSCM para una mezcla coloide-pol´ımero, tomado de referencia
[61]. Conforme se desciende en la figura vemos casos con mayor temperatura.
volumen. La definicio´n final que encontramos es ξ(x, t) = ξb(x, t)− ξ¯b(t). Mediante esta se pueden
realizar un procedimiento estad´ıstico para calcular la funcio´n de distribucio´n de alturas y ajustarla
a un modelo gaussiano. Mientras que la funcio´n de correlacio´n de alturas esta definida mediante:
gh(x) =< ξ(x
′, t′)ξ(x′ + x, t′) > (1.36)
De este modo comparan esta funcio´n obtenida experimentalmente con un modelo de ondas capilares
donde L‖ que aparece como impl´ıcita38. Los resultados experimentales muestran que la funcio´n de
distribucio´n de alturas es gaussiana en un rango amplio de temperaturas, razonablemente compat-
ible con la teor´ıa de ondas capilares.
Este sistema al contrario que los metales l´ıquidos la interfase es notablemente blanda ya que
posee unos valores de la tensio´n superficial muy bajos: γ ∼ 1µN/m, mucho menores que los vi-
38La funcio´n de distribucio´n de alturas de la teor´ıa de ondas capilares esta incluida en el ape´ndice §D, vea´se la
ecuacio´n (D.29), que es resoluble en anal´ıticamente mediante funciones de Bessel.
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sualizados en la tabla (1.1) y por tanto es un candidato ideal para estudiar otros aspectos de las
interfases, posee altos valores de la viscosidad que permiten que el tiempo de relajacio´n de las
fluctuaciones superficiales sea del orden de segundos y su dina´mica mensurable.
Resaltar que en su estudio no intentan investigar en detalle el problema de la separacio´n de las
fluctuaciones superficiales de las de volumen ni tampoco la determinacio´n de un perfil intr´ınseco
para este sistema, en cualquier caso este ana´lisis requerir´ıa me´todos ana´logos a los realizados en
simulacio´n. De hecho se han realizado simulaciones Montecarlo para este sistema presentando los
mismos problemas que encontramos en simulaciones de l´ıquidos simples basados en el criterio de
Gibbs[54].
1.10 Teor´ıas de l´ıquidos acerca de la estructura intr´ınseca de la interfase
La teor´ıa de l´ıquidos ha aportado cierta luz en lo referente a la generalidad de un comportamiento
oscilante en la densidad ya que los perfiles obtenidos en teor´ıas funcionales tambie´n resultan es-
tructurados de modo similar si el funcional usado incorpora una descripcio´n de las interacciones
repulsivas (efectos de volumen excluido) adecuados, y toda vez que las teor´ıas de perturbaciones
en que se basa el tratamiento de sistemas simples ha tenido notable e´xito en la explicacio´n de gran
variedad de feno´menos no parece ser un defecto de las aproximaciones funcionales utilizadas. Con
todo, como veremos, el tener perfiles estructurados no soluciona la disyuntiva de que´ es un perfil
de densidad obtenido minimizando un funcional de energ´ıa libre pero si abre una v´ıa para lanzar
hipo´tesis falsables acerca de su naturaleza.
1.11 Sumario
• La teor´ıa de ondas capilares forma parte de la f´ısica presente en una interfase l´ıquida[62, 63].
Posee un papel en su termodina´mica (tensio´n superficial) y en su estructura (perfiles de
densidad), e introduce una dependencia en las propiedades estructurales relacionada con las
condiciones que hacen posible la presencia de la interfase: campo externo y taman˜o restringido
de la superficie l´ıquida[4].
• Esta teor´ıa se articula sobre dos conceptos que considera relacionados pero independientes
desde el punto de vista estad´ıstico. La superficie intr´ınseca que separa las dos fases y el perfil
intr´ınseco que se supone no incluye la presencia de ondas capilares (fluctuaciones superficiales)
y por tanto carece de las dependencias que el perfil de densidad medio si posee (aunque puede
a priori poseer otras)[59].
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• Los resultados experimentales permiten establecer, bajo una teor´ıa de ondas capilares cla´sica,
la presencia en metales l´ıquidos de un perfil intr´ınseco altamente estructurado. Aunque
resultados ana´logos para otros l´ıquidos como el agua esta actualmente fuera del alcance
experimental[36, 64].
• Las simulaciones muestran que esta propiedad del perfil intr´ınseco es de hecho general y la
caracter´ıstica que permite su observacio´n experimental en metales l´ıquidos es ser estables
frente al so´lido hasta bajas temperaturas.
• Los resultados anteriores abren cuestiones referentes a posibles extensiones a la teor´ıa de ondas
capilares cla´sica en un re´gimen donde coexiste con fluctuaciones de volumen. Cuestiones que
deben ser tenidas en cuenta por planteamientos teo´ricos de sistemas no homoge´neos[39, 40].
Parte II
Introduccio´n a la teor´ıa de l´ıquidos
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CAPI´TULO 2
Formalismo
Las cuestiones planteadas por la teor´ıa de ondas capilares nos han llevado a recoger interacciones
entre part´ıculas que realzan ciertas propiedades fenomenolo´gicas claves que aparecen ligadas a un
comportamiento esencialmente colectivo que precisa introducir el formalismo de la meca´nica es-
tad´ıstica1. Como trataremos con sistemas en equilibrio termodina´mico nos centraremos en la teor´ıa
de colectividades y la teor´ıa de l´ıquidos basada en ella.
Conviene realizar algunas matizaciones para desenvolvernos con soltura en un conjunto amplio
de resultados previos. El esquema formal de la f´ısica estad´ıstica esta constituido por un conjunto de
postulados iniciales considerablemente estables, mientras que por el hecho de tratar con propiedades
colectivas, de sistemas a menudo complejos, necesita construirse sobre modelos y aproximaciones
debido a la dificultad matema´tica de conseguir soluciones anal´ıticas. El material emp´ırico se in-
yecta principalmente en el sistema formal mediante la contrastacio´n con aproximaciones, no con sus
postulados ba´sicos2, y mediante las diferentes aproximaciones y modelos se construyen ima´genes
de los sistemas f´ısicos bajo estudio. Los contextos de descubrimiento suelen sustentarse en estas
1En la presente memoria se introduce el formalismo de la meca´nica estad´ıstica en su versio´n cla´sica, aunque cabe
notar que no es la u´nica posiblidad. En particular, por su aparente simplicidad conceptual, ha tomado relevancia
la presentacio´n del formalismo de colectivades desde la teor´ıa de la informacio´n, ma´s concretamente en la forma
propuesta por Jaynes [65, 66]. Desde el punto de vista adoptado en ella se incide en las relaciones que se pueden
establecer entre el formalismo de la meca´nica estad´ıstica y el campo de la inferencia estad´ıstica. As´ı, del mismo
modo que la teor´ıa de los feno´menos cr´ıticos se ha mostrado fructifera en campos diferentes de su concepcio´n
original, el enfoque aportado por el formalismo de ma´xima entrop´ıa junto con su interpretacio´n Bayesiana han
mostrado aplicaciones en campos sumamente diversos [67, 68, 69, 70, 71] tanto desarrollos teo´ricos como ciencias
aplicadas. Finalmente, indicar que incluso dentro de un enfoque cla´sico es posible incidir en diferentes aspectos del
formalismo[72].
2Un conjunto amplio de descripciones fenomenolo´gicas relevante puede dar lugar a una teor´ıa completa, como
puede haber sucedido con los feno´menos de criticalidad que han rebasado de hecho el marco teo´rico de la meca´nica
estad´ıstica cla´sica.
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ima´genes sobre las que se plantean determinadas hipo´tesis. La eleccio´n apropiada de las aproxi-
maciones y modelos no se basa exclusivamente en la completitud entendida como exactitud, sino
en una combinacio´n adecuada que sopesa tambie´n la sencillez de una aproximacio´n suficiente para
responder a la cuestio´n planteada sin oscurecer con una complejidad innecesaria el razonamiento.
As´ı pues una parte relevante del proceso de descubrimiento es la de clarificacio´n del significado real
y posible de dichas ima´genes f´ısicas as´ı como el papel que ciertas hipo´tesis juegan realmente dentro
del sistema formal.
Seguidamente introducimos tanto los aspectos de base formal como un conjunto suficiente de
modelos y aproximaciones usadas en la f´ısica de l´ıquidos. El lector que los conozca puede volun-
tariamente pasar a la parte que describe los resultados, el ı´ndice le dara´ una idea de los contenidos
tratados.
2.1 Introduccio´n a la teor´ıa de colectividades
La f´ısica estad´ıstica se caracteriza por explicar leyes y obtener propiedades a una cierta escala
como emergentes de leyes y relaciones presentes en escalas menores. As´ı en la meca´nica estad´ıstica
aparecen inicialmente dos niveles de descripcio´n diferentes, uno macrosco´pico que enlaza con la
termodina´mica y otro microsco´pico que enlaza con la meca´nica y la necesidad de explicar la f´ısica
a estas escalas origina la idiosincrasia particular de esta disciplina. El me´todo cla´sico de construir
este enlace es mediante la meca´nica estad´ıstica de colectividades que se articula desde concepto de
estado en ambos niveles: microestado y macroestado3. Su formalismo requiere, dado un macroes-
tado, identificar cuales sera´n los microestados compatibles con e´l, y sobre ellos aplicar me´todos
estad´ısticos. Para esto habremos de asignar pesos estad´ısticos a los microestados, lo que usual-
mente se realiza a partir de propiedades dina´micas de transicio´n entre ellos.
Escala macrosco´pica Sus magnitudes f´ısicas suelen ser observables, aunque algunas tienen que
ver con propiedades del conjunto de estados microsco´picos accesibles al sistema. Se clasifican, in-
cidiendo en que son propiedades de estado y no de proceso, en variables de estado y funciones de
estado segu´n la forma funcional con que estemos tratando. Como determinadas relaciones fun-
cionales tienen la deseable propiedad de poder proporcionar toda la informacio´n termodina´mica a
partir de ellas se denominan ecuaciones fundamentales4 e involucran funciones llamadas potenciales
termodina´micos. Normalmente la relacio´n funcional entre tres variables termodina´micas observ-
ables se denomina ecuacio´n de estado, como por ejemplo P = P (T, V ), y las derivadas segundas
3En el caso microsco´pico se denomina microestado y en el caso macrosco´pico macroestado.
4De esta manera la entrop´ıa en funcio´n sus variables naturales, S = S(E, V,N) siendo energ´ıa interna, E, volumen
V, y nu´mero de part´ıculas N contiene toda la termodina´mica del sistema y ana´logamente sucede, por ejemplo, con
la energ´ıa libre de Helmholtz F = F (T, V,N) en las variables T,V y N.
2.1. Introduccio´n a la teor´ıa de colectividades 41
establecen las funciones respuesta como la compresibilidad isoterma o el calor espec´ıfico. El propio
formalismo termodina´mico permite deducir algunas relaciones formales entre funciones respuesta de
un modo totalmente general. Los postulados de la termodina´mica afirman pues las condiciones de la
existencia de los potenciales termodina´micos, estableciendo adema´s propiedades matema´ticas y su
interpretacio´n f´ısica, por ejemplo la contenida en las condiciones de estabilidad. Un concepto clave,
como vemos, es el de estado de equilibrio, mientras que los conceptos de fase, sistema homoge´neo
o mezcla, pueden ser definidos convenientemente a este nivel[73]. Las propiedades que dan lugar a
la coexistencia de fases tambie´n son establecidas a este nivel macrosco´pico, pero la forma funcional
concreta de las ecuaciones de estado o los potenciales termodina´micos necesita informacio´n experi-
mental o microsco´pica.
Un paso intermedio puede ser establecido mediante una teor´ıa termodina´mica que permita
fluctuaciones en sus variables de estado en la que el concepto de estado es algo ma´s amplio y sus
postulados algo ma´s generales[74, 75, 5, 76], y en la que por, y solo por, sus caracter´ısticas formales
se puede incluir la teor´ıa de ondas capilares obviamente sin una interpretacio´n microsco´pica.
Escala microsco´pica En nuestro caso nos restringiremos en todo momento a la f´ısica estad´ıstica
basada en la meca´nica cla´sica5 de sistemas simples6 donde para un sistema aislado de N part´ıculas el
microestado del sistema esta completamente determinando especificando el conjunto de posiciones
~rN y momentos ~pN de todas las part´ıculas, por tanto nuestros microestados pertenecen al espacio de
las fases Γ dado por Γ = pNqN mientras que la dina´mica de transiciones entre microestados viene
determinada por el hamiltoniano HN del sistema que, cumpliendo las ecuaciones de Hamilton,
podemos escribir en la forma,
HN (~rN , ~pN ) = KN (~pN ) + ΦN (~rN ) + VN (~rN ) = KN (~pN ) + UN (~rN ) (2.1)
donde la parte cine´tica es KN , la interaccio´n entre part´ıculas ΦN (~rN ) y un potencial externo que
viene dado por VN (~rN ). La parte no cine´tica la denominamos con UN (~rN )7. En el caso de que
podamos describir la interaccio´n entre part´ıculas como interacciones a pares tendremos,
ΦN (~r
N ) =
1
2
N∑
i<j
φ(~ri, ~rj) (2.2)
5Las simplificaciones involucradas en el tratamiento que aqu´ı se hace son descritas con detalle por J.A. Barker y
D. Henderson[77], donde adema´s se comentan diferentes aspectos de las interacciones y las implicaciones que tales
simplificaciones suponen.
6En todo momento supondremos part´ıculas ide´nticas y esfe´ricas sin grados internos de libertad, aunque muchas
de las afirmaciones y metodolog´ıas utilizadas poseen un cara´cter ma´s general, adema´s se suele considerar que en
sistema simple esta adecuadamente descrito por interacciones que pueden ser escritas en te´rminos de interacciones
entre dos part´ıculas[76].
7Hemos restringido las posibles dependencias funcionales de los potenciales de interaccio´n del microestado
u´nicamente a las configuraciones.
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2.1.1 Colectividad Microcano´nica
El hecho fijar ciertos observables macrosco´picos en el sistema se revela a un nivel microsco´pico me-
diante una restriccio´n de la regio´n del espacio de las fases accesible. En el caso de HN que cumple
las ecuaciones de Hamilton para un sistema aislado este posee un valor constante que representa
su energ´ıa, lo que restringe los posibles microestados acordes con la limitacio´n macrosco´pica a una
regio´n concreta del espacio de la fases determinada por {α ∈ Γ/HN (α) = E}8. Esto nos permite
definir una densidad de probabilidad en el espacio de las fases para un sistema aislado9 junto con
una funcio´n de particio´n obtenida de normalizar la densidad de probabilidad y a partir de la cual
se puede extraer toda la informacio´n termodina´mica del sistema. La importancia de la densidad de
probabilidad radica en que con ella pueden obtenerse los valores promedios correspondientes a la
escala macrosco´pica de funciones dina´micas definidas en la escala microsco´pica. La densidad de pro-
babilidad, la funcio´n de particio´n y su relacio´n con la termodina´mica vienen entonces determinadas
respectivamente por,
P[Γ|E, V,N ] = δ(HN (Γ)− E)
N !h3NZ(E, V,N)
(2.3)
Z(E, V,N) =
1
N !h3N
∫
dΓδ(HN (Γ)− E) (2.4)
S(E, V,N) = kblnZ(E, V,N) (2.5)
quedando definida la colectividad microcano´nica que como vemos depende de tres para´metros que
definen el macroestado del sistema10: E, V y N. La entrop´ıa se determina por la u´ltima de las
ecuaciones conocida como ecuacio´n de Boltzmann.
Nuestro objetivo es introducir colectividades diferentes de la microcano´nica que permitan situa-
ciones ma´s generales que la de un sistema aislado y que sera´n representativas de estados de equilibrio
de un sistema con otro sistema mayor que se suele denominar ban˜o, reservoir o fuente. El reservoir
se caracteriza porque sus propiedades se mantienen constantes y determinan de hecho las condi-
ciones de equilibrio, esto implica que los macroestados de nuestro sistema, ahora no aislado, vienen
representados mediante otros para´metros de estado relacionados con las formas de contacto del
sistema y el reservoir. Nos interesa construir los colectivos cano´nico y macrocano´nico y especial-
mente este u´ltimo por ser particularmente adecuado para obtener resultados teo´ricos y sobre e´l
introduciremos la teor´ıa del funcional de la densidad. Veamos inicialmente la forma general del
me´todo para construir estas colectividades que particularizaremos a continuacio´n.
8Otras ligaduras restringir´ıan aun ma´s el espacio de las fases accesible al sistema, cada una delimita ma´s una
hipersuperficie en el estado de las fases donde se desarrolla la transicio´n entre microestados.
9En el caso de los sistemas que vamos a estudiar posee tres para´metros extensivos E,V,N que determinan
un macroestado concreto que queda definido entonces como el conjunto de microestados compatibles con estos
para´metros macrosco´picos fijados. Dos macroestados son por tanto conjuntos disjuntos de microestados.
10Son tres para´metros extensivos, los para´metros intensivos conjugados son obtenidos por diferenciacio´n de la
entrop´ıa respecto de E, V y N, obteniendo T, P y µ.
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2.1.2 Sistemas en contacto con un reservoir
Dado un sistema aislado dividido en dos subsistemas caracterizados por los sub´ındices 1 y 2, ten-
dremos que N1 +N2 = N y V1 + V2 = V y podemos escribir,
HN (~rN , ~pN ) = HN1(~rN1 , ~pN1) +HN2(~rN2 , ~pN2) +HN1N2(~rN , ~pN ) (2.6)
Para sistemas macrosco´picos podemos considerar la energ´ıa de interaccio´n HN1N2 entre ambos
subsistemas despreciable frente a las energ´ıas de cada uno lo que permite escribir HN = HN1 +HN2
y E1 + E2 = E. El reparto de energ´ıa, volumen o nu´mero de part´ıculas dependera´ del tipo de
contacto que permitamos entre los dos subsistemas pero la separacio´n de grados de libertad la
suponemos posible y en consecuencia es posible restringir la regio´n del espacio de las fases que de-
fine el sistema total para valores fijos de uno o varios de los para´metros del macroestado que definen
al subsistema 1. Tenemos por tanto funciones de particio´n y densidades de probabilidad del sistema
total aislado para distribuciones concretas de los para´metros extensivos sujetos a intercambio entre
ambos subsistemas.
El siguiente paso conceptual es suponer que, por ser el subsistema 2 un reservoir, para todas
estas diferentes distribuciones de valores no cambian los para´metros intensivos conjugados del reser-
voir y es posible definir tanto una funcio´n de distribucio´n como una densidad de probabilidad del
subsistema 1 en contacto con un reservoir del que solo nos interesan las propiedades intensivas co-
rrespondientes sin importar nada ma´s espec´ıfico de su naturaleza. Detallamos esto de modo general.
Partimos de un sistema aislado compuesto de dos subsistemas en contacto. El macroestado del
sistema total queda descrito por los para´metros,{
At1 = A
r
1 +A
s
1, ..., A
t
l = A
r
l +A
s
l
}
(2.7)
Consideramos uno de los subsistemas, que llamo reservoir, lo suficientemente grande para que
podamos afirmar que sus propiedades intensivas {ar1, ..., arl } permanecen constantes11, y el otro sera´
el subsistema cuyas propiedades nos interesa conocer y parte de sus variables de estado (macroes-
tado) pueden variar de acuerdo con el tipo de contacto establecido entre ambos sistemas. Sean este
subconjunto el dado por As1, ..., A
s
k. De modo general tendremos
12 una densidad de probabilidad
P[A1, ..., Ak|a1, .., ak, Ak+1, .., Al, T ] (2.8)
para los para´metros A1, ..., Ak y su normalizacio´n determina la funcio´n de particio´n,
Z(a1, .., ak, Ak+1, .., Al, T ) (2.9)
11Suponemos tambie´n que la regio´n de contacto es lo suficientemente pequen˜a para que no juegue un papel en
nuestro ana´lisis.
12No hay posibilidad de confusio´n con los super´ındices por tanto los suprimimos.
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La propia densidad de probabilidad P[A1, ..., Ak|a1, .., ak, Ak+1, .., Al, T ] permite obtener unos va-
lores medios 〈Ai〉 as´ı como los valores de las fluctuaciones13 ∆Ai = 〈A2i 〉 − 〈Ai〉2 para los dife-
rentes A1, ..., Ak, que como veremos son relacionables con magnitudes con significado f´ısico rele-
vante, tanto a un nivel termodina´mico (magnitudes de equilibrio) como un nivel estructural (fun-
ciones de distribucio´n). El enlace a nivel estructural se realiza desde la meca´nica relacionando
la densidad de probabilidad anterior con una densidad de probabilidad en el espacio de las fases
P[Γ|a1, .., ak, Ak+1, .., Al, T ] que tomamos como definicio´n para el enlace entre la dina´mica y las
propiedades de equilibrio. De este modo las propiedades medias14 de una propiedad dina´mica dada
por f(Γ) quedan expresadas como,
< f >=
∫
dΓf(Γ)P(Γ|a1, .., ak, Ak+1, .., Al, T ) (2.10)
Una vez introducido el procedimiento general es aplicable directamente a los colectivos cano´nico y
macrocano´nico, lo que permite que u´nicamente recuperemos los resultados sin demostracio´n en las
siguientes secciones15.
2.1.2.1 Colectividad Cano´nica
Representa un sistema en contacto con un ban˜o te´rmico, de que modo que puede intercambiar
energ´ıa E con este manteniendo V y N constantes. El ban˜o queda definido por la variable intensiva
correspondiente, su temperatura T, que determina las condiciones de equilibrio16. Este sistema
posee una funcio´n de particio´n17,
Z(N,V, T ) =
1
N !h3N
∫
d~pN
∫
d~rNe−βHN (~r
N ,~pN ) (2.13)
13O de las correlaciones.
14Y las propiedades medidas v´ıa hipo´tesis ergo´dica.
15El esquema descrito arriba no es completamente general pueden existir colectivos que requieran ma´s cuidado,
como por ejemplo, el isenta´lpico, pero las ideas generales son compartidas.
16Podemos relacionar tanto la funcio´n de distribucio´n como la funcio´n de particio´n cano´nicas con las ana´logas de
un sistema aislado caracterizado por los para´metros extensio´n E,V,N. Mediante las relaciones,
P[E|T, V,N ] = e
S(E,V,N)e−βE
Z(T, V,N)
(2.11)
Z(E, V,N) =
∫
dEe−βE
∫
dΓδ(HN (Γ)− E) (2.12)
17La introduccio´n del factor N ! en el denominador proviene de la indistinguibilidad de part´ıculas mientras que el
factor h3N donde h es la constante de Planck nace de argumentos que permiten relacionar el nu´mero de estados cal-
culado en f´ısica cua´ntica con el l´ımite cla´sico. Su presencia en las expresiones puede predecirse mediante argumentos
dimensionales pero su naturaleza y determinacio´n requiere del enlace con la meca´nica cua´ntica, desde el punto de
vista de la meca´nica cla´sica podemos prescindir de la determinacio´n de dicha constante mediante un reescalado del
cero de potenciales qu´ımicos.
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La distribucio´n de probabilidad en el espacio de las fases para este colectivo se denomina distribucio´n
cano´nica y queda expresada de la siguiente manera,
P(~rN , ~pN |N,V, T ) = 1
N !h3NZ(N,V, T )
e−βHN (~r
N ,~pN ) (2.14)
y por tanto describe la probabilidad de tener N part´ıculas indistinguibles en posiciones ~r1, ..., ~rN
con momentos ~p1, ..., ~pN .
La ecuacio´n que relaciona en este caso los dos niveles de descripcio´n es,
lnZ(N,V, T ) = βF (N,V, T ) (2.15)
donde F(N,V,T) es la energ´ıa libre de Helmholtz en sus variables naturales con lo que toda la
termodina´mica se obtiene de la funcio´n de particio´n. La energ´ıa libre introducida verifica la ecuacio´n
fundamental,
dF (N,V, T ) = −S(N,V, T )dT + P (N,V, T )dV − µ(N,V, T )dN (2.16)
donde las magnitudes entrop´ıa S, presio´n P y potencial qu´ımico µ son determinadas mediante
diferenciacio´n. En particular podemos obtener la ecuacio´n de estado P (T, ρ) que relaciona tres
para´metros del macroestado mensurables en el laboratorio. Las derivadas segundas determinan
la convexidad de la energ´ıa libre y la estabilidad del macroestado frente a fluctuaciones, en este
colectivo, en la energ´ıa.
Tratamos con sistemas cla´sicos y simples luego la forma de HN permite factorizar la parte
cine´tica tanto en la funcio´n de particio´n como en la densidad de probabilidad.
Z(N,V, T ) =
1
N !Λ3N
∫
d~rNe−βUN (~r
N ) =
Zid
V N
∫
d~rNe−βUN (~r
N ) (2.17)
esta u´ltima integral se denomina integral de configuracio´n. Esto separa formalmente la funcio´n de
particio´n en el producto de una parte ideal (cine´tica) y una parte de exceso sobre la parte ideal que
da cuenta de las interacciones y es donde se introducen las diferentes aproximaciones. La separacio´n
entre parte ideal y de exceso anterior queda expresada entonces en la energ´ıa libre como una suma,
F (N,V, T ) = Fid(N,V, T ) + Fex(N,V, T ) (2.18)
Uno puede definir, de modo ana´logo a la funcio´n de particio´n, una distribucio´n de probabilidad
configuracional integrando en momentos de modo que,
P(~rN |N,V, T ) = 1
Q(N,V, T )
e−βUN (~r
N ) (2.19)
Tanto esta ecuacio´n como la anterior (2.14) contienen informacio´n completa de la distribucio´n
de todas las part´ıculas en el sistema, a pesar de ello resulta preferible trabajar con otras funciones
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de distribucio´n que aunque contienen una informacio´n parcial de la configuracio´n del sistema per-
miten una caracterizacio´n adecuada de ciertas propiedades del sistema tanto a nivel microsco´pico
como su enlace a un nivel macrosco´pico. La ventaja de dichas funciones es que pueden ser determi-
nadas directa o indirectamente en el laboratorio lo que permite comparar diferentes aproximaciones
mientras que su relacio´n con magnitudes de equilibrio termodina´micas permite a su vez evaluar
la consistencia de dichas aproximaciones. Finalmente en ellas se reflejan propiedades estructurales
del sistema y por tanto nos sera´n de gran utilidad para la comprensio´n y caracterizacio´n de las
diferentes fases tanto fluidas como so´lidas.
La distribucio´n densidad de n-part´ıculas,
ρ
(n)
N (~r
n) =
N !
(N − n)!
1
Q(N,V, T )
∫
d~rn+1...d~rNe−βUN (~r
N ) (2.20)
cuya normalizacio´n viene dada por, ∫
d~rnρ
(n)
N (~r
n) =
N !
(N − n)! (2.21)
representa la probabilidad de encontrar simulta´neamente n part´ıculas arbitrarias en las posiciones
caracterizadas por ~r1, ..., ~rn = ~r
n independientemente la posicio´n del resto de las N − n part´ıculas.
Conviene diferenciar esta familia de funciones de las funciones de distribucio´n de n-part´ıculas,
estas u´ltimas esta´n normalizadas a la unidad. De este modo escribir´ıamos,
℘(1)(~u|N,V, T ) = 〈δ(~u− ~r1)〉 =
∫
dΓP(Γ;N,V, T )δ(~u− ~r1) (2.22)
mientras que la distribucio´n densidad de una part´ıcula, escrita a partir de una funcio´n dina´mica se
expresara´ como18,
ρ
(1)
N (~u) =
〈
ρˆ
(1)
N (~u)
〉
=
〈
N∑
i=1
δ(~u− ~ri)
〉
(2.23)
y en el caso de la distribucio´n densidad de dos part´ıculas,
ρ
(2)
N (~u,~v) =
〈
ρˆ
(2)
N (~u,~v)
〉
=
〈
N∑
i=0
N∑
j 6=i
δ(~s− ~ui)δ(~v − ~rj)
〉
(2.24)
18Observar que el sistema refleja en la densidad las simetr´ıas en del hamiltoniano, de modo que si la energ´ıa
potencial es invariante frente a translaciones lleva a un fluido uniforme. Cuando un campo externo a un cuerpo
rompe esa simetr´ıa del hamiltoniano, la densidad correspondiente deber´ıa mostrar esta ruptura dando lugar aun
fluido no homoge´neo.
2.1. Introduccio´n a la teor´ıa de colectividades 47
2.1.2.2 Colectividad Macrocano´nica
Representa un sistema en contacto con un ban˜o de part´ıculas de modo que puede variar su energ´ıa
E y part´ıculas N, manteniendo V constante. El ban˜o queda definido por su temperatura y potencial
qu´ımico que determinan las condiciones de equilibrio mutuo19.
La funcio´n de particio´n en este colectivo se define como,
Z(µ, V, T ) =
∞∑
N=0
eβµNZ(N,V, T ) =
∞∑
N=0
eβµN
Λ3NN !
Q(N,V, T ) (2.25)
=
∞∑
N=0
eβµN
h3N
∫
d~qNd~rN
1
N !
e−βHN (~r
N ,~pN )
que de modo ana´logo cumple que,
lnZ(µ, V, T ) = βΩ(µ, V, T ) (2.26)
y
dΩ(µ, V, T ) = −S(µ, V, T )dT + P (µ, V, T )dV −N(µ, V, T )dµ(N,V, T ) (2.27)
donde Ω(µ, V, T ) es la energ´ıa libre macrocano´nica tambie´n en sus variables naturales.
Mientras que la densidad de probabilidad se escribir´ıa como,
P(~rN , ~pN , N |µ, V, T ) = e
−βµNe−βHN (~r
N ,~pN )
N !h3NZ(µ, V, T )
(2.28)
Las funciones distribucio´n de densidad de n-part´ıculas quedan definidas, en completa analog´ıa
con las del colectivo cano´nico, mediante,
ρ(n)µ (~s
n) =
1
Z(µ, V, T )
∞∑
N=n
N !
(N − n)!e
βµN
∫
d~rNd~pNe−βHN (~r
N ,~pN )~δ(n)(~rn − ~sn) (2.29)
esta funcio´n posee dos l´ımites asinto´ticos bien definidos, a grandes distancias las part´ıculas dejan
de estar correlacionadas y la funcio´n de distribucio´n de densidad de n-part´ıculas factoriza en el
producto de funciones de distribucio´n de orden menor y de modo natural surge otra jerarqu´ıa que
tambie´n se suelen denominar funciones de distribucio´n de n-part´ıculas como,
g(n)(~rn) =
ρ(n)(~rn)
ρ(1)(~r1)...ρ(1)(~rn)
(2.30)
19Al igual que hicimos con la colectividad cano´nica y la microcano´nica se pueden relacionar las funciones de
particio´n cano´nica Z(T, V,N) y Z(T, V, µ). Esta relacio´n se extender´ıa en su aplicacio´n al resto de definiciones y por
tanto podemos relacionar tambie´n las funciones de distribucio´n. Es interesante notar que si tuvie´ramos un sistema
multicomponente habr´ıamos de tener para cada componente i un µi que sin embargo no ser´ıa una propiedad intensiva
solo de i sino que depende de todos los para´metros que determinan el sistema completo.
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y que es aplicable tambie´n al colectivo cano´nico. Esperamos adema´s que a separaciones del orden
del taman˜o de las part´ıculas o menores las funciones obtenidas cumplan ser nulas.
Como en el caso de la colectividad cano´nica escribimos la normalizacio´n de las dos primeras
funciones de la familia ρ
(n)
µ , ∫
d~rρ(1)µ (~r) =< N >µ (2.31)∫
d~rd~sρ(2)µ (~r,~s) =< N
2 >µ − < N >µ (2.32)
esta u´ltima expresio´n induce otra definicio´n que surgira´ ma´s adelante de modo natural en el
contexto de la teor´ıa del funcional de la densidad.
G(2)(~r,~s)︸ ︷︷ ︸
Corr. densidad−densidad
=
F. corr. total≡h(~r1,~r2)ρ(~r1)ρ(~r2)︷ ︸︸ ︷
ρ(2)µ (~r,~s)︸ ︷︷ ︸
Distr. orden 2
−ρ(1)µ (~r)ρ(1)µ (~s) + ρ(1)µ (~r)δ(~r − ~s)︸ ︷︷ ︸
autocorrelacio´n
(2.33)
donde usando la normalizacio´n de ρ
(1)
µ vemos que su integracio´n da lugar a las fluctuaciones en el
colectivo macrocano´nico en el nu´mero de part´ıculas,∫
d~rd~sG(2)(~r,~s) =< N2 >µ − < N >2µ≡< (∆N)2 > (2.34)
Esto nos permite establecer una conexio´n entre una propiedad estructural G(2)(~r1, ~r2) y una
propiedad termodina´mica, la compresibilidad isoterma, κT = ρ
−1 ∂ρ
∂P |T ya que,
< N2 >µ − < N >2µ=< N > ρβ−1κT (2.35)
El hecho de que las funciones de distribucio´n en el caso ideal factorizan en el producto de
funciones de distribucio´n de una part´ıcula debido a la ausencia de interacciones motiva definir una
funcio´n de correlacio´n total mediante,
h(2)(~r,~s)ρ(1)µ (~r)ρ
(1)
µ (~s) = ρ
(2)
µ (~r,~s)− ρ(1)µ (~r)ρ(1)µ (~s) (2.36)
a la funcio´n de distribucio´n densidad de dos part´ıculas le hemos substra´ıdo la parte ideal, de modo
que en un sistema no-homoge´neo pero ideal aunque ρ(2)(~r,~s) pueda presentar estructura la funcio´n
h(2)(~r,~s) no lo hara´.
Resulta conveniente para desarrollos posteriores escribir los valores medios en este colectivo del
potencial externo y del potencial intermolecular en el caso de potenciales a pares. A saber,
〈
Vext(~r
N )
〉
=
〈
N∑
i=1
vext(~ri)
〉
=
∫
d~rρ(1)(~r)vext(~r) (2.37)
〈
ΦN (~r
N )
〉
=
〈
1
2
∑
i<j
φ(~ri, ~rj)
〉
=
1
2
∫
d~r1d~r2ρ
(2)(~r1, ~r2)φ(~r1, ~r2) (2.38)
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En el caso de potenciales a pares podemos establecer una relacio´n integrodiferencial entre los
miembros de la familia ρ(n) de orden n y los de orden n+1, llamada jerarqu´ıa Yvon-Born-Green,
que para n=1 se expresa como,
∇1ρ(~r1) = ρ(~r1)∇1v(~r1) +
∫
ρ(2)(~r1, ~r2)∇1φ(r12)d~r2 (2.39)
2.1.3 Relaciones entre termodina´mica y estructura
Para incluir informacio´n experimental relacionada con las funciones de distribucio´n, hacemos uso
de una definicio´n ma´s, comenzamos con la transformada Fourier de la densidad,
ρ
(1)
~k
=
∫
d~rei
~k~rρ(~r) (2.40)
de modo que su correlacio´n define el factor de estructura S(~k)
S(~k) =
1
N
〈
ρ
(1)
~k
ρ
(1)
~−k
〉
= 1 +
1
N
∫
d~r
∫
d~sei
~k(~r−~s)ρ(2)N (~r,~s) (2.41)
la segunda igualdad de ec.(2.41) establece la relacio´n entre el factor de estructura y la funcio´n de
distribucio´n g(2). El factor de estructura puede determinarse mediante experimentos20 de difraccio´n
de rayos X y contiene informacio´n de las fluctuaciones contenidas en el sistema, por ejemplo S(0)
se relaciona v´ıa ec. (2.35) con la compresibilidad isoterma. En en el caso homoge´neo se simplifican
a S(|~k|) y g(|~r12|) que se denomina funcio´n de distribucio´n radial21 y por tanto tenemos acceso
experimental a esta u´ltima.
La importancia de la funcio´n ρ(2)(~r1, ~r2) se debe adema´s a otro hecho, en un sistema donde
las interacciones son u´nicamente entre pares de part´ıculas, ve´ase ec. (2.2), las propiedades ter-
modina´micas pueden ser expresadas mediante integrales sobre la funcio´n de distribucio´n de dos
part´ıculas, y cada relacio´n constituye una ruta hacia la termodina´mica desde la estructura.
Las tres ecuaciones ma´s relevantes en el caso de potenciales a pares son la ecuacio´n de la energ´ıa,
la ecuacio´n del virial y la ecuacio´n de la compresibilidad. En el primer caso la energ´ıa del sistema
es determinada como el promedio en la colectividad de la funcio´n dina´mica HN , ve´ase ec.(2.1), que
nos lleva a
E(T, V,N) = Eid +
1
2
∫
d~r1d~r2ρ
(2)(~r1, ~r2)φ(~r1, ~r2) +
∫
d~r1ρ
(1)(~r1)Vext(~r1) (2.42)
20Ve´ase §1.6 para el caso de una interfase.
21De modo general haciendo uso de las definiciones introducidas S(~k) = 1+ρδ(~k)+ρhˆ(~k), luego aparece relacionado
directamente con la transformada de Fourier de G(2).
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para la ecuacio´n del virial,
βP (T, V,N)
ρ
= 1− β 1
3N
∫
d~r1d~r2ρ
(2)(~r1, ~r2)~r1 · 51φ(~r1, ~r2) +
∫
d~r1ρ
(1)(~r1)~r1 · 51Vext(~r1) (2.43)
que determina la presio´n del sistema esencialmente a partir del promedio de la funcio´n dina´mica
β
∑
i ~ri · 5iUN . La relacio´n de la compresibilidad ya se cito en ec.(2.35) y queda expresada en un
sistema uniforme como,
κTβ
−1 = 1 + ρ
∫
d~rh(2)(~r) (2.44)
La dificultad pra´ctica de la aplicacio´n de estas relaciones, no solo esta en determinar de un modo
ma´s o menos adecuado la estructura del sistema dada por g(r), sino que el modo de obtener esta
funcio´n permita un ca´lculo razonablemente consistente por las diferentes rutas a la termodina´mica,
cuestio´n deseable que una aproximacio´n a priori no tiene porque cumplir.
Se ha planteado de modo somero la estructura de la meca´nica estad´ıstica de colectividades.
Resolver la funcio´n de particio´n para modelos concretos es una tarea complicada y son contados los
casos en que se conoce una solucio´n anal´ıtica, por otra parte el objetivo de la teor´ıa de l´ıquidos es
comprender porque unas fases son estables frente a otras en determinadas condiciones de presio´n,
temperatura o densidad, analizar la estructura de las fases correspondientes as´ı como propiedades
dina´micas de estas, finalmente relacionarlas con las propiedades a un nivel molecular, es decir, como
las interacciones y las propiedades geome´tricas de las mole´culas influyen en su comportamiento
colectivo. Conviene por tanto, indagar en las condiciones que son necesarias para reproducir fases
estables, y si el propio formalismo puede explicar la fenomenolog´ıa que tiene lugar una transicio´n
de fase.
2.2 Transiciones de fase en sistemas simples
Supongamos resuelto el problema de determinar a partir de los detalles microsco´picos de un modelo
concreto la funcio´n de particio´n macrocano´nica Ω(T, V, µ) descrita. Aun no hemos respondido a la
cuestio´n de si los resultados obtenidos son o no consistentes con los postulados de la termodina´mica,
y si lo con otras colectividades estad´ısticas. En general la demostracio´n de la consistencia[78] es
posible sobre sobre hipo´tesis muy generales22 para HN y se obtiene la deseable propiedad de con-
22Se exige al potencial entre part´ıculas φ(~rij) ser,
• Estable, ∑Ni<j φ(~rij) > −BN con B ∈ R+
• Temperado, existen α, β > 0 tal que |φ(~rij)| < B|~rij |−d−α para |~rij | > β
Los potenciales de corto alcance y fuertemente repulsivos ejemplarizados por un Lennard-Jonnes cumplen estas
propiedades. Con todo hay notables excepciones como el potencial de Coulomb que exige un ana´lisis diferente.
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vexidad de la energ´ıa libre resultante de la aplicacio´n del formalismo[79].
En la descripcio´n termodina´mica de un sistema simple de un componente las propiedades de
convexidad tienen su expresio´n condensada en las condiciones de estabilidad termodina´mica, que
se concretan en dos expresiones (
∂u
∂T
)
V
= cv > 0 (2.45a)
−
(
∂P
∂v
)
T
=
ρ
κT
> 0 (2.45b)
y cuyo contenido f´ısico esta expresado en la ley de Le-Chatelier[73] y si se verifican23 la descripcio´n
es apropiada para un sistema simple monocomponente. Para los valores de los para´metros del
macroestado en que no se verifica ec. (2.45) el sistema no puede ser homoge´neo24 y se divide en
dos o ma´s fases (heteroge´neo). Existe adema´s un caso l´ımite en que la relacio´n (2.45b) anterior se
anula y la compresibilidad isoterma diverge que tiene relacio´n con las fases cr´ıticas25.
En el caso de un fluido simple las transiciones de fase involucran discontinuidades en deter-
minadas funciones e incluso singularidades en las funciones respuesta del sistema y en general
comportamientos no anal´ıticos. Antes de pasar a preguntarnos que contenido f´ısico poseen estos
cambios de fase nos preguntamos como el formalismo de la meca´nica estad´ıstica es capaz de repro-
ducirlos, la respuesta a esta cuestio´n se halla contenida en la siguiente teor´ıa y que forma parte del
conjunto de resultados y metodolog´ıas que se suelen calificar de rigurosos.
2.2.1 Teor´ıa de Yang y Lee
Si analizamos para un sistema de part´ıculas en el colectivo cano´nico que forma adquiere la energ´ıa
libre, observamos que para todo valor de N la funcio´n de particio´n posee un valor positivo, real
y bien definido para potenciales de interaccio´n razonables (anal´ıticos). Como indicaron Yang y
Lee[80] esto permite dado un sistema de volumen finito escribir la propia funcio´n de particio´n
macrocano´nica en la forma de un polinomio en e−βµN y por tanto es expresable como,
23Es una condicio´n necesaria pero no suficiente para tener estados de equilibro.
24No puede mantenerse homoge´neo frente a perturbaciones externas o fluctuaciones internas.
25La denominacio´n de funciones respuesta en este contexto viene del principio de Le Chatelier que determina
como responde el sistema bien a un agente externo (cambio de un para´metro del reservoir por ejemplo) o de modo
equivalente como responde el resto del sistema a una fluctuacio´n en una pequen˜a regio´n del sistema. En general
los criterios de estabilidad determinan que el sistema en un estado de equilibrio perturbado responde intentando
restablecer el equilibrio, los criterios de estabilidad se expresar´ıan entonces mediante unas funciones respuesta de
signos determinados que permiten este restablecimiento.
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Ξ(µ, V, T ) =
Nm∑
N=N0
(
e−βµ
)N ZN (T, V ) = N∏
i=1
(
1− e
−βµ
zi
)
(2.46)
donde zi(V, T ) son las ra´ıces del polinomio
26. La funcio´n de particio´n es una funcio´n anal´ıtica
y lo sera´n la ecuacio´n de estado P (T, V, µ) as´ı como la compresibilidad isoterma. Los cambios de
fase estan caracterizados por comportamientos no anal´ıticos de algunas de estas magnitudes lo que
conduce a la conclusio´n de que solamente para sistemas en el l´ımite termodina´mico el formalismo
representara´, de modo adecuado, los cambios de fase27, basa´ndose en el hecho de que el l´ımite de
una sucesio´n de funciones anal´ıticas puede no serlo. Matema´ticamente las no analiticidades apare-
cera´n como l´ımites de los puntos de acumulacio´n de ceros de la funcio´n de particio´n en el eje real
positivo y por tanto las diferentes fases aparecen como regiones de analiticidad acotadas por dichos
puntos.
La extensividad de energ´ıa libre y de la entrop´ıa hace conveniente definir magnitudes molares o
magnitudes por unidad de volumen que permanecen bien definidas en el l´ımite termodina´mico, su
definicio´n aprovecha adema´s la homogeneidad de dichas funciones respecto del nu´mero de part´ıculas,
S(U, V,N) = Ns(U/N, V/N, 1) = Ns(u, v) y F (T, V,N) = Nfn(T, v) = V fv(T, ρ), mientras que
directamente Ω(T, V, µ) = Nµ(T, v)
2.2.2 Transiciones de fase de primer orden y continuas
En general las regiones, en el espacio determinado por los para´metros macrosco´picos, donde la
energ´ıa libre sea anal´ıtica sera´n las diferentes fases y las regiones que los separen sera´n las fronteras
de fase, una representacio´n del diagrama de fases de un sistema simple esta en la figura (2.2b). Nos
interesan dos situaciones diferentes compatibles con los teoremas de Yang y Lee que representen
situaciones con cambio de fases,
• Dos regiones con un punto de acumulacio´n de ceros en medio. Tendr´ıamos transicio´n de fase
primer orden si lleva a discontinuidad en primera derivada.
• Podemos tener una situacio´n similar pero con continuidad tendr´ıamos una transicio´n de fase
continua.
26Que de hecho no pueden ser reales y positivas.
27El primero en indicar esta importancia fue Krammer en 1936, aunque tardo cierto tiempo en conocerse su
trabajo y muchos f´ısicos de su e´poca pensaban que la funcio´n de particio´n solo puede describir una fase.
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2.2.3 Interaccio´n entre part´ıculas
Hemos indicado las propiedades generales de la funcio´n de particio´n y en que condiciones es posible
reproducir una transicio´n de fase. Por otra parte observando la meca´nica estad´ıstica colectividades
vemos que si bien su formalismo no depende esencialmente de la forma concreta que poseen las
interacciones entre sus constituyentes elementales28 la f´ısica concreta de un sistema si vendra´ deter-
minada por esta. Esto lleva a dos cuestiones29 entrelazadas. Una primera es, que modelo para las
interacciones permite reproducir el conjunto de propiedades que tratamos de explicar y la segunda
es, dada esta interaccio´n como puedo resolver la funcio´n de particio´n (o funciones de distribucio´n)
para ese modelo.
Figura 2.1: Arriba esquema con empaquetamiento
ma´ximo. En el centro expansio´n en 1/3
del volumen. Potenciales suficientemente
atractivos permiten una configuracio´n como
en izq. (l´ıquido) y der. (gas)
Si nuestro objetivo es establecer en que
condiciones es posible tener fases so´lida
y fluida, ve´ase figura (2.2b), as´ı como
coexistencia l´ıquido-vapor, la primera
cuestio´n puede ser abordada del siguiente
modo. La propia estabilidad de la mate-
ria sugiere que a distancias muy cortas la
interaccio´n entre las part´ıculas ha de ser
repulsiva y hemos de buscar un potencial
impenetrable a cortas distancias, de he-
cho un modelo de esferas duras permite
reproducir dos fases estructuralmente di-
ferentes una so´lida y otra fluida, y el paso
de una a otra viene regido por la densi-
dad del sistema. Si dada una densidad
que reproduce la fase so´lida (η ∼ 0.74 en
sistemas tridimensionales) expandimos el
sistema en un tercio de su volumen (cri-
terio de Lindelmann) el sistema pierde las condiciones que permit´ıan su rigidez y pasa a una fase
fluida. Imaginemos sin embargo una leve atraccio´n de corto alcance superpuesta la sistema de
esfera duras, si esta permite ligar a las esferas, ahora separadas, lo suficiente es posible encontrar
una fase l´ıquida estable y en consecuencia es posible encontrar (en funcio´n de la agitacio´n te´rmica)
una coexistencia entre l´ıquido y gas (en la medida en que la atraccio´n permita tener a una misma
temperatura dos sistemas con diferente densidad estables).
Esto determina dos propiedades ba´sicas para las interacciones que reproducen la fenomenolog´ıa
28Siempre y cuando conduzcan a funciones de particio´n que respeten la termodina´mica.
29Entorno a las que giran muchos de los problemas que se tratara´n en la memoria.
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buscada, adema´s los potenciales repulsivos a cortas distancias y atractivos a distancias intermedias
son compatibles con la exigencia de estabilidad termodina´mica30. La figura (1.11) ya mostraba estas
propiedades. El problema sera´ construir aproximaciones predictivas para los modelos de interaccio´n
introducidos. En realidad gran parte de la dificultad esta en encontrar me´todos de tratamiento ade-
cuados para un potencial de interaccio´n dado. Antes de pasar a describir esta segunda cuestio´n que
abarca gran parte del formalismo podemos analizar la f´ısica de coexistencia de fases representada
en una ecuacio´n de estado que contiene la imagen f´ısica introducida.
2.2.3.1 Ecuacio´n de van der Waals
Convenientemente tratado las propiedades del potencial de interaccio´n se traducen en una ecuacio´n
de estado que es la que describira´ la f´ısica macrosco´pica de diagrama de fases, como la transicio´n
l´ıquido-vapor o la presencia de un punto cr´ıtico. La descripcio´n ma´s conocida que contiene en su
ecuacio´n de estado las propiedades repulsivas y atractivas comentadas es la ecuacio´n de estado de
van der Waals que viene dada por la ecuacio´n,
P (T, V,N) =
NkT
V − βN − α
N2
V 2
(2.47)
Parte de la expresio´n de la ecuacio´n de estado para un gas ideal asumiendo que el principal efecto de
la parte repulsiva es reducir el volumen disponible del sistema (covolumen), mientras que la parte
atractiva es descrita como un efecto uniforme sobre el que incidiremos ma´s adelante. Los valores
concretos de α y β son el reflejo de propiedades microsco´picas de las interacciones, ma´s alla´ de esto
la ecuacio´n se caracteriza por poseer propiedades universales independientes de estos valores en la
escala adecuada.
Una representacio´n esquema´tica de P (v) para varios valores de T se halla en la figura (2.2a),
como vemos existe una regio´n a T < Tc donde posee tres soluciones y es compatible con la sepa-
racio´n del sistema en dos fases en equilibrio, cumpliendo por tanto µl(T, P ) = µv(T, P ) junto con
T l = T v = T y P l = P v = P , fruto de que µ(P ) que a T > Tc era una curva u´nica ahora posee dos
ramas que coinciden en el equilibrio de fases31.
Observando de nuevo la curva P (v), hay valores de los para´metros de estado en que la curva,
no correspondiendo a los estados de equilibrio, no violan sin embargo los criterios de estabilidad
y representan estados estables solo frente a pequen˜as fluctuaciones(metaestables). La zona de la
gra´fica P (v) de los estados metaestables, es decir, la zona comprendida entonces entre los puntos
30El alcance atractivo del potencial puede ser de hecho crucial para el diagrama de fases[81].
31El contenido de esta afirmacio´n junto con la integracio´n en la isoterma de la ecuacio´n de Gibbs-Duhem me
determina la construccio´n de Maxwell para la coexistencia l´ıquido-vapor (igualdad de las a´reas I y II de la figura (2.2))
y fija los valores de las densidades de ambas fases en la coexistencia, es decir los estados de equilibrio correspondientes
a los valores dados de temperatura y presio´n.
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<T1T2 < Tc
zona de nucleación
binodal
spinodal
Construcción de Maxwellporción de metaestablidad
I
II
T
P
Punto 
Crítico
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Triple
Tc
Pc
Pt
Tt
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Crítico
Figura 2.2: (a) Esquema de las isotermas en un diagrama P-V basado en una ecuacio´n de estado tipo van
der Waals. Coexistencia de fases o binodal (l´ınea discontinua), dentro esta la curva espinodal
(l´ınea de puntos). La regio´n entre ambas es la zona de nucleacio´n y ambas curvas convergen
en el punto cr´ıtico. (b) Diagrama de fases t´ıpico de un sistema monocomponente simple.
que verifican la construccio´n de Maxwell (curva de coexistencia o binodal) y el l´ımite donde dejan
de cumplirse los criterios de estabilidad (curva espinodal) se denomina zona de nucleacio´n ya que
este es el feno´meno f´ısico (la formacio´n de nu´cleos32 de una fase, la ma´s estable, en la otra) que
permite al sistema pasar de una fase a otra (saber que existe otra ma´s favorable desde el punto de
vista de la energ´ıa libre)33.
Como comenta´bamos el camino desde un modelo de interaccio´n a una ecuacio´n de estado es un
proceso anal´ıticamente dif´ıcil, hecho que proviene de la dificultad de realizar la integral de config-
uracio´n. Los sistemas resolubles usualmente son aquellos donde es posible factorizar en el nu´mero
de part´ıculas dicha integral bien por la ausencia de interacciones, como en un sistema ideal, bien
por la posibilidad de diagonalizar apropiadamente el hamiltoniano de interaccio´n como ocurre, por
32Una estimacio´n de las fluctuaciones necesarias para poder crear estos nu´cleos, es decir, que sean nu´cleos estables
puede realizarse desde argumentos estad´ısticos y de hecho desde aplicaciones de la teor´ıa del funcional de la densidad,
a este campo se le denomina teor´ıa de la decomposicio´n espinodal.
33Si volvemos ahora a la construccio´n de Maxwell y viajamos por la isoterma observamos un cambio brusco en el
volumen molar, lo mismo ocurrira´ en el caso de la entrop´ıa. Esto hace que estas transiciones de fase se denominen
discontinuas o de primer orden (en el sentido de Ehrenfest). La transicio´n al estado cr´ıtico en cambio se denomina
continua en la medida en que no aparecen discontinuidades en el volumen molar o la entrop´ıa molar. La sen˜al de la
transicio´n de fase se aprecia en los valores del calor especifico y la compresibilidad.
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ejemplo, en el oscilador armo´nico unidimensional.
Ahora bien, una primera aproximacio´n del problema puede obtenerse observando que a densi-
dades bajas (sistemas diluidos) las propias caracter´ısticas de la interaccio´n dada hacen que dentro
del alcance del potencial de interaccio´n encontremos un nu´mero limitado de part´ıculas y la inte-
gral de configuracio´n pueda ser razonablemente abordable. En la siguiente seccio´n describimos el
procedimiento que permite construir un desarrollo en la densidad y lo aplicamos a un sistema de
esferas duras, que como hemos sugerido, y veremos en detalle, es parte referencial importante en el
estudio de sistemas l´ıquidos.
2.3 Expansiones en la densidad. Desarrollo del virial
Resulta conveniente, aunque no estrictamente necesario, restringirnos a interacciones que puedan
ser expresadas como una suma de te´rminos de interaccio´n entre dos part´ıculas. Bajo esta suposicio´n
definimos dos cantidades,
e(r) ≡ e−βφ(r) (2.48)
f(r) ≡ e(r)− 1 (2.49)
esta u´ltima se denomina funcio´n de Mayer es de corto alcance y permite construir formalmente un
desarrollo de la integral de configuracio´n que podemos expresar como,
Q(T, V,N) =
∫
d~r1...d~rN
N∏
i<j
[1 + f(rij)] = Q0 +Q2 + ... (2.50)
Donde los sucesivos sumandos van involucrando progresivamente ma´s part´ıculas (cero, dos etc).
Este desarrollo en el caso de la energ´ıa libre queda expresado por,
βF (T, V,N) = βFid + ln[1 +Q2/Q0 + ...] (2.51)
diferenciando con respecto al volumen podemos obtener la ecuacio´n de estado con sus correcciones
en densidad sobre el caso ideal. En el caso de la funcio´n de particio´n macrocano´nica podemos
escribir,
lnΞ = V
∞∑
i=1
Biρ
i (2.52)
los coeficientes Bn se denominan coeficientes del virial. Y para la ecuacio´n de estado tendremos
que,
βP =
∞∑
i=1
Biρ
i (2.53)
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Dentro de este desarrollo podemos escribir diferentes propiedades, por ejemplo, la compresibilidad
isoterma,
χ−1T = −ρ−1
∂P
∂ρ
∣∣∣∣
T
= β−1
∞∑
k=1
kBkρ
k−2 (2.54)
El procedimiento formal es general y pueden determinarse para diferentes potenciales los diferentes
coeficientes del virial y obtener un desarrollo a bajas densidades. La determinacio´n anal´ıtica es
progresivamente ma´s complicada y u´nicamente para ciertos potenciales es posible determinar ma´s
alla´ del tercer coeficiente del virial sin el uso de me´todos nume´ricos. Para un potencial de esferas
duras se han determinado anal´ıticamente los cuatro primeros coeficientes del virial y por me´todos
nume´ricos se han estimado los siguientes coeficientes, algunos aparecen en la tabla (2.1).
B2 B3/B
2
2 B4/B
3
3 B5/B
4
4 B6/B
5
5 B7/B
6
6
Exacto 2.0944 0.625 0.2869 0.1103 0.0386 0.0138
SPT 2.0944 0.625 0.2969 0.1211 0.0449 0.0156
CS 2.0944 0.625 0.2813 0.1094 0.0156 0.0132
HNC(C) 2.0944 0.625 0.2029 0.0493 0.0281
PY(C) 2.0944 0.625 0.2969 0.1211 0.0449 0.0156
Tabla 2.1: Coeficientes del virial para un sistema de esferas duras, en unidades del dia´metro de
esferas duras. Se compara una determinacio´n directa (exacta) con los coeficientes contenidos
en diferentes aproximaciones. En las dos u´ltimas se escribe la v´ıa de la compresibilidad pues
da resultados ma´s ajustados. La ruta del virial en PY se aproxima a los valores exactos por
debajo mientras que en la ruta de la compresibilidad se aproxima por encima, en el caso de
HNC sucede al contrario.
2.3.1 Ecuacio´n de Carnahan-Starling para esferas duras
Carnahan y Starling observaron que expresando los coeficientes del virial en un desarrollo en la
fraccio´n de empaquetamiento η = piρd3/6 los primeros coeficientes eran nu´meros enteros o pro´ximo
a enteros y que mediante un ajuste de estos coeficientes se pod´ıan predecir los siguientes tres
coeficientes de modo casi exacto. La suma de la serie resultante dio como resultado lo que se
conoce como aproximacio´n de Carnahan-Starling para la ecuacio´n de estado de esferas duras,
βP = ρ
1 + η + η2 − η3
(1− η)3 (2.55)
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que se suele tomar como una aproximacio´n semiemp´ırica y de hecho a menudo como un resultado
casi exacto34. La aproximacio´n es anal´ıtica por tanto es posible integrando y diferenciando la
ecuacio´n de estado, conocido que el l´ımite a densidades bajas es el sistema ideal determinar la
energ´ıa libre de exceso de un sistema de esferas duras,
F ex(T, V,N) = Nβ−1
∫ ρ
0
dρ˜
βP ex(ρ˜)
ρ˜2
= Nβ−1
η(4− 3η)
(1− η)2 (2.56)
βµex(T, V,N) =
1
Nβ−1
F ex(T, V,N) + P exV =
1 + 5η − 6η2 + 2η3
(1− η)3 (2.57)
Existe otra forma complementaria de obtener una ecuacio´n de estado para un sistema de cuerpos
duros que resulta ser exacta en el caso unidimensional y que en el caso tridimensional reproduce
los primeros coeficientes del virial de modo adecuado y que por otra parte no alude a un desarrollo
en densidad.
2.4 Teor´ıa de la Part´ıcula Escalada para sistemas duros
Este me´todo para determinar la ecuacio´n de estado fue desarrollado por Reiss, Frisch y Lebowitz [83,
84, 85, 86] basa´ndose en consideraciones diferentes al desarrollo en densidad. Partieron del hecho
de que para determinar la ecuacio´n de estado en un sistema de cuerpos duros solo es necesario
conocer de manera exacta el valor de la funcio´n de distribucio´n radial en el caso de contacto tal y
como expresa el teorema del virial, ve´ase ec.(2.43),
βP = ρ+
2
3
pia3ρ2g(a) (2.58)
Para determinar g(a), propusieron un me´todo original y diferente para determinar el potencial
qu´ımico basa´ndose en el trabajo que cuesta crear un hueco de taman˜o determinado en un sistema
de cuerpos duros de taman˜o d, cuando el taman˜o del hueco es d, este se comporta exactamente
como una esfera ma´s. La cantidad importante es G(λ) que tiene relacio´n con la probabilidad media
de que un cuerpo duro del sistema este en contacto con el hueco. G(λ) puede ser determinada
a partir de la probabilidad de que se forme la cavidad y dicha probabilidad es lo que se intenta
expresar de un modo sistema´tico mediante cantidades que tienen que ver con las caracter´ısticas
geome´tricas de las part´ıculas.
Por este me´todo se puede encontrar la ecuacio´n de estado para sistemas duros de diferente
dimesionalidad,
34La forma del denominador que permite estados l´ıquidos a fracciones de empaquetamiento superiores al empa-
quetamiento ma´ximo responde a la imagen de l´ıquido ideal dada por Rosenfeld[82] en el limite asinto´tico de altas
densidades.
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• Segmentos, η = ρd
βP = ρ
1
1− η (2.59)
• Discos, η = pi4 ρd2
βP = ρ
1
(1− η)2 (2.60)
• Esferas, η = pi6 ρd3
βP = ρ
1 + η + η2
(1− η)3 (2.61)
La comparacio´n con los coeficientes del virial en el caso de esferas duras podemos verlo en la
tabla (2.1), el caso unidimensional es exacto y el caso bidimensional es casi exacto. Este desarrollo
ha tenido una gran relevancia ya que se puede extender de modo aproximado a cuerpos duros con
geometr´ıas convexas diversas.
En el caso de discos duros, hay correcciones emp´ıricas obtenidas de mejorar la propuesta de
SPT, como son la ecuacio´n de estado de Henderson,
βP =
ρ
(1− η)2
(
1 + 0.128η2 +
0.043η4
1− η
)
(2.62)
y la de Baus-Colot [87] que fue desarrollada para hiperesferas en dimensio´n D. Para D=2 se
concreta en la ecuacio´n,
βP = ρ+ ρ
[
1.001η
(1− η)2 +
1.4063η
1− η −
(
0.4073η + 0.2803η2 + 0.1353η3 + 0.041η4
)]
(2.63)
Para los propo´sitos de esta memoria la ecuacio´n de estado dada por SPT sera´ adecuada.
2.5 Desarrollo Diagrama´tico
El tratamiento sistema´tico de las expansiones en la densidad se facilita mediante su expresio´n en
forma de diagramas en clusters junto con una serie de reglas formales para su manipulacio´n[76].
Estos permiten simplificar simbo´licamente el tratamiento de una expansio´n basada en las funciones
de Mayer,
Ξ(µ, V, T ) =
∑
N
1
N !
∫
d~rN
N∏
i=1
z(~ri)
N∏
i<j
(1 + f(~ri, ~rj)) (2.64)
En nuestro caso nos interesa esencialmente que revela propiedades importantes al nivel de las
funciones de distribucio´n de part´ıculas de modo que si escribimos la funcio´n de particio´n en un
sistema en un potencial externo VN =
∑
i vext(~ri) tendr´ıamos,
Ξ(µ, V, T ) =
∑
N
1
N !
∫
d~rN
N∏
k=1
z(~rk)e
−βUN (~rN ) (2.65)
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donde z(~rk) = e
−β(µ−vext(~rk)). De modo que la derivada funcional reiterada de la funcio´n de
particio´n sobre esta fugacidad generalizada permite reproducir lo que esencialmente es la ρ(n)(~sn),
y en consecuencia definir formalmente la jerarqu´ıa de funciones de distribucio´n. Del mismo modo
otra jerarqu´ıa puede ser definida mediante la diferenciacio´n funcional de la energ´ıa libre, es decir,
del logaritmo de la funcio´n de particio´n,
G(n)(~sn) =
δnlnΞ(µ, V, T )
δlnz(~s1)...δlnz(~sn)
(2.66)
Cuyo miembro de orden 2 ya hemos introducido previamente35. Su inversa funcional permite definir
otra jerarqu´ıa de funciones C(n)(~sn) y que formalmente pueden ser obtenidas a partir de derivadas
funcionales de otro funcional que surgira´ de manera natural en el formalismo del funcional de la
densidad, y posponemos a entonces su introduccio´n completa.
Los desarrollos diagrama´ticos desde el punto de vista de la teor´ıa de l´ıquidos han contribuido
doblemente, por una parte han sido la primera forma en que se ha afrontado la constitucio´n del
formalismo del funcional de la densidad y por otra parte a dado lugar a un campo conocido como
Ecuaciones Integrales para determinar propiedades de los l´ıquidos.
2.6 Ecuaciones Integrales
La relacio´n de los segundos elementos de ambas jerarqu´ıas tiene una relevancia especial y ha consti-
tuido una de las relaciones con ma´s importancia en la teor´ıa de l´ıquidos simples. Fue inicialmente
formulada por Ornstein y Zernike y en el caso no-homoge´neo queda expresada como,
h(2)(~r1, ~r2) = c
(2)(~r1, ~r2) +
∫
d~r3h
(2)(~r1, ~r3)ρ(r3)c
(2)(~r3, ~r2) (2.67)
que suele ser tomada como una definicio´n de la funcio´n de correlacio´n directa c(2)(~r1, ~r2). Desde
el punto de vista del desarrollo diagrama´tico supone diferenciar un subconjunto de diagramas de
h(2) que permite escribir la relacio´n recurrente dada arriba y dicho subconjunto de diagramas es
el que define a la funcio´n de correlacio´n directa c(2), que posee la relevante propiedad de ser del
mismo alcance que el potencial de interaccio´n cosa que no sucede en h(2)(r). La determinacio´n
completa de estas dos funciones a partir de la ecuacio´n de Ornstein-Zernique necesita buscar otra
relacio´n, que se denomina gene´ricamente relacio´n de cierre y cuya eleccio´n dara´ lugar a diferentes
aproximaciones, con el problema a priori de que su cara´cter aproximado puede hacer dependiente
la termodina´mica de la ruta elegida para su conexio´n con la estructura.
35Tambie´n se ha denominado a esta familia funciones de Ursell sobre todo en los an˜os 80 y se sol´ıan denotar por
Fn.
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2.6.1 Teor´ıa de Percus-Yevick
Nos interesa comenzar por sistemas homoge´neos donde la posible determinacio´n de las diferentes
funciones de distribucio´n y correlacio´n es ma´s sencilla. En este caso la funcio´n de distribucio´n radial
la expresamos a partir de ec. (2.49) como
g(r) = (1 + f(r))y(r) (2.68)
que define la llamada funcio´n cavidad y(r). Esencialmente los primeros te´rminos de desarrollo de
c(r) son expresables como c(r) = f(r)y(r) mientras que el resto lo agrupamos en una funcio´n cola
que llamamos d(r).
c(r) = f(r)y(r) + d(r) (2.69)
A bajas densidades d(r) sera pequen˜a y es posible considerar
c(r) = f(r)y(r) (2.70)
que constituye la aproximacio´n de Percus-Yevick.
Esta aproximacio´n tiene una relevancia especial en el caso de esferas duras puede escribirse
como,
c(r) = 0, r > d (2.71a)
g(r) = 0, r < d (2.71b)
que permite obtener una expresio´n[88, 89] anal´ıtica36 para cPY (r) y de hecho obtener la ter-
modina´mica del sistema, que en el caso de la ecuacio´n de estado determinada a partir de la ecuacio´n
de la compresibilidad permite llegar a la misma ecuacio´n de estado que la teor´ıa de la part´ıcula es-
calada37. Finalmente la ecuacio´n de Carnahan-Starling puede ser obtenida como una combinacio´n
de las soluciones de Percus-Yevick obtenidas por medio de la ecuacio´n de la compresibilidad y por
medio de la ecuacio´n de la presio´n.
2.6.1.1 Extensiones de la aproximacio´n de Percus-Yevick
Una variante directa de la teor´ıa de Percus-Yevick nace de analizar su significado, c(r) = f(r)y(r)
implica que a grandes distancias el comportamiento predominante es c(r) = −βφ(r).
36Dadas las condiciones (2.71) junto con la ecuacio´n de Ornstein-Zernique es posible resolver el problema mediante
un me´todo integral, ve´ase [90], alternativamente se puede establecer igualmente desde ec. (2.71) una ecuacio´n
diferencial resoluble para cPY (r), ve´ase [91].
37Conviene notar que otras v´ıas diferentes, §2.1.3, dan resultados diferentes y no es posible considerar ide´nticas
la teor´ıa de la part´ıcula escalada y la aproximacio´n de Percus-Yevick, aunque como veremos existe un esquema ma´s
general que permite desarrollar una imagen ma´s unificada de ambas propuestas, §2.9.2.1.
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Lebowitz y Percus[92] propusieron adoptar esta definicio´n como c(r) en la zona atractiva y el
resultado de Percus-Yevick para esferas duras en la zona repulsiva, esta aproximacio´n se conoce
como mean spherical aproximation.
Andersen y Chandler propusieron en cambio generalizar la propuesta y sugieren c(r) = chs(r)−
βφ(r) para r > σ, ideal en el caso de que se tenga una teor´ıa para la funcio´n de correlacio´n
directa del sistema de esferas duras ma´s precisa que la receta de PY, se conoce como random phase
aproximation.
2.6.2 Aproximacio´n HNC
Se basa en una expresio´n alternativa a ec. (2.69) como,
y(r) = eh(r)−c(r) (2.72)
Los resultados mejoran para potenciales atractivos de largo alcance, para los que la aproximacio´n
de Percus-Yevick da resultados modestos pero empeoran respecto de esta aproximacio´n para esferas
duras sobre todo a altas densidades. Con todo HNC no es una aproximacio´n a densidades bajas ya
que en su construccio´n incluye diagramas a todos los ordenes en la densidad.
2.7 Teor´ıa de perturbaciones
Hasta el momento el ca´lculo de las propiedades ha sido planteado como un desarrollo en la densidad
pero lo´gicamente es poco viable a densidades cercanas al punto triple, mientras tanto las funciones
de correlacio´n para potenciales gene´ricos son dif´ıciles de determinar anal´ıticamente. Si hemos visto
que la ecuacio´n de estado dada por Carnahan-Starling o la teor´ıa de la part´ıcula escalada, as´ı como
la solucio´n anal´ıtica de Percus-Yevick para c(r) permiten un buen tratamiento del sistema de esferas
duras.
Adema´s una extensio´n[93] termodina´micamente consistente de la ecuacio´n de van der Waals
puede ser escrita como βP = βPHS − aβρ2, que sugiere ver al l´ıquido como estructuralmente simi-
lar a un sistema de esferas duras y la parte atractiva jugando esencialmente un papel termodina´mico.
La imagen f´ısica asociada que justifica este tratamiento es la de una part´ıcula sometida a fuerzas
atractivas de las part´ıculas cercanas que en un sistema homoge´neo denso en promedio se cancelan
para la mayor´ıa de las configuraciones, en consecuencia, la diferencia estructural con un sistema
u´nicamente de esferas duras es mı´nima y la parte atractiva puede ser aproximada por un fondo
uniforme superpuesto al fluido de esferas duras que no altera ni la estructura ni la dina´mica pero
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aporta una energ´ıa de cohesio´n38.
Dos mejoras son posibles en la imagen dada por van der Waals,
• Determinar la contribucio´n de las fuerzas atractivas teniendo en cuenta las distribuciones de
part´ıculas del sistema.
• Determinar el sistema de esferas duras ma´s adecuado a los para´metros termodina´micos de
cada estado.
Para ello se han desarrollado una serie de me´todos muy u´tiles al respecto de como representar un
l´ıquido simple y que gene´ricamente se conocen como teor´ıas perturbativas. Esencialmente veremos
la expansio´n λ sobre un sistema de referencia gene´rico, que responde a la primera de las cuestiones
y su aplicacio´n a potenciales blandos que configura a la segunda de las mejoras.
2.7.1 Expansio´n λ
Se considera un sistema de part´ıculas con un potencial de interaccio´n φλ dependiente de un
para´metro λ, que var´ıa desde un valor inicial λ0 correspondiente a un potencial φλ0 hasta un
valor λ1 correspondiente a φλ1 y manera que el potencial puede variarse en este para´metro
39 de
modo continuo. La manera usual de expresarlo es mediante,
φ(λ, r12) = φ0(r12) + λφ(r12) (2.73)
el potencial completo se recupera en λ1 = 1 mientras que en λ0 = 0 tenemos u´nicamente el potencial
de referencia. La forma de la funcio´n de particio´n permite escribir de modo exacto,
∂βF (λ)
∂λ
= β
〈
∂ΦN (λ)
∂λ
〉
(2.74)
de esta manera tendremos para la energ´ıa libre40.
βF (λ1) = βF (λ0) +
∫ 1
0
dλβ
〈
∂ΦN (λ)
∂λ
〉
(2.75)
38El resultado es que si bien las propiedades de escalado cerca del punto cr´ıtico no son las adecuadas y un modelo
lattice-gas dar´ıa exponentes cr´ıticos ma´s exactos, las propiedades generales del sistema cerca del punto triple esta´n
descritas de este modo correctamente si el sistema de esferas duras es tratado de modo adecuado. La explicacio´n
es que cerca del punto cr´ıtico las correlaciones que contiene la parte atractiva son ma´s importantes que cerca del
punto triple donde la alta compresibilidad impide fluctuaciones de largo alcance que alteran las condiciones en que
la imagen de van der Waals resulta efectiva.
39Se suele denominar para´metro de acoplo.
40El modo de construir un desarrollo perturbativo es introducir una expansio´n Taylor dentro de la integral entorno
de λ0, que para la forma de φ(λ, r12) se expresa de modo sencillo y se suele denominar expansio´n en altas temperaturas
ya que cada termino aparece multiplicado por potencias crecientes de β−1, este desarrollo se debe a Zwanzig.
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ya vimos que la cantidad del integrando es posible expresarla mediante la funcio´n de distribucio´n
ρ(2)(~r1, ~r2;φλ) donde indicamos expresamente que esta depende del potencial de interaccio´n del
sistema bajo el para´metro de acoplo,
βF (λ1) = βF (λ0) +
1
2
∫ 1
0
dλ
∫
d~r1d~r2ρ
(2)(~r1, ~r2;φλ)φ(r12) (2.76)
el problema de determinar el valor de la energ´ıa libre para un potencial gene´rico ha sido sustituido
por la necesidad de conocer la funcio´n de particio´n en un sistema de referencia definido por el
potencial φ0 ma´s el conocimiento de la funcio´n distribucio´n de dos cuerpos en toda la familia de
potenciales caracterizada por λ ∈ [0, 1], que es un problema a priori tan complicado como el inicial.
La ventaja de esta expresio´n es que permite proponer un desarrollo perturbativo en el para´metro
de acoplo.
El orden en λ para la funcio´n ρ(2)(~r1, ~r2;φλ) equivale al primer te´rmino del desarrollo perturba-
tivo en la energ´ıa libre y equivale identificar el valor de ρ(2)(~r1, ~r2;φλ) ∼ ρ(2)(~r1, ~r2;λ0), igual por
tanto al sistema de referencia que se supone conocido. Este te´rmino puede simplificarse aun ma´s
si escribimos ρ(2)(~r1, ~r2;λ0) ∼ ρ(1)(~r1)ρ(1)(~r2) que da lugar a una aproximacio´n de campo medio
que ignora correlaciones involucradas en el te´rmino φ(r12), que para un sistema uniforme recupera
la ecuacio´n de estado de van der Waals mejorada con el conocimiento ma´s preciso del sistema de
referencia incluido en βF (λ0).
2.7.2 Modelos de interaccio´n para l´ıquidos simples: Potenciales blandos
Ya hemos comentado la conveniencia de tomar como sistema de referencia un potencial de esferas
duras para la descripcio´n de un l´ıquido. La base rigurosa puede verse en los experimentos de
Ashcroft-Lekner [94] donde comparan el factor de estructura de metales l´ıquidos cerca del punto
triple con el factor de estructura de un sistema de esferas duras equivalente basa´ndose en la aprox-
imacio´n de Percus-Yevick. Esto fue estudiado por Verlet [95] para un modelo Lennard-Jones medi-
ante simulaciones buscando el dia´metro de esferas duras que permite reproducir los ma´ximos del
factor de estructura que encontraba a altas densidades. Los resultados fueron excelentes confir-
mando la descripcio´n adecuada de un l´ıquido cerca del punto triple como un sistema de esferas
duras decorado con un potencial atractivo41.
Los estudios anteriores implican la eleccio´n de un me´todo para determinar adecuadamente
el sistema de referencia. La f´ısica contenida en el trabajo de Verlet es explicada y reproducida
41En cambio cerca del punto cr´ıtico cuando la compresibilidad diverge el comportamiento a vectores de onda
pequen˜os esta dominado por las fuerzas atractivas y se manifiestan expl´ıcitamente los defectos de una aproximacio´n
de campo medio.
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teo´ricamente por Weeks, Andersen y Chandler [96]. Existe adema´s otro tratamiento previo debido
a Barker y Henderson que permite encontrar adecuadamente el sistema de referencia, no es tan
sistema´tica como la anterior pero destaca por su simplicidad. En ambos casos la separacio´n conlleva
me´todos diferentes para evaluar perturbativamente la contribucio´n de la cola atractiva, detallamos
ambos.
2.7.2.1 Propuesta de Barker-Henderson
Φ(r) = Φr(r) Φatt(r)+
Figura 2.3: Divisio´n del potencial de interaccio´n en la teor´ıa BH
La divisio´n del potencial de interaccio´n es la correspondiente a la figura (2.3) donde se separan
las contribuciones positivas y negativas de este y se aproxima la primera de ellas. La parte de
referencia que se aproxima es,
φR(r) =
{
φ(r), r < σ
0, r ≥ σ (2.77)
La construccio´n de la teor´ıa perturbativa parte de la ecuacio´n (2.76) que obtenemos si la par-
ticularizamos al caso homoge´neo,
βF
N
=
βF0
N
+ 2ρpiβ
∫
drr2g0(ρ, r)φ(r) +O(β
2) (2.78)
Formalmente la expresio´n arriba indicada, al ser una teor´ıa de perturbaciones, requiere expresar
de algu´n modo los siguientes te´rminos, para evaluar, al menos cualitativamente, que las correcciones
a la teor´ıa son pequen˜as en el rango de aproximacio´n que nos interesa. Barker y Henderson desar-
rollaron inicialmente una teor´ıa para el potencial cuadrado[97] donde expresaban dicha correccio´n
mediante argumentos mesosco´picos42 dando lugar a una descripcio´n adecuada al ser comparada
42 La expresio´n en concreto seria,
1
4
ρβ2
∫
d~r′
(
φ(~r′)
)2
β−1
∂(ρg(2))
∂P
∣∣∣∣∣
0
(2.79)
la expresio´n involucra la derivada de g(2)(r) que es introducida como una compresibilidad local.
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con simulaciones nume´ricas tanto Montecarlo como de Dina´mica Molecular. La desventaja de su
argumentacio´n es que su desarrollo sistema´tico a ma´s ordenes no es del todo evidente y su aplicacio´n
menos transparente.
En el caso de potenciales como el Lennard-Jones no estrictamente repulsivos, es posible desar-
rollar el factor de Boltzmann del potencial de interaccio´n en funcio´n para´metros uno que calibra la
dureza de la parte repulsiva y otro la profundidad de la parte atractiva[98]. Su desarrollo lleva a
una expresio´n,
β
F − F0
N
= −2piρd2g0(d)
[
d−
∫ σ
0
1− e−βφ(r)
]
+ 2piρβ
∫
drr2g0(r)φ(r) +O(β
2) (2.80)
donde σ es el valor en que φ(r) = 0. La eleccio´n adecuada de d(T ) permite anular el primer te´rmino
del desarrollo y representa el dia´metro del sistema de referencia de esferas duras. As´ı introducen
un para´metro dBH como,
dBH(T ) =
∫ σ
0
(1− e−βu(r))dr (2.81)
y en consecuencia g0(r, ρ) ' gHS(r/dhs, η), con η = ρd3BHpi/6. Los resultados son bastante acepta-
bles para un sistema de Lennard-Jones43.
2.7.2.2 Propuesta de Weeks-Chandler-Andersen
En el caso de WCA[100, 96] la divisio´n del potencial propuesta es diferente y tambie´n lo es el
me´todo que proponen para estimar el sistema de referencia de esferas duras ido´neo para un po-
tencial blando. Su objetivo es que el sistema de referencia sea capaz de reproducir el factor de
estructura del sistema completo para vectores de onda grandes[101], partiendo de las observaciones
sobre simulaciones de Verlet y los experimentos de Ashcroft y Lekner.
En su distincio´n del papel jugado por las contribuciones atractiva y repulsivas consideran que
es la fuerza intermolecular, −φ′(r), la que juega un papel relevante y proponen una separacio´n que
estime la parte de la fuerza entre σ y un r0 dado por el mı´nimo del potencial. Esta argumentacio´n
lleva a un sistema de referencia repulsivo dado por la expresio´n,
φR(r) =
{
+ φ(r), r < r0
0, r ≥ r0
(2.83)
43Como indicia´bamos los siguientes te´rminos involucran funciones de distribucio´n de ordenes mayores y las expre-
siones y conocimiento necesarios del sistema de referencia se hacen complejos, por ello proponen una correccio´n por
argumentos similares a la propuesta para los modelos duros, que ser´ıa en este caso,
1
4
ρβκhs
∫
d~r′
(
φ(~r′)
)2
ghs(dBH , η) (2.82)
Algunos autores[99] han propuesto sustituir κhs por κhs(1 + χ(η)) con χ una funcio´n ajustable emp´ıricamente
basa´ndose en argumentaciones igualmente mesosco´picas.
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Φ(r) = Φr(r) Φatt(r)+
Figura 2.4: Divisio´n del potencial de interaccio´n en la teor´ıa WCA
donde r0 es el valor que hace mı´nimo al potencial completo o de modo equivalente que anula la
fuerza intermolecular y entonces proponen que la imagen f´ısica de la teor´ıa perturbativa se corre-
sponde con g(r, φ) ≈ g0(r, φR). Igual que en el procedimiento anterior el potencial sobre el que se
hace el tratamiento perturbativo es φat(r) = φ(r)− φR(r).
El modo de determinar el sistema de esferas duras adecuado resulta algo ma´s detallado en esta
teor´ıa incorporando un desarrollo del factor de Boltzmann del potencial de referencia dado por
ec.(2.83) entorno del potencial de esferas duras. Esto permite un desarrollo ma´s sistema´tico que en
el caso de Barker-Henderson, aunque al igual que en aquel, se basa en anular la primera correccio´n
con una eleccio´n apropiada del dia´metro de esferas duras[102],
β
F − FHS
N
= −T
2
ρ
∫
d~ryHS(r)4 f(r) + 2piρβ
∫
drr2g0(r)φ(r) +O(β
2) (2.84)
donde4f(r) = [e−βφR − e−βφHS ] se denomina funcio´n Blip. El dia´metro de esferas duras dWCA(T, ρ)
verifica, ∫
d~ryHS(r)4 f(r) = 0 (2.85)
y en este caso depende de T y ρ. En la argumentacio´n basada en la similitud necesaria entre la
funcio´n de distribucio´n radial del sistema completo y la del sistema de referencia, WCA considera
por tanto,
g(r) ' g0(r) = e−βu0(r)y0(~r) ' e−βu0(r)yHS(~r) (2.86)
2.8 Teor´ıa del funcional de la densidad
Hasta el momento la herramienta descrita para un ana´lisis teo´rico de fluidos es el me´todo de las
ecuaciones integrales, centrado en la determinacio´n de la funcio´n de correlacio´n total y cuya con-
trastacio´n experimental esta principalmente en las observaciones del factor de estructura. Adema´s
hemos analizado las funciones de distribucio´n de part´ıculas. Observamos dos puntos esenciales:
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• El logaritmo de la funcio´n de particio´n macrocano´nica puede ser considerada un funcional de
una fugacidad generalizada que genera formalmente las diferentes funciones de distribucio´n
mediante diferenciacio´n funcional. Pueden existir otros funcionales que sean generadores de
otras familias diferentes de funciones de correlacio´n.
• Se pueden entender las funciones de distribucio´n desde su base meca´nica y en consecuencia ser
extendidas ma´s alla´ del equilibrio, de modo que se reduzcan en las condiciones de equilibrio
termodina´mico a las expresiones conocidas.
Estas dos afirmaciones sugieren la posibilidad de construir un formalismo que haga expl´ıcitas estas
propiedades. Inicialmente el desarrollo de este formalismo se hizo sobre la base de los desarrollos
diagrama´ticos por Morita-Hiroike[103, 104, 105] y Frank H. Stillinger-Buff [106]. Se puede desar-
rollar adema´s un enfoque replantea´ndolo como un problema variacional[2, 107].
La teor´ıa del funcional de la densidad se constituye como un formalismo natural para el estudio de
sistemas no homoge´neos, en ella podemos encontrar cierta analog´ıa con los me´todos termodina´micos
en el sentido de que las primeras derivadas de un funcional de la energ´ıa libre determinara´n la
situacio´n de equilibrio del sistema mientras que las segundas derivadas se relacionaran con funciones
respuesta (y sus criterios de estabilidad). En ella es sencillo obtener relaciones formales y de hecho
obtendremos de manera directa la ecuacio´n de Ornsterin-Zernique.
2.8.1 Formalismo
Comenzamos de nuevo con el Hamiltoniano ec. (2.1), que a partir de ahora referimos a potenciales
externos de la forma,
VN (~rN ) =
N∑
i=1
vext(~ri) (2.87)
que inducen una dependencia en la densidad de probabilidad P(~rN , ~pN ) = P[vext;~rN , ~pN ] con
el potencial externo, lo que provoca que la funcio´n densidad sea, de hecho, un funcional de este
ρ(1) = ρ(1)[vext;~r]. Resulta menos trivial[2] que dada una funcio´n densidad del sistema y fijadas
las interacciones entre elementos del sistema ΦN (~r
N ) en ec. (2.1), hay un u´nico potencial externo
VN (~rN ) que me la determina, esto permite establecer para una determinada funcio´n de densidad
ρ(1) una distribucio´n de probabilidad P(~rN , ~pN ) y permite tambie´n postular la existencia de un
funcional de Helmholtz intr´ınseco que escribimos,
F [P] = h
−3N
N !
∫
d~pN
∫
d~rNP(~rN , ~pN )(KN + ΦN + 1
β
ln(P(~rN , ~pN )) (2.88)
y donde la distribucio´n de densidad P(~rN , ~pN ) es la determinada por la funcio´n densidad.
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Podemos definir dos funcionales adema´s del anterior,
F [P] = F [P] + h
−3N
N !
∫
d~pN
∫
d~rNP(~rN , ~pN )VN (~rN ) (2.89)
que denominaremos funcional de Helmholtz y donde aparece vext y no es por tanto intr´ınseco al
modelo de interaccio´n ΦN contenido en la dina´mica del sistema. La otra definicio´n es el funcional
Ω[P] = F [P]− h
−3N
N !
∫
d~pN
∫
d~rNP(~rN , ~pN )µN (2.90)
Ahora si utilizamos el hecho de que la densidad de probabilidad esta un´ıvocamente determinada
por la funcio´n densidad podemos escribir F [ρ] y por tanto,
F [ρ] = F [ρ] +
∫
d~rρ(~r)vext(~r) (2.91)
as´ı como
Ω[ρ] = F [ρ] +
∫
d~rρ(~r)vext(~r)− µ
∫
d~rρ(~r) (2.92)
sobre este funcional se puede demostrar su cara´cter extremal en la densidad de probabilidad de
equilibrio que denotamos por Peq,
Ω[P] > Ω[Peq] (2.93)
da´ndose la igualdad solo en el equilibrio, en tal caso el funcional representa la energ´ıa libre en el
colectivo macrocano´nico. Como hemos sen˜alado el funcional anterior puede ser entendido como un
funcional de la densidad ρ y si establecemos que la densidad que determina Peq es ρeq podemos
escribir,
Ω[ρ] > Ω[ρeq] = Ω (2.94)
esta ecuacio´n indica que evaluando el funcional en la densidad de equilibro obtenemos la energ´ıa libre
del colectivo macrocano´nico. Resulta u´til expresar la ecuacio´n anterior que define como determinar
la densidad de equilibrio en un problema variacional, mediante una ecuacio´n de Euler-Lagrange,
que en vista de las definiciones anteriores queda como,
δF [ρ]
δρ(~r1)
+ vext(~r1)− µ = 0 (2.95)
en esta ecuacio´n µ tiene el cara´cter de un potencial externo constante. Definimos entonces un
potencial generalizado mediante u(~r) = µ − vext(~r1), y definimos un potencial qu´ımico intr´ınseco
como,
δF [ρ]
δρ(~r1)
= µin[ρ;~r1] (2.96)
Hemos llegado la expresio´n pra´ctica de la formulacio´n variacional (2.93) en el colectivo macro-
cano´nico44.
44Para definir en el colectivo cano´nico algo similar tendr´ıamos que acudir a la definicio´n de problema variacional
isoper´ımetro para llegar a unas ecuaciones en una forma similar a las de Euler-Lagrange de arriba pero con la
utilizacio´n de multiplicadores de Lagrange. En este caso el multiplicador de Lagrange ser´ıa el potencial qu´ımico[108].
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La demostracio´n rigurosa del problema inverso45 de determinar la existencia de un potencial
externo que da una densidad dada en el equilibrio puede ser visto en la referencia [109] donde se
comenta en que condiciones estrictas puede darse, mientras que un ana´lisis del formalismo desde el
punto de vista de la propiedad de convexidad en el funcional esta contenida en [110], es interesante
observar que los funcionales Ω[u] y F [ρ] esta´n relacionados por una transformada de Legendre, lo
que permite formular como un problema variacional al mismo nivel la interpretacio´n de Ω[u].
2.8.2 Sistema Ideal y Parte de Exceso
En el caso de un sistema ideal ΦN (~r
N ) = 0 y P(~rN , ~pN ) podemos factorizarla como producto de
funciones que involucran una sola part´ıcula y encontrar una expresio´n expl´ıcita para el funcional
de la densidad,
Fid[ρ] = β−1
∫
d~rρ(~r)[ln(Λ3ρ(~r))− ρ(~r)] (2.97)
del que aplicando la condicio´n de equilibro obtenemos la ley barome´trica,
ρeq(~r) = e
−βµe−βvext(~r) (2.98)
por otra parte la divisio´n de la funcio´n de particio´n en parte ideal y de exceso permite escribir
nuestro funcional general como,
F [ρ] = Fid[ρ] + Fex[ρ] (2.99)
Cabe hacer dos consideraciones generales:
• Como es natural es sobre la parte de exceso sobre la que se realizan las diferentes aproxi-
maciones para tratar sistemas con interacciones y conviene definir funciones de correlacio´n
basadas en ella.
• Su construccio´n no va a necesitar fijar un potencial externo concreto sino que se basa u´nicamente
en las interacciones entre part´ıculas del sistema, y por tanto mediante la relacio´n con el fun-
cional de Helmholtz puede ser aplicado a sistema no-homoge´neos de naturaleza muy diferente.
2.8.3 Jerarqu´ıas de funciones de correlacio´n
Como comentamos anteriormente, en el caso de la funcio´n de particio´n de un sistema homoge´neo de
las primeras derivadas obtenemos propiedades termodina´micas del estado de equilibrio y mediante
segundas derivadas obtenemos criterios de estabilidad y funciones respuesta de mi sistema. En el
caso del funcional de la densidad mediante diferenciacio´n funcional se obtiene una serie de familias
o jerarqu´ıas de funciones (que ya sugerimos desde un desarrollo diagrama´tico), las dos primeras
45Una vez demostrada la existencia, el problema de la unicidad suele ser sencillo.
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funciones que se obtienen son claves en la teor´ıa de l´ıquidos,
Con la definicio´n anterior de u(r) tenemos que Ω[u;V, T ] es un funcional de potencial externo
generalizado, con lo que derivando funcionalmente tenemos,
δΩ
δu(~r)
= − < ρˆ(~r) >= −ρeq(~r) (2.100)
δ2Ω
δu(~r1)δu(~r2)
= G(2)(~r1, ~r2) (2.101)
Resultado que anuncia´bamos en §2.5 y que reproduce de modo sencillo la ecuacio´n (2.33). Si
deseamos interpretar esta funcio´n podemos ver que para un sistema en equilibrio en un estado
estable un pequen˜o cambio en el potencial externo vendra´ acompan˜ado de un leve cambio en la
densidad,
δρ(~r) =
∫
d~s
δρ(~r)
δu(~s)
δu(~s) =
∫
d~sβ−1G(2)(~r,~s)δu(~s) = −
∫
d~sχ(~r,~s)δu(~s) (2.102)
luego la propia definicio´n en este contexto de G(2) permite relacionarla con la funcio´n respuesta
lineal esta´tica en la densidad χ y por tanto esta u´ltima con el factor de estructura del l´ıquido.
Igualmente para el funcional F [ρ] tenemos la siguiente jerarqu´ıa de funciones,
δF
δρ(~r)
= µin[ρ; r] = C
(1)[ρ;~r] (2.103)
δ2F
δρ(~r1)δρ(~r2)
= C(2)[ρ;~r1, ~r2] (2.104)
A partir de esta jerarqu´ıa46 podemos definir otra de ma´s utilidad directa mediante la separacio´n
antes introducida entre la parte ideal y de la parte de exceso,
δFex
δρ(~r)
= µin[ρ; r] = c
(1)[ρ;~r] = C(1)[ρ;~r] + ln(λ3ρ(~r)) (2.105)
δ2Fex
δρ(~r1)δρ(~r2)
= c(2)[ρ;~r1, ~r2] = C
(2)[ρ;~r1, ~r2] +
δ(~r1 − ~r2)
ρ(~r2)
(2.106)
la segunda de las ecuaciones se denomina segunda ecuacio´n de Yvon mientras que la primera de las
ecuaciones, haciendo uso de la condicio´n de mı´nimo del funcional Ω para la densidad de equilibrio
me lleva a expresar la densidad en forma de ecuacio´n auto-consistente:
lnρeq(~r) = −β(µ+ vext(~r)) + c(1)[ρeq;~r] (2.107)
46Formalmente podemos definir el primer miembro de la jerarqu´ıa como c(0) = −βF
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mirando las ecuaciones (2.100) y (2.105) hemos establecido una relacio´n para la densidad de
equilibro, entre las primeras derivadas funcionales de dos jerarqu´ıas diferentes la segunda de las
cuales proviene de separar expl´ıcitamente la parte de interaccio´n del potencial de las contribuciones
cine´ticas (parte ideal). Como consecuencia el termino c(1) puede ser interpretado como un potencial
efectivo creado por las interacciones para dar lugar al perfil de densidad en el equilibrio[76]. Pode-
mos intentar establecer tambie´n una relacio´n entre ambas jerarqu´ıas al nivel de segundas derivadas
funcionales lo que dara´ lugar a la conocida ecuacio´n de Ornstein-Zernique, que fue introducida antes
a partir de un desarrollo diagrama´tico.
2.8.4 Ecuacio´n Ornstein-Zernique. Relaciones de cierre
Las dos familias de funciones esta´n relacionadas ya que,∫
d~r3C
(2)(~r1, ~r3)G
(2)(~r3, ~r2) =
∫
d~r3
δρ(~r3)
δu(~r2)
δu(~r1)
δρ(~r3)
= δ(~r1 − ~r3) (2.108)
la sustitucio´n de las expresiones anteriores nos permite escribir la expresio´n anterior como la
ecuacio´n de Ornstein-Zernique dada anteriormente ec.(2.67)
h(2)(~r1, ~r2) = c
(2)(~r1, ~r2) +
∫
d~r3h
(2)(~r1, ~r3)ρ(r3)c
(2)(~r3, ~r2) (2.109)
aplicada a un fluido no homoge´neo. Si expresamos la funcio´n de correlacio´n total h(2)(~r1, ~r2) como,
h(2)(r1, r2) = −δ(~r1 − ~r2)
ρ(~r1)
− 1
βρ(~r1)ρ(~r2)
δρ(~r1)
δv(~r2)
(2.110)
tenemos la primera ecuacio´n de Yvon.
En el caso de un sistema homoge´neo resultado la ecuacio´n de Ornstein-Zernique usual,
h(2)(|~r12|) = c(2)(|~r12|) +
∫
d~r3h
(2)(|~r13|)ρ(~r3)c(2)(|~r23|) (2.111)
que en el espacio de Fourier permite una interpretacio´n sencilla ya que las convoluciones se trans-
forman en productos quedando,
hˆ(k) = cˆ(k) + ρcˆ(k)hˆ(k) =
cˆ(k)
1− ρcˆ(k) = cˆ(k) + ρcˆ(k)
2 + ρ2cˆ(k)3 + ... (2.112)
El desarrollo presentado expresa el hecho de que la correlacio´n total entre dos part´ıculas viene
determinada por la correlacio´n directa cuando median sucesivamente ma´s y ma´s part´ıculas.
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2.8.5 Aproximacio´n local y de Gradientes Cuadrados
Hasta el momento no hemos escrito ninguna expresio´n funcional concreta salvo en el caso de un
sistema ideal. La aproximacio´n ma´s sencilla es hacer F [ρ] igual a la energ´ıa libre por unidad de
volumen de un sistema homoge´neo teo´ricamente ma´s sencilla de determinar. Tal identificacio´n es
factible siempre que el gradiente de la densidad se aproxime a cero en tal caso podemos suponer
que se comporta localmente como un sistema homoge´neo de densidad ρ. Una teor´ıa as´ı construida
recuperara´ por definicio´n el l´ımite homoge´neo correctamente, sin embargo tratara´ igual a regiones
con igual densidad aunque en sus proximidades la densidad sea diferente. Esta aproximacio´n se
conoce como Local Density Aproximation (LDA) y podemos expresar,
F [ρ] =
∫
d~rψ[ρ(~r)] (2.113)
Podemos incluir te´rminos que si den cuenta de las variaciones en la densidad en la proximidades
de una part´ıcula si desarrollamos la funcio´n densidad de energ´ıa libre ψ sobre la funcio´n densidad,
y aunque no tenemos garantizada, a priori, la convergencia de este desarrollo podemos esperar al
menos una validez asinto´tica. Tendremos[2, 3],
ψ[ρ(~r)] = ψ(0)(ρ(~r)) +∇ψ∇ρ+ ...+ ψ(2)(~r)|~∇ρ(~r)|2 +O(~∇4) (2.114)
La invariancia rotacional impone una expresio´n de la forma,
F [ρ] =
∫
d~r
[
ψ(0)(ρ(~r)) + ψ(2)(ρ(~r))|~∇ρ(~r)|2 +O(~∇4)
]
(2.115)
Donde las funciones ψ(0) y ψ(2) esta´n sin determinar. Para encontrarlas podemos realizar
una expansio´n en densidad del funcional F [ρ] general y utilizar las expresiones de las derivadas
funcionales anteriores sobre la densidad uniforme ρu, de este modo[3] tendr´ıamos expresiones para
ambas funciones47,
dψ(0)(ρu)
dρu
= µ(ρu) (2.116)
ψ(2)(ρu) =
1
12
β−1
∫
drr2c(2)(ρu; r) (2.117)
Si restringimos aun ma´s el valor de ψ(2) y lo hacemos independiente de la densidad ρu, y
aproximamos la funcio´n de correlacio´n directa solo por la parte atractiva del potencial obtendr´ıamos,
llamado τ al resultado,
ψ(2) =
1
12
β−1
∫
drr2φ(r) ≡ τ (2.118)
47Consistentes con la teor´ıa de la respuesta lineal.
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Recalcar que hay una suposicio´n impl´ıcita en este desarrollo, a saber, que las integrales ante-
riores que me definen ψ(2) existen lo que es va´lido para potenciales de corto alcance pero no para
cualquier potencial de largo alcance, como los polino´micos de la forma r−n.
2.9 Teor´ıas de la densidad promediada
La idea que engloba este conjunto de aproximaciones funcionales es construir el funcional de energ´ıa
libre a partir de una cierta densidad no local ρ¯ definida mediante la convolucio´n de la densidad ρ
con una funcio´n peso que se suele extender dentro del alcance de las interacciones48.
En este punto emergen una serie de propuestas diferentes conocidas gene´ricamente como WDA
(Weighted Density Aproximation), inicialmente introducidas por Nordholm y desarrolladas por
Tarazona[111], y poco despue´s por Curtin y Ashcroft [112]. Cuyo objetivo es construir un funcional
cuya reduccio´n al caso homoge´neo obtenga una termodina´mica, ecuacio´n de estado y reglas de
suma, y una estructura, funciones de correlacio´n, adecuadas al conocimiento existente de sistemas
uniformes.
Adema´s existen otro conjunto de funcionales de la densidad construidos sin imponer sobre ellos
las propiedades del sistema uniforme sino bajo otras premisas y que tambie´n reproducen propie-
dades deseables cuando son evaluados en una densidad uniforme ρ(~r) = ρ. A este conjunto de
aproximaciones se las suele agrupar con el nombre de teor´ıas de la medida fundamental (FMT).
Ambos esquemas han tenido un e´xito notable describiendo sistemas no-homoge´neos.
En general las aproximaciones locales y de gradiente cuadrado fallan cuando los perfiles de
densidad no son suaves en el rango de las interacciones aunque pueden describir adecuadamente
algunos comportamientos donde el perfil de densidad var´ıa poco, como por ejemplo una interfase
cerca del punto cr´ıtico. En consecuencia las aproximaciones de la densidad promediada (WDA y
FMT) intentan resolver las deficiencias que posee cualquier teor´ıa local del funcional de la densidad
cuando intentan describir situaciones donde los efectos de exclusio´n de part´ıculas si son importantes.
Desde el punto de vista de las correlaciones representan una mejora sustancial en la descripcio´n
de estas en la zona repulsiva del potencial, de hecho parte del e´xito de estas aproximaciones es
la capacidad para incorporar o reproducir el conocimiento previo, que por medio de la teor´ıa de
ecuaciones integrales se tiene, de las correlaciones de un sistema de esferas duras, ba´sicamente
la aproximacio´n de Percus-Yevick. Desde un punto de vista ma´s formal en ocasiones representa
48Un ejemplo se ve en la teor´ıa de campo medio donde en este caso la funcio´n peso es el propio potencial de
interaccio´n
F [ρ] = 1
2
∫
d~r1d~r2ρ(~r1)ρ(~r2)φ(|~r1 − ~r2|) (2.119)
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adema´s una teor´ıa ma´s general y unificada de otras teor´ıas ya existentes y por tanto con un intere´s
teo´rico intr´ınseco.
2.9.1 WDA
La idea es partir de la energ´ıa libre de exceso escrita de la siguiente manera,
Fex[ρ] =
∫
d~rρ(~r)∆ψ(ρ¯(~r)) (2.120)
donde hemos definido una densidad promediada usando una funcio´n peso, aun por determinar.
ρ¯(~r) =
∫
d~r′ρ(~r′)ω(|~r − ~r′|; ρ¯(~r)) (2.121)
La primera recuerda a la aproximacio´n local pero evaluada en la densidad promediada, mientras
que la segunda ecuacio´n es una definicio´n de esta ultima por medio de una ecuacio´n integral. De
esta manera, mientras que la densidad promediada puede ser lo suficientemente suave como para
que la primera ecuacio´n sea una descripcio´n correcta, la segunda permite que la funcio´n densidad
si que esa altamente no-homoge´nea en el rango de las interacciones, y podemos seguir utilizando
como ∆ψ la densidad de energ´ıa libre de exceso por part´ıcula de un sistema uniforme. Queda por
determinar la funcio´n peso. Aqu´ı emergen dos aproximaciones diferentes ambas debidas a Tarazona.
La primera aproximacio´n que denominaremos WDA-T1 consiste en definir una peso independiente
de la densidad,
ω(|~r − ~r′|) = 3
4piσ3
θ(σ − |~r − ~r′|) (2.122)
De esta manera ya se puede reproducir de modo cualitativo situaciones como un fluido en
contacto con una barrera o un so´lido de esferas duras, de hecho es capaz de describir el proceso de
drying completo de la interfase pared-l´ıquido y observar una estructuracio´n en capas (layering) en
determinados casos aunque no es capaz de reproducir sus resultados con precisio´n. A la hora de
incorporar la informacio´n del sistema homoge´neo tenemos dos expresiones,
F [ρ(~r)]
∣∣∣∣
(ρ(~r)−>ρ)
= F (ρ) (2.123)
c(2)(~r, ~r′) = −β δ
2Fex[ρ]
δρ(~r)δρ(~r′)
(2.124)
La primera impone una normalizacio´n concreta sobre la funcio´n peso ω, y la segunda determina
la estructura de correlacio´n incorporada o incorporable al funcional. En el caso de WDA-T1 con
la funcio´n peso (2.122) y con la necesidad de reproducir para el valor homoge´neo F (ρ) la ecuacio´n
de estado de Carnahan-Starling ya tenemos determinado el funcional y por tanto las correlaciones
que impl´ıcitamente hemos incluido en e´l.
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Si bien se encuentra un funcional con buenas propiedades realmente tenemos un mayor conocimiento
previo de la funcio´n de correlacio´n de esferas duras, en particular la aproximacio´n de Percus-Yevick.
Por esta razo´n Tarazona propuso[111, 113] para (2.121) una definicio´n ma´s general de la funcio´n
peso. Puesto que la propia funcio´n peso depende de la densidad promediada esta ecuacio´n deber´ıa
resolverse de un modo autoconsistente, sin embargo un camino ma´s sencillo es,
ω(r; ρ) = ω0(r) + ω1(r)ρ+ ω2(r)ρ
2 (2.125)
que propone un desarrollo en la densidad para la funcio´n peso y donde la ecuacio´n (2.123)
determina la normalizacio´n de la funcio´n ω(r; ρ),∫
d~rω(~r; ρ) = 1 (2.126)
que dentro del desarrollo propuesto lleva a que,∫
d~rω0(~r) = 1 (2.127)∫
d~rω1,2(~r) = 0 (2.128)
Si ahora introducimos esta informacio´n en c(2)(~r, ~r′) y comparamos con el caso homoge´neo ve-
mos que tenemos que proponer una ecuacio´n de estado (una Fex) y una funcio´n de correlacio´n e
introducir ambas como un desarrollo del virial. El proceso elegido por Tarazona fue introducir
Carnahan-Starling como ecuacio´n de estado y Percus-Yevick como funcio´n de correlacio´n directa.
Como Carnahan-Starling es semi-emp´ırica no se conoce la funcio´n de correlacio´n de Carnahan-
Starling dentro de un desarrollo anal´ıtico, por tanto imponer que se reproduzca Percus-Yevick en el
mayor rango posible de densidades es u´nicamente pedir algo razonable como funcio´n de correlacio´n
directa para el funcional49.
Una propiedad interesante de WDA es que en el l´ımite bidimensional cuando confino el sis-
tema sigue proporcionando una descripcio´n decente del sistema esto es importante y permite una
descripcio´n realista de feno´menos de estructuracio´n en una direccio´n espacial. En general este fun-
cional es capaz de tratar gran variedad sistemas altamente no homoge´neos y se ha usado con e´xito
para determinar desde problemas de solidificacio´n hasta l´ıquidos complejos[114].
2.9.2 Teor´ıas de la Medida Fundamental
Como indica´bamos esta familia de aproximaciones ma´s que basarse en desarrollos aproximados
intentan encontrar expresiones cuyo contenido f´ısico sea sugerente y veremos como el impulso ma´s
49Hay con todo una pequen˜a inconsistencia en la medida en que fijar un desarrollo del virial para la energ´ıa libre
me determina un desarrollo dado para la compresibilidad isoterma que no tiene porque coincidir con el determinado
a partir de la c
(2)
PY .
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importante en estas aproximaciones se debera´ a las aportaciones de Rosenfeld que comenzaron
en estudios de sistemas uniformes. El primer funcional de este tipo fue introducido como una
generalizacio´n directa al caso tridimensional desde la solucio´n exacta al problema unidimensional
de segmentos duros por Percus[115], en el podemos expresar la energ´ıa libre de exceso mediante[116],
Fex[ρ] =
∫
d~rn¯1(~r)φex(n¯2(~r)) (2.129)
donde φex sera´ la energ´ıa libre de exceso del caso uniforme y las densidades n¯1 y n¯2, son densidades
promedio,
n¯α(~s) =
∫
d~rσα(~r)ρ(~r + ~s) (2.130)
mediante dos pesos dados respectivamente por la expresiones,
σ1(~r) =
4
piR2
δ(|~r| −R) (2.131)
σ2(~r) =
6
pi
8
R3
θ(|~r| −R) (2.132)
Sin embargo este funcional da unos resultados bastante modestos[117]. Su merito estriba en que
abre una v´ıa para introducir funcionales ma´s elaborados. En principio podemos introducir un
conjunto de funciones peso mayor pero de manera que el funcional posea la misma estructura,
Fex[ρ] =
∫
d~rΦ(n¯1, n¯2, ...) (2.133)
donde tal y como apunta Percus no tenemos porque restringirnos a funciones peso escalares. Una vez
propuesto un funcional de esta forma aun tenemos que imponer propiedades para ser un candidato
adecuado. Dos propiedades evidentes son, el limite homoge´neo que ha de recuperar resultados
coherentes y las propiedades de estabilidad adecuadas para tener realmente un funcional convexo,
es decir imponemos restricciones sobre la segunda derivada funcional. Esto proporciona criterios
razonables para encontrar funciones peso plausibles pero no es una v´ıa que proporcione un funcional
u´nico.
2.9.2.1 Teor´ıa original de Rosenfeld
Hemos descrito tanto la teor´ıa de la part´ıcula escalada para obtener la ecuacio´n de estado en el caso
de un sistema de esferas como la funcio´n de correlacio´n de Percus-Yevick, ambas resultan ser clave en
la descripcio´n y estudio de sistemas uniformes. Del trabajo de Rosenfeld surge una visio´n unificada
de ambas teor´ıas, ya que mediante hipo´tesis ba´sicas sobre el funcional de energ´ıa libre es posible
obtener las propiedades del sistema uniforme (y no al contrario), el proceso seguido por Rosenfeld
se detalla en las referencias[118, 119, 120, 121]. Desde el punto de vista de la ecuacio´n ba´sica
(2.133) es necesario determinar el conjunto adecuado de pesos y la forma funcional de Φ(n¯1, n¯2, ...).
Rosenfeld propuso aumentar los pesos del caso unidimensional mediante un peso vectorial,
~ω(~r) = rˆ
1
4piR2
δ(R− |~r|) (2.134)
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y donde la densidad promedio se construye como en la ec. (2.130). La construccio´n de la forma
funcional Φ(n¯α) respeta el limite exacto a baja densidad y la funcio´n de correlacio´n directa de
Percus-Yevick mediante,
ΦRosenfeld =
3∑
i=1
φi(η(~r), n(~r), ~v(~r)) (2.135)
donde
φ1 = −nlog(1− η) (2.136a)
φ2 = 4piR
3n
2 − ~v · ~v
1− η (2.136b)
φ3 = 8pi
2R6n
n2/3− ~v · ~v
(1− η)2 (2.136c)
Este funcional contiene ciertas ventajas conceptuales respecto de los funcionales de la densidad
promediada previos pero presenta algunos problemas en al descripcio´n del cristal de esferas duras.
2.9.2.2 Modelo de Kierlik-Rosinberg
Conviene preguntarse si es posible determinar un´ıvocamente las funciones peso. Kierlik y Rosin-
berg [122, 123, 124] probaron una definicio´n diferente de este conjunto donde no se usan pesos de
cara´cter vectorial, el precio a pagar es tener derivadas de la funcio´n δ(|~r| − R) como parte de las
definiciones de los pesos50, esto toda vez que siempre aparecen integradas no supone un formalmente
problema. Las cuatro funciones peso diferentes, pero todas ellas escalares, resultan,
ω(3) = θ(R− r) (2.137)
ω(2) = δ(R− r) (2.138)
ω(1) =
1
8pi
δ′(R− r) (2.139)
ω(0) = − 1
8pi
δ′′(R− r) + 1
2pir
δ′(R− r) (2.140)
La funcio´n Φ(n¯α) se escribe como,
ΦKR = −n¯0log(1− n¯0) + n¯1n¯2
1− n¯3 +
1
24pi
n¯32
(1− n¯3)2 (2.141)
Una consecuencia posible de este funcional es que las hipo´tesis incluidas a la teor´ıa de Rosenfeld
(acerca de la descomposicio´n basa´ndose en la teor´ıa de la part´ıcula escalada) dan lugar a un fun-
cional bien fundamentado ya que diferentes versiones de las funciones peso dan lugar a resultados
equivalentes. En general subsiguientes desarrollos prefieren la eleccio´n de Rosenfeld, de hecho a
50Este conjunto de funciones peso resulta dar un resultado equivalente a la teor´ıa original de Rosenfeld en el
sentido en que
∫
d~r[ΦRosenfeld − ΦKR] = 0.
2.9. Teor´ıas de la densidad promediada 79
partir de ella se han hecho generalizaciones a part´ıculas duras convexas no esfe´ricas.
En este funcional de Kierlik y Rosinberg es directo ver como se comporta el funcional en el caso
de una distribucio´n de densidad ρ(~r) = ρ2dδ(z) y ver como los resultados son muy similares a los
que se obtienen en el caso uniforme desde SPT. El caso de WDA-T2 la coincidencia es razonable
aunque en fracciones de empaquetamiento altas sobreestima a la teor´ıa de la part´ıcula escalada. A la
cuestio´n de como mejorar las propiedades del funcional de Rosenfeld para distribuciones confinadas
como la anterior responde la siguiente aproximacio´n.
2.9.2.3 Interpolacio´n dimensional
El funcional de Rosenfeld (o equivalentemente KR) resulta predecir adecuadamente muchos feno´menos
excepto el feno´meno de solidificacio´n que si resulta bien descrito cualitativamente en WDA. La idea
que surge aqu´ı y que explica este hecho es que un funcional que describa bien situaciones donde
hemos reducido la dimensio´n efectiva del sistema debe ser capaz de describir correctamente un so´lido
de esferas duras[125], sin embargo el funcional de Rosenfeld no posee esta capacidad, lo que lleva a
intentar definir un funcional que permita reproducir resultados adecuados al reducir la dimensio´n
del sistema[126, 127], en particular reproducir el resultado exacto de segmentos duros.
La idea original de FMT es incluir como medida fundamental las propiedades geome´tricas de
las part´ıculas ma´s que reproducir (utilizar como medida fundamental) la ecuacio´n de Mayer. La
v´ıa de Rosenfeld fue obtener el funcional a partir de la descomposicio´n similar a la teor´ıa de la
part´ıcula escalada, la v´ıa de la interpolacio´n dimensional intenta obtener este funcional sometiendo
al sistema a confinamientos restringidos, como una cavidad que solo pueda albergar una part´ıcula o
una cavidad que reduzca de modo efectivo la dimensionalidad del sistema a uno. La restriccio´n de
reproducir los diferentes confinamientos da lugar a un funcional tipo FMT. Si reescribimos la teor´ıa
original de Rosenfeld usando una funcio´n φ0(η) tendremos tres te´rminos en la energ´ıa de exceso de
esferas duras a saber,
Φ1 =
∫
d~rn(~r)
dφ0(η(~r))
dη
(2.142)
Φ2 = piR
3
∫
d~r
[
n(~r)2 − ~v(~r) · ~v(~r)] d2φ0(η(~r))
dη2
(2.143)
Φ3 = 8pi
2R6
∫
d~rn(~r)
[
1
3
n(~r)2 − ~v(~r) · ~v(~r)
]
d3φ0(η(~r))
dη3
(2.144)
escribimos tambie´n las funciones peso expl´ıcitamente,
η(~r) =
∫
d~sρ(~r + ~s)θ(s−R) (2.145)
n(~r) =
1
4piR2
∫
d~sρ(~r + ~s)δ(s−R) (2.146)
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~v(~r) =
1
4piR2
∫
d~sρ(~r + ~s)δ(s−R)sˆ (2.147)
Como comenta´bamos a partir de confinamientos en capas ρ(~r) = ρ2d(~R)δ(z) o el ma´s exigente
ρ(~r) = ρ1d(z)δ(~R) se puede analizar esta teor´ıa y ver que mejora a WDA en el primer caso pero
presenta una divergencia en el segundo[127], pero abre la posibilidad de intentar introducir mejoras
sustanciales en el funcional. Tarazona propone un nuevo te´rmino que sustituye a (2.144) causante de
la divergencia construido mediante peso de cara´cter tensorial que, de un lado generaliza el funcional
de Rosenfeld, de otro recupera en el caso uniforme la c
(2)
PY (r) y de otro soluciona el problema de la
divergencia. El te´rmino Φ3 junto con la funcio´n peso tensorial definen,
Φ3 = 12pi
2R6
∫
d~rf3(~r)
d3φ0(η(~r))
dη3
(2.148)
con
f3 = ~v · Tˆ · ~v − n~v · ~v − Tr[Tˆ 3] + nTr[Tˆ 2] (2.149)
donde
Tˆα,β(~r) =
1
4piR2
∫
d~sρ(~r + ~s)δ(s−R)sˆαsˆβ (2.150)
Esto constituye un aproximacio´n que reproduce la ecuacio´n de PY y la funcio´n de correlacio´n
directa de PY. Podemos reproducir la ecuacio´n de estado de Carnahan-Starling definiendo ade-
cuadamente d
3φ0(η(~r)
dη3 pero aparece la cuestio´n de hasta que punto mejorar la descripcio´n del fluido
empeora la descripcio´n del so´lido. La descripcio´n funcional utilizando este tipo de pesos presenta
pues como limitacio´n el uso de una aproximacio´n modesta para la ecuacio´n de estado del l´ıquido
y una aproximacio´n buena para la descripcio´n de las propiedades del so´lido. En todo caso Tara-
zona[128] ha introducido una funcio´n φCS que permite recuperar la ecuacio´n de estado de CS,
φCS =
2
3η2
(
η
(1− η2) + log(1− η)
)
(2.151)
2.10 Integracio´n Termodina´mica y Teor´ıa de perturbaciones
Dado un funcional X[y] de una determinada funcio´n y(x), podemos construir una jerarqu´ıa de
funciones que obtenemos mediante diferenciacio´n funcional de X respeto de y, entonces podemos
hallar el valor de X[y1] a partir de X[y0] mediante una integracio´n a lo largo de una curva
51 y(α)
parametrizada por α de modo que una las funciones y0 = y(α = 0) e y1 = y(α = 1), es decir,
X[y1] = X[y0] +
∫ 1
0
dα
∫
dx
dy
dα
∂X[y]
∂y
(2.152)
51Suponemos bien definida X[y] para todas las funciones en las familias de curvas que unen y0 e y1.
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Si observamos la ecuacio´n resultante, conocido el funcional X[y0] podemos determinarlo para
X[y1] conocida la derivada funcional
∂X[y]
∂y en el camino de integracio´n. En nuestro caso tenemos un
funcional de la densidad, o del potencial externo generalizado u(~r) o tambie´n podemos verlo como
un funcional de la interaccio´n a pares φ(~r1, ~r2). En todos ellos partimos de que el funcional es u´nico
para ρ, u(~r) o φ(~r1, ~r2) respectivamente luego diferentes caminos deben dar resultados ide´nticos,
elegimos uno particularmente sencillo dado por,
y(α) = y0 + α(y1 − y0) (2.153)
donde obtenemos que,
X[y1] = X[y0] +
∫ 1
0
dα
∫
dx(y1 − y0)∂X[y]
∂y
(2.154)
Notar que esta integracio´n se puede aplicar reiterativamente de modo que si en lugar de querer
incorporar el conocimiento a nivel de primeras derivadas funcionales pretendemos incorporar el
conocimiento de la jerarqu´ıa de las funciones de correlacio´n al nivel de las segundas derivadas
sencillamente aplicamos de nuevo el formalismo anterior donde X[y] es ahora la primera derivada
funcional. Esto se puede utilizar, por ejemplo, para construir un funcional a partir del conocimiento
de la funcio´n de correlacio´n directa.
Podemos aplicar estas relaciones para obtener dentro del formalismo del funcional de la densidad
una relacio´n explicita entre la funcio´n de distribucio´n radial y la funcio´n de correlacio´n directa.
Comenzamos con la ecuacio´n (2.107) y la hipo´tesis de Percus. En ella evaluamos la respuesta de
un fluido a un campo externo inducido por una part´ıcula fija (en el origen ~r0 = 0) eligiendo dicho
campo como el propio potencial de interaccio´n entre las part´ıculas, es decir, vext(~ri0) = φ(~ri0). En
este caso la densidad del sistema no homoge´neo se convierte en,
ρeq(~r) =
ρ(2)(~r)
ρ0
= ρ0g(~r) (2.155)
donde ρ0 y g(~r) son la densidad y la funcio´n de distribucio´n radial del sistema uniforme. Aplicando
los me´todos de integracio´n termodina´mica que acabamos de ver52 y la hipo´tesis de Percus la funcio´n
g(r) se escribe como,
lng(~r1) = −βφ(~r1) +
∫ 1
0
dα
∫
d~r2ρ0(g(~r2)− 1)c(2)(ρα;~r1, ~r2) (2.156)
u´nicamente expresamos el conocimiento de g(r) mediante la funcio´n de correlacio´n directa del
sistema no-uniforme.
52Obviamente podemos obtener tambie´n g(r) mediante minimizacio´n del funcional de la densidad aplicando la
ecuacio´n (2.95).
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2.11 Feno´menos cr´ıticos en fluidos
En la lectura realizada por van der Waals al recibir el novel en 1910, comenta que en su imagen de
los estados de agregacio´n l´ıquido y gas implicaba una relacio´n de continuidad entre ambos, hecho
que se hace manifiesto en su ecuacio´n de estado y que de hecho se convierte en uno de los feno´menos
ma´s relevantes en las transiciones de fase53.La existencia de estados cr´ıticos donde las propiedades
son notoriamente diferentes es relevante desde el punto de vista de la f´ısica estad´ıstica y nacen
multitud de conceptos que conviene introducir aunque sea muy brevemente. Las diferencias en las
propiedades f´ısicas al acercarse al punto cr´ıtico dotan a los sistemas de una nueva fenomenolog´ıa
para analizar las diferentes aproximaciones, por otra parte aunque no tratamos con el problema
de las fases cr´ıticas ciertas propiedades superficiales y los conceptos involucrados se relacionan con
conceptos nacidos del estudio de fases cr´ıticas, en particular las correlaciones de largo alcance y la
relevancia de las fluctuaciones cerca del punto critico tienen cierto parentesco con problemas que
aparecen en las interfases fluidas[129, 130]
Propiedad Exponente Cr´ıtico Campo Medio d=2 d=3
ρl − ρv (Tc − T )β 12 18 0.32
κT |T − Tc|−γ 1 74 1.24
Cv A±|T − Tc)|−α 0 0 0.11
µ− µc (ρ− ρc)|ρ− ρc|δ−1 3 15 4.81
ξB |T − Tc|−ν 12 1 0.63
h(r) r−(d−2+η) 0 14 0.04
Tabla 2.2: Definicio´n de los exponentes cr´ıticos en un sistema l´ıquido-vapor. Para las funciones de cor-
relacio´n r/ξB << 1.
La definicio´n de la funciones de correlacio´n total y la ecuacio´n de la compresibilidad llevaba a
la relacio´n,
1 + ρ
∫
d~rh(~r) = β−1ρκT (2.157)
y esta definicio´n ma´s la ecuacio´n de Ornstein-Zernique da lugar en el caso homoge´neo a
1− ρ
∫
d~rc(2)(~r) =
β
ρκT
(2.158)
53En el caso de un so´lido y un fluido se argumenta que siempre existe una l´ınea de transicio´n pues hay una
diferencia de simetr´ıa que no puede ser cambiada continuamente, mientras que esto si es posible entre un l´ıquido y
un vapor y en consecuencia su transicio´n puede terminar en un punto cr´ıtico.
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Ambas ecuaciones relacionan la termodina´mica con la estructura. Histo´ricamente la ecuacio´n de
Ornstein-Zernique surgio´ del estudio de feno´menos de scattering cerca del punto cr´ıtico, donde las
diferentes propiedades de las dos funciones de correlacio´n (la total y la directa) se hacen patentes.
La integral de la funcio´n de correlacio´n total diverge lo que se interpreta como un aumento pro-
gresivo de su alcance mientras que en el caso de la integral de la funcio´n de correlacio´n directa no
existe tal divergencia e incluso en las proximidades del punto cr´ıtico se postula como una funcio´n
de corto alcance en l´ıquidos simples.
En las proximidades del punto cr´ıtico la diferencia entre las densidades de ambas fases se anula
aproxima´ndose a un valor comu´n ρc mientras que la compresibilidad isoterma como vimos presenta
una divergencia. Se definen para describir estos comportamientos singulares un conjunto de expo-
nentes cr´ıticos54, que resumimos en la tabla (2.2). La relacio´n termodina´mica-estructura (2.157),
permite relacionar la compresibilidad con la funcio´n de correlacio´n total, la propia definicio´n de
h(|~r|) hace que se anule a valores de |~r| altos y por tanto la contribucio´n a la compresibilidad
proviene de un rango que podemos caracterizar por ξB cuyo significado ser´ıa una longitud ma´xima
de coherencia o correlacio´n para las fluctuaciones en la densidad. Cerca del punto critico esta lon-
gitud diverge55 y la ec. (2.157) relaciona la divergencia de κT y ξB .
En la tabla (2.2) se indican los valores de los exponentes cr´ıticos cla´sicos que se corresponden
con una teor´ıa de campo medio, como la ecuacio´n de van der Waals y que es generalizada en el
contexto de los feno´menos cr´ıticos por la teor´ıa de Landau. Esta teor´ıa se puede desarrollar tambie´n
en un caso no homoge´neo, bien para estudiar la relevancia de un campo externo, bien para analizar
formalmente las propiedades de las funciones de correlacio´n. Surge un campo amplio llamado teor´ıas
de campo basadas en la construccio´n de un funcional de un cierto para´metro de orden relevante.
Conviene diferenciarlo conceptualmente de la teor´ıa del funcional de la densidad antes introducida,
ello se discute en unos de los ape´ndices .
2.12 Sumario
Este cap´ıtulo ha sido una introduccio´n formal a los me´todos usados a lo largo de la memoria: desde
teor´ıas perturbativas, hasta los funcionales de la densidad utilizados ma´s adelante. Una introduccio´n
a los me´todos de teor´ıa basadas en hamiltonianos efectivos se encuentra en el ape´ndice §D. Nuestro
54El exponente α se interpreta como una discontinuidad finita.
55La teor´ıa original de Ornstein-Zernique desde el corto alcance de la funcio´n de correlacio´n directa obtiene
relaciones para el comportamiento de la funcio´n h(r) para r >> ξB y r << ξB , es u´ltima no decae en d = 2,
indicando que para hacer compatibles estas funciones con la existencia real del punto critico en d = 2 es necesario
un para´metro adicional η [131], los comportamientos que lo incluyen aparecen reflejados en la tabla (2.2). De hecho
en d = 2 resulta η = 1
4
mientras que en d = 3 la teor´ıa de Ornstein-Zernique original puede ser correcta con η = 0 y
de hecho valor es pequen˜o y se ha estimado como η ∼ 0.04.
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objetivo es el tratamiento de sistemas l´ıquidos y conviene escribir conclusiones importantes al
respecto de ellos de utilidad posterior,
• La funcio´n de particio´n es capaz de dar una descripcio´n conjunta de diferentes fases. El
funcional de la densidad adema´s permite tratar las fases so´lida, l´ıquida y gaseosa, en situa-
ciones no-homoge´neas. Potenciales de interaccio´n fuertemente repulsivos a cortas distancias y
levemente atractivos a distancias intermedias permiten describir la coexistencia l´ıquido-vapor.
• La imagen de van der Waals de un l´ıquido es esencialmente correcta en dos situaciones:
potenciales de largo alcance suaves (potenciales de Kac) o cerca del punto triple. De hecho
un buen tratamiento de la parte repulsiva permite reproducir bajo una aproximacio´n de
campo medio los aspectos estructurales l´ıquidos densos, pero falla al describir el diagrama de
fases completo, en particular las propiedades cerca del punto cr´ıtico. Las teor´ıas perturbativas
permiten una mejora sistema´tica de esta aproximacio´n pero presentan la necesidad de conocer
progresivamente funciones de distribucio´n de part´ıculas de ordenes mayores.
• Todas las aproximaciones de campo medio presentan los mismos comportamientos cla´sicos
pero no hay una u´nica teor´ıa de campo medio en le sentido de que se puede construir una
aproximacio´n de campo medio desde diferentes caminos. En el contexto de la teor´ıa de
Landau la bondad como aproximacio´n fenomenolo´gica se suele estimar mediante el criterio de
Ginzburg, mientras que su contenido f´ısico indica que es una teor´ıa de modo efectivo adecuada
si las correlaciones del sistema que esperamos describir son del alcance de las correlaciones que
hemos incluido. Dicho de otro modo, el sistema se siente como si de modo efectivo estuviera
limitado en sus correlaciones por un taman˜o efectivo del sistema.
CAPI´TULO 3
Aplicacio´n a interfases fluidas
Se realiza una aplicacio´n del formalismo de la teor´ıa de l´ıquidos a algunos aspectos de las interfases
fluidas y se comentan en el proceso procedimientos y resultados que sera´n analizados y cuestionados
en los cap´ıtulos posteriores. Se explican diferentes esquemas alrededor de los conceptos de tensio´n
superficial y perfil de densidad l´ıquido-vapor.
3.1 Aproximacio´n macrosco´pica a la tensio´n superficial
La termodina´mica concibe la tensio´n superficial1 u´nicamente desde la existencia una superficie
donde reside dicha tensio´n de manera que la determinacio´n del trabajo reversible necesario para
incrementar el taman˜o del sistema en dV cuando incremento el a´rea de dicha superficie en dA
queda expresada como dW = −PdV +γdA. En consecuencia la descripcio´n correcta requiere como
para´metro de estado adicional el a´rea de la interfase y su variable intensiva conjugada sera´ la tensio´n
superficial. La ecuacio´n ecuacio´n de Gibbs-Duhem2 queda,
dγ = −S
A
dT +
V
A
dP − N
A
dµ (3.1)
y γ puede ser expresada en los colectivos que hemos definido, §2.1.2.1 y §2.1.2.2,
γ =
(
∂Ω
∂A
)
T,V,µ
=
(
∂F
∂A
)
T,V,N
(3.2)
1Un ana´lisis exhaustivo de las diferentes definiciones de tensio´n superficial se puede encontrar en [3] y en [132].
2Es la ecuacio´n fundamental en forma diferencial en el caso de que todas las variables termodina´micas sean
intensivas.
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La posicio´n de dicha superficie en el sistema no aparece como una variable termodina´mica3
mientras que diferenciar la interfase como un sistema independiente no permite encontrar nueva
informacio´n, aun as´ı la existencia de variaciones en la densidad si puede motivar la definicio´n de una
superficie divisoria en la medida estas variaciones pudieran aparecer localizadas. Una vez que elegi-
mos una definicio´n matema´tica de superficie los volu´menes de ambas fases esta´n fijados y tomando
los valores de las fases homoge´neas por unidad de volumen de las diferentes magnitudes aparecen
de manera natural las contribuciones superficiales como cantidades de exceso sobre las dos fases
uniformes. Resulta pues que su valor concreto aparece condicionado por la definicio´n elegida de
la superficie divisoria. En el colectivo macrocano´nico, donde la ecuacio´n de Euler toma la forma
Ω = −pV +γA, la tensio´n superficial definida como el exceso de Ω superficial por unidad de a´rea no
depende de la eleccio´n concreta de la superficie. Se suele considerar como definicio´n de superficie
la llamada superficie equimolar de Gibbs que equivale, en una interfase l´ıquido-vapor, a anular el
valor de la densidad sobre la superficie4.
La primera extensio´n sobre la termodina´mica expuesta es la llamada termodina´mica local que
supone que en cada punto del sistema es posible definir valores de las funciones termodina´micas sin
ambigu¨edad, de modo que en una interfase l´ıquido-vapor plana aparecen como funciones de la vari-
able altura. Ma´s alla´ de la definicio´n posible o su me´todo, en una interfase el cara´cter de la presio´n5
pasa de ser escalar a ser tensorial. En una interfase plana tendra´ dos componentes diferenciadas:
tangencial y normal a la superficie, la estabilidad meca´nica se suele expresar aludiendo a que la
definicio´n del tensor presio´n debe poseer una divergencia nula o en su caso compensar la presencia
de un campo externo. En nuestra geometr´ıa planar llamamos pt = p⊥⊥ y las componentes normales
pn = p‖. El incremento de energ´ıa libre por unidad de a´rea quedar´ıa como,
γ =
∫ L
−L
dz(pn(z)− pt(z)) (3.3)
donde fuera de la interfase pn = 0 y pt = p es la presio´n hidrosta´tica de un fluido en equilibrio.
Esta expresio´n se conoce como definicio´n meca´nica de tensio´n superficial.
En este contexto es cuando podemos hablar de una interfase ρ(z) y la superficie equimolar de
Gibbs queda expresada como el valor de zg que verifica la ecuacio´n,∫ zg
−L
dz
[
ρl − ρ(z)] = ∫ L
zg
dz [ρ(z)− ρg] (3.4)
3Nos restringimos al caso de una superficie plana.
4La ecuacio´n de Euler para la energ´ıa libre de Helmholtz ser´ıa F = −pV + γA solo si hemos determinado una
superficie para la interfase de manera que µNs = 0. En el caso del colectivo macrocano´nico la relevancia de la
definicio´n de superficie se hace ma´s evidente en sistemas multicomponentes donde aparece el concepto de adsorcio´n
del componente i como la densidad localizada en la superficie de dicho componente, en cualquier caso es una definicio´n
operacional.
5Entendida como presio´n hidrosta´tica.
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Los tratamientos anteriores permiten obtener la tensio´n superficial determinada la energ´ıa li-
bre, bien como funcio´n de la superficie (ecuacio´n de Gibbs-Duhem a presio´n y potencial qu´ımico
constantes) bien como la diferencia en te´rminos de energ´ıa libre entre la energ´ıa libre total y la
contribucio´n de volumen de las dos fases γ = A−1(Ω−PV ), esto u´ltimo se basa en la expresio´n de
Euler para la ecuacio´n diferencial anterior y ambas son la expresio´n termodina´mica de la ecuacio´n
fundamental. Es ma´s conveniente realizar un tratamiento para el segundo modo en el colectivo
macrocano´nico donde este me´todo no depende de la eleccio´n concreta de la superficie de Gibbs,
en cualquier caso se resalta el hecho de que la tensio´n superficial aparece como un exceso de presio´n.
3.2 Teor´ıa de van der Waals de la interfase l´ıquido-vapor
Hemos visto en el cap´ıtulo anterior como en gran medida la imagen actual de un l´ıquido estaba
contenida en la ecuacio´n de estado de van der Waals. La extensio´n de sus ideas al estudio de una
interfase l´ıquido-vapor fue realizada por el propio van der Waals, que puede considerarse como una
versio´n inicial de las teor´ıas del funcional de la densidad locales aplicadas a l´ıquidos y su teor´ıa de
la interfase introducida como una aproximacio´n funcional de gradiente cuadrado, aunque original-
mente fue formulada desde un punto de vista ma´s fenomenolo´gico6.
La primera extensio´n a la densidad de energ´ıa libre de un fluido homoge´neo a un caso no-
homoge´neo es considerar una densidad de energ´ıa libre local. En su estudio de la interfase l´ıquido-
vapor, van der Waals considera relevante, ma´s alla´ de la definicio´n usada para dicha cantidad o
en que ecuacio´n de estado pueda estar basada, el exceso de energ´ıa libre sobre el caso homoge´neo
y para ello considera la diferencia entre una energ´ıa libre local y la construccio´n de tangentes co-
munes7 y por tanto la energ´ıa libre local es continuada anal´ıticamente en la regio´n de inestabilidad
de la ecuacio´n de estado y la tensio´n superficial es considerada como un exceso de presio´n, ve´ase la
figura (3.1).
La integral a lo largo de la interfase de este exceso de energ´ıa libre resulta ser independiente de
la eleccio´n de la superficie de Gibbs pero una aproximacio´n dada u´nicamente de este modo dar´ıa
lugar a una interfase completamente abrupta y una tensio´n superficial nula (como en Widom §1.1).
Esto llevo´ a van der Waals a completar su energ´ıa libre de exceso inicial con un ingrediente que
6Presentado ciertas analog´ıas con el hamiltoniano efectivo de una teor´ıa de Ginzburg-Landau, por ejemplo.
7Cuyo contenido f´ısico es ana´logo a la construccio´n de Maxwell.
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Figura 3.1: Teor´ıa de van der Waals. Densidad de energ´ıa libre local del sistema uniforme en el caso
de coexistencia de fases. L´ınea discontinua es la construccio´n de Maxwell. L´ınea continua
entre las densidades de coexistencia es la continuacio´n anal´ıtica de la energ´ıa libre. A la
derecha una representacio´n de la energ´ıa libre de exceso sobre el caso homoge´neo. Abajo el
perfil de densidad que se obtiene.
penalizara variaciones ra´pidas de la densidad del sistema8,
γvdw[ρ] =
∫
dz
[
ψex(ρ(z)) +
τ
2
(
dρz
dz
)2]
(3.5)
Una vez construida la expresio´n para la tensio´n superficial aparece como un funcional γvdw[ρ, ρ
′]
y por tanto es natural incorporar un proceso de minimizacio´n variacional con el fin de obtener el
perfil de densidad de equilibrio. La forma ma´s inmediata de solucio´n es asumir que el para´metro τ
no depende de la densidad lo que permite una resolucio´n anal´ıtica completa del problema.
Las posibles soluciones de un funcional de este tipo9 fueron analizadas en detalle por Yang, P.
Fleming y J. H. Gibbs[108], con la salvedad de partir estos de la teor´ıa del funcional de la densidad
y por tanto de una ecuacio´n de mı´nimo ana´loga a ec. (2.95), asi deducen tanto las propiedades de
equilibro como la construccio´n de Maxwell. La forma para los perfiles de densidad puede verse en
la figura (3.1), son perfiles que interpolan suavemente entre las densidades de las dos fases y poseen
8Su expresio´n para τ esencialmente tiene en cuenta las fuerzas atractivas incluidas en el sistema y de hecho su
expresio´n fue introducida por Rayleigh previamente aunque con una interpretacio´n diferente.
9Por otra parte es posible obtener las propiedades esenciales en un campo gravitatorio, aunque en este caso para
poder recuperar la degeneracio´n en z debemos incrementar el potencial qu´ımico en mgδz.
3.3. Aproximacio´n microsco´pica a la tensio´n superficial 89
una anchura bien definida.
En este contexto, podemos determinar mediante las dos definiciones iniciales, meca´nica y ter-
modina´mica, la tensio´n superficial mostrando que para esta aproximacio´n son consistentes10
γvdW = 2τ
∫
dzρ′(z)2 = −2
∫
dzψex(ρ) (3.6)
La l´ınea de coexistencia l´ıquido-vapor termina en un punto cr´ıtico, luego es de esperar que la
tensio´n superficial se anule, con un cierto exponente critico cla´sico µ, por otra parte la anchura de
la interfase tambie´n diverge como νl,
γ ∼ (Tc − T )µ (3.7)
ξ⊥ ∼ (Tc − T )−νl (3.8)
ambos l´ımites tomados sobre la l´ınea de coexistencia de fases y T → Tc. El exponente critico µ
se espera sea universal y Widom sugiere relacionarlo con el exponente critico de las correlaciones
de volumen mediante una relacio´n de hiperescalado. La teor´ıa de van der Waals reproduce los
valores de las teor´ıas de campo medio detalladas en el cap´ıtulo anterior, dando como resultado
valores cla´sicos. Un intento de extensio´n a valores no cla´sicos fue realizado en primera instancia por
Fisk-Widom[12], que aunque tambie´n ha sido criticado[134] preserva una validez fenomenolo´gica.
Si analizamos el problema desde la o´ptica de la teor´ıa de gradientes cuadrados completada con
la teor´ıa de la respuesta lineal, ve´ase ec. (2.117) tenemos que τ aparece definido como el segundo
momento de la funcio´n de correlacio´n, esto muestra como la teor´ıa no es capaz de tratar potenciales
tipo Lennard-Jones pues se espera que c(r) ∼ βφ(r) y su segundo momento puede no existir.
Para realizar un ana´lisis ma´s detallado de la f´ısica contenida en esta aproximacio´n es conveniente
aplicar el formalismo del funcional de la densidad, §2.8, al problema de las interfases fluidas.
3.3 Aproximacio´n microsco´pica a la tensio´n superficial
Gran parte de los conceptos introducidos en el formalismo eran conocidos antes del desarrollo for-
mal de la teor´ıa de colectividades. Los diferentes estados de agregacio´n y la imagen dada por la
teor´ıa cine´tica de los feno´menos te´rmicos eran herramientas usadas por los f´ısicos ya en la e´poca
de Clausius (1857). El concepto de tensio´n superficial era de uso comu´n en el siglo XIX ya que
la fenomenolog´ıa asociada es fa´cilmente observable de modo que la representacio´n meca´nica como
fuerza por unidad de longitud y trabajo por unidad de a´rea eran conocidas en la e´poca de Laplace
10Si deseamos ir un poco ma´s alla´ vemos que en esta aproximacio´n la tensio´n superficial calculada como diferencia
de componentes del tensor presio´n recupera la forma de Triezenberg y Zwanzig[133]
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(1807). Por contra, aunque la idea de fuerzas intermoleculares se afianza en este periodo, una
relacio´n cuantitativa con la tensio´n superficial era desconocida, esencialmente porque una formu-
lacio´n completa de este problema requiere el uso y definicio´n de las funciones de distribucio´n de
part´ıculas.
En las relaciones macrosco´picas previas, ec. (3.2), hemos perdido la posibilidad de relacionar
la tensio´n superficial con las propiedades microsco´picas, tanto su dependencia en el potencial de
interaccio´n intermolecular como la relevancia de las correlaciones del sistema en la energ´ıa superfi-
cial. Adema´s las expresiones anteriores adolecen del problema de no diferenciar contribuciones de
volumen (ana´logas a las presentes en el sistema homoge´neo) y de superficie (caracter´ısticas de la
interfase) ya que ambas pueden estar presentes en la interfase que realmente que ocupa un cierto
volumen.
3.3.1 Expresio´n de Kirkwood-Buff
Desde el punto de vista de la meca´nica estad´ıstica es posible desde la definicio´n macrosco´pica, ec.
(3.2), realizar la diferenciacio´n respecto del a´rea en la expresio´n de la funcio´n de particio´n, lo cual da
paso a una primera definicio´n con informacio´n microsco´pica de la tensio´n superficial cuya obtencio´n
es ana´loga al ca´lculo del virial11. De modo similar manteniendo V fijo pero considerando un cambio
de a´rea ∆A = δxL2 se puede expresar la derivada de la funcio´n de particio´n respecto al a´rea[2, 3],
γ =
1
2
∫
dz
∫
d~r12
x212 − |~r212|
|~r12| φ
′(|~r12|)ρ(2)(~r1, ~r2) (3.9)
conocida como la ecuacio´n para la tensio´n superficial de Kirkwood-Buff [135], esta expresio´n puede
ser igualmente obtenida desde el tensor presio´n. La utilidad pra´ctica depende del contexto donde
se utilice esta ecuacio´n, desde el punto de vista del funcional de la densidad su uso presenta el
inconveniente de necesitar el conocimiento de ρ(2)(~r1, ~r2). Su aplicacio´n directa precisa las apro-
ximaciones usuales: como despreciar correlacio´n en un primer paso e incluir el conocimiento del
sistema homoge´neo (a trave´s de su funcio´n de distribucio´n radial) en un siguiente siguiente paso,
ve´anse los comentarios a la ecuacio´n (2.76). En cambio si que es una expresio´n u´til en el ca´lculo
mediante simulaciones de Dina´mica Molecular[136] y Montecarlo, ya que puede ser escrita como12,
γ =
1
L2
〈
N∑
i<j
φ′(rij)
x2ij − z2ij
rij
〉
(3.10)
11En este se expresa P = −( ∂F
∂V
) = −β−1( ∂lnZN
∂V
) vemos que un cambio en el volumen se traduce en una expresio´n
para la presio´n que en el caso de un potencial a pares involucra la funcio´n de correlacio´n y el potencial de interaccio´n,
ve´ase ec. (2.43).
12En la pra´ctica esta formulacio´n requiere determinar la contribucio´n de la cola del potencial a la tensio´n superficial
que puede ser considerable.
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3.3.2 Expresio´n basada en la funcio´n de correlacio´n directa
Desde el punto de vista del funcional de la densidad tiene una utilidad ma´s inmediata una expresio´n
basada en la funcio´n de correlacio´n directa sobre la que suelen construirse la mayor´ıa de los fun-
cionales y sobre la que es ma´s viable tener un control de cuan realista es nuestra prediccio´n funcional.
La expresio´n que incluimos fue determinada por Triezenberg y Zwanzig [137]13. Indicamos
someramente el proceso que les condujo a esta ya que su metodolog´ıa contiene informacio´n relevante.
El procedimiento consta de los siguientes pasos:
• Expresamos la energ´ıa libre que cuesta una desviacio´n ∆ρ(~r) sobre la densidad de equilibrio
ρ0(~r).
• Concretamos esta expresio´n para una simetr´ıa dada por Vext(z).
• Indagamos la forma que adquiere para desviaciones en la densidad que involucren cambios
macrosco´picos en el a´rea de la interfase, ya que esto reproduce la definicio´n de tensio´n super-
ficial (3.2) termodina´mica.
Partimos de un desarrollo de nuestro funcional entorno de la densidad de equilibrio y cuya
primera contribucio´n no nula esta dada por el te´rmino de segundo orden,
δΩ[ρ0 + ∆ρ] =
1
2!
∫
d~r1
∫
d~r2
δ2F [ρ]
δρ(~r1)δρ(~r2)
∣∣∣∣
ρ0
∆ρ(~r1)∆ρ(~r2) +O(δρ
3) (3.11)
el significado de la expresio´n lo conocemos, ya que dentro de la integral tenemos la funcio´n de cor-
relacio´n C(2)(~r1, ~r2; ρ0), y determina el cambio en energ´ıa libre al variar la densidad en dos puntos
~r1 y ~r2 sobre la densidad de equilibrio.
En el caso de la simetr´ıa en el plano xy que caracteriza una interfase l´ıquido-vapor plana la
ecuacio´n (3.11) se puede simplificar introduciendo transformadas de Fourier en las coordenadas
contenidas en la interfase ~R,
δΩ[ρ0 + ∆ρ] =
1
2Aβ
∫
dz1
∫
dz2
∑
~q
C(2)(z1, z2, ~q)∆ρ(~q, z1)∆ρ(−~q, z2) (3.12)
Podemos proponer una restriccio´n a fluctuaciones que sean expresables como un cambio en el a´rea
de la superficie de Gibbs local ξg(~R) y que se caractericen por ser leves desviaciones de una interfase
plana. La forma de la fluctuacio´n se puede escribir como la conocida expresio´n,
∆ρ(~R1, z1) = ρ0(z − ξg(~R1))− ρ0(z1) = −ξg(~R)dρ0(z1)
dz1
(3.13)
13E independientemente por Lovett e inicialmente por Yvon.
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consideramos que ξg(~R) es una funcio´n univaluada, de manera que el incremento de a´rea sustentado
por esta superficie es,
∆A =
1
2
∫
d~R|∇2ξq(~R)|2 (3.14)
con este conjunto de suposiciones se pueden escribir los dos primeros ordenes en q [137],
C(2)(z1, z2, q) = C
(2)
0 (z1, z2) + q
2C
(2)
2 (z1, z2) + q
4C
(2)
4 (z1, z2) + ... (3.15)
El te´rmino de orden 0 en q es,∫
dz1
∫
dz2
dρ0(z1)
dz1
dρ0(z2)
dz2
C
(2)
0 (z1, z2)
∑
q
|ξq|2 (3.16)
la proyeccio´n de la funcio´n C
(2)
0 (z1, z2) sobre la derivada del perfil veremos que se anula mientras
que el te´rmino de orden q2 viene dado por,∫
dz1
∫
dz2
dρ0(z1)
dz1
dρ0(z2)
dz2
C
(2)
2 (z1, z2)
∑
q
q2|ξq|2 (3.17)
la suma en q representa el cambio de a´rea introducido en la ec. (3.14) expresado en el espacio
Fourier y la funcio´n C
(2)
2 (z1, z2) es el segundo momento de C
(2)(z1, z2, ~R12) y por tanto la tensio´n
superficial viene dada por,
βγ =
∫
dz1
∫
dz2
dρ0(z1)
dz1
dρ0(z2)
dz2
C
(2)
2 (z1, z2) (3.18)
a esta ecuacio´n la denominamos ecuacio´n de Triezenberg-Zwanzig (TZ).
La equivalencia general entre ambas expresiones (3.18) y (3.9) requiere el uso de un formalismo
dina´mico que no hemos presentado, pero cuyo objetivo es expresar la energ´ıa libre superficial en
la expresio´n de Kirkwood-Buff mediante el ana´logo en la jerarqu´ıa de G(n) de la funcio´n de cor-
relacio´n directa y utilizar la relacio´n entre estas[3]. El paso intermedio es una expresio´n que ha sido
denominada TZW, por ser similar a (3.18) y basarse en la aportacio´n de Wertheim[138],
δΩ[u0 + ∆u] =
1
2
∫
d~r1
∫
d~r2δu(~r1)G
(2)(~r1, ~r2)δu(~r2) (3.19)
Si suponemos inicialmente un potencial externo u0(z) y una interfase xy que perturbamos mediante
una variacio´n del potencial externo con la forma de una onda capilar tendremos δu(~r) = −u′0(z)ξ(~R),
podemos escribir,
δΩ[u0 + ∆u] =
1
2
∫
d~r1
∫
d~r2u
′(z1)ξ(~R1)G(2)(z1, z2, ~R12)u′(z2)ξ(~R2) (3.20)
que resulta el ana´logo directo de la ecuacio´n (3.11) y del mismo modo el orden 2 en q, permite
expresar,
βγ =
∫
dz1
∫
dz2u
′(z1)u′(z2)G
(2)
2 (z1, z2) (3.21)
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Si aplicamos que,
ρ′0(z1) =
∫
d~R12
∫
dz2G
(2)(z1, z2, ~R12)u
′(z2) (3.22)
y adema´s que
∫
dz2
∫
d~R2G
(2)(z1, z2, ~R12)C
(2)(z2, z3, ~R23) = δ(~R1 − ~R3)δ(z1 − z3), llegamos de he-
cho a la ecuacio´n ec.(3.18).
Quedaba ver que el orden 1 en el desarrollo ec. (3.11) bajo ec. (3.13), se anulaba pero basta ver
que si u(z) = λz la relacio´n equivalente a ec. (3.22) me lleva a,
βλ =
∫
dz2C
(2)
0 (z1, z2)ρ
′
0(z2) (3.23)
que en el l´ımite λ→ 0+ debe mantenerse y por tanto como anunciamos previamente se anula.
Es interesante analizar en contenido de las relaciones que hemos encontrado, al principio de la
memoria indica´bamos las dos predicciones opuestas de la teor´ıa de ondas capilares y la teor´ıa de van
der Waals. Conviene discernir que significado posee las relaciones exactas dadas en ambos casos lo
que requiere determinar, bien las funciones de correlacio´n directa bien las funciones de correlacio´n
total. Procedemos de este modo en las siguientes secciones.
3.4 Ana´lisis de las correlaciones en la interfase
¿Cual es la f´ısica contenida en la ecuacio´n (3.22) aplicada al caso de la interfase l´ıquido-vapor? En
el caso de vext(z) = mgz queda expresada como,
ρ′0(z1) = −βmg
∫
d~R12
∫
dz2G
(2)(z1, z2, |~R12|) (3.24)
que implica que si el perfil de densidad esta bien definido en g ' 0+ necesariamente la integral
anterior debe ser divergente como g−1, y el sentido f´ısico atribuido a este hecho es la presencia
correlaciones de largo alcance en el plano de la interfase. La expresio´n de esta divergencia fue
determinada por Wertheim que mostro´[138] que,
G
(2)
0 (z1, z2) =
dρ0(z1)
dz1
dρ0(z2)
dz2
1
(ρl − ρv)βmg (3.25)
En el caso de un sistema uniforme se da ρ′0(z1) ' 0 y esta divergencia no es requerida. Del mismo
modo que lejos de la interfase la divergencia en las correlaciones transversales desaparece.
La funcio´n G
(2)
0 (z1, z2) es el te´rmino de orden 0 de la transformada de Fourier de G
(2)(z1, z2, R12)
para la dependencia en el vector de onda q podemos escribir[138, 2, 3],
G(2)(q, z1, z2) ' β−1 dρ0(z1)
dz1
dρ0(z2)
dz2
1
(ρl − ρv)βmg + γq2 +O(q
−4) (3.26)
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aproximacio´n que es solo va´lida para el comportamiento a largas longitudes de onda14 de la funcio´n
de correlacio´n G(2) pero no permite un ana´lisis a escalas microsco´picas.
La divergencia de las correlaciones superficiales en la interfase recuerda el problema de la diver-
gencia de las correlaciones de volumen cerca del punto cr´ıtico. Podemos analizar mediante argumen-
tos similares a los sugeridos para h(r) en §2.11 el comportamiento de la funcio´n G(2)(z1, z2, R12).
Para ello integramos la ecuacio´n (3.24) y obtenemos:
∆ρ = ρl − ρv = βmg
∫
dz1
∫
dz2
∫
d(d−1) ~R12G(2)(z1, z2, |~R12|) (3.27)
siguiendo a Weeks[130] podemos proponer, para valores de r >> ξB donde solo importan los
aspectos superficiales y no los de volumen, una forma asinto´tica para G(2), donde las simetr´ıas
imponen dos escalas una dada por ξcw en la interfase y otra dada por ξ⊥ perpendicular a esta,
G(2)(z1, z2, R12) ∼ R−θ12 G(2)S
(
z1
ξ⊥
,
z2
ξ⊥
,
|~R12|
ξcw
)
(3.28)
el exponente θ debera´ darse en el contexto de la aproximacio´n que consideremos para calcular las
correlaciones superficiales y no podemos saberlo mediante argumentos de escalado. Si sabemos que
su signo ha de ser positivo para que las correlaciones no crezcan con la distancia. Introduciendo
esta hipo´tesis de escala en la ecuacio´n (3.27) podemos establecer que,
ξ(d−3−θ)cw ξ
2
⊥ ∼ C (3.29)
donde C es una constante que no depende de g. El valor de θ condiciona el caso de dimensio´n l´ımite
en el que aunque ξcw diverge es posible que la anchura ξ⊥ permanezca finita, ve´ase ec.(D.28).
3.4.1 Correlaciones en la teor´ıa de van der Waals
La forma de las correlaciones en una teor´ıa de gradientes cuadrados puede ser determinada mediante
diferenciacio´n y, tal y como se vio en el formalismo, obtenemos,
C(2)(~r1, ~r2) = β
(
d2f0
dρ2
− 2f2∇2
)
δ(r1 − r2) (3.30)
14Para ello se identifica el te´rmino que acompan˜a a q2 como la tensio´n superficial macrosco´pica determinada por
ec. (3.2). Para realizar esta identificacio´n se puede determinar ∆Ω para fluctuaciones de la forma dada por la
ecuacio´n (3.13) y hacer uso de la ecuacio´n (3.18). Aunque formalmente se puede relacionar con la teor´ıa de ondas
de capilaridad que describimos en el cap´ıtulo introductorio, y que es va´lida igualmente en este l´ımite cabe notar
que en este ana´lisis de Wertheim no se parte de hipo´tesis que tengan como imagen f´ısica las ondas de capilaridad
u´nicamente precisamos una cierta naturaleza para las fluctuaciones en la densidad en la interfase para identificar el
factor que acompan˜a a q2 con la tensio´n superficial macrosco´pica en el l´ımite q → 0. La u´nica suposicio´n que hemos
hecho es que la derivada del perfil de densidad permanece finita en el l´ımite de g → 0. Sobre la posibilidad de ana´lisis
un poco ma´s generales vean se los art´ıculos de Weeks[130].
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La relacio´n exacta, ∫
dz3C
(2)(q, z1, z3)G
(2)(q, z3, z2) = δ(z1 − z2) (3.31)
permite obtener las correlaciones en el modo q ' 0+, Evans[20] obtuvo,
G(2)(q ' 0+, z1, z2) ∼ β−1 dρ0(z1)
dz1
dρ0(z2)
dz2
1
mg(ρl − ρv) + γlvq2 (3.32)
que contiene un comportamiento ana´logo al ana´lisis de Wertheim y a la expresio´n (3.37).
3.4.2 Correlaciones en la teor´ıa de ondas capilares
Las propiedades descritas para hamiltonianos efectivos gaussianos, ec. (D.12), nos permiten definir
para el hamiltoniano de ondas capilares descrito en la introduccio´n una serie de funciones de
correlacio´n y distribucio´n sobre las cuales se pueden analizar las relaciones anteriores y compro-
bar su significado. Partimos de ec. (1.3), donde expl´ıcitamente escribimos la tensio´n superficial
macrosco´pica15. En este contexto la funcio´n de correlacio´n de alturas (D.21) aparece definida como:
〈ξ(~R)ξ(~0)〉cw = S(~R) = 1
βγ(2pi)d−1
∫
|q|<qmax
d~q
ei~q
~R
(q2ξ−2cw )
(3.33)
la medida usual de anchura de la interfase esta dada por S(0) = ∆2cw. Lo ma´s conveniente para
caracterizar las propiedades de la interfase es definir funciones de distribucio´n de alturas,
P(1)(z) =
〈
δ(ξ(~R))− z)
〉
cw
(3.34)
P(2)(z1, z2, R12) =
〈
δ(ξ(~R1))− z1)δ(ξ(~R2))− z2)
〉
cw
(3.35)
Definir fluctuaciones en la densidad y relacionarlas con las distribuciones anteriores requiere dentro
del modelo tradicional de ondas capilares definir un perfil de densidad intr´ınseco cuyo promedio
funcional sobre ξ(~R) permite recuperar el perfil de densidad medio ρ0(z1) = 〈ρ˜ξ(~R1)〉cw, mientras
que la funcio´n de correlacio´n de pares aparece como[140, 141]:
G(2)cw (z1, z2,
~R12) = 〈[ρ˜ξ(~r1)− ρ0(z1)] [ρ˜ξ(~r2)− ρ0(z2)]〉cw (3.36)
a partir de estas expresiones es posible calcular la funcio´n de distribucio´n as´ı como la funcio´n de
correlacio´n y comprobar si la teor´ıa de ondas capilares satisface las relaciones integrodiferenciales
comentadas en la teor´ıa del funcional de la densidad, y en consecuencia obtener un forma plausible
para C
(2)
cw (z1, z2, ~R12).
15Un hamiltoniano de interfase concebido como mejora a CWT, como aparentemente ser´ıa Drumhead [139] nece-
sitar´ıa una tensio´n superficial correspondiente a nivel de fluctuaciones microsco´picas que pretendiera describir.
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Bajo la hipo´tesis ma´s sencilla que parte de un perfil de densidad intr´ınseco dado por la funcio´n
paso se puede expresar a primer orden[141],
G(2)cw (z1, z2,
~R12) ∼ S(~R12)dρ0(z1)
dz
dρ0(z2)
dz
(3.37)
con ρ0(z) dado por ec. (D.30) y una expresio´n ma´s general que se puede ver en §D.1.4. Es una
ecuacio´n donde la dimensionalidad del sistema aparece incluida en S(R12) siendo ma´s lentamente
decreciente en dimensio´n 2, donde los efectos de las ondas capilares son ma´s n´ıtidos. En este caso
Bedeaux y Weeks[141] determinaron, a partir de las propiedades de escalado de la funcio´n G
(2)
cw , que
la correspondiente funcio´n C
(2)
cw cumple la ecuacio´n (3.18).
La f´ısica contenida en la ecuacio´n (3.37) respeta el ana´lisis de Wertheim e incide en que las
ondas capilares prevalecen en la superficie en el comportamiento a largas distancias, mientras que
derivadas finitas del perfil de densidad medio la confinan en la interfase. Como esta funcio´n no
contiene informacio´n acerca de la compresibilidad del l´ıquido (aproxima el volumen por un l´ıquido
incompresible), la funcio´n correspondiente C
(2)
cw no debe mostrar el comportamiento ana´logo a una
funcio´n de correlacio´n directa similar a ec. (3.30) al alejarnos de la interfase16.
Las dos predicciones de CWT, divergencia de la anchura de la interfase y el largo alcance de las
correlaciones en la interfase, aparecen relacionadas, ve´ase ec.(3.29) y nos proporcionan la imagen
f´ısica de la relacio´n entre ambos comportamientos. En (3.32) para q=0 encontramos correlaciones
superficiales de largo alcance mientras que el perfil ρvdw(z) permanece con anchura finita, la inter-
pretacio´n correcta de la divergencia contenida en ec.(3.32) es la presencia de una ruptura de simetr´ıa
en el colectivo macrocano´nico en la direccio´n z debida a la formacio´n de una interfase ρvdw(z) y el
resultado obtenido refleja la existencia de un modo de goldstone originado porque desplazamientos
globales de la interfase no cuestan energ´ıa libre17.
El caso de q ' 0 sugiere no es consistente incorporar sin ma´s la teor´ıa de ondas capilares sobre
un perfil obtenido mediante una aproximacio´n funcional, como van der Waals o sus generalizaciones,
sin haber evaluado antes la participacio´n de las correlaciones superficiales contenidas en ella y ex-
presadas en el perfil de densidad, y por otra parte la no divergencia de la interfase en ρvdw(z) no se
16La determinacio´n de las funciones de correlacio´n de un modelo de ondas de capilaridad puede parecer directa en
principio sin embargo ha generado cierta discusio´n tanto en si mismo como en el contraste con la teor´ıa de van der
Waals como veremos seguidamente. Esencialmente se ha planteado que la teor´ıa de ondas capilares no puede ser una
teor´ıa correcta bien por sus predicciones, aparentemente contrarias a van der Waals bien porque la determinacio´n de
la funcio´n de correlacio´n y su inclusio´n en TZ parec´ıa dar resultados no convergentes[140].
17La teor´ıa de van der Waals puede ser considerada desde diferentes puntos de vista, hasta el momento la hemos
considerado una aproximacio´n y por tanto esta sujeta a interpretar que f´ısica contiene. Una alternativa es encontrar
un potencial de interaccio´n para el que sea una teor´ıa exacta, en el caso uniforme es el llamado potencial de Kac.
Weeks, Bedeaux y Zielinska[142] determinaron un modelo asime´trico donde la teor´ıa de la interfase de van der Waals
resulta exacta, en este caso solo el modo q=0 resulta ser de largo alcance y aparece la imagen de una interfase con las
correlaciones de largo alcance suprimidas pero la fuerte anisotrop´ıa del potencial provoca que algunas de la relaciones
mostradas pierdan validez ya que por ejemplo la ecuacio´n TZ no obtiene la tensio´n superficial.
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debe a un defecto en las predicciones o forma en la que la teor´ıa de ondas capilares es construida
a un nivel macrosco´pico. Esto u´ltimo se puede ver a partir de resultados exactos obtenidos en
modelos de red al compararlas con predicciones de modelos continuos.
Onsager en su estudio de un modelo de Ising bidimensional demostro´ la existencia de una tran-
siciones de fase en el l´ımite termodina´mico y tambie´n determino´ la energ´ıa libre interfacial18. Los
resultados fueron un exponente cr´ıtico para γ de µ = 1. Adema´s el exceso de energ´ıa libre por la
presencia de la interfase, γ, es una cantidad bien definida y sin embargo el modelo de Ising bidimen-
sional en ausencia de campo externo no posee una interfase bien definida (localizada). Esta u´ltima
propiedad es fuertemente dependiente de la dimensionalidad del sistema de modo que en un modelo
de Ising tridimensional si que es posible encontrar una interfase bien definida en campo nulo a tem-
peraturas suficientemente bajas, a la temperatura l´ımite se la denomina temperatura de roughening.
La extensio´n de esta propiedad a sistemas continuos requiere cautela, ya que si un modelo de
red posee una interfase difusa esperamos que el modelo continuo tambie´n aunque el rec´ıproco no
es cierto y de hecho la temperatura de roughening no parece existir en sistema continuos. En dos
y tres dimensiones en campo externo nulo no esperamos que exista una interfase localizada.
En el caso continuo en ausencia de campo externo podemos suponer que existe una tensio´n
superficial bien definida, como en el resultado de Onsager junto con una interfase localizada, con-
trariamente a Onsager. La existencia de un perfil de densidad ρ(z) implica[62] que la funcio´n de
correlacio´n directa ha de poseer la forma cuando |~R| >> 1,
c(2)(~R, z1, z2) ∼ ρ
′
0(z1)ρ
′
0(z2)
|~R|3+η (3.38)
donde η es un exponente positivo menor que la unidad. Ahora basa´ndose en la expresio´n (3.18) se
llega la conclusio´n de la divergencia de la tensio´n superficial, desechando la hipo´tesis de partida de
ρ′(z) 6= 0. La demostracio´n debida a M. Robert se restringe a dimensio´n d ≤ 3 con lo que estos
resultados favorecen las conclusiones de CWT en campo nulo, frente a un perfil de densidad bien
definido ρvdw(z), cuestio´n adema´s corroborada mediante simulaciones[63].
La extensio´n de este argumento a campo externo no nulo y el ana´lisis del comportamiento de
ρ′(z) en el l´ımite g → 0+ no es inmediata. Las ecuaciones expuestas sugieren que para ξ⊥ definido
como ∆2cw podemos expresar G
(2)(z1, z2, ~R ' 0) ∼ ρ′0(z1)ρ′0(z2)ξ2⊥. La idea de que el producto
ρ′0(z2)ξ⊥ sea finito para tener un valor finito de la funcio´n de correlacio´n densidad-densidad implica
una relacio´n entre la derivada del perfil de densidad y la anchura de la interfase, indicando que la
18El me´todo usado consiste en determinar la energ´ıa libre del sistema en tres condiciones de contorno diferentes
(++), (−−), y(−+) y calculado la energ´ıa interfacial como F+− − F−− − F++, que es similar a la determinacio´n
termodina´mica comentada al inicio del presente cap´ıtulo.
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divergencia de la segunda de puede compensar si ρ′0(z1) ∼ 0 de modo adecuado[143].
Desde esta o´ptica las teor´ıas de campo medio retienen informacio´n sobre las ondas capilares en
la funcio´n de correlacio´n de pares, ve´ase ecuacio´n (3.32), pero su expresio´n en el perfil de densidad
no es completo, y se hace necesaria otra v´ıa para examinar las fluctuaciones incluidas al menos
de modo efectivo en un perfil de densidad l´ıquido-vapor. El enlace concreto entre las propiedades
intr´ınsecas y las fluctuaciones superficiales queda pues abierto.
3.5 Modelo de Ondas Capilares Extendido
Se constituye a partir de resultados generales dentro de la teor´ıa del funcional de la densidad con-
cernientes a la expansio´n funcional entorno de la densidad de equilibrio del sistema. La expresio´n a
segundo orden involucra las funciones de correlacio´n de orden dos accesibles a las teor´ıas funcionales
actuales. Sobre esta expresio´n general se particulariza en las mismas condiciones que TZ y propone
un desplazamiento r´ıgido del perfil de densidad siguiendo la superficie intr´ınseca, conceptualizada
ba´sicamente como la superficie de Gibbs local,
∆Ω =
1
2β
∫
d~R1d~R2C˜
(2)(|~R1 − ~R2|)ξ(~R1)ξ(~R2) (3.39)
donde han considerado con generalidad,
C˜(2)(|~R1 − ~R2|) =
∫
dz1dz2
dρ0(z1)
dz1
dρ0(z2)
dz1
C(2)(z1, z2; |~R1 − ~R2|) (3.40)
Si identificamos esta funcio´n con el te´rmino de orden q2 de su transformada de Fourier recuperamos
la expresio´n original de TZ que se considera expresio´n de CWT. Por consiguiente se denomina a
este modelo como modelo de ondas capilares extendido. Si indagamos en los primeros coeficientes
del desarrollo encontramos que, ∫
d~RC˜(2)(~R) = β∆ρmg = Cˆ
(2)
0 (0) (3.41)
y despue´s usando TZ para la tensio´n superficial podemos expresar que,
βγ = Cˆ
(2)
2 (0) (3.42)
con lo que obtenemos ∆Ωcw[ξ]. El modelo extendido es obtenido incorporando sucesivos momentos
de las correlaciones transversales de modo que,
βκ = Cˆ
(2)
4 (0) (3.43)
se denomina bending rigidity modulus y es un coeficiente de rigidez que representa el cambio en
energ´ıa libre de curvatura ela´stica de la superficie.
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De modo general tenemos que,
∆Ω =
1
2β
1
L2
∑
q
C˜(2)(q)|ξ(q)|2 (3.44)
y por tanto
〈|ξ(q)|2〉 = L−2 1
C˜(2)(q)
(3.45)
Cabe recordar que una vez se han considerado validas las generalizaciones que implica, surge
como cuestio´n natural la relevancia de los siguientes ordenes en las consecuencias que la teor´ıa de
ondas capilares cla´sica da como resultado, en particular las propiedades para la tensio´n superfi-
cial19 y la fluctuacio´n cuadra´tica media en la altura, as´ı como las consecuencias que tiene para
la propuesta de escalado realizada sobre las correlaciones transversales, ec. (3.29). Por esta razo´n
A.Robledo, C. Varea y V.Romero-Rochin [144, 145] realizan un ana´lisis del posible papel jugado por
el coeficiente de rigidez. Abordan tambie´n la cuestio´n, ma´s sutil, de las propiedades que encierra el
hamiltoniano efectivo para la interfase que esta teor´ıa implica y los exponentes que podr´ıa poseer
considerando que respecto del l´ımite g → 0+ posee un comportamiento cr´ıtico. Curiosamente los
autores reconocen que su propuesta supone una redefinicio´n de γ como γ(q) pero desechan esta
forma de entender la interfase[129].
Siendo una extensio´n razonable dentro de la teor´ıa del funcional de la densidad surge la cuestio´n
de hasta que punto posee sentido incluir te´rminos progresivamente mayores en un desarrollo en q
sobre una hipo´tesis construida bajo la imagen macrosco´pica de la interfase, en los u´ltimos cap´ıtulos
de la memoria haremos incapie en este hecho20.
Colateralmente uno de los objetivos de Romero-Rochin, Varea y Robledo (RRVR) es intentar
expresar mediante evaluaciones microsco´picas los te´rminos que se encuentran en un hamiltoniano
efectivo de Helfrich,
ΩS =
∫
d~S(γ − 2κc0J + κJ2 + κK) (3.46)
y por tanto dotar a este en el contexto dado por el funcional de la densidad de una base mi-
crosco´pica21.
19Antes y despue´s de incluir fluctuaciones superficiales.
20La evaluacio´n mediante simulaciones de dina´mica molecular de estas hipo´tesis ha sido realizada por Stecki[146],
definiendo la superficie intr´ınseca como la superficie local de Gibbs. Stecki encontro´ una conexio´n entre dos cantidades
aparentemente diferentes < |ξq |2 > y χ(q), es decir, una propiedad eminentemente superficial con una propiedad
definida a partir de fluctuaciones en el volumen del l´ıquido, ve´ase §1.8.1. Esto lleva a considerar que la propuesta
de modelo extendido posee fluctuaciones de dos tipos y en consecuencia una verdadera estimacio´n de sus resultados
deber´ıa ser realizada por un modelo que incluyese fluctuaciones del tipo propuesto arriba junto a fluctuaciones propias
del sistema intr´ınseco.
21En este punto solo nos interesa que es una extensio´n formal de la teor´ıa de ondas capilares cla´sica donde RRVR
dan da la interpretacio´n microsco´pica de κ como ec.(3.43).
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El modelo de ondas capilares extendido no aclara si la relacio´n presente en CWT entre el per-
fil intr´ınseco y la superficie intr´ınseca puede incluirse en las escalas microsco´picas. Con este fin
el esquema ofrecido por RRVR puede interpretarse del siguiente modo, el perfil de equilibrio, en
el sentido de minimizar la ecuacio´n de Euler-Lagrange (2.95), lo llamamos ρ0(z) y verifica que
ρ(zx) = ρx. Si extendemos esta definicio´n al plano transversal para todo valor ~R tenemos para
cada par (zx, ρx) una posible familia de perfiles de densidad y el mı´nimo de esta familia es nuestro
perfil de equilibrio. Si otra vez extendemos esta idea, ahora al caso de una ligadura (zx = ξ(~R), ρx),
de nuevo para una funcion ξ(~R) habremos de realizar un proceso de minimizacio´n para encontrar
el valor de equilibrio para este sistema ligado, la minimizacio´n sobre la familia ξ(~R) debe permitir
recuperar el perfil de equilibrio l´ıquido-vapor.
Para determinar ΩS [ξ] debemos minimizar el funcional Ω[ρ] en la familia de perfiles sujetos a la
condicio´n (zx = ξ(~R), ρx) esto nos da una expresio´n que se puede suponer de la forma dada por ec.
(3.46) e intentar estimar la forma de los coeficientes desde un desarrollo perturbativo en la densidad
y que tecnicamente pueden depender de la condicion inicial (zx, ρx). En este contexto podemos
ampliar aun ma´s la idea del modelo extendido proponiendo una generalizacio´n de la ec.(3.13) de la
forma,
∆ρ(~R, z) =
∫
d~Rf(z; |~R− ~R′|)ξ(~R′) (3.47)
que es una convolucio´n con una cierta funcio´n peso f(z, l) por determinar. Segu´n esta idea tenemos,
ρ(~R, z) = ρ0(z) +
∫
d~qei~q
~Rf(z, |~q|)ξ(|~q|) (3.48)
Realizando un desarrollo fˆ(z, |~q|) = fˆ0(z) + q2fˆ2(z) + ..., comprobamos que si nos restringimos a
fˆ0(z), debemos recuperar RRVR, y el resto de te´rminos son una extensio´n formal de RRVR que
permiten realizar cierta minimizacio´n de la indicada antes como necesaria22. La correccio´n fˆ2(z)
fue propuesta por Parry y Boulter [147] y sugieren obtener una expresio´n aproximada para esta
funcio´n desde de las correlaciones en una teor´ıa de campo medio23, lo usual es tomar un esquema
de Landau-Ginzburg-Wilson sencillo sobre el que sea posible encontrar anal´ıticamente la solucio´n
a la ecuacio´n de Green para G
(2)
MF (z1, z2, q). Como resultado de esta propuesta se obtiene una βκ
acotada superiormente por la obtenida en RRVR.
22Esta idea parte del crossing criteria que se analizara´ en detalle en §6, de ciertas hipo´tesis impl´ıcitas acerca
de ξ(~R) y de si realmente es posible expresar Ω[ξ] mediante este desarrollo en la densidad. Por otra parte una
extensio´n ma´s elaborada de este desarrollo as´ı como de la inclusio´n formal de las hipo´tesis sobre la naturaleza del
perfil intr´ınseco en las proximidades del punto triple sera´ indicada en §A.
23Ve´ase tambie´n [148].
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3.6 Determinacio´n del perfil de densidad
Como se indico´ en la introduccio´n la forma de los perfiles de densidad de equilibrio ha presentado
en la historia de la teor´ıa de l´ıquidos bastante controversia. Una posible v´ıa para resolver el perfil
de densidad es aplicar iterativamente las ecuaciones que surgen de (2.107) y (2.39) de tal y como
realizaron Fischer y Methfessel [149], Toxvaerd [150] y Croxton[18]. Esencialemente se incorpora el
conocimiento de la funcio´n de correlacio´n, bien directa bien total, del sistema uniforme al caso
no-uniforme bajo determinadas hipo´tesis. La mayor´ıa de los resultados daban perfiles suaves sim-
ilares a la teor´ıa de van der Waals con diferentes anchuras ξ⊥. Se encontro´ tambie´n una solucio´n
oscilante que se atribuyo a inestabilidades cerca del punto triple. Croxton fue el primero en sugerir
una interpretacio´n diferente, con un modo adecuado de incorporar el sistema uniforme y modo
adecuado de realizar el proceso iterativo le fue posible encontrar perfiles oscilantes. Esencialmente
la resolucio´n de ec. (2.39) mezcla soluciones iterativamente y en cada paso se redefine la interfase
mediante la superficie equimolar de Gibbs, esto segu´n Croxton borra todo rastro de oscilaciones en
la solucio´n final. Sus ca´lculos fueron corroborados por simulaciones sin embargo sus resultados se
tomaron como anomal´ıas hasta que dentro del desarrollo del funcional de la densidad aparece la
estructuracio´n como una propiedad caracter´ıstica de interfases de diferente naturaleza24.
De modo diferente, desde la imagen de un l´ıquido dada por WCA y la teor´ıa de perturbaciones,
Katsov y Weeks[151] han encontrado una fuerte estructura en capas para la interfase l´ıquido-vapor
y en general de los sistemas no homoge´neos. Aunque sugieren la posibilidad de que exista una
teor´ıa del funcional de la densidad detra´s de esta aproximacio´n no determinan su posible forma,
ve´ase figura (3.2). Obtienen perfiles similares a los perfiles que mostraremos cerca del punto triple
aunque en su caso no realizan un ana´lisis que mostraremos necesario para poder comparar perfiles
dados por un ca´lculo teo´rico con perfiles dados en un esquema de simulacio´n.
24Es resaltable el trabajo realizado por Croxton. Su objetivo fue encontrar expresiones plausibles para las fun-
ciones de distribucio´n en la interfase, proponiendo de hecho, una densidad oscilante en la parte densa del perfil de
densidad[17, 19, 18] y constituye por tanto la primera aportacio´n en el contexto de la teor´ıa de l´ıquidos desde el
enfoque que al problema de la interfase se da en esta memoria. Croxton observa como bajo la ec. (2.39), tenemos
que incluir el conocimiento de la funcio´n de distribucio´n a dos cuerpos, dif´ıcil de conocer en el caso no-homoge´neo y
propone incluir un operador que transforme el caso homoge´neo en el caso no-homoge´neo y resolver as´ı una expresio´n
para la funcio´n de distribucio´n a un cuerpo bajo hipo´tesis plausibles para este operador. En su trabajo de hecho
intuye que en los metales l´ıquidos la estructuracio´n deber´ıa ser ma´s evidente que en el caso del Argo´n estudiado por e´l.
Ma´s adelante se han determinado tambie´n bajo la ecuacio´n (2.39) estructuras l´ıquidas en contacto con paredes[149],
sin embargo hasta el desarrollo de funcionales de la densidad que inclu´ıan mejores aproximaciones a las correlaciones
del sistema de esferas duras no se vislumbra la evidencia de perfiles estructurados y se retoma la imagen dada por
Croxton[40].
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Figura 3.2: Perfiles de densidad obtenidos por Weeks y Katsov[151] mediante una propuesta de
extensio´n sobre la teor´ıa de van der Waals. Observar tanto las pronunciadas oscilaciones
como la primera pequen˜a oscilacio´n previa antes de oscilar entorno de ρl. Las curvas de
puntos se corresponden con simulaciones de Dina´mica Molecular realizadas por Mecke para
el modelo Lennard-Jones que tambie´n usan Weeks y Katsov.
3.7 Sumario
En este cap´ıtulo se han analizado la interfase l´ıquido-vapor en el contexto de la teor´ıa de ondas
capilares, tanto desde el punto de vista de la tensio´n superficial como de los perfiles de densidad.
• La teor´ıa de ondas de capilaridad impone unas predicciones sobre el perfil de densidad y las
funciones de correlacio´n que contrastan con los resultados de las aproximaciones funcionales
conocidas en la teor´ıa del funcional de la densidad. Con todo dicha teor´ıa de ondas capilares es
perfectamente consistente con las reglas de suma del formalismo del funcional de la densidad.
Las propiedades del perfil de la densidad y las funciones de correlacio´n esta´n relacionadas por
propiedades de escalado.
• Un ana´lisis de la estabilidad de las aproximaciones funcionales revela propiedades similares en
la funcio´n de correlacio´n total transversal a las predicciones de la teor´ıa de ondas capilares,
sin embargo las funciones de correlacio´n directa incluidas en las aproximaciones funcionales
presentan una forma notablemente diferente.
• Dicho ana´lisis de la estabilidad revela la presencia de ondas capilares en los perfiles de densidad
de teor´ıas funcionales pero no la longitud de coherencia que para esta fluctuaciones esta
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incluida. Diferentes tipos de fluctuaciones en la densidad pueden tener diferentes longitudes
de coherencia.
• La tensio´n superficial puede determinarse por diferentes caminos, la extensio´n de los argu-
mentos que llevan a su definicio´n en el funcional de la densidad permite definir teor´ıas que
formalmente son extensiones de la teor´ıa de ondas capilares cla´sica y que pueden enlazarse
con teor´ıas de la interfase de cara´cter tambie´n fenomenolo´gico.
• Los perfiles de densidad pueden ser obtenidos por diferentes v´ıas, un ana´lisis cuidadoso revela
el cara´cter oscilante de estos, y abre la posibilidad de diferentes interpretaciones acerca de la
estructura de la interfase.

Parte III
Planteamiento y Resultados
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CAPI´TULO 4
Diagrama de fases y propiedades estructurales
En este cap´ıtulo se abordan dos objetivos previos al estudio de superficies l´ıquidas mediante me´todos
funcionales, el primero es un ana´lisis del diagrama de fases para el conjunto de potenciales de in-
teraccio´n descritos en §1.7.1 y el segundo es un ana´lisis de las propiedades estructurales del sistema
uniforme desde dos cuestiones diferentes: el rango de estabilidad de la fase l´ıquida frente a la fase
so´lida y las propiedades asinto´ticas de la estructura de correlacio´n del l´ıquido.
Dichos ana´lisis nos van a permitir entender resultados posteriores obtenidos en el marco for-
mal de las teor´ıas de van der Waals generalizadas y permiten una primera comparacio´n tanto con
los estudios previos desde el punto de vista de las teor´ıas del funcional de la densidad para otros
potenciales[40, 42] como las conclusiones extra´ıdas desde simulaciones Montecarlo[38]. Para com-
prender la f´ısica en estas aproximaciones funcionales necesitamos contrastar los resultados de DFT,
obtenidos para dos funcionales diferentes basados en FMT y WDA, con otras teor´ıas y diferenciar
las propiedades que pertenecen al modelo de interaccio´n y las que pertenecen a las aproximacio-
nes utilizadas, el estudio se amplia por esta razo´n en dos direcciones, mediante la teor´ıa de las
ecuaciones integrales y mediante experimentos nume´ricos1. Introducimos inicialmente los dos for-
malismos usados.
1Los trabajos iniciales con estos potenciales se realizaron mediante simulacio´n Montecarlo, en esta memoria se han
realizado simulaciones de dina´mica molecular para completar aquellos. La presente memoria amplia los resultados
publicados en las referencias [152, 153]
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4.1 Teor´ıas de van der Waals generalizadas
Siguiendo el tratamiento expuesto en §2.10 es posible determinar el funcional F [ρ, φ], entendido
como un funcional tambie´n del potencial de interaccio´n, siempre que conozcamos la derivada fun-
cional correspondiente, en este caso basa´ndonos en ec. (2.38) tenemos que ρ(2)(~r1, ~r2) = 2
∂Ω
∂φ(~r1,~r2)
luego conocido el funcional F [ρ, φref ] para un potencial de referencia φref y separando el resto del
potencial como φp = φ− φref , es exacto escribir[?, 154, 155],
F [ρ, φ] = Fref [ρ, φref ] + 1
2
∫
dα
∫
d~r1d~r2 [φ(~r1, ~r2)− φref (~r1, ~r2)] ρ(2)(αφ;~r1, ~r2) (4.1)
donde hemos introducido el potencial de interaccio´n v´ıa ec. (2.74). La expresio´n anterior
requiere conocer la funcio´n de correlacio´n ρ(2)(~r1, ~r2) en el rango de potenciales necesario para re-
alizar la integracio´n, informacio´n que es obviamente desconocida y que obliga a utilizar diferentes
aproximaciones de manera que incluyamos el conocimiento parcial que de esta tengamos. Las apro-
ximaciones ba´sicas son:
• La ma´s sencilla es eliminar por completo las correlaciones entre las part´ıculas y escribir:
ρ(2)(~r1, ~r2) ≈ ρ(~r1)ρ(~r2) (4.2)
conocida como aproximacio´n de campo medio, de manera que no es necesario conocer la
funcio´n de distribucio´n en el rango de potenciales2.
• La siguiente correccio´n consiste en incluir ciertas correlaciones partiendo de la definicio´n de
las funciones de distribucio´n considerando que dichas correlaciones no var´ıan en el proceso de
integracio´n y por tanto es factible escribir:
ρ(2)(~r1, ~r2) ∼= g(2)ref (~r1, ~r2)ρ(~r1)ρ(~r2) (4.3)
• Mejorar la aproximacio´n anterior complica notablemente el tratamiento y necesita conocer
funciones de distribucio´n del sistema de referencia de ordenes superiores3 lo que implica
nuevas aproximaciones[76, 77].
2En la pra´ctica estamos suponiendo que h(2)(~r1, ~r2) = 0 y expl´ıcitamente estamos despreciando un te´rmino,
β
2
∫
dα
∫
d~r1d~r2φp(~r1, ~r2)[ρ(2)(α;~r1, ~r2) − ρ(~r1)ρ(~r2)], aproximacio´n que resulta exacta en el caso del potencial de
Kac[155] y que permite establecer un desarrollo perturbativo sobre el para´metro γ → 0+ que define a este potencial
φp(~r1, ~r2) = γ3ω(γ|~r12|).
3Esencialmente necesitamos la variacio´n de ρ(2) con el para´metro de acoplo del potencial de la teor´ıa perturbativa
evaluada en el sistema de referencia, lo que requiere tanto las funciones ρ
(3)
ref como ρ
(4)
ref , que se suelen aproximar por
su l´ımite de baja densidad donde sabemos factorizan en funciones a dos cuerpos y de hecho el l´ımite asinto´tico las
identifica como las funciones ρ(2).
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Para aplicar la ec. (4.3) necesitamos una aproximacio´n ma´s ya que la funcio´n g
(2)
ref (~r1, ~r2) vuelve
a ser desconocida, aun as´ı la descripcio´n estructural del l´ıquido respecto de la aproximacio´n de
campo medio se mejora notablemente mediante la aproximacio´n,
g
(2)
ref (~r1, ~r2) ' g(2)ref (|~r12|; ρeff ) (4.4)
La eleccio´n de la densidad efectiva ρeff requiere evaluar de algu´n modo la densidad en ~r1 y ~r2. Dos
prescripciones razonables se basan en promediar la densidad en una esfera de radio σ˜, similar al
taman˜o molecular, globalmente resulta[156, 157],
ρ(2)(~r1, ~r2) ' ρ(~r1)ρ(~r2)gref
(
r12; ρ¯
(
~r1 + ~r2
2
))
(4.5)
' ρ(~r1)ρ(~r2)gref
(
r12;
ρ¯(~r1) + ρ¯(~r2)
2
)
La funcio´n gref (r) condensa pues el conocimiento estructural que poseemos del sistema de refe-
rencia, mientras que la posible falta de isotrop´ıa entre los puntos ~r1 y ~r2 aparece contenida en el
producto de densidades a un cuerpo, ve´ase ec. (4.3). En el caso de potenciales Lennard-Jones4 se
ha elegido[159] el sistema de referencia de esferas duras[160] donde gHS(r) que posee descripciones
anal´ıticas[161] y semiemp´ıricas notables[162] y la determinacio´n del sistema de referencia o´ptimo se
realiza mediante las teor´ıas perturbativas usuales §2.7.2, mientras que la limitacio´n descriptiva que
contiene el caso uniforme hace esperar que las teor´ıas de van der Waals generalizadas as´ı construidas
respondan preferentemente a la imagen de un l´ıquido cerca del punto triple.
4.2 Estudio mediante la teor´ıa de las ecuaciones integrales
En el estudio de potenciales a pares la termodina´mica del sistema se halla contenida en la funcio´n
de distribucio´n radial y sera´ consistente en la medida en que las diferentes rutas que determinan la
relacio´n termodina´mica-estructura §2.1.3 den los mismos resultados. El marco ofrecido por la teor´ıa
de las ecuaciones integrales, ve´ase §2.6, es ido´neo para la obtencio´n de propiedades estructurales del
sistema uniforme y una eleccio´n adecuada de la aproximacio´n en este marco encuentra resultados
similares a los ofrecidos por simulacio´n.
La teor´ıa de las ecuaciones integrales basada en OZ se completa con diferentes relaciones de
cierre, donde las dos consideradas ba´sicas son la de Percus-Yevick §2.6.1, que funciona adecuada-
mente en el re´gimen de cortas distancias, y la de HNC §2.6.2, que lo hace en el caso de largas
distancias. Como ambas poseen el inconveniente de ser termodina´micamente inconsistentes una
4Existen alternativas basadas en el sistema de esferas duras como referencia pero en una funcio´n g
(2)
ref (|~r12|; ρeff ),
obtenida a partir de un esquema perturbativo dentro de OZ, ve´ase Tang y Wu[158].
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primera idea semi-emp´ırica es combinarlas y mediante los para´metros libres de dicha combinacio´n
buscar una consistencia ma´s alta entre las relaciones termodina´mica-estructura, aprovechando las
distancias en que ambas presentan sus ventajas5. En esta l´ınea ha habido considerables aportaciones
como la relacio´n de cierre de Rogers-Young[165], que interpola entre HNC y PY o HMSA[166] que
interpola entre HNC y SMSA que a su vez interpola entre PY y MSA.
Es posible adema´s introducir otras aproximaciones, y de hecho reescribir varias de las anteriores,
desde otra relacio´n exacta que complemente la ecuacio´n de Ornstein-Zernique (2.67), introduciendo
la llamada funcio´n puente b(r) mediante
c(r) = h(r)− ln
[
(h(r) + 1)eβφ(r)
]
+ b(r) (4.6)
La relacio´n de b(r) como funcional de h(r) es notablemente compleja6. La cuestio´n se puede resolver
razonablemente gracias a la presencia, indicada por Y. Rosenfeld y N. W. Ashcroft [168], de una
cierta universalidad en la funcio´n b(r) manifestada independientemente del potencial de interaccio´n
φ(r). Esto abre la posibilidad de analizar el problema incluyendo una funcio´n b0(r) basada en un
potencial φ0(r) que sea conocida y que expresada como funcio´n ajustable permita, desde un punto
de vista variacional, minimizar la energ´ıa libre del sistema e introducir requisitos de consistencia
en la aproximacio´n[169]. Espec´ıficamente este proceso establece que,
4piρ
∫
drr2 [g(r)− g0(r)] ∂b0(r, σ)
∂σ
= 0 (4.7)
que hace consistente la ruta de la energ´ıa §2.42 y la ruta del virial §2.43 . El procedimiento necesita
de la funcio´n puente del sistema de referencia que en lo que sigue tomamos como un sistema de
esferas duras a partir de dos funciones aproximadas pero consideradas cuasi-exactas como son la
funcio´n de distribucio´n radial de Verlet-Weis[162] y la funcio´n cavidad de Henderson-Grundke[170]
en la zona r < σ. De este modo,
b0(r) = lny0(r) + γ0(r) (4.8)
la funcio´n γ(r) se denomina funcio´n serie o nodal y dada una prescripcio´n para h(r) puede ser
obtenida su transformada de Fourier mediante,
γˆ0(k) =
ρhˆ20(k)
1 + ρhˆ0(k)
(4.9)
5La mejora sobre las relaciones de cierre ba´sicas no es necesariamente una combinacio´n en busca de consistencia,
basa´ndose en otros criterios Verlet [163] y Martynov-Sarkisov [164] han propuesto otras relaciones de cierre con notable
mejora en sus resultados y de hecho mayor consistencia, al incorporar propiedades que la funcio´n puente se posee,
funcio´n que seguidamente introduciremos.
6Involucra diagramas altamente conectados y solamente es posible calcular nume´ricamente de modo abordable
algunos de ellos[72], adema´s errores nume´ricos en g(r) son amplificados en c(r) y ma´s aun en b(r), esto hace que la
determinacio´n sistema´tica sea ma´s complicada para esta funcio´n. Aun as´ı para esferas duras el comportamiento a
baja densidad es conocido ya que involucra u´nicamente los primeros diagramas de su desarrollo en densidad. Una v´ıa
diferente propuesta por Labik y Malievsky[167] fue parametrizar la funcio´n bHS(r) y determinar estos para´metros
de modo adecuado basa´ndose en la ecuacio´n de estado de estado de Erpenbeck-Wood y relaciones de suma, es decir,
relaciones que integran propiedades estructurales y obtienen propiedades termodina´micas.
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Figura 4.1: Funciones de distribucio´n radial para los tres potenciales introducidos y el potencial de
Lennard-Jones. Se comparan RHNC-Lado (l´ıneas continuas) con Simulacio´n de dina´mica
molecular (c´ırculos, cuadrados, rombos) a T/U=0.40, T/U=0.85 y T/U=1.05 sobre la l´ınea
de coexistencia de fases en la rama densa de RHNC-Lado. En el caso LJ, a T/U=0.40 la
simulacio´n muestra una g(r) caracter´ıstica de una red fcc, mientras RHNC-Lado continua
dando una posible solucio´n l´ıquida. Las simulaciones de dina´mica molecular han sido real-
izadas con 4000 part´ıculas y un termostato de Nose´-Hoveer para fijar el colectivo cano´nico.
El lector puede comparar estas figuras con la figura (1.12).
112 Diagrama de fases y propiedades estructurales
ambas funciones, y0(r) y γ0(r), aparecen parametrizadas en funcio´n de σ y es posible la diferen-
ciacio´n de b0(r;σ) y en consecuencia ec. (4.7) es resoluble. Un me´todo de solucionar del sistema de
ecuaciones acoplado (4.6 y 2.67) eficaz nume´ricamente ha sido descrito con detalle por Lomba[171]
y por Labik, Malijevsky y Vonka[172], mientras que otras propuestas se basan en transformaciones
de la secuencia de la serie de soluciones que surge del proceso iterativo y que optimizan sus propie-
dades de convergencia[173].
Una vez resuelta la estructura del l´ıquido uniforme podemos determinar las condiciones de coe-
xistencia de fases l´ıquida y vapor aprovechando que el criterio de Lado permite calcular de modo
consistente la presio´n por la ruta del virial. En lo que sigue denominamos a la aproximacio´n usada
RHNC-Lado.
Los resultados de resolver el sistema de ecuaciones (2.67 y 4.6) para la funcio´n de distribucio´n
radial g(r) del Mercurio7 comparan cualitativamente bien con los resultados ab initio de Zhao et
al para el Galium[26]. Mientras que para metales alcalinos[174] podemos comparar como en el
potencial Sodio la funcio´n de distribucio´n radial comparte la forma del primer y segundo pico (ma´s
suavizados que un potencial polino´mico ma´s repulsivo como el Lennard-Jones) y constituyen una
forma muy sencilla de tratar metales alcalinos (Na,K,Rb,Cs), comparense las figuras (1.12) y (4.1).
Podemos entender algo ma´s de estos potenciales a partir de las funciones de distribucio´n radial
del Sodio y un Lennard-Jones observando como este u´ltimo, en el caso de simulacio´n, y partiendo
de una configuracio´n l´ıquida se desestabiliza a una estructura fcc, mientras que el modelo de metal
alcalino permanece en estado l´ıquido a una densidad y temperatura equivalente8 (en que veremos
que adema´s es estable). La aproximacio´n RHNC-Lado continua siendo una descripcio´n adecuada
de la estructura de l´ıquidos blandos en el caso uniforme como comprobamos en el Soft-Alcaline
indicando que las suposiciones de universalidad de b(r) y la determinacio´n realizada del dia´metro
de esferas duras son adecuadas para un amplio rango de potenciales, lo que es un resultado notable
comparando con teor´ıas de cara´cter perturbativo9.
4.3 Diagrama de fases
Una vez obtenida la energ´ıa libre fV (T, ρ) podemos determinar las condiciones de coexistencia de
fases compatibles con la construccio´n de Maxwell en que se produce la f´ısica que nos interesara´,
7El modelo Mercurio a T/U=0.40 equivaldr´ıa aproximadamente a 570 Kelvin.
8La curvas de coexistencia de fases en unidades reducidas muestran unos valores de la densidad bastante similares
entre ambos potenciales.
9Para verificar nuestro ca´lculo RHNC-Lado hemos realizado simulaciones de dina´mica molecular para los mismo
valores de (T, ρ), ve´ase la figura (4.1).
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mediante el sistema de ecuaciones,
µ(T, ρv) = µ(T, ρl) (4.10)
P (T, ρv) = P (T, ρl) (4.11)
que indica´bamos en §2.2.3.1 y determina la llamada l´ınea binodal, mientras que la l´ınea espinodal,
que delimita la regio´n inestable de la metaestable, queda expresada en la ecuacio´n,
∂fV (T, v)
∂v
= 0 (4.12)
Diferentes aproximaciones a la energ´ıa libre de Helmholtz, dara´n diferentes resultados para las
curvas de coexistencia de fases, pero adema´s sera´ conveniente comparar el contenido estructural y
no so´lo el termodina´mico.
En nuestro caso dada la ec.(4.1) introducimos aproximaciones funcionales para la coexistencia
l´ıquido-vapor construidas sobre un sistemas de referencia de esferas duras y la parte atractiva se
incorpora inicialmente mediante una aproximacio´n de campo medio. La eleccio´n del funcional de
esferas duras se realiza en dos esquemas diferentes introducidos -ve´ase §2.9.1 y §2.9.2- que satisfacen
respectivamente las ecuaciones de estado de Carnahan-Starling ec.(2.55) y Percus-Yevick ec.(2.61).
En el caso de la teor´ıa de la medida fundamental §2.9.2 se puede construir satisfaciendo tambie´n la
ecuacio´n de Carnahan-Starling, ec. (2.151), y se ha utilizado ma´s adelante a efectos comparativos.
En el sistema de esferas duras introducimos un esquema perturbativo basado en la descomposicio´n
del potencial mediante el me´todo de Barker y Henderson §2.7.2.1 y utilizamos su definicio´n de
dia´metro de esferas duras, dhs(T ), que evalu´a el sistema de referencia o´ptimo sin complicar excesi-
vamente la aproximacio´n.
Expresamos la energ´ıa libre por unidad de volumen para el sistema uniforme contenido en
nuestras aproximaciones funcionales de campo medio,
βfV (T, ρ) = fid(ρ) + fex−hs(ρ)− β 8
9
2piσ3Uρ2 = fhs(ρ)− β 8
9
2piσ3Uρ2 (4.13)
donde como vemos el dBH(T ) introduce la dependencia que causa las diferencias en el diagrama
de fases10 de los diferentes potenciales que hemos determinado en las unidades reducidas T/U. El
ana´lisis no incluye la determinacio´n de la fase so´lida en el diagrama de fases por tanto las curvas
presentadas corresponden a la coexistencia l´ıquido-vapor solapadas con la continuacio´n de esta en
la rama metaestable del l´ıquido frente al so´lido en el caso en que sea matema´ticamente estable, lo
mismo sucede para el caso de RHNC-Lado, que se corresponde casi exactamente con los resultados
de simulacio´n Montecarlo[38] y adema´s para todos los modelos de interaccio´n.
10Por tanto esta ecuacio´n de van der Waals generalizada no sigue una ley de estados correspondientes para los
diferentes modelos de interaccio´n debido a la presencia de dhs(T ).
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Los resultados se condensan en la figura (4.2). En el caso de las temperaturas cr´ıticas en campo
medio los resultados indican una sobreestimacio´n de Tc para modelos blandos, mientras que para
modelos ma´s pro´ximos al sistema de referencia de esferas duras los valores de Tc presentan una
estimacio´n menor que los correspondientes a simulaciones Montecarlo. En el caso de RHNC-Lado,
existe una regio´n sin solucio´n que abarca la zona de criticalidad y parte de la zona inestable de
coexistencia de fases lo que impide obtener soluciones cerca del punto cr´ıtico[45], comparamos pues
con los resultados obtenidos mediante MC en la tabla (4.1).
SA Na Hg LJ SW15
WDA 1.577 1.349 1.074 1.098 1.006
Tc/U FMT-PY 1.565 1.340 1.067 1.092 1.001
MC 1.43 1.25 1.17 1.21 -
WDA 0.988 0.978 0.9345 0.92 0.94
TFW /U FMT-PY 0.899 0.939 0.9305 0.919 0.939
RHNC-Lado 0.47 0.83 1.10 - -
Tabla 4.1: Valores de Tc/U y TFW /U para los diferentes modelos y para la aproximacio´n de campo medio,
WDA satisface CS+MFA y para FMT se muestra PY+MFA. Comparacio´n con valores proce-
dentes de Montecarlo para Tc/U y RHNC-Lado para TFW /U .
La primera correccio´n a una teor´ıa de campo medio en el esquema perturbativo que estamos
utilizando, necesita la funcio´n de distribucio´n radial del sistema de esferas duras que igualmente
calculamos con un dia´metro dBH(T ). La expresio´n perturbativa a primer orden, que fue ya tratada
en ec. (2.76), resulta ser,
βF = βF0 + 2piρ
2
∫
dr12r
2
12φAT (r12)g0(r12; ρ0) (4.14)
Para la funcio´n gHS(r) pueden incluirse diferentes aproximaciones, la ma´s directa es la que surge
a partir de la teor´ıa de Percus-Yevick (gPY (r)) y que fue expresada
11 por Wertheim[161, 89], mien-
tras que la parametrizacio´n semi-emp´ırica de Verlet-Weis[162] (gvw(r)) permite una descripcio´n ma´s
adecuada del valor de contacto g(dHS), que en Percus-Yevick es ligeramente menor que en simu-
lacio´n. En la figura (4.2) se representa un sistema de referencia basado en la ecuacio´n de estado de
PY y gPY (r), y en la ecuacio´n de estado de CS con gvw(r). El resultado es muy similar, mientras
que la curva en campo medio con ambas ecuaciones de estado puede verse, ma´s clara, en la figura
11Su metodolog´ıa de ca´lculo se basa en la expresio´n de su transformada de Laplace, algunas extensiones anal´ıticas
se han realizado tanto para sistemas de esferas duras como para otros potenciales[175, 176].
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Figura 4.2: Coexistencia de fases para los potenciales Mercurio, Sodio,Soft-Alcaline y Lennard-Jones,
para diferentes aproximaciones: PY +MFA (linea discontinua), CS+MFA (linea puntos),
PY +gPY (r) (linea continua gruesa), CS+gvw(r) (linea continua fina), RHNC-Lado (figuras
en negro), Simulacio´n NVT (figuras blancas), Simulacio´n NPT (figuras grises) estas dos
u´ltimas tomadas de [39].
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(4.8).
Se aprecia la notable mejora para el potencial Mercurio y Sodio de la expresio´n (4.14) sobre la
aproximacio´n de campo medio lejos del punto cr´ıtico. Pero los potenciales considerablemente ma´s
blandos que el Lennard-Jones como el Soft-Alcaline resultan mejor descritos, desde el punto de la
coexistencia de fases, mediante campo medio12. Los resultados de las densidades de coexistencia
l´ıquidas para potenciales blandos en forma de ley de potencias se conoce[99] son estimados por
debajo por teor´ıas perturbativas tipo Barker-Henderson y dentro de dicho esquema la siguiente
correccio´n, como comentamos §2.7.2.1, es de cara´cter mesosco´pico y no soluciona el problema, el
primer hecho es corroborado para el Soft-Alcaline y es razonable que el segundo tambie´n lo sea.
Desarrollar una teor´ıa perturbativa adecuada para potenciales repulsivos blandos no es sen-
cillo, se podr´ıa argumentar que una mejor eleccio´n es utilizar la aproximacio´n de Weeks-Chandler-
Andersen en lugar de Barker-Henderson, que se supone afina mejor el sistema de referencia y
es ma´s consistente en el desarrollo te´rmino a te´rmino, sin embargo a densidades altas, en el
re´gimen que ma´s nos interesa, WCA puede fallar en la bu´squeda de un dia´metro de esferas duras
f´ısicamente razonable. Tambie´n bajo la aproximacio´n dada por ec. (4.14), se ha intentado esti-
mar variacionalmente[179] dHS basa´ndose en la desigualdad de Gibbs-Bogoliubov[76] que mejora
para potenciales blandos[180]. En nuestro caso basa´ndonos en los ca´lculos realizados mediante
RHNC-Lado, y el hecho de que incluso para el modelo Soft-Alcaline los resultados sean similares
a simulacio´n induce a afirmar que el criterio de Lado y su aplicacio´n a una teor´ıa perturbativa
con una divisio´n del potencial ana´loga a WCA puede ser un modo adecuado de tratar este tipo de
potenciales blandos.
El origen de las discrepancias para potenciales blandos en las teor´ıas perturbativas sobre esferas
duras ha sido estudiado por K.K.Mon[181, 182, 183] mediante simulacio´n Montecarlo, y aparecen
debidas a la diferencia en el espacio de configuraciones accesible al sistema para potenciales duros,
que llamamos Γhs, y blandos, que llamamos Γ. La diferencia denotada por ∆hs = Γ ∩ Γhs, repre-
senta la parte accesible al potencial de interaccio´n blando pero inaccesible al sistema de referencia
de esferas duras. En consecuencia existe una diferencia intr´ınseca entre tratar perturbativamente
mediante un sistema de referencia de esferas duras y mediante un sistema repulsivo no singular
y esta diferencia intr´ınseca se puede concretar, para Φ0 representando la energ´ıa potencial total
repulsiva, como,
−
∫
∆hs
e−βΦ0∫
Γ
e−βΦ0
(4.15)
Esto permite corregir de modo razonablemente eficiente parte de los problemas que una teor´ıa
perturbativa (a todos los ordenes) de potenciales blandos sobre el sistema de esferas duras puede
12En rigor no siempre es inadecuada una aproximacio´n de campo medio, y de hecho para el caso del potencial
gaussiano[177], en contraste con un potencial repulsivo de esferas duras, resulta notablemente exitosa tanto en
propiedades del sistema simple sea o no uniforme[178] como en mezclas[43].
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generar. Esta formulacio´n del problema presenta la ventaja, como han indicado Ben-Amotz y
Stell [180], de que en analog´ıa con WCA es posible estimar la contribucio´n ma´s importante a la ec.
(4.15) para potenciales a pares,
−
∫
∆hs
e−βΦ0∫
Γ
e−βΦ0
' 2piρ
∫ σhs
0
g0(r)r
2dr (4.16)
Que al aparecer como una integral dentro de la parte repulsiva del potencial permite a priori, incor-
porando una parametrizacio´n adecuada, como la de Henderson-Grunke por ejemplo, ser aplicada a
teor´ıas de van der Waals generalizadas13. El resultado de la correccio´n se expresa,
−
∫
∆hs
e−βΦ0∫
Γ
e−βΦ0
' 2piρ
∫ σhs
0
yhs(r)e
−βu0(r)r2dr (4.17)
Esta metodolog´ıa abre la posibilidad de definir una teor´ıa razonable de van der Waals generalizada14
para el caso de potenciales blandos, pero para nuestros propo´sitos se oscurece la interpretacio´n clara
de resultados posteriores, por ejemplo como la bondad del funcional resultante fuera del caso ho-
moge´neo respecto de la aproximacio´n perturbativa al orden ma´s bajo en diferentes situaciones, y
por otra parte los resultados que buscamos no se conocen de hecho en los ordenes ma´s bajos de las
teor´ıas perturbativas.
4.4 Estabilidad de la fase l´ıquida
Las mismas condiciones (4.11) son aplicables al caso de la coexistencia so´lido-l´ıquido, en cuyo caso
necesitaremos determinar mediante algu´n modelo las propiedades termodina´micas del so´lido. Esto
determinar´ıa las regiones en que cada fase es estable termodina´micamente pero existen ramas de
metaestabilidad en las que una de ellas puede permanecer estable desde el punto de vista meca´nico,
y surge la cuestio´n de cual es la relacio´n entre la desestabilizacio´n dentro de la fase fluida y la
aparicio´n de una fase so´lida ma´s estable. A priori la desestabilizacio´n del l´ıquido, para una aprox-
imacio´n dada, deber´ıa presentarse como una cota al proceso de solidificacio´n. Por otra parte se
han desarrollado criterios desde una sola de las fases[184] para determinar aproximadamente los
valores termodina´micos para la transicio´n l´ıquido-so´lido, criterios como veremos esencialmente es-
tructurales.
Desde el punto de vista de los objetivos posteriores el conocimiento de las propiedades de esta-
bilidad de la fase l´ıquida determinan los posibles intervalos en densidad y temperatura en que es
13Bastar´ıa determinar el valor de dhs mediante una aproximacio´n variacional que tenga en cuenta esta expresio´n
junto con el primer orden perturbativo.
14Como alternativa a una teor´ıa WCA o una teor´ıa WCA-Lado.
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posible obtener propiedades de un sistema l´ıquido en que la densidad var´ıe espacialmente debido a
un potencial externo. Es una cuestio´n adema´s abordable desde el punto de vista de las diferentes
aproximaciones comentadas anteriormente.
Inestabilidad meca´nica y soluciones tipo so´lido
El problema de la estabilidad se formula de modo sencillo desde la ec. (2.102) en ella la esta-
bilidad meca´nica de un fluido indica que una leve perturbacio´n en el potencial externo induce
una leve respuesta en la densidad y la inestabilidad se produce cuando la respuesta lineal esta´tica,
χ, presenta singularidades, que es lo mismo que encontrar, los ceros de la ecuacio´n 1−ρc(2)(|~q|) = 0.
La imagen f´ısica se completa indagando si es posible que, en ausencia de campo externo, obteng-
amos junto a la solucio´n l´ıquida uniforme una solucio´n no-uniforme fuertemente oscilante que re-
cuerde distribuciones en la densidad tipo so´lido. Para ello comenzamos con relaciones generales en
sistemas no uniformes de las funciones de distribucio´n y correlacio´n que fueron introducidas inde-
pendientemente por Lovett [185] y Wertheim[138] y constituyen relaciones exactas para los sistemas
en equilibro15, la primera de ellas es,
∇1lnρ(~r1) = −β∇1Vext(~r1) + β−1
∫
d~r2c
(2)[ρ;~r1, ~r2]∇2ρ(~r2) (4.18)
que puede ser deducida inmediatamente desde ec.(2.107). Mientras que bajo la hipo´tesis adicional
de interaccio´n a pares podemos obtener la primera ecuacio´n de la jerarqu´ıa de Yvon-Born-Green16,
∇1ρ(~r1) + βρ(~r1)∇1Vext(~r1) = −β
∫
d~r2∇2φ(~r1, ~r2)ρ(2)(~r1, ~r2) (4.19)
De ambas la primera de ellas es particularmente sugerente porque no presenta aproximaciones
y porque suele ser ma´s sencillo determinar las funciones de correlacio´n directa que las funciones
de correlacio´n totales en el funcional de la densidad. Dado nuestro intere´s en determinar tanto
las ramas de inestabilidad de las aproximaciones como la presencia de soluciones no homoge´neas
resulta conveniente un ana´lisis en el contexto de la teor´ıa de la bifurcacio´n.
Si observamos las dos ecuaciones anteriores pueden ser usadas para determinar la forma de las
soluciones ρ(~r) para una estructura determinada (incluida en ρ(2) o incluida en c(2)). En el caso de
ausencia de potencial externo ambas ecuaciones tienen como solucio´n la densidad uniforme, ρ0, y
adema´s por su no-linealidad es posible que existan otras soluciones cuyo valor medio sigue siendo
15Desde el formalismo del funcional de la densidad podemos obtener ambas ecuaciones[2].
16La segunda ecuacio´n de la jerarqu´ıa involucra la funcio´n ρ(3)(~r1, ~r2, ~r3) con lo que su aplicacio´n requiere una
vez ma´s la incorporacio´n de hipo´tesis adicionales[76].
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ρ0 pero pueden ser altamente no homoge´neas
17. Encontrar estas soluciones y determinar las condi-
ciones en que se produce corresponde a la teor´ıa de la bifurcacio´n18 y en el caso de l´ıquidos simples,
la cuestio´n inicialmente planteada sera´ ahora si el punto de bifurcacio´n corresponde de manera
aproximada o no a una transicio´n entre un l´ıquido y un so´lido, es decir, si la desestabilizacio´n es-
tructural de las soluciones de la fase l´ıquida se corresponden aproximadamente con una transicio´n
termodina´mica que formalmente precisa la presencia de la otra fase para la resolucio´n equivalente
al sistema de ecuaciones (4.11).
Fijados los para´metros termodina´micos la posible multiplicidad de soluciones emerge en el l´ımite
termodina´mico del hecho de tener diferentes ramas de la energ´ıa libre a determinados valores de
estos para´metros. Si solamente fijamos dos de estos para´metros podemos observar bifurcacio´n en
las soluciones correspondientes a una sola de las ramas de la energ´ıa libre, al variar sobre esta
el para´metro que queda libre. Si lo denominamos λ y las relaciones funcionales (4.18 y 4.19) las
expresamos entonces por Υ[λ, ρ] = 0, en el punto de bifurcacio´n λ0 se verifica: Υ[λ0, ρ] = 0 y
δλΥ[λ, ρ]|λ0 = 0. Si dos soluciones bifurcan deben verificar ambas esta u´ltima relacio´n funcional y
es posible establecer una relacio´n integral[186] que para la ec. (4.18) resulta19,
∇1ϕ(~r1)− ρl
∫
d~r3c
(2)(~r13)∇3ϕ(~r3) = 0 (4.20)
donde ϕ representa la variacio´n en λ de la diferencia entre la posible solucio´n y la homoge´nea20.
La solucio´n ma´s sencilla es en el espacio de Fourier donde podemos ver que existen soluciones para
un vector de onda ~q si se verifica,
1− ρlcˆ(2)(~q) = 0 (4.21)
Es importante recalcar que las soluciones de esta ecuacio´n determinan cuando el sistema se desesta-
biliza respecto de la solucio´n estable a temperaturas ma´s altas y aparecen soluciones no homoge´neas
altamente oscilantes pero no necesariamente son indicativo de una transicio´n l´ıquido-so´lido[187].
Dada una teor´ıa funcional es posible a partir de la funcio´n de correlacio´n directa incluida en ella
determinar las soluciones de esta ecuacio´n21.
17En el caso de tener la presencia de un potencial externo la bifurcacio´n de las soluciones se producir´ıa desde el
perfil de densidad de equilibrio u´nico a densidades bajas pero no necesariamente u´nico (en el sentido anterior) a altas
densidades.
18En el caso de la interfase l´ıquido-vapor es posible utilizar esta misma idea para intentar encontrar restricciones
a la forma funcional del perfil de densidad cerca del punto cr´ıtico, ve´ase M.Robert[11] donde se parte de la relacio´n
(4.18).
19Como suponemos ausencia de campo externo es posible escribir c(2)(~r1, ~r2) = c(2)(~r12).
20No´tese que en el caso de un campo externo la solucio´n no-homoge´nea respeta la simetr´ıa del campo externo
responsable de la inhomogeneidad y bajo el cual el sistema se convierte en inestable y surge la bifurcacio´n.
21Cuestio´n ide´nticamente abordable desde la funcio´n c(r) obtenida del proceso de convergencia en una aproxi-
macio´n mediante ecuaciones integrales.
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Figura 4.3: Comparacio´n entre las Lineas de Fisher-Widom mediante DFT para PY-MFA (l´ıneas discon-
tinuas con puntos) y RHNC-Lado (rombos blancos). Comparativa entre inestabilidades de la
solucio´n l´ıquida de DFT (l´ınea de puntos) respecto de punto triple simulacio´n Montecarlo[39]
y criterios desde la fase l´ıquida para transiciones l´ıquido-so´lido: ∆s = 0 (asteriscos), Hansen-
Verlet con valor S(q0), corregido segu´n[39] (tria´ngulos blancos). Rama densa de la coexisten-
cia de fases se representa como l´ınea discontinua para PY-MFA y l´ınea continua gruesa para
RHNC-Lado. Las lineas con s´ımbolos en gris corresponden a la informacio´n procedente de
simulaciones Montecarlo[39]
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Transicio´n l´ıquido-so´lido desde aproximaciones al fluido
Conviene reparar en la diferente descripcio´n que la ecuacio´n de Ornstein-Zernique hace de la fase
l´ıquida respecto de la imagen de la fase so´lida dentro del funcional de la densidad. En este u´ltimo la
imagen es la de un l´ıquido altamente no homoge´neo y por tanto susceptible de ser descrito no por
las ecuaciones (4.6 y 2.67) sino por sus equivalentes no homoge´neas22. Por lo tanto la ecuacio´n de
OZ homoge´nea junto con una relacio´n de cierre puede describir u´nicamente un l´ıquido metaestable
en la regio´n cristalina, ve´ase el caso del Lennard-Jones en la figura (4.1).
Aun as´ı, en la bu´squeda de una diferenciacio´n de la zona metaestable del l´ıquido y la estable se ha
propuesto la existencia de relaciones entre la desestabilizacio´n estructural del l´ıquido y la presencia
de la transicio´n al so´lido tambie´n en el contexto de la teor´ıa de las ecuaciones integrales. Rosen-
feld [188] mostro´ que la ausencia de solucio´n a determinadas densidades de la aproximacio´n HNC
reproduce de manera fiable las densidades de solidificacio´n para una familia amplia de potenciales.
Tambie´n se ha sugerido un me´todo viable basado en la diferencia23
∆s = sex − s2 = β(uex − aex)− 1
2
ρ
(∫
d~rh(~r)−
∫
g(~r)lng(~r)d~r
)
(4.22)
esencialmente los cambios estructurales de la transicio´n de solidificacio´n se relacionan con su cam-
bio de signo[189]. Este me´todo ha sido comprobado para diferentes potenciales mostrando que
para ciertas relaciones de cierre permite establecer una correlacio´n aproximada entre ∆s = 0 y la
cristalizacio´n del l´ıquido[190]. El estudio bajo RHNC-Lado de potenciales no estrictamente duros
pero n´ıtidamente repulsivos muestra esta relacio´n conserva al menos su validez cualitativa, ma´s
exactamente para el potencial Lennard-Jones sobreestima la densidad de solidificacio´n respecto de
los experimentos nume´ricos, y solo de un modo aproximado reproduce resultados de otros me´todos.
Para ello hemos comparado las predicciones con el criterio de Hansen-Verlet[191], desde la estruc-
tura procedente de dina´mica molecular24.
En el caso de los metales l´ıquidos propuestos,
22Sin embargo sobre estas u´ltimas es dif´ıcil saber como solucionarlas sin introducir previamente una estructura
cristalina, o de otro modo, saber como el sistema de ecuaciones puede diferenciar estructuras con ide´ntico empa-
quetamiento y similar energ´ıa libre estructural en regiones no macrosco´picas del sistema. La teor´ıa del funcional
de la medida fundamental construido mediante interpolacio´n dimensional ha sido en este sentido una de las teor´ıas
recientes de ma´s e´xito en el tratamiento del so´lido de esferas duras[125].
23Donde sex contiene todos a los ordenes, pero su determinacio´n consistente desde la energ´ıa de exceso y la energ´ıa
libre de exceso puede introducir inconsistencias respecto de la s2 obtenida desde g(r), esto hace que las diferentes
relaciones de cierre puedan dar diferentes resultados con este criterio, o una inconsistencia entre este criterio y otros
similares dentro de una relacio´n de cierre dada.
24Dicho criterio se construye sobre la correlacio´n encontrada para el Lennard-Jones entre el valor de la densidad
a la que S(q) = 1 + ρh(q) alcanza un valor de 2.85 y el estado a esta temperatura en que se produce la solidificacio´n,
pero el valor de S(q) puede variar por la naturaleza del potencial de interaccio´n, cuestio´n tenida en cuenta para el
caso del Sodio.
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• Para el Mercurio ha sido viable determinar los valores de (T, ρ) que verifican que ∆s = 0. En
la figura (4.3) vemos que su localizacio´n tambie´n sobrestima las densidades del punto triple,
aun as´ı permite cualitativamente observar la localizacio´n de la cristalizacio´n para este modelo
respecto de Hansen-Verlet25.
• Para el Sodio solo hemos encontrado una regio´n restringida para valores altos de la densidad y
bajos de temperatura (T/U . 0.25) en el limite del diagrama de fases. Si hemos representado,
en la figura (4.3) los resultados para criterio Hansen-Verlet desde la estructura de simulacio´n
de Dina´mica Molecular.
• Para el Soft-Alcaline no hemos encontrado cambios de signo en ∆s = 0, aunque en ese caso
no podemos diferenciar si existe una esta sobreestimacio´n que lleva el cambio de signo en ∆s
fuera del rango de densidades reales del fluido.
Como consecuencia, el criterio ∆s = 0, ha resultado inaplicable a los potenciales ma´s blandos,
mientras que para potenciales Lennard-Jones y Mercurio en la aproximacio´n RHNC-Lado hemos
encontrado que se aproxima a la l´ınea de melting. Globalmente las predicciones son compatibles
con los resultados previos acerca de las relaciones Tp/Tc para estos potenciales
26, ve´ase §1.7.1.
4.5 L´ınea de Fisher-Widom
Cerca del punto cr´ıtico la funcio´n de distribucio´n de pares g(r) posee un comportamiento asinto´tico
de largo alcance dado por un decaimiento exponencial mono´tono[3] con un para´metro de decaimiento
relacionado con la longitud de correlacio´n de volumen del sistema ξB . Cerca del punto triple la parte
repulsiva del potencial y en consecuencia los efectos de empaquetamiento molecular son dominantes
y esperamos que esto sea reflejado en un comportamiento diferente de g(r). Nuestro objetivo de
diferenciacio´n termodina´mica y estructural entre propiedades de volumen y de superficie requiere
conocer la localizacio´n de los diferentes comportamientos estructurales del sistema uniforme en el
diagrama de fases, cuestio´n abordada por Fisher y Widom[41] que evaluaron el comportamiento
25Si suponemos un comportamiento similar de la sobreestimacio´n al del Lennard-Jones, tendr´ıamos una curva de
solidificacio´n que enlaza con el punto triple obtenido mediante simulacio´n Montecarlo.
26Tambie´n hemos comparado nuestros resultados estructurales a la luz de una cuestio´n que ha generado cierta
literatura referente a la posible existencia de precursores estructurales del proceso de solidificacio´n. En los modelos
de metales utilizados la funcio´n de distribucio´n radial encontrada posee un pico residual a altas densidades previo al
segundo pico que es asociado a un l´ıquido superenfriado cuyas configuraciones estructurales son similares a las de un
so´lido amorfo. Este hecho se encuentra en la funcio´n de distribucio´n radial de un sistema de esferas duras aunque
no es reproducible en la aproximacio´n de Percus-Yevick. Al respecto de como responde estructuralmente hablando
una teor´ıa como RHNC-Lado a altas densidades y como la funcio´n de distribucio´n g(r) en zonas metaestables puede
ser vista como un intento de reproducir algunas propiedades de la funcio´n g(r) de una fcc, ve´ase figura (4.1) del LJ
a T/U=0.40.
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asinto´tico de g(r) para sistemas unidimensionales con interacciones de corto alcance27.
En sistemas unidimensionales el ana´lisis de la transformada de Laplace de la funcio´n de par-
ticio´n permite expresar las propiedades termodina´micas mediante polos simples de esta y de modo
ana´logo el comportamiento asinto´tico de las funcio´n de distribucio´n radial a partir de los polos de
su transformada de Laplace g˜(q). De este modo es expresable g(r) como una suma de las contribu-
ciones de los polos de la funcio´n g˜(q), es decir, g(r) =
∑
γne
−qnr con qn los polos de g˜(q) y γn sus
residuos asociados28.
As´ı la presencia de los dos modos de comportamiento en g(r) asociados inicialmente y a grosso
modo a la predominancia del cara´cter repulsivo o atractivo del potencial29 es formalizada por Fisher
y Widom y asociada expl´ıcitamente a dos tipos diferentes de polos en g˜(q), uno real, que da lugar
aun comportamiento mono´tono y otro complejo, que da lugar a un comportamiento oscilatorio. En
el caso general propusieron una superposicio´n de ambos comportamientos resultado del cara´cter
dual de la interaccio´n. Los valores de qn dependen del estado termodina´mico luego en diferentes
estados es posible que el te´rmino predominante sea bien el mono´tono si el qn real asociado tiene
mayor valor (menor valor negativo) o bien el oscilatorio si qn es complejo y es su parte real la de
mayor valor. Surgen entonces dos cuestiones gene´ricas de intere´s:
• Donde esta´n localizados ambos comportamientos en un diagrama de fases. Y por tanto
donde esta localizada en el diagrama de fases la transicio´n entre ambos comportamientos que
denominaremos l´ınea de Fisher-Widom.
• La relevancia que tiene sobre toda la forma funcional de g(r) la l´ınea de Fisher-Widom y
relacio´n que existe entre ambas en las diferentes aproximaciones de la teor´ıa de l´ıquidos y los
diferentes potenciales de interaccio´n.
Los sistemas unidimensionales estudiados por Fisher y Widom carecen de transiciones de fase
y lo´gicamente la interpretacio´n de estos resultados en un diagrama de fases no es inmediata30. El
intere´s en situar de modo cualitativo la l´ınea de Fisher-Widom en dicho diagrama de fases y poder
evaluar si es factible, y como realizar, la bu´squeda de la transicio´n entre ambos modos en un sistema
27De hecho si bien su introduccio´n formal es ma´s general el ca´lculo concreto lo realizaron con potenciales de
interaccio´n u´nicamente hasta primeros vecinos.
28Las expresiones formales son sencillas ya que la u´nica funcio´n clave a determinar es la transformada de Laplace
del factor de Boltzmann del potencial de interaccio´n, es decir, esencialmente la transformada Laplace de la funcio´n
de Mayer.
29Kirkwood et al [192] obtuvieron una solucio´n asinto´tica oscilatoria para el fluido de esferas duras tridimensional,
mientras que Martynov fue quien sugirio´ que una presencia atractiva predominante transforma dicho comportamiento
en mono´tono.
30El salto de propiedades del sistemas unidimensionales a sistemas de mayor dimensionalidad es un proceso que
requiere cautela, recuerde la afirmacio´n de Ising y Lenz acerca del modelo de Ising en dimensiones mayores de uno
a partir de sus ca´lculos en una dimensio´n.
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real lleva a comparar sus resultados con una ecuacio´n de estado de van der Waals generalizada[93],
ve´ase ec. (4.13) o §2.7. Intentaron situar en sus resultados para este cambio de comportamiento
en los diagramas (P,T) y (ρ, T ) argumentando donde quedar´ıa el punto cr´ıtico y el punto triple
respecto de su l´ınea de transicio´n de forma cualitativa. Concluyeron que la mayor´ıa de la zona de
coexistencia de fases deber´ıa de ser mono´tona habiendo un comportamiento oscilatorio solo cerca
de la transicio´n l´ıquido-so´lido, ve´ase figura (4.4). La l´ınea de Fisher-Widom en la coexistencia de
fases la situaron entorno de 0.7Tc independientemente del modelo.
En el caso de sistemas de mayor dimensionalidad el ana´lisis realizado por Fisher-Widom basado
en la transformada de Laplace no es tan conveniente, pero la propiedad que indica que los polos de
una transformacio´n integral de la funcio´n de distribucio´n radial puede determinar el comportamiento
asinto´tico de esta si puede ser generalizado. Para ello hacemos uso de la ecuacio´n de Ornstein-
Zernique, ec.(2.67). En el caso de la teor´ıa del funcional de la densidad tenemos acceso directo a la
funcio´n de correlacio´n directa c(r) del sistema uniforme y resultara´ un modo adecuado para obtener
el comportamiento asinto´tico de la funcio´n de correlacio´n total h(r), mientras que en la teor´ıa de
las ecuaciones integrales accedemos a ambas y mediante simulacio´n podemos determinar h(r).
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Partiendo de la relacio´n entre h(~r), y la funcio´n de correlacio´n directa c(~r), que viene determinada
por la ecuacio´n de Ornstein-Zernique, tenemos,
h(~r) = c(~r) + ρ
∫
d~r′h(~r′)c(|~r − ~r′|) (4.23)
la convolucio´n de dos funciones queda expresada como un producto de sus transformadas de Fourier
por tanto se expresa de manera ma´s sencilla como,
hˆ(~q) =
cˆ(~q)
1− ρcˆ(~q) (4.24)
haciendo uso de que en el caso de un fluido uniforme la dependencia es u´nicamente con el modulo
de r, podemos expresar utilizando la funcio´n de Bessel, J0(qr),
rh(r) =
∫ ∞
0
dq q J0(qr)hˆ(q) =
∫ ∞
0
dq q J0(qr)
cˆ(q)
1− ρcˆ(q) (4.25)
la resolucio´n de la ecuacio´n 1 − ρcˆ(q) = 0 determina los polos de la funcio´n hˆ(q) y por tanto el
comportamiento asinto´tico de la funcio´n rh(r). Esta ecuacio´n ya fue estudiada en el contexto de la
teor´ıa de la bifurcacio´n, asociada a la inestabilidad del l´ıquido frente al so´lido[193, 186] y relacionada
con la divergencia del factor de estructura en el estudio de la estabilidad. Aqu´ı se generaliza el
problema [194, 195], recordando el trabajo de Fisher-Widom, afirmando que podemos analizar el
4.6. Comportamiento asinto´tico de la funcio´n de correlacio´n total 125
0 T
t
T
c
P
c
P
0 T
t
T
c
P
c
P
sólido
oscilatorio
monótonolíquido
gas
Oscilatorio
Monotono
GAS
LIQUIDO
Tc
Tt
Figura 4.4: Conjetura de Fisher y Widom para los diagramas de fase (P,T) y (T,ρ) dividiendo las
zonas segu´n el comportamiento asinto´tico de g(r). L´ınea discontinua representar´ıa la l´ınea
de Fisher-Widom. Una propiedad que consideran relevante es que la curva en el diagrama
(T,P) siempre esta acotada, de manera que dada una T siempre existe una presio´n tal que el
sistema posee un comportamiento oscilatorio en g(r).
comportamiento de sistemas estables si generalizamos q a valores no u´nicamente reales. Resolvemos
por tanto para q = α0 + iα1 complejo la ecuacio´n anterior utilizando que,
cˆ(q) = 4pi
∫ ∞
0
drr2c(r)
sen(qr)
qr
(4.26)
por tanto
1− 4piρ
∫
drr2c(r)
sen(qr)
qr
= 0 (4.27)
que equivale a resolver el par de ecuaciones,
α1 = 4piρ
∫
drr2c(r)
senh(α1r)
r
cos(α0r) (4.28)
α0 = 4piρ
∫
drr2c(r)
cosh(α1r)
r
sen(α0r) (4.29)
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Si escribimos haciendo uso del teorema de los residuos la funcio´n h(r) en funcio´n de las soluciones
anteriores por medio de una integral de contorno en el plano complejo31,
rh(r) =
∑
n
eiqn
Rn
2pi
(4.30)
vemos que el comportamiento asinto´tico vendra´ regido por los valores de α1 mayores y de la solucio´n
anterior tendremos tres posibilidades para el primer te´rmino.
1. Solucio´n imaginaria pura: α0 = 0 que dara´ una exponencial mono´tona decreciente y espe-
ramos rh(r) ∼ e−α1r. En este caso α−11 esta relacionado con la longitud de correlacio´n del
volumen que presenta una divergencia cerca de Tc.
2. Solucio´n real pura: α1 = 0 que dara´ una funcio´n oscilante y podemos relacionarlo con el
ana´lisis de la estabilidad y de la teor´ıa de la bifurcacio´n[194] como indica´bamos antes.
3. Dos soluciones dadas por q1 = α0 + iα1 y q2 = −α0 + iα1 lo que da una funcio´n oscilante
amortiguada por una funcio´n exponencial decreciente[195] y por tanto esperamos que rh(r) ∼
e−α1rcos(α0r − θ).
Si nos movemos en un amplio rango de valores de la temperatura podemos esperar una super-
posicio´n de ambos comportamientos, y por tanto,
h(r, T ) ∼ Ah(T, ρ)e
−α1r
r
cos(α0r − θ) +Bh(T, ρ)e
−α˜1r
r
(4.31)
La generalidad de la expresio´n anterior sera´ puesta de manifiesto en el siguiente cap´ıtulo32. Las
amplitudes que acompan˜an a la solucio´n pueden ser determinadas por medio de teorema de los
residuos para rh(r) del mismo modo que las γn en el esquema introducido por Fisher-Widom.
Un ana´lisis completo ha sido realizado por Martynov y Sarkisov [197] directamente en el espacio
real para un sistema de esferas duras, desde la ecuacio´n de Ornstein-Zernique en el contexto de las
ecuaciones integrales y para diferentes relaciones de clausura. Obtiene las mismas expresiones para
el ca´lculo de α1 y α0, este me´todo no involucra transformadas de Fourier para las amplitudes, sin
embargo algunas de sus expresiones aproximadas para estas no son completamente adecuadas[195]
31Formalmente escribir´ıamos,
rh(r) =
1
2pi2
∫ ∞
0
dq J0(qr)hˆ(q) =
1
4pi2i
∫ ∞
−∞
eiqrhˆ(q)
lo que permite expresar (4.30) a partir del teorema de los residuos. Necesitamos construir un contorno en el plano
complejo lo cual es obviamente posible para un nu´mero finito de ellos, el caso de un nu´mero infinito como esperamos
en un fluido con una parte de esferas duras [196] se puede demostrar que esta´n aislados y el contorno de integracio´n
puede ser construido.
32Hay extensiones de los argumentos anteriores para fluidos moleculares ver por ejemplo la referencia[44] para su
aplicacio´n a esferocilindros.
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en su aplicacio´n al caso general.
La l´ınea de Fisher-Widom es la condicio´n α1 = α˜1, en ec. (4.31). En lo que resta denominaremos
a α˜1, α1 y α0 modos de decaimiento asinto´tico y conviene determinarlos en detalle para los diferentes
potenciales de interaccio´n introducidos y notar que dependen del estado termodina´mico (T, ρ).
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Figura 4.5: Funciones de correlacio´n directa para los tres modelos analizados y su comparacio´n
con el Lennard-Jones, en la aproximacio´n RHNC-Lado (l´ıneas continuas) y simulacio´n
dina´mica molecular (l´ınea de puntos con c´ırculos/cuadrados/rombos). Valores de T/U=0.40,
T/U=0.85 y T/U=1.05 para los valores de densidad de la rama densa de la coexistencia de
fases de RHNC-Lado. En el caso del LJ T/U=0.40 no se muestra en consonancia con el
comportamiento de g(r) de simulacio´n. Los inset corresponden a los valores T/U=0.85 y
T/U=1.05.
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4.6.1 Funcio´n de correlacio´n directa
Conviene puntualizar que para la determinacio´n de los polos de hˆ(q) la presencia de partes positivas
y partes negativas en la funcio´n c(r) es clave y la competicio´n entre ambas partes de la funcio´n
de correlacio´n directa expresa el contenido f´ısico del comportamiento asinto´tico, ya que el sistema
(4.29) que pretendemos resolver involucra un ca´lculo integral que puede amplificar las diferencias
leves de la funcio´n c(r), recordemos de corto alcance, en la funcio´n h(r). Resolvemos el problema
estructural para las dos recetas funcionales del sistema de referencia y analizamos su relevancia
en los para´metros de decaimiento33. Analizamos tambie´n la funcio´n de correlacio´n directa c(r) de
RHNC-Lado y la comparamos con los resultados de las teor´ıas funcionales.
Funcio´n c(r) desde RHNC-Lado
En la figura (4.5) representamos la funcio´n de c(r) de nuestros modelos, obtenida desde simulacio´n
de dina´mica molecular a partir de g(r) y mediante RHNC-Lado. La coincidencia no es tan buena
como en g(r) pero esperable por las limitaciones de taman˜o del sistema en ambos me´todos. La
semejanza es notable sobre todo en el caso del Soft-Alcaline, donde la limitacio´n en taman˜o se deja
sentir menos, mientras que en el Mercurio las diferencias aparecen esencialmente en la parte positiva
de c(r) ma´s sensible a limitaciones de ca´lculo. Observamos que para los tres modelos los valores
de c(0) para temperaturas altas son muy similares (aunque algo diferentes del Lennard-Jones sin
cutoff, la simulacio´n si posee un cutoff en 2.5σ) y solamente se aprecian diferencias al bajar la
temperatura. La diferencia en dureza de los potenciales se refleja en c(r) en lo abrupto del cambio
de signo entorno a c(σ), y vemos como la aproximacio´n RHNC-Lado representa decentemente las
diferencias de los potenciales en este aspecto, exagera´ndolo en el caso del Mercurio y que como
veremos se reflejara´ en la l´ınea de Fisher-Widom.
La forma de c(r) respeta razonablemente el comportamiento asinto´tico esperado c(r) ' −βφ(r)
en ambos me´todos, aunque en el caso del Mercurio las diferencias en la parte positiva entorno a
r & σ se compensan con una rama oscilante a largas distancias, que no se aprecia en la figura,
este hecho esta presente aunque ma´s atenuado en el Sodio y pra´cticamente ausente en el Soft-
Alcaline. Este hecho es adema´s responsable parcial de las diferencias en los modos de decaimiento
para RHNC-Lado a altas densidades y posiblemente de las leves diferencias en la prediccio´n de
Fisher-Widom para el Mercurio respecto de los datos de simulacio´n. Aun as´ı teniendo en cuenta
las notables diferencias estructurales de los potenciales tratados demostradas mediante simulacio´n
resalta nuevamente la prediccio´n del tratamiento mediante ecuaciones integrales que hemos hecho.
Adema´s las intuiciones acerca de la relevancia de las interacciones en la estructura asinto´tica es en-
33La importancia de la cola de la funcio´n de correlacio´n directa en la determinacio´n de propiedades generales de
la funcio´n de correlacio´n total fue ya indicada por Stell, ver por ejemplo [198].
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tendida a partir de la funcio´n de correlacio´n directa, cuestio´n que analizamos comparando tambie´n
con las teor´ıas de van der Waals generalizadas.
Funcio´n c(r) desde Teor´ıas de van der Waals generalizadas
Las expresiones funcionales que hemos utilizado pueden ser condensadas en la expresio´n,
F [ρ] = Fhs[ρ] + 1
2
∫
d~r1~r2ρ(~r1)ρ(~r2)φAT (~r1, ~r2) (4.32)
donde φAT (~r12) es determinado como en §2.7.2.1. Luego la funcio´n de correlacio´n directa incluida
en los dos modelos funcionales usados: WDA-CS y FMT-PY puede ser determinada mediante la
segunda derivada funcional de la parte de exceso de nuestros funcionales, tal y como se vio en §2.8.3.
Los ca´lculos aqu´ı mostrados son en aproximacio´n de campo medio con lo que la expresio´n para la
funcio´n de correlacio´n directa queda del siguiente modo,
c(|~r12|) ≡ β δ
2Fex[ρ]
δρ(~r1)δρ(~r2)
∣∣∣∣
ρB
= cHS(|~r12|)− βφ(|~r12|) (4.33)
que se corresponde con la llamada Random Phase Aproximation(RPA), y refleja el hecho antes
comentado de no tener en cuenta correlaciones en el te´rmino funcional que contiene la cola atrac-
tiva. Es una aproximacio´n sencilla que supone que la contribucio´n de la parte atractiva equivale
al comportamiento asinto´tico de la funcio´n de correlacio´n directa, ya que mediante desarrollos di-
agrama´ticos se puede identificar como βφ(r). A pesar de su simplicidad, dentro del marco del
desarrollo asinto´tico algunos de sus resultados puede ser ma´s generales siempre que las correlacio-
nes de la parte atractiva no incluidas no tengan un papel notable en el re´gimen de estudio de la
funcio´n h(r).
Ambos funcionales tratan de reproducir la funcio´n de correlacio´n de Percus-Yevick, en el caso
de FMT-PY es exacta, en el caso de WDA-CS no se anula para valores mayores de σ sino que
presenta una pequen˜a cola oscilante, ve´ase ape´ndice §E.
La funcio´n de correlacio´n de Percus-Yevick es solo negativa y por tanto no esperamos que posea
soluciones reales, una primera consecuencia es que las soluciones sera´n siempre t´ıpicas de un l´ıquido
para la funcio´n h(r) independientemente de la densidad siempre que la ecuacio´n integral este bien
definida. Por otra parte a densidades muy altas la aproximacio´n de cWDA(r) para la funcio´n de cor-
relacio´n de Percus-Yevick al presentar valores positivos puede te´cnicamente presentar una solucio´n
tipo so´lido34 en un sistema de esferas duras[194].
34Se puede comparar la mayor inestabilidad de WDA respecto de FMT viendo la figura (4.8) en los modelos
Lennard-Jones con un cutoff en 2.5σ y el pozo cuadrado en 1.5σ.
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Figura 4.6: Funciones de correlacio´n directa. De izquierda a derecha tenemos Mercurio, Sodio y Soft-
Alcaline. L´ıneas continuas representan FMT-PY-MFA a T/U = 0.80 y l´ıneas discontinuas
representan WDA-CS-MFA para la misma densidad ρliquid, siendo Hg = 0.82, Na = 0.84,
SA = 0.87. Estos valores de (ρ, T ) se pueden ver representados en el diagrama de fases (4.8).
Las l´ıneas con c´ırculos negros representan la c(r) obtenida para los mismo valores de (T, ρ)
de FMT-PY-MFA pero bajo RHNC-Lado.
En la siguiente figura (4.6) se muestran estas funciones c(r) en las dos aproximaciones para dos
densidades del l´ıquido y para diferentes modelos35 comparadas con RHNC-Lado. Vemos como el
tratamiento mediante el sistema de esferas duras presenta casos opuestos en el caso del Mercu-
rio y el Soft-Alcaline, la parte abrupta del potencial Mercurio es representada correctamente por
el salto que presenta las teor´ıas basadas en la ecuacio´n de Percus-Yevick, pero falla en lo que a
una descripcio´n de potenciales blandos se refiere. El potencial Sodio presenta un comportamiento
estructural bien descrito por RPA, esencialmente debido a que compensa las deficiencias de la de-
scripcio´n simple dada por Barker-Henderson y la tambie´n simple, c(r) = −βφ(r) para r > σ.
35Que obviamente posee consistencia con un ca´lculo nume´rico directo dentro de nuestro funcional.
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4.7 Modos de Decaimiento Asinto´tico
Los resultados a lo largo de la curva de coexistencia en la rama l´ıquida para α1,α˜1 y α0 a partir
de las funciones c(r) aparece mostrado en la figura (4.7), para los modelos Mercurio, Sodio, Soft-
Alcaline as´ı como un Pozo Cuadrado de alcance 1.5σ, usado por otros autores[40] y que incluimos
a efectos comparativos.
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Figura 4.7: Modos de decaimiento a lo largo de la curva de Coexistencia. De izquierda a derecha
tenemos Hg, Na, SA y SW15. l´ıneas continuas representan FMT-PY-MFA y l´ıneas discon-
tinuas representan WDA-CS-MFA. Arriba valores de α0. Abajo las l´ıneas decrecientes repre-
sentan el para´metro α˜1 y las l´ıneas crecientes el para´metro α1. Los c´ırculos blancos pequen˜os
representan los resultados RHNC-Lado escalados con Tc obtenida de simulacio´n Montecarlo.
Los c´ırculos negros representan los valores que para esos mismos valores de (T, ρ) se obtienen
desde simulacio´n de Dina´mica Molecular. Los c´ırculos grises representan los resultados de
simulacio´n Montecarlo obtenidos en[38].
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• Te´rmino oscilatorio (α0 y α1)
– Estructuracio´n intr´ınseca del l´ıquido (α0), determina la anchura de las diferentes capas
de l´ıquido entorno de una part´ıcula fija y los diferentes modelos poseen valores entorno
a α0 ∼ 2pi/σ. En el modelo del Mercurio la dependencia con T es menor, presentando
un limite determinado por una anchura de σ = 1.005 por debajo de la cual el l´ıquido
se hace inestable (le´ase que el otro modo α1 se anula), aunque en el caso de FMT-PY
aparece una nueva rama a densidades altas. Esto no ocurre en los modelos del Sodio y
Soft-Alcaline donde podemos obtener resultados a temperaturas ma´s bajas y observar
anchuras con valores del orden de 0.83 ya en la zona metaestable. Las diferencias entre las
aproximaciones WDA y FMT son leves en el caso de potenciales fuertemente repulsivos
pero ma´s relevantes en el caso de potenciales blandos donde las densidades de coexistencia
a T/U baja son mayores y las diferencias entre cWDA(r) y cPY (r) se acentu´an.
– Longitud de correlacio´n modo oscilatorio (α−11 ): Determina la longitud efectiva del
te´rmino oscilatorio. El caso del Mercurio en la aproximacio´n de Percus-Yevick posee la
propiedad de recuperar a densidades suficientemente altas una rama estable (metaestable),
en el sentido de valores de α1 > 0, cosa que no se produce de hecho en el caso de la
cWDA(r), realzando una vez ma´s el hecho de que las diferencias entre ambas recetas fun-
cionales se relevan en la estructura a densidades altas, del mismo modo, las curvas de los
modelos blandos presentan diferencias mayores a valores de T bajos (densidades mayores
en la curva de coexistencia) llegando a ser notables, pero compartiendo la propiedad de
metaestabilidad.
• Te´rmino mono´tono (α˜1)
– Longitud de correlacio´n del te´rmino mono´tono (α˜−11 ): Determina el alcance efectivo del
te´rmino mono´tono. Las diferencias entre los diferentes modelos son sistema´ticas pero
menos acentuadas, en todos ellos las propiedades de α˜−11 cerca del punto critico revelan
los exponentes de una teor´ıa de campo medio, ξB ' α˜−11 . Por otra parte la l´ınea α˜1 ' 0
se correlaciona con la l´ınea espinodal, tanto para el l´ıquido como para el vapor, en la
figura (4.9) se muestra para el caso de RHNC-Lado.
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Figura 4.8: Se muestra la l´ınea de coexistencia de fases (binodal) as´ı como la l´ınea espinodal, para los
modelos estudiados, y para ambas recetas funcionales FMT y WDA. En el diagrama se incluye
las l´ıneas α1 = α˜1 junto con la l´ınea α1 = 0. Los c´ırculos blancos grandes indican los valores
para los que se ha representado c(r).
134 Diagrama de fases y propiedades estructurales
Al respecto de la l´ınea de Fisher-Widom, los valores αFW = α1 = α˜1 se ven condicionados por
la dureza del potencial, que para el Pozo Cuadrado presenta el valor menor, mientras que para el
Soft-Alcaline presenta el mayores valores de αFW , esto sucede en ambas recetas funcionales pero
no es una propiedad extensible a las simulaciones Montecarlo.
Cualitativamente RPA presenta similitudes con los resultados de Montecarlo especialmente para
el potencial Sodio. En el caso de Mercurio la prediccio´n para Fisher-Widom es similar pero las
curvas de α˜1 presentan valores sistema´ticamente menores que los obtenidos por simulacio´n. En
el caso de Soft-Alcaline la situacio´n es exactamente la contraria y las aproximaciones funcionales
utilizadas sobrestiman α˜1, que proviene de los diferentes defectos que en cada modelo se presentan
en c(r). En el caso del para´metro α1 los resultados funcionales para todos los modelos dan valores
menores que los obtenidos mediante simulacio´n36.
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Figura 4.9: Correlacio´n entre l´ımite α˜ → 0+ y la divergen-
cia de χT hacia la l´ınea espinodal desde la fase
l´ıquida. Aproximacio´n RHNC-Lado. Modelo Na.
l´ıneas correspondientes a tres temperaturas: Con-
tinua T/U=0.40, Discontinua T/U=0.55, Pun-
tos T/U=0.80.
Los potenciales blandos poseen di-
ferencias en α1 debido a que la in-
corporacio´n de los efectos de repulsio´n
es reducida a un dhs que en el caso
del Sodio parece ser eficiente mien-
tras que en el caso del Soft-Alcaline,
ma´s blando, la aproximacio´n deja ser
ser eficiente mostrando ma´s diferen-
cias con simulacio´n y entre las dos
recetas funcionales. El Mercurio al
ser fuertemente repulsivo puede estar
modelizado adecuadamente por dhs,
sin embargo es un pozo notablemente
ma´s ancho y plano que un Lennard-
Jones como se aprecia en la figura
(1.11) esto permite bajar la relacio´n
Tp/Tc pero necesita un modo eficiente
de incluir las correlaciones de la parte
atractiva para reproducir adecuada-
mente la estructuracio´n real creada
por el potencial, cuestio´n no captada
adecuadamente por una aproximacio´n
de campo medio pero si por RHNC-
36En simulacio´n la magnitud que se obtiene es g(r) o equivalentemente h(r), se pueden analizar en ella los valores
de los modos de decaimiento mediante ajustes a su forma funcional o utilizar Ornstein-Zernique para recuperar la
funcio´n de correlacio´n directa.
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Lado.
De la comparacio´n entre las dos aproximaciones funcionales WDA y FMT, esta u´ltima repro-
duce mejor los resultados de simulacio´n siendo bastante pro´ximos en el Sodio especialmente en la
localizacio´n de cruze entre la l´ınea de Fisher-Widom y la curva binodal densa.
Resultados fuera de la l´ınea binodal
Las diferencias entre los diferentes funcionales sugieren la determinacio´n fuera de la coexistencia
tanto de la l´ınea de Fisher-Widom como de la l´ınea de inestabilidad del l´ıquido. En la figura (4.8)
podemos ver dichas propiedades junto con las curvas binodal y espinodal, mientras que en la figura
(4.3), tenemos el caso RHNC-Lado.
Como observamos los modelos Mercurio, Lennard-Jones y Potencial Cuadrado presentan todos
una pendiente negativa para la l´ınea de Fisher-Widom, mientras que el potencial Soft-Alcaline pre-
senta una pendiente positiva. Calentar el l´ıquido a temperatura constante permite en el primer
caso pasar de un sistema mono´tono a uno oscilante mientras que en el segundo caso permite pasar
de un comportamiento oscilante a uno mono´tono. Esto es un reflejo nuevamente de las propiedades
repulsivas de los diferentes modelos, la forma de las correlaciones implica que un aumento de la
temperatura disminuye la contribucio´n atractiva y por tanto favorece efectos de empaquetamiento
propios del comportamiento oscilatorio pero esto solo es posible si este efecto de disminucio´n de
la relevancia atractiva no se ve compensado por una disminucio´n del dia´metro de esferas duras
que hace menos relevante la parte oscilante y favorece un comportamiento mono´tono. Este es
el feno´meno que ocurre precisamente en el Soft-Alcaline. El modelo Sodio presenta un compor-
tamiento intermedio entre ambos. Esto matiza otras de las posibles propiedades generales de la
l´ınea de Fisher-Widom. La misma situacio´n se presenta en simulacio´n Montecarlo[199] y RHNC-
Lado, aunque en estos casos las diferencias esta´n ma´s acentuadas entre los diferentes modelos.
En la l´ınea espinodal ha de verificarse trivialmente que la solucio´n 1 − ρcˆ(q) = 0 es q=0 y por
tanto en ella se cruzan la l´ınea α1(T, ρ) = 0 y la l´ınea de Fisher-Widom. El lugar geome´trico de pun-
tos en (T, ρ) que verifica α1(T, ρ) = 0 nos permite comparar la l´ınea de inestabilidad frente al so´lido
de los diferentes modelos. En el caso de los modelos Lennard-Jones y Potencial Cuadrado vemos que
atraviesa la l´ınea de coexistencia de fases ma´s cerca del punto critico respecto de las mismas curvas
en los otros modelos que significativamente presentan un ma´ximo y decrecen progresivamente a
altas densidades. En el caso del Mercurio cruza la l´ınea de coexistencia presentando tambie´n una
inestabilidad frente al so´lido pero a una temperatura significativamente menor pudiendo por tanto
observarse ma´s n´ıtidamente en e´l, respecto del Lennard-Jones o el Potencial Cuadrado, los efectos
de empaquetamiento molecular en la funcio´n de distribucio´n radial. En el caso de los potenciales
Sodio y Soft-Alcaline el ma´ximo se encuentra fuera de la metaestabilidad y permite mantener el
sistema l´ıquido estable a temperaturas muy bajas, en ningu´n caso en el rango de temperaturas
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analizado hemos podido observar una desestabilizacio´n de estos modelos aunque en el Sodio podr´ıa
ser posible a temperaturas muy bajas, fuera del rango donde podemos realizar una interpretacio´n
con sentido f´ısico.
Excursus: Relevancia del alcance del potencial
Los potenciales tratados hasta el momento han sido de corto alcance37, sin embargo existen sis-
temas reales que poseen interacciones de largo alcance, sean interacciones electroesta´ticas, dipolares
o fuerzas de London (o fuerzas de dispersio´n).
Fuera de la regio´n cr´ıtica, el estudio del desarrollo diagrama´tico establece38 que c(r) ∼ −βφ(r)
luego para φ(r) ∼ r−6 los momentos de orden 2 o mayores de c(r) dejan de ser finitos, como conse-
cuencia las ecuaciones (4.29) suponen una convergencia que no se da en modelos polino´micos como
el Lennard-Jones y para la determinacio´n y relevancia de los polos las expresiones utilizadas no
son adecuadas39 y en consecuencia el ana´lisis llevado acabo anteriormente para el comportamiento
asinto´tico de la funcio´n de correlacio´n deja de ser va´lido.
Por otra parte para potenciales polino´micos con un cierto cutoff si es valida y los estudios
realizados mediante ecuaciones integrales para un modelo Lennard-Jones completo revelan una
estructura oscilante ana´loga a distancias intermedias, esto sugiere la posibilidad de combinar un
ana´lisis asinto´tico exponencial a rangos intermedios con uno polino´mico que domina a largas dis-
tancias, esta argumentacio´n permite separar la parte repulsiva de los efectos polino´micos de la cola
atractiva, me´todo ma´s obvio en RPA pero extensible a otras relaciones de cierre de la ecuacio´n de
Ornstein-Zernique, y realizar una extensio´n que se sintetiza en[200],
rh(r) ∼ Ahe−α1rcos(α0r − θ) +Bh (ρχT )2 β−1φ(r) (4.34)
donde nos hemos restringido a un primer te´rmino oscilante y una correccio´n de cara´cter polino´mico.
Como primera consecuencia no nos es posible determinar la l´ınea de Fisher-Widom.
El camino anal´ıtico que da como resultado la expresio´n anterior fue realizado por R.J.F. Leote de
Carvalho, R. Evans, D.C. Hoyle y J.R. Henderson[201] an˜adiendo, al desarrollo mediante el teorema
de los residuos, la expansio´n en serie que surge de la cola polino´mica de un modelo Lennard-Jones y
analizaron su propuesta en el contexto de RPA. Dentro del concepto de potenciales de corto alcance
37Los resultados de simulacio´n corresponden a un Lennard-Jones con cutoff de 2.5σ, mientras que hasta el
momento los resultados en RPA para este potencial se corresponden con este mismo cutoff. En el caso de RHNC-
Lado hemos tratado un potencial Lennard-Jones con un alcance de 20σ.
38Informacio´n que tambie´n esta contenida en la sencilla RPA.
39Ba´sicamente bajo corto alcance existe un desarrollo Taylor de cˆ(q) entorno a q = 0, pero potenciales de largo
alcance rompen esta propiedad.
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Figura 4.10: Comparacio´n de los modos de decaimiento del Lennard-Jones para diferentes cut-
off. Las tres primeras cajas corresponden a 2.5σ,3.5σ 4.5σ en las aproximaciones FMT
(l´ınea continua), WDA (l´ınea discontinua) y RHNC-Lado (c´ırculos). A la derecha se in-
cluyen tambie´n para FMT los alcances 5.5σ (l´ınea continua) y 6.5σ (l´ınea de puntos) para
FMT, adema´s de 20σ en RHNC-Lado (c´ırculos). La escala en ordenadas y abscisas coincide
con figura (4.7).
tambie´n ha sido analizado el comportamiento de la l´ınea de Fisher-Widom al incrementar el valor
del cutoff del potencial Lennard-Jones[45]. Nosotros hemos comparado la variacio´n de este alcance
en RPA respecto de la variacio´n del alcance en RHNC-Lado y su papel en los diferentes modos
de decaimiento. Los resultados aparecen en la figura (4.10), en esta figura hemos preservado las
escalas de la figura (4.7) para que el lector pueda comparar las curvas de todos los modelos tratados.
Tanto en el caso de RPA como en RHNC-Lado el punto de Fisher-Widom se verifica a valores
de TFW progresivamente menores al incrementar el alcance del potencial, igualmente sucede con la
inestabilidad α1 = 0 para RPA
40. En esta u´ltima aproximacio´n adema´s vemos que las discrepancias
al variar el alcance son mı´nimas y se dejan sentir ma´s en α˜1 que disminuyen al incrementar el
alcance presentando un comportamiento progresivamente ma´s suave41. En el caso de RHNC-Lado
40Aunque en estos dos casos pueden ser reducidas las diferencias si escalamos no usando ∞ sino el  obtenido del
propio potencial, ve´ase ec.(1.28), no as´ı en la curva completa α1 que no colapsa en una u´nica curva.
41Esto se vera´ ma´s n´ıtido en los perfiles de densidad, y es una traza de la progresiva desaparicio´n del te´rmino
exponencial mono´tono en favor del te´rmino polino´mico en el la inclusio´n completa de la cola atractiva.
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las diferencias son ma´s claras, el desplazamiento del punto de FW a temperaturas ma´s bajas al
incrementar notablemente el cutoff y las diferencias en α˜1 que muestran que en efecto la presencia
del te´rmino mono´tono cambia notablemente. Los valores de α0 se mantienen similares aunque para
los valores ma´s altos del cutoff encontramos una anomal´ıa en RPA cerca de Tc
42.
Terminamos indicando la correlacio´n entre en α1 ' 0 de RPA para todos los modelos en que
se anula y el comportamiento ano´malo en α˜1 en RHNC-Lado que presenta un ma´ximo justo en la
presencia de dicha inestabilidad indicando posiblemente la presencia de un zona de metaestabilidad
hasta el valor α˜1 ' 0 en que aparece la l´ınea espinodal.
4.8 Conclusiones
Resumimos el conjunto de resultados obtenidos:
• Mediante la aproximacio´n de ecuaciones integrales basada en RHNC, junto con un criterio
para determinar adecuadamente el sistema de referencia incluido en bhs(r), hemos descrito
en un solo esquema los tres potenciales de interaccio´n para metales l´ıquidos con resultados
cuantitativamente aceptables para la descripcio´n de coexistencia de fases l´ıquido-vapor. La
descripcio´n mediante una teor´ıa perturbativa, y su extensio´n a sistemas no homoge´neos dada
por las teor´ıas de van der Waals generalizadas ma´s usuales, de los potenciales introducidos
para metales l´ıquidos aunque presenta limitaciones en su descripcio´n de sistemas blandos
capta cualitativamente las diferencias estructurales que nos interesa analizar.
• La l´ınea de Fisher-Widom no posee un cara´cter universal ya que su localizacio´n y propiedades
en el diagrama de fases depende del potencial de interaccio´n. No presenta relevancia en
cuanto a la termodina´mica pero pudiera presentar una relevancia estructural diversa en el
caso general de l´ıquidos no homoge´neos.
• Reproducir la descripcio´n estructural contenida en los modos de decaimiento obtenidos me-
diante simulacio´n requiere una teor´ıa que describa correctamente la funcio´n de correlacio´n
directa. Del modelo Soft-Alcaline vemos que una descripcio´n similar a simulacio´n de las
propiedades termodina´micas de coexistencia no indica una descripcio´n igualmente precisa de
propiedades estructurales.
• La inestabilidad del l´ıquido frente a perturbaciones tipo so´lido depende tanto del potencial de
interaccio´n como de la receta funcional utilizada, informacio´n que se encuentra codificada en
la funcio´n de correlacio´n directa, siendo un balance entre propiedades atractivas y repulsivas.
42Posiblemente una traza de lo inadecuado del procedimiento de resolucio´n del sistema de ecuaciones que hemos
de encontrar en ausencia de cutoff.
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En el caso de los modelos duros como el Mercurio o el Lennard-Jones la inestabilidad se
aproxima a la zona de solidificacio´n mostrando ser una cota aproximada. Otros criterios
estructurales poseen una validez semi-cuantitativa.
• En RPA, los potenciales Sodio y Soft-Alcaline permiten extender el rango de estabilidad del
l´ıquido frente a dichas perturbaciones, esto se consigue debido a que la l´ınea binodal que
representa el l´ıquido no cruza la rama de inestabilidad aunque esta existe igualmente. Dos
procesos involucran este feno´meno, las mayores densidades de la fase l´ıquida en modelos
blandos y la menor relevancia de la zona inestable en sistemas progresivamente menos duros.
En el caso del potencial Mercurio el cruce se da aunque existen para la funcio´n de correlacio´n
de Percus-Yevick valores estables a temperaturas muy bajas y donde una teor´ıa de campo
medio y la simulacio´n Montecarlo coinciden. Una teor´ıa ma´s completa como RHNC-Lado
muestra la presencia de una inestabilidad en un decrecimiento del modo de decaimiento α˜1.

CAPI´TULO 5
Relevancia de Fisher-Widom y las Ondas
Capilares
Las propiedades estructurales del sistema uniforme tienen una generalidad mayor de la introducida
en el cap´ıtulo anterior esto nos permite primero, establecer la existencia de oscilaciones en los
perfiles de densidad l´ıquido-vapor resultantes de teor´ıas de van der Waals generalizadas, segundo
relacionar propiedades de estas con la presencia de ondas capilares y tercero determinar la manera
efectiva en que esta´n incluidas estas u´ltimas en los perfiles de densidad l´ıquido-vapor.
5.1 Universalidad del comportamiento asinto´tico
En el cap´ıtulo anterior hemos estudiado las propiedades asinto´ticas de la funcio´n de correlacio´n total
desde la ecuacio´n de Ornstein-Zernique mediante un procedimiento que arranca desde el trabajo de
Fisher-Widom y que de modo general consiste en determinar la forma asinto´tica de una distribucio´n
que describe la estructura del sistema bajo un cierto potencial externo gracias a una transformacio´n
integral que permite expresar esta distribucio´n en funcio´n de los polos de su transformada1.
Este me´todo puede ser incluso ma´s general y aplicable a, por ejemplo, mezclas binarias de
mole´culas basa´ndose tambie´n en la expresio´n de la ecuacio´n de Ornstein-Zernique para este sistema[195,
202, 203]. Las relaciones en este caso en el espacio de Fourier son ma´s complicadas ya que para
una disolucio´n de n componentes, que podamos representar como fluidos simples, tenemos (n+1)
1En este sentido la ec. (4.18) puede ser un punto de partida ido´neo para estudiar l´ıquidos bajo diferentes
potenciales externos que impliquen diferentes inhomogeneidades y observar sus a priori diferentes comportamientos
asinto´ticos.
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ecuaciones,
hij(r) = cij(r) +
∑
k
ρk
∫
d~shik(s)ckj(|~r − ~s|) (5.1)
En el caso de una mezcla binaria donde denotamos s para el soluto y d para el disolvente tendremos
hsd(r),hdd(r) y hss(r) y sus transformadas de Fourier son
2,
hˆss(k) =
cˆss(k) + ρd
(
cˆds(k)
2 − cˆaa(k)cˆbb(k)
)
D(k)
(5.2)
hˆsd(k) =
cˆsd(k)
D(k)
(5.3)
donde D(k) = [1− ρscˆss(k)] [1− ρdcˆdd(k)]− ρsρdcˆsd(k)2 es comu´n a las tres funciones y por tanto
comparten sus polos y en consecuencia sus modos de decaimiento3 asinto´ticos[195], pero esta
propiedad no es compartida por las amplitudes Ass,Add yAsd, determinadas de modo ana´logo al
caso monocomponente por los residuos de los polos, que resultan en general diferentes4. De modo
que en este sistema la universalidad de los modos de decaimiento contrasta con la particularidad
de las amplitudes con las que dichos modos participan en la estructura.
Esto mismo puede ser extendido al problema de un fluido en contacto con una pared ya que
se corresponde con el una mezcla binaria donde se introduce una part´ıcula de un componente
arbitrariamente grande, y permite establecer una ecuacio´n de OZ que queda expresada en el espacio
de Fourier mediante, hˆwf (q) = cˆwf (q) + ρhˆwf (q)cˆ(q), con lo que
hˆwf (q) =
cˆwf (q)
1− ρcˆ(q) (5.4)
donde hay que resaltar que la funcio´n de correlacio´n directa wf (pared-fluido) no es ide´ntica a cˆ(q)
del fluido uniforme.
En el cap´ıtulo anterior hemos indicado que las amplitudes del desarrollo (4.30) son determinadas
mediante los residuos de cada uno de los polos. Si consideramos estos como polos simples tenemos
2La expresio´n hˆdd(k) se obtiene desde hˆss(k) sustituyendo el soluto por el disolvente.
3As´ı el para´metro α0 ∼ 2pi/σ que determina el ordenamiento intr´ınseco del fluido y podr´ıamos pensar determinado
en cada hˆij por el valor de σ de cada uno de los componentes de la mezcla, esta determinado por el mayor dia´metro
de los componentes.
4Aunque es posible establecer una relacio´n funcional entre ellas tanto para polos complejos como para polos
reales.
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Figura 5.1: Comparacio´n del mismo fluido en contacto con una part´ıcula, una pared, confinado, una
mezcla y una interfase l´ıquido-vapor. Figuras de arriba representan una configuracio´n
concreta en cada caso. Las figuras de abajo representan la forma de las subsiguientes
funciones que surgen de los promedios estructurales sobre configuraciones, el primer caso un
perfil radial creado por una part´ıcula mediante simulacio´n, despue´s un potencial externo local
similar al segundo caso de arriba, una mezcla basada en los potenciales Soft-Alcaline y Sodio
realizada mediante dina´mica molecular (representamos gss, gdd y gds) y un perfil l´ıquido-vapor
para el potencial Sodio a bajas temperaturas en DFT.
para las amplitudes en el estudio de un fluido uniforme5
An = −qn cˆ(qn)
ρcˆ′(qn)
(5.5)
mientras que en el numerador aparece cˆwf (qn) para un fluido en contacto con una pared. En con-
secuencia si bien los polos, siguiendo el ana´lisis del cap´ıtulo anterior, son ide´nticos en ambos casos
no lo sera´n las amplitudes ya que en general cˆwf (q) 6= cˆ(q).
Si comparamos este problema de un fluido en contacto con una pared con la funcio´n de dis-
tribucio´n radial por la hipo´tesis de la part´ıcula test de Percus, ve´ase (2.156), apreciamos que la
5Como propiedad general de la aproximacio´n de polo simple podemos decir que, en el caso de g(r), obtiene valores
en orden de magnitud adecuados para los polos que representan el comportamiento asinto´tico comparados con los
valores reales obtenidos del comportamiento de h(r) mediante ajustes que reproduzcan exactamente los mismos
valores de los modos que ec.(4.29). As´ı Ag(T ) reproduce valores del orden ρl y Bg(T ) dos ordenes de magnitud
menor. La dependencia en la temperatura tambie´n es reproducida correctamente, mientras que en ambos casos son
cotas interiores de los valores reales con un error relativo aproximado de 0.15. Una aplicacio´n del ca´lculo anal´ıtico
de estas amplitudes se puede ver en la figura (5.5).
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diferencia es la presencia de potenciales externos diferentes que crean la inhomogeneidad del fluido,
mientras las propiedades de ordenacio´n intr´ınseca lejos de la perturbacio´n son las mismas6. Estas
ideas se representan en la figura (5.1).
Desde DFT este hecho es directo, sea vext(x) un potencial local (bien sea una pared, bien sea una
fase fluida de diferente densidad, bien otro potencial externo) que determina un perfil de densidad
ρ(x) tal que si x >> 1 se de ρ(x)→ ρ0, conforme nos acercamos al sistema uniforme y nos alejamos
de vext(x) debe poseer una propiedades determinadas por la funcio´n de correlacio´n directa del fluido
uniforme y sucede igualmente para la funcio´n de distribucio´n radial conforme nos alejamos de la
part´ıcula que consideramos fija en el sistema7.
Igualmente dado un fluido uniforme que perturbamos levemente por un potencial externo las
caracter´ısticas del fluido determinan su respuesta expresada en los modos de decaimiento y las
caracter´ısticas de la perturbacio´n condicionan u´nicamente las amplitudes de cada modo intr´ınseco
de respuesta, es decir, estamos en las condiciones de una teor´ıa de la respuesta lineal.
5.1.1 Teor´ıa de la Respuesta Lineal
Empezamos entonces con un sistema sujeto a un cierto potencial externo v(~r). Bajo la teor´ıa del
funcional de la densidad existe un perfil de equilibrio ρ(~r) que de hecho minimiza el funcional Ω[ρ],
un perfil que puede ser determinado la ecuacio´n integral para µ−v(~r), ve´ase ec.(2.95). Imaginemos
una perturbacio´n sobre el perfil de equilibrio ρ(~r) de manera que el perfil de densidad venga deter-
minado por ρ˜(~r), podemos evaluar la diferencia en te´rminos de energ´ıa libre de esta nueva solucio´n.
Escribimos un desarrollo entorno de la densidad de equilibrio, que por satisfacer la ecuacio´n integral
de Euler-Lagrange mencionada queda expresado como,
∆Ω = Ω[ρ˜(~r)]− Ω[ρ(~r)] =
∫
d~r1d~r2
δΩ
δρ(~r1)δρ(~r2)
∣∣∣∣
ρ0
∆ρ(~r1)∆ρ(~r2) (5.6)
6Por otra parte esta propiedad de ordenacio´n intr´ınseca del fluido tambie´n permite explicar otras propiedades
como las oscilaciones presentes en la fuerza de solvatacio´n f(L) en un fluido confinado entre dos paredes separadas
una distancia L, donde la periodicidad de esta funcio´n esta determinada por el valor del modo de decaimiento α0.
7Este u´ltimo problema resulta claramente ana´logo al anterior desde el punto de vista de la hipo´tesis de la
part´ıcula test de Percus y fue como tal fue tratado dentro de una aproximacio´n del funcional de la densidad[?] en sus
albores. Como indicamos en el cap´ıtulo anterior podemos realizar tambie´n un ana´lisis dentro de las aproximaciones
determinadas mediante las ecuaciones integrales, o como detalla Evans[2] en una ecuacio´n de Yvon-Green-Born, ve´ase
(2.39) obtener un decaimiento exponencial asinto´tico hacia la fase uniforme desde la interfase l´ıquido-vapor universal
en su forma aunque determinado por un longitud de decaimiento que depende de las aproximaciones utilizadas en
la aplicacio´n de cada una de estas ecuaciones. La analog´ıa formal determinar´ıa que este problema ha de tener un
solucio´n similar para la funcio´n g(r), y de hecho, una vez ma´s, de otros problemas similares como el perfil de densidad
de una pared en contacto con un l´ıquido o el modelo de perfil intr´ınseco que sera´ mostrado ma´s adelante en esta
memoria.
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donde el te´rmino de orden 1 del desarrollo no aparece por estar evaluado en la densidad de equili-
brio, ve´ase ec. (2.95), mientras que ∆ρ(~r) = ρ˜(~r)− ρ0(~r).
Siguiendo §2.8.3, la segunda derivada funcional aparece relacionada con las correlaciones in-
cluidas en el sistema uniforme por tanto la expresio´n en el espacio de Fourier permite escribir la
derivada funcional como 1−ρ0cˆ(2)(q). Luego si partimos de la solucio´n homoge´nea, que siempre ex-
iste, tenemos ma´s soluciones que verifican la ecuacio´n de Euler-Lagrange si hacemos 1−ρ0cˆ(2)(q) = 0,
ana´lisis equivalente al indicado en ec. (4.21).
En el caso de tener un potencial Vext(z) o unas condiciones de contorno equivalentes, los perfiles
de densidad cerca de la fase homoge´nea tendra´n un comportamiento exponencial determinado por
la solucio´n de la ecuacio´n anterior tambie´n para posibles valores complejos de q.
ρ[z, T ;Vext(z)] ∼ Av(T )e−α1zcos(α0z − θ) +Bv(T )e−α˜1z (5.7)
Los valores de las amplitudes Av y Bv dependen expl´ıcitamente de Vext(z), por tanto encontrar
las amplitudes del comportamiento asinto´tico requiere analizar las soluciones concretas obtenidas
mediante la ecuacio´n de Euler-Lagrange de nuestro problema funcional. A esta tarea se dedica el
resto del cap´ıtulo y extraemos conclusiones generales acerca de la relevancia de las amplitudes en
el perfil de densidad as´ı como de la l´ınea de Fisher-Widom en estas8.
5.2 Perfiles de densidad de equilibrio l´ıquido-vapor
Nos basamos en las teor´ıas de van der Waals generalizadas dadas por ec. (4.1), para obtener per-
files de densidad l´ıquido-vapor realizando una minimizacio´n de la energ´ıa libre macrocano´nica Ω[ρ]
respecto de perfiles con simetr´ıa plana mediante la condicio´n de frontera dada por las densidades ρl
y ρv. El uso del colectivo macrocano´nico implica que el perfil de densidad presenta una indetermi-
nacio´n en la posicio´n de la interfase[6], sin embargo fijada como condicio´n inicial para la densidad
la dada por la solucio´n de van der Waals no homoge´nea9, la convergencia a la solucio´n es directa
sin degeneracio´n y adema´s la superficie de Gibbs resultante es compatible con zg ∼ 0 en la res-
olucio´n espacial utilizada10. De esta manera el funcional expresado a la presio´n y potencial qu´ımico
8En el comienzo de la teor´ıa de l´ıquidos, antes de hecho de la formulacio´n de la meca´nica estad´ıstica, el cociente
entre el momento de orden cero y el momento de orden dos de la fuerza atractiva era tomado como una posible
medida del alcance la interaccio´n entre las mole´culas, o al menos en que medida un sistema pod´ıa ser tomado como
uniforme, en el contexto de la teor´ıa de las funciones de distribucio´n aparecen las magnitudes α0 y α1 del mismo
modo como medidas del alcance, en un cierto sentido, de las correlaciones en los sistemas l´ıquidos. De este modo la
teor´ıa de la respuesta lineal aplicada al funcional de la densidad, tal y como es indicado por [204], revela precisamente
la interpretacio´n de α−2i como el cociente mencionado y avala la notable intuicio´n de algunos f´ısicos a finales del
siglo XIX.
9Expl´ıcitamente ρvdw(z) = c1 + c2tanh(λz)
10Por tanto en la presentacio´n de los perfiles de densidad representamos directamente los resultados obtenidos
como ρ(z) aunque por lo dicho pueden de ser vistos como ρ(z − zg), ambas representaciones serian equivalentes.
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Figura 5.2: Perfiles de densidad l´ıquido-vapor ρ(z/σ, T/U)σ3. L´ıneas continuas WDA-CS, l´ıneas
discontinuas FMT-PY. Los modelos de izq. a der. son Mercurio(Hg), Sodio(Na), Soft-
Alcaline(SA) y un Lennard-Jones(LJ) con cutoff en 2.5σ. Para el Mercurio(Hg) los
valores de T/U=0.65,0.70,0.75, para los modelos Sodio y Soft-Alcaline tenemos T/U=
0.50,0.55,0.60,0.65,0.70, valores ma´s bajos de temperatura corresponde a valores mayores
en ρliquid. Para el Lennard-Jones representamos T/U=0.70, 0.75 y 0.80. En el inset las dos
primeras.
de coexistencia permite encontrar tanto el perfil de densidad ρ(z, T ) como la tensio´n superficial
γ = (Ω[ρ]− Ωuniforme)/A en la condicio´n de mı´nimo.
Hemos obtenido perfiles de densidad l´ıquido-vapor para todos los modelos de interaccio´n y apro-
ximaciones funcionales analizadas en el cap´ıtulo anterior, podemos ver una sinopsis de algunos11
para Mercurio, Sodio, Soft-Alcaline y Lennard-Jones de 2.5σ en la figura (5.2).
Propiedades generales
Las primeras observaciones de estos perfiles a lo largo de todo el diagrama de fases indican que:
11El caso del Pozo Cuadrado nuestros son similares a [40] aunque los valores de los modos de decaimiento difieren
levemente seguramente por las diferencias que un alcance diferente en el peso ω1 de WDA-CS puede inducir en la
c(r).
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• Es posible obtener perfiles l´ıquido-vapor para modelos blandos, Sodio y Soft-Alcaline, a tem-
peraturas bajas y por consiguiente densidades ma´s altas12 que para el resto de potenciales.
• Para los modelos Mercurio, Lennard-Jones y Pozo Cuadrado aparece una solucio´n tipo so´lido
a T/U por debajo de la l´ınea de inestabilidad α(T, ρl) = 0 tal y como se indicaba en §4.4.
• Los perfiles ρlv(z) del Sodio y el Soft-Alcaline son similares, lo mismo ocurre entre el Mercurio
y Lennard-Jones.
Las propiedades del diagrama de fases obtenido por E. Chaco´n, Reinaldo-Falaga´n, E. Velasco
y P. Tarazona[38] explican parte de las propiedades de los perfiles de coexistencia, las curvas de
coexistencia del Soft-Alcaline y del Sodio son similares pero la relacio´n Tm/Tc es significativa-
mente diferente y ello se traduce en un aspecto notablemente diferente a valores similares de T/U,
mientras que las semejanzas se encuentran de hecho entre los potenciales Sodio y Mercurio cuya
relacio´n Tm/Tc es notablemente similar a pesar de las diferencias en la curva de coexistencia de fases.
Esta comparacio´n es ma´s dif´ıcil de realizar en nuestros ca´lculos funcionales ya que carecemos de
los valores de Tm. Los resultados del cap´ıtulo anterior indicaban una mayor semejanza estructural
entre el Sodio y el Soft-Alcaline, semejanza que tambie´n observamos en los perfiles de densidad (a
pesar de que sus curvas de coexistencia son diferentes), mientras que los perfiles del Mercurio y del
Lennard-Jones aparecen similares, debido tanto a la similitud del diagrama de fases como al posible
comportamiento frente a la fase so´lida sugerido por la l´ınea de inestabilidad. Su semejanza, por
contra no se debe a los valores similares de TFW /Tc en la medida en que para el Sodio y el Soft-
Alcaline son notablemente diferentes. Los resultados parecen pues indicar una relevancia notable
de las propiedades de potencial duro frente a potencial blando y su capacidad de representacio´n
mediante un dhs(T ), mientras que las similitudes en simulacio´n entre el Sodio y el Mercurio se
pierden debido a la aproximacio´n de campo medio que empeora las predicciones de este u´ltimo,
cuestiones ya observadas en el estudio estructural previo.
Es llamativo que todos los perfiles obtenidos poseen un primer pico que representa una oscilacio´n
sobre una densidad menor que los siguientes (a algunas temperaturas extensible al segundo pico),
hecho compatible con un perfil intr´ınseco fuertemente estructurado suavizado por ondas capilares
que dejan un pico residual que es ma´s evidente al bajar la temperatura. En el caso del Mercurio
y el Lennard-Jones, ve´ase figura (5.2) aparece suavizado en la escala utilizada cosa que no sucede
en el Sodio y el Soft-Alcaline a bajas temperaturas, por tanto en el funcional FMT-PY hemos
realizado comprobaciones a T/U=0.35 donde vuelve a ser estable la fase l´ıquida del Mercurio y
observamos de nuevo un comportamiento parecido al Soft-Alcaline en el primer pico aunque con
amplitudes mayores. La diferencia de la tensio´n superficial notablemente mayor a la misma T/U
12Hemos podido constatar que para los potenciales Soft-Alcaline y Sodio podemos obtener perfiles de coexistencia
a temperaturas arbitrariamente bajas aunque el proceso de minimizacio´n se dificulta notablemente para densidades
del vapor pro´ximas a cero.
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en el Mercurio explicar´ıa la mayor amplitud de las oscilaciones precisamente por las hipo´tesis
manejadas en el cap´ıtulo introductorio §1. Como primera conclusio´n un elemento crucial en la
interpretacio´n estructural de los perfiles de densidad es la tensio´n superficial y su influencia en las
amplitudes de oscilacio´n. Intentamos establecer una serie de relaciones cuantitativas.
Validez de la teor´ıa de la respuesta lineal
Ana´lisis previos[40] realizados sobre ρlv(z) para teor´ıas de van der Waals generalizadas suelen par-
tir de una teor´ıa de campo medio para la parte atractiva y considerar por esta razo´n que no hay
fluctuaciones superficiales que invaliden el ana´lisis lineal incluso en campos nulos13. Interpretan
en consecuencia este perfil como intr´ınseco y la dependencia de las amplitudes14 Alv y Blv en el
diagrama de fases debe ser la misma que en potenciales externos donde expl´ıcitamente no existan
ondas capilares, es decir, la dependencia funcional la entienden ligada a las propiedades del sistema
uniforme15.
Ma´s alla´ de la interpretacio´n del perfil ρlv(z) la posible presencia de ondas capilares[40], si bien
es importante en las amplitudes Alv(T ), no altera la estructuracio´n en capas de los perfiles de
densidad (sus modos de decaimiento) y no esperamos que la presencia parcial de ondas capilares
anule la respuesta lineal sino que explique aspectos clave de la variacio´n de los perfiles de densidad
con la temperatura. La expresio´n (5.7) permite evaluar de modo concreto la validez de (5.6) me-
diante el ajuste de nuestros perfiles de equilibrio en el ma´ximo rango de temperaturas posibles, la
coincidencia de los valores de los modos de decaimiento es condicio´n necesaria para que se verifique
la respuesta lineal, y las amplitudes Alv y Blv, que son las que determinan ma´s significativamente
el aspecto de este, tambie´n son determinadas en el proceso.
Como muestran las figuras (5.3) y (5.4), la teor´ıa de la respuesta lineal aplicada a nuestros per-
files de densidad es capaz de reproducir toda la fenomenolog´ıa asociada a la funcio´n de correlacio´n
directa. En el Mercurio observamos como α1 ' 0 a T/U baja reflejando la existencia de la inestabil-
idad frente al so´lido, esto se refleja en una oscilaciones muy pronunciadas en el perfil de densidad que
se extienden hasta el volumen. En el Sodio vemos n´ıtidamente que el perfil de densidad reproduce
las propiedades de existencia de un mı´nimo en α1 y encontramos de hecho dos perfiles con ide´ntico
13El proceso seguido para incorporar las condiciones de frontera y el me´todo de minimizacio´n seguido es diferente,
las condiciones de contorno utilizan drying completo del l´ıquido en contacto con una pared mientras que el proceso de
minimizacio´n utiliza interaccio´n de Picard y el me´todo de elementos finitos de Galerkin[194], en nuestro caso hemos
usado el me´todo de gradientes conjugados no lineales (GCNL)[205].
14Las amplitudes se notaran por Alv , Blv , para los perfiles l´ıquido-vapor o simplemente por A y B sino hay lugar
a confusio´n.
15En el caso de la funcio´n g(r) los ana´lisis realizados mediante simulaciones[39, 199] indican que cruzar la l´ınea de
Fisher-Widom no anula el te´rmino oscilatorio de la funcio´n de correlacio´n de pares estando presente a ambos lados
de la l´ınea de Fisher-Widom, la generalidad del problema sugiere que es posible que tambie´n suceda, que no suceda
no liga necesariamente la hipo´tesis de perfil intr´ınseco al perfil l´ıquido-vapor, en ρlv(z) y es por tanto una cuestio´n
abierta la posible correlacio´n entre Alv(T ) y presencia de la l´ınea de Fisher-Widom.
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valor de α1 pero diferente distancia entre capas dada por α0. Los resultados ma´s significativos
son para las Alv(T ) que decrecen exponencialmente con T/U aunque muestra aparentemente que
podr´ıa ser cruzada la l´ınea de Fisher-Widom en el caso de Soft-Alcaline y determinar ma´s alla´ de esta
l´ınea valores de Alv finitos, pareciendo este decrecimiento de Alv(T ) descorrelacionado
16 de TFW /U .
Un ana´lisis cuidadoso requiere determinar la dependencia en z (desde la interfase) de los te´rminos
que aparecen en la expresio´n (5.7) indica´ndonos el rango de aplicacio´n del ana´lisis lineal as´ı como
la consistencia entre los resultados de minimizacio´n funcional y de las propiedades de la funcio´n de
correlacio´n directa. En consecuencia realizamos un ajuste general para todas T para ambos modos
y comprobamos su dependencia en z. De modo general los valores de α˜1, α1 y α0 obtenidos del
ajuste coinciden con un error relativo pequen˜o con los valores obtenidos de la funcio´n de correlacio´n.
Nuestros valores presentan una indeterminacio´n en z con algunas propiedades sistema´ticas:
• Para valores de z cercanos a la interfase el ajuste mono´tono es adecuado (reproduce valores
razonables de α˜1) pero el oscilatorio no. Esta regio´n cae fuera del ana´lisis asinto´tico.
• Para valores muy altos de z es posible realizar solo un ajuste a la parte oscilante reproduciendo
adecuadamente la cola del perfil de densidad pero suelen mejorar levemente si incluimos el
te´rmino mono´tono. Regio´n ido´nea para el ana´lisis asinto´tico.
• El valor de z a partir del cual los ajustes se corresponden mejor con los esperados es creciente
con la T. Localizado cerca de la primera oscilacio´n.
Los dos u´ltimos resultados al caer en el re´gimen asinto´tico son los ma´s significativos, uno nos indica
la mayor relevancia del te´rmino oscilante17, el otro la zona donde es posible encontrar esta relevan-
cia mayor.
Respecto de la l´ınea de Fisher-Widom que a temperaturas crecientes el papel mono´tono sea
progresivamente ma´s relevante y que no hemos encontrado perfiles que consideremos de equilibrio
con oscilaciones ma´s alla´ de ella parece indicar una correlacio´n entre Fisher-Widom y Alv(T ), sin
embargo veremos que entender la u´ltima de las propiedades indicadas explica porque no hemos
encontrado te´rmino oscilante ma´s alla´ de Fisher-Widom, es decir Alv(T ) > 0 para T > Tfw.
16Representar A(T ) frente a (T − Tfw)/Tfw no encuentra un comportamiento en las amplitudes unificado para
los diferentes potenciales y por tanto Tfw no es la u´nica propiedad f´ısica que condiciona las amplitudes.
17Cuestio´n que espera´bamos, marginalmente siempre esta´n presentes ambos te´rminos por otra parte que la pre-
sencia del te´rmino mono´tono mejore levemente los ajustes respecto del te´rmino oscilante no es extran˜o, an˜adir nuevos
te´rminos al ajuste permite mejorar la aproximacio´n al problema. Por otra parte diferencias para z grandes son esper-
ables debido a las dificultades de minimizar una estructura adecuadamente a valores muy grandes de z. Con este fin
hemos realizado dos minimizaciones una en doble precisio´n y otra en cua´druple precisio´n, permitiendo incrementar
as´ı el rango de temperaturas en que nuestro ana´lisis resultaba va´lido.
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Figura 5.3: Arriba Consistencia de la teor´ıa de la respuesta lineal. Presentamos resultado ajustes para
modos de decaimiento, se compara con la figura (4.7) para FMT-PY. Caso WDA-CS es
ana´logo no se presenta por claridad. Se muestra un punto en Mercurio a T/Tc = 0.75
para apreciar diferencia entre doble precisio´n y cua´druple precisio´n. Abajo. A(T). Cı´rculos
Soft-Alcaline(SA), Cuadrados Sodio(Na), Rombos Mercurio(Hg) y Tria´ngulos Lennard-Jones.
Con flechas se representan los valores de TFW /Tc para FMT-PY.
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Figura 5.4: Arriba. Consistencia de la teor´ıa de la respuesta lineal. Presentamos los valores de α1,α˜1
y α0 para FMT-CS. Abajo. A(T) para todas las recetas funcionales. Negro: FMT-PY,
Blanco.FMT-CS, relleno puntos WDA-CS. Algunas T/U no se representan para mostrar su-
perposicio´n curvas. Cı´rculos Soft-Alcaline(SA), Cuadrados Sodio(Na), Rombos Mercurio(Hg)
y Tria´ngulos Lennard-Jones. Con flechas se representan los valores de TFW /Tc para WDA-
CS.
152 Relevancia de Fisher-Widom y las Ondas Capilares
5.3 Relevancia de Fisher-Widom
Una explicacio´n del aspecto diferente entre un perfil de densidad y la funcio´n de correlacio´n total
puede encontrarse en las propiedades comentadas de nuestros ajustes y el hecho de que estos se
desplazan a z crecientes con la temperatura cosa que no sucede en el caso de la funcio´n de dis-
tribucio´n de pares o del perfil de un l´ıquido en contacto con una pared que presentan oscilaciones
desde la primera capa. Este hecho puede ser explicado por la diferencia importante que introducen
las amplitudes en uno y otro caso.
En el caso de la funcio´n g(r) tenemos18 que Ag >> Bg mientras que en el caso de ρlv(z) obten-
emos Alv << |Blv|. La aplicacio´n de ambos casos a las ecuaciones de ajuste y el signo relativo
de α˜1(T ) y α1(T ) antes y despue´s de Fisher-Widom indican que la predominancia del te´rmino
mono´tono en el caso de g(r) es solo para temperaturas mayores de Fisher-Widom y valores de z (o
r) altos, mientras que en ρlv(z) para T < TFW siempre esta presente el te´rmino oscilatorio pero
a valores crecientes de z presentando una divergencia en z al alcanzar TFW , esto explica porque
encontra´bamos la posicio´n en que se verificaba el comportamiento asinto´tico en valores de z pro-
gresivamente ma´s alejados de la interfase.
El aspecto cualitativo del perfil de densidad en diferentes situaciones viene mediado por los
valores de las amplitudes de oscilacio´n, y por tanto por la forma de la perturbacio´n, ma´s que por
los valores de sus modos. Las dos situaciones antes expuestas pueden ser caracterizadas mediante
expresiones obtenidas de la ecuacio´n de ajuste. Denotamos αc = α0 + iα1
• Si A << B entonces para T < TFW se tiene que α1(T ) < α˜1(T ) y
zoscmin(T ) =
1
α˜1 − α1 ln
[
α˜1B
|αc|A
]
(5.8)
que indica la localizacio´n de la presencia de la primera oscilacio´n en ρlv
• Si A > B entonces para T > TFW se tiene que α1(T ) > α˜1(T ) y
zoscmax(T ) =
1
α1 − α˜1 ln
[ |αc|A
α˜1B
]
(5.9)
Que localiza la presencia de la u´ltima oscilacio´n visible para g(r).
18Esta propiedad la hemos verificado para la aproximacio´n RHNC-Lado, ve´ase la figura (4.1) tanto mediante
ajustes directos a la cola de la funcio´n h(r) como mediante la aproximacio´n de polos simples para los residuos de los
te´rminos relevantes del comportamiento asinto´tico, ve´ase referencia[195], y la consiguiente determinacio´n anal´ıtica.
En ambos casos los ordenes de magnitud se mantienen en Ag ≈ 1.5, algo mayor en los ajustes directos, mientras que
Bg var´ıa de ≈ 0.001 a ≈ 0.01 , la dependencia con la temperatura es mayor en Bg(T ) que presenta un comportamiento
significativamente creciente.
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(a) Figura extra´ıda de la referencia [42]
creasing !* . Crossover from monotonic to damped oscilla-
tory decay of h(r) occurs at the critical density !*!!
c
*
when T*!3.171, i.e., T/Tc!2.923. At a fairly low density,
!*!0.03 ("0.1!
c
*), crossover does not occur until T*
!32. One deduces that the attractive interactions, which
give rise to the pure imaginary pole, continue to manifest
themselves up to very high temperatures when the density is
low. Figure 7 shows that the FW line approaches the tem-
perature axis asymptotically, as expected, and it is clear that
in a very low density fluid the ultimate asymptotic decay of
h(r) will not resemble that of hard spheres until extremely
high temperatures.
VI. THE NUMBER OF ZEROS OF h„r…
On the oscillatory side of the FW line, h(r) has an infi-
nite number of zeros since the dominant decay is given by
Eq. #13$. On the monotonic side oscillations do still occur. It
is only the ultimate decay of rh(r) which is pure exponential
#10$ and the lowest-lying complex poles make increasingly
important contributions as the FW line is approached. Re-
writing the two-pole approximation #23$ as
rh#r $!Ae"%0r" 1# 2#A˜#
A
e
"(%˜0"%0)r cos# %˜1r"&$ $ , #26$
we see that, provided the ratio of amplitudes is sufficiently
large, the second #oscillatory$ term will remain comparable
with the first at increasingly large distances as %˜0→%0 . In
turn, this implies an increasing number of zeros of h(r) will
be exposed on approaching the FW line and one can envis-
age boundaries in the (T ,!) plane separating a region where
h(r) has n zeroes from one where it has n#2 zeros. On the
boundary there will be n#1 zeros with the (n#1)th being
an extremum. As n increases, these boundaries should crowd
closer together and converge to the FW line, which corre-
sponds to n!' .
We have calculated the loci of these boundaries for the
truncated and shifted LJ fluid using the RPA, i.e., Eqs. #24$
and #25$. Our calculations employed the two-pole approxi-
mation #23$ with the poles, amplitudes, and phase deter-
mined as previously. As argued in Sec. III B, this approxi-
mation yields an accurate description of the intermediate
range behavior of h(r) provided the next lowest-lying con-
jugate pair of poles has an imaginary part $%˜0 . We
checked, by computing the full h(r) from the OZ relation,
that #23$ counts correctly the first few zeros. Upon increasing
!* at fixed T*, one passes from a region where h(r) has one
zero to one where it has three zeros and then to one with five
zeros and so forth. The boundaries separating these regions
are shown in Fig. 8. Pronounced crowding of the boundaries
has already occurred for n"20, at densities which are still
well below that of the FW line. Note that except exactly on a
boundary, h(r) always has an odd number of zeros. We can
understand this as follows. In the limit !→0, h(r)"exp
("()(r))"1 which has one zero. The presence of the cosine
in the two-pole approximation #26$ implies that the number
of zeros increases by two upon crossing the first boundary.
On the boundary there are two zeros, the second correspond-
ing to a minimum of h(r). The sequence continues so that
on the monotonic side of the FW line h(r) always decays to
zero from above as r→' . The amplitude A in #26$ must be
positive. These conclusions have been confirmed within the
RPA. Our simulation results also appear to be consistent
with the observation that h(r) should decay to zero from
above, although it is difficult to check this directly when n
%7. Although we are not aware of any rigorous proof that in
FIG. 7. FW line #solid curve$ for the truncated and shifted LJ fluid at high
temperatures as obtained from the RPA. The asterisks joined by dots denote
our Monte Carlo results for the FW line. The dashed line joining squares
denotes simulation results #Ref. 13$ for the liquid-gas coexistence curve and
the cross marks the critical point—see Fig. 4.
FIG. 8. Boundaries separating regions in the temperature-density plane with
n and n#2 zeros of h(r) for the truncated and shifted LJ fluid. The solid
curves are RPA results for the loci of the boundaries between regions with
1, 3, 5, . . . zeros. On these boundaries, the last, (n#1)th zero is a mini-
mum of h(r). For large n the boundaries crowd together and as n→' they
approach the FW line #bold curve$. The asterisks joined by dots denote our
Monte Carlo results for the FW line. The dashed line joining squares de-
notes simulation results #Ref. 13$ for the liquid–gas coexistence curve and
the crossmarks the critical point.
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(b) Result dos ec.(5.9) para h(r) desde la aprox-
imacio´n RHNC-Lado. Modelos SA y Na.
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Figura 5.5: (a). Muestra las transiciones entre funciones h(r) con n ceros y n+2 ceros, para un
Lennard-Jones 2.5σ y RPA. Com se puede apreciar n → ∞ al aproximarse a la l´ınea de
Fisher-Widom. (b). Ca´lculo de la u´ltima posicio´n de la oscilacio´n de h(r) para los Mo-
delos Soft-Alcaline (representado por c´ırculos) y Sodio (representado por cuadrados). L´ınea
con figuras negras resultados mediante (5.9) donde introducimos Ag(T ) y Bg(T ) calculadas
anal´ıticamente como los residuos de los primeros polos bajo la suposicio´n de polos simples.
Figuras blancas representan posicio´n real de la ultima oscilacio´n en h(r).
La localizacio´n de un nu´mero de oscilaciones finito para g(r) despue´s de la l´ınea de Fisher-Widom
es compatible con los resultados de simulacio´n Montecarlo de Marjolein Dijkstra y R.Evans[42] que
determinan el nu´mero de ceros despue´s de FW19. Esto se aprecia en la figura (5.5(a)) que com-
paramos para dos potenciales en RHNC-Lada con la relacio´n propuesta (5.9) que mostramos en la
figura (5.5(b)).
Para el caso de ρ(z) hemos comprobado que nuestro resultado (5.8) y la posicio´n real de la
primera oscilacio´n coinciden para todas las temperaturas, ve´ase la figura (5.6). El caso del perfil
de densidad en contacto con una pared posee un ana´lisis ana´logo a g(r), de modo que variando
las propiedades del potencial de la pared se pueden variar las amplitudes Av y Bv, a efectos de
completitud sera´ analizado ma´s adelante §A.6, donde veremos que de hecho es posible anular el
te´rmino mono´tono Bv ' 0 para determinados Vext(z) y en consecuencia la posicio´n de la u´ltima
oscilacio´n se adentra completamente en el volumen despue´s de la l´ınea de Fisher-Widom.
19El motivo de este ca´lculo proviene, de hecho, de una sugerencia del propio B.Widom.
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Figura 5.6: Estimacio´n de la posicio´n de los ma´ximos mediante la ec. (5.8). Figuras son valores de
zoscmin(T ) tomados directamente del perfil de densidad. Se comparan con el ca´lculo usando
primero unicamente los para´metros del ajuste (l´ınea discontinua a trazos) y segundo usando
las amplitudes del ajuste con los modos procedentes c(r) (l´ınea de puntos). Arriba funcional
FMT-PY. Abajo funcional WDA-CS.
5.4 Relacio´n entre ondas capilares y perfiles de densidad
Comenzamos analizando la posible relacio´n existente entre las ondas capilares y los perfiles obtenidos
mediante teor´ıas del funcional de la densidad evaluando la influencia que la presencia de las ondas
capilares implica en la dependencia Alv(T ). Podemos determinar, de manera naive, dicha relevancia
basa´ndonos directamente en las siguientes hipo´tesis inspiradas en los cap´ıtulos precedentes20,
H 1. Consideramos va´lidas las hipo´tesis de la teor´ıa de ondas capilares que permiten obtener
un perfil ρ(z, L1) a partir de un perfil ρ(z, L0) donde L1 > L0 mediante la convolucio´n
gaussiana con una ∆2cw obtenida mediante el hamiltoniano efectivo HCWT . En particular
lo consideramos va´lido para L0 en el rango del dia´metro molecular.
20Y consistentes con la hipo´tesis hidrosta´tica para los resultados de las siguientes secciones.
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H 2. Existencia de un perfil intr´ınseco fuertemente estructurado que puede ser asociado a
taman˜os transversales del orden del dia´metro molecular y presentan una amplitud en las
oscilaciones del orden de la densidad del l´ıquido.
Bajo la primera de las hipo´tesis podemos relacionar los perfiles de densidad para dos valores del
taman˜o transversal caracterizado por L mediante la expresio´n, ve´ase ec. (D.30),
ρ(z, L1) =
∫
dsPcw(s, L1, L0)ρ(z − s, L0) (5.10)
donde la funcio´n Pcw(s, L1, L0) es una funcio´n de distribucio´n gaussiana y posee dependencia en
los dos cutoffs21. De esta manera dado el comportamiento asinto´tico del perfil de densidad para un
taman˜o transversal L0. Podemos escribir,
ρ(z > z1osc, L0) = ρliq +B(L0)e
−α˜1z +A(L0)e−α1(z−z0)cos (α0(z − z0)) (5.11)
donde ana´logamente a ec. (5.7) consideramos la amplitud A(L0) que corresponde a la primera
capa del perfil de densidad, manteniendo para ello z0 . 2pi/α0. Podemos expresar mediante la
convolucio´n gaussiana22 de la expresio´n anterior obteniendo,
ρ(z > z1osc, L1) =ρliq +B(L1)e
−α˜1z
+A(L1)e
1
2 ∆
2
cw(α
2
0−α21)e−α1(z−z0)cos
(
α0z − α0(z0 −∆2cwα1)
)
(5.14)
Las restricciones z >> σ pueden ser aproximadas por z & z1osc como vimos en §5.2. Adema´s
fijadas las condiciones termodina´micas y los taman˜os L1 y L0 tendremos que ∆
2
cwα1 esta determi-
nado y por tanto haciendo uso de la expresio´n dada por la ec.(D.36) y definiendo zˆ0 = z0 −∆2cwα1
podemos comparando la expresio´n (5.14) con la anterior (5.11) evaluada en L1 escribir,
A(L1) = A(L0)
(
L0
L1
)η(T )
(5.15)
donde hemos definido un para´metro η por la ecuacio´n,
η(T ) =
α20 + α
2
1
4piβγ
(5.16)
21Para su descripcio´n detalla ver §D.1.4 y la referencia[141].
22Aplicamos que: ∫
dze
−x2
2∆ e−kx =
√
∆Π
2
e
ck2
2 erf
ck + x√
2c
(5.12)
y que ∫
dze
−x2
2∆ e−ikx = i
√
∆Π
2
e
ck2
2 erfi
ck − ix√
2c
(5.13)
y los comportamiento asinto´ticos Re[erf(z)] −→ ±1 cuando Re[z] −→ ±∞ con Im(z) acotado y erf(z) = −ierfi(z).
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esta relacio´n es va´lida en ausencia de gravedad23.
Desde la ecuacio´n que determina el comportamiento asinto´tico del perfil de densidad vemos
que la informacio´n que nos interesa ∆2cw esta igualmente contenida como una fase en la funcio´n
perio´dica, a partir de las diferencias entre zˆ0 = z0 −∆2cwα1 es posible determinar teo´ricamente el
valor de ∆cw. El problema que presenta esta eleccio´n es que aunque pudie´ramos determinar de
modo suficientemente preciso los valores de zˆ0 quedar´ıa aun el problema de si dichos valores pueden
ser predictivos para ∆2cw, las amplitudes no dependen, a priori, dra´sticamente de la aproximacio´n de
fluido incompresible impl´ıcita en CWT24 pero este desplazamiento z0 puede tener una dependencia
ma´s importante en esta suposicio´n y su no validez condicionar´ıa los resultados de un modo ma´s
dif´ıcilmente predecible25.
La viabilidad de explicar A(T ) mediante ondas capilares se reduce a determinar L0 y L1 que
depender´ıan de nuestro funcional. Adema´s escrito como Ω[ρ, φ] resalta su dependencia impl´ıcita
con el potencial de interaccio´n usado adema´s de la aproximacio´n funcional para Ω[ρ].
Si suponemos que la hipo´tesis segunda (H2) es compatible con la expresio´n deducida tendremos
que L0 ∼ σ y A(L0 = A0) ∼ ρl. Para que la ecuacio´n anterior sea cierta sin ma´s deber´ıa ser
extrapolable la funcio´n de distribucio´n de alturas, ve´ase (D.29), a todas las escalas involucradas en
el paso de L0 a L1. En este sentido obtenemos un valor de L1 orientativo pero condicionado a los
valores reales de L0. Y donde te´cnicamente la eleccio´n de L0 esta atada a reproducir en esta escala
amplitudes dadas por A0 = ρl.
Los resultados de las hipo´tesis precedentes podemos observarlos en la figuras (5.7) y (5.8) para
los modelos Soft-Alcaline, Sodio, Mercurio y Lennard-Jones. Inicialmente observamos que la deter-
minacio´n de L1 independiente del resto de para´metros no es posible de un modo cuantitativo, en
especial independiente del valor de L0, aunque podemos acotar un posible rango para estos en el
rango de temperaturas indicado. Fijar L0 independiente del modelo lleva a obtener valores de L1
bastante diferentes entre los distintos potenciales. Por otra parte relacionar L1 con una longitud
caracter´ıstica de las fluctuaciones de volumen como α−11 tampoco es viable.
Es interesante la comparacio´n entre las dos recetas funcionales, WDA y FMT-CS, las amplitudes
A(T ) son similares entre las dos recetas funcionales sin embargo esperamos que la estructuracio´n en
WDA sea levemente mayor para A(L0), cuestio´n que observamos se da en T ' 0+ donde A(T ' 0)
es mayor en el caso de WDA ya en la zona de metaestabilidad.
23En las referencias[195],[43] aparece un α20 − α21, el modo consistente de definir las amplitudes en nuestro caso
implica la redefinicio´n a zˆ0 e involucra un cambio en el signo de α21.
24Como se vio antes pueden ser determinadas de modo consistente desde las primeras capas del fluido.
25De hecho los valores de A(T) y A(T,mg) resultan ma´s estables que los de z0 del que extraer ∆2cw resultar´ıa ma´s
complicado.
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Figura 5.7: Estimacio´n de la curva A(T) mediante la expresio´n (5.15). Se determina para A(L0) =
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Figura 5.8: Estimacio´n de la curva A(T) mediante la expresio´n (5.15). Se determina para A(L0) =
1.2ρl y A(L0) = 0.8ρl. La razo´n L1/L0 viene indicada en cada cuadro como L. Para cada
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5.5 Perfiles de densidad en un campo externo
Si introducimos el potencial externo Vext(z) en el estudio anterior podemos observar los mismos
feno´menos que ten´ıamos en el caso anterior aunque ahora la relacio´n de las propiedades estruc-
turales con los modos de decaimiento es algo ma´s sutil. El ana´lisis tanto de la posible relevancia
de Fisher-Widom en las amplitudes como el papel de las ondas capilares en los perfiles de densidad
lleva a conclusiones ana´logas a las anteriores pero las propiedades que obtendremos en campos
externos nos permitira´n contrastar las hipo´tesis, introducidas en la seccio´n anterior, tanto cualita-
tivamente como cuantitativamente en la medida en que el para´metro que defina la intensidad del
potencial externo permitira´ determinar valores de L1 independientemente de los valores concretos
de la segunda hipo´tesis que hab´ıamos introducido.
Las condiciones de contorno, que defin´ıan nuestros perfiles de densidad sin campo externo que
permit´ıan identificar los valores del sistema uniforme y definir n´ıtidamente una perturbacio´n de
este y aplicar as´ı la teor´ıa de la respuesta lineal, ahora son diferentes. Las condiciones en un campo
externo sera´n en el l´ıquido situado en z > 0
z1 > z2 > 0⇒ ρ(z1) & ρ(z2) (5.17)
y la situacio´n inversa en el vapor. Bajo estas condiciones en campos suficientemente intensos
y taman˜os del sistema suficientemente grandes se alcanza el empaquetamiento ma´ximo y puede
aparecer una fase so´lida en la fase l´ıquida en el comportamiento asinto´tico26. La forma de intro-
ducir por tanto las condiciones de frontera de nuestro ca´lculo variacional requiere cierto cuidado ya
que el requerimiento dρdz −−−−−→z→+∞ 0 no se cumple para cualquier campo externo. Hemos comprobado
diferentes formas de introducir las condiciones de contorno especificas y obtenemos propiedades de
los perfiles de densidad que solo dependen del para´metro usado para definir convenientemente la
intensidad del campo externo Vext(z,mg). Se llega al hecho de que el comportamiento asinto´tico
se alcanza a distancias intermedias bien determinadas en funcio´n de la temperatura y la intensidad
del campo externo.
Para el estudio que vamos a realizar hemos introducido Vext(z) = mgz y los perfiles de densidad
resultantes podemos verlos para diferentes modelos en la siguiente figura en funcio´n, tanto de la
temperatura, como de la intensidad del campo gravitatorio27.
26En la pra´ctica es necesario campos mucho ma´s intensos que la gravedad terrestre para observar este feno´meno
o bien taman˜os de caja muy grandes.
27En el caso del Lennard-Jones visualizar un perfil de densidad para un rango aceptable de temperaturas en
valores de intensidades del campo gravitatorio es dif´ıcil por ser el rango de densidades donde el sistema es estable
ma´s limitado que en los otros modelos, problema aun ma´s acentuado en un pozo cuadrado, nos restringimos por tanto
a los tres potenciales en que el rango de estabilidad frente al so´lido es lo suficientemente amplio en las aproximaciones
funcionales que estamos usando.
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Figura 5.9: Perfiles en un campo externo Vext(z) = mgz con cutoff en z = 60σ. Aproximacio´n
funcional FMT. Potencial de Interaccio´n Mercurio, Hg. Valores de la intensidad: mg=0.01
(l´ınea continua), mg=0.05 (l´ınea de puntos), mg=0.1 (l´ınea discontinua), mg=0.2 (l´ınea
discontinua con puntos).
Como indica´bamos la teor´ıa de la respuesta lineal desarrollada en los cap´ıtulos anteriores y el
estudio tanto de propiedades de volumen como de las ondas capilares a partir de esta no es posible
para estos perfiles de densidad. Si suponemos va´lida la aproximacio´n hidrosta´tica podemos obtener
un perfil de densidad sobre el que aplicar la teor´ıa de la respuesta lineal. Consideramos que el
efecto del potencial externo es producir una variacio´n del potencial qu´ımico que si suponemos local
permite determinar ρHD(z) mediante la expresio´n,
µ(ρHD(z)) = µB − φext(z) (5.18)
resuelta punto a punto. Los perfiles resultantes pueden verse en los inset de las figuras (5.9, 5.10
y 5.11). Ajustamos ρHD(z) a la misma forma funcional que ρ(z) en ausencia de campo externo para
obtener los valores de las amplitudes y modos de decaimiento28. Los valores de A(T,mg) pueden
28Para determinar el papel de la aproximacin introducida, lo evaluamos dos tipos diferentes campos externos
ambos relacionados con al situacio´n f´ısica que tratamos, pero variando algunos para´metros incluidos en ellos.
• Vext(z) = −mgλtanh(z/λ)
• Vext(z) = −mgz
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Figura 5.10: Perfiles en un campo externo Vext(z) = mgz con cutoff en z = 60σ. Aproximacio´n
funcional FMT. Potencial de Interaccio´n Sodio, Na. Valores de la intensidad: mg=0.01
(l´ınea continua), mg=0.05 (l´ınea de puntos), mg=0.1 (l´ınea discontinua), mg=0.2 (l´ınea
discontinua con puntos).
Para el primero jugamos con el para´metro λ y para el segundo diferentes valores del cutoff en el l´ıquido a partir del
cual desenganchamos el campo externo. Los resultados son perfiles considerablemente similares cerca de la interfase
pero ligeramente diferentes incrementando el valor de z, estas diferencias se matizan con T y mg. Nos interesa
esencialmente encontrar que el me´todo es consistente en la determinacio´n de las amplitudes Aρ(T,mg). A este fin
evaluamos el siguiente ajuste para el perfil obtenido mediante aprox. LDA-HD, ec.(5.18),
ρHD(z) = A0 +Be
−α˜1z +Ae−α1(z−z0)cos(α0(z − z0)) + Cz +Dz2 (5.19)
evalua´ndolo en diferentes ventanas [z1, z2] pero donde el intervalo contiene al menos 10 capas. De manera sistema´tica
obtenemos que:
• Los valores de los para´metros libres α˜1, α1, α0, z0 de ajuste dependen solo de T, mg y z (y solo muy marginal-
mente de la ventana de ajuste).
• Los para´metros A0, C,D dependen manifiestamente de la forma de campo externo y la ventana de ajuste pero
dejan entrever un perfil subyacente a ellos que es comu´n a todos los modos de introducir el campo externo.
• Para las amplitudes observamos que los valores de A y B dependen esencialmente de T y mg. En el caso
de B como ocurr´ıa en mg = 0 no es estable al variar z para T baja. La dependencia en z es marginal. La
ventana de ajuste presenta relevancia en B debido a la interferencia estad´ıstica con C y D, pero no en A salvo
a T/U pro´xima a Fisher-Widom, donde es necesario aproximarse mucho al volumen o introducir campos muy
intensos.
• Los ajustes mediante la ecuacio´n (5.19) son mas consistentes en la variacio´n en z y permiten ajusta en un
rango de T y mg mayor de modo fiable.
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Figura 5.11: Perfiles en un campo externo Vext(z) = mgz con cutoff en z = 60σ. Aproximacio´n fun-
cional FMT. Potencial de Interaccio´n Soft-Alcaline, SA. Valores de la intensidad: mg=0.01
(l´ınea continua), mg=0.05 (l´ınea de puntos), mg=0.1 (l´ınea discontinua), mg=0.2 (l´ınea
discontinua con puntos).
verse en la figura (5.12).
Al igual que en el capitulo precedente analizamos la posicio´n de los diferentes ma´ximos al variar
(T,mg). Que aparece indicado en la figura (5.13).
5.5.1 Papel de las ondas capilares en las amplitudes de las oscilaciones
Todas las propiedades de estructuracio´n en capas de los perfiles de densidad en un campo externo
pueden ser explicadas aludiendo a las dos hipo´tesis introducidas previamente §5.4, concebidas desde
la teor´ıa de ondas capilares cla´sica. Adema´s la presencia de un campo externo permite la determi-
La introduccio´n de C y D es conveniente para estabilizar los valores de A(T,mg) as´ı como de los modos de decaimiento
asinto´tico, observando la figura (5.13) permiten adema´s diferenciar los ma´ximos en las posiciones predichas por ec.
(5.8), ve´ase los puntos marcados con asteriscos que muestran la posicio´n de los ma´ximos tras substraer Cz −Dz2.
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Figura 5.12: Valores de las Amplitudes A(T,mg) para los perfiles mostrados en el inset figuras (5.9, 5.10
y 5.11). Arriba escala logar´ıtmica. Abajo escala lineal.
nacio´n cuantitativa de las magnitudes que permiten interpretar los perfiles de densidad en ausencia
de campo externo como perfiles de densidad ρ(z, Leff ).
5.5.1.1 Resultados para los para´metros de la teor´ıa de ondas capilares
En el caso de introducir un campo externo gravitatorio podemos utilizar el resultado previo del §1.2
para ∆2cw que me implicar´ıa que,
A(L1,mg) = A(L0,mg)
[(
L0
L1
)2
+
(ρl − ρv)mg
(2pi)2γ
L20
]η(T )/2 [
1 +
L20
(2piξcw)2
]η(T )/2
(5.20)
En el caso de introducir el sistema en campos intensos el factor mg antes macrosco´pico se convierte
en relevante en la escala esperada para L1, pudiendo evaluar los efectos del campo externo en las
amplitudes, esto implica llevar la intensidad mgσ a valores entorno de 0.1 que es 1013 veces mayor
que la gravedad terrestre.
La ecuacio´n precedente involucra dos cuestiones diferentes, una primera como determinarA(L1,mg)
a partir de los perfiles de densidad y otra segunda como determinar L1 a partir de esta expresio´n.
El ana´lisis de la segunda de ellas permite afrontar el objetivo de interpretacio´n del perfil ρDF (z)
planteados en la introduccio´n y se detalla aqu´ı, la primera cuestio´n involucra la posibilidad de
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Figura 5.13: La diferentes curvas representan la distribucio´n de ma´ximos al aumentar la intensidad mg.
c´ırculos negros mg = 0, c´ırculos grises mg = 0.01, c´ırculos blancos mg = 0.05. Cuadrados
negros mg = 0.1, cuadrados grises mg = 0.2, cuadrados blancos mg = 0.3, Diamantes
negros mg = 0.4 y Diamantes grises es mg = 0.5.
aplicar la teor´ıa de la respuesta lineal a este caso incluso en campos intensos y ha sido corroborada
en todo el rango de intensidades utilizadas.
Si nos limitamos a valores de mgσ ∼ 1 el u´ltimo factor de ec. (5.20) puede ser aproximado por
1 para un intervalo aceptable de temperaturas que coincide con el intervalo en que analizamos los
resultados29. En el caso de mg pequen˜o podemos realizar un desarrollo de Taylor de la expresio´n
incluyendo solamente el primer corchete30 despreciando te´rminos de orden (mg)3,
A(L1,mg)
A(L0,mg)
=
(
L0
L1
)η [
1 +
(ρl − ρv)Lη
4(2pi)2γ
mg +
1
8
L41
(
ρl − ρv
(2pi)2γ
)2
[η2 − 2η](mg)2
]
(5.21)
Conviene observar la aproximacio´n lineal entorno a η = 2 es de hecho cierta a orden (mg)3 lo
que podemos tener presente al evaluar los resultados. Mientras que a orden lineal31 definimos un
29Nos sera dif´ıcil ir ma´s alla´ de mg ∼ 0.5 con lo que podemos llegar a un valor de η ∼ 5 y la discrepancia es
u´nicamente del orden de mile´simas, en cualquier caso tenemos presente que la aproximacio´n acota por encima a las
amplitudes tanto ma´s cuando mayor es la temperatura.
30Desarrollar a orden lineal la expresio´n completa de arriba lleva a realizar la misma aproximacio´n y obtener el
mismo comportamiento lineal.
31En la pra´ctica evaluamos para mg . 0.5 con lo que la aproximacio´n lineal debe ser correcta la evaluacio´n estricta
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para´metro (Lη)eff efectivo responsable de la variacio´n A(T),
(Lη)eff =
[
2pi(α20 + α
2
1)
β(ρl − ρv)
A(L1,mg)−A(L1, 0)
mgA(L1, 0)
]1/2
(5.22)
donde por la propia definicio´n de las amplitudes del perfil intr´ınseco altamente estructurado espe-
ramos que A(L0,mg) ' A(L0, 0) en el rango de valores de mg que estamos manejando32. Mientras
que lo relevante de esta expresio´n es que permite determinar dicho (Lη)eff a partir u´nicamente
de amplitudes determinadas de los perfiles obtenidos mediante DFT y en particular no involucra
hipo´tesis sobre L1 salvo que en el rango que usemos consideremos va´lidas las suposiciones iniciales
§5.4.
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Figura 5.14: Valores de (Lη)eff en la escala T/Tc. A la derecha curvas de βγlv y η.
La curva con los resultados para (Lη)eff se incluye en la figura (5.14) para diferentes valores
de la temperatura, verificando una ley de estados correspondientes, similar a la encontrada para η,
aunque en aquel caso tenemos una desviacio´n respecto de una perfecta curva debida a la diferencia
de consistencia se hara´ tomando los valores para las magnitudes obtenidas en la aproximacio´n lineal y comprobando
el valore del siguiente te´rmino para verificar que no es de un orden mayor.
32Esta hipo´tesis por lo dema´s podr´ıa ser comparada tanto con resultados para el modelo Sodio en la zona de
metaestabilidad como en el ape´ndice §A al definir los perfiles intr´ınsecos altamente estructurados como perfiles de
equilibrio bajo un campo externo de intensidad mg.
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que introducen dhs en la parte repulsiva del potencial, ve´ase la misma figura (5.14) a la derecha.
Nuestro objetivo es determinar que predicciones podemos realizar suponiendo un perfil intr´ınseco
con L0 del orden de σ y A0 del orden de ρliq. Para ello contrastamos valores de ambos para´metros
compatibles con la primera hipo´tesis citada en §5.4 mediante la expresio´n (5.15), donde dos me´todos
equivalentes son posibles.
• A partir de los valores de η basados en los modos de la respuesta lineal y la tensio´n superficial
sin gravedad definimos Leff ≡ (Lη)eff/η. Fijando alternativamente L0 o A0 obtenemos
mediante (5.15) los valores de todos los para´metros, ve´ase figura (5.15).
• Para cada par (L0, A0) determinamos un valor de ηeff (T ) mediante la relacio´n (5.15), y el
correspondiente Leff = (Lη)eff/ηeff .
Los resultados de ambos me´todos deben ser consistentes ya que ambos se basan en ec. (5.15), de
modo que si imponemos los valores de L0(T ) y el A0(T ) resultado del primer me´todo en el segundo
volvemos a recobrar los valores de Leff y η. Conviene pues introducir valores constantes (L0, A0),
como vemos en la figura (5.16), de modo que la dependencia en T este en el par (Leff , ηeff ). Los
valores de ηeff resultan aproximadamente constantes con un leve incremento con la temperatura,
mientras que la comparacio´n de los valores razonablemente similares entre ambos me´todos sug-
ieren valores que verifican la relacio´n ηeff . η para bajas temperaturas con diferencias mayores
al aumentar la temperatura33. La definicio´n de η sugiere la presencia de γeff (T ) & γlv(T ). Esta
situacio´n se corresponde adema´s con para´metros L0 y A0 en concordancia con el perfil de densidad
intr´ınseco propuesto por los experimentales, y reflejado en la figura (1.8), ya que ellos tambie´n se
basan en la validez de la teor´ıa de ondas capilares cla´sica. Sin embargo desde el punto de vista
del perfil intr´ınseco real poseen un cara´cter a priori semi-cuantitativo por lo naive de la segunda
hipo´tesis en §5.4.
Los valores correspondientes al primero de los me´todos aparecen reflejados en la figura (5.15)
que conviene interpretar. Los resultados para los diferentes modelos parecen compatibles de modo
global con un valor de L1 ∼ 9.5σ con dos fuentes de error posibles, una primera nacida de la propia
indeterminacio´n en el conocimiento del valor de z a partir del cual el comportamiento asinto´tico
esta presente en un campo externo intenso, mientras que fijado un valor de este z aun los valores de
las amplitudes esta´n sujetos a cierta indeterminacio´n a la hora de determinar un comportamiento
lineal. En la parte de arriba de la figura (5.15) se muestra una curva para un z determinado y la
segunda de las fuentes de error, que como vemos solo es relevante a altas temperaturas. La primera
fuente de error puede interpretarse como la causa de la dispersio´n de los puntos que observamos en,
por ejemplo, el Soft-Alcaline donde la indeterminacio´n en el momento en que el comportamiento
33Los resultados se pueden ver en la figura (5.16) y muestran los valores de ηeff para diferentes valores de (L0, A0)
junto con valores de η. Vemos que los valores para los que ηeff > η llevan a valores de Leff menores que los del
me´todo anterior. Valores de ηeff << η llevan por contra a valores de Leff significativamente mayores. El valor
o´ptimo de ηeff es aquel que aproxima a η por debajo para valores de T/U pequen˜os.
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Figura 5.15: Valores de (Lη)eff/η para los diferentes modelos. Se determinan los errores por la inde-
terminacio´n del ajuste lineal de las amplitudes, v´ıa ec. (5.22). La indeterminacio´n en la
ventana de ajuste en z no esta incluida y provoca diferentes valores de dicho ajuste ya que
diferentes valores de A(T,mg) lleva a diferencias en ec. (5.22). La que se presenta es una
eleccio´n de ventana con unos valores del ajuste de regresio´n o´ptimos, aunque los resultados
no se ven condicionados de modo relevante por esta eleccio´n. En la segunda figura repre-
senta valores de L0 hallados mediante Leff de arriba y diferentes valores de A0. Asteriscos:
A0 = 0.5ρl,S´ımbolos blancos: A0 = 1.0ρl, S´ımbolos grises: A0 = 1.5ρl, S´ımbolos negros:
A0 = 2.0ρl
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Figura 5.16: Valores de ηeff para los diferentes modelos. Figuras negras son los valores de η. Las otras fig-
uras representan pares (L0, A0) diferentes. Para el Mercurio: asteriscos (2σ, 1.5ρl), c´ırculos
blancos (2σ, ρl), c´ırculos grises (1.5σ, 1.5ρl), y el aspa (1σ, ρl). Para el Sodio: asteriscos
(1σ, ρl), cuadrado blanco (0.5σ, ρl), cuadrado gris (0.5σ, 1.5ρl). En el Soft-Alcaline: aste-
riscos (1σ, ρl), rombo blanco (0.5σ, ρl), rombo gris (0.5σ, 1.5ρl) En la parte inferior estar´ıan
los valores de Leff correspondientes a (Lη)eff/ηeff .
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asinto´tico se produce es mayor. De modo general establecemos34 que para L1 ∼ (9.5± 1.5)σ.
(a) Figura extra´ıda de la referencia [57]
In order to test the effects of the long-range interactions we
have run a MC simulation for the untruncated LJ potential at
T /Tc=0.63 and with Lx!9!. The intrinsic profiles are very
similar for the truncated and untruncated versions of the in-
teraction potential, and the functions ""q# are identical
around the lower range of accessible wave vectors q
!2# /Lx, with small deviations of less than 5% at the higher
range q!2# /!. The most significant change induced by the
truncation of the potential comes in the macroscopic surface
tension "0; the untruncated version of the LJ potential giving
a 30% increase of "0 over the truncated version, within the
range observed by other authors.30 Therefore, we cannot ex-
clude the existence of a shallow minimum in ""q# at q!
$0.5, but our results would also be compatible with a mo-
notonous growth of ""q#. Moreover, the inset in Fig. 2 shows
the dependence of ""q# with the choice of the parameter % in
our definition of intrinsic surface and for the largest values of
% we observe a shallow minimum in ""q#. This corresponds
to intrinsic surfaces with the highest density of surface piv-
ots, close to the instability in our self-consistent method to
select those pivot atoms, and the minimum of ""q# [i.e., the
relative increase of $%&ˆq%2& over the CWT prediction
"'"0A0q2#!1] could be interpreted as the excess of corruga-
tion in &"R#, when forced to go through too many pivots.
Therefore, the details in the definition for the intrinsic
surface may change the shape of the function ""q# much
more than the presence or absence of long-ranged interac-
tions. Within our scheme to define &"R# for each atomic con-
figuration, the choice of the parameter % reflects the lack of
uniqueness in the definition of the intrinsic surface when q
becomes comparable to the inverse atomic diameter. Differ-
ent choices would share the same macroscopic limit ""q#
→"0 for low q, but they may give different functions ""q#
for intermediate and large q. A firm comparison with the
function ""q# extracted from x-ray reflectivity data, could
only be done through the analysis of the effective intrinsic
surface measured by that technique, which would depend on
the details of the experimental setup. Meanwhile, we may
only rely on the aspect of the intrinsic profiles and the func-
tions ""q# to select the most natural choice of % for each
temperature and model interaction which may hopefully be
closer to an effective definition of &"R# associated with the
x-ray reflection on the liquid surface. For low values of % the
intrinsic profiles develop the unphysical shoulders shown by
the full line in Fig. 2, and the corresponding function ""q# in
the inset of Fig. 2 shows a rapid increase from the q=0 limit.
Such behavior reflects the fact that we are not incorporating
all the required surface pivots so the intrinsic surface is less
corrugated than its natural shape and ""q# grows too fast. On
the opposite limit, for too large values of %, the first peak in
(˜"z ,qm#, after the ) function at z=0, becomes very asymmet-
ric compared with the Gaussian shape (7), with a too abrupt
fall on the left side. This corresponds to the choice of too
many pivot atoms, leading to an overcorrugated intrinsic sur-
face and hence to a decreasing function ""q# at low q. There-
fore, in the following analysis of our results we have selected
those values of % which lead to the flattest curve ""q# at low
q, and which also happen to give the most symmetric shape
for the second peak in (˜"z ,qm#, and use the error bars to
indicate the estimated uncertainty of that natural choice. In
addition to the choice of the parameter %, directly linked to
the density of selected surface pivots, there are other aspects
in our intrinsic surface definition which may affect the form
of ""q# at large q. In particular, the apparently exponential
decay of $%&ˆq%2& at large %q%, similar for all the models and
temperatures explored here, is probably a result of the mini-
mal surface character assumed for &"R#, and it may be dif-
ferent with other definitions. We should also be aware that
the choice of % within the above criterion becomes much
more uncertain at higher temperatures; the broadening of the
molecular layers in (˜"z ,qm# with increasing T makes our
definition of &"R# more artificial, with the sharp threshold at
z=% to incorporate new surface pivots. Alternative defini-
tions, based on some kind of softer threshold, should be ex-
plored to extend these studies to T /Tc*0.7.
A global aspect which might be more robust with respect
to the particular choice of &"R# is the total mean squared
amplitude of the intrinsic surface corrugation +CW"Lx ,qm#,
which could be obtained from the off-specular wings in the
reflectivity measurements.26 We may define a CWT-effective
cutoff qu
off such that it reproduces the measured mean squared
amplitude of the intrinsic surface corrugation as
+CW"Lx,qm# ' (
%q%=ql
qm
$%&ˆq%2& = (
%q%=ql
qu
eff
1
'"0A0q
2 . "12#
Interpolating within the discrete values of q imposed by the
finite size, this relationship provides a value of qu
eff which is
independent of the box size Lx if it is large enough to reach
the macroscopic limit ""ql#="0 at the lower cutoff ql
=2# /Lx. qu
eff is well below our qm and fairly independent of
this parameter, since the amplitude of the modes with q
!2# /! is always very small. As presented in Fig. 5, the
values of qu
eff have a clear decay with growing temperatures,
which is not blurred by the uncertainty of the choice of %
FIG. 5. The CWT-effective cutoff qu
eff (circles and error bars) for
the SA model over a large range of temperatures. The results for the
Hg (squares) and LJ (triangles) models would have similar error
bars. The lines give the values of '"0!
2 /2 for the three models. SA:
full line, Hg: broken line, and LJ: dotted line, as functions of T /TC.
Empty symbols correspond to MC results with N=2592 and full
symbols with N=10 368.
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Figura 5.17: (a). Muestra el valor de qeff para el que imponiendo HCWT se obtiene como resultado ∆CW
obtenido del me´todo desc ito en figura (1.13) desde las configuraciones moleculares. l´ınea
continua βγ/2 para Soft-Alcaline y l´ınea discontinua para Sodio. (b). Bajo la hipo´tesis de
A0 ' 1.25ρl y Leff = (Lη)eff/η descrito en figura (5.15), se representa el resultado para L0
(figuras blancas) y 1/L0 (figuras negras) con una indeterminacio´n debida a ∆A0 = 0.25ρl.
La l´ınea continua es βγ/2 para Sodio.
Por u´ltimo podemos discutir el primer me´todo en que determinamos L0(T ) que permite una
comparacio´n cualitativa con simulacio´n, ya que el para´metro (Lη)eff/η ' Leff es aproximada-
mente constante para todos los modelos y fijando un A0 ' (1.25 ± 0.25)ρl podemos determinar el
val r de L0(T ) a partir de la relacio´n de amplitudes (5.15). Esto permite obtener para L
−1
0 un
comportamiento cor elacionado con βγ/2, v´ se la figura (5.17).
5.6 Conclusiones
• Los perfiles de densidad l´ıquido-vapor obtenidos mediante teor´ıas de van der Waals gener-
alizadas responden al compor amiento sinto´tico dado por las dos primeras soluciones de la
teor´ıa de la respuesta lineal, una oscilatoria y otra mono´tona. Adema´s este comportamiento
es adecuado, tambie´n cuantitativamente, para representar los perfiles de densidad desde la
primera oscilacio´n completa.
• La imposibilidad de determinar amplitudes ma´s all de Fisher-Widom se debe que la local-
izacio´n de la pri era oscilacio´n sigue la ley (5.8) en contraposicio´n a (5.9) que permite en-
34De modo que un grado conveniente de c nsistencia funcional nos ha permitido estimar un rango para
A0, L0, Leff , mientras que las limitaciones predictivas del me´todo se presentan para η > 5 para el cual el te´rmino
de rden 2 n mg puede superar al te´rmino lineal incluso en campos no muy intensos.
5.6. Conclusiones 169
contrar oscilaciones ma´s alla´ de la l´ınea de Fisher-Widom para g(r). El papel de la l´ınea
de Fisher-Widom no esta en condicionar las amplitudes del comportamiento asinto´tico, sino
que son las amplitudes de este comportamiento las que dan un papel u otro a la l´ınea de
Fisher-Widom.
• La variacio´n Aρ(T ) no se presenta correlacionada con la presencia de Fisher-Widom sino
debida a la presencia parcial o efectiva de ondas capilares.
• Introduciendo campos moderadamente intensos, en el sentido en que la aproximacio´n hidrosta´tica
pueda ser valida en un rango que incluya el comportamiento asinto´tico, es posible determi-
nar de modo efectivo como esta´n incluidas las ondas capilares bajo las hipo´tesis de CWT y
de este modo se postula un perfil intr´ınseco que no incluye de ondas capilares y resulta ser
fuertemente estructurado. Los perfiles de densidad l´ıquido-vapor se corresponden entonces
con perfiles caracterizados por una longitud efectiva transversal del orden de 10σ n´ıtidamente
alejada de ξB en el rango de temperaturas explorado.
• Hemos diferenciado pues dos conceptos: un perfil intr´ınseco fuertemente oscilante sin presencia
de ondas capilares aun por determinar, y un perfil l´ıquido-vapor, obtenido como perfil de
equilibro desde teor´ıas de van der Waals generalizadas, que incluye parcialmente el espectro
de ondas capilares.

CAPI´TULO 6
Hamiltonianos de interfase en la teor´ıa del
funcional de la densidad
Er hat den archimedischen Punkt
gefunden, hat ihn aber gegen sich
ausgenutzt, offenbat hat er ihn nur unter
dieser Bedingung finden du¨rfen.
Encontro´ el punto de Arqu´ımedes, pero lo
uso´ contra s´ı mismo; parece que so´lo se le
permitio´ encontrarlo con esta condicio´n.
Frank Kafka
Los resultados anteriores sugieren la existencia de un hamiltoniano de interfase, del que hemos
extra´ıdo la informacio´n correspondiente a un γeff > γlv, pero no hemos determinado. Procedemos
a realizar un ana´lisis cr´ıtico de las propuestas existentes para este posible hamiltoniano de interfase
y extendemos algunos resultados existentes a teor´ıas funcionales no locales como las contenidas en
las teor´ıas de van der Waals generalizadas utilizadas hasta el momento.
6.1 Introduccio´n
La teor´ıa de ondas capilares inicialmente fundamenta su metodolog´ıa (como vimos en §1.2) en una
propuesta de cara´cter fenomenolo´gico de la que obtiene un hamiltoniano descriptivo de propieda-
des de la interfase, HI , y realiza el tratamiento estad´ıstico basa´ndose en la teor´ıa de fluctuaciones
termodina´mica [73] a partir del factor de Boltzmann de este. Una ampliacio´n dentro de la misma
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filosof´ıa fenomenolo´gica puede verse en el Hamiltoniano de Helfrich y que se introducira´ brevemente
en el primer apartado.
Figura 6.1: Esquema detalle microsco´pico, de-
talles HLGW , detalles HI
La imagen f´ısica compartida por ambas prop-
uestas es una membrana ela´stica y la de-
scripcio´n de los grados de libertad que con-
tiene, aun as´ı conviene insistir que esta no
es una interfase entre dos fluidos (o dos
fases homoge´neas) y aunque algunas propie-
dades sean ana´logas no constituye una forma
adecuada de construir un modelo completo.
Permite, no obstante, discutir propiedades
emergentes originadas en los grados de lib-
ertad propios de la interfase a un nivel
macrosco´pico pero han de sugerirse propuestas
que busquen en una fundamentacio´n estad´ıstica
ma´s firme, esencialmente recuperaremos dos de el-
las.
La primera determina un HI desde Hamiltoni-
anos de Landau-Ginzburg-Wilson donde a priori
integrando todos los grados de libertad excepto los
correspondientes a la interfase podemos obtener
un posible hamiltoniano efectivo para esta. El re-
sultado suele ser un hamiltoniano donde apare-
cen diferentes invariantes geome´tricos relaciona-
dos con las diferentes curvaturas de la superficie y
que finalmente se intenta encajar en una expresio´n
ana´loga al hamiltoniano de Helfrich para reinter-
pretar los coeficientes fenomenolo´gicos a partir de
propiedades con base microsco´pica. Este camino se ha explorado ampliamente en el contexto del
problema del wetting donde la superficie es considerada como sujeta a un sustrato en lugar del pro-
blema que estudiamos de interfases libres aun as´ı determinados aspectos del formalismo obtenido
en un contexto es trasladable al otro.
Finalmente otro camino parte de teor´ıas propias de sistemas no homoge´neos pero con una base
directamente microsco´pica como la teor´ıa del funcional de la densidad que presenta la ventaja ya de
partida de no restringirse necesariamente a una expresio´n en gradientes de lo que en el caso anterior
de HLGW ser´ıa el para´metro de orden. En este contexto ya se han comentado algunos resultados
rigurosos §3.4 y de hecho extensiones al modelo de ondas capilares desde DFT permiten tambie´n
6.2. Modelos fenomenolo´gicos 173
relacionar los para´metros fenomenolo´gicos con propiedades microsco´picas contenidas en la funcio´n
de correlacio´n del sistema no homoge´neo §3.5.
Mayor alcance poseen aquellas propuestas que intentan encontrar un HI aplicable a todas las
escalas de longitud ya que permitir´ıa responder a las preguntas planteadas en la introduccio´n §1 de
un modo riguroso dentro de DFT. Un imagen visual se ha intentado en la figura anexa, en ella se
parte (a) de una configuracio´n a nivel microsco´pico, despue´s (b) vemos las teor´ıas basadas en HLGW
parten de un nivel de escala determinado por ξB y el promedio correspondiente sobre longitudes
menores puede perder caracter´ısticas microsco´picas de la interfase, la u´ltima escala (c) es la de
acceso fenomenolo´gico donde la integracio´n progresiva de grados de libertad deja solo aspectos de
la interfase relevantes macrosco´picamente. En este cap´ıtulo se realiza un resumen de las diferentes
aportaciones a la construccio´n de HI en particular se analizara´n cr´ıticamente los resultados ma´s
extendidos acerca de la determinacio´n de Hamiltonianos de interfase efectivos dentro de la teor´ıa
del funcional de la densidad.
6.2 Modelos fenomenolo´gicos
Partimos de una superficie definida por ξ(~R), para fijar ideas podemos imaginar una membrana
ela´stica (sus componentes microsco´picos en este nivel nos resultan indiferentes), y nos preguntamos
esencialmente por la energ´ıa superficial construida como un funcional de ξ. En ausencia de un
campo externo esperamos que:
H[ξ(~r + ~a)] = H[ξ(~r)] = H[ξ(R~r)] (6.1)
el vector ~a define una translacio´n y la matriz R una rotacio´n, expresando su invarianza en
el conjunto de transformaciones eucl´ıdeas y donde ~r es un vector d-dimensional que define en el
espacio la superficie ξ (d-1) dimensional1. En cambio transformaciones que deformen la superficie
si son relevantes y su costo en energ´ıa libre puede ser establecido a partir de propiedades locales de
la superficie que pueden ser caracterizadas mediante la curvatura media y la curvatura gaussiana2,
1Y puede ser determinado parame´tricamente mediante d-1 componentes superficiales.
2Por introducir intuitivamente estas cantidades, dada una superficie ξ(~R), para cada punto en ella puedo trazar
diferentes curvas que pasan por e´l y esta´n contenidas en ξ. Cada una de estas ellas posee una curvatura, que responde
al concepto intuitivo de curva ma´s o menos pronunciada, las curvaturas que poseen valores maximal y minimal de
este conjunto son las curvaturas principales. Con ellas podemos definir tanto la curvatura gaussiana que resulta ser
el producto de ambas como la curvatura media que es la media aritme´tica. La curvatura gaussiana se puede definir
solo a partir de distancias medidas en la superficie y por tanto es intr´ınseca a ella, no as´ı la curvatura media. En
cuanto al significado de la primera, su signo positivo indica una superficie localmente convexa y su signo negativo
indica una superficie tipo punto de silla. Si dos superficies poseen ide´ntica curvatura gaussiana podemos decir que
localmente podemos transformar una en la otra u´nicamente curvando lo suficiente una de ellas pero sin estirarla, el
costo de energ´ıa ser´ıa entonces cero excepto por la presencia de la curvatura media que si podr´ıa ser diferente de
cero. Por esta razo´n se suele llamar al coeficiente que acompan˜a a K y H, coeficientes de rigidez ya que determina la
resistencia de la superficie a ser curvada sin ser estirada.
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respectivamente denotadas por H y K, y que obedecen a las expresiones3:
H(~R) =
1
2g2/3
(
ξxx(1 + ξ
2
y) + ξyy(1 + ξ
2
x)− 2ξxyξxξy
)
(6.2)
K(~R) =
1
2g2
(ξxxξyy − ξxyξyx) (6.3)
Donde g es una me´trica definida por g = (1 + ξ2x + ξ
2
y). Imponiendo una forma cuadra´tica en las
curvaturas se suele expresar:
H[ξ(~R)] =
∫
d2 ~R
[
2κ(H − c0)2 + κ¯K + γ
]
(6.4)
donde c0 se introduce para definir una posible curvatura media esponta´nea. Se ha incluido la tensio´n
superficial que penaliza incrementos globales del a´rea superficial y se denominan rigidez a κ y rigidez
gaussiana a κ¯. Para determinar la superficie de equilibrio se realiza mediante el planteamiento usual
como problema variacional de modo que la configuracio´n considerada de equilibrio minimiza el fun-
cional definido anteriormente.
Sobre esta configuracio´n extremal aparecen fluctuaciones cuyo estudio es relevante para multitud
de feno´menos f´ısicos. El estudio de las fluctuaciones de la superficie y las propiedades que esto
conlleva suele plantearse a partir de un desarrollo en gradientes de la superficie respecto de la que
hemos determinado como la configuracio´n de equilibrio anteriormente.
Si la configuracio´n extremal es el caso plano el planteamiento anterior lleva a una expresio´n
extendida respecto del caso de la teor´ıa de ondas capilares, ec.(1.3). Aparece un te´rmino relacionado
con la curvatura media dependiente de (∇2ξ)2 que implica en el desarrollo Fourier un te´rmino q4
que adquiere la forma:
F [{ξq}] = 1
2L2
∑
q
[
γq2 + κq4
] |ξq|2 = 1
2L2
∑
q
γq2
[
1 +
κ
γ
q2
]
|ξq|2 (6.5)
Este modelo ha sido aplicado con e´xito al estudio de membranas biolo´gicas[206, 207, 208].
Para las superficies l´ıquidas, la expresio´n (6.5) es u´til al igual que en la teor´ıa de ondas capilares
cla´sica ya que permite la determinacio´n de propiedades estad´ısticas como la anchura cuadra´tica
media4. Por otra parte definiendo γ(q)/γ ≡ (1 + κq2) tenemos una tensio´n superficial dependiente
de q, que en el caso en que κ sea positiva es una funcio´n mono´tonamente creciente.
3Denotamos ξx = ∂xξ(~R) y ξxy = ∂x∂yξ(~R).
4En este caso las conclusiones son matizadas por el papel jugado por κ.
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6.3 Hamiltoniano efectivo de interfase basado en HLGW
Esencialmente parten de un nivel de descripcio´n basado en un para´metro de orden que podemos
denominar m(~r), de esta manera la descripcio´n del sistema aparece regida por un hamiltoniano
HLGW y por tanto desde el inicio partimos de una descripcio´n mesosco´pica que podemos condensar
en la expresio´n5,
HLGW =
∫
dzd~R
[
1
2
(∇m(z, ~R))2 + Φ(m)
]
(6.6)
donde Φ(m) describe la densidad de energ´ıa libre de volumen fuera de la regio´n cr´ıtica.
La construccio´n desdeHLGW deHI se basa en la introduccio´n de una variable colectiva ξ(~R) bajo
la cual restringimos los estados accesibles al sistema completo, descritos por m(~r), al subconjunto
de estos que reproduce ξ(~R) bajo algu´n criterio. La definicio´n formal queda como,
e−βHI [ξ(~R)] = Tr
{m(~r)}
ξ(~R)[e−βHLGW [m(~r)]] (6.7)
donde hemos querido significar la traza definida es sobre m(~r) atada a los para´metros de orden que
reproduzcan ξ(~R). La traza completa sobre m(~r) puede expresarse mediante,
Tr
{m}
= Tr
{ξ}
Tr
{m}
ξ (6.8)
El problema nace de que resolver la expresio´n (6.7) es tan dif´ıcil como resolver el problema gen-
eral y por tanto su dificultad anal´ıtica implica la necesidad de realizar algu´n tipo de aproximacio´n.
En este punto Fischer-Jin[209, 210, 211] supusieron que fijada ξ(~R) el resto de fluctuaciones son
irrelevantes al situarse alejados del punto cr´ıtico de la transicio´n l´ıquido-vapor y consideraron va´lido,
HI [ξ(~R)] ' HLGW [mΞ(~r; ξ(~R))] =
= min
ξ(~R)
m(~R)
HLGW [m(~R)] (6.9)
mΞ(~r; ξ(~R)) es el para´metro de orden que hace mı´nimo el hamiltoniano dado por ec. (6.6) bajo la
ligadura de reproducir ξ(~R).
Adema´s de la validez de esta aproximacio´n resta encontrar un modo efectivo de incluir la re-
striccio´n de la traza. El criterio ma´s utilizado se denomina crossing criterion6, y consiste en
proponer,
m[z = ξ(~R), ~R] = m0 ∀~R (6.10)
5En el caso del problema del wetting se complementa con un te´rmino extra que da cuenta de la interaccio´n entre
el sustrato y la fase de wetting.
6No es el u´nico utilizado y ha habido en el contexto de wetting otras propuestas diferentes esencialmente integral
constrains pero estas se fundamentan igualmente en una ξ(~R) basada en el crossing criterion mientras que en el
esquema de obtencio´n de HI se utiliza una versio´n integral que suaviza los perfiles resultantes y condiciona no tanto
la forma funcional como los para´metros incluidos en la definicio´n de HI
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donde m0 es un valor de referencia que esta comprendido entre los valores de volumen de las dos
fases7. Bajo estas premisas se suelen determinar la forma concreta de los hamiltonianos HI [ξ(~R)].
Y si realizamos una minimizacio´n de (6.9) en ξ(~R) permite encontrar el perfil o´ptimo8 que poseera´
una interfase plana ξpi.
Es importante notar que el me´todo se basa en que congelada la configuracio´n de la interfase las
fluctuaciones restantes son u´nicamente de volumen correspondientes a las dos fases en cuestio´n, por
tanto el me´todo es consistente u´nicamente si la condicio´n por la cual restringimos la traza permite
realmente determinar un´ıvocamente que estados corresponden a que configuracio´n de la interfase.
Siguiendo a Rejmer-Napio´rkowski [212] este procedimiento aplicado a una interfase libre permite
reescribir de nuevo el Hamiltoniano de Helfrich que expresan como:
HI [ξ] =
∫
d2 ~Rh(~R, [ξ]) (6.11)
donde suponemos reescrito h(~R, [ξ]) en funcio´n de una serie de para´metros que equivalen a
los para´metros fenomenolo´gicos del modelo anterior, es decir, nacen de identificar las curvaturas
gaussiana y media a partir de la expresio´n funcional de HI . El resultado final queda reescrito como,
h(~R, [ξ]) = ∆A[ξ]γ +A[ξ](cHH + cKK + cH2H
2 + ...) (6.12)
obviamente hemos partido inicialmente de una descripcio´n no completa del sistema dada por HLGW
y una aproximacio´n fijada para Φ(m), que usualmente consiste en una doble para´bola. Las ex-
presiones para γ, cH , cH2 estara´n relacionadas con las propiedades de este Φ(m) de partida
9 que
recordemos es de cara´cter mesosco´pico. Como indica´bamos al principio ser´ıa deseable poder ex-
tender este tipo de procedimientos a teor´ıas con una base directamente microsco´pica como pueda
ser la teor´ıa del funcional de la densidad. Aportaciones en esta l´ınea son descritas en la siguientes
secciones y como veremos las ideas contenidas en el ana´lisis de Rejmer-Napio´rkowski son las que
motivan la aportacio´n de Napio´rkowski-Dietrich (NaD).
6.4 Hamiltonianos efectivos de interfase dentro del funcional de la densidad
Anteriormente ha sido comentada la aplicacio´n de la teor´ıa del funcional de la densidad, a la in-
terfase fluidas encontrando algunas relaciones y propiedades, ve´ase §3.3 y §3.5. Un ana´lisis ma´s
7En modelos de Ising suele tomarse m0 = 0 en sistemas l´ıquidos ρ0 =
ρl+ρv
2
pero no tiene porque restringirse
a estos valores concretos, de hecho muchos de los resultados no dependen expl´ıcitamente de esta eleccio´n y su
arbitrariedad es manifiesta al nivel del hamiltoniano efectivo aunque requiere matizaciones al nivel de la funciones
de correlacio´n del para´metro de orden m(~r).
8Una primera evaluacio´n del hamiltoniano efectivo de interfase puede ser entonces determinada a partir de un
me´todo perturbativo que desde ξ(~R) ∼ ξpi + δξ(~R) lo relacione con variaciones del para´metro de orden.
9cK permanece arbitrario.
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detallado ha sido realizado por Napio´rkowski-Dietrich[21] y Mecke-Dietrich[22, 213, 214] en la de-
terminacio´n desde la teor´ıa del funcional de la densidad de una expresio´n para HI basado en una
definicio´n semejante a la utilizada en la teor´ıa que surge desde hamiltonianos de Landau-Ginzburg-
Wilson.
6.4.1 Propuesta de Napio´rkowski-Dietrich
Parten de una definicio´n de hamiltoniano efectivo como en la seccio´n anterior que sen˜alan no
restringido al incrementos en el a´rea sino extendido a la energ´ıa libre en llevar una interfase plana
a una interfase rugosa dada por una funcio´n ξ(~R). Esencialmente definen,
HNaD[ξ] ≡ Ω[ρint(z − ξ(~R))]− Ω[ρint(z)] (6.13)
mientras que su propuesta para ρint viene determinada por:
ρint(z) = ρgΘ(z) + ρlΘ(−z) (6.14)
la primera ecuacio´n parte de la hipo´tesis de la teor´ıa de ondas capilares cla´sica10 y supone un de-
splazamiento r´ıgido del perfil intr´ınseco siguiendo la superficie intr´ınseca. Para el perfil de densidad
toman la versio´n ma´s sencilla posible. La identificacio´n correspondiente a HI [ξ] esta dada por
(~r = (z, ~R), ~s = (z′, ~S), y ∆ρ = ρl − ρv),
hNaD(~S, [ξ]) = −1
2
∆ρ
∫
d2 ~R
∫
dz
∫ ξ(~R)−ξ(~S)
0
dz′c(2)(|~r − ~s|) (6.15)
aunque en la referencia original parten de un funcional en aproximacio´n local para esferas duras
y campo medio para la cola atractiva con lo que aparec´ıa la funcio´n ωat en lugar de la funcio´n de
correlacio´n directa[215] c(2). Si el sistema esta inmerso en un campo externo gravitatorio aparecera´
un te´rmino extra dado por [ξ(~R)]2. Conviene resumir las propiedades que este hamiltoniano efectivo
posee:
• Las necesarias HI [ξ(~R) + C] = HI [ξ(~R)] ; HI [C] = 0 que expresan que no cuesta energ´ıa
libre mover la interfase globalmente y que en el caso plano esta energ´ıa es cero.
• Si ξ(~R) es una funcio´n suave es posible desarrollar la diferencia ξ(~R)− ξ( ~R′) en serie Taylor.
A orden lineal se recupera la forma del hamiltoniano drumhead, ve´ase la nota (7) en §1.2 y la
referencia [139], mientras que a orden cuadra´tico permite reescribir el hamiltoniano como la
extensio´n fenomenolo´gica de Helfrich, donde los coeficientes κ y γ aparecen como momentos
de c(2).
10La primera aportacio´n de Napio´rkowski-Dietrich es previa a los estudios de Fischer-Jin en que desarrollan
extensamente el crossing criterion. La hipo´tesis ρ(z − ξ(~R)) fue analizada en §3.5. Esencialmente suponemos que la
deformacio´n de ξ(~R) no condiciona a ρ(z), es decir, repetimos la hipo´tesis cla´sica de CWT.
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• El desarrollo anterior no es anal´ıtico para potenciales diferentes de los de corto alcance. En
particular fuerzas de dispersio´n llevan a κ divergente mientras que efectos de retardo pueden
hacerlo finito pero fuertemente dependiente de momento en que la interaccio´n r−7 aparezca
en sustitucio´n de r−6. Este tipo de divergencia la encontra´bamos tambie´n en otros desarrollos
en gradientes del funcional de la densidad §2.8.5 y por esta razo´n no lo consideran un defecto
de su propuesta.
• Es no local, y no gaussiano aunque puede ser aproximado de modo que encaje en ec. (D.25).
Ma´s alla´ de las predicciones de este HI que sera´n analizadas ma´s adelante hace uso de dos
aproximaciones que, desde su interpretacio´n, ser´ıa deseable eliminar,
• La primera es partir de un perfil de densidad intr´ınseco completamente abrupto en lugar de
un perfil de densidad que interpole11 de algu´n modo entre ρl y ρv.
• La segunda supone que las propias caracter´ısticas de ξ(~R) no condicionan la forma de ρint y
supone (como en la teor´ıa de ondas capilares cla´sica §1.2 en que se cumple ec. (3.13) en todas
las escalas) que ambos esta´n descorrelacionados.
Estas dos limitaciones intentan ser mejoradas en la propuesta de Mecke-Dietrich(MeD) que de-
sarrollan un modo ma´s elaborado de construir un HI(~R), que denominamos HMeD(~R).
6.4.2 Propuesta de Mecke-Dietrich
Esencialmente incorporan una condicio´n similar a la que encontra´bamos en el ana´lisis de HLGW
para restringir a microestados compatibles con una configuracio´n de la interfase dada bajo una
aproximacio´n funcional ana´loga a la usada por Napio´rkowski-Dietrich. La analog´ıa se establece
por un lado entre el para´metro de orden m(~r) que ve´ıamos en §6.3 y el perfil de densidad ρ(~r)
considerado como intr´ınseco y por otro entre el HLGW [m(~r)] y la energ´ıa libre Ω[ρ(~r)]. Vamos a
analizarlo en detalle.
El perfil de densidad intr´ınseco dado para una configuracio´n ξ(~R) se considera determinado por
el perfil de densidad que minimiza Ω[ρ(~r)] bajo la ligadura ρ(~r = (z, ~R)) = ρ(z = ξ(~R), ~R) ≡ ρ¯, por
tanto escribimos dicho mı´nimo por, ve´ase ec. (6.10),
ρξ(~r) ≡ ρint(~r; ξ(~R), ρ¯) (6.16)
11Mejorar esta aproximacio´n en este sentido se basa en la interpretacio´n del perfil de densidad en las teor´ıas
funcionales como un perfil intr´ınseco, en la imagen f´ısica del perfil intr´ınseco fuertemente estructurado sugerida en
§5.4 la aproximacio´n del perfil intr´ınseco como una funcio´n paso es igualmente equivocada pero su mejora habr´ıa de
realizarse en otra direccio´n diferente.
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mientras que en el caso de una superficie plana la dependencia es solamente en la coordenada z y
escribimos,
ρ0(z) ≡ ρint(~r; ξ(~R) = 0, ρ¯) (6.17)
que es determinado mediante Euler-Lagrange con la condicio´n ρ0(0) = ρ¯. Esto supone ya de partida
que el perfil de densidad usual obtenido en las diferentes aproximaciones funcionales ρDF (z) se
corresponde con el perfil intr´ınseco asociado a una interfase plana. En estas condiciones definimos
el hamiltoniano efectivo de la interfase como,
HMeD[ξ(~R)] = Ω[ρξ(~r)]− Ω[ρ0(z)] (6.18)
Conviene resaltar que el perfil de densidad ρξ(~r) continua siendo desconocido, en particular su de-
pendencia expl´ıcita en ξ(~R). Suponen que el proceso de minimizacio´n restringida da como resultado
un perfil que localmente se similar al perfil intr´ınseco para una configuracio´n superficial plana siem-
pre y cuando sea medido en la direccio´n normal a la variedad ξR. Esta hipo´tesis permite aproximar
el perfil desconocido ρξ(~r) ' ρξ(u), donde la variable u aparece definida como la distancia mı´nima
a la interfase. El segundo paso consiste en proponer un desarrollo del perfil de densidad ρξ(u) en
una serie basada en las curvaturas de la interfase12:
ρξ(~r) ' ρξ(u) = ρ0(u) + 2HρH(u) +KρK(u) + (2H)2ρH2(u) + ... (6.19)
de este modo proponen incluir las propiedades de ξ(~R) expl´ıcitamente en HI .
La imagen conceptual de un perfil de densidad intr´ınseco que no es exclusivamente una translacio´n
r´ıgida siguiendo ξ(~R) supone una mejora necesaria sobre la aproximacio´n anterior sin embargo con-
viene notar que el procedimiento seguido despue´s no realiza una minimizacio´n expl´ıcita13.
Tras un notable esfuerzo anal´ıtico consiguen una expresio´n expl´ıcita del hamiltoniano que con-
tiene contribuciones locales y no locales (en ellas aparecen convoluciones de la funcio´n peso atractiva
que da un cara´cter no local al funcional HMeD[ξ]) que particularizado a un perfil intr´ınseco en co-
ordenadas normales dado por una funcio´n paso permite reducir sus expresiones a la forma dada
por Napio´rkowski-Dietrich. Conviene notar que hay dos cuestiones esenciales en este procedimi-
ento. Una primera que el crossing criterium permita diferenciar adecuadamente configuraciones
microsco´picas y una segunda que el procedimiento de minimizacio´n que permite hallar HMeD[ξ(~R)]
12Asume que la densidad en la proximidad de la interfase depende de u as´ı como de la geometr´ıa de la interfase y
esta se supone descrita por las dos curvaturas ya introducidas, la curvatura media de la interfase H(~r) y la curvatura
gaussiana K(~r). Ambas contribuciones se separan en un desarrollo en potencias de las curvaturas que por orden
sera´n ν = H,K,H2, H3, HK... y la dependencia en u aparece u´nicamente en los coeficientes ρν(u) que tienen que
ser determinados. Conviene sen˜alar que en rigor u depende de la propia superficie ξ(~R).
13Volvemos a insistir al lector, en un sistema macrosco´pico donde la longitud de correlacio´n sea pequen˜a es posible
escribir Ω[s], donde s describe la geome´trica del contorno del sistema, como una suma de propiedades geome´tricas
del recipiente, donde los coeficientes solo no dependen de este, sin embargo a longitudes de escala del orden de la
longitud de correlacio´n del sistema perdemos esta identificacio´n[216].
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sea adecuado, es decir, que el paso de la definicio´n impl´ıcita a la explicita realmente permita mini-
mizar, bajo la ligadura, el funcional.
6.4.3 Tensio´n superficial en la aproximacio´n Gaussiana
Los resultados esenciales se producen dentro de una aproximacio´n gaussiana donde podemos es-
tudiar esta propuesta y la anterior. En ella como es usual se desacoplan los diferentes modos
correspondientes a la interfase ξ(~R). La aproximacio´n gaussiana viene determinada por HI [ξ] =
H(g)[ξ]+O3[ξ]. Una transformacio´n Fourier permite expresarlo de modo ana´logo a ec.(D.25) donde
h(q) = q2γ(q),
HI [ξq] = 1
2
∫
d2q
1
(2pi)d−1
q2γ(q)|ξˆq|2 +O(ξ3) (6.20)
y γ(q) permite analizar las implicaciones de un hamiltoniano no-local (particularizamos en todo
momento a campo externo cero) comparando los resultados para, por ejemplo HNaD en una aprox-
imacio´n gaussiana, con una una aproximacio´n estrictamente bilineal basada en el desarrollo directo
en HNaD de la diferencia ξ(~R) − ξ(~S) previo a la obtencio´n del Hamiltoniano en el espacio de
Fourier, ve´ase [21].
6.4.3.1 Aproximacio´n Gaussiana en NaD
Sus conclusiones son ba´sicamente un comportamiento diferente entre un hamiltoniano efectivo de in-
terfase mediante su procedimiento y un hamiltoniano fenomenolo´gico, en el primero γ(q) < γ(q = 0)
mientras que en el segundo se espera que γ(q) > γ(q = 0).
Esta propiedad de la aproximacio´n fenomenolo´gica es deseable ya que permite eliminar la necesi-
dad de un cutoff en una teor´ıa de la forma dad por la ec. (6.20), en efecto, si vemos la ecuacio´n
(D.27) que representa el < |ξˆq|2 > vemos que una prediccio´n para γ(q) suficientemente creciente
da lugar, para los modos con q alto, a amplitudes cuadra´ticas medias cercanas a cero, en particu-
lar elimina la necesidad de un cutoff qmax en la determinacio´n de ∆
2
CW , ve´ase (D.36). De modo
equivalente observando (D.24) una funcio´n γ(q) creciente permite que el propio peso estad´ıstico
e−HI [ξ] muestre para q alto una probabilidad casi nula y la irrelevancia de q fuera de un rango
f´ısico razonable. En consecuencia el resultado ma´s sugerente resulta contrario a su propuesta desde
el funcional de la densidad, lo´gicamente este resultado adema´s de la mejora en el procedimiento
motivaron el estudio de MeD.
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(a) Diferentes teor´ıas para γ(q)
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(b) Diferentes reg´ımenes en la teor´ıa de Mecke-Dietrich
Figura 6.2: (a). Comparacio´n diferentes teor´ıas para γ(q). CWT corresponde una linea tal que γ(q)/γ =
1. Cuadrados negros corresponde a Napio´rkowski-Dietrich, Cı´rculos blancos a la propuesta
de Mecke-Dietrich y Cı´rculos negros a la aproximacio´n fenomenolo´gica. En el eje de abscisas
se ha incluido un valor de qζ, ζ aqu´ı u´nicamente representa una escala considerada adecuada
para representar el taman˜o asignado por las interacciones a las part´ıculas. (b) Prediccio´n de
la propuesta de Mecke-Dietrich, existe un re´gimen de vectores de onda en que la tensio´n su-
perficial es menor que la macrosco´pica, y a vectores de onda intenta recuperar las predicciones
de una teor´ıa fenomenolo´gica.
6.4.3.2 Aproximacio´n Gaussiana en MeD
La definicio´n (6.20) puede ser trasladada aqu´ı igualmente para definir γ
(g)
MeD(q), y analizar algunas
de sus propiedades. En esta aproximacio´n gaussiana encuentran en ausencia de campo externo,
γ
(g)
MeD(q) =
1
q2
[hg00(q)− hg00(0)] + 2 [κgH0(q)− κgH0(0)] + q2 [κghs(0) + κgHH(q)] (6.21)
Las constantes provienen de las convoluciones del peso atractivo con el perfil de densidad ρH(u)
o ∂ρ0(u)/∂u, esto se indica con los sub´ındices
14. El caso de κghs(0) proviene de la convolucio´n de
ρH(u)
2 con ∂µhs/∂ρ. Vemos previamente las propiedades generales:
• γ(g)MeD(q →∞) = κq2+O(q4) donde de la expresio´n de κ la consideran positiva e independiente
de q. La definicio´n de κ hace que esta propiedad este determinada por la contribucio´n de
esferas duras15.
• γ(g)MeD(q → 0) = γlv + κ0q2 + O(q4) donde de la expresio´n de κ0 contiene otra serie de
contribuciones extra a κ dependientes de la forma de las interacciones atractivas de hecho con
14Por tanto en su teor´ıa los para´metros pueden ser dependientes de las propiedades de la parte atractiva en
su comportamiento asinto´tico, es decir, difieren en una interaccio´n tipo van der Waals, un potencial que decaiga
exponencialmente con la distancia o en potenciales de soporte finito como el Pozo Cuadrado.
15En el ca´lculo de MeD un funcional local.
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contribuciones ano´malas para fuerzas de dispersio´n como ocurre en NaD. Resaltan Mecke y
Dietrich que κ0 puede ser negativa y de hecho indican que as´ı es.
Ambos comportamientos implican la presencia de un mı´nimo en γ(q) y en consecuencia una
regio´n de modos que penaliza menos la presencia de ondas capilares que el propio re´gimen macrosco´pico.
Esta prediccio´n acerca de la existencia de unos valores mesosco´picos en que γ(q) < γlv ha tenido im-
plicaciones en planteamientos de cara´cter experimental que han intentado una confirmacio´n, ve´ase
figura (6.5).
0 5 10 15
u/ξ
0
0,1
ρH(u/ξ)/∆ρ
Figura 6.3: ρH(u/ξ) variando CH , CH = 1
l´ınea continua, CH = 0.5 l´ınea dis-
continua y CH = 0.1 l´ınea dis-
continua y de puntos. La l´ınea
con c´ırculos representa ρ′0(u/ξ)) y
es la funcio´n con la que convolu-
cionamos ρH(u/ξ).
La evaluacio´n completa de las expresiones del
modelo gaussiano requieren utilizar un me´todo
nume´rico. Adema´s los coeficientes ρλ pertene-
cientes al desarrollo en curvaturas de la den-
sidad son desconocidos16. Para indagar en la
f´ısica subyacente a su solucio´n proponen una
forma funcional basa´ndose en una hipo´tesis de
escalado tanto para ρ0(u) como para ρH(u),
que para temperaturas altas debe ser no solo
cualitativamente sino tambie´n cuantitativamente
correcta y su comparacio´n con los resulta-
dos nume´ricos de su teor´ıa as´ı parece ates-
tiguarlo.
Ba´sicamente parten de propiedades de escalado
para los dos perfiles de densidad relevantes en la
aproximacio´n gaussiana, y suponen que el perfil
intr´ınseco corrugado depende entonces de dos pro-
piedades la longitud de correlacio´n en el volumen dado por ξ y un para´metro de rigidez dado por CH
que describe la capacidad de distorsio´n del perfil intr´ınseco debido a deformaciones de la interfase,
es decir,
ρ0(u)− ρ¯ = 1
2
∆ρρ¯0(
u
ξ
) (6.22)
ρH(u) = CH∆ρξρ¯H(
u
ξ
) (6.23)
Una de las claves es asumir que esta constante CH es independiente
17 de q y obtienen diferentes
16En el caso de una pared corrugada mesosco´picamente han sido hallados algunos de estos coeficientes para una
forma cil´ındrica y esfe´rica de la pared[217].
17Y de la temperatura, por otra parte se espera que 0 < CH < 1. Una vez introducidas estas dos expresiones
para ρ0 y ρH los valores de las constantes de rigidez presentes en ec. (6.21) pasan a depender de CH y con ellos la
tensio´n γ(q)
(g)
MeD.
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Figure 3!a" corresponds to a fixed amplitude CH!0.5 of
the profile #H(u). For smaller values of CH the minimum is
deeper and located at larger values of qmin $Fig. 3!b"%. Figure
3!a" demonstrates that in the limit r0 /&→0, '0(q) reduces
to an analytic limiting function of (!q& , which is propor-
tional to (2 for small ( with a negative coefficient for CH
"1.35 $see Eq. !3.61"%. In the limit r0 /&→0 the full expres-
sion for '0(q) reduces to the one obtained within the prod-
uct approximation. On the other hand, as function of qr0 the
inset of Fig. 3!b" shows the crossover from the linear mo-
mentum dependence, as predicted by the product approxima-
tion, to the asymptotic behavior q2 ln qr0 for q→0. For
r0 /&!0 the linear decrease of '0(q) is valid for all values
of q whereas for r0 /&#0 it can be observed only for
$qr0 ln qr0#r0 /&.
From Fig. 3 one infers that '0(q) is a nonmonotonic
function forming a minimum at qmin . Figure 4 shows the
temperature dependence of the position and of the depth of
this minimum in terms of the inverse correlation length
within the physically accessible temperature range between
the triple point at T tr! 23 Tc !i.e., r0 /&!1.73) and Tc !i.e.,
r0 /&!0). The data !solid line" correspond to the full theory
for the model studied in Fig. 3. Within the product approxi-
mation !dashed line" upon approaching Tc the minimum of
'0(q) disappears by shifting its position towards q!0 ac-
cording to
qmin)
1
&a
)ta/2, t!1$
T
Tc
→0, !3.62"
and by becoming more shallow, i.e.,
1$'0!qmin"/'0)t
a$1. !3.63"
The exponent is given by a!1 with 1$'0(qmin)/'0!O(1)
for CH"CH*!1.35 and a!2 for CH#CH* This disap-
pearence of the minimum in '0(q) for T→Tc is in accor-
dance with the expectation that near Tc not only the bulk
properties but also the interfacial properties can be described
by a local theory !i.e., based on the Landau-Ginzburg-
Wilson Hamiltonian" which does not provide a nonmono-
tonic behavior of '0(q).
The product approximation describes the location and the
depth of the minimum remarkably well for CH"CH* . How-
FIG. 3. !a" Normalized momentum-dependent surface tension '0(q)/'0(0) as given by Eq. !3.11" !solid curves" and its product
approximation !dashed curves" given by Eq. !3.41" for r0 /&!1 close to the triple point and for r0 /&!0.1 close to the critical point. The data
correspond to the model defined by Eqs. !2.1"–!2.3" where r0 denotes the diameter of the fluid particles and & the bulk correlation length $see
Eq. !3.29"%. The interface profiles #0(u) and #H(u) are given by Eqs. !3.26", !3.27", !3.30", and !3.31" with CH!0.5. The numerical results
for the full theory are in accordance with the behavior of '0(q→0) as given by Eq. !3.22" and of '0(q→*) as given by Eq. !3.14". For
q→0 to leading order '(q) decreases as +¯0(0)q2 ln q whereas the product approximation predicts a decrease as ,0(0)q . However, for q&
sufficiently large the actual decrease )q2 ln q crosses over to the linear decrease )q !see the data for r0 /&!1). As expected, in the limit
r0 /&→0 the full expression for '0(q) reduces to the one predicted by the product approximation, which in this limit turns into an analytic
limiting function of (!q& $see Eq. !3.61"%. Accordingly the term ,0
(0)q!(,0
(0)/&)( vanishes in the limit &→* . The opposite limit r0 /&
→* corresponds to the sharp-kink approximation which leads to the singularity q2 ln q. For any finite value of r0 /& the full expression for
'0(q) has the same leading singularity as predicted by the sharp-kink approximation. Whereas the full expression for '0(q) contains the
sharp-kink approximation as a limiting case, the product approximation cannot capture this case because it is constructed to capture the
opposite case. Both the full theory and the product approximation render a minimum of '0(q) whose temperature dependence is shown in
Fig. 4 as a function of r0/& . !b" Normalized momentum-dependent surface tension '0(q)/'0(0) for r0 /&!1 and CH!0, 0.3, and 0.5 as
function of qr0 within the full theory !solid lines" and the product approximation !dashed lines". For increasing amplitudes CH of the
distortion #H(u) of the density profile due to its curvature the location of the minimum is shifted towards smaller values of q and becomes
more shallow. For finite values of CH the behavior of '0(q) at small q is numerically dominated by the quadratic curvature contribution
-0q
2 $see Eqs. !3.22" and !3.50"%; for CH"1.35 the coefficient is always negative. On this scale the leading singular behavior )q
2 ln(qr0)
becomes visible only for CH!0 !inset". The inset shows the behavior of the full expression for '0(q) for r0 /&!0 !dotted line", r0 /&
!0.02 !dash-dotted line", r0 /&!0.1 !solid line", and r0 /&!1 !dash-double-dotted line". For $qr0 ln(qr0)#r0 /& one can clearly see a linear
decrease of '0(q) as predicted by the product approximation whereas for $qr0 ln(qr0)"r0 /& there is a crossover to the singularity
)q2 ln(qr0) of the full theory.
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Figura 6.4: Relevancia de cH en la forma de γ(q), se puede observar como una dependencia en q de
cH puede permitir recuperar una forma similar a NaD, mientras que la posicio´n del mı´nimo
depende n´ıtidamente del valor asignado a CH . Figura tomada de referencia[22], conservamos
en la figura su notacio´n para γ como σ y r0 es el ζ que hemos usado en figura (6.2).
γ(q) en funcio´n de CH . Concluyendo estas suposiciones les permiten encontrar el comportamiento
a q grandes creciente, basa´ndose en el comportamiento para q pequen˜o. Tomando CH = 0 tendr´ı-
amos una prediccio´n sin la presencia de un mı´nimo, ana´loga a la de Napio´rkowski-Dietrich donde
el feedback entre la superficie intr´ınseca y el perfil intr´ınseco era ignorado. La forma funcional de
γ(q), en particular los coeficientes de rigidez que rigen los comportamientos en q dependen de C2H .
Los resultados de esta teor´ıa aparecen condensados en la figura (6.4).
6.5 Ana´lisis de los resultados
Resulta conveniente analizar las recetas de NaD y MeD globalmente ya que ambas definen un ha-
miltoniano efectivo como el coste de energ´ıa libre entre una configuracio´n plana y una configuracio´n
corrugada segu´n ξ(~R). NaD sencillamente desplaza el perfil localmente segu´n esta funcio´n ξ pero no
se plantea obtener un perfil que realmente minimice el funcional Ω para esta superficie intr´ınseca.
MeD introducen un desarrollo que permite de una parte introducir perfiles suaves y de otra permite
una cierta optimizacio´n del perfil de densidad en su desarrollo en curvaturas de la funcio´n ξ pero no
realizan una minimizacio´n completa. Desde este punto de vista resulta que CH determinada en el
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Figura 6.5: Resultados para γ(q obtenidos por el grupo experimental de Fradin-Daillant[218]. En la
figura observamos que sus resultados son tambie´n compatibles con cH dependiente de q pro-
gresivamente menor, a q grande la incertidumbre en las medidas es demasiado alta para ser
concluyente y el propio me´todo que intenta separar en la seccio´n eficaz diferencial diferentes
contribuciones cuestionable[219], mientras que la posibilidad de que en l´ıquidos como el agua
usados en el experimento[218] pueden ver disminuida su tensio´n superficial en determinadas
escalas debido a fuentes intensas de Rayos-X ha sido sugerida tambie´n recientemente[220].
re´gimen q ∼ 0 es usada tambie´n en q →∞ sin observar que el proceso de optimizacio´n de la u´nica
amplitud relevante que ha quedado en este nivel de aproximacio´n pueda ser dependiente18 del grado
de corrugacio´n de la superficie ξ. Si tal dependencia existe no es de esperar que el comportamiento
a q grandes este correctamente representado por su γ
(g)
MeD(q). De hecho si comparamos el exceso
de energ´ıa libre de NaD y MeD este u´ltimo es menor para q pequen˜o y sin embargo mayor para
valores de q grandes lo que puede estar asociado a una inconsistencia al incorporar informacio´n de
una zona del espectro de ondas capilares a otra.
Esto puede ser comprobado incluyendo un criterio variacional para la amplitud relevante CH(q)
que permita una optimizacio´n dentro de propio esquema de la teor´ıa de Mecke-Dietrich19.
18De hecho f´ısicamente parece ma´s sugerente que ρH pueda depender del grado de corrugacio´n de la interfase a
trave´s de la amplitud CH , en la figura (6.3) se han representado las funciones ρH utilizadas por Mecke-Dietrich para
diferentes valores de CH .
19Si el conjunto de aproximaciones realizadas es el adecuado las predicciones no deber´ıan peligrar en un proceso
de optimizacio´n y no altera el procedimiento de desarrollo en curvaturas de la interfase para el perfil de densidad,
toda vez que el valor de ρH no ha sido determinado dentro de la teor´ıa a este orden la teor´ıa solo puede te´cnicamente
mejorar.
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Figura 6.6: Comparacio´n de γ(q) entre el resultado de Mecke-Dietrich[22] y el proceso de optimizacio´n
basado en CH(q). L´ınea de puntos, Mecke-Dietrich. L´ınea discontinua, optimizacio´n medi-
ante CH(q), l´ınea continua resultados de Napio´rkowski-Dietrich[21].
El resultado puede observarse en la figura (6.6) e indica una variacio´n de CH ∼ q−2 lo que
elimina el crecimiento espu´reo de γ(q) dentro de la aproximacio´n de MeD revela´ndose similar a
NaD y obteniendo un comportamiento cierto de γ(g)(q →∞) = κq2 +O(q4) pero con κ ∼ q−4.
Como consecuencia el desacuerdo entre NaD y las aportaciones fenomenolo´gicas persiste ma´s
acentuado en MeD. De este modo ni la incorporacio´n de perfiles suaves ni subsiguiente desarrollo en
curvaturas locales permiten obtener un resultado para γ(g)(q) acorde con lo que fenomenolo´gicamente
es esperable.
Podemos completar el ana´lisis observando que un desplazamiento r´ıgido de la interfase, como en
la prediccio´n ba´sica de la teor´ıa de ondas capilares, solo es sentido en HI por la parte contenida en
Fex[ρξ], la energ´ıa libre de exceso del funcional donde esta´n contenidas las interacciones y que esta
construida a su vez mediante medidas no-locales que poseen un alcance dado por ζ, por lo tanto
si solo corrugamos en los modos con q  ζ−1 el perfil correspondiente a minimizar el funcional
debe ser similar a promediar en la coordenada transversal y por tanto en realidad para valores
de q altos equivale de hecho a la ec. (D.30), siempre que ∆2CW en ec. (D.36) incluya solo estos
186 Hamiltonianos de interfase en la teor´ıa del funcional de la densidad
modos, si realizamos un desarrollo de Taylor de la convolucio´n dada en ec. (D.30). Si aplicamos
que < ξ(~R) >= 0 podemos estimar una expresio´n para Fex[ρξ] si q  ζ−10 , es decir, se cumple,
Fex[ρξ(~r)] ' Fex[〈ρξ〉~R] (6.24)
y este mismo perfil estar´ıa dado por,
〈ρξ〉~R =
〈
ρDF (z − ξ(~R))
〉
ξ
(6.25)
y
〈ρξ〉~R = ρDF (z) +
1
2
d2ρ(z)
dz2
∆2G (6.26)
donde ∆2G =
∑
q ξqξ
∗
q la dispersio´n cuadra´tica media en el rango q >> ζ
−1.
Podemos expandir el funcional de exceso responsable de las contribuciones esenciales (como se
manifiesta expl´ıcitamente en la aproximacio´n NaD) y usando la expansio´n termodina´mica de la
parte de exceso escribir,
Fex[〈ρξ〉~R] ' Fex[ρDF ] +
∫
d~r
δ2Fex[ρ]
δρ(~R)2
1
2
d2ρ(z)
dz2
∆2CW (6.27)
donde las propiedades de ρDF (z) en los limites del volumen permite escribir:
HDF [ξ(~R)] ' A
2
∫
dz
1
βρDF (z)
[ρ′DF (z)]
∑
q
ξqξ
∗
q (6.28)
gracias a que al escribir la funcio´n de correlacio´n de primer orden (primera derivada de la energ´ıa
libre) hemos hecho uso impl´ıcitamente la ecuacio´n de Euler-Lagrange que representa la condicio´n
de equilibrio para la densidad. Obviamente en el limite q  ζ−1 la parte de exceso relacionada con
la cola atractiva no es relevante20 y podemos en un funcional local aproximar c(1)(ρ) ' f ′HS(ρ) y
de hecho expresar por tanto:
HDF [ξ] ∼ A
2
∫
dzf ′′hs(ρ)
d2ρDF
dz2
∑
q
|ξq|2 (6.29)
En ambas situaciones la dependencia en el a´rea de la interfase intr´ınseca se ha perdido quedando
u´nicamente una dependencia en el a´rea macrosco´pica de la interfase lo que explica el compor-
tamiento a q grande como:
γ(g)(q) ∼ γDF q−2 (6.30)
ya que el resto de factores incluidos no poseen dependencia en q.
20De hecho wˆ(q →∞, z) ' 0.
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6.6 Inclusio´n de una parte no-local en el sistema de referencia de esferas
duras
Hasta el momento todas las determinaciones de Heff han surgido dentro del contexto de funcionales
locales en la bibliograf´ıa existente21, ¿que´ papel juega restringirnos a funcionales locales? Hemos
sugerido que los problemas no esta´n relacionados con la aproximacio´n concreta usado sino con la
hipo´tesis de partida que identifica HI con diferencias entre la energ´ıa libre plana y corrugada. El
objetivo ahora es obtener bajo las hipo´tesis de la propuestas de Napiorkowski-Dietrich o Mecke-
Dietrich resultados en el caso de un funcional no-local e insistir por tanto en que el problema de
estas propuestas no esta relacionado con la localidad del funcional utilizado, determinamos por
tanto la funcio´n γ(q) dentro de un esquema funcional no-local que en consonancia con los fun-
cionales utilizados en los apartados anteriores sera´ un funcional FMT-MFA, entendido como una
teor´ıa de van der Waals generalizada.
Comenzamos desde ec. (6.13) aplicando las aproximaciones funcionales introducidas en §4.1,
adema´s al igual que Mecke-Dietrich planteamos ρDF (z) como perfil intr´ınseco
22, por lo visto an-
teriormente los resultados que obtengamos sera´n directamente comparables con los obtenidos op-
timizando CH para funcionales locales. Por tanto realizamos una expansio´n del funcional de la
densidad como para determinar la diferencia,
Fex[ρ(z − ξ(~R))]−Fex[ρ(z)] (6.31)
los detalles del ca´lculo son dados en §B.2 donde el lector puede consultar las expresiones recordando
que ρin aqu´ı utilizado es el perfil l´ıquido-vapor presentado en §5.2 y te´rminos de la forma ρq(z) no
son tenidos en cuenta23. Los resultados se pueden ver en la figura (6.7) que confirma una curva,
para la funcio´n γ(q) igualmente decreciente a la mostrada en (6.6) tanto cualitativa como cuanti-
tativamente.
Como hemos comentado en el caso de MeD bajo sus hipo´tesis y en otros previos, ve´ase (3.5) un
ca´lculo propiamente realizado requiere tener en cuenta la posible relajacio´n del sistema, es decir el
perfil intr´ınseco plano en presencia de una corrugacio´n ξ(~R) se ve alterado por la reacomododacio´n
de las part´ıculas a la nueva imposicio´n de una superficie ξ, y por tanto es conveniente extender
21El crossing criterium es solo efectivo en funcionales locales, esta restriccio´n sobre un funcional no-local que se
defina mediante promedios sobre el perfil de densidad usando convoluciones como el que se introdujo en §2.9 carece
de viabilidad ya que no tiene efecto sobre las funciones densidad promediadas.
22Esta hipo´tesis es de partida incompatible con los resultados vistos en §5.4 que consideraban que el perfil ρDF (z)
inclu´ıa parte del espectro de ondas capilares, sencillamente intentamos ver a donde nos conduce.
23Tambie´n puede consultar las expresiones en §A.7 si all´ı sustituye ρv,δ por ρDF , en cualquier caso es posible que
el lector volver a este punto tras leer el ape´ndice §A, ya que operacionalmente hablando este es un caso particular
de aquel.
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Figura 6.7: Solucio´n para h(q) en diferentes modelos. De arriba a abajo. SA-PY T/U=0.60 Cı´rculos.
Na-PY T/U=0.637 Cuadrados Hg-PY T/U=0.75 Diamantes. A la izquierda la curvas visibles
representan el costo en energ´ıa libre de un desplazamiento r´ıgido de perfil mientras que las
curvas compatibles con h(q) ∼ 0 son las anteriores incluyendo la relajacio´n en el sistema. A la
derecha podemos ver estos mismos resultados con la hipote´tica γ(q) = h(q)/q2, ana´logamente
vemos que incluir la relajacio´n es compatible con γ(q) ∼ 0 excepto en q ∼ 0 en que se recupera
la γlv, tanto en la parte sin relajacio´n como en la parte relajativa de un modo adecuado. En la
parte de la derecha se han desplazado verticalmente las figuras para su correcta visualizacio´n.
6.6. Inclusio´n de una parte no-local en el sistema de referencia de esferas duras 189
el argumento dado anteriormente a un caso ma´s general. Extendemos la forma usual de la teor´ıa
de ondas capilares que supone que el desplazamiento r´ıgido anula la dependencia en la coordenada
transversal y expresamos correcciones debido a la posibilidad de tener un l´ıquido compresible por
la expresio´n:
ρξ(z, ~R) = ρ(z − ξ(~R), ~R) =
∑
q
ρq(z − ξ(~R))e−i~q ~R (6.32)
Si el lector vuelve a los detalles dados en §B.2 ahora incluimos los te´rminos ρq(z) que deter-
minamos pidiendo que hagan extremal a la expresio´n indicada (6.31), que recuerde no es sino ec.
(6.18), para cada q. Esto permite formalmente determinar las funciones ρq as´ı como el costo en
energ´ıa libre de corrugar el perfil de densidad obtenido como perfil medio en los cap´ıtulos anteriores
en ausencia de potencial externo.
En cuanto a la relacio´n con resultados previos, notar que eliminando la relajacio´n (ρ˜q 6=0 = 0)
reproducimos el modelo de ondas capilares extendido §3.5 mientras que incluyendo u´nicamente el
te´rmino
∑
q e
i~q ~Rξqρ˜q(z) tenemos la propuesta de Parry y Boulter [147].
En la parte derecha de la figura (6.8) podemos ver la forma de las funciones ρq(z), que se
complementa con la parte izquierda en que vemos las diferentes contribuciones a h(q) = Rq + ∆q,
como vemos en ella los valores de la relajacio´n son tales que los te´rminos relajativos, cuya suma
llamamos Rq, y los te´rminos de desplazamiento, cuya suma llamamos ∆q, son ide´nticos para cada
parte del funcional, esto lo podemos ver del siguiente modo, dado el valor de ρq(z) obtenido de
nuestra optimizacio´n la contribucio´n relajativa es:
Rq = −
∫
dzB(z)ρq(z) = −
∫
dz [BHS(z) + BAT (z)] ρq(z) (6.33)
a valores de q altos tenemos h(q) ∼ 0, y si de hecho sustituimos ρq(z) por ρ′0(z) vemos que
las expresiones son iguales te´rmino a te´rmino formalmente. Las diferencias a q alto entre ρq(z) y
ρ′0(z) se deben a las inconsistencias nume´ricas propias de un ca´lculo de la parte repulsiva donde
se incluyen integrales dobles sobre dos kernels con variacio´n en q impl´ıcita en funciones de Bessel
sobre una amplia regio´n de integracio´n24.
24Por esta razo´n hemos indicado h(q) ∼ 0 ya que en rigor es diferente pero muy pro´ximo a 0, podemos estimar a
grosso modo nuestro error del siguiente modo, donde tengamos integrales de orden 1, ∂νφ lo expresamos mediante∫
dz
∑
µ ∂νµφρ
′
0(z) ambas deber´ıan ser ide´nticas en el caso exacto, esto permite entender que la regla de suma
h(q ∼ 0) ' γlvq2 se de solo en sentido aproximado: una aproximacio´n la acotara´ por arriba y la otra por abajo, con
todo damos preferencia a los ca´lculos con ∂νφ ya que leves discrepancias en la normalizacio´n de ωνq tendra´n menos
relevancia en el ca´lculo a valores de q grandes por este me´todo. En cierto sentido la regla de suma que impone
TZ ha de verificarla todo ca´lculo consistente mientras todo ca´lculo con una parte repulsiva no-local permite dotar a
este l´ımite de un significado f´ısico ma´s alla´ de la simple contribucio´n de la parte atractiva que realmente ya estaba
incluida en van der Waals el problema nume´rico en q ' 0 es menos relevante ya que la verdadera dificultad esta en
idear una teor´ıa con sentido en q alto. En nuestro ca´lculo el comportamiento es γq2 y aunque la parte repulsiva
posee un error del treinta al cuarenta por ciento la parte atractiva sigue siendo la de mayor peso en este re´gimen.
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Figura 6.8: Izquierda. Hg-FMT-PY T/U=0.75. Cuadrados HS+AT, c´ırculos HS, rombos AT. S´ımbolos
blancos representa contribuciones a ∆q y s´ımbolos negros los correspondientes a Rq, calculados
como se indica en el texto, vemos las dos escalar diferentes en el comportamiento en q de
HS y AT. A la derecha, l´ınea gruesa representa ρ′(z) mientras que en l´ınea punteada es
ρq∼0(z) que es proporcional tambie´n a ρ′(z) pero con un factor q hace que solo sea relevante
la parte de desplazamiento en q ∼ 0. Las l´ıneas discontinua y discontinua-punteada aparecen
superpuestas y se corresponden con las funciones ρq(z) para q = 1 y q = 5, arriba un caso
suave dado por Hg-FMT-PY T/U=0.75, abajo un caso con estructura dado por SA-FMT-PY
T/U=0.60
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El resultado es compatible con el hecho de que formas ma´s generales de corrugacio´n que suponer
un l´ıquido incompresible ya esta´n incluidas en un perfil que realmente esta promediado sobre valores
de q altos.
Una vez obtenemos el resultado que hace mı´nima la forma cuadra´tica descrita en el ape´ndice
tenemos la expresio´n para la relajacio´n como:
Rq = −
∫
dz1dz2ρ
′
0(z1)c
(2)(z1, z2, q)ρ
0
q(z2) (6.34)
el hecho de que sea igual a la expresio´n de ∆q se debe a que ρ
0
q(z2) = ρ
′
0(z1) de modo que
∆q +Rq = h(q) ∼ 0.
La expresio´n de c(2)(z1, z2, q) no incluye la parte ideal aunque para la determinacio´n de las
funciones ρ′0(z1) y ρ
0
q(z2) ha sido necesaria. Conviene un estudio completo de C
(2)(z1, z2, ~R12).
6.6.1 Excursus: Espectro de autovalores de C(2)(z1, z2, q)
La f´ısica contenida en el ca´lculo[221] puede verse a partir del espectro de autovalores de la funcio´n
C(2)(z1, z2, q) que si incluye la parte ideal.
Para analizar las correlaciones incluidas en en los funcionales no-locales hemos determinado el
espectro de la funcio´n C(2)(z1, z2, q) diagonalizando esta matriz para cada q, la descomposicio´n
espectral subsiguiente para cada modo queda como,
Cˆ(z1, z2, q) =
∑
λ
E(λ, q)φqλ(z1)φ
q
λ(z2) (6.35)
La forma concreta de los autovectores permite indagar la forma en que esta´n presentes las ondas
capilares en la funcio´n de correlacio´n. Para ello retomamos las expresiones que daban lugar a la
ecuacio´n TZ,
δΩ[ρ0 + ∆ρ] =
1
2Aβ
∫
dz1
∫
dz2
∑
~q
C(2)(z1, z2, ~q)∆ρ(~q, z1)∆ρ(−~q, z2) (6.36)
introducimos la descomposicio´n espectral, reagrupamos te´rminos e imponemos fluctuaciones de la
forma de ondas capilares, recue´rdese la expresio´n (3.13),
δΩ[ρ0 + ∆ρ] =
1
2Aβ
∑
q
∑
λ
E(λ, q)|ξq|2
∫
dz1φ
q
λ(z1)ρ
′
0(z1)
∫
dz2φ
q
λ(z2)ρ
′
0(z2) (6.37)
el conjunto de funciones φqλ para cada λ es ortonormal luego si ρ
′
0(z2) ∈ {φqλ} esperamos que para
cada q solo exista una posible funcio´n cuya proyeccio´n con ρ′0(z) sea pro´xima a la unidad. En la
figura (6.9) podemos ver para diferentes valores de q el autovector que cumple
∫
dzφqλ(z)ρ
′
0(z) ' 1
donde hemos permitido variaciones de este valor como se aprecia en la misma figura. Para valores
de q alta el autovector caracter´ıstico desarrolla oscilaciones propias de las soluciones de volumen
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(a) Autovectores de C(2)(q) similares a ρ′(z)
desde q ' 0. Modelo Na. Aprox. FMT-PY.
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(c) Proyeccio´n autovectores de C(2)(q) sim-
ilares a ρ′(z) desde q ' 0. Modelo Na.
Aprox. FMT-PY. Varias temperaturas.
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(d) Proyeccio´n autovectores de C(2)(q) sim-
ilares a ρ′(z) desde q ' 0. Modelo LJ2.5σ.
Aprox. FMT-PY. Varias temperaturas.
0 0,5 1 1,5 2
qσ
0,7
0,8
0,9
1
<
ρ q
|ρ’
>
T/U=0.95
T/U=0.85
T/U=0.75
T/U=0.68
Figura 6.9: Autovectores de C(2)(q) similares a la derivada del perfil de densidad ρDF (z) determinado
en §5.2, para valores de q mayores de los presentados las diferencias de la proyeccio´n de
estas funciones con el caso q=0.05 presenta discrepancias mayores. Se muestra el valor de la
proyeccio´n al variar q sobre el caso q=0.05
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(a) Ana´lisis autovalores E(λcw) del autovec-
tor similar a ρ′(z) desde q ' 0 hasta q ' 1, en
escala q2σ2. Modelo LJ2.5σ. Aprox. FMT-
PY. T/U=0.68, 0.75, 0.85, 0.95
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(b) Posic. autovectores de C(2)(q) simi-
lares a ρ′(z) en el espectro al variar q desde
q ' 0. Modelo LJ2.5σ. Aprox. FMT-PY.
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Figura 6.10: (a) Autovalores del autovector representativo de ρ′(z), para cuatro valores de T/U.(b)
Posicio´n en el espectro de autovalores completo de autovalor E(λcw) para la cuatro temper-
aturas en (a) representando su variacio´n en q. Se comprueban las dos regiones comentadas
en el texto donde se pueden encontrar determinados autovectores.
ma´s o menos acopladas a modos particulares segu´n el modelo de interaccio´n, observamos una fuerte
dependencia con la temperatura, a temperaturas altas donde la interfase es ma´s blanda y ma´s ancha
el modo similar a ρ′0(z) persiste en el espectro sin variar significativamente al aumentar q. Cerca
del punto triple, decrece aunque no de modo mono´tono. Si llamamos al autovalor correspondiente
E(λCW ) y al autovector φ
q
λcw
(z) podemos expresar que en primera aproximacio´n,
δΩ[ρ0 + ∆ρ] =
1
2Aβ
∑
q
E(λCW , q)|ξq|2
∫
dz1φ
q
λCW
(z1)ρ
′
0(z1)
∫
dz2φ
q
λCW
(z2)ρ
′
0(z2) (6.38)
los valores de E(λCW , q) se pueden ver en figura (6.10), donde se representa frente a q
2 y para
q << 1 presenta un comportamiento lineal que se pierde para q & 1 como es de esperar25 por lo
visto en el ana´lisis §6.5.
Respecto de la posicio´n en el espectro completo de autovalores E(λCW ) si ordenamos de modo
creciente el conjunto E(λ) como aparece reflejado en la figura (6.10), vemos que hay dos regiones
estabilizadas en las que el autovector φqλcw(z) se posiciona estando la transicio´n localizada en q ' 0.7
que equivale a L ' 10σ. Estas dos regiones se corresponden con la zona del espectro donde se local-
25Donde adema´s la hipo´tesis
∫
dzφqλ(z)ρ
′
0(z) . 1 se da en un sentido solo aproximado al incrementar q.
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izan los modos correspondientes a fluctuaciones superficiales, analizamos esta cuestio´n comparando
con resultados de simulacio´n.
6.6.1.1 Comparacio´n con resultados de simulacio´n
La funcio´n G(2) es accesible mediante experimentos nume´ricos lo que permite comparar con los
autovalores encontrados desde propuestas del funcional de la densidad.
(a) Espectro de G(2) para LJ de Steki (b) Espectro de G(2 desde FMT-PY
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Figura 6.11: (a) Espectro de G(2) obtenido por Steki[222] para LJ 2.5σ a T/U=0.75. (b) Espectros de
G(2) obtenidos para FMT-PY desde espectro C(2) para un modelo LJ 2.5σ a T/U=0.68 ,
0.75, 0.95 y Sodio a T/U=0.50 y T/U=0.90
En la figura (6.11) comparamos los resultados para el espectro en q ' 0 determinados mediante
simulacio´n de Dina´mica Molecular para un modelo LJ25 y T/U = 0.75 obtenido por J.Steki [222]
con nuestros resultados en q = 0.05 para el modelo Lennard-Jones y en el modelo Sodio donde
hemos variado la temperatura. Como en el resultado de Steki aparece separado del espectro un
autovalor correspondiente a la teor´ıa de ondas capilares cla´sica y su divergencia en q → 0+, aunque
la separacio´n entre este valor y el resto del espectro depende notablemente de la temperatura, para
T alta la separacio´n es de hasta tres ordenes de magnitud, para T cercana al punto triple o la
inestabilidad frente al so´lido la separacio´n es n´ıtida (escala logar´ıtmica) pero mucho menor. El
espectro se divide en plateau y zonas de decrecimiento, es en estas zonas donde es localiza el modo
φqλcw(z) y son las zonas donde se presenta mayor discrepancia en E(λ, q) al variar la temperatura.
Uno de los objetivos de Stecki fue localizar los modos con mayor dependencia en q, encontrando la
presencia de otro modo, que identifico´ como caracter´ısticos de la interfase, equivalente a ρ′′(z), en
el caso del funcional FMT-PY tenemos los resultados que se visualizan en la figura (6.12), donde
buscamos autovectores similares a
dφ0λcw (z)
dz .
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En dicha figura observamos como se comporta este modo en su variacio´n con q, el lector puede
ahora comparar con la figura (6.3), y apreciar como los dos perfiles que la teor´ıa de MeD convolu-
ciona26 son aproximadamente φ0λcw(z) que se corresponde con
ρ0(z)
dz y
dφ0λcw (z)
dz que se corresponde
con ρH(z), el primero persiste en un ana´lisis de los autovectores de C
(2) mientras que el segundo
no persiste salvo en q bajos y para temperaturas altas. En cuanto a los valores de las proyecciones
sabemos que | < φ0λcw(z)|φqλcw(z) > | ' 1 y | < φ0λcw(z)|φ
q
λcw
(z) > | ' 5 con una variacio´n mayor y
sin ser el u´nico autovector con proyeccio´n significativamente diferente de cero.
El ana´lisis completo del espectro de autovalores de C(2)(q) puede verse en la figura (6.13) que
como vemos muestra las zonas donde esta localizada la variacio´n en q y donde deben estar localiza-
dos los modos de la interfase, y compara´ndola con la figura (6.11) ver que en efecto los valores ma´s
estables del espectro correspondientes a autovectores propios de las fluctuaciones de volumen se hal-
lan contenidas en los plateau y las mayores variaciones corresponden a fluctuaciones en la superficie.
En cuanto a un modo de la forma ρ′′′(z) estabilizado en un cierto rango de q no nos ha sido
posible encontrarlo sugiriendo que dentro de las teor´ıas generalizadas de van der Waals un ana´lisis
que incluya las dos primeras derivadas como contribuciones superficiales puede ser suficiente, la
proyeccio´n ρ′′′(z) con funciones φλ(z) aparece repartida entre multitud de autovectores y aunque
ninguno preserva la forma funcional de ρ′′′(z) si aparecen siempre localizados en la zona del espectro
correspondiente a modos que var´ıan con q.
Los resultados de Stecki hacen sugerir que para conocer las contribuciones superficiales a la
funcio´n G(2) es preciso incluir ma´s te´rminos que el usual dado por ec. (3.37), y propone incluir
te´rminos de la forma < ξ(~R1)ξ(~R2) > ρ
n(z1)ρ
m(z1) sin embargo no evalu´a la presencia o no de
estos te´rminos con la temperatura cuestio´n que a la luz de los resultados mostrados para teor´ıas de
van der Waals generalizadas parece necesario.
Los resultados que obtuvo Steki tambie´n son relevantes al respecto de la discusio´n acerca de
γ(q), en su estudio usando una definicio´n de superficie intr´ınseca como una superficie local de
Gibbs encontro´ < |ξq|2 >∼ χ(q), expresando el hecho de que esta definicio´n de ξ(~R) no esta
correlacionada con la superficie intr´ınseca a nivel microsco´pico lo que se refleja en fluctuaciones
de volumen presentes en < |ξq|2 >. Si comparamos el comportamiento de γ(q) con el me´todo
percolativo-interpolativo, ve´ase la figura (1.14), en el primer caso < |ξq|2 >∼ q para q grande mien-
tras que nuevo criterio muestra un decrecimiento mayor de la prediccio´n de CWT. En consecuencia
26En el caso de un funcional local bajo aproximacio´n de gradientes cuadrados se puede resolver anal´ıticamente el
problema de autovalores para un f(ρ) = τ(ρ(z) − ρl)2(ρ(z) − ρv)2 y resultan ser polinomios de Legendre asociados
Pm2 (x) cuya variable es x = tanh(z/ξB), de modo que cualitativamente los dos primeros autovectores se corresponden
con las dos funciones que hemos encontrado aunque en nuestro caso no son completamente sime´tricas respecto de la
interfase como si lo son en este caso anal´ıtico. Para otras funciones f(ρ) no es general la obtencio´n de dos modos
aislados de un espectro continuo con esta forma funcional.
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(a) Autovectores de C(2)(q) similares a ρ′′(z) desde q ' 0. Modelo
LJ2.5σ. Aprox. FMT-PY. T/U=0.95
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(b) Autovectores de C(2)(q) similares a ρ′′(z) desde q ' 0. Modelo
LJ2.5σ. Aprox. FMT-PY. T/U=0.75
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Figura 6.12: (a) Autovectores de C(2)(q) similares a ρ′′(z) desde q ' 0. Modelo LJ2.5σ. Aprox. FMT-
PY. T/U=0.95 (b) Autovectores de C(2)(q) similares a ρ′′(z) desde q ' 0. Modelo LJ2.5σ.
Aprox. FMT-PY. T/U=0.75, podemos apreciar la relevancia de la temperatura. En esta
T/U vemos dos valores a q = 0.30 cuyas proyecciones son similares y que presentan una
zona notablemente oscilante cerca del volumen.
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(a) Espectro de autovalores de C(2)(q), relativo a q=0.05, Mo-
delo LJ2.5σ. Aprox. FMT-PY. T/U=0.68
20 30 40 50 60
λ
1
1,25
0 100 200 300 400 500
λ
0,5
1
1,5
2
Ε(
λ,θ
) / 
Ε(
λ,0
.05
)
q=0.05
q=0.10
q=0.15
q=0.27
q=0.46
q=0.65
q=0.85
q=1.15
q=2.5
q=5
(b) Espectro de autovalores de C(2)(q), relativo a q=0.05, Mo-
delo LJ2.5σ. Aprox. FMT-PY. T/U=0.95
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Figura 6.13: Variacio´n del espectro de autovalores al variar el valor de q. Se determina comparando con
el valor en q = 0.05. Se muestra para dos T/U diferentes y apreciar la relevancia de T/U.
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este u´ltimo reproduce el limite macrosco´pico dado por CWT y propone una γ(q) mono´tonamente
creciente. En simulaciones nume´ricas el origen de la dificultad para definir un HI esta en la necesi-
dad de especificar la superficie intr´ınseca ξ(~R) para cada configuracio´n del sistema §1.8.1.
6.7 Conclusiones
• En el trabajo de Mecke y Dietrich se insiste en la separacio´n a todas las escalas de ambos
tipos de fluctuaciones para lograr una evaluacio´n correcta del la energ´ıa contenida en las ondas
capilares, sin embargo, una determinacio´n ma´s completa dentro de su propia teor´ıa lleva a
un decrecimiento espu´reo en la energ´ıa asociada a las ondas capilares a escalas microsco´picas
indicando el aparentemente contradictorio hecho de que a escalas menores la superficie es
progresivamente ma´s rugosa y no posee un cutoff propio que impida las divergencias que
afectan a CWT.
• El problema nace de la definicio´n de hamiltoniano de interfase como HI [ξ(~R)] = Ω[ρξ(~r)] −
Ω[ρ0(z)] ya que la densidad ρξ(~r) no puede ser utilizada de modo univoco en todas las escalas
para determinar la superficie intr´ınseca, y el crossing criterium se convierte en insuficiente27.
Y consecuentemente la separacio´n de las fluctuaciones de superficie y volumen no se realiza
correctamente.
• Resulta por tanto necesario construir una teor´ıa que parta de un perfil de densidad donde
han sido primero diferenciadas adecuadamente todas las fluctuaciones superficiales presentes
para en un segundo paso construir un esquema que diferencie correctamente fluctuaciones
de volumen y superficie y as´ı introducir solo las fluctuaciones superficiales no presentes. Un
avance a las propiedades de una teor´ıa con estos objetivos se desarrolla en el primer ape´ndice.
• La diagonalizacio´n de la funcio´n de correlacio´n directa muestra unos resultados para el es-
pectro de autovalores similar al obtenido mediante simulaciones nume´ricas por Steki. El
autovector ρ′(z) esta presente en todo el espectro a altas temperaturas cuando la interfase
ma´s difusa y las tensiones superficiales menores, a temperaturas bajas persiste hasta q altos
mezcladose levemente con autovectores ma´s propios del volumen. Este feno´meno de mezcla se
produce ma´s claramente en ρ′′(z) que a valores altos de q ha desaparecido en los autovectores
usuales de volumen.
27Esto se ha visto en una teor´ıa local para la parte de esferas duras en un funcional no-local las posibilidades de
definir de este modo ξ(~R) son aun ma´s dif´ıciles.
APE´NDICES A
Perfil intr´ınseco en la teor´ıa del funcional de la
densidad
Al comenzar, ve´ase §1.6, hemos visto como los resultados experimentales para metales l´ıquidos son
compatibles con un esquema interpretativo donde la estructuracio´n en capas del perfil de densidad
nace de un perfil intr´ınseco altamente estructurado sobre el que la teor´ıa de ondas capilares cla´sica
da lugar al perfil observado. Los resultados en §5.4 indican que este mismo esquema es adecuado
para los perfiles que surgen en la teor´ıa del funcional de la densidad para aproximaciones funcionales
que reproduzcan adecuadamente al menos parte de las correlaciones incluidas en el sistema.
Dentro de las simulaciones, ve´ase §1.8.1, es posible determinar tanto el perfil de densidad medio
como un perfil intr´ınseco, este u´ltimo necesita un procedimiento para determinar la superficie
intr´ınseca a partir de las configuraciones moleculares y acabara´ presentando una dependencia en el
nivel de corrugacio´n dado de la superficie intr´ınseca. Si el procedimiento que determina la superfi-
cie intr´ınseca es adecuado permite obtener resultados otra vez compatibles tanto con los resultados
experimentales como con la reinterpretacio´n realizada en §5.4 de ρDF (~r).
En este ape´ndice los objetivos son por tanto, recuperar las principales conclusiones obtenidas
dentro de los esquemas de simulacio´n y constituirlas en conceptos sobre los que se articula una
aproximacio´n que permita el ana´lisis de la estructura intr´ınseca dentro la teor´ıa del funcional de la
densidad. Comenzamos con la definicio´n de Hamiltoniano efectivo de superficie que es equivalente
a la presentada en ec. (6.7) y en §D.1 pero que aqu´ı utilizamos para realizar dos definiciones ma´s
que sera´n de utilidad, un operador proyeccio´n y una funcio´n de distribucio´n.
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A.1 Hamiltoniano efectivo de superficie
Partimos del espacio de configuraciones del sistema que denominamos Γ, suponemos que cada
configuracio´n permite determinar una superficie intr´ınseca ξ(~R), de modo que tenemos una particio´n
del espacio Γ en subespacios Γξ, y tal que que ∪Γξ = Γ. Esto permite formalmente restringir la
traza usual del colectivo macrocano´nico, que llamaremos traza cla´sica, y extraer las propiedades de
volumen para definir un Hamiltoniano efectivo de superficie H[ξ],
Ξ[T, V, µ] = Trcl
[
e−β(HN−µN)
]
=
∞∑
N=N0
eβµN
Λ3NN !
∑
~rN
e−βUN
= Tr
{ξ}
 ∑
(N,~rN )∈Γξ
e−β(UN−µN)
Λ3NN !
 = eβpV Tr
{ξ}
[
e−βH[ξ]
]
(A.1)
ya que sabemos que1 logΞ = −βpV −βγlvA0. Hemos escrito la presio´n de coexistencia y la tensio´n
superficial macrosco´pica l´ıquido-vapor as´ı como el a´rea tambie´n macrosco´pica de la interfase. La
traza cla´sica en el subespacio Γξ la notaremos por Tr
(ξ)
cl y se respeta la propiedad Trcl = Tr(ξ)Tr
(ξ)
cl .
De modo que hemos definido,
e−βH[ξ] ≡
∑
Γξ
e−β(UN−µN+pV )
Λ3NN !
= Tr
(ξ)
cl
[
e−β(HN−µN)
]
(A.2)
Introducimos un operador proyeccio´n del espacio Γ al subespacio Γξ que permita simplificar y
clarificar tanto la notacio´n como la definicio´n deH[ξ]. Dado dicho operador Λ(ξ, ~rN ) el hamiltoniano
efectivo queda definido por la relacio´n2,
e−βH[ξ] ≡ Trcl
[
Λ(ξ, ~rN )e−β(HN−µN)
]
≡ Z[ξ] (A.3)
Como consecuencia este operador ha de tener necesariamente las siguientes dos propiedades,
• Λ(ξ, ~rN ) ≥ 0 de esta manera e−βH[ξ] sera´ positivo.
• ∑
{ξ}
Λ(ξ, ~rN ) = 1, esto nos garantiza que Tr
{ξ}
[
e−βH[ξ]
]
= Trcl
[
e−β(HN−µN)
]
A.2 Funcio´n de distribucio´n densidad en Γξ
Definimos en este espacio restringido Γξ una funcio´n de distribucio´n dada por,
ρξ(~r) =
1
Z[ξ]Tr
(ξ)
cl [ρˆope
−βHN (~rN )] ≡ 1Z[ξ]
∑
(N,~r)∈Γξ
eβUN−µN+pV ρˆop(~r) (A.4)
1Consideramos por tanto despreciables te´rminos superficiales del sistema en contacto con posibles paredes.
2Notar la analog´ıa con los me´todos del grupo de renormalizacio´n[223, 79].
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donde ρˆop(~r) es el usual,
ρˆop(~r) =
N∑
i=1
δ(3)(~r − ~ri) =
N∑
i=1
δ(1)(z − zi)δ(2)(~R− ~Ri) (A.5)
resulta ahora co´modo expresar que:
ρξ(~r) =
1
Z[ξ]Trcl[Λ(ξ, ~r
N )ρˆope
−βHN (~rN )] (A.6)
A.3 Estudio bajo el Funcional de la Densidad
En el funcional de la densidad el tratamiento que hasta el momento se utilizado consiste en escribir,
e−β(Ω[ρξ]−Ω[ρ]) ≡ e−βHI [ξ] ≡ Trcl
[
Λ(ξ, ~rN )e−β(HN−µN)
]
(A.7)
lo que teniendo en cuenta que,
e−βΩ[ρξ] = Trcl
[(
e−βVext(~r
N ;ξ)
)
e−β(UN+KN−µN)
]
(A.8)
equivale a afirmar que el proyector que esperamos diferencie adecuadamente los subespacios
Γξ es un potencial externo a un cuerpo, que se define v´ıa superficie de Gibbs local o v´ıa crossing
criterium para funcionales locales. Vamos a analizar con detenimiento sus implicaciones, para ello
utilizamos una notacio´n compacta para Ξ[T, V, µ;u] donde u(~r) = βµ−βvext(~r), que expl´ıcitamente
diferencie los te´rminos expresables como un potencial externo3.
EscribimosH[~rN ] = UN [~rN ] y la parte cine´tica se integra para dar la longitud de onda te´rmica de
de Broglie Λ, definimos una medida en el espacio de la fases Γ, la medida macrocano´nica, mediante,
dµ(ω) = e−βUN [ω]dω (A.9)∫
dω =
∑
N
1
ΛdNN !
∫
d~x1...d~xN (A.10)
de modo que si expresamos el te´rmino correspondiente al potencial externo a un cuerpo, es decir∑
i vext(~ri) como < ρˆ
(1)(ω)|u) >= ∫
V
d~rN ρˆ(1)(~r;ω)u(~r), recordando ec. (2.23), tenemos de modo
compacto,
Ξ[u] =
∫
dµ(ω)e−<ρˆ|u> (A.11)
3Es la notacio´n usada en[109] y [110].
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Diferenciamos en el formalismo las part´ıculas ~x0, ..., ~xk, es decir, ω = (ω˜, ~x0, ..., ~xk) el resultado
explicito es,
Ξ[u] =
∫
d~x0...d~xk
∫
dµ(ω˜)e−<ρˆ(ω)|u> =
=
∫
d~x0...d~xke
−<ρˆ(~x0...~xk)|u>
∫
dµ(ω˜)e−<ρ(ω˜)|u>
=
∫
d~x0...d~xke
−<ρˆ(~x0...~xk)|u>e−βU˜(~x0...~xk) ·
·
∫
dµ(ω˜)e−<ρˆ(ω˜)|u>e−βU [~x0...~xk;ω˜] (A.12)
(A.13)
hemos definido U˜(~x0, ..., ~xk) =
1
2
∑
i,j φ(xi, xj) para potenciales a pares, el ı´ndice i recorre ω y el
ı´ndice j se restringe a (~x0, ..., ~xk). Y por tanto podemos definir una funcio´n de particio´n Ξ
∗[u˜|~x0...~xk]
que surge de un potencial externo definido como u˜(ω˜) = u(ω˜) + φ(~x1, ω˜) + ...+ φ(~xk, ω˜) La u´ltima
igualdad permite escribir,
Ξ[u] =
∫
d~x0...d~xke
−<ρ(~x0...~xk)|u>e−βU˜(~x0...~xk)Ξ∗[u˜|~x0...~xk] (A.14)
la funcio´n Ξ∗[u˜|~x0...~xk] esta bien definida bajo el potencial externo que incluye el original u(ω)
junto con el creado por el conjunto de k part´ıculas fijas. El formalismo del funcional de la densidad
permite obtener Ξ∗[u˜|~x0...~xk] as´ı como ρ(~x|~x0...~xk) y los proyectores que restringen el espacio Γ son
funciones δ, funciones que son compatibles con las propiedades dadas en §A.1.
Figura A.1: Se ilustra la diferencia indicada en el texto entre mirar un conjunto de part´ıculas y permitir
un proceso de coarse-graining en sus posiciones.
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En la figura (A.1) contiene junto al caso bien descrito, como acabamos de ver, por el funcional
de la densidad (izquierda) un caso diferente (derecha) en el que dada una configuracio´n ω˜ se per-
mite al conjunto (~x0...~xk) una cierta relajacio´n en sus posiciones, un ejemplo puede ser un sistema
homoge´neo denso con impurezas que permitimos difundir dentro del resto de part´ıculas, esto intro-
duce inmediatamente correlaciones entre el conjunto de grados de libertad ω˜ y el conjunto (~x0...~xk).
En el caso de que nos interesen las funciones de distribucio´n en ω˜ permitiendo este proceso de rela-
jacio´n, el problema ya no es representable mediante un potencial externo u˜ causado por k-part´ıculas
y tenemos que describir el sistema mediante un e−βW˜ que no es un potencial a un cuerpo respecto
de las variables ω˜ y obliga a tener en cuenta correlaciones inducidas entre las propias ω˜.
El ejemplo ma´s cla´sico consiste en diferenciar una part´ıcula, la funcio´n de particio´n macro-
cano´nica restringida a tener una part´ıcula en ~x0 permite obtener, mediante el formalismo del
funcional de la densidad, la funcio´n de distribucio´n condicional ρ(~x|~x0) de modo que si suponemos
el sistema total en ausencia de campo externo ρ(~x|~x0) = ρug(|~x − ~x0|) y en consecuencia recuper-
amos estructuralmente la funcio´n de distribucio´n radial. Si relajamos levemente el sistema en la
coordenada x0, resta integrar una variable colectiva λ0 en su lugar,
Ξ[u] =
∑
λ0
∫
dω˜e−W (ω˜)e−<ρˆ(ω˜)|u>
∫
R0
e−<ρˆ(x0)|u>e−W [x0,ω˜] (A.15)
la u´ltima integral representa un promedio, dada la configuracio´n ω˜ de la variable ~x0 sobre una cierta
regio´n R0, e integrando sobre la variable colectiva λ0 recuperamos la funcio´n de particio´n y con ella
la termodina´mica del sistema.
En un l´ıquido denso la funcio´n g(|~x− ~x0|) puede ser una buena descripcio´n del objeto que real-
mente aparece en el formalismo ρ(~x|λ0) y tambie´n aun en el l´ımite macrosco´pico la descripcio´n del
funcional de la densidad puede ser adecuada para la regla de suma que me permite obtener pV , pero
en escalas en que la diferencia entre el tratamiento de ~x0 y λ0 se hace relevante la aproximacio´n
falla al no diferenciar adecuadamente configuraciones que deben ser diferenciadas por un proyector
Λ(λ0|~xN ) y no un proyector Λ(~x0|~xN ) lo que implica por tanto que su energ´ıa libre efectiva H[λ0]
aproximada por el hamiltoniano efectivo H[~x0] es inadecuada al describir el sistema en estas escalas.
Esta idea es aplicable al caso de proyectores que intenten separar el espacio de las fases en
regiones Γξ, ve´ase la figura (A.2). Si definimos dicho proyector u´nicamente aludiendo a un potencial
externo sobre el resto de las part´ıculas tenemos una descripcio´n conceptualmente diferente de la
de un proyector construido de modo que es posible relajar la posicio´n de las part´ıculas de dicha
superficie intr´ınseca, este u´ltimo caso se relaciona con el criterio operacional-percolativo donde la
optimizacio´n en la eleccio´n de la superficie intr´ınseca no puede ser descrita con el proyector impl´ıcito
en el formalismo del funcional de la densidad.
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Figura A.2: Interfase conceptualizada por una capa de part´ıculas oscuras, a la izquierda sus posiciones
esta´n fijas, a la derecha representamos la existencia cierta relajacio´n. El problema dado a
la izquierda es representable por un potencial externo creado por las part´ıculas oscuras, en el
problema de la derecha la existencia de correlaciones efectivas impide dicha representabilidad.
Concretando ma´s, estamos diciendo que cada definicio´n de HI [ξ] posee una definicio´n impl´ıcita
o explicita de Λ(ξ, ω),
Ξ[u] =
∫
dµ(ω)e−<ρˆ|u> =
=
∫
dµ(ω)
{∫
DξΛ(ξ, ω)
}
e−<ρˆ|u> =
=
∫
Dξe−βH[ξ] (A.16)
Para hallar el proyector correspondiente a la superficie de Gibbs, procedemos a dividir el sistema
en l columnas, C0, ...Cl y definir ξG = (ξ0, ..., ξl) una configuracio´n ω es compatible con ξG si y solo
si el numero de part´ıculas contenidas en cada una de las columnas viene dado por N˜i = ξi∆ρA0 en
consecuencia el operador proyeccio´n se expresa como:
Λ(ξg, ω) = δ
(
N˜0 −
∫
dz
∫
C0
d~s
∫
dµ(ω)ρˆ(z,~s;ω)
)
· · ·
· · · δ
(
N˜l −
∫
dz
∫
Cl
d~s
∫
dµ(ω)ρˆ(z,~s;ω)
)
(A.17)
el hecho de que se exprese como producto de funciones δ que incluyen solo densidades ρ(1) sen˜ala
que es representable mediante un potencial externo a un cuerpo, del mismo modo que diferenciar
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la posicio´n de k-part´ıculas4.
En el caso del crossing criterium definimos el perfil intr´ınseco mediante el mı´nimo del funcional
Ω[ρ(~r)] tal que ρ(z, ξ(~R)) = ρ∗, y por tanto suponemos la existencia de un potencial externo u´nico
uext(~r, ξ(~R), ρ
∗) tal que:
ρint(~r; ξ(~R), ρ
∗) =
δlnΞ[u|ξ(~R), ρ∗]
δu
∣∣∣∣∣
eq
(A.19)
en el equilibrio, que como hemos discutido no es cierta para una imagen a escala molecular de la
superficie intr´ınseca5.
Si aun deseamos seguir entendiendo el problema como representable impl´ıcitamente por dicho
potencial externo, este dependera´ realmente de un conjunto amplio de funciones ξ(~R) ya que no
es capaz de diferenciarlas adecuadamente y representar u´nicamente una de ellas, sin embargo no
todas las propiedades reflejaran dependencia del mismo modo. Aquellas donde realmente la mezcla
de funciones ξ(~R) sea completa dicha teor´ıa sera´ incapaz de dar un resultado coherente reflejado
el problema de representabilidad en dicha propiedad. As´ı la determinacio´n de perfil intr´ınseco para
una ξ(~R) plana, por ejemplo, no deber´ıa tener un problema de representabilidad determinante, la
energ´ıa que cuesta llevar dicho perfil a un perfil corrugado por una funcio´n ξ(~R) con relevancia
microsco´pica sera´, por contra, imposible6.
En conclusio´n vamos a definir de modo aproximado dentro del funcional de la densidad una
funcio´n de distribucio´n densidad intr´ınseca que estara´ cualitativamente bien descrita del mismo
modo que, como comenta´bamos, una aproximacio´n adecuada al problema de la distribucio´n de
densidad de una part´ıcula fija en el sistema puede ser una buena aproximacio´n para la funcio´n de
distribucio´n real en que su posicio´n puede relajarse levemente. Sin embargo una vez definida esta
aproximacio´n para ρξ(~r) la determinacio´n de HI(ξ) puede mostrar un grado altamente variable de
representabilidad como veremos.
4Si lo expresamos de modo continuo puede ser expresado como Λ(ξq −
∫
dzρq(z)). Si adema´s imponemos que el
hamiltoniano efectivo resultante sea gaussiano podemos escribir:
e−βh(q)|ξq|
2
=
∫
dµ(ω)δ(ξq −
∫
dzρq(z)) (A.18)
el problema es aplicar esta relacio´n en el caso de q ' pi/σ donde la descripcio´n mediante ρq(z) resulta insuficiente.
5Ma´s alla´ de que como indicamos en el cap´ıtulo anterior el crossing criterium solo es efectivo en funcionales
locales y su desarrollo en gradientes pero para no funcionales ma´s elaborados basados en convoluciones.
6Un caso que nos recuerda este se puede encontrar en la determinacio´n del potencial de interaccio´n en una
sustancia mediante el factor de estructura de un material, el resultado sera´ realmente un potencial de interaccio´n
dependiente del estado del sistema, propiedades que no dependan de modo importante en esta dependencia pueden ser
representadas de modo adecuado por un φeff (z, ρ0) construido a partir de un estado concreto, pero otras propiedades
que impliquen sumar a conjunto completo de estados pueden no ser representables adecuadamente por φeff (z, ρ0).
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A.4 Distribucio´n de densidad intr´ınseca
Vamos a denominar distribucio´n de densidad intr´ınseca a la funcio´n de distribucio´n definida medi-
ante,
ρ˜ξ(z, ~R) ≡ ρξ(z + ξ(~R), ~R) (A.20)
el sub´ındice ξ indica que la definicio´n es en el espacio restringido de la fases pero puede verse como
una dependencia funcional impl´ıcita en la funcio´n de distribucio´n de la densidad. Esta definicio´n
se inspira en la definicio´n de ρ˜(z, qu) que vimos en §1.8.1.
La teor´ıa de ondas capilares cla´sica supone que esta definicio´n descorrelaciona completamente
la distribucio´n de densidad intr´ınseca con la superficie intr´ınseca y por tanto es posible expresar7
ρ˜ξ(z, ~R)
CWT
= ρ˜(z) (A.21)
Sin embargo los resultados de simulacio´n resaltan la existencia de una correlacio´n entre la
superficie intr´ınseca y esta funcio´n de distribucio´n intr´ınseca. Es conveniente partir de una expresio´n
que permite tratar con perfiles intr´ınsecos donde exista un cierta dependencia tanto en el plano de
la interfase como en la superficie intr´ınseca a modo de extensio´n sobre la teor´ıa de ondas capilares
cla´sica. Suponemos por tanto la existencia de una dependencia en las coordenadas transversales
que podemos escribir mediante un desarrollo de Fourier en el plano xy. A primer orden dicha
dependencia la suponemos lineal respecto de la amplitudes ξˆq que caracterizan a ξ(~R) definida
impl´ıcitamente. De este modo podemos escribir,
ρξ(z + ξ(~R), ~R) = ρ˜ξ(z, ~R) ' ρ˜(z) +
∑
q 6=0
ξˆqe
i~q ~Rρ˜q(z) (A.22)
Las conclusiones centrales de esta extensio´n de CWT son que el perfil de densidad ahora no es
la convolucio´n gaussiana del perfil intr´ınseco sino que posee correcciones de orden |ξq|2,
ρ(z, Lx) ≡ 1ZI Tr{ξ}
[
ρξ(z, ~R)e
−βH[ξ]
]
=
1
ZI Tr{ξ}
[
ρ˜ξ(z − ξ(~R), ~R)e−βH[ξ]
]
(A.23)
incluyendo el desarrollo anterior tenemos que8,
7Dentro de superficies intr´ınsecas donde el cutoff es qu, es decir, con una dependencia en el grado de corrugacio´n
impl´ıcito. Por otra parte la ausencia de la dependencia en ξ(~R) dentro de CWT implica que el perfil intr´ınseco en
dicha teor´ıa podr´ıa ser obtenido promediando en el espacio Γ completo.
8Podemos escribir de modo expl´ıcito ya que que Tr(ξ) equivale a una integral funcional sobre ξ,
ρ(z, Lx) ≡ 1ZI
∫
D[ξ]e−βH[ξ]ρξ(z, ~R) =
1
ZI
∫
D[ξ]e−βH[ξ]ρ˜ξ(z − ξ(~R), ~R) (A.24)
ρ(z, Lx) ' 1ZI
∫
D[ξ]e−βH[ξ]
ρ˜(z − ξ(~R)) +∑
q
ξqe
i~q ~Rρ˜q(z − ξ(~R))
 (A.25)
Donde con D[ξ] resaltamos dicha integracio´n funcional, y suponemos una normalizacio´n adecuada dada por ZI , ve´ase
el ape´ndice §D.1.4.
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ρ(z, Lx) ' 1ZI Tr{ξ}
[
ρ˜ξ(z − ξ(~R)e−βH[ξ]
]
+
+
∑
|~q|>0
1
ZI Tr{ξ}
[
|ξq|2e−βH[ξ]
] d
dz
1
ZI Tr{ξ}[ρ˜q(z − ξ(
~R))e−βH[ξ]] (A.26)
Para resolver esta expresio´n en la pra´ctica procedemos como en la teor´ıa de ondas capilares
usuales a partir la funcio´n de correlacio´n de alturas, los pasos formales se indican en §D.1.4.
La definicio´n que realicemos del proyector Λ(ξ, ~rN ) permite enlazar de modo continuo los con-
ceptos de perfil medio ρ(z, Lx) y perfil intr´ınseco, comparando el primero con ρ˜(z, qu) para un valor
de qu n´ıtidamente alejado del nivel molecular qm, ve´ase las referencias [57, 58] y §1.8.1, si partimos
de una definicio´n de ξ(~R) sujeta a un nivel de ma´xima corrugacio´n dado por qu.
Esto provoca la necesidad de establecer como punto de partida un perfil intr´ınseco al ma´ximo
nivel de corrugacio´n sobre e´l que sea posible definir adecuadamente un resultado para γ(q) que
asegure que el procedimiento de obtencio´n de perfiles ρ˜(z, qu) para diferentes qu no procede incon-
sistentemente incorporando el espectro de ondas capilares, es decir, que para una parte del espectro
de ondas capilares no incluyamos artificialmente determinados modos posiblemente ya incluidos.
En la teor´ıa de Mecke-Dietrich defin´ıan el perfil intr´ınseco mediante una propiedad de equilibrio
obtenida al minimizar una aproximacio´n funcional, que hemos visto ya incluye parte del espectro
de ondas capilares por tanto el perfil intr´ınseco por ellos considerado es un perfil ρ˜(z, qu) que inter-
pretan como ρ˜(z, qm) y les lleva a una recorrugacio´n artificial del primero.
El siguiente paso es pues determinar bajo el funcional de la densidad ρ˜(z, qm) aproximado como
una propiedad de equilibrio, pero bajo una la imagen estructural completamente diferente de la
propuesta de Mecke-Dietrich que si elimine completamente la presencia de ondas capilares.
A.5 Perfil intr´ınseco ρ˜(z, qm) como estructura de equilibrio
La definicio´n ma´s abrupta de perfiles intr´ınsecos9 definida por los experimentales estaba, recue´rdese
la ec. (1.25), constituida por funcio´n n0δ(z) que representa la mole´culas de la primera capa del
l´ıquido, mediante una densidad bidimensional n0. Sobre tales perfiles intr´ınsecos se incorporar´ıa
el espectro de ondas capilares completo mientras que el valor de qm ' 2pi/σ podr´ıa ser entendido
como la resolucio´n molecular pero que en el caso de poseer un me´todo adecuado de la determi-
nacio´n del espectro de ondas capilares estar´ıa impl´ıcito y no explicito en la forma funcional de
9Como los observados en simulacio´n y postulados para en Mercurio l´ıquido en experimentos, por ejemplo.
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dicho espectro[59] como vimos en el capitulo anterior.
Desde los resultados de simulacio´n esta definicio´n de primera capa l´ıquida aparece como un
concepto amplio sobre el que varias definiciones concretas son posibles, su significado f´ısico sin
embargo esta condicionado a valores restringidos del para´metro n0 que adema´s permite reproducir
propiedades para γ(q) con sentido f´ısico. Con todo la condicio´n γ(q) >> γlv deja el comportamiento
a modos con vector de onda q grande abierto a cierta ambigu¨edad.
El procedimiento f´ısico por el que definimos la superficie intr´ınseca y consecuentemente obten-
emos el perfil intr´ınseco corresponde a una representacio´n concreta de la estructura intr´ınseca de la
interfase, en ella, la fuerte estructuracio´n proviene de una distribucio´n de probabilidad condicional
en la que promediamos sobre la coordenada transversal cuando sobre una determinada capa de
mole´culas imponemos una densidad y localizacio´n determinadas. Su analog´ıa puede ser la inter-
pretacio´n de la funcio´n de distribucio´n de pares desde el me´todo de la part´ıcula test de Percus.
En este caso ρ(2)(~r1, ~r2) = ρ(~r1)ρ(~r2|~r1) mientras que para el perfil intr´ınseco ρ˜ξ(z) buscamos una
analog´ıa con ρ(1)(z, ~R|N0 ∈ ξ(~R)) y esta densidad si que la promediamos en Γ. Si volvemos al
razonamiento indicado en anteriormente, hay un promedio sobre la coordenada transversal y en
consecuencia no es posible de modo riguroso representar como un campo externo sobre el resto del
sistema a efectos de energ´ıa libre, aunque a efectos de estructura es una aproximacio´n viable.
En el caso del me´todo de la part´ıcula test de Percus representamos la part´ıcula test por un
potencial externo en el origen, ide´ntico al potencial intermolecular, mientras que en nuestro esquema
la superficie intr´ınseca es aquella que pasa por las posiciones moleculares de la primera capa. Esto
implica que ec. (A.22) posee componentes de Fourier dadas por,
ρ˜q(z) = nqδ(z) + ρ
(in)
q (z) (A.27)
ρ˜(z) = n0δ(z) + ρ
(in)
0 (z) (A.28)
Dos esquemas diferentes puede ser ideados para representar esta imagen:
• Uno en que la primera capa l´ıquida es considerada como un potencial externo donde las
corrugaciones de la superficie intr´ınseca no condicionan la densidad de esta primera capa, de
este modo u´nicamente tendremos una parte ρ(in)(z) y una densidad para la primera capa de
n0 y por tanto:
V0(z1, ~R1;n0, ξ) = n0
∫
d2 ~R2φ
(√
|~R1 − ~R2|2 + (z − ξ(~R2))2
)
(A.29)
• Otro donde la primera capa es incluida directamente en la propia estructura de correlacio´n
del funcional y donde si que incluimos los te´rminos n0δ(z) y nqδ(z) dentro del funcional y en
particular estan correlacionados con el resto de las capas de part´ıculas del sistema.
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Ambas representaciones pueden ser desarrolladas en la teor´ıa del funcional de la densidad conviene
previamente a su introduccio´n aclarar la posicio´n de esta imagen respecto de los resultados previos
de simulacio´n y en consecuencia respecto de las definiciones antes realizadas.
Nos interesa contrastar esta definicio´n de perfil intr´ınseco como estructura de equilibrio con la
definicio´n dada por ρ˜(z, qu) usual en simulaciones. El primer caso deber´ıa ser un perfil aun ma´s
estructurado que la segunda definicio´n en su propagacio´n hacia el volumen, ya que la segunda
definicio´n presenta un promedio en las fluctuaciones te´rmicas dadas por diferentes ξ(~R) que para
capas moleculares alejadas de la superficie debe producir un cierto amortiguamiento de la estruc-
turacio´n impuesta por la primera capa. Adema´s si nuestras hipo´tesis son de hecho correctas la
diferencia entre un perfil siguiendo una superficie restringida a un modo q posee correcciones de
orden lineal de modo que su promedio sobre la distribucio´n de probabilidad de esta ξq debe anularse.
Esto sin embargo no debe suceder si se incluye el espectro completo de ondas capilares y es posible
encontrar un amortiguamiento efectivo en las capas ma´s internas haciendo valida la hipo´tesis que
hemos propuesto y haciendo compatibles los resultados para nuestras representacio´n y la forma de
los resultados de ρ˜(z, qu) conocidos previamente de simulacio´n.
A.5.1 Aproximacio´n a ρ˜(z, qm) en la teor´ıa del funcional de la densidad
Reproducimos la forma que ambas representaciones toman dentro de una teor´ıa del funcional de la
densidad,
• Dentro de la aproximacio´n la estructura intr´ınseca al equilibrio determinada por la primera
de la ima´genes, las capas internas de la distribucio´n de densidad son aquellas que minimizan
la funcional macrocano´nico para el potencial externo definido anteriormente:
Ωv[ρ˜
(in);n0, ξ] = F [ρ˜(in)(z, ~R; ξ)] +
∫
d2 ~R
∫
dzρ˜(in)(z, ~R; ξ)
[
V0(z, ~R;n0, ξ)− µ
]
(A.30)
con las condiciones de frontera establecidas por las fases homoge´neas en coexistencia, un a´rea
transversal dada por A0 y un volumen total V = A0L.
• La segunda de las aproximaciones separa la contribucio´n ideal y escribe la parte de exceso
incluyendo tanto el perfil ρ(in)(z, ~R; ξ) como una primera capa correlacionada por tanto con
el resto de la distribucio´n de densidad y condicionada a una densidad superficial dada por n0.
Ωδ[ρ˜
(in);n0, ξ] = Fid[ρ˜(in)] + Fex[ρ˜(total)]− µ
∫
d2 ~R
∫
dz[ρ˜(total)] (A.31)
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Donde hemos escrito10:
ρ˜(total) = ρ˜(in) + n0δ(z − ξ(~R)) (A.32)
Sobre este esquema es conveniente precisar que no toda aproximacio´n funcional permite a priori
obtener unos resultados adecuados. El caso ma´s sencillo, que consistente en aplicar una aproxi-
macio´n local para la parte de esferas duras ma´s una aproximacio´n de campo medio para la parte
atractiva, no permite diferenciar de modo adecuado la forma en que se puedan correlacionar las
capas internas con la primera capa l´ıquida ya que la parte atractiva de campo medio y un poten-
cial externo efectivo dado por las interacciones entre las part´ıculas encierra la misma f´ısica. Es
el tratamiento de la parte repulsiva quien condiciona, en una aproximacio´n de campo medio, dos
formas diferentes de equilibrar la primera capa l´ıquida con el resto de la funcio´n de distribucio´n
de densidad . Adema´s necesitamos una aproximacio´n en el funcional de la densidad que permita
la incorporacio´n de distribuciones de densidad de diferente dimensionalidad como pueda ser una
capa bidimensional corrugada junto con una distribucio´n de densidad tridimensional. Un funcional
ido´neo ser´ıa el funcional de la medida fundamental obtenido mediante reduccio´n dimensional y por
tanto los resultados concretos que presentemos a partir de ahora estara´n referidos esencialmente a
este funcional11.
La comparacio´n de los valores de la energ´ıa libre minimizada en ambos procedimientos debe ser
convenientemente comparada lo que requiere sumar al valor de Ωv para el perfil de equilibrio las
energ´ıas de interaccio´n dentro de la primera capa no incluidas en este me´todo pero si tenidas en
cuenta en Ωδ, esencialmente las correspondientes a un l´ıquido bidimensional de esfera duras con
una cola atractiva tratado en campo medio12.
A.5.2 Determinacio´n de ρ˜(z − ξ0) perfil intr´ınseco plano
El primer paso en la determinacio´n de los perfiles intr´ınsecos es su determinacio´n para una con-
figuracio´n plana de la superficie intr´ınseca, con todo la obtencio´n directa de resultados dentro de
un esquema en el colectivo macrocano´nico presenta una dificultad para tasas de ocupacio´n altas de
la primera capa intr´ınseca ya que el sistema encuentra favorable el crecimiento de sucesivas capas
10Para clarificar ma´s la notacio´n se ha escrito un ρ(total) y el ρ(in), se puede ver de que modo se mantiene en lo
que resta
11U´nicamente se compararan algunos resultados con una teor´ıa de la densidad promediada que tambie´n da re-
sultados aceptables para confinaciones bidimensionales del sistema, en cualquier caso como veremos solo presentan
diferencias notables en algunos casos.
12Es importante indicar el hecho de que la inclusio´n de la primera capa l´ıquida en la parte ideal conlleva una
divergencia si es evaluada dentro de un funcional en el que se incorporan distribuciones de volumen, esta divergencia
nace de fijar los grados de libertad de las mole´culas de la capa intr´ınseca a un plano dentro de un esquema en que
el potencial qu´ımico es el de volumen. Estos grados de libertad no los incorporamos en el procedimiento de ca´lculo
del perfil intr´ınseco y sera´n incorporados al hacer la traza sobre configuraciones de la superficie intr´ınseca.
A.5. Perfil intr´ınseco ρ˜(z, qm) como estructura de equilibrio 211
l´ıquidas en la parte del vapor de la superficie intr´ınseca. Esto no sucede mediante una definicio´n
operacional de ξ(~R) en la que fijamos la capa intr´ınseca como la primera capa del l´ıquido. Para
imponer una condicio´n ana´loga en nuestro esquema funcional dotamos de una asimetr´ıa en la parte
atractiva de la primera capa de modo que solo sea atractiva hacia el l´ıquido y sea de modo efectivo la
frontera con el vapor. Para introducirla en el primero de los casos, Ωv , es suficiente con asimetrizar
la parte atractiva del potencial externo mientras que en el segundo de los me´todos, Ωδ , hay que
diferenciarla en la expresio´n de campo medio de la interaccio´n atractiva entre la primera capa, (n0
y nq), y la parte interna del perfil ρ
(in)(z). Lo´gicamente la parte de interaccio´n dentro de la capa
no se ve modificada y tampoco entre las interacciones en ρ(in)(z). A efectos de evaluar su relevan-
cia en el perfil intr´ınseco se proponen diferentes asimetrizaciones que se puede ver en la figura (A.3).
Evaluamos directamente las expresiones Ωv[ρ
(in);n0, ξˆ0] y Ωδ[ρ
(in);n0, ξˆ0] por ambos me´todos
donde la comparacio´n f´ısicamente relevante se realiza para valores de n0 altos. A efectos compara-
tivos adema´s de FMT, ve´ase la figura (A.4), hemos calculado ambos casos en WDA, ve´ase la figura
(A.5), en que los perfiles ρ(in) presentan mayor estructuracio´n que FMT para todos los modelos.
A.5.2.1 Correcciones a la energ´ıa libre para Ωv y Ωδ.
La energ´ıa libre introducida en el funcional FMT-PY en el caso de una distribucio´n bidimensional
corresponde en un modo muy aproximado a la ecuacio´n de estado de discos duros en la teor´ıa de
la part´ıcula escalada que podemos escribir como:
βf2DN = − log(1− η2D) +
η2D
1− η2D (A.33)
y obtenemos la energ´ıa libre por numero de part´ıculas donde hemos escrito que η2D = piR2ρ2D
con un radio R = dhs/2. Por tanto βFHS [ρ
2D] = ρ2Dβf2DN . Las diferencias entre introducir esta
energ´ıa libre y la incluida en el propio funcional son mı´nimas [123, 122].
Para la parte atractiva hemos de an˜adir,
βFAT [ρ
2D] =
1
2
β
[
ρ2D
]2
ωAT (ξ0) (A.34)
mientras que la parte ideal sera´:
βFID[ρ
2D] = ρ2D
(
log(d2hsρ
2D)− 1) (A.35)
introducimos las energ´ıas superficiales de la primera capa l´ıquida para poder comparar las energ´ıas
por ambos me´todos. En las figuras (A.6),(A.7),(A.8) y (A.9) se puede apreciar el resultado para los
diferentes potenciales de interaccio´n, los diferentes funcionales utilizados y para ambas metodolog´ıas
ρδ,v.
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Figura A.3: Se comparan para un modelo Mercurio T/U=0.65 varios esquemas diferentes de
asimetrizacio´n. Arriba a la derecha aparece la forma de la interaccio´n entre la capa n0
y el resto del perfil ρ˜(z). Abajo los valores de la energ´ıa obtenida al minimizar sin tener
en cuenta ni es costo en energ´ıa libre de fijar una capa, ni la energ´ıa libre contenida en la
capa de ocupacio´n n0. A la derecha se ven los perfiles para n0 = 0.4, para n0 mayores las
diferencias son menores.
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Los perfiles son obtenidos para el funcional FMT-PY-MFA.
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Figura A.5: Comparacio´n entre perfiles intr´ınsecos ρδ(z) en los funcionales FMT y WDA. Se indica para
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z=0. En los inset se comparan tasas de ocupacio´n de n0 = 0.9, WDA l´ınea continua, FMT
l´ınea a trazos. La ecuacio´n de estado para ambos funcionales es Carnahan-Starling.
A.5. Perfil intr´ınseco ρ˜(z, qm) como estructura de equilibrio 215
0 0,2 0,4 0,6 0,8 1
n0
-4
-3
-2
-1
0
1
2
3
γ
T/U=0.60
T/U=0.65
T/U=0.70
T/U=0.75
0 0,2 0,4 0,6 0,8 1
n0
-4
-3
-2
-1
0
1
2
3
γ
T/U=0.55
T/U=0.60
T/U=0.65
T/U=0.70
0 0,2 0,4 0,6 0,8 1
n0
-4
-3
-2
-1
0
1
2
3
γ
T/U=0.55
T/U=0.60
T/U=0.65
T/U=0.70
Hg-FMT-PY Na-FMT-PY SA-FMT-PY
Figura A.6: Para Mercurio (Hg), Sodio (Na) y Soft Alcaline (SA). Funcional FMT-PY. Se indican las
tensiones superficiales de minimizacio´n del perfil de equilibrio ρδ(z) junto con las curvas
incluyendo los te´rminos que corresponden a las interaccio´n dentro de la primera capa.
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Figura A.7: Para Mercurio (Hg), Sodio (Na) y Soft Alcaline (SA). Funcional FMT-CS. se indican las
tensiones superficiales de minimizacio´n del perfil de equilibrio ρδ(z) junto con las curvas
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Figura A.8: Para Mercurio (Hg), Sodio (Na) y Soft Alcaline (SA). Funcional WDA-CS. Se indican las
tensiones superficiales de minimizacio´n del perfil de equilibrio ρδ(z) junto con las curvas
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la temperatura.
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Figura A.9: Para Mercurio (Hg), Sodio (Na) y Soft Alcaline (SA). Funcional FMT-PY. Se indican las
tensiones superficiales de minimizacio´n del perfil de equilibrio ρv(z) junto con las curvas
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A.5. Perfil intr´ınseco ρ˜(z, qm) como estructura de equilibrio 217
A.5.2.2 Contraste con los resultados para Leff
Un primer ana´lisis de la viabilidad de las definiciones anteriores como perfiles intr´ınsecos en un
caso plano, puede analizarse a partir del desarrollo asinto´tico de estos, ya que del mismo modo que
en el caso de los perfiles de equilibrio podemos ajustar a la forma funcional caracterizada por los
para´metros de decaimiento α1, α˜1 y α0.
En la figura siguiente (A.10) hemos representado los valores de las amplitudes A0 para el caso de
los perfiles ρδ(z) en funcio´n de n0 mostrando un comportamiento notablemente lineal, los valores de
α1 y α0 son ide´nticos a los valores de ρ(z) y por tanto similares a los que obten´ıamos del ana´lisis de
la respuesta lineal de modo consistente con el desarrollo mostrado en el capitulo anterior, ve´ase por
ejemplo la figura (5.3). En el estudio de los perfiles de equilibrio en un campo externo obten´ıamos
dos valores clave13 en la reinterpretacio´n de los perfiles de densidad Leff y L
(mg)
0 , este u´ltimo era
determinado fijando un valor de A0. Ahora podemos proceder de modo contrario, y es dado el perfil
intr´ınseco y por tanto A0 determinar para Leff el valor de L
(in)
0 que permite reproducir de modo
exacto el comportamiento asinto´tico, salvo el valor de z0 que es diferente en ρ(z) y ρ˜δ,v(z). En la
figura (A.10) se puede apreciar que los valores de este L
(in)
0 son similares aunque sistema´ticamente
menores.
En el caso del Mercurio vemos que hay un punto en que coinciden L
(in)
0 y L
(mg)
0 que corresponde
a n0 ' 0.7 que podemos considerar el punto de mayor consistencia entre ambas propuestas y que
se ha encuadrado en la figura (A.10).
En el caso de Sodio y Soft Alcaline (SA) esta diferencia es ma´s sistema´tica y no es posible
encontrar un punto de mayor consistencia en el rango de n0 que hemos indagado, con todo el
problema puede estar en el valor elegido para Leff , ya que especialmente en el caso del SA hay
cierta dispersio´n como vimos en la figura (5.15), tambie´n de las figuras que representan la en-
erg´ıa libre vemos que el mı´nimo de la energ´ıa esta en valores de n0 ma´s altos, el re´gimen para el
comportamiento asinto´tico es ma´s incierto y la variacio´n de A0 con z mayor, de lo que la determi-
nacio´n univoca de n0 var´ıa segu´n en que punto consideremos que el comportamiento es el asinto´tico.
Respecto a la interpretacio´n de estos resultados cabe indicar que todos los valores de n0 son
equivalentes desde el punto de vista del comportamiento cerca del volumen, las figuras mostradas
ma´s adelante expresan el resultado de la convolucio´n gaussiana de los perfiles intr´ınsecos para el
par Leff junto con L
(in)
0 , mostrando que en el caso de ρδ la similitud fuera del comportamiento
asinto´tico se extiende a rangos intermedios. Esto indica que desde la simple hipo´tesis de:
ρ(z) =
∫
dz1PLeff ,L0(z1)ρ(in)(z − z1) (A.36)
13En lo que sigue denominamos al L0 de §5.4 como L(mg)0
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los n0 que en un rango entorno de 0.4 en el caso de ρδ y algo mayor en el caso de ρv reproducen
ρ(z) ma´s alla´ del re´gimen asinto´tico, estos valores de n0 coinciden casualmente con el mı´nimo en
la energ´ıa libre mostrado en la figura (A.6) sin incluir la energ´ıa de la primera capa. Aun as´ı la
coincidencia para estos valores de n0 no es realmente significativa ya que para´metros de ocupacio´n
pequen˜os acercan el perfil medio al intr´ınseco sin que sea indicativo de la verdadera ocupacio´n
de la primera capa. Si es ma´s sugerente que cuando la incluimos contribuciones superficiales el
mı´nimo se situ´a en para´metros de ocupacio´n entorno a n0 ∼ 0.7 que coincide cualitativamente con
lo que encontramos en el caso ρv, ve´ase la figura (A.9). La descripcio´n de los perfiles intr´ınsecos
mediante simulacio´n Montecarlo[59] coincide en atribuir este rango de densidades a n0. Por u´ltimo
la comparacio´n de los de ρDF (z, Leff ) y y ρ(z) de la ecuacio´n (A.36) para estos valores de n0, ve´ase
la figura (A.11), puede indicar la existencia de te´rminos extra relevantes ma´s alla´ de la aproximacio´n
de ondas capilares de la convolucio´n anterior que se muestran en las discrepancias de las primeras
capas.
A.6 Excursus: L´ınea de Fisher-Widom para ρ(δ,v)
En el caso del perfil intr´ınseco los valores de Ain y Bin esta´n condicionados por n0, mientras que
los valores de α1,α˜1 y α0 esta´n determinados por el ana´lisis de la respuesta lineal, la determinacio´n
desde el perfil de densidad intr´ınseco de estos u´ltimos es compatible al igual que lo era desde el
perfil de densidad l´ıquido-vapor.
Hemos analizado el comportamiento general con la temperatura y con n0 de los perfiles intr´ınsecos
planos. Nos interesa comprobar la relacio´n entre las propiedades estructurales y la l´ınea de Fisher-
Widom tal y como suced´ıa con el perfil de densidad l´ıquido-vapor. Los resultados para el caso
Lennard-Jones aparecen condensados en la figura (A.15), tanto de la consistencia de los perfiles con
los valores de la respuesta lineal como los valores de Bin variando con n0, ya que los valores de Ain
presentan un comportamiento ana´logo a los modelos anteriores.
Los ajustes de las amplitudes son relacionados con la posicio´n del u´ltimo ma´ximo como se puede
ver en la figura (A.15) mostrando que la ley que obten´ıamos si Ain > Bin para T > TFW cuando
se tiene que α1(T ) > α˜1(T ) cumple ciertamente que,
zoscmax(T, n0) =
1
α1(T )− α˜1(T ) ln
[ |αc|Ain(T, n0)
α˜1Bin(T, n0)
]
(A.37)
Como se indica en la figura donde representamos curvas de zmax para diferentes valores de T/U
(cada curva posee diferentes valores de n0 y en consecuencia diferentes valores de Ain y Bin, aunque
la ley para zmax se cumple en todos los casos, con el matiz de que en el caso Bin ' 0 la posicio´n
zoscmax(T, n0) >> 1). Los puntos representan los valores de z
osc
max(T, n0) que se encuentran en el perfil.
En el caso de ρv(z) los valores de n0 que hacen el valor de B(n0) ' 0 esta´n entorno de 0.6 donde es
factible diferenciar oscilaciones en el perfil de densidad ma´s alla´ de la capa z/σ ' 30 con T/U ma´s
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Figura A.10: Arriba: Amplitudes perfil intr´ınseco para los tres modelos de interaccio´n y las dos apro-
ximaciones funcionales δ y vext. Cı´rculos: T/U=0.60, Cuadrados: T/U=0.65, Rom-
bos T/U=0.70. Tria´ngulos representa T/U=0.75 para Hg, T/U=0.55 para Na. Abajo
dada Leff de §5.4 se representa el valor de L0 obtenido del ajuste asinto´tico o´ptimo entre
< ρ(z) >ξ y el perfil de equilibrio l´ıquido-vapor. Se muestran con figuras blancas los valores
de L0 correspondientes a las A0/ρl que surgen del ana´lisis de realizado en el §5.4. Para
caso Hg se encuadra caso de mayor consistencia.
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Figura A.11: Resultado de la convolucio´n del perfil intr´ınseco ρδ(z) con Pξ(Leff , L0), con Leff = 9.5σ y
L0 como para´metro libre, resultados figura ( A.10). T/U=0.60. Hg. FMT-PY
alla´ de Fisher-Widom, indicando que el valor de las amplitudes puede hacer irrelevante a la l´ınea
de Fisher-Widom, ve´ase figura (A.15).
A.7 Determinacio´n del espectro de ondas capilares para Ωv,δ
Los conceptos de perfil intr´ınseco a un nivel dado de corrugacio´n antes introducido pueden ser eval-
uados inicialmente mediante un ca´lculo a segundo orden en las amplitudes de las ondas capilares,
|ξq|2, donde se introduzca la hipo´tesis de la aproximacio´n de los perfiles intr´ınsecos como perfiles
de equilibrio que minimizan un funcional de la densidad. Por lo comentado al inicio del cap´ıtulo no
esperamos que las caracter´ısticas del espectro de ondas capilares que obtengamos sea adecuada ya
que estamos diferenciando los subespacios Γξ mediante la hipo´tesis dada en ec. (A.8). El intere´s
esta en que las dos propuestas Ωv,δ y sus dos perfiles intr´ınsecos ρ
(v,δ) incorporan de modo difer-
ente las correlaciones y de la comparacio´n de ambos casos podemos analizar la verosimilitud de los
A.7. Determinacio´n del espectro de ondas capilares para Ωv,δ 221
0,7
0,72
0,74
0,76
0,78
0,8
0,82
ρδ(z)/ρl
ρ(z)
0,7
0,72
0,74
0,76
0,78
ρ (δ
,
v)(z) n
0
=0.3
0,68
0,7
0,72
0,74
0,76
ρ (δ,v)(z) n
0
=0.5
0,68
0,685
0,69
ρ (δ,v)(z) n
0
=0.7
0
2
4
6
8
z/σ
0,7
0,72
0,74
0,76
0,78
0,8
0,82
ρv(z)/ρl
ρ (δ,v)(z) n
0
=0.9
0
1
2
3
4
5
6
7
8
z/σ
0,7
0,72
0,74
0,76
0,78
0
2
4
6
8
z/σ
0,68
0,7
0,72
0,74
0,76
0
2
4
6
8
z/σ
0,68
0,69
T/U
=0.60
T/U
=0.65
T/U
=0.70
T/U
=0.75
Figura A.12: Resultado de la convolucio´n del perfil intr´ınseco ρ˜(z) con Pξ(Leff , L0), con Leff = 9.5σ
y L0 como para´metro libre, resultados figura ( A.10). Modelo Hg Funcional FMT-PY. Se
comparan ρδ(z) con ρvext(z) a la misma T/U. Los valores de n0 representados son 0.3, 0.5,
0.7 y 0.9
222 Perfil intr´ınseco en la teor´ıa del funcional de la densidad
0,95 1
ρδ(z)/ρl
ρ(z)
0,95
0,96
0,97
0,98
ρ (δ
,
v)(z) n
0
=0.3
0,935
0,94
0,945
0,95
0,955
0,96
ρ (δ,v)(z) n
0
=0.5
0,926
0,928
0,93
ρ (δ,,
v)(z) n
0
=0.7
0
2
4
6
8
z/σ
0,92
0,94
0,96
0,98 1
1,02
ρv(z)/ρl
ρ (δ,v)(z) n
0
=0.9
2
4
6
8
z/σ
0,95
0,96
0,97
0,98
1
2
3
4
5
6
7
8
z/σ
0,94
0,95
0,96
3
4
5
6
7
8
9
10
11
z/σ
0,926
0,928
0,93
T/U
=0.55
T/U
=0.60
T/U
=0.65
T/U
=0.70
Figura A.13: Resultado de la convolucio´n del perfil intr´ınseco ρ˜(z) con Pξ(Leff , L0), con Leff = 9.5σ y
L0 como para´metro libre, resultados figura ( A.10). Modelo Na. Funcional FMT-PY. Se
comparan ρδ(z) con ρvext(z) a la misma T/U. Los valores de n0 representados son 0.3, 0.5,
0.7 y 0.9
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Figura A.14: Resultado de la convolucio´n del perfil intr´ınseco ρ˜(z) con Pξ(Leff , L0), con Leff = 9.5σ y
L0 como para´metro libre, resultados figura (A.10). Modelo Na. Funcional FMT-PY. Se
comparan ρδ(z) con ρvext(z) a la misma T/U. Los valores de n0 representados son 0.3,
0.5, 0.7, 0.9. La figura abajo a la izquierda representa la funcio´n P(z), la l´ınea continua es
n0 = 0.9 con T/U = 0.70, el resto son T/U = 0.55 con n0 = 0.3, 0.5, 0.7 y 0.9
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Figura A.15: Se analizan los modos de decaimiento para temperaturas mayores que Fisher-Widom, para
temperaturas menores se han visto antes. Se comprueba que para los valores de Bin y Ain
procedentes del ajuste la forma introducida en ec. (5.7) es va´lida. Incluso cuando Bin ' 0
predice correctamente la presencia de oscilaciones propaga´ndose hacia el volumen ma´s alla´
de la l´ınea de Fisher-Widom. Se muestran tres perfiles donde se ve el feno´meno una flecha
indica la posicio´n de la u´ltima oscilacio´n completa presente en perfil.
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problemas que (A.8) posee.
Para ello hemos determinado un modo de construir ρ˜(z − ξ(~R)) desde una aproximacio´n como
un perfil de equilibrio para una funcio´n de distribucio´n condicional. Sin embargo, ma´s que una
minimizacio´n directa, es conveniente un primer modo de ver la viabilidad dentro del conjunto de
aproximaciones realizadas tomando un desarrollo hasta segundo orden en las amplitudes ξq sobre
un caso plano ρ˜(z− ξˆ0). Este u´ltimo puede ser obtenido mediante minimizacio´n directa de los fun-
cionales anteriores donde las simetr´ıas me permiten reducir el problema a una densidad dependiente
de una sola coordenada, mientras que la incorporacio´n hasta segundo orden de las amplitudes de
las ondas capilares es tratable teo´ricamente.
De este modo si expresamos ρ˜v,δ[z− ξ(~R), ~R; ξ] como un desarrollo en ξ(~R) sobre un caso plano
y expresamos:
ρ˜v,δ[z − ξ(~R), ~R; ξ] ' ρ˜v,δ(z − ξ(~R)) +
∑
|~q|>0
ξqρ˜
v,δ
q (z − ξ(~R))e−~q ~R +O(ξ2q ) (A.38)
como
ρ˜v,δ(z − ξ(~R)) ' ρ˜v,δ(z − ξˆ0)− dρ˜
v,δ(z − ξ0)
dz
∣∣∣∣
z+ξ0
ξ(~R) +
1
2
d2ρ˜v,δ(z − ξ0)
d2z
ξ(~R)2 +O(ξ3q ) (A.39)
y ∑
|~q|>0
ξqρ˜
v,δ
q (z− ξ(~R))e−~q ~R =
∑
|~q|>0
ξqρ˜
v,δ
q (z− ξ0)e−~q ~R−
∑
|~q|>0
dρ˜v,δq (z − ξ0)
dz
ξ(~R)e−~q ~R +O(ξ3q ) (A.40)
podemos expresar ρ˜v,δ[z− ξ(~R), ~R; ξ] ' ρ˜v,δ(z− ξˆ0) + δρ˜v,δ[z, ~R, ξ]. Esto nos permite incluir un
desarrollo de modo consistente mediante un desarrollo en funcional entorno a la densidad ρ˜(z− ξˆ0),
de nuestro funcional Ω[ρ˜[z − ξ(~R), ~R; ξ]]14.
Esto puede ser expresado de modo completo y en ambas ima´genes mediante:
Ωv,δ[ρ+ δρ] = Ωv,δ[ρ]
+
1
2
∑
q
|ξq|2 [∆v,δ(q) +Dv,δ(ρq)] (A.41)
tenemos una forma cuadra´tica Dv,δ(ρq) para las funciones ρq(z) que en el caso de Ωv sera´n ρ(in)(z)
mientras que en el caso de Ωδ incluyen las funciones nq. En ambas ima´genes tenemos la expresio´n
15:
Dv,δ(ρv,δq ) ≡
1
2
∫
dzdz′ρv,δq (z)Av,δ(z, z′)ρv,δq (z′)−
∫
dzBv,δ(z)ρv,δq (z) (A.42)
14En el caso del desarrollo de la primera capa l´ıquida a orden 2 en ξq debemos considerar las funciones resultantes
como distribuciones y aplicar la definicio´n de estas dentro de nuestro funcional que u´nicamente las define a partir de
su aplicacio´n mediante la integracio´n por partes.
15La expresio´n global es una forma cuadra´tica pero a efectos de hallar extremales para la energ´ıa libre no es
relevante la constante ∆q en la definicio´n de D.
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Las expresiones para teor´ıas de la forma FMT-MFA son dadas en §B, donde se aprecia que la
matriz Av,δ(z, z′) es sime´trica y definida positiva, por tanto el mı´nimo de la forma cuadra´tica Dv,δ
se encuentra a partir de la solucio´n del sistema lineal∫
dz′Av,δ(z, z′)ρv,δq (z′) = Bv,δ(z) (A.43)
esto permite expresar
Ωv,δ[ρ+ δρ] = Ωv,δ[ρ] +
1
2
∑
q
|ξq|2[∆v,δ(q) +Rv,δ(q)] (A.44)
donde aparece una parte relajativa que debe condicionar la forma de γ(q) y donde hemos expresado
para una solucio´n %v,δq (z) dicha parte relajativa por:
Rv,δ(q) = −1
2
∫
dzBv,δ(z)%v,δq (z) (A.45)
el significado tanto de ∆q como Rq fue analizado en §6.6 ya que en el caso de n0 = 0 el perfil
intr´ınseco se har´ıa el perfil l´ıquido-vapor ρDF (z) usado entonces.
Antes de presentar los resultados comparamos con las propuestas ya analizadas, el desarrollo de
la parte atractiva no relajativa, ∆ATq tiene la forma:
∆ATq =
β
2
∫
dz1ρ
′(z1)
∫
dz2ρ
′(z2)
[
ωat−q(z12)− ωat0 (z12)
]
(A.46)
mientras que la prediccio´n de la ecuacio´n TZ sera´,
βγ = −
∫
dz1
∫
dz2ρ
′(z1)ρ′(z2)
c(2)(z1, z2; δq)− c(2)(z1, z2; 0)
(δq)2
(A.47)
La propia forma en que las correlaciones estan incluidas en los funcionales de teor´ıas de van der
Waals generalizadas hace que la funcio´n de correlacio´n directa adquiera la forma dada por random
phase aproximation y por tanto hace compatible nuestra expresio´n y TZ donde,
c2(z1, z2) = −β
[
ωat−q(z12)− ωat0 (z12)
]
(δq)2
(A.48)
ya que en el l´ımite q → 0 la parte atractiva es la parte nume´ricamente relevante. Como consecuencia
nuestra aproximacio´n para n0 = 0 en la parte no relajativa resulta equivalente a la expresio´n que
Mecke-Dietrich obtienen como:
βγ =
1
2
∫
dz1
∫
dz2ρ
′(z1)ρ′(z2)
d2ωat−q(z12)
dq2
(A.49)
obviamente en la siguiente correccio´n a orden q2 tambie´n la parte atractiva contribuye a la tensio´n
superficial γ(q) pero en este caso los otros te´rminos son relevantes.
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Existen diferencias notables entre esta propuesta para Ωv,δ y la forma de la teor´ıa de Diet-
rich y Mecke en la parte relajativa Rq. En la figura (A.16) mostramos los valores de ∆
v
q y de
hv(q) = ∆vq + R
v
q en el caso de δΩv. Tambie´n mostramos h
v(q)/q2 que ser´ıa la prediccio´n para
γv(q) y el caso sin relajacio´n ∆vq/q
2.
Podemos ver como en el caso de δΩv, los valores ∆vq son mono´tonamente crecientes aunque
menores que en los resultados mediante MonteCarlo[57], comparese con figura (1.14). La relajacio´n
hace disminuir aun ma´s los valores de γv(q) e induce un comportamiento no mono´tono en la propia
forma de hv(q)/q2, debido a que cada uno de los te´rminos involucrado posee una escala en q de
relajacio´n diferente, la parte de esferas duras relaja mono´tonamente y ma´s lentamente, la parte
atractiva relaja algo ma´s ra´pido aunque satura entorno a q ' 4, el acoplo entre las funciones ρq y
el potencial externo relaja muy ra´pidamente y es el causante del mı´nimo relativo que observamos
en las curvas de hv(q)/q2.
En el caso de δΩδ, los valores de hδ(q)/q2 son mono´tonamente decrecientes debido a que
hδ(q) << hv(q) y los resultados son similares los presentados en el capitulo anterior. Y por tanto
observamos como siendo los perfiles intr´ınsecos ρinv y ρ
in
δ cualitativamente similares los correspon-
dientes hv(q) y hδ(q) son significativamente diferentes lo que se debe a la diferencia en la capacidad
de representabilidad que un proyector Λ(ξ, ~R) construido como un potencial externo posee16.
A.7.1 Determinacio´n de la Tensio´n superficial
Las definiciones usadas permiten escribir que:
e−βγlvA0 = Tr(ξ)e−βH[ξ(
~R)] (A.50)
por tanto
γlv = −β−1A−10 log[Tr(ξ)e−βH[ξ(~R)]] (A.51)
Si consideramos la aproximacio´n gaussiana donde las amplitudes ξˆq poseen probabilidades indepen-
dientes podemos resolver la traza resultado:
γlv = −β−1A−10 log
 qu∏
|q|=ql
∫
dξqe
−βHq(ξq)
 = γ(0)− β−1A−10 qu∑
|q|=ql
log
[
2pi
βA0q2γ(q)
]1/2
(A.52)
donde γ(q) = γ(0) +Kv,δ(n0)q
2 + ....
16El lector al ver la figura (A.16) no debe compararla directamente con las figuras (6.7) y (6.8). La estructura
sobre la que se asientan es diferente y el caso en que ahora nos ocupa no cumple que γ(q = 0) = γlv mientras que la
presencia del mı´nimo se debe a que la problema´tica de DFT comentada en el ape´ndice se deja sentir ma´s en la parte
relajativa que baja γ(q) de modo inconsistente en las diferentes partes del espectro.
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Figura A.16: Valor de δΩv en el caso Hg-FMT-PY y T/U=0.65, se muestran los valores para diferentes
tasas de ocupacio´n de la capa n0. En el caso de δΩ
δ las curvas para γ(q) aunque difieren
entre s´ı para las diferentes recetas de asimetrizacio´n resultan mono´tonamente decrecientes y
similares a las obtenidas en el cap´ıtulo anterior, el valor de h(q) no crece lo suficientemente
ra´pido debido a los problemas comentados en el texto.
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Como indica´bamos y acabamos de ver por las diferencias entre hv y hδ no sera´ posible hacer
consistentes dos propiedades deseables: el rango de valores de q que permite recuperar γlv desde los
valores obtenidos en el perfil intr´ınseco sin ondas capilares, con el rango aceptable que permite hacer
compatible la corrugacio´n de este con el comportamiento asinto´tico de los perfiles l´ıquido-vapor.
Mientras que esto u´ltimo es posible de un modo razonable el recuperar las tensiones superficiales
l´ıquido-vapor no.
A.8 Excursus: Sobre la definicio´n de perfil intr´ınseco
La definicio´n antes utilizada consiste esencialmente en afirmar,
ρ˜(z, ~R; ξ) = ρ˜(z) +
∑
|~q|>0
ξˆqe
−i~q ~Rρ˜q(z) +O2(ξˆq) (A.53)
la definicio´n se complementa con:
ρ˜(z, ~R; ξ) ≡ ρ(z − ξ(~R), ~R; ξ) (A.54)
donde esta densidad es la distribucio´n densidad condicionada por la ligadura ξ(~R), es decir, calcu-
lada en el subespacio restringido a configuraciones que reproducen ξ(~R). En estas condiciones,
ρ˜(z, ~R; ξ) = n0δ(z − ξ(~R)) + ρ0(z − ξ(~R)) +
∑
|~q|>0
ξˆqe
i~q ~Rρq(z − ξ(~R)) (A.55)
con ρq(z−ξ(~R)) =
∑
q nqδ(z−ξ(~R))+
∑
q ρq(z−ξ(~R)) y hemos separado expl´ıcitamente la primera
capa. En esta expresio´n observamos que todo el perfil sigue a la superficie intr´ınseca aunque las
cantidades ρq aun esta´n por determinar y por tanto no es u´nicamente un desplazamiento sin ma´s
de un caso plano.
Como es necesario incorporar un esquema que determine para las cantidades ρq otra imagen f´ısica
es viable, una primera capa en que se asienta la superficie intr´ınseca y el resto de perfil de densidad
u´nicamente determinado mediante un esquema de optimizacio´n. En este caso obtendr´ıamos:
ρ˜(z, ~R; ξ) = n0δ(z − ξ(~R)) +
∑
|~q|>0
nqe
−i~q ~Rδ(z − ξ(~R)) + ρ0(z) +
∑
|~q|>0
ξˆqe
−i~q ~Rρq(z) (A.56)
Podemos escribir ambas propuestas mediante una representacio´n general que incluya ambos como
casos particulares. Para ello podemos definir una Cq(k) = ξ
k
q ≡ cq(k)ξq donde k representa cada
capa de part´ıculas. De modo que cq(k) = 1 y cq(k) = δk0 representan los dos casos l´ımite expuestos
y esperamos que 0 ≤ cq(k) ≤ 1.
En esta forma de escribir las ecuaciones tendr´ıamos una expresio´n gene´rica como,
Ωv,δ[ρ+ δρ] = Ωv,δ[ρ] +
1
2
∑
q
|ξq|2
[
D(1)v,δ(ρq) +D(2)v,δ(cq) +D(3)v,δ(ρq, cq)
]
(A.57)
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Si definimos cq(z) = 1 tenemos la expresio´n usual para la forma cuadra´tica ya escrita suponiendo
que ρq(z−ξ(~R)). En este caso la suma de D(i) pueden ser expresado como una sola forma cuadra´tica,
donde D(3)v,δ(ρq, cq) = Bv,δ y D(2)v,δ(cq) = ∆v,δ es la parte no relajativa. Si hacemos ρq = 0 anulamos
la parte relajativa de nuestro ca´lculo funcional pero si permitimos que exista cq(z) tenemos una
funcio´n a determinar que todav´ıa podemos optimizar.
APE´NDICES B
Desarrollo anal´ıtico de Ωv,δ
En este ape´ndice se detallan las expresiones anal´ıticas pertenecientes al §A. Partimos de un fun-
cional FMT-PY sobre el que se realiza un desarrollo perturbativo en la densidad, incorporando una
condicio´n relajativa sobre este. Recordamos las expresiones del desarrollo,
Ωv,δ[ρ+ δρ] = Ωv,δ[ρ]
+
1
2
∑
q
|ξq|2 [∆v,δ(q) +Dv,δ(ρq)] (B.1)
y
Dv,δ(ρv,δq ) ≡
1
2
∫
dzdz′ρv,δq (z)Av,δ(z, z′)ρv,δq (z′)−
∫
dzBv,δ(z)ρv,δq (z) (B.2)
Las funciones que aqu´ı vamos a expresar corresponden a ∆v,δq , Av,δ(z, z′) y Bv,δ(z). En el caso
de Ωv, se introduce un potencial externo que participara´ en ∆
v,δ
q y Bv,δ(z). En el caso de Ωδ
los te´rminos correspondientes a la interaccio´n entre la primera capa y ρ(in) esta´n contenidos en la
misma Fex.
B.1 Potencial Externo
∫
dzd~Rρ
(in)
ξ (z,
~R)n0
∫
d~R′φ
(√
|~R− ~R′|2 + |z − ξ(~R′)|2)
)
(B.3)
Aplicando la definicio´n de ρ
(in)
ξ (z,
~R) = ρ˜(in)(z − ξ(~R), ~R)) , utilizando un desarrollo Fourier para
las funciones peso, e introduciendo el desarrollo (A.39) y hasta orden 2 en ξq podemos llegar a,
n0
∑
|q|>0
|ξq|2
[
1
2
∫
dzρ
′′(in)
0 (z) (2Φ0(z)− Φ−q(z)− Φq(z)) +
∫
dzρ
′(in)
−q (z) (Φq(z)− Φ0(z))
]
(B.4)
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o de modo equivalente,
n0
∑
|q|>0
|ξq|2
[
1
2
∫
dzρ
(in)
0 (z)
(
2Φ′′0(z)− Φ′′−q(z)− Φ′′q (z)
)
+
∫
dzρ
(in)
−q (z)
(
Φ′q(z)− Φ′0(z)
)]
(B.5)
donde hemos de introducir sobre estas funciones la asimetrizacio´n correspondiente. Las expresiones
finales son,
∆vq = n0
∫
dzρ
(in)
0 (z)
(
2Φ′′0(z)− Φ′′−q(z)− Φ′′q (z)
)
(B.6)
Bvv(z) = n0
(
Φ′0(z)− Φ′q(z)
)
(B.7)
B.2 Parte de Exceso
La expresio´n formal del desarrollo a orden 2 del funcional de exceso es expresada de modo general
mediante,
Fex[ρ+ δρ] = Fex[ρ]+
+
4∑
α=0
8∑
ν=0
∫
dz (∂νφα[ρ])
∫
d~Rδnν(z, ~R)+
+
1
2
4∑
α=0
8∑
ν,µ=0
∫
dz (∂ν,µφα[ρ])
∫
d~Rd~R′δnν(z, ~R)δnµ(z, ~R′)
(B.8)
que esencialmente se basa en que la aproximacio´n funcional utilizada es local en el conjunto de
funciones nν [ρ] donde el ı´ndice ν recorre los ı´ndices que definen las funciones peso en FMT, los
te´rminos φα expresan los tres te´rminos de que consta FMT. La parte atractiva puede ser incluida
como un te´rmino ma´s φ4 en una aproximacio´n de campo medio.
B.2.1 Interaccio´n atractiva
Puede ser obtenida directamente de las expresiones que ma´s adelante introducimos para la parte
de esferas duras pero previamente expresamos el resultado expl´ıcito para establecer una analog´ıa
con el potencial externo,
Fv,δat =
1
2
∫
dz1d~R1ρ
(in)
ξ (z1,
~R1)
∫
dz2d~R2ρ
(in)
ξ (z1 + z2,
~R1 + ~R2)ωAT (z2, ~R2) (B.9)
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que podemos escribir para (A.39)
1
2
∫
dz1dz2ρ0(z1)ρ
′′
0(z1 + z2) (2ω0(z2)− ω−q(z2)− ωq(z2)) +
1
2
∫
dz1dz2ρ0(z1)ρ
′
−q(z1 + z2) (ω−q(z2)− ω0(z2)) +
1
2
∫
dz1dz2ρq(z1)ρ
′
0(z1 + z2) (ω−q(z2)− ω0(z2)) +
1
2
∫
dz1dz2ρq(z1)ρ−q(z1 + z2)ωq(z2)
Tenemos
∆atq = ρ0(z1)ρ
′′
0(z1 + z2) (2ω0(z2)− ω−q(z2)− ωq(z2)) (B.11)
Aat(z1, z2) = ωq(z1 − z2) (B.12)
el resto de los te´rminos se corresponden con la funcio´n
∫
dz1ρq(z1)Bat(z1)
Hemos indicado derivadas de la funcio´n ρ′0 y ρ
′
q. En el caso de Ωδ aparecen funciones δ luego
supone un desarrollo que involucra derivadas en la funcio´n distribucio´n δ pero que siempre aparecen
bajo convoluciones. Este mismo desarrollo, aprovechando la presencia de convoluciones, puede ex-
presarse mediante derivadas en las funciones peso que es ma´s natural en un desarrollo de la primera
capa como una funcio´n δ aunque ambos casos son equivalentes, escribimos bajo este u´ltimo modo
el desarrollo de la parte de esferas duras, para ilustrar el procedimiento.
B.2.2 Exceso de Esferas Duras
Como indica´bamos desarrollamos las funciones nνξ (z,
~R). Siguiendo la analog´ıa con el caso atractivo
construimos,
nνξ (z1 + ξ(~R1), ~R1) =
∫
dz2d~R2ρξ(z1 + z2 + ξ(~R1), ~R1 + ~R2)ω
ν(z2, ~R2) (B.13)
de esta manera podemos expresar,
∆v(q) =
1
2
∑
ν
∫
dz(∂νφ)(z)
∫
dz1ρ
(in)
0 (z + z1)
[
2ω′′ν0 (z1)− ω′′ν−q(z1)− ω′′νq (z1)
]
+
+
1
2
∫
dz
∑
ν,µ
(∂ν,µφ)(z)
[∫
dz1ρ
(in)
0 (z + z1)
[
ω′ν−q(z1)− ω′ν0 (z1)
]
∫
dz2ρ
(in)
0 (z + z2)
[
ω′µq (z2)− ω′µ0 (z2)
]]
(B.14)
los te´rminos involucrados en la parte relajativa aparecen como,
Av(z1, z2) =
∫
dz
∑
ν,µ
(∂ν,µφ)(z)ω
ν
−q(z1 − z)ωµq (z2 − z) (B.15)
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Bv(z1) = −
∑
ν
∫
dz
∫
dz(∂νφ)(z)
[
ω′′νq (z1 − z)− ω′′ν0 (z1 − z)
]
+
+
∫
dz
∑
ν,µ
(∂ν,µφ)(z)
[
ωνq (z1 − z)
] ∫
dz2ρ
(in)
0 (z + z2)
[
ω′µq (z2)− ω′µ0 (z2)
] (B.16)
si sustituimos en las expresiones ρ(in) por ρ(total) podemos reproducir directamente el caso Ωδ. En
ambos casos en el desarrollo es entorno al perfil plano sobre el que se evalu´an las funciones φ que
caracterizan al funcional FMT. Las funciones peso ων esta´n incluidas en el ape´ndice §C.
B.3 Parte Ideal
La parte ideal se escribe como,
Fv,δid =
∫
dzd~Rρ
(in)
ξ (z,
~R)
[
ln
(
ρ
(in)
ξ (z,
~R)
)
− 1
]
=
∫
dzd~Rρ(in)(z − ξ, ~R)
[
ln
(
ρ
(in)
ξ (z − ξ, ~R)
)
− 1
]
(B.17)
expresamos ρ
(in)
ξ (z − ξ, ~R) = ρ0(z) + δρ(z − ξ, ~R). Esta funcio´n δρ posee te´rminos de orden 1 y de
orden 2 en ξq, es decir, en las siguientes expresiones llamamos δρ a,
δρ =
∑
|q|>0
ξq(ρq(z)− ρ′0(z))ei~q ~R
+
∑
|q|,|q′|>0
ξqξq′(
1
2
ρ′′0(z)− ρq(z))ei ~q+q′ ~R (B.18)
En el funcional tendremos,
Fv,δid =
∫
dzd~R (ρ0(z) + δρ) [ln (ρ0(z) + δρ)− 1] (B.19)
Definimos ∆Fv,δid = Fv,δid − F0id, donde F0id es el funcional del sistema ideal para el perfil dado por
ρ0(z) entonces tras un desarrollo en el te´rmino logar´ıtmico podemos escribir,
∆Fv,δid =
∫
dzd~R(δρ) ln(ρ0(z)) +
∫
dzd~R
1
2
(δρ)2
ρ0(z)
(B.20)
De todos los te´rminos que incluye la parte ideal solo sobrevive el que incluye ρq(z) y aparece en la
matriz A(z1, z2),
Fv,δid =
1
2
∫
dz
1
ρ0(z)
ρq(z)ρ−q(z) (B.21)
y por tanto,
Aid(z1, z2) = 1
ρ0(z1)
δ(z1 − z2) (B.22)
que como es de esperar busca hacer ma´s homoge´neo el sistema y en consecuencia solo aparece en
la diagonal de la matriz A.
APE´NDICES C
Funciones peso para el ca´lculo de Ωv,δ
Para completar la descripcio´n dada en §B son necesarias las funciones peso del funcional FMT-MFA
utilizado, se detallan en este ape´ndice.
C.1 Funciones peso para FMT-interpolacio´n dimensional
Se escriben las funciones peso en la simetr´ıa adecuada para el desarrollo dado en el ape´ndice §A.
Se comienza con dos definiciones para el desarrollo Fourier realizado que escribiremos para fijar
notacio´n,
fˆ(z, ~q) =
∫
d~Rf(z, ~R)e−i~q ~R (C.1)
f(z, ~R) = 2pi
∫
d~qfˆ(z, ~q)ei~q
~R (C.2)
Las expresiones para los pesos son determinadas en un sistema de coordenadas (µˆq, µˆ⊥, µˆz) donde
el desarrollo en el plano xy es realizado mediante un vector unitario paralelo µˆq y perpendicular µˆ⊥
al vector ~q.
Haciendo uso de las funciones de Bessel y notando y =
√
R2 − z2 con R = σ/2 el radio molecular,
el conjunto de pesos puede escribirse como,
ω0(z,−q) = 2pi
q2
qyJ1(qy)Θ(R− |z|) (C.3)
ω1(z,−q) = 1
2R
J0(qy)Θ(R− |z|) (C.4)
~ω(z,−q) =
[
1
2R2
yJ1(qy)µˆq + zJ0(qy)µˆz
]
Θ(R− |z|) (C.5)
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ω̂(z,−q) = 1
2R3
 y
2 J0(qy)−J2(qy)
2 0 zy
2J1(qy)
0 y2 J0(qy)+J2(qy)2 0
zy2J1(qy) 0 z
2J0(qy)
Θ(R− |z|) (C.6)
Todos los pesos poseen una misma estructura ων(z,−q) = W ν(z,−q)Θ(R − |z|) por tanto el
ca´lculo sistema´tico de las diferenciaciones en la coordenada z de las funciones peso tendra´ con-
tribuciones tanto de la derivada de W como de la funcio´n paso de Heaviside. Como la u´ltima es
conocida escribimos, haciendo uso de las propiedades de diferenciacio´n de las funciones de Bessel
las derivadas primera y segunda de los factores W ν(z,−q),
d
dz
W 0(z,−q) = −2piJ0(qy)z (C.7)
d
dz
W 1(z,−q) = zq
2
2Rqy
J1(qy) (C.8)
d
dz
~W (z,−q) =
[
1
2R2
yJ1(qy)µˆq + zJ0(qy)µˆz
]
(C.9)
d
dz
Ŵ (z,−q) = 1
2R3
 y
2 J0(qy)−J2(qy)
2 0 zy
2J1(qy)
0 y2 J0(qy)+J2(qy)2 0
zy2J1(qy) 0 z
2J0(qy)
 (C.10)
la suma de los elementos de la diagonal vuelve a resultar el peso escalar ddzW
1(z,−q). Mientras
que las derivadas segundas se expresan como,
d2
dz2
W 0(z,−q) = −2pi
[
J0(qy) +
z2q2
qy
J1(qy)
]
(C.11)
d2
dz2
W 1(z,−q) = 1
2R
q2
qy
[
J1(qy) +
z2q2
qy
J2(qy)
]
(C.12)
d2
dz2
~W (z,−q) = 1
2R2
{[
−qJ0(qy) + z
2q2
qy
]
µˆq +
[
3zq2
qy
J1(qy) +
z3q4
(qy)2
]
µˆz
}
(C.13)
indicamos las componentes del tensor,
d2
dz2
Ŵ (q,q)(z,−q) = 1
2R3
[
(qy)J1(qy)− J0(qy)− z
2q2
qy
(J1(qy) + (qy)J0(qy)
]
(C.14)
d2
dz2
Ŵ (⊥,⊥)(z,−q) = 1
2R3
(−)
[
J0(qy) +
z2q2
qy
J1(qy)
]
(C.15)
d2
dz2
Ŵ (z,z)(z,−q) = 1
2R3
[
2J0(qy) +
5z2q2
qy
J1(qy) +
z4q4
(qy)2
J2(qy)
]
(C.16)
d2
dz2
Ŵ (q,z)(z,−q) = 1
2R3
1
q
[
(qy + z2q2)J1(qy) + (−2z)q2(qy)J0(qy)
]
(C.17)
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la propiedad de la traza del tensor vuelve a mantenerse en virtud de la relacio´n de recurrencia
Jn+1(x) =
2n
x Jn(x)− Jn−1(x).
Como el lector puede comprobar en §B aparecen derivadas segundas de las funciones peso y por
consiguiente funciones δ′ como acabamos de ver. El ca´lculo detallado de los factores que acompan˜an
los reduce a las expresiones de la forma,∑
µ,ν
(∂ν,µφ)W
ν
0 (±R)Wµ0 (±R) (C.18)
y sustituyendo los valores para los pesos obtenidos la suma anterior demuestra ser cero y por tanto
las contribuciones a la energ´ıa libre esta´n bien definidas.
C.2 Parte Atractiva en campo medio
En el caso del peso en la parte atractiva1,
ωat(z,−q) = 2pi
∫ ∞
0
dyyJ0(qy)φat(
√
z2 + y2) (C.19)
para la primera derivada,
d
dz
ωat(z,−q) = 2pi
∫ ∞
0
dyyJ0(qy)φ
′
at(
√
z2 + y2)
z√
z2 + y2
(C.20)
que tambie´n puede ser expresada utilizando funciones de Bessel de orden 1, desde la expresio´n
ωat(z,−q) = 2pi
∫∞
|z| dyyJ0(q
√
z2 + y2)φat(|y|).
En el caso de la asimetrizacio´n del peso atractivo hemos usado,
ωasimat (z,−q) = ωsimat (z,−q)
1
2
[1 + tanh[(z + α)β]] (C.21)
Representa la interaccio´n atractiva de la primera capa con el resto del perfil. Un ejemplo de
diferentes para´metros se puede ver en la figura (A.15).
1No hemos incluido el cutoff en esta expresiones, entre los potenciales utilizados solo puede ser necesario para el
Lennard-Jones mientras que en la pra´ctica los ca´lculos de corrugacio´n los hemos extendido lo suficiente para que no
sea relevante.

APE´NDICES D
Teor´ıas de campo efectivo
Las teor´ıas de campo efectivo intentan describir propiedades del sistema en una escala mesosco´pica
salvando los detalles microsco´picos, para lo que se define un para´metro de orden que refleja los
cambios fenomenolo´gicos de intere´s y con el que se construye un funcional, a menudo definido de
modo heur´ıstico, que permite obtener la f´ısica de intere´s. Usualmente la conexio´n microsco´pica es
argumentada ma´s que demostrada y los para´metros que aparecen en este funcional pueden contener
dependencias en para´metros termodina´micos cosa que no sucede en un hamiltoniano microsco´pico.
Si este funcional posee un campo externo acoplado al para´metro de orden puede describir situaciones
no homoge´neas al igual que en las aproximaciones del funcional de la densidad. En consecuencia
las teor´ıas de campo y los funcionales de la densidad son dos modos de tratar formalmente sistemas
no homoge´neos que presentan similitudes pero son aproximaciones de cara´cter diferente.
En la teor´ıa del funcional de la densidad si partimos del funcional exacto, el perfil de densidad es
una cantidad de equilibrio (una vez realizada la minimizacio´n correspondiente) que ha promediado
las fluctuaciones consistentes con el estado de equilibrio estudiado. En la pra´ctica la situacio´n di-
fiere ya que las diferentes aproximaciones a dicho funcional de la densidad exacto permiten obtener
perfiles de densidad similares al que suponemos de equilibrio pero no constituyen funcionales exac-
tos y de aqu´ı resulta obvio que los efectos de determinadas fluctuaciones pueden perderse segu´n la
naturaleza de la aproximacio´n, en los casos macrosco´picos no suele tener gran relevancia pero en
sistema pequen˜os o interfases resulta importante determinar que fluctuaciones y de que modo esta´n
incluidas en el funcional.
Las teor´ıas de campo efectivo al partir de un para´metro de orden1 que determina el estado del
sistema, expresan la energ´ıa libre del sistema cuando lo obligamos a estar en dicho estado, mientras
1La idea original parte de Landau quien cerca del punto cr´ıtico propuso una teor´ıa general a partir de las
aproximaciones de campo medio conocidas. Esta teor´ıa part´ıa de la existencia de un para´metro de orden η que daba
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que la funcio´n de particio´n que tiene en cuenta todas las posibles configuraciones del sistema es
recuperada tras una integracio´n funcional de un hamiltoniano efectivo, Heff sobre dicho para´metro
de orden.
D.1 Propiedades termodina´micas desde Heff
Los hamiltonianos efectivos son funcionales del para´metro de orden2 pero no representan la energ´ıa
libre del sistema en equilibro, para determinarla a partir del Heff [η(~r)] procedemos mediante la
expresio´n[79],
Z(T, V,N) =
∫
Dη(~r)e−βHeff [η(~r)] (D.1)
y la energ´ıa libre termodina´mica se calcula mediante3,
F (T, V,N) = βlnZ(T, V,N) (D.2)
Para describir sistemas no-homoge´neos hemos introducido un para´metro de orden dependiente
de las coordenadas espaciales y un hamiltoniano efectivo que incluye un potencial externo acoplado,
Vext(~r)η(~r).
Desde el punto de vista de los microestados cada estado, determinado por un para´metro de
orden, correspondera´ a un conjunto de microestados relativamente amplio, mientras que la conexio´n
microsco´pica para Heff (~r) es,
e−βHeff [η(~r)] = Trηe−βH(rN ) (D.3)
donde Trη es una traza parcial restringida a los microestados compatibles con el para´metro de or-
den η y HN el hamiltoniano microsco´pico. Por esto la funcio´n de particio´n, ec. (D.1), se convierte
en una integral funcional sobre los posibles para´metros de orden η del factor de Boltzmann del
Heff y justifica que a esta u´ltima se la denomine energ´ıa libre de grano grueso. Los requerimientos
termodina´micos esta´n sobre Z(T, V,N) y no sobre Heff .
cuenta del comportamiento de sistema cerca del punto critico. Esta teor´ıa se puede generalizar introduciendo el
sistema en un campo externo Vext(~r) con lo que habremos de utilizar un para´metro de orden η(~r) que representa el
promedio de una regio´n de cierto taman˜o Λ−3 la definicio´n de η esta por tanto ligada a valor de esta constante, con
todo en la teor´ıa de Landau esperamos que al final no tengamos en las predicciones de la teor´ıa una dependencia con
el para´metro Λ.
2Y que permiten formalmente obtener este para un estado termodina´mico mediante su minimizacio´n.
3Usamos el colectivo cano´nico pero igualmente podemos hacer referencia al macrocano´nico.
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El ca´lculo de la integral funcional se realiza de modo pra´ctico en el espacio de Fourier4 donde
la integral funcional indicada queda, ∫
Dη(~r) =
∫ ∏
|~k|<Λ
dη~k (D.4)
y η~k posee una parte real y una parte compleja. Si η(~r) es real tendremos que las partes real y
compleja esta´n relacionadas por,
Re(η~k) = Re(η ~−k) (D.5)
Im(η~k) = −Im(η ~−k) (D.6)
En el formalismo del funcional de la densidad, las funciones de distribucio´n y correlacio´n
obtenidas mediante diferenciacio´n funcional as´ı como sus relaciones han sido la base sobre la que
se han construido la mayor´ıa de los resultados. En este contexto tambie´n se definen una serie de
funciones a partir de derivadas funcionales de la energ´ıa libre respecto del potencial externo. Las
ma´s relevantes para nosotros sera´n,
< η(~r) >=
δF
δVext(~r)
(D.7)
G(~r, ~r′) = β−1χT (~r, ~r′) = β−1
δ < η(~r) >
δVext(~r′)
(D.8)
los promedios son en el espacio de para´metros de orden η(~r).
D.1.1 Aproximacio´n de campo medio
Realizar el procedimiento de integracio´n funcional de modo anal´ıtico es complicado y la primera
aproximacio´n razonable es determinar el para´metro de orden de equilibrio como aquel que mini-
miza el hamiltoniano efectivo5 y se determinan en una segunda etapa posibles correcciones debidas
a fluctuaciones sobre el para´metro de orden anterior. De este manera la imposicio´n de que Heff
sea estacionario lleva a una ecuacio´n de Euler-Lagrange,
δHeff [η]
δη
= 0 (D.9)
me permite obtener6 un ηMF (~r).
4En el es ma´s fa´cil incorporar la presencia del cutoff Λ que realce el cara´cter mesosco´pico de η.
5Se suele denominar aproximacio´n de punto de silla, y es viable ya que aunque Heff ha de ser anal´ıtico, un
proceso de minimizacio´n puede dar lugar a comportamientos no-anal´ıticos y puede por tanto describir transiciones
de fase y feno´menos cr´ıticos que suele ser el objetivo final.
6Bajo estas definiciones es posible encontrar haciendo uso de la ecuacio´n (D.8) una relacio´n para la funcio´n de
correlacio´n de dos puntos que permite establecer su comportamiento asinto´tico para r >> ξB ,
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D.1.2 Aproximacio´n Gaussiana
La forma ma´s extendida de hamiltoniano efectivo viene dada por la expresio´n de Landau-Ginzburg-
Wilson que condensa propiedades generales de simetr´ıa, localidad, homogeneidad y analiticidad
que se imponen heur´ısticamente sobre Heff .
Su forma es,
HLGW [η(~r)] =
∫
dd~r
[
aη(~r)2 + bη(~r)4 +
γ
2
(∇η(~x))2 − Vext(~r)η(~r)
]
(D.11)
a la que hemos acoplado el campo externo Vext(~r) y la exigencia de estabilidad impone restricciones
sobre los signos de los para´metros fenomenolo´gicos (a, b, γ).
Podemos ir ma´s alla´ de la aproximacio´n de campo medio, ya que la integral funcional que define
la funcio´n de particio´n si es resoluble anal´ıticamente en el caso de poseer la forma de una gaussiana7,
por tanto se puede estudiar las propiedades de HLGW si ignoramos los te´rminos no cuadra´ticos en
el para´metro de orden.
La expresio´n gaussiana en ausencia de campo externo es,
H(g)[η(~r)] =
∫
dd~r
[
1
2
γ(∇η(~r))2 + atη(~r)2
]
+ a0V (D.12)
Una transformacio´n que lleve H(g) a una forma diagonal permite realizar las integraciones en
Dη(~r), y la manera ma´s sencilla8 es una transformada Fourier donde la expresio´n directamente es
diagonal9 de η(~r) tenemos,
H(g)[{ηk}] = 1
V
∑
k
1
2
|ηk|2
[
2at+ γk2
]
+ a0V (D.17)
G(r) ∼ e
|~r|/ξ
|~r|(d−1)/2ξ(d−3)/2 (D.10)
en el caso de estudiar las proximidades del punto cr´ıtico en un sistema uniforme el para´metro de orden puede ser la
densidad y la G(r) estar´ıa relacionado con la funcio´n de distribucio´n radial.
7Se puede resolver el problema anal´ıticamente ya que la caracter´ıstica fundamental de esta aproximacio´n es
suponer que las distribuciones de probabilidad de las fluctuaciones siguen una distribucio´n normal lo que permite
que las diferentes variables aleatorias se conviertan en independientes.
8Son posibles transformaciones en el espacio real.
9 Las expresiones que usamos son:
η(~x) =
1
Ld
∑
~k
η~ke
−i~k~x (D.13)
ηk =
∫
dd~xη(~x)ei
~k~x (D.14)
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el ca´lculo de la funcio´n de particio´n se realiza mediante,
e−βF =
∫
Dη(~r)e−βH[η(~r)] =
∫ ∏
|~k|<Λ
dη~ke
−βH =
∫ ∏
|~k|<Λ
dRe(η~k)d Im(η~k)e
−βH (D.18)
donde en H(g) tenemos |η~k|2 = Re(η~k)2 + Im(η~k)2.
Si η(~r) es real su partes real e imaginaria esta relacionadas luego hemos de restringir la suma
en vectores ~k, e incluimos el factor 12 de modo explicito. El resultado final para la energ´ıa libre es,
F = a0V − 1
2
∑
|~k|<Λ
ln
2piV β−1
2at+ γk2
(D.19)
Para el caso de las funcio´n de correlacio´n entre dos puntos podemos podemos hacer uso de que de
modo directo,
< |ηk|2 >= V β
−1
2at+ γk2
= V Gˆ(~k) (D.20)
y
< η(~r)η(~r′) >=
1
V
∑
~k<Λ
β−1
2at+ γk2
ei
~k(~r−~r′) (D.21)
que nos servira´ en la teor´ıa de ondas de capilares para establecer una medida de la anchura de la
interfase.
D.1.3 Determinacio´n de fluctuaciones sobre campo medio
El ca´lculo anterior puede ser utilizado del siguiente modo, partimos de un hamiltoniano efectivo
general Leff caracterizado por ser local en el para´metro de orden salvo un te´rmino que como en
HLGW depende del cuadrado del gradiente del para´metro de orden. Sea φ0(~x) el para´metro de
orden que hace estacionario a Leff y buscamos la relevancia de las fluctuaciones entorno de dicho
para´metro de orden η(~x) = δφ(~x) = φ(~x)− φ0(~x). Si desarrollamos hasta orden η2 nuestro Leff y
aplicamos que φ0(~x) hace estacionario al funcional podemos expresar,
Leff [φ] = Leff [φ0] + L
(g)
eff [η] +O[η
2] (D.22)
las relaciones se completan con los siguientes resultados∑
k
ei
~k(~x−(~x′) = Ldδ(~x− ~x′) (D.15)∫
dd~xei(
~k−~k′)~x = Ldδ~k,~k′ (D.16)
donde hemos escrito el caso d-dimensional de volumen Ld.
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donde L
(g)
eff [η] posee una forma gaussiana dada por
L
(g)
eff [φ] =
∫
dd~r
[
1
2
γ(∇η)2 + L′′eff (η)η2
]
(D.23)
que podemos diagonalizar. Es interesante notar que este procedimiento es consistente en el proceso
de incorporar fluctuaciones (ma´s alla´ de que solo incluimos te´rminos a ordenes bajos), en el sentido
de que φmf = φ0 no incorpora previamente fluctuaciones
10.
Supongamos la siguiente situacio´n, en ausencia de potencial externo φmf es uniforme pero sus
fluctuaciones si presentan variaciones espaciales. Si existen varios grados de libertad (φ1, ..., φn)
tal que uno de ellos representa φmf mientras que el resto son nulos, las fluctuaciones sobre estos
u´ltimos son posibles sin costo de energ´ıa[79]. Los modos colectivos que se producen son conocidos
como modos de Goldstone y se corresponden con la ruptura de la simetr´ıa del sistema presente en el
hamiltoniano. Estos modos, al igual que las ondas capilares, no tienen una fuerza restauradora en
ausencia de campos externos y presentan ciertas analog´ıas. El ana´lisis de los modos de Goldstone
a ordenes superiores al gaussiano muestra que es posible reexpresar el te´rmino gaussiano mediante
una constante γ redefinida, este hecho hizo sugerir que la interaccio´n de las ondas capilares a dis-
tintas escalas hace subir la tensio´n superficial y sobre argumentaciones cualitativas basadas en las
analog´ıas con el proceso de renormalizacio´n de γ se propuso una γ(k), su origen es, pues, diferente
del expresado a lo largo de la memoria[8].
D.1.4 Aplicacio´n a la teor´ıa de ondas capilares
La teor´ıa de ondas capilares, §1.2, es una teor´ıa gaussiana y podemos utilizar las expresiones
anteriores para determinar el conjunto de funciones y promedios utilizados a lo largo de la memoria,
estos se expresara´n de modo general como,
< f(z, ξ(~R)) >ξ=
1
ZI
∫
D[ξ]e−βHI [ξ]f(z, ξ(~R)) (D.24)
Y por tanto el formalismo anterior es directamente aplicable a un hamiltoniano de la forma11:
HI [{ξq}] = 1
2
Ld
∑
qmin<q<qmax
|ξq|2 [h(q)] (D.25)
10Insistimos esto no ocurre as´ı a priori en una aproximacio´n de van der Waals generalizada donde primero debemos
determinar que fluctuaciones hemos incluido en φDFT .
11Suponemos que ξ(~R) =
∑
q ξqe
−~q ~R
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que responde a la forma dada en ec. (6.20). Esta expresio´n permite escribir, usando ec. (D.19) la
correccio´n a energ´ıas como:
βγ = βγ0 − 1
2
L−d
∑
qmin<q<qmax
ln
2pi
βh(q)Ld[ξq]2
(D.26)
La desviacio´n cuadra´tica media se puede escribir como:
< ξq2ξq1 >= δq1,−q2 < |ξq1 |2 >= δq1,−q2
1
βLdh(q)
(D.27)
En consecuencia12,
S(~R) ≡< ξ(~R)ξ(~0) >= 1
(2pi)d
∫
qmin<q<qmax
dd~q
ei~q
~R
βh(q)
(D.29)
Y promedio de los perfiles de densidad en ξ(~R).
ρ(z) = < ρ0(z − ξ(~R)) >ξ
=
1
ZI
∫
D[ξ]
[∫
dz1δ(ξ(~R− z1)ρ0(z − z1)
]
e−βHI [ξ]
=
1
ZI
∫
dz1ρ0(z − z1)
∫
D[ξ]
[
δ(ξ(~R)− z1)
]
e−βHI [ξ]
=
1
ZI
∫
dz1ρ0(z − z1)P(z1) (D.30)
Del mismo modo si escribo las correlaciones como:
G(2)(z1, z2, |~R12|) =< (ρ0(z1 − ξ( ~R1))− ρ(z1))(ρ0(z2 − ξ( ~R2))− ρ(z2)) >ξ (D.31)
Permite escribir:
G(2)(z1, z2, |~R12|) = ρ(z1)ρ(z2)− ρ(z2)
∫
dz3ρ0(z3 − z1)P(z3)
− ρ(z1)
∫
dz3ρ0(z3 − z2)P(z3)
+
∫
dz3
∫
dz4ρ0(z3 − z2)ρ0(z3 − z1)P(z1, z2, |~R12|) (D.32)
12En el caso del modelo cla´sico de ondas capilares esta funcio´n se puede determinar analiticamente para valores
hasta d=4 y expresarse unificadamente mediante la funcio´n de Bessel de segunda especie Kν ,
S(|~R|) = ξ
2ν
cw
(2pi)(d−1)/2βγ
(|~R|2 + q−2max)ν/2Kν(|~R|2 + q−2max) (D.28)
donde 2ν = 3− d. Esto lleva a que para d < 3 la anchura de la interfase es ξ3−dcw /βγ y por tanto diverge. En el caso
de d = 3 tenemos una divergencia logar´ıtmica mientras que en d > 3 tenemos que la divergencia desaparece.
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donde tenemos que:
P(z1) =
∫
D[ξ]
[
δ(ξ(~R1)− z1)e−βH[ξ]
]
(D.33)
P(z1, z2, |~R12|) =
∫
D[ξ]
[
δ(ξ(~R1)− z1)δ(ξ(~R2)− z2)e−βH[ξ]
]
(D.34)
Para determinar las expresiones anteriores escribimos la funcio´n δ(ξ(~R1)− z1) en el espacio Fourier
as´ı como la propia funcio´n ξ(~R). Las integraciones permite expresar,
P(z1) = 1√
2pi∆2cw
e
− z2
2∆2cw (D.35)
mientras que:
∆2cw = S(0) =
1
(2pi)d
∫
qmin<q<qmax
dd~q
1
βh(q)
(D.36)
En cuanto a la determinacio´n de la funcio´n P(z1, z2, |~R12|) es ana´logo, en este caso involucra a S(0)
y S(~R12), y tenemos una distribucio´n gaussina bivariante. La expresio´n formal resulta ser,
P(z1, z2, |~R12|) = 1√
2pi(S(0)2 − S(R12)2)
e
−−S(0)(z
2
1+z
2
2)+2S(R12)z1z2
2(S(0)2−S(R12)2) (D.37)
Adema´s en el se puede expresar P(z1, z2, |~R12|) a partir de P(z1) y S(~R12) mediante una serie, que
a primer orden implica, y volvemos as´ı a ec.(3.37),
G(2)(z1, z2, |~R12|) ' S(R12)
∫
dz′1P(z′1)ρ′0(z′1 − z1)
∫
dz′2P(z′2)ρ′0(z′2 − z2) (D.38)
Para resolver la expresio´n (A.26) que determina el perfil de densidad ρ(z, Lx) cuando para el
perfil intr´ınseco incluimos un te´rmino
∑
q ξqe
−~q ~Rρq(z). El ca´lculo es ana´logo a ec. (D.30) aunque en
este caso el resultado es expresado como la transformada Fourier de la misma funcio´n exponencial
involucrada en el caso anterior pero con un factor iq que dara´ lugar al ddzP(z).
D.1.5 Expresio´n en el formalismo de proyectores de las funciones de
distribucio´n de alturas.
Haciendo uso del formalismo del operador proyeccio´n podemos expresar la jerarqu´ıa de funciones
de distribucio´n de alturas del siguiente modo:
P(z1) =
∫
dµ(ω)e−<ρˆ|u>Λ1(ω) (D.39)
P(z1, z2, |~R12|) =
∫
dµ(ω)e−<ρˆ|u>Λ12(ω) (D.40)
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donde
Λ1(ω) =
∫
D[ξ]Λ(ξ, ω)δ(ξ(~R1)− z1)e−βH[ξ] (D.41)
Λ12(ω) =
∫
D[ξ]Λ(ξ, ω)δ(ξ(~R1)− z1))δ(ξ(~R2)− z2)e−βH[ξ] (D.42)
Podemos obtener la jerarqu´ıa P(n) de funciones de distribucio´n de alturas desde la jerarqu´ıa de
proyectores Λ1...n(ω) que se obtiene u´nicamente promediando en el campo ξ bajo una restriccio´n
que fija en el espacio un conjunto n de puntos para ξ del operador proyeccio´n original.
Para terminar, en el contexto de las teor´ıas de campo efectivo y relacionado con la interfase
l´ıquido-vapor se ha intentado indagar la relacio´n entre las propiedades de la funcio´n de distribucio´n
G(2)(z1, z2, r12) y el perfil de densidad ρ(z1), problema que ya se comento´ en §3.4.2 y constituye
un ejemplo de aplicacio´n de este formalismo de campos efectivos a la interfase l´ıquido-vapor, ve´ase
[224].

APE´NDICES E
Ca´lculo de la funcio´n c(r) en WDA
En el caso de WDA expresa´bamos la energ´ıa libre de un fluido de esferas duras mediante la expresio´n:
FHS [ρ] =
∫
d~rρ(~r)∆Ψ(ρ¯(~r)) (E.1)
donde el funcional era construido a partir de tres funciones peso ωi. Aqu´ı detallamos el ca´lculo
de la funcio´n de correlacio´n directa utilizando una expresio´n integral explicita (que adema´s puede
ser utilizada para obtener una expresio´n tambie´n explicita de las funciones peso en el ca´lculo de
la funcio´n de distribucio´n de pares por el me´todo de la part´ıcula test para el funcional FMT sin
recurrir a me´todos de Fourier para resolver las convoluciones). La definicio´n en el formalismo del
funcional de la densidad de la funcio´n de correlacio´n directa me lleva directamente a la expresio´n:
c(2)(~r1, ~r2; ρB) = −∆Φ′[ρb]δρ¯(~r1)
δρ(~r2)
∣∣∣∣
ρB
−∆Φ′[ρb]δρ¯(~r1)
δρ(~r2)
∣∣∣∣
ρB
− ∆Φ′[ρb]
∫
d~r
δρ¯(~r)
δρ(~r1)δρ(~r2)
∣∣∣∣
ρB
− ∆Φ′′[ρb]
∫
d~r
δρ¯(~r)
δρ(~r1)
∣∣∣∣
ρB
δρ¯(~r)
δρ(~r2)
∣∣∣∣
ρB
(E.2)
donde las ∆Φ′[ρb] son derivadas respecto de la densidad. Queda resolver las derivadas funcionales
de la densidad promedio y evaluarlas en el caso uniforme. En nuestro caso tendremos,
δρ¯(~r)
ρ(~r1
∣∣∣∣
ρB
= ω(|~r − ~r1)|, ρB) (E.3)
δρ¯(~r)
δρ(~r1)δρ(~r2)
∣∣∣∣
ρB
= ω′(|~r − ~r1|, ρB)ω(|~r1 − ~r2|, ρB) + ω′(|~r − ~r2|, ρB)ω(|~r1 − ~r2|, ρB) (E.4)
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Al introducir estas expresiones en el caso uniforme podemos expresar,
c(2)(|~r12|; ρB) = −∆Φ′[ρB ]ω(|~r12|; ρB)−∆Φ′[ρB ]ω(|~r21|; ρB)
− ∆Φ′[ρB ]ρB
∫
d~x [ω′(|~x|; ρB)ω(|~x+ ~r12|; ρB) + ω′(|~x+ ~r12|; ρB)ω(|~x|; ρB)]
− ∆Φ′′[ρB ]ρB
∫
d~x[ω(|~x|; ρB)ω(|~x+ ~r12|; ρB)] (E.5)
Podemos expresar todo lo anterior como convoluciones de las funciones peso
c(2)(|~r12|; ρB) = −∆Φ′[ρB ]ω(|~r12|; ρB)−∆Φ′[ρB ]ω(|~r21|; ρB)
+ ∆Φ′[ρB ]ρB [ω′(|~x|; ρB)⊗ ω(|~x+ ~r12|; ρB)
+ ω′(|~x+ ~r12|; ρB)⊗ ω(|~x|; ρB)]
+ ∆Φ′′[ρB ]ρBω(|~x|; ρB)⊗ ω(|~x+ ~r12|; ρB)] (E.6)
como indica´bamos para la resolucio´n practica de las ecuaciones anteriores suele procederse bien me-
diante transformada de Fourier donde las convoluciones se transforman en productos de funciones,
bien realizar un cambio de coordenadas que permite expresar,∫
d~ya(|~y|)b(|~r12 − ~y|) = 2pi|~r12|
∫
dxxa(x)
∫ |r+x|
|r−x|
drrb(r) (E.7)
Que completa los detalles espec´ıficos del ca´lculo usando que,
ω = ω0 + ω1ρB + ω2ρ
2
B (E.8)
de forma de convoluciones anteriores se expresan mediante convoluciones de las funciones peso
elementales ωi ⊗ ωj . Los detalles sobre las funciones ωi pueden ser consultados en[111]. Los
resultados son similares a la funcio´n de correlacio´n directa de Percus-Yevick, en un rango amplio de
densidades sin embargo presenta algunas diferencias que en nuestros ca´lculos pueden ser bastante
relevantes, una primera es la presencia de una cola oscilante para ~r12 > σ y la otra es la diferencia
para ~r12 < σ para altas densidades.
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A.14 Resultado de la convolucio´n del perfil intr´ınseco ρ˜(z) con Pξ(Leff , L0), con Leff = 9.5σ
y L0 como para´metro libre, resultados figura (A.10). Modelo Na. Funcional FMT-PY.
Se comparan ρδ(z) con ρvext(z) a la misma T/U. Los valores de n0 representados son
0.3, 0.5, 0.7, 0.9. La figura abajo a la izquierda representa la funcio´n P(z), la l´ınea
continua es n0 = 0.9 con T/U = 0.70, el resto son T/U = 0.55 con n0 = 0.3, 0.5, 0.7 y 0.9 223
A.15 Se analizan los modos de decaimiento para temperaturas mayores que Fisher-Widom,
para temperaturas menores se han visto antes. Se comprueba que para los valores de
Bin y Ain procedentes del ajuste la forma introducida en ec. (5.7) es va´lida. Incluso
cuando Bin ' 0 predice correctamente la presencia de oscilaciones propaga´ndose hacia
el volumen ma´s alla´ de la l´ınea de Fisher-Widom. Se muestran tres perfiles donde se ve
el feno´meno una flecha indica la posicio´n de la u´ltima oscilacio´n completa presente en
perfil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
A.16 Valor de δΩv en el caso Hg-FMT-PY y T/U=0.65, se muestran los valores para diferentes
tasas de ocupacio´n de la capa n0. En el caso de δΩ
δ las curvas para γ(q) aunque
difieren entre s´ı para las diferentes recetas de asimetrizacio´n resultan mono´tonamente
decrecientes y similares a las obtenidas en el cap´ıtulo anterior, el valor de h(q) no crece
lo suficientemente ra´pido debido a los problemas comentados en el texto. . . . . . . . . . 228
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