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Abstract
We consider certain self-adjoint observable for the KMS state asso-
ciated to the Hamiltonian H = σx⊗ σx over the quantum spin lattice
C
2 ⊗C2 ⊗C2 ⊗ .... For a fixed observable of the form L⊗L⊗L⊗ ...,
where L : C2 → C2, and for the zero temperature limit one can get
a naturally defined stationary probability µ on the Bernoulli space
{1, 2}N. This probability is ergodic but it is not mixing for the shift
map. It is not a Gibbs state for a continuous normalized potential but
its Jacobian assume only two values almost everywhere. Anyway, for
such probability µ we can show that a Large Deviation Principle is
true for a certain class of functions. The result is derived by showing
the explicit form of the free energy which is differentiable.
1 Introduction
We analyze from the point of view of Ergodic Theory a probability µ which
appears in a natural way on a physical problem of quantum nature (see
[2, 18]). We point out that the system we considered in this work - for the
construction of the associated µ - is of quantum nature, but the analysis of
the associated measure is described in terms of classical Ergodic Theory and
Symbolic Dynamics.
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Given a selfadjoint operator H acting on a finite dimensional Hilbert
space H and a temperature T > 0, the density operator
ρH,T =
e−
1
T
H
Z(T )
,
where1 Z(T ) = Tr e−
1
T
H , is called the KMS state associated to the Hamil-
tonian H . Among other properties ρH,T maximizes
−Tr (H ρ)− Tr (ρ log ρ)
among density operators ρ acting on H. In this way the KMS state plays
in Quantum Statistical Physics (see [3], [14] or [5] for general results) the
role of the Gibbs state in Thermodynamic Formalism. A general reference
on Quantum Mechanics is [6] (see also [9]).
The paper [18] is the main motivation for the present work. We initially
recall the general setting of that paper.
The set of linear operators acting on Cd will be denoted by Md. We will
call ω = ωn :Md ⊗Md ⊗ ...⊗Md︸ ︷︷ ︸
n
→ C a C∗-dynamical state if ωn(I⊗n) =
1 and ωn(a) ≥ 0, if a is a non-negative element in the tensor product. It
follows that ωn(L1 ⊗ L2 ⊗ ...⊗ Ln) is a positive number if all Lj ∈ Md are
positive, j = 1, 2, ..., n.
A state ω = ωn, n ≥ 2 will be defined in the following way: consider a
fixed value β > 0 and a complex self-adjoint operator H , depending on two
variables, H : (Cd ⊗ Cd) → (Cd ⊗ Cd). Now for a given natural number
n ≥ 2 let Hn = (C
d)⊗n → (Cd)⊗n be given by
Hn =
n−2∑
j=0
I⊗ j ⊗H ⊗ I⊗ (n−j−2).
Set
ρω = ρωH,β,n =
1
Tr (e− βHn)
e− βHn ,
and, finally, we define the state ωn = ωH,β,n by
ωH,β,n(L1 ⊗ L2 ⊗ ....⊗ Ln) =
1
Tr (e− βHn)
Tr[ e−βHn(L1 ⊗ L2 ⊗ ....⊗ Ln) ]
= Tr (ρω L1 ⊗ L2 ⊗ ....⊗ Ln). (1)
1The notation Tr means the trace of the operator
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The parameter β corresponds to 1/T .
From the above construction, any Hamiltonian H acting on Cd ⊗ Cd
defines a state ω = ωH,β,n acting on Md ⊗Md ⊗ ...⊗Md︸ ︷︷ ︸
n
. A Quantum
Ising Chain is defined by a Hamiltonian of the form
H = −J ( σx1 ⊗ σ
x
2 )− h ( σ
z
1 ⊗ I ),
where the Pauli matrices are
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
and σz =
(
1 0
0 −1
)
,
while σxi , is the Pauli matrix σ
x acting on the position i of the tensor product.
The associated n-Hamiltonian is
Hn =
n∑
i=1
[ −J ( σxi ⊗ σ
x
i+1 )− h ( σ
z
i ⊗ I ) ].
In the case h = 0 we will say that the Quantum Ising Chain has no magnetic
term. This will be the case here as we will see soon.
In order to describe the construction of a naturally defined probability on
the symbolic space we need some more definitions.
Let L : Cd → Cd be a self-adjoint operator and denote by λ1, λ2, ..., λd its
real eigenvalues. We suppose that {ψ1, ..., ψd} denotes an orthonormal set of
eigenvectors of L and Pψj : C
d → Cd denotes the orthogonal projection on
the subspace generated by ψj , j ∈ {1, ..., d}. For any n ∈ N, the observable
L⊗n := (L⊗ L⊗ ....⊗ L) : (Cd ⊗ Cd ⊗ ....⊗ Cd)→ (Cd ⊗ Cd ⊗ ....⊗ Cd)
has the eigenvector (ψj1 ⊗ ψj2 ⊗ ....⊗ ψjn ) associated to the eigenvalue λj1 ·
λj2 · · ·λjn. Any eigenvalue of L
⊗n is of this form.
The values obtained by physical measuring (associated to the observable
L⊗n) in the finite dimensional Quantum Mechanics setting are (of course)
the eigenvalues of L⊗n. The relevant information is the probability of each
possible outcome event of measuring L⊗n.
For fixed H : Cd⊗Cd → Cd⊗Cd, L : Cd → Cd, n ∈ {2, 3, ...} and β > 0,
we consider the C∗-state ωH,β,n given in (1), and define the probability µβ,n
on Ωn = {1, 2, ..., d}
n by
µβ,n( j1, ..., jn ) = ωH,β,n(Pψj1 ⊗ Pψj2 ⊗ ...⊗ Pψjn )
=
1
Tr (e− βHn)
Tr[ e−βHn(Pψj1 ⊗ Pψj2 ⊗ ...⊗ Pψjn ).
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We will consider here the case where d = 2. We denote Ω = {1, 2}N and
for fixed β with the information of the probabilities µβ,n, n ∈ N one can
produce a probability µβ on Ω.
On the zero temperature limit case we consider the probabilities (if the
limit exists)
µ∞,n = lim
β→+∞
µβ,n.
With this information one can get the probability of each possible out-
come event of measuring via L⊗n. Indeed, for fixed n and a specific eigen-
value λ of L⊗n we just collect all the n-strings (j1, j2, ..., jn−1, jn) such that
λ = λj1 · λj2 · · ·λjn and add their individual probabilities.
For instance, in the case d = 2, the eigenvalues of L are the numbers
λ1 = 1 and λ2 = −1, then the possible eigenvalues of L
⊗n are also just the
values 1 and −1. The 3-strings producing the value λ = −1 are
{(j1, j2, j3) | λj1 · λj2 · λj3 = −1} = {(1, 1, 2), (1, 2, 1), (2, 1, 1), (2, 2, 2)}.
Assumption A: In this work we consider the Quantum spin Chain with
no magnetic term defined by the Hamiltonian H = σx1 ⊗ σ
x
2 . We consider
self-adjoint operators (observable) of the form
L =
(
cos2(θ)− sin2(θ) 2 cos(θ) sin(θ)
2 cos(θ) sin(θ) sin2(θ)− cos2(θ)
)
,
where2 θ ∈ (0, pi/2).
The eigenvalues of L are λ1 = 1 and λ2 = −1 which are associated,
respectively, to the unitary eigenvectors ψ1 = (cos(θ), sin(θ)) ∈ C
2 and ψ2 =
(− sin(θ), cos(θ)) ∈ C2, which are orthogonal.
We are mainly interested in the zero temperature limit case. Our main
result is the following:
Theorem 1. Suppose that H and L satisfy Assumption A. Consider the prob-
ability measure µ on Ω = {1, 2}N, such that, for any n ≥ 2 and {j1, ..., jn} ∈
{1, 2}n, µ([j1, ..., jn]) = µ∞,n(j1, ..., jn), where [j1, ..., jn] = {(x1, x2, ...) ∈
Ω | x1 = j1, ..., xn = jn}. Then, the probability µ is invariant and ergodic for
the shift map σ acting in Ω. It is not mixing and does not have a continuous
Jacobian.
The proof of the above result is the purpose of sections 2, 3 and 4.
2The case θ = 0 corresponds to L = σz and the case θ = pi/2 corresponds to L = −σz.
We will exclude these cases.
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One can also show that this Jacobian assume µ-almost everywhere only
the values p = 1−sin(2θ)
2
and 1 − p = 1+sin(2θ)
2
. This will establish an upper
and lower bounds for its entropy.
Some technical results that we need on sections 2, 3 and 4 are proved on
the Appendix.
The proofs of our main results are rigorous and they will be obtained by
lengthy estimations and long induction procedures from which we will finally
derive explicit expressions. We believe it is worthwhile for the future study
of measures obtained from more general Hamiltonians (with magnetic term
for instance) to be able to establish what good dynamical properties one can
expect (and which ones one can not expect).
We say that there exists a Large Deviation Principle (LDP for short)
for the probability µ on Ω and the function A : Ω → R, if there exist a
lower-semicontinuous function I : R→ R, such that,
a) for all closed sets K ⊂ R we get
lim
n→∞
1
n
log
(
µ
{
z such that
1
n
n−1∑
j=0
A(σj(z)) ∈ K
} )
≤ − inf
s∈K
I(s),
b) for all open sets B ⊂ R we get
lim
n→∞
1
n
log
(
µ
{
z such that
1
n
n−1∑
j=0
A(σj(z)) ∈ B
} )
≥ − inf
s∈B
I(s).
I is called the deviation function.
Item a) can be proved in great generality due to Chebyshev’s inequality
(see [4] or section 5 in [11]).
Item b) is more difficult to get. It can be shown to be true in the case
the free energy (to be defined below) is differentiable (see [4] or section 5 in
[11]).
We refer the reader to [8], [12], [7] and [15] for several results on the topic
of Large Deviations for Quantum Spin Systems.
Here we will be prove the following result:
Theorem 2. Suppose that H and L satisfy the Assumption A and let µ
be the probability defined on Theorem 1. In the case A : Ω → R satisfies
A(x1, x2, ...) = A(x1) (it depends just on the first coordinate on Ω), there
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exists a large deviation principle for µ and A. This follows from the fact that
the free energy
c(t) = lim
n→∞
1
n
log
∫
et (A(x)+A(σ(x))+A(σ
2(x))+...+A(σn−1(x)) )dµ(x)
exists, and is given by the expression
c(t) =
1
2
log
([
etA(1) + etA(2)
]2
− sin2(2θ)
[
etA(1) − et A(2)
]2)
− log(2).
The proof of this Theorem is on section 5. We point out that the above
function c(t) (the free energy) is differentiable on t. From this will follow
item b) above. The deviation function I is the Legendre Transform of c(t)
(see [4])
We would like to thanks A. Quas for some useful comments which help
us in the proof of Theorem 21.
2 Properties of the associated probability µ
Initially, let us to compute U = eiz H for H = σx ⊗ σx and for any complex
number z. The relation σx ◦ σx = I is very helpful. Note that
U = ei z (σ
x⊗σx) =
∞∑
j=0
(iz)j
j !
(σx ⊗ σx)j =
∞∑
j=0
(iz)j
j !
((σx)j ⊗ (σx)j)
= cos(z) (I ⊗ I) + i sin(z) (σx ⊗ σx).
In Quantum Statistical Mechanics (see [3]) it is natural to take z = iβ,
where β is real. In this case
B = e− β σ
x⊗σx = cos(i β) (I ⊗ I) + i sin(i β) (σx ⊗ σx).
We will use the following notation:
Notation 3. For fixed n,
(σxi ⊗ σ
x
i+1)n =


I ⊗ ...⊗ I︸ ︷︷ ︸
i−1
⊗σx ⊗ σx ⊗ I ⊗ ...⊗ I︸ ︷︷ ︸
n−i−1
, i ∈ {2, ..., n− 2}
σx ⊗ σx ⊗ I ⊗ ...⊗ I︸ ︷︷ ︸
n−2
, i = 1
I ⊗ ...⊗ I︸ ︷︷ ︸
n−2
⊗σx ⊗ σx, i = n− 1
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Now, we compute e−βHn : (C2)⊗n → (C2)⊗n. As (σxi ⊗ σ
x
i+1)n commutes
with (σxj ⊗ σ
x
j+1)n, i, j ∈ {1, ..., n− 1}, we get
e−βHn = e− β [
∑n−1
i=1 (σ
x
i ⊗σxi+1)n] =
n−1∏
i=1
e− β (σ
x
i ⊗σxi+1)n
=
n−1∏
i=1
[cos(iβ) I⊗n + i sin(iβ) (σxi ⊗ σ
x
i+1)n],
where the above product represents the composition of the operators.
If n = 4, for instance, we get
e−βH4 = e− β [ (σ
x⊗σx⊗I⊗I)+(I⊗σx⊗σx⊗I)+(I⊗I⊗σx⊗σx) ] =
e− β (σ
x⊗σx⊗I⊗I) ◦ e− β (I⊗σ
x⊗σx⊗I) ◦ e− β (I⊗I⊗σ
x⊗σx) =
[ cos(iβ) (I ⊗ I ⊗ I ⊗ I) + i sin(iβ) (σx ⊗ σx ⊗ I ⊗ I) ] ◦
[ cos(iβ) (I ⊗ I ⊗ I ⊗ I) + i sin(iβ) (I ⊗ σx ⊗ σx ⊗ I) ] ◦
[ cos(iβ) (I ⊗ I ⊗ I ⊗ I) + i sin(iβ) (I ⊗ I ⊗ σx ⊗ σx) ]. (2)
Lemma 4. If H = σx ⊗ σx, then Tr(e−βHn) = cosn−1(iβ)2n.
Proof. Note that
e−βHn =
n−1∏
i=1
[cos(iβ) I⊗n + i sin(iβ) (σxi ⊗ σ
x
i+1)n]
which results in a sum with 2n−1 terms. Only the term cosn−1(iβ) (I⊗n) do
not contain a product of σx. As Tr (σx) = 0 and
Tr(L1 ⊗ ...⊗ Ln) = Tr(L1) · · ·Tr(Ln),
we will get that any term which does not contain the expression cosn−1(iβ) (I⊗n)
will produce a null trace. Moreover, as Tr (I) = 2, we finally get
Tr(e−βHn) = cosn−1(iβ)Tr(I⊗n) = cosn−1(iβ)2n.
From now on we will consider that L satisfies the Assumption A, that is,
L =
(
cos2(θ)− sin2(θ) 2 cos(θ) sin(θ)
2 cos(θ) sin(θ) sin2(θ)− cos2(θ)
)
,
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where θ ∈ (0, pi/2), and we will analyze the corresponding associated observ-
able
L⊗n = L⊗ L⊗ L⊗ ...⊗ L︸ ︷︷ ︸
n
.
The eigenvalues of L are λ1 = 1 and λ2 = −1, associated, respec-
tively, to the unitary eigenvectors v1 = (cos(θ), sin(θ)) ∈ C
2 and v2 =
(− sin(θ), cos(θ)) ∈ C2 - which are orthogonal. The eigenvectors of L⊗n
are of the form
vj1 ⊗ vj2 ⊗ vj3 ⊗ vj4 ⊗ ...⊗ vjn,
where, (j1, ..., jn) ∈ {1, 2}
n.
We denote by P1 : C
2 → C2 the projection on v1 and P2 : C
2 → C2 the
projection on v2. In this way
P1 =
(
cos(θ)2 cos(θ) sin(θ)
cos(θ) sin(θ) sin(θ)2
)
and
P2 =
(
sin(θ)2 − cos(θ) sin(θ)
− cos(θ) sin(θ) cos(θ)2
)
.
Note that Tr P1 = Tr P2 = 1. Moreover,
σx(P1) =
(
cos(θ) sin(θ) sin2(θ)
cos2(θ) cos(θ) sin(θ)
)
has trace β1 := sin(2 θ) ∈ R and
σx(P2) =
(
− cos(θ) sin(θ) cos2(θ)
sin2(θ) − cos(θ) sin(θ)
)
has trace β2 := − sin(2 θ) ∈ R. Therefore, Tr (σ
x(P2)) = β2 = −β1. Note
that, if θ 6= pi
4
, then β1, β2 both have modulus smaller than 1.
Notation 5.
β1 := sin(2θ) and β2 := − sin(2θ)
The probability µβ,n of the element (j1, ..., jn) ∈ {1, 2}
n is given by
µβ,n(j1, , ..., jn) =
1
Tr (e− βHn)
Tr[ e− βHn(Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
=
1
cosn−1(iβ)2n
Tr
n−1∏
i=1
[cos(iβ) I⊗n+ i sin(iβ) (σxi ⊗σ
x
i+1)n](Pj1⊗Pj2 ⊗...⊗Pjn).
Using the relation i sin(βi) = − cos(βi) + e−β, when β → ∞ we get the
following result
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Lemma 6. If H and L satisfy the Assumption A, then for n ∈ {2, 3, ...},
µ∞,n(j1, j2, ..., jn) =
1
2n
Tr
[
n−1∏
i=1
[ I⊗n − (σxi ⊗ σ
x
i+1)n](Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
.
Taking the limit β → 0 will simplify a lot the future computations.
For the benefit of the reader we consider the cases n=2 and n=3. These
estimations are important for the induction procedure we will consider later.
Example 7. As Tr(σxPji) = βji, we get
µ∞,2(j1, j2) =
1
22
Tr
[
(I ⊗ I − σx ⊗ σx) ◦ (Pj1 ⊗ Pj2)
]
=
=
1
22
Tr
[
Pj1 ⊗ Pj2 − σ
xPj1 ⊗ σ
xPj2
]
=
1
22
[
1− βj1βj2
]
.
Note that if θ 6= pi
4
, the number 1− βj1 βj2 is positive because |β1| < 1 and
|β2| < 1.
We also get
µ∞,3(j1, j2, j3) =
1
23
Tr


( (I ⊗ I ⊗ I) − (σx ⊗ σx ⊗ I)) ◦
( (I ⊗ I ⊗ I)− (I ⊗ σx ⊗ σx) ◦
(Pj1 ⊗ Pj2 ⊗ Pj3)

 =
=
1
23
[
1− βj1βj2 − βj2βj3 + βj1βj3
]
.
Proposition 8. For n ∈ {2, 3, ...},
µ∞,n+1(1, j1, j3, ..., jn) + µ∞,n+1(2, j1, j3, .., jn) = µ∞,n(j1, j3, .., jn).
The proof of this Proposition is on the Appendix (see Proposition 29).
As
µ∞,n(j1, j2, ..., jn) =
1
2n
Tr
[
n−1∏
i=1
[ I⊗n − (σxi ⊗ σ
x
i+1)n](Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
,
it follows from the commutativity of the composition of the several terms
above that
µ∞,n(j1, j2, j3, j4, .., jn) = µ∞,n(jn, jn−1, jn−2, ...j2, j1). (3)
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Corollary 9. Suppose that H and L satisfy the Assumption A. There exists
a probability µ on {1, 2}N invariant for the shift map σ, such that, for any n ∈
{2, 3, 4, ...} and any cylinder [j1, ..., jn], we get µ([j1, ..., jn]) = µ∞,n(j1, ..., jn).
Proof. We assume µ∞,1(1) = µ∞,1(2) =
1
2
and we observe that
µ∞,1(j) =
2∑
i=1
µ∞,2(i, j) =
2∑
j=1
µ∞,2(i, j)
(see example 7). For any n ∈ N, the probabilities µ∞,n and µ∞,n+1 are
compatible in the sense that
µ∞,n(j1, j2, j3, .., jn) = µ∞,n+1(j1, j2, j3, .., jn, 1) + µ∞,n+1(j1, j2, j3, .., jn, 2).
This follows from (3) and Proposition 8. In this way by Kolmogorov extension
Theorem we get a probability µ, on the Bernoulli space {1, 2}N, satisfying
µ([j1, ..., jn]) = µ∞,n(j1, ..., jn) , ∀n ∈ N. It is invariant for the shift map σ
from Proposition 8 - which is true also for n = 1 (using the above definition
of µ∞,1).
Notation 10. µ(j1, ..., jn) = µ([j1, ..., jn]).
We will finish this section by showing how to compute µ recursively in
cylinders. The next result will be very helpful on the next sections.
Theorem 11. Suppose H and L satisfy the Assumption A. Let µ be the
probability measure defined in corollary 9. For any n ≥ 2, we have
µ(k, j1, ..., jn) =
µ(j1, ..., jn)
2
+
n−2∑
i=1
(−1)iβkβji
2i+1
µ(ji+1, ..., jn)+
(−1)nβk(βjn − βjn−1)
2n+1
.
(4)
and
µ(k, j1) =
µ(j1)
2
−
βkβj1
4
.
The proof of the above Theorem is on the Appendix (see Theorem 30).
One more example will be presented.
Example 12.
µ(k, j1, j2) =
µ(j1, j2)
2
−
βkβj1
8
+
βkβj2
8
,
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µ(k, j1, j2, j3) =
µ(j1, j2, j3)
2
−
βkβj1
4
µ(j2, j3) +
βkβj2
16
−
βkβj3
16
,
µ(k, j1, j2, j3, j4) =
µ(j1, j2, j3, j4)
2
−
βkβj1
4
µ(j2, j3, j4)
+
βkβj2
8
µ(j3, j4)−
βkβj3
32
+
βkβj4
32
.
3 µ is ergodic but it is not mixing
In this section we suppose again that H and L satisfy the Assumption A.
We will show that the probability µ is ergodic but it is not mixing.
Proposition 13. For any n ≥ 2 we have that
∑
j2,..,jn
µ(a, b, j2, ..., jn, c, d) = µ(a, b)µ(c, d) +
(−1)n(βb − βa)(βc − βd)
24
.
Particularly, µ is not mixing.
The proof of this Proposition is on the Appendix (see Proposition 31).
Now we will prove that µ is ergodic. Initially, we need a preliminary
result:
Proposition 14. For n ≥ 1,
µ(k0, k1, ..., kn) =
1
2
(
1−
βk0
βk1
)
µ(k1, ..., kn) +
βk0
2
(
1
2βk1
−
βk1
2
)
µ(k2, ..., kn).
The proof of this claim is on the Appendix (see Proposition 32)
Example 15. We remember that β1 = sin(2θ) and β2 = −β1. In the par-
ticular case that θ = pi/4 we have β1 = 1, β2 = −1 and, using the above
Proposition, we get
µ(k0, k1, ..., kn) =
1
2
(
1−
βk0
βk1
)
µ(k1, ..., kn).
If k0 = k1, then µ(k0, k1, ..., kn) = 0. We conclude that µ is supported in the
periodic orbit of the point (0, 1, 0, 1, 0, 1, ...).
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Theorem 16. For any cylinders [a1, ..., ak] and [b1, ..., bl] we have
lim
N
1
N
N∑
n=1
∑
j1,...,jn
µ(a1, ..., ak, j1, ..., jn, b1, ..., bl) = µ(a1, ..., ak)µ(b1, ..., bl).
(5)
Particularly, µ is ergodic.
Proof. We remark that for A = [a1, ..., ak] and B = [b1, ..., bl], equation (5)
means
lim
N
1
N
k+N∑
n=k+1
µ(A ∩ σ−nB) = µ(A)µ(B).
It is easy to extend the above expression for any measurable sets. This will
show that µ is ergodic.
We will prove (5) by induction on k. For k = 1, from Theorem 11, as
β2 = −β1, we get∑
j1,...,jn
µ(a1, j1, ..., jn, b1, ..., bl) =
µ(b1, ..., bl)
2
+
l−2∑
i=1
(−1)n+iβa1βbi
2i+1
µ(bi+1, ..., bl)
+
(−1)n+l−1βa1βbl−1
2l+1
+
(−1)n+lβa1βbl
2l+1
.
Then, there exists a constant C, such that∑
j1,...,jn
µ(a1, j1, ..., jn, b1, ..., bl) =
µ(b1, ..., bl)
2
+ (−1)nC.
Therefore,
lim
N
1
N
N∑
n=1
∑
j1,...,jn
µ(a1, j1, ..., jn, b1, ..., bl) =
µ(b1, ..., bl)
2
= µ(a1)µ(b1, ..., bl).
For k = 2 we have,∑
j1,...,jn
µ(a1, a2, j1, ..., jn, b1, ..., bl)
=
∑
j1,...,jn
µ(a2, j1, ...jn, b1, ..., bl)
2
−
βa1βa2
4
µ(b1, ..., bl) +
l−2∑
i=1
(−1)1+n+iβa1βbi
2i+2
µ(bi+1, ..., bl)
+
(−1)n+lβa1βbl−1
2l+2
+
(−1)1+n+lβa1βbl
2l+2
.
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Using similar computations as above for the case k = 1 we get∑
j1,...,jn
µ(a1, a2, j1, ..., jn, b1, ..., bl)
=
µ(b1, ..., bl)
4
+
l−2∑
i=1
(−1)n+iβa2βbi
2i+2
µ(bi+1, ..., bl)
+
(−1)n+l−1βa2βbl−1
2l+2
+
(−1)n+lβa2βbl
2l+2
−
βa1βa2
4
µ(b1, ..., bl) +
l−2∑
i=1
(−1)1+n+iβa1βbi
2i+2
µ(bi+1, ..., bl)
+
(−1)n+lβa1βbl−1
2l+2
+
(−1)1+n+lβa1βbl
2l+2
,
that is, there exists a constant C, such that
∑
j1,...,jn
µ(a1, a2, j1, ..., jn, b1, ..., bl) =
(
1
4
−
βa1βa2
4
)
µ(b1, ..., bl) + (−1)
nC.
Therefore, as from example 7 we have that
(
1
4
−
βa1βa2
4
)
= µ(a1, a2), then,
lim
N
1
N
N∑
n=1
∑
j1,...,jn
µ(a1, a2, j1, ..., jn, b1, ..., bl) = µ(a1, a2)µ(b1, ..., bl).
Now, we suppose that for a fixed k0 and any a1, ..., ak, k ≤ k0, the equation
(5) holds. We want to prove that for any a ∈ {1, 2}, and any a1, ..., ak ∈
{1, 2}k, 2 ≤ k ≤ k0, we get
lim
N
1
N
N∑
n=1
∑
j1,...,jn
µ(a, a1, a2, ..., ak, j1, ..., jn, b1, ..., bl) = µ(a, a1, ..., ak)µ(b1, ..., bl).
From Proposition 14,∑
j1,...,jn
µ(a, a1, a2, ..., ak, j1, ..., jn, b1, ..., bl)
=
∑
j1,...,jn
1
2
(
1−
βa
βa1
)
µ(a1, ..., ak, j1, ..., jl, b1, ..., bl)
+
∑
j1,...,jn
βa
2
(
1
2βa1
−
βa1
2
)
µ(a2, ..., ak, j1, ..., jl, b1, ..., bl).
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Using the induction hypothesis and Proposition 14 again we get∑
j1,...,jn
µ(a, a1, a2, ..., ak, j1, ..., jn, b1, ..., bl)
=
1
2
(
1−
βa
βa1
)
µ(a1, ..., ak)µ(b1, ..., bl)
+
βa
2
(
1
2βa1
−
βa1
2
)
µ(a2, ..., ak)µ(b1, ..., bl)
=
[
1
2
(
1−
βa
βa1
)
µ(a1, ..., ak) +
βa
2
(
1
2βa1
−
βa1
2
)
µ(a2, ..., ak)
]
µ(b1, ..., bl)
= [µ(a, a1, ..., ak)]µ(b1, ..., bl).
This shows the claim for all cylinder sets as wanted.
4 µ it is not a Gibbs probability for a contin-
uous potential
We continue to suppose that H and L satisfy the Assumption A.
We denote
a(k0, k1) =
1
2
(
1−
βk0
βk1
)
,
b(k0, k1) =
1
4
βk0
(
1
βk1
− βk1
)
,
and,
γ =
1
4
(
1− β21
)
= µ(1, 1).
where k0, k1 ∈ {1, 2}, β1 = sin(2θ) and β2 = −β1. The possible values of
a(k0, k1) and b(k0, k1) are:
a) if k0 = k1, then a(k0, k1) = 0 and 0 < b(k0, k1) =
1
4
(1− β21) = γ <
1
4
;
b) if k0 6= k1, then a(k0, k1) = 1 and −
1
4
< b(k0, k1) =
1
4
(β21 − 1) = −γ < 0.
From Proposition 14,
µ(k0, k1, ..., kn) = a(k0, k1)µ(k1, ..., kn) + b(k0, k1)µ(k2, ..., kn). (6)
Proposition 17. Suppose θ 6= pi/4. Then, µ is positive on cylinders sets.
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Proof. It can be checked directly that any cylinder of size 1, 2 or 3 has a
positive probability. Suppose that µ(x1, ..., xn) > 0 for any cylinder set of
size n. As µ is stationary
µ(x0, ..., xn) = µ(1, x0, x1, ...xn) + µ(2, x0, x1, ..., xn) ≥ µ(x0, x0, x1, ...xn)
= a(x0, x0)µ(x0, ..., xn) + b(x0, x0)µ(x1, ..., xn) = γµ(x1, ..., xn) > 0.
Then, the result follows easily by induction.
We get also a corollary about the Jacobian J (which formally could be
more properly called the inverse Jacobian - particular case of Lebesgue mea-
sure) of µ. Define for x = (x0, x1, x2, ...),
Jµ(x) = J(x) := lim
n→∞
µ(x0, ..., xn)
µ(x1, ..., xn)
,
if, the limit exists. It is known that for any invariant measure ν, the Jaco-
bian Jν is well defined for ν a.e. x and can be seen as the Radon-Nikodym
derivative of ν over the inverse branches of σ (see [16], [13], [11] or [17]).
Moreover, the entropy satisfies h(µ) = −
∫
log Jµdµ.
We say that f is normalized if for any x ∈ Ω we have
∑
σ(y)=x e
f(y) = 1
(see [16]).
If ν is the equilibrium measure of a Lipschitz normalized function f , then
Jν = e
f (see [16]).
From (6), for any n ≥ 1,
µ(k0, k1, ..., kn)
µ(k1, ..., kn)
= a(k0, k1) + b(k0, k1)
µ(k2, ..., kn)
µ(k1, ..., kn)
, (7)
then, we get the following:
Corollary 18.
J(k0, k1, k2, ...) = a(k0, k1) + b(k0, k1)
1
J(k1, k2, k3, ...)
. (8)
Remark: We have that γ ≤ J ≤ 1− γ.
Indeed, denote by Jn(x) := µ(x0,...,xn)
µ(x1,...,xn)
, x = (x0, x1, ...). From (7) we get
Jn(x0, x1, x2, ...) = a(x0, x1) + b(x0, x1)
1
Jn−1(x1, x2, x3, ...)
.
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It follows that
1 ≥ Jn+1(x0, x0, x1, x2, x3, ...) = γ
1
Jn(x0, x1, x2, x3, ...)
, (9)
and, then
Jn(x0, x1, ...) ≥ γ,
for any n and x = x0, x1, ... ∈ Ω.
As the sum Jn(1, x2, x3, ..) + J
n(2, x2, x3, ..) = 1 we get also that J
n ≤
1− γ. Finally, we observe that J(x) = limn J
n(x), if the limit exists.
Proposition 19. The limit of the sequence µ(x0,...,xn)
µ(x1,...,xn)
, when n → ∞, does
not exists for x = 1∞ = (1, 1, 1, 1, 1...).
Proof. from (7) we get
µ(k0, k1, ..., kn)
µ(k1, ..., kn)
= a(k0, k1) + b(k0, k1)
µ(k2, ..., kn)
µ(k1, ..., kn)
, (10)
where a(1, 1) = 0 and 0 < b(1, 1) = γ < 1. Then
µ(1, ..., 1︸ ︷︷ ︸
n+1
)
µ(1, .., 1︸ ︷︷ ︸
n
)
= γ
µ(1, ..., 1︸ ︷︷ ︸
n−1
)
µ(1, ..., 1︸ ︷︷ ︸
n
)
.
As µ(1,1)
µ(1)
= 2 γ we get, by induction,
µ(1, ..., 1︸ ︷︷ ︸
n+1
)
µ(1, .., 1︸ ︷︷ ︸
n
)
= 1/2,
for n even, and
µ(1, ..., 1︸ ︷︷ ︸
n+1
)
µ(1, .., 1︸ ︷︷ ︸
n
)
= 2 γ,
for n odd. Therefore, J(1∞) does not exist.
Let h(µ) be the Kolmogorov-Sinai entropy of µ. We will use the following
definition of Gibbs state:
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Definition 20. Suppose f is a continuous potential f : {1, 2}N → R, such
that, for all x ∈ {0, 1}N we have
∑
σ(y)=x e
f(y) = 1. Then, if ν is a σ-invariant
probability such that:
sup
ρ
{
h(ρ) +
∫
fdρ
}
= h(ν) +
∫
f dν,
we say that ν is a Gibbs state for f .
Theorem 21. µ is not a Gibbs state for a continuous potential.
Proof. Suppose by contradiction that µ is Gibbs for a continuous function f .
Denote by Lf the Ruelle operator for f (see [16]). Note that Lf(1) = 1. It
follows that exists a probability γ that is a fixed point of the dual operator
L∗f , that is, for any continuous function g : {1, 2}
N → R,∫ ∑
i
ef(i,x1,x2,...)g(i, x1, x2, ...) dγ(x) =
∫
g(x) dγ(x).
This shows that ef is almost everywhere equal to the Jacobian of γ (Jγ = e
f
a.e.), because it is the Radon-Nikodym derivative of γ in the inverse branches.
Following the arguments of Proposition 3.4 in [16] we get
sup
ρ
{
h(ρ) +
∫
fdρ
}
= h(γ) +
∫
f dγ = 0.
By hypothesis we conclude that h(µ)+
∫
fdµ = h(γ)+
∫
f dγ = 0. Following
the arguments of Proposition 3.4 in [16] again, we get that µ is a fixed point
of the dual operator L∗f . This means that for any function ϕ we have∫
Lf (ϕ) dµ =
∫
ϕdµ.
Taking ϕ = I(i0,i1,...,in) we get that Lf (ϕ)(x) = I(i1,i2,...,in)(x) e
f(i0x). There-
fore,
µ(i0, i1, ..., in) =
∫
(i1,i2,...,in)
ef(i0x) dµ(x),
and, hence
µ(i0, i1, ..., in)
µ(i1, i2, ..., in)
=
∫
(i1,i2,...,in)
ef(i0x) dµ(x)
µ(i1, i2, ..., in)
.
The right hand side is an average of values of ef over decreasing cylinder
sets. Since ef is assumed to be a continuous function, it converges uniformly
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in the sequence (i0, i1, ..., in..) to e
f(i0,i1,...,in..). Then, for any i ∈ {1, 2}, we
have that for any x = (i, x1, ..., xn, ...) the limit,
lim
n→∞
µ(i, x1, ..., xn)
µ(x1, ..., xn)
= ef(i,x1,...,xn,...),
exists. This is a contradiction because, from Proposition 19, this property is
not true for x = (1∞).
We will make some final remarks about J . According to (8), J : {1, 2}N →
R is an unknown function which satisfies the property:
J(k0, k1, k2, ...) = a(k0, k1) + b(k0, k1)
1
J(k1, k2, k3, ...)
= a(k0, k1) + b(k0, k1)
1
a(k1, k2) + b(k1, k2)
1
J(k2,k3,k4,...)
.
Note that
µ(k0, ..., kn)
µ(k1, ..., kn)
= a(k0, k1)+b(k0, k1)
1
a(k1, k2) + b(k1, k2)
1
...a(kn−1,kn)+b(kn−1,kn)
1
1/2
,
then, we obtain the following result:
Lemma 22.
J(k0, k1, k2, ...) = lim
n
µ(k0, ..., kn)
µ(k1, ..., kn)
= lim
n

a(k0, k1) + b(k0, k1) 1
a(k1, k2) + b(k1, k2)
1
...a(kn−1,kn)+b(kn−1,kn)
1
1/2

 ,
if the limit exists.
In this sense J has an expression in continued fraction (see expression (b)
in page 2 in [19] for the general setting).
We want to show that (when exists) J assume only two possible values.
In the proof, the following lemma will be used.
Lemma 23. For any n ≥ 1 and k1, ..., kn ∈ {1, 2} we have
µ(1, 2, 2, 1, 1, k1, ..., kn)
µ(2, 2, 1, 1, k1, ..., kn)
=
µ(1, k1, ..., kn)
µ(k1, ..., kn)
.
Particularly, J is not defined in (1, 2, 2, 1)∞ = (1, 2, 2, 1, 1, 2, 2, 1, ...)
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Proof. Note that
µ(1, 2, 2, 1, 1, k1, ..., kn)
µ(2, 2, 1, 1, k1, ..., kn)
= 1− γ
1
0 + γ 1
1−γ 1
0+γ 1
µ(1,k1,...,kn)
µ(k1,...,kn)
=
µ(1, k1, ..., kn)
µ(k1, ..., kn)
.
Particularly,
µ(1, 2, 2, 1, ..., 1, 2, 2, 1, 1, 2)
µ(2, 2, 1, ..., 1, 2, 2, 1, 1, 2)
=
µ(1, 2)
µ(2)
=
1
2
(1 + β21),
while
µ(1, 2, 2, 1, ..., 1, 2, 2, 1, 1)
µ(2, 2, 1, ..., 1, 2, 2, 1, 1)
=
1
2
.
This proves that J is not defined in (1, 2, 2, 1)∞.
Proposition 24. The only possible (convergent) values of J are p = 1+β1
2
,
or 1− p = 1−β1
2
.
Proof. Remember that
a) if k0 = k1, then a(k0, k1) = 0 and b(k0, k1) = γ =
1
4
(1− β21)
b) if k0 6= k1, then a(k0, k1) = 1 and b(k0, k1) = −γ =
1
4
(β21 − 1).
In this way the value of J does not change if we permute 1 and 2 in the
sequence (k0, k1, ...) ∈ {1, 2}
N. For example
J(1, 1, 1, 2, 2, 1, ...) = J(2, 2, 2, 1, 1, 2, ...)
(if the limit exists). Therefore, we will introduce another code. For each
given sequence k ∈ {1, 2}N, k = (k0, k1, k2, ...) we associate a new sequence
m = m(k) = (m0, m1, m2, ..) ∈ {a, b}
N by the rule: mi = a if ki = ki+1 and
mi = b if ki 6= ki+1. So, we are looking if there is a change, or not, in the
string k by using the rules 11︸︷︷︸
a
, 22︸︷︷︸
a
, 12︸︷︷︸
b
, 21︸︷︷︸
b
.
For example, given a sequence k of the form
k = (1, 2, 1, 1, 2, 2, ...),
then, we associate m = (b, b, a, b, ..). Clearly, we can consider J defined over
{a, b}N, from J(m(k)) := J(k).
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It can be checked that:
J(a, a,m3, ..) = J(m3, m4, ..)
J(a, b,m3, ..) =
1
γ−1 − 1
J(m3,m4,..)
J(b, a,m3, ..) = 1− J(m3, m4, ..)
and
J(b, b,m3, ..) = 1−
1
γ−1 − 1
J(m3,m4,..)
.
In this way when looking to sequences m, the finite strings with (aa)n,
n ∈ N, can be deleted (when J converges). That is,
J(m0, m1, ..., mj , a, a,mj+2, ...) = J(m0, m1, ..., mj, mj+2, ...).
Furthermore, it can be checked that
J(a, b, a, b,m5, m6, ...) = J(b, a, b, a,m5, m6, ...) = J(m5, m6, m7, ...).
In this way, if the fraction expansion J(m) exists, then one can show that
this value does not change if we delete finite parts of the sequence where
appears baba or abab.
In a first moment we consider only the possibility of deleting or includ-
ing the string aa in the sequence. From Proposition 19 we obtain that if
m = (m1, ..., mk, a, a, a...), then J(m) is not defined. For the other cases we
consider the letters of m as block of length 2
m = ([m1, m2], [m3, m4], [m5, m6], ...).
As we are interested in the value of J , we can assume that no blocks have
the form [a, a] (we can delete them), and, also that no blocks have the form
[b, b], because we can change this one for the pair of blocks [b, a], [a, b].
From now on it is natural to consider one level up of symbolic representa-
tion. We get a new code introducing a new dictionary where we associate α =
ab and β = ba. In this way, form = (m0, m1, m2, ...) = ([m0, m1], [m2, m3], ...)
we associate w = (w0, w1, w2, ...), where wi = α, if [m2i, m2i+1] = [a, b], and
wi = β, if [m2i, m2i+1] = [b, a].
We need to study the possible values of J over {α, β}N. First we remark
that the string α, α in w corresponds to the string a, b, a, b in m, which can
be deleted without changes of the value of J . From Lemma 23 we get that
J is not defined if w = (w1, ..., wk, α, α, α, ...). For any other w there is some
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sequence w′ with the same value for J and such that w′ does not contain
α, α. Furthermore, the same argument can be applied for the string β, β in
w. The conclusion is that for any sequence where J is well defined, it is equal
to J(α, β, α, β, α, ...) or J(β, α, β, α, β, ...).
From now on we are interested in to determine what are the possible two
values of J . Consider the transformation
x → f1(x) = 1−
1
γ−1 − 1
x
.
The string βα means baab, which corresponds to J(m1, m2, m3, ..) = 1 −
1
γ−1− 1
J(m3,m4,..)
..
. Note that if the expansion J(m3, m4, ..) exists for the string
(m3, m4, ..), then it also exists the one for J(m1, m2, m3, ..). In this way
f1(J(m3, m4, ..)) = J(m1, m2, m3, ..).
Consider now f2 defined by
x → f2(x) =
1
γ−1 − 1
1−x
.
The string αβ means abba, that is, it corresponds to J(m1, m2, m3, ..) =
1
γ−1− 1
1−J(m3,m4,..)
. In this way f2(J(m3, m4, ..)) = J(m1, m2, m3, ..).
Note that the fixed points for both functions f1(x) = 1 −
1
γ−1− 1
x
and
f2(x) =
1
γ−1− 1
1−x
are the same: p = 1+β1
2
and 1− p = 1−β1
2
. Furthermore, the
interval [1 − p, p] is invariant by f1 and also by f2. The point p is a global
attractor for f1 in (1−p, p], and, 1−p is a global attractor for f2 in [1−p, p).
As we have seen in Lemma 22 it is natural to truncate J(k0, k1, k2, . . . )
(at level r for instance) by taking in the last position r, in the expansion of
J , the value 1/2. As 1/2 ∈ [1 − p, p] (in fact is its center), and the interval
[1−p, p] is left invariant by the diffeomorphisms ga(x) =
γ
x
and gb(x) = 1−
γ
x
,
when the limit exists the successive truncations should converge to p or to
1− p.
Then, the only possible (convergent) values attained by the continuous
fraction expansion of J in Lemma 22 are p or 1− p.
From the above Proposition one can estimate the entropy of µ via the
expression h(µ) = −
∫
log Jµdµ.
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5 A Large Deviation Principle for µ
We assume that H and L satisfy the Assumption A.
We want to prove the Theorem 2. In this way denote
c(t) = lim
n→∞
1
n
log
∫
et (A(z)+A(σ(z))+A(σ
2(z))+...+A(σn−1(z)) )dµ(z),
for each t ∈ R.
The function c(t) is called the free energy on the point t for the probability
µ and the classical observable A (see [4]). As we said before it is a classical
result that if c is differentiable then a Large Deviation Principle is true for µ
and A (see [11] for a proof with details). In this case the deviation function
I is the Legendre transform of c (see [4] or [11]).
We will show the explicit expression of c(t) which is clearly a differentiable
function - therefore, will follow the LDP claim of Theorem 2. More precisely,
we will prove the following result.
Proposition 25. If A : {1, 2}N → R depends only on the first coordinate of
x, then for any t ∈ R,
c(t) =
1
2
log
([
et A(1) + et A(2)
]2
−
[
β1e
tA(1) + β2e
tA(2)
]2)
− log(2).
Note that the explicit expression of c(t) permits to estimate explicitly
(via Legendre transform) the deviation function I (and, so the M above).
Suppose A : {1, 2} → R is a function. We define, for t ∈ R,
Qn(t) =
∫
et (A(x0)+A(x1)+...+A(xn))dµ(x) =∑
j0
∑
j1
...
∑
jn
et (A(j0)+A(j1)+...+A(jn)) µ(j0, j1, ...jn).
Denote α(t) =
∑
j
βj e
t A(j) and δ(t) =
∑
j
et A(j). Note that |α(t)| <
|δ(t)|.
Before studying the general case of Qn we will consider an example.
Example 26. We will compute Q3(t). From example 12,
µ(j0, j1, j2, j3) =
µ(j1, j2, j3)
2
−
βj0βj1
4
µ(j2, j3) +
βj0βj2
16
−
βj0βj3
16
,
22
then, we get
Q3(t) =
∑
j0
∑
j1
∑
j2
∑
j3
et (A(j0)+A(j1)+A(j2)+A(j3)) µ(j0, j1, j2, j3) =
=
[
1
2
∑
j0
et A(j0)
] ∑
j1
∑
j2
∑
j3
et (A(j1)+A(j2)+A(j3)) µ(j1, j2, j3) +
−
1
4
[∑
j0
etA(j0)βj0
] [∑
j1
etA(j1)βj1
] ∑
j2,j3
et (A(j2)+A(j3))µ(j2, j3)
+
1
16
∑
j0
∑
j1
∑
j2
∑
j3
et (A(j0)+A(j1)+A(j2))+A(j3)βj0βj2
−
1
16
∑
j0
∑
j1
∑
j2
∑
j3
et (A(j0)+A(j1)+A(j2))+A(j3))βj0βj3 =
=
1
2
δ(t) Q2(t)−
1
4
α(t)2Q1(t).
Now we will extend the above ideas for a more general result.
Theorem 27. For any n ∈ N and t ∈ R, we have
Qn(t) =


1
2
δ(t)Qn−1(t)−
1
4
α(t)2Qn−2(t) +
1
8
δ(t)α(t)2Qn−3(t)
− 1
16
δ(t)2 α(t)2 Qn−4(t) +
1
32
δ(t)3 α(t)2 Qn−5(t)− ...+
+ (−1)
n−1
2n−2
δ(t)n−4 α(t)2 Q2(t) +
(−1)n
2n−1
δ(t)n−3 α(t)2 Q1(t)

 . (11)
Proof. By definition
Qn(t) =
∑
j0
∑
j1
...
∑
jn
et (A(j0)+A(j1)+...+A(jn)) µ(j0, j1, ...jn).
From equation (13)
µ(j0, j1, j2, ..., jn) =
µ(j1, j2, ..., jn)
2
−
βj0 βj1
22
µ(j2, ..., jn)+
βj0βj2
23
µ(j3, j4, ..., jn)−
βj0βj3
24
µ(j4, j5, ..., jn) + ...
+
(−1)n−2βj0βjn−2
2n−1
µ(jn−1, jn) +
(−1)n−1βj0βjn−1
2n+1
+
(−1)nβj0βjn
2n+1
.
23
Then, we get
Qn(t) =
1
2
∑
j0
etA(j0)
∑
j1,...,jn
et (A(j1)+...+A(jn)) µ(j1, ...jn)−
−
1
22
∑
j0
etA(j0)βj0
∑
j1
etA(j1)βj1
∑
j2,...,jn
et (A(j2)+...+A(jn)) µ(j2, ...jn)
+
1
23
∑
j0
etA(j0)βj0
∑
j1
etA(j1)
∑
j2
etA(j2)βj2
∑
j3,...,jn
et (A(j3)+...+A(jn)) µ(j3, ...jn)
...+
(−1)n
2n+1
∑
j0
etA(j0)βj0
∑
jn
etA(jn)βjn
∑
j2
etA(j2)...
∑
jn−1
etA(jn−1)
(using the definitions of α(t) and δ(t))
=
1
2
δ(t)Qn−1(t)−
1
4
α(t)2Qn−2(t)+
1
8
δ(t)α(t)2Qn−3(t)−
1
16
δ(t)2 α(t)2 Qn−4(t)+
1
32
δ(t)3 α(t)2 Qn−5(t)− ... +
(−1)n−1
2n−2
δ(t)n−4 α(t)2 Q2(t)
+
(−1)n
2n−1
δ(t)n−3 α(t)2 Q1(t) +
(−1)n−1
2n+1
α(t)2δ(t)n−2 +
(−1)n
2n+1
α(t)2δ(t)n−2
=
1
2
δ(t)Qn−1(t)−
1
4
α(t)2Qn−2(t)+
1
8
δ(t)α(t)2Qn−3(t)−
1
16
δ(t)2 α(t)2 Qn−4(t)+
1
32
δ(t)3 α(t)2 Qn−5(t)−...+
(−1)n−1
2n−2
δ(t)n−4 α(t)2 Q2(t)+
(−1)n
2n−1
δ(t)n−3 α(t)2 Q1(t).
Proposition 28.
Qn+2(t) =
δ(t)2 − α(t)2
4
Qn(t).
Proof. We have that
Qn(t) =
1
2
δ(t)Qn−1(t)−
1
4
α(t)2Qn−2(t)+
1
8
δ(t)α(t)2Qn−3(t)−
1
16
δ(t)2 α(t)2 Qn−4(t)+
1
32
δ(t)3 α(t)2 Qn−5(t)−...+
(−1)n−1
2n−2
δ(t)n−4 α(t)2 Q2(t)+
(−1)n
2n−1
δ(t)n−3 α(t)2 Q1(t).
Using the same formula applied in Qn−1(t) we get
Qn−1(t) =
1
2
δ(t)Qn−2(t)−
1
4
α(t)2Qn−3(t)+
1
8
δ(t)α(t)2Qn−4(t)−
1
16
δ(t)2 α(t)2 Qn−5(t)+
24
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δ(t)3 α(t)2 Qn−6(t)−...+
(−1)n−2
2n−3
δ(t)n−5 α(t)2 Q2(t)+
(−1)n−1
2n−2
δ(t)n−4 α(t)2 Q1(t).
If we replace Qn−1 in the first equation for the right hand side of the second
equation we get:
Qn(t) =
δ(t)2 − α(t)2
4
Qn−2(t).
Proof of Proposition 25: From the above result we get as a corollary that
Qn(t) growths exponentially like e
√
δ(t)2−α(t)2
2 . In this way for each fixed t:
c(t) = lim
n→∞
1
n
logQn(t) = log
√
δ(t)2 − α(t)2
2
=
1
2
log
([∑
j0
et A(j0)
]2
−
[∑
j0
βj0e
t A(j0)
]2)
− log(2). (12)
The above function c is differentiable on t.
6 Appendix
On the Appendix we will give the proof of several technical results which
were used before.
Proposition 29. For n ∈ {2, 3, ...},
µ∞,n+1(1, j1, j3, ..., jn) + µ∞,n+1(2, j1, j3, .., jn) = µ∞,n(j1, j3, .., jn).
Proof. As P1 ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn + P2 ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn = I ⊗ Pj1 ⊗
Pj2 ⊗ ...⊗ Pjn, we get
µ∞,n+1(1, j1, j2, ..., jn) + µ∞,n+1(2, j1, j2, ..., jn) =
=
1
2n+1
Tr
[
n∏
i=1
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](I ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
=
1
2n+1
Tr
[
I⊗n+1 ◦
n∏
i=2
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](I ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
,
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where in the last equality we use the expression
Tr
[
−(σx1 ⊗ σ
x
2 )n+1 ◦
n∏
i=2
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](I ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
= 0,
which follows from Tr(σx) = 0.
Note also that, for any B1, ..., Bn, we have
Tr(I ⊗B1 ⊗ ...⊗ Bn) = 2Tr(B1 ⊗ ...⊗ Bn).
Then, we get
µ∞,n+1(1, j1, j2, ..., jn) + µ∞,n+1(2, j1, j2, ..., jn)
=
1
2n+1
Tr
[
I⊗n+1 ◦
n∏
i=2
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](I ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
=
1
2n
Tr
[
n−1∏
i=1
[ I⊗n − (σxi ⊗ σ
x
i+1)n](Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
= µ∞,n(j1, j2, ..., jn).
Theorem 30. Suppose H and L satisfy the Assumption A. Let µ be the
probability measure defined in Corollary 9. For any n ≥ 2, we have
µ(k, j1, ..., jn) =
µ(j1, ..., jn)
2
+
n−2∑
i=1
(−1)iβkβji
2i+1
µ(ji+1, ..., jn)+
(−1)nβk(βjn − βjn−1)
2n+1
.
(13)
and
µ(k, j1) =
µ(j1)
2
−
βkβj1
4
.
Proof. For n = 1 the above result can be verified directly, because
µ(k, j1) =
1− βkβj1
4
, and µ(j1) =
1
2
.
For n ≥ 2, we have
µ(k, j1, j2, ..., jn) =
1
2n+1
Tr
[
n∏
i=1
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
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=
1
2n+1
Tr
[
I⊗n+1 ◦
n∏
i=2
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
−
1
2n+1
Tr
[
(σx1 ⊗ σ
x
2 )n+1 ◦
n∏
i=2
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](Pk ⊗ Pj1 ⊗ Pj2 ⊗ ...⊗ Pjn)
]
= 1
2
µ(j1, j2, ..., jn)
−
1
2n+1
Tr
[
n∏
i=2
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](σ
x(Pk)⊗ σ
x(Pj1)⊗ Pj2 ⊗ ...⊗ Pjn)
]
= 1
2
µ(j1, j2, ..., jn)
−
1
2n+1
Tr
[
I⊗n+1 ◦
n∏
i=3
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](σ
x(Pk)⊗ σ
x(Pj1)⊗ Pj2 ⊗ ...⊗ Pjn)
]
+
1
2n+1
Tr
[
(σx2 ⊗ σ
x
3 )n+1 ◦
n∏
i=3
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](σ
x(Pk)⊗ σ
x(Pj1) ⊗ ...⊗ Pjn)
]
= 1
2
µ(j1, j2, ..., jn)−
βkβj1
4
µ(j2, ..., jn)
+
1
2n+1
Tr
[
n∏
i=3
[ I⊗n+1 − (σxi ⊗ σ
x
i+1)n+1](σ
x(Pk)⊗ Pj1 ⊗ σ
x(Pj2) ⊗ ...⊗ Pjn)
]
.
Using similar computations we get
µ(k,j1, ..., jn) =
1
2
µ(j1, j2, ..., jn)−
βkβj1
22
µ(j2, ..., jn) +
βkβj2
23
µ(j3, ..., jn)
+ ... +
(−1)n−2βkβjn−2
2n−1
µ(jn−1, jn)+
+
(−1)n−1
2n+1
Tr


( + (I ⊗ ...⊗ I︸ ︷︷ ︸
n+1
) − (I ⊗ I ⊗ ...⊗ I ⊗ σx ⊗ σx) ) ◦
(σxPk ⊗ Pj1 ⊗ ...⊗ σ
xPjn−1 ⊗ Pjn))


=
1
2
µ(j1, j2, ..., jn)−
βkβj1
22
µ(j2, ..., jn) +
βkβj2
23
µ(j3, ..., jn)− ...
... +
(−1)n−2βkβjn−2
2n−1
µ(jn−1, jn) +
(−1)n−1βkβjn−1
2n+1
+
(−1)nβkβjn
2n+1
.
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Proposition 31. For any n ≥ 2 we have that
∑
j2,..,jn
µ(a, b, j2, ..., jn, c, d) = µ(a, b)µ(c, d) +
(−1)n(βb − βa)(βc − βd)
24
.
Particularly, µ is not mixing.
Proof. From Theorem 11 we get
µ(a, b, j2, ..., jn, c, d) =
µ(b, j2, ..., jn, c, d)
2
−
βa βb
22
µ(j2, ..., jn, c, d)+
+
βaβj2
23
µ(j3, j4, ..., jn, c, d)−
βaβj3
24
µ(j4, j5, ..., jn, c, d) + ...
+
(−1)nβaβjn
2n+1
µ(c, d) +
(−1)n+1βa(βc − βd)
2n+3
.
Note that
2∑
j2=1
βaβj2
23
µ(j3, j4, ..., jn, c, d) = 0,
because β2 = −β1 and j2 only appears in βj2 . In general, for k = 2, ..., n
2∑
jk=1
βaβjk
2k+1
= 0.
Therefore, we will separate with - the notation
∑n
k=2 βjk(...) - all terms that
contain
βaβjk
2k+1
. In this way
µ(a, b, j2, ..., jn, c, d) =
µ(b, j2, ..., jn, c, d)
2
−
βa βb
22
µ(j2, ..., jn, c, d)+
+
(−1)n+1βa(βc − βd)
2n+3
+
n∑
k=2
βjk(...) =
=
1
2
[
µ(j2, ..., jn, c, d)
2
−
βb βj2
22
µ(j3, ..., jn, c, d)
]
+
+
1
2
[
βbβj3
23
µ(j4, ..., jn, c, d)−
βbβj4
24
µ(j5, ..., jn, c, d)
]
+ ...
+
1
2
[
(−1)n−1βbβjn
2n
µ(c, d) +
(−1)nβb(βc − βd)
2n+2
]
−
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−
βa βb
22
µ(j2, ..., jn, c, d) +
(−1)n+1βa(βc − βd)
2n+3
+
n∑
k=2
βjk(...) =
=
µ(j2, ..., jn, c, d)
22
−
βa βb
22
µ(j2, ..., jn, c, d)+
+
(−1)nβb(βc − βd)
2n+3
+
(−1)n+1βa(βc − βd)
2n+3
+
n∑
k=2
βjk(...) =
= µ(a, b)µ(j2, ..., jn, c, d) +
(−1)n(βb − βa)(βc − βd)
2n+3
+
n∑
k=2
βjk(...).
Then, we get
µ(a, b, j2, ..., jn, c, d) =
µ(a, b)µ(j2, ..., jn, c, d) +
(−1)n(βb − βa)(βc − βd)
2n+3
+
n∑
k=2
βjk(...).
We know that µ is stationary, so∑
j2,...,jn
µ(j2, ..., jn, c, d) = µ(c, d).
It follows that∑
j2,...,jn
µ(a, b, j2, ..., jn, c, d) = µ(a, b)µ(c, d) +
(−1)n(βb − βa)(βc − βd)
24
.
From the above for (a, b) = (1, 2) and (c, d) = (2, 1) we finally get that
lim
n→∞
µ(σ−2n(c, d) ∩ (a, b) ) 6= µ(a, b)µ(c, d),
and, this shows that µ is not mixing (see [13] or [17]). This also implies that
for some continuous functions there is no decay of correlation to 0.
Proposition 32. For n ≥ 1,
µ(k0, k1, ..., kn) =
1
2
(
1−
βk0
βk1
)
µ(k1, ..., kn) +
βk0
2
(
1
2βk1
−
βk1
2
)
µ(k2, ..., kn).
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Proof. The cases n = 1, 2 correspond to the equations
µ(k0, k1) =
1
2
(
1−
βk0
βk1
)
µ(k1) +
βk0
2
(
1
2βk1
−
βk1
2
)
,
and,
µ(k0, k1, k2) =
1
2
(
1−
βk0
βk1
)
µ(k1, k2) +
βk0
2
(
1
2βk1
−
βk1
2
)
µ(k2),
which can be checked directly from example 7 and definition µ(k) = 1/2, k =
1, 2.
For n ≥ 2, from (13) we get the equations
2µ(k0, k1, ..., kn)
βk0
=
µ(k1, ..., kn)
βk0
+
n−2∑
i=1
(−1)iβkiµ(ki+1, ..., kn)
2i
+ (−1)n
βkn − βkn−1
2n
=
µ(k1, ..., kn)
βk0
−
βk1µ(k2, ..., kn)
2
+
n−2∑
i=2
(−1)iβkiµ(ki+1, ..., kn)
2i
+ (−1)n
βkn − βkn−1
2n
,
and,
µ(k1, ..., kn)
βk1
=
µ(k2, ..., kn)
2βk1
+
n−3∑
i=1
(−1)iβki+1µ(ki+2, ..., kn)
2i+1
+ (−1)n−1
βkn − βkn−1
2n
=
µ(k2, ..., kn)
2βk1
+
n−2∑
j=2
(−1)j−1βkjµ(kj+1, ..., kn)
2j
+ (−1)n−1
βkn − βkn−1
2n
.
Then,
2µ(k0, k1, ..., kn)
βk0
+
µ(k1, ..., kn)
βk1
=
(
µ(k1, ..., kn)
βk0
−
βk1µ(k2, ..., kn)
2
)
+
(
µ(k2, ..., kn)
2βk1
)
.
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Therefore,
µ(k0, k1, ..., kn) =
1
2
(
1−
βk0
βk1
)
µ(k1, ..., kn) +
βk0
2
(
1
2βk1
−
βk1
2
)
µ(k2, ..., kn).
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