A novel multiscale method for non M-matrices using Multiscale Restricted Smoothed Basis (MsRSB) functions is presented. The original MsRSB method is enhanced with a filtering strategy enforcing M-matrix properties to enable the robust application of MsRSB as a preconditioner. Through applications to porous media flow and linear elastic geomechanics, the method is proven to be effective for scalar and vector problems with multipoint finite volume (FV) and finite element (FE) discretization schemes, respectively. Realistic complex (un)structured two-and threedimensional test cases are considered to illustrate the method's performance.
Introduction
Large-scale numerical simulations are often required to understand and predict real world dynamics. In many applications, the use of high-resolution grids is required to characterize the heterogeneity of the material properties and the geometric complexity of the domains. Such simulations impose severe computational challenges and motivate the need for efficient solution schemes. Attractive multilevel strategies to achieve this are multiscale methods [1] . In this paper, we propose a generalization of the multiscale restriction-smoothed basis method (MsRSB) recently put forward in [2] , and investigate its use as an effective preconditioner for multipoint flux approximation finite volume (FV) and finite element (FE) discretizations of second-order elliptic problems. Specifically we focus on applications to porous media flow and linear elastic geomechanics.
The original idea underlying multiscale discretization methods for heterogeneous second-order elliptic problems can be traced back four decades [3, 4] . In essence, these methods aim at constructing accurate coarse-scale problems that preserve information of fine scale heterogeneity and can be solved at low computational cost. This is accomplished by numerically computing multiscale basis functions, which are local solutions of the original problem, that are used to both: (i) construct the coarse-scale problem, and (ii) interpolate the coarse-scale solution back to the fine-scale. Various methods to obtain these basis functions have been developed, for example generalized finite-element (GFE) methods [5] , multiscale finite-element (MsFE) methods [6] , numerical-subgrid upscaling [7] , multiscale mixed finiteelement (MsMFE) methods [8] , multiscale finite-volume (MsFV) methods [9] , multiscale mortar mixed finite-element (MsMMFE) methods [10] , multilevel multiscale mimetic (M 3 ) methods [11] , multiscale mixed/mimetic finite-element (MsMFEM) [12] and generalized multiscale finite element (GMsFE) [13] methods, to name a few. In the geoscience community, multiscale methods have been extensively applied both as single-pass [9] and iterative schemes [14, 15] to resolve some of the limitations of existing upscaling methods. They have established a solid framework for simulating complex subsurface flow processes, e.g. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Multiscale methods for linear elastic problems have focused primarily on the derivation of accurate coarse space basis functions which are robust with respect to material property heterogeneities and enable scalable performance [29] [30] [31] [32] [33] . Applications to the poroelasticity equations include [34] [35] [36] [37] [38] [39] [40] .
The MsRSB method was proposed in the context of FV simulation for fluid flow in highly heterogeneous porous media [2] . Based on a two-grid approach, the MsRSB method constructs multiscale basis functions through restricted smoothing on the fine-scale matrix. In more detail, the basis functions, which are consistent with the local differential operators, are constructed with a cheap relaxation scheme, i.e. a weighted Jacobi iteration, similar to approaches used in smoothed aggregation multigrid methods [41] [42] [43] . An important advantage of MsRSB is that smoothing by relaxation provides a great deal of flexibility in handling unstructured grids, an essential requirement, for example, in applications involving complex geological structures. MsRSB has been widely proven and implemented in open source and commercial simulators using a linear two-point flux approximation (TPFA) [26] .
Because of the two-point structure, the linear TPFA scheme is monotone [44] , i.e. it preserves the positivity of the differential solution [45] , and leads to an M-matrix with a small stencil. This is the reason why linear TPFA is the scheme of choice in most engineering software. Unfortunately, the consistency of TPFA is not guaranteed for arbitrary grids and anisotropic permeability distributions, potentially leading to inaccurate results [46] . Therefore, other FV methods such as multipoint flux approximation (MPFA) and/or nonlinear schemes [44, 47] must be considered to achieve consistent fluxes. To date, MsRSB has not been combined with MPFA or other consistent discretizations. Hence, in this paper, we focus on enhancing MsRSB to enable the solution of second-order elliptic problems using discretization methods that do not result in an M-matrix. Based on the MPFA-O method [48] , we show that the MsRSB basis construction as presented in [2] can fail due to divergent iterations for an anisotropic diffusion problem. We propose a variant of the original MsRSB approach that restores the desired behavior by enforcing M-matrix properties based on a filtering strategy. We develop the new method focusing on FV discretizations for porous media single-phase flow, and extend its use to vector elliptic problems by targeting FE-based simulation of linear elastic geomechanics.
The paper is structured as follows. First, the original multiscale restriction-smoothed basis method is briefly reviewed in 2. Second, MsRSB for an MPFA flow discretization is analyzed and the novel approach is proposed in Section 3. Next, the proposed method is extended to geomechanics in Section 4. Challenging two-and threedimensional experiments are presented to demonstrate properties, robustness and scalability of the method throughout Section 3 and 4, including comparisons to existing methods and published results. Finally the report is concluded and future work specified.
The Multiscale Restriction-Smoothed Basis method (MsRSB)
We propose a two-level preconditioning framework based on MsRSB for accelerating iterative Krylov methods to solve linear systems of the form:
where the coefficient matrix A ∈ R n×n arises from a finite volume (FV) or finite element (FE) discretization of a scalar or vector second-order elliptic problem. Furthermore, u = {u i } n i=1 ∈ R n is the solution vector containing the unknown degrees of freedom, and f = { f j } n j=1 ∈ R n is the discrete forcing term. In this work we develop the method and illustrate its performance focusing on two simple but representative models routinely employed in practical simulation of subsurface processes: (i) the incompressible single-phase flow equation, and (ii) the linear elastostatic equations. For the flow problem we will concentrate on FV fine-scale discretizations while for the elastostatics problem we will consider the FE method. A review of governing equations and the derivation of the matrix form in (1) are provided for both models in Appendix A and Appendix B, respectively.
The essence of any multiscale formulation and solution algorithm lies in the construction of a representative coarse-scale problem capable of capturing fine-scale features of a high-resolution model. The connection among scales is accounted for by computing basis functions, i.e. localized fine-scale solutions, which are used to construct a coarse-scale (upscaled) problem and reconstruct a fine-scale (downscaled) solution from the coarse solution. The reconstruction stage can be represented through the prolongation operator P, a sparse linear operator that stores the basis function associated to each coarse degree of freedom in the corresponding column such that
Here and in the following, subscripts f and c indicate quantities associated with the fine and the coarse problem. In particular, n c and n f denote the number of coarse-and fine-scale degrees of freedom, respectively. Assuming P, to be specified hereafter, is available, the definition of the coarse problem proceeds as follows. First the fine-scale solution in (1) is replaced with the approximation u = u f ≈ Pu c . Second the resulting residual vector, namely r = (f − APu c ), is orthogonalized against n c vectors in R n c that form the rows of the operator R. Hence, u c is the solution to the linear system with n c equations
We refer to R as the restriction operator, a linear operator mapping vectors from the fine-to the coarse-scale
Different options may be considered for R. If the fine-scale matrix A is symmetric positive definite (SPD), a Galerkin orthogonalization, i.e. R = P T , is typically the strategy of choice since it provides a coarse scale operator A c that is still SPD. Alternatively, a Petrov-Galerkin approach is often used. For example, in the MSFV method [9] , which is designed for diffusion problems, R is constructed such that discrete mass conservation also holds for the coarse-scale problem.
MsRSB for TPFA finite volume schemes
A crucial component of multiscale methods is the efficient and accurate construction of the prolongation operator, that is the computation of the basis functions. Originally proposed for the cell-centered finite volume solution to the diffusion equation for flow through porous media [2] , the MsRSB method computes the basis functions iteratively with restricted smoothing. To describe this process, some terminology is first defined. A primary coarse grid is defined as a partitioning of the fine grid. In each coarse cell, a coarse node is chosen as the representative fine cell for that coarse cell. Furthermore, support boundary cells are defined as the cells connecting neighboring coarse nodes. Support edge cells are defined as the cells connecting a coarse node to its neighbors. Note that edge cells for one coarse node will be boundary cells for other coarse nodes. Fig. 1 shows an example of the coarse grid structure for a flow problem. The initial guess for the basis function associated to the jth coarse node consists of the characteristic function of the primary jth coarse cell, hence it is equal to 1 for fine scale cells belonging to the jth coarse cell and 0 elsewhere. Let L and U denote the strictly lower-triangular and upper-triangular part of the matrix G which we want to compute basis functions for. We assume that G has the same dimensions as the fine-scale discretization matrix A, but otherwise leave the relationship ambiguous for the time being. LetD be the diagonal matrix such that the entries in each row of matrixĜ = (L +D + U) sum to zero, i.e.
Each MsRSB basis function is then iteratively smoothed by applying the following relaxation scheme
where [P] * j denotes the jth column of P, i.e. the basis function corresponding to coarse node j, and k is the iteration count. Furthermore, ω is a relaxation factor which in this work is set to 2/3, i.e. the value warranting the optimal smoothing factor of the weighted Jacobi iteration for the homogeneous Poisson's equation [49] . If the smoothing update extends the basis function outside of its support region, the update is adjusted to enforce that the basis support is enclosed by the boundary cells. This is done by adding overflowing basis function values to the neighboring basis functions. We refer the reader to [2] for additional details. The original MsRSB basis function construction process is also incorporated in algorithm 1, for a given coarse mesh and support regions. Importantly the described smoothing process theoretically guarantees the conservation of the initial partition of unity at each iteration. However, the authors note that round-off errors in a numerical implementation can cause a violation of this condition. As such, global basis function rescaling is required to guarantee the partition of unity. These are inexpensive operations which can be done every few iterations (n it ).
MsRSB for non-M matrices: multipoint FV schemes
In order to demonstrate the challenges of applying a multiscale method to discretized systems which do not result in M-matrices, we will consider a specific fine-scale discretization of the incompressible single-phase pressure equation
where p is the scalar pressure field, q a source term distributed in the domain and Λ a positive-definite tensor describing the diffusion properties of the medium. Generally, Λ is principally characterized by the permeability tensor κ and fluid viscosity µ. A detailed description of the governing equations is provided in Appendix A.1. The standard approach for discretizing (7) is a two-point flux approximation (TPFA) scheme which is only consistent when the principal axes of the permeability tensor are aligned with the grid [50]-i.e., for so-called κ-orthogonal grids. One possible choice to solve pressure on rough grids with non-diagonal permeability tensors is the MPFA-O method [48] , which may not result in M-matrices for grids of interest. In the MPFA-O method, transmissibilities are computed by enforcing continuity of fluxes over each half-face for local reconstructions of linear flow. These fluxes rely on all the cell pressure unknowns surrounding a grid node and guarantee by construction that the set of equations, related to the half faces connected to a grid node, result in a solvable system. As it is not the focus of this paper, the authors refer to the cited paper for more details on the well-established method. Furthermore, we note that the implementation of MsRSB for MPFA was done using the Matlab Reservoir Simulation Toolbox [46] . In the following, we address two points: i) we will consider scalar systems discretized with MPFA-O as a proxy for the inherent difficulties in applying multiscale methods to non-M-matrices and ii) demonstrate a practical approach for implementing MsRSB or similar methods to MPFA-type discretizations for flow. While the MsRSB method is well studied for TPFA-type problems, it has not, to the authors' knowledge, been combined with consistent discretizations in the literature.
Extension to non M-matrices
To avoid issues related to non M-matrices, a method is devised to alter, with minimal intrusion, the original finescale matrix A such that it satisfies M-matrix properties. This approximation of the linear system is justified because we aim to find an approximate solution using multiscale methods, where the basis functions should account for the M-matrix like part of the system matrix. This is conceptually similar to e.g. using incompressible or steady-state basis functions for flow when the problem under consideration is nonlinear due to compressibility [51, 52] . Moreover, this work's primary objective is to employ the proposed method as a preconditioner for GMRES and other iterative Krylov solvers, where an inexpensive local solver will target any local errors in the approximation. In the following, we assume that the discretization matrix has by convention a positive diagonal and primarily negative off-diagonal entries.
To enforce M-matrix properties, it is sufficient to filter out all positive-diagonal entries and construct a modified system matrixÃ
from which we can easily compute the basis functions by setting G =Ã. As the resulting matrixĜ from eq. (6) now has zero row sum with only non-positive off-diagonal entries, the enhanced MsRSB method guarantees the robust generation of partition-of-unity basis functions with entries in [0, 1]. Furthermore, note that these changes do not affect a problem described by an M-matrix and as such the method can be implemented generally. To verify that the method has the desired effect, a simple test case is devised. Starting from an equidistant 2-D Cartesian grid, all grid nodes are perturbed randomly in both x-and y-direction. Additionally the grid is stretched by a factor 10 in the y-direction. The resulting test case primal grid is shown in Fig. 2a . The fine grid has 9x9 cells where we coarsen by a ratio of 3 in each direction. Furthermore all flow properties are homogeneous. Note that MPFA-O for a κ-orthogonal Cartesian grid is equivalent to the TPFA method. Therefore the test case is designed to vary from an orthogonal grid substantially. The basis functions corresponding to the central coarse node are plotted in Figure 2 . Figure 2c displays the basis function obtained after 11 iterations when using the original linear system. It is evident from the plot that the prolongator is diverging. Figure 2d presents the converged basis function when using the altered linear system. In this case, the desired monotone basis functions are obtained. Note that due to the cancellation of certain connections in the matrix, the basis function does not spread over the full domain. This effect is especially present in the corners of the dual-region. As will be shown in numerical examples in Section 4, although this has no impact on the final solution, it is favorable to avoid small coarsening ratios to ensure good performance. The proposed multiscale method is summarized in algorithm 1. Furthermore, the multiscale preconditioning strategy employed in the numerical results is described in algorithms 2-4.
Algorithm 1 Enhanced MsRSB method to construct prolongation operator. if (k mod n it ) = 0 then 11:
for i = 1 : n f do 12:
Rescale to guarantee numerical partition of unity 13: end for 14: if Not initialized then A c = RAP Compute coarse-scale system matrix 12 :
Set up coarse system solver 13: end procedure
MsRSB for an MPFA-O discretization: 2D test case
The example problem is shown in Figure 3 and consists of a 100 by 100 structured grid discretizing a rectangular domain of 20 by 150 meters. We impose a unit pressure drop from x = 0m to x = 20m. Interior nodes are perturbed by a factor 0.2Ψ∆x where Ψ ∈ [− 1 2 , 1 2 ] is a uniformly random variable with expected value 0. The tensor Λ has a diagonal value of λ xx = λ yy = 100 md·cP -1 with off-diagonal elements λ xy = λ yx = 25 md·cP -1 . The combined effect of the nonorthogonal grid and the strength of the off-diagonal permeability means that directly applying the MsRSB iterative 
Post-smoothing relaxation 6: return z 7: end function process to the system matrix results in rapid divergence of the basis functions. With the proposed regularization, however, MsRSB can be employed and satisfactory convergence rates are obtained for both Richardson and GMRESaccelerated iterations. We partition the domain into 400 coarse blocks, each comprised of a 5 by 5 segment of fine cells and solve the MPFA system to a tolerance of 10 −8 . The results are displayed in Figure 4 , where Symmetric Gauss-Seidel (SGS) or ILU(0) is used as the second stage of the preconditioner. We observe a clear improvement to convergence rates indicating that the basis functions successfully capture the local features of the system and resolve low-frequency errors. As a non-accelerated stand-alone solver, i.e. Richardson, MsRSB+ILU(0) converges in 30 iterations while ILU(0) fails to converge in 150 iterations. The set-up with the cheaper but less effective smoother SGS fails to converge in both cases although the multiscale stage again leads to a significantly higher convergence rate. The performance difference between the single-and two-level solvers is reduced when GMRES is used to accelerate the solution process, nonetheless the multiscale solvers still only require half as many iterations as smoothers alone. with a vertical thickness of 100 meters. Similar to the 2D case, the nodes of the grid are perturbed to create a rough grid. Additionally, the top surface has a varying topography. The model has five different regions of a log-normally distributed diffusion tensor, with mean values of 700, 1000, 300, 800 and 100 md·cP -1 , respectively as shown in Figure 5a . We consider a logically structured coarse mesh with block sizes of 5 by 5 by 5 fine cells, resulting in a total of 600 coarse blocks to partition the fine-grid with 75,000 cells. We apply a simple boundary condition resulting in flow from x = 0 to x = 1000 meters. In engineering applications, flow would typically be driven by wells, but our goal here is to produce flow over the entire domain to verify our implementation. The reference solution is plotted in Figure 5b .
The convergence rates of MsRSB+ILU(0), ILU(0), MsRSB+SGS and SGS are compared in Figure 6 with and without Krylov acceleration. We observe that the benefits of the multiscale stage are more significant than in the 2D example. This is likely due to the denser stencil in 3D which leads to a fundamentally more difficult linear system, even for an equivalent number of degrees of freedom. We point out that the multiscale solver with SGS smoothing exhibits robust convergence with GMRES acceleration while the smoother-only setup stagnates. We also observe that the performance of the multiscale solver with ILU(0) is excellent, using 21 and 11 iterations without and with GMRES, respectively.
MsRSB for non-M matrices: FE simulation of linear elastic geomechanics
In this section, we investigate the extension of the enhanced MsRSB preconditioner to linear systems arising from geomechanical problems assuming linear elastic behavior. By means of this application, we extend the method's applicability to problems with vector unknowns. The linear elastostatics governing equations and their FE discretization using a classical displacement formulation [53] are reviewed in Appendix A.2 and Appendix B.2, respectively. To compute the nodal displacement discrete solution, the FE method requires the solution of linear systems characterized by a fine scale stiffness matrix A that is SPD but not an M-matrix. Therefore, in the construction of the prolongation operator, a naïve implementation of MsRSB would exhibit the same convergence issues as discussed for the pressure equation in Section 3.1.
To apply the enhanced MsRSB preconditioner, we observe that if the displacement degrees of freedom are ordered based on each coordinate direction, the stiffness matrix A possesses a block structure, namely: 
which reflects the full coupling between x, y, and z components of displacements. For preconditioning purposes, the complete matrix is often replaced with a sparser block diagonal approximation
namely the separate displacement component (SDC) approximation proposed in [54] . The motivation behind the SDC approximation is that, using Korn's inequality, one can show that A (SDC) is spectrally equivalent to A [55, 56] . Note that this approximation breaks down in the incompressible elasticity limit, i.e. Poisson ratio ν → 0.5. As each diagonal block in (9) corresponds to the finite element discretization of an anisotropic diffusion operator for the corresponding displacement component-see Remark Appendix B.2-, enhanced MsRSB can be readily applied to (10) to obtain a preconditioner for the fine-scale matrix. In FE-based elasticity simulation, two or three MsRSB basis functions are associated with displacement degrees of freedom located at each coarse node in a two-or threedimensional space, respectively. Computing such basis functions using A (sdc) implies that the fine-scale displacement field in each coordinate direction is expressed as a linear combination of coarse nodal displacement in the corresponding direction only. This represents a major difference with a classic MSFE approach [32] that accounts instead for additional coupling, at the price of a much denser prolongation operator, by representing the displacement solution in each direction employing basis functions in all coordinated directions. Nevertheless, we emphasize that the coarse operator, A c , computed using MsRSB basis functions will still capture the full coupling influences between x, y, and z displacement components. This extension to the enhanced MsRSB method is tested on a simple homogeneous problem defined in terms of dimensionless quantities with unit Lamé parameters, i.e. setting E=1 and ν=0. 25 . The fine grid is chosen to be 12 × 12 Cartesian. The coarse grid has 5 coarse nodes in each direction. Finally, the grid is rescaled by a factor of 20 in the y-dimension. The high aspect ratio is chosen to induce strong non-M matrix properties of the resulting linear system. Figure 7a depicts the coarse and fine grid of the test case on the x-y plane. To assess the robustness of the enhanced MsRSB method including the extension to vector physics, a basis function obtained using a naïve implementation of MsRSB is compared to the same basis function obtained with the enhanced method. Here, a naïve implementation of MsRSB is a straightforward application of the original method for M matrices to the linear system. Figure 7 depicts the obtained basis functions for a given coarse node. It is obvious from the plots that the naïve implementation leads to diverging basis functions whereas the enhanced method recovers the expected bi-linear interpolators of a Cartesian homogeneous problem. The results reemphasize the findings of section 3.1 and illustrate the performance of the enhanced MsRSB method for vector physics.
MsRSB for Geomechanics: A 2D Heterogeneous Test Case
To compare the enhanced MsRSB method to an existing multiscale preconditioner for geomechanics [32] , we investigate a 2D test case consisting of an elastic isotropic domain with a heterogeneous (layered) distribution of Young's modulus, shown in Figure 8 . Four mesh families (cart, skew, trig and rand) are considered, each with a different type of geometric distortion applied to the coarse elements. In each case a 224 × 224 fine-scale mesh and 7 × 7 coarse mesh are defined on the domain. The reader is referred to section 4.1 of [32] for a more detailed description of the test case setup. Two Krylov solver setups are tested. The first variant is Preconditioned Conjugate Gradient (PCG), with a symmetric preconditioning operator constructed by pre-and post-smoothing the multiscale (MsRSB) operator with no-fill Incomplete Cholesky factorization (IC(0)). The second version employs Biconjugate Gradient Stabilized (BiCGStab) with a two-stage preconditioning scheme which consists of the multiscale operator as the global step and no-fill incomplete LU factorization (ILU(0)) as the local smoother. This setup is identical to the one used in [32] , except that MSFE is replaced by enhanced MsRSB to construct the multiscale operator. Table 1 summarizes the iteration counts using PCG for different mesh families and levels of contrast in material properties. With exception of the case with extremely large coarse elements (7×7, which results in each coarse element consisting of 32 × 32 fine elements), the preconditioner offers robust performance over a variety of mesh families and types of boundary conditions. In a direct comparison against an identical setup using MSFE, from [32] , Table 2 shows similar results obtained with BiCGSTab and a single ILU(0) smoothing step. Here, the proposed MsRSB method achieves similar performance compared to MSFE, with only a modest (about 20-25% on average) increase in the number of iterations for most cases, with a notable exception of Cartesian laterally constrained case, where MSFE basis functions provide an exact interpolation. Note that the BiCGStab solver applies the preconditioner twice at every iteration, which corresponds to two applications of both multiscale operator and smoother, whereas PCG employs a single application of the preconditioner, which involves two smoothing steps (pre-and post-smoothing) and only one multiscale step. Nevertheless, comparable performance is observed in terms of iteration count, suggesting PCG with symmetric preconditioning should lead to a more efficient option due to its lower cost per iteration.
MsRSB for Geomechanics: A Geological 2D Cross-Section Test Case
A second geomechanics test case is designed to represent a 2D cross-section of an elastic subsurface porous media domain, characterized by distinct geological layers and faults (shown in Figure 9a ). A vertical distribution of Young's modulus is prescribed, based on a correlation for uniaxial compressibility developed in [57] and recently used in [32] . Specifically, vertical compressibility is computed as
where σ y = σ y + p = −0.12218|z| 1.0766 + 0.1|z| (12) is the vertical effective stress, consisting of vertical total stress σ y [bar] and hydrostatic pressure p (both in units of [bar −1 ]). Young's modulus is expressed as
with a Poisson ratio ν set to 0.3 everywhere. In addition, a constant value is added to Young's modulus in each layer, specifically the mean Young's modulus in that layer multiplied by a layer-dependent coefficient. This is done to emulate discontinuities in material properties between layers as often encountered in real subsurface systems. The resulting distribution spans 3 orders of magnitude over the domain and is depicted in Figure 9c . The domain is gridded with an unstructured triangular mesh that conforms to the layers and faults (see Figure 9b ) with the faults themselves considered inactive (no slip between fault surfaces). Seven different resolutions of the mesh are considered, ranging between 11,879 and 745,900 elements -see Table 3 for detailed information on mesh resolution and corresponding problem sizes. The domain is subject to roller boundary conditions on three sides, while the ground surface is traction-free. The deformation process is driven by a constant pressure drawdown of ∆p = 20 bar prescribed in a small reservoir zone inside the domain (shown in Figure 9b ), that acts as an external distributed force.
To evaluate the algorithmic scalability of the MsRSB method for mechanics, the problem is solved with a Krylov solver (namely PCG) to a relative tolerance of 10 −8 . Three symmetric two-stage preconditioning operators are constructed using different choices of pre-and post-smoother: 2 sweeps of l 1 -Jacobi, symmetric Gauss-Seidel, and no-fill incomplete Cholesky factorization. The coarse grid for the multiscale solver is generated by agglomerating fine-scale cells based on face connectivity using METIS [58] graph partitioning software. For each mesh resolution, the ratio of fine-to-coarse elements and nodes is kept approximately the same, which results in the size of the coarse problem growing with mesh resolution. As a comparative baseline, a smoothing-only preconditioner (i.e. not involving the global multiscale step) is also applied to the problem for each choice of smoother. Krylov iteration counts are recorded to evaluate performance. Table 4 summarizes the findings. The multiscale solver convergence remains well bounded for all mesh resolutions and only exhibits very mild mesh dependence, while the baseline approach does not scale well, in some cases failing to achieve convergence within 1000 CG iterations. This example demonstrates a clear benefit of using a multiscale approach for subsurface mechanical problems compared to relying on incomplete factorizations only. It also emphasizes the method's excellent algorithmic scalability and mesh independence on two-dimensional unstructured grids.
MsRSB for Geomechanics: A 3D Test Case
A third test is performed on a 3D poromechanical domain representing a 16 × 16 × 4 km subsurface formation. The vertical distribution of Young's modulus prescribed by Eq. 11-13 is applied without discontinuities, and Poisson ratio is again set to 0.3. Also similar to the previous case, boundary conditions are imposed to be rollers (zero normal displacement) on all sides except for the traction-free top surface. Forcing is prescribed through pressure drawdown of ∆p 1 = 15 bar and ∆p 2 = 22 bar, respectively, in two reservoirs located around the center of the domain highlighted in Figure 10a . Table 4 : Geological 2D cross-section test case: PCG iteration counts. "MsRSB" denotes the two-stage multiscale preconditioner with pre-and post-smoothing. "no MS" columns reports results for the baseline approach (only pre-and post-smoother, without the multiscale step). Dashes are shown for cases where the solver failed to converge in 1000 iterations. The domain is initially gridded with a 70 × 70 × 70 structured Cartesian grid, labeled as cart. It is then coarsened with a factor of 10 in each dimension, resulting in a 7×7×7 coarse-scale grid. In addition, nodes of the grid are shifted, resulting in a skewed grid, shown in Figure 10a , labeled skew. For both grids, the multiscale preconditioner was constructed using the same choices of pre-and post-smoothers as in the previous example. i.e. l 1 -Jacobi, symmetric Gauss-Seidel and no-fill incomplete Cholesky (the latter not being used with the skewed mesh due to numerical breakdowns in factorization which are not related to the multiscale method). A sequence of progressively finer coarse grids is used, containing between 5 and 14 coarse cells in each dimension. Table 5 reports the observed iteration counts using CG as the chosen Krylov method and Figure 11 compares convergence histories obtained using both multiscale (with a 10 × 10 × 10 coarse element size) and smoother-only preconditioned CG solvers.
The results are in line with the lower dimensional test cases. Acceptable iteration counts and good scalability is observed. Moreover, the test case indicates that the developed enhanced MsRSB method generates a robust multiscale preconditioner for 3D geomechanics or other vectorial physics yielding non-M matrices. 
Conclusion
A novel multiscale method for non M-matrices using Multiscale Restricted Smoothed Basis(MsRSB) functions is presented. The essence of the enhanced MsRSB method consists of enforcing M-matrix properties on the fine-scale linear system based on a filtering technique. Using the resulting approximate linear system, basis functions can robustly be constructed using the original iterative MsRSB strategy. The method is demonstrated for the single phase flow problem and the linear elastic geomechanics problem. Enhanced MsRSB is validated to be effective through various test cases including heterogeneous, unstructured 2-dimensional and 3-dimensional problems . Moreover, when it is applied as a preconditioner, the results show similar iteration counts compared to existing multiscale methods while enabling increased flexibility, easier implementation and sparser systems. Studies on CPU times and computational efficiency are subject of further work.
Finally, as shown for the porous media problem, the proposed method allows for the application of multiscale methods to multipoint stencils. Noting that multiscale operators are themselves inherently multipoint, the adapted MsRSB enables multilevel multiscale. Such a development has not yet been achieved in literature and is the topic of current research.
Appendix A.2. Linear elastostatics
Let d = {d } n sd =1 be the displacement-vector, where d = (e · d) are the displacement components with respect to the Euclidean basis {e} n sd =1 in R n sd . Let us consider n sd non-overlapping partitions of the domain boundary into two segments associated with Dirichlet, Γ D , and Neumann boundary conditions, Γ N , respectively, such that Γ = Γ D ∪ Γ N , with Γ D ∩ Γ N = ∅, ∈ {1, . . . , n sd }. The strong form of the linear elastostatic BVP reads as: given b : Ω → R 3 , g D, : Γ D → R, and g N, :
in Ω (equilibrium equations), (A.2a)
in Ω (generalized Hooke's law), (A.2d)
with ∈ {1, . . . , n sd }.. Here, σ(d) is the rank-2 stress-tensor, respectively, C dr is the rank-4 elasticity tensor, and b is a body force. In this work we will focus on isotropic linear elastic materials, hence only two independent elastic coefficients are required for the definition of C, namely
where I and I are the second-order and fourth-order identity tensor, respectively, and λ = Eν (1+ν)(1−2ν) and G = E 2(1+ν) are the Lamé parameters of the material, with E the Young modulus and ν the Poisson ratio. Note that the subscripts x, y, and z are also used to denote a quantity associated with the spatial dimension equal to 1, 2, and 3, respectively. Given a partition T h of the domain Ω consisting of non-overlapping conforming cells, a finite volume discretization of (A.1) consists of writing the pressure equation for each cell (control-volume) in T h in integral form [59] . Let F h be the set of interfaces in T h , namely edges (n sd = 2), or faces (n sd = 3). Let V h be the space of piecewise constant cell-wise fuctions associated with T h . We consider a discrete approximation for the pressure field such that p ≈ u h ∈ V h . Let g h D denote the piecewise constant interface-wise interpolant of g D having support in F h,D ⊂ F h , namely the set of interfaces belonging to Γ D . Similarly, F h,N ⊂ F h is the set of boundary interfaces lying on Γ N . Finally, letŵ γ denote a conservative numerical flux approximating the volumetric flux through an interface γ ∈ F h , namelyŵ γ ≈ γ w · n γ dΓ, with n γ a unit normal vector defining a unique global orientation for γ. Based on a suitable functional dependence on u h and g h D , for linear flux approximation schemesŵ γ (u h , g h D ) can be split as a sum of two terms;ŵ
to highlight the contribution to the flux related to u h and g h D , respectively. Clearly,w γ (g h D ) is nonzero only in the presence of non homogeneous pressure boundary conditions. The first term to the right-hand side in (B.1) is expressed as a linear combination of pressure values from selected cells-e.g., the two cells sharing γ in the TPFA method, or the cells sharing at least a vertex with γ in the MPFA-O method [48, 50] -using constant transmissibility coefficients. A similar linear expression is utilized forw γ (g h D ). Nonlinear flux approximation schemes are not considered in this work. For a review and details on recent developments on finite volume discretizations for anisotropic diffusion problems in heterogeneous media, we refer the reader to [44, 47] and references therein.
The finite volume discretization provides an approximation u h to the weak pressure solution of(A.1) by solving a set of discrete balance equations that are equivalent to the following mesh-dependent variational problem: find
where the discrete bilinear form a h : V h × V h → R and the discrete linear form F : V h → R are defined as
Here, the symbol · γ denotes the jump of a quantity across an interface
with v h |τ L and v h |τ K the restriction of v h on cells τ K and τ L sharing γ, with n γ pointing from τ K to τ L . For domain boundary interfaces, the jump expression simplifies to v h γ = −v h |τ K . To obtain the matrix form of the FV discrete problem, we introduce the basis .
(B.9)
Let X h be the finite element space of piecewise polynomial vector functions that are continuous in Ω associated with a conforming triangulation T h of Ω. Let {η i } i∈N h be the standard (vector) nodal basis for X h , with N h = {1, . . . , n sd n n } and n n the number of node points in T h . We define the finite dimensional counterpart of V as V h = X h ∩ V and denote its basis as {η i } i∈N h u , with N h u ⊂ N h the set of indexes of basis functions of X h vanishing on Γ D , ∈ {1, . . . , n sd }. The discrete approximation to the displacement field can then be expressed as For efficiency reasons, the linear system (B.11) is typically assembled ignoring the essential (Dirichlet) boundary conditions-i.e., {η i , η j } is the range over the bases for X h . This is also the strategy adopted in our implementation. The Dirichlet conditions are introduced by using a so-called symmetric diagonalization approach [60] . In this approach, rows and columns of the stiffness matrix associated with displacement degrees of freedom where such conditions apply are modified while preserving symmetry, with the right-hand-side updated accordingly.
Remark Appendix B.2. If displacement degrees of freedom are ordered based on each coordinate direction, A d possesses a n sd × n sd block structure, namely: which reflects the full coupling between -components of displacements, = {1, . . . , n sd }. Each diagonal block A in (9) corresponds to the finite element discretization of the anisotropic diffusion operator −div(Λ · grad d ), with anisotropic diffusion tensor Λ = GI + (G + λ) e ⊗ e , = {1, . . . , n sd }.
