show that lines of low fractal dimension are highly capable of evoking indification with nameable objects. In other words, regular lines are recognized in human vision as object edges. In this paper, a regularity measure of discrete line geometry is presented. This quantitative measure based on a ratio between lines of varying lengths is analyzed in the framework of brownian motion theory. The measure on a given scale is always computed from the maximum precision image, so that no subresolution assumption is introduced. A choice of scale determines the quantity of global information versus local information one wants to measure. We show how this quantitative measure leads to relevant shape information. To illustrate this, an example of an image segmentation application is realized. The segmentation based essentially on geometry criteria, uses a region-growing process. The process depends on a single parameter that can be fixed in a natural way, comparing contour regularity to a geometric model regularity. We present experimental resuits performed on real-scene images, including indoor and outdoor images.
Introduction
Recognizing familiar objects in apparently random shapes such as clouds or mountains is a common experience. In a recent article, Rogowitz an Voss (1990) present a series of experimental results showing that this power of evocation is due to contours, and that its importance increases as the fractal dimension of the contours decreases. For the human perceptual system, regularity of boundaries seems to be of drastic importance.
It is thus not surprising that regularity measures are widely used in computer vision.! For shape classification and recognition, regularity appears in the notion of critical * e-mail: giraudon@ sophia.inria.fr ** e-mail: vasselle0sophia.inria.fr Correspondence to: B. Vasselle points. These points are defined as singularities -we could say irregularities -in curve features such as tangents or curvature discontinuities. It appears that most shape information is supported by these points. For example, Mokhtarian and Mackwoth (1992) build a nice shape representation by studying the evolution of null curvature points in the scale space. Asada and Brady (1986) study isolated curvature changes such as corners or smooth joints, and compound changes such as cracks, ends, bumps, or dents. To describe a curve, Lowe (1989) chooses points in such a way that the density of the points retained in an area is as high as the curvature is low in the same area. Shape information is concentrated in the regions where the tangent is irregular.
All these methods are based on curvature measurements, which is a continuous concept. As Fischler and Bolles (1985) , we believe that a digital curve analysis requires discrete measures rather than of discrete approximations of continuous measures. For example, derivatives are computed using a gaussian kernel convolution. This corresponds to the continuous definition only if the smoothing parameter ~7 is large enough to consider the pixel size as negligible. This implies that all small structures, although they are understandable to the human eye, are totally erased. Fischler and Bolles propose a discrete definition of the critical point, based on a study of a chord moved along the curve. A point will be declared to -belong to a smooth section if the curve stays close to the chord -Be critical if the curve makes a single excursion away from the chord -Be noisy if the curve makes multiple excursions away from the chord
In this paper we propose a measure based on the comparison between chord lengths of various scales. As our approach is motivated by fractal considerations, we first present the common way of computing the fractal dimension and show how the fractal approach does not allow an analysis of small structures. Then we define our measure, that we call k regularity. It depends on a scale parameter s and on a smoothing parameter k. To show the pertinence of the measure, we study its statistical behavior on two models of curves: brownian motion and the digitized straight line. We present an application for image segmentation. The regularity measure is applied to frontiers and is used as a merging criterion in a region-growing algorithm. We show experimental results from an indoor image and an aerial image, for which the interesting objects are man-made and thus are highly regular.
The regularity measure
Fractal theory introduces a nice notion of curve regularity with the fractal dimension Mandelbrot (1982) , which describes the evolution of curve length as length measurement takes more and more details into account. To compute the fractal dimension of a curve, one typically processes two steps:
-For each value of a scale parameter e, find the minimum number of balls of diameter ~ that are needed to cover the curve. Figure 1 shows an example in which five balls are necessary to cover the curve for a given e. Let N(e) be the minimum number of balls.
-Then estimate the limit slope of the function -In e ~-+ In N(e) as ~ tends to 0. This limit slope d is the fractal dimension of the curve.
Let us take an example with a generalization of the Von Koch curve. To build a Von Koch curve (Falconer 1990 ), take a segment of length 1, divide it in three segments of length 1/3 and replace the middle one by two new segments of the same length 1/3, in such a way that the resulting curve is a collection of four adjacent segments. Then apply this process recursively to each of these four segments. In Fig. 2 , we generalize the construction so that the length of the four segments is an arbitrary number 1/2 > a > 1/4.
For en = c@, one needs N(~) = 4 n balls of diameter ln4 en to cover the curve, so that In N(er~) = --9 Inen. The lnc~ fractal dimension is thus d = -In 4/in c~. It varies from 1 when c~ = 1/4 -the curve is then a straight line -to 2 when c~ = 1/2 -the curve is then so agitated that it behaves more like a surface than a curve. The Von Koch curve is obtained when c~ = 1/3, and gives a fractal dimension of In 4/In 3.
In fact, the fractal dimension for a general planar curve belongs to the interval [1... 2]. The generalized Von Koch curve family thus takes all possible values of the fractal dimension. From a visual point of view, curves of high fractal dimension are more agitated than curves of low fractal dimension. The closer the fractal dimension is to 2, the more the curve behaves like a surface. Note that the fractal dimension measures the microscopic behavior of the curve: if we stop the construction of the Von Koch curve at a given depth of recursion, the fractal dimension is 1. Note also that in this example, the function -In e ~-+ In N(e) is very well approximated by a straight line In N(r = In 1 -d. In e. This reflects the self-similarity of the curve: if we look at a part of the curve, we find a smaller copy of itself.
In a computer-vision framework, a curve is not continuous, but is a digitization of an underlying continuous curve. It is a finite set of connected pixels. For fractal analysis, the scale parameter e cannot be lower than one pixel, so that the fractal dimension computation must be modified as follows:
In N
/
In L 0 -ln For this process to reflect a fractal property, k must be large enough that the lowest scale e = 1 can be considered a microscopic scale. In other terms, 1 must be negligible compared to k. In the continuous case, the fractal dimension is specific to a limit behavior at scale O, however, the fractal dimension of a digitized curve takes into account information on a scale range from the microscopic to the macroscopic. As image processing occurs in a discrete world where the pixel size may be not considered negligible compared to the size of the objects represented in the image, we think it is necessary to find a discrete definition of regularity that enables us to study the curve properties at low scales. We want to be able to extract the information that is specific to a scale, and not to a scale range, even if that scale is very close to the pixel size. Here we propose to see what information can be deduced from the comparison of lengths on two scales. We have chosen to look at the scale parameter, not as the diameter of a ball, but as an curvilinear length on the curve. This leads to a simpler definition. Lengths on two scales s and s t are comparable only if s t can be divided by s: s ~ = k -s. We have used the following definition of comparison of lengths, which we have called k regularity.
Definition. Let C = (Pi)i~l be a digitized curve. The k regularity at scale s of the curve C is defined as:
where:
is the mean value of rs,k(C)(i) along C. We can see k as a smoothing parameter.
Let us present the behavior of the k regularity on two particular digitized curves: the brownian motion curve and the digitized straight line. These are our models of random irregularity and extreme regularity. Brownian motion is a curve of which each point Pi+l has the same probability 1/4 of being one of four points connected to Pi, while the digitized straight line is the digitization of an underlying For the browian motion, the probability distribution of the vector Pi § -p~ is well known and can be found in (Falconer 1990 ) for example.
For the digitized line, we must compute the probability that a given set of pixels is the digitization of a line. According to Santab (1984) , the right parametrization for lines under reasonable invariance constraints is (p, 0). A line has the coordinates (p, 0) if it is at a distance p of the origin, and makes an angle 0 with the y-axis (Fig. 5) . Lines are considered as conforming to a uniform probability law if and only if p and 0 conforming to a uniform probability law. Therefore we must, for a given digitized curve, compute the surface in the (p, 0) space of the set of lines that may have produced that curve in a digitization process. To reach that goal, we need the following result: -c~,/3, 3' and 6 be the angles between any line of direction p and the lines AD and (BC) as show in Fig. 6 . -A p be the partial sum f(p,o)~zan dp 
AC
The same considerations on A p -lead to the final result:
S = J" ApdO = AD + B C -AC -B D []
In fact, the condition for a line to be digitized in a given discrete curve can always be expressed in such a way. Figure 7 shows the points A, B, C and D one can take in two examples of digitized lines.
Means or variances take then the expression:
where f2 is the set of the digitized lines, S(o~) is the surface in the (p, O) plane of the set of continuous lines that are digitized in w, and f the function we want to calculate (Rs,k, 2 Rs,k).
Let us analyze the results of Figs. 4 and 8. Even when s and k are unreasonably close to the pixel size, R~,k reveals pertinent information on the curve structure. Although variance is quite important, the regular line structure is visible even through/~1,2, which should, a priori, reflect nothing but a digitization noise. Of course, as s and k increase, the digitization effects become less important, so that Rs,k discriminates increasingly between the line and the random path.
Thus Rs,k is a tool able to compute regularity on an arbitrary scale, even when the scale is very close to the pixel size. The next section discusses an application for which a close-to-the-pixel analysis is extremely useful.
A n a p p l i c a t i o n for i m a g e s e g m e n t a t i o n
A region of a digitized image has two signatures: the radiometric one depends on the pixel intensity inside the region, and the geometric one depends only on the line in N 2 that is the region boundary. Numerous papers deal with segmentation based on radiometric models, and these models have been studied for a long time ( (Fua and Hanson 1988) have also studied the introduction of geometric models in the segmentation process. When they consider the geometric analysis as a balance to the radiometric analysis. When formalizing the segmentation problem as an energy minimization problem, this leads to minimizing an energy that takes the form E = R + AG, where R computes the radiometric deviation of the current partition from the expected segmentation, and G, the geometric one. The geometric factor, if used alone, leads to the trivial segmentation, in which the whole image is a single region. For Leclerc (1989) , the geometric part computes the length of the region boundaries. Fua and Hanson (1988) propose more sophisticated criteria, each one dedicated to segmenting a particular class of objects. For example, the geometric part of a criterion devoted to finding buildings in aerial images takes the form:
where ce is a constant parameter, 0 is the average deviation from 7r/2 multiples of the angle formed by the contour tangent and a fixed direction, L is the contour length and s is a scale parameter. The energy's geometric part is a minimum when region boundaries are composed of segments in two orthogonal directions. Pure geometric models occur mainly in shape analysis, in which object boundaries are considered as already defined at the end of the segmentation (Asada and Brady 1986; Lowe 1989; Mokhtaria and Mackworth 1992). Our regularity measure can be used without being mixed with any radiometric criterion. Before we show how this is possible, let us explain why it is difficult to base a segmentation process on a purely geometric criterion. Following Zucker (1976), a segmentation of an image X depends on a boolean predicate P, and consists of a set of X subsets {Xi}~ such that: X N 1. { i}1 is apartition of X. 2. Xi is connected.
P(XO = TRUE for each i.

P(XiUXj) = FALSE for i ~j, where Xi and Xj are
adjacent.
The predicate P determines whether a subset Xi is a part of a scene object or not. We can interpret statement 3 as "each region belongs to at most one object" and statement 4 as "each object contains at most one region". An algorithm can be naturally deduced from these points: from an original oversegmentation, that is, a partition such that P(XO = TRUE for each i, loop while possible:
if 3(i, j), P(Xi U Xj) = TRUE, then merge Xi and Xj
Let us take a simple example. Suppose we must segment an image composed of two perfectly homogeneous objects: a black square on a white background. A "good" predicate would be: The algorithm applied to any oversegmentation of X will lead to the true segmentation. However, can we now imagine a purely geometric predicate that will lead to the true segmentation, whatever the original oversegmentation is? Can we decide geometrically whether a region belongs to a single scene object or not? It is clear that the geometry of a region is highly dependent on the initial oversegmentation. A region of the oversegmentation can have any arbitrary shape, so that the answer to the last two questions is: NO, there is no over-segmentation-independent geometric criterion that can lead to the perfect segmentation. Thus, if one wants to segment according to a geometric criterion, one must either combine the process with a radiometric one, in a R + ),G style for example, or restrain the set of oversegmentation to a particular class, a class of admissible partitions. In this paper, we have chosen the latter solution, to show the effects of our regularity measure only. We have constrained the oversegmentation to be gray-level subsamplings: we divide the range of gray levels in the image equally -say [0,255] -into several subranges -say [0, 15], [16, 31] ...[240.
.255], and we consider two connected pixels as belonging to the same region if their gray levels belong to the same subrange. Figure  9 presents such an oversegmentation for an indoor image. Let us show now that the regularity measure can segment as soon as the initial partition is a gray-level subsampling. Region boundaries in this kind of partition can belong to one of two classes (Fig. 10): -The region boundary is also a scene-object boundary.
In this case, the region boundary inherits the geometric regularity of the object boundary. We call this the class of geometric boundaries.
the region boundary is not a scene-object boundary.
Here, the region is stopped arbitrarily, depending on its texture or surface noise. We call this the class of textural boundaries.
Textural boundary
Geometric boundary
Fig. 10. The two classes
Textural boundaries are irregular according to close-to-thepixel analysis, while geometric boundaries are regular. Our regularity measure should thus be able to distinguish the two classes of boundaries: textural boundaries are less regular than a certain threshold, geometric boundaries are more regular than this threshold.
Experimental results
We have involved our regularity measure in a region-growing algorithm. Since we are interested in the close-to-the-pixel behavior of the curves, we have chosen R2,2 to distinguish textural boundaries from geometric boundaries. We have fixed the threshold value at 0.92, which is a numeric approximation of the minimum regularity of the straight line. This means that the straight line is our model of regularity. The algorithm is inspired by the suboptimal segmentation algorithm proposed by Monga and Wrobel (1987) . The problem is that the formalism used by Monga, which follows the one presented by Zucker (1976) is not strictly applicable to a segmentation based on geometric criteria. Recall that segmentation of an image X following a boolean predicate P should be a set of regions {Xi}l N that is constrained by the four properties given in Sect. 3. The choice of same predicate P to determine whether a subset of X belongs to a single region, and to determine whether two subsets of X should merge, disables the possibility of using purely geometric predicates. To be more precise, each predicate that takes care only of what happens at the border of a subset is prohibited. In our case, two distinct objects can be merged, even if our criterion has decided that they were actually distinct. These considerations lead us to adopt the following formalism:
1. {Xi} N is a partition of X. 2. X~ is connected. Given an initial segmentation, the algorithm loops while possible on the three following points:
Pr(Xi)
-Determine the merging list, i.e., the list of Pro-mixable adjacent pair of subsets.
-Sort the merging list according to dQ.
-Merge the best independent pairs.
We now present the application of the algorithm to severn gray-level images. Beginning with an intensity subsampled image, we segment it in two steps:
-Small-region merging. Small regions cannot be treated efficiently by the regularity criterion, since their boundaries contain very poor geometric information. At this step, Pm(Xi, Xj) is TRUE if the length of the boundary of Xi is less than N pixels, where N has been arbitrary fixed at 10. P~(Xi) is always TRUE, and dQ(Xi, Xj) increases as the average gradient along the common frontier decreases. Since the best independent pairs merge, a small region merges with exactly one of its neighbors.
-Regularity merging. Pm(Xi, Xj) is TRUE if the regularity -R2,2 of the common frontier is lower than a regularity threshold. The threshold value is 0.92, as discussed previously. Pr(XO is TRUE whatever Xi is, and dQ(Xi, Xj) is equal to P~(Xi, Xj).
In the following figures, the upper-left image A is the graylevel image, the upper-right image B is the gray-level subsampling, the lower-left image C is obtained from image B by removing small regions, and the lower-right image D is obtained from image C by applying the regularity merging. Figure 12 shows the segmentation processing on an indoor image. This first result shows our regularity criterion's ability to detect irregularity in a practical case. One can see that each irregular boundary in image C has been removed in image D. Some other boundaries also seem to have disappeared, in the poster on the right wall, for example. In fact, this is not the case. Merging occurs here because there are regions of the intensity subsampling that belong to both the poster and the wall. These regions present irregularity 2). Figure 11 shows the segmentation processing on the aerial image of an airport. The airport shows another direct application of the method described in this paper. Main structures have been correctly segmented, but some objects, such as the group of trees on the upper-left corner, have disappeared. This is due to the simplicity of the strategic function dQ we have used. For regions with small common frontier, the regularity measure doesn't give a pertinent information. When the quality function is simply proportional to the regularity and doesn't take in account the length of the common frontier, many regions with small common frontiers merge. Better results are obtained with the same merging predicate, but with more sophisticated strategic functions that quantify the confidence we can have in the regularity measure.
The gray-level subsampling of the image shown in Fig. 13 leads to numerous small regions. In this case, the common frontier between two regions is only a few pixels long almost everywhere. Their geometric quality is thus so poor that the geometric criterion fails in many cases, to distinguish correctly between geometric and textural edges. Nonetheless, the overall quality of the final segmentation reflects the image's main structures, such as the town, the lake, and the roads. One can remark in particular that almost all the frontiers between fields and roads are preserved.
Conclusions
In this paper, we have presented a set of geometric measures that quantify the regularity of digitized curves. These Fig. 13 . Fields, lake, and town measures have been theoretically tested on models of irregular and regular curves: brownian motion and the digitized straight line. One of our regularity measures is associated with a region-growing segmentation algorithm, and has shown its practical ability in segmenting images in which the interesting features are man-made objects. In this paper, we have used only the regularity criterion as the decisive criterion. However, it is possible to combine it with other criteria, and in particular with radiometric criteria. Cooperation with radiometry may occur in two ways: -The strategic function decides the order of the mergings.
-
The initial radiometric oversegmentation gives its input data to the geometric criterion.
We have found two limitations to the use of the regularity measure. The first one is that the regularity measure takes a practical sense only if the length of the curve is large enough compared to the scale parameter. Our current work attempts to improve the confidence one can have in the regularity measure, depending on the length of the analyzed curve. The second one is that in the segmentation process we propose, the initial segmentation is highly constrained by the fact that it must be an admissibility partition, so that few radiometric criteria can be used here. In some cases, the admissibility criterion may conflict with the oversegmentation criterion. We now must find another and larger class of admissible partitions that eliminates this contradiction. One possible way is to use admissible frontiers instead of admissible partitions. The admissible frontiers would be the only frontiers allowed to disappear in a region merge. This would lead to a larger class of geometrically unstable oversegmentations, and would allow many radiometric criteria to be used in the presegmentation process.
