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1. Introduction 
Crowd video surveillance plays an important role in the field of 
public safety management. It usually includes tasks such as crowd 
analysis [1], crowd counting [2] and crowd anomaly detection [3]. 
Among those, the detection of abnormal behavior is more directly 
related to public safety. Crowd anomaly behavior can be generally 
divided into two types including local anomaly and global anomaly. 
(1) Local anomaly refers to the behavior of some pedestrians that is 
different from other pedestrians around them, such as the scenarios of 
vehicle entry and pedestrian retrograde. (2) Global anomaly means 
that the behavior of a crowd in the scene is abnormal, such as 
collective aggregation and escape. Compared with the global 
anomaly, local anomaly has a higher probability of occurrence and is 
more difficult to detect. In addition, global anomaly is usually formed 
by the diffusion of local anomaly. If the initial local anomaly is 
accurately detected, subsequent global anomaly can be avoided in 
many cases. Generally, there are two kinds of methods for crowd local 
anomaly detection. One is the trajectory-based method [4-10], the 
other is features-based method [11-25]. Trajectory-based method use 
target tracking algorithms to obtain the trajectories of each pedestrian. 
 
 
Fig. 1. The division of the ROI. (a) Traditional ROI; (b) Proposed consistency group 
Anomalies are then detected by learning the potential knowledge of 
trajectories in normal situations. However, such kind of methods is 
only suitable for a small-scale crowds. This is because there are 
inevitable overlaps and occlusions when the crowd density increase, 
so it is difficult to obtain an accurate trajectory, which will seriously 
reduce the accuracy of anomaly detection. 
Features-based methods avoid these problems by extracting 
appearance or motion features, such as Histogram of Oriented 
Gradient (HOG) [26] and Histogram of Optical Flow (HOF) [27], to 
learn activity patterns of the target. Usually, video frames are divided 
into multiple regions of interest (ROI) in advance. The ROI usually 
includes some 2-D image boxes or 3-D video boxes using 3D tracking 
[28], which are non-overlapping and have the same size. As shown in 
Fig. 1(a), because ROIs are randomly segmented, some boxes like the 
red box contain both normal pedestrians and abnormal vehicles, 
which leads to inaccurate feature extraction. In addition, in some 
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boxes e.g. the blue box in Fig. 1 (a), the pedestrian integrity is 
undermined because their bodies are divided into many parts leading 
to wrong feature extraction. 
To address the above issues, we propose an anomaly behavior 
detection method based on scene perception combining the fluid 
forces expression theory. In practice, it is not easy to cluster 
pedestrians with the same movement pattern into a group, because 
pedestrians have many attributes, such as position, speed and 
direction of movement. The scene perception model in the field of 
psychology provides us with a mechanism to deal with multiple 
attributes of objects [29]. The pattern of processed human spatial and 
attribute information in the scene is consistent with the separation 
processing mechanism. Postma et al. [30] found that the processing 
of spatial information was earlier than, and independent of, the 
attribute information through the task of reproduction. In the 
perceptual scene, the preprocessing of spatial information can provide 
a good foundation for us to understand the world that we see, more 
effectively. And the subsequent processing of attribute information 
promotes the basic understanding to complete cognition. This 
provides us a basis for the clustering of pedestrian groups. Based on 
this idea, we have developed a divide and conquer clustering strategy 
to cluster the motion crowd into consistency groups and extracted 
features for each pedestrian group. The consistency group is shown in 
Fig. 1(b). The framework of the proposed method is shown in Fig. 2. 
More specifically, we integrate the image appearance and fluid 
forces features to describe the crowd motion in a consistency group. 
The image appearance features are calculated using a gray-level co-
occurrence matrix (GLMC). The fluid forces features are described 
by calculating mass force and surface force. The fluid forces model 
was first proposed to study the motion characteristics of fluid particles 
in Smooth Particle Hydrodynamics (SPH) [31]. In this paper we 
adapted the fluid forces model as a feature descriptor to detect crowd 
anomaly motion. This is based on the assumption that the movement 
of different pedestrians lead to the changes of forces between particles 
inside. Our contribution can be summarized as follows: 
• We developed a novel consistency group method to overcome 
the drawback of the traditional ROI method. The consistency 
group only contains complete pedestrians with similar spatial 
and attribute information, which protects the integrity and 
consistency of the group. 
• Based on scene perception, a divide and conquer clustering 
strategy is proposed to cluster the motion crowd. The motion 
crowd is then divided into multiple consistency groups 
according to the spatial and attribute information, which can use 
the attributes of the pedestrians more reasonably, such as 
position (spatial information), speed and direction (attributes 
information). 
• A fluid descriptor is introduced based on the analysis of a fluid 
forces model. The fluid forces features are extracted by 
calculating the mass force and surface force of particles in 
space-time, which can better characterize crowd motions to 
distinguish abnormal and normal events in an efficient way. 
 
Fig. 2. The framework of the proposed method 
The remainder of this paper is organized as follows: an overview 
of related work is provided in Section 2. Section 3 introduces the 
method of moving pedestrian segmentation. In Section 4, a divide and 
conquer clustering strategy is presented to turn a crowd into 
consistency groups based on scene perception. Section 5 describes the 
methods of image appearance and fluid features' extraction. Section 6 
describes the anomaly detection and localization. Detailed 
experimental results and discussions are given in Section 7. Finally, 
Section 8 concludes this paper. 
2. Related work 
The methods of crowd anomaly detection are mainly divided into 
two categories: trajectory-based methods and features-based 
methods. In the first category, the methods obtain the trajectories of 
moving pedestrians through applying accurate target tracking 
algorithms. By learning the potential knowledge of trajectories in 
normal situations, anomalies can be detected. Zhou et al. [6] used 
KLT to track the trajectory of moving objects. And then abnormal 
trajectories are recognized through hidden Markov model (HMM). 
Anjum et al. [7] transformed the trajectories into multiple feature 
spaces, which were then clustered into different categories for 
anomaly detection. Spatio-temporal information was also used to 
detect and locate abnormal behavior of complex targets [8, 32]. Zhang 
et al. [9] tracked crowd points to capture spatial and temporal 
information to present a novel feature called Point Trajectory-based 
Histogram of Optical Flow (PT-HOF) for anomaly detection. Dou et 
al. [10] calculated the optical flow field of corresponding joint points 
and used their trajectories to remove noise. Then Support Vector 
Machine (SVM) was used to determine abnormal behavior. Although 
trajectory-based features are high-level semantic, such methods are 
only suitable for small-scale scenes. With the increase of density of a 
crowd, there are inevitable overlaps and occlusions. As a result, the 
accuracy of anomaly detection will seriously reduce. As for the 
second category, video frames are usually divided into multiple 
regions of interest (ROI) in advance. Then features from ROIs will be 
extracted to learn activity patterns. Hao et al. [11] proposed a spatial-
temporal texture (STT) extraction algorithm, which can effectively 
extract video textures with abundant crowd motion details. Then gray 
level co-occurrence matrix (GLCM) is formulated to detect 
anomalies. Kaltsa et al. [12] designed the histograms of oriented 
swarms (HOS) based on the application of swarm intelligence. Then 
HOS and the well-known histograms of oriented gradients (HOG) 
were combined to build a descriptor to represent the motion and 
appearance information. Li et al. [13] used 3D gradient maps and 
optical flow maps to build a two-stream framework for anomaly 
detecting. Li et al. [14] proposed an effective feature histogram 
variance of optical flow angle (HVOFA) and combined it with motion 
energy to find abnormal events. Khan et al. [15] obtained the 
neighboring information from surrounding super pixels to create a 
feature. Then univariate Gaussian discriminant analysis and a K-
means algorithm were used to classify abnormal situations. The 
effectiveness of this type of method depends on the selection of 
features. 
Scene perception focuses on how people perceive and process 
complex real-world information [33]. In real-life, information 
obtained by observing an object usually includes both spatial and 
attribute information. In previous studies, researchers have 
demonstrated that these two kinds of information are processed 
separately [34]. In addition, the processing of spatial information is 
earlier than attribute information [35]. Jiang et al. [36] found that in 
short-term visual memory, the spatial structure of the scene was first 
formed based on location information of object. Then the color, shape 
and other attribute information of the object were further processed 
and coded based on spatial structure. The spatial structure is 
preferentially processed in visual short-term memory, which plays a 
vital role. 
Crowd movement has strong physical properties, so many works 
have applied physical models to analyze crowd videos [37]. Based on 
the physics properties, the methods of crowd behavior analysis can be 
expressed as fluid dynamics [38], energy, entropy models [39] and 
complex system science [40]. Among them, the fluid dynamics model 
has been widely used. Since crowd motion is similar to fluid flow, 
many contributions consider crowd motion as a fluid flow to analyze 
crowd movement. Some methods have been proposed based on the 
fluid field analysis. Basavaraj et al. [41] used streak-lines to represent 
crowd flow to classify the abnormal activity for crowd surveillance. 
Zhang et al. [42] computed the similarity of streak-lines to segment 
high-density crowds. Other methods are based on the fluid force 
model. Zhang et al. [39] calculated the repulsive force based on the  
 
Fig. 3. Moving crowd flow field representation and segmentation. (a) Previous frame; (b) 
Current frame; (c) Horizontal optical flow; (d) Vertical optical flow; (e) Line integral 
convolution; (f) Roughness measure; (g) Crowd segmentation. 
crowd vector field to construct a weighted network for salient crowd 
motion detection. Smoothed Particle Hydrodynamics (SPH), which 
was originally proposed by Gingold [31], is a meshless method for 
studying the motion characteristics of fluid particles. It has then been 
gradually applied to many diverse fields [43]. Crowd movement is 
often described as the flow of fluid, so Ullah et al. [44] applied SPH 
to the study of crowd consistent movement and proposed a Density 
Independent Hydrodynamics Model (DIHM) to detect crowd 
coherency motion. 
3. Motion crowd segmentation 
In order to judge anomaly behavior in a crowd, the moving targets 
should be segmented from the background region. Due to background 
interference, it is very hard to obtain the complete detection of a 
moving crowd using traditional methods, such as background 
subtraction and optical flow. Thus, longer spatiotemporal information 
should be used to help distinguish between moving objects and the 
background. We also apply the flow field texture visualization 
technology, which is an effective method to transform flow field data 
into texture image. 
Before visualizing the flow field, it is necessary to obtain the vector 
field of the crowd's motion. Optical flow method is a classic and 
effective method to express the pixel motion as a vector field. In this 
paper, Horn-Schunck's [45] optical flow method is used to obtain the 
crowd flow field O={(x, y, u, v)}. In our previous research [46], we 
employed a method to obtain the motion region using line integral 
convolution (LIC). LIC uses the texture synthesis technique to deal 
with a flow field. During the operation of the LIC method, a low pass 
filter is used to convolve the input noise texture image along the 
streamlines calculated from a flow field. Using the LIC method, the 
crowd flow field can be represented as a texture image. The moving 
pedestrians can be represented as smooth texture, and the background 
region can be represented as rough texture. After getting the texture 
image, a roughness measurement method is used to distinguish the 
motion region and background region. More detail of the motion 
crowd segmentation using LIC can be find in [46]. Fig. 3 presents the 
result of motion crowd segmentation. Fig. 3(a) and (b) show two 
consecutive frames. The results of optical flow are shown in Fig. 3(c) 
and (d). The texture visualization can be seen in Fig. 3(e). The 
difference between the smooth texture and the roughness texture 
regions can be represented as Fig. 3(f). In Fig. 3(g), we give the result 
of moving crowd segmentation. 
4. Scene perception based consistency group 
segmentation 
Using LIC based flow field visualization we can segment the 
moving object. However, it is not able to distinguish the pedestrians 
moving in different patterns. The moving targets need to be clustered 
based on a scene perception theory. Inspired by this scene perception 
theory, we propose a divide and conquer clustering strategy for crowd 
consistency group detection. As shown in Fig. 4, after segmenting the 
motion crowd, the connected regions are further screened into small 
connected regions and big connected regions. Because spatial 
information is processed in advance in scene perception, the big 
connected regions are previously clustered to get the spatial proximity 
groups according to the spatial information. Then, attribute 
information is processed, so spatial proximity groups and small 
connected regions are further clustered according to the attribute 
information. Finally, the motion crowd is divided into multiple 
consistency groups. The divide and conquer approach avoids the 
weight distribution problem of various different features in similarity 
calculation by clustering spatial and attribute information separately. 
 
Fig. 4. Divide and conquer clustering strategy 
4.1 Divide and conquer clustering strategy 
After obtaining the motion crowd, we still cannot directly cluster 
the motion crowd based on spatial information because some 
pedestrians will be grouped inappropriately. This will thus destroy the 
integrity of the group. Because the clustering algorithm only 
considers the similarity between data, whilst the actual distribution of 
pedestrians in the scene is ignored. 
In order to protect the integrity of the group, small connected 
regions will not participate in the spatial information clustering. 
Therefore, we only need to cluster the large connected regions based 
on spatial information. It can be seen in Fig. 5(c), compared to direct 
clustering, the spatial consistency group obtained by our method is 
more reasonable. The screening rule for connected regions is 
formulated as follows, the connected region with an area larger than 
η1 will be treated as a big connected region. Otherwise, it is small 
connected region. 
  (1) 
Where P is a pixel in a connected region, ∑P is the number of pixels 
in the connected region. The threshold η1 is used to distinguish large 
group such as several pedestrians or vehicle. For a different 
surveillance scene, the size of the pedestrian or vehicle is related to 
the distance between the camera and the pedestrian. So, this parameter  
is selected by experience for different scenes. In addition, each step 
of clustering is based on the Mean-Shift clustering algorithm. The 
Mean shift algorithm is a density-based nonparametric clustering 
algorithm. The basic idea of the algorithm is to find the direction of 
density increase within a given bandwidth and then move in this 
direction until convergence [47]. Given n data points Xi, i=1, 2, …, 
n, the kernel density estimator computed in the point X is given by: 
  (2) 
and the mean shift is:  
  (3) 
where g(x)=-k'(x), k(x) is the section function of the kernel function 
K(x), h is the bandwidth.  
For spatial information clustering and attribute information 
clustering, the bandwidth is set to h1 and h2. We also use Euclidean 
distance to assess the similarity between pedestrians, the similarity is 
respectively calculated as: 
  (4)
 
Fig. 5. The comparison of direct clustering with proposed method. (a) Motion crowd; (b) 
Direct spatial information clustering; (c) Proposed spatial information clustering. 
4.2 Noise group merging 
The clustering results are usually disturbed by noise when using the 
scene perception strategy. To solve this issue, we have proposed a 
noise group merging method. Through observation and analysis, we 
can judge the noise groups based on the following two assumptions: 
(1) There are differences between the four limbs' movement and trunk 
movement of pedestrians. So they are often separately clustered into 
noise groups. These noise groups can be filtered by setting a threshold 
η2, because their area is much smaller than normal clustering groups. 
(2) Pedestrian movements are often continuous. So, the motion group 
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are formulated as: 
 
Fig. 6. The result of consistency group segmentation. (a) Input video frame; (b) Spatial 
information clustering; (c) Attribute information clustering; (d) Noise group merging. 
  (5) 
Where Gnoise is the noise group, Gnormal is the normal clustering group. 
When the group is judged as a noise group, it's merged with the 
nearest normal clustering group, which is formulated as: 
  (6) 
Where d(Gnoise, Gnormal) is the distance between Gnoise and Gnormal, dmin 
is the nearest distance from Gnoise to all Gnormal. The threshold η2 is 
used to distinguish the pedestrians and limbs. We also need to select 
different thresholds in different scenarios based on experience. 
The result of pedestrian clustering is shown in Fig. 6. It worth  
noting, sometimes, the peripheral areas of the consistency group will 
gather into a single category. This is because there is a lower optical 
flow value in the peripheral area. However, such areas will be divided 
into normal categories during anomaly detection, so the results of 
anomaly detection will not be affected. 
5. Feature expression in consistency groups 
After obtaining the consistency groups, the appearance and fluid 
features of each consistency groups are extracted to detect the 
anomaly behavior. The extraction for appearance and fluid features 
will be discussed in detail in the section. 
5.1 Appearance feature extraction 
Because the abnormal motion areas usually include vehicles, 
bicycles, etc. there will be some differences in image texture between 
normal and abnormal groups. In order to extract the appearance 
features from each consistency group, the texture features are used in 
our work. Gray-level co-occurrence matrix (GLCM) is an effective 
method to describe image texture [48]. Some statistics extracted from 
co-occurrence matrix can be used to describe the texture features of 
crowd consistency groups.  
In GLMC, the probability Pij of each pair of points are calculated 
as: 
  (7) 
where Wij is the number of point pairs with the gray level i and gray 
level j, n is the total number of point pairs. Based on the probability, 
 
Fig. 7. The model of mass force and surface force 
the energy, entropy and contrast of a co-occurrence matrix can be 
calculated. Energy reflects the uniformity of image gray distribution 
and the roughness of texture. The energy of a co-occurrence matrix 
can be calculated as: 
  (8) 
Entropy reflects the heterogeneity or complexity of an image 
texture. When all the values in the GLMC are equal or the pixel values 
show the greatest randomness, the entropy is the greatest. The entropy 
of a co-occurrence matrix can be calculated as: 
  (9) 
Contrast reflects the clarity of the image and the depth of texture 
grooves. The greater the contrast, the deeper the grooves and the 
clearer the effect. Contrast of a co-occurrence matrix can be 
calculated as: 
  (10) 
In this paper, four GLCM are constructed, where distance is 1 and 
respective angle is 0°, 45°, 90° and 135°. So three statistics should be 







5.2 Fluid feature extraction 
In this paper, we model the crowd flow as a group of interacting 
particles. The properties of each particle can be described by physical 
quantities such as pressure, density and speed. Furthermore, the flow 
field dynamics model among particles is constructed to express the 
behavior of crowd groups. The proposed fluid feature is based on 
Smoothed Particle Hydrodynamics (SPH) [31], which has been 
widely used in many research fields, such as astrophysics, shock 
explosion and hydrodynamics. In addition, the SPH model has shown 
good performance in detecting the consistency of crowd movement 
[44]. 
We analyze the forces in crowd motion by considering the Navier-
Stokes equation, which is formulated as follows: 
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According to the N-S equation, we know that fluid motion is 
mainly affected by the mass force and surface force, the model is 
shown in Fig. 7. The complete motion pattern of the particles is 
formed by the combination of these two kinds of forces. 
5.2.1 Mass force 
Mass force acts on the particles themselves and is proportional to 
the mass. It is the embodiment of the particle's own motion pattern 
under the gravitational field and the inertial field. Particles in different 
motion modes are affected by different mass forces. Mass force is 
composed of gravity and inertia force, which is mainly determined by 
the acceleration of the particle. Under the gravitational field, the 
acceleration of the particle is g. And the inertial acceleration under 
the inertial field reflects the change of velocity in time, which is 
formulated as: 
  (12) 
Where vt is the speed of current frame, vt-1 is the speed of previous 
frame, T is the duration of a frame. So the mass force can be calculated 
by: 
  (13) 
Where N is the number of particles in support domain, m is the mass 
of particles, K(rc-ri, λ) is the smooth kernel function. It can be 
understood as a weight function of the extent to which other particles 
affect the study particle over a range of smooth length λ. The smooth 
kernel function is non-negative and monotonically decreases as the 
distance from the center particle increases. A Gaussian kernel 
function is used in this paper. 
For each consistency group, the mass forces should be weighted 
and averaged based on the distance from the particles in the group to 
the cluster center particle. 
  (14) 
Where d(Pi, G) is the distance between particle Pi and consistency 
group G. 
5.2.2 Surface force 
Surface force acts on the surface of particles and is related to a 
superficial area. It is generated by the interaction between particles. If 
two particles are in different motion modes, the surface forces 
between them will change significantly. Surface force is mainly 
divided into two parts: pressure and viscous force. Among them, the 
pressure reflects the collision between particles. In order to calculate 
it, the crowd flow is regarded as an ideal fluid and Bernoulli equation 
is considered, which is formulated as: 
  (15) 
Where p is pressure, v is velocity, C is a constant. Since the 
pedestrians are walking on the ground, the gravitational potential 
energy mgh is set as 0. So, pressure is formulated as: 
  (16) 
The viscous force is produced by the velocity difference, which 
reflects the mutual friction between particles. It is formulated as: 
  (17) 
Where µ is fluid viscosity, S is contact area between particles, vc is 
velocity of central particle, vi is velocity of surrounding particle, R is 
distance between two particles. The kernel function is set as the 
Gaussian kernel function. So the surface force can be calculated by: 
  (18) 
For each consistency group, the surface force is weighted and 
averaged as follow: 
  (19) 
6. Crowd anomaly detection 











sur} and one-class SVM (OC-SVM) 
is used to detect crowd anomaly motion. For anomaly detection, the 
probability of abnormal events is low, so it is not easy to get many 
samples in the training set. Just like the UCSD dataset used in our 
paper, its training set only contains normal events. OC-SVM has good 
applicability in anomaly detection because its low requirements for 
training samples. Therefore，we choose OC-SVM as the classifier due 
to the imbalance of samples. Then, OC-SVM is used to classify the 
normal and abnormal behaviors of the population, and the calculation 
cost of OC-SVM is also low. 
OC-SVM is developed based on traditional SVM. The main idea 
of OC-SVM is to treat the origin as an abnormal sample point and 
other input samples as normal samples. Then the input samples are 
mapped to high-dimensional space by kernel function, so that there is 
a hyperplane separating the origin from the input samples and the 
distance between hyperplane and origin is maximum. In order to find 
this maximal hyperplane, the basic problem is transformed into the 
following quadratic programming problem: 
  (20) 
Where xi is the training data, i=1, 2, …, N is the number of training 
data, φ(·) is a mapping function which maps primitive space to high-
dimensional feature space, ω is the normal vector for hyperplane, ρ is 
the distance from the hyperplane to the origin, υ∈[0,1] is the upper 












































































































The setting of variable parameters 
Dataset UCSD Ped1 UCSD Ped2 UMN 
Threshold η1 1800 3300 3280 
Threshold η2 65 140 120 
Bandwidth h1 28 35 40 
Bandwidth h2 0.7 0.9 1.6 
Table 2  
Comparison of frame-level and pixel-level EER and AUC in ped1 
Method Frame Level Pixel Level 
EER AUC EER AUC 
Adam [16] 38% 0.649 76% 0.13 
SF [17] 31% 0.675 79% 0.197 
MPPCA [18] 40% 0.59 81% 0.205 
MDT [19] 25% 0.818 58% 0.441 
H-MDT [20] 17.8% - - - 
STC [21] 15% - 27% - 
SDL [22] 14.9% 0.932 - 0.716 
SCG-SF [51] 16.2% 0.909 - - 
Ours 14% 0.90 26% 0.71 
After training, we apply the final descriptor to the OC-SVM model. 
Because the appearance and fluid features are extracted from each 
consistency group, an anomaly can be well located as long as the 
consistency group is judged to be the anomaly group. The following 
experiments demonstrate that our method accurately localizes 
different anomalies in many videos. 
7. Experimental results 
In this paper, two public datasets (UCSD dataset [49] and UMN 
dataset [50]) are used to test the performance of the proposed method. 
Then, based on two different levels of measurement (frame-level and 
pixel-level), we have compared the proposed method with some 
existing methods for local and global crowd anomaly detection. The 
experiment was conducted on a computer with a specification of 
1.60GHz CPU and 8GB memory. 
7.1 Parameter setting 
In the proposed method, the parameters including variable 
parameters and fixed parameters are set for different scenes. Two 
kinds of variable parameters will be affected by the surveillance scene 
in this paper. The first one is an area threshold, which is used to screen 
a big connected region (η1) and detect the noise group (η2). The 
second one is the bandwidth of the divide and conquer clustering, 
bandwidth of spatial information clustering (h1) and bandwidth of 
attribute information clustering (h2). Because these parameters are 
related to the size, space distance or moving speed of pedestrians in 
the image, different parameters need to be selected in different scenes. 
The specific settings of parameters are given in Table 1. In addition, 
the fixed parameters in calculation of fluid features are set as: the  
Table 3 
Comparison of frame-level and pixel-level EER and AUC in ped2 
Method Frame Level Pixel Level 
EER AUC EER AUC 
Adam [16] 42% 0.63 76% 0.13 
SF [17] 42% 0.556 79% 0.17 
MPPCA [18] 30% 0.693 82% 0.13 
MDT [19] 25% 0.829 55% 0.42 
H-MDT [20] 18.5% - - - 
STC [21] 13% 0.92 26% - 
SDL [22] - - - - 
SCG-SF [51] 17.3% 0.902 - - 
Ours 12% 0.93 24% 0.75 
smooth length is set as λ = 3. The mass of each particle is set as m = 
1. The Bernoulli equation constant is set as C = 10. The contact area 
between particles is set as S = 1. 
7.2 Evaluation criterions 
The Receiver Operating Characteristic (ROC) curve is plotted to 
measure the detection accuracy. ROC curve is determined by two 
coefficients, TPR (True Positive Rate) and FPR (False Positive Rate), 
which can be computed as follows:  
  (21) 
Then Area Under Curve (AUC) and Equal Error Rate (EER) are 
used to quantify the ROC performance. 
7.3 Crowd anomaly detection for local anomaly 
The UCSD dataset consists of two subsets with different 
perspectives, ped1 and ped2. Ped1 contains 34 training video 
sequences and 36 test video sequences with a resolution of 238×158 
(only 10 sequences with the ground truth available are used in this 
experiment). Ped2 contains 16 training video sequences and 12 test 
video sequences with a resolution of 360×240. All the training 
sequences merely include normal events, while testing sequences 
contain both normal events and anomalies. The normal events in the 
dataset are just pedestrians on walkways. The anomalies include 
cyclists, motorists, skaters, wheelchair users etc, which are related to 
behavior and appearance abnormalities. In order to evaluate our 
method, two different levels of measurement (frame-level and pixel-
level) are considered in our experiments. 
(1) Frame-level: As long as one pixel is detected as an anomaly in 
a test frame, the frame is labeled as an abnormal frame. Although 
frame-level measurement has been adopted by many researchers, it 
cannot judge whether the abnormal positioning is correct. 
(2) Pixel-level: A frame is considered to be abnormal if at least 40% 
of the detection overlaps with the ground truth, which emphasizes the 










Fig. 8. Sample frame of clustering and anomaly detection results in Ped1. (I) Clustering results. Different consistency groups are represented by different colors; (II) The result of anomalies 
detection, anomalies are marked in red. 
 
Fig. 9. Sample frame of clustering and anomaly detection results in Ped2. (I) Clustering results. Different consistency groups are represented by different colors; (II) The result of anomalies 
detection, anomalies are marked in red.
Fig. 8 and Fig. 9 show the anomaly detection results in ped1 and 
ped2. The top block of the figure depicts the result of motion crowd 
group clustering in ped1 and ped2. It is shown that pedestrians with 
different positions and attributes can be well separated. The lower 
block of the figure depicts some frames that anomalies are 
successfully detected in ped1 and ped2 respectively. As can be seen 
in these figures, different kinds of anomalies can be quite well 
detected, even when multiple anomalies occur in the same frame. 
Frame-level and pixel-level ROC curves in ped1 and ped2 are 
shown in Fig. 10 and Fig. 11, respectively. Based on ROC curves, 
EER and AUC are computed and listed in Table 2 and Table 3. 
Because some existing methods did not calculate EER or AUC, while 
other methods did not use ped2 database. Therefore, we use dashes to 
represent them in the table. 
We have compared the proposed method with some existing 
methods, which include Adam [16], Social Force (SF) [17], MPPCA 
[18], Mixture of Dynamic Textures (MDT) [19], H-MDT [20], 
Spatio-temporal Composition (STC) [21], Structured Dictionary 
Learning [22] and Sparse Coding Guided Spatiotemporal Feature 
(SCG-SF) [51]. As shown in Table 2 and 3, our method is competitive 
in almost both measurements, which is much better than the first five 
algorithms. Compared with STC algorithm, the proposed method has 
a weak advantage. The performance of proposed method is close to 
the SDL algorithm. In terms of EER index, it is slightly better than 
SDL method, while in terms of AUC, it is slightly lower than the SDT 
method. As for SCG-SF method, The proposed method has 
advantages in ped2 scene. In ped1 scene, the AUC value of SCG-SF 
method is slightly higher, but the EER value is also larger. Different 
with AUC, EER is usually used to reflect the error acceptance rate 
and error rejection rate. From the perspective of algorithm strategy, 
the reason why the proposed method is competitive is that we use 
consistency group as the research object. Our method keeps the 
integrity of the crowd group, so as to improve the accuracy of 
anomaly detection. In addition, noise was eliminated in the crowd 
group clustering stage, which reduced false positives in the results. 
We calculated the training and testing time of the proposed method. 
For Ped1 dataset, the training time is about 2062.36 seconds 
(including feature extraction and classifier training). The average 
testing time for each frame is about 0.31 seconds. For Ped2 dataset, 
the training time is about 2007.17 seconds (including feature 
extraction and classifier training). The average testing time for each 
frame is 0.86 seconds.
 
Fig. 10. The ROC curve in UCSD Ped1 dataset. (a) Frame level criterion; (b) Pixel level criterion. 
 
Fig. 11. The ROC curve in UCSD Ped2 dataset. (a) Frame level criterion; (b) Pixel level criterion. 
 
Fig. 12. Sample frames of clustering and anomaly detection results in UMN dataset. (I) Clustering results. Different consistency groups are represented by different colors; (II) Anomalies 
detection results. Anomalies are marked in red. 
 
Fig. 13. The qualitative results for global anomalies detection in UMN dataset. The 
ground truth bar and the detection result bar show the labels of each frame, where green 
color denotes the normal frames and pink denotes the abnormal frames. 
7.4 Crowd anomaly detection for global panic 
UMN is a crowd panic behavior dataset, which is comprised of 
7739 frames of 320×240 pixels in three different scenes, lawn, indoor 
and square. In each scene, we select 1000 frames normal behavior for 
training and the rest frames are used for testing.  
The result of motion crowd grouping and anomaly detection are 
shown in Fig. 12. The first row shows the result of crowd group 
clustering. And the second row depicts the global anomalies detection 
result, which shows the effective performance of the proposed method. 
Fig. 13 shows the qualitative results in three scenes of UMN dataset. 
The normal/abnormal frames in three scenes are marked as green/pink 
in the bar. 
 
Fig. 14. The ROC curve in UMN dataset 
Table 4 Comparison of AUC in UMN dataset 
Method Scene 1 Scene 2 Scene 3 Overall 
Optical flow [17] - - - 0.84 
SF [17] - - - 0.96 
local stat. [23] - - - 0.985 
Sparse [24] 0.995 0.975 0.964 - 
Chaotic [25] - - - 0.99 
H-MDT [20] - - - 0.995 
Ours 0.996 0.962 0.987 0.983 
Fig. 14 shows the ROC curves. Based on ROC curves, AUC is 
taken as a quantitative index to compare our method with six other 
methods: Social Force [17], Optical Flow [17], Local stat. [23], 
Sparse [24], Chaotic [25] and H-MDT [20]. As shown in Table 4, 
almost all the methods can achieve high recognition rate for global 
anomaly detection. The AUC of the proposed method is 0.983, which 
outperforms optical flow and social force model. We also calculated 
the AUC of the proposed method in different scenes. For scene 1, the 
proposed method achieves the best performance, the AUC value is 
about 0.996. However, the performance of the proposed method in 
scene 2 is slightly lower than the other two scenes, the AUC value is 
only about 0.962. For scene 3, our method also performs well, the 
AUC value is about 0.987. In this experiment, the training time is 
about 2066.81 seconds (including feature extraction and classifier 
training). The average testing time for each frame is 0.72 seconds. 
8. Conclusion 
In this paper, we propose a crowd anomaly behavior detection 
method based on scene perception and a fluid forces model. Firstly, 
the motion crowd is segmented by using a flow field visualization 
based method. Secondly, a divide and conquer clustering strategy is 
presented to cluster the motion crowd into multiple consistency 
groups based on a scene perception strategy. Then, by calculating the 
gray-level co-occurrence matrix of each consistency group, three 
statistics (energy, entropy and contrast) are taken as the appearance 
features. According to the fluid forces model, mass force and surface 
force are taken as the fluid features. Finally, appearance and fluid 
features are combined as the final descriptor of each consistency 
group, and a one-class SVM is used to detect crowd anomalies. The 
experimental results show that the proposed method can be used to 
detect crowd global and local anomalies. In the future, we will 
investigate how to adaptively calculate parameters for specific scenes 
to improve the adaptability of the method in different cases. And will 
explore more advanced clustering algorithm [52]. The future work 
will further explore the psychological model of crowd emotion 
evolution for feature extraction.  
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