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Conformance testing is very important in the framework of protocol engineer- 
ing. In order to test if the implementation of a protocol conforms to its specifica- 
tion, a test sequence must be generated from the specification, which will be used 
by an external tester. An external tester includes an active tester and a test 
responder. When the active tester is far away from the test responder, the test 
sequence may suffer a synchronization problem. This paper focuses on the com- 
plexity of generating synchronizable test sequences. It is shown that generating a 
minimum-cost synchronizable test sequence is an NP-hard problem. Besides, it is 
also shown that designing an s-approximation algorithm for the problem is at least 
as hard as designing an e-approximation algorithm for the asymmetric traveling 
salesman problem obeying the triangle inequality. Few results on complexity 
issues of conformance testing appeared before. 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
A complex communication system uses a precise set of rules, called a 
protocol, to define the possible interactions among its components. A 
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FIG. 1. A four-state FSM. 
protocol is usually specified as a deterministic finite-state machine 
(FSM), where the states of the protocol are defined as a set of stable 
conditions in which the protocol rests until a stimulus, called an input, is 
applied. After receiving an input, the protocol generates an output and 
enters another state. An FSM can be represented by a directed graph G = 
(V, E), where the vertex set V = {u, , ~2, . . . , u,} represents the set of 
specified states and each arc (vi, uj) E E represents a transition from state 
ui to state Vj. Customarily, the vertex ul represents the initial state. 
Figure 1 shows a four-state FSM, which is represented by a directed 
graph G = ({VI, ~2, ~3, 4, {(uI, UI), (VI, 4, (VI, 4, (~2, ~4)~ 6~3, 4, (~4. 
~1))). Each arc (u;, Uj) is labeled with xl/y,, xJy2, . . . , xJyk, which 
means that the FSM when it stays in state ui will produce yl (and ~2, . . . , 
yk , respectively) as output and enters State Uj , after receiving input xl (and 
x2, * f . 7 xk, respectively). 
Conceptually, an FSM can be regarded as a pseudograph (Sarikaya and 
Bochmann, 1984). For example, there are two arcs from uI to uI in Fig. 1; 
they are denoted by al- and c/e, respectively, where - denotes null. 
Throughout this paper, we consider the FSM a pseudograph and let (vi, 
L’j ; &/yk) denote an XC from Ui t0 Uj with a label Xk/yk . 
To ensure a reliable communication, a protocol must be tested for 
conformance to its specification. Typically, conformance testing is per- 
formed by an external tester (Rayner, 1982; Sarikaya and Bochmann, 
1984) that generates a sequence of inputs, called a test sequence, and then 
verifies that the corresponding sequence of outputs is what are expected. 
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FIG. 2. Two external testers. (a) An external tester with a centralized synchronization 
mechanism. (b) An external tester in which T and R are synchronized through interaction 
with I. 
As shown in Fig. 2, an external tester includes an active tester (referred to 
as T) and a test responder (referred to as R). When conformance testing is 
performed, T or R generates input events and sends them to the imple- 
mentation of the protocol (referred to as I), which then sends the corre- 
sponding output events to one or both of T and R. One (input or output) 
event is said to belong to T (R), if T (R) generates the (input) event or I 
sends the (output) event to T (R). Throughout this paper, we use T.e (RX) 
to represent that the event e belongs to T (R). 
In order to have T and R act properly, synchronization between them is 
indispensable. This can be done well with a centralized synchronization 
mechanism (see Fig. 2(a). However, when T and R are distributed over 
two far-distant sites, they cannot be synchronized centralizedly. Alterna- 
tively, they must be synchronized through interaction with I (see Fig. 2b). 
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In the latter case, a synchronization problem (Sarikaya and Bochmann, 
1984) may arise. Throughout this paper, we assume that synchronization 
between T and R is through interaction with I. 
Let us now take two consecutive transitions (arcs and transitions are 
used interchangeably throughout this paper), (u;, uj ; w/x) and (Vj 3 uk ; y/z), 
to explain the synchronization problem. Assume that the events are T.w , 
R.x, and R.y. The external tester acts as follows. First, T sends the event 
w to I, and R waits until the event x is received from I. After receiving x, 
R then sends the event y to I. For this example, both T and R know when 
they should send an input event to I, so there is no synchronization 
problem. 
However, if the events are T.w , T.x, and R.y , a synchronization prob- 
lem arises. For this example, R needs to send the event y to I after T 
sends the event w to I. Since the two events occurring in the first transi- 
tion belong to T, R has no way to know when it should send the event y to 
I. It may occur that the event y is sent by R before the event w is sent by 
T. Similarly, the events R.w, R.x, and T.y also encounter a synchroniza- 
tion problem. 
The synchronization problem can be defined formally as follows. A 
synchronization problem occurs to two consecutive transitions if T (or R) 
does not take part in the first transition and is required to send an event to 
I in the second transition. Two consecutive transitions that do not have a 
synchronization problem are said to be synchronizable. A test sequence is 
synchronizable if any two consecutive transitions contained in it are syn- 
chronizable. 
Given a protocol specification, a test sequence can be produced by the 
transition tour method (Sarikaya and Bochmann, 1984), which produces 
an input sequence starting with the initial state, covering all transitions 
defined in the protocol specification, and ending with the initial state. The 
generated input sequence is also called a transition tour. Assume that in 
Fig. 1 the input events a, 6, c belong to T (i.e., T.a, T.b, T.c), the input 
events s, t, u belong to R (i.e., R.s, R.t, R.u), the output events d, e, f 
belong to T (i.e., T.d, T.e, T.j), and the output events w, x belong to R 
(i.e., R.w, RX). Then, the following test sequence is synchronizable: 
ui T.al- ur T.clT.e UI T.blR.w u2 R.tlT.d 
u4 R.ulTfui R.slT.e u3 T.clR.x,Tfu,. 
On the other hand, the following test sequence is not synchronizable: 
u1 T.al- ur T.clT.e uI R.slT.e u3 T.clR.x,T.f 
uI T.6IR.w u2 R.tlT.d u4 R.ulT.f~, 
because transitions T.clT.e and R.slT.e are not synchronizable. 
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In this paper, we show that generating a minimum-cost syncrhonizable 
test sequence is an NP-hard problem. Besides, we also show that design- 
ing an c-approximation algorithm for the problem is at least as hard as 
designing an e-approximation algorithm for the asymmetric traveling 
salesman problem obeying the triangle inequality. 
2. DEFINITIONS 
As stated in the preceding section, an FSM can be represented by a 
pseudograph. So, in this paper, we consider the directed graph G = (V, 
E), which represents an FSM, a pseudograph; that is, V is the set of 
vertices and E is a multiset of arcs. An arc (UJ) is a directed edge from 
vertex u to vertex u. The indegree (outdegree) of a vertex is defined as the 
number of arcs directed into (out of) the vertex. The indegree and outde- 
gree of a vertex u are denoted by din(u) and d&u), respectively. A path is 
a sequence of arcs such that if two arcs (u, u) and (w, X) are adjacent in the 
path, then u = w. A circuit is a path such that if (u, u) is the first arc and 
(w, x) is the last arc in the path, then u = x. Each arc of G is assigned with 
a nonnegative cost, and the cost of a path is defined as the total of the 
costs of its containing arcs. 
A transition from state ui to state Uj in an FSM is represented by (u; , uj ; 
I), where 1 denotes a label. Usually, 1 = i/o,, . . . , o,, where i is the input 
eventando,,. . . , o, are the corresponding output events. If I = ir , iJo , 
. . .) or, we can introduce a dummy node CI into V such that the transition 
(cc, u,; il , iJo,, . . . , 0,) is replaced by two transitions (u,, u; ill-) and 
(u, uy; iJo,, . . . , or), where - denotes null. Hence, we assume in the 
following discussion that every transition of an FSM is associated with 
only one input event. 
3. A TRANSFORMATION 
In this section, the problem of generating a minimum-cost synchroniza- 
ble test sequence is transformed into a graph problem. This transforma- 
tion forms the basis of the discussion on problem complexity in succeed- 
ing sections. 
Let G = (V, E) represent the given FSM, and C: E+ R+U{O} define the 
costs of arcs in E. The following procedure constructs a new directed 
graph G’ = (V’, E’) and cost function C’, where V’ = Vi U Vh U Vk and 
E’ = E+ U EL U Ek U Efj. (The FSM shown in Fig. 1 is taken as an 
illustrative example with the assumption of T.a, T.b, T.c, T.d, T.e, Tlf, 
R.s, R.t, R.u, R.w, RX. The set E+(Ek) corresponds to the set of arcs in 
which only T (R) takes part, and Eh corresponds to the set of arcs in 
which both T and R take part.) 
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Step 1: For every vertex u; E V, add Ui,r , Ui,M, and ui,a to Vi, Vb , and 
Vk, respectively. (See Fig. 3a.) 
Step 2: For every arc e = (vi, uj; I) E E, the following cases are dis- 
cussed. 
Case 1: The input and output events all belong to T. 
Add e’ = (Ui,r , uj.T ; 1) to E+, and let C’(e’) = C(e). 
Case 2: The input and output events all belong to R. 
Add e’ = (ui,a, uj,R; 1) to EL, and let C’(e’) = C(e). 
Case 3: The input event belongs to T, and some of the output 
events belong to R. 
Add e’ = (Ui,r , uj,M ; I) to EL, and let C’(e’) = C(e). Also 
add tW0 aKS (Uj.M, uj,T; -/-), (Uj,M, uj,R; -/-) t0 ~??h and 
assign 0 as their cost, if there is no arc directed out of 
Uj.M * 
Case 4: The input event belongs to R, and some of the output 
events belong to T. 
Add e’ = (Ui,a, uj,M ; 1) to EL, and let C’(e’) = C(e). Also 
add tW0 aKS (uj*M, uj.T; -/-), (UJ,~, vj,a; -/-) t0 EL and 
assign 0 as their cost, if there is no arc directed out of 
Uj.M . 
(See Fig. 3b.) 
Step 3: Delete any vertex constructed in Step 1 if no arc is incident to it. 
(See Fig. 3c.) 
The reason we add (uj,M , uj,T ; -I-) and (uj,M , uj,R ; -/-) in CZISe 3 and case 
4 of Step 2 is that an arc e = (Vi, uj; 1) E E will not face a synchronization 
problem, regardless of whichever arc immediately following it, if both T 
and R take part in it. Thus, through (uj,M , uj,T; -/-) ((uj,M, uj,R ; -/-)), e’ = 
(Ui,T 7 Uj,M; I) E EL and e’ = (Ui,R, Uj,M ; I) E EL can be followed by an arc 
whose input event belongs to T (R). 
Since the FSM is represented by the directed graph G, a sequence of 
consecutive transitions in the FSM corresponds to a path in G. If the 
sequence of transitions is synchronizable, its corresponding path in G is 
considered synchronizable. Also, a path P’ = (~1, , uI ; fI)(uZ, u2; II) . . . 
(uk , uk ; lk) in G’ is called a split path if uI , uk E V+ U Vi, and a l-split path 
if ur , uk E {ur,T, UI,a}. Intuitively, a split path corresponds to a path in G, 
and a l-split path corresponds to a circuit in G. Moreover, the corre- 
sponding paths in G of split paths are synchronizable, and there is a l-l 
correspondence between them. This is formally stated in the following 
two lemmas. 
LEMMA 1. For each synchronizabfe path in G, there exists one corre- 
sponding split path in G’. 
Proof. Suppose P is a synchronizable path in G. We can construct a 
path P’ in G’ from P as follows. Let e = (vi, vi; I) denote an arc in P, and 
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FIG. 3. An example. 
e’ E E+ U EL U EL denote the arc constructed from e in the construction 
of G’. We simply scan P sequentially, and add arcs to P' for each arc e E 
P. Three cases are discussed as follows. 
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Case 1: Either T or R takes part in e. 
Add e’ to P’ . 
Case 2: Both T and R take part in e and the input event of e” belongs to T, 
where e” is the arc immediately following e in P. 
Add e’ and (vj,M , vj,r ; -/-) to P’. 
Case 3: Both T and R take part in e and the input event of e” belongs to 
R, where e” is the arc immediately following e in P. 
Add e’ and (Uj,M, vj,R; -/-) to P’. 
Clearly, P’ is a split path in G’, because the first vertex and the last 
vertex in P’ are all in V+ U Vk. Q.E.D. 
LEMMA 2. For each split path in G’, there exists one corresponding 
synchronizable path P in G. 
Proof. Suppose P’ is a split path in G’. We can construct a path P in G 
by scanning P’ sequentially as follows. Let e’ = (Ui,x , Uj,y ; I) denote an arc 
in P’, where x and y denote T, M, or R. If e’ E E+ or e’ E Ek, add (vi, vj; 1) 
to P. On the other hand, if e’ E Eb, say e’ = (v;,T, Vj,M) or e’ = (Vi,a, Vj,M), 
the arc that immediately succeeds e’ in P’ belongs to EL, say (Uj,M , uj,T ; 
-/-) or (Vj,M , vj,R ; -/-) (if e’ E EL, the arc that immediately precedes e’ in P’ 
belongs to EL). For this case, add (Vi, vj; I) to P. Note that for both cases, 
(Vi, vj; I) that is added to P is indeed an arc of G, according to the 
construction of G’ . 
Now, we prove that P is synchronizable by contradiction. Suppose that 
a synchronization problem occurs to P. Then, P must contain two consec- 
utive arcs (vi, vj; I) and (Vj, vk; I’), where either T or R does not take part 
in the first arc and is required to send an event to I for the second arc. 
Without loss of generality, we assume that only T takes part in (vi, vj; 1) 
and the input event of (Uj, vk ; I’) belongs to R. Thus, according to the 
construction of G’, we know that (Vi, Vj; 1) is obtained from (vi-r, vj,T; 1) 
and (Uj , Vk ; I’) k obtained from (Vj,R , vk,R ; f’) Or the pair Of (vj,R , vk,M ; 1') 
and (UL,M, vk,y; -/-), where y denotes T or R. This contradicts that P’ is a 
path. Q.E.D. 
Since ui,r and vI,a correspond to vI in V, any l-split path in G’ corre- 
sponds to a path in G which starts with vl and ends with vI . According to 
the construction of G’, we know that there is a l-l correspondence be- 
tween E+ U EL U Ek and E. Besides, as a result of the definition of the 
cost function C’, each split path in G’ and its corresponding path in G 
have the same cost. Therefore, by Lemmas 1 and 2, we have the following 
theorem, which summarizes the main result of this section. 
THEOREM 1. Finding a minimum-cost synchronizable test sequence in 
G is equivalent to finding a minimum-cost l-split path in G’, which tra- 
verses every arc in E+ U EL U EL at least once. 
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4. THE COMPLEXITY OF GENERATING A MINIMUM-COST 
SYNCHRONIZABLETESTSEQUENCE 
In this section, we show that generating a minimum-cost synchroniza- 
ble test sequence is an NP-hard problem. The graph G’ = (V’, E’) con- 
structed in the preceding section has a special structure: V’ = V+ U Vg U 
Vk and E’ = E+ U EL U EL U EL. For the sake of convenience, we refer to 
this kind of graphs as three-split graphs in the following discussion. Now, 
let us formally describe the problem from the viewpoint of graph theory. 
The newly defined problem is named the Optimal Synchronizable Test 
Sequence Problem (OSTSP). 
Optimal Synchronizable Test Sequence Problem 
Instance: A three-split graph G = (V, E), where V = VT U VM U VR and 
E = ET U EM U ER U EN, and a cost function C: E + R+ U (0). 
Question: To find a minimum-cost l-split path in G which traverses 
every arc in ET U EM U ER at least once. 
The OSTSP is a search problem, and its corresponding decision prob- 
lem is named the Synchronizable Test Sequence Problem (STSP). 
Synchronizable Test Sequence Problem 
Instance: A three-split graph G = (V, E), where V = VT U VM U VR and 
E = ET U EM U ER U EN, a cost function C: E + R+ U {0}, and a positive 
integer K. 
Question: Is there a l-split path in G traversing every arc in ET U EM U 
ER at least once whose cost is not larger than K. 
In the following, we show that the STSP is NP-complete, and as a 
result, the OSTSP is NP-hard. However, the OSTSP is more general than 
the discussed problem, because C(e) = 0 for all e E EN is not required in 
the OSTSP. So, in order to ensure the NP-hardness of the discussed 
problem, C(e) = 0 for all e E EN is required in the proof of the NP- 
completeness of the STSP. Fortunately, as we will see below, it is just the 
case. 
To prove that the STSP is NP-complete, we merely show that (Garey 
and Johnson, 1979) 
(1) the STSP is in the class of NP, and 
(2) there is a polynomial transformation from some existing NP- 
complete problem to the STSP. 
The STSP E NP is clear. The existing NP-complete problem we select 
is the Hamiltonian Circuit Problem (HCP) (Garey and Johnson, 1979). 
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Hamiltonian Circuit Problem 
Instance: A graph G = (V, E). 
Question: Does G contain a Hamiltonian circuit (a circuit in G is a 
Hamiltonian circuit if it visits every vertex of G exactly once)? 
Suppose that G = (V, E) with n nodes and m arcs is an arbitrary 
instance of the HCP. For each ui E V, let the arcs directed into Ui be ej,i, . 
* ., ei,, (the order is arbitrary), where r = di”(ui). We let K = n + m and 
construct a three-split graph G’ = (V’, E’) as an instance of the STSP as 
follows. (We take Fig. 4a as an illustrative instance of the HCP.) 
Step 1: For each Ui E V, add u;,r, U;,~,T, . . . , Ui,r,~ t0 Vi, ui,M, ui,l,M, 
. . . ) Ui,r,M t0 Vb, and Ui,R, Ui,l,R, . . . , U;,r,~ t0 Vi, where r = 
di,(Ui). Also, add (U;,T, Ui,M) to %I, (U;,M, ui,r), (U~,M , U~,R) t0 Eh , and 
(U~,T, Ui,l.T), (U;,I.T, Ui,Z.T), * * . 3 (Ui.r-],T, Ui,r,T), (Ui,r,T, U;,T) to E+. 
Their costs are all set to 0. (See Fig. 4b.) 
Step 2: For each arc (U;, Uj) = ej,/ E E, add (U~,R, Uj,/.M) t0 E$, (Uj,,,M, Uj,{,T)r 
(Q,M , Uj,/.R) to EL , and (Uj./,R , Uj,s) to Ek, and set their costs to be 
1, 0, 0, 0, respectively. (See Fig. 4c.) 
Step 3: Delete any vertex constructed in Step 1 if no arc is incident to it. 
(See Fig. 4d.) 
Clearly, the transformation of G into G’ takes polynomial time. The 
remaining problem is to prove that G has a Hamiltonian circuit if and only 
if G’ has a l-split path traversing every arc in E+ U EL U EL at least once 
whose cost is K = n + m or less. In the following discussion, we let V+ = 
v;,, u . . . U V$,,, , where V$,; = {ui,T, Ui,j,T 1 1 ‘j 5 di,(Ui)} for 1 2 i 5 n 
(V+,i corresponds to ui E V). Besides, we say that a path P’ visits V+,; 
once if P’ enters V$,i by traversing (Ui,,,M, Ui,j,r) and then visits some 
vertices of V+,i. Note that the only way for P’ to leave V$,i is to traverse 
(Ui,T, Ui,M) and (U;.M, Q,R). 
LEMMA 3. Zf there exists a l-split path P’ which visits V+,i, V~,j, Vi,, , 
. . .) V$,, , Vi,, in order in G’, then there exists a circuit P = (ui, uj)(uj, 
u/o * * . (uX, u,)(u,, u;) in G, where i, j, k, . . . , x, y are all integers in the 
range of 1 to n. 
Proof. Since P’ starts with Ui,r or Ui,R, P’ enters V+,i by traversing 
(UI,R, Ui,l,M) and (Ui,/,M, Ui,/,T) for Some 1. The sequence of arcs (ui,a, Ui,/,M) 
and (Ui,J,M, Ui,/,T) corresponds to the arc (ui , Vi) in G. The arcs (vi, uj), (uj, 
Uk),. . .,(ux, uY) exist in G, as an immediate consequence of the follow- 
ing factors. 
(1) After entering any V+,O, P’ kiVeS Vi,, by traversing arcs (u,,r, 
Ua,M) and (U,,M , U,,R), where cx is in {i, j, k, . . . , x}. 
(2) After visiting r&R, P’ can enter another V+,p by traversing arcs 
(f&R, Up,/,M) and (Up,/.M, q3,I.T) where p is in G, k, . . . , x, y}, if the arc 
(Ua,R, up,& exists. 
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FIG. 4. The transformation of an instance of the HCP into an instance of the STSP. 
(3) The sequence of arcs (U,J , IJ~,& and (IJ~,,,~, u~.,,~) corresponds to 
the arc (u,, up) in G. Since P’ ends with ul,T or UI,R, we have V+,, = V+,, . 
This completes the proof. Q.E.D. 
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LEMMA 4. G has a Hamiltonian circuit if and only if G’ has a l-split 
path traversing every arc in E+ U Eh U EL at least once whose cost is not 
larger than K. 
Proof. (+) Suppose that H = (ul , u2)(uz, ~3) * . . (V,-, , u,)(u, , uJ is a 
Hamiltonian circuit in G. Without loss of generality, we assume that all 
arcs in H have order 1; that is, (u, , u2) = e2,1, (u2, uJ) = e3,1 , . . . , (II,-, , 
u,) = e,,l , and (u,, ul) = el,l. To complete the proof, we construct a path 
P’ which owns the desired properties. First, let us define some paths in G’ 
as follows. 
(1) s = (u1.T > uI,l,T)(ul,I,T 9 ul.2.T) * * . (ul.k-I,T, ~I.L.T)(~I.I.T, ~I.T), where 
k = di”(ul). The cost of S is 0. 
(2) For 1 s i 5 k Ti = (ui.~,~ y ui,Z.T) * ’ ’ (ui,r-l,T, ui.r,T)(ui,r,T, ui.T)(ui,T, 
ui,l,T)(ui,l,T, ui.2.T) . ’ ’ (Ui,r- I ,T , ui,r,T)(ui,r,T , ui,T), where r = din( The COSt 
Of Ti is 0. 
(3) For 1 5 i 5 n, Ri = (Ui,R, ujl.kl,M)(ujl.kl.M 5 ujl,kl.R)(ujl,kl.R 3 ui,R)(ui,R 9 
U$2,&2,M)(UjZ,k2,M Y ujZ,kZ,R)(ujZ,kZ.R 7 ui,R) ’ * ’ (ui.R 3 uj/.kl.M)(uj/,k/,M 7 uj/,k/,R)(uj/,k/,R 3 
u&R), where (ui,R, ujl,kl,M), (ui,R, uj2,k2,~), . . . , (ui.R, Uj/,k/,M) denote the arcs 
directed out of ui,R (1 = dout(Ui,R) is assumed). The cost of Ri is dout(Ui,R) = 
dout(uJ. 
Let P’ be the concatenation of S, (uI,T, UI,M)(UI,M, u~,R), RI, (uI.R, 
U2,l,M)(U2,l,M~ u2,l,T), T2, (u2,T9 uZ,M)(uZ,Mr uZ,R), R27 . . . , K-I, (un-,,R, 
u~J,M)(un,I.M~ un,l,Th Tn, (un,Tv un,M)(u,,M, un,R), R,, (un,Rr uI,,.M)(ul,I,M, 
ut,I,r), and TI. Clearly, P’ is a l-split path of G’ which traverses every arc 
inE+ u EL U EL at kaSt OIlCe. SiIlCe C(Ui,T, Ui,M) = C(LIi,M, Ui,R) = c(ui,l,M, 
ui,l,T) = OfOr 1 5 i 5 Iz, and C(ui,a, ui+r,l,M) = C(U,J, u~.,,M) = 1 for 2 I i I 
n, the cost of P’ is equal to n + m = K. 
(e) Suppose that P’ is a l-split path traversing every arc in E+ u EL U 
EL at least once whose cost is not larger than K. Actually, the cost of P’ is 
just K, which will become clear by showing that the cost of P’ is at least 
K. For each arc (Uj,/,R , ui,R) E Ek, two arCS (ui,R , uj,I,M) and (uj,/,M , uj,/,R) for 
some 1, 1 5 15 di”(uj), immediately precede it in P’. Since the cost of(ui,R, 
Uj,/,M) is set to 1, a cost of at least m will be induced if P’ traverses every 
arc in EL at least once. On the other hand, since P’ starts and ends with 
uI,T or UI,R, it needs to visit every V$,i, i = 1, . . . , n, at least once so as to 
traverse all arcs in E+ . This induces a cost of at least n, because P’ enters 
Vi,i by traversing (uj,R, Ui,/,M) and (u~,,,M , ui,,,T)a SO, the cost of P’ is at least 
n+m=K. 
Since the cost of P’ is n + m = K, it is implied that P’ traverses every 
arc in EL exactly once and visits every V+,i, i = 1, . . . , n, exactly once. 
Thus, by Lemma 3, G contains a Hamiltonian circuit. Q.E.D. 
THEOREM 2. The STSP is NP-complete. 
COROLLARY 1. The OSTSP is NP-hard. 
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Since C(e) is set to 0 for all e E Eh in the transformation of G into G’, 
we have the following theorem. 
THEOREM 3. The problem of generating a minimum-cost synchroniza- 
ble test sequence is NP-hard. 
5. THE COMPLEXITY OF DESIGNING AN E-APPROXIMATION 
ALGORITHM 
In the preceding section, we have shown that generating a minimum- 
cost synchronizable test sequence is an NP-hard problem. Thus, it is 
impossible to design a polynomial-time algorithm for the problem, unless 
P = NP. For an NP-hard problem, one would like to design a polynomial- 
time approximation algorithm that can guarantee a solution within a con- 
stant ratio of the optimal solution. An approximation algorithm with this 
property is called an e-approximation algorithm. Unfortunately, an E- 
approximation algorithm does not always exist for an NP-hard problem. 
In this section, we show that designing an s-approximation algorithm for 
the discussed problem is at least as hard as designing an &-approximation 
algorithm for the asymmetric traveling salesman problem obeying the 
triangle inequality. 
First, let us consider the Traveling Salesman Problem (TSP) (Lawer et 
al., 1985). Given a complete directed graph G = (V, E) whose each arc (u, 
u) is associated with a cost C(u, u), the TSP is to find a minimum-cost 
circuit that visits each vertex of G exactly once. Note that for the conven- 
ience of discussion, we assume G is complete. If it is not true, we simply 
let C(u, u) = 03 for each nonexistent arc (u, u). In terms of graph theory, 
the TSP is to find a minimum-cost Hamiltonian circuit of G. The TSP is 
known as an NP-hard problem, and Sahni and Gonzales (1976) have fur- 
ther shown that designing an a-approximation algorithm for the TSP is 
still an NP-hard problem. If a constraint: C(ui , uj) = C(uj, Vi) for all Vi, uj E 
V, is added, the TSP is considered symmetric. Otherwise, the TSP is 
asymmetric. Besides, the TSP obeys the triangle inequality, if C(ui, uj) 5 
C(U~, Uk) + C(U~, Uj) for all Ui, Uj, Uk E V. 
Suppose that G = (V, E) is an arbitrary instance of the asymmetric TSP 
obeying the triangle inequality. For each ui E V, let the arcs directed into 
uibeei.1,. . ., e;,, (the order is arbitrary), where r = di,(uJ. We construct 
a three-split graph G’ = (V’, E’) as an instance of the OSTSP as follows. 
(We take Fig. 5a as an illustrative instance of the TSP.) 
Step 1: For each Ui E V, add ui,T, Ui,i.T, . . . , Ui,r,~ t0 V+, Ui,M, Ui,l,M, 
. . .) ui,r,M t0 Vh, and ui,R, vi,I,R, . . . , ui,r,R t0 Vk, where r = 
din(ui). AISO, add (ui,T, U~,M) t0 EL, (U~,M, ULT), (ui,M, Ui,R) t0 EL, and 
(Ui,Ty U~,~,T)Y (Ui,l,T, Ui,Z,T), . . . 9 (fJi,r-I,T, Ui,r,T), (Ui,r,~, Ui,T) to E+* 
Their costs are all set to 0. (See Fig. 5b.) 
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"2,T '2.M "2.K 
"2.2.T o"2.2.M 0~2.1.K 
"3.2.T 0~3.2.M o"3.2.K 
FIG. 5. The transformation of an instance of the TSP into an instance of the OSTSP. 
Step 2: For each arc (Vi, Uj) = ej/ E V, add (II. 1.R 7 Uj./,M) to Eh 2 (Uj./,M Y uj./.T), 
(Uj,/,M, Uj,/,R) to EL, and (uj,/,R, ui,R) t0 EK, and Set their costs to be 
0, C(ui, uj), 0, 0, respectively. (See Fig. 5c.) 
Step 3: Delete any vertex constructed in Step 1 if no arc is incident to it. 
(See Fig. 5d.) 
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Since the construction is almost the same as that in Section 4, except 
for C(Ui,s , U~J,M) = 0 and C(Uj,/,M , Uj,/,r) = C(V;, uj), Lemma 3 still holds here 
and both P and P’ have the same cost. Besides, since for each Hamilto- 
nian circuit in G, we can construct a l-split path of the same cost which 
traverses every arc in E+ U EL U Ek at least once, we have the following 
lemma. 
LEMMA 5. Both the optimal Hamiltonian circuit of G and the optimal 
l-split path of G’ that traverses every arc in E+ U Eh U Ek at least once 
have the same cost. Here, “optimal” means minimum-cost. 
THEOREM 4. If there exists an E-approximation algorithm for the 
OSTSP, there also exists an E-approximation algorithm for the asymmet- 
ric TSP obeying the triangle inequality. 
Proof. We only need to prove that if an E-approximate solution to G’ 
exists, then an E-approximate solution to G also exists. Suppose that P’ is 
a l-split path traversing every arc in E+ U EL U EL at least once. Since P’ 
must visit every V+,ij i = 1, . . . , n, at least once, by Lemma 3, there 
exists a corresponding circuit P in G which visits every vertex of G at 
least once. Besides, P and P’ have the same cost. Now, there is a way of 
deriving a Hamiltonian circuit H from P. We simply remove each redun- 
dant vertex, say Uj, from P by replacing two consecutive arcs, say (vi, uj) 
and (uj, uk) with (Vi, uJ. So, we will obtain a Hamiltonian circuit H after all 
redundant vetices are removed from P. To make the construction clearer, 
we explain by an example. Let V = {u, , u2, u3, u4, us} be the vertex set, 
and P = (VI, du2, ud(u4, Q)(UZ, d(u3, ud(u4, US)(US, 4 be a circuit (but, 
not a Hamiltonian circuit), in which u2 and u4 are redundant vertices 
because they appear twice in P. By replacing (ui , u2) and (u2, u4) with (ur , 
u4) and replacing (~3, u4) and (~4, u5) with (u3, uS), which reduces the 
numbers of occurrences of u2 and u4, respectively, by 1, we obtain a 
Hamiltonian circuit H = (u, , u4)(u4, u2)(u2, u3)(u3, us)(us, uJ. Since C(u;, 
U& 4 C(Ui, Uj) + C(uj, uk), the cost of H is not larger than that of P’. 
If there exists an s-approximation algorithm for the OSTSP which gen- 
erates an approximate solution P’ to the instance G’, then C(P’)lC(P*) I 
c is guaranteed for some constant c, where C(P’) denotes the cost of P’ 
and C(P*) denotes the cost of the optimal solution P* to G’. From P’, a 
feasible solution H to G can be obtained, and by Lemma 5, C(H)IC(H*) i 
C(P’)lC(P*) 5 c is guaranteed, where H* denotes the optimal solution to 
G. Thus, there exists an &-approximation algorithm for the asymmetric 
TSP obeying the triangle inequality. Q.E.D. 
Since C(e) is set to 0 for all e E EL in the transformation of G into G’, 
we have the following theorem. 
THEOREM 5. If there exists an E-approximation algorithm for the 
problem of generating a minimum-cost synchronizable test sequence, 
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there also exists an &-approximation algorithm for the asymmetric TSP 
obeying the triangle inequality. 
By Theorem 5, we reach a conclusion that designing an E-approxima- 
tion algorithm for the problem of generating a minimum-cost synchroniza- 
ble test sequence is at least as hard as designing an &-approximation 
algorithm for the asymmetric TSP obeying the triangle inequality. 
6. DISCUSSION AND CONCLUSION 
Protocol engineering (Liu, 1989) is a growing field in computer science. 
In past few years, many important subjects in the framework of protocol 
engineering have been identified; conformance testing is one of them. 
Test sequence generation is essential to conformance testing, and it is 
interesting to the researchers if the problem is NP-hard. Few results on 
complexity issues of conformance testing appeared before. 
In this paper, we investigated the complexity of generating synchroni- 
zable test sequences. We proved that generating a minimum-cost syn- 
chronizable test sequence is an NP-hard problem. We also proved that 
designing an &-approximation algorithm for the problem is at least as hard 
as designing an &-approximation algorithm for the asymmetric TSP obey- 
ing the triangle inequality. It is still open for the latter if there exists an E- 
approximation algorithm, whereas designing an e-approximation algo- 
rithm for the symmetric TSP has been proved to be an NP-hard problem 
(Sahni and Gonzales, 1976), and on the other hand, there exist many E- 
approximation algorithms for the symmetric TSP obeying the triangle 
inequality (Golden et al., 1980). 
Since the discussed problem is a special case of the Rural Chinese 
Postman Problem (Aho et al., 1988; Lenstra and Rinnooy Kan, 1976), 
approximation algorithms for the Rural Chinese Postman Problem are 
also valid for the discussed problem. Given a subset E, of E, the Rural 
Chinese Postman Problem is to find a minimum-cost circuit which tra- 
verses every arc of Ec at least once. 
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