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SUMÁRIO 
Este trabalho apresenta um estudo detalhado da geração de código de uma 
linguagem de alto nível voltada para programação paralela denominada SI-
SAL, implementada na ~lãquina de Fluxo de Dados de Manchesto?r. Os pontos 
de deterioração de paralelismo obtidos na geração de código são identificados, 
apresentando sempre que possível otimizações que explorem o assincronismo 
e o poder computacional paralelo da máquina. 
O compilador SlSAL gera côdigo num formato intermediário gráfico cha-
mado !FI, que é então traduzido para o código de máquina (grafos de fluxo 
de dados) através de um sistema de tradução. As otimizações aqui implemen-
tadas se concentram nos csquEmM utilizados para a tradução do formato IPI 
par<! código dependente de máquina. 
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Capítulo 1 
Introdução 
ConJ '' ad\ f'niU <l<>S <"ÍrruÍJ '"' Jnlegrados de altí~sima E"scala dto im E"graçào. mui I as arqull<"l uras 
\Lllt.,.d<>s f''H" o pw""'"'""'"'"lo paralelo têm sido projli'tada.o;. eslemh·udo·SE' u modE"k> dE" H>ll 
:\eulllttllll nu rompendo--~1· draslimmcnt.e com e]e. E:mbora l10je seja pos5Í\'rl conswti-la•. 
programá-la" dt· f.,rrna st•!!ura ~ pf)cienle ainda é um probl~ma para o qual não se tem solução 
Es~"" prubl~m,._~ nootiqr:uu os p<'~quisadore~ a procuraTPm novo~ modPios de "omput ação 
paralela. incemi,ado5 tambi-m pela impossibilidade f'"ica c tecmoiUgic" do aumE"uto indE"finido 
da rap~cidarle compLllacional das máquinas <"OnY<"nrionili~. E~st·~ rnodt'los são bél-~eados pm 
"'"irorronismo. rontrolp di~tribuído "concorr~ncia. rapaz<"> d<:- ofprecPr maior rapacidad .. de 
pruc<>~samPnl o paralelo. div<"rgindo a.~s1m dra_~t warw.>DI <' dn mndPin de von !\cumann, baseado 
!lO torotrule sPqiiPncial e na orp>nÍ~açi.o linear d<· m<"rnúria. 
Es~r·.< mml<>lo~ podPrn 3<'t dirididos ""' duas da~s.·s prinripais. arnba>; permitindo a f X-
pior ação de um alto grau rh· par;,.ldlornof' dr· a-~suorronismo na execOJção de operações Tr~ 8~. 
• rornputação dirigida p<'la drrnamla d~ rPsu]lados1 e 
compulaçân dingida pela di,;poniUilidade d•· dados~ 
:\<1 clas;p d1rigoda pela dPrnanda dP dados, a llftessidade de n·sult adus dispara as op~raçi>f'f' 
qu.- os gr·ram_ '\o Pnlanlo. podP ocorrer urna sobrecarga do~ .-leJm•mos processadores dfvirlo 
"" ,~,,.~sivu tPl.atdu da ativação dos op<>radores·~. :'\a cla~s(' dirigida pc>la disponibilidad<• dr 
<iad,,.; "' "JWraçiw.< são d1sparadas tão logr> os s<:-uS opf"randos <>SI r·jam disponin•is_ Por ou I r o 
lado." ,.,;Jculu do-' r~ultados tão logo haja dispouibilidade du~ uJWrando-' pod(' implicar num 
,.,-,.lllllrll t rat.alho desne-ce;;sáriu' 
' -,,,.,., "'" 1- ,jr,v~u <•'lllPU '"' i.•n" 
- "<l.ol .•-dtl' ,., <••I<, putoti·: "" 
'"bz)- ,., ;,(,o.<Í·-'Il" 
'•,.,,~or eJ·:~I"·'' j. ·n" 
DPntre os modelos da classe dirigida pela di~ponibilidade de dados destaca-se o de fluxo 
de dados, suportado por várias máquinas, inclusive pela máquina de fluxo de dados de Ma.n-
chester (MFDM). No entanto, os resultados apresentados por esta particular a~quitetura 
demonstram problemas de desempenho devidos, entre outras causas, ao gasto excessivo de 
memória e à manipulação ineficiente de estruturas[Gur 83[[Gur 85a]. 
Esse resultado, aparentemente ne8ativo, somado ao de outros projet.os nessa mesma linha, 
levou muitos pesquisadores a concluírem rapidamente que uma máquina de fluxo de dados 
não seria viável para a computação de propósito geral. 1\;o entanto, esta conclusão deve ser 
embasada num estudo cuidadoso que realmente a comprove, não bastando apenas opiniões 
pessoais. 
Esforços têm sido feitos para bui>Car soluções qUe viabilizem o uso da MFDM quando 
comparada com uma arquitetura convencional [Sar 85b] [Rug 87] [Bus 87). As causas do baixo 
desempenho da MFDM podem se encontrar em diversas partes do sistema: no próprio modelo 
empregado, na linguagem de alto nível escolhida, ua geração de código implementada ou na 
arquitetura projetada, por exemplo. 
Por outro lado, o suce!ISO de uma mâquina está intimamente ligado a uma linguagem 
de Jrogra.maçâo adequada à arquitetura utilizada, com uma 8eração de eódigo efidente. 
O exemplo mais notório é a popularidade de FORTRA~ usada pelos supercomputadores, 
gerando código eficientíssimo para a arquitetura de vou !';eumann. 
Essa discussão motivou o tema da dissertação: o estudo detalhado da geração de código 
de uma linguagem de alto nivel denominada SISAL[Bob 86], implementada ua MFDM, 
identificando-se os pontos de deterioração do paralelismo obtido no código, e apresentando 
sempre que possível otimizações que explorem o assincronismo e o poder computacional pa-
ralelo da máquina. 
O compilador SlSAL gera código no formato intermediário 8râ.fico !F l[Ske 84], que é entã.o 
traduzido para o código de máquina através de um sistema de compilação. As otimizações 
implementadas se concentram nos ~sqt~emas5 utili~ados para a tradução do formato lFl para 
código dependente de máquina. 
Supondo-se a presença de recursos infinitos na execução de um esquema, obtém-se um 
particular grafo de execução, cujo comprimento do caminho critico é mínimo. Nesse caso, as 
instruções habilitadas num determinado ni\·el do grafo são executadas simultaneamente. Por 
conseqüência, a:; instruções do grafo de programa (ou do esquema) são executadas o mais 
cedo possível e o nUmero de níveis do grafo de execução é mínimo. 
Dado um esquema original de tradução e seu respectivo grafo de execução, esse esquema 
é otimizado e no,·amente executado, gerando-se um novo grafo de execução. M otimigações 
reduzem o comprimento do caminho crítico do grafo de execução do esquema otimizado, além 
de aumentarem o número de caminhos, ou seja, a altura do grafo de execução do esquema 
2 
otimi~ado é menor e o paralelismo explorado a nível de grafo é maior. 
As otimizações feitas se concentram nos seguintes itens: 
• esquemas otimiza.dos para implementação das estruturas de controle de alto nível para 
grafos de fluxo de dados execut<i.veis na MFDM. 
• compilação adequada de expressões aritméticas explorando o assincronismo e o parale-
lismo implícitos da máquina. 
• melhoria do conjunto de instruções, através de combinações de instruções e imple-
mentação de instruções com número arbitrário de saídas. 
Os esquemas otimiza.dos foram Yalidados no simulador da MFDM e codificados direta· 
mente em linguagem de má.quina. !\ão houve preocupação em alterar o sistema atual de 
wmpilação SISAL, apenas em validar e analisar rapidamente os esquemas otimizados. 
Os resultados de simulação dos esquemas originais e otimizados foram comparados, e os 
resultados obtidos, bastante satisfatórios, são amplamente discutidos no capitulo 5, compro--
vando que uma geração de código efkiente é um ponto importa.nte a ser considerado quando 
se almeja provar a viabilidade computacional de um sistema, como por exemplo, o de fiu.xo 
de dados. 
Os modelos de fluxo de dados são descritos no capítulo 2. salientando--se o modelo dinâmico 
em virtude de sua generalidade na representação das estruturas de controle de alto nível. 
Em seguida, uma particular implementação desse modelo, a máquina de fluxo de dados de 
~anchester, é descrita. 
Os requisitos desejáveis para a programação de uma máquina de fiuxo de dados em alto 
nh·el são apresentados no capítulo 3. Em particular, a linguagem de alto nh-el, funcional e 
de atribuição única SISAL é descrita. Atualmente ela é adotada como padrão pelo grupo de 
Manchester. 
A geração de código de programas S!SAL para e.xeçução na MFDM é objeto de discussão 
no capítulo 4. As otimizações propostas são apresentadas, analisadas e discutidas no capitulo 
5. 
Finalmente, o capítulo 6 apresenta duas sugestões de otimização a serem consideradas no 
futuro e as conclusões finais. 
Recomenda·se ao leitor não familiarizado com o ambiente de fluxo de dados que leia os 
capítulos na ordem. Os capítulos 2, 3 e 4 sã.o pré-requisitos para o entendimento dos capítulos 
5 e 6, onde os conceitos e detalhes do modelo, da linguagem e da arquitetura são necessários 
para a compreensão do trabalho realizado. 
Capítulo 2 
Paralelismo, Fluxo de Dados e a 
Máquina de Manchester 
ConsidNando-~c pro~cssamento paralelo. a concorúnna pode ser explorada em din·r.,o:< 
uiv<"Í~~Hwa 8~. a óa!wr: 
• Proce-ssos 
• Tar<'fas 
• !nstruçôe~ 
O nív<4 d•· par,l<elisu>n <'~plr.rado por um modelo computacional é d~nominad,, 9ranu-
/ar;1/ad<. que rlPfinr o tamanh<> mmimo do~ módLJlos dP código a serem d1onibuido~ <·n· 
trP 0~ pn>n.,;oador<·s numa d«da Írnplcrnentaçào. L'sualnwnl-<' a granularidad<' é cla<~lfl· 
rarla rrn gro.<.<a (proces«" indPpendeme~)- m(dia (t.arf'fas). fina (instruções} f' fi•u'N!mO (in-
tra instruçi:>es) ).luk si:. 
.'1 .. , .. ,u~âo dr um programa parai do do.>pendP da partição do programa Pm módulo; Q 
da política de alocaçã.o desses módulns d<' tal f<1rma <jlll" o m<nor tempo de e.rrcução S<·ja 
obtido 1\ru 88. Essa questão rn•·oh·e a ~ul11ç~o d~ du1~ prubl<'nms: 
Tan1anho do grão· qu>~l r o mdhur ta"'~" h"~"'"" cada módulo .-onrorunl<' do pro-
grarn>~ de tal modo qut' o m~nor temp<> d<· rxPcuç;;u seja obtid"? 
Polític~ d<' aloc,ç;lo d<' T!'cnrsos· d<·finido o tamanho do grão. comn alo~"r "" 
módulo> entre os di•·crsos prof('•~adores d<' tdl modo que o menor tempo d<' exe~uç;.,o 
s<·ja obtid"? 
_-\ !':ranularidado;> finissima (mtrajn~nuçlw~) hâ muito~ ~xplorada pelo mod<>lo rompu-
l<~riunal d<> von J'\eumann, por exemplo, atra,·es do ~ncadeamento 1 d~ inst.ruçÔ!» embutido 
no hard,.·are. A granularidade gro~sa (prucf'S~(>S) adequa-se for~emtcnte ao modelo d"' von 
\<>umann Pst.endido para o proce~samento paralelo. ondrc geralmente um número pt>qucno (4 
a 8) d<> prnce~sadores Vt']oze~ é agregado como. por exemplu, num CHAY X-!v!P. _.\ baixa 
n·k>c-idade d<· comunic-ação enl-re os prore~sador<>S e alt.a ,-elucidade de processamen1o indivi-
dual de cada um o?Xigem qut' o tãmarolw do grão seja razoavJC]nwrlle grande para um maior 
d~<>mp<•rJho. 
_-\ agregação dr um núm<:<ro maior de prnreosador<'s para o aunwnto do poder comput.a-
rJonal (como, por cxt>mplo. num Hipercubo com 6-1 pr<>ress~dort>s). torna o mod~lo de von 
\eumann probl<'tn<itiro princip~lmentr dPvido ã ausência d~ uma política de alocação d<• 
rccursos que seja ótima. l'\as linguagens irnpt>raÜnLs f'St-endidas para o proccssam~nto para-
l<·lo. o programador (ou o compilador) é o responsán•l p<>la d1visão do pmgrama em módulos 
par~l<>lm e pela alocação desoes módulos, utilizando constnJÇ(><'$ parale-la.~ explícita;;" sincro--
uizando os processos crn alto ni,·cL !\~ssc '"--""• há rigc-o de mau uso dns processador<'S. pois 
"e um grân é grande demais, o paralelismo fica limitado; 5<' um grão é p<>queno d<'mais. ns 
atra..~"' d" <"OmllnÍn•ç~o rPduz<'m o dPsemp<'nho. 
!'or uutru lodo. a Pxplorilção de urn grão mais fino pt·rmite um maior a.~sincronismo na 
Hr<"uçi:w rins múdul<>s. aumentando potencialment(' o grau de paral<·lismo explorado pelo 
modclo. \ess<" caso_ o modrlo de von :\"<>umann necessita ser re,isto S<' a <'xploração d" um 
grão médiu ou fm., é de~ejada_ 
.-\s P""'lllisa< t-rn arqultelura.> para].,]as não COfl\'<'DClonaJs. cnmo, por exemplo. fluxo dc 
dado~ e r~dução, ~<· ronc~nlram na Pxploração de uma granoJiaridade mf-dia nu fina .Sri 1!6_ 
Hu~ SI .'\a.~ máquinas que nploram graJnJlaridad<' fina ~mais fáril obler-~e um balancea-
mento eficiente da carga de trabalho a S<'t di~tribuida enlr~ o~ pro~.-s_~adores_ Por antro lado. 
~la~ apres~nlam uma sobn·c-arga d .. c-ornuniraçào enJ.re a< unidadf'S processadoras. Já nas 
m<iquinas quo? exploram uma granular idade m;.doa. o b~lanc~am<'!Jto de rarga e maio difJcil d<· 
on obt.ido. ~m virtude do tamanho maior do grà"- Alem dt""''· a p~rda de a.o;sincronismo na 
f'~,...ução da.s tarefas é mainr. embora a cumuuicação Jenl re us pr<>c.-ssadores seja visl\'<>lmeJJI<' 
rnenor. poi~ a d~rwnd~nria de comunicação entr~ <'1<-s ;. dJmmuida drvidn ao lamanbo maior 
do grão. 
:\a~ pt<'>Xitna~ St'ÇÔes O modelo d<' f]UXO de dado.~ e àflr~$(•1Jlado. bem (OiflO a ~jáquÍna d<.' 
Flu~o d,. Dado~ d<· Manchesler. uma parLkular ímplcnwncação d,.,sc mod<'lo. 
c 
c 
c 
l 
c 
( 
( 
l 
l 
c 
( 
2.1 Modelos de Fluxo de Dados 
[)e,·ido il sua ~~màntira funcional <> drt<'rminiotica. o rnoddo <h· flu~o d" dad<>s p<>ssibilot.a 
a ,,p]oraçiin ma<.si,-a de paralelisnoo na PXl'<"JJçiw dP ""' programa. t.ornandn-o um forH' 
,-andidato ã ron~uução de ~ist.e-Jna.~ que CXf>loram um alt.o grau d~ paraldismo. 
As c;,.racl ~ris\ ica.~ básicas d~ uma opPração nesoc· modelo s~o: 
• os n-sultados parciais são rl'pre~entados por ficha> de dados e pa..~sados Pnlrr as in_,_ 
truçÕ<-s: 
• a ~~<.'cuçao d~ uma in~truçào Ímplica no C"Ollsumo d"-" fichas que repre~rman1 """" 
'"gum<'lll<>s. islu ~-esses \"alores niio fi~am mais disponÍ\'<'is: 
• nào exi~t<' 0 roTI<"<'il o dt· tJJPrnória compartilhada e o flu,o de cont rolP e P•Hti-.lnwnt<' pr(•. 
detN!llinadu I><· la.~ d~peudi•n(']as d<· dado" <'IIU<· as tn~t ruçôes! Den S5a Age ~:! Uu1 88 . 
2.1.1 O Mmh•lo DAsico 
,, no I ação etnpn•gada pa<a a r<•pn·~~IJtaçiw d<· pmgrama~ no mod~lo hásico d<· flu\o d<· dado, 
;. a d,. grafo.• o r !f ~lado~ aciclicoi' Da v 8:!' '\:p~tes grafos rad;,. nó n·prt><<'nla um operador <' a• 
aresta~ onemadas r~presen1am a; dcpendPncias f1lJJ<"ional" entre o~ operador~~- 0.' n•sJJltadoo 
são transfer.doi' de um np<·radnr a <mtro atravf,_, de fkhas de dadus.D<•n S-~a 
L ma ficha pod<· ser reprewnt;,.da do sJCguinte modo: 
\"alor ., ar~sta dfstino > 
m , ,,fud<> de um ~r;1 fu de flux<> de dados é caract-erizado pelo conjunto d~ foch«-~ ~xisJ<'Ill<'' 
110 ~rafo nuu> dadu rnom<·nto. Torlo d;~pBro d .. um nó. que correspm>d~ iL eX<·n>çiio d<· um 
üpNarlor. pro,o<a uma mudança d~ e.<tado. t:ma Hqiiéncia d< rslado.• repre~enta a h1stória 
da fX<·~uçio do programa (figura 2.1). 
\o dioparo de um nó, as oeg\nlll-<'5 n•gras d<>H'lll ~<'r nilid><8 
• um roó <'St:i habililado para tlispa•o se. e ~<>11><"!11-r ~r·. rxi"' ir uma firh<i em c-ada uma <I<· 
~ua..~ arestas de en~rada; 
• qualq\lN conjunto d<' w·,. hahilit adn" pode s1•r di'l'"""d" ~inl1lltam·anwnt r para ddi11ir 
n próximo rstado da computação: 
• um nó é dioparado removendo-~<> urna flcha-argumPnto rl~ ("ada uma da>< are<t.a~ de 
<'11Lrarla ,. pwd•>zindo-~~ uma fi,.J,,-r~~ultado '''" ,-nda u111'< tlt> sua~ are~!,._, ,1,, ~aül;,.. 
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iHo f.>. não é nec~s!<ário rsperar pelo suprim~nlO de todo~ os argumentos para que a ati,·açiio 
s~Ja iniciada;Den 85a!'Den 85b). 
A rt'"<:ursão também não e permitida pois é impossível distinguir instâm:ias diferent~s de 
um mesmo grafo. 
2.1.2 O :ModPlu Estátko 
O modelo """t.ãtiro~ suporta uma forma limitada d~ reapro,·eit.amemo d~ grafos, permitindo 
que a história de um programa rontenha fi,_.has com a mesma ar~sta destino. Para tanto. 
urna nova n·gra é acrcscc-nt.ada à-8 anterior<-s: 
., par;; qu<> um nó e-;;teja habilitado. não df've ha,·er fichas em qualquer uma das arestas 
dt· sai da. 
A introduçào de~sa regra passa a permitir a exploraçàode wcaácam€nlo dt dado,<~ Tan 84 
e o rcaproveitamem.o do grafo para sucessivos conjuntos de dados. O encadeamf"nto aliado 
õJ.O u~o de e.Aprcs~ôes rondicionais traz o problema da ordenação dos resultados produzidn~­
Para solucioná-lo, foi proposto um operador intercaiador4 (nó 6 da Figura :?.3). qu~ garant~ 
a prc.;ervaçâo da ord~m dos resultados c a couência da programa cXPcutado_ 
As regra.~ df' disparo para o operador interca)ador são: 
• l' m <>JWrador intercalador está habilitado para dioparo se. e sonwnt-~ SE'. não exi;;tir uma 
ficha na ~ua arrsta de Haída. uma ficha com \'alor ló,.;ico5 estiver prewnt~ na aresta d~ 
cont.rolP e Pxistir uma firha na ar~ta de f'utrada selecionada pela lido a de ,-alor lógiro_ 
A outra an•st;; pod<· ou não nmter uma fkha. 
"' Durantt• u dtsparo de um né> int~rcalador habilitado. as ficha.~ utili~adas siio removida., 
da awsta de romrole e da ar .. sta selecionada. e _urna ficha rarregattdo o valor da lido a 
df' entrada f. produzida na saida. 
A ex<·<uçào dc- <•.xprfO'si*s condicionais aliada ao en<adeamcnto gera uma ""qucncta de 
firha.< dc- runtrole runt<'lldo ,-alunos lógicos_ Para <JIH' a <Jrdeuaçào original das fich;,s seja 
prPs<·r-·ada. seUl prPjuizo do a\·anço da hinóna do programa. <·las ~iio armazenadas num nó 
•·~p<>cial 'l"" unpl<'tlll'nta uma estrutura d~ fila (1tÓ i" da Figura :; :J) Cm nó inter<:alador f. 
respons.i.\"~1 pc-la :<innunizaçâo entr<· fichas-resultado<' ii-" ficha." oriunda" de~sa fila. 
O nm'o forntal<• da firha nf"~se mod<.>lo i-: 
'"•l:>lk ,,.-.dp]" 
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figura :!.3: OpNatl<>r !nterralador 
10 
valor < ativação, aresta destino > 
_ O modelo resultanLe é mais robusto que o anterior, permitindo encadeamen~o e iteração, 
' ma<! não a recursã.o generalitada, pois ainda não se consegue distingüir instâncias diferentes 
de um mesmo grafo. Ele permite somente o tratamento da recursÍL·idad~ tf~ cauda6, uma 
forma restrita. de recursã.o. Como conseqüência, as iterações não são mais representadas 
diretamente, sendo descritas na forma recursiva equivalente. A implementação deste tipo de 
recursã.o requer a cri~ão do campo ati,ação na ficha para identificar univoca.mente o seu 
contexto de execução. 
2.1.3 O Modelo Dinâmico 
O modelo dinã.mico7 1Tre 82JIDen 85a] representa coerentemente iteração, encadeamento e re-
cursão, permitindo a ocorrência de fichas com arestas destino idênticas dentro de um mesmo 
estado. A separação dos contextos entre fichas é obtida através de um novo campo denomi-
nado rótulo. O novo formato da ficha no modelo dinâmico é descrito a seguir, usando--se a 
notação Bl':"F: 
ficha 
rótulo 
< valor > < rótulo > < aresta destino > 
""" < ativação> <laço> < índice> 
O rótulo é composto pelo campo ali11ação que separa os contextos de execução, pelo campo 
Iara, que separa as iter~Ões de um comando repetitivo, e pelo campo india, que separa os 
elementos de estruturas de dados. 
As no•·as regras de disparo para os nós são: 
• Um nô está habiHta.ào se, e somente se, existirem fichas com o mesmo rótulo em todas 
suas arestas de entrada. 
• Qualquer conjunto de nós habilitados pode ser disparado simultaneamente. 
• Disparar um nô implica na remoção de um conjunto completo de fichas com mesmo 
rótulo das arestas de entrada e na produção de um conjunto coere_nte de fichas-resultado, 
cujos campos de valor e rótulo são determinados pelo tipo de operação e:.:ecutada. 
O modelo dispensa a utilização do operador intercalador e permite o disparo de um nó 
mesmo quando existem fichas nas suas arestas de saída, ao contrário do modelo estático. 
Para a implemetação das estruturas de controle são criados nós que manipulam o rótulo da 
~"1;ail recursi<>n• 
'"dynarnic modet• 
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ficha, como por ~x~mplo, aquf')es que incr<'mPflt.am o r.ampo laço e que criam novO!' cont.exlu~ 
para as it.eraçôe~ g<"rando novos valores para o campo ativação. 
A princip.al ,·amagem desse modelo Vt•Jn de sua generalidade e sua coerénria n11 t<'prc--
sen\ação do~ conceitos de chamada dC' função, itf'ração p rerursâo, ""'m comprometer as 
caract.f'ristica.~ de controlP distribuído e <1-%tnnonismo na execução das operações. 
t:ma dcs•·antagem do mod~lo é a nilo manipulação f'ficientP de estruturas de dados_ A 
semi<ntica funcional do modelo implica numa no,·a <"<•pia da estrutura para (ada operação d~ 
rnodilkaçâo rt"alizada. s~ """"'conceito for seg-uido à risca pela implementação du modelo. 
a e~ciência da mãquina ftca comprometida. Soluçi'ws para essf' proble-ma são proposta.~ Pm 
~Sar 85b: iSar 86: [An 88a: iArv 881~ 
2.2 Máquina de Fluxo de Dados de Manchester 
.-\ .\lfD\1 (,uma máquina de fluxo de dado~ dinámica, isto i-, difPrenles instànci~ d<' uma 
fu 11 çào ou Ítt"raçào podt·m compartilhar o nwHmo código (•stãtico f' executa-lo ao meswo 
t~mpu .. \l~m dL~so. ela(. as.<;Ínnona pois a ordem de execução das tm<truçÕ<'s não i garantida, 
dHodo i. re~ra do próprJ<> mod<>Jo que \.orna qualq\H'r ronjunto de insuuçi'ws habilitada-~ um 
cafl<lidato pol<'llCÍ"I para s<>r execu1ado. O paraleli.-mo do sist.t•ma ~ e~ploradn à ní•·p) d~ 
Htt>trvç5t.< (grão ~no). 
O formato da !icha na \1 FD\-1 ;. descril.o abaixo: 
< ftcha > 
< rótulo 
< valor> <.: rótulo'> < destino> 
< n~mt" de attvaçâo > < índoce > 
.-\H diff'rf'ntes inscáncia.s de um trecho de código sà.o obt.idas atra,·és do rótulo. que é 
fonnado por dnts campos· nOm( i/r ah••açãof' ind;u. O nom~ d~ ativação separa o;; eonte~l.os 
das _.ar;,._, chamadas de uma função ou do~ ,·;irÍo8 ciclo~ de um laço. O índice f, l!Sado para 
di~ungütr <·lememos perteneenles a nma mesma Pstrulura df' dados_ 
A arquit.etura da MFD!\1 f> estrulurada como um ;,uwl circular composto par qualro 
módulos principaiH, conectado a um compulador lmsp<·deiro através de uma unidade para 
cha••eamento d~ emr~da e saída"( Figura 2.1) ;(iur 1\0a! 'Gnr SOb, :Wal 8:?;. 
O ~nd <onstitui um <nrtw'rame!llo de múltiplos esl.ágios, pela qual circulam fichas rot\t-
lad;,.~ r~pr""·nlande> <>S d~dos p S<'U>< re~pPrtivm' contextos. Os múdulns princip~i' atuam de 
modo <k%incrono ,. ímpl<·nwlllam unidade~ de r<·gulagem" (UR), de agrupamenlo1" (LTA). d<' 
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progtarna11 (l'P). funrional 1 ~ (UF) e de p_,trut.uras 13 (ltE). 
As fichas oriundas da unidade funciotJa.l chegam a unidade de regulagem q11~ const.itui 
uma fila destinada ao a.nnazenamento tempor!i.rio de fichas, de modo a equilibrar o ritmo 
wm que estas são produzidas ~ consumida5. pelo sisWma-
.'\. seguir, a unidade de agrupamento emparelha as fichas destinadas a uma me,ma ins-
trução binária. lmplemrm.ada de forma p"'-'udo-associati,·a, U\<11 os campos de rótulo e de~­
tino da ficha para localizar sua parceira em bancos de memória d~ act>s.~o aleatório utilizando 
hashing. Casu sua parceira não seja encontrada, a ficha é armazenada. Ficha.~ d~>Stinadas a 
op..raçÕf's unárias passam livremente por e;;\e módulo .. -\ unidade de agrupamento gera um 
pacvtr de grupo. rompost.o por um ~ar dt> fichas com o seguinte formal o: 
(valor], valor'.:!. rótulo, dt>stino) 
Os pacot.es de grupo criado~ pela unidadt> de agrupamento encaminham-~<' para a unidade 
de programa, onde suas te!lpt>ctivas in~t.ruç(,..;; e os d.-stinos dos resultados sâo armai.enados. 
A unidade de programa forma "arolf.< e:rrc>J/a11ei8 com o seguime formato: 
(,·alorl. valor:?. instru~ao. dPstinol. desttno2) 
Cada pacme üt'Cutáv~ll<-va informaç(ws a r<'~peit.o dos dado~. da instru<:ào a Rer <'Xf'<:Ut ada 
e do~ destinos dos resultados. sendo remetido a unidadP funcional. 
!\a unidade hmctonal. um ~rupo de mirroprocessadore~ mtcroprogramáv<-io disposto., em 
paralelo execut.ará os ]>a.(" O\"" T<'C(•bidos. l: m ~\SLPma de diotril>ui~ào é t!'Sponsá,·el pela selN;âo 
de um processador li.-rt•. l-m sistema d~ arbitmgem encarrPga-5<' dt> encaminhar de \'<>)ta au 
anel as fichas produzidas como r~sol~ado peloo; dnNsos proc~sadores. 
A unidade de estruturas :Sar 86: armazena rstrutura_~ de dados e está implememada eJn 
hardware!Kaw 86;. A manipulação t'fici~nlt> de rstrutur<LS de dados é um sério problema ein 
fluxo de dados, ainda não resolvido satisfatoriarn~nt.p_ 
A propriedade da expansibilidade linear 1• da arquitetura é pr~\"ÍSta através d~ múltiplos 
an.:is interwnPctndos, no qual J,odas as unidades sà.o distribuídas IGur rs]iGur 85b' Bar 8~ .-
0 d<>semp<'nbo do sistema multi-anéis pôd<' ser estudado somente por simulação. 
2.2.1 Instruções cla MFDM 
O formato d..,. illotruçi"~ na MFD~1jKir 87] é: 
' instrução 
''•J..;moctic•n ~"·re" 
''•p,.,_,,~,,;.,g ,,,,,-
""~\r"''""' St. 1 
'•Sr;obbilit}'" 
11 
! < destino> <literal> I nil I 
< destioo > :: < endetPÇO da instrução> <ponto de entrada> 
< função de emparelhamento > 
< endereço da instrução > - < segmento > < deslocamento > 
<endereço da instrução> :: = L I R 
< função de emparelhamento > :: = BY I EW 
O endereço da inatrução é um endereça da unidade de programa onde informações de 
uma determinada instrução são encontradas. Ele é composto de um número de .segmento (O 
a 63) e um de deslocam~nto (O a 409&). 
Urna instrução pode ter um ou dois pontos de entrada, denominados tsquerdo (L) e 
d;reito (R). Se uma instrução tem apE'nas um ponta de entrada, ele é especificada coma 
sendo esquerda, por convenção. 
A função de emparelhamento especifica uma ação a ser realizada na unidade de em· 
parelhamento jCat 81]. Se uma ficha se destina a um nó com apenas uma entrada, ela 
não precisa ser armazenada na unidade de emparelhamento. Nesse caso, ela carrega uma 
função de emparelhamento denominada BY15. As fichas que se destinam para nós com duas 
entradas de,•em esperar por sua parceira na unidade de emparelbMtJento, e normalmente 
carregam a função de emparelhamento EW16. Logo que uma ficha EW chega à unidade 
de emparelhamento, ela procura sua parceira: se encontrada, a parceira é extraída; caso 
contrário, a ficha de entrada é armazenada para esperar sua parceira. 
Outras funções de emparelhamento foram especificadas e uti!iudas para controle de 
processosiCat 811 e armazenamento de estruturas[Bow 81]. Uma colisíic}1 pode ocorrer na 
unidade de agrupamento se duas fichas com mesmo rótula, mesmo destino e mesmo ponto de 
entrada se encontrarem ao mesmo tempo na unidade. Essa. situação é irrecuperável em tempo 
de execução e é considerada um erro do programa. Quando um grafo é livre de colisões, ele 
é dita ser seguro18 . Esta propriedade pode ser demonstrada para cada grafojCat 81]. 
Outro problema potencial com grafos de fluxo de dados é a permanência de fichas na 
unidade de agrupamento por não terem parceiras ao final da execução. Um grafo é dito 
bem formado19 quando não permanecem fichas sem parceria na Unidade de Programa. Um 
ambiente de alto nível pode impedir que esses erros aconteçam. O código gerado pelos 
programas SISAL é seguro e bem formado. 
Existem duas classes de operadores: simp[e;; e compostoB. Os operadores simples possuem 
o preli:m N 20 e produzem apenas um resultado lógico, que pode ser copiado uma ou duas 
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figura 2.5: E~emplo de uma Instrução Simples 
veu's (Figura 2.5) Os operadores rompamos produzem dois rPsultados lógicos dif<·rent<"s. Em 
alguns cas[)s. apPnas um dos dois res\lhad~ lógico8 é n<"cessário. Os operadores çompo~tos 
(figura :!.6) possuem um dos pr~fixos: L21 . R~~ ou D 23 Quando um prefixo L ou R ~usado. 
produz->~ ·ap~nas o wsukado ló glco da ~squerda ou da direita. re~pc-rth·arn~m P ,\lf.m di>~o. 
uma an du;u; cópias pod~m ser geradas do r<'5ultado desejado. S<.> pr<"fixo D for usado. amhus 
r~sultad"s lógicos são produzidos. 
l'ma constam.~ pod~ sPr pspec:ific.ada df"ntro da instrução através de um lilrral. quf ocupa 
o lugar de um dos endet<'"ÇOS dr d('stino do..~ resultados. 1\css,. caso, a ficha que flui para 
esse nó de\"e carregar a função df" emparplhamento DY. Além disso. a in~trução passa a ta 
apenas um úmco r!'sultado lógica de saída. que niio pode ser duplicado. 
Toda ficha dP dados tem um tipo asst>ciado a «<·u ,.,.for: inlegrr (1), real (R) ou outros. 
Alguns tipos são especificados para a manipuhçii.<> de rÓtulos. como por exemplo, Ordm~l 
(O) usado para indices. 
2.2.2 Avaliação do Protótipo 
lima das principais criticas às arquit.<.'t.uras de fluxo d<· dados !'In geral~ o hai~o dC"semp<.'nho 
dessas mãqumas quando comparada às arquitE'lura~ con'"encionais. Em parti<·ular. quando 
o protótipo da !lffD!I-1 foi construído, esperava-sc que sua capacidade compu~anooal fosse 
dir!'tampntf'" proporcional ao núm~ro de processaclores empregados. No entanto, ioso n;;.o SP 
mostrou \ot.alment!' verdadeiro na prâtiea quando ele foi avaliadoiGur 83jiGur 85a'. 
l'ma da' justifirati,·as para esse baiw desempenho foi o tratamfnto inad<><}llaclo das 
parl<•S d~ r.ód1gn que dewm SN €X!'CUtadas scrialmente pela máquina. S~g-undo a lei d!' 
·" ·r..,·n-
""Hi;h1• 
"·n.,,,br~· 
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Figura :!.fi: ExPmplo de tuna Jn,truçâo Compo~~a 
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AmdahlH.ig 84:: a <>c~lt'r;.çâo máxima df' um ,;]ot,f'ma com 1111iltiplos proet·"sad<H~~ fé inwr-
sarn~nle proporc-ional à fração de computação quP dPvP S<'T ralculada serialm<'niP usando 
somente um proressador. Se os trechos sPqüem:iais de cúdigo.m~smo aquelt'~ fH'qOJt>!u>~, lli!o 
fort-m tratados adcquadamenle, a aceleração pod<· ficar seriamente comprometida. 
Pesquis~ posteriores demonstraram que a melhoria do desempenho da :>tFD:0.1 i! possivPL 
corno por exl'mplo: 
• introdução de funções de empanlhamocnlo visando um manuseio mais efiriocn1 e das fkha.' 
!Cat 8I)Gur sob:. 
• manipulaçào mais Piaborada das estruturas d .. dadon !Sar 8(): 
• controle sobre a criaçào indiscriminada de processos atra,·~ de um ffi('('iiOÍ~mo charnadu 
"lhrottling" [Rug 8i]. 
RE"<"entemt>nt.e outras ah~rnativas para a melhoria do desempenho da ~lfD!\1 tê-m "ido 
p~squisadas p<'lo (irupo d<' Fluxo de Dado~ criado na Unicamp. O ohjHivn principal do 
grupu é produzir um novu protótipo baseado na !\fFDM qui' SIO'Ja realmente <·ficiente. capaz 
de wp<nar uma arqnit.etura parai da con-vencional. Atualm<·nl E' os tópico~ principai~ de ""tudo 
do grupo pod<"m ser r"""umidos abaixo: 
• ~lanipulaçào eficiente de cstrut.uras de dados com a Ílltro<luçâo d,. opocraç(ws ,·etoriais 
n:. !\·lFD~l csa 85,. 
• Estudo do aparPcimcnto de "bolhas~ no an<"l por conseqUimóa do armaunamli"nto d<i" 
hcha.~ q•w aguardam suas parc<"iras (•sumidouro" d~ ficha.,]. implicando num es\'azia-
m~nto do •·pipli"line" !Bra 88] 
• Tratamento ad<·quado de programas seqüenciais [Oli 88]. 
• Análi&> de desempenho do prr>t-ôtipo usando como ferramenta a modelagem iS1l 88_. 
• Eficiência na geração de código, tema de estudo d<"ste trabalho. 
2,3 Resumo 
i"es"P capitulo, os principais conceitos que envnh·em a cons\.rução d<• uma máquina r'aralcla, 
corno por Pxemplo, granlllaridade, divisão de iarefas ~ntr<' prnce·ssadore5 e balancC"am<"nto de 
carga, são brevli"mPnte apresentados. 
~;ru particular, o mudelo d~ fluxo de dados é apr<>sentadu rorno um candidato promi,;sor 
para a com•trução d~ sistem':':' que exploram um aho gr11u de paralelismo. O modelo btisúo 
ê HJUÍto lirnit.ado, nâo l-endo aplicação prática pois não permit-e a repre;;entação da iteração. 
da rerursào e nii.t) apre~enta nenhuma forma de r!'aproveitamento dos grafos. 
O modelo N/álicr>jil e mais robust.o, permitindo tncaáeam">le> como forma'de reapro-
Yeitamcrot.o do grafo. a r<>pr<·sent~ço de it<>raçã.o e dE' uma forma restrita de recursâo. Algu~ 
mas arquitetura~ foram projNadas ba.•;eandu-se ncssP modelo, como por exemplo, a máquina 
estática do .!\IIT dt·senn•h·ida por DennisjDen S5bj. 
O modclo r/Ú1ámiro r<'pre!<t'nla coerentemt"nte a it .. ração. rt'Cursão. chamada de função e 
<'ncadeamcnto. atra\',:... dr· firha.~ rol uladas. Exemplos de implement.açôes do modelo dinâmico 
siio: a Mii.quioa de fluxo de DadO'l de Manchester !Gur 86]. a do MlT !Arv 88ai iAn 8Bbi ~ 
a SlGM.A-1 do Japão ;Shi 86] · ·' · 
Em partirular. a Máquina de fluxo de Dados de \lanrhe~t.er, explorando granularidade 
fina (instruções). é d6crita. Os detalhes de arqmt<'tura apre~~ntados são esseuriais para 
o Pnt.endimcmo dos capítulos t c 5, onde a geração dt> código da \1FDM e as otimizações 
sugPridas, são di~cutidas. 
O protótipo da MDF),f ao ~e r analisado, apre;;emou baixo desPmpr·nl10 quando romparado 
coro uma arqUII~tura ton,·encional PPsquisas postertore~ mostraram RPr possível a nwlhoria 
de~s(• prot.otótipo. Atualmente outras alt.ernati,·as de melhoria estão sendo pesquisadas pelo 
Grupo de Fluxo de Dados da l:nicamp. 
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Capítulo 3 
Uma Lincruacrem o o de Alto Nível 
para Programação Paralela: 
SISAL 
__ thr nut rro•alution in programming willtake piare anly whw 6oth of th• 
Jallotring requirnr.wts hu·e becn m<l: (a) a new kind o f programming languagr, 
far mare potN·rful than thou o f today, h as bun dcueloped. and (b} a ltchniqut 
ha,< br~n found for e:uculing i!..• programE ot not much gr~attr cosi th.an lhat of 
today's programs'. 
{Backus. 1978) 
Muit.os computadorPS paralelos d~ prop<'•sito geral ficaram recent emenl~ disponíveis. GP--
ralmenle C"ssas máquinas ~ào programad<<.' em FORTRA-"i ou C estendidos com construçCws 
adicionais que p~rmitem a execução de rerto" comando~ em paralelo. Essas extensi>I·R sàn 
necessárias porqu"' a detecção automática de paralelismo nurn pro~rama seqüencial é um prr,_._ 
bl.-ma difícil, apesar do5 avanços re<"ent-~5 das t<:ocnicas d.- compilaçiw. ConseqÜ<·ntemenU. o 
programador passa a ser responsáHl pela partição do seu programa em tredws paralelo" e, 
fr"'qüent.ement.e, essa é urna tarefa õirdua e depPndeJJ1.e de maq.,)na. Além disso. a corn:çào e 
a deplJraçãn de~ses programas tornarn.se dificeis!Ken 84:. 
Em algumas aplkações, a identificação do para!~lisrno ~ ôbvia {por exemplo, na rnul-
tipliraçii.t> de matrius quadradas tem-se n3 multipli<:a.ções indcpcndPntes) Esse tipo d<• 
aplicação" rnurto bem explorado pel<>s compiladores paraldizadores ou vet.orizad<>res. Ern O>l-
tros casos onde o paralelismo é menos estruturado, é difícil identificar os trechos de programa 
que pudr·m ser executados concorrerltPmPnte (por exemplo, na decnmposiçâo LC)[An· 8Sa]. 
Nt·ssas aplinoçõ~s a responsabilidade de identificação do paralelismo fica totalmPnte ao <'!l-
cargo do programador, pois o compilador não é capaz de fazê-la automat-inom<:n~e-
20 
Os algoritmO<! expressos matematicarnente muitas vezes são abundantemente paralelos. 
Entretanto, quando codificados para uma linguagem imperativa, todo paralelismo é perdido, 
além da perda potencial da correção do algor_itrno. Então o programador (ou 0 compilador) 
reintroduz o paralelismo no programa usando &S construções paralelas. 
Uma abordagem alternativa para a progra.ma.ção paralela é proposta pelo ambiente de 
!luxo de dados de Manchester. O programador especifica um algoritmo em SISAL, uma 
linguagem funcional de atribuição única.. Não existe a codificação explícita do paralelismo; ele 
estâ implícito na semântica opera.cional do sistema, não obscurecendo u paralelismo conceitual 
do algoritmo. 
O paralelismo do progra..>na é automaticamente extraído pelo compilador, enquanto o 
ambiente de execução é responsh·el pela distribuição de tarefas e gerenciamento de recursos. 
Um programa é traduzido para um grafo de Buxo de dados, onde a.s instruçÕes designam 
diretamente seus sucessores, especificando uma ordem parcial da.s i11struções e as dependências 
de dados entre elas. Como não existem anti-dependência.s1, a tra.duçãc. SISAL ,_. Grafo de 
Fluxo de Dados é relativamente oatural. 
3.1 Linguagens Imperativas x Linguagens Funcionais 
M linguagens imperati•·as ou orientadas para comandos estão fortemente ligadas às arquite-
turas convencionais. A progra.maçãc. de uma linguagem imperativa é baseada na computa.çãc. 
repetitiva e seqüencial de va.lores que são armarenados em memória, onde são posteriormente 
alteradus. O nível de detalhe com que o programador deve se preocupar é grande, sendo que 
o ideal almejado é justamente esconder detalhes de ~hardware" na programação de alto nível. 
Um bom exemplo dessa tentativa é o uso de expressões no lugar de comandos. As ex-
pressões removem o conceito de uma varihel estar associada a uma posiçii.o de memória e 
ser atuali~ada a cada estado da computação. Por exemplo, o comando condicional: 
if :r> y 
then mar:= r 
else ma.:r := y 
pode ser substituído pela seguinte e;~;pressão condicional: 
ma:.: := if :r > y 
then r 
'Suponha uma v:u-i:ivel :.:, previamente deli.nida, uada por uma operação A, e que em oegnida é a.ltera.da 
por uma operaçio B. "'"""' c,..o, a operação A deve oempre oer exe-cnt..da <Lnl., da operação B, c""o contrário, 
um reoult..do incorreto pode ... ger<ldo pelo programa.. 
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As linguagens funcionais ou aplicati>"a.s são baseadas em expressões ao invf>s de comand(>S 
usados nas linguagens imperati.-as. Os Yalores resultantes das avaliações das e.xpressôes são 
simplesmente produzido,; pela aplicação de uma função e passados para outras funções. Além 
disso, a.s funções tém os mesmos direitos dos outros tipos cle dados, isto ê, podem ser pas-
sadas remo argumentos ou retornadas como resultado dp outras funções. As linguagens que 
possu~m PSSa propriedade são chamadas de alta ordem. Exemplos de linguagens funcionais 
sào Lísp Puro\kC 73]. FP."Bac 78:, ;>AsL:Tur i9; e LucidíAsh 7í! !Wad 8::.:. 
As lmguagens funcionais são ~s~encialmente caracteri~adas por ·a~resenu.·r<'m forma.< jtHt-
cionais !Mei ss; !Ghc 87). que são mE"canismos que permitem definir funções em t~rmos d<> 
outras funçÔPs. lim exemplo de forma funcional i> a composição de funções da matemática. 
Por outro lado. o maior problema assoeiado às lingu"gens imperat.1Yas (. pro\"avelmente a 
dificuldade erl\"olvida na correçào de programas. pois o estado da computação é det.erminado 
pelo cont-eúdo das posições de memória em <:ada instante da execução. Alem disso, as lingua-
gens imp~rati,·as apresent.am au~<ência de transparéncia refc,..,ncial L m sistema <i dito s~r 
transparent~ r~f~r~n~ia!mentP. SP o si gnifi~ado do todo pode ser determinado unicarrwme p<'lo 
significado das parte~. Todas as cxpr(>S'õões matemáticas sào transparentes referPncialmente. 
I\ a expressão mat.emáti<"a 
f(x) ~ g(x)-" g(;r) + }(:.:) 
f pod~C ser substilllido por fr. se ela prôduzir os mesmos valores de f. Em uma linguagem 
imperati~·a típica, como Pa.~cal. essa propri<'dade niio é- garantida porqup f ou 9 pod~rn mudar 
os valores de seus parâmetros d<.'" entrada (p«ssagem por referi-una) ou alterar uma ~-ariá.-el 
glohal. A passagem de parâmt·tros por referência, as variáveis globais. os mmandos de 
atribuição<' outros mecanismos que causam efeitos colaterais são os principais rPsponsâ~·eis 
pela ;m~ência de transparência referencial das hnguagens imperativas. Essa característica 
dificulta a leitura, modificaçào e pro~·a de correção d~ um programa seqüencial ]Ghe Si]. 
As linguagens imperativas são implementadas eficientemente em máquinas cornencionais, 
pois refletem a estrutura e operações da. arquit.-t.ura de ~on Neumann. Essa influência pode 
ser vista clarament-e no estilo de programação dessas linguagens, como por exemplo, ua 
a.<>&ocia.ção d<' nriá>·eis a posições de memória e na execução S<'qÜencial de comandos. 
As hnguag<'ns funcionais, por outro lado, preservam a transparência refNE-ncial da ma-
l<.'"rnática. e basicamente combinam funçDes para a obtenção de uutras funções mais complexas. 
Elas aparecem um ni~·el acima das impcrati~·as, facilitando a programação em alto nível poio 
.•e pr<><>cnpam co111 o que d~Cve ser fei1.o e não romo isso r f~ito. 
A desYantagem Í> que programas escritos nas linguagens funcionais não rodam tão elici-
entemPnLe nas máquinas con~·cncionais como os programa5 escritos nas linguagens imperati-
v as IBu~ 8"l) :Oid 88'1. Para !<uperar esse problema, no,·as arquiteturas t~m sido projetada.~. 
como por exemplo, fluxo dl' dados "' re-duçãu;\·eg Sõ' 1Wat86), capaz<'s d<' implementar a pro-
gramação funcionalnaturalnlente, 
Como observado nas linguagens imp<>rati\'ILS, a ,.ficii>ncia de uma linguagem é ditada 
pela mâquina. Portanto, ê decisivo projetar uma arquitetura qut> suporte eficientementt> 
uma linguagem. Da mPSma forma, ê- igualmcnt.e import.ante que essa linguagem ofereça 
mecanismos adequados para a p~Õgramaçào em alt.o niveL 
O sucesso de uma linguagem não é só baseado na sua elegância matemática, é uma 
combinação da linguagem com o sistema" ferramelllas qu'-' a suportam. 
3.2 Linguagens de Atribuição Única 
O conceito de atribuição única às variãveis. proposto por Tesler e Enea ]Tes 68] ]Cha 71:. 
impõe que nula variãv,.l recf'ba um únic-.o valor durante a execução de um programa. As 
linguagens de atribuiçâD única: sào consideradas um subconjunto das linguagens purameme 
funcionai~ ou s~rn atribuição3 , pois a restrição de uma única atribuiçiio a cada variável pod!! 
ser con,;idt>rada romo sua definiçào. 
A caractf'ríst.ira bisira das linguag~n~ d~ atribuição única é a inexistência de t-feitos 
colaterais. \'ari<iveis globais e conceito de estado_ As dependi'neias entre as \'ariá.veis são 
facilrn<·nte determinada• ern Lt-mpo de compilação, pois não exist.em anti"dependências. Além 
disso. a~ linguagens de atribuiçao única não têm o concPito de execução seqÜencial e d .. 
comandos d~ wntrul~ explicit.o. r o mo por exemplo. o GOTO. facilitando muito a programação 
d .. máquinas paralela.~ Ac-k 82:'Her 87' Exemplos dt- linguagens dPatribuição única são: VAL 
:Den 74 .. IDiAn· 88a' e SISAL!Gur 86: .. 
Opiniôes d"·ergentes!G aj 8:!: sustentam quf' embora a St>mimtica funcional e a inexistência 
de efeitos colaterais sejam propriedades que facilitam a programação das máquinas paralelas 
em alto nÍ\'el, um compilador bem projHado de uma linguagem imperat.i•·a poderosa permite 
a mesma expluraçi<o d .. paralelismo. 
!'\em toda.• as linguagens de atribuição únka são puramente funcionais, pois permitt"m 
consL<Uçôes que manipulam a ~reatribuição de •·ariãveis~ em casos especiais (como por ext'm-
plo, na iteração simples) e construções paralelas explicitas (como por exemplo, a construção 
FORALL). Além dis..<;O, as linguagens puramente funcionais são mais poderosas que as d,. 
atribuiçào única, pois permit.f'm funções de alta ord,.m, forma.~ funcionais e tipos abstratos 
de dados!Gur 86). 
EntrHant.o. a inefioéuria da Írnplement.ação das linguagens puramente funcionais ainda 
não foi superada, principalment.e no que se diz respeito ao núm~ro excessivo de cópias 
'--,i,.~le- ao~i~""'""' ]'"'g""S""" 
c"z~,-.;-.-.,,ignment bngu.,~e•" 
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d~ est.ruturas;Gur 86]. Por outro ladn, u compromis.~o fi'JJ\rP a abstração desejada na pro-
gramação de alto ni,·el r a eficiência da implPnwut.açào da linguagem pode ser encout.rado 
nas linguagens de atribuição única. 
3.3 Escolha de urna Linguagem de A1to Nível para i\-1FDM 
A comparação entrfi' as propri..dadf'< da• linguagens imprrat.i•·a.~. d~ atribuição única e fun-
cionais foi objet.o de inúmeros t•abalhos:;Ack 82LGaj 82;1!Ken 84·. A partir dai, pode-w reco-
nhec""r as propriedadr.; mais desejáveis numa linguagem de aho nÍV<>I para a programação de 
máquinas paralelas: 
• aus(.ncia d<> efeit.os colaterais 
• localidade d<i' efeitos 
• isolamento do programador dc•s detalhes de mãquina 
• ausência d .. atribuição ou atribuição única à.• ,·ariá~·eis 
• ausência de construções de controle eO\plicito como o G OTO. 
• transparê-ncia referencial 
• paralelismo implícito na semântica operacional 
As •·ant.agens dessas propriedad<>s para o processam~nto paralelo são claras: 
• a d<>t-e<:çâo do paralelismo torna-s~ fácil devido à ausência de efeitos cola! erais. nào Sl.'ndo 
necessária uma anãlise complexa dos dados para garantir a correção do programa. 
,. oi imizaçô~s. como eliminação de sub-eO\pressões comun~, são facilmente impkmentadao;. 
a.' operações não sâo necessariamente eO\erutadas na ordem em que apar~cem no pro-
gram~, poi~ cada uma está disponível a partir do momento que iodos os SI.'US dados 
1\SLejam definidos, permitindo a."l>im um alt.o grau d~ li'Xploração de paralelismo. 
• funçôcs são implem!'ntada.s romo funçÔt"o \'erdadeiras. não existindo efeitos colaterais. 
Os parám<>trns ~ão pa."Sados por ,-alor <' não exislli' maJs o conreito de variá,·el global. 
• wdas as informa.ções niT<'SS<iria• para a ex<'Cução de um programa são enwntrad<>S no 
grafu. que(. na l'erdade o código d<· haix" ninl da máquina. Não exist.c mai~ o ronrE'it.o 
d,. objetos residindo em memória sendo ali Nados e lido;; com o decorrer do programa 
por várias partf'S da comput.açim_ 
:!·1 
Tendo em vista o compromisso entre o nível de abstração oferecido pela linguagem e 
sua implementação eficiente, o grupo de Fluxo de Dados de Manchester optou pelo desen-
volvimento de uma linguagem de alto nh·eJ._de atribuição única e niio puramente funcional 
chamada SISAL. Ela combina as melhores características das linguagens previamente im-
plementadas em outras arquiteturas de Buxo de dados, t&is como VAL[Den 74) [McG 82] 
[Den 85cj, MAD[Bow 81], ID[Arv 78) [Nik 88) e LAPSE[Gur 78]. 
SISAL foi desenvolvida numa eolaboração entre Universidade do Colorado, Digital Equip-
ment Corporation (DEC), L&wreDce Livermore National Laboratory (LLNL) e Universidade 
de Manchester, que juntos também deli.niram um formato intermediário grá.fico e indepen-
dente de máquina chamado IFI. SISAL foi implementada em out.ras mâquinas além da 
MFDM, como por exemplo, CRAY X-MP, Se-quent Balance e Multiprocessador VAX M-31 
[Lee 88] [Old 88]. 
As tentativas pata implementar linguagens puramente funcionais na MFDM, como por 
exemplo, LUCID e SASL, demonstraram que!Gur 85b]: 
L a avaliação dirigida totalme!ltepela dispollibilidade de dados não é o modo mais eficiente 
de implementar "" lin~r~age!ls purameDt.e funcionais, embora permita explorar uma 
quantidade considenhel de paralelismofBus 79]. 
2. funções de alta ordem não são facilmente implementâveis. 
Por outro la.do o grupo do MJT opt-ou pela escolha da linguagem de alto nível ID, IrviDe 
Datallow, também de atribuiçio única e não puramente funcional, mas com construções mais 
poderosas. As principais diferenças entre SISAL e ID sã.o[Arv 88b]: 
• SISAL omite funções de a..lta ordem, enquanto ID pennite que elas sejam passadas como 
paràmetros. 
• A implementação atual de SISAL têm semântica estrita4 pata estruturas e não-estritas 
para funções. ID emprega semântica não-estrita para ambas, permitindo um maior grau 
de paralelismo a ser e:xplora.do. Por outro lado, a implementação é bem mais eomple:xa. 
• As estruturas em SISAL sã.o puramente funcionais. É possível definir-se monolítica-
mente as estruturas usando-se a con.struçã.o "forall" {veja próxima seção). No entanto, 
a operação de modi.ficaç.âo de uma estrutnra é incrementai, produzindo-se conceitual-
mente uma nova estrutura. Em contraste, a.s estruturas em ID niio são modificadas 
através de operadoreg monoliticos ("comprehension~), possibilitando a exploração de 
localidade de dados pela arquitetura. 
'mecani•mo que reqner \odoo o• olewenk>l da .. trntnn pre&entes pu-a qtte ela oeja manipulada 
•mecani•mo qne não reqner a avaliação de \odoo oo &Tgllmeat.oo da fnnção para que >eu corpo oej"" avaliado 
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• Ambas as linguagem;siioesláticas e wrn sist.ema forle de tipos, mas os tipo~ em SI SAL 
são monomórfitos, ~nq11amo que em ID são polimórficos. 
Sem dúvida a t.endencia f a adoçâ.o d~ um Pst.ilo de programação funcional. distantiando-
se o máximo possível das linguagens imperati•·a.s convencionais. No entanto, as linguagens 
puramente funcionais de alta ord~m sào mais dif1ceis de serem implementadas. Com a escolha 
de SI SAL perderam-se c:onstrUÇÔe!' pod~rusas da álgebra funcional. em favor da efici<'ncia e 
simplicidad~. 
3.4 SISAL 
SISAL (Streams and hPration in a Smgle Assignmenl Language) é uma linguagem d<· 
alt.o JJÍ\"el, de a!-ribuiçâo única e não puramente funcional,McG 84]. Sua semântica é df-
tennini.tica" apresent.ando um enorme potencial d<e paralelismo. Programa.~ em S!SAL são 
cumpiladM para u form>~l.u Ülll'rrnediáriu gni.ficu e independente de máquina chawado !FI. 
l':.s~P forma1.0;. PTJl>.o traduzido para grafos dP Huxo de dados por um ~istema de compilaçât>. 
Finalment.e, os grafos silo executados diretamente na MFDM, uma máquina dirigida p<>los 
dados. 
lJm programa SlS:\L manipula d"'finiçõe.s de dados e seus usos. Um dado pode ser uma 
con>tante 011 uma variável a.<sociada ao resultado da avaliação de alguma expressão. 
Os comandos das linguagens imp~rativas são subs~1tuídos em SI SAL por ~:rpres.<Õn. Uma 
expressão pod~ retornar um ou mais resultados, mas cada urn deve estar ass-ociado a uma 
\"ariável diferem e_ .11, ord<'m de a\·aliaçâ; das sub-cxpr'i'SSÕes é irreiHante, e não altera o 
resultado final. poio a S<'rllii.ntica da linguagem é funcional. Logo, todas as sub-expres.~Õ<">< 
pod~m ser avaliadas ~m paralelo. O JHÍmero de resultados produzidos por uma exprPosâo é 
definido com sendo sua aridaár7 ~Gur 86:. 
As exprffiWPs p(><lem S!'r simpl~s ou rompMt.as (condicionais. it<'rati>·as e outras)_ Ela5 
podem S<'r encaixadas li>r~mente. desdr qll<' a ar"1dade <'os tiprn< de seus resultados S<-j-am 
rompatÍ\"\•is corn o conte.Ho. As expres"ô~s podem 11inda ser compost.a.s por chamadas d~ 
função. Funçõ.-s são liH<>S d .. efeitos colaterais, assim corno o resto da linguagem, e são 
implem~nt11da.~ como funçõ<>s vndadPiras n<> sentido mat.~rnâtico. t~l,., ti>m ace!'so somrn!P 
aos seus argumentos de entrada disponíHis atran>s d., passagem por valor e às chamad<l.S 
de uutras funçÜ(•S. \"âo é permitido passar funçÕes tonlO argumento ou rel.orn:i-las ramo 
result.ado. 
Pela regra de at.ribuição única, nenhuma variável pode ser redefinida. Assim, t.odos o• 
usos de tona dada variá,·el nas expressões referem-se ao mesmo valor. Além disso, a ordem d~ 
<"doi ermini~!i<" 
'"~ri!y" 
execução de um programa SISAL é determin.W.a unicamente pela disponibilidade de dados 
usado~ na avaliaçã.o das expressões. 
3.4.1 Tipos de Dados 
SJSAL é uma linguagem onde o sistema de tipos é forte8 (não pode ser corrompido pelo 
programador) e monomórfico, isto ,;, não se pode escrever um procedimento genérico que, 
por exemplo, some variáveis de qualquer tipo. No entant-o, os tipos não precisam ser explici-
tamente declarados onde eles possam ser deduridos em tempo de compilação. SISAL utiliza 
equivalência est!"lltural e nenhuma conversão automática de tipos. 
3.4.1.1 Tipos Simples 
Os tipos escalares em SISAL são: ~oolean, in!egH, real, double-nal, charader e nu//. As 
variáveis são declaradas como nas linguagens imperativas tradicionais, como Pa.s.::al, por 
exemplo. Uma variável pode ser declarada dentro da sua própria definição, por exemplo: 
wâght: real:= (4.0 * mid + hi)/6.0 
Quando necessária, a conversão de tipos deve s.er feita explicitamente: 
stcp := rangejinteger(weight) 
3.4.1.2 Tipos Estruturados 
Os tipos estruturados em SISAL são array. ruord, slreom e union9. 
(a) Array 
Os anays são decla..ados do seguinte modo: 
type areal = array [real) 
type aareal = array [areal) 
O identificador entre colchetes define o tipo dos componentes do array e não o tipo dos 
índices, que sempre são inteiros. Os IirWtes para os índices são dinâmicos e a criação, 
manipulação e modificação de arrays são feitas atravês de operações pré-definidas na 
linguagem, como por exemplo. array .creation e array .select. 
'"otrongly typed• 
0 0ptou-~e pel" UM doo termos em ingli;o, poio \odaJ ten\ati""-' d< trad~çiio comprometeram a Bemãntica 
{'tiginal. 
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(b) Record 
A declaração de um retord é usual: 
type complex = record[ re, im : real] 
A linguagem oferece operações par& criação, seleção e modificação de campos. 
(c) Stream 
O tipo stream é urna lista de valores de tipo arbitrário. Pcxie--se ter acesso a seus 
elementos somente na forma seqüencial através de operações como first (devolve a 
cabeça da lista) e res! (devolve a cauda da lista). A declaração de slream.s é semelhante 
à de arrays. 
(d) Union 
O tipo union é um conjunto de tipos alternativos, cada um deles associado a uma 
marca10, A definição e criação de um tipo union, e o teste da marca são exemplifica.doo 
abaixo: 
type operand = union I int..op : integer; 
real..op: real; 
dble..op: double..real] 
opl := union operand I inLop : 8); 
tesLfor .real:= is real..op (opl); 
Um tipo union pode ser usado para construir um tipo enumerado, onde cada nome de 
marca representa um valor escalar. Nesse caso, o tipo associado a cada marca é o null, 
e pode ser omitido. Por exemplo: 
type move= union [ Lleft, RRight, UUp, DDown J 
Estruturas recursivas, como listas e á.rvores, são representadas através de unions, pois 
não existe um tipo pointu em SISAL. Considere a seguinte definição de árvore binária 
em Pascal: 
'""tag name~ 
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3.4.2 
type tr<'<'ptr = 1 ~ree; 
~ree -- r!"cord 
end 
Element ; data; 
Left, 
Right ; tre<>ptr 
~:m SJSAL. a mP~ma est.rutura st'ria d!"finida como: 
typc ttr<><> = uniou i Empt.y, 
Full; T(>Cord Element data: 
Ll<.ft. 
Rri~hl tlrf'P 
C ma lista <'Ill SJS;\1, pode ~er declarada como: 
1i~t tmiou Empty; 
Elf'ment rccord; Value · data; 
'\ext list 
Estntturas de Progratna 
A exprt's~ão mais Simples <'m SIS;!,L f. a atribuiç"-o (ou definição) df' \:ariá,·eis, por exemplo: 
nsult!, resul!!! :ooo crprl, <Ipr2: 
A~ otHril-~ estruturas de programa em SlSAL incluem: expn·s~iio composta (lei}. c-oHdici-
unal. d<> sPleção (!agc"-u), ilcra~i,-a (for inilial) e paralela (fora/f). além de funçi'w. 
3.4.2.1 Expressão Composta 
O objetivo de uma expressão composta é introduzir e definir vanáveJs que são usa.das na 
a\·aliação de uma expressão d<"nt rodo escopo definido pela ~xpressào composta. As ,·ariáv~is 
Uefimdas no bloco não estão disponíveis fora df'le. 
O exemplo seguinte calcula as raízes de um<! equação d~ segundo grau: 
ddta := b~b- -1.0• a • c; 
rool := S<]rt(deii<J): 
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two_a := 2.0 *a; 
in 
( -b--'-- raol)/two_a, 
(- b- rool)/two.a 
end let: 
A ordem de avaliação das expressões é determinada somente pela dependência de dados. 
l\<'SSE' exemplo a a,·a!iaçãode lwo_a pode ocorrer ou não em paralelo com a avaliaçi'w de de/i"-, 
mas nunca a a,·aliação de root precedeni a de del/a. 
O eS<"opo de cada ,-ariável dcfi.nid" num bloco 1et é o bloco i11teiro, t·He\o a \'arÍ3\el que 
~eja re<:l<'darada dentro de uma expressâo mais interna. Evitam-se referências e cirtularidaJe~. 
proibindo-~e que uma ,·ariável seja usada antes de sua definição e que seja df'<'larada mais de 
uma vez num bloco. !'\o exemplo anterior. uma referência a rool na definição de drlto i- ilegal 
porque, embora rool possua o mesmo escopo, a definição de de/i a prf>Cede a de root. 
3.4.2.2 Expressão Condicional 
A expressão condicional i!- usada para selecionar uma entre várias expr<""'~Ôes, Im•dJanle um 
tes~e booleano. Por exemplo: 
maximum, rninimum ;= if X> y 
then x, y 
f'lse y, :~: 
end if; 
Para que uma expressão condicional sempre possa devoh·er um valor. o ramo else de1·e 
n<'cessariament<> existir. 
A lmguagem também permitR o encadeamenLo de expr,..,sões condicionais. como no exem-
plo abaixo·. 
res11/l ""' if op_ch = "--;--" 
then argl + arg2 
elseif op_ch = ";" 
l'Dd if 
tbo>n "-'9 I ~ arg2 
elseif op_ch = "-" 
then arg l - arg2 
else error ir('"al) 
3.4.2.3 Expressão de Sel~i;àO 
Essa expressão seleciona uma expressào entre várl3$, dependendo do valor da marca de uma 
variável do tipo union. Por exemplo: 
type operador= unionl Soma, Mult, Sub~ ,, 
op : operador:= Get-Op~ra.dor; 
Res.op := tagcasc op 
tag Sorna: argl.;. argZ 
fng ~1ult · argl * arg2 
othervdse error[real] 
cud tagcase; 
A expressão de >wleção tamb~m é usada para o acesso aos nJores d~ uma ''ariávli'l do tlpo 
unw•'- ;\~s!P caso, uma nova variável~ introduzida no cabeçalho da expressão de seleção, 
por exemplo: 
typE' operand union I inLop: integer; 
real.op : real; 
posint..op integer ); 
:r:= union opPrand i inLop. 8); 
log_x :=- t.agcnse x.val :=r 
tag int._op, posint op log(rl'al(:r_t·al)) 
tag r<'aLop log(x_val) 
otherwisl' · rrrori real i 
<>nd tagcas<> 
.'\ ,·ariável :r. t•al é usada dentro do corpo da expressao de R!'l<'ção conteudo o •·alar da 
\'llrÍ<Í.\•cl :r. 
3.4.2.4 Expressão Iterativa ('"for initial'") 
SISAL permite expressar iterações explícitas, ao contrário das linguagens funcionais padrão 
que permitem ap<mas recursâo. A expressão iterati,·a repr<>Senta as dependi>ncias de dadu;; 
exislente" entre dois ciclos subuqii~nl~s e o teste da sua condição de término. ;-.;o entanto, 
embora a ex pressão seja seqüencial, isto não implica que tudo será completamente seriali~ado. 
No\'arnente, a ordem de execução será d!'terminada sornen\.e pela dependência de dados. O 
exemplo abaixo calcula a rai~ quadrada de uma •·ariável x usando o método de Newl.on-
Raphson (toiHtmcc ~previamente declarada): 
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~qrl.x .- for initial 
rsl := 0.5~ x 
repcat 
est := 0.5 * (old esl + :r/old esl); 
diff'= abs(c~l • esf- :r) 
until di/f<. to/ern.,re 
refurns 
value of esl 
end for 
O escopo de uma variável definida num nh·el mais externo é conhKido dentro do corpo 
da iteração, a menos que seja redeclarada dentro dele. A par! e inicial da exprli'Ssâo ilerati•·a 
define o.s valores iniciais das "arião:eis de laço11 . O corpo da it eraçâo é execU1.ado a c:ada passo, 
gNando-se novos valores para essas -.ariá•·eis. Pode-se definir ,-ariáveis locai~ ao corpo, como 
pm exemplo a variá~el diff. O teste de término é seguido pli'la clá.usula uturns. qm· d~termina 
0 rcsul~ado a ser gerado ao final da ex"<"ução. V alue af indica qu~ o ,-alor final da ntriávE"] 
esl deve ser retornado como resultado da it~ração. 
A parte inicial da expressão iterativa é considerada o primeiro ciclo da il~ração. !\uma 
iteração em SlSAL tem-se somente o.s •·alares das va.riliveis de lar" do cido imfdia!amrnlt 
anterior. O acesso à essas variá•·eis é indicado através da cláusula old. l;ma variátotl de 
laça s~m 0 prefixo old refere-se ao ''alar definido no ciclo corrente. \'ariáv!'is !orais do ciclo 
an!erior nunca são act"SSiveis. Todas as variá,·eis de laço devem ser definidas. e 'i'Omente ~las 
podem ser rNornadas ao final da iteração. 
S!' 0 t""te de término está anl<'s do corpo da iteração, o corpo pode ~er executado Z<'to 
ou mais wzffi (pqui•·alli'nt~ à mnst.rnção u·hih da.~ linguagens *'jiienciais). 
r ma expressão iteraliva ou paralela pode definir na cláusula rdurm uma lista de result-a-
dos a ser<'m retornados no final da iteração. Para propós1t.o de definiçào semântica, supõe-se 
que toda• variáveis da iteração sejam avaliadas em cada ciclo da it<>ração. Ao final da il~raçâo, 
cada •·ariávcl t.em associada a ela uma seqiiência de •·alore.s. E:xistem três mE'<'anismas que 
mampulam e!'-~a seqüência para a construção do resultado final: tJaluc af, array of ~ ~/nam 
o f 
A rray o f reto r na os elemeut.os da seqiiência na forma de array. Enquanto s!ream o f retorna 
00 elementos na forma de stream. Valu~ a f pode ser acompanhado por cperadoi'<'S de r!'dução. 
)'\este caso, a scqiiência será rornbinada usando-se o operador escolhido dP fonn~ ~ produzir 
um único resultado. Os operadores de redução são descritos na tabela 3.1. 
Os operadores de redução podem ainda ser pt('Cii'didos por prefixos qu~ dPfin~rn a ord~m 
da operação de redução. O prefixo ltft requer que os \'alore5 sdam usados na ordem em q>lli' 
foram produzidos pela iteração, isto é, da esquerda para direita. O prefixo right usa oo; \'alore.(' 
i Opna~':!~!-eduf~~--Optro.râo 
I 
sum I soma dos valores 
product ' produ~o dos •·alort"s 
greates\ valor máximo 
i least valor miuimu 
=-~>:_t:_na~-~--=-----==· i_concatenação d~_arrays i 
Taht")a 3.1: Tabela dos Operadore< de Redução SJSAL 
produzidos da direita para t"squerda. O prefixo In• força a redução ser reali~ada usando a 
f'slrutura de .-inore binária. 
O e~emplu seguinte cakula a área da integral de f(x) en~re low~r e upper usando o metodo 
do trapéY.io. O iJICrcmt·utu /,i: previamente Jefit1idu. A área calculada e us valun.,; máximo 
e mínimo df" f(r) sdo d~volvidos pelas variáv~>is tire a, maz-f e min-/, rf'SpPCtivamenl.e. 
<>'W, mar-f, min_f :=o for initial 
z := lott•~r; 
J_z_ :=f {lowu); 
GtiO := Ü.Ü; 
while :r< upper 
re-peat 
:r:c:o-oldr--,-h; 
f_:r :=f (z): 
aua .'--' 0.5• (old }...I-i- J_:r)• h 
re-tnrns 
e>ud for 
valul' o f SUID on a 
valul' of gre-atest f_:r 
va]u._, of le-ast f_r 
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3.4.2.5 Expressão Paralela (;.forall-) 
Em muitos algoril mos iterativos niic existe d<O'pendencia de dados entre os ciclos fi'. portanto, 
é possi1·el exoc.utá-los r.oncorrenl<O'mente. A expressão paralela ("forall") trata esst>s casos. 
no qu1· Sfi' refen· principalmenl-<0' a estrutura~. Por ~xemplo, o programa que calcula ~ ár1·a 
da integral de f(r) pode se-r reprogramado (supõe--se que o número de intervalos 1-~nha sido 
pr<-vJament.e calculado e seja tPpresentadu P"la variável ;,>.lert•a.ls e qut> as \'ariiÍ.n·is lower '-'h 
são previamente d•cc::laradas): 
orea., ma:r:.f. mi11 f.- for i in 1, inlnt•als 
r:o= 'iowu..,- ;, h: 
f r. h·= j(I· h}; 
f r := f (rj: 
arca:= 0.5' (j...I.h +f-r)' h 
ret>1rns 
<.'nd for 
valu<O' of sutn orra 
value- of greatest j...:z 
value- of least j_z 
OhsPrve qu~ a part-e inicial e o tes\.t' de término da expressão iteral-iva são suhniLuidos 
pela expressão in, qu<O' gera todas ,-alor..s assumidos por i durante a it..ra<;ão, permitindo 
a eXt>cuçâo paralela dO$ cidos da iter,.ção__. O incremenl-o de i para a express~o P"ralela,:, 
sempre J. 
A exprPssão para],.]a P romumentt• usada na manipulação" ronsuuçâo d~ array> ~ Elrcams. 
O exemplo abaixo calcula a matriz resultanJl' C do produto ent.r<O' duas mat.rizt•s A e B. :-..; > 
K, do tipo matrix. 
typ<.' vPctor = array real 
rnatrix = array; H·cwr j: 
A, B. matrix; 
C:•"' 
for 1 in I, ."o' 
R ou• := 
for Jin l, S 
ln"er_l'rodurt := 
for Kinl, N 
P:= A:J,Hi•B!K,J; 
rf'turns valne> of sum P 
I 
end for 
rt'turns array of Jnn.er _product 
t'nd for 
rt'turns array of Row 
end for 
3.4.2.6 Função 
Um programa SISAL é uma coleção de defini~ões de tipos e de funções (não existem definições 
de procedimentos ou de subrotinas). Um programa pode ser distribuído em di-versas unidades 
d( compilaçãrJ (ou módulos). Cada uma delas define explicitamente que funçÕes do seu corpo 
são visíveis em outra!> unidades (uso da cláusula expor!) e que fuoçÕes de outras unidades 
podem ser usadas dentro do seu escopo {cláusula import). 
As funç6es e as unidades de compilação podem conter definições forwari para a mani-
pulação adequada de funções recursi,·as e mutuamente recursivas. 
Como todas as outras coostruç;ões em SISAL, uma chamada de função pode retornar 
um ou mais resultados. Uma função tem acesso somente aos seus argument-OS de entrada, 
sempre passados por valor, e às chamadas de outras funções não exisündo, portanto, efiltos 
colaterais. 
t:m programa em SISAL que calcula a integral de uma função F( :r:} é mostrado a seguir: 
Export Main (Mxx: integer returns real) 
Import DLcos (R : real returns real) 
function F (X· real returns real) 
1.0/Df.cos(X) 
end function 
function Trap (L, R :real) 
(R- L) • (F(L} + F(R)}/2.0 
end function 
function Area (L, R, Est, Mu.; real returns real) 
let 
In 
Mid := (L+ R)/2.0; 
Al := Trap (L, Mid); 
A.!?:= Trap (Mid, R); 
N~west := AI+ A2 
ifabs(E~I- Jlfewest) < M:r:r: 
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then 
New~st 
else 
Area(L,Mid,AI,Mrx}+ Area(Mid,R, A2, Mzx) 
end if 
end let 
end ftwction 
function Maio (Mu: integer returns real) 
Area (0.0, 5.0, I, Mxz) 
end function 
No exemplo, a unidade de compilação define a função Maln que devolve o resulta.do 
do programa, podendo ser usada por outras unidades. A unidade deve importar a função 
DJ.cos, usada para definir a função F. É suposto existir uma unidade de compilação que 
define a função Df_cos. 
3.5 Resumo 
As questões envolvidas na programação em alto nivel das máquinas de fluxo de dados foram 
discutidas. A necessidade de um nível maior de abstração na programação levou !.. adoção de 
um estilo ~funcional" a.o invés de um "imperativo" pelos pesquisadores da área. 
No entanto, a inefici(mcia da implementação das linguagens ditas puramente funcionais 
ainda não foi superada. Considerando o compromisso entre a abstração desejada na pro-
gramação e a efic:iência da implementação da linguagem, o grupo de Manchest~r ~p~ou. p~lo 
desenvolvimento da linguagem de alto nível, não puramente funcional e de atnbUlçao umca 
SI SAL. 
A linguagem SlSAL foi descrita, com ênfase nas estruturas de programa permitidas: 
expressões compostas, conàicionais, de seleção, iterativas e paralelas, além de funções. A 
familiaridade com essas estruturas é necessária para a compreensão da geração de código 
SISAL e das otimizações propostas, objetos de discussão dos próximos capítulos. 
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Capítulo 4 
SISAL na MFDM 
É necessário entender os princípios básicos (e àetalh.,. importames) da implementação das 
estruturas de controle, das expressões aTitméticas e dos operadores d~ redução SJSAL, pois 
o trabalho realizado é baseado na otimização des._«as contm~ões. Detalhes irrelevantes são 
omitidos para ~e oht~r maior clareza do texto e facilidade de leitura. A irnplemE>ntaçãu 
das ""nutura.< dt> dados S!SAL é propositalmente omilida. ~endo tema de estudo de outra 
dt..sertaçào em andamenw;sa 88: 
O rnmpilador ::'I~AL gPra um arquivo de saida no formato iniPrmediário gráfiro IFl A« 
principai~ t"SI nl1ura~ df' ronl rnle SIS:\L {expres~W condkionaL ÍlE'ratinl. paralela e chamada 
de função) são reprl""enl ada~ atra,·~s do~ nó.« eompust<'-" !FI Cada nó composto {, implemen-
tado a~raYés de um ~sqv,mu'. '-1" .. define um padrão d~ tradução assoriado a uma construção 
de alio ni,·eL J-:s.~""' <'S<]UPm<l$ mapPiam as e~trutura_~ de rommlP SlS.-\L para c-ódigo df' 
máquina eXf'<"Ulá\'e] na \lFDM. ;\ qualidadt' do ródJgo gNado depN!dP fundamentalrnen\e 
da efióéncia con~eguida na implf'mt>nt.açia.<> dPSSes .....quemas. 
lim programa SJSAL t>Siá associado a um gnfo de programa g<'rado pelo sistema d<· com-
pila.;ão. Para cada eonjumo de dados df' entrada, um grafo de programa pode ser a.~sociadu 
a um conjunto finito de grafos de exe<:ução, que representam todas as possíveis histórias 
distintas da exe<:ução do grafo de programa. 
Em pmcessamento paralelo, uma hipótese comumente feita para a obtenção do paralelismo 
de um programa é a presença de re<:ursos infinitos, onde a concorrência por recursos int>X iste. 
A partir dessa hipótese é possível Sf' calcular o paralelismo mé.:lio exist!'nte na exf"Cuçâo de 
um programa. 
Supondo-se a existência de r<>CUrsos infinitos na ex,.,uçào de um grafo de programa, obté-m-
se um particular grafo de exKução onde o compriunn!o do caminho critico2 é mínimo. Em 
'•t~onpbt~~ 
'"the len~h <•I the critic"l p.,th-
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outras pala' ras obt.Pm-se um grafo dt• exe<"uçii.o ditado somenle pelas dep~nd.:Ocia~ de dados 
entre as instruções, onde a disputa de recursos inexiste. )';esse caso, todas as instruções habili-
tadas num dE"LE"rminado nível do grafl> são ewcut.adas simultaneamente. Como conseqUêncJa, 
as instruç[,..,s do grafo de programa são sempre executadas o mais cedo possível e o número 
d< ru'vriil do grafo de execução é mínimo. 
~as próximas seções, o sistema de compilação SIS:\L E" o formato int.ermediãrio lfl são 
descriws. Em seguida, os esquemas de tradução das expressões aritméticas, das estruturas 
de controle e dos operadores de redução são apresentados. Todos os grafos de programa e de 
exE-ruçâo d..scritos siio de altura mínima. isto é-. supÔ<'-st- a prest>nça de recursos infinit.os, e 
são gerados pd" sist.ema atual de compilação SJSAL. 
4.1 Sistema de Compilação SISAL 
O sistema de compilação SISAL. esquematizado na figura 4.1, gera código para a ~1FDM e 
é composto pelas s~guintes fases: 
Compilador SI SAL 
O compilador SISAL ,_ IFJ gera um arquivo de saída no formato !FI. uma repre-
sentaçào gráfica e independem~ de máquina usada por todas as implement.açôes SlSAL. 
2. Tradutor IFl 
O tradutor 'I F J (. " r..,;pon~ávd pt·la maior par!<' do 1 rahalho dP wmpilaçà.o. Ele r~cPbP 
um arquivo no formato IFl e gera um grafo num ~<"gundo fnrmat.o int~rmediário dE-no-
minado IDC (lntermPdiat.e Dataflow Code) Sar 85aj. l::ste formatu. espt'dficu para a 
~1FD~I, contém uma mist.ura de nós primotivos e macro--nó;. 
3. Tradutor IDC 
O tradutor lDC re<-E"de um arquivo de entrada no formato lDC. gerando código num 
terceiro formato intermedi:i.rio chamado lGF (lnt.ermediate Graph Format ). Todos oo 
nós lGF são primitivos!Gla 83: e entendidos pelo otimi~ador. 
4. Otimizador 
O papel do otimizador f. muito irnponant.E". sendo responsável pela produção de ródigo 
otimizado. Os formatos mtf'rrn<·diiriüs JF l, IDC e IGF supi>em um número arbitrário 
de ent,-arlas e saídas para os nós. l\o entanto, o número de entradas e saídas dt' um nó 
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Fo:rnato IF1 
AD2lisador 
"' 
Formato IDC 
Trodutor 
'" 
Fo:rn~to ]CF 
Otimizodor 
Crafo de fluxo de dados 
Ligadcr 
Independente 
de Máquina 
Dependente 
de Máquill3 
figura 4.1: Si~tema de Compilaçàu SISAL 
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na MfD~f ~limitado a:!. Assim u olirnizador inser~ IÍ.r\'Ores balanceadas de nô,; DUPt 
ou nós TL'P5 isolados, responsán•is p<'la rPpliraçào explicit.a de fichas. 
5. Ligador 
Por conveniência na compilação, a farilidade da cornpllaçâo separada é ofprecida em 
SISAL, p•nmitindo que um programa seja dividido em diversos módulos. O ligador é 
<·ntã<> re-~ponsán~l pela uniào desses módulos compilados separadamente. A saída do 
l1gadr>r f. en>·iada direLamen1-l' para o simulador. 
6. Simulador 
Existem três simuladores para MFD.\!: SJM, MR e SR. SIM é um simulador não tem-
porizado. ondl' se supÕem a presença de recursos infinitos, isto é. a cada pa!<~O ~,adas as 
instruções habiiHada.~ são selecionadas e executadas. 
MR é um simulador temporizado. implemen~ando uma versão simplificada da 1<-1 1-'D:'I-l 
O mod~Jo d~ simulação empregado(, wntínuo, onde re supõem a cxis1C.ncia de um 
"dnck~ únito no SIStema. CUJO período f, denominado "time step~. 
SR f> um simulador ternporizado. •·quivalente ao MR, com a vantagem da sua estru-
tllra poder""' ah<'rada fMilmcnt.e. Sf'ndo títil para a validação de nm·as alt.eraçi'·e~ da 
arquit••tura. Ao comrãrio do l\IR. seu modelo de simulaçào {,discreto. baseado em 
••·en!M. 
4.1.1 R••snltados d<' Simnlaç.<io , 
D('!l\re os muiw~ re~ullados e •·-•talistirl<-~ produzidos pelo simulador ~f R. os n1ais importam c~ 
para a avallaçãn do rOdigo g<'<ado a partir dP um programa SISAL são: 
Z. :\úmPro Total d<' lnslruçÔ<'S Eu'<'ul.adas (SJ) 
3. Comprimento do Caminho Crítiw (S=) 
4. Paraleli~mo MPdio (11 = SJ/500 ) 
O tempo de ext>cução de urn programa no simulador MR é dado pelo nÚm<'TO dt- "tmw 
steps~ gasto na sua simulação. 
Dado um grafo de programa, define-se St como sendo o número de passos ex<><:Utadm S<' 
k processador~ ideais fossem utilizados. Considerando como exemplo a figura L~. obt.érn"s~ 
os resultados 5 1=10, Sz'=5, S3=4 e Sk=3 para k >= 4. 
'"dllplk,«k·r" 
'· "replic"<l'''" 
a real j a imag r b ,-eal l b imag .T 
I Duphcate I I Duplicate I I Dupllcatt' I J Dupllcate I 
l -----
l 
I . I I I I I I . I 
~ ~ ~ I í 
- I I • I 
l - 1 
cmult real c11111lt.i~.ag 
Figura ~.2: Multiplicação de Complexos 
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O valor máximo e o mínimo de S, são resp!"ctivamenle definidos ç_omo: 
• S1 ~ núm!"ro d!" pa.s«as OP("es..~ãrios dispondo-se de um processador ap!"nas. E igual ao 
número t.otal de instruções executadas. 
• S 00 '-'- nÚrn<"ro de pasws ll<"Cessários se todas as instruções habilitadas fos..""'m proressa-
da.'< a cada passu. lst.o implica na disponibilidade de um número arbitrariamente grande 
de processadores disponívPis a cada pa!lso, <" forn..._..r o romprimento do caminho critiro 
do grafo. ist.o P, a. altura mínima. do grafo de ext"<""ução_ 
O paralelismo médio Pi dr um grafo equivale ao nUmero mé-dio de nós ~xistente Pm cada 
ní,·el de- um grafo de e-xe-cução de altura mínima, oncl~C se supõem a existi-ncia de recursos 
infinitos, ou seja 
n 
s, 
S~ 
4.2 Formato Intermediário IFl 
!FI ~a forma imcrmediâria d!" alto nível usada por todas implementaç&-5 de SlSAL. É urna 
"linguagem dr grafo$ com hJcrarq,áa"6. qu~ descre•·e os grafos d~ fluxo de dados produzidos 
pela., funções SISAL. 
Os nós !FI são classificados em s;mplfs e rompo8los. Os IJÓ!< simples rt>presentam os 
clt>menlos básiros da computação, enquanto que os nó~ compostos re-pn·~entam as expn-ssôes 
estruturad1l.S SI SAL. Cada nó Ifl tem poftas de entrada e dP saída para onde os dados são 
""' iados. Ca.!a are;ta ronec-ta uma porta de saída dP um nó a uma poria de .. mrada d., 
outro nó. Os valores constantes {literais) são repres~ntd.dr>S por um tipn espec-ial de arest.a 
denominada ar~sto /iterol, cuja. origem não rcsid~ num nó e produz se-mpre um na->Sruo valor 
pr~-ddinido. 
l:m grafo IF I enrapsula um bloco de computação, como por e~(.'"mplo, uma funçiio SlS:\L, 
podendo ser classificado como um grafo d~ j"IJ.nçíi.o ou um .subgrafo de um nó compO$lO. 
O grafo de função é o mais alto nivel da hierarquia, podendo ser formado por ,·ário~ nós 
~ompostos, que por sua vez também podcm ser formados por outros nós compnstos. e a.~sim 
suct>ssivamen!.e, estabelecendo-se uma hierarquia de grafos. 
Embora existam similarldadt>S entre os grafos IFI e os grafo;; de /:luxo de dados exPCutáw·is 
na \lFDM. a tradução de \FI pa;a grafo de Huxo de dados uão f ime-diata por l'árias razôps 
a sab..r: 
I. ,\1uit.os nós têm suas entradas e saídas com tipos arbitrariamente complexos. Assim, 
uma aresta lF l pode ('guivaler a várias arestas no grafo de- fluxo d~ dados. 
·12 
2. f~m lfl não existem n<'>s d~ controle explícito, poi5 ~odas 11.5 informaçô~s de- controle 
estão implícitas na semântica dos grafos. O controle de exocução dt> um subgrafn e 
definido pela semã.mica: de- c11da nó composto e sua tmplementaçãu será dirigida para a 
máquina alvo em questão. Por eJ<emplo, no nó composto )f] E>qUÍvalente à expressão 
iterativa SJSAL, não existe a re-cidagern explícita das variáveis de laço calculadas a 
cada iteração (os grafos !fi são g{'ffipre aríclicos), sendo necessária a implantação de 
código ad.icion"-1 para fazê-la. 
4.2.1 Nós Simples 
Os nós simples !FI repre,;entam o.s elementos básiros da computação, romo por exemplo. os 
operadorES ariunétir(>S e as chamadas d., função_ 1\a função Delta abaixo, 
fnnrtion D~lt.a (A, B, C: real returns real) 
B•B-4•A•C 
l'nd function 
represent.ada pelo Fafo lfl da figura 4.3. os nós TIMES e !<.HNUS são eXPmplos de nó< 
simp)<'s. a..%im como todos os outros op<>rador~~ aritmCticos SISAL. 
l;ma chamada da função Delt.a como 
IHu .,_ Dt·l~a(Al. 81. CJ) 
e re-prt>~E>lltada pelo nó CALL. ilustrado 11a figura ~.4 
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Figura 4.3: Grafu lfl da Função o~lta 
"DELTA" 
~ 
OALL 
AI 111 Ct 
Di se 
Figura 4.4: Grafo lFl d~ uma Chamada da funçW Df'h.a 
.j.j 
' 
Nós Compostos Representação SJSAL 
Select Expressão Condicional 
Tagcase Expressão Seleção 
Forall Expressão Paralela ( "apply-to-all") 
LoopAfter Expressão Iterativa ("Repeat") 
LoopBefore Expressão Iterativa ("While") 
Tabela 4.1: Tabela dos Nós Compostos IFI 
4.2.2 Nós Compostos 
Um nó composto repres1mta uma e>:pressào estruturada SISAL e é formado por subgrafos. 
Cada subgrafo define uma parte de uma e>:pressã.o estruturada SISAL, existindo uma conexão 
impHcita entre as portas dos subgrafos e as portas do nó composto. Um nó composto tem K 
entriJ.d,_., llnmera4as 1, ... , K, e R resultados numerados I, .. ,, R. A!; porta-s são reprewrlta-
das nas figuras por um inteiro seguido de ":". Para cada e>:pressáo estruturada SlSAL e>:iste 
um nó composto correspondeote {Tabela 4.1). 
I. Nó Select 
O nó Sdett, usado para implementar expressões condicionais, tem três subgrafos: Pre-
t!icate, Alternative Tnu e Alternative False. Considere o trecho de programa SlSAL 
abai>:o, cujo código IFl correspondente é ilustrado na figura 4.5: 
Root := if disc ;::: 0.0 
then 
A* B + sqrt(disc) 
else 
0.0 
end if 
Todos os três subgrafos têm os valores de A, B e Disc importados do nó Select obe-
d&endo a ordem de entrada. definida.. O subgra.fo Predicak produz um valor inteiro 
que determina qual das duas alternath·as deve ser escolhida. Esse valor é passado 
implicitamente para os subgrafos Alternative. 
O nó composto Tagcase é similar ao nó Sel~ct, com um subgra.fo para cada ramo da 
expressão de sele~ão. 
Predic~>.te: 
(b) 
,, T düc 
r "" 1 
1 o.o < 
I INT I 
I ' 
(b) Predicate 
' 
• 
Alternative F~>.lse: 
(o) 
'. 
dhe ,, 
Alternative True: 
,,, 
(~>.) Nó SELECT 
'' 
(e) Altern•~ive Falae 
' 
,, 
•SQRT• diac 
• f 
I """ I I'"' I L, r 
I """ I I A•B+aqrt(diae) 
(d) Alternative True 
Figura 4.5: Exemplo do Grafo IFl para. uma E>:presl!ão Condicional 
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2. Nó Forall 
O nó F oral/ representa a expressão paralr!a .51S.-\L 8le l<'m três ~ubgrafos: Gcnnator, 
Hody e Haurns. A expt...:SSão paralela: 
,...~:=for !in I, .'1· 
E1 :.-. A/ Jj;_ 
sqr :=- Ei ~ EJ 
rC>turns 
"\'ahlt' of S\lln .<qr 
C>nd for 
traduzida para o formato !Fi ~ ilustrada pela !ig11ra 4.6. O intPrvalo dP valor .. s d .. 
l. , .'0 assumido pPia ,·ari~,·cl 1 f. gc·rado pelu nó R!I.:"\GE G t::'\ER".TOR pert.enrrnt.e 
ao subgrafo Gtntrotor. Esse ronjuntu de valure>' o'<>nt.ão pa.%adu para u grafo Bod.~ 
lJody é executado uma 1·n para cada <>lemenlo do array .--L produzindo um eonJunt" dP 
valores assumidos pr-la ,-ari~\"P) t<qr_ Es•c conjunto de valor.-s é- em·iado para I> subgrafo 
Hflurns_ 
O operador de reduçào value of sum é repres-entado pelo nó REDCCE, pert.enrenl<' 
ao subgrafo R' /urns. O primriro argummw dt'S."<' nó f. uma cadeia de carartt'res espe--
cific-ando a op<·raçâo a wr usada. o so:gundo argumf'ntO f- o elemento identidade dPs'a 
operação e o tercPiro argumento i! o conjunto df' ,·alores a ser redu~ido. 
3. Nós LoopAfter <' LoopB<>forl' 
A:> expressÕPs itf'rat.i,·as SlSAL são r<'pr<'s~ntadas pE'Ios nó~ Laop.4ft~r ou LoapBeforc 
dPpendendu se- o teste df' término ''l'm df'pois ou anlf~ do corpo. r!'Spertivamente. El,., 
té-m quatro subgrafos: /nil, Tnl. Body (• Htturn.<, 
A expressào Íl<·ralil·a 
ns · for initial 
k I; 
m. initial:\1: 
r<:'JH'at 
~:c-oldk-1!· 
m ::, F (old m}; 
1111tiJ 
J;- hna:r 
r<'lnnu; 
-lÕ 
Generator: Body: lletllri!B: 
(o) 
'' 1 ' 
ll<A."E ' I GENFJlUOR 
1~1 •. 
. ·' 
,, 
(b) Genentor 
I REDUCE 
I,. 
laqr 
I 
lvalo.e of 1: Blllll sqr 
(o) 
1: v alue of ewo aqr 
(a) Nó FOI!AU. 
I 
I 
,, 
' 
(d) Jteturos 
"' 
AELEMENT I 
TIMES I 
4: lsqr 
Figura 4.6: Exemplo do Grafo IFl para uma Expressão Paralela 
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4.3 
value of m 
end for 
{,traduzida para o formato IFI conforrnP a figura 4.i, ond,. as constantes initúLIM" 
kmax são pré-definidas. 
Existem virias dppendf.ncias d .. dados implicitas enln· os quatro subgrafos. Por exem-
plo, as variávt'is de laço k c m dt'H·m st·r rccicladas, cujo~ \'alorcs inióa1s são passados 
para os ~ubgrafos T~sl, BoJy <' Rtturns, e ,-alort's ~l!bs..qlientes são produzidos P"lo 
Body. 
O suhgrafo T•sl dPt-rrmina se a i1eraçâo continua ou não. O subgrafo Return.• {,sem<'-
lhaut!i' ao subgrafo Rflurns do nô composlo Fora!/, sendo que o nó FINAL VALUE iwla 
u úhimo valor do conjun1o recl'bido, implementando o r .. turus va1ue of. 
Tradução IFl - Grafo de Fluxo 
:\!i'sSa -~<>Çâ<>. o~ esquemas de tradução do formato IFI para grafo de fluxo d~ dad<1s da 'v!FD\1 
~âo discutidos. Os grafos de programa apresentados. bem como seus respKtivos grafos de 
execução. são de altura mínima<' <'mprl'gados pelo sistema a1ual d,. compilação SISAL. 
0.< programa.>< SISAL ex~mplific-ados 5à.D mnci~o~ I' generims. d<' tal modo qu<' os grafr>« 
de programa e d,. ~xecuçã.o corr('Spondentl'!' sejam iS<"ntos de detalhes irreiE'''antes para uma 
maior clareza do l<':>.to 
O entf'ndimento d.-sses Psqu.,ma~ i- de ''ital importância para a compr<'<'nsão das oti-
mizações desE"nvohidas no capitulo 5. !'o apéndic., A encontra-se o conjunto reduzido da.' 
instruçO<'s da ~1FO;..t. bem como das romcnçõ<'.s empregadas no texto para a representação 
d(• illS1rUÇÔ<'s,. de lkhas genéricas, com o objetivo de auxiliar o lf'itor não familiarizado. 
4.3.1 Expn:•ssõc-s Aritméticas 
4*.4•C 
P ilustrado na figura 4.8, onde as varia~~is A. lJ,. C,;ão do tipo real e com os valor<•s 1.0. 
:.>.0 I' ;~_0, r<'»Pfftin>.mente_ 
As iustrnçiws SY!'i: (SYNchronizd repre><Pill-am os literais de entrada. ou seja. as variáv,.is 
A. 11 e C. As instruçÕ<:-s \1LH (MuLtiply Reais)<' SBR (SuDtract Reais} realizam respecti-
vament.P as opPraçÔ<.'l< Je uUJitiplic-açiio P de soma de dois reais. 
O cõdigo ~erado pda Hpr<'l<Siu> 
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' l 
i c jc 
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Initial: Te~t: 
{>) ,,, 
valne of m 
hl Nó LOOPAFTER 
i L initial~ 
r NO_ OI' I I NO OP ! 
' 
• 
,, 
' 
(O} Initial 
,. ,, 
'" 
k 
'" 
o 
l T 
I PLUS I I CAtL I 
J ' , I· 
(d) Body 
Body: 
"' 
• 
•• 
lletmns: 
,,, 
1: 
I EQUAL l 
I "" I 
k. I -valor do 
booleano 
teste 
k) Test 
,. 
• 
l FINAL VALUE l 
>I 
va.lue of m 
(e) lteturns 
Figura 4 7: Exemplo do Grafo IFI para uma Expressão 11erati~·a 
Trigger<O,O> Trigger<O,O> 
I: li A 1:12 
' 
1:13 c 
2<0,0> 3<0,0> 
"4.0~ 
I: 16 1:15 
3<0.0> 
12<0,0> 
Figura 4.8: Implemen~ão da Expressão 4 * A* C - B ,.. B 
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é ilustrado na figura ~.9. As insLruçÔ<-s ADl (ADd Int('gers) somam os dois inleiros. 
1\ote que as somas foram feitas se-qiiencia.lment.(' para operadores que apreS?nta.m a me~ma 
prioridade, de!'prezando-se o paral('lismo explorado pela máquina. 
-o 
"-
! 1<0,0> 
l 2<0,0> 
I 3<0.0> 3<0,0> 
l 
1:10r IIAOll 
! 6<0,0> 
l 
:111 NAOI! 
110<0,0> 5<0,0> 
l 
:121 tiADl I 
115<0,0> 6<0,0> 
Figura 4.9: Implementação da EJ.pr<."S..~âo 1 -:! +- 3 + 4 + .') + 6 
4.3.2 Implementação das Estruturas de Controle 
4.3.2.1 Chamada de Função 
A figura 4.10 ilustra o código gerado pela função Delta abaixo: 
function Delta (A: real returns real) 
F(.4.) 
end function 
A instrução GAN (Generate Activation Name) produz um novo e único aom~ de ativação 
para cada chamaàa da fu.nção, gerando um novo processo. Desse modo, cada chamada é 
distingúida através de um nome de ativação Unico, permitindo que o corpo da função seja 
ativado simulta.neamente por mais de uma chamada. Esse conceito de mUltiplas ati,·açÕes 
permite que a re<:ursio seja também implementada. A instrução DUP simplesmente DUPlica 
sua ficha de entrada. SA ... "l" {Set Activation Name) recebe na sua entrada direita uma ficha 
com o novo valor do nom~ de ativaçiia, trocando o nomt rle ativação da ficha da sua entra.da 
esquerda pelo novo. As instruçÕes GANe SAN formam a inler/ace de entrado, especificada 
para cada chamada de uma função. 
As instruções SCD e PRP formam a interface de soíd!> da função, responsável pela recons-
tituição do contexto original da chamada da função. PRP (PR~Pare Access) recebe na sua 
entrada direita a especificação de urn destino {O : 1, L, BY). Esse destino é agregado à ficha 
da sua entrada esquerda, resultando numa ficha do tipo contezto7 {O : l, L, BY, O< OJ()VO,O >) 
enviada para a. entrada direita. do nó SCD (Set Colour and Destination) (1:2). Esse nó então 
restaura o nome de ativação do contexto original da chamada da função (F( I)< 0,0 >)e 
o endereço de retorno desse resultado, enviando-o para a instrução OPT (OutPuT) (0:1), 
responsável por enviar o resultado do programa. para o computador hospedeiro. 
4.3.2.2 Expressão Condicional 
Um exemplo da implementação de uma expressão condicional é ilustrada na figura 4.11, que 
corresponde ao código gerado pelo trecho de programa SISAL abaixo: 
res:=ifk=2 
then F(k) %Ramal 
elseif k = 3 
then G(k) % Ramoe 
elseif k = 4 
then H(.i:) % Rarno9 
7oombinaçio de um destino com um nome de atív..çiio. 
Corpo 
,. 
função 
1:9 A 
1<:novo,O> 
1:11 
0:1 
Trigg,.r<:O,O> 
r-
--- -J 
r-
I 
J 
1' 10 
Int.erfa'e 
•• Entrada 
"0: l,L,BY~ 
O:l,L,BY,O<novo,O> 
lnt'"rface 
,. 
Sai da 
Figura 4.10: Esquema de uma Chamada. de Função 
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el~e l(k) 
end if 
A instrução BRR (BRanch (Repeat) on Boolean) e 11m operador de controle d~ fiuxo. 
Sua entrada direita recebe um valor bool~ano: ge o valor é verdadeiro, a ficha da entrada 
esquerda e em·ia.da para a saída lógica direita: easu contrário e enviada para a saída lógica 
esquerda. !\a ~xpr~ssão condicional as ingtruçôes HRR são usada.s para disparar a.s entradas 
de rada ramo da rxpressão. 
Por exemplo. SUf>Ondo que a comparação -k = z~ ~ lerdadeira. o grafo de e~Pcuçiio gerado 
a partirdo.,qu<·ma da fig>Jra 4.11, é-ilustrado na figura 4.12 . .-\ ('Omparaçãof ef~tuada pela 
instrução Cl::l (ComparE Integer&), que gNa um valor Loul~ann verdadeiro. em·iado para a 
C>lltrada dir~it-a da instrução BRR. Como o valor é wrdadeiro. a instrução BRR envia a ficha 
conteJJdo n ,-alor da variavel k para sua saída direita, ati,·ando-se o grafo da função F(k). 
O grafo de ex!'ruçâo gerado a partir do ("Squema da figura 4.11, supondo qm a rorn. 
paraçâo "k---" ,- e n·rdad~ira, é ilu~trado na figura 4.13. As instruções BRR (1:4} ~ BRR 
( Hl) rt"rci><"nl o \alou·~ boo!~anos fal~o~ uri1Jndns das comparaçZies ~k = T ~ "k- "' T. rt·~­
p~ctivamente. Portanto, a.• saídas e.~querd~ "à.o ativadas. P niio "-" direita.•- Por úhuno. a 
instrução RRR (l-J~} recebe o valor booiPano l'<'rdadeiro na sua entrada direita, gerado pela 
comparação uk :o -t", que envia a r.cha contendo a -.alor da varilive] ~-para sua saída dirl'ita 
, ativando-se o grafo da funcção H(k). 
4.3.2.3 Expr~>ssão d(' Sel('çào 
Uma exprps.•âo de seleção manipula variâ,·eis do tipo .,~;on. que siio repregentadas em utn 
grafo de fluxo de dado~ através de duas fichas: uma carregando o l'alor da ,·ariá,·el e a outra 
sua marca. Cada marc;, do upo unÍo11 ~implementada através de um valor inteiro do in1<:>n·alo 
O. ,k-. 
Supondo a spguinte dPfiniçâo SISAL: 
ty}Je alter ,_ uniou !A . int<"gl!r; B : bool!'an): 
x :,·uuion altl'r :,\ . 8 
a marca A correspond<' ao valor O e a marca B correspond" ao valor ! . .-\ l'ari.:iHI x foi 
definida com a marca A e com valor 8. 
A implementação awal de urua expressào de seleção utiliza um m~canisnlD ron,.encional 
denominado tabela de desvio~. ilustrada na figura .J]4. 
A tabela de desvio ~ implement-ada atra,·ios dP uma cadeia de nós TSD (TeSt. and 
D"cn•nu•nt). O prÍ111eiro nó TSD r~cehe na su~ ('1J1rada a t!lare.a da ~-ariiivel. Se a IWHC<t 
""juhlp t~ble" 
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1:2 
1:3 
' . 
Ral!lol 
1:5 1:6 
1:7 
1:8 
Ril111o2 
" [ ' J 1:10 NDUP 
Ramo3 
u{ ' J ' >{ " J 
F(k>_L ________ ~'~'':'~--------~'c'':·'~----------------~"~''".,_1_ 
Figura 4.11: F.:~qll('lna d~ uma Expr<·ssâo Coudiçional 
i 
( 
( 
( 
r 
' 
! ( 
( 
l 
( 
( 
l 
[ 
l 
l 
l 
l 
l 
l 
l 
l 
' ' 
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Ramo! 
figura 4. 1~: Graf,> de Execução da Expressão Condicional ati,·ando-s!' F'( k) 
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1: 3 k~2 
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1: 11 
FigoJra '1.13: Grafo de Ex~cução da Expre_,_,;io Condicional ath·ando-~e li (k) 
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;. igual a zero, produ:z-se um valor booleano verdadeiro na sua saída esque-rda que ati,·ará o 
pnmeiro ramo da expressão; caso contrário, a marca é decrementada de I e enviada para sua 
saida direita. isto é, para a próxima instrução TSD da cadeia. Para que o Ultimo ramo da 
expressão SE-ja ativado, a cadeia df'H' ser int'i'iramente percorrida. 
Supondo a definição da variável x acima, a figura 4 15 ilustra o código gerado pPio S('guinl~ 
tre.:ho dt' programa: 
res := tagcas!' p :=- x 
tag A . F(p) % Romo1 
tag B: G(p) _,~c;;; Hamo2 
cnd tagr:n•<' 
A variáw] p e a sua mMta aguardam no nó SDS {Set DeStination) até que o ramo 
<'S<"olhido da <"Xpres~ão S<'ja ati,·ado p,.Ja tabela de desvio. O ramo ati,·ado então d•rnanda a.< 
~ntnulas da e:q>r<-s.~ão. en,·iando aos nós SDS os destinos apropriad<Js p<>ra onde essas NHrada, 
d"'''em s~r dir .. cionadas. Toda.~ as entradas sào requeridas, mesmo aqu'i'las que nào são u~a<las 
pdo ramu ativado. Dessa forma, as entradas não utilizadas são consumidas, mautendo-sç u 
grafo b~m f"rmado. 
Supondo a definição anterior da variã,·el ;r, o grafo de execução gerado a partir do esqu'i'ma 
da figura 4.15. é ilustrado na figura 4.16. 
A instrução TSD (I :4) envia o ,·alo r verdadeiro para a instrução DLIP ( 1 :5). pois o •·alor da 
noarca,; igual a zero. As côpias geradas pe)a instrução Dl'P são en,·iadas para as in"truções 
~y~ (1:7} e SYN (1:8), que enviam suas 'i'lltrada.« E"'qu~rda.< (d .. st.inos reprf'l'entados por 
literais} para as instruções SDS (1:1:!) e SDS {1:13). rli'sprnivamente. 
A instrução SDS (1:1:?) r<>ecbe o dc~tino "0:1, R. EW" na sua f'nlrad~ e~uerda e envia 
o valor da variá,· .. ! p para esse destino espPcificad"· Ísl.u é. para o end<"r<"Ço 0:1. ati,·ando-s~ 
o grafo da função F. Da me:; ma forma. a instrução SDS ( 1.13) r<>eebe o destino -o:3, R. 
E\\'- na sua entrada esquerda e envia o val<>r da marca para o nri KIL (0:3). ObS<"n-e qu .. a.' 
instruções KIL (Klll) consomem as eutradas não usad~ de cada ramo. 
O grafo de execução gerado a partir do esquema da figura 4.15, supondo a definição: 
x := union ah.{'r ~B : TRUE]: 
~ ilustrado na figura 4 I i 
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marc•<O,O> 
DTSD 
DTSD 
{a ti v a Rarno2} 
(marca>!) -> 
(marca-2)<na,in,dest2> 
(,.arca>k-1) -> 
;-__ _jl:(~•:•:'~ca-k) <na,in dest2> 
LTSD 
(rnarca=k} -> TRUE <ua,in,clest1> 
{ativa Ramok+l} 
figura 4.1 ~: Ta!>(>] a d~ [)(>,;,·io 
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1:5 
"O:l,R,EW" "0:3,R,EII" 
' 1 1:8 
1 '13 marca de p 
o { 1 J {o J o 0:3 F{p;r ~(p) 
Figura4.15: Esquema de uma Expressão de s~le-<;iio 
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Ramcl 
"O;t,R,E\1" "0:3,R,EW" 
' ' ' ' 
- 1 :13 10orca de p 
0:3 
Figura~ 16: Grafo de Execução da Expr=são de Seleção ati•·aiJdo-~e F(p) 
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1:12 1:13 
,, [ ' J I C(p) 
Figllra 4.17: Grafo de Exeçuçã.o da Expressão de Seleção ativandu-se G(p) 
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4.3.2.4 Expressão Parai<' la 
Um exemplo da Ímplf'menta<;ão df uma .. xpressão paral~la (nó fora!/ lFl) 
figura 4 18, quf corrcsponde aÕ trecho de programa SlSAL abaixo; 
ru :,: for I in 1, A' 
Parcial:= 1 
ro>hlrns 
value of Parâal 
<md for 
Supondo i\ = 2, o resuhado final da expressão é o último valor assumido pela variá''<'] 
parcial. isto é. o valor 2. A variáwl de controle I penf'nce ao inten-alo ], _ .. , 2, ;>Ortanto o 
t.amanho S do int~nalo ("final- inicial--i-1");; 2. qll<' <ar responde ao númf'ro df' ativaç(,.... 
paralelas do c<>tpu da expressão. 
As instruções ADI (1:9) .. SBI (SuBtract Integers) (l:JO) calculam o tamanho S do 
int~nalo. A in~trnçiio POF (Proliferate with OFfst"t) gera um conjunto d~ fichas contendo 
os ,-a)ores d<> /. wrn indices sucessivos Yariando no imen·alo O, .... S- 1. formando o conjunto 
{1<0,0>,2<0.1>} 
As instruçOOs PRL e SXI geram um conjunto de ,-alores booleanos_ responsâvel por con-
trolar a operação de redução do grafo.,.!,. instrução PRL (PRoLif~rat.f') produz um ronjuntn 
d<' fichas d<O' valores ~TRUE~, com indir~s suco:-s~ivos Yariando no imo:-rvalo O, ... , S- :!. A 
instrução S.Xl (Set indeX using lntf'gers) go:-ra uma flcha rom ,-alnr ~FALSE" e índiceS- 1. 
:\o caso particular do exemplo, o conjunto 
{T<O.O>.F<O,l>} 
é produzido (por convenção. um conjunto dP fic-has nndf' a ordem de tráf .. go na aresta é 
aleatória é denotado por cha1·es). 
Os parP>< de fichas (I<: 0,0 >, T <O. O>) e (2 ..__ 0.1 > F< 0.1 >)são formados na 
unidade de agrupamento .. Nwiados para a instrução ARR (I 11), responsál-el por filtrar o 
último ralor a,;sumido pela \'ariâ,·el parcial. Assim a ficha:!< O, 1 > ;; filtrada como resultado 
final da <'Xprt•ssào e enviada para a in~truçã.o SIX (Set IndeX) quP ZPra SI'U índice. 
4.3.2.5 Expressão Iterativa 
Ao rontrãrio da expressào para.lt>la, a expressão iterati,·a tem o.~ valores do intenalo da 
iteração produzidos incrementa[ment.t- e suas variáveis de laço devt-m 5Pr recicladas a cada 
iteração. 
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1:6 
Trigg~r<O.O> Trigger<O,O> 
1: 2 
1:4 
1<0,0> 
figura 4 18: Esquema de uma Expre!il'ão Fora!! 
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Um <'X<'mplo da irnpl<-f!IC!IIaçiio d<- uma ""I''""""" iterati•·a é mostrado na figura 4 
wm•sponde ao lr<-cho d<' çódigo SlSAl. abaJxo: 
vai:= for iuitial 
i:= l; 
rN :.c 0; 
r<'p<'al 
nnt il 
r<'l urns 
<'lld for 
ro := f'(old rEs); 
:=oldi+l 
value of rrs 
Supondo :\ -= 3. a ileração acima consi~te d!" dois ciclos. A inslroçii.o 131X (Branch 
and lncrPrnenl lndeX) é ~imilar à imtrução BRR. e~ceto que soa ficha dr saJda t .. m o 
índice incremrntado de um para o próximo ciclo da it<-raçào. Ela é ,,.~ponsáwl por tKiclar 
as variá•·eis dr laço quando OPCessário_ :\o üt>mplo. a< vari<iveis de laço sào rrcicladas, 
rcsprcti•·arnente. pdas inslruçÔ<"s BIX (1:2) e BIX (1:3). 
O teste de convergén<:"ia formado pela;; in-~truçôes CEIe !\OT geram a reqUéncia d,. Yalor<>s 
hoo]ranos. responsá\·e] pelo contrnl<' da lleraçiio e da opPração dP redução. Quando a lich;, 
contt·ndo o valor fal~o ~ gerada. a iteração é interrompida e o último \"alor de- ru é então 
filtrado atravé~ da iustruçâo BRR {hl)_ Em st>g1lida a ficha-resultado tem sPu indire zcrado 
pela 10struçii.u ~JX. 
Ohs~ne quP na instrução BIX (1::1). a !"!!Irada direita rPnhli' um conjunt.o de ficha.~ li'll-
tre cba,·e~. e11qua!ltu que, na instrução BIX (1:::!) o conjunto é representado por colchett"!<. 
l'or <:"onH·nçiw "~ colchNes representam conjuntos df' -fichas ond,-. é pos~ín•l garanttr a ch<L 
garla das Jkhas urua a uma e na srqUimcia d<'l<"rminada. Em outras palavras. o,; colclwtf'S 
d!i'nNarn 1t<'chos dn grafo que são to\.almentr seqüencrais. enquamo qu<' as chaves denotam 
trechos onde .. xist e [Jaralelismo implícito. Port1mto o." rir lo~ da..~ it<·rações r~ão são totalmenlf' 
seqÜPnciais. pois os ciclos dependem apena..~ do \.{'!<\.<" de convNgê-ncia para st>rem iniciados_ 
Essa propri,-.dad._, {>chamada loop tm[l>/ding.Rug 87. ,. portant-O, tanto a expressão paralela 
quanto a it<·rati\a produzem paralelismo. 
4.3.3 lmpl('llH'lltaçâo dos Op{'rador(>s d'-' R'-'dução 
A dáusula v:~luc of manip11la uma ,;pqüência de valores para a produção do rcsullado final 
d<.> uma expressão para].,.la ou ÍtQratiu_ Essa cláusula pode ser sucedida pdos operadores 
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[T<O,l>, F<0.2>] 
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1:11 
1:13 
:14 0<0,0> 
[:res<O,i> li~O .. 2] 
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Figura 4.19: Esquema de uma r;_,prcssii.o ltf'ta!Íva 
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de r~duçâo da tabela 3.1 do capitulo 3_ o~ or~radorPS de rt'duçào, por sua ~ez, podem ger 
prec~didos p~los prefixos /fjt. right e tnc, que defiMm a ord~m da r..duçâo. O prefixo lefl i-
usado quando o programador- .não faz nenh,ma ~sp<><:i6caçâo explíciMt-
Drvido à similaridade dos e;;quemas dos operadores de redução, escolhl'u-se ap .. nas um 
d<"les para exemplo, o operador l<'ft sum. detalhado a seguir. 
4.4.1 Operador left swu 
Considli'r<> o tre<:ho de programa abaiJ<o: 
l'G/ :- for initial 
i:= 1, 
res := ]; 
repeat 
until 
TC$ := oJd Í: 
:= old i+ 1 
. ="' 
rl'turns 
va]U(' Of ]('ft SUID TfS 
Pnd for 
<'o grafo gerado pelo returus valu<' of lcft sum. ilustrado na figura 4.~0. 
.". instrução A DI ( J: J) recebe na Sllil entrada esquerda. o conjunto dr Yalorl's a ser r~duzido 
c JJa entrada dirl'ita, o valor inicial da t!'duçâo (o elemento neutro da adição). A instrução 
lliX (1::?) tl'Cebe na sua entrada direita o conjunto de ~·alores boolt>anos que controlam a 
r<"duçào. sendo rf>sponsáHl P"t rKidar o~ rf'l<uhados parcial~ da adição. 
O resultado final da adição f. filtrado pela instmção BIX através da ficha F < O.:.! -.... 
s~JJdo cJJriado <'ntão para~ instrução SI X. respon&á~·el por zerar "'-'ll indw". 
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l 
l. 
'· 
(elemento neutro 
d~ ~di~ãc) O <0,0> 
[(SOM k.l i) <O i>li~0 .. 2] 
' ' 
[(BDII. l::l..i~l) <O,i>l 
;~o .. 21 
' 2 
[(SOl! l::l..i) <O,i> 
li•! .. 2] 
1:3 
(SOl\ k:l .. 3) <0,0> 
Figura ~.:!0: lmplementaç~o do Op~rador left surn 
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4.4 Resumo 
Este capitulo apresentou os t"Squ<'mas de tradução do formato Ílll-ermf'dihlio grâfico lFI par11 
grafo de fluxo d~ dados f'Xffutá•·ei~ na MFD,\1. No l<'e~;lo supi,em-se a presença de r<'cur"os 
infinitos na exPCução desses ('S{)Ul'mas, gerando-sr graJos d .. execução cujo comprirnemo d<> 
caminho critiro é mínimo. D~ forma ,..tabelff("-~ o estudo do ca._~o mal~ g~nerico da 
geraçà.o d(' código para máquinas de fluxo de dados: a expressão máxima do paralelismo 
existente num algoritmo a ní,·el do código g<'rado. 
O entendimento dos t'Squt'ma.~ apre«>ntados é pr,O..re-quisit-o para os próximos capÍ! ulos. 
onde a~ otimizações de código !'ào sugHidas" aualis.ada._~. 
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Capítulo 5 
Otimização do Código SISAL 
A inexistência de efeitos colaterais e de anti-dependências em SJSAL facilita muito a análise 
de código quando comparada a de uma linguagem convencionaL \'árias otimizações indf"]><'ll-
dentes de máquina foram implem~ntadas !>O formato intermediário !FI pelo LL.\L ir,clumJo 
eliminação d" subexprc=ôes comum. f aná!i~ de invariantes de laço!Ske 84:. 
Este capitulo descreve otimizações dependentE"S de máquina, esp~dficas para a MFDM. 
Constatou-se que após a implantação dos esquemas !FI ~ grafo de fluxo de dados pelo 
tradut.or IFl. "e<'>digo wfria pmwas aheraçÔ<>s at~ o final da cadeia de compilaçâ.o. exc!'to 
pela implantac;ão dr- inslruçô~s d~ replkaçào t'Xplicita (DUP e Tl'P) feita pelo otimizador. 
Desse modo. a qualidade do código gerado dt>pend~ fundamen1.alnwnte da eficiéncia com 
qui.' ess!'s ~,;quem&< de tr<~d•rção são impiPi'nentados. O trabalho port.anto se concentrou <'ITl 
desf'n,·olver "timizaçil!"< p>l.ra """""esquema.~ de tradução \Fl • grafo de fltrxo de dados. 
O ol.j~tim principal foi a rcdoçâo do tempo d~ execuçií.o do8 to<qu~mas pela geração de um 
maior grau de paral~lismo a ní,el d~ código. 
.-\ met.odologiaemprPgada supõe a cxioúncia dt> rl'rursos infinit.os para. a Pxecuçâo de um 
.,squ('ma. Como cons'-"jiiêncra. <•btém-se um grafo de execução çujo ~omprimento do caminho 
critiro é mínimo. O nabalho rralizado consistiu em alterar es"es esquemas originais de modo 
a reduzir o comprimento do crítico mínimo. Equivale a dizer que o número de nívers dos 
esqu~mas originais foi diminuído, ou que simplesmente a altura dos esquemas otimizados é 
menor. 
As soluções obtidas normalmente conSl'nam o número total de instruções executadas, 
enquanto reduzem o compnmento do caminho crítico dos grafos de execução e aumentam 
o número de caminhos dos grafos de programa, e portanto, permitindo a exploração de um 
maior grau rle paralelismo no código gerado. 
As otimizações buscam ainda um rompromis.•;o entre o número de instruçÔ<'S eXNIJt.adas 
cujos resultados eventuahnl'nte não serão ne<:essários (característica de uma rnáquiua dirigida 
pela dioponibilidade de dados) e a possível aceleração da computação através da autecipaçâo 
"O 
·-
do uso d(' f('{"UfSOS qu(' estejam di~poníveis_ 5(' o ('ventual desperdicio d(' trabalho, ocasionado 
p .. Ja produção de r"sul~ados pn~t!'riornwlll(' d .. ~rartados, for totalmente e-liminado. o código 
gerado consistirá de longos Úechos seqüenciais. É rwtória a perda de paralelismo existente 
nos esquemas d .. tradu~ão IF'1 >---> grafo d!' fluxo d!' dados, g!'rados pelo atual sistema de 
compilação SISAL e apr,.,;entados no capitulo ant.erior, ocasionada p<'la presença de longos 
trechos S<"<jÜenciais de instruções. 
Por outro lado,'*' todas as in;iruções habilitadas num dado instante forem realmente ex,_ 
cutadas, isto é, se ocorrer uma exploração massh·a de paralelismo. o desempenho da máquina 
pod<.> ser brutalmente re.luzido na prese-nça de rec-ursos finitos. :\ qualidade da geraçào d .. 
n'xhgo pode ser 3\'aliada pelo equilíbrio demonst-rado t'!ltrP essas sit.uaçb""" H1rema.~. 
As otimizações feitas se concentram t'm três it.ens: 
• esqu('mas ottmizados para a tradução de expressões d .. seleção ("tagca..~f") t' do t-nca-
deamt-ntu de expr€'Sl>ôes condicionais. 
• rompilaçào ad<>quada d(' expressões antm~ticas explorando o as.~innonismo e o parai,_ 
lismo implifitus da máquina. 
• melhoria do conjunto d(' instruções da máquina. ana•·<'s d<> combinação de instruçb~s 
já ('~istentes e rriação de instruções com número arbitrário d~ :;;aidas. 
Os ('SQUE'tna.~ otimizados foram •·alidad<>S no simulador l\1R e programados diretamente em 
código d(' máquina . ."<ào houv(' preocupação em alterar o sistema d~ mmpilação. pois o obj~­
ti•o do trabalho foi ess~ncialmente a validação e a avaliação rápidas d"~ t'>'qnemas propru;(.os. 
A incorporação das otimizações ao sistema de compilação SI:":\ L s..r<Í feita p<,steriormente, 
após um estudo cuidadoso do tradutor IF I (composto aproximadamente por 13.000 linha.~ de 
c6digo). Os fontes dos t>Squemas otimizados são apr""-'entados no apendin B. 
Os resultados de simulação dos grafos de ex('{"uçào dos <"squema.~ original ~otimizado foram 
comparados. Os ganhos obtidos, todos ~atisfatórios. s~o amplatnt'Htt' discutidos, e mostram 
que a gnação d .. código da MfD!\1 pode ser considerah-P)mt'nte melhorada. ao contrário do 
que se argumentava em ;Boh S6]!Gur 86!. Essas otimizações associadas a um novo tratam~nto 
de f'Strn!ura.•. como os propostos em ISar 8;)hi (' :sa 88). aumentam sígnilkativamente a 
eficiência do código gerado. 
5.1 Expressão de Seleção 
A. e~pressão de "'.'!eçào pode- ;;er implementada usando-s<> o esquema do encadeamento de 
expres.~bl"' rondióonais aprPSentado na figura 4.11, baseado em instruções RRR. :..;o ('nlilllto, 
o custo dt'SSa wlução i. alto, pois o grafo fica totalmente sPrializado e com uma S<>br~carga 
alta de instruç<":.es BRR usadas para disparar as entradas dos ramos. 
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Llm segufldo modt> de implementá-la é utilizar uma tabela de des•io, como a atualm~fl1.!' 
usada pela geração de código SlSAL (figura 4.15 ). No entanto, a tabela de dPSvio i: implemen-
tada de modo st-qiiemial através de uma cad .. ia de instruções TSD (figura 4.14). O '-"'quema 
propnst.o elimina a tabela d .. desvio. direcionando as entradas da expressão diretamente para 
o raruu st-IP<;"ionado através de instruções DST (DiSTribute). 
Seja o trecho de programa abaixo: 
type usuario'" i A : inieger; B: hoolean; C integcr; D: boolean ]; 
x :'-" uuion u.'<uario A : s:; 
tagrase p := T 
tag A F(p) ,, Ra.moJ 
tag B G(p) {jf R~mo!! 
,,, C: H(p) '~ ~' Ra.mo:J 
tag o: l(p) %Ramo-f 
end tagcase 
e seu e5q~Jema otimizado da figura 5.1. 
As ent.radas da .,.,.pressão aguardam na entrada direita de cada nó DST at.é qu .. o destino 
de cada uma seja calculado_ A entrada_ esquerda do DST recebe a marca dt- x, cujo valor 
P somado ao ~ndcnço bil.u t'Spe<:t!icado na instrução DST (!w exemplo, o endereço &llsr da 
instrução DST {1:9) ~ z). Dessa forma, o de~tino de cada entrada da expressão é C<llcul~do 
dinamicanwme e1n tempo de execução e c aJa entrada é en..iada diretamente para o cndere<,:o 
cakulado p<>la instrução DST. " 
Todas as entradas são ('n>'iadas para o rarn<J escolhido. d~ tal modo que as nào usada.~ 
podem ser destruídas. F~->Se proc~diment.o, adotado no esquema original da expr~ão de 
seiE>çào, é mantido para que o grafo fique bem formado. 
Para cad<1 ramo da expressão fm criada uma inl.erfact' entre a instruçào DST r o corpo 
propriamente dito de cada ramo. Para cada entrada da expressão existe um nó DL;P curres-
pondente na interface de r.ada ramo. 
Supondo o exemplo anterior, a marca de :r é A (com \'alor 0), portanto, o RnmoJ de,·r 
ser at.ivado. O grafo de execução g('rado a partir do esquema 5.1 P ilustrado na figura ;:,-~­
,\ variá.,el p agnarda no nó DST (1 :9) até que sen destino seja determinado. Esse de>t-ino ~ 
ralntlado somandv-sr o •·alor O da marca ao t-ndereço base z, obtendo-se o endereço (l:z). A 
variá1·el p i> então .,n,·iada para esse endereço, ativando-se a função F(p). 
5.1.1 Resultados 
Os tewpos d05 grafos de exe<:ução dos esquemas original e otinlizadn foram comparado" 
wcdindo-se a_~ ati~açlK.'S independentes de cada ramo (Tabela 5.1). O e:;querna original (fi. 
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Figura 5.2: Grafo de Ex<.>eução da Expres..~ão de Seleção 
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Tabela 5.1: Resultados da Expressão de Sel~çào 
gura 4.15) usa uma tabela d~ salto implementada sequencia!ment('. <enquanto <JU~ 0 otimizado 
a supnme. 
A coluna Gan!.o da tabela mostra os ganho~ obtidos em porcenl~gern. O nwnor t<'mpo 
de ex<·cuçã.o do e~quema original é223 "time steps" quando o prim~iro ramo~ ~e]l"CÍonado, e 
~'maior t-empo~ ;l]] "time st~ps" quando o último ramo é atil"adu. f'nquant-o qllc o ~qucma 
otimizado (Figura 5.1 o menor tempo(. IC.9 "time st.eps" e o maior,; 111 "time sl<'ps". O 
ganho obtido foi significativo ,·ariando de :!8.7% a 45 1%. 
Os mPihorK resultados do esqu.,.ma otimizado são obtidos quando os últml(J5 ranws da 
expre5Sâo são 5elecionados. 1'\o esquema originaL os grafos de exE>cuçi.o são seqüenciais e 
os comprimentos do caminho nitiro são ctescent.es (Figura~ 4.16 e 4.li). Já os grafos d~ 
ext>eução do e,;qoJema otimizado t.ém comprim~nt.os fixos~ menores que dos grafos d~ e~f'CUÇào 
do esqowma original. 
5.2 Encadeamento de Expressões Condicionais 
O esquema usado para implementar uma expressão condicional no atual sistema de com· 
pilaçâo SISAL i> composto por vários nós BRR, que se tornam te>ponsã,·eis por grande parte 
da sobrecarga d~ instruções do côdigo gerado quando o encadeamento de expr=Wti condi-
cionais é usado~Boh 86]. Pode-se reduzir a sobrecarga de tais instruções. transformando o 
encadcamentQ de cxpres<Ões con.licionais numa c<:>nstrução semelhante ao (•squl.'ma otimizado 
da expressão do;> seiE"çàn. 
A otimização ronsisu na exffuçim paralela de todas as comparaçÔPs do encadeamento de 
cxprcssõe~ ,-ondicionais. :\o entanto, corno a sPmântica da expr<"Ssão condicional ("!11 SISAL é 
seqüencial e dete;ministica, deve existir um m<'canismo d .. controle 'l"" fi h rt· a primeira com· 
paraçào verdadeira do encadeamento. Esse mecanismo u,. controle é implementado através 
de uma ánor~ halancead;, de instruções SOl. 
Cada c-xpre~sâo condicional que compÔ{"m n <'nradt•amPnto rerPb<> uma m"rca do interYalo 
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O, .•. , n, onde n é o númPro total de ramos lhrrl do enc.adeament.o. A primeira expressão 
wndJCiona\ do erJcadeamento recebe a marca n, a segunda recebe a marca n · l, e as~illl 
sucessivamente, sendo que o ramo e/se recebe a marca O. Dessa forma, est.abclcc .... sc uma 
ordem de prioridade entre a..~ expressÕPs condicionais, que mapeia a semàntica Sf'qloo;-ncial e 
dE-terminística do encadeamento em SlS:\L. 
A figura 5.3 implementa o esquema otimizado do encadeamento de t'Xpressi'•es condi· 
cionais da figura 4.Jl .. ~comparações i- = Z. k "' 3 e k = 4 são feitas em paralE-lo 
pelas instruções CEI (l:ll). CEI (LI~),. CEI (1:13). A instrução DF! (l:H) (DiFE"r~nce 
lntegers) calcula a exprcssiio •(k = 4). que corresponde à comparação implícita duramo 
e/se (em SISAL, toda e:>.prcssão condicional de,·olvc um valor, portanto o ramo e/s, e sempre 
n~essãrio). 
O resultado de cada compara.çào é enviado para a entrada esquerda das instruções T.·\fl 
(1:15), TAG (1:16} e TAG (l:ll), rcspecti•·arncnte. Se o ,·alor recebido é •·erdadeiro, o mtPiro 
da sua entrada direita i> enviado para a saída; ca..~o contrário, o resuh.ado d~C" saida é-J. 
A árvore UalaJ\ceadllllt• SOb reccb<·rá urna segiii-ncia de valurc~ iuteÍro; prullu;(idu~ pl'l'"" 
Ín.,truç(>e.~ 'rAG. Cada instrução SOl e:<wlhe o maior do.« $fUs doi_, valores d • entrada. De:·s~ 
modo, ao final da ex,rução da árvore, obtCm-se um ,·alor v. onde ~· -d. -I, cor respondendo;. 
marca do ramo que dt'\'e ser ativado. A. partir dai, o grafo & semE-lhante a.o (»;quem a otimi~ado 
da expressão de sdeção. 
Por <'Xemplo, supondo que a comparação Ir =o 2 é ""rdadeira. a marca 3 é gE-rada pela 
instrução TAG {1 :15) (figura 5A). E~sa comparaçào tem prioridadt' sobre as outras efetuadas 
em paralelo qoJE" por ventura venham a prosJuzir um valor wrdadriro. pois Q\talquer uma das 
marcas geradas terá valor~·. onde O<:= t· <. 3 ou o·= ··1 (por construção). 
5.2,1 Resnltados 
O crithio utilizado para a comparação de desempenho entre o esquema original c o otimizado 
é o mesmo aplicado para a exprP'SSiio de selE"Ção. A tahela 5.2 mostra os resultados obtidos 
na ativação dos ramos do esquema origmal (Figura 4.11) e do otimizado (Figura .'>.3). :\as 
ativações do RamD:J e do Ranw~, a porcentagem de ganho usando-se o esquema otimizado é 
de 13.1% e de J.J%. sendo que nas ativações do RamoJ e Ramof! nâo existe ganho. 
O paralelismo mi-dio ll é superior em todas as ati\·ações .lo esquema otimizado qoJando 
comparado corn as do esquema original, comprovando que o número de caminhos do esqu~ma 
otimizado foi aumem.ado e que os comprimentos do r.aminho critico dos grafos de execução 
do esqu~ma ol.imizado foram diminuídos. 
No exemplo em questão, o uso do esquema otimizado é viávE-l a partir da ativação do 
terceiro ramo, quando a porcentagem de ganho torna-se positi•·a. Na ati,·ação dn primeiro ou 
do segundo ramo, a árvore de SOis ~orna-se um gargalo pois precisa ser sempre intrirarn~ntc 
executada para que o ramo rscolhido seja ativad<>. Cumu ihl$\raçà.o do problema compar~ os 
~<O O> k<O,O> k<o,o~ 
1:11 
1: lS 
r _L r 
Rarnol ltarno2 ltarno3 
1:x•2 NDUP 
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Figura 5.3: E><qUC'llla Otimi~ado do EocadC"amml.o J,. Expr<'s..'>Õrs Condicionais 
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Figura 5.-1: Grafo de Execução do Enc<1dP;Ull<'rllO <h· Expr~ss<:ot'S Condicionais 
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Tabela ;,_z: Rtosult.ados do EncadPamento d"' ExpressÔPs Condicionais 
comprimento~ do grafo dP e>.ecuçâo das fí~uras 4.12 e 5.4. \"ate que a altura do grafo dE' 
cxt·C"uçiw do e~quema otimizado ~ nwnor que a do esquema mimizado. na ativação do Ramal. 
!\o entanto. quando a primeira ou segunda comparação<! ,·erdadeira, a marca do ramo 
st-l~cionado jã fó'Há di~ponive! antes da exl"Cuçâo da ãn·ore chegar ao finaL 01\>l.e que na figura 
&.4. a instruç"" SOl (1.1\l) rl'rebPu a marca 3 gerl>da pela instruçiio CEJ (1:11) P{lTlanto, a 
war<"a do ra111<> sdt·ciunado já f: conhecida naquele inslanle, apena..~ nào foi fillrada. 
l:ma solução para o problema f: então filtrar o mais ~e<lo possivel a marca do ramo 
selecionado tào logo S<:"ja conhecida. ConsiderP o t>ncadpamemo de expressões rondicionais 
abaixo e a ánore modificada d~ SOis do ~u E'$Quema otimizado. ilustrada na figura 5.5: 
rcs :o-= if k-= 2 
tht>n F{k) 
t>]SI>Íf k '---' 3 
(:C RamoJ 
theu G(k) % Ramo'! 
elseif k = 4 
then H(k) '« RRam~S 
E'lscif 1.- = 5 
then l(k) !\C Rllmo4 
elseif k = 6 
th<!n J(k) %RamoS 
e1seif k = i 
then L(k) % Ramo6 
rnd if 
elseif k = 8 
then !1.1(k) 
elsP :><(k) 
% Ramo7 
% RamoB 
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Fig11ra ;,.5: E~uema Modificado da Ánort: Balanc(•ada d~ .SOis 
r 
Tabela 5.3: Resultados da ..\nore ~lodificada de :"Ois 
As in~truçi>h da diagonal da árvore foram substituídas por instruçOCs esp['Çialir.adas qu~ 
,.nraem a marca do ramo selt"<"ionado tão logo seja conh,.,ida, aLravi-s de uma d;u; saídas 
aliHnati,·as da ánore. O prim .. irt> >alor positivo qu<' dwga a uma da-« in~truç~ da diagonal 
é a informação desejada. O func>Onam<'nto da árvore alterada de SOis é ex .. mplificado a 
segu1r. 
Supondo a1nda quf' a comparaciio k = 2 ~verdadeira, a in~trução TFT (l:l) (Tag Firsl 
Test) e!J\·ia a marca 7 para sua sa1da esqu .. rda, alimenlando direl.amE>nte a instrução DST 
( 1.16) e alivando o Hmnol. Além disso. a marca 7 P dKr<'mHttada d(• 1 "'en'>·iada para a saída 
dirfita do nó TFT {1.1). Essa ficha notifica o próximo nó da diagonal que a ~informação já 
foi obtida'". 
A instrucão T\fT ( 1 :9) (Tag Middle Test ). mediante um teste das suas entrada..~ esquerda 
(valor 6) e dir<>ita (valor -I) (>er api.ndice A, instrução TMT), em· ia para sua saída direita 
uma ficha contendo a marca 6. Em outras palavras, essa ficha notifica a próxima instruçào 
da diagonal que a infnrmaçiwd~ejada já foi extraída. A instrução TMT{l:l3) e executada 
do mesmo I! toJo. 
Por úll.irno. a instrução TLT (1:15) {Tag Last Test), mediante um teste de seus valores 
de ent.rada ( \'f'T apêndice A, instrução TLT), não produz resultado pois é notificada que uma 
das saída« ah .. rnativas foi anteriormente ati\·ada. 
O~ resuhados apresentados pda árvo"' modificada de SOls são ilustrados na tabela 5.3. 
Essa ~olução tem um ganho püsitivo a partir da atinoçiio do Ramo2, variando de 3.2% a 
-18.4(,-C. ?\o entanto, na atÍ\·ação do Ramo/ ainda existe um ganho negativo. 
Assim &<·mio, o tradtltor IF1 deve optar por um ou outro f'S<JUC'J!l!l. du enradeam~nto de 
expr(•ssôcs condicionais. d~pend .. ndo da compl~xidadf' do <>ncadf'<Unenlo. Para expressões 
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condicionais sirnpl~~ usa·,.~ o ~squema <>riginal. enquanto que para um enrade~mento mais 
complexo. o esquema ot1m1zado e mais Pficiente. 
~ote qu~ o paralelismo médiu ll e superi<Jr para todo" os grafos de execução do .. squem<~ 
otimizado em relação a<Js grafos do csqo~ma otimizado. lsl.o comprova que os romprimPn-
tos do caminho crÍLÍco mínimo foram diminuídos e que o n\ÍmHo de caminhos do esquema 
otimizado foi aumentado, g"'rando--sc um maior grall de parak·lismo. 
.. 
r 
I 
5.3 Operadores de Redução 
O esquema otimizado do operador de t<O'duçâo /ef! $11m ê semelhante ao dos operadores hjl 
produc!, hfl leasl e hft greak~t. Por isso, optou-se p<'la ilustração de apenas um deles, o do 
operador hfl ,<ttrll. 
;'\"ote que no <'squema original desse operador na figura 4_2[}, a operação de noduçiW se-
inicia após o término d .. todos os ciclos da iteração. Ou seja, o tempo de execução do grafo 
é acr<>sc!do de O(n), onde n ê o tamanho da seqÜência a ser reduzida. Mesmo SI' usa.ndo 
operador tru, o tempo de O(log2(n)) é acrescido no tempo total de execução do grafo. 
No entanto, no grafo de exe('ução de uma expri."S5âo iterativa tem-se !>Cesso às \"ariáveis 
de laço do coclo im"dnltamt'nte anlio•rior {atravÉs da cláusula old) e do atual, e portamo. 
a operação de redução pode ser feita <'ffi paralelo com as demais e:>;pressÕes do corpo da 
iwraçâo. l'rna variável podP acumular os rf'sultados parciais da operação de r!'du~ão. na 
medida qui' a "eqüê-ncia 1·ai sendo produzida. 
E~sa otimi1:açào claramente reduz o comprimento do caminho crítico do grafo e aumenta 
o número dP caminhos do esquema otimizado. Ela não é 1·á1ida para a e:>; pressão paralda. 
ond<>"" t.o:>m ati,·açÕcs simultâneas do seu corpo, não existindo o conceito de acesso â variávd 
da 11 eraçâo amerior. 1\ess<> ca.<o. todas as ativações paralo:>las devem S\'r realmente concluídas 
para quf' a operação df' redução comece. O operador lrn é um forte candidato a ser usado nas 
opcraç(w" <i E" redução das E"Xpt<"S~Ôes para],.) as, embora na prática, para pP<Juenos tamanhos 
da ~ntrada. o Ônus da construçâo da árvore binária é alto. 
O esquf'ma otimiZado do operador left sum é ilustrado na figura 5.6. O n6 ADl (1:15) "-
colocado d<o>ntro do corpo da it.eração, paralelament-e ãs demais expres.\<Ôes. A instruçào ADl 
(115) suma o \'a)or de res da iteração atua! com a soma acumulada dos ~-alorcs deus das 
iteraçOes antf'riores. A rea!im<O'ntaçiiQ dos valores parciais é feita a.tra,·b; da instruçào BlX 
( 1 :3). que incrementa o iJJdice das fichas contendo os resultados parciais para o próximo c ido 
da it.eraçào. 
5.3.1 Resultados 
Os resultados das otimizações dos operadores de redução lt/1 greatesl, left least, lt:/1 sum e 
lt:fl prmlurl são resp<o>ctivamente mostrados na tabela 5.4, usando--se os seguintes programas: 
• R,pLtjtGnat calcula max(O,I ,2), 
o RepúftLeast calcula min(0,1.:!,3A,5). 
• o R'pLt/IS~m calcula :[~=li e 
• o HcpLrftProrl calcula fl?=l i. 
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Figura 5.6: Esquema Otimi~ado do Op-erador left sum 
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-O;;r~do;~ :e~;, G(~F-t~~r~?::~o-:Tit~r~f1;t~; : 
RepLeftGreat : 1505 873 j 42 I 86 1 75 S7 ! 3i I 1.5 ' 2 ' 
RepLeftU.ast 76i 459 i 40 2 147 ! 39 30 i 19 i 1.6j 2.J 
RepLeftSum 80i 459 1 43 2 49 I 39 32 ~ 19 i 1.5 2.1 
~~LeftProd 14i3 8i3 40 8 88 i 75 S9 i 37_ ! _1._~- ____ 2 
Tabela 5.4: Resultados dos Op .. radores de Redução 
Os ganho~ obtidos são mostrados na coluna Ganho -.·ariando de 40.2% a 43.2%. mos\ rando 
que o cornprimrnto do caminho critico foi bastante reduzido. 
Not.e qu<i' t'mbora a r<i'dução dos esquemas otimizados seja feita de modo S<"qÜerKial, ela 
pôde ser implementada efici<'ntemente na MFD!\1, com a exploração ad"'quada do paralelismo 
da máquina. 
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5.4 Melhoria do Conjunto de Instruções da Máquina 
5.4.1 Combinação de Instruções 
A poiC.mica entre o uw de instruçê>es complexas l' pod<'r<>sas em contraposição ao uso de ins-
truções simpl<i's na construção cl., mãquina.~ wn•encionais ainda per~iste:Pat 85] !\o <'ntanto, 
na ronstrução dr máquinas paralelas, as instruções longas podem ~rr vantajosas pois 
L simplificam o mmpilador P o gPraclor dP código_ 
2. transferem muitas funçÔf'S para· o "hardware", diminuindo o ~gap" semântico ~xtstf'nt.~ 
entre as linguagens de alto nível e as dP máquina. 
3. rE'duzem a ta~a df' comunicação da máquina, explorando a localidadt' de insuuçl>f's 
possível de ser identificada no código g~rado. 
Em particular para as máquinas de fluxo de dados que exploram gran•1laridade fina, o 
uso de mstruç&es longas pode melhorar si0"1llllrati,amf'nte o des~mpenho da máquina. Ern 
especial na .l.tFDl\1 a~ instruçô~s longas ajustam o tamanho do griiu explorado pelo "hard-
ware" Ern mllitos casos, o grão é fino demais e podP ~er aumentado, reduzindo a ta.xa dt' 
comunicação no anel, e conseqüenternent.c, melhorando o desempenho da máquina. 
lima instrução longa na MFD\1 combina duas inslruçii<es simples que sào executadas 
St"qÜencialmente num grafo, tornando-se um padrào rcpf'titivo. F:m outras pala.-ras, duas 
tarefas seqüenciais executadas separadamente sâo unidas e exffUtadas por apenas um pro-
cessador. F.:ssa combinação economiza o tempo do p<ercurso completo d<> uma ficha p<>lo aneL 
reduzindo a taxa de cr>municaçãn (antes a prinwira im,tn1çân era <i'Xemtad:a por nm proces-
sador. sua ficha-resultado percorria o anel até a unidade de pn>grama, extraia-~e o endereço 
da próxima instrução, e finalmente, o pacote executável formado era en~iado para a unidad~ 
funcional e executado por um processador di~ponível). 
Por exemplo, a inst.rução SAZ (Set Acth·ation Name and Zero Index) ê a comhinação 
das instruções SA~ e SIX. O aparecimenLo freqíiente desse padrão repe~itivo justifiwu sua 
indusão no conjunto de instruções da máquina. Outro exemplo é a instrução BIX (Braoch 
and lncrement IndeX). wmbinação das instruções BRR e ADX que ocorrem com frcqíiência 
nas operações de rrdução ·Boh 86]. 
As insiruçÕ<>s longas propostas nesse trabalho agregam padr&>s rep~titivos encontrados 
basicament-e nos e>qm·mas apresentados no capitulo 4. No esquema original da expn_·,siio i te. 
rati-.·a (ligura 4. 19), id~mificou-se o padrào: instrução CEJ seguida pela instruçi.io .\OT, usa-
das no testr de ti'rmino da iteração. Criou-se então a instrução DFI (DiFferl'"nce lntergers), 
qu<' combina a~ instruções anteriores. E~a no~·a inst.ruçãu fui IHa.-la na construçào .-In PS· 
querna otimizadr> da l'igura ;.,3. Note que sem ess3 instrução. >":·ria introduzido um !JÍvel a 
mais no grafo, desbalançeando a árvore de SOis. 
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No esquema original da eXpre.;!;ão p:ual<>la (Figura 4.18), criou-se uma instrução longa, 
SZR (SiZe of Range). que ç~cula o tamanho de um int.ervalo, ou ~~ja: 
limitr~u]Xrior -límitr inferior+ J 
Assim, as instruções ADl (1:9) c SBJ (1:10) são substiLuída.s por uma única instrução, 
diminuindo o número de níveis âo grafo de programa. 
E~•es pequenos trechos seqüenciais foriUTI deu•ctarlos analisando-S(> os csquema.s de trado1ção, 
e podem ser eliminados atra•·és da criação dCl instruções longa.s que combinam instruções 
simples. !"o entanto, o programador d~ alto ni~el pode criar trechos seqüenciais no grafo de 
programa que não podem ser pre•·istos e passados para ·o ~hardware". Torna-se nect>ssário 
um m('canismo que possa identificar e tratar em tempo de execução esses trechos!Oli 88]. 
5.4.2 Instruções eom Número Arbitrário de Saídas 
:'hom programa real, o;; ,·alores sà.n nf'<"-"""<i.rins em diver~n~ lugar~~. e portant.n, vária.~ ,..(>pia.< 
devem ~er feita..~- .'\o ent-anto, como na MFDM exist.e a restrição de os nós terem no máximo 
duas !'<aidas. !.ornam-se ne<:essárias muitas inslruçôes de r'-'plicação explícita (DL'P e TUP). 
Segundo :Boh 86~, até 40% dos nós eXI'Cut.ados num programa grande são instruções DLTP 
A implantação de instruç&>s d~ replicação i, feita pdo otimizador. pois o alto níw·l supÔf 
que os nós têm um número arbi1.rário de saídas. O otimizador é responsán•l pela construção 
de uma árvore balanceada de DDPs, o que não muda o fat-o de,,. · l nós Dl"P serem sempre 
executados para cria.r }\" cópia.s de um valor_ 
A criação do nó Tt:P, que faz •·:irias cópia5- de sua <'ntrada e as em· iam para {·ndereços 
consecutivos !Boh 86]. melhorou hanante a estatistira anterior. A instruçiin Tl"P tem duas 
entradas: o valor a ser replicado e o número d~ cOpias a ser~m feitas_ Além di><$0, é n~cessária 
a especificação do endereço para onde a prim~ira nlpia deve ser em·iada. As cópias restantes 
sâ.o enviadas para os nôs de endereços const"Cutivos_ ~<:wament e o ot.imizador é o responsá' e! 
pela implantação adequada dos Tl'Ps. Para programas grandes. o uso de TlJPs remove alé 
ma1s da metad'-' das instruções Dl'Ps. 
I" o entanto, a porcentagem de instruções d,. repllcaçã.o e:xplfcita é ainda grande. e oti· 
mizações que a r,.duza.m sã.o sempre interessantes. !\"o trabalho desenvoh·ido, constatou-se 
que as instruç<W~ com prefixo N, L ou R, que não usam literais na sua emrada (o uso de 
um literal irnplka na t>Cupação de um dos esp,.,;os resen·ados para a especificação dos dest-i-
nos do resultado). ~âo cst.endida.s de forma a terem um número arbitrário de saídas (nesses 
casos existirá ""P'~C" para a especificação de dois destinos diferentes do resultado). Assim, 
instruçõ._.s de rt'plicação são eliminadas. 
Essas nova.~ instruções, com prefixo Tl, espt"Cificam dois des1-inos: drst inicial e desLfina/, 
determinaudo o inlen-alo dos end~reços para onde as cópias sào enviadas. 
'uTupHcote• 
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1:54 
1:534 1 497 
Figura 5_7· Grafo Original de uma Instrução S_<I.Z 
A porto dt •~tradu (PE) e Junção de mopardhamrnto (FE) estabelecidas no dut_inicinl e 
no desLfinal podem difenr. foi ~scolhido o s<?guinte critério: a primeira cópia cópia é erwiada 
para o duLinicial, as restant~s são rnvia~as para os endereços wnsecutiVC>S com PE c FE 
estabt"lecidas pelo d•sLjinal. D~sse modo. as cópia-o; t~m o mesmo o ~alor. mas podem ter 
FE e PE dJfert>ntes. introdu~indo um pouco mai~ de fk~ibilidaJe. 
Os exemplos a seguir das nova._o; instruçÔ<-s, furam extraídos do código gerado p<·lo pro--
grama Eliminação de Gauss (com aproximadatuenl<' 1.~00 inotruçi>t·s). O grafo da figura 5.7 
podt" ser simplificado conforme a figura 5.3. O àu'/ iniáa/da in><lruçâo TSAZ f,"]:~, L, 
nyn e o dest.final é "l:N+1, R, EW", e portant.u.osdestinos para onde a.s côpias d<'>·em $~f 
enviada.s são: "I::\, L, BY~, ~I::-::+ I, R, EWr _ "I:'"\"" Z, R. EWr., "1 :;-\ ->-3, R. E:W" e "1 ::-::+ 4. 
R, EW", segundo a con\'Cnção adotada. O nUtn~ro d'-' niv~is do grafo original foi r~duzido 
de 4 para 2, nm ganho significath·o sotpondt>--St' que~"'-' t-recho pode $Cr executado inoitnera.~ 
vezes. Note que os <'nderet;os das instruções x. y, z, w e k do esquema original de\"elll S<'r 
modificadus pelo {)t)mizadur. que gerará endereços seqüenciais. 
O fXPn<plo da figura 5.9 podf' s~r oitnplificado conforme a figura 5.10. A inst.ruç~o TCEI 
reduz d~ 1. a altura do grafo original. i'\ote que nesse exemplo, a serialização dos end~reços 
dos nó~ a. h, c j.-i 0'tava feita. 
l'or ült.imu, o <"wmplo da figura 5.11 é simplificado conforme a figura 5.12. cuja altura 
i! tambf!rn n·du~ida d<> I ~esse exemplo os endereços das Ím•truçôes Jo grafo origin<~.l e~tâo 
\lO 
dest_inicial dest_finol 
1 :N 1 :N+3 
Figura 5.8: !\"o\·a instrução_TSAZ 
1 :5~6 
Figura 5.9: Grafo Original de oaua lns~rução CEI 
Figura 5.10: 1'\ova lnslruçiio TCEI 
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R,E~ R.,EI.I R,EW R,EI.I R,EW 
1:278 
FigoHa ã.ll: Esquema Original de urna Instrução CGH 
~ambérn 5\'rializado<. 
;\os tr~ ~xcmploo apreren~ados, o ganho das otimizações residem na red•J<;âo da altura 
rios grafos originais, através da elimmaçãc das instruçi'>es de replicação ~xplicita. O tempo 
d~ execução d<> grafo é diminuído pois percursos desnC'C"essários de ficha..~ foratn eliminados. 
9~ 
dest_inlcJal d~st.final 
R,EW R.E~ R,E\1 R,E\1 R,EII R.Eil 
1:277 :279 :230 
Figura:;,_]:!: .\ova Instrução TCGR 
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1<0,0> 2<0,0> 3<0,0> 4<0,0> 5<0,0> 6<0,0> 
11<0,0> 
Figura ;>.13: !::squPma Otimizado da l;xpressào I +:!- 3- 4- 5 ~ (:; 
5.5 Compilação de Expressões Aritméticas 
5.5.1 Descriçiío do rroblc>~na 
Obs~ne que na figura -t.9, a compilação da expr~ssão 
feita pdo atual SISt~ma de> compilação SJSAL i! a tradiciunalnwnte u.,ada nas máquinas 
sPquencJals. ~o entanto. para máquinas paralelas ~ssa compilação pode sPr modificada dt· 
forma a usufruir do paralelismo e~ piorado pela máquina. Por exemplo. a expre>sào amerior 
pode sPr compilada conforme o grafo da figura 5.13. 
Dada uma •·xprPssão. o númt>ro de oprrações executadas numa máquina seqiipncial usando-
se a compilação 1 mdirional t· o mrsmo q11e numa máquina paralela usando-se uma compdaç<'io 
mais conveni"ntt'. Ou &'ja. o noím~ru ,]., opnaç&s das árvore de compilação nâc> é alterado, 
ond<> se rondui qiH• o S1 do gn.fo d~ <'H'cuçiio da expressão é fixo. 
:-.;o em.anto. o-~-. (<"ulnprim<>ntu dt' caminho crítico do grafo) do grafo d .. <-'.'WCllçâo da 
expr!"Ssâo pod<> '<<>r n~tuzi,Jn_ ou s<>ja a altura da árvore gerada pela compilação pflralelfl pode 
~er menor. Conseqiit•ut<>JnPllle. u paral<>lismo do código genulo i- aument,.do <' u tr·mp<> de 
execução da expre~sân na pr~~(·nçe~ de recur"'üs infinitos f, diminuído. 
:\ trflduçâo da "~Pr<''"âo 
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pelo compilador SISAL atual é mostradã:lla figura 5.14. A alt•na da á.rvore gerada é 
6, e ela pode ser diminuída. balanceando-se a seqüência de operadores '+'e '*'· A altura da 
nova árvore gerada. é 4 (Figura 5.15). No entanto, a :'.rvore original pode ser rea.nanjada, 
produzindo a árvore de altura 3 da figura 5.16. 
A compilação pa.ralela de uma expressão nã.o.SE. resume no bala..ncaamento de uma seqiiência 
de operadores de mesma prioridade. Deve-se considerar as alturas da.'! sub-árvores envoh·idas 
para construir a árvore de menor altura. 
A segnir é apresentado um algoritmo que manipula convenientemente uma expressão 
aritmética de forma a produúr a árvore de menor altura possível, considerando as alturas das 
sub-árvores para o balanceamento da árvore. Para efeito de clareza, optou-se p<llo tratamento 
de expressões aritméticas compostas apenas pelos operadores binários '+', '-', '*'e '/' e pelos 
unários '+'e'-', além dos parênteses. 
5.5.2 Algoritmo 
A idéia do algoritmo é considerar as alturas das sub-árvores que compõem a expressão dor ante 
o balanceamento dos operadores de mesma prioridade. Considerando a expressão anterior, o 
algoritmo identifica as seguintes sub-árvores para o balanceamento dos operadores'+': 
1. ((A.*B)*(C*D))comaltura2. 
2. E com altura O. 
3. F com altura O. 
4. (G,.. ·H) com altura l. 
As sub-árvores são então reduzidas duas a duas em ordem crescente de altura. Assim, as 
subárvores E e F são unidas produzindo a sub-árvore (E+ F) de altura I. Essa Ultima é 
então unida com a sub-árvore (G,.. H), gerando ((E+ F)+ (G • H}) de altura 2. Finalmente, 
a Ultima sub-árvore gerada é unida com ((A* B) *(C* D)}, produúndo a árvore de altura 3 
da figura 5.16. 
Por construção a árvore final obtida. é de menor altura. Observe que o algoritmo é recur-
sivamente aplicado para o balanceamento de operadores de mesma prioridade, e portanto, a 
sub-árvore ((A,.. B) *(C* D)) é supostamente a de menor altura. 
Além disso, a redução das subexpressões ocorre para operadores de mesma. prioridade, 
isto é, os operadores'+' e'-' e os operadores'*' e'/' sã.o tratados juntos. No entanto, o 
operador '+' é associativo e comutativo (o mesmo ocorrendo para '*'),enquanto que '-' é 
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Figura 5.J.t Cnmpilaçãn Com<'nciomd da Expressào .·1' H· C • J) r: F· (;' 11 
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Vigura 5.15: .Árvore Ualann•ada dos Op<'radur<»< ·,·r·-;-
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Figura 5.16: i\nOr<' Balanc~ada de ~lcnor Altura 
apenas associativo (o mesmo ocorrendo para'/'). Portanto, quando operadores de mesma 
prioridade são balanceados, a conatru~ii.o da árion final deve ser feita de modo cuidadoso de 
forma a nã.o produzir um resultado incorretQ. 
A solução encontrada para essa dificuldade adicional foi introduzir o operador unârio '-' 
na á.rvore balanceada, no caso do balanceamento dos operadores'+' e'-'. O operador unário 
'-'introduz um nível a mais na sub-árvore ger~a. Por exemplo, a oompilao;ão da expressão 
-A- B 
produ!< a árvore ((-A)- B) de altura 2. Portanto, o algoritmo deve também minimizar 
a introdução de operadores uná.rios '-' p<Lra a obtenção da árvore de menor altura. 
Particnl<Lrmente para a MFDM, a introdução dos operadores uná.rios na árvore de oom-
pila.ção é facilmente resolvida. Ele é combinado a.o operador binário '-'na nova instru~ão 
lSI (lnvert and Subtract lntegers), aglutinando-se duas instruções numa só da mesma forma 
como discutido na seção anterior. Dessa forma, a altura da á.rvore não é acrescida de mais 
um nível. 
5.5.3 Resultados 
O trecho de programa abaixo: 
res := let 
wark := (A+ B +C+ D) • (E- F)* {N-O)* (G- H) 
in 
(u·ork+A)•Bj8.0 
end let 
foi retirado de um programa real chamado Simp/e (um programa de hidrodinâmica com 
aproximadamente 1.000 linhas SISAL, desenvolvido pelo LLNL, us.ad9 para ~benchma.rks" ). 
O grafo original da expressão é mostrado na figura 5.17, o otimi!<ado na figura 5.18 e os 
resultados de comparação entre eles são apresentados na Tabela 5.5. 
O rearranjo da árvore da expressão (work +A) • B/8.0 implica num ganho de 16.4% no 
tempo de execução, bemo como no aumento do paralelismo médio n. Para as expressões 
1 + 2 + 3+ 4 + 5 + 6 e A* B *C* D +E+ F+ G • H, os ganhos foram respesctivamente de 
8.3% e de 19.4%, sendo que também os valores de n foram consideravelmente aumentados. 
5.6 Resumo 
Este capítulo apresenta otimi~ações dos esquemas da expressão de seleção, do encadeamento 
de expressões condiciona.is, dos operadores de redu~ã.o e da<! expressões aritméticas, baseada<! 
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Figura 5.17: E<qu~!rl<t Origin;,.] da E"prcssii.o (u·ork • A)< Hj8.0 
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Fip1ra 5.18: E"<!u<"ma Otimizado da Expres-<áo (u•ork r A), H/8 o 
J(ll 
Tabela 5.5: Resultados da.'l Expressões Aritméticas 
na redução do comprimento do caminho critice> dos grafe>s de execuçiúl dos esquema." originais. 
Os resultados obtidos foram bem satisfatórios e amplamente discutidos durante o texto. 
A codificaçãe> dos esquemas otimiladOS da expressão de seleção, do encadeamento de ex-
pressões condicionais e dos operadores de redução devem ser incorporados ao tradutor IFI. 
Já a implantação das instruçÕes com número arbitrário de saídas deve ser feita pelo otimi-
zador, seria!izando os ender~ÇOl> da.s instruções sempre que JI!)ÇI"SSârio. O balanceamento da:! 
expressões aritmética." deve S<'r feito pelo compilador SISAL, aproveitando a análise conven-
cional da expressão para a geração da nova árvore. 
Os ganhos obtidos comprovam que uma melhoria significativa da qualidade do código 
gerado pode ser obtida, ainda que considerando programas pequenos. 
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Capítulo 6 
Conclusões e Trabalhos Futuros 
As otimizações sugeridas neste capítulo dependem basicamente de alterações da arquitetura 
original da MFDM. Está prevista a constru~ã.o de um novo protótipo que englobe todas 
as alterações propostas pelo Grupo de Fluxo de Dados da Unicamp referente à gera.ção de 
código, ao a:rm<Uenamento de estruturas e à arquitetura. 
6.1 Eliminação das Instruções de Replicação 
Para um programa grande até 40% das instruções executadas na MFD~i são DUPS:Boh 86] 
[Boh 89]. O uso das instruçõ-es TUPs reduz essa porcentagem pela metade, mas mesmo assim 
o número de instruções de replica.ção é absurdamente alto. 
A seguir é proposta a eliminação das instruções de replicação do conjunto de instruções 
da MFDM, implicando numa melhoria significativa da qualidade do código gerado. Estas 
instruções podem ser eliminadas com a implementação da comunicação por pacotes entre a 
UP e a UF. Além disso, a eliminação destas instruções implica na modificação da UP da 
MFDM, de tal modo que instruções com um número variável de saídas sejam representadas. 
Uma no>"a proposta para a unidade de programa é ilustrada na figura 6.1. 
O pacol« de grupo originário da unidade de agrupamento contém um endereço x da uni-
dade de programa onde está definida a instrução a ser executada. Os endereços subseqiientes 
de :z: contêm a espedfica.çã.o dos destinos do resu)t~do. O Bit A= I significa que existe mais 
um destino para o qual o resultado deve ser enviado; o BitA =O indica o último destino da 
lista. O otimi~ador fica responsável por serializar (sempre que possível) os mU!tiplos destinos 
do resultado de uma instrução (como na instrução TEP). Desse modo, somente um pacote 
é enviado à. unidade funcional com a definição do dutino_inicial e do dcl!tino.final do resul-
tado, reduúndo-se o número de pacotes a S<lrem transmitidos. O BitB = 1 no endereço :r+ 3 
indic11. que um de~tino_inicia/ está definido. O endereço imediatamente sucessor :r+ 4 define 
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Endere~o BitA BitB 
- - instru~ão 
l o destinei 
l o destinc2. 
l l destine_ inicial 
l o destine_ final 
o o destinc3 
... 
Figura 6.1: Nova Unidade de Programa da MFDM 
o d(s/i"rlo.final. O primeiro pacote recebido pela. unidade funcional seria 
(vl, v2, rótulo, instruo;W) 
Os pacotes seguintes seriam os destinos do resultado. 
Essa proposta é válida para instruções que geram apenas um resultado lógico, ou seja, 
instruções com prefixo~' L, R ou T. As iostruções com prefixo D não são tratadas. 
6.2 Acumulador 
Na expressão paralela, todas as ativações do corpo são disparadas simultaneamente. Nesse 
caso, a redução dos valores das fichas pode ser acelerada com o uso de um acumulador. Essa 
alternativa diminui o tempo gasto pela opeu . .-;ão de redução, mas implica em mudanças da 
arquitetura atual da máquina. 
Um acumulador pode apresentar o seguinte formato: 
acumulador (operador, valor inicial,# de acumulações) 
Os valores intermediários do acumulador não são acessíveis, e portanto, o procedimento 
é determinístico. Além disso, supõem-se que a opera.ção realizada pelo acumulador, por 
e:<empln a adição, seja a.ssociativa e comutativa, e que os cálcul05 não sejam realizados em 
pOnto flutuarlte[Aim 89[. 
101 
Na prática, para programas que envolvem cálculos com vários digites de precisão, a ordem 
em que uma soma cu um produto são rea.litados, 11ãc é desprezível. Pata um mesmo programa 
com uma entrada fixa, \'á.rics resultados finais difereDtes podem ser obtidos depende11dc da 
ordem em que a redução ocorreu. No caso da MFDM, a ordem em que a redução é realizada 
não é garantida pois a máquina é totalmeote assiocrona. 
6.3 Conclusões 
As duas extensões propostas reduzem bastante o tempo de execução dos programas SlSAL. 
A primeira extensão proposta é a mais importante, pois o número de instruções de replicação 
explícita é realmente grande. A eliminação dess<.! tipo de instrução aumenta significativamente 
a qualidade do cé>digo gerado. A segunda extensão depende de uma modificação mais drástica 
da. arquitetura, e precisa ~r mais elaborada. 
Numa máquina com processamento ,·etorizado, a porcentagem de código que pode ser 
otimizado varia de 10% a 90%:Hwa 84], e o código não vetorizável tende a ser o gargalo do 
sistema. A vetorização automática requer uma a.ná.lise sofisticada do código, e essa análise 
é mais difícil de ser feita para linguagens, como por exemplo FORTR.AN, que apresentam 
efeitos colaterais. 
Uma máquina de fluxo de dados bem projHada deve tratar estruturas da dados de modo 
eficiente e remover os gargalos causados pelas operações escalares (isto é, o código não H-
torizável), pois o ambiente de fluxo de dados permite a exploração natural do paralelismo 
dessas operações. É exatamente nesse pont.o uma máquina de fluxo de dados pode 5Uperar 
os computadores paralelos con,·encionais. 
Por outro lado, as linguagens funcionais tém sido apontadas corno solução para a crise 
de produtividade de software atualmente existente. A programação de máquinas multiprO-
cessadas usando-se linguagens como FORfRAN é difícil pois a complexidade do "hardware" 
é grande e não transparente ao programador. Isso leva a programação paralela de volta 
ao ponto de partida, onde o "hardware~ deve ser entendido para a obten<;ã.o de programas 
eficientes. Ou seja, está criado um retrocesso da programação de "alto nivel~. 
Num ambiente de fluxo de dados, a linguagem funcional é facilmente compilada para um 
grafo de dependências pois não existem efeitos colaterais. A geração de código deve então 
mapear eficientemente o grafo de dependência para o grafo de fluxo de dados executado pela 
máquina. No caso particular da MFDM, mostrou-se que essa tradução não foi implementada 
de modo eficiente e pôde ser melhorada. 
As otimizações realizadas se concentram ua reduo;ã.o do comprimento do caminho critíco 
dos esquemas usados para a tradução do alto nível para grafos de fluxo de dados, bem como, 
no aumento do número de caminhos, oferecendo 11m maior grau de paralelismo a ser explorado 
pela máquina. 
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Esquemas otimi~ados para expressão de seleçã.o (~tagcase"), encadeamento de expressões 
condicionais, operadores de redução e compilação de expressões aritméticas foram propostos, 
e os resultados obtidos foram satisfatórios, mostrando que a qualidade do código da MFDM 
pôde ser significativamente melhorada. 
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Apêndice A 
Conjunto Reduzido das Instruções 
da MFDM 
I.: ma instruç:ão genêrica da MFDM é ilustrada na figura A.l, onde 
• ve : valor esquerdo 
• vd = valor direito 
• na : nome de ati•·a.ção 
• in = índice 
• en = endereço da instrução 
• destl = destino do primeiro resultado 
• dest2 = destino do segundo resultado 
• rl = primeiro resultado 
• r2 : segundo resultado 
Uma ficha genérica da MFDM é representada por: 
valor< no, in, en > 
senda que: 
I. Na maioria dos casos en é omitido, 51'ndo representado graficamente pelas arestas do 
grafo que indicam os caminhos da:! fichas. 
107 
ve<na,in,en> vd<ua, in, en> 
é: 
en: 
Figura A.l: Instrução Genérica da MFDM 
2. O conjunto de fich!!.S representado entre chaves indica que o tráfego pela aresta ê total-
mente a.l~atório. 
3. O conjunto de fichas representado entre colchetes indica que o trâ.fego pela aresta ocorre 
de modo ordenado, garantindo-se q':'e em cada in;;iante, existe apenas uma ficha na 
-·~ 
O conjunto red~Uido das instruções da MFDM usado na disst>rtação, em ordem alfabética, 
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Apêndice B 
Fontes dos Esquemas Otimizados 
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