Abstract: A typical problem in low-level liquid scintillation (LS) counting is the identification of particles in the presence of a high background of and particles. Especially the occurrence of -and -pile-ups may prevent the unambiguous identification of an signal by commonly used analog electronics. In this case, pulseshape discrimination (PSD) and pile-up rejection (PUR) units show an insufficient performance. This problem was also observed in own earlier experiments on the chemical behaviour of transactinide elements using the liquidliquid extraction system SISAK in combination with LS counting. -particle signals from the decay of the transactinides could not be unambiguously assigned. However, the availability of instruments for the digital recording of LS pulses changes the situation and provides possibilities for new approaches in the treatment of LS pulse shapes. In a SISAK experiment performed at PSI, Villigen, a fast transient recorder, a PC card with oscilloscope characteristics and a sampling rate of 1 giga samples s −1 (1 ns per point), was used for the first time to record LS signals. It turned out, that the recorded signals were predominantly , -and -pile up, and fission events. This paper describes the subsequent development and use of artificial neural networks (ANN) based on the method of "backpropagation of errors" to automatically distinguish between different pulse shapes. Such networks can "learn" pulse shapes and classify hitherto unknown pulses cor- rectly after a learning period. The results show that ANN in combination with fast digital recording of pulse shapes can be a powerful tool in LS spectrometry even at high background count rates.
Introduction
The chemical properties of the transactinide elements ( > 103) have been of considerable interest in recent years. Gas chromatography and liquid chromatography have been successfully applied to study the chemical properties of elements 104, 105, 106, 107, 108, 112, and 114 [1] . During the last years, studies have also been performed to explore the capability of the fast centrifuge system SISAK-3 combined with an online detection system based on liquid scintillation (LS) counting. With SISAK, fast multistage solvent extractions using specially designed highspeed centrifuges (15.000-30.000 rpm, 0.3 mL inner volume) for phase separation can be performed [2] . After the extraction step, a scintillator is added to the organic phase which contains the element under investigation, and the solution is pumped through LS detector-cells equipped with a photomultiplier tube and adjoined analog electronics for data recording [3] . For studies of the transactinide elements, various chemical separation systems have been worked out with carrier-free amounts of the lighter homologues of the transactinides and tested on-line with SISAK [4] . Flow rates between 0.3 and 2 mL/s can be adjusted to optimize the hold-up time in the detector cells with respect to the half-life of the nuclide to be investigated.
In an early experiment at the Philips cyclotron of the Paul Scherrer Institute (PSI), the -particles emitted by 17-s 161 Hf could be identified unambiguously with analog electronics incorporating pulse-shape discrimination (PSD) and pile-up rejection (PUR) [3] . A mixture of dimethyl-POPOP and 1-methylnaphthalene in toluene was used as liquid scintillator. PSD makes use of the fact that differences in the widths of the light curves of the scintillator produced by strongly ionizing particles compared to the light curves for weekly ionizing particles can be recognized. The strongly ionizing particles are populating predominantly excited triplet states of the scintillator. Because of selection rules, these states cannot decay directly, and therefore, the light curves of events are several tens of nanoseconds longer than for -and events. This difference in the pulse decay can be determined by analog electronics based on constant fraction discriminators [3, 4] . In subsequent experiments performed at the 88" cyclotron at the Lawrence Berkeley National Laboratory, 0.95-s 224 Pa could also be detected [5] .
The experiments with Hf (the lighter homologue of rutherfordium, Rf) and Pa (the pseudohomologue of dubnium, Db) showed that SISAK combined with the LS detectors is in principle suited for the investigation of short-lived -emitters. However, experiments at PSI to investigate 78-s to the large surplus of / activity causing pile-up events that interfere with the detection of particles by the analog electronics. This was overcome by the application of digital pulse-shape recording [6, 7] for off-line digital pulse form analysis. Subsequently, automated pulse-shape discrimination of the same data by neural networks was implemented and is the subject of this communication.
Experimental procedure
The experiment using the
was again performed at PSI [7] . Figure 1 shows the SISAK setup for the extraction of rutherfordium. In a degasser centrifuge (D1), the nuclear reaction products attached to aerosols as delivered by a gas-jet transport system were dissolved and the transport gas removed. [8] .
A cross section of the LS detector cell was depicted in [7] . Figure 2 represents a block diagram of the analog electronics used for the data recording and analysis. Four parameters per event were generated by the analog electronics and recorded, one for the energy, one for the time correlation, and two for / discrimination. For this, pulse-shape discrimination (PSD) is used to discriminate against signals from -or decay which were orders of magnitude more abundant than events from 261 Rf .
The PSD determines the total width of the signal and detects an event as "true" event if the width is on the order of 200-300 ns. In addition to PSD, pile-up rejection (PUR) was applied for further background reduction. PUR is a requirement for the detection of low activities because the PSD electronics cannot distinguish real events from -or pile-up events. The PUR determines the width of the signal at about 30%-50% of its maximum height and rejects all signals that do not fall into a given time window. The data are transferred via a list-mode buffer to a computer and stored. For improved background reduction, registration of the complete pulse was performed with a PC based fast waveform digitizer (Acqiris, Type DP110; Acqiris Company, now Agilent, Geneva). With this digital pulse recorder (DPR), sampling rates up to 1 giga samples (GS) per second were possible with a time resolution of 1 ns. Each individual pulse could be stored on disc. The principle of the digital pulse recording system is shown in Figure 3 . Only those events that were identified by the analog electronics as possible events need to be analyzed further. Therefore, the analog PSD was used as a trigger for the DPR. The charge sensitive preamplifier (CSPA) integrates the signal. The differentiating timing filter amplifier (TFA) transforms the signal back to the original shape of the photomultiplier signal. It was found to be sufficient for further analysis to record 250 data points at a sampling rate of 500 MS/s, resulting in a 500 ns wide pulse. Figure 4a 
Pulse-shape analysis with an artificial neural network
In principle, with the digital pulse recording, all information needed to find all the real events in the data is available. But to find a few events among some hundred thousand background events in a real experiment is a bit similar to the problem to find a needle in a haystack. Therefore, a reliable automated procedure to find the events of interest has to be established. Considering pulse-shape discrimination as a pattern recognition problem, a common method to solve such problems is the use of artificial neural networks [9, 10] . Typically, a very simple model of a neural cell is applied ( Figure 5 ). The input vector X to a neuron layer is multiplied by a weight vector W. The weights are corresponding to the synaptic strength in a natural neural network. The output is some function, the so-called transfer function, of the weighted sum of all inputs. Such neurons are part of a more or less complex network depending on the problem to be solved. If the artificial neural network learns to solve a problem, it means that its weighting factors are adjusted.
Structure of the network
In the present case, after some tests, it was decided to use a 3 layer feed-forward network with the following number of neurons:
Input layer:
175 neurons for 350 ns of the signal (1 data point every 2 ns)
hidden layer: 5 neurons fully connected to the input layer Output layer: 2 neurons fully connected to the second layer output 1: event output 2: any other type of event
As transfer function the sigmoid function ( ) = 1/ (1 − exp(− )) was used.
This 3-layer network was modelled with the program SMART [11] . The weights were adjusted using the backpropagation of errors algorithm [10] .
Training of the network
Training data were obtained by recording pulses from a 219 Rn/ 215 Po source and neutron irradiated dibutylphosphate (DBP) dissolved in the scintillator (toluene/1-methylnaphthalene/dimethyl-POPOP) for -and , events, respectively. A good performance of the network and well-reproducible results were obtained by setting the learning rate and the momentum -two parameters of the back-propagation algorithm -to 0.08 and 0.2, respectively, and by using training data with a sufficiently high number of pulses. The dataset used for the final evaluation of the experimental data contained 2580 scintillation pulses with a wide variety of pulse shapes including different types of pile up events. All pulses presented to the neural network were normalised to a fixed pulse height to prevent that the network "learns an energy calibration". The training phase for the network was short since the error of the network, determined with an independent set of 100 test pulses, decreased very rapidly and was almost constant after 600 iterations ( Figure 6 ).
Sensitivity analysis
A sensitivity analysis shows how sensitive the output values of the network are with respect to the input (i.e. the scintillation pulse). In this sensitivity analysis, one neuron in the input layer gets an input of 1 whilst all other neurons get an input of 0, and the output values of the neural network are calculated. Inherent assumption for this variation is that each input value is independent from each other. This assumption is surely not completely fulfilled in case of a scintillation pulse, but such an analysis nevertheless helps to study the performance of the neural network by generating an -at least -semi-quantitative number, the input sensitivity. It is defined as the partial derivative of an output with respect to an input value. A large change of the output would correspond to a high input sensitivity for the respective input value [12] . After varying this procedure over all neurons in the input layer, the input sensitivity for the network is determined. In Figure 7 , this input sensitivity (after 600 iterations) is plotted together with three arbitrarily chosen scintillation pulses. The plot shows that almost all of the 175 datapoints of a pulse are needed for a successful evaluation. Output 1, indicating an event, is much more sensitive than output 2 ("any other pulse") to the input vector and responds to most of the input values. (This is the reason why a further reduction of the neural network with a smaller input vector was not performed.)
The sensitivity analysis also shows that there are three regions that contribute most to the decision whether a pulse is considered to be an pulse or another type of pulse. Obviously these regions are related to the occurrence of a peak or a peak tail in the pulse shape:
-The first region around neuron 20 (40 ns) corresponds to the peak of all pulses at the same location. It is most likely that the width of a peak (cf. Fig. 4a and c) mostly contributes to the related outputs and pulses such as shown in Figure 4c can be recognised.
-The second region is around neuron 50-60 (100 to 120 ns). It is interpreted such that both a possible second peak (pile up) as well as the (delayed) peak tail of an event very sensitively contribute to the corresponding output.
-The third region at neuron 140-150 (280-300 ns) is somewhat surprising. A possible explanation may be that at this position the neural network detects -in any way -that an event, due to the delayed phosphorescence component of the light pulse, still has a higher baseline than most of the other pulses.
Since the training data contained both noisy and smooth light pulse data, it is probable that signal noise does not play any significant role for the peak assignment.
This gives a hint that this neural network is indeed able to distinguish between pulses and / , sf-pulses, or pile ups. In other words, the used neural network is obviously able to treat the pattern recognition problem properly.
Results of the 261 Rf experiment at PSI
This system was first tested with the data obtained in the
Rf experiment performed at PSI [7] .
In this experiment, 4 detector cells of 5.5 mL each connected in series were used with the analog PSD electronics. The first detector was also connected to the digital pulse recorder. During this experiment a total of 300 000 scintillation pulses were recorded. For all pulses, the network calculated the two output values (" pulse" or "any other pulse") in the range 0. . . 1. But only the first output value was used in this analysis. An output value of 1 would indicate a certain identification of an pulse, a value of 0 would certainly indicate a non-pulse. Table 1 shows as an example the distribution of output values for 27 000 scintillation pulses which were recorded during 2 h. For more than 90% of them, output values below 0.2 were calculated. Only 4.2% of the pulses had output values above 0.8. This is remarkable, as a visual exploration shows that all true pulses had output values higher than 0.8 meaning that more than 95%
of all recorded pulses were background events -although the conventional analog electronic units had already prefiltered the data.
The extraordinary background is better shown if an energy spectrum is calculated from these pulses. Figure 8a shows the spectrum containing all 27 000 pulses. The low energy peak around 4 MeV is mainly due to -events and pile ups, the high energy peak around 14 MeV is due to fission events. In Figure 8b , the same spectrum is shown only for those pulses with output values above 0.8. The high energy peak disappeared completely, and the low energy peak is lowered significantly. Most of the events that contribute to the remaining low energy peak are pile-up events with very unusual pulse shapes (e.g. three peaks) or very noisy pulses. This denotes that the training data did not contain a sufficient number of such unusual pulses so that the neural network could not learn to deal with them. But this limitation is of less importance since the interesting energy range for the identification of This can be verified by visual examination of all remaining pulses which were indeed pulses.
The complete data of the experiment were analysed as demonstrated in this example. In total, 36 single events were found in an energy window of = 7.7-8.8 MeV. Nevertheless, these results show that artificial neural networks can be a powerful tool for improved pulse shape discrimination in LS counting. Neural networks can filter out -scintillation pulses from a large background. In combination with traditional PSD circuits, digital pulse recording and pulse-shape analysis with neural networks allow -liquid scintillation spectrometry even at high background count rates.
For completion, we note that an alternative solution to circumvent problems with the background in -LS counting due to -and -pile-up events in SISAK liquid-liquid extraction experiments with transactinides was achieved by using an electromagnetic separator as preseparator before SISAK to suppress unwanted reaction products [13] .
Possible improvements
The presented approach was based on the idea, that pulse shape discrimination is a pattern recognition problem. It uses already known and classified pulses to teach the neural network how to classify unknown pulses. It does not demand more than basic knowledge on the nature of LS pulses -the pulse shape -, and it even normalises the pulse height to prevent the network from learning an energy information. But, of course, this first classification of the pulses of the learning dataset contains implicit knowledge, e. g. number of peaks, (normalized) pulse area, peak form (shape). It remains unknown how the neural network solves its task and which information is used, the ANN is a "black box". This seems to be unfavourable: if no analytical solution or parametrization for a generalized description and treatment of LS pulses is at hand, new training data for the neural network had be recorded each time when experimental boundary conditions (e. g. presence/absence of quenching substances, different scintillator composition) change substantially, changing scintillator properties and, thus, also pulse shapes.
The question raises whether it is possible to increase the efficiency and generality of this approach. To answer this question, it is worthwhile to compare how the problem of digital pulse classification is treated somewhere else.
Parametrization of LS pulses
Much work has already been done on the problem of discrimination of digitally acquired / pulses [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Neutron pulses have a delayed component (tail) compared to gamma pulses, and similar to analog electronics two or more parameters are typically extracted from the pulses to judge whether they are neutron or gamma pulses. Marrone et al. [14] describe a fitting procedure and resultant two-dimensional representations of the pulses with their respective fit parameters. Other authors calculate from the existing pulse two correlated parameters (e. g. total integral and tail integral; full and partial pulse heights; short and long pulse tail) and plot them for all pulses in a twodimensional diagram. Typically, those scatter plots exhibit two domains -one for gamma and one for neutrons, cf. refs. [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . A comparison of four common algorithms for pulse shape discrimination is given in [21] demonstrating the capabilities of each approach.
Belier et al. [24] extended this approach with more complex boundary conditions. They measured the signals produced by various radionuclides directly in the scintillators. They correlated the pulse height (x-axis) and the signal of a Time to Amplitude Converter (TAC) from a PSD unit (y-axis) in bi-dimensional histograms. By this, separate domains for , and fission events in the histograms were obtained. They also showed that it is possible to measure mixtures of some radionuclides and to assign the signals correctly. Belier et al. also used the charge ratio and charge in a similar way Ronchi et al. did in their work [20] to train neural networks. They were even able to detect / pile ups this way. (It should be noted, that this method can only work for a limited number of radionuclides in the scintillator. If there were too many components with similar decay characteristics, decay energy and too high activity, the poor energy resolution in LSC would prevent an unambiguous identification of all events, especially also of pile-up events.)
These references give some ideas how relatively simple empirical parametrizations can help to improve the correct pulse shape assignment. Such parametrization could be automatically done during off-line analysis of pulses by dedicated software, if the pulses are stored completely digitized. It can as well be done during an on-line analysis, e. g. in a DSP (digital signal processor) based acquisition system, when an immediate pulse processing is required. A possibility could be to calculate such parameters for each pulse separately and to compare it with the results of the neural network. This would ensure to have the two different approaches, empirical parametrization and pattern recognition, not merged into one method.
Neural network improvement with additional parameters
But these parameters can also added as additional parameters for an improved recognition of the pulses by a neural network. (Since our approach is based on the use of a combination of analog and digital electronics, some of those simple parametrizations can also be neglected, concentrating on the filtering of a few events out of many pile ups.) The easiest way for an implementation of such parameters would be an extension of the pulse vector by the respective parameters. It can then be presented to an only slightly modified (more neurons in the first layer) neural network. An alternative could be the use of these empirical parameters as additional output values for the training dataset. In this case, the network would have to learn to predict the correct parameters (outputs) for unknown pulses. This would finally allow to compare the prediction/classification performance of the network by comparing the predicted and the calculated parameters. But to our experience, this would demand a different layout of the neural network, because the classification performance decreases if more than 1-2 outputs are used. Every new output changes the weights of the neurons and weakens the relevance of the other outputs. Therefore, changes should be done carefully. Probably, more hidden neurons and eventually also more hidden layers would be necessary. The number of data points from the pulse should not be reduced as this would lead to a loss of information and eventually to the loss of the ability to handle also noisy, normalized pulses correctly.
Treatment of various pile-ups
Situation would get more complicated if high activities are expected. In our case of a transactinide experiment, the production rate is very low. We had to search for a few events in a high / /fission background. This background produced a number of various pile ups. Most and signals were already rejected by the analog electronics (cf.
Sect. 2) and nearly all pile ups (mostly / and / pile ups) were correctly sorted out by the network. It can not be completely ruled out that also a few pile ups with pulses were included, but with the given event rate we consider the probability of the occurrence of such pile ups as low compared to the detection of single events.
In such a case, high energy pile-ups have to be manually analysed or by parametrization of the pulses as shown by Belier et al. [24] in the search for events. To overcome the current restrictions of our approach and the described possible extension by empirical parameters, another improvement is possible to retain the practically assumption-free approach of neural networks for pattern recognition. Keeping in mind, that the network can be successfully trained with normalized pulses, one could acquire pulses from various / / / /sf calibration sources under the required experimental conditions, similar to the above described calibration with 219 Rn/ 215 Po.
These pulses and systematic combinations of them, to produce a large variety of artificial pile-ups, could then be used for extended training datasets with a high number of correctly classified single and pile-up events. These training data would enable the neural network to pick out the relevant pulses.
Conclusion
A new method was developed to detect events in the presence of a high / background in liquid scintillation counting based on the digital recording of pulses and subsequent use of artificial neural networks. It was used for the analysis of data of an experiment on the chemistry of Rf. The data acquisition system was a combination of conventional analog LS electronics and a PC-based transient recorder. The analog electronics rejected virtually all and events and triggered the digital data acquisition. Hence, most of the recorded LS pulses were pile-ups and and sf pulses. The selected neural network consisted of three layers with 175, 5 and 2 neurons, the training dataset contained 2580 pulses. The final evaluation was done on about 300 000 LS pulses. More than 95% of these pulses could be automatically recognized by the neural network to be not an event. Finally, 36 single events were found in the relevant energy window of = 7.7-8.8 MeV This demonstrates that the combination of digital LS pulse recording and off-line data analysis can be a powerful tool for low-level spectrometry at high background count rates.
Possible improvements of this approach were discussed enlightening the possibilities and limits of the use of neural networks.
