In this paper, a brief introduction of the nonlinear filtering problems and a review of the quasi-implicit Euler method are presented. The major contribution of this paper is that we propose a nonnegativity-preserving algorithm of Yau-Yau method for solving high-dimensional nonlinear filtering problems by applying quasiimplicit Euler method with discrete sine transform. Furthermore, our algorithms are directly applicable on the compact difference schemes, so that the number of spatial points can be substantially reduced and retain the same accuracy. Numerical results indicate that the proposed algorithm is capable of solving up to six-dimensional nonlinear filtering problems efficiently and accurately.
Introduction
The nonlinear filtering problem (NFP) is originated from the problem of tracking and signal processing [10] . The theory of filtering has been widely studied for more than 60 years. One of the most influential work on the filtering theory is the Kalman-Bucy filter [9] . It provided an iterative way to solve the linear filtering problem for the discrete data with Gaussian initial distribution, which is useful in science and engineering industries [1, 17, 15, 16] . In order to break out the restriction to the linear dynamical system with Gaussian initial distribution, the problem of nonlinear filtering is gradually getting much more attention. A significant progress on the nonlinear filtering theory is the Yau-Yau filter [21, 22, 23] , which reduces the stochastic differential equations of NFP into the Kolmogorov partial differential equation. Few years later, Luo/Yau have further extended the Yau-Yau filter to the general setting of NFP [12] . Also, they proposed a spectral method for solving one-dimensional NFP [13] in the same year. Based on the theory of Yau-Yau filter, Liu/Dong/Ding proposed an explicit finite difference method for solving NFP with one and two dimensions [11] . In order to improve the efficiency and the reliability of the algorithm proposed in [11] , Yueh/Lin/Yau proposed a numerical scheme based on the quasi-implicit Euler method (QIEM) [24] for solving the Kolmogorov equations. Under some mild conditions, QIEM has been proved to be convergent and to preserve the conditional probability density functions [24] . However, the efficiency of QIEM can be further improved when we consider the higher-dimensional NFP. In this paper, we develop an efficient algorithm of Yau-Yau method for solving high-dimensional NFP by applying QIEM [24] with discrete sine transform (DST) [7, Chapter 4.8] and present the numerical experiment on up to six-dimensional NFPs. Furthermore, DST is directly applicable on the higher-order difference schemes, so that the number of spatial points can be substantially reduced. This indicates that we can further save more computational costs and retain the same accuracy.
In the following, we consider the classical discrete-time NFP for an R Dvalued signal-observation model [8, 2] . The R D -valued signal/state process x = x(t) satisfies the equation
where f (x(t)) is an R D -valued drift term, v is an R D -valued standard Wiener/ Brownian process. In addition, the R M -valued observation/measurement process y = y(t) satisfies the equation
where h(x(t)) is an R M -valued observation function, w is an R M -valued standard Wiener/Brownian process, which is mutually independent of v. To solve the NFP, specifically, we suppose that the value of measurement y at time t = τ 0 , . . . , τ Nτ can be observed. Then, by applying the theory of Yau-Yau method [20, 22, 23] , the NFP can be reduced into a Kolmogorov partial differential equation in R D of the form
, u vanishes at infinity, and the initial u(0, s) = σ 0 (s) is a given probability density function over
In the whole process, we use the normalized vector u(t, s) of the solution u(t, s) representing the probability density function for the state x at time t. In other words, suppose the random variable X t with respect to the state at time t is defined by X t (s) = s. As a consequence of the Yau-Yau filter theory, we have the probability P [X t = s] = u(t, s). Hence we compute the expectation E(X t ) as an estimate of the state x(t).
Numerical Algorithms for Solving Kolmogorov Equations
In this section, we briefly review the QIEM for solving the Kolmogorov equation (3) . Then, the state x(t) in (1) can be estimated by the solution of (3) at each time t. Let a terminal time T be given. We discretize the time interval [0, T ] by taking a uniform partition
where τ k − τ k−1 = ∆τ , and assume that the information of y at each time step τ k can be observed, for k = 1, . . . , N τ . Furthermore, for each time interval [τ k−1 , τ k ], k = 1, . . . , N τ , we partition it uniformly as
] forms a refinement of the partition P [0,T ] in (4). Our goal is to compute the estimate of the state at each time step t ∈ P * [0,T ] . For the sake of computations, we restrict the domain R D of the Kolmogorov equation (3) 
where R is a suitably large number so that the Gaussian distribution can be ignored outside the ball of radius R with center zero. Then we partition the considered space region on a coordinate axis [−R, R] uniformly by
where s j − s j−1 = ∆s, j = 1, 2, . . . , N . Then the D-cell Ω can be represented by the power set of the partition P [−R,R] ,
Standard Stencil of QIEM
In the discrete model of the equation (3), we set up the boundary condition of the domain Ω satisfying the Dirichlet boundary condition. That is, u(t, s) = 0 on [0, T ] × ∂Ω. For the d-th dimension of the space, d = 1, . . . , D, by using the QIEM, the second order differential operator
n , s j ) in (3) is approximated by the second-order discretization
which is an implicit form. The first order differential operator (3) is approximated explicitly by the second-order discretization
We define the matrices
Then, the discretized Laplacian operator in (3) can be represented by the matrix
in which ⊗ denotes the Kronecker tensor product, I N is the identity matrix of size N and L N is given in (7) . Similarly, the discretization of the term p·∇ in (3) can be represented by the matrix 
in which the matrix
n , s) of (3) with respect to time is approximated explicitly by the firstorder discretization
Then, QIEM for solving (3) can be written in the form
where the matrix Q
. Therefore, we can obtain the solution of (3) at each time step t
by solving the linear system iteratively in time
with the initial vector
Then the normalized vector u(t (k) n , s) represents the probability distribution of the state at time t
n . The QIEM (12) for solving the NFP is proven in [24] to be consistent and stable as long as both ∆s and ∆t are sufficiently small.
Compact Stencils of Laplacian Operator
The accuracy of the scheme (12) is O (∆s) 2 + ∆t . In order to obtain a higher accuracy, we can further consider the compact stencils for Laplacian operator. Suppose the spatial step size of each axis are the same as ∆s. The compact difference scheme [18, 6] for the D-dimensional discretized Laplacian operator (D) can be written by (14) (
where s, k ∈ R D , Q s is the cube with the center at s and the side length of 2∆s, α j are the suitable constant coefficients, j = 0, . . . , D. The coefficients α j can be taken by α j = 2 2−D−j , j = 1, . . . , D with
(See [18, 6] .) Then the matrix representation of the compact scheme (14) can be written by the matrix N are defined by
A diagram regarding the construction of a compact Laplacian matrix is shown in Figure 1 . Similar to (12) , the linear system of the compact scheme can be formulated by
In addition, according to the recursive construction of the matrix S N , which is shown in the following theorem.
Theorem 1 (Explicit Form of Compact Laplacian Matrices). The matrix L (D)
N in (15) can be written explicitly by
Proof. We observe that each arrow in the diagram of Figure 1 is performed exactly once in the construction of the compact discrete Laplacian matrix L (D) N . In Figure 1 , we take S ), that is,
Therefore, (18) follows.
Nonnegativity of Numerical Solutions
According to the Yau-Yau filter algorithm, the solution u(t (k) n , s) of the linear system (12) or (17) represents the probability density function of the state x(t (k) n ) over Ω. Therefore, it is essential to guarantee the nonnegativity of each numerical solution, so that the probability density function at each time makes sense. In the following, we prove that the numerical solution of the Kolmogorov equation by using QIEM is nonnegative. That is, we prove the
is a nonnegative operator, so that the solution of the linear system (17) is always nonnegative. In other words,
is a nonnegative matrix.
Proof. Let N and D be arbitrarily given two natural numbers, and
First, we claim that A ij ≤ 0 for i = j. That is to show that L 
where the entries of S It is natural to consider applying the spectral method with Chebyshev polynomial basis [19] for solving (3) by replacing the Laplacian matrix L
I N , and the matrix K
N in (9) by
where the Chebyshev differentiation matrix D N is defined in page 53 of [19] . In general, the advantage of the spectral method is to handle a smallsized discretization model. However, the probability density function of the Kolmogorov equation in each step computed by (20) and (21) may fail to be nonnegative. Thus, by using the spectral method, the estimates cannot match the real states well because the expectations cannot be precisely estimated. In Figure 2 , we observe that the probability density function of the Kolmogorov equation computed by Chebyshev spectral method not all are nonnegative. But the probability density function computed by the finite difference method can be guaranteed to be nonnegative (see Theorem 2) . Therefore, throughout this paper, we are motivated to consider the QIEM (12) only.
High-Dimensional DST for Accelerating QIEM
In order to further improve the efficiency of QIEM, we apply the highdimensional discrete sine transformation (DST) for solving the Kolmogorov equations.
Discrete Sine Transform
It is well known that the DST can be used for solving Poisson equations with the Dirichlet boundary condition [5] . Suppose the number of discretized spatial points is N . The one-dimensional discretized Laplacian operator can .
Then, we can express the solution of the linear system L N u = b as
Therefore, solving u can be reduced to matrix-vector products of W N and W * N , respectively, and the inverse of the diagonal matrix Λ −1 N . Furthermore, the matrix-vector products of W N and W * N can be done efficiently by calling the built-in function directly.
For D-dimensional problems, we suppose the number of discretized spatial points in k-th axis is N k , k = 1, . . . , D. Then, the D-dimensional dis-cretized Laplacian operator can be represented by the matrix [7, Chapter 4 
For A (j) ∈ R pj×qj and B (j) ∈ R qj×rj , j = 1, . . . , d. It is well-known by the multiplication rule for Kronecker products [3] that
Then, from (23)- (25) and (26), we have the following useful theorem immediately.
Theorem 3 (D-dimensional DST for Laplacian). [7, Chapter 4.8] [4]
Let the number of partition points in k-th axis be
N1,...,ND in (25) can be written by is the diagonal matrix of the form
The DST on Compact Stencils
In order to reduce the number of spatial points for discretization and retain the same accuracy, we apply the DST on compact QIEM stencils. By doing so, we can further save the computational costs.
In the following, we simply derive an explicit form of the spectrum of the compact Laplacian matrix L 
where
N is the diagonal matrix of the form
Plugging (30) and (31) into (18), we obtain
By applying (26) to (32), the theorem is proved.
Remark. (i) Theorem 4 implies that the matrices L
N is easily to compute.
Numerical Experiments
In this section, we demonstrate numerical experiments for the cubic sensor problem of dimension D, for D = 1, . . . , 6, and test the efficiency of our algorithm for solving NFP. The process for generating data of states and observations for the cubic sensor problem is described in Section 5.1. The numerical results are shown in Section 5.2.
Generating Data of the States and Observations
In order to simulate numerical examples of (1) and (2), we use the Euler forward difference method to generate a set of states and observations
where x 0 is a given initial vector and y 0 is zero, ∆τ is the size of the time step, v and w are mutually independent Wiener/Brownian processes with mean to be zero and variance to be one. The vector-valued functions f and h in the cubic sensor problem of (1) and (2) are chosen to be
Numerical Results
We use the laptop of Sony VIAO (SVS13137PW) with 12GB memory as our computing device. In order to check the accuracy of our algorithm for solving NFP, we compute both the mean error (L 1 -error) E L 1 and the rootmean-square error (L 2 -error) E L 2 between the estimates x = ( x 1 , . . . , x D ) and the real state 
Concluding Remarks
In this paper, we apply the QIEM with the high-dimensional DST acceleration for solving the high-dimensional NFP. In addition, we derive an explicit form of spectrum of the compact Laplacian matrix, so that the DST is directly applicable on compact difference schemes. Furthermore, we prove that our algorithm preserves the probability density functions. Several numerical experiments are demonstrated in detail. The numerical results indicate that QIEM with the DST acceleration is capable of solving up to six-dimensional NFP efficiently and accurately. 
