The height of the surface of a fluid in an annular tube is explored using a shooting method to solve a boundary value problem where the radii and the contact angles are given. The contact angles on the inner and outer tube surface need not be the same. These surfaces are then extended so that they are no longer graphs. The extended surfaces are shown to solve a boundary value problem over an annular base domain where given inclination angles are achieved at given radii.
Introduction
The equilibrium shape of the interface between liquid and air can be given in terms of the YoungLaplace equation
where κ = ρg/σ is the capillary constant, where ρ is the density of the fluid, σ is the surface tension of the liquid surface, g is the acceleration due to gravity. Solutions of this equation have been studied in a circular capillary tube, and the exterior of a cylinder, as well as more general domains. See Finn [4] for background and references.
Here we study the solution of a boundary value problem for (1) over an annular base domain assuming axial symmetry. This work extends results from Elcrat, Kim, and Treinen [1] where existence of the solution to the boundary value problem was given. In Section 2 short proofs of the main results in [1] are given using slightly different methods. In Sections 3 we extend the solution meridian, in the spirit of sessile drops, past vertical points to where they become horizontal.
In the remainder of this section some equivalent forms of (1) are given and the different boundary conditions are explained and grouped into different problems.
Under the assumption of symmetry (1) becomes
where r is the radial coordinate and u = u(r) is the height of the surface.
Here and in what follows (·) ′ denotes differentiation with respect to r, even if further parameters are introduced. It is convenient to introduce the inclination angle ψ, measured from the positive direction of the horizontal component. Then (2) may be written more compactly: (3) (r sin ψ) ′ = κru.
This then leads to a system of first order equations dr dψ = r cos ψ κru − sin ψ (4) du dψ = r sin ψ κru − sin ψ ,
which hold on any portion of the solution curve that does not contain an inflection point. One further form of the differential equations, parametrized by arc length s, is: dr ds = cos ψ (6) du ds = sin ψ (7)
Consider a container bounded by two concentric circular cylindrical walls. The base domain is a circular annulus. We prescribe the inner radius a and the outer radius b as well as the contact angles at each: γa, γ b . Note that the contact angles are measured within the fluid, so that 0 < γa < π/2 corresponds to a negative slope for the tangent at a and 0 < γ b < π/2 corresponds to a positive slope for the tangent at b. The given contact angles then lead to given inclination angles ψa and ψ b where the sign of the inclination angle is the same as the sign of the slope of the tangent.
We thus arrive at the problem considered in [1] which consists of finding a solution u ∈ C 1 [a, b] of (1) with prescribed boundary inclination angles ψa, ψ b ∈ (−π/2, π/2). All solutions obtained in [1] are single valued with respect to the radial variable and naturally have inclination angle satisfying ψ ∈ (−π/2, π/2).
The equations (4),(5) admit parametric solutions with inclination angle taking values both inside and outside the interval (−π/2, π/2). This makes it natural to consider an analogous problem for (4),(5) with more general boundary conditions. The natural extension would be to include inclination angles ψa, ψ b ∈ [−π, π]. This leads to the possibility of an inflection point on the curve, in which case (6) . (7), (8) are needed.
It will be observed that the projection of the solution profile projects neither simply onto the radial axis, nor onto the interval [a, b] . We call any solution of (6) . (7), (8) with these properties the profile of an extended capillary surface.
These profiles include several capillary interfaces of interest, as indicated in Figure 1 , Figure 2 and Figure 3 . Figure 1 shows the profile of sessile drop of a non-wetting liquid satisfying ψa ∈ (−π/2, 0 and ψ b ∈ [−π, −π/2). In Figure 2 Additional discussion of floating drops and applications of extended capillary surfaces may be found in [2] , [3] , and [8] . A discussion of a floating sphere in a bounded container may be found in [6] . 
Solutions that are graphs
Consider the differential equation (2) with boundary conditions ψa, ψ b ∈ (−π/2, π/2) with ψa prescribed at a and ψ b prescribed at b. In proving existence of the solution to this boundary value problem we first derive integral equations. We will use a shooting method, so we consider first the left boundary point a with ψa given and fixed. Integrating (2) from a to r for a < r ≤ b and using (3),
and solving for u ′ (r), then integrating from a to r, while for convenience, denoting h = u(a):
Note that h is a parameter here: as convenient we will write u(r; h) and v(r; h). The plan is to use integral equations (10) and (11) to show that we may attain any admissible boundary values by considering a range of values for h. It will be useful to consider the unbounded liquid bridge, which is the solution the the problem (12)
This problem has been studied extensively, see Johnson and Perko [5] , Siegel [7] , Turkington [9] , and Vogel [10] . The first results are when the solution is a graph, and Vogel's results extend this to functions that are not graphs. Vogel's results can be slightly modified so that (12) is equivalent to (4) and (5) with ψa = −π/2 at r = a and w(a) = T (a) where the function T is the unique height of the vertical point (σ, T (σ)) so that w = 0 at ∞ (this corresponds to ψ = 0 at ∞). Elcrat, Neel, and Siegel [2] proved there is a unique liquid bridge for any given ψa with 0 ≤ ψa < π/2. Thus there is a surface w that satisfies the left boundary condition, the same equivalent differential equations, and extends to any radius. The following lemmas are slightly modified from [1] . This process is summarized in Figure 4 .
Lemma 2.1 For h1 < h2 and a < r ≤ b we have u(r; h1) < u(r; h2) and u ′ (r; h1) < u ′ (r; h2).
Proof. Note that u ′ (a; h1) = u ′ (a; h2) as ψa is given, and the same for both u(r; h1) and u(r; h2). Also note that f (p) := p/ p 1 − p 2 is an increasing function. Then, for some ǫ > 0 and a ≤ r ≤ a + ǫ, as u is continuous and h1 < h2
Then from (9) and the monotonicity of f (p) we find that u ′ (r; h1) < u ′ (r; h2) on a < r ≤ a + ǫ. Thus u(r; h1) < u(r; h2) on (a, a + ǫ).
If the conclusion of the lemma fails at some first r0 > a, then it must be the case that u(r0; h1) ≤ u(r0; h2) and u ′ (r0; h1) = u ′ (r0; h2) with
We are, however, in the same situation as we were at r = a, and by replacing a with r0 and repeating the argument above, we see that u ′ (r; h1) < u ′ (r; h2) on (r0, r0+ǫ). Differentiating (9) and evaluating at r0, we find
Since f (p) has a positive derivative, this implies u ′′ (r0; h1) < u ′′ (r0; h2), contradicting (14).
Lemma 2.2 There exist h1 and h2, where h1 < h2, such that if h1 < h < h2 then |u(r; h)|, |u
Proof. First take h0 to be the height of the unbounded liquid bridge that has the inclination angle ψa at r = a. From continuous dependence on the data h, we may find h2 > h0 as follows: given ǫ > 0, for δ > 0 sufficiently small we have u(b; h0 + δ) < u(b; h0) + ǫ and u ′ (b; h0 + δ) < u ′ (b; h0) + ǫ. Set h2 = h0 + δ. By Lemma 2.1 we may assert the claim for any h ∈ [h0, h2]. If the height is decreased from h0 we obtain u(b; h0 − δ) > u(b; h0) − ǫ and u(b; h0 − δ) > u(b; h0) − ǫ and if we take h1 = h0 − δ we may again assert our claim for any h ∈ [h1, h0].
Denote the value of h (inR) that attains this supremum byh2. Ifh2 = ∞ then u(a;h2) = ∞. This implies u ′ (r;h2) = ∞ before r = b and as (9) implies u ′ (r; h) is increasing in r (h > 0). Thush2 < ∞ as u ′ (r; h) is increasing in h, and therefore the supremum is achieved in R.
Assume sup u ′ (b; h2) < ∞. Takeh2 + ǫ for ǫ > 0 small enough that u ′ (b;h2 + ǫ) < ∞, which is possible by continuity. Then Lemma 2.1 implies u ′ (b;h2) < u ′ (b;h2 + ǫ), and this contradicts that h2 was the max.
The proof for min u ′ (b; h1) = −∞ is similar.
Seth1 as value for h1 achieving the infimum above. Now we see that {u [4] , Chapter 3, with sessile drops. We begin with a point (m, h) such that u(m) = h > 0 and u ′ (m) = 0. Integrating (3) from m to r > m, then solving for k l := sin ψ/r, and using the monotonicity of u(r) yields:
A similar estimation produces
to the left of m. These estimates hold up to vertical points. For ψ ∈ (0, π/2), (16) implies (18) 2 sin ψ < κru
This implies that there are no singularities to (4),(5) at ψ = π/2. Denote R := r(π/2). As ψ < 0 to the left of m and r, u > 0 there are no singularities at the left vertical point L := r(−π/2). The left inequality of (16) with ψ = π/2 implies a bound on R:
Similarly using the left half of (17) we obtain
Note as um → ∞ these estimates imply L, R → m. In fact, in [1] it was shown that um → 0 implies L → 0 and R → ∞. The simplified methods used in this current paper do not make this fact obvious. The object is to continue the solution meridian to have inclination angle π on the right and to have inclination angle −π on the left. Consider the right part of the meridian first. With (4), (5) it is possible to continue past R to some ψ ∈ (π/2, π]. On this part of the meridian (3) Integrating from r to R on both (+) and (−) and subtracting:
By (5) this implies u + > u − for r near R, and thus sin ψ − > sin ψ + . This implies (19) holds as long as continuation is valid. As u + and u − are increasing in ψ, then sin ψ − > sin ψ + and thus u + > u 
Then sin ψ − < sin ψ + and u + > u − as long as continuation is possible, as in the other case. Then as r → m we have sin ψ − → 0 from below and continuation breaks down before r = m.
Lemma 3.1 For the meridian determined by u(ψ; um, m), k l is increasing on (−π/2, π/2) and decreasing on (−π, −π/2) and (π/2, π).
Observe that (19) holds on the entire interval 0 < ψ < π:
Also note that κru − 2 sin ψ κru − sin ψ > 0 on −π < ψ < 0. The result follows from the sign of cos ψ on the interval (−π, π).
Note that this implies that sin ψ/r attains a minimum of −1/L when r = L, and a maximum of 1/R when r = R.
and on π/2 ≤ ψ ≤ π there holds
Proof. Rearranging (5) then integrating from π/2 to ψ:
Now k l decreases over the range of integration (note dψ/ds > 0 on the entire length of the meridian), so as the smallest value is sin ψ/r, the left side of the last equation is increased:
Now continuing from (29) we estimate k l by its largest value of 1/R, the left side of (29) is decreased:
as above. Similarly on the left part of the solution meridian, integrating from ψ to −π/2 we have
Then by Lemma 3.1 we have
Before proving the next lemma we make a remark. Proof. It has already been noted that as h → ∞ that L, R → m. Thus as L < α < m < β < R we have α, β → m as h → ∞.
In [1] it was proven that as h → 0 that L → 0 and R → ∞. Using that as a starting place we show R → ∞ implies β → ∞ with the following calculation: rearranging (4) and integrating from π/2 to ψ, then estimating with (28) and using Lemma 3.1 gives
and taking the limit R → ∞ implies that β → ∞ as well. That β ≤ r(ψ, h, m) for π/2 < ψ ≤ π implies the uniform convergence in that range of ψ.
Define the volumes VL and VR to be the volumes generated by the areas between the curve (r, u), the line r = m, and the lines u = u(ψa) and u = u(ψ b ) respectively. Denote V = VL + VR. See Figure 7 . Denote ∆ = κru − sin ψ. We compute
It can be seen from the standard continuous dependence theorems that V is a continuously differentiable function of um. Thus, we may define andṙ := ∂r/∂um andu := ∂u/∂um. Theṅ
and also Proof. For −π ≤ ψa ≤ 0, there is a unique α0 = α0(h, m) such that r(ψa) = α0. Since r(ψ) ≤ m for −π ≤ ψa ≤ 0, we have α0 < m. In fact, if m = a, then α0 < a. By continuity, there is somem > a so that (keeping h fixed) we have α0(h, m) < a for every m ∈ (a,m). Now, keeping m ∈ (a,m) fixed and increasing h, we have L ≤ α0 and lim h→∞ L = m. Then ∂α0/∂h =ṙ > 0, implies that there is a unique h = h(m) so that α0(h, m) = a. First assume that lim sup m→m h(m) = h0 > 0, then α0(h, m) < a for 0 < h < h0 and α0(h0,m) = a. Thus for 0 < h < h0 we have α0(h,m) < a and there is some ǫ0 > 0 for which α0(h,m + ǫ) < a for 0 < ǫ < ǫ0. Thus h(m + ǫ) is well defines, which contradicts the definition ofm. The first part of the claim follows.
This relation holds for
If π/2 < ψ ≤ π, then Lemma 3.4 implies the result. In the case that 0 < ψ ≤ π/2 the convergence is not uniform. However, from [1] , and that ψ = ψ(r) in this region, we have v(r, h1) v(r, h2) ≤ h1 h2
for 0 < h1 < h2. Note that v(r, h) = sin(ψ(r; h)). Thus, taking the limit as h1 → 0 implies sin(ψ(r)) → 0. Thus r(ψ) → ∞. and the second part of the claim follows. Thus, ifm < ∞, continuity implies β0(h(m), m) = b for some m <m. The author would like to thank Alan Elcrat, Henry Wente and the referee, who all made helpful comments. Also, portions of this work were completed while the author was both at Wichita State University and The University of Toledo.
