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Abstract: Our sample (Xit, Yit) consists of pairs of variables. The real variable Xit
measures the creditworthiness of individual i in period t. The Bernoulli variable Yit is the
default indicator of individual i in period t. The objective is to estimate a credit rating
system, i.e. to particularly divide the range of the creditworthiness into several rating
classes, each with a homogeneous default risk. The ﬁeld of change point analysis provides
a way to estimate the breakpoints between the rating classes. As yet, the literature only
considers models without dependencies or with dependence only in cross section. This
contribution proposes multi-period models including dependencies in cross section as
well as in longitudinal section. Furthermore, estimators for the model parameters are
suggested. The estimators are applied to a data set of a German credit bureau.
Keywords: time dependence, rating classiﬁcation, credit risk, split-point, regression
with discontinuities
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1 INTRODUCTION
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Figure 1: Scatter plot of bivariate observations (xit, yit) ∈ R× {0, 1}
1 Introduction
We consider the following problem from credit risk: Our random sample (Xit, Yit),
i = 1, . . . , nt, t = 1, . . . , T , consists of pairs of variables. The ﬁrst variable Xit mea-
sures the creditworthiness of individual i in period t. A high value stands for a high
creditworthiness and vice versa. The second variable Yit is the default indicator of indi-
vidual i in period t. It has two states: Yit = 1 indicates a default, Yit = 0 a non-default.
A default occurs, if an individual cannot meet its contractual credit obligations, i.e. it
cannot pay back its outstandings regularly. A high creditworthiness comes along with a
low probability of default (PD). Compare Figure 1 for an example with T = 2.
The objective of the credit risk manager is to estimate a rating system, i.e.
• to divide the range of the creditworthiness into several rating classes, each with a
homogeneous default risk, and
• to estimate the default risk within each rating class.
In a ﬁrst step, it suﬃces to deal with two rating classes: One class with good creditwor-
thiness and a low probability of default and another class with bad creditworthiness and
a high probability of default.
In order to investigate the (asymptotic) properties of the estimators, particularly the
estimators for the thresholds between the rating classes, we need a stochastic model. This
model has to incorporate dependence between the observations. The main objective of
Daniel Tillich 2
2 LITERATURE REVIEW
this paper is the incorporation of dependence in longitudinal section, i.e. over time,
which is as yet missing.
Prior to this, we review the existing literature comprehensively. In particular, we have
a look at the case of K > 2 classes, which as yet has not been treated in this context
(Section 2). Section 3 is our main contribution. It describes how temporal eﬀects can
be modeled. In Section 4, we propose estimators for the model parameters and give
a program for proving their strong consistency. From this point on, we will restrict
ourselves on the case of two classes. This is because the estimation methods are as yet
established only for the case of one breakpoint. Next, some hints for an accompanying
simulation study are stated in Section 5. Then the estimators are applied to a data set
of a German credit bureau (Section 6). Section 7 concludes the paper.
2 Literature Review
2.1 State of Knowledge
Given observations of individual creditworthiness Xit and individual default Yit, the ﬁeld
of change point analysis provides a natural way to solve the aforementioned problem of
rating classiﬁcation. In the simplest stochastic model, we assume independence of the
observations, i.e. we assume that the pairs (Xit, Yit) are independent and identically
distributed (i.i.d.) copies of a random vector (X, Y ) ∈ R × {0, 1}. The case of two
classes (and thus one threshold between the classes) is studied by Dempﬂe and Stute
[2002] and Ferger and Klotsche [2009]. They assume that the conditional distribution of
Y given X = x is a Bernoulli distribution with success parameter m(x), i.e.
Y | X = x ∼ Ber(m(x)),
where m : R→ ]0, 1[ is the one-step function given by
m(x) =
pi1, if x ≤ θ,pi2, if x > θ, (1)
see Figure 2. Consequently, m(x) = P (Y = 1 | X = x) = E[Y | X = x].
The parameters of function m, namely θ ∈ R as well as pi1, pi2 ∈ ]0, 1[, pi1 6= pi2 are
unknown. In the literature, the parameter θ is referred to as breakpoint, change point, or
split-point. In the aforementioned context of credit risk, it equals the threshold between
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Figure 2: Function m for pi1 > pi2
the two rating classes. The parameters pi1 and pi2 are called risk levels. In the context
of credit risk, they are the conditional default probabilities within the rating classes.
Dempﬂe and Stute [2002] and Ferger and Klotsche [2009] propose several estimators for
the parameters of this discontinuous regression model and they prove some asymptotic
properties, namely:
• strong consistency,
• n-consistency of the breakpoint estimators,
• asymptotic normality of the vector of the risk level estimators, and
• a weak convergence-type result (so-called almost weak convergence) for the break-
point estimators based on the maximum likelihood (ML) method. The correspond-
ing limit distribution is described in terms of the maximizing point of a two-sided
compound Poisson process. Thus, there is no asymptotic normality.
Tillich [2013] reviews the aforementioned contributions and, for the ﬁrst time, uses the
model in the context of rating classiﬁcation. In doing so, he ﬁnds links to concepts
well-known in credit risk modeling, such as receiver operating characteristic (ROC).
Furthermore, he applies the estimators to a data set of a German credit bureau in a
comparative study.
Based on these works, Tillich and Ferger [2015] propose a model which incorporates
dependence in cross section, thus accommodating a crucial fact in credit risk. For this
purpose, they integrate a systematic factor Z into the model. This systematic factor
represents the state of the economy and aﬀects all individuals. In detail, they assume
Xi = Z + Ui (2)
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with latent and mutually independent (ind.) factors Z and Ui
i.i.d.∼ U , i = 1, . . . , n, as
well as
Yi |X = x ind.∼ Ber(m(xi)) (3)
where X = (X1, X2, . . . , Xn), x = (x1, x2, . . . , xn), and m is the one-step function
from (1). In this framework, the observations (Xi, Yi) are no longer independent. In
particular, it holds
• Cov[Xi, Xj] = V[Z] for all i 6= j, if the second moment of Z and the ﬁrst moment
of U exists, and
• Cov[Yi, Yj] = Cov[m(Xi),m(Xj)] for all i 6= j.
Furthermore, Tillich and Ferger [2015] prove that the so-called Dempﬂe-Stute estimator
for the breakpoint θ and the estimators for the risk levels pi1 and pi2 known from the
i.i.d. case also work in this non-i.i.d. framework, i.e. it is shown that these estimators
are strongly consistent under mild conditions.
The interaction of conditional independence and unconditional dependence in this
framework is examined more thoroughly in Tillich [2016]. This contribution i.a. calcu-
lates the default correlation Corr[Yi, Yj] and studies its relationship to the model pa-
rameters θ, pi1, and pi2 as well as, in a Gaussian speciﬁcation, to the so-called score
correlation Corr[Xi, Xj].
A generalization of the aforementioned model regarding the interaction of the system-
atic factor Z and the idiosyncratic factors Ui is investigated by Tillich and Lehmann
[2016]. They use a possibly non-linear link function L, i.e.
Xi = L(Z,Ui) (4)
instead of the linear link Xi = Z + Ui from (2). In their paper, they ﬁnd out that the
estimators proposed for the i.i.d. case are strongly consistent in this generalized non-
i.i.d. framework as well. It should be noted that they also investigate the ML estimator
and the plug-in estimator for the breakpoint, which both are not studied in Tillich and
Ferger [2015].
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Figure 3: Function mK
2.2 Multiple breakpoints
There can be a need for K > 2 classes, i.e. more than one breakpoint. Hence, the
one-step function m has to be replaced by the step function
mK(x) =

pi1, if x ∈ ]−∞, θ1],
pi2, if x ∈ ]θ1, θ2],
...
...
piK , if x ∈ ]θK−1,+∞[
(5)
with risk levels
pik ∈ ]0, 1[, k = 1, . . . , K, pik 6= pik+1, k = 1, . . . , K − 1,
and breakpoints
θ1 < θ2 < . . . < θK−1,
compare Figure 3. In practical applications, a monotonic ordering of the risk levels could
be appropriate, e.g.
1 > pi1 > pi2 > . . . > piK > 0.
This is the case for instance in the modeling of a credit rating system. Here, the Basel
Committee on Banking Supervision [2006, paragraph 404] further demands that a bank
must have a minimum of seven borrower grades for non-defaulted borrowers.
Obviously, the proposed estimators can be applied in an iterative procedure, i.e. in
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the second step breakpoints are estimated within the estimated classes of the ﬁrst step,
and so on. However, we need a criterion to decide which class of the current step
should be divided in the next step. This is the ﬁrst point, why it seems to make
more sense to estimate the diﬀerent breakpoints simultaneously. The second one is that
the mathematical investigation of the properties of the multivariate estimators appears
simpler than the analysis of the iterative procedure. With Ferger [2015], there is a
theoretical basis for this investigation.
In order to develop simultaneous estimators, there are at least three approaches:
1. Maximum likelihood approach: From Ferger and Klotsche [2009] or Tillich and
Lehmann [2016], we infer that the likelihood function to be maximized is
n∏
i=1
mK(Xi)
Yi(1−mK(Xi))1−Yi .
2. Least squares approach: The residual sum of squares to be minimized is
n∑
i=1
(Yi −mK(Xi))2.
3. Transformation approach: Firstly, transform the observations (Xi, Yi), i = 1, . . . , n,
into (Fn(Xi), Yi), where Fn denotes the empirical distribution function of the sam-
ple X1, . . . , Xn. Note that Fn(Xi) is a multiple of
1
n
. Secondly, order the trans-
formed observations by the ﬁrst coordinate. Next, estimate the structural breaks in
the distribution of the concomitants Y[i:n] in this already studied regression model
(Döring [2010], Döring [2011]). Lastly, retransform the estimates into our model
by using the empirical quantile function F−1n .
In all cases, in the ﬁrst instance, we may assume that the risk levels pi1, . . . , piK are
known. If the risk levels are unknown, the number of classes K can be assumed to be
known or unknown. In the latter case, this number has to be estimated as well.
A simulation study could give more insights into this ﬁeld. In particular, the simula-
tion results may indicate the most promising candidate for theoretical investigation.
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3 Modeling of temporal dependence
Sometimes, data from diﬀerent (subsequent) periods is available. In credit risk for
instance, the Basel Committee on Banking Supervision [2006, paragraph 414] demands
that [a]lthough the time horizon used in PD estimation is one year [...], banks are
expected to use longer time horizons in assigning ratings. Thus, we need a suitable
temporal modeling in order to estimate time-invariant rating classes. And this multi-
period model has to incorporate dependence in cross section as well as in longitudinal
section.
In this section, we concentrate on this task, i.e. the temporal modeling in consideration
of dependence between observations. We consider three perceptions of eﬀects in time:
2.1 time dependence of creditworthiness,
2.2 time dependence of default probabilities,
2.3 a combination of both.
In doing so, we merely use the linear link from (2) although a generalization in the sense
of (4) is possible. This is done to keep notation simple.
3.1 Time dependence of creditworthiness
The ﬁrst perception is based on the contribution of Tillich and Ferger [2015]. There,
the state of the economy inﬂuences the creditworthiness of individuals via a change of
income, assets etc. Now, we generalize this idea of dependence in cross section for more
than one period (and more than one breakpoint): Add a time index t to all random
variables and to the sample size in (2), i.e.
Xit = Zt + Uit, i = 1, . . . , nt, t = 1, . . . , T (6)
and replace (3) by
Yit|(X1, . . . ,XT ) = (x1, . . . ,xT ) ind.∼ Ber(mK(xit)), i = 1, . . . , nt, t = 1, . . . , T (7)
with
Xt = (X1t, X2t, . . . , Xntt), xt = (x1t, x2t, . . . , xntt) ∈ Rn, t = 1, . . . , T
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and mK from (5). In doing so, we assume that the default probabilities pik and the
breakpoints θ1 < θ2 < . . . < θK−1 are time-invariant.
This generalized model can be interpreted as follows: Given the values (x1, . . . ,xT )
of all individuals in all periods, the default behavior Yit of individual i in period t
only depends on its own creditworthiness xit in period t. It does not depend on its
creditworthiness in the other periods or on the creditworthiness and the default behavior
of any other individual.
The modeling of the systematic factor Zt and the idiosyncratic factors Uit, and con-
sequently the temporal dependence structure, is still open.
1. As a benchmark, let Zt, Uit, i = 1, . . . , nt, t = 1, . . . , T be mutually independent,
i.e. the observations (Xit, Yit) are independent in longitudinal section.
2. In contrast, we propose an autoregressive setup for the systematic factor Zt and
the idiosyncratic factors Uit. Thus, we get dependence in longitudinal section.
a) Let (Zt) be an autoregressive process of order 1, referred to as AR(1):
1
Zt = αZZt−1 + Vt, Vt
i.i.d.∼ (0, σ2V ), t = 2, . . . , T,
where the symbolic notation∼ (0, σ2V ) denotes that the corresponding random
variable has mean zero and variance σ2V . Note that it would suﬃce to demand
Cov[Vs, Vt] = 0 for s 6= t instead of the i.i.d. property in order to get an AR
process.
If −1 < αZ < 1, then (Zt) is weakly stationary with
E[Zt] = 0 and σ
2
Z := V[Zt] =
σ2V
1− α2Z
.
Hence σ2Z = 1, if and only if σ
2
V = 1 − α2Z . In this case, Zt is standardized,
i.e. Zt ∼ (0, 1). If additionally Vt is normally distributed, then there exists a
strictly stationary Gaussian process with
Zt ∼ N
(
0, σ2Z
)
for all t.
b) Assume nt = n for all t = 1, . . . , T (balanced design). For ﬁxed i ∈ {1, . . . , n},
1Compare e.g. Tsay [2010, Section 2.4] or Chan [2010, Section 3.3] for details on AR processes.
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let (Uit) be AR(1)-processes, i.e.
Uit = αiUi,t−1 +Wit, Wit
i.i.d.∼ (0, σ2i ) i = 1, . . . , n, t = 2, . . . , T,
with −1 < αi < 1 for all i = 1, . . . , n. This is a special case of a vector
autoregressive (VAR) process of order 1:2
Ut = AUt−1 +Wt, t = 2, . . . , T
with random vectors
Ut = (U1t, U2t, . . . , Un,t)
′ and Wt = (W1t,W2t, . . . ,Wn,t)′, t = 1, . . . , T
and diagonal matrix
A = diag(α1, α2, . . . , αn).
3.2 Time dependence of default probabilities
In the second perception of the formation of the data over time, the creditworthiness
of the individuals is, in contrast to Subsection 3.1, hardly inﬂuenced by the state of
the economy. Rather it is determined by the number and type of credit activities, the
number of contracts for telecommunication (smartphone etc.) or accounts for mail order
business etc., see Tillich [2013, pp. 7-8], which stay relatively unchanged over time.
Hence, the variables Xit can be modeled time-invariant:
Xi1 i.i.d., Xit = Xi1, t = 2, . . . , T, i = 1, . . . , n.
Note that, at this point, there is no decomposition of Xit into systematic and idiosyn-
cratic factor.
Instead, the risk levels (probabilities of default, PDs) change over time. Again, the
breakpoints θ1 < θ2 < . . . < θK−1 are time-invariant. See Figure 4 for the case of two
periods t1 and t2, two classes, and one breakpoint.
This scenario is modeled as follows. Assume that the vector of the temporal PDs
pit = (pi1t, pi2t, . . . , piKt)
′ is the realization of a random vector p˜it = (p˜i1t, p˜i2t, . . . , p˜iKt)′
2Compare e.g. Tsay [2010, Section 8.2] or Chan [2010, Section 10.4].
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Figure 4: Time-dependent conditional default probabilities with time-invariant break-
point θ for the case of K = 2 rating classes
with
p˜ikt := Gk(Zt), k = 1, . . . , K, t = 1, . . . , T,
where Gk is strictly monotonic (e.g. decreasing) and Zt is a random variable aﬀecting
any of the K classes. One can imagine this situation as replacing the deterministic step
function mK by a step function with random risk levels.
For ﬁxed t, the random variables p˜ikt should fulﬁll the following requirements:
R1 The support of every p˜ikt is the interval ]0, 1[, i.e. P (0 < p˜ikt < 1) = 1.
R2 The random variables p˜ikt possess a simple distribution with well-known properties,
especially there are few and easily interpretable parameters.
R3 It holds E[p˜ikt] = pik, i.e. we have a time-invariant expectation of random risk in
class k.
R4 The random vector p˜it produces ordered realizations, i.e. pi1t > pi2t > . . . > piKt.
One possible solution for this task is the following: Use Gk : R→ ]0, 1[ with
Gk(z) := Φ
(
Φ−1(pik)−√ρkz√
1− ρk
)
, 0 < ρk < 1,
and
Zt ∼ N(0, 1), t = 1, . . . , T.
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Here and in the following Φ denotes the cumulative distribution function of the standard
normal distribution and Φ−1 its inverse. Then
p˜ikt = Gk(Zt) = Φ
(
Φ−1(pik)−√ρkZt√
1− ρk
)
(8)
is Vasicek distributed with parameters pik and ρk (see Vasicek [2002], Höse and Huschens
[2011, p. 118]), denoted by:
p˜ikt ∼ Vas(pik, ρk).
Remark 1 (Vasicek distribution)
Vasicek distributions Vas(pi, ρ) form a ﬂexible distribution class with two parameters
0 < pi < 1 and 0 < ρ < 1 and probability concentrated on the interval ]0, 1[. The
continuous cumulative distribution function is given by
F (x) = Φ
(
Φ−1(x)
√
1− ρ− Φ−1(pi)√
ρ
)
for all 0 < x < 1
as well as F (x) = 0 for all x ≤ 0 and F (x) = 1 for all x ≥ 1. The corresponding
probability density function is
f(x) =
√
1− ρ
ρ
exp
{
1
2
(Φ−1(x))2 − 1
2ρ
(
Φ−1(pi)−
√
1− ρΦ−1(x)
)2}
, if 0 < x < 1,
and f(x) = 0 else. Figure 5 shows the variety of Vasicek density functions. In Fig-
ures 68, the focus lies on the behavior of the density functions when one of the param-
eters is varied.
Expectation and variance of a Vasicek distributed random variable L ∼ Vas(pi, ρ) are
E[L] = pi and V[L] = Φ2
(
Φ−1(pi),Φ−1(pi); ρ
)− pi2
where Φ2 denotes the distribution function of a standardized bivariate normal distribution
with correlation parameter ρ. The Vasicek distribution Vas(pi, ρ) is a transformation of
a normal distribution, see (8), and a re-parameterized probit normal distribution, i.e. if
L ∼ Vas(pi, ρ) then the probit Φ−1(L) is normally distributed with parameters
µ =
Φ−1(pi)√
1− ρ and σ
2 =
ρ
1− ρ. (9)
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Figure 5: Probability density functions of Vasicek distributions Vas(pi, ρ)
Figure 6: Probability density functions of Vasicek distributions for diﬀerent pi, i.e. pi =
0.05, 0.15, 0.25, . . . , 0.95, and ρ = 0.05
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Figure 7: Probability density functions of Vasicek distributions for pi = 0.25 and small ρ,
i.e. ρ = 0.05, 0.10, 0.15, . . . , 0.35
Figure 8: Probability density functions of Vasicek distributions for pi = 0.25 and large ρ,
i.e. ρ = 0.65, 0.70, 0.75, . . . , 0.95
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This can be used for statistical inference. Let Li
i.i.d.∼ Vas(pi, ρ). Then
Φ−1(Li)
i.i.d.∼ N(µ, σ2).
Estimate µ and σ2 by the corresponding maximum likelihood estimators:
µˆ :=
1
n
n∑
i=1
Φ−1(Li),
σ̂2 :=
1
n
n∑
i=1
(Φ−1(Li)− µˆ)2.
Using the relationship in (9), we can deduce estimators for pi and ρ:
pˆi = Φ
(
µˆ√
1 + σ̂2
)
, ρˆ =
σ̂2
1 + σ̂2
. (10)
These and some more properties of the Vasicek distribution (e.g. the quantile function,
the limiting cases pi, ρ→ 0, 1, and higher moments) can be found e.g. in Vasicek [2002],
Bluhm et al. [2010, pp. 87-90], Höse and Huschens [2010] or Huschens et al. [2010,
pp. 50-52]. For the notion probit normal distribution compare Frey and McNeil [2003,
p. 69] or McNeil et al. [2005, p. 354]. In Höse [2007, pp. 51-52], the term probit normal
distribution is used for the distribution that is called Vasicek distribution here.
Due to Remark 1, the requirements R1R3 are fulﬁlled. The expectation and variance
of our random risk levels p˜ikt are
E[p˜ikt] = pik and V[p˜ikt] = Φ2
(
Φ−1(pik),Φ−1(pik); ρk
)− pi2k.
Moreover, the random framework in (8) is a real generalization of the deterministic
framework, since for ρk ↘ 0, the random variable p˜ikt in the limit has a singular distri-
bution on pik.
Requirement R4 is fulﬁlled, since the random vector p˜it = (p˜i1t, p˜i2t, . . . , p˜iKt)
′ is comono-
tonic, i.e. for all x ∈ Rn its multivariate distribution function Fp˜it(x) is equal to the
so-called Fréchet upper bound:
min{Fp˜i1t(x1), Fp˜i2t(x2), . . . , Fp˜iKt(xK)},
where Fp˜ikt is the marginal distribution function of p˜ikt, compare Müller and Stoyan [2002,
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p. 87], Denuit et al. [2005, pp. 49-50], McNeil et al. [2005, p. 199, Def. 5.15] or Höse and
Huschens [2011, p. 131, Def. 16].
Remark 2 (Proof of comonotonicity)
To show comonotonicity, we can
1. cite and trust Höse and Huschens [2011, p. 133], who state comonotonicity of p˜it
even in a generalized framework (see Remark 3).
2. prove the equality directly: Note that −Zt ∼ N(0, 1). It holds
Fp˜it(x) = P (p˜i1t ≤ x1, . . . , p˜iKt ≤ xK)
= P (∀k = 1, . . . , K : p˜ikt ≤ xk)
= P
(
∀k = 1, . . . , K : Φ
(
Φ−1(pik)−√ρkZt√
1− ρk
)
≤ xk
)
= P
(
∀k = 1, . . . , K : −Zt ≤ Φ
−1(xk)
√
1− ρk − Φ−1(pik)√
ρk
)
= P
(
−Zt ≤ min
k
Φ−1(xk)
√
1− ρk − Φ−1(pik)√
ρk
)
= Φ
(
min
k
Φ−1(xk)
√
1− ρk − Φ−1(pik)√
ρk
)
= min
k
Φ
(
Φ−1(xk)
√
1− ρk − Φ−1(pik)√
ρk
)
= min
k
Fp˜ikt(xk).
The penultimate equality holds since Φ is increasing.
3. show that there exist a random variable Z˜ and non-decreasing (=increasing) func-
tions g1, g2, . . . , gK, such that
p˜it
d
= (g1(Z˜), g2(Z˜), . . . , gK(Z˜))
′,
where
d
= denotes equality in distribution. This condition is equivalent to comono-
tonicity, compare Denuit et al. [2005, pp. 49, Def. 1.9.1] or McNeil et al. [2005,
p. 199, Prop. 5.16]. In our situation, we just take Z˜ = −Zt and
gk(z) := Gk(−z) = Φ
(
Φ−1(pik) +
√
ρkz√
1− ρk
)
,
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Figure 9: Realized default probabilities pikt for K = 12 rating classes and T = 10 periods
Table 1: Rating classes and corresponding risk levels for savings banks used by German
credit bureau SCHUFA, cited according to Korczak and Wilken [2009, pp. 8-9]
rating class k 1 2 3 4 5 6
risk level pik 0.3783 0.2427 0.1978 0.1664 0.1295 0.0877
rating class k 7 8 9 10 11 12
risk level pik 0.0625 0.0481 0.0369 0.0272 0.0185 0.0088
which is obviously non-decreasing in z.
Comonotonicity of p˜it implies that its support is contained in an completely ordered
subset of Rn, compare Müller and Stoyan [2002, p. 87]. Figure 9 visualizes this property.
For the simulation of the ten periods, we used the risk levels from Table 1 and correlation
parameters ρk = ρ = 0.05 for all k = 1, . . . , 12.
Furthermore, it should be noted that we can drop the assumptions regarding normal-
ity.
Remark 3 (Generalized Vasicek distribution)
Let 0 < pik < 1 and 0 < ρk < 1 for all k = 1, . . . , K. For all t = 1, . . . , T , let Zt and Wt
be two stochastically independent, standardized random variables with continuous and
strictly increasing distribution functions FZt and FWt. Let FHt denote the distribution
Daniel Tillich 17
3 MODELING OF TEMPORAL DEPENDENCE
function of the random variable Ht :=
√
ρkZt +
√
1− ρkWt and F−1Ht its inverse. Then
the distribution of
p˘ikt := FWt
(
F−1Ht (pik)−
√
ρkZt√
1− ρk
)
is called generalized Vasicek distribution with parameters pik and ρk and generating
distributions FZt and FWt, denoted as:
p˘ikt ∼ Vas(pik, ρk;FZt , FWt),
compare Höse and Huschens [2011, p. 118, Def. 12]. The Vasicek distribution as intro-
duced in Remark 1 is a special case since it holds Vas(pik, ρk; Φ,Φ) = Vas(pik, ρk). The
expectation of p˘ikt is
E[p˘ikt] = pik,
compare Höse and Huschens [2011, p. 133, Equation (30)]. The variance of p˘ikt is
V[p˘ikt] = P
(
Ht ≤ F−1Ht (pik), H˜t ≤ F−1Ht (pik)
)
− pi2k,
where H˜t :=
√
ρkZt+
√
1− ρkW˜t with W˜t d= Wt stochastically independent of Wt and Zt.
This can be shown analogously to Equation (26) in Höse and Vogl [2005]. As above, the
random vector p˘it := (p˘i1t, p˘i2t, . . . , p˘iKt)
′ is comonotonic. Hence, in every period t, the
realized risk levels are ordered as desired.
Finally, we model the temporal dependence structure of p˜it by means of the stochastic
process (Zt).
• As a benchmark, let Zt be i.i.d., i.e. the risk levels are temporally independent.
• To get dependence of the risk levels, let (Zt) be an autoregressive process of order 1,
i.e. AR(1), compare Section 3.1.
We perform some simulations to visualize the model outcomes. In Figures 1012, box-
plots and histograms of the resulting default probabilities for T = 100 000 periods are
given. For pik and ρk, we use the same settings as above, i.e. the risk levels pik are taken
from Table 1 and ρk = ρ = 0.05 for all k = 1, . . . , 12. In the AR(1)-setting, we employ
normally distributed random variables. Moreover, we have to choose σ2V = 1 − α2Z to
ensure Zt ∼ N(0, 1). We ﬁx σ2V = 0.64 and αZ = 0.6. Additionally to the histograms,
the corresponding Vasicek probability density functions are plotted in red.
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Figure 10: Boxplots of realized default probabilities pikt for 12 rating classes in AR(1)-
setting
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Figure 11: Histograms (density) of realized default probabilities pikt for 12 rating classes
in AR(1)-setting in comparison to probability density function of a Vasicek
distribution (red), varying labeling of axes
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Figure 12: Histograms (density) of realized default probabilities pikt for 12 rating classes
in i.i.d. setting in comparison to probability density function of a Vasicek
distribution (red), ﬁxed labeling of axes
3.3 Combination of both approaches 3.1 and 3.2
Finally, the approaches 3.1 and 3.2 can be combined. To this, start by (6) and (7)
from Subsection 3.1. In (7), replace the time-invariant step function mK by the time-
dependent step function mKt. This function mKt is a realization of the random step
function m˜Kt, which arises from (5) by replacing the time-invariant risk levels pik by
the random risk levels p˜ikt from (8). Hence, in each period t, the random variable Zt is
included in (6) as well as in (8) and therefore aﬀects both: creditworthiness and PDs.
An improving state of the economy, i.e. an increasing systematic factor Zt, consequently
has positive eﬀects
• on the creditworthiness of the individuals by increasing Xt and
• on the default probabilities in the rating classes by decreasing pikt.
As above, temporal dependence is achieved by assuming an autoregressive setup for the
process (Zt).
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4 Estimation of parameters
From now on, we restrict ourselves on the case of two classes. Thus, we have exactly one
breakpoint θ and two risk levels pi1 and pi2. This is done because estimation methods
are as yet established only for the case of one breakpoint.
A ﬁrst idea is to pool all the available data from the diﬀerent periods and to use
standard estimators for θ, pi1 and pi2 as proposed in Tillich and Ferger [2015]. This
results i.a. in the (two-sided) Dempﬂe-Stute estimator for the breakpoint θ:
θ¯n := argmax
x∈R
|Sn(x)| (11)
with criterion function
Sn(x) := Hn(x)− Y¯nFn(x), (12)
where
n :=
T∑
t=1
nt
Fn(x) :=
1
n
T∑
t=1
nt∑
i=1
1{Xit≤x}
Hn(x) :=
1
n
T∑
t=1
nt∑
i=1
1{Xit≤x}Yit
Y¯n :=
1
n
T∑
t=1
nt∑
i=1
Yit.
If one of the relations pi1 > pi2 or pi1 < pi2 is known ex ante, one can also use the
corresponding one-sided estimator: In the ﬁrst case, use (11) with Sn instead of |Sn|, in
the second case with −Sn instead of |Sn|. Compare the literature for details.
To estimate the risk levels pi1 and pi2, the following plug-in estimators are one possi-
bility:
p¯i1 :=
Hn(θ¯n)
Fn(θ¯n)
and p¯i2 :=
Y¯n −Hn(θ¯n)
1− Fn(θ¯n)
. (13)
Note that these estimators only exist, if the denominators are not equal to zero. This is
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the case, if
min
i,t
Xit ≤ θ¯n and max
i,t
Xit > θ¯n,
respectively. In our framework, p¯i1 and p¯i2 are total relative default frequencies for each
of the two classes divided by the breakpoint estimate θ¯n.
A second possibility is to use the means of the period speciﬁc default rates of the
classes, i.e.
pˇi1 :=
1
T
T∑
t=1
p¯i1t and pˇi2 :=
1
T
T∑
t=1
p¯i2t, (14)
where
p¯i1t :=
nt∑
i=1
1{Xit≤θ¯n}Yit
nt∑
i=1
1{Xit≤θ¯n}
and p¯i2t :=
nt∑
i=1
1{Xit>θ¯n}Yit
nt∑
i=1
1{Xit>θ¯n}
. (15)
Analogously to the above, these estimators only exist, if in every period t there are
observations Xit to the left and to the right of the breakpoint estimate θ¯n.
Note that in the case of only one period, i.e. T = 1, all the suggested pool estimators
coincide with the estimators proposed and studied in the literature (Dempﬂe and Stute
[2002], Ferger and Klotsche [2009], Tillich [2013], Tillich and Ferger [2015], Tillich and
Lehmann [2016]).
It suggests itself to conjecture that the estimators from (11), (13), and (14) are strongly
consistent under conditions quite similar to that in Tillich and Ferger [2015] or Tillich
and Lehmann [2016]. But note that there are at least three types of asymptotics now:
(i) nt →∞ for all t,
(ii) n =
∑T
t=1 nt →∞, which is necessary for the consistency of the θ-estimators,
(iii) T → ∞, which has to be assumed for studying the asymptotic behavior of the
pi-estimators in the case of Approach 3.2, i.e. modeling the risk levels by a random
vector p˜i.
In order to prove strong consistency of the breakpoint estimator (11), we propose to
answer the following questions:
• What is the limit process S of Sn?
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• Does Sn converge towards S uniformly almost surely?
• Is the limit process S right continuous with left limits (rcll, càdlàg)?
• Is θ a well-separated maximum point of |S|?
If the last three questions are answered with Yes!, then the Argmax-Theorem of Ferger
[2009, Thm. 4.6] (without proof also in Ferger and Klotsche [2009, Thm. A.1]) implies
strong consistency of the breakpoint estimator. To achieve this goal, we have to ensure
amongst others that there is positive probability in every neighborhood of the breakpoint.
This implies that ﬁnally there are observations in every class. Otherwise, there would
be an interval containing θ that almost surely does not contain any observations. Then
a precise detection of θ would be impossible.
The proof of strong consistency of the risk level estimators p¯i1 and p¯i2 from (13) as
n→∞ seems to run analogously to the proof in Tillich and Ferger [2015], if the risk
levels are modeled time-invariant (Approach 3.1). If Approach 3.2 comes into play
(additionally), i.e. if the risk levels in each period are realizations of random variables,
things become more complicated. Then at least the estimators p¯i1t and p¯i2t from (15)
appear to be consistent for the temporal risk levels pi1t and pi2t as nt → ∞ for all
t = 1, . . . , T , which again may be proved analogously to Tillich and Ferger [2015].
Consequently, as nt →∞ for all t = 1, . . . , T the estimators pˇi1 and pˇi2 from (14) would
be consistent for
pi∗1 :=
1
T
T∑
t=1
pi1t and pi
∗
2 :=
1
T
T∑
t=1
pi2t,
respectively. Now, the third type of asymptotics (T → ∞) comes into play. Finally,
note that, if the risk levels are modeled time-invariant as discussed ﬁrstly, i.e. pikt = pik
for all t = 1, . . . , T , then pi∗k = pik for all k = 1, 2. Thus, we conjecture that the risk level
estimators pˇi1 and pˇi2 from (14) in this case are strongly consistent as well.
5 Advices for Simulation
Before proving the conjectures of consistency, we suggest to perform a simulation study.
In order to compare results with former contributions, the simulation study should be
designed
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• in analogy to Tillich and Ferger [2015] in case of a linear link (2) of systematic and
idiosyncratic factor,
• in analogy to Tillich and Lehmann [2016] in case of a non-linear link (4) of sys-
tematic and idiosyncratic factor.
In a ﬁrst step, a balanced design is recommended, i.e. the sample size in each period is
equal, thus n1 = n2 = . . . = nT . Later, one may study a cohort design, i.e. one excludes
defaults and/or deceased, thus n1 > n2 > . . . > nT . For a reasonable comparison, note
that the total sample size n =
∑T
t=1 nt has to match a sample size in the literature.
For instance, the estimates based on n = 10 000 observations in one period could be
compared with estimates based on a pool of T = 10 periods with nt = 1 000 observations
each.
Under the assumptions of
• the benchmark scenario of Approach 3.1, i.e. temporal independent data with
time-invariant PDs, and
• a balanced design, i.e. n1 = n2 = . . . = nT ,
ﬁrst simulation results show:
1. The estimators from (11) and (13) yield good estimates for the breakpoint as well
as for the risk levels.
2. With the same total sample size n, the estimates based on multiple periods are
better than those based on only one period.
3. With increasing sample size n, the estimates become better in terms of bias and
root mean squared error (RMSE).
4. In particular, the as far relatively bad results for high correlations are greatly
improved.
6 Application: German credit bureau
We consider data from a German credit bureau. See Tillich [2013, Chapter 4, esp.
pp. 130133] for a more detailed analysis. The sample contains T = 43 periods (quar-
ters of the year) with more than 1.1 million observations each. The total sample size
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Figure 13: Criterion function Sn with maximum point θ¯n = 602
n is about 53.6 million. Each observation consists of two values (xit, yit), i = 1, . . . , nt,
t = 1, . . . , T . The ﬁrst variable xit measures the creditworthiness of person i in period t.
A low value represents a low creditworthiness and hence a high default probability and
vice versa. The default behavior of person i in period t is characterized by the sec-
ond variable yit. As already stated before, yit = 1 indicates a default and yit = 0 a
non-default. The total default rate is y¯n ≈ 0.368%. Our objective is to estimate the
threshold θ between bad and good creditworthiness in the sense of dividing its range into
two rating classes: A ﬁrst class with bad creditworthiness and a high mean probability
of default pi1 and a second class with good creditworthiness and a low mean probability
of default pi2. This is the simplest rating system.
Although, one may assume that pi1 > pi2, we use the two-sided estimator θ¯n from (11).
The criterion function Sn from (12) is displayed in Figure 13. It shows a clear triangular
structure, i.e. it ﬁrst increases and later decreases. The maximum point of |Sn| and
therefore the breakpoint estimate is θ¯n = 602. This point divides the sample into two
classes. The ﬁrst class consists of about 31.0% of the total observations, the second of
about 69.0%. The pooled default rates of the two classes according to (13) are
p¯i1 ≈ 0.785% and p¯i2 ≈ 0.180%. (16)
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Figure 14: Quarterly total default rates y¯nt,t (solid line) and default rates for the two
classes, i.e. realizations of p¯i1t and p¯i2t (dashed lines)
Next, we have a look at the quarterly default rates. For every t = 1, . . . , T , we
calculate
• the total default rate of the partial sample of period t, i.e.
y¯nt,t :=
1
nt
nt∑
i=1
yit,
• the default rates for the two groups divided by the breakpoint estimate θ¯n = 602.
These are realizations of the random variables p¯i1t and p¯i2t deﬁned in (15).
The corresponding values are visualized in Figure 14. From these, we calculate
pˇi1 ≈ 0.780% and pˇi2 ≈ 0.180%. (17)
as estimates according to (14).
Assuming that the realizations of p¯i1,t and p¯i2,t come from two i.i.d. samples each of a
Vasicek distribution Vas(pik, ρk), k = 1, 2, we can estimate their parameters with (10).
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Figure 15: Histograms of the realizations of p¯i1,t (black) and p¯i2,t (blue, shaded) with
corresponding adjusted Vasicek probability density functions
Here, the estimates are
(pˆi1, ρˆ1) ≈ (0.780%, 0.306%),
(pˆi2, ρˆ2) ≈ (0.180%, 0.135%).
These values are consistent with (16) and (17) and may be used to create a realistic
parameter constellation in a simulation study. Finally, Figure 15 shows the histograms
of p¯i1,t and p¯i2,t as well as the adjusted Vasicek probability density functions.
7 Conclusions and Outlook
The paper at hand deals with models for rating classiﬁcation. It generalizes models
studied in Dempﬂe and Stute [2002], Ferger and Klotsche [2009], Tillich [2013], Tillich
and Ferger [2015], and Tillich and Lehmann [2016]. Its main focus is on the modeling
of the dependence in longitudinal section. In particular, two perceptions are considered.
These are ﬁrst the time dependence of the variables measuring creditworthiness and
second the time dependence of the default probabilities within the rating classes. After
that, some estimators for the model parameters are proposed. Finally, these estimators
are applied to default data of a German credit bureau.
The contribution reveals areas requiring further research. The following topics can be
treated:
• Perform a comprehensive simulation study as proposed in Section 5 also regarding
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 dependence in longitudinal section as described in Subsection 3.1,
 the generalized modeling of the risk levels as speciﬁed in Subsection 3.2,
 unbalanced data.
• If supported by the simulation study, prove the strong consistency of the estimators
given in Section 4 as suggested there. Moreover, the asymptotic distribution of the
estimators is of interest as well. However, an investigation concerning this matter
even is missing in the one-period case.
• Find and investigate estimators for the parameters in the case of K > 2 classes,
i.e. for the parameters of the multi-step function mK . In doing so, the approaches
stated in Subsection 2.2 can be valuable.
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