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Cohomological Constructions of Regular Cyclic Coverings of the
Platonic Maps
DAVID B. SUROWSKI† AND GARETH A. JONES†‡
In [5] we described the regular maps and hypermaps which are cyclic coverings of the Platonic
maps, branched over the face centers, vertices or midpoints of edges. Here we determine cochains by
which these coverings can be explicitly constructed.
c© 2000 Academic Press
1. INTRODUCTION
A Platonic map is a regular map M on the sphere S2. Following [3] we say that M has
type {n,m} if it has n-gonal faces and the vertices have valency m; since these parameters
determine a Platonic map uniquely, one can unambiguously writeM = {n,m}. As one must
have 0 ≤ (m − 2)(n − 2) < 4, there are precisely the possibilitiesM = {n, 2} (dihedron),
M = {2,m} (hosohedron),M = {3, 3} (tetrahedron),M = {4, 3} (cube),M = {3, 4} (oc-
tahedron),M = {5, 3} (dodecahedron) andM = {3, 5} (icosahedron). In [5] we determined
the regular maps which occur as d-sheeted coverings ofM, branched over the vertices, edge
midpoints or face centers, with a cyclic group of covering transformations. In the case where
the ramification is over the face centers ofM, the parametrization is as follows.
THEOREM 1. If M is a Platonic map {n,m}, then the isomorphism classes of d-sheeted
regular cyclic coverings N of M, branched over the face centers, are in one-to-one corre-
spondence with the solutions u ∈ Zd of
uh = 1 and 1+ u + u2 + · · · + u f−1 = 0,
where h = hcf (m, 2) andM has f faces. They have type {dn,m} and genus (d−1)( f −2)/2.
The automorphism group G˜ = Aut (N ) has a presentation
〈x, y, z | xm = y2 = zdn = xyz = 1, (zn)x = znu〉,
with G = Aut (M) ∼= G˜/D where D = 〈zn〉. The cyclic group D is central in Aut (N )
precisely when u = 1 (and so d divides f ).
For d-sheeted regular cyclic coverings branched over the vertices, one needs only dualize
the above result. One may also allow branching over the midpoints of edges, resulting in a
covering N →M, where N is a hypermap of type (m, 2d, n); for details, see [5, Sections 6
and 9].
2. HYPERMAPS, BRANCHED COVERINGS AND AUTOMORPHISM GROUPS
In this section we shall follow [2]. A hypermap is a triple H = (B, σ, α), where B is a
set (whose elements are called bits) and σ, α are permutations of B, acting on the left. We
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shall assume in addition that each of the cycles of σ, α and ν = α−1σ−1 is of finite length.
We call 0 = 〈 σ, α 〉 the monodromy group of H. If 0 acts transitively on B, we say that the
hypermapH is connected. The orbits in B of the cyclic groups 〈σ 〉, 〈α〉 and 〈ν〉 are called the
hypervertices, hyperedges and hyperfaces of H. If V = V (H), E = E(H) and F = F(H)
are the sets of hypervertices, hyperedges and hyperfaces ofH, then the elements of V ∪ E ∪ F
are called varieties. If b ∈ B, and τ is one of σ, α, ν, we denote by [b]τ the variety determined
by b, that is, the cycle of τ containing b; if b′ ∈ [b]τ we write b′ ∼τ b. We shall sometimes
find it convenient to write [b]σ = [b]V , [b]α = [b]E and [b]ν = [b]F , where b ∈ B. It is
clear that if |[b]τ | = k, then [b]τ = {b, τb, τ 2b, . . . , τ k−1b}. Finally, if α is a fixed-point-free
involution, we callH a map.
Let H = (B, σ, α) and H′ = (B ′, σ ′, α′) be hypermaps. A morphism ψ : H′ → H is a
function ψ : B ′ → B such that σψ = ψσ ′ and αψ = ψα′. Note that if V, E and F are
the sets of hypervertices, hyperedges and hyperfaces of H, and if V ′, E ′ and F ′ are likewise
in H′, then a morphism ψ : H′ → H induces functions V ′ → V, E ′ → E, F ′ → F.
We call ψ : H′ → H a (ramified or branched) covering if ψ : B ′ → B is surjective. If
ψ : x ′ → ψ(x ′) is bijective for each variety x ′ ∈ V ′ ∪ E ′ ∪ F ′, we call ψ an unramified (or
unbranched) covering.
The automorphism group of H, denoted by Aut(H), consists of all the permutations g :
B → B that commute with the actions of σ and α. We shall write automorphisms on the
right, so that commutativity with σ and α is expressed through the associative laws: (σb)g =
σ(bg), (αb)g = α(bg) where g ∈ Aut(H), b ∈ B.
We say that a hypermap H = (B, σ, α) is regular if Aut(H) acts transitively on B. If H
is regular and connected, then it follows easily that B can be identified with the monodromy
group 0, acting regularly on itself on the left, and that Aut(H) ∼= 0, acting regularly on itself
on the right.
3. DERIVED HYPERMAPS AND BRANCHED COVERINGS
The following can be found in a slightly modified form in [4, 7]. Let H = (B, σ, α) be a
hypermap, and let A be an abelian group (written additively). Define the group C(H; A) to
be the set of all functions B → A, with pointwise addition. Elements of C(H; A) are called
voltages. We will write z = (zb)b∈B where the voltage z ∈ C(H; A) satisfies z(b) = zb, b ∈
B. As above, let 0 = 〈 σ, α 〉 be the monodromy group ofH, with ν ∈ 0 defined by σαν = 1.
Define permutations σz, αz, νz of B × A by setting
σz(b, x) = (σb, x), αz(b, x) = (αb, x + zb), νz(b, x) = (νb, x − zνb).
Note that σzαzνz = 1. The (principal) derived hypermap Hz is then defined by setting Hz =
(B × A, σz, αz). Note that the morphism Hz → H defined by (b, x) 7→ b is a ramified
covering of Hz onto H. Furthermore, this covering is unbranched over the hypervertices, but
is possibly branched over the hyperedges and/or hyperfaces.
Next, we define voltages z, z′ ∈ C(H; A) to be equivalent (and write z ∼ z′) if there exists
a voltage c ∈ C(H; A) with
c(b)+ z′b − c(αb) = zb = c(b)+ z′b − c(ν−1b) for all b ∈ B.
Note that if such a voltage c exists, it satisfies the further condition c(αb) = c(ν−1b), from
which it follows easily that c is constant valued on the 〈σ 〉-orbits, that is, on the hypervertices
of H. The quotient set D(H; A) = C(H; A)/∼ inherits the structure of a group, called the
group of voltage classes onH.
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The importance of equivalence of voltages is that if z ∼ z′ as above, then there is an
isomorphismHz → Hz′ of coverings ofH, given by (b, x) 7→ (b, x + c(b)).
If H is a hypermap with automorphism group G = Aut(H), then G acts (on the left) on
both C(H; A) and D(H; A) in the obvious way. Likewise, any automorphism of A acts on
C(H; A) and D(H; A) via ‘scalar multiplication’.
The following is a special case of [7, Theorem A].
THEOREM 2. Let H be a regular hypermap with automorphism group G = Aut(H) and
let A be an abelian group. Assume that z ∈ C(H; A), and that ζ = [z] ∈ D(H; A) is the
voltage class determined by z. If there exists a homomorphism β : G → Aut (A) such that
g(ζ ) = β(g)ζ for all g ∈ G, thenHz is regular.
As an illustration of the above, we consider the Platonic mapM to be that defined by the
cube, and we take the voltage assignment z ∈ C(M;Zd) to be depicted as below:
1
1
11
2
In the above picture it is to be understood that bits on unmarked edges carry the voltage 0,
and if the bit b ∈ B carries the voltage z, then the reverse bit αb carries the voltage −z. As
a result, the derived hypermapMz is unbranched over the edges ofM, so it is also a map.
Using Theorem 2 above, one can show that if d | 6, then every automorphism ofM lifts to an
automorphism of the derived mapMz . From this it follows easily that, in this case,Mz is a
regular map. We shall return to this example in Section 5.
4. HOMOLOGICAL CONSIDERATIONS AND THE FUNDAMENTAL PAIRING
Our starting point is hypermap homology, as introduced by Machı` in [6]. However, the
treatment there considers homology only over fields, and so is not adequate for our purposes,
as we shall need to consider arbitrary coefficient groups. We therefore introduce the ‘absolute’
homology of a hypermap, i.e., that defined over the additive group Z of the integers. To this
end, letH = (B, σ, α) be a hypermap, and let W = W (H) be the group of functions f : B →
Z such that f (b) 6= 0 for only finitely many b ∈ B, where the group operation is pointwise
addition. Clearly W is isomorphic to the free abelian group on the set B. As the monodromy
group 0 = 〈 σ, α 〉 acts on H on the left, 0 acts on W on the right via wγ (b) = w(γ b), w ∈
W . Similarly, G = Aut(H) acts on W on the left. Set
C0(H) = W 〈σ 〉, C1(H) = W/W 〈α〉, C2(H) = W 〈ν〉.
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If B0 is a finite subset of B, we define χB0 ∈ W , the characteristic function of B0, by
χB0(b) =
{
1 if b ∈ B0,
0 if b 6∈ B0.
Thus W is freely generated by the characteristic functions χb (= χ{b}), b ∈ B. Furthermore,
C0(H) is freely generated by the characteristic functions χv , where v ranges over the hyper-
vertices ofH, and C2(H) is freely generated by the characteristic functions of the hyperfaces.
We have a chain complex
C2(H) ∂2→ C1(H) ∂1→ C0(H),
where ∂2 is the composition W 〈ν〉 ↪→ W → W/W 〈α〉 and ∂1 is the function determined by
∂1(χb +W 〈α〉) = χ[b]V − χ[αb]V (b ∈ B).
To see that ∂1 is well defined, it suffices to show that ∂1(χe) = 0 for every hyperedge e ∈ E .
Thus, if e = [b]E = {b, αb, α2b, . . . , αt−1b} where |e| = t , then
∂1(χe) =
t−1∑
i=0
(χ[αi b]V − χ[αi+1b]V ) = 0.
This allows us to regard ∂1 as defined unambiguously on W , as well as on W/W 〈α〉.
To see that ∂1∂2 = 0, let f = [b]F ∈ F . If | f | = r , we have
∂1(χ f ) = ∂1
(∑
b′∈ f
χb′
)
=
∑
b′∈ f
(χ[b′]V − χ[αb′]V )
=
r−1∑
i=0
(χ[νi b]V − χ[ανi b]V )
=
r−1∑
i=0
(χ[νi b]V − χ[σανi b]V )
=
r−1∑
i=0
(χ[νi b]V − χ[νi−1b]V )
= 0.
The absolute, or integral homology groups of the hypermapH are defined as usual to be
H0(H) = coker (∂1 : C1(H)→ C0(H)),
H1(H) = ker (∂1 : C1(H)→ C0(H))/im (∂2 : C2(H)→ C1(H)),
H2(H) = ker (∂2 : C2(H)→ C1(H)).
It is clear that H2(H) = W0 , which is a free abelian group on the finite 0-orbits in B. While
we shall usually consider only finite hypermaps, i.e., those for which |B| is finite, the above
makes sense in general. In particular, if H is a connected hypermap, then H2(H) ∼= Z or
H2(H) = 0 asH is finite or infinite.
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In order to calculate H0(H) we define the augmentation map  : C0(H)→ Z by setting
(w) =
∑
v∈V
w(v),
where w(v) = w(b) if v = [b]V ∈ V and w ∈ C0(H) = W 〈σ 〉. Clearly this is well defined,
and (χv) = 1 for every vertex v ∈ V .
We require the following lemma (given also in [6] with field coefficients; the proof, however,
is not quite complete).
LEMMA 3. IfH is connected, then the sequence C1(H) ∂1→ C0(H) → Z→ 0 is exact.
PROOF. Clearly  is an epimorphism, so it is sufficient to prove exactness at C0(H). First,
as C1(H) is generated by the cosets of the characteristic functions χb (b ∈ B), ∂1C1(H) is
generated by the functions
∂1(χb) = χ[b]V − χ[αb]V (b ∈ B).
It is then clear that ∂1 = 0, so im (∂1) ⊆ ker ().
For the reverse inclusion, it is sufficient to show that χv − χv′ ∈ im (∂1) for all v, v′ ∈ V ,
since these elements span ker (). By connectivity, there is a sequence v = v1, . . . , vn = v′
in V such that, for each i = 1, . . . , n − 1, there exists bi ∈ vi with αbi ∈ vi+1. Then
∂1(χbi ) = χvi − χvi+1 , so ∂1(χb1 + · · · + χbn−1) = χv − χv′ . 2
The next lemma is preparatory, and is a crucial ingredient in Proposition 5. If V is a free
abelian group with basis X , and if Y is a finite subset of X , let [Y ] denote the element∑y∈Y y
of V . If T is a family of finite subsets of X , let V (T ) = 〈 [T ] | T ∈ T 〉 be the subgroup of
V generated by the elements [T ] (T ∈ T ).
We are interested in whether V/V (T ) is free. In general this need not be the case: for
instance, if T consists of all the k-element subsets of X , for some finite k such that 1 ≤ k <
|X |, then V/V (T ) is easily seen to be a cyclic group of order k. We are greatly indebted to
Warren May for the proof of the following sufficient condition.
LEMMA 4. Let V be the free abelian group on a set X, and let T , T1 and T2 be families of
finite subsets of X such that:
(i) T = T1 ∪ T2; and
(ii) for each i = 1 or 2, if T, T ′ ∈ Ti then T = T ′ or T ∩ T ′ = ∅.
Then V/V (T ) is free.
PROOF. It suffices to produce a basis B of V such that B ∩ V (T ) generates V (T ), since
V/V (T ) is then freely generated by the images of the elements of B \ V (T ). Let us index X
with the elements of a setA, so that X = { xα | α ∈ A }. We may impose a well order< onA,
and adjoin an ordinal λ so that X = { xα | α < λ }. For each µ ∈ A ∪ {λ}, we define Vµ to be
the subgroup of V generated by all xγ ∈ X with γ < µ, and we define Vµ(T ) = Vµ ∩ V (T ).
In particular, Vλ = V and Vλ(T ) = V (T ). We shall use transfinite induction to construct, for
each µ ∈ A ∪ {λ}, a basis Bµ of Vµ such that:
(a) Bµ ∩ Vµ(T ) generates Vµ(T ), and
(b) Bα ⊆ Bβ whenever α < β.
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Taking B = Bλ will then complete the proof, by condition (a).
First of all, note that if µ is a limit ordinal, and if bases Bν has been constructed as above
for all ν < µ, then Bµ = ∪ν<µBν clearly also satisfies (a) and (b). We may therefore assume
that µ has the form ν + 1 for some ν ∈ A. If Vµ(T ) = Vν(T ) we can take Bµ = Bν ∪ {xν}.
We therefore assume that Vµ(T ) 6= Vν(T ), so there exists some w ∈ Vµ(T ) of the form
w = r xν + y, where 0 6= r ∈ Z and y ∈ Vν . If r = 1 we can take Bµ = Bν ∪ {w}, completing
the proof. In the remaining case, where r 6= 1, we will show how to replacew with an element
w′ ∈ Vµ(T ) in which xν does have coefficient 1, so we can take Bµ = Bν ∪ {w′}.
Since w ∈ V (T ) we may write w = w1 + w2, where
w1 =
∑
A∈T1
cA[A] and w2 =
∑
B∈T2
dB[B] ;
here cA, dB ∈ Z, only finitely many are non-zero. Recalling that each [T ] = ∑xγ ∈T xγ , let
c and d be the coefficients of xν in w1 and w2. Thus c = cA if xν ∈ A for some A ∈ T1
(necessarily unique by (ii)), and otherwise c = 0; similarly, d = dB if xν ∈ B ∈ T2, and
otherwise d = 0. Since w1 + w2 = w we have c + d = r ; since r 6= 0, c and d cannot
both be 0, so transposing T1 and T2 if necessary we may assume that c 6= 0. We now define
w′ = w′1 + w′2 where
w′1 =
∑
A∈T1
c′A[A] and w′2 =
∑
B∈T2
d ′B[B],
with
c′A =
{
cA if cA 6= c,
1− d if cA = c, and d
′
B =
{
dB if dB 6= −c,
d − 1 if dB = −c.
Since c 6= 0, any element [A] or [B] with non-zero coefficient c′A or d ′B in w′1 or w′2 must
also have a non-zero coefficient cA or dB in w1 or w2; there are only finitely many such
elements, so w′ ∈ V (T ). Next, we show that w′ ∈ Vµ(T ) by showing that if γ ≥ µ, then
the coefficient of xγ in w′ is 0. If xγ has a non-zero coefficient in w′1 or w′2, then xγ ∈ A
or xγ ∈ B for some A ∈ T1 or B ∈ T2, each necessarily unique by (ii). The corresponding
element [A] or [B] has a non-zero coefficient in w′, and hence also in w. However, xγ has a
zero coefficient in w since w ∈ Vµ(T ), so xγ must lie in both A and B, with cA + dB = 0. If
cA 6= c then dB 6= −c, so c′A = cA and d ′B = dB , giving c′A + d ′B = cA + dB = 0; if cA = c
then dB = −c, so c′A = 1 − d and d ′B = d − 1, again forcing c′A + d ′B = 0. In either case,
w′ ∈ Vµ(T ). Finally, xν has coefficient 1− d in w′1, and coefficient d in w′2 (since d 6= −c),
so its coefficient in w′ is 1. We can therefore take Bµ = Bν ∪ {w′}, completing the proof. 2
PROPOSITION 5. LetH be a hypermap. Then:
(i) C1(H)/∂2C2(H) is free;(ii) H1(H) is free; and
(iii) ifH is finite and connected, H1(H) is free of rank |B| − |V | − |E | − |F | + 2.
PROOF. (i) Note that C1(H)/∂2C2(H) ∼= W/(W 〈α〉 + W 〈ν〉), and W is free on the set
X = {χb | b ∈ B }. Now let T1 and T2 be the sets of 〈α〉- and 〈ν〉-orbits in X , so T1, T2 and
T = T1 ∪ T2 satisfy the hypotheses of Lemma 4, and W 〈α〉 +W 〈ν〉 = W (T ). It follows from
Lemma 4 that W/(W 〈α〉 +W 〈ν〉) is free, and hence so is C1(H)/∂2C2(H).
(ii) Since C1(H)/∂2C2(H) is free, its subgroup H1(H) = ker (∂1)/∂2C2(H) is also free.
(iii) By the integral version of the Hopf trace formula,H has characteristic
χ(H) = rank (C0(H))− rank (C1(H))+ rank (C2(H))
= rank (H0(H))− rank (H1(H))+ rank (H2(H)).
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Now rank (C0(H)) = |V |, rank (C1(H)) = |B|−|E |, rank (C2(H)) = |F |, rank (H0(H)) =
1 (by Lemma 3), and finally rank (H2(H)) = rank (W0) = 1, so the result follows. 2
Note that χ(H) = 2 − 2g, where g is the genus of H, so the above argument shows that
H1(H) has rank 2g.
In order to relate the essentially homological methods of [5] to those of the present note,
which are essentially cohomological, we need a variant of the universal coefficient theorem,
given by Theorem 6, and refined in Theorem 8 for the present context.
If A is any abelian group, define the abelian groups
C i (H; A) = HomZ(Ci (H), A),
for i = 0, 1, 2. We obtain the usual cochain complex
C0(H; A) δ0→ C1(H; A) δ1→ C2(H; A),
where δ0 = Hom (∂1, 1A) : φ 7→ φ ◦ ∂1 and δ1 = Hom (∂2, 1A) : φ 7→ φ ◦ ∂2.
Note that
C1(H; A) =
{
z ∈ C(H; A) |
∑
b∈e
z(b) = 0 for all e ∈ E
}
.
Therefore, elements of C1(H; A) are voltages whose corresponding derived hypermaps are
unbranched over the hyperedges of H. Similarly, the quotient C1(H; A)/δ0C0(H; A) can be
identified with a subgroup of D(H; A).
Note also that C1(H; A) = Hom (W/W 〈α〉, A) can be identified with the subgroup of all
φ ∈ Hom (W, A) such that φ(w) = 0 for all w ∈ W 〈α〉. With this identification, we define the
‘fundamental pairing’
C1(H; A)× C2(H)→ A, (φ,w) 7→ φ(w).
This pairing is clearly biadditive.
If φ = δ0θ , where θ ∈ C0(H; A), and if w ∈ C2(H), then φ(w) = δ0θ(w) = θ(∂1w) =
θ(0) = 0. Furthermore, if w ∈ W0 ⊆ W 〈ν〉 = C2(H), we have w ∈ W 〈α〉 and so φ(w) = 0
for all φ ∈ C1(H; A). Thus the above pairing reduces to a pairing
C1(H; A)/δ0C0(H; A) × C2(H)/W0 → A,
and this in turn induces a homomorphism
ηA : C1(H; A)/δ0C0(H; A)→ HomZ(C2(H)/W0, A),
φ + δ0C0(H; A) 7→ (w +W0 7→ φ(w)).
THEOREM 6. If H is a hypermap, the homomorphism ηA : C1(H; A)/δ0C0(H; A) →
HomZ(C2(H)/W0, A) is surjective.
PROOF. By Proposition 5, C1(H)/∂2C2(H) is free, so C1(H) ∼= ∂2C2(H) ⊕ D for some
subgroup D ⊆ C1(H). As C2(H)/W0 ∼= ∂2C2(H), we see that every homomorphism
C2(H)/W0 → A extends to a homomorphism C1(H) → A, so it is induced by an element
φ ∈ C1(H; A). 2
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We set C i (H) = C i (H;Z), i = 1, 2, 3. Note that if H is a finite hypermap, then C i (H) is
a finitely generated abelian group whose rank is the same as that of Ci (H) for i = 1, 2, 3.
LEMMA 7. LetH be a finite connected hypermap. If A is any abelian group then:
(i) C i (H; A) ∼= C i (H)⊗ A for i = 1, 2, 3;
(ii) C1(H; A)/δ0C0(H; A) ∼= (C1(H)/δ0C0(H))⊗ A; and
(iii) C1(H)/δ0C0(H) is free of rank |B| − |E | − |V | + 1.
PROOF. (i) For any abelian group A1, there is a natural homomorphism
HomZ(A1,Z)⊗ A −→ HomZ(A1, A),
given by f ⊗ a 7→ (a1 7→ f (a1)a ∈ A), where f ∈ HomZ(A1,Z), a ∈ A and a1 ∈ A1. If
A1 is finitely generated and free, this is easily seen to be an isomorphism, so we obtain (i) by
taking A1 = Ci (H).
(ii) This follows directly from (i) together with the fact that the functor −⊗Z A commutes
with cokernels.
(iii) From Lemma 3, we have the exact sequence
C1(H) ∂1→ C0(H) → Z→ 0;
as the functor HomZ(−; A) is left exact, we obtain the exact sequence
0→ A ∗→ C0(H; A) δ0→ C1(H; A),
where ∗ = Hom (, 1A) : A ∼= HomZ(Z, A)→ C0(H; A)). In particular, rank δ0C0(H) =
|V | − 1. Therefore the free part of C1(H)/δ0C0(H) has rank
k = rank C1(H)− rank C0(H)+ 1 = |B| − |E | − |V | + 1.
If C1(H)/δ0C0(H) has p-torsion for some prime p, and if Z p is a cyclic group of order p,
then
|C1(H)/δ0C0(H)⊗ Z p| > pk .
On the other hand, by (ii) we have
C1(H)/δ0C0(H)⊗ Z p ∼= C1(H; Z p)/δ0C0(H; Z p),
and the right-hand side has order pk as ker (δ0 : C0(H; Z p) → C1(H; Z p)) ∼= Z p. Thus
C1(H)/δ0C0(H) is torsion free, so being finitely generated it must be free. 2
THEOREM 8. IfH is a finite connected hypermap, then the following are equivalent:
(i) H has genus 0;
(ii) the homomorphism ηZ : C1(H)/δ0C0(H) → HomZ(C2(H)/W0,Z) is an isomor-
phism;
(iii) the homomorphism ηA : C1(H; A)/δ0C0(H; A) → HomZ(C2(H)/W0, A) is an iso-
morphism for every coefficient group A; and
(iv) the homomorphism ηA is an isomorphism for some coefficient group A 6= 0.
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PROOF. (i) ⇐⇒ (ii). By Theorem 6, ηZ : C1(H)/δ0C0(H) → HomZ(C2(H)/W0,Z)
is an epimorphism. Since its domain and range are free abelian groups of finite rank, ηZ is
an isomorphism if and only if these ranks are equal. Now HomZ(C2(H)/W0,Z) has rank
|F | − 1, while Lemma 7(iii) implies that C1(H)/δ0C0(H) has rank |B| − |E | − |V | + 1. If
H has genus g, then since 2− 2g = χ(H) = |V | + |E | + |F | − |B|, these ranks are equal if
and only ifH has genus 0.
(ii)⇒ (iii). This follows from parts (ii) and (iii) of Lemma 7.
(iii)⇒ (iv). This is obvious.
(iv) ⇒ (ii). By Theorem 6, it is sufficient to show that ηZ is injective. If we define K =
ker ηZ, then we have a short exact sequence of abelian groups
0→ K → C1(H)/δ0C0(H) ηZ→ HomZ(C2(H)/W0,Z)→ 0.
We would like to apply the functor−⊗ A to this sequence. In general, this functor is right ex-
act, but not exact. However, this short exact sequence splits (because HomZ(C2(H)/W0,Z)
is free and hence projective), so applying −⊗ A gives rise to another exact sequence
0→ K ⊗ A→ C1(H)/δ0C0(H)⊗ A→ HomZ(C2(H)/W0,Z)⊗ A→ 0.
If we use Lemma 7 and the isomorphism HomZ(C2(H)/W0,Z)⊗A ∼= HomZ(C2(H)/W0, A),
this exact sequence takes the form
0→ K ⊗ A→ C1(H; A)/δ0C0(H; A) ηA→ HomZ(C2(H)/W0, A)→ 0.
By hypothesis, ηA is an isomorphism, so K ⊗ A = 0. Since K is free and A 6= 0, the only
possibility is that K = 0, as required. 2
5. COHOMOLOGICAL CONSTRUCTIONS OF REGULAR CYCLIC COVERINGS
We return to the situation in which M is one of the Platonic maps {n,m} described in
Section 1, and we set G = Aut (M). We shall describe in some detail how regular cyclic
coverings N ofM, branched over the face centers, can be described as derived maps, as in
Section 3.
It is convenient to regard Zd (d ∈ N) as both the additive cyclic group of integers modulo d
and the ring of integers modulo d. Thus, we shall use Zd as a coefficient group; in this regard,
the groups C i (M;Zd) are Zd -modules (in fact they are free Zd -modules), and the coboundary
maps are G-equivariant Zd -module homomorphisms. Likewise, HomZ(C2(H)/W0,Zd) is a
free Zd -module. Finally, asM has genus 0, the isomorphism
ηZd : C1(M;Zd)/δ0C0(M;Zd)→ HomZ(C2(M)/W0,Zd)
given by Theorem 8 is a G-equivariant isomorphism of free Zd -modules.
In [5] it was shown that the isomorphism classes of d-sheeted regular cyclic coverings ofM,
branched over the face centers, are in bijective correspondence with the G-invariant rank 1 free
Zd -submodules of HomZ(C2(M)/W0,Zd). As mentioned in Section 1, these correspond to
elements u ∈ Zd satisfying uh = 1 and ∑ f−1i=0 ui = 0, where h = hcf (m, 2) and f is the
number of faces ofM. Indeed, if χ1, χ2, . . . , χ f ∈ C2(M) are the characteristic functions
of the faces ei ofM, then given such an element u ∈ Zd , the function θu : χi + W0 7→ ui
generates a G-invariant rank 1 free Zd -submodule of HomZ(C2(M)/W0,Zd).
To realize these d-sheeted regular branched coverings ofM as derived maps (see Section 3),
we recall that C1(M;Zd)/δ0C0(M;Zd) can be identified with a subgroup of D(M;Zd).
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Next, note that if z ∈ C1(M;Zd), then the isomorphism class of the derived mapMz depends
only on the class [z] ∈ C1(M;Zd)/δ0C0(M;Zd) ∼= HomZ(C2(M)/W0,Zd). However, a
specific construction requires choosing a particular element in the preimage of θu under the
composition
C1(M;Zd)→ C1(M;Zd)/δ0C0(M;Zd)
∼=→ HomZ(C2(M)/W0,Zd).
In principle, such an element z = (zb)b∈B can be obtained as follows. If the faces e1, . . . , e f
are given by ei = {bi1, bi2, . . . , bin} ⊆ B (i = 1, 2, . . . , f ), then the values zb ∈ Zd (b ∈ B)
can be obtained by solving the inhomogeneous system of linear equations
n∑
j=1
zi j = ui (i = 1, 2, . . . , f ),
zb + zαb = 0 (b ∈ B)
in Zd , where each zi j = zbi j .
As a first example, we explicitly construct the derived maps giving rise to the regular cyclic
central coverings of the cube {4, 3}, branched over the face centers. At the same time, this dis-
cussion will explain the voltage assignment on the cube as given at the end of Section 3. In all
there are four such maps that result from this construction, and these are the Mo¨bius–Kantor
map and its generalizations (see [5, Section 4] and [7]). They are d-sheeted coverings where
d | 6, so we can simultaneously construct all four maps, corresponding to d = 1, 2, 3, 6, by
first giving the requisite voltage assignments in Z6, corresponding to the 6-sheeted covering,
and then reducing these Z6-voltages modulo d to give the remaining coverings. We depict
the cube and the voltage assignments below. Recall that if a directed edge b ∈ B carries the
voltage zb, the opposite directed edge αb carries the voltage −zb, so it is sufficient to specify
the voltage of just one of b and αb; in the diagram the position of each edge label indicates
that the chosen direction is towards the nearer incident vertex.
z4
z7 z1
z5
z6
z8
z9
z2
z3
z12 z11
z10
Since we are considering central extensions, we take u = 1. If we give the cube the an-
ticlockwise orientation of faces (as seen from outside), the system of inhomogeneous linear
equations in Z6 becomes:
−z1 − z2 − z3 − z4 = 1
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z1 − z5 − z6 − z7 = 1
z2 + z5 + z8 + z9 = 1
z6 − z8 − z10 − z11 = 1
z3 − z9 + z10 + z12 = 1
z4 + z7 + z11 − z12 = 1.
A solution is z1 = 2, z2 = z3 = z4 = z6 = 1, with all remaining voltages equal to 0,
exactly as in the example in Section 3. If we read values modulo d , where d | 6, this voltage
assignment therefore determines a derived graph giving rise to a d-sheeted regular covering
of the cube, branched over the face centers.
As explained in [5], the above coverings of the cube are central in the sense that Aut (M)
acts trivially on the fibres (∼= Zd ) of the covering. As examples of non-central cyclic coverings
branched over the face centers, we now consider the octahedral mapM = {3, 4}. Here, we
take u = −1 ∈ Zd , where in this case d is arbitrary. Solving equations as above yields the
following voltage assignment (0 everywhere except on the ‘equatorial square’):
–1
–1
1
1
This construction gives the classical Accola family [1] of regular maps of genus 3(d − 1).
These were also described (in terms of their duals) in [7]. In this case the automorphism
group Aut(M) acts on Zd by inversion. Specifically, in the notation of Theorem 2, we have
Aut(M) = G ∼= S4 and Aut(A) = Aut(Zd) ∼= Ud , the multiplicative group of units modulo
d , with β : G → Aut(A) given by β(g) = 1 or −1 as g corresponds to an even or odd
permutation in S4.
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