In this paper, we consider the setting of exact repair linear regenerating codes. Under this setting, we derive a new outer bound on the storage-repair-bandwidth trade-off for the case when d = k = n − 1, where (n, k, d) are parameters of the regenerating code, with their usual meaning. Taken together with the achievability result of Tian et. al. [1], we show that the new outer bound derived here completely characterizes the tradeoff for the case of exact repair linear regenerating codes, when d = k = n − 1. The new outer bound is derived by analyzing the dual code of the linear regenerating code.
I. INTRODUCTION
In the regenerating-code framework, a file of size B symbols is encoded into nα symbols and distributed among n nodes in the network, such that each node stores α symbols. These symbols are assumed to be drawn from a finite field F q . The property of data collection demands that one should be able to recover the entire uncoded file by connecting to any k nodes and downloading all the kα coded symbols in them. Further, repair of a single failed node is required to be accomplished by connecting to any d surviving nodes and downloading β ≤ α symbols from each node. The quantity dβ is termed as the repair-bandwidth. Two notions of node repair exist, and these are known as functional repair and exact repair. Under functional repair, the code symbols in the replacement node are such that data collection and node repair properties continue to hold. Under exact repair, the contents of the failed and replacement nodes are identical.
A cut-set bound argument based on network-coding was used in [2] to show that under the framework of functional repair (FR), the file size B is upper bounded by
For fixed values of parameters {B, k, d}, there are multiple pairs (α, β) that satisfy (1) with equality. This leads to the storage-repair-bandwidth trade-off which is piece-wise linear. Existence of FR regenerating codes that can achieve any point on the storage-repair-bandwidth trade-off was also shown in [2] . The two extremal points on the trade-off curve are termed as the Minimum Storage Regeneration (MSR) and Minimum Bandwidth Regeneration (MBR) points. At the MSR point, the total storage-overhead is as small as possible, while at the MBR point, the repair-bandwidth is the least. The intermediate points on the curve will be referred to as FR-interior points. Several constructions of MSR and MBR codes, having the property of exact repair (ER) exist in literature. Explicit constructions of ER MSR codes for a class of parameters are presented in [3] , [4] , [5] , [6] , [7] , whereas the existence of ER MSR codes for all (n, k, d), n > d ≥ k is shown in [8] . Explicit ER MBR codes for all (n, k, d), n > d ≥ k are presented in [4] . In [9] , a class of ER MBR codes with d = (n−1) is presented, and these codes are termed as repairby-transfer MBR codes as they enable node repair without need for any operation other than simple data transfer.
A. The Trade-off for the Case of Exact Repair
Following results are known in literature regarding the storage-repair-bandwidth trade-off for the case of ER regenerating codes. 1. The non-existence of ER regenerating codes which operate on the FR-interior points of the trade-off curve (with the possible exception of the line segment from the MSR point to the next deflection point) was shown in [9] . 2. The trade-off of ER regenerating codes with parameters (n = 4, k = 3, d = 3) was characterized in [10] . Except for a region near the MSR point, the interior points on ER trade-off (to be abbreviated as ER-interior points) for the case (n = 4, k = 3, d = 3) lie strictly away from the FR-interior points. 3. In [11] , an outer bound on the ER trade-off for any general (n, k, d), n ≥ 4 was derived, which established that the ERinterior points for any (n, k, d), n ≥ 5 also lie strictly away from the corresponding FR-interior points (except possibly for a small region near the MSR point). For the case of (4, 3, 3), the bound in [11] coincided with the bound in [10] . Further, it is also known from the results in [12] that the bound in [11] is optimal when the parameters of the ER regenerating code are given by (n, k = 3, d = n − 1). However, when k ≥ 4, the optimality of the outer bound in [11] is not known in general. 4. Two new outer bounds on the trade-off of ER regenerating codes appear in [13] . These are obtained by extending the techniques of [10] and [11] . The optimality of these bounds is not known, if we exclude the parameters (n, k = 3, d = n − 1).
Constructions of ER regenerating codes which strictly
improve upon the space-sharing region of MBR and MSR codes appear in [1] , [14] , [15] . When k = d = n − 1, the achievable regions presented in all these three works coincide (see Remark 1, [15] ).
B. Our results
In this paper, we characterize the storage-repair-bandwidth trade-off of (n, k = n − 1, d = n − 1), n ≥ 5 ER linear regenerating codes 1 . This is done by deriving a new upper bound on the file size B of ER linear regenerating codes for the case k = d = n − 1, n ≥ 4. The main result of this paper is stated below. 
The above theorem gives an upper bound on B for the range of α given by β ≤ α ≤ (n − 1)β. Note that when d = k = n − 1, α = β corresponds to the MSR point and α = (n − 1)β corresponds to the MBR point. In Section II, we will see that the outer bound on storage-repair-bandwidth trade-off corresponding to the bound in Theorem 1.1 coincides with the achievability result provided in [1] . Thus, together with this achievability result, the new outer bound completely characterizes the trade-off of ER linear regenerating codes, for the case k = d = n − 1, n ≥ 5.
1) Illustration of Theorem 1.1 for the case of (5, 4, 4) codes: If we specialize (2) for the case (5, 4, 4) , we get
(
In Fig. 1 , we plot the outer bound on the "normalized" storage-repair-bandwidth trade-off between α/B and β/B corresponding to (3) . The normalization is done with respect to the file size B. In this figure, we have also plotted the following other curves: 1. The FR trade-off of (5, 4, 4) regenerating codes. 2. The achievability result from [1] for the parameters n = 5, d = k = 4. We see that our outer bound on the trade-off coincides with this achievability result, and thus establishes the optimality of the new outer bound. 3. The outer bounds on the trade-off obtained in [11] and [13] for (5, 4, 4) ER regenerating codes. We see that the new outer bound is tighter than both these other outer bounds, when the latter bounds are restricted to the case of linear regenerating codes. 1 The case n = 4 is already solved in [10] , and the case n < 4 degenerates to trivial cases. 
C. Our Approach, and Some Preliminaries
We make use of the fact that for the case of linear regenerating codes, maximizing the file size B of the regenerating code is equivalent to minimizing the dimension of dual of the linear regenerating code. More formally, let C denote an (n, k, d), (α, β) ER linear regenerating code, having the (vector-symbol) alphabet F α q . Also, let the B × nα matrix G (whose entries are drawn from F q ) denote a generator matrix for C. To be precise, G is the generator matrix for the underlying scalar code (say C s ) of length nα, where C s is obtained by expanding each vector-symbol of C into α scalar symbols over F q . Next, consider the (nα − B) × nα matrix H which forms a parity check matrix of C s , i.e., H generates the dual code of C s . In this paper, we will simply say that H corresponds to the dual of the regenerating code C, and also loosely identify the dual of the code C s as the dual of the regenerating code C itself. Since the code is linear, we have B = rank(G) = nα − rank(H). Our approach in this paper will be to find a lower bound on rank(H) and then convert it to an upper bound on rank(G).
Without loss of generality, we assume that the first α columns of G generate the contents of the first node, the second α columns of G generate the contents of the second node, and so on. The first α columns of H will together be referred to as the first thick column of H; similarly the second thick column and so on. For any set S ⊆ [n] = {1, 2, . . . , n}, we will write H| S to denote restriction of H to the thick columns indexed by the set S.
We will make use of the following properties of the matrix H which were established in [13] .
Proof: This is a re-statement of Part (1) of Proposition 2.1 of [13] , and is equivalent to the data collection property.
under the assumption of ER, the row space of H contains a collection of nα vectors which can be arranged as the rows of an nα × nα matrix H repair , as given below:
where I α denotes the identity matrix of size α and A i,j denotes an α×α matrix such that rank
Proof: This follows from Part (2) of Proposition 2.1 of [13] , and is equivalent to the exact-repair property for the case d = n − 1.
Remark 1: Note from Lemmas 1.2 and 1.3 that for the case of d = k = n − 1, the matrix H repair by itself defines an (n, k = n − 1, d = n − 1)(α, β) regenerating code. Since rank(H) ≥ rank(H repair ), we will assume that H = H repair while we derive a lower bound on the rank of H for the case of d = k = n − 1.
In the next section, we quickly review the achievability result from [1] , for the case k = d = n − 1. As mentioned before, the optimality of the new outer bound derived in this paper will follow from this achievability result. The proof of Theorem 1.1 will be discussed in Section III.
In [1] , the authors give a construction of (n, k = d, d) ER linear regenerating codes, and these are termed as canonical regenerating codes. When specialised to the case d = n − 1, code constructions are obtained for the following points on the normalized storage vs repair-bandwidth plot:
, r n(n − 1)
, 2 ≤ r ≤ n − 1. (5) Note that in (5), if we put r = 2, we get the MBR point, and as r increases, points closer to the MSR point are achieved. It is also proved that the point corresponding to r = n − 1 lies on the FR trade-off, on the line-segment whose one end point is the MSR point. An achievable region on the normalized storage vs repair-bandwidth plot, corresponding to (5) is obtained by 1) connecting the adjacent points in (5) by straight line-segments, and 2) drawing a line segment between the MSR point and the point corresponding to r = n − 1. Now, to see that the outer bound on the normalized tradeoff induced by the new file-size bound in Theorem 1.1 is the same as what is achieved by [1] , we note that 1) the equation of the line-segment obtained by connecting the two points r n(r−1) , r n(n−1) and (r+1) n((r+1)−1) , (r+1) n(n−1) , 2 ≤ r ≤ n − 2 is given by
and 2) the equation of the line segment obtained by joining the MSR point and the point corresponding to r = n − 1 is given by (n − 2) α B + β B = 1.
III. PROOF OF THEOREM 1.1
In this section, we present the main ideas involved in the proof of Theorem 1.1. We refer to the arxiv version [16] of the same document for detailed proofs. We begin with a restatement of Theorem 1.1 in terms of rank of H.
Theorem 3.1: Consider an ER linear regenerating code C, having parameters (n, k = n − 1, d = n − 1), (α, β), n ≥ 4. Let the matrix H correspond to the dual of the code C. Then, the rank of the matrix H is lower bounded by
Since B = nα − rank(H), note that proving Theorem 3.1 is equivalent to proving Theorem 1.1. Towards proving Theorem 3.1, first of all observe from (1) that for the case d = k = n−1,
Thus, in order to prove Theorem 3.1, we note that it suffices to prove the following bound on rank(H) without considering any particular range of α:
In order to prove (9) , there are in fact n−3 bounds on rank(H) which need to be established, where each bound corresponds to an r in the range 2 ≤ r ≤ n − 2. We will now establish some notation needed to describe the proof of (9).
A. Notation
1) The Matrices {H (t) , 3 ≤ t ≤ n}: For any matrix M (over F q ), we will use S(M ) to denote the column space of M . We will write ρ(M ) to mean rank(M ), which is also the same as the dimension of the vector space S(M ). Define the matrix H (n) as H (n) = H repair , where H repair is as defined by Lemma 1.3. Also, assume that H (n) j denotes the j th thick column of H (n) , 1 ≤ j ≤ n, i.e.,
Next, we define the matrices H (t) , 3 ≤ t ≤ n−1 in an iterative manner as follows:
Step 1. Let t = n − 1.
Step 2. Define the matrices H Step 3. Define the matrix H (t) as
Step 4. If t ≥ 4, decrement t by 1 and go back to Step 2.
Steps 2, 3, 4 are carried out in that sequence a total of n−3 times so that all the matrices H (t) , 3 ≤ t ≤ n − 1 get defined. Clearly, the ranks of the matrices H (t) , 3 ≤ t ≤ n are ordered as
The matrix H (t) j , n − t + 1 ≤ j ≤ n will be referred to as the j th thick column of the matrix H (t) . Note that unlike the case of H (n) , where every thick column of H (n) has exactly α F q -columns, the various thick columns of H (t) , 3 ≤ t ≤ n − 1 need not have the same number of F q -columns. Also, note that the t thick columns of the matrix H (t) are indexed by {n − t + 1, . . . , n}, instead of {1, . . . , t}. This is done for notational convenience.
2) Block Submatrix Representation of the Matrix H (t) : The block submatrix representation for the matrix H (n) is given by (4). For ease of notation, (4) will be denoted as
where A (n)
i,i = I α , 1 ≤ i ≤ n, and when i = j, we have added a superscript on A i,j . Next, we introduce block submatrix representations for the other n−3 matrices H (t) , 3 ≤ t ≤ n−1.
The matrix H (t) will be identified as
where
Note that (14) is a direct consequence of our definition of the matrix H (t) .
The following lemma identifies certain relations among the block submatrices of H (t) and H (t+1) ; these relations will be used in the proof of (9). Lemma 3.2: a) For any t, j such that 3 ≤ t ≤ n and n − t
b) For any t, j such that 3 ≤ t ≤ n − 1 and n − t
c) For any t, j such that 3 ≤ t ≤ n − 1 and n − t + 2 ≤ j ≤ n, we have
B. Proof of (9)-Illustration for the case n = 5, k = d = 4
We now give an overview of the main steps involved in the proof of (9) by considering the case of (5, 4, 4) ER codes. The proof for a general n ≥ 4 will be discussed in the next subsection. Note that for n = 5, we need to establish 2 inequalities in order to prove (9) , and these correspond to r = 2 and r = 3.
Let us consider the case r = 2 first. Here, we examine the inequality ρ(H (5) ) ≥ ρ(H (4) ). Recall that the ranks of the matrices {H (t) , 3 ≤ t ≤ n} are ordered as given in (11) . Towards analysing the inequality ρ(H (5) ) ≥ ρ(H (4) ), we first show that the column rank of the matrix
where we use the notation a + to mean max(a, 0) for any integer a. By using (18) in the relation ρ(H (5) ) ≥ ρ(H (4) ), we get the inequality in (20) (see top of next page). Here {α j , 2 ≤ j ≤ 5} are variables (taking non-negative integer values) introduced so that the inequality in (18) can be converted into an equality for ρ(H (5) ). We now use Lemma 3.2 along with (20) to obtain a lower bound on 5 j=2 α j only in terms of {A (5) i,j }, which further enables us to get the following lower bound on ρ(H (5) ):
The bound in (9) for the case r = 2 now follows by using, in (19), the facts that ρ A (5) j,j = α, 1 ≤ j ≤ 5 and ρ A
Next we consider the case r = 3. Here, we analyze the chain ρ(H (5) ) ≥ ρ(H (4) ) ≥ ρ(H (3) ). In this, we first consider the inequality ρ(H (4) ) ≥ ρ(H (3) ) and obtain a lower bound on ρ(H (4) ). This is done exactly in the same way we obtained a lower bound on ρ(H (5) ) above for r = 2. Thus, we get that
We note that (22) is similar to (19) except for the fact that {A (5) i,j } are replaced with {A
i,j }. We have also replaced the ranges of the summations correspondingly. We next consider the inequality ρ(H (5) ) ≥ ρ(H (4) ), where ρ(H (4) ) is lower bounded as in (22), and ρ(H (5) ) is lower bounded (like the case of r = 2) as in (18). In this case, the comparison ρ(H (5) ) ≥ ρ(H (4) ) results in the inequality given in (21) (see top of next page). Once again, Lemma 3.2 is used along with (21) to obtain a lower bound (in terms of {A (5) i,j }) on 5 j=2 α j , which in turn gives us the following lower bound on ρ(H (5) ):
The bound in (9) for the case r = 3 now follows by using, in (23), the facts that ρ A
C. Proof of (9)-General (n, k = n − 1, d = n − 1)
In general, the bound in (9) for the case of an arbitrary r, 2 ≤ r ≤ n − 2 is obtained as a necessary condition for satisfying the chain of inequalities given by ρ(H (n) ) ≥ ρ(H (n−1) ) ≥ . . . ≥ ρ(H (n−r+1) ). (24) For analyzing the above chain of inequalities, we first consider the inequality ρ(H (n−r+2) ) ≥ ρ(H (n−r+1) ) and obtain a lower bound on ρ(H (n−r+2) ). We then consider the inequality ρ(H (n−r+3) ) ≥ ρ(H (n−r+2) ) and obtain a lower bound ρ(H (n−r+3) ). In this second step we make use of the lower bound on ρ(H (n−r+2) ) that we obtained in the first step. We proceed in this manner, until we finally get a lower bound on ρ(H (n) ). The following theorem is an intermediate step that is obtained as part of this comparison. (25)
Observe that if we set n = 5 in Theorem 3.3, we get bounds for three pairs of (s, t) given by (s = 1, t = 5), (s = 1, t = 4) and (s = 2, t = 5). The bounds obtained for these three cases are given by (19), (22) and (23), respectively.
Finally, for proving (9), we evaluate the bound in (25) for the (n − 3) pairs given by (s, t = n), 1 ≤ s ≤ n − 3. Further, we also invoke the facts that ρ A Note that (9) follows from (26) by substituting r = s + 1. This completes the proof of (9) and thereby, also the proof of Theorem 3.1.
IV. ACKNOWLEDGEMENTS
The first author N. Prakash was an intern at NetApp, Bangalore for a part of the duration of this work.
