A bundle algorithm is presented to solve a multicommodity network model for determining a recovery plan for a single carrier with multiple fleets following a hub closure. The algorithm is shown to provide feasible near-optimal solutions much more quickly than can be obtained using a standard commercial mixed-integer programming code (CPLEX). In this application, a bundle method is used to solve a Lagrangian relaxation of the integer programming formulation. The full algorithm includes heuristic techniques for finding feasible solutions from the solutions to the relaxed problems. Extensive computations were performed using data from Continental Airlines. The results show that the proposed approach provides faster times to optimality in some cases and always obtains feasible, near-optimal solutions for larger problems much more quickly than can be found using CPLEX. In addition, while a standard commercial code will provide only one solution, this approach provides multiple high-quality solutions.
Introduction
When faced with a lack of resources, airlines are often unable to fly their published schedule. This is frequently the result of equipment failure, air-trafficcontrol restrictions, inclement weather, or crew shortages. When problems like these arise, corrective action must be taken in real time in a manner that salvages revenue, placates customers, and returns the airline to the original schedule in a timely fashion. This general situation is called the airline irregular operations control problem, and involves not only aircraft routing, but also crew scheduling, passenger recovery, maintenance scheduling, baggage handling and gate assignments. The more specific problem of rerouting aircraft is termed the aircraft schedule recovery problem.
In this paper, we address a subset of the more general problem; namely, determining the best response when a hub of an airline is closed. When an airport through which a large number of flights travels is closed for any length of time, major disruptions to an airline's published flight schedule are unavoidable. Intelligently rescheduling aircraft in such situations can save airlines thousands of dollars and minimize the adverse impact on passengers. Hub closures are most often the result of inclement weather and they represent one of the most extreme disruptions an airline may face. While they are not a frequent
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occurrence-because of their tremendous disruptive impact on an airline's operation-they must be considered carefully. Teodorovic and Stojkovic (1990) , Jarrah et al. (1993) , and Argüello et al. (1997b) have approached the aircraft schedule recovery problem for a single fleet using network models. Another paper by Argüello et al. (1997a) presents a greedy randomized adaptive search procedure (GRASP) to find solutions. For almost all major airlines, however, the full problem involves multiple aircraft types. Carriers operate a variety of fleets and subfleets that have differing characteristics that limit their use. For example, some planes may be too large to service certain stations. Other planes may not be approved for flight over large bodies of water. Different types of aircraft also have different passenger carrying capacities. The general problem does not decompose into separate problems for each fleet and subfleet because substitution is allowed between some fleets and within fleets according to subfleet hierarchies. To address the more relevant multifleet case, Yan and Tu (1997) and Thengvall et al. (2001) have used multicommodity network flow models. In these models, each aircraft type is viewed as a separate commodity in the network.
The purpose of this paper is to present a bundle algorithm to solve a multicommodity network model for determining a recovery schedule for all aircraft operated by a large carrier following a hub closure. A bundle algorithm is an extension of the traditional subgradient algorithm in which past information is used collectively to find the current search direction. After introducing the model in §1, the bundle approach is described in §2. Methods for finding feasible solutions are given in §3. These two components are combined in §4 to give the complete algorithm, as implemented, to solve the aircraft recovery problem. Using data provided by Continental Airlines, extensive computational results are reported for a set of test problems corresponding to three hub closures. The results are then compared with those obtained from CPLEX's mixed-integer programming solver. Section 5 briefly discusses some implementation issues such as step size strategy and the inclusion of null steps, and gives some computational examples that support the choices made in the algorithmic design.
Model Description
The problem addressed in this paper is that of rescheduling aircraft during a specified recovery period in response to the closing of a hub. From the time the station closes until it reopens, no transient activity is permitted. Thus, given the position of planes at the closure time, the original flight schedule, the time of station closure and reopening, and a time set for recovery, we are interested in finding the "best" assignment of flights to all available aircraft such that once operations resume, all flights can be flown as originally scheduled. While in most cases, the length of the hub closure is not known in advance, this type of model is still relevant. In practice, real-time decisions are required, so estimates are made and solutions are implemented. As time passes and information that is more accurate becomes available, models can be rerun to update solutions. An example of this type of rolling horizon approach can be found in Bard et al. (1998) .
The model used for testing the bundle algorithm presented in this paper was first introduced by Thengvall et al. (2001) . Previous testing relied on a standard commercial code (CPLEX) and so provides a benchmark by which to measure the benefits of the new approach. An abbreviated description of the model is given below. For a full description including solution characteristics, see Thengvall et al. (2000 Thengvall et al. ( , 2001 .
Many factors serve to complicate the problem of finding an optimal or best aircraft rerouting. One is the variety of aircraft operated by most major carriers. Another is the goal of recovering the schedule in a finite time period. Recovery by time t is defined as having the appropriate aircraft in place to fly all flights as scheduled from time t onward. Therefore, a recovery schedule must be built that ensures all aircraft will be at correct stations by certain times to achieve this goal. This constraint is called aircraft balance at the end of the recovery period.
Our model is derived from the work of Yan and Tu (1997) and solves the aircraft recovery problem for multiple fleets with the objective of maximizing a modified "profit" function over the flight schedule during the recovery period. The model allows flight delays and cancellations, and accounts for passenger revenues in the objective function. In addition, it includes an incentive to minimize deviation from the original aircraft routings. The result is an integer multicommodity network model with side constraints which is NP-hard because of the addition of side constraints to the otherwise pure network structure (Garey and Johnson 1979) .
The proposed model can be thought of as a collection of simple space-time networks that are connected with a set of flight cover constraints. Each aircraft equipment type (subfleet) has a single space-time network, as illustrated in Figure 1 . In the diagram, the vertical axis represents time and the horizontal axis represents space. Flows on the network are aircraft. The vertical arcs represent aircraft on the ground that are waiting for a flight or that have no more flights during the recovery period. In the diagram, all flow is from top to bottom. Arrows are omitted on the ground arcs to avoid clutter. The sloping diagonal arcs represent flights from one station to another. Diagonal flight arcs are restricted to binary values while vertical ground arcs, which are only required to be nonnegative, will contain integer flow by construction. This can be seen from Figure 1 . Beginning with integer values on the vertical arcs, because only binary flows can enter or leave each station via flight arcs, integrality will always be maintained on the vertical arcs. In some instances, not all flights will be covered. Flight arcs with no flow in the final solution are canceled. The two larger nodes in Figure 1 at Stations 2 and 4 are supply points for the model. Of course, each station need not have a supply. The model presented can accommodate recovery periods of arbitrary length. Aircraft are supplied to the model at various times depending on when they become available. If the recovery period begins in the middle of the day, as it often does, supply nodes will contain all aircraft on the ground at that time. Using intermediate supply nodes, planes in the air can be added to the model at the time they are scheduled to reach their current destination. The smaller nodes at each arc endpoint are the balance of flow (intermediate) nodes and are present at each flight departure or arrival.
Incorporating Delays
To account for delays on a particular flight leg, a series of flight arcs is created to represent the available options for taking the flight at a later time. In Figure 2 , two delay options are shown for each of the four flight legs along with the originally scheduled on-time option. To account for the time it takes to prepare each plane for another flight, a turnaround time is added to each flight arc. To ensure that each leg is flown at most once, a cover constraint is added. This side constraint requires that the sum of flows on all arcs (variables) representing the same flight be less than or equal to one. The revenue for delayed flights 
Extra Arcs for Discouraging Deviation in Aircraft Routings
In the airline industry, many issues are taken into account in the construction of the original flight schedule. Changes to aircraft routings affect crew schedules, gate assignments, scheduled maintenance, and passenger connections. Consequently, dealing with irregular operations in a way that encourages minimal deviation to the original aircraft routings is crucial. To "protect" original flight paths, additional flight arcs are incorporated in the general model. This new construct, represented by the circular arc in Figure 3a , will be called a protection arc. Protection arcs span a set of contiguous flight legs on an original flight path. The cover constraint introduced for delayed flights must now be expanded to include the extra flight option shown here. The new arc in Figure 3a corresponds to one plane flying both flight legs, rather than a single new flight. By providing an incentive on the new arc, a single plane is encouraged to fly both legs, thereby reducing the attractiveness of flying the two legs with separate aircraft. The use of a protection arc to discourage schedule deviation can be extended to a flight path containing any number of legs. As shown in Figure 3b , the protection arc added spans all three flight legs originally assigned to the aircraft. Here, C3 is the net revenue of Flight 3. The incentive on an arc that spans three flights should be greater than the incentive on an arc that spans two flight legs together. This is accomplished by adding a constant bonus value for each flight leg covered. Of course, each cover constraint, ensuring that each flight is assigned at most once, must be expanded to include all flight and protection arcs that represent that flight.
Through-Flight Considerations
Through flights are mechanisms to serve long-haul markets with one or more intermediate stops, e.g., BostonNewark-Los Angeles represents a through flight from Boston to Los Angeles. The revenues associated with C 1 _ passenger revenue minus cost for Flight 1. C 2 passenger revenue minus cost for Flight 2. I incentive for plane assigned to Flight 1 to be assigned to Flight 2.
Protection Arcs
Minimizing Deviation from Original Schedule flight legs that make up through flights are not independent. If one of the legs is canceled, the throughflight passengers will not make it to their destination as scheduled. To address this issue, an additional arc is added to the model that goes from the through flight's origin to its destination. It does not represent a new flight option, but rather one aircraft assigned to all of the flight legs in the through flight. Again, this additional arc must be included in the cover constraint to ensure flights are not duplicated in the final solution. This construct can be applied to through flights with any number of intermediate stops.
Assume that the last two of the three flight legs shown in Figure 4 represent a through flight. Let 0 < < 1 be the proportion of passengers that are taking both the second and third legs. If either leg is flown individually or if the legs are flown by different aircraft, the revenue gained will be discounted by the factor (1 − ). If the new arc shown on the bottom is taken, the full revenue will be received for the through flight. Figure 4 includes the protection arcs from the previous section to demonstrate how the two constructs are used together and how the arcs are assigned revenue. Although many airline information systems track individual passenger connections 
Figure 4 Inclusion of Through-Flight Arcs in real time, including this data in an irregular operations model would make it too unwieldy to solve. However, when a large percentage of passengers are traveling the same set of flight legs, a through flight can be designated.
Ferry Arcs
It is not always possible to recover the original schedule by a given time using only flights contained in an airline's original schedule. In such cases, ferry flights are necessary to achieve aircraft balance by the end of the recovery period. The model includes three types of ferry flights, as illustrated in Figure 5 . Type I ferries Figure 5 Type I, II, and III Ferries connect each supply point with each demand point for a particular equipment type. Type II ferries go from each supply point to each hub. Type III ferries travel from each hub to each demand point.
Considerations for Multiple Fleets
The network for each equipment type (subfleet) will contain all flights originally scheduled to be flown by that equipment type as well as delayed flights, protection arcs for flight paths, through flights, and ferry flights as described above. In addition, the network for each equipment type will also contain all flights, delayed flights, and through flights for which that equipment type can substitute according to the fleet substitution and subfleet hierarchy rules determined by the airline. Moreover, the cover constraints must be expanded to include these substitution arcs. Protection and ferry arcs appear only in the simple network associated with their original equipment types and are not involved in any substitutions. A primary strength of this modeling approach is its ability to generate solutions that reflect changing user preferences. By adjusting the number of delay options, the cost per minute of delaying flights and the bonuses awarded for protecting flights, schedules with different average solution properties can be obtained. (Empirical results demonstrating this property for the case of a single fleet and minor disruptions are given by Thengvall et al. 2000.) Costs for interfleet and intrafleet substitution, as well as a cost for subfleet imbalance, can also be introduced. 
Mathematical Model

Sets
The objective function (1a) maximizes the total profit associated with the recovery period schedule. The first term captures revenue, delay cost, and substitution cost on individual flight arcs. The second term duplicates these figures for protection and through-flight arcs. Recall that the protection arcs include an additional incentive value. The final term accounts for the cost of ferrying.
Flow balance at intermediate nodes on each subfleet network is maintained by constraint (1b). Equation (1c), the flight-cover constraint, assures that at most one arc associated with a particular flight receives flow. All ferry arcs (1d), flight arcs (1e), and protection arcs (1f) are binary variables. Ground arcs (1g) are required only to be nonnegative but will be integral in any feasible solution as previously explained. If a flight is canceled, no benefit is received or cost incurred. To account explicitly for cancellations, all that is necessary is to introduce a slack variable, s , in Equation (1c), a corresponding cost coefficient, C , and an additional term in the objective function of the form − C s . It is important to note that the objective function does not record true revenues and costs even if accurate figures are used for each flight leg. (This is one of the reasons why cancellations are not explicitly accounted for.) The addition of incentive values and delay costs makes the objective function artificial. Including these factors, though, allows us to weight the arcs so that the accompanying solution has favorable properties in terms of the number of cancellations, number of delays, and the amount of deviation to the original aircraft routings. More to the point, though, it is virtually impossible for airlines to provide accurate cost figures in real time. Hence, maximizing net revenue is problematic in any case. With regard to delay costs, the best that can be obtained are rough estimates without regard to such intangibles as passenger inconvenience and loss of customer goodwill. Cancellation costs are even more difficult to estimate, varying dynamically with passenger, crew and equipment disruptions.
Overview of Bundle Method
Bundle methods are a class of algorithms first introduced by Lemarechal and Mifflin (1978) to solve nondifferentiable optimization problems. In our application, a bundle method is used to solve a Lagrangian relaxation of model (1) in which the flight-cover side constraints (1c) are moved to the objective function. Solutions to this relaxed problem represent an upper bound on the true objective value of the original maximization problem. Working with the relaxed problem, the issue is one of finding Lagrangian multipliers that will supply the tightest upper bound and of finding feasible solutions to the true problem given these relaxed solutions. Updating the multipliers to find the best upper bound is done using a bundle method approach. Obtaining feasible solutions from the relaxed problem will be covered in §3.
The original formulation is represented by the generic model in (2). The first set of equations represents the network flow constraints (1b). The second set of equations is the flight-cover side constraints (1c). These are the complicating constraints without which we would have a pure network flow problem. All variable bounds, Equations (1d)-(1g), still apply but are not shown here.
The Lagrangian problem is given in (3), where u is a fixed, nonnegative row vector of conforming dimension. Solutions to this problem provide upper bounds on the true objective function. In addition, the transformation of the original problem results in a pure network that is much easier to solve.
To find the tightest upper bound, the following dual problem must be solved:
In the exposition, problem (3) will be treated as a black box, which, for any inputû, computes an associated output Z(û) and one subgradient g û . In a bundle approach, the basic idea is to collect subgradient information at each step, storing it in the bundle, . Using a combination of past subgradients, a new descent direction is determined at each step. The method described here follows the work of Lemarechal (1989) and Frangioni (1997) .
In general, for anyû, there exists a subdifferential Z(û) that is the set of all subgradients of Z(û). The steepest descent direction can be found by solving
If the subdifferential was known at every point, (5) could be solved and the steepest descent direction could be used at every step. The difficulty, however, is that the subdifferential is generally not available at any given point. All that is available is a single subgradient, which is not even guaranteed to be a direction of descent. In a bundle method, an attempt is made to estimate the subdifferential Z(û) at any pointû using a combination of the subgradient at the current point and a collection of past subgradients. At the current point, however, only the current subgradient is accurate. To deal with the inaccuracies of past subgradients approximate subgradients and a measure of their error must be defined. An -subgradient (of Z(·) atû) is given by
Using this idea, at any pointû, a measurement of the error associated with a subgradient from any past point u can be made by finding , the amount by which the subgradient inequality is violated:
At each step in a bundle algorithm, a convex combination of the subgradients in the bundle is used as the new search direction. Combining the ideas of (6) and (7) provides a measure of the quality of each subgradient in the bundle at the current point. The earliest bundle methods solved a problem like (8) 
In this formulation, the j can be viewed as weights on each subgradient which ensure that the less accurate the subgradient at the current point, the less influence it will have on the new search direction. The parameter places a limit on the total amount of inaccuracy allowed in the solution. To achieve good overall performance, dynamic updating of the parameter as the algorithm progresses is critical. Unfortunately, appropriate rules for this task have not been devised. Most recent approaches, including those proposed by Kiwiel (1990) , relax the first constraint in (8) and solve the following quadratic program.
As in problem (8), the convex combination of subgradients in (9) given by the weights j provide the new search direction. The parameter has been removed in this simpler formulation and a multiplier 1/t introduced. The interested reader can find a justification for using t as a step size as well as a number of rules for updating t in Frangioni (1999) . A general scheme for the bundle algorithm is shown in Figure 6 .
While a careful implementation of the above algorithm will converge to the dual objective Z LD in (4), it will not necessarily provide feasible solutions to (2). Methods for obtaining feasible solutions are covered in §3. Values for u 0 and t 0 need to be defined as well as a suitable strategy for updating t k each iteration. In addition, it is necessary to specify a termination criterion. These issues are addressed in §4 where the complete algorithm, as implemented to solve (1), is given.
Finding Feasible Solutions
The side constraints (1c) that are moved to the objective contain the restriction that each flight may only be covered once. As the bundle algorithm progressively updates the vector of Lagrangian multipliers, u, the number of original flight-cover constraints violated (row violations) tends to decrease. Nevertheless, even as the bundle algorithm converges to the optimal objective value, the number of row violations rarely goes to zero. So while it will provide the optimal objective value to (4), it will not necessarily provide a feasible solution to the original problem. To find feasible solutions to problem (1), two additions have been made to the standard bundle algorithm. The first is a strategy for adding back-violated constraints to the relaxed problem (3). The second is a flow augmenting heuristic that can sometimes resolve violated constraints.
Adding Back Rows
One option for ensuring the enforcement of any given flight-cover constraint is to reintroduce it to the relaxed problem (3). When constraints are added to the problem, however, its size increases and it becomes more difficult to solve. If a small number of constraints is added, the problem can generally be reoptimized quickly using the dual simplex algorithm. A more serious issue is the loss of the pure network structure that introduces the possibility of nonintegral solutions. When nonintegral solutions result from the addition of constraints, a mixed-integer solver must be used to regain integrality. Solution times for mixed-integer problems can vary greatly.
Adding constraints is not a one-time fix for feasibility. Generally, when one set of constraints is added back to the model, another set of relaxed flight-cover constraints is violated. Therefore, adding back constraints is an iterative process. In our experience, as more constraints are added back, the number of violated rows in the solution to the relaxed problem
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Step 0. Choose u 0 and t 0 . Solve (3). Set β = {g 0 } and k = 1.
Step 1. Find search direction d k = j λ j g j by solving (9).
Step 2. If movement along d k yields enough improvement,
Step 3. Solve (6) and add g k to β. If a null step is taken in Step 2, solve (6) as if a serious step were taken and add the g k derived to β.
Step 4. Put k ← k+1. Update t k and repeat Step 1.
. , Figure 6 Generic Bundle Algorithm tends to decrease. On average, for the results shown in §4, 13% of the flight-cover constraints were added back to the relaxed problem (3) before optimality was achieved. (See Table 5 for the average number of flight-cover constraints for different problem sizes tested.) Once a flight-cover constraint is added back into the relaxed problem it remains in the relaxed problem. All subgradient values corresponding to constraints added back are fixed to zero for all subgradients in the bundle. The fact that these are no longer true -subgradients may, in general, hinder convergence to the true optimal Lagrangian multipliers; however, in practice these previously collected subgradients are useful in defining new search directions. A benefit worth noting of adding back rows is that the search space for the Lagrangian multipliers is reduced.
Cross-Cancellation Heuristic
The cross-cancellation routine is a flow augmenting heuristic that attempts to resolve violated flight-cover constraints while maintaining balance of flow on the network. As explained in §1, the flight-cover constraints ensure that only one arc representing a given flight has positive flow in a solution. Therefore, when one of the flight-cover constraints (1c) is violated, there are two or more arcs representing the same flight with positive flow in the solution. To make such a solution feasible, flow must be restricted to only one of these arcs. By changing the flow on all but one offending arc from one to zero, we can satisfy the violated constraint. However, in doing so, the balance of flow in the network is disturbed. The crosscancellation heuristic determines whether the balance of flow can be restored by further augmentation of the flow on the network.
Once a violated constraint is identified, arcs with positive flow on the same subnetwork are examined one at a time to see if cross cancellation is possible. Figures 7 and 8 will be used to illustrate proper and improper cross-cancellation. The bold lines in the figures represent the flow on the network from the relaxed solution prior to implementing the heuristic. Let Arc 1 be an arc that could be canceled to satisfy the violated constraint. The origin (Austin) and destination (Dallas) stations along with the departure (10:00) and arrival (10:50) times are determined for this arc. Then a search is made for a single arc to cancel in conjunction with Arc 1. Let us consider Arc 2. A sufficient condition for canceling both arcs and maintaining balance of flow is that this second arc cross the first. That is, it has opposite origin and destiDallas Austin Improper Single Cross-Cancellation nation stations and it departs before the first arc's arrival and arrives after the first arc's departure. This check ensures that if cross-cancellation occurs, flow that would have traveled on Arc 2 will be present to pick up flow that would have come from Arc 1 and vice versa. If such an arc can be found, canceling both arcs will result in balance of flow and the flight-cover side constraint that was violated will be satisfied. Figure 7 shows an instance where Arcs 1 and 2 can be canceled and balance maintained. Figure 8 provides an example where Arcs 1 and 2 do not cross. If Arcs 1 and 2 are canceled, balance of flow is maintained in Austin, but not in Dallas. If Arc 1 is canceled, Arc 4 will not have the flow that it needs. Flow will arrive on Arc 3 at 11:50, but it is too late to cover Arc 4 which departs at 10:50. The heuristic using only single cross-cancellation is outlined in Figure 9 .
Input: Solution to (3) that includes violated flight cover constraints.
Output: If successful, modified solution with violations resolved, else indication that heuristic failed.
Step 1. Identify an arc (Arc 1) representing a double-covered flight and record its origin, destination, departure, arrival, and subfleet.
Step 2. From the set of all arcs with unit flow in the same subfleet, search for an arc (Arc 2) that crosses Arc 1.
Step 3. If such an arc is found, change the flow on both Arc 1 and Arc 2 to zero if more violated flight cover constraints exist, return to Step 1, else heuristic is successful. else, heuristic is unsuccessful. Single Cross-Cancellation Heuristic
This cross-cancellation principle can be generalized to a set of any number of arcs subject to the following conditions:
• The first arc in the set begins at the destination station of the arc chosen for cancellation and departs prior to its arrival.
• Each subsequent arc in the set crosses the preceding arc.
• The final arc in the set terminates at the origin station of the arc chosen for cancellation and arrives after its departure.
By canceling such a set of arcs as well as the arc that violates the flight-cover constraint, balance of flow is maintained and the violated constraint is satisfied. Figure 10 shows an example of proper crosscancellation where Arcs 2 and 3 are matched against the arc that could be canceled to satisfy the violated constraint (Arc 1). If all three arcs are canceled, balance of flow will be maintained. To include two or more cross-cancellations, Step 3 of the above algorithm would be modified as follows. Before declaring the algorithm unsuccessful, check for the possibility of two cross-cancellations, three cross-cancellations, and so on.
For the implementation described in this paper, up to four cross-cancellations were used. Cross-canceling more arcs than this was found to be counterproductive for two reasons. First, with five or more crosscancellations the time taken for the heuristic to search through all possible combinations of arcs to cancel Proper Double Cross-Cancellation becomes significant. Second, the more arcs that are canceled to obtain feasibility, the lower the objective function value. To obtain a feasible solution, the cross-cancellation heuristic must be successful for every violated row in the relaxed solution. Crosscancellation is not always possible.
It should be noted that in its effort to maintain balance of flow the cross-cancellation heuristic checks for a sufficient condition, not a necessary one. Checks that are more complex could be implemented and a more complex heuristic could be developed to identify more solutions that are feasible. For example, in Figure 8 if there was no flow on Arcs 3 and 4, Arcs 1 and 2 could be canceled and balance of
Step 0. Let u 0 = 0, t 1 = 600, Z LR (u) = ∞, and Z feasible = 0. Solve (3).
Set β = {g 0 } and k = 1.
Step 1. Find search direction d k = j λ j g j by solving (9). Eliminate unused gradients from β.
Step 2. Let u k = u k-1 + t k d k . Solve (3), and add g k to β.
If row violations = 0, update Z feasible = max {Z feasible , Z LR (u k )} and go to Step 6.
Step 3. If row violations < τ, set rowadds = 1 and go to Step 4, else go to Step 6.
Step 4. Add violated rows to (3) and solve. Attempt cross-cancellation heuristic. If successful and objective larger than old Z feasible , update Z feasible .
Step 5. If rows still violated and rowadds < ϕ, put rowadds ← rowadds + 1 and go to Step 4, else go to Step 6.
Step 6. If optimality gap > 0.01, put k ← k + 1, t k ← t 0 − (t 0 / δ) × k, and go to Step 1; else stop. 
Complete Algorithm and Computational Results
Combining the bundle algorithm presented with the strategies for obtaining feasible solutions, it is possible to describe the complete solution process. Convergence is measured by the size of the optimality gap which is calculated as (best upper bound − best feasible solution)/best upper bound, i.e., Z LR u − Z feasible /Z LR u . This is essentially the same way the CPLEX MIP solver calculates the optimality gap. The complete algorithm is shown in Figure 11 . The following three parameters are used in the algorithm: is the threshold below which the feasible solutionfinding subloop (Steps 4 and 5) is entered, is the number of times the subloop may be repeated without an iteration of the main loop, and is used to control the rate of decrease of the step size t.
In
Step 1, gradients that have not been used to form the new search direction, d, in more than 15 iterations are removed from the bundle. This keeps the size of the quadratic problem (9) from becoming too large. The search for feasible solutions is controlled by
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the number of violated rows in the current solution. Once this number drops below , Steps 4 and 5 of the algorithm are executed where rows are added back and a search is made for feasible solutions using the cross-cancellation heuristic. For the larger test cases, must be set higher to obtain convergence. The value of should be set in practice at the point where little improvement is seen in the number of violated rows for a number of iterations of the bundle algorithm.
Parameter values that vary for different problem instances are shown in Table 1 . Information on average problem sizes is found in Table 5 . The parameter is set to 12 for all problem instances. A golden search was implemented to find an initial value for the step size t. A starting value of t 1 = 600 was found to be reasonable for all problem instances.
Step 6 shows the step size update formula. This formula provides a linearly decreasing step size. The actual number of iterations the algorithm goes through varies. If the algorithm continues for more than iterations, the step size is set to a randomly generated number between 5 and 16. This is done to ensure the step size remains positive and is sufficiently small. However, more than iterations are rare. For the larger test cases, a larger value is used to provide a more gradual decrease in step size (see Tables 1 and 5) . If is too small, the step size decreases too rapidly and the algorithm may not converge. CPLEX 6.0 is used to solve all optimization problems that arise in the implementation of the bundle algorithm. Problem (9) is a quadratic program and is solved using the barrier code. Problem (3) is solved Table 1 Input Parameters
Row Violation
Step Size  Instance  Threshold  Control   120-240  15  15  120-360  15  40  360-480  20  50  360-660  20  50  360-840  20  50  600-720  20  60  600-960  20  60  600-1,200  20  60  600-1,400 25 60 initially using the network code. After a few iterations, we switch over to the primal simplex algorithm. Once rows are added back into the network model, problem (3) is solved using the dual simplex algorithm. With the addition of rows, the pure network structure is lost and noninteger solutions are possible. When a solution returned by the dual simplex algorithm contains noninteger values, the mixed-integer solver is called. The network optimizer available with CPLEX 6.0 does not have the ability to start from an advanced basis. That is, each time the network algorithm is used, problem (3) is resolved from scratch. The primal and dual simplex codes, though, are able to start from an advanced basis. The procedure described above that switches from the network algorithm to the primal simplex algorithm to the dual simplex algorithm provides the best solution times at the different phases of the overall bundle algorithm. It is believed that a network algorithm that was able to utilize an advanced basis would improve the overall performance time of the bundle algorithm. Such a network algorithm would be used for the solution of problem (3) until the first time violated rows were added back to the problem. At that point, the dual simplex algorithm would take over the computations.
The data used for testing were provided by Continental Airlines, which operates three hubs: Houston, Newark, and Cleveland. For the given schedule, 49% of flights have Houston as their origin or destination, 35% have Newark as their origin or destination and 14% have Cleveland as their origin or destination. The data spans 2 1 2 days and includes 332 active aircraft from 12 different fleets. Each fleet has from one to six subfleets for a total of 28 different types of aircraft. The schedule includes 2921 flights between 149 domestic and international destinations.
To test the efficiency of the bundle algorithm a set of test cases was developed. The set consists of closing either the Houston, Newark, or Cleveland hub beginning at 10 a.m. for a fixed number of minutes, denoted by DOWNTIME, with a recovery period of RECOVER minutes after closing. As outlined below, nine scenarios were considered for each hub. Table 1 illustrates these nine instances. The first instance, for example, represents a downtime of 120 minutes and These scenarios provide 27 total instances, 9 each at Houston, Newark, and Cleveland, on which to compare the performance of the proposed solution approach. For comparison, each problem instance was solved with the bundle method and CPLEX's MIP solver applied directly to problem (1). For the CPLEX MIP implementation, the barrier algorithm was used to solve the initial (LP) relaxation, and the dual simplex algorithm was used during branch and bound. These options were chosen after much testing because they provided the fastest solution times. The stopping criterion for the search tree was set to 1% of optimality. That is, solutions are guaranteed to be within 1% of the true optimum. This same stopping criterion was used for the bundle method. Tables 2, 3 , and 4 compare solution times for the two approaches for closures at each of the three hubs. All models were coded in C++ and solved on a Pentium 233 with 128 megabytes of RAM. The columns labeled "bundle algorithm" show the time for the algorithm to converge to the 1% optimality gap. In 16 of the 27 cases (59%), the bundle algorithm converged faster than CPLEX's MIP solver. In instances where the hub was closed longer than 2 hours, 16 of the 21 cases (76%) converged faster with the bundle algorithm. The larger instances with the 360-and 600-minute closures represent the more difficult problems (see Table 5 ).
The columns labeled "bundle feasible (% optimality gap)" show the time to the first feasible solution and the percent optimality gap at that time. The "CPLEX (MIP)" columns show the time to converge to a 1% optimality gap, but this time is also the time to first feasible solution. Using CPLEX's standard mixedinteger algorithm on these problem instances, the time to optimality and the time to first feasible solution are identical. While this is not true in general, for the proposed model, the solution at the root node is often integral, and in cases where the root node is not integral it is rare that more than five or six nodes are searched before a solution is found. In all instances the first solution found was within the 1% optimality gap set for termination. CPLEX branch and bound heuristic options and cutting options were not employed. They were tested but generally increased the time to find solutions. In every instance with a 360-and 600-minute closure, a feasible solution was found much more quickly using the bundle algorithm than using CPLEX's standard mixed-integer solver. On average, in the case of 360-and 600-minute closures, the time to a feasible solution with the bundle method was 334 seconds (over 5 1 2 minutes) faster than the time to a feasible solution using CPLEX. As the aircraft recovery problem requires real-time solutions, the ability to obtain near-optimal, feasible solutions in less time is significant.
Another advantage of the bundle method is that it generates multiple, near-optimal feasible solutions. The columns labeled "number feasible" record the number of feasible solutions found by the bundle algorithm including the optimum. The columns "average % optimality gap" show the average percent optimality gap of those feasible solutions. In almost all instances a number of high-quality solutions are available. Of the feasible solutions found, 49.6% were uncovered with the cross-cancellation heuristic. In a real-time operational environment, decision makers prefer to have several good alternatives from which to choose rather than a single option. Table 6 shows summary statistics relating to the number of iterations in the bundle algorithm and the fraction of the total time spent in each phase of the bundle algorithm. Results are averages for the scenarios at each hub. The time spent in the crosscancellation heuristic is not shown because it is only a fraction of a percent of the total time spent in the bundle algorithm. 
Implementation Issues and Choosing Parameter Values
The bundle-type algorithm described above differs from a standard implementation in two main ways. In our case:
• All steps are taken, not just improving ones; i.e., there are no null steps.
• Convergence is measured using the known optimality gap and does not rely on the magnitude of the direction vector.
In a standard bundle implementation, at each iteration a search direction combined with a step size produces a new trial point, i.e., a new set of Lagrange multipliers, u k (see Step 2 of the Full Bundle Algorithm in Figure 11 ). If this point provides a large enough decrease in the objective function, the new subgradient obtained from this point is added to the bundle and the search continues at the next iteration from this new point. If the decrease is not large enough, the new subgradient obtained from this point is still added to the bundle but at the next iteration, the search continues from the previous point. When this happens it is called a null step. For our application, the use of null steps was found less efficient than taking all steps (see below) and hence, all steps are taken even those that lead to an increase in the objective function in (4).
The use of the magnitude of the direction vector for convergence is more widely applicable because it does not require finding feasible solutions. However, for the aircraft recovery problem, the value of the objective function by itself is of little significance. If possible, it is better to measure convergence by comparing the best feasible solution found with the best upper bound, rather than only measuring convergence of the dual objective value in (3) as is normally done. We are able to take the former approach with the help of the strategies for finding feasible solutions given in §3.
Many implementation issues affect the speed and convergence of a bundle method. Figures 12-14 compare changes in step size t k , objective value Z LR u k , and number of row violations using five different parameter settings. These settings (Series 1-5 below) represent different combinations of step size strategy, and taking all steps vs. using null steps. Although these examples are not exhaustive, and many other step-size selection rules from the literature and of our own invention were explored, they amply illustrate the range of possibilities. All results shown are for the 360-660 Houston hub closure. Similar results hold for the other test instances. A time limit of 2,500 seconds was placed on the computations. Further discussion regarding different bundle implementations can be found in Frangioni (1997 Frangioni ( , 1999 .
Parameter Settings.
Series 1: Golden search (line search at each iteration)/All steps taken Series 2: Steady decrease (as described in §4)/ All steps taken Series 3: If no improvement, decrease step size 40%/Null steps taken Series 4: Fixed-step size (step size = 600)/ Null steps taken Series 5: Steady decrease (as described in §4)/ Null steps taken
In the computations, the number of row violations gives a measure of the distance from a feasible solu- 9  13  17  21  25  29  33  37  41  45  49 53 57
Iteration
Step Size
Series 1 Series 2 Series 3 Series 4 Series 5
Series 2 and 5
Figure 12
Step Size per Iteration tion. Figure 13 shows the number of row violations at each iteration for the five parameter settings, while Figure 14 shows the convergence of the bundle algorithm to the true objective value. Examining Figures 12-14 and Table 7 , it can be seen that Series 2 outperforms the others. Looking at requires fewer iterations, adds back fewer rows, and finds a feasible solution faster than any other series. Series 1 was halted prior to convergence after 2,500 seconds. Series 3, 4, and 5 reach optimality eventually, but take longer to do so than Series 2. Series 2 is the implementation used to obtain the results presented in §4.
Summary
A modified bundle algorithm is presented to solve a multicommodity network-type model for determining a recovery schedule for all aircraft operated by a large carrier following a hub closure. The full methodology includes heuristics for finding feasible solutions from the solutions to these relaxed problems. On average, for the larger test cases, the algorithm finds a feasible solution twice as fast as a standard commercial code. Obtaining a high-quality feasible solution in half the time is a significant improvement for this complex, real-time application. Another major contribution of the proposed approach is its ability to generate multiple near-optimal solutions. Often, a number of practical constraints cannot be embedded in the model because of their scenario and time-dependent nature.
Having multiple solutions provides decision makers with needed flexibility during the aircraft schedule recovery process. While testing has shown the bundle approach to be effective, it is likely that better results could be achieved with an improved version of CPLEX's (or the adaptation of any other) pure network solver that accepted an advanced basis during reoptimization. In an operational environment, a trade-off always exists between the quality of a solution and the time it takes to find it. If optimization methods are put to use in such environments, solution times must be measured in minutes rather than hours.
