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Abstract 
Scheduling trains in a railway network is a fundamental operational problem in the railway industry. This paper sets up multi-
objective optimal model of train operation adjustment, whose optimization objective is to reduce the train delay time and the 
numbers of delay train. Since the model is established as an NP complete problem, a multi-objective particle swarm optimization
algorithm (MPSO) is proposed to solve the complex problem. Considering the strategy of dispatcher’ preference, MPSO can get 
a set of Pareto solutions in the actual train operation adjustment problems. The actual experiment, taking Beijing-Shanghai high-
speed railway as example, is conducted to validate the feasibility of the algorithm compared with the basic particle swarm 
optimization algorithm (PSO). Results demonstrate that the model can capture the characteristics of the practical dispatching 
problem. MPSO is efficient for train operation adjustment and provides better solutions than the traditional approaches. 
© 2016The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of Transportation Engineering, Beijing Institute of Technology. 
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1. Introduction 
Train operation adjustment aims at making trains restore well-organized running status as soon as possible, when 
the trains deviate from the actual train graph. How to accomplish the train operation adjustment with computer is a 
core and difficult problem, in the process of realizing the automaton of train running. Meanwhile, the train operation 
adjustment belongs to NP complete problems, so that there are all kinds of adjustment optimization goals. Train 
operation adjustment problem in the railway network has been studied by many experts and scholars, and a lot of 
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achievements have been scored. Dorfman et al. [1] developed a local feedback-based travel advance strategy using a 
discrete event model of train advances along lines of the railway. C Jia et al [2] divided trains into different classes 
and split the original problem into sub problems, then the PSO algorithm was presented for the problem. L Zhou et 
al [3] designed a general algorithm, which is suitable for various train dispatching sections in China. Joaquin et al [4] 
presented a constraint programming model for the routing and scheduling of trains running through a junction. 
Montserrat et al [5] focused research on the railway scheduling problem which can be distributed by tree structures. 
X Zhou et al [6] proposed a generalized resource-constrained project scheduling formulation and presented a 
branch-and-bound solution procedure to obtain feasible schedules with guaranteed optimality. Albrecht et al [7] 
detailed a fast and efficient heuristic for the simultaneous scheduling of trains and track maintenance in a large scale 
rail network. Y Cao et al [8] proposed the differential algorithm for high-speed train rescheduling based on triangle 
differential strategy. 
At present, the method of solving train operation adjustment problem can be divided into four kinds, including 
optimization method, artificial intelligence method, computer simulation and intelligent calculation method. These 
methods under certain conditions can obtain good results. However, there are some defects from the actual situation 
of China’s railway transportation command. Since train operation adjustment is a multi-objective optimization 
problem, this paper establishes the mathematical model of train operation adjustment, taking double line railway 
section as the research object. According to PSO, we design an improved MPSO solving the problem. In the last 
section of this paper, a real case is presented to test the algorithm. The conclusions show that MPSO can be used to 
develop an efficient schedule for a railway network. 
2. The train operation adjustment model 
2.1. Rescheduling objective 
Before setting up train operation adjustment model, we need to make the following definitions. [t0, t0+t1]
represents time range of train operation adjustment, where t0 and t1 represent the starting time and duration of train 
operation adjustment, respectively. We assume H trains within the adjustment time, including up train H and down 
train H. Here is R stations in the process of train operation adjustment, and L represents departure track numbers of 
station k along the line. Let kid  be the actual time when the train i arrives at station k, and let 
k
is  be the actual time 
when the train i departs at station k. 0kid  is defined as the scheduled time when the train i arrives at station k, and 
0k
is  is defined as the scheduled time when the train i departs at station k.
k
qW and ktW  represent starting and stopping 
additional time at station k , respectively. sdW  and dsW  represent different arriving and departing interval time and 
different departing and arriving interval time, respectively. The running time between station k and (k+1) is 
represented by , 1k kit
 . kzI  is minimal tracking interval at station k.
k
iD  shows the operation type of the train i at the 
station k. If the train stops at the station k, kiE donates the operation time at the station k.
0, train passing at station
1, train stopping at station
k
i
 i  k
 i k 
D ­ ®
¯
   (1)
Train operation adjustment problem involves different levels of the train, which have different priorities in the 
process of train operation adjustment. And the same priority trains are classified as a train group. In the actual 
adjustment, the high level of train group firstly is arranged. According to the actual situation, we reschedule the 
same level of train group. Train operation adjustment problem usually contains a lot of optimization objectives. In 
order to deal with this problem more efficiently, the optimization goals are often set up to reduce delays time and the 
amount of delayed train in the practical adjustment. Meanwhile considering the different train levels, the higher the 
level goes, the greater economic loss is due to train delays. So that  1,2,3i i HZ  } represents the train priority, 
where H is the total train numbers in the process of adjustment. The optimization target for reducing train delay time 
can be expressed as follows. 
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The optimization goal for reducing the numbers of delayed train can be described as follows. 
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Here kiE  denotes whether train i is late at station k.
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2.2. Model constraints 
The mathematical model of rescheduling process in railway traffic control problem is similar to that of job-shop 
scheduling problem. According to the actual operation situation of double-tracking railway, train operation 
adjustment need to consider various constraints. These constraints are summarized below. 
1 , 1 1* *k k k k k k k ki i i q i t id s t W D W D
   t   (5)
k k k
i i is d E t (6)
0k k
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Equation (5) is the limited running time. Equation (6) is dwell time at station. Equation (7) is departure time of 
train. Equation (8) is the number of receiving and departure track, and here a 0-1 variable  kiL t is introduced, which 
shows whether train i occupies the receiving and departure tracks of station k. Equation (10) is different time arrival 
and departing interval at the station, and here j represents the posterior train, i represents front train. Equation (11) is 
different time departing and arrival interval at the station, and here j represents the posterior train, i represents front 
train. Equation (12) and (13) is tracking interval. 
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3. The particle swarm optimization algorithm for multi-objective optimization problem 
In the practical engineering design problems such as job shop scheduling problem, the situation often happens 
that only one target can’t measure and judge priority of schemes. Multi-objective problems usually consist of several 
conflicting objectives, so that it is very important to provide proper and feasible solutions rapidly, and fulfil various 
target requirements as much as possible. 
The optimal solution of single-objective problems is exclusive. However, the one of multi-objective problems is a 
collection. Nowadays, many academics have proved multi-objective evolutionary algorithm is a kind of effective 
method to solve the problem of multi-objective optimization problems. The algorithm can obtain multiple Pareto 
optimal solutions in each simulation, and not only helps to maintain uniformity of the Pareto optimal solution set, 
but enhances the algorithm’s searching ability. MPSO is a branch of multi-objective evolutionary algorithm, because 
of its less parameters simple calculation process and good convergence, making it become a hotspot of scholars. 
3.1. Basic particle swarm optimization 
Based on the swarm intelligence, PSO is a kind of modern optimization method inspired by the research of the 
artificial life, which was proposed in 1995 by Eberhart and Kennedy [9]. Later, some improvement for the basic 
particle swarm algorithm was made [10-12]. In the PSO, each particle is collectively expressed by the current 
position x and velocity v. At the same time, each particle represents a potential solution of optimization problem. In 
the process of particles’ flight, particles adjust their flight path according to themselves and other particles’ 
experience. In other words, the particles guide them towards the direction of the optimal solution through the 
historical record of best solutions found by particles themselves and others. 
The PSO is modelled as a group of particles with negligible mass and volume in a D-dimensional searching space. 
Each particle represents the potential solution of a given problem. The vector ^ `1 2, , ,i i i iDx x x x }  is the position of 
the particle i in D-dimensional, and the vector ^ `1 2, , ,i i i iDv v v v }  shows the velocity of the particle i in D-
dimensional. The particle i personal best position ^ `1 2, , ,i i i iDpbest pbest pbest pbest }  can be recorded according 
to its own experience. ^ `1 2, , ,i i i iDgbest gbest gbest gbest }  represents the group best position by the best historical 
experience of the entire swarm. During the searching process, the trajectory of each particle i is dynamically 
adjusted according to the ipbest  and igbest . Mathematically, the d-th of the velocity of particle i
1t
idv
  and the 
position 1tidx
  are updated as follows at the (t+1)th iteration of the searching process. 
   1 1 1 2 2t t t t t tid id id id id idv v c p x c g xJ J      (14)
1 1t t t
id id idx x v
   (15)
Where i=1,2,…,N is the index of the particle, N is the total particle number; 1c  and 2c  are the acceleration 
coefficients, and values are often between 0 and 2; 1J  and 2J  are two random numbers with a range of [0,1]; and Z
is the inertia weight that is employed to balance the exploration and exploitation search process of particles. 
The formula consists of three parts. The first part is the “inertia” one of the particles, which indicates that speed 
of previous generation particles has an impact on the current state; the second part is the “cognition” one of the 
particles, that is, particles can learn the experience accumulated by themselves; the third part is “social” one of the 
particles, which shows mutual cooperation and sharing between the particle swarm. In the process of the particle’s 
searching, particles’ velocity and position are limited between the maximum and minimum value. When some 
dimensional position or velocity exceeds the maximum threshold value or the minimum threshold, it will take some 
measures to change the particle’s speed or position. 
3.2. The principle of MPSO algorithm 
At present, PSO is applied to multi-objective optimization problems, which is not enough. The relative successes 
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are not as so much. Thus, the PSO can’t be directly used to solve multi-objective optimization problems. The PSO 
has been widely used in single-objective numerical optimization problem, and the single objective optimization 
problem solution is only a single solution or a set of successive solution. However, the solution of multi-objective 
optimization problem is many solution or more sets of continuous solution. This process is shown in Fig. 1. In the 
development process of MPSO, Coello put forward a kind of optimization approach, using external particle group to 
guide other particles in the population [13,14]. Then, adaptive grid method in the archives of Pareto evolutionary 
strategy of is used for maintenance of external particle swarm. 
Fig.1. The process of MPSO 
3.3. MPSO for solving the train operation adjustment problems 
In this paper, MPSO is used to solve the train operation adjustment problem [15], and is different from PSO in 
three aspects as follows: 
(1) The decision of the global optimal solution is based on adaptive mesh method and the roulette method. First 
of all, according to the maximum and the minimum of the objective function on the external archives particles, the 
target space is divided into several hypercube with the adaptive mesh method, and each particle is positioned on the 
corresponding hypercube according to their respective target function value. If the number of particle in some 
hypercube is more than one, the adaptive value of hypercube can be calculated as the following formula: 
/finess c a . Here constant c is greater than 1; a represents the number of the particles in hypercube. Then 
according to the fitness of all hypercube, we select the hypercube with gbest  by roulette method. Finally, we need 
to validate number of particles in the selected hypercube, if more than one, randomly choose one of them as gbest ,
otherwise directly as gbest .
(2) This paper introduces the mutation operator. For some complex multi-objective optimization problems, 
MPSO has not exceptional advantage. So CoelloCoello was intended to improve its performance by introducing the 
mutation operator to the PSO. In the early stage of particles searching, mutation operator has an effect on all the 
particles and decision variable interval, but fewer and fewer particles participate in the variation along with the 
searching. When the searching is done to half of the maximum number of iterations, particles don’t continue to 
participate in variation, and can carefully search in the adjacent area of the final solution. Equation (16) donates the 
mutation probability. Here, i is the percentage of the number of iterations and p is the mutation probability. 
1 0 5
0 0 5
i i .
p
i .
 d­
 ® !¯
   (16)
(3) The particles’ update and maintenance strategy is based on adaptive grid and external files. When the new 
particles meet Pareto dominance conditions, they will be chosen into external files. Firstly, we compare the 
particle’s objective function value with existing max and min objective function value. If the particle’s objective 
function value is between max and min objective function value, it can be directly aimed at the original hypercube. 
Otherwise, we calculate and automatically adjust the width of the hypercube in target space of each dimension, and 
all particles of the external files are spread over their own respective hypercube based on divided hypercube. 
Before updating external file every time, we need to determine total number of particles in external files. If the 
external file has reached maximum capacity before adding a new particle, we need to maintain it to prevent the 
Pareto solutions over expansion, and external files’ particles are deleted. 
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4. The solving procedure based on MPSO 
According to the mathematical model of the above, train operation adjustment model is typical form of multi-
objective optimization problems. Because the model includes many independent variables and a lot of constraint 
conditions, if we directly use optimization method to solve the problem, the consumption of time is too much to 
meet the real-time requirement. Thus MPSO is used to solve the rescheduling model. 
Based on the idea of MPSO, a train is regarded as a particle, the arriving and departure time for each train 
represents the dimension of the particles. MPSO solve the train operation adjustment problem as follows. 
Step 1: We first initialize the particle population, then determine the initial position pbest  and zero initial 
velocity for each particle and calculate each particle target vector and the constraint conditions in the particle swarm. 
Some of these initialized particles are stored in the external files. The particle’s position represents Pareto solutions. 
Step 2: The target space is divided into a lot of hypercube. Then we determine which hypercube each particle is 
located in according to the corresponding target vector, and use the above formula to calculate the fitness value of 
the hypercube. Roulette method is used to select a hypercube, and randomly select Pareto solution as the particle 
gbest from the chosen hypercube. 
Step 3: According to the basic position and velocity formula, we update all particles’ position and velocity. 
Step 4: The target vector of each particle is calculated in the particle swarm, using the adaptive mesh method to 
update and maintain external particle swarm. 
Step 5: Update the pbest  of particles. According to the Pareto dominance relation, we calculate the new optimal 
solution, and compare it with the history optimal solution. If the new solution dominates the current pbest , the new 
solution replaces the current pbest . If the current pbest  dominates the new solution, the current pbest  remains the 
same. If the dominate relationship between them does not exist, randomly select from both as a new pbest .
Step 6: Determine whether it has reached the termination condition. If it is, we stop searching, and return to step 
3 otherwise. 
Fig.2. The flowchart of MPSO 
5.  Simulation 
5.1. Description of the case 
The Beijing-Shanghai express railway is located in eastern China. The length of the Beijing-Shanghai express 
railway is 1318 km, which is parallel with the existing Beijing-shanghai railway. The whole line is the automatic 
blocking section of double tracked railway, and sets up 24 passenger stations. This paper selects Shanghai to 
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Xuzhou east station as the test section. Schematic diagram is as shown in fig. 3. We only consider train operation 
adjustment problems of the section, and the train running time is limited from 7:00 to 12:00. 
Fig.3. The schematic diagram of Xuzhou east to Shanghai Hongqiao section  
Known conditions are as follows: 
(1) The total number of the station 13R  .
(2) Total operation train 20H  , the up trains are 15 columns, and the down trains are 7 columns among them. 
In this paper, we consider the up train operation adjustment, the down train operation adjustment is the same. 
(3) There are two kinds of different levels train in the adjustment section, namely bullet train and high-speed rail, 
respectively. Level 1 represents the speed of 350 km/h high-speed, level 2 represents the speed of 220 km/h bullet 
train. The level matrix of 15 train are as follows: L=[1 1 1 2 1 1 1 2 1 1 1 1 2 1 1]. So the adjustment weights of 
different level train are as follows: W=[0.2 0.2 0.2 0.1 0.2 0.2 0.2 0.1 0.2 0.2 0.2 0.2 0.1 0.2 0.2].
(4) This paper defines all the min dwell time for 1 min. The following matrix is the minimum running time 
matrix of for two levels of train in 12 intervals: 
8 5 5 10 5 5 11 12 10 9 15 11
14 9 7 15 9 9 18 18 17 15 24 18
T
ª º
 « »
¬ ¼
(5) The train start and stop additional time is 1 min; station tracking interval is 3min. 
(6) The arrival and departure track matrix at 12 stations are as follows: L=[19 8 4 4 2 4 28 4 2 9 4 13]. 
(7) The scheduled railway timetable is as follows: 
5.2. Solution of the model 
We assumed that the high-speed rail G12 was 5 minutes behind schedule at departure station, and G212 was 9 
minutes later in the Changzhou north station. This paper uses the matlab software to validate the instance. 
In PSO algorithm, the parameters are set as follows, the size of the particle swarm is 100, and the dimension of 
the particle is 84 in this paper. The particle’s velocity threshold is between [-10,10]; the particle’s position threshold 
is between [0,10]; 0 729.Z  ; c1=c2=1.49; the particle’s total numbers of iteration are 200. In order to normalize the 
two objectives, we design Z, which is used to be objective function, and the G  is the weight of the optimization 
target for reducing train delay time. Convergence curve of PSO is shown in the Fig. 4. The result of matlab
simulation shows that convergence speed is relatively slow, and the local minimum exists. That is, it is not 
applicative to use PSO to solve the train operation adjustment model.  
In MPSO, the size of the external file is 100, and the other parameters is consistent with above-mentioned PSO. 
Convergence curves of two objective functions are shown respectively in fig. 5 and fig. 6. The results demonstrate 
that each objective converges to the global optimal solution. What’s more, convergence speed is faster compared 
with PSO. Pareto frontier curve is obtained as shown in fig. 7, which proves the rationality and feasibility of MPSO, 
According to the Pareto curve, MPSO has good convergence to solve the train operation adjustment problem. Based 
on the strategy of train dispatchers’ preference, this paper chooses number of train delay as dispatchers’ preference 
in the process of daily train operation adjustment. If the number of train delay is 22, the total delay time of departure 
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and arriving is about 280 minutes. After the train operation adjustment, the timetable is shown in table 2 below. 
      
          Fig.4. The fitness curve of PSO                                            Fig.5. The fitness curve of Z1 in the MPSO 
       
Fig.6. The fitness curve of Z2 in the MPSO                                   Fig.7. The Pareto frontier curve in the MPSO 
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Table 1: The original timetable of up train 
Station Train G222 G104 G106 D286 G12 G108 G1232 D316 G110 G212 G230 G1258 D318 G114 G1204
D SD SD SD SD SD SD SD SD SD SD SD SD SD SD SD
A 7:05 7:10 7:20 7:25 8:00 8:05 8:10 8:15 8:25 9:05 9:15 9:20 9:30 9:37 9:47
D 7:17 7:23 7:37 7:42 8:12 8:18 8:23 8:32 8:42 9:18 9:28 9:37 9:47 9:37 10:00
A 7:17 7:23 7:39 7:47 8:12 8:18 8:23 8:34 8:44 9:18 9:28 9:39 9:54 9:50 10:00
D 7:26 7:33 7:48 7:59 8:20 8:28 8:33 8:44 8:53 9:26 9:38 9:48 10:04 9:58 10:10
A 7:26 7:34 7:48 8:01 8:20 8:30 8:35 8:44 8:53 9:26 9:39 9:48 10:04 9:58 10:12
D 7:33 7:41 7:55 8:11 8:27 8:37 8:43 8:52 9:00 9:33 9:47 9:55 10:12 10:06 10:22
A 7:34 7:41 7:57 8:13 8:27 8:37 8:43 8:52 9:02 9:34 9:47 9:57 10:14 10:08 10:28
D 7:49 7:55 8:12 8:29 8:40 8:50 8:57 9:07 9:16 9:49 10:01 10:11 10:33 10:25 10:45
A 7:49 7:55 8:12 8:29 8:42 8:50 8:58 9:08 9:16 9:49 10:03 10:11 10:40 10:27 10:47
D 7:58 8:04 8:21 8:40 8:51 8:58 9:07 9:20 9:23 9:59 10:12 10:18 10:52 10:36 10:55
A 7:58 8:04 8:23 8:42 8:51 8:58 9:07 9:26 9:23 9:59 10:12 10:18 10:58 10:36 10:55
D 8:04 8:09 8:29 8:53 8:57 9:13 9:13 9:34 9:30 10:04 10:18 10:24 11:09 10:42 11:02
A 8:05 8:10 8:29 9:04 8:57 9:13 9:13 9:34 9:30 10:05 10:18 10:24 11:22 10:42 11:02
D 8:24 8:29 8:48 9:24 9:14 9:19 9:30 9:52 9:46 10:24 10:35 10:41 11:42 10:59 11:19
A 8:26 8:31 8:50 9:26 9:16 9:21 9:33 9:54 9:49 10:26 10:37 10:43 11:44 11:01 11:25
D 8:40 8:45 9:05 9:45 9:30 9:37 9:47 10:13 10:08 10:40 10:52 11:01 12:03 11:15 11:39
A 8:40 8:45 9:05 9:59 9:30 9:37 9:47 10:55 10:10 10:40 10:52 11:03 12:43 11:15 11:39
D 8:54 8:59 9:19 10:16 9:44 9:52 10:02 11:14 10:24 10:54 11:07 11:17 13:01 11:30 11:53
A 8:54 8:59 9:19 10:16 9:44 9:54 10:02 11:55 10:24 10:54 11:07 11:17 13:01 11:30 11:53
D 9:08 9:13 9:34 10:31 9:57 10:09 10:15 12:13 10:38 11:07 11:22 11:30 13:16 11:43 12:07
A 9:08 9:13 9:36 10:31 9:57 10:09 10:15 13:07 10:40 11:07 11:22 11:30 13:16 11:51 12:09
D 9:26 9:31 9:56 10:52 10:15 10:27 10:34 13:32 11:00 11:25 11:42 10:49 13:38 12:08 12:28
A 9:26 9:31 9:56 10:52 10:15 10:27 10:45 13:32 11:00 11:25 11:42 10:49 14:04 12:08 12:28
D 9:42 9:47 10:13 11:10 10:30 10:42 11:04 13:50 11:17 11:40 11:58 12:04 14:25 12:28 12:46
A 9:44 9:50 10:16 11:25 10:32 10:44 11:08 13:52 11:22 11:44 12:01 12:06 14:27 12:30 12:48
Bengbu
south
Suzhou
east
Xuzhou
east
Danyang
north
Zhenjiang
south
Nanjing
south
Chuzhou
Dingyuan
Shanghai
hongqiao
Kunshan
South
Suzhou
north
Wuxi
east
Changzhou
north
Table 2. The adjusted timetable of up train 
 Station Train G222 G104 G106 D286 G12 G108 G1232 D316 G110 G212 G230 G1258 D318 G114 G1204
D SD SD SD SD SD SD SD SD SD SD SD SD SD SD SD
A 7:05 7:10 7:20 7:25 8:08 8:05 8:11 8:15 8:25 9:05 9:15 9:20 9:30 9:37 9:47
D 7:17 7:23 7:37 7:42 8:17 8:18 8:23 8:32 8:42 9:18 9:28 9:37 9:47 9:37 10:00
A 7:17 7:23 7:39 7:47 8:17 8:18 8:23 8:34 8:44 9:18 9:28 9:39 9:54 9:50 10:00
D 7:26 7:33 7:48 7:59 8:27 8:28 8:33 8:44 8:53 9:26 9:38 9:48 10:04 9:58 10:10
A 7:26 7:34 7:48 8:01 8:27 8:31 8:35 8:44 8:53 9:26 9:39 9:48 10:04 9:58 10:12
D 7:33 7:41 7:55 8:11 8:37 8:38 8:43 8:52 9:00 9:33 9:47 9:55 10:12 10:06 10:22
A 7:34 7:41 7:57 8:13 8:40 8:38 8:43 8:52 9:02 9:34 9:47 9:57 10:14 10:08 10:28
D 7:49 7:55 8:12 8:29 8:54 8:51 8:57 9:07 9:16 9:58 10:01 10:11 10:33 10:25 10:45
A 7:49 7:55 8:12 8:29 8:56 8:51 8:58 9:08 9:16 9:58 10:03 10:11 10:40 10:27 10:47
D 7:58 8:04 8:21 8:40 9:02 8:59 9:07 9:20 9:23 10:11 10:12 10:18 10:52 10:36 10:55
A 7:58 8:04 8:23 8:42 9:02 8:59 9:07 9:26 9:23 10:11 10:12 10:18 10:58 10:36 10:55
D 8:04 8:09 8:29 8:53 9:07 9:14 9:13 9:34 9:30 10:20 10:22 10:24 11:09 10:42 11:02
A 8:05 8:10 8:29 9:10 9:07 9:14 9:13 9:34 9:30 10:21 10:27 10:24 11:22 10:42 11:02
D 8:24 8:29 8:48 9:29 9:20 9:19 9:30 9:52 9:46 10:35 10:45 10:41 11:42 10:59 11:19
A 8:26 8:31 8:50 9:37 9:21 9:23 9:33 9:54 9:49 10:37 10:47 10:43 11:44 11:01 11:25
D 8:40 8:45 9:05 9:50 9:35 9:37 9:47 10:13 10:08 10:49 11:00 10:58 12:03 11:15 11:39
A 8:40 8:45 9:05 10:05 9:35 9:37 9:47 10:55 10:10 10:49 11:00 11:05 12:43 11:15 11:39
D 8:54 8:59 9:19 10:20 9:48 9:52 10:02 11:10 10:24 11:01 11:13 11:17 13:01 11:30 11:53
A 8:54 8:59 9:19 10:20 9:48 9:54 10:02 11:55 10:24 11:01 11:13 11:17 13:01 11:30 11:53
D 9:08 9:13 9:34 10:35 10:02 10:09 10:15 12:13 10:38 11:12 11:26 11:30 13:16 11:43 12:07
A 9:08 9:13 9:36 10:35 10:02 10:09 10:15 13:07 10:40 11:12 11:26 11:30 13:16 11:51 12:09
D 9:26 9:31 9:56 10:57 10:20 10:27 10:34 13:32 11:00 11:28 11:44 10:49 13:38 12:08 12:28
A 9:26 9:31 9:56 10:57 10:20 10:27 10:45 13:32 11:00 11:28 11:44 10:49 14:04 12:08 12:28
D 9:42 9:47 10:13 11:15 10:34 10:42 11:04 13:50 11:17 11:40 11:58 12:04 14:25 12:28 12:46
A 9:44 9:50 10:16 11:25 10:34 10:44 11:08 13:52 11:22 11:44 12:01 12:06 14:27 12:30 12:48
Danyang
north
Zhenjiang
south
Nanjing
south
Chuzhou
Dingyuan
Bengbu
south
Suzhou
east
Xuzhou
east
Changzhou
north
Shanghai
hongqiao
Kunshan
South
Suzhou
north
Wuxi
east
We can see from the above simulation results that MPSO's convergence speed is faster than PSO, has better 
ability to converge and jump out of local optimum. The solution by MPSO is global optimal solution, while the PSO 
not only search speed is slow, but also gets the poor optimal solution. In addition, the iteration numbers to converge 
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to the optimal solution by MSPO significantly are lower than PSO. Therefore, MPSO in train operation adjustment 
is superior to PSO. 
6. Conclusion 
Train operation adjustment problem is a nonlinear, multi-objective combinatorial optimization problem, which 
includes many constraints and has large searching space, so that it is difficult to solve the optimal solution. In this 
paper, according to the analysis of the train operation adjustment problem, train operation adjustment model is 
established. What’s more, through the analysis of the model, MPSO is proposed to solve the train operation 
adjustment problem. And the reschedule strategy based on dispatchers’ preference is more reasonable and effective 
than before. We prove that MPSO is better than PSO through a real case. So this model has the simple and easy 
characteristics to realize, and can be used for recovery of the train operation adjustment. 
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