In this paper the definition of attractor of a dissipative dynamical system is introduced. The classification of the existing types of attractors and the analysis of their characteristics are presented. The discussed problems are illustrated by the results of numerical simulations using a number of real examples that provides the possibility to understand easily the main properties, similarities and differences of the considered types of attractors.
INTRODUCTION
One of the main methods for investigation of selfoscillatory systems is the statement of equations describing their dynamics and analysis of their solutions. Therefore, the study of the field of mathematics named "Dynamical systems" is the basic part of fundamental training on the theory of nonlinear oscillations. In the classical theory of oscillations the study of periodic and quasiperiodic regimes which are important for the description of the phenomena of generation and modulation of oscillations was and remains the central problem. From this point of view, the mathematical images of these oscillatory regimes (a limit cycle and an n-dimensional torus) were not the main objects for investigation. They only provided an alternative representation of the above-mentioned regimes in the phase space of the systems under consideration. Really, one can define the main .properties of periodic oscillations using a segment of one of the phase coordinates x(t) on a finite time interval 0 _< < T (T-period of oscillations) together with the Fourier-spectrum or auto-correlation function of initial regime. In this sense quasiperiodic oscillations are only slightly different. For the observation time T of the realization x(t) it is necessary to choose the largest of the characteristic times that corresponds to the minimal basic frequency in the spectrum. In other words, the availability of a good oscillograph and spectrum analyzer allows investigators to get a complete information about the properties of generators including modulation effects. When the dynamical chaos was discovered the situation dramatically changed (Schuster, 1984; Lichtenberg and Lieberman, 1983; Anishchenko, 1990; . Chaotic oscillations are not periodic or quasiperiodic. Therefore, observation x(t) during any finite time interval does not provide complete information. Moreover, it is very difficult to predict the specific observation times during which it is possible to determine the features of oscillatory regime. In this situation it is useful to analyze in detail the geometric image of a selfoscillatory regime in the system phase space, i.e., attractor. Note, that analyzing of the geometric structure of attractors being the images of selfoscillations in dissipative dynamical systems cannot provide full information about oscillations being, however, substantially more effective compared to the time series analysis.
As known, a so-called strange attractor (Lorenz, 1963 ; Ruelle and Takens, 1971 ) is associated with the image of dynamical chaos. Originally all nontrivial self-oscillatory regimes, whose general property is the absence of periodicity in time, were related with the image of the strange attractor. Later there came the understanding that chaotic self-oscillations may be substantially different in their properties. And it definitely leads to the difference in structure and properties of the corresponding attractors. So, for example, it has become clear that strange attractor is the image of some "ideal" chaos satisfying a number of rigorous mathematical requirements. It has been established that in real systems the regime of strange attractor in the strict sense of mathematical definition cannot be realized. What we observe in experiments is more often the regimes of a so-called quasihyperbolic attractor or quasiattractor, which are more complicated and cannot be rigorously described in terms of mathematics (Afraimovich and Shil'nikov, 1983; Afraimovich, 1989; . A distinctive feature of strange, quasihyperbolic and quasiattractors is exponential instability of phase trajectories and the fractal dimension. Exponential instability is a criterium of chaotic behavior of the system in time. The fractal metric dimension shows that the attractor is a complex geometric object which is not a manifold. Since our knowledge of deterministic chaos is related just with these properties, one does not pay a significant attention to the differences between geometric characteristics of the attractor and temporal characteristics of the system's dynamics. Nevertheless, recently the attention of researchers has been attracted by the fact that non-periodic oscillations can possess asymptotic stability in the presence of complex geometry of the attractor and, on the contrary, they can be exponentially unstable and correspond to the attractor which is a simple geometric object (a manifold) (see, Farmer et al., 1983; Grebogi et al., 1984) .
It is appropriate to introduce a definition of "strangeness" of the attractor in terms of its geometric structure and without connection with the system's dynamics. In the paper by Grebogi et al. (1984) The time evolution of the state of a system with N/2 degrees of freedom is described by either a deterministic system of differential equations or N-dimensional maps: Time evolution of the system can be uniquely related with the phase trajectory in N-dimensional Cartesian space 9N, whose coordinates are phase variables. The trajectory starts from the given initial condition xi(O) (or x), 1,2,..., N.
We will consider only self-oscillatory regimes of the system motion. From the physical point of view, the latter means that in the system there exist some steady-state oscillations whose characteristics do not depend, to a certain extent, on the choice of initial state. We shall also consider the regime of a stable equilibrium state being a limit case of selfoscillatory regime. As we will see, the notion selfoscillatory regime introduced by Andronov (Andronov et al., 1981) is the classical physical interpretation of the definition of a dynamical system attractor.
Let us examine the phase space 91 u of system (1). All the values of system's parameters mk are fixed.
Let G be some finite (or infinite) region belonging to 9t u and including a subregion Go. The regions G and Go satisfy the following conditions" 1. For any initial conditions xi(0) (or x) from the region G all phase trajectories will reach sooner or later (in theory as oo (or n--+ oc)) the region Go. 2. If a phase trajectory belongs to the region Go at the moment t-tl (n-hi), then it will always belong to Go, i.e., for any t>t (or n>_n) the phase trajectory will be in the region Go (Afraimovich, 1989; (n-oc) . Hence, the name appears "attractor".
The given definition of the attractor requires some comments. Let us examine a stable ergodic two-dimensional torus as an example of attractor.
Any point on the ergodic torus surface belongs to the attractor. By varying the system's parameter, turn to the regime of the resonance structure on the torus (let it be the resonance 1"1). In the Poincare section the resonance 1"1 corresponds to the closure of unstable separatrixes of a saddle on a stable node. The problem is whether these separatrixes belong to the attractor or the attractor is a stable point being an image of the resonant limit cycle. From the viewpoint of rigorous mathematics, the first is correct! But in experiments we will observe only the stable limit cycle that is connected with the attractor in our understanding (Andronov et al., 1981; Arnold et al., 1986 (Anishchenko, 1990; for an equilibrium state, for a limit cycle, for an n-dimensional torus, n >_ 2.
As we will see further, strange chaotic attractors of a complex geometrical structure correspond to non-periodic solutions of the system (1). (Afraimovich, 1984; 1989; Shil'nikov, 1993 (Lorenz, 1963) . A rigorous proof of the existence of non-periodic solutions of system (1) was given by Ruelle and Takens in 1971. They also introduced the notion of strange attractor as the image of deterministic chaos (Ruelle and Takens, 1971 (Afraimovich, 1989;  (Gavrilov and Shil'nikov, 1972; 1973) . In robust hyperbolic systems no bifurcations should occur. If small perturbations are introduced, the trajectory 1 always remains saddle, the latter corresponding to the case shown in Fig. 2(a) . As we will see later, the non-robust cases (Figs. 2(b) and (c)) cause the appearance of more complicated chaotic attracting sets, i.e., quasiattractors (Afraimovich, 1984; 1989;  1990).
Therefore, it is necessary to understand that strange (according to Ruelle-Takens) D-2 + a+/la l > 2.
As seen from Kaplan-Yorke's formula, fractal dimension of an attractor will always be more than 2 and, in general case, will not be defined by an integer number. A minimal dimension of the phase space in which a strange attractor can be "embedded" equals 3. Therefore, the regime of deterministic chaos can be observed in differential dynamical systems which have the dimensionality N>3.
In mathematics at least two examples of robust hyberbolic attractors are known. These are Smale-Williams attractor (Smale, 1967) and Plykin attractor (Plykin, 1980) . Unfortunately, up to now in real systems the regime of rigorously hyperbolic robust chaos has not been revealed! "Truly" strange attractors are an ideal but still unattainable model of deterministic chaos. In real life, as usual, everything is more complicated compared with idealization. (Lorenz, 1963; Shil'nikov, 1980 ), Belykh and Lozi attractors (Lozi, 1978; Belykh, 1982; (Bykov and Shil 'nikov, 1989; Afraimovich, 1984; 1989; .
The Lorenz equations were first obtained from the Navier-Stokes's equations while solving the problem of thermal convection and have the following form:
where or, b and r are control parameters. Some laser models as well as the model of disc dynamo can be reduced to the equations of the type (3) (Shil'nikov, 1980; Cook and Roberts, 1970 by Kifer (1974) .
The Lorenz attractor has the classical spectrum of the Lyapunov characteristic exponents (LCE):
, '3 14.57 (r 26). (3) is shown in Fig. 4 (Bykov and Shil'nikov, 1989) . The shaded region in the parametric space corresponds to the existence of Lorenz attractor, while outside of this region the properties of the chaotic attractor will be essentially different. In particular, bifurcation line 13 in The LCE spectrum does not practically change as one varies the system's control parameters in the region of Lorenz attractor existence (see Fig. 4 Fig. 6(a) ). The power spectrum is a continuous decreasing function of frequency and does not contain pronounced peaks at any characteristic frequencies (see Fig. 6(b) ).
All the characteristics and properties of the Lorenz attractor do not practically change in the presence of additive (or multiplicative) noise with small intensity. Figure 7 represents the plots for the stationary two-dimensional probability density p(x,z) of Lorenz attractor in the absence and in the presence of additive noise introduced into the three equations of system (3) (Anishchenko, 1995) .
Quasiattractors
The so-called quasiattractors (Afraimovich and Shil'nikov 1983; Shil'nikov, 1993) are most typical in experiments. They illustrate experimentally observed chaos in the majority ofdynamical systems (Schuster, 1984; Lichtenberg and Lieberman, 1983; Anishchenko, 1990; Neimark and Landa, 1989; Rabinovich and Trubetskov, 1984 (Gavrilov and Shil'nikov, 1972; 1973; Afraimovich, 1984; 1989; .
If one takes into account that the basins of attraction of co-existing limit sets can have fractal boundaries and occupy very narrow regions in phase space, then it becomes clear how important the role of accuracy in numerical experiments and the influence of external noises is. Let us demonstrate the properties of quasiattractors using a series of examples.
Let us explore a typical system whose chaotic dynamics fully illustrates Shilnikov's theorem about the properties of dynamical systems with a saddle-focus separatrix loop of the equilibrium state (Anishchenko, 1990; . This system is called a modified oscillator with intertial nonlinearity (Anishchenko-Astakhov's oscillator) and is Let us fix the parameters as m 1.42, g--0.097 and calculate the exponents of the LCE spectrum as a function of initial conditions. The results are shown in Fig. 8 and represent the co-existence of chaotic and periodic oscillatory regimes. The more detailed analysis of the results in Fig. 8 shows that for -2.0 < x < 0 we can observe the regime of one of the limit cycles and the chaotic regime, while for -4.0 < x <-2.0 a limit cycle of another family is added (compare the values of the third exponent of the LCE spectrum). More visually this situation can be illustrated by Fig. 9 . This figure represents projections of the three co-existing attractors in system (6) and basins of their attraction. Indeed, period and period 2 limit cycles and the chaotic attractor co-exist in the system.
Due to nonrobustness of system (6) the all of its limit subsets undergo bifurcations as the parameters are varied. To illustrate this fact we present the dependence of the LCE spectrum exponents on the parameter m shown in Fig. 10 .
The fact that the exponent 1 is equal to 0 testifies to the birth of one of the sets of limit cycles The ACF decreases exponentially in average with time and the power spectrum is continuous.
However, under a more careful consideration we can notice a periodic component in the ACF and sudden peaks at certain characteristic frequencies in the spectrum. Quasiattractor differs from Lorenz attractor by these peculiarities of ACF and power spectrum of chaotic regime, the latter being typical (compare the results presented in Fig. 6 ).
Fractality and riddling of the basin boundaries of the set of co-existing regular and chaotic attractors of the system cause a high sensitivity to noise perturbations. Let us consider the regime of the chaotic attractor in system (6) where rn 1.5, g 0.2. Figure 11 represents the plots of the twodimensional probability density p(x,y) in the absence of noise and in the case when Gaussian noise is introduced additively to the right-hand parts of the three system equations. As seen from the figures, the introduction of the noise of small intensity leads to explicit changes in the structure of probability function.
We As an example, examine a discrete dynamical system in the form of two coupled logistic maps (Strelkova and Anishchenko, 1997 ):
x,+, ox2,, + 7(Yn X,,),
The only regime of hyperchaos can be realized in system (7) whose basin of attraction is a bounded rhombus on the parameter plane (x, y). However, if we change the control parameters, the number of co-existing attractors increases abruptly and the structure of basins of their attraction becomes more complicated. The results are shown in Fig. 12 . We will obtain a combination of all three attractors of the system as the stationary regime! In experiments, in the presence of noise one of the three coexisting regimes will dominate randomly in the system's dynamics. This means that by choosing initial conditions with a finite accuracy the general property of dynamical chaos, i.e. the reproduc- ibility from initial conditions, will be violated in such systems.
STRANGE NONCHAOTIC AND CHAOTIC NONSTRANGE ATTRACTORS
Chaotic attractors of the three types described above have two common principal properties. The first one is the complex geometric structure of an attractor (and, as a consequence, fractality of its metric dimension). The second property is the exponential instability of individual trajectories on the attractor. It is these properties that are used by researchers as a criterium for diagnostics of the regimes of deterministic chaos. (Farmer et al., 1983; Grebogi et al., 1984; 1985) , but by now they nave been studied insufficiently. The modified Arnold's map (Farmer et al., 1983) is an example of a dynamical system with CNA. This map is a well-known "cat map" with a nonlinear periodic term:
xn+l xn + yn + cos 2ry, modl, y+l x + 2y, mod 1. The average (in time)value [Jl< 1. The LCE spectrum is "+ ", "-", i.e., there is intermixing.
It might seem that we are dealing with an ordinary chaotic strange attractor, but it is not so. A distinctive feature of the considered case is that, despite the contraction, the motion of a representative point of the map (8) is ergodic! As n--+ oc, the point visits any element of the unit square! The evidence of this fact is that the metric dimension of the attractor (the capacity according to Kolmogorov) equals 2. Although the density of points of the attractor is not uniform in the unit square but it is nowhere equal to 0. Therefore, inspite of the contraction, the attractor of the system (8) is the whole unit square. In this sense Arnold's attractor is not strange as its geometry is not fractal.
Let us consider how the attractor is formed in order to understand in more detail the peculiarities of its structure. Let us choose a small element of the area as a region of initial conditions (0 < x < 0.2, 0<yn<0.2) and observe the evolution of this element while iterating map (8). Figure 13 represents the sequential images of the initial small square that display the following. Due to the contraction along one direction and the extension along another the initial square evolves into a finite set of "bands" which tend to cover the entire surface of the unit square when iterating. As n oc we have "the black square".
But as seen from the phase diagram of the attractor shown in Fig. 14 , although the points cover the square practically entirely its distribution density is explicitly inhomogeneous! As a quantitative measure of such an inhomogeneity we use the (this is a rigorous result of Y. Sinai). As a consequence of inhomogeneity of the probability distribution density of the points on the attractor, the values of an probability-metric dimensions of the Arnold's attractor will lie in the interval < D< 2. These dimensions take into account not only geometric but also dynamical properties of the attractor. (-) will demonstrate the scale-invariant properties in the same way as spectrum.
As an example, Fig. 16 represents the spectrum of SNA in system (12) calculated for the coordinate x(n) of the attractor shown in Fig. 15(a) (Pikovsky and Feudel, 1995) . As seen from the graph, the spectrum is really an everywhere-dense set of 6-peaks and does not contain a pronounced continuous component. Looking at the shape of the spectrum function [SN it is difficult to get sure that the distribution of spectrum components obeys the scale-invariant properties. For this purpose let us consider the autocorrelation function (-) for the attractor in Fig. 15(a) which is shown in Fig. 17 (Pikovsky and Feudel, 1994 difficult and nonstandard task and needs precise calculations to be carried out using a good modern equipment. Otherwise, it is impossible to distinguish the SNA regime and a quasiperiodic regime with a large number of combinative frequencies in the spectrum.
CONCLUSIONS
The analysis of the structure and properties of attractors of nonlinear dissipative systems as the images of nonperiodic self-oscillations presented in this paper allows us to make the following conclusions: correspondence of the autocorrelation function structure. The plot for (7-) presented in Fig. 17(a) is fully reproduced in Fig. 17(b) . This is a consequence of the property of scale invariance. The envelop 1(7-)1 in the SNA regime is a decreasing function that tends to some nonzero limit as 7---+00.
It is important to note that the diagnostics of the SNA regime in numeric simulations is a very The ideas and concepts presented in this paper cannot be considered as absolutely noncontradictory and generally accepted. A number of problems described here is up to the present moment a subject of detailed studies and scientific discussions, the latter proving a fundamental significance of the subject under investigation.
