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Abstract This article presents an analysis of the convergence order of Taylor models and
McCormick-Taylor models, namely Taylor models with McCormick relaxations as the re-
mainder bounder, for factorable functions. Building upon the analysis of McCormick re-
laxations by Bompadre and Mitsos (J Glob Optim, 52(1):1-28, 2012), convergence bounds
are established for the addition, multiplication and composition operations. It is proved that
the convergence orders of both qth-order Taylor models and qth-order McCormick-Taylor
models are at least q+1, under relatively mild assumptions. Moreover, it is verified through
simple numerical examples that these bounds are sharp. A consequence of this analysis
is that, unlike McCormick relaxations over natural interval extensions, McCormick-Taylor
models do not result in increased order of convergence over Taylor models in general. As
demonstrated by the numerical case studies however, McCormick-Taylor models can pro-
vide tighter bounds or even result in a higher convergence rate.
Keywords nonconvex optimization · global optimization · convex relaxations ·McCormick
relaxations · Taylor models · McCormick-Taylor models · interval extensions · convergence
rate
1 Introduction
Most deterministic algorithms for global optimization of (continuous or discrete) programs
involving nonconvex functions hinge on the ability to construct tight estimators for the ob-
jective and constraint functions. Established techniques for obtaining such estimators in-
clude interval analysis [3, 25], convex/concave relaxations such as McCormick relaxations
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[23, 24] and αBB/γBB relaxations [1, 2, 12], and reformulation-linearization [4, 34, 35]. To
ensure finite ε-convergence of global optimization algorithms, a requirement is that these
estimators must converge to the original functions as the diameter of the decision variable
host sets vanishes, e.g., via branching or subdivision [14]. The order of convergence of an es-
timator also plays a key role in terms of the number of branching/subdivision and, therefore,
in terms of the computational time [10, 29]; see also [32].
The concept of convergence order of an estimator, which finds its origins in interval ex-
tensions [3, 25], compares the rates of convergence of the estimation error and of the range of
the estimated function. Recently, Bompadre and Mitsos [8] applied and extended the con-
cept of convergence order to McCormick relaxations. They studied how the convergence
order propagates through sum, product and univariate composition of such estimators, both
in the pointwise sense and in the Hausdorff metric. They showed that a given convergence
order in the pointwise metric implies that the convergence order in the Hausdorff metric is
at least as high. They also showed that for smooth nonlinear functions the maximal point-
wise convergence order is two and is achieved, e.g., by αBB relaxations [22] and convex
envelopes. In McCormick relaxations, pointwise convergence order of the factors is prop-
agated to the composite function (up to order two), whereas convergence in the Hausdorff
metric is not necessarily propagated. Consequently, McCormick relaxations can guarantee
quadratic convergence order if the estimators to the factors have quadratic pointwise conver-
gence order, or if quadratically convergent interval inclusions are used; only in the former
case do the McCormick relaxations achieve an improvement of convergence order compared
to the underlying interval extensions. The relevance of this concept in a context of global
optimization, together with the effect of other factors, is discussed further in Appendix A.
Taylor models, also known as Taylor forms, provide yet another way of constructing
tight estimators and bounds for sufficiently smooth functions. They appeared first in the
early 1980s, for instance in the book by Ratschek and Rokne [30] and in the paper [11],
and have been popularized since the mid 1990s by Berz and coworkers [5, 19, 20]; see also
[28] for an excellent review on Taylor models. The idea behind Taylor models is to reduce
the overestimation in interval analysis by combining interval arithmetic with symbolic com-
putations. Simply put, a qth-order Taylor model is the sum of a multivariate polynomial of
order q and an interval remainder bound; the former matches the Taylor expansion of the
estimated function up to order q, whereas the latter encloses all the terms of order greater
than q, thereby yielding rigorous enclosure of the estimated function. Similar to natural in-
terval extensions and McCormick relaxations, rules for the binary sum, the binary product
and the outer composition with a number of usual univariate functions, such as exp(·), log(·)
and
√·, have been proposed [6, 17, 18]. In general, the diameter of the remainder interval
so constructed is a high-order power of the diameter of the variable range, which gives Tay-
lor models a clear advantage over traditional interval extensions and centered forms as this
range vanishes [29]. In particular, Taylor models have been highly successful in enclosing
the solutions of differential equations and of nonlinear algebraic equations [13, 16, 27]. In
a recent paper, Sahlodin and Chachuat [31] introduced a new type of Taylor models, called
McCormick-Taylor models, whereby McCormick relaxations are propagated in addition to
interval bounds for enclosing the remainder term. Because McCormick relaxations typically
provide tighter convex/concave bounds than natural interval extensions, these new estima-
tors are expected to yield tighter relaxations than Taylor models via tighter bounds on the
remainder term, while retaining Taylor models’ high-order convergence rates.
It is the main focus of this article to study the convergence of Taylor models and
McCormick-Taylor models and, in particular, determine how the convergence order of the
remainder term propagates through addition, multiplication and composition operations.
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The goal is to provide sharp bounds for the convergence order, i.e., bounds that are al-
ways valid under the assumptions made and exact in some cases, but not generally exact.
The rest of this paper is organized as follows. In §2, basic concepts from interval analysis
and schemes of convex/concave estimators are repeated for the sake of completeness, fol-
lowed by a summary of the convergence results from [8]. New results are derived in §3 for
McCormick relaxations regarding the convergence order propagation through addition and
multiplication in the Hausdorff metric as well as regarding the link between pointwise and
Hausdorff convergence of estimators. The importance of a high convergence order in either
metrics for global optimization, together with the importance of tight estimators early on,
is discussed further in Appendix A. In §4, the definitions of Taylor and McCormick-Taylor
models are formalized and their convergence properties are analyzed. Simple numerical ex-
amples are also presented in this section, which show that the convergence bounds are sharp.
Finally, the convergence results for Taylor and McCormick-Taylor models are discussed in
§5, along with potential for future work.
2 Background
2.1 Interval Analysis
Let IR denote the set of closed intervals of R. The Hausdorff metric between intervals of IR
is defined as follows [26].
Definition 1 (Hausdorff Metric) Let X = [xL,xU] and Y = [yL,yU] be two bounded inter-
vals in IR. The Hausdorff metric between X and Y , denoted by q(X ,Y ), is given by
q(X ,Y ) = max
{∣∣xL− yL∣∣ , ∣∣xU− yU∣∣}= max
{
sup
x∈X
inf
y∈Y
|x− y| ,sup
y∈Y
inf
x∈X
|x− y|
}
.
Definition 2 (Midpoint, Absolute Value, Width) Let Y = [yL,yU] ∈ IR. The midpoint of
Y is given by m(Y ) = 12 (y
L+yU); the absolute value of Y , by |Y |= max{|yL|, |yU|}; and the
width of Y , by w(Y) = yU− yL.
Given an n-dimensional interval vector Z defined as
Z = Z1×·· ·×Zn =
[
zL,zU
]
=
[
zL1 ,z
U
1
]×·· ·× [zLn ,zUn ] ,
the width of Z, denoted by w(Z), is the largest of the widths of any of its component intervals,
w(Z) = max
i=1,...,n
(
zUi − zLi
)
;
and the midpoint of Z is
m(Z) = (m(Z1), . . . ,m(Zn)).
Definition 3 (Image and Inclusion Function) Let Z ∈ IRn and consider a continuous
function h : Z → R. The image of an interval Y ⊂ Z, under h is denoted by the inter-
val ¯h(Y) = [¯hLY , ¯hUY ]. Consider also an interval-valued function H : Z → IR defined by
H(Y ) = [HLY ,HUY ]. H is called an inclusion function for h on Z if, for every interval Y ⊂ Z,
we have H(Y )⊃ ¯h(Y ).
The range order of an inclusion function is defined next.
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Definition 4 (Range Order) Let h : Z ⊂Rn → R be a continuous function, and let H be an
inclusion function of h on Z. H is said to have range of order α > 0 at a point x ∈ Z if there
exists a constant τ ≥ 0 such that, for every interval Y ⊂ Z, with x ∈ Y ,
w(H(Y))≤ τ w(Y)α .
The function h itself is said to have range of order α > 0 at a point x ∈ Z provided that its
image ¯h has range of order α at x. Moreover, H and h are said to have ranges of order α > 0
on Z if they have ranges of order (at least) α at each x ∈ Z, with the constant τ independent
of x.
The following Lemma sets a bound on the size of the range of a Lipschitz continuous
function; see [8, Lemma 1] for a proof.
Lemma 1 Let h : Z ⊂ Rn → R be a Lipschitz continuous function with Lipschitz constant
M ≥ 0. Then, for every interval Y ⊂ Z, w(¯h)(Y) ≤ M w(Y ); that is, h has range of order at
least one on Z.
The order of Hausdorff convergence [30] of an inclusion function is defined next.
Definition 5 (Hausdorff Convergence Order) Let h : Z ⊂ Rn → R be a continuous func-
tion, and let H be an inclusion function of h on Z. H is said to have Hausdorff convergence
of order β > 0 at a point x ∈ Z if there exists a constant τ ≥ 0 such that, for every interval
Y ⊂ Z, with x ∈ Y ,
q
(
¯h(Y),H(Y )
)≤ τ w(Y )β .
Moreover, H is said to have Hausdorff convergence of order β > 0 on Z if it has Hausdorff
convergence of order (at least) β at each x ∈ Z, with the constant τ independent of x.
An example of inclusion functions are the natural interval extension [25], the Hausdorff
convergence of which is first order (linear convergence) [3]; other inclusions functions such
as standard or optimally-centered forms are known to have second-order Hausdorff conver-
gence rate (quadratic convergence) [33].
2.2 Schemes of Estimators
We start by recalling the definition of convex and concave relaxations of a continuous func-
tion.
Definition 6 (Relaxation of Function) Given a convex set Z ⊂ Rn and a function h : Z →
R, a convex function hcv : Z → R is called a convex relaxation (or convex underestimator)
of h on Z if hcv(x) ≤ h(x) for all x ∈ Z. Likewise, a concave function hcc : Z → R is called
a concave relaxation (or concave overestimator) of h on Z if hcc(x)≥ h(x) for all x ∈ Z.
For the purpose of studying the convergence of various convex and concave relaxations,
Bompadre and Mitsos [8] formalized the concept of approximating functions on intervals
and introduced schemes of estimators.
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Definition 7 (Scheme of Estimators) Let Z ⊂Rn be a nonempty convex set, and let h : Z →
R be a function. Assume that, for every interval Y ⊂ Z, we know two functions hcvY ,hccY : Z →
R that are, respectively, a convex underestimator and a concave overestimator of h on Y .
The set of functions (hcvY ,hccY )Y⊂Z defines a scheme of estimators of h in Z. The scheme is
said to be continuous when hcvY and hccY are continuous on Y , for all Y ⊂ Z.
Remark 1 It should be clear from the previous definition that inclusion functions are es-
sentially schemes of constant estimators.
Observe that a scheme of estimators of a given function h also defines an inclusion
function for h in a natural way. This allows for the definition of Hausdorff convergence for
schemes of estimators.
Definition 8 (Hausdorff Convergence of Scheme of Estimators) Let Z ⊂ Rn be a
nonempty convex set, and let h : Z → R be a continuous function. Let (hcvY ,hccY )Y⊂Z define a
scheme of estimators of h in Z. (hcvY ,hccY )Y⊂Z is said to have Hausdorff convergence of orderβ > 0 at a point x ∈ Z if its associated inclusion function H : Z → IR, defined by
H(Y ) =
[
inf
z∈Y
hcvY (z),sup
z∈Y
hccY (z)
]
,
has Hausdorff convergence of order β at x; that is, there exists a constant τ ≥ 0 such that,
for every interval Y ⊂ Z, with x ∈ Y ,
q
(
¯h(Y),H(Y )
)≤ τ w(Y )β .
Moreover, (hcvY ,hccY )Y⊂Z is said to have Hausdorff convergence of order β > 0 on Z if H has
Hausdorff convergence of order (at least) β at each x ∈ Z, with the constant τ independent
of x.
This notion of convergence bounds the distance between the infima of h and hcvY on Y
and the suprema of h and hccY on Y , yet it does not give much information about the difference
of h with hcvY and hccY at given points in Y . A stronger notion of convergence is defined next,
based on the maximum difference of h with hcvY and hccY on all points of Y .
Definition 9 (Pointwise Convergence of Scheme of Estimators) Let Z ⊂ Rn be a
nonempty convex set, and let h : Z → R be a continuous function. Let (hcvY ,hccY )Y⊂Z define a
scheme of estimators of h in Z. (hcvY ,hccY )Y⊂Z is said to have pointwise convergence of order
γ > 0 at a point x ∈ Z if there exists a constant τ ≥ 0 such that, for every interval Y ⊂ Z,
with x ∈ Y ,
sup
z∈Y
|h(z)−hcvY (z)| ≤ τ w(Y )γ , and sup
z∈Y
|h(z)−hccY (z)| ≤ τ w(Y)γ .
Moreover, (hcvY ,hccY )Y⊂Z is said to have pointwise convergence of order γ > 0 on Z if it has
pointwise convergence of order (at least) γ at each x ∈ Z, and the constant τ is independent
of x.
It can be shown that the inclusion function associated with a scheme with pointwise
convergence of a certain order γ has Hausdorff convergence of the same or higher order
β ≥ γ [see 8, Theorem 1]. In addition, a scheme of estimators of a nonlinear C 2 function
h : Z ⊂ Rn → R cannot have pointwise convergence of order γ larger than two on Z [see 8,
Theorem 2], whereas arbitrarily high convergence orders can be achieved in the Hausdorff
metric; in other words, pointwise convergence of a scheme is more restrictive than Hausdorff
convergence.
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2.3 McCormick Relaxations and their Convergence Rates
Several methods have been proposed over the years to obtain convex and concave relax-
ations, which all rely on a few key ideas and elements, e.g., [1, 23, 34, 35]. Floudas and
coworkers have proposed convex relaxations for C 2 functions via the addition of a convex,
sufficiently negative term that overpowers the nonconvexities in the original function. In
particular, αBB schemes of estimators can be shown to have pointwise—and therefore also
Hausdorff—quadratic convergence [see 8, Theorem 9 & Corollary 9].
McCormick’s theorems [23], on the other hand, enable the relaxation of factorable func-
tions, which are defined by a finite recursive composition binary sums, binary products, and
a given library of univariate functions. The formulations of McCormick’s theorems for bi-
nary sums, binary products and composition are restated next in terms of schemes of esti-
mators [8], with minor changes that will facilitate the ensuing discussion.
Theorem 1 (McCormick Relaxation of Binary Sum) Let Z ∈ Rn be a nonempty convex
set, and let g,g1,g2 : Z →R be continuous functions such that g(z) = g1(z)+g2(z). Assume
that continuous schemes of estimators (gcv1,Y ,gcc1,Y )Y⊂Z and (gcv2,Y ,gcc2,Y )Y⊂Z of g1 and g2, re-
spectively, in Z are known. For every interval Y ⊂ Z, consider the functions gcvY ,gccY : Y → R
defined by gcvY (z) = gcv1,Y (z)+gcv2,Y (z) and gccY (z) = gcc1,Y (z)+gcc2,Y (z). Then, (gcvY ,gccY )Y⊂Z is
a continuous scheme of estimators of g in Z.
Theorem 2 (McCormick Relaxation of Binary Product) Let Z ∈ Rn be a nonempty con-
vex set, and let g,g1,g2 : Z → R be continuous functions such that g(z) = g1(z) ·g2(z). As-
sume that continuous schemes of estimators (gcv1,Y ,gcc1,Y )Y⊂Z and (gcv2,Y ,gcc2,Y )Y⊂Z of g1 and g2,
respectively, in Z are known. Assume furthermore that inclusion functions G1,G2 : Z → IR
of g1 and g2, respectively, are known. For every interval Y ⊂ Z, consider the intermediate
functions α1,Y ,α2,Y ,β1,Y ,β2,Y ,γ1,Y ,γ2,Y ,δ1,Y ,δ2,Y : Y → R defined as
α1,Y (z) = min{GL2,Y gcv1 (z),GL2,Y gcc1 (z)}, α2,Y (z) = min{GL1,Y gcv2 (z),GL1,Y gcc2 (z)},
β1,Y (z) = min{GU2,Y gcv1 (z),GU2,Y gcc1 (z)}, β2,Y (z) = min{GU1,Y gcv2 (z),GU1,Y gcc2 (z)},
γ1,Y (z) = max{GL2,Y gcv1 (z),GL2,Y gcc1 (z)}, γ2,Y (z) = max{GU1,Y gcv2 (z),GU1,Y gcc2 (z)},
δ1,Y (z) = max{GU2,Y gcv1 (z),GU2,Y gcc1 (z)}, δ2,Y (z) = max{GL1,Y gcv2 (z),GL1,Y gcc2 (z)},
and define the functions gcvY ,gccY : Y ⊂→ R as
gcvY (z) = max{α1,Y (z)+α2,Y (z)−GL1,Y GL2,Y ,β1,Y (z)+β2,Y (z)−GU1,Y GU2,Y},
gccY (z) = min{γ1,Y (z)+ γ2,Y (z)−GU1,Y GL2,Y ,δ1,Y (z)+δ2,Y (z)−GL1,Y GU2,Y}.
Then, (gcvY ,gccY )Y⊂Z is a continuous scheme of estimators of g in Z.
Remark 2 In applying Theorem 2 for the construction of a scheme of estimators for the
product of two schemes as (gcvY ,gccY ) = (gcv1,Y ,gcc1,Y ) · (gcv2,Y ,gcc2,Y ), it should be noted that de-
pendence of (gcvY ,gccY ) on the inclusion functions G1 and G2 is not explicitly reported. In
order to remove any ambiguity, the following extended notation is also used subsequently
(gcvY ,g
cc
Y ,G) = (gcv1,Y ,gcc1,Y ,G1) · (gcv2,Y ,gcc2,Y ,G2),
where G : Z → IR is an inclusion function of g on Z, e.g., defined as
G(Y ) = [GLY ,GUY ] =
[
min
{
GL1,Y GL2,Y ,GL1,Y GU2,Y ,GU1,Y GL2,Y ,GU1,Y GU2,Y
}
,
max
{
GL1,Y GL2,Y ,GL1,Y GU2,Y ,GU1,Y GL2,Y ,GU1,Y GU2,Y
}]
.
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Theorem 3 (McCormick Relaxation of Univariate Composition) Let Z ∈Rn and X ⊂R
be two nonempty convex sets, and consider the composite function g = F ◦ f , where f : Z →
R is continuous and such that ¯f (Z)⊂ X, and F : X →R is continuous. Let ( f cvY , f ccY )Y⊂Z be a
continuous scheme of estimators of f in Z, and denote H f the inclusion function associated
with this scheme. Assume that an inclusion function T : Y → X is known, such that H f (Y )⊂
T (Y) for all Y ⊂ Z. Let (FcvW ,FccW )W⊂X be a continuous scheme of estimators of F in X. For
each interval W ⊂ X, let xminW ∈W be a point at which FcvW attains its minimum on W, and
let xmaxW ∈W be a point at which FccW attains its maximum on W. For each interval Y ⊂ Z,
consider the functions gcvY ,gccY : Y → R defined as
gcvY (z) = F
cv
T (Y)
(
mid
{
f cvY (z), f ccY (z),xminT(Y )
})
,
gccY (z) = F
cc
T (Y)
(
mid
{
f cvY (z), f ccY (z),xmaxT(Y )
})
,
where the mid function selects the middle value of any three scalars. Then, (gcvY ,gccY )Y⊂Z is
a continuous scheme of estimators of g in Z.
A summary of the main convergence results in [8] for the McCormick relaxations of
sums, products and compositions is given in Table 1. The factors are assumed to be Lipschitz
continuous and characterized by their convergence orders βi and γi in the Hausdorff and
pointwise metrics, respectively, for i = 1,2, f ,F. The additional subscript T denotes the
inclusion function used to overestimate the range of a factor for the composition result. The
convergence rate of the resulting scheme (gcvY ,gccY )Y⊂Z is characterized by its convergence
orders β and γ in the Hausdorff and pointwise metrics, respectively. It has been established
in [8] that these bounds are sharp in the following sense.
Remark 3 (Sharp Bound on Convergence Order) The meaning of sharp bound in con-
nection to the convergence order of a scheme of estimators is understood here as the bound
is valid and in some cases exact. In other words, the bound cannot be tightened and remain
valid for all functions considered; however, the bound can be tightened under additional
assumptions or refined.
Table 1 Bound on convergence order of McCormick estimators assuming Lipschitz continuity of the factors.
Convergence order of factors Convergence order of operation result
Sum: g(z) = g1(z)+g2(z)
• Schemes for gi have βi • β ≥ 1 (no order propagation)
• Schemes for gi have γi • γ ≥min{γ1,γ2}
Product: g(z) = g1(z) ·g2(z)
• Schemes for gi have βi • β ≥ 1 (no order propagation)
• Schemes for gi have γi • γ ≥min{γ1,γ2,2}
Composition: g(z) = F ◦ f (z)
• Scheme for F has βF • β ≥ min{βF ,β f ,T }
Inclusion for f has β f ,T
• Scheme for F has γF • γ ≥min{γF ,γ f }
Scheme for f has γ f
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3 Refined Bounds for the Convergence Rate of McCormick Relaxations
Several new results are presented in this section. New bounds are derived first, that refine
the Hausdorff convergence order estimates reported in Table 1 for the sum and product of
McCormick relaxations. Next, a partial converse to the result that the Hausdorff convergence
order of a scheme of estimators is no less than its pointwise convergence order is presented.
All these results also prove useful for the convergence analysis of Taylor and McCormick-
Taylor models in §4.
The following lemma is used to derive Theorem 4.
Lemma 2 Let Z ⊂ Rn be a nonempty convex set, and let g,g1,g2 : Z → R be continuous
functions such that g(z) = g1(z)+g2(z). Let [gL1 ,gU1 ] and [gL2 ,gU2 ] be interval enclosures of
the ranges of g1 and g2, respectively on Z, and denote [gL,gU] := [gL1 + gL2 ,gU1 + gU2 ] the
corresponding interval enclosure of the range of g on Z. Then,
q
(
g¯(Z), [gL,gU]
)≤ q(g¯1(Z), [gL1 ,gU1 ])+q(g¯2(Z), [gL2 ,gU2 ])
+min{w(g¯1(Z)),w(g¯2(Z))} . (1)
Proof We start by showing that maxz∈Z g1(z)+minz∈Z g2(z)≤maxz∈Z(g1(z)+g2(z)). Let
z1 ∈ Z be such that g1(z1) = maxz∈Z g1(z). Note that minz∈Z g2(z) ≤ g2(z1) and g1(z1)+
g2(z1)≤ maxz∈Z(g1(z)+g2(z)). Therefore, we have
max
z∈Z
g1(z)+min
z∈Z
g2(z) ≤ g1(z1)+g2(z1)≤ max
z∈Z
(g1(z)+g2(z)) . (2)
By (2), it follows that
gU1 +g
U
2 −max
z∈Z
(g1(z)+g2(z))
≤ gU1 +gU2 −
(
max
z∈Z
g1(z)+min
z∈Z
g2(z)
)
≤
(
gU1 −max
z∈Z
g1(z)
)
+
(
gU2 −max
z∈Z
g2(z)
)
+
(
max
z∈Z
g2(z)−min
z∈Z
g2(z)
)
≤ q(g¯1(Z), [gL1 ,gU1 ])+q(g¯2(Z), [gL2 ,gU2 ])+w(g¯2(Z)).
Similarly, the inequality minz∈Z g1(z)+maxz∈Z g2(z)≤maxz∈Z(g1(z)+g2(z)) implies that
gU1 +g
U
2 −max
z∈Z
(g1(z)+g2(z))≤ q
(
g¯1(Z), [gL1 ,g
U
1 ]
)
+q
(
g¯2(Z), [gL2 ,g
U
2 ]
)
+w(g¯1(Z)).
Analogous bounds hold for minz∈Z(g1(z)+g2(z))− (gL1 +gL2 ), therefore proving (1). ⊓⊔
A direct consequence of Lemma 2 is a new bound on the order of convergence for
schemes of estimators defined by McCormick’s summation rule, which refines the bound on
Hausdorff convergence order in Table 1. The bound is a refinement of the results in [8] in
the sense that higher convergence order can be guaranteed for certain points.
Theorem 4 (Hausdorff Convergence Order at a Point of McCormick Sum) Let Z ⊂Rn
be a nonempty convex set, and let g,g1,g2 : Z → R be continuous functions such that
g(z) = g1(z)+g2(z). Let x ∈ Z, and assume that g1 and g2 have ranges of order α1,α2 ≥ 1,
respectively, at x. Let (gcv1,Y ,gcc1,Y )Y⊂Z and (gcv2,Y ,gcc2,Y )Y⊂Z be schemes of estimators of g1 and
g2, respectively, in Z, and assume that these schemes have Hausdorff convergence of order
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β1,β2 ≥ 1, respectively, at x. Then, the scheme of estimators (gcvY ,gccY )Y⊂Z of g on Z, as con-
structed in Theorem 1, has Hausdorff convergence of order β ≥ min{max{α1,α2},β1,β2}
at x.
Proof The result follows directly from the bound (1) in Lemma 2. ⊓⊔
Remark 4 The bound established in Theorem 4 holds at a point x ∈ Z where g1 and g2
have ranges of order α1,α2 ≥ 1, respectively, and where (gcv1,Y ,gcc1,Y )Y⊂Z and (gcv2,Y ,gcc2,Y )Y⊂Z
have Hausdorff convergence of order β1,β2 ≥ 1, respectively. In particular, if the range
orders α1,α2 and the Hausdorff convergence orders β1,β2 hold at any point x ∈ Z, then the
Hausdorff convergence order of (gcvY ,gccY )Y⊂Z is at least min{max{α1,α2},β1,β2} on the set
Z itself. However, because a C 1 function has range of order exactly one at any point where
its gradient is nonzero, the foregoing bound becomes β ≥ min{max{α1,α2},β1,β2} = 1
in the case that both factors g1 and g2 are nonconstant C 1 functions on Z. In other words,
while Theorem 4 refines the bound β ≥ 1 established in [8] at a point x∈ Z, it will not refine
the bound on the set Z itself in general.
The follow lemma is used to prove Theorem 5 subsequently and is also used for analyz-
ing the convergence of McCormick-Taylor models.
Lemma 3 Let Z ⊂ Rn be a nonempty convex set, and let g,g1,g2 : Z → R be continuous
functions such that g(z) = g1(z) · g2(z). Assume that pairs of convex/concave estimators
gcv1 ,g
cc
1 : Z → R and gcv2 ,gcc2 : Z → R of, respectively, g1 and g2 on Z are known. Assume
furthermore that interval enclosures [gL1 ,gU1 ] and [gL2 ,gU2 ] of the ranges of g1 and g2, respec-
tively, on Z are available. Let gcv,gcc : Z → R be the pair of convex/concave estimators of g
on Z constructed from the McCormick relaxation of the binary product. Then, for any point
z ∈ Z,
max{|g(z)− gcv(z)|, |g(z)−gcc(z)|}
≤ (w(g¯1(Z))+q(g¯1(Z), [gL1 ,gU1 ])) · (w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ]))
+max
{|gL1 |, |gU1 |} ·max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+max
{|gL2 |, |gU2 |} ·max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|} . (3)
Proof Since gcv(z) underestimates g(z), and since by McCormick’s product rule gcv(z) ≥
α1,Z(z)+α2,Z(z)−gL1 gL2 , we have
|g(z)−gcv(z)| ≤ ∣∣g1(z)g2(z)− (α1,Z(z)+α2,Z(z)−gL1 gL2 )∣∣ . (4)
To obtain a bound on the gap between g(z) and (α1,Z(z)+α2,Z(z)−gL1 gL2 ), it is convenient
to rewrite g(z) as
g(z) =
(
g1(z)−gL1
)(
g2(z)−gL2
)
+gL1 g2(z)+g
L
2 g1(z)−gL1 gL2 ,
so that
|g(z) −(α1,Z(z)+α2,Z(z)−gL1 gL2)∣∣
=
∣∣(g1(z)−gL1)(g2(z)−gL2)+(gL1 g2(z)−α2,Z(z))+(gL2 g1(z)−α1,Z(z))∣∣
≤ ∣∣(g1(z)−gL1)(g2(z)−gL2)∣∣+ ∣∣gL1 g2(z)−α2,Z(z)∣∣+ ∣∣gL2 g1(z)−α1,Z(z)∣∣ . (5)
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Letting gL1 (Z) := minz∈Z{g1(z)}, we have∣∣g1(z)−gL1 ∣∣= ∣∣(g1(z)−gL1 (Z))+(gL1(Z)−gL1 )∣∣
≤ ∣∣g1(z)−gL1 (Z)∣∣+ ∣∣gL1 (Z)−gL1 ∣∣
≤ w(g¯1(Z))+q
(
g¯1(Z), [gL1 ,g
U
1 ]
)
,
and likewise with gL2 (Z) := minz∈Z{g2(z)},∣∣g2(z)−gL2 ∣∣≤ w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ]) .
Therefore, a bound on the first term of the right-hand side of (5) is
|(g1(z)− gL1 ) · (g2(z)−gL2 )
∣∣
≤ (w(g¯1(Z))+q(g¯1(Z), [gL1 ,gU1 ])) · (w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ])) . (6)
Since the function value α2,Z(z) is either gL1 gcv2 (z) or gL1 gcc2 (z) by definition, a bound on the
first term of the right-hand side of (5) is∣∣gL1 g2(z)−α2,Z(z)∣∣≤ |gL1 |max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|} . (7)
Similarly, the last term in the right-hand side of (5) can be bounded as∣∣gL2 g1(z)−α1,Z(z)∣∣≤ |gL2 |max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|} . (8)
Combining (4)-(8), gives
|g(z)−gcv(z)| ≤ (w(g¯1(Z))+q(g¯1(Z), [gL1 ,gU1 ])) · (w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ]))
+ |gL1 |max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+ |gL2 |max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|} .
By similar arguments,
|g(z)−gcv(z)| ≤ (w(g¯1(Z))+q(g¯1(Z), [gL1 ,gU1 ])) · (w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ]))
+ |gU1 |max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+ |gU2 |max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|} ,
|g(z)−gcc(z)| ≤ (w(g¯1(Z))+q(g¯1(Z), [gL1 ,gU1 ])) · (w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ]))
+ |gL1 |max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+ |gL2 |max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|} , and
|g(z)−gcc(z)| ≤ (w(g¯1(Z))+q(g¯1(Z), [gL1 ,gU1 ])) · (w(g¯2(Z))+q(g¯2(Z), [gL2 ,gU2 ]))
+ |gU1 |max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+ |gU2 |max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|} ,
therefore proving (3). ⊓⊔
A consequence of Lemma 3 is a new bound on the order of Hausdorff convergence for
schemes of estimators defined by McCormick’s product rule as given in the following the-
orem. Interestingly, this new bound does not directly depend on the Hausdorff convergence
orders of the factors.
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Theorem 5 (Hausdorff Convergence Order at a Point of McCormick Product) Let
Z ⊂ Rn be a nonempty convex set, and let g,g1,g2 : Z → R be continuous functions such
that g(z) = g1(z) · g2(z). Let x ∈ Z, and assume that g1 and g2 have ranges of order
α1,α2 ≥ 1, respectively, at x. Let (gcv1,Y ,gcc1,Y )Y⊂Z and (gcv2,Y ,gcc2,Y )Y⊂Z be continuous schemes
of estimators of g1 and g2, respectively, in Z, and assume that these schemes have pointwise
convergence of order γ1,γ2 ≥ 1, respectively, at x. Let also Hg1 ,Hg2 : Z → IR be inclusion
functions of g1 and g2, respectively, with Hausdorff convergence of orders βT,1,βT,2 ≥ 1 at
x. Then, the scheme of estimators (gcvY ,gccY )Y⊂Z of g on Z, as constructed in Theorem 2, has
Hausdorff convergence of order β ≥ min{min{α1,βT,1}+min{α2,βT,2},γ1,γ2} at x.
Proof Let Y ⊂ Z, with x ∈ Y . By Lemma 3, for any z ∈ Y ,
g(z)−gcvY (z)≤ (w(g¯1(Y))+q(g¯1(Y ),Hg1(Y))) · (w(g¯2(Y))+q(g¯2(Z),Hg2(Y )))
+max{|HLg1(Y )|, |HUg1(Y)|}max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+max{|HLg2(Y )|, |HUg2(Y)|}max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|}
≤ (w(g¯1(Y))+q(g¯1(Y ),Hg1(Y))) · (w(g¯2(Y))+q(g¯2(Z),Hg2(Y )))
+max{|HLg1(Z)|, |HUg1(Z)|}max{|g2(z)−gcv2 (z)|, |g2(z)−gcc2 (z)|}
+max{|HLg2(Z)|, |HUg2(Z)|}max{|g1(z)−gcv1 (z)|, |g1(z)−gcc1 (z)|}
Since max{|HLg1 (Z)|, |HUg1(Z)|} and max{|HLg2(Z)|, |HUg2(Z)|} are constants, there exist con-
stants C0,C1,C2 ≥ 0 such that
max
z∈Y
|g(z)−gcvY (z)| ≤C0 w(Y)min{α1,βT,1}+min{α2,βT,2}+C1 w(Y)γ1 +C2 w(Y)γ2 .
By a similar argument, there exist constants C′0,C′1,C′2 ≥ 0 such that
max
z∈Y
|g(z)−gccY (z)| ≤C′0 w(Y)min{α1,βT,1}+min{α2,βT,2}+C′1 w(Y )γ1 +C′2 w(Y )γ2 .
Moreover, we have
max
w∈Y
min
z∈Y
|g(z)−gcvY (w)|= min
z∈Y
g(z)−min
w∈Y
gcvY (w)≤ max
z∈Y
|g(z)−gcvY (z)| ,
min
w∈Y
max
z∈Y
|g(z)−gccY (w)|= max
w∈Y
gcc(z)−max
z∈Y
gY (z)≤ max
z∈Y
|g(z)−gccY (z)| .
Letting H(gcvY ,gccY ) : Z → R denote the inclusion function associated to the scheme
(gcvY ,g
cc
Y )Y⊂Z , it follows that
q
(
g¯(Y ),H(gcvY ,gccY )(Y )
)
≤ min{C0,C′0}w(Y)min{α1,βT,1}+min{α2,βT,2}
+min{C1,C′1}w(Y )γ1 +min{C2,C′2}w(Y )γ2 ,
for all Y ⊂ Z, with x ∈ Z. ⊓⊔
Remark 5 As was the case with Theorem 4 (see Remark 4), the new bound established in
Theorem 5 is trivially valid on the entire set Z (as opposed to being valid at a point x ∈ Z
only) when the range orders α1,α2, the Hausdorff convergence orders βT,1,βT,2, and the
pointwise convergence orders γ1,γ2 are themselves valid on Z. But as soon as the factors g1
and g2 are nonconstant C 1 functions on Z, this new bound will not improve upon the bound
β ≥min{2,γ1,γ2} established in [8, Theorem 4].
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As aforementioned, the Hausdorff convergence order β of a scheme of estimators is
guaranteed to be at least as large as its pointwise convergence order γ [see 8, Theorem 1].
The following proposition extends this result by proving a partial converse, namely the
pointwise convergence order γ is at least the minimum of its Hausdorff convergence or-
der β and of the range order α of the estimated function; that is, γ ≥ min{α ,β}. Note that
the result holds in the sense of convergence on a set Z as well as convergence at a point x∈ Z
(see Definitions 8 and 9).
Proposition 1 Let Z ⊂ Rn be a nonempty convex set. Let f : Z → R be a function, and
assume that the range order of f on Z [respectively, at x ∈ Z] is α > 0. Let ( f cvY , f ccY )Y⊂Z be
a scheme of estimators of f on Z, and assume that this scheme has Hausdorff convergence
of order β > 0 on Z [respectively, at x] and pointwise convergence of order γ > 0 on Z
[respectively, at x]. Then,
β ≥ γ ≥ min{α ,β}.
Proof The claim that β ≥ γ corresponds to [8, Theorem 1]. Let τα ≥ 0 and τβ ≥ 0 be the
constants of Definitions 4 and 8, respectively. For every interval Y ⊂ Z [respectively, every
interval Y ⊂ Z, with x ∈ Y ,] and any point y ∈ Y , we have
| f (y)− f cvY (y)| ≤
∣∣∣∣sup
z∈Y
f ccY (z)− inf
z∈Y
f cvY (z)
∣∣∣∣
≤
∣∣∣∣sup
z∈Y
f ccY (z)− sup
z∈Y
f (z)
∣∣∣∣+
∣∣∣∣sup
z∈Y
f (z)− inf
z∈Y
f (z)
∣∣∣∣+
∣∣∣∣ infz∈Y f (z)− infz∈Y f ccY (z)
∣∣∣∣
≤ τα w(Y )α +2τβ w(Y )β .
By a similar argument, it can be shown that | f (y)− f ccY (y)| ≤ τα w(Y )α +2τβ w(Y )β . There-
fore, the claim that γ ≥ min{α ,β} holds. ⊓⊔
4 Convergence of Taylor and McCormick-Taylor Models
Taylor models are estimators made by the sum of a multivariate polynomial part, that
matches the Taylor series expansion of the estimated function up to a specified order (typ-
ically around the interval midpoint), with a remainder interval, which provides a bound on
the higher-order terms [20, 28]. A formal definition is given below, which uses multi-index
notation for convenience.
Definition 10 (Multi-index Notation) A multi-index κ is a vector in Nn, n > 0. The order
of κ is |κ | := ∑ni=1 κi. Given a point z ∈ Rn, zκ is a shorthand notation for the expression
∏ni=1 zκii . Moreover, ∂ κ f is a shorthand notation for the partial derivative ∂
|κ | f
∂xκ11 ···∂xκnn
.
Definition 11 (Taylor Model) Let Z ⊂ Rn be a nonempty open set, and let f : Z → R be a
C
q+1 function, q≥ 0. For every interval Y ⊂ Z, let pqf ,Y : YC →R, with YC :=Y −m(Y), be
the n-variate polynomial of order q defined as
pqf ,Y (y) = ∑
κ∈Nn,
|κ |≤q
∂ κ f (m(Y))
κ!
yκ , ∀y ∈ YC, (9)
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and assume we know an interval Rqf ,Y ∈ IR such that
f (y+m(Y))− pqf ,Y (y) ∈ Rqf ,Y , ∀y ∈ YC. (10)
The pair (pqf ,Y ,R
q
f ,Y ) is called a qth-order Taylor model of f on Y , and (pqf ,Y ,Rqf ,Y )Y⊂Z
a scheme of qth-order Taylor models of f in Z. Moreover, the term Rqf ,Y := [rq,Lf ,Y ,rq,Uf ,Y ] is
called the remainder interval and Y the domain interval.
Remark 6 The reference point for Taylor model expansion in Definition 11 is chosen as
m(Y ). This reference could as well be any other point in Y , and the results derived subse-
quently can be readily extended to such cases.
Another type of Taylor models, called McCormick-Taylor models [31], has been intro-
duced recently, whereby the remainder term provides a pair of convex and concave relax-
ations in addition to the remainder interval. The name ‘McCormick-Taylor model’ is related
to the fact that the remainder convex/concave bounds are most easily propagated using Mc-
Cormick’s relaxation technique.
Definition 12 (McCormick-Taylor Model) Let Z ⊂ Rn be a nonempty open set, and let
f : Z → R be a C q+1 function, q ≥ 0. For every interval Y ⊂ Z, let pqf ,Y : YC → R, with
YC := Y −m(Y ), be defined by (9), and assume we know a convex function rq,cvf ,Y : YC → R,
and a concave function rq,ccf ,Y : YC → R, and an interval Rqf ,Y ∈ IR such that, for all y ∈ YC,
r
q,cv
f ,Y (y)≤ f (y+m(Y))− pqf ,Y (y)≤ rq,ccf ,Y (y), f (y+m(Y))− pqf ,Y (y) ∈ Rqf ,Y . (11)
The quadruplet (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y ) is called a qth-order McCormick-Taylor model of f
on Y , and (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z a scheme of qth-order McCormick-Taylor models of f
in Z. Moreover, the pair (rq,cvf ,Y ,r
q,cc
f ,Y ) is called a qth-order remainder estimator of f on Y ,
and (rq,cvf ,Y ,r
q,cc
f ,Y )Y⊂Z a scheme of qth-order remainder estimators of f in Z.
Remark 7 In general, pqf ,Y is neither convex nor concave on Y
C
. Therefore, the underes-
timator pqf ,Y + r
q,cv
f ,Y may be nonconvex on YC and the overestimator p
q
f ,Y + r
q,cc
f ,Y may be
nonconcave on YC.
For the purpose of analyzing the convergence of Taylor and McCormick-Taylor models,
a generalization of the definitions of inclusion functions, schemes of estimators, and rates
of convergence is required. Recall that the Taylor and McCormick-Taylor models of a given
function estimate the remainder term f (y+m(Y ))− pqf ,Y (y); see (10) and (11). In particular,
this term defines a family of functions that are parameterized by their domain intervals
Y ⊂ Z. The next two definitions generalize Definitions 3-5 to such parameterized families
of functions.
Definition 13 (Image and Inclusion Function of Parameterized Functions) Let Z ∈ IRn
and let ( fY )Y⊂Z be a parameterized family of continuous functions in Z, where each element
fY : Y → R is dependent on an interval Y ⊂ Z. The image of an interval Y ⊂ Z, under fY
is denoted by the interval ¯fY (Y) = [ ¯f LY , ¯f UY ]. An interval-valued function H f : Z → IR is
called an inclusion function for ( fY )Y⊂Z on Z if, for every interval Y ⊂ Z, H f (Y ) ⊃ ¯fY (Y ).
In particular, the inclusion function defined by H f (Y ) = ¯fY (Y), for all Y ⊂ Z, is called the
image of the parameterized family ( fY )Y⊂Z on Z.
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Definition 14 (Range Order and Hausdorff Convergence of Parameterized Functions)
Let ( fY )Y⊂Z be a parameterized family of continuous functions in Z ⊂ Rn. It is said to have
range of order α ≥ 1 on Z if its image ( ¯fY )Y⊂Z has range of order α on Z. Assume that
an inclusion function H f : Z → IR for ( fY )Y⊂Z on Z is known. Then, H f is said to have
Hausdorff convergence of order β on Z if there exists a constant τ ≥ 0 such that, for any
interval Y ⊂ Z,
q
(
¯fY (Y ),H f (Y)
)≤ τ w(Y )β .
The following proposition establishes that the remainder function of a scheme of qth-
order Taylor models has range of order no less than q+1. It should be clear that the same
result holds in the case of McCormick-Taylor models.
Proposition 2 (Range Order of Remainder Function) Let f : Z ⊂ Rn → R be a C q+1
function, q≥ 0, and let (pqf ,Y ,Rqf ,Y )Y⊂Z be a scheme of qth-order Taylor models of f in Z. For
each interval Y ⊂ Z, consider the remainder function rqf ,Y : YC → R, with YC := Y −m(Y ),
defined as rqf ,Y (z) = f (z+m(Y ))− pqf ,Y (z). Then, the parameterized family (rqf ,Y )Y⊂Z has
range of order αr ≥ q+1 on Z.
Proof Let Y ⊂ Z. By Taylor’s theorem, for every y0 ∈ Y , there exists η ∈ [0,1] such that
r
q
f ,Y (z) = f (z+m(Y ))− pqf ,Y (z) = ∑
κ∈Nn,
|κ |=q+1
∂ κ f (y0 +η(z+m(Y )−y0))
κ! z
κ
, ∀z ∈ YC.
In particular, the following bound holds∣∣∣rqf ,Y (z)∣∣∣≤C sup
κ∈Nn,|κ |=q+1,
η∈[0,1]
∣∣∂ κ f (y0 +η(z+m(Y)−y0))∣∣w(Y )q+1, ∀z ∈ YC,
where C ≥ 0 is a constant independent of z, thereby giving the result. ⊓⊔
An inclusion function can be associated to a scheme of remainder estimators in a given
scheme of Taylor or McCormick-Taylor models. This allows for the definition of remainder
Hausdorff convergence order.
Definition 15 (Remainder Hausdorff Convergence Order) Let f : Z ⊂ Rn → R be a
C
q+1 function, q ≥ 0, and let (pqf ,Y ,Rqf ,Y )Y⊂Z be a scheme of qth-order Taylor models of
f in Z. Let H
(r
q,L
f ,Y ,r
q,U
f ,Y )
: Z → IR be the inclusion function associated to the scheme of remain-
der intervals (rq,Lf ,Y ,r
q,U
f ,Y )Y⊂Z := (R
q
f ,Y )Y⊂Z , so that R
q
f ,Y = H(rq,Lf ,Y ,rq,Uf ,Y )
(Y). If H
(r
q,L
f ,Y ,r
q,U
f ,Y )
has
Hausdorff convergence order βr ≥ 1 on Z, then (pqf ,Y ,Rqf ,Y )Y⊂Z is said to have remainder
Hausdorff convergence of order βr on Z.
Likewise, let (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z be a scheme of qth-order McCormick-Taylor models
of f in Z, and let H(rq,cvf ,Y ,rq,ccf ,Y ) : Z → IR be the inclusion function associated to the scheme of
remainder estimators (rq,cvf ,Y ,r
q,cc
f ,Y )Y⊂Z . If H(rq,cvf ,Y ,rq,ccf ,Y ) has Hausdorff convergence order βr ≥ 1
on Z, then (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z is said to have remainder Hausdorff convergence of or-
der βr on Z.
The remainder pointwise convergence order can also be defined in the following way.
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Definition 16 (Remainder Pointwise Convergence Order) Let f : Z ⊂Rn →R be a C q+1
function, q≥ 0, and let (pqf ,Y ,Rqf ,Y )Y⊂Z be a scheme of qth-order Taylor models of f in Z. If
the scheme of remainder intervals (rq,Lf ,Y ,rq,Uf ,Y )Y⊂Z := (Rqf ,Y )Y⊂Z has pointwise convergence
order γr on Z, i.e.,
sup
z∈Y
∣∣∣ f (z)− pqf ,Y (z)− rq,Lf ,Y ∣∣∣≤ τ w(Y)γr , sup
z∈Y
∣∣∣ f (z)− pqf ,Y (z)− rq,Uf ,Y ∣∣∣≤ τ w(Y )γr ,
for all Y ⊂ Z, then (pqf ,Y ,Rqf ,Y )Y⊂Z is said to have remainder pointwise convergence of order
γr on Z.
Likewise, let (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z be a scheme of qth-order McCormick-Taylor models
of f in Z. If the scheme of remainder estimators (rq,cvf ,Y ,rq,ccf ,Y )Y⊂Z has pointwise convergence
order γr on Z, then (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z is said to have remainder pointwise conver-
gence of order γr on Z.
The next theorem proves that having remainder convergence of order greater than or
equal to q+1 for a scheme of qth-order Taylor models is equivalent in the Hausdorff and in
the pointwise metric. It should be clear that the result remains true for a scheme of qth-order
McCormick-Taylor models.
Theorem 6 (Link Between Remainder Hausdorff and Pointwise Convergence Orders)
Let f : Z ⊂ Rn → R be a C q+1 function, q ≥ 0, and let (pqf ,Y ,Rqf ,Y )Y⊂Z be a scheme of qth-
order Taylor models of f in Z. Then, (pqf ,Y ,Rqf ,Y )Y⊂Z has remainder Hausdorff convergence
of order β ≥ q+1 if and only if it has remainder pointwise convergence of order γ ≥ q+1.
Proof Observe first that the result in Proposition 1 also holds for a scheme ( f cvY , f ccY )Y⊂Z
that estimates a parameterized family of functions ( fY )Y⊂Z . Then, the theorem follows by
applying this result to the remainder functions (rqf ,Y )Y⊂Z defined by r
q
f ,Y (z)= f (z)− pqf ,Y (z),
and noting that, by Proposition 2, (rqf ,Y )Y⊂Z has range of order α ≥ q+1. ⊓⊔
The previous definitions and results characterize the (Hausdorff and pointwise) conver-
gence of a scheme of remainder estimators only. In practice, in order for the Taylor model
or the McCormick-Taylor model of a function f to provide a tight estimator, an estimator
of the parameterized family of polynomials (pqf ,Y )Y⊂Z is also required. The next proposition
shows that the convergence order of a McCormick-Taylor model-based estimator can be
bounded by the convergence order of its remainder estimator (rq,cvf ,Y ,r
q,cc
f ,Y )Y⊂Z , together with
the convergence order of an estimator of its polynomial part (pqf ,Y )Y⊂Z .
Proposition 3 (Convergence Order of McCormick-Taylor-based Estimators) Let
f : Z ⊂Rn →R be a C q+1 function, q≥ 0, and let (pqf ,Y ,rq,cvf ,Y ,rq,ccf ,Y ,Rqf ,Y )Y⊂Z be a scheme of
qth-order McCormick-Taylor models of f in Z, with remainder Hausdorff and pointwise con-
vergence of orders βr ≥ 1 and γr ≥ 1, respectively, on Z. Assume that (pqf ,Y )Y⊂Z has range of
order αp ≥ 1 on Z, and assume furthermore that a scheme of estimators (pq,cvf ,Y , pq,ccf ,Y )Y⊂Z of
pqf ,Y in Z is known, with Hausdorff and pointwise convergence of orders βp ≥ 1 and γp ≥ 1,
respectively, on Z. Then, (pq,cvf ,Y + r
q,cv
f ,Y , p
q,cc
f ,Y + r
q,cc
f ,Y )Y⊂Z defines a scheme of estimators of
f in Z, with Hausdorff convergence of order β ≥ min{max{αp,q+1},βp,βr} on Z and
pointwise convergence of order γ = min{γp,γr} on Z.
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Proof The fact that (pq,cvf ,Y + rq,cvf ,Y , pq,ccf ,Y + rq,ccf ,Y )Y⊂Z is a scheme of estimators of f in Z is
a direct consequence of (11). Moreover, the bound min{γp,γr} on the convergence of the
scheme (pq,cvf ,Y + r
q,cv
f ,Y , p
q,cc
f ,Y + r
q,cc
f ,Y )Y⊂Z follows from the result that summing schemes of
estimators preserves pointwise convergence order [see 8, Theorem 3]; compare also Table 1.
We now derive the bound in the Hausdorff metric. An inclusion function associated to
(pq,cvf ,Y + r
q,cv
f ,Y , p
q,cc
f ,Y + r
q,cc
f ,Y )Y⊂Z is H(pq,cvf ,Y ,pq,ccf ,Y ) +H(rq,cvf ,Y ,rq,ccf ,Y ), where H(pq,cvf ,Y ,pq,ccf ,Y ),H(rq,cvf ,Y ,rq,ccf ,Y ) :
Z → IR are the inclusion functions associated to the schemes of polynomial estimators
(pq,cvf ,Y , p
q,cc
f ,Y )Y⊂Z and remainder estimators (r
q,cv
f ,Y ,r
q,cc
f ,Y )Y⊂Z , respectively. By Lemma 2,
q
(
¯f (Y ),H(pq,cvf ,Y ,pq,ccf ,Y )(Y) +H(rq,cvf ,Y ,rq,ccf ,Y )
)
≤ q
(
p¯qf ,Y (Y),H(pq,cvf ,Y ,pq,ccf ,Y )(Y)
)
+q
(
r¯
q
f ,Y (Y ),H(rq,cvf ,Y ,rq,ccf ,Y )
)
+min
{
w( p¯qf ,Y (Y )),w(r¯
q
f ,Y (Y ))
}
. (12)
Since (rqf ,Y )Y⊂Z has range order αr ≥ q+1 on Z (Proposition 2), and since (pq,cvf ,Y , pq,ccf ,Y )Y⊂Z
has Hausdorff convergence order βp on Z and (pqf ,Y ,rq,cvf ,Y ,rq,ccf ,Y )Y⊂Z has remainder Hausdorff
convergence of order βr on Z, the bound β ≥ min{max{αp,q+1},βp,βr} follows directly
from (12). ⊓⊔
Remark 8 The result of Proposition 3 remains true for schemes of constant (remainder)
estimators, and therefore it applies to schemes of Taylor models as well.
Both Taylor and McCormick-Taylor models can be constructed recursively for fac-
torable functions. For Taylor models, in particular, formulas for the binary sum, the binary
product and the outer composition with a number of usual univariate functions, such as
exp(·), log(·) and √·, can be found in [6, 17, 18]. In the following three subsections, we
formalize these operations in terms of scheme of estimators and study how the convergence
order of remainder estimator is preserved through each operation.
4.1 Binary Sum Operation
The two propositions below state the rules for the binary sum of schemes of Taylor and
McCormick-Taylor models. Simply put, the (McCormick-)Taylor model of the sum is com-
prised of the sum of the multivariate polynomials and the sum of the remainder terms of the
(McCormick-)Taylor models.
Proposition 4 (Binary Sum of Taylor Model) Let Z ⊂ Rn be a nonempty open set, and
let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such that g(z) = g1(z) + g2(z). Let
(pqg1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,R
q
g2,Y )Y⊂Z be schemes of qth-order Taylor models of g1 and g2,
respectively, in Z. For every interval Y ⊂ Z, let pqg,Y : YC → R, with YC := Y −m(Y ), be the
function pqg,Y (y) = pqg1 ,Y (y)+ p
q
g2,Y (y), and let R
q
g,Y = R
q
g1,Y +R
q
g2,Y . Then, (p
q
g,Y ,R
q
g,Y )Y⊂Z
is a scheme of qth-order Taylor models of g in Z.
Proof Let Y ⊂ Z. The result that pqg1+g2,Y = p
q
g1 ,Y + p
q
g2,Y follows directly from (9) and from
linearity of the differential operator. Moreover, g(y+m(Y))− pqg,Y (y) = g1(y+m(Y)) +
g2(y+m(Y))− pqg1,Y (y)− p
q
g2,Y (y) ∈ R
q
g1,Y +R
q
g2,Y , for each y ∈ YC, and therefore (p
q
g1,Y +
pqg2,Y ,R
q
g1,Y +R
q
g2,Y ) is a (qth-order) Taylor model of g1 +g2 on Z. ⊓⊔
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Proposition 5 (Binary Sum of McCormick-Taylor Models) Let Z ⊂ Rn be a nonempty
open set, and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such that g(z) = g1(z)+g2(z).
Let (pqg1,Y ,r
q,cv
g1,Y ,r
q,cc
g1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,r
q,cv
g2,Y ,r
q,cc
g2,Y ,R
q
g2,Y )Y⊂Z be schemes of qth-order
McCormick-Taylor models of g1 and g2, respectively, in Z. For every interval Y ⊂ Z, let
pqg,Y ,r
q,cv
g,Y ,r
q,cc
g,Y : Y
C → R, with YC := Y −m(Y), be the functions pqg,Y (y) = pqg1,Y (y) +
pqg2,Y (y), r
q,cv
g,Y (y) = r
q,cv
g1,Y (y) + r
q,cv
g2,Y (y), and r
q,cc
g,Y (y) = r
q,cc
g1,Y (y) + r
q,cc
g2,Y (y), and let R
q
g,Y =
Rqg1,Y +R
q
g2 ,Y . Then, (p
q
g,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z is a scheme of qth-order McCormick-Taylor
models of g in Z.
Proof It follows directly from Proposition 4 and Theorem 1. ⊓⊔
The following theorem establishes that the sum of qth-order McCormick-Taylor models
preserves remainder point convergence order, which can thus be arbitrarily high, while it
does also preserve remainder Hausdorff convergence order, but only if that order does not
exceed the remainder range order of the two factors.
Theorem 7 (Convergence Rate of Binary Sum of McCormick-Taylor Models) Let Z ⊂
R
n be a nonempty open set, and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such
that g(z) = g1(z)+g2(z). Let (pqg1,Y ,r
q,cv
g1,Y ,r
q,cc
g1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,r
q,cv
g2,Y ,r
q,cc
g2,Y ,R
q
g2,Y )Y⊂Z
be schemes of qth-order McCormick-Taylor models of g1 and g2, respectively, in Z,
with remainder Hausdorff convergence orders βr1 ,βr2 ≥ 1, respectively, on Z and re-
mainder pointwise convergence orders γr1 ,γr2 ≥ 1, respectively, on Z. Assume also that
(Rqg1,Y )Y⊂Z and (R
q
g2,Y )Y⊂Z have ranges of orders αr1 ,αr2 ≥ q+ 1, respectively, on Z. Let
(pqg,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z be a scheme of qth-order McCormick-Taylor models of g in Z de-
fined as in Proposition 5. Then, (pqg,Y ,rq,cvg,Y ,rq,ccg,Y ,Rqg,Y )Y⊂Z has remainder Hausdorff conver-
gence order βr ≥ min{max{αr1 ,αr2},βr1 ,βr2} ≥ min{q+1,βr1 ,βr2} on Z, and remainder
pointwise convergence order γr ≥min{γr1 ,γr2} on Z.
Proof Let Y ⊂ Z. By Lemma 2,
q
(
r¯
q
g,Y (Y),H(rq,cvg,Y ,rq,ccg,Y )(Y)
)
≤ q
(
r¯
q
g1,Y (Y),H(rq,cvg1,Y ,r
q,cc
g1 ,Y
)(Y)
)
+q
(
r¯
q
g2,Y (Y ),H(rq,cvg2,Y ,r
q,cc
g2,Y
)(Y )
)
+min
{
w(r¯
q
g1,Y (Y )),w(r¯
q
g2,Y (Y ))
}
≤C1 w(Y )βr1 +C2 w(Y )βr2 +C0 w(Y)max{αr1 ,αr2},
for constants C0,C1,C2 ≥ 0 independent of Y . This establishes that β ≥
min{max{αr1 ,αr2},βr1 ,βr2}, and since αr1 ,αr2 ≥ q + 1 by Proposition 2, we haveβ ≥min{q+1,βr1 ,βr2}.
Moreover, the bound min{γr1 ,γr2} on the convergence of remainder pointwise conver-
gence order γr directly follows from the result that summing schemes of estimators—here
the schemes of remainder estimators for g1 and g2 in Z—preserves pointwise convergence
order [see 8, Theorem 3]. ⊓⊔
Corollary 1 (Convergence Rate of Binary Sum of Taylor Models) Let Z ⊂ Rn be a
nonempty open set, and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such that g(z) =
g1(z) + g2(z). Let (p
q
g1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,R
q
g2,Y )Y⊂Z be schemes of qth-order Tay-
lor models of g1 and g2, respectively, in Z, with remainder Hausdorff convergence orders
βr1 ,βr2 ≥ 1, respectively, on Z and remainder pointwise convergence orders γr1 ,γr2 ≥ 1,
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respectively, on Z. Assume also that (Rqg1,Y )Y⊂Z and (R
q
g2,Y )Y⊂Z have ranges of orders
αr1 ,αr2 ≥ q+ 1, respectively, on Z. Let (pqg,Y ,Rqg,Y )Y⊂Z be a scheme of qth-order Taylor
models of g in Z defined as in Proposition 4. Then, (pqg,Y ,Rqg,Y )Y⊂Z has remainder Haus-
dorff convergence order βr ≥min{max{αr1 ,αr2},βr1 ,βr2} ≥min{q+1,βr1 ,βr2}, on Z and
remainder pointwise convergence order γr ≥ min{γr1 ,γr2}, on Z.
Proof The result follows immediately from the application of Theorem 7 in the special
case if schemes of McCormick-Taylor models of g1 and g2 in Z with constant remainder
estimators,(
r
q,cv
g1,Y (z),r
q,cc
g1,Y (z)
)
= Rqg1,Y , and
(
r
q,cv
g2,Y (z),r
q,cc
g2,Y (z)
)
= Rqg2,Y , ∀z ∈ Y, ∀Y ⊂ Z.
⊓⊔
4.2 Binary Product Operation
The two propositions below state the rules for the binary product of schemes of Taylor and
McCormick-Taylor model estimators.
Proposition 6 (Binary Product of Taylor Model) Let Z ⊂ Rn be a nonempty open set,
and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such that g(z) = g1(z) · g2(z). Let
(pqg1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,R
q
g2,Y )Y⊂Z be schemes of qth-order Taylor models of g1 and
g2, respectively, in Z. Let also (pqg1g2,Y )Y⊂Z and (h
q
g1g2,Y )Y⊂Z be the parameterized families
of n-variate polynomials of order q and 2q, respectively, defined as
pqg1g2,Y (y) = ∑
κ1∈Nn,
|κ1|≤q
∂ κ1 g1(m(Y ))
κ1!

 ∑
κ2∈Nn,
|κ2|≤q−|κ1|
∂ κ2g2(m(Y ))
κ2!
yκ1+κ2

 (13)
hqg1g2,Y (y) = ∑
κ1∈Nn,
|κ1|≤q
∂ κ1 g1(m(Y ))
κ1!

 ∑
κ2∈Nn,
q−|κ1|<|κ2|≤q
∂ κ2 g2(m(Y))
κ2!
yκ1+κ2

 , (14)
for all points y ∈ Y and all intervals Y ⊂ Z. Assume that inclusion functions
(pq,Lg1,Y , p
q,U
g1,Y )Y⊂Z , (p
q,L
g2,Y , p
q,U
g2,Y )Y⊂Z and (h
q,L
g1,Y ,h
q,U
g1,Y )Y⊂Z of, respectively, (p
q
g1,Y )Y⊂Z ,
(pqg2,Y )Y⊂Z and (h
q
g1g2,Y )Y⊂Z are known. For every interval Y ⊂ Z, let the function p
q
g,Y :
YC → R, with YC := Y −m(Y ), and the interval Rqg,Y be given by
pqg,Y (y) = p
q
g1g2,Y (y), (15)
Rqg,Y = [h
q,L
g1 ,Y ,h
q,U
g1,Y ]+ [p
q,L
g1,Y , p
q,U
g1,Y ] ·R
q
g2,Y +R
q
g1,Y · [p
q,L
g2,Y , p
q,U
g2,Y ]+R
q
g1,Y ·R
q
g2,Y . (16)
Then, (pqg,Y ,R
q
g,Y )Y⊂Z is a scheme of qth-order Taylor models of g in Z.
Proof Let Y ⊂ Z. The polynomial part pqg,Y in a qth-order Taylor model of g = g1 ·g2 on Y
is such that
pqg,Y (y) = ∑
κ∈Nn,
|κ |≤q
∂ κ(g1 ·g2)(m(Y))
κ!
yκ = ∑
κ∈Nn,
|κ |≤q
∑
ν∈Nn,
ν≤κ
(
κ
ν
) ∂ ν g1(m(Y )) ·∂ κ−ν g2(m(Y ))
κ!
yκ .
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Since
(
κ
ν
)
=
κ!
(κ −ν)!ν! , and after the change of summation indices (κ1,κ2) := (ν,κ −
ν), pqg,Y turns out to be identical to (13), thereby proving (15).
From (13) and (14), we have
pqg1,Y (y) · p
q
g2,Y (y) = ∑
κ1∈Nn,
|κ1|≤q
∂ κ1 g1(m(Y ))
κ1!
yκ1 · ∑
κ2∈Nn,
|κ2|≤q
∂ κ2 g2(m(Y))
κ2!
yκ2
= ∑
κ1∈Nn,
|κ1|≤q
∂ κ1 g1(m(Y))
κ1!

 ∑
κ2∈Nn,
|κ2|≤q−|κ1|
∂ κ2 g2(m(Y ))
κ2!
yκ1+κ2 + ∑
κ2∈Nn,
q−|κ1|<|κ2|≤q
∂ κ2g2(m(Y ))
κ2!
yκ1+κ2


= pqg1g2,Y (y)+h
q
g1g2,Y (y).
Let the functions r1,r2 : YC → R be such that g1(y+m(Y)) = pqg1 ,Y (y)+ r1(y) and g2(y+
m(Y )) = pqg2 ,Y (y)+ r2(y). For each y ∈ YC, we have
g1(y+m(Y)) ·g2(y+m(Y))− pqg1g2,Y (y) = h
q
g1g2,Y (y)+ r1(y) · p
q
g2,Y (y)+ r2(y) · p
q
g1,Y (y)
+ r1(y) · r2(y). (17)
Since r1(y) ∈ Rqg1,Y , r2(y) ∈ R
q
g2,Y , p
q
g1,Y (y) ∈ [p
q,L
g1,Y , p
q,U
g1,Y ], p
q
g2 ,Y (y) ∈ [p
q,L
g2,Y , p
q,U
g2,Y ], and
hqg1g2,Y (y) ∈ [h
q,L
g1,Y ,h
q,U
g1,Y ], it readily follows that
g1(y+m(Y )) ·g2(y+m(Y ))− pqg1g2,Y (y) ∈ [h
q,L
g1,Y ,h
q,U
g1,Y ]+ [p
q,L
g1,Y , p
q,U
g1,Y ] ·R
q
g2,Y
+Rqg1 ,Y · [p
q,L
g2,Y , p
q,U
g2,Y ]+R
q
g1,Y ·R
q
g2,Y ,
therefore proving (16). ⊓⊔
Proposition 7 (Binary Product of McCormick-Taylor Models) Let Z ⊂ Rn be a
nonempty open set, and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such that
g(z) = g1(z) · g2(z). Let (pqg1,Y ,r
q,cv
g1,Y ,r
q,cc
g1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,r
q,cv
g2,Y ,r
q,cc
g2,Y ,R
q
g2,Y )Y⊂Z
be schemes of qth-order McCormick-Taylor models of g1 and g2, respectively, in Z.
Let also (pqg1g2,Y )Y⊂Z and (h
q
g1g2,Y )Y⊂Z be the function families defined by (13) and
(14), respectively. Assume that schemes of estimators (pq,cvg1,Y , p
q,cc
g1,Y )Y⊂Z , (p
q,cv
g2,Y , p
q,cc
g2,Y )Y⊂Z
and (hq,cvg1g2,Y ,h
q,cc
g1g2,Y )Y⊂Z of, respectively, (p
q
g1,Y )Y⊂Z , (p
q
g2,Y )Y⊂Z and (h
q
g1g2,Y )Y⊂Z are
known. Assume further that inclusion functions (pq,Lg1,Y , p
q,U
g1,Y )Y⊂Z , (p
q,L
g2,Y , p
q,U
g2,Y )Y⊂Z and
(hq,Lg1,Y ,h
q,U
g1,Y )Y⊂Z of, respectively, (p
q
g1,Y )Y⊂Z , (p
q
g2,Y )Y⊂Z and (h
q
g1g2,Y )Y⊂Z are known. For
every interval Y ⊂ Z, let the functions pqg,Y ,rq,cvg,Y ,rq,ccg,Y : YC → R, with YC := Y −m(Y ), and
the interval Rqg,Y be given by
pqg,Y (y) = p
q
g1g2,Y (y) (18)
(rq,cvg,Y (y),r
q,cc
g,Y (y),R
q
g,Y ) = (h
q,cv
g1g2,Y (y),h
q,cc
g1g2,Y (y), [h
q,L
g1,Y ,h
q,U
g1,Y ])
+(pq,cvg1,Y (y), p
q,cc
g1,Y (y), [p
q,L
g1,Y , p
q,U
g1,Y ]) · (r
q,cv
g2,Y (y),r
q,cc
g2,Y (y),R
q
g2,Y )
+(rq,cvg1,Y (y),r
q,cc
g1,Y (y),R
q
g1,Y ) · (p
q,cv
g2,Y (y), p
q,cc
g2,Y (y), [p
q,L
g2,Y , p
q,U
g2,Y ])
+(rq,cvg1,Y (y),r
q,cc
g1,Y (y),R
q
g1,Y ) · (r
q,cv
g2,Y (y),r
q,cc
g2,Y (y),R
q
g2,Y ). (19)
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Then, (pqg,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z is a scheme of qth-order McCormick-Taylor models of g in
Z.
Proof Let Y ⊂ Z. The condition (18) on the polynomial part of the McCormick-Taylor
model follows from Proposition 6. Moreover, the condition (19) follows from (17) and The-
orem 2 (see also Remark 2), given the assumptions on pq,cvg1,Y , p
q,cc
g1,Y , [p
q,L
g1,Y , p
q,U
g1,Y ], p
q,cv
g2 ,Y , p
q,cc
g2,Y ,
[pq,Lg2,Y , p
q,U
g2,Y ], h
q,cv
g1g2,Y , h
q,cc
g1g2,Y and [h
q,L
g1,Y ,h
q,U
g1,Y ]. ⊓⊔
The following Lemma is instrumental in proving the main convergence for product of
Taylor and McCormick-Taylor models in Theorem 8 below.
Lemma 4 Let Z ⊂Rn, and let the parameterized family of functions (mκY )Y⊂Z , with κ ∈Nn,
be defined as
mκY (z) = (z−m(Y))κ =
n
∏
i=1
(zi−m(Yi))κi , ∀z ∈ Y.
Let (mκ,cvY ,m
κ,cc
Y )Y⊂Z be the scheme of estimators of (mκY )Y⊂Z in Z obtained from the recur-
sive application of Theorems 1-3, with convex/concave envelopes used for all outer functions
(power terms) in Theorem 3. Then, (mκ,cvY ,mκ,ccY )Y⊂Z has pointwise convergence of order
γ≥|κ |.
Proof For a given i∈ {1, . . . ,n} and a given k ∈N, k≥ 1, consider the parameterized family
of functions (mkYi)Yi⊂Zi , defined as m
k
Yi(z) = (z−m(Yi))k. Let (m
k,cv
Yi ,m
k,cc
Yi )Yi⊂Zi denote the
scheme of estimators of (mkYi)Yi⊂Zi , that consist of the convex and concave envelopes of
(z−m(Yi))k on each domain Yi. Since, for each Yi ∈ Zi and each z ∈ Yi,
−w(Yi)
2
≤ zi−m(Yi)≤ w(Yi)2 ,
it follows that
−
(
w(Yi)
2
)k
≤ (z−m(Yi))k ≤
(
w(Yi)
2
)k
. (20)
Moreover, since infz∈Yi m
k,cv
Yi (z) = infz∈Yi m
k
Yi(z) and supz∈Yi m
k,cc
Yi (z) = supz∈Yi m
k
Yi(z), for
each i = 1, . . . ,n and each Y ∈ Z, we have
−
n
∏
i=1
(
w(Yi)
2
)κi
≤ mκ ,cvY (z)≤ mκY (z)≤mκ ,ccY (z)≤
n
∏
i=1
(
w(Yi)
2
)k
.
Noting that w(Yi)⊂ w(Y), for all i = 1, . . . ,n, we obtain
∣∣mκY (z)−mκ ,cvY (z)∣∣≤ |mκY (z)|+ ∣∣mκ ,cvY (z)∣∣≤ 12|κ |−1 w(Y )|κ |,∣∣mκY (z)−mκ,ccY (z)∣∣≤ |mκY (z)|+ ∣∣mκ,ccY (z)∣∣≤ 12|κ |−1 w(Y )|κ |,
which provides the results. ⊓⊔
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Example 1 Let Z = [−1,1]2, and consider the parameterized family of functions
(m
[1,1]
Y )Y⊂Z , be defined as
m
[1,1]
Y (z) = (z1−m(Y1)) · (z2−m(Y2)) , ∀z ∈ Y =Y1×Y2.
A scheme of estimators of (mY )Y⊂Z in Z is obtained from Theorem 2 as
m
[1,1],cv
Y (z) = max
{
w(Y2)
2
(z1−m(Y1))+ w(Y1)2 (z2−m(Y2))−
w(Y1)w(Y2)
4
,
−w(Y2)
2
(z1−m(Y1))− w(Y1)2 (z2−m(Y2))−
w(Y1)w(Y2)
4
}
,
m
[1,1],cc
Y (z) = min
{
w(Y2)
2
(z1−m(Y1))− w(Y1)2 (z2−m(Y2))+
w(Y1)w(Y2)
4
,
−w(Y2)
2
(z1−m(Y1))+ w(Y1)2 (z2−m(Y2))+
w(Y1)w(Y2)
4
}
,
and it is not hard to show that, for any Y ⊂ Z,
sup
z∈Y
∣∣∣m[1,1]Y (z)−m[1,1],cvY (z)∣∣∣= sup
z∈Y
∣∣∣m[1,1]Y (z)−m[1,1],ccY (z)∣∣∣= w(Y1)w(Y2)4 .
It follows that the scheme has pointwise convergence of order 2, and the bound given in
Lemma 4 is indeed sharp.
Remark 9 The result of Lemma 4 that the pointwise convergence order is γ = |κ | would
also hold for a scheme of constant estimators (mκ,LY ,m
κ,U
Y )Y⊂Z that would be constructed
from simple natural interval extensions, with exact bounding of the power terms as in (20).
Remark 10 The possibility of having a pointwise convergence order γr > 2 for a scheme
of remainder estimators may seem to be in contradiction with the result in [8, Theorem 2]
that a scheme of estimators of a C 2 nonlinear function cannot have a pointwise convergence
order larger than two. But this contradiction is only apparent, for the result in Lemma 4 is
established for families of functions such as ( fY )Y⊂Z , where each member fY is parameter-
ized by its interval domain Y . This case was not addressed by [8, Theorem 2], where the
estimated function f itself is not parameterized by Y (only the estimators f cvY and f ccY of f
being parameterized by Y ).
The following theorem and corollary establish that the pointwise convergence order of
the binary product of qth-order Taylor and McCormick-Taylor models is guaranteed to be
no less than q+1 under relatively mild assumptions.
Theorem 8 (Convergence Rate of Binary Product of McCormick-Taylor Models) Let
Z ⊂ Rn be a nonempty open set, and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such
that g(z) = g1(z) · g2(z). Let (pqg1,Y ,r
q,cv
g1,Y ,r
q,cc
g1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,r
q,cv
g2,Y ,r
q,cc
g2,Y ,R
q
g2,Y )Y⊂Z
be schemes of qth-order McCormick-Taylor models of g1 and g2, respectively, in Z, with
remainder pointwise convergence orders γr1 ,γr2 ≥ q+1, respectively, on Z and assume that
the scheme of constant remainder estimators (Rqg1,Y )Y⊂Z and (R
q
g2,Y )Y⊂Z also have pointwise
convergence orders γT,r1 ,γT,r2 ≥ q+1, respectively, on Z. Let (pqg,Y ,rq,cvg,Y ,rq,ccg,Y ,Rqg,Y )Y⊂Z be
a scheme of qth-order McCormick-Taylor models of g defined as in Proposition 7, where
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the schemes of estimators (pq,cvg1,Y , p
q,cc
g1,Y )Y⊂Z , (p
q,cv
g2,Y , p
q,cc
g2,Y )Y⊂Z and (h
q,cv
g1g2,Y ,h
q,cc
g1g2,Y )Y⊂Z are
obtained from the recursive application of Theorems 1-3, with convex/concave envelopes of
for all outer functions in Theorem 3, and where the inclusion functions (pq,Lg1,Y , p
q,U
g1,Y )Y⊂Z ,
(pq,Lg2,Y , p
q,U
g2,Y )Y⊂Z and (h
q,L
g1,Y ,h
q,U
g1,Y )Y⊂Z are obtained from natural interval extensions, with
exact bounding of all intrinsic functions. Then, (pqg,Y ,rq,cvg,Y ,rq,ccg,Y ,Rqg,Y )Y⊂Z has remainder
pointwise convergence of order γr ≥ q+1 on Z.
Proof Let Y ⊂ Z. For each interval Y ⊂ Z, consider the remainder functions rqg,Y ,rqg1,Y r
q
g2,Y :
YC → R, with YC := Y −m(Y), defined as rqg,Y (z) = g(z + m(Y ))− pqg,Y (z), rqg1,Y (z) =
g1(z + m(Y ))− pqg1 ,Y (z) and r
q
g2,Y (z) = g2(z + m(Y ))− p
q
g2 ,Y (z), respectively. Since by
construction, pqg,Y (z)+ r
q
g,Y (z) = (p
q
g1,Y (z)+ r
q
g1,Y (z)) · (p
q
g2,Y (z)+ r
q
g2,Y (y)) and p
q
g,Y (z)+
hqg1g2,Y (z) = p
q
g1 ,Y (z) · p
q
g2,Y (z), for all z ∈ Y ⊂ Z, we also have
r
q
g,Y (z) = h
q
g1g2,Y (z)+ p
q
g1,Y (z) · r
q
g2,Y (z)+ p
q
g2,Y (z) · r
q
g1,Y (z)+ r
q
g1,Y (z) · r
q
g2,Y (z). (21)
Moreover, convex/concave relaxations rq,cvg,Y ,r
q,cc
g,Y : Y
C → R for rqg,Y on YC are given by (19)
in Proposition 7. Therefore, the proof proceeds by bounding the distance between each term
in the right-hand side of (21) and the corresponding term in the right-hand side of (19).
By assumption, the scheme of estimators (hq,cvg1g2,Y ,h
q,cc
g1g2,Y )Y⊂Z of h
q
g1g2,Y in Z are ob-
tained from the recursive application of Theorems 1-3, with the convex/concave envelopes
used for the relaxation of monomial terms in Theorem 3. By Lemma 4, this scheme has
pointwise convergence order γh12 no less than the lowest degree of all its monomial terms;
that is, γh12 ≥ q+1, and we have
max
{∣∣∣hqg1g2,Y (y)−hq,cvg1g2,Y (y)
∣∣∣ , ∣∣∣hqg1g2,Y (y)−hq,ccg1g2,Y (y)
∣∣∣}≤Ch12 w(Y)γh12 ,
for a constant Ch12 ≥ 0 that does not depend on Y .
Let the function family (eq12,Y )Y⊂Z be defined as e
q
12,Y (z) = p
q
g1 ,Y (z) · r
q
g2,Y (z), for each
z ∈ YC. Let also (eq,cv12,Y ,eq,cc12,Y )Y⊂Z and Eq12,Y : Z → IR denote, respectively, the scheme of
estimators of (eq12,Y )Y⊂Z in Z and the inclusion function of (e
q
12,Y )Y⊂Z on Z such that
(e
q,cv
12,Y ,e
q,cc
12,Y ,E
q
12,Y ) = (p
q,cv
g1,Y , p
q,cc
g1,Y , [p
q,L
g1,Y , p
q,U
g1,Y ]) · (r
q,cv
g2,Y ,r
q,cc
g2,Y ,R
q
g2,Y ),
as obtained from the application of Theorem 2; see also Remark 2. By Lemma 3,
max
{∣∣∣eq12,Y (z)− eq,cv12,Y (z)∣∣∣ , ∣∣∣eq12,Y (z)− eq,cc12,Y (z)∣∣∣}
≤
(
w( p¯qg1,Y (Y ))+q
(
p¯qg1,Y , [p
q,L
g1,Y , p
q,U
g1,Y ]
))
·
(
w(r¯qg2,Y (Y))+q
(
r¯
q
g2,Y (Y),R
q
g2,Y
))
+max
{∣∣∣pq,Lg1,Y
∣∣∣ , ∣∣∣pq,Ug1 ,Y
∣∣∣} ·max{∣∣∣rqg2,Y (z)− rq,cvg2,Y (z)
∣∣∣ , ∣∣∣rqg2,Y (z)− rq,ccg2,Y (z)
∣∣∣}
+
∣∣∣Rqg2,Y
∣∣∣ ·max{∣∣∣pqg1,Y (z)− pq,cvg1,Y (z)
∣∣∣ , ∣∣∣pqg1 ,Y (z)− pq,ccg1,Y (z)
∣∣∣} . (22)
We bound each term in the right-hand side of (22) next.
1. Since (pqg1,Y )Y⊂Z is a family of Lipschitz functions and from Lemma 4 (and Remark 9),
w( p¯qg1,Y (Y ))+q
(
p¯qg1 ,Y , [p
q,L
g1,Y , p
q,U
g1,Y ]
)
≤Cp1 w(Y ).
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for a constant Cp1 ≥ 0 that does not depend on Y . Moreover, from Proposition 2 and from
assumption on the pointwise, and therefore Hausdorff, convergence order of (Rqg2,Y )Y⊂Z ,
w(r¯qg2,Y (Y ))+q
(
r¯
q
g2,Y (Y ),R
q
g2,Y
)
≤Cr2 w(Y)min{αr2 ,γT,r2 }, (23)
with αr2 ≥ q+1, and for a constant Cr2 ≥ 0 that does not depend on Y . Therefore, the first
term in the right-hand side of (22) is of order greater than or equal to min{αr2 ,γT,r2}+
1≥ q+2 in w(Y ).
2. Since max
{∣∣∣pq,Lg1,Y
∣∣∣ , ∣∣∣pq,Ug1,Y
∣∣∣}≤ | p¯qg1,Y (Y )|+q(| p¯qg1,Y (Y )|, [pq,Lg1,Y , pq,Ug1,Y ])≤Cg1 w(Y ), for
some constant Cg1 that independent of Y , and by assumption on the remainder pointwise
convergence order of (pqg2,Y ,r
q,cv
g2,Y ,r
q,cc
g2,Y ,R
q
g2,Y )Y⊂Z , the second term in the right-hand
side of (22) is of order greater than or equal to γr2 ≥ q+2 in w(Y ).
3. By construction, the scheme (pq,cvg1,Y , p
q,cc
g1,Y )Y⊂Z has quadratic pointwise conver-
gence order. Moreover, since |Rqg2,Y | ≤ |r¯
q
g2,Y (Y )|+ q(r¯
q
g2,Y (Y),R
q
g2,Y ) ≤ w(r¯
q
g2,Y (Y))+
q(r¯qg2,Y (Y),R
q
g2,Y ) and from (23), it follows that the third term in the right-hand side
of (22) is of order greater than or equal to min{αr2 ,γT,r2}+2 ≥ q+3 in w(Y ).
Overall, the right-hand side of (22), is of order greater than or equal to q+ 2 in w(Y ).
Therefore,
max
{∣∣∣eq12,Y (z)− eq,cv12,Y (z)∣∣∣ , ∣∣∣eq12,Y (z)− eq,cc12,Y (z)∣∣∣}≤Ce12 w(Y )q+2,
for a constant Ce12 that does not depend on Y .
Using similar arguments, the distances between the third and fourths terms in the right-
hand side of (21) and the corresponding terms in the right-hand side of (19) are shown to be
of orders greater than or equal to q+2 and 2(q+1), respectively, in w(Y ). The result of the
theorem then follows from the property that the pointwise convergence order is preserved
through sum of schemes. ⊓⊔
Corollary 2 (Convergence Rate of Binary Product of Taylor Models) Let Z ⊂ Rn be a
nonempty open set, and let g,g1,g2 : Z → R be C q+1 functions, q ≥ 0, such that g(z) =
g1(z) · g2(z). Let (pqg1,Y ,R
q
g1,Y )Y⊂Z and (p
q
g2,Y ,R
q
g2,Y )Y⊂Z be schemes of qth-order Taylor
models of g1 and g2, respectively, in Z, with remainder pointwise convergence orders
γr1 ,γr2 ≥ q + 1, respectively, on Z. Let (pqg,Y ,Rqg,Y )Y⊂Z be a scheme of qth-order Taylor
models of g in Z defined as in Proposition 6, where the schemes of constant estimators
(pq,Lg1,Y , p
q,U
g1,Y )Y⊂Z , (p
q,L
g2,Y , p
q,U
g2,Y )Y⊂Z and (h
q,L
g1g2,Y ,h
q,U
g1g2,Y )Y⊂Z of, respectively, p
q
g1,Y , p
q
g2 ,Y
and hqg1g2,Y in Z are obtained from the recursive application of natural interval extensions,
with exact bounding of all intrinsic functions. Then, (pqg,Y ,Rqg,Y )Y⊂Z has remainder pointwise
convergence of order γr ≥ q+1 on Z.
Proof The result can be proven using the same steps as the proof of Theorem 8. In particular,
the distances between all four terms in the right-hand side of (21) and the corresponding term
in the right-hand side of (16) are shown to be of orders at least q+1 (see Remark 9), q+2,
q+2, and 2(q+1), respectively. ⊓⊔
An important consequence of Corollary 2 is that propagating McCormick relaxations
as the remainder term in a McCormick-Taylor model may not result in increased order of
pointwise convergence over a Taylor model that uses simple natural interval extensions.
The next example shows that the bounds on the remainder convergence orders derived in
Theorem 8 and Corollary 2 are indeed sharp in the sense that the remainder convergence
order can be as low as q+1 for qth-order Taylor and McCormick-Taylor models.
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Example 2 Consider the (analytic) univariate functions g1 : R→R and g2 : R→R defined
by g1(z) = z and g2(z) = exp(z). The analytical expression of a scheme of 2nd-order Taylor
models of g1(z) ·g2(z) = zexp(z) is derived first.
Schemes of 2nd-order Taylor models (p2g1,Y ,R
2
g1,Y )Y⊂Z and (p
2
g2,Y ,R
2
g2,Y )Y⊂Z for, respec-
tively, g1 and g2 on R are given by
p2g1,Y (y) = m(Y )+ y, p
2
g2,Y (y) = exp(m(Y ))
[
1+ y+ 12 y
2]
,
R2g1,Y = 0, R
2
g2,Y =
1
6 exp(m(Y )+ [0,1][Y −m(Y )])[Y −m(Y )]3.
For every interval Y ⊂ Z, we have YC = Y −m(Y ) and
p2g1,Y (y) p
2
g2,Y (y) =p
2
g1g2,Y (y)+h
2
g1g2,Y (y), ∀y ∈ YC,
with: p2g1g2,Y (y) = exp(m(Y))
[
m(Y)+ [m(Y )+1]y+[ 12 m(Y)+1]y
2]
h2g1g2,Y (y) =
1
2 exp(m(Y))y
3
.
Moreover, interval enclosures of the ranges of p2g1 ,Y , p
2
g2 ,Y and h
2
g1g2,Y
on YC = Y − m(Y) are, respectively, [p2,Lg1 ,Y , p
2,U
g1,Y ] = Y , [p
2,L
g2,Y , p
2,U
g2,Y ] =
exp(m(Y))
[
1+[Y −m(Y)]+ 12 [Y −m(Y)]2
]
, and [h2,Lg1,Y ,h
2,U
g1,Y ] =
1
2 exp(m(Y))[Y −m(Y)]3.
From Proposition 6, a scheme of 2nd-order Taylor models (p2g,Y ,R2g,Y )Y⊂Z of
g(z) = g1(z)g2(z) = zexp(z) is thus obtained as
p2g,Y (y) = exp(m(Y))
[
1+[m(Y)+1]y+[ 12 m(Y)+1]y
2]
,
R2g,Y = exp(m(Y))
[ 1
2 +
1
6Y exp([0,1] · (Y −m(Y )))
]
[Y −m(Y)]3.
Observe from the expression of R2g,Y that (p2g,Y ,R2g,Y )Y⊂Z has remainder pointwise conver-
gence order γr = 3, as expected from Corollary 2.
An illustration of the resulting 2nd-order Taylor models on the interval domains Y =
[−1,1] and Y = [−0.8,0.8] is on the top-left plot in Fig. 1. Similarly, McCormick-Taylor
models obtained from Proposition 7 are shown on the top-right plot for the same interval
domains. Observe that neither the Taylor models nor the McCormick-Taylor models pro-
vide convex/concave bounds in Fig. 1, and the polynomial part would typically have to be
bounded or relaxed before these estimators can be used in a deterministic global optimiza-
tion procedure. Observe also that McCormick-Taylor models yield nonsmooth estimators,
due to the nonsmoothness introduced by the McCormick relaxation of the remainder term.
Subgradients of the McCormick relaxations can however be propagated as shown in [24] in
order to construct affine relaxations.
The bottom plots in Fig. 1 compare the remainder convergence of qth-order Taylor mod-
els (dotted lines) and qth-order McCormick-Taylor models (solid lines), for q= 1, . . . ,5. Re-
garding remainder convergence in the pointwise sense, the bottom-left plot shows that the
convergence order is γr = q+1 for all estimators, thereby confirming that the bounds given
in Theorem 8 and Corollary 2 are sharp. This plot is also an illustration that McCormick-
Taylor models, while providing tighter bounds than Taylor models, may not increase the re-
mainder pointwise convergence order of the scheme of estimators. Regarding convergence
in the Hausdorff metric, the bottom-right plot shows that the remainder Hausdorff conver-
gence order is q+1 for odd expansion orders q = 1,3,5, but it is q+2 for even expansion
orders q = 2,4. This increased order of Hausdorff convergence can be attributed to term
cancellations in the Taylor and McCormick-Taylor models during the product operations.
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All the computations that led to the plots in Fig. 1 were performed with the
MC++ library [9], which automates the computation of McCormick relaxations and
Taylor models for factorable functions. MC++ defines data types for both McCormick
relaxations and Taylor models, and these types can be combined in order to com-
pute McCormick-Taylor models. Various interval arithmetic libraries, including PROFIL
(http://www.ti3.tu-harburg.de/) and FILIB++ (http://www2.math.uni-wuppertal.de/ xsc/),
are also supported to perform the required interval computations. It should be noted that
a simple interval type that does not account for rounding errors was used for the computa-
tions herein.
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Fig. 1 Top-left plot: Product of 2nd-order Taylor model estimators; Top-right plot: Product of 2nd-order
McCormick-Taylor model estimators; bottom plots: Pointwise (left) and Hausdorff (right) convergence for
orders q = 1, . . . ,5 (solid lines: McCormick-Taylor models; dotted lines: Taylor models).
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4.3 Univariate Composition Operation
The two propositions below state the rules for the composition of Taylor and McCormick-
Taylor model estimators.
Proposition 8 (Univariate Composition of Taylor Models) Let Z ⊂Rn and X ⊂R be two
nonempty open sets, and consider the composite function g = F ◦ f , where F : X → R and
f : Z →R are C q+1 functions, q≥ 0, such that ¯f (Z)⊂ X. Let (pqf ,Y ,Rqf ,Y )Y⊂Z be a scheme of
qth-order Taylor models of f in Z, and assume that an inclusion function (pq,Lf ,Y , pq,Uf ,Y )Y⊂Z of
(pqf ,Y )Y⊂Z is known. Assume furthermore that T qf (Y )⊂X, where T qf : Z→ IR is the inclusion
function defined by T qf (Y) = [pq,Lf ,Y , pq,Uf ,Y ]+Rqf ,Y . For every interval Y ⊂ Z, let w0Y = f (m(Y )),
and let (pq,kf ,Y ,R
q,k
f ,Y ), 1 ≤ k ≤ q, be the qth-order Taylor models of ( f (y+m(Y))−w0Y )k on
Y , obtained from the repeated application of Proposition 6 as
(pq,1f ,Y ,R
q,1
f ,Y ) = (p
q
f ,Y −w0Y ,Rqf ,Y ), (24)
(pq,k+1f ,Y ,R
q,k+1
f ,Y ) = (p
q,k
f ,Y ,R
q,k
f ,Y ) · (pqf ,Y −w0Y ,Rqf ,Y ), for k = 1, . . . ,q−1. (25)
Assume that an inclusion function T (q+1)F : X → IR of F (q+1) is known. Let the polynomial
function pqg,Y : YC → R, with YC := Y −m(Y ), and the interval Rqg,Y be given by
pqg,Y (y) = F(w
0
Y )+
q
∑
k=1
F (k)(w0Y )
k! p
q,k
f ,Y (y) (26)
Rqg,Y =
q
∑
k=1
F (k)(w0Y )
k! R
q,k
f ,Y +
T (q+1)F (T
q
f (Y ))
(q+1)! (T
q
f (Y)−w0Y )q+1. (27)
Then, (pqg,Y ,R
q
g,Y )Y⊂Z is a scheme of qth-order Taylor models of g in Z.
Proof Let Y ⊂ Z. Since F is C q+1 on X and w0Y = f (m(Y )) ∈ ¯f (Y) ⊂ X , Taylor’s theorem
asserts the existence of some η ∈ [0,1] such that
F(w) = F(w0Y )+
q
∑
k=1
F (k)(w0Y )
k! (w−w
0
Y )
k +
F (q+1)(w0Y +η(w−w0Y ))
(q+1)! (w−w
0
Y )
q+1
, ∀w ∈ X .
In particular, for each y ∈ YC, we have
F ( f (y+m(Y ))) = F(w0Y )+
q
∑
k=1
F (k)(w0Y )
k! ( f (y+m(Y ))−w
0
Y )
k
+
F (q+1)(w0Y +η( f (y+m(Y ))−w0Y ))
(q+1)! ( f (y+m(Y))−w
0
Y )
q+1
. (28)
Using the Taylor models (pq,kf ,Y ,R
q,k
f ,Y ), 1≤ k≤ q, defined in (24)-(25) and from Proposition 4,
a qth-order Taylor model of the first two terms in the right-hand side of (28) is(
F(w0Y )+
q
∑
k=1
F (k)(w0Y )
k! p
q,k
f ,Y ,
q
∑
k=1
F(k)(w0Y )
k! R
q,k
f ,Y
)
.
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Since w0Y = f (m(Y)), the third term in the right-hand side of (28) is comprised of terms of
order greater than q only. Therefore, a qth-order Taylor model of this term must have a poly-
nomial part equal to zero. Moreover, since w0Y +η( f (y+m(Y))−w0Y ) ∈ w0Y +η(pqf ,Y (y)−
w0Y +R
q
f ,Y ) ⊂ T qf (Y) ⊂ X for each y ∈ YC and each 0 ≤ η ≤ 1, and given that T (q+1)F is an
inclusion function of F (q+1) on X , a qth-order Taylor model for this term is therefore
0, T (q+1)F (T qf (Y))
(q+1)!
(T qf (Y )−w0Y )q+1

 .
After summing both qth-order Taylor models, one obtains a q-order Taylor model of g =
F ◦ f on Y as given in (26)-(27). ⊓⊔
Proposition 9 (Univariate Composition of McCormick-Taylor Models) Let Z ⊂Rn and
X ⊂ R be two nonempty open sets, and consider the composite function g = F ◦ f ,
where F : X → R and f : Z → R are C q+1 functions, q ≥ 0, such that ¯f (Z) ⊂ X. Let
(pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z be a scheme of qth-order McCormick-Taylor models of f in Z. As-
sume that an inclusion fuction (pq,Lf ,Y , pq,Uf ,Y )Y⊂Z and a scheme of estimators (pq,cvf ,Y , pq,ccf ,Y )Y⊂Z
of (pqf ,Y )Y⊂Z are known. Assume furthermore that Hqf (Y) ⊂ T qf (Y) ⊂ X for every inter-
val Y ⊂ Z, where Hqf : Z → IR is the inclusion function associated to the scheme of es-
timators (pq,cvf ,Y + r
q,cv
f ,Y , p
q,cc
f ,Y + r
q,cc
f ,Y )Y⊂Z of f in Z and T qf : Z → IR is the inclusion func-
tion defined by T qf (Y) = [pq,Lf ,Y , pq,Uf ,Y ] +Rqf ,Y . For every interval Y ⊂ Z, let w0Y = f (m(Y )),
and let (pq,kf ,Y ,r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y ,R
q,k
f ,Y ), 1 ≤ k ≤ q, be the qth-order McCormick-Taylor models of
( f (y+m(Y ))−w0Y )k on Y , obtained from the repeated application of Proposition 7 as
(pq,1f ,Y ,r
q,1,cv
f ,Y ,r
q,1,cc
f ,Y ,R
q,1
f ,Y ) = (p
q
f ,Y −w0Y ,rq,cvf ,Y ,rq,ccf ,Y ,Rqf ,Y ), (29)
(pq,k+1f ,Y ,r
q,k+1,cv
f ,Y ,r
q,k+1,cc
f ,Y ,R
q,k+1
f ,Y ) = (p
q,k
f ,Y ,r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y ,R
q,k
f ,Y ) (30)
· (pqf ,Y −w0Y ,rq,cvf ,Y ,rq,ccf ,Y ,Rqf ,Y ), for k = 1, . . . ,q−1.
Assume that a scheme of estimators (F(q+1),cvW ,F (q+1),ccW )W⊂X and an inclusion function
T (q+1)F : X → IR of F (q+1) are known. Let (Φ (q+1),cvY ,Φ (q+1),ccY )Y⊂Z be the scheme of es-
timators of Φ (q+1)Y : YC × [0,1] → R, with YC := Y −m(Y ), defined by Φ (q+1)Y (y,η) :=
F (q+1)(w0Y +η( f (y)−w0Y )), which is constructed by applying Theorems 1-3 for η ∈ [0,1]
and from the schemes (F (q+1),cvW ,F (q+1),ccW )W⊂X and (pq,cvf ,Y + rq,cvf ,Y , pq,ccf ,Y + rq,ccf ,Y )Y⊂Z and the
inclusion function T qf . Let the function pqg,Y ,rq,cvg,Y ,rq,ccg,Y : YC → R and the interval Rqg,Y be
given by
pqg,Y (y) = F(w
0
Y )+
q
∑
k=1
F(k)(w0Y )
k! p
q,k
f ,Y (y) (31)
(
r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y
)
=
q
∑
k=1
F (k)(w0Y )
k!
(
r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y ,R
q,k
f ,Y
)
+
1
(q+1)!
(
Φ (q+1),cvY (y),Φ
(q+1),cc
Y (y),T
(q+1)
F (T
q
f (Y ))
)
·
((
pq,cvf ,Y (y)+ r
q,cv
f ,Y (y), p
q,cc
f ,Y (y)+ r
q,cc
f ,Y (y),T
q
f (Y )
)
−w0Y
)q+1
. (32)
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Then, (pqg,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z is a scheme of qth-order McCormick-Taylor models of g in
Z.
Proof Let Y ⊂ Z. Using the McCormick-Taylor models (pq,kf ,Y ,rq,k,cvf ,Y ,rq,k,ccf ,Y ,Rq,kf ,Y ), 1≤ k≤ q,
defined in (29)-(30) and from Proposition 5, a qth-order McCormick-Taylor model of the
first two terms in the right-hand side of (28) is(
F(w0Y )+
q
∑
k=1
F (k)(w0Y )
k! p
q,k
f ,Y ,
q
∑
k=1
F (k)(w0Y )
k!
(
r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y ,R
q,k
f ,Y
))
.
As for the third term in the right-hand side of (28), the polynomial part in a qth-order
McCormick-Taylor model is equal to zero since all its monomial terms are of order greater
than q. Note, in particular, that the assumption Hqf (Y)⊂ T qf (Y )⊂ X for every interval Y ⊂ Z
is needed to apply Theorem 3. Moreover, from the assumptions of the theorem, a pair of
convex/concave estimators and interval bounds on this term are
1
(q+1)!
(
Φ (q+1),cvY (y),Φ
(q+1),cc
Y (y),T
(q+1)
F (T
q
f (Y ))
)
·
((
pq,cvf ,Y (y)+ r
q,cv
f ,Y (y), p
q,cc
f ,Y (y)+ r
q,cc
f ,Y (y),T
q
f (Y )
)
−w0Y
)q+1
.
The result in (31)-(32) follows by summing the qth-order Taylor models of these terms. ⊓⊔
Bounds on the convergences rates of univariate composition of McCormick-Taylor and
Taylor models are derived in Theorem 9 and Corollary 3 below. Like with the product rule,
it is found that propagating McCormick relaxations for the remainder terms does not add an
extra order of convergence compared to using natural interval extensions in general.
Theorem 9 (Convergence Rate of Univariate Composition of McCormick-Taylor Models)
Let Z ⊂ Rn and X ⊂ R be two nonempty open sets, and consider the composite function
g = F ◦ f , where F : X → R and f : Z → R are C q+1 functions, q ≥ 0, such that ¯f (Z)⊂ X.
Let (pqf ,Y ,r
q,cv
f ,Y ,r
q,cc
f ,Y ,R
q
f ,Y )Y⊂Z be a scheme of qth-order McCormick-Taylor models of f in
Z. Assume that this scheme has remainder pointwise convergence order γr f ≥ q+ 1 on Z
and that the inclusion function (Rqf ,Y )Y⊂Z too has pointwise convergence order γT,r f ≥ q+1
on Z. Let (pqg,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z be a scheme of qth-order McCormick-Taylor models
of g in Z defined as in Proposition 9, where the schemes of estimators (pq,cvf ,Y , pq,ccf ,Y )Y⊂Z ,
(r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y )Y⊂Z , for k = 1, . . . ,q, (F (q+1),cvW ,F (q+1),ccW )W⊂X , and (Φ (q+1),cvY ,Φ (q+1),ccY )Y⊂Z
are obtained from the recursive application of Theorems 1-3, with convex/concave en-
velopes used for all outer functions in Theorem 3, and where the inclusion functions
(pq,Lf ,Y , p
q,U
f ,Y )Y⊂Z , (R
q,k
f ,Y )Y⊂Z , for k = 1, . . . ,q, and T (q+1)F are obtained from the recursive
application of natural interval extensions, with exact bounding of all intrinsic functions.
Then, (pqg,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z has remainder pointwise convergence of order γr ≥ q+ 1
on Z.
Proof We start by proving, using finite induction on k = 1, . . . ,q, that the qth-order
McCormick-Taylor models (pq,kf ,Y ,r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y ,R
q,k
f ,Y )Y⊂Z of ( f (y+m(Y ))−w0Y )k defined
by (29)-(30) have remainder pointwise convergence of order greater than or equal to q+1,
and that the inclusion functions (Rq,kf ,Y )Y⊂Z have pointwise convergence order greater than
or equal to q+ 1. The claim holds for k = 1 from (29) and by theorem assumptions. Now
assuming the claim holds for some k ≥ 1, the application of Theorem 8 to (30) asserts that
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(pq,k+1f ,Y ,r
q,k+1,cv
f ,Y ,r
q,k+1,cc
f ,Y ,R
q,k+1
f ,Y )Y⊂Z and (R
q,k
f ,Y )Y⊂Z also have remainder pointwise conver-
gence order and pointwise convergence order, respectively, greater than or equal to q+ 1
under theorem assumptions; that is, the claim holds for k + 1. It follows from Theorem 7
that the qth-order McCormick-Taylor model
q
∑
k=0
F(k)(w0Y )
k!
(pq,kf ,Y ,r
q,k,cv
f ,Y ,r
q,k,cc
f ,Y ,R
q,k
f ,Y ) (33)
of the term ∑qk=0
F(k)(w0Y )
k! ( f (y+m(Y ))−w0Y )k in the Taylor expansion (28) has remainder
pointwise convergence of order (at least) q+1.
Next, we consider the remainder term in the Taylor expansion (28), which defines a
family of functions (rF(q+1),Y )Y⊂Z as
rF(q+1),Y (y) =
F (q+1)
(
w0Y +η( f (y+m(Y ))−w0Y )
)
(q+1)! ·
( f (y+m(Y ))−w0Y)q+1 , 0≤ η ≤ 1.
Moreover, we define the schemes of estimators (r,cv
F(q+1),Y
,r
,cc
F(q+1),Y
)Y⊂Z and
(r,L
F(q+1),Y
,r
,U
F(q+1),Y
)Y⊂Z as(
r
,cv
F(q+1),Y
,r
,cc
F(q+1),Y
,
[
r
,L
F(q+1),Y
,r
,U
F(q+1),Y
])
Y⊂Z
=
1
(q+1)!
(
Φ (q+1),cvY (y),Φ
(q+1),cc
Y (y),T
(q+1)
F (T
q
f (Y))
)
·
((
pq,cvf ,Y (y)+ r
q,cv
f ,Y (y), p
q,cc
f ,Y (y)+ r
q,cc
f ,Y (y),T
q
f (Y )
)
−w0Y
)q+1
.
By theorem assumptions, we have for each interval Y ⊂ Z and each y ∈ Y ,
F (q+1)
(
w0Y +η( f (y+m(Y))−w0Y )
) ∈ [Φ (q+1),cvY (y),Φ (q+1),ccY (y)]⊂ T (q+1)F (T qf (Y)) .
Therefore, F (q+1)
(
w0Y +η( f (y+m(Y))−w0Y )
)
, (Φ (q+1),cvY (y),Φ
(q+1),cc
Y (y)), and
T (q+1)Y (T
q
f (Y)) are all bounded by T
(q+1)
F (T
q
f (Z)), an interval that is independent of
Y .
We focus on the term ( f (y+m(Y ))−w0Y )q+1 next. Let (cY )Y⊂Z be the family of func-
tions cY : YC→R, defined as cY (y) = f (y+m(Y ))−w0Y . By Lemma 1, (cY )Y⊂Z has range of
order at least 1. A scheme of estimators (ccvY ,cccY )Y⊂Z and an inclusion function (cLY ,cUY )Y⊂Z
of (cY )Y⊂Z are given by
ccvY (y) = p
q,cv
f ,Y (y)+ r
q,cv
f ,Y (y), c
cc
Y (y) = p
q,cc
f ,Y (y)+ r
q,cc
f ,Y (y), and [c
L
Y ,c
U
Y ] = Tf (Y ).
Since
max
{∣∣∣rq,cvf ,Y (y)∣∣∣ , ∣∣∣rq,ccf ,Y (y)∣∣∣}≤ ∣∣∣r¯qf ,Y (Y)∣∣∣+q(r¯qf ,Y (Y ),H(rq,cvf ,Y ,rq,ccf ,Y )
)
,
with H(rq,cvf ,Y ,rq,ccf ,Y ) : Z → IR the inclusion function associated to the scheme (r
q,cv
f ,Y ,r
q,cc
f ,Y )Y⊂Z ,
and since (rqf ,Y )Y⊂Z has range of order at least q+1 (by Proposition 2) and (rq,cvf ,Y ,rq,ccf ,Y )Y⊂Z
has pointwise, and therefore Hausdorff, convergence of order at q+ 1 (by Lemma 4), it
follows that both (rq,cvf ,Y )Y⊂Z and (r
q,cc
f ,Y )Y⊂Z have ranges of orders at least q+1. Therefore,
since (pq,cvf ,Y )Y⊂Z and (p
q,cc
f ,Y )Y⊂Z have ranges of orders at least 1 (by Lemma 1), (ccvY )Y⊂Z
and (cccY )Y⊂Z themsleves have range of orders at least 1. Similarly, since (p
q,L
f ,Y , p
q,U
f ,Y )Y⊂Z and
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(Rqf ,Y )Y⊂Z have ranges of orders at least 1 and q+1, respectively, it follows that (cLY ,cUY )Y⊂Z
has range of order at least 1.
Let (ckY )Y⊂Z , k = 1, . . . ,q+1, be the family of functions ckY : YC→R defined as ckY (y) =
( f (y+m(Y))−w0Y )k. Define the schemes (ck,cvY ,ck,ccY )Y⊂Z and (ck,LY ,ck,UY )Y⊂Z , k = 1, . . . ,q+
1, by the repeated application of Theorem 2 (see also Remark 2) as
(c1,cvY ,c
1,cc
Y , [c
1,L
Y ,c
1,U
Y ]) = (c
cv
Y ,c
cc
Y , [c
L
Y ,c
U
Y ], (34)
(ck+1,cvY ,c
k+1,cc
Y , [c
k+1,L
Y ,c
k+1,U
Y ]) = (c
cv
Y ,c
cc
Y , [c
L
Y ,c
U
Y ])
· (ck,cvY ,ck,ccY , [ck,LY ,ck,UY ]), for k = 1, . . . ,q. (35)
We show, using finite induction on k = 1, . . . ,q+1, that (ckY )Y⊂Z , (c
k,cv
Y )Y⊂Z , (c
k,cc
Y )Y⊂Z and
(ck,LY ,c
k,U
Y )Y⊂Z all have ranges of orders at least k, and that the schemes (c
k,cv
Y ,c
k,cc
Y )Y⊂Z
and (ck,LY ,c
k,U
Y )Y⊂Z converge to (ckY )Y⊂Z with pointwise convergence order at least k. The
claim holds for k = 1 from previous arguments. Assume now that the claim holds for some
k ≥ 1. Since (cY )Y⊂Z and (ckY )Y⊂Z have ranges of orders at least 1 and k, respectively, it
readily follows that (ck+1Y )Y⊂Z has range of order larger at least k+1. By Lemma 3, for each
interval Y ⊂ Z and each point y ∈ Y , we have∣∣∣ck+1Y (y)− ck+1,cvY (y)∣∣∣
≤
(
w(c¯kY (Y))+q
(
c¯kY (Y),
[
c
k,L
Y ,c
k,U
Y
]))
· (w(c¯Y (Y))+q(c¯Y (Y),[cLY ,cUY ]))
+max
{∣∣∣ck,LY ∣∣∣ , ∣∣∣ck,UY ∣∣∣} ·max{|cY (y)− ccvY (y)| , |cY (y)− cccY (y)|}
+max
{∣∣cLY ∣∣ , ∣∣cUY ∣∣} ·max{∣∣∣ckY (y)− ck,cvY (y)∣∣∣ , ∣∣∣ckY (y)− ck,ccY (y)∣∣∣} ,∣∣∣ck+1Y (y)− ck+1,LY ∣∣∣
≤
(
w(c¯kY (Y))+q
(
c¯kY (Y),
[
c
k,L
Y ,c
k,U
Y
]))
· (w(c¯Y (Y))+q(c¯Y (Y),[cLY ,cUY ]))
+max
{∣∣∣ck,LY ∣∣∣ , ∣∣∣ck,UY ∣∣∣} ·max{∣∣cY (y)− cLY ∣∣ , ∣∣cY (y)− cUY ∣∣}
+max
{∣∣cLY ∣∣ , ∣∣cUY ∣∣} ·max{∣∣∣ckY (y)− ck,LY ∣∣∣ , ∣∣∣ckY (y)− ck,UY ∣∣∣} .
It is not hard to see that all three terms in the right-hand side of these two inequalities are of
order greater than or equal to k+1 in w(Y), and that a similar bound holds for |ck+1Y (y)−
c
k+1,cc
Y (y)| and |ck+1Y (y)− ck+1,UY | on Y . Therefore, the schemes (ck+1,cvY ,ck+1,ccY )Y⊂Z and
(ck+1,LY ,c
k+1,U
Y )Y⊂Z converge to (c
k+1
Y )Y⊂Z with pointwise convergence order at least k +
1, and since (ck+1Y )Y⊂Z has range of order larger at least k + 1, it follows that (c
k,cv
Y )Y⊂Z ,
(ck,ccY )Y⊂Z and (c
k+1,L
Y ,c
k+1,U
Y )Y⊂Z also have ranges of orders at least k+1. The claim thus
holds for k+1 as well.
From the above results, it is clear that (rF(q+1),Y )Y⊂Z has range of order greater than or
equal to q+ 1 on Z, and so do (r,cv
F(q+1),Y
)Y⊂Z , (r
,cc
F(q+1),Y
)Y⊂Z , and (r,LF(q+1),Y ,r
,U
F(q+1),Y
)Y⊂Z .
It then readily follows that the schemes (r,cv
F(q+1),Y
,r
,cc
F(q+1),Y
)Y⊂Z and (r,LF(q+1),Y ,r
,U
F(q+1),Y
)Y⊂Z
themselves have pointwise convergence orders larger than q+ 1. the claim of the theorem
follows by combining this result with the bound on the remainder pointwise convergence
order of (33). ⊓⊔
Convergence Analysis of Taylor Models and McCormick-Taylor Models 31
Corollary 3 (Convergence Rate of Univariate Composition of Taylor Models) Let Z ⊂
R
n and X ⊂ R be two nonempty open sets, and consider the composite function g = F ◦ f ,
where F : X → R and f : Z → R are C q+1 functions, q ≥ 0, such that ¯f (Z) ⊂ X. Let
(pqf ,Y ,R
q
f ,Y )Y⊂Z be a scheme of qth-order Taylor models of f in Z, with remainder point-
wise convergence order γr f ≥ q+ 1 on Z. Let (pqg,Y ,Rqg,Y )Y⊂Z be a scheme of qth-order
McCormick-Taylor models of g in Z defined as in Proposition 8, where the inclusion func-
tions (pq,Lf ,Y , p
q,U
f ,Y )Y⊂Z , (R
q,k
f ,Y )Y⊂Z , for k = 1, . . . ,q, and T (q+1)F are obtained from the recur-
sive application of natural interval extensions, with exact bounding of all intrinsic functions.
Then, (pqg,Y ,R
q
g,Y )Y⊂Z has remainder pointwise convergence of order γr ≥ q+1 on Z.
Proof The result can be shown using the same steps as the proof of Theorem 9, with constant
estimators used in lieu of convex/concave estimators. ⊓⊔
Similar to the product operation in §4.1, it is found that propagating McCormick re-
laxations for the remainder term may not add an extra order of convergence compared to
using natural interval extensions in the composition operation. The next example shows that
the bounds on the remainder convergence orders derived in Theorem 9 and Corollary 3 are
sharp; that is, the remainder convergence order can be as low as q+1 for qth-order Taylor
and McCormick-Taylor models.
Example 3 Consider the (analytic) univariate functions f : R→ R and F : R→ R defined
by f (z)=−z2 and F(x)= exp(x). The analytical expression of a scheme of 2nd-order Taylor
models of F( f (z)) = exp(−z2) is derived first.
A scheme of 2nd-order Taylor models (p2f ,Y ,R2f ,Y )Y⊂Z for f on R is p2f ,Y (y) =
−m(Y )2 − 2m(Y)y− y2, R2f ,Y = 0. Moreover, an interval enclosure of the range of p2f ,Y
is [p2,Lf ,Y , p
2,U
f ,Y ] =−Y 2 = [−max{(yL)2,(yU)2},−mid{yL,yU,0}2], so that T 2f (Y ) =−Y 2.
For every interval Y ⊂ Z, we have w0 =−m(Y)2, and from Proposition 6,
(p2,1f ,Y ,R
2,1
f ,Y ) = (p
2
f ,Y −w0,R2f ,Y )
= (−2m(Y )y− y2,0)
(p2,2f ,Y ,R
2,2
f ,Y ) = (p
2
f ,Y −w0,R2f ,Y ) · (p2f ,Y −w0,R2f ,Y
= (4m(Y )2y2,4m(Y )[Y −m(Y)]3 +[Y −m(Y )]4).
Moreover, an inclusion function T (3)F : W = [wL,wU]→ IR of F (3)(x) = exp(x) is T (3)F (W ) =
exp(W ) = [exp(wL),exp(wU)].
From Proposition 8, a scheme of 2nd-order Taylor models (p2g,Y ,R2g,Y )Y⊂Z of g(z) =
F ◦ f (z) = exp(−z2) is therefore obtained as
p2g,Y (y) = exp(−m(Y )2)
(
1+ p2,1f ,Y (y)+
1
2 p
2,2
f ,Y (y)
)
= exp(−m(Y )2)(1−2m(Y)y+(2m(Y)2−1)y2) ,
R2g,Y = exp(−m(Y )2)
(
R2,1f ,Y +
1
2 R
2,2
f ,Y
)
+ 16 T
(3)
F
(
−m(Y )2 +[0,1](T 2f (Y )+m(Y)2)
)
· (T 2f (Y)+m(Y )2)3
= exp(−m(Y )2)(2m(Y)(Y −m(Y ))3 + 12 (Y −m(Y))4
− 16 exp
(−[0,1](Y 2−m(Y)2))(Y 2−m(Y )2)3) .
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An illustration of the resulting 2nd-order Taylor models on the interval domains Y = [0,1]
and Y = [0.1,0.9] is on the top-left plot in Fig. 2. Similarly, McCormick-Taylor models
obtained from Proposition 9 are shown on the top-right plot for the same interval domains.
These estimators are seen to not yield convex/concave bounds on the function due to the
polynomial part. Moreover, McCormick-Taylor models yield nonsmooth estimators.
The bottom plots in Fig. 2 compare the remainder convergence of qth-order Taylor mod-
els (dotted lines) and qth-order McCormick-Taylor models (solid lines), for q= 1, . . . ,5. The
remainder convergence order is found to be γr = q+1 for all estimators, both in the point-
wise sense (bottom-left plot) and in the Hausdorff metric (bottom-right plot). These obser-
vations confirm that the bounds given in Theorem 9 and Corollary 3 are sharp. Moreover,
they illustrtate the link between remainder pointwise convergence and remainder Hausdorff
convergence, as established in Theorem 6. It is seen from the bottom plots that propagating
McCormick relaxations for the remainder term instead of simple natural interval extension
in a composition operation does not increase the remainder convergence order of the scheme
of estimators, regardless of the expansion order q and of the convergence metric. However,
it does provide tighter bounds, e.g., in the case of expansion orders q = 2 and q = 4.
All the computations that led to these plots were performed with the MC++ library [9],
with a non-validated interval type.
5 Discussions
In this paper, the recently proposed McCormick-Taylor models [31] have been analyzed in
terms of their convergence properties and compared to the more established Taylor models.
In particular, sharp bounds for the convergence order of the remainder terms have been es-
tablished, which extend results from the Taylor model literature as well as from the recent
analysis of convergence properties of McCormick relaxations [8]. These results are summa-
rized in Table 2. Convergence in two metrics have been considered, namely pointwise (max-
imal distance of estimators from original function) and Hausdorff metric (overestimation of
range). Moreover, some refinements to the bounds for McCormick relaxations have been
provided for the convergence order of the McCormick relaxations in the Hausdorff metric.
The new results employ additional assumptions compared to the results in [8], namely the
range order of the estimated function, and thus achieve tighter bounds at certain points; the
results in [8] can be seen as special cases.
McCormick-Taylor models as introduced by [31] build upon Taylor models by adding
convex/concave McCormick relaxations on top of interval bounds for their remainder terms,
while sharing the same polynomial parts. Their implementation is automated in MC++
[9], which is available free of charge for academic use. By construction McCormick-Taylor
models are always at least as tight as their corresponding Taylor models, i.e., the estimate
of their remainder term is no weaker than that of Taylor models for a given width of the
variable host set. Moreover, it has been demonstrated based on the simple examples—e.g.,
Examples 2 and 3—that McCormick-Taylor models can be tighter and can even enjoy a
higher convergence order than their Taylor counterparts. Nonetheless, McCormick-Taylor
models do not yield an increase of the (pointwise or Hausdorff) convergence order of the
remainder term compared to Taylor models in general. More precisely, when a qth-order
Taylor model or McCormick-Taylor model is used, the propagation of convergence order
for summation, product and composition for both techniques is equal to q+1 in the worst
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Fig. 2 Top-left plot: Composition of 2nd-order Taylor model estimators; Top-right plot: Composition of 2nd-
order McCormick-Taylor model estimators; bottom plots: Pointwise (left) and Hausdorff (right) convergence
for orders q = 1, . . . ,5 (solid lines: McCormick-Taylor models; dotted lines: Taylor models).
case, both in the Hausdorff metric and in the pointwise sense; sharpness of these bounds has
also been established in Examples 2 and 3.
The theoretical developments for binary sum g1(z)+ g2(z) and binary product g1(z) ·
g2(z) herein consider that both factors depend on the independent variables z ∈ Y and re-
sults with general validity are given. More specific situations such as g1(zi) + g2(z j) or
g1(zi) ·g2(z j), where zi and z j are particular elements of the vector z, can be encountered in
practice. The resulting Taylor models would have zero coefficients for any monomial term
involving variables other than zi or z j, i.e., their polynomial parts would be sparse. More-
over, tighter estimates on the remainder term could likely be obtained as the variables zi and
z j are independent, possibly leading to better bounds on the convergence orders in some
cases. An extension of the theory to handle these case could be of interest as part of future
work.
From a computational viewpoint, McCormick-Taylor models turn out to be more de-
manding than Taylor models. Given than propagation of McCormick relaxations incurs a
2-3 fold increase over natural interval extensions irrespective of the problem size, the same
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Table 2 Bounds on remainder convergence order of qth-order Taylor and McCormick-Taylor models assum-
ing the factors are C q+1 functions, q≥ 0. The factors are characterized by the remainder convergence order in
the Hausdorff metric βri and/or the remainder pointwise convergence order γri of the corresponding schemes
for i = 1,2, f . The additional subscript T refers to the remainder interval in a McCormick-Taylor model,
to distinguish from the remainder convex/concave estimators. The resulting scheme is characterized by the
remainder convergence order in the Hausdorff metric βr and/or the remainder pointwise convergence order
γr . The expressions for βr and γr are the smallest that are guaranteed. Remainder Hausdorff convergence of
order βr ≥ q+ 1 for a scheme of Taylor or McCormick-Taylor models is equivalent to remainder pointwise
convergence order γr ≥ q+1 for that scheme.
Remainder convergence order of factors Remainder convergence order of operation result
Sum: g(z) = g1(z)+g2(z)
• (Rqgi,Y )Y⊂Z has βri • (pqg,Y ,Rqg,Y )Y⊂Z has βr ≥ min{q+1,βr1 ,βr2 }
• (Rqgi,Y )Y⊂Z has γri • (p
q
g,Y ,R
q
g,Y )Y⊂Z has γr ≥min{γr1 ,γr2}
• (rq,cvgi,Y ,r
q,cc
gi ,Y )Y⊂Z has βri • (pqg,Y ,rq,cvg,Y ,rq,ccg,Y ,Rqg,Y )Y⊂Z has βr ≥ min{q+1,βr1 ,βr2 }
• (rq,cvgi,Y ,r
q,cc
gi ,Y )Y⊂Z has γri • (p
q
g,Y ,r
q,cv
g,Y ,r
q,cc
g,Y ,R
q
g,Y )Y⊂Z has γr ≥ min{γr1 ,γr2}
Product: g(z) = g1(z) ·g2(z)
• (Rqgi,Y )Y⊂Z has βri ≥ q+1 or γri ≥ q+1 • (pqg,Y ,Rqg,Y )Y⊂Z has βr ,γr ≥ q+1
• (rq,cvgi,Y ,r
q,cc
gi ,Y )Y⊂Z has βri ≥ q+1 or γri ≥ q+1 • (pqg,Y ,rq,cvg,Y ,rq,ccg,Y ,Rqg,Y )Y⊂Z has βr ,βT,r ,γr ,γT,r ≥ q+1
(Rqgi,Y )Y⊂Z has βT,ri ≥ q+1 or γT,ri ≥ q+1
Composition: g(z) = F ◦ f (z)
• (Rqf ,Y )Y⊂Z has βr f ≥ q+1 or γr f ≥ q+1 • (pqg,Y ,Rqg,Y )Y⊂Z has βr ,γr ≥ q+1
• (rq,cvf ,Y ,rq,ccf ,Y )Y⊂Z has βr f ≥ q+1 or γr f ≥ q+1 • (pqg,Y ,rq,cvg,Y ,rq,ccg,Y ,Rqg,Y )Y⊂Z has βr ,βT,r ,γr ,γT,r ≥ q+1
(Rqf ,Y )Y⊂Z has βT,r f ≥ q+1 or γT,r f ≥ q+1
holds regarding remainder term propagation in McCormick-Taylor models compared to Tay-
lor models. On the other hand, the symbolic part of Taylor and McCormick-Taylor models
is computed in the exact same way, and this part can even become dominant over the re-
mainder propagation part as the order of the Taylor model increases. In practice, whether
or not such overhead for computing a McCormick-Taylor model is justified, for instance
in a global optimization algorithm, therefore depends on the resulting improvement of the
remainder estimates and is clearly problem dependent. Analyzing this tradeoff is important
but requires a thorough computational study and as such is outside the scope of this paper.
Especially in the context of bounding solution trajectories in ODE problems, several
variants of the ‘standard’ Taylor model have been developed, mainly in an objective to miti-
gate the wrapping effect which leads to rapid bounds explosion. Note first that such variants
are primarily developed for the case of vector functions, i.e., F : Rn → Rm, in which case
the remainder term in a qth-order Taylor model (pqF,Y ,R
q
F,Y ) is an m-dimensional interval
vector, RqF,Y ∈ IRm. A variant was proposed by Lin and Stadtherr [16], where the remainder
term is expressed as an m-dimensional parallelepiped {A · r | r ∈ RqF,Y}, with A ∈ Rm×m a
regular matrix. Whether or not such preconditioning improves tightness is dependent on a
particular choice of the preconditioner A, but the worst-case convergence order q+1 is pre-
served regardless and no order improvement is obtained in general, due to the linear nature
of the preconditioning. Likewise, the remainder term in a McCormick-Taylor model can be
preconditioned in such a way that {A · r | rq,cvF,Y (y) ≤ r ∈ rq,ccF,Y (y)} ⊆ RqF,Y , for all y ∈ YC.
Makino and Berz [21] proposed a more general approach, whereby preconditioning with
another Taylor model is used. The shrink wrapping strategy proposed by the same authors
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[7] provides yet another approach, where the interval remainder of a Taylor model is ab-
sorbed into its polynomial part by modifying the polynomial coefficients. In so doing, the
polynomial may no longer match the truncated Taylor expansion of the estimated function,
therefore the analysis presented in this paper cannot be used to analyze the effect on the
convergence order. Establishing the convergence order of these variants thus falls outside of
the scope of this article and will be considered in future work.
As aforementioned, the focus of this article is on the remainder convergence order. For
Taylor or McCormick-Taylor models to be of practical importance, the polynomial part
of these models has to be estimated. Because computing the exact range of a multivariate
polynomial is NP-hard, one has to resort to some kind of over-approximation, for instance,
using convex/concave relaxations, linear relaxations, or constant relaxations. Considering
the convergence order properties of the relaxations to the polynomial term is outside the
scope of this article and will be considered in future work. Nevertheless, it is interesting to
note a few key points on potential relaxations of these models. One possibility is to employ
McCormick relaxations to estimate these multivariate polynomials. Since polynomials are
smooth factorable functions, the results in [8] directly imply that McCormick relaxations
can achieve a pointwise quadratic convergence order of two, but no larger than that. This
implies a convergence order in the Hausdorff metric of at least two. Another option is to
employ natural interval extensions to estimate the range of the polynomials. In general this
may give convergence order in the Hausdorff metric as low as one, and thus special care
needs to be employed to achieve higher convergence order, e.g., using centered form. An
increase of the convergence order can also be obtained by bounding exactly the first- and
second-order terms in the polynomial part. For example, the range bounder proposed by
[16] considers the first-order and diagonal second-order terms for exact bounding, while the
remaining terms are bounded without special treatment. All these variants are implemented
in MC++.
To demonstrate the practical importance of this discussion, consider Example 7 from [8],
noting that the term z− z2 is based on a standard example from [3]. Fig. 3 shows the con-
vergence in the Hausdorff metric of the estimators for shrinking host set using third-order
Taylor models implemented in MC++ [9]. To obtain the convergence of the Taylor and
McCormick Taylor models (which contain nonconvex functions) brute force optimization
is performed and thus the convergence shown is in some sense the best possible. The Mc-
Cormick relaxations are initially tighter than any of the other relaxations but converge with
only second order. The Taylor model with natural interval extensions for the estimation of
the polynomial and exact bounding of monomial terms up to degree two according to [16]
achieves third-order convergence. In contrast, the Taylor model with exact bounding of the
polynomial range results in tighter bounds and the predicted fourth-order convergence. The
fastest convergence is seen for the McCormick-Taylor models, approximately of fifth order.
The McCormick-Taylor models achieve this high-order convergence for both the approach
by [16] and for exact bounding for the polynomial part. This comparison shows that the
bounds on convergence order given here, while being sharp, are sometimes not exact and
higher convergence order is possible in practice. Such an increase in the convergence or-
der results from term cancellations, as was already observed in Example 2. Moreover, the
McCormick-Taylor models provide the tightest among all methods considered for intervals
contained in [0.2,0.8].
This simple example does not pose a challenge to state-of-the-art optimizers and is il-
lustrative as such. Both Taylor and McCormick-Taylor models using exact range estimation
result in very tight inclusions. It could be argued that for all practical purposes the estimators
have converged for relative interval width in the order of 0.1. However, when embedded in a
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Fig. 3 Convergence in the Hausdorff metric of estimators for f (z) = (z− z2)(log(z)+ exp(−z)), Y ⊂ Z =
[0.15,0.85], s.t. Y = [0.5− 0.35ε ,0.5 + 0.35ε ] in regular and double logarithmic scale. Third-order Taylor
models are used and the best possible bounds are obtained.
factorable program, small errors in one factor can be magnified quickly. Therefore, tightness
and convergence order are very important. On top of this, one would need to consider the
tradeoff between the tightness of the relaxations and their computational expense. All these
considerations motivate the need to perform a thorough computational study using practical
methods to obtain the ranges.
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A On the Importance of Convergence Order for Global Optimization
This appendix discusses the importance of convergence order for global optimization. As far
as convergence in the Hausdorff metric is concerned, results are reported in the literature for
some classes of algorithms. Du and Kearfott [10, 15] analyze the influence of the Hausdorff
convergence order β on spatial branch and bound (B&B). They find that for β < 2, the num-
ber of nodes in a B&B tree may increase dramatically—a problem they name as the cluster
effect; for β = 2, the problem is less severe; and for β > 2, the problem disappears. Ways
to avoid the cluster effect are reviewed in [29], also in connection to constraint satisfaction
problems where the required convergence order is reduced by one.
Experience with practical problems shows that the Hausdorff metric is not the only
sensible metric for global optimization, i.e., it cannot determine the performance of global
optimizers on its own. The benefit of using estimators with a higher pointwise convergence
order is illustrated in Sect. A.1 in the case of constraints. Then, the benefit of using tight
estimators early on, an effect not captured by either convergence orders, is illustrated in
Sect. A.2. On top of this, there is also a tradeoff between estimator tightness and computa-
tional effort, whose effect on the performance of global optimizers is best analyzed with a
computational study on a case-by-case basis.
A.1 Effect of Pointwise Convergence Order
Consider the following simple example:
min
z∈[−1,1]×[0,1]
z21−0.1z2 (36)
s.t. z2 ≤ z21−0.2
whose unique (global) minimum is at z∗1 =
√
0.2,z∗2 = 0. Note that, although local solvers
may fail for this problem, it is not challenging for global solvers. Here, we consider a simple
best-first B&B algorithm. For the upper bounding problem, a simple heuristic is considered,
whereby the objective function is evaluated for z1 equal to the midpoint of the node and z2
such that the constraint is active. For the lower bounding problem, the objective function is
not relaxed since it is convex and the constraint is relaxed using either of two estimators:
1. The concave envelope, which is given by the secant
z2 ≤ z1(zL1 + zU1 )− zL1zU1 .
This estimator is exact in the Hausdorff metric and, as such, its Hausdorff convergence
order β is infinite. On the other hand, the pointwise convergence order is quadratic since
the maximal distance for a given node [zL1 ,zU1 ]× [zL2 ,zU2 ], which is attained at z1 =
zL1+z
U
1
2 ,
is equal to ( z
L
1−zU1
2 )
2 [8].
2. The following constant bound
z2 ≤ max{(zL1)2,(zU1 )2}.
This simple estimator is also exact in the Hausdorff metric. Regarding pointwise con-
vergence, the maximal distance for a given node [zL1 ,zU1 ]× [zL2 ,zU2 ] is given by
max
z
f (z)− f cv(z) =


(zU1 + z
L
1)(z
U
1 − zL1) if zL1 > 0
−(zU1 + zL1)(zU1 − zL1) if zU1 > 0
max{(zU1 )2,(zL1)2} if zL1 < 0 < zU1
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For the former two cases, the first parenthesis is bounded, but independent of the node
width; for the latter case, we have max{(zU1 )2,(zL1)2} ≤ (zU1 −zL1)2. Therefore, the point-
wise convergence order γ is exactly 2 when z1 = 0 and exactly 1 at other points. In
particular, pointwise convergence is linear around the optimum.
Figure 4 shows the results of the B&B procedure. Both estimators result in a moderate num-
ber of open nodes (right plot), however the difference between the two is substantial: the
constant estimator requires approximately 10 . . .20 open nodes, while the convex envelope
estimator approximately 5. More interestingly, the number of required iterations grows sub-
stantially faster for the weaker relaxation (left plot).
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Fig. 4 Branch-and-bound results for Problem (36) using two alternative lower bounding schemes. Left: ab-
solute optimality gap as a function of iteration count. Right: number of open nodes as a function of iteration
count.
These observations confirm that the pointwise convergence order can be of importance
in addition to the convergence order in the Hausdorff metric, at least for constrained opti-
mization problems.
A.2 Effect of Tight Estimators Early on
Consider the following variation of Example 8 in [8]:
min
z∈[−1,1]
−exp((1− z)(1+ z)), (37)
where the bilinear product (1− z)(1+ z) is considered instead of the quadratic term 1− z2
in order to obtain weaker relaxations. The objective function is quasiconvex, with a unique
minimum at z∗ = 0, and therefore finding the global minimum is not challenging for local
solvers. However, for a solver to guarantee global optimality some lower bounding pro-
cedure or exclusion test needs to be performed. As in the previous subsection, a simple
best-first B&B algorithm is applied. Three estimation strategies are compared [8]:
1. αBB relaxations with α calculated only at the root node, the Hausdorff convergence of
which was shown to be quadratic for intervals around z∗;
2. αBB relaxations with α calculated at each node, which were shown to have higher than
quadratic Hausdorff convergence for intervals around z∗;
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3. Natural interval extensions, which yield tighter bounds than those derived from αBB for
large interval, but whose Hausdorff convergence was shown to be no better than linear
for intervals around z∗.
Figure 5 shows the results of the B&B procedure. Consider first the number of iterations
versus the absolute optimality gap (left plot). Comparing the natural interval extensions with
the crude implementation of αBB—i.e. with α calculated only at root node—it is evident
that the natural interval extensions can more quickly reduce the optimality gap ε to values
around 0.1, but then take significantly longer to reduce it to values close to zero. The latter
behavior is captured by the linear vs. quadratic convergence order in the Hausdorff metric,
but the former is not. In other words, depending on the value selected for the termination
criterion, one or the other method may be advantageous. A similar result holds for the more
elaborate version of the αBB relaxations, in which α is recalculated at each B&B node.
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Fig. 5 Branch-and-bound results for Problem (37) using three alternative lower bounding schemes. Left:
absolute optimality gap as a function of iteration count. Right: number of open nodes as a function of iteration
count.
Consider now the number of open nodes versus the optimality gap (right plot). The αBB
relaxations with recalculation of α maintain the number of nodes at a small level. For natural
interval extensions, the number of nodes remains small (< 10) up to an optimality gap of
ε ≈ 1 and then grows dramatically, in accordance with the theory on convergence order. For
αBB with fixed α , the number of open nodes quickly increases to around 20 (for optimality
gap ε > 1.6), and then remains at similar level up to a very small optimality gap. Since this
occurs when the nodes have large width, convergence order arguments cannot capture this
behavior.
