Abstract-We measured the effect of phase coherence on the detectability of a chain of Gabor patches. The stimuli were elongated patterns consisting of 1-8 vertical Gabor patches, aligned vertically and either in phase or 180 deg out of phase from their immediate neighbors. In the fovea, the phase configuration had no effect on detection threshold, suggesting a full-wave rectification operation mediating foveal spatial summation. At 5 deg in the periphery, detection thresholds for the in-phase configuration were lower than those for the alternating-phase configuration, to an extent compatible with a half-wave rectification operation mediating peripheral spatial summation.
INTRODUCTION
Most current models of spatial vision mechanisms (e.g. Klein and Levi, 1985; Watt and Morgan, 1985; De Valois and De Valois, 1988; Sperling, 1989; Wilson et al., 1990; Watson and Solomon, 1997; Chen et al., 1997) assume that the first stage of visual information processing contains localized linear filters whose spatial sensitivity profile resembles those of simple cells in the striate cortex Wiesel, 1962, 1968; De Angelis et al., 1993) . Each linear filter analyzes a small portion of the whole visual field which, by analogy to the receptive fields of neurons, is called the perceptive field (Spillmann et al., 1987) . However, recent studies show that localized linear filters are inadequate to account for the performance on tasks such as texture discrimination (Sperling, 1989; Graham et al., 1992; Wilson and Richards, 1992) , contour integration (Field et al., 1993) , and lateral pattern masking (Polat and Sagi, 1993) . It has been suggested that the visual system contains second-order mechanisms that can integrate the outputs of the localized linear filters (Adelson and Bergen, 1985; Watt and Morgan, 1985; Sperling, 1989; *To whom all correspondence should be addressed. Richards, 1992; Graham et al., 1992; Morgan and Tyler, 1995) . Usually, the outputs of the first-order mechanisms are manipulated by a nonlinear transform before they feed into the second-order mechanisms.
Most reported experiments on second-order mechanisms focus on the study of 'complicated' or 'higher level' discrimination tasks. Detecting periodic patterns is a task that might be expected to be governed by the first-order mechanisms. We here report an experiment showing that the localized linear filters or the firstorder mechanisms alone cannot even explain a phenomenon as simple as detecting elongated periodic patterns. We show that a nonlinear transform is required before the pattern detector sums information across space. The evidence further suggests that this nonlinear transform is different in the fovea and in the periphery.
Our approach is to measure how the detection threshold of a pattern stimulus changes with its spatial extent. Previous studies have shown that the detection threshold for a periodic pattern first decreases steeply as the spatial extent (usually defined as number of cycles) of that pattern increases to a critical extent and then little, if any, threshold decrement is observed as the spatial extent of the pattern further increases (Hoekstra et ail., 1974; Howell and Hess, 1978; Robson and Graham, 1981; Quinn and Lehmkuhle, 1983; Tootle and Berkley, 1983; Makela et al., 1994) . This threshold reduction effect has been interpreted to reflect the finite spatial extent of the first-order linear filters.
The response of a linear filter to a pattern is the inner product of the sensitivity profile of that filter and the intensity profile of the pattern. That is where R j is the response of filter j to pattern k, is the sensitivity profile of filter j and Ik is the intensity profile of pattern k. The linear filter sums information from everywhere within its perceptive field. Suppose a pattern matches the linear filter in spatial frequency, orientation and phase. For such a pattern lying within the perceptive field of the filter, the greater the spatial extent of this pattern, the more spatial summation occurs within the linear filter and in turn the greater is the sensitivity. Thus, the threshold decreases proportionately with the increment of the spatial extent of the pattern within the range of the filters (a slope of -Ion log-log coordinates). On the other hand, since a linear filter with finite spatial extent cannot respond to patterns outside its perceptive field, the part of the pattern lying outside the perceptive field makes no contribution to its response. Once the spatial extent of the pattern matches that of the linear filter, further extending the pattern adds little to the filter response. Therefore, virtually no more threshold reduction occurs when the pattern extends further than a critical amount.
This critical size, under the linear filter assumption, provides a chance to measure the spatial extent of the filters psychophysically.
Researchers have used this idea not only to measure the size of linear filters but also try to determine their shape. For instance, Polat and Tyler (1997) measured how detection threshold for a Gabor pattern changed with the elongation of the Gaussian envelope.
They found that the detection threshold decreased substantially when the Gaussian envelope was elongated parallel to the bars but not when the envelope extended orthogonal to the bars. Polat and Tyler inferred that the shape of the perceptive fields of pattern detectors are elongated with about a 6-to-1 length to width ratio.
However, this type of study has a theoretical drawback. There are two different spatial summation processes that can occur during a detection task.
First, as discussed above, if a pattern is smaller than the perceptive field of a filter, spatial summation occurs within the filter. Second, if a pattern stimulates more than one filter, the visual system may combine information from many relevant filters for detection. If the system combined information linearly from different filters within a finite region, the perceptive field of this combination would be indistinguishable from the perceptive field of a larger linear filter. Thus, it is impossible to determine if the detectability of a uniform pattern is based on the response of one large linear filter or on a linear summation of responses of multiple smaller linear filters. For instance, Polat and Tyler (1997) pointed out that instead of elongated pattern detectors, their data can also be interpreted as a linear combination of several collinear circular filters. A nonlinear combination of linear filters will respond differently from a large linear filter to certain phase relations among the patterns, but this difference will not occur if the pattern detector combines information from local linear filters nonlinearly, i.e. the pattern detectors are second-order filters. To test this hypothesis, we alternated the phase of the pattern locally and observed how threshold changed with the spatial extent of the pattern. In most models of spatial vision, secondorder mechanisms, analogous to the complex cells in visual cortex, are phaseinsensitive. Thus, if the pattern detection is mediated by second-order mechanisms, the threshold should not be affected by changes in local phase among the micropatterns.
METHODS

Equipment
The stimuli were presented on a SONY CPD-1425 monitor driven by a Radius PrecisionColor graphic board. A Macintosh Quadra Pro computer controlled the graphic board. The resolution of the monitor was 640 horizontal by 480 vertical pixels. At the viewing distance we used (128 cm), there were 60 pixels per degree. The viewing field was then 10.7 deg (H) by 8 deg (V). The refresh rate of the monitor was 60 Hz. We used the LightMouse photometer (Tyler, 1997) to measure the input-output intensity function of the monitor. This information allowed us to compute linear lookup table settings. The mean luminance of the monitor was set at 26 cd / m2 . The experimental control software was written in MATLAB (MathWorks Inc., 1993) using the Psychophysics Toolbox (Brainard, 1997) , which provides high level access to the C-language VideoToolbox (Pelli, 1997) .
Stimuli
Each stimulus contained a chain of I to 8 vertical Gabor patches aligned vertically.
Examples of the stimuli are shown in Fig. 1 . Each Gabor patch is defined by where C is the contrast, f is the spatial frequency, and is the phase of the cosinusoidal modulation, u is the horizontal distance and v is the vertical distance from the center of the Gabor patch to the fixation point, and a is the scale parameter of the Gaussian envelope. In our experiment, the spatial frequency of the Gabor patches was 4 cycles per degree and the scale parameter was 0.0721 deg providing a modulation packet one cycle in width at half-amplitude, which is luminance balanced within 1 %. The phase of a Gabor patch was either 0 deg or 180 deg relative to the center of the stimulus.
The distance between the centers of two neighboring Gabor patches was 6a. That is, for the Gabor patch with a = 0.0721 deg, the distance was 0.44 deg. The string of Gabors was always centered at the same point, meaning that there was a patch at the center of the string for odd numbers and a gap at the center for even numbers. For a stimulus containing an odd number of Gabor patches, the vertical distance from the center of each patch to the fixation point is defined as v = 1:(k -I)a, k = 1, 3,..., n from the most central to the most peripheral Gabor patches and n is Figure 1 . Samples of the in-phase and alternating-phase stimuli used in the experiments.
the number of patches. For a stimulus containing an even number of Gabor patches, v = 1)Q, k = 2, 4, ... , n from the most central to the most peripheral patches. There were two phase configurations.
In the in-phase configuration, all the Gabor patches were in phase with the center of the global stimulus.
In the alternatingphase configuration, the phase of each patch was 180-degree out of phase from its immediate neighbors. The threshold for each stimulus was measured under two viewing conditions. In the foveal viewing condition, the fixation point was at the center of the monitor, i.e. parameter u in equation (1) was set to zero.
In the peripheral viewing condition, the fixation was placed 5 deg horizontally to the left of the center of the screen.
Thus, with respect to the fixation point, parameter u was set to -5 deg.
There is concern about the possible influence of the cortical magnification factor on our peripheral results obtained with the same stimuli as in the fovea . For a comparison, we also used cortically scaled stimuli in the periphery.
The scaled stimuli had all dimensions expanded by 3-fold from the unscaled stimuli.
That is, the 3-fold scaled Gabor patches had a spatial frequency 1.33 cycle per degree and a scale parameter 0.2163 deg. The distance between two Gabor patches remained at 60 and thus increased by 3-fold to 1.2978 deg. In addition, we used patches scaled by 7-fold in size and in separation. The 7-fold patch had a spatial frequency of 0.57 cycle per degree and a scale parameter of 0.5257 deg. The distance between two neighboring patches became 3.1542 deg.
Procedure
Detection thresholds were measured with a temporal two-alternative forced-choice (2AFC) paradigm where a target pattern was flashed for 100 ms randomly in one of the two intervals while the other showed only a uniform background at the mean luminance of the pattern. An 800 ms blank period separated the two intervals and a blank period of at least 1200 ms separated successive 2AFC trials. There were 40 trials in each threshold measurement. The placement of target contrast in each trial and the estimated threshold in each measurement were determined by the QUEST adaptive procedure (Watson and Pelli, 1983) . The thresholds were measured at 91 % correct level. The reported threshold of each target pattern was based on the average of 4 to 6 measurements.
There were three observers. CCC is an author of this article. JW and NCF were paid observers naive to the purpose of the experiment.
All observers had a corrected to normal visual acuity and were experienced in psychophysical experi ments. The solid and dashed curves are the full-wave rectification model as fitted to the data for discussion later in the paper.
The detection thresholds for both in-phase and alternating-phase patterns are not significantly different for any number of Gabor patches. This suggests that phase has no effect on the detection of elongated patterns in the fovea. Detection threshold decreases substantially (3-4.6 dB) as the number of Gabor patches n increases from 1 to 2. Much less threshold reduction occurs as n increases from 2 to 3 and almost no further threshold reduction occurs as the number of Gabor patches is further increased. Note that the elongation of 6 : 1 found by Polat and Tyler (1997) would predict summation of a string of three Gabor patches. to (c) show data for three observers. In each panel, the closed circles denote the in-phase configuration while the open circles denote the alternating-phase configuration. The solid and broken curves are fullwave rectification model fits to in-phase and alternating data respectively. The y-axis is the detection threshold in dB. The x-axis is the number of Gabor patches. We also put the visual angle on the x-axis for comparison. The visual angle is measured as the distance from the 3a on one side of the Gabor patch to the 3a on the other. The model fits to the two data sets are indistinguishable in this figure. The bold dotted curves are the best linear model fits to the alternating-phase condition. The error bars are the standard error of each set of measurements.
Data from one observer (NCF) do show a visible difference between the inphase and alternating-phase configurations (Fig. 2c) . We tried to fit two sets of data with different parameters in the model.
The sum of squared error did improve with the number of parameters but not significantly (F(l, 9) = 5.3513, p = 0.046 > 0.01). A t-test on the difference of thresholds at the greatest spatial extent of the stimuli (containing eight Gabor patches each) also showed no statistically significant difference (t (6) = 2.1896, p = 0.036 > 0.01 ).
Figure 2. (Continued).
The bold dotted curve shows the linear filter prediction to the alternating phase data based on the fit of the optimal size for the in-phase condition.
Even if we further optimize the location of the filter for best fit to the alternating-phase data, the linear prediction still shows a dramatic mismatch for the alternating phase condition. Details of the derivation of linear filter response are given in the Appendix.
Peripheral ,summation
The phase effect on spatial summation in the periphery is very different from that in the fovea. Figure 3 shows the detection threshold for unscaled test patterns at the 5 deg peripheral location. The closed circles denote the in-phase configuration while the open circles denote the alternating-phase configuration.
The model curve will be discussed later in the next section.
Threshold for the in-phase configuration dropped rapidly by 6-9 dB (about a factor of two to three increase in sensitivity) as the number of Gabor patches increased from 1 to 4 while, in the same range, the threshold for the alternatingphase configuration dropped only about 3 dB. Thus, there was more spatial summation for the in-phase than for the alternating-phase configuration. Even more interesting is that, for n larger than 2, the threshold for an alternating-phase pattern with 2 -n Gabor patches was about the same as the threshold for an in-phase pattern with n Gabor patches. In terms of the linear/nonlinear filter hypotheses commonly Figure 3 . Detection thresholds at 5 deg in the periphery as a function of the number of Gabor patches, unscaled for eccentricity. Panels (a) to (c) show data for three observers. In each panel, the closed circles denote the in-phase configuration while the open circles denote the alternating-phase configuration. The solid and broken curves are half-wave rectification model fits to the in-phase and alternating-phase data, respectively. used in vision, this result suggests that a half-wave rectification operation on linearfilter responses is involved in spatial summation and pattern detection. Figure 4 shows the data for stimuli scaled up by a factor of three at the same location in the periphery to match the cortical scaling factor for pattern detection .
The pattern of results is not very different from that for the unscaled stimuli except the overall sensitivity increases by a factor of about 5 (14 dB), bringing it up to and beyond the level of foveal sensitivity. Even at this size, summation still extends over 2-4 micropattern separations and the difference between phase conditions becomes larger rather than smaller. Thus, the cortical magnification factor does not explain the distinct difference in phase effects in the foveal and in the peripheral regions. Figure 4 . Detection thresholds at 5 deg eccentricity as in Fig. 3 but with 3-fold eccentricity scaled stimuli. Observer NCF was not available for this condition.
Although a cortical magnification factor of 3 at 5 deg eccentricity is appropriate for Gabor pattern detection , studies using Vernier acuity tasks showed a greater cortical magnification factor -in some estimations, the magnification factor can be up to 7 (Beard et al., 1997) . The difference in the cortical magnification factors may result in a dispute of which scaling factor we should use when we move the stimuli from fovea to 5 deg at the periphery. Although estimating the correct cortical magnification factor is not a purpose of this paper, we nevertheless ran a control experiment to show that the difference in the scaling factors has no effect on the conclusions we want to draw about the difference in detecting in-phase and alternating-phase configurations. We enlarged the unscaled pattern by 7-fold in all dimensions, presented at the same 5 deg peripheral location. Due to the size of the stimuli, this experiment was done on a different host machine (Apple PowerPC 8100) with a bigger monitor (NEC XE 17) than the system we used for the main experiments. Accompanying the hardware change, the thresholds were measured with the PSI adaptive procedure (Kontsevich and Tyler, in press) at the 75% performance level rather than at 91 % level in the main experiments.
The difference in the percentage of correct level reflects the optimal operational level of the two adaptive methods. Figure 5 shows the data of observer CCC for stimuli scaled up by a factor of seven. The pattern of results is again similar to those for the unscaled and 3-fold enlarged stimuli in Figs 3a and 4a except the thresholds are much lower than in the fovea.
Thus, the cortical magnification factor does not explain the distinct difference in Figure 5 . Detection thresholds at 5 deg eccentricity as in Fig. 3 but with 7-fold eccentricity scaled stimuli.
phase effects in the foveal and in the peripheral regions. The choice of cortical magnification factor does not seem to be an important issue in our experiment.
MODELS
The data show that pattern detection behavior in the fovea is very different from that at 5 deg in the periphery. The phase configuration of the stimuli has no significant effect on pattern detection in the fovea. This suggests that the visual system uses an operation such as full-wave rectification to discard the phase polarity information in the stimulus. Figure 6 shows a model that implements this operation and quantitatively accounts for the threshold reduction as the number of Gabor patches increases. The input stimulus is first processed by a series of localized linear filters, but there is no direct output from these filters to the perceptual decision stage. For convenience of computation, we set the size, location, spatial frequency, and orientation of the linear filters commensurate with the Gabor patches. At each location, there are two such linear filters each with opposite phase from the other. The response of each linear filter is defined by equation (1). For the Gabor patches we use (see equation (2)), the response of each filter can be obtained by substituting I (x, y) in equation (1) by equation (2) and can be simplified as where C is the contrast of the Gabor patch and Se is the inner product of the Gabor function and the sensitivity profile of the linear filter. The value of Se is a constant for all filters and its sign is determined by the phase of the linear filter. We define Se to be positive for in-phase filters and negative for 180-degree out-of-phase filters. Se thus represents the sensitivity to a stimulus patch. The response of each linear filter is half-wave rectified and feeds to the same summation mechanism.
The combination of two half-wave rectified linear filter responses is equivalent to a full-wave rectified linear filter output. The reason for separating the two half-wave rectified linear filter banks is to be consistent with the results from phase discrimination studies (Atkinson and Campbell, 1974; Nachmias and Weber, 1975; Lawden, 1983) and phase effects on pattern masking (Bowen, 1995; Foley and Chen, in press ). The summation mechanism has a summation field defined by a Gaussian function. The response of each linear filter is weighted by this Gaussian function. This is, where wi is the weight applying to the i -th linear filter, di is the distance from the center of the i-th filter to the center of the summation field and cr is the scale parameter of the Gaussian function. The decision variable D is the weighted sum of rectified linear filter responses. That is,
The fit of the model is shown in Fig. 2 . The root of the mean squared error (RMSE) of the model fit was between 0.59 and 0.81 dB for the three observers, not significantly greater than the standard error of measurement (0.57 to 0.75 dB). The values of the parameters are shown in Table 1 . The scale parameter of the Gaussian summation field cr was about 0.26 deg to 0.32 deg corresponding to half-height length of 2.44 to 3.0 cycles. These values are slightly lower than these reported by Polat and Tyler ( 1997) .
The detection behavior at 5 deg in the periphery is qualitatively different from that in the fovea. The difference in magnitudes of threshold reduction for in-phase and alternating-phase configurations suggests a half-wave rectification operation. To account for this data set, we make a simple modification on the full-wave rectification model discussed above. This model is shown in Fig. 7 . Instead of feeding the rectified response into the same summation mechanisms, linear filters with different phase preferences feed into separate summation mechanisms. To constrain the number of free parameters, we assume these two summation Table 1 .
The resulting model fits to the combined data set in foveal viewing conditions. The parameter S? is the contrast sensitivity defined in equation (3) and a is the scale parameter of the summation field defined in equation (4). RMSE indicates the goodness-of-fit. We also show o as the half-height width of the Gaussian summation field in cycles of the Gabor stimulus for the purpose of comparison mechanisms occupy the same location and have the same spatial extent. The receptive field of this summation mechanism is defined by a Gaussian function. The output of j-th summation field, is the weighted sum of half-wave rectified linear filter outputs as defined by equations (4) The resulting model fits to combined data set in peripheral viewing conditions. The parameter Se is the contrast sensitivity defined in equation (3) and s is the scale parameter of the summation field defined in equation (4). RMSE indicates the goodness-of-fit. We also show cr as the half-height width of the Gaussian summation field in cycles of the Gabor stimulus for the purpose of comparison for the NCF data set is as high as 1.35 dB while the standard error of measurement is 0.62 dB. However, his data also shows more irregularity than the other observers. The values of the parameters are shown in Table 2 . The scale parameter 0' increases by 70-300%, indication that peripheral length summation is more extensive than in the fovea.
DISCUSSION
No linear filter can account for the pattern of the data across phase conditions. We have shown above (Fig. 2) that the linear filters that account for in-phase data cannot explain the alternating-phase data. There is another possibility, that the threshold reduction for alternating-phase configuration reflects off-orientation looking with linear filters. The notion is that an alternating-phase stimulus looks somewhat like a checkerboard.
A two-dimensional Fourier transform shows that there is contrast energy peaking at 29 deg off the vertical axis in the power spectrum. Thus, it is possible that a tilted linear filter rather than a vertical one could mediate the detection of an alternating-phase stimulus and that the threshold reduction for the alternating-phase configuration only reflects the spatial summation in this tilted filter. We approached this problem by computing how much improvement we could get by tilting the linear filters. We optimized the orientation, spatial frequency, and phase of the filter for detecting each individual alternating-phase stimulus. The size of the isotropic filter was determined by the best fit to in-phase data. We found that the tilted filter could improve the threshold by 2.14 dB as the number of Gabor patches increased from 1 to 2 while our alternating-phase results gave 3 to 4.6 dB improvement. Thus, quantitatively, off-orientation looking cannot be the decisive factor in our results. Figure 2 shows that spatial summation for detection of elongated stimuli in the fovea is insensitive to phase. Field et al. (1993) and Hess and Dakin (1997) reported a similar phase insensitivity in their suprathreshold contour integration paradigm. In contour integration experiments, the task of an observer is to extract a contour consisting of several suprathreshold Gabor micro-patterns among otherwise randomly scattered and oriented micro-patterns. The phase relationship among micro-patterns in a contour did not substantially affect on the ability of an observer to integrate suprathreshold patterns across different spatial locations. In a different paradigm, Dresp and Grossberg (1997) observed the effect of a subthreshold thin line on illusory contours and showed that any luminance polarity of the thin line could equally enhance the illusory contour induced by inducing lines in any luminance polarity. These converging lines of evidence indicate that there must be phase-insensitive spatial summation mechanisms in our visual system. The present data show that such phase-insensitive mechanisms operate all the way down to detection threshold in the fovea.
We also show that there is a qualitative difference between foveal and peripheral vision in processing phase information.
This result is also consistent with earlier reports with other paradigms (Rentschler and Treutwein, 1985; Banks, 1987, 1991; Hess and Pointer, 1987; Stephenson et al., 1991; Hess and Dakin, 1997) . For example, Hess and Dakin (1997) reported that in the periphery their observers had a much greater difficulty in a contour integration task in extracting a contour that contained elements alternating in phase than one that contained only in-phase elements. They did not observe the same effect in the fovea. Thus, it is more difficult for the spatial summation mechanisms in the peripheral to integrate information across different phases.
It may seem paradoxical that our summation results show phase insensitivity in the fovea while phase discrimination in the fovea is better than that in the periphery (Rentschler and Treutwein, 1985; Banks, 1987, 1991; Hess and Pointer, 1987; Stephenson et al., 1991) . However, as shown above, the phase insensitivity of spatial summation occurs when a summation mechanism pools responses from linear filters with different phase preferences. As a result, the local phase information is lost. This loss of local phase information in secondorder mechanisms has been reported in texture discrimination studies (Caelli and Bevan, 1982) . On the other hand, phase discrimination thresholds are measured by comparing two patterns with different phase compositions that result different responses in one or more filters. The phase preference and phase tuning of the linear filters determine phase discrimination. Thus, to perform a phase discrimination task, the visual system must be able to read the outputs from each individual linear filter (Tyler and Gorea, 1986) . This requires a different decision mechanism than the one proposed in this article. Since this phase discrimination task requires local read-out mechanisms and different perceptual decision mechanisms from pattern summation, the implication of this local read-out is that the phase discrimination involved no spatial summation and would be predicted to be invariant with the size of the stimuli.
APPENDIX: DERIVING THE BEST LINEAR PREDICTIONS ON ALTERNATING-PHASE DATA
Assume that the best linear filter that accounts for our data has a Gabor sensitivity profile with width, orientation and spatial frequency matching the individual Gabor patches. This linear filter differs from the Gabor patches only in length and location. The length of the linear filter is specified by the scale parameter (standard deviation) of the Gaussian envelope. Since the same linear filter has to be able to account for both the in-phase and alternating-phase data, its scale parameter can be determined by the best fit to the in-phase data. Suppose the center of a Gabor patch is shifted away from the center of the linear filter by u degree. The response of the linear filter to this Gabor patch is ' 2 L R = a exp (y exp y 2 dy R = a .
f ( exp ) - where a and b are constants, and crp and af are scale parameters for the Gabor patch and the filter respectively. The response of the linear filter to a two-Gabor patch stimulus is the response to the in-phase pattern summed with a negative, shifted pattern for the 180-degree out-of-phase element.
The optimal distance between the linear filter and the Gabor patches can be found by taking the derivative of equation (A2). The maximum response of the linear filter can be found by inserting the optimal distance back in to equation (A2). The threshold is 1 /response. Similar computations can be made for stimulus with more than two Gabor patches.
