Wind energy is becoming a top contributor to the renewable energy mix, which raises potential reliability issues for the grid due to the fluctuating nature of its source. To achieve adequate reserve commitment and to promote market participation, it is necessary to provide models that can capture daily patterns in wind power production. This paper presents a cyclic inhomogeneous Markov process, which is based on a three-dimensional statespace (wind power, speed and direction). Each time-dependent transition probability is expressed as a Bernstein polynomial. The model parameters are estimated by solving a constrained optimization problem: The objective function combines two maximum likelihood estimators, one to ensure that the Markov process long-term behavior reproduces the data accurately and another to capture daily fluctuations. A convex formulation for the overall optimization problem is presented and its applicability demonstrated through the analysis of a case-study. The proposed model is capable of reproducing the diurnal patterns of a three-year dataset collected from a wind turbine located in a mountainous region in Portugal. In addition, it is shown how to compute persistence statistics directly from the Markov process transition matrices. Based on the case-study, the power production persistence through the daily cycle is analysed and discussed.
A discrete finite Markov process {X t ∈ S, t ≥ 0} is a stochastic process 149 on a discrete finite state space S = {s 0 , s 1 , ..., s n }, n ∈ N, whose future 150 evolution depends only on its current state [9] . This Markov property is 151 expressed mathematically by 152 P r{X t+1 = s j | X t = s i ∧ X l ∈ S ∀l = 0, ..., t − 1} = P r{X t+1 = s j | X t = s i }.
153
P r{X t+1 = s j | X t = s i } describes the probability of the Markov process 154 moving to state s j at time step t + 1 given that it is in state s i and is called 155 the t-th step transition probability, denoted as p i,j (t). Thus, for each time
156
step t the Markov process has an associated transition probability matrix 157 P t , a n by n matrix with entries [P t ] i,j = p i,j (t) for all i, j ∈ {0, . . . , n}.
158
Each P t satisfies the following properties: p i,j (t) ≥ 0 and j p i,j (t) = 1 159 ∀i, j ∈ {0, . . . , n}, ∀t. A Markov process is called cyclic with period T ∈ N,
160
if T is the smallest number, such that p i,j (mT + r) = p i,j (r) for all m in 161 N, 0 ≤ r < T [18] . Thus, a cyclic Markov process is described by T transi-162 tion matrices P r , r = 0, ..., T − 1. The remainder of time step t modulo T
163
will be denoted as r t and thus r t = r t+mT ∀t, m ∈ N.
164
If the transition probabilities are time-independent, i.e. p i,j (t) = p i,j , the 165 process is called a (time-homogeneous) Markov chain and its probability ma-166 trix P ∈ R n+1×n+1 is given by [P ] i,j = p i,j . By analogy to the time-dependent 167 case it holds that p i,j ≥ 0 and j p i,j = 1 ∀i, j ∈ {0, . . . , n}. The probability of reaching a state s j from a state s i in l time steps is given 172 by P l (i, j), i.e. the l-th power of the transition matrix P . If a state s j can be reached from a state s i in a finite number of time steps and vice versa, i.e. if it is possible to reach every state from any other state in a finite number 178 of time steps, the corresponding transition matrix P is called irreducible. 
Cyclic time-variant Markov process
A cyclic Markov process with period T is described by T transition ma-181 trices P r , one for each time of the day r = 0, ..., T − 1. The probability of the 182 process reaching state s j from state s i in l time steps at time t = 0 is given as
For an arbitrary time-step 184 t, the formula must be multiplied from the left with the term P rt · . . . · P T −1 .
185
Thus, the Markov process is irreducible, if the matrix If a Markov chain is irreducible and aperiodic then the long-term statistics of a Markov chain are described by the stationary probability distribution: π = lim t→∞ α 0 P t . The distribution is independent of the initial distribution α 0 and satisfies the balance equation π = πP . By the Perron-Frobenius theorem it can be computed as the normalized eigenvector corresponding to the eigenvalue 1 of the transition matrix [17] . In the case of the cyclic time-inhomogeneous Markov process there is also a stationary distribution π r , for all r < T . It can be interpreted as the limiting distribution of the Markov process considering only the datapoints sampled at time of the day r. If the matrix P is irreducible, i.e. if ∃π * , such that π * = lim t→∞ α 0 · P t and the process is aperiodic, the stationary distribution π r exists and is given by π * · P 0 · . . . · P r−1 , since it satisfies the balance equation 1: into the following block structure:
where the first and last block of rows and columns correspond to the remains in the subset A once it is entered, is given by:
where π A is the stationary probability distribution of the states in subset
206
A and 1 A is the unit column vector of size (n − ν + 1) × 1 [1] . 
The probability of τ r to be equal to l is given as:
with
where π r (j) is the long term probability of occurrence (stationary proba-220 bility) of state j at time of the day r; also note that π t (j) = π r (j) for t = mr, Thus, equation 2 can be rewritten as:
The expected value of persistence at time r can then be derived as:
Making use of the cyclicity of the Markov process, this can be expressed 229 as:
It can be seen that the sum converges after splitting it into T partial time r can be approximated to an arbitrary degree of accuracy by defining
and successively adding f l , l = 0, 1, ..., L until the difference between two consecutive sums is smaller than , i.e. until | f L |< . The common approach to estimate the Markov chain transition matrix
242
P is through the optimization of a constrained maximum likelihood func-243 tion, which describes the realization probability of a given dataset [2]. For
and i 0 , ..., i M ∈ {0, ..., n}, its probability can be computed as P r{X 0 = 246
set of observed state transitions S, it is possible to estimate P by maximizing 248 the likelihood
where a transition is described by an ordered pair (i, j) indicating the ori- 
The constraints ensure non-negativity of the transition probabilities and that 257 they sum up to 1 for each row of the transition matrix. Bernstein polynomials are non-negative, which simplifies probability model- 
with µ = 0, ..., k and k µ the binomial coefficient. Thus, the transition 288 probabilities p i,j (z) are described by 
302
It can be computed as follows:
This second term is the maximum likelihood estimator for the daily av-304 erage probability and its addition to the objective function increases the 305 consistency of the long-term behavior of the Markov process with the data.
306
Therefore, the overall objective function OF 2 is given by:
and minimization is performed with respect to the coefficients β The transition probability functions are modeled using Bernstein polyno- delta. The second constraint is added to ensure C 1 -continuity, i.e. dp i,j dz (0) = 331 dp i,j dz
(1). The first derivative of a Bernstein basis polynomial can be written 332 as a combination of two polynomials of lower degree:
Thus, the first derivative of a transition probability p i,j (z) is given by:
Hence, using b µ,k (0) = δ µ,0 and b µ,k (1) = δ µ,k as well as the first constraint
k ∀i, j = 0, ..., n, the constraint dp i,j dz (0) = dp i,j dz 
Non-negative transition probabilities are bounded by 1
344
The most straightforward way to implement this constraint is to add two 345 inequalities for each time of the day and each transition probability p i,j , i.e.
However, this constraint significantly increases the problem size, since it 347 requires 2 · T · n 2 inequalities. An alternative constraint can be formulated by 348 using the convex hull property of the Bernstein polynomials. This constraint 349 makes the overall optimization problem size smaller, but is more restrictive. 
Since constraint 6 is a sufficient but not necessary condition for con- k . This can be performed 367 efficiently using de Casteljau algorithm, which in matrix form is given as: . . . 
where ⊗ denotes the Kronecker product. The overall optimization problem to be solved for the estimation of the 381 transition probability coefficients β i,j µ can be written as:
where w is the number of subdivisions and k is the order of the Bern- original data. The optimization is performed with respect to several con-387 straints: constraints (10) and (11) ensure C 0 -and C 1 -continuity at z = 0.
388
The row-stochasticity of the transition matrix is ensured by constraint (12).
389
The last two constraints (13) and (14) • and 300
• .
429
The data space is discretized unevenly to get a good resolution of the high-
430
slope region of the power curve. In a previous work [13] 
463
The extra transitions must be considered to happen at an unknown time of to directly control its influence. In this work it is fixed to 0.05. Thus, the 470 following term is added to the objective function:
Although the use of the extra transition set does not ensure the time- it from the current state s i is bigger than , i.e. such that P cum rt (i, new) ≥ .
483
Based on this discrete state sequence, a real value for the wind power/speed/direction 484 variables is generated by sampling each state partition uniformly. 
100
• and 300
• . Moreover, they occur at specific times of the day; between 5 493 and 10am, the wind typically blows from the 100
• direction, the rest of the 494 day from 300
495
To assess whether these two dominant directions might be due to sum-The histogram analysis shows that both, summer and winter subset, have the 499 same two dominant directions (figures not shown). Thus, it was concluded 500 that the time-dependent pattern is not induced by this seasonality. of the Jensen-Shannon divergence d js , which, for two discrete probability 523 distributions q 1 and q 2 is defined as:
Comparing the models using the objective function value (figure 3 top 
