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We consider the self-adjoint differential equation 
(a*(x) u”)” - (a,(x) u’)’ + so(x) u = 0, O<x<a,a<co, (1) 
a2 E C*, a, E C’, a, E C, az(x) > 0, 0 < x < a, a,(x) real-valued, i = 0, 1, 2, 
and are interested in its oscillation behavior on the interval (0, a). Equation 
(1) is said to be oscillatory on the interval (0, a) if there exist a nontrivial 
solution u(x) and points x, , x2, 0 < x, < x2 < a, such that 
zP(x,) = di)(x2) = 0, i=o, 1. (2) 
Equation (1) is said to be oscillatory at the end-point x = 0 if it is oscillatory 
on every interval (0, S), 0 < 6 < a. Analogously, Eq. (1) is said to be 
oscillatory at a (<co) if it is oscillatory on every interval (6, a). 0 < 6 < a. 
Concerning the differential equation of second order, 
-(a*(x) u’)’ + so(x) u = 0, O<x<a,a<co, 
a, E c’, a, E c, a,(x) > 0,o < x < a, (3) 
the well-known Leighton-Wintner theorem [ 10, 201 states that Eq. (3) is 
oscillatory at a = co if the conditions 
.cc 
I 
a;‘(x) dx = al, 
-1 
f5 a,,(x) dx = - co 
-1 
are fulfilled. In case that 
$a;‘(x)dx=co, jpa,(x)dx=-co, 0<6<a, 
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Eq. (3) is oscillatory at 0, and it is oscillatory on the interval (0, a) provided 
that 
j:a;l(x)dx= co ) I’“u;yX)dx= co, 0<6<u, 
-s 
In this paper analogous results will be proved for Eq. (1). Sign restrictions 
on the coefficients a,(x) and a,(x) are not necessary. Oscillation criteria of 
Leighton-Wintner type for equations of fourth or higher order are 
formulated in the books 14, 9, 14, 191 and in the papers [ l-3-8, 
12, 13, 15, 161. The intention of this paper is to take into consideration the 
middle coefficient a,(x) enjoying the same rights as aO(x) for oscillation 
criteria and. on the other hand, to study the oscillation behavior of Eq. (1) at 
the finite point 0 or on the interval (0, a). 
THEOREM 1. Assume 
(.hu;yX)d.r=co. O<d<a. 
. (I 
If the conditions 
(i) limyp fu,(t)dt=A,. -oo<A, < 00, :x’u,(x)dx=-m. 
f ‘.T 
or 
(ii) I.‘u,(x)dx=- 03, 
,I 
lim sup l.D t2a,(t) dt = A,, -co<A,,<ca 
.r 1 0 1 .Y 
(5) 
are satisfied, then Eq. (1) is oscillatory at 0. 
Proof The proof is based on the variation principle of Courant. For an 
arbitrarily chosen X, 0 <X < II, a real-valued test function w(x) with a 
compact support on (0, X) will be constructed in a way that the quadratic 
form 
Alu,u]= 14(u2(x)(u”~2 +u,(x)lu’(* +u,(x)ju12)dx, sup u = (0, X), 
.O 
(6) 
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is negative when u = W. Then with the aid of the variation principle one can 
find a nontrivial solution U(X) of Eq. (1) with the property 
di’(x,) = di)(x2) = 0, o<x, <x,<x,i=o, 1. 
The existence of this solution implies that Eq. (1) is oscillatory at 0 because 
the point X has been chosen arbitrarily. The importance of A [u, U] for 
oscillation is observed, for instance, in the papers of Reid [ 17, 181. 
Construct the function w(x) as follows. Let si, 0 < si < 1, i = 1, 2, 3, be 
arbitrary numbers. The definition of the following function w,(x) will be 
explained below. 
w,(x) = 0, 
=&, fy(f)df, 
-II 
K 
=-,:i, pz,‘(t)dt, 
” t3 
= 0, 
= - E2 
J 
J a,‘(t) dt, 
(5 
= 1, 
=1--E 3 r a;‘(t) dt, 
-I1 
X>x>t,,’ 
t, >x>t,, 
where E, ) a,‘(t)dt=-K,, O<K,<l, 
-11 
t, > x > t, 3 
t, > x > t, 9 
where F, j;a,‘(t)dt=-K,, 
3 
t, > x > t, 2 
t, > x > t, 3 
where E 2 !?$(t)dt=- 1, 
.li 
J 
-1s 
where 1 - sj a;‘(t) dt = KZ, 1 < K2 < 2, 
17 
= K2, t, 2 x 2 t, 3 
‘A sketch of the graph of w,(x) will help to visualize the situation. 
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where ej 1 
.t,0 
a;‘dt=-Kz, 
’ fv 
= 0, t,,>x > 0. 
First fix the point t, , X > t, > 0, and choose the parameter K, , 0 < K, < 1, 
arbitrarily. In virtue of (4) there exists a point t, = t2(t,, K,), t, > t, > 0, such 
that 
F, j:? a;‘(t) dt = - K I' 
I 
Set t, = t, when K, < 1. If K, = 1 let t,, t, > t, > 0, temporarily be an 
arbitrary point. Then t,, t, > t, > 0, is determined by t,. Choose t, 
arbitrarily. t,, t, > t, > 0, is determined by t,. Let t,, t, > t, > 0, be a free 
parameter. By the choice of K~, 1 < K* < 2, the point t,, t, > ts > 0, is deter- 
mined. Choose the point t,, t, > t, > 0, arbitrarily. Finally, the point 
t ,o, t, > t,, > 0, is determined by K* and t,. After the choice of t, choose the 
parameters K~, t,, t, and t,, in such a way that 
J-l’ w,(x) dx = t,. 
-0 
The possibility of equality (7) can be seen as follows. If K*, 1 < K? < 2, is 
fixed we have 
1;’ 0 w,x dx>t, 
if t, is chosen sufficiently small. On the other hand, we obtain 
u” w,(x) dx < t, 
if K* is chosen nearly by 1 and t, is equal to t,. Hence equality (7) can be 
realized for each t, > 0. If Eq. (7) holds for a certain K* = 1 + v2 < 1, then 
by choosing f, sufficiently small (7) can be realized for every R, = 1 + q, 
0 < v < qZ. Now the points t,, t, and t,, are uniquely determined by f, and 
‘1. Free parameters are K,, t, (when K, = l), t, and t, yet. Now let these 
parameters be chosen in such a way that 
! 
-t5 .I1 
w,(x)dx=- 
J WI(X) dx 0 la 
(8) 
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always holds. This equality can be realized if from the beginning lc, is 
chosen sufficiently small. By means of w,(x) now define the test function 
w(x) = [I w,(t) dt, o<x<x. 
-’ 0 
(9) 
w(x) has the following properties. 
(1) W(X) belongs to the Sobolev space’ W:(O, X) and 
w(x) = 0, x E (0, t,,) u (f, 1 X). 
(2) If we write w(x) = q(x)x the function C&X) has the following 
properties. 
(i) (D(X) = 0, x E (0, t,,) U Cl,, Xl, 
(ii) 0 < q(x) < 1, p’(x) > 0, t,, < x < t,, 
(iii) v(x) = 1, t, < x < t,, 
(iv) 0 < q(x) < 1, q’(x) < 0, t, < x < t,. 
Let us prove property (ii). From q(x) = x- ‘W(X) it follows that 
q’(x) = x-* [xw’(x) - w(x) I. 
Therefore we have to prove the inequality 
w(x) < xw,(x), t,, <x < t,. (10) 
By the mean value theorem of integral calculus there exists a point < such 
that 
w(x) = 1.l w,(f) dt = (x - tt,,) w,(t), t,, < r < x. 
. 110 
Hence 
w(x) < xw,(O t,, < 5 < x < t,. 
Because wl(x) is monotone increasing on [t,,, t,] we have 
w(x) < xw,(x), t,,<x<t,. (11) 
’ W:(O, X) is the space of all (complex-valued) functions whose generalized derivatives up 
to order 2 belong to L,(O, A’); /I w~~,+.~,,,, yj = 1.r;: (1~~~1’ + 1 WI?) dx]“‘. 
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The estimation 
w(x) < x < xw,(x), t, <x < t,, (12) 
is obvious. From (11) and (12) we obtain the desired inequality (10). 
In the following we calculate the quadratic form (6) for u(x) = w(x): 
A [w, w] = 1” u,(x)(w”)* dx + [‘I a,(x)(w’)* dx + 1.” an(x) w*dx. (13) 
-f10 . fl0 “IlO 
We have 
(’ a,(x)(w”)* dx = j-” a2(x)(w;)’ dx 
-110 -110 
2 = &j 
! 
J9 
t10 
a,‘(x) dx + c; j;‘u;‘(x) dx + E; /I5 u,‘(x) dx 
* 6 
+&; !“‘a;’ (x) dx + E; [“u,‘(x) dx 
” 14 . 12 
=E3K2+EJ(K2-l)+E2+E,K,+E,K,<2E,+E2+3&3. (14) 
To estimate the integral 
[‘I u,(x)(w’)* dx = (I u,(x) w;(x) dx 
. t10 “f10 
we use the second mean value theorem of integral calculus. Because the 
function w:(x) is monotone increasing on [t,,, tg] from n+(t,,) = 0 to 
wf(tg) = (1 + II)’ there exists a point r9, t,, < rg < t,, such that 
[” al(x) w;(x) dx = (1 + v)* [” al(x) dx. 
till - TV 
In an analogous way we obtain the following relations. 
(“u,(x)w:(x)dx=(l +v)* f’“u,(x)dx+ (I’uJx)dx, t,<r,<t,, 
(8 .’ fR ‘78 
j:’ al(x) w;(x) dx = f6a,(x) dx, 
h ’ ‘6 
1-l’ u,(x) w;(x) dx = K* f3 u,(x) dx, 1 
. 14 1, 
J-f’ u,(x) w;(x) dx = K; [‘*al(x) dx, 
12 ” f2 
t, < T* < t, ’ 
50?‘46!2 4 
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Consequently, 
j:,: a,(x)(w’)* dx = (1 + v)* j-‘” a,(x) dx + j%,(x) dx + K; 1’; a,(x) dx 
=9 =8 =z 
= (1 + ~)‘jT6a,(x)dx- (2~ + ~2)!‘T6u,(x)dx 
T9 T8 
+lC: J 
.T2 
u,(x) dx. 
=3 
In the following, let the parameter q be so small that 
(2~ + a’> !:,” a,(x) dx 1 < ~45 
where s4, 0 < s4 < 1, is an arbitrarily chosen number. Then we have the 
estimation 
j):;u,(x)(w’)‘dx<c4+(l +~)2j?z,(x)dx+rc; [?z,(x)dx. (15) 
T9 . T.7 
Let the summand 
I 
-11 
uo(x) w2 dx = 
! 
.t1 
p’(x) x2uo(x) dx 
110 :I0 
also be treated by the mean value theorem of integral calculus. Because the 
function (o*(x) is monotone increasing on [t,,, t,] from q*(t,,)= 0 to 
v’(t,)= 1 and is monotone decreasing on [t,, t,] from tp2(t6) = 1 to 
o’(tr) = 0 there exist points p, t,, < p < t,, and o, t, < u < t, , such that 
.I 
.I1 .o 
(o*(x) x2uo(x) dx = 
J 
x2uo(x) dx. 
t10 P 
From (13~( 16) we obtain the estimation 
A [w, w] < 2&, + E, + 3~~ + c4 + (1 + v)’ j-u,(x) dx 
T9 
-12 .o 
+ ?c: 
J 
u,(x) dx + 1 
x’u,(x) dx, 
t3 P 
t,, < 59 < t, 2 t6 < 56 < t, 3 t,<r,<t,, 
t <r <t t <p<t,,t,<a<t,. 2.. 2-x 1,101 
(16) 
(17) 
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If condition 5(i) or 5(ii) is satisfied, then the number t, can be chosen so 
small that 
A[w,w] (0. (18) 
The test function w(x) belongs to the energy space HA, of the (semibounded) 
operator 
‘4,u = (a2(x) u”)” - (u,(x) 24’)’ + so(x) u, t = flO, D(A,) = C(y(t, t,), 
which acts in the Hilbert space L2(f, t,); for HA, is identical with the Sobolev 
space @‘i(t, t,),3 because the energy norm of the operator A, is equivalent to 
the W$norm. If a, denotes the Friedrichs extension of A,, then because of 
(18) the smallest eigenvalue )L1 of a, is negative. By the variation principle 
this eigenvalue A1 is increasing when the point t (considering it now as a free 
parameter) is increasing. Hence there exists a point f = t,, t,, ( t, ( t,, such 
that the smallest eigenvalue of at0 is equal to zero. The corresponding eigen- 
function U(X) of A^,, is a classical solution of Eq. (1) with the boundary 
properties 
u(t,) = U’(&) = u(t,) = u’(t,) = 0. 
Continue u(x) from It,, t, ] to (0, a) in such a way that it remains a solution 
of Eq. (1). This proves Theorem 1. 
In the special case a,(x) = 0, a,,(x) < 0, 0 < x < 6, Theorem 1 was proved 
by Ahlbrandt et al. [ 11. Concerning the oscillation of Eq. (1) at a = 00 with 
the aid of a test function being almost identical with the test function used 
above, one can prove the following. 
THEOREM 2. Suppose 
jya;‘(x)dx= co. 
Equation (1) is oscillatory at a = 00 if in addition the following conditions 
are fulfilled. 
(i) (1) li~~~p[u,(t)dr=A,,-oo <A, < 03, 
(2) there exist real numbers cO, c, such that 
.m 
I ( 
co + cl x)’ q,(x) dx = - co, 
-1 
’ *:(t, r,) arises from C~(I, r,) by completion in the Wi-norm. 
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Or 
6) (1) jy al(x) dx = -00, 
(2) there exist real numbers c,, c, such that 
lim sup .X (co + c, t)*ao(t) dt = A,, 
J 
-a,<A,<co. 
x+m , 
In the special cases 
.m 
a, (xl < 0, adx> ,< 0, I 
x’ao(x) dx = --co 
-1 
or 
a, (xl ,< 0, adx> < 0, jy so(x) dx = -co. 
Theorem 2 was proved by Barrett [2, 31. In case that 
a,(x) < 0, !I*; so(x) dx = -oz 
this theorem was proved by Hinton 151. 
In the paper [ 161 the case a,(x) = 0,O < x < co, and c, # 0 is discussed. 
We now refer to a result by Leighton and Nehari [ 111: The equation 
(a*(x) u”)” + so(x) u = 0, a,(x) < 0, 0 < x < co, 
is not oscillatory at co provided that 
.m .m 
1 a;‘(x)dx < 0~) and 
J 
x’s,(x) dx > --03. 
“I 1 
EXAMPLES 1. (1) The equation 
(X%“)” + (x%‘) + X% = 0, o<x<u3, 
is oscillatory at x = 0 or x = co, respectively, if a, > 1, a, < -1, a, > -3 or 
a2 < 1, aI > -1, a0 < -3. 
(2) The equation 
(xu”)” + (sin x . 24’)’ + (x-’ cos x -x-‘) u = 0, o<x<m, 
is oscillatory at co. 
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Estimation (17) leads to the following. 
COROLLARY 1. Assume 
j:a;‘(x)dx=m, ! 
‘ma;L(~)dx=co 1 
I 
lma (x)&=,4 A I I, 0 
-12 
lim sup 
I 
x2a,(x) dx = A,. 
x,lo.xzT~ XI 
Equation (1) is oscillatory on (0, 00) if 
(9 A, ,<O and -co <A, < 0, 
or 
(ii) A, < 0 and --co <A,,<O. 
ProoJ Let hypothesis (i) be fulfilled. Choose in (17) the numbers ci, 
i = l,..., 4, so small that 
2c1 +c2 + 3~~ +c4 < IA,l/3. (19) 
Because of the convergence of 
.m 
J 
a,(x) dx 
0 
the parameters t, and t, can be chosen in a way that 
(1 + v)* If6 a,(x) dx + K: ! 
.‘2 
al(x) dx < 141P3 
.I9 =3 
t, < f, (lAoI), t, 2 & (lAoI>. 
(20) 
Finally, choose in addition the points t, (<f,) and t, (>f,) so that 
.fJ 
I 
x2a0(x) dx < $A,. 
‘P 
(21) 
From (19t(21) it follows that A[w, w] < 0. 
If in place of (i) conditions (ii) are fulfilled the conclusion is analogous. 
’ Interprete the integral as a convergent improper integral. 
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Now as in the proof of Theorem 1 one can find a nontrivial solution U(X) of 
(1) and points t,, t,, 0 < t, < 1, < co, such that 
u(t,) = u’(t,) = u(t*) = u’(tJ = 0. (22) 
This completes the proof of Corollary 1. 
EXAMPLE 2. By Corollary 1 it follows that the equation 
(xu”)” + so(x) u = 0, so(x) < 0,o < x < 03, 
is oscillatory on (0, co) if there exists a point <, 0 < r < co, with a,,(r) < 0. 
However, in case that aO(x) = 0, 0 < x < co, the equation is not oscillatory 
on (0, co). This can be seen as follows. 
Any solution of the differential equation 
(x24”)” = 0, o<x<co, (23) 
is a solution of a second order differential equation 
u” = cox-’ + Cl) 0 < x < co, cO, c, constant. 
Consequently, U” possesses at most one zero on (0, a~). On the other hand, a 
function u(x) satisfying (22) has the property that u”(x) possesses at least 
two zeros on (0, co). This fact can easily be proved by means of the mean 
value theorem of differential calculus. Hence the differential equation (23) 
cannot be oscillatory on (0, co). 
EXAMPLE 3. The equation 
(xu”)” + (x-’ sin x . u’)’ = 0, o<x<co, 
is oscillatory on (0, 00). 
To prepare other oscillation theorems we prove the following. 
LEMMA. If p(x) is a continuous and positive function on (0, S] satisfying 
the condition 
J 
.s 
x’p-‘(x) dx = 00, 
0 
(24) 
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then for an arbitrary number x, , 0 < x, < 6, we have 
0 
XI 2, 
!‘jY p-‘(t) dt i[(r 
.x1 
p-‘(t) dt I( 1 t’p-‘(t) dt -1 -X ‘X 
-1 
@-l(t) dt = 0. 
Proof: The derivative of the function 
g(x) = 
2 
IX’ tp-‘(t) dt 
‘X 
g’(x) = -p-‘(x) J-- (t - ~)~p-‘(t) dt. 
“X 
In the following we show 
! 
-XI 
(t-x)‘p-‘(t)dt+ CD when x 10. 
-x 
(25) 
(26) 
(27) 
Let K > 0 be an arbitrary number. Then in view of (24) there exists a 
number < > 0 such that 
J 
-x1 
t’p-‘(t) dt > K. 
t 
For every x with 0 < x < (1 - 2 “2) { we obtain the estimation 
I..” (t-~)~p-‘(t)dt > r’(t-x)‘p-‘(t)dt > &fX’t2p-‘(c)dt > +. 
“X *I I 
This proves (27). From 
J 
.x1 
p-‘(t)dt= 03, 
0 
(26) and (27) it follows that g(x) + co when x 1 0. To calculate the limit 
(25) apply the Bernoulli-L’Hospital rule. Thus we have to calculate 
Because of (27), however, this limit is equal to zero, and the lemma is 
proved. 
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THEOREM 3. Assume 
“8 
! 
x’s;‘(x) dx = 03 and a,(x) < 0,o < x < 6. (28) 
0 
If in addition there exist real numbers co and c, such that 
! 
A (co + c, x)‘aO(x) dx = --co, 
0 
(29) 
then Eq. (1) is oscillatory at x = 0. 
ProoJ Without loss of generality let c, > 0. First we discuss the case 
co > 0. In the following definition of the auxiliary function o(x) choose the 
parameters E,, 0 < E, < 0, a > 0, and the points X and t, arbitrarily. 
o(x) = 0, 6>X>x>t,>O, 
=8, [“(a-t)a;‘(t)dt, t,>x>O. 
“5 
Hypothesis (28) implies that the integral 
i 
.I1 
c1 x (a-t)a;‘(t)dt 
tends to infinity for each fixed a > 0 when x 1 0. Therefore, there exists an 
uniquely determined r2 = ~,(a, c,), 0 ( t, ( I,, such that 
-fl 
w(t,) = E, 
j 
(a - t) a;‘(t) dt = c,. (30) 
12 
Notice that in the case c, = 0 the parameter a is restricted by 0 < a < t, . 
Vice versa, a is uniquely determined by t,. We have 
.fl 
a= t2 a~l(()dt)-‘(E;lC,+~t~t*;l(t)dt~. (31) 
Now choose the parameter a(t2) (or t*(a)) in such a way that 
E, l~t*ft’(a-t)a;‘(t)dtdx=~, ~r’~~t1(t-a)a;‘(t)dtdx=co+c,t2. (32) 
-t, -x -12 x 
The possibility of satisfying (32) can be proved as follows. 
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By means of integrating by parts and in view of (31) we obtain 
e, 1 
.I, .I, 
J (t-a)a;l(c)dfdx=-E,f,!l’(X-a)n;‘(x)dx 
-11 x 12 
+ E, f” x(x - a) a;‘(x) dx 
. 12 
= c, t, - c, /f’a;‘(x)dx\- (‘I’xa;‘(x)dx \-Jr, 
+&I a;‘(x) dx 
’ xa;‘(x) dx 
a;‘(x) dx j:’ x2a;‘(x) dx) 
2 
(33) 
The right hand side of (33) tends to zero when t, T t, . On the other hand, by 
the Lemma this right hand side tends to infinity when t, I 0. Therefore, there 
exists a value t,, t, > t, > 0, such that (32) holds. This t, will be used in the 
following. 
Additionally, choose new parameters t,, e, and ,8 in a way that 
t, > t, > 0, 
Now we define 
0 < E2 < 1, t, > t, > p > 0. 
w,(x) = w(x), X>x>tt,, 
E, [“(a-t)q’(t)dt=c,, 
. 12 
=C I, t, > x > t, 2 
= c, + &* f&3)a~‘(t)dr 1 t, >P,t,>x>t,, 
-x 
where c, + E, j”(t+-‘a;‘(t)dl=O, 
- 14 
= 0, t, > x > 0. 
The point t, is uniquely determined by t,, .s2 and 8. 
Now choose p in a way that 
j.” w,(x) dx = 0. 
-11 
(34) 
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Equation (34) is true when 
.t1 .I? 
&2 j 1 (t-PIG’ (t) dtdx = c, + c, t4, 14 -x (35) 
and this condition can be satisfied by the choice of /?(t4) (compare (32)). 
Finally, with the aid of w,(x) we define the test function 
“X 
w(x) = 
J WI (0 dt, 
o<x<x. 
0 
w(x) has the following properties. 
(1) w(x) belongs to the Sobolev space W:(O, X) and 
w(x) = 0, x E (0, t4) u (t, > X). 
(2) If w(x) = 9(x)(co + c, x), then 
0) 9(x> = 0, x E V-4 f4) U (fly Xl, 
(ii) 0 < 9(x) < 1,9’(x) > 0, t, < x < t,, 
(iii) 9(x) = 1, t, <x < t,, 
(iv) 0 < 9(x) < 1,9’(x) < 0, t, < x < t,. 
Let us prove property (2)(ii). From 
9(x) = (co + c, x) ~ 1 w(x) 
it follows that 
9’(x) = (co + c,x)-‘[(co + c,x) w’ - c, w]. 
Hence we have to prove that 
c, w(x) < (co + ClX) w’(x), I, < x < I,. 
By the mean value theorem we obtain 
c~w(x)=c, ‘Xw,(t)dt=c,(x-t,)w,(<), 
I 
t,<r<x<t,, 
f4 
and by this 
Cl w(x) G Cl xw,(t), t4 < < < x < t,. 
Because w,(x) is monotone increasing on [t4,/3] it follows that 
c, w(x) ,< c*xw,(x) < (GJ + ClX> WI(X), t, < x < p. 
(36) 
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Concerning the interval (j?, r,) it is obvious that 
c, w(x) ,< c,(c, + c, x> < (c, + c, x> w,(x), B<x<t,, 
and assertion (36) is proved. 
Let us now estimate the quadratic form (6) by using the test function w in 
place of y. 
A[w, w] = If’ a,(x)(w”)* dx + 
.I4 ! 
-11 
a,(x)(w’)* dx + 
14 ! 
J’ q,(x) w* dx. (37) 
14 
The second summand on the right hand of the equation 
(’ u2(x)(wf’)* dx = !“’ a2(x)(w;)’ dx 
. 1.4 14 
= E: 
-13 
I 
(x -P)‘u;‘(x) dx + E; 
! 
‘f’(x-a)2a;‘(x)dx 
f4 12 
will be calculated as follows. In consideration of (30), (32) and (33) we 
obtain 
E; (1 (x - a)‘a;‘(x) dx 
I 
= -a&f ft’ (x - a) a; ‘(x) dx + E: 11’ x(x - a) a; ‘(x) dx 
” f2 .t2 
= a&,x* - E, c, t, + E,(c, + c, tZ) = E,(c, + acl). 
Analogously, we have 
Hence 
E; 
I 
I’: (x +)‘a;‘(~) dx = E,(c, + PC,). 
J 
.!I 
u,(x)(w”)* dx = C&E, + e2) + c,(E, a + e2P). (38) 
14 
By the hypothesis u,(x) < 0,O < x < 6, it follows that 
j” u,(x)(w’)’ dx < 0. 
.I4 
(39) 
210 E. MtiLLER-PFEIFFER 
The last summand in (37) is to be treated by means of the second mean 
value theorem of integral calculus. 
I 
-11 
q,(x) w2 dx = 
J 
.(I 
a&) v’(x)(c,, + c, x)‘dx = 
J 
.D (c, + c, x)’ a,(x) dx, 
t4 t4 P (40) 
From (37)-(40) we obtain 
A [“4 “‘I < Cd&, + &2) $: CI(EI~ + E#) + iv (c, + qx)’ a,(x) dx, 
“P 
(41) 
By hypothesis (29) the point t, can be chosen so small that A [ W, W] ( 0. 
This completes the proof of Theorem 3 in the case c0 > 0. If c0 = 0 
hypothesis (29) is 
jIx’a,((x)dx=-oo. 
Therefore, by Theorem 1, Eq. (1) is oscillatory at x = 0 if condition (4) is 
satisfied. Because (28) implies (4) Theorem 1 is also true when c, = 0. The 
case c0 < 0 can analogously be treated as the case c0 > 0. This completes the 
proof of Theorem 3. 
In case that c, = 0 Theorem 2 is a result by Ahlbrandt et al. [ 11. 
Concerning the oscillation of Eq. (1) at x = co choose the points t, ,..., t, 
greater than an arbitrary number X > 0. Then in (41) the number a is not 
bounded when t, -+ co. Therefore suppose c, = 0. In this way we obtain the 
following theorem (see [ 161). 
THEOREM 4. Equation (I) is oscillatory at x = 03 lf 
.co .co 
I 
x’s;‘(x) dx = co, a,(x)<0,X<x< 03, 
J 
so(x) dx = -a~. 
-1 I 
The special case a,(x) < 0 of Theorem 4 was proved by Barrett [3]; see 
also [I]. 
COROLLARY 2. Let a = co and suppose that there exist positive numbers 
q, H such that al(x) GO, 0 <x < q, and a,(x) < 0, H < x < m. If in 
addition 
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.I 
1 x*a;'(x)dx= Co, 
“0 
myx2a;1(x)dx= a3 i 
and 
(42) 
then Eq. (1) is oscillatory on the interval (0, CD). 
Proof: By use of the test function W(X) constructed in the proof of 
Theorem 3 from (41) we obtain the following estimation provided that 
co = 1, ci = 0 and the points t, and t, are restricted by 0 < t, < r~ and 
H<t,<m. 
A [ w, w] < E, + c2 + j_o so(x) dx, t,<P<t,,t,<(TGt,. 
‘P 
Because of (42) the parameters E , , Ed, t, and t, can be chosen in such a way 
that A[w, w] < 0. 
EXAMPLE 4. Let us consider the differential equation 
(x3u”)” - (al(x) u’)’ + so(x) u = 0, o<x<m. 
al(x) < 07 xE(O,v)u(H,co). (43) 
By Corollary 2 this equation is oscillatory on (0, 00) when 
1; a,(x) dx < 0. 
In case that a,(x) = 0, a,(x) = 0, 0 <x < co, however, Eq. (43) is not 
oscillatory on (0, co), for from 
(x3u”)” = 0, o<x<m, (44) 
we have 
x3u” = co + c,x, o<x<co, 
implying that the condition 
u”(X,) = u”(XJ = 0, o<x, <x, < co, 
cannot be satisfied. Consequently, Eq. (44) is not oscillatory on (0, co) (see 
Example 2). 
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COROLLARY 3. Let a < 00 ‘and assume that there exist numbers n, H 
such that 
a,(x),<O,O<x<r, and a,(x) < 0, H < x < a. 
Furthermore suppose 
i 
a/2 
x2a;‘(x)dx= co and 
0 J 
.a 
x2a;‘(x) dx = a~. 
al2 
If in addition there exist numbers co and c, such that 
(co + c,x)‘ao(x) dx = A,, --oo <A, < 0, (46) 
then Eq. (1) is oscillatory on (0, 03). 
The proof can be omitted. 
EXAMPLE 5. 
((1+x)3(l-x)3u”)“+~-x~)u=o,-1 <x<l. 
(45) 
(47) 
The corresponding conditions of (45) are fulfilled. If in hypothesis (46) we 
set co = 0 and c, = 1, then for the present case we have 
.I 
J 
x2+x2)dx=$-$==Ao<O. (48) 
-I 
Equation (48) is true when ,U < 5, and in this case Eq. (47) is oscillatory on 
(-1, 1). Note that, for instance, in the case ,U = 4 Eq. (47) is oscillatory on 
(-1, 1) though the mean value of a,(x), 
1 
1 
--1 (+x’)dx=$, 
is positive. 
COROLLARY 4. Let a = co and assume the following. 
(i) There exists a number n > 0 such that 
a,(x) < 0, o<x<r. 
(ii) The improper integral 
is convergent. 
(49) 
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If in addition there exist numbers c,, and cl # 0 such that 
(4 
l.li 0 
-0 
alx dx~o~~~~,~~~~~~~(~~+~lx)2ao(x)dx=Ao,-~~~o~0, 
or 
(VI 
.‘x 
!, () a,x dx<O, limsup 1 J’ (co+c,x)2ao(x)dx=Ao,-co <A,<O, xllo.x,Too x, 
then Eq. (1) is oscillatory on (0, m). 
ProoJ By means of the function w,(x) constructed in the proof of 
Theorem 3 the following new auxiliary function is defined. 
Z,(x) = w,(x), 
=C,-& J J a; ‘(t) dt, *2 
= 0, 
.x 
Z--E 
J 
a;‘(t) dt, 
x1 
= - K, 
=I-- K + E I_x a;‘(t) dt, 
-x3 
= 0, 
o<x<t,, 
where E j.i’a;‘(t)dt=c,,O<c( 1, 
” *2 
r, <x<x,, 
x, <x<x,, 
-x2 
where E 
J 
a;‘(t) dt = K, 0 < K < 1, 
XI 
x,<x<x,, 
x,<x<x,, 
-x4 
where E 
I 
a;‘(x) dx = IC, 
13 
x,<x< al. 
Choose the parameters x,, xj and K so that always 
-71 
J I 
x4 
G,(x) dx = - G,(x) dx 
0 XI 
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and define 
.x 
w(x) = 
I 
G,(t) dt. 
0 
Then 
A [W, W] = E2(C0 + PC,) + EC, + 2&K + J 
.x4 
a,(x) 17,: dx 
14 
+ 
1 
u (co + c, x)‘uo(x) dx, t, < P < t, 3 t, < 0 < x4. 
P 
If t, < q, then 
Because of the convergence of integral (49) the number x, can be chosen so 
large that 
K2j;'c2,(x) dx < E. 
2 
(52) 
If in (50) estimations (51) and (52) are taken into consideration we obtain 
A [WY w] < Q(C, + PC,) + EC1 + 3E + c: 
I 
-=2 
u,(x) dx + .” (co + c,x)2ao(x) dx. 
13 J 0 
(53) 
From (iv) or (v) it follows that A [w, w] < 0 if in (53) the parameters c,, c, t, 
and t, are chosen in a corresponding way. 
EXAMPLE 6. (x3/(1 + x2) u”)” + u,(x) u = 0, uo(x) < 0,O < x < co. This 
equation is oscillatory on (0, co) if there exists a point & 0 < < < co, with 
u,(r) < 0. In case that uo(x) = 0 the equation is not oscillatory on (0, co) 
(see Example 2). 
COROLLARY 5. Let conditions (it(iii) of Corollary 4 be fulfilled. If in 
addition 
.x2 
lim sup 
! x,lo.xzT~ x, 
uo(x) dx =AO, -co<A,<O, 
then Eq. (1) is oscillatory on (0, co). 
ProoJ Set c, = 0, co = 1 in (53). 
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