ABSTRACT Highly developed drone technology enables the use of drones in a wide variety of areas. However, those drones are mainly used in the unmanned aerial vehicles. We believe that underwater drones will become a big research topic and find a market in the near future. We developed an underwater drone with a 360 • panoramic camera acting as the ''eye'' of the drone. The designs are based on the open-source hardware and will be shared as an open-source for contributing to the innovation of manufacturing including drone. The function of the 360 • panoramic camera is generated by correcting the images taken by two fisheye lenses. The underwater drone was designed by extending the Raspberry Pi compute module, the frame was designed by OpenSCAD, and the printed circuit board was designed by MakePro. As for the application of the underwater drone, we focused on fish recognition for investigating fish species in a natural lake to help protect the original environment. Fish recognition is based on deep learning, which is the biggest topic in the artificial intelligence research field today. Experimental results show that the function of the underwater drone achieved at diving in the leak automatically. The 360 • panoramic images were generated correctly. Fish recognition achieved 87% accuracy by deep learning.
I. INTRODUCTION
Highly developed drone technology enables the use of drones in a wide variety of areas such as in aerial photography for appreciating the beauty of nature, in natural disasters where direct human intervention is impossible, or in agriculture for spraying pesticides to exterminate noxious insects. Furthermore, Amazon is preparing to use drones for delivering packages to customers. In a word, drone technology brings innovation and opens new markets. However, these drones are limited to the unmanned aerial vehicles. We believe that underwater drones, which are autonomous robots capable of moving and operating in the water, will become a big research topic and find a market in the near future [2] - [4] .
A camera acting as an ''eye'' is an essential component of a drone. 360-degree panoramic cameras are widely used in various fields, and 360-degree panoramic images have attracted more attention with the increased support of panoramic movies by YouTube and Facebook. We believe that an underwater drone with a function of 360-degree image taking is a state-of-the-art research field which will bring innovations in many areas. For example, it may help to investigate and observes fish species in a lake, check the aging process of the walls of a dam, and so on [9] - [11] .
For investigating and observing fish species in a lake, automatic fish recognition is the basis of the research. Recent advances in object recognition have used deep learning for obtaining high-level features in recognizing and classifying the objects.
In manufacturing, open-source software has been widely used in various areas for a long time. Open-source hardware was also defined recently and is making significant contributions into manufacturing innovations [5] - [8] .
We developed an underwater drone that combines the hottest keywords in today's drone technology: ''360-degree panoramic camera'',''underwater drone'', ''fish recognition'', ''deep learning'', and ''open-source hardware''. Our model is designed based on open-source hardware, is equipped with a function of 360-degree panoramic camera, and has the ability of fish recognition based on deep learning. The 360-degree panoramic image-taking capability and the underwater drone were developed with an open-source software. The compute modules were extended on a Raspberry Pi compute module. The body was designed using a free software application for creating solid 3D computeraided design objects (OpenSCAD). The printed-circuit board was designed with MakePro. For taking 360-degree panoramic images, the underwater drone was equipped with two 235-degree fisheye lenses; OpenGL ES2 was used for distorting the 180-degree fisheye images [12] , [13] .
The goal of this research was to use the underwater drone for investigating and observing the lakes, seas, and so on. We are currently testing it for investigating fish species in a natural lake to help protect the original environment.
Contributions of this paper:
• Designing an underwater drone equipped with the function of 360-degree panoramic image generation.
• Using open-source hardware for the design, which will help to drive innovation.
• Challenging fish recognition based on deep learning. Section 2 describes the background of the 360-degree panoramic image generation and open-source hardware. Section 3 describes the design of the underwater drone with the function of generating 360-degree panoramic images. Section 4 shows the design and the experimental results of the underwater drone. Section 5 summarizes the results and lays out the goals for future work. Figure 1 shows a block diagram of the underwater drone and the peripheral equipment. Picam360-CAM shows the diagram of the main body of the drone. Picam360-FPV is part of the peripheral equipment showing 360-degree images taken by the underwater drone on a 5-inch display. PC/Smartphone shows the 360-degree images on a web browser like the ones used on a PC or a smartphone.
II. DESIGN OF THE UNDERWATER DRONE
That is to say that the underwater drone can take an image of a 360-degree scene in lake, sea, or an aquarium, and transfer / display the 360-degree scene onto a 5-inch display and a web browser on a PC or a smartphone via network. The reason of using web browser is that Inetnet of things (IoT) are widely used in all kinds of fields [22] - [30] . We want to connect the underwater drone with internet for the research, appreciation too. For example, the user can appreciating the underwater scene of aquarium or sea in realtime, in the case of the people can not in there for some reasons.
A. BASIC COMPUTE MODULE AND EXTENSIONS
We used Raspberry Pi Compute Module as the basic compute module of the underwater-drone. We extended the basic compute module of Raspberry Pi by adding a small outline dual in-line memory module (SODIMM) socket, power circuit, two MIPI camera interfaces, two UARTs, USB 2.0, and Ethernet 100Base-T on a printed circuit board. The printed circuit board was designed using EagleCAD.
B. FRAME DESIGN
Two methods for the frame design are currently in use: one is a three-dimensional computer-aided design (CAD) method and another is a two-dimensional CAD method. We used the two-dimensional CAD method to design the frame of our underwater drone. This method relies on basic geometrical shapes like lines, rectangles, circles, etc. to produce flat drawings. These types of software have been first developed back in the 1970s. We used free OpenSCAD [14] software and divided the frame into several hierarchies. The hierarchies were designed by using the two-dimensional CAD as well. Acrylic was processed with a laser cutter and laminated with acrylic adhesive. VOLUME 6, 2018
C. 360-DEGREE PANORAMIC IMAGE GENERATION
Traditional methods of the panoramic image generation are by distortion of fisheye correction and by image joints correction. Both methods are based on a large computation on the pixel level, hence, some versions have software for generating panoramic images (like RICOH Theta and KODAK SP360) and others are equipped for general-purpose computing on graphics processing units (GPGPU) for generating panoramic images (like Gyroptic 360cam).
Because Raspberry Pi is equipped with a GPU which has OpenGL ES engine, our underwater drone uses the GPU to achieve real-time panoramic image generation by using two fisheye lenses.
In general, the 360-degree panoramic image generation method derives the mapping function from point (i, j) of the target plane to point (x, y) on the fisheye image [12] .
First, the target image should be normalized, the normalized P_n(u, v) is changed into equation (1) . It means that a fisheye image in Figure 2 (a) should be changed into an image in Figure 2 (b). The lo and la are expressed by equation (2) and are shown in Figure 2 (c) .
Because the ratio of R is 1, we can use the same to calculate the axis Z , the axis of 3-D images can be described in equation (3) .
Finally, the x, y, z are expressed in equation (4) by changing equations (2) and (3).
III. AUTOMATIC FISH RECOGNITION BASED ON DEEP LEARNING A. DEEP LEARNING AND NETWORK ARCHITECTURE
Deep learning-based object recognition is better than the traditional machine learning and traditional feather matching in the case of large data. Deep learning is a kind of convolution neural network (CNN) which has deep layers consisting of convolution layers, polling layers, and fully-connected layers.
The most commonly used structure of a neural network (NN) is shown in Figure 3 , which is formed in three layers called the input layer, hidden layer, and output layer. Each layer consists of one or more nodes represented in this diagram by the small circles. The narrow lines between the nodes indicate the flow of information from one node to the next. The output layers have four nodes, which means that there are four classifications in the case of object classification.
The nodes in the hidden layer and output layer are called active nodes, whereas the nodes in the input layer are called passive nodes.
Each value from the input layer is duplicated and sent to all the hidden nodes. This is called a fully interconnected structure.
As shown in Figure 4 , the output of the active nodes is a sigmoid function which consists of input x i , weight w i , and the bias b. For our recognition, we used the LeNet [16] , AlexNet [17] , and GoogLeNet [19] . LeNet was introduced in 1998 to classify images in grayscale. GoogLeNet is based on finding out how an optimal local sparse structure in a convolutional vision network can be approximated and covered by readily available dense components.
B. DATA SET AND DATA AUGMENTATION 1) DATA SET
We picked four kinds of fish and 100 images of every kind from the Google search engine. The size and the image quality are not uneven. The four kinds are the most popular aquarium fish in Japan: Japanese medaka, guppy, snakehead (or channa pleurophthalma), and neon tetra (or paracheirodon innesi). As data collection is an important part in deep learning, we used easily available popular aquarium fish for the early research. We will collect real images by the underwater drone in the future.
2) DATA AUGMENTATION
As 400 images were not enough for image recognition, and because the size and the image quality were not even, we augmented the dataset size to prevent over-fitting. We applied some augmentation parameters as follows:
Blur: Using the Gaussian filtering to blur images, we increased the Gaussian kernel from 0x2 to 0x8 with the 0x1 increase every time.
Rotation: We changed the angle from −180 degrees to 170 degrees with the increasing factor of 10 degrees every time.
After 36 rotations and five blurring, 72,000 blurred images and 14,400 non-blurred images were generated. All 86,400 images were made into 224 × 224 pixel for data training. The data augmentation tool was ImageMagick [1] . The data augmentation took about seven hours. Figure 5 shows an example of data Augmentation, (a)is the original image, (b)-(g) are rotation images, (h) is the Bulrred image of original image, and (i)-(n) are the Blurred rotation images.
IV. EXPERIMENTAL RESULTS

A. DRONE AND 360-DEGREE PANORAMIC CAMERA
We designed the underwater drone and achieved real-time image streaming at 2048 × 1024, 5fps. Two 235-degree panoramic images taken by the fisheye lenses were corrected into 360-degree panoramic images. Figure 6 shows the 360-degree panoramic images taken in an office. Figure 7 shows the drone diving in a lake: (a) shows the image of our drone, (b) shows the drone floating in the water, (c) shows the drone diving in the water, and (d) shows the drone achieving a certain level of depth. The drone of figure 7 (b),(c) and (d) is the old version which is taken in the Biwa Lake. The figure 7 (a) is the lasted released version. Hence the color of the frames are different.
B. FISH RECOGNITION RESULTS
We used four kinds of fish and three kinds of network to perform fish recognition. The test data was picked from the internet.
The machine used for fish recognition had four Geforce GTX-1080 Ti GPU boards; every GPU board had 3584 CUDA cores and 11GB GDDR5x memory. Figure 8 shows the test images of four kinds of fish and Figure 9 shows the fish recognition results. More than 80% recognition was achieved for almost all kinds of fish, with AlexNet and GoogLeNet achieving 87 % and 85% recognition rate, respectively.
However, the recognition rates are different for different kinds of network. The recognition accuracy is only about 67% in LeNet due to the fact that LeNet recognizes the objects in grayscale and the image size is very small.
The recognition accuracy of guppy, medaka, and neon tetra using AlexNet is more than 5% higher than with GoogLeNet, especially for medaka (18%). However, the recognition accuracy of AlexNet is about 13% lower than GoogLeNet. It may be because AlexNet is better than the newest network of GoogLeNet.
Because LeNet is a simpler network than AlexNet and GoogLeNet and because the image size was very small, the training time was much shorter than with AlexNet and GoogLeNet. Table 2 lists the several underwater drones production information including name, company HP, cost, speed depth rating dimension and weigh for comprision. According the table, we found that our drone is the most small, light and low cost. However it can diving in the depth of 100 m with the 2 knot speed. Furthermore, only our drone can realize the 360-degree image.
C. DISCUSSION WITH OTHER DRONES
V. CONCLUSION
This paper presented an underwater drone equipped with fisheye lenses and with the function of a 360-degree panoramic camera for taking panoramic images by using an image generation algorithm. The 360-degree panoramic image generation and the underwater drone were developed with open-source software; the compute modules were extended on a Raspberry Pi compute module. We implemented an automatic underwater drone and conducted experiments in a lake. The 360-degree panoramic images were generated correctly. The experimental results showed that almost all fish species were recognized with a recognition rate higher than 85% with AlexNet and GoogLeNet (AlexNet achieved 87%). The recognition time for 115 images was 6 seconds. Hence, AlexNet may be used in a real-time application with high accuracy. In the future, we aim to improve the underwater drone to a practical level. 
