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CHAPTER 1 INTRODUCTION 
Response surface methodology (RSM) is a statistical tool sometimes used in the 
modeling and optimization of processes (Meyers and Montgomery, 1995). RSM relies upon 
empirical approximations to the true process relationships between factors or independent 
variables, and response variables, with first and second-order polynomial models being the 
most popular approximating functions. RSM is usually used in a controlled experimental 
context with two popular plans for second-order RSM being the Central Composite (Box 
and Wilson, 1951) and the Box-Behnken (Box and Behnken, 1960) designs. Estimates of the 
parameters in the first and second-order models are usually found via ordinary least squares 
(OLS) methods. Process optimization can be executed for first-order models by using 
iterative methods such as "the path of steepest ascent" or for second-order models by taking 
derivatives of the fitted model, setting them equal to zero, and solving for the factor values 
associated with the maximum or minimum predicted response. 
As an example, a manufacturer of computer screens is interested in modeling the 
durability of the glare coating on their products. The durability can be directly measured by 
rubbing a cheese cloth across the surface under a known load until the coating is removed. 
The process engineer responsible for the product knows that durability is directly related to 
two process inputs, chemical concentration of polymer in the coating and oven bake time. 
Increased knowledge of the relationship between these inputs and the durability will allow 
manufacturing the ability to adjust the process to achieve desired quality levels. 
Traditional RSM can be used to approximate these relationships in the manufacturing 
process. To study the process, durability levels are measured at various process input settings 
that have been determined via structured data collection plans. These data are then used in 
conjunction with regression modeling techniques to approximate the surface and predict 
durability at specified operating conditions. Adequate modeling of the surface is important as 
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a poorly fitted model may result in recommended process settings that yield sub-standard 
products. These poor approximations to the process relationships can commonly result from 
overly simplistic assumptions of model form. 
One common difficulty in RSM is the lack of fit (LOF) of a specified model. This LOF 
can for example, come from using a polynomial model winch does not include enough terms 
to accurately represent the true relationship. An under-specified model results in biased 
estimates of the parameters, which lead to biased estimates of the factor values associated 
with the process maximum One solution to this problem is the use of Box-Cox 
transformations (Box and Cox, 1964) of the data. While these transformations are commonly 
used, they can lead to unusual measurement units and problems of heteroscedasticity. 
We shall consider kriging as an alternative to polynomial regression in RSM. Kriging is 
a spatial statistics method, first developed for applications in the mining industry (e.g. 
Huijbregts and Matheron, 1971) where such methods are commonly referred to as 
geostatistical methods. A basic assumption in the spatial applications of kriging is that the 
response values collected at points that are relatively closer together will tend to be more 
similar than the response values collected at points that are farther apart Following this idea, 
kriging uses a weighted average of the responses at local data points to predict the response 
in a nearby area where no data have been collected. In the case of process optimization, 
"points that are close together" will be design points for which experimental conditions are 
defined by similar factor levels. In geostatistical applications, kriging data are often collected 
in a much less structured maimer than is typical in RSM experiments. 
Kriging is a flexible prediction method that accommodates a wide variety of functional 
relationships. The simplest form of the method, "ordinary kriging", is based on the 
assumption that the function of interest is a constant plus the realization of a spatially 
correlated random deviation from this value. In comparison, the corresponding simplest 
regression or RSM method is based on the assumption that the function of interest is a 
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constant, approximated only by an intercept term. In both kriging and regression, deviations 
between observed values and values of the function of interest are modeled as uncorrelated 
homogenous random errors. To predict responses at locations where data are not collected, 
kriging uses a weighted average of the data observed at other locations. These weights are 
based on the variogram function, which relates the covahance between responses to the 
distance between their corresponding design points. Given a known variogram, the kriging 
predictions are the best linear unbiased predictions (BLUP) of the response at any point, 
under the model. While prediction under the kriging method requires the continued use of the 
data, predictors within RSM are of different form, relying only on the fitted polynomial. 
A generalization of ordinary kriging, universal kriging, substitutes a polynomial model 
for the constant mean used in ordinary kriging. This substitution allows for adaptation to a 
simple trend in the data (first-order linear model) or more complex relationships (second- or 
higher-order models). The assumed universal kriging model differs from the polynomial 
regression model in that a spatially correlated random model element is employed. The 
kriging predictions are based on both the fitted polynomial and interpolated random process, 
while regression predictions are based only on the fitted polynomial. 
The use of kriging to approximate unknown or complex functions in applications other 
than geostatistics is not new. Kriging has been used successfully in computer experiments 
(e.g. Sacks et al., 1989) to approximate the output from complicated computer programs. 
Computer experiments differ from traditional experiments in that deterministic computer 
programs yield the same response value for a given set of inputs, every time the code is run. 
There is no random physical variability or measurement error in the output. Any discrepancy 
between the output of a computer model and the prediction of a statistical model is due to 
bias or lack of fit resulting from the mis-specification of the statistical model. 
As noted above, the kriging method can be adapted to accommodate data that include 
random measurement error. In geostatistics, the specification of the variogram (weighting 
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factor) allows for a parameter called the "nugget". This parameter allows for a random 
difference between two samples taken from the same location. In mining applications such a 
difference would occur if one sample had a nugget of ore and the other did not. From a RSM 
standpoint, the nugget effect can be viewed as measurement error, the variance of which can 
be estimated from multiple response values taken at the same combination of factor levels. 
Our application of kriging will differ significantly from its use in computer experiments, 
due to the assumption that measurements include random error that is not part of the response 
function of interest. It will deviate from traditional RSM in that, in additional to the random 
measurement errors present in the measured response taken at any fixed combination of 
factor values, the model also includes a realization of a spatially correlated random term as 
part of the response function of interest. 
The goal of this study is to investigate whether kriging methods can lead to better 
predictions of near quadratic relationships than traditional regression methods. This analysis 
will begin by offering theoretical evidence that kriging methods have the potential to 
outperform standard RSM under certain conditions and will conclude by reviewing the 
performance of various methods for several simulated data sets. 
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CHAPTER 2 METHODS 
In this chapter we will examine three prediction methods: Ordinary Least Squares (OLS), 
Ordinary Kriging (OK), and Universal Kriging (UK). Each of the methods will be used to 
approximate a surface over a region of interest defined as the design space, D. This region 
will be defined as a (/-dimensional cube representing independent variables that have each 
been scaled from -1 to 1. Any point within D represents a possible combination of factor 
values, and can be specified by in its coordinates: 
% = [%, ... -1 <%, <!. 
The » specific values of % for which responses are observed in the space are denoted 
byJi " Ja­
in each of the methods, the predictor for the response associated with any given value of 
x, j)(x), is a linear combination of the responses observed in the experiment. This linear 
combination will be defined by an n-element vector of weights, , referred to as the 
prediction vector: 
X%)=<y for y = 
The form of these vectors will be derived for each of the three methods in this chapter. 
Following the derivation, a numerical example will be analyzed to show the potential 
superiority of the kriging methods. 
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2.1 Ordinary Least Squares 
In traditional RSM, it is typically assumed that the function to be modeled can be 
adequately approximated by a second-order polynomial model in the region of interest. The 
model usually contains two components, one representing the polynomial surface % and 
another representing random error from the measurement process: 
X%) =% + f  = #,  + + É f (21) 
where 
g - #(o, ) normally distributed error. 
The n design points will be represented in a model matrix constructed from the values, 
where ^ = [x„ -- %^,],i.e. 
z indicates the design point 1 < z < n 
y indicates the independent variable 1 < _/ < (f. 
The model matrix % for the quadratic polynomial model will be composed of four parts 
representing the intercept, linear, quadratic, and interaction components of the model. 
JT = [ i | I |g |M] 
where 
T 
r i 
%11 " 
i = ; Z, = 6 = 
1_ 
_ «1 " 
M = 
^12^13 " 
^«2^m3 " *n(d-l)*W 
Using this matrix notation, equation (2.1) can be written for all experimental runs 
simultaneously as 
F = + f 
where 
/? A 
P{n~Y)n ; 
and g now represents an n-vector of homogeneous, independent errors. 
When is of full column rank, the vector of least-squares estimators (6), for the model 
coefficients ( /? ), is based on the measured responses 7, and the model matrix, 
6 = (%%)"' 
As OLS methods produce the best linear estimators under these assumptions, they are 
traditionally used to find estimators for the parameters . Prediction of the response at any 
location is a function of the values of the independent variable(s) at the location x. Let 
a' = [l f g m] 
where 
f = [z, - % J 9 = W - = .. % % 
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then the OLS estimate of the expected response at % is : 
Hence for OLS the form of the prediction vector is 
(2.2) 
2.1.1 Response Transformation 
One common method to address lack of fit in quadratic models is to transform the 
response variable y into a new variable y,*» through a power transformation (Box and Cox, 
1964): 
where A can take on any real value with ,1 -» 0 representing the log transformation. Under 
the assumption that elements of f are normally distributed, maximum likelihood methods 
can be used to estimate A. A scale-adjusted form of the power transformation (_y) is used 
for this estimation as direct use of tends to result in larger estimated A's having larger 
errors regardless of the quality of fit: 
X (2.3) 
(2.4) 
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The optimal value for /I is found by Stting the model, calculating the residual sum of 
squares for the transformed responses, and choosing the A that minimizes this sum of 
squares. For this analysis it is assumed that the surfaces are approximately quadratic, so only 
relatively mild transformations (0 < A < 2) of the data were considered. 
Estimators and predictors for the transformed variables are of the same form as those 
found using the OLS techniques outlined in 2.1, with the substitution of F* for K The use of 
the transformation technique in this analysis will be referred to as the Box-Cox (BC) method. 
It should be noted that the Box-Cox methodology cannot be used without modification if 
negative values of the response are present in the data. To compensate for this deficiency, all 
data sets are consistently shifted into the positive range before the BC method is used. 
Following the determination of A and the calculations for the predictors, the data are re-
shifted back to the original range. 
2.2 Kriging 
Kriging is based on a model in which measurements are composed of the surface, 
modeled as a sum of two components, and an additional error term. The first component is a 
polynomial function, g(%), which represents the "global" trend of the surface. The second 
component, Z(x), is a realization of a stationary gaussian random process with mean zero and 
stationary non-negative covariance that represents the "local" deviations of the surface from 
the polynomial. These two components represent the true physical surface relating E(y(z)) 
to %. The final term is random error with zero mean and covariance, which corresponds 
exactly to the error assumed in the quadratic polynomial model. The general form of the 
kriging model is: 
X%) = g(%) + Z(z) + f(x). 
Note that without Z(r), the model would be a polynomial regression model. 
Two different kriging methods, ordinary kriging and universal kriging, will be 
investigated in this paper. The general equation defining the predictors is the same for both 
methods, with differences in the particular forms noted in Section 2.2.2. The ordinary kriging 
method uses the model assumption that the underlying polynomial, is a constant and 
that the only variation in the true surface results from the realization of the gaussian process 
Z. The universal kriging method used for this analysis is based the model assumption of an 
underlying quadratic polynomial in addition to the gaussian process. 
2.2.1 Gaussian Process Zf%) 
The gaussian process Z(x) is what differentiates the kriging model from the quadratic 
polynomial model. This process is characterized by a correlation function which specifies 
the correlation between the responses at any two points in the design space, f =(f/,%,..&/) and 
w=(w/,%2,...%/), is a function of the scaled distance between the points. In this study we shall 
limit attention to the gaussian correlation function: 
the isotropic form of this correlation, for which the scaling parameter is common to all 
Actors: 
#(f, %) = exp(- ZL % ('* - w* )^ ) 
for which realizations of Z(%) are infinitely differentiate. Further, we shall consider only 
(2.5) 
We will define Z to be a stationary process with mean zero and variance cr^, and so need 
only multiply if by to define the covariance function: 
Cov(Z(f%Z(«)) = ^#,w) 
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2.2.2 Estimation and Prediction 
The vector of polynomial coefficient estimators 6 used here are the best linear unbiased 
estimators (BLUE) under the assumed model. In addition to the vectors and matrices already 
defined, we will need the covariance matrix K of the responses 7, at the locations specified 
by the design. Fis a function of the variance and covariance parameters of g and Z. Using 
#(,$) to denote the M x » correlation matrix for Z at the design points, i.e. {^(5")}^ = #(,?, , ), 
F = cov(y,r)=o-;a(s)+<r^. 
Additionally, the covariances between Z at any new % and the responses at the design points 
will be denoted by the vector v,. 
i/ = Cov(y(^%z(%))] 
where 
Cov(y(j, ), z(x)) = , %). 
The BLUE for the vector of polynomial coefficients in the kriging model, , is 
where ^4 is a function of the design with 
.d = i for ordinary kriging 
and 
= % = [î 2 g Af] for universal kriging. 
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When the indicated matrix inverse exists, the BLUP of the response at % is 
where a is a function of the point of interest with 
for ordinary kriging 
and 
a' = [l / g m] for universal kriging. 
The fitted value is a result of the sum of the Generalized Least Squares (GLS) fit of the 
polynomial and a local adjustment related to the residuals between the fitted polynomial and 
the experimental data. 
By substituting the respective values for a' and for the two kriging methods we find 
that the form of the prediction vector for ordinary kriging is 
The above equations assume that the covariance matrix Fis known, which requires that 
the experimenter know # and the ratio of and . Estimation of these quantities will be 
discussed later, but a reparameterization of the covariance function will be introduced now to 
(2.6) 
and the form for universal kriging is 
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facilitate later analysis. The covariance matrix F can be rewritten as a function of a different 
design correlation matrix which characterizes both the Z and f ; 
r = cov(y, r)= 
where 
R^(f, w) = 1 f = « V/, w = (l,..., »), 
^(f,w) = Pexp(-ZL^(4 -
^ =<rf +crj ,  
cr? 
The parameter p, is directly related to the geostatistical concept of a "nugget" effect, 
which allows for variation in assays taken at the same location. In our model,/? represents the 
proportion of the total variation that can be attributed to the stationary gaussian process Z. 
Since the relationship between (c, j?) and is one-to-one, we can easily transform 
estimates from either parameterization to the other. 
2.3 Preliminary Method Comparisons 
Integrated Mean Square Error (ZMSE) is often used to compare the methods in RSM (Box 
and Draper, 1987, p. 428). 7MSE is based on the Mean Square Error (MSE), which is one of 
the indices most commonly used in evaluating the fit of a model; minimization of MSE is the 
basis for many statistical estimators. The MSE is the expected squared difference between an 
estimate or prediction and the value it is intended to approximate. In our context we are 
interested in 
MSE[y(r)l= (2.7) 
The general form of the true surface addressed in this analysis will be a polynomial plus a 
realization of a gaussian process. The polynomial terms will be represented by the vector 
/ for individual % locations and by the matrix F for the whole set of design points. Hence, for 
our purposes, / and F in the model are analogous to a and in the kriging formula. The 
model can be written as 
where 
r , (x)=rf}  +  Z(x)  
/ ' - [ i  / , (*)  fA x )  •• /.Mi 
is the a vector for the new point, and 
F = 
"/'($,)" 
/k)J 
is the model matrix for the design points. The elements of/are functions of x and the relative 
importance of Z is determined by the value of . 
Substituting the model matrix, F, and the prediction vector, c,, into (2.7) and simplifying 
the equation results in the following expression for MSE as a function of x: 
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MSE[y(x)]=f[y(jc)-^(x)p = - ff- %(%)]' 
= E(c;y - Ec^yy + F(Ec;r - ^(%)y + 2F(c;y - - ^W) 
= For(c;y)+E(c^ - ^ (%)y+2f(c;r - - ^W) 
=K^.i+kfA -  m1+"•;]+[- 2 <•>,] 
= c',Vcx + (c'xFp - fPf - 2cy, + CT=. (2.8) 
This equation is valid for the ordinary least squares (OLS), universal kriging (UK), and 
ordinary kriging (OK) methods. As F, /?, y, and cr^ are characteristics of the given surface 
and the design, only the prediction vector c, is method specific. It should be noted that the 
equation is not valid for the least squares method incorporating the Box-Cox transformation 
(BC) as its fitted values are based on the transformed response rather than the original y s. 
Since the interest in the fit of the model encompasses the entire range of %, the MSE will 
be integrated over the entire experimental region, D. 7MSE will stand for the integral of MSE 
over the entire region of interest. Using (2.8), this can be written directly as: 
ZMSE = n KPc, + (c^ - /%?): - 2^y + (2.9) 
where 
O"' = j&k. D = (-l<x,^l)V; 
xeD 
As 7MSE is based only on expectations, it is not a function of the observed data. In order 
to compute 7MSE for method comparison, it is necessary to specify the surface of interest, the 
variances, and the experimental design. 
23.1 Example 1 
The TMSE's for OLS, OK, and UK, will be compared for an example. The true surface 
will consist of a fourth-order polynomial in one variable without the addition of a stationary 
gaussian process (i.e. = 0 ). Observed responses will be the true surface plus normally 
distributed measurement error generated as: \ 
y(x) = %(%)+ f = 5 + 2% -2%^ -1.5%^ + 0.4%^ 
with 
5.0 
2.0 
-2 .0  
-1.5 
0.4 
F = 7 l/ = 0 (Tg = 0.1 (7^ = 0. 
Figure 1 illustrates the shape of the surface over the experimental region. The surface is 
approximately quadratic in shape, but does deviate slightly from a second-order surface. 
The design 5" will consist of seven equally spaced points taken along the x-axis with no 
repeated measurements: 
Se[-1, -2/3, -1/3 0, 1/3, 2/3, 1]. 
Because Z does not appear in the model, the 7MSE can be written in the simplified form: 
ZMSE = O f+ (c^ - /p/dc 
xeD 
-1.2 -0.8 -0.4 0 
X 
0.4 0.8 1.2 
Figure 1. Fourth-order polynomial for Example 1 
where 
% x3 
-1 1 -1 1' 
-2/3 4/9 -8/27 16/81 
-1/3 1/9 -1/27 1/81 
0 0 0 0 
1/3 1/9 1/27 1/81 
2/3 4/9 8/27 16/81 
! 1 1 1 
and each method specifies a particular form for the prediction vector c,. 
For the purposes of this analysis, the integral for each method is numerically 
approximated with the rectangular rule using 100 divisions over the range of z. 
The calculation of /MSE for the OLS method is straightforward (Khuri,1996) as 
estimators for the parameters are easily expressed for any given situation. Calculation of 
ZMSE for the kriging methods requires assumed values for 6? and and the associated 
variance-covariance matrix. Two examples based on different assumed values of^ will be 
used to demonstrate the differences in 7MSE between the methods. For each example, 6? will 
be varied throughout a range of values (0.1 to 10,000). 
ExdWMpZg A4 (p = 0.5) 
The 7MSE of the OLS method is not a function of # or p, so it remains constant at 0.160 
throughout the range of 0 and will serve as the benchmark for comparison (see Figure 2). 
For this evaluation of OK and UK, standard deviations of the gaussian process and 
measurement errors are assumed to be equal, resulting in /? = 0.5. The /MSE of the OK 
method is much higher than that of the OLS method throughout the range of #. The poor fit 
of OK is not unexpected as it is based on the assumption that the underlying surface is 
composed of random deviations from a constant. At = 0.5, the magnitude of the random 
error appears to be large and some of the structured deviations from the constant surface tend 
to be interpreted as random error. This results in the kriging predictor that is too flat and does 
not follow the true surface. 
The 7MSE of the UK method is lower than that of OLS, indicating that UK gives a better 
fit to the quartic polynomial than the traditional OLS method based on the quadratic model. 
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Figure 2. Example 1 A, Integrated Mean Square Error for Ordinary Least Squares, Ordinary 
Kriging and Universal Kriging (p = 0.5) 
Depending on the value of # that is chosen; a substantial improvement in 7MSE can be 
made. It is also interesting to note that the UK method approaches the OLS method at the 
extreme large and small values of #. This is intuitively clear for large values of ^, as large 
0 values result in the covariance matrix approximating a multiple of the identity matrix, 
which reduces the UK method to a quadratic polynomial with no gaussian process (i.e. it is 
equivalent to the OLS method). A similar eHect is seen as 0 approaches 0, where all values 
of Z are so strongly correlated that the realization of the gaussian process becomes constant 
over the design region. 
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= 0.8) 
In the second situation, the kriging methods are evaluated under an assumption that the 
process variance er^ is four times the magnitude of the expected squared measurement 
errors, or equivalently, jp = 0.8. Figure 3 displays ZMSE for the three methods throughout the 
range of #. 
One interesting item to note is the strong improvement of the OK method relative to the 
results of Example 1 A. We now see that for certain values of # the OK method is actually 
superior in fit to the OLS method. The fit of the UK method has not changed significantly 
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Figure 3. Example IB, Integrated Mean Square Error for Ordinary Least Squares, Ordinary 
Kriging and Universal Kriging (p = 0.8) 
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from the previous example and is still superior to the OK method, but by a smaller margin for 
#<100. 
23.2 Simulations 
To verify the potential of the kriging methods to outperform the OLS, a small set of 
simulations was run at the conditions specified for example 1. The responses generated at 
each of the seven % values can be found in the Table 1. 
Table 1 - Response F for 6 simulations under Example 1 
Trial 
X 1 2 3 4 5 6 
-1 2.64 2.86 2.91 2.79 3.14 2.95 
-0.67 3.19 2.94 2.92 3.11 3.16 3.19 
-0.33 4.86 3.82 4.02 4.04 4.24 4.39 
0 5.28 5.38 5.09 4.84 5.35 4.84 
0.33 4.95 5.2 5.22 5.48 5.47 5.62 
0.67 5.2 5.04 5.47 5.46 5.03 5.41 
1 4.08 3.68 3.7 4.11 3.99 4.1 
For each of these six data sets, the various methods were applied and the error of the 
fitted predictor with respect to the true surface was calculated. Before the kriging predictors 
can be fit and their errors calculated, values for the kriging covariance parameters must be 
chosen. 
In the previous section, ZMSE was used to show that the expected errors for the kriging 
methods are superior to that of OLS under certain conditions. The ZMSE is indicative of the 
theoretical long run average error but it is not useful for evaluating the fit of the methods to 
actual surfaces, as data are not involved in its calculation. Comparisons of the methods using 
simulated data will require a new quantity of evaluation. 
The ZSE, integrated squared error, is the squared error of the fitted surface integrated over 
the area of interest, D. This represents how well the method fits the actual surface in a single 
application. The form is similar to the 7MSE with the only change being the substitution of 
the actual squared error for the expected squared error. 
ZS% = O J LP(x) - %(%)]' dc (2.10) 
xe.D 
A&f/Kx/ ComparfMvw, Examp/g = 0.5) 
Using Figure 2, the values of the parameters for the first analysis were chosen as 0 = 10 
and ^ = 0.5. These values were chosen as they indicate a situation where the fit of the UK 
method should be superior to the OLS fit and the OK fit should be inferior to OLS. 
Table 2 - Integrated Squared Error assuming 0 = 10 and /? = 0.5 
Trial 
Method 1 2 3 4 5 6 
OLS 0.156 0.160 0.128 0.114 | 0.185 0.144 
UK 0.156 0.048 0.015 0.032 | 0.058 0.050 
OK 0.304 0.260 0.203 0.186 I 0.218 0.191 
Table 2 indicates that the ZSE achieved by the various methods is as expected. For the 
majority of the trials the UK method fits the data substantially better than OLS, while OK is 
worst in all cases. In trial 1, the OLS and UK methods have an equivalent fit, but this is not 
unusual, as the data contain random error and certain data configurations will favor different 
methods. The 7MSE is based on an expected value and although the UK method should 
dominate OLS for the chosen situation in the long run, in certain simulations the OLS will 
provide better predictors than the UK method. 
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Figure 4. Comparison of Fit for OLS, UK, and OK for Example 1 Trial 2 Assuming Kriging 
Parameters of 0 = 10 and = 0.5 
The fit of the three methods for data from trial 2 is displayed in Figure 4. The graph 
illustrates the flexibility of the kriging methods to produce a predictor that deviates from an 
assumed quadratic polynomial. 
Mef/zod Componao/za, Ezamp/e 73 = 0.8) 
Using Figure 3, the values of the parameters for the second analysis were chosen as 
# = 10 and = 0.8. These values were chosen, as they indicate a situation where the fit of 
both the UK and OK methods should be superior to the OLS fit. 
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Table 3 - Integrated Squared Error assuming 0 = 10 and p = 0.8 
Trial 
Method 1 2 3 4 5 6 I 
OLS 0.156 I 0.160 0.128 0.114 0.185 0.144 I 
UK 0.186 | 0.073 0.034 0.044 0.044 0.047 | 
OK 0.187 | 0.099 0.047 0.040 0.043 0.037 I 
Table 3 indicates that for the majority of the trials the UK and OK methods fit the data 
significantly better than the OLS. In trial 1, the OLS method produces a better St than either 
kriging method, due to the data configuration for this trial, but in all other trials the kriging 
methods dominate the OLS fit. A comparison of Tables 2 and 3 indicate a significant 
improvement in the fit of the OK method for p = 0.8 relative to /? = 0.5 while little change 
is evident in the UK method. This trend would be expected based on the /MSZTs displayed in 
Figures 2 and 3. 
The fit of the three methods for trial 2 when # = 10 and /? = 0.8 is displayed in Figure 5. A 
comparison of Figures 4 and 5 reveals the effect of varying the choice of/? in the kriging 
models for this particular data set. As/? is increased, the kriging methods interpret most of 
the variation in the data as reflecting variation in the true surface, rather than as measurement 
error, which results in the kriging predictors following the data more closely. This trend is 
quite evident in the comparison between the two figures. Both of the kriging predictors are 
substantially closer to the data in Figure 5, where the value of is closer to one. 
It is important to note that these examples are based on a single quartic surface with an 
assumption of prior knowledge of /? and 0 for both kriging methods. It is quite evident in 
this particular example that the fit of the OK method is heavily influenced by the choice of 
and #. In an actual data analysis, these parameters would usually be estimated by the 
experimenter. 
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Figure 5. Comparison of Fit for OLS, UK, and OK for Example 1 Trial 2 Assuming Kriging 
Parameters of 0 = 10 and p = 0.8 
Additionally, the UK method dominates the OK method with respect to 7MSE for all 
combinations of and 6? examined here, but there is no guarantee that similar estimates of 
these parameters would be obtained under the OK and UK methods for any given data set 
For example, estimates of p and 0 might be 0.8 and 10, respectively, under the OK method, 
but 0.8 and 1000, respectively, under the UK method. Conditional on these values, 7MSE for 
OK is actually less than that of UK under the conditions of Example 1. Hence it is important 
to understand the statistical properties of the estimates of p and # and of j)(x) when p and 
0 are estimated. 
26 
CHAPTER 3 NUMERICAL STUDIES I 
It was noted that each of the predictors of %(x)used in the previous examples is BLUP 
when the assumptions of the selected method are correct. While the OLS predictors are 
BLUP as they would commonly be used for data analysis, the kriging predictors are BLUP 
only in the case where the values of # and p are known. In almost all real experiments, 
however, these parameters would be unknown and would be estimated by the experimenter. 
This chapter presents a comparison of methods under the more realistic situation in which 
estimates of 0 and /?, rather than known or assumed values, are used. We focus on 
maximum likelihood estimates of these parameters based on the same set of data used to Gt 
the predictor. 
3.1 Obtaining Estimates ofand 0 
The 7MSE values shown in Chapter 2 indicate the potential for the kriging methods to 
outperform OLS as used in RSM when the true surface differs 6om the form of the assumed 
model. Unfortunately, 7MSE as defined in equation (2.9) cannot be used to prove the 
superiority of the kriging methods for practical purposes as it assumes prior knowledge of p 
and #, which in practice must be estimated. In this analysis we will examine the 
performance of OK and UK (relative to OLS) when maximum likelihood estimates (MLE) of 
0 and p are used in place of assumed values. As Z and g are assumed to be normal for each 
kriging method, we can write the likelihood function and log-likelihood function as 
i = (2*)-"^ |r|-^ expf—(r - r-'(y- -%#) 
and 
f = -1 
2 L 
»ln2% + ln|r| + (y-(y - #) 
respectively. Re-expressing the covariance matrix as 
yields: 
"T 
nhi2;r+ )+ln|fF| + (y-#)'^(y-J%?) 
<7 
Setting the derivative of the log-likelihood with respect to c to zero, 
-1 
0O-"" 2 
-^-(7- (y -
0 = »-^-(y-#)V-'(y-#) (T 
(y-y%)^-'(y-v%) O" = 
M 
Likewise, differentiating with respect to /? and setting the result to zero, 
6^ 1 
6^ " cr" 
%TF'(y-^) 
0 = %TF'(y-#) 
^ = "'zTr'y. 
These expressions allow for the determination of the MLEs for ^ and , given a known 
correlation matrix FF. 
Substitution of the MLE's of and into the log-likelihood results in a function that 
is only dependent on PP (i.e. # and /?), 
^ = 7zln(2^) + 7iln 
71 
+ ln|PF| + M 
and maximizing this quantity is equivalent to maximizing 
c 
^  = -
/ 
»ln 
\ \ 
71 
+ ln|^| 
The correlation matrix fF and estimated coefficient vector 6 of the kriging methods are 
both functions of/? and # and the MLE's of these parameters do not have closed form 
solutions. As an alternative, a numerical optimization program utilizing first derivatives can 
be used to maximize the likelihood with respect to /? and 0. Taking the derivative of the 
likelihood with respect to /? and # and using #@to represent the derivative of the correlation 
matrix with respect to either of these variables 
= 0* 0 = 0 GT" Z?, 
60 
yields: 
-§-- : f r - y Z T p - ' r )  
[r(- + 
where the individual components of a^are 
^ jexp(-%) 
and 
^  = k - ^ ) k - ^ )  
is the square of the distance between the points z and/. 
The log-likelihood function was numerically maximized with a NAG routine utilizing 
these two first-order differential equations. The algorithm uses 10 initial starting locations, 
with 0 = 1 andvaried from .01 to .99 in 10 equal increments, to find the estimates # and 
^ which maximize the log-likelihood function. 
Having defined a method of determining estimates of 0 and /?, we can now numerically 
compare the various methods as they would be used in practice under different true surfaces. 
f 0 z = ; 
^ I- f exp(- ; 
0 = 0 0 = p 
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32 Simulated Surfaces and Measurement Error 
We shall limit this investigation to situations in which the surfaces being estimated are 
usually uni-modal and approximately quadratic in shape. The focus of this research is a 
comparison of the performance of kriging and regression methods when the surface is 
approximately, but not exactly, quadratic. For this reason, the surfaces used in this analysis 
were chosen to follow a basic quadratic form with slight variation. The variation from the 
quadratic is achieved through the addition of a realization of a gaussian random process, i.e. 
through a model form corresponding to the assumed model used in UK. Throughout the 
study each of the methods will be applied to data, 7, generated from a model consisting of 
the true surface, %, plus random error, g, 
F = % + f 
in which ^ consists of a polynomial trend and/or a spatial stochastic process. 
As RSM analyses often involve more than one factor, all of the methods will be tested in 
one, two, and three dimensions. 
3.2.1 Surfaces 
Surface 1 - Constant 
The first surface is the simplest with the observed response being the sum of a constant, 
, and measurement error. This is the situation in which the response is not affected by the 
factors and the only source of differences between measurements is measurement error. It is 
of limited interest in practical data analysis, but is included in this study as it is the simplest 
model form generally considered in regression analysis: 
7 = A-
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Surface 2 — Quadratic Polynomials 
The second surface is a second-order polynomial, a form commonly used in RSM: 
where 
^ (%)=#, + Z j=i i-i i<./=i 
Throughout the simulations ^, the polynomial function, will be varied to allow for three 
different shapes of polynomial surfaces. 
The first shape is a hyperplane, hence 
A ,  =  / ? „  =  0  V z , y  =  1 , 2 , .  
The quality of fit for OLS and the kriging methods is invariant to the value of , while the 
choice of will affect BC estimates (see Section 2.1.1). For consistency, all surfaces were 
constructed with a minimum value of 0 and linear coefficients set to a common value such 
that the range of the true surface throughout the design space is one, that is, 
maxn(x)-min7;(%) = 1. 
The specific coefficient values used in generating data are listed in Table 4. 
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Table 4 - Coefficients for shape 1 
Number of A A 1 A, A 
Factors ! 
1 0.5 0.5 | 0 0 
2 0.5 0.25 | 0 0 
3 0.5 0.167 1 0 0 
.Shape 2 
The second shape is a quadratic ridge along the x, = x% =... = x^ line. In this situation % 
is maximized at any point on this line and elsewhere is determined by the squared distance to 
this line. For such polynomials 
/#, = 0 Vf = 1,2,...,6/. 
A "ridge" is not meaningful in the one-dimensional case, so d = 1 is not considered. For d = 
2 the surface is a ridge along the x, = x^ line on the plane. For d = 3, the sur&ces of equal 
response are tubes along thex, = x^ = x, line. As in shape 1, the specific coefficient values 
used in generating data were chosen such that the range of the surface, max 7y(x)- min^(x), 
was set to one. These coefficients are listed in Table 5. 
Table 5 - Coefficients for shape 2 
Number of 
Factors 
A A A A 
2 1.0 0 -0.25 0.5 
3 1.0 0 -0.5 0.5 
STzape J 
The final surface shape used is mound with maximum at x = (0.5,0.5,...,0.5). This is the 
type of surface most commonly investigated with RSM. Contours of equal expected response 
values were set to be circular or spherical, so 
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A,=0 Vz,/ = l,2,...,d. 
In the one-dimensional case ^(x) simplifies to a parabola and in the three-dimensional case it 
is a function whose value is completely determined by the distance from % to the point 
(0.5,0.5,0.5). The coefficients were chosen such that the maximum and minimum of ? in the 
experimental region, now located at x = (0.5,0.5,...,0.5) and x = (-l,-l,...,-l) respectively, 
were once again one and zero, respectively. The specific coefficient values used in 
generating data are listed in Table 6. 
Table 6 - Coefficients for shape 3 
Number of A A A A 
Factors 
1 0.888 0.444 -0.444 0 
2 0.888 0.222 -0.222 0 
3 0.888 0.148148 -0.148148 0 
Surface 3 - Gaussian Process 
The third surface is a realization of a stationary gaussian process, Zfx) This random 
gaussian process has mean zero, correlation function and the process variance : 
77 = Z(x) 
where 
E(Z(x))= 0 and Cbv(Z(w),Z(f)) = cr^(w,f) w,f e<S. 
For these simulations, a gaussian correlation function was chosen because its realizations 
are smooth functions, which is a reasonable assumption about % in most RSM contexts. The 
correlation between any two points f' = (f, ^ .. and w' = (w, %% - is defined 
by the distance between the points, and a parameter <9 : 
%) = exp(-ZL^(4 
The choice of # will determine the rate at which the correlation decreases with increasing 
distance between f and w, with large values of # approaching departures 60m the process 
mean. 
Note that apart 60m the requirement that the #(%(%)) = 0, Surface 3 corresponds exactly 
to the assumed model underlying OK, hence we may expect this method to perform well in 
this section of the study. 
Surface 4 - Polynomial and Gaussian Process 
The final surface is the most important in the analysis. The combination of the 
polynomial and gaussian processes utilizing relatively small values for cr, defines surfaces 
that are slight deviations from polynomial functions. The form of the last surface is 
% = f,(z) + Z(x) 
where is as described for Surface 2 andZ(x) is as defined for Surface 3. Note that Surface 
4 corresponds exactly to the assumed model underlying UK, hence we may expect this 
method to perform well in this section of the study. 
3.2.2 Simulations 
Strength of correlation in Surfaces 3 and 4 
The strength of the correlation for the gaussian process is determined by the correlation 
parameter 0. Small values of # result in highly correlated gaussian processes with 
realizations that change gradually within the design space, while large values of 0 result in 
smaller correlations between any two fixed points and allow the gaussian process to vary 
substantially over relatively small distances. As was stated earlier, the focus of this analysis 
is on response surfaces which are approximately quadratic in shape, so the strength of spatial 
correlation was limited to maintain this structure. 
To standardize the correlation over the considered values of # is chosen such that the 
correlation between values of Z at the center point and the most remote point in the design 
space is a specific value, regardless of the dimension of the problem. The choice of# results 
in a specified value for this correlation: 
) = exp(- #(l - oy )= exp(- 6%). 
This analysis uses three levels of correlation to allow for varying levels of complexity in 
Z over the design space D. Informal analysis suggested that the generated realizations are 
approximately quadratic when 2((l^,0^) is set to the values of 0.4,0.3, and 0.2. Hence for 
each value of <7, the three values of 0 are determined as 
# = ^ere % ,0„ ) = 0.2, 0.3, 0.4 
a 
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Standard Deviation of the Gaussian Process 
The typical magnitude of Z, which represents the departure of the response surface from 
the polynomial, is controlled by the magnitude of . For the simulations, the median range 
of the gaussian process 
M(0, <7,, = /Ma&a%|max(Z(x)) - min(Z(x))l 
z ' xeD xsD ' 
was standardized to be a percentage of the range of the underlying polynomial surface. The 
levels were chosen to represent small, medium, and large contributions by the 
gaussian process to the final surface shape. Median ranges of 10%, 20% and 30%, were 
chosen to represent the respective processes and although these ranges may appear large, the 
shape of gaussian process remains approximately quadratic. 
Setting the values of to obtain the desired value of is not as simple as it 
would be for independent random deviations. The difficulty arises in the changing correlation 
structure for the gaussian processes. For a given experimental region D and , a gaussian 
process with 7((1 ^  ,0^ ) of 0.4 will typically have a smaller range of values than the same 
process with 72(1^,0^ ) of 0.2. To compensate for this effect, simulations were run to 
compare the maximum and minimum values of the gaussian processes over the three levels 
of correlations for each of the three dimensions. 
The first step in the range simulations is to generate independent random errors for a 
standard normal distribution and assign them to a regular grid within D. For this study the 
regular grid consisted of 100 points for = 1,400 points for 6/ = 2 and 8000 points for 
= 3. These independent errors are then converted into the properly correlated gaussian 
process through the use of a Cholesky decomposition of the calculated correlation matrix for 
the grid locations (see next section). 
The gaussian process was simulated 1000 times for each grid and M(#, c, was then 
used to calculate a scaling factor, equal to the inverse of ,<f), for later simulations 
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with polynomial surfaces. A value of 1 for would indicate that the median value 
for the range of the gaussian process over D would approximately equal the magnitude of the 
standard deviation used to generate the uncorrelated random errors. In this case, to achieve 
the median range of the gaussian process to be 10% of the polynomial surface, the magnitude 
of the standard deviation for the generated random errors should be set at 10% of the range of 
the underlying polynomial. Similarly, a value of 3 would indicate that the standard deviation 
for the generation of the random error should be set at 3.3% of the range of the underlying 
polynomial to achieve a gaussian process that has a magnitude of approximately 10% of the 
polynomial. Table 7 below indicates that the median range of a gaussian process is 
approximately 1.5 to 3.6 depending on the dimension of the grid and correlation of the 
process. 
Table 7 - Magnitude of the median ranges of the Gaussian Processes for 1000 simulations 
d = l = 2 (7 = 3 
.2 1.74 2.75 3.59 
.3 1.65 2.55 3.24 
.4 1.46 2.26 2.94 
Use of the above scaling factors on , result in a consistent contribution by the gaussian 
process to the shape of the surface for the various levels of correlation, regardless of the 
underlying polynomial or dimension of the simulation. 
Simnlatinp the Gaussian Process 
As was mentioned previously, the gaussian process was constructed via the use of a 
Cholesky decomposition of the appropriate correlation matrix for each grid. To construct the 
surface, a vector G composed of the appropriate number of randomly generated standard 
normal values g, was created. 
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G = 
gi 
t where 
^ = 100 d = 1 
m = 20 = 2^ 
A correlation matrix # is constructed for the grid using equation (2.5). For = 1, ffis a 
Toeplitz matrix with ones on the main diagonal and decreasing values for subsequent 
diagonals. For higher dimensional grids, the correlation matrix is a block Toeplitz matrix 
with ones on the main diagonal. As/fis a symmetric positive definite matrix a Cholesky 
decomposition can be taken which yields a unique lower triangle matrix T: 
# = 7T. (3.1) 
Multiplying the vector of independent random errors by the Cholesky matrix results in a 
vector of correlated errors, which are the values of a single realization of the gaussian surface 
on the grid, 
Z = TG. 
The large size of grids used in the simulations results in numerical difficulties in the 
construction of the gaussian process realizations. For d = 3, the 8000 point grid, 20 locations 
per dimension, results in # being an 8000 by 8000 matrix. Direct attempts at Cholesky 
decompositions of matrices of this size result in numeric instabilities making this process 
impossible. The special circumstance of the grid pattern and its resulting block Toeplitz 
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correlation matrix allows for an alternative method for the construction of the Cholesky 
matrix T. 
As was stated earlier, for d = 1 /fis a Toeplitz matrix now designated as A. For higher 
dimensions /fis a block Toeplitz matrix with a special structure. Due to the regular grid 
pattern, /f will be a kronecker product of the original Toeplitz matrix: 
ff = A = 1 
# = d = 2 (3.2) 
/f = A = 3, 
This special structure allows for an alternative method for data generation, which can be 
easily shown in the two-dimensional case. As A is a symmetric positive definite correlation 
matrix, it has a unique Cholesky decomposition 
/, = *' 
which can be substituted into (3.2) 
ff = A <8 A = (%') 8 (#') = (f® ® f) = (f ® ® f) . (3.3) 
The kronecker product of two lower triangle matrices is also a lower triangle matrix. 
Combining equation (3.3) with (3.1) yields that the lower triangle matrix created by f ® f 
must be the same unique lower triangle matrix T created with the Cholesky decomposition of 
#: 
# = 77" = (f®fXf8>f) 
This relationship allows for a significant improvement in construction of the gaussian 
process. Rather than attempting to decompose an 8000 by 8000 correlation matrix, the 
algorithm only requires the decomposition of a 20 by 20 matrix. 
Standard Deviation of Random Error 
In addition to the deviations from the underlying polynomial due to the correlated 
gaussian process, measurement error is also present in each measurement. All of the errors 
generated for the simulations will be obtained from a normal distribution. 
F = 77 + g where g - jv(o,o^). 
To standardize the size of error used in each simulation, <r, was defined to be a 
percentage of the range of the polynomial surface, ^, within the experimental region 
oc(max^(x)-minf2(x)j. 
V xsD XS.D J 
In this way, the choice of scale for the polynomial coefficients did not influence the method 
comparisons. To maintain a balance between the correlated gaussian process and the random 
error, three values of cr^ were chosen such that the length of the central 95% probability 
interval for the random error would correspond to 10%, 20%, and 30% of the underlying 
polynomial range (i.e. or, was set to be 2.5%, 5% and 7.5% of the polynomial range). 
In the case of Surface 1, where is a constant, the magnitude of the error cannot be 
linked to the range of the polynomial and only one level of random error will be used. All 
simulations in this case will have the magnitude of the random error arbitrarily be set at 
3.3 Experimental Designs 
Two-level factorial and fractional factorial experimental designs are widely used in 
industrial experimentation. These plans call for taking data at a combination of relatively 
high and low levels of the factors and are sometimes augmented with the addition of center 
points to allow for estimation of error variance and testing for LOF. While two-level factorial 
designs can detect LOF in some cases, they are inadequate for estimating all parameters in 
second-order regression models. For this reason, RSM practitioners often use other families 
of plans explicitly designed for the estimation of quadratic effects, with the Central 
Composite (Box and Wilson, 1959) and Box-Benhken (Box and Benhken, 1960) designs 
being the most popular for second-order modeling. This analysis will focus on a Central 
Composite Designs (CCD) and more specifically on a sub-class called Face-Centered Central 
Composite Designs (CCF). 
A CCD is composed of two main components. The first component is a two level 
factorial or fractional factorial plan and the second component, added specifically to allow 
estimation of quadratic effects, consists of one or more measurements at the center point and 
a "star" formation. The star contains runs in which each factor individually is set at either a 
low or high level with all other factors held at central values. For this reason there are 
always twice as many star points as there are factors in the experiment In a CCF the star 
points are taken at the same scaled level used for the factorial points, with +1 representing 
the maximum, -1 representing the minimum, and 0 representing the central value. 
A CCF with d = 3 variables has the following design matrix & (shown on next page), 
whose points contained in the three-dimensional CCF are displayed in Figure 6. 
Figure 6 - CCF in three dimensions with (*) representing the factorial component and (*) 
representing the star component of the design 
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The standard CCF will be the smallest experimental design studied in this investigation. 
Kriging methods, with their increased flexibility, require the estimation of additional 
covariance parameters, which may not be feasible under the standard design. Hence, we limit 
attention to designs for which the number of unique factor combinations is at least twice the 
number of coefficients included in a quadratic polynomial model. Additional design points 
will be appended to the standard CCF, when it does not meet this condition. 
As the kriging methods are spatially oriented, designs that maximize the distance 
between design points are intuitively appealing. The standard CCF for three variables 
contains 15 design points, and so does not meet the requirement for the minimum number of 
design points, which is 18 points. To meet this requirement and maintain the symmetry of the 
design eight new locations are added to the design, for a total of 23 design locations. To 
maximize the distance between the points in each one-dimensional projection of the 
augmented design, the new locations are placed in factorial locations scaled to one-half of 
range the original factorial design. The additional design points ^ are listed below 
'-0.5 -0.5 -0.5" 
-0.5 -0.5 0.5 
-0.5 0.5 -0.5 
-0.5 0.5 0.5 
0.5 -0.5 -0.5 
0.5 -0.5 0.5 
0.5 0.5 -0.5 
0.5 0.5 0.5_ 
This augmentation results in a cube being embedded within the original CCF. The augmented 
CCF in three factors is displayed in Figure 7. 
Figure 7 — Augmented CCF in three dimensions with(») representing the factorial 
component, (*) representing the star component, and(°) representing the augmented 
component of the design 
The design for two factors will follow the same general pattern as described for the three 
factor design, but requires fewer unique design points. The basic design is a CCF, which for 
d = 2 results in a regular 3-level grid pattern: 
-1 -1" 
-1 1 
1 -1 
1 1 
0 0 
-1 0 
1 0 
0 -1 
0 1 
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As the standard CCF in two-dimensions does not meet the requirement for the minimum 
number of design points, this design is also augmented. Maintaining the symmetry of the 
design and maximizing the space between locations in one-dimensional projections of the 
design, four additional points are inserted at factorial points scaled to one-half the original 
factorial. 
= 
'-0.5 -0.5" 
-0.5 0.5 
0.5 -0.5 
0.5 0.5 
The augmented CCF in two factors is displayed in Figure 8. 
I -0.5 
-1.5 -1 -0.5 
Figure 8 — Augmented CCF in two dimensions with(*) representing the factorial 
component, (*) representing the star component, and (°) representing the augmented 
component of the design 
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The pattern for a CCD degenerates in the one-dimensional case, because the star points 
replicate the factorial points. Hence, an alternative strategy will be used that maintains 
symmetry and equal spacing along the single axis. Design locations will be placed at equal 
intervals between the minimum and maximum values of the factor. For this analysis, the 
number of design locations will always be odd so that a center point is always included in the 
design. Doubling the number of coefficients in the quadratic polynomial requires six data 
points in the design so the number of equally spaced points in the design is seven. 
Se[-1, -2/3, -1/3 0, 1/3, 2/3, 1]. 
CCD's include at least one measurement taken at the center of the design space, but it is 
standard practice to take replicate measurements at this location to facilitate estimation of the 
variance of measurement error in an experiment. For all of the simulations in the analysis, an 
additional five measurements (e.g. six in all) will be included at the center point. 
3.4 Quantifying Error 
In fitting a surface to our data, we are always concerned about the quality of the fitted 
surface as an approximation of the true surface. There are several indices that can be used to 
evaluate the fit of the method. Two such indices, MSE (2.8) and 7MSE (2.9), were used in 
evaluations in Chapter 2. Both have shortcomings: MSE is defined only for a single specific 
value of % and both MSE and /MSE, as derived in Chapter 2, require specific values of 0 and 
jo. ZSE was derived as an alternative to these methods (2.10) and it will be used exclusively 
throughout this analysis as it can be used to evaluate the fit of the method to simulated data. 
Additionally, two other indices of evaluation will be suggested. 
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3.4.1 Estimated ZSE (zSg) 
VSE is a useful index for simulated studies, but cannot be used directly in data analysis 
because it is a function of the unknown true response function. The estimated Integrated 
Square Error (/S#) is the integral of the MSE as derived in (2.8), with maximum likelihood 
estimates substituted for parameters, under the assumption that the correct model has been 
selected. As all of the methods are unbiased under the correct model assumption, we find that 
the second term in the MSE as defined in (2.8) is equal to zero, that is: 
so, given the assumption of correct model form, 
ZSE = O _2c;,/, + :] dk. 
xeD 
OLS 
In this case the experimenter will be fitting the simple quadratic model. The method 
assumes independent errors and no spatial gaussian process, reducing the form of ZSE 
significantly: 
ÉE« = a  l[c:fc,-2c:v +  â*] dx =  a  Iktfic,  -2c;o + o] tk 
xeD xeZ) 
xeD 
BÇ 
The form of ZSE is exactly the same for BC as it was for OLS, but the estimate <r j has 
been calculated from the transformed responses y^ (see 2.1.1). An adjustment must be made 
to estimate the ZSE for the untransfbrmed predictions using the transformed predictions y*. = 
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= Kc, if A = 0 
ik'^ -'ÏKcj^ if A^o. 
xsD 
Kripine 
For OK and UK the experimenter does not know the true value parameter values of the 
gaussian process and estimates of the variance and covariance associated with Z are 
substituted for their respective parameters in defining ZSE : 
\[c' ,Vc,-2c'xvx +â]}dx = Q. l{c' /c,-2c'f]dx + âl  
xsD xeD 
Ratio 
Another quantity that will be examined in this analysis is the ratio of the of ASE and ZSE. 
1 
The ratio F represents how closely the quoted error index ( /SE ) represents the true error 
index (ZSE). If the ZSE is a good estimate, we would expect a ratio very close to one most of 
the time. If the ZSE is a conservative estimate of error, we expect a ratio typically greater 
than one and if it is too optimistic we expect a ratio less than one. 
Having defined an appropriate measure for evaluating the fit of the various methods we 
can now proceed to simulating surfaces and data and determining which of the methods gives 
the best Gt to each. 
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3.4.2 Calculation of Error 
The integral required for calculating 7SE and /SE will be numerically approximated for 
all methods via the rectangular rule. The number of elements used in the approximation 
depends on the number of dimensions in the simulation. In the one-dimensional case, the 
integral will be approximated with 100 rectangular areas of width 0.02 units. In the two-
dimensional case a 20x20 grid, 400 volume elements, will be used to integrate the unit square 
resulting in 0.10 units between center points in each dimension. For the three-dimensional 
case a 20x20x20 grid, 8000 volume elements, will be used to integrate over the unit cube, 
which also results in 0.10 units between center points in each direction. 
3.5 Method Comparisons 
To compare the various methods, simulated data sets were generated for each surface. 
For each data set, all method were simultaneously applied to find predictions within the 
design area. As was mentioned before, the correlation parameters in the kriging methods do 
not have closed form estimators so these parameters are estimated numerically for use in 
calculating the ZSE. The experimental designs described in Section 3.3 were used resulting in 
7,13, and 23 distinct design points with 5 additional center point replications respectively for 
the one-, two-, and three-dimensional cases. There were 1000 simulated data sets created for 
each case studied in the one- and two-dimensional cases and 500 simulated data sets for each 
three dimensional case. The average ZSE indices and median ratio index F of these 
simulations are listed in Tables 8-15. 
3.5.1 ZSE and F - Polynomial Surfaces 
All of the surfaces in this section consist of a polynomial function with no additional 
spatial processes. 
Surface 1 - Constant 
Data generated for surface 1 consists of a constant plus random error, with the random 
error representing measurement error. 
All four methods are based on correct models in this case but none of them are appropriate as 
OLS, BC, and UK include more polynomial terms than are necessary and both OK and UK 
include a structural stationary process that is not present. For the purposes of simulating 
Surface 1 the standard deviation was arbitrarily set at 0.10. Changing this quantity would 
only affect the magnitudes of the MSE, /MSE and /SE by a common factor and so would not 
affect our comparisons. 
Table 8 indicates that the OK method has a much lower /SE on average than the other 
three methods, which in turn, result in comparable values of /SE. The sharp contrast between 
OK and the fit of the other methods may come as no surprise as the latter three are based on 
assumptions of an approximate quadratic structure in the surface of interest and so can easily 
"overfit" the data due to the relatively small number of design points in S. The OK method is 
the least severely over-parameterized and apparently leads to the best method for this 
situation. 
For all four methods, the median of the ratio F is greater than one indicating that all of 
the estimates of the quality of fit tend to be conservative. Each of the medians is 
approximately one except for OK, which tends to indicate a much worse fit than is actually 
achieved. 
Table 8 - Average ZSE * and median F ^  when surface is a constant (d = 1,2,3) 
JSE r 
Max" 
cf OLS BC OK UK Std Err OLS BC OK UK 
1 .0647 .0648 g .0658 .00100 1.09 1.39 1.53 1.16 
2 .0942 .0941 .0952 .00122 1.03 1.16 1.56 1.08 
3 .1382 .1380 1393 .00218 1.01 1.06 1.62 1.09 
* Average ZSE is the average Integrated Squared Error of 1000 simulations for one and two 
dimensions and 500 for three dimensions. 
^ Median F is the median ratio of 1000 simulations for one and two dimensions and 500 for 
three dimensions. 
* Maximum Standard Error is the largest standard error of the four average ZSZTs. 
^ Dark cells represent the method with the minimum average ZSE. 
' Light cells represent methods within two standard errors of the minimum average JSE. 
Surface 2- Quadratic Polynomials 
All of the surfaces in this section consist of a quadratic polynomial function with 
independent random measurement error added to create the generated data. 
The coefficients used to generate each surface vary depending on the desired shape and value 
of and each simulation contains low, medium, or high levels of random error, as described 
in Section 3.2. 
Shape 1 (hvpemlanel 
The true surface is a polynomial function with only the first-order coefficients being non­
zero, representing a hyperplane within the design space. OLS, BC, and UK are over-
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parameterized relative to the true model, but the OLS method may be anticipated as the most 
appropriate as it doesn't fit an additional gaussian process as the kriging methods do, or an 
unnecessary transformation parameter as with BC. 
In the one-dimensional case, we see in Table 9 that OLS, BC, and UK methods dominate the 
OK with respect to /SE. The underlying polynomial structure of these three methods clearly 
gives a superior fit than that of OK. In sharp contrast, are the two and three- dimensional 
cases where OK is better for all levels of with none of the other methods yielding results 
within two standard errors. One possible explanation for this discrepancy is the relative lack 
of design points in the higher dimensions combined with the random error, which results in 
OLS, BC and UK estimates of second-order polynomial coefficients that are substantially 
different from zero in some simulations. 
Table 9 - Average /SE * and median F ^  when surface is a hyperplane (d = 1,2,3) 
/SE F 
Max 
d OLS BC OK UK Std Err OLS BC OK UK 
1 L .0181 .000260 1.12 1.12 1.00 1.17 
M #0 .0382 .033Î2 .000530 1.06 1.07 0.95 1.10 
H -  L .  m# .0559 ,0491 .000830 1.09 1.07 0.97 1.14 
2 L .0226 .0226 M# .0228 .000239 1.03 1.01 1.04 1.08 
M .0453 .0452 M# .0458 .000471 1.01 1.00 1.02 1.08 
H .0661 .0660 .0669 .000733 1.03 1.02 1.04 1.10 
3 L .0338 .0338 @08 .0341 .000393 1.01 1.00 1.06 1.06 
M .0668 .0667 .0671 .000745 1.01 1.00 1.07 1.12 
H .0981 .0980 .0990 .001158 1.02 1.02 1.06 1.09 
* Average /SE is the average Integrated Squared Error of 1000 simulations for one and two 
dimensions and 500 for three dimensions. 
^ Median F is the median ratio of 1000 simulations for one and two dimensions and 500 for 
three dimensions. 
For all of the methods the median value of F is approximately one or slightly higher in 
almost all situations indicating that all of the methods tend to give the experimenter a well-
calibrated estimate of the experimental error. 
Shane 2 frideel 
For shape 2, the true surface is a quadratic polynomial function representing a ridge or 
tube aligned along x, = X; =... = . While both kriging methods still incorrectly include a 
gaussian process, the OLS method is now the correct method for analyzing the data. 
As would be expected, the OLS method dominates all the other methods with respect to 
ZSE. UK performs almost as well as OLS in this situation, remaining within two standard 
errors for most situations. This might be anticipated as the UK model also contains the 
properly structured quadratic polynomial. Of interest though, is the relatively poor fit of OK 
in this case, as this method is optimal or near-optimal in many situations throughout this 
analysis. A likely explanation for this situation is the assumption of an isotropic correlation 
structure, indicating an equal correlation in all directions, for all kriging methods in this 
analysis. As the surface is a ridge, measurements taken along the ridge will be much more 
similar in value than measurements taken perpendicular to the ridge. This will create 
difficulties in estimating the correlation parameters in OK, as the assumed model on which it 
is based is not consistent with the structure of the ridge. Unlike Tables 8 and 9, BC yields a 
fit substantially different than OLS, being more than two standard errors worse for all levels 
of . BC's additional parameter allows the method to overGt the data by warping the 
polynomial surface to fit the random error. 
The OLS method, the correct choice, gives a median value of F very close to one. The 
Box-Cox transformation results in an optimistic estimate of error while the kriging methods 
tend to have F 's close to one. 
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Table 10 - Average J&E * and median F ^ when surface is a ridge (</ = 2^) 
ZSE F 
Max 
d OLS ; BC OK UK StdErr OLS BC OK UK 
2 L .0237 .0298 .0219 .000280 1.03 0.88 0.96 1.08 
M .0475 .0587 .000552 1.01 0.87 0.96 1.08 
H .0676 .0855 .0636 .000812 1.03 0.92 0.97 1.10 
3 L .0350 .0404 .0323 .000456 1.02 0.90 1.09 1.06 
M .0699 .0783 .0636 .000842 1.02 0.90 1.07 1.12 
H .1005 .1128 .0939 .001271 1.02 0.92 1.06 1.10 
* Average ZSE is the average Integrated Squared Error of 1000 simulations for two 
dimensions and 500 for three dimensions. 
^ Median F is the median ratio of 1000 simulations for two dimensions and 500 for three 
dimensions. 
Shane 3 (mound shaped) 
Shape 3 is a quadratic surface with a peak at = 0.5 V; = 1,2,..., d and the OLS method 
is the correct method for this scenario. The resulting fits are essentially the same as the 
ridge, Table 10, with OLS and UK offering fits substantially superior to both the BC and the 
OK. 
Estimation of the prediction error is also very similar to results obtained with the ridge 
shaped surface, with OLS and the two kriging methods giving estimates of median F 
approximating one, while BC is optimistic. 
Conclusions for Surfaces 1 and 2 
If the second order coefficients in the true surface are zero (the situation where OLS is 
actually based on a correct but over-parameterized model) OK is most often the best method 
for estimating the surface. In situations where all second-order coefficients in the quadratic 
polynomial are non-zero, the average ZSfTs are best for OLS, but almost as good for UK. The 
Table 11 - Average TSE * and median F ^  when surface is a mound (d = 1,2,3) 
EÈ r 
Max 
OLS BC OK UK StdEir OLS BC OK UK 
1 L .0190 .0224 ? .000260 1.12 0.85 0.97 1.17 
M .0365 .0453 .. 1 .000540 1.06 0.91 0.94 1.10 
H .0512 .0658 . .3 .000823 1.09 0.94 0.94 1.14 
2 L .0246 .0282 .. . $ .000269 1.03 0.88 0.98 1.08 
M .0479 .0547 .0449 .000542 1.01 0.91 0.98 1.08 
H .0683 .0802 , .7 .000811 1.03 0.94 0.98 1.10 
3 L .0354 .0380 : • vi .000437 1.01 0.91 1.03 1.06 
M .0690 .0718 ,0658 .000809 1.01 0.93 1.04 1.12 
H .1002 .1040 - f .001289 1.02 0.96 1.05 1.09 
* Average ZSE is the average Integrated Squared Error of 1000 simulations for one and two 
dimensions and 500 for three dimensions. 
Median F is the median ratio of 1000 simulations for one and two dimensions and 500 for 
three dimensions. 
fit of BC mimics OLS for the over-parameterized surfaces, but degrades substantially from 
the correctly parameterized OLS when the surfaces have non-zero quadratic terms. 
For all situations, median F for OLS is approximately one indicating a well calibrated 
estimate for the true error. For most of the situations OK and UK give median F values that 
are slightly greater than one indicating conservative performance for ZSE. BC, on the other 
hand, gave somewhat optimistic estimates for the prediction error. 
3.5.2 ZSE and F - Polynomial Surfaces with Gaussian Process 
All of the surfaces in this section consist of the sum of a polynomial function and a 
gaussian process, with the simulated data having the addition of random measurement error. 
%W = ^(x)+Z(%) 
_y = ^(x)+Z(%)+f f-#(o,or^). 
The values for the polynomial coefficients, 0, and <r, used to generate each surface, and the 
values of o", used to generate measurement error were selected as described in Section 3.2. 
Each combination of true surface ^ and measurement error standard deviation are now 
evaluated in nine comparisons corresponding to three levels of and three levels of <9. 
Surface 3 - Constant with Gaussian Process 
The surface is a constant with the addition of a gaussian process, corresponding to the 
assumed model upon which OK is based. It should be noted that the correlation structure 
was chosen such that the surface should typically not deviate substantially from quadratic 
polynomial (see Section 3.2), so the OLS method might also be expected to fit the surface 
adequately in many cases. The magnitude of the standard deviation cr, was arbitrarily set at 
0.10,0.20, and 0.30 respectively for the low, medium and high levels of correlated gaussian 
process as no scaling to a polynomial is possible in this situation. A review of Table 12 
indicates that, as expected, OK results in the smallest average ZSE in almost all cases. The 
only situations in which OK is not the best method are those in which the magnitude of the 
gaussian process is relative small, which corresponds to random functions of relatively small 
magnitudes. Under this condition, for the one- and two-dimensional cases, OLS, BC, and UK 
are superior to OK. In situations where OK is the best method, UK is generally the second 
best method, although its St is not within two standard errors of the best method. 
The median value of F indicates that the kriging methods do a good job of estimating the 
quality of fit. The OLS and BC methods are substantially optimistic in this regard, with BC 
only approximating the correct error for small . This is of interest, as traditional RSM 
would use these two methods for approximating the surface. 
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Table 12 — 
Average /SE and median F ^ when surface is a constant plus gaussian process = 1,2^) 
/SE 
L 
L 
L 
M 
M 
M 
H 
H 
H 
2 L 
L 
L 
M 
M 
M 
H 
H 
H 
2 OLS BC OK UK 
Max 
Std Err OLS BC OK UK 
L 
M 
H 
L 
M 
H 
L 
M 
H 
.1068 
.1356 
.1514 
.1796 
.1870 
.2128 
.2561 
r 
.1(0 
.1306 
.1473 
.1770 
.1770 
.2053 
.2515 
.0936 
9 
L 
M 
H 
L 
M 
H 
L 
M 
H 
.1639 
.1860 
.2170 
.2229 
.2548 
.3057 
.0906 
.1045 
.1241 
.1357 
.1490 
.1468 
.1604 
.1773 
.001186 
.001268 
.001415 
.001959 
.002238 
.002799 
.002997 
.003429 
.004315 
0.85 
0.81 
0.78 
0.69 
0.63 
0.60 
0.60 
0.57 
0.54 
1.16 
1.06 
1.02 
0.68 
0.63 
0.59 
0.61 
0.57 
0.54 
0.87 
0.90 
0.87 
0.94 
0.94 
0.95 
0.94 
0.94 
0.93 
.1242 
.1620 
.1855 
.2167 
.2184 
.2523 
.3053 
.1161 
J25Ù 
.1626 
.1822 
.2110 
.2132 
.2386 
.2854 
.001237 
.001244 
.001269 
.001499 
.001724 
.001948 
.002159 
.002496 
.002946 
0.91 
0.88 
0.82 
0.77 
0.72 
0.67 
0.69 
0.64 
0.61 
1.02 
0.97 
0.89 
0.76 
0.77 
0.73 
0.68 
0.63 
0.59 
0.93 
0.90 
0.94 
0.89 
0.87 
0.95 
0.95 
1.00 
1.06 
0.92 
0.90 
0.90 
0.95 
0.97 
0.98 
0.95 
0.99 
1.02 
0.98 
0.96 
0.91 
0.92 
0.92 
0.96 
1.04 
1.13 
1.21 
3 L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
M 
H 
L 
M 
H 
L 
M 
H 
.1630 
.1710 
.1875 
.2185 
.2389 
.2739 
.2853 
.3207 
.3795 
.1640 
,1719 
.1884 
.2175 
.2387 
.2738 
.2830 
.3204 
.3793 
g# 
m# M 
gag 
Bg 
«gg 
g» 
mm 
.1640 
.1715 
.1878 
.2130 
.2324 
.2618 
.2582 
.2819 
.3224 
.001850 
.002030 
.001754 
.002024 
.002155 
.002342 
.002618 
.003002 
.003292 
0.93 
0.91 
0.86 
0.80 
0.78 
0.72 
0.74 
0.71 
0.67 
0.99 
0.99 
0.90 
0.92 
0.83 
0.78 
0.73 
0.70 
0.67 
0.97 
0.95 
0.96 
0.97 
0.95 
0.95 
0.98 
0.98 
0.99 
1.01 
1.03 
0.96 
0.98 
0.91 
0.92 
1.03 
1.03 
1.11 
" Average /SE is the average Integrated Squared Error of 1000 simulations for one and two 
dimensions and 500 for three dimensions. 
^ Median F is the median ratio of 1000 simulations for one and two dimensions and 500 
for three dimensions. 
Surface 4 Quadratic Polynomials with Gaussian Process 
The surface is a hypeiplane plus a gaussian process. Only UK is based on a correct 
model, although the polynomial contains unnecessary second order terms. For each value of 
d, three different levels of random error standard deviation, gaussian process standard 
deviation, and gaussian process correlation are now investigated. This results in 27 
comparisons in each value of d or 81 total comparisons. 
Table 13a-c reveals a definite pattern in the relative performance of the methods 
depending on the contribution of the correlated gaussian process. Surfaces with relatively 
small values of cr, and 0, will be referred to as 'Sveak gaussian processes" as the small 
magnitude and strong correlation result in surfaces which do not deviate substantially from a 
constant In the one-dimensional case with a weak gaussian process, the results suggest the 
use of the BC method, although both the OLS and UK methods yield similar fits. This seems 
intuitive as the gaussian component adds little to the surface in these instances and the 
surface is approximately a linear polynomial. As the magnitude of the gaussian process 
grows, the OK method dominates the other methods, which all yield similar fits. As the 
random error increases and the contribution from the gaussian process is overwhelmed, we 
find that the BC method, along with OLS and UK, tends to provide a better fit. 
For the two and three-dimensional cases, the OK method performs substantially better 
than the other methods in all situations examined, typically resulting in ZSE values more than 
two standard errors below those associated with the other methods. The most important trend 
to note is the performance of the UK method, which typically gives a fit equivalent to or 
better than the OLS and BC methods throughout these situations. Although UK is over-
parameterized, it is the only method based on a correct model assumption and as such might 
have been expected to yield the best fit. 
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Table 13a — 
Average /SE * and median F* Wien surface is a line with a gaussian process (d = l) 
L 
L 
L 
L 
L 
L 
L 
L 
M 
M 
(T. OLS 
L 
L 
M 
M 
L 
M 
M 
L .0222 
M .0235 
H .0270 
L 
M 
0333 
0373 
0444 
0456 
0520 
0634 
#0 
0191 
0441 
0478 
0533 
0545 
0610 
0707 
.0430 
.0494 
StdErr ;c OK 
0399 
3417 
O'-
0:>26 
0528 
0595 
0694 
.000262 
.000282 
.000330 
.000471 
.000528 
.000627 
.000702 
.000802 
.000956 
.000526 
.000510 
.000516 
.000512 
.000574 
.000649 
.000697 
.000793 
.000938 
0.75 
0 
0.85 0.86 
0.81 0.82 
0.76 
0.68 
0.66 
0.59 
0.61 
0.57 
0.54 
1.01 
1.01 
0.93 
0.84 
0.81 
0.74 
0.75 
0.69 
0.65 0 
.000785 
.000775 
.000765 
.000740 
.000794 
.000772 
.000816 
.000826 
.000972 
1.05 
1.06 
1.02 
0.94 
0.92 
0.87 
0.89 
0.82 
0.77 
0.92 
0.95 
Average /SE is the average Integrated Squared Error of 1000 simulations. 
** Median F is the median ratio of 1000 simulations. 
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Table 13b-
Average /SE ^ and median F* when surface is a hyperplane with a gaussian process = 2) 
/SE 
2 OLS BC 
L L L .0273 .0272 
L L M .0288 .0286 
L L H .0320 .0319 
L M L .0386 .0381 
L M M .0429 .0423 
L M H .0506 .0500 
L H L .0519 .0510 
L H M .0592 .0585 
L H H .0710 .0703 
M L L .0477 .0477 
M L M .0480 .0480 
M L H .0506 .0505 
M M L .0543 
M M M .0578 ÏfiSSE : 
M M H .0635 .0632 
M H L .0655 0652 
M H M .0703 .0698 
M H H .0819 .0814 
H L L .0690 .0689 
H L M .0690 .0688 
H L H .0717 .0717 
H M L .0743 .0741 
H M M .0763 .0762 
H M H .0814 .081 î 
H H L :0819 .0817 
H H M .0865 .0863 
H H H .0952 .0949 
Max 
OK UK Std Err OLS BC OK UK 
1 
.0275 .000237 0.91 0.90 0.88 1.00 
.0290 .000242 0.88 0.88 0.84 0.97 
.0322 .000261 0.83 0.82 0.79 0.93 
.0384 .000358 0.76 0.76 0.78 0.91 
.0423 .000380 0.72 0.72 0.73 0.93 
.0493 .000432 0.67 0.67 0.69 0.95 
.0503 .000499 0.69 0.68 0.78 1.05 
.0564 .000550 0.65 0.65 0.73 1.15 
.0674 .000622 0.62 0.62 0.72 1.21 
.0483 .000472 1.00 0.99 0.96 1.08 
.0484 .000452 0.98 0.98 0.96 1.05 
.0509 .000482 0.93 0.92 0.90 1.00 
.0547 .000497 0.91 0.90 0.87 1.00 
: .0584 .000489 0.87 0.86 0.84 0.97 
; .0638 .000525 0.84 0.82 0.80 0.94 
3 .0655 .000575 0.82 0.81 0.82 0.93 
| .0705 .000605 0.79 0.79 0.79 0.91 
813 .000680 0.74 0.73 0.74 0.90 
.0697 .000707 1.01 1.01 0.99 1.06 
.0698 .000726 1.00 0.99 1.00 1.07 
.0727 .000719 0.97 0.96 0.95 1.03 
.0751 .000713 0.95 0.94 0.92 1.02 
.0771 .000744 0.94 0.94 0.92 1.01 
.0819 .000693 0.90 0.90 0.87 0.99 
.08# .000755 0.89 0.89 0.87 0.98 
.0872 .000759 0.88 0.86 0.85 0.96 
.0955 .000784 0.83 0.81 0.80 0.90 
* Average /SE is the average Integrated Squared Error of 1000 simulations. 
^ Median Fis the median ratio of 1000 simulations. 
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Table 13c -
Average /SE and median F ^  when surface is a hyperplane plus gaussian process = 3) 
— -
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
L 
M 
M 
M 
H 
H 
H 
2 OLS BC OK 
0386 
0399 
H .0442 
L .0517 
M .0567 
.0659 
.0681 
M .0765 
H .0905 
L 
M 
H 
L 
.0385 
.0398 
.0440 
.0514 
.0564 
.0655 
.0675 
.0758 
.0899 
M L L .0693 .0693 | 
M L M .0700 .0699 ; 
M L H .0715 .0714 g 
M M L .0768 .0767 § 
M M M .0815 .0813 a 
M M H .0878 .0876 g 
M H L .0899 .0897 3 
M H M .0961 .0958 g 
M H H .1078 .1073 % 
H L L .1015 .1013 % 
H L M .1040 .1038 II 
H L H .1023 .1021 d 
H M L .1059 .1059 
H M M .1101 .1100 .. 
H M H .1139 .1137 
H H L .1172 .1171 
H H M .1218 .1216 
H H H .1327 .1325 % 
Max 
UK StdErr OLS BC OK UK 
| .0388 .000373 0.92 0.92 0.84 1.00 
( .0401 .000385 0.92 0.91 0.83 1.00 
| .0442 .000411 0.87 0.86 0.76 0.98 
.0503 .000496 0.82 0.80 0.75 0.95 
.0547 .000536 0.77 0.77 0.70 0.94 
.000579 0.71 0.71 0.64 0.93 
.0612 .000706 0.73 0.73 0.73 0.99 
.0675 .000724 0.70 0.70 0.72 1.00 
.000828 0.67 0.66 0.66 1.10 
.0696 .000742 1.02 1.02 1.00 1.11 
I .0708 .000735 0.98 0.97 0.96 1.08 
.0720 .000740 0.99 0.99 0.93 1.07 
.0774 .000724 0.94 0.94 0.86 1.02 
1 .0817 .000785 0.90 0.89 0.83 1.00 
| .0878 .000798 0.86 0.85 0.79 0.96 
| .0895 .000887 0.87 0.86 0.81 0.96 
i .0957 .000892 0.83 0.83 0.76 0.93 
1 .1061 .000969 0.78 0.78 0.71 0.90 
| .1024 .001135 1.00 0.99 1.02 1.06 
| .1052 .001126 0.99 0.98 1.02 1.05 
.1030 .001142 1.00 1.00 0.99 1.08 
' .1071 .001148 0.99 0.98 0.95 1.09 
i .1106 .001169 0.97 0.97 0.89 1.04 
i .1144 .001127 0.92 0.91 0.88 0.99 
: .1177 .001164 0.95 0.92 0.87 1.00 
.1218 .001117 0.90 0.90 0.85 0.99 
.1329 .001250 0.86 0.85 0.80 0.97 
* Average /SE is the average Integrated Squared Error of 500 simulations. 
Median F is the median ratio of 500 simulations. 
In the one-dimensional case it is interesting to note that the median value of F for OK 
and UK is between 0.85 and 1.15, but that the values for OLS and BC are significantly less 
as the relative magnitude of the gaussian process grows. In the two and three-dimensional 
cases the median F are all approximately one for small , but these values are less for larger 
cr, especially for OLS, BC, and OK, indicating a tendency for optimism as the gaussian 
process grows in importance. Only UK maintains a median F close to one for most 
situations. 
The surface is a ridge or tube plus the addition of a correlated gaussian process. The UK 
method is now the correct method for the analysis. Unlike the previous shape, there are only 
54 different situations for comparison as </ = 1 is omitted. 
Table 14a reveals a definite, but unexpected, pattern in the performance of the methods. 
Even though UK is the correct method for all cases, we find no situations where it is 
numerically best. In the two-dimensional case the OK method is better in the presence of a 
stronger gaussian process, while the OLS method is the dominant method for situations in 
which the gaussian process is weak. Additionally, surfaces with large amounts of random 
error tend to favor the OLS method. Although the UK method (based on the correct model) 
does not yield the best fit for any of the situations, it does yield a comparable fit to OLS, 
being within two standard errors for any situation where OLS is best. As was mentioned 
earlier, the kriging assumption of isotropic correlation may be a poor assumption in the case 
of a ridge, resulting in inferior fits for OK in many situations. 
Average TSE * and median F ^  when sur&ce is a ridge plus a gaussian process (d = 2) 
F 
L 
L 
L 
L 
L 
L 
M 
M 
M 
M 
M 
M 
L 
L 
M 
StdErr 
M H 
H L 
H M 
.0367 
.0407 
.0480 
.0493 
.0562 
.0675 
L 
L 
L 
M 
M 
M 
M H 
M H 
M H 
L 
L 
M 
H 
L 
M 
.0778 
.0276 .0309 
.0290 .0319 
.0316 .0336 
.0373 
.0411 
.0476 
.0489 
.0552 
.0654 
.0491 
.0493 
.0513 
.0545 
.0573 
.0622 
.0636 
.0679 
.0775 
.0365 
.0402 
.0478 
.0535 
.0640 
.000252 
.000263 
.000275 
.00034 
.000361 
.000411 
.000474 
.000523 
.000591 
0.83 
0.76 
0.72 
0.67 
0.69 
0.65 
0.62 
0.80 
0.74 
0.71 
0.67 
0.63 
0.65 
0.62 
0.59 
0.95 
0.93 
0.89 
0.89 
0.87 
0.83 
0.86 
0.84 
0.83 
.0606 
.0590 
.0607 
.0609 
.0626 
.0662 
.0643 
:/> 
•>' 
'73 
.000547 
.000540 
.000546 
.000525 
.000544 
.000547 
.000549 
.000575 
.000646 
1.00 
0.98 
0.93 
0.91 
0.87 
0.84 
0.82 
0.79 
0.74 
0.88 
0.88 
0.84 
0.82 
0.80 
0.75 
0.76 
0.75 
0.70 
0.93 
0.97 
0.94 
0.94 
0.94 
0.91 
0.91 
0.90 
0.89 
UI 
0.97 
0.93 
0.91 
0.93 
0.95 
1.05 
1.15 
1.22 
1.08 
1.05 
1.00 
1.00 
0.97 
0.94 
0.93 
0.91 
0.90 
H L L .0702 .0873 v . . j .000816 1.01 0.90 0.97 1.06 
H L M « .0700 .0859 .000823 0.99 0.89 0.99 1.07 H L H M .0722 .0881 ## .000835 0.97 0.87 0.95 1.03 
H M L m# .0747 .0880 .000817 0.95 0.87 0.96 1.02 
H M M .0759 .0884 .0732 .000833 0.94 0.86 0.99 1.01 
H M H .0803 .0922 .0778 .000778 0.90 0.83 0.94 0.99 
H H L .0806 .0905 .000814 0.89 0.83 0.95 0.98 
H H M MX .0844 .0930 .i .000800 0.88 0.81 0.93 0.96 
H H H .0914 .0970 .000798 0.83 0.78 0.92 0.90 
Average ZSE is the average Integrated Squared Error of 1000 simulations. 
^ Median F is the median ratio of 1000 simulations. 
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Table 14b — 
Average ZSE * and median F ^  when surface is a ridge plus a gaussian process = 3) 
.0646 
.1022 
Max 
StdErr 
.000421 
.000410 
.000402 
.000482 
.000519 
.000560 
.000671 
.000686 
.000791 
.000800 
.000909 
.000852 
.000875 
.000831 
.000876 
.000855 
.000891 
.000973 
.001307 
.001232 
.001269 
.001335 
.001300 
.001193 
.001292 
.001223 
.001309 
OLS BC OK UK 
0.92 
0.92 
0.87 
0.82 
0.77 
0.71 
0.73 
0.70 
0.67 
0.84 
0.84 
0.79 
0.77 
0.73 
0.69 
0.70 
0.68 
0.64 
1.06 
1.07 
1.06 
1.04 
0.97 
0.94 
0.98 
0.92 
0.89 
1.02 
0.98 
0.99 
0.94 
0.90 
0.86 
0.87 
0.83 
0.78 
0.89 
0.89 
0.87 
0.86 
0.83 
0.82 
0.80 
0.78 
0.74 
1.08 
1.06 
1.07 
1.04 
1.03 
1.00 
1.04 
0.98 
0.95 
1.00 
0.99 
1.00 
0.99 
0.97 
0.92 
0.95 
0.90 
0.86 
0.90 
0.87 
0.90 
0.88 
0.88 
0.85 
0.87 
0.84 
0.80 
1.00 
1.00 
0.98 
0.95 
0.94 
0.93 
0.99 
1.00 
1.10 
1.11 
1.08 
1.07 
1.02 
1.00 
0.96 
0.96 
0.93 
0.90 
1.07 
1.04 
1.07 
1.05 
1.04 
1.03 
1.03 
1.02 
1.00 
1.06 
1.05 
1.08 
1.09 
1.04 
0.99 
1.00 
0.99 
0.97 
Average ZSE is the average Integrated Squared Error of 500 simulations. 
' Median F is the median ratio of 500 simulations. 
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In this two-dimensional case, we see that the median values of F for BC and OK indicate 
the methods are slightly optimistic for weak gaussian processes and substantially optimistic 
for surfaces where the gaussian processes contribute significantly to the shape of the surface. 
OLS follows this same pattern but tends to have a good estimate of error for small cr,. UK 
gives a better estimate for the modeling error than the other methods in most cases. 
Table 14b exhibits a consistent pattern of method preference within each level of <7,. As 
was seen in the two-dimensional case, for situations where and # tend to be small and 
the gaussian process comprises a minor part of the surface, the best method is OLS. As the 
relative contribution of the gaussian process grows in the formation of the surfaces, the OK 
method begins to dominate. The level of random error present in the situation affects the 
methods, with OK dominating in the areas of small random error. As was seen in Table 14a, 
the UK method yields fits that are within two standard errors of the OLS method, when OLS 
is optimal. Unlike the two-dimensional situations, the UK method is optimal for a several 
situations, specifically when the method yielding the smallest ZSE transitions from OLS to 
OK. Additionally, UK exhibits a superior fit to OLS in situations where OK is optimal. 
The OLS and BC methods are substantially optimistic in the estimation of their modeling 
error and tend to be more optimistic as the gaussian process becomes more dominant. The 
kriging methods both perform better in this regard, with the majority of their median values 
of F falling between 0.9 and 1.1. 
In the two and three-dimensional cases, OLS and BC continue to produce optimistic 
estimates of modeling error, while the kriging methods give more accurate estimates of ZSE. 
STzqpgj (mzow/K# wif/z Gaw&ywzfz .Process 
The final surface is an approximately quadratic surface which is traditionally modeled 
using OLS and BC methods, but for which UK is actually based on the correct model. Tables 
15a and 15b indicate that for cf = 1 and 2, OLS dominates when cr, is small and the gaussian 
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process is highly correlated, BC is better for somewhat larger values of and less highly 
correlated gaussian processes and OK is the best for the large values of and 6? where the 
surface resembles a higher order polynomial. Small amounts of random error favor the OK 
method whereas large amounts of random error favor the OLS and BC methods. While UK is 
not optimal in any of the situations, it does offer a fit within two standard errors of OLS 
when it is optimal. 
For small values of c,, OLS estimates of model error are well calibrated with the median 
value of F approximating one, but the estimates are optimistic when the magnitude of the 
gaussian process is larger. The BC method is more optimistic than the OLS, though their 
median F values are similar for large . The kriging methods tend to be more conservative 
for small cr, but follow the same trend of underestimating error as increases. 
The pattern of relative performance is somewhat different but qualitatively similar in the 
three-dimensional case found in Table 15c. OLS is the best method for small , except for 
situations of small random error where the relatively minor contribution of the gaussian 
process to the shape of the surface is not masked by the random error. For larger c,, OK 
performs better than all other methods. In general OK performs best when the random error 
is low, OLS is better for the larger values of coupled with smaller values of <r,. While 
the BC and UK methods are never optimal for any of the three-dimensional situations 
evaluated here they typically are within two standard errors of the OLS St. 
As was found in the two-dimensional cases, Table 15c indicates that OLS and BC tend to 
underestimate the modeling error as the magnitude of the gaussian process increases and they 
substantially underestimate the modeling error with low amounts of random error. The 
kriging methods are much closer in their estimates with the majority of the median values of 
F being between 0.9 and 1.1. 
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Table 15a -
Average ZSE * and Median F when surface is a mound plus a gaussian process (d = l) 
r 
2 OLS BC 
L L L .0221 
L L M .0234 
L L H .0269 
L M L .0331 .0272 
L M M .0371 .0304 
L M H .0442 .0367 
L H L .0454 .0367 
L H M .0518 .0427 
L H H .0631 .0536 
OK 
Max 
UK StdErr OLS BC OK UK 
.0222 .000279 0.85 0.81 0.92 0.94 
.0235 .000290 0.81 0.81 0.91 0.90 
.0266 .000328 0.76 0.75 0.91 0.85 
.0309 .000469 0.68 0.73 0.94 0.88 
.0340 .000525 0.66 0.68 0.92 0.92 
.0371 .000624 0.59 0.61 0.88 0.95 
.0366 .000699 0.61 0.65 0.92 0.96 
.0396 .000799 0.57 0.60 0.94 1.04 
.0435 .000952 0.54 0.55 0.91 1.08 
M L L .0445 .000546 1.01 0.93 0.96 1.09 
M L M .0447 .000533 1.01 0.93 0.97 1.07 
M L H .0390 (MAI .0394 .000554 0.93 0.89 0.95 1.00 
M M L .0439 .0456 .0439 .000526 0.84 0.85 0.92 0.91 
M M M .0476 jMmg .0478 .000572 0.81 0.80 0.94 0.91 
M M H .0530 .0528 .000646 0.74 0.77 0.89 0.87 
M H L .0543 Êmm .0533 .000694 0.75 0.78 0.93 0.89 
M H M .0607 .0545 M# .0582 .000790 0.69 0.71 0.89 0.86 M H H .0704 .0634 M .0644 .000934 0.65 0.66 0.89 0.87 
1 H L L .0524 .0665 .0517 .000823 1.05 0.96 0.95 1.10 
H L M à# 523 .0669 .0516 .000820 1.06 0.98 0.94 1.12 
H L H . . 4? .0673 .0550 .000796 1.02 0.95 0.95 1.07 
H M L .0572 .0676 .0580 .000765 0.94 0.89 0.94 0.99 
H M M .0605 .0687 .0610 .000804 0.92 0.89 0.92 0.99 
H M H .0652 .0700 .0657 .000821 0.87 0.85 0.93 0.95 
H H L .0654 ' .0693 .0663 .000820 0.89 0.88 0.93 0.94 
H H M .0705 ,4 .0701 .0707 .000827 0.82 0.83 0.94 0.90 
H H H .0789 .0741 .0781 .000968 0.77 0.77 0.94 0.88 
' Average ZSE is the average Integrated Squared Error of 1000 simulations. 
^ Median F is the median ratio of 1000 simulations. 
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Table 15b -
Average ZSE * and median F ^  when surface is a mound plus a gaussian process (</ = 2) 
75% F 
Max 
d o", 2 OLS BC OK UK Std Err OLS BC OK UK 
2 L 
L 
L 
L 
L 
L 
L 
L 
L 
2 M 
M 
M 
M 
M 
M 
M 
M 
M 
2 H 
H 
H 
H 
H 
H 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
I 
L 
M 
H 
L .0379 
M .0421 
H .0496 
L .0510 
M .0581 
H .0697 
M 
L gm 
M % 
H J 
L 
M .0690 
H .0804 
.0275 
.0288 
.0318 
.0363 
.0401 
.0472 
.0473 
.0542 
.0655^ 
™: Vi 
.0496 
.
1 
.0541 
m# 
.0675 
.0781 
.0294 
.0309 
.0326 
.000256 
.000272 
.000275 
.000351 
.000372 
.000424 
.000490 
.000540 
.000611 
0643 
0693 
0798 
.000562 
.000532 
.000551 
.000525 
.000546 
.000542 
.000564 
.000594 
.000668 
M m# 
H mm 
.0705 
.0702 
.0729 
.0743 
.0763 
.0813 
.0809 
.0819 
.0808 
.0840 
.0838 
.0843 
.0882 
.0868 
.0896 
.0947 
.000788 
.000812 
.000824 
.000802 
.000808 
.000775 
.000814 
.000804 
.000813 
0.91 
0.88 
0.83 
0.76 
0.72 
0.67 
0.69 
0.65 
0.62 
0.83 
0.82 
0.77 
0.74 
0.70 
0.65 
0.68 
0.65 
0.61 
0.99 
0.94 
0.92 
0.89 
0.87 
0.83 
0.87 
0.83 
0.81 
1.00 
0.98 
0.93 
0.91 
0.87 
0.84 
0.82 
0.79 
0.74 
0.88 
0.90 
0.85 
0.84 
0.82 
0.80 
0.79 
0.77 
0.72 
1.01 
1.00 
0.97 
0.95 
0.94 
0.90 
0.89 
0.88 
0.83 
0.93 
0.93 
0.91 
0.91 
0.90 
0.86 
0.85 
0.84 
0.79 
* Average /SE is the average Integrated Squared Error of 1000 simulations. 
Median F is the median ratio of 1000 simulations. 
0.99 
0.97 
0.93 
0.91 
0.93 
0.95 
1.05 
1.15 
1.21 
0.94 
1.00 
0.95 
0.94 
0.93 
0.90 
0.92 
0.89 
0.87 
1.08 
1.05 
1.00 
1.00 
0.97 
0.94 
0.93 
0.91 
0.90 
1.00 
0.98 
0.94 
0.96 
0.99 
0.95 
0.95 
0.94 
0.91 
1.06 
1.07 
1.03 
1.02 
1.01 
0.99 
0.98 
0.96 
0.90 
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Table 15c — 
Average /SE ' and median F ^  vdien sur&ce is a mound plus a gaussian process ((7 = 3 
m: 
4 OLS 
3 L L L M L L M 
L L H 
L M L .0507 
L M M .0556 
L M H .0646 
L H L .0668 
L H M .0750 
L H H .0887 
3 M L L 
M L M 
M L H 
- M M L 
M M M isf§iii 
M M H 
M H L .0882 
M H M .0943 
M H H .1057 
3 H L L 
H L M 
H L H 
H M L 
H M M 
H M H 
H H L 
H H M .1194 
H H H .1301 
BC OK UK 
Max 
StdErr OLS BC OK UK 
.000400 
.000404 
.000403 
.000487 
.000526 
.000568 
.000692 
.000710 
.000812 
.000757 
.000833 
.000804 
.000801 
.000782 
.000814 
.000870 
.000875 
.000950 
001271 
001194 
001282 
001268 
001218 
001174 
001264 
001202 
001292 
0.92 
0.92 
0.87 
0.82 
0.77 
0.71 
0.73 
0.70 
0.67 
0.87 
0.86 
0.84 
0.78 
0.76 
0.70 
0.73 
0.69 
0.66 
1.02 
1.02 
0.98 
0.97 
0.92 
0.86 
0.91 
0.88 
0.82 
1.02 
0.98 
0.99 
0.94 
0.90 
0.86 
0.87 
0.83 
0.78 
0.94 
0.92 
0.92 
0.89 
0.87 
0.83 
0.83 
0.80 
0.76 
1.00 
0.99 
1.00 
0.99 
0.97 
0.92 
0.95 
0.90 
0.86 
0.95 
0.93 
0.93 
0.91 
0.92 
0.88 
0.89 
0.87 
0.83 
1.08 
1.04 
1.06 
1.04 
1.04 
1.00 
1.00 
0.99 
0.95 
1.00 
1.00 
0.98 
0.95 
0.94 
0.93 
0.99 
1.00 
1.10 
1.07 
1.01 
1.04 
1.00 
1.00 
0.97 
0.97 
0.93 
0.91 
1.11 
1.08 
1.07 
1.02 
1.00 
0.96 
0.96 
0.93 
0.90 
1.06 
1.05 
1.08 
1.09 
1.04 
0.99 
1.00 
0.99 
0.97 
* Average ZS!E is the average Integrated Squared Error of 500 simulations. 
Median F is the median ratio of 500 simulations. 
3.6 Results 
3.6.1 OLS 
The OLS method is commonly used in RSM as it is assumed that the surfaces of interest 
are nearly quadratic. Throughout these simulations, OLS performed relatively well when the 
surface was based on a quadratic polynomial with non-zero second order coefficients. In 
Tables 10 and 11, where the surfaces are quadratic polynomials representing a ridge and a 
mound, OLS is optimal for all situations. Additionally, the OLS method performed well 
when these two shapes were enhanced with a gaussian process (see Tables 14a-15c), as long 
as the gaussian process did not overwhelm the basic quadratic structure of the surface. In 
general OLS's performance improved relative to the kriging methods, as the amount of 
random error increased. 
The OLS method has a strong tendency to overestimate the quality of its fit whenever the 
true surface deviates from a quadratic polynomial. This is a two-fold problem in that OLS 
methods tend to At poorly and lead to underestimation of probable error when the true 
surface deviates from the quadratic polynomial. 
3.6.2 Box-Cox 
A common approach to correcting for slight deviations from quadratic polynomials is the 
application of the BC method to transform the data. Although only minor transformations 
were allowed in this analysis, it was assumed that BC would tend to Ht better than OLS, as it 
allows for more flexibility in modeling the surfaces. For situations where OLS was the 
correct method, the BC method resulted in fits that were substantially worse than OLS. This 
is most likely due to the BC method overStting the random error present in the simulations. 
For situations in which OLS has an incorrect model assumption, the BC method tended to 
yield a comparable fit to OLS, except for the case of a ridge with a gaussian process, where 
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BC performed poorly. There was only one situation in this study where the BC method 
appeared to be valuable in compensating for deviations from quadratic polynomials. In 
Tables 15a-c, a mound with gaussian process, a general pattern is displayed within each level 
of . Typically the OLS method fits best in the presence of small values of cr,, the BC 
method fits better for larger , and the OK method yields the best fit in the presence of 
large . This pattern might be anticipated, as the surface will deviate from a near quadratic 
polynomial to one dominated by the correlated gaussian process as cr, increases. BC would 
be expected to work better than OLS in mildly non-quadratic surfaces. Larger measurement 
error favors the OLS and BC methods, while higher dimensions favor the use of OK. 
As with OLS there is the tendency for BC to have optimistic estimates for modeling 
error. This is especially true in the presence of a correlated gaussian process and low 
measurement error, where the BC method incorrectly models the lack of fit from the gaussian 
process as measurement error. 
3.63 Universal Kriging 
Although OLS methods and BC transformations are the traditional choice for RSM, the 
initial focus of this analysis was the evaluation of universal kriging. UK with its combination 
of underlying polynomial and correlated gaussian process appeared to have an advantage 
over both OLS and BC methods, as it is based on an assumed model which is correct under 
all situations considered. In the comparisons examined here, UK was almost never the 
optimal method in any situation, however UK was not substantially worse than the other 
methods. As the focus of the analysis is to determine if universal kriging is a viable 
alternative to the traditional RSM, the next section allow for the comparison of UK to OLS 
and BC (with the exclusion of OK). 
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Universal krieins versus traditional methods (OLS & BCÏ 
A quick review of the polynomial surfaces, Tables 9-11, indicates that although UK does 
not yield the minimum error, it is often within 2 standard errors of BC and OLS. This 
indicates there is not a great loss in accuracy in using the UK methods to model quadratic 
surfaces. The addition of a gaussian process, Tables 12-15c, illustrate the advantage of the 
more flexible universal kriging method with slightly non-quadratic surfaces. Typically, UK 
offers a comparable fit to OLS and BC and outperforms them well in situations where the 
random error is small and the data closely represent the true surface. Additionally, UK was 
substantially superior to BC in modeling the ridge. There is no obvious reason for this 
occurrence, but it should be kept in mind that the designs and surfaces used for each of the 
dimensions may tend to favor certain methods. In general, the UK method appears to offer 
reasonable fits similar to traditional methods for quadratic surfaces and superior fits for non-
quadratic surfaces, especially in the presence of minimal measurement error. 
Unlike OLS and BC, which consistently underestimate modeling error, UK frequently 
overestimates modeling error. 
3.6.4 Ordinary kriging 
The previous section noted that contrary to initial expectation, UK rarely yielded the best 
Gt amongst the various methods, primarily because of the superiority of OK. Though OK 
offers the flexibility of a gaussian process, the lack of structure associated with the 
assumption of an underlying constant was believed to be detrimental to its functionality, at 
least in comparison to UK. For ridge and mound surfaces, OK is substantially worse than 
OLS, resulting in ZSE values more than two standard errors greater, but when the higher 
order polynomial terms are zero, and the other methods are over-parameterized, OK performs 
relatively well. With the addition of a gaussian process, OK becomes a viable method even in 
ridge and mound situations. As with apparent in the UK analysis, large levels ofo\ favor the 
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traditional methods of OLS and BC, while small amounts of error favor OK. In general, OK 
outperformed the other methods substantially when the underlying polynomial was a 
constant or linear in nature and performed well for near quadratic polynomials as long as the 
random error did not grow so large as to mask the deviations from the pure quadratic. 
The estimates for modeling error for OK are similar to that of OLS and BC, in that they 
tend to be optimistic, but the OK estimates were generally closer to the truth than estimates 
from either methods. 
3.6.5 Summary 
In general the results of this study indicate that OLS methods are optimal for true 
quadratic surfaces. For non-quadratic surfaces, the kriging methods performed well, tending 
to fit better than both OLS and the traditional BC alternative. OK showed strong potential for 
being the better choice than the traditional methods, as it was the optimal method in many 
situations and its fit was substantially better than OLS or BC for surfaces substantially 
different from quadratic polynomials. UK, while not optimal in any situations, tended to offer 
a Gt that was reasonable in most situations. Although UK did not fit as well as OK for 
surfaces substantially different from polynomials, it offers a good alternative by fitting near 
quadratic surfaces better than OK, while fitting substantially non-quadratic surfaces better 
than OLS or BC. 
Error estimation for the various methods was fairly consistent across the various shapes. 
For ridge and mound polynomials, OLS and UK gave slightly conservative estimates with all 
values being at or slightly above one, while OK had median F 's approximately equal to one 
and BC offered optimistic estimates for error. When the higher order polynomial terms were 
zero, all of the methods gave estimates greater than one. With the addition of the gaussian 
process, median F 's for OLS and BC were consistently below one, which is not unexpected 
as the experimental error is calculated under the incorrect assumption of an unbiased model. 
There is a regular pattern to the error estimates within levels of with F 's being closer to 
one for small and becoming smaller as gets larger. Additionally, as the level of 
grows, the median F's are closer to one. This indicates that error estimation for OLS and BC 
is more optimistic as the relative importance of the gaussian process in the data grows. Error 
estimation for the kriging methods is more difficult to summarize in the presence of the 
gaussian process. In general, the median F values for OK tend be slightly below one and are 
more consistent across the changing levels of cr. and cr, for a given shape than OLS or BC. 
UK tends to yield the most conservative estimate of fit, as its median F 's are consistently 
higher than the other methods. 
CHAPTER 4 FURTHER EVALUATION OF UNIVERSAL KRIGING 
The most marked result of the method comparisons in Chapter 3 is the lack of superior fit 
by the UK method, even when it would seem to be the most appropriate method. Preliminary 
investigations into the kriging methods, Section 2.3, indicated a strong potential for the UK 
method to outperform the other methods, while direct simulations revealed very few 
situations in which the UK method is optimal. One possible explanation for this discrepancy 
is poor estimation of the correlation parameters in the simulation study. To investigate this 
issue further, a surface corresponding to the UK model was chosen for detailed investigation. 
4.1 Maximum Likelihood Estimation 
To study the performance of the UK method when the correlation parameters are 
estimated via maximum likelihood, 100 simulations were conducted using data generated by 
a mechanism corresponding to the UK model. For </ = 2, a uni-modal quadratic polynomial 
surface was used with a relatively small value of cr, (95% probability interval equal to 10% 
of the polynomial range), a relatively large value of cr. ( M(0, c,, (f) equal to 30% of the 
polynomial range), and a large value of # (j((l ^  ,0^ ) = 0.2). Of the methods examined, only 
UK is based on the correct model. Further, this is a surface in which the gaussian process is a 
dominant component. This corresponds to the ninth row in Table 15b, in which we see that 
OK, rather than UK, is substantially better than the other methods, all of which are 
approximately equal in performance. The results of this smaller simulation, Table 16, are 
consistent with those reported in Chapter 3. 
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Table 16 - ZSE * and F when surface is a mound plus a gaussian process (d = 2) 
ZSE r 
Max 
d G", g QLS BC OK UK StdErr OLS BC OK UK 
2 L H H .0683 .0653 ,0448 .0657 .001897 0.63 0.61 0.80 1.26 
" ZSE is the averse Integrated Squared Error of « = 100 simulations. 
^ Fis the median ratio of M = 100 simulations. 
4.1.1 Universal Kriging 
The fit of UK is almost identical to that of BC and slightly superior to OLS, which would 
be expected, as the OLS model is purely quadratic while both UK and BC are based on 
models that can deviate from a quadratic polynomial. For this sample size, the OLS estimated 
ZSE values are within 2 standard errors of the other two methods. More interesting is that the 
St of UK is substantially inferior to that of OK. This is counterintuitive as UK assumes the 
correct polynomial structure while OK does not. A review of the estimate pairs of 0 and p 
for UK, shown in Figure 9, indicates a likely source of the relatively poor fit of the UK 
method. 
A large proportion of the MLE's for 0 are effectively infinity, corresponding to 
correlations between distinct points that are relatively close to zero. As the correlation 
between points drops off, the correlation matrix approaches the identity matrix, which 
renders the UK method practically equivalent to the OLS method. This occurs in 75 of the 
100 samples generated. 
Even in situations where UK results in the estimation of a non-zero correlation, the fit of 
UK is only a slight improvement over OLS. Restricting the analysis to the 25 cases for which 
0 is not approaching infinity yields an = 0.0710 and an = 0.0625. Although 
the UK ZSE is approximately two standard errors better than OLS, UK is still not competitive 
with the OK method. 
1.00E+09 
# 5.00E+08 
0 
Figure 9 — MLE's of ^ and for UK when d = 2, M = 100, and 
;; = 0.888 + 0.222x; + 0.222x; - 0.222%,X2 + Z(%). (plot includes jitter). 
Note 0 = 10* is an upper bound in the numerical procedure and represents 0, ^  pairings in 
which 0 is approaching infinity. 
Trial and error selection of values of 0 and for several data sets indicated that some 
alternative values provide much smaller ZSE's than those found with the MLE's. 
4.1.2 Ordinary Kriging 
The fit of OK is substantially better than any of the other methods under consideration for 
this situation. A plot of the maximum likelihood estimate pairs of 0 and j? for OK, Figure 
10, indicates that none of the estimates of # are moving towards injSnity. The values of are 
large in this case, 0.99 to 0.999, but this would be expected as is relatively small, is 
0.9900.9910.9920.9930.9940.9950.9960.9970.9980.9991.000 
Figure 10 — MLE's of ^ and for OK when = 2, « = 100, and 
% = 0.888 + 0.222%, + 0.222%; - 0.222%, %% + Z(%). (plot includes jitter) 
relatively large, and the underlying polynomial is being interpreted as a component of the 
stationary gaussian process. Due to the relatively small values of 0, none of the correlation 
matrices resemble the identity matrix. 
MLE techniques appear to be more stable for OK than UK in this situation. This is likely 
due to the large number of parameters that must be estimated for UK from a limited number 
of data points. 
4.2 Alternative Estimators 
The poor performance of UK based on MLE's of 0 and coupled with the improved fit 
achieved via trial and error substitutions for these parameters, suggests that other parameter 
estimators should be considered. A review of the preliminary example (see Figures 2 and 3), 
indicates that the UK method dominated the OK method for given values of 6? and p. 
Following this observation, it was hypothesized that substituting the OK MLE's of 6? andp 
into the UK model might result in an improved UK fit. This new method will be called the 
hybrid (HY) method. Construction of the HY predictors and estimators will be the same as 
UK, except that the values of 0 and ^ used in the calculation of F and ^ will be the MLEs 
from OK. 
Another method motivated by the UK model (combined polynomial structure and 
gaussian process) is the separation of the analysis of the two components (e.g. Chiles and 
DelGner, 1999). The polynomial trend in the data can first be estimated by OLS. Assuming 
that this component of the surface is now "known", the OLS model is then used to create 
predictions for each of the data points, which are then subtracted from the data. The 
remaining residuals and their spatial relationships are then modeled using OK. This is 
analogous to de-trending a time series data and will be called residual kriging (RK). This 
method will result in biased estimates of the gaussian process parameters (Cressie, 1993). 
Predictions for this method will be made by combining the individual predictions from the 
separate components. Although this method will result in biased estimates, the interest of this 
study is not in the estimation of the individual components but in the quality of the 
predictions of the combined OLS and OK methods. To compare the fit of these new methods 
to the four previous methods, HY and RK were applied to same data sets evaluated in Tables 
8-15. 
As both of these two methods are kriging methods, estimation of experimental error will 
follow the equation developed in Section 3.4: 
/SE„, = Jkr c , -2c^,+â?j1fc = fi  l fcvc,-2c-,v]dc + &l 
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For HY, the prediction vector is of the same form as UK 
but all estimates are formed using the OK MLE's for the correlation parameters. The 
prediction vector of RK is of the same form as OK 
but all estimates are based on using OK on the residual responses, after removing the OLS 
predictions. 
4.2.1 Polynomials 
We next compare these new methods in situations for which the true surface does not 
contain a gaussian process (see Tables 8-11). Tables 17-20 contain the ZSE and median 
F values for HY and RK when applied to each of the respective surfaces. The HY performs 
poorly in all of these situations. (ZSE values for OLS, BC, OK, and UK are from Tables 8-11 
and are repeated here for convenience.) 
In situations where the surface is a constant or multi-dimensional hyperplane and OK is 
superior, HY yields a fit similar to UK, The lack of improvement in the HY St may be 
related to the fact that the HY method uses a quadratic surface as its model and is severely 
over-parameterized relative to the structure of the true model and susceptible to finding 
nonexistent patterns in the data. When the underlying surface is a quadratic polynomial and 
UK's St is superior to OK, HY yields Sts similar to OK. In general, HY rarely produces ZSE 
values less than those associated with the UK method and there is no situation within Tables 
17-20 where the HY method is optimal. 
The error estimates for HY are approximately the same as those for UK for polynomials. 
The HY median F values in Table 17 are slightly higher than those found with UK (see 
Table 8). In the hyperplane cases, Table 18, the estimates of median F are all slightly lower 
than UK and typically close to one. For polynomial surfaces, Tables 19 and 20, the median 
estimate of modeling error is substantially optimistic for d = 2, though equivalent to BC, 
and approximately correct for d = 3. In general, substituting the OK correlation parameters 
into the UK model does not appear to adversely affect error estimation. 
With respect to ZSE, RK performed substantially better than HY for the quadratic 
surfaces. In general, the fit of RK is similar to UK in all situations, indicating that detrending 
the data and then using OK is approximately equivalent to UK. However, median values of 
F are extremely low indicating optimistic evaluations of modeling error. One possible 
explanation for this is the common assumption that the polynomial trend surface is known 
(though actually estimated for detrending purposes), which results in the error calculations 
for RK being based strictly on the OK component. Additionally, the estimation of the 
correlation parameters are negatively biased for both 0 and ^ resulting an underestimation 
of the strength of the gaussian component. 
Table 17 - Average ZSE'and median F ** when surface is a constant (d = 1,2,3) 
ZSE F 
d OLS BC OK UK HY RK HY RK 
1 .0647 .0648 / j .0658 .0661 .0651 1.20 0.61 
2 .0942 .0941 .0952 .0969 .0944 1.14 0.45 
3 .1382 .1380 ' 3 .1393 .1433 .1385 1.11 0.39 
* ISE is the average Integrated Squared Error of M = 1000 simulations for one and two 
dimensions and « = 500 for three dimensions. 
^ F is the median ratio of M = 1000 simulations for one and two dimensions and M = 500 ibr 
three dimensions. 
Table 18 - Average jSE'and median F when surface is a hyperplane (d = 1,2^) 
«ngiesras 
TSE F 
c. OLS BC OK UK HY RK HY RK 
1 L 
M 
•?:îï .0181 
.0382 
.0139 
.0332 
.0176 
.0375 
1.03 
0.96 
0.62 
0.58 
H .0481 .0559 .0491 .0549 0.97 0.61 
2 L .0226 .0226 .0228 .0229 .0226 1.02 0.82 
M .0453 .0452 .0458 .0460 .0454 1.01 0.83 
H .0661 .0660 .0669 .0677 .0663 1.02 0.83 
3 ' L .0338 .0338 .0341 .0338 .0339 1.02 0.33 
M .0668 .0667 m* .0671 .0669 .0668 1.02 0.36 
H .0981 .0980 «M .0990 .0990 .0985 1.02 0.35 
Table 19 - Average /SE "and median F ^  when surface is a ridge ((/ = 2,3) 
EÈ F 
Q", OLS BC OK UK HY RK HY RK 
2 L .0237 .0298 ,0217 .0277 ,Q2)3 0.91 0.82 
M .0475 .0587 .0435 .0551 ]0431 0.92 0.83 
_H .0676 .0855 .0636 .0804 .0630 0.94 0.83 
3 L .0350 .0404 :0323 .0385 .0322 1.04 0.33 
M .0699 .0783 .0636 .0749 .0634 1.02 0.36 
H ,Ù93Q .1005 .1128 .0939 .1094 .0934 1.02 0.35 
Table 20 - Average ZSE * and median F " when surface is a mound (d = 1,2,3) 
ZSE F 
^ OLS BC OK UK HY RK HY RK 
1 L 190 .0224 .0159 .0208 .0157 0.95 0.62 
M ,0327 .0365 .0453 .0331 .0424 .0328 0.92 0.58 
H ' - " 512 .0658 :0488 .0617 .0484 0.93 0.61 
2 L g» .0246 .0282 .0224 .0270 mm 0.94 0.82 
M .0479 .0547 .0449 .0527 .0446 0.96 0.83 
H .0683 .0802 .0657 .0770 .0651 0.97 0.83 
3 L 0» .0354 .0380 .0334 .0376 .0332 0.99 0.33 
M MWR .0690 .0718 .0658 .0727 .0655 1.01 0.36 
H R# .1002 .1040 .0971 .1065 .0965 1.03 0.35 
* ZSE is the average Integrated Squared Error of « = 1000 simulations for one and two 
dimensions and m = 500 for three dimensions. 
^ F is the median ratio of m = 1000 simulations for one and two dimensions and « = 500 
three dimensions. 
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4.2.2 Gaussian Surfaces 
The performance of the hybrid method improves substantially in the presence of a 
gaussian process. When the true surface is a constant plus a gaussian process and OK is the 
correct method (see Table 12), we can see from Table 21 that for = 1 the HY method 
yields a St similar but superior to OK for all situations. For </ = 2 the HY method is superior 
to OK for small <7,, while giving fits similar to OK for higher levels of . For d = 3 the 
OK method is superior throughout all situations. Although HY does not have the lowest ZSE 
for all the situations, it does offer a substantial improvement St over UK. In the higher 
dimensions, it is likely that both UK and HY are more susceptible to overGtting the random 
error than the OK method as these methods require more data points to accurately estimate 
the polynomial surface. 
The error estimation for the HY method yields median F 's which are approximately 
equal to that of OK and in many instances are closer to one than OK. 
An unusual result for this surface is that HY yields a better St than OK in many situations 
for = 1,2 though the OK predictor with known covariance parameters is BLUP (see 
Section 2.2.2). The most likely reason for this apparent anomaly is the difference between 
Sxed and estimated covariance parameters. The designs in this study used multiple 
measurements at center points only, which gives unusual inSuence to single data points at all 
other locations. The lack of an underlying polynomial may result in OK being more 
susceptible to over-Stting the random error. 
As was seen with strict polynomial surfaces, RK yields Sts similar to UK, with the 
exception for = 1 where the St of RK degrades relative to UK for large . Median F 's 
for these surfaces exhibit a problem of substantial underestimation of error, which becomes 
more pronounced as d increases. The only situations where the median F approaches one is 
when is three times as large as cr, and # is at its largest value, i.e. situations where the 
gaussian process is a major component in the shape of the surface. 
Table 21 -
Average ZSE * and median F ^  when surface is a constant plus gaussian process (d = 1,2,3) 
__ __ _ 
(7, 2 OLS BC OK UK HY RK HY RK 
1 L L .0900 .0893 .0936 .0906 MM .0897 0.99 0.50 
L M .0968 .0958 .0959 .0968 @0 .0963 1.01 0.47 
L H .1068 .1064 .1013 .1045 0% .1044 0.96 0.50 
M L .1356 .1306 .0990 .1241 MM .1271 0.94 0.50 
M M .1514 .1473 .1009 .1357 MM .1391 0.93 0.50 
M H .1796 .1770 .1092 .1490 MM .1557 0.97 0.63 
H L .1870 .3770 :1033 .1468 #8 .1574 0.94 0.65 
H M .2128 .2053 .1070 .1604 MM .1733 0.94 0.84 
H H .2561 .2515 .1175 .1773 M# .1931 0.91 0.90 
2 L L .1238 ,1161 
" 
1.01 0.40 
L M gggg .1322 .1250 MM 1.01 0.40 
L H .1363 .1369 .1395 .1367 Ê# .1356 0.99 0.37 
M L .1639 .1620 .1393 .1626 ## .1616 0.98 0.37 
M M .1860 .1855 .1496 .1822 .1811 0.97 0.38 
M H .2170 .2167 .1643 .2110 .2101 1.00 0.45 
H L .2229 .2184 .2132 ## .2127 0.95 0.56 
H M .2548 .2523 .2386 .2395 0.96 0.80 
H H .3057 .3053 181? .2854 .2857 1.02 0.91 
3 L L .1630 .1640 WM .1640 .1680 .1634 1.03 0.33 L M .1710 .1719 .1715 .1762 .1707 1.06 0.33 
L H .1875 .1884 .1878 .1853 .1872 1.04 0.30 
M L .2185 .2175 gW .2130 .1953 .2133 0.98 0.31 
M M .2389 .2387 g# .2324 .2103 .2325 0.97 0.30 
M H .2739 .2738 .2618 .2297 .264 0.96 0.33 
H L .2853 .2830 .2582 .2228 .2608 0.98 0.62 
H M .3207 .3204 #08 .2819 ,2376 .2857 1.00 0.71 
H H .3795 .3793 2623 .3224 .2676 .3275 0.99 0.80 
' Average ZSE is the average Integrated Squared Error of 1000 simulations for one and two 
dimensions and 500 for three dimensions. 
^ Median F is the median ratio of 1000 simulations for one and two dimensions and 500 for 
three dimensions. 
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Shape 1 
Tables 22a-c review the performance of the HY method when the surface is a hyperplane 
plus a gaussian process. In this case, the second-order coefficients in the assumed polynomial 
are zero and the original analysis, Tables 13a-c, indicated OK had lower ZSE than the other 
three methods for most situations. The HY method yields a slight improvement on OK for 
(7 = 1, but HY and OK tend to offer poor fits relative to UK when the level of <7, is less than 
the level of <7,. The fit of H Y degrades relative to OK for larger d, but typically the HY 
method yields fits that are equivalent or better than UK for d = 1,2,3. 
Error estimation for the HY method is similar to OK but more optimistic than UK, with 
the median F's all below one and consistently below the level of UK. 
As was seen in Tables 17-21, RK yields fits similar to UK thus offering better fits than 
OLS when <7, is large and is small. Median F 's for RK indicate substantial 
underestimation of error with values of median F 's approaching one only when cr, is at its 
minimum and (7, is at its maximum levels for this study. 
Shane 2 
Tables 23a-b review the performance of the HY method when the surface is a ridge plus a 
gaussian process. In this case, all of the Srst order coefficients in the quadratic polynomial 
are zero and the original analysis, Tables 14a-b, indicated OLS consistently had lower ZSE 
than the other three methods, except when the level of <7, was much larger than <7,. The HY 
model yields a lower JSE for all situations over OK. However HY does not result in a 
substantial improvements over OK when <7, is less than , the areas where OK St poorly. 
This may indicate that the OK estimates of 0 and p used in the HY model result in the HY 
predictors closely resembling the OK predictors. 
The error estimation for HY is consistently more optimistic than UK or OK with median 
F 's typically being between 0.8 to 1.0 
Table 22a -
Average /SE * and median F ** when surface is a line with a gaussian process = l) 
ZSE r 
2 OLS BC OK UK ' RK HY RK 
,0221 0.88 0.50 
.0234 0.85 0.48 
.0267 0.84 0.45 
.0316 0.88 0.49 
.0349 0.86 0.52 
.0390 0.82 0.64 
.0395 0.90 0.68 
.0427 0.88 0.81 
.0479 0.86 0.94 
M L L .0397 .0360 .0388 0.96 0.58 
M L M .0399 .0369 .0391 .03&6 0.96 0.57 
M L H .0417 .0396 .0411 .0392 0.91 0.54 
M M L .0441 .0435 .0430 .0441 .0439 0.88 0.48 
M M M .0478 .0472 .0450 .0480 .0476 0.86 0.48 
M M H .0533 .0526 .0470 .0531 .0527 0.83 0.47 
M H L .0545 .0528 .0461 .0535 kË» .0531 0.89 0.48 
M H M .0610 .0595 .0484 .0585 #0# .0589 0.85 0.47 
M H H .0707 .0694 .0501 .0648 .0658 0.84 0.47 
H L L .0509 RM .0584 .0519 .0573 ,0#3 0.96 0.59 
H L M .0508 .0582 .0519 .0569 0.97 0.60 
H L H .0541 WeR .0605 .0552 .0592 X)546 0.95 0.57 
H M L .0574 .0620 .0583 .0609 .0576 0.90 0.52 
H M M .0607 .0637 .0613 .0626 ,0609 0.91 0.52 
H M H .0655 .0666 ;066Ô .0655 .0653 0.88 0.50 
H H L .0657 .0661 .0665 .0659 0.93 0.51 
H H M .0708 .0697 .0669 .0711 .0706 0.90 0.49 
H H H .0793 .0784 #699 .0784 .0778 0.88 0.48 
* Average ZSE is the average Integrated Squared Error of 1000 simulations. 
Median F is the median ratio of 1000 simulations. 
1 L L L .0222 .0218 .0220 .0223 
L L M .0235 •0232 .0224 .0236 
L L H .0270 .0267 .023.8 .0267 
L M L .0333 .0318 .0240 .0310 
L M M .0373 .0342 
L M H .0444 .0372 
L H L .0456 •0429 .0245 .0368 
L H M .0520 .0494 .0256 .0397 
L H H .0634 .0610 .0272 .0435 
Table 22b -
Average /SE * and median F * when surface is a hyperplane plus a gaussian process (d 
/SE F 
OLS BC OK UK HY RK HY RK 
L L L .0273 .0275 f .0273 0.92 0.41 
L L M .0288 HB| .0290 . 5 .02# 0.90 0.40 
L L H .0320 .0322 # .0319 0.84 0.39 
L M L .0386 .0381 :Ô353 .0384 
- .0381 0.82 0.37 
L M M .0429 .0423 .0385 .0423 M .0420 0.78 0.38 
L M H .0506 .0500 .0441 .0493 .0490 0.73 0.42 
L H L .0519 .0510 .0402 .0503 #8 .0500 0.82 0.52 
L H M .0592 .0585 .0448 .0564 0% .0563 0.76 0.81 
L H H .0710 .0703 .0674 NN .0672 0.73 0.92 
M L L .0477 .0477 .0483 .0487 .0478 0.99 0.44 
M L M .0480 .0480 .0484 .0485 .0480 0.99 0.43 
M L H .0506 .0505 WN .0509 .0515 .0505 0.92 0.41 
M M L .0543 .0540 MM# .0547 0.92 0.41 
M M M .0578 .0576 .0584 .. 0 .0578 0.88 0.40 
M M H .0635 .0632 .0638 .0633 0.85 0.38 
M H L .0655 .0652 .0655 Map | .0651 0.87 0.38 
M H M .0703 .0698 .0705 1 .0699 0.84 0.37 
M H H .0819 .0814 .0813 lÊmÊ 1 .0808 0.78 0.37 
H L L .0690 .0689 ma» .0697 .0709 .0691 1.01 0.44 
H L M .0690 .0688 MB# .0698 .0707 .0692 0.99 0.44 
H L H .0717 .0717 .0727 .0732 .0720 0.97 0.42 
H M L .0743 .0741 .0751 .0759 ;07*4 0.96 0.42 
H M M .0763 .0762 @0 .0771 .0778 .0765 0.95 0.41 
H M H .0814 .0811 .0819 .0817 .0813 0.91 0.41 
H H L .0819 .0817 .0826 .0817 .0819 0.91 0.40 
H H M .0865 .0863 .0872 .0858 .0865 0.88 0.39 
H H H .0952 .09^9 .0955 .0948 0.86 0.37 
* Average /SE is the average Integrated Squared Error of 1000 simulations. 
Median F is the median ratio of 1000 simulations. 
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Table 22c -
Average ZSE * and median F ^  when surface is a hyperplane plus a gaussian process (< 
cr. 
L 
L 
L 
L 
L 
L 
L 
L 
L 
M 
M 
M 
M 
M 
M 
M 
M 
M 
cr. 
M 
M 
L 
L 
L 
M 
M 
M 
L 
L 
M 
M 
H 
OLS BC 
H 
L 
M 
H 
L 
M 
H 
L 
M 
H 
L 
M 
H 
L 
L 
0765 
0905 
0693 
0700 
0715 
0768 
0815 
0878 
0899 
0961 
1078 
1015 
1040 
1023 
1059 
1101 
1139 
1172 
1218 
1327 
L L .0386 .0385 
L M .0399 
0442 
0517 
0567 
0659 
0440 
0514 
0564 
0655 
0675 
0758 
0899 
0693 
0699 
0714 
0767 
0813 
0876 
0897 
0958 
1073 
1013 
1038 
1059 
1100 
1137 
1171 
1216 
1325 
.0387 
.0399 
0440 
.0504 
0549 
.0628 
.0620 
.0681 
.0778 
0.93 
0.93 
0.87 
0.85 
0.81 
0.75 
0.81 
0.77 
0.74 
0442 
0503 
0547 
0625 
0612 
0675 
1024 
1052 
1030 
1071 
1106 
1144 
1177 
.1218 
.1329 
1019 
1049 
1027 
1069 
il08 
.1170 
.1310 
1019 
1045 
1027 
1065 
1102 
1140 
1173 
1212 
1323 
1.01 
0.99 
1.00 
0.98 
0.96 
0.92 
0.96 
0.93 
0.88 
Average /SE is the average Integrated Squared Error of 500 simulations. 
^ Median F is the median ratio of 500 simulations. 
Average ZSE ^ and median F ° when surface is a ridge plus a gaussian process (d = 2) 
r 
0319 
0336 
0350 
0368 
0406 
0387 
0422 
0464 
0564 .: : 
0546 ' 
0566 
M 
0564 
0579 . 
0610 . 
0618 
0664 
M 
H .0603 
L .0622 
M .0667 
.0778 H 
0702 
0700 
0722 
0747 
0759 
0803 
0806 
0844 
0914 
.0773 
L 
M _ 
H .0904 
Average ZSE is the average Integrated Squared Error of 1000 simulations. 
Median F is the median ratio of 1000 simulations. 
Table 23b -
Average ZSE * and median F ^  when surface is a ridge plus a gaussian process (d = 3) 
ZSE 
cr. 
L 
L 
L 
L 
L 
L 
L 
L 
L 
M 
M 
M 
M 
M 
M 
M 
M 
M 
H 
H 
H 
H 
H 
H 
H 
H 
H 
2 OLS BC OK UK HY 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L amgB 
M 
H 
L .0490 
M .0537 
H .0625 
L .0646 
M .0726 
H .0858 
.0392 
.0404 
.0442 
.0506 
.0549 
.0631 
.0653 
.0727 
.0856 
.0420 
.0424 
.0445 
.0465 
.0503 
.0561 
.0542 
.0599 
.0702 
.0477 
.0519 
.0593 
.0581 
.0640 
.0726 
.0478 
.0520 
.0596 
.0588 
.0646 
.0738 
L 
M 
H 
L 
M 
H .0832 
L .0853 
M .0912 
H .1022 
/ / 
.0719 
.0722 
.0731 
.0774 
.0815 
.0873 
.0895 
.0945 
.1049 
.0781 
.0797 
.0794 
.0821 
.0846 
.0878 
.0867 
.0918 
.0989 
.0660 .0746 
:0671 .0765 
.0683 .0759 
,0734 .0783 
.0775 .0802 
.0832 .0832 
.0848 4 
.0907 
.1006 
.0847 
.0906 
.1005 
L 
M 
H 
L 
M 
H 
L 
M 
H 
.1042 
.1071 
.1049 
.1080 
.1118 
.1142 
.1178 
.1211 
.1310 
.1131 
.1174 
.1145 
.1188 
.1193 
.1206 
.1225 
.1235 
.1312 
.0971 
.0998 
.0977 
.1015 
.1049 
.1085 
.1116 
.1154 
.1260 
.1097 
.1132 
.1104 
.1144 
.1150 
.1162 
.1183 
.1188 
#0 
.1045 
.1081 
.1113 
HY RK 
0.99 
1.02 
0.99 
0.99 
0.95 
0.89 
0.93 
0.88 
0.86 
* Average ZSE is the average Integrated Squared Error of 500 simulations. 
Median F is the median ratio of 500 simulations. 
0.32 
0.32 
0.32 
0.30 
0.31 
0.37 
0.54 
0.63 
0.82 
1.04 
1.00 
1.02 
0.99 
1.00 
0.96 
0.98 
0.96 
0.92 
0.35 
0.35 
0.34 
0.32 
0.32 
0.30 
0.30 
0.30 
0.29 
1.03 
1.00 
1.03 
0.99 
1.02 
0.96 
0.98 
0.98 
0.96 
0.34 
0.34 
0.34 
0.36 
0.33 
0.32 
0.32 
0.31 
0.30 
In the situation of the ridge shaped surface, RK yields a fit similar to UK. As was evident 
in Tables 22a-c the fit is equivalent to OLS for most situations and superior to OLS when the 
gaussian process is a major component of die shape. Reasonable error estimation occurs only 
when (T_ is much larger than cr,. 
ShaoeS 
The performance of the HY method for the mound plus gaussian process, Tables 24a-c, is 
very similar to that of the ridge. All of the coefficients of the underlying polynomial are non­
zero and the original analysis, Tables 15a-c, indicated a pattern in the method that yielded the 
lowest ZSE, which was related to the relative importance of the gaussian component in the 
surface. The HY method yields an improvement on the OK, but does not offer a good fit 
when is greater than c,. The RK method performs well for this shape, offering fits that 
are equivalent or superior to OLS in most situations and fits that are superior to OK and HY 
when (r, is larger than o",. 
Error estimation for HY is optimistic and tends to be similar to OK with all values of 
median F being at or below the level of UK, while median F 's for RK are substantially less 
than one in most situations. 
4.3 Summary 
In general, the fit of the HY method appears to be more similar to OK than UK. This 
would not seem unreasonable as although HY has the same underlying polynomial structure 
as UK, the OK estimates for 0 and ^  will result in a much stronger correlation structure in 
the HY gaussian process. The HY method excels in situations similar to OK, each offering a 
better fit than UK whenever the gaussian process is a substantial component to the shape of 
the surface. Small levels of cr, tend to favor the HY method over UK. Error estimation for 
both HY and OK tend to be slightly optimistic. The results of this study indicate that 
Table 24a -
Average ZSE ' and median F ^ when surface is a mound plus a gaussian process (d = l) 
/SE r 
o-. c, 2 OLS BC OK UK HY RK HY RK 
L L L .0221 .0240 .0222 .0225 .0220 0.91 0.50 
L L M .0234 .0241 .0235 .0228 .0233 0.91 0.48 
L L H .0269 .0240 .0248 .0266 GBR .0266 0.89 0.45 
L M L .0331 .0272 .0250 .0309 #89 .0315 0.92 0.49 
L M M .0371 .0304 .0252 .0340 .0347 0.90 0.52 
L M H .0442 .0367 .0267 .0371 .0389 0.85 0.64 
L H L .0454 .0367 .0252 .0366 .0393 0.90 0.68 
L H M .0518 .0427 .0258 .0396 Ém .0425 0.91 0.81 
L H H .0631 .0536 .0271 .0435 #0 .0477 0.88 0.94 
M L L .0364 .0445 .0358 .0417 .0355 0.96 0.58 
M L M .0368 .0447 .0368 .0418 r:i 0.96 0.57 
M L H .0461 .0394 .0435 ,0390 0.94 0.54 
M M L .0439 .0456 .0439 .0433 .0437 0.91 0.48 
M M M .0476 ËÉ .0469 .0478 .0452 .0474 0.89 0.48 
M M H .0530 .0483 .0490 .0528 | .0525 0.85 0.47 
M H L .0543 .0489 .0480 .0533 I .0529 0.91 0.48 
M H M .0607 .0545 .0492 .0582 m | .0586 0.85 0.47 
M H H .0704 .0634 ,0&2 .0644 «m | .0655 0.86 0.47 
H L L MB## .0524 .0665 .0517 .0627 .0511 0.95 0.59 
H L M .0523 .0669 .0516 .0630 .051» 0.93 0.60 
H L H .0547 .0673 .0550 .0632 . 0.95 0.57 
H M L .0676 .0580 .0639 .0574 0.91 0.52 
H M M .0605 .0687 .0610 .0651 .0606 0.92 0.52 
H M H .0652 .0700 .0657 .0669 .0651 0.91 0.50 
H H L .0654 .0693 .0663 .0663 .0656 0.93 0.51 
H H M .0705 mi .0701 .0707 - * .0703 0.91 0.49 
H H H .0789 .0741 .0720 .0781 1 .0775 0.89 0.48 
" Average ZSE is the average Integrated Squared Error of 1000 simulations. 
^ Median P is the median ratio of 1000 simulations. 
Table 24b -
Average JSE * and median F ^  when surface is a mound plus a gaussian process (d = 
__ _ 
2 L 
L 
L 
L 
L 
L 
L 
L 
L 
M 
M 
M 
M 
M 
M 
M 
M 
M 
H 
H 
H 
H 
H 
H 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
2 OLS BC OK UK HY RK 
L 
M 
H 
L .0379 
M .0421 
H .0496 
L .0510 
M .0581 
H .0697 
04# 
.0275 
.0288 
.0318 
.0363 
.0401 
.0472 
.0473 
.0542 
.0655 
.0294 
.0309 
.0326 
.0339 
.0362 
.0402 
.0375 
.0414 
.0460 
.0280 
.0292 
I# 
mm 
.0374 
.0412 
.0481 
.0491 
.0552 
.0659 
L 
M 
H m# 
L g#) 
M 
H A/OZJ 
L .0643 
M .0690 
H .0804 
instar 
M 
î g 
H 
L 
M 
H 
.0496 
.0619 
.0628 
.0675 
.0781 
.0575 
.0559 
.0577 
.0587 
.0603 
.0642 
.0627 
.0659 
.0720 
.0546 
.0529 
.0552 
.0555 
.0639 
.0686 
.0793 
' •> 
.0934 
.0705 
.0702 
.0729 
.0743 
.0763 
.0813 
.0809 
.0930 
.0819 
.0808 
.0840 
.0838 
.0843 
.0882 
.0868 
.0896 
.0947 
.0684 
,0685 
.0714 
.0737 
.0756 
.0804 
.0811 
.0856 
.0938 
.0789 ' 
.0773 
.0806 : " ' 
.0803 ' 
.0813 .G75I 
.0842 
.0831 
.0862 .0849 
% 0930 
HY RK 
0.96 
0.93 
0.88 
0.89 
0.85 
0.81 
0.86 
0.81 
0.81 
0.97 
0.99 
0.94 
0.96 
0.96 
0.93 
0.94 
0.92 
0.88 
* Average ZSE is the average Integrated Squared Error of 1000 simulations. 
^ Median F is the median ratio of 1000 simulations. 
0.41 
0.40 
0.39 
0.37 
0.38 
0.42 
0.52 
0.81 
0.92 
0.94 
0.98 
0.94 
0.94 
0.91 
0.89 
0.91 
0.89 
0.85 
0.44 
0.43 
0.41 
0.41 
0.40 
0.38 
0.38 
0.37 
0.37 
0.44 
0.44 
0.42 
0.42 
0.41 
0.41 
0.40 
0.39 
0.37 
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Table 24c -
Average ZSE * and median F " when surface is a mound plus a gaussian process (</ = 3) 
Z9E r 
M 
M 
M 
M 
M 
M 
M 
M 
M 
L 
L 
L 
M 
M 
M 
H 
H 
H 
2 OLS BC OK UK HY RK HY RK 
L L L .0390 .0406 .0381 .13^3 0.97 0.32 
L L M .0403 .0407 :0391 0.98 0.32 
L L H .0433 .0434 .0434 .0433 0.95 0.31 
L M L .0507 .0498 .0458 .0493 KM .0494 0.94 0.30 
L M M .0556 .0543 .0499 .0537 .0538 0.90 0.31 
L M H .0646 .0628 .0565 .0613 .0616 0.85 0.37 
L H L .0668 .0639 .0538 .0600 .0608 0.90 0.54 
L H M .0750 .0718 .0596 .0662 ÈH# .0668 0.85 0.63 
L H H .0887 .0853 .0701 .0751 .0763 0.82 0.82 
L 
M 
H 
L 
M 
H 
L 
M 
H 
# 
.0799 
.0861 
.0882 
.0943 
.1057 
.0707 
.0715 
.0729 
.0770 
.0806 
.0861 
.0876 
.0935 
.1044 
.0722 
.0744 
.0746 
.0776 
.0793 
.0845 
.0841 
.0889 
.0970 
.0759 
,0801 
.0861 
.0877 
.0938 
.1040 
.9680 
.0690 
.0702 
.07# 
.0798 
.0858 
.0875 
.0937 
.1039 
1.02 
0.97 
1.01 
0.99 
0.98 
0.93 
0.97 
0.93 
0.90 
0.35 
0.35 
0.34 
0.32 
0.32 
0.30 
0.30 
0.30 
0.29 
H 
H 
H 
H 
H 
H 
H 
H 
H 
L 
L 
L 
M 
M 
M 
H 
H 
H 
L 
M 
H 
L 
M 
H 
L 
M 
H 
.1027 
.1058 
.1038 
.1073 
.1108 
.1141 
.1168 
.1193 
.1307 
.1038 
.1068 
.1058 
.1093 
.1107 
.1125 
.1163 
.1166 
.1270 
.1004 
.1032 
.1010 
.1050 
.1085 
.1122 
.1154 
.1194 
.1303 
1076 
1103 
1083 
1110 
1131 
1149 
1180 
.0999 
.1025 
.1007 
.1044 
.1080 
.IMS 
.1151 
.1189 
.1297 
1.02 
1.01 
1.03 
0.99 
1.00 
0.97 
0.98 
0.97 
0.94 
0.34 
0.34 
0.34 
0.36 
0.33 
0.32 
0.32 
0.31 
0.30 
' Average /SE is the average Integrated Squared Error of 500 simulations. 
^ Median F is the median ratio of 500 simulations. 
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although the H Y method does offer improvements over OK and UK in certain situations, 
different estimators of # and p may be necessary to achieve adequate modeling of near 
quadratic surfaces. 
The RK results indicate that it offers a fit that is equivalent to UK for most situations. The 
RK method gives fits approximating OLS for strict quadratic polynomials and offers slight 
improvements for polynomials with gaussian processes. Although this does indicate RK is a 
viable alternative to UK for prediction purposes, the biases in the estimation of the 
correlation and error parameters make inference difficult with RK. 
4.3.1 Future Work - Residual Kriging Error 
Throughout the situations investigated in this study, the St of RK was very similar to UK, 
validating the use of this simple ad hoc method over the more complicated UK method for 
fitting surfaces with drift. However, error estimation for RK was highly optimistic resulting 
in median F 's that were typically less than 0.5, except when was substantial larger than 
(Tg. This poor performance in error estimation is likely due to the assumption that the 
underlying polynomial is known and the resulting bias introduced into estimates of the 
covariance structure based on the residuals. Many researchers appear to circumvent the issue 
by using cross-validation to evaluate the fit of the models, rather than ZMSE. An alternative 
error calculation will be suggested that follows the form of the prediction vector method used 
throughout this analysis. This method will calculate MSB and IMSE under the assumption 
that underlying polynomial is estimated, rather than assuming it is known. 
As the predicted value for RK is a linear combination of the predicted value of OLS and 
predicted values of OK on the residuals of OLS (another linear operation on 7), the 
prediction for RK is also linear in 7. Combining (2.2) and (2.6) yields the prediction vector 
fbrRK: 
c_ = 
rl « 
axx-xy'x'^^v-'i .yi ,  
k'  v  i,  r  1,'+<-<r-'  1,  ( i , v>' 1,  piVWyrxr r  
Using (2.8), ZSE can now be directly calculated using the prediction vector. It is 
important to note that the estimations for the correlation parameters will be biased when 
using this method, even if the experimenter has correctly assumed that the true surface is 
polynomial with a gaussian process. 
CHAPTER 5 CONCLUSIONS 
The focus of this dissertation is the evaluation of kriging methods as an alternative to 
ordinary least squares or Box-Cox transformations in modeling near quadratic surfaces. In 
Chapter 2, ZMSE is used to show that in the case of lack of fit caused by higher order 
polynomial terms, there is strong potential for the kriging methods to outperform OLS. In 
order to directly compare the methods, four distinct surfaces shapes were compared in three 
dimensions for varying levels of random error and gaussian process. 
The results in Chapter 3 indicate that no method is preferred for all situations. In general, 
OLS fits best for pure quadratics and in situations where is large. In situations where the 
gaussian process is a major component of the surface shape, OK offers a better fit, especially 
when is small. There were almost no situations in this study where UK yielded the 
lowest ZSE, but UK often was within two standard errors of the method that did yield the 
lowest ZSE. The BC method did result in slight improvements over OLS in the presence of a 
gaussian process, but often yielded substantially worse results when the surface was strictly 
polynomial. 
In Chapter 4, the performance of UK was investigated further, determining that the 
MLE's of the correlation parameters may be unstable for the designs and shapes investigated 
here. The alternative HY method was proposed which substitutes OK correlation estimates 
into the UK model. The fit of this method was superior to OK in most situations, but did not 
maintain the UK characteristic of offering a reasonable fit in a diverse range of situations. 
There is some indication that alternative methods for estimating the correlation parameters in 
UK could offer better fits, but that substitution of the OK parameter estimates does not 
greatly improve the performance of UK. Also discussed in Chapter 4 is the common practice 
of detrending spatial data. The RK method yielded fits that were similar to UK throughout 
the study, indicating the two methods were approximately equivalent. Error estimates for this 
98 
method were severely optimistic, most likely due to the biased correlation parameter 
estimates that result from the detrending. An alternative measure of error was suggested for 
future investigation. 
Error estimation for the original four methods was relatively good for strict polynomials 
with median F's for all methods being approximately one. With the addition of a gaussian 
process to the surfaces, the error estimation for these methods was optimistic. This was 
especially true for OLS and BC, which for surfaces where the gaussian process was a major 
component commonly yielded median F 's of 0.6 to 0.8. 
The designs considered in this study are traditional RSM designs, or slightly larger plans 
of similar geometric structure. These may not be particularly effective for spatial modeling. 
Alternative data collection methods, including reallocation of center point measurements, 
could result in more situations where kriging is superior to OLS. 
Evaluation of the methods in this study was primarily conducted by comparing the fits for 
various surfaces, ZSE, and the estimated error of these Sts, 7SE, through the ratio F. While 
these measures do give a good indication of how well the fitted surfaces conform to the true 
surfaces, they may not be the preferred method of evaluating the methods. As practitioners of 
RSM are typically interested in process maximization, measures relating the quality of fit at 
the maximum, such as distance from the estimated maximum to the true maximum, may be 
more informative. 
In general, the results of this study indicate that OK offers a good alternative to OLS 
when the surface is not strictly quadratic, especially when measurement error is relative small 
compared to the range of the surface. UK while rarely offering the best St, tends to offer a 
reasonable St in a broad range of surfaces and the determination of alternative estimators for 
the correlation parameters may improve the model substantially. 
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