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A DYADIC ANALYSIS APPROACH TO THE PROBLEM OF
CONTINUITY OF WEIGHTED ESTIMATES WITH RESPECT TO THE
Ap CHARACTERISTIC.
NIKOLAOS PATTAKOS
Abstract. This paper presents a new proof of the results regarding the continuity of
weighted estimates with respect to the characteristic of the weight. Here we first prove
the result in the dyadic case which is “easier” and then by the use of the Bellman function
technique we pass to the continuous setting which is harder in general. To be more precise,
as far as we know, this passage from the Martingale transform to the Hilbert transform
described in this note is new.
1. introduction
Throughout this article, we will denote w as a positive L1loc(R
d) function which we call
weight. For 1 < p <∞ we say that w belongs to the Muckenhoupt Ap class if the quantity
(1) [w]Ap := sup
Q
( 1
|Q|
ˆ
Q
w(x) dx
)( 1
|Q|
ˆ
Q
w(x)−
1
p−1 dx
)p−1
is finite, where we take the supremum over all cubes in Rd. These classes have been studied
extensively over the last thirty years and many of their properties can be found in [5]. If
we restrict ourselves in R and we consider dyadic intervals we can define the Adp classes of
weights in an obvious way. That is, we choose the cubes Q to be dyadic intervals and the
definition makes sense. In [10], [11], [12], [13] the following Theorem was proved.
Theorem 1. Suppose that for some 1 < p < +∞, a sublinear operator T satisfies the
inequality
‖T‖Lp(w)→Lp(w) ≤ F ([w]Ap),
for all w ∈ Ap, where F is a positive increasing function. Then
lim
[w]Ap→1
+
‖T‖Lp(w)→Lp(w) = ‖T‖Lp(dx)→Lp(dx),
and
‖T‖Lp(w)→Lp(w) ≤ ‖T‖Lp(dx)→Lp(dx)(1 + c
√
δ)
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for all Ap weights, w, with characteristic [w]Ap = 1 + δ ≈ 1, and c is a constant that
depends on the dimension and p.
The proof used the Riesz-Thorin interpolation Theorem that appears in [17] and the nice
interplay between the Ap classes and the BMO(R
d) space. In this note, we try to derive
this result using weaker machinery than the one mentioned before. In particular, we first
prove the result for the Martingale transform using dyadic analysis and then by the use of
the Bellman function technique we obtain the same result for the Hilbert transform on R
for Poisson A2 weights and the squares of the Riesz transforms on R
d for Heat A2 weights.
The purpose of this different proof is to present a different point of view in dealing with
this kind of estimates and maybe give a better understanding of them.
Estimates like the one presented in Theorem 1 can be used in many different areas of
mathematics. For example, in [3] such a continuity result was used for the study of PDE
with random coefficients and in [9] the sharp asymptotic behavior of the L2(w) norm of
the Riesz projection P+, with respect to the [w]A2 characteristic, comes into play in the
study of Schauder bases. Let us mention that Theorem 1 can be applied for a huge class
of operators as the remarks dictate below.
Remark 2. In [2] Buckley showed that the Hardy-Littlewood maximal operator defined as
Mf(x) := sup
Q
1
|Q|
ˆ
Q
|f(y)| dy,
where the supremum is taken over all cubes in Rd that contain x, satisfies the estimate
‖M‖Lp(w)→Lp(w) ≤ c[w]
1
p−1
Ap
,
for 1 < p < +∞, and all weights w ∈ Ap, where the constant c > 0 is independent of the
weight w. This means that the assumptions of Theorem 1 hold for M .
Remark 3. Consider any Caldero´n-Zygmund operator T . By [6] we know that:
‖T‖Lp(w)→Lp(w) ≤ c [w]
max(1, 1
p−1
)
Ap
,
for any Ap weight w, where c > 0 is independent of the weight. This means that we can
apply Theorem 1, for 1 < p <∞ and F (x) = cxmax(1, 1p−1 ).
The previous result was known as the A2 conjecture because it suffices to prove it for A2
weights and then you use a sharp extrapolation argument for the other values of 1 < p <∞.
Many mathematicians contributed in the proof of this very important Theorem and the
first proof was done in [6]. The idea was to prove it for dyadic operators called the Haar
shift operators and then by an “averaging” argument to obtain the family of Caldero´n-
Zygmund operators. For our estimates this averaging process can not work since many
constants appear during the procedure and this is something that does not seem to be
easily fixable. Very famous examples of such operators are the Hilbert transform
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(2) Hf(x) :=
1
π
p.v.
ˆ
R
f(y)
x− y dy,
and the Riesz transforms
(3) Rjf(x) :=
Γ(d+12 )
π
d+1
2
p.v.
ˆ
Rd
xj − yj
|x− y|d+1 · f(y) dy,
1 ≤ j ≤ d. We will deal with these operators later in the paper and we will obtain the
desired continuity for H and R2j using the Martingale transform that is defined as:
(4) Tσf =
∑
I∈D
σI(f, hI)hI ,
where D is a fixed dyadic lattice and σ = {σI}I∈D ⊆ {z ∈ C : |z| ≤ 1}. Here we denote by
hI the Haar function associated to the interval I defined in the following way:
hI(x) =
1√
|I|
(
χI+(x)− χI−(x)
)
.
By I+, I− we mean the right half and the left half of the interval I, respectively. Note
that the sequence {hI}I∈D is an orthonormal basis in L2. Also, by (f, hI) we mean the
inner product of the two functions in L2 and with D(J), where J ∈ D we denote all dyadic
subintervals of J including J itself . Our goal is to present a new proof of the Theorem.
Theorem 4. Suppose that w is an Ad2 weight with [w]Ad2
= 1 + δ where δ ≈ 0. Then there
is a universal constant c > 0 such that
‖Tσ‖L2(w)→L2(w) ≤ 1 + c
√
δ.
In order to be able to derive the desired result we have to present some preliminary
machinery that is needed. So we have the well known definition of a Carleson sequence.
Definition 5. A sequence of positive numbers {αI}I∈D is called a Carleson sequence if
there exists a constant C > 0 such that for every dyadic interval J we have
(5)
1
|J |
∑
I∈D(J)
αI ≤ C.
This kind of sequences plays a very important role in dyadic Harmonic Analysis. It
becomes clear if we take into consideration the Weighted Carleson Embedding Theorem
that states:
Theorem 6. Let {αI}I∈D be a sequence of positive numbers and w be a weight. Then,
∑
I∈D
(fw
1
2 )2IαI ≤ 4C‖f‖22
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for all f ∈ L2(dx) if and only if
1
|J |
∑
I∈D(J)
w2IαI ≤ CwJ
for all J ∈ D.
This statement can be found in [18] and a proof in [8]. For a more general (but equivalent
for constant weights) statement of Theorem 6 see [7]. Finally, we need to define the Poisson
class of A2 weights and the Heat class of A2 weights. For a weight w on R
d we define its
harmonic extension wH on Rd+1+ by the formula
wH(x, t) := w ∗ Pt(x) =
Γ(d+12 )
π
d+1
2
ˆ
Rd
w(y) · t
(t2 + |x− y|2) d+12
dy,
where Pt(x) is the Poisson Kernel, and its Poisson A2 characteristic as
[w]AH2
:= sup
(x,t)∈Rd+1+
[
wH(x, t)(w−1)H(x, t)
]
.
The heat extension wh of w on Rd+1+ is the function
wh(x, t) = w ∗ kt(x) = 1
(4πt)
d
2
ˆ
Rd
w(y) exp
(
− |x− y|
2
4t
)
dy,
where kt(x) is the heat kernel that is the fundamental solution of the equation ut−∆u = 0
and the Heat A2 characteristic is given by
[w]Ah2
:= sup
(x,t)∈Rd+1+
wh(x, t)(w−1)h(x, t).
For these two classes of weights many interesting facts are true. For instance, the Mucken-
houpt A2 weights and the heat A2 weights are the same as sets and the two characteristics
are comparable as it was proved in [16]. For the Poisson A2 class things are different in
general. If d > 1, there are power weights which are in the classical Muckenhoupt A2 class
for which the Poisson integral diverges and therefore, these power weights are not in the
Poisson A2 class as it was observed in [15]. In one dimension the numbers [w]AH2
and [w]A2
are comparable and as a result the two sets of weights are equal.
In the next section we deal with our dyadic operators and in section 3 we give the proof
for the Hilbert transform by the use of the Bellman function technique. As it happens in
most of the cases an estimate of the Martingale transform helps us to derive the existence
of a very special function B which in its turn yields to estimates of continuous operators.
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2. proof of theorem 4
Let us consider f ∈ L2(w) and write the duality
‖Tσf‖L2(w) = sup
‖g‖L2(w−1)=1
∣∣∣
ˆ
Tσf · g dx
∣∣∣ = sup
‖g‖L2(w−1)=1
∣∣∣
ˆ ∑
I∈D
σI(f, hI)hI(x)g(x) dx
∣∣∣.
Expanding the function g =
∑
J∈D(g, hJ )hJ we have that
‖Tσf‖L2(w) = sup
‖g‖
L2(w−1)=1
∣∣∣
ˆ ∑
I,J∈D
σI(f, hI)(g, hJ )hI(x)hJ (x) dx
∣∣∣
and since the Haar functions are orthonormal we have that the right hand side is equal to
sup
‖g‖
L2(w−1)=1
∣∣∣
∑
I∈D
σI(f, hI)(g, hI )
∣∣∣.
Next we assume that f, g ∈ L2(dx) by taking the supremum of
sup
‖g‖L2(dx)=1
∣∣∣
∑
I∈D
σI(fw
− 1
2 , hI)(gw
1
2 , hI)
∣∣∣,
and we substitute the Haar system by the orthogonal system of functions
hwI (x) =
hI(x) + γ
I
w · χI(x)
δIw
,
where γIw = − cI|I| , γIw−1 = − dI|I| and
cI =
√
|I| · wI− − wI+
2wI
, dI =
√
|I| · (w
−1)I− − (w−1)I+
2(w−1)I
and here by writing wI or (w
−1)I we mean the average value of the function over the given
interval. Finally, for the δIw numbers we have the relation
(δIw)
2 = wI ·
(
1− c
2
I
|I|
)
=
wI+wI−
wI
.
After all these changes of variables we arrive at the sum of four summands
∣∣∣Σ1+Σ2+Σ3+Σ4
∣∣∣
that we have to estimate from above, where
(6) Σ1 =
∑
I∈D
σI(fw
− 1
2 , hw
−1
I )δ
I
w−1(gw
1
2 , hwI )δ
I
w
(7) Σ2 = −
∑
I∈D
σI(fw
− 1
2 , χI)γ
I
w−1(gw
1
2 , hwI )δ
I
w
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(8) Σ3 = −
∑
I∈D
σI(fw
− 1
2 , hw
−1
I )δ
I
w−1(gw
1
2 , χI)γ
I
w
and finally,
(9) Σ4 =
∑
I∈D
σI(fw
− 1
2 , χI)γ
I
w−1(gw
1
2 , χI)γ
I
w.
In all of them we pass the absolute value inside and we start with Σ1. Since the product
wI−wI+ ≤ w2I (same holds for w−1 in place of w) we get an estimate from above by the
expression
√
[w]Ad2
·
∑
I∈D
|(fw− 12 , hw−1I )(gw
1
2 , hwI )|,
and by the use of Cauchy-Schwartz this is less than or equal to
√
[w]Ad2
·
(∑
I∈D
|(fw− 12 , hw−1I )|2
) 1
2
(∑
I∈D
|(gw 12 , hwI )|2
) 1
2
,
which is equal to
√
[w]Ad2
·
(∑
I∈D
|(fw 12 , hw−1I )L2(w−1)|2
) 1
2
(∑
I∈D
|(gw− 12 , hwI )L2(w)|2
) 1
2
.
Since the functions {hwI }I∈D are orthogonal in L2(w) (the same is true for the functions
{hw−1I }I∈D in L2(w−1)) we see that Σ1 is bounded above by the quantity
√
[w]Ad2
· ‖f‖2‖g‖2.
Now in order to estimate the remaining three sums we need the Lemma.
Lemma 7. For all weights w whose characteristic is sufficiently close to 1 there is an ǫ > 0
and a constant C > 0 such that for all J ∈ D we have
1
|J |
∑
I∈D(J)
(w−1)2I d
2
I wI ≤ C (log[w]Ad2)
ǫ [w]Ad2
(w−1)J
and
1
|J |
∑
I∈D(J)
(wI)
2 c2I (w
−1)I ≤ C (log[w]Ad2 )
ǫ [w]Ad2
wJ .
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Proof. Let us prove the second inequality and for the first one we follow the same steps.
In [18] it was proved that
1
|J |
∑
I∈D(J)
c2I ≤ 2 log[w]Ad2 ,
which means that the sequence of numbers {c2I}I∈D is a Carleson sequence and we are
going to use this fact. Obviously,
1
|J |
∑
I∈D(J)
(wI)
2 c2I (w
−1)I ≤
[w]Ad2
|J |
∑
I∈D(J)
wI
(wI− − wI+
2wI
)2
|I|,
and this is equal to
[w]Ad2
|J |
∑
I∈D(J)
wI
(wI− − wI+
2wI
)2−2ǫ(wI− − wI+
2wI
)2ǫ
|I|1−ǫ|I|ǫ,
and by the use of Ho¨lder’s inequality for p = 11−ǫ and q =
1
ǫ (we will choose the number ǫ
later) we arrive at
[w]Ad2
|J |
( ∑
I∈D(J)
(wI)
pc2I
) 1
p
( ∑
I∈D(J)
c2I
) 1
q ≤
[w]Ad2
(2|J | log[w]Ad2)
1
q
|J |
( ∑
I∈D(J)
(wI)
pc2I
) 1
p
.
Now since the sequence {c2I}I∈D is Carleson we can bound the last expression (see [7]) by
C
|J | [w]Ad2(|J | log[w]Ad2)
1
q |J | 1p (wp)
1
p
I = C[w]Ad2
(log[w]Ad2
)
1
q (wp)
1
p
I .
It is time to use the Reverse Ho¨lder inequality with the exponent p (see [5]) and it yields
the upper bound
C(log[w]Ad2
)ǫ[w]Ad2
wJ .
So far the number ǫ depends on the weight w but as it was observed in [10] for weights w
that are close to the constant weight 1, in the sense that the number [w]Ad2
is close to 1 we
can choose ǫ independently of w and the proof is complete. 
Let us see what is happening with sums Σ2 and Σ3. They are similar so we will handle
Σ2 only. Again we put the absolute value inside and using the fact that 1 − c
2
I
|I| ≤ 1 and
applying the Cauchy-Schwartz once again we obtain the following bound from above
(∑
I∈D
(fw−
1
2 )2Id
2
IwI
) 1
2
(∑
I∈D
(gw
1
2 , hwI )
2
) 1
2
.
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The second of these terms is bounded by the L2(dx) norm of g as it happened in Σ1. We
estimate the first sum by the use of the Carleson Embedding Theorem 6 and Lemma 7 to
arrive at the upper bound
C
√
(log[w]Ad2
)ǫ[w]Ad2
‖f‖2‖g‖2.
Finally, our last sum, Σ4, can be treated in the same way. We apply Cauchy-Schwartz and
get
(∑
I∈D
(fw−
1
2 )2Id
2
IwI
) 1
2
(∑
I∈D
(gw
1
2 )2Ic
2
I(w
−1)I
) 1
2
and again by the Carleson Embedding Theorem and Lemma 7 we see that |Σ4| is less than
or equal to
C(log[w]Ad2
)ǫ[w]Ad2
‖f‖2‖g‖2,
which finishes the proof of Theorem 4.
3. The continuous setting
Our main goal in this section is to pass from the dyadic setting, that is the Martingale
Transform, to the continuous setting that is the Hilbert and the squares of the Riesz
transforms in this case. This point of view gives us a lot of information about the interplay
between the dyadic operators and the continuous operators. This connection is actually
one of the most interesting things in todays Harmonic Analysis. The dyadic operators have
always been the prototypes of the continuous, more “complicated”, ones. We are going to
prove the following Theorem regarding the Hilbert transform.
Theorem 8. Suppose that w is an AH2 weight with [w]AH2
= 1+ δ where δ ≈ 0. Then there
is a universal constant c > 0 such that
‖H‖L2(w)→L2(w) ≤ 1 + c
√
δ.
Proof. We start by rewriting the conclusion of Theorem 4 which by using duality yields to
1
4|J |
∑
I∈D(J)
|〈f〉I+ − 〈f〉I− ||〈g〉I+ − 〈g〉I− ||I|(10)
≤ (1 + c
√
δ)〈|f |2w〉1/2J 〈|g|2w−1〉1/2J ,
for any J ∈ D, any f ∈ L2(w) and g ∈ L2(w−1). The definition of the Bellman function is
given as the supremum of the left hand side of (10):
B(X,Y, x, y, r, s) = sup
{ 1
4|J |
∑
I∈D(J)
|〈f〉I+ − 〈f〉I− ||〈g〉I+ − 〈g〉I− ||I| :
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〈f〉J = x, 〈g〉J = y, 〈w〉J = r, 〈w−1〉J = s, 〈|f |2w〉J = X, 〈|g|2w−1〉J = Y
}
.
We are going to denote the domain by:
D = {0 < (X,Y, x, y, r, s) ∈ R6 : |x|2 < Xs, |y|2 < Y r, 1 < rs < Q},
where Q = 1 + δ. This function has two very useful properties. One of them is that it
satisfies the inequality:
0 ≤ B(X,Y, x, y, r, s) ≤ (1 + c
√
δ)X
1
2Y
1
2 ,
for all 6-tuples of our domain, and also for all vectors v, v+, v− ∈ D such that v = v++v−2
we have the inequality:
B(v)− B(v
+) +B(v−)
2
≥ 1
4
|x+ − x−||y+ − y−|,
where v = (X+, Y +, x+, y+, r+, s+) and similarly for v−. The proof of the second inequality
is standard for the Bellman function technique and we refer the interested reader to [16].
Assume now that a compact subset K of the interior of D is given. By choosing 0 < ǫ <<
dist{K,∂D}, and by considering a C∞c , Bell shaped function S, supported in the unit ball
of R6 with center 0 we can molify our function B in order to get a smooth version of it, in
a small neighborhood of K in the following way:
BQ,K := B ∗ Sǫ,
where Sǫ(x) =
1
ǫ6
S(xǫ ). We can check that this new function inherits some of the properties
of B in the following sense. The Hessian matrix of BQ,K is non-positive definite i.e.:
(11)
(
− d2BQ,Kv, v
)
R6
≥ 2|v3v4|,
and for all (X,Y, , x, y, r, s) ∈ D:
(12) 0 ≤ BQ,K(X,Y, x, y, r, s) ≤ (1 + c
√
δ)(1 + cKǫ)X
1
2Y
1
2 ,
where cK is a constant that depends on the distance of our compact set K to the boundary
of D. We will use this smooth function BQ,K to obtain our continuity result. For this we
need to consider functions φ,ψ ∈ C∞c (R), and observe that:
(13)
∣∣∣
ˆ
R
H(φ)ψdx
∣∣∣ ≤
ˆ
R
ˆ ∞
0
|∇φH ||∇ψH |tdtdx,
where the functions appearing on the right hand side are the harmonic extensions to the
upper half plane of the φ,ψ respectively. Let us justify inequality (13) for the unit disk in
the complex plane. Using Green’s Theorem we obtain:
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ˆ
S1
αβdθ =
ˆ
S1
α · β · ∂G
∂n
dθ −
ˆ
S1
∂(αβ)
∂n
Gdθ =
ˆ
B
αβ∆Gdxdy −
ˆ
B
∆(αβ)Gdxdy
= (αβ)(0) −
ˆ
B
∇α · ∇β ·Gdxdy
and for α = Hφ and β = ψ we arrive at inequality 13, since |∇Hφ| = |∇φ|. Note that we
use the notation B for the unit disk in the complex plane, and by G we denote Green’s
function in B. From now on the functions φ,ψ will be fixed. We also fix a weight w in the
Poisson A2 class such that QA2(w) ≤ 1 + δ := Q, where Q is the number that appears in
the definition of D. Define the function
v(x, t) = ((φ2w)H , (ψ2w−1)H , φH , ψH , wH , (w−1)H),
that maps R2+ into the domain D (more precisely it maps compact subsets of the interior of
R
2
+ into compact subsets of the interior of D). To see this it helps to know that A2 weights
have at most logarithmic singularities. Fix any compact subset M of the upper half plane
and a rectangle K of R2+, say M ⊂ K = [−r, r] × [1ρ , R]. Then v(K) is compact in D
and we can find a function B = BQ,v(K) infinitely differentiable in a small neighborhood
of v(K) such that inequalities (1), (2) are fulfilled. Now we define the function:
b(x, t) = B(v(x, t)),
for (x, t) ∈ K, and observe that:
( ∂2
∂t2
+
∂2
∂x2
)
b(x, t) =
(
d2B(v(x, t))
∂v(x, t)
∂t
,
∂v(x, t)
∂t
)
R6
+
(
d2B(v(x, t))
∂v(x, t)
∂x
,
∂v(x, t)
∂x
)
R6
since all the entries of v are harmonic extensions and this implies (∇B(v(x, t)), ( ∂2
∂t2
+
∂2
∂x2
)v(x, t))R6 = 0. We will assume that the following calculations are correct, and after
we finish the proof, we will make this more precise in remark 10. We define the function:
β(t) =
ˆ r
−r
b(x, t)dx
for t ∈ [1ρ , R]. Then:
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β(R)− β(1
ρ
) =
ˆ R
1
ρ
d
dt
β(t)dt
=
ˆ r
−r
ˆ R
1
ρ
d
dt
b(x, t)dtdx
= −
ˆ r
−r
ˆ R
1
ρ
d2
dt2
b(x, t)tdtdx+Q1(R, r, ρ)
= −
ˆ r
−r
ˆ R
1
ρ
( d2
dt2
+
d2
dx2
)
b(x, t)tdtdx+Q2(R, r, ρ)
whereQ1(R, r, ρ) = −b(r,R)R+b(−r,R)R+b(r, 1ρ)1ρ−b(−r, 1ρ)1ρ andQ2(R, r, 1ρ ) = Q1(R, r, 1ρ)+´ r
−r
´ R
1
ρ
d2
dx2
b(x, t)tdtdx. The last integral, in the series of equalities, is equal to:
(14)ˆ r
−r
ˆ R
1
ρ
[(
−d2B(v(x, t))∂v(x, t)
∂t
,
∂v(x, t)
∂t
)
R6
+
(
−d2B(v(x, t))∂v(x, t)
∂x
,
∂v(x, t)
∂x
)
R6
]
tdtdx.
The following is a Lemma proved in [4]:
Lemma 9. Let m,n, k ∈ N. Denote by d = m + n + k. For arbitrary v ∈ Rd write
v = vm ⊕ vn ⊕ vk, where vi ∈ Ri for i = n,m, k. Let R = ‖vm‖, r = ‖vn‖. Suppose that a
matrix A ∈ Rd,d is such that:
〈Av, v〉 ≥ 2Rr,
for all v ∈ Rd. Then, there is τ > 0, satisfying:
〈Av, v〉 ≥ τR2 + 1
τ
r2,
again for all v ∈ Rd.
Using inequality (11) and the previous Lemma, we get that for every (x, t) ∈ K there is
τ = τ(x, t) > 0 with the property:
(
− d2B(v(x, t))∂v(x, t)
∂t
,
∂v(x, t)
∂t
)
R6
≥ τ
∣∣∣∂φ
h
∂t
∣∣∣
2
+
1
τ
∣∣∣∂ψ
h
∂t
∣∣∣
2
(the same is true for the x variable in the place of the t variable). This implies that the
integral in (14) is at least:
ˆ r
−r
ˆ R
1
ρ
[
τ
∣∣∣∂φ
h
∂t
∣∣∣
2
+
1
τ
∣∣∣∂ψ
h
∂t
∣∣∣
2
+ τ
∣∣∣∂φ
h
∂x
∣∣∣
2
+
1
τ
∣∣∣∂ψ
h
∂x
∣∣∣
2]
tdtdx
and using the well known arithmetic mean–geometric mean inequality we obtain:
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β(R)− β(1
ρ
)−Q2(R, r, 1
ρ
) ≥
ˆ r
−r
ˆ R
1
ρ
(∣∣∣∂φ
h
∂x
∣∣∣
2
+
∣∣∣∂φ
h
∂t
∣∣∣
2) 1
2
(∣∣∣∂ψ
h
∂x
∣∣∣
2
+
∣∣∣∂ψ
h
∂t
∣∣∣
2) 1
2
tdtdx.
The last double integral is obviously bigger than or equal to the same double integral over
the compact subset of R2+, M . By inequality (12) we have:
β(R) =
ˆ r
−r
b(x,R)dx ≤ (1 + ǫ)(1 + c
√
δ)
ˆ
R
(
(φ2w)h(x,R)(ψ2w−1)h(x,R)
) 1
2
dx,
and by Ho¨lder’s inequality, we arrive at:
β(R) ≤ (1 + ǫ)(1 + c
√
δ)
( ˆ
R
φ(x)2w(x)dx
) 1
2
(ˆ
R
ψ2(x)w−1(x)dx
) 1
2
= (1 + ǫ)(1 + c
√
δ)‖φ‖L2(w)‖ψ‖L2(w−1).
Finally, letting ρ→∞ and then r →∞ we see that:
lim
r→∞
lim
ρ→∞
Q2(R, r, ρ) = 0,
and so:
β(R) ≥ β(R)− β(0) ≥
ˆ ˆ
M
(∣∣∣∂φ
h
∂x
∣∣∣
2
+
∣∣∣∂φ
h
∂t
∣∣∣
2) 1
2
(∣∣∣∂ψ
h
∂x
∣∣∣
2
+
∣∣∣∂ψ
h
∂t
∣∣∣
2) 1
2
tdtdx.
Combining everything together:
(1+ǫ)(1+cγ(δ))‖φ‖L2 (w)‖ψ‖L2(w−1) ≥
ˆ ˆ
M
(∣∣∣∂φ
h
∂x
∣∣∣
2
+
∣∣∣∂φ
h
∂t
∣∣∣
2) 1
2
(∣∣∣∂ψ
h
∂x
∣∣∣
2
+
∣∣∣∂ψ
h
∂t
∣∣∣
2) 1
2
tdtdx,
for an arbitrary compact subset M of R2+. Letting M expand to the whole upper half
plane, we get exactly what we need. Using (13) we obtain:
∣∣∣
ˆ
R
H(φ)ψdx
∣∣∣ ≤ (1 + ǫ)(1 + c
√
δ)‖φ‖L2(w)‖ψ‖L2(w−1).
This is true for all weights w in the Poisson A2 class with [w]AH2
= 1 + δ and the proof is
complete. 
Remark 10. This is to explain why all of the previous manipulations of the Bellman function
work, and write some comments about the proof. For the calculations we need to look
at how the Bellman function that we used was constructed. The function BQ,v(K) was
the convolution of a positive L∞loc(R
6) function and a positive, bounded C∞c (R
6) function
supported in a really small ǫ-ball of R6 around 0. This means that BQ,v(K) is in C
∞ ∩L∞.
In addition, note that for a fixed value of t > 0, the functions v(x, t) and ∇v(x, t) go to 0,
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as x → ∞, rather fast. Also if needed, we can assume that our nonconstant weight w, is
smooth and constant outside some large ball, as in [16].
Remark 11. The proof of Theorem 8 has an interesting feature. The Hilbert transform
is not in the closure of convex combinations of Martingale transforms. It is an “average”
of dyadic shift operators in the sense described in [14]. But philosophically knowing an
estimate for the Martingale transform gives us a similar one for the Hilbert transform and
many other continuous operators.
For the sake of completeness we can prove a very similar result to Theorem 8 for the
squares of the Riesz transforms but instead of the Poisson A2 characteristic of the weight
we have the Heat A2 characteristic. This was proved again in [1] for matrix valued weights
and for this reason we only mention the result.
Theorem 12. There is a constant c > 0 such that for all weights w in Rd of Heat A2
characteristic sufficiently close to 1 the estimate
(15)
∥∥∥
n∑
i=1
σjiR
2
ji
∥∥∥
L2(w)→L2(w)
≤ 1 + c ·
√
[w]Ah2
− 1
is satisfied, where {j1, j2, . . . , jn} is an arbitrary subset of {1, . . . , d} and σ = {σji}ni=1 is
an arbitrary choice of signs.
The Lemma that allows us to connect the squares of the Riesz transforms and heat
extensions is the following (see [16]).
Lemma 13. Let φ,ψ be real functions in C∞c (R
d). Then the integral
´ ∂φh
∂xi
· ∂ψh∂xi dxdt
converges absolutely for all i = 1, . . . , d andˆ
Rd
R2iφ · ψ dx = −2
ˆ
R
d+1
+
∂φh
∂xi
· ∂ψ
h
∂xi
dx dt.
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