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Abstract 
Dopamine (DA) is the predominant catecholamine neurotransmitter in the mammalian 
brain, where DA governs a variety of functions including locomotor activity, 
cognition, emotion, synaptic plasticity, learning and memory formation. In the 
hippocampus, activation of D1/5 receptors (D1/5Rs) is known to stabilize memory 
formation and late, protein-dependent long-term potentiation (LTP) in the stratum 
radiatum (RAD), whereas activation of D4 receptors (D4Rs) inhibits early LTP in the 
stratum oriens (OR) and depotentiates LTP in RAD. Interestingly, novelty exploration 
rescues memory impairment caused by blockade of D1/5Rs in the hippocampus. 
However, the function of D4Rs in synaptic plasticity, neural network activity and 
memory-associated behaviors remained to be elucidated in vivo. I implanted two 
recording electrodes targeting OR and RAD together with a bipolar stimulation 
electrode placed either in OR or RAD while monitoring depth profiles of stimulus-
evoked local field potentials (eLFPs). At least one week later, eLFPs and spontaneous 
oscillatory activities (sLFPs) were recorded in the hippocampus of freely behaving 
mice to investigate the role of D4Rs under physiological condition. My results show 
that systemic, intraperitoneal treatment with the D4R agonist PD 168077 (PD) 
slightly decreased eLFPs both in OR and RAD and in parallel increased the paired-
pulse ratio (PPR) between two eLFPs, indicating presynaptic mechanisms were 
involved in this modulation. PD treatment postponed the rapid eye movement (REM) 
sleep and, during REM onset, the theta peak frequency was shifted to lower band, the 
gamma band power was reduced and the strength of theta-gamma coupling was 
attenuated. Furthermore, D4R agonist treatment impaired late LTP (4 hours) both in 
OR and RAD, while early LTP (30 min) was reduced only in OR. When mice were 
transferred from their home cage to a fear box, band power of fast gamma increased 
in that novel environment, in particular after receiving an electric footshock on day 1 
and during context exposure on day 2, and these increases persisted when the mice 
were returned to home cage immediately after. These changing patterns of oscillatory 
activities were not affected by PD treatment, and therefore the D4R-mediated layer-
specific modulation of synaptic plasticity in the hippocampus is unlikely implicated in 
learning and memory during novelty exploration or fear conditioning. 
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Zusammenfassung 
Dopamin (DA) ist der vorherrschende Katecholamin-Neurotransmitter im Säugerhirn, 
wo DA vielfältige Funktionen hat wie Lokomotion, Kognition, Emotion, synaptische 
Plastizität, Lernen und Gedächtnis. Aktivierung von D1/5 Rezeptoren (D1/5R) im 
Hippokampus stabilisiert bekanntermaßen Gedächtnis und die späte, Protein-
abhängige Langzeitpotenzierung (LTP) im Stratum Radiatum (RAD), wohingegen die 
Aktivierung von D4 Rezeptoren (D4R) frühes LTP im Stratum Oriens (OR) reduziert 
und LTP im RAD depotenziert. Interessanterweise verbessern Neuheiten eine 
Gedächtniseinschränkung, die durch Antagonismus von D1/5R im Hippokampus 
verursacht wurde. Dagegen wurde die Funktion von D4R bei synaptischer Plastizität, 
neuronaler Netzwerkaktivität und Gedächtnis-assoziiertem Verhalten nur selten in 
vivo untersucht. Ich implantierte Meßelektroden in OR and RAD und eine bipolare 
Stimulationselektrode in OR oder RAD und registrierte Tiefenprofile Reiz-evozierter 
lokaler Feldpotentiale (eLFP). Nach mindestens einer Woche wurden eLFP und 
spontane Oszillationen (sLFP) im Hippokampus frei beweglicher Mäuse registriert, 
um die Rolle von D4 Rezeptoren unter physiologischen Bedingungen zu untersuchen. 
Meine Ergebnisse zeigen, daß systemische, intraperitoneale Behandlung mit dem 
D4R Agonisten PD 168077 (PD) eLFPs in OR also auch in RAD reduziert und 
gleichzeitig das Verhältnis Doppelpuls-evozierter LFPs erhöht, weshalb an dieser 
Modulation vermutlich präsynaptische Mechanismen involviert sind. PD Injektion 
verzögerte den REM Schlaf, und während des REM Beginns war der Theta-Peak zu 
einer niedrigeren Frequenz verschoben, die Power im Gamma-Frequenzband 
reduziert und die Theta-Gamma Kopplung abgeschwächt. Weiterhin beeinträchtigte 
PD Injektion späte LTP (4 Stunden) in OR und RAD, während frühes LTP (30 min) 
nur in OR abnahm. Wurden Mäuse aus dem Haltungskäfig in eine neue Umgebung 
gebracht, dann nahm die Power im fast Gamma-Frequenzband zu, besonders wenn sie 
dort einen elektrischen Fußschock ausgesetzt waren. Diese Gamma-Zunahme 
wiederholte sich am darauffolgenden Tag auch ohne Fußschock und blieb erhöht 
nachdem die Mäuse in ihren Haltungskäfig zurückgesetzt wurden. Diese sich 
ändernden oszillatorischen Aktivitäten traten auch in Gegenwart von PD auf und 
deshalb ist die D4R-vermittelte, Schicht-spezifische Modulation der synaptischen 
Plastizität im Hippokampus unwahrscheinlich involviert beim Lernen und der 
Gedächtnisbildung während Neuigkeitserfahrungen oder Furchtkonditionierung.
	   1	  
Chapter I 
Introduction 
1.1 The hippocampus  
1.1.1 Anatomy 
1.1.1.1 Location of the hippocampus 
The hippocampus (named after its resemblance to the seahorse, from the Greek 
hippos meaning “horse” and kampos meaning “sea monster”) is a major component 
of the brains of humans and other vertebrates. It belongs to the limbic system and 
plays important roles in the consolidation of information from short-term memory to 
long-term memory and spatial navigation (Scoville & Milner, 1957; Lee et al., 2005; 
Bannerman et al., 2012; Cohen et al., 2013; Ramirez et al., 2013). Humans and other 
mammals have two hippocampi, one in each side of the brain, forming a chiral 
configuration. The hippocampus is located under the cerebral cortex; in primates it is 
located in the medial temporal lobe, underneath the cortical surface. It contains two 
main semicircle-shaped interlocking parts: Cornu Ammonis horn and the dentate 
gyrus. 
 
1.1.1.2 Laminar structure 
        More than hundred years ago, Santiago Ramón y Cajal had depicted the well 
laminar structured transverse section of hippocampus formation under light 
microscope (Ramón y Cajal, 1893). The hippocampus comprises multiple subfields. 
The bigger semicircle is frequently used with the nomenclature Cornu Ammonis 
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(abbreviated as CA) and the smaller counterpart is termed as dentate gyrus 
(abbreviated as DG). Starting from the dorsal part close to subiculum, CA is 
differentiated into fields CA1, CA2, CA3, with CA4 ending up inside DG. The 
dentate gyrus contains the fascia dentata and the hilus. The principal neurons along 
the longitudinal axis in CA are pyramidal neurons, while the smaller principal 
neurons sitting in the smaller interlocking DG are known as granule cells. The CA 
regions are structured in clearly defined strata (or layers) from outside to inside as:  
alveus, stratum oriens (OR), stratum pyramidale (pyramidal cell layer, PYR), stratum 
lucidum (SL, only in CA3), stratum radiatum (RAD), stratum lacunosum and stratum 
moleculare (SLM). The DG is structured with three layers: stratum moleculare, 
stratum granulosum (granule cell layer), polymorphic layer (Amaral et al., 2007; El 
Falougy et al., 2008) (Figure 1). 
 
Figure 1. Basic circuits of the hippocampus, drawn by Santiago Ramón y Cajal (Histologie du 
Systeme Nerveux de l'Homme et des Vertebretes, Vols. 1 and 2. A. Maloine. Paris. 1911). Letters 
in purple colour indicate different areas of hippocampus and parahippocampal entorhinal cortex (EC) 
and subiculum (SUB). Letters in green are the laminar structure within the dorsal hippocampus.  
 
1.1.1.3 Cell types 
EC
DG
CA1
CA3
CA4
CA2
GC
OR
PYR
RAD
SLM
SUB
SL
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The vast majority of hippocampal neurons are glutamatergic principal cells and a 
smaller proportion of them are GABAergic interneurons. The somata of pyramidal 
cells in CA and granule cells in DG are known as principal cells. All pyramidal and 
granule cells are excitatory because they use glutamate as their primary 
neurotransmitter. There are various types of interneurons, which are classified as 
inhibitory neurons whose main neurotransmitter is GABA. Different classification 
standards are adopted to differentiate various interneurons. Based on the 
morphological appearance, about 20 different types of interneuron are distinguished. 
This terminology is quite useful, because it give intuitive insights to the striking 
features of a verity of interneurons. For example, the “stellate” cell indicates the 
typical morphology of “star with shining light” shape, and “axo-axonic cells” 
highlights the fact that they innervate the axon initial segment of the postsynaptic 
cells. The development of immunohistochemistry supplements the nomenclature 
based on the peptides the interneurons contain, such as parvalbumin positive 
interneurons. Given the difference of physiological and synaptic properties of 
interneurons, they were named after the distinct electrical activity signature, such as 
fast spiking interneurons (Maccaferri & Lacaille, 2003; Klausberger & Somogyi, 
2008; Jinno, 2009). 
 
1.1.1.4 Neural circuitry within the hippocampal formation 
1.1.1.4.1 Circuitry within the ipsilateral site 
Within the ipsilateral hippocampus, there is a trisynaptic wiring diagram loop 
(circuit) indicating a relay of synaptic transmission (Figure 1). The three major cell 
groups: granule cells, CA3 pyramidal neurons, and CA1 pyramidal cells are the three 
nodes of the trisynaptic circuit. The axons originating from the entorhinal cortex layer 
	   4	  
II project to the dendrites of granule cells in DG, making up the perforant-DG 
pathway. The axons (known as mossy fibers) of DG granule cells project to the 
proximal apical dendrites of CA3 pyramidal neurons. The axons of CA3 pyramidal 
neurons project to ipsilateral CA1 pyramidal cells through Schaffer collaterals, known 
as SC-CA1 pathway. The SC-CA1 pathway is frequently used to test synaptic 
efficiency (Laurberg, 1979; Dong et al., 2008; Neves et al., 2008). 
 
1.1.1.4.2 Inputs from the contralateral hippocampus 
CA3 pyramidal neurons not only project to ipsilateral CA1 pyramidal cells via SC-
CA1 pathway, but also project to contralateral CA3 and CA1 pyramidal cells basal 
dendrites through commissural connections (Dong et al., 2008; Neves et al., 2008). 
 
1.1.1.5 Connections with parahippocampal structures 
1.1.1.5.1 Entorhinal cortex-hippocampus 
The entorhinal cortex (EC) has long been considered as a relay station that 
provides the major source of afferent inputs to the hippocampus based on  
neuroanatomical studies (Jones, 1993). Layer III of EC mainly project to CA1 and 
subiculum, and EC layer II to CA3 and DG. Using a transgenic mouse whose layer III 
inputs of the EC to the hippocampus are silenced, Suh and colleagues found 
significant impairments in mutant mice performing spatial working-memory tasks and 
in the encoding phase of trace fear-conditioning (Suh et al., 2011). Köhler found the 
layer IV of EC also projects to DG following the perforant-DG pathway and layer VI 
of EC innervates the outer two-thirds of the molecular layer, the subgranular zone and 
the deep part of the hilus of the area dentate, using retrograde fluorescent tracing 
(Köhler, 1985). In turn, the ventral two thirds of field CA1 give rise to a prominent 
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projection to EC mainly in layer IV. From dorsal CA1, there is a projection 
terminating not only in the deep layers but also prominently in layer I of perirhinal 
cortex, and appearing to be strictly ipsilateral (Witter et al., 1989). 
 
1.1.1.5.2 Septum-hippocampus 
As a subcortical structure, the septum nucleus belongs to the limbic formation 
and composes two major areas: lateral (lateral septal nuclei) and medial (medial 
septum/diagonal band of Broca nuclei (MS/DB), each having different neuronal 
populations. Reciprocal pathways between the hippocampus and the septum nucleus 
have been suggested based on anatomical studies (Okada & Okaichi, 2010). The 
lateral septum receives a strong glutamatergic input from the hippocampus and a 
GABAergic input from the MS/DB complex, and in turn, the medial the septum 
innervates the hippocampus via cholinergic and GABAergic inputs (Khakpai et al., 
2013).  
 
1.1.1.5.3 Other regions 
Besides the strong reciprocal connections between hippocampus and EC, septum, 
there is also evidence showing connections between the hippocampus and other brain 
structures. Compared to the strong connections between the hippocampus and EC, the 
perirhinal and postrhinal cortices project weakly and exlusively to CA1 and the 
subiculum. The postrhinal cortex preferentially targets the dorsal CA1 and subiculum, 
whereas the perirhinal cortex targets the ventral subiculum, and in turn, the perirhinal 
cortex receives more input from ventral hippocampal formation structures and the 
postrhinal cortex receives more input from dorsal hippocampal structures (Agster & 
Burwell, 2013). After lesions of the olfactory tubercle, by tracing the coarse 
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degenerating fibers, Cragg found direct degenerated fibers connected to the 
hippocampus, which indicates that the olfactory tubercle plays a relay role in 
olfactory impulses to the hippocampus (Cragg, 1961). Earlier publications 
demonstrated that dopaminergic fibers originating from the ventral tegmental 
area/substantia nigra (VTA/SN) innervate the hippocampus (Gasbarri et al., 1994a; 
Gasbarri et al., 1994b). Smith and Greene found that the noradrenergic inputs 
originating from locus coeruleus (LC) project to the dorsal hippocampus (Smith & 
Greene, 2012). The hippocampal formation and parahippocampal areas receive heavy 
inputs from lateral, basal, accessory basal, and posterior cortical nuclei of amygdala, 
while the substantial inputs to amygdala originate from the temporal end of the CA1 
subfield and subiculum of the hippocampal formation, as reviewed by Pitkänen and 
colleagues (Pitkänen et al., 2000).  
 
1.1.2 Synaptic plasticity 
1.1.2.1 Plasticity of synaptic efficacy  
1.1.2.1.1 Long-Term Potentiation (LTP) 
One hundred years ago, Cajal originally hypothesized that information storage 
relies on the changes in the strength of synaptic connections between neurons that fire 
coherently. The idea was refined by Hebb as (1949) as:  “When an axon of cell A is 
near enough to excite cell B and repeatedly or persistently takes place in firing it, 
some growth process or metabolic change takes place in one or both cells, such that 
A's efficiency, as one of the cells firing B, is increased”, which is known as the 
Hebbian learning rule. LTP describes a phenomenon in which a sustained increase in 
synaptic strength that is elicited by brief high frequency stimulation of excitatory 
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afferents (Malenka, 1994). Bliss and Colleagues demonstrated for the first time that 
high-frequency stimulation induced sustained increase of the synaptic transmission in 
the perforant-DG pathway both in anaesthetized and unanaesthetized rabbits (Bliss & 
Gardner-Medwin, 1973; Bliss & Lømo, 1973). LTP is characterized by three basic 
properties: cooperativity, associativity and input-specificity, see review (Bliss & 
Collingridge, 1993). Cooperativity describes the existence of an intensity threshold 
for induction, that LTP can only be triggered if the tetanic stimulation is strong 
enough to activate sufficient afferent fibres. LTP is associative in the sense that a 
“weak” input can be potentiated if it is active at the same time as a strong tetanus to a 
separate but convergent input. Input-specificity describes a condition in which other 
inputs that are not active at the time of the tetanus do not share in the potentiation 
induced in the tetanized pathway. There are NMDAR-dependent and presynaptic 
forms of LTP exist (Kauer & Malenka, 2007). 
NMDAR-dependent LTP requires the activation of NMDARs by presynaptically 
released glutamate when the postsynaptic membrane is significantly depolarized. This 
depolarization relieves the voltage-dependent blockade of NMDAR by Mg2+, 
allowing Ca2+ to enter postsynaptic dendritic spines. The crucial rise in postsynaptic 
Ca2+ concentration leads to the activation of complex intracellular signaling cascades 
including AMPAR trafficking to the postsynaptic plasma membrane, that account for 
the strengthened synaptic transmission after LTP induction (as illustrated in Figure 2). 
Presynaptic LTP was found at synapses of the mossy fibres of DG, hippocampal 
CA3 pyramidal neurons, neocortex and cerebellum. This type of LTP likely does not 
require NMDARs or postsynaptic factors (still remains controversial). Presynaptic 
LTP appears to be initiated by an activity-dependent rise in intracellular Ca2+ within 
presynaptic terminals, which eventually leads to a persistent increase of glutamate 
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release from the presynaptic site (Figure 2). 
Based on the expression time course of potentiation, LTP can be classified as 
early LTP (E-LTP), which is independent of gene expression and the synthesis of new 
protein, and late LTP (L-LTP), which is gene expression- and protein synthesis- 
dependent. The persistence of LTP depends on the intensity of induction protocols. 
Widely used protocols include: high-frequency stimulation (HFS), the physiology 
mimicking theta bursts, and low-frequency stimulation paired with postsynaptic 
depolarization. In addition, learning can also potentiate basal synaptic transmission in 
the SC-CA1 pathway in Long Evans rats in an inhibitory avoidance (IA) training task, 
which is known as learning-induced LTP (Whitlock et al., 2006).  
In animals of different ages, LTP induction exhibits distinct properties. Although 
aged animals potentiated to the same degree as young ones, they do not retain the 
potentiated synaptic response for longer durations and lose it much more rapidly than 
young ones (Geinisman et al., 1994). 
 
1.1.2.1.2 Long-Term Depression (LTD) 
As the counterpart of LTP, LTD depicts sustained synaptic strength decrease 
after prolonged low-frequency stimulation (LFS) or treatment of receptor ligands 
(Collingridge et al., 2010). LTD shares several features with LTP, such as input- 
specificity and the requirement of activation of NMDARs, as well as an increase of 
intracellular Ca2+ at the postsynaptic site (Malenka, 1994). There are several types of 
LTD (see reviews) (Kauer & Malenka, 2007; Collingridge et al., 2010). NMDAR-
dependent LTD is induced by weak activation of NMDARs, during which a different 
subset of Ca2+-dependent intracellular signaling is triggered, which eventually leads to 
the removal of synaptic AMPARs via dynamin- and clathrin-dependent endocytosis 
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(Figure 2). Metabotropic glutamate receptor-dependent LTD is similarly mediated by 
the clathrin-dependent endocytosis of synaptic AMPARs, but following activation of 
postsynaptic mGluRs. Strong postsynaptic Ca2+ influx also triggers the synthesis of 
endocannabinoids (eCBs), which travel retrogradely across the synapse to bind to 
presynaptic CB1 receptors and transiently depress neurotransmitter release and thus 
weaken synaptic transmission. This type of LTD is defined as endocannabinoid-
mediated LTD. Notably, the behavioral perception of novelty in animals also induces 
LTD in the dorsal hippocampus (Manahan-Vaughan & Braunewell, 1999).  
 
 
Figure 2. Well-described mechanisms of LTP and LTD. Highly simplified diagrams of the induction 
and expression of synaptic plasticity observed in the rodent brain. a | n-methyl-d-aspartate receptor 
(NMDAR)-dependent long-term potentiation (LTP) has been observed in many different brain regions 
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and is dependent on postsynaptic NMDAR activation and calcium/calmodulin-dependent protein-kinase 
II (CaMKII) for its initiation. The voltage-dependent relief of the magnesium block of the NMDAR 
channel allows the synapse to detect coincident presynaptic release of glutamate (Glu) and 
postsynaptic depolarization. α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptor (AMPAR) 
insertion into the postsynaptic membrane is a major mechanism underlying LTP expression. b | 
Presynaptic LTP has been best characterized at mossy fibre-CA3 hippocampal synapses as well as at 
parallel fibre-Purkinje cell cerebellar synapses. Repetitive synaptic activity leads to the entry of 
presynaptic Ca2+, which activates a Ca2+-sensitive adenylate cyclase (AC) leading to a rise in cAMP and 
the activation of cyclic AMP-dependent protein kinase A (PKA). This in turn modifies the functions of 
Rab3a and RIM1α leading to a long-lasting increase in glutamate release. Involvement of postsynaptic 
signalling molecules (not shown) has also been reported. c | NMDAR-dependent long-term depression 
(LTD) is triggered by Ca2+ entry through postsynaptic NMDAR channels, leading to increases in the 
activity of the protein phosphatases calcineurin and protein phosphatase 1 (PP1). The primary 
expression mechanism involves internalization of postsynaptic AMPARs and a downregulation of 
NMDARs by an unknown mechanism. d | Metabotropic glutamate receptor (mGluR)-dependent LTD 
has been best characterized at cerebellar parallel fibre-purkinje cell synapses and hippocampal 
synapses. Activation of postsynaptic mGluR1/5 triggers the internalization of postsynaptic AMPARs, a 
process that under some conditions appears to require protein synthesis. e | Endocannabinoid-LTD is 
the most recently discovered form of LTD, and has been observed in many brain regions. Either 
mGluR1/5 activation, leading to activation of phospholipase C (PLC) or an increase of intracellular Ca2+ 
(or both), in the postsynaptic neuron initiates the synthesis of an endocannabinoid (eCB). The eCB is 
subsequently released from the postsynaptic neuron, travels retrogradely to bind to presynaptic 
cannabinoid 1 receptors (CB1R) and this prolonged activation of CB1Rs depresses neurotransmitter 
release via unknown mechanisms (figure taken from (Kauer & Malenka, 2007)). 
 
1.1.2.1.3 Spike timing dependent plasticity (STDP) 
When presynaptic spiking precedes postsynaptic spiking (“pre-post”) within a 
window of several tens of milliseconds, LTP is induced, whereas spiking of the reverse 
order (“post-pre”) leads to LTD. This form of activity-dependent LTP/LTD is now 
referred to as spike timing-dependent plasticity (STDP)	   (Dan & Poo, 2006). Given the 
conventional Ca2+ based model of LTP/LTD, Dan and Poo summarized that pre-post 
spiking leads to a brief high-level Ca2+ influx, due to effective activation of NMDARs by 
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postsynaptic spiking, and this yields activation of the kinase pathway and eventually 
induces LTP. In contrast, spiking in the opposite order leads to a low-level Ca2+ rise due 
to the limited extent of NMDAR activation by the afterdepolarization associated with the 
postsynaptic action potential (AP), and this preferentially activates the phosphate pathway 
and leads to LTD (Dan & Poo, 2006). Further evidence from fluorescence Ca2+ imaging 
studies has indeed demonstrated that Ca2+ influx through NMDARs and voltage-
dependent Ca2+ channels (VDCCs) exhibits supralinear summation with pre-post spiking 
and sublinear summation with post-pre spiking (Koester & Sakmann, 1998; Nevian & 
Sakmann, 2004). In support of this Ca2+ model for STDP, pre-post spiking under partial 
inactivation of NMDARs in CA1 of the hippocampus leads to the induction of LTD 
instead of LTP (Nishiyama et al., 2000). Blockade of supralinear calcium signals in basal 
dendrites during AP bursts by low concentrations of the T- and R-type calcium channel 
antagonist nickel can also occlude LTP and NMDA channel activation, which provides 
direct evidence for the importance of dendritic calcium spikes for the induction of STDP 
(Kampa et al., 2006). Together with postsynaptic intracellular Ca2+ and dendritic calcium 
spikes, McCabe and colleagues proposed that interneuron-mediated inhibitory function 
also markedly shapes LTD, which alters the classical STDP curve apparently (MaCabe et 
al., 2007). Morphological changes are also observed during synaptic plasticity, as 
summarized as below. 
 
1.1.2.2 Synaptic morphology plasticity  
1.1.2.2.1 Morphological changes during LTP 
At the level of single synaptic contacts, modifications of neuronal architecture have 
been observed in association with LTP, including a mean area increase in dendritic 
spines, a larger postsynaptic density, and more negative synaptic curvatures characterized 
by concavity of postsynaptic sites relative to the presynaptic terminals (Agnihotri et al., 
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1998; Matsuzaki et al., 2004). Electrophysiological results support the idea that more 
synapses are formed after LTP induction. Bolshakov and colleagues found that synapses 
between a single presynaptic CA3 neuron and a single postsynaptic CA1 neuron normally 
release only a single quantum of transmitter; however, higher release probabilities are 
observed during early phase LTP, and increased quanta release occurs together with late 
LTP, which is possibly due to new synapses formation (Bolshakov et al., 1997). These 
two key hypotheses regarding the structural basis of LTP are strengthened by observing 
both enhanced connectivity and enlarged synapses following LTP induction in immature 
rat hippocampal slices (Harris et al., 2003). It is also well known that activity-driven 
changes in synaptic efficacy modulate spine morphology, due to alterations in the 
underlying actin cytoskeleton/filaments, which dynamically traffic actin-binding proteins 
underlying synaptic function (Bosch & Hayashi, 2012; Fortin et al., 2012).  
 
1.1.2.2.2 Morphology changes during LTD 
In contrast to LTP-associated spine enlargement, LTD is normally coupled with 
spine shrinkage, reducing synaptic strength (Bosch & Hayashi, 2012). The induction 
of LTD by either electrical (Zhou et al., 2004) or chemical stimulation (He et al., 
2011) induces shrinkage or loss of dendritic spines. Becker and colleagues 
investigated presynaptic morphological changes during LTD induction with time 
lapse two-photon laser scanning microscopy and extracellular field recordings. In 
their work, LTD induction dramatically increased the turnover of presynaptic 
boutons, while decreasing the number of putative synaptic contacts between Schaffer 
collateral boutons and spines of CA1 pyramidal cells (Becker et al., 2008). In slice 
cultures, following the LTD induction protocol, the number of spines decreased 3hr 
after the stimulation. Spines in slices from older animals are generally more stable 
after low frequency stimulation (LFS) (Nagerl et al., 2004). In the meantime, there is 
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evidence that shows a dissociation between physiological and morphological 
expression of LTD. Wang and colleagues observed that spine shrinkage and LTD can 
occur independently of each other using combined two photon time-lapse imaging 
with patch-clamp recording in acute hippocampal slices (Wang et al., 2007). An actin 
depolymerization inhibitor blocked the expression of LTD, suggesting that 
morphologically silent actin remodeling may be involved in the physiological 
expression of LTD and different subpopulations of actin filaments undergo changes 
during LTD (Wang et al., 2007).  
 
1.1.2.3 Functional changes during synaptic plasticity 
Convergent lines of evidence, including results from wild-type animals	  (Federmeier 
et al., 2002) and genetically-manipulated animals (Hayashi et al., 2004), indicate that 
changes in the number or structure of synapses may represent a substrate of memory 
formation following learning. The morphological changes established by new synaptic 
connections or remodeling of existing synapses lead to higher synaptic efficacy, which is 
believed to correlate with better behavioral performance (Geinisman, 2000). Genetic 
manipulation in animals has also demonstrated a decrease in spine formation that is 
negatively coupled to hippocampus-dependent memory. For example, forebrain-specific 
dominant-negative p21-activated kinase (PAK) transgenic mice, which have fewer 
dendritic spines relative to wild-type controls, showed normal acquisition but impaired 
consolidation/retention in spatial memory and contextual fear conditioning paradigms 
(Hayashi et al., 2004). Using unbiased electron microscopy, Bloss and colleagues 
found the density of large synapses in the prefrontal cortex (PFC) remained 
unchanged, but an approximate 50% decrease in the density of small synapses in the 
PFC following aging, which may account for aging-related impairments in executive 
functions	  (Bloss et al., 2013). Together with the aforementioned LTP/LTD-associated 
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morphological changes, functional plasticity occurs when animals adjust their 
strategies to accommodate a dynamically changing environment.  
  
1.1.3 Oscillatory activities 
1.1.3.1 Theta oscillations 
Theta rhythm is a spontaneous oscillatory pattern in local field potential (LFP) 
signals recorded from either inside the brain or from electrodes glued to the scalp. It is 
characterized with 4-12 Hz frequency. Two types of theta rhythm have been 
described. "Hippocampal theta rhythm" is a strong oscillation that can be observed in 
the hippocampus and other brain structures, including the subicular complex, 
entorhinal cortex, perirhinal cortex, cingulated cortex, and amygdala in numerous 
species of mammals, including rodents, rabbits, dogs, cats, bats, and marsupials 
(Buzsáki, 2002). "Cortical theta rhythms" are low-frequency components of scalp 
LFPs, usually recorded from humans, also known as electroencephalography (EEG).  
Because of the fine laminar structure and important role in learning and memory 
formation, as well as the characteristic EEG depth profile, the hippocampus draws the 
most attention for oscillatory activity research. In rodents, hippocampal theta is seen 
mainly in two conditions: first, when an animal is running, walking, or in some other 
way actively interacting with its surroundings, and second, during rapid-eye 
movement sleep (REM) (Buzsáki, 2002; Buzsáki et al., 2003; Scheffzük et al., 2011).  
A couple of subcortical nuclei have been postulated to be critically involved in 
theta rhythm generation. Afferents from structures reciprocally connected to 
hippocampus (see the hippocampus anatomy part) release neurotransmitters that may 
have a “permissive” action on network oscillations or work as “pacemakers”, 
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providing a coherent theta frequency output (Buzsáki, 2002). The medial septum 
(MS) is regarded as the ultimate theta rhythm generator, as lesioning or inactivating 
the MS disrupts theta waves in the hippocampus and many other cortical targets 
(Buzsáki, 2002; Colgin, 2013). GABAergic inhibitory interneurons expressing the 
hyperpolarization-activated and cyclic nucleotide-gated nonselective cation channels 
(HCN channels) in the MS are believed to be theta pacemaker cells (Toth et al., 1993; 
Toth et al., 1997; Varga et al., 2008), as these interneurons fire rhythmically at theta 
frequencies and are phase-locked to theta rhythms in the medial septum (Hangya et 
al., 2009; Colgin, 2013). By contrast, cholinergic neurons, another main type of 
neurons in the MS, do not fire rhythmically at theta frequencies and thus are unlikely 
to act as theta pacemakers, but may instead modulate the excitability of other neurons 
in a way that promotes their theta rhythmic firing (Colgin, 2013). The reciprocal 
connections via hippocampal-MS glutamatergic excitatory and GABAergic inhibitory 
backprojections may be important in maintaining the coupling between the two 
regions (Khakpai et al., 2013).  
Small medial septum lesions (Winson, 1978) or inactivation (Asaka et al., 2002) 
not only eliminates theta in the hippocampus, but also produces severe spatial 
memory deficits in mammals, indicating the important role of theta rhythm in learning 
and memory formation. The prevailing LTP induction protocol of “theta bursts” is 
believed to act as a “natural tetanizer” in the modification of hippocampal activity 
(Vertes et al., 2004). 
 
1.1.3.2 Gamma oscillations 
Gamma oscillations are characterized by the frequency band 30-90 Hz, with a 
peak frequency of approximately 40 Hz. Normally, gamma rhythms occur with theta 
	   16	  
rhythms when animals actively engage in voluntary behaviors or during REM sleep, 
known as “awake gamma” and “sleep gamma”, respectively. However, differences 
exist between the “awake gamma” and “sleep gamma”. The band power of gamma is 
lower during REM than during active waking (Scheffzük et al., 2011). Regarding the 
mechanisms for gamma generation, two concepts have been proposed. The first is that 
gamma rhythmic patterns occur via the interaction of excitatory principal cells and 
fast basket cell inhibitory interneurons acting on fast gamma-amino butyric acid 
(GABAA) receptors (Nyhus & Curran, 2010). Secondly, a network of mutually 
connected inhibitory interneurons is also believed to be a major generator of gamma 
oscillation, as the gamma activity relies predominantly on GABAA receptor (Bartos et 
al., 2007).  
Based on these concepts, computational models have been constructed to explain 
the mechanisms for gamma generation, as recently summarized (Buzsáki & Wang, 
2012). The excitatory-inhibitory (E-I) neuron model illustrates the synchronization by 
an excitatory-inhibitory loop, a model based primarily on the reciprocal interaction 
between pyramidal neurons and interneurons. This model is supported by the fact that 
the delay between the timing of pyramidal cell and interneuron spikes is a prominent 
feature of gamma oscillations and that knockout of AMPA receptors in fast spiking 
interneurons reduces the amplitude of gamma oscillations. The inhibitory-inhibitory 
(I-I) neuron model depicts synchronization via mutual inhibition between 
interneurons. In this model, the frequency of gamma oscillations is determined mainly 
by the kinetics of inhibitory postsynaptic potentials (IPSPs) and net excitation of 
interneurons. Based on where gamma rhythms are sampled, the E-I and I-I hybrid 
gamma networks may work together to generate gamma frequency oscillations. 
Compared to the long-range synchronization of neuronal activity by theta rhythms, 
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gamma oscillations are prone to synchronize neuronal networks locally. In slice 
preparation, the work done by Gloveli and colleagues indicates an orthogonal 
arrangement of gamma and theta rhythm-generating microcircuits in hippocampal 
area CA3. Theta frequency oscillations are the dominant network activity along the 
long axis of the hippocampus interconnected through CA3 pyramidal cells and O-LM 
interneurons. In contrast, gamma-band oscillations are observed predominantly within 
the transverse axis of the hippocampus (Gloveli et al., 2005).  
 
1.1.3.3 Sharp-wave ripple complex (SPW-R) 
Unlike theta and gamma rhythms, that have regular frequencies, sharp wave-
ripples (SPW-R) are irregular population oscillatory patterns in hippocampal local 
field potentials (LFPs) that occur when the animal has minimal or no interaction with 
its environment such as immobility, consummatory behavior or slow wave sleep 
(Buzsáki, 2006).  SPW-R is also involved in memory consolidation and the replay of 
wakefulness-acquired memory (Buzsáki & Silva, 2012). The SPW-R complex is 
composed of low frequency large amplitude sharp waves in LFPs and fast field 
oscillations (around 200Hz) known as ripples (Ylinen et al., 1995). Sharp wave bursts 
are induced by a cooperative discharge of CA3 pyramidal cells and are believed to be 
the most synchronous physiological patterns in the hippocampus (Buzsáki & 
Peyrache, 2013). In conjunction with sharp wave bursts, CA1 pyramidal cells display 
a prominent high-frequency (200Hz) pattern (ripples) generated by fast perisomatic 
inhibition (Maier et al., 2003; Cutsuridis & Taxidis, 2013) and gap junction-mediated 
effects (Draguhn et al., 1998), and the large SPW field also exerts ephaptic 
entrainment of neurons (Anastassiou et al., 2010). Among those, the synchronously 
discharging pyramidal cells responsible for the negative peaks of the ripples (‘mini 
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populations spikes’) and synchronous IPSCs in nearby pyramidal cells brought about 
by basket neurons are the main generators for LFP ripples (Buzsáki & Silva, 2012). 
SWP-R has also been shown to be important for learning, memory and cognitive 
functions. In wild-type rats, the observation that selectively suppressing the ripples 
after learning disrupts the memory consolidation supplies direct evidence for a causal 
role of SPW-R in memory processing. CA1 ripples were detected bilaterally in the 
CA1 pyramidal layer and aborted by simultaneous electric stimulation delivered to the 
hippocampal commissure during post-learning sleep. Such targeted interference did 
not distort other aspects of sleep but impaired the daily performance in a 
hippocampus-dependent reference memory task (Girardeau et al., 2009).  
In a schizophrenia mouse model that has a forebrain-specific knockout of the 
synaptic plasticity-mediating phosphatase calcineurin, Suh and colleagues observed 
that calcineurin knockout (KO) mice exhibited a 2.5-fold increase in the abundance of 
SPW-R events during awake resting periods and single units in KO were also 
increased during SPW-R events. Furthermore, the sequential reactivation of place 
cells during SPW-R events was completely abolished in KO and associated with 
impaired information processing (Suh et al., 2013). As temporal spike sequences of 
ripples in SWP-R correlate with behavioral experience (Diba & Buzsáki, 2007), these 
findings provide a potential mechanism underlying abnormal brain activity that may 
be implicated in cognitive impairments associated with schizophrenia. 
 
1.1.3.4 Oscillations at other frequency bands 
Other oscillation frequency bands are delta (1-4 Hz), beta (13-30 Hz), ultra fast 
(200-600 Hz) (Buzsáki & Draguhn, 2004). Alpha oscillations serve to protect working 
memory maintenance against anticipated distracters via phase adjustment (Bonnefond 
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& Jensen, 2012). The observation of prevalent synchronized neuronal oscillation at 
beta frequencies in the human motor system suggests that beta bands are relevant to 
voluntary motor control (Jenkinson & Brown, 2011; Davis et al., 2012). Ultrafast 
bands are hypothesized to be relevant to local dendritic computation (Ozaki & 
Hashimoto, 2005).  
 
1.1.3.5 Cross-frequency coupling (CFC) 
The oscillatory activities conventionally assigned to different frequency bands are 
not completely independent. One type of interaction is cross-frequency coupling 
(CFC), which describes a phenomenon in which the amplitude and/or phase of higher 
frequency oscillations can be modulated by the amplitude and/or phase of low-
frequency rhythms (Canolty & Knight, 2010; Belluscio et al., 2012). The phase of low 
frequency theta rhythm modulates the amplitude of high gamma with stronger 
modulation occurring at higher theta band power. Different behavioral tasks evoke 
distinct CFC patterns in either human brain (Canolty et al., 2006) or brain of rodents 
even with crossing different brain structures coupling (Tort et al., 2008). As high-
frequency brain activity reflects local domains of cortical processing, low-frequency 
brain rhythms are dynamically entrained across distributed brain regions by both 
external sensory input and internal cognitive events. CFC might thus serve as a 
mechanism to transfer information from large-scale brain networks operating at 
behavioral timescales to the fast, local cortical processing required for effective 
computation and synaptic modification, thus integrating functional systems across 
multiple spatiotemporal scales, see review (Canolty & Knight, 2010). 
1.1.4 Sleep architecture 
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Sleep is characterized by the cyclic occurrence of rapid eye movement (REM) 
sleep and non-REM (NREM) sleep, which includes slow wave sleep (SWS, stage 3 
and 4) and lighter sleep stage 1 and 2. In humans, the first part of the night (early 
sleep) is dominated by a high amount of SWS, whereas REM sleep prevails during 
the second half (late sleep) (Figure 3) (Diekelmann & Born, 2010; Rasch & Born, 
2013). Given the reasonable speculation that the sleeping animal is relatively 
susceptible to predators, changing levels of vigilance might have biological utility. In 
general, rodents have a day-night inverted circadian cycle, sleeping during the 
daytime, while behaving actively during the night time (Twyver, 1967; Campbell & 
Tobler, 1984; Adamantidis et al., 2008). There are characteristic activities during 
different phases of sleeping, as discussed above. Briefly, REM sleep is theta 
oscillation-dominated, while the SPW-R complex only appears during NREM. 
 
Figure 3. Human sleep consists of repeated SWS and REM sleep. SWS appears more in the early 
sleep and REM sleep dominates the late sleep. Episodes of SWS sleep is getting shorter and REM 
sleep is getting longer over the whole sleeping in general (figure taken from (Diekelmann & Born, 
2010)). 
 
1.1.5 Relevance of hippocampus to learning and memory 
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Direct evidence form human clinical research indicates that the hippocampus is 
important for memory formation. Bilateral hippocampal resection in man results in a 
persistent impairment of recent memory, but early memories and technical skills 
remain intact, explicitly indicating the important role of hippocampus in declarative 
memory formation (Scoville & Milner, 1957). In rodents, with transgenic, 
pharmacological, anatomical and optogenetic techniques, the hippocampus has been 
examined in various behavior paradigms for its role in novelty detection/memory, 
spatial memory, non-spatial memory	  (Lee et al., 2005; Bannerman et al., 2012; Cohen 
et al., 2013; Ramirez et al., 2013). Notably, in the inhibitory avoidance task, Rossato 
and colleagues showed that weak footshock-induced short-term memory can be 
transformed into long-term memory via local administration of D1/5R agonist to the 
dorsal hippocampus, while strong footshock-induced long-term memory can be 
abolished in the presence of D1/5R antagonist (Rossato et al., 2009). This work 
clearly indicates that dopamine plays an important role for memory storage in the 
hippocampus. 
1.2 The central dopaminergic system 
1.2.1 Dopamine receptors 
1.2.1.1 Dopamine receptor classification 
The physiological actions of dopamine are mediated by five distinct but closely 
related G protein-coupled receptors (GPCRs). Based on the original biochemical 
observations showing that dopamine is able to modulate adenylyl cyclase (AC) 
activity, dopamine receptors are classified into two families, D1-like and the D2-like 
receptors. D1-like receptors activate the Gαs/olf family of G proteins to stimulate 
cAMP production via AC. The D1-like subfamily includes D1 and D5 dopamine 
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receptor subtypes. D2-like dopamine receptors are coupled to the Gαi/o family of G 
proteins and thus induce inhibition of AC. The D2-like subfamily includes D2, D3 
and D4 dopamine receptor subtypes and also see table 1 (Missale et al., 1998; 
Beaulieu & Gainetdinov, 2011; Strange & Neve, 2013).  
 
1.2.1.2 Structure of dopamine receptors 
DA receptors belong to the seven transmembrane (TM) domain G protein-
coupled receptor family and most of their structural characteristics are homogeneous. 
The amino acid sequences within the TM domains are considerably conservative. 
Members of the same subfamily have high homology, 80% identity of the TM 
domains are shared by D1 and D5 receptors, and D2 and D3, D2 and D4 receptors 
share 75% and 53% identity in the TM domains. The NH2-terminal stretch shares 
similar amino acids in all the subtypes but with variable number of consensus N-
glycosylation sites. The D1 and D5 receptors possess two such sites with one in the 
NH2 terminal and the other in the second extracellular loop. The D2, D3, D4 show 
variability, and they own four, three and one N-glycosylation sites, respectively. 
Regarding the COOH terminal, the D1-like is characterized by about seven times 
longer COOH terminal tail and a smaller third intracellular loop where the site 
interacts with G proteins. The highly conserved residues characterizing TM domains 
are in the core position of the protein and believed to form a narrow binding pocket as 
the agonist biding site (details reviewed by (Missale et al., 1998) and also see Table 
1). 
 
1.2.1.3 Dopamine receptor distribution 
Using different methods, including autoradiographic localization, sequence-
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specific antibody staining, immunofluorescence, mRNA in situ hybridization, the 
distribution of different subtypes of dopamine receptors has been addressed (Table 1, 
as reviewed by (Strange & Neve, 2013)). 
 
Table 1: The properties of the principal dopamine receptor subtypes identified by gene cloning 
are shown. They are divided into ‘D1-like’ and ‘D2-like’ groups to reflect amino acid homology, functional 
similarity, structural similarity, and pharmacological properties. This grouping conforms a previous 
classification based on pharmacological and biochemical properties. D2S and D2L refer to different 
alternatively spliced forms of the D2 receptor gene. The homology values are for the transmembrane-
spanning regions. The localizations and relative expression levels shown are the principal ones known 
at present from in-situ hybridization and use of the polymerase chain reaction (table taken from (Strange 
& Neve, 2013)). 
 
1.2.2 Dopaminergic pathways 
Four major dopaminergic pathways have been identified in the mammalian brain: 
the nigrostriatal, mesolimbic, mesocortical and tuberoinfundibular systems that 
originate from the A9 (nigrostriatal), A10 (mesolimbic and mesocortical, often 
collectively termed the mesocorticolimbic pathway), and A8 (tuberoinfundibular) 
groups of dopamine-containing cells (See Figure 4, adapted from (Money & 
Stanwood, 2013)). These neurons are critically involved in various vital central 
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nervous system functions, including voluntary movement, feeding, affect, reward, 
sleep, attention, working memory, and learning. 
The mesolimbic pathway transmits dopamine from the VTA to the limbic system 
via the nucleus accumbens (NA). The VTA is located in the midbrain, and the nucleus 
accumbens is in the ventral striatum. Dysfunction of this pathway is implicated in 
schizophrenia. 
The mesocortical pathway transmits dopamine from the VTA to the frontal 
cortex. Given the VTA in the midbrain, the “cortical” refers to the cortex. Abnormal 
function of this pathway is also related to schizophrenia.  
The nigrostriatal pathway transmits dopamine from the substantia nigra (SN) to 
the striatum. This pathway is associated with motor control, and dysfunction of this 
pathway is implicated in the Pakinson’s desease and chorea. 
The tuberoinfundibular pathway transmits dopamine from the hypothalamus to 
the pituitary gland. This pathway influences the secretion of some hormones, 
including prolactin. Dysfunction of this pathway is involved in hyperprolactinemia. 
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Figure 4. Nigrostriatal, mesocortical, mesolimbic and tuberoinfundibular pathways cartooned in 
an adult mouse brain in the sagittal plane. SN projects to GABAergic projection neurons in the dorsal 
striatum. The VTA projects to both subcortical limbic areas and to the medialfrontal cortex. The arcuate 
nucleus of the mediobasal hypothalamus (MH) (the ‘tuberal region’) projects to the median eminence 
(ME) (the ‘infundibular region’) (figure adapted from (Money & Stanwood, 2013)).  
 
1.2.3 Dopaminergic implication in synaptic plasticity and network activity 
1.2.3.1 Dopaminergic modulation of synaptic transmission 
Dopamine (DA) is the predominant catecholamine neurotransmitter in the 
mammalian brain, where it controls a variety of functions including locomotor 
activity, cognition, emotion, positive reinforcement, food intake, and endocrine 
functions (Missale et al., 1998; Beaulieu & Gainetdinov, 2011). In recent years, more 
and more studies provide evidence that DA receptors are involved in synaptic 
plasticity, learning and memory (Moncada & Viola, 2007; Stramiello & Wagner, 
2008; Rossato et al., 2009; Wang et al., 2010). Many experiments have addressed the 
dopaminergic modulation of the synaptic transmission of Schaffer collateral-CA1 
(SC-CA1) pathway. Briefly, activation of D1/D5 receptors by agonists enhances the 
long-term potentiation (LTP) in stratum radiatum (RAD) of the hippocampus. This 
enhancement likely contributes to the late, protein synthesis-dependent component of 
LTP (Huang & Kandel, 1995; Duffy & Nguyen, 2003; Sajikumar & Frey, 2004; 
Navakkode et al., 2007). The DA transporter specific blocker GBR 12,935 or 
activation of D3 receptor has been shown to augment early LTP in the RAD layer of 
rat hippocampal slices (Swant & Wagner, 2006). Evidence from immunocyto-
chemistry studies with site-directed polyclonal antibody staining showed that D4 
receptor is widely distributed in the rat central nervous system (CNS), showing higher 
labelling in the hippocampus (CA1, CA2, CA3 and dentate gyrus), frontal cortex, 
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entorhinal cortex, caudate putamen, nucleus accumbens, olfactory tubercle, 
cerebellum, supraoptic nucleus and sustancia nigra pars compacta (Defagot et al., 
1997). Recent work from our group in slices has demonstrated that in the presence of 
exogenously applied DA receptor agonists, which activated D4 receptors, early LTP 
was strongly reduced in stratum oriens (OR), but barely affected in RAD (Herwerth et 
al., 2012).  
D4 receptors are hypothesized to be relevant to the cognitive deficit symptoms 
including schizophrenia, attention-deficit hyperactivity disorder (ADHD), and autism, 
based on the altered EEG patterns of the subjects suffering mental disorders (Furth et 
al., 2013). In a novel object recognition task, Sood and colleagues showed PD 
improved the discrimination ability of non-phencyclidine-treated rats, and restored the 
differentiation ability of cognition deficits caused by phencyclidine treatment in rats 
(Sood et al., 2011). In addition, dopamine D4 receptor null mice exhibited reduced 
exploration of novel stimuli (Dulawa et al., 1999). These studies indicate D4 receptors 
are implicated in novelty detection/recognition. PD also showed promnesic effect in 
C57BL/6J mice in the inhibitory avoidance training system during the memory trace 
is susceptible to modulation, namely PD was administrated to the animals shortly 
after training (Bernaerts & Tirelli, 2003).  
Learning potentiates basal synaptic transmission in the SC-CA1 pathway in Long 
Evans rats in an inhibitory avoidance (IA) training task, which is known as learning 
induced LTP (Whitlock et al., 2006) even though it is not as strong as the potentiation 
induced by classical HFS or theta bursts. It is clear that behavior stimuli can exert a 
similar enhancing effect on basal synaptic transmission with some neuromodulators, 
such as augmented basal synaptic transmission, which was observed in the presence 
of D1/5 agonist in slices (Huang & Kandel, 1995; Wang et al., 2010). In vivo work 
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has shown that basal synaptic transmission in the medial perforant path input to the 
granule cell layer in dentate gyrus (DG) was dose-dependently impaired by loading 
D2-like receptor agonists quinpirole and noraporphine to the ipsilateral cerebral 
ventricle locally in rats (Manahan-Vaughan & Kulla, 2003). This evidence is in line 
with the classification of DA receptors based on their correlation with AC activity. 
 
1.2.3.2 Dopaminergic modulation of neuronal oscillations and relevance to pathology 
Beta oscillatory activity is modulated by net dopamine levels at sites of cortical 
input to the basal ganglia and assumed to be relevant to voluntary motor activities 
(Jenkinson & Brown, 2011). The core pathology of Pakinson’s disease is the 
degeneration of midbrain dopaminergic neurons in the substantia nigra (SN) pars 
compacta that project to the striatum and other basal ganglia nuclei (Weinberger & 
Dostrovsky, 2011). Pathophysiological studies of Parkinson’s disease demonstrate 
that abnormal local field potential (LFP) oscillations (increased beta and decreased 
gamma) within cortico-basal ganglia circuits appear together with behavioral deficits, 
and L-DOPA as well as deep brain stimulation (DBS) are able to restore these 
dysfunctions in humans (Levy et al., 2002; Weinberger et al., 2006; Weinberger & 
Dostrovsky, 2011) and in rat models (Lemaire et al., 2012). In schizophrenia research, 
data from animal models have suggested that alterations in the dopaminergic and 
cholinergic systems may contribute to abnormal oscillations, yet remains to be fully 
explored (Lisman et al., 2008; Uhlhaas & Singer, 2010). Research in vitro also shows 
that the importance of endogenous dopamine maintains synchronous oscillation of 
intracellular calcium in primary cultured-mouse midbrain dopaminergic neurons, and 
this effect is abolished in the presence of an NMDA receptor antagonist (Yasumoto et 
al., 2004). Moreover, activation of D4 receptors increased kainate-induced gamma 
	   28	  
oscillation in hippocampal slices via enhancing synchronization of fast-spiking 
interneurons (Andersson et al., 2012). With another D4 receptor selective agonist A-
412997, Kocsis and colleagues showed enhanced gamma activity with short latency 
and long-lasting (2h) effect during natural behavior in both freely moving rats and a 
methylazoxymethanol-induced neurodevelopmental model of schizophrenia (Kocsis 
et al., 2013). 
 
1.2.3.3 Implications of dopaminergic modulation to learning and memory formation 
Since 1957, when Dr. Arvid Carlsson identified dopamine as a distinct 
neurotransmitter in the brain, rather than only working as the precursor of 
norepinephrine, it has been extensively investigated in different levels for its role in 
brain functions (Iversen & Iversen, 2007; Yeragani et al., 2010). As the predominant 
neurotransmitter in the mammalian brain, it controls a variety of functions, including 
locomotor activity, cognition, emotion, positive reinforcement, food intake, and 
endocrine functions (Missale et al., 1998; Beaulieu & Gainetdinov, 2011). Here, I will 
concentrate on the function of dopamine in learning and memory. 
 
1.2.3.3.1 Working memory 
Working memory is a component of short-term memory that is defined as the 
ability to maintain or hold a temporarily active representation of information for 
further processing. It is widely assumed to be essential for acquisition and subsequent 
long-term memory formation (El-Ghundi et al., 2007). The interaction of dopamine 
with working memory formation has been well documented for the prefrontal cortex 
(PFC), which is believed to play a central role in working memory (Surmeier, 2007). 
Local administration of a D1 receptor antagonist to the PFC of rhesus monkeys 
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induces errors and increases latency in performance on an oculomotor task that 
requires memory-guided saccades in a dose- and delay period duration-dependent 
manner, but has no effect on performance in a control task requiring visually-guided 
saccades (Sawaguchi & Goldmanrakic, 1991). In the radial maze task, local infusion 
of D1 receptor agonist to the medial PFC of rats either 30 min or 12 hr prior to the test 
phase improved memory retrieval after the 12-hr delay but disrupted performance is 
at the 30 min delay, indicating D1 receptors exert differential effects over PFC 
depending on memory trace strength (Floresco & Phillips, 2001). Mice lacking 
D2/3Rs exhibit obvious spatial working memory deficits in the spatial delayed 
alteration task (Glickstein et al., 2002). In addition, low doses of D2-like agonists 
have been shown to impair working memory whereas higher doses increase memory 
performance in monkeys on a delayed response memory task, indicating D2Rs in 
working memory processing (Arnsten et al., 1995). Testing based on the baseline 
working memory, low doses of a D4R antagonist have no effect but interruption by 
high doses with good baseline memory, while low doses of a D4R antagonist 
improves working memory but have no effect with high doses for testing poor 
baseline memory rats (Zhang et al., 2004). 
 
1.2.3.3.2 Spatial learning and memory 
Convergent evidence shows that spatial memory is hippocampus-dependent 
(Eichenbaum et al., 1999), this concept is strengthened in particular by the findings of 
hippocampal place cells, which fire more frequent when a rat is at a particular 
location in its environment (O'Keefe & Conway, 1978). Aging is thought to be 
relevant to hippocampal LTP impairment and memory loss, including spatial 
memory, which can be attenuated in the presence of a D1/5R agonist administrated 
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systemically (Bach et al., 1999). In the water maze task, using local infusion of the 
D1/5R antagonist SCH23390 to the dorsal hippocampal CA1 immediately after 
training, the long-term spatial memory formation is hindered, while post-training 
infusion of the D1/5R agonist SKF38393 enhances retention and facilitates the 
spontaneous recovery of the original spatial preference after reversal learning (da 
Silva et al., 2012). Similarly, in the Morris water maze, D3R gene knockout mice 
exhibit apparent normal learning ability; by contrast, D1R gene knockout mice do not 
acquire spatial memory (Xing et al., 2010). Using local administration of a D2R 
agonist to ventral hippocampus, SD rats show a dose-dependent improvement in 
choice accuracy in the radial-arm task, while the effect of a D1R agonist in ventral 
hippocampus is less compelling (Wilkerson & Levin, 1999). Yet, the role of D2R and 
D3R in spatial working memory remains controversial, as mice lacking D2R and D3R 
have been shown to have spatial working memory deficits in the T-maze task 
(Glickstein et al., 2002). D4 knockout mice perform better in an alternation T-maze 
for spatial working memory testing and similarly with wild-type animals in the Morris 
water maze for spatial learning ability evaluation (Falzone et al., 2001). Taken 
together, the dopaminergic system is implicated in spatial memory processing, 
although the functions of some subtypes of dopamine receptors remain to be fully 
explored. 
 
1.2.3.3.3 Aversive and reward-related incentive learning 
Aversive learning is that an aversion is created toward a targeted behavior by 
pairing it with an unpleasant stimulus, and contextual fear conditioning and passive 
avoidance learning are regarded to belong to this paradigm (El-Ghundi et al., 2007). 
Strong evidence shows D1/5Rs are relevant to the hippocampal memory formation. In 
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the inhibitory avoidance (IA) traning paradigm, memory persistence linearly 
correlates with the intensity of the electric footshock. Using hippocampal local 
administration of a D1/5R agonist, weak footshock-induced short-term memory can 
be transformed in to a long one, whereas strong footshock induced long-term memory 
can be attenuated to a short one by administrating a D1/5R antagonist into the dorsal 
hippocampus (Rossato et al., 2009). In a mouse model, activation of dopamine 
neurons in response to an aversive stimulus is attenuated by conditional genetic 
inactivation of functional NMDA receptors on dopaminergic neurons. With this 
model, Zweifel and colleagues found that altering the magnitude of excitatory 
responses by dopamine neurons in response to an aversive stimulus is associated with 
impaired conditioning to a cue that predicts an aversive outcome (Zweifel et al., 
2011). Systemic blockade of D2-like receptors facilitates the extinction of conditioned 
fear in mice, thus suggesting a role for D2 antagonists as a potential therapy for 
human anxiety diaorders, including panic disorder, obsessive-compulsive disorder, 
and post-traumatic stress disorder (Ponnusamy et al., 2005). Regarding the D4Rs, in 
the IA training system, the performance of mice can be improved in a dose-dependent 
manner by systemic appilcation of the D4 agonist PD168077 (Bernaerts & Tirelli, 
2003).  
Incentive learning in animals is defined as the the ability of previous neutral 
stimuli to control behavior when associated with a rewarding experience (Jentsch & 
Taylor, 1999; El-Ghundi et al., 2007). As one of the four dopaminergic pathways in 
the mamalian brain, the dopaminergic neurons projecting from ventral mesencephalic 
neuclei to forebrain targets play a critical role in reward-rlated incentive learning 
(Beninger & Miller, 1998). Optogentic tools allow researchers to selectively control 
the main source of dopaminergic pathways to investigate the behavioral phenotype 
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caused by dopamine release. Tsai and colleagues showed that phasic optical 
activation of dopaminergic neurons in the VTA is sufficient for behavioral 
conditioning in transgenic mice using the conditioned place preference (CPP) 
paradigm (Tsai et al., 2009). Furthermore, dopamine receptor-mediated effects within 
the hippocampal formation are also implicated in the reward incentive learning. In an 
“everyday appetitive” behavioral paradigm, Wang and colleagues showed that 
encoding of low reward-induced place memory decays over 24 h, whereas spatial 
memory encoded by using strong food reward persists for periods longer than 24 h 
unless encoding occurred under hippocampal D1/5 receptor blockade (Wang et al., 
2010).  
 
1.2.3.3.4 Dopaminergic implications in cognitive functions 
Different kinds of brain disorders including Parkinson’s disease, schizophrenia, 
attention deficit hyperactivity disorder (ADHD) and drug addiction are associated 
with deficits in the ability to regulate behavior in response to changing environmental 
demands, leading to inflexibility, impulsivity and/or compulsivity (Cools & Robbins, 
2004). Here, I focus on dopaminergic modulation of novelty perception.  
As previously mentioned, in the “everyday appetitive” behavioral model, low 
food reward only induces place memory lasting for less than 24 h, but this memory 
can be strengthened to longer than 24 h if the animals are allowed to experience 
“novel paradigms” 30 min after the weak food reward. And this novelty-memory 
facilitation can be abolished if D1/5R antagonists are locally administrated to the 
dorsal hippocampus 15 min after the “novelty exploration” trial, indicating the 
dopaminergic involvement in novelty perception (Wang et al., 2010). 
Novelty acquisition is not only involved in the manipulation of a behavioral 
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phenotype, but also associated with synaptic plasticity. Weak high frequency 
stimulation (HFS) is used to induce early LTP (E-LTP) and weak low frequency 
stimulation (LFS) is adopted to induce early LTD (E-LTD). Both E-LTP and E-LTD 
can be facilitated into the long counterparts if the animals are simultaneously 
experiencing holeboards, which are novelty stimuli for animals, and this facilitation 
can be hindered by the presence of D1/5R antagonists in the hippocampus (Lemon & 
Manahan-Vaughan, 2006). 
1.3 Aim and hypothesis 
The hippocampus is highly relevant to learning and memory formation, as 
bilateral hippocampal lesions in human brain resulted in a loss of recent memory. 
Studies in rodents demonstrated the function of hippocampus in spatial and non-
spatial memory, associative and non-associative memory, and novelty recognition 
memory. In particular, dopamine D1/5Rs have been shown to be involved in the 
modulation of synaptic efficacy, learning and memory formation. By contrast, the 
function of D4Rs in synaptic efficacy, learning and memory formation remains to be 
elucidated in vivo, except for improved cognitive performance in the presence of the 
D4R agonist PD 168077. 
The aim of this thesis was to establish a system to monitor extracellular local 
field potentials (LFPs) in behaving animals, and eventually record and analyze 
electrical signals and behavioral patterns in parallel to dissect mechanisms that 
underlie behavioral tasks. Central to this were D4Rs whose activation by agonists in 
acute hippocampal slices demonstrated a layer-specific modulation of early LTP in 
area CA1 without affecting basal synaptic transmission. Late LTP has not been 
investigated. Furthermore in slices, D4Rs mediated an increase in kainate-induced 
gamma oscillations. Based on these in vitro observations, the working hypothesis was 
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that D4Rs under physiological conditions in behaving mice modulate hippocampal 
synaptic efficacy, neural network activity and potentially learning and memory. 
The specific objectives of this study were: 
1. Test the effects by systemically applied D4R ligands on basal synaptic 
transmission and network activity in dorsal hippocampus (evoked LFPs and 
spontaneous EEG). 
2. Test the effects by systemically applied D4R ligands on early and late LTP in 
basal and apical CA1 dendrites. 
3. Examine whether D4R-mediated modulation of either synaptic efficacy and/or 
neural network activities are relevant to behavioral performance during 
novelty exploration and during fear conditioning.   
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Chapter II 
Materials and methods 
2.1 Evoked local field potential (eLFP) 
2.1.1 Establishing a system for electrical signal recording in behaving mice 
Seven-week old C57BL/6N mice were deeply anaesthetized with a mixture of 
Ketamine and Xylazine (K/X mixture, Ketamine: 65mg/kg, Xylazine: 14mg/kg). 
After injection, mice were positioned in a stereotaxic frame. The distance (D) 
between bregma and lambda was measured after opening the scalp and removing the 
soft tissue with 15% H2O2. Two mini-screws were fixed above the cerebellum and 
served as reference and ground wires, respectively. The positions for a bipolar 
stimulation electrode and two recording electrodes were marked on the same 
hemisphere according to the stereotaxic coordinates (Franklin & Paxinos, 1997). Due 
to differences in D, the position of the stimulation (S) electrode anterior-posterior 
(AP) to bregma was obtained by APS = 2.0 × D/4.2 mm, and the middle-lateral (ML) 
distance was obtained by MLS = 2.3 × D/4.2 mm (for recording (R) electrodes: APR = 
(2.0 × D/4.2) - 0.05 mm; MLR = 1.7 × D/4.2 mm). Two 0.5 mm holes in diameter 
were drilled through the marked points. For stimulation, two insulated tungsten wires 
(same length, single wire diameter: 52 µm) with 80 - 100 µm distance between the 
tips were lowered by a motorized manipulator (Luigs & Neumann, Ratingen, 
Germany).  
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Figure 5. Depth profiles during electrode implantation. Left panel: Typical traces at the given depths 
aligned to the corresponding depth in the middle panel. Middle panel: Changes of peak amplitudes of 
bipolar stimulation electrode (S1 & S2) evoked local field potentials (eLFPs) recorded by two recording 
electrodes (shorter: R1; longer: R2). Note the direction of deflections are getting smaller and inverted 
when the electrodes are passing through the pyramidal cell layer. Right panel: Schema of the electrode 
implantation procedure. The schematic illustration of the gradually changing positions of the stimulation 
and recording electrodes in the given depth range. The tips of long color coded electrodes indicate the 
starting points of the given depth range, the same color dots indicate the ending positions of the 
electrodes with in the range. The amplitudes of the evoked eLFPs are dynamically changing with the 
movements of electrodes. Note both stimulation and recording electrodes are lowered only in the top 
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section isolated by dashed lines, only the stimulation or the recording electrodes are lowered in the 
other sections.  
 
For recording, two tungsten wires with one protruding (~250 µm) were placed in 
OR and RAD. The final depths for both stimulation and recording electrodes were 
determined by online monitoring depth profiles of evoked local field potentials 
(LFPs) (negative response in OR, positive response in RAD when stimulation 
electrode was implanted in OR, and reversed deflections when stimulation electrode 
was implanted in RAD (Figure 5), consistent with the depth profiles obtained during 
electrode implantation in rats (Kaibara & Leung, 1993; Shires et al., 2012). 
Subsequently, a full range of input-output (IO) was generated to further confirm the 
correct positions. After that, craniotomy holes were filled with a small amount of 
dental acrylic to fix the electrodes permanently (about 0.5 g including pins). Surgical 
wounds were sutured, and animals were supplied with softened, wet food during the 
recovery period and housed singly. With access to food and water ad libitum, the 
animals recovered for at least one week before recording. 
 
2.1.2 Data acquisition and analysis 
In the evening before the experimental day, animals were put in the recording 
chamber (50 cm diameter round arena, 50 cm high) for habituation. On the 
experimental day, animals were briefly exposed to 95% O2 containing 4% isoflurane 
to alleviate the stress when connecting the pins to the miniature headstage (1 g, npi 
electronic GmbH, Tamm, Germany) for differential measurement of evoked LFPs via 
two extracellular amplifiers (EXT-02F, npi electronic GmbH). The miniature 
headstage also allowed extracellular stimulation with an isolated stimulator (A365, 
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WPI, Berlin, Germany) as well as acquisition of movements via a 3-dimension 
accelerometers (ADXL327, Analog Devices). Signals were filtered at 1 to 500 Hz, 
digitized at 10 kHz (ITC-16, Patchmaster, HEKA Elektronik, Lambrecht, Germany), 
and noise at 50 Hz was filtered by Hum Bug Noise Eliminators (AutoMate Scientific, 
Inc., Berkeley, CA). Evoked LFPs were stored on PCs, and their slopes were analyzed 
based on the middle one third of the rising phase (Fitmaster, HEKA Elektronik). At 
the beginning of each recording, two IO curves per mouse were generated, applying 
stimulation voltages with both polarities. To evaluate changes in synaptic efficacy a 
stimulus strength eliciting 35-40% of maximum slope was used as test pulse given 
every 30 sec. Towards the end of each 30 min period, 10 paired pulses with 50 ms 
inter-stimulus interval (ISI) were generated to examine the paired pulse ratio (PPR). 
For LTP induction, two trains of high frequency stimulation (HFS, 50 ×, 100 Hz, 100 
µs pulse width, same intensity as test pulse) separated by 5 min were used. 
 
2.1.3 Drug preparation and injection 
Normal saline (NS, 0.9% NaCl) was used as vehicle for the control group. D4 
receptor agonist PD 168077 maleate (PD, Biotrend chemicals AG, Switzerland) was 
dissolved in NS to reach 1mg/ml concentration. Both D4 receptor antagonist L745870 
trihydrochloride stock solution (L, Tocris Bioscience, UK) and D1 agonist SKF38393 
hydrochloride (SKF, Biotrend chemicals AG, Switzerland) stock solution were made 
similarly to 1mg/ml concentration. After IO curve acquisition, a stable baseline was 
obtained (> 60 min). The control group received NS (0.1ml/10g) intraperitoneally 
(i.p.), and the other groups received drugs (0.1ml/10g, i.p.). After injection and/or two 
trains of HFS (50 ×, 100Hz, 100µs pulse width per pulse), the recording continued for 
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4 more hours. For the contextual fear conditioning and novelty exploration tasks, the 
animals received injection of PD (10mg/kg) 30min before the fear/novelty box 
session on the first experimental day. 
 
2.2 Spontaneous local field potential (sLFP, EEG) 
2.2.1 Acquisition of EEG signals 
       At the meantime of eLFP signal acquisition, the continuous sLFPs (EEG signals) 
were also filtered at 0.3 to 500 Hz, digitized at 2kHz and stored in another PC for later 
analysis. The simultaneous 3-dimension accelerometer signals were also acquired for 
assisting the EEG signal analyzing. 
 
2.2.2 Analysis of EEG signals 
       The EEG signals were exported from the Fitmaster software (HEKA Elektronik, 
Lambrecht, Germany), and imported to a customer written Matlab based 
EEGProcessing program (courtesy of Prof. Dr. Andreas Draguhn’s lab). Briefly, 
based on the simultaneous accelerometer signals, the EEG signals were staged 
according to the signature characteristics of different oscillation types.  
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Figure 6. Continuous spontaneous EEG recording associated with simultaneous accelerometer 
signal acquisition. A. A freely behaving mouse during electrical signal recording. B. 1 g miniature 
headstage equipped with EEG signals recording channels and stimulation channels, 3-dimension 
accelerometer as well as the attached signal preamplifier to reduce cable movement artifacts. C-F. 
Examples of spontaneous hippocampal activities associated with 3- dimension accelerometer signals. 
(Top three traces: 3- dimension accelerometer signals; fourth trace: EEG in RAD; fifth trace: EEG in OR; 
the scaling bar is to the right of panel C)  
 
2.2.3 Histology 
After recording, animal were deeply anesthetized with K/X mixture, electrical 
lesions were induced twice (20 µA, 10 s) for each single tungsten wire separately. 
Subsequently, the mice were perfused with phosphate buffered saline (PBS) followed 
by 4% Paraformaldehyde (PFA). The brains of the mice were collected and incubated 
in a mixture of PBS and 4% PFA (1:1) over night. On the following day, the brains 
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were sliced coronally at 80 µm thickness and mounted on gelatinized glass slides and 
classical Nissl staining was carried out to verify electrode locations. 
 
2.3 Behavioral paradigms 
2.3.1 Inhibitory avoidance training 
Memory in an inhibitory avoidance (IA) task is inferred from the delay of a 
response that was readily made before the training (Cahill & McGaugh, 1998; 
Izquierdo et al., 1999). There are two types of IA training systems widely used, the 
step through paradigm and the step down paradigm. In the step through paradigm, the 
experiments are conducted in a two-compartment behavioral apparatus, where one 
compartment is designed to be naturally preferred (dark side) by the animal (see 
Figure 7). During training, the animal is placed in the less-preferred compartment and 
the latency to enter the preferred compartment is noted. Upon completely entering the 
preferred compartment, the animal receives one or more inescapable foot shocks of a 
specified intensity and duration. The information the animal gathers during the 
training is fear learning. At a retention test, conducted hours, days, or months later, 
the animal is returned to the previously less-preferred compartment and the latency to 
enter the shock compartment, which at this point is not electrified, is measured. This 
measure (retention latency) is used to infer the animal's memory for the fearful 
experience, the longer the retention latency indicates the better the memory. A long 
retention latency indicates a significant modification in the animal's behavior, as it 
contrasts with the animal's low initial entrance latency displayed before the training. 
For the step down paradigm, in a given chamber equipped with metallic floor 
connected to electricity, there is an elevated platform on the metal floor for 
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withstanding the animals. Similarly, the latency of rodents to step down is used as the 
index to evaluate the memory performance of the animals on the testing day.   
 
Figure 7. Inhibitory avoidance (IA) training systems. A. Step through paradigm, after the training 
experience, the latency for the animals to step through the door is used to evaluate the memory 
persistence. B. Step down paradigm, similarly, the latency for the animals to step down from the 
platform is used to evaluate the memory persistence on the testing day. 
 
2.3.2 Contextual fear conditioning 
Contextual fear conditioning is the most basic of the conditioning procedures. It 
involves taking an animal and placing it in a novel environment, providing an 
aversive stimulus, and then removing it. When the animal is returned to the same 
environment, it generally will demonstrate a freezing response if it remembers and 
associates that environment with the aversive stimulus. Freezing is a species-specific 
response to fear, which has been defined as “absence of movement except for 
respiration.” This may last for seconds to minutes depending on the strength of the 
aversive stimulus, the number of presentations, and the degree of learning achieved 
by the subject. The experimental procedure was illustrated by the flow chart below. 
The continuous EEG signals were also acquired during different experimental 
sessions (Figure 8). 
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Figure 8. Contextual fear conditioning paradigm. The implanted electrodes were connected to the 
electrical signal acquisition setup before commencement of the experiment. On day 1 (conditioning 
day), the animals were firstly put in the home cage for 10 min, and then transferred to the conditioning 
chamber to experience the events listed above the fear conditioning chamber, and then back to home 
cage for 5 min recording. On day 2, the similar procedure was applied to the animals except for no 
footshock in the part of the fear conditioning box as illustrated in the figure. The behavioral states were 
determined based on the accelerometer signals. The EEG signals were also staged for analyzing (figure 
adapted from (Warthen et al., 2011)). 
 
2.3.3 Novel context recognition 
There are many paradigms to detect the ability of the animals for novelty 
recognition, including the novel object recognition, novel place recognition and novel 
context recognition. To match the fear conditioning data, I used the novel context 
recognition task here. 
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Figure 9. Novel context recognition. The implanted electrodes were connected to the electrical signal 
acquisition setup before commencement of the experiment. There are three days of work continuously 
carried out as depicted in the schematic figure. The only difference is that the control group received 
injection of NS, while the other group received PD (10 mg/kg) 30 min before the animals were exposed 
to the novel context (fear conditioning box, but no footshock here). The EEG signals were also staged 
for analyzing (figure adapted from (Warthen et al., 2011)). 
2.4 Statistics 
Two sample Kolmogorov-Smirnov test (K-S test) was used to test for differences 
in the IO efficiency. Repeated measures analysis of variance (ANOVA) was used to 
compare the slope of LFPs after injection/HFS for NS versus PD group, and post hoc 
t-test to compare slopes at distinct time points. Two tailed paired t-test was used to 
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compare the PPR after injection and/or HFS with control (before injection). Two 
tailed unpaired t-test was adopted to compare the difference of PPR after 
normalization to before injection between NS and PD group. One way ANOVA 
followed by paired t-test was used to compare difference at different time points for 
oscillation peak frequencies, band power and CFC strength for EEG signals. Errors 
shown in the figures indicate standard error of the mean (SEM). The level of 
significance was set to P < 0.05, 0.01 or 0.001. 
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Chapter III 
Results 
 
3.1 Evoked local field potentials 
3.1.1 Higher IO efficiency in RAD than in OR 
Here, I recorded evoked LFPs in freely moving mice with two tungsten 
electrodes in OR and RAD while stimulating with one bipolar electrode in OR or 
RAD. With this configuration (Figure 10 A, D), I recorded negative evoked responses 
on the site of stimulation and opposite deflections on the other site of stratum 
pyramidale (Figure 10 B, E). When supra-threshold stimulus intensities were applied 
either in OR or RAD (Figure 10 C or F), the output (absolute slope of the LFP) was 
stronger in RAD than in OR (green vs. blue in Figure 10 C and F; K-S test, P < 0.01). 
This output difference was more pronounced for the pathway in RAD than in OR 
(Figure 10 F vs C; K-S test, P < 0.01). Also, the input/output relationship was steeper 
for RAD than OR (Figure 10 C, F; K-S test, P < 0.01), and consequently the stimulus 
intensity to saturate evoked LFPs was lower in RAD than in OR (Figure 10 C, F; 
9.6V vs 12V). Finally, the slope of maximally evoked LFPs were about 2-fold in 
RAD (Figure 10 F, green) compared to OR (Figure 10 C, blue; K-S test, P < 0.01; OR: 
n = 42, RAD: n = 40). 
These observations indicate a lamina-specific synaptic efficiency difference in 
hippocampal CA1. 
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Figure 10.  Placement of electrodes, representative traces of evoked LFPs and IO curves. (A, D) 
Nissl staining following electrical lesions illustrated the locations of bipolar stimulation electrode (red 
arrow heads, A, OR; D, RAD), recording electrode in OR (blue arrow head) and recording electrode in 
RAD (green arrow head). (B, E) Representative, colour-coded traces of evoked responses during 
acquisition of the IO when the stimulation electrode placed in OR (B) and RAD (E). (C, F) IO curves 
based on absolute values of slope against stimulus intensity when stimulating in OR (C, n = 42) and (F, 
n =40) (two-sample K-S test indicates significant difference existed between the compared groups). 
3.1.2 D4R agonist’s modulation of basal synaptic transmission and PPR 
To assess whether i.p. injection of the D4 agonist PD 168077 (PD, 10 mg/kg) can 
affect synaptic transmission in awake mice in apical and/or basal CA1 dendrites, I 
evoked LFPs by single-pulse stimulation for one hour (baseline) before injecting PD 
or NS. Relative to baseline, PD reduced the slope of LFPs in both pathways, stronger 
in OR than in RAD (Figure 11 C; maximal effects: OR, ~15% at 45 min; RAD, ~10% 
at 20 min; *P < 0.05; NS, n = 6; PD, n = 7). 30 min after injection, the robust PD’s 
effect on the slope of the LFP in OR shifted the peak of the LFP to the right in OR, 
which was not similarly obvious for the LFPs in RAD (Figure 11 A). Also, PD’s 
effect lasted longer in OR (more than 1 hour) than in RAD (15 min). 
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To consider whether short-term effects were involved in the reduction of LFPs by 
PD, I determined the PPR (50 ms ISI) every half hour during the 5-hour recording 
sessions. Before i.p. injection, PPR was similar in OR and RAD (OR, 1.55 ± 0.05, n = 
13; RAD, 1.67 ± 0.07, n = 13). In both pathways, PPR remained stable in the NS 
group (n = 6) but increased in the PD group as long as the slope of LFPs was 
decreased (Figure 11 B; #P < 0.05; OR, n = 6; RAD, n =7).  Consistently, a transient 
but significant PPR difference was found between NS and PD (Figure 11 B; *P < 
0.05). 
Overall, the D4 agonist reduced evoked LFPs and increased PPR stronger in OR 
than in RAD. In both pathways, these PD’s effects were reversible. 
 
Figure 11.  D4R agonist transiently reduced basal synaptic transmission both in basal (OR, left) 
and apical (RAD, right) dendrites. (A) Averaged (10 ×), representative, traces acquired before 
injection (1) and 30 min (2) / 240 min (3) after injection of NS or PD. Insets show magnification of boxed 
regions. (B) PPRs at time points corresponding to the time course in (C) and normalized to values 
obtained before injection of NS or PD. (B, C) NS, n = 6; PD, n = 7 for both OR and RAD (*P < 0.05, 
differences between NS and PD; #P < 0.05, different from PPR before injection). (C) Syringe indicates 
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time of injection, bar indicates duration of significant difference (*P < 0.05, repeated measures ANOVA, 
post-hoc t test). 
 
3.1.3 LTP differed in basal versus apical dendrites 
In awake rats, LTP is easier induced in basal dendrites (OR) than in apical 
dendrites (RAD)	   (Leung & Shen, 1995). Consistently, stronger LTP was induced in 
OR than in RAD of awake mice using two trains of high frequency stimulation (HFS) 
at 100 Hz 30 min after NS injection (Figure 12 C, P < 0.01, OR, n = 6; RAD, n = 6). 
In particular, the potentiation during the first 30 min after induction (early LTP) was 
stronger in OR than RAD (~180% vs ~145% relative to baseline; P < 0.01). Early 
LTP in OR did not decline and persisted for 4 hours (late LTP, Figure 12 C), while 
early LTP in RAD gradually declined within 90 min before stabilizing at a potentiated 
level (Figure 12 C; P < 0.01). In NS and following LTP induction, the PPR was 
reduced for up to 4 hours after induction in both pathways (Figure 12 B, #P < 0.05; 
OR, n = 6; RAD, n = 6). Notably, the PPR changes were not stronger in OR than in 
RAD (Figure 12 B; e.g. at 270 min, P > 0.05; OR, n = 6; RAD, n = 6) even though 
stronger LTP was induced in the OR pathway. 
Thus, in OR early and late LTP had comparable magnitudes, whereas in RAD 
early LTP was higher than late LTP. In both pathways, the PPR similarly remained 
reduced throughout LTP expression. This is in line with previous findings. 
 
3.1.4 D4R agonist’s modulation of synaptic plasticity and PPR 
In hippocampal slices, PD modulates early LTP (40 min) in OR but not in RAD 
(Herwerth et al., 2012).  
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Consistently in awake mice, PD reduced early LTP in OR without modulating 
early LTP in RAD (Figure 12 C, *P < 0.05; OR, n = 6; RAD, n = 6). During the 
subsequent 3-4 hours of recording, LTP also decreased in RAD in presence of PD but 
a late LTP remained (P < 0.01, relative to baseline), while the extent of LTP reduction 
remained constant in OR. As before (Figure 12 C), PD increased the PPR in OR and 
RAD but LTP induction strongly interfered and PPR decreased (Figure 12 B; #P < 
0.05). This PPR reduction in PD was less pronounced and shorter lasting (120 min) as 
compared to NS (270 min), leading to differences in PPR between NS and PD during 
LTP expression (Figure 12 B; *P < 0.05). In OR, that difference was noticeable 
throughout LTP expression and therefore correlated with weaker early and weaker 
late LTP. By contrast in RAD, the PPR difference between NS and PD was 
exclusively significant towards the end of the recording (180 - 270 min) when LTP 
was reduced (Figure 12 B, right panel, *P < 0.05). 
In summary, PD decreased early and late LTP in basal dendrites but exclusively 
late LTP in apical dendrites. These effects involved in part the modulation of PPR. 
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Figure 12.  D4R agonist differentially modulated LTP in basal (OR, left) and apical (RAD, right) 
dendrites. (A) Averaged (10 ×), representative traces acquired before injection (1), before HFS (2), and 
30 min (3) / 240 min (4) after injection of NS or PD. Insets show magnification of boxed regions. (B) 
PPRs at time points corresponding to the time course in (C) and normalized to values obtained before 
injection of NS or PD. (B, C) NS, n = 6 both for OR and RAD; PD, n = 7 for OR and n = 6 for RAD (*P < 
0.05, unpaired t test, differences between NS and PD; #P < 0.05, unpaired t test, different from PPR 
before injection). (C) Syringe indicates time of injection, arrows indicate two trains of HFS, separated by 
5 min, bar indicates duration of significant difference (*P < 0.05, repeated measures ANOVA, post-hoc t 
test).	  	  	  
3.1.5 D4R antagonist had no effect on basal synaptic transmission and PPR 
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To examine whether D4 antagonist can affect basal synaptic transmission or not, 
I also checked the basal synaptic transmission in the presence of D4 antagonist 
L745870 (L). Unlikely D4 agonist, L had neglectable effect right after the injection. 
The PPR was comparable with the control group (Figure 13).  
 
Figure 13. D4R antagonist L had no obvious effect on basal synaptic transminssion in OR. (A) 
PPRs at time points corresponding to the time course in (B) and normalized to values obtained before 
injection of NS or PD. (B) L does not change the basal synaptic transmission to a significantly different 
level. Syringe (B) indicates time of injection (P > 0.05, repeated measures ANOVA for comparison of 
basal synaptic transmission after the injection n = 6 for NS, and n = 7 for L). 
 
3.1.6 D4R antagonist had no effect on synaptic plasticity and PPR 
Since significant difference was found for LTP induction in the presence of D4 
agonist PD168077 (Figure 12), it will be also interesting to find out whether D4 
antagonist L can modulate LTP induction or not. Similarly, the LTP induction 
protocol was applied to the animals 30 min after the injection of L (10 mg/kg). After 
LTP induction, the LFPs were similarly potentiated with the NS group, and the PPR 
significantly declined with the same time course, which is also similar to the PPR in 
	   53	  
control group (Figure 14, *P < 0.01, for the details see figure legend). These results 
indicated that the D4 antagonist (10 mg/kg) has no obvious effect on the modulation 
of LTP induction.  
 
Figure 14.  D4R antagonist had no obvious effect on LTP in basal hippocampal dendrites. (A) 
PPRs at time points corresponding to the time course in (B) and normalized to values obtained before 
injection of NS or PD. Note that after LTP induction, both groups were strongly potentiated independent 
of injection of NS/L (B). At the meantime, the PPR were significantly reduced (A). At the given time 
points, there was no significant difference found between the NS and L group (*P < 0.01, paired t-test 
revealed significant PPR difference between before and after LTP induction for both groups, and 
unpaired t-test showed no difference after LTP induction between the NS and L group). Syringe (B) 
indicates time of injection, and arrows indicate two trains of HFS, separated by 5 min (*P < 0.01, 
repeated measures ANOVA for comparison of LTP induction with before induction, followed by post-hoc 
t test for the distinct time points, repeated measures ANOVA revealed no difference between the two 
groups after LTP induction, n = 6 for both NS and L). 
 
3.2 Behavioral tasks 
3.2.1 Inhibitory avoidance training 
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C57BL/6J mice are frequently used in the IA training task, since they can 
perform the task very well (Bernaerts & Tirelli, 2003; Baarendse et al., 2008; 
Dubrovina & Red'kina, 2012). Since I used C57BL/6N mice for the electrophysiology 
experiment, I also used C57BL/6N mice for IA training to match the 
electrophysiology data. To establish the system, 0.25 mA and 0.5 mA footshock were 
used in the conditioning phase (step-down paradigm). Surprisingly, there was no 
significant difference found compared to its own control condition for the footshock 
intensities, which have been checked (Figure 15).  
 
Figure 15. Inhibitory avoidance training couldn’t be successfully established with C57BL/6N 
mice in the step down paradigm with the footshock intensities we have tested. In the control 
group (n = 4, P > 0.05 by paired t-test), similar step down latencies were recorded on two sequential 
days. With the 0.25 mA and 0.5 mA footshock intensities, the latency to step down from the elevated 
platform 24 h later was indistinguishable compared to its own control condition (n = 6, P > 0.05 by 
paired t-test for both 0.25 mA and 0.5 mA) (data collected by Miriam A. Vogt and analyzed by Shi-Bin 
Li). 
 
3.2.2 Contextual fear conditioning 
Since it was not clear whether the passive IA training system worked well or not 
with C57BL/6N mice based on our preliminary data, another widely used behavioral 
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paradigm (the classical contextual fear conditioning) was adopted to evaluate the 
memory formation in the presence of D4 receptor agonist PD. The animals were 
injected with NS or PD (10 mg/kg) 30min before training on day 1. Based on the 
accelerometer signals, the immobility percentage was quantified. The immobility 
percentage was comparable right after the footshock (day 1) and also 
indistinguishable 24 h later (day 2) when the animals were exposed to the context. 
The animals showed obvious increased immobility on day 2 for both groups (Figure 
16). 
 
Figure 16. D4 agonist did not change the behavioral performance of the mice in the contextual 
fear conditioning task. Injection of D4 agonist PD (10 mg/kg) had neither effect on the freezing 
behavior right after the footshock (Day 1) nor effect on memory formation which was reflected by 
freezing behavior during the context exposure 24 h later (NS: n = 14; PD: n = 16; n.s., unpaired t test for 
the comparison between groups; **P < 0.01, paired t test for comparison within groups of NS or PD) 
(data collected by Shi-Bin Li, Miriam A. Vogt, and analyzed by Shi-Bin Li). 
3.2.3 Novel context recognition 
With the D4R knockout mice during the active phase, Dulawa and colleagues 
showed D4R-/- mice react much less to novelty than the D4R+/+ controls. The largest 
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phenotypic differences were observed in the novel object test, which maximizes 
approach behavior, and the smaller differences were found in the open field test, 
which maximizes avoidance behavior (Dulawa et al., 1999). In the classical 
contextual fear conditioning task, the immobile behavior of animals is not only 
affected by the electric footshock, but also impacted by the effect of novelty when 
they are exposed to the new environment (fear box). Hence, I also checked whether 
the behavioral performance was altered or not in the presence of D4 agonist when the 
animals are exposed to the novel environment during the inactive phase of the 
animals. The animals received injection of NS or PD (10 mg/kg, i.p.) 30 min before 
the training on day 1. The two groups showed similar explorative behavior on the 
same days in the task (Figure 17). Comparing to the contextual fear conditioning task, 
the immobility percentage was lower for both day 1 and day 2 (Figure 16), indicating 
the footshock caused significant increase of immobility.  
Figure 17. D4 agonist (10 mg/kg) did not change the behavioral performance of the mice in the 
novel context exploration task. D4 agonist PD (10 mg/kg) had neither effect on the explorative 
behavior 30 min after the injection on novelty memory formation on day 1 nor effects on day 2 and day 
3. Note comparing to the first day, the immobility percentage was significantly increased on day 2 and 
day 3, but was comparable on the last two days (NS: n = 6; PD: n = 6, unpaired t test for the comparison 
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between groups, paired t test for comparison within groups of NS or PD) (data collected by Shi-Bin Li, 
Catarina Luis, and analyzed by Shi-Bin Li). 
 
3.3 Spontaneous local field potentials 
3.3.1 D4R mediated modulation of EEG in mice during natural status 
3.3.1.1 Manipulation of D4R postponed REM but not NREM 
At the meantime of recording evoked LFPs, I also recorded the spontaneous EEG 
in the hippocampus simultaneously, which allowed me to analyze whether 
manipulation of D4Rs can affect the spontaneous brain patterns. For the D4R ligands, 
both D4R agonist and antagonist delayed REM sleep (*P < 0.01), but did not 
postpone NREM sleep. The delay of REM was more pronounced in the combination 
of D4 agonist and antagonist (*P < 0.01), yet the NREM latency still remained 
unchanged in contrast to NS group (Figure 18).  
 
Figure 18. D4R ligands significantly postponed the REM sleep. Left panel: The NREM latency 
remained unchanged by the treatment of D4R agonist PD, antagonist L or combination of L and PD. 
Right panel: REM onset was delayed by the treatment of L, PD, and the delay was even more 
conspicuous by the combination of L and PD (NS: n = 7; L: n = 16; PD: n = 9; L+PD: n = 6; *P < 0.01, 
**P < 0.001, one way ANOVA followed by unpaired t test). 
 
3.3.1.2 PD modulated the neural network activities in freely behaving mice 
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Based on the characteristics of the spontaneous brain activity patterns and 
associated 3-dimension accelerometer signals, the EEG signals were staged into 
different segments according to behavioral status. Due to the fact that the animals fell 
NREM sleep ~15 min after the drug treatments (Figure 18), the active waking EEG 
signals collected between injection and NREM onset was insufficient for analysis. 
Since the most obvious observation was the delayed onset of REM sleep after the 
treatment of D4R ligands, I staged the EEG signals of REM sleep from before, after 
and the 4th hour after the injection of D4R ligands. The band power, peak frequency 
and cross frequency coupling (CFC) strength were analyzed for the staged data 
segments. 
 
3.3.1.2.1: PD decreased theta peak frequency and gamma/fast gamma band power 
during REM onset after injection 
During the onset of REM after PD treatment, the peak frequency of theta 
oscillations (4-12Hz) shifted to lower frequency (Figure 19 C) and this was obvious in 
the normal scale plotting of band power (Figure 19 A). The band power of gamma 
(30-90 Hz) and fast gamma (120-160 Hz) oscillations was reduced during the REM 
onset after administration of PD (Figure 19 D, E). By contrast, injection of NS had no 
effect on the peak frequency and band power of theta oscillations as well as band 
power of gamma and fast gamma during REM onset (Figure 19, NS panel). 
 
	   59	  
Figure 19. D4 agonist PD modulated brain activity patterns during REM onset. Theta oscillation 
peak frequency and gamma/fast gamma oscillation band power during REM onset decreased after the 
injection of PD, and both recovered during the 4th hour after injection (blue, green, red curves represent 
the time points for REM: before, after, 4th hour after the injection; top left two: normal scale of EEG 
power spectrum, top right two: log scale of EEG power spectrum; NS: N = 7, PD: n = 9; **P < 0.01, ***P 
< 0.001, one way ANOVA followed by paired t test). 
 
3.3.1.2.2 PD attenuated theta-high frequency oscillations (HFO) CFC strength during 
REM onset 
The coupling strength of theta-HFO was attenuated after the treatment of PD 
during REM onset (Figure 20, left to right: before, after, 4th hour after the injection). 
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Figure 20. Theta-HFO cross frequency coupling strength among different time points. (A) NS, (B) 
PD; First and second rows: Original EEG signals recorded in hippocampal OR and continuous wavelet 
transform. Third row: comodulogram based on EEG signals recorded during REM in hippocampal OR. 
Fourth row: Theta coupling strength versus amplitude frequency calculated at phase frequencies of 
maximal coupling were shown for REM at the three indicated time points. Both the mean coupling 
strength and peak coupling strength were plotted. Compared to before the injection (left), coupling 
strength between theta-phase and both gamma and fast gamma was significantly reduced during the 
REM onset after the injection of PD (middle) and recovered during the 4th hr after injection (right) (theta-
gamma coupling strength: before vs after: P < 0.05, after vs 4th hr after: P < 0.05; theta-fast gamma 
coupling strength: before vs after: P < 0.05, after vs 4th hr after: P < 0.05, one way ANOVA followed by 
paired t test). 	  
3.3.1.3 L modulated the neural network activities in freely behaving mice 
The data staging was similarly performed as for the processing of PD data 
(details see above). 
 
3.3.1.3.1 D4 antagonist decreased theta peak frequency but not gamma/fast gamma 
band power during REM onset after injection 
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During the onset of REM after D4 antagonist L745870 (L) treatment, the peak 
frequency of theta oscillations (4-12Hz) shifted to lower frequency (Figure 21 C), 
which could be easily found in the normal scale plotting of power spectrum (Figure 
21 A), while the band power of theta, gamma and fast gamma oscillations remained 
intact comparing to before the injection. The data for the control group is shown in 
Figure 19 (NS). 
 
Figure 21. D4 antagonist L decreased peak frequency of theta oscillations during REM onset. L 
decreased the theta oscillation peak frequency during REM onset after injection in freely behaving mice 
(**P < 0.01), but had no obvious impact on gamma/fast gamma peak frequency and band power of 
different frequency oscillations (blue, green, red curves represent the time points for REM: before, after, 
4th hour after the injection, paired one way ANOVA followed by t test, n = 6). 
 
3.3.1.3.2 L decreased theta-high frequency oscillations (HFO) coupling strength 
during REM onset 
The cross theta-HFO coupling strength was attenuated after the treatment of L 
during REM onset (Figure 22). The control data is given in Figure 20 (A). 
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Figure 22. Theta-HFO Cross frequency coupling strength at different time points in the D4 
antagonist treated group. Top panels: comodulogram based on EEG signals recorded during REM in 
hippocampal OR. Bottom panels: theta coupling strength versus amplitude frequency calculated at 
phase frequencies of maximal coupling are shown for REM at the three indicated time points (n = 6, 
theta-fast gamma coupling strength: before vs after: P < 0.05, after vs 4th hr after: P < 0.05, one way 
ANOVA followed by paired t test). 
 
 
3.3.1.4 L did not antagonize PD’s effect on the neural network activities 
Studies on synaptic plasticity showed that, the PD mediated reduction of LTP 
induction and D4R agonist induced depotentiation of LTP can be occluded by the 
presence of L (Kwon et al., 2008). I checked whether the PD mediated effect on 
neural network activities could be abolished by the presence of L or not. In this 
experimental paradigm, D4R antagonist L was given to the animals 30 min ahead of 
the administration of D4R agonist PD. The latencies of NREM/REM were defined as 
the time window between the injection and the onset of NREM/REM.  
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3.3.1.4.1 Administration of L 30 min before PD did not antagonize PD’s effect on 
theta peak frequency and band power of gamma and fast gamma 
Even in the presence of L, PD still shifted the peak frequency of theta oscillation 
to the lower frequency and decreased the band power of gamma and fast gamma 
oscillations (Figure 23), which was similar to the case by PD itself (Figure 19). 
 
Figure 23. L did not antagonize the effect by PD on neural oscillations. In the presence of D4 
antagonist L, D4 agonist PD still exerted a similar effect to that by itself (Figure 19) during REM onset 
after injection (n = 6; **P < 0.01 ***P < 0.001, blue, green, red curves represent the time points for REM: 
before, after, 4th hour after the injection, paired t-test) 
 
3.3.1.4.2 Administration of L 30 min before PD did not antagonize PD’s effect on 
the-HFO cross frequency coupling strength 
Similar to that the L did not antagonize PD’s effect on theta peak frequency and 
band power of gamma and fast gamma oscillations, the theta-HFO cross frequency 
coupling strength also showed a similar pattern (Figure 24) to PD’s effect on CFC 
(Figure 20). 
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Figure 24. L did not abolish PD’s effect on neural oscillations during REM onset. Top panels: 
comodulogram based on EEG signals recorded during REM in hippocampal OR. Bottom panels: Theta 
coupling strength versus amplitude frequency calculated at phase frequencies of maximal coupling were 
shown for REM at the three indicated time points respectively shown in Figure 18 (n = 6, theta-gamma 
coupling strength: before vs after: P < 0.01, after vs 4th hr after: P < 0.05; theta-fast gamma coupling 
strength: before vs after: P < 0.01, after vs 4th hr after: P < 0.01; one way ANOVA followed by paired t 
test). 
 
3.3.1.5 Summary of the effects on EEG during REM onset by different treatments 
For the dopamine receptor ligands I have checked, the peak frequency, band 
power of gamma/fast gamma band power as well as the coupling strength between 
theta and gamma/fast gamma oscillations were reduced by D4 agonist PD during 
REM onset, and these reduction couldn’t be antagonized by D4 antagonist L. By 
contrast, L reduced the theta peak frequency and coupling strength between theta and 
gamma/fast gamma oscillations.  
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Table 2: The summary of alterations of neural network patterns during REM onset after 
treatments of D4R ligands. D4R agonist reduced theta peak frequency, band power of gamma/fast 
gamma as well as the CFC coupling strength of theta-gamma/fast gamma, even in the presence of D4R 
antagonist L. D4R antagonist L alone reduced the theta band power and the CFC coupling strength of 
theta-gamma/fast gamma (black arrowheads indicate stronger decrease than the gray arrowheads). 
3.3.2 Spontaneous EEG when the animals perform behavioral tasks 
3.3.2.1 Band power of the spontaneous EEG in hippocampal OR 
As is shown in the methods part, on each day, the task mainly included three 
sequential sections (home 10 min, fear box, home 5 min), where I also collected the 
EEG signals in the mouse brain. According to the accelerometer signals together with 
the characteristics of brain activities as well as the major event (footshock), the EEG 
signals during active waking (or para-immobility, defined as the episodes surrounding 
the immobility signals) were staged into different segments in a temporal order 
(Figure 25). The band power of the EEG signals acquired in hippocampal OR was 
analyzed when the mice were engaging in different sessions of the task. Surprisingly, 
when the animals were exposed to the novel environment (fear box), the band power 
of fast gamma oscillations significantly increased comparing to the previous home 
cage session (Figure 25). Injection of D4R agonist PD 30 min ahead of 
commencement of the task did not change the patterns of the band power. 
Furthermore, in the contextual fear conditioning task, the fast gamma band power 
further increased after the animals experiencing the electric footshock (Figure 25 A). 
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The enhancement of fast gamma band power did not decline to the first home cage 
session level when the animals were returned to the home cage (Figure 25, right 
panels), indicating the fast gamma oscillations could be implicated in the memory 
encoding or the initiation phase of memory encoding and the process lasted at least 5 
min. The band power of gamma oscillations also increased when the animals were 
transferred from the home cage to the fear box on day 1 in the contextual fear 
conditioning task. The theta band power declined after the footshock (“aF” session) 
on day 1 in the fear conditioning task (Figure 25 A, left panel). 
 
Figure 25. Band power of different frequency oscillations during active waking when the animals 
were engaging in diverse sessions of contextual fear conditioning (A) and novelty exploration 
(B). Reduction of theta band power during the “aF” session and increased gamma band power in the 
“bF” session were found on Day 1 in the fear conditioning task, but not the novelty exploration task (A, 
B: left and middle panels). The fast gamma band power significantly increased when the animals 
encountered a new environment (A, B: right panels), which was even more enhanced after the electric 
footshock (A, right panel). Note that the increment of fast gamma band power did not immediately 
decline to the level of first home cage session after the novelty experience (A: NS: n = 11, PD: n = 13; 
B: n = 6, PD: n = 6; *P < 0.05, one way ANOVA followed by paired t test; On the same day, the 1st H 
indicates home cage 10 min session, the “bF” and “aF” indicate before and after footshock in the fear 
box, the 2nd H indicates home cage 5 min session, the “FB” indicates fear box). 
 
3.3.2.2 CFC of the spontaneous EEG in hippocampal OR 
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The theta oscillations not only dynamically modulate the amplitudes of gamma 
and fast gamma within the striatum and hippocampus but also across the two brain 
regions during the animals performing the T-maze task (Tort et al., 2008). For the 
staged EEG signals (active waking), the coupling strength between theta and 
gamma/fast gamma were similarly calculated. The changes of coupling strength 
between theta and gamma/fast gamma were inconspicuous except that the coupling 
strength between theta and gamma was slightly declined after the footshock in the 
contextual fear conditioning task (Figure 26 A, day 1). 
 
Figure 26. The coupling strength of theta and gamma/fast gamma during active waking when the 
animals were engaging diverse sessions of fear conditioning task (A) and novelty exploration 
task (B). The theta-gamma CFC strength declined after the footshock on day 1 in the fear conditioning 
task. The changes of coupling strength of theta and gamma/fast gamma for other sessions were not 
significant. Note that the increment of fast gamma band power after footshock (Figure 25 A, right panel) 
did not lead to enhanced coupling strength between theta and fast gamma oscillations (A: NS: n = 11, 
PD: n = 13; B: n = 6, PD: n = 6; paired t-test, *P < 0.05; On the same day, the 1st H indicates home cage 
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10 min session, the bF and aF indicate before and after footshock in the fear box, the 2nd H indicates 
home cage 5 min session, the FB indicates fear box). 
 
3.4 Correlation of memory processing and fast gamma band power 
Hippocampal theta and gamma oscillations as well as the amygdalo-hippocampal 
synchronization are strongly associated with learning and with memory retrieval in 
the classical Pavlovian fear conditioning (FC) task in rodents (Seidenbecher et al., 
2003; Headley & Weinberger, 2013). Normally, the animals encounter the electric 
footshock in a novel environment, therefore it is not easy to differentiate the effect of 
the footshock from the effect of spatial novelty, since both stimuli could interfere. 
With the experimental paradigms I have performed, I quantified the band power of 
theta, gamma and fast gamma oscillations, which are the most prominent brain 
activities during active waking to differentiate the impact of footshock from novelty 
on the brain activities.  
3.4.1 Footshock triggered stronger fast gamma band power than novelty 
On the training day (day 1), the fast gamma band power significantly increased 
during the novelty exploration phase (“bF” in fear conditioning task and “FB” in 
novelty exploration task, see Figure 25), and became even stronger after the electric 
footshock during the “aF” session in the contextual fear conditioning paradigm. 
Correlation analysis between the behavior performance and fast gamma band power 
revealed that the memory formation (behavior phenotype, i.e., immobility percentage) 
was positively correlated with the band power of fast gamma oscillations during 
memory encoding phase (para-immobility active waking episodes on day 1) (Figure 
27). 
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Figure 27. Memory encoding was positively correlated with the band power of fast gamma 
oscillations (120-160Hz) during the para-immobility active waking episodes. Correlation analysis of 
behavioral performance (Figure 15 & 16) and band power of fast gamma (Figure 25) in the training 
session (fear/novel box) on day 1 of the behavioral tasks (Figure 8 & 9) revealed the memory formation 
was positively coupled with the band power of fast gamma oscillations. The individual open symbol 
indicates the fast gamma band power during para-immobility active waking for a given animal in the 
novelty exploration task (day 1) and the individual filled symbol indicates the fast gamma band power 
during para-immobility (freezing) active waking for a given animal in the training phase of fear 
conditioning task on day 1, the bigger size symbols indicate the average of the corresponding 
individuals (Novelty: NS: n = 6, PD: n = 6; Fear: NS: n = 11, PD: n = 13).  
 
3.4.2 Memory retrieval positively correlates with fast gamma band power 
During the fear (novelty) box session on the second day of the tasks, I found 
higher fast gamma band power in the contextual fear conditioning task than in the 
novelty exploration task for the para-immobility active waking episodes (Figure 28). 
Correlation analysis of the behavior performance and fast gamma band power 
revealed that the memory strength (behavior phenotype, i.e., immobility percentage) 
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was positively correlated with the band power of fast gamma oscillations during 
memory retrieval (para-immobility active waking episodes) (Figure 28).  
 
Figure 28. Memory retrieval was positively correlated with the band power of fast gamma 
oscillations (120-160Hz) during the para-immobility active waking episodes. Correlation analysis of 
behavioral performance (Figure 15 & 16) and band power of fast gamma (Figure 25) in the contextual 
exposure session (fear/novel box) on day 2 of the behavioral tasks (Figure 8 & 9) revealed the memory 
strength was positively coupled with the band power of fast gamma oscillations. The individual open 
symbol indicates the fast gamma band power during para-immobility active waking for a given animal in 
the novelty exploration task and the individual filled symbol indicates the fast gamma band power during 
para-immobility (freezing) active waking for a given animal in the contextual fear conditioning task on 
day 2, the bigger size symbols indicate the average of the corresponding individuals (Novelty: NS: n = 6, 
PD: n = 6; Fear: NS: n = 11, PD: n = 13).  
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Chapter IV 
Discussion 
4.1 A reliable signal-guided electrode positioning method 
Normally if tetrode-acquired unit activities are not required for recording in the 
hippocampus, people use single recording electrode for extracellular field potential 
recordings. Even though the IO curves are performed before the formal recording 
starts, the same deflection direction of the LFPs, when stimulation and recording 
electrodes were on the same side of the pyramidal cell layer, still distorts the accuracy 
of the electrodes location. The two recording electrode system, which I used in my 
experiment, detected the LFPs on both sides of stratum pyramidale, supplying more 
accurate indices to determine the final positions of the electrodes during implantation 
(Figure 5 & 10). Furthermore, the higher IO efficacy in RAD than OR ensured the 
positioning of the electrodes during implantation. These observations are consistent 
with the depth profiles obtained during electrode implantation in rats (Kaibara & 
Leung, 1993; Leung & Péloquin, 2010; Shires et al., 2012). The electrical lesion and 
Nissl staining after the recording demonstrated the precise positions of the electrodes 
for my recording. And this method is very useful for spontaneous EEG recording, 
because similar brain activity could be detected from neighbouring brain regions and 
were even more indistinguishable during electrode implantation in the presence of 
anesthetics (Buzsáki, 2002; Buzsáki et al., 2003; Caixeta et al., 2013).  
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4.2 Stronger LTP in basal than in apical synapses of area CA1 
Here, in behaving mice, high frequency stimulation induced stronger LTP in 
basal dendrites (OR) than in apical dendrites (RAD), consistent with results obtained 
in behaving rats (Leung & Shen, 1995) and in rat slices with intact synaptic inhibition 
(Arai et al., 1994). Intact inhibition is likely to contribute to the OR/RAD difference 
in LTP magnitude in rodents, since basal CA1 dendrites of awake rats are less 
inhibited than apical dendrites (Kaibara & Leung, 1993). Indeed, more interneurons in 
CA1 project to the apical than to the basal dendrites (Klausberger & Somogyi, 2008). 
The lower threshold to induce LTP in basal (than in apical) CA1 dendrites (Leung & 
Shen, 1995) may also be caused by basal dendrites either being more efficient to 
integrate synaptic excitation to generate an action potential (Georg Köhr and Øivind 
Hvalby personal communication), or more easily modifiable than apical dendrites as 
observed for neocortical pyramidal neurons (Nevian et al., 2007), e.g., because of the 
low density of HCN channels in basal CA1 dendrites (Lörincz et al., 2002). 
The LTP underlying mechanisms could be also different. The work in vitro done 
by Haley and colleagues (1996) suggested that the mechanisms underlying basal 
dendritic LTP is not dependent on endothelial Nitro oxide synthase (eNOS), whereas 
the apical LTP is dependent on eNOS, indicating distinct intrinsic properties of basal 
dendrites versus apical dendrites. Furthermore, the stronger LTP induction was 
replicated in OR than in RAD in slices with the same protocol for both pathways in 
their work, and both were blocked by the NMDA receptor antagonist APV (Haley et 
al., 1996). They summarized the evidence from the anatomical study as follow: the 
proportion of terminals arising from the contralateral CA4/CA3 cells is higher in OR 
than in RAD. Thus, one possibility is that the two types of LTP serve to process the 
inputs arising from the two sides of the brain differently. One hypothesis could be that 
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afferents from the contralateral possess stronger inherent ability of plasticity to store 
the information originated from the contralateral side. In contrast, the apical inputs 
ascending mainly from ipsilateral CA3 region are less prone to be plastic. 
Other factors contributing to generate stronger LTP in OR than in RAD could be 
distinct cellular mechanisms, voltage-gated calcium channels (VDCC) or brain-
derived neurotrophic factor (BDNF) (Navakkode et al., 2012). Navakkode and 
colleagues showed DA induced LTP in basal dendrites is dependent of activation of 
L-type VDCC, but not in apical dendrites. Furthermore, they also showed BDNF is 
only required for the induction and maintenance of DA induced LTP in apical 
dendrites but not basal dendrites, because DA failed to induce LTP in apical dendrites 
in the presence of the BDNF inhibitor TrKB/Fc (Navakkode et al., 2012). 
In my work, the inhibitory inputs remained intact. Thus, similarly I recorded 
stronger LTP in basal dendrites (OR) than in apical dendrites (RAD) under the very 
same conditions in freely behaving mice. In other words, I need to increase the HFS 
intensity to obtain a similar apical synaptic potentiation with basal synaptic 
potentiation because there is a higher induction threshold for apical LTP, and even 
this will not guarantee that I will get the same potentiation strength, because intrinsic 
maximal potentiation of apical pathway may be lower than basal pathway in the CA1 
region of the dorsal hippocampus. 
 
4.3 D4Rs’ modulation of basal saynaptic transmission and LTP 
4.3.1 Differential modulation of basal synaptic transmission in OR and RAD 
In freely moving rats, D2-like DA receptor agonists at high concentrations reduce 
basal synaptic transmission in perforant path-dentate gyrus granule cell synapses, 
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whereas lower concentrations have receptor priming effects regulating synaptic 
plasticity (Manahan-Vaughan & Kulla, 2003). Similarly, regarding D4Rs and 
observations in slices, the D4R agonist PD at µM concentrations (e.g., 20-40 µM) 
reduces AMPA responses in PFC pyramidal neurons and interneurons (Yuen & Yan, 
2009; Yuen et al., 2010), whereas PD at nM concentrations (e.g., 100 nM) has no 
effect during basal synaptic transmission (e.g., before LTP induction) on synaptic 
AMPA responses or AMPAR internalization in hippocampal neurons (Kwon et al., 
2008; Herwerth et al., 2012), including fast-spiking interneurons (Andersson et al., 
2012).  
Here, in awake mice, I chose a concentration of PD (10 mg/kg) that is known to 
improve memory performance, in contrast to lower concentrations (Bernaerts & 
Tirelli, 2003; Sood et al., 2011). At the concentration of 10 mg/kg, PD induced a 
transient reduction in basal transmission that was more pronounced in OR than in 
RAD as observed for both LFP changes (slope and PPR). On the other hand, D1/5R 
agonists, which can induce late LTP, have no immediate effect on basal AMPAR-
mediated transmission neither in slices (Otmakhova & Lisman, 1996; Mockett et al., 
2004; Herwerth et al., 2012) nor in behaving rats (Lemon & Manahan-Vaughan, 2006; 
Lemon & Manahan-Vaughan, 2012). As DA activates D1-like DARs upon phasic DA 
input and D2-like DARs under tonic stimulation by ambient low levels of DA, acute 
effects on basal synaptic transmission in the hippocampus are likely dominated by 
D2-like DA receptors including D4Rs.  
D4Rs were also shown to exert homeostatic regulation of glutamatergic 
transmission in prefrontal cortex (PFC) pyramidal neurons. This dual modulation 
mechanisms are as follow: at high activity state generated with GABAA receptors 
blockade, D4 suppresses AMPAR responses by disrupting the kinesin motor-based 
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transport of GluR2 along microtubules via reducing the microtubule stability through 
a mechanism dependent on CaMKII inhibition; on the other hand, at the low activity 
state, D4 potentiates AMPAR responses by facilitating synaptic targeting of GluR1 
via the scaffold protein SAP97 through stimulating CaMKII (Yuen et al., 2010; Yuen 
& Yan, 2011).  
4.3.2 Differential modulation of LTP by D4R agonist in OR and RAD 
In the presence of the D4R agonist PD, I observed reduced early LTP in OR but 
not in RAD in single CA1 neurons (Herwerth et al., 2012). Here, I confirmed this 
pathway-specific PD effect for LFP responses in awake mice. Fortunately, these in 
vivo recordings could be maintained for longer periods than our previous whole-cell 
recordings in slices and unexpectedly exhibited reduced late LTP in RAD in presence 
of PD. This LTP reduction in RAD developed gradually over about two hours, 
whereas the reduction in OR occurred immediatedly following LTP induction and 
persisted to the same extent at least up to four hours.  
The fast PD effect in OR in vivo is consistent with our observations in vitro 
(Herwerth et al., 2012), which suggested a G protein-independent, calcium-dependent 
reduction of NMDA receptor activity. Similar fast reductions of NMDAR currents 
were obtained in prefrontal and hippocampal pyramidal neurons via D2-like receptor 
agonists including PD, involving protein kinase A as well as receptor tyrosine kinases 
(Kotecha et al., 2002; Wang et al., 2003). 
The slower action of PD to reduce LTP in RAD (compared to OR) may be the 
consequence of pathway-specific induction and/or expression of LTP and/or different 
mechanisms of PD action are existed in OR vs. RAD. D4Rs belong to the D2-type 
DA receptors which are negatively coupled to the formation of cAMP by inhibiting 
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adenylyl cyclase (Missale et al., 1998; Beaulieu & Gainetdinov, 2011). Therefore, 
PD-mediated cAMP-dependent mechanisms could contribute to reduce LTP, since 
PKA gates hippocampal early LTP in slices (Otmakhova & Lisman, 1996) and in 
vivo (Lemon & Manahan-Vaughan, 2006). In addition, it will be interesting to find 
out whether D4R activation will also be involved in depotentiation of LTP in vivo as 
observed in apical dendritic synapses in vitro (Kwon et al., 2008). 
4.3.3 Implications of presynaptic mechanisms of D4Rs 
Paired-pulse facilitation (PPF) describes a phenomenon in which an increase in a 
second field excitatory postsynaptic potential (EPSP) occurs when it is elicited shortly 
after a first (Schulz et al, 1994). The ratio of the the second evoked EPSP versus the 
first one is known as PPR. In their study in slices, they found that PPR changed in 
association with LTP and the change was inversely related to initial PPR magnitude 
so that a larger initial PPR was associated with a decrease in PPR while a smaller 
initial PPR was associated with an increase. In my recording, I used 35-40% of the 
intensity, which induced the strongest evoked fEPSP in basal dendritic inputs, so I 
had relative strong PPR before LTP induction. After LTP induction, I saw a roughly 
20% reduction of PPR in my recording (Figure 12 B). The proposed PPR underlying 
mechanism is the residual calcium hypothesis (Katz & Miledi, 1968), and the detailed 
mechanism has been described previously (Zucker, 1989; Zucker & Regehr, 2002).  
LTP induction in the absence of the D4 agonist caused a decrease in PPR in my 
experiments, which was robust and persisted as previously observed in rats (Madroñal 
et al., 2009). In attempting to understand the mechanisms underlying the effect of PD 
on LTP, I examined the PPR during basal synaptic transmission as well as following 
LTP induction. During basal synaptic transmission in OR and RAD, PD transiently 
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reduced evoked LFPs and concurrently increased PPRs, suggesting the involvement 
of presynaptic mechanisms, likely decreasing transmitter release. Following LTP 
induction, PPR was higher in PD than in NS, which correlated with a significantly 
reduced LTP magnitude at distinct time points in OR versus RAD. Notably and 
distinct from basal synaptic transmission, the PD-mediated change in PPR following 
LTP induction persisted. Since I observed slight decrease of the slope of LFPs 
accompanied with increased PPF, I think likely the presynaptic mechanism including 
Ca2+ was involved in the modulation procedure by PD. Yet, I still can’t exclude that 
postsynaptic mechanisms are involved. 
4.4 D4Rs: implications in the neural network activity 
4.4.1 D4 agonist pretreatment does not change the behavioral performance 
The injection of a D4R agonist (PD168077, PD, 10mg/kg) 30 min ahead of the 
experiment had no effect in the novelty exploration task or on the contextual fear 
conditioning in C57BL/6N mice. In the inhibitory avoidance task, Bernaerts and 
Tirelli (Bernaerts & Tirelli, 2003) found that the administration of PD (0.5-10 mg/kg) 
right after the behavioral task dose-dependently improved memory performance in 
C57BL/6J mice. The possible explanations for no effect of PD in the fear 
conditioning task for C57BL/6N mice may include: 1) the mouse strains are different; 
2) the timing of PD administration is different; 3) behavioral tasks are not exactly the 
same even though both paradigms evaluate contextual associative memory. 
Interestingly, administration of a low dose PD (0.064 mg/kg) 15 min before the 
locomotor experiment increases the activity, and while a high dose (0.5 mg/kg) has no 
effect, and both doses have no effect on appetitive or aversive conditioning (Nayak & 
Cassaday, 2003). 
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4.4.2 Manipulations of D4Rs interfere with sleeping patterns 
Injections of D4R agonists or antagonists did not postpone NREM sleep, but 
significantly delayed REM onset. Studies in rats found that a low dose (1.5 mg/kg) of 
a D4 antagonist (L745870) increases the light slow wave sleep (light SWS, episodes 
within the NREM), while a high dose reduces (6 mg/kg) light SWS and increases 
REM latency by intraperitoneal administration at the beginning of light period (Cavas 
& Navarro, 2006). For my data analysis, I did not specify the time spent in light SWS 
and deep SWS, but the observation of REM delay caused by 10 mg/kg L is consistent 
with their observation for the dosage of 6mg/kg in rats. 
In the D4R agonist treated group, the peak frequency of theta oscillation shifted 
to the lower band, the band power of gamma and fast gamma as well as the theta-
HFO cross frequency coupling strength were significantly reduced. In contrast, the 
D4R antagonist did not change the band power of theta, gamma and fast gamma, but 
reduced the peak frequency of theta as well as the theta-HFO cross frequency 
coupling strength (Table 2). In vitro studies showed that activation of D4Rs augments 
band power of kainate induced gamma oscillation by enhancing the synchronization 
of fast spiking interneurons via NMDA receptor-dependent mechanism. My 
observations of decreased gamma band power during REM onset may employ 
different mechanisms.  
 Dopamine was shown to reversibly decrease the carbachol-induced cholinergic 
gamma oscillations, and the effect was mimicked by the D1 agonist SKF38393, while 
the D2 agonist quinpirole failed to suppress the cholinergic gamma oscillation (Weiss 
et al., 2003). Except for dopamine, other monoamines including norepinephrine, 
serotonin were shown to dose-dependently and reversibly suppress kainate and 
carbachol induced gamma oscillations, but to increase the power and duration of 
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stimulus-induced gamma oscillations after monoamines application (Wójtowicz et al., 
2009).  
4.4.3 D4 agonist does not alter the neural oscillatory patterns in behavioral tasks 
I found fast gamma band power increased not only when the animals encounter 
the novel environment for the first time but also when they were re-exposed to the 
same context (Figure 23). This increment of fast gamma band power was even more 
pronounced following footshock in the fear conditioning task, not only during the 
training day, but also during context exposure on the second day. By injecting the 
D4R agonist 30 min ahead of commencement of the task on the first experimental 
day, the performance in both the novelty and fear conditioning tasks was not altered, 
and the EEG patterns were similar to the controls in general.  
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Conclusions 
In this thesis, I described a reliable method for electrode implantation targeting 
the specific layers of hippocampus in mice. With this experimental paradigm, I found 
that stronger LTP can be induced in hippocampal OR than in RAD with the same 
induction protocol in mice. To replenish the earlier in vitro work, I examined the 
modulation of LTP and spontaneous EEG in hippocampus by manipulating D4 
receptors. Activation of D4Rs decreased the basal synaptic transmission for longer 
time in OR than in RAD, and the PPR increased with a similar time course of synaptic 
transmission changing in both pathways, indicating the involvement of presynaptic 
mechanisms. Furthermore, administration of D4R ligands did not interfere with 
NREM sleep onset, but significantly postponed the onset of REM sleep, and strong 
modulation of EEG was also found during the onset of REM sleep. I used the novelty 
exploration task and classic contextual fear conditioning task to investigate the 
potential implication of D4Rs in learning and memory formation. The novel 
environment triggered an obvious band power increase in fast gamma oscillations, 
and the footshock in fear conditioning task enhanced the fast gamma band power even 
more. Correlation analysis of behavioral performance and EEG signals during para-
immobility active waking revealed that memory strength is positively correlated with 
the fast gamma band power during the test phase of the tasks. Pretreatment of a D4R 
agonist 30 min before the commencement of the tasks did not change the correlation 
patterns, indicating D4Rs are unlikely involved in the modulating procedure in the 
behavioral paradigms I have examined. In conclusion, D4Rs-mediated modulation of 
synaptic transmission and plasticity, as well as the REM delay, unlikely contributes to 
learning and memory formation in the novelty exploration and contextual fear 
conditioning tasks. 
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