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Abstract
We develop criteria for the discretization of the Boltzmann collision operator under which linearized kinetic boundary
layers exhibit the same algebraic structure as their continuous counterparts. These criteria are shown to be sucient for the
well-posedness of kinetic boundary layers. After the analysis of the discrete layer, an example illustrates how to include
models which lead to dierential algebraic problems. Existence and uniqueness of nonlinear boundary layers adjacent to
an equilibrium state are proven. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Stationary rareed gas ows are conveniently described by the steady Boltzmann equation for the
density function f = f(x; v),
v 3xf(v) =
Z
R3
Z
S2
k(jv− wj; )(f(v0)f(w0)− f(v)f(w)) dw() d3w: (1.1)
Here, f(x; v)d3xd3v represents the amount of particles of a time-independent gas ow at space
position x with velocity v. The left-hand side of (1.1) reects the change of the density due to
free ow of the particles; the right-hand side balances the eect of particle collisions: two particles
with velocities v0 and w0 may come close together and suer a collision with the result that their
velocities change into new ones v and w. Since the collisions are assumed to be moment and energy
preserving, it is easy to show that all possible relations between the pairs (v0; w0) and (v; w) may be
parametrized by the unit vectors 2 S2R3:
v0 = v− hv− w; i  ; w0 = w + hv− w; i  : (1.2)
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k(: ; :) is a nonnegative integral kernel, and d! the surface measure on the surface of the unit sphere
S2R3. For details, see text books on the classical kinetic theory [3,6].
For reasons of numerical evaluation, the Boltzmann equation has to be discretized. Discretiza-
tion of the quadratic integral operator on the right-hand side of (1.1) | the collision operator |
is a quite demanding task, since it has to preserve the main physical laws. A typical diculty is
reected in the fact, that for two velocities v and w on a regular grid, for almost all unit vectors
 the velocities v0 and w0 do not lie on this grid. Slightly perturbing these pre-collision velocities
means to perturb moment and energy conservation, and this eect may build up considerably during
the run of the numerical simulation. Thus, there is a conict between a regular grid on one hand
and the physically reasonable discretization of the gain term of the collision operator on the other.
A minimum requirement for numerical schemes is the conservation of the physical quantities mass,
momentum and energy. A couple of schemes have been proposed in recent years, see e.g. [10,2,8]
and the literature cited there.
In this paper we study a particular problem, the calculation of spatially one-dimensional kinetic
boundary layers and their coupling to a uid dynamic far eld. This leads to a 1D half-space problem
in R+ with partial boundary conditions at x=0 and asymptotic properties for x !1. In detail, we are
looking for criteria for a numerical discretization which guarantee the same qualitative behaviour for
discretized solutions close to a planar wall as they are known for the full nondiscretized Boltzmann
collision operator. Since very few is known about analytic properties of boundary layers for the full
nonlinear collision operator, we restrict to a linearized version. The structure of linearized boundary
layers for the nondiscretized Boltzmann equation has been analyzed in [5]. The main objective of the
present paper is to derive reasonable sucient criteria for the discretization of the collision operator
which lead to the same analytical structure. It turns out that for the correct qualitative behaviour,
besides the proper modelling of the conservation laws a few symmetry conditions of the discretized
collision model suce.
The paper is organized as follows. In Section 2, discrete velocity models (DVMs) are introduced,
as they appear after discretization of the Boltzmann collision operator. Under certain reasonable
assumptions for the discretization model, the Jordan normal form of the linearized system is an-
alyzed, as well as a corresponding two-point boundary value problem. It is investigated how to
model kinetic boundary layers and their coupling to a constant gradient far eld. In particular,
the well-posedness of the discretized version of Kramer’s problem is shown. Section 3 presents
a model discrete velocity system (analytically and numerically) which on one hand illustrates
the results of Section 2 and on the other indicates how to generalize to dierential algebraic
systems which arise in the case of grids containing vanishing velocity components. Section 4
is devoted to the construction of nonlinear boundary layers adjacent to a constant equilibrium
state.
2. Linearized DVM
2.1. Discretized Boltzmann collision operators
For simplicity, we restrict in the following to the Boltzmann equation in the two-dimensional
velocity space. (All arguments can be formulated in an analogous way for three-dimensional ows.)
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Suppose a DVM of the form
vi @xfi =
X
j; k; l
Ak;li; j(fkfl − fifj) (2.1)
arises from a discretization of the Boltzmann equation like that described in [2]. Suppose further
that the 4N velocities (vi; wi) have only nonzero components (the example of Section 3 show how
to circumvent this restriction) and lie on a grid which is symmetric around the point (0; 0). Then
the velocities can be arranged in such a way that
vi =−vi+2N > 0 for i = 1; : : : ; 4N (2.2)
and
wi = wi+2N for i = 1; : : : ; 2N: (2.3)
From physical arguments it is reasonable to require
Assumption 2.1. The coecients Ak;li; j satisfy the symmetry conditions
Ak; li; j = A
(k);(l)
(i);( j) ; (2.4)
where (i) = (i + 2N − 1mod 4N ) + 1.
Notice that (v(i); w(i)) = (−vi; wi). Assumption 2.1 means that the collision model has to be
invariant against reection at the plane (0; w)T.
The linearization of system (2.1) around an equilibrium state m(0) with the symmetry condition
m(0)i = m
(0)
(i) leads to a linear system of equations of the form
@xf =

diag(v−11 ; : : : ; v
−1
2N )
−diag(v−11 ; : : : ; v−12N )

:
 
~A ~B
~B ~A
!
f= :

A B
−B −A

f: (2.5)
A discretized model of the Boltzmann equation is from a physical point of view reasonable only if it
reects the most important algebraic properties of the original equation. This concerns, in particular,
the correct treatment of the conserved quantities. Therefore we require
Assumption 2.2. The kernel ker ~M of
~M :=
 
~A ~B
~B ~A
!
(2.6)
is spanned by the four linearly independent vectors
e0 =
0
BB@
m(0)1
...
m(0)4N
1
CCA ; e1 =
0
BB@
v1  m(0)1
...
v4N  m(0)4N
1
CCA ; e2 =
0
BB@
w1  m(0)1
...
w4N  m(0)4N
1
CCA ;
e3 =
0
BB@
(v21 + w
2
1)  m(0)1
...
(v24N + w
2
4N )  m(0)4N
1
CCA : (2.7)
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Let us now analyze the algebraic structure of the kernel of
M :=

A B
−B −A

(2.8)
which is of course identical to that of ~M . We nd easily
Lemma 2.3. The mapping
(x; y)T ! h(x; y):=12(x + y; x − y)T (2.9)
is an isomorphism from
ker

A B
B A

= ker

A B
−B −A

(2.10)
to ker(A+ B)⊗ ker(A− B).
Proof. Suppose that (x; y)T = 1=2(z1; z1)T + 1=2(z2;−z2)T is mapped to 0 under M . Then
(A+ B)z1
−(A+ B)z1

+

(A− B)z2
(A− B)z2

= 0: (2.11)
The rst term is odd while the second one is even. Therefore, both have to be zero. It follows that
z1 = x + y2 ker(A+ B) and z2 = x − y2 ker(A− B).
On the other hand, if there are vectors z1; z2 2R2N satisfying z1 2 ker(A+ B) and z2 2 ker(A− B),
then 
A B
−B −A

z1 + z2
z1 − z2

=

(A+ B)z1
−(A+ B)z1

+

(A− B)z2
(A− B)z2

= 0: (2.12)
Thus (z1 + z2; z1 − z2)T = h−1(z1; z2)T 2 kerM .
Remark 2.4. Notice that M maps even elements (x; x)T onto odd elements (z;−z)T and vice versa.
Since ei; i = 0; : : : ; 3, are of the form e0 = (e
(1)
0 ; e
(1)
0 )
T; e1 = (e
(1)
1 ;−e(1)1 )T; e2 = (e(1)2 ; e(1)2 )T and
e3 = (e
(1)
3 ; e
(1)
3 )
T we conclude
Corollary 2.5. ker(A+ B) = span(e(1)0 ; e
(1)
2 ; e
(1)
3 ) and ker(A− B) = span(e(1)1 ).
We need one more set of assumptions.
Assumption 2.6. (a) The vectors e(1)i ; i = 0; : : : ; 3, are linearly independent.
(b) ker(A+ B) 6R(A− B).
(c) ker(A− B) 6R(A+ B).
These are technical restrictions which are readily checked for discretizations of the collision kernel.
They guarantee that the nullspace of M does not degenerate and hence that the asymptotics for x !
1 can be adjusted in a way which is to be expected from the continuous velocity case. We conclude
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Theorem 2.7. The restriction of M to the algebraic null-space has the Jordan normal form
0
BB@
0
0
J1
J1
1
CCAwith J1 =

0 1
0 0

: (2.13)
Proof. From Assumptions 2.2 and 2.6(a) it follows that kerM is a four-dimensional sub-space
spanned by the vectors (e(1)0 ; e
(1)
0 ); (e
(1)
1 ;−e(1)1 ); (e(1)2 ; e(1)2 ) and (e(1)3 ; e(1)3 ). Corollary 2.5 shows that
R(A−B) is a 2N −1-dimensional subspace of R2N , and that the dimension of ker(A+B) is 3. From
Assumption 2.6(b) it follows that dim(R(A−B)\ ker(A+B))=2. Thus there are two linearly inde-
pendent vectors ai; i=1; 2 such that (A−B)ai 2 ker(A+B). As a consequence, M (ai;−ai)T 2 kerM .
Thus, the nullspace contains at least two Jordan blocks of dimension bigger than 1.
Similar arguments should hold for elements a2R(A + B) \ ker(A − B). However, from As-
sumption 2.6(c) we conclude that this set contains only the zero element. Thus there are exactly
two Jordan blocks of dimension bigger than one, and because of Remark 2.4, their dimension is
two.
2.2. Linearized kinetic boundary layers
In the following we assume that R4N can be decomposed into
R4N = E(M)⊗ N (M); (2.14)
where N (M) is the six-dimensional algebraic nullspace of M characterized in Theorem 2.7, and
E(M) is spanned by the eigenvectors of M with nonzero eigenvalues. Because of the special form
(2.8) we observe that if (x; y)T is an eigenvector with eigenvalue , then (y; x)T is an eigenvector
with eigenvalue −. Thus the above assumption is equivalent to
Assumption 2.8. The matrix M is similar to the matrix in Jordan normal form,
J =
0
BBBBBBB@

−
0
0
J1
J1
1
CCCCCCCA
; (2.15)
with = diag(1; : : : ; 2N−3); i > 0. We denote by T the corresponding transformation matrix, i.e.,
M = TJT−1: (2.16)
Solutions of the initial value problem
@xf =Mf; f(x = 0) = f0 (2.17)
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then take the form
f(x) = T exp(xJ )T−1f0 (2.18)
or equivalently
T−1f(x) =
0
BBBBBBB@
exp(x)
exp(−x)
1
1
exp(xJ1)
exp(xJ1)
1
CCCCCCCA
T−1f0; (2.19)
where
exp(xJ1) =

1 x
0 1

: (2.20)
Obviously, the rst 2N − 3 components of exp(xJ ) describe exponentially increasing components,
and the next 2N − 3 ones exponentially decreasing ones. This gives rise to a denition of a kinetic
(linearized) boundary layer, which converges into a constant-gradient eld.
Denition 2.9. We call the solution f(x)= T exp(xJ )T−1f0 a linearized kinetic boundary layer, if
T−1f0 is orthogonal to the rst 2N − 3 canonical basis vectors bi, i.e.,
(T−1f0)i = 0 for i = 1; : : : ; 2N − 3: (2.21)
This is equivalent to the statement, that the exponentially increasing part of f(x) is identically zero.
For the construction of a linearized kinetic boundary layer we have to solve system (2.5).
For physical reasons we have to prescribe inow boundary conditions at x = 0. Denote f0 =
(P+f0; P−f0)= : (f+; f−), where P+ resp. P− describe the projections onto the ingoing resp. out-
going components of the ow. f+ describes the components at x = 0 pointing into R+ and f−
pointing outward. A physically reasonable boundary condition is given by
f+ = Rf− + +; i:e: (P+ − RP−)f0 = + (2.22)
with a given matrix R and a vector +. Eq. (2.22) prescribe 2N conditions for the system f(x).
More generally, we may describe 2N conditions of the form
Pf0 = : (2.23)
2N − 3 more conditions follow from the requirement of vanishing exponentially increasing com-
ponents. To expect a well-posed problem, we have to add three further conditions. In particular,
we have the freedom of prescribing the gradients of the linearly increasing components of T−1f
for x ! 1 which adds two more conditions. We immediately end up with the following result
concerning the well-posedness of the construction of boundary layers.
Theorem 2.10. Let 4N−2 and 4N be given real numbers as well as one further quantity 4N−j; j2
f1; 3; 4; 5g. (The latter number may be interpreted as a normalizing condition.) Suppose further
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that R is chosen such that there exists a unique solution f0 = (f0;1; : : : ; f0;4N ) of the 4N
equations
Pf0 = ; (2.24)
(T−1f0)i = 0; i = 1; : : : ; 2N − 3; (2.25)
(T−1f0)4N−2 = 4N−2; (T−1f0)4N = 4N ; (T−1f0)4N−j = 4N−j: (2.26)
Then there exists a unique linearized kinetic boundary layer f(x) satisfying
(T−1f0)i = 0; i = 1; : : : ; 2N − 3; (2.27)
lim
x!1
d
dx
(T−1f(x))4N−3 = 4N−2; lim
x!1
d
dx
(T−1f(x))4N−1 = 4N : (2.28)
The special case R= id representing specular reection is considered in more detail in Section 4 for
zero gradients at x !1.
2.3. The structure of the kinetic boundary layer
The results of the previous subsection reveal the following structure of the kinetic boundary layer.
It consists of three components
f(x) = x  F + G + H (x): (2.29)
Here, x  F describes the so-called hydrodynamic part, which is linear in x. The x-independent part
G is called the uctuation part, since it is (for an appropriate scalar product) orthogonal to the
macroscopic conserved quantities ei (und thus is \non-observable"; however, it has an \observable"
inuence through the boundary conditions at x=0). Finally, H (x) is the boundary layer part (solution
of the Milne problem) which converges exponentially fast in x to a constant state. This is completely
in agreement with the results for the nondiscretized linearized Boltzmann equation described in [5]
(see also [1]). Precisely, the components are dened as follows. The part linear in x is obviously
given by
F = T diag(0; 0; 0; 0; J1; J1)T−1f0: (2.30)
The uctuation part consists of those components which are mapped into the nullspace of M , i.e.,
G = T diag(0 : : : 0; 0; 1; 0; 1)T−1f0: (2.31)
Notice that zero gradients at 1 (i.e., F = 0) imply vanishing uctuations (G = 0). The boundary
layer part contains the remaining constants and the exponentially decreasing part and is given by
H (x) = T diag(0; exp(−x); 1; 1; 1; 0; 1; 0)T−1f0: (2.32)
The asymptotic state for x !1 of the linearized kinetic boundary layer is given by
f(x)  x  F + T diag(0 : : : 0; 1; 1; 1; 1; 1; 1)T−1f0: (2.33)
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A practically relevant aspect is that of coupling the kinetic boundary layer to a macroscopic far
eld in a numerically ecient way. A desirable aim is to take into account kinetic boundary ef-
fects onto the far eld without performing the coupling procedure in a numerical scheme. This
amounts to calculating jump conditions for appropriate macroscopic quantities. Suppose given are
functions
i(x) = hai; f(x)i; i = 1; 2 (2.34)
for given vectors ai 2R4N . Suppose further that we have information about the gradients of i ad-
jacent to the boundary layer (e.g. from a numerical scheme). The asymptotic behaviour of i is of
the form
i(x)  i + ri  x: (2.35)
Given ri, there is no need to handle the full kinetic layer if there is a cheaper way to determine the
jump conditions, i.e., the numbers
i = aTi T diag(0 : : : 0; 1; 1; 1; 1; 1; 1)T
−1f0: (2.36)
An ambiguous aim for the future is to nd a fast way to calculate jump conditions (maybe
even for nonlinear boundary layers) for a given discretized model for the Boltzmann collision
operator.
3. Dierential algebraic systems: a model
The aim of this section is twofold. First, we want to illustrate the results of the previous section
with an example. Second, we indicate how to apply these also to discrete velocity models, for which
some of the velocities have vanishing components into the x-direction. In this case, system (2.1)
turns into a dierential algebraic system. For simplicity, we restrict to a lower-dimensional system
| in contrast to Section 2, where the dimension is at least 8.
3.1. The discrete velocity model
We investigate a ve-velocity model with Ci:=(sin(2i=5); cos(2i=5))T; i=0; : : : ; 4 as admissible
velocities. The stationary kinetic equations represent a collision model which is invariant under
rotation under angles which are multiples of 2=5. The equation for C0 reads
C03xf0 = f1f4 + (f1f3 + f2f4)− + 22 (f0f2 + f0f3): (3.1)
The equations for fi; i = 1; : : : ; 4 are obtained from this by rotational symmetry of the collision
operator, i.e., if we interpret all lower indices j as jmod 5, then the system of equations is given by
Ci3xfi = fi+1fi+4 + (fi+1fi+3 + fi+2fi+4)− + 22 (fifi+2 + fifi+3): (3.2)
This model is closely related to the so-called coplanar discrete velocities which include the well-known
Broadwell model as a special case.
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For spatially one-dimensional problems with solutions depending only on the rst variable x of
the space vector x=(x; y; z)T this system represents a dierential algebraic system with the algebraic
part given by the equation for i = 0:
f1f4 + (f1f3 + f2f4)− + 22 (f0f2 + f0f3) = 0;
vi@xfi = fi+1fi+4 + (fi+1fi+3 + fi+2fi+4)− + 22 (fifi+2 + fifi+3); i = 1; : : : ; 4: (3.3)
where vi represents the x-component of the velocity vector Ci. (Stability of equilibrium solutions
(without algebraic part) of the abovementioned coplanar models has been analyzed in [4].)
3.2. Linearization around equilibrium
Linearization around the equilibrium solution
m(0) = (m(0)0 ; m
(0)
1 ; m
(0)
2 ; m
(0)
3 ; m
(0)
4 )
T = (1; 1; 1; 1; 1)T (3.4)
of system (3.3) is obtained with the ansatz f :=m(0) + g, neglecting the terms quadratic in g:
A@xg= B1g+ B2g; (3.5)
where
A:=diag(0; v1; v2;−v2;−v1) (3.6)
and
B1 =
0
BBBB@
−1 1 −0:5 −0:5 1
1 −1 1 −0:5 −0:5
−0:5 1 −1 1 −0:5
−0:5 −0:5 1 −1 1
1 −0:5 −0:5 1 −1
1
CCCCA ; (3.7)
B2 =
0
BBBB@
−2 1 0 0 1
1 −2 1 0 0
0 1 −2 1 0
0 0 1 −2 1
1 0 0 1 −2
1
CCCCA : (3.8)
(For convenience, we have ordered the velocities in a way slightly dierent from that of Section 2.
Of course, this does not change the inherent algebraic structure.)
We denote B:=B1 + B2 and collect some results from [9, Section 2.1]. Since A is singular, Eq.
(3.5) represent a dierential{algebraic system. Dene the projections to the algebraic part
Q:=diag(1; 0; 0; 0; 0) (3.9)
234 H. Babovsky / Journal of Computational and Applied Mathematics 110 (1999) 225{239
and to the dierential part
P:=I − Q = diag(0; 1; 1; 1; 1): (3.10)
For + 2 6= 0, the matrix
A+ BQ =
0
BBBB@
−− 2 0 0 0 0
+  v 0 0 0
−=2 0 w 0 0
−=2 0 0 −w 0
+  0 0 0 −v
1
CCCCA (3.11)
is regular. Thus the dierential{algebraic system has index 1, and the algebraic and the dieren-
tial part may be decoupled and the latter one may be solved independently from the algebraic
equation.
The system of dierential equations for h:=(g1; g2; g3; g4)T reads
h0 = Ch; (3.12)
where0
BBBB@
0 0 0 0 0
0
0
0 C
0
1
CCCCA=−P(A+ BQ)−1BP: (3.13)
We nd { with + 2 = 1 { that
C=
0
BBBBBBBBBBB@
( − 2)
v
−2
2 −  − 1
2v
−2
2 − 5 + 2
2v
22 − 2 + 1
2v
−2
2 −  − 1
2w
42 − 4 − 3
4w
42 − 8 + 5
4w
−2
2 − 5 + 2
2w
22 − 5 + 2
2w
−4
2 − 8 + 5
4w
−4
2 − 4 − 3
4w
22 −  − 1
2w
−2
2 − 2 + 1
2v
22 − 5 + 2
2v
22 −  − 1
2v
(2− )
v
1
CCCCCCCCCCCA
: (3.14)
(Here, for simplicity we denote v1 and v2 by v and w.) The characteristic polynomial is of the
form
(z) = z2(z2 − 2) (3.15)
with a positive number . One easily nds that b3:=(1; 1; 1; 1)T is an eigenvector of C with eigen-
value 0. (This is also an immediate consequence of mass conservation of the linearized equation.)
Furthermore, one may realize that vectors
b4 
0
BB@
(4 − 8)v+ (4 − 6)w
(6 − 7)v+ (2 − 4)w
(2 + 1)v+ (−6 + 2)w
0
1
CCA (3.16)
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are mapped onto the subspace spanfb3g, and  are further eigenvalues. Denote as b1 and b2 the
corresponding eigenvectors. This exhibits the Jordan normal form J of C, proving that C is of the
form
C= T
0
BB@
 0 0 0
0 − 0 0
0 0 0 1
0 0 0 0
1
CCAT−1 (3.17)
under the transformation
T = [b1; b2; b3; b4]: (3.18)
It follows that
exp(xC) = T
0
BB@
exp (x) 0 0 0
0 exp (−x) 0 0
0 0 1 x
0 0 0 1
1
CCAT−1: (3.19)
3.3. Linearized boundary layers
In the following example we choose  = 0:25. Then C is approximately given as
C =
0
BB@
0:46001472 −0:59144750 0:46001472 −0:32858194
−0:95698216 1:59497020 −1:38230750 0:74431948
0:74431948 1:38230750 −1:59497020 0:95698216
0:32858194 −0:46001472 0:59144750 −0:46001472
1
CCA : (3.20)
The positive eigenvalue is = 1:0881254. The eigenvectors are
[b1; b2; b3; b4] =
0
BB@
−0:432166 −0:169311 1 13:0833
1 0:57469 1 10:307
0:57469 1 1 1:5238
−0:169311 −0:432166 1 −1:2
1
CCA : (3.21)
Inserting into the formula for the Jordan normal form
J =
0
BB@

−
0 1
0
1
CCA (3.22)
yields the following structure of the boundary layer. Denote h0:=h(0).
The exponentially increasing part is
E+h(x) = exp(x)he+; h0i[0:3252;−0:7529;−0:4325; 0:1274]T (3.23)
with e+ = [1;−1:4371; 0:8267;−0:3897]T. To suppress this we require
he+; h0i= 0: (3.24)
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The exponentially decreasing part is
E−h(x) = exp(−x)he−; h0i[− 0:0499; 0:1692; 0:2946;−0:1273]T (3.25)
with e− = [1;−2:1103; 3:6693;−2:5601]T. This vanishes for x ! 1; however, it provides a global
eect through the boundary conditions at x = 0.
The gradient for x !1 is proportional to b3 and given by
Gh= xhg; h0i[1; 1; 1; 1] (3.26)
with g= [0:0507; 0:0314; 0:0314; 0:0507]:
Finally, the constant part is C0h0 with
C0 =
0
BB@
0:724 0:362 −0:086 0:000
0:584 0:276 0:000 0:140
0:140 0:000 0:276 0:584
0:000 −0:086 0:362 0:724
1
CCA : (3.27)
As an illustration, we consider the following situation.
Example 3.11. Denote
(x):=
4X
i=1
hi(x): (3.28)
We x the gradient of  for large x as
lim
x!1
d
dx
(x) = 1: (3.29)
As inow conditions at x = 0 we choose
h0;1:=1 + ; h0;2:=1−  (3.30)
with a free parameter . We want to nd out the jump condition for  at x=0; i.e., the value ,
for which (x) for large x takes the asymptotic form
(x)  + x: (3.31)
The unknowns h0;3 and h0;4 are given from condition (3.24) and (through (3.26)) from
4hg; h0i= 1: (3.32)
We nd
h0;3 =−0:1816− 2:4207 and h0;4 =−1:5069 + 1:1185: (3.33)
Calculating C0h0 yields as the jump condition
=−0:282 + 1:179: (3.34)
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4. Boundary layers converging to equilibrium
Mathematically rigorous results concerning nonlinear kinetic boundary layers are rare in literature.
Concerning the continuous-velocity Boltzmann equation, there is one paper [7] proving existence
and uniqueness of a boundary layer adjacent to an equilibrium in the far eld in the case of specular
reection and an inow source term at x = 0. We shortly sketch that the arguments also apply in
our case. The coupling to a nonzero gradient far eld (and with this nonzero jump conditions) is
not covered by this example and will be treated in a subsequent paper.
Consider as boundary condition at x = 0 specular reection with an additional inow term +:
P+f0 = P−f0 + +: (4.1)
Obviously a vector  solves the homogeneous boundary condition (+ = 0) if and only if  is
even. The aim of this section is the construction of a nonlinear boundary layer adjacent to a given
even equilibrium solution m(0) to system (2.1). Let M be the operator as in Section 2.1 obtained by
linearization around m(0).
Dene a basis fb1; : : : ; b4Ng of R4N by
bi:=

xi
yi

; b2N+i:=

yi
xi

; i = 1; : : : ; 2N − 3; (4.2)
where bi; i=1; : : : ; 2N − 3 are eigenvectors to the strictly positive eigenvalues i of M; b2N+i eigen-
vectors to −i:
b2N−2 = e0; b2N−1 = e2; b2N = e3; b4N = e1 (4.3)
with ei the eigenvectors with eigenvalue 0 and b4N−1 and b4N−2 the odd elements mapped onto
span(ei; i = 0; 2; 3) (see Section 2.1). Then
f ~bi; i = 1; : : : ; 2Ng:=fb1 + b2N+1; : : : ; b2N−3 + b4N−3; b2N−2; b2N−1; b2Ng (4.4)
is a basis of the even part of R4N , and thus of the vectors satisfying the homogeneous boundary
conditions P+f = P−f, and
f ~b2N+i ; i = 1; : : : ; 2Ng:=fb1 − b2N+1; : : : ; b2N−3 − b4N−3; b4N−2; b4N−1; b4Ng (4.5)
is a basis of the odd part of R4N .
Let the inhomogeneity + be such that (+; 0)T is orthogonal to the zero eigenspace of M in the
sense that
+
0

=
1
2

+
+

+
1
2

+
−+

=
1
2
2N−3X
i=1
(i ~bi + 2N+i ~b2N+i): (4.6)
One can easily prove
Lemma 4.1. There is a unique solution f(0) of the system
@xf =Mf (4.7)
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under the boundary conditions (4:1) tending exponentially fast to 0 for x !1; it is given by the
boundary values
f(0)0 =

+
0

− 1
2
2N−3X
i=1
(i + 2N+i) ~bi =−
4N−3X
i=2N+1
ibi: (4.8)
Denote by k  k any norm on R4N and jjfk;1:=supx 2 [0;1) exp(x)kf(x)k, with > 0 smaller than
the smallest strictly positive eigenvalue min of M . Then with an appropriate constant > 0,
kf(0)k;16k(+; 0)Tk: (4.9)
Next, we introduce a source term q and consider solutions of
@xg= q+Mg (4.10)
under the homogeneous boundary condition P+g0 = P−g0. We assume q(x) being of the form
q=
2N−3X
i=1
qibi +
4N−3X
i=2N+1
qibi: (4.11)
Introducing the ansatz
g0 =
1
2
2N−3X
i=1
i ~bi (4.12)
for the boundary value at x = 0, the solution g takes the form
g(x) =
2N−3X
i=1
exp(; x)

1
2
i +
Z s
0
exp(−is)q(s) ds

 bi + r(x); (4.13)
where for q bounded, r is an exponentially decreasing part. Straightforward calculations yield
Lemma 4.2. If kqk;1<1; then there exists a unique solution g=: S[q] decaying exponentially
fast. It is given by
i =−2
Z 1
0
exp(−is)q(s) ds: (4.14)
With an appropriate constant ; S[q] is bounded by
kS[q]k;16kqk;1: (4.15)
Let us now turn to the construction of a nonlinear kinetic boundary layer m(0) + F(x) converging
to m(0) as x ! 1. It is given by system (2.1) and supposed to satisfy the boundary condition
P+(m(0) + F) = P−(m(0) + F) + +. F has to be a solution of the system
@xF =
1

J[F + m(0)] = J[F] +MF (4.16)
with the boundary condition P+F = P−F + +, where
(J[f])i =
1
vi
X
j; k; l
Ak; li; j (fkfl − fifj) (4.17)
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is the quadratic collision operator with coecients Ak;li; j as in Section 2, and M is its linearization.
Writing F in the form F = f(0) + G with f(0) as in Lemma 4.1, G turns out to be xed point
of S[J[G + f(0)]]. The main result in analogy to the continuous case in [7] now follows by the
straightforward application of Banach’s xed point theorem.
Theorem 4.3. Suppose J maps the eigenspace E(M) (Compare Section 2:1) into itself. Then for
> 0 small enough; there exists a unique nonlinear kinetic boundary layer decaying exponentially
to m(0).
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