Using the well-known product-limit form of the Kaplan-Meier estimator from statistics, we propose a new class of nonparametric adaptive data-driven policies for stochastic inventory control problems. We focus on the distribution-free newsvendor model with censored demands. The assumption is that the demand distribution is not known and there are only sales data available. We study the theoretical performance of the new policies and show that for discrete demand distributions they converge almost surely to the set of optimal solutions. Computational experiments suggest that the new policies converge for general demand distributions, not necessarily discrete, and demonstrate that they are significantly more robust than previously known policies. As a by-product of the theoretical analysis, we obtain new results on the asymptotic consistency of the Kaplan-Meier estimator for discrete random variables that extend existing work in statistics. To the best of our knowledge, this is the first application of the Kaplan-Meier estimator within an adaptive optimization algorithm, in particular, the first application to stochastic inventory control models. We believe that this work will lead to additional applications in other domains.
Introduction
In this paper, we develop a new adaptive data-driven algorithmic approach for stochastic inventory control models. In contrast to traditional stochastic inventory control models, we do not assume that the demand distributions are known explicitly as part of the input. Instead, we take a nonparametric data-driven approach with minimal assumptions on the true underlying demand distributions, requiring only distributions with finite mean. In particular, stocking decisions are made with no access to the true underlying demand distributions. Moreover, unlike some other datadriven approaches that are based on historical demand, we assume only to have access to past sales data, which can be thought of as censored demand. The new data-driven algorithmic approaches are based on one of the most wellstudied tools in statistics, the Kaplan-Meier (KM) estimator for censored data and its product-limit form (Kaplan and Meier 1958) . The KM estimator is used to create new adaptive data-driven stochastic inventory control policies that are conceptually very simple and computationally easy to implement. We study the theoretical properties of these policies and show that in some sense they are optimal, at least asymptotically. As a byproduct of the theoretical analysis, we obtain several new theoretical results on the asymptotic consistency of the Kaplan-Meier estimator for discrete random variables. To the best of our knowledge, these results extend previously known work in the statistics literature. Computational experiments demonstrate that the newly proposed policies are significantly more robust and outperform previously known policies.
The focus of this paper is on the distribution-free newsvendor model with censored demand information. The newsvendor model is one of the core, and most wellstudied, models in inventory theory. It is well known (Zipkin 2000) that if one knows the distribution of the demand, it is optimal to order the newsvendor quantile that is defined by the ratio between the marginal costs of overordering and underordering, respectively. However, there has been relatively little work to study this model within a nonparametric data-driven framework.
In the distribution-free newsvendor model with censored demand, repeated newsvendor stocking decisions are made over an infinite horizon. At the beginning of each period, we decide how many units of supply to stock, and only then does the stochastic demand occur and the respective linear overage and lost-sales penalty costs are incurred. The demands in different periods are identically distributed and independent of each other. However, their distribution is not known. In each period, we can only observe the resulting sales that, in the event of stocking out (i.e., running out of inventory), provide only partial (censored) information on the actual demand in that period. The decision in each period can depend only on the past orders and sales history that consists of observations (samples) from the previous periods, some of which are possibly censored. The stocking decision in each period affects both the cost incurred and, potentially, the quality of the observation in the current period. This gives rise to a complex model in which one needs to balance between optimization and learning (or exploitation and exploration).
The Kaplan-Meier (KM) estimator and the product-limit form were proposed five decades ago (Kaplan and Meier 1958) as a generalization for several other estimators such as life-table estimators (Breslow and Crowley 1974) . Since then they have been widely used in various applications, primarily in survival analysis and medical trials. Specifically, the Kaplan-Meier estimator is used to construct an empirical cumulative distribution function (CDF) based on censored observations, generalizing the empirical CDF for uncensored data. Several aspects of the asymptotic as well as the finite sample behavior of this estimator have been extensively studied in the statistics literature. Unlike lifetable estimators that are not necessarily consistent (Breslow and Crowley 1974) , the Kaplan-Meier estimator can be shown to be asymptotically weakly and strongly consistent under certain conditions. There are also several results that analyze the rate of convergence. Other weak convergence results have been obtained. (The literature on the KM estimator is huge; we refer the reader to the following sample of papers and the additional references cited there: Stute and Wang 1993 , Csögő and Horváth 1983 , Chen and Lo 1997 , Földes and Rejő 1981 , Susarla and van Ryzin 1980 , Fleming and Harrington 1991 However, to the best of our knowledge, the underlying assumption in most of the existing literature is that the (possibly censored) observations are identically distributed and (in most cases) independent of each other. Moreover, these assumptions seem to be essential for these results. Although the latter assumptions seem to naturally hold in certain applications such as medical trials, they do not hold in our model, and as shall be seen later, this calls for new analysis.
Using the KM estimator and the product-limit form, we propose a new class of adaptive data-driven policies. To the best of our knowledge, this paper is the first to apply this estimator to inventory control problems. (In fact, with  the exception of van Ryzin and McGill 2000 and Talluri  and van Ryzin 2004 , we are not aware of any prior reference in the operations management or operations research literature.) More generally, our approach can be applied in optimizations models, in which the optimal solution is obtained through quantile estimation. We believe that our approach will have applications in many other domains, specifically, in models in which the observations on the system are censored.
The policies that we propose are myopic. In each period, we use the KM estimator to construct an empirical CDF based on the past observations. We then order the newsvendor quantile of this empirical distribution. This procedure is repeated in every period with respect to the updated empirical distribution. We call these KM-myopic policies. To the best of our knowledge, this is the first application of the KM estimator within an adaptive optimization setting. Because the stocking decision in a given period depends on the entire history of earlier observations, it is clear that the observations in different periods are highly correlated and not identically distributed. This makes the theoretical analysis significantly more challenging, and requires new approaches. Nevertheless, under the assumption that the demands are discrete, we obtain the following results: (i) we show that the resulting KM estimators converge almost surely to the true respective values of the true CDF over a specified range that includes the true newsvendor quantile; (ii) the order-up-to levels of the KM-myopic policies converge almost surely to the optimal newsvendor quantile, and more generally to the set of optimal solutions; (iii) the expected long-run average cost of the KM-myopic policies is equal to the expected cost incurred if one had known the demand distribution and had ordered the optimal newsvendor quantile; (iv) we obtain approximate confidence intervals.
Computational experiments suggest that the KM-myopic policies converge also in cases where the demand distributions are not necessarily discrete. Moreover, the experiments demonstrate that the KM-myopic policies are significantly more robust than previously known policies (Burnetas and Smith 2000 , Godfrey and Powell 2001 , Powell et al. 2004 , Huh and Rusmevichientong 2009 in that they converge significantly faster, especially when the demand distribution is highly variable and/or the initial guess of the optimal (newsvendor) quantile is far from the true one. All of the previously known policies are based on stochastic estimation of gradients. In these policies, the decision in each period gives high weight to the newest (latest) observation while capturing the previous observations only through a certain "statistic;" intuitively, this exposes them to higher variability. In contrast, the KM-myopic policies make decisions based on the entire set of observations, which is more robust against highly variable demands.
Finally, as a by-product of the new techniques that are developed, we show the strong asymptotic consistency of the Kaplan-Meier estimator. The analysis holds only for discrete random variables, albeit it allows for correlated and nonstationary censored samples distributions. As we have already mentioned, the existing literature on the KaplanMeier estimator has focused on the case where the censored 931 sample distributions are independent and identically distributed. In addition, in contrast to our work, most of the existing results apply to continuous distributions for which our analysis does not hold. It is not clear whether the latter assumption (of continuous distributions) can be easily removed.
Next we briefly discuss several other approaches to the distribution-free newsvendor model. (For a more extensive literature review, we refer the reader to Levi et al. 2007 and Huh and Rusmevichientong 2009 .) The most popular parametric approach is the Bayesian framework. Under this approach, one assumes to know a parametric family of distributions to which the true distribution belongs, but is uncertain about the specific values of the parameters. The belief regarding the uncertainty of the parameter values is updated through prior and posterior distributions based on observations that are collected over time. However, in many applications it is hard to parsimoniously update the prior distributions (Nahmias 1994) . This approach has been applied to the newsvendor model and several other inventory models (see, for example, Berman and Larson 2001; Azoury 1985; Iglehart 1964; Karlin 1960; Murray and Silver 1966; Scarf 1960 Scarf , 1959 Chen and Plambeck 2008) . In particular, the Bayesian approach has been applied to the newsvendor model and its multiperiod extension with censored demands (see, for example, Conrad 1976; Ding et al. 2002; Lariviere and Porteus 1999; Lu et al. 2008 ). Most of the latter results focus on obtaining partial characterization of the structure of the optimal policies, which are in general very complex. In recent work, Liyanage and Shanthikumar (2005) have introduced a new parametric approach that is called operational statistics. In this approach, the optimization and estimation are done simultaneously. They have applied this approach to the newsvendor model.
There have been several recent papers that developed nonparametric data-driven approaches to the newsvendor model with censored and uncensored demands, as well as to other stochastic inventory control models. Levi et al. (2007) have analyzed the sample average approximation (SAA) approach for the newsvendor model with uncensored demand, and established uniform bounds on the number of samples required to guarantee that with high probability the resulting solution to the SAA is near-optimal with respect to the true demand distribution. They have also proposed a sampling-based dynamic programming approach to the multiperiod extension, and obtained similar bounds. There have been several nonparametric approaches to develop adaptive policies for the newsvendor model with censored demands. Burnetas and Smith (2000) have developed an adaptive algorithm based on stochastic approximations for ordering and pricing. Godfrey and Powell (2001) have proposed the Concave, Adaptive Value Estimation (CAVE) algorithm. This algorithm successively approximates the cost function with a sequence of piecewise-linear functions. A variant of this algorithm has been studied in Powell et al. (2004) and under certain conditions (e.g., discrete demands) was shown to be asymptotically optimal. Huh and Rusmevichientong (2009) have been the first to propose a variant of stochastic gradient descent, called AIM, for which they also analyzed the rate of convergence.
The robust or the min-max optimization approach is yet another way to address the uncertainty regarding the exact demand distributions in supply chain models including the maximization variant of the newsvendor problem with uncensored demands; see, for example, Scarf (1958) , Gallego and Moon (1993) , Gallego et al. (2001) , Bertsimas and Thiele (2006) , Perakis and Roels (2008) , Ahmed et al. (2007) and Bienstock and Özbay (2006) .
The rest of the paper is organized as follows. In §2, we describe the mathematical model studied in this paper. In §3, we provide necessary background on the KM estimator. The KM-myopic policies are presented in §4. In §5, we establish the theoretical analysis of the KM-myopic policies in the case of discrete demands. At the end of this section, we obtain a theorem on the consistency of the KM estimator with discrete but correlated observations. Finally, in §6, we present the computational experiments.
Model
The results discussed in this paper apply to general settings in which the goal is quantile estimation. However, to motivate the subsequent discussion, we first describe a more concrete model. (The more general model is discussed later.) Consider a repeated newsvendor model. At the beginning of each period t = 1 2 , a stocking decision Y t is made on how many units to order. After the order is placed, Y t units of supply arrive instantaneously, and only then does the random demand D t occur. The demand is satisfied to the maximum extent possible. At the end of the period, costs are incurred; each unit of unused supply incurs a per-unit overage cost h > 0 and each unit of unmet demand is lost, incurring a per-unit lost-sales penalty b > 0. The total cost in each period t is then
(Without loss of generality, we assume that the per-unit ordering cost is 0.) For simplicity, we assume that excess inventory at the end of each period is scrapped at no cost. The demands D t t = 1 2 are assumed to be independent and identically distributed (IID) nonnegative random variables, distributed like a random variable D. Let F be the cumulative distribution func-
be the r-quantile of D. It is well known (Zipkin 2000) that to minimize the expected cost, one should order the r * = b/ b + h -quantile of D in each period. We denote this quantity by * = r * and call it the newsvendor quantile.
Operations Research 59(4), pp. 929-941, © 2011 INFORMS Moreover, if one knows the distribution of D, it is rather straightforward to compute the newsvendor quantile. However, we consider the distribution-free newsvendor problem with censored demands. Specifically, the assumption is that the demand distribution is not known, and there is only information on past sales. That is, in each period t, one only observes the sales in the period that are equal to Z t = min D t Y t , and whether or not demand exceeded the available inventory. The latter is captured by the binary censoring indicator t = I D t Y t that is equal to 1 exactly when D t Y t . (Recall that Y t is the number of units at stock at the beginning of period t.) In particular, we say that the observation Z t is censored, in each period we stock out, i.e., D t > Y t and t = 0. In these periods the information is only that D t > Y t , but the exact demand level is unknown.
A feasible policy = Y 1 Y 2 corresponds to a sequence of ordering quantities, where the ordering level Y t in period t depends only on the past sales and ordering data that are captured by the sequence of past obser-
The expected long-run average cost of policy is defined as lim sup T → E C T /T ), where C T denotes the cost incurred by policy over the interval 1 T , and the expectation is taken with respect to the random demands
is not fully observable because we cannot really evaluate the term b D t − Y t + . Nevertheless, we shall show that one does not need to know the cost C t Y t in order to make optimal decisions. However, the stocking decision in each period depends on the entire history up to that period and affects not only the cost incurred in the period, but also the quality of the observation in the period. This makes the model significantly more complex because one needs to balance between optimization and learning. This is sometimes called the trade-off between exploitation and exploration.
Finally, note that the indicator t = I D t Y t may not be observable in certain applications, specifically, it is not always possible to distinguish between the events D t = Y t and D t > Y t , i.e., we observe only the indicator I D t < Y t instead. (In an online retail setting, it may be possible to determine, based on customer clicks, whether demand exceeds the stocking quantity or not, but it may be more difficult to do so in a brick-and-mortar store where it is more difficult to register a customer's intention to buy a stocked-out item.) However, this is clearly not an issue if D t is a continuous random variable or even if D t is discrete, but there is very little mass on each given point of the support. The latter is typical to many practical applications. As it turns out, the assumption that t = I D t Y t seems essential to the analysis. Nevertheless, in online Appendix A, we shall show that a modified algorithm leads to a policy that converges to the newsvendor quantile * + 1. The online appendices are part of the electronic companion at http://or.journal.informs.org. Finally, in section 6.8 we show that empirically, the KM-MYOPIC policy performs very well, even if the assumption that only I D t < Y t is observed.
The Kaplan-Meier (KM) Estimator
The KM estimator was introduced five decades ago in Kaplan and Meier (1958) as a method of constructing an empirical CDF based on censored observations. It was a generalization for several other estimators-in particular, life-table estimators. In life-table estimators the observations are partitioned into predefined intervals, and the Kaplan-Meier estimator is obtained by taking the size of these intervals to 0 in the limit. The resulting limit gives rise to what is called the product-limit formula (see (2) below). Next we describe how the KM estimator is constructed, and discuss its product-limit form.
Let D t t=1 be a sequence of independent and identically distributed random variables according to a distribution D. Let Y t t=1 be a sequence of censoring variables. For each t, let Z t = min D t Y t and t = I D t Y t . Consider T observations Z 1 1 Z T T , some of which are possibly censored (i.e., with t = 0). To construct the KM estimator, we order the T observations from smallest to largest according to their Z t value. Ties are broken by placing uncensored observations with t = 1 before censored observations with t = 0; other ties are broken arbitrarily.
be the ordered observations. Then, for each 1 t < T , we have Z t Z t+1 , and if Z t = Z t+1 , then t t+1 . The KM estimator can be constructed by applying an iterative procedure to the ordered observations. Start by assigning a weight of 1/T to each observation. In each iteration, consider the smallest index censored observation with positive weight (if no such observation exists terminate), take its weight and allocate it equally among all the observations (censored and uncensored) with higher index. If the highest-index observation is censored, its weight is retained. At termination this procedure constructs an empirical CDF and CCDF, denoted by F T and F T , respectively. The following product-limit formula (Kaplan and Meier 1958) can be used to compute the KM estimator for the CCDF F d , for each d Z T :
First, observe that the construction of the KM estimator for the empirical CCDF does not depend at all on how the censored samples were obtained as long as the underlying demands are IID. Specifically, the sequence Y t t=1 can be generated arbitrarily. (Clearly, this affects the quality of the resulting estimator, but not for construction of the empirical CCDF.) Also note that if Z T is uncensored, then F T d = 0, for each d > Z T . However, if Z T is censored, the estimator of the tail of the distribution of D is restricted to estimating P D > Z T . That is, the entire distribution is not identifiable, i.e., it cannot be recovered from the data. This is a common issue in statistical estimation, especially based on censored data. However, as we shall discuss in the next section, our goal is not to recover the entire distribution of the demand, but only a specific quantile. In particular, we shall discuss this technical point in the next section, and show how to address it algorithmically.
We also note that the KM estimator is a generalization of the empirical CDF in the case where all the observations are uncensored.
KM-Myopic Policies
In this section, we describe a new class of adaptive datadriven policies that use the KM estimator in (2) in a myopic manner; we call these policies KM-myopic policies and denote them by superscript KM. In each period T , given the historical sales data (samples) Z 1 1 Z T −1 T −1 , we construct an empirical distribution using the KM estimator in (2). Then the order quantity Y KM T is set to the r * -quantile of the resulting empirical distribution. That is,
Recall the issue discussed in §3 about the case in which the last observation Z T is censored. It is straightforward to verify that the KM-myopic policy can never order more than the largest observation Z T . In particular, if the first demand D 1 or the initial guess of the policy is too low, i.e., lower than the newsvendor quantile * , the KM-myopic can perform very poorly. We propose two algorithmic alternatives to overcome this technical difficulty. First, in some cases there is a known upper bound on the newsvendor quantile * and one can put a fictitious uncensored observation on the upper bound. (Thus, in period T the KM estimator is computed based on T + 1 samples, one of which is fictitious.) If no such upper bound is available, then one can modify the KM-myopic policy as follows: if the resulting ordering level is equal to the highest (censored) observation Z T and the total weight of the censored observations at Z T is strictly larger than 1 − r * , the policy orders 2Z T . (Intuitively, this is somewhat similar to putting a fictitious observation at infinity.) In §6, we discuss several variants of these ideas. Other variants of the KM-myopic policy can be obtained by ordering the empirical (sample) r * + tquantile of D, where t 0 and lim t→ t = 0. The analysis in the subsequent sections applies to all of these variants. We also note that the KM-myopic policies described above are very easy to implement in an online manner.
Analysis of KM-Myopic Policies When
Demand Is Discrete
In this section, unless specified otherwise, we assume that the demand D is discrete, without loss of generality; D is an integer-valued nonnegative random variable. For simplicity of exposition we focus on a specific variant of KM-myopic policies. In each period t, the policy orders the empirical r * -quantile based on the updated KM estimator at the beginning of the period based on (2) above. That is,
However, note that the definition of Y KM T may be ill-defined in the case in which the largest observation is censored and F T Z T > 1 − r * . That is, the total weight of the censored observations at Z T strictly exceeds 1 − r * . In that case, we simply set Y KM t = 2Z T . As we have already mentioned, there are other rules that one can explore that lead to different policies. Note that all of these policies do not use the fact that the demand D is discrete; this fact is used only in the analysis. In particular, the policies can be implemented for continuous demand.
Next we shall show that the resulting order-up-to levels (i.e., ordering quantities) of the KM-myopic policy described above converge almost surely to the set of optimal solutions. (If the optimal solution is unique, they converge to the newsvendor quantile * .) The analysis is valid for several other variants of the KM-myopic policies, and we will revisit this point after the analysis is discussed. In online Appendix A, we discuss the required modifications in the algorithm under the assumption that instead of observing the indicator t = I D t Y t we only observe
In online Appendix B, we also develop approximate confidence intervals for the resulting KM estimators. Finally, at the end of this section, we show how to use these results to obtain an interesting generalization on the asymptotic consistency of the KM estimator beyond what is known in the existing statistics literature. We start with an overview of the analysis.
Overview of the Analysis. The analysis goes through several steps. First, in Lemma 2 we show that the resulting KM estimators F T d converge almost surely to their true respective values F d for each d within a specified convergence interval that includes * . Intuitively, the estimators converge for all values d for which the KM-myopic policy is guaranteed to order above them infinitely often (i.o.), i.e., in infinitely many periods, with probability one. In proving Lemma 2, we use the special structure of the KM estimator in (2), as well as the key Lemma 1 on the almost sure convergence of index-dependent subsequences of IID random variables. (Lemma 1 is of independent interest.) This implies that if * is a unique optimal solution, i.e.,
(except possibly a set of measure zero), there exists T such that for each T T , we have Y KM T = * . The case in which F * = 1 − r * and * is not a unique optimal solution is analyzed in Lemma 3. In this case we show that the order-up-to levels Y KM T converge almost surely to the set of optimal solutions.
Convergence of Index-Dependent Subsequences. The next lemma is central to the subsequent analysis. We establish a strong law of large numbers (SLLN) result for index-dependent subsequences of IID random variables. Consider a sequence D t t=1 of IID random variables distributed according to D, and a function f → such that E f D < . Suppose that one wishes to choose an infinite subsequence of D t t=1 . If one specifies all the indices Operations Research 59(4), pp. 929-941, © 2011 INFORMS chosen for the subsequence a priori, then SLLN trivially holds. However, we allow a more involved choice mechanism of indices. Specifically, one can decide whether to include D t in the subsequence after observing the demands D 1 D t−1 ; we also allow the choice to be randomized. The lemma below shows that SLLN holds for any choice mechanism of this kind. For a measurable function f , if f D has a finite second moment, then Lemma 1 below can be obtained as a special case of known Martingale convergence theorems (for example, see Theorem 4 on page 487 in Shiryayev 1984) . However, the proof below does not require the latter condition and is based on first principles; we believe that it is interesting by itself. It should also be noted that it holds for general distributions, not necessarily discrete.
Lemma 1. Let D t t=1 of IID random variables distributed according to D, and let t = D 1 D t be the -field generated by D 1 D t , for each t 1. Let t t = 1 2 be a sequence of binary indicator variables such that P t=1 t = = 1, and that t is t−1 measurable, i.e., given the realized values of D 1 D t−1 , the value of t is known deterministically. Let f → a measurable function such that E f D < . Then, almost surely
Proof. For simplicity of exposition we prove the lemma assuming that D is a discrete nonnegative integer-valued random variable with P m = P D = m , for each m ∈ + . The extension to generally distributed D is readily seen.
Let t l be the lth time for which t = 1 (i.e., t l t=1 t = l and t l −1 t=1 t < l), and let N T = T t=1 t be the total number of indices t with t = 1 among the first T indices. Then, we can write
We consider two sequences a T T = 1 2 and
where we define
To see this, observe that b L is a subsequence of a T , and that the sequence a T remains constant between two successive elements included in b L ; more precisely, b L = a t L = a t L +1 = · · · = a t L+1 −1 . However, because N T → almost surely as T → , it follows that t L + 1 − t L is almost surely finite for any L. This proves the claim. It follows that to evaluate lim T → a T , it is sufficient to consider the subsequence lim L→ b L .
For each l, define Z l = D t l . To complete the proof, it is sufficient to show that Z 1 Z 2 are IID random variables according to D. Let P m denote the probability P D = m . We first show that for each l the random variable Z l is distributed according to D. For each m ∈ + , we have
where the last equality follows from the fact that the event t l = j is j−1 measurable and thus independent of D j . Finally, observe that j=1 P t l = j = P t l < = 1. This implies that indeed P Z l = m = P m .
Next we would like to show that Z 1 Z 2 are independent of each other. It is sufficient to show that they are k-wise independent. That is, for each k ∈ + and i 1 < i 2 < · · · < i k , the variables Z i 1 Z i k are independent. We shall show the proof for k = 2; the proof for general k follows trivially. For a pair of positive integers, u and v such that u < v and another pair of integers m and n, consider the probability P Z u = m Z v = n = P D t u = m D t v = n . We get
The first and second equalities follow from sequentially conditioning on t u , D t u , and t v , respectively, and the fact that the event t u = m is m−1 measurable and independent of D m . The third equality follows from a similar argument that the event D t u = m t u = j t v = i is i−1 measurable and independent of D i . The last equality follows from the fact that t u and t v are both almost surely finite, and so j=1 P t u = j · i=j+1 P t v = i D t u = m t u = j = 1.
Thus, by the SLLN it follows that the limit of b L as L → does exist (almost surely) and is equal to E f D . This concludes the proof of the lemma.
Next, Lemma 1 is used to show that the KM estimators induced by the KM-myopic policy converge almost surely 935 to the true respective values over an interval that contains the newsvendor quantile * defined in (1). Similar to the r-quantile r , we define the upper r- 
Observe that is well defined because P Y KM t 0 i.o. = 1. We refer to the interval 0 as the convergence interval. Specifically, the next lemma shows that the KM estimators F T induced by the KM-myopic policy converge almost surely to the true respective values for all arguments within 0 , and that * .
Lemma 2. Suppose D is a nonnegative integer-valued random variable. Let (ii) * .
Proof. In what follows, whenever we write Z t , Z t , Y t , and Y t , we always refer to the respective observations and order-up-to levels that are induced by the KM-myopic policy. We prove (i) by induction on d = 0 . First consider the KM estimator for d = 0. That is,
where the second equality follows from the fact that uncensored observations are ordered before censored observations with the same Z t value. (See the discussion in §3.) Because the event Z t = 0 t = 1 occurs if and only if D t = 0, the above fraction is the same as 1 − # 1 t T D t = 0 /T , which by the SLLN converges to P D > 0 = F 0 almost surely as T → .
Assume now that for some 0 d < , we have F T d → F d almost surely as T → . We would like to show that (i) holds for d + 1. It will be useful to write
By the induction hypothesis F T d → F d almost surely as T → . Thus, it suffices for the induction step to show that t Z t =d+1 T − t / T − t + 1 t converges to F d + 1 / F d almost surely as T → . From the way the observations are ordered (i.e., breaking ties by taking uncensored observations before censored ones), we get
Note that the numerator and denominator of the last fraction in the expression above satisfy, respectively
Thus, this fraction equals
Equivalently, we can express this fraction as
is a random variable that is measurable with respect to t−1 = D 1 D t−1 ; clearly this implies that I Y t d + 1 is t−1 measurable. Moreover, by assumption we have P t=1 I Y t d + 1 = = 1. Applying Lemma 1, we conclude that the numerator converges almost surely to P D > d + 1 = F d + 1 , and the denominator converges to P D > d = F d . This concludes the proof of part (i). It should be noted that the only assumption on the sequence Y t t used in the proof of part (i) is that Y t is t−1 measurable.
To prove (ii), assume by contradiction that < * . However, by (i) we know that It should be noted that only the last part of the proof of Lemma 2 is policy dependent. Moreover, it is straightforward to check that the proof is valid for all the other variants of the KM-myopic policy discussed in § §4 and 6. In essence, any policy that is nonspeculative (i.e., orders in period t based on the information up to period t − 1) and never orders below the empirical r * -quantile will admit the properties described in Lemma 2 above. (In particular, this guarantees that the order up-to level Y t is t−1 measurable.)
Lemma 2 also implies that for each d < * , the KM-myopic policy will order d units or fewer in finitely many periods, and this occurs with probability 1. That is, after finitely many periods, the KM-myopic policy will always order at least * units. Moreover, in the case * is a unique optimal solution to the newsvendor problem, i.e., F * < 1 − r * , Lemma 2 implies the following corollary. Proof. Observe that in each period T in which F T * > 1 − r * , the KM-myopic policy orders at least˜ * , i.e.,
(This follows from the fact that the KM-myopic policy always orders the r * -quantile based on the updated KM estimator F T .) In light of Lemma 2, it is sufficient to show that P F T * > 1 − r * i.o. = 1, i.e., the resulting KM estimators at * will be higher than 1 − r * infinitely often with probability 1. This implies that F T ˜ * → F ˜ * < 1 − r * , and as a result, the KM-myopic policy will almost surely order strictly above˜ * only finitely many times.
Let t l be the lth period for which Y KM t * , and let N T = # t = 1 T y KM t * be the number of periods in which Y KM t * by period T . We first observe a trivial lower bound on F T * :
The inequality above follows from the fact that in computing the KM-based empirical CDF using (2) above, the weight of the corresponding observations for which I D t > * · I Y KM t * = 1 will always be assigned right to * . There might be additional weight assigned right to * , so this is indeed a lower bound.
Using (4) 
where is the standard deviation of the two-point mean zero random variable I D > * − F * . Note that 0 < < 1. Thus, because √ 2 > 1, the event
occurs infinitely often with probability 1. Because we assume F * = 1 − r * and lim T N T = almost surely, we get that the event
occurs infinitely often with probability 1. Therefore, it follows from Equation (4) that
It is now sufficient to show that for each sample path = D 1 D 2 (expect possibly a set of measure 0), there exists a T , such that for each T T , we have
However, Lemma 2 and Corollary 1 imply that
Thus, there exists T such that for any T T , we have N T > 1 − r * · T − N T . Dividing both sides of the above inequality by T , it follows that indeed, for each T T , we have (5) satisfied. This concludes the proof of the lemma.
We have obtained the following theorem. Theorem 1 implies that the expected long-run average cost of the KM-myopic policy is optimal and equal to the expected period cost if one orders the newsvendor quantile * . In addition, it is straightforward to extend the analysis to more general settings. Specifically, any convex (concave) optimization model, in which the derivative at a certain point can be expressed via the CDF evaluated at that point, should be amenable to a similar analysis. Moreover, we believe that this new algorithmic approach may have applications in other domains-specifically, in cases where the observations on the system are censored.
The Consistency of the Kaplan-Meier Estimator with Correlated Censoring Variables
Based on the analysis discussed in the previous section, it is straightforward to obtain a new asymptotic result on the KM estimator with correlated censoring variables. To the best of our knowledge, this extends existing results that assume that the different samples are IID and that the censoring variables are independent of the underlying IID random variables whose distribution is being estimated. However, unlike most existing results that focus on continuous distributions, our result applies only to discrete distributions. The result is stated in the theorem below; the proof follows directly from the analysis in the previous section.
Theorem 2. Let D t t=1 be a sequence of nonnegative, integer-valued, independent, and identically distributed random variables according to a distribution D. Let Y t t=1 be a sequence of censoring variables, such that for each t, the censoring variable
, the KM estimator converges almost surely to the true respective values as t → .
Computational Experiments
In this section, we present detailed computational experiments in which we study the empirical performance of the KM-myopic policy on a relatively broad set of instances. Moreover, we compare the performance of the KM-myopic policy to three other data-driven policies that also use only sales data to make decisions (see §6.1), as well as to two benchmarks that provide lower bounds on the best achievable performance of any sales-based policy. For all of the three data-driven policies their respective order-up-to levels can be proven to converge almost surely to the optimal newsvendor quantile. Thus, it is interesting to see how fast each of the policies converges to the newsvendor quantile, and how the respective costs they incur compare. Because the performance of all the policies may be sensitive to various parameters, one would like to test their performance with respect to the major factors such as demand distribution and variability, cost parameters, and initial inventory levels. All the figures and tables to this section appear in online Appendix D in the electronic companion, which is part of the online version at http://or.journal.informs.org/.
Next we provide a brief summary of the main findings of the computational experiments:
(i) Convergence Rate. The computational experiments indicate that the KM-myopic policy converges to the optimal newsvendor quantile both for discrete and continuous distributions. Moreover, the KM-myopic policy almost always converges faster than the other sales-based datadriven policies incurring lower costs; this is consistent across discrete and continuous, bounded and unbounded, light and heavy tail distributions (see § §6. 2, 6.3, and 6.4) . This is a significant observation, because in reality one usually uses the algorithms for a relatively short period of time and not over an infinite horizon. We also show that the KM-myopic policy has a slightly lower variability of the cost (see §6.5). Operations Research 59(4), pp. 929-941, © 2011 INFORMS (ii) Demand Variability. The KM-myopic policy seems to be more robust and to perform significantly better relative to other policies as the variability of the demand is increasing (see § §6.4-6.6).
(iii) Cost Parameters. Across all the experiments, as the ratio between the per-unit lost-sales penalty and overage costs increases, the relative performance of the KMmyopic policy compared to the other policies gets better (see § §6.2-6.7). (Note that in practice settings this ratio tends to be very high, reflecting high service levels.) (iv) Initial Ordering Level. All data-driven policies that are based on sales data have inherent sensitivity to the initial ordering level. In particular, if the initial guess is close to the optimal newsvendor quantile, one would expect the policy to learn fast and converge quickly to the optimal ordering level. The more interesting cases are when the initial ordering level is way off, either under-or overestimating the optimal quantile. The experiments indicate that while all policies are comparable when the initial guess is optimal, it turns out that the KM-myopic policy dominates other policies when the initial ordering level is off. The difference can get to hundreds of percentages. This suggests that the KM-myopic policy is also significantly more robust on this important dimension (see §6.7).
Description of Experiments and Inventory Policies
To test the performance of the KM-myopic policy, it is compared to two benchmark policies that use more information beyond just sales data and provide a lower bound on the best possible performance of data-driven policies that are based only on sales data. In addition, the KM-policy is also compared to three other existing data-driven policies that, similar to the KM-myopic policy use only sales data. For each experiment, we select a demand distribution, which is denoted by F , and specify the overage cost h and the lost-sale penalty b. In all of the experiments, h = 1 (this is without loss of generality), whereas the value of b is varied. Finally, each experiment has an initial ordering level that is common for all policies and is set to 300 unless specified otherwise. The resulting expected cost of each of the policies is evaluated based on N randomly generated problem instances, each of which consists of a sample path of independent and identically distributed demand samples over a time horizon of 500 periods unless specified otherwise. For each policy , we compute the running average cost up to time period t = 1 500, which is given by -up-to level under the policy , andQ j s y j s denotes the underage and overage cost incurred by policy in period s of the problem instance j. As already mentioned, we compare the KM-myopic policy to three other salesdriven policies, AIM, BURNETAS-SMITH, and CAVE, as well as two lower bounds, the UNCENSORED and the NEWSVENDOR benchmarks. In Appendix C we provide a description of the data-driven policies as well as the two benchmarks. In addition, we provide a detailed description of the specific KM-myopic policy being considered.
Performance on Uniform Distribution
We study the performance of the four adaptive inventory policies described in §6.1, compared to the newsvendor and uncensored demand benchmarks. We assume that the demand distribution F is a discrete uniform distribution between 0 and 100. We consider the lost-sales penalty costs b ∈ 3 9 49 , corresponding to the newsvendor qunatile r * ∈ 0 7 0 9 0 98 . We have compared the running average costs of the six policies mentioned above (see Figure 1 -the graphs show the relative difference between the running average cost and the newsvendor benchmark). The average cost for period t is taken over 50 problem instances as well as over all periods from 1 to t. We have observed that our KM-myopic policy performs quite well, better than three other policies, especially for large values of the lost-sales penalty cost b. Note again that in practical instances the ratio between the lost-sales and overage cost tend to be very large, reflecting high service levels. Figure 2 shows the scatter plot of the difference between the Newsvendor Benchmark and the running average cost of the KM-myopic policy over 500 periods. This plot is drawn in a log-log scale. We consider three different values of the lost-sales penalty cost b ∈ 3 9 49 . In all three cases, we observe a linear relationship. For instance, for b = 3, we see that 
Performance on Unbounded Distributions
We investigate the performance of our KMestimators on unbounded demand distributions. We first consider a Poisson demand distribution with mean 80. We again consider the settings when the newsvendor qunatile r * = b/ b + h is equal to 0 75, 0 9, or 0 98, corresponding to b = 3, b = 9, or b = 49, respectively. Figure 3 shows the relative difference between the newsvendor benchmark and the running average costs among the six inventory policies for different values of r * . We observe that the performance of the KM-myopic policy in all cases is considerably better than other inventory policies. As in the case of the uniform distribution, we observe that the improvements under the KM-myopic policy are more pronounced as the lost-sales penalty cost b increases.
We also consider Negative Binomial demand distributions whose parameters n p are 80 0 5 and 40 0 333 , respectively. These parameters are chosen such that the mean demand remains constant at 80 units whereas the variances are 160, 240, respectively. The results are shown in Figure 4 . As seen from the figure, as the demand variance increases, the KM-myopic policy outperforms other inventory policies. We observe significant improvements in the performance of the KM-myopic policy as the variance and the lost-sales penalty cost increase.
Performance Under Heavy Tail Demand Distributions
We investigate the performance of our proposed KMmyopic policy under demand distributions exhibiting heavy tail characteristics. We consider a Pareto demand distribution with parameter = 2 and = 40, and a lognormal distribution with parameter = 3 88 and = 1. Both of these distributions have a mean of 80. We then consider an initial inventory level of 600. Because the demands show significant variability, we consider 1,000 problem instances. Figure 5 shows the performance of the different inventory policies. As seen from the figure, our KM-myopic policy performs very well under heavy tail demand distributions. We note that when the demand distribution is log normal and b = 49 ( Figure 5 in the bottom row), the Uncensored Demand algorithm performs poorly during the first few periods. This behavior follows from the fact that during the initial periods, the algorithm has a very small number of data points. Because the demand exhibits significant variability and the Uncensored Demand policy uses only the demand samples, the order-up-to level generated by the policy during the initial periods will be too low, causing frequent stockouts. Because the lost-sales penalty in this case is quite high, we observe significant cost during the initial periods. We note that our implementation of the KM-myopic policy, by comparison, uses a fictitious data point during the initial periods, corresponding to the initial order-up-to level. The presence of this fictitious data point keeps us from stocking too low during the initial periods, as shown in the figure.
Variability of the Running Average Cost Over Time
We study the variability of the running average cost over time under different inventory policies. We set r * = 0 95 (b = 19) and use the same Pareto and lognormal demand distributions as in the previous section. Figure 6 shows the sampled standard deviation of the running average cost over time across 1,000 problem instances. As seen from the figure, the variability in the costs is roughly the same across all policies for the Pareto 2 40 demand distribution. For the lognormal 3 88 1 distribution, the variability of the cost under our KM-myopic policy is slightly lower than the CAVE policy and the Uncensored Demand benchmark. When combined with the result from the previous sections, we observe that the long-run average cost under the KMmyopic policy is not only smaller than other policies, but it also exhibits smaller variability.
Effect of Increasing Demand Variability
We explore the impact of increasing demand variability on the performance of the KM-myopic policy. The demand D in each period is given by D = max X 0 , where X ∼ 80 2 is a Gaussian random variable with mean 80 and variance 2 . Figure 7 shows the difference between the newsvendor benchmark and the running average costs of the inventory polices as the standard deviation ranges from 20 to 40 and when the newsvendor quantile ranges from 0.75 to 0.98. As we see from the figure, the KMmyopic continues to perform extremely well even as the variance-to-mean ratio of the demand increases.
Performance Under Different Initial Starting Inventory
In this section, we study the impact of initial starting inventory on the performance of different policies. In Table 1 , we consider the Negative Binomial demand distributions from §6.3, with the lost-sales penalty cost b ranging from 3 to 199. The table shows the running average cost after 500 time periods of each policy under different initial starting inventory levels. As seen from the last column in the table, the KM-myopic policy is robust to changes in the initial starting inventory. When the starting ordering level is close to true newsvendor quantile, the performance across all policies is comparable. However, the improvements under KM-myopic policy becomes more significant when the starting inventory level is very far from the optimal from the newsvendor quantile; the improvement can sometimes be hundreds of percentages.
In Table 2 , we also test the robustness of the KM-myopic policy on negative binomial demands with very high coefficients of variations (the ratio between the standard deviation and mean), ranging from 2 to 10. As before, we observe that the KM-myopic policy performs very well across a wide range of initial inventory levels (from 100 to 4,000) and across many problem instances (with newsvendor quantiles ranging from 700 to 5,000). The results of Tables 1 and 2 clearly demonstrate the robustness of the KM-myopic policy. Note that in many applications, we often observe demands with high coefficients of variations. 
Comparison Between Different Censoring Assumptions
The KM-myopic policy defined in §4 assumes that we can distinguish between the event D t = Y t and D t > Y t . As pointed out in §2, this assumption might not hold in traditional retail settings, where it can be difficult to determine the customer's intention to purchase the stocked-out item. In this section, we discuss the impact of an alternative censoring assumption on the performance of KM-Myopic policy. We consider an alternative implementation of our policy, which we refer to as KM-Myopic with Alternative Censoring, where the censoring indicator t is now defined as t = I D t < Y t . We compare the performance of the two variations of the KM policies on all the discrete demand distributions considered in § §6.2 and 6.3. Figure 8 shows a representative result in the case of a Negative Binomial demand with parameters 40 0 333 and b = 49. We observe that the two variations of KM have similar performance, with the one under alternative censoring assumption generating a slightly higher running average cost. The relative difference between the running average costs of the two policies is between 1% to 3%. We observe very similar results across all problem instances considered in our test, which suggest that the impact of our censoring assumption is likely to be minimal.
Conclusions
In this paper we introduced new algorithmic approaches for newsvendor model with censored demands. The policies are based on the well-known Kaplan-Meier estimator that is being used to construct new conceptually simple policies. The new policies admit attractive theoretical properties and computationally outperform previously known policies. To the best of our knowledge, this paper is the first to use the Kaplan-Meier estimator within an algorithmic setting, in particular, to address operations problems. We believe that this will lead to additional applications of these estimators in other domains in operations management. As a by-product, we also establish new results in the statistical analysis of this estimator.
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