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Abstract
The true distribution parameterizations of commonly used image datasets
are inaccessible. Rather than designing metrics for feature spaces with
unknown characteristics, we propose to measure GAN performance by
evaluating on explicitly parameterized, synthetic data distributions. As
a case study, we examine the performance of 16 GAN variants on six
multivariate distributions of varying dimensionalities and training set
sizes. In this learning environment, we observe that: GANs exhibit
similar performance trends across dimensionalities; learning depends on
the underlying distribution and its complexity; the number of training
samples can have a large impact on performance; evaluation and relative
comparisons are metric-dependent; diverse sets of hyperparameters can
produce a “best” result; and some GANs are more robust to hyperparam-
eter changes than others. These observations both corroborate findings of
previous GAN evaluation studies and make novel contributions regarding
the relationship between size, complexity, and GAN performance.
1 Introduction
Generative adversarial network (GAN) optimization stability and convergence properties remain
poorly understood despite the introduction of hundreds of GAN variants since their conception
[8, 11]. While GAN learning and performance behavior has been studied [10, 19, 23], most existing
work examining this relationship focuses on image datasets for which the underlying distribution
parameterization is inaccessible [1, 2, 4, 18, 25]. This is problematic since claims of behavior that are
made by modeling an unknown target distribution require a strong assumption for generalizability.
The goal of generative modeling is to approximate a distribution pd by learning a parameterized
distribution pg, where both pd and pg are defined over samples. If we do not have full access to pd,
generalizability requires us to assume that the modeled dataset is a reasonable proxy for the family of
distributions from which it was sampled. Without this assumption that is often only implicitly made,
using images to understand GAN behavior limits conclusions to the data context being modeled.
We seek to address a gap in the literature by investigating GAN variant performance on datasets for
which we have full access to the distribution parameterization. This allows us to study empirical
performance on data where we can make claims of model behavior that generalize to the full
distribution, as opposed to on image datasets for which this is not necessarily true. To this end, we
examine the performance of 16 GAN variants on six explicitly parameterized multivariate distributions
of four different dimensionalities and three different training set sizes.
Across 20 grid search trials, we observe that: (1) GANs exhibit similar performance trends across di-
mensionalities, (2) learning depends on the underlying distribution and its complexity, (3) the number
of training samples can have a large impact on performance, (4) evaluation and relative comparisons
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are metric-dependent, (5) diverse sets of hyperparameters can produce a “best” result, and (6) some
GANs are more robust to hyperparameter changes than others. These findings corroborate those
of previous GAN evaluation studies as well as contribute novel insights regarding the relationship
between size, complexity, and GAN performance.1
2 Related Work
One notable work in this area by Lucic et al. [19] compares seven GAN variants in terms of modeling
ability and optimization stability. The authors find that as computational budget increases, all tested
models reach similar Frechét Inception Distance on the MNIST, Fashion-MNIST, CIFAR10, and
CelebA datasets; and F1, precision, and recall on a synthetic dataset of convex polygons. They also
discuss the difficulties of comparing GANs due to multiple valid ways to analyze performance.
Santurkar et al. [24] measure Inception Score and classification accuracy and report that the five
GAN variants they train do not succeed at capturing distributional properties of the training set on the
CelebA and LSUN datasets. The authors observe that the GAN distributions exhibit significantly less
diversity at test time compared to the evaluation dataset, suggesting pg is far from pd.
In another study, Im et al. [13] evaluate GAN variant performance based on the original GAN
criterion, least squares, maximum mean discrepancy, and improved Wasserstein distance. They show
that for the three GAN variants they consider, test-time metrics do not favor networks that use the
same training-time criterion on the MNIST, CIFAR10, LSUN, and Fashion-MNIST image datasets.
The authors also examine performance as a function of sample size and show that some GANs exhibit
faster performance increases than others as the number of training samples increases.
Lastly, Borji [4] provide a thorough discussion of the strengths and weaknesses of 26 quantitative and
qualitative measures used for evaluating GANs trained on image datasets. They conclude that there is
no single, best GAN evaluation measure. The authors suggest benchmarking models under identical
architectures and computational budgets, and using more than a single metric to make comparisons.
3 Experimental Setup
In GANs, we define a prior probability distribution on input noise variables pz(z) and represent a
mapping to the target data space pd(x) as G(z, θG), where G is a fully differentiable neural network
called the generator and θG are its parameters. We train G by simultaneously learning a fully
differentiable network D, called the discriminator or critic and defined by D(x, θD), that helps G
during training. Whereas G is trained to mimic pd, the learning objective, output, and precise task of
D vary depending upon the GAN variant.
Models
As a case study, we examine the same seven GAN variants evaluated by Lucic et al. [19] and nine
additional GAN variants that have been popularly discussed since their study was published. The
primary difference between considered variants is whether the discriminator output can be interpreted
as a probability (MMGAN, NSGAN [8], RaGAN [14], DRAGAN [16], FisherGAN [21], InfoGAN
[5], ForwGAN, RevGAN, HellingerGAN, PearsonGAN, JSGAN [22]) or is unbounded (WGAN [1],
WGANGP [9], LSGAN [20], BEGAN [3]). We summarize these models in Table 1.
In our implementations, both D and G consist of two feedforward network layers each; the full
architecture has four layers total. We apply a ReLU activation function to the output of each layer
and sample the noise prior z from N (0, h4 I), where h is the hidden dimension size. All models have
the same number of trainable parameters except InfoGAN and BEGAN due to their use of latent
variables as inputs to D and formation of D as an autoencoder, respectively. Chen et al. [5] argue that
this difference is negligible for InfoGAN and we do not observe that it gives BEGAN any tangible
advantage over other models. Trainable parameter counts can be found in Table 8.
1All code is publicly available at https://github.com/shayneobrien/explicit-gan-eval.
2
GAN Variant Loss Functions
LMMGAN = E[log(D(x))] + E[log(1−D(G(z)))] LRaGAN = E[log(D(x)−D(G(z)))] + E[log(1− (D(G(z))−D(x)))]
LNSGAN = E[log(D(x))]− E[log(D(G(z)))] LLSGAN = −E[(D(x)− 1)2] + E[D(G(z))2]
LWGAN = −E[D(x)] + E[D(G(z))] LBEGAN = E[‖x−DAE(x)‖1]− ktE[‖G(z)−DAE(G(z))‖1]
LWGANGP = LWGAN + λE [(‖∇zD(G(z))‖2 − 1)2] LDRAGAN = LMMGAN + λE[(‖∇xD(x + δ))‖2 − 1)2]]
LFisherGAN = LWGAN + λ(1− Ωˆ(D,G))− ρ2 (Ωˆ(D,G)− 1) LInfoGAN = LMMGAN - λ(E[log(Q(c′|x))])
LPearsonGAN = E[D(x)] + E[ 14D(G(z))2 +D(G(z))] LTVGAN = − 12E[tanh(D(x))] + 12E[tanh(D(G(z)))]
LForwGAN = E[D(x)] + E[exp(D(G(z)))− 1] LRevGAN = E[−exp(D(x))] + E[−1− (D(G(z)))]
LHellingerGAN = E[1− exp(−D(x))] + E[ 1−exp(D(G(z)))exp(D(G(z))) ] LJSGAN = E[2− (1 + exp(−D(x)))]− E[2− exp(D(G(z)))]
Table 1: The loss function for each GAN variant with slight abuse of parameterization notation on
the expectations, G, and D. Note that G is parameterized by θG, D is parameterized by θD, x ∼ pd,
z ∼ pg, δ ∼ N (0, cI), Ωˆ(D,G) = 12E[D(x)]2 − 12E[D(G(z))]2, DAE indicates that D is an
autoencoder, c = [c1, c2] are structured latent variables where c′ is sampled from the approximated
distribution pc(c|x),∇(·) is the gradient of the loss with respect to (·), and kt, λ, and ρ are introduced
hyperparameters.
Data
We train each of these variants by randomly sampling 1,000, 10,000, and 100,000 data points from
the following six explicitly parameterized multivariate distributions: Gaussian with mean µ and
symmetric, full rank covariance Σ both from [0, 1]; exponential with inverse mean shape λ from
[0, 1]; beta with shape parameters a and β both from [0, 1]; gamma with shape k from [0, 10] and scale
θ from [0, 2]; Gumbel with location µ and scale β both from [0, 1]; and Laplace with location µ and
scale β both from [0, 1]. For each of these distributions and numbers of samples, we generate datasets
of 16, 32, 64, and 128 dimensions. We note that by the Universal Approximation Theorem, our
proposed network architecture should be able to model each of these distributions without exception.
Hyperparameters
For all models and data distributions, we conduct 20 grid search trials with random network initializa-
tions for learning rates γ ∈ [2e−1, 2e−2, 2e−3], hidden dimension sizes h ∈ [32, 64, 128, 256, 512],
and batch size b = 1024.2 For models with introduced hyperparameters, we use those given in the
original the paper. We use the Adam optimizer with default settings [15] and train for 25 epochs.
Measuring Divergence
We evaluate the difference between pd and pg using Kullback-Leibler divergence (KL), Jensen-
Shannon divergence (JS), and Wasserstein Distance (WD). KL and JS focus on the alignment of the
modes of the distributions and WD emphasizes how much pg must be modified to reach pd. Whereas
JS and WD are symmetric, KL is not. For any of these measures, a value of 0 can be interpreted as
indicating the two distributions being compared are identical [6, 17, 26]. We report results as the
divergence between a generated batch and a test batch of size b = 1024 at the end of every epoch.
Estimating pg
Although we have access to the true data distribution pd, we must estimate the probability distribution
of pg. Since the data dimensionality is low, we construct a dimension-wise histogram for each
data point.3 In doing so, we assume that each dimension is independent from the others. This
assumption is valid in the case of all experiments involving non-Gaussian data, which follows from
the multivariate model being a product of the marginal distributions. To select the optimal bin width
Bw in the histogram, we follow the Freedman-Diaconis rule: Bw =
2·IQR(x˜)
3√
M
, where IQR is the
2We also ran full experiments for b ∈ [128, 256, 512], but limit our analyses to b = 1024 as results across
different batch sizes are not comparable due to greater noise in the data generation process at lower values of b.
3Kernel density estimation was found to give similar outputs while being more computationally expensive.
3
inter-quartile range of the M samples x˜ = {x1, ..., xM} from the distribution being approximated.
This initialization minimizes the difference between the areas under the empirical and theoretical
probability distributions [7].
4 Results
In our analyses, we take the same approach as Lucic et al. [19] and Im et al. [13]: we let the “best”
hyperparameter setting be the one that achieved the lowest minimum performance on average across
all trials for each distribution, metric, and number of training samples, respectively. We include results,
visualizations, and evidence to support all conclusions in the appendices. For the best hyperparameter
settings in our learning environment, we find that:
1. GANs exhibit similar learning trends across dimensionalities: For many of the models,
performance under the best hyperparameter setting consistently follows a trend across
dimensionalities for all three tested metrics. At the same time, performance generally
worsens with increased dimensionality. See Figures 1, 2, 3.
2. Learning depends on the underlying distribution and its complexity: Models which do
well on some distributions perform poorly on the same distribution with higher dimensional-
ity, or on other distributions of the same dimensionality. It is not immediately apparent that
these differences are due to model design. Lucic et al. [19] make a similar finding in the
case of image datasets with varying complexities. See Figures 1, 2, 3.
3. Number of training samples can have a large impact on performance: Some GAN
variants are able to achieve the same performance learning from 1,000 samples as 10,000 or
100,000 samples, while others show large performance jumps with increased amounts of
data. At the same time, almost all GAN variants begin to worsen in performance within five
epochs for 1,000 training samples. The number of training samples seems to be critical to
some models’ performances, which was also noted by Im et al. [13]. See Figures 4, 5, and 6.
4. Evaluation and comparison are metric-dependent: Relative ranking of GAN variants
according to performance varies depending on the evaluation metric used to rank them. No
single GAN performed best across all metrics for any dataset or dimensionality. We concur
with previous studies that GANs generally perform the same, although there are variants
that perform worse than others on some distributions [4, 12, 13, 19, 24]. We warn against
ranking models as relative differences can be marginal. See Tables 2, 3, 4, and 5.
5. Diverse sets of hyperparameters can produce a “best” result: Many, diverse hyperpa-
rameter settings yielded superior performances to the best average minimum performance,
but these models did not achieve those minima with tight confidence bounds. Furthermore,
we see that even on the best performing hyperparameter settings, our tested models preferred
widely different hidden dimensionalities and learning rates; some variants with less parame-
ters outperformed others that had more. We agree with previous work that it is important to
present results that are able to be consistently reproduced [4, 13, 19, 18, 25]. See Table 6.
6. Some GANs are more robust to hyperparameter changes than others: With respect to
the distribution, dimensionality, and training set size being approximated, some models
yielded average minimum performances for more hyperparameters than others that fell
within the confidence interval of the best average minimum performance under consider-
ation. This is an indication that some GANs can perform well under a greater range of
hyperparameter settings than others. See Table 7.
5 Future Work
In future work, we plan to analyze cases where GAN variants underperform relative to others and
relate the characteristics of the distribution being modeled to the assumptions made in designing the
variant, e.g. by empirically considering whether a normally distributed prior hurts performance on
non-normal distributions. We would also like to use longer training times and more complex models
to evaluate additional synthetic datasets such as multivariate mixture models, colored circles, and
autoencoded image datasets.
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A GANs exhibit similar learning trends across dimensionalities, and
learning depends on the underlying distribution and its complexity
Figure 1: Performance of GAN variants for their best hyperparameter settings, respectively, trained
on 100,000 samples across normal, beta, Gumbel, Laplace, exponential, and gamma multivariate
distributions of dimensionalities N = 16 (rows 1 and 2), N = 32 (rows 3 and 4), N = 64 (rows
5 and 6), and N = 128 (rows 7 and 8). Plots display metric performance as a function of epoch.
Shaded areas represent the region of the 95% confidence interval of the respective model computed
over 20 trials. “Expected” indicates the empirical average divergence of a generated batch of size
b = 1024 for the given distribution across 20 trials where samples are generated independently, i.e.
one at a time. Best viewed in color.
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Figure 2: Performance of GAN variants for their best hyperparameter settings, respectively, trained
on 10,000 samples across normal, beta, Gumbel, Laplace, exponential, and gamma multivariate
distributions of dimensionalities N = 16 (rows 1 and 2), N = 32 (rows 3 and 4), N = 64 (rows
5 and 6), and N = 128 (rows 7 and 8). Plots display metric performance as a function of epoch.
Shaded areas represent the region of the 95% confidence interval of the respective model computed
over 20 trials. “Expected” indicates the empirical average divergence of a generated batch of size
b = 1024 for the given distribution across 20 trials where samples are generated independently, i.e.
one at a time. Best viewed in color.
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Figure 3: Performance of GAN variants for their best hyperparameter settings, respectively, trained
on 1,000 samples across normal, beta, Gumbel, Laplace, exponential, and gamma multivariate
distributions of dimensionalities N = 16 (rows 1 and 2), N = 32 (rows 3 and 4), N = 64 (rows
5 and 6), and N = 128 (rows 7 and 8). Plots display metric performance as a function of epoch.
Shaded areas represent the region of the 95% confidence interval of the respective model computed
over 20 trials. “Expected” indicates the empirical average divergence of a generated batch of size
b = 1024 for the given distribution across 20 trials where samples are generated independently, i.e.
one at a time. Best viewed in color.
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B Number of training samples can have a large impact on performance
Figure 4: Confidence intervals of the Jensen-Shannon divergence performances for the best per-
forming hyperparameter over 20 trials as a function of sample size for dimensionalities N = 16
(rows 1 and 2), N = 32 (rows 3 and 4), N = 64 (rows 5 and 6), and N = 128 (rows 7 and 8).
“Expected” indicates the empirical average divergence of a generated batch of size b = 1024 for the
given distribution would be across 20 trials where samples are generated independently, i.e. one at a
time. Best viewed in color.
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Figure 5: Confidence intervals of the Kullback-Leibler divergence performances for the best per-
forming hyperparameter over 20 trials as a function of sample size for dimensionalities N = 16
(rows 1 and 2), N = 32 (rows 3 and 4), N = 64 (rows 5 and 6), and N = 128 (rows 7 and 8).
“Expected” indicates the empirical average divergence of a generated batch of size b = 1024 for the
given distribution would be across 20 trials where samples are generated independently, i.e. one at a
time. Best viewed in color.
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Figure 6: Confidence intervals of the Wasserstein Distance performances for the best performing
hyperparameter over 20 trials as a function of sample size for dimensionalitiesN = 16 (rows 1 and 2),
N = 32 (rows 3 and 4), N = 64 (rows 5 and 6), and N = 128 (rows 7 and 8). “Expected” indicates
the empirical average divergence of a generated batch of size b = 1024 for the given distribution
would be across 20 trials where samples are generated independently, i.e. one at a time. Best viewed
in color.
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C Evaluation and comparisons are metric-dependent
Model Normal Beta Gumbel Laplace Exponential Gamma
WGAN [7, 7, 13] [0, 0, 5] [0, 0, 1] [5, 7, 13] [0, 0, 3] [0, 0, 2]
[8, 9, 10] [0, 1, 4] [9, 5, 7] [9, 9, 9] [1, 3, 4] [0, 0, 1]
[7, 2, 11] [0, 0, 4] [1, 2, 9] [8, 8, 11] [3, 6, 4] [5, 0, 2]
WGANGP [8, 10, 14] [13, 2, 0] [13, 8, 4] [9, 9, 14] [13, 1, 0] [9, 1, 0]
[9, 10, 11] [11, 3, 1] [13, 12, 9] [12, 11, 10] [12, 4, 1] [9, 4, 0]
[9, 9, 0] [2, 1, 1] [8, 11, 3] [10, 10, 2] [9, 4, 3] [10, 3, 0]
NSGAN [4, 6, 6] [6, 3, 4] [2, 4, 6] [2, 8, 5] [5, 4, 6] [6, 2, 3]
[5, 1, 5] [7, 2, 3] [1, 4, 4] [5, 4, 5] [2, 0, 5] [7, 8, 5]
[4, 7, 10] [10, 4, 6] [5, 6, 1] [4, 9, 3] [4, 5, 10] [6, 4, 4]
MMGAN [14, 14, 11] [7, 5, 6] [12, 11, 7] [14, 13, 11] [3, 5, 4] [13, 5, 4]
[14, 13, 12] [10, 6, 5] [12, 9, 10] [13, 13, 13] [14, 11, 6] [14, 9, 2]
[14, 13, 12] [14, 5, 5] [14, 4, 2] [14, 11, 5] [14, 13, 12] [13, 12, 1]
RAGAN [10, 8, 7] [11, 13, 14] [8, 9, 13] [10, 10, 9] [6, 13, 14] [10, 9, 14]
[6, 7, 7] [12, 13, 14] [7, 8, 8] [6, 8, 7] [11, 14, 14] [10, 6, 11]
[8, 10, 13] [8, 15, 13] [4, 12, 10] [7, 4, 13] [2, 8, 13] [0, 6, 12]
LSGAN [9, 12, 8] [9, 4, 2] [9, 10, 8] [6, 12, 8] [2, 2, 1] [14, 7, 1]
[10, 12, 9] [9, 4, 0] [11, 11, 11] [8, 12, 11] [13, 10, 3] [12, 11, 3]
[11, 8, 1] [11, 3, 3] [11, 8, 0] [11, 14, 0] [11, 12, 7] [12, 13, 5]
DRAGAN [13, 13, 10] [14, 14, 1] [14, 15, 11] [13, 15, 10] [14, 14, 2] [12, 14, 11]
[13, 14, 13] [14, 14, 10] [14, 15, 15] [14, 15, 15] [10, 13, 10] [11, 14, 14]
[13, 14, 7] [5, 7, 0] [13, 14, 4] [13, 13, 10] [13, 14, 0] [14, 14, 6]
BEGAN [15, 15, 15] [15, 15, 15] [15, 14, 15] [15, 14, 15] [15, 15, 15] [15, 15, 15]
[15, 15, 15] [15, 15, 15] [15, 14, 14] [15, 14, 12] [15, 15, 15] [15, 15, 15]
[15, 15, 15] [15, 14, 14] [15, 15, 15] [15, 15, 15] [15, 15, 15] [15, 15, 15]
InfoGAN [11, 9, 9] [1, 1, 3] [10, 12, 14] [11, 6, 6] [1, 3, 5] [4, 3, 5]
[11, 8, 8] [1, 0, 2] [10, 10, 13] [10, 5, 8] [6, 1, 0] [8, 1, 7]
[10, 11, 4] [1, 2, 2] [9, 7, 7] [9, 5, 8] [7, 7, 8] [11, 10, 3]
FisherGAN [5, 2, 5] [4, 8, 8] [5, 5, 5] [3, 4, 4] [10, 8, 11] [5, 10, 7]
[2, 4, 4] [5, 10, 7] [2, 6, 5] [2, 6, 1] [4, 2, 8] [3, 5, 10]
[5, 5, 9] [7, 12, 7] [0, 0, 11] [6, 7, 6] [8, 9, 11] [8, 5, 9]
ForwGAN [0, 3, 0] [5, 9, 10] [3, 1, 0] [4, 3, 2] [12, 6, 7] [1, 6, 8]
[0, 0, 6] [3, 8, 11] [4, 7, 1] [3, 1, 3] [8, 9, 9] [4, 7, 8]
[0, 1, 3] [3, 8, 10] [7, 10, 8] [2, 2, 1] [10, 3, 5] [7, 8, 8]
RevGAN [2, 4, 2] [2, 10, 9] [4, 6, 2] [1, 0, 1] [4, 9, 12] [2, 4, 12]
[4, 3, 1] [4, 7, 6] [5, 3, 2] [1, 2, 2] [7, 5, 13] [2, 2, 13]
[2, 0, 8] [6, 9, 11] [2, 9, 5] [0, 1, 4] [5, 1, 1] [2, 1, 13]
JSGAN [12, 11, 12] [12, 11, 11] [11, 13, 12] [12, 11, 12] [11, 10, 8] [11, 13, 13]
[12, 11, 14] [13, 12, 13] [8, 13, 12] [11, 10, 14] [9, 12, 11] [13, 12, 12]
[12, 12, 14] [13, 10, 15] [12, 13, 13] [12, 12, 14] [12, 11, 14] [9, 11, 14]
TVGAN [3, 0, 3] [8, 6, 12] [6, 2, 9] [7, 2, 3] [7, 7, 9] [7, 11, 6]
[3, 5, 3] [6, 9, 9] [6, 2, 6] [7, 7, 4] [3, 7, 7] [6, 10, 4]
[3, 4, 5] [9, 6, 8] [10, 5, 14] [5, 0, 9] [0, 0, 6] [1, 2, 11]
HellingerGAN [1, 1, 1] [3, 7, 7] [1, 3, 3] [0, 1, 0] [8, 12, 13] [3, 8, 9]
[1, 2, 0] [2, 5, 8] [0, 1, 0] [0, 0, 0] [5, 8, 12] [1, 3, 9]
[1, 3, 2] [4, 11, 12] [3, 3, 6] [3, 3, 7] [6, 2, 2] [4, 7, 7]
PearsonGAN [6, 5, 4] [10, 12, 13] [7, 7, 10] [8, 5, 7] [9, 11, 10] [8, 12, 10]
[7, 6, 2] [8, 11, 12] [3, 0, 3] [4, 3, 6] [0, 6, 2] [5, 13, 6]
[6, 6, 6] [12, 13, 9] [6, 1, 12] [1, 6, 12] [1, 10, 9] [3, 9, 10]
Table 2: Performance-based relative ranking of GAN variants for 1,000 samples (first entry of each
row), 10,000 samples (second entry), and 100,000 samples (third entry) with respect to Jensen-
Shannon divergence (first row), Kullback-Leibler divergence (second row), and Wasserstein distance
(third row) for the best hyperparameter settings for dimensionality N = 128. Note that differences
between performances are sometimes marginal. Dimensionalities N ∈ {16, 32, 64} yielded similar
ranking results to these with slight variations.
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Model Normal Beta Gumbel Laplace Exponential Gamma
WGAN 0.128 ± 0.019 0.099 ± 0.010 0.062 ± 0.007 0.201 ± 0.019 0.156 ± 0.010 0.078 ± 0.011
0.160 ± 0.029 0.109 ± 0.011 0.066 ± 0.009 0.271 ± 0.027 0.128 ± 0.017 0.059 ± 0.009
0.299 ± 0.037 0.114 ± 0.018 0.064 ± 0.014 0.349 ± 0.050 0.108 ± 0.013 0.062 ± 0.013
WGANGP 0.129 ± 0.026 0.190 ± 0.020 0.174 ± 0.023 0.259 ± 0.042 0.248 ± 0.019 0.143 ± 0.032
0.213 ± 0.048 0.121 ± 0.011 0.092 ± 0.013 0.287 ± 0.033 0.122 ± 0.014 0.068 ± 0.012
0.291 ± 0.022 0.066 ± 0.016 0.073 ± 0.011 0.341 ± 0.012 0.083 ± 0.010 0.051 ± 0.011
NSGAN 0.106 ± 0.021 0.161 ± 0.019 0.079 ± 0.009 0.197 ± 0.022 0.213 ± 0.013 0.125 ± 0.025
0.120 ± 0.018 0.120 ± 0.013 0.085 ± 0.012 0.277 ± 0.028 0.146 ± 0.015 0.089 ± 0.020
0.126 ± 0.025 0.105 ± 0.013 0.080 ± 0.013 0.242 ± 0.021 0.110 ± 0.014 0.060 ± 0.016
MMGAN 0.422 ± 0.040 0.168 ± 0.014 0.148 ± 0.026 0.444 ± 0.033 0.202 ± 0.013 0.311 ± 0.037
0.401 ± 0.025 0.142 ± 0.032 0.100 ± 0.009 0.440 ± 0.036 0.142 ± 0.018 0.098 ± 0.023
0.246 ± 0.033 0.110 ± 0.027 0.081 ± 0.009 0.334 ± 0.042 0.107 ± 0.015 0.060 ± 0.009
RaGAN 0.160 ± 0.029 0.180 ± 0.019 0.100 ± 0.013 0.269 ± 0.027 0.216 ± 0.023 0.146 ± 0.035
0.169 ± 0.027 0.184 ± 0.016 0.099 ± 0.021 0.284 ± 0.023 0.220 ± 0.015 0.128 ± 0.028
0.156 ± 0.029 0.199 ± 0.016 0.104 ± 0.014 0.293 ± 0.029 0.224 ± 0.019 0.092 ± 0.020
LSGAN 0.142 ± 0.035 0.170 ± 0.025 0.115 ± 0.015 0.204 ± 0.017 0.198 ± 0.019 0.340 ± 0.052
0.306 ± 0.021 0.127 ± 0.014 0.094 ± 0.019 0.333 ± 0.022 0.128 ± 0.020 0.102 ± 0.027
0.206 ± 0.016 0.080 ± 0.026 0.088 ± 0.010 0.288 ± 0.019 0.090 ± 0.012 0.056 ± 0.014
DRAGAN 0.354 ± 0.041 0.212 ± 0.025 0.272 ± 0.031 0.392 ± 0.032 0.260 ± 0.021 0.301 ± 0.045
0.385 ± 0.064 0.198 ± 0.026 0.248 ± 0.051 0.457 ± 0.037 0.259 ± 0.054 0.216 ± 0.035
0.239 ± 0.017 0.069 ± 0.020 0.098 ± 0.010 0.297 ± 0.021 0.096 ± 0.020 0.087 ± 0.016
BEGAN 0.549 ± 0.050 0.231 ± 0.018 0.329 ± 0.069 0.507 ± 0.051 0.301 ± 0.026 0.446 ± 0.040
0.457 ± 0.056 0.226 ± 0.016 0.179 ± 0.057 0.445 ± 0.050 0.340 ± 0.027 0.287 ± 0.061
0.348 ± 0.055 0.223 ± 0.017 0.120 ± 0.025 0.381 ± 0.041 0.307 ± 0.025 0.218 ± 0.052
InfoGAN 0.190 ± 0.023 0.122 ± 0.019 0.113 ± 0.012 0.261 ± 0.024 0.151 ± 0.011 0.119 ± 0.019
0.204 ± 0.028 0.105 ± 0.011 0.104 ± 0.007 0.261 ± 0.026 0.134 ± 0.014 0.089 ± 0.019
0.202 ± 0.032 0.085 ± 0.015 0.104 ± 0.005 0.243 ± 0.022 0.102 ± 0.010 0.066 ± 0.018
FisherGAN 0.112 ± 0.030 0.156 ± 0.013 0.083 ± 0.013 0.197 ± 0.029 0.223 ± 0.020 0.117 ± 0.023
0.109 ± 0.027 0.160 ± 0.011 0.081 ± 0.010 0.221 ± 0.026 0.193 ± 0.013 0.124 ± 0.024
0.110 ± 0.022 0.176 ± 0.021 0.078 ± 0.012 0.222 ± 0.020 0.184 ± 0.009 0.078 ± 0.015
ForwGAN 0.083 ± 0.016 0.159 ± 0.017 0.073 ± 0.008 0.196 ± 0.021 0.233 ± 0.020 0.107 ± 0.019
0.106 ± 0.021 0.179 ± 0.020 0.075 ± 0.013 0.210 ± 0.021 0.187 ± 0.011 0.098 ± 0.022
0.096 ± 0.026 0.181 ± 0.030 0.055 ± 0.011 0.205 ± 0.021 0.168 ± 0.014 0.075 ± 0.014
RevGAN 0.097 ± 0.027 0.147 ± 0.022 0.074 ± 0.010 0.172 ± 0.014 0.206 ± 0.022 0.104 ± 0.021
0.103 ± 0.025 0.173 ± 0.021 0.080 ± 0.009 0.188 ± 0.018 0.197 ± 0.013 0.087 ± 0.019
0.101 ± 0.015 0.174 ± 0.016 0.062 ± 0.011 0.187 ± 0.019 0.185 ± 0.015 0.085 ± 0.019
JSGAN 0.245 ± 0.034 0.183 ± 0.016 0.116 ± 0.020 0.352 ± 0.036 0.229 ± 0.020 0.147 ± 0.026
0.243 ± 0.035 0.175 ± 0.013 0.124 ± 0.019 0.324 ± 0.025 0.195 ± 0.046 0.150 ± 0.034
0.257 ± 0.038 0.187 ± 0.012 0.097 ± 0.018 0.339 ± 0.055 0.167 ± 0.026 0.086 ± 0.016
TVGAN 0.095 ± 0.022 0.165 ± 0.018 0.081 ± 0.014 0.204 ± 0.024 0.215 ± 0.022 0.126 ± 0.026
0.098 ± 0.016 0.157 ± 0.012 0.079 ± 0.009 0.205 ± 0.025 0.188 ± 0.013 0.123 ± 0.024
0.101 ± 0.016 0.183 ± 0.016 0.085 ± 0.013 0.204 ± 0.035 0.176 ± 0.012 0.062 ± 0.011
HellingerGAN 0.088 ± 0.021 0.148 ± 0.014 0.067 ± 0.011 0.167 ± 0.012 0.215 ± 0.024 0.102 ± 0.022
0.097 ± 0.018 0.152 ± 0.013 0.072 ± 0.015 0.196 ± 0.014 0.210 ± 0.012 0.104 ± 0.018
0.099 ± 0.022 0.159 ± 0.018 0.062 ± 0.016 0.179 ± 0.021 0.212 ± 0.022 0.076 ± 0.014
PearsonGAN 0.112 ± 0.023 0.172 ± 0.021 0.087 ± 0.013 0.238 ± 0.024 0.217 ± 0.024 0.124 ± 0.023
0.118 ± 0.021 0.177 ± 0.014 0.088 ± 0.008 0.256 ± 0.027 0.203 ± 0.018 0.121 ± 0.026
0.100 ± 0.013 0.180 ± 0.020 0.084 ± 0.009 0.250 ± 0.030 0.175 ± 0.016 0.074 ± 0.015
Table 3: Confidence intervals of the best average minimum Jensen-Shannon divergence across 20
trials for 1,000 samples (first row), 10,000 samples (second row), and 100,000 samples (third row) of
the best hyperparameter settings for dimensionality N = 128.
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Model Normal Beta Gumbel Laplace Exponential Gamma
WGAN 0.832 ± 0.295 0.445 ± 0.043 0.251 ± 0.037 1.174 ± 0.249 0.609 ± 0.061 0.312 ± 0.038
0.985 ± 0.188 0.521 ± 0.082 0.232 ± 0.025 1.359 ± 0.221 0.639 ± 0.052 0.229 ± 0.037
1.185 ± 0.194 0.566 ± 0.083 0.216 ± 0.025 1.430 ± 0.285 0.552 ± 0.040 0.244 ± 0.040
WGANGP 0.989 ± 0.280 0.985 ± 0.119 1.139 ± 0.303 1.916 ± 0.351 0.955 ± 0.122 0.904 ± 0.144
1.520 ± 0.430 0.610 ± 0.091 0.440 ± 0.085 1.943 ± 0.412 0.661 ± 0.142 0.393 ± 0.177
1.380 ± 0.134 0.401 ± 0.131 0.318 ± 0.041 1.533 ± 0.184 0.463 ± 0.042 0.216 ± 0.042
NSGAN 0.544 ± 0.238 0.814 ± 0.256 0.177 ± 0.010 0.891 ± 0.202 0.687 ± 0.206 0.603 ± 0.299
0.381 ± 0.181 0.583 ± 0.080 0.221 ± 0.075 0.874 ± 0.256 0.546 ± 0.170 0.534 ± 0.204
0.522 ± 0.179 0.473 ± 0.064 0.165 ± 0.011 0.788 ± 0.249 0.556 ± 0.078 0.302 ± 0.069
MMGAN 2.458 ± 0.184 0.932 ± 0.114 0.864 ± 0.228 2.796 ± 0.373 1.028 ± 0.115 1.108 ± 0.158
1.946 ± 0.219 0.697 ± 0.094 0.374 ± 0.041 2.290 ± 0.347 0.999 ± 0.146 0.584 ± 0.185
1.449 ± 0.327 0.572 ± 0.127 0.310 ± 0.076 2.013 ± 0.155 0.598 ± 0.086 0.254 ± 0.038
RaGAN 0.730 ± 0.299 0.992 ± 0.126 0.211 ± 0.077 0.900 ± 0.187 0.940 ± 0.101 0.935 ± 0.368
0.795 ± 0.342 1.067 ± 0.129 0.262 ± 0.186 1.167 ± 0.323 1.034 ± 0.126 0.451 ± 0.160
0.741 ± 0.242 1.183 ± 0.337 0.221 ± 0.080 1.040 ± 0.243 1.052 ± 0.126 0.357 ± 0.085
LSGAN 1.012 ± 0.369 0.901 ± 0.155 0.616 ± 0.157 1.006 ± 0.196 0.950 ± 0.062 1.035 ± 0.118
1.608 ± 0.316 0.633 ± 0.103 0.390 ± 0.112 2.004 ± 0.324 0.925 ± 0.221 0.675 ± 0.257
1.073 ± 0.102 0.365 ± 0.128 0.316 ± 0.038 1.728 ± 0.221 0.495 ± 0.070 0.274 ± 0.075
DRAGAN 2.326 ± 0.230 1.075 ± 0.153 1.281 ± 0.120 3.223 ± 0.270 0.930 ± 0.089 0.993 ± 0.094
2.444 ± 0.213 1.367 ± 0.187 1.314 ± 0.162 3.348 ± 0.301 1.008 ± 0.144 1.001 ± 0.092
1.608 ± 0.226 0.683 ± 0.192 0.594 ± 0.139 2.119 ± 0.376 0.732 ± 0.286 0.879 ± 0.326
BEGAN 2.774 ± 0.268 1.360 ± 0.118 1.445 ± 0.170 3.721 ± 0.347 1.060 ± 0.129 1.144 ± 0.131
3.004 ± 0.339 1.394 ± 0.147 1.008 ± 0.452 2.389 ± 0.421 1.269 ± 0.149 1.391 ± 0.217
2.099 ± 0.368 1.446 ± 0.134 0.589 ± 0.183 1.834 ± 0.421 1.645 ± 0.257 1.209 ± 0.316
InfoGAN 1.021 ± 0.187 0.510 ± 0.103 0.561 ± 0.121 1.464 ± 0.220 0.826 ± 0.118 0.664 ± 0.208
0.882 ± 0.158 0.505 ± 0.115 0.371 ± 0.024 0.906 ± 0.110 0.593 ± 0.081 0.336 ± 0.051
0.965 ± 0.197 0.428 ± 0.109 0.370 ± 0.022 1.213 ± 0.076 0.456 ± 0.051 0.321 ± 0.044
FisherGAN 0.391 ± 0.173 0.709 ± 0.060 0.171 ± 0.015 0.779 ± 0.240 0.803 ± 0.290 0.381 ± 0.149
0.609 ± 0.181 0.818 ± 0.061 0.235 ± 0.081 0.906 ± 0.182 0.621 ± 0.202 0.394 ± 0.180
0.483 ± 0.172 0.646 ± 0.166 0.176 ± 0.013 0.637 ± 0.129 0.716 ± 0.224 0.346 ± 0.100
ForwGAN 0.321 ± 0.137 0.680 ± 0.202 0.190 ± 0.009 0.771 ± 0.219 0.909 ± 0.218 0.397 ± 0.134
0.377 ± 0.138 0.808 ± 0.160 0.232 ± 0.151 0.653 ± 0.150 0.873 ± 0.210 0.466 ± 0.280
0.541 ± 0.310 0.766 ± 0.219 0.159 ± 0.014 0.735 ± 0.265 0.712 ± 0.150 0.334 ± 0.087
RevGAN 0.518 ± 0.174 0.690 ± 0.133 0.191 ± 0.074 0.698 ± 0.195 0.820 ± 0.188 0.352 ± 0.132
0.519 ± 0.211 0.745 ± 0.197 0.214 ± 0.019 0.741 ± 0.208 0.779 ± 0.222 0.369 ± 0.151
0.370 ± 0.170 0.630 ± 0.175 0.150 ± 0.013 0.691 ± 0.135 0.863 ± 0.210 0.400 ± 0.137
JSGAN 1.919 ± 0.639 1.014 ± 0.115 0.219 ± 0.071 1.705 ± 0.445 0.905 ± 0.087 1.050 ± 0.137
1.560 ± 0.439 0.904 ± 0.175 0.521 ± 0.217 1.855 ± 0.491 0.998 ± 0.130 0.687 ± 0.136
1.879 ± 0.384 1.034 ± 0.226 0.346 ± 0.130 2.077 ± 0.561 0.858 ± 0.201 0.359 ± 0.083
TVGAN 0.486 ± 0.188 0.762 ± 0.244 0.201 ± 0.075 0.911 ± 0.273 0.694 ± 0.242 0.590 ± 0.237
0.602 ± 0.187 0.800 ± 0.248 0.197 ± 0.079 0.962 ± 0.240 0.798 ± 0.214 0.581 ± 0.220
0.460 ± 0.189 0.670 ± 0.181 0.180 ± 0.015 0.752 ± 0.169 0.594 ± 0.200 0.273 ± 0.058
HellingerGAN 0.377 ± 0.208 0.548 ± 0.112 0.155 ± 0.012 0.645 ± 0.195 0.801 ± 0.170 0.337 ± 0.103
0.409 ± 0.190 0.678 ± 0.195 0.187 ± 0.026 0.628 ± 0.148 0.804 ± 0.238 0.379 ± 0.111
0.352 ± 0.100 0.659 ± 0.200 0.149 ± 0.010 0.586 ± 0.191 0.855 ± 0.152 0.337 ± 0.076
PearsonGAN 0.764 ± 0.242 0.869 ± 0.216 0.177 ± 0.015 0.874 ± 0.286 0.578 ± 0.147 0.409 ± 0.202
0.600 ± 0.229 0.815 ± 0.202 0.175 ± 0.025 0.862 ± 0.415 0.786 ± 0.214 0.744 ± 0.169
0.391 ± 0.143 0.867 ± 0.262 0.154 ± 0.017 0.820 ± 0.246 0.481 ± 0.097 0.318 ± 0.099
Table 4: Confidence intervals of the best average minimum Kullback-Leibler divergence across 20
trials for 1,000 samples (first row), 10,000 samples (second row), and 100,000 samples (third row) of
the best hyperparameter settings for dimensionality N = 128.
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Model Normal Beta Gumbel Laplace Exponential Gamma
WGAN 2.376 ± 0.428 6.301 ± 0.543 5.910 ± 1.368 7.698 ± 2.711 9.615 ± 2.024 3.235 ± 1.053
2.655 ± 0.950 6.777 ± 2.090 8.019 ± 1.944 8.577 ± 3.843 11.899 ± 5.086 2.995 ± 1.149
3.042 ± 0.449 5.927 ± 0.366 7.037 ± 2.640 6.988 ± 1.975 8.405 ± 1.402 1.881 ± 0.543
WGANGP 3.191 ± 0.400 8.336 ± 0.654 7.611 ± 2.508 8.480 ± 3.452 11.127 ± 2.078 4.279 ± 1.734
4.195 ± 1.431 7.808 ± 2.472 9.871 ± 4.512 9.882 ± 5.517 11.367 ± 6.599 3.672 ± 1.154
2.043 ± 0.147 5.038 ± 0.290 4.768 ± 1.626 4.941 ± 1.163 8.142 ± 3.307 1.348 ± 0.396
NSGAN 1.749 ± 0.413 9.099 ± 0.734 7.445 ± 2.463 6.187 ± 1.414 10.076 ± 3.777 3.401 ± 1.031
3.358 ± 1.237 8.643 ± 2.142 8.464 ± 2.808 8.950 ± 3.988 11.447 ± 4.605 3.737 ± 1.477
3.029 ± 0.229 7.469 ± 0.535 4.117 ± 1.023 5.327 ± 1.703 10.218 ± 3.821 2.223 ± 0.816
MMGAN 10.201 ± 1.561 10.464 ± 0.755 11.390 ± 2.192 13.033 ± 1.864 17.059 ± 3.348 10.312 ± 1.613
5.495 ± 1.363 10.551 ± 3.462 8.330 ± 3.214 10.662 ± 5.150 18.233 ± 6.909 5.926 ± 5.555
3.110 ± 0.452 6.617 ± 0.661 4.452 ± 1.029 5.534 ± 1.823 10.873 ± 2.759 1.843 ± 0.506
RaGAN 2.740 ± 0.566 8.983 ± 0.788 7.380 ± 2.084 7.509 ± 2.185 8.976 ± 2.146 2.791 ± 1.016
4.519 ± 1.452 13.032 ± 4.097 10.823 ± 4.832 8.052 ± 2.342 12.526 ± 3.182 4.056 ± 1.408
3.537 ± 0.381 10.291 ± 0.733 7.178 ± 1.257 7.852 ± 2.715 10.936 ± 2.011 3.654 ± 1.024
LSGAN 4.280 ± 0.518 9.232 ± 0.563 10.503 ± 3.403 8.753 ± 2.167 11.754 ± 3.206 9.023 ± 0.929
4.096 ± 1.636 8.427 ± 2.414 8.978 ± 4.606 13.346 ± 4.851 15.695 ± 5.691 7.326 ± 5.143
2.286 ± 0.190 5.827 ± 0.778 3.460 ± 0.814 4.262 ± 0.798 9.539 ± 3.441 2.345 ± 0.962
DRAGAN 7.051 ± 0.851 8.892 ± 0.572 11.208 ± 1.052 11.004 ± 1.971 15.461 ± 2.439 10.695 ± 2.428
9.638 ± 2.113 11.497 ± 4.364 17.183 ± 6.580 12.998 ± 3.925 19.594 ± 9.288 9.541 ± 5.206
2.704 ± 0.338 4.614 ± 0.641 5.762 ± 2.537 6.923 ± 1.181 7.696 ± 2.245 2.713 ± 0.689
BEGAN 14.073 ± 0.759 11.215 ± 0.477 20.592 ± 2.197 18.819 ± 2.514 21.311 ± 4.300 16.569 ± 0.759
19.480 ± 5.667 12.881 ± 3.939 23.892 ± 7.131 22.189 ± 6.844 24.741 ± 7.144 14.040 ± 9.001
13.694 ± 1.408 10.468 ± 0.663 16.832 ± 3.186 20.066 ± 1.192 23.807 ± 3.008 9.741 ± 1.698
InfoGAN 4.184 ± 0.693 7.700 ± 0.388 7.702 ± 2.137 8.213 ± 2.313 10.682 ± 1.933 5.653 ± 1.414
4.707 ± 3.152 8.039 ± 3.353 8.623 ± 3.280 8.085 ± 3.983 12.106 ± 8.355 5.034 ± 3.126
2.535 ± 0.277 5.789 ± 0.597 6.710 ± 2.561 6.351 ± 2.116 9.892 ± 3.821 2.207 ± 0.638
FisherGAN 1.823 ± 0.550 8.931 ± 0.997 5.493 ± 1.880 6.836 ± 1.186 10.790 ± 3.162 3.579 ± 2.350
3.105 ± 1.345 11.792 ± 3.672 7.582 ± 2.777 8.348 ± 4.066 12.528 ± 3.745 3.895 ± 1.670
2.768 ± 0.433 9.146 ± 0.449 7.666 ± 1.595 5.885 ± 0.885 10.648 ± 2.411 3.388 ± 0.929
ForwGAN 1.450 ± 0.426 8.835 ± 0.506 7.515 ± 2.029 5.828 ± 1.839 11.519 ± 3.067 3.431 ± 0.767
2.634 ± 0.958 11.460 ± 3.812 9.553 ± 4.423 7.038 ± 2.696 11.161 ± 2.903 4.347 ± 1.576
2.380 ± 0.413 9.478 ± 0.281 6.854 ± 2.344 4.799 ± 0.825 8.786 ± 1.829 3.220 ± 0.977
RevGAN 1.537 ± 0.456 8.915 ± 0.627 6.060 ± 1.804 4.752 ± 0.978 10.211 ± 3.843 2.889 ± 1.359
2.358 ± 0.593 11.499 ± 3.694 9.208 ± 3.809 6.812 ± 2.425 10.693 ± 3.902 3.420 ± 1.207
2.714 ± 0.336 9.645 ± 0.424 5.959 ± 1.767 5.355 ± 1.093 7.898 ± 1.725 3.665 ± 1.149
JSGAN 5.042 ± 0.709 10.094 ± 0.601 10.782 ± 2.684 9.379 ± 2.631 12.464 ± 1.795 4.090 ± 1.270
5.276 ± 1.471 11.595 ± 2.963 12.447 ± 5.515 10.820 ± 2.957 14.465 ± 5.005 5.057 ± 2.490
4.272 ± 0.908 10.478 ± 1.770 8.104 ± 1.919 9.201 ± 1.930 12.593 ± 2.252 3.932 ± 0.745
TVGAN 1.572 ± 0.425 9.026 ± 0.685 7.761 ± 1.566 6.326 ± 0.902 8.706 ± 1.955 2.868 ± 1.068
3.024 ± 1.161 11.396 ± 3.091 8.336 ± 2.476 6.074 ± 2.376 10.191 ± 3.094 3.592 ± 1.347
2.543 ± 0.421 9.273 ± 0.436 8.183 ± 2.106 6.407 ± 2.109 8.852 ± 2.168 3.529 ± 0.848
HellingerGAN 1.524 ± 0.341 8.882 ± 0.431 6.097 ± 1.572 5.846 ± 1.577 10.578 ± 2.485 3.140 ± 1.179
2.694 ± 0.781 11.558 ± 3.325 8.278 ± 1.857 7.158 ± 2.250 10.792 ± 4.651 4.148 ± 1.731
2.376 ± 0.346 9.982 ± 0.520 6.650 ± 1.888 6.172 ± 2.072 7.931 ± 1.591 2.925 ± 1.307
PearsonGAN 1.946 ± 0.439 9.315 ± 0.996 7.482 ± 3.103 5.619 ± 1.029 8.804 ± 1.810 2.961 ± 0.885
3.243 ± 1.122 11.982 ± 4.928 7.740 ± 2.779 8.301 ± 3.403 13.876 ± 4.201 4.569 ± 1.747
2.639 ± 0.246 9.390 ± 0.469 7.866 ± 1.670 7.304 ± 1.037 10.162 ± 2.995 3.465 ± 0.858
Table 5: Confidence intervals of the best average minimum Wasserstein distance across 20 trials for
1,000 samples (first row), 10,000 samples (second row), and 100,000 samples (third row) of the best
hyperparameter settings for dimensionality N = 128.
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D Diverse sets of hyperparameters can produce a best result
Model Normal Beta Gumbel Laplace Exponential Gamma
WGAN [8, 3, 13] [5, 3, 3] [6, 6, 7] [6, 5, 7] [8, 11, 9] [11, 8, 7]
[14, 12, 10] [5, 3, 4] [5, 10, 5] [14, 9, 9] [10, 9, 10] [11, 9, 7]
[8, 11, 9] [7, 6, 7] [13, 11, 14] [8, 10, 12] [13, 13, 13] [8, 10, 12]
WGANGP [4, 8, 9] [2, 3, 5] [8, 7, 3] [4, 5, 6] [3, 6, 5] [9, 4, 6]
[5, 7, 7] [3, 3, 3] [6, 5, 2] [4, 5, 4] [8, 8, 10] [11, 5, 6]
[8, 6, 7] [8, 8, 8] [13, 13, 13] [13, 12, 14] [15, 12, 14] [11, 10, 14]
NSGAN [6, 5, 5] [7, 4, 4] [5, 7, 10] [7, 4, 5] [9, 4, 9] [11, 8, 8]
[9, 7, 8] [9, 4, 4] [5, 8, 7] [8, 5, 6] [9, 10, 12] [11, 8, 12]
[5, 6, 7] [3, 5, 6] [11, 10, 12] [8, 11, 14] [11, 9, 14] [10, 9, 12]
MMGAN [9, 8, 6] [5, 4, 5] [5, 4, 6] [12, 11, 5] [4, 5, 8] [9, 7, 6]
[8, 6, 4] [3, 4, 5] [6, 4, 5] [7, 4, 2] [5, 7, 10] [5, 3, 7]
[15, 8, 8] [7, 3, 9] [14, 6, 13] [14, 9, 15] [17, 11, 12] [14, 15, 11]
RaGAN [11, 8, 7] [4, 6, 9] [8, 10, 9] [8, 9, 7] [8, 5, 5] [13, 12, 13]
[11, 12, 10] [6, 9, 10] [9, 9, 13] [13, 13, 11] [8, 4, 4] [12, 9, 11]
[9, 5, 10] [5, 8, 12] [9, 14, 12] [12, 10, 13] [12, 12, 10] [14, 12, 13]
LSGAN [4, 9, 9] [5, 5, 7] [3, 5, 5] [2, 6, 8] [6, 5, 5] [3, 7, 7]
[5, 4, 3] [5, 7, 6] [3, 4, 5] [2, 7, 4] [8, 7, 7] [4, 6, 8]
[4, 6, 7] [4, 8, 8] [8, 10, 12] [6, 11, 11] [9, 12, 11] [9, 7, 12]
DRAGAN [12, 11, 7] [9, 4, 5] [9, 9, 6] [9, 11, 9] [9, 8, 4] [14, 13, 7]
[8, 6, 9] [6, 4, 9] [5, 4, 6] [11, 6, 8] [7, 4, 11] [10, 7, 3]
[13, 13, 5] [6, 12, 5] [10, 10, 10] [12, 12, 9] [12, 9, 9] [11, 13, 7]
BEGAN [11, 4, 5] [8, 5, 5] [7, 4, 3] [6, 3, 3] [6, 3, 6] [4, 5, 3]
[7, 3, 5] [6, 6, 4] [5, 5, 3] [6, 4, 2] [4, 3, 5] [4, 2, 4]
[7, 9, 4] [12, 8, 9] [17, 15, 4] [13, 9, 3] [15, 13, 15] [9, 9, 3]
InfoGAN [10, 10, 5] [3, 4, 5] [9, 5, 9] [8, 10, 7] [8, 4, 2] [9, 4, 7]
[7, 5, 3] [4, 4, 5] [8, 3, 8] [5, 6, 5] [9, 3, 4] [12, 4, 9]
[7, 7, 9] [7, 10, 3] [12, 11, 11] [13, 13, 10] [13, 14, 12] [12, 4, 12]
FisherGAN [6, 7, 5] [9, 8, 7] [6, 8, 9] [8, 9, 7] [10, 9, 13] [10, 11, 9]
[9, 12, 7] [9, 10, 9] [5, 8, 6] [9, 9, 7] [10, 7, 8] [10, 10, 12]
[7, 6, 10] [4, 6, 6] [12, 10, 13] [10, 11, 10] [11, 13, 15] [11, 10, 9]
ForwGAN [5, 6, 6] [7, 9, 11] [6, 6, 6] [7, 6, 7] [4, 10, 12] [8, 7, 10]
[8, 8, 8] [8, 6, 7] [3, 6, 4] [9, 7, 7] [11, 12, 9] [11, 8, 10]
[5, 6, 6] [6, 8, 6] [12, 14, 13] [10, 11, 8] [11, 11, 13] [9, 11, 10]
RevGAN [5, 8, 9] [5, 10, 7] [7, 7, 8] [5, 5, 5] [6, 11, 9] [9, 8, 8]
[8, 9, 9] [9, 5, 7] [4, 5, 3] [7, 8, 7] [11, 8, 10] [9, 13, 12]
[7, 7, 8] [7, 8, 6] [11, 11, 13] [10, 11, 10] [12, 10, 14] [11, 12, 9]
JSGAN [9, 11, 11] [6, 6, 7] [10, 11, 11] [9, 7, 7] [7, 5, 7] [11, 6, 12]
[6, 10, 8] [5, 5, 5] [9, 9, 9] [9, 9, 8] [6, 4, 10] [12, 10, 13]
[13, 12, 10] [4, 9, 11] [12, 10, 12] [12, 14, 16] [12, 11, 11] [12, 10, 13]
TVGAN [7, 6, 7] [7, 7, 9] [7, 8, 9] [9, 8, 8] [10, 11, 11] [10, 11, 9]
[9, 11, 12] [10, 10, 9] [9, 6, 5] [9, 6, 9] [7, 9, 10] [11, 12, 11]
[7, 7, 7] [5, 5, 7] [11, 10, 15] [9, 9, 9] [12, 12, 10] [11, 8, 11]
HellingerGAN [7, 5, 5] [7, 8, 8] [6, 6, 4] [4, 4, 5] [7, 8, 6] [11, 9, 11]
[9, 6, 9] [6, 6, 4] [5, 4, 3] [7, 5, 6] [9, 6, 6] [11, 8, 8]
[7, 6, 8] [5, 5, 9] [11, 10, 13] [10, 11, 9] [12, 14, 14] [10, 11, 9]
PearsonGAN [9, 9, 8] [6, 8, 8] [6, 7, 6] [6, 8, 7] [8, 6, 10] [11, 9, 11]
[13, 9, 10] [8, 9, 8] [8, 8, 10] [11, 13, 11] [10, 7, 10] [14, 10, 11]
[7, 6, 9] [6, 11, 6] [11, 9, 13] [10, 11, 12] [9, 12, 16] [11, 11, 12]
Table 6: Number of unique hyperparameter settings that yielded a best result out of 20 trials for 1,000
samples (first entry of each row), 10,000 samples (second entry), and 100,000 samples (third entry)
with respect to Kullback-Leibler divergence (first row), Jensen-Shannon divergence (second row),
and Wasserstein distance (third row) for dimensionality N = 128. The maximum value for any given
entry would be 20 provided that a diferent hyperparameter output the minimum performance for
every trial conducted, and the minimum value would be 1 if only one hyperparameter setting always
outperformed the rest. Dimensionalities N ∈ {16, 32, 64} yielded similar results.
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Model Jensen-Shannon Kullback-Leibler Wasserstein Distance Total (% of max)
WGAN 167 215 346 728 (1.40%)
WGANGP 115 146 492 753 (1.45%)
NSGAN 43 64 221 328 (0.63%)
MMGAN 34 127 416 577 (1.11%)
RaGAN 80 58 69 207 (0.40%)
LSGAN 73 120 386 579 (1.12%)
DRAGAN 126 138 380 644 (1.24%)
BEGAN 54 137 352 543 (1.05%)
InfoGAN 127 179 366 672 (1.30%)
FisherGAN 42 38 159 239 (0.46%)
ForwGAN 45 51 166 262 (0.51%)
RevGAN 43 44 137 224 (0.43%))
JSGAN 72 31 179 282 (0.54%)
TVGAN 38 47 126 211 (0.41%)
HellingerGAN 41 57 176 274 (0.53%)
PearsonGAN 32 42 165 239 (0.46%)
Table 7: The number of hyperparameter settings that yielded a minimum average performance that fell
within the confidence interval of the best average performance across all 16 models, three evaluation
metrics, six distributions, 15 hyperparameter settings, four dimensionalities, and three sample sizes.
The last column indicates the sum of the values to its left followed by this number divided by 51,840
(the maximum possible number in this table) to its right, rounded up to the nearest hundredth.
F Model specifications
d = 16 d = 32 d = 64 d = 128
h = 32 [1,393 - 1,821 - 1,888] [2,433 - 2,861 - 3,456] [4,513 - 4,941 - 6,592] [8,673 - 9,101 - 12,864]
h = 64 [3,281 - 4,125 - 4,256] [5,345 - 6,189 - 7,360] [9,473 - 10,317 -13,568] [17,729 - 18,573 - 25,984]
h = 128 [8,593 - 10,269 - 10,528] [12,705 - 14,381 - 16,704] [20,929 - 22,605 - 29,056] [37,377 - 39,053 - 53,760]
h = 256 [25,361 - 28,701 - 29,216] [33,569 - 36,909 - 41,536] [49,985 - 53,325 - 66,176] [82,817 - 86,157 - 115,456]
h = 512 [83,473 - 90,141 - 91,168] [99,873 - 106,541 - 115,776] [132,673 - 139,341 - 164,992] [198,273 - 204,941 - 263,424]
Table 8: Number of model parameters for data dimensionality d and hidden dimension size h. The
first entries are for all models except InfoGAN and BEGAN, the second entries are for InfoGAN, and
the third are for BEGAN. All architectures consisted of four feedforward neural network layers in
total: two for G and two for D. Since InfoGAN used latent variables as inputs to D and BEGAN’s D
was an autoencoder, they necessitated slightly more parameters. We did not observe these differences
to give neither InfoGAN nor BEGAN any significant advantage over other models.
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