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Abstract. The interface of neutral Rydberg atoms in the gas phase
with a solid surface is of interest in many ﬁelds of modern research.
This interface poses a particular challenge for any application in which
Rydberg atoms are close to a substrate but also opens up the possibility
of studying properties of the surface material itself through the atomic
response. In this review the focus is on the process of electron tunneling
from the excited state into the substrate that occurs when a Rydberg
atom is located in front of a surface at a range of a few hundred nm and
is demonstrated with a metallic surface. It is shown how variations in
this ionisation mechanism can provide a powerful tool to probe image-
charge eﬀects, measure small superﬁcial electric stray or patch ﬁelds
and how charge transfer from the Rydberg atom can be in resonance
with energetically discrete surface states.
1 Rydberg atoms at surfaces and interfaces
When atoms are excited into states of high principal quantum number n their prop-
erties are exaggerated and long-range interactions lead to a strong coupling with their
environment. The electron cloud is greatly expanded compared to the ground state
(∝ n2) which results in a large polarisability of a Rydberg state (∝ n7) causing a
strong response to electric ﬁelds [1]. In terms of a classical dipole, the positive core
and negative electron are widely separated giving these excited states a large dipole
moment, by which Rydberg atoms exhibit interactions over great distances (∼ μm),
where the interactions can be controlled externally. The range of exotic properties
makes them an interesting subject in various ﬁelds of research, Rydberg atoms are
used in cavity quantum electrodynamics [2,3], in controlled chemical reactions by
mechanical manipulation [4], serve as a model system for dipole-mediated energy
transport in biological systems [5], can be used as a non-linear medium to mediate
single-photon interactions [6,7] and have been proposed in several ways for quantum
information processing [9–12]. However, this also means that the strong interaction
will not be limited to surrounding atoms but that they also couple to condensed
matter, bulk surfaces, in the vicinity. See Fig. 1 for an overview of Rydberg-surface
interactions.
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Fig. 1. Diﬀerent interaction types for neutral Rydberg atoms interfaced with a metallic
surface and the distance ranges spanned by these interactions. The relevance of these distance
regimes for typical applications and ﬁelds of research is noted on the right side.
It has been suggested that the long range interaction of Rydberg states may be
facilitated by enclosing a Rydberg gas at room temperature in wedge shaped glass
cells with the attempt to implement integrable gates and single photon devices [8].
Other proposals have concentrated on combining Rydberg atoms in the gas phase
with a solid-state coplanar waveguide [13] where the waveguide can hold a super-
conducting qubit which is a highly promising candidate for the successful large-scale
implementation of quantum information [14]. This hybrid approach combines the ad-
vantages of the two diﬀerent quantum system: the strong coupling of the macroscopic
solid-state device and the long radiative lifetimes (τ ∝ n3) of a Rydberg state of up
to ms [15,16]. Here, the Rydberg atom in the hybrid system can enhance the com-
paratively short coherence times of the superconducting qubit of a few tens of μs [17]
and also act like a memory or transmitter by transferring information from one part
of the device to the other.
Even though the special characteristics of these high lying states oﬀer a unique
degree of control and manipulation, this ability comes with the price of their being
easily perturbed by their environment. If the aim is to implement these ideas practi-
cally, miniaturisation will be a key factor, and closer interfacing of a Rydberg gas to
metal and dielectric components of the apparatus is inevitable.
1.1 Long-range interaction with surfaces
For the aforementioned schemes to be feasible, the understanding of the interplay of
Rydberg atoms with small electric ﬁelds becomes crucially important. The ﬁelds can
be produced by the roughness and geometric structure of nearby surfaces, or they
may originate from patch charges on them. In the context of information processing,
the eﬀect of adsorbates has been investigated by a number of groups over the last
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few years. In a seminal work, Tauschinsky et al. investigated energy-level shifts above
the gold-coated surface of a permanent magnetic substrate via electromagnetically
induced transparency (EIT) [18]. They found the level shifts to be distance-dependent
and caused by spatially inhomogeneous electric ﬁelds originating from adatoms
adsorbed on the chip surface. The magnitude of these ﬁelds scales with the height as
∝ z−0.7, contrary to the ﬁelds due to randomly distributed patch potentials which
scale with z−2 [19]. The Rubidium atoms are excited to Rydberg states and held
in micron-sized traps 10μm above a patterned magnetic ﬁlm [20] and are lost from
the traps over time, depositing as mounds on the substrate. Work on the adsorp-
tion of neutral atoms onto the surface of an atom chip was further complemented by
Hattermann et al. who also used EIT to probe an atom cloud released from optical
tweezers onto a copper surface. They were able to determine that electrostatic ﬁelds
arising from the adsorbed Rubidium are about 1V cm in magnitude and that these
ﬁelds formed after a mere 100 repetitions of their experimental cycle [21].
In atom-chip experiments the detrimental eﬀects of Rydberg-surface interaction
prevent the trapping of atom clouds at distances closer than ∼100 nm to the sub-
strate due to perturbation of the trapping potential [22]. In the proposal for using
wedge glass cells for housing a Rydberg vapour at room temperature, the goal is to
construct the spacing of the glass cells to accommodate another collective feature of
a dense Rydberg sample, the Rydberg blockade. This is a mechanism in which ex-
citation of another Rydberg state is collectively suppressed within a speciﬁc volume
according to a blockade radius. To match this blockade radius, the conﬁning compart-
ment needs to extend several micrometres for a state in principal quantum numbers
n = 30 − 50 [8]. The potentially signiﬁcant interactions with a surface must be well
understood to make, in the context of quantum information, for a maximum ﬁdelity
and a deterministic scheme that preserves atomic coherence.
In contrast to a conducting metal as a conductor, an insulator builds up a di-
electric polarisation when placed in an electric ﬁeld where this charging-up eﬀect is
expected to enhance the dipolar interaction of an atom with a dielectric surface, es-
pecially when adsorbates are deposited on the surface. The enlarged response to a
dielectric surface can be explained by a resonant coupling to polariton and plasmon
modes of the material [2,36,37]. Even though fused silica glass is a common material
used in cold atom experiments it has only been studied marginally. In work by Ku¨bler
et al. and Abel et al. it was found that the shift of the Rydberg state energies deviates
from the expected scaling in the presence of a dielectric that modiﬁes the electric ﬁeld
response [8,38,39]. In Ref. [8] the principal quantum number of the Rydberg state is
speciﬁcally chosen to minimise the coupling to polariton modes in the quartz glass.
Other ways to inhibit the interaction with the substrate are to use specially designed
coatings.
The extreme sensitivity to minuscule electric ﬁelds in surface architectures leads to
an undesired response but this can also be used as a probe. Employing high-resolution
spectroscopy of the Stark shift of Rydberg states, the magnitude of electric ﬁelds can
be determined; in this way measurements of ﬁeld inhomogeneities down to ±20μV
have been demonstrated [23].
1.2 Short-range interaction with surfaces
Complications of using chip or hybrid designs are the energy shifts of the atomic state
and altered excited state lifetimes by changes in the spontaneous emission rates [3]
which are of relevance in comparatively large atom-surface separations. After the
eﬀect of stray electric ﬁelds, the next strongest coupling is interaction of a Rydberg
atom with its induced image charge. The large dipole of a Rydberg state (∝ n2)
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induces a charge polarisation in a metallic bulk that results in an attractive net
force [24]. At the smaller end of the range of separations the inﬂuence of the image-
charge interactions gets more drastic, and the electron is able to pass over or tunnel
through the potential barrier into the conduction band and thus is ionised [26,28].
At the closest distances to the surface, the shape of the potential landscape gains
importance and it has been proposed that Rydberg atoms could be used for controlled
deposition in nanolithography [25]. Surface orbitals are in general not fully occupied,
which renders the surface reactive to any element or compound present in the gas
phase. If the surface is exposed to a controlled environment, as when it is placed
in a (ultra-) high vacuum, it becomes possible to control the exposure to potential
reaction partners which makes it a model system for the study of surface chemistry.
In the following, the focus will be on the interplay of an highly excited atomic state
with a metallic surface, particularly the process of ionisation, which has been a subject
of several investigations over the last three decades in experimental studies [27–31]
as well as in theoretical studies [32–35]. In Sect. 2 the properties of Rydberg states
in external ﬁelds will be described, and then in Sect. 3 these will be compared to the
properties of Rydberg states close to a solid.
2 Rydberg states in external electric ﬁelds
To understand the ionisation of a Rydberg state in front of a surface, as is addressed
later, it is useful to consider the eﬀects of a homogeneous electric ﬁeld. As the electron
in a Rydberg atom is distributed over a large orbital, and far removed from the core,
it has a low binding energy and the atom is highly polarisable. This makes it possible
to easily remove the electron from the core with modest electric ﬁelds which renders
the remaining ion detectable by charged particle detectors.
2.1 The Stark eﬀect in hydrogen
Rydberg orbitals are hydrogenic and the eigenstates at zero electric ﬁeld can be
described by the quantum numbers |nml〉 where n is the principal quantum number,
l the orbital angular momentum quantum number, and m the magnetic quantum
number referring to the projection of angular momentum onto the z axis. If a static
electric ﬁeld of magnitude F is applied along the z direction, a perturbing term
is added to the (hydrogenic) zero-ﬁeld Hamiltonian H0; unless noted otherwise, all
quantities are expressed in atomic units (a.u.).
H = H0 +HStark(F ) (1)
where the Stark term can be expressed as in Eq. (2) when spherical coordinates
are chosen and the z-axis is the quantization axis to describe the symmetry of the
problem, with μz as the z-component of the dipole moment operator µ.
HStark(F ) = −µF = −μFz = Fr cos θ. (2)
This leads to a shift in energy that varies linearly with the applied ﬁeld and thereby
to a lifting of the degeneracy of the |lm〉 states. The splitting of the energy levels for
a hydrogen atom is depicted in Fig. 2. In this symmetry, angular momentum l is
no longer a good quantum number and the resulting wavefunctions can be described
by the principal quantum number n and the magnetic quantum number m. The
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Fig. 2. Stark eﬀect in hydrogen for n = 23 and n = 22; maximally polarised parabolic k
states are labeled for n = 23. The crossing point of the two manifolds is the Inglis-Teller limit,
beyond which no avoided crossings are observed in hydrogen. Also shown is the energy of the
saddle point V = −2√F (dashed red line) at which ﬁeld ionisation is classically expected.
Green circles mark ﬁeld values for the diﬀerent Stark states at which the ionisation rate Γ
exceeds 1× 106 s, which is the typical experimental timescale over which ionisation occurs.
Note that only in the case of the most red-shifted state the classically expected ﬁeld value
coincides with the calculated rate. Also shown are the electron probability for polarisation
parallel to the direction of the ﬁeld (+k, blue-shifted) and in the opposite direction to the
electric ﬁeld (−k, red-shifted). The positive core is located in the middle of the plane of the
wavefunction.
problem remains separable with newly-introduced parabolic quantum numbers n1
and n2 obeying the relation given in Eq. (3):
n = n1 + n2 + |m|+ 1. (3)
A Stark state is usually labelled by the quantum number k = n1 − n2, where k
ranges from −(n− |m| − 1) to (n− |m| − 1) in steps of two with the total number of
distinct Stark states for a given n and m being n− |m|.
These states have a permanent dipole moment, which manifests in a permanent
polarisation along the direction of the ﬁeld. A positive Stark shift corresponds to a
polarisation of the electron density along the positive direction of the electric ﬁeld
towards higher energies (blue-shifted, +k) and a negative shift in the opposite direc-
tion towards lower energies (red-shifted, −k); exemplary probability distributions for
two diﬀerent maximally polarised k states are shown in Fig. 2.
Wavefunctions for extreme members of the Stark manifold in Fig. 2 illustrate
that the electron distribution is highly asymmetric with the majority of the electron
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probability furthest away from the core. This large separation gives the maximally
polarised k states a large dipole moment (∼ 1/2nk) which oﬀers a handle to exert
a force on a Rydberg atom making the maximal +k states an ideal candidate for
spatial manipulation. An inhomogeneous ﬁeld exerts a force KStark in the direction of
decreasing ﬁeld, or decreasing energy, with KStark = −∇E = −∇(µ ·F), which allows
for deceleration and deﬂection with small electric ﬁelds compared to a ground-state
atom [41–43].
First order perturbation theory is valid for small ﬁelds that produce the linear
shift of the split energies. If higher order contributions are taken into account, the
energies for a speciﬁc Stark state can be calculated by the expansion in Eq. (4) [40];
the higher order eﬀects are discernible at higher ﬁelds. For the hydrogen atom, the
energies with second order corrections are









17n2 − 3k2 − 9m+ 19)F 2+O(F 3)+. . . (4)
Energies calculated from Eq. (4) are plotted in Fig. 2 for two diﬀerent principal
quantum numbers.
2.2 Ionisation in an electric ﬁeld
While for modest electric ﬁelds the eﬀect on the atom may be just an energy level
shift, at higher ﬁelds ionisation can occur. This can be understood by considering the
potential for the electron in the ﬁeld.
If a Rydberg atom is placed in a constant electric ﬁeld, the combination of the
Coulomb potential (for an electron) and the linear Stark perturbation as seen by an




This combined potential has, as depicted in Fig. 3, a saddle point on the anode side
of the ion core at z = −1/F with energy Vsaddle = −2
√
F ; as the magnitude of the
ﬁeld increases the energy of the saddle point decreases. Classically, at a ﬁeld value of
F = 16n−4 a Rydberg state would be expected to ionise as the electron can escape
the Coulomb potential.
As shown in Fig. 2 it would be expected that red-shifted Stark states ionise at
higher ﬁelds than blue-shifted states of the same n manifold since, at the same ﬁeld
value, a blue-shifted state is higher in energy. However, this is not observed exper-
imentally. For the H atom, and for other Rydberg atoms using fast-ramped ﬁelds,
blue states ionise at higher ﬁelds than red states for high principal quantum numbers
n [44].
In the classical approach, the spatial extent of the electronic charge polarisation
is not considered for diﬀerent Stark states. In the case of a blue state, the majority
of the electron density is located on the opposite side of the core to the saddle point
as illustrated in Fig. 2, which makes these states kinetically more stable, leading
to longer lifetimes until the ionisation event occurs. In order to achieve the same
ionisation rates Γ for a blue state as for a red state, ﬁelds of higher magnitude have
to be applied. A representation of the ionisation rate for diﬀerent Stark states is
shown in Fig. 2; the rates were calculated with a semi-empirical formula for Γ as used
by Damburg and Kolosov [45].
The ﬁeld-ionisation behaviour may be derived for a hydrogen atom; in the case of
a nonhydrogenic species, a diﬀerent behaviour is observed. For an electron in a low
orbital momentum state l, which classically has a strongly elliptic orbit, the inner
Cooperativity and Control in Highly Excited Rydberg Ensembles 3067
Fig. 3. Combined Stark potential (full blue line) of the perturbed Coulomb potential (dashed
line), with a saddle point forming in the negative direction of the electric ﬁeld. Arrows
mark the direction relative to the core in which the red- and blue-shifted wavefunctions are
polarised. Compare the maximally polarised wavefunctions as depicted in Fig. 2 in respect to
the position of the ion core. Complementing the classical intuition, schematic energy levels
are added to the plot.
part of the wavefunction is highly penetrating, causing the shielding of the core to
be reduced and thereby a deviation from the Coulomb potential. The diﬀerence in
energy to the hydrogen Rydberg formula is expressed through an eﬀective quantum
number n∗ = n − δl, where δl is the l dependent quantum defect which is 0 for
hydrogen. With the Rydberg constant R∞ the energy levels of the Rydberg series are
then determined as
E = − R∞
(n− δl)2 . (6)
Thus, for other species, such as alkali atoms or molecules, the spherical symmetry
is broken which allows coupling between red and blue states resulting in avoided
crossings beyond the ﬁeld value where neighbouring n manifolds cross, the Inglis-
Teller limit. The ﬁeld ionisation behaviour may be ‘adiabatic’ or ‘diabatic’ (hydrogen
like) according to how rapidly the ﬁeld is ramped up, and hence whether the system
passes adiabatically or diabatically through the level crossings [26].
3 Ionisation of a Rydberg state at a metallic surface
As remarked in Sect. 1, at a distance of about 1–10μm from the surface, the dominant
net-attractive dipole interaction of Rydberg state and the surface can be described
by the classical method of electrical images if the orbital size for a given n is smaller
than the distance to the surface. The conduction band electrons are assumed to be
mobile within the metal surface so that the material can be treated as being perfectly
polarisable. Then, when an atom is brought adiabatically from an inﬁnite distance
to a large ﬁnite distance in front of the conductor, the eﬀect can be compared to
the interaction with the electrical mirror image of opposite charge at same distance
beyond the surface boundary image plane [24].
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Fig. 4. Image-charge model for an atom in front of a metallic surface. The dipole on the
vacuum side of the interface system induces a mirrored charge distribution in the metal
that can be described by point charges. Diﬀerent potential terms are labelled according to
Eq. (7). The real electron is described in cylindrical symmetry by (z, ρ). The shape of the
various potential contributions are further elaborated in Fig. 5.
3.1 Image-charge modelling
The contribution of the point-charge potentials for electron, ion core and their images
can be isolated as depicted in Fig. 4. Choosing the surface normal as the symmetry
axis, the position of the electron can then be described by (z, ρ) relative to the ion
core at height D above the image plane. The total one-electron potential is then a
sum of the Coulomb potential and a surface potential that is comprised of an inter-
action between electron and image-electron Vee, an interaction Vep between electron
and image-proton as well as a term Vpp describing the interaction of proton and
image-proton.
In the asymptotic long-range limit, for a charge of qp = e = 1 and with ze = z+D,


















where the attractive Vpp term is cancelled by a repulsive term from the expansion
but could otherwise be motivated to be omitted because it raises the energy of both
the Rydberg state and the energy states of the surface equally and therefore does
not aﬀect the surface ionisation dynamics [35]. The total potential would additionally
contain the Coulomb potential, Vtot = Vsurface + VCoulomb, where VCoulomb = −1/r
and the distance r is the separation between ion core and electron.
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To avoid handling the square root denominators, the components of the surface





















This potential can be used in the Hamiltonian for calculating the energy levels
of the system quantum mechanically; Ganesan and Taylor included terms up to 8th
order to achieve convergence in their quantum calculations of the energy levels for a
n = 20 Rydberg state.
If the atom is much further away from the surface than its orbital size, the
quadratic terms are suﬃcient, which gives the instantaneous D−3 dependent van
der Waals potential [47]. However, the size of a Rydberg atom grows as n2 and the
assumption that D2  r2 loses its validity and Eq. (8) needs to include higher order
terms in the expansion.
The van der Waals contribution introduces a perturbation that couples the hy-
drogenic spherical basis functions |nlm〉 with Δl = 0,±2 and Δm = 0, similar to
the Stark eﬀect described above; this lifts the lm degeneracy and causes a strong
polarisation of the electronic wavefunctions. A series of diﬀerently polarised states is
formed where a red-shifted state is oriented towards the surface whereas a blue-shifted
state is oriented towards the vacuum side of the interface system in the absence of an
external ﬁeld.
3.2 Surface potential modelling
As Eq. (7) is only valid for the asymptotic limit, it is unsuitable for small distances
or large atom sizes since it exhibits a singularity for Vee at z = −D, i.e. at the
surface boundary. To alleviate these shortcomings, a free-electron Jellium potential
as proposed by Jones et al. [48,49] can be introduced which treats the electrons as
moving within a background of (positive) charge density of the ion cores in the metal.










with A = −1− 4V0/λ, B = −2V0/A.
A and B are chosen to match Vee and its derivative at the image plane position
z0. This barrier model has three further parameters to create a continuous transition
from the vacuum to the bulk; λ determines the width at which the modelled potential
is saturating towards U0 where U0 is the inner potential of the metal related to the
work function of the material. The resulting Jellium surface potential system and its
components are depicted in Fig. 5; it can be seen that a barrier with a saddle point
is formed towards the surface.
3.3 Surface induced ionisation
This eﬀect of the saddle point is similar to the behaviour for ionisation in an elec-
tric ﬁeld, in that the saddle is lowered and decreased in width when the surface is
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Fig. 5. Perturbation of the atomic potential induced by the presence of a surface. As
explained in the text, the Jellium model for Vee ensures a smooth transition of the potentials
when crossing the vacuum surface boundary. The surface sits at a position of −30 a0 relative
to the center of the electronic potential at z = 0. Note that this reference system is chosen in
various calculations discussed in the text as performed by So et al. [35]. Here, the symmetry
center of the atom is selected to lie statically at z = 0 and the surface is moved towards
the atom. The parameters for the Jellium model are selected for aluminium. The ﬁgure is
adapted with permission from reference [35], copyrighted by the American Physical Society.
approached by the atom. The position of the saddle point in the frame of the ion
core is given in [50] as zs(D) ≈ −0.69D and the height as Es(D) ≈ 1.74/D. Here,
the perturbation of the Coulomb potential of the atom is increased as the distance
between the atom and surface gets smaller as shown in Fig. 6. Analogous to the eﬀect
of a homogeneous ﬁeld, the originally bound electron can escape over the potential
barrier or tunnel through it into the conduction band of the metal.
When comparing the energy of the saddle point with the energy of a Rydberg
state, as given in Eq. (4), the ionisation distance for the classical over-the-barrier
model (OTB) can be derived in terms of n as DOTB ≈ 3.48n2a0 [51]. For a Rydberg
atom in a state n = 30 this predicts an ionisation distance of about 165 nm. The
usefulness of the OTB model has been shown by Burgo¨rfer et al. to characterise the
reverse case, the neutralisation of an ion by charge transfer from the surface to an
impinging ion [51].
This classical approach delivers a useful intuition and a good ﬁrst approximation
for the process of charge transfer into the metal, but cannot fully account for the
actual complexity of the composite system. For example, the dynamics of resonant
tunneling through the barrier are not explicitly accounted for. In the OTB approach
the probability for ionisation steps from zero to one at a critical atom-surface sep-
aration whereas this step will have a ﬁnite width when the process is considered
as tunneling through a barrier into a vacant level in the metal. As the surface is
approached and the potential barrier decreased in width the ionisation probability
increases exponentially. On the other hand, the height and width of the potential
barrier displayed in Fig. 5 are not dependent on an external ﬁeld, albeit such a ﬁeld
is usually present experimentally as discussed later.
The model also assumes that for every energy of the Rydberg state there will be
an empty level in the conduction band of the metal at the same energy for transfer,
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Fig. 6. Total potentials for the combined system of atom and surface with decreasing
separation, which causes the saddle point that is formed towards the surface, to decrease in
height and width until the electron can escape the Coulomb potential into the metal. Akin
to the polarisation of the wavefunctions in an homogeneous ﬁeld, a polarisation will occur
either towards the surface (−k) or towards the vacuum side (+k).
however the model will not be appropriate if surfaces other than free-electron metals
are of interest.
Importantly though, the reduced geometry of the OTB model to one dimension
(ρ = 0) does not account for spatial eﬀects, like polarisation of the Rydberg wave-
functions by the surface perturbation or the treatment of more complex species like
molecules or nonhydrogenic atoms. Akin to the homogeneous ﬁeld case, the lm degen-
eracy is lifted by the perturbation of the surface resulting in the formation of surface
Stark states. Here, the quantisation axis is the surface normal, with states lower in
energy that are oriented towards the surface (−k) and higher-energy states that are
oriented towards the vacuum side (+k). However, the surface-perturbed energy levels
within a n manifold can undergo many level crossings as the surface is approached.
This has been shown by So et al. by calculating energy levels of a Rydberg state
in front of a surface using a complex scaling method [35], where the crossings are
attributed to breaking of parity in the z direction. Complex scaling is a coordinate
transformation method used as a tool to study resonance and ionisation processes for
weakly bound states. Results of such a calculation and how the energy levels cross
are shown in Fig. 7.
4 Experimental studies of Rydberg charge transfer
at a metal surface
In order to investigate the short range perturbation of a surface on an atom, the
standard technique is to use atoms travelling in a beam directed at a surface of
interest, which allows the atoms to be brought very close to the target by choosing a
suitable experimental geometry.
Rydberg charge transfer has been experimentally observed with metals and with
intrinsic and doped semiconductor surfaces. For the latter case, Dunham et al. found
that the surface ionisation behaviour of a Si(100) sample is similar to a Au(111)
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Fig. 7. Energies of hydrogen in n = 6,m = 0 as a function of distance between the atom and
the surface, calculated from a complex scaling method with no extraction ﬁeld present. In
contrast to the homogeneous ﬁeld Stark splitting, energy levels cross as the distance to the
surface is reduced. But similarly, the wavefunctions are polarised, with the electron density
directed either towards the surface (−k) or towards the vacuum (+k) as in the examples
shown on the top. The wavefunctions are calculated with a grid based Coulomb-wave discrete
variable representation (CWDVR) method.
sample [53] while Sashikesh et al. investigated the ionisation of hydrogen molecules at
a silicon surface, observing diﬀerent sensitivities to surface charge distributions caused
by diﬀerent dopant densities of either p-type or n-type silicon semiconductors [54,55].
In the context of this review, the emphasis is on the transfer of an electron from a
Rydberg orbital to the conduction band of a metal.
4.1 Beam transmission through metallic grids
The earliest study of Rydberg ionisation at a solid surface was conducted by Fabre
et al. [27] where sodium atoms in a beam were excited to a Rydberg state and directed
at a gold foil with micrometre sized slits. The measured transmission through the slits
displayed a cutoﬀ at n ∼ 65 at which the orbital diameter is about 100 times smaller
than the slits. Evidently, the transmission is not just reduced by collision of Rydberg
atoms with the gold sieve as if the atoms are assumed to behave like hard spheres;
the loss of transmission is attributed to ionisation into the sieve.
Kocher and Taylor also measured the transmission of lithium Rydberg atoms
through a gold mesh and over time observed a decreased survival probability. They
attributed the reduced transmission to the formation of an adlayer onto the mesh
material, which was formed from water molecules and lithium adsorbed on the mesh.
The adlayer can form surface dipoles that are able to produce local electric ﬁelds
exceeding the ﬁeld ionisation threshold for a Rydberg state and atoms are thereby lost
to detection since they do not pass through the mesh. The Rydberg atom experiment
proved to be suﬃciently sensitive to probe the orientation of these submonolayer
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adsorbates alongside density variations that correspond to a surface coverage ranging
from 10−4 to 10−5 monolayers [56].
In both of the aforementioned experiments the event of ionisation was inferred
indirectly from the detection of Rydberg atoms travelling close to a substrate at a
constant distance. In order to get access to distances near D = 0 in a controlled
manner an atom beam can still be used, but directed at the surface at an angle. At
a shallow angle this enables access of the atom beam to the surface target from the
side, while leaving space in front of the target for the extraction of ions produced in
the process. At the same time, this approach reduces the perpendicular component
of the kinetic energy of the Rydberg atom projectile.
4.2 Ionisation in grazing incidence beams
The ﬁrst experiment to directly observe the ionisation of Rydberg atoms at a solid
surface was performed by Gray et al. Here, a beam of (nd) potassium atoms was
excited to principal quantum numbers 17 to 30 and directed at a plane gold mirror at
an angle of 2◦. The Rydberg atoms that are ionised are detected by using a ﬁne-mesh
electrode located 2mm above and parallel to the surface that creates a homogeneous
electric ﬁeld to accelerate ions away from the surface, and direct them at a position-
sensitive detector with the aid of further extraction electrodes. In the absence of such
a ﬁeld the ions would travel further towards the surface and be neutralised via Auger
neutralisation [57] and would not be available for detection. In that Auger process,
an electron from the conduction band of the metal is transferred at close range to the
ground state of the ion in the gas phase and, by energy conversation, also emitting a
secondary electron into the vacuum.
The applied electric ﬁeld must counteract the momentum of the ion after the
ionisation event occurs and the attraction of the ion by its own image charge to
the surface or the ion will collide with the surface; the higher the velocity of the
ion, or the further away it is at the point of formation, the higher the magnitude
of the extraction ﬁeld needs to be to reverse the ion trajectory. As shown below,
the minimum extraction ﬁeld at which ions are observed can be translated into a
distance of the ion from the surface at its point of formation and thereby the position
of the Rydberg atom immediately before the event of ionisation. In this experiment
the ion signal is measured over a range of extraction ﬁelds up to the value required
for ﬁeld ionisation, as shown in Fig. 8(b); the information about surface ionisation
is then extracted from the magnitude and shape of the surface ionisation proﬁles
(SIP). In an alternative conﬁguration, it is also possible to extract the electrons
that are formed during surface ionisation [58]. McCormack et al. demonstrated the
experimental detection of an electron signal that was proposed to be the result of
’backscattered’ electrons ejected away from the surface during the process of surface
ionisation [35].
Assuming a perfect conductor, the ﬁeld necessary to pull an ion away from its
own image charge can be calculated. By considering the perpendicular components
of kinetic and potential energy of the mirror system, a point charge at a distance D











where the perpendicular component of the kinetic energy of the projectile is given by
T⊥ = 1/2mv2⊥. This can be rearranged into Eq. (11) to give the minimum distance
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Fig. 8. (a) Typical time of ﬂight (TOF) traces for ions produced in the process of ﬁeld
and surface ionisation for n = 35, k = 0. If the extraction ﬁeld is lowered below the value
necessary to ﬁeld ionise a Rydberg atom, the onset of surface ionisation in the TOF can be
observed. With the earlier ﬁeld signal in the TOF than the surface signal, the ﬂight time
of the Rydberg atom towards the surface, with an extraction ﬁeld present, can be deduced.
(b) The gated and integrated surface signal from the TOF trace in (a); the maximum ﬁeld
value to extract ions from surface ionisation is marked as the high-ﬁeld cutoﬀ.











If no ﬁeld is present, the time from the event of ionisation and the subsequent
acceleration of the remaining ion into the surface is very short (∼1 ns) whereas modern
high voltage pulsed electronics typically have a rise time of multiple ns, hence the
electric ﬁeld needs to be permanently present during the process of surface ionisation.
The ﬁeld might have eﬀects on the surface itself and the process of surface ionisation
that are not accounted for; the eﬀects of a surface bias ﬁeld are discussed in [35].
As T⊥ → 0 and incorporating the distance dependence from the OTB model,








Thereby, Gray et al. were able to infer a distance to the target for surface ionisation
and to predict a ﬁeld at which appreciable ion detection should occur. In the recorded
traces Gray et al. observe a discernible magnitude of ion surface signal at drastically
lower ﬁelds than predicted but also a signiﬁcant rise in signal at the ﬁeld ranges cor-
responding to ∼ (4 − 5)n2a0; the overall shape of the ionisation traces are in stark
contrast to what would be expected theoretically.
In the experimental conﬁguration, it is inevitable that (non excited) potassium
atoms travelling in the beam will be deposited on the substrate even remaining af-
ter routinely baking the surface regularly above the melting point; the deposition is
minimised by collimating the beam before and after laser excitation. The diﬃculty
arising from this is the possible neutralisation of potassium ions in the presence of an
electrostatic ﬁeld by collective interaction with adsorbed potassium atoms [59] since
these adsorbates can locally generate high ﬁelds. The sharp onset at low extraction
ﬁelds, which is independent of n, was attributed to this neutralisation process.
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Despite the diﬃculty to predict the inﬂuences of stray ﬁelds in the previously
described experiment, the results are reported with high reproducibility. In order to
circumvent the adsorption of the atoms that are intended to be excited into a Rydberg
state, elements can be chosen that are either less likely to react with the surface or
less likely to deposit as irregular mounds of adsorbate; an obvious choice are rare-gas
elements. In their subsequent experiments, Dunning and coworkers switched to the
use of xenon in surface ionisation experiments with a Au(111) gold surface [30,60–62].
Under these stable and well-deﬁned conditions Hill et al. excited xenon atoms con-
tained in a supersonic expansion to the lowest (red-shifted) state for 13 ≤ n ≤ 20 and
directed the beam at a gold target at an angle of ∼ 4◦. They recorded highly eﬃcient
surface ionisation over a range of extraction voltages and found, as before, a gradual
rather than a sudden rise in ionisation as the extraction ﬁeld increased. The scaling of
the distances for the onset of ionisation is determined as n2, which possibly matches
intuition since this is approximately the scaling of the atomic radius with principal
quantum number. The distance over which ionisation occurs was derived from the
experiment to be D = (4.5± 0.9)n2a0, which is in agreement with a predicted value
of ∼ 3.8n2a0 from complex scaling theory that examines the broadening of Rydberg
levels in the presence of a surface and bias ﬁelds [63].
Since the removal of possible large scale contamination of the surface sample can
be eliminated from this version of the experiment, other reasons have to be consid-
ered as to why the surface signal still follows a shallow rise rather than a step-like
trend. Hill et al. discussed the inﬂuence of the velocity distribution of the incoming
atoms as well as mixing of neighbouring Stark states to partly account for the ob-
served trace shapes. The surface preparation was further considered by comparing
the surface geometries of a gold target prepared by epitaxial growth, which is near
to atomically ﬂat, to a rough machined copper surface. The latter target shows an
earlier onset of surface ionisation pointing again at the importance of the shape of
surface potentials.
To elucidate the inﬂuence of state changes as the surface is approached by a
Rydberg atom, Dunning et al. initially prepared xenon atoms in the most red-shifted
and most blue-shifted state before interacting with the surface sample [33]. The
surface-ionisation proﬁle shapes for originally red-shifted and blue-shifted states show
no signiﬁcant diﬀerences and the original polarisation during preparation in a static
electric ﬁeld is barely discernible after ion collection. These authors argued that the
minimum ﬁeld applied for ion detection Fmin is mixing states of neighbouring n
manifolds and by surface perturbation the approaching Stark states lose their initial
identity. In contrast to hydrogen, this is due to wholly or partially adiabatic traver-
sal of crossings in the Stark energy map as the electric ﬁeld magnitude is increased;
avoided crossings lead to a loss of the initial polarisation of Stark states.
Based on these ﬁndings, which cannot explain the broad shape of the ion col-
lection signal, Wethekam et al. then focussed on investigating the ionisation rates
for the lowest state in the n = 17 and n = 20 manifolds [60]. In this study it was
shown that the experimental traces can be ﬁt by modelling the ionisation expressed
by a tunneling rate Γ into the metal, and by the manner in which the ionisation rate
varies when the distance to the surface is decreased. First, the fraction I of incident
atoms in an extraction ﬁeld F with a known perpendicular component of the velocity
distribution f(v⊥) that survive up to a critical distance Dc can be calculated as













Tests by Wethekam et al. showed that the broad onset in the ionisation traces could
not be accounted for when incorporating an experimental velocity distribution. Since
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the velocity distribution does not fully explain the broadness of the ionisation onset,
an ionisation rate Γ is modelled which increases exponentially with decreasing distance
D′; thereby it is possible to ﬁt the data for the most red-shifted states with







where F0 = n
4F is the classically scaled ion extraction ﬁeld, Γ0, k and Ddecay are
constants to describe the decay of Rydberg population by ionisation. Note that the
chosen characteristic decay length Ddecay ∼ 230 a0 is much larger than the expected
∼ 30 a0 from hydrogenic theory.
4.3 Stray ﬁeld inﬂuences on surface ionisation
While the previous model delivers a good ﬁt to the experimental shape of the ion-
isation traces, it does not clarify explicitly what the reasons for this behaviour are.
The potential inﬂuence of stray ﬁelds on the ionisation dynamics has been indicated
several times before but not quantitatively assessed. Even though the Au(111) sample
is atomically ﬂat, it nonetheless might contain contaminants that can be a source for
ﬁeld inhomogeneities where any stray or patch ﬁeld generated from these irregulari-
ties can reach far into the vacuum.
An approach to further investigate the eﬀect of ﬁelds emanating from the surface is
to vary the collisional angle of the incident atom beam. Considering the surface po-
tential landscape to be (regularly) modulated by its geometric structure or surface
irregularities leads to a range of eﬀective incident angles, where the incident atom
trajectories are eﬀectively exposed to lower ﬁelds (shallower angle) and higher ﬁelds
(greater angle). Varying the angle, and thereby the exposure to diﬀerent parts of the
surface potential, can have an impact on the onset and the shape of rising surface
ionisation.
With the same apparatus as described in reference [61] Neufeld et al. investigated
stray ﬁelds associated with surface inhomogeneities by varying the angle of the atom
beam between ∼ 5−16 degrees. They observed that the distance at which surface ion-
isation occurs is dramatically increased with increasing collisional angle, which is also
expressed in large, and unphysical, decay lengths Ddecay in the modelled ionisation
rate in Eq. (13) that are mitigated by the eﬀects of the inhomogeneities. The potential
variations across the surface were modelled by the assumption of a simple periodic
variation since the actual potential landscape of the gold surface is not known.
To conceptually grasp the magnitude of modulation and diﬀerent domains of the
surface potential Pu et al. measured the surface potentials directly via Kelvin probe
force microscopy [62]. When using the measured patch ﬁelds in trajectory simulations
they are able to reproduce surface ionisation for xenon with high accuracy when using
a simple over-the-barrier model. Eventually, Pu et al. used an array of patterned elec-
trodes to create a highly regular surface potential that would emulate a perfectly ﬂat
and homogeneous sample. The bias of these regularly spaced electrodes was chosen
to be higher than that generated by a real surface patch so that these ﬁelds dominate
the atom surface interaction rather than the actual surface potentials of the electrode
array. When a modest (positive) bias is applied to the electrodes the ion signal is
signiﬁcantly larger at lower extraction ﬁeld, implying that direct ﬁeld ionisation can
be achieved with stray ﬁelds originating from a structured solid sample paving the
way to surface detection of low n Rydberg atoms.
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4.4 Surface ionisation of molecules – further complexity
As hinted at in Sect. 3.3 the symmetry of the (classical) modelling for surface ionisa-
tion does not account for more complex species like molecules. A series of experiments
studying the ionisation of hydrogen molecules at evaporated gold and aluminium sur-
faces was performed by Softley and coworkers [29,58,65,66]. Whereas for xenon the
non-vanishing quantum defect creates a deviation from the hydrogenic behaviour, for
molecules rotational (quantum number N+) and vibrational (quantum number v+)
degrees of freedom for the core are further introduced to the problem and these might
add to the dynamics of surface induced ionisation.
The ﬁrst ionisation of hydrogen molecules at a surface was observed by Lloyd et al.
with molecules excited to a Rydberg state with a core rotational state of N+ = 2.
They found that the ionisation distance scales with the size of the Rydberg orbital,
as in the case of xenon (∝ n2), but that the distance scaling varies with an eﬀectively
higher quantum number ν0 that is calculated with respect to the ionisation threshold
of the N+ = 0 state [29]. With this eﬀective quantum number, the distance range
for surface ionisation could be determined as D ∼ (3− 5)ν20a20 which is in agreement
with the results for xenon atoms.
Here, the detected onset of ionisation is more characteristic of the N+ = 0 states
that have a higher principal quantum number and are close in energy, hinting towards
a state transition in the process. While rotational states N+ are generally not coupled
to each other in a homogeneous electric ﬁeld, ﬁeld inhomogeneities or perturbations
by the surface image-charge interaction can introduce a coupling and facilitate a
population transfer between two states of diﬀerent rotational quantum numbers. In
consecutive studies it was conﬁrmed that the surface is inducing a coupling between
diﬀerent rotational channels of the form |N+ = 2, n〉 → |N+ = 0, n′〉, where n′ > n,
leading to a forced rotational autoionisation such that the rotational energy of the
core is transferred to the Rydberg electron [65,66].
Furthermore, it was found that the observed surface ionisation does not diﬀer
with the surface material, either gold or aluminium, but shows diﬀerences towards
the roughness of the material; a machined instead of evaporated aluminium exhibits
a marked change in the ionisation behaviour. In the latter case the size of sur-
face structures was ∼230 nm and thereby comparable to the size of the Rydberg
orbitals.
5 Hydrogen Rydberg atoms as surface probes
In order to alleviate ambiguities in the experimental assessment of surface ionisation
that are due to the adiabatic energy level crossings in the excited species as described
in the previous section, the use of atomic hydrogen is an evident but challenging
choice. Theoretically, it allows the direct comparison of the results from ab initio cal-
culations to the experimental outcome. With other species, the nonhydrogenic eﬀects
had to be estimated to account for uncertainties in experimental observations [30,60].
As explained in Sect. 2.1 hydrogen has the advantage of traversing the Stark map
without undergoing avoided crossing beyond the Inglis-Teller limit. The diﬃculty,
however, of exciting atomic hydrogen into a Rydberg state compared to an alkali
metal is the large energy diﬀerence of the 1s→ 2p transition (Lyman alpha line Lα)
which lies in the vacuum ultraviolet part of the electromagnetic spectrum and is eas-
ily absorbed in ambient air. So et al. investigated the charge transfer from hydrogen
atoms to a gold surface for the ﬁrst time [31].
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5.1 Experimental apparatus to study surface ionisation
In the hydrogen Rydberg atom surface experiment, H atoms are produced by pho-
todissociation of a supersonic beam of ammonia. In a supersonic expansion, or mole-
cular beam, a high pressure reservoir equipped with a small oriﬁce (valve) is brieﬂy
opened (∼10μs) towards a high vacuum chamber. When the high pressure gas passes
through the valve the molecules will frequently undergo collisions which results in
an adiabatic cooling of the expanded gas which is distributed around a mean veloc-
ity [67]. This velocity distribution is characterised by a temperature of less than 1K
while the lab-frame velocity is controlled by seeding in a rare gas.
The expansion is released into a quartz capillary that is mounted in front of a
pulsed valve [68] at the focus of a ArF excimer laser operating at 193 nm which dis-
sociates ammonia to produce hydrogen. After the expansion which cools the H atoms
to the carrier gas temperature the beam passes through a skimmer mounted between
two diﬀerentially pumped chambers and travels for about 0.5m towards the interac-
tion region.
Rydberg excitation is achieved with two counter propagating (pulsed) lasers
using a two-photon resonant transition via the 2p intermediate state to Rydberg
states in the range n = 20 to 40. The two lasers are frequency doubled dye lasers
that are pumped by a Nd:YAG laser where the second photon (UV) of the transi-
tion ranges from 365–379 nm. The vacuum ultraviolet light (VUV) is produced by
focussing one laser beam into a mixture of krypton and argon. This rare gas mix-
ture enables third harmonic generation to produce the Lα photon at 121.6 nm that
is collimated into the interaction region with a lithium ﬂuoride lens. The time delay
between the photodissociation and the Rydberg excitation can be adjusted which
allows selection of diﬀerent parts of the velocity distribution. The long path between
the capillary and the interaction region and the width of respective laser pulses <10 ns
gives a velocity resolution of σ ∼ 1%. An overview of the experimental apparatus is
shown in Fig. 9.
The molecular beam is directed at the surface at an angle of 20◦ and the counter
propagating beams cross the hydrogen beam about 2–3mm in front of the target.
Ions are extracted by a mesh electrode that is parallel to the surface at a distance of
about 1 cm, followed by a stack of electrodes to direct the collected ions towards a
multichannel plate and phosphor-screen detector. The ﬁeld and surface ionisation sig-
nals are separated in time by integrating TOF traces like the example shown in Fig. 8
over the diﬀerent arrival times. The extraction ﬁeld is scanned from 0 to above the
onset of ﬁeld ionisation and the magnitude of the gated and integrated ﬁeld ionisation
signal is used to normalise the surface signal.
5.2 Surface induced wavefunction polarisation in hydrogen
So et al. used this apparatus to record surface ionisation proﬁles (signal versus
extraction ﬁeld) for hydrogen in selected Stark states for a range of principal quan-
tum numbers; by applying a small bias voltage to the surface a speciﬁc state can be
selected spectroscopically from the Stark manifold. The bias ﬁeld ( Fextraction) is
present during Rydberg excitation and chosen so that the initial orientation of the
electron polarisation matches the wavefunction polarisation due to the surface pertur-
bation, as illustrated in Fig. 7, i.e. a red-shifted state is oriented towards the surface
and a blue-shifted state is oriented away from the surface along the surface normal.
Similar to the surface ionisation traces for xenon, a shallow rise in signal with
a low-ﬁeld onset can be observed as well as as a high-ﬁeld cutoﬀ, as can be seen


















Fig. 9. Experimental apparatus as described in the text. (a) Counter propagating laser
beams for Rydberg excitation (parallel to the surface) intersect a beam of hydrogen from
supersonic expansion in front of the surface at a distance of ∼2–3mm. The atom beam is
directed towards the surface at an angle of φ = 20◦ (the beam valve at a distance of 50 cm
is not shown in the drawing). (b) The surface can be potential biased for selection of a
particular Stark state in an electric ﬁeld, F in the interaction region. A mesh grid electrode
sits parallel to the surface mount for ion extraction towards a multichannel plate/phosphor-
screen detector (the full electrode stack used for ion extraction is not not shown for clarity).
in Fig. 10. Both onset and cutoﬀ of surface ionisation shift towards higher ﬁelds
when going from the maximum red-shifted (−kmax) to the maximum blue-shifted
state (+kmax). The shift of the ﬁeld-ionisation signal (high-ﬁeld cutoﬀ) follows the
expected diabatic behaviour as demonstrated previously and illustrated in Fig. 2, but
more interestingly, this behaviour also manifests itself for the surface signal.
With respect to the position at which the ion core is formed it would be ex-
pected that a red, surface oriented, state ionises furthest from the surface and can
be detected at lower ﬁelds and a blue, vacuum oriented, state ionises closest to the
surface and is detected by higher ﬁelds. This expectation is based on the assumption
that the approaching atom does not undergo avoided crossings leading to a change
in polarisation which was conﬁrmed theoretically in earlier studies [35,69,70]. This
is precisely what can be recognised in the surface ionisation proﬁles in Fig. 10 and,
contrary to xenon or the hydrogen molecule, it can be concluded that hydrogen atoms
diabatically pass through level crossings as the distance between atom and surface is
decreased such that the Stark polarisation is maintained from excitation to the event
of ionisation.
When considering only the most red-shifted states, the low-ﬁeld onset of surface
ionisation can be modelled as critical ﬁeld Fmin for ion extraction with Eq. (11) as
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Fig. 10. Surface ionisation proﬁles for H atoms in n = 23 and a range of Stark states
are shown in (a). The Stark spectrum obtained by scanning the second laser for excitation
from the 2p state is shown in (b), from which selected states are populated by wavelength
selection in a homogeneous ﬁeld. The surface traces are normalised to the magnitude of the
same state during ﬁeld ionisation. The ﬁgure is adapted with permission from reference [31],
copyrighted by the American Physical Society.
a critical distance Dmin from the OTB approach. When the velocity distribution is
convoluted with a step function at the critical distance it does not account for the
continuous rise in the surface signal. So et al. used a model that empirically accounts
for the shift and broadening of ionisation distances by incorporating a mean critical
ionisation distance μ(F ) = Dmin(F ) − n2 and a spread around this mean σ = 2.5n2
into the OTB model to derive a cumulative ionisation probability Φ at distance D,









That equation, when again convoluted with an experimental velocity distribution
f(v⊥), gives an ion detection probability P as
P (F ) =
∫ ∞
0
f(v⊥)Φ(Dmin, F ) dv⊥ (15)
which provides a very good agreement for the experimental traces from n = 20 to 36.
Overall, in this experiment it was demonstrated that hydrogen atoms can be
successfully employed in the study of surface ionisation which creates the possibility to
directly compare theory to experiment. It also demonstrates that a unique control over
the charge polarisation of the Rydberg state can be achieved with atomic hydrogen.
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5.3 Energy resolved probes – surface ionisation at electronically
structured Cu(100)
The focus of the previous work with atomic hydrogen at a Au sample was how vary-
ing the properties of the Rydberg state itself aﬀected the surface ionisation dynamics.
The energies of the conduction band in gold are continuous, so any energy of a Ryd-
berg state will be degenerate with a state in the metal that can act as an acceptor for
charge transfer. When an electronically structured surface is introduced it is conceiv-
able that surface ionisation via charge transfer is enhanced at discrete resonances.
A Cu(100) surface has a band gap at the energy of the Rydberg states, in which
a series of so called image states is set. They arise from the image charge interaction
of an electron outside the metal at distance ze resulting in a Coulomb like potential
Vee = −1/4ze that forms a series of states that extend far into the vacuum in the
direction of the surface normal. The wavefunctions of these states could overlap eﬀec-
tively with the incoming Rydberg state wavefunctions. This image state series, which
resembles the Rydberg series but with a diﬀerent periodicity, is of the form





where nimg is the index of the image state and a the quantum defect parameter for
a given surface. In the direction parallel to the surface the wavefunctions of surface
states are similar to the bulk states that form (non-discrete) energy bands so that
only the perpendicular component of the velocity is physically relevant.
With the same apparatus as described here and used in reference [31], Gibbard
et al. studied surface ionisation at a Cu(100) surface with hydrogen excited to
Rydberg states approximately in the middle of the Stark manifold for a range of
principal quantum numbers n = 25 to 34. The surface is mounted on a translation
stage that can transfer the sample into a separate chamber where the copper sample
is treated with an ion gun and annealed by repeated heating cycles to ensure a clean
and ﬂat sample before Rydberg measurements are conducted. The surface ionisation
traces are normalised to the ﬁeld ionisation signal and integrated from the minimum
extraction ﬁeld to the high-ﬁeld cutoﬀ and plotted over the principal quantum num-
bers in Fig. 11. The integrated signal displays non-monotonicity over the principal
quantum number and a strong diﬀerence compared to a gold surface which possesses
no discrete surface energies. These results were explained in terms of resonant en-
hancement of the ionisation process when the Rydberg energy matches one of the
image states of the surface, and therefore illustrates the ability of such studies to
probe the electronic structure of surfaces.
Additionally, as described above, the velocity is adjusted to repeat the measure-
ments at a range of collisional velocities, which introduces another handle on probing
resonant charge transfer. First, the collisional velocity will aﬀect the ion detection
eﬃciency; from Eq. (10) it can be seen that at a lower velocity of the ion projectile a
lower ﬁeld Fmin will be necessary for extraction. This shifts the low-ﬁeld onset in the
surface ionisation traces to lower ﬁelds and thereby increases the overall amount of
integrated signal. Second, this variation with velocity becomes more pronounced for
an increased ionisation distance. With greater distance D in Eq. (10), the
√
T⊥/D
term will become more dominant and lead to greater shifts in the ionisation onset
Fmin over respectively constant T⊥ and thus velocities. Another eﬀect is that a slower
atom will spent more time at a certain distance and thereby be more likely to be
ionised further away from the surface, also shifting Fmin to lower ﬁelds. The latter is
expected to be more important in the case where a Rydberg state is resonant with
an image state [72].
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Fig. 11. Integrated surface ionisation proﬁles for Cu(100) over a range of principal quantum
numbers for diﬀerent collisional velocities, stated is the perpendicular component of the
velocity. The yellow background shows the integrated surface ionisation signal for a gold
surface at constant velocity, which displays a monotonic behaviour. Figure reproduced from
reference [71]. (This ﬁgure is subject to copyright protection and is not covered by a Creative
Commons license.)
In conclusion, it could be demonstrated that Rydberg atoms display a sensitiv-
ity to the discrete electronic structure of a surface by enhanced surface ionisation.
The application of this technique can complement previous experimental approaches
aimed at the detection of low lying image states [73–75].
6 Future directions
It has been demonstrated that hydrogen Rydberg atoms can be used to energetically
probe discrete surface states and by populating diﬀerent Rydberg states this probe
can be adjusted accordingly to the energetics of the system of interest. With the re-
sults presented for a Cu(100) surface it becomes intriguing to explore other systems
that are of a conﬁned and discrete nature.
Currently, investigations of Rydberg surface ionisation into thin ﬁlms and nanome-
tre sized particles deposited onto a substrate are being carried out in our group. For
thin ﬁlms it has been shown theoretically that tunneling from atomic levels into a
ﬁlm deposited on an insulating material displays quantum eﬀects and that these are
able to strongly inﬂuence ionisation rates [76,77]. However, at present the theoretical
techniques employed to investigate charge transfer from Rydberg states to a surface
are limited to low lying states (nmax = 10) which makes it hard to predict the out-
come of such measurements. For high lying states the grid sizes of the procedure used
in reference [35] become very large (∝ n2) and thereby computationally impractical.
Following the argument from Sect. 5.3, a further decrease in the collisional velocity
would increase the time an atom spends at a certain distance from the surface. By
spectroscopic means, the uncertainty of a measurement could be decreased by max-
imising the interaction time with the system in question, e.g. for a discrete energy as
the image state of a band gap material.
Figure 12 shows a simulation of the ionisation probability when an excited
hydrogen atom approaches a surface for a range of collisional velocities. It illustrates
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Fig. 12. Simulated surface ionisation probabilities for n = 5, k = −4, for a range of velocities,
calculated with a grid based wavepacket propagation technique as used in [35]. Acceleration
of the ion core due to image-charge interaction is not included in the simulation.
how the distance at which surface ionisation occurs is continuously shifted away from
the surface as the collisional velocity decreases and also that the spread over which
the atom ionises decreases with decreasing velocity by increasing the time the atom
spends at a ﬁxed distance. In the current conﬁguration of the apparatus, the velocity
selection is limited to what can maximally be achieved with a pulsed valve which,
depending on the selected carrier gas that ammonia is seeded with, is approximately
102ms. Presently, we are working on combining the surface experiment with a deceler-
ator based on a chip design [78] that allows a reduction and selection of the collisional
velocity after Rydberg excitation before the atoms reach the surface target, paving
the way to establish surface ionisation of hydrogen Rydberg atoms as a reliable and
more precise tool for surface analysis.
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