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REGULARITY OF THE FREE BOUNDARY FOR THE VECTORIAL BERNOULLI
PROBLEM
DARIO MAZZOLENI, SUSANNA TERRACINI, BOZHIDAR VELICHKOV
Abstract. In this paper we study the regularity of the free boundary for a vector-valued Bernoulli
problem, with no sign assumptions on the boundary data. More precisely, given an open, smooth set of
finite measure D ⊂ Rd, Λ > 0 and ϕi ∈ H
1/2(∂D), we deal with
min
{
k∑
i=1
∫
D
|∇vi|
2 + Λ
∣∣∣ k⋃
i=1
{vi 6= 0}
∣∣∣ : vi = ϕi on ∂D
}
.
We prove that, for any optimal vector U = (u1, . . . , uk), the free boundary ∂(∪
k
i=1{ui 6= 0}) ∩D is made
of a regular part, which is relatively open and locally the graph of a C∞ function, a (one-phase) singular
part, of Hausdorff dimension at most d − d∗, for a d∗ ∈ {5, 6, 7}, and by a set of branching (two-phase)
points, which is relatively closed and of finite Hd−1 measure. Our arguments are based on the NTA
structure of the regular part of the free boundary.
1. Introduction
Free boundary problems arise in models describing several physical phenomena, as for example thermal
insulation, and have been an important topic of mathematical study in the last four decades starting from
the seminal work [1]. The huge literature on this topics has provided many new tools, which have been
employed also in very different fields. In two recent papers [6, 21] the authors consider a vector-valued
Bernoulli problem, under the assumption that at least one of the components does not change sign. In this
paper we give an answer to the main open question from [6, 21], proving the regularity of the free boundary
without any assumption on the sign of the components. Our main result is that in a neighborhood of a
flat point (that is, a point of Lebesgue density 1/2) at least one of the components has constant sign. Our
analysis strongly relies on the approach and the results from [21].
Given a smooth open set D ⊂ Rd, Λ > 0 and Φ = (ϕ1, . . . , ϕk) ∈ H1/2(∂D;Rk), that is ϕi ∈ H1/2(∂D),
for i = 1, . . . , k, we consider the vectorial free boundary problem
min
{∫
D
|∇U |2 dx+ Λ |ΩU | : U ∈ H1(D;Rk), U = Φ on ∂D
}
, (1.1)
where, for a vector-valued function U = (u1, . . . , uk) : D → Rk, we use the notations
|U | :=
√
u21 + · · ·+ u2k , |∇U |2 :=
k∑
i=1
|∇ui|2 and ΩU := {|U | > 0} =
k⋃
i=1
{ui 6= 0} ⊂ D.
We will refer to the set ∂ΩU ∩D as to the free boundary given by U . Our main result is the following:
Theorem 1.1. There exists a solution to problem (1.1). Any solution U ∈ H1(D;Rk) is Lipschitz con-
tinuous in D ⊂ Rd and the set ΩU has a locally finite perimeter in D. The free boundary ∂ΩU ∩ D is a
disjoint union of a regular part Reg(∂ΩU), a (one-phase) singular set Sing1(∂ΩU ) and a set of branching
points Sing2(∂ΩU ).
(1) The regular part Reg(∂ΩU) is an open subset of ∂ΩU and is locally the graph of a C
∞ function.
(2) The one-phase singular set Sing1(∂ΩU ) consists only of points in which the Lebesgue density of ΩU is
strictly between 1/2 and 1. Moreover, there is d∗ ∈ {5, 6, 7} such that:
• if d < d∗, then Sing1(∂ΩU ) is empty;
• if d = d∗, then the singular set Sing1(∂ΩU ) contains at most a finite number of isolated points;
Date: September 20, 2018.
Acknowledgments. D. Mazzoleni and S. Terracini are partially supported ERC Advanced Grant 2013 n. 339958 Com-
plex Patterns for Strongly Interacting Dynamical Systems - COMPAT, by the PRIN-2012-74FYK7 Grant Variational and
perturbative aspects of nonlinear differential problems. B.Velichkov has been partially supported by the LabEx PERSYVAL-
Lab (ANR-11-LABX-0025-01) project GeoSpec and the project ANR CoMeDiC.
1
2 DARIO MAZZOLENI, SUSANNA TERRACINI, BOZHIDAR VELICHKOV
• if d > d∗, then the (d− d∗)-dimensional Hausdorff measure of Sing1(∂ΩU ) is locally finite in D.
(3) The set of branching points Sing2(∂ΩU ) is a closed set of locally finite (d−1)-Hausdorff measure in D
and consists only of points in which the Lebesgue density of ΩU is 1 and the blow-up limits are linear
functions.
1.1. Remarks on the one-phase singular set Sing1(∂ΩU ). The critical dimension d
∗ is the lowest
dimension at which the free boundaries of the one-phase scalar Alt-Caffarelli problem (see [1]) admit
singularities. Caffarelli, Jerison and Ke¨nig proved in [5] that d∗ ≥ 4, Jerison and Savin [15] showed that
d∗ ≥ 5, while De Silva and Jerison [9] gave an example of a singular minimal cone in dimension 7, so
d∗ ∈ {5, 6, 7}. The first claim of Theorem 1.1 (2) follows by the fact that at points of the one-phase
singular set Sing1(∂ΩU ) the blow-up limits of the minimizers of (1.1) are multiples of a solution of the
one-phase scalar Alt-Caffarelli problem (Subsection 2.4). The second claim of Theorem 1.1 (2) was proved
in [21, Section 5.5] together with the Hausdorff dimension bound
dimH(Sing1(∂ΩU )) ≤ d− d∗, for d > d∗,
which follows by a dimension reduction argument based on the Weiss’ monotonicity formula. The claim
of Theorem 1.1 (2) was proved by Edelen and Engelstein in [11, Theorem 1.15] by a finer argument based
on the quantitative dimension reduction of Naber and Valtorta [22, 23]. We notice that [11] contains also
a stratification result on Sing1(∂ΩU ).
1.2. Further results on the set of branching points Sing2(∂ΩU ). Under the assumption that one
of the components of the optimal vector has constant sign [6, 21], all one-homogeneous singular solutions
are multiples of global solutions for the one-phase scalar problem. In this case, the singular set of ∂ΩU
is given precisely by Sing1(∂ΩU ). Without the constant sign assumption, the structure of the singular
set changes drastically. A set Sing2(∂ΩU ) of branching points, in which the free boundary may form
cusps pointing inwards, might appear. This is natural since the scalar case corresponds to the two-phase
Bernoulli problem, for which this is a well-known, though non completely understood, phenomenon. In
particular, the dimension of this set of branching points can be as big as the dimension of the regular free
boundary. This is somehow natural since for the two-phase case the branching points are contact points
of the two level sets {u > 0} and {u < 0}.
The free boundaries around branching points for the vectorial problem have more complex structure.
Indeed, even in dimension two, true cusps may appear on the free boundary that is, around a branching
point x0, the set Br(x0) ∩ ΩU might stay connected, while the Lebesgue density |Br\ΩU ||Br | might decay
as r goes to zero (see [24] for an example of such a free boundary). On the other hand, the nodal set
may also degenerate into linear subspace of codimension higher than one (see Lemma 2.6 for an example
of homogeneou solution with a thin nodal set). In Section 4, using a Federer Reduction Principle, we
prove a stratification result, Theorem 4.3, for the branching points, which in particular shows that the
only significant (in terms of Hausdorff measure) set of branching points is the one for which the nodal set
degenerates into a d− 1 dimensional plane.
1.3. Relation with shape optimization problems for the eigenvalues of the Dirichlet Laplacian.
The vectorial Bernoulli problem is strictly related to a whole class of shape optimization problems involving
the eigenvalues of the Dirichet Laplacian. In particular, suppose that U∗ = (u∗1, . . . , u
∗
k) is the vector whose
components are the Dirichlet eigenfunctions on the set Ω∗, solution of the shape optimization problem
min
{ k∑
j=1
λj(Ω) : Ω ⊂ Rd, Ω open, |Ω| = 1
}
.
It was proved in [21] that U∗ is a quasi-minimizer of (1.1). Thus, the regularity of the optimal set Ω∗
is strongly related to (not to say a consequence of) the regularity of the free boundaries of the solutions
of (1.1). A result for more general functionals was proved by Kriventsov and Lin [19], still under some
structural assumption on the free boundary. It was then extended by the same authors to general spectral
functionals in [20]. The shape optimization problem considered in [20] corresponds to (1.1) with sign
changing components. On the other hand the nature of the spectral functionals forces the authors to take
a very different road and use an approximation with functionals for which the constant sign assumption
is automatically satisfied. In particular, they do select a special representative of the optimal set, which
roughly speaking corresponds to the biggest quasi-open set which solves the problem. The problem (1.1)
allows a more direct approach and in particular our regularity result holds for the free boundary of any
optimal vector.
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1.4. Plan of the paper and sketch of the proof of Theorem 1.1. Since the existence of an optimal
vector is nowadays standard, we start Subsection 2.1 by proving the Lipschitz continuity of U , which
follows by the fact that each component is quasi-minimizer for the scalar Alt-Caffarelli functional and so,
by [4], is Lipschitz continuous. In Subsection 2.2 we prove that the positivity set ΩU has finite perimeter
in D and that the (d− 1)-Hausdorff measure of ∂ΩU is finite. Our argument is different from the classical
approach of Alt and Caffarelli and is based on a comparison of the energy of the different level sets of |U |.
In Subsection 2.3 we summarize the convergence results on the blow-up sequences and Subsection 2.4 is
dedicated to the classification of the blow-up limits, which are one-homogeneous global minimizers (that
is, globally defined local minimizers) of (1.1) (see Remark 2.8). In Lemma 2.6 we show that a new class of
global minimizers appears with respect to the problem considered in [6, 21]. In Lemma 2.10 we classify the
possible blow-up limits according to the Lebesgue density; this is the main result of the section. Finally,
in Definition 2.11, we define the sets Reg(∂ΩU ), Sing1(∂ΩU ) and Sing2(∂ΩU ).
In Section 3 we prove the smoothness of Reg(∂ΩU). In Subsection 3.1 we prove that on the one-phase
free boundary Reg(∂ΩU ) ∪ Sing1(∂ΩU ), U satisfies the extremality condition |∇|U || =
√
Λ in a viscosity
sense. In Subsection 3.2 we prove that Reg(∂ΩU) is Reifenberg flat and NTA domain.
Subsection 3.3 deal with the proof that in a neighborhood of a point x0 ∈ Reg(∂ΩU) at least one of the
components of U remains strictly positive and (up to a multiplicative constant) controls |U | (see Lemma
3.10). This is the main result of this Section and the proof is based on the geometric properties of NTA
domains and on the Boundary Harnack Principle. In Subsection 3.4 and Subsection 3.5 we prove that
Reg(∂ΩU ) is respectively C
1,α and C∞. The result of Lemma 3.10 allows us to apply the results from [21].
We give the main steps of the proof for the sake of completeness.
Section 4 is dedicated to the study of the set Sing2(∂ΩU ) of points x0 ∈ ∂ΩU in which all the blow-up
limits U0 ∈ BUU (x0) are linear functions of the form U0(x) = Ax. In Subsection 4.1 we prove that the
rank of the linear map U0 depends only on the point x0 and we define the jth stratum Sj as the set of
points for which this rank is precisely j. In Subsection 4.2 we use a dimension reduction argument in the
spirit of Federer to prove that the Hausdorff dimension of each stratum Sj is d− j. Finally, in Subsection
4.3 we give a criterion for the uniqueness of the blow-up limits in terms of the Lebesgue density of ΩU .
2. Boundary behavior of the solutions
The existence of an optimal vector U = (u1, . . . , uk) is standard and follows by the direct method of
the calculus of variations (for more details we refer to [1]).
2.1. Lipschitz continuity and non-degeneracy. Any minimizer U has the following properties:
(i) The vector-valued function U : D → Rk is locally Lipschitz continuous in D.
(ii) The real-valued function |U | is non-degenerate, i.e. there are constants c0 > 0 and r0 > 0 such that
for every x0 ∈ ∂ΩU ∩D and r ∈ (0, r0] we have(
−
∫
Br(x0)
|U | dx < c0r
)
⇒
(
U ≡ 0 in Br/2(x0)
)
. (2.1)
(iii) There are constants ε0, r0 such that the lower density estimate holds:
ε0|Br| ≤
∣∣ΩU ∩Br(x0)∣∣, for every x0 ∈ ∂ΩU ∩D and r ≤ r0. (2.2)
Remark 2.1. Claim (i) in particular implies that, for every minimizer U of (1.1), the set ΩU is open.
Remark 2.2. It is important to highlight that, unlike the case treated in [21, 6] where it was assumed at
least one component ui to be positive, we cannot hope to have a density estimate from above on ∂ΩU ∩D.
Actually, we expect a set of branching points (cusps) will come out. Indeed, the case k = 1 corresponds
to a scalar two-phase problem for which (at least in dimension two) the set ΩU is composed of two C
1,α
sets (see [24]). At the points of the common boundary of these two sets, the Lebesgue density of ΩU is 1.
Proof of (i). The Lipschitz continuity of each component ui, i = 1, . . . , k, descends from a quasi-minimality
property. Indeed, reasoning as in [21, Section 6.2], for every u˜i : D → R such that u˜i − ui ∈ H10 (D) we
consider the competitor U˜ := (u1, . . . , u˜i, . . . , uk). By the optimality of U we have∫
D
|∇ui|2 dx+ Λ
∣∣{|U | > 0}∣∣ ≤ ∫
D
|∇u˜i|2 dx+ Λ
∣∣{|U˜ | > 0}∣∣,
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which implies that each component ui is a quasi-minimizer of the Dirichlet energy, that is∫
|∇ui|2 dx ≤
∫
|∇u˜i|2 dx+ Λ|Br| for every u˜i such that u˜i − ui ∈ H10 (Br). (2.3)
Applying [4, Theorem 3.3] we get that ui is Lipschitz continuous in D, and since i = 1, . . . , k is arbitrary,
so is U . This concludes the proof of (i). 
Proof of (ii) and (iii). The non-degeneracy of |U | follows by [21, Lemma 2.6], which can be applied since
U satisfies the condition (2.9) therein with K = 0 and every ε > 0. Finally, we notice that the density
estimate from below (2.2) holds for every Lipschitz function satisfying the non-degeneracy condition (2.1)
(see for example [21, Lemma 2.11] or [1]). 
2.2. Finiteness of the perimeter. For any optimal vector U ∈ H1(D;Rk), solution of (1.1), the set
ΩU has locally finite perimeter in D and, moreover,
Hd−1(∂ΩU ∩K) <∞ for every compact set K ⊂ D. (2.4)
Remark 2.3. We notice that the condition (2.4) is more general than the finiteness of the perimeter since
∂ΩU may contain points x0 which are in the measure theoretic interior of ΩU that is, |Br(x0) \ ΩU | = 0.
In order to prove the claim of this Subsection, we will use the following lemma, which holds in general.
Lemma 2.4. Suppose that D ⊂ Rd is an open set and that φ : D → [0,+∞] is a function in H1(D) for
which there exist ε > 0 and C > 0 such that∫
{0≤φ≤ε}∩D
|∇φ|2 dx+ Λ
∣∣{0 ≤ φ ≤ ε} ∩D∣∣ ≤ Cε , for every 0 < ε ≤ ε. (2.5)
Then P ({φ > 0};D) ≤ C√Λ.
Proof. By the co-area formula, the Cauchy-Schwarz inequality and (2.5), we have that, for every ε ≤ ε,∫ ε
0
Hd−1({φ = t} ∩D) dt = ∫
{0≤φ≤ε}
|∇φ| dx ≤
( ∫
{0≤φ≤ε}
|∇φ|2 dx
)1/2∣∣{0 ≤ φ ≤ ε}∣∣1/2 ≤ εC√Λ.
Taking ε = 1/n, we get that there is δn ∈ [0, 1/n] such that
Hd−1(∂∗{φ > δn} ∩D) ≤ n ∫ 1/n
0
Hd−1({φ = t} ∩D) dt ≤ C√Λ.
Passing to the limit as n → ∞, we obtain Hd−1(∂∗{φ > 0} ∩ D) ≤ C√Λ, which concludes the proof of
the lemma. 
Proof of the claim of Subsection 2.2. We aim to prove an estimate of the form (2.5) for φ = |U | by con-
structing a suitable competitor. Since we want to prove a local result, we take x0 ∈ ∂Ω∩D and Br(x0) ⊂ D;
moreover we can assume without loss of generality that x0 = 0 and r = 1. Setting ρ := |U |, for every
ε > 0, we define
U˜ = (u˜1, . . . , u˜k) :=
(ρ− ε)+
ρ
U , where u˜i =
(
1− ε
ρ
)
+
ui for every i = 1, . . . , k,
and, for a smooth function φ ∈ C∞(D) such that 0 ≤ φ ≤ 1 in D, φ = 1 in B1/2 and φ = 0 on D \B1,
V = (v1, . . . , vk) := (1 − φ)U + φU˜ =

(1 − φ)U, if |U | = ρ < ε,(
1− εφ
ρ
)
U, if |U | = ρ ≥ ε.
Thus, clearly V is an admissible competitor in problem (1.1).
We observe that the following relations, which we will use in the rest of the proof, hold true:
|∇ρ | ≤ |∇U | and
k∑
i=1
ui∇ui = ρ∇ρ in D ; εφ
ρ
≤ 1 in {|U | ≥ ε}.
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We can now compute on {|U | ≥ ε}
|∇V |2 − |∇U |2 =
∑
i
∣∣∣∇(1− εφ
ρ
)
ui
∣∣∣2 − |∇ui|2
=
(
− 2εφ
ρ
+
ε2φ2
ρ2
)
|∇U |2 + ρ2
∣∣∣∇εφ
ρ
∣∣∣2 − 2(ρ− εφ)∇ρ · ∇εφ
ρ
= ε2|∇φ|2 − 2ε∇φ · ∇ρ+
(
|∇ρ|2 − |∇U |2
)(
2ε
φ
ρ
− ε2φ
2
ρ2
)
≤ ε2|∇φ|2 − 2ε∇φ · ∇ρ ≤ C1 ε,
where C1 depends only on ‖∇φ‖L∞ and ‖∇U‖L∞. Next, on the set {|U | < ε}, we compute
|∇U |2 − |∇V |2 = |∇U |2 − |∇(1 − φ)U |2
= (2φ− φ2)|∇U |2 + 2(1− φ)U∇φ · ∇U + |U |2|∇φ|2 ≥ |∇U |21B1/2 − C2 ε,
where again C2 depends only on ‖∇φ‖L∞ and ‖∇U‖L∞. By testing the optimality of U with V we get∫
B1
|∇U |2 + Λ∣∣{0 ≤ |U | ≤ ε} ∩B1∣∣ ≤ ∫
B1
|∇V |2 + Λ∣∣{|V | > 0} ∩B1∣∣,
so we deduce∫
{0≤|U|≤ε}
(
|∇U |2 − |∇V |2
)
+ Λ
∣∣{0 ≤ |U | ≤ ε} ∩B1/2∣∣ ≤ ∫
{|U|≥ε}
(
|∇V |2 − |∇U |2
)
≤ C1ε,
and finally, since V = 0 on the set {0 ≤ |U | ≤ ε} ∩ {φ = 1}, we get∫
{0≤|U|≤ε}∩B1/2
|∇U |2 + Λ
∣∣{0 ≤ |U | ≤ ε} ∩B1/2∣∣ ≤ (C1 + C2)ε,
and, since |∇ρ| ≤ |∇U | we obtain the estimate (2.5) for ρ = |U | in the ball B1/2. This proves that ΩU has
locally finite perimeter in D. In order to prove (2.4) we notice that Lemma 2.4 gives the following stronger
result: There is a sequence εn → 0 such that the set Ωn := {|U | > εn} is such that Hd−1(∂Ωn∩K) < C for
some universal constant C. In particular, for every n we have that there is a cover {Bεn(xi)}i of ∂Ωn ∩K
such that
C ≥ Hd−1(∂Ωn ∩K) ≥ Cd
∑
i
εd−1n .
Now, by the non-degeneracy of U there is another universal constant C such that the family of balls
{BCεn(xi)}i is a cover also for ∂ΩU ∩K. Since n is arbitrary and the constants are universal, we get the
claim. 
2.3. Compactness and convergence of the blow-up sequences. Let U : D → Rk be a solution of
(1.1) or, more generally, a Lipschitz function. For r ∈ (0, 1) and x ∈ Rd such that U(x) = 0, we define
Ur,x(y) :=
1
r
U(x+ ry).
When x = 0 we will use the notation Ur := Ur,0.
Suppose now that (rn)n≥0 ⊂ R+ and (xn)n≥0 ⊂ D are two sequences such that
lim
n→∞
rn = 0, lim
n→∞
xn = x0 ∈ D, Brn(xn) ⊂ D and xn ∈ ∂{|U | > 0} for every n ≥ 0. (2.6)
Then the sequence {Urn,xn}n∈N is uniformly Lipschitz and locally uniformly bounded in Rd. Thus, up
to a subsequence, Urn,xn converges, as n → ∞, locally uniformly to a Lipschitz continuous function
U0 : R
d → Rk. Moreover, if U is a minimizer of (1.1), then for every R > 0 the following properties hold
(see [21, Proposition 4.5]):
(i) Urn,xn converges to U0 strongly in H
1(BR;R
k).
(ii) The sequence of characteristic functions 1Ωn converges in L
1(BR) to 1Ω0 , where
Ωn := {|Urn | > 0} and Ω0 := {|U0| > 0}.
(iii) The sequences of closed sets Ωn and Ω
c
n converge Hausdorff in BR respectively to Ω0 and Ω
c
0.
(iv) U0 is non-degenerate at zero, that is, there is a dimensional constant cd > 0 such that
‖U0‖L∞(Br) ≥ cd r for every r > 0.
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Definition 2.5. Let U : Rd → Rk be a Lipschitz function, rn and xn be two sequences satisfying (2.6).
We say that the sequence Urn,xn is a blow-up sequence with variable center (or a pseudo-blow-up). If the
sequence xn is constant, xn = x0 for every n ≥ 0, we say that Urn,x0 is a blow-up sequence with fixed
center. We denote by BUU (x0) the space of all the limits of blow-up sequences with fixed center x0.
2.4. Classification of the blow-up limits. In this section we prove that for any x0 ∈ ∂ΩU ∩ D the
blow-up limits U0 ∈ BUU (x0) have one of the following forms:
• Multiples of a scalar solution of the one-phase problem, that is there is a one-homogeneous non-
negative global minimizer u : Rd → R+ of the one-phase Alt-Caffarelli functional
F(u) =
∫
|∇u|2 dx+ Λ∣∣{u > 0}∣∣,
such that
U0(x) = ξ u(x), where ξ ∈ Rk and |ξ| = 1. (2.7)
• Linear functions, that is there is a matrix A = (aij)ij ∈Md×k(R) such that
U0(x) = Ax. (2.8)
It was shown in [21] that every function of the form (2.7) is a global solution of (1.1). In the following
lemma we classify the linear solutions.
Lemma 2.6. Let u : Rd → Rk be a linear function, u(x) = Ax with A = (aij)ij ∈Md×k(R). If
‖A‖ :=
k∑
i=1
d∑
j=1
a2ij ≥ Λ,
then u is a solution of (1.1) in the unit ball B1. Moreover, if rankA = 1, then the condition ‖A‖ ≥ Λ is
also necessary.
Proof. Let us first show that if ‖A‖ ≥ Λ, then u =: (u1, . . . , uk) is as solution of (1.1). Let u˜ =
(u˜1, . . . , u˜k) : B1 → Rd be such that u˜ = u on ∂B1. We will show that u˜ has a higher energy than u.
Notice that each component uj , j = 1, . . . , k, can be written as uj(x) = αj vj(x), where αj ∈ R and
vj(x) = x · νj for some νj ∈ ∂B1. We will also write u˜j(x) = αj v˜j(x) and we notice that v˜j = vj on ∂B1.
Now since (vj)+ and (vj)− are solutions of the one-phase scalar Alt-Caffarelli problem we have that∫
B1
|∇vj |2 dx+ |B1| =
∫
B1
|∇(vj)+|2 dx+ |{vj > 0} ∩B1|+
∫
B1
|∇(vj)−|2 dx+ |{vj < 0} ∩B1|
≤
∫
B1
|∇(v˜j)+|2 dx+ |{v˜j > 0} ∩B1|+
∫
B1
|∇(v˜j)−|2 dx+ |{v˜j < 0} ∩B1|
≤
∫
B1
|∇v˜j |2 dx+ |Ωu˜ ∩B1|.
Multiplying by α2j , taking the sum over j, and using that ‖A‖ =
k∑
j=1
α2j , we obtain
∫
B1
|∇u|2 dx+ ‖A‖ |B1| =
k∑
j=1
α2j
(∫
B1
|∇vj |2 dx + |B1|
)
≤
k∑
j=1
α2j
(∫
B1
|∇v˜j |2 dx + |Ωu˜ ∩B1|
)
=
∫
B1
|∇u˜|2 dx+ ‖A‖ |Ωu˜ ∩B1|.
Now since Λ ≤ ‖A‖, we have∫
B1
|∇u|2 dx+ Λ |B1| ≤
∫
B1
|∇u˜|2 dx+ Λ |Ωu˜ ∩B1|.
We will now prove that if rankA = 1 and ‖A‖ < Λ, then u is not a solution of (1.1). Indeed, let
u = (u1, . . . , uk) be as above: uj(x) = αj x · νj for some νj ∈ ∂B1. 
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The classification of the blow-up limits strongly relies on the monotonicity of the vectorial Weiss’
boundary adjusted energy introduced in [21]
W (U, x0, r) :=
1
rd
(∫
Br(x0)
|∇U |2 dx+ Λ∣∣{|U | > 0} ∩Br(x0)∣∣
)
− 1
rd+1
∫
∂Br(x0)
|U |2 dHd−1, (2.9)
which turns out to be monotone in r. Precisely, by [21, Proposition 3.1] we have the following estimate.
Lemma 2.7 (Weiss monotonicity formula). Let U = (u1, . . . , uk) be a minimizer for problem (1.1) and
x0 ∈ ∂ΩU ∩D. Then, the function r 7→W (U, x0, r) is non-decreasing and
d
dr
W (U, x0, r) ≥ 1
rd+2
k∑
i=1
∫
∂Br(x0)
|(x− x0) · ∇ui − ui|2 dHd−1(x), (2.10)
in particular, the limit lim
r→0+
W (U, x0, r) exists and is finite.
Remark 2.8 (Homogeneity and minimality of the blow-up limits). As a consequence of the monotonicity
formula, we obtain that if U is a solution of (1.1), x0 ∈ ∂ΩU ∩ D and U0 ∈ BUU (x0), then U0 is a
one-homogeneous global solution of the vectorial Bernoulli problem. Precisely, the fact that U0 is a global
solution follows by [21, Proposition 4.2], while for the homogeneity of U0 we use the fact that U0 is a
blow-up limit, U0 = limn→∞ Urn,x0 , and the scaling property of the Weiss energy
W (U, x0, rs) =W (Ur,x0 , s, 0) for every r, s > 0,
which gives that the function s 7→W (U0, s, 0) is constant. In fact, for every s > 0, we have
W (U0, s, 0) = lim
n→∞
W (Urn,x0 , s, 0) = limn→∞
W (U, rns, x0) = lim
r→0
W (U, r, x0).
Now, the homogeneity of U0 follows by (2.10) applied to U0 and its components.
Remark 2.9 (Lebesgue and energy density). Keeping the notation from Remark 2.8, we notice that the
homogeneity of the blow-up limits and the strong convergence of the blow-up sequences gives
W (U0, 1, 0) = Λ
∣∣{|U0| > 0} ∩B1∣∣ = lim
r→0
W (U, r, x0) = Λωd lim
r→0
|ΩU ∩Br(x0)|
|Br| ,
for every U0 ∈ BUU (x0). That is, the energy density limr→0W (U, r, x0) coincides, up to a multiplicative
constant, with the Lebesgue density, which (as a consequence) exists in every point x0 of the free boundary.
In particular, we get
Ω
(γ)
U =
{
x ∈ ∂ΩU : lim
r→0
|ΩU ∩Br(x)|
|Br| = γ
}
=
{
x0 ∈ ∂ΩU : lim
r→0
W (U, x0, r) = Λωdγ
}
.
Lemma 2.10 (Structure of the blow-up limits). Let U be a solution of (1.1), x0 ∈ ∂ΩU ∩D. Then, there
is a dimensional constant 0 < δ < 1/2 such that precisely one of the following holds:
(i) The Lebesgue density of ΩU at x0 is 1/2 and every blow-up U0 ∈ BUU (x0) is of the form
U0(x) = ξ(x · ν)+ where ξ ∈ Rk, |ξ| =
√
Λ, ν ∈ Rd, |ν| = 1. (2.11)
(ii) The Lebesgue density of ΩU at x0 satisfies
1/2+ δ ≤ lim
r→0
|ΩU ∩Br(x0)|
|Br| ≤ 1− δ,
and every blow-up in BUU (x0) is a one-phase blow-up of the form (2.7) with singularity in zero.
(iii) The Lebesgue density of ΩU at x0 is 1 and every blow-up in BUU (x0) is of the form (2.8).
Proof. Let x0 ∈ ∂ΩU ∩D.
Step 1. The following claim holds true:
x0 ∈ Ω(1/2)U ⇔ there is U0 ∈ BUU (x0) of the form (2.11)⇔ every U0 ∈ BUU (x0) is of the form (2.11).
Indeed, if one blow-up is of the form (2.11), then by Remark 2.9 x0 ∈ Ω(1/2). On the other, hand, if
x0 ∈ Ω(1/2) and U0 ∈ BUU (x0), then again by Remark 2.9 |ΩU0 ∩ B1| = 12 |B1|. The homogeneity of U0
and the fact that ∆U0 = 0 on ΩU0 imply that each component of U0 is an eigenfunction on the sphere
corresponding to the eigenvalue (d − 1). By the Faber-Krahn inequality on the sphere we get that, up to
a rotation, ΩU0 = {xd > 0} and all the components of U0 are multiples of x+d , that is U0(x) = ξ x+d for
some ξ ∈ Rk. Let φ be a compactly supported function and let U˜0 = ξ (x+d + φ). Testing the optimality
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of U0 against U˜0, it is immediate to check (see [21]) that |ξ|x+d is a global minimizer of the one-phase
Alt-Caffarelli functional. Thus, an internal perturbation (see [1]) gives |ξ| = √Λ and concludes Step 1.
Step 2. The following claim holds true:
x0 ∈ Ω(1)U ⇔ there is U0 ∈ BUU (x0) is of the form (2.8)⇔ every U0 ∈ BUU (x0) is of the form (2.8).
Indeed, if one blow-up U0 ∈ BUU (x0) is of the form (2.8), then by Remark 2.9 x0 ∈ Ω(1)U . On the other
hand, if x0 ∈ Ω(1)U , then still by Remark 2.9 |U0 ∩B1| = |B1| and so, the minimality of U0 implies that U0
is harmonic in B1. Now the homogeneity of U0 implies that it is a linear function, U0(x) = Ax, for some
matrix A = (aij)ij .
Step 3. Finally, suppose that x0 ∈ (∂ΩU ∩D)\(Ω(1/2)U ∪Ω(1)U ) and let x0 ∈ Ω(γ)U for some γ ∈ (0, 1/2)∪(1/2, 1).
Let U0 = (u1, . . . , uk) ∈ BUU (x0). Then each component ui is 1-homogeneous and the functions u+i and
u−i are eigenfunctions corresponding to the eigenvalue d − 1 on the spherical sets {ui > 0} ∩ ∂B1 and
{ui < 0} ∩ ∂B1. Now since the density γ < 1, we get that at least one of the sets is empty. Thus, none of
the components ui change sign and they are all multiples of the first eigenfunction on the set ΩU0 ∩ ∂B1,
that is U0 = ξ|U0| for some ξ ∈ Rk. Now, reasoning as in [21, Section 5.2], we get that |ξ| = Λ and that
|U0| is a global solution of the one-phase scalar functional u 7→
∫
|∇u|2 dx+ |{u > 0}|. In particular, the
density estimate for the one-phase Alt-Caffarelli functional implies that γ < 1 − δ for some dimensional
constant δ > 0. Now, the fact that the first eigenvalue on ΩU0 ∩ ∂B1 is (d− 1) implies that γ ≥ 1/2. As in
[21, Section 5.2], the improvement of flatness for the scalar problem now implies that γ > 1/2 + δ, which
concludes the proof. 
Definition 2.11. Let x0 ∈ ∂ΩU . We say that:
• x0 is a regular point, x0 ∈ Reg(∂ΩU ), if (i) holds;
• x0 is a (one-phase) singular point, x0 ∈ Sing1(∂ΩU ), if (ii) holds;
• x0 is a branching point, x0 ∈ Sing2(∂ΩU ), if (iii) holds.
In view of Lemma 2.10 we have that
Reg(∂ΩU) = Ω
(1/2)
U ∩D, Sing2(∂ΩU ) = Ω(1)U ∩ ∂ΩU ∩D,
Sing1(∂ΩU ) = (∂ΩU ∩D) \ (Sing2(∂ΩU ) ∪Reg(∂ΩU )).
Lemma 2.12. Sing2(∂ΩU ) is a closed set and Reg(∂ΩU) is an open subset of ∂ΩU .
Proof. We first notice that the function W (U, x0, 0) := limr→0+ W (U, x0, r) is upper semi-continuous in
x0. This follows by the fact that (x0, r) 7→ W (U, x0, r) is increasing in r > 0 and continuous in x0. Thus,
the first part of the claim follows since in the points x0 ∈ Sing2(∂ΩU ) the density W (U, x0, 0) is maximal.
The second part of the claim follows by the lower density gap from Lemma 2.10 (2) and the argument of
[21, Proposition 5.6]. 
3. Regularity of the one-phase free boundary
Following the argument from [21], we first deduce the optimality condition on the free boundary in a
viscosity sense, then we notice that Reg(∂ΩU ) is open and Reifenberg flat. Next we show that around
every point of Reg(∂ΩU ) at least one of the components of the optimal vector U has a constant sign. Thus
we fall into the framework of [21] and can concude the proof by using the boundary Harnack principle in
NTA domains and the regularity of the one-phase free boundaries for the scalar problem. Finally, thanks
to Lemma 3.10, we can apply the arguments of [21, Section 5] in order to obtain the C∞ regularity of
Reg(∂ΩU ), using the component of locally constant sign provided by Lemma 3.10 instead of u1 in the
boundary Harnack principle [21, Lemma 5.12]. We recall here the updated statements for the reader’s
sake.
3.1. The stationarity condition on the free boundary. It is well-known (see for example [1]) that if
u is a local minimizer of the Alt-Caffarelli functional
H1loc(R
d) ∋ u 7→ F(u) =
∫
|∇u|2 dx+ Λ|{u > 0}|,
and the boundary ∂{u > 0} is smooth, then |∇u| =
√
Λ on ∂{u > 0}. There are various ways to state
this optimality for free boundaries that are not a priori smooth (see for example [1], [8] and the references
therein). In the case of vector-valued functionals, we use the notion of viscosity solution from [21].
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Definition 3.1. Let Ω ⊂ Rd be an open set. We say that the continuous function U = (u1, . . . , uk) : Ω→
R
k is a viscosity solution of the problem
−∆U = 0 in Ω, U = 0 on ∂Ω ∩D, |∇|U || =
√
Λ on ∂Ω ∩D,
if for every i = 1, . . . , k the component ui is a solution of the PDE
−∆ui = 0 in Ω, ui = 0 on ∂Ω ∩D,
and the boundary condition |∇|U || = √Λ on ∂Ω ∩D, holds in viscosity sense, that is
• for every continuous ϕ : Rd → R, differentiable in x0 ∈ ∂Ω ∩ D and such that “ϕ touches |U | from
below in x0” (that is |U | − ϕ : Ω→ R has a local minimum equal to zero in x0), we have |∇ϕ|(x0) ≤
√
Λ.
• for every function ϕ : Rd → R, differentiable in x0 ∈ ∂Ω∩D and such that “ϕ touches |U | from above
in x0” (that is |U | − ϕ : Ω→ R has a local maximum equal to zero in x0), we have |∇ϕ|(x0) ≥
√
Λ.
Lemma 3.2. Let U be a minimizer for (1.1) and x0 ∈ Reg(∂ΩU) ∪ Sing1(∂ΩU ). Then, there is r > 0
such that U is a viscosity solution of
−∆U = 0 in ΩU ∩Br(x0), U = 0 on ∂ΩU ∩Br(x0), |∇|U || =
√
Λ on ∂ΩU ∩Br(x0). (3.1)
Proof. Suppose that ϕ touches |U | from above in y0 ∈ Br(x0). Then |ϕ(y0)| ≥ Λ precisely as in [21,
Lemma 5.2]. If ϕ touches |U | from below in y0, then every blow-up U0 ∈ BUU (y0) is a one-homogeneous
global minimizer of (1.1) such that ΩU0 contains the half-space {x : ∇ϕ(y0) · x < 0}. Now since the
Lebesgue density of ΩU0 is strictly smaller than one, the argument of [21, Lemma 5.2] gives that all the
components of U0 must be multiples of the same global minimizer of the scalar one-phase Alt-Caffarelli
problem. Thus ΩU0 = {x : ∇ϕ(y0) · x < 0} and the conclusion follows as in [21, Lemma 5.2]. 
3.2. Reifenberg flat and NTA domains. In this section we briefly recall the basic geometric properties
of the Reifenberg flat and NTA domains. The Reifenberg flatness of Reg(∂ΩU ) follows preciesly as in [21].
Then a result by Kenig and Toro [17] shows that it is also NTA. In the next section we will use the NTA
property to prove regularity. For more details on the properties and the structure of the Reifenberg flat
domains we refer to [17], while NTA domains were studied in [17, 14].
Definition 3.3 (Reifenberg flat domains). Let Ω ⊂ Rd be an open set and let 0 < δ < 1/2, R > 0. We say
that Ω is a (δ, R)-Reifenberg flat domain if:
(1) For every x ∈ ∂Ω and every 0 < r ≤ R there is a hyperplane H = Hx,r containing x such that
distH(Br(x) ∩H,Br(x) ∩ ∂Ω) < rδ.
(2) For every x ∈ ∂Ω, one of the connected components of the open set BR(x) ∩ {x : dist(x,Hx,R) >
2δR} is contained in Ω, while the other one is contained in Rd \ Ω.
Theorem 3.4 (Reifenberg flat implies NTA, [17, Theorem 3.1]). There exists a δ0 > 0 such that if Ω ⊂ Rd
is a (δ, R)-Reifenberg flat domain for δ < δ0, then it is NTA, that is there exist constantsM > 0 and r0 > 0
(called NTA constants) such that
(1) Ω satisfies the corkscrew condition, that is, given x ∈ ∂Ω and r ∈ (0, r0), there exists x0 ∈ Ω s.t.
M−1r < dist(x0, ∂Ω) < |x− x0| < r,
(2) Rd \ Ω satisfies the corkscrew condition,
(3) If w ∈ ∂Ω and w1, w2 ∈ B(w, r0)∩Ω, then there is a rectifiable curve γ : [0, 1]→ Ω with γ(0) = w1
and γ(1) = w2 such that H1(γ([0, 1])) ≤M |w1 − w2| and
min {H1(γ([0, t])),H1(γ([t, 1]))} ≤Mdist(γ(t), ∂Ω) for every t ∈ [0, 1].
Remark 3.5. We note that an NTA domain Ω ⊂ Rd is obviously connected, while its intersection with
a ball is not necessarily so. This is due to the fact that an arc, contained in Ω and connecting two point
inside the ball, may go out and then back in. On the other hand the NTA condition implies that the two
points can be connected with an arc of length comparable to the length of the radius of the ball. Precisely,
there exists a constant M > 0 such that the following property holds:
For every x ∈ ∂Ω and every r > 0, there is exactly
one connected component of Br(x) ∩ Ω that intersects Br/M (x) ∩ Ω.
Lemma 3.6. Let U be a solution of (1.1) and x0 ∈ Reg(∂ΩU ). Then ΩU is Reifenberg flat and NTA in
a neighborhood of x0.
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Proof. The proof follows by the same contradiction argument as in [21, Proposition 5.9]. Indeed, suppose
that Reg(∂ΩU) ∋ xn → x0 and rn → 0 be such that ∂ΩU is NOT (δ, rn) flat in Brn(xn). Let Un := U2rn,xn .
Up to a subsequence Un converges to U0 ∈ H1(B1;Rk) which is a solution of (1.1) in B1. We will prove
that U0 is of the form (2.7), then the conclusion will follow by the Hausdorff convergence of ∂ΩUn to
∂ΩU0 . Now, for fixed 0 < r < 1 we have W (Un, 0, r) = W (U, xn, rrn)→ W (U0, x, r) as n → ∞. Let now
ε > 0 be fixed. Since x0 ∈ Reg(∂ΩU), there is some R > 0 such that W (U, x0, R) − Λωd2 ≤ ε/2. By the
continuity ofW in x we get that for n large enough,W (U, xn, R)− Λωd2 ≤ ε and, by the monotonicity ofW ,
W (U, xn, rrn)− Λωd2 ≤ ε. Passing to the limit in n we obtain W (U0, x, r) − Λωd2 ≤ ε. Since ε is arbitrary,
we get W (U0, x, r) =
Λωd
2 . Finally, Lemma 2.7 implies that U0 is one-homogeneous and |B1 ∩ ΩU0 | = ωd2 .
Thus, U0 is necessarily of the form (2.7), which concludes the proof. 
3.3. Existence of a constant sign component. After showing in the previous Section that the regular
part of the free boundary is an NTA domain, we aim now to apply a boundary Harnack principle on it. It
was proved in [14] that in any NTA domain Ω ⊂ Rd the Boundary Harnack Principle does hold, that is, if
u and v are positive harmonic functions in Ω, vanishing on the boundary ∂Ω ∩Br, then
v
u
is Ho¨lder continuous on Ω ∩Br.
The precise statement of the boundary Harnack property for harmonic functions which we will use in
Lemma 3.10 is the following [14, Theorem 5.1 and Theorem 7.9].
Theorem 3.7 (Boundary Harnack Principle for NTA Domains). Let Ω ⊂ Rd be an NTA domain and
A ⊂ Rd an open set. For any compact K ⊂ A there exists a constant C > 0 such that for all positive
harmonic functions u, v vanishing continuously on ∂Ω ∩ A, we have
C−1
v(y)
u(y)
≤ v(x)
u(x)
≤ C v(y)
u(y)
, for all x, y ∈ K ∩ Ω.
Moreover, there exists β > 0, depending only on the NTA constants, such that the function v/u is Ho¨lder
continuous of order β in K ∩ Ω. In particular, for any y ∈ ∂Ω ∩K, the limit lim
x → y
x ∈ Ω
v(x)
u(x)
exists.
Remark 3.8 (Boundary Harnack principle for sign-changing v). Theorem 3.7 still holds in the case when
u > 0 on the NTA domain Ω and v is a harmonic function on Ω that may change sign. Indeed, if
v : B1 ∩ Ω → R is a harmonic function that changes sign in B1 ∩ Ω and vanishes on ∂Ω ∩ B1, then we
consider the harmonic extensions h+ and h− solutions of the positive and negative parts of v:
∆h± = 0 in Ω ∩B1, h± = 0 on ∂Ω ∩B1, h± = v± on ∂B1 ∩ Ω.
Now, by Remark 3.5, each of the functions h± is strictly positive or vanishes identically in Ω ∩ B1/M .
Thus, the claim follows by the boundary Harnack principle for positive functions applied to h+ and u (and
h− and u), the fact that v = h+ − h− and a standard covering argument.
Remark 3.9. The constants C and β in the boundary Harnack principle do not change under blow-up.
That is, given x0 = 0 ∈ ∂Ω, there is r0 > 0 such that for all harmonic functions u, v, solutions of
∆u = ∆v = 0 in Ωr ∩B1 , u = v = 0 on ∂Ωr ∩B1 , Ωr := 1
r
Ω , 0 < r < r0 ,
we have
C−1
v(y)
u(y)
≤ v(x)
u(x)
≤ C v(y)
u(y)
, for all x, y ∈ B1/2 ∩ Ωr. (3.2)
Following [21] we aim to apply the boundary Harnack principle to the components of the vector U in
order to obtain that, for some i ∈ {1, . . . , k}, |∇ui| is Ho¨lder continuous on ∂ΩU and to apply the known
regularity results for the one-phase Bernoulli problem to deduce that ∂ΩU is C
1,α. In our setting the
functions ui, i = 1, . . . , k, may change sign, which is a major obstruction since (3.2) can be applied only in
the case when the denominator u is strictly positive. In order to overcome this issue, we first show that,
at every point x0 of the regular free boundary Reg(∂ΩU ), there is a neighborhood of x0 and a component
ui which has constant sign in it.
Lemma 3.10. Let U = (u1, . . . , uk) be a solution for (1.1). For all x0 ∈ Reg(∂ΩU ), there is r > 0 and
i ∈ {1, . . . , k} such that the component ui has constant sign in Br(x0)∩ΩU . Moreover, there is a constant
Csign > 0 such that Csignui ≥ |U | in Br(x0) ∩ ΩU .
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Proof. Without loss of generality x0 = 0. Let U0 ∈ BUU (x0) and Un := Urn be a blow-up sequence
converging to U0. By Lemma 2.10 there is a vector ξ = (ξ1, . . . , ξk) ∈ Rk such that |ξ| =
√
Λ and
U0(x) = ξx
+
d up to a rotation of R
d. Now since |ξ| =
√
Λ, there is at least one component ξi such that
|ξi| ≥
√
Λ/k. Without loss of generality we can assume that i = 1 and ξ1 ≥
√
Λ/k.
Let Ωn = ΩUn and Un = (un1, . . . , unk) : Ωn ∩B1 → Rk; u+n1 and u−n1 be the positive and the negative
parts of un1; u˜
+
n and u˜
−
n be the solutions of
∆u˜±n = 0 in Ωn ∩B1, u˜±n1 = 0 on ∂Ωn ∩B1, u˜±n = u±n1 on Ωn ∩ ∂B1.
Now, notice that both u+n1 and u
−
n1 are subharmonic on Ωn ∩B1. Thus,
u˜+n − u˜−n = u+n1 − u−n1 = un1 , u˜+n ≥ u+n1, and u˜−n ≥ u−n1 in Ωn ∩B1.
Let M be the constant from Remark 3.5. By the fact that the blow-up limit U0 has a positive first
component, for a fixed n, in the ball B1/M can happen exactly one of the following situations:
(i) u˜+n > 0 and u˜
−
n > 0 in Ωn ∩B1/M ; (ii) u˜+n > 0 and u˜−n = 0 in Ωn ∩B1/M .
Moreover, again by Remark 3.5 we obtain that in both cases we have that Ωn ∩B1/M = {u˜+n > 0} ∩B1/M ,
while if (i) holds, then also Ωn ∩B1/M = {u˜−n > 0} ∩B1/M . Now, notice that in the case (ii) the first part
of the claim of the Lemma is trivial, so we concentrate our attention at the case (i). Let xM :=
ed
2M
and
rM :=
1
4M
. Recall that Un converges uniformly to U0 and ∂Ωn converges to ∂ΩU0 = {xd = 0} in the
Hausdorff distance. Then, for every ε > 0, there is n0 > 0 such that for every n ≥ n0 we have
BrM (xM ) ⊂ Ωn , u+n1(xM ) ≥
√
Λ
k
rM
2
, and |u−n1| ≤ ε in B1.
Now, by the definition of u˜+n and u˜
−
n and the maximum principle (applied to u˜
−
n ), we have
u˜+n (xM ) ≥
√
Λ
k
rM
2
and u˜−n (xM ) ≤ ε.
Finally, by (3.2), we obtain
u˜−n (x)
u˜+n (x)
≤ C u˜
−
n (xM )
u˜+n (xM )
≤ εC
√
Λ
k
rM
2
for every x ∈ Ωn ∩B1/2.
Choosing ε such that the right-hand side is smaller than one, we get
un1(x) = u˜
+
n (x) − u˜−n (x) > 0 for every x ∈ Ωn ∩B1/2,
which proves the first claim. The second part of the statement follows by the boundary Harnack principle
applied to un1 and every component uni, for i = 2, . . . , k. 
3.4. The regular part of the free boundary is C1,α. In the following lemma we show that the positive
optimal component is locally a solution of a one-phase scalar free boundary problem with Ho¨lder condition
on the free boundary. The C1,α regularity of Reg(∂ΩU) then follows by known results on the regularity of
the one-phase free boundaries (see [8, Theorem 1.1]).
Lemma 3.11. Let U = (u1, . . . , uk) be a minimizer for (1.1) and 0 ∈ Reg(∂ΩU) and let the first component
be of constant sign in a neighborhood of 0, that is u1 > 0 in Br0 ∩ΩU . Then there is a constant 0 < c0 ≤ 1,
0 < r ≤ r0 and a Ho¨lder continuous function g : Br ∩ ∂ΩU → [c0, 1] such that u1 is a viscosity solution to
the problem
−∆u1 = 0 in ΩU ∩Br u1 = 0 on ∂ΩU ∩Br , |∇u1| = g
√
Λ on ∂ΩU ∩Br.
Proof. First notice that, by Lemma 3.6, ΩU is an NTA domain in a neighborhood of 0 and there exists
β > 0, depending only on the NTA constants, such that for i = 2, . . . , k, ui/u1 is Ho¨lder continuous of order
β on ΩU ∩Br, for some r ≤ r0. In particular, for every x0 ∈ Ω(1/2)∩Br, the limit gi(x0) := lim
Ω∋x→x0
ui(x)
u1(x)
,
exists and gi : Br ∩ ∂Ω→ R is an β-Ho¨lder continuous function. Then we have
ui = giu1 on Br ∩ Ω and u1 = g|U | on Br ∩ Ω, where g :=
(
1 + g22 + · · ·+ g2k
)−1/2
.
We notice that g is a β-Ho¨lder continuous function on Ω∩Br for some β > 0 and is such that c0 ≤ g ≤ 1,
where c0 = 1/Csign and Csign is the constant from Lemma 3.10. Suppose now that the function ϕ ∈ C1(Rd)
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is touching u1 from below (see Definition 3.1, note that it is local) in a point x0 ∈ ∂Ω ∩ Br. For ρ small
enough, there is a constant C > 0 such that
1
g(x)
≥ 1
g(x0)
− C|x− x0|γ ≥ 0 for every x ∈ Ω ∩Bρ(x0),
and so, setting ψ(x) = ϕ(x)
(
1
g(x0)
− C|x− x0|γ
)
, we get that ψ(x0) = |U |(x0) and
ψ(x) ≤ u1(x)
(
1
g(x0)
− C|x − x0|γ
)
≤ |U |(x) for every x ∈ Ω ∩Bρ(x0),
that is in the ball Bρ(x0) we have that ψ touches |U | from below in x0. On the other hand, ψ is differentiable
in x0 and |∇ψ(x0)| = 1g(x0) |∇ϕ(x0)|. Since U is a viscosity solution of (3.1) we obtain that
√
Λ ≥ |∇ψ(x0)| = 1
g(x0)
|∇ϕ(x0)|,
which gives the claim, the case when ϕ touches u1 from below being analogous. 
3.5. Higher regularity. The regular part of the free boundary is C∞. Thanks to Lemma 3.10,
we can apply the arguments of [21, Section 5] in order to obtain the C∞ regularity of Reg(∂ΩU), using
the component of locally constant sign provided by Lemma 3.10 instead of u1 in the boundary Harnack
principle [21, Lemma 5.12]. We recall here the updated statements for the reader’s sake.
In order to pass from C1,α to C∞ we need an improved boundary Harnack principle, as it was proved
by De Silva and Savin [10] for harmonic functions.
Theorem 3.12 (Improved boundary Harnack principle). Let U = (u1, . . . , uk) be a minimizer for (1.1),
0 ∈ Reg(∂ΩU ) and let the first component be of constant sign in a neighborhood of 0, that is u1 > 0 in
Br0 ∩ ΩU . There exists R0 < 1/2 such that, if for r < min {R0, r0}, Reg(∂ΩU) ∩ Br is of class Ck,α for
k ≥ 1, then for all i = 2, . . . , k we have
ui
u1
is of class Ck,α on ΩU ∩Br.
In particular, for every x0 ∈ Reg(∂ΩU ) ∩ Br, the limit gi(x0) := lim
ΩU∋x→x0
ui(x)
u1(x)
, exists and gi : Br ∩
∂ΩU → R is a Ck,α function.
Proof. In order to show the claim, it is enough to apply [10, Theorem 2.4] for the case k = 1 and [10,
Theorem 3.1] for the case k ≥ 2. 
At this point we are in position to prove the full regularity of Reg(∂ΩU ).
Lemma 3.13. Let U = (u1, . . . , uk) be a minimizer for (1.1), 0 ∈ Reg(∂ΩU ) and let the first component
be of constant sign in a neighborhood of 0, that is u1 > 0 in Br0 ∩ΩU . Then Reg(∂ΩU ) is locally a graph
of a C∞ function.
Proof. The smoothness of the free boundary follows by a bootstrap argument as in [18]. Let us assume
that Reg(∂ΩU ) is locally C
k,α regular for some k ≥ 1, the case k = 1 being true thanks to Section 3.4. We
will prove that Reg(∂ΩU ) is locally C
k+1,α. By Lemma 3.11 the first component u1 is locally a (classical)
solution to the problem
∆u1 = 0 in ΩU , u1 = 0 on Reg(∂ΩU ) , |∇u1| = g
√
Λ on Reg(∂ΩU ).
Now thanks to Lemma 3.12 and the definition of g we have that g is a Ck,α function. Now by [18, Theorem
2] we have that Reg(∂ΩU) is locally a graph of a C
k+1,α function, and this concludes the proof. 
4. Structure of the branching free boundary
In this section we study in more detail the set of branching points Sing2(∂ΩU ). By the results of
Subsection 2.4 we know that for a x0 ∈ ∂ΩU we have
x0 ∈ Sing2(∂ΩU ) ⇔ x0 ∈ Ω(1)U ⇔ Every blow-up U0 ∈ BUU (x0) is a linear function.
In the following Subsection 4.1 we prove that the rank of U0 depends only on x0. Then, in Subsection 4.2
we stratify the singular set according to the rank at each point and finally, in the last subsection, we give
some measure theoretical criterion for the uniqueness of the blow-up.
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4.1. Definition of the strata and decomposition of Sing2(∂ΩU ).
Lemma 4.1. Let U = (u1, . . . , uk) be a solution of (1.1) and Q ∈ O(k) be an orthogonal matrix. Then
V := QU is also a solution of (1.1) corresponding to the boundary datum QΦ.
Proof. It is sufficient to notice that for every U : D → Rk we have |QU | = |U | and |∇(QU)|2 = |∇U |2. 
Lemma 4.2. Let U = (u1, . . . , uk) be a solution of (1.1) and x0 ∈ Ω(1)U ∩ ∂ΩU . Then every blow-up
U0 ∈ BUU (x0) is a linear function given by a matrix A ∈ Md×k(R), whose rank does not depend on U0
but only on x0 and U .
Proof. Without loss of generality we may assume that x0 = 0. Let U0 ∈ BUU (0), U0(x) = Ax, be a
blow-up such that rankA = j for some j ∈ {1, . . . , k}. We claim that all the blow-ups in BUU (x0) are of
rank j.
We first prove the claim in the case j = 1. Indeed, consider a matrix Q ∈ O(k) such that QAx =
(ν · x, 0, . . . , 0) for some ν ∈ Rd and consider the vector valued function V = (v1, . . . , vk) := QU , which is
also a solution (1.1) by Lemma 4.1. Now, since each of the components vi is a harmonic function on the
set {vi 6= 0}, the Alt-Caffarelli-Friedman monotonicity formula (see [2]) gives that the function
r 7→ Φ(r, vi) :=
(
1
r2
∫
Br
|∇v+i |2
|x|d−2 dx
)(
1
r2
∫
Br
|∇v−i |2
|x|d−2 dx
)
=
∫
B1
|∇(vi)+r |2
|x|d−2 dx
∫
B1
|∇(vi)−r |2
|x|d−2 dx, (4.1)
is increasing in r, where as usual (vi)r(x) :=
1
r vi(rx). Now, since for i ∈ {2, . . . , k} the ith component of
the blow-up QA ∈ BUV (0) constantly vanishes, we have that Φ(0, vi) := limr→0Φ(r, vi) = 0. In particular,
the ith component of any blow-up V0 ∈ BUV (0) should vanish and so, the only non-vanishing component
of V0 is the first one (recall that the blow-ups are non-trivial by the non-degeneracy of the solutions of
(1.1)). Now since BUV (0) = Q(BUU (0)) we obtain that the rank of any blow-up BUU (0) is precisely one,
which proves our claim.
Let us now suppose that 2 ≤ j ≤ k and that the claim holds for all i ∈ {1, . . . , j−1}. We will now prove
the claim for j. Reasoning as above, we first find a matrix Q ∈ O(k) such that the last k − j components
of QA vanish, that is (QA)j+1 = · · · = (QA)k = 0 ∈ Rk. Then, we consider the vector valued function
V = (v1, . . . , vk) := QU and notice that, for all i = 1, . . . , k, the function r 7→ Φ(r, vi) is increasing in r. As
above, the strong H1 convergence of the blow-up sequences implies that Φ(0, vj+1) = · · · = Φ(0, vk) = 0
and that the components j + 1, ..., k of any blow-up V0 ∈ BUV (0) do vanish identically. Thus, the rank of
V0 is at most j. On the other hand, since the claim does hold for every i ∈ {1, . . . , j − 1}, the rank of V0
is precisely j, which concludes the proof. 
Lemma 4.2 allows us to define, for every j ∈ {1, . . . , d}, the stratum
Sj :=
{
x0 ∈ Ω(1)U ∩ ∂ΩU : every blow-up U0 ∈ BUU (x0) has rank j
}
. (4.2)
Again, by Lemma 4.2, the singular set ∂ΩU ∩Ω(1)U can be decomposed as a disjoint union
Ω
(1)
U ∩ ∂ΩU =
d⋃
j=1
Sj . (4.3)
4.2. Dimension of the strata. In this subsection we give an estimate on the Hausdorff dimension, dimH
of the stratum Sj . The proof is based on a well-known technique in Geometric Measure Theory known as
Federer Reduction Principle.
Given A ∈ Rd, 0 ≤ s <∞ and 0 < δ ≤ ∞, we recall the notations
Hsδ(A) =
ωs
2s
inf
{ ∞∑
i=1
(diamCi)
s : A ⊂
∞⋃
i=1
Ci , diamCi < δ
}
, Hs(A) = sup
δ≥0
Hsδ(A) ,
dimHA = inf{s ≥ 0 : Hs(A) = 0}.
It is well known that Hs(A) = 0 if and only if Hs∞(A) = 0. The other fact (for a proof we refer to [13,
Proposition 11.3]) that we will use is that
lim sup
r→0
Hs∞(A ∩Br(x))
2−sωsrs
≥ 1 for Hs - almost every x ∈ A. (4.4)
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Theorem 4.3. Let U : Rd ⊃ D → Rk be a solution of (1.1) and Sj be as in (4.2). If j = d, then Sj is a
discrete subset of D. More precisely each point of Sd is isolated in ∂ΩU . If 1 ≤ j < d, then Sj is a set of
Hausdorff dimension dimH Sj ≤ d− j.
Proof. We start with the first claim. Suppose that x0 ∈ Sd and there is a sequence ∂ΩU ∋ xn → x0.
Taking rn = |xn − x0|, ξn := (xn − x0)/rn, ξ0 = limn→∞ ξn and a blow-up limit U0 ∈ BUU (x0) of the
sequence Urn,x0 we obtain that ξ0 ∈ ∂B1, U0(ξ0) = 0 and so dimKerU0 ≥ 1, which is a contradiction with
the definition of Sd.
Let now j < d. Suppose by contradiction that there is ε > 0 and a solution U of (1.1) such that
Hd−j+ε(Sj) > 0. Then, by (4.4), we get that there is a point x0 ∈ Sj such that
lim sup
r→0
Hd−j+ε∞ (∂ΩU ∩Br(x0))
rd−j+ε
≥ lim sup
r→0
Hd−j+ε∞ (Sj ∩Br(x0))
rd−j+ε
≥ 2−(d−j+ε)ωd−j+ε. (4.5)
Now let rn → 0 be a sequence realizing the first limsup above and Un = Urn,x0 be a blow-up sequence
converging to some U0 ∈ BUU (x0). In particular, ∂ΩUn converges in the Hausdorff distance to ∂ΩU0 . Now,
since Hs∞ is upper semi-continuous with respect to the Hausdorff convergence of sets, (4.5) gives that
Hd−j+ε∞
(
∂ΩU0 ∩B1
) ≥ lim
n→∞
Hd−j+ε∞
(
∂ΩUn ∩B1
) ≥ 2−(d−j+ε)ωd−j+ε,
which is in contradiction with the fact that Hd−j+ε(∂ΩU0 ∩B1) = 0. 
Remark 4.4. A more refined argument in the spirit of Naber and Valtorta, essentially based on the Weiss’
monotonicity formula and the structure of the blow-up limits, can be used to deduce that the set Sj has
finite (d − j)-dimensional Hausdorff measure. For more details on this technique in the context of the
free-boundary problems considered in this paper we refer the reader to [11].
4.3. A density criterion for the uniqueness of the blow-up limit. The uniqueness of the blow-up
limit is a central question in free boundary problems and is strictly related to the C1-rectifiability of the
singular set. It remains a major open question even in the case of the two-phase problem corresponding to
the case k = 1. In this last subsection we give a general criterion for the uniqueness of the blow-up at the
singular points, which depends only on the Lebesgue density of the positivity set ΩU (see Proposition 4.5).
Now, even if at this point this criterion by itself is not sufficient for the conclusion, it provides a proof of
the fact that the regularity of the singular set only reduces to a control over the measure of the nodal set
Br \ ΩU . We prove the lemma by choosing a power rate of convergence, but the argument can be carried
out under more general assumptions. For example, a logarithmic decay of the density still translates into a
decay of the Weiss energy. This, again implies a blow-up uniqueness and a logarithmic rate of convergence
(see [12]). In this subsection we use the notations W (U, r) := W (U, 0, r) and W0(U, r) := W0(U, 0, r),
where
W0(U, x0, r) =
1
rd
∫
Br(x0)
|∇U |2 dx− 1
rd+1
∫
∂Br(x0)
|U |2 dHd−1.
Proposition 4.5. Suppose that U is a solution of (1.1) and x0 ∈ ∂ΩU . If there are constants C > 0 and
α > 0 such that
|Br(x0) \ ΩU |
rd
≤ Crα for every 0 < r < dist (x0, ∂D),
then there is a unique blow-up U0 ∈ BUU (x0) and we have the estimate ‖Ur,x0 − U0‖L2(∂B1) ≤ Crβ for
some β = β(α, d).
Proof. Let x0 = 0 and r > 0 be fixed. Let H : Br → Rk be the harmonic extension of U in the ball Br. A
classical estimate for harmonic functions (see [24, Lemma 2.5]) states that there is a dimensional constant
ε¯ > 0 such that
(1 + ε)W0(H, r) ≤W0(Z, r) for every ε ∈ [0, ε¯], (4.6)
where Z is the one-homogeneous extension of U in the ball Br(x0). On the other hand, |Br \ΩH | = 0 and
so, the optimality of U gives
W0(U, r) ≤W0(H, r) + r−dΛ|Br \ ΩU |. (4.7)
Finally, we notice that for every function U we have the formula
∂
∂r
W0(U, r) =
d
r
(W0(Z, r)−W0(U, r)) + 1
rd+2
k∑
i=1
∫
∂Br
|x · ∇ui − ui|2 dHd−1. (4.8)
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Now, using (4.8), (4.6) and (4.7), we have
∂
∂r
W0(U, r) ≥ d
r
(W0(Z, r) −W0(U, r)) ≥ d
r
(
W0(Z, r) −W0(H, r)− r−dΛ|Br \ ΩU |
)
≥ d
r
(
εW0(H, r) − r−dΛ|Br \ ΩU |
) ≥ d
r
(
εW0(U, r)− (1 + ε)r−dΛ|Br \ΩU |
)
≥ dε
r
W0(U, r)− 2dΛCrα−1.
In particular, this implies that the function
r 7→ W0(U, r)
rεd
+
2dΛC
α− dεr
α−dε
is increasing in r and so, choosing ε = α2d , we get that there is a constant CU,x0 depending on U and the
point x0 = 0 ∈ D such that
W0(U, r) ≤ CU,x0rα/2 and W (U, r)− Λωd =W0(U, r)− Λ
|Br \ ΩU |
rd
≤W0(U, r) ≤ CU,x0rα/2.
Now, the uniqueness of the blow-up and the convergence rate follow by a standard argument (see [24]). 
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