We consider a differential equation driven by a Brownian motion as well as a rough path. We prove a Girsanov-type result for this equation to construct a weak solution in the probabilistic sense.
Introduction
In this note we show a Girsanov type result to prove existence and uniquness of weak solutions of rough stochastic ordinary differential equations on the form
where
is a bounded and measurable vector field, B is a Brownian motion, β j : R d → R d are smooth vector fields and Z can be lifted to a (deterministic) rough path. Above and below we use the convention of summation over repeated indices.
We motivate the study of this equation by the well known relation (at least in the case when u and Z are smooth) it has to the Kolmogorov equation ∂ t ξ = ν∆ξ + (u∇)ξ + β j ∇ξŻ j t (2) via the Feynman-Kac formula
which is classical for a smooth path Z. Moreover, this relation is shown to hold also when Z is a rough path, as shown in [6] and [10] . See also the recent work [13] where an intrinsic notion of solution, as introduced in [1] , was used to show well-posedness of (2) under optimal conditions on the coefficients when written in divergence form. Understanding how to add the term β j ∇ξŻ j t could be motivated by the regularization by noise problem. Much attention has been given the degenerate version of (2), i.e. when ν = 0, and u is some irregular vector field. In particular [9] and [15] proved wellposedness of the equation when Z is a Brownian motion, β j (x) = e j (i.e. the jth basis vector) and u is allowed to be discontinuous. In these papers, the stochastic product was in the sense of Stratonovich, which will be the same as in the present paper by choosing a geometric rough path. Moreover, [4] and [16] study a similar problem when Z is a fractional Brownian motion.
To the best of the authors knowledge there has been no study of the corresponding diffusive equations, which in any case is well posed without noise in the linear case.
However, by replacing ξ by u in (3) and solving (1) and (3) as a system, one can also find stochastic representations of nonlinear equations. Coupling this system also with the inverse of (1) and the Biot-Savart law to (3) the papers [2] and [3] show a stochastic representation of the Navier-Stokes equation, when Z = 0. In these papers, an integral part of the technique is the Girsanov transform.
Notation and preliminary results

Hölder spaces and rough paths
For a Banach space E, an integer J ≥ 1, α > 0 and an interval I ⊂ [0, T ] denote by C α 2 (I; E) the space of all continuous mappings g : 
2 ) is a rough path provided Chen's relation holds, i.e. δZ sθt = 0 and δZ
where for a 2-index map g we define δg sθt := g st − g θt − g sθ for s < θ < t. The left equality in (4) implies that Z is a path, and for simplicity we will assume that this path starts at 0. We denote by C α ([0, T ]; R J ) the set of all rough paths with topology induced by the metric of
A rough path Z is said to be geometric provided there exists a sequence of smooth paths
n,i srŻ n,j r dr. The sewing lemma (see [12, Lemma 4.2] ) tells us that given a 2-index map g such that |δg sθt | ≤ |t − s| ζ for some ζ > 1, there exists a unique pair (I(g), I ♮ (g)) such that
where I(g) is a path and |I ♮ (g) st | ≤ C ζ |t−s| ζ where C ζ depends only on ζ. The mapping I is linear in g, and so easily extends to the case |δg sθt | |t − s| ζ .
Girsanov's theorem and weak solutions
We recall the Girsanov change of measure. Let (Ω, F , P ) be a probability space with a 
v s ds is a Brownian motion on (Ω, F , Q). This leads to the construction of solutions to the equation
as follows. Let (Ω, F , P ) be a probability space with a Brownian motion
Define the probability measure
Then Q is such that B t :=B t − t 0 b(s, x +B s )ds is a Brownian motion on (Ω, F , Q). If we define X t := x +B t we see that X satisfies (5) .
We note that the filtration generated by the Brownian motion, (
and we call such a solution a weak solution. A priori it is not clear that if these filtrations actually coincide, but this has been shown to be true under very general assumptions on the drift, see e.g. [18] and [17] . We conjecture that similar results will hold for the equation (6) .
On the other hand, if we include a diffusion coefficient, one can easily find examples for which we have 
Formal computations
For simplicity we assume ν = 1 2 , and for the rest of the paper we want to study the equation
where Z is a rough path, u is a bounded function and B is a Brownian motion w.r.t. some probability space.
A singular measure approach
We first try to copy the approach in Section 2.2 directly to construct a weak solution. Assume for simplicity J = d = 1, x = 0, β = 1 and Z is smooth, so that we are looking to construct a weak solution to
LetB be a Brownian motion on (Ω, F , P ). If we define
the next step is to change the measure such that B is a Brownian motion under some new probability measure. The Girsanov change of measure reads
To illustrate the idea, assume that u = 0, and define
Since Z is deterministic, we get
so that if we approximate a truly rough path Z, in the sense that T 0 |Ż s | 2 ds = ∞, by a sequence of smooth paths Z n we get
This means that there is no hope in taking a strong limit of M (Z n ) or even a weak limit in L p (Ω, F , P ) for p > 1. Instead, let us try to take a weak limit of the induced measure dQ n = M T (Z n )dP . Without loss of generality we can assume Ω = C([0, T ]; R d ), F is the Borel σ-algebra and P is the Wiener measure. Take an open set
However, by assumption Z does not belong to the Cameron-Martin space of P and so Q can not be absolutely continuous w.r.t. to the Wiener-measure. Even worse, even if B n (ω) = ω + Z n is a Brownian motion w.r.t. Q n for every n and we have strong (respectively weak) convergence to B(ω) = ω + Z (respectively Q) the limiting process is in general not a Brownian motion. In fact, assume Z is a path which is truly rougher than the Brownian paths, e.g. the sample path of a fractional Brownian motion with Hurst parameter H < 1/2. Then, if B was a Brownian motion w.r.t. Q, its sample paths could be chosen to be Hölder continuous with an exponent strictly bigger than H, giving a contradiction.
An equivalent measure approach
To construct a weak solution with an equivalent measure we do the following.
LetB be a Brownian motion on (Ω, F , P ). Solve the equation
and define
If X is adapted to the filtration generated byB we may construct the Itô integral
is such that B is a Brownian motion w.r.t (Ω, F , Q). Moreover, by the definition of X we have
which shows that X is a weak solution.
The expert reader will notice that solving the equation (7) and the computation (8) needs extra care to be done rigorously in the rough path setting.
Main results
The rest of the paper is devoted to making the computations in Section 3.2 rigorous. We start by introducing the correct notion of a solution to (6).
Rough solutions
Let us first consider the equation (6) without the Brownian motion, i.e.
where Z is a rough path. One way of doing this is to transform the rough path Z into a rough path containing the drift term,
where all the above terms are well defined since t → t is smooth, and then define V 0 (x) = u(x), V j (x) = β j (x) for j = 1, . . . , J. One could then solve the equation
in the rough path sense. This would however require higher regularity of the coefficient u than what is the aim of this paper. Exploiting the original structure of the equation (9) is also done in [11] where the authors show the well posedness of the equation
We introduce the notion of a pathwise solution as first defined by Davie in [5] . The only difference is that we allow for a drift term. 
is a remainder, i.e. |X 
where one can use (4) and the assumptions on β j to check that |δg sθt | |t − s| 3α (recall that 3α > 1 by assumption). From the uniqueness in the sewing lemma, if X ♮ st is a remainder, it is clear that
The main result we shall need on rough path differential equations is the following result when u = 0, see [12] for a proof and a nice introduction to rough path theory.
and Z is a rough path. Then there exists a unique solution to
Moreover, the mapping Z → δX is locally Lipschitz from
As explained in the introduction, we want to consider the equation
To understand what a notion of a solution to this equation should be, assume for simplicity that u = 0. Motivated by Definition 4.1, one could be tempted to say that a solution is a function X such that
is a remainder. This definition, however, does not contain "area" between Z and B and is thus not suitable. More specifically, one can check that the local expansion
does in general not satisfy |δg sθt | |t − s| ζ for any ζ > 1, so that the sewing lemma does not apply. This is not in conflict with Definition 4.1 since there the drift term is of bounded variation, which is related to the fact that the area in (10) is canonically defined.
Moreover, with a view towards adding a diffusion-coefficient to study the equation
one really needs to understand (B, Z) as a rough path. This is done in the next section.
Joint lift
Let Z = (Z, Z) be a geometric rough path. Given a Brownian motion B on some probability space (Ω, F , P ), we may construct Moreover, since Z is deterministic, t s δZ sr dB r is a Gaussian random variable, and by equivalence of moments and the Kolmogorov theorem for 2-index maps (see [12, Theorem 3 .1]) we get that there exists a set N ∈ F such that P (N ) = 0 and for all ω ∈ N c we have 
It is easy to check thatZ is a rough path. Moreover, it is shown in [8] that the mapping
is locally Lipschitz for anyᾱ < α. Remark 4.5. We did not specify which type of integration we used for the definition of B since we are considering constant diffusion vector fields. It can be checked (and is in fact spelled out in (15) ) that the solution is independent of this choice.
Pathwise weak solutions
Using the previous section we are able to define the notion of a weak solution of (6).
Definition 4.6. Given u and the rough path Z, we say that a probability space (Ω, F , P ) supporting a Brownian motion B and a stochastic process X : [0, T ] × Ω → R d is a weak solution to (6) provided there exists a set of full P -measure where With a proper definition of a solution in place, we go on to prove existence and uniqueness in law.
Existence
Proposition 4.8. Let (Ω, F , P ) be a probability space with a Brownian motion (B t , F t ) t∈[0,T ] . Suppose Z is a geometric rough path and
Then there exists a set Ω 0 of full P measure such that for all ω ∈ Ω 0 there exists a unique solution to
where V andZ(B) are as defined in the previous section. Moreover, the resulting stochastic process X has a modification which is F t -adapted.
Proof. Let Ω 0 be as in the definition ofZ(B)(ω), i.e. such thatZ(B)(ω) is a rough path. Existence and uniqueness of a rough path solution to (13) is then classical under the assumption
. This is clearly true when
To prove that the solution is adapted, we shall use a more general result from the following lemma which is also proved in [8, Theorem 8] .
Lemma 4.9. For any p ∈ [1, ∞) the mappings 
where we have chosen n R, and we remark that C R is deterministic. Integrated to the pth power and letting n → ∞ we get by monotone convergence
where we have used [8, Theorem 3] in the last step.
To finalize the proof of Proposition 4.8 we need to show that there exists a modification of X which is F t -adapted. Using Lemma 4.9 this is straightforward. Indeed, let Z n be a sequence of smooth paths such that Z n converges to Z in the rough path topology. For every n, there exists a unique stochastic process such that
and X n t is F t -measurable for every t and n. The rough path continuity gives that there exists a subsequence (still denoted X n ) such that X n t → X t for every t on a set of full measure. The result follows since measurability is closed under limits.
Note that since the constructionZ(B)(ω) → X is deterministic, the law of X is completely determined by the law of the Brownian motion.
We now proceed to prove existence of a weak solution. Proof. Let (Ω, F , P ) be a probability space with Brownian motion (B t , F t ) t∈[0,T ] . Denote by X the F t -adapted stochastic process solving (13), i.e. (15) where X ♮ is remainder. Define now
and the measure for every ω such that both stochastic integrals are well defined. Consequently, plugging (16) into (15) we get
where we have defined 
Uniqueness
Finally, we show that solutions to (6) are unique in law. The proof goes as follows. Assume we have dX t = u(t, X t )dt + dB t + β j (X t )dZ |u(s, X s )| 2 ds dP . Then we know that the process dY t := u(t, X t )dt + dB t is a Q Brownian motion, and if we can show that
the result follows since the solution X is constructed in a pathwise sense fromZ(Y ). which shows that X = X Y is the solution to (13) driven by Y on some set of full measure. Since the construction of the solution of (13) is purely deterministic, the law of X Y depends only on the law of Y . Consequently, 
