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LOGARITHM LAWS FOR UNIPOTENT FLOWS ON HYPERBOLIC
MANIFOLDS
SHUCHENG YU
Abstract. We prove logarithm laws for unipotent flows on non-compact finite-volume
hyperbolic manifolds. Our method depends on the estimate of norms of certain incomplete
Eisenstein series.
1. Introduction
Let G denote a connected real semisimple Lie group with no compact factors and Γ ⊂ G
be a non-uniform irreducible lattice, that is, Γ is discrete, the homogeneous space Γ\G is
non-compact and has finite co-volume with respect to the Haar measure of G. Let σ denote
the right G-invariant probability measure on Γ\G. Any unbounded one-parameter subgroup
{gt}t∈R ⊂ G acts on Γ\G by right multiplication. By Moore’s Ergodicity Theorem this
action is ergodic with respect to σ, hence for σ-a.e. x ∈ Γ\G the orbit {xgt} is dense. In
particular, these orbits will make excursions into the cusp(s) of Γ\G. A natural question to
ask is at what rate these cusp excursions occur.
We first fix some notations throughout this paper. We write A ≍ B if there is some
constant c > 1 such that c−1A ≤ B ≤ cA. And we write A . B or A = O (B) to indicate
that A ≤ cB for some positive constant c. We will use subscripts to indicate the dependence
of the constant on some parameters.
The above question can be restated as a shrinking target problem. Let K be a maximal
compact subgroup of G, Γ\G has a naturally defined distance function, dist, induced from a
left G-invariant and bi-K-invariant Riemannian metric on G. For a fixed o ∈ Γ\G we define
the cusp neighborhoods by
Br := {x ∈ Γ\G | dist (o, x) > r}
for any r > 0. By [13] there exists a constant κ > 0 such that σ (Br) ≍ e−κr. For {rℓ}
a sequence of positive real numbers with rℓ → ∞, consider the family of shrinking cusp
neighborhoods {Brℓ}, we define a corresponding sequence of random variables on Γ\G by
Xℓ (x) :=
{
1 if xgℓ ∈ Brℓ
0 otherwise.
Note that Xℓ (x) = 1 if and only if the ℓ-th orbit of x makes excursion into the ℓ-th cusp
neighborhood Brℓ . In this setting, one can vary the sequence {rℓ} to enlarge or shrink the
family of cusp neighborhoods {Brℓ}, and then ask whether the events Xℓ (x) = 1 happen
finitely or infinitely many times for a generic point x. We note that the first half of Borel-
Cantelli lemma implies that if
∑∞
ℓ=1 σ (Brℓ) < ∞, then for σ-a.e. x ∈ Γ\G the events
Xℓ (x) = 1 happen for finitely many ℓ. Thus lim supℓ→∞
dist(o,xgℓ)
rℓ
≤ 1 for σ-a.e. x ∈ Γ\G. In
particular, for any small positive number ǫ, choosing rℓ =
(1+ǫ) log(ℓ)
κ
, a standard continuity
1
argument implies that lim supt→∞
dist(o,xgt)
log t
≤ 1+ǫ
κ
for σ-a.e. x ∈ Γ\G. Letting ǫ→ 0 we get
lim supt→∞
dist(o,xgt)
log(t)
≤ 1
κ
for σ-a.e. x ∈ Γ\G. If the bound is sharp,
lim sup
t→∞
dist (o, xgt)
log (t)
=
1
κ
,
for σ-a.e x ∈ Γ\G, we say that the flow {gt}t∈R satisfies the logarithm law. Following [2], we
say a sequence of cusp neighborhoods {Brℓ} is Borel-Cantelli for {gt} if
∑∞
ℓ=1 σ (Brℓ) = ∞
and for σ-a.e. x ∈ Γ\G Xℓ(x) = 1 for infinitely many ℓ. Note that {gt} satisfying logarithm
law is equivalent to the statement that for any ǫ > 0, any sequence of cusp neighborhoods
{Brℓ} with σ (Brℓ) ≍ 1ℓ1−ǫ is Borel-Cantelli for {gt}.
The problem of logarithm laws in the context of homogeneous space was first studied
by Sullivian [18] where he proved logarithm laws for geodesic flows on non-compact finite-
volume hyperbolic manifolds. The general case of one-parameter diagonalizable flows on non-
compact finite-volume homogeneous spaces was proved by Kleinbock and Margulis [13]. The
main ingredient of their proof is the exponential decay of matrix coefficients of diagonalizable
flows, from which they deduced the quasi-independence of the above events Xℓ. Then the
logarithm law follows from a quantitative Borel-Cantelli lemma.
The problem of logarithm laws for unipotent flows is more subtle since the matrix coef-
ficients of unipotent flows only decay polynomially. Nevertheless, using a random analogy
of Minkowski’s theorem Athreya and Margulis [4] proved logarithm laws for one-parameter
unipotent subgroups on the space of lattices Xd := SLd (Z) \SLd (R). Later Kelmer and
Mohanmmadi [12] proved the case when G is a product of copies of SL2 (R) and SL2 (C)
and Γ is any irreducible non-uniform lattice. We note that in the above two cases, their
methods are closely related and both rely on the estimate of L2-norms of certain transform
functions.
In [3], Athreya studied the cusp excursion of the full horospherical group with respect to
some one-parameter diagonalizable subgroup on Xd. Surprisingly, he was able to relate the
cusp excursion rates for diagonalizable and horospherical actions and certain Diophantine
properties for every x ∈ Xd. In particular, his result implies logarithm laws for unipotent
flows on X2. The most general result known for unipotent flows was obtained by Athreya and
Margulis [5]. More precisely, for G a semisimple Lie group without compact factors, Γ ⊂ G
an irreducible non-uniform lattice in G and {gt}t∈R a one-parameter unipotent subgroup in
G, they proved that for any o ∈ Γ\G and σ-a.e. x ∈ Γ\G, there exists 0 < β ≤ 1 such that
lim supt→∞
dist(o,xgt)
log(t)
= β
κ
. Moreover, they asked whether such β can always attain 1, which
is the upper bound coming from the first half of Borel-Cantelli lemma.
In this paper, we generalize the approach in [4] and [12] to give a positive answer to this
question when Γ\G is the frame bundle of hyperbolic manifolds. Before stating our main
result, we first fix some notations. Let Hn+1 be the (n+ 1)-dimensional real hyperbolic space
with n ≥ 2 and Iso+ (Hn+1) denote the orientation preserving isometry group of Hn+1. Fix
a maximal compact subgroup K and identify G/K with Hn+1.
Theorem 1.1. Let G = Iso+ (Hn+1) with n ≥ 2, Γ ⊂ G a non-uniform lattice and {gt}t∈R a
one-parameter unipotent subgroup of G. Let dist (·, ·) denote the distance function obtained
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from hyperbolic metric on the hyperbolic manifold Γ\Hn+1. Then for any fixed o ∈ Γ\G,
lim sup
t→∞
dist (o, xgt)
log t
=
1
n
, (1.1)
for σ-a.e. x ∈ Γ\G.1
We give a brief outline of our proof here. We first note that if (1.1) holds for Γ, then it
also holds for any Γ′ conjugate to Γ (see section 5). Hence after suitable conjugation we can
assume Γ has a cusp at ∞ (see section 2.3 for the definition of cusps).
The upper bound, as mentioned above, follows from the first half of the Borel-Cantelli
lemma. For the lower bound, we first note that it suffices to show that the set
Aǫ :=
{
x ∈ Γ\G | lim sup
t→∞
dist (o, xgt)
log t
≥ 1− ǫ
n
}
has positive measure for any ǫ > 0. This is because Aǫ is invariant under the action of
{gt}t∈R, hence by ergodicity, if Aǫ is of positive measure it must have full measure. Then
the theorem follows by letting ǫ approach zero.
Next, in order to show that Aǫ has positive measure, we construct a subset Bǫ ⊂ Aǫ
which we show has positive measure. To describe our construction, we need some additional
notations. Fix an Iwasawa decomposition G = NAK with the maximal unipotent subgroup
N fixing ∞. Let M ⊂ K be the centralizer of A in K, P = NAM the stabilizer of ∞ in
G and Γ∞ = Γ ∩ P the stabilizer of ∞ in Γ. Let Q = NM be the maximal subgroup of P
containing Γ∞ such that Γ∞\Q is relatively compact. See section 2.1 for explicit descriptions
of these groups. For any D ⊂ Q\G we let
YD =
{
Γg ∈ Γ\G ∣∣ Qγg ∈ D for some γ ∈ Γ} .
In section 5.1, for any ǫ > 0 we construct a sequence of sets Dm ⊂ Q\G explicitly by
taking unions of certain translations of cusp neighborhoods and we show that {σ (YDm)}m∈N
is uniformly bounded from below and each YDm satisfies
∀x ∈ YDm ∃ ℓ ≥ m such that
dist (o, xgℓ)
log ℓ
≥ 1− ǫ
n
. (1.2)
By (1.2) it is clear that the limit superior set Bǫ := ∩∞l=1 ∪∞m=l YDm is contained in Aǫ.
Moreover, since {σ (YDm)}m∈N is uniformly bounded from below, Bǫ has positive measure.
Hence Aǫ is of positive measure.
To show that {σ (YDm)} has a uniform lower bound, we find nice subsets D′m ⊂ Dm
with |D′m| ≍ |Dm| (here | · | denotes a right G-invariant measure on Q\G) and we show{
σ
(
YD′m
)}
is uniformly bounded from below. One standard way to handle σ
(
YD′m
)
is to use
the incomplete Eisenstein series to relate σ
(
YD′m
)
to |D′m|. More precisely, for any compactly
supported function f on Q\G the corresponding incomplete Eisenstein series Θf ∈ L2 (Γ\G)
attached to f is defined by
Θf (g) =
∑
γ∈Γ∞\Γ
f (γg) .
1Here by abuse of notation, for o, xgt ∈ Γ\G, we write dist (o, xgt) for the distance between their projec-
tions to Γ\Hn+1.
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Note that if f is supported on D, then Θf is supported on YD. To show that
{
σ
(
YD′m
)}
is
bounded from below, it is enough to show that the L2-norm (with respect to the measure σ)
of the incomplete Eisenstein series Θ
1
D′m
is not too large compared to the measure of D′m,
where 1D′m is the characteristic function of D
′
m. To show this, we bound ||Θ1D′m ||
2
2 in terms
of |D′m|. In fact, for any parameter λ > 0 we define a family of functions Aλ ⊂ L2 (Q\G)
(see description of Aλ in section 4.2) and we prove the following bound for functions in Aλ.
Theorem 1.2. Let G = Iso+ (Hn+1) and Γ ⊂ G a non-uniform lattice with a cusp at ∞.
For any parameter λ > 0 there exists some constant C (depending on Γ and λ) such that
||Θf ||22 ≤ C
(||f ||21 + ||f ||22) (1.3)
for any f ∈ Aλ, where the norms on the right are with respect to the right G-invariant
measure on Q\G.
Our construction ofD′m yields that we can take functions inAλ (for some λ) to approximate
1D′m
, then we can use Theorem 1.2 to bound ||Θ
1
D′m
||22 in terms of |D′m|.
We note that our strategy of proving (1.3) is similar to the one used in [13]. To prove The-
orem 1.2, we work out an explicit constant term formula for certain non-spherical Eisenstein
series (for arbitrary n ≥ 2). With this constant term formula, a formal computation ensures
that we can bound the L2-norm of any incomplete Eisenstein series by the right-hand side
of (1.3), together with a third term expressed in terms of the exceptional poles of Eisenstein
series. Thus (1.3) follows if we can bound this third term by the right-hand side of (1.3).
However, to prove this bound, we need to assume the functions are from Aλ.
Remark 1. An interesting question is whether (1.3) holds uniformly for any f ∈ C∞c (Q\G).
In particular, for our purpose if one can prove (1.3) uniformly for linear combinations of
nonnegative functions in Aλ, then the same method implies a stronger Borel-Cantelli law:
every sequence of nested cusp neighborhoods {Brℓ} with
∑∞
ℓ=1 σ (Brℓ) =∞ is Borel-Cantelli
for unipotent flows. Such a result was obtained in [12, Remark 8] by proving (1.3) for all
nonnegative functions in C∞c (Q\G) when G is a product of copies of SL2 (R)
(∼= Iso+ (H2))
and SL2 (C)
(∼= Iso+ (H3)) and Γ is any arithmetic irreducible lattice. Their proof of (1.3)
is indirect and depends on the existence of a family of lattices for which the Eisenstein
series have no exceptional poles. We note that in [11] Gritsenko gave an example of such a
lattice in Iso+ (H4). Hence using the general constant term formula we get, one can prove the
above Borel-Cantelli law (for unipotent flows) for this specific lattice (and its commensurable
lattices) in Iso+ (H4).
Remark 2. We end the introduction by remarking that the sets Dm are constructed by
taking unions of translations of the neighborhoods at the cusp ∞ (along the unipotent
flow), hence our method implies a slightly stronger result: logarithm laws for excursions
of unipotent flows into any individual cusp (for other cusps, the result can be obtained by
conjugating this cusp to ∞).
Acknowledgements. I am very grateful to my advisor Dubi Kelmer for his guidance and all
the discussions and useful comments. I would like to thank the anonymous referee for many
helpful comments that made this paper more readable. This work is partially supported by
NSF grant DMS-1401747.
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2. Preliminaries and Notations
2.1. Vahlen group. Let Hn+1 denote the (n + 1)-dimensional real hyperbolic space and
G = Iso+ (Hn+1) be its orientation preserving isometry group. There are various hyperbolic
models of Hn+1 and each model gives an explicit description of G. In this paper, we choose
the upper half space model and realize G via the Vahlen group (see[1] [7] and [8] for more
details about Vahlen group).
We first briefly recall some facts about Clifford algebra. The Clifford algebra Cn is an
associative algebra over R with n generators e1, · · · , en satisfying relations e2i = −1, eiej =
−ejei, i 6= j. Let Pn be the set of subsets of {1, · · · , n}. For I ∈ Pn, I = {i1, · · · , ir} with
i1 < · · · < ir we define eI := ei1 · · · eir and e∅ = 1. These 2n elements eI (I ∈ Pn) form a
basis of Cn. The Clifford algebra Cn has a main anti-involution
∗ and a main involution
′. Explicitly, their actions on the basis elements are given by (ei1 · · · eir)∗ = eir · · · ei1 and
(ei1 · · · eir)′ = (−1)r ei1 · · · eir . Their composition eI := (e′I)∗ gives the conjugation map on
Cn.
For any 1 ≤ i ≤ n, let Vi denote the real vector space spanned by 1, e1, · · · , ei. Note that
dimVi = i + 1. The Clifford group Ti is defined to be the collection of all finite products
of non-zero elements from Vi with group operation given by multiplication. There is a
well-defined norm on Vn given by |v| = √vv¯ and it extends multiplicatively to a norm on
Tn.
In this setting, the (n+ 1)-dimensional hyperbolic space model is the upper half space
Hn+1 :=
{
x0 + x1e1 + · · ·+ xnen ∈ Vn
∣∣ xi ∈ R, xn > 0} (2.1)
endowed with the Riemannian metric
ds2 =
dx20 + · · ·+ dx2n
x2n
. (2.2)
Let M2 (Cn) be the set of 2× 2 matrices over Cn. The Vahlen group SL (2, Tn−1) is defined
by
SL (2, Tn−1) =

(
a b
c d
)
∈M2 (Cn)
∣∣∣∣ a, b, c, d ∈ Tn−1 ∪ {0},ab∗, cd∗ ∈ Vn−1,
ad∗ − bc∗ = 1
 .
An element g =
(
a b
c d
)
in SL (2, Tn−1) acts on Hn+1 as an isometry via the Mo¨bius
transformation
g · v = (av + b) (cv + d)−1 . (2.3)
This gives a surjective homomorphism from SL (2, Tn−1) to Iso+ (Hn+1) with kernel ±I2.
Hence G is realized as PSL (2, Tn−1) := SL (2, Tn−1) /{±I2}. Here I2 is the 2 × 2 identity
matrix
We fix an Iwasawa decomposition
PSL (2, Tn−1) = NAK,
with
N =
{
u
x
=
(
1 x
0 1
) ∣∣ x = x0 + x1e1 + · · ·+ xn−1en−1 ∈ Vn−1} ,
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A =
{
at =
(
e
t
2 0
0 e−
t
2
) ∣∣ t ∈ R} ,
and
K =
{
g ∈ SL (2, Tn−1)
∣∣ g · en = en} /{±I2}
is the stabilizer of en. From this we can identify G/K with H
n+1 by sending gK to g · en.
An element in K is of the form
(
q′2 −q′1
q1 q2
)
with |q1|2+ |q2|2 = 1 and q1q2∗ ∈ Vn−1. Let M
be the centralizer of A in K, that is, M is the subgroup of K consisting of diagonal matrices.
For later use we note that K is isomorphic to SO (n+ 1), M is isomorphic to SO (n) and
M\K can be identified with the n-sphere Sn via the map
M\K −→ Sn := {x0 + x1e1 + · · ·xnen | xi ∈ R, x20 + x21 + · · ·x2n = 1}(
q′2 −q′1
q1 q2
)
7−→ 2q1q2 +
(|q2|2 − |q1|2) en.
Here this map is well-defined since q1q
∗
2 ∈ Vn−1 if and only if q1q2 ∈ Vn−1 ([16, Corollary
7.15]).
2.2. Coordinates and normalization. Let G = NAK be the fixed Iwasawa decomposi-
tion as above and let Q = NM . Under the coordinates g = u
x
atk, the Haar measure of G
is given by
dg = e−ntdxdtdk,
where dx is the usual Lebesgue measure on N (identified with Rn), dk is the probability
Haar measure on K. Hence the probability Haar measure σ = σΓ on Γ\G is given by
dσ (g) =
1
νΓ
e−ntdxdtdk (2.4)
with νΓ =
∫
FΓ dg, where FΓ is a fundamental domain for Γ\G.
We normalize the measures on various spaces as following. First for φ ∈ L2 (M\K), we
view φ as a left M-invariant function on K and normalize the Haar measure on M\K (also
denoted by dk) such that ∫
M\K
φ (k) dk =
∫
K
φ (k) dk.
Next we identify Q\G = A×M\K and we normalize the Haar measure on Q\G so that for
any f ∈ C∞c (Q\G) we have∫
Q\G
f (g)dg =
∫
R
∫
M\K
f (atk) e
−ntdtdk. (2.5)
We then normalize the Haar measure on Q so that for any f ∈ C∞c (G) we have∫
G
f (g) dg =
∫
Q\G
∫
Q
f (qg)dqdg. (2.6)
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2.3. Cusps and reduction theory. Fix the notations as above. Let
∂Hn+1 :=
{
x0 + x1e1 + · · ·+ xn−1en−1 ∈ Vn−1 | xi ∈ R
} ∪ {∞}
denote the boundary of Hn+1. The action (2.3) extends naturally to ∂Hn+1 by the same
formula. Let P = NAM be the subgroup of upper triangular matrices in G. We note that
P is the stabilizer of ∞. Let Γ ⊆ G be a non-uniform lattice in G. Define
Γ∞ = Γ ∩ P
and
Γ′∞ = Γ ∩N.
Note that Γ∞ is the stabilizer of∞ in Γ, and Γ′∞ consists the identity and unipotent elements
in Γ∞. We say that Γ has a cusp at ∞ if Γ′∞ is nontrivial. Note that if Γ has a cusp at ∞,
then Γ\G having finite co-volume implies that Γ′∞ is a lattice (free abelian and of full rank)
in N (see [9, Definition 0.5 and Theorem 0.7]). Moreover, we note that by discreteness,
Γ∞ ∩ A = {I2}. Thus the conjugation action of Γ∞ on N (= Vn−1) and Γ′∞ induces an
injection
Γ∞/Γ′∞ →֒ SO
(
Vn−1
) ∩GL (Γ′∞) .
Hence Γ′∞ is a finite index subgroup of Γ∞. Denote by [Γ∞ : Γ
′
∞] this index.
For any ξ ∈ ∂Hn+1, there exists some g ∈ G such that g · ξ =∞. We say Γ has a cusp at
ξ if gΓg−1 has a cusp at ∞. And we say two cusps ξ, ξ′ are Γ-equivalent if there exists some
γ ∈ Γ such that γ · ξ = ξ′. Assume that Γ has a cusp at ∞, define the lattice
OΓ := {x ∈ Vn−1 | ux ∈ Γ′∞}
in Vn−1. Let FOΓ ⊂ Vn−1 be a fundamental domain for OΓ. One easily sees that the set
F ′∞ = {uxatk | x ∈ FOΓ, t ∈ R, k ∈ K} (2.7)
is a fundamental domain for Γ′∞\G. It contains [Γ∞ : Γ′∞] copies of Γ∞\G. For later use, we
note that since Γ′∞ is a lattice in N , Γ∞\Q is relatively compact, hence
ωΓ :=
∫
Γ∞\Q
dq
is finite.
For any τ ∈ R, let us denote A(τ) = {at ∈ A | t ≥ τ}. Recall that a Siegel set is a subset
of G of the form Ωτ,U = UA(τ)K where U is an open, relatively compact subset of N . Since
G is of real rank one, we can apply the reduction theory of Garland and Raghunathan ([9]
Theorem 0.6). That is, there exists τ0 ∈ R, an open, relatively compact subset U0 ⊂ N , a
finite set Ξ = {ξ1, · · · , ξh} ⊂ G (corresponding to a complete set of Γ-inequivalent cusps)
and an open, relatively compact subset C of G such that the Siegel fundamental domain
FΓ,τ0,U0 = C
⋃⋃
ξj∈Ξ
ξjΩτ0,U0
 , (2.8)
satisfies the following properties:
(1) ΓFΓ,τ0,U0 = G;
(2) the set {γ ∈ Γ | γFΓ,τ0,U0 ∩ FΓ,τ0,U0 6= ∅} is finite;
(3) γξiΩτ0,U0 ∩ ξjΩτ0,U0 = ∅ for all γ ∈ Γ whenever ξi 6= ξj ∈ Ξ.
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In other words, the restriction to FΓ,τ0,U0 of the natural projection of G onto Γ\G is
surjective, at most finite-to-one and the cusp neighborhood of each cusp of Γ\G can be
taken to be disjoint. We will fix this Siegel fundamental domain FΓ,τ0,U0 throughout the
paper. For further use, we note that U0 contains a fundamental domain of Γ
′
∞\N .
2.4. The distance function. Fix a non-uniform lattice Γ in G. Let distG and dist =
distΓ denote the hyperbolic distance functions on G/K = H
n+1 and Γ\G/K = Γ\Hn+1
respectively. By slightly abuse of notation, we also denote distG and dist to be their lifts to
G and Γ\G respectively. In particular, distG is left G-invariant and satisfies distG (I2, atk) = t
for any t ≥ 0 and k ∈ K, where I2 is the identity matrix in G. Moreover, for any g, h ∈ G,
distG and dist satisfy the relation
dist (Γg,Γh) = inf
γ∈Γ
distG (g, γh) .
Clearly, dist (Γg,Γh) ≤ distG (g, h). Conversely, if g, h are from the Siegel set Ωτ0,U0, then
there exists a constant D such that distG (ξig, γξjh) ≥ distG (g, h)−D for any ξi, ξj ∈ Ξ and
any γ ∈ Γ (see [6, Theorem C]). In particular, this implies
dist (Γξjg,Γξjh) ≥ distG (g, h)−D
for any ξj ∈ Ξ and any g, h ∈ Ωτ0,U0. We then have
Lemma 2.1. For o ∈ FΓ,τ0,U0 fixed, there exists a constant D′ such that
distG (o, ξjg)−D′ ≤ dist (o, ξjg) ≤ distG (o, ξjg) (2.9)
for any ξj ∈ Ξ and any g ∈ Ωτ0,U0.
Remark 3. We view o, ξjg as elements in Γ\G when we write dist (o, ξjg), and as elements
in G when we write distG (o, ξjg).
Proof. Only the first inequality needs a proof. Fix an arbitrary h ∈ Ωτ0,U0, we have
dist (o, ξjg) ≥ dist (ξjh, ξjg)− dist (o, ξjh)
≥ distG (h, g)−D − distG (o, ξjh)
= distG (ξjh, ξjg)−D − distG (o, ξjh)
≥ distG (o, ξjg)− 2distG (o, ξjh)−D.
Then D′ = 2 supξj∈Ξ distG (o, ξjh) +D satisfies (2.9). 
Note that any g ∈ Ωτ0,U0 can be written as g = uatk with u ∈ U0, t ≥ τ0, k ∈ K. Since U0
is relatively compact, Ξ is finite and dist is right K-invariant, in view of Lemma 2.1 we have
dist (o, ξjg) = distG (o, at) +O (1) = t +O (1) . (2.10)
In particular, if Γ has a cusp at∞, Ξ can be taken such that it contains the identity element.
Hence in this case,
dist (o, g) = t +O(1) (2.11)
for any g = uatk ∈ Ωτ0,U0. Finally, we note that when r is sufficiently large, Br is a collection
of neighborhoods at all cusps. In view of the above reduction theory and the Haar measure
(2.4) we have
σ (Br) ≍ e−nr (2.12)
for any r > 0.
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3. Incomplete Eisenstein series
Let G be as before, Γ ⊂ G be a non-uniform lattice in G with a cusp at ∞. Given
a compactly supported function f ∈ L2(Q\G), we define the incomplete Eisenstein series
attached to f by
Θf(g) =
∑
γ∈Γ∞\Γ
f (γg) .
Note that Θf is left Γ-invariant since f is left Γ∞-invariant (Γ∞ ⊂ Q). Moreover, since f is
compactly supported, the summation is a finite sum. Hence it is a well-defined function on
Γ\G. We first give a simple but useful identity related to Θf given by the standard unfolding
trick.
Lemma 3.1. For Θf as above and any F ∈ L2 (Γ\G)∫
Γ\G
Θf(g)F (g) dσ (g) =
∫
Γ∞\G
f (g)F (g) dσ (g) .
Proof. Let FΓ be a fundamental domain for Γ\G. Note that F∞ = ∪γ∈Γ∞\ΓγFΓ form a
fundamental domain for Γ∞\G, hence∫
FΓ
Θf(g)F (g) dσ (g) =
∑
γ∈Γ∞\Γ
∫
FΓ
f (γg)F (g) dσ (g)
=
∑
γ∈Γ∞\Γ
∫
γFΓ
f (g)F (g) dσ (g)
=
∫
⋃
γ∈Γ∞\Γ
γFΓ
f (g)F (g) dσ (g)
=
∫
Γ∞\G
f (g)F (g) dσ (g) . 
In particular, taking F = Θf = Θf we get
||Θf ||22 =
∫
Γ∞\G
f (g)Θf (g) dσ (g) . (3.1)
Moreover, by (2.4) and (2.7) we have
||Θf ||22 =
1
[Γ∞ : Γ′∞]νΓ
∫
K
∫
R
f (atk)e
−nt
∫
FOΓ
Θf (uxatk) dxdtdk. (3.2)
Next we will compute ||Θf ||22 by expressing the term
∫
FOΓ
Θf (uxatk) dx as an integral of
certain non-spherical Eisenstein series (see Lemma 4.2). Before we can do that, we need
to recall some facts of spherical Eisenstein series of real rank one groups (see [20] for the
statements and [15] for the general theory).
3.1. Spherical Eisenstein series. Denote by C∞ (Q\G/K) the space of smooth left Q-
invariant and right K-invariant functions on G. For any s ∈ C, define the function ϕs ∈
C∞ (Q\G/K) by
ϕs (uatk) = e
st. (3.3)
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Given a lattice Γ ⊂ G with a cusp at ∞, the spherical Eisenstein series (corresponding to
the cusp at ∞) is defined by
E (s, g) =
∑
γ∈Γ∞\Γ
ϕs (γg) .
This series converges for Re (s) > n, it is right K-invariant and satisfies the following differ-
ential equation
(∆ + s (n− s))E (s, g) = 0,
where ∆ = e2t
(
∂2
∂x2
0
+ · · ·+ ∂2
∂x2n−1
)
+
(
∂2
∂t2
− n ∂
∂t
)
is the Laplace-Beltrami operator on the
upper half space
Hn+1 =
{
x0 + x1e1 + · · ·+ xn−1en−1 + eten
∣∣ xi, t ∈ R} .
The constant term of the Eisenstein series (corresponding to the cusp at ∞) is defined as
E0 (s, g) =
1
|FOΓ|
∫
x∈FOΓ
E (s, u
x
g) dx.
It has the form
E0(s, g) = ϕs(g) + CΓ(s)ϕn−s(g),
where the function C(s) = CΓ(s) can be extended to a meromorphic function on the half
plane Re(s) ≥ n
2
with a simple pole at s = n and only possibly finitely many simple poles
(called exceptional poles) on the interval (n
2
, n). Finally we note that using the functional
equation satisfied by the Eisenstein series and the same argument in [13, p. 10], |C(s)| ≤ 1
for Re(s) = n
2
.
3.2. The raising operator. Let g and k be the Lie algebra of G and K respectively. Let
gC = g⊗RC and kC = k⊗RC be their complexifications. As a real vector space, k is spanned
by the matrices
−1
2
(
eiej 0
0 eiej
)
(1 ≤ i < j ≤ n− 1) , −1
2
(
el 0
0 −el
)
(1 ≤ l ≤ n− 1) ,
1
2
(
0 em
em 0
)
(1 ≤ m ≤ n− 1) , 1
2
(
0 1
−1 0
)
,
where e1, · · · , en−1 are elements in the Clifford algebra Cn as before. The Lie algebra g is
spanned by the matrices as above and(
0 ei
0 0
)
(1 ≤ i ≤ n− 1) ,
(
0 1
0 0
)
,
(
1 0
0 −1
)
.
3.2.1. Root-space decomposition of kC. Let h be a Cartan subalgebra of kC. Since kC is a
complex semisimple Lie algebra, it has a root-space decomposition with respect to h:
kC = h⊕
⊕
α∈Φ(kC,h)
kα,
where Φ = Φ (kC, h) is the corresponding set of roots, and for each α ∈ Φ the root-space kα
is given by
kα := {X ∈ kC | [H,X ] = α (H)X for any H ∈ h} .
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Each root-space is one-dimensional and satisfies [kα, kβ] ⊂ kα+β for any α, β ∈ Φ. Fix a
set of simple roots ∆ and let Φ+ denote the corresponding set of positive roots. Then
Φ = Φ+ ∪ (−Φ+). For backgrounds on complex semisimple Lie algebra, see [14, Chaper II].
In this subsection, we first give an explicit isomorphism between K and SO (n+ 1), then
use this isomorphism and the classical root-space decomposition of so (n + 1,C) to get an
explicit root-space decomposition of kC.
Recall the identification
M\K −→ Sn := {x0 + x1e1 + · · ·+ xnen | xi ∈ R, x20 + x21 + · · ·+ x2n = 1}(
q′2 −q′1
q1 q2
)
7−→ 2q1q2 +
(|q2|2 − |q1|2) en.
Embed Sn in Vn and fix an inner product on Vn such that {1, e1, · · · , en} form a orthonormal
basis of Vn. Then the right regular action of K on M\K = Sn induces an isomorphism from
K to SO (n+ 1). In particular, it induces an isomorphism between kC and so (n + 1,C).
Explicitly, for any 0 ≤ i < j ≤ n define Li,j ∈ kC as following:
Li,j =

−1
2
(
eiej 0
0 eiej
)
if 1 ≤ i < j ≤ n− 1
−1
2
(
ej 0
0 −ej
)
if i = 0, 1 ≤ j ≤ n− 1
1
2
(
0 ei
ei 0
)
if 1 ≤ i ≤ n− 1, j = n
1
2
(
0 1
−1 0
)
if i = 0, j = n.
(3.4)
By direct computation, the induced isomorphism from kC to so (n+ 1,C) is given by sending
Li,j to Ei,j for any 0 ≤ i < j ≤ n, where Ei,j is the antisymmetric (n+ 1)× (n+ 1) matrix
with (i, j)th entry equals one, (j, i)th entry equals negative one and zero elsewhere. Using
the classical commutator relations of Ei,j we get the commutator relations of Li,j . To ease
the notation, we let Li,i = 0 for 0 ≤ i ≤ n and Li,j = −Lj,i for 0 ≤ j < i ≤ n. Explicitly,
Li,j satisfy the following commutator relations
[Li,j, Ll,m] = δjlLi,m − δilLj,m − δjmLil + δimLj,l (3.5)
for any 0 ≤ i, j, l,m ≤ n, where δij is the Kronecker symbol. Moreover, using the root-
space decomposition of so (n+ 1,C) (see [14, p. 127-129]) we get the following root-space
decomposition of kC depending on the parity of n+ 1.
Case I: n+ 1 = 2k + 1 is odd. For each 0 ≤ i ≤ k − 1, let
Hi =
√−1L2i,2i+1
with L2i,2i+1 defined in (3.4). Let h be the complex vector space spanned by the set
{Hi | 0 ≤ i ≤ k − 1}. For each 0 ≤ i ≤ k − 1, let εi : h → C be the linear functional
on h characterised by εi (Hj) = δij. Using the above isomorphism between kC and the root-
space decomposition of so (2k + 1,C), we know h is a Cartan subalgebra and we can choose
the set of simple roots to be
∆ = {ε0 − ε1, ε1 − ε2, . . . , εk−2 − εk−1, εk−1} .
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The corresponding positive roots are given by
Φ+ = {εi ± εj | 0 ≤ i < j ≤ k − 1} ∪ {εl | 0 ≤ l ≤ k − 1} .
Moreover, for any 0 ≤ i < j ≤ k − 1 and 0 ≤ l ≤ k − 1, the positive root-spaces kεi±εj and
kεl are given as following:
kεi±εj = C
〈(
L2i,2j −
√−1L2i+1,2j
)∓ (L2i+1,2j+1 +√−1L2i,2j+1)〉 , (3.6)
and
kεl = C
〈
L2l,2k −
√−1L2l+1,2k
〉
. (3.7)
Case II: n+ 1 = 2k is even. Similar to the odd case, for each 0 ≤ i ≤ k − 1, let
Hi =
√−1L2i,2i+1
and let h be the complex vector space spanned by {Hi | 0 ≤ i ≤ k − 1}. For each 0 ≤ i ≤
k− 1, denote εi : h→ C the linear functional on h characterised by εi (Hj) = δij . The set of
simple roots can be chosen to be
∆ = {ε0 − ε1, ε1 − ε2, . . . , εk−2 − εk−1, εk−2 + εk−1} .
The corresponding positive roots are given by
Φ+ = {εi ± εj | 0 ≤ i < j ≤ k − 1} ,
with kεi±εj also given by (3.6).
Remark 4. The commutator relations and root-space decomposition above can both be
checked directly using the relations eiej + ejei = −2δi,j for any 1 ≤ i, j ≤ n.
3.2.2. Spherical principal series representation. Let G = NAK be the fixed Iwasawa decom-
position and M be the centralizer of A in K as before. For any s ∈ C, recall the function
ϕs on NA defined by
ϕs (uat) = e
st
for any u ∈ N and at ∈ A. Consider the corresponding spherical principal series represen-
tation Is = IndGNAM (ϕs ⊗ 1M), where 1M is the trivial representation of M . Elements in Is
are measurable functions f : G→ C satisfying
f (uawg) = ϕs (a) f (g) for σ-a.e. g ∈ G, with u ∈ N, a ∈ A and w ∈ M. (3.8)
G acts on Is by right regular action. We note that due to condition (3.8), f ∈ Is is a
function on A×M\K, thus by the identification between M\K and Sn, f is a functions in
coordinates (t, x0, x1, · · · , xn) with the restriction x20 + x21 · · ·+ x2n = 1.
Let Is∞ be the space of smooth functions in I
s. We note that Is∞ is a dense subspace of I
s
and the right regular action of G on Is induces a g-module structure on Is∞: For any X ∈ g
and any f ∈ Is∞, define the Lie derivative, π (X), by
(π (X) f) (g) =
d
dy
f (g exp (yX))
∣∣∣∣
y=0
.
We note that the Lie derivative respects the Lie bracket, that is, [π (X) , π (Y )] = π ([X, Y ])
for any X, Y ∈ g, where the first Lie bracket is the Lie bracket of endomorphisms. Since
functions in Is∞ are complex-valued, we can complexify the Lie derivative by defining
π
(
X +
√−1Y ) := π (X) +√−1π (Y )
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for any X, Y ∈ g. Thus Is∞ becomes a gC-module. In particular, Is∞ is also a kC-module.
Let h and Φ+ be as before. Let h∗ denote the complex dual of h. Given a kC-module V and
ρ ∈ h∗, we say v ∈ V is of K-weight ρ if H · v = ρ (H) v for any H ∈ h. We say v ∈ V is
a highest weight vector if v is of K-weight ρ for some ρ ∈ h∗ and X · v = 0 for any α ∈ Φ+
and any X ∈ kα. We note that every irreducible representation of K is a finite-dimensional
irreducible kC-module by differentiating the group action at the identity, and every finite-
dimensional irreducible kC-module admits a unique (up to scalars) highest weight vector (see
[14, Theorem 5.5 (b)]).
Due to condition (3.8), Is is isomorphic to L2 (M\K) as K-representations by sending f
to f |K. Identify M\K with Sn as above, we have the following decomposition of L2 (M\K)
as K-representations:
L2 (M\K) =
⊕ˆ
m≥0
L2 (M\K,m) ,
where L2 (M\K,m) is the space of degree m harmonic polynomials in n + 1 variables re-
stricted to Sn (see [10, Corollary 5.0.3]) and
⊕ˆ
denote the Hilbert direct sum. Moreover,
let Hm be the space of degree m harmonic polynomials in coordinates (x0, x1, · · · , xn) ∈ Vn.
Then Hm is an irreducible K-representation and is isomorphic to L2 (M\K,m) via the map
φ 7→ φ|Sn ([19, Theorem 0.3 and 0.4]). Finally, we note that
(
x0 −
√−1x1
)m ∈ Hm is of
K-weight mε0 ([14, p. 277-278]) and Hm is of highest weight mε0 ([14, p. 339 Problem 9.2]).
Hence
(
x0 −
√−1x1
)m
is the unique (up to scalars) highest weight vector in Hm.
Correspondingly, let Is∞ (K,m) := {f ∈ Is∞ | f |K ∈ L2 (M\K,m)}. Then we have a de-
composition of Is∞
Is∞ =
∞⊕
m=0
Is∞ (K,m) .
Moreover, Is∞ (K,m) is an irreducible kC-module of highest weight mε0, and the highest
weight vector is given by
ϕs,m (t, x0, x1, . . . , xn) := e
st
(
x0 −
√−1x1
)m
.
Now we define the raising operator R+ ∈ gC by
R+ =
1
2
π
((
0 −1 +√−1e1
−1−√−1e1 0
))
= −1
2
π
((
0 1
1 0
))
+
√−1
2
π
((
0 e1
−e1 0
))
.
To compute R+ explicitly, we use the spherical coordinates on Sn: Let (x0, x1, . . . , xn) be
the coordinates on Sn as above, define (θ0, θ1, . . . , θn−1) ∈ [0, 2π]n−1 × [0, π) such that
x0 = cos θ0,
x1 = sin θ0 cos θ1,
...
xn−1 = sin θ0 · · · sin θn−2 cos θn−1,
xn = sin θ0 · · · sin θn−2 sin θn−1.
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Hence under the coordinates (t, θi), ϕs,m is given by
ϕs,m (t, θi) = e
st
(
cos θ0 −
√−1 sin θ0 cos θ1
)m
.
Moreover, in these coordinates, for any X ∈ gC, the Lie derivative π (X) is a first order
differential operator of the form
π (X) = F
∂
∂t
+
n−1∑
i=0
Fi
∂
∂θi
,
where F, Fi are functions in (t, θi). For our purpose, we define
π˜ (X) := F
∂
∂t
+ F0
∂
∂θ0
+ F1
∂
∂θ1
.
Since ϕs,m only depends on the variables (t, θ0, θ1), π (X)ϕs,m = π˜ (X)ϕs,m for any X ∈ gC.
Now we describe the strategy to compute the Lie derivatives. We first show how to extract
the coordinates (t, θi) from a given element g =
(
a b
c d
)
∈ G. Write(
a b
c d
)
=
(
1 u
0 1
)(
e
t
2 0
0 e−
t
2
)(
q′2 −q′1
q1 q2
)
(3.9)
by Iwasawa decomposition. Comparing the second row of the matrices on both sides, we get
e−t = |c|2 + |d|2 (3.10)
and
x0 + x1e1 + · · ·+ xnen = 2c¯d+ (|d|
2 − |c|2) en
|c|2 + |d|2 , (3.11)
where xi are expressed by θi as above. Fix an element g ∈ G. For any X ∈ g, the coordinates
(t, θi) of g exp (yX) can be viewed as functions in y as y varies. Denote (t (y) , θ (y)) to
indicate this dependence on y. Then the Lie derivative π˜ (X) is exactly given by
π˜ (X) = t′ (0)
∂
∂t
+ θ′0 (0)
∂
∂θ0
+ θ′1 (0)
∂
∂θ1
.
Lemma 3.2. Let B1 =
(
0 1
1 0
)
and B2 =
(
0 e1
−e1 0
)
. Then
π˜ (B1) = −2 cos θ0 ∂
∂t
− 2 sin θ0 ∂
∂θ0
and
π˜ (B2) = −2 sin θ0 cos θ1 ∂
∂t
+ 2 cos θ0 cos θ1
∂
∂θ0
− 2sin θ1
sin θ0
∂
∂θ1
.
Proof. Using the formula exp (yB1) =
∑∞
i=0
(yB1)
i
i!
we get
exp (yB1) =
(
cosh y sinh y
sinh y cosh y
)
.
Thus (
a b
c d
)(
cosh y sinh y
sinh y cosh y
)
=
(
⋆ ⋆
c cosh y + d sinh y c sinh y + d cosh y
)
.
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Using (3.10) we get
e−t(y) = | cosh y + d sinh y|2 + |c sinh y + d cosh y|2 = e−t (cosh (2y) + sinh (2y) cos θ0) .
Taking derivatives with respect to y and evaluating at 0 on both sides we get
t′ (0) = −2 cos θ0.
Similarly, using (3.11) and comparing the constant term and coefficient of e1, we get
cos (θ0 (y)) =
sinh (2y) + cosh (2y) cos θ0
cosh (2y) + sinh (2y) cos θ0
and
sin (θ0 (y)) cos (θ1 (y)) =
sin θ0 cos θ1
cosh (2y) + sinh (2y) cos θ0
.
Taking derivatives with respect to y and evaluating at 0 we get
θ′0 (0) = −2 sin θ0 and θ′1 (0) = 0.
Thus π˜ (B1) = −2 cos θ0 ∂∂t − 2 sin θ0 ∂∂θ0 .
Similarly, for B2 we have exp (yB2) =
(
cosh y sinh ye1
− sinh ye1 cosh y
)
and(
a b
c d
)(
cosh y sinh ye1
− sinh ye1 cosh y
)
=
(
⋆ ⋆
c cosh y − de1 sinh y ce1 sinh y + d cosh y
)
.
Using (3.10) and (3.11), after some tedious but straightforward computations we get
e−t(y) = e−t (cosh (2y) + sinh (2y) sin θ0 cos θ1) ,
cos (θ0 (y)) =
cos θ0
cosh (2y) + sinh (2y) sin θ0 cos θ1
,
and
sin (θ0 (y)) cos (θ1 (y)) =
sinh (2y) + cosh (2y) sin θ0 cos θ1
cosh (2y) + sinh (2y) sin θ0 cos θ1
.
Hence by taking derivatives with respect to y and evaluating at 0 we get
t′ (0) = −2 sin θ0 cos θ1, θ′0 (0) = 2 cos θ0 cos θ1 and θ′1 (0) = −2
sin θ1
sin θ0
.
Hence π˜ (B2) = −2 sin θ0 cos θ1 ∂∂t + 2 cos θ0 cos θ1 ∂∂θ0 − 2 sin θ1sin θ0 ∂∂θ1 . 
In view of Lemma 3.2 we get
R˜+ =
(
cos θ0 −
√−1 sin θ0 cos θ1
) ∂
∂t
+
(
sin θ0 +
√−1 cos θ0 cos θ1
) ∂
∂θ0
−√−1sin θ1
sin θ0
∂
∂θ1
.
Since R+ϕs,m = R˜+ϕs,m, applying R˜+ to ϕs,m we get
R+ϕs,m = (s+m)ϕs,m+1. (3.12)
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Remark 5. We note that using the explicit root-space decomposition described as above,
one can directly check that the raising operator R+ (more explicitly, the matrix representing
R+) satisfies
[H,R+] = ε0 (H)R
+ and [R+, kα] = 0 (3.13)
for any H ∈ h and any α ∈ Φ+. The first part of (3.13) implies that R+ sends a vector of
K-weight ρ to a vector of K-weight ρ + ε0 and the second part of (3.13) implies that R
+
sends a highest weight vector to either zero or another highest weight vector. Since ϕs,m is
a highest weight vector of K-weight mε0, R
+ϕs,m is either zero or a highest weight vector
of K-weight (m+ 1) ε0. But since I
s
∞ = ⊕∞m=0Is∞ (K,m) and each Is∞ (K,m) has a unique
(up to scalars) highest weight vector ϕs,m, the set of highest weight vectors in I
s
∞ is exactly
{ϕs,m | m ≥ 0}. Thus R+ϕs,m is a multiple of ϕs,m+1. In fact, (3.13) is the characterization
we used to find R+. However, once we have found R+, (3.13) is no longer essential for our
proof, since we get (3.12) (which trivially implies that R+ϕs,m is a multiple of ϕs,m+1) by
explicit computation.
3.3. Non-spherical Eisenstein series. Given φ ∈ L2 (M\K,m), we view φ as a function
on G by setting φ (uak) = φ (k) for any u ∈ N and any a ∈ A. We define the non-spherical
Eisenstein series by
E (φ, s, g) =
∑
γ∈Γ∞\Γ
ϕs (γg)φ (γg) .
Note that E (φ, s, g) is no longer right K-invariant. Its constant term (corresponding to the
cusp at ∞) is defined by
E0 (φ, s, g) =
1
|FOΓ|
∫
x∈FOΓ
E (φ, s, u
x
g)dx.
Now using (3.12) we can get an explicit formula for E0 (φ, s, g).
Proposition 3.3. For any φ ∈ L2 (M\K,m),
E0 (φ, s, g) = (ϕs (g) + Pm (s) C (s)ϕn−s (g))φ (g) , (3.14)
where P0 (s) = 1 and Pm (s) =
∏m−1
k=0
n−s+k
s+k
for m ≥ 1.
Proof. For any m ≥ 0, let hm be the highest weight vector in L2 (M\K,m). We first prove
(3.14) for hm. We prove by induction. If m = 0, then (3.14) follows from the constant term
formula for spherical Eisenstein series. Assume that it holds for some integer m ≥ 0, we
want to show it also holds for m+1. We apply the raising operator R+ to the constant term
E0 (hm, s, g). On the one hand, by induction,
E0 (hm, s, g) = ϕs,m (g) + Pm (s) C (s)ϕn−s,m (g) .
Hence by (3.12) we get
R+E0 (hm, s, g) = (s+m)ϕs,m+1 (g) + (n− s+m)Pm (s) C (s)ϕn−s,m+1 (g) .
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On the other hand, since R+ commutes with the left regular action, we have
R+E0 (hm, s, g) =
1
|FOΓ|
∫
x∈FOΓ
∑
γ∈Γ∞\Γ
R+ϕs,m (γuxg) dx
=
s+m
|FOΓ |
∫
x∈FOΓ
∑
γ∈Γ∞\Γ
ϕs,m+1 (γuxg) dx
= (s+m)E0 (hm+1, s, g) .
Hence
E0 (hm+1, s, g) =
1
s+m
((s +m)ϕs,m+1 (g) + (n− s+m)Pm (s) C (s)ϕn−s,m+1 (g))
= ϕs,m+1 (g) +
n− s+m
s+m
Pm (s) C (s)ϕn−s,m+1 (g)
= ϕs,m+1 (g) + Pm+1 (s) C (s)ϕn−s,m+1 (g) .
Now for general φ ∈ L2 (M\K,m). Since L2 (M\K,m) is an irreducible kC-module, φ can be
written as φ = Dhm with D some differential operator on L2 (M\K,m) generated by π (kC).
Since π (kC) acts trivially on the character ϕs, we have Dϕs,m = ϕsDhm = ϕsφ. Hence on
the one hand,
DE0 (hm, s, g) = 1|FOΓ|
∫
x∈FOΓ
∑
γ∈Γ∞\Γ
Dϕs,m (γuxg) dx
=
1
|FOΓ|
∫
x∈FOΓ
∑
γ∈Γ∞\Γ
ϕs (γuxg)φ (γuxg) dx
= E0 (φ, s, g) .
On the other hand, using (3.14) for hm we get
DE0 (hm, s, g) = D ((ϕs (g) + Pm (s) C (s)ϕn−s (g))hm (g))
= (ϕs (g) + Pm (s) C (s)ϕn−s (g))φ (g) .
This completes the proof. 
4. Bounds for incomplete Eisenstein series
4.1. Explicit formula. For each L2 (M\K,m) we fix an orthonormal basis{
ψm,l | 1 ≤ l ≤ dim L2 (M\K,m)
}
.
For any f ∈ C∞c (Q\G) let
fˆm,l (a) =
∫
K
f (ak)ψm,l (k)dk,
and we define the following function
Mf (s) =
∑
m,l
Pm (s)
∣∣ ∫
R
fˆm,l (at) e
−stdt
∣∣2,
with Pm (s) as in Proposition 3.3. We then have
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Proposition 4.1. (cf. [12, Proposition 2.3]) Let n
2
< sp < · · · < s1 < s0 = n denote the
poles of C (s) and let cj = Ress=sjC (s) be the residue of C (s) at sj for 0 ≤ j ≤ p. Then for
any f ∈ C∞c (Q\G) we have
||Θf ||22 ≤
|FOΓ|
[Γ∞ : Γ′∞]νΓ
(
2||f ||22 + c0||f ||21 +
p∑
j=1
cjMf (sj)
)
.
Note that f ∈ C∞c (Q\G) can be written as f =
∑
m,l fm,l with fm,l (ak) = fˆm,l (a)ψm,l (k).
We first prove a preliminary estimate for each fm,l and then deduce the proposition from
this estimate.
Lemma 4.2. Let f ∈ C∞c (Q\G) be of the form f (atk) = v (t)φ (k) where v (t) ∈ C∞c (R)
and φ ∈ L2 (M\K,m) for some m. Let sj and cj be as above, we then have
||Θf ||22 ≤
|FOΓ|
[Γ∞ : Γ′∞]νΓ
(
2||f ||22 +
p∑
j=0
cjPm (sj) ||φ||22
∣∣∣∣∫
R
v (t) e−sjtdt
∣∣∣∣2
)
.
Proof. Let vˆ (r) = 1√
2π
∫
R
v (t) e−irtdt denote the Fourier transform of v. Note that vˆ (r)
extends to an entire function in r since v is smooth and compactly supported. Recall the
Fourier inversion formula
v (t) =
1√
2π
∫
R
vˆ (r) eitrdr.
Making the substitution s = ir we get
v (t) =
1√
2πi
∫ 0+i∞
0−i∞
vˆ (−is) estds.
For any σ > n shifting the contour of integration to the line Re (s) = σ we get
v (t) =
1√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is) estds = 1√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is)ϕs (at) ds.
Consequently we can write
f (g) =
1√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is)ϕs (g)φ (g)ds
and summing over Γ∞\Γ we get
Θf (g) =
1√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is)
∑
γ∈Γ∞\Γ
ϕs (γg)φ (γg) ds
=
1√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is)E (φ, s, g)ds.
Integrating this over FOΓ gives∫
FOΓ
Θf (uxak) dx =
1√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is)
∫
FOΓ
E (φ, s, u
x
ak) dxds
=
|FOΓ |√
2πi
∫ σ+i∞
σ−i∞
vˆ (−is)E0 (φ, s, ak) ds.
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Using the formula (3.14) for E0 (φ, s, g) we get∫
FOΓ
Θf (uxak) dx =
|FOΓ|φ (k)√
2πi
(∫ σ+i∞
σ−i∞
vˆ (−is)ϕs (a) ds
+
∫ σ+i∞
σ−i∞
vˆ(−is)C(s)Pm (s)ϕn−s (a) ds
)
.
Now shift the contour of integration to the line Re (s) = n
2
(picking up possible poles) to get∫
FOΓ
Θf (uxak) dx =
|FOΓ|φ (k)√
2πi
(∫ n
2
+i∞
n
2
−i∞
vˆ (−is)ϕs (a) ds
+
∫ n
2
+i∞
n
2
−i∞
vˆ (−is) C (s)Pm (s)ϕn−s (a) ds
+ 2πi
p∑
j=0
cjPm (sj) vˆ (−isj)ϕn−sj (a)
)
,
where cj = Ress=sjC (s) is the residue of C (s) at the pole sj. Now applying formula (3.2) we
get
||Θf ||22 =
1
[Γ∞ : Γ′∞]νΓ
∫
K
∫
R
f (atk)e
−nt
∫
FOΓ
Θf (uxatk) dxdtdk
=
|FOΓ|
[Γ∞ : Γ′∞]νΓ
∫
K
|φ (k) |2dk 1√
2πi
(∫ n
2
+i∞
n
2
−i∞
vˆ (−is)
∫
R
v (t)e−ntϕs (at) dtds
+
∫ n
2
+i∞
n
2
−i∞
vˆ (−is) C (s)Pm (s)
∫
R
v (t)e−ntϕn−s (at) dtds
+ 2πi
p∑
j=0
cjPm (sj) vˆ (−isj)
∫
R
v (t)e−ntϕn−sj (at) dt
)
.
Note that for s ∈ C we have
1√
2π
∫
R
v (t)e−ntϕs (at) dt = vˆ (i (s¯− n)).
Hence (use the substitution s = n
2
+ ir)
||Θf ||22 =
(∫
R
|vˆ(r − n
2
i)|2dr +
∫
R
vˆ(r − n
2
i)vˆ(−r − n
2
i)C(n
2
+ ir)Pm(
n
2
+ ir)dr
+ 2π
p∑
j=0
cjPm (sj) |vˆ (−isj) |2
) |FOΓ|
[Γ∞ : Γ′∞]νΓ
||φ||22.
Now for the first term, applying Plancherel’s theorem for v (t) e−
n
2
t we get
||φ||22
∫
R
|vˆ
(
r − n
2
i
)
|2dr = ||φ||22
∫
R
|v (t) |2e−ntdt = ||f ||22.
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For the second term, using the fact that |C (n
2
+ ir
) | ≤ 1, |Pm (n2 + ir) | = 1 and Cauchy-
Schwarz, we see that its absolute value is bounded by the first term. Finally, for the last
term we have for each pole 2π|vˆ (−isj) |2 = |
∫
R
v (t) e−sjtdt|2. This finishes the proof. 
We can now give the proof of Proposition 4.1. Note that for f =
∑
m,l fm,l as above, by
orthogonality we have
||Θf ||22 =
∑
m,l
||Θfm,l||22.
We can use Lemma 4.2 to estimate each of the terms ||Θfm,l||22 separately and sum all the
contributions.
First, for the L2-norms we have
∑
m,l ||fm,l||22 = ||f ||22. Next, the contribution of the
exceptional poles n
2
< sj < n is
∑p
j=1 cjMf (sj). Finally, for the pole s0 = n, note that
Pm (n) = 0 except m = 0. Thus its contribution is
c0
∣∣∣∣ ∫
R
fˆ0,0 (at) e
−ntdt
∣∣∣∣2 = c0∣∣∣∣ ∫
Q\G
f (g) dg
∣∣∣∣2 ≤ c0||f ||21.
Remark 6. We note that if f is of the form f (atk) = v (t)φ (k), with v smooth, compactly
supported and φ any function in L2 (M\K), then Proposition 4.1 still holds by exactly the
same computation.
4.2. Proof of Theorem 1.2. Fix a parameter λ > 0, define Aλ ⊂ L2 (Q\G) to be the set
of functions of the form
f (atk) = v (t)φ (k)
with v smooth, nonnegative, compactly supported and satisfying∫
R
v (t) e−stdt(∫
R
v (t) e−ntdt
) 2s
n
−1 (∫
R
v2 (t) e−ntdt
)1− s
n
≤ λ (4.1)
for any s ∈ (n
2
, n
)
, and φ any function in L2 (M\K). In this section we will show that for
any s ∈ (n
2
, n
)
,
Mf (s) .s,λ ||f ||21 + ||f ||22 (4.2)
for all f ∈ Aλ. In particular, this bound holds at the finitely many exceptional poles sj
determined by Γ. Hence in view of Proposition 4.1 it implies Theorem 1.2.
To show (4.2), we first give two preliminary lemmas.
Lemma 4.3. If f ∈ L2 (Q\G) is of the form f (atk) = v (t)φ (k), then Mf (s) can be written
as
Mf (s) =
( ∞∑
m=0
Pm (s) ||φm||22
)∣∣∣∣∫
R
v (t) e−stdt
∣∣∣∣2 ,
where φm denotes the projection of φ into L
2 (M\K,m).
Proof. For each m ≥ 0, let {
ψm,l | 1 ≤ l ≤ dimL2 (M\K,m)
}
be the fixed orthonormal basis of L2 (M\K,m) as before. Then we have
φm (k) =
∑
l
cm,lψm,l (k)
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with cm,l =
∫
K
φ (k)ψm,l (k)dk. Moreover, we have
||φm||22 =
∑
l
|cm,l|2
and
fˆm,l (at) = v (t)
∫
K
φ (k)φm,l (k)dk = cm,lv (t) .
Hence
Mf (s) =
∑
m,l
Pm (s)
∣∣∣∣∫
R
fˆm,l (at) e
−stdt
∣∣∣∣2
=
∞∑
m=0
Pm (s)
∑
l
|cm,l|2
∣∣∣∣∫
R
v (t) e−stdt
∣∣∣∣2
=
( ∞∑
m=0
Pm (s) ||φm||22
)∣∣∣∣∫
R
v (t) e−stdt
∣∣∣∣2 . 
Lemma 4.4. For any s ∈ (n
2
, n
)
, Pm (s) ≍s (m+ 1)(n−2s).
Proof. Since Pm (s) =
∏m−1
k=0
n−s+k
s+k
we have
log (Pm (s)) = log
(
n− s
s
)
+
m−1∑
k=1
(
log
(
1 +
n− s
k
)
− log
(
1 +
s
k
))
= (n− 2s)
m−1∑
k=1
1
k
+Os (1) = (n− 2s) log (m+ 1) +Os (1) . 
Thus for f (atk) = v (t)φ (k) ∈ Aλ we define
M˜f (s) :=
(∫
R
v (t) e−stdt
)2 ∞∑
m=0
||φm||22
(m+ 1)(2s−n)
,
where φm is the projection of φ into L
2 (M\K,m). In view these two lemmas it suffices to
prove M˜f (s) .s,λ ||f ||21 + ||f ||22 for all f ∈ Aλ.
Proof of Theorem 1.2. We first prove for f = vφ ∈ Aλ with ||φ||2 ≤ ||φ||1. We first recall a
simple inequality that for any y1, y2 > 0 and 0 < η < 1, y
η
1y
1−η
2 ≤ max (y1, y2) ≤ y1 + y2.
Hence in view of (4.1), for any s ∈ (n
2
, n
)
, since
(
2s
n
− 1)+ (2− 2s
n
)
= 1, we have(∫
R
v (t) e−stdt
)2
≤ λ2
((∫
R
v (t) e−ntdt
)2
+
∫
R
v2 (t) e−ntdt
)
.
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Thus
M˜f (s) =
(∫
R
v (t) e−stdt
)2 ∞∑
m=0
||φm||22
(m+ 1)(2s−n)
≤ λ2
((∫
R
v (t) e−ntdt
)2
+
∫
R
v2 (t) e−ntdt
)
||φ||22
≤ λ2
((∫
R
v (t) e−ntdt
)2
||φ||21 +
∫
R
v2 (t) e−ntdt||φ||22
)
= λ2
(||f ||21 + ||f ||22) .
Now we prove the case ||φ||2 > ||φ||1. Let ι := ||φ||2||φ||1 > 1. We separate the summation into
two parts:
∞∑
m=0
||φm||22
(m+ 1)(2s−n)
=
⌊ι
2
n ⌋∑
m=0
+
∞∑
m=⌊ι 2n ⌋+1
 ||φm||22
(m+ 1)(2s−n)
.
For the first part, we invoke an estimate from spherical harmonic analysis ([17, inequality
(4.4)]).2 Namely, for any φ ∈ L2 (M\K) and m ≥ 0,
||φm||22 . (m+ 1)n−1 ||φ||21
with the implicit constant only depends on the dimension of M\K. Thus we have
⌊ι 2n ⌋∑
m=0
||φm||22
(m+ 1)(2s−n)
.
⌊ι 2n ⌋∑
m=0
||φ||21
(m+ 1)1−2(n−s)
≍s
(
ι
2
n
)2(n−s)
||φ||21 (since 1− 2 (n− s) < 1)
= ||φ||2(
2s
n
−1)
1 ||φ||
4(1− sn)
2 .
For the second part, we have
∞∑
m=⌊ι 2n ⌋+1
||φm||22
(m+ 1)(2s−n)
≤ 1(
ι
2
n
)(2s−n) ∞∑
m=⌊ι 2n ⌋+1
||φm||22
≤ ι−2( 2sn −1)||φ||22
= ||φ||2(
2s
n
−1)
1 ||φ||
4(1− sn)
2 .
Hence
∞∑
m=0
||φm||22
(m+ 1)(2s−n)
.s ||φ||2(
2s
n
−1)
1 ||φ||
4(1− sn)
2 . (4.3)
2The exact form of inequality (4.4) in [17] is ||φm||2 . mn−12 ||φ||1. Here we square both sides and replace
m by m+ 1 to cover the case m = 0.
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Thus by (4.1) and (4.3) we get
M˜f (s) =
(∫
R
v (t) e−stdt
)2 ∞∑
m=0
||φm||22
(m+ 1)(2s−n)
.s,λ
(∫
R
v (t) e−ntdt
)2( 2sn −1)(∫
R
v2 (t) e−ntdt
)2− 2s
n
||φ||2(
2s
n
−1)
1 ||φ||
4(1− sn)
2
= ||f ||2(
2s
n
−1)
1 ||f ||
2(2− 2sn )
2
≤ ||f ||21 + ||f ||22.
This finishes the proof. 
5. Logarithm Laws
Fix o ∈ Γ\G and let {gt} ⊂ G be a one-parameter unipotent subgroup in G. Let distG
and distΓ be the hyperbolic distance functions on G/K and Γ\G/K respectively. In this
section we will prove logarithm laws for the unipotent flow {gt}, that is
lim sup
t→∞
distΓ (o, xgt)
log t
=
1
n
(5.1)
for σ-a.e. x ∈ Γ\G. First we note that if (5.1) holds for Γ, then it also holds for any
Γ′ = g−1Γg. This follows from the following identity
distΓ (Γh,Γh
′) = distΓ′
(
Γ′g−1h,Γ′g−1h′
)
,
where h, h′ are any two elements in G and distΓ′ is the hyperbolic distance function on
Γ′\G/K. Hence we can assume that Γ has a cusp at∞. Fix this Γ and we denote dist = distΓ
without ambiguity. Next note that {gt} can be replaced by a new flow {g˜t} with g˜t = k−1gηtk
for some k ∈ K and η > 0. This is because
lim sup
t→∞
dist (o, xg˜t)
log t
= lim sup
t→∞
dist (o, x′gt)
log t
with x′ = xk−1. For any x ∈ Vn−1, denote u−
x
=
(
1 0
x 1
)
to be the corresponding lower
triangular unipotent matrix.
Lemma 5.1. Every unipotent element in G is K-conjugate to u−x for some x > 0.
Proof. Let g be an unipotent element in G. We first note that it suffices to show g is K-
conjugate to u−x for some x > 0. This is because u−x is conjugate to u−x via
(
0 −1
1 0
)
and(
0 −1
1 0
)
∈ K. Next we note that since g is unipotent, g is conjugate to some element in N .
By Iwasawa decomposition and the fact that NA normalizes N , g is K-conjugate to some
element in N . Hence we can assume g is contained in N . Finally, we note that any element
in N is conjugate to some u−x with x > 0 via the group M since the conjugation action of
M on N realizes M as the rotation group of N . 
Since we can conjugate {gt} by some element in K and rescale it by a positive number, in
view of Lemma 5.1 we can assume the unipotent flow is given by
{
gt = u
−
t
}
t∈R .
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5.1. Technical lemmas. For any D ⊂ Q\G, we denote |D| to be its measure with respect
to the right G-invariant measure on Q\G as fixed in (2.5). We define the set YD ⊂ Γ\G
corresponding to D by
YD :=
{
Γg ∈ Γ\G ∣∣ Qγg ∈ D for some γ ∈ Γ} .
Let {rℓ} be any sequence of positive numbers such that rℓ →∞ and
∑∞
ℓ=1 e
−nrℓ =∞. For
any integer m ≥ 1, let p (m) > m be an integer such that∑p(m)ℓ=m e−nrℓ ≥ 1 for all m ≥ 1. Let
N− be the subgroup of lower triangular unipotent matrices and
B− = {u−
x
| x ∈ Vn−1, |x| < 1
2
}
be the open ball with radius 1
2
, centered at the identity in N−. We define the set
Dm := Q\
p(m)⋃
ℓ=m
QA (rℓ)B
−g−ℓ ⊂ Q\G,
where A (τ) = {at | t ≥ τ}.
Lemma 5.2. {|Dm|}m≥1 is uniformly bounded from below.
Proof. Note that every matrix
(
a b
c d
)
∈ G with d 6= 0 can be written uniquely as
(
a b
c d
)
=
(
1 bd−1
0 1
)( d′
|d| 0
0 d|d|
)(|d|−1 0
0 |d|
)(
1 0
d−1c 1
)
.
Hence NMAN− =
{(
a b
c d
)
∈ G | d 6= 0
}
is a Zariski open dense subset of G. Thus there is
a Zariski open dense subset in Q\G which can be expressed by the coordinates Qg = Qatu−x .
We note that in these coordinates, the right G-invariant measure on Q\G (up to scalars) is
given by e−ntdtdx since this is the right Haar measure for the group AN−. Moreover, Dm is
a disjoint union of the sets Q\QA(rℓ)B−g−ℓ since B−g−ℓ1 ∩ B−g−ℓ2 = ∅ whenever ℓ1 6= ℓ2.
Hence one can compute
|Dm| =
p(m)∑
ℓ=m
∫ ∞
rℓ
e−ntdt
∫
B−g−ℓ
1dx
≍
p(m)∑
ℓ=m
e−nrℓ ≥ 1. 
Lemma 5.3. There is some sufficiently large integer L such that for any m ≥ L and any
x ∈ YDm there exists m ≤ ℓ ≤ p (m) such that
dist (o, xgℓ) ≥ rℓ +O (1) .
Proof. First recall the Siegel fundamental domain FΓ,τ0,U0 we fixed in (2.8), take L such that
rℓ − log 2 ≥ τ0 for all ℓ ≥ L. Next using (3.10) we have that for any τ ∈ R
QA (τ)B− ⊂ QA (τ − log 2)K = NA (τ − log 2)K. (5.2)
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Hence for m ≥ L, x ∈ YDm can be written as x = Γgg−ℓ for some m ≤ ℓ ≤ p (m) with
g ∈ QA (rℓ)B− ⊂ NA (rℓ − log 2)K. After left multiplying by some γ ∈ Γ′∞ we can assume
that g = uatk is contained in the Siegel set U0A (rℓ − log 2)K (we can do this since U0
contains a fundamental domain of Γ′∞\N). Since ℓ ≥ m ≥ L, rℓ − log 2 ≥ τ0. By (2.11) we
have
dist (o, xgℓ) = dist (o, uatk) = t+O (1) ≥ rℓ − log 2 +O (1) = rℓ +O (1) . 
The next lemma shows that there exists a nice set sitting inside Dm. We first identify
Q\G with A×M\K. Let Pr : Q\G→M\K be the natural projection map and
K (ℓ) := Pr
(
Q\QA (rℓ)B−g−ℓ
)
be the K-part of Q\QA (rℓ)B−g−ℓ. We note that K (ℓ) is independent of rℓ, that is, K (ℓ) =
Pr (Q\QA (τ)B−g−ℓ) for any τ ∈ R.
Lemma 5.4. For any ℓ ≥ 1, let τℓ = rℓ − 2 log (ℓ) + log 2. Then
A (τℓ)×K (ℓ) ⊂ Q\QA (rℓ)B−g−ℓ and |A (τℓ)×K (ℓ) | ≍ |Q\QA (rℓ)B−g−ℓ|
with the implicit constant independent of ℓ.
Proof. For each k ∈ K (ℓ), define
I (k) := {t ∈ R | Qatk ∈ Q\QA (rℓ)B−g−ℓ}
and
t (k) := inf I (k) .
We first note that if t ∈ I (k) (that is, atk = qat0u−x−ℓ for some q ∈ Q, t0 ≥ rℓ and |x| < 12),
then [t,∞) ⊂ I (k). This is because for any t′ > t we have
at′k = at′−tatk = at′−tqat0u
−
x−ℓ = q
′at′−t+t0u
−
x−ℓ,
and t′ − t+ t0 > t0 ≥ rℓ. Here q′ = at′−tqat−t′ ∈ Q. This implies that
Q\QA (rℓ)B−g−ℓ =
⋃
k∈K(ℓ)
A (t (k))× {k}. (5.3)
Moreover, by (3.10), the relation atk = qat0u
−
x−ℓ implies
t = t0 − log
(
1 + |x− ℓ|2) . (5.4)
In particular, the minimality of t (k) implies that
t (k) = rℓ − log
(
1 + |x− ℓ|2)
for some x (determined by k). As k ranges over K(ℓ) (that is, x ranges over B−), t (k)
attains the maximal value when x = 1
2
and the minimal value when x = −1
2
. Let tℓ,± 1
2
=
rℓ − log
(
1 + |ℓ∓ 1
2
|2), then in view of (5.3) we have
A
(
tℓ, 1
2
)
×K (ℓ) ⊂ Q\QA (rℓ)B−g−ℓ ⊂ A
(
tℓ,− 1
2
)
×K (ℓ) .
Next, note that e
−nt
ℓ, 1
2 ≍ e−ntℓ,− 12 ≍ e−nrℓℓ2n, hence∣∣∣A(tℓ, 1
2
)
×K (ℓ)
∣∣∣ ≍ ∣∣Q\QA (rℓ)B−g−ℓ∣∣ ≍ ∣∣∣A(tℓ,− 1
2
)
×K (ℓ)
∣∣∣ .
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Finally, note that tℓ, 1
2
≤ τℓ and e−ntℓ, 12 ≍ e−nτℓ , hence
A (τℓ)×K (ℓ) ⊂ Q\QA (rℓ)B−g−ℓ and |A (τℓ)×K (ℓ) | ≍ |Q\QA (rℓ)B−g−ℓ|. 
Remark 7. Later we will take rℓ =
1−ǫ
n
log ℓ with ǫ some fixed small positive number. We
note that in this case we can take p (m) = 2m. Moreover, since τm ≥ τℓ and e−nτm ≍ e−nτℓ ≍
m(2n−1+ǫ) for all m ≤ ℓ ≤ 2m, in view of Lemma 5.5 we have
A (τm)×Km ⊂ Dm and |A (τm)×Km| ≍ |Dm|,
where Km := ∪2mℓ=mK (ℓ).
5.2. Proof of Theorem 1.1. Now we can give the proof of logarithm laws.
Upper bound. Fix ǫ > 0 and let rℓ =
1+ǫ
n
log (ℓ). By (2.12) the sets
{x ∈ Γ\G | xgℓ ∈ Brℓ} = Brℓg−ℓ
satisfy
∞∑
ℓ=1
σ (Brℓg−ℓ) =
∞∑
ℓ=1
σ (Brℓ) ≍
∞∑
ℓ=1
1
ℓ1+ǫ
<∞.
Hence by Borel-Cantelli lemma the set
{x ∈ Γ\G | xgℓ ∈ Brℓ for finitely many ℓ}
has full measure. This implies that
lim sup
ℓ→∞
dist (o, xgℓ)
log ℓ
≤ 1 + ǫ
n
for σ-a.e. x ∈ Γ\G. Moreover, for all t ∈ R let ℓ = ⌊t⌋, we have
|dist (o, xgt)− dist (o, xgℓ) | ≤ dist (xgt, xgℓ) ≤ distG (e, gℓ−t) = O (1) ,
hence we can replace the discrete limit over ℓ ∈ N with a continuous limit over t ∈ R. Finally,
letting ǫ→ 0 we get
lim sup
t→∞
dist (o, xgt)
log t
≤ 1
for σ-a.e. x ∈ Γ\G.
Lower bound. Fix ǫ > 0 and let rℓ =
1−ǫ
n
log ℓ. Let Dm and YDm be as above. Note that
in this case, for the definition of Dm we can take p (m) = 2m. We first prove the following
Lemma 5.5. There is a constant κΓ > 0 depending only on Γ such that σ (YDm) ≥ κΓ for
all m ≥ 1.
Proof. Let τm = rm− 2 log (m) + log 2 be as above. Let T be a sufficiently large integer such
that
1
2n
e−nτm ≤
∫ T
τm
e−ntdt ≤ 2
n
e−nτm and
1
2n
e−sτm ≤
∫ T
τm
e−stdt ≤ 4
n
e−sτm (5.5)
for any s ∈ (n
2
, n
)
and m ≥ 1. We identify the subgroup A with R by sending at to t. For
every m ≥ 1 define the set
D′m := [τm, T ]×Km,
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where Km = ∪2mℓ=mK (ℓ). By Remark 7 we have D′m ⊂ Dm and |D′m| ≍ |Dm|. In particular,
by Lemma 5.2, |D′m| & 1 are uniformly bounded from below for all m ≥ 1. Using the same
unfolding trick as we did in Lemma 3.1, one has the following identity∫
Γ\G
Θ
1
D
′
m
(g) dσ (g) =
ωΓ
νΓ
∫
Q\G
1D′m
(g) dg
where ωΓ =
∫
Γ∞\Q dq and νΓ =
∫
Γ\G dg. By Cauchy-Schwartz and the fact that Θ1D′m is
supported on YD′m , we have(
ωΓ
νΓ
)2
|D′m|2 =
(∫
Y
D′m
Θ
1
D′m
(g) dσ (g)
)2
≤ σ (YD′m) ||Θ1D′m ||22.
Now in view of (5.5) we can take fm = vm1Km with 1Km the characteristic function of Km
and vm approximating 1[τ2m,T ] from above sufficiently well such that
(1) vm is smooth, compactly supported and takes values in [0, 1];
(2) 1
3n
≤
∫
vm(t)e−ntdt
e−nτm
,
∫
v2m(t)e
−ntdt
e−nτm
≤ 3
n
and 1
3n
≤
∫
vm(t)e−stdt
e−sτm
≤ 5
n
for any s ∈ (n
2
, n
)
;
(3) ||fm||1 ≤ 2|D′m|.
In particular, for any s ∈ (n
2
, n
)
∫
vm (t) e
−stdt(∫
vm (t) e−ntdt
) 2s
n
−1 (∫
v2m (t) e
−ntdt
)1− s
n
≤
5
n
e−sτm(
1
3n
e−nτm
) 2s
n
−1+1− s
n
< 15.
Hence {fm} ⊂ A15 and by Theorem 1.2 we can bound
||Θ
1
D′m
||22 ≤ ||Θfm||22 .Γ ||fm||21 + ||fm||22.
Next, since ||fm||22 ≤ ||fm||1, ||fm||1 ≤ 2|D′m| and |D′m| & 1, we can bound
||fm||21 + ||fm||22 ≤ ||fm||21 + ||fm||1 ≤ 4|D′m|2 + 2|D′m| . |D′m|2.
Finally, since YD′m ⊂ YDm, we conclude that there is a constant κΓ > 0 (independent of m)
such that σ (YDm) ≥ σ
(
YD′m
) ≥ κΓ for any m ≥ 1. 
Now consider the set Bǫ := ∩∞ℓ=L ∪∞m=ℓ YDm , where L is as in Lemma 5.3. Then σ (Bǫ) ≥
κΓ > 0 by Lemma 5.5. Moreover, by Lemma 5.3, for any m ≥ L, x ∈ YDm there is some
ℓ ≥ m such that dist (o, xgℓ) ≥ rℓ+O (1). Hence for any x ∈ Bǫ there is a sequence ℓm →∞
such that dist (o, xgℓm) ≥ rℓm +O (1). Consequently, we have
Bǫ ⊂
{
x ∈ Γ\G | lim sup
t→∞
dist (o, xgt)
log t
≥ 1− ǫ
n
}
.
Since the latter set is invariant under the action of {gt}t∈R, by ergodicity it has full measure.
Letting ǫ→ 0 we get
lim sup
t→∞
dist (o, xgt)
log t
≥ 1
n
for σ-a.e. x ∈ Γ\G.
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Remark 8. The same argument works for rℓ =
1
n
log ℓ + O(1) with taking p(m) = 2m.
Hence we can show that the sequence of nested cusp neighborhoods {Brℓ} with σ(Brℓ) ≍ 1ℓ
is Borel-Cantelli for unipotent flows in this setting.
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