Abstract
The Eigenfactor TM Metrics provide an alternative way of evaluating scholarly journals based on an iterative ranking procedure analogous to Google's PageRank algorithm. These metrics have recently been adopted by Thomson-Reuters and are listed alongside the Impact Factor in the Journal Citation Reports. But do these metrics differ sufficiently so as to be a useful addition to the bibliometric toolbox? Davis (2008) has argued otherwise, based on his finding of a 0.95 correlation coefficient between Eigenfactor score and Total Citations for a sample of journals in the field of medicine [6] . This conclusion is mistaken; here we illustrate the basic statistical fallacy to which Jerzy Neyman, 1972 [8] 1
Big Macs and Correlation Coefficients
One might think that if the correlation coefficient between two variables is high, those variables convey the same information, and thus can be used interchangably -but this line of reasoning is erroneous. A simple example helps to illustrate. In Table 1 , we provide two statistics for each of 22
countries: the cost of a Big Mac in local currency, and the mean hourly wage in local currency. The Pearson product-moment correlation coefficient, ρ, between these two statistics is 0.99. Since ρ is nearly 1, one might conclude that we can use hourly wages to predict burger prices with high accuracy and one might question why anyone should waste his or her time collecting burger price information if the hourly wage rates are already known. But take a look at the column "Real Wage". The real wage -the ratio of burger prices to hourly wages -is the variable of economic interest, since it measures a worker's purchasing power. We see that real wages differ dramatically across countries. In Denmark, a worker making the mean hourly wage need only work for seven minutes to earn a Big Mac, whereas in China, a worker making the mean hourly wage must work for nearly two hours to afford a burger.
In our hamburger example, it is pretty clear what is going on. The denominations of currencies vary immensely and arbitrarily. It is indeed true that differences in real wages are small relative to differences in currency denominations. But it is not true that after correcting for differences in [3] . The correlation coefficient between burger price and hourly wage is ρ = 0.99. denominations, differences in real wages are negligible. One way to think of this is that the greatest part of the variation in hourly wage comes from the relatively unimportant fact that currency is denominated differently in different countries. The standard deviation of hourly wages in nominal terms is about 300 times as large as that in real terms. Although the standard deviation of real wages across countries is tiny compared to that of nominal exchange rates, this variation is far more important for the quality of life of workers. Thus, one would be wrong to conclude from the high correlation coefficient that the real wage is constant across countries. Quite the contrary; the standard deviation of this ratio is 62% of the mean.
2 Davis's analysis Davis (2008) fell into a similar trap in his recent comparison of journal rankings by Eigenfactor score and by Impact Factor or Total Citations [6] .
In that paper, Davis aimed to determine whether measures of "popularity" such as Impact Factor and total citation differ substantially from measures of "prestige" such as the journal PageRank [5] and the Eigenfactor metrics Pearson in 1897 -in comparing two measures with a common factor [9] .
Second, Davis suggests that a high correlation coefficient implies that there is no significant difference between two alternative measures; this is simply false. We address these issues in turn.
Journal Sizes and Spurious Correlations
There are enormous differences in the size of academic journals, and these differences swamp the patterns that Davis was seeking in his analysis. The We can formalize these observations by decomposing Davis' regression of Eigenfactor on Total Citations. Davis regresses
where EF i is the Eigenfactor score for journal i and CT i is the Total Citations received by journal i. We let AI i be the Article Influence for journal i, and N i,5 is the total number of articles published over the last five years
where c 1 is a scaling constant that normalizes the Article Influence scores so that the mean article in the JCR has an Article Influence score of 1.00.
Similarly, letting IF i be the Impact Factor for journal i,
where c and log(Impact Factor) + log(Total Articles).
Having the "log(Total Articles)" term on both sides of the regressionespecially given that it varies more than the other two terms -obscures the relation between the variables that one would actually wish to observe when trying to evaluate the difference between "popularity" and "prestige".
This pitfall is famous in the history in mathematical statistics. In 1897, two years after pioneering statistician Karl Pearson developed the productmoment correlation coefficient, he presented a paper to the Royal Society in which he noted that fellow biometrician W. F. R. Weldon had made precisely this mistake in the analysis of body dimensions of crustaceans [9, 14] . Explaining this error, Pearson wrote "If the ratio of two absolute measurements on the same or different organs be taken it is convenient to term this ratio an index.
If u = f 1 (x, y) and v = f 2 (z, y) be two functions of the three variables x, y, z, and these variables be selected at random so that there exists no correlation between x,y, y,z, or z,x, there will still be found to exist correlation between u and v. Thus a real danger arises when a statistical biologist attributes the correlation between two functions, like u and v to organic relationship."
It was to describe this danger that Pearson coined the term spurious correlation [9, 1] . He imagined a set of bones assembled at random. Based on correlations between measurements that share a common factor, a biologist could easily make the mistake of concluding that the bones were properly assembled into their original skeletons:
"For example, a quantity of bones are taken from an ossuarium, and are put together in groups, which are asserted to be those of individual skeletons. To test this a biologist takes the triplet femur, tibia, humerus, and seeks the correlation between the indices femur/humerus and tibia/humerus. He might reasonably conclude that this correlation marked organic relationship, and believe that the bones had really been put together substantially in their individual grouping. As a matter of fact, since the coefficients of variation for femur, tibia, and humerus are approximately equal, there would be, as we shall see later, a correlation of about 0.4 to 0.5 between these indices had the bones been sorted absolutely at random. I term this a spurious organic correlation, or simply a spurious correlation. I understand by this phrase the amount of correlation which would still exist between the indices, were the absolute lengths on which they depend distributed at random."
The reason for this correlation will be that some of the random femur and tibia pairs will be combined with a large humerus; in this case both the femur/humerus and tibia/humerus ratio will tend to be smaller than average.
Other femur and tibia pairs will be combined with a small humerus; in this case both the femur/humerus and tibia/humerus ratio will tend to be larger than average. Correlation coefficients of the two ratios give the illusion that tibia and femur length covary, even when they in fact do not. For his part,
Weldon was forced to concede that nearly 50% of the correlation he had observed in body measurements was actually due to this effect.
Just over a decade later, another important figure in the development of mathematical statics, G. U. Yule, noted that when absolute values share a common factor, they are just as susceptible to this problem as are "indices" or ratios [15] :
"Suppose we combine at random two indices z 1 and z 2 , e.g. two death-rates, and also combine at random with each pair a denominator or population x 3 . The correlations between z 1 , z 2 , and x 3 will then be zero within the limits of sampling. But now suppose we work out the total deaths x 1 = z 1 x 3 and x 2 = z 2 x 3 ; the correlation r 12 between x 1 and x 2 will not be zero, but pos- 
If, as Davis claims, Eigenfactor scores do not differ significantly from
Total Citation counts, the ratio EF/TC should be constant across different groups of journals. To evaluate this claim, we look at the EF/TC ratios of social journals with those of science journals, with groupings determined by whether a journal is listed in the Social Science JCR or the Science JCR.
(Journals listed in both are omitted from the analysis). The mean EF/TC ratio for science journals is 1.42 × 10 −5 , whereas the mean for social science journals is 2.12 × 10 −5 . A Mann-Whitney U test shows that this difference is highly significant, at the p < 10 −167 level.
These differences are not only statistically significant, but also economically relevant. The 49% difference in mean EF/TC ratios indicates that a librarian who uses Total Citations to measure journal value will underestimate the value of social science journals by 49% relative to a librarian who uses Eigenfactor scores to measure value.
There are also significant differences within the sample of journals that Davis considered. Based on the difference between science and social science ratios described above, one might expect medical journals more closely associated with the social sciences, such as those in public health, to have higher-than-average EF/TC ratios. Seven of the publications in Davis's sample of medical journals are cross-listed in the JCR category of public, environmental, and occupational health. Indeed, this group of journals has a 29% higher EF/TC ratio than do the rest of the journals in Davis's sample, again statistically significant (Mann-Whitney U test, p < .01).
Note that there is nothing special about this particular comparison between sciences and social sciences; one could test any number of alternative hypotheses and would find significant differences between EF/TC ratios for many other comparisons as well.
The value of visualization
So, if correlation coefficients are misleading, what is the alternative? First, we argue for a deeper examination of the data. Figure 3 is an example of this strategy 7 . Listing the journals in this way, one is able to quickly see the ordinal differences that exist between this highly correlated data. This type of graphical display illustrates the interesting stories that can be lost behind a summary statistic such as the Spearman correlation. journal prestige than that which we get from straight citation counts.
