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Pra´ce testuje a porovna´va´ na´stroje pro virtualizaci vy´pocˇetn´ıch platforem a vysveˇtluje po-
jmy d˚ulezˇite´ pro pochopen´ı problematiky virtualizace. Jej´ım hlavn´ım prˇ´ınosem je srovna´n´ı
s pohledu vy´konnosti, efektivnosti, sˇka´lovatelnosti a robustnosti virtualizacˇn´ıch na´stroj˚u.
Toto srovna´n´ı ma´ pomoci firmeˇ Red Hat rozhodnout, zda opustit XEN jako hlavn´ı virtua-
lizacˇn´ı na´stroj v jejich distribuc´ıch a prˇej´ıt na jiny´ noveˇjˇs´ı, uzˇivatelsky prˇ´ıjemneˇjˇs´ı virtua-
lizacˇn´ı na´stroj, jako je naprˇ´ıklad KVM.
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Abstract
The thesis tests and compares various existing virtualization tools for virtualization of
computing platforms and explains important conceptions of virtualization technology. It’s
main contribution is a performance, efficiency, scalability and robustness comparison of
virtualization tools. This comparison should help the Red Hat company to make a decision
whether they should leave XEN as a main virtualization tool in their distributions and
move on to another newer and more user friendly virtualization tool like KVM.
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Tato bakala´rˇska´ pra´ce se zameˇrˇuje na oblast virtualizacˇn´ıch technologi´ı. C´ılem pra´ce je shr-
nout, otestovat a vysveˇtlit dostupne´ virtualizacˇn´ı na´stroje v prostrˇed´ı operacˇn´ıho syste´mu
Linux.
1.1 Virtualizace
O co vlastneˇ jde? Kdyzˇ se rˇekne slovo virtualizace, obecneˇ si prˇedstavujeme neˇco nee-
xistuj´ıc´ıho, co se vytva´rˇ´ı umeˇle naprˇ. virtua´ln´ı realita. V nasˇem prˇ´ıpadeˇ nejde o virtualizaci
reality, ny´brzˇ jen pocˇ´ıtacˇe, prˇ´ıpadneˇ jen cˇa´sti nutne´ pro beˇh operacˇn´ıho syste´mu.
1.1.1 Procˇ virtualizaci vyuzˇ´ıvat?
Testova´n´ı Vy´voja´rˇi ocen´ı mozˇnost otestovat sv˚uj software na jine´m operacˇn´ım syste´mu
bez nutnosti restartu fyzicke´ho pocˇ´ıtacˇe. Prˇi vy´voji ja´dra je d´ıky virtua´ln´ımu stroji mozˇne´
ladit chyby, ktere´ by se na rea´lne´m hardwaru hledaly opravdu obt´ızˇneˇ.
Efektivita Pocˇ´ıtacˇe a hlavneˇ servery v dnesˇn´ı dobeˇ cˇasto nejsou vyuzˇ´ıva´ny efektivneˇ.
Dı´ky virtualizaci je mozˇne´ na serverech rozjet neˇkolik neza´visly´ch syste´mu˚, anizˇ by se
navza´jem podstatneˇ ovlivnˇovaly, a vyuzˇ´ıt tak vy´kon pocˇ´ıtacˇ˚u.
Bezpecˇnost Virtualizace na´m prˇina´sˇ´ı i rozsa´hle´ mozˇnosti zabezpecˇen´ı. Prˇedstavme si si-
tuaci, kdy ma´te naprˇ. farmu webovy´ch server˚u a chceme je zabezpecˇit proti softwarove´mu
u´toku. Stacˇ´ı na´m vytvorˇit virtua´ln´ı server a neˇkolikra´t ho spustit na fyzicke´m serveru a je
to. Dojde-li k pa´du jednoho virtua´ln´ı serveru, nic se nedeˇje, ostatn´ı ho zastoup´ı. Mezit´ım
se neˇjaky´m trivia´ln´ım zp˚usobem oprav´ı zhrouceny´ virtua´ln´ı server a klient nic nepozna´.
Prˇenositelnost Dalˇs´ı podstatny´ prˇ´ınos je prˇenositelnost. Vytvorˇ´ıme pocˇ´ıtacˇ, ktery´ po-
skytuje sluzˇby v Cˇeske´ republice, posˇleme ho prˇes p˚ul sveˇta, kde ho spust´ı bez ohledu na
nainstalovany´ hardware a klienti azˇ na 1 mensˇ´ı proble´m s DNS servery nic nepoznaj´ı.
1Prˇi prˇesunu serveru prˇes cely´ sveˇt do jine´ s´ıteˇ se mus´ı zajistit, aby DNS servery, pod ktere´ spada´ prˇeklad
DNS jme´na prˇesouvane´ho serveru, ukazovaly na pocˇ´ıtacˇ, kam se virtua´ln´ı server prˇesouval.
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1.1.2 Prˇ´ınos pra´ce
V ra´mci te´to pra´ce jsou shrnuty za´kladn´ı pojmy ty´kaj´ıc´ı se virtualizacˇn´ıch technologi´ı. Da´le
jsou zde podrobneˇji rozebra´ny vybrane´ virtualizacˇn´ı na´stroje jako je QEMU, KVM, VM-
ware, Xen a VirtualBox. Virtualizacˇn´ı na´stroje byly porovna´ny podle kvality uzˇivatelske´ho
rozhran´ı, sˇka´lovatelnosti a robustnosti definovane´ na za´kladeˇ konzultace s odborn´ıkem z
firmy Red Hat. Pro uskutecˇneˇn´ı test˚u, ktere´ jsou soucˇa´st´ı zada´n´ı, bylo nutne´ vyvinout
testovac´ı na´stroj, jehozˇ popis je takte´zˇ soucˇa´st´ı te´to pra´ce. Vy´sledky test˚u virtualizacˇn´ıch
na´stroj˚u, jejich vysveˇtlen´ı a srovna´n´ı jsou uvedeny v posledn´ı cˇa´sti pra´ce.
1.1.3 Struktura pra´ce
V druhe´ kapitole pra´ce je uvedeno rozdeˇlen´ı typ˚u virtualizacˇn´ıch technik a jsou zde vysveˇt-
leny pojmy d˚ulezˇite´ pro pochopen´ı test˚u a virtualizace. Ve trˇet´ı cˇa´sti jsou rozebra´ny vy-
brane´ virtualizacˇn´ı na´stroje na za´kladeˇ krite´ri´ı uvedeny´ch v zada´n´ı a v prˇedchoz´ı cˇa´sti ka-
pitoly 1.1.2. Kapitola cˇ´ıslo cˇtyrˇi se zaby´va´ metodikou testova´n´ı. Je zde uvedeno zamysˇlen´ı
procˇ, co a jaky´m zp˚usobem testovat. Da´le je zde popsa´n program, ktery´ bylo nutne´ vy-
vinout, pro testova´n´ı paraleln´ıho beˇhu virtualizovany´ch syste´mu˚. V posledn´ı cˇa´sti cˇtvrte´
kapitoly jsou rozebra´ny konkre´tn´ı testovac´ı na´stroje. Prˇedposledn´ı kapitola cˇ´ıslo peˇt obsa-
huje porovna´n´ı vybrany´ch virtualizacˇn´ıch na´stroj˚u. V dalˇs´ı cˇa´sti pa´te´ kapitoly je mozˇne´
nale´zt srovna´n´ı efektivity vybrane´ho virtualizacˇn´ıho na´stroje prˇi spusˇteˇn´ı virtualizovane´ho
syste´mu s r˚uzny´m pocˇtem procesor˚u v smp (symmetric multiprocessing) rezˇimu. V po-
sledn´ı cˇa´sti kapitoly peˇt je uvedeno srovna´n´ı efektivity spusˇteˇn´ı v´ıce virtua´ln´ıch syste´mu˚ na




V te´to kapitole budou vysveˇtleny za´kladn´ı pojmy ty´kaj´ıc´ı se virtualizacˇn´ıch na´stroj˚u a
technologi´ı.
2.1 Deˇlen´ı virtualizacˇn´ıch technik
Deˇlen´ı virtualizacˇn´ıch technik je cˇa´stecˇneˇ prˇejato z wikipedie [6] a doplneˇno o novinky.
Neˇktere´ vyjmenovane´ virtualizacˇn´ı techniky je mozˇne´ navza´jem kombinovat.
Emulace Virtua´ln´ı stroj simuluje cely´ hardware, dovoluje beˇh neupravene´ho OS hosta na
zcela odliˇsne´m procesoru. Tento prˇ´ıstup je dlouho pouzˇ´ıva´n za u´cˇelem tvorby softwaru pro
procesory, ktere´ nejsou fyzicky dostupne´. Prˇ´ıklady zahrnuj´ı Bochs, PearPC (verze Virtual
PC pro PowerPC, QEMU bez akcelerace a emula´tor Hercula. Emulace je implementova´na
sˇirokou sˇka´lou technik od stavovy´ch automat˚u azˇ po dynamickou rekompilaci na plneˇ vir-
tualizovany´ch platforma´ch.
Plna´ virtualizace Virtua´ln´ı stroj simuluje dostatecˇne´ mnozˇstv´ı hardwaru tak, aby umozˇ-
nil oddeˇleny´ beˇh neupravene´ho OS hosta urcˇene´ho pro stejny´ druh CPU. Pro vola´n´ı privi-
legovany´ch instrukc´ı, ke ktery´m nema´ virtualizovany´ syste´m prˇ´ıstup, je vyuzˇita bud’ hard-
warova´ virtualizace, nebo softwarove´ rˇesˇen´ı v poda´n´ı dynamicke´ rekompilace. Oba tyto
pojmy jsou popsa´ny a vysveˇtleny n´ızˇe v kapitole 2.2.3 a v kapitole 2.2.1. Obvykle je mozˇny´
soubeˇh v´ıce instanc´ı. Tento prˇ´ıstup se objevil v roce 1966 u syste´mu CP-40 a CP[-67]/CMS
(prˇedch˚udce rodiny VM od IBM). Prˇ´ıklady zahrnuj´ı VirtualBox, Virtual Iron, Virtual PC,
VMware Workstation, VMware Server (drˇ´ıve zna´m jako GSX Server), VMware ESX Server,
QEMU, Parallels Desktop, Adeos, Mac-On-Linux, Win4BSD, Win4Lin Pro a z/VM.
Paravirtualizace Virtua´ln´ı stroj nemus´ı nezbytneˇ simulovat hardware, ale mı´sto toho
(nebo nav´ıc) nab´ız´ı zvla´sˇtn´ı API, ktere´ mu˚zˇe by´t pouzˇito jen z upravene´ho virtualizo-
vane´ho syste´mu. Toto syste´move´ vola´n´ı hypervizoru se nazy´va´ ”hypercall“ v Xenu, Parallel
Worksations a Enomalism. Vola´n´ı je implementova´no hardwarovou instrukci DIAG (”di-
agnose“) v CMS od IBM pod VM (kde se pojem ”hypervizor“ poprve´ objevil). Prˇ´ıklady
zahrnuj´ı Win4lin 9x, logicke´ dome´ny od Sunu a z/VM.
Hybridn´ı virtualizace Jde o spojen´ı toho nejlepsˇ´ıho z obou metod plne´ virtualizace a
paravirtualizace. Pomoc´ı plne´ virtualizace je mozˇne´ na virtua´ln´ım stoji spustit neupraveny´
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syste´m. Pomoc´ı paravirtualizace lze urychlit vybrany´ virtua´ln´ı hardware, aby bylo doc´ıleno
veˇtsˇ´ı vy´konu a efektivity. Prˇ´ıkladem je KVM s rozhran´ım virtio.
Cˇa´stecˇna´ virtualizace Virtua´ln´ı stroj simuluje v´ıce instanc´ı mnoha (ale ne vsˇech) prost-
rˇed´ı hardwaru, na ktere´m beˇzˇ´ı hostitel, prˇedevsˇ´ım adresn´ıho prostoru. Takove´ prostrˇed´ı
podporuje sd´ılen´ı zdroj˚u a izolaci proces˚u, ale neumı´ oddeˇlit instance OS host˚u. Acˇkoliv
obecneˇ nelze hovorˇit o virtua´ln´ım stroji, jedna´ se o vy´znamny´ prˇ´ıstup z historicke´ho hle-
diska. Byl pouzˇit u syste´mu˚ CTSS, pokusne´ho IBM M44/44X a zrˇejmeˇ i u VMS. (Mnoho
dalˇs´ıch syste´mu, jako Microsoft Windows nebo Linux a syste´my ze zby´vaj´ıc´ıch kategori´ı
n´ızˇe, pouzˇ´ıvaj´ı tuto techniku.)
Virtualizace na u´rovni operacˇn´ıho syste´mu Virtualizuje se fyzicky´ server na u´rovni
OS, cozˇ umozˇnˇuje beˇh v´ıce izolovany´ch bezpecˇny´ch virtua´ln´ıch server˚u na jednom fyzicke´m
serveru. Prostrˇed´ı OS hosta sd´ılej´ı jeden OS s hostitelsky´m syste´mem – tj. stejne´ ja´dro OS
je pouzˇito pro implementaci OS hosta. Aplikace beˇzˇ´ıc´ı v prostrˇed´ı hosta jej vsˇak vn´ımaj´ı
jako samostatny´ syste´m. Mezi prˇ´ıklady patrˇ´ı Linux-VServer, Virtuozzo (pro Linux nebo
Windows), OpenVZ, kontejnery Solarisu a FreeBSD Jail.
Aplikacˇn´ı virtualizace Desktopove´ nebo serverove´ aplikace beˇzˇ´ıc´ı na dane´m stroji,
pouzˇ´ıvaj´ı mı´stn´ı zdroje, ale beˇzˇ´ı ve zvla´sˇtn´ım virtua´ln´ım stroji. To je rozd´ıl oproti tradicˇn´ımu
loka´ln´ımu beˇhu nativn´ıch aplikac´ı, tj. softwaru nainstalovane´m prˇ´ımo na syste´mu. Takova´
aplikace beˇzˇ´ı v male´m virtua´ln´ım prostrˇed´ı obsahuj´ıc´ım komponenty nutne´ ke spusˇteˇn´ı naprˇ.
polozˇky registr˚u, soubory, promeˇnne´ prostrˇed´ı, prvky uzˇivatelske´ho rozhran´ı a globa´ln´ı ob-
jekty. Toto virtua´ln´ı prostrˇed´ı se chova´ jako vrstva mezi aplikac´ı a operacˇn´ım syste´mem,
ktera´ zabranˇuje konflikt˚um mezi aplikac´ı a OS nebo mezi aplikacemi vza´jemneˇ. Prˇ´ıklady
zahrnuj´ı Java Virtual Machine od Sunu Softricity, Thinstall, Altiris, Portable Apps a Tri-
gence. (Tento druh virtualizace je zrˇetelneˇ odliˇsny´ od vsˇech prˇedesˇly´ch. Deˇl´ı je pouze tenka´
hranice od virtua´ln´ıch prostrˇed´ı jako je Smalltalk, Forth, Tcl, P-ko´d a dalˇs´ı interpretovane´
jazyky.)
Hardwarova´ virtualizace Hardware zajiˇst’uje podporu pro izolovany´ beˇh virtualizo-
vany´ch syste´mu˚. Procesory firem Intel (Intel VT) a AMD (AMD-V) maj´ı implementova´nu
hardwarovou podporu virtualizace. Mezi virtualizacˇn´ı na´stroje vyuzˇ´ıvaj´ıc´ı tuto podporu
patrˇ´ı KVM, VMware, Xen, VirtualBox.
2.1.1 Podpora virtualizace v CPU
U procesoru s architekturou x86 se pocˇa´tky podpory plne´ virtualizace datuj´ı asi od roku
2005 a 2006, kdy intel a pak i AMD uvedli na trh procesory s rozsˇ´ıˇren´ım IVT (Intel) a
AMD-V (AMD). V linuxu si mu˚zˇeme jejich prˇ´ıtomnost zjistit v souboru /proc/cpuinfo.
V teˇle souboru v sekci flags je identifikova´no jako vmx pro Intel a svm u procesoru od
AMD.
Virtualizaci mus´ı podporovat i za´kladn´ı deska, na ktere´ je procesor provozova´n. V dnesˇn´ı
dobeˇ by jizˇ kazˇda´ deska, ktera´ obsahuje chipsety vyvinute´ v posledn´ıch neˇkolika letech,
nemeˇla mı´t s podporou virtualizace proble´m.
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Procesory podporuj´ıc´ı virtualizaci rˇady x86
Procesory AMD:
• Athlon 64 stepping F a G
• Athlon 64 X2 stepping F a G
• Turion 64 Richmond
• Turion 64 X2 vsˇechny
• Opteron Santa Ana a noveˇjˇs´ı
• Phenom Zava´d´ı Nested Paging pro rychlejˇs´ı prˇep´ına´n´ı kontextu virtua´ln´ıch stroj˚u
Procesory Intel:
• Pentium 4 modely 662 a 672
• Core Duo azˇ na modely T2300E a T2050/T2150/T2250
• Core 2 Duo azˇ na T52x0,T530,T54x0,T5500,E2xx0,E4x00,E8190
2.2 Dalˇs´ı d˚ulezˇite´ pojmy
V te´to cˇa´sti jsou popsa´ny kl´ıcˇove´ pojmy, ktere´ umozˇn´ı z´ıskat nad proble´mem virtualizace
veˇtsˇ´ı nadhled a usnadn´ı pochopen´ı test˚u virtualizacˇn´ıch na´stroj˚u.
2.2.1 Metody emulace
Dynamicka´ rekompilace jedna´ se o metodu virtualizacˇn´ıch emula´tor˚u, d´ıky n´ızˇ jsou
tyto emula´tory schopny spousˇteˇt programy urcˇene´ pro jinou architekturu. Jak uzˇ napov´ıda´
na´zev, jde o prˇeklad za chodu, kdy pomoc´ı disassembleru analyzuje ko´d spousˇteˇne´ho pro-
gramu a instrukce, ktere´ neumı´ spustit nebo jsou ve virtua´ln´ım prostrˇed´ı zaka´za´ny, prˇevede
na instrukce patrˇ´ıc´ı do architektury hostitelske´ho procesoru. Kv˚uli na´rocˇnosti dynamicke´
rekompilace se cˇasto virtualizacˇn´ı na´stroje snazˇ´ı spousˇteˇt ko´d prˇ´ımo na hostitelske´m pro-
cesoru. Vy´sledek dynamicke´ rekompilace uveden na obra´zku 2.1.
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Obra´zek 2.1: Vy´sledek po uzˇit´ı disassembleru a dynamicke´ rekompilaci
Adaptivn´ı optimalizace Tato technika souvis´ı s pojmem dynamicke´ rekompilace,
kdy se prˇi rekompilaci jesˇteˇ optimalizuje ko´d, aby se vykona´val efektivneˇji. O cˇemzˇ se
mu˚zˇeme prˇesveˇdcˇit na obra´zku 2.2.
Obra´zek 2.2: Vy´sledek po adaptivn´ı optimalizaci
2.2.2 Hypervizor
Hypervizor je neˇco jako minikernel, kery´ zajiˇstuje IO operace prˇideˇlova´n´ı pameˇti a vesˇkerou
komunikaci host˚u (virtua´ln´ıch stroj˚u u xenu vcˇetneˇ hlavn´ıho kernelu Dom0).
2.2.3 Chra´neˇny´ rezˇim
Chra´neˇny´ rezˇim je operacˇn´ı mo´d procesor˚u rˇady x86 a kompatibiln´ıch. V tomto rezˇimu si
kazˇdy´ proces mysl´ı, zˇe mu˚zˇe prˇistupovat k cele´ operacˇn´ı pameˇti, u 32b v chra´neˇne´m rezˇimu
syste´mu˚ 4GB, anizˇ by byl omezova´n jiny´m procesem. Aby byla mozˇnost kontrolovat procesy
a zamezit jim v prˇ´ıme´m prˇ´ıstupu k hardwaru cˇi spousˇteˇn´ı instrukc´ı, ktere´ by ohrozˇovaly
chod syste´mu, byly zavedeny u´rovneˇ opra´vneˇn´ı, tvz. ringy.
Spra´va pameˇti
Spra´va pameˇti je zajiˇsteˇna pomoc´ı virtua´ln´ı pameˇti (virtual memory), proto se chra´neˇny´
rezˇim nazy´va´ takte´zˇ Protected virtual address mode. Syste´m zajiˇst’uje mapova´n´ı virtua´ln´ı
pameˇti do fyzicke´ pameˇti. Aby mapova´n´ı virtua´ln´ı pameˇti na fyzickou fungovalo dost rychle,
je virtua´ln´ı pameˇt’ a fyzicka´ pameˇt’ rozdeˇlena na stejneˇ velke´ stra´nky (segmenty o velikosti
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4KB nebo veˇtsˇ´ı v za´vislosti na konkre´tn´ı architekturˇe a syste´mu). Tabulka namapovany´ch
stra´nek slozˇena´ z deskriptor˚u se ukla´da´ na zacˇa´tku fyzicke´ operacˇn´ı pameˇti. 1 Aby byla
iluze pro spousˇteˇne´ programy dokonala´ toto nestacˇilo. Z d˚uvodu omezen´ı velikosti fyzicke´
pameˇti prˇibylo ukla´da´n´ı cˇa´sti pameˇti na disk tzv. Stra´nkova´n´ı(paging). Jestlizˇe je fyzicka´
pameˇt’ plna´, stra´nkova´n´ı zajist´ı uvolneˇn´ı cˇa´sti fyzicke´ pameˇti ulozˇen´ım na pevny´ disk. Vy´beˇr
stra´nek, ktere´ se prˇesunou na disk se cˇasto rˇesˇ´ı pomoc´ı algoritmu LRU (last recently use).
V prˇ´ıpadeˇ, zˇe jsou pozˇadova´na data, ktera´ jsou obsazˇena ve stra´nce ulozˇene´ na disku, je
vyvola´na vy´jimka. Prˇi te´to vy´jimce syste´m zajist´ı nacˇten´ı stra´nky z disku. Jestlizˇe jizˇ ve
fyzicke´ pameˇti nen´ı dostatek mı´sta, ulozˇ´ı se jina´ stra´nka na disk a nacˇte se pozˇadovana´
stra´nka z disku do pameˇti. Cele´ sche´ma adresace je popsa´no na obra´zku 2.3.
Obra´zek 2.3: Adresace pameˇti v chra´neˇne´m rezˇimu
Aby se prˇeklad virtua´ln´ıch adres na fyzicke´ zrychlil, vznikla nova´ hardwarova´ jednotka v
procesoru MMU (memory management unit), ktera´ zajiˇst’uje mapova´n´ı. Pro dalˇs´ı urychlen´ı
vzniklo TLB (Translation Lookaside Buffer) tabulka deskriptor˚u ulozˇena´ prˇ´ımo v procesoru,
kde jsou ulozˇeny deskriptory na nejv´ıce pouzˇ´ıvane´ stra´nky.
Jenzˇe pro virtualizaci toho nestacˇ´ı. Bylo nutne´ vytvorˇit jesˇteˇ jednu vrstvu, ktera´ by
virtualizovala fyzickou pameˇt’. Posloupnost adresova´n´ı je popsa´na na obra´zku 2.4. Pameˇt’
do ktere´ se virtualizuje fyzicka´ pameˇt’ je mozˇne´ nazvat Strojova´ pameˇt’ (Machine Memory).
Toto rˇesˇen´ı bohuzˇel prˇina´sˇ´ı dvoji prˇeklad adres, cozˇ znamena´ ztra´tu vy´konu. Z tohoto
d˚uvodu se zavedl shadow page tables. Princip shadow page tables spocˇ´ıva´ ve vytvorˇen´ı
nove´ tabulky, ktera´ obsahuje mapovan´ı prˇ´ımo z Virtua´ln´ı pameˇti do Strojove´ pameˇti.
T´ımto zp˚usobem je mozˇne´ se vyhnout jednomu prˇekladu z fyzicke´ na strojovou a znovu
skoro dosa´hnout vy´konu obycˇejne´ho chra´neˇne´ho rezˇimu. Jak to funguje je zobrazeno na
obra´zku 2.5.
1Deskriptor je neˇco jako ukazatel obohaceny o dalˇs´ı parametry,ktere´ jsou nutneˇ v chra´neˇne´m mo´du.
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Obra´zek 2.4: Adresace pameˇti v chra´neˇne´m rezˇimu s podporou virtualizace
Obra´zek 2.5: Adresace pameˇti v chra´neˇne´m rezˇimu s shadow page tables
Nevy´hody shadow page tables:
• nutnost synchronizovat za´znamy v prima´rn´ı mapovac´ı tabulce a v shadow page tables,
• virtualizacˇn´ı software se mus´ı starat o spra´vu shadow page tables,
• u vSMP (virtual symmetric multiprocessing) je nutne´ udrzˇovat shadow page table pro
kazˇdy´ vCPU (virtual CPU),
• proble´m prˇesouva´n´ı proces˚u mezi vSMP zahrnuje i nutnost prˇesunout shadow page
tables.
Tyto nevy´hody se snazˇ´ı rˇesˇit hardwarova´ podpora u procesor˚u AMD Barcelona v podobeˇ
NPT (Nested/Extended Page Tables). MMU prˇeva´d´ı Virtua´ln´ı adresu na fyzickou a fyzickou
adresu na strojovou prˇi plneˇn´ı TLB tabulky. Pro zvy´sˇen´ı vy´konnosti NPT je dobre´ pouzˇ´ıvat
velke´ stra´nku (large/huge page). Zmensˇ´ı se t´ım pocˇet ulozˇeny´ch stra´nek v TLB. Nevy´hoda
velky´ch stra´nek je mensˇ´ı efektivita vyuzˇit´ı pameˇt’ove´ho prostoru.
Opra´vneˇn´ı prˇ´ıstupu
Opra´vneˇn´ı prˇ´ıstupu se v chra´neˇne´m rezˇimu deˇl´ı do 4 u´rovn´ı tzv. Ring 0 - 3, ktere´ zobrazuje
obra´zek 2.6. Ring s mensˇ´ım porˇadovy´m cˇ´ıslem ma´ vzˇdy veˇtsˇ´ı opra´vneˇn´ı. To znamena´ zˇe
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ring 0 ma´ nejvysˇsˇ´ı opra´vneˇn´ı. U´rovenˇ opra´vneˇn´ı urcˇuje jake´ zdroje (pameˇt’, disky a jiny´
hardware) a do jake´ u´rovneˇ bude moci proces prˇistupovat. Pro prˇ´ıstup do u´rovneˇ s vysˇsˇ´ım
opra´vneˇn´ım se pouzˇ´ıva´ specia´ln´ı bra´ny nebo vola´n´ı.
Obra´zek 2.6: Standardn´ı vyuzˇit´ı u´rovn´ı opra´vneˇn´ı
Bohuzˇel syste´my cˇasto nevyuzˇ´ıvaj´ı vsˇechny u´rovneˇ opra´vneˇn´ı, jak je videˇt na obra´zku.
Te´hle vlastnosti operacˇn´ıch syste´mu˚ vyuzˇ´ıva´ paravirtualizace. U paravirtualizace se kernel
prˇesune o u´rovenˇ vy´sˇ do cˇasto volne´ho ringu 1. Hypervizor se zavede mı´sto p˚uvodn´ıho
kernelu do ringu 0. Tato situace je graficky zna´zorneˇna na obra´zku 2.7. T´ımto je zajiˇsteˇno,
zˇe ja´dro nebude mı´t prˇ´ımı´ prˇ´ıstup k hardwaru. Bohuzˇel kernel nen´ı (nebyl) standardneˇ
uzp˚usoben pro beˇh v ringu 1. Proto se mus´ı ja´dro upravit, aby bylo schopno volat hypervizor
pro prˇ´ıstup k hardwaru.
Obra´zek 2.7: Vyuzˇit´ı u´rovn´ı opra´vneˇn´ı prˇi paravirtualizaci
Pro plnou virtualizaci je potrˇeba rozsˇ´ıˇren´ı procesoru naprˇ. AMD-V a Intel VT. Tyto
rozsˇ´ıˇren´ı vytvorˇ´ı Ring -1, ve ktere´m se spust´ı hypervizor a nad t´ımto hypervizorem je mozˇne´
spustit neupraveny´ syste´m, cozˇ je ilustrova´no na obra´zku 2.8.
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Obra´zek 2.8: Vyuzˇit´ı u´rovn´ı opra´vneˇn´ı prˇi plne´ virtualizaci
2.2.4 Sˇka´lovatelnost
Pojem sˇka´lovatelnost se rozumı´ schopnost virtualizacˇn´ıho na´stroje reagovat na vzr˚ustaj´ıc´ı
na´roky virtua´ln´ıho stroje. Naprˇ´ıklad mozˇnosti v migraci na jine´ fyzicke´ stroje, prˇ´ıpadneˇ
jine´ virtualizacˇn´ı na´stroje, prˇida´va´n´ı pameˇti a procesor˚u za chodu atd.
2.2.5 Robustnost
Jde o zhodnocen´ı cele´ho rˇesˇen´ı ze syste´move´ho pohledu. Jak se dany´ virtualizacˇn´ı na´stroj
chova´, jake´ jsou jeho mozˇnosti nasazen´ı v rea´lne´m prostrˇed´ı. Tato definice robustnosti byla
sestavena na za´kladeˇ konzultace s odborn´ıkem na virtualizaci z firmy Red Hat.
2.2.6 Migrace
Migrace je prˇenos aktua´ln´ıho stavu virtualizovane´ho syste´mu z jednoho virtua´ln´ıho stroje
na jiny´. Stav virtua´ln´ıho syste´mu je obsah operacˇn´ı pameˇti plus neˇjake´ drobnosti potrˇebne´
pro spra´vnou inicializaci hardwaru virtua´ln´ıho stroje, na ktery´ se virtua´ln´ı syste´m migruje.
Migrace se deˇl´ı na skupinu oﬄine a skupinu live migration.
Oﬄine
Prˇi Oﬄine migraci se prˇena´sˇeny´ syste´m zastav´ı, jeho se stav ulozˇ´ı na disk nebo jiny´m
zp˚usobem prˇesune do nove´ho virtua´ln´ıho stroje. Po ukoncˇen´ı prˇenosu, nebo nacˇten´ı stavu
virtua´ln´ıho syste´mu, z disku se novy´ virtua´ln´ı stroj spust´ı. Nevy´hoda tohoto zp˚usobu mi-
grace je nutnost odstavit virtualizovany´ syste´m. Za´stupcem oﬄine migrace je KVM.
Live migration
Live migration je takzvana´ migrace za zˇivota (za plne´ho veˇdomı´). Jestlizˇe virtualizacˇn´ı
na´stroj podporuje tuto vymozˇenost, je mozˇne´ za chodu prˇene´st beˇzˇ´ıc´ı syste´m, anizˇ by
prˇipojeny´ klient neˇco poznal (naprˇ´ıklad u webove´ho serveru). Naprˇ´ıklad KVM umozˇnˇuje
live migration. Migrace je rˇesˇena pomoc´ı prˇenosu pameˇti prˇes s´ıt’ pomoc´ı protokol TCP a
jine´. Migrovany´ virtua´ln´ı stroj mus´ı mı´t identicky´ hardware jako c´ılovy´ stroj.
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Uved’me nyn´ı prˇ´ıklad postupu migrace u KVM, cˇleneˇny po jednotlivy´ch kroc´ıch migrace:
1. Nastaven´ı
• Je nutne´ nastartovat syste´m, na ktery´ se ma´ prove´st migrace, pote´ zapnout
logova´n´ı dirty page (neboli stra´nky pameˇti zmeˇneˇne´ od posledn´ı synchronizace)
a dalˇs´ı.
2. Prˇesun pameˇt’i
• Zdrojovy´ virtualizovany´ syste´m je sta´le v provozu a klienti mohou prˇistupovat.
• Nastav´ı se limitace prˇenosu dat.
• Prˇi prvn´ım prˇesunu se prˇenese cela´ pameˇt’ virtua´ln´ıho stroje.
• Prˇesouvany´ virtua´ln´ı stroj loguje dirty page. v jeho syste´mu a prˇesouva´ zmeˇny
do c´ılove´ho virtua´ln´ıho syste´mu.
3. Zastaven´ı prˇesouvane´ho syste´mu
• Prˇi zastaven´ı se ulozˇ´ı vsˇechny rozpracovane´ soubory na pevny´ disk, aby c´ılovy´
syste´m meˇl prˇ´ıstupna´ vsˇechna potrˇebna´ data.
4. Prˇesun stavu virtua´ln´ıho stroje
• Prˇesun prob´ıha´ bez limitace rychlosti.
• Prˇesouvaj´ı se stavy virtua´ln´ıho hardwaru a posledn´ı dirty pages.
5. Spusˇteˇn´ı c´ılove´ho virtua´ln´ıho syste´mu
• C´ılovy´ syste´m pomoc´ı s´ıt’ove´ho rozhran´ı broadcastem ozna´mı´, kde se nacha´z´ı.
2.2.7 Balloon driver
Pomoc´ı balloon driveru je mozˇne´ za chodu virtua´ln´ıho stroje regulovat jeho zabranou
fyzickou pameˇt’ virtua´ln´ıho syste´mu. Prˇida´va´n´ı pameˇti pomoc´ı balloon driveru je hojneˇ
pouzˇ´ıvana´ metoda. Veˇtsˇina n´ızˇe popisovany´ch virtualizacˇn´ıch na´stroj˚u tuto mozˇnost podpo-
ruje. Driver se jmenuje balloon, protozˇe se cˇasto prˇirovna´va´ k balo´nu (operacˇn´ı pameˇti hos-
titelske´ho syste´mu) a vzduchu v neˇm (zabrane´ operacˇn´ı pameˇti virtualizovany´ch syste´mu˚).
Prˇi prˇetlaku je ho nutne´ vyfouknout a prˇi podtlaku do sebe necha´ vstoupit vzduch bez
odporu.
Metoda spocˇ´ıva´ v ovla´da´n´ı pameˇt’ove´ho managementu virtualizovany´ch pocˇ´ıtacˇ˚u, aby
bylo mozˇne´ co mozˇna´ nejefektivneˇji vyuzˇ´ıt operacˇn´ı pameˇt’ hostitelske´ho syste´mu, a t´ım
urychlit beˇh vsˇech virtualizovany´ch klient˚u. Do klient˚u se nainstaluje tzv. balloon driver,
ktery´ vytvorˇ´ı spojen´ı mezi hostitelsky´m syste´mem a virtualizovany´mi syste´my. Tento kana´l
umozˇnˇuje hostitelske´mu syste´mu poslat virtualizovany´m syste´mu˚m informaci o zaplneˇn´ı
pameˇti. V prˇ´ıpadeˇ, zˇe je pameˇt’ pra´zdna´, klient˚um je dovoleno nacˇ´ıst do pameˇti swapo-
vane´ stra´nky, ale v prˇ´ıpadeˇ prˇeplneˇn´ı pameˇti, hostitelsky´ syste´m klienty donut´ı odswapovat




V te´to kapitole budou prˇedstaveny testovane´ virtualizacˇn´ı na´stroje. U kazˇde´ho shrneme
pouzˇite´ virtualizacˇn´ı metody, robustnost, sˇka´lovatelnost a mozˇnosti uzˇivatelske´ho rozhran´ı.








QEMU [3] patrˇ´ı do rodiny emulacˇn´ıch virtualizacˇn´ıch na´stroj˚u.
3.1.1 Virtualizacˇn´ı technologie
V porovna´n´ı s ostatn´ımi emulacˇn´ımi na´stroji je QEMU rychly´. Pracuje na principu dyna-
micke´ho prˇekladu instrukc´ı. Proto je jednodusˇe portovatelny´ na novou hostitelskou plat-
formu a jednodusˇe se do neˇj implementuje podpora pro nove´ procesory (architektury).
QEMU pracuje ve dvou rezˇimech:
1. Plna´ emulace syste´mu. V tomto rezˇimu QEMU plneˇ emuluje cely´ syste´m naprˇ. PC,
vcˇetneˇ jednoho nebo v´ıce procesor˚u a dalˇs´ıch potrˇebny´ch perife´ri´ı.
2. Uzˇivatelsky´ mo´d emulace. V tomto rezˇimu QEMU spust´ı proces kompilovany´ pro
jednu architekturu CPU na jine´ architekturˇe CPU. Je mozˇne´ ho pouzˇ´ıt pro spusˇteˇn´ı
Windows API ve Wine a jine´.
Z obra´zku 3.1 je zrˇejme´, QEMU zˇe beˇzˇ´ı cˇisteˇ v uzˇivatelske´m rezˇimu. Z toho plyne,
zˇe nepotrˇebuje zˇa´dne´ jaderne´ ovladacˇe. Dı´ky teˇmto vlastnostem je vhodny´ pro testova´n´ı
softwaru pro nedostupne´ procesory. Nevy´hoda tohoto prˇ´ıstupu plyne z jeho pomalosti.
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Obra´zek 3.1: Zarˇazen´ı QEMU do syste´mu
Dosahuje pr˚umeˇrneˇ 10%-20% vy´konu nativn´ıho stroje. Proto je pro virtualizaci server˚u
takrˇka nepouzˇitelny´.
Tuto nevy´hodu se snazˇ´ı odstranit jaderne´ moduly kqemu a QVM86, ty umozˇnˇuj´ı in-
strukce odpov´ıdaj´ıc´ıho virtua´ln´ıho CPU spousˇteˇt prˇ´ımo na hostitelske´m CPU naprˇ. x86
guest na x86 host. Kqemu je vyuzˇit ve Win4Lin a QVM86 je uzˇ´ıva´n ve VirtualBoxu. Vy´kon
kqemu a QVM86 se bl´ızˇ´ı vy´konu rea´lne´ho pocˇ´ıtacˇe.
3.1.2 Uzˇivatelske´ rozhran´ı
Co se ty´cˇe uzˇivatelske´ho rozhran´ı se QEMU rˇad´ı sp´ıˇse ke klasicky´m linuxovy´m programu˚m,
kde je ovla´da´n´ı rˇesˇeno pomoc´ı prˇ´ıkazove´ rˇa´dky a graficke´ rozsˇ´ıˇren´ı je necha´no na neˇjaky´
frontend naprˇ. Qemu Launcher. O graficky´ vy´stup virtua´ln´ıho pocˇ´ıtacˇe se stara´ bud’ VNC
(Virtual Network Computing), nebo std-vga importovana´ z Bochs. 1 VNC rozhran´ı se da´ s
vy´hodou pouzˇ´ıt zobrazen´ı graficke´ plochy vzda´lene´ho serveru.
3.1.3 Sˇka´lovatelnost
Sˇka´lovatelnost cˇiste´ho QEMU bez akcelerac´ı nema´ vy´znam rozeb´ırat, protozˇe QEMU je
pomale´. I prˇesto QEMU umozˇnˇuje migraci. Podporuje jak oﬄine tak live migraci. Upravene´
QEMU rozhran´ı pouzˇ´ıva´ KVM. Migrace je bl´ızˇe popsa´na v odstavci migrace 2.2.6.
3.1.4 Robustnost
Qemu je sp´ıˇse emula´tor nezˇ virtualizacˇn´ı na´stroj, proto je prˇ´ıliˇs pomaly´ na nasazen´ı v
provozn´ım prostrˇed´ı.
1Neumozˇnˇuje prˇ´ıstup k virtua´ln´ı stroji pomoc´ı vzda´lene´ plochy cˇi prˇepos´ıla´n´ı X. Naproti tomu zajiˇst’uje
veˇtsˇ´ı rozliˇsen´ı.
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3.2 KVM – Kernel Virtual Machine
Jizˇ z na´zvu vyply´va´, zˇe jde o virtualizaci implementovanou prˇ´ımo v kernelu. Plne´ virtuali-
zace dosahuje pomoc´ı hardwarove´ podpory AMD-V nebo INTEL-VT. KVM vyuzˇ´ıva´ jako
rozhran´ı jemneˇ upraveny´ QEMU emula´tor.
3.2.1 Virtualizacˇn´ı technologie
U´prava spocˇ´ıva´ v mozˇnosti prˇipojit QEMU emula´tor na KVM rozhran´ı kernelu (ja´dra
syste´mu). Vy´hodou KVM v˚ucˇi QEMU je rychlost a oproti paravirtualizaci umozˇnˇuje beˇh
nemodifikovany´ch syste´mu˚ Linux,Windows atd. Zacˇleneˇn´ı KVM do syste´mu je zobrazeno
na sche´matu 3.2.
Obra´zek 3.2: Zarˇazen´ı KVM do syste´mu
Obecneˇ plat´ı, zˇe emulace hardwaru nen´ı vzˇdy to prave´. Du˚sledkem emulace je cˇasto velka´
ztra´ta vy´konu. Proto KVM umozˇnˇuje i paravirtualizaci hardwaru pomoc´ı virtio popsane´ho
na obra´zku 3.3. Virtio jsou frontend moduly zabudovane´ v ja´drˇe hosta, pomoci nichzˇ se
nava´zˇe prˇ´ımo na backend moduly hardwaru v ja´drˇe hostitele a t´ım znacˇneˇ urychl´ı pra´ci
hardwaru. Nevy´hoda tohoto prˇ´ıstupu spocˇ´ıva´ v nutnosti nainstalovat do virtualizovane´ho
syste´mu spra´vne´ ovladacˇe.
Dı´ky paravirtualizaci hardwaru se rychlost s´ıt’ove´ho prˇenosu z emulovany´ch 361Mb/s
vzroste na 805Mb/s paravirtualizovany´ch a zpozˇdeˇn´ı klesne z 800µs na 300µs, cozˇ je dobry´
vy´sledek.
3.2.2 Uzˇivatelske´ rozhran´ı
Virtualizacˇn´ı na´stroj KVM lze ovla´dat z prˇ´ıkazove´ rˇa´dky prˇes upravene´ QEMU rozhran´ı,
nebo graficke´ rozhran´ı virtManageru. VirtManager je graficke´ rozhran´ı nad knihovnou lib-
virt, ktera´ zajiˇst’uje napojen´ı graficke´ho rozhran´ı a ovla´da´n´ı KVM. Qemu ma´ v˚ucˇi virtMa-
nageru vy´hodu detailneˇjˇs´ıho nastaven´ı. KVM spusˇteˇne´ pomoc´ı qemu prˇes sdl rozhran´ı,
umozˇnˇuje prˇepnut´ı do konzoly ovla´daj´ıc´ı virtua´ln´ı stroj. Ve virtua´ln´ı konzole je mozˇne´
prˇistupovat k low-end nastaven´ım virtua´ln´ıho stroje, od zastaven´ı prˇes prˇida´va´n´ı hardware
za chodu azˇ po live migraci.
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Obra´zek 3.3: Zp˚usob paravirtualizace zarˇ´ızen´ı v KVM. [1]
3.2.3 Sˇka´lovatelnost
Co se ty´cˇe sˇka´lovatelnosti je na tom virtualizacˇn´ı na´stroj KVM dobrˇe. Podporuje sna-
pshoty, oﬄine i live migraci, prˇida´va´n´ı a odeb´ıra´n´ı zarˇ´ızen´ı za chodu a jine´. V noveˇjˇs´ıch
verz´ıch, prˇesneˇji od verze 62, umı´ KVM za chodu prˇida´vat cˇi odeb´ırat procesory prˇideˇlene´
virtua´ln´ımu syste´mu. Prˇida´va´n´ı pameˇti a odeb´ıra´n´ı pameˇti je rˇesˇeno pomoc´ı balloon driver,
ktery´ je popsa´n v kapitole 2.2.7. Postup migrace je popsa´n u definice pojmu migrace 2.2.6
3.2.4 Robustnost
Z pohledu robustnosti si KVM take´ nevede sˇpatneˇ. Sice jeho uzˇivatelske´ rozhran´ı prˇ´ıveˇtivost´ı
neoply´va´, ale pro zbeˇhle´ linuxove´ uzˇivatele to nebude prˇedstavovat zˇa´dny´ proble´m. KVM
je integrova´no prˇ´ımo do kazˇde´ho noveˇjˇs´ıho kernelu (od verze 2.6.20), takzˇe jeho pouzˇit´ı
je bezproble´move´. Na rozd´ıl od Xenu takrˇka zˇa´dny´m zp˚usobem neovlivnˇuje beˇh norma´l-
n´ıho operacˇn´ıho syste´mu, cozˇ je hlavneˇ pro obycˇejne´ uzˇivatele obrovska´ vy´hoda. Graficke´
rozhran´ı KVM lze tunelovat prˇes SSH X nebo prˇ´ımo pomoc´ı VNC. KVM je z pohledu
uzˇivatele velice prˇ´ıjemny´ virtualizacˇn´ı na´stroj, je zadarmo a jak jizˇ bylo rˇecˇeno takrˇka ne-
ovlivnˇuje chod hostitelske´ho syste´mu. Pro firemn´ı vyuzˇit´ı je tento na´stroj asi jesˇteˇ moc
mlady´, i kdyzˇ s trochou dobre´ v˚ule by mohl nahradit te´meˇrˇ jaky´koliv z testovany´ch virtu-
alizacˇn´ıch na´stroj˚u.
3.3 Xen
Jedna´ se o virtualizacˇn´ı na´stroj zalozˇeny´ na paravirtualizaci, d´ıky cˇemuzˇ z´ıskal velky´ vy´kon
za cenu u´pravy virtualizovane´ho syste´mu.
3.3.1 Virtualizacˇn´ı technologie
S prˇ´ıchodem podpory virtualizace pomoc´ı instrukc´ı procesoru i Xen umozˇnˇuje plnou vir-
tualizaci. Diky tomuto rozsˇ´ıˇren´ı je mozˇne´ na Xenu rozjet i Windows a jine´ syste´my bez
nutnosti u´pravy operacˇn´ıho syste´mu. Zacˇleneˇn´ı Xenu do operacˇn´ıho syste´mu je zobrazeno
na obra´zku 3.4
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Obra´zek 3.4: Zarˇazen´ı virtualizacˇn´ıho na´stroje Xen do syste´mu
V paravirtualizacˇn´ım rezˇimu se hypervizor zavede do tvz. ringu 0, kde by meˇl by´t
norma´lneˇ zaveden kernel. Kernel syste´mu se pak zavede do vysˇsˇ´ıho ringu 1. Dı´ky tomuto se
kernel mus´ı pro prˇ´ıstup k hardwaru dotazovat hypervizor. Protozˇe, klasicky´ kernel nen´ı na
dotazy vybaven mus´ı se prˇedem upravit. Kernel a pod n´ım spusˇteˇne´ aplikace se nazy´vaj´ı
domain. Graficky´ popis paravirtualizace v poda´n´ı Xenu je zobrazen na obra´zku 3.5
Obra´zek 3.5: Umı´steˇn´ı Xenu ve vrstva´ch chra´neˇne´ho rezˇimu prˇi paravirtualizaci
V plneˇ virtualizovane´m rezˇimu, kdy je nutne´ zajistit beˇh closesource klientu naprˇ.
Windows atd., se vyuzˇije hardwarove´ rozsˇ´ıˇren´ı AMD-V cˇi Intel VT. Rozsˇ´ıˇren´ı vytva´rˇ´ı tzv.
ring -1. V tomto ringu se spust´ı hypervizor, ktery´ mu˚zˇe jednodusˇe odchyta´vat pozˇadavky
nemodifikovany´ch syste´mu˚. Nemodifikovane´ syste´my beˇzˇ´ı klasicky od ringu 0 do ringu 3,
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jak je zobrazeno na obra´zku 2.8
Domain0 je hlavn´ı dome´na, ktera´ jako jedina´ ma´ prˇ´ıstup prˇ´ımo k fyzicke´mu zarˇ´ızen´ı
i prˇesto mus´ı by´t upravena´. V domain0 se nav´ıc spousˇt´ı xen daemon (xend). Tento de´mon
umozˇnˇuje ovla´da´n´ı samotne´ho xenu (hypervizoru) naprˇ. nastavova´n´ı mnozˇstv´ı pameˇti prˇideˇ-
lene´ klient˚um aj.
Ostatn´ı dome´ny DomainU jsou virtua´ln´ı pocˇ´ıtacˇe. Od verze 3.0 Xen umozˇnˇuje i
plnou virtualizaci pomoc´ı virtualizace hardwaru prˇevzate´ z QEMU. Pro plnou virtualizaci
je nutne´ mı´t podporu pomoc´ı procesoru.
3.3.2 Uzˇivatelske´ rozhran´ı
Xen ma´ stejneˇ jako KVM hlavn´ı rozhran´ı realizova´no pomoc´ı prˇ´ıkazove´ rˇa´dky a virtMa-
nageru poprˇ´ıpadeˇ dalˇs´ıch rozhran´ı. Vzda´leny´ prˇ´ıstup k virtua´ln´ım syste´mu˚m je realizova´n
pomoc´ı VNC, bohuzˇel ne v prˇ´ıliˇs povedene´ formeˇ. Po instalaci syste´mu je vy´hodneˇjˇs´ı prˇej´ıt
na vzda´lenou spra´vu realizovanou pomoc´ı nainstalovane´ho syste´mu.
3.3.3 Sˇka´lovatelnost
V oblasti sˇka´lovatelnosti se Xen opravdu nenecha´ zahanbit. Umozˇnˇuje migraci oﬄine i live
migraci. V prˇ´ıpadeˇ nutnosti je bez proble´mu˚ mozˇne´ meˇnit pocˇet prˇideˇleny´ch procesor˚u i
velikost prˇideˇlene´ pameˇti. Vytva´rˇen´ı a pra´ce se snapshoty je skoro samozrˇejmost´ı.
3.3.4 Robustnost
V prˇ´ıpadeˇ zˇe nevlastn´ıme neˇjakou enterprise verzi je Xen stejneˇ jako KVM uzˇivatelsky
me´neˇ prˇ´ıveˇtivy´. Podstatna´ nevy´hoda Xenu je v nutnosti instalovat a spousˇteˇt i hostitelsky´
syste´m pod hypervizorem. To prˇina´sˇ´ı rˇadu nevy´hod i prˇ´ıjemny´ch vlastnost´ı. Mezi za´kladn´ı
nevy´hody patrˇ´ı cˇasta´ nekompatibilita ovladacˇ˚u hardwaru s Xen domain0. Protozˇe ovladcˇe
Xenu typu domain0 nejsou prˇ´ımo obsazˇeny v kernelu, je nutne´ pro hostitelsky´ syste´m
pouzˇ´ıvat pouze kernel pro ktery´ byl vyda´n patch. Vy´hodou ovlivneˇn´ı cele´ho hostitelske´ho
syste´mu je mozˇnost zamaskovat prˇed rea´lny´m syste´mem fyzicke´ zarˇ´ızen´ı a pote´ ho prˇ´ımo
namapovat do virtua´ln´ıho syste´mu. Pro nasazen´ı do ostre´ho provozu je Xen vybaven vsˇ´ım
potrˇebny´m, a proto je ho mozˇne´ doporucˇit hlavneˇ pro firemn´ıho aplikace. Pro norma´ln´ı




Komercˇn´ı sada virtualizacˇn´ıch na´stroj˚u vyuzˇ´ıvaj´ıc´ıch pro sv˚uj beˇh dynamicky´ prˇeklad a
prˇ´ıme´ spousˇteˇn´ı ko´du. Zahrnuje v sobeˇ na´stroje zameˇrˇene´ pro vy´voja´rˇe, IT profesiona´ly a
beˇzˇne´ uzˇivatele VMware Workstation, tak i pro servery VMware ESX Server. Dalˇs´ı infor-
mace je mozˇne´ nale´zt na stra´nka´ch firmy VMware [5].
3.4.1 Virtualizacˇn´ı technologie
VMware Workstation zajiˇst’uje jak plnou virtualizaci, tak experimenta´ln´ı podporu paravir-
tualizace pro linuxove´ syste´my. Po instalaci VMware tools je mozˇne´ uzˇ´ıvat interakci mezi
hostitelsky´m syste´mem a virtua´ln´ım strojem. Naprˇ´ıklad copy/paste. Zacˇleneˇn´ı do syste´mu
je popsane´ na obra´zku 3.6.
Obra´zek 3.6: VMware workstation, server, player
VMware ESX Server beˇzˇ´ı jako Bare-metal architektura, proto nepotrˇebuje pro sv˚uj beˇh
hostitelsky´ operacˇn´ı syste´m, protozˇe VMware ESX Server je operacˇn´ım syste´mem. Server
obsahuje hypervizor, ktery´ zajiˇst’uje vysoky´ vy´kon virtua´ln´ıch stroj˚u. Pro jeho instalaci je
nutne´ mı´t procesor, ktery´ podporuje plnou virtualizaci. Zacˇleneˇn´ı do syste´mu je zna´zorneˇno
na obra´zku 3.7
VMware nab´ız´ı i dva volneˇ pouzˇitelne´ na´stroje VMware Server a VMware Player. Volne´
na´stroje jsou sice volneˇ ke stazˇen´ı, ale je to vykoupeno mensˇ´ım vy´konem hlavneˇ v IO
operac´ıch s diskem, s´ıt´ı atd. I prˇesto jsou velmi kvalitneˇ zpracovane´ a na za´kladn´ı pra´ci a
testova´n´ı postacˇuj´ı.
3.4.2 Uzˇivatelske´ rozhran´ı
Uzˇivatelske´ rozhran´ı je na rozd´ıl od prˇedesˇly´ch na´stroj˚u takrˇka dokonale´. Jen pomoc´ı klika´n´ı
mysˇi je mozˇne´ udeˇlat skoro cokoliv co virtualizacˇn´ı na´stroj umozˇnˇuje, at’ uzˇ se jedna´ o
VMware Server, Player nebo Workstation zameˇrˇene´ na uzˇivatele, nebo VMware ESX Server
pro firmy. Da´le podporuje rozsˇ´ıˇren´ı pracovn´ı plochy virtua´ln´ıho stroje o dalˇs´ı obrazovku.
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Obra´zek 3.7: VMware ESX server
3.4.3 Sˇka´lovatelnost
Pokud uvazˇujeme komercˇn´ı verze, jakou je naprˇ. VMware ESX Server, je na tom VMware
se sˇka´lovatelnost´ı vy´borneˇ. Pro migrova´n´ı ma´ specia´ln´ı na´stroj zvany´ VMotion, ktery´ umı´
stejneˇ jako u jiny´ch virtualizacˇn´ıch na´stroj˚u migrovat spusˇteˇny´ virtua´ln´ı syste´m on live.
VMotion zajiˇst’uje migrova´n´ı virtua´ln´ıho stoje v prˇ´ıpadeˇ, zˇe pevne´ disky virtualizovane´ho
syste´mu jsou prˇ´ıstupny ve vsˇech stroj´ıch u´cˇastn´ıc´ıch se migrace. Pro migraci disku ma´
VMware dalˇs´ı na´stroj nazvany´ VMFS (Virtual Machine File System), ktery´ takrˇka za beˇhu
migruje pevne´ disky. Dalˇs´ı v tomto prˇ´ıpadeˇ jsou snapshoty, ktere´ umı´ VMware prˇes peˇkne´
graficke´ menu spravovat. Prˇida´va´n´ı a odeb´ıra´n´ı hardwaru za beˇhu je u VMwaru proble´m
asponˇ v na´stroj´ıch zameˇrˇeny´ch na uzˇivatele (VMware Workstation), cˇi volneˇ dostupny´ch
na´stroj´ıch (VMware Server). Jedine´, co je mozˇne´ meˇnit za beˇhu virtualizovane´ho syste´mu
(v VMware Wokrstation a Server) je prˇipojen´ı k vneˇjˇs´ı s´ıti a vy´meˇnna´ zarˇ´ızen´ı.
3.4.4 Robustnost
VMware se da´ povazˇovat za velice robustn´ı a propracovany´ na´stroj. Pokud ma´te dosta-
tek peneˇz nen´ı proble´mem te´meˇrˇ zˇa´dna´ administrativn´ı operace, jakou si vymysl´ıte. Po-
kud hovorˇ´ıme o VMwaru Workstation, nebo free verz´ıch, je instalace jednoducha´. Jediny´
proble´m nastane v prˇ´ıpadeˇ, zˇe ma´te noveˇjˇs´ı kernel, do ktere´ho nen´ı mozˇne´ prˇilozˇene´ mo-
duly nainstlovat. Tento proble´m rˇesˇ´ı patch trˇet´ı strany. Po instalaci te´meˇrˇ nepozna´te, zˇe se
syste´m zmeˇnil. VMware si prˇida´ neˇkolik driver˚u a veˇtsˇinou podle voleb instalace vytvorˇ´ı
bridge a virtua´ln´ı s´ıt’ovou kartu, prˇes kterou prˇipojuje virtualizovane´ syste´my do hosti-
telske´ho syste´mu. Vzhledem k uvedeny´m skutecˇnostem je mozˇne´ VMware doporucˇit jak
pro firemn´ı, tak soukrome´ uzˇit´ı. Ani jeden z na´stroj˚u by nemeˇl za´kazn´ıka zklamat. Je-
diny´ proble´m je cena produkt˚u od VMware. VMware sice nab´ız´ı free verze, ale ty jsou
vy´konnostneˇ limitova´ny, jak bude uka´za´no na testech.
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3.5 VirtualBox
Virtualizacˇn´ı na´stroj s uzˇivatelsky prˇ´ıjemny´m rozhran´ım, zameˇrˇeny´ na beˇzˇne´ uzˇivatele.
3.5.1 Virtualizacˇn´ı technologie
Virtualbox je zalozˇeny´ na QEMU. Pro z´ıska´n´ı rychlosti vycha´z´ı z upravene´ho jaderne´ho
modulu QVM86. Snazˇ´ı se spousˇteˇt vsˇechen ko´d prˇ´ımo na fyzicke´m procesoru a rekompi-
laci vyuzˇ´ıva´ jen ve vy´jimecˇny´ch situac´ıch. Avsˇak rekompilace nen´ı nejveˇtsˇ´ı proble´m, t´ım je
mnozˇstv´ı chyb generovany´ch naprˇ. prˇi prˇ´ıstupu k IO z ring 3 nebo spousˇteˇn´ı ring 0 aplikac´ı
(kernel) v ring 1, kv˚uli privilegovany´m instrukc´ım, ktere´ se v ringu 1 nedaj´ı spustit. V teˇchto
prˇ´ıpadech mus´ı prˇij´ıt na rˇadu emulace. K odstraneˇn´ı teˇchto proble´mu˚ se pouzˇ´ıva´ ”Patch Ma-
nager“ (PATM) a ”Code Scanning and Analysis Manager“ (CSAM). Prˇed spusˇteˇn´ım ko´du
standardneˇ beˇzˇ´ıc´ıho v ring 0 se nejprve provede rekurzivn´ı scan k vyhleda´n´ı problematicky´ch
instrukc´ı a pote´ se nahrad´ı in-situ(bez potrˇeby dalˇs´ı pameˇti) skokem na hypervizor, kde je
prˇipraven ko´d, ktery´ jizˇ chybu nevyvola´. Prˇi kazˇde´ chybeˇ se zkousˇ´ı vytvorˇit patch, aby se
jizˇ prˇi dalˇs´ım vola´n´ı cˇa´sti ko´du chyba neopakovala. Zacˇleneˇn´ı do syste´mu je realizova´no
zp˚usobem popsany´m na obra´zku 3.8
Obra´zek 3.8: VirtualBox
3.5.2 Uzˇivatelske´ rozhran´ı
Virtualbox ma´ peˇkne´ a jednoduche´ klikac´ı uzˇivatelske´ rozhran´ı. I naprosty´ zacˇa´tecˇn´ık si
spust´ı sv˚uj virtua´ln´ı syste´m. Protozˇe je virtualBox mı´ˇren na uzˇivatelske´ pouzˇit´ı, prˇicha´z´ı v
tomto ohledu se zaj´ımavy´mi vylepsˇen´ımi, jako je naprˇ´ıklad bezesˇvy´ mo´d. V bezesˇve´m mo´du
se vsˇe, azˇ na pozad´ı pracovn´ı plochy virtualizovane´ho syste´mu, zobraz´ı na plochu hosti-
telske´ho syste´mu. To umozˇn´ı mı´t na jednom monitoru spusˇteˇne´ dva plneˇ funkcˇn´ı syste´my
bez toho, aby se vy´razneˇ ovlivnˇovaly. Doporucˇuji vyzkousˇet. Virtualbox ma´ i ovla´dan´ı
prˇ´ıkazovou rˇa´dkou, pomoc´ı n´ızˇ jde deˇlat rˇada veˇc´ı, ktere´ by v graficke´ho rozhran´ı nebyly
v˚ubec mozˇne´. Pro spousˇteˇn´ı virtua´ln´ıho pocˇ´ıtacˇe z jine´ho pocˇ´ıtacˇe je vyuzˇ´ıva´n RDP (Re-
mote desktop protokol). RDP protokol je podporova´n ve Windows, Linuxech (rdesktop) a
jiny´ch syste´mech. Pro vzda´leny´ prˇ´ıstup je RDP vhodneˇjˇs´ı nezˇ VNC, protozˇe i prˇi mensˇ´ım
datove´m toku jsou reakce na povely uzˇivatele takrˇka okamzˇite´.
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3.5.3 Sˇka´lovatelnost
Vzhledem k zameˇrˇen´ı VirtualBox v ohledu sˇka´lovatelnosti prˇ´ıliˇs nevynika´. Jedinou vymozˇe-
nost, kterou z´ıskal, je pra´ce se snapshoty.
3.5.4 Robustnost
VirtualBox se vydal smeˇrem uzˇivatelske´ prˇ´ıveˇtivosti a jednoduchosti pouzˇ´ıva´n´ı. Prˇi insta-
laci si do ja´dra nainstaluje pouze jeden driver. Podstatnou nevy´hodou je mozˇnost virtua-
lizovat jen x86 procesory a maxima´lneˇ 2GB pameˇti. K virtualboxu je mozˇne´ prˇistupovat
ze vzda´lene´ho pocˇ´ıtacˇe. Do firemn´ıho prostrˇed´ı, kde je potrˇeba spolehlivost a variabilita,
bych virtualbox v zˇa´dne´m prˇ´ıpadeˇ nedoporucˇoval. VirtualBox je idea´ln´ı pro uzˇivatele, kterˇ´ı
potrˇebuj´ı na sve´m pocˇ´ıtacˇi nainstalovat dalˇs´ı operacˇn´ı syste´m s pomeˇrneˇ rychlou odezvou




Na zacˇa´tku kapitoly jsou rozebra´ny kategorie, ve ktery´ch budou virtualizacˇn´ı na´stroje tes-
tova´ny. Da´le je zde popsa´n program vyvinuty´ pro testova´n´ı paraleln´ıho beˇhu virtua´ln´ıch
syste´mu˚ a pro usnadneˇn´ı samotne´ho pr˚ubeˇhu testova´n´ı. V posledn´ı cˇa´sti te´to kapitoly jsou
popsa´ny benchmarky vybrane´ pro testova´n´ı.
4.1 Co testovat a jak testovat?
Jak se rozhodnout, ktery´ virtualizacˇn´ı na´stroj je ten nejlepsˇ´ı? Vzhledem k proble´mu˚m,
naprˇ´ıklad mala´ efektivita a vy´kon IO operac´ı, cˇi prˇeplneˇn´ı TLB tabulky a dalˇs´ıch, roze-
brany´ch v kapitole 2.2.3, se prˇi virtualizaci zameˇrˇ´ıme pra´veˇ na neˇ. Bohuzˇel ne vzˇdy tyto
testy budou objektivn´ı v˚ucˇi rea´lne´mu nasazen´ı virtualizacˇn´ıch syste´mu˚. Neˇkdy se mu˚zˇe sta´t,
zˇe virtualizacˇn´ı na´stroj v testech propadne, ale v rea´lne´m nasazen´ı bude ostatn´ı na´stroje
prˇekona´vat. Konkre´tn´ı popis oblast´ı testova´n´ı bude na´sledovat.
4.1.1 CPU
Efektivita zpracova´n´ı ko´du je prˇi virtualizaci jeden z hlavn´ıch faktor˚u, i kdyzˇ ne ve vsˇech
prˇ´ıpadech. Naprˇ´ıklad QEMU, kde je na u´kor vy´konu mozˇno emulovat skoro jaky´koliv pro-
cesor.
Testovat lze pomoc´ı operac´ı, ktere´ rˇa´dneˇ zat´ızˇ´ı procesor, ale ostatn´ı cˇa´sti virtua´ln´ıho
stroje zat´ızˇ´ı jen minima´lneˇ. Pro tyto u´cˇely je dobre´ vyuzˇ´ıt testy, ktere´ jsou volneˇ dostupne´
na internetu, naprˇ´ıklad Povray. Povray sice nen´ı program urcˇeny´ prˇ´ımo pro testova´n´ı, ale
obsahuje i testovac´ı mo´d.
4.1.2 IO operace a zat´ızˇen´ı procesoru prˇi teˇchto operac´ıch
Da´ se rˇ´ıct, zˇe kazˇdy´ virtualizacˇn´ı na´stroj ma´ IO operace rˇesˇene´ jiny´m zp˚usobem, at’ uzˇ se
jedna´ o KVM cˇi VMware a jine´. Ota´zka zn´ı, jak meˇrˇit efektivitu IO operac´ı. Pro tento u´cˇel
byl v ra´mci te´to pra´ce vyvinut testovac´ı na´stroj, ktery´ umozˇnˇuje meˇrˇit zat´ızˇen´ı testovane´ho
syste´mu a za´rovenˇ zat´ızˇen´ı syste´mu, na ktere´m beˇzˇ´ı virtualizovany´ syste´m. Testovac´ı na´stroj
je popsa´n v na´sleduj´ıc´ı kapitole 4.2.
Disk Pro beˇh syste´mu je nutne´ mı´t i efektivn´ı prˇ´ıstup k dat˚um. Bohuzˇel prˇi plne´ vir-
tualizaci je nutne´ emulovat i hardware nutny´ pro prˇ´ıstup k disku. Pro srovna´n´ı zvol´ıme
virtualizacˇn´ı na´stroj KVM, ve ktere´m nen´ı proble´m prˇej´ıt mezi rezˇimem plne´ virtualizace a
24
paravirtualizace disk˚u. Pro testova´n´ı pouzˇijeme virtualizacˇn´ı na´stroj bonnie++. Bonnie++
na´m umozˇn´ı otestovat sekvencˇn´ı i na´hodny´ prˇ´ıstup k disku a soucˇasneˇ uka´zˇe zat´ızˇen´ı CPU
prˇi testovac´ıch operac´ıch.
Network Jestlizˇe chceme vyuzˇ´ıt virtua´ln´ı stroj jako server naprˇ. pro webove´ sluzˇby, bude
na´s zaj´ımat rychlost a efektivita s´ıt’ovy´ch zarˇ´ızen´ı. I v tomto prˇ´ıpadeˇ pro uka´za´n´ı rozd´ılu
mezi plnou virtualizac´ı a paravirtualizac´ı pouzˇijeme virtualizacˇn´ı na´stroj KVM. V KVM je
zmeˇna virtualizace s´ıt’ovy´ch zarˇ´ızen´ı jen ota´zkou u´pravy startovac´ıho skriptu. Pro testova´n´ı
prostupnosti s´ıteˇ pouzˇijeme testovac´ı na´stroj netperf.
Grafika Bylo by kra´sne´, kdyby se dala na virtua´ln´ıch stroj´ıch provozovat i 3D grafika.
Je to sice mozˇne´, ale zat´ım je to rˇesˇeno jen pomoc´ı VGML [4], ktere´ umozˇn´ı podporu
openGL ve verzi 1.5. Tato mozˇnost je dostupna´ jen pro operacˇn´ı syste´m Linux, FreeBSD,
OpenSolaris, protozˇe je nutne´ vyuzˇ´ıt specia´ln´ı ovladacˇ v klientske´m i hostitelske´m syste´mu.
Tyto testy vynecha´me, protozˇe problematika je teprve v pocˇa´tku vy´voje.
4.1.3 Syste´m
Je sice dobre´ otestovat kazˇdou cˇa´st syste´mu zvla´sˇt’, ale nen´ı to dostacˇuj´ıc´ı rˇesˇen´ı. Z tohoto
d˚uvodu je nutne´ prˇistoupit i ke komplexn´ım test˚um. Pro tento u´cˇel je idea´ln´ı na´stroj lm-
bench, ktery´ v sobeˇ obsahuje rˇadu synteticky´ch test˚u. Naprˇ´ıklad test lat ctx na´stroj pro
testova´n´ı doby nutne´ k prˇepnut´ı kontextu a dalˇs´ı.
4.1.4 Komplexn´ı testy
Komplexn´ımi testy je mozˇne´ otestovat syste´m jako celek, to znamena´ pameˇt’ove´ operace,
diskove´ operace, s´ıt’ove´ operace a vy´kon cˇi efektivita zpracova´va´n´ı ko´du. Synteticke´ testy
cˇasto neukazuj´ı vy´kon syste´mu jako celku, ale jen jeho konkre´tn´ıch cˇa´st´ı. Cˇasto se mu˚zˇe
sta´t, zˇe syste´m ma´ po cˇa´stech velky´ vy´kon, ale jakmile se spoj´ı v´ıce cˇinnost´ı dohromady
zacˇne se hroutit. Pro tyto testy byly vybra´ny testy serveru Apache a MYSQL serveru
prˇ´ıpadneˇ jejich kombinac´ı. Prˇi pouzˇit´ı Apache serveru je vyuzˇit procesor a pameˇt’, disk i
s´ıt’ove´ rozhran´ı. MYSQL server zase zajist´ı za´teˇzˇ disku, pameˇti, procesoru. Zat´ızˇen´ım obou
teˇchto server˚u najednou pomoc´ı benchmarku ab, ktery´ je standardneˇ obsazˇen v instalaci
apache serveru, bylo dosazˇeno nejveˇtsˇ´ıho rea´lne´ho zat´ızˇen´ı. Prˇes benchmark ab se dotazovalo
na php stra´nku, ktera´ obsahovala php ko´d, pomoc´ı neˇhozˇ se prˇistupovalo na MYSQL server.
Server MYSQL obsahuje sa´m o sobeˇ take´ benchmark, ktery´ otestuje vsˇemozˇne´ SQL operace,
jako je vytva´rˇen´ı a maza´n´ı tabulek, za´znamu˚ atd.
4.1.5 Architektura procesor˚u
Chod virtualizovany´ch syste´mu˚ neza´vis´ı jen na virtualizacˇn´ım na´stroji, ale podstatnou
meˇrou se o efektivitu virtualizace zasluhuje i architektura hardwaru, na ktere´m se virtua-
lizace prova´d´ı. Procesory jako takove´ je obt´ızˇne´ porovnat, proto je nutne´ otestovat vy´kon
syste´mu jen relativneˇ. To znamena´, zjistit vy´kon rea´lne´ho syste´mu, na ktere´m je virtualizo-
vany´ syste´m spusˇteˇn. Pro zjiˇsteˇn´ı vy´konu hostitelske´ho syste´mu byly pouzˇity stejne´ testy,
jako pro zjiˇst’ova´n´ı vy´konu virtualizovany´ch syste´mu˚.
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4.2 Testovac´ı program
Testovac´ı program byl v ra´mci te´to pra´ce navrzˇen za u´cˇelem testova´n´ı efektivity virtu-
alizacˇn´ıch na´stroj˚u. Je naprogramova´n ve skriptovac´ım jazyce Python. Zdrojove´ ko´dy je
mozˇne´ nale´zt na prˇilozˇene´m DVD v adresa´rˇi benchmark. Volbou Pythonu je zajiˇsteˇna
prˇenositelnost a jednoduchost psan´ı ko´du. Aplikace je navrzˇena jako Klient/Server. Ko-
munikace je zajiˇsteˇna prˇes TCP/IP spojen´ı. TCP/IP komunikace byla zvolena, protozˇe
bylo nutne´ zajistit prˇenositelnost i mezi virtualizacˇn´ımi na´stroji. Obeˇ cˇa´sti jsou ovla´da´ny
pomoc´ı prˇ´ıkazove´ rˇa´dky.
Cele´ testova´n´ı rˇ´ıd´ı serverova´ strana, ktera´ obsahuje kontrolu potrˇebny´ch programu˚ pro
testova´n´ı, zada´n´ı test˚u a rˇ´ıd´ı porˇad´ı prova´deˇn´ı test˚u. Testy je mozˇne´ spustit se´rioveˇ, nebo
paralelneˇ. Pro kazˇde´ho klienta se vytvorˇ´ı samostatne´ vla´kno. Prˇi spusˇteˇn´ı testu na klientovi
se vytvorˇ´ı dalˇs´ı vla´kno, ktere´ neza´visle na cˇinnosti serveru monitoruje zat´ızˇen´ı pocˇ´ıtacˇe,
na ktere´m beˇzˇ´ı server. Po ukoncˇen´ı testu klient posˇle serveru vy´stup z testu. V tuto chv´ıli
server ukoncˇ´ı monitorovac´ı vla´kno a sejme vy´stup. Pro kazˇde´ho klienta se pro ukla´da´n´ı
vy´sledk˚u vytvorˇ´ı specia´ln´ı soubor, jehozˇ jme´no je urcˇeno parametrem zadany´m prˇi spusˇteˇn´ı
klientske´ cˇa´sti programu.
Obra´zek 4.1: Uka´zka paraleln´ıho spusˇteˇn´ı benchmarku
Jedina´ podstatna´ slabina testovac´ıho progamu je v urcˇen´ı za´teˇzˇe hostitelske´ho syste´mu,
kdy prˇi velice kra´tky´ch testech, v urcˇity´ch prˇ´ıpadech neodpov´ıda´ nameˇrˇena´ hodnota rea´l-
ne´mu zat´ızˇen´ı CPU.
4.2.1 Paraleln´ı beˇh
Prˇi paraleln´ım spusˇteˇn´ı server cˇeka´ na prˇipojen´ı zadane´ho pocˇtu klient˚u, aby byla zajiˇsteˇna
synchronizace test˚u. To je uka´za´no na obra´zku 4.1. V prˇ´ıpadeˇ, zˇe by neˇktery´ z test˚u byl
spusˇteˇn na rychlejˇs´ım stroji, je zajiˇsteˇna synchronizace zacˇa´tk˚u test˚u na vsˇech testovany´ch
stroj´ıch. Paraleln´ı prova´deˇn´ı test˚u bylo navrzˇeno pro test zahlcen´ı hostitelske´ho syste´mu
velky´m pocˇtem virtua´ln´ıch syste´mu˚. Zahlcen´ı hostitelske´ho syste´mu je nutne´ pro zjiˇsteˇn´ı
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efektivity prˇep´ınan´ı kontext˚u virtua´ln´ıch syste´mu˚. Tento proble´m je popsa´n v odstavci
spra´va pameˇti 2.2.3.
4.2.2 Se´riovy´ beˇh
Prˇ´ı se´riove´m spusˇteˇn´ı serveru se na server mu˚zˇe prˇipojit urcˇene´ mnozˇstv´ı klient˚u a server
je postupneˇ odstartuje. Uka´zka se´rioveˇ spusˇteˇne´ho benchmarku je 4.2.
Obra´zek 4.2: Uka´zka se´riove´ho spusˇteˇn´ı benchmarku
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4.2.3 Vy´stup programu
Vy´stup programu je cˇitelny´ z obra´zku 4.3. Obsahuje tyto cˇa´sti:
• prˇ´ıkaz, ktery´ byl posla´n na klienta,
• vy´stup prova´deˇne´ho benchmarku,
• cˇas a zat´ızˇen´ı procesoru na straneˇ klienta,
• informace i zat´ızˇen´ı na straneˇ serveru.
Obra´zek 4.3: Uka´zka vy´stupu z programu
4.3 Spousˇteˇne´ benchmarky
V te´to kapitole bude rozebra´n u´cˇel benchmarku volany´ch z testovac´ıho programu popsane´ho
v prˇedchoz´ı kapitole 4.2. Pro testova´n´ı byly vybra´ny volneˇ dostupne´, cˇi integrovane´ ben-
chmarky, u ktery´ch nen´ı proble´m otestovat te´meˇrˇ jaky´koliv syste´m.
4.3.1 lmbench
Lmbench je komplexn´ı na´stroj uzp˚usobeny´ pro testova´n´ı za´kladn´ıch syste´movy´ch operac´ı
a hardwaru. Skla´da´ se ze se´rie micro benchmark˚u. Je zameˇrˇeny´ na trˇi za´kladn´ı skupiny:
latenci, prˇenosove´ pa´smo a ostatn´ı. Budou zde probra´ny benchmarky pouzˇite´ v testech.
Dalˇs´ı podrobny´ popis je mozˇne´ nale´zt v manua´lovy´ch stra´nka´ch nebo na internetu [2].
Latence
Virtualizovany´ syste´m ma´ mezi sebou a rea´lny´m sveˇtem urcˇitou vrstvu softwaru, ktera´
zajiˇst’uje virtualizaci. Tato vrstva s nejveˇtsˇ´ı pravdeˇpodobnost´ı zp˚usob´ı zpozˇdeˇn´ı. Z tohoto
d˚uvodu bude dobre´ toto zpozˇdeˇn´ı otestovat. Seznam pouzˇity´ch benchmark˚u je zde:
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• lat ctx je benchmark testuj´ıc´ı zpozˇdeˇn´ı prˇi prˇep´ına´n´ı kontext˚u. Jako vstupn´ı parame-
try pro spusˇteˇn´ı ma´ velikost a mnozˇstv´ı proces˚u, mezi nimizˇ se ma´ prˇep´ınat kontext.
Vy´stup testu je uveden v mikrosekunda´ch.
• lat proc zjist´ı zpozˇdeˇn´ı v mikrosekunda´ch prˇi vytva´rˇen´ı procedur a proces˚u pomoc´ı
fork a exec.
• lat pagefault je benchmark vracej´ıc´ı cˇas v mikrosekunda´ch, ktery´ je trˇeba pro nacˇten´ı
stra´nky pameˇti odlozˇene´ prˇi swapova´n´ı na pevny´ disk.
prˇenosove´ pa´smo
U velky´ch datovy´ch prˇenos˚u, ktere´ mus´ı rˇesˇit procesor, mu˚zˇe doj´ıt k prˇet´ızˇen´ı procesoru,
nebo jine´ kriticke´ cˇa´sti a zp˚usobit omezen´ı datove´ho toku. U virtualizace toto tvrzen´ı plat´ı
dvojna´sobneˇ, protozˇe prˇ´ıstup k hardwaru je cˇasto jesˇteˇ odst´ıneˇn softwarovou vrstvou.
• bw mem je testovac´ı na´stroj na testova´n´ı rychlosti prˇ´ıstupu k pameˇti. Vy´stup je uve-
den v MB/s.
• bw file rd je benchmark zjiˇst’uj´ıc´ı rychlost cˇten´ı dat ze souborove´ho syste´mu v MB/s.
• bw pipe je na´stroj na zjiˇsteˇn´ı rychlosti prˇenosu pomoc´ı pipe, jehozˇ vy´stup je uva´deˇn
v MB/s.
Ostatn´ı
Ostatn´ı benchmarky obsahuj´ı r˚uzne´ na´stroje, naprˇ´ıklad na´hradu za program dd (z operacˇn´ıho
syste´mu linux) nazvanou lmdd.
4.3.2 povray
Povray je program prima´rneˇ urcˇeny´ pro renderova´n´ı sce´n naprˇ. pomoc´ı raytracingu a ostat-
n´ıch metod. Ale vzhledem k tomu, zˇe povray vyuzˇ´ıva´ procesor na 100% a ostatn´ı zdroje
syste´mu te´meˇrˇ nevyuzˇ´ıva´, je to idea´ln´ı na´stroj pro testova´n´ı procesorove´ho vy´konu v rea´lne´
za´teˇzˇi. Pro spusˇteˇn´ı povray v benchmark rezˇimu stacˇ´ı prˇidat jako parametr –benchmark.
4.3.3 bonnie++
Bonnie++ je benchmark vyvinuty´ pro testova´n´ı rychlosti a efektivnosti diskovy´ch operac´ı.
Zahrnuje v sobeˇ sekvencˇn´ı a na´hodne´ testy pro cˇten´ı a za´pis na disk. Tyto testy prova´d´ı
po znac´ıch, po bloc´ıch a r˚uzny´mi prˇepisy. Da´le otestuje rychlost vytva´rˇen´ı objektu ve file-
syste´mu.
4.3.4 apache
Apache byl zvolen, protozˇe je hojneˇ pouzˇ´ıvany´ webovy´ server a obsahuje integrovanou
testovac´ı utilitu. Testovac´ı utilita se jmenuje ab. Utilita pracuje na principu kladen´ı dotaz˚u
na pozˇadovany´ server. Apache je velice komplexn´ı server, proto i touto jednoduchou utilitou
jde testovat velke´ mnozˇstv´ı typ˚u za´teˇzˇe webove´ho serveru. Prˇi samotne´m testova´n´ı je pak




MYSQL obsahuje utilitu na testova´n´ı za´teˇzˇe SQL serveru. Tato utilita se nazy´va´ sql-bench.
Nejedna´ se ani tak o utilitu, ale sp´ıˇse o soubor benchmark˚u zameˇrˇeny´ch na konkre´tn´ı
za´lezˇitosti. Vzhledem k tomu, zˇe netestujeme MYSQL server jako takovy´, ny´brzˇ ho pouzˇ´ıva´me
jen jako test na vy´kon cele´ho syste´mu, pro spusˇteˇn´ı pouzˇijeme obecneˇ nakonfigurovany´ ben-
chmark run-all-tests.
4.3.6 apache + MYSQL
Spojen´ım obou teˇchto server˚u dostaneme test, ktery´ simuluje takrˇka rea´lne´ zat´ızˇen´ı cele´ho
syste´mu. Testova´n´ı prob´ıha´ opeˇt pomoc´ı utility ab, kterou se dotazujeme apache serveru
na php stra´nku, jejizˇ obsahem je dotaz na MYSQL databa´zi. V tomto prˇ´ıpadeˇ uzˇ jde o





V te´to kapitole budou uvedeny vy´sledky test˚u popsane´ v prˇedesˇle´ kapitole 4, provedene´ na
virtualizacˇn´ıch na´stroj´ıch popsany´ch v kapitole 3, jako je KVM verze 65, VirtualBox 1.56,
VMware Server 1.0.5, Xen 3.1.0. Vy´sledky test˚u jsou uvedeny vzˇdy od nejlepsˇ´ıho na leve´
straneˇ azˇ po nejhorsˇ´ı na straneˇ prave´.
5.1 Porovna´n´ı vy´konnosti a efektivity virtualizacˇn´ıch na´stroj˚u
V te´to cˇa´sti bude porovna´n vy´kon vy´sˇe popsany´ch virtualizacˇn´ıch na´stroj˚u. Bude zde
srovna´n´ı vy´konnosti v s´ıt’ovy´ch aplikac´ıch. Da´le zde bude porovna´n vy´kon operac´ı sou-
borove´ho syste´mu, konkre´tneˇ sekvencˇn´ı i na´hodne´ cˇten´ı a za´pis. Virtualizacˇn´ı na´stroje zde
budou srovna´ny i podle vy´konnosti cele´ho syste´mu. Pro tuto cˇa´st testu budou pouzˇity testy
prova´deˇne´ na procesoru Intel Xeon 2x1,6GHz. Pro testova´n´ı byl pouzˇit Linux, distribuce
Fedora8, do ktere´ho byl nainstalova´n kernel 2.6.25. Kernel 2.6.25 ma´ plneˇ implementovany´
novy´ pla´novacˇ CFQ (Completely Fair Queuing) a integrovanou podporu virtio popsane´ v
kapitole 3.2.1. Pro virtualizacˇn´ı na´stroj Xen bylo nutne´ prˇi paravirtualizaci pouzˇ´ıt Ker-
nel 2.6.21. Vy´sledky zat´ızˇen´ı procesoru mohou prˇesa´hnout 100%, to je zp˚usobeno pouzˇit´ım
dvou ja´drove´ho procesoru a programu vyhodnocuj´ıc´ıho zat´ızˇen´ı procesoru, uva´deˇne´ho jako
soucˇet zat´ızˇen´ı vsˇech procesor˚u. I kdyzˇ tento zp˚usob vyja´drˇen´ı mu˚zˇe ze zacˇa´tku p˚usobit
zmatecˇneˇ, je z neˇj v´ıce patrne´, kolik procesor˚u se dane´ho testu u´cˇastnilo.
5.1.1 S´ıt’ove´ operace
V teˇchto testech je testova´n prˇ´ıstup smeˇrem od klientsky´ch virtua´ln´ıch stroj˚u do hosti-
telske´ho syste´mu. Tento postup byl zvolen, protozˇe je meˇrˇen´ı neza´visle´ na ciz´ım provozu
na s´ıti a ukazuje maxima´ln´ı vy´kon s´ıt’ove´ho rozhran´ı. Pro kontrolu, zda hostitelsky´ syste´m
neomezuje s´ıt’ovy´ prˇenos, byl vzˇdy oveˇrˇen i samotny´ hostitelsky´ syste´m. V tomto prˇ´ıpadeˇ
byl na hostitelske´m syste´mu nameˇrˇen tok 8195 Mb/s prˇi zat´ızˇen´ı procesoru 102%. Z toho
vyply´va´, zˇe prova´deˇne´ testy ani v nejmensˇ´ım nedosa´hnou maxima´ln´ıho s´ıt’ove´ho toku hosti-
tele. V grafech je zobrazena i efektivita. Efektivita je vyja´drˇena jako pomeˇr datove´ho toku
a zat´ızˇen´ı procesoru.
Testy zobrazene´ na obra´zku 5.1 ukazuj´ı prˇevahu virtualizacˇn´ıho na´stroje Xen v rezˇimu
paravirtualizace, kdy vsˇechny ostatn´ı na´stroje daleko prˇedcˇil, jesˇteˇ ke vsˇemu s mensˇ´ım
zat´ızˇen´ım procesoru. Na druhe´m mı´steˇ skoncˇilo KVM, ktere´ pro s´ıt’ovy´ provoz pouzˇ´ıvalo
paravirtualizovane´ drivery. Ostatn´ı virtua´ln´ı stroje meˇly nainstalovane´ drivery z prˇilozˇeny´ch
virtua´ln´ıch CD.
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Obra´zek 5.1: Porovna´n´ı vy´konnosti s´ıt’ovy´ch operac´ı
5.1.2 Diskove´ operace
Do te´to sekce se daj´ı zarˇadit vy´sledky benchmarku bonnie++ i microbenchmarku lmdd
obsazˇeny´ v bal´ıku benchmark˚u lmbench. V poda´n´ı lmdd jde jen o test za´pisu na disk. Za´pis
je prova´deˇn po bloc´ıch o velikosti 1MB. Vy´sledky testu jsou uvedeny v grafu 5.2.
Obra´zek 5.2: lmdd porovna´n´ı vy´konu blokove´ho za´pisu na disk
Benchmark lmdd by jako benchmark diskove´ho provozu nestacˇil, proto bylo nutne´ pouzˇ´ıt
i benchmark bonnie++. Z vy´sledk˚u bonnie++, ktere´ jsou uvedeny v grafu 5.3, je sice mozˇne´
vycˇ´ıst vy´konnost, ale s urcˇen´ım efektivity mu˚zˇe by´t proble´m. Proto bylo nutne´ zave´st dalˇs´ı
velicˇinu vyja´drˇenou pomeˇrem pr˚umeˇrne´ rychlosti a zat´ızˇen´ım procesoru.
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Obra´zek 5.3: Vy´sledky testu bonnie++
U diskovy´ch operac´ı bylo pro zmeˇnu prvn´ı KVM. KVM vyhra´lo hlavneˇ d´ıky sekvencˇn´ım
operac´ım, at’ uzˇ se jedna´ o cˇten´ı, za´pis, nebo prˇepis. Jedina´ vy´razna´ slabost KVM je jeho
pomalost v za´pisu po znac´ıch. V prˇ´ıpadeˇ, zˇe by se do hodnocen´ı pocˇ´ıtala i efektivita, zv´ıteˇzil
by opeˇt Xen, protozˇe prˇi o trochu mensˇ´ım vy´konu diskovy´ch operac´ı byl efektivneˇjˇs´ı. Na
posledn´ım mı´steˇ se umı´stil VMware server, jehozˇ efektivita je v˚ucˇi KVM jen cˇtvrtinova´.
5.1.3 Syste´move´ microbenchmarky lmbench
Po otestova´n´ı IO operac´ı zby´va´ otestovat syste´move´ operace. Lmbench je pro to idea´ln´ı
na´stroj, jak jizˇ bylo napsa´no vy´sˇe v kapitole 4.3.1. Nejprve bylo provedeno testova´n´ı zpozˇdeˇn´ı,
na´sledneˇ pak testy datove´ho toku.
Zpozˇdeˇn´ı
Prvn´ı test je prˇep´ına´n´ı kontext˚u pomoc´ı lat ctx. V grafu 5.4 je z testu patrne´, zˇe opeˇt zv´ıteˇzil
Xen, zat´ımco nejh˚urˇe, podle pr˚umeˇru nameˇrˇeny´ch hodnot, dopadl VirtualBox. Prˇesto prˇi
velke´m mnozˇstv´ı prˇep´ınany´ch kontext˚u je na posledn´ım mı´steˇ Xen HVM.
Dalˇs´ı neprˇ´ıjemnou za´lezˇitost´ı je pagefault obzvla´sˇteˇ u virtua´ln´ıch syste´mu˚, kdy se odlo-
zˇena´ stra´nka mus´ı nacˇ´ıtat z virtua´ln´ıho disku, cozˇ je jesˇteˇ pomalejˇs´ı, nezˇ u norma´ln´ıho
syste´mu. Graf 5.5 ukazuje jak si virtualizacˇn´ı na´stroje vedou.
Da´le byla testova´na rychlost vytva´rˇen´ı procedur a proces˚u. Z grafu 5.5 je patrne´, zˇe
prˇekvapiveˇ jeden z nejhorsˇ´ıch vy´sledk˚u meˇl KVM spolecˇneˇ s VirtualBoxem.
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Obra´zek 5.4: Latence prˇep´ına´n´ı kontext˚u
Obra´zek 5.5: Zpozˇdeˇn´ı prˇi pagefault, vytva´rˇen´ı procesu atd..
Prˇenosove´ pa´smo
V te´to cˇa´sti budou virtualizacˇn´ı na´stroje srovna´ny z pohledu jejich datove´ prostupnosti
vyj´ımaje diskovy´ch a s´ıt’ovy´ch operac´ı, jezˇ byly otestova´ny vy´sˇe 5.1.1. Pu˚jde hlavneˇ o pro-
stupnost pameˇti, prostupnost rozhran´ı pro cˇten´ı z disku, ale ne prˇ´ımo o cˇten´ı z disku. Da´le
bude otestova´na propustnost obl´ıbene´ho linuxove´ho na´stroje pipe.
Pokud se jedna´ o datova´ rozhran´ı veˇtsˇinou paravirtualizovany´ Xen nema´ takrˇka kon-
kurenci. To je patrne´ z obra´zku 5.6. Zaj´ımavy´ u´kaz vznikl na grafu bw pipe, kde d´ıky sve´
rychlosti a mensˇ´ı chybeˇ meˇrˇen´ı prˇedbeˇhl nativn´ı syste´m.
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Obra´zek 5.6: prˇenosove´ pa´smo syste´movy´ch rozhran´ı
5.1.4 Komplexn´ı testy
V te´to cˇa´sti bude testova´n syste´m jako celek. Pro tento test byl vybra´n program ab, ktery´
je instalova´n jako soucˇa´st apache serveru.
Obra´zek 5.7: Pocˇet vyrˇ´ızeny´ch dotaz˚u a zat´ızˇen´ı procesoru
Jak je viditelne´ z graf˚u 5.7, na prvn´ım mı´steˇ se umı´stil paravirtualizovany´ Xen, cozˇ se
dalo prˇedpokla´dat z prˇedchoz´ıch test˚u. Na dalˇs´ıch dvou mı´stech se umı´stili KVM a Xen
HVM. Nejh˚urˇe se umı´stil VirtualBox.
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5.1.5 Shrnut´ı porovna´n´ı virtualizacˇn´ıch na´stroj˚u
Co se vy´konnosti ty´cˇe, na prvn´ım mı´steˇ se umı´stil Xen, protozˇe meˇl nejlepsˇ´ı vy´sledek
v 14 z 16 test˚u. Na druhe´m mı´steˇ se umı´stil KVM s paravirtualizovany´m ovladacˇem disku a
s´ıt’ove´ karty a na trˇet´ım Xen HVM. Jak je patrne´ z test˚u, v dnesˇn´ı dobeˇ je paravirtualizace
nejvy´konneˇjˇs´ım rˇesˇen´ım, ale jen do doby, kdy prˇijde Hybridn´ı virtualizace, ktera´ by meˇla
paravirtualizaci prˇekonat.
5.2 Porovna´n´ı efektivity vyuzˇit´ı vy´ce procesor˚u v smp
Porovna´n´ı efektivity procesor˚u bylo testova´no na na´stroji KVM. KVM bylo vybra´no, protozˇe
dopadl nejle´pe z plneˇ virtualizovany´ch na´stroj˚u, a take´ kv˚uli jeho jednoduche´ konfiguraci a
spra´veˇ virtua´ln´ıch syste´mu˚. Testy byly prova´deˇne´ na virtualizovane´m syste´mu, ktery´ obsa-
hoval paravirtualizovane´ disky a s´ıt’ova´ rozhran´ı. Virtua´ln´ı syste´my byly testova´ny stejny´m
zp˚usobem jako v minule´ cˇa´sti. Aby se otestoval symetricky´ multiprocesing, byly testy v pa-
raleln´ım rezˇimu. Pocˇet paraleln´ıch beˇh˚u odpov´ıdal pocˇtu prˇideˇleny´ch fyzicky´ch procesor˚u.
Neˇktere´ testy nemeˇly zˇa´dnou vypov´ıdac´ı hodnotu (z vy´sledk˚u nebylo nic poznat), proto
byly vypusˇteˇny. Dalˇs´ı testy byly vypusˇteˇny z cˇasovy´ch d˚uvod˚u. Prˇ´ıkladem za vsˇechny je
netperf, jehozˇ vy´kon zmeˇna pocˇtu procesor˚u v˚ubec neovlivnila. Tyto testy byly meˇrˇeny na
pocˇ´ıtacˇi, ktery´ obsahoval dva 4 ja´drove´ procesory Intel Xeon na frekvenci 2.6GHz.
5.2.1 Syste´move´ microbenchmarky lmbench
Na testech latence z grafu 5.8 nen´ı nic zvla´sˇtn´ıho, jedine´ co stoj´ı za zmı´nku je nedokonalost
na´stroje KVM s osmi prˇideˇleny´mi procesory. V grafech je videˇt obrovsky´ na´r˚ust zpozˇdeˇn´ı,
ktery´ neodpov´ıda´ zdvojna´soben´ı za´teˇzˇe procesoru. 1
Obra´zek 5.8: Efektivita prˇep´ına´n´ı kontext˚u
Velkou latenci je mozˇne´ vysveˇtlit i prˇeplneˇn´ım tlb tabulky v procesoru, ktera´ musela
1Zajimave´ je sledovat vy´sledky test˚u spusˇteˇny´ch na nativn´ıch procesorech. Jestlizˇe nen´ı zat´ızˇeno vsˇech 8
procesor˚u je na´r˚ust vy´konu odpov´ıdaj´ıc´ı prˇedpoklad˚um. V prˇ´ıpadeˇ za´teˇzˇe vsˇech 8 procesor˚u se da´ vypozo-
rovat azˇ neˇkolikana´sobny´ na´r˚ust vy´konu. Jedine´ vysveˇtlen´ı, ktere´ meˇ napada´ je bud’ neˇjaka´ optimalizacˇn´ı
technika v procesorech intel, nebo vsˇechny procesory zpracova´vaj´ı jediny´ program. V prˇ´ıpadeˇ cˇ´ıslo dveˇ
procesor nen´ı obteˇzˇova´n jiny´mi procesy a proto nemus´ı cˇekat na sbeˇrnici a jine´ cˇa´sti pocˇ´ıtacˇe.
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udrzˇovat velke´ mnozˇstv´ı informac´ı o pameˇti mapovane´ virtua´ln´ımi syste´my. Tento proble´m
by mohla vyrˇesˇit dalˇs´ı generace virtualizace, ktera´ je obsazˇena´ v procesorech od AMD s
ko´dovy´m oznacˇen´ım ja´dra barcelona. Barcelona, jak uzˇ bylo zmı´neˇno v prˇedchoz´ıch kapi-
tola´ch 2.2.3, podporuje tzv. nested paging. U test˚u datove´ho toku, jak je videˇt v grafu
5.9, si KVM vede o pozna´n´ı le´pe a efektivita prˇenosu pomoc´ı pipe je dokonce lepsˇ´ı jak u
nativn´ıho syste´mu.
Obra´zek 5.9: Efektivita vyuzˇit´ı v´ıce procesor˚u
Efektivita je opeˇt vyja´drˇena jako pomeˇr datove´ho toku a za´teˇzˇe procesoru v %. Prˇekvapiveˇ
nejlepsˇ´ı efektivitu prˇep´ına´n´ı kontext˚u v˚ucˇi nativn´ımu syste´mu ma´ virtualizovany´ syste´m,
ktere´mu byly prˇideˇleny 4 procesory. Je to zp˚usobeno poklesem vy´konu v nativn´ım syste´mu
a prˇekvapivy´m udrzˇen´ım vy´konnosti ve virtua´ln´ım stroji.
5.2.2 Shrnut´ı test˚u smp ve virtua´ln´ıch syste´mech
V prˇ´ıpadeˇ, zˇe je potrˇeba, aby virtua´ln´ı syste´m umozˇnˇoval zpracova´vat velke´ datove´ toky,
je dobre´ virtua´ln´ımu syste´mu prˇideˇlit veˇtsˇ´ı mnozˇstv´ı procesor˚u. Naproti tomu v prˇ´ıpadeˇ,
kdy na´m jde o zpozˇdeˇn´ı syste´mu, nema´ prˇideˇlova´n´ı velke´ho mnozˇstv´ı procesor˚u vy´znam.
Nevy´hodou virtua´ln´ıch syste´mu˚ je jejich na´rocˇnost na TLB. Kazˇdy´ virtua´ln´ı syste´m ma´
sve´ mapova´n´ı do fyzicke´ pameˇti a t´ım prˇet´ızˇ´ı TLB. Vyrˇesˇit tento proble´m je mozˇne´ po-
moc´ı novy´ch generac´ı virtualizac´ı, ktere´ vna´sˇ´ı do procesor˚u dalˇs´ı prvek virtualizace, a to
lepsˇ´ı podporu virtualizace pameˇti, prˇ´ıpadneˇ pouzˇit´ım hugepage. Hugepage hostitelske´mu
syste´mu umozˇn´ı vytvorˇit veˇtsˇ´ı pameˇt’ove´ segmenty, cˇ´ımzˇ se zmensˇ´ı jejich pocˇet a uvoln´ı se
tolik potrˇebny´ prostor v TLB.
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5.3 Vy´kon a efektivita provozu v´ıce virtua´ln´ıch syste´mu˚ na-
jednou
V te´to cˇa´sti bude porovna´na vy´konnost a efektivita spusˇteˇn´ı jednoho azˇ 6 virtua´ln´ıch
syste´mu˚ na jednom fyzicke´m. Testy byly prova´deˇny na sestaveˇ obsahuj´ıc´ı procesor In-
tel Xeon s dveˇma ja´dry o frekvenci 1.6GHz a 8GB RAM. Byla vybra´na sestava se dveˇma
procesory i prˇes to, zˇe byla k dispozici sestava s osmi ja´dry, protozˇe na sestaveˇ s me´neˇ
procesory je le´pe patrne´ prˇet´ızˇen´ı. Testy byly prova´deˇne´ na virtualizacˇn´ım na´stroji KVM,
ktere´ obsahovalo paravirtualizovane´ disky a s´ıt’ova´ rozhran´ı.
5.3.1 S´ıt’ove´ operace
Vy´kon s´ıt’ovy´ch operac´ı byl testova´n v˚ucˇi hostitelske´mu syste´mu, aby se zamezilo vlivu okol´ı
a bylo mozˇne´ dosa´hnout maxima´ln´ıho vy´konu.
Obra´zek 5.10: Efektivita a propustnost s´ıt’ove´ho rozhran´ı
Z test˚u uvedene´ho v grafu 5.10 je zrˇejma´ stabilita vy´konu s´ıt’ovy´ch operac´ı. Sice na u´kor
efektivity, ale to jen minima´lneˇ. Prˇi spusˇteˇn´ı v´ıce virtua´ln´ıch syste´mu˚ je mozˇne´ dosa´hnout
dokonce veˇtsˇ´ıho datove´ho toku.
5.3.2 Syste´move´ microbenchmarky lmbench
Prvn´ı z kategorie test˚u zaby´vaj´ıc´ı se zpozˇdeˇn´ım je opeˇt lat ctx, jehozˇ vy´sledky jsou uvedeny
v grafu 5.11. Prˇi provozova´n´ı jedne´ azˇ trˇ´ı virtua´ln´ıch syste´mu˚ soucˇasneˇ nen´ı s prˇep´ına´n´ım
kontext˚u proble´m, proble´m opeˇt nasta´va´ prˇi alokaci velke´ho mnozˇstv´ı pameˇti, kde uzˇ se TLB
tabulka umı´steˇna´ v procesoru dosta´va´ do proble´mu˚. Procesor je nucen tabulky mapova´n´ı
z virtua´ln´ı pameˇti na fyzickou a z fyzicke´ na strojovou pameˇt’ nacˇ´ıtat prˇ´ımo ze strojove´
operacˇn´ı pameˇti.
Zpozˇdeˇn´ı
Obecneˇ u test˚u ty´kaj´ıc´ıch se latence nen´ı proble´m provozovat 3-4 plneˇ vyt´ızˇene´ virtua´ln´ı
syste´my na jednom dvou ja´drove´m procesoru.
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Obra´zek 5.11: Latence prˇep´ına´n´ı kontextu
Prˇenosove´ pa´smo
I z test˚u propustnosti pameˇti, uvedeny´ch v grafu 5.12 nen´ı s testovanou sestavou proble´m
provozovat 3-4 plneˇ vyt´ızˇene´ virtua´ln´ı syste´my. Prˇi zveˇtsˇova´n´ı pocˇtu virtua´ln´ıch syste´mu˚
se mus´ı deˇlit o pameˇt’ovou prostupnost a klesa´ efektivita.
Obra´zek 5.12: Propustnost pameˇt´ı
Diskove´ operace
Rychlost diskovy´ch operac´ı byla meˇrˇena jen zbeˇzˇneˇ. Proto byla vyuzˇita utilita lmdd, ktera´
je schopna otestovat za´pis na disk. Meˇrˇen´ı ale poskytlo zaj´ımave´ vy´sledky, jak je uvedeno
v grafu 5.13.
Prˇi za´pisu jednoho virtua´ln´ıho syste´mu na disk dosahuje svy´ch standardn´ıch 57MB/s
z mozˇny´ch 160MB/s. Po spusˇteˇn´ı druhe´ho virtua´ln´ıho stroje bylo provedeno bud’ chybne´
meˇrˇen´ı nebo dosˇlo k neˇjake´ vy´jimecˇne´ situaci v syste´mu, proto tento test nebudeme bra´t v
u´vahu. Zaj´ımave´ to zacˇ´ına´ by´t prˇi spusˇteˇn´ı trˇet´ıho virtua´ln´ıho syste´mu. Celkova´ propustnost
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Obra´zek 5.13: Prostupnost blokove´ho cˇten´ı z disku
za´pisu na disk je ra´zem 135MB/ s, cozˇ uzˇ je skoro srovnatelne´ s nativn´ım syste´mem. Prˇi
zvysˇova´n´ı pocˇtu virtua´ln´ıch syste´mu˚ propustnost s mensˇ´ım kol´ısa´n´ım nada´le roste. Skoro
to vypada´, jako by meˇlo KVM chybny´ virtua´ln´ı ovladacˇ, nebo bylo umeˇle limitova´no.
5.3.3 Komplexn´ı testy
Komplexn´ı testy syste´mu jen potvrdily to co napov´ıdaly prˇedesˇle´ synteticke´ testy. Specia´lneˇ
u apache serveru je vy´hodneˇjˇs´ı na jednom fyzicke´m syste´mu provozovat v´ıce virtua´ln´ıch
syste´mu˚.
Obra´zek 5.14: Apache server benchmark ab
Optima´ln´ı vyuzˇit´ı serveru s dvouja´drovy´m procesorem je 2-3 virtua´ln´ı syste´my s webovy´m
serverem, cozˇ je zrˇejme´ z graf˚u 5.14.
5.3.4 Shrnut´ı vy´sledk˚u test˚u virtualizace v´ıce virtua´ln´ıch syste´mu˚ na jed-
nom fyzicke´m stroji
Jestlizˇe chceme efektivneˇ vyuzˇ´ıt server pomoc´ı virtualizace, je te´meˇrˇ vzˇdy vy´hodneˇjˇs´ı spustit
v´ıce virtua´ln´ıch syste´mu˚ na jednom fyzicke´m, a to i za cenu toho, zˇe jednotlive´ virtua´ln´ı
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stoje budou pomalejˇs´ı. V prˇ´ıpadeˇ, zˇe bychom chteˇli provozovat jen jeden virtua´ln´ı syste´m,
cˇasto ztrat´ıme podstatnou cˇa´st vy´konu.
5.4 Porovna´n´ı plne´ virtualizace a paravirtualizace u KVM
V te´to cˇa´sti bude porovna´n vy´kon KVM s plneˇ emulovany´m hardwarem a KVM pro jehozˇ
diskove´ a s´ıt’ove´ operace je pouzˇit paravirtualizovany´ hardware. V tomto prˇ´ıpadeˇ takte´zˇ na
virtualizacˇn´ım na´stroji KVM. KVM bylo testova´no na AMD AthlonX2 ja´dra o frekvenci
2.5GHz a operacˇn´ı pameˇti o velikosti 8GB. Prˇi tomto porovna´n´ı bude postupova´no trochu
jiny´m zp˚usobem, protozˇe jsou porovna´va´ny jen trˇi vy´sledky. Nebudou zde uvedeny grafy,
ale jen souhrnne´ vy´sledky test˚u uvedene´ v tabulce 5.15, ktere´ by meˇly by´t jen prosty´m
pohledem rozliˇsitelne´.
5.4.1 Vy´sledky provedeny´ch test˚u
Po prohle´dnut´ı test˚u uvedeny´ch v tabulka´ch v obra´zku 5.15 je zrˇejme´, zˇe paravirtualizovany´
s´ıt’ovy´ ovladacˇ funguje naprosto bez proble´mu, dosahuje dvakra´t veˇtsˇ´ıho vy´konu a prˇitom
vyuzˇ´ıva´ procesor stejneˇ jak plneˇ virtualizovany´ s´ıt’ovy´ ovladacˇ. V diskovy´ch operac´ıch tes-
tovany´ch pomoc´ı bonnie++ dosahuje paravirtualizovany´ prˇ´ıstup takrˇka stejny´ch vy´sledk˚u
jako plneˇ virtualizovany´ syste´m. Jediny´ podstatny´ rozd´ıl je v sekvencˇn´ım cˇten´ı, kde para-
virtualizovany´ prˇ´ıstup na disk dosahuje o 1/3 veˇtsˇ´ı vy´kon. Podstatna´ vy´hoda je v efektiviteˇ
IO operac´ı, kde jsou paravirtualizovana´ zarˇ´ızen´ı 2x efektivneˇjˇs´ı at’ uzˇ jde o rychlost nebo
spotrˇebu procesorove´ho cˇasu. V sekci micro benchmarku z lmbench, syste´m s paravirtuali-
zovany´m zarˇ´ızen´ım dopadl te´meˇrˇ srovnatelneˇ s plneˇ virtualizovany´m syste´mem, cozˇ se dalo
ocˇeka´vat, protozˇe ja´dro virtua´ln´ıho syste´mu beˇzˇ´ı v rezˇimu plne´ virtualizace. Propad vy´konu
paravirtualizovane´ho KVM v synteticky´ch benchmarc´ıch si nedovedu rozumeˇ vysveˇtlit.
5.5 Na´stroje potrˇebne´ pro proveden´ı vlastn´ıch test˚u
Pro vlastn´ı testova´n´ı je na DVD v adresa´rˇi image prˇibalen i obraz disku virtualizovane´ho
operacˇn´ıho syste´mu Fedora8. Obrazy diku jsou ulozˇeny ve forma´tu raw pro zajiˇsteˇn´ı jedno-
duche´ prˇenositelnosti mezi virtualizacˇn´ımi na´stroji. Soubor fedora.img nese syste´m s plneˇ
virtualizovany´m hardwarem, ktery´ je vhodny´ pro prˇevod do jine´ho virtualizacˇn´ıho na´stroje
a obraz fedoraio.raw obsahuje syste´m, do ktere´ho byly prˇida´ny virtio moduly, ktere´ zajiˇst’uj´ı
paravirtualizovany´ chod vybrane´ho hardwaru pod virtualizacˇn´ım na´stojem KVM. Na DVD
jsou jesˇteˇ v adresa´rˇi tools prˇibalene´ virtualizacˇn´ı na´stroje KVM, VMware Server, Virtu-
alBox. Na´stroj Xen na DVD nen´ı, protozˇe jeho instalace prˇ´ıliˇs zasahuje do syste´mu a je
lepsˇ´ı ho nainstalovat s bal´ıcˇku distribuce. Vy´sledky test˚u jsou uvedeny v souboru s na´zvem
test.xls
5.6 Ostatn´ı testy uvedene´ na internetu
V te´to cˇa´sti budou shrnuty dalˇs´ı testy uvedene´ na internetu. Prvn´ı z uvedeny´ch, Linux KVM
Virtualization Performance, je mozˇne´ nale´zt na stra´nka´ch serveru Phoronix, ktery´ se z velke´
cˇa´sti zaby´va´ problematikou Linuxu. V jednom ve sve´m cˇla´nku na stra´nce http://www.
phoronix.com/scan.php?page=article&item=623&num=1 porovna´va´ QEMU + kqemu,
Xen 3.0.3 a KVM Linux 2.6.20-rc3. Vy´sledky test˚u uvedene´ v cˇla´nku odpov´ıdaj´ı vy´sledk˚um
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uvedeny´m v te´to pra´ci. Za zmı´nku stoj´ı snad jen zlepsˇen´ı vy´konu KVM prˇi pameˇt’ovy´ch
operac´ıch, oproti verzi KVM uvedene´ na stra´nka´ch. Dalˇs´ı test je uveden v cˇla´nku na stra´nce
http://www.linuxinsight.com/finally-user-friendly-virtualization-for-linux.
html. V tomto cˇla´nku byly srovna´ny virtualizacˇn´ı na´stroje zalozˇene´ na QEMU, jako je
KVM, samotne´ QEMU a QEMU + kqemu. Testy vysˇly takte´zˇ podle prˇedpoklad˚u, kde
KVM skoncˇilo na prvn´ım mı´steˇ, na druhe´m QEMU + kqemu a na posledn´ım samotne´
QEMU. Dalˇs´ı stra´nka, ktera´ je k dosazˇen´ı na odkazu http://www.cmg.org/measureit/
issues/mit41/m_41_1.html, neukazuje ani tak vy´sledky test˚u, ale ukazuje, jak je boj o
prvn´ı prˇ´ıcˇky virtualizacˇn´ıch na´stroj˚u silny´. V cˇla´nku jsou srovna´ny Xen a VMware ESX
Server 2x v jednom testu, kazˇdy´ od jine´ firmy a pokazˇde´ s jiny´m vy´sledkem. Firma´m asi
stoj´ı za to, zfalˇsovat vy´sledky test˚u.
42





V te´to pra´ci jsem se snazˇil o shrnut´ı d˚ulezˇity´ch pojmu˚ ty´kaj´ıc´ı se virtualizace na plat-
formeˇ x86 a metoda´ch virtualizace vybrany´ch virtualizacˇn´ıch na´stroj˚u. Vybrane´ na´stroje
byly otestova´ny, a pokud to bylo mozˇne´, navza´jem porovna´ny. Testy byly prova´deˇny ve
spolupra´ci s firmou Red Hat, ktera´ zajistila potrˇebne´ hardwarove´ vybaven´ı nutne´ pro tes-
tova´n´ı.
Virtualizacˇn´ı na´stroje byly porovna´va´ny v na´sleduj´ıc´ı oblastech: vy´pocˇetn´ı vy´kon a efek-
tivita prova´deˇn´ı za´kladn´ıch i komplexn´ıch syste´movy´ch operac´ı, mozˇnosti sˇka´lovatelnosti a
robustnosti, nebylo opomenuto ani na srovna´n´ı mozˇnost´ı administrace a prˇ´ıveˇtivost uzˇiva-
telske´ho rozhran´ı. Vy´sledky test˚u jsou vzˇdy uvedeny prˇ´ımo v mı´steˇ, kde je dana´ proble-
matika testova´na, aby bylo zrˇejme´ jaky´m zp˚usobem, a procˇ se k dany´m vy´sledk˚um dosˇlo.
Testova´n´ı bylo rozsˇ´ıˇreno o porovna´n´ı vy´konnosti paravirtualizace a plne´ virtualizace u vir-
tualizacˇn´ıho na´stroje KVM.
Da´le je mozˇne´ pra´ci rozsˇ´ıˇrit o dalˇs´ı virtualizacˇn´ı na´stroje, poprˇ´ıpadeˇ dalˇs´ı architektury
pocˇ´ıtacˇ˚u umozˇnˇuj´ıc´ıch virtualizaci. V budoucnu by bylo mozˇne´ v pra´ci pokracˇovat, otestovat
a srovnat nove´ virtualizacˇn´ı na´stroje pomoc´ı dalˇs´ıch, le´pe c´ıleny´ch testovac´ıch na´stroj˚u.
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