Using a recent IMF survey and expanding on previous studies, we document the use of macroprudential policies for 119 countries over the 2000-13 period, covering many instruments. Emerging economies use macroprudential policies most frequently, especially foreign exchange related ones, while advanced countries use borrower-based policies more. Usage is generally associated with lower growth in credit, notably in household credit. Effects are less in financially more developed and open economies, however, and usage comes with greater cross-border borrowing, suggesting some avoidance. And while macroprudential policies can help manage financial cycles, they work less well in busts. JEL Classification Numbers: E43, E58, G18, G28
I. INTRODUCTION
Macroprudential policies ̶ such as caps on loan to value and debt to income ratios, limits on credit growth and other balance sheet restrictions, (countercyclical) capital and reserve requirements and surcharges, and Pigouvian levies ̶ have become part of the policy paradigm in emerging markets and advanced countries alike. While macroprudential policies are being increasingly used, notably so since the global financial crisis, information on what policies are actually used across a large set of countries is still quite limited. And related, relatively few analyses exist on what policies are most effective in reducing procyclicality in financial markets and associated systemic risks. 2 This paper aims to fill these two gaps. It first describes the usage of a large number of macroprudential policies, 12 to be precise, for a large, diverse sample of 119 countries over the 2000-13 period. And second, it studies the relationships between the use of these policies and developments in credit and housing markets, with a view to analyzing the effectiveness of these policies in managing credit and financial cycles. This database and related research are made possible by a recent survey of country authorities conducted by the International Monetary Fund. The survey includes detailed information on the timing and use of different macroprudential policies and to the best of our knowledge, is the most comprehensive database on macroprudential policies to date. This is the first paper to analyze this new survey.
We document that macroprudential policies are used more frequently in emerging economies, with foreign exchange related policies especially used more intensively in these economies. Borrower-based policies (such as caps on loan to value (LTV) and debt to income (DTI) ratios) are used relatively more in advanced countries, especially recently. And almost all countries use some policies to reduce systemic risks arising from intra-financial system vulnerabilities, including from dominant banks and interconnections among banks. Some of these macroprudential policies are associated with reductions in the growth rates in (real) credit and house prices. Borrower-based policies, such as limits on LTVs and DTIs, and financial institutions-based policies, such as limits on leverage and dynamic provisioning, appear to be especially effective. And policies seem more effective when growth rates of credit are very high, but they provide less supportive impact in busts. We find evidence of weaker associations between macroprudential policies and credit developments in financially more open economies and those economies that have deeper and presumably more sophisticated financial systems, suggestive some evasion. We also show that usage of macroprudential policies is associated with relatively greater cross-border borrowing, again suggesting countries face issues of avoidance, which they may be able to limit through adapting their financial sector regulations and adopting capital flow management tools.
Our work builds on the growing literature on the links between macroprudential policies and financial stability. This literature falls into two groups. 3 The first group includes crosscountry studies that consider the link between macroprudential policies and credit growth and other financial indicators, albeit generally in smaller samples than we do. One of the first such studies was Lim et al. (2011) . They analyze the links between macroprudential policies and developments in credit and leverage. They find evidence suggesting that the presence of policies such as LTV and DTI limits, ceilings on credit growth, reserve requirements (RR), and dynamic provisioning rules are associated with reductions in the procyclicality of credit and leverage. IMF (2013b) investigates, also in a cross-country context, how (changes in) policies affect financial vulnerabilities (credit growth, house prices, and portfolio capital inflows) and the real economy (output growth and sectoral allocation), considering also whether effects are symmetric between tightening and loosening. It finds that both (timevarying) capital requirements and RRs are significantly negatively associated with credit growth and LTV limits and capital requirements are strongly associated with lower house price appreciation rates, and reserve requirements are associated with a reduction in portfolio inflows in emerging markets with floating exchange rates. It finds that LTVs appear to impact overall output growth, but no other policies do so.
Other cross-country studies focus on the relationships between macroprudential policies and risks of a financial crisis and developments in banks and international financing. Dell 'Ariccia et al. (2012) find that macroprudential policies can reduce the incidence of general credit booms and decrease the probability that booms end up badly. Macroprudential policies reduce the risk of a bust, while simultaneously reducing how the rest of the economy is affected by troubles in the financial system. Claessens et al. (2013) investigate how changes in balance sheets of individual banks in 48 countries over 2000-2010 respond to specific policies. They find that measures aimed at borrowers ̶ LTV and DTI caps, and credit growth and foreign currency lending limits ̶ are effective in reducing the growth in bank's leverage, asset and noncore to core liabilities growth. While countercyclical buffers also help mitigate increases in bank leverage and assets, few policies help stop declines in adverse times. Zhang and Zoli (2014) review the use of key macroprudential instruments and capital flow measures in 13 Asian economies and 33 other economies since 2000 and study their effects. Their analysis suggests that measures helped curb housing price growth, equity flows, credit growth, and bank leverage, with loan-to-value ratio caps, housing tax measures, and foreign currency-related measures having the most effect. And Bruno, Shim and Shin (2014) investigate, also for 12 Asia-Pacific countries, the relationship between macroprudential policies and capital flow management policies. They find that banking sector and bond market capital flow management policies are effective in slowing down bank and bond inflows respectively. They also find some evidence suggesting that macroprudential policies are more successful when they complement monetary policy by reinforcing monetary tightening than when they act in opposite directions.
Some cross-country studies focus specifically on developments in real estate markets. Crowe et al. (2011) and Cerutti et al. (2015) find that policies such as maximum LTV have the best chance to curb a real estate boom. Similarly, IMF (2011a) finds LTV tools to be effective in reducing price shocks and containing feedback between asset prices and credit. Kuttner and Shim (2013) , using data from 57 countries spanning more than three decades, investigate whether nine non-interest rate policy tools, including macroprudential instruments, help in stabilizing house prices and housing credit. Using panel regressions, they find that housing credit growth is significantly affected by changes in the maximum debt-service-to-income (DSTI) ratio, maximum LTVs, limits on exposure to the housing sector, and housing-related taxes. But the DSTI ratio limit only significantly affects housing credit growth when they use mean group and panel event study methods. And, of the policies considered, only a change in housing-related taxes impacts house price appreciation (see also Vandenbussche et al. 2012 ).
These and other cross-country studies are complemented by a second group of papers using micro-level evidence, mostly based on the use of only one or a few macroprudential policies. Jiménez et al. (2012) , using micro-level data, find for Spain that dynamic provisioning can be useful in taming credit supply cycles, even though it did not suffice to stop the boom (see also Saurina, 2009 ). More importantly, during bad times, dynamic provisioning helps smooth the downturn, upholding firm credit availability and performance during recessions. Using sectoral data, Igan and Kang (2012) find LTV and DTI limits to moderate mortgage credit growth in Korea. And macroprudential policies targeted at real estate borrowing appear to reduce real estate cycles in Hong Kong (Wong, Fong, Li and Choi, 2011) . Camors and Peydro (2014) investigate the effects of a large and unexpected increase in RR in Uruguay in 2008 using detailed, bank-firm matched data. Their evidence suggests some ambiguous results. On the one hand, credit growth declines on aggregate, but on the other hand more risky firms get more credit. They also document that larger and possibly more systemic banks are less affected. 4 Aiyar, Calomiris and Wieladek (2013), using bank-level information in the UK over the period 1998-2007, show that bank-specific higher capital requirements dampened lending by banks in the UK, with strong aggregate effects. A case study analyzing house prices for Israel (IMF, 2014b) suggests that macroprudential measures have effects, but only over the six-month period following adoption, with LTVs more effective than DP and CTC. And while policies reduce somewhat transactions, evidence is limited that they contribute to curb house price inflation. For another case study, Sweden, see IMF (2014b) .
Taken together, the empirical evidence on the effectiveness of macroprudential policies in managing credit flows and asset prices is still preliminary. This may be partly driven by differences in sample coverage and underlying policies studies. We contribute to this existing literature by studying the impact of a broad set of macroprudential policies in a large set of 119 countries -also classifying policies between borrowers and lender based policies -and by distinguishing the effects on different segments of credit markets (household versus corporate credit) as well as house prices. The fact that our paper covers a much larger set of countries and policies, which we see as a clear benefit of our study, could explain some of the differences in our results and those obtained in some of this earlier work.
The rest of the paper is organized as follows. Section 2 describes the way the data were collected. It documents the (relative) use of the various macroprudential policies over time, also differentiating by groups of countries, both by income levels and degree of de-facto capital account openness. Section 3 includes our empirical analysis, including a description of the methodology and data sources used for our dependent and control variables, and a review of the various robustness tests conducted. Section 4 concludes.
II. DATA
This section describes the data we use and reviews the use of macroprudential policies over time and across countries.
Macroprudential policies covered. Information on the actual use of macroprudential policies has been limited, in part because (the use of) tools are not always clearly identified (some countries have adopted more explicit frameworks, but most have not yet). Some data have been collected earlier for a smaller set of 42 countries by the IMF (see Lim et al., 2011) . The macroprudential data used in this paper come from a more recent and more comprehensive IMF survey, called Global Macroprudential Policy Instruments (GMPI) ̶ carried out by the IMF's Monetary and Capital Department during 2013-2014 (see Annex 1 and online Appendix for further details on the data and corresponding questionnaire). The survey was conducted by IMF staff and responses were received directly from country authorities. Using this database, we cross-check responses with the earlier 2011 survey, for which responses were cross-checked for quality with IMF country economists and, if needed, were clarified further with country authorities. In addition, we cross-checked responses in this database with other surveys (e.g., Kuttner and Shim, 2013 and Crowe et al 2011) to further ensure a high quality dataset.
The GMPI survey is very detailed and covers 18 different instruments, of which we focus on 12 specific instruments: General Countercyclical Capital Buffer/Requirement (CTC); Leverage Ratio for banks (LEV); Time-Varying/Dynamic Loan-Loss Provisioning (DP); Loan-to-Value Ratio (LTV); Debt-to-Income Ratio (DTI); Limits on Domestic Currency Loans (CG); Limits on Foreign Currency Loans (FC); Reserve Requirement Ratios (RR); and Levy/Tax on Financial Institutions (TAX); Capital Surcharges on SIFIs (SIFI); Limits on Interbank Exposures (INTER); and Concentration Limits (CONC).
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In addition to using these, we define LTV_CAP as the subset of LTV measures used as a strict cap on new loans, as opposed to a loose guideline or merely an announcement of risk weights; and RR_REV as the subset of RR measures that impose a specific wedge on foreign currency deposits or are adjusted countercyclically.
We aggregate these measures along the following two categories (for somewhat similar classifications, see Bank of England, 2011; Schoenmaker and Wierts, 2011; CGFS, 2010 , IMF 2011b , and ESRB, 2014 : those aimed at borrowers' leverage and financial positions (LTV_CAP and DTI ratios); and those aimed at financial institutions' assets or liabilities (DP, CTC, LEV, SIFI, INTER, CONC, FC, RR_REV, CG, and TAX). To consider the possible complementarity of, or substitution between, using the two borrower-oriented measures we also create a borrower union index, which is 1 if LTV_CAP or DTI is used and 0 otherwise, and a borrower intersection index which is 1 if LTV_CAP and DTI is used and 0 otherwise. We create an overall macroprudential index (MPI) which is just the simple sum of the scores on all 12 policies.
Instruments are each coded for the period they were actually in place, i.e., from the date that they were introduced until the day that they were discontinued (if this occurred during our sample period). Given our objective of analyzing as broad a set of countries and instruments as possible in this paper, we do not attempt to capture the intensity of the measures and any changes in intensity over time. Moreover, attaching a value to the degree of intensity of a particular measure unavoidably involves a certain degree of subjectivity that we want to avoid at this point. The survey data also does not allow for constructing objective measures across various countries and over time denoting whether and when instruments are actually binding. While the level/thresholds of each instrument may change over time, these may not capture the degree to which the instruments are actually binding, again especially hard to measure consistently across a large set of countries. Similarly, it is difficult to code the variations in the use of instruments objectively as a tightening or a loosening. We therefore construct simple binary measures of whether or not the instruments were in place.
Arguably, because of differences in independence from political and financial services industry pressures, variations in access to necessary information, and levels of institutional capacity to undertake analyses, the central bank is often considered better than other supervisory agencies or some other authority in conducting macroprudential policies. We do know which agency decided on the use of the specific macroprudential tool, but only for the last year of our sample, 2013. We use this information to create an index which is the fraction of macroprudential instruments used that were decided by the central bank in 2013. This can allow one to consider if policies are more effective when determined by the central bank. We create this index also separately for borrower-and bank-based instruments. Table  1a provides a detailed definition of each macroprudential variable and the groupings we use.
Usage of policies in general.
In the sample, 119 countries -of which 31 are advanced, 64 emerging, and 24 developing -are analyzed over the period 2000-2013. 6 As depicted in Figure 1 , countries generally increased their usage of macroprudential measures over time, starting with an average overall index (MPI) of just above 1 in 2000 and ending at almost 2½ in 2013. Most countries use concentration limits (CONC): in about 75 percent of the countryyear combinations across the 119 countries and 14 years under study is there use of CONC, with an even distribution across country groups (see Table 2 ). This is followed by INTER (29 percent), RR_REV (21 percent), LTV_CAP (21 percent), DTI (15 percent), LEV (15 percent), TAX (14 percent), FC (14 percent), CG (12 percent), DP (9 percent), CTC (2 percent), and SIFI (1 percent). These averages do hide some differences across countries.
Usage of policies by country groupings. Usage of macroprudential policy has been most frequent among emerging markets (see Figure 1) , consistent with their higher exposure to external shocks, including from volatile capital flows, and having more "imperfect" and generally less liberalized financial systems with more "market failures." Developing countries come in second in terms of usage, with advanced countries last, despite their recent increase in usage of macroprudential instruments. Among instruments and over the whole time period, CONC, INTER, and LEV, however, have been consistently used by advanced, emerging and developing countries alike (Figure 2 ). With LTV being relatively more used by advanced countries (maybe due to their concerns about housing sector related vulnerabilities, which are typically larger as mortgage markets are more developed), RR_REV and FC by emerging countries (maybe due to their concerns with large and volatile capital flows and related systemic risks), and DP and CG by developing countries (which also rely relatively more on RR_REV and FC).
III. EMPIRICAL ANALYSIS
We now analyze how the documented usage of the various macroprudential instruments relates to developments in credit markets and house prices. Specifically, we estimate how the MPI and its various sub-indexes relate to the growth in countries' credit and house prices using the following, base regression model:
where Y i,t captures our dependent variable, (aggregate or sectoral) real credit growth or real house prices credit growth in country i at time t. Our independent variables, all one period lagged and additional to the lagged dependent variable, are: Macropru i,t-1 , a vector with the aggregate index, MPI, or the presence of groups or individual macroprudential instruments; GDP i,t-1 , a vector with real GDP growth in the previous year; Bank Crisis i,t-1 , a vector capturing the presence of a banking crisis during the previous years as defined by Laeven and Valencia (2013) ; Policy i,t-1 , a vector with the central bank policy rate in the previous period; µ i , a country fixed effect to capture any non-time varying country specific conditions, including much of its level of economic and financial development, the relative mix of bank vs. market based financial intermediation, the concentration of its financial system, and various other (institutional) characteristics; and ε i,t , the error term. Throughout we report White-Huber robust standard errors clustered by country. Regression results are reported both for the full sample as well as for subgroups of countries, classified by income level and financial openness. In extensions, we also include other country control and interactions between these variables and MPI to analyze how the effects vary by countries' circumstances. And we also consider how the effects of macroprudential policies vary by the intensity and phases of the financial cycle.
We could estimate equation (1) using OLS with country fixed effects. However, this specification would lead to biased results due to the presence of a lagged dependent variable and country fixed effects. We therefore use the Arellano-Bond (1991) GMM estimator (using the "xtdpd" command in STATA, with one lag needed in the dependent variable so that we maximize sample size). We do report OLS results for the base regression, but in the remainder of the paper only report GMM estimates. Using lagged values for the macroprudential policy variables and the GMM regression techniques, which are a good fit given our small T and large N sample, also mitigate important endogeneity concerns between credit expansion, house prices changes and the adoption of macroprudential policies. For instance, countries may adopt macroprudential policies precisely at the time when the credit cycle is already peaking and any negative relationship found between the contemporaneous level of the macroprudential policy and credit growth may then reflect reverse causality.
Another possibility particularly relevant in recent years is that many countries adopted macroprudential policies in the wake of financial stability concerns and at the same time credit growth slowed as a result of weak demand and supply constraints at banks. Lacking valid instruments for macroprudential policy we cannot claim to have fully resolved these and other endogeneity issues, but using GMM regressions mitigates some of them. Table 3 presents the descriptive statistics for the main regression variables. A large variation is found for our various outcome variables. For instance, overall real credit growth ranges from -7.9 to 42.6 percentage points, with a standard deviation of 13.1 and a mean of 10 percentage points. There are country group differences here though, with the variability greater in emerging markets than in advanced countries. The Table also shows ample variation in the macroprudential policy index, which ranges from 0 to 7 with a mean of 1.8 and a standard deviation of 1.5. In the great majority of cases, 71%, it was the central bank that decided on the use of the macroprudential tools in 2013. In terms of other policy and control variables, the variation is also large. For example, the policy interest rate varies between 0.25% and 20%. And there is much variation also in terms of control variables; for example credit/GDP, our proxy for financial development, varies from 8% to 175%.
A. Main Regression Results
Table 4 provides the base regression results. Column 1 has the GMM regression results and Column 2 the OLS results for all the countries in our sample for which we have all the variables, 106 altogether. The remaining columns provide the GMM regression results for various sample splits, specifically by income level and degree of capital account openness.
The baseline regression results shows that the (lagged) overall index of the usage of macroprudential policies, MPI, is negatively, and statistically significant so, associated with the growth in (real) credit. This suggests that macroprudential policies have significant mitigating effects on credit developments. The OLS results, which are likely biased, are qualitatively still similar to the GMM results, although the magnitude of the estimated effect is smaller than when estimated using GMM.
In terms of control variables, lagged credit growth is positive, 0.245, indicating some persistence in credit developments at the country level. Economic growth has a positive coefficient, as expected, and a relatively high elasticity. The effect of a country experiencing a banking crisis on credit growth is negative and amounts to a reduction in credit of some 14 percentage points. There are some dampening effects of higher interest rates as the coefficient on the (lagged) policy rate is negative. In economic terms, however, this effect is relatively small, also compared to that of MPI. This suggests that macroprudential policies, as implemented on average, have been relatively more powerful compared to monetary policy. However, three important caveats to the interpretation of this result are in order. First, endogeneity concerns may not have been fully addressed. Second, the policy rate can be an imperfect proxy for the monetary policy stance.
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Third, importantly, monetary policy serves other objectives than just managing credit flows (such as exchange rate or inflation stabilization), making monetary policy less relevant by design in this dimension.
Differentiating by level of income, in columns 3-5, we find that the statistically significant negative relation of MPI with credit growth is strongest for developing and emerging markets, and much less so for advanced economies. This may reflect a number of factors. First, emerging markets have relied more on macroprudential policies than advanced economies have done. Second, advanced economies tend to have more developed financial systems which offer various alternative sources of finance and scope for avoidance, making it possibly harder for macroprudential policies to be effective.
The economic effect of macroprudential policies in the base regressions is substantial. Based on the estimates in column 3 for advanced economies, a one standard deviation change in the MPI index, reduces credit growth by some 2.2 percentage points. This is a large effect, equivalent to about 1/4 th the standard deviation in credit growth (9.04) for advanced economies. The economic effect is even larger for emerging markets. Based on the estimates in column 4, a one standard deviation change in the MPI index reduces credit growth by some 8.3 percentage points. This is a large effect, equivalent to about 2/3 rd the standard deviation in credit growth in emerging markets.
Differentiating next by the level of capital account openness, in columns 6-7, we find that macroprudential policies are more effective for relatively closed economies and less effective for relatively open economies, although the result remains significant in open economies, and the coefficient is more than twice as large in closed economies. This may reflect several factors. For one, relatively open economies may see more circumvention of macroprudential policies, including by borrowers substituting to nonbank sources of finance and obtaining funds through cross-border banking activities. This interpretation does indicate the need to consider macroprudential policies together with capital flow management policies. It may also be that more closed economies have less liberalized financial systems and may therefore find it easier to apply macroprudential policies more effectively. This suggests again the need to consider country-specific circumstances when designing and applying policies (see further Acharya 2013 and Shin 2013 on the adaptation of macroprudential, and microprudential, policies).
In terms of control variables, all are of the same sign as in the base regression and many are at similar levels of statistically significance. Some interesting differences are that the coefficients for lagged credit growth are the highest for advanced countries, followed by emerging markets and developing countries. This suggests more stability in credit developments in higher income countries. Some of this is confirmed in the higher coefficient for lagged credit growth in more open economies, which tend to be the more advanced countries. At the same time, the coefficient on GDP growth is smallest in size and not statistically significant for the sample of advanced countries. This suggests that credit developments in these countries are less related to economic developments, maybe as other parts of the financial system in these countries are more developed and more important to support economic activity. Conversely, as the coefficient is (just) statistically significant, credit may be more crucially related to economic activity for developing countries.
In terms of the interest rate variable, monetary policy appears less important for advanced countries and emerging markets in affecting credit growth, but more so in developing countries. Also, the policy rate seems to have less impact on credit growth in open economies, perhaps due to their more sophisticated and advanced financial systems offering alternative sources of finance to bank credit. Finally, banking crises' coefficients are larger in emerging markets and financially closed countries, but only statistically significant so in the case of advanced countries. This again could denote that emerging and developing economies offer fewer alternatives to bank finance as well face greater difficulties in overcoming crises using fiscal or monetary policies.
We next perform a number of regressions where we investigate various groups of individual macroprudential policies for overall credit growth. As we have 12 macroprudential policies, many groupings are possible. We focus on the two main ones, as also used in the descriptive section: borrower-based and financial institutions-based measures. Regressions in Table 5 shows that borrower-based measures are generally negatively related to credit growth, with coefficients the highest in emerging markets (columns 1-6). Financial institutions-based macroprudential policies are also associated with lower credit growth, especially in emerging and closed economies (columns 7-11). These results are consistent with the general finding reported earlier that macroprudential policies are more effective in emerging markets and relatively closed capital account countries than in advanced and relatively open countries.
We next analyze the relationships between groups of, and individual, macroprudential policies and growth in overall credit, as well as in credit to particular type of beneficiaries, namely households and corporations, and developments in (real) house prices, also differentiating by income group. We also consider here the possible complementarity of or substitution between using the two borrower-oriented measures, for which we use the borrower union index and the borrower intersection index, which indicate respectively whether LTV_CAP or DTI or both LTV_CAP and DTI are used. Table 6 reports these regression results in summary form ̶ it just reports the coefficients for the respective (group of) macroprudential variable, omitting the coefficients for the other right hand side variables as well as the R-squared. Note that the number of countries covered and observations included for the sectoral types of credit and house prices is much smaller than in the base regression results given the more limited coverage of sectoral credit breakdowns and house prices.
The results for overall credit are in Columns 1-4, with those in the top rows for overall MPI and the general borrower-based and financial institutions-based measures already reported in Tables 4 and 5 . The additional results for overall credit growth are regarding the borrower union, i.e., if both LTV_CAP and DTI are used, and intersection, i.e., if either LTV_CAP or DTI is used, indexes. These results suggest no clear complementarities between the two borrower-based measures in that the coefficients for the intersection are not statistically significant for any country groupings, whereas the coefficients for the union are similar to those for the general borrower-based index (note that, since the general borrower-index is the sum of LTV_CAP and DTI and runs from 0 to 2, not 0 or 1, it has a generally smaller coefficient) and again significant for all country groupings (except now not for advanced countries).
Columns 5-6 report the results for household credit growth. We find that in general borrower-based measures are associated with lower growth in credit to households, especially in emerging market economies, but also significantly so for advanced countries. There is again little indication of complementarities between the two borrower-based measures as the coefficients for the union index are similar. The coefficients of the various borrower-based measures on house prices have negative signs, but are not statistically significant (columns 7-8) . This is consistent with other findings that growth in house prices is more difficult to moderate using macroprudential policies. While not necessarily sufficient to reduce the adverse effects of housing booms and subsequent busts ̶ Crowe et al (2011) show that house price booms associated with increased leverage are the most destructive ̶ these findings do nevertheless suggest that borrower-based macroprudential policies can play a useful role in dampening household indebtedness, especially in advanced countries. 8 In terms of corporate sector credit growth, we find negative relationships with general macroprudential policies as well, but weaker than for household credit growth (columns 9-10). The smaller and statistically non-significant coefficients are not surprising as macroprudential policies, including the borrower-based measures, are typically not directly targeted at corporations, but rather at financial institutions or households. Moreover, corporations especially in advanced countries tend to have better access to sources of finance alternative to banks, such as capital markets, which are typically not subject to macroprudential policies. Of course, borrower-based measures could still affect businesses to the extent that firm owners use personal loans to finance their business, which may explain why the borrower-based union index is significantly negative in case of advanced countries.
Turning to the individual macroprudential policies, we find that caps on loan-to-value ratios (LTV_CAP), a borrower-based measure, are strongly associated in developing countries with lower overall credit growth, but also with less household credit in all countries. Debt to income (DTI) limits are important as well, especially for curtailing growth in household credit in both advanced and emerging markets, and corporate credit in emerging markets. Overall and confirming earlier results, these findings indicate that direct limits on borrowers can be very effective, especially through their effect on household credit given the large share of mortgages in aggregate credit (see Cerutti et al., 2015 , for cross-country evidence).
A second set of macroprudential policies that enters strongly are foreign currency limits (FC) which are negatively related to credit growth in all countries, but especially in emerging markets and developing countries, to corporate credit growth, again especially in emerging market, and to household credit in advanced countries. And usage of reserve requirements enters strongly in the subsample of emerging markets for any type of credit, but especially for corporate credit growth (its association with house price growth is positive, which is a finding we cannot easily explain, except for residual endogeneity, e.g., countries adopting macroprudential policies in face of rising house prices). Since reserve requirements in our sample are exclusively used in emerging economies, we cannot analyze their effectiveness in advanced economies.
In terms of the other macroprudential policies, dynamic provisioning, used almost exclusively in emerging markets, has a negative relation with overall credit growth. Leverage and counter-cyclical requirements have negative effects in developing countries. SIFI-related measures have a perverse, positive relation with overall credit growth in developing countries (but this is largely capturing the high credit growth in Mongolia at the end of the sample), but are otherwise not statistically significant for other income groups. Interconnection and concentration limits are negatively related to credit growth in all markets, with the effects for interconnection driven by emerging markets and developing countries. Interconnection limits also appear to reduce house price growth in emerging markets. Tax measures appear to have a dampening effect on growth in overall credit in developing countries and house prices in emerging markets. Otherwise, most other individual macroprudential policies used are statistically not significant negatively related to our credit and house prices growth variables.
Taken together, these results suggest that borrower-based measures have some impact for most type of countries, while foreign currency related measures are more effective for emerging markets. On the whole, this suggests that there appears to be scope for targeted macroprudential policies such as LTV and DTI ratios in advanced economies and foreign currency related policies in emerging markets. These are important findings especially given the at times adverse effects for overall financial and economic stability of real estate developments in advanced countries and of international capital flows for emerging markets.
B. Extensions and Robustness
We next conduct a number of extensions and robustness tests to our main analyses. The results so far have not explicitly considered the possibility of circumvention of policies. In advanced and open countries in particular, there are legitimate concerns that macroprudential policies are being circumvented through cross-border banking and other forms of external financing. We therefore study how the relative reliance on cross-border credit (the share of cross-border claims to total claims to the non-financial sector) relates to the overall use of macroprudential policies. We do this by replacing the dependent variable by this cross-border credit ratio, and including its lag on the right hand side. Regression specifications are otherwise unaltered compared to Table 4 and results are reported in Table 7 .
We find that the greater use of macroprudential policies is indeed associated with more reliance on cross-border claims, statistically significant so for open economies. The economic importance is considerable. Based on the estimates for the open economies' sample in column 2, a one standard deviation increase in the MPI index increases the crossborder ratio by 6 percentage points, which is about 1/3 rd the standard deviation of the crossborder ratio. These findings, while perhaps not surprising, do again point to the need to consider macroprudential and capital flow management policies simultaneously and in an integrated manner (see further Ostry et al 2012).
Since the regression results so far suggest that the effectsof macroprudential policies can vary by type of country ̶ advanced, emerging or developing, we next include a number of additional country characteristics directly, which we also interact with MPI. Specifically, we include the country's (lagged) GDP per capita (in logs), ICRG index of institutional quality, level of credit relative to GDP, exchange rate regime, and de jure financial openness, with all these variables included directly as well interacted with the MPI.
9 Table 8 reports in summary form the one-by-one regression results. Specifically, there are columns for all countries included altogether, followed by the various splits by income level and degree of capital account openness, and rows for the specific country characteristics. In each cell, the coefficient for the respective interaction of the country variable with MPI is then reported.
The interaction with the level of economic development (as proxied by the log of per capita income) does not enter significantly for any group. The same largely holds when interacting MPI with a measure of the quality of institutions (i.e., the ICRG index of institutional development), since it is in all countries, except for closed economies, not significant. In other words, there is limited support for the view that (institutionally) more developed countries have greater ability to enforce macroprudential policies and make them more effective. There is some evidence that countries with deeper financial systems have more difficulty enforcing policies in that for the sample of developing and closed countries the coefficients for the interaction of the credit to GDP variable with MPI are positive.
The interaction of MPI with the exchange rate regime enters positive for open economies, suggesting that when having more flexible exchange rates these countries have greater difficulty to control overall credit. This could be because exchange rate appreciations (depreciations) related to capital inflows (outflows) further exacerbate domestic boom and bust financial cycles. There is limited support for this view though from the regressions using the interactions with de jure financial openness in that the coefficient for openness is only statistically significant positive for developing countries.
It can be expected that the effects of macroprudential policies vary by the intensity and phase of the financial cycle. For one, macroprudential policies may be more effective when the financial cycle is more intense, i.e., if credit (or house prices) increases (or decreases) are greater. And, importantly, macroprudential policies are meant to be mostly ex-ante tools, that is, they should help reduce the boom part of the financial cycle. To the extent that they are operative in the downward part of the financial cycle, they are meant to limit declines in credit and asset prices. If correct, this would mean that their presence should be associated with positive coefficients in this phase, not negative ones.
To investigate these issues, we first interact MPI with the growth rate in credit. We next analyze whether the effects of macroprudential policies depend on the phase of the credit cycle, considering whether there may be additional effects of macroprudential policies in case of exceptionally high or low credit growth. We therefore create two dummies, for if the growth rate falls into either the top 10% or bottom 10% of the country specific observations. We then run this regression two ways, including the two dummies one at a time and both simultaneously, including every time MPI as well. Regression specifications are otherwise unaltered and results are reported in Table 9 , again in summary form, i.e., without providing the coefficients for the other right hand side variables and R 2 s.
We find some support that macroprudential policies are more effective if the financial cycle is intense in that the coefficients for the interaction term between the MPI and credit growth variables are negative for all groups of countries and statistically significant so in case of advanced countries and open economies. This suggests that macroprudential policies have additional effects when credit growth is higher, especially in more developed and financially open economies. The next results, rows 2-3, provide support for asymmetry in the effects of macroprudential policies during boom vs. bust phases. Specifically, the two dummies have the predicted opposite signs, negative if the growth rate falls into the top 10% for the country specific observations and positive if the growth rate falls into the bottom 10%. These patterns exist for all groups of countries (the exception is for developing countries where the coefficient for the dummy for bottom 10% growth rates is negative, but not statistically significant) with coefficients statistically significant in the majority of cases.
The next results, rows 4-6, should be read together as they refer to regression results when the two dummies (and the MPI) are included at the same time. It confirms the finding that macroprudential policies work differently for large positive vs. large negative credit growth. The additional dampening effect of macroprudential policies when credit growth displays an exceptionally high positive growth rate is there again for all groups of countries, with only the coefficients for the advanced and developing countries not statistically significant. The interaction of MPI with the dummy if growth is very low is mostly positive, but never statistically significant. The difference, however, is statistically significant in all cases but for the developing countries. Altogether, these finding suggest that the effects of macroprudential policies depend both on the intensity and phase of the financial cycle.
Lastly, we also consider whether there was some obvious sample selection in that some countries may, for a variety of reasons, have chosen not to use any macroprudential policy. We therefore exclude from the sample all those countries that did not use any macroprudential policy in 2013. This reduces the sample by 11 countries and the number of observations by 100. The regression results, reported in Table 9 , row 7, show that this does not alter any of the main regression results, with MPI again statistically significant negative and of similar size for all groups of countries as in the base regression (Table 4) .
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IV. CONCLUSIONS
We have documented the use of various macroprudential policies in a large sample of countries over the 2000-13 period using a novel dataset and studied the relationships between the use of these policies and developments in credit and housing markets to analyze the effectiveness of macroprudential policies in dampening financial cycles. We find that macroprudential policies are used more frequently in emerging economies, with especially foreign exchange related policies used more intensively. Borrower-based policies are used more in advanced countries. We find that policies are generally associated with reductions in the growth rate in credit, with a weaker association in more developed and more financially open economies, and can have some impact on growth in house prices. We also show that using policies can be associated with relatively greater cross-border borrowing, suggesting countries face issues of avoidance. We do find evidence of some asymmetric impacts in that policies work better in the boom than in the bust phase of a financial cycle.
Taken together, the results suggest that macroprudential policies can have a significant effect on credit developments. We also find that the effectiveness of policies is both instrument and country specific, and that circumvention of policies is a real challenge. An interesting question for future research is the extent to which countries can limit circumvention by adapting their forms of bank regulations and adopting certain capital flow management tools. 10 We also did some further checks: (i) We added time fixed effects in addition to the systemic crisis dummies. Regression results (not reported) changed for crisis dummies but the message remains the same for the impact of the use of macroprudential policies; (ii) We also considered whether the effects of macroprudential policies varied depending on which agency was in charge. We used the index of the fraction of macroprudential instruments used that were decided by the central bank in 2013 as an additional explanatory variable, also interacted with MPI and (groups) of individual macroprudential policies. Regression results (not reported) did not reveal any clear evidence that the impacts of macroprudential policies vary by which agency is in charge. 
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Closed Economies Open Economies
Variables
Va ri a bles Corp Credi t Growth HH Credit Growth Credit Growth
House Price Growth Notes: The estimates are determined using Arellano-Bond GMM treating the instrument and the control variables of cross-border ratio, GDP growth, the crisis dummy, and the policy rate as endogeneous. The dependent variable is the ratio of cross-border claims to total nonfinancial claims. All variables except the categorical ones are winsorized at the 5 percent level. Country fixed effects control for individual trends. The regressions are performed over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] . Arellano-Bond robust standard errors clustered by countries are in brackets. ***, **, and * indicate significance at the 1, 5, and 10 percent levels, respectively. Notes: The estimates are determined using Arellano-Bond GMM treating the instrument and the control variables as endogeneous. The dependent variable is real credit growth. MPI, credit growth, GDP growth, crisis, and the policy rate are included in each regression (omitted in the table). The other regressors are added separately to the baseline regression (except the interaction terms, which always enter with the associated independent variable), but their coefficients are represented in the same column for compactness. All variables except the categorical ones are winsorized at the 5 percent level. Country fixed effects control for individual trends. The regressions are performed over the period 2001-2013. Arellano-Bond robust standard errors are in brackets. ***, **, and * indicate significance at the 1, 5, and 10 percent levels, respectively. The estimates are determined using Arellano-Bond GMM treating the instrument and the control variables as endogeneous. The dependent variable is real credit growth. MPI, credit growth, GDP growth, crisis, and the policy rate are included in each regression (omitted in the table). In the first section of the table, the other regressors are added separately to the baseline regression (except the interaction terms, which always enter with the associated independent variable), but their coefficients are represented in the same column for compactness.
Variables
In the second section of the table, all of the coefficients are determined in a single regression. In the third section of the table, countries whose MPI is equal to 0 in 2013 are omitted from the regression. The main source of the aggregated dataset put together for our analysis of the use and effectiveness of macroprudential policies is the IMF survey on Global Macroprudential Policy Instruments (GMPI), which was carried out by Luis Jacome, Yitae Kim and Claudia Jadrijevic (all IMF staff) during 2013-2014. 11 The central banks/national authorities of 125 member countries and the Central Bank of West African States (BCEAO) provided responses to more than 100 detailed questions on about 17 key macroprudential policy tools. In addition to these responses, we also used several of the more than 350 attachment files that countries included in the survey to complement the responses. We also cross-checked GMPIresponses with those in other surveys (e.g., Kuttner and Shim, 2013 and Crowe et al, 2011) as well as our own web-based and other searches, all to further ensure a high quality dataset.
We focus on 12 macroprudential instruments included in the GMPI Survey and compute time series dummy indicators on the usage of each instrument for each of the 120 countries included in our sample during the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] Instruments are each coded for the period they were actually in place, i.e., from the date that they were introduced until the day that they were discontinued (if this occurred during our sample period). Given our objective of analyzing as broad a set of countries and instruments as possible in this paper, we do not attempt to capture the intensity of the measures and any changes in intensity over time. Moreover, attaching a number to the degree of intensity of a particular measure unavoidably involves a certain degree subjectivity that we want to avoid at this point. The survey data also does not allow for constructing objective measures across various countries and over time denoting when instruments are binding. While the level/thresholds of each instrument may change over time, these may not capture the degree to which the instruments are actually binding, again especially hard to measure consistently across a large set of countries. Similarly, it is difficult to code the variations in the use of instruments objectively as tightening and loosening. We therefore construct simple binary measures of whether or not the instruments were part of the policy choices.
The tables included in this annex show the overall aggregated index (Macroprudential Index-MPI), the two main sub-aggregates (Borrower-Targeted Instruments and Financial Institution-Targeted Instruments), as well as variables capturing the Central Banks' Oversight of Macroprudential Policies. These tables as well as the individual ones for each of the 12 instruments covered are available in Excel, together with the paper, on the IMF website at http://www.imf.org/external/pubind.htm 1  1  1  1  1  1  1  2  3  3  3  3  3  3  1  Angola  0  0  0  0  0  0  0  1  1  1  1  3  3  3  1  Argentina  3  4  4  5  5  5  5  5  5  5  5  5  5  5  1  Armenia  3  3  3  3  3  3  3  3  3  3  3  3  3  3  1  Australia  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0  Austria  0  0  0  0  0  0  0  0  0  0  1  2  2  2  0  Azerbaijan  0  1  1  1  1  2  2  2  2  2  3  3  3  3  1  Bahamas  1  1  1  1  2  3  3  3  3  3  3  3  3  3  1  Bahrain  3  3  3  3  3  3  3  3  3  3  3  3  3  3  1  Bangladesh  2 0  0  0  2  2  2  2  2  2  2  2  2  2  2  1  Dominican Republic  0  0  1  1  1  1  1  1  1  2  2  2  2  2  1  Ecuador  2  4  5  5 France  2  2  2  2  2  2  2  2  2  2  2  3  3  3  0  Georgia  1  1  2  3  3  3  3  3  3  3  3  3  3  3  1  Germany  0  0  0  0  0  0  0  0  0  0  2  2  2  2  0.5  Ghana  2  2  2  2  3  3  3  3  3  3  3  3  3  3  0.7  Guyana  0  0  0  0  0  0  0  0  0  0  0  0  0  0  -Haiti  1  2  2  2  2  2  2  2  3  3  3  3  3  3  1  Honduras  0  0  0  0  0  1  1  1  1  1  1  1  2  2  0.5  Hong Kong  3  3  3  3  3  3  3  3  3  3  3  3  3  3  1  Hungary  0  0  0  0  0  0  0  0  0  0  3  4  4  4  0.5  Iceland  1  2  2  2  2  2  2  2  2  2  2  2  2  2  0  India  1  1  1  1  1  1  1  2  2  2  2  2  2  2  0  Indonesia  0  0  0  0  0  1  1  1  1  1  1  1  2  2  0.5  Ireland  0  0  0  0  0  0  0  0  0  0  0  0  0  0  -Israel  1  1  1  1  1  1  1  1  1  1  2  3  4  5  1  Italy  2  2  2  2  2  2  2  2  2  2  2  2  2  2  1  Jamaica  0  0  1  1  2  2  2  2  2  2  2  2  2  2  0.5  Japan  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0  Jordan  1  2  2  3  3  3  3  3  3  3  3  3  3  3  1   Table A1 1  1  1  1  1  1  1  1  1  1  1  1  1  2  1  Kenya  0  0  0  0  0  0  0  0  0  0  0  0  0  0  -Kosovo  0  0  0  0  0  0  0  0  0  0  0  0  2  2  1  Kuwait  2  2  2  2  3  3  3  3  3  3  3  3  3  3  1  Kyrgyz Republic  0  1  1  2  3  3  3  3  3  3  3  3  3  3  1  Lao PDR  2  2  2  2  2  2  2  2  2  2  2  2  2  2  1  Latvia  0  0  0  0  0  0  0  1  1  1  1  2  2  2  0  Lebanon  2  2  2  2  2  2  2  2  3  3  3 Mexico  0  2  2  2  2  2  2  2  2  2  2  2  2  2  0  Moldova  2  2  2  2  2  2  2  2  3  3  3  3  3  3  1  Mongolia  3  3  3  3  3  3  3  3  3  3 1  1  1  1  Morocco  3  3  3  3  3  3  3  3  3  3  3  3  3  3  1  Mozambique  2  3  3  3  3  3  3  3  3  3  3  3  3  3  1  Nepal  2  2  2  2  2  2  2  2  2  3 1  1  1  1  1  1  2  2  2  2  2  2  2  2  1  Serbia  0  0  0  0  1  2  3  3  4  4  4  5  5  4  1  Singapore  1  1  2  2  2  2  2  2  2  2  2  2 0  0  1  1  1  2  2  3  3  3  3  4  4  4  0.5  Spain  3  3  3  3  3  3  3  3  3  3  3  3  3  3  0.3  Sri Lanka  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  St. Kitts and Nevis  1  1  1  1  1  2  2  2  2  2  2  2  2  2  1  Sudan  1  1  1  1  2  2  2  2  2  2  2  2  2  2  1  Sweden  0  0  0  0  0  0  0  0  0  0  1  1  1  1  0  Switzerland  0  0  0  0  0  0  0  2  3  3  3  3  3  5  0.4  Tajikistan  2  2  2  2  2  2  2  2  2  2  2  2  4  4  1  Thailand  0  0  0  1  1  1  1  1  1  1  1  2  2  2  1  The Gambia  1  1  1  1  1  1  1  1  2  2  2  2  2  2  1  Timor-Leste  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  Tonga  0  0  0  0  0  0  0  0  0  0  0  0  0  0  -Trinidad and Tobago  2  2  2  2  2  2  2  2  4  4  4 Arab Emirates  2  2  2  2  2  2  2  2  2  2  2  3  3  3  1  United Kingdom  0  0  0  0  0  0  0  0  0  0  0  0  0  0  -United States  2  3  3  3  3  3  3  3  3  3  3  3 Chile  2  2  2  2  2  2  2  2  2  2  2  2  2  2  1  China  0  0  0  0  2  2  2  2  2  2  2  2  2  2  0  Colombia  2  2  2  2  2  2  2  2  2  2  2  2  2  2 
