This paper employs concepts from information theory to choosing the dimension of a data set. We propose a relative information measure connected to Kullback-Leibler numbers. By ordering the series of the data set according to the measure, we are able to obtain a subset of a data set that is most informative. The method can be used as a first step in the construction of a dynamic factor model or a leading index, as illustrated with a Monte Carlo study and with the U.S. macroeconomic data set of Stock and Watson [21].
Introduction
With the proliferation of huge data sets a natural question to ask is how much information there is in a data set. Is there an 'optimal' size of the data set in relation to some variable(s) of interest, in other words can we confine attention to a subset of the series instead of having to monitor all series in a data set? The question seems especially relevant for factor models, which exploit the idea that movements in a large number of series are driven by a limited number of common 'factors'. For a recent overview see Bai and Ng [4] .
Although convergence of factor estimates requires large cross-sections and large time dimensions, see e.g. Forni and Lippi [9] and Bai [1] , the data set need not be very large to obtain reasonably precise factor estimates.
Boivin and Ng [6] and Inklaar, Jacobs, and Romp [13] find that some 40 variables are sufficient using Monte Carlo simulations and a comparison to conventional NBER-type business cycle indicators, respectively. Bai and Ng [2] also conclude that the number of series need not be very large to get precise factor estimates. The question whether we can confine attention to a subset of the variables is also relevant for the construction of leading indexes, which aims at selecting indicators with predictive power out of a large number of candidates too.
1
Building upon Otter and Jacobs [18] , the paper exploits concepts from information theory, in particular Kullback-Leibler numbers, to analyse infor- 1 Another issue in the construction of (dynamic) factor models is the determination of the number of factors. For a discussion of the literature and a criterion for the determination of the number of factors see Otter, Jacobs and den Reijer [19] . mation in the data. 2 We propose a relative information measure based on
Gaussian distributed data with a clear link to Kullback-Leibler numbers. The measure is discussed in more detail assuming an approximate factor structure in the data. A recursive procedure including a test is given whether an additional variable adds information. Ordering the series of the data set according to the measure enables us to identify a subset of a data set that is most informative. The method can be used as a first step in the construction of a dynamic factor model or a leading index.
Our paper is related to Bai and Ng [5] , who study 'hard' and 'soft' thresholding to reduce the influence of uninformative predictors for a variable from the point of view of factor forecasting. Hard thresholding involves some pretest procedure, while under soft thresholding the top ranked predictors according to some soft-thresholding rule are kept. Our paper fits into the category of soft thresholding; we also seek to identify a subset of a larger data set that is most informative. However, in contrast with the penalized regression models studied by Bai and Ng [5] , the Least Absolute Shrinkage Selection Operator (LASSO) model of Tibshirani [22] and the elastic net rule of Zou and Hastie [24] , our method is based on a quantitative measure of information adopting a factor model framework and does not rely on an external regression method.
We illustrate the concepts with a Monte Carlo simulation and with the macroeconomic data set of Stock and Watson [21] , which consists of 132 monthly U.S. variables and runs from 1959-2003. We find that relative in-formation is indeed maximized for a limited number of series. In the Stock and Watson data set relative information is maximized for 40-50 series, if we are interested in modelling industrial production and CPI inflation.
The paper is structured as follows. Section 2 discusses our relative information measure, how it works out assuming an approximate factor structure in the data, and presents a test procedure. After a Monte Carlo study in Section 3, we apply our method to the U.S. data set of Stock and Watson [21] in Section 4. Section 5 concludes.
Information in data 2.1 Kullback-Leibler numbers and information
with x = C x. The so-called Kullback-Leibler numbers are defined as
and G = G 1 + G 2 is the measure of information for discriminating between the two density functions with G = 0 in case f 1 (x) = f 2 (x) and G = ∞ in case of perfect discrimination, see Young and Calver [23] , p245. For a general background see Burnham and Anderson [7] .
For tr (Γ ) = tr(Λ) = N we have G 1 = −logdet(Λ), where G 1 is the mean information in x for discriminating between f 1 (x) and f 2 (x), see Kullback and Leibler [15] , and
from which it can be seen that G is small (not discriminating) if the eigenvalues λ j are close to 1, but becomes large (discriminating) for "small" eigenvalues.
We can also use the entropy measure. Let x t again be an N -dimensional vector of observed data at time t, t = 1, . . . , T . The data is demeaned and normalized, and normally distributed with mean zero and variance E(x t x t ) = Γ , i.e. 
where c ≡ log(2π) + 1 ≈ 2.84, with 2H x,max = cN in case Γ = I N , see e.g. Goodwin and Payne (1977) [10] . The information or negentropy is defined
which is zero in case Γ = I N . This measure coincides with Kullback-Leibler information G 1 . We define the relative information as 
Relative information measure Inf
R n in the approximate factor model
In this section we consider the relative information measure in more detail assuming an approximate factor structure in the data. Let the n-dimensional data vector x t be driven by k factors
where B n ∈ R n×k is the matrix of factor loadings, and the idiosyncratic errors ε t are allowed to be 'weakly' correlated across n and t. Since a dynamic factor model with q factors and p lags can be written as a static factor models with r = q(p + 1) factors (see e.g. Bai and Ng [4] , Section 2), the approximate factor model of Equation (5) is sufficiently general to cover the static and the dynamic case. The generalized dynamic factor structure of Forni and Lippi [9] and Forni et al. [8] can be dealt with too.
The variance between the n elements of x t is equal to Γ (n) = B n B n +Ψ 11 .
Adding a variable x n+1,t we have
where
. This condition can be tested by means of the procedure described in Section 2.3 below.
Using the rule of determinants for partitioned matrices we get
with
After some calculations the following relation between the relative information measures Inf R n+1 and Inf R n can be established:
Therefore a variable x n+1,t adds relative information, i.e. Inf
The second term on the right-hand side of Equation (8) serves as a threshold.
A recursive procedure
From the foregoing we have 2Inf n = − log det(Γ (n)) and Inf
(i) Let the first variable, i.e. the target variable, be x 1,t and a collection of
where r 1,i is the correlation between x 1,t and x i,t . Choose
is maximum.
(ii) From Equation (7) we have for n = 2, 3, . . .
Choose the variable {x j,t , j = n+1, . . . , N } such that a n+1 is maximum.
Then we have from Equation (8) Inf
(iii) The procedure is related to Canonical Correlation (CC) and can be sim-
with Γ (n) = CΛC regular and
i.e. U U = U U = I n and v 2 = 1 obtained by the SVD:
) which is maximized by choosing (x j,t , j = n+1, . . . , N ) such that φ 1,n+1 is maximum, assumed to be less than one. The eigenvalues ofΓ (n + 1) areλ 1 = 1 + φ 1,n+1 ,
and 2Ĩ nf n+1 is maximized by minimizing the smallest eigenvalue ofΓ (n + 1) for n = 3, 4, . . ..
The eigenvalues can be related to the Kullback-Leibler (KL) measure 2G, see Equation (2) . For Γ (n + 1) with eigenvalues {λ j , j = 1, . . . , n + 1} we have
all positive x, and forΓ (n + 1) we haveĨ nf n+1 ≤
, from which it can be seen that the upper bound is maximized by choosing φ 2 1,n+1 maximum.
Inf n+1 andĨ nf n+1 are related as follows. Taking determinants from
we have after some calculations det(Γ (n + 1)) = det(Λ −1 ) det(Γ (n + 1)), so
) and
with starting value
we have from Equation (8) with a n+1 = φ 2 1,n+1
which is positive if δ < 1, negative if δ > 1, and zero if δ = 1. 
follows asymptotically a χ 2 -distribution with n degrees of freedom, see e.g.
Muirhead [16] . Testing the hypothesis φ 1 = 0 is basically testing whether the transformed vector (x tx n+1,t ) has maximum entropy, i.e. no correlation at all.
MSE-prediction
From the foregoing we havex t = L 1 x t with L 1 = U Λ −1/2 C . Given a realizationx n+1,t = v −1 x n+1,t the conditional mean (predictor) ofx t is x P t = Σx n+1,t with conditional variance var{x The conditional MSE-predictor of x t itself is
where u 1 is the first column of the orthonormal matrix U . The conditional
, from which it can be seen that Γ (n) exceeds var{x 
Comparison to standard information criterion-based measures
Let X = x 1 X * ∈ R T ×N with x 1 ∈ R T the time series of the target variable x 1,t and X * the ordered data set according to the procedure described above. Apply a Singular Value Decomposition (SVD)
where U 1 ∈ R T ×k consists of the first k principal components (PC) of X.
This procedure is identical to Stock and Watson [20] , who propose principal components as an estimator for unobserved factors F SW and, subsequently, employ a linear projection of the data on the factors to estimate the factor loadings. The largest k eigenvectors of the sample covariance matrix 1 T X X can be obtained as 
To see the equivalence, employ Equation (9) for X, which leads
We partitionX = x 1X * = U 1 S 1 c 11C12 and
The PC estimate of x 1 isx 1 = U 1 S 1c11 with error ex 1 = U 2 S 2c21 and it holds that (x 1x 1 +e x 1 ex 1 )/T = 1 and so, we can interpret the commonality ratiox 1x 1 /T as the part of the variance that can be approximated by using the factor basis U 1 S 1 .
The Akaike information criterion (AIC) for this model (see e.g. Greene
[11] Section 7.4) becomes
where X X/T = CΛC with s 2 j /T =λ j and T > N . The quality of the selection procedure can be judged with the AIC of Equation (10) for increasing number of variables n.
Monte Carlo experiment
We generate data from the generalized dynamic factor structure
where 
2. the filters B ik (L) , (i = 1, ..., n; k = 1, ..., q) are randomly generated independently from the F jt 's by the AR loadings: As a final step, the idiosyncratic part is magnified by σ ≥ 1.
We calibrate the Monte Carlo simulation with T = 500, N = 200, k = 3, σ = 3, ρ = 0.2 and finally, we magnify the idiosyncratic part by i/N and the common part by (N − i) /N for i = 1, ..., N . Then, we implement the recursive procedure of Section 2.3 using the first generated variable of the simulation as the target variable. Figure 1 shows the relative information criterion and the p-values of the variable addition test statistic. Figure 2 shows the corresponding commonality ratiox 1x 1 /T , and the AIC criterion of Section 2.5. For both figures, the ordered data set runs from n = 4, ..., N to ensure that the number of variables is larger than the number of factors k = 3. Note that the second term in Equation (10) We conclude that our relative information measure, the commonality ratio and the AIC lead to a selection of around 20 series. However, unlike the other two statistics, our measure does not rely on a priori knowing the number of factors. 
Application
In the application below, we use the relative information measure introduced above to order a macroeconomic data set. Plots of the relative information measures against the number of variables indicate which subset is most informative for factor modelling.
The Stock and Watson data set
In this section we evaluate the performance of the suggested approach on the U.S. macroeconomic data set of [21] , which consists of monthly observations on N = 132 macroeconomic time series from 1959M1 up to and including 2003M12 (T = 540). The series cover 14 categories: real output and income; employment and hours; real retail, manufacturing and trade sales;
consumption; housing starts and sales; real inventories; orders; stock prices; exchange rates; interest rates and spreads; money and credit quantity aggregates; price indexes; average hourly earnings; and miscellaneous. The series are transformed by taking logarithms and/or differencing when necessary to assure approximate stationarity. In general, first differences of logarithms (growth rates) are used for real quantity variables, first differences are used for nominal interest rates, and second differences of logarithms for price series (changes in inflation). Moreover, the series are adjusted for outliers by replacing the observations of the transformed variables with absolute median deviations larger than 6 times the interquartile range with the median value of the preceding 5 observations. The specific transformations and the list of series are given in Appendix A of Stock and Watson [21] .
Concerning the number of factors to represent the data set, different test procedures are proposed and employed. For instance, Hallin and Liška [12] find k = 1 factor for the whole sample, but k = 3 factors for the period 1960-1982. Onatski [17] restricts the analysis to business cycle frequencies and explicitly excludes cycles longer than 10 years. Employing his test procedure as an algorithm procedure results in k = 1 factors. Bai and Ng [3] estimate k = 4 factors, but point out that there is substantial variation over the sample. Finally, Otter, Jacobs and den Reijer [19] also find k = 1 for the whole sample and substantial variation for the first part. In the computation of the AIC and the commonality ratio below, the number of factors is set to k = 3. This choice does not affect the relative information outcomes which are based on the recursive procedure of Section 2.3.
Information in the data set
Using the recursive procedure described in Section 2. Finally, variables enter the ordered data sets in clusters. For IP, the relative information measure first selects a group of industrial production variables, followed by employment series, interest rates and spreads, and housing starts and sales. With CPI as target variable, the relative information measure starts with picking price indices, followed by employment, orders, interest rates and spreads, housing starts and sales, and employment. This paper fruitfully applied concepts from information theory in the analysis of large data sets. We defined a relative information measure linked to Kullback-Leibler numbers. The application of the measures enabled us to order a data set and to identify a subset of the data that is most informative.
We illustrated our methods with a Monte Carlo study and the Stock and
Watson U.S. macroeconomic data set consisting of 132 times series variables with 540 observations. Both analyses show that relative information is maximized for a limited number of series. In the Stock and Watson data set relative information is maximized for around 40-50 series if we are interested in modelling industrial production and CPI inflation. We conclude that our method can indeed produce a considerable reduction in the dimension of a data set, which implies less series that have to be monitored.
Our relative information measure is based on the eigenvalues of the covariance matrix of the data, which is only defined if the number of observations T exceeds the number of series N . Future research will deal with the mirror situation of N > T . 
