In an online k-server routing problem, a crew of k servers has to visit points in a metric space as they arrive in real time. Possible objective functions include minimizing the makespan (k-Traveling Salesman Problem) and minimizing the sum of completion times (k-Traveling Repairman Problem). We give competitive algorithms, resource augmentation results and lower bounds for k-server routing problems in a wide class of metric spaces. In some cases the competitive ratio is dramatically better than that of the corresponding single server problem. Namely, we give a 1 + O((log k)/k)-competitive algorithm for the k-Traveling Salesman Problem and the k-Traveling Repairman Problem when the underlying metric space is the real line. We also prove that a similar result cannot hold for the Euclidean plane.
Introduction
In a k-server routing problem, k servers (vehicles) move in a metric space in order to visit a set of points (cities). Given a schedule, that is, a sequence of movements of the servers, the time at which a city is visited for the first time by one of the servers is called the completion time of the city. The objective is to find a schedule that minimizes some function of the completion times.
We study k-server routing problems in their online version, where decisions have to be taken without having any information about future requests. New requests may arrive while processing previous ones. This online model is often called the real time model, in contrast to the one-by-one model, which is the more common model in texts about online optimization [6] , but inadequate for server routing problems. The same real time model is also the natural model and indeed is used for machine scheduling problems [24] . In fact, many of the algorithms for online routing problems are adaptations of online machine scheduling algorithms.
Competitive analysis [6] has become the standard way to study online optimization problems: an online algorithm A is said to be c-competitive if, for any instance σ , the cost of A on σ is at most c times the offline optimum cost on σ . This worst-case measure can be seen as the outcome of a game between the online algorithm and an offline adversary, that is trying to build input instances for which the cost ratio is as large as possible.
There is an abundant amount of literature on offline server routing problems, both in past and recent times [8, 11, 13, 15, 20] . Online single server routing problems have a recent but growing literature. The first paper by Ausiello et al. [3] introduced the model for the online traveling salesman problem. Later works investigated competitiveness of the more general dial-a-ride problems, in which requests consist of objects that need to be transported from a source to a destination [1, 12] , and studied different objective functions or different adversarial models [2, 4, 5, 14, 18, 19, 22 ]. An overview of single server results is contained in the thesis [21] .
Prior to this publication, there was essentially no work on online multi-server routing problems, except for some isolated algorithms [1, 4] . We give competitive algorithms and negative results for online multi-server routing problems, with the objective of minimizing either makespan or sum of completion times. We consider the variant known as nomadic, in which the servers are not required to return at the origin after serving all requests; the above cited previous results apply to the other variant, known as the homing traveling salesman problem. Apart from being the first work dedicated to multi-server online routing problems, the results are somewhat unexpected. We give the first results of online problems for which multiple server versions admit lower competitive ratios than their single server counterparts. This is typically not the case for problems in the one-by-one model; for example, it is known that in the famous k-server problem [23] the competitive ratio necessarily grows linearly with k.
It may also be useful to draw a comparison with machine scheduling, which is closer to routing problems in many ways. In scheduling, multiple machine problems have been the subject of much research [24] . In the one-by-one model, competitive ratios increase with increasing number of machines. In real time online scheduling, nobody has been able to show smaller competitive ratios for multiple machine problems than for the single machine versions, though here lower bounds do not exclude that such results exist (and indeed people suspect they do) [9, 10] .
The rest of our paper is structured as follows. After introducing our model in Sect. 2, we give in Sect. 3 competitive algorithms and lower bounds for both the k-Traveling Salesman and the k-Traveling Repairman in general spaces. For these algorithms, the upper bounds on the competitive ratio match those of the best known algorithms for the single server versions. In Sect. 4, we show that in the case of the real line we have an almost optimal algorithm for large k. The same result cannot hold in the Euclidean plane, as we show in Sect. 5. We give our conclusions in Sect. 6.
Preliminaries
We assume a real time online model, in which requests arrive over time in a metric space M. Every request is a pair (r, x) ∈ R + × M where r is the release date of the request and x the location of the request. All the information about a request with release date r, including its existence, is revealed only at time r. Thus, an online algorithm does not know the moment when all requests have been released.
An algorithm controls k vehicles or servers. Initially, at time 0, all these servers are located in a distinguished point o ∈ M, the origin. The algorithm can then move the servers around the space at speed at most 1. (We do not consider the case in which servers have different maximum speeds; in compliance with machine scheduling vocabulary we could say that the servers are identical and work in parallel.) To process, or serve, a request, a server has to visit the associated location, but not earlier than the release date of the request. Introduced by Ausiello et al. [3] , in the on-line routing literature this version was called the nomadic TSP, as opposed to the homing TSP, in which the server has to return to the origin after serving all requests. Since we study here only the former version we omit the adjective.
We consider so-called path metric spaces, in which the distance d between two points is equal to the length of the shortest path between them. We also require the spaces to be continuous, in the sense that ∀x, (x, y) . A discrete space, like a weighted graph, can be extended to a continuous path metric space in the natural way; the continuous space thus obtained is said to be induced by the original space. We recall that a function d : y) ). When referring to a general space, we mean any element of our class of continuous, path metric spaces. We will also be interested in special cases, namely the real line R and the real halfline R + , both with the origin o at 0, and the plane R 2 , with o at (0, 0).
Defining the completion time of a request as the time at which the request has been served, the k-traveling salesman problem (k-TSP) has objective minimizing the maximum completion time (the makespan), and the k-traveling repairman problem (k-TRP) has objective minimizing the sum of completion times.
We will use σ to denote a sequence of requests. Given σ , a feasible schedule for σ is a sequence of moves of the servers such that all requests in σ are served. OL(σ ) is 
the cost online algorithm OL incurs on σ , and OPT(σ ) the optimal offline cost on σ . OL is said to be c-competitive All the lower bounds we prove hold for randomized algorithms against an oblivious adversary [6] . In order to prove these results, we frequently resort to the following form of Yao's principle [7, 25] . Theorem 2.1 Yao's principle Let {OL y : y ∈ Y} denote the set of deterministic online algorithms for an online minimization problem. If X is a distribution over input sequences {σ x : x ∈ X } such that
for some real number c ≥ 1, then c is a lower bound on the competitive ratio of any randomized algorithm against an oblivious adversary.
A summary of our results is presented in Table 1 .
Algorithms for General Metric Spaces
In this section, we give competitive algorithms and lower bounds for the k-TSP and the k-TRP in general spaces. Our results will be formulated in a more general resource augmentation framework [16] . We define the (k, k * )-TSP and (k, k * )-TRP exactly as the k-TSP and the k-TRP, except that we measure the performance of an online algorithm with k servers relative to an optimal offline algorithm with k * ≤ k servers.
Sections 3.1 and 3.2 give an algorithm for the (k, k * )-TSP and the (k, k * )-TRP respectively. A lower bound for both problems is proved in Sect. 3.3.
The k-Traveling Salesman Problem
Theorem 3.1 There is a deterministic online algorithm for the (k, k * )-TSP with competitive ratio
The algorithm achieving this bound is called Group Return Home (Algorithm 1). The algorithm tries to always keep a group of k * servers near the origin, so it can start quickly a new schedule if needed. This involves a tradeoff with the speed at which the current active group is able to complete its schedule. The following Lemma shows that indeed there is always a group relatively close to the origin. Define the distance of a group to the origin at time t as the maximum distance of a server in the group to o at time t.
Lemma 3.2 At any time t, in the schedule generated by
GRH, let G 1 (t), . .
. , G g (t) be the g groups in order of nondecreasing distance to o. Then the distance of G i (t)
to o is at most 2 i−g αt.
Proof
We prove the lemma by induction on the number of requests. That is, we show that if the lemma holds at the release date t of some request, it will hold until the release date t + of the next request. Obviously, the lemma is true up to the time the first request is given, since all servers remain at o.
Suppose a request is given at time t. By induction, we know that there are groups G 1 (t), . . . , G g (t) such that each server of group G i (t) is at distance at most 2 i−g αt from o. For the rest of the proof we fix the order of the groups as the order they have at time t and write
Between time t and t = t + D 1 (t), the lemma holds since all servers are getting closer to o. We show that the lemma holds at t + δ for all 0 < δ < t + − t . Notice that D 1 (t + δ) ≤ δ since every server moves at most at unit speed.
If δ ∈ (0, 2 1−g αt], we know that D 1 (t + δ) ≤ 2 1−g αt, so the lemma holds with the groups in the same order as before.
Algorithm 1 Group Return Home (GRH)
Divide the servers into g = k/k * disjoint sets (groups) of k * servers each. Any remaining server is not used by the algorithm. Initially, all servers wait at o. Every time a new request arrives, all servers not at o return to the origin at full speed. Once all of the servers in one of the groups, say group G (ties broken arbitrarily), are at o, compute a set of k * paths {P 1 , . . . , P k * } starting at o, covering all unserved requests and minimizing max i (P i ). Then, for i = 1, . . . , k * , the i-th server in G follows path P i at the highest possible speed while remaining at a distance at most αt from o at any time t, for some constant α ∈ (0, 1]. Servers in other groups continue to head towards o (or wait there) until a new request is released. 
. . , D g (t +δ) ≤ 2 0 αt. So the lemma holds for these values of δ.
The last case is αt < δ < t + − t . In this case all groups except G 1 are at o, and because of the speed constraint D 1 (t + δ) ≤ α(t + δ). Thus the lemma holds.
Proof of Theorem 3.1 Let t be the release date of the last request and let G 1 be the group minimizing the distance to the origin at time t. Using Lemma 3.2 we know that D 1 (t) ≤ 2 1−g αt. Group G 1 will return to the origin and then follow the offline set of paths {P 1 , . . . , P k * }. Notice that OPT(σ ) ≥ t, since no schedule can end before the release date of a request, and OPT(σ ) ≥ max i (P i ) because of the optimality of P i .
Let s be the server in G 1 that achieves the makespan. If s does not limit its speed after time t, we have
Otherwise, let t be the last time at which the invariant d(o, s(τ )) ≤ ατ is satisfied with equality. Then the rate of growth of d(o, s) must be at least α just before t , and less than α just after t (see Fig. 1 ). Thus, s must serve some request at time t . If x 0 is the location of this request, t = (1/α)d(x 0 , o) and after time t , s continues following the remaining part of its path, call it P , at full speed. Hence, GRH(σ ) = t + (P ).
Thus, the competitive ratio is at most max{2 + 2 1−g α, 1/α} and choosing α in order to minimize it gives α = 2 g−1 (2 g−1 + 1) − 2 g−1 and the desired competitive ratio.
Corollary 3.3
There is a deterministic (1 + √ 2)-competitive online algorithm for the k-TSP.
The k-Traveling Repairman Problem
Theorem 3. 4 There is a deterministic online algorithm for the (k, k * )-TRP with competitive ratio 2 · 3 1/ k/k * .
We call the algorithm achieving the bound Group Interval (Algorithm 2), as it can be seen as a multi-server generalization of algorithm Interval [18] . The algorithm divides the servers into groups of size k * , each group operating in phases of geometrically increasing length. Intuitively, the geometrical increase allows the algorithm to schedule, during a phase, at least as many requests as the optimal solution served in the previous phase. The requests in S i are now considered assigned. Let β = 2/(α g − 1). Starting at time βB i , the j -th server in the (i mod g)-th group follows path P i j , then returns to o at full speed.
The algorithm is well defined since β ≥ 1 for any α ∈ (1, 3 1/g ], and moreover the time between two departures from o of the same group is enough for the group to complete its first schedule and return to the origin:
To give the proof of Theorem 3.4, we start with two preliminary lemmas. 
Proof
The proof is similar to that of Lemma 4 in [18] . We first argue that for any q ≥ 1 we can obtain, from the optimal offline solution S * , a set S of k * paths, each starting at the origin and of length at most B q , which serve all requests in q i=1 R * i . Consider the optimal offline solution S * . Start at the origin and consider the path followed by each server in S * for the first B q time units. This gives a set S of paths of length at most B q which together serve all the requests in q i=1 R * i . Since the servers move at unit speed, the endpoints of the paths in S are within distance B q from the origin.
We now consider phase q and show that by the end of phase q, at least q i=1 |R * i | requests have been scheduled by Group Interval. Notice that the set S obtained as above satisfies the conditions (i) and (ii) required by Group Interval. Moreover, the set S serves all requests in q i=1 R * i . Since Group Interval picks a set of paths maximizing the number of requests served, among all sets satisfying condition (i) and (ii), in phase q Group Interval can serve at least all requests from
Consequently, the number of requests served in schedules 
From Lemma 3.6 we know that
Applying Lemma 3.5 to the sequences a i := |R i |,
Let C * j be the optimal offline completion time of request σ j . For each σ j denote by (B φ j , B φ j +1 ] the interval that contains C * j . This inserted in (2) yields
Choosing α = 3 1/g (so that β = 1) proves the theorem.
Corollary 3.7 There is a deterministic (1 + √ 2) 2 -competitive online algorithm for the k-TRP.
Proof The upper bound proved in Theorem 3.4 is
where α ∈ (1, 3 1/g ]. When g = 1, this expression attains its minimum if α = 1 + √ 2 (for g ≥ 2, basic calculus shows that the best choice is α = 3 1/g as in Theorem 3.4).
Lower Bounds

Theorem 3.8 The competitive ratio of any randomized online algorithm for the (k, k * )-TSP or the (k, k * )-TRP is at least 2.
Proof Consider the metric space induced by a star graph with m unit-length rays, the origin being the center of the star. No request is given until time 1. At time 1, the adversary gives a request on an edge chosen uniformly at random, at distance 1 from the origin. The expected makespan for the adversary is 1. For the online algorithm, we say that a server guards a ray if at time 1 the server is located on the ray, but not at the center of the star. Then the makespan is at least 2 if no server guards the ray where the request is released, and at least 1 otherwise. But k servers can guard at most k rays, so
and the result follows by Yao's principle, since m can be arbitrarily large.
Notice that this lower bound is independent of the values k and k * . Consequently, the upper bounds of Sects. 3.1 and 3.2 are essentially best possible when k k * , as in that case they both approach 2.
Algorithms for the Real Line
An Asymptotically Optimal Algorithm
Theorem 4.1 There is a deterministic online algorithm with competitive ratio 1 + O((log k)/k) for both the k-TSP and the k-TRP on the real line.
As a preliminary, we prove a similar result on the halfline. The idea behind the algorithm is to keep the servers, at any time t, well distributed within the interval [0, t], so that any new location can be efficiently reached. In particular it is sufficient that a request (r, x) is served at a time that is small compared to either r or x, as both r and x are lower bounds on the cost of the optimal solution. Proof First, notice that the modified release date of a request (as defined in the description of the algorithm) is a lower bound on its completion time. Thus it is enough to prove that, for every request (r, x), the time at which it is served is at most g k r .
For 1 < j < k, we say that a request (r, x) is in zone j if α j ≤ x/r < α j +1 . We also say that a request is in zone 1 if x/r < α 2 , and that it is in zone k if x/r ≥ α k . By construction, every request is in some zone and a request in zone j will be eventually served by server s j (Fig. 2) .
Algorithm 3 Geometric Progression Speeds (GPS)
As a preprocessing step, the algorithm delays every request (r, x) for which x ≥ r to time x; that is, the release date of each request (r, x) is reset at r := max{r, x} (the modified release date). Then, let g k be the unique root greater than 1 of the equation z k (z − 1) = 3z − 1 and define α j = g j −k−1 k for j ∈ {2, 3, . . . , k}. For every j > 1, server s j departs at time 0 from o at speed α j and never turns back (Fig. 2) . The first server s 1 For a request (r, x) in a zone j with 1 < j < k, since the request is served by server s j at time x/α j and since x ≤ α j +1 r, the ratio between completion time and modified release date is at most α j +1 /α j = g k . Similarly, for a request in zone k, since x ≤ r , the ratio between completion time and modified release date is at most 1/α k = g k .
It remains to give a bound for requests in zone 1. Take any such request, that is, a request (r, x) such that x < α 2 r and suppose it is served at time τ ∈ [t i−1 , t i ] for some i. If r ≥ t i−1 , then, since τ ≤ t i , the ratio between τ and r is at most g k by definition of t i , i ≥ 0.
If r < t i−1 , then, since τ > t i−1 , only two possible cases remain. First, the situation that x > g k −1
In the second situation, x ≤ g k −1
Then r must be such that s 1 was already on its way back to 0 during
The algorithm for the real line simply splits the k servers evenly between the two halflines, and uses GPS on each halfline. 
Algorithm 4 Split Geometric Progression Speeds (SGPS)
Arbitrarily assign k/2 servers to R + and k/2 servers to R − . On each of the two halflines, apply Algorithm 3 independently (that is, ignoring the requests and the servers on the other halfline).
Proof The only lower bounds on the offline cost that we used in the proof of Lemma 4.2 were the distance of every request from o and the release date of every request. They are valid independent of the number of offline servers. In particular, they hold if the number of offline servers is twice the number of online servers. Thus, we can analyze the competitiveness of the online servers on each of the two halflines separately and take the worst of the two competitive ratios.
Lemma 4.4 For any
Proof We defined g k as the unique root greater than 1 of
The binomial theorem and the standard fact that
Now it can be verified that for all k > 2, 2k − 2 > 2k 2 log k+3 + 2 = 2z 0 z 0 −1 . Finally, the bound also holds for k ∈ {1, 2} as seen by explicitly finding g 1 and g 2 . (Fig. 3) . Notice that 1 + f (x) is a lower bound on the cost paid by the online algorithm, assuming that the request was given at x. In terms of expected values, (Fig. 3, right) . Therefore, we can assume that each server s j (1 < j < k) is located halfway between s j −1 and s j +1 , or equivalently that the servers are uniformly distributed across
Similarly one can prove that, in the minimal configuration,
, which attains its minimum, 1/k, when D = 1/k, as can be seen for example by basic calculus. The claim follows.
Lower Bounds on the Plane
Comparing the results in Sect. 3 with those in Sect. 4 , we see that while in general spaces the competitive ratio of both the k-TSP and the k-TRP always remains lower bounded by 2, on the real line we can achieve 1 + o(1) asymptotically. A natural question is whether on a low-dimensional space like the Euclidean plane we can also achieve 1 + o(1) competitiveness. In this section we answer this question negatively.
Theorem 5.1 The competitive ratio of any randomized online algorithm for the k-TSP on the plane is at least 4/3.
Proof As a crucial ingredient of the proof we introduce a new kind of request, which is located in a single point x of the space but has an arbitrarily long processing time p (this processing time can be divided among the servers processing the request). We show how this can be emulated in the Euclidean plane with arbitrarily good precision by giving a high enough number of requests packed inside an arbitrarily small square around x.
Fix some arbitrary > 0. Consider a square with sidelength s = √ p centered around x. The square can be partitioned in s 2 / 2 smaller squares of sidelength . In the center of each of these smaller squares we give a request. Notice that the distance between any pair of such requests is at least . Thus, the sum of the times required for any k servers to serve all requests is at least (
, no matter where the servers start (the −k term reflects the possible saving each server could have by starting arbitrarily close to the first request he serves).
For tending to zero, the requests converge to the point x and the total processing time needed converges to p. If the starting points of the servers are most favourable, an algorithm could finish serving all requests in time p/k.
We show how to use such a "long" request to achieve our lower bound. At time 1, the adversary gives a long request of processing time p = 2k in a point drawn uniformly at random from {(1, 0), (−1, 0)}. The expected optimal cost is 1 + p/k = 3. By Yao's principle, it remains to prove that E[OL(σ )] ≥ 4.
Since there is a single long request, we can assume without loss of generality that all the online servers will move to the request and contribute to serving it. Since p = 2k, the server that will contribute most to the service will have to spend time at least 2k/k = 2 in x, and this is enough for any other server to arrive and give a contribution (since at time 1 no server can be farther than 2 from x).
Suppose without loss of generality that the servers are numbered in order of nondecreasing distance to x and let d i = d(x, s i (1)). We have OL(σ ) ≥ 1 + t 0 , with t 0 the time needed for the servers to completely serve the request, i.e., the time needed to reduce its remaining processing time to zero. During this time, each server first moves towards the request, and then contributes to its service. The total time needed by all servers is thus the processing time plus all the distances:
, the expected distance of server s i from x, is at least 1 for all i. Hence,
A similar technique gives an analogous lower bound for the k-TRP on the plane.
Theorem 5.2 The competitive ratio of any randomized online algorithm for the k-TRP on the plane is at least 5/4.
Proof We use the same input distribution used in the proof of Theorem 5.1. For the costs, it is equivalent but easier to consider average completion time instead of the sum of completion times. Then, the expected optimal cost can be easily seen to be 2 since the k servers can uniformly process the request of length p (recall that p = 2k) during time interval [1, 3] . To lower bound the online cost, consider w ∈ [0, p] and let C(w) be the first time at which a total work of w has been completed by the online algorithm. Then
Now if we define t 0 as in the proof of Theorem 5.1 we have C(p) = 1 + t 0 , while C( ) > 1 for any > 0. Moreover, the function C is concave, since the speed at which the long request is processed can only increase as more servers arrive, so the value of the integral above is at least p(1 + t 0 /2). Thus
since we already showed in the proof of Theorem 5.1 that E[t 0 ] ≥ 3. The claim follows by Yao's principle.
We remark that for small values of k one can prove better lower bounds than those in Theorems 5.1 and 5.2. For example, it is possible to prove a 3/2 lower bound on the competitive ratio of the 2-TSP on the plane.
Theorem 5.3 [17]
The competitive ratio of any deterministic online algorithm for the 2-TSP on the plane is at least 3/2.
Proof If at time 1 both online servers are on the same side of the origin, say, on R − , we issue a single request of length 0 at +1. Then, the optimum makespan is 1, while the online algorithm needs time at least 2. So, let us assume that at time 1, one online server is at −x ≤ 0 and the other is at y ≥ 0, where y ≤ x. We issue a request of length x + y at +1 at time 1. Clearly OPT(σ ) = 1 + (x + y)/2. The first online server can be at +1 at time 2 − y, while the second reaches this point not earlier than time 2 + x, which is x + y units of time later. So, the second server can only be at +1 when the whole service is already done and OL(σ ) ≥ 2 + x. We have
Conclusions
After analyzing the differences between multiple and single server variants, we can conclude that sometimes having multiple servers is more beneficial to the online algorithm than to the offline adversary. In some cases, including the traveling repairman problem on the line, the online algorithms can approach the offline cost when there are enough servers. In more general spaces, these extremely favorable situation cannot occur. Still in some intermediate cases, like the Euclidean plane, it is conceivable that the competitive ratios become lower than those of the corresponding single server problems. We leave the analysis of the competitive ratio in these situations as an open problem.
