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INTRODUCTION
Wireless mesh networks (WMNs) offer a promis-
ing low-cost broadband access alternative in
many cities (e.g., New York), suburban commu-
nities, and campus environments, especially
when built from commodity wireless cards and
operating over unregulated spectrum. The static
mesh nodes (mounted, e.g., on residential
rooftops or light poles) form a multihop wireless
overlay, with an individual mesh node also acting
as an access point to mobile and consumer
devices in its vicinity. Many of the applications
(e.g., [1]) enabled by such mesh infrastructures
are broadcast oriented and involve the point-to-
multipoint transmission of multimedia (audio,
video) data. Examples include broadcast IPTV,
collaborative multiparty communications (e.g.,
IM, voice conferencing), local streaming (e.g.,
video feeds from neighborhood security or traf-
fic cameras), and multiplayer online games.
In this article we describe some of our initial
work in the Aiolos project [2], where we are
studying WMN-specific opportunities and chal-
lenges for broadcast data transmission. (We use
the term broadcast data to distinguish our work
from earlier research on mobile ad hoc networks,
where network-wide broadcasts were used largely
for sporadic control traffic, generated by route
establishment or repair operations of ad hoc
routing protocols.) In particular, we show how
efficient data broadcasting can and should lever-
age on the following two features of WMNs:
• Rate diversity in link transmissions: Most
commodity wireless cards perform adaptive
modulation, whereby the link transmission
rate changes in response to the receiver sig-
nal-to-noise ratio. If the same transmission
power is used for all link transmission rates,
in general, the faster the transmission rate,
the smaller the transmission range
(although, as shown in [3], the rate-distance
variation in real life is somewhat irregular).
• Use of multiple channels and radios on indi-
vidual mesh nodes: Many research proto-
types of WMNs equip each mesh node with
multiple radio interfaces and tune these
radios to orthogonal (or nonoverlapping)
channels to reduce the overall interference
experienced in the network. Recent results
have shown that the increase in WMN
capacity due to the resulting improvement
in spatial reuse is usually nonlinear (e.g., [4]
reported a sixfold increase in WMN capaci-
ty when each node has three interfaces).
For compactness, we shall henceforth refer
to a WMN consisting of mesh nodes with sin-
gle radio interfaces (operating on a common
channel) as single-radio single-channel (SRSC),
and a WMN consisting of mesh nodes with
multiple interfaces as multiradio multichannel
(MRMC).
Both rate diversity and multiple-interface
node architectures have previously been investi-
gated for unicast flows. In contrast, our focus is
on broadcast (and, by extension, multicast)
application traffic. In contrast with broadcast
algorithms for wired networks, our well
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designed broadcasting strategies in WMNs must
exploit the wireless broadcast advantage
(WBA), wherein a single transmission over the
wireless medium can reach multiple down-
stream receiver nodes. Since many of our target
broadcast scenarios involve interactive or
streaming data, we measure efficiency in terms
of broadcast latency, which we define as the
maximum delay between the transmission of a
packet by the source node and its eventual
reception by all  the destination (receiver)
nodes. Choosing latency as a performance mea-
sure implicitly rewards approaches that use the
WBA to reduce the number of distinct trans-
missions, since this reduction directly translates
into lower contention-induced delay. 
Broadly speaking, this article provides insights
into the following fundamental questions:
• Is the efficiency of broadcasting in WMNs
likely to be impacted by link  rate diversity
and multiradio, multichannel WMN nodes?
• How can we design broadcasting algorithms
that exploit link diversity, multiple radio
interfaces, and WBA to achieve low broad-
cast latency? What are the performance
gains expected from such “smart” WMN
broadcast algorithms?
• Can we derive some generic insight into the
choice of link layer rates or channel assign-
ment algorithms for broadcast traffic?
• What are the open issues and challenges
associated with WMN broadcasting and
multicasting?
The rest of this article answers these ques-
tions. We use simple examples to illustrate the
novel degrees of freedom that rate diversity and
multiradio operation offer for broadcast traffic.
We detail the design of a rate-diversity-aware
broadcasting algorithm in an SRSC WMN, and
quantify the observed latency gains. We then
introduce and study the performance of algo-
rithms that additionally exploit the increased
concurrency offered in MRMC architectures.
We analyze the impact of rate diversity on multi-
casting and present a general guideline called
the Rate Area Product principle. We list some
of the open research challenges associated with
efficient broadcasting in WMNs. Finally, we con-
clude the article with a discussion of our ongoing
work and other open problems associated with
data broadcasting.
ILLUSTRATING THE IMPACT OF RATE
DIVERSITY AND MULTIRADIO NODES
ON BROADCAST LATENCY
We first use a simple topology to illustrate the
potential degrees of freedom that may be avail-
able in a WMN due to both the multirate nature
of individual links and the availability of multiple
radios on each node. Figure 1 shows an 802.11b-
based topology consisting of eight nodes {A, B,
C, D, E, F, G, H}, where A is the source of a
network wide broadcast. Assume that each node
has two radios, with the dark and light interface
on each node denoting a radio tuned to channel
C1 and C2, respectively. Each edge in Fig. 1
includes the distance d between the neighbors
and the assumed packet transmission time on
that link (derived from the Qualnet simulator,
where transmission ranges for 1, 2, and 11 Mb/s
are 283 m, 370 m, and 483 m, respectively). Note
that the transmission times t in Fig. 1 are nor-
malized to the transmission time for the fastest
rate (11 Mb/s) and are inversely proportional to
the link rate; thus, links with time t = 2, 11, and
22 have link rates of 11, 2, and 1 Mb/s, respec-
tively. The interference range is 520 m: the
reception of a packet by a receiver will be unsuc-
cessful if there are additional active transmitters
within 520 m of the receiver.
Note that we make two ideal assumptions
here:
• The transmission time is computed based
on the physical layer transmission rate.
• The medium access control (MAC) layer is
ideal (no collisions or backoff).
The transmission time therefore ignores the
overhead in packet headers, channel switching
time, and contention resolution. Later, we shall
demonstrate (via discrete-event simulation stud-
ies) that our fundamental insights hold even
when we incorporate the overheads associated
with a non-ideal MAC.
A SINGLE-CHANNEL WMN
To study the different broadcast options avail-
able in a single-channel WMN, we consider the
case where only one radio (the solid interface
tuned to channel C1) is active in each node. In
the first broadcast strategy called Alt1 that does
not exploit rate diversity, all transmissions would
n Figure 1. Sample WMN topology illustrating rate diversity and multichannel mesh operation.
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occur at the lowest rate (i.e., at 1 Mb/s). In this
case the transmissions would occur as A → {B,
C, H}, followed by C → D, D → {E, G} and E
→ F. Since each of these transmissions takes t =
22 (i.e., at 1 Mb/s), the total broadcast latency is
88 time units.
In contrast, an alternate rate-diverse strate-
gy called Alt2 would have A → {B ,  H} ( t =
11), followed by B → C (t = 2), C → D(t =
11), D → {E, G} (t = 11), and finally, E → F
(t = 11). It is easy to see that, by exploiting
rate diversity, this schedule can reduce the
broadcast latency to (11 + 2 + 11 + 11 + 11
= ) 46 time units.
Even more interesting, let us consider anoth-
er transmission scheme Alt3, where each node is
allowed to transmit the same packet more than
once but at different rates. In this case, if A first
transmits the packet only to B at 11 Mb/s (t =
2), this transmission would not be received by E
(as it can only decode transmissions at the lower
2 Mb/s rate). Moreover, the transmission A → E
could not proceed concurrent with the subse-
quent transmission B → C (t = 2) (as A’s trans-
mission would cause interference at C).
However, the two transmissions C → D(t = 11)
and A → H (also t = 11) could proceed in paral-
lel, and both of them can begin once C has
received its packet. After D has received the
packet, the remaining transmissions are D → {E,
G} (t = 11) followed by E → F (t = 11). The
broadcast latency (2 + 2 + 11 + 11 + 11 = ) 37
time units. 
The above examples illustrate two important
and novel features that are unique to broadcast
flows in SRSC WMN environments:
• Exploiting link rate diversity for link layer
broadcasts can directly improve the broad-
cast latency.
• Allowing an individual node to transmit the
same packet multiple times, at different
rates to different subsets of downstream
receivers, can potentially further reduce the
broadcast latency.
EXPLOITING MULTIPLE INTERFACES
Continuing the example of the previous subsec-
tion, we now assume that each node has both of
its radio interfaces (channels C1 and C2) active.
In this case the nodes can exploit this additional
level of concurrency to further reduce the num-
ber of interfering transmissions and the resulting
latency. The transmission schedule Alt4 is similar
to Alt3 above except that D would transmit on
both radios but to different neighbors. The first
four transmissions are (as in Alt3): A → B (t =
2), B → C (t = 2), two simultaneous transmis-
sions by A → H and C → D (t = 11). These
transmissions can take place in either of the
channels. When D receives the packet, it trans-
mits to E and G on two separate interfaces.
Without loss of generality, we assume that D →
E (t = 2) is on channel C1 and D → G (t = 11)
is on channel C2. Once E has received the pack-
et, it would transmit to F on channel C1 with t =
11. Note that the transmissions on C1 and C2 can
take place simultaneously. Therefore, by exploit-
ing multiple interfaces, the broadcast latency is
further reduced to (2 + 2 + 11 + 2 + 11 = ) 28
units.
LOW-LATENCY BROADCASTING IN A
SINGLE-RADIO WMN
We now turn our attention to the SRSC WMN
(where all nodes contend for a single common
channel), and first develop an algorithm for low-
latency broadcasting that exploits both WBA and
link rate diversity. Developing such an algorithm
will enable us to numerically evaluate the degree
to which the incorporation of rate diversity may
benefit broadcasting in real WMNs. Any broad-
cast algorithm has to compute the structure of the
tree (i.e., which subset of nodes act as forwarding
nodes), how many times the non-leaf nodes would
transmit, and at what rates. Not surprisingly, the
generic optimization formulation is shown to be
NP-hard in [5], implying that we must develop
heuristic strategies for any realistic WMN size.
Given the hardness of the problem, we decom-
pose the problem into three independent steps:
• Topology construction: This step computes a
broadcast tree T of the given multirate
WMN that exploits both the multirate
nature of links and WBA. At the end of
this step, we only determine who the trans-
mitting nodes are (i.e., the non-leaf nodes)
and the children/parent relations between
different nodes, but not the precise rate
used in individual transmissions.
• Downstream multicast grouping: This step
takes the broadcast tree T from above, and
determines the number of distinct link layer
transmissions (because multiple transmissions
by the same node may reduce broadcast laten-
cy) and the corresponding transmission rate
for each non-leaf node in T.
• Transmission scheduling: For a theoretical
study of the algorithm’s performance bene-
fits, this step assumes a centralized sched-
uler and schedules (determines the precise
order of) the individual transmissions of T
to avoid interference.
Clearly, this sequential decomposition of the
low-latency broadcasting problem may be subop-
timal, since the choices in one phase restrict the
degree of freedom in subsequent steps. We shall
see later that in realistic WMN topologies, the
impact of grouping is fairly minor. Moreover, the
centralized scheduler is used purely as an analyt-
ical tool to gauge the performance limits of rate-
aware broadcasting; the relative performance of
various algorithms remains unchanged when
such a scheduler is replaced by a distributed
MAC in real WMN deployments.
THE WCDS TOPOLOGY
CONSTRUCTION ALGORITHM
One well-known heuristic approach to building a
broadcast tree on a graph of nodes is based on the
concept of a connected dominating set (CDS). For
a graph G = (V, E) (where V denotes the nodes
and E denotes the links between the nodes), a
CDS Z of G is a subset of V such that every ele-
ment (node) of V\Z is in the neighborhood of at
least one node in Z, and  the set Z is connected.
The CDS defines a broadcast tree where each
node v ∈ Z is a non-leaf node, with s being the
broadcast source. To minimize the number of
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individual transmissions, researchers [6] have pre-
viously developed heuristics to approximately
compute the minimum CDS (MCDS) (i.e., mini-
mizing the number of elements in Z) when all the
links have identical rates. For our multirate WMN
environments, we need to extend this MCDS
heuristic to take rate diversity into account.
Our heuristic is called the Weighted MCDS
(WCDS) [5] algorithm, since it essentially tries to
compute the MCDS while weighing each non-leaf
node in Z by its link transmission rate. A central
decision of the WCDS algorithm is to determine
the non-leaf nodes of the broadcast tree. To
achieve low broadcast latency, it is important to
exploit WBA to cover as many nodes as possible
while maintaining a preference for high transmis-
sion rates. The WCDS algorithm, which works in
a greedy manner, constructs the broadcast tree
incrementally from the source. In the following
algorithmic description, we say that a node is cov-
ered if it has already received the packet. An out-
line of the WCDS algorithm is:
• Initialization: The source node receives the
packet and is therefore covered. All the
other nodes are yet to be covered.
• For all covered nodes n and possible trans-
mission rates r that n can use, compute f(n, r)
= the product of r and the number of yet-to-
be-covered nodes reachable by node n trans-
mitting at rate r. The node-rate combination
(n, r) that maximizes f(n, r) will be selected as
the next transmission. The nodes reachable
by this selected transmission will become cov-
ered since they will have received the packet.
• If all the nodes in the network are covered,
quit; otherwise, return to step 2.
An important design consideration in our
algorithm is to capture the trade-off between the
transmission range (which affects the number of
nodes covered) and the transmission rate.
Although a transmission using a higher rate
takes a shorter time, it covers a smaller number
of nodes and may increase the total number of
transmissions needed to cover the network. The
exact converse applies to lower-rate transmis-
sions. Our algorithm captures this trade-off by
using the function f(n, r), which balances the
rate and the number of nodes covered.
The topology construction phase decides
which node will transmit. The number of trans-
missions and actual transmission rates used by a
particular forwarding node are determined in
the multicast grouping phase. This phase operates
progressively from the bottom (leaf nodes) of
the forwarding tree, running through all the pos-
sible transmission patterns to choose the one
that results in the lowest latency for the underly-
ing subtree. By now, all the transmissions and
their rates have been determined. The scheduling
phase decides on the order of transmission by
scheduling the most critical transmission (accord-
ing to estimated broadcast latency) first. For rea-
sons of space, see [5] for details of the grouping
and scheduling algorithms. 
NUMERICAL RESULTS AND INSIGHTS
To study the performance benefits of WCDS, we
performed simulation studies using random
WMN topologies of different network sizes
(number of nodes n) and network area A. Our
WCDS heuristic was compared against two alter-
native schemes:
• Algorithm SPT: This heuristic uses Dijkstra’s
algorithm to compute the shortest path tree
(SPT), and thus does not take WBA into
account.
• Algorithm CDS: This heuristic assumes that all
broadcasts are done at the lowest transmission
rate (as is the common practice in current
wireless LANs). The broadcast tree for CDS
can be computed using the WCDS algorithm,
assuming that only the lowest rate is available.
Figure 2 shows the comparative broadcast
latency of the WCDS, CDS, and SPT algorithms as
the number of nodes (n) is varied from 30 to 100
over an A = 1.5 km2 area. (In these experiments
we explicitly disable multicast grouping, thus allow-
ing each node to transmit only once.) The delays
are normalized by the ideal SPT delay (i.e.,
expressed as a ratio of the delay the SPT tree
would incur if it operated in a wired network
where each link is point-to-point) and represent
the geometric mean of 100 simulation runs. The
figure shows that CDS (which does not exploit rate
diversity) and SPT (which does not exploit WBA)
result in ~ 7–8 and ~ 4–6 times, respectively, the
ideal latency. In contrast, by considering both rate
diversity and WBA, WCDS can reduce the broad-
cast latency to ~ 2 times that of the corresponding
wired network. Note that WCDS outperforms SPT
here because WCDS exploits WBA and results in
fewer transmissions than SPT; for details see [5].
We have also studied the potential impact
multicast grouping might have on the broadcast
latency in a WMN, and found this degree of free-
dom to be rarely used. For the WCDS algorithm,
only 2 out of 100 topologies for a network area of
1 km2 required multiple transmissions; moreover,
the use of multiple transmissions resulted, on
average, in only a 10 percent reduction in broad-
cast latency. Additionally, we also computed the
n Figure 2. The geometric mean of the normalized broadcast latency of WCDS,
SPT and CDS using an ideal MAC layer.
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maximum data throughput that the resulting tree
T could sustain, and found it to always be inverse-
ly correlated to the broadcast latency. According-
ly, an algorithm such as WCDS not only ensures
low-latency packet delivery, but also maximizes
the data capacity of the broadcast tree.
We have also studied the relative performance
of our proposed algorithms for a non-ideal dis-
tributed MAC, using the Qualnet simulator to
evaluate the broadcast latency in 802.11-based
WMNs. Figure 3 plots the average broadcast
latency in seconds over 100 randomly generated
WMN topologies for three different algorithms:
CDS, SPT, and WCDS. It shows that with a non-
ideal MAC layer, WCDS still outperforms CDS
(~3–4 times) and SPT (~1.2–1.8 times).
Overall, we can thus conclude that explicit
incorporation of rate diversity (via an algorithm
such as WCDS) can reduce the latency of WMN
broadcasting to about 1/3–1/4 of that incurred
when links operate purely at the smallest rate
(CDS). However, the degree of freedom associ-
ated with multiple transmissions per node (step
2) is less critical to performance, at least in suffi-
ciently dense WMN deployments.
REDUCING LATENCY IN A
MULTIRADIO MULTICHANNEL WMN
We can expect the broadcast latency will be even
further reduced in an MRMC network, where
each node has multiple radio interfaces it may
utilize simultaneously. Of course, the perfor-
mance of the broadcast algorithm will also depend
on the channel assignment strategy (which chan-
nels are assigned to the different radios on each
node). We assume that channel assignment is
done independently (before the broadcast routes
are computed) and consider only static channel
assignment schemes (where the channel assigned
to a particular radio does not change at every
packet transmission). As in the SRSC case, the
broadcast routing algorithm can be decomposed
(for tractability) into three sequential phases:
• The topology construction phase
• The grouping phase
• The scheduling phase
Once again, for reasons of space we concen-
trate on the topology construction phase.
While in an SRSC two nodes can communi-
cate if they are within transmission range of each
other, the situation in MRMC is different as it
requires in addition that these two nodes also
share a common channel. Since it is possible for
two neighboring nodes to share a number of
common channels, the abstract representation of
an MRMC WMN is usually a multigraph G with
multiple edges between the same pair of nodes
when the node pair shares two or more channels.
Broadly speaking, the heuristic algorithms for
such an MRMC mesh must utilize this potential
availability of multiple interfaces on each node,
and the fact that parallel transmissions (at possi-
bly different rates and to different subsets of
neighboring nodes) may proceed simultaneously. 
THE PAMT ALGORITHM
The Parallelized Approximate-Shortest Multira-
dio Multichannel Tree (PAMT) algorithm
extends the WCDS algorithm to adapt to the
number of radio interfaces and channels avail-
able. The PAMT algorithm is based on the
observation that a node m covered by a trans-
mission combination (n, r, c) (node n transmit-
ting at rate r on channel c) may also be covered
by a concurrent combination (n^ , r^ , c^ ) such that
r< r^ and c ≠ c^ (another node transmitting poten-
tially at a faster rate on an orthogonal channel).
In fact, such a transmission (n^, r^ , c^ ) might actu-
ally be preferable if the total latency of reaching
m via the path through n^ is smaller than the
latency incurred via node n. The PAMT algo-
rithm encapsulates this observation by consider-
ing a node reachable at a lower latency by an
alternate combination (n^ , r^ , c^ ) to be already
covered, even though it may not have received
the packet. Like WCDS, PAMT works in a
greedy manner, choosing the best transmission in
each round that maximizes an efficiency measure
f(n, r, c): the product of the number of not-yet-
covered nodes and the rate r. The key difference
is that the f(n, r, c) computation in PAMT does
not consider those nodes that may receive the
packet via an alternative path at lower latency.
For algorithmic details see [7] where we designed
and studied the performance of a number of
broadcasting algorithms for MRMC networks.
NUMERICAL RESULTS AND INSIGHTS
Figure 4 compares the latency of PAMT to two
other algorithms detailed in [7]:
• MSPT: This heuristic is based on Dijkstra’s
shortest path algorithm, with the additional
capability of choosing a channel between two
nodes that have multiple common channels.
• MWT: This is the multichannel equivalent
of the WCDS algorithm in that it greedily
chooses a (node, rate, channel)-tuple, as
opposed to WCDS, which chooses (node,
rate)-tuples. Unlike PAMT, it does not
consider the latency reduction possible
from alternate paths.
n Figure 3. The mean of the broadcast latency of WCDS, SPT, and CDS using
a non-ideal MAC layer obtained from simulation.
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As before, the latency bounds are computed
normalized to Dijkstra’s idealized bound for a
corresponding wired network. From the figure we
see that PAMT provides the best performance
among the available heuristics. More significant,
our results show that even with a small number of
interfaces (Q, the number of interfaces, equals 3),
the broadcast latency for PAMT is only 5 percent
higher than the ideal case, compared to WCDS
performance in Fig. 2, where the delay was almost
twice the ideal lower bound. This result and addi-
tional simulation-based studies we have per-
formed demonstrate how the proper use of a small
number of radios on a single mesh node can lead to
a significant reduction in broadcast latency. This
reduction is due to a combination of both the
reduced interference because of the presence of
orthogonal channels and the exploitation of con-
current transmissions by an individual node to dif-
ferent subsets of downstream neighbors.
IMPACT OF CHANNEL ASSIGNMENT STRATEGY
One of the interesting features of MRMC mesh
networks is the dependence of broadcast perfor-
mance on the underlying channel allocation
strategy, since the channel allocation effectively
determines both the connectivity and interference
characteristics of the multigraph G. For broad-
cast traffic, a channel assignment algorithm has
to balance two conflicting objectives:
• Low interference so that individual trans-
missions have lower contention conflicts
• High connectivity so that a single transmis-
sion can reach a large number of neighbors
sharing a common channel
To demonstrate this effect, Fig. 5 plots the nor-
malized delay bounds of the MWT and PAMT
algorithms for three commonly used channel
allocation strategies:
• CCA: In the common channel assignment
strategy, all the nodes are assigned a common
set of channels (i.e., interface 1 is assigned
channel C1, interface 2 channel C2, etc.).
• VCA: In the varying channel assignment
strategy, channels are assigned to each
interface at random, so different nodes and
interfaces have different channels.
• INSTC: In the interference survivable topol-
ogy control approach [9], channels are
assigned to minimize the interference while
maintaining connectivity in the induced
multigraph.
For unicast traffic, INSTC has been shown [9] to
offer the best performance among the three
schemes. However, as Fig. 5 shows, for broad-
cast traffic, CCA generally results in the lowest
latency, especially for the practical scenarios
where the number of interfaces (Q) is relatively
small. Overall, our studies thus lead to the
important observation that a channel assignment
scheme designed for unicast traffic may often per-
form poorly for broadcast flows.
GENERALIZING OUR INSIGHT: 
THE RAP PRINCIPLE
While the previous sections illustrate the bene-
fits of rate diversity, we shall now shed light on a
few fundamental questions related to the design
of multirate WMNs. Specifically, given a WMN
that can use k different transmission rates, it is
useful to know: Do we need to use all k rates? Are
some rates more efficient than the others in reduc-
ing the broadcast latency? Is there a simple way to
decide how efficient a transmission rate r is?
These are difficult question to address, since it is
highly nontrivial to obtain a closed-form expres-
sion that relates the effect of link layer transmis-
sion rates on the minimum broadcast latency. To
get around this problem, we used a special simu-
lation setup in [5] to answer these questions. In
this article we instead use an intuitive approach.
In this discussion we assume that the nodes
of the WMN lies on a plane (the generalization
n Figure 4. Normalized broadcast latency against varying number of radio
interfaces Q (C = Q) with N = 10 (A = 1.2 km2).
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to the 3D case is straightforward). For network-
wide broadcast, where the sender’s packet must
eventually reach all the nodes, the broadcasting
process for a planar network may be viewed,
from a geometric standpoint, as a process of cov-
ering the physical area of the network with cir-
cles of different sizes that corresponds to the
coverage area of each individual transmission.
With this geometric picture in mind and the
rate-range trade-off, we hypothesized that the
efficiency of a transmission rate r can be mea-
sured by the product of transmission rate and its
transmission coverage area. We refer to this effi-
ciency measure as rate-area product (RAP).
Essentially, RAP measures how fast the broad-
cast transmissions progress to cover the entire
network. We have verified by simulation in [5]
that a transmission rate with a higher RAP value
is more efficient in reducing broadcast latency
and vice versa.
By using the transmission range values speci-
fied for a commercial IEEE 802.11b/g product
[10], Table 1 shows how RAP varies with trans-
mission rates. It shows that the RAP value peaks
at an intermediate transmission rate — both
very low and very high transmission rates have
lower RAP values. To understand whether this
trend will remain fundamentally valid as wireless
technologies evolve in the future, we also investi-
gated the behavior of RAP for an ideal modula-
tion scheme, where the transmission rate at a
given distance is given by the Shannon capacity
(the highest possible rate achievable on that
link.) Specifically, if we assume that the radio
power attenuates over a distance d according to
1/dn where n is the path loss exponent (which
typically takes a value of 2–6), the Shannon
capacity at a distance d (for an additive white
Gaussian noise channel) is given by
(1)
where R is the Shannon capacity, B is the chan-
nel bandwidth, and SNR is the signal-to-noise
ratio at a reference distance d0. By studying the
behavior of RAP, as given by piRd2, we find that
RAP is indeed maximized at an intermediate
transmission rate, which we call Rmax. Interest-
ingly, Rmax is a function of the path loss expo-
nent n only and is independent of the other
parameters in the Shannon capacity equation.
For n = 4 (which holds for 2-ray outdoor radio
propagation model), Rmax corresponds to a spec-
tral efficiency of 2.3bps/Hz. This means that, as
technology improves, giving rise to higher spec-
tral efficiency, the RAP of higher transmission
rates will eventually fall. While this analysis
focused on the SRSC WMN, the RAP principle
also appears to be valid in determining the effi-
ciency of a particular link rate for MRMC net-
works. However, the case for MRMC WMNs is
not as straightforward because broadcast latency
is also influenced by channel assignment. For a
more indepth discussion on this, see [8], where
we studied how the choice of different link layer
broadcast rates (for a WMN where all nodes are
assumed to operate at an identical rate) affects
broadcast latency.
While Rmax maximizes the value of RAP, it is
important to realize that Rmax may not always be
a valid rate for a specific WMN deployment, as
the resulting transmission range may not be suffi-
cient to guarantee network connectedness. It is
thus necessary to always allow lower-rate (higher-
range) broadcasts to ensure connectivity, espe-
cially in nonuniform or sparsely deployed WMNs.
However, our analysis suggests that designers of
future multihop wireless MAC protocols may
safely limit the maximum link layer broadcast
rate to the RAP maximizing rate, as higher trans-
mission layer rates offer limited benefits.
Remark: The above discussion assumes the
rate used in computing RAP is the physical
transmission rate, and this holds when the over-
heads in the MAC layer are negligible. However,
when these overheads cannot be ignored, the
RAP principle still holds but we need to use an
effective rate which takes the overheads into
account. 
OPEN QUESTIONS AND
RESEARCH ISSUES
Our goal in this article has not been the devel-
opment of practical protocols, but rather the use
of algorithmic techniques to establish some prin-
ciples. In particular, we wanted to demonstrate
the potential benefits broadcast traffic can reap
from rate diversity and multichannel multiradio
WMN architectures. A lot of additional research
questions will need to be solved to provide effec-
tive practical support for point-to-multipoint
traffic in WMNs. Some of these are:
•To begin with, the algorithms presented
here aim to minimize broadcast latency for a sin-
gle packet, and do not consider the traffic load
of the flow. In reality, there will be multiple
broadcast flows (originating at different sources)
with different rates, and the algorithms will have
to compute broadcast trees that factor in both
the existing network load and the traffic load of
the incoming flow. Two key research challenges
for such capacity-aware routing are: How do we
accurately quantify the capacity of a node for
broadcast traffic subject to contention from other
flows? How do we built QoS-aware trees that effec-
tively route around mesh traffic hotspots?
•All our results presented here apply to
broadcast traffic. In practice, the traffic may
often be multicast, going to multiple, but not all,
R B SNR d
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n Table 1. The transmission range and RAP of a commercial IEEE 802.11b/g
product.
Transmission rate (Mb/s) Transmission range (m) RAP (Mb/s-km2)
1 610 1.2
6 396 3.0
11 304 3.2
18 183 1.9 
54 76 1.0
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mesh nodes. A specific challenge here is that all
our current algorithms are sender-initiated (the
tree grows outward from the sender), whereas
multicast trees, by their very nature, are usually
receiver-initiated. Thus, another open question
is: How do we extend our algorithms to exploit
both rate diversity and WBA for the case of multi-
cast traffic, so the resulting tree is computed and
adjusted dynamically as receivers join or leave?
•Our current algorithms are centralized, and
essentially require knowledge of the entire net-
work topology. While some degree of centraliza-
tion may be possible in WMN environments
(since mesh nodes are often static and the topol-
ogy is not very dynamic), practical algorithms
will require significant decentralization. Accord-
ingly, an important question is: How do we design
distributed broadcast/multicast algorithms and pro-
tocols that exploit the unique characteristics of
WMN environments?
•Our studies have demonstrated the fact that
existing unicast-oriented channel allocation
schemes do not work uniformly well for both
broadcast and unicast traffic. Since real WMNs
will have a mixture of both traffic types, another
important question is: What channel allocation
mechanisms for MRMC networks will prove to be
less sensitive to variations in the relative proportion
of broadcast and unicast flows?
•Variable link quality (i.e., link loss rate) is
another challenge in real WMN environments.
While we have currently not considered the
impact of link quality in our tree formation algo-
rithms, the impact of lossy links is particularly
important, since wireless standards (e.g., 802.11)
usually do not provide retransmission-based link
layer reliability for broadcast traffic. Thus, we
need to analyze: How do we modify the broadcast
algorithms to account for the different, potentially
time-varying quality of links to different neighbors?
CONCLUSIONS
In this article we have demonstrated how the
link rate diversity and multiradio architecture of
individual mesh nodes are two features that
deeply influence the efficiency of network-wide
data broadcast in WMN environments. By com-
bining these features with the wireless broadcast
advantage, well designed broadcasting algo-
rithms can lower the number of contending
transmissions and dramatically reduce the broad-
cast latency. In single-radio mesh architectures, a
heuristic such as WCDS, which tries to maximize
both the number of child nodes of an individual
transmission and the transmission rate, can
reduce the latency almost sixfold. If individual
nodes have even a relatively small multiple (say
3) number of radios, an algorithm such as PAMT
can reduce the latency another 60–70 percent by
exploiting the greater degree of transmission
concurrency. Equally interesting is the fact that
channel allocation strategies designed for unicast
transmissions usually do not perform well for
broadcast or multicast traffic.
We believe that work on efficient network
layer broadcasting and multicasting in a WMN is
still at a very early stage. Over the next few
years, we believe that significant advances are
needed to develop practical distributed broad-
cast/multicast routing protocols that not only
improve overall network capacity but also prove
robust in the face of dynamic link quality fluctua-
tions that may be typical for many outdoor
WMN deployments.
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