INTRODUCTION
Heart and blood vessel diseases called cardiovascular diseases comprise of several problems, many of which are related to the atherosclerosis process, which is a condition develops when a substance called plaque builds up inside the walls of arteries. This condition shrinks the size arteries and causes problems for blood flowing through the vessels and thus increases the risk of heart diseases. The World Health Organization report estimated that more than 80% death from cardiovascular disease take place in low middle income countries [6] . The use of intelligent methods and algorithms (e.g. neural network, fuzzy logic and genetic algorithm) has started to play crucial role in complex and uncertain medical tasks such as diagnosis of diseases, making it possible for medical practitioners to predict the occurrence of heart diseases.
In last decade, information about the use of intelligent methods in medicine domain has seen immense. As reported in [4] , studies on computer aided applications and tools for diagnosis and treatment of patients seems to be a more recent area of interest. In addition, medical practitioners are also employing computerized technologies to assist in diagnosis and opinions as medical diagnosis is full of uncertainties [4] . On the other hand, the use of fuzzy logic and neural networks also stand as efficient methodologies in dealing with these uncertainties [4] . In cases where vague data or prior knowledge is involved, both of them serve certain advantages over classical methods.
According to [2] , clinical decisions are often made based on doctors' intuition and heuristic experience, rather than on the knowledge rich data hidden in the database. These lead to unwanted biases, errors and excessive medical costs which affect the quality of treatment provided to patients [3] . In this research work, a method that can be used in efficiently diagnosing heart diseases, leading to decreased medical errors and superfluous practice variation, thereby decreasing diagnostic time and enhancing patient safety and satisfaction is proposed.
The use of machine learning algorithms such as neural network, fuzzy logic, genetic algorithm and neuro-fuzzy systems has highly helped in complex and uncertain medical tasks such as diagnosis of diseases [7] . This paper investigates applying KNN in the diagnosis of heart diseases on these benchmark dataset, with improved technique for data extraction using Probabilistic Principal Component Analysis (PPCA).
LITERATURE REVIEW
Over the years, numerous works related to heart disease prediction system using different data mining algorithms, has been done by different authors. They tried to achieve efficient methods and accuracy in finding out research, diseases related to the heart, including datasets and different algorithms along with the experimental results and future work that can be done on the system to achieve more efficient results. This paper aims at analyzing different data mining techniques that has been introduced in recent years for heart disease prediction system by different authors.
Probabilistic PCA (PPCA) is a probabilistic formulation of PCA based on a Gaussian latent variable model.It was first introduced by Tipping and Bishop in 1999 [8] . The PPCA model reduces the dimension of high-dimensional data by relating a p-dimensional observed data point to a corresponding q-dimensional latent variable through a linear transformation function, where q ≪ p. Principal components analysis (PCA) is probably the most widely used technique for analyzing metabolomic data . The popularity of PCA in metabolomics is due to the fact that it is a simple nonparametric method which can project the NMR or MS spectra into lower dimensional space, revealing inherent data structure, and providing a reduced dimensional representation of the original data. Despite its widespread use in metabolomics, PCA has several shortcomings. Most significantly, PCA does not have an associated probabilistic model, which makes assessing the fit of PCA to the data difficult and limits the potential to extend the scope of application of PCA. Additionally, PCA can fail to reveal underlying groups of subjects in the data, therefore providing a spurious view of the underlying data structure [9, 10] . Other limitations include the inability of PCA to deal with missing data appropriately [11] .
K-nearest neighbor (KNN) is a simple algorithm, which stores all cases and classifies new cases, based on similarity measures.KNN algorithm also refffered to as: 1) case based reasoning 2) K-nearest neighbor 3)example based reasoning 4) instance based learning 5) memory based reasoning 6) lazy learning [14] . KNN algorithms have been used since 1970 in many applications like statistical estimation and pattern recognition etc.KNN is a non parametric classification method which is broadly classified into two types1) structure less NN techniques 2) structure based NN techniques. In structure less NN techniques whole data is classified into training and test sample data. From training point to sample point distance is evaluated, and the point with lowest distance is called nearest neighbor. Structure based NN techniques are based on structures of data like orthogonal structure tree (OST), ball tree, k-d tree, axis tree, nearest future line and central line. K-Nearest-Neighbor is one of the most widely used data mining techniques in classification problems. Its simplicity and relatively high convergence speed make it a popular choice. However a main disadvantage of KNN classifiers is the large memory requirement needed to store the whole sample [15] . In [16] C4.5 algorithm, MAFIA and K means clustering was used in analyzing multifarious data, using 13 attributes in the dataset and achieving 89 percent accuracy. [17] Shows the classification techniques in data mining and the performance of classification amongst them. A decision tree and SVM was used in performing classification, proofing more accurate than the other methods by achieving 91% accuracy. In [18] a prediction system for heart diagnosis using decision tree, Neural Network and Naive Bayes techniques using 15 attributes was developed and in [19] , a computer aided heart disease prediction system that helps the physician as a tool for heart disease diagnosis was developed. From this analysis it was concluded that neural network with offline training is good for disease prediction at an early stage and an accurate performance can be obtained by pre-processing and normalizing the dataset.
METHODOLOGY

Data Collection
The data set used in this study is the benchmark Cleveland Clinic Foundation Heart disease data set available at http://archive.ics.uci.edu/ml/datasets/Heart+Disease. The dataset consists of 8 attributes with seven predicting variables and one class label and total observation of 209 instances.
Data Filtering.
At this stage every inconsistent data was removed, including outliers and string variables. There were converted into numeric variables for proper labeling.
Feature Extraction.
The probabilistic principal component analysis was used to extract feature scores from the data so as to scale and center the data in a well normalized format for a better output. T be an observed set of variables (eg. an NMR spectrum) for observation i and ui = (ui1, . . . , uiq) T be a latent variable corresponding to observation i in the latent, reduced dimension space. In terms of traditional PCA, ui can be viewed as the principal score of subject i. The PPCA model can be expressed as follows xi = W u I + µ+ ϵ i (3.1)
Where W is a p × q loadings matrix, µ is a mean vector and ϵ i is multivariate Gaussian noise for observation i, i.e. p (ϵ.i) = MV Np(0, σ 2 I ) where I denotes the identity matrix. The latent variable ui is also assumed to be multivariate Gaussian distributed, p (ui) = MV Nq (0, I).The conditional distribution of the observed data given the latent variable can then be expressed as p( xi |ui ) = MVNp(W ui+µ,σ2I) (3.
2)
The distribution of the observed data, p (xi), also known as the predictive distribution, can be derived from the convolution of p (ui) and p (xi|ui) giving p(xi) = MVNp(µ,WWT+σ2I) (3.3)
In contrast to the more conventional view of PCA, which is a mapping from a high dimensional data space to a low dimensional latent space, the PPCA framework is based on a mapping from a latent space to the data space. The observed data xi is generated by first drawing a value for the latent variable ui from its unit variance multivariate Gaussian distribution, p (ui). The observed variable xi is then sampled, conditioning on the generated value for ui, from the isotropic distribution defined in (1).
Any observed data point xi can be represented in a latent space by its corresponding q-dimensional latent variable ui. The distribution of the latent variable given the observed data can be derived using Bayes' Theorem to give:
Where M is a q × q matrix defined as M = W T W + σ 2 I.
A key benefit of the PPCA approach is that, not only is an estimate of the location of each observation in the lower dimensional space available through its expected value (ui) = M -1 W T (xi -µ), an estimate of its associated uncertainty is also available through the covariance matrix σ 2 M -1 in (2). This is in contrast to conventional PCA where the lower dimensional location (i.e. the score) of an observation is available, but the uncertainty associated with it is not. The parameters (W, µ and σ 2 ) of the PPCA model can be estimated using maximum likelihood. Maximizing the (log) likelihood function with respect to model parameters is non-trivial; in [13] it is demonstrated that the estimates do however have closed form solutions. Crucially, the log likelihood of the PPCA model is maximized when the columns of W span the principal subspace of conventional PCA. Thus the maximum likelihood estimate (MLE) of the loadings matrix Ŵ in PPCA corresponds exactly to the loadings matrix in conventional PCA. Hence the model output in PPCA is exactly that obtained in conventional PCA, but with the additional advantages of uncertainty assessment and potential model extensions.
Data Partitioning.
After the feature extraction the data was partitioned into the training and testing set so as create a robust knowledge discovery for the KNN classifier and validate the classifier. The data was grouped at 75% training and 25% testing.
Classification
After data partitioning into training and validating set, the training set was introduced into the KNN Euclidean classifier for pattern discovery and deep learning, this helps to create an experimental self-learning of the dataset. Theoretically, in this method, first of all, the KNN classifier will be trained with given dataset and known output. Then, after finishing the training session, the KNN will be taken into its application session and then, new unknown data that was totally different from the data given in the training session will be provided. Threafter, the KNN classifier will try to find out the distance between the training result and present result. The result, which will be minimum, will be considered as the closest neighbor. n is the class of X
Testing Phase
The model was validated with 25% of the dataset that was held out during data partitioning. This will help to determine the performance of the model.
System Flow Chart
The system algorithm flowchart is shown below. 
IMPLEMENTATION AND RESULTS
The implemented application for the heart disease using PPCA and KNN Euclidean is shown and emphasized below:
Data Filtering
The data was normalized by converting from string variable to numeric variable. A sample of the normalized data is shown below. Example is the class label that has 1= positive and 2 is negative. For the purpose of analytical structure, system performance and evaluation the dataset was partitioned into two, the training set and testing set at the ratio of 75% and 25%. The 75% of the data was used to create discover knowledge from the dataset. The 25% of the dataset was used to validate the system. 
Feature Extraction
Principal component scores are a group of scores that are obtained following a Principle Components Analysis (PCA). In PCA the relationships between a groups of scores is analyzed such that an equal number of new "imaginary" variables (aka principle components) are created. The first of these new imaginary variables is maximally correlated with all the original group of variables. The PPCA helps to transform the data into a better normalized format, extract the component score before presenting it into the classifier. The extracted PPCA is shown below and the extracted results is saved with the save button. 
Graphical Results
The graphical result of the statistical metrics is shown below.
Figure 3.0: System Evaluation
The training time of the system seems to very fast the system was able to train finish at 1.263 seconds. The system also achieved a very high classification accuracy thereby increasing the true positive rate and decreasing the false positive rate. An accuracy of 98.0769% was achieved. 
CONCLUSION
Heart diseases are the main causes of death over the world. They represent 7.2 million death i.e. 12.8% of fatalities on the world .This system is expected to help doctors to early analyze such an ailment and evaluate coronary illness hazards. This research work considered heart disease prediction on male dataset using Probabilistic Principal Component Analysis and K-nearest neighborhood. The probabilistic principal components extracted components score, from the dataset for the purpose of data scaling and the extracted component was passed into the K-NN Euclidean classifier for prediction. The results obtained justifies effectiveness of the combination of these two data mining techniques as this was able to help achieve an accuracy of 98.0769% , thereby showing a high detection rate of heart conditions.
