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Abstract
We show how to compute the modified moments of a refinable weight function directly from its mask in O(N2n)
rational operations, where N is the desired number of moments and n the length of the mask. Three immediate
applications of such moments are:
• the expansion of a refinable weight function as a Legendre series;
• the generation of the polynomials orthogonal with respect to a refinable weight function;
• the calculation of Gaussian quadrature formulas for refinable weight functions.
In the first two cases, all operations are rational and can in principle be performed exactly.
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A function φ :R → R is a weight function if the moments
µk =
∞∫
−∞
xkφ(x)dx (1)
exist for k = 0,1,2, . . . , and µ0 = 0; there is no loss of generality in assuming
µ0 = 1. (2)
It is a refinable function if it satisfies a refinement equation, which in the simplest case (where typically
φ has support [0, n]) takes the form
φ(x) =
n∑
j=0
γjφ(2x − j), x ∈ R, (3)
where the (n + 1)-tuple of real coefficients γ = (γ0, γ1, . . . , γn) is known as the mask of the function.
The theory of weight functions is well developed for the case when φ(x) 0, x ∈ R, but many (mainly
algebraic) results do not require that hypothesis. Their natural application is in the computation of inte-
grals of the form
I [g] :=
∞∫
−∞
g(x)φ(x)dx, (4)
where φ is fixed and g varies. When g is a reasonably well-behaved function, such integrals can be
approximated by an N -point Gaussian quadrature formula
Q[g] :=
N∑
i=1
wig(xi)
with the property that Q[g] = I [g] whenever g ∈P2N−1 (the space of polynomials of degree not exceed-
ing 2N − 1). A sufficient condition for the existence of such a formula is φ(x) 0, x ∈ R.
Refinable functions date back to 1910 [1], though their huge popularity, in fact the term itself (due to
Micchelli), is recent. Their theory is also well developed, but the interdependence between the various
properties is perhaps not always fully unravelled. We, therefore, spend some time in Section 2 in distin-
guishing between necessary and sufficient conditions for a refinable function to be a weight function.
The best-known refinable weight functions are the cardinal B-splines Mn, n = 2,3, . . . . Their masks
are defined by (16), but they can also be defined by the following three properties:
(i) The support of Mn is [0, n];
(ii) The restriction of Mn to each interval [k − 1, k), k = 1,2, . . . , n, is a polynomial of degree n − 1;
(iii) Mn ∈ Cn−2(R).
Gaussian formulas with φ = Mn were tabulated by Phillips and Hanson [2] in 1973. In that report, the
refinability of Mn is not exploited. The computational procedure in [2] is Gautschi’s discrete Stieltjes
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of x.
Quadrature formulas with general refinable weight functions were first investigated by Sweldens and
Piessens [4]. They consider the case of equispaced nodes xk = (k + τ)2−s , where τ is chosen optimally
for the given mask.
The main motivation for our investigation is to compute Gaussian quadrature formulas for a particular
refinable weight function φ, given only the mask coefficients. This interesting computational problem
was first considered by Gautschi, Gori, and Pitolli [5]. Such formulas are often needed in wavelet de-
composition schemes.
The first step in computing any Gaussian quadrature formula (see, e.g., [6]) is to find the recursion
coefficients βk,αk , k = 0,1, . . . ,N − 1 of the monic polynomials πk orthogonal with respect to φ. These
polynomials satisfy I [πkg] = 0 for g ∈ Pk−1 and are generated by the three-term recursion
π−1(x) = 0, π0(x) = 1,
πk+1(x) = (x − αk)πk(x) − βkπk−1(x), k = 0,1,2, . . . ,N − 1. (5)
Once these coefficients are known, the computation of the nodes xj and weights wj is straightforward,
the standard method being the Golub–Welsch algorithm [7].
The Stieltjes procedure is based on the formulas
β0 = I
[
π20
]
,
αk = I [xπ
2
k ]
I [π2k ]
, k = 0,1, . . . ,N − 1, (6)
βk = I [π
2
k ]
I [π2k−1]
, k = 1,2, . . . ,N − 1 (7)
(calculated in the order β0, α0, β1, α1, β2, . . .). We need to evaluate I [g] when g ∈ P2k (to find βk)
and when g ∈ P2k+1 (to find αk). Gautschi’s discrete Stieltjes method is to calculate these integrals
by some suitable quadrature formula. In the case of the spline Mn, a compound Gauss–Legendre for-
mula with enough points is in fact exact in infinite precision arithmetic, since the integrand is piecewise
polynomial—this is the method used in [2].
The spline Mn is unusual among refinable functions in possessing an explicit formula that enables one
to evaluate Mn(x) in a finite number of operations for any real x. In general, all that we have available
is the mask γ , which allows such a finite computation only when x is dyadic, i.e., x has a terminating
binary expansion. In fact, even that computation is possible only for certain masks—more about this in
Section 2.
In [5], the discrete Stieltjes algorithm is applied to refinable weight functions by approximating the
required integrals using Simpson’s rule with approximately 10 000 to 50 000 points. There is no difficulty
in evaluating φ at these points, since the exact number of points is so chosen that they are all dyadic. This
approach works to the required precision for certain masks (including, of course, the examples in [5],
where the coefficients are obtained to 10 decimal digits) because the corresponding refinable functions
are smooth enough. It is, however, perfectly possible for refinable functions not to be smooth, and the
discrete Stieltjes procedure would become very expensive in such a case.
We show in this paper:
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whatsoever—no numerical integration, no evaluations of φ. The recursion coefficients can therefore
in principle be evaluated exactly in a symbolic language, and when the mask coefficients are rational,
the recursion coefficients are also rational.
• How to find the modified moments of φ with respect to a system of monic orthogonal polynomials—
these are defined by replacing xk in (1) by the corresponding monic polynomial pk(x). In particular,
when the system of polynomials is the Legendre polynomials shifted to [0, n], these moments are
related in a very simple way to the coefficients in the expansion of φ as a Legendre series.
Once the moments are available, the recursion coefficients can be found in O(N2) rational operations.
This procedure is only useful in exact rational arithmetic. When that is not feasible, the recursion coeffi-
cients can be found from the modified moments, also in O(N2) rational operations, by the Sack–Donovan
algorithm [8].
Since our procedure goes directly from the mask to the recursion coefficients using rational operations
only, it is possible to carry out the procedure even when the assumptions on the mask that guarantee
the existence of a corresponding refinable function are not satisfied. Our paper concludes with some
numerical examples in which this is done, but we must admit that there are more questions raised than
answers provided in that section.
2. Properties of refinable functions
This section summarizes some known results from the point of view needed to follow the rest of this
paper.
2.1. Evaluation of refinable functions
The refinement equation (3) suggests an iterative method known as the cascade algorithm: Starting
from an initial continuous function φ(0) with compact support, let φ(k+1) for k = 0,1,2, . . . , be the result
of evaluating the right-hand side of (3) with φ = φ(k).
The following theorem is proved in [9].
Theorem A. If, for n 2, the cascade algorithm converges uniformly to a limit function φ, then
φ(x) = 0, x /∈ (0, n). (8)
When n = 1, the above theorem remains true if we weaken the condition “x /∈ (0, n)” to “x /∈ [0, n]”
(in that case, γ = (1,1) is the only mask with ∑γj = 2 for which the cascade algorithm converges).
In the light of this theorem, it is not unreasonable to restrict attention to refinable functions with
compact support; in fact, to functions with support [0, n] when the refinement equation is (3). Refinable
functions with a different support necessarily have a different refinement equation, given below in (17).
Some authors use the term “refinable function” to imply also that the function belongs to C(R). How-
ever, some useful functions are excluded by so doing: for example, the function
M1(x) =
{
1, 0 x < 1,
0, elsewhere,
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x ∈ R. For a refinable weight function, we, therefore, do not demand any stronger condition than the ex-
istence of the moments (1). In particular, if φ is bounded, then by Lebesgue’s criterion almost-everywhere
continuity of φ is necessary and sufficient for (1).
When x is dyadic, the property that the support of φ is [0, n] allows us to replace the cascade algorithm
by a procedure that terminates after a finite number of steps, as follows. The refinement equation (3),
together with the finite support property (8), leads to a homogeneous system of linear equations
φ = Γ φ
for the values of a refinable function φ at the integers, that is, φ = [φj ]j=1,2,...,n−1 with φi = φ(i), and
Γ = [γi,j ]i,j=1,2,...,n−1, with
γi,j =
{
γ2i−j if 0 2i − j  n
0 otherwise
}
, 1 i, j  n − 1. (9)
For the existence of a refinable function with support [0, n] and with a given mask γ, it is therefore a
necessary condition that
1 is an eigenvalue of the matrix Γ given by (9). (10)
For the convergence of the cascade algorithm from general starting values, it is clearly also necessary
that 1 is, in fact, the absolutely largest eigenvalue of Γ .
The property (10) determines φ up to a constant multiplier. As we shall see later, the proper normal-
ization is such that
∑n−1
j=1 φj = 1. We now know φ(x) when x is an integer, and this allows us to evaluate
φ(x) for any dyadic number by means of the refinement equation (3). This procedure is possible even if
φ is not continuous.
Finally, if φ is continuous (and therefore uniformly continuous) over [0, n], it is possible to evaluate
φ(x) for any real x to a prescribed tolerance by using a sufficiently good dyadic approximation to x.
2.2. Necessary and sufficient conditions for existence and smoothness of refinable weight functions
Since
∫∞
−∞ φ(t)dt = 0, it follows by integrating (3) that:
Remark. If φ :R → R is a refinable weight function with mask γ = (γ0, γ1, . . . , γn), then
n∑
j=0
γj = 2. (11)
In other words, a mask can only define a refinable weight function if it satisfies (11).
Theorem B ([10], Theorem 2.5, Proposition 2.1, etc.). If for a given n 2, γ = (γ0, γ1, . . . , γn) satisfies
the conditions∑
j
γ2j =
∑
j
γ2j+1 = 1, (12)
γj > 0, j = 0,1, . . . , n, (13)
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and the normalizing condition
n−1∑
j=1
φ(j) = 1.
This function has the properties (2) and (8); moreover,
φ(x) > 0, x ∈ (0, n), (14)
∞∑
j=−∞
φ(x − j) = 1, x ∈ R. (15)
When the mask satisfies stronger conditions, more can be proved about the regularity of the corre-
sponding refinable function. First, a couple of definitions.
The polynomial γ defined by
γ (z) =
n∑
j=0
γjz
j , z ∈ C,
is called the symbol corresponding to the mask γ . If every zero of γ has a negative real part, we say that
γ is a Hurwitz polynomial.
Theorem C (Goodman and Micchelli [11]). If, in Theorem B, γ is a Hurwitz polynomial and l an integer,
0 l  n − 2, then φ ∈ Cl(R) if and only if γ (z) contains the factor (1 + z)l+1.
Note that γ (z) contains the factor (1+ z) if and only if the condition (12) is satisfied; if γ is a Hurwitz
polynomial, the condition (13) is satisfied.
An important special case occurs when
γj = 12n−1
(
n
j
)
, j = 0,1, . . . , n, (16)
or equivalently, γ (z) = (1 + z)n/2n−1. Then (see, e.g., [9]) we obtain φ = Mn, as defined in Section 1.
Note that the continuity class n− 2 of φ here is two less than the degree n of the factor (1 + z)n, not one
less as in the general case quoted in Theorem C; this fact does not contradict Theorem C, which only
holds for l  n − 2.
2.3. Affine transformations of refinable functions
It is customary to consider weight functions over symmetric intervals if possible. In general, the trans-
formation x → a + hx, with h = (b − a)/n, takes the interval [0, n] to the interval [a, b]. To define a
refinable function ψ with support [a, b], let φ(x) = ψ(a + hx). Then the refinement equation for ψ is
ψ(t) =
n∑
j=0
γjψ(2t − a − hj), t ∈ R. (17)
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We first show how to integrate the monomials exactly.
Proposition 1. If φ :R → R is a refinable weight function satisfying (3), then each moment µl = I [pl],
k = 0,1, . . . ,N − 1, where I [f ] is defined by (4) and pl(x) = xl, is a multivariate polynomial of degree
l in the mask coefficients γj , j = 0,1, . . . , n.
Proof. We think of pl , l = 0,1, . . . ,2N − 1 as a basis for P2N−1. Consider for each j = 0,1, . . . , n, the
shifted basis
p
(j)
k (x) = pk
(
x + j
2
)
.
These polynomials can be expanded in terms of the original basis as
p
(j)
k (x) =
(
x + j
2
)k
=
k∑
l=0
cj,k,lpl(x), j = 0,1, . . . , n, (18)
where by the binomial theorem
cj,k,l = 12k
(
k
l
)
jk−l . (19)
Therefore
µk =
∞∫
−∞
pk(x)φ(x)dx =
∞∫
−∞
pk(x)
n∑
j=0
γjφ(2x − j)dx =
n∑
j=0
γj
∞∫
−∞
pk(x)φ(2x − j)dx
= 1
2
n∑
j=0
γj
∞∫
−∞
pk
(
x + j
2
)
φ(x)dx = 1
2
n∑
j=0
γj
∞∫
−∞
k∑
l=0
cj,k,lpl(x)φ(x)dx
= 1
2
n∑
j=0
γj
k∑
l=0
cj,k,l
∞∫
−∞
pl(x)φ(x)dx = 12
n∑
j=0
γj
k∑
l=0
cj,k,lµl = 12
k∑
l=0
(
n∑
j=0
γjcj,k,l
)
µl.
Since cj,k,k = 2−k, and by Theorem 2.2, ∑nj=0 γj = 2, we have for k = 1,2, . . . ,2N − 1 that
µk = 2
k−1
2k − 1
k−1∑
l=0
(
n∑
j=0
γjcj,k,l
)
µl. (20)
Equation (20) explicitly gives µk as a linear combination of its predecessors, where the multipliers are
linear in the mask coefficients. Since µ0 = 1, the theorem follows by induction. 
Corollary 2. The recursion coefficients of the system of polynomials orthogonal with respect to a refin-
able function are multivariate rational functions of its mask.
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ments, which in turn have been shown to be polynomials in the mask coefficients. 
This constructive proof implies an algorithm for finding the recursion coefficients: first find the mo-
ments by means of the recursive formula (20), and then compute the recursion coefficients from the
moments using (5)–(7).
Since it is well known [12] that the map from the monomials to a system of orthogonal polynomials
is usually ill-conditioned, this algorithm needs to be carried out in exact rational arithmetic, for instance,
with the aid of a symbolic computer package such as Maple or Mathematica, or a rational arithmetic
class library such as CLN [13].
Algorithm 1. (i) Compute in exact rational arithmetic the moments µk using (20), with the coefficients
ci,j,k given by (19).
(ii) Compute in exact rational arithmetic αk,βk, k = 0,1, . . . ,N − 1 by a suitable implementation of
(5)–(7), such the Sack–Donovan algorithm [8].
We illustrate the procedure using the mask γ = (1/4,3/4,3/4,1/4). This mask has symbol γ (z) =
2−2(1 + z)3 and therefore φ = M3, the quadratic cardinal B-spline. Following [5], we shift the interval
[0, n] to the symmetric interval [−n/2, n/2]. Then, because the mask is symmetric, the odd moments
and the αk are 0. The moments and recursion coefficients, obtained using exact rational arithmetic, are
given in Tables 1 and 2.
This example is treated by floating-point methods in [5]. We can confirm that the 10 digits in the
recursion coefficients reported there ([5], Table 2, h = m = 2) are all correct.
We repeated the calculation, this time using standard IEEE double precision arithmetic. The results
are given in Table 3. The moments are correct to nearly machine precision (as can be expected, since all
the terms in the formula are positive) but the recursion coefficients show the effects of ill-conditioning.
4. Calculation of recursion coefficients via modified moments
The method of Section 3 has been seen to be useful only in exact arithmetic. A commonly used
artifice to improve conditioning of a problem involving polynomials is to use modified moments, i.e.,
moments with respect to some auxiliary basis of polynomials for which it is hoped that the map is better
conditioned. For example, Sweldens and Piessens [4] compute modified moments of a refinable function
with respect to the Chebyshev polynomials of the first kind. We adapt their algorithm to find the modified
moments of a refinable function with respect to an arbitrary system of polynomials obeying a three-term
recursion.
A close examination of the proof of Theorem C reveals that the only special property of the monomials
used there is that the coefficients cj,k,l are known explicitly. The property that cj,k,k = 2−k is true for any
monic basis pl , l = 0,1, . . . ,2N − 1 for P2N−1, and provided that the expansion (18) can be found, the
theorem and the computational technique implied by it remain valid.
Take as auxiliary basis a system of monic polynomials p0,p1, . . . , p2N−1 generated by a three-term
recursion
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Exact even moments over (−3/2,3/2) of the monomials
for the mask (1/4,3/4,3/4,1/4)
k µk
0 1
2 14
4 1380
6 2051344
8 6713840
10 255511264
12 5978711863680
14 791316384
16 25488193342336
18 4358480534865152
20 17054923780740352
22 1765184603482344960
24 31773322854149073356800
26 493034320154227858432
28 83020617780138923141120
30 14476720225405366145961984
32 208464771245832128110560952320
p−1(x) = 0, p0(x) = 1,
pl+1(x) = (x − al)pl(x) − blpl−1(x), l = 0,1,2, . . . ,2N − 2. (21)
These polynomials can be thought of as being orthogonal with respect to some linear functional L. Of
course, there are infinitely many linear functionals whose first 2N − 1 pairs of recursion coefficients
are the same. However, it is not necessary to choose a specific functional or indeed to have an explicit
formula for L, since we are only interested in its action on polynomials of degree  2N − 1, and that
action is fully defined by its orthogonal polynomials. When all bl > 0, an L with the desired property
always exists; one such is the (2N)-point Gaussian quadrature rule induced by the recursion coefficients
al, bl , l = 0,1, . . . ,2N − 1.
Once the modified moments µl = I [pl], l = 0,1, . . . ,2N −1 are known, the Sack–Donovan algorithm
[8] can be used to find the recursion coefficients βk , αk , k = 0,1, . . . ,N − 1. That algorithm is rational
and uses O(n2) flops.
In order to find the expansion of the shifted auxiliary polynomials p(j)k , we think of Eq. (18) as an
orthogonal expansion with respect to the functional L. Therefore, the required coefficients cj,k,l are
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Exact recursion coefficients for the mask (1/4,3/4,3/4,1/4)
k βk
1 14
2 25
3 197420
4 20384137
5 45613258832692
6 69924116932132932519005
7 22468844109830374209447811820420
8 1223160957072506646022627621556551077817
9 247032922465199953720347295454728706663334037700397436
10 6792071283524369893023748980517581241104384912051939369303954947465
11 31851751585039991915450088509390459952092435798623588395746939343493402664151536548060
12 675942097091682876185085723500914663534880367261325412268104365122155203179574060435208630103576604176707
13 4518434307119318601603814720407333935886030181829242341995556581719178111709857099584554089332690125965982677898654680531636
14 8221381108342546552027925864828379345266992075699237179169751743057159921484853623163761910924498936358201861570236299597691832198661041508953325
15 1696213771187281716355771012373377027239660632475613788545394004203614882213837260932130563990994040805999079295310042193553871435909685773368543398046094979105826769814900
Table 3
Even moments and recursion coefficients for the mask (1/4,3/4,3/4,1/4) using the monomials as auxiliary basis
k µ2k βk (double precision) βk (correct)
0 1.00000000000000e+00 1.00000000000000e+00 1.00000000000000e+00
1 2.50000000000000e−01 2.50000000000000e−01 2.50000000000000e−01
2 1.62500000000000e−01 4.00000000000000e−01 4.00000000000000e−01
3 1.52529761904762e−01 4.69047619047619e−01 4.69047619047619e−01
4 1.74739583333333e−01 4.92627507855934e−01 4.92627507855934e−01
5 2.26828835227273e−01 5.1641390869284∗e−01 5.16413908692842e−01
6 3.20801317822802e−01 5.260121259672∗∗e−01 5.26012125967236e−01
7 4.82971191406250e−01 5.337717704145∗∗e−01 5.33771770414549e−01
8 7.62586107441023e−01 5.40560992685∗∗∗e−01 5.40560992685677e−01
9 1.25009651470901e+00 5.43253414278∗∗∗e−01 5.43253414278274e−01
10 2.11231723389068e+00 5.4726027609∗∗∗∗e−01 5.47260276097218e−01
11 3.65958960781927e+00 5.4929848608∗∗∗∗e−01 5.49298486088698e−01
12 6.47465853693139e+00 5.509751767∗∗∗∗∗e−01 5.50975176746430e−01
13 1.16615617121496e+01 5.52922142∗∗∗∗∗∗e−01 5.52922142822170e−01
14 2.13293725509325e+01 5.5368293∗∗∗∗∗∗∗e−01 5.53682934134971e−01
15 3.95381124701236e+01 5.549713∗∗∗∗∗∗∗∗e−01 5.54971296620916e−01
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cj,k,l = L[p
(j)
k pl]
L[p2l ]
.
The polynomials p(j)k can be seen as an affine transformation of the polynomials pk from the interval
([0, n] to the interval [j/2, (j + n)/2]. From (21) we obtain the three-term recursion
p
(j)
k+1(x) =
(
x + j
2
− ak
)
p
(j)
k (x) − bkp(j)k−1(x). (22)
We can, therefore, find the coefficients cj,k,l by the following simplified version of Salzer’s algorithm
[14], which is based on the mixed moments
σ
(j)
k,l = L
[
p
(j)
k pl
]
.
Multiply (22) by 2pl(x), subtract p(j)k times (21) and apply L. We obtain
2σ (j)k+1,l − σ (j)k,l+1 = (al − 2ak + j)σ (j)k,l + blσ (j)k,l−1 − 2bkσ (j)k−1,l.
Now substitute σ (j)k,l = L[p2l ]cj,k,l , etc., divide by L[p2l ] and recall that bl = L[p2l ]/L[p2l−1], etc., to obtain
2cj,k+1,l = bl+1cj,k,l+1 + (al − 2ak + j) cj,k,l + cj,k,l−1 − 2bkcj,k−1,l . (23)
Starting from cj,0,0 = 1, and using the fact that cj,k,l = 0 for k < l because of the orthogonality of pl,
one can use (23) to generate all the required values of cj,k,l .
Although the above derivation makes use of a postulated functional L, which does not exist when
pk(x) = xk, the final equation (23) is also valid when all ak and bk except b0 are zero. Moreover, in that
case it requires only one multiplication per coefficient cj,k,l . Therefore, an implementation of Algorithm 2
(defined below) in rational arithmetic would become the equivalent of Algorithm 1 by changing step (i)
of Algorithm 2.
The rest of the calculation proceeds as in Section 3, with (20) now being used to obtain the modified
moments with respect to the auxiliary basis rather than the ordinary moments.
Note that in the case where the auxiliary basis is such that the pk are the Legendre polynomials shifted
to the interval [0, n], the linear functional L could also be
L[f ] =
n∫
0
f (x)dx.
Using the property (8), this gives
µk =
∞∫
−∞
φ(x)pk(x)dx =
n∫
0
φ(x)pk(x)dx = L(φpk).
The mth partial sum of the orthogonal expansion of φ in terms of the shifted Legendre polynomials is
therefore
φm(x) =
m∑
k=0
µkpk
L[p2k ]
=
m∑
k=0
µk
νk
pk
νk
,
where νk = (L[p2])1/2.k
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but using the shifted Chebyshev polynomials of the second kind on the interval [−n/2, n/2] as the aux-
iliary basis. This choice of basis is motivated by two considerations. First, the corresponding weight
function
√
1 − (2x/n)2 vanishes at the endpoints of the interval, which mimics the behaviour of φ. Sec-
ond, the bl all equal n2/16, which is convenient.
Algorithm 2. (i) al = 0, bl = (n/4)2, l = 0,1, . . . ,2N − 1.
(ii) Compute the coefficients cj,k,l using (23).
(iii) Compute the modified moments µk using (20).
(iv) Compute αk, βk , k = 0,1, . . . ,N − 1 by the Sack–Donovan algorithm.
The results are so accurate that merely showing the few cases where the last digit is wrong to the
displayed precision, would not reveal any information. Therefore we have calculated the error in the
last digit, obtained by multiplying the difference between the computed and ‘correct’ values by 253. The
error still increases with k, e.g., the error is 1 unit in the last place when k = 5, and 5 units when k = 15.
This is much smaller than in the case of the monomials, but we shall try to do even better.
The choice of auxiliary basis is not restricted to the well-studied classical orthogonal polynomials,
since we do not need to know anything about it except its recursion coefficients bl , al. One could, in fact,
use rather arbitrary, even random, values for the bl , al without affecting the theoretical exactness of the
algorithm. Of course, best results in floating-point are obtained by using a basis that maps to the desired
basis in a well-conditioned way.
The best-conditioned basis of all would be al = αl, bl = βl. This is a Catch-22 situation, but it can be
approximated iteratively. We use the recursion coefficients just computed up to bN−1, aN−1, in place of
the Chebyshev coefficients, and retain the Chebyshev ones for the remainder. (Side remark: if the auxil-
iary coefficients up to bN−1, aN−1 exactly equalled the sought-after coefficients, the modified moments
would all be zero for any choice of the remaining ones, so it might appear that one could use any coeffi-
cients whatsoever, but the numerical behaviour of the calculation does depend on the choice of the higher
coefficients.)
Algorithm 3.
Initialize Calculate αk, βk , k = 0,1, . . . ,N − 1 by Algorithm 2.
Improve al = αl , bl = βl , l = 0,1, . . . ,N − 1.
Repeat Algorithm 2, starting at step 4, to get updated values of αk , βk , k = 0,1, . . . ,N − 1.
We did so for the previous example, obtaining (using only a single improvement step) results that
agree with the exact values to machine precision (the largest difference was 2−53).
5. Numerical examples and experiments
The usual conditions on the mask coefficients are (12), (13). These assumptions are sufficient for φ to
exist, to be continuous and to be nonnegative: therefore also sufficient for φ to be a weight function.
For example, the mask γ = (1/4,1/4,3/4,3/4) satisfies (12), (13): the resulting refinable function φ
is plotted in Fig. 1. Since its symbol (1 + z + 3z2 + 3z3)/4 contains the factor (1 + z) only once, φ is
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φ is continuous but not differentiable.
continuous but not differentiable, as is obvious from the graph. For such a function, any approach based
on numerical integration involving values of φ is perilous and may need millions of points for even single-
precision accuracy. Our approach permits the accurate evaluation of the recursion coefficients in O(n2)
arithmetic operations. The results are presented in Table 4. As in the case of all the other tables mentioned
in this section, the values are those produced by a double-precision calculation using Algorithm 3 and
are not claimed to be accurate to all digits shown.
The condition (12) is necessary and sufficient for continuity of φ when the symbol of γ is a Hurwitz
polynomial. However, the algorithms we have developed do not exploit any conditions whatsoever on
the mask: even the ones under which the algorithms are derived are not necessary for the algorithms to
go through. They are finite rational algorithms that have well-determined results unless a zero divisor is
encountered. (This happens, for example, in the case of the Daubechies wavelets, whose masks contain
negative numbers.) We, therefore, explored some masks that satisfy weaker conditions than (12):
• The condition (11), necessary for φ to be a weight function;
• The condition (10), necessary and sufficient for φ to exist at dyadic points when the finite support
property (8) is assumed.
For example, the mask γ = (0.1,0.2,0.4,0.6,0.3,0.4) satisfies conditions (11) and (10) but does not
satisfy (12) and is, therefore, not covered by Theorem B. As can be seen from Figs. 2 and 3, the refinable
function φ appears to be continuous, but not differentiable.
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Recursion coefficients αk (shifted to the interval (−3/2,3/2)) and βk for the mask (1/4,1/4,3/4,3/4).
This mask defines the continuous but not differentiable refinable function shown in Fig. 1
k αk βk
0 5.00000000000000e−01 1.00000000000000e+00
1 1.78571428571429e−01 3.33333333333333e−01
2 1.47863134739981e−01 4.63350340136054e−01
3 3.58576844690343e−02 5.09679028081184e−01
4 6.64652348898547e−02 5.17028400292501e−01
5 2.57754911975221e−02 5.35625578446723e−01
6 1.49423996554590e−02 5.49799604302498e−01
7 4.03269819219824e−02 5.40380676353805e−01
8 −1.13337910754442e−03 5.46999776004394e−01
9 1.54203886970972e−02 5.59400057500635e−01
10 1.23993506910909e−02 5.56372999204238e−01
11 1.09318823836721e−02 5.50081838576732e−01
12 1.19097115651312e−02 5.51086218354610e−01
13 −3.59083388276182e−03 5.63318620621811e−01
14 6.41167491226116e−03 5.63755286531841e−01
15 1.27241540647553e−02 5.54592606877742e−01
Fig. 2. Refinable function φ generated by the mask (0.1,0.2,0.4,0.6,0.3,0.4) for dyadic points with denominator 212. This
mask is not covered by the Goodman–Micchelli theorem, but φ nevertheless appears to be continuous.
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(0.1,0.2,0.4,0.6,0.3,0.4). This demonstrates that φ is not differentiable.
Venturing further into the unknown, we consider masks that satisfy only one of (11) and (10). For
example, the mask γ = c(1,3,2,1) does not for any value of c define a refinable weight function, since
the plausible choices for c, namely:
• c = c0 = 2/7 to satisfy (11);
• c = c1 = 0.27639320225 . . . to satisfy (10);
do not coincide. When c = c1, we obtain a function that we can evaluate at dyadic points; but this
function is not a weight function. The graph in Fig. 4 does suggest that φ is discontinuous every-
where in (0,3). Nevertheless our algorithm produces the perfectly ordinary-looking quadrature formula
in Table 6, which, moreover, has all its nodes in [−3/2,3/2], just as though φ were a well-defined
weight function. Since φ is not a weight function, this formula cannot be used to compute integrals
containing φ as a factor, and frankly, the present authors cannot even guess what this formula com-
putes.
On the other hand, the mask γ = c0(1,3,2,1) satisfies the necessary condition for φ to be a weight
function, although it is impossible to define values of φ(x), x = 1,2, . . . , n − 1 that are compatible
with (3). A possibility not ruled out by any known result is that there exists a function φ which is con-
tinuous and satisfies the refinement equation everywhere except at dyadic points. Such a function would
be continuous almost everywhere and, therefore, Riemann-integrable; moreover, its set of discontinuities
would be invariant under the transformation x → 2x − j , where j is an integer. Our procedure for find-
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defined when x is a dyadic point. All points with denominator 212 are shown. No integrable function can be defined by this
mask, since c = 2/7.
ing the modified moments would also remain valid, since Theorem C does not require continuity of φ.
The recursion coefficients calculated form those moments would necessarily be those of the polynomials
orthogonal with respect to the linear functional
I [g] :=
∞∫
−∞
g(x)φ(x)dx.
The corresponding quadrature formula is given in Table 5.
Unfortunately, we are not aware of any demonstration of the existence of a weight function which
satisfies (3) almost everywhere when (10) is not also satisfied. (We are working on this.) As far as we
know, this is the first instance in the literature where a Gaussian quadrature formula has been exhibited
for a weight function of which the mere existence, let alone a procedure for its evaluation, has not yet
been shown.
6. Conclusion
We have presented three algorithms for calculating recursion coefficients for a refinable weight func-
tion directly from the mask that generates the refinable function.
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Nodes xk and weights wk of the 16-point quadrature formula (shifted to the interval (−3/2,3/2))
corresponding to the mask 27 (1,3,2,1). This mask satisfies the condition for integrability of φ, but
does not define a refinable function with support [−3/2,3/2]
k xk wk
0 −1.44932829555210e+00 2.25344270806942e−04
1 −1.35316636271704e+00 2.21613272100921e−03
2 −1.21689947229390e+00 9.60181207552849e−03
3 −1.04197671998557e+00 2.78904421047593e−02
4 −8.43476971056123e−01 5.87316916064781e−02
5 −6.17155826503342e−01 1.10323713853419e−01
6 −3.87202685805622e−01 1.71930924891427e−01
7 −1.40931208128652e−01 1.76760585323230e−01
8 1.10386217796486e−01 1.66147019464736e−01
9 3.63861557129005e−01 1.17093005946986e−01
10 6.07853198089024e−01 8.51768323069971e−02
11 8.32089446223030e−01 4.51536919220126e−02
12 1.04271828689713e+00 2.00103791161762e−02
13 1.21439070143527e+00 6.91881326343138e−03
14 1.35192698095222e+00 1.65259680241016e−03
15 1.44992004158643e+00 1.67014330592586e−04
Table 6
Nodes xk and weights wk of the 16-point quadrature formula (shifted to the interval (−3/2,3/2))
corresponding to the mask c(1,3,2,1) where c = 0.27639320225 . . . . This mask does not satisfy the
condition for integrability of φ
k xk wk
0 −1.44522540801267e+00 2.34191806450394e−04
1 −1.34979521277892e+00 2.25912999350507e−03
2 −1.21419923274264e+00 9.68764445012730e−03
3 −1.03974302931023e+00 2.80687476238850e−02
4 −8.41741100652681e−01 5.87820996200029e−02
5 −6.16068267275878e−01 1.10334164486254e−01
6 −3.86854577793361e−01 1.71726262686485e−01
7 −1.41223328375972e−01 1.76386145299434e−01
8 1.09452960917285e−01 1.65965719882242e−01
9 3.62193726227978e−01 1.16940730293638e−01
10 6.05687887695464e−01 8.52730558034888e−02
11 8.29276491087419e−01 4.53502272680721e−02
12 1.03940028547278e+00 2.01071801972040e−02
13 1.21015481215941e+00 7.01393418611762e−03
14 1.34714810320777e+00 1.69641138792701e−03
15 1.44439509873032e+00 1.74355015167049e−04
• Algorithm 1, based on the moments relative to the monomials, can be used when all calculations are
made in exact (i.e., rational) arithmetic.
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pears to work well in floating-point arithmetic.
• Algorithm 3 appears to be the most accurate in floating-point arithmetic. It is based on moments
relative to a system of orthogonal polynomials generated by a mixture of recursion coefficients: The
first half of those are the best available approximation to the recursion coefficients we are trying to
compute, and the remaining half are the same as for Algorithm 2.
In Section 5, we have raised some issues that merit further research, in particular:
• Can anything be proved about the refinable functions generated by masks whose symbol contains a
factor of the form x2k + 1 but not the factor x + 1? There is some hope for an affirmative answer,
since one of us [15] has shown that if the factor x + 1 is present, then a factor of the form x2k + 1
increases the smoothness of the refinable function.
• If a mask satisfies (11) but not (10), does there exist a corresponding Riemann-integrable function φ
which satisfies (3) almost everywhere?
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