In this paper, we propose a modified SQP method, which uses neither a penalty function nor a filter, for the nonlinear programming problems. The proposed mechanism for accepting the trial step is carried out by a nonmonotone technique. Under some conditions, we establish the global convergence of the algorithm. Some numerical results are presented to show the effectiveness of the proposed algorithm.
Introduction
In this paper, we consider the following nonlinear programming problem min f (x) s.t. 
. , c m (x))
T and A(x) = (∇c 1 (x), ∇c 2 (x), . . . , ∇c m (x)). For a given x k , we write f (x k ),C(x k ), g(x k ) and A(x k ) as f k , C k , g k and A k respectively.
Nonlinear programming problem (1) , arising often in engineering, economy and many fields in the society. Over the past decades, many numerical methods have been proposed to solve this problem, which include interior point methods, gradient projection methods, trust region techniques and sequential quadratic programming (SQP) methods. This paper will focus on the SQP method. It is well known that the traditional SQP method generates a sequence {x k } converging to the desired solution by solving the quadratic programming problem min g(x)
For the current iteration point x k , let d k be the solution of (2), the SQP method generates the next iteration point by
where λ k > 0 is a step length obtained by some line search techniques. By using the penalty function as a merit function, the globally convergent results of SQP method have been established, see, for example [1] [2] [3] [4] [5] .
For the penalty function, as pointed out by Fletcher and Leyffer [6] , the biggest drawback is that the penalty parameter estimates could be problematic to obtain. To overcome this drawback, Fletcher and Leyffer proposed filter methods in 2002 [6] where no penalty parameter estimates are required. Due to its promising numerical results, the filter method has been combined with many other numerical methods, such as SLP (sequential linear programming) approaches [7] , SQP methods [8, 9] , bundle nonsmooth approaches [10] , pattern search methods [11] , and so on. More recently, the method has also been extended to nonlinear complementarity problem [12] .
In fact, filter method exhibits a certain degree of nonmonotonicity. The idea of nonmonotone technique can be traced back to Grippo et al. in 1986 [13] , thanks to its excellent numerical exhibition, many nonmonotone techniques have been developed in recent years, for example, nonmonotone line search approaches [13] [14] [15] [16] [17] [18] [19] [20] , and nonmonotone trust region methods [21] [22] [23] [24] [25] [26] .
As for the SQP method, one of the drawback is that it may fail if the quadratic subproblem (2) becomes infeasible. This drawback has been overcome by many researchers, see Burke and Han [27] , Liu and Yuan [28] , Zhang and Zhang [29] , Zhou [30] , Zhang and Zhang [31] .
Motivated by the ideas of filter method and nonmonotone technique, in this paper, we proposed a modified SQP method for solving problem (1) . We will use [31] as our main reference on SQP method for problem (1) , but compared with [31] as well as other SQP-based method, we use neither a penalty function nor a filter, the proposed mechanism for accepting the trial step is carried out by a nonmonotone technique. Under certain conditions, the global convergence of the algorithm is established.
The paper is organized as follows. The algorithm is presented in Section 2. In Section 3, some global convergence results are proved. Some numerical examples are given in the last section.
A modified SQP method with nonmonotone technique
To describe our algorithm model, we first give the modified quadratic subproblem of SQP method. For the current iteration point x k ∈ R n , we define a linear programming subproblem LP(x k ) as follows:
where e = (1, 1, . . . , 1)
T be a solution of (4), we replace the quadratic subproblem (2) by the following convex programming problem
Clearly, the convex programming Similar to the idea of filter method, solving problem (1) equivalents to minimize the objective function f (x) and to satisfy the constraints. To test whether constraints are satisfied or not, we denote the violation function h as follows:
where c i (x) + = max{c i (x), 0}, i ∈ I, · denotes the Euclidean norm on R m . It is easy to see that h(x) = 0 if and only if x is a feasible point (h(x) > 0 if and only if x is infeasible).
Since it is difficult to know whether every point is better than the former one, we adopt nonmonotone technique to control h(x) decreased nonmonotonically and to minimize function f (x).
The algorithm is described as follows.
Algorithm A.
Step 0: Choose x 0 ∈ R n , a symmetric and positive definite matrix
Step 1:
Step 2:
Step 3:
Step 4: Choose λ k which is the largest one in the sequence {1, γ , γ 2 , . . .} satisfying
Step 5: 
For the convenience, we denote
In a restoration algorithm, we aim to decrease the value of h(x), more precisely, we will use a trust region type method to obtain C (x r k ) + = 0 by the help of the nonmonotone technique. Let
Similar to the restoration phase given by Long et al. [12] , we describe the Restoration Algorithm as follows:
Step 0:
M} and go to step 2;
Step 4:
M} and go to step 1.
The convergence properties
To prove the global convergence of Algorithm A, we make the following assumptions: Assumptions: A1 The objective function f and the constraint functions c j (j ∈ I) are twice continuously differentiable on R n . A2 The iterate {x k } remains in compacted subset S ⊂ R n .
A3 There exist two constants
Remark 2. Assumptions A1, A2 are the standard assumptions. A3 plays an important role in obtaining the convergence results. A4 is the sufficient reduction condition which guarantees the global convergence in a trust region method. Under the assumptions, f is bounded below and the gradient function g(x) is uniformly continuous in S.
Since we have no constraint qualifications on the constraint functions, the cluster point of the sequence generated by Algorithm A can be either of the two different types of stationary points. The following definition about stationary point can be found in [28] . 
(2) an infeasible stationary point of problem (1) if x is infeasible and
where φ(x) = max i∈I {c i (x), 0}.
Clearly, a strong stationary point defined above is precisely a KKT point of problem (1). The following lemma describe the properties of infeasible strong stationary point, see [28] .
Lemma 1. If x ∈ R
n is an infeasible stationary point, there exists ρ 0 ≥ 0 and ρ ∈ R m such that the following first-order necessary condition
holds.
Lemma 2. If Algorithm A terminates at x k , then x k is either an infeasible stationary point or a strong stationary point.
Proof. See Lemma 3.2 in [31] .
Lemma 3. In step 4, the line search procedure is well defined.
Proof. By step 3, we have
Now we will prove that there exists a λ ∈ (0, 1) such that
Assume by contradiction that for all λ ∈ (0, 1), it holds
By the definition of f (x l(k) ), we have
which together with (11) deduces
Divided by λ on the both sides of (13), one has
let λ → 0, we obtain g 
Then by Assumption A4, we deduce 
holds by Algorithm A, so we have lim k→∞ h(x k ) = 0. In this case, we have
Since m(k + 1) ≤ m(k) + 1, we obtain
Hence for k > M, it holds
Since f is bounded below, {f (x l(k) )} converges. Therefore 
From the uniform continuity of f (x), this implies that [19] Algorithm in [31] Our algorithm
