Abstract. We prove the correctness and termination of Faugère's F5 algorithm in the homogeneous case without assuming the input to be a regular sequence. Also we discuss the optimized behaviour of F5 in the case the input is a regular sequence and show that then the signature of a polynomial is uniquely defined and F5 rejects all zero-reductions during its computations.
Introduction
Faugère's F 5 algorithm stated in [Fau02] is one of the fastest known algorithms to compute Gröbner bases. In [Ede08] the correctness of the two new criteria used in this algorithm is proved. In this paper we prove the correctness and termination of the algorithm itself. As there are a few different notations of the pseudo code of the algorithm (see [Fau02] , [Ste05] , [Per] ) we will use the original notation of the algorithm from [Fau02] . Moreover we discuss the efficient way F 5 computes a Gröbner basis if its input is a regular sequence and prove its optimized behaviour, i.e. no zero reduction, in this case. In Section 1 we shortly restate the main definitions to understand the way F 5 works. Section 2 contains a special investigation on the algorithm in the case of a regular input sequence. The uniqueness of the signature of an admissible labeled polynomial as well as the rejection of zero-reductions in this special case are shown. In the last section we prove the correctness (Theorem 3.3) and the termination (Theorem 3.5) of the F 5 algorithm. You should have a basic knowledge of the F 5 algorithm to understand this paper, at least you should know [Fau02] or [Ede08] .
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Remark 0.1.
(a) We do not state any pseudo code of the F 5 algorithm, but use the one given by Faugère in [Fau02] . For further information and detailed descriptions we refer to this paper. All notations of subalgorithms of F 5 correspond to the ones in [Fau02] .
(b) In this paper we discuss the basic F 5 algorithm, i.e. the one stated in [Fau02] . We do not discuss any optimization of F 5 , like the ones stated in [Ste05] or [Per] .
Convention 0.2. In the following K is always a field, x = (x 1 , . . . , x n ), T denotes the set of terms of the ring K [x] . Let F = (f 1 , . . . , f m ) be a sequence of polynomials f i = 0 ∈ K[x] for i ∈ {1, . . . , m} such that I = f 1 , . . . , f m , ≤ denotes a wellordering on K [x] .
for k ∈ {1, 2} then we denote the SPolynomial of p 1 and p 2 Spol(p 1 , p 2 ) = HC(p 2 )u 1 p 1 − HC(p 1 )u 2 p 2 .
Basic Definitions
The basic notations and ideas behind the F 5 algorithm are presented in this section. The main tool detecting useless critical pairs during the Gröbner basis computation is the signature of a polynomial, some kind of extra information with which we label the polynomials. This gives a connection between S-Polynomials and syzygies in K[x] m used to delete useless critical pairs during Gröbner bases computations. For more details about the way F 5 computes Gröbner bases and examples to understand how the criteria used work see [Ede08] . Definition 1.1.
(a) Let K[x] m be an m-dimensional module with generators e 1 , . . . , e m . Elements of the form te i such that t ∈ T ⊂ K[x] are called module terms. We define the evaluation map
we define the index of g index(g) to be the lowest number i 0 such that λ i 0 = 0. Let index(g) = k, then the module head term of g w.r.t. F is defined to be MHT
(e) An admissible w.r.t. F , labeled polynomial r is an element of
where the components of r are defined as follows:
denotes the polynomial part of r.
(ii) S(r) denotes the signature of r and is defined to be
(iii) The index of r, index(r) is defined to be index(g) where MHT(g) = S(r) and v F (g) = poly(r).
(f) Let r be an admissible w.r.t. F , labeled polynomial such that S(r) = t i e i . Then we define the term of the signature to be Γ(S(r)) = t i .
(g) Let r 1 = S(r 1 ), poly(r 1 ) and r 2 = S(r 2 ), poly(r 2 ) be two admissible w.r.t. F , labeled polynomials such that u 2 S(r 2 ) ≺ F u 1 S(r 1 ). Then Spol(r 1 , r 2 ) = u 1 S(r 1 ), Spol poly(r 1 ), poly(r 2 ) is an admissible w.r.t. F . labeled polynomial, the S-Polynomial of r 1 and r 2 .
Example 1.2. Assume a sequence F = (f 1 , . . . , f m ) where f i = 0 and f i = 1 for all i ∈ {1, . . . , m}. Let us define admissible w.r.t. F , labeled polynomials of f 1 .
(a) We can construct g 1 = (f 2 + 1)e 1 − f 1 e 2 . It holds that
As MHT(g 1 ) = f 2 e 1 we have an admissible w.r.t. F , labeled polynomial r 1 = (f 2 e 1 , f 1 ) corresponding to f 1 .
(b) Also we can take g 2 = e 1 . Clearly v F (g 2 ) = f 1 and MHT(g 2 ) = e 1 . Thus we have another admissible w.r.t. F , labeled polynomial corresponding to f 1 , namely r 2 = (e 1 , f 1 ). (c) The F 5 Algorithm always takes the minimal possible index at the given iteration step during its computations. In the above example the F 5 Criterion (see Definition 1.5) would detect and delete r 1 and use r 2 for further computations.
Convention 1.4.
(a) For the rest of this paper when talking about admissible labeled polynomials we always mean admissible w.r.t. the sequence F , labeled polynomials as defined in Definition 1.1(e).
(b) In the following G = {r 1 , . . . , r n G } always denotes a set of admissible labeled polynomials such that poly(G) := {poly(r i ) | r i ∈ G} ⊃ {f 1 , . . . , f m }.
(c) For a shorter notation we denote poly(r) = p and we agree for the rest of the paper that for all i ∈ {1, . . . , m} r i = (e i , f i ).
Next we define the two main criteria used in F 5 to detect useless critical pairs.
is not normalized iff for u k r k , k = i or k = j, there exists r prev ∈ G such that index(r prev ) > index(r k ) and
If there exists no such r prev ∈ G then Spol(r i , r j ) is normalized.
If there exist no such r v , r w ∈ G then Spol(r i , r j ) is called not rewritable.
Theorem 3.2 in Section 3 explains the way these criteria are used in F 5 .
Properties of F 5 in the Regular Case
The F 5 algorithm is optimized (in some sense) to compute Gröbner bases without any zero reduction in the case that the input F is a regular sequence of polynomials.
A sequence F is called non-regular if it is not regular.
2.1. The signature of an admissible labeled polynomial. We give a short insight in the behaviour of the F 5 -specific polynomial data, the signature S(r) of an admissible labeled polynomial r. We have noted in Remark 1.3 that the signature need not to be uniquely defined, but if F is a regular sequence the signature is uniquely defined.
Lemma 2.2. If F is a regular sequence then the admissible labeled polynomial r of a polynomial p, i.e. poly(r) = p, computed by F 5 is uniquely defined.
Proof. For contrary assume there exist
Then there exist r = (MHT(g 1 ), p) and r ′ = (MHT(g 2 ), p), both admissible labeled polynomials of p. Thus we receive the following equation from (b):
where HT(λ 1,k )e k = F HT(λ 2,j )e j due to (a). Thus we have to distinguish between two cases: (a) If k = ℓ then w.l.o.g. we can assume that k < ℓ. It follows that
for λ 2,j = 0 for j < ℓ. As F is regular λ 1,k ∈ f k+1 , . . . , f m . Thus there exists an element r prev ∈ G k+1 such that HT(p prev ) | HT(λ 1,k ).
As F is regular it follows that (λ 1,k −λ 2,k ) ∈ f k+1 , . . . , f m . Thus there exists an element r prev ∈ G k+1 such that HT(p prev ) | HT(λ 1,k ) since HT(λ 1,k ) = HT(λ 1,k − λ 2,k ) and poly(G k+1 ) is a Gröbner basis of f k+1 , . . . , f m .
In both cases the element r ′ = (MHT(g 1 ), p) is deleted by the F 5 Criterion. It follows that the admissible labeled polynomial r with poly(r) = p is uniquely defined.
Remark 2.3. Note that Lemma 2.2 only states that if we have a polynomial p ∈ K[x], F a regular sequence then there exists a unique admissible labeled polynomial r such that r = (S(r), p), but we do not state that there exists only one module element
. This is obviously wrong as there are infinitely many module elements fulfilling this property, constructed by adding syzygies
Lemma 2.4. Let F = (f 1 , . . . , f m ) be the input of F 5 . If F is regular then for every admissible labeled polynomial r and every λ ∈ T such that λr is normalized it holds that λS(r) = F S(λr).
Proof. Let r = (S(r), p) be an admissible labeled polynomials such that index(r) = k for some k ∈ {1, . . . , m}. By Lemma 2.2 there exists a module element g ∈ K[x] m such that v F (g) = p and MHT(g) = S(r) where S(r) is uniquely defined for p.
Clearly it holds that λS(r) F S(λr) by Definition 1.1. We prove this lemma by assuming that λS(r) ≻ F S(λr) and showing that this contradicts the property of λr being normalized. Let
m such that S(r) = F MHT(g 1 ) and S(λr) = F MHT(g 2 ). By our assumption λg 1 = F g 2 , particularly λMHT(g 1 ) ≻ F MHT(g 2 ), but on the side of the polynomials in
W.l.o.g. we can assume that k ≤ ℓ, thus investigating the above equality further we receive the following:
where g 2,j = 0 for j < ℓ. Due to the above discussion there are two cases to be considered:
) and by definition of ≤ it clearly holds that
. . , f m and it follows that λHT(g 1,k ) ∈ f k+1 , . . . , f m as F is regular. This is a contradiction to the initial assumption that λr is normalized.
The
Corollary 2.5. Let F be a regular sequence and r 1 , r 2 are admissible w.r.t. F , labeled polynomials. If there exists λ ∈ T such that λr 1 , r 2 are normalized and λS(r 1 ) = F S(r 2 ) then λp 1 = p 2 .
Proof. Assume that there exists λ ∈ T such that λp 1 = p 2 . For contradiction assume furthermore that λS(r 1 ) = F S(r 2 ). As λr 1 is an normalized admissible labeled polynomial by Lemma 2.4 λS(r 1 ) = S(λr 1 ). By Lemma 2.2 there exists a module element g ∈ K[x] m such that MHT(g) = F S(λr 1 ) where S(λr 1 ) is uniquely defined. As λp 1 = p 2 it clearly holds that MHT(g) = S(r 2 ), too. This gives us λS(r 1 ) = S(λr 1 ) = MHT(g) = S(r 2 ), a contradiction to our assumption. It follows that λS(r 1 ) = S(r 2 ).
2.2. Zero-reductions during the computation of F 5 . Next we prove that the F 5 algorithm does not allow any zero-reduction in the case when the input F is a regular sequence. For this we need the following three lemmata, both explaining the interaction of principal syzygies and the F 5 Criterion.
Proof. The proof is done by induction on the polynomial index i of the input F = (f 1 , . . . , f m ). W.l.o.g. we can assume m ≥ 2. Let s i,j = f j e i −f i e j ∈ PSyz(F ) denote the principal syzygy generated by e i and e j . Assume a syzygy s = 
Again we have that s 1 ∈ f 2 , . . . , f m due to the regularity of F , i.e. s 1 = m j=2 λ j f j where λ j ∈ K[x] for all j ∈ {2, . . . , m}. Thus we receive the following:
Since m j=2 (λ j f 1 + s j )e j ∈ PSyz(F ) by the induction hypothesis also
Remark 2.7. Lemma 2.6 explains in more detail why the normalized admissible labeled polynomial r of a polynomial p is uniquely defined in the case of a regular sequence F as proved in Lemma 2.2: If there are two module elements g 1 , g 2 with the same evaluation, v f (g 1 ) = v F (g 2 ) = p and w.l.o.g. MHT(g 1 ) ≻ F MHT(g 2 ) then g 1 = g 2 + λs where λ ∈ K[x], s ∈ Syz(F ). Due to Lemma 2.6 s ∈ PSyz(F ). The F 5 Criterion (Definition 1.5) detects such elements and deletes them. In Example 1.2 g 1 = g 2 + f 2 e 1 − f 1 e 2 , thus it is not normalized and would not be investigated by
Next we prove the optimized behaviour of F 5 in the regular case, i.e. the nonexistence of zero-reductions.
Lemma 2.8. Let F = (f 1 , . . . , f m ) be the input of F 5 . If F is regular then there is no reduction to zero during the reduction step with the normal form ϕ in F 5 .
Proof. Let us assume that the element r = (S(r), p) with index(r) = k corresponds to an S-Polynomial investigated in F 5 . Moreover, assume that r enters the Reduction subalgorithm, i.e. r is normalized and not rewritable. Assume that there is a reduction to zero of r while reducing with elements r red such that index(r) < index(r red ), i.e. ϕ(r) = 0. Due to the admissibility w.r.t. F of every element investigated and computed by F 5 we get
By Lemma 2.6 p k e k + m j=k+1 (p j − q j )e j is an element from PSyz(F ) . It follows that Γ S(r) = HT(p k ) = λHT(p prev ) for λ ∈ T and r prev ∈ G prev such that index(r prev ) > index(r). This is a contradiction to the assumption that r is normalized. Thus there is no reduction to zero during the reduction step with the normal form ϕ in F 5 .
Lemma 2.9. Let F = (f 1 , . . . , f m ) be the input of F 5 . If F is regular then there is no reduction to zero during the reduction step in the subalgorithm TopReduction in F 5 .
Proof. Let us assume the element r = (S(r), p) with index(r) = k corresponding to an S-Polynomial investigated in F 5 . Moreover, assume that r enters the Reduction subalgorithm, i.e. r is normalized and not rewritable. There are two possible cases for a reducer r red of r found in IsReducible, for λ ∈ T such that λHT(p red ) = HT(p) either λS(r red ) ≺ F S(r) or λS(r red ) ≻ F S(r). In either case it follows from Corollary 2.5 that λp red = p. Thus there is no reduction to zero during the computations of the subalgorithm TopReduction.
We can conclude that the F 5 algorithm does not compute any zero reduction if the input is a regular sequence.
Corollary 2.10. Let F = (f 1 , . . . , f m ) be the input of F 5 . If F is regular then there is no reduction to zero during the computations of F 5 .
Proof. This follows by Lemma 2.8 and Lemma 2.9 as ϕ and TopReduction are the only subalgorithms of F 5 in which reductions take place. Thus there is no reduction to zero during the computations of F 5 if F is a regular sequence.
Correctness and Termination of F 5
In this section we prove the termination and correctness of the F 5 algorithm in the case of F being a sequence of homogeneous polynomials f i for i ∈ {1, . . . , m}. Both proofs are based on the new characterization of a Gröbner basis we receive from the criteria given in Definition 1.5 and Definition 1.6.
Remark 3.1. Note that in this section we no longer assume F to be a regular sequence, our proofs of correctness and termination of F 5 do not rely on this. The only assumption we have to take on F is that it is a sequence of homogeneous polynomials, this is needed in both proofs.
Let us recall the main idea behind F 5 , the following characterization of a Gröbner basis stated in [Ede08] . Furthermore, if for each such pair Spol(r i , r j ) has an admissible labeled t-representation such that t < LCM HT(p i ), HT(p j ) or Spol(r i , r j ) reduces to zero w.r.t. G then poly(G) is a Gröbner basis of I = f 1 , . . . , f m .
Proof. See [Ede08] .
With this characterization we are able to prove the correctness and the termination of the F 5 algorithm.
3.1. Correctness of F 5 . The correctness of the F 5 algorithm is proved by showing that for each S-Polynomial Spol(r i , r j ) investigated by F 5 it holds that (a) Spol(r i , r j ) is not normalized, or (b) Spol(r i , r j ) is rewritable, or (c) Spol(r i , r j ) has an admissible labeled t-representation. 
Proof. The proof is by induction. For G m = {r m } poly(G m ) is a Gröbner basis of f m . Let poly(G 2 ) be a Gröbner basis of f 2 , . . . , f m computed by F 5 and let f 1 enter the algorithm. Computing the set P of critical pairs of G 1 := G 2 ∪ {r 1 } all S-Polynomials inside P are normalized and not rewritable as they have passed the subalgorithms CritPair and Spol. Sorting P increasingly by the total degree of the critical pairs the subset P d ⊂ P of S-Polynomials of degree d = min{deg(Spol(r i , r j ) | Spol(r i , r j ) ∈ P } is investigated in the Reduction subalgorithm. The return value R d of Reduction is either the empty set or a finite set of admissible w.r.t. F , labeled polynomials of degree d.
(a) If R d is empty then every element in P d is reduced to zero in Reduction, thus poly(G 1 ) is already a homogeneous Gröbner basis of degree d of I. 
is a homogeneous Gröbner basis of degree d of I.
As all polynomials are homogeneous in the next step of the algorithm the degree of the investigated S-Polynomials increases after each iteration of Reduction (see the proof of Theorem 3.5 for a more detailed explanation). Thus after finitely many increases of the degree up to
∅ but all newly to be computed and investigated S-Polynomials Spol(r, r ′ ) are not normalized and/or rewritable. By Theorem 3.2 for
is a Gröbner basis of I.
3.2. Termination of the F 5 Algorithm. In this section we prove the termination of the F 5 algorithm in the case of homogeneous ideals as input data. For this we need to show that the subalgorithms in which the polynomials are reduced, namely Reduction and TopReduction terminate.
To keep the notations in the proof as easy as possible the following definition is helpful.
Definition 3.4. Let r 1 , r 2 be admissible labeled polynomials with S(r 1 ) ≻ F S(r 2 ) and HT(p 1 ) = HT(p 2 ). Then we define the difference of r 1 and r 2 to be
Theorem 3.5 (Termination of F 5 ). Let F = (f 1 , . . . , f m ) be the input of F 5 such that f i is homogeneous for all i ∈ {1, . . . , m}. Then the F 5 algorithm terminates.
Proof. Let I = f 1 , . . . , f m be the ideal for which F 5 computes a Gröbner basis. The proof is by induction on the number of generators f i and clearly F 5 terminates when computing the Gröbner basis poly(G m ) = {f m } for f m . Let us assume that f 1 enters the F 5 algorithm and we have already computed a previous Gröbner basis G prev for f 2 , . . . , f m . The Reduction subalgorithm investigates at each iteration step only critical pairs of the same degree, beginning with the lowest possible. As ϕ is just the standard normal form we can assume that ϕ(r)
terminates for any r investigated in F 5 after a finite number of iterations. In spite of the proof of termination of a standard Buchberger algorithm we have to show two different things:
(a) The While loop inside the subalgorithm Reduction is not an infinite loop.
(b) After each iteration of Reduction the degree of the to be investigated SPolynomials increase.
First we prove (a): For the termination of the While loop we have to show that ToDo= ∅ after finitely many calls of TopReduction. For this we need to understand the possible return values R top of TopReduction, as above assume r to be the investigated admissible labeled polynomial corresponding to an investigated S-Polynomial, n(ToDo) denotes the number of elements in ToDo:
(a) If ϕ(r) = 0 then R top = (∅, ∅). Thus the reduction of r has finished, r has been deleted and n(ToDo) := n(ToDo) − 1.
(b) If ϕ(r) = 0 then we have to distinguish possible three cases (for an easier notation in the following we denote the return value of r := ϕ(r)):
(i) IsReducible returns no reducer r red ∈ G prev for r. Then poly(r) is normalized, i.e.r := (S(r), 1 HC(p) p), R top = ({r}, ∅) and r will be added to G prev after this iteration of Reduction is done. Again the number of elements in ToDo decreases: n(ToDo) := n(ToDo) − 1.
(ii) IsReducible returns a reducer r red ∈ G prev and λ ∈ T such that λHT(p red ) = HT(p) and λS(r red ) ≺ F S(r). Then r := r − r red and R top = (∅, {r}), i.e. the reduced element r is returned to ToDo such that n(ToDo) := n(ToDo).
(iii) IsReducible returns a reducer r red ∈ G prev and λ ∈ T such that λHT(p red ) = HT(p) and λS(r red ) ≻ F S(r), i.e. a new, reduced element r ′ := r red − r is computed and R top = (∅, {r, r ′ }). It follows that the number of elements in ToDo increases: n(ToDo) := n(ToDo) + 1.
In Case (b)(i) the number of elements in ToDo decrease. In Case (b)(ii) the number of elements remains the same but the head terms of the investigated S-Polynomials decrease and as ≤ is a well-ordering this process has to stop after a finite number of times. Thus we see that Case (b)(iii) is the "worst case" that can happen (from the termination point of view). We have to show that even in this situation the While loop terminates after finitely many steps. We assume that for every element r ∈ ToDo always Case (b)(iii) happens and show that the While loop terminates. By our assumption of G prev it follows that n(ToDo) < ∞. Take r ∈ToDo arbitrary. As G prev is finite there are only finitely many calls of TopReduction for r until r is returned to Reduction and deleted from ToDo. Thus for every element investigated only finitely many new elements can be added to ToDo. Also assume for each new element r ′ = r added to ToDo only Case (b)(iii) to happen. By the above consideration also this can happen only a finite number of times such that still n(ToDo) < ∞. By construction HT(p ′ ) < HT(p) and as ≤ is a wellordering this decreasing of head terms has to stop after finitely many reductions. Thus n(ToDo) < ∞ in each loop and ToDo= ∅ after finitely many calls of TopReduction.
Next we prove (b):
Let d be the lowest degree of all S-Polynomials computed during the current iteration step of F 5 . Let R d denote the corresponding return value of the subalgorithm Reduction in the F 5 algorithm. We show that for all critical pairs built from elements of G prev ∪ R d , i.e. the elements Spol(r, r ′ ) ∈ P after the termination of Reduction for degree d, it holds that deg Spol(p, p ′ ) > d by discussing the following two possibilities for Spol(r, r ′ ):
(a) If Spol(r, r ′ ) entered P before R d was returned then deg Spol(r, r ′ ) > d as otherwise Spol(r, r ′ ) had to be investigated by Reduction before we achieve this step of the algorithm due to the ordering of the set of S-Polynomials P by the total degree.
(b) If Spol(r, r ′ ) is generated by elements of R d then its degree has to be ≥ d as every r ∈ R d fulfills deg(p) = d by construction. W.l.o.g. let us assume that r ∈ R d for Spol(r, r ′ ) ∈ P and thus its lowest possible degree is d. Assuming this Spol(r, r ′ ) must have been investigated in Reduction already as r ∈ R d and due to degree reasons the second generator r ′ has to be a reducer of r such that HT(p ′ ) | HT(p). The only possibility this reduction had not taken place inside TopReduction is that Spol(r, r ′ ) is either not normalized or rewritable and oppressed by IsReducible. Thus after returning R d this S-Polynomial ist not computed as it is either rejected by CritPair or by Spols. This is a contradiction and we can follow that if deg Spol(r, r ′ ) = d then Spol(r, r ′ ) / ∈ P .
Thus every element in F 5 which is computed and investigated after Reduction has returned R d must have a degree higher than d. By Theorem 3.3 poly(G prev ∪ R d ) is Gröbner basis of degree d of I after each execution of Reduction. Thus after finitely many increases of the degree up to d max for all d ′ > d max it holds that either R d ′ = ∅ or R d ′ = ∅ but all newly to be computed and investigated S-Polynomials Spol(r, r ′ ) are not normalized and/or rewritable. Thus P = ∅ after finitely many steps and F 5 terminates.
