Introduction
Precise and efficient segmentation of medical images is a key step in detecting curves and edges in radiology [1] . Today, Magnetic resonance (MR) imaging is the most commonly used techniques in diagnosis, clinical studies and treatment planning in the field of brain radio imaging [2] . The widespread use of Computed topography (CT) and Magnetic resonance (MR) imaging in radiography has made it imperative to use computers to assist radiological experts in clinical diagnosis and treatment planning. However, due to the significant accuracy gap existing between current computer assisted segmentation (CAS) and expert's manual segmentation, the total adaptation of CAS is lagging. As a result, more efficient and reliable algorithms are required for the representation of internal anatomy of the brain. Although a lot of studies have been done on brain image segmentation, most of the existing methods are intensity based and are hurdled by artifacts such as; (1) intensity in-homogeneities and (2) partial volume effects [3] . Despite the effort and resources committed into MR brain imaging, segmenting the brain into WM, GM and CSF with high accuracy still remains daunting and unsettling.
Related Work
Histogram-based optimal segmentation methods have been proposed to tackle problems such as artifacts, spatial representation and enhancing amplitude amplification performance [4] . One of such methods is the optimal threshold selection approach [5] . The challenge with thresh-holding is the difficulty in selecting proper threshold value, and also its performance is affected in presence of artifacts [6] . Edge based segmentation which is grounded on marking discontinuities in gray level, color and texture have also been established to divide image on the basis of boundaries [7] . So far, there are several edge detecting operators such as morphological snake based segmentation [8] , noise-resilient and Canny algorithm [9] , simulated annealing-based optimal threshold method [10] and Hough transform border detection based algorithms. However, the performance of their work could be affected by the presence of noise, fake and weak edges which may have an erroneous effect on general segmentation output [11] . To overcome this, it was suggested that Edge detection techniques are integrated with region-based technique for more improved segmentation [12] . That notwithstanding, Region based segmentation still have the limitation of under segmentation and over segmentation of regions in images. This challenge can be rectified in two ways; combining region based approach with edge based approach and optimally selecting the criterion for segmentation [13] . For intensity inhomogeneity correction, soft segmentation has been widely accepted to be particularly helpful as minimization procedure in bias field correction [14] , as well as methods based on regions and edges enhancement [15] .
Model based methods of segmentation which involve deformable model and spatial relation [16] , active shape and appearance model [17] have also been widely used to accomplish great feats in medical image segmentation. Albeit, standard deformable models can also exhibit poor accuracy and precision in search region [18] . Atlas based segmentation which significantly reduces the accuracy gap between CAS and manual segmentation in medical image segmentation is also faced with one critical challenge; restriction in segmenting complex structures with diverse shapes, sizes and properties [19] . Hence, expert knowledge is compulsorily advised in the database setup [20] .
Although FCM algorithm yields good results for segmenting brain images giving the ability to render varying degree of membership to individual clusters, the two pressing issues are high sensitivity to noise and determining cluster's centroids which makes it to converge to the local minimum point easily. Fuzzy clustering algorithm with incorporated spatial membership degree representing the summation of the neighborhood pixels have been observed to yield good results [21] . For pixels with uncertain labels, neural network overcomes such drawbacks by considering the intensities of neighboring pixels [22] . In overcoming the limitation of determining global centroid value, a genetic algorithm which uses an abstract representation of chromosomes for survival of best fit as optimization solution for termination criterion was applied [23] .
GMM have attracted considerable interest in brain image segmentation, However, the application of finite mixtures model to image segmentation presents some difficulties because each pixel in the image must be associated with exactly one class [24] . Several methods have been proposed to overcome this. Correlation between adjacent pixels is discarded in the GMM, making it very sensitive to noise. Algorithms which incorporate spatial information to give spatially consistent results that are robust to noise have been proposed. In particular, mixture models combined with Markov random field (MRF) has received great attention as spatial correlation could be effectively captured through the MRF in a parametric way [25] . This paper proposes Fuzzy Gaussian Method (FGM) which involves the fusion of two widely used clustering algorithms, FCM and GMM which involves the Expectation Maximization (EM) algorithm. Both algorithms have been greatly used and accepted to output good results, nonetheless, these methods are known to have drawbacks such as high sensitivity to noise. Here, the individual advantages and strength of the FCM and GMM algorithm have been integrated to overcome their shortcomings and as such been used to achieve more accurate brain image segmentation result.
Fuzzy C-Means
Fuzzy c-means (FCM) clustering which is one of the most widely used fuzzy clustering algorithm was introduced by J.C. Dunn in 1974 and improved by J.C. Bezdek in 1981. FCM is derived from fuzzy logic in which each data point in a set can be allowed to belong to more than one cluster with varying degree of membership. Given M -dimensional N data points represented by , ( 1, 2,. ......, ) 
The fuzzy memberships is derived by finding the Euclidean distance (d) of each pixel to the randomly chosen centroids which is given as 
This is done iteratively until the differences between cluster centroids reaches a stopping criteria, if not the iteration continues. The membership functions (u) and cluster centers (c) are updated by the following:
Gaussian Mixture Model
A Gaussian Mixture Model (GMM) is a parametric probability density function represented as a weighted sum of Gaussian component densities which assumes that all the data point are generated from a mixture of a finite number of Gaussian distributions with unknown parameters. The GMM object implements the expectation-maximization (EM) algorithm proposed by Dempster et al. It can draw confidence ellipsoids for multivariate models, and compute the Bayesian Information Criterion to assess the number of clusters in the data. The Gaussian mixture model statistical probability distribution for each datapoint is given as:
Where x represent pixel values, k is the number of Gaussian distribution, i  is the weight controlling the contribution of the ith Gaussian such that 
Where x is a D-dimensional continuous valued data vector. Assume that the density is derived from a mixture of Gaussians. The parameters are then estimated by maximizing the likelihood iteratively using the Expectation-Maximization (EM) algorithm. For this, the number of the Kth Gaussian must be fixed a priori. The posterior probability is then used to decide where a pixel belongs to (maximizing a posteriori probability).
FGM Segmentation Algorithm
The proposed method is an unsupervised classification algorithm which classifies the pixels in the MR image into corresponding white matter, gray matter and cerebrospinal fluid segments. The algorithm can be classified into four different steps which are; Step 1: Skull stripping.
Step 2: Denoising the image.
Step 3: Segmenting of the brain tissue using FCM and GMM algorithm respectively.
Step 4: Fusing of the segmented results from FCM and GMM into the final segmented result.
Skull Stripping and Image Denoising
The first step in many MRI analysis sequences is the removal of skull and other extra-meningeal tissues from the MRI volume of the whole head. Since the skull and CSF forms a circular path around each other whilst circumscribing the other brain tissues. The histogram of the image is used to get the intensity range of the CSF which is then used as a threshold value to create a binary of the pixels outside the CSF circular path and within. The outer pixels represents the skull and the background pixels while the rest consists of all the brain tissue. The pixels outside the CSF circular path are made zero and a mask of the image is made to keep all the pixels which are not equal to zero. The resulting image depicts a fairly tight mask of only the brain tissue pixels.
Due to the magnetic field generated in MR imaging, the resulting images are not but with deterioration in quality. Therefore, denoising is a necessary step in segmentation of brain MR images. The denoising method adopted in this paper is the Wiener Filtering algorithm which applies a linear filter to an image adaptively by tailoring itself to the local image variance. It uses a pixelwise adaptive method based on statistics estimated from local neighborhood of individual pixel's N-dimension to estimate the local image mean and standard deviation. This helps to get rid of inconsistency in image pixels and hence getting rid of pecks of noise. 
Fusion of GMM and Fuzzy C-means
The lack of spatial information in FCM makes it really sensitive to noise and even though it has yielded great results, an improvement is needed. Also, GMM´s convention of clustering pixels in just a segment based on the level of probability raises concern as brain tissues are known to overlap especially white matter and grey matter. In complimenting the limitations of these two algorithm with their strength is where FGM is proposed. The high sensitivity of FCM is complimented by high probability detected in GMM and the absence of membership in GMM would be helped by FCM.
These method allows both algorithm to run on the same image. Pixels which are classified into same clusters using both algorithms are left to remain so. Now, pixels with contradicting clusters in FCM and GMM are processed. The pixels having same clusters from both algorithms have centers denoted as
; where k={1,2,3}
Where k C is represented as intensity value of k-th center with pixels of same clusters in the two methods, kn I represents the intensity value of pixels that fall into same clusters in both algorithms, n denotes the number of such pixels and k P denotes the GMM center for such k-th cluster. Statistical probability of pixel p(y) from Eq. 7 above is use as deciding factor. It is noted that the critical point of statistical probability of a pixel using GMM is within the range of 0.78~0.82, as such in this paper 0.80 was chosen as the critical point. Pixels with different clusters in both methods with probability value equal to or above 0.8 in GMM are allowed to maintain their cluster from the GMM algorithm. Whereas, the pixels with probability values below 0.8 in GMM are conceded to have their degree of membership in all the clusters sequel to the FCM algorithm. The outer pixels with different clusters in the FCM and GMM algorithms are classified as illustrated below;
Where I p represents the outer pixels belonging to different clusters following the FCM and GMM classification respectively. k g represents pixels with differing clusters having intensity probability equal to and above 0.8 from the GMM algorithm. The outer pixels with intensity probability value less than 0.8 from the GMM results which are allowed to have their degree of membership in all clusters as resulted from the FCM algorithm is represented as k f .
Experiments and Results
The original T1-weighted brain MR image used for this experiment is provided by Hua Xi hospital, Chengdu in 2016. The segmented results are evaluated using Dice Similarity Coefficient (DSC) and Accuracy (A) compared to the ground truth of the input image. The DSC is computed by;
Where A and B denote the ground truth and the segmented result respectively. The DSC value ranges from 0 to 1 with better results educed as the value approaches 1. The Accuracy (A) is computed using; 
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Conclusion and Future Work
The proposed FGA segmentation method works well on T1-weighted image by utilizing the advantages of GMM and FCM respectively to yield better results. As such, when implanted with T2-weighted image or other types of medical image (e.g., three dimensional image, CT image, and so on), more experiments are needed to be done. Also, there are still some impurities in MR images, and segmentation results are seriously impacted by these impurities. In future, more researches and experiments are needed to be done to solve these problems. Probably with the inclusion of spatial coordinate in the GMM and FCM algorithms.
