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Resumo
Neste trabalho, fazemos um breve estudo a respeito dos grupos de reflexo˜es finitos,
para os quais associamos sistemas de ra´ızes, matrizes de Cartan e grafos, a fim de classifi-
carmos todos os tais grupos. Em seguida, estudamos uma generalizac¸a˜o desses grupos para
os denominados grupos de Coxeter. Utilizando a func¸a˜o comprimento como ferramenta
fundamental, mencionamos diversos resultados acerca dos subgrupos parabo´licos.
No u´ltimo cap´ıtulo, determinamos a estrutura dos centralizadores dos elementos de um
grupo de Coxeter finito, seguindo o artigo: M. Konvalinka, G. Pfeiffer, C.E. Ro¨ver, ‘A note
on element centralizers in finite Coxeter groups’, J. Group Theory, 14 (2011) 727–745.
Como aplicac¸a˜o final, apresentamos uma demonstrac¸a˜o alternativa de um importante
teorema de Solomon, conhecido como a fo´rmula de Solomon.
Abstract
This work is a brief study about the finite reflections groups, to which we associate root
systems, Cartan matrices and Coxeter graphs, in order to classificate such groups. After
that, we study a generalisation of these groups to Coxeter groups. By using the lenght
function as fundamental tool, we mention various results about the parabolic subgroups.
In the last chapter we determinate the structure of the element centralisers of a finite
Coxeter group, following the paper: M. Konvalinka, G. Pfeiffer, C.E. Ro¨ver, ‘A note on
element centralizers in finite Coxeter groups’, J. Group Theory, 14 (2011) 727–745.
As final application we present an alternative proof of an important theorem of Solo-
mon, known as the Solomon formula.
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Introduc¸a˜o
Nesta dissertac¸a˜o, iremos estudar os grupos de Coxeter, vendo algumas das suas pro-
priedades e estudando mais detalhadamente a estrutura dos centralizadores. Iniciamos
este trabalho definindo uma reflexa˜o num espac¸o euclidiano V com produto interno (., .),
que consiste num operador linear sα : V → V definido por
sαλ = λ− 2(λ, α)
(α, α)
α,
onde α ∈ V −{0}. A partir disso, definimos um grupo de reflexo˜es finito, que e´ um grupo
finito gerado por reflexo˜es no espac¸o V , sendo, portanto, um subgrupo do grupo ortogonal
O(V ).
No Cap´ıtulo 1, tendo como principal refereˆncia o livro de Humphreys [6], estudamos
o que vem a ser um sistema de ra´ızes Φ no espac¸o V e associamos a Φ um grupo de
reflexo˜es W = W (Φ). Do sistema de ra´ızes Φ, podemos extrair um subconjunto ∆ ⊂ Φ,
chamado sistema simples, cujo conjunto de reflexo˜es associado S e´ um conjunto minimal
de geradores para o grupo W . A um grupo de reflexo˜es finito W podemos atribuir um
grafo de Coxeter cujo conjunto de ve´rtices se encontra em correspondeˆncia biun´ıvoca com
o sistema simples ∆ (e com o conjunto das reflexo˜es simples S). Conclu´ımos o Cap´ıtulo 1
descrevendo todos os grafos de Coxeter conexos do tipo positivo. Essa descric¸a˜o limita os
poss´ıveis grupos de reflexo˜es finitos.
No Cap´ıtulo 2, seguindo a abordagem do livro [4] de Geck e Pfeiffer, definimos o que
vem a ser uma matriz de Cartan C = (cst)s,t∈S com ı´ndices num conjunto finito na˜o vazio
S e, dado um espac¸o vetorial real de dimensa˜o |S|, associamos a` matriz C um grupo
W = W (C) = 〈S〉 ≤ GL(V ), que ainda chamamos de grupo de reflexo˜es. Podemos
introduzir em W o conceito de comprimento da seguinte maneira. Dado um elemento
w ∈ W , podemos escreveˆ-lo como produto de elementos de S, ja´ que S gera W . O
comprimento de w e´ o menor k ∈ N0 tal que w e´ escrito como produto de k elementos
de S (expressa˜o reduzida) e definimos o conjunto J(w), formado pelos geradores que
compo˜em tal expressa˜o. A seguir, enunciamos alguns resultados importantes acerca da
func¸a˜o comprimento l : W → N0 e, atrave´s do teorema de Matsumoto, provamos que, dado
um elemento w ∈W , o conjunto J(w) na˜o depende da escolha da expressa˜o reduzida para
W .
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Em seguida, generalizamos os grupos de reflexo˜es para os denominados grupos de
Coxeter, obtidos da seguinte maneira. Consideramos um conjunto finito X e uma matriz
sime´trica M = (mxy)x,y∈X cujas entradas sa˜o inteiros positivos ou ∞, e o valor 1 aparece
(somente) em cada entrada da diagonal principal. O grupo de Coxeter associado a` matriz
M e´ o grupo que satisfaz a seguinte apresentac¸a˜o:
G(M) = 〈x ∈ X | x2 = 1 para x ∈ X e (xy)mxy = 1 para x 6= y, mxy <∞〉.
Dentre os subgrupos de um grupo de Coxeter W com conjunto gerador S, destacamos
os subgrupos parabo´licos standard WJ , que consistem nos subgrupos gerados por subcon-
juntos J de S, e os seus conjugados, os quais sa˜o chamados de subgrupos parabo´licos. Em
seguida, mostramos que num grupo de Coxeter finito existe um elemento de comprimento
maximal, e esse elemento e´ u´nico. O mesmo vale para subgrupos parabo´licos standard, os
quais se pode provar que sa˜o tambe´m grupos de Coxeter.
Dado um subconjunto J de S, W pode ser decomposto na forma W = WJ ·XJ , onde
WJ e´ o subgrupo parabo´lico standard gerado por J e XJ e´ uma transversal a` direita de WJ
em W cujos elementos sa˜o de comprimento minimal nas classes laterais correspondentes.
Essa decomposic¸a˜o e´ de fundamental importaˆncia para a prova de diversos resultados
posteriores, dentre os quais destacamos a existeˆncia de um complemento de WJ em seu
normalizador NW (WJ), denotado por NJ .
No Cap´ıtulo 3, com base no artigo [7] de Konvalinka, Pfeiffer e Ro¨ver e nos livros
de Humphreys [6] e de Geck e Pfeiffer [4], fazemos uma descric¸a˜o dos grupos de Coxeter
finitos, explicitando em cada um deles um sistema de ra´ızes Φ e um sistema simples ∆ ⊂ Φ.
Ale´m disso, determinamos para alguns desses as classes de conjugac¸a˜o e, encontrado um
elemento de comprimento minimal em cada classe de conjugac¸a˜o, descrevemos o menor
subgrupo parabo´lico de W que conte´m esse elemento.
No Cap´ıtulo 4, nosso objetivo principal e´ provar dois teoremas acerca da estrutura dos
centralizadores dos elementos de um grupo de Coxeter finito. Sa˜o eles:
Teorema A Seja W um grupo de Coxeter finito e seja w ∈ W . Seja V o menor sub-
grupo parabo´lico de W que conte´m w. Enta˜o, o centralizador CV (w) = CW (w) ∩ V e´
um subgrupo normal do centralizador CW (w) com quociente CW (w)/CV (w) isomorfo ao
quociente normalizador NW (V )/V .
Teorema B Considere um grupo de Coxeter finito W e um elemento w ∈ W tal que
a classe de conjugac¸a˜o a` qual w pertence e´ na˜o conforme. Se V e´ o menor subgrupo
parabo´lico de W tal que w ∈ V , enta˜o o centralizador CW (w) decompo˜e-se em CV (w) com
complemento isomorfo a NW (V )/V .
Em 2011, Konvalinka, Pfeiffer e Ro¨ver [7] provaram o Teorema A para o caso geral, isto
e´, o caso em que W e´ um grupo de Coxeter finito qualquer. Em contrapartida, o Teorema
B e´ demonstrado separadamente para cada tipo de grupo de Coxeter finito irredut´ıvel,
lanc¸ando ma˜o da descric¸a˜o feita no Cap´ıtulo 3.
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Como aplicac¸a˜o da teoria de grupos de Coxeter estudada neste trabalho, damos uma
demonstrac¸a˜o alternativa da fo´rmula de Solomon, a qual afirma que, tomando J ⊆ S, vale
a igualdade ∑
J⊆S
(−1)|J |piJ = ε,
onde piJ indica o cara´ter de permutac¸a˜o da ac¸a˜o de W sobre as classes laterais de WJ e ε
representa o cara´ter sinal de W . Essa fo´rmula, primeiramente demonstrada por Solomon
[9] em 1966, tem importaˆncia fundamental, por exemplo, na teoria dos caracteres dos
grupos finitos de tipo Lie.
Cap´ıtulo 1
Grupos de reflexo˜es finitos
Neste cap´ıtulo, estudamos um pouco sobre os grupos finitos gerados por reflexo˜es. Nosso
objetivo aqui e´ descrever e classificar esses grupos. Aqui, nossa refereˆncia principal e´ o
livro de Humphreys, [6].
1.1 Reflexo˜es
Definic¸a˜o 1.1 Seja V um espac¸o euclidiano real munido de um produto interno (., .).
Uma reflexa˜o e´ um operador linear s em V tal que sα = −α para algum α ∈ V − {0} e
sλ = λ para todo λ ∈ Hα, onde Hα = {λ ∈ V | (λ, α) = 0} e´ o hiperplano ortogonal ao
vetor α.
Podemos escrever s = sα, observando que sα = scα para qualquer c ∈ R− {0}. E´ fa´cil
deduzir a seguinte fo´rmula:
sαλ = λ− 2(λ, α)
(α, α)
α. (1.1)
Fazendo alguns ca´lculos simples, podemos concluir que sα e´ uma transformac¸a˜o orto-
gonal, ou seja, (sαλ, sαµ) = (λ, µ) para quaisquer λ, µ ∈ V . Ale´m disso, temos (sα)2 = 1
e, portanto, sα tem ordem 2 no grupo O(V ) das transformac¸o˜es ortogonais de V .
Definic¸a˜o 1.2 Um grupo de reflexo˜es finito e´ um grupo finito gerado por reflexo˜es num
espac¸o euclidiano V .
Um grupo de reflexo˜es finito e´ um subgrupo especialmente interessante de O(V ). Um
exemplo cla´ssico de um grupo de reflexo˜es finito e´ o grupo diedral de ordem 2m, que
descreveremos a seguir.
Exemplo 1.3 Seja V o plano euclidiano. O grupo diedral de ordem 2m, denotado por
I2(m), consiste das transformac¸o˜es ortogonais que preservam um pol´ıgono regular de n
lados centrado na origem. I2(m) conte´m exatamente m rotac¸o˜es (por mu´ltiplos de 2pi/m)
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e m reflexo˜es (sobre as ‘diagonais’ do pol´ıgono). Aqui ‘diagonal’ significa uma linha que
bissecta o pol´ıgono, unindo dois ve´rtices ou os pontos me´dios de lados opostos se m e´
par, ou unindo um ve´rtice ao ponto me´dio do lado oposto se m e´ ı´mpar. Observe que
as rotac¸o˜es formam um subgrupo c´ıclico de ı´ndice 2, gerado por uma rotac¸a˜o por 2pi/m.
O grupo I2(m) e´, de fato, gerado por reflexo˜es, pois uma rotac¸a˜o por 2pi/m pode ser
obtida pelo produto de duas reflexo˜es relativas a um par de diagonais adjacentes que fazem
um aˆngulo de θ := pi/m. Considerando Hα e Hβ como sendo as retas de reflexa˜o que
conteˆm essas diagonais, podemos tomar vetores unita´rios ortogonais α = (sen θ,− cos θ) e
β = (0, 1) que formam um aˆngulo obtuso de pi − θ, e enta˜o (α, β) = − cos θ. Para ver que
sαsβ e´ uma rotac¸a˜o por 2θ, basta encontrar sua matriz relativa a` base canoˆnica de R2,
tomando Hβ como sendo o eixo Ox. A matriz obtida e´:(
cos 2θ sen 2θ







cos 2θ − sen 2θ




De agora em diante, denotamos por W um grupo de reflexo˜es finito, agindo sobre um
espac¸o euclidiano real V . Dizemos que W e´ essencial relativamente a V se W age sobre
V sem fixar qualquer vetor na˜o nulo.
Proposic¸a˜o 1.4 [6, p.6] Se t ∈ O(V ) e α e´ um vetor na˜o nulo de V , enta˜o tsαt−1 = stα.
Em particular, se w ∈W , enta˜o swα ∈W .
Agora vamos definir o que e´ um sistema de ra´ızes.
Definic¸a˜o 1.5 Seja Φ um conjunto finito de vetores na˜o nulos de V . Dizemos que Φ e´
um sistema de ra´ızes se as seguintes condic¸o˜es sa˜o satisfeitas:
(R1) Φ ∩ Rα = {α,−α} para todo α ∈ Φ;
(R2) sαΦ = Φ para todo α ∈ Φ.
Os elementos do conjunto Φ sa˜o denominados ra´ızes.
O grupo W = W (Φ) associado a Φ e´ o grupo gerado pelas reflexo˜es sα, α ∈ Φ.
Todo grupo de reflexo˜es pode ser obtido dessa maneira, possivelmente por muitas
escolhas distintas de Φ. E´ importante verificar que todo grupo W proveniente de um
sistema de ra´ızes e´, de fato, finito. Em primeiro lugar, observamos que a condic¸ao (R2) da
definic¸a˜o anterior implica que wΦ = Φ para todo w ∈ W . Vemos enta˜o que W age sobre
o conjunto Φ, definindo um homomorfismo ψ : W → SΦ, onde SΦ denota o grupo das
permutac¸o˜es sobre o conjunto Φ. Com efeito, cada sα (α ∈ Φ) e, portanto, cada elemento
de W fixa pontualmente o complemento ortogonal do subespac¸o gerado por Φ. Enta˜o
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apenas w = 1 fixa todos os elementos de Φ. Assim, o homomorfismo ψ tem nu´cleo trivial.
Como SΦ e´ finito, podemos concluir, pelo Teorema do Homomorfismo, que W e´ um grupo
de permutac¸o˜es finito.
Observac¸a˜o 1.6 Dados um sistema de ra´ızes Φ e o grupo de reflexo˜es correspondente
W , seja Φ′ o conjunto obtido normalizando-se os vetores de Φ. E´ fa´cil ver que Φ′ e´ um
sistema de ra´ızes com grupo de reflexo˜es correspondente W .
Veremos a seguir algumas propriedades de um sistema de ra´ızes Φ e de seu grupo
associado W .
Observe que W e´ completamente determinado pelo conjunto Φ, mas ha´ um certo
impasse em usar Φ como uma ferramenta na classificac¸a˜o de poss´ıveis grupos de reflexo˜es:
a cardinalidade de Φ pode ser muito grande, comparada a` dimensa˜o do espac¸o euclidiano
V . Por exemplo, no caso em que W e´ um grupo diedral, dimV = 2, mas um sistema de
ra´ızes Φ pode conter tantos elementos quanto W .
Precisamos enta˜o da definic¸a˜o a seguir.
Definic¸a˜o 1.7 Uma ordenac¸a˜o total do espac¸o vetorial real V e´ uma relac¸a˜o transitiva
em V , denotada por <, que satisfaz as seguintes propriedades:
(1) Para cada par λ, µ ∈ V , exatamente uma das seguintes situac¸o˜es ocorre: ou λ < µ
ou λ = µ ou µ < λ.
(2) Para quaisquer λ, µ, ν ∈ V , se µ < ν, enta˜o λ+ µ < λ+ ν.
(3) Se µ < ν e c e´ um nu´mero real na˜o nulo, enta˜o cµ < cν se c > 0, enquanto cν < cµ
se c < 0.
Dada uma ordenac¸a˜o total, dizemos que λ ∈ V e´ positivo se 0 < λ. A soma de vetores
positivos e´ tambe´m um vetor positivo, assim como o mu´ltiplo escalar de um vetor positivo
por um nu´mero real positivo.
Se V tem dimensa˜o finita, podemos construir facilmente uma ordenac¸a˜o total de V
da seguinte maneira: escolha uma base ordenada arbitra´ria {λ1, . . . , λn} de V e fac¸a∑
aiλi <
∑
biλi sempre que ak < bk, onde k e´ o menor ı´ndice i para o qual ai 6= bi. E´
fa´cil verificar que os treˆs axiomas acima sa˜o satisfeitos. Observe tambe´m que todos os λi
da base sa˜o positivos nessa ordenac¸a˜o.
Definic¸a˜o 1.8 Seja Φ um sistema de ra´ızes. Dizemos que um subconjunto Π ⊂ Φ e´
um sistema positivo se consiste de todas as ra´ızes que sa˜o positivas em relac¸a˜o a alguma
ordenac¸a˜o total de V .
E´ evidente que sistemas positivos existem. Sabemos que, se α ∈ Φ, enta˜o −α ∈ Φ.
Sendo assim, e´ claro que, se Π e´ um sistema positivo, enta˜o Φ e´ a unia˜o disjunta de Π e
−Π. O conjunto −Π recebe o nome de sistema negativo. Fixado um sistema positivo
Π, podemos escrever α > 0 em lugar de α ∈ Π.
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Definic¸a˜o 1.9 Dizemos que um subconjunto ∆ de Φ e´ um sistema simples (e chamamos
seus elementos de ra´ızes simples) se ∆ e´ uma base para o subespac¸o 〈Φ〉 de V e se, ale´m
disso, cada α ∈ Φ e´ uma combinac¸a˜o linear de ∆ com coeficientes todos de mesmo sinal.
A cardinalidade de um sistema simples ∆ e´ um invariante de Φ, uma vez que mede
a dimensa˜o do subespac¸o 〈Φ〉. Enta˜o o nu´mero |∆| recebe o nome de posto de W . Ao
longo deste cap´ıtulo, reservamos o ı´ndice n para o posto do grupo W .
Na˜o e´ de todo evidente a existeˆncia de sistemas simples. O que nos da´ essa garantia e´
o teorema a seguir.
Teorema 1.10 [6, p.8] Valem as seguintes propriedades:
(a) Se ∆ e´ um sistema simples em Φ, enta˜o existe um u´nico sistema positivo que conte´m
∆.
(b) Todo sistema positivo Π em Φ conte´m um u´nico sistema simples. Em particular,
sistemas simples existem.
A proposic¸a˜o abaixo mostra que o aˆngulo entre duas ra´ızes simples e´ sempre reto ou
obtuso.
Proposic¸a˜o 1.11 [6, p.9] Se ∆ e´ um sistema simples em Φ, enta˜o (α, β) ≤ 0 para quais-
quer α 6= β em ∆.
Segue diretamente da definic¸a˜o que, para todo sistema simples ∆ e para todo w ∈W ,
w∆ e´ tambe´m um sistema simples com sistema positivo correspondente wΠ, onde Π e´ o
sistema positivo determinado por ∆. Para entendermos melhor a passagem de Π para
wΠ, podemos considerar o caso especial em que w = sα (α ∈ ∆). A seguinte proposic¸a˜o
mostra que Π e sαΠ diferem por uma u´nica raiz. Mais precisamente, α e´ a u´nica raiz
positiva em Φ que tem como imagem por sα uma raiz negativa.
Proposic¸a˜o 1.12 [6, p.10] Seja ∆ um sistema simples, contido em um sistema positivo
Π. Se α ∈ ∆, enta˜o sα(Π− {α}) = Π− {α}.
Teorema 1.13 [6, p.10] Quaisquer dois sistemas positivos em Φ sa˜o conjugados sob a
ac¸a˜o de W , ou seja, dados dois sistemas positivos Π,Π′, existe w ∈W tal que Π′ = wΠ.
Corola´rio 1.14 [6, p.10] Quaisquer dois sistemas simples em Φ sa˜o conjugados sob a
ac¸a˜o de W .
Sabemos que o grupo W e´ gerado pelas reflexo˜es sα (α ∈ Φ). O pro´ximo teorema
mostra que, fixado um sistema simples ∆ em Φ, W e´ gerado pelas reflexo˜es simples,
que sa˜o as reflexo˜es do tipo sα, com α ∈ ∆.
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Teorema 1.15 Seja ∆ um sistema simples contido em Φ. Enta˜o,
(1) O grupo W e´ gerado pelas reflexo˜es sα (α ∈ ∆).
(2) Nenhum subconjunto pro´prio do conjunto das reflexo˜es simples pode gerar W .
(3) Para todo β ∈ Φ, existe w ∈W tal que wβ ∈ ∆.
Demonstrac¸a˜o: (2) Suponha que exista α ∈ ∆ tal que o conjunto {sβ | β ∈ ∆−{α}}
ainda gera W . Assim, podemos escrever sα = sβ1 · · · sβr , com βi ∈ ∆ − {α}. Enta˜o,
(sβ1 · · · sβr)α = sαα = −α < 0.
Como α > 0, existe i ∈ {1, . . . , r} tal que
(sβi+1 · · · sβr)α > 0 e sβi(sβi+1 · · · sβr)α < 0.
Assim, pela Proposic¸a˜o 1.12, (sβi+1 · · · sβr)α = βi, donde podemos concluir, utilizando a
fo´rmula (1.1), que α = (sβr · · · sβi+1)βi e´ combinac¸a˜o linear de βi, . . . , βr. Portanto, ∆ na˜o
pode ser um conjunto linearmente independente, o que contraria a nossa hipo´tese de que
∆ e´ um sistema simples.
As provas dos itens (1) e (3) encontram-se em [6, p.11] 
Conclu´ımos esta sec¸a˜o com as proposic¸o˜es a seguir.
Proposic¸a˜o 1.16 [6, p.24] Toda reflexa˜o em W e´ da forma sα para algum α ∈ Φ.
Proposic¸a˜o 1.17 [10, 1.20] Seja X um conjunto finito de vetores em V . Enta˜o todo
elemento w ∈W que fixa todos os vetores de X pode ser expresso como produto de reflexo˜es
sα que tambe´m fixam todos os vetores de X.
1.3 Classificac¸a˜o dos grupos de reflexo˜es finitos
1.3.1 Grafos de Coxeter
Definimos um grafo de Coxeter como sendo um grafo finito na˜o direcionado cujas arestas
sa˜o rotuladas com inteiros maiores ou iguais a 3 ou com o s´ımbolo ∞. Se S denota o
conjunto de ve´rtices, denotamos por mst = mts o ro´tulo na aresta que une os ve´rtices
s 6= t. Como o ro´tulo 3 aparece frequentemente, podemos simplesmente omiti-lo. Quando
dois ve´rtices s 6= t na˜o esta˜o interligados por uma aresta, convencionamos que mst = 2.
Convencionamos tambe´m que mss = 1 para todo s ∈ S.
Quando temos um grupo de reflexo˜es finito W e um sistema simples ∆, podemos
associar a W um grafo de Coxeter, de modo natural. Neste caso, tomamos como S o
conjunto de todas as reflexo˜es simples sα (α ∈ ∆) e dizemos que o par (W,S) e´ um
sistema de Coxeter. Dados α, β ∈ ∆, denotamos por msαsβ (ou m(α, β)) a ordem do
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produto sαsβ em W . Observe que m(α, α) = 1 para todo α ∈ ∆. Ale´m disso, se α, β ∈ ∆,
enta˜o m(α, β) = m(β, α).
A partir desses inteiros m(α, β), α, β ∈ ∆, podemos construir um grafo Γ, com conjunto
de ve´rtices S em correspondeˆncia biun´ıvoca com ∆, da seguinte maneira. Se α, β ∈ ∆ sa˜o
ra´ızes distintas tais que m(α, β) ≥ 3, unimos o par de ve´rtices correspondentes a sα e sβ
com uma aresta, e marcamos tal aresta com o valor de m(α, β). Se um par de ve´rtices
na˜o esta´ unido por uma aresta, subentende-se que m(α, β) = 2. O grafo constru´ıdo dessa
forma e´ o grafo de Coxeter de W . Esse grafo na˜o depende da escolha do sistema simples
∆. De fato, se ∆,∆′ sa˜o dois sistemas simples, enta˜o, pelo Corola´rio 1.14, existe w ∈ W
tal que ∆′ = w∆. Assim, dados α, β ∈ ∆, temos
(sαsβ)
m = 1 ⇔ w(sαsβ)mw−1 = 1⇔ (wsαsβw−1)m = 1
⇔ (wsαw−1wsβw−1)m = 1⇔ (swαswβ)m = 1,
sendo a u´ltima equivaleˆncia decorrente da Proposic¸a˜o 1.4. Portanto, a ordem de sαsβ
coincide com a ordem de swαswβ.
A proposic¸a˜o a seguir estabelece um crite´rio muito interessante de isomorfismo entre
grupos de reflexo˜es.
Proposic¸a˜o 1.18 [6, p.30] Sejam W1,W2 grupos de reflexo˜es finitos que agem nos espac¸os
euclidianos V1 e V2, respectivamente. Assuma que W1 e W2 sa˜o essenciais. Se W1 e W2
teˆm o mesmo grafo de Coxeter, enta˜o existe uma isometria de V1 em V2 induzindo um
isomorfismo de W1 em W2. (Em particular, se V1 = V2 = V , os subgrupos W1 e W2 sa˜o
conjugados em O(V ).)
Um grafo na˜o direcionado Γ e´ dito conexo se, para qualquer par de ve´rtices distintos
em Γ, existe um caminho que os une. Dizemos que um sistema de Coxeter (W,S) e´
irredut´ıvel quando o grafo de Coxeter correspondente Γ e´ conexo. Neste caso, dizemos
tambe´m que o sistema de ra´ızes Φ e´ irredut´ıvel. Em geral, se Γ1, ...,Γr sa˜o as componentes
conexas de Γ e ∆i, Si sa˜o os conjuntos correspondentes de ra´ızes simples e reflexo˜es simples,
enta˜o se α ∈ ∆i e β ∈ ∆j (i 6= j), temos m(α, β) = 2 e, portanto, sαsβ = sβsα. A seguinte
proposic¸a˜o mostra que o estudo de grupos de reflexo˜es finitos pode ser reduzido ao caso
em que Γ e´ conexo.
Proposic¸a˜o 1.19 [6, p.30] Seja (W,S) um sistema de Coxeter com grafo de Coxeter
correspondente Γ. Sejam Γ1, . . . ,Γr as componentes conexas de Γ e J1, . . . , Jr os subcon-
juntos correspondentes de S. Enta˜o W e´ o produto direto dos subgrupos WJ1 , . . . ,WJr e
cada sistema de Coxeter (WJi , Ji) e´ irredut´ıvel.
Voltamos agora a considerar os grafos de Coxeter no caso geral (na˜o necessariamente
associados a grupos de reflexo˜es). A um grafo de Coxeter Γ com conjunto de ve´rtices S
de cardinalidade n, associamos uma matriz sime´trica n× n, fazendo:
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ast := − cos pi
mst
.
No caso em que mst =∞, convencionamos que pi∞ = 0 e, portanto, obtemos ast = −1.
Vamos relembrar algumas terminologias. Qualquer matriz sime´trica A ∈ Mat(n,R)
define uma forma bilinear β(x, y) = xtAy (x, y ∈ Rn), que tem a forma quadra´tica as-
sociada Q(x) = xtAx. Sabe-se, pelo Teorema Espectral, que A e´ diagonaliza´vel e seus
autovalores sa˜o todos reais. A matriz A e´ dita positiva definida se xtAx > 0 para
todo x 6= 0, e positiva semidefinida se xtAx ≥ 0 para todo x. Equivalentemente, A
e´ positiva definida se todos os seus autovalores sa˜o positivos, e positiva semidefinida se
todos os seus autovalores sa˜o na˜o negativos. Em ambos os casos, dizemos que A e´ do
tipo positivo. Por simplicidade, dizemos que o grafo de Coxeter Γ e´ positivo definido ou
positivo semidefinido quando a matriz associada tem a propriedade correspondente.
Existe outra caracterizac¸a˜o bem conhecida de matriz do tipo positivo em termos de
determinantes. Os menores principais de A sa˜o os determinantes das submatrizes ob-
tidas ao remover-se as k u´ltimas linhas e as k u´ltimas colunas (0 ≤ k < n). Enta˜o A e´
positiva definida se, e somente se, todos os seus menores principais sa˜o positivos.
Quando Γ e´ proveniente de um grupo de reflexo˜es finito W , a matriz A e´ positiva defi-
nida, pois representa o produto interno euclidiano usual relativo a` base ∆ de V , assumindo,
por convenieˆncia, que ∆ consiste de vetores unita´rios. De fato, as entradas da matriz do
produto interno relativo a` base ∆ sa˜o da forma (α, β), com α, β ∈ ∆. Como {sα, sβ} gera
um grupo diedral de ordem 2m(α, β), enta˜o, como vimos no Exemplo 1.3, α e β formam
um aˆngulo de pi − pi
m(α, β)





= − cos pi
m(α, β)
.
Para classificarmos os grupos de reflexo˜es finitos, listaremos todos os poss´ıveis grafos de
Coxeter conexos do tipo positivo. No Cap´ıtulo 3, mostraremos que cada grafo positivo
definido corresponde a um grupo de reflexo˜es finito.
Cap´ıtulo 1. Grupos de reflexo˜es finitos 11
1.3.2 Alguns grafos positivos definidos
An (n ≥ 1)
Bn (n ≥ 2)








Figura 1: Alguns grafos de Coxeter positivos definidos.
Afirmamos que os grafos na Figura 1 sa˜o todos positivos definidos. Para verificarmos
isso, podemos calcular os menores principais da matriz correspondente A em cada caso.
E´ fa´cil ver que cada menor principal e´ o determinante da matriz relativa a um dos grafos
da Figura 1. Enta˜o, por induc¸a˜o sobre n (o nu´mero de ve´rtices), basta calcular detA em
cada caso. Como o denominador 2 aparece frequentemente, e´ mais conveniente calcular
det 2A.
Vejamos o que acontece no grupo de reflexo˜es W do tipo An, por exemplo. Vamos
provar por induc¸a˜o sobre n que, se A(n) e´ a matriz associada ao grafo de Coxeter de W ,
enta˜o det 2A(n) = n + 1. De fato, para n = 1 temos 2A(1) = (2) e det 2A(1) = 2. Se
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e, portanto, det 2A(2) = 3. Suponha que tenhamos, para algum n ≥ 2, det 2A(k) = k + 1
para todo k ≤ n. Observe que
2A(n+ 1) =











det 2A(n+ 1) = 2 det 2A(n) + 1(−1) det 2A(n− 1) = 2(n+ 1)− n = n+ 2.
Fazendo alguns ca´lculos, podemos construir a seguinte tabela (veja [6, p. 33]):
An Bn Dn E6 E7 E8 F4 H3 H4 I2(m)
n+ 1 2 4 3 2 1 1 3−√5 (7− 3√5)/2 4sen2(pi/m)
1.3.3 Alguns grafos positivos semidefinidos
Para provarmos que os grafos da Figura 1 sa˜o os u´nicos positivos definidos conexos, apre-
sentamos alguns grafos auxiliares na Figura 2. Afirmamos que todos eles sa˜o positivos
semidefinidos, mas na˜o positivos definidos. Cada grafo e´ obtido de um grafo da Figura 1
adicionando-se um u´nico ve´rtice. Em cada caso, o ı´ndice n indica enta˜o que o nu´mero de
ve´rtices e´ n+ 1.
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A˜1
A˜n (n ≥ 2)
B˜2 = C˜2
B˜n (n ≥ 3)
C˜n (n ≥ 3)






Figura 2: Alguns grafos de Coxeter positivos semidefinidos.
Uma vez que a remoc¸a˜o de um determinado ve´rtice de cada grafo na Figura 2 resulta
em um dos grafos positivos definidos da Figura 1, basta verificar que o determinante da
matriz A relativa a cada grafo e´ 0.
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Ale´m dos grafos apresentados nas Figuras 1 e 2, sera´ u´til sabermos que os grafos de
Coxeter Z4 e Z5, ilustrados na Figura 3, na˜o sa˜o do tipo positivo. Isso segue do fato de
que o determinante de 2A em cada caso e´, respectivamente, 3 − 2√5 e 4 − 2√5, ambos
valores negativos. Esses valores podem ser facilmente calculados usando os determinantes
encontrados para os tipos H3 e H4.
Z4
Z5
Figura 3: Grafos dos tipos Z4 e Z5.
1.3.4 Subgrafos
Aqui obtemos um fato de extrema importaˆncia para a classificac¸a˜o desejada: cada ‘sub-
grafo’ pro´prio de um grafo conexo do tipo positivo e´ positivo definido. Entendemos por um
subgrafo de um grafo de Coxeter Γ um grafo Γ′ obtido pela omissa˜o de alguns ve´rtices (e
arestas adjacentes) e/ou pelo decrescimento do valor dos ro´tulos em uma ou mais arestas.
Dizemos tambe´m que Γ conte´m Γ′. Por simplicidade, optamos por na˜o considerar um
grafo como um subgrafo de si mesmo.
Antes de darmos prosseguimento, precisamos de alguns fatos sobre a teoria de matrizes.
Uma matriz real n×n A e´ dita indecompon´ıvel se na˜o existe uma partic¸a˜o do conjunto
de ı´ndices em subconjuntos na˜o vazios I, J tais que aij = aji = 0 sempre que i ∈ I e
j ∈ J . Caso contra´rio, reordenando os ı´ndices, A poderia ser escrita na forma diagonal
em blocos. E´ claro que a matriz relativa a um grafo de Coxeter e´ indecompon´ıvel quando
o grafo e´ conexo.
Proposic¸a˜o 1.20 [6, p.35] Seja A uma matriz real sime´trica n× n positiva semidefinida
e indecompon´ıvel. Assuma que aij ≤ 0 sempre que i 6= j. Enta˜o:
(a) N := {x ∈ Rn | xtAx = 0} coincide com o nu´cleo de A e tem dimensa˜o menor ou
igual a 1.
(b) O menor autovalor de A tem multiplicidade 1 e, ale´m disso, tem um autovetor cujas
coordenadas sa˜o todas estritamente positivas.
Corola´rio 1.21 Se Γ e´ um grafo de Coxeter conexo do tipo positivo, enta˜o todo subgrafo
de Γ e´ positivo definido.
Demonstrac¸a˜o: Seja Γ′ um subgrafo de Γ e sejam A e A′ as matrizes associadas a Γ
e Γ′, respectivamente. Enta˜o, A′ e´ de ordem k × k para algum k ≤ n. Como os ro´tulos




≥ − cos (pi/mij) =
aij . Suponha que A
′ na˜o seja positiva definida. Enta˜o, existe um vetor na˜o nulo x =
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(x1, . . . , xk) ∈ Rk tal que xtA′x ≤ 0. Aplicando a forma quadra´tica associada a` matriz A




aij |xi||xj | ≤
∑
i,j≤k




e todas as desigualdades acima sa˜o, na verdade, igualdades. A primeira delas mostra que
temos um vetor na˜o nulo pertencente ao nu´cleo de A. Como A na˜o tem autovalores nega-
tivos, 0 e´ o seu menor autovalor e, pelo item (b) da Proposic¸a˜o 1.20, 0 tem multiplicidade
1 como autovalor de A e tem um autovetor cujas coordenadas sa˜o todas estritamente po-




aij |xi||xj | =
∑
i,j≤k
a′ij |xi||xj |, conclu´ımos que a′ij = aij para todos
1 ≤ i, j ≤ n, contrariando o fato de que Γ′ e´ um subgrafo de Γ. 
1.3.5 Classificac¸a˜o de grafos do tipo positivo
Teorema 1.22 Os grafos da Figura 1 e os da Figura 2 sa˜o os u´nicos grafos de Coxeter
conexos do tipo positivo.
Demonstrac¸a˜o: Suponha que exista um grafo de Coxeter Γ do tipo positivo distinto
de todos os listados na Figura 1 e na Figura 2. Procedemos em 20 passos para obtermos
uma contradic¸a˜o, utilizando repetidamente o Corola´rio 1.21. Seja n o nu´mero de ve´rtices
de Γ e seja m o maior valor de ro´tulo dentre as arestas.
(1) Todos os grafos de Coxeter de posto 1 ou 2 sa˜o claramente do tipo positivo (A1, I2(m), A˜1),
enta˜o devemos ter n ≥ 3.
(2) Como A˜1 na˜o pode ser subgrafo de Γ, devemos ter m <∞.
(3) Como A˜n (n ≥ 2) na˜o pode ser um subgrafo de Γ, Γ na˜o conte´m circuitos.
Suponha por um momento que m = 3.
(4) Γ deve ter um ponto de ramificac¸a˜o, pois Γ 6= An.
(5) Γ possui um u´nico ponto de ramificac¸a˜o, pois na˜o conte´m D˜n, n > 4.
(6) Como Γ na˜o pode conter D˜4, exatamente treˆs arestas se encontram no ponto de
ramificac¸a˜o, e o nu´mero de ve´rtices apo´s esse ponto em cada direc¸a˜o e´, digamos, a, b
e c, com a ≤ b ≤ c.
(7) Como E˜6 na˜o e´ subgrafo de Γ, a = 1.
(8) Como E˜7 na˜o e´ um subgrafo de Γ, b ≤ 2.
(9) Como Γ 6= Dn, b na˜o pode ser 1 e, portanto, b = 2.
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(10) Como E˜8 na˜o e´ um subgrafo de Γ, c ≤ 4.
(11) O caso m = 3 e´ imposs´ıvel, ja´ que Γ 6= E6, E7, E8. Enta˜o m ≥ 4.
(12) Γ na˜o conte´m C˜n, enta˜o apenas uma aresta tem um ro´tulo maior que 3.
(13) Γ na˜o conte´m B˜n, enta˜o Γ na˜o tem pontos de ramificac¸a˜o.
Agora considere o que acontece se m = 4.
(14) Como Γ 6= Bn, as duas arestas das extremidades de Γ teˆm ro´tulo 3.
(15) Como Γ na˜o conte´m F˜4, n deve ser 4.
(16) Mas Γ 6= F4, o que torna o caso m = 4 imposs´ıvel. Enta˜o m ≥ 5.
(17) Devemos ter m = 5, ja´ que Γ na˜o conte´m G˜2.
(18) Γ na˜o pode conter o grafo na˜o positivo Z4, logo as arestas de ro´tulo 5 devem estar
nas extremidades.
(19) Γ na˜o conte´m o grafo na˜o positivo Z5, logo n ≤ 4.
(20) Agora Γ deve ser ou H3 ou H4, o que e´ absurdo. Eliminamos, enta˜o, todas as
possibilidades.

Como vimos anteriormente, o grafo de Coxeter associado a um grupo de reflexo˜es finito e´
positivo definido. Portanto, o Teorema 1.22 limita os poss´ıveis grupos de reflexo˜es finitos.
No Cap´ıtulo 3, provaremos o seguinte resultado:
Teorema 1.23 Cada grafo de Coxeter conexo positivo definido e´ o grafo associado a um
determinado grupo de reflexo˜es finito.
Cap´ıtulo 2
Grupos de Coxeter
Neste cap´ıtulo, fazemos uma generalizac¸a˜o dos grupos de reflexo˜es finitos para o que
chamamos de grupos de Coxeter.
2.1 Matrizes de Cartan
Para desenvolvermos a teoria de grupos de Coxeter, teremos por base o conceito de matriz
de Cartan, que nos da´ a informac¸a˜o necessa´ria para determinarmos um sistema de ra´ızes
e a ac¸a˜o de um grupo de reflexo˜es correspondente sobre tal sistema.
Definic¸a˜o 2.1 Seja S um conjunto finito na˜o vazio de ı´ndices e seja C = (cst)s,t∈S uma
matriz com entradas em R. Dizemos que C e´ uma matriz de Cartan se satisfaz as seguntes
condic¸o˜es:
(C1) Para s 6= t, temos cst ≤ 0; ale´m disso, cst = 0 se, e somente se, cts = 0.
(C2) Temos css = 2 e, para s 6= t, temos cstcts = 4 cos2(pi/mst), onde mst e´ um inteiro
maior ou igual a 2 ou mst =∞.
Seja C = (cst)s,t∈S uma matriz de Cartan e seja V um espac¸o vetorial real de dimensa˜o
|S|, onde fixamos uma base {αs | s ∈ S}. Um elemento g ∈ GL(V ) age sobre V pela
direita, e escrevemos essa ac¸a˜o na forma (v, g) 7→ v · g (v ∈ V ). Queremos associar a C
um subgrupo de GL(V ). Para isso, definimos uma ac¸a˜o linear de cada s ∈ S sobre V da
seguinte maneira:
s : V → V, αt 7→ αt − cstαs (t ∈ S).
A essa transformac¸a˜o linear damos o nome de reflexa˜o com raiz αs, devido ao seguinte
resultado:
Lema 2.2 [4, Lemma 2.2] A transformac¸a˜o linear s : V → V tem as seguintes proprieda-
des:
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αs · s = −αs, T r(s) = |S| − 2, e s2 = idV .
Consequentemente, cada s e´ um operador diagonaliza´vel de V , com exatamente |S| − 1
autovalores iguais a 1 e exatamente um autovalor igual a −1.
Definic¸a˜o 2.3 Seja C = (cst)s,t∈S uma matriz de Cartan. Pela ac¸a˜o definida acima,
consideramos S como um subconjunto de GL(V ) e o grupo
W = W (C) := 〈S〉 ⊂ GL(V )
recebe o nome de grupo de reflexo˜es associado a C. O subconjunto
Φ = Φ(C) := {αs · w | w ∈W, s ∈ S} ⊂ V
e´ dito o sistema de ra´ızes associado a C e seus elementos sa˜o denominados ra´ızes. Enta˜o,
Φ e´ um subconjunto de V − {0} que conte´m uma base de V e que e´ invariante sob a ac¸a˜o
de W . As ra´ızes {αs | s ∈ S} ⊆ Φ sa˜o ditas ra´ızes simples. O inteiro |S| recebe o nome
de posto de W (ou posto de Φ).
Observe que Φ = −Φ, ja´ que αs ·s = −αs para todo s ∈ S. Ale´m disso, como Φ conte´m
uma base de V , a representac¸a˜o permutac¸a˜o de W em Φ e´ fiel. Portanto, Φ e´ finito se, e
somente se, W e´ finito.
Proposic¸a˜o 2.4 Todo grupo de reflexo˜es finito como na Definic¸a˜o 1.2 satisfaz a Definic¸a˜o
2.3.
Demonstrac¸a˜o: Para provarmos isso, basta observarmos que, dado um grupo de
reflexo˜es finito W com sistema simples ∆ e conjunto de reflexo˜es simples S, podemos
associar a ele uma matriz de Cartan C = (cst)s,t∈S da seguinte maneira. Sejam αs, αt ∈ ∆
e denotemos por mst a ordem do produto st, como no Cap´ıtulo 1. Definimos enta˜o, para





Agora vamos verificar que a matriz C = (cst)s,t∈S e´ de fato uma matriz de Cartan. Se
s 6= t, enta˜o, pela Proposic¸a˜o 1.11, temos (αs, αt) ≤ 0 e, portanto, cst ≤ 0. A mesma
proposic¸a˜o mostra que
cst = 0⇔ (αs, αt) = 0⇔ (αt, αs) = 0⇔ cts = 0





e, se s 6= t, temos





= 4 cos2(θ) = 4 cos2(pi − pi/mst) = 4 cos2(pi/mst),
onde θ = ^(αs, αt) = pi − pi/mst, conforme o Exemplo 1.3. Portanto, a condic¸a˜o (C2) da
Definic¸a˜o tambe´m e´ satisfeita e C e´ uma matriz de Cartan.
Nosso grupo W satisfaz as condic¸o˜es da Definic¸a˜o 2.3. De fato, pelo Teorema 1.15(c),
o sistema de ra´ızes Φ da Definic¸a˜o 1.5 coincide com o conjunto Φ(C). 
Tomemos agora um grupo de reflexo˜es W ⊂ GL(V ) associado a uma matriz de Cartan
C. Uma ferramenta ba´sica para trabalhar com W e´ a func¸a˜o comprimento, definida a
seguir.
Definic¸a˜o 2.5 Seja w ∈ W . Se w = 1, fazemos l(w) = 0. Caso contra´rio, para algum
k ≥ 1, existem elementos s1, . . . , sk ∈ S tais que w = s1 · · · sk. Se o k escolhido e´ o
minimal com essa propriedade, temos uma expressa˜o reduzida para w e fazemos l(w) = k.
A func¸a˜o l : W → N0 assim definida e´ dita a func¸a˜o comprimento de W .
Relembramos que W e´ definido como um subgrupo de GL(V ). Portanto, a func¸a˜o
determinante define um homomorfismo de grupos  : W → R∗, o qual chamamos de
representac¸a˜o sinal de W . Pelo Lema 2.2, temos (s) = −1 para todo s ∈ S e (w) =
(−1)k se w = s1 · · · sk, com s1, . . . , sk ∈ S. Em particular, (w) = (−1)l(w) para todo
w ∈W .
Tomemos agora w ∈W e s ∈ S. Observe que l(sw) ≤ l(w) + 1. A mesma propriedade,
aplicada a sw, mostra-nos que l(w) = l(s(sw)) ≤ l(sw) + 1 e, portanto, sempre temos
l(w)−1 ≤ l(sw) ≤ l(w)+1. Como  e´ um homomorfismo, temos (sw) = (s)(w) = −(w)
e, portanto, l(sw) ≡ l(w) + 1 (mod 2). Assim, l(sw) = l(w) ± 1 para s ∈ S e w ∈ W .
Observe tambe´m que, se l(sw) < l(w), enta˜o existe uma expressa˜o reduzida para w que
comec¸a com s.
Nossa pro´xima meta e´ caracterizar a condic¸a˜o l(sw) > l(w) em termos da ac¸a˜o de
W sobre Φ. A prova sera´ feita por reduc¸a˜o ao caso em que o posto de W e´ igual a 2.
Portanto, estudaremos primeiramente este caso.
Lema 2.6 [4, Lemma 1.1.6] Sejam s, t ∈ S, com s 6= t, e V ′ := Rαs ⊕ Rαt ⊆ V . Enta˜o













Ale´m disso, se mst < ∞, enta˜o existe um subespac¸o U ⊂ V tal que V = V ′ ⊕ U e os
elementos s e t agem como identidade em U .
Atrave´s de va´rias computac¸o˜es, pode-se verificar o seguinte resultado:
Cap´ıtulo 2. Grupos de Coxeter 20


























− cos θ sen θ




P (ST )kP−1 :=
(
cos kθ − sen kθ
sen kθ cos kθ
)
para todo k ∈ N.
Introduzimos a seguinte notac¸a˜o. Se (M, ·) e´ um mono´ide, ou seja, um conjunto com
uma multiplicac¸a˜o associativa e um elemento identidade, denotamos
Prod(a, b;m) := aba · · ·︸ ︷︷ ︸
m fatores
para alguns a, b ∈M e m ≥ 0.
Sejam s, t ∈ S, s 6= t. Seja W ′ := 〈s, t〉 ⊆ W e Ψ := {αs · w′, αt · w′ | w′ ∈ W ′}. Como
s e t sa˜o elementos de ordem 2, o grupo W ′ e´ um grupo diedral. Afirmamos que
Lema 2.8 (a) O elemento st tem ordem mst;
(b) Para cada α ∈ Ψ, ou α ≥ 0 ou α ≤ 0;
(c) Se α ∈ Ψ e u ∈ {s, t} sa˜o tais que α ≥ 0 mas α · u ≤ 0, enta˜o α e´ um mu´ltiplo de
αu.
Seja v ∈ V . Escrevemos v ≥ 0 se v = vsαs + vtαt com vs, vt ≥ 0. Semelhantemente,
escrevemos v ≤ 0 se vs ≤ 0 e vt ≤ 0.
Demonstrac¸a˜o: Sejam Ms,Mt matrizes como no Lema 2.4.
1o caso. Assuma que mst =∞. As declarac¸o˜es acima na˜o sa˜o afetadas se substitu´ımos
Ms,Mt por PMsP
−1, PMtP−1, onde P e´ uma matriz diagonal com entradas positivas.
Portanto, escolhendo P adequadamente, podemos assumir, sem perda de generalidade,
que cst = cts = −2. Enta˜o, podemos calcular:
αs · Prod(Mt,Ms; k) =
{
kαs + (k + 1)αt se k e´ ı´mpar,
(k + 1)αs + kαt se k e´ par.
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A prova segue facilmente por induc¸a˜o sobre k.
O ana´logo vale para αt · Prod(Ms,Mt; k). Em particular, vemos que a o´rbita de αs
sob a ac¸a˜o de W ′ e´ infinita e, portanto, Ψ tambe´m o e´. Enta˜o, W ′ e´ um grupo diedral
infinito e o item (a) e´ verdadeiro. A fo´rmula acima para ac¸a˜o sobre αs e αt tambe´m prova
os itens (b) e (c).
2o caso. Admita que mst < ∞. Pelo Lema 2.7, existe uma matriz invert´ıvel P ∈
GL2(R) tal que





e M ′t := PMtP−1 :=
(
− cos θ sen θ
sen θ cos θ
)
,





k (k ≥ 0), que
prova que M ′sM ′t tem ordem mst. Portanto, MsMt tambe´m tem ordem mst. Pelo Lema
2.4, a ac¸a˜o de st sobre V pode ser representada por uma matriz diagonal em blocos, onde
um bloco e´ a matriz MsMt e o outro bloco e´ a matriz identidade. Portanto, st tem or-
dem mst, o que prova o item (a). Com algumas computac¸o˜es, prova-se os itens (b) e (c). 
Lema 2.9 [4, Lemma 1.1.8] Seja w ∈ W e seja J ⊆ S. Enta˜o w = w′x, com w′ ∈ 〈J〉 e
x ∈W tais que l(w) = l(w′) + l(x) e l(sx) > l(x) para todo s ∈ J .
Agora, podemos obter um resultado ba´sico que relaciona a func¸a˜o comprimento em
W com a ac¸a˜o de W sobre o sistema de ra´ızes. Como introduzido antes, para um v ∈ V
qualquer, escrevemos v ≥ 0 se v =
∑
s∈S
vsαs, com vs ∈ R e vs ≥ 0 para todo s ∈ S. De
modo similar, definimos v ≤ 0 se −v ≥ 0.
Teorema 2.10 [4, Theorem 1.1.9] Seja s ∈ S e seja w ∈ W . Enta˜o αs · w ≥ 0 se, e
somente se, l(sw) = l(w) + 1. Equivalentemente, temos αs · w ≤ 0 se, e somente se,
l(sw) = l(w)− 1.
Seja α ∈ Φ. Podemos escrever α = αs · w para algum s ∈ S e algum w ∈ W . O
teorema acima mostra que se l(sw) > l(w) enta˜o α ≥ 0. Por outro lado, se l(sw) < l(w),
podemos enta˜o fazer w′ = sw e concluir que −α = −αs · w = (αs · s) · w = αs · w′ ≥ 0, ja´
que l(sw′) > l(w′). Assim, vemos que toda raiz em Φ ou pertence ao conjunto Φ+ := {α ∈
Φ | α ≥ 0} ou pertence a Φ− := {−α | α ∈ Φ+}. Em cada caso, dizemos, respectivamente,
que α e´ uma raiz positiva ou uma raiz negativa.
2.2 O Teorema de Matsumoto
Seja C = (cst) uma matriz de Cartan e seja W = 〈S〉 ⊂ GL(V ) o grupo de reflexo˜es cor-
respondente, como fizemos na sec¸a˜o anterior. Nesta sec¸a˜o, provamos os teoremas ba´sicos
de estrutura acerca do grupo W .
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Comec¸amos com uma extensa˜o do Lema 2.9 no caso em que |J | = 2. Tomemos s, t ∈ S,
s 6= t, e consideremos o subgrupo Wst := 〈s, t〉. Pelo item (a) do Lema 2.8, o elemento
st tem ordem mst e o grupo W , portanto, ou e´ um grupo diedral infinito ou e´ finito de
ordem 2mst. Neste u´ltimo caso, Wst possui um elemento de comprimento maximal:
∆st := Prod(s, t;mst) = Prod(t, s;mst).
Isso porque se um elemento w ∈ Wst e´ escrito na forma w = Prod(s, t; k) com m ≤ k <
2mst, enta˜o w tambe´m pode ser escrito na forma w = Prod(t, s; 2mst−k) e 2mst−k ≤ mst,
considerando que (st)mst = 1. Logo, l(w) ≤ mst.
Lema 2.11 [4, Lemma 1.2.1] Seja J = {s, t} ⊆ S, s 6= t. Seja w ∈W e w = w′x como no
Lema 2.9. Se l(sw) < l(w) e l(tw) < l(w), enta˜o mst <∞ e w′ = ∆st.
O resultado a seguir e´ de extrema importaˆncia para o que estudaremos a respeito de
grupos de Coxeter. As demonstrac¸o˜es de quase todos os resultados que vira˜o dependem,
de certa forma, deste fato.
Teorema 2.12 (Matsumoto) Seja (M, ·) um mono´ide e f : S → M uma aplicac¸a˜o tal
que
Prod(f(s), f(t);mst) = Prod(f(t), f(s);mst) para s, t ∈ S, s 6= t,mst <∞.
Enta˜o existe uma u´nica aplicac¸a˜o F : W →M tal que F (w) = f(s1) · · · f(sk) sempre que
w = s1 · · · sk (si ∈ S) e´ uma expressa˜o reduzida.
Demonstrac¸a˜o: Veja [4, Theorem 1.2.2]. 
Para todo w ∈ W , definimos J(w) como o conjunto dos si que aparecem numa ex-
pressa˜o reduzida de w: w = s1 · · · sk. Uma aplicac¸a˜o do teorema de Matsumoto e´ o
seguinte resultado:
Corola´rio 2.13 Para todo w ∈W , o conjunto J(w) = {s1, . . . , sk} na˜o depende da esco-
lha da expressa˜o reduzida para w.
Demonstrac¸a˜o: Seja (M, ·) um mono´ide cujos elementos sa˜o os subconjuntos de S e
o produto e´ dado pela unia˜o de dois subconjuntos. Considere a aplicac¸a˜o f : S → M tal
que f(s) = {s} ∈M . Se s, t ∈ S sa˜o tais que s 6= t e mst <∞, enta˜o
Prod(f(s), f(t);mst) = {s} · {t} · · · = {s, t} = Prod(f(t), f(s);mst)
e as condic¸o˜es do teorema de Matsumoto sa˜o satisfeitas. Seja F : W → M a extensa˜o
de f como no Teorema 2.12. Tomando um elemento w ∈ W e uma expressa˜o reduzida
w = s1 · · · sk (si ∈ S), temos F (w) = {s1, . . . , sk}, ou seja, o conjunto J(w) = F (w) na˜o
depende da escolha da expressa˜o reduzida. 
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2.2.1 Subexpresso˜es
Seja w ∈ W com expressa˜o reduzida w = s1 · · · sk (si ∈ S). Dizemos que v ∈ W e´ uma
subexpressa˜o de w, e escrevemos
v ≤ w, se v = si1 · · · sil , onde l ≥ 0 e 1 ≤ i1 < . . . < il ≤ k.
Apesar da apareˆncia, essa definic¸a˜o na˜o depende da escolha da expressa˜o reduzida para
w. De fato, seja M o mono´ide cujos elementos sa˜o os subconjuntos de W e onde o
produto e´ dado por A · B = {ab | a ∈ A, b ∈ B} para A,B ⊆ W . Vamos verificar agora
que as condic¸o˜es do teorema de Matsumoto sa˜o realmente satisfeitas para a aplicac¸a˜o
f : S →M, s 7→ {1, s}.
Sejam s, t ∈ S tais que s 6= t e mst <∞. Enta˜o Prod(f(s), f(t);mst) e´ o subconjunto
de W que consiste de todos os elementos que podem ser formados por produtos do tipo
st · · · ou ts · · · , onde o nu´mero de fatores na˜o excede mst. Como s, t geram o grupo
diedral de ordem 2mst, temos Prod(f(s), f(t),mst) = 〈s, t〉. Obtemos o mesmo resultado
ao calcularmos Prod(f(t), f(s);mst). Portanto, as condic¸o˜es do teorema de Matsumoto
sa˜o satisfeitas.
Assim, existe uma u´nica aplicac¸a˜o F : W → M tal que F (w) = f(s1) · · · f(sk) sem-
pre que w ∈ W e w = s1 · · · sk e´ uma expressa˜o reduzida. Calculando f(s1) · · · f(sk),
observamos que
F (w) = {si1 · · · sil | 1 ≤ i1 < . . . < il ≤ k para algum l ≥ 0}.
Portanto, o conjunto das subexpresso˜es de w ∈ W na˜o depende da escolha de uma ex-
pressa˜o reduzida para w.
Observe que uma subexpressa˜o de w ∈ W na˜o e´ necessariamente reduzida. Mas o
seguinte resultado mostra que, de uma expressa˜o de um elemento dada como produto de
geradores, podemos extrair uma subexpressa˜o reduzida.
Teorema 2.14 (Lei do cancelamento) Sejam s1, . . . , sk ∈ S (para algum k ≥ 2) e as-
suma que l(s1 · · · sk) < k. Enta˜o existem ı´ndices i < j tais que s1 · · · sk = s1 · · · ŝi · · · ŝj · · · sk,
onde a notac¸a˜o ̂ indica que o i-e´simo e o j-e´simo fatores sa˜o cancelados.
Demonstrac¸a˜o: Veja [4, Theorem 1.2.5]. 
Lema 2.15 [4, Lemma 1.2.6] Seja w ∈ W e sejam s, t ∈ S tais que l(sw) = l(wt) e
l(swt) = l(w). Enta˜o sw = wt.
Podemos agora enunciar o seguinte teorema, que e´ um resultado muito importante
sobre os grupos W definidos neste cap´ıtulo.
Teorema 2.16 Recordemos que s2 = 1 para todo s ∈ S e que mst e´ a ordem de st para
s 6= t. Enta˜o temos uma apresentac¸a˜o da forma
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W = 〈s ∈ S | s2 = 1 para s ∈ S e (st)mst = 1 para s 6= t, mst <∞〉.
Demonstrac¸a˜o: Seja G o grupo definido pela apresentac¸a˜o acima. Pelo item (a)
do Lema 2.8, os elementos de S satisfazem a relac¸a˜o (st)mst = 1. Temos, enta˜o, um
epimomorfismo de grupos pi : G → W , que aplica os geradores de G nos geradores
de W . Por outro lado, se s 6= t e mst < ∞, a relac¸a˜o (st)mst equivale a` relac¸a˜o
Prod(s, t;mst) = Prod(t, s;mst), ja´ que s e t sa˜o involuc¸o˜es. O Teorema de Matsumoto
nos mostra enta˜o que existe uma aplicac¸a˜o F : W → G que aplica os geradores de W
nos geradores de G. Para verificarmos isso, e´ suficiente provar que F (sw) = F (s)F (w)
para quaisquer s ∈ S e w ∈ W . Se l(sw) > l(w), essa igualdade e´ va´lida pela forma
como a aplicac¸a˜o F foi constru´ıda. Se l(sw) < l(w), tomando w′ = sw, conclu´ımos que
F (w) = F (sw′) = F (s)F (w′) = F (s)F (sw), uma vez que l(sw′) > l(w′). Como F (s) e´
uma involuc¸a˜o, temos F (sw) = F (s)F (w). Portanto, F e´ um homomorfismo de grupos
que aplica os geradores de W nos geradores de G e F ◦ pi = idG. Segue enta˜o que pi e´ um
isomorfismo de grupos. 
2.2.2 Grupos de Coxeter
Considere um conjunto finito de ı´ndices X e seja M = (mxy)x,y∈X uma matriz sime´trica
cujas entradas sa˜o inteiros positivos (ou ∞) tais que mxx = 1 e mxy > 1 para quaisquer
x, y ∈ X com x 6= y. Defina um grupo G(M) pela apresentac¸a˜o:
G(M) = 〈x ∈ X | x2 = 1 para x ∈ X e (xy)mxy = 1 para x 6= y, mxy <∞〉.
Enta˜o o par (G(M), X) e´ dito um sistema de Coxeter e o grupo G(M) recebe o
nome de grupo de Coxeter. Vimos no Teorema 2.16 que grupos de reflexo˜es como no
Cap´ıtulo 1 e na Sec¸a˜o 2.1 sa˜o grupos de Coxeter.
Reciprocamente, observe que a matriz C = (−2 cos(pi/mxy))x,y∈X satisfaz as condic¸o˜es
da Definic¸a˜o 2.1, isto e´, C e´ uma matriz de Cartan. Enta˜o, pelo Teorema 2.16, podemos
concluir que G(M) e´, na verdade, o grupo de reflexo˜es associado a` matriz de Cartan C.
Ale´m disso, pelo Lema 2.8, mxy e´ exatamente a ordem de xy ∈ G(M). O fato de o grupo
abstrato G(M) ser tambe´m um grupo de reflexo˜es como na Sec¸a˜o 2.1 permite-nos fazer
uma imersa˜o G(M) ⊂ GL(V ), onde V e´ um espac¸o vetorial real de dimensa˜o |X| no qual os
elementos de X agem como reflexo˜es. A imersa˜o G(M) ⊂ GL(V ) e´ dita a representac¸a˜o
reflexa˜o de G(M).
2.2.3 Subgrupos parabo´licos
Vamos considerar agora um subconjunto J ⊆ S. O subgrupo WJ := 〈J〉 ≤ W recebe o
nome de subgrupo parabo´lico standard de W . Os subgrupos conjugados a subgrupos
parabo´licos standard sa˜o chamados subgrupos parabo´licos.




Rαs. Da expressa˜o dada para uma reflexa˜o s ∈ S na Sec¸a˜o 2.1, podemos
concluir que VJ · s ⊆ VJ para todo s ∈ J . Assim, restringindo a aplicac¸a˜o s : V → V (para
s ∈ J) a VJ , obtemos um epimorfismo canoˆnico de grupos
pi : WJ →W (CJ), onde CJ = (cst)s,t∈J .
Por outro lado, como W (CJ) tem uma apresentac¸a˜o como no Teorema 2.16 e os gerado-
res de WJ certamente satisfazem as relac¸o˜es definidas, obtemos tambe´m uma aplicac¸a˜o de
W (CJ) em WJ identificando os geradores correspondentes. Conclu´ımos que pi e´ tambe´m
injetiva, sendo, portanto, um isomorfismo. Em particular, segue que (WJ , J) e´ um sistema
de Coxeter.
Agora temos duas func¸o˜es comprimento em WJ . A primeira e´ simplesmente a restric¸a˜o
da func¸a˜o comprimento l : W → N0 ao subgrupo WJ . Enta˜o, dado w ∈ WJ , o inteiro
l(w) e´ o menor k ≥ 0 tal que existem s1, . . . , sk ∈ S com w = s1 · · · sk. Por outro
lado, atrave´s do isomorfismo canoˆnico pi : WJ → W (CJ), temos uma segunda func¸a˜o
comprimento lJ : WJ → N0: dado w ∈ WJ , o inteiro lJ(w) e´ o menor n ≥ 0 tal que
existem s1, . . . , sn ∈ J com w = s1 · · · sn. O resultado a seguir mostra que essas duas
func¸o˜es comprimento, na verdade, coincidem.
Proposic¸a˜o 2.17 Considere J ⊆ S e seja WJ ≤ W o subgrupo parabo´lico standard cor-
respondente. Enta˜o l(w) = lJ(w) para todo w ∈ WJ . Ale´m disso, qualquer expressa˜o
reduzida para um w ∈WJ em termos de elementos de S tem todos os seus fatores em J .
Demonstrac¸a˜o: Tomemos w ∈ WJ e escrevamos w = s1 · · · sk com si ∈ J . Podemos
aplicar a lei do cancelamento (Teorema 2.14) repetidas vezes, ate´ obtermos uma expressa˜o
reduzida para w com todos os fatores em J . Pelo Corola´rio 2.13, podemos concluir que
toda expressa˜o reduzida para w tem todos os fatores em J . 
2.3 Matrizes de Cartan do tipo finito
Nesta sec¸a˜o, fazemos a classificac¸a˜o de matrizes de Cartan do tipo finito, que definiremos a
seguir. Como consequeˆncia, vamos provar que os grupos de Coxeter finitos sa˜o exatamente
os grupos de reflexo˜es finitos descritos no Cap´ıtulo 1.
2.3.1 Sistemas de Coxeter irredut´ıveis
Seja C = (cst)s,t∈S uma matriz de Cartan e assuma que C e´ decompon´ıvel, ou seja, existe
uma partic¸a˜o S = S1qS2 com S1, S2 6= ∅ tais que cst = 0 sempre que s ∈ S1, t ∈ S2. Note
que a propriedade (C1) da Definic¸a˜o 2.1 implica que cts = 0 para quaisquer s ∈ S1, t ∈ S2.
Enta˜o, podemos escrever C como uma matriz em blocos cujos blocos diagonais sa˜o as
matrizes C1 = (cst)s,t∈S1 e C2 = (cst)s,t∈S2 . Assim, temos tambe´m uma decomposic¸a˜o em
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soma direta V = V1⊕V2, onde V1 tem por base {αs | s ∈ S1} e V2 tem base {αs | s ∈ S2}.
Lanc¸ando ma˜o da expressa˜o dada para uma reflexa˜o s ∈ S na Sec¸a˜o 2.1 e das observac¸o˜es
que fizemos acima, e´ fa´cil verificar que V1 e V2 sa˜o invariantes sob a ac¸a˜o de qualquer
s ∈ S. Ale´m disso, se s ∈ S1 enta˜o s|V2 = idV2 , e se s ∈ S2 enta˜o s|V1 = idV1 . Isso
implica, em particular, que s e t comutam sempre que s ∈ S1 e t ∈ S2. Assim, existe um
isomorfismo
W (C)
∼=−→W (C1)×W (C2), w 7→ (w|V1 , w|V2)
e uma partic¸a˜o Φ(C) = Φ(C1)qΦ(C2), com Φ(Ci) = Φ(C)∩Vi para i = 1, 2. Ale´m disso,
temos l(w1w2) = l(w1) + l(w2) para quaisquer w1 ∈W (C1), w2 ∈W (C2).
Dessa forma, o estudo dos grupos de reflexo˜es W (C) e´ reduzido ao caso em que C
e´ uma matriz de Cartan indecompon´ıvel. Neste caso, dizemos que o sistema de Coxeter
correspondente (W,S) e´ um sistema de Coxeter irredut´ıvel.
2.3.2 Formas W -invariantes
Seja C = (cst)s,t∈S uma matriz de Cartan e W = 〈S〉 ⊂ GL(V ) o grupo de reflexo˜es
correspondente.
(a) Assuma que temos uma forma bilinear sime´trica real W -invariante (., .) em V tal
que (αs, αs)> 0 para todo s ∈ S. Sejam s, t ∈ S. Enta˜o, (αs, αt) = (αs · s, αt · s) =




para todo s ∈ S.
Fazendo ds =
√
(αs, αs) > 0, obtemos d
2
scst = 2(αs, αt) = d
2
t cts. Da relac¸a˜o cstcts =
4 cos2(pi/mst) e do fato de que cst ≤ 0 para s 6= t, conclu´ımos que dsd−1t cst/2 =
− cos(pi/mst) para quaisquer s, t ∈ S.
(b) Reciprocamente, se existem nu´meros reais positivos ds (s ∈ S) tais que dsd−1t cst/2 =
− cos(pi/mst) para quaisquer s, t ∈ S, enta˜o temos uma forma bilinear sime´trica W -
invariante de V dada por (αs, αt) = d
2
scst/2. De fato, para verificar a W -invariaˆncia,
calculamos para s, t, u ∈ S:
(αs · u, αt · u) = (αs − cusαu, αt − cutαu)
= (αs, αt)− cusd2ucut/2− cutd2scsu/2 + d2ucuscut
= (αs, αt).
A u´ltima igualdade vem do fato de que dsd
−1
u csu = −2 cos(pi/msu) = dud−1s cus. Por
exemplo, se C e´ uma matriz sime´trica, podemos tomar ds = 1 para todo s ∈ S e
enta˜o a forma definida por (αs, αt) = − cos(pi/mst) e´ W -invariante.
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(c) Dizemos que C e´ uma matriz de Cartan do tipo finito se existe uma forma bi-
linear (., .) como no item (a) que e´ tambe´m positiva definida. Isso equivale a` condic¸a˜o
de que a matriz (− cos(pi/mst))s,t∈S e´ definida positiva, isto e´, det(− cos(pi/mst))s,t∈J >
0 para todo subconjunto J ⊆ S. Isso acontece, por exemplo, se W e´ finito. Prova-
remos isso mais adiante.
Agora podemos descrever a classificac¸a˜o das matrizes de Cartan do tipo finito. A
qualquer matriz de Cartan C, podemos associar um grafo de Coxeter da seguinte maneira:
os ve´rtices do grafo sa˜o rotulados pelos elementos do conjunto S, e dois ve´rtices rotulados
por s 6= t sa˜o unidos por uma aresta se mst ≥ 3 (com mst como na Definic¸a˜o 2.1). Ale´m
disso, se m ≥ 4, rotulamos a aresta por mst (como no Cap´ıtulo 1). Pelo Teorema 1.22,
a Figura 1 descreve completamente os grafos de Coxeter conexos positivos definidos e,
portanto, descreve completamente as matrizes de Cartan irredut´ıveis do tipo finito.
Vimos na Subsec¸a˜o 2.2.2 que qualquer sistema de Coxeter (W,S) e´ definido em termos
de uma determinada matriz de Cartan C tal que W = 〈S〉 ⊂ GL(V ) e´ um grupo de
reflexo˜es. Em geral, (W,S) na˜o determina unicamente a matriz C e a questa˜o esta´ em
haver escolhas mais adequadas que outras. Introduzimos enta˜o a seguinte noc¸a˜o.
Definic¸a˜o 2.18 Dizemos que Φ e´ um sistema de ra´ızes reduzido se, para todo α ∈ Φ e
x ∈ R, temos xα ∈ Φ somente se x = ±1.
Observe que todo sistema de Coxeter (W,S) e´ proveniente de uma matriz de Cartan
C cujo sistema de raizes e´ reduzido.
Proposic¸a˜o 2.19 [4, Proposition 1.3.5] Assuma que Φ e´ reduzido. Para cada w ∈ W ,
seja N(w) := {α ∈ Φ+ | α · w ≤ 0} e seja w = s1 · · · sk uma expressa˜o reduzida, com
si ∈ S. Enta˜o, |N(w)| = l(w) e N(w) consiste precisamente das ra´ızes
α1, α2 · s1, α3 · s2s1, . . . , αk · sk−1sk−2 · · · s1,
onde αi denota a raiz simples correspondente ao gerador si (1 ≤ i ≤ k).
O resultado a seguir mostra que a propriedade de ter um sistema de ra´ızes reduzido
pode ser facilmente verificada a partir da matriz de Cartan.
Proposic¸a˜o 2.20 [4, Proposition 1.3.5] Assuma que C e´ uma matriz de Cartan do tipo
finito. Enta˜o, o sistema de ra´ızes associado Φ e´ reduzido se, e somente se, cst = cts para
quaisquer s 6= t com mst ı´mpar.
O pro´ximo teorema mostra que, no caso finito, os grupos de Coxeter coincidem com
os grupos de reflexo˜es definidos no Cap´ıtulo 1. Antes de provarmos isso, precisamos do
lema a seguir.
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Lema 2.21 Seja G um grupo finito e ρ : G→ GL(V ) uma representac¸a˜o de G em algum
espac¸o vetorial real V de dimensa˜o finita. Seja (., .) : V × V → R um produto interno em






(v · g, w · g) para v, w ∈ V ,
onde g ∈ G age sobre V via ρ(g). Enta˜o, (., .)′ e´ um produto interno tal que (v ·g, w ·g)′ =
(v, w)′ para quaisquer v, w ∈ V e g ∈ G.
Demonstrac¸a˜o: A bilinearidade e a simetria de (., .)′ decorrem diretamente do fato
de que (., .) desfruta das mesmas propriedades. Precisamos verificar enta˜o que (., .)′ e´ uma






(v · g, v · g) ≥ 0. Ale´m disso,
(v, v)′ = 0 ⇔
∑
g∈G
(v · g, v · g) = 0
⇔ (v · g, v · g) = 0 ∀g ∈ G
⇔ v · g = 0 ∀g ∈ G
⇔ v = 0
e (., .)′ e´ um produto interno em V .
Ale´m disso, se v, w ∈ V e x ∈ G, enta˜o
(v · x,w · x)′ = 1|G|
∑
g∈G
(v · (xg), w · (xg)) = 1|G|
∑
y∈G
(v · y, w · y) = (v, w)′
e (., .)′ e´ uma forma G-invariante. 
Teorema 2.22 Todo grupo de Coxeter finito e´ um grupo de reflexo˜es finito descrito no
Cap´ıtulo 1.
Demonstrac¸a˜o: Seja (W,S) um sistema de Coxeter com W finito. Sabemos que
existe uma representac¸a˜o ρ : G → GL(V ) de W em algum espac¸o vetorial real V de
dimensa˜o finita. Pelo Lema 2.21, existe uma forma bilinear sime´trica positiva definida
(., .) : V × V → R que e´ W -invariante. O item (c) da pa´gina 27 mostra que a matriz
de Cartan C associada a W e´ do tipo finito e, portanto, seu grafo de Coxeter e´ positivo
definido. Assim, as componentes conexas desse grafo esta˜o entre os grafos descritos na
Figura 1 e, pela Proposic¸a˜o 1.19 e pelo Teorema 1.23, W e´ produto direto de grupos de
reflexo˜es finitos, sendo tambe´m, portanto, um grupo de reflexo˜es finito. 
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2.4 O elemento de comprimento maximal
Seja (W,S) um sistema de Coxeter. Fixemos tambe´m a matriz de Cartan correspondente
C = (cst)s,t∈S tal que W = 〈S〉 ⊂ GL(V ) e´ um grupo de reflexo˜es como na Sec¸a˜o 2.1.
Podemos assumir que a matriz C e´ escolhida de tal forma que o sistema de ra´ızes corres-
pondente Φ e´ reduzido. Uma propriedade ba´sica relativa aos grupos de Coxeter finitos e´
a existeˆncia de um u´nico elemento de comprimento maximal, que sera´ de muita utilidade
em diversas situac¸o˜es como veremos a seguir.
Proposic¸a˜o 2.23 [4, Proposition 1.5.1] As seguintes condic¸o˜es sa˜o equivalentes:
(a) O grupo W e´ finito.
(b) O conjunto {l(w) | w ∈W} e´ finito.
(c) Existe um elemento w0 ∈W tal que l(sw0) < l(w0) para todo s ∈ S.
Ale´m disso, se essas condic¸o˜es sa˜o satisfeitas, w0 e´ unicamente determinado, w
2
0 = 1 e
l(w) < l(w0) = |Φ+| para todo w 6= w0. Dizemos que w0 e´ o elemento de comprimento
maximal de W .
O pro´ximo resultado, referente a subgrupos parabo´licos standard, sera´ u´til para argu-
mentos indutivos. Vimos que, para cada J ⊆ S, temos um subgrupo parabo´lico standard
WJ ≤ W e, ale´m disso, (WJ , J) e´ um sistema de Coxeter. Se WJ e´ finito, vamos denotar
por wJ o elemento de comprimento maximal em WJ .
Lema 2.24 [4, Lemma 1.5.2] Seja w ∈W e seja J ⊆ {s ∈ S | l(sw) < l(w)}. Enta˜o, WJ
e´ finito e temos w = wJx, onde x ∈ W e´ tal que l(w) = l(wJ) + l(x) e l(sx) > l(x) para
todo s ∈ J .
Lema 2.25 Assumamos que W e´ finito e denotemos por w0 o elemento de comprimento
maximal de W . Enta˜o l(ww0) = l(w0w) = l(w0)− l(w) para todo w ∈ W . Ale´m disso, a
conjugac¸a˜o por w0 define um automorfismo de W que preserva o conjunto S.
Demonstrac¸a˜o: Pela Proposic¸a˜o 2.23, l(w) ≤ l(w0) e a igualdade vale somente se
w = w0. No caso em que w = w0, temos ww0 = 1 e claramente l(ww0) = l(w0)− l(w) = 0.
Suponhamos enta˜o que w 6= w0. Pelo item (c) da Proposic¸a˜o 2.23, existe s1 ∈ S tal que
l(s1w) > l(w). Se s1w 6= w0, existe um s2 ∈ S tal que l(s2s1w) > l(s1w). Podemos
proceder da mesma maneira ate´ encontrarmos s1, . . . , sk ∈ S tais que w0 = sk · · · s1w e
l(w0) = k + l(w). Como w0w
−1 tem comprimento k e o comprimento de cada elemento
de W coincide com o de seu inverso, l(ww0) = k = l(w0) − l(w). Ale´m disso, l(w0w) =
l((w0w)
−1) = l(w−1w0) = l(w0)− l(w−1) = l(w0)− l(w).
Para provarmos a segunda afirmac¸a˜o, tomemos um elemento s ∈ S. Observe que
l(w0sw0) = l(w0)− l(w0s) = l(w0)− (l(w0)− l(s)) = l(s) = 1.
Isso mostra que sw0 ∈ S e, portanto, a conjugac¸a˜o por w0 preserva o conjunto S. 
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2.5 Representantes distintos das classes laterais
Seja (W,S) um grupo de Coxeter e, para cada J ⊆ S, consideremos o subgrupo parabo´lico
standard WJ ≤W . Sabemos que, com respeito a WJ , o grupo W pode ser particionado em
classes laterais a` direita, que sa˜o da forma WJw = {vw | v ∈ WJ} para um determinado
w ∈ W . Nosso objetivo agora e´ identificar um conjunto particular de representantes das
classes laterais a` direita de WJ . A partir desta sec¸a˜o, utilizaremos a notac¸a˜o w · w′,
com w,w′ ∈ W , para indicar o elemento ww′ sob a condic¸a˜o de que se tenha l(ww′) =
l(w) + l(w′).
Proposic¸a˜o 2.26 [4, Proposition 2.1.1] Considere J ⊆ S e defina
XJ = {w ∈W | l(sw) > l(w) para todo s ∈ J}.
(a) Para cada w ∈ W existe um u´nico v ∈ WJ e um u´nico x ∈ XJ tais que w = vx.
Ale´m disso, l(w) = l(v) + l(x).
(b) Para todo x ∈W sa˜o equivalentes:
(i) x ∈ XJ ;
(ii) l(vx) = l(v) + l(x) para todo v ∈WJ ;
(iii) x e´ o u´nico elemento de comprimento minimal em WJx.
Em particular, XJ e´ um conjunto completo de representantes das classes laterais a` direita
de WJ em W .
O conjunto XJ e´ dito o conjunto dos representantes distintos das classes laterais
a` direita de WJ em W . Escrevemos
W = WJ ·XJ
para indicar que a aplicac¸a˜o do produto cartesiano WJ × XJ no grupo W que associa
um par (v, x) ao produto w = vx e´ uma bijec¸a˜o com a propriedade adicional de que
l(w) = l(v) + l(x).
Para todo x ∈ XJ e todo s ∈ S o produto xs pode ser escrito como xs = vx′ para
algum v ∈ WJ e algum x′ ∈ XJ . De fato, apenas uma escolha muito limitada de pares
(v, x′) ocorre realmente nesta situac¸a˜o. Isso e´ descrito pelo seguinte resultado, que e´
de fundamental importaˆncia para o estudo da estrutura do conjunto dos representantes
distintos das classes laterais.
Lema 2.27 (Lema de Deodhar) Considere J ⊆ S, x ∈ XJ e s ∈ S. Enta˜o ou xs ∈ XJ
ou xs = ux para algum u ∈ J .
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Demonstrac¸a˜o: Veja [4, Lemma 2.1.2]. 
Sempre temos l(x−1w) ≥ l(w) − l(x) para x,w ∈ W . Dizemos que o elemento x e´
um prefixo de w se vale a igualdade. Neste caso, existe um y ∈ W tal que w = xy e
l(w) = l(x) + l(y). De modo semelhante, dizemos que x e´ um sufixo de w se l(wx−1) =
l(w)− l(x).
Observe que, pelo lema de Deodhar, xs ∈ XJ sempre que l(xs) < l(x) com x ∈ XJ ,
pois se ocorresse xs = ux para algum u ∈ J , ter´ıamos l(xs) = l(ux) > l(x).
Lema 2.28 [4, Lemma 2.1.4] Sejam J ⊆ S, x ∈ XJ e considere w ∈W tal que xw ∈ XJ .
Enta˜o, se w = s1 · · · sr e´ uma expressa˜o reduzida para w com sj ∈ S, j = 1, . . . r, temos
xs1 · · · si ∈ XJ para todo i ≤ r.
Quando consideramos cadeias de subgrupos parabo´licos standard, utilizamos a seguinte
notac¸a˜o. Para subconjuntos J ⊆ K ⊆ S, denotamos por XKJ o conjunto dos respresen-





ja´ que WJ ·XJ = W = WK ·XK = WJ ·XKJ ·XK .
A imagem de XJ pelo anti-automorfismo w 7→ w−1 de W e´ o conjunto X−1J = {x−1 |
x ∈ XJ}, que e´ um conjunto de representantes das classes laterais a` esquerda de WJ em
W . Ale´m disso, se x ∈ XJ enta˜o
w ∈ x−1WJ ⇔ w−1 ∈WJx.
Como x e´ o u´nico elemento de comprimento minimal em WJx e l(w
−1) = l(w) para todo
w ∈W , podemos concluir que x−1 e´ o u´nico elemento de comprimento minimal em x−1WJ .
Agora vamos determinar representantes para as classes laterais duplas
WJwWK = {uwv | u ∈WJ , v ∈WK}
de WJ e WK em W , onde J,K ⊆ S e w ∈W .
Proposic¸a˜o 2.29 Sejam J,K ⊆ S e defina XJK = XJ ∩X−1K . Enta˜o, para cada w ∈W ,
existem u ∈WJ , v ∈WK e um u´nico d ∈ XJK tais que w = udv e l(w) = l(u)+ l(d)+ l(v).
Ale´m disso, para cada w ∈W , as seguintes condic¸o˜es sa˜o equivalentes:
(i) d ∈ XJK ;
(ii) d e´ o u´nico elemento de comprimento minimal na classe lateral dupla WJdWK .
Em particular, XJK e´ um conjunto completo de representantes das classes laterais duplas
de WJ e WK em W .
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Demonstrac¸a˜o: Seja w ∈ W e escreva w = ux, onde u ∈ WJ , x ∈ XJ e l(w) =
l(u) + l(x), como na Proposic¸a˜o 2.26. Pela mesma proposic¸a˜o aplicada a x−1 ∈ W e
K ⊆ S, podemos escrever x = dv, onde d ∈ X−1K , v ∈ WK e l(x) = l(d) + l(v) (d e´ u´nico
nessa decomposic¸a˜o). Enta˜o l(w) = l(u) + l(d) + l(v). Como d e´ um prefixo de x, temos
d ∈ XJ e, portanto, d ∈ XJ ∩X−1K = XJK .
Para provarmos que (ii) implica (i), tomemos um elemento d ∈ W de comprimento
minimal em sua classe lateral dupla WJdWK . Assim, l(sd) > l(d) para todo s ∈ J e
l(dt) > l(d) para todo t ∈ K, ou seja, d ∈ XJ ∩X−1K = XJK .
Por outro lado, para mostrarmos que (i) implica (ii), basta provarmos que XJK conte´m
um u´nico elemento de cada classe lateral dupla. De fato, seja y ∈ XJK ∩WJdWK . Como
provado anteriormente, podemos escrever y = udv com u ∈ WJ , d ∈ XJK , v ∈ WK e
l(y) = l(u) + l(d) + l(v). Se y 6= d, enta˜o ou u 6= 1, contradizendo o fato de que y ∈ XJ ,
ou v 6= 1, contradizendo o fato de que y ∈ X−1K . Portanto, y = d. 
Os elementos de XJK = XJ ∩ X−1K recebem o nome de representantes distintos





Observe que os elementos u e v na decomposic¸a˜o w = udv na˜o sa˜o necessariamente u´nicos.
Lema 2.30 [4, Lemma 2.1.8] Sejam J,K ⊆ S. Enta˜o
(i) Para todo x ∈ XJ e todo s ∈ S, temos xs /∈ XJ se, e somente se, s ∈ Jx.
(ii) Para todo x ∈ XJ , temos x−1XJ ⊆ XL, onde L = Jx ∩ S.
(iii) Para todo d ∈ XJK , temos dXJd∩K = XJ∩dK .
Como consequeˆncia da Proposic¸a˜o 2.29, o pro´ximo lema nos da´ uma partic¸a˜o do con-
junto XJ .





Em particular, cada w ∈W tem uma u´nica decomposic¸a˜o w = udv onde u ∈Wj, d ∈ XJK ,
v ∈ XK
Jd∩K e l(w) = l(u) + l(d) + l(v).
Demonstrac¸a˜o: Veja [4, Lemma 2.1.9]. 
Tomando um subconjunto J ⊆ S, vamos encontrar agora um importante subgrupo de
W , denotado por XJJJ , contido no conjunto XJ .
Teorema 2.32 (Solomon) Assuma que W e´ finito. Para cada J ⊆ S, defina





como a soma de todos os representantes distintos das classes laterais a` esquerda de WJ





onde, para J,K,L ⊆ S,
XJKL = {d ∈ XJK | Jd ∩K = L} e aJKL = |XJKL|.
Demonstrac¸a˜o: Veja [4, Theorem 2.1.10]. 
Corola´rio 2.33 Sejam J,K,L ⊆ S e considere x ∈ XJKL. Enta˜o x−1XJ ⊆ XL. Em
particular, XJJJ e´ um subgrupo de W .
Demonstrac¸a˜o: Pelo item (ii) do Lema 2.30, temos x−1XJ ⊆ XM , onde M = Jx∩S.
Como L = Jx ∩K ⊆M , segue que x−1XJ ⊆ XL.
Suponha agora que J = K = L e sejam x e y elementos de XJJJ = {d ∈ XJJ |
Jd ∩ J = J}. Vamos mostrar que x−1y ∈ XJJJ . De fato, como y ∈ XJ e x−1XJ ⊆ XJ ,
temos x−1y ∈ XJ . De modo ana´logo, do fato de que y−1XJ ⊆ XJ segue que y−1x ∈ XJ .
Logo, x−1y ∈ XJ ∩X−1J = XJJ . Observe agora que Jx
−1y = J , uma vez que Jx = Jy = J .
Portanto, x−1y ∈ XJJJ e o conjunto XJJJ e´ um subgrupo de W . 
Observe que o conjuntoXJJJ = {d ∈ XJJ | Jd∩J = J} pode ser expresso simplesmente
por XJJJ = {d ∈ XJ | Jd = J}. De fato, as condic¸o˜es Jd = J e Jd∩J = J sa˜o claramente
equivalentes e, ale´m disso, se d ∈ XJ e´ tal que Jd = J , enta˜o, para todo s ∈ J , temos
s = d−1s′d para algum s′ ∈ J e assim
l(sd−1) = l(d−1s′dd−1) = l(d−1s′) = l(s′d) > l(d) = l(d−1),
donde podemos concluir que d−1 ∈ XJ e, portanto, d ∈ XJJ .
Teorema 2.34 (Kilmoyer, Solomon) Sejam J,K ⊆ S e considere d ∈ XJK . Enta˜o
W dJ ∩WK = WL, onde L = Jd ∩K.
Demonstrac¸a˜o: Veja [4, Theorem 2.1.12]. 
Segue deste u´ltimo resultado que a intersec¸a˜o de dois subgrupos parabo´licos de W e´
tambe´m um subgrupo parabo´lico de W .
Outra consequeˆncia imediata do Teorema 2.34 e´ que, dados J,K ⊆ S, temos WJ ∩
WK = WJ∩K (para provarmos isso, basta tomarmos d = 1 ∈ XJK). Mais do que isso,
temos a seguinte proposic¸a˜o.
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Proposic¸a˜o 2.35 [6, p.24] Sob a correspondeˆncia J 7→ WJ , a colec¸a˜o de subgrupos pa-
rabo´licos standard WJ (J ⊆ S) e´ isomorfa ao reticulado de subconjuntos de S, ou seja,
WJ∪K e´ gerado por WJ e WK e, ale´m disso, WJ ∩WK = WJ∩K , quaisquer que sejam
J,K ⊆ S.
Podemos enta˜o concluir que, se dois subgrupos parabo´licos standard de W sa˜o conju-
gados em W , a conjugac¸a˜o pode ser realizada de tal maneira que ate´ mesmo seus conjuntos
geradores sejam conjugados.
Corola´rio 2.36 [4, Corollary 2.1.13] Sejam J,K ⊆ S. Enta˜o J e´ conjugado a K em W
se, e somente se, WJ e WK sa˜o conjugados em W . Em particular, |J | = |K| sempre que
WJ e WK sa˜o conjugados em W .
Nosso objetivo agora e´ fazer uma descric¸a˜o do normalizador de WJ em W . Antes,
pore´m, precisamos do pro´ximo lema, sobre conjugac¸a˜o por elementos de XJ .
Lema 2.37 [4, Lemma 2.1.14] Seja J ⊆ S e seja x ∈ XJ . Enta˜o l(wx) ≥ l(w) para todo
w ∈WJ .
Proposic¸a˜o 2.38 [4, 2.1.15] Seja (W,S) um sistema de Coxeter. Enta˜o, para cada J ⊆ S:
(i) Se x ∈ XJ e´ tal que W xJ = WK para algum K ⊆ S, enta˜o Jx = K, x ∈ XJK e
l(wx) = l(w) para todo w ∈WJ .
(ii) NW (WJ) = WJ oXJJJ .
Para o pro´ximo lema, vamos assumir que W e´ finito. Usando prefixos, XJ pode ser
determinado por apenas um de seus elementos, o representante de maior comprimento
das classes laterais, denotado por dJ . Como na Sec¸a˜o 2.4, denotamos por w0 o elemento
de maior comprimento em W e por wJ o elemento de maior comprimento em WJ , para
J ⊆ S.
Lema 2.39 [4, Lemma 2.2.1] Seja J ⊆ S e defina dJ = wJw0. Enta˜o
(a) dJ e´ o u´nico elemento de comprimento maximal em XJ ;
(b) XJ = {w ∈W | w e´ um prefixo de dJ};
(c) d−1J = d
w0
J = dJ ′, onde J
′ = Jw0.
2.6 Classes de Coxeter
O grupo W age por conjugac¸a˜o sobre o conjunto de todos os seus subconjuntos. Para J ⊆
S, estamos interessados na o´rbita dos subgrupos parabo´licos standard WJ sob essa ac¸a˜o,
em particular nos conjugados de WJ que sa˜o tambe´m subgrupos parabo´licos standard, isto
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e´, WwJ = WK para algum K ⊆ S. Pelo Corola´rio 2.36, isso equivale a estudar a o´rbita de
J sob essa ac¸a˜o e, em particular, os conjugados de J que sa˜o tambe´m subconjuntos de S.
O estabilizador de WJ nessa ac¸a˜o e´ o normalizador de WJ em W . Vamos assumir que W
seja finito.
Definic¸a˜o 2.40 Dois subconjuntos J,K ⊆ S pertencem a` mesma classe de Coxeter de
W se existe um elemento w ∈ W tal que Jw = K. Neste caso, escrevemos J ∼W K, ou
simplesmente J ∼ K.
Observe que, em geral, uma classe de Coxeter na˜o e´ uma o´rbita completa sob a ac¸a˜o
por conjugac¸a˜o de W .
Proposic¸a˜o 2.41 [4, Proposition 2.3.2] Seja J ⊂ S um subconjunto maximal e seja x ∈
XJ . Enta˜o J
x ⊆ S se, e somente se, x = 1 ou x = dJ . Mais precisamente,
(i) os u´nicos subconjuntos de S conjugados a J em W sa˜o J e Jw0;
(ii) se J 6= Jw0, enta˜o NW (WJ) = WJ ;
(iii) se J = Jw0, enta˜o |NW (WJ) : WJ | = 2.
O teorema a seguir mostra que a conjugac¸a˜o de subgrupos parabo´licos standard de W
sempre pode ser descrita por uma sequeˆncia de representantes distintos de comprimento
maximal das classes laterais de subgrupos parabo´licos standard maximais.
Teorema 2.42 (Lusztig-Spaltenstein, Howlett, Deodhar) Sejam J,K subconjuntos
de S. Enta˜o J e´ conjugado a K se, e somente se, existe uma sequeˆncia de subconjuntos
J0, . . . , Jr de S tais que
J0 = J , Jr = K e J
di
i−1 = Ji para todo i = 1, . . . , r,
onde di e´ o representante de classe lateral de WJi−1 em WLi de maior comprimento e
Li = Ji−1 ∪ {si} para algum si ∈ S − Ji−1.
Ale´m disso, para todo x ∈ XJ tal que Jx = K e todo s ∈ S tal que l(sx) < l(x), o
elemento di, i = 1, . . . , r, pode ser escolhido de modo que d1 = d
L
J , o representante de
classe lateral de WJ em WL de maior comprimento onde L = J ∪ {s}, e tambe´m que
x = d1 · · · dr e l(x) = l(d1) + . . . l(dr).
Demonstrac¸a˜o: Veja [4, Theorem 2.3.3]. 
Como consequeˆncia, temos o seguinte resultado.
Corola´rio 2.43 Suponha que J e K sejam subconjuntos conjugados de S tais que Jx = K
com x ∈ XJ . Se s ∈ S e´ tal que l(sx) < l(x), enta˜o x = d · y, onde d = wJwL para
L = J ∪ {s}.
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Demonstrac¸a˜o: Para provarmos isso, basta tomarmos r = 2, d1 = d e d2 = y = d
−1x
no Teorema 2.42. Dessa maneira, temos J0 = J , J1 = J
d
0 = J
d e J2 = J
y
1 = J
x = K. Ob-
serve que as condic¸o˜es do teorema sa˜o satisfeitas. Enta˜o, podemos escolher d = wJwL =
dLJ , o representante de classe lateral de WJ em WL de maior comprimento (Lema 2.39(a)).

2.7 Classes cuspidais
Nesta sec¸a˜o, assumimos que W e´ um grupo de Coxeter finito com conjunto gerador S.
Definic¸a˜o 2.44 Uma classe de conjugac¸a˜o C de W e´ dita uma classe cuspidal se
C ∩WJ = ∅ para todo subconjunto pro´prio J ⊂ S.
Para cada classe de conjugac¸a˜o C em W , denotamos por
Cmin = {w ∈ C | l(w) ≤ l(v) para todo v ∈ C}
o conjunto dos elementos de comprimento minimal em C.
Nosso objetivo nesta sec¸a˜o e´ encontrar algumas propriedades e caracterizac¸o˜es de clas-
ses cuspidais e descrever o papel desempenhado pelos elementos de comprimento minimal
em uma classe de conjugac¸a˜o.
Todo grupo de Coxeter conte´m elementos que podem ser obtidos como um produto
sobre todos os geradores em S, em alguma ordem. Na Sec¸a˜o 2.4, tais elementos foram
usados para obter uma expressa˜o reduzida para o elemento de comprimento maximal
de W . O conjunto formado por esses elementos e´ um conjunto t´ıpico de elementos de
comprimento minimal em uma classe de conjugac¸a˜o cuspidal de W .
Um elemento de Coxeter de (W,S) e´ um produto de todos os s ∈ S em uma
ordem dada qualquer. Assim, se S = {s1, . . . , sn}, enta˜o wc = s1 · · · sn e´ um elemento de
Coxeter de W e qualquer permutac¸a˜o dos elementos si na palavra wc e´ ainda um elemento
de Coxeter. Note que todo elemento w ∈ W que e´ escrito como produto de k geradores
distintos em S tem comprimento l(w) = k, uma vez que w pode ser visto como um produto
de representantes distintos de comprimento 1 de classes laterais em uma cadeia apropriada
de subgrupos parabo´licos standard. Enta˜o, em particular, l(wc) = |S| para um elemento
de Coxeter wc de (W,S).
Um fato muito importante sobre elementos de Coxeter e´ descrito no teorema a seguir.
Teorema 2.45 [4, Theorem 3.1.4] Quaisquer dois elementos de Coxeter de (W,S) sa˜o
conjugados em W .
Assim, todos os elementos de Coxeter de (W,S) pertencem a uma mesma classe de
conjugac¸a˜o. Veremos a seguir que essa classe e´ cuspidal.
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Lema 2.46 [4, Lemma 3.1.5] Seja J ⊆ S e seja wc um elemento de Coxeter de W . Enta˜o,
wc fixa um ponto na ac¸a˜o de W sobre as classes laterais de WJ se, e somente se, J = S.
Proposic¸a˜o 2.47 [4, Proposition 3.1.6] Seja C a classe de conjugac¸a˜o de W que conte´m
os elementos de Coxeter. Enta˜o
(i) C e´ uma classe cuspidal;
(ii) Cmin = {w ∈W | w e´ um elemento de Coxeter de W}.
No Cap´ıtulo 4, iremos necessitar da pro´xima proposic¸a˜o para a prova de alguns resul-
tados.
Proposic¸a˜o 2.48 [4, Proposition 3.1.11] Seja C uma classe de conjugac¸a˜o de W e sejam
w,w′ ∈ Cmin. Enta˜o, J(w′) = J(w)x para algum x ∈ XJ(w),J(w′).
Conclu´ımos este cap´ıtulo com as seguintes propriedades:
Proposic¸a˜o 2.49 [4, Proposition 3.1.12] Seja C uma classe de conjugac¸a˜o de W . As
seguintes condic¸o˜es sa˜o equivalentes:
(i) C e´ uma classe de conjugac¸a˜o cuspidal.
(ii) J(w) = S para todo w ∈ Cmin.
(iii) Existe um elemento w ∈ Cmin tal que J(w) = S.
Teorema 2.50 [4, Theorem 3.2.11] Seja W um grupo de Coxeter finito com conjunto
gerador S. Seja J ⊆ S e seja w ∈ W tal que a classe de conjugac¸a˜o CJ de w em WJ e´
cuspidal em WJ . Enta˜o
CJ = C ∩WJ ,
onde C e´ a classe de conjugac¸a˜o de w em W .
Cap´ıtulo 3
Alguns exemplos de grupos de
Coxeter finitos
Neste cap´ıtulo, temos por objetivo estudar os grupos de Coxeter finitos. Esse estudo ira´
ajudar-nos a demonstrar alguns dos resultados mais importantes deste trabalho, os quais
sera˜o tratados no pro´ximo cap´ıtulo. Aqui, nossas refereˆncias principais sa˜o o livro de Geck
e Pfeiffer, [4], e o livro de Humphreys, [6]. Para cada grupo, vamos descrever o sistema
de ra´ızes associado, provando assim que a cada grafo de Coxeter da Figura 1 (Cap´ıtulo 1)
e´ poss´ıvel associar um grupo de reflexo˜es finito, provando assim o Teorema 1.23.
3.1 Tipo A
Considere o grupo sime´trico Sn. Sabemos que esse grupo pode ser visto como um subgrupo
do grupo O(n,R) das matrizes ortogonais n×n da seguinte maneira. Cada permutac¸a˜o age
sobre Rn permutando os vetores da base canoˆnica 1, . . . , n. Observe que a transposic¸a˜o
(i, j) age como uma reflexa˜o, aplicando i − j em seu oposto e fixando pontualmente seu
complemento ortogonal, que consiste de todos os vetores cuja i-e´sima coordenada coincide
com a j-e´sima. Como Sn e´ gerado pelas transposic¸o˜es si := (i, i + 1), 1 ≤ i ≤ n − 1, e
essas transposic¸o˜es sa˜o reflexo˜es, Sn e´ um grupo de reflexo˜es (e, portanto, um grupo de
Coxeter).
Observe que o grupo Sn, quando age sobre Rn da maneira como descrevemos acima,
fixa cada ponto da reta gerada pelo vetor 1 + . . . + n (e os pontos pertencentes a essa
reta sa˜o os u´nicos pontos fixos) e mante´m fixo o seu complemento ortogonal, o hiperplano
V formado pelos vetores cujas coordenadas somam 0. Assim, Sn tambe´m age sobre um
espac¸o euclidiano (n−1)-dimensional como um grupo gerado por reflexo˜es, fixando apenas
a origem. Pelo que vimos na Sec¸a˜o 1.2, Sn e´ essencial relativamente a esse espac¸o de
dimensa˜o n− 1. Por causa disso, utiliza-se a notac¸a˜o An−1 para o grupo de reflexo˜es Sn.
Agora vamos encontrar um sistema de ra´ızes Φ para o grupo de reflexo˜es An−1. Defi-
namos Φ como sendo o conjunto de todos os vetores de comprimento
√
2 na intersec¸a˜o de
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V com o reticulado Z1 + . . .+ Zn. Enta˜o
Φ = {i − j | 1 ≤ i 6= j ≤ n}.
Observe que o conjunto
∆ = {1 − 2, 2 − 3, . . . , n−1 − n} ⊂ Φ
e´ um sistema simples em Φ, pois e´ claramente uma base para o hiperplano formado pelos
vetores cujas coordenadas somam 0, e todo elemento de Φ e´ combinac¸a˜o linear de elementos
de ∆ com coeficientes todos de mesmo sinal. Observe tambe´m que Sn e´ gerado pelas
permutac¸o˜es do tipo (i, i+1), 1 ≤ i ≤ n−1, que, na ac¸a˜o considerada acima, sa˜o reflexo˜es
associadas aos vetores do tipo i − i+1.
Seja W um grupo de Coxeter do tipo An−1, com geradores de Coxeter si = (i, i+ 1),
i ∈ {1, . . . , n − 1}. O tipo c´ıclico de uma permutac¸a˜o w ∈ W e´ dado por uma partic¸a˜o
λ = (λ1, . . . , λt) de n, que e´ uma sequeˆncia de inteiros positivos λ1 ≤ . . . ≤ λt tais que
λ1 + . . .+λt = n e w e´ escrito como produto de ciclos disjuntos de comprimento λ1, . . . , λt.
Uma vez que quaisquer dois elementos de W sa˜o conjugados em W se, e somente se,
teˆm o mesmo tipo c´ıclico, as classes de conjugac¸a˜o de elementos de W sa˜o naturalmente
parametrizadas pelas partic¸o˜es de n.
Dada uma partic¸a˜o λ = (λ1, . . . , λt) de n, existe um subgrupo parabo´lico standard
correspondente WJ = Sλ1 × . . . × Sλt que conte´m um elemento w de tipo c´ıclico λ. Um
elemento de comprimento minimal na classe de conjugac¸a˜o desse elemento w e´ o produto
wλ de t ciclos disjuntos que consistem de λi pontos sucessivos, para i ∈ {1, . . . , t}. Por
exemplo, um representante de comprimento minimal da classe de conjugac¸a˜o de elementos
com estrutura c´ıclica λ = (1, 2, 2, 3) em S8 e´ wλ = (1)(2, 3)(4, 5)(6, 7, 8). Observe que
wλ = s7s6s4s2 e´ um elemento de Coxeter de WJ , onde J = J(wλ) = {s2, s4, s6, s7}. Em
geral, para uma partic¸a˜o λ = (λ1, . . . , λt) de n, se J = J(wλ), enta˜o wλ e´ um elemento de





o produto de todos si ∈ J tomando o ı´ndice i em ordem decrescente.
3.2 Tipo B
Vimos na Sec¸a˜o 3.1 que o grupo Sn age sobre Rn ao permutar os elementos da base
canoˆnica 1, . . . , n. Ale´m das reflexo˜es representadas pelas permutac¸o˜es do tipo (i, j),
ou seja, aquelas que aplicam o vetor i − j em seu oposto e manteˆm seu complemento
ortogonal, outras podem ser definidas. Podemos considerar tambe´m reflexo˜es que aplicam
um vetor i da base canoˆnica em seu oposto e fixam todos os outros j . Essas mudanc¸as
de sinal geram um grupo de ordem 2n, isomorfo a (Z/2Z)n, que intersecta Sn trivialmente
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e e´ normalizado por Sn, pois ao conjugarmos uma mudanc¸a de sinal i 7→ −i por uma
transposic¸a˜o, obtemos tambe´m uma mudanc¸a de sinal. Assim, o produto semidireto entre
Sn e o grupo gerado pelas mudanc¸as de sinal e´ um grupo de reflexo˜es W de ordem 2
nn!.
E´ fa´cil ver que W e´ essencial. Denotamos esse grupo por Bn.
Vamos definir o sistema de ra´ızes Φ como sendo o conjunto de todos os vetores de
comprimento 1 ou
√
2 no reticulado Z1 + . . .+Zn. Enta˜o Φ consiste das 2n ra´ızes curtas
do tipo ±i, i ∈ {1, . . . , n}, e das 2n(n+1) ra´ızes longas do tipo ±i±j (i < j), totalizando
2n2 raizes. Para o sistema simples ∆, vamos tomar os elementos α1 = 1 − 2, α2 =
2 − 3, . . . , αn−1 = n−1 − n, αn = n.
Seja W um grupo de Coxeter do tipo Bn. Enta˜o W e´ isomorfo ao grupo das per-
mutac¸o˜es w do conjunto {−n, . . . ,−1, 0, 1, . . . , n} que satisfazem w(−i) = −w(i). Con-
sequentemente, temos w(0) = 0 para todo w ∈ W . Sendo [n] := {1, . . . , n}, podemos
representar esse mesmo grupo como o grupo de permutac¸o˜es sinalizadas, isto e´, aplicac¸o˜es
injetivas de [n] em [n] ∪ −[n] cuja imagem conte´m ou i ou −i para cada i. Como os
elementos sa˜o permutac¸o˜es, podemos escreveˆ-los em forma c´ıclica. Temos dois tipos de
ciclos: ciclos que na˜o conteˆm simultaneamente i e −i para todo i, e ciclos que conteˆm i
se, e somente se, conteˆm −i. Observe que ciclos do primeiro tipo veˆm naturalmente em
pares. Assim, em vez de (i1, . . . , ik)(−i1, . . . ,−ik), escrevemos simplesmente (i1, . . . , ik)+
e esse elemento recebe o nome de ciclo positivo. Ciclos do segundo tipo sa˜o da forma
(i1, . . . , ik,−i1, . . . ,−ik) e vamos denota´-los por (i1, . . . , ik)−. A esses elementos damos o
nome de ciclos negativos. Por exemplo, a permutac¸a˜o
−4 7→ 1, −3 7→ 2, −2 7→ 3, −1 7→ −4, 0 7→ 0,
1 7→ 4, 2 7→ −3, 3 7→ −2, 4 7→ −1
e´ escrita na forma (1, 4)−(2,−3)+. Observe que, nessa notac¸a˜o, se mudamos o sinal de
todos os elementos em um ciclo, obtemos exatamente a mesma permutac¸a˜o sinalizada. Os
geradores de Coxeter sa˜o t1 = (1)
− e si = (i, i+ 1), i = 1, . . . , n− 1. Para i > 1, tambe´m
usamos a notac¸a˜o ti = (i)
−.
Um elemento w ∈ W (Bn) tambe´m pode ser representado como uma matriz de per-
mutac¸a˜o sinalizada n × n, que age sobre a base canoˆnica {1, . . . , n} de Rn da mesma
maneira que a permutac¸a˜o w age sobre o conjunto [n] = {1, . . . , n}, ou seja, para i ∈ [n],
aplica o vetor i no vetor |w(i)| ou em seu oposto, dependendo do sinal de w(i), se e´
positivo ou negativo.
Observemos agora que a ac¸a˜o por conjugac¸a˜o sobre as permutac¸o˜es sinalizadas ocorre
da mesma maneira que sobre as permutac¸o˜es usuais. Para isso, basta observarmos que,
quando conjugamos com w, um elemento i de qualquer ciclo e´ substitu´ıdo por w(i). Por-
tanto, duas permutac¸o˜es sinalizadas sa˜o conjugadas se, e somente se, possuem, para todos
os comprimentos, o mesmo nu´mero de ciclos negativos e o mesmo nu´mero de ciclos posi-
tivos. O tipo c´ıclico de uma permutac¸a˜o w ∈ W e´ uma partic¸a˜o dupla λ = (λ+;λ−) com
|λ+|+ |λ−| = n, onde λ+ representa a estrutura dos ciclos positivos e λ−, a estrutura dos
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ciclos negativos de w. Dois elementos de W sa˜o conjugados em W se, e somente se, teˆm
o mesmo tipo c´ıclico. Portanto, as classes de conjugac¸a˜o de elementos de W sa˜o natural-
mente parametrizadas pelas partic¸o˜es duplas de n. Por exemplo, a classe de conjugac¸a˜o
de (1, 5,−2)+(4, 7)+(3)−(6,−8)− e´ ((2, 3); (1, 2)). Observe que podemos tomar como λ+
ou como λ− a partic¸a˜o vazia ∅.
Tomemos um subconjunto J ⊆ {t1, s1, . . . , sn−1} e um w ∈WJ . Se si /∈ J , os elementos
i+ 1, . . . , n aparecem em ciclos positivos de w, sendo todos os elementos de sinal positivo.




(λ−1 , . . . , λ
−
s ), o menor subgrupo parabo´lico WJ que conte´m um elemento do tipo c´ıclico
(λ+, λ−) e´ da forma W (B|λ−|) × Sλ+1 × . . . × Sλ+t . Vemos em [4, 3.4.2] que existe um
elemento wλ de comprimento minimal na classe de conjugac¸a˜o correspondente da seguinte
forma: os ciclos negativos conteˆm 1, . . . , |λ−|, e os ciclos positivos conteˆm |λ−|+ 1, . . . , n;
ale´m disso, cada ciclo conte´m apenas nu´meros consecutivos em ordem crescente. Por
exemplo, um elemento de comprimento minimal na classe de conjugac¸a˜o correspondente
a λ = ((1, 1, 3); (1, 2)) e´
wλ = (1)
−(2, 3)−(4)+(5)+(6, 7, 8)+.
3.3 Tipo D
Podemos obter outro grupo de reflexo˜es que age sobre Rn que, na verdade, e´ um subgrupo
de ı´ndice 2 do grupo do tipo Bn, descrito na Sec¸a˜o 3.2. Observe que Sn normaliza o
subgrupo formado pelas mudanc¸as de sinal que envolvem um nu´mero par de sinais, gerado
pelas reflexo˜es i + j 7→ −(i + j), i 6= j. Enta˜o, o produto semidireto e´ tambe´m um
grupo de reflexo˜es (e e´ essencial), que denotamos por Dn.
Agora vamos definir um sistema de ra´ızes para um grupo W do tipo Dn. Seja V = Rn.
Defina Φ como sendo o conjunto de todos os vetores de comprimento
√
2 no reticulado
Z1 + . . .+Zn. Enta˜o Φ consiste das 2n(n−1) ra´ızes ±i± j (1 ≤ i < j ≤ n). O sistema
simples ∆ que vamos considerar, neste caso, e´ formado pelos elementos α1 = 1− 2, α2 =
2−3, . . . , αn−1 = n−1−n, αn = n−1 +n. W e´ o produto semidireto de Sn e (Z/2Z)n−1
(agindo por um nu´mero par de mudanc¸as de sinal).
Observe que, se W e´ um grupo de Coxeter do tipo Dn, enta˜o W e´ isomorfo ao grupo
das permutac¸o˜es w em {−n, . . . ,−1, 0, 1, . . . , n} tais que w(−i) = −w(i) para todo i, e
um nu´mero par de i > 0 satisfaz w(i) < 0. Podemos tambe´m representar esse grupo
como o grupo das permutac¸o˜es sinalizadas tais que um nu´mero par de i ∈ [n] tem imagem
no conjunto −[n]. Essas sa˜o exatamente as permutac¸o˜es sinalizadas com um nu´mero par
de ciclos negativos. Os geradores de Coxeter sa˜o u = (1,−2)+ e si = (i, i + 1)+, i ∈
{1, . . . , n− 1}. O tipo c´ıclico de uma permutac¸a˜o w ∈ W e´ uma partic¸a˜o dupla (λ+;λ−)
com |λ+| + |λ−| = n, sendo λ+ correspondente aos ciclos positivos de w e λ−, aos ciclos
negativos. Em um grupo do tipo Dn, se dois elementos sa˜o conjugados, enta˜o eles teˆm
o mesmo tipo c´ıclico. A rec´ıproca, entretanto, na˜o e´ verdadeira. Por exemplo, u e s1
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teˆm o mesmo tipo c´ıclico, mas na˜o sa˜o conjugados. E´ fa´cil ver que, se dois elementos
teˆm o mesmo tipo c´ıclico (λ+;λ−) e |λ−| > 0 ou λ+ conte´m uma parte ı´mpar, enta˜o
eles sa˜o conjugados. Se eles teˆm o mesmo tipo c´ıclico (λ+;∅), onde λ+ conte´m apenas
partes pares, eles sa˜o conjugados se, e somente se, o nu´mero de inteiros negativos em suas
decomposic¸o˜es ciclicas teˆm a mesma paridade.
Dizemos que uma partic¸a˜o e´ par se consiste apenas de partes pares. As classes de
conjugac¸a˜o de elementos de W sa˜o naturalmente parametrizadas por partic¸o˜es duplas de
n, onde λ− tem um nu´mero par de partes, com duas classes quando λ− = ∅ e λ+ e´ par.
Dada uma partic¸a˜o dupla (λ+;λ−) de n, onde λ+ = (λ+1 , . . . , λ
+
t ), λ
− = (λ−1 , . . . , λ
−
s ),
e s e´ par, o subgrupo parabo´lico WJ correspondente tem a forma W (D|λ−|) × Sλ+1 ×
. . .× Sλ+t . Ale´m disso, existe um representante de comprimento minimal wλ da classe de
conjugac¸a˜o correspondente da seguinte forma. Os ciclos negativos conteˆm 1, . . . , |λ−|, os
ciclos positivos conteˆm |λ−|+1, . . . , n, e cada ciclo conte´m apenas inteiros consecutivos em
ordem crescente. Se λ− = ∅ e λ+ tem apenas partes pares, enta˜o existe um representante
extra w′λ em que o primeiro ciclo positivo comec¸a com −1 em vez de 1. Por exemplo, para
λ = ((1, 1, 2); (2, 3)), temos wλ = (1, 2)
−(3, 4, 5)−(6)+(7)+(8, 9)+, e para ((2, 2, 4);∅),
temos wλ = (1, 2)
+(3, 4)+(5, 6, 7, 8)+ e w′λ = (−1, 2)+(3, 4)+(5, 6, 7, 8)+.
3.4 Tipo I2(m) e tipo G2
Os grupos do tipo I2(m) sa˜o os grupos diedrais de ordem 2m, descritos no Exemplo 1.3.
Vamos estudar mais detalhadamente o grupo diedral do tipo I2(6), o qual denotamos
por G2. Seja V o hiperplano em R3 formado pelos vetores cujas coordenadas teˆm soma





6 na intersec¸a˜o de V com o reticulado Z1+Z2+Z3, onde {1, 2, 3}
e´ a base canoˆnica de R3. Assim, Φ consiste de 6 ra´ızes curtas ±(i−j) (i < j) e seis ra´ızes
longas ±(2i− j − k), onde {i, j, k} = {1, 2, 3}. O sistema simples que vamos tomar aqui
e´ o conjunto ∆ formado pelos vetores α1 = 1 − 2 e α2 = −21 + 2 + 3.
3.5 Tipo F4
Seja V o espac¸o R4 com base canoˆnica {1, 2, 3, 4}. Se L′ e´ o reticulado standard
Z1 +Z2 +Z3 +Z4, enta˜o L := L′+Z
1 + 2 + 3 + 4
2
e´ tambe´m um reticulado. Vamos
tomar como sistema de ra´ızes o conjunto Φ formado pelos vetores de L de comprimento
1 ou
√
2. Assim, Φ consiste de 24 raizes longas ±i ± j (i < j) e 24 ra´ızes curtas ±i,
1
2
(±1±2±3±4). Para o sistema simples, vamos tomar o conjunto ∆ = {α1, α2, α3, α4}
em que
α1 = 2 − 3, α2 = 3 − 4, α3 = 4, α4 = 1
2
(1 − 2 − 3 − 4).
O grupo W (Φ), denotado por F4, possui ordem 1152 e e´ isomorfo ao grupo GO
+(4, 3),
ver [11].
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3.6 Tipo E8
Tomemos V = R8. Seja L′ o reticulado que consiste de todos os vetores
∑
cii tais que
ci ∈ Z e
∑









. Como sistema de ra´ızes, vamos
tomar o conjunto Φ formado por todos os vetores de comprimento
√
2 em L. Enta˜o Φ
consiste de 240 ra´ızes:




±i (com nu´mero par de sinais positivos).
Para ∆, vamos tomar α1 =
1
2
(1−2−3−4−5−6−7+8), α2 = 1+2, αi = i−1−i−2
(3 ≤ i ≤ 8).
O grupo W (Φ), denotado por E8, possui ordem 2
14 · 35 · 52 · 7 e e´ isomorfo ao grupo
2.GO+(8, 2), ver [11].
3.7 Tipo E7
A partir do sistema de ra´ızes constru´ıdo acima para o tipo E8, tomemos V como sendo
o subespac¸o 〈αi | 1 ≤ i ≤ 7〉 de R8. O sistema de ra´ızes Φ tomado aqui e´ o conjunto
formado pelos 126 vetores de E8 que pertencem a V :
±i ± j (1 ≤ i < j ≤ 6), ±(7 − 8), ±1
2
(






onde o nu´mero de sinais negativos nesse somato´rio e´ ı´mpar. O sistema simples ∆ que
vamos tomar consiste das ra´ızes αi (1 ≤ i ≤ 7).
O grupo W (Φ), denotado por E7, possui ordem 2
10 · 34 · 5 · 7 e e´ isomorfo ao grupo
GO(7, 2)× C2, ver [11].
3.8 Tipo E6
Neste caso, vamos comec¸ar novamente a partir do sistema de ra´ızes do tipo E8. Sendo V
o subespac¸o 〈αi | 1 ≤ i ≤ 6〉 de R8, o sistema de ra´ızes Φ considerado aqui e´ o conjunto
constitu´ıdo pelas 72 ra´ızes de E8 pertencentes a V :
±i ± j (1 ≤ i < j ≤ 5), ±1
2
(






onde o nu´mero de sinais negativos nesse somato´rio e´ ı´mpar. As ra´ızes αi (1 ≤ i ≤ 6)
formam o sistema simples ∆.
O grupo W (Φ), denotado por E6, possui ordem 2
7 · 34 · 5 e e´ isomorfo ao grupo
GO−(6, 2), ver [11].
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3.9 Tipo H3 e tipo H4
Identificamos V = R4 com o anel de divisa˜o dos quate´rnios H. Podemos descrever o
conjunto ∆ das ra´ızes simples tomando
α1 = a− 1
2






+ bi− aj, α4 = −1
2
− ai+ bk,
onde a = cos
pi
5
, b = cos
2pi
5
e i, j, k ∈ H.
O sistema de ra´ızes Φ conte´m 120 elementos e o grupo W (Φ), denotado por H4, possui
ordem 14400.
Tomando agora ∆ = {α1, α2, α3}, o conjunto Φ correspondente possui 30 ra´ızes. O
grupo W (Φ), denotado por H3, possui ordem 120 e e´ isomorfo a GO(3, 4)× C2.
Cap´ıtulo 4
Centralizadores de elementos em
grupos de Coxeter finitos
Vimos na Proposic¸a˜o 2.38 que, dado um sistema de Coxeter (W,S) com W finito e J ⊆ S,
o normalizador NW (WJ) do subgrupo parabo´lico WJ e´ um produto semidireto de WJ e
XJJJ = {d ∈ XJ | Jd = J}. Neste cap´ıtulo, mostramos que a maioria dos centralizadores
de elementos de W desfruta de uma decomposic¸a˜o semelhante em produto semidireto.
Por simplicidade, utilizaremos neste cap´ıtulo a notac¸a˜o NJ para indicar o complemento
normalizador XJJJ .
Os resultados principais deste trabalho, que consistem nos dois teoremas a seguir,
encontram-se no artigo [7], de autoria de Matjaz Konvalinka, Go¨tz Pfeiffer e Claas E.
Ro¨ver.
Teorema 4.1 Seja W um grupo de Coxeter finito e seja w ∈ W . Seja V o menor
subgrupo parabo´lico de W que conte´m w. Enta˜o, o centralizador CV (w) = CW (w) ∩ V e´
um subgrupo normal do centralizador CW (w) com quociente CW (w)/CV (w) isomorfo ao
quociente normalizador NW (V )/V .
Teorema 4.2 Considere um grupo de Coxeter finito W e um elemento w ∈ W tal que
a classe de conjugac¸a˜o a` qual w pertence e´ na˜o conforme. Se V e´ o menor subgrupo
parabo´lico de W tal que w ∈ V , enta˜o o centralizador CW (w) decompo˜e-se em CV (w) com
complemento isomorfo a NW (V )/V .
Veremos na Definic¸a˜o 4.15 o que vem a ser uma classe de conjugac¸a˜o na˜o conforme,
existente apenas em grupos do tipo Dn. Nos dois teoremas acima, o subgrupo parabo´lico
V esta´ bem definido como a intersec¸a˜o de todos os subgrupos parabo´licos que conteˆm w
(Teorema 2.34). Para demonstrarmos esses teoremas, iremos supor que w tem compri-
mento minimal em sua classe de conjugac¸a˜o em W . Enta˜o, V coincide com o subgrupo
parabo´lico standard WJ , onde J = J(w).
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Observe que essa suposic¸a˜o sobre o elemento w na˜o tira a generalidade dos teoremas.
Com efeito, vamos tomar agora dois elementos w1 e w2 em uma mesma classe de con-
jugac¸a˜o. Temos enta˜o w2 = w
g
1 para algum g ∈ W . Afirmamos que, se V1 e´ o menor
subgrupo parabo´lico de W que conte´m w1 e V2 e´ o menor subgrupo parabo´lico que conte´m
w2, enta˜o valem as seguintes igualdades:
(1) V2 = V
g
1 ;
(2) CW (w2) = CW (w1)
g;
(3) CV2(w2) = CV1(w1)
g;
(4) NW (V2) = NW (V1)
g.
A primeira igualdade e´ evidente. Vamos mostrar enta˜o a segunda igualdade. Com efeito,
para x ∈W , temos
x ∈ CW (w2) ⇔ xw2 = w2x
⇔ xg−1w1g = g−1w1gx
⇔ gxg−1w1 = w1gxg−1
⇔ xg−1w1 = w1xg−1
⇔ xg−1 ∈ CW (w1)
⇔ x ∈ CW (w1)g.
A terceira igualdade decorre diretamente das duas primeiras, ja´ que
CV2(w2) = CW (w2) ∩ V2 = CW (w1)g ∩ V g1 = (CW (w1) ∩ V1)g = CV1(w1)g.
Por fim, a quarta igualdade vem do fato de que
x ∈ NW (V2) ⇔ V x2 = V2 ⇔ V gx1 = V g1 ⇔ V gxg
−1
1 = V1
⇔ gxg−1 ∈ NW (V1) ⇔ xg−1 ∈ NW (V1)
⇔ x ∈ NW (V1)g.
De posse dessas igualdades, vemos enta˜o que, se CV1(w1) e´ um subgrupo normal de
CW (w1), enta˜o, para qualquer x ∈ CW (w2) = CW (w1)g, temos x = yg para algum





































e podemos, sem perda de generalidade, supor que w e´ de comprimento minimal em sua
classe de conjugac¸a˜o no Teorema 4.1 e no Teorema 4.2.
4.1 Centralizadores
Nesta sec¸a˜o, provamos um teorema geral acerca da estrutura de centralizadores de ele-
mentos em grupos de Coxeter finitos. A demonstrac¸a˜o e´ feita essencialmente com base no
Teorema 2.50. Podemos assumir, sem perda de generalidade, que w ∈ W e´ um elemento
de comprimento minimal em sua classe de conjugac¸a˜o em W .
Teorema 4.3 Se w ∈ W e´ um elemento de comprimento minimal em sua classe de
conjugac¸a˜o em W e J = J(w), enta˜o CW (w)WJ = NW (WJ).
Demonstrac¸a˜o: Vamos denotar por C a classe de conjugac¸a˜o de w em W e por
CJ a sua classe de conjugac¸a˜o em WJ . Pela Proposic¸a˜o 2.49, CJ e´ cuspidal em WJ ,
uma vez que o elemento w ∈ (CJ)min e´ tal que J(w) = J . Enta˜o, pelo Teorema 2.50,
temos CJ = C ∩WJ . Seja x ∈ NW (WJ). Enta˜o, tendo em vista que w ∈ WJ , temos
wx ∈WJ ∩ C = CJ . Logo, existe u ∈WJ tal que wx = wu. Mas
wx = wu ⇔ x−1wx = u−1wu
⇔ ux−1w = wux−1
⇔ ux−1 ∈ CW (w)
⇒ x ∈ CW (w)WJ .
Portanto, NW (WJ) ⊆ CW (w)WJ .
Como WJ ⊆ NW (WJ), resta-nos mostrar que CW (w) ⊆ NW (WJ). De fato, seja
y ∈ CW (w). Pela Proposic¸a˜o 2.29, y pode ser escrito na forma y = uxv−1 para u, v ∈WJ ,
x ∈ XJJ . Observe que w ∈ CyJ , uma vez que y ∈ CW (w). Assim, o fato de que w ∈ CJ∩CyJ
implica que wv ∈ CJ∩CyvJ = CJ∩(CuJ )x = CJ∩CxJ ⊆WJ∩W xJ = WJ∩Jx , sendo esta u´ltima
igualdade decorrente do Teorema 2.34. Como a classe CJ e´ cuspidal em WJ , devemos ter
J ∩ Jx = J e, portanto, x ∈ NJ = XJJJ ⊆ NW (WJ). Logo, y = uxv−1 ∈ NW (WJ). 
Observe agora que o Teorema 4.1 segue do resultado acima. Neste caso, V coincide
com o subgrupo parabo´lico standard WJ . Dados g ∈ CW (w), h ∈ CV (w), e´ fa´cil ver que
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hg = gh′ para algum h′ ∈ V , ja´ que h ∈ V e g ∈ CW (w) ⊆ NW (V ), pelo Teorema 4.3.
Assim,
g−1hg = g−1gh′ = h′ ∈ V .
Portanto, g−1hg ∈ CW (w)∩V = CV (w) e CV (w) e´ subgrupo normal de CW (w). Por outro
lado, o Segundo Teorema de Isomorfismo para grupos e o Teorema 4.3 nos garantem que
CW (w)/CV (w) ∼= CW (w)/CW (w) ∩ V ∼= CW (w)V/V ∼= NW (V )/V .
A partir de agora, nosso objetivo e´ provar o Teorema 4.2 para cada tipo de grupo de
Coxeter finito irredut´ıvel.
Lema 4.4 Seja w ∈ W um elemento de comprimento minimal em sua classe de con-
jugac¸a˜o em W , e seja J = J(w). Se a classe de conjugac¸a˜o a` qual w pertence e´ cuspidal
em W ou se CWJ (w) = WJ , enta˜o NJ e´ um complemento de CWJ (w) em CW (w).
Demonstrac¸a˜o: Se a classe de conjugac¸a˜o a` qual w pertence e´ cuspidal em W , enta˜o
WJ = W e os quocientes NW (WJ)/WJ ∼= NJ e CW (w)/CWJ (w) sa˜o ambos triviais. Por
outro lado, se CWJ (w) = WJ , enta˜o WJ ⊆ CW (w) e o Teorema 4.3 nos garante que
NW (WJ) = CW (w)WJ = CW (w), donde podemos concluir que CW (w) = NW (WJ) =
WJ oNJ = CWJ (w)oNJ . 
Nossa estrate´gia geral na busca de um complemento centralizador para w sera´ identifi-
car um complemento M de WJ em seu normalizador que centraliza w. Mais precisamente,
temos a seguinte consequeˆncia do Teorema 4.3.
Proposic¸a˜o 4.5 Seja w ∈ W um elemento de comprimento minimal em sua classe de
conjugac¸a˜o e seja J = J(w). Suponha que o complemento normalizador NJ e´ gerado pelos
elementos x1, . . . , xr. Sejam u1, . . . , ur ∈ WJ tais que uixi ∈ CW (w), i ∈ {1, . . . , r}, e
considere
M = 〈u1x1, . . . , urxr〉.
Enta˜o, M e´ um complemento de CWJ (w) em CW (w) sob a condic¸a˜o de que tenhamos
M ∩WJ = {1}.
Demonstrac¸a˜o: Primeiramente, observamos que WJM = WJNJ = NW (WJ). De
fato, para cada i ∈ {1, . . . , r}, WJuixi = WJxi ⊆ WJNJ . Por outro lado, WJxi =
WJuixi ⊆ WJM para todo i ∈ {1, . . . , r} e obtemos, portanto, a igualdade desejada.
Como M ∩WJ = {1}, M e´ um complemento de WJ em seu normalizador. Ale´m disso,
M e´ um subgrupo de CW (w), uma vez que cada um de seus geradores centraliza w. Pelo
Teorema 4.3, podemos concluir que CW (w) ⊆ CW (w)WJ = NW (WJ) = WJM .
Queremos mostrar agora que CW (w) = CWJ (w)M . Para isso, consideremos agora um
elemento y ∈ CW (w). Enta˜o, y pode ser expresso na forma y = uv, onde u ∈ WJ , v ∈
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M ⊆ CW (w). Assim, u = yv−1 ∈ CW (w) ∩WJ = CWJ (w) e chegamos a` conclusa˜o de
que y ∈ CWJ (w)M , como desejado. Portanto, o fato de os subgrupos CWJ (w) e M terem
intersec¸a˜o trivial nos garante que M e´ um complemento de CWJ (w) em CW (w). 
Nas pro´ximas sec¸o˜es, consideraremos alguns exemplos de grupos de Coxeter, a fim
de darmos uma prova do Teorema 4.2 fazendo uma ana´lise caso por caso. Antes disso,
pore´m, precisamos definir o produto entrelac¸ado de grupos, o qual aparece na descric¸a˜o
dos normalizadores dos subgrupos parabo´licos e dos centralizadores dos elementos de W .
Aqui usamos como refereˆncia o livro de Rotman, [8].
Dados dois grupos G e H, seja X um H-conjunto finito, e seja {Gx | x ∈ X} uma
famı´lia de co´pias isomorfas a G indexadas por X. Sendo K =
∏
x∈X
Gx, enta˜o o produto
entrelac¸ado de G por H, denotado por G oH, e´ o produto semidireto de K por H, onde





Seja λ = (1a1 , 2a2 , . . . , nan) uma partic¸a˜o de n, com ai ≥ 0, seja wλ como definido
na Sec¸a˜o 3.1 e seja J = J(wλ). Observando a ac¸a˜o de WJ sobre o conjunto gerador
{s1, s2, . . . , sn−1}, conclu´ımos que o subgrupo parabo´lico standard
WJ = S
a1
1 × . . .× Sann
e´ um produto direto de grupos sime´tricos, e seu normalizador
NW (WJ) = S1 o Sa1 × . . .× Sn o San
e´ um produto direto de produtos entrelac¸ados de grupos sime´tricos. De modo semelhante,
o centralizador
CW (wλ) = C1 o Sa1 × . . .× Cn o San
e´ um produto direto de produtos entrelac¸ados de grupos c´ıclicos com grupos sime´tricos, e
o centralizador
CWJ (wλ) = C
a1
1 × . . .× Cann
e´ um produto direto de grupos c´ıclicos. Observe que os quocientes NW (WJ)/WJ e
CW (wλ)/CWJ (wλ) sa˜o ambos isomorfos a Sa1 × . . . × San . Para mostrarmos que o com-
plemento normalizador NJ e´ tambe´m um complemento de CWJ (wλ) em CW (wλ), vamos
introduzir a seguinte notac¸a˜o. Denotemos por
s(o,m) = (so+1so+2 · · · so+2m−1)m = (o+ 1, o+ 2, . . . , o+ 2m)m
a permutac¸a˜o que, apo´s um deslocamento o, troca dois blocos adjacentes de m pontos
{o+ 1, . . . , o+m} e {o+m+ 1, . . . , o+ 2m}. Por exemplo,
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s(2, 3) = (s3s4s5s6s7)
3 = (3, 4, 5, 6, 7, 8)3 = (3, 6)(4, 7)(5, 8).
Observe que si = s(i− 1, 1). Enta˜o
NJ ∼= Sa1 × . . .× San
e´ um produto direto de grupos sime´tricos Sam , com geradores de Coxeter
s(om,m), s(om +m,m), . . . , s(om + (am − 2)m,m),
e desloca
om = a1 + 2a2 + . . .+ (m− 1)am−1, (4.1)
para todo m ∈ {1, . . . , n} tal que am > 0.
Proposic¸a˜o 4.6 Sejam λ uma partic¸a˜o de n, wλ a permutac¸a˜o com estrutura c´ıclica λ
como na Sec¸a˜o 3.1, e J = J(wλ) o subconjunto de S correspondente. Enta˜o, NJ e´ um
complemento de CWJ (wλ) em CW (wλ).
Demonstrac¸a˜o: E´ suficiente considerar o caso em que λ = (ma), uma vez que WJ ,
NW (WJ), CW (wλ), CWJ (wλ) e NJ sa˜o todos subgrupos do produto direto
S1a1 × S2a2 × · · · × Snan ≤ Sn,
e a prova pode ser feita componente a componente.
Se λ = (ma), enta˜o NJ e´ isomorfo a Sa, com a− 1 geradores de Coxeter
s(0,m), s(m,m), . . . , s((a− 2)m,m),
permutando os blocos de m pontos
{1, . . . ,m}, {m+ 1, . . . , 2m}, . . . , {(a− 1)m+ 1, . . . , am}.
Observe enta˜o que o elemento
wλ = (1, . . . ,m)(m+ 1, . . . , 2m) · · · ((a− 1)m+ 1, . . . , am)
e´ centralizado por NJ , isto e´, NJ ⊆ CW (wλ).
Pelo item (ii) da Proposic¸a˜o 2.38, sabemos que WJ e NJ teˆm intersec¸a˜o trivial e, por-
tanto, CWJ (wλ) ∩NJ = {1}. Ale´m disso, segue do Teorema 4.3 que CW (wλ) ⊆ NW (WJ).
Assim, tomando um elemento x ∈ CW (wλ), existem w ∈ WJ , d ∈ NJ tais que x = wd.
Como d ∈ NJ ⊆ CW (wλ), temos w = xd−1 ∈ CW (wλ) ∩WJ = CWJ (wλ) e conclu´ımos
que x ∈ CWJ (wλ)NJ . Portanto, CW (wλ) = CWJ (wλ) o NJ e NJ e´ um complemento de
CWJ (wλ) em CW (wλ). 
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4.3 Tipo B
Seja λ = (λ+;λ−) uma partic¸a˜o dupla de n em que λ+ = (1a1 , 2a2 , . . . , nan) e λ− =
(1b1 , 2b2 , . . . , nbn). Considere agora o elemento wλ como na Sec¸a˜o 3.2 e seja J = J(wλ) ⊆ S.
Observando a ac¸a˜o de WJ sobre o conjunto gerador {t1, s1, . . . , sn−1} de W (considerando
as poss´ıveis permutac¸o˜es e mudanc¸as de sinal), podemos concluir que WJ e´ um produto
direto
WJ = W (B|λ−|)× Sa11 × Sa22 × . . .× Sann
e seu normalizador
NW (WJ) = W (B|λ−|)× S1 oW (Ba1)× S2 oW (Ba2)× . . .× Sn oW (Ban)
e´ um produto direto de W (B|λ−|) e produtos entrelac¸ados de grupos sime´tricos e grupos
de Coxeter do tipo B. De modo semelhante, o centralizador
CW (wλ) = CW (B|λ−|)(wλ)× C1 oW (Ba1)× C2 oW (Ba2)× . . .× Cn oW (Ban)
e´ um produto direto de CW (B|λ−|)(wλ) e produtos entrelac¸ados de grupos c´ıclicos e grupos
de Coxeter do tipo B, e o centralizador
CWJ (wλ) = CW (B|λ−|)(wλ)× C
a1
1 × Ca22 × . . .× Cann
e´ um produto direto de CW (B|λ−|)(wλ) e grupos c´ıclicos. E´ fa´cil, enta˜o, ver que os quoci-
entes NW (WJ)/WJ e CW (wλ)/CWJ (wλ) sa˜o ambos isomorfos a
W (Ba1)×W (Ba2)× . . .×W (Ban).
Mostraremos a seguir que uma variante do complemento normalizador NJ , que de-
notaremos por Nλ, e´ um complemento de CWJ (wλ) em CW (wλ). Para isso, precisamos
introduzir a notac¸a˜o a seguir.
Vamos denotar por r(o,m) a permutac¸a˜o definida por
x · r(o,m) =
{
2o+m+ 1− x, se o+ 1 ≤ x ≤ o+m,
x, caso contra´rio.
Dessa forma, r(o,m) = (o+1, o+m)+(o+2, o+m−1)+ . . . inverte a ordem dos elementos
do conjunto {o+ 1, . . . , o+m}, sendo, portanto, o elemento de comprimento maximal do
grupo sime´trico S{o+1,...,o+m} com geradores de Coxeter so+1, . . . , so+m−1. Por exemplo,
r(3, 7) = (4, 10)+(5, 9)+(6, 8)+.
Vamos denotar tambe´m por t(o,m) a permutac¸a˜o
t(o,m) = (o+ 1)−(o+ 2)− · · · (o+m)−,
que age como −1 nos pontos do conjunto {o+ 1, . . . , o+m} e como identidade nos demais
pontos.
No caso particular em que λ+ = (ma) e λ− = ∅, o subgrupo parabo´lico WJ e´ um
produto direto de a co´pias de Sm e NJ e´ isomorfo a W (Ba), com geradores de Coxeter
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r(0,m)t(0,m) e s(0,m), s(m,m), . . . , s((a− 2)m,m).
No caso geral, se λ+ = (1a1 , 2a2 , . . . , nan), enta˜o WJ e´ um produto direto de W (B|λ−|)
e produtos diretos de grupos sime´tricos e NJ e´ um produto direto de grupos W (Bam),
com geradores de Coxeter
r(om,m)t(om,m) e s(om,m), s(om +m,m), . . . , s(om + (am − 2)m,m),
onde om = |λ−|+ a1 + 2a2 + . . .+ (m− 1)am−1, para m ∈ {1, . . . , n} tal que am > 0.
Infelizmente, o subgrupo NJ na˜o centraliza wλ. Entretanto, se definirmos Nλ como
o subgrupo de W gerado pelos mesmos elementos de NJ , substituindo r(om,m)t(om,m)
por t(om,m), esse Nλ e´ um complemento centralizador, como nos mostra a proposic¸a˜o a
seguir.
Proposic¸a˜o 4.7 Sejam λ uma partic¸a˜o dupla de n, wλ como na Sec¸a˜o 3.2 e J = J(w) o
subconjunto de S correspondente. Enta˜o
Nλ = 〈t(om,m), s(om + km,m) | k ∈ {0, . . . , am−2},m ∈ {1, . . . , n}, am > 0〉
e´ um complemento de CWJ (wλ) em CW (wλ).
Demonstrac¸a˜o: Observemos primeiramente que Nλ centraliza wλ, ja´ que seus gera-
dores t(om,m) e s(om + km,m) pertencem ao centralizador CW (wλ) de wλ em W . Como
Nλ e´ um complemento de WJ em seu normalizador NW (WJ), temos Nλ ∩WJ = {1}. A
Proposic¸a˜o 4.5 nos garante enta˜o que Nλ e´ um complemento de CWJ (wλ) em CW (wλ). 
Para uma melhor compreensa˜o, observemos o que acontece no exemplo a seguir. To-
memos uma partic¸a˜o dupla λ = (λ+;λ−) de n = 12, em que λ+ = (11, 23, 31) e λ− = (2).
Neste caso,
wλ = (1, 2)
−(3)+(4, 5)+(6, 7)+(8, 9)+(10, 11, 12)+
e´ um representante de comprimento minimal da classe de conjugac¸a˜o associada a` partic¸a˜o
dupla λ. Observe agora que
wλ = (1, 2)
+(1)−(4, 5)+(6, 7)+(8, 9)+(11, 12)+(10, 11)+
(multiplicando da esquerda para a direita) e´ uma expressa˜o reduzida para wλ, e obtemos
o conjunto
J = J(wλ) = {(1)−, (1, 2)+, (4, 5)+, (6, 7)+, (8, 9)+, (10, 11)+, (11, 12)+}.
Como vimos na Sec¸a˜o 4.3, o subgrupo parabo´lico WJ e´ um produto direto
WJ = W (B2)× S1 × S2 × S2 × S2 × S3
e seu normalizador e´
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NW (WJ) = W (B2)× S1 oW (B1)× S2 oW (B3)× S3 oW (B1).
Fazendo alguns ca´lculos simples, encontramos os valores:
t(o1, 1) = (3)
−, t(o2, 2) = (4)−(5)−, t(o3, 3) = (10)−(11)−(12)−;
r(o1, 1) = (1)
+, r(o2, 2) = (4, 5)
+, r(o3, 3) = (10, 12)
+;
s(o2, 2) = (4, 6)
+(5, 7)+, s(o2 + 2, 2) = (6, 8)
+(7, 9)+.
Observe que o complemento normalizador
NJ = 〈r(o1, 1)t(o1, 1), r(o2, 2)t(o2, 2), r(o3, 3)t(o3, 3), s(o2, 2), s(o2 + 2, 2)〉
= 〈(3)−, (4,−5)+, (10,−12)+(11)−, (4, 6)+(5, 7)+, (6, 8)+(7, 9)+〉
na˜o esta´ contido em CW (wλ), uma vez que um de seus geradores, o elemento (10,−12)+(11)−,
na˜o comuta com
wλ = (1, 2)
−(3)+(4, 5)+(6, 7)+(8, 9)+(10, 11, 12)+.
Enta˜o, NJ na˜o pode ser um complemento de CWJ (wλ) em CW (wλ). Por outro lado, cada
elemento do subgrupo
Nλ = 〈t(o1, 1), t(o2, 2), t(o3, 3), s(o2, 2), s(o2 + 2, 2)〉
= 〈(3)−, (4)−(5)−, (10)−(11)−(12)−, (4, 6)+(5, 7)+, (6, 8)+(7, 9)+〉
comuta com wλ = (1, 2)
−(3)+(4, 5)+(6, 7)+(8, 9)+(10, 11, 12)+. Com alguns ca´lculos sim-
ples, podemos concluir que Nλ ∩WJ = {1} e, pelo Teorema 4.5, o subgrupo Nλ e´ um
complemento de CWJ (wλ) em CW (wλ).
4.4 Tipo D
Como vimos na Sec¸a˜o 3.3, um grupo do tipo Dn e´, na verdade, um subgrupo do grupo
do tipo Bn. Portanto, o caso de grupos de Coxeter do tipo Dn e´ melhor tratado quando
comparado ao que ocorre no tipo Bn. Nesta sec¸a˜o, vamos tomar n ≥ 4 e vamos denotar por
(W,S) o sistema de Coxeter do tipo Bn, como descrito na Sec¸a˜o 3.2. W
′ denota o grupo
de Coxeter do tipo Dn com conjunto gerador de Coxeter S
′, constitu´ıdo pelas permutac¸o˜es
sinalizadas com um nu´mero par de ciclos negativos, conforme vimos na Sec¸a˜o 3.3.
Lema 4.8 [7, Lemma 4.5] Seja w ∈ W um elemento de tipo c´ıclico λ = (λ+;λ−) tal
que λ− tem um nu´mero par de partes e w tem comprimento minimal em sua classe de
conjugac¸a˜o em W . Seja J = J(w). Enta˜o, valem as seguintes propriedades:
(i) w tem comprimento minimal em sua classe em W ′.
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(ii) Se λ− = ∅ e λ+ e´ par, enta˜o CW ′(w) = CW (w) ; caso contra´rio, CW ′(w) tem ı´ndice
2 em CW (w).
(iii) Se J ′ = S′ ∩WJ , enta˜o W ′J ′ e´ o menor subgrupo parabo´lico de W ′ que conte´m w.




(w) = CWJ (w)∩W ′ e´ um subgrupo de CWJ (w) de ı´ndice 2, a menos que ocorra
λ− = ∅.
(vi) Se λ+ na˜o e´ par e λ− = ∅, enta˜o N ′J ′ = NJ ∩W ′ e´ um subgrupo de ı´ndice 2 em NJ ;
caso contra´rio, NJ ∼= N ′J ′.
O subgrupo parabo´lico W ′J ′ e´ da forma D|λ−|×Sλ+1 ×· · ·×Sλ+t , onde Dm e´ o subgrupo
de W ′ gerado por {u, s1, . . . , sm−1} para m ∈ {2, . . . , n}.
Vamos definir agora o que e´ uma partic¸a˜o dupla na˜o conforme.
Definic¸a˜o 4.9 Dizemos que λ = (λ+;λ−) e´ uma partic¸a˜o dupla na˜o conforme se λ+
consiste de uma u´nica parte ı´mpar e λ− e´ uma partic¸a˜o par na˜o vazia constitu´ıda de um
nu´mero par de partes.
Dizemos que uma classe de conjugac¸a˜o C de W e´ uma classe na˜o conforme se, para
algum inteiro ı´mpar n > 4, existem uma partic¸a˜o dupla na˜o conforme λ de n e um subgrupo
parabo´lico WM de W que possui uma componente irredut´ıvel WK do tipo Dn tal que C
conte´m um elemento de WM cuja projec¸a˜o sobre WK tem tipo c´ıclico λ.
Por exemplo, no grupo W = W (D5), os elementos de tipo c´ıclico ((1); (2, 2)) formam
uma classe na˜o conforme. Outro exemplo de classe na˜o conforme e´ a formada pelos
elementos do grupo W = W (D7) de tipo c´ıclico ((1, 2); (2, 2)), pois um deles pertence a
um subgrupo parabo´lico WM do tipo D5 ×A1, com D5-parte de tipo c´ıclico ((1); (2, 2)).
Vejamos agora o seguinte lema.
Lema 4.10 [7, Lemma 4.7] Um elemento w ∈ W (Dn) de tipo c´ıclico λ = (λ+;λ−) per-
tence a uma classe na˜o conforme se, e somente se, λ+ na˜o e´ uma partic¸a˜o par e λ− e´
uma partic¸a˜o par na˜o vazia.
O pro´ximo resultado mostra que, em um grupo de Coxeter W ′ do tipo Dn, o cen-
tralizador CW ′(w) decompo˜e-se sobre CW ′J (w), a menos que a classe de conjuagac¸a˜o de
w ∈ W ′ seja na˜o conforme. Escrevemos J ′(w) ⊆ S′ para indicar o conjunto de geradores
que compo˜em uma expressa˜o reduzida de w como elemento de W ′.
Proposic¸a˜o 4.11 [7, Proposition 4.8] Seja λ = (λ+;λ−) uma partic¸a˜o dupla de n tal
que o nu´mero de partes de λ− e´ par. Sejam wλ e Nλ como na Proposic¸a˜o 4.7 e seja
J ′ = J ′(wλ) o subconjunto correspondente de S′. Enta˜o,
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(i) Se λ+ e´ par, enta˜o Nλ e´ um complemento de CW ′
J′
(wλ) em CW ′(wλ).
(ii) Se λ+ na˜o e´ par e λ− = ∅, enta˜o Nλ ∩W ′ e´ um subgrupo de ı´ndice 2 em Nλ e um
complemento de CW ′
J′
(wλ) em CW ′(wλ).
(iii) Se λ+ = (1a1 , . . . , nan) e λ− = (λ−1 , . . . λ
−
s ) na˜o e´ par, enta˜o existe um ı´ndice j ≤ s
tal que k = λ−1 + · · ·+ λ−j e´ ı´mpar, e o subgrupo
N ′λ = 〈t(0, k)mt(om,m), s(om + im,m) | i ∈ {0, . . . , am− 2},m ∈ {1, . . . , n}, am > 0〉
e´ um complemento de CW ′
J′
(wλ) em CW ′(wλ).
Observe que t(0, k)m = 1 se m e´ par e t(0, k)m = t(0, k) se m e´ ı´mpar.
O pro´ximo teorema mostra que, se w pertence a uma classe na˜o conforme de w, enta˜o
o seu centralizador na˜o tem complemento.
Teorema 4.12 [7, Theorem 4.10] Seja W um grupo de Coxeter finito e suponha que w
e´ um elemento de comprimento minimal em uma classe de conjugac¸a˜o na˜o conforme.
Enta˜o, o centralizador CWJ (w) na˜o possui complemento em CW (w).
4.5 Tipo I
Seja W um grupo de Coxeter do tipo I2(m). Enta˜o W e´ o grupo gerado por elementos
s1 e s2 que satisfazem (s1s2)
m = (s2s1)
m. Cada elemento de W ou e´ cuspidal ou e´
uma involuc¸a˜o, pois ha´ somente dois subgrupos parabo´licos standard pro´prios, que sa˜o
W{s1} = {1, s1} e W{s2} = {1, s2}. Portanto, o Teorema 4.2 para este tipo segue do Lema
4.4.
4.6 Tipos excepcionais
Para os grupos que compo˜es os casos excepcionais, isto e´, os de tipo E6, E7, E8, F4, H3 e
H4, e´ poss´ıvel provar o Teorema 4.2 atrave´s de me´todos computacionais. Podemos utilizar
como ferramenta, por exemplo, o programa GAP [3].
4.7 Aplicac¸o˜es
Nesta sec¸a˜o, provamos um resultado acerca dos representantes de comprimento minimal
das classes de conjugac¸a˜o. A partir desse resultado, podemos dar uma demonstrac¸a˜o do
teorema de Solomon. Antes disso, pore´m, precisamos dos lemas a seguir.
Lema 4.13 Suponha que w ∈W tem comprimento minimal em sua classe de conjugac¸a˜o
em W e seja J = J(w). Enta˜o
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(i) Se a ∈ CW (w) e x ∈ XJ sa˜o tais que CWJ (w)a ⊆WJx, enta˜o x ∈ NJ .
(ii) Se x ∈ XJ e´ tal que l(wx) = l(w), enta˜o J(wx) = Jx.
(iii) Se v ∈ W e´ tal que l(wv) = l(w), enta˜o J(wv) = Jx, onde v = u · x com u ∈ WJ e
x ∈ XJ .
Demonstrac¸a˜o: (i) Seja y ∈ CWJ (w). Como CWJ (w)a ⊆ WJx, existe um elemento
v ∈WJ tal que ya = vx. Uma vez que a ∈ CW (w), temos
y ∈ CWJ (w)⇒ w = wy ∈ CyJ ⇒ w = wa ∈ CyaJ = CvxJ ⊆ CxJ .
Enta˜o, w ∈ CJ ∩CxJ ⊆WJ ∩W xJ = WJ∩Jx (Teorema 2.34). Ale´m disso, a Proposic¸a˜o 2.49
nos garante que CJ e´ cuspidal em WJ . Portanto, J ∩ Jx = J e x ∈ NJ .
(ii) Como l(wx) = l(w), o elemento wx tambe´m e´ de comprimento minimal na classe
de conjugac¸a˜o C de w. Enta˜o, se K = J(wx), existe, pela Proposic¸a˜o 2.48, um elemento
y ∈ XKJ tal que Ky = J . Unindo a isto o fato de que wx ∈ WK , conclu´ımos que
wxy ∈ WJ . Como w e´ de comprimento minimal em sua classe de conjugac¸a˜o em W ,
temos l(wxy) ≥ l(w) = l(wx). Ale´m disso, o Lema 2.37 nos mostra que a desigualdade
l(wx) ≥ l(wxy) tambe´m e´ va´lida, uma vez que wxy ∈WJ e y−1 ∈ XJ . Portanto, l(wxy) =
l(wx) = l(w). Observe tambe´m que, pela Proposic¸a˜o 2.49, a classe CJ e´ cuspidal em WJ ,
de onde podemos concluir, pelo Teorema 2.50, que C ∩WJ = CJ e, por isso, wxy = wu
para algum u ∈ WJ . Portanto, (u−1xy)wu = u−1xywxy = u−1wxy = (u−1wu)(u−1xy) =
wu(u−1xy) e o elemento u−1xy centraliza wu. Se escrevemos u−1xy = a · z para a ∈ WJ
e z ∈ XJ (Proposic¸a˜o 2.26), obtemos claramente a inclusa˜o CWJ (wu)(u−1xy) ⊆ WJz e,
pelo item (i), temos z ∈ NJ . Ale´m disso, da igualdade Ky = J segue, pelo item (iii) do
Lema 2.30, que XK = yXJ . Como z ∈ NJ e NJ e´ subgrupo de W , podemos concluir
que z−1 ∈ NJ ⊆ XJ e assim yz−1 ∈ XK . Pelo item (ii) do Lema 2.30, zy−1XK ⊆ XL,




= J . Segue que zy−1 ∈ XJK e´ o u´nico elemento de comprimento
minimal na classe lateral WJx (observe que zy
−1 = a−1u−1x ∈WJx). Portanto, zy−1 = x
e Jx = J(wx).
(iii) Pela Proposic¸a˜o 2.26, podemos escrever v na forma v = u ·x com u ∈WJ , x ∈ XJ .
Temos enta˜o wv = (wu)x. O Lema 2.37 nos garante que a conjugac¸a˜o com x na˜o diminui
o comprimento. Logo, l(w) = l(wv) ≥ l(wu) ≥ l(w) e a igualdade l(wu) = l(w) e´ verda-
deira. Portanto, wu e´ de comprimento minimal em sua classe de conjugac¸a˜o. Pelo item
(ii), temos J(wv) = J((wu)x) = J(wu)x e a Proposic¸a˜o 2.49 nos mostra que J(wu) = J , o
que finaliza a demonstrac¸a˜o. 
Antes de enunciarmos o pro´ximo teorema, precisamos das definic¸o˜es a seguir. Dado um
elemento w ∈W , seu conjunto de ascenc¸a˜o e´ o conjuntoA(w) = {s ∈ S | l(sw) > l(w)},
e o conjunto D(w) = {s ∈ S | l(sw) < l(w)} e´ chamado conjunto de descenc¸a˜o de w.
Observe que, dado J ⊆ S, o conjunto XJ dos representantes distintos das classes laterais
a` direita de WJ pode ser definido simplesmente por XJ = {w ∈W | J ⊆ A(w)}.
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Teorema 4.14 Seja w ∈ W um elemento de comprimento minimal em sua classe de
conjugac¸a˜o em W . Enta˜o, para v ∈W , temos
(i) J(wv) = D(v−1)⇔ v = wJ(w).
(ii) J(wv) = A(v−1)⇔ v = wJ(w)w0.
Demonstrac¸a˜o: (i) Suponhamos que J(wv) = D(v−1) e denotemos por L o conjunto
D(v−1). Pelo Lema 2.24, v−1 = wL · x para algum x ∈ XL. Como J(wv) = L, podemos
obter uma expressa˜o reduzida wv = s1 · · · sk com si ∈ L, i = 1, . . . , k. Assim, temos
(wv)wL = swL1 · · · swLk e, como a conjugac¸a˜o por wL preserva o conjunto L (Lema 2.25),
cada swLi e´ um elemento de L e l((w
v)wL) ≤ k = l(wv). Por outro lado, considerando que
wv = ((wv)wL)wL , uma vez que wL = (wL)
−1 (Proposic¸a˜o 2.23), conclu´ımos analogamente
que l((wv)wL) ≥ l(wv) e, portanto, vale a igualdade l((wv)wL) = l(wv). O Lema 2.37 nos
garante que l(wv) = l((wv)wL) ≤ l((wv)wLx) = l(w) e, portanto, wv, assim como w, e´ um
elemento de comprimento minimal em sua classe de conjugac¸a˜o. Pela Proposic¸a˜o 2.48,
podemos afirmar que L = J(wv) e J(w) sa˜o subconjuntos conjugados de S. O item (iii)
do Lema 4.13 mostra mais precisamente que Lx = J(w).
Suponha que l(x) > 0. Observe que x /∈ L, pois, caso contra´rio, ter´ıamos x2 = 1 e,
uma vez que x ∈ XL, chegar´ıamos ao absurdo de que l(1) = l(xx) > l(x). Seja s ∈ D(x) e
seja M = L∪{s}. Pelo Corola´rio 2.43, x e´ um produto reduzido x = d ·y com d = wLwM ,
o representante das classes laterais de WL em WM de maior comprimento. Segue que
v−1 = wL · x = wM · y, e assim M ⊆ D(v−1) = L ( M . A contradic¸a˜o mostra que x = 1
e, portanto, temos L = J(w) e v = wL = wJ(w).
Reciprocamente, tomando v = wJ(w) e fazendo J = J(w), temos w
v ∈ WJ , pois
u, v ∈ WJ . Logo, J(wv) ⊆ J . Se s ∈ J(wv), enta˜o s ∈ J , sv ∈ WJ e, portanto,
l(sv) ≤ l(v), pois v e´ o elemento de comprimento maximal em WJ . Como o comprimento
de sv difere de l(v) por uma unidade, devemos ter l(sv) < l(v), isto e´, s ∈ D(v). Portanto,
J(wv) ⊆ D(v) = D(v−1), ja´ que v = v−1.
Por outro lado, se s ∈ D(v), enta˜o existe uma expressa˜o reduzida para v que comec¸a
com s. Como v ∈ WJ , a Proposic¸a˜o 2.17 nos garante que s ∈ J . Observe agora que,
como v e´ de comprimento maximal em WJ , a conjugac¸a˜o por v preserva o conjunto J e,
portanto, l(wv) = l(w) e o elemento wv, assim como w, e´ de comprimento minimal em
sua classe de conjugac¸a˜o em W . A Proposic¸a˜o 2.48 nos mostra enta˜o que J(wv) = Jz
para algum z ∈ XJ . Assim, |J(wv)| = |Jz| = |J |. Por outro lado, como wv ∈ WJ , temos
J(wv) ⊆ J . Mais do que isso, devido ao fato de J ser finito, vale a igualdade J(wv) = J .
Portanto, s ∈ J = J(wv) e os conjuntos J(wv) e D(v−1) coincidem.
(ii) Como a conjugac¸a˜o pelo elemento w0 de comprimento maximal em W preserva o
conjunto S (Lema 2.25), e´ fa´cil ver que J(ww0) = J(w)w0 para todo x ∈ W . Afirmamos
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tambe´m que, se x ∈W , enta˜o D(xw0) = D(x)w0 . Com efeito, pelo Lema 2.25, temos
s ∈ D(xw0) ⇔ l(sxw0) < l(xw0)
⇔ l(sw0xw0) < l(w0xw0)
⇔ l(w0)− l(sw0x) < l(w0)− l(xw0)
⇔ l(w0sw0x) < l(w0)− (l(w0)− l(x))
⇔ l(sw0x) < l(x)
⇔ sw0 ∈ D(x)
⇔ s ∈ D(x)w0 .
Observe tambe´m que A(x) = D(xw0) para todo x ∈W . De fato,
s ∈ A(x) ⇔ l(sx) > l(x)
⇔ l(w0)− l(sx) < l(w0)− l(x)
⇔ l(sxw0) < l(xw0)
⇔ s ∈ D(xw0).
Portanto, D(x)w0 = D(xw0) = D(w0xw0) = A(w0x) e, pelo item (i), temos
J(wxw0) = J(wx)w0 = D(x−1)w0 = A((xw0)−1)⇔ x = wJ(w).
Fazendo v = xw0, conclu´ımos a demonstrac¸a˜o. 
O pro´ximo lema, demonstrado por Carter [1] em 1972, e´ necessa´rio para a nossa prova
do teorema de Solomon.
Lema 4.15 Sejam ∆ = {α1, . . . , αn} um conjunto de ra´ızes simples, V um espac¸o eucli-
diano que admite ∆ como base, e W o grupo de reflexo˜es associado a ∆ (como no Cap´ıtulo
1). Enta˜o, para qualquer w ∈ W , l(w) e´ igual ao nu´mero de autovalores de w diferentes
de 1 (considerando suas multiplicidades). Em particular, l(w) ≤ n.
Demonstrac¸a˜o: Como fizemos no Cap´ıtulo 1, dado o sistema simples ∆ = {α1, . . . , αn},
podemos associar a ele um conjunto S = {s1, . . . , sn}, onde cada si e´ uma reflexa˜o em V
que aplica a raiz simples αi em seu oposto −αi e fixa pontualmente o hiperplano ortogonal
Hi de αi. Seja k = l(w) e seja w = si1 · · · sik uma expressa˜o reduzida para w com sij ∈ S.
Tomando l como sendo o nu´mero de autovalores de w diferentes de 1 (contando com suas
multiplicidades), queremos mostrar que k = l. Considere o subespac¸o
U = Hi1 ∩ . . . ∩Hik
de V formado pelos vetores fixados por w. Afirmamos que (Rαi1 +Rαi2 . . .+Rαik)⊥ e´ um
subespac¸o de U . De fato, se u e´ ortogonal a Rαi1 +Rαi2 . . .+Rαik , enta˜o, em particular,
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u e´ ortogonal a cada αij , ou seja, u ∈ U . Como w e´ um operador linear ortogonal, w e´
diagonaliza´vel [5, p.317] e n−l = dimU ≥ dim(Rαi1 +Rαi2 . . .+Rαik)⊥ ≥ n−k. Podemos
concluir enta˜o que l ≤ k.
Vamos supor por um momento que w na˜o fixa nenhum vetor na˜o nulo, ou seja, l = n.
Seja α ∈ ∆ uma raiz simples. Como w na˜o fixa nenhum vetor na˜o nulo, w − I e´ na˜o
singular e, portanto, existe um elemento v ∈ V tal que (w − I)v = α. Enta˜o wv = v + α.
Observe agora que
(wv,wv) = (v, v)⇒ (v + α, v + α) = (v, v)⇒ 2(v, α)
(α, α)
= −1
e segue que sαv = v+α. Logo, wv = sαv e (sαw)v = v. Segue da Proposic¸a˜o 1.17 que sαw
e´ um produto de reflexo˜es que fixam o elemento v e, portanto, pertence a um grupo de
reflexo˜es de posto menor que n. Assim, sαw e´ um produto de no ma´ximo n− 1 reflexo˜es.
Enta˜o w e´ um produto de no ma´ximo n reflexo˜es, isto e´, k = l(w) ≤ n = l.
No caso em que w fixa algum vetor na˜o nulo, podemos tomar V1 como sendo o su-
bespac¸o de V formado pelos vetores fixados por w e V ⊥1 , o seu complemento ortogonal.
Enta˜o, dimV ⊥ = l e dimV = n− l. Como w fixa cada vetor do subespac¸o V1, w fixa, em
particular, os vetores de uma base (finita) de V1. Pela Proposic¸a˜o 1.17, conclu´ımos que w
e´ um produto de reflexo˜es sαi que tambe´m fixam cada vetor dessa base e, portanto, fixam
V1 pontualmente. Enta˜o todas as ra´ızes αi correspondentes pertencem a V
⊥
1 . Como w
fixa algum vetor na˜o nulo, temos dimV1 = n − l > 0 e dimV ⊥1 = l < n = dimV . As
ra´ızes que esta˜o em V ⊥1 formam um sistema de ra´ızes no subespac¸o gerado por elas. Esse
subespac¸o tem dimensa˜o menor que n e w e´ um elemento do grupo de reflexo˜es associado
a esse sistema de ra´ızes. De modo ana´logo ao que fizemos no caso em que l = n, podemos
concluir que w e´ um produto de no ma´ximo l reflexo˜es, isto e´, k ≤ l. 
Uma consequeˆncia muito relevante do Teorema 4.14 e´ a seguinte fo´rmula, provada por
Solomon [9] no ano de 1966. Vamos dar aqui uma (nova) demonstrac¸a˜o desse teorema
usando os resultados encontrados neste cap´ıtulo.
Teorema 4.16 (Fo´rmula de Solomon) Para J ⊆ S, seja piJ o cara´ter de permutac¸a˜o
da ac¸a˜o de W sobre as classes laterais de WJ , definido por piJ(w) = |FixW/WJ (w)|, e seja
ε o cara´ter sinal de W , definido por ε(w) = (−1)l(w) para w ∈W . Enta˜o vale a igualdade∑
J⊆S
(−1)|J |piJ = ε.
Demonstrac¸a˜o: Seja w um elemento qualquer de W . Observe que WJxw = WJx⇔
wx
−1 ∈WJ . Como XJ e´ uma transversal a` direita de WJ , temos piJ(w) = |FixW/WJ (w)| =
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ja´ que
x ∈ XJ ⇔ J ⊆ A(x) e wx−1 ∈WJ ⇔ J(wx−1) ⊆ J .
Para calcularmos isto, precisamos observar que, para quaisquer conjuntos finitos A e
B com A ⊆ B, temos ∑
A⊆J⊆B














(−1)n−k = (1 + (−1))|B−A| = 0.
Por outro lado, se A = B, enta˜o
∑
I⊆B−A





(−1)|A| se A = B,
0, caso contra´rio.
Veja enta˜o que, para A = J(wx
−1









Sabemos que todo cara´ter de um grupo e´ uma func¸a˜o de classe, ou seja, e´ constante




(−1)|J |piJ tambe´m e´. Assim, podemos supor, sem perda de
generalidade, que w e´ de comprimento minimal em sua classe de conjugac¸a˜o. Pelo item
(ii) do Teorema 4.14, essa soma, na verdade, consiste apenas de um u´nico termo, obtido
tomando x−1 = wJ(w)w0, e temos∑
J⊆S
(−1)|J |piJ(w) = (−1)|A(w0wJ(w))|.
Como provado no decorrer da demonstrac¸a˜o do Teorema 4.14(ii), podemos observar
que A(w0wJ(w)) = D(ww0J(w)) = D(wJ(w))w0 e assim
|A(w0wJ(w))| = |D(wJ(w))w0 | = |D(wJ(w))| = |J(w)|,
onde a u´ltima igualdade segue da Proposic¸a˜o 2.23(c).
Observe agora que todos os elementos de J(w) aparecem em qualquer expressa˜o re-
duzida para w, como vimos no Corola´rio 2.13. Enta˜o, l(w) ≥ |J(w)|. Por outro lado, o
Lema 4.15 nos mostra que l(w) ≤ |J(w)| e, portanto, vale a igualdade l(w) = |J(w)|, de
onde podemos concluir que
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∑
J⊆S
(−1)|J |piJ(w) = (−1)|J(w)| = (−1)l(w) = ε(w).

A importaˆncia dessa fo´rmula torna-se clara, por exemplo, considerando a teoria das
representac¸o˜es dos grupos finitos do tipo Lie. De fato, a construc¸a˜o e a irredutibilidade
do cara´ter de Steinberg seguem diretamente da fo´rmula de Solomon (veja Carter [2]).
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