Temperature-index modeling is used to determine the magnitude of temperature depression in the northern Sawatch Range required to maintain steady-state mass balances of six reconstructed glaciers at their extent during the local Last Glacial Maximum (LLGM), dated at~21 ka. Assuming no significant differences in precipitation compared to modern values, mean annual temperatures in the region were on average 8.8 + 0.5/-0.8 • C cooler than they are today. Allowing for modest (± 10 cm) increases or decreases in precipitation, required temperature depressions only differ by ±0.2 • C. Temperature depression in the northern Sawatch Range is consistent, although slightly greater, with those determined in other ranges in Colorado using similar approaches. The estimates presented here are, however, substantially less than those suggested by several downscaled simulations of global Last Glacial Maximum (LGM) climate, that might be due to the need for improved calibration of such downscaled simulations, or the models from which they are derived. Our estimates of LGM temperature depression are considerably greater than that previously determined in the study area and those in two other ranges in Colorado derived using different methodologies, the latter being most likely responsible for the discrepancies.
Introduction
The development of glacial chronologies in the Rocky Mountains have constrained the timing of the Last Glacial Maximum (LGM, senso lato) in many of the individual ranges and provided valuable insights regarding late Pleistocene climate change [1] [2] [3] [4] [5] [6] [7] . Recent compilations [8, 9] of available cosmogenic exposure ages (recalculated to facilitate comparison) of LGM terminal moraines in the Rocky Mountains suggest no apparent coherent geographic pattern of glacial behavior. Assuming these ages represent the onset of moraine abandonment [5] , initial ice retreat began as early as ca. 24 ka in some valleys and as late as 15 ka in others. Similar asynchronous glacier behavior is implied by both the ages and extents of the oldest (farthest downvalley) recessional moraines. Exposure ages on these moraines mark the earliest stillstands or readvances during retreat and range from 20.4 to 14.1 ka [9] . Glaciers in several valleys remained near their maximum extents well after abandoning the terminal moraines while at the same time in others, glaciers had retreated significantly [10] .
LGM advances and subsequent ice retreat in the Rocky Mountains were likely initiated by orbital forcing coupled with changes in the concentration of atmospheric greenhouse gases [8, 11, 12] . However, 
Modern Climate
Modern climate in the study area is continental, with mean annual temperatures (MAT) of~2 • C along the mountain front (~3000 m) and estimated to be about −4 • C at elevations of 4000 m based on the existing climate data (Western Regional Climate Center, http://wrcc.dri.edu; National Water and Climate Center, http://wcc.nrcs.usda.gov) and PRISM gridded climatology (Parameter-elevation Regressions on Independent Slopes Model; http:/www.prism.orgonstate.edu/). On average, the mean January and July temperatures in the valleys of interest here are lower or higher, respectively, than MATs by~9.5 and~10.5 • C. These essentially correspond to the amplitude of yearly temperature variation and show no trend with respect to location but do have a weak, statistically significant dependence on elevation (r 2 values in each valley exceed 0.85). PRISM data suggest mean annual precipitation (MAP) over the elevations relevant for the present study varies from~40 cm at 3000 m to over 100 cm at 4000 m. Seasonal distribution of precipitation varies with elevation. Lower elevations receive disproportionately more precipitation during the summer months, while at higher elevations precipitation tends to be bimodal with peaks in March-April and then again in July-August. At the highest elevations the earlier peak is typically more dominant.
Materials and Methods

Cosmogenic Exposure Dating of LGM Moraines
Sixteen boulders on LGM terminal moraines fronting the Halfmoon, Rock Creek, Lake Fork Creek, and Long Gulch valleys were sampled for cosmogenic surface exposure dating ( Figure 2 ). These are a subset of a larger number of samples, including those taken from bedrock surfaces in cirque and valley floors and are included here to provide a temporal context for the climate reconstructions. In brief, large (1-3 meters in length) quartz-rich boulders were sampled and processed following the established procedures [37] . The production rate of Lifton et al. [38] and calibration of Lifton et al. [39] are used to compute the cosmogenic 10 Be exposure ages using version 3.0 of the University of Washington cosmogenic exposure age calculator with the default calibration data [38] [39] [40] (see http://hess.ess.washington.edu). Additional sample information and analytical results can be found in Table S1 in the Supplementary Material. 
Glacier Reconstruction
LGM glacier extents and ice surface topographies of six paleoglaciers ( Figure 2) were reconstructed on the basis of lateral-terminal moraine complexes and the upper limits of glacial erosion identified by field mapping supplemented by analyses of topographic maps, digital elevation models, and Google Earth®imagery. Where adjacent glaciers shared a common boundary or ice divide, it was assumed to coincide with the existing topographic divide. Of particular note was the difficulty in defining with certainty the ice divides among the paleoglaciers that formed what is referred to here as the Tennessee glacier complex ( Figure 2 ) that is subsequently treated as one system.
Contouring of ice surfaces was guided by considerations of mapped ice limits, flow patterns delineated by large-scale erosional forms, and general convergent and divergent flow in the accumulation and ablations area, respectively. Contours were adjusted iteratively so that reconstructed ice surface slopes were sub-parallel to those of the valley slopes and to ensure driving stresses τ were between 50 and 150 kPa commonly measured on modern glaciers [41] . Stresses were calculated using:
where ρ is the density of ice, g is gravitational acceleration, h is ice thickness, α is the slope of the ice surface, and S ƒ is a shape factor to account for drag of the valley sides [42] . The surface slope was averaged over distances equal to ten-times the local ice thickness to account for longitudinal stress gradients [41, 43] .
Temperature-Index Modeling and Simulation of Glacier Mass Balance
Simulation of LGM climate in the northern Sawatch Range uses a temperature-index model (TM) to find the temperature and precipitation changes required to maintain steady-state mass-balances of the reconstructed glaciers. Details of the TM and the justification for its use were given in Brugger et al. [7] . Here, we briefly review the approach and highlight some modifications necessary for the present application.
The variation of the annual specific mass-balance (i.e., at a point) b n with elevation z is simulated by:
where P s (t,z) is the rate of snow accumulation, M(t,z) is the rate of snow or ice melt (ablation) over the glacier's surface during the interval t 1 to t 2 (the hydrologic year). In practice, Equation (2) is numerically integrated over a monthly time-scale to yield monthly melt that is then combined with available monthly precipitation data and then integrated over the hydrologic year. Melt is determined using a melt (or degree-day) factor m ƒ that empirically relates ablation to mean daily air temperature T d (t,z):
where T m is a threshold temperature above which melting occurs. The advantage of this empirical approach to model snow and ice melt is that it requires fewer meteorological data and other parameterizations than other physically-based approaches (e.g,. energy balance models). More importantly, TMs have proven successful in simulating longer-term ablation over larger spatial scales [44] [45] [46] . Our simulations were run using a melt threshold temperature T m of +1 • C, but also 0 • C as these values are typical of other studies [46] [47] [48] [49] . Values of the melt factor m ƒ for snow and ice are taken as 0.45 and 0.80 cm water equivalent (w.e.) d −1 • C −1 that are reasonable means of values measured on relatively debris-free ice and snow surfaces on modern glaciers [33, 50, 51] . Although the values of m ƒ vary spatially and temporally [47, 49] , they are treated as constants in the present application with m ƒ initially being set for that of snow but changes to that for ice once snowmelt exceeds accumulation. Because the skill of temperature-index models is sensitive to the choice of m ƒ [52] we subsequently show that our results are not overly sensitive to their precise value(s).
Daily air temperature is calculated by:
where H(z) is the magnitude of the yearly temperature variation, d is the day of the year, ϕ is the phase lag (= 0.359 rads), and T jan (z) is the mean January temperature at elevation z, and ∆T is a prescribed perturbation of mean annual temperature (i.e., LGM temperature depression). Daily air temperatures are then used to determine monthly melt according to Equation (3). The constant k in Equation (4) is a tuning parameter that controls the sharpness of the temperature curve and allowed a better fit to observed temperatures. Several additional points regarding the implementation of Equation (4) bear mentioning:
(1) Previously [7, 33] , H or its equivalent was treated as a constant; however, as alluded to above, PRISM data in the study area reveal a slight systematic decrease with increasing elevation. (2) Lacking a sufficient number of meteorological stations-especially at higher elevations-T jan (z) is determined using the modern lapse rate for January obtained from PRISM climate data (Table 1) sampled over the extent of glacier surfaces in conjunction with a value of T jan (z) at some reference elevation. PRISM data suggest two different lapse rates should be used in each valley according to the elevation interval under consideration, therefore data were fit using piecewise linear splines ( Figure 3 ). The fitting routine [53] yields a continuous function that optimizes the elevation of the breakpoints (or knots) in the linear fits. Use of the spline fits resulted in slightly better agreement between the modeled and PRISM temperatures than did simple linear regressions. (3) Equation (4) also implies a uniform perturbation of temperature ∆T over the year, hence no temperature seasonality is examined in the present study. (4) Values of k in the valleys studied varied between 1.18 and 1.20 and were chosen to minimize the difference between simulated mean monthly temperatures and those obtained from the PRISM data and any relevant meteorological station(s) during the ablation season (May through September). Priority is given to the ablation season because of the temperature dependence of melting in the TM.
temperature seasonality is examined in the present study. Snow accumulation P s (t,z) is determined by:
where P mod (t,z) is the modern precipitation, ƒ is a function that determines what fraction of monthly precipitation falls as snow based on the air temperature ( Figure 3c ), and F is a prescribed change in precipitation (i.e., assumed changes in precipitation during glaciation). Values for P mod (t,z) are calculated from the monthly fraction of the respective seasonal (winter, spring, summer, fall) totals and corresponding vertical precipitation gradients (Table 1) . Here, it was particularly useful to fit the seasonal PRISM data using piecewise linear splines ( Figure 3 ), substantially improving the agreement between modeled precipitation and PRISM data (the exceptions were the PRISM precipitation data for Bennett Gulch that were fitted using simple linear regression). This reflects the fact that while precipitation is dependent on elevation it is also influenced by the location, orography aspect, and other factors [54] . The "bounding" elevation (i.e., the breakpoint) was in some cases seasonally consistent (especially for winter, spring and fall) and in others not. While seasonal precipitation gradients are distinct, intraseasonal variations are small. Monthly fractions of seasonal precipitation only vary bỹ 5% during the accumulation season and show no significant trend with elevation. 
Results
10 Be Cosmogenic Exposure Ages
Individual zero-erosion ages of the sixteen boulders sampled on LGM terminal moraines in the study area are shown in Figure 2 . The seven boulders on the terminal moraine in Rock Creek valley yielded a mean 10 Be age of 20.6 ± 2.3 ka. Boulders on the Lake Fork and Halfmoon Creek moraines have mean ages of 18.4 ± 1.4 (n = 4) and 16.5 ± 0.8 ka (n = 3) respectively. The older of the two boulders sampled in Longs Gulch, having an age of 28.2 ka, is considered an outlier from the other fifteen ages because of the probable 10 Be inheritance. Excluding the latter, boulder ages on terminal moraines span an interval of 24.9 to 15.8 ka. However, in the Halfmoon Creek valley the boulders sampled are upvalley from the outermost crest of the terminal moraine. This is also the case for the three younger ages on the Lake Fork terminal moraine, while the boulder having the oldest age (20.2 ka) is on the distal toe of the moraine. This suggests that these younger ages might not date the local LGM but rather the persistence of ice at, or close to, the glaciers' maximum extent.
Glacier Reconstructions
Pertinent characteristics of the six glacier reconstructions ( Figure 2 ) are presented in Table 2 . As expected, average and maximum ice thickness generally scale with glacier size. Driving stresses largely varied according to the product of slope and ice thickness (Equation (1)), the shape factor being relatively constant (~0.8-0.9). Larger stresses are typically associated with thicker ice in the mid-reach of the glaciers and/or steeper surface slopes found at their heads. Conversely, lower stresses tend to be associated with thinner ice at glacier termini. Of the 154 calculated values only eighteen fell outside the range of 50-150 kPa, the minimum and maximum stresses being 45 and 169 kPa respectively. Reconstructed ice surface hypsometry also allowed determination of the equilibrium-line altitudes (ELAs) of paleoglaciers using the accumulation-area ratio (AAR) method. Here we used an AAR value of 0.65 [7, 33] . ELAs were consistent averaging 3375 ± 55 m.
Temperature-Index Modeling: Model Skill
Model skill was first evaluated by simulation of modern climate. The objective here is to determine how accurately the model, with the parameterization described above, captures the area-averaged temperature and precipitation given by the PRISM gridded climatology (1981-2010 normals). For monthly temperature and precipitation values, averages were obtained from several spot locations chosen from the PRISM data corresponding to a particular elevation (Table 3 ) (it should be emphasized that the model uses the PRISM data only to determine lapse rates and vertical precipitation gradients; that is temperature or precipitation is not prescribed but rather determined using Equation (4)). The number of locations chosen (given in Table 3 ) varied according to the extent of glacier area at those elevations and were spaced to ensure they represented variations over that area. The model simulates modern climate quite well in terms of mean annual and monthly temperatures and precipitation (Table 3 and Figure 4a ,b). Modeled MATs typically differ from PRISM values by less than 0.2 • C. Mean monthly temperature differences are also small. This is not surprising given the strong dependence of temperature on elevation, evidenced by the small standard deviations in the mean annual PRISM temperatures (Table 3) . Differences in MAPs and monthly precipitation amounts are more variable (cf. standard deviations associated with PRISM MAPs) because of the influence of other factors in conjunction with elevation. Nonetheless, the differences between modeled and PRISM MAPs are small, only in one instance exceeding 5%. Mean monthly differences are again small. Arguably however, for the application of the TM to simulate glacier mass balances, the most relevant comparisons are between the cumulative temperature differences during the "ablation season" (May-September) and the cumulative difference in precipitation during the "accumulation season" (October-April). For all valleys in the study area, these differences average~0.5 • C and~2% respectively. It bears mentioning that average differences in ablation season temperature would be significantly less (~0.3 • C) if not for the higher values in the Halfmoon Creek valley (Table 3) . Similarly, comparisons were made between modeled temperature and precipitation and the 1981-2010 climate normals for the Sugarloaf and Twin Lakes meteorological stations (Figure 4c ,d) using parameterizations specific to those locations. Agreement between observed and modeled monthly and annual means is quite good. Table 3 . Comparison of modeled modern temperature and precipitation with PRISM values at select elevations in the study area. Percentages are rounded to the nearest whole number or noted when less than one percent. Elevation ranges shown account for ≥90% of glacier areas. Values in bold are most significant in terms of modeling paleoglacier mass balances.
Climate Parameters and Differences Values
Rock Creek
Elevation, m (number of PRISM locations averaged) 3000 (n = 5) 3250 (n = 6) 3500 (n = 6) 3750 (n = 6) 4000 (n = 4)
Modeled mean annual temperature,
Cumulative difference temperatures during ablation season,
Modeled mean annual precipitation, cm 41. 
Cumulative difference in precipitation during accumulation season, cm (%)
Halfmoon Creek
Elevation, m (number of PRISM locations averaged) 3000 (n = 4) 3250 (n = 7) 3500 (n = 11) 3750 (n = 16) 4000 (n = 9)
Modeled mean annual temperature, 
Cumulative difference in precipitation during accumulation season, cm (%) 0.9 (5%) −3.0 (7%) 1.0 (2%) −1.7 (3%) −3.1 (4%)
Lake Fork Creek
Elevation, m (number of PRISM locations averaged) 3000 (n = 5) 3150 (n = 8) 3300 (n = 9) 3450 (n = 15) 3600 (n = 10)
Modeled mean annual temperature, • C 2.0 1.4 0.8 0.2 −0.7 PRISM mean and stand deviation of annual temperature, • C 1.9 ± 0.0
Modeled mean annual precipitation, cm 39 
Bennett Gulch
Elevation, m (number of PRISM locations averaged) 3200 (n = 4) 3350 (n = 5) 3500 (n = 5) 3650 (n = 1)
Modeled mean annual temperature, Model performance can also be evaluated by comparing the simulated snowpack evolution with that observed at SNOTEL stations. Modeling of snow accumulation and melt is more closely related to the goal of simulating glacier mass balance. Unfortunately, the Brumley SNOTEL is the only nearby site on the eastern slope of the northern Sawatch Range, and it lies immediately outside the study area (Figure 1 ). Nevertheless, again using valley specific parameterization the TM simulates observed modern snowpack evolution quite well (Figure 4e ) with due consideration of differences in temporal resolution (monthly versus daily respectively) and other factors affecting the snow accumulation and melt in SNOTEL settings (see [7] ). Varying the melt factor m ƒ by ± 0.002 m w.e. d −1 • C −1 has the net effect of changing the maximum snowpack by no more than ± 5%. This is because melting (i.e., positive degree-days) only occurs after late April. Likewise, the melt threshold has virtually no impact on snowmelt because its effect is limited to the very short transition from the accumulation to ablation seasons and vice versa.
Temperature-Index Modeling: Inferring Late Pleistocene Glacial Climate
Climate during the last glaciation is determined by finding the temperatures and/or precipitation that satisfy:
where B n is the steady-state mass-balance, A is glacier area composed of j number of discrete elevation intervals, and b n i is the mean annual specific net-balance over A i . Equation (6) explicitly considers glacier hypsometry.
In solving Equation (6), the problem of equifinality arises in that infinite combinations of temperature depression and precipitation changes satisfy the condition B n = 0. Therefore, assumptions must be made regarding LGM precipitation in the study area. Lacking robust precipitation proxies, it remains unclear whether the study area was wetter or drier than present during the glacial maximum. Moreover, regional climate modeling [26, 28, 55] suggests the possibility of modest changes in either direction. Therefore, we initially determine mass balances required to maintain steady-state of the six paleoglaciers at their LGM extents by assuming LGM precipitation and its seasonal distribution were comparable to today. We then examine the cases for reasonable increases or decreases in precipitation.
Assuming no change in precipitation, temperature depressions ranged from 8.0 to 9.3 • C, the mean being 8.8 ± 0.5 • C ( Table 4 ; Figure 5a ). Although the inferred temperature depressions hint at a south-to north increase in LGM cooling, consistent with large-scale climate modeling, the associated uncertainties (discussed subsequently) preclude a firm conclusion regarding the coherency of any spatial trend. The ELAs associated with steady-state mass balances average~60 m higher than those based on the AAR ratio.
Changes in LGM precipitation of ± 10 cm with respect to modern MAPs (equivalent to~10-25% depending on elevation and location) require greater/smaller temperature depression to compensate for reductions/increases in snow accumulation. Changes of this magnitude are considered most reasonable given what is suggested by regional climate modeling [26, 28, 55] . These changes, however, only alter the inferred temperature depressions by~±0.2 • C ( Table 4 ). The effect of more "extreme" changes in LGM precipitation on required temperature depressions is shown in Figure 5a . For example, with changes of ±20 cm, steady-state mass balances of individual glaciers require temperature depressions ranging from~7.6 to 9.7 • C respectively (mean values are 8.5 and 9.2 • C). Associated uncertainties are estimated via sensitivity analysis to be + 0.5/-0.8 • C ( Table 5 ). The greatest source of uncertainty arises from potential variations in the value of the melt factors for snow and ice. Other contributions are equally distributed among uncertainties in precipitation and reconstructed glacier hypsometry. Allowing precipitation to vary not only addresses changes that might have potentially occurred during the LGM but can also account for changes in its seasonal distribution, vertical gradient(s), and the fraction that falls as snow-all affecting accumulation hence glacier mass balance [7, 33] . Uncertainty attributed to those in glacier hypsometry is based on a Monte Carlo simulation wherein a Gaussian distributed error for the area of each elevation interval was allowed to vary by ±20%.
Discussion
Chronology of the Local LGM
Considering uncertainties (Table S1 ) and the presumed outlier, overlapping boulder ages appear to define two dominant populations, the means of which are 20.2 ± 1.1 ka (n = 8) and 16.9 ± 0.7 ka (n = 6). Inclusion of an older age (24.9 ka) in the former yields a mean of 20.7 ± 1.9 ka. Thus we consider the local LGM in the northern Sawatch Range to have occurred~20-21 ka. This is very consistent with the age of LGM advances in the immediately adjacent Mosquito Range [7] and throughout the Colorado Rocky Mountains [10] .
The significance of the younger population is uncertain at this time. As noted previously, however, these ages are from boulders that are typically in more proximal positions on their respective terminal moraines, and a tentative conclusion is that they represent stillstands or slight readvances at~16.9 ka. Similar ages on recessional moraines in the Mosquito Range [7] and in other ranges in Colorado [10] document near maximum extents of glaciers at this time. Brugger et al. [7] suggested this was possibly in response to the Heinrich Stadial 1 cooling [7] .
Regional LGM Temperature Depression and Constraints on Precipitation
Simulations of steady-state mass balances of the six paleoglaciers in the northern Sawatch Range suggest that climate during the LGM was characterized by mean annual temperatures~8.8 ± 0.5 • C cooler than present if there were no significant changes in precipitation. Assuming a slightly wetter or drier LGM (F = ±10 cm), consistent with simulations of regional climate, the means of required temperature depression are 8.7 ± 0.5 and 9.1 ± 0.5 • C respectively (Figure 5a) .
Unfortunately, no other proxies for LGM climate exist in the study area for comparison. Therefore, we compare our results to the PMIP3 (Paleoclimate Modeling Intercomparison Project Phase 3) LGM climate simulations. Because of the coarse resolution of the PMIP3 models (i.e., the study area is subgrid), we make use of the CHELSA (Climatologies at High Resolution for the Earth's Land Surface Areas; [56, 57] ) downscaled PMIP3 model output that has a resolution of 30 arc sec (~1 km). Regional downscaling suffers from biases inherent in the "parent" global models but can be particularly advantageous in capturing climate in terrain characterized by high relief [58, 59] . Downscaling is available for seven models: NCAR-CCSM4, MRI-CGCM3, CNRM-CM5, FGOALS-g2, IPSL-CM5A-LR, MIROC-ESM, and MPI-ESM-P. Departures of LGM MATs and MAPs from the present are determined using the CHELSA modern climatology (defined as 1979-2013). The rationale for using the latter instead of the PRISM climatology is that the same downscaling methods are employed. Differences in the two modern climatologies are such that, on average in the study area, PRISM climatology is characterized by MATs~0.75 • C cooler and MAPs~24 cm greater than the CHELSA climatology. We make no formal corrections to account for differences between preindustrial temperatures to which PMIP models are referenced and current temperatures (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) that are estimated to be 0.55-0.8 • C warmer [60] . Presumably therefore, LGM temperature changes from modern presented here are slight overestimates.
LGM MATs and MAPs derived from individual models vary in magnitude over the study area. Average MATs (n = 1650) range from −6. particularly advantageous in capturing climate in terrain characterized by high relief [58, 59] .
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Downscaling is available for seven models: NCAR-CCSM4, MRI-CGCM3, CNRM-CM5, FGOALS- 
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LGM MATs and MAPs derived from individual models vary in magnitude over the study area. Most relevant to the present study are the possible changes in MAP and MAT in the study area suggested by the downscaled PMIP3 models. Figures 6 and 7 respectively show changes in LGM MAP and temperature depression based on ensemble mean values, and for the driest/warmest and wettest/coolest scenarios. While not surprising, the magnitude of these changes vary but the spatial patterns are quite similar owing to a degree of elevational dependence. In general, greater increases in MAP and greater temperature depressions are indicative of lower elevations (i.e., valleys). With the exception of IPSL-CA5-LR that suggests a reduction in MAP averaging −15.1 cm, all other models show increases ranging from +3.0 (CNRM-CM5) to +16.6 cm (MRI-CGCM3); the ensemble mean is +6.7 cm (Figures 5b and 6 ). The potential changes in MAP indicated by the downscaled PMIP3 models address in particular a key unknown in attempting to determine temperature depressions necessary to maintain steady-state mass balances of the paleoglaciers in the northern Sawatch Range. Despite the uncertainties in those models, it would appear that the most likely LGM scenario was one of increased precipitation. Clipping the CHELSA grids to the areas of individual ice masses (shown in Figure 6a ) suggests an increase of~10 cm. However, as noted previously, an increase of this magnitude is inconsequential for the estimates of LGM temperature depression (Table 4 and Figure 5a ). The wettest scenario (Figure 6b ), corresponding to an increase in MAP of~20 cm greater than modern, requires a mean temperature depression of~8.5 • C (Figure 5a ) for steady-state mass balances. In contrast, the driest scenario ( Figure 6c ) that corresponds to a decrease in MAP of~15 cm over glacier areas, requires a cooling of~9.2 • C.
The downscaled PMIP3 ensemble mean suggests that average MATs might have been 11.5 • C (or 11.2 • C if grids are clipped to glacier areas) cooler than present (Figures 5b and 7) , with estimates from individual models between 6.3 (CNRM-CM5) and 16.5 • C (FGOALS-g2). However, Figure 5a reveals that temperature depressions greater than 10 • C would require substantial decreases in LGM precipitation-exceeding 50 cm-in order to maintain steady-state glacier mass balances. Reductions of this magnitude are problematic, especially at lower elevation where today MAPs are 40-60 cm. This begs the question whether the large temperature depressions suggested by several of the downscaled PMIP3 models (Figure 5b ) can be reconciled without seemingly improbable reductions in MAP. To explore one possibility, we ran an "enhanced melt" simulation ( Figure 5a ) of paleoglacier mass balance, the reasoning being that greater melt would necessitate less reduction in MAP, or more specifically snow accumulation. Toward that end, these simulations used higher melt factors (m ƒ = 0.65, 1.0 cm w.e. d −1 • C −1 for snow, ice), a lower threshold temperature for melt (T m = −1 • C), and the hypsometry of the Lake Fork Creek paleoglacier because results for the latter closely match the mean of the group. Even with these constraints, unrealistic reductions in LGM precipitation are implied for temperature depression exceeding~10.5 • C. We also considered a scenario in which the seasonal distribution of precipitation changed while MAPs over all elevations remained constant. Specifically, if 50% of winter and 25% of spring precipitation fell during the summer (hence lessening snow accumulation), the required temperature depressions are~1 • C cooler than those shown in Figure 5a . Thus given (1) temperature depressions greater than~10 • C require extraordinary reductions in precipitation, (2) that six of the seven downscaled PMIP3 models suggest that LGM climate was likely wetter (Figure 5b) , and (3) considering uncertainties, our estimates of 8.1-9.2 • C (means in Table 1 ) appear to be robust measures of the magnitude of late Pleistocene cooling. The elevational dependence of both changes in MAPs and MATs (Figures 6 and 7) implies changes in lapse rate and vertical precipitation gradients that would, however, lead to decreased ablation at lower elevations on glacier surfaces. Therefore, these estimates-if anything-might be slight overestimates in LGM temperature depression in the study area. Although two downscaled PMIP3 models yield comparable estimates (i.e., CCSM4, MRI-CGCM3; Figure 5b ), the divergence of our results from what might be expected from many of the other CHELSA downscaled simulations underscores the need for "benchmarking" of the higher resolution model output [59, 61, 62] . 
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The downscaled PMIP3 ensemble mean suggests that average MATs might have been 11.5 °C Derived estimates of LGM temperature depression in the northern Sawatch appear to be somewhat greater than those similarly determined in the adjacent Mosquito Range (Figure 8 ), although the associated uncertainties render this conclusion equivocal. Furthermore, the northern portion of the Sawatch Range might have been~1-2 • C cooler than the central portion (including the eastern Elk Mountains). More striking, however, is that temperature depressions in the aforementioned regions are as much as 3-4 • C greater than those that have been previously reported for the study area [63] , and for the Front Range [34] and the Sangre de Cristo Mountains [5] (Figure 8 ). In addition, location-specific values of LGM temperature and precipitation change (with respect to preindustrial) within the western U.S. interpolated from coarser PMIP3 model grids ( Supplementary Table S -9 in [26] ) suggest perhaps a more uniform temperature depression across the Colorado Rocky Mountains of 8.7 ± 0.3 • C (n = 5) accompanied by an increase in precipitation of 119 ± 7%. While these estimates are more modest than those suggested by the CHELSA downscaled simulations, they more closely align with those derived by temperature-index modeling and climatic interpretations of equilibrium-line altitudes [64] [65] [66] (Figure 8 ). It is difficult to ascribe any climatic significance to the differences and discrepancies within and among regions evident in Figure 8 because of the different approaches used, their associated uncertainties, and unknowns-especially LGM precipitation. For example, there are minor differences in the specific application and/or parameterization of temperature-index methodologies (cf. [7, 33] ), that themselves are related to, but differ significantly from, the glacial flow modeling [5, 34] in the extent that underlying physical processes are represented. With regard to LGM precipitation, Colorado lies along a boundary between greater and lesser amounts than modern that appears in many regional and global scale climate simulations (see for example Oster et al. [26] ). Thus it is likely that some of the differences in estimated LGM temperature depression are in part due to variations in precipitation. Moreover, it is reasonable to assume that regional temperature depression would vary less so than would changes in precipitation. However, reconciling the low estimates in the Front Range and Sangre de Cristo Mountains with the greater temperature depressions inferred by other approaches and thus conform with those elsewhere in Colorado, would require extraordinary reductions in LGM precipitation. For the Sangre de Cristo Mountains in particular, a temperature depression of >8 • C would require a reduction in precipitation of more than 50% [5] . Alternatively, in the northern Sawatch Range precipitation increases of~300-600% (dependent on elevation) would be necessary to maintain steady-state mass balances if LGM temperatures were on the order of 5 • C cooler.
Considering only the estimates based on temperature-index modeling in Figure 8 , it is tempting to conclude there exists a spatial trend of decreasing temperature depression from the northern Sawatch Range south (and west) to the central Sawatch and Elk Mountains, a distance of about 50 km. Similar trends across Colorado (and more broadly the western U.S.) are present in both the "raw" PMIP3 simulations and those downscaled to coarser grid resolution than the CHELSA data (e.g., Lorenz et al. [62] ). While the former can be viewed as a first-order trend of regional temperature depression, it is not apparent in the higher resolution CHELSA downscaled simulations presumably because of their greater dependence on elevation and inclusion of finer scale topography. Considering this and the uncertainties, whether such a trend exists over the short distance that mirrors a regional trend remains equivocal. Locations are arranged left-to-right roughly north (east) to south (west) according to the mean latitude of the glacier groups. Blue rectangles indicate temperature depression with 10 cm increase in precipitation; asterisk indicates 10% increase. Blue diamonds are location specific values from a PMIP3 ensemble [26] . Methodology: TM = temperature-index modeling, ELA = climatic interpretation at glacier equilibrium-line altitudes; FM = glacial flow modeling; EBFM coupled energy-balance and glacial flow modeling. Map inset shows the location of individual ranges in Colorado.
Conclusions
Our results suggest that the last glaciation in the northern Sawatch Range culminated~21-20 ka. The timing of the local LGM is consistent with that in adjacent mountains, including the central Sawatch Range immediately to the south, the Mosquito Range to the east, the Park Range to the north, and the Front Range to the northeast, implying regional synchroniety of glacier maxima between~23 and 20 ka [7, 10] . Simulations of steady-state mass balances of six paleoglaciers suggest that climate at this time was characterized by mean annual temperatures~8.8 ± 0.5 • C cooler than present if there were no significant changes in precipitation. Assuming a slightly wetter or drier LGM, consistent with simulations of regional climate, the means of required temperature depression are 8.7 ± 0.5 and 9.1 ± 0.5 • C respectively.
Inferred temperature depressions for the northern Sawatch Range are consistent, albeit slightly greater, than those determined using similar approaches in the central Sawatch Range, the Mosquito Range, and the Elk Mountains. They are, however, significantly less than those derived for the study area from several high-resolution downscaled simulations of global climate change during the late Pleistocene, and thus argue for additional model-proxy comparisons in order to validate and/or improve models and downscaling methods. In contrast, the magnitude of temperature change in the northern Sawatch Range is significantly greater than that suggested for the Front Range and Sangre de Cristo Mountains. Clearly these differences might represent real spatial differences in LGM temperature depression in the Colorado Rocky Mountains, but the magnitude of the differences is not supported by any larger-scale climate simulations. They might also reflect the inability to precisely know how LGM precipitation differed-if at all-from today, and furthermore underscores the need for precipitation proxies. However, it is difficult to reconcile the large differences by appealing solely to unknown precipitation changes as inordinate changes (either increases or decreases) would be required. Therefore, it is more likely that disparate estimates of LGM temperature change in Colorado are, at least in part, due to differences in the methods used in their determination or their implementation.
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