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ADAMS FILTRATION AND GENERALIZED HUREWICZ
MAPS FOR INFINITE LOOPSPACES
NICHOLAS J. KUHN
Abstract. We study the Hurewicz map
h∗ : pi∗(X)→ R∗(Ω
∞X)
where Ω∞X is the 0th space of a spectrum X, and R∗ is the generalized
homology theory associated to a connective commutative S–algebra R.
We prove that the decreasing filtration of the domain associated to
an R–based Adams resolution is compatible with a filtration of the range
associated to the augmentation ideal filtration of the augmented com-
mutative S–algebra Σ∞(Ω∞X)+. The proof of our main theorem makes
much use of composition properties of this filtration and its interaction
with Topological Andre´–Quillen homology.
An application is a Connectivity Theorem: Localize away from (p−1)!
and suppose X is (c − 1)–connected with c > 0. If α ∈ pi∗(X) has
Adams filtration s and |α| < cps, then h∗(α) = 0 ∈ R∗(Ω
∞X). When
specialized to mod p homology, this implies a Finiteness Theorem: if
H∗(X;Z/p) is finitely presented as a module over the Steenrod algebra,
then the image of the Hurewicz map in H∗(Ω
∞X;Z/p) is finite. We
illustrate these theorems with calculations of the mod 2 Hurewicz image
of BO, its connected covers, and Ω∞tmf , and the mod p Hurewicz
image of all the spaces in the BP and BP 〈n〉 spectra. En route, we get
new proofs of theorems of Milnor and Wilson.
In the special case when X is the suspension spectrum of a space Z
and R = HZ/2, we recover results announced by Lannes and Zarati in
the 1980s, relating the Adams filtration of piS
∗
(Z) to Dyer-Lashof length
in H∗(QZ;Z/2), and generalize them to all primes p. For any X, we also
get parallel results for the Hurewicz map for Morava E–theory, where
pi∗(X) is now given the Adams-Novikov filtration.
1. Introduction
In this paper we study generalized Hurewicz maps for infinite loopspaces.
This is an old and interesting problem as we illustrate with an example
dating back to the 1950’s. In [Mil58], J.Milnor showed that there exists a
vector bundle ξ → Sn with nonzero top Stiefel–Whitney class if and only if
n = 1, 2, 4, 8. A stable vector bundle ξ → Sn corresponds to fξ ∈ πn(BO),
Date: July 2, 2018.
2010 Mathematics Subject Classification. Primary 55P47; Secondary 18G55, 55N20,
55P43.
1
2 KUHN
and it is easily checked that wn(ξ) 6= 0 exactly when h∗(fξ) 6= 0, where
h∗ : π∗(BO)→ H∗(BO;Z/2)
is the Hurewicz map.
Milnor proves his theorem by combining work of Bott on the integrality of
Pontryagin classes with work of Wu, and Bott’s work took advantage of his
then recently proved periodicity theorems. Thus Milnor is implicitly using
the infinite loop structure of the space BO. More precisely, BO identifies as
the 0th space Ω∞bo of the spectrum bo, where bo is the 0–connected cover
of the real K–theory spectrum KO. The Hurewicz map calculated by his
theorem can then be written
h∗ : π∗(bo)→ H∗(Ω
∞bo;Z/2).
My goal in this paper is to introduce a new approach to Hurewicz maps
of the form
h∗ : π∗(X)→ R∗(Ω
∞X)
where X is a connective S–module (i.e., a connective spectrum), and R
is a suitable connective commutative S–algebra (e.g., HZ/p, MU , or ko).
Our discovery is that the R–based Adams filtration of the domain of h∗ is
compatible with a decreasing filtration of the range defined and understood
using modern work on topological Andre´–Quillen homology and Goodwillie
calculus.
We note that the Hurewicz maps considered here detect as least as much,
and potentially more, than their stable analogues, as there is a canonical
commutative diagram
R∗(Ω
∞X)
ǫ∗

π∗(X)
hst
∗ //
h∗
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
R∗(X),
where ǫ : Σ∞Ω∞X → X is the counit of the adjunction (Σ∞,Ω∞). Our work
in this paper shows that one can profitably study the unstable Hurewicz map
via stable information.
Remark 1.1. The study of the Hurewicz map is interesting only in positive
dimensions, as h∗ : π0(X) → R0(Ω
∞X) identifies with the canonical inclu-
sion of the group π0(X) into the group ring R0[π0(X)]. Note also that, if Y
is the 0–connected cover of X, then the Hurewicz map for Ω∞X in positive
degrees agrees with the Hurewicz map for Ω∞Y .
1.1. The Lifting Theorem. Our commutative S–algebras will be assumed
to satisfy the following hypothesis: the cofiber R/S of the unit map η : S →
R is 0–connected. Equivalently, R is connective, and π0(S)→ π0(R) is onto.
The Hurewicz map h∗ is induced by the map of spaces
h : Ω∞X → Ω∞(R ∧Σ∞X)
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adjoint to the map of S–modules
h˜ : Σ∞Ω∞X → R ∧ Σ∞Ω∞X,
obtained by smashing η : S → R with Σ∞Ω∞X
We define filtrations of the domain and range of h.
We filter the domain via the canonical functorial R–based Adams filtra-
tion. Let S(1) be the homotopy fiber of the unit S → R. Given an S–module
X, let X(s) = S(1)∧s ∧X, so that there are homotopy fibration sequences
X(s)→ X(s− 1)→ R ∧X(s − 1). The decreasing filtration
X = X(0)← X(1)← X(2)← . . .
defines the Adam Spectral Sequence upon applying homotopy, and the stable
Hurewicz map hst∗ appears as an edge homomorphism. The filtration of X
induces the decreasing filtration
π∗(X) = F0π∗(X) ⊃ F1π∗(X) ⊃ F2π∗(X) ⊃ . . . ,
where Fsπ∗(X) = im{π∗(X(s) → π∗(X)}, the subgroup of elements of
Adams filtration at least s. Since X(s) ≃ (Σ−1R/S)∧n ∧X, our assumption
that R/S is 0–connected ensures that if X is connective, so is each X(s).
The filtration of the range takes more explanation.
The spectrum Σ∞(Ω∞X)+ is naturally an augmented commutative S–
algebra, where Z+ denotes the disjoint union of a space Z and a disjoint
basepoint. We define I(X) to be the homotopy fiber of the augmentation
Σ∞(Ω∞X)+ → S. I(X) is naturally a nonunital commutative S–algebra.
Furthermore, the natural composite I(X) → Σ∞(Ω∞X)+ → Σ
∞Ω∞X is a
weak equivalence.
Let S-Alg denote the category of nonunital commutative S–algebras.
Then I(X) admits a decreasing ‘augmentation ideal’ filtration in S-Alg
I(X)← I2(X)← I3(X)← . . .
satisfying lots of nice properties: see §2.4. In particular, if X is connective,
there are fibration sequences
Id+1(X)→ Id(X)→ DdX,
where Dd(X) = X
∧d
hΣd
, the dth extended power of X. We will make good
use of the fact that the connectivity of Id(X) agrees with that of Dd(X): if
X is (c− 1)-connected then Id(X) is (cd− 1) connected [KP17, Prop.2.22].
Let h˜0 : I(X) → R ∧ I(X) be η : S → R smashed with I(X). This is a
map in S-Alg, and corresponds to h˜ : Σ∞Ω∞X → R ∧ Σ∞Ω∞X.
Our main theorem now says that our various filtrations are ‘exponentially’
compatible. To state this, we need a little bit more notation. Let S-Mod≥0
be the category of connective S–modules and let Fun(S-Mod≥0, S-Alg) be
the category of finitary functors F : S-Mod≥0 → S-Alg. As will be detailed
in §2.5, Fun(S-Mod≥0, S-Alg) has a model category structure with weak
equivalences being functors F such that each F (X) is a weak equivalence.
We let hoFun(S-Mod≥0, S-Alg) denote the associated homotopy category.
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Theorem 1.2 (Lifting Theorem). Let R be a connective commutative S-
algebra, such that π0(S)→ π0(R) is onto. Localized away from (p−1)!, there
are natural maps h˜s : I(X(s)) → R ∧ I
ps(X) in hoFun(S-Mod≥0, S-Alg)
fitting into a commutative diagram in hoFun(S-Mod≥0, S-Alg):
I(X(0))
h˜0

I(X(1))
h˜1

oo I(X(2))
h˜2

oo . . .oo
R ∧ I(X) R ∧ Ip(X)oo R ∧ Ip
2
(X)oo . . . .oo
Recalling that I(X) ≃ Σ∞Ω∞X. Adjointing, this gives a filtration of the
Hurewicz map h.
Theorem 1.3 (Lifting Theorem, adjointed). Let R be a connective com-
mutative S-algebra, such that π0(S) → π0(R) is onto. Localized away from
(p−1)!, for all connective X, one has a natural commutative diagram in the
homotopy category of based spaces
Ω∞X(0)
h

Ω∞X(1)
h1

oo Ω∞X(2)
h2

oo . . .oo
Ω∞(R ∧ Σ∞Ω∞X) Ω∞(R ∧ Ip(X))oo Ω∞(R ∧ Ip
2
(X))oo . . . ,oo
and thus a natural commutative diagram
π∗(X)
h∗

π∗(X(1))
h1∗

oo π∗(X(2))
h2∗

oo . . .oo
R∗(Ω
∞X) R∗(I
p(X))oo R∗(I
p2(X))oo . . . .oo
Theorem 1.2 is proved in §3, using needed background material which is
collected and developed in §2. When p = 2, the case in which localizing
away from (p− 1)! has no content, the proof follows from the interesting in-
teraction between the augmentation ideal filtration of a nonunital algebra I
and its Topological Andre´–Quillen homology T (I) as applied to the nonuni-
tal commutative S–algebra I(X). In rough outline, the s = 1 case follows
from the properties of T (I) together with the calculation [BM05, K06] that
T (I(X)) ≃ X: see Lemma 3.1. The general case is then proved by induc-
tion on s using the composition product on the augmentation ideal filtration
constructed in [KP17]. When p > 2, an extra lifting lemma, Lemma 3.2, is
needed to take care of the case s = 1. We prove this with a slightly delicate
application of Goodwillie calculus to the functor sending an S–module to
its connective cover.
As in [KP17], we work in the world of the symmetric spectra of [HSS00].
Our categories of modules and algebras are based simplicial model cate-
gories, and in particular are tensored over based simplicial sets. If a functor
F : A → B between two such categories is simplicial then it admits natural
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transformations ǫK(X) : K ⊗ F (X) → F (K ⊗ X). We have the following
addendum to Theorem 1.2.
Addendum 1.4. The functors Id(X) are simplicial for all d. For all based
simplicial sets K, the diagrams
K ⊗ I(X(s))
ǫK(X(s))

K⊗h˜s(X)
// K ⊗ (R ∧ Ip
s
(X))
ǫK(X)

I(K ∧X(s))
h˜s(K∧X)
// R ∧ Ip
s
(K ∧X)
and
K ⊗ Id+1(X)
ǫK(X)

// K ⊗ Id(X)
ǫK(X)

// K ∧Dd(X)
∆

Id+1(K ∧X) // Id(K ∧X) // Dd(K ∧X)
commute in hoFun(S-Mod≥0, S-Alg). Here the map labeled ‘∆’ is induced
by the diagonal ∆ : K → K∧d.
We discuss this, and add more detail and explanation, in §2 and §3; in
particular, see §2.3.
Remark 1.5. The maps h˜s of the Lifting Theorem are maps of commutative
S–algebras, and not just S–modules. The implication of this for the maps
hs appearing in Theorem 1.3 is that these maps are exponential in an appro-
priate sense. In this paper we do not pursue the calculational consequences
of this.
1.2. Applications: the Connectivity, Finiteness, and Atomicity The-
orems. A tidy consequence of Theorem 1.3 goes as follows.
Theorem 1.6 (Connectivity Theorem). Let R be a connective commutative
S-algebra, such that π0(S) → π0(R) is onto. Localize away from (p − 1)!.
Suppose X is (c − 1)–connected with c > 0. If α ∈ Fsπ∗(X) has |α| < cp
s,
then h∗(α) = 0 ∈ R∗(Ω
∞X).
Proof. By definition, an element α ∈ Fsπ∗(X) is in the image of π∗(X(s))→
π∗(X). By Theorem 1.3, the Hurewicz image of α will then be in the image
of R∗(I
ps(X)) → R∗(Ω
∞X). But if X is (c − 1)–connected, then Ip
s
(X) is
cps − 1 connected, so that R∗(I
ps(X)) is zero in degrees less than cps. 
When p = 2 and s = 1, this result is a consequence of the Freudenthal
suspension theorem which implies that the fiber of ǫ : Σ∞Ω∞X → X will
be (2c− 1)–connected if X is (c− 1)–connected. But all other cases seem to
be results of a sort that haven’t before appeared in the literature.
Specializing to the classical case when R = HZ/p, the Connectivity The-
orem has some striking consequences, as we now describe. Section 4 will
have details.
A very general result goes as follows.
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Theorem 1.7 (Finiteness Theorem). Let X be a bounded below spectrum
of finite type1. If H∗(X;Z/p) is a finitely presented module over the mod
p Steenrod algebra A, then h∗ : π∗(X) → H∗(Ω
∞X;Z/p) has finite dimen-
sional image in positive degrees.
We sketch the idea here; see §4.1 for the full proof. One first checks that
one can reduce to the case when X is 0–connected. In this case, the Connec-
tivity Theorem says that the kernel of h∗ includes all elements represented
in the E∞–term of the Adams spectral sequence lying over a logarithmic
curve, using the standard way of depicting the Adams spectral sequence.
Meanwhile, under the hypothesis of finite presentation, the Adams E2–term
vanishes under a line of positive slope, and thus the same holds at E∞. Only
a finite number of terms can be both over this line and under the logarithmic
curve.
Essentially the same argument proves the next theorem. To explain this,
we need some notation. If X is a spectrum, we let Xc denote its c
th space:
the space Ω∞ΣcX. We observe that the mod p Hurewicz maps of the
various spaces Xc and the spectrum X are related via the natural maps
σc : ΣXc → Xc+1 and ǫc : Σ
−cΣ∞Xc → X. More precisely, the maps σc
induce epimorphisms from
im{π∗(X) = π∗+c(Xc)
h∗−→ H∗+c(Xc;Z/p)}
to
im{π∗(X) = π∗+c+1(Xc+1)
h∗−→ H∗+c+1(Xc+1;Z/p)},
and the maps ǫc induce an isomorphism from the colimit of these epimor-
phisms to im{π∗(X)
hst
∗−−→ H∗(X;Z/p)}.
Theorem 1.8 (Atomicity Theorem). Let X be a connective spectrum such
that H∗(X;Z/p) is a finitely presented A-module. Then for all large enough
c, ǫc induces an isomorphism from im{π∗+c(Xc)
h∗−→ H∗+c(Xc;Z/p)} to
im{π∗(X)
hst
∗−−→ H∗(X;Z/p)}. If H
∗(X;Z/p) is also a cyclic A-module, then,
for such c, im{π∗+c(Xc)
h∗−→ H˜∗+c(Xc;Z/p)} is just a one dimensional sub-
space, and thus Xc is atomic: it can’t be written as a product of two spaces
in a nontrivial way.
This is proved in §4.2.
Remarks 1.9. For a discussion of aspects of atomicity see [AdK88]. Andy
Baker notes that the last part of this theorem says that when H∗(X;Z/p)
is a cyclic A-module, then, for large c, Xc is minimally atomic in the sense
studied by Baker and Peter May in [BakMay04]. We note with curiosity that
the spectra X for which these last two theorems apply are precisely the fp-
spectra studied, using Brown-Comenetz duality and chromatic localization,
by Mark Mahowald and Charles Rezk in [MR04].
1So X might have nontrivial homotopy groups in a finite number of negative degrees.
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Here are some specific examples, illustrating these last two theorems.
The mod 2 Adams spectral sequence charts for the connective real K–
theory spectrum ko are well known and easy to compute, starting from
the calculation that H∗(ko;Z/2) = A//A(1), where A(1) is the subalgebra
generated by Sq1 and Sq2. One can then easily deduce similar information
for the connective covers of ko. The Connectivity Theorem plus inspection
of the Adams E2–pages immediately implies Milnor’s theorem and higher
connected analogues.
Theorem 1.10. The image of h∗ : π∗(BO)→ H∗(BO;Z/2) is one dimen-
sional in degrees 1,2,4, and 8. The image of h∗ : π∗(BSO)→ H∗(BSO;Z/2)
is one dimensional in degrees 2,4, and 8. The image of h∗ : π∗(BSpin) →
H∗(BSpin;Z/2) is one dimensional in degrees 4 and 8. For c ≥ 8 with
c ≡ 0, 1, 2, or 4 mod 8, the mod 2 Hurewicz image for the (c−1)–connected
cover2 of BO is just the bottom one dimensional subspace in degree c.
Details are in §4.3.
An analysis of the Adams spectral sequence for the connective topologi-
cal modular forms spectrum tmf has also been done [Hen07], starting from
the calculation that H∗(tmf ;Z/2) = A//A(2), where A(2) is the subalge-
bra generated by Sq1, Sq2, and Sq4. We use this work together with the
Connectivity Theorem to quite easily show the following.
Theorem 1.11. In positive degrees, h∗ : π∗(tmf) → H∗(Ω
∞tmf ;Z/2) has
five dimensional image, with basis the image of elements η, η2, ν, ν2, c4 of
degrees 1,2,3,6,8.
This is proved in §4.4.
Fixing a prime p, the nth Johnson–Wilson spectra BP 〈n〉 is a p–local
spectrum satisfying H∗(BP 〈n〉;Z/p) = A//E(n), where E(n) is the subal-
gebra generated by the Milnor primitives Q0, . . . , Qn [W75, Prop.1.7]. Just
using this information, the Connectivity Theorem easily implies our next
result.
Theorem 1.12. If c > 2(pn−1)/(p−1), then the mod p Hurewicz image of
BP 〈n〉c is just the bottom Z/p in degree c. Thus BP 〈n〉c is atomic in this
range.
The last statement recovers a 1975 theorem of Steve Wilson [W75].
It is natural to wonder if, in the Finiteness Theorem above, the hypoth-
esis that H∗(X;Z/p) be a finitely presented A–module can be weakened to
finitely generated. Unfortunately, the answer is no.
Example 1.13. The p–local Brown–Peterson spectrum BP [Rav86] has
mod p cohomology that is cyclic as an A–module. But in Proposition 4.5
we give an elementary proof that the Hurewicz map for BP0 has infinite
dimensional image in positive degrees. More deeply, this even holds for BPc
2This includes BString when c = 8.
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for all c: the main theorem of [W75] says that BPc splits as an infinite
product of spaces of the form occurring in Theorem 1.12, and so the mod p
Hurewicz image is certainly infinite.
Details about Theorem 1.12 and Example 1.13 are in §4.5, where we
continue and compute the mod p Hurewicz maps for all the spaces BPc and
BP 〈n〉c.
Still consistent with Example 1.13 is the following conjectural strength-
ening of the Finiteness Theorem.
Conjecture 1.14. If H∗(X;Z/p) is a finitely generated A–module, then
there is an s such that the kernel of h∗ : π∗(X) → H∗(Ω
∞X;Z/p) contains
all elements of Adams filtration at least s.
This is also consistent with the famous Curtis Conjecture [Cur75].
Conjecture 1.15. The kernel of h : πS∗ (S
0) → H∗(QS
0;Z/2) consists of
all classes except those of odd Hopf or Kervaire invariant.
1.3. Applications: Lannes–Zarati theory and Morava E–theory.
There are two interesting situations when the augmentation ideal filtration
of R ∧ Σ∞Ω∞X, or some localization of this, splits:
• when X = Σ∞Z and R is arbitrary.
• when X and R are arbitrary, and the filtration is localized with
respect to the nth Morava K–theory.
This has calculational implications when combined with Theorem 1.3, as
the Hurewicz map then induces a map from an Adams spectral sequence to
a trivial spectral sequence. In the first case, we recover and extend work
announced by Lannes and Zarati in the 1980’s. The second case yields a
chromatic version of Lannes-Zarati theory.
We now describe how this goes.
When X = Σ∞Z, with Z a based space, our Hurewicz map has the form
h∗ : π
S
∗ (Z) −→ R∗(QZ),
where QZ = Ω∞Σ∞Z, as usual.
In this case, the filtration for Σ∞QZ is well known to split as S–modules.
This was first proved by D.S.Kahn [Ka78]; see [K06] for a modern presen-
tation that includes the case when Z is possibly not connected, and multi-
plicative structure. The Adams spectral sequence {Es,tr (Z)} thus maps to a
trivial spectral sequence {Es,tr (Z)} having E
s,t
1 (Z) =
⊕ps+1−1
d=ps Rt−s(Dd(Z)).
Most of the next theorem is a formal consequence of this. The refinement of
the last statement is a consequence of Addendum 1.4 specialized to K = S1.
Theorem 1.16. Let R be as in Theorem 1.2. Localized at a prime p, the
refinement of the Hurewicz map
h∗ : π
S
∗ (Z) −→ R∗(QZ)
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as in Theorem 1.3 induces maps
hs,tr : E
s,t
r (Z)→
ps+1−1⊕
d=ps
Rt−s(Dd(Z))
all of which factor through a common map
hs,t : Zs,t1 (Z)/B
s,t
∞ (Z)→
ps+1−1⊕
d=ps
Rt−s(Dd(Z)).
Furthermore, if Z ≃ ΣW for some space W , the components of hs,t are zero
unless d = ps, and, indeed, the image of hs,t is contained in the image of
∆∗ : Rt−s−1(Dps(W ))→ Rt−s(Dps(Z)).
Here Zs,tr (Z) and B
s,t
r (Z) are the r-cycles and r-boundaries.
Proof. Our maps π∗(hs) : π∗((Σ
∞Z)(s))→ R∗(I
ps(Σ∞Z)) induce a map of
spectral sequences {Es,tr (Z)}
{hs,tr }
−−−→ {Es,tr (Z)}. Since the codomain spectral
sequence collapses at E1, it follows that, for fixed (s, t), all the maps h
s,t
r
factor through a single map hs,t : Zs,t1 (Z)/B
s,t
∞ (Z)→ E
s,t
1 (Z).
When Z = ΣW , Addendum 1.4 implies that we have a commutative
diagram
Zs,t−11 (W )/B
s,t−1
∞ (W )
ǫ
S1
(W )

hs,t−1 // Es,t−11 (W )
ǫ
S1
(W )

⊕ps+1−1
d=ps Rt−s−1(Dd(W ))
⊕
d∆∗

Zs,t1 (Z)/B
s,t
∞ (Z)
hs,t // Es,t1 (Z)
⊕ps+1−1
d=ps Rt−s(Dd(Z))
The left vertical map is an isomorphism as the Adams spectral sequence for
ΣW agrees with the shift of the Adams spectral sequence forW . Meanwhile,
since we have localized at p, all the components of the right vertical map are
zero except when d = ps, as ∆ : ΣDd(W )→ Dd(ΣW ) is null in those cases,
by standard transfer arguments. The last assertion of the theorem follows.

We consider what this theorem says when R = HZ/p. Write H∗(Z) and
H∗(Z) for the mod p cohomology and homology of Z, which are respectively
left and right A–modules. In this case, there is a natural isomorphism
RsH∗(Z) ≃ im∆∗ ⊆ H∗(Dps(Z)),
where Rs is a well known functor of the category of locally finite right
A–modules: roughly put, RsM is the module generated by applying all
sequences of Dyer-Lashof operations of length s to a moduleM . (See [Po14,
KM13] for modern presentations of the interesting properties of these ‘Singer
functors’.)
We let RM =
⊕∞
t=0RtM . This has a decreasing filtration with FsRM =⊕∞
t=sRtM . One has a canonical inclusion RH∗(Z) ⊂ H∗(QZ) which, when
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Z is a suspension, identifies with the module of primitives in H∗(QZ). Thus
the Hurewicz map for QZ factors
πS∗ (Z) −→ RH∗(Z) ⊂ H∗(QZ).
Theorem 1.16 thus tells us the following.
Corollary 1.17. If a space Z is a suspension, the mod p Hurewicz map
h∗ : π
S
∗ (Z) −→ RH∗(Z) ⊂ H∗(QZ)
is filtration preserving and induces commutative diagrams
Exts,tA (H
∗(Z),Z/p)

h
s,t
2
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
Z2s,t(Z)/B
∞
s,t(Z)
hs,t // (RsH∗(Z))t−s.
E∞s,t(Z)
OO
OO
h
s,t
∞
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Without calculation, we have thus recovered, and extended to odd primes,
2–primary results of Lannes and Zarati announced in [LZ83]. ([LZ] is a
partially completed manuscript. See also [L88, LZ87].) Though we don’t
show this here, Lannes and Zarati’s work suggests that hs,t2 is surely the
specialization of an explicit algebraic natural transformation
Exts,tA (M
∨,Z/p)→ (RsM)t−s,
where M∨ denotes the dual of a right A–module M .
Remark 1.18. Though our methods are very different than theirs, the start-
ing point for this paper was the author’s realization that these old results
could be naturally placed within the context of Goodwillie calculus.
Now we consider the other case mentioned above when the augmentation
ideal filtration splits. Let En denote the nth Morava E–theory at a fixed
prime p, and then let E∗(Y ) = π∗(LK(n)(En ∧ Y )). There is a natural map
MU ∧ Y → LK(n)(En ∧ Y )
for all spectra Y , and thus a natural map of filtrations
MU ∧ Id(X)→ LK(n)(En ∧ I
d(X))
for all spectra X.
The main result in [K06] implies that the filtration for LK(n)(Σ
∞Ω∞X)
has a natural splitting analogous to the splitting of the filtration for Σ∞QZ
as described above. It follows that the filtration for LK(n)(En ∧ Σ
∞Ω∞X)
is similarly split.
We use this, together with Theorem 1.2 as follows. We apply Theo-
rem 1.2 to the case when R = MU , to get a map of spectral sequences
from the Adams-Novikov spectral sequence, which we denote {E∗,∗r (X)}, to
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the augmentation ideal filtration spectral sequence of MU∗(Ω
∞X). Then
this augmentation ideal spectral sequence maps to the collapsing spectral
sequence computing E∗(Ω
∞X), which we denote {E∗,∗r (X)}.
Just as before, this splitting and Theorem 1.2 show that the map of
spectral sequences on the E2–page determines the map on the E∞–page. In
the next theorem, let E∗,∗r (X) denote the rth page of the Adams–Novikov
spectral sequence converging to π∗(X), with cycles and boundaries Z
∗,∗
r (X)
and B∗,∗r (X).
Theorem 1.19. Fix a prime p and n. For connective spectra X, the nth
Morava E–theory Hurewicz map
h∗ : π∗(X) −→ E∗(Ω
∞X),
refined by applying Theorem 1.3 to the first map in the composite
h∗ : π∗(X)→MU∗(Ω
∞X)→ E∗(Ω
∞X),
induces maps
hs,tr : E
s,t
r (X)→
ps+1−1⊕
k=ps
Et−s(Dk(X))
all of which factor through a common map
hs,t : Zs,t1 (X)/B
s,t
∞ (X)→
ps+1−1⊕
k=ps
Et−s(Dk(X)).
Furthermore, if X is 0–connected, the components of hs,t are zero unless
k = ps, and, indeed, the image of hs,t is contained in the image of
∆∗ : Et−s−1(Dps(Σ
−1X))→ Et−s(Dps(X)).
Corollary 1.20. If X is 0–connected, there is a natural diagram
Exts,t
MU∗(MU)
(MU∗,MU∗(X))

h
s,t
2
++❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
Zs,t2 (Z)/B
s,t
∞ (X)
hs,t // im∆∗ ⊆ Et−s(Dps(X)).
E∞s,t(X)
OO
OO
h
s,t
∞
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
Remarks 1.21. (a) If E∗(X) is a finitely generated free E∗–module, there
is much known about im∆∗ ⊂ E∗(Dps(X)); in particular, it is a functor of
E∗(X), viewed as an E∗–module [Rez09, Remark 7.4]. One might expect
that the map h∗,∗2 has an algebraic description in this case.
(b) As E is not bounded below, convergence of the (trivial) tower spectral
sequence is both problematic and subtle. This is studied in detail in [K06].
12 KUHN
Acknowledgements The inspiration for our lifting theorem comes from
old results of Lannes and Zarati as announced in [LZ83]. Our first thoughts
about this, proved only for p = 2 and modulo the development of the com-
position product structure on the augmentation ideal filtration, were pre-
sented in the September, 2007 algebraic topology workshop in Oberwolfach
[K07(b)].
The writing of the first version of this paper was done during a stay at the
Mathematical Sciences Research Institute in Berkeley during the spring 2014
algebra topology program. The author is grateful for the opportunity to be
part of this program which was supported by N.S.F. grant 0932078000, and
also for support through N.S.F. grant 0967649. The second version, with
more developed applications discovered after the MSRI visit, was written
while visiting the University of Sheffield during the first half of 2017. The
author thanks the Sheffield Mathematics Department for its hospitality.
We thank the referee for a careful reading, leading to a more careful
exposition of background preliminaries.
Finally, the author thanks Greg Arone and Luis Pereira for useful con-
versations about this work.
2. Background material
2.1. Operads and their categories of modules and algebras. We re-
call some definitions related to operads; see, e.g., [F09] for more detail.
A symmetric sequence in a category C consists of a sequence
X = {X(0),X(1),X(2), . . . },
where X(n) is an object in C equipped with an action of the nth symmetric
group Σn.
If C is a based symmetric monoidal cocomplete category with product ∧,
unit I, and initial/final object ∗, the category of symmetric sequences in C
admits a composition product ◦ defined by
(X ◦ Y )(n) =
∨
d
X(d) ∧Σd
 ∨
φ:n→d
Y (n1(φ)) ∧ . . . ∧ Y (nd(φ))
 ,
where n = {1, . . . , n} and ni(φ) is the cardinality of φ
−1(i). With this
product, the category of symmetric sequence in C is monoidal, with unit
object I(1) = (∗, I, ∗, ∗, . . . ).
An operad O is then a monoid in this category, and one makes sense of left
O–modules, right O–modules, and O–bimodules in the usual way. An O–
algebra is a left O–module I concentrated in level 0: I(n) = ∗ for all n > 0. If
M is a right O–module, and N is a left O–module, the symmetric sequence
M ◦O N can be defined as the coequalizer in the category of symmetric
sequences of the two evident maps
M ◦ O ◦N −→−→ M ◦N.
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It is easily checked that if M is an O–bimodule and I is an O–algebra, then
M ◦O I is again an O–algebra.
Finally, we let Com denote the reduced commutative operad: Com(0) = ∗
and Com(n) = I for n > 0.
2.2. Categories of modules and algebras of symmetric spectra. Our
category of S–modules will be the symmetric monoidal category of symmet-
ric spectra of [HSS00]. If R is a commutative S–algebra, we let R-Mod de-
note the category of R–modules, and R-Alg denote the category of nonunital
commutative S–algebras. We also make use of R-ModΣ, the category of re-
duced symmetric sequences in R-Mod: symmetric sequences M = {M(n)}
satisfyingM(0) = ∗. It is then useful to observe that R-Alg can be regarded
as the category of Com–algebras in R-Mod.
R-Mod, R-ModΣ, and R-Alg are based simplicial model categories, with
model structures as in [KP17, P16], which piggy-back off the positive model
structure on S-Mod exploited in [Sh04]. (See [Hir03, Chapter 4] for proper-
ties of simplicial model categories.)
As part of this structure, the categories are tensored over sSet∗, the
category of based simplicial sets.
For K ∈ sSet∗ andM ∈ R-Mod, K⊗M is just the smash productK∧M .
Similarly, if M = {M(n)} ∈ R-ModΣ, (K ⊗M)(n) = K ∧M(n).
For I ∈ R-Alg, we describe a useful model for K ⊗ I. Given K ∈ sSet∗,
let K∧ denote the symmetric sequence with K∧(n) = K∧n. This is a Com–
bimodule in sSet∗ as follows. Given an epimorphism φ : n → d, let ni =
#φ−1(i). Then
• the left Com–module structure on K∧ is induced by the associated
concatenation K∧n1 ∧ . . . K∧nd
∼
−→ K∧n,
• the right Com–module structure on K∧ is induced by the associated
diagonal K∧d → K∧n.
Lemma 2.1. K ⊗ I = K∧ ◦Com I.
Said in slightly different language, this is observed in [K01, §5]. See also
[P17, §1.4].
2.3. Some simplicial functors. A simplicial functor F : A → B between
two based simplicial model categories is a functor inducing appropriately
compatible maps of simplicial sets
F : MapA(X,Y )→ MapB(F (X), F (Y ))
on mapping spaces [Hir03, Definition 9.8.1].
There are then natural transformations
ǫK : K ⊗ F (X)→ F (K ⊗X)
defined as the adjoint to the composite
K
e
−→ MapA(X,K ⊗X)
F
−→ MapB(F (X), F (K ⊗X)),
14 KUHN
where e is the unit of the adjoint pair ( ⊗ X,MapA(X, ) ). These
satisfy an obvious unital condition, and a compatibility condition: given
K,L ∈ sSet∗, ǫK∧L identifies with the composite ǫK ◦ (K ⊗ ǫL), using the
identification (K ∧ L)⊗X = K ⊗ (L⊗X).
Conversely, if a functor F admits such a compatible family then it is
simplicial [Hir03, Theorem 9.8.5].
The next result follows formally from the definitions.
Lemma 2.2. If θ : F → G is a natural transformation between two such
simplicial functors, then the diagram
K ⊗ F (X)
ǫK

K⊗θ(X)
// K ⊗G(X)
ǫK

F (K ⊗X)
θ(K⊗X)
// G(K ⊗X)
commutes.
We now run through basic examples important for us.
Example 2.3. Let Dd : R-Mod → R-Mod be the dth extended power
functor: Dd(X) = X
∧d
hΣd
. Then ǫK : K ∧ Dd(X) → Dd(K ∧X) is induced
by the diagonal ∆ : K → K∧d. More precisely, it is obtained from the Σd
equivariant map K ∧ X∧d
∆∧1
−−−→ K∧d ∧ X∧d ≃ (K ∧ X)∧d by passing to
homotopy orbits.
Example 2.4. Given M,N ∈ R-ModΣ, and K ∈ sSet∗, the diagonal maps
for K similarly induce maps from
K ∧M(d) ∧N(n1) ∧ . . . N(nd)
to
M(d) ∧ (K ∧N(n1)) ∧ . . . (K ∧N(nd))
for all choices of d and n1, . . . , nd. A wedge of such maps induces
ǫK : K ∧ (M ◦N)→M ◦ (K ∧N).
The obvious compatibility among these maps show that, for a fixed sym-
metric sequence M , the functor M ◦ : R-ModΣ → R-ModΣ is simplicial.
Example 2.5. Let M be a Com–bimodule in R-Mod. The maps in the last
example induce natural transformations
ǫK : K ⊗ (M ◦Com I)→M ◦Com (K ⊗ I)
for all I ∈ R-Alg, witnessing that M ◦Com : R-Alg→ R-Alg is simplicial.
Example 2.6. If I is inR-Alg andM is a Com–bimodule, let B(M, Com, I) ∈
R-Alg denote the bar construction: the realization of the simplicial object
B•(M, Com, I) in R-Mod defined by
Bn(M, Com, I) =M ◦
n︷ ︸︸ ︷
Com ◦ · · · ◦ Com ◦I.
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If I is a cofibrant R–algebra, then the natural map
B(M, Com, I)→M ◦Com I
is a weak equivalence [KP17, Proposition 2.9]. As illustrated in [KP17],
B(M, Com, I) is well suited for homotopical analysis.
Again, the maps in Example 2.4 induce natural transformations
ǫK : K ⊗B(M, Com, I)→ B(M, Com,K ⊗ I)
for all I ∈ R-Alg, witnessing that B(M, Com, ) : R-Alg → R-Alg is sim-
plicial.
2.4. The augmentation ideal filtration and Andre´–Quillen homol-
ogy. We collect needed results from [KP17].
Definition 2.7. In the category R-Mod, let Com≥d be the Com–bimodule
with
Com≥d(n) =
{
R for n ≥ d
∗ for n < d.
Then let ( )d : R-Alg → R-Alg, the dth power of the ideal functor, be the
simplicial functor defined by letting Id = B(Com≥d, Com, I). The maps of
Com-bimodules Com≥d+1 → Com≥d then induce natural transformations
Id+1 → Id.
Definition 2.8. In the category R-Mod, let R(1) be the Com–bimodule
with
R(1)(n) =
{
R for n = 1
∗ for n > 1.
Then let T : R-Alg→ R-Mod, the Andre´–Quillen homology functor, be the
simplicial functor defined by letting T (I) = B(R(1), Com, I). The map of
Com-bimodules Com→ R(1) then induces a natural transformation
I → T (I).
Theorem 2.9. [KP17] For all R, the functor
T : R-Alg→ R-Mod
and the natural augmentation ideal filtration in R-Alg,
I ← I2 ← I3 ← . . . ,
satisfy the following properties.
(a) T is the derived left adjoint to the functor z : R-Mod → R-Alg giving
an R–module the trivial R–algebra structure; in the associated homotopy
categories one has
[T (I),M ]R-Mod ≃ [I, z(M)]R-Alg.
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(b) There is a homotopy fibration sequence in R-Alg
Id+1 → Id → z(DdT (I)).
(c) There are natural composition products
µ : (Ic)d → Icd,
compatible as c and d vary, and which are homotopic to the identity if either
c or d equals 1.
Remark 2.10. We give some historical context. The first two properties
are well known. T (I) can be informally viewed as I/I2, and it was first
defined, along with its defining property (a), in [B99]. The construction
of the augmentation ideal filtration, or more precisely, the associated tower
under I, I/I2 ← I/I3 ← I/I4 ← . . . , goes back to [M03] and [K06]. The
paper [HaHe13] also constructs this tower, together with the analogue of
property (b). Finally, the construction of natural composition products as
in (c), compatible with all these other properties, was the main goal of
[KP17]: they are induced by the maps of Com–bimodules
Com≥d ◦Com Com
≥c → Com≥cd
induced by the operad structure of Com.
Critical to us is that the constructions in the last theorem behave well
with respect to change of rings. To state this, we use the following more
precise notation: if R is a commutative S–algebra, and Y is an R–module
then DRd (Y ) = (Y
∧d
R)hΣd .
Theorem 2.11. [KP17] Suppose A → B is a map of unital commutative
S–algebras, I ∈ A-Alg, and J = B ∧A I ∈ B-Alg. Then there are natural
equivalences B ∧A T (I)
∼
−→ T (J) in B-Mod and B ∧A I
d ∼−→ Jd in B-Alg
such that the diagram
B ∧A I
d+1
≀

// B ∧A I
d
≀

// B ∧A z(D
A
d (T (I)))
≀

Jd+1 // Jd // z(DBd (T (J)))
commutes in B-Alg.
Finally, our constructions yield connectivity estimates.
Proposition 2.12. [KP17, Prop.2.22] Let R be a connective commutative
S–algebra. If I ∈ R-Alg is (c− 1)-connected then Id is (cd − 1) connected.
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2.5. The homotopy category of finitary functors. With C one of the
categories S-Mod or S-Mod≥0, and D one of the categories R-Mod or R-Alg,
let Fun(C,D) be the category of finitary functors F : C → D. (We recall
that F is finitary if it commutes with directed homotopy colimits [Goo03,
Def.5.10]. All functors in this paper have this property.)
Then [BR14, Thm.2.14] shows that Fun(C,D) has a model structure with
weak equivalences and fibrations defined objectwise.
For clarity’s sake and readability, we will occasionally abuse notation
and terminology as we work in these categories. As examples, we may
write ‘a natural transformation f(X) ∈ [F (X), G(X)]D ’ when we mean (f :
F → G) ∈ hoFun(C,D), we may say ‘f(X) is naturally null’ when we
mean that (f : F → G) ∈ hoFun(C,D) is the null element, and we may
say, for fixed F,G, that ‘[F (X), G(X)]D is zero’ when we mean that all
f(X) ∈ [F (X), G(X)]D are naturally null. We trust the meaning will be
clear.
2.6. The model for Σ∞Ω∞X. In this subsection we are working in our
homotopy categories of functors. In particular, our weak equivalences are
zig-zags of natural transformations that are objectwise weak equivalences.
Theorem 2.13. There is a simplicial functor I : S-Mod→ S-Alg, a natural
weak equivalence of S–modules,
I(X) ≃ Σ∞Ω∞X
and, for connective X, a natural weak equivalence
T (I(X)) ≃ X
such that the diagram
I(X)
≀
// T (I(X))
≀
Σ∞Ω∞X
ǫ // X
commutes up to homotopy.
Here the top horizontal map is the canonical map I → T (I) specialized
to I = I(X).
Remark 2.14. The restriction to connective X here is due to the observation
that the connective cover map3 X〈0〉 → X induces a weak equivalence after
applying Ω∞. Thus I(X〈0〉) → I(X) will be a weak equivalence, and it
follows that there is a natural weak equivalence T (I(X)) ≃ X〈0〉 for all
X ∈ S-Mod.
This is a variant of results in [EKMM, BM05, K06], with the only differ-
ence being that we are working in different a category of spectra, not the
category of [EKMM].
3See §3.2 for a discussion of the connective cover functor.
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Assuming the first statement for the moment – the existence of a simplicial
functor I together with a natural weak equivalence I(X) ≃ Σ∞Ω∞X – we
show that the rest of the theorem follows from this.
Firstly, the natural maps I → T (I) induce a weak equivalence
hocolim
n
Σ−n(Sn ⊗ I)
∼
−→ T (I).
This is a well known consequence of the ‘linearity’ of Andre´–Quillen ho-
mology [BM05], and in our setting can also be seen as being induced by a
levelwise weak equivalence of Com–bimodules
hocolim
n
Σ−n(Sn)∧
∼
−→ S(1).
Lemma 2.1 and Example 2.6 imply that Sn⊗I is equivalent to an iterated
bar construction. It follows that the natural map
ǫSn : S
n ⊗ I(X)→ I(ΣnX)
is an equivalence for connective S–modules X: the right side is a model for
the suspension spectrum of Xn = Ω
∞ΣnX, and so is the left when X is
connective.
Finally, one has that the adjunction maps ǫ : Σ∞Ω∞X → X induce a
weak equivalence hocolim
n
Σ−nΣ∞Xn
∼
−→ X.
Putting these equivalences together gives equivalences, for connective X,
T (I(X))
∼
←− hocolim
n
Σ−n(Sn ⊗ I(X))
∼
−→ hocolim
n
Σ−n(I(ΣnX))
∼
−→ hocolim
n
Σ−nΣ∞Xn
∼
−→ X
compatible with the equivalence I(X) ≃ Σ∞Ω∞X.
It remains to define the simplicial functor I : S-Mod→ S-Alg. If we were
working with the spectra of [EKMM], the analogous result is essentially in
the literature, with the ideas going back to the beginning of infinite loopspace
theory. Here we follow a parallel path using simplical sets, with the use of
the functor B(Com, Cred∞ , ), appearing below, analogous to [EKMM, p.241,
proof of Prop.II.4.5].
Let sing be the singular simplices functor from topological spaces to the
category of simplicial sets, sSet. This has left adjoint | |, the geometric
realization functor.
We let Cn, n = 1, 2, . . . ,∞, denote the classic little n-cubes operad in
topological spaces [May72]. Let sCn denote sing applied to the operad Cn:
this is an operad in sSet. Then let sC∞-sSet∗ be the category of sC∞
algebras in sSet∗.
The functor Σ∞+ is, as is usual, defined by letting Σ
∞
+ Z be the suspension
spectrum functor applied to a simplicial set Z with a disjoint basepoint
added. Applying Σ∞+ levelwise to sC∞, we obtain Σ
∞
+ sC∞, an operad in
S-Mod. We let sC∞-Alg denote the category of augmented Σ
∞
+ sC∞ algebras
in S-Mod.
HUREWICZ HOMOMORPHISMS 19
Finally, let Σ∞+ sC
red
∞ denote the associated reduced operad: this agrees
with Σ∞+ sC∞, except in level 0, where it is ∗, rather than S. Let sC
red
∞ -Alg
denote the category of Σ∞+ sC
red
∞ algebras in S-Mod.
Our functor I will be a composite of simplicial functors:
S-Mod
Ω˜∞◦( )f
−−−−−−→ sC∞-sSet∗
Σ∞+ ◦( )
c
−−−−−−→ sC∞-Alg
Fib( )◦( )f
−−−−−−−−→ sCred∞ -Alg
B(Com,sCred
∞
, )
−−−−−−−−−−→ S-Alg.
The functors ( )f and ( )c are simplicial functorial fibrant and cofibrant
replacement functors. These exist by [RSS01, Proposition 6.3].
The functor Ω˜∞ is given by
Ω˜∞(X) = colim
n
Ωnsing|Xn| = colim
n
sing ΩnTop|Xn|.
Here ΩnTop is the n–fold loop functor on based topological spaces. In the
standard way, ΩnTop|Xn| is equipped with a Cn operad action [May72], and it
follows that Ωnsing|Xn| is an sCn–algebra in sSet∗. (See also [Lur17, §5.2.6]
for a more detailed discussion.)
If A is an object in sC∞-Alg, Fib(A) is the fiber of the augmentation
A→ S.
The functorB(Com, sCred∞ , ) sends J ∈ sC
red
∞ -Alg toB(Com,Σ
∞
+ sC
red
∞ , J).
Here the map of operads Σ∞+ sC
red
∞ → Com makes Com into a left Com–
module and a right Σ∞+ sC
red
∞ –module.
Let J( ) be the composite of all the functors in the composite except for
the last one. By construction, there is a natural weak equivalence of S–
modules J(X) ≃ Σ∞Ω∞X. As Σ∞+ sC
red
∞ → Com is a levelwise equivalence
of C∞–bimodules, [KP17, Theorem 2.11(a)] applies to show that there are
weak equivalences
J(X)
∼
←− B(Σ∞+ sC
red
∞ ,Σ
∞
+ sC
red
∞ , J(X))
∼
−→ B(Com,Σ∞+ sC
red
∞ , J(X)) = I(X).
3. The proof of Theorem 1.2
3.1. The proof, modulo two lifting lemmas. We now have the ingredi-
ents for the proof of Theorem 1.2. In the following discussion, assume that
R/S is 0–connected and that X is connective.
We will see that Theorem 2.13, together with properties (a) and (b) of
Theorem 2.9, lead to our first lifting lemma.
Lemma 3.1. There is a natural lifting in hoFun(S-Mod≥0, R-Alg):
R ∧ I2(X)

R ∧ I(X(1))
77♦
♦
♦
♦
♦
♦
// R ∧ I(X).
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The proof is postponed to §3.2.
When p > 2, one lifts further using a slightly delicate lifting lemma which
we will prove in §3.2 using Goodwillie homotopy calculus.
Lemma 3.2. Localized away from (p − 1)!, any natural transformation f :
R ∧ I(X(1)) → R ∧ I2(X) in hoFun(S-Mod≥0, S-Alg) lifts uniquely:
R ∧ Ip(X)

R ∧ I(X(1))
f
//
f˜
77♦
♦
♦
♦
♦
♦
R ∧ I2(X).
Assuming these lemmas, one can prove our main theorem.
Proof of Theorem 1.2. Note that, given I ∈ S-Alg and J ∈ R-Alg, S–
algebra maps I → J correspond to R–algebra maps R ∧ I → J , so Theo-
rem 1.2 can be viewed as asserting that there are compatible natural trans-
formations in hoFun(S-Mod≥0, R-Alg),
h˜s : R ∧ I(X(s))→ R ∧ I
ps(X) = (R ∧ I(X))p
s
,
with h˜0 being the identity.
The two lifting lemmas combine to define h˜1 ∈ hoFun(S-Mod≥0, S-Alg)
making the following commute:
(R ∧ I(X))p

R ∧ I(X(1)) //
h˜1
66♥
♥
♥
♥
♥
♥
R ∧ I(X).
Now assume by induction that h˜s−1 has been defined. Then let h˜s be the
composite
R∧I(X(s))
h˜1−→ (R∧I(X(s−1)))p
(h˜s−1)p
−−−−−→ ((R∧I(X))p
s−1
)p
µ
−→ (R∧I(X))p
s
.
The commutative diagram
R ∧ I(X(s − 1))
h˜s−1

R ∧ I(X(s))
h˜s

oo
h˜1
uu❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
(R ∧ I(X(s − 1)))p
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
(h˜s−1)p

((R ∧ I(X))p
s−1
)p
uu❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
µ
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
(R ∧ I(X))p
s−1
(R ∧ I(X))p
s
oo
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shows h˜s has the needed compatibility with h˜s−1. Note that the commu-
tation of the bottom triangle is an example of the compatibility stated in
Theorem 2.9(c).

3.2. Proof of the lifting lemmas. Here we are using our terminology and
notational conventions as described in §2.5.
Proof of Lemma 3.1. There is a natural homotopy fibration sequence in
R-Mod:
R ∧ I2(X)→ R ∧ I(X)→ z(R ∧X).
Here we have used properties (b) and (c) of Theorem 2.9, and have identified
T (I(X)) with X as in Theorem 2.13. Also note that X(1) ≃ S(1)∧X, where
S(1) is the homotopy fiber of S → R.
A lifting in hoFun(S-Mod≥0, R-Alg),
R ∧ I2(X)

R ∧ I(X(1))
77♦
♦
♦
♦
♦
♦ i(X)
// R ∧ I(X)
p(X)

z(R ∧X),
will exist if we show that there is a natural null homotopy in R-Alg of
p(X) ◦ i(X) : R ∧ I(S(1) ∧X)→ z(R ∧X).
By property (a) of Theorem 2.9, we can equivalently, show that
T (R ∧ I(S(1) ∧X))→ R ∧X
is naturally null in R-Mod. Using Theorem 2.13 again, together with the
change of rings theorem Theorem 2.11, it follows that we just need to show
that
S(1) ∧X → R ∧X
is naturally null in S-Mod. But this is tautologically true, as smashing a
fixed null homotopy of S(1)→ S → R in S-Mod with X does the job. 
Proof of Lemma 3.2. Reasoning as in the proof of the previous lemma, the
obstructions to finding a natural lifting f˜ in hoFun(S-Mod≥0, R-Alg) in the
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diagram
R ∧ Ip(X)

...

R ∧ I3(X)

// z(R ∧D3(X))
R ∧ I(X(1))
f
//
f˜
EE
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
R ∧ I2(X) // z(R ∧D2(X))
will be natural elements ok(X), for k = 2, . . . , p − 1, in
[R ∧ S(1) ∧X, z(R ∧DkX)]R-Alg ≃ [R ∧ S(1) ∧X,R ∧DkX]R-Mod
≃ [S(1) ∧X,R ∧DkX]S-Mod.
The existence of the lifting as in the lemma will follow if we show that
ok(X) ∈ [S(1)∧X,R ∧DkX]S-Mod must be zero, after localizing away from
k!. Indeed, we will show that the whole homotopy group of natural trans-
formations [S(1)∧X,R[ 1
k! ]∧DkX]S-Mod is zero. Similarly, we will show that
[ΣS(1) ∧X,R[ 1
k! ] ∧DkX]S-Mod = 0, proving the uniqueness of the lifting.
As a first step towards showing this, we note that transfer arguments
show that X∧k → DkX is naturally split epic, localized away from k!. Thus
we have epimorphisms
[S(1) ∧X,R[
1
k!
] ∧X∧k]S-Mod → [S(1) ∧X,R[
1
k!
] ∧DkX]S-Mod,
and
[ΣS(1) ∧X,R[
1
k!
] ∧X∧k]S-Mod → [ΣS(1) ∧X,R[
1
k!
] ∧DkX]S-Mod,
so it suffices to show that the domains of these two homomorphisms are zero
for k ≥ 2.
Readers who are familiar with Goodwillie calculus may possibly think
the proof is done, as it is a standard fact that, fixing S–modules M and
N and k ≥ 2, there are no essential natural transformations of the form
M ∧X → N ∧X∧k with X ∈ S-Mod. However, in our above analysis, we
were assuming X ∈ S-Mod≥0, the category of connective S–modules, so we
need a more careful argument.
We use the notational convention4 thatX〈c〉 denotes the (c−1)–connected
cover of X. We recall that X〈c〉 can be constructed as a colocalization of
S-Mod, so there is a functor S-Mod→ S-Mod, X 7→ X〈c〉, equipped with a
natural transformation X〈c〉 → X.
4We apologize for the clash of notation, which is not consistent with our previous use
of BP 〈n〉, but trust that the reader will follow.
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We observe that the homotopy group [M ∧ X,N ∧ X∧k]S-Mod, viewed
as a set of morphisms in hoFun(S-Mod≥0, S-Mod), will equal the homo-
topy group [M ∧X〈0〉, N ∧X〈0〉∧k ]S-Mod, viewed as a set of morphisms in
hoFun(S-Mod, S-Mod).
Thus the proof of Lemma 3.2 will follow from the following lemma.
Lemma 3.3. Let M,N be fixed S–modules. For k ≥ 2, all natural trans-
formations of the form
Θ(X) :M ∧X〈0〉 → N ∧X〈0〉∧k
are naturally null.
The proof of this lemma is a bit delicate, and has two rather distinct
steps. We emphasize again we are working in hoFun(S-Mod, S-Mod). We
also assume some familiarity with basic aspects of Goodwillie homotopy
calculus, as in [Goo03, K07(a)].
The first step is a reduction to Lemma 3.4, below.
Let F (X) = M ∧ X〈0〉 and G(X) = N ∧ X〈0〉∧k. These are simplicial
functors, and we let ∆ : ΣF (X) → F (ΣX) and ∆ : ΣG(X) → G(ΣX) be
the natural maps, as in §2.3.
Since (Σ−1X)〈0〉 = Σ−1(X〈1〉), the natural commutative square
ΣF (Σ−1X)
∆

Θ(Σ−1X)
// ΣG(Σ−1X)
∆

F (X)
Θ(X)
// G(X)
rewrites as
M ∧X〈1〉

Θ(Σ−1X)
// ΣN ∧ (Σ−1X〈1〉)∧k

M ∧X〈0〉
Θ(X)
// N ∧X〈0〉∧k .
The right vertical map factors as the composite
ΣN ∧ (Σ−1X〈1〉)∧k → ΣN ∧ (Σ−1X〈0〉)∧k
∆
−→ N ∧X〈0〉∧k,
which is naturally null, as the second map in this composite is the identity
map for N ∧ (Σ−1X〈0〉)∧k smashed with the null map S1
∆
−→ Sk. (Note that
∆ is null since k ≥ 2.)
We conclude that the composite
M ∧X〈1〉 →M ∧X〈0〉
Θ(X)
−−−→ N ∧X〈0〉∧k
is naturally null, and thus Θ(X) naturally factors through a natural trans-
formation of the form
M ∧Hπ0(X)
Ψ(X)
−−−→ N ∧X〈0〉∧k.
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Lemma 3.3 will thus follow from the next lemma.
Lemma 3.4. Let M,N be fixed S–modules. For k ≥ 1, all natural trans-
formations of the form
Ψ(X) :M ∧Hπ0(X)→ N ∧X〈0〉
∧k
are naturally null.
To prove this, we let H(X) = M ∧Hπ0(X) and, as before, let G(X) =
N ∧X〈0〉∧k, so that our natural transformation has the form
Ψ(X) : H(X)→ G(X).
We consider the kth Goodwillie-Taylor approximations to G and H. As
observed by Goodwillie [Goo03, Remark 1.1], the explicit construction of
the Taylor towers shows that, if a natural transformation A(X)→ B(X) of
finitary functors is an equivalence on highly connected S–modules X, then
pkA(X)→ pkB
′(X) will be an equivalence for all X.
Applying this observation to N ∧ X〈0〉∧k → N ∧ X∧k, we deduce that
(pkG)(X) ≃ N ∧X
∧k.
Applying the observation toM∧Hπ0(X)→ ∗, we see that (pkH)(X) ≃ ∗.
Now Ψ(X) fits into the diagram
H(X)
Ψ(X)

H(X〈0〉)
∼oo
Ψ(X〈0〉)

// (pkH)(X〈0〉) ≃ ∗
(pkΨ)(X〈0〉)

G(X) G(X〈0〉)
∼oo ∼ // (pkG)(X〈0〉),
and we conclude that Ψ(X) is null, proving the Lemma 3.4. 
4. The Connectivity Theorem for mod p homology
Let {E∗,∗r (X)} denote the classic mod p Adams spectral sequence for
a spectrum X. A permanent cycle in Es,t2 (X) = Ext
s,t
A (H
∗(X;Z/p),Z/p)
represents an element α ∈ πt−s(X) having Adams filtration s.
The Connectivity Theorem can be restated as saying that, if X is (c−1)–
connected, then h : π∗(X)→ H∗(Ω
∞X;Z/p) satisfies:
(4.1) h(α) = 0 unless t− s ≥ cps.
Thus the kernel of h includes everything represented by (s, t) with s >
logp(t− s)− logp(c), i.e. everything above a logarithmic curve in the usual
graphic depiction of the Adams spectral sequence.
4.1. Proof of the Finiteness Theorem. We are assuming that X is a
bounded below spectrum of finite type, and that H∗(X;Z/p) is a finitely
presented module over the mod p Steenrod algebra A. We wish to show
that h : π∗(X) → H∗(Ω
∞X;Z/p) has finite dimensional image in positive
dimensions.
As a first reduction, we show that we can assume that X is 0–connected.
Note that the basepoint component of Ω∞X equals Ω∞(X〈1〉), and thus
HUREWICZ HOMOMORPHISMS 25
the positive dimensional Hurewicz image for X equals the image of h :
π∗(X〈1〉) → H∗(Ω
∞(X〈1〉);Z/p). The next lemma now shows that X〈1〉
also will have finitely presented mod p cohomology.
Lemma 4.1. Suppose that X is a bounded below spectrum of finite type. If
H∗(X;Z/p) is a finitely presented A–module, so is H∗(X〈c〉;Z/p) for any
c.
Proof. We prove this by induction on c. The statement is obviously true for
any c below the connectivity of X. Thus we assumeH∗(X〈c〉;Z/p) is finitely
presented, and need to show that H∗(X〈c+ 1〉;Z/p) is finitely presented.
J. Cohen [Coh69] observed that A is a coherent graded ring, and that
this has the following consequence: if X → Y → Z is a fibration sequence
of spectra, and any two of these have finitely presented mod p cohomology,
then so does the third.
We apply this to the fibration X〈c + 1〉 → X〈c〉 → Hπc(X) to deduce
that H∗(X〈c + 1〉;Z/p) is finitely presented. Here we use that πc(X) is
a finitely generated abelian group since X is of finite type, and that, if
B is a finitely generated abelian group, then H∗(HB;Z/p) is a finitely
presented A–module. (This last fact follows from the standard calcula-
tions: H∗(HZ/p;Z/p) = A, H∗(HZ;Z/p) = A/Aβ, and H∗(HZ/pk;Z/p) =
A/Aβ ⊕A/Aβ for k > 1.) 
Thus now assume that for some c > 0, X is a (c−1)–connected spectrum
with finitely presented mod p cohomology.
We need an algebraic lemma. To state this, recall [Rav86, p.103] that the
Steenrod algebra A is the union of the finite dimensional sub–Hopf algebras
A(n), where, when p = 2, A(n) is generated by Sq2
j
with j ≤ n, and when
p is odd, A(n) is generated by β and P p
j
with j < n.
Lemma 4.2. (a) If M is a finitely generated A–module, then each group
Exts,tA (M,Z/p) is finite.
(b) If an A–module M has a finite number of relations in an A–module pre-
sentation, then, for large enough n, there is an A(n)–module N such that
M ≃ A⊗A(n) N .
(c) Suppose M is an A–module of the form M = A ⊗B N , with B a fi-
nite dimensional sub–Hopf algebra of A having top degree d(B), and N a
finitely generated B–module with generators x1, . . . , xk. If a = max{|xi|, i =
1, . . . , k} and b = d(B)− 1, then Exts,tA (M,Z/p) = 0 unless t− s ≤ a+ bs.
Assuming this, the proof of the Finiteness Theorem can be finished. The
spectrum X is (c− 1)–connected for some c > 0, and has finitely presented
mod p cohomology. The last lemma applies, as does the Connectivity The-
orem, repackaged as (4.1). But for fixed a and b, and c > 0, only a finite
number of pairs (s, t) satisfy cps ≤ t−s < a+bs, and the size of the image of
h∗ will be bounded by the size of the sum of the corresponding Ext–groups.
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Proof of Lemma 4.2. Part (a) of the lemma is standard, using that A is a
connected algebra of finite type.
To see that statement (b) holds, suppose that M has generators xi, and
generating relations r1, . . . rl ∈
⊕
iΣ
|xi|A. For big enough n, these relations
will all be in
⊕
i Σ
|xi|A(n). If we let N =
⊕
iΣ
|xi|A(n)/A(n){r1, . . . , rl},
then
M ≃ A⊗A(n) N.
Now suppose we are in the situation of statement (c). By [MM65, Thm.4.4]
A will be a free B–module. We deduce that
Exts,tA (M,Z/p) = Ext
s,t
B (N,Z/p) = H
s(HomB(P (∗),Σ
t
Z/p))
where . . .→ P (2)→ P (1)→ P (0)→ N → 0 is any B–projective resolution
of N .
Recall that d(B) is the top nonzero degree of B, and a = max{|xi|, i =
1, . . . , k}. It is straightforward to show by induction on s, that in a minimal
projective resolution of the B–module N , the top nonzero degree of P (s)
will be at most a+ d(B)s.
It follows that, for this resolution, HomB(P (s),Σ
tN) = 0 if t > a +
d(B)s, so that Exts,tA (M,Z/p) = 0 unless t ≤ a + d(B)s, and so, finally,
Exts,tA (M,Z/p) = 0 unless t− s ≤ a+ (d(B)− 1)s. 
4.2. Proof of the Atomicity Theorem. Suppose X is a connective spec-
trum and H∗(X;Z/p) is a finitely presented A–module. In terms of the
Adams spectral sequence for X, the image of the stable mod p Hurewicz
map is precisely the graded group E0,∗∞ (X). Thus the theorem is asserting
that every element in πt−s(X) represented by an element in E
s,t
∞ (X) with
s > 0 must be in the kernel of the mod p Hurewicz map for Ω∞ΣcX when
c is large enough.
By Lemma 4.2, there will exist a and b such that Es,t2 (X) 6= 0 only if
t−s ≤ a+bs. Since Es,tr (ΣcX) = E
s,t−c
r (X), we conclude that E
s,t
∞ (ΣcX) 6= 0
only if t − s ≤ c + a + bs. But Theorem 1.6 implies that if an element in
πt−s(X) is represented in E
s,t
∞ (ΣcX) and has nonzero Hurewicz image, then
cps ≤ t− s. But, for fixed a and b, if c is large enough the only solutions to
cps ≤ t− s ≤ c+ a+ bs will have s = 0.
4.3. The mod 2 Hurewicz map of the connected covers of BO. In
the next few subsections we use the Connectivity Theorem, Theorem 1.6,
to work out some mod p examples. All of these examples will also illustrate
the Finiteness Theorem, Theorem 1.7.
We begin with the calculation of
h∗ : π∗(ko〈c〉)→ H∗(BO〈c〉;Z/2)
for all c > 0. As computing this is equivalent to computing
Hn(BO〈n〉;Z/2)→ Hn(BO〈c〉;Z/2)
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...
...
...
8 • • • •
7 • • • •
6 • • • •
5 • • • •
s 4 • • •
3 • •
2 • •
1 • •
0 •
0 1 2 3 4 5 6 7 8 9 10 11 12 13
t− s
Figure 1. Exts,tA (H
∗(ko;Z/2),Z/2)
for all n ≥ c, this result is surely accessible by a close reading of [St63].
However, what we do here involves much less calculation.
It is a standard calculation that the connective real K–theory spectrum
ko has mod 2 cohomology as a module over the Steenrod algebra given by
H∗(ko;Z/2) = A/A{Sq1, Sq2} = A⊗A(1) Z/2
Here A(1) is the sub(Hopf)–algebra generated by Sq1 and Sq2. This leads
to the standard picture [Rav86, p.66] of the E2–term of the Adams spectral
sequence, pictured here as Figure 1, and the conclusion that E2 = E∞.
(Each • stands for Z/2, as usual.)
It follows quite easily that, when c ≡ 0, 1, 2, 4 mod 8, the corresponding
Ext chart for ko〈c〉 looks identical, except that columns with t − s < c are
now zero, and Adams filtration s has been decreased so that the bottom
class, with degree t− s = c, has Adams filtration 0. Again E2 = E∞.
For example, the chart for bo = ko〈1〉 is pictured in Figure 2. Only the
four classes labeled with • satisfy the inequality t − s ≥ 2s. Theorem 1.6
thus tells us that
h∗ : πn(bo)→ Hn(BO;Z/2)
can only possibly be nonzero when n = 1, 2, 4, 8.
As suggested in the introduction, this certainly happens: h∗ being nonzero
in degree n is equivalent to finding a real vector bundle ξ over Sn with top
Steifel–Whitney class wn(ξ) 6= 0, and the existence of R,C,H, and O allows
one to construct the bundles.
We have thus reproved Milnor’s theorem. It is interesting to see what we
have used about BO: just that that it is the 0th space of a spectrum ko
with H∗(ko;Z/2) = A⊗A(1) Z/2.
We can be even more precise about the Hurewicz image in this case.
The image of h∗ lands in the primitives of H∗(BO;Z/2). Dual to the fact
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8 • • •
7 • • •
6 • • •
5 • • •
s 4 • • •
3 • •
2 •
1 •
0 •
0 1 2 3 4 5 6 7 8 9 10 11 12 13
t− s
Figure 2. Exts,tA (H
∗(bo;Z/2),Z/2)
that H∗(BO;Z/2) has one generator in each degree, there is one nonzero
primitive in each degree of H∗(BO;Z/2). If x ∈ H1(BO;Z/2) is the nonzero
class, it is clearly primitive, and thus so are x2
k
for all k. As x is well known
to not be nilpotent, one concludes that im h∗ = 〈x, x
2, x4, x8〉.
Similarly Theorem 1.6 allows us to deduce the other parts of Theo-
rem 1.10:
im{h∗ : π∗(bso)→ H∗(BSO;Z/2)} = 〈y, y
2, y4〉 with |y| = 2
(no surprise, as BO = BSO ×BZ/2 as spaces),
im{h∗ : π∗(bspin)→ H∗(BSpin;Z/2)} = 〈z, z
2〉 with |z| = 4,
and, for all c ≥ 8, with c ≡ 0, 1, 2, 4 mod 8,
im{h∗ : π∗(ko〈c〉)→ H∗(BO〈c〉;Z/2)} = 〈v〉 with |v| = c.
4.4. The mod 2 Hurewicz map of tmf . Let tmf be the connective Topo-
logical Modular Forms spectrum, conceived of by Mike Hopkins [Hop95], and
realized by Hopkins and an army of collaborators. A good source of informa-
tion, with many references, is [TMF14]. We compute the mod 2 Hurewicz
image for Ω∞tmf using Theorem 1.6.
The A–module structure of the mod 2 cohomology is given by
H∗(tmf ;Z/2) = A/A{Sq1, Sq2, Sq4} = A⊗A(2) Z/2,
where A(2) is the sub(Hopf)–algebra generated by Sq1, Sq2, Sq4.
In [Hen07], Andre´ Henriques works out the behavior of the Adams spectral
sequence converging to π∗(tmf), localized at 2. We display what we will see
is the relevant part of the E∞ page in Figure 3.
As before, one obtains the chart for the E∞ page for tmf〈1〉 from the
chart in Figure 3 by removing the 0th column and dropping s values by
one. Using that A(2) has top class in degree 23, Lemma 4.2 shows that
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8 • • • • • •
7 • • • •
6 • • • • •
5 • • • • • • • •
s 4 • • • • •
3 • • •
2 • • • •
1 • • •
0 •
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
t− s
Figure 3. The E∞ term of the mod 2 Adams spectral se-
quence for tmf
Exts,tA (H
∗(tmf〈1〉;Z/2),Z/2) = 0 unless t− s ≤ 22(s+1). If also t− s ≥ 2s,
it follows that s ≤ 7 and t − s ≤ 176, inside the range of the charts in
[Hen07]. Figure 4 shows what we need of the E∞ page for tmf〈1〉: the
classes satisfying the condition t− s ≥ 2s are depicted as • or •.
Theorem 4.3. In Figure 4, classes in π∗(tmf〈1〉) represented by a label •
have nonzero Hurewicz image, while classes represented by a label • map to
zero under the Hurewicz map.
This, of course, proves Theorem 1.11.
...
...
...
...
7 • • • • •
6 • • •
5 • • • •
4 • • • • • • •
s 3 • • • •
2 • •
1 • • •
0 • •
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
t− s
Figure 4. The E∞ term of the mod 2 Adams spectral se-
quence for tmf〈1〉
We work our way through the proof. Through dimension 6, the map S →
tmf is an equivalence. Thus the associated Hurewicz homomorphisms agree
in this range. The classes labeled • in dimensions 1,2,3, and 6 correspond to
η, η2, ν, and ν2 in π∗(S). These are well known to have nonzero Hurewicz
image in H∗(QS
0;Z/2).
The classes labeled • in (t−s, s) bidegrees (8,2), (14,3), and (20,3) can be
represented by the image under π∗(S) → π∗(tmf) [B08, §8] of elements ǫ,
κ, and κ¯ (named as in Appendix A3 of [Rav86]) with zero Hurewicz image
in H∗(QS
0;Z/2), and thus also in H∗(Ω
∞tmf ;Z/2).
If c4 ∈ π8(tmf〈1〉) ≃ Z ⊕ Z/2 is represented in bidegree (8,3) (and
thus bidegree (8,4) in π∗(tmf)), it will have infinite order and map to a
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generator of π8(ko) under the canonical map tmf → ko. (Compare with
[LN14, Thm.1.2].) Since such a generator has nonzero Hurewicz image in
H8(BO;Z/2), h(c4) ∈ H8(Ω
∞tmf ;Z/2) will also be nonzero.
We now make a simple, but useful, observation about general Hurewicz
maps π∗(X)→ R∗(Ω
∞X).
Lemma 4.4. If γ : Sa → X factors as Sa
α
−→ Y
β
−→ X, and h(α) = 0 in
Ra(Ω
∞Y ), then h(γ) = 0 in Ra(Ω
∞X).
Proof. The adjoint γ0 : S
a → Ω∞X of γ factors as Sa
α0−→ Ω∞Y
Ω∞β
−−−→ Ω∞X,
where α0 is adjoint to α. So α0∗ = 0 implies γ0∗ = 0. 
In the situation of the theorem, the lemma applies to the classes labeled
• in Figure 4 in bidegrees (3,1), (9,3), (17,4), (20,4), and (21,4), which
respectively correspond to 2ν (viewed as ν ◦ 2), ǫη, κν, 2κ¯, and κ¯ν.
It remains to determine show that if γ ∈ π25(tmf) is represented in Figure
4 by the label • in bidegree (25,4), then h(γ) = 0. Tilman Bauer [B08,
Prop.8.4(1)] tells us that one such element satisfies γ ∈ 〈κ¯, ν, η〉. It thus
factors as S25 → (S20 ∪ν D
24)→ tmf , and the lemma applies again.
4.5. The mod p Hurewicz map for BP 〈n〉c and BPc. The p–local
Brown–Peterson spectrum BP is a commutative ring spectrum with mod p
cohomology
H∗(BP ;Z/p) = A⊗E Z/p,
where E is an exterior algebra on the Milnor classes Q0, Q1, Q2, · · · ∈ A with
|Qi| = 2p
i − 1 [BP66]. It follows that
Ext∗,∗A (H
∗(BP ;Z/p),Z/p) = Ext∗,∗E (Z/p,Z/p) = Z/p[v0, v1, v2, . . . ],
with vi ∈ Ext
1,2pi−1
A . As all elements are in even total degree, the Adams
spectral sequence collapses, and one sees that
π∗(BP ) = Z(p)[v1, v2, . . . ].
We begin this subsection by showing that this information implies that
the hypothesis of finite presentation can’t be relaxed to finite generation in
our Finiteness Theorem, Theorem 1.7.
Proposition 4.5. Under the unstable Hurewicz map
h∗ : π∗(BP )→ H∗(Ω
∞BP ;Z/p),
h∗(vi) 6= 0 for all i.
Proof. Let Y be the 0–connected cover of BP , so that Ω∞Y = Ω∞0 BP , and
thus BP and Y have the same unstable Hurewicz image in positive degrees.
As Y is the fiber of BP → HZ(p), it follows easily that one gets the E∞
page of the Adams spectral sequence for Y from that of BP by removing
the 0th column and dropping s values by one. In particular, all of the vi for
i ≥ 1 now appear in E0,∗∞ , and thus are in the image of the stable Hurewicz
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map hst∗ : π∗(Y ) → H∗(Y ;Z/p). But then these same classes have nonzero
Hurewicz image in H∗(Ω
∞Y ;Z/p) as well. 
For n ≥ 0, let BP 〈n〉 denote the nth Johnson-Wilson spectrum [JW73],
a commutative ring spectrum with mod p cohomology
H∗(BP 〈n〉;Z/p) = A⊗E(n) Z/2,
where E(n) is the exterior algebra on the classes Q0, . . . , Qn ∈ A. As before,
it follows that
Ext∗,∗A (H
∗(BP 〈n〉;Z/p),Z/p) = Ext∗,∗
E(n)(Z/p,Z/p) = Z/p[v0, . . . , vn],
and
π∗(BP 〈n〉) = Z(p)[v1, . . . , vn].
We apply the Connectivity Theorem to X = ΣcBP 〈n〉, so that Ω∞X =
BP 〈n〉c, to prove Theorem 1.12, which we restate here.
Theorem 4.6. If c > 2(pn − 1)/(p− 1), then the mod p Hurewicz image of
BP 〈n〉c is just the bottom Z/p in degree c. Thus BP 〈n〉c is atomic: it can’t
be written as a product of two spaces in a nontrivial way.
Proof. If X = ΣcBP 〈n〉, then, for fixed s,
max{t− s | Exts,tA (H
∗(X;Z/p),Z/p) 6= 0} = c+ |vn|
s = c+ 2s(pn − 1).
Thus the Connectivity Theorem implies that the Hurewicz image for X will
just be the bottom degree vector space H˜c(Ω
∞X;Z/p) ≃ Z/p if for all s ≥ 1,
c+ 2s(pn − 1) < cps. This rearranges to say that c is such that
c > 2(pn − 1)
s
(ps − 1)
for all s ≥ 1, and this is clearly just the condition c > 2(pn− 1)/(p− 1). 
Note that we have proved this theorem using only that BP 〈n〉 has mod
p cohomology isomorphic to A//E(n).
In [W73], Steve Wilson does a careful study of the cohomology rings
H∗(BP 〈n〉c;Z/p) and then uses this in [W75] to give complete product de-
compositions of the space BPc and BP 〈n〉c (including a rather different
proof of the atomicity result above). As we now explain, these decompo-
sitions allow us to completely determine the mod p Hurewicz map for the
spaces BP 〈n〉c and BPc, for all c ≥ 0.
In the next two theorems, let BP 〈∞〉 denote BP , and, for c > 0, let m(c)
be defined so that
2(pm(c) − 1)/(p − 1) < c ≤ 2(pm(c)+1 − 1)/(p − 1).
Theorem 4.7. For all 0 ≤ n ≤ ∞, the following hold.
(a) If c > 0, ker{h∗ : π∗(BP 〈n〉)→ H∗+c(BP 〈n〉c;Z/p)} is the subgroup
F2π∗(BP 〈n〉) + 〈vm | m ≤ m(c)〉.
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Thus im h has a basis given by h∗(1) and the elements h∗(vm) with m(c) <
m ≤ n.
(b) If p = 2 then, in positive dimensions,
ker{π∗(BP 〈n〉)
h∗−→ H∗(BP 〈n〉0;Z/p)}
is the subgroup F3π∗(BP 〈n〉) + 〈vivj | i < j〉. Thus, in positive dimensions,
imh∗ has a basis given by the elements h∗(vm) and h∗(v
2
m)with m ≤ n.
(c) If p is odd then, in positive dimensions,
ker{h∗ : π∗(BP 〈n〉)→ H∗(BP 〈n〉0;Z/p)}
equals ker{h∗ : π∗(BP 〈n〉) → H∗+1(BP 〈n〉1;Z/p)}. Thus, in positive di-
mensions, imh∗ has a basis given by the elements h∗(vm) with m ≤ n.
We start the proof of this with another general lemma about the Hurewicz
map h∗ : π∗(X)→ R∗(X), with R as in Theorem 1.2. Lemmas like this one
have also been exploited by Hadi Zare [Z15].
Lemma 4.8. Let X be a connective ring spectrum and let α ∈ πa(X) and
β ∈ πb(X) be elements with a ≥ b and β of positive R–based Adams filtration.
Then, localized away from (p− 1)!, h∗(αβ) = 0 in Ra+b+c(Xc) unless p = 2,
c = 0, and a = b.
Proof. Using the ring structure on X, αβ can be written as Sa+b
Σaβ
−−→
ΣaX
α¯
−→ X, where α¯ is ΣaX
α∧1X−−−→ X ∧X
m
−→ X. By Lemma 4.4, h∗(αβ) =
0 in Ra+b+c(Xc) if h∗(β) = 0 in Ra+b+c(Xa+c). The s = 1 case of our
Connectivity Theorem (or, much more simply, the Freudenthal Theorem,
except when p > 2 and c = 0) now applies to show that h∗(β) = 0 if
a+ b+ c < p(a+ c), which rewrites as b < (p − 1)(a+ c). 
Applying this to the mod p homology Hurewicz map h∗ when X is BP 〈n〉
immediately shows that almost all monomials in the vi have zero Hurewicz
image in H∗(BP 〈n〉c;Z/p). We conclude that, unless p = 2 and c = 0,
the elements h∗(vm) span the Hurewicz image in H∗(BP 〈n〉c;Z/p), with
the elements h∗(v
2
m) also possibly being nonzero in this last case. As these
elements are all in distinct degrees, we will be able to precisely determine
the Hurewicz image if BP 〈n〉c can be written as a product of spaces of the
sort appearing in Theorem 1.12.
Assembling decomposition results from [W75] shows that this is the case.
Recall that |vm| = 2(p
m − 1).
Theorem 4.9 ([W75]). For 0 ≤ n ≤ ∞, the space BP 〈n〉c has a decompo-
sition as a product of atomic spaces as follows.
(a) If c > 0 and n ≤ m(c), then BP 〈n〉c is atomic.
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(b) If c > 0 and n > m(c), then
BP 〈n〉c ≃ BP 〈m(c)〉c ×
n∏
m=m(c)+1
BP 〈m〉c+|vm|.
(c) If p is odd, then
BP 〈n〉0 ≃ Z(p) ×
n∏
m=1
BP 〈m〉|vm|.
(d) If p = 2, then
BP 〈n〉0 ≃ Z(2) ×
n∏
m=1
(BP 〈m− 1〉|vm| ×BP 〈m〉2|vm|).
Part (a) is just our Theorem 1.12 again and appears as Corollary 5.3 of
[W75]. Part (b) follows by combining Theorem 5.4 and Corollary 5.5 of
[W75]. Looping the decomposition of part (b) when c = 1 implies parts (c)
and (d), noting that, when p = 2, [W75, Cor.5.5] tells us that
BP 〈m〉|vm| ≃ BP 〈m− 1〉|vm| ×BP 〈m〉2|vm|.
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