We propose use of three dimensional graph structures for solving computational problems with DNA molecules. Building blocks of k-armed branched junction molecules are used to form graphs. Algorithms to solve the Hamiltonian Cycle problem and the 3-vertex colorability problems are presented. Both of these algorithms require constant number of laboratory steps regardless of the size of the graph. Two mathematical problems that raise from this approach are initiated.
Introduction
The rst thoughts that come to mind when the subject of mathematical biology is mentioned concern such mathematical models as the stochastic processes, di erential equations and statistical methods that are used to solve problems in genetics, population growth or epidemiology. But since recently, with the seminal article of L. Adleman in 1994 1 a new direction within the intersection of mathematics and biology has been introduced. L. Adleman 1 solved a small instance of the well known Hamiltonian Path Problem solely by using DNA molecules and techniques from molecular biology. Although the instance solved was tiny, the potential for using DNA molecules for computing opened a eld for new ideas in both mathematics and biology. Many authors have built upon these ideas since 17;18;24;25;26 .
The observation that the complexity of each living being is a result of several simple biological processes (transcription, replication, recombination...) that are guided by the information that is encoded in DNA reminded many mathematicians to a well known fact in recursion theory. Every computable function can be obtained by operations applied to a basic set using a small number of simple functions 8 . This observation accounts for the appearance of many theoretical models of DNA computers, capable of performing the complex computations of a universal Turing machine (for example 2;10;14;22;23;27;38 ).
Like Turing machines, which operate on strings and accept languages, most of the DNA computer models use this linearity as a main force. The information in a DNA molecule is stored in a sequence of nucleotides, also called bases, A,G,C,T (adenine, guanine, cytosine and thymine) joined together by phosphodiester bonds. A single strand of DNA has also a \beginning" (usually denoted by 5 0 ) and an \end" (denoted by 3 0 ). Hence the molecule is oriented. The nucleotides also tend to seek their complements (A is complementary to T and C is complementary to G). This is the well known Watson-Crick complementarity. Two single stranded DNA molecules with complementary sequences of nucleotides and opposite orientation join together through hydrogen bonds and form a double stranded molecule which in space appears as a double helix. When double stranded molecules are heated to 95 o C, they disentangle (denature) into single stranded molecules. If single stranded molecules are cooled, they seek their complement and re-anneal into double stranded form. These properties are used by many models of DNA comput-ers. A four letter alphabet can be used fA; G; C; Tg (in comparison with f0; 1g) and simple operations on the DNA strings can be performed using a few commercially available enzymes that act on the molecules in di erent ways.
With this article we would like to present a di erent approach to computing. Instead of strings and languages, we can use a capability of DNA that is unavailable to our electronic computers: the formation of three dimensional structures and the preservation of information within three dimensional structures in space. There are several motivations for this approach.
In a cell, where the DNA molecule appears naturally, the molecule is stored by intertwining millions of times, subjected to four or ve successive coilings around proteins. The molecular biologists have studied supercoiling and catenanes of DNA; the actions of enzymes such as recombinases and topoisomerases that change the three dimensional structure, the topology of DNA ( 7;37 ). Most of this work was done in collaboration with mathematicians. Today it is well accepted that the successful transfer of information within a cell and the well being of the organism also depends on the so called topology of the DNA ( 7;19;37 ). Mathematicians have also been intrigued by these facts and have studied the action of enzymes on DNA and its topology 36 and have modeled RNA folding 15;16 .
On the other hand, we are witnessing an explosion in new laboratory techniques and products of biotechnology. Chemistry laboratories are using synthesized DNA for designing and assembling unusual three dimensional DNA structures 30 . Junction molecules, used in the following section, are fairly well understood. These molecules were used to construct DNA polyhedra, a quadrilateral, a truncated octahedron and a cube 4;6;34 . Knots have been shown to be rather easy constructions (compared to other structures). In theory, virtually any knot can be constructed using right-handed B-DNA for negative crossings and left-handed Z-DNA for positive crossings 33;30;34;9 . Many catenanes and linkages of DNA molecules are known, but just recently, using B and Z DNA, the rst Borromean DNA rings were assembled 21 . Another very important step towards constructing three dimensional DNA crystals was made by the design and the assembly of a two dimensional lattice made of DNA tiles 35;39 .
Last, but certainly not least, the inspiration for using three dimensional graph structures as computational tool comes from the knot theory. Since the beginning of knot theory mathematicians have struggled to distinguish the equivalence classes of knots (up to moves and twists in space without cutting or gluing). Many invariants have been introduced such as the polynomials of Alexander, Jones, Vassiliev. We still do not know of a computable invariant that is a complete invariant, i.e. an invariant that uniquely determines the knot up to its equivalence class. The capability of DNA to form knots and three dimensional structures provides another way of manipulating information in a potentially much more powerful way.
The following section of this article describes algorithms for two NP-complete problems, the Hamiltonian Cycle problem and the 3-vertex colorability problem. These and similar problems make large demands of computational time on current computer systems such that graphs of even a moderate size become practically unmanageable. Here, it is proposed that they be solved by forming three dimensional graph structures with DNA molecules. The algorithms require only constant number of laboratory steps regardless of the size of the graph. The purpose of this article is to point out another approach to DNA computing, therefore, scaling up of these algorithms to larger size of graphs is not discussed. The third section proposes two mathematical problems that have risen from these algorithms and the manipulation of DNA molecules.
Constructing graphs with k-armed branched molecules
In this section we will show how theoretically we can construct three dimensional (3D) structures, graphs in particular, and use this structures for computational purposes. Since the whole DNA computing fever started with the Adleman's solution of a small instance of the Hamiltonian Path Problem, we choose the Hamiltonian Cycle Problem (HCP) as the rst problem for our description of three dimensional computations. The second problem that we describe is the three-vertex-colorability (3VC) problem which is also a well known NP-complete problem.
The k-armed branched molecules (k is a natural number 2) seem to be suitable for graph construction. An example of 4-armed branched molecule is presented in Fig. 1 . In this gure, the double helix of the molecule is not presented. Hydrogen bonds between the anti-parallel, complementary Watson-Crick (WC) bonds are depicted as dotted segments between the strands. Polarity of the DNA strands is indicated with arrowheads being placed at the 3 0 end. The angles between the \arms" and known to be exible. If we allow each \arm" to be 200 to 300 base pairs long, then the \arms" of this molecule become rather exible too and we deliberately show them curved. The 3 0 ends are extended such that each arm ends with a single strand. This single stranded part will join its WC complement once placed in a test tube.
Construction and properties of these molecules are fairly well understood 31;32 . By making the body of the connection between the arms larger, it seems that we do not have to put any restrictions on how many arms a molecule can have 29 . In the following we show how these molecules can be used as a computational tool.
The Hamiltonian Cycle Problem.
Let G be a nite graph with V (G) the set of vertices and E(G) the set of edges. A Hamiltonian cycle c of G is a cycle that goes through every vertex exactly once. The Hamiltonian cycle problem (HCP) asks whether a given graph G has a Hamiltonian cycle. We construct the graph by using k-armed branched molecules for each k-degree vertex. For the example presented in Fig.2 , we will need one 2-armed branched molecule (which is just a regular double-stranded DNA molecule), four 3-armed branched molecules and one 4-armed branched molecule. The 3 0 end extension of each arm (representing one end of an edge) is complementary to the 3 0 end of the arm (representing the other end) of the same edge. Since a cycle passing through a vertex uses only two edges incident to the vertex, there are k 2 possible ways for a cycle to pass through a vertex. Every path may appear in two opposing DNA orientations within the molecule, hence, for each k-degree vertex we form 2 k 2 karmed branched molecules that represent that vertex. Each one of these molecules will represent one way a cycle could pass through the vertex. To ensure that only that path will be used, we phosphorylate the 5 0 end of that connection. The ligase enzyme bonds, \ligates" the beginning of one DNA strand to the end of another DNA strand, but would not ligate (connect) ends if the 5 0 end is not phosphorylated at the appropriate place. We illustrate this in Fig.3 where we show six molecules representing six di erent paths through a vertex of degree 4. The stars indicate the 5 0 end that will be phosphorylated. There will be six other molecules that establish that same connections between the edges but with the other orientations.
The molecules are designed such that each single strand of the k-armed branched molecule has a constant length (say n). All vertex building blocks are combined and their compatible ends are allowed to form double-stranded DNA. The resulting molecules that have no open ends represent graphs; copies of the original graph, or covering graphs of the original graphs.
Proposition. Let the graph G. Then there is G j 2 C that contains a circular single-stranded DNA molecule that encodes c.
The proof of this proposition follows from the design of the vertex building blocks.
The algorithm for the HCP has the following four steps: Combine all vertex building blocks in a single test tube and allow the compatible ends to hybridize and to form double-stranded DNA. The \nicks" that have 5 0 end phosphorylated are ligeted by a ligase. At this point, graph structures that represent covering graphs of the original graph need to be removed. Covering graphs are much more complex and heavier by molecular weight, hence their removal can be done by gel electrophoresis. (The problem with the covering graphs is addressed in the next section.) Gel electrophoresis is a technique that discriminates molecules of di erent sizes and di erent geometry and topology of DNA ( 3;7;37;36 ). Heat the molecules to 95 0 C degrees. Molecules are denatured and the only circular molecules that are left are cycles of the graph. We remove non-circular DNA strands from the test tube. There are several ways that this can be performed for example by an exonuclease enzyme that recognizes the open ends or by gel electrophoresis. The exonuclease virtually destroys to single nucleotides molecules that are not circular. We choose a vertex v and use as PCR primers oligos that are complementary to the strands forming the building blocks of that vertex. The PCR ampli es the molecules and generates double stranded molecules that encode cycles that pass through v. Polymerase chain reaction (PCR) is a standard technique in molecular biology that cycles about 30 times through two or three temperature changes, uses DNA polymerase enzyme and produces an exponential increase of a given target molecule. We refer the reader to Ausubel et al. 3 for details. By gel electrophoresis we select molecules that are mn in length, where m is the number of vertices in the graph and n is the length of the single strands papercolor: submitted to World Scienti c on October 30, 1998 used for the vertex building blocks. If any molecules are recovered, then the answer to the HCP is \yes" otherwise is \no". We note that in parallel with the main experiment another experiment used as a positive control is carried out. This experiment is performed for a graph for which we know a Hamiltonian cycle exists. Its success will con rm that our main experiment, producing an answer \no", is successful. This technique for carrying out positive and (or) negative control experiment is a standard technique in molecular biology and is an experimental necessity since many laboratory protocols are not 100% e cient. One DNA graph structure for the graph in Fig. 2 that would be obtained after the rst step of the algorithm is presented in Fig. 4 . The colored lines indicate the three DNA single stranded molecules that make up the graph structure. The blue strand indicated with a dotted line is a circular single-stranded molecule that encodes the Hamiltonian Cycle. The stars indicate nicks that are ligated. papercolor: submitted to World Scienti c on October 30, 1998 3 The three vertex colorability problem (3VC).
Let G be a graph with vertices V and edges E. The graph G is 3-vertex-colorable if there is a surjective (onto) function f : V ! fa; b; cg such that if two vertices v; w 2 V are adjacent (connected by an edge) then f(v) 6 = f(w). This means that out of three colors we assign one color to each vertex such that no two adjacent vertices are colored with the same color. The n-colorability is de ned similarly.
In Fig. 5 , we use the same example of a graph with a possible 3-vertex-coloring. As in the previous application, if a vertex has degree k then a k-armed branched molecule is used for its building block. As before, for the example presented in Fig. 5 , we will need one 2-armed branched molecule, four 3-armed branched molecules and one 4-armed branched molecule (see Fig. 6 ). The 3 0 ends of the karmed branched molecules end with single stranded extensions. These extensions are 30 to 45 nucleotides long and consist of three parts, each 10 to 15 nucleotides long. The rst and the third parts (for example x 1 and x 3 where x 2 fa; : : : ; ig in Each edge is a regular double-stranded molecule. The 3 0 ends of the molecule end with single stranded segments that are complementary to the corresponding \arm" of the vertex that is incident to the edge. Hence, the rst and the third part of the encoding at the 3 0 end are x 1 and x 3 (see Fig. 7 ) which are WC-complementary to x 1 and x 3 (x 2 fa; : : : ; ig) of the corresponding \arm" of the incident vertex molecule. The middle part of the encoding x 2 is complementary to the color of the incident vertex, but here, the color sequence x 2 at one 3 0 end is di erent from the color sequence y 2 at the other 3 0 end. For each edge we have exactly six double stranded molecules, each representing a pair of distinct colors at the endpoints of the edge molecule.
As above mentioned, to form the graph, all edge molecules and all vertex building blocks are combined and their compatible ends are allowed to form doublestranded DNA. Once formed, the edges are locked together by sealing all open \nicks" in the DNA strands with DNA ligase.
Proposition. For a given graph G, a graph structure can be formed by vertex building blocks and edge molecules if and only if G is 3-vertex-colorable or 2-vertex-colorable.
The proof of this proposition follows from the construction of the vertex and the edge building blocks.
The algorithm for the three vertex colorability now has the following four steps:
1. Combine all vertex building blocks with all edge molecules in a single test tube and allow the complementary ends to hybridize and be ligated.
Remove partially formed 3D
DNA structures with open ends that have not been matched. This could be done by using an exonuclease enzyme.
3. From the graphs formed in the above steps, remove by gel electrophoresis the graphs that are larger than the original graph. This step will be explained in the next section. ll 4. If there are graph structures remaining in the test tube, then we conclude that the graph is 3-colorable. Note that all 2-colorable graphs also are 3-colorable. The conclusion is con rmed with a positive control experiment.
The number of laboratory steps in this procedure again does not depend on the number of vertices (or edges) in the graph. Once the building blocks are formed, the procedure needs only four steps to perform.
In Fig. 8 we show a possible formation of a graph structure. The graph structure depicted forms a knot as a single stranded DNA. Such knot structures have been used to study recombination enzymes 37 , and similar techniques for detecting the knot structures might be useful here. There are graphs, however, that do not form a single stranded knot, but rather form links (multicomponent circles), and partially formed graphs may contain smaller knots and links as well. We address this issue in the next section. 
Recognition of graph structures.
At the end of the procedure for the 3VC problem we are faced with the problem of recognizing the formed graph structure. In both procedures there is also a possibility that instead of the graphs that we want, the covering of the graphs will be formed. These graphs can be formed because the graphs are built with vertex and edge building blocks containing the information about the graph locally. Covering graphs locally are the same as the original graph. An example of a double cover of the graph in Fig.2 is depicted in Fig.9 .
The molecules representing covering graphs are larger and heavier then the graph structures that we are seeking. There have been many gel-electrophoresis techniques that have been developed that together with electronic microscopy can be used in recognizing di erent three dimensional DNA structures 5;4;7;37 . Many of these techniques have already been established and molecular biologists and chemists are con dent that di erent graph structures made of DNA are distinguishable 4;7;37;39 . These techniques have been the main investigation of the so called biochemical topology of DNA where topological methods are used to deduce enzymatic mechanism to substrate DNA structure from a change in DNA topology associated with a reaction. The whole eld has been enriched by mathematical knot theory and as Cozzarelli 7 says, most of this work required a collaboration with mathematicians and he believes that \mathematics will make an increasingly important contribution to biology".
Covering graphs and complexity.
We mention here that another classical NP-complete problem, the satis ability (SAT) problem could be solved by using three dimensional graph structures 12 . SAT asks whether for a given logical formula there is an assignment (ftrue, Figure 9 . Double cover of the graph in Fig.5. falseg) to the variables in that would give the value \true". The algorithm for this problem is based on an equivalent description through graphs and contact networks 20 . The number of steps in this algorithm increases linearly with the number of variables in . An interesting observation is worth mentioning.
Using 3D DNA structures we can describe algorithms for solving three very well known NP-complete problems, the Hamiltonian Cycle problem (HCP), the 3-vertex colorability problem (3VC) and the Satis ability problem (SAT) ( 12 ) . For all of these problems, it is possible that graphs that are multiple covers of the original graph are formed by the DNA. But, only for SAT, the multiple covers of the original graph do not produce a false answer. The molecules that encode solutions in the covering graphs correspond to solutions in the original graph ( 12 ). This certainly is not the case with HCP and 3VC. For example, in Fig.9 the cycle w 1 w 2 :::w 6 w 1 passing through exactly six vertices is a cycle in the double cover of the graph that corresponds to the non-Hamiltonian loop v 6 v 5 v 1 v 6 v 5 v 1 v 6 in the original graph in Fig.2 . A similar simple example can be found, where a double cover of a graph can produce a wrong answer for the 3VC problem. On the other hand, the algorithms for the HCP and the 3VC require only a constant number of steps in the laboratory. We have been unable to nd such a simple algorithm for SAT. We mention here that it has been shown that theoretically \one pot" biochemical reactions have a large potential for computation 41 . In particular, SAT could be solved by this technique. But the algorithm still requires a linear increase in number of sequential interactions of the molecules.
The above observations raise a question about the complexity of these problems within a 3D setting. In the complexity theory, all three problems are in the class of NP-complete. Due to an essential di erence between the classical notion of computation and the computation with 3D structures, we cannot apply the classical notion of complexity to 3D algorithms. This calls for a a de nition of complexity of 3D algorithms in conjunction with a notion of complexity of DNA computations.
Another question is also raised: are the potential problems that may appear by formation of the covering graphs some sort of \trade o " for reducing the computational steps from linear increase (in SAT) to constant (in 3VC and HCP)?
4.2 Graphs made of one single stranded DNA molecule. Besides many developed techniques in working with DNA the researchers are still more con dent that a complex graph structure made of DNA would be much simpler to detect if it is made of one single stranded DNA molecule 4;5;28 . If a circular double stranded molecule is heated and denatured, the result is two linked loops made of single stranded DNA. This may cause di culties in separating the desired molecules. In the previous section we described two algorithms for solving computational problems by DNA molecules where in both cases during the process of computation a graph structure was constructed. In the algorithm for HCP, the nal solution did not depend on whether the graph structure could be distinguished or not, but in the case of 3VC, the nal result depends on how well we can determine the formation of a DNA graph structure that corresponds to our original graph.
As a mathematical problem we are faced with a question: can we characterize the graphs that can be constructed by one single stranded DNA molecule? We can state the problem mathematically. Let G be an undirected graph with set of vertices V and set of edges E. Let G be a directed graph obtained from G by replacing each edge e 2 E with a pair of directed edges e + ; e ? with opposite orientation. If e is incident to vertices v e ; w e then we write e + = (v e ; w e ) and e ? = (w e ; v e ).
A path p = e 1 e n in G is a strand path if p is a loop (starts and ends at the same vertex) such that e i 6 = e j if i 6 = j (i; j = 1; : : : ; n). In particular, e + e ? is a strand path for each edge e 2 E.
The graph G is s-DNA covered if there are s strand paths p 1 ; : : : ; p s in G such that for every edge e of G there is a unique i such that p i passes through e.
Using the construction from the previous section we can easily show that every graph can be s-DNA covered for some s. In the DNA graph structure every DNA strand corresponds to a strand path p. We denote with c(G) the minimum of all s such that G is s-DNA covered.
Problem 1: given a graph G, determine c(G). Problem 2: characterize graphs G such that c(G) = 1. We refer to the graph in Fig. 2 . Two di erent DNA structures of the same graph are presented in Fig. 4 and in Fig. 8 . In the rst case, G is 3-DNA covered and in the second case it is 1-DNA covered. So c(G) = 1.
Every vertex in a graph (with degree greater than 2) can be described by 3-junction molecules (by extending the body of the central part of the vertex molecule) 28 . In Fig. 10 two 3 -junction molecules presenting one vertex are depicted. The difference between these two molecules is in the connection between the edges (arms) that is established. The molecule (b) is essentially same as the molecule (a). If we twist the sides B and C in (b) so that C comes at the top and B comes on the right, we have the same structure molecule as in (a). We note that \twist"is used only intuitively for the purpose of the theoretical argument. Twist might not be a good way to show di erences in con guration for DNA 28 . If we set a reference point at A, a half-turn di erence in the length of the double helix at side A reverses the positions of B and C in space.] When the 3-arm branched molecule becomes part of a 3D DNA structure, the three single strands can be part of three, two or one circular single stranded molecule. If they are part of three circular single stranded molecules then, as shown in Fig.11 (i.a) , by changing the connection from (a) to (b) in Fig.10 , the three circular single stranded DNA molecules become one. After the change in the connection, one circular single stranded DNA molecule either becomes three (as in Fig.11 (i.a) ) or remains to be one. (Fig.11 (i.b) ). If we have two circular single stranded DNA molecules, by changing in between connections ((a), (b) in Fig.10 ) the number of strands remains at 2 ( Fig.11 (ii) ).
We say that a graph is weakly connected if there is an edge e such that if we remove e from G then G becomes disconnected. Using the change of connections within 3-armed branched molecules as shown in Fig.11 we can show the following: Figure 11 . Cases of moving between connection (a) and (b) in Figure 10 .
Proposition. If G is a planar graph that is not weakly connected, then c(G) 2.
There are examples of planar weakly connected graphs with c(G) > 2. We are not sure whether the above proposition holds for graphs with arbitrary genus.
Final remarks
The purpose of this article is, through two examples, to propose investigations of the use of 3D structures in DNA computing, both in theory and experiments. The ideas were motivated by the work of N. Seeman and his laboratory group who demonstrated not only that 3D DNA structures appear naturally, but it is possible to design, assemble and construct 3D DNA structures in the laboratory. The most recent success is a construction of a molecular mechanical device attributed to the properties of B-Z transition of DNA 35 . This opens a horizon for design of computational 3D DNA objects that can participate in biochemical processes, and at the same time perform controlled mechanical movements.
We believe that the theoretical algorithms and laboratory procedures described here are empirically possible. At the moment, the 3D DNA structure manipulations described here have not been tested in the laboratory. The success of such protocols will require extensive experimentation. The rst step of the procedures described in Section 2 assumes that all possible combinations of graph structures are generated. This step is similar to the rst step in many DNA based algorithms as well as in the Adleman's algorithm 1 . Studies have shown, however, that even in a fairly simple mixture, appropriate reaction conditions for annealing are important and di cult to determine 11 . To date, we are unaware of laboratory experiments of this type being performed on 3D DNA structures. It is our belief, however, that as polymer technology develops, constructing the 3D DNA structures needed for this approach should become easier.
Formation of covering space structures remains possible. They themselves carry a substantial amount of information and may be useful in many computational problems.
