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An investigation of numerical techniques for solving hyperbolic partial dif-
ferential equations is presented. The relevance of the terms convergence, stabil-
ity, consistency and order of accuracy as applied to numerical models solving the 
linear equation ut = Lu , where L is a linear differential operator, is dis-
cussed. With the Lax Richtmyer Equiva.lence theorem in mind, a review of the sta-
bility analysis for solving these equations with and without boundaries is 
presented. 
In this dissertation we are mainly concerned with the method of lines 
approach for solving such equations. The sem.idiscretisation 
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is adopted as an approximation to the linear equation ut ~ ux. By a modifica-
tion of the theory of order stars the maximal accuracy of stable schemes of this 
kind is proved to satisfy the bound 
p < min { r+s +R+S , 2( r+R+l) , 2( s+s) } 
By an application of the Pade theory we prove that in some cases schemes achiev-
ing this bound do exist. 
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the time integration is negligible. Furthermore, very good shock resolution is 
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Runge-Kutta. schemes. Consequently the latter models are very good candidates for 
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0. INTRODUCTION 
In this dissertation we present an investigation of 
numerical models for the solution of hyperbolic partial differential 
equations. The particular models considered are those where 
the equation is approximated by finite differences. Such models 
fall into one of two categories; either fully- or semi-
discretised schemes. Here we concentrate on the latter group 
whereby spatial and time derivatives are considered 
separately. This approach to solving partial differential 
equations is often called the mefflod of l~es. 
Any investigation of semi-discretised (SD) models 
comprises two parts; first to analyse the spatial discreti-
sation and second to consider the time integration of the 
resulting 
. (O.D.E.) . 
system of ordinary differential equations 
Conveniently , these two problems divide this 
dissertation into two parts. In the first four chapters we 
consider the stability and order of accuracy of the SO and in the 
remaining chapters the solution of the O.D.E. system is dis-
cussed . A special class of two-step Runge-Kutta methods 
designed to have the same number of function evaluations as 
a one-step method i s proposed. 
Chapter l: We begin with the first chapter by review-
ing some of the literat ure on the solution of partial dif-
ferential equations by finite-difference methods. Fundamen-
tal in the analysis of such methods is the determination of 
• 
their convergence and order of accuracy properties. Here we 
- ii -
define condi_tions for convergence of both fully- and semi-
discretised models for the solution of the linear equation 
ut = Lu where L is a linear spatial differential opera-
tor. By the Lax-Richtmyer Equivalence Theorems convergence 
may be investigated via the stability of the model [La56]. 
With this in mind, we discuss the development of stability 
theory from von Neumann's Fourier analysis [Ri6 7] to the 
Kreiss matrix theorem [Kr59] and the Godunov-Ryabenki 
analysis of normal modes [Go64]. This discussion of the more 
traditional view of stability is completed by describing the 
Wiener-Hopf factorisation techniques for implicit models 
[St64b], followed by the Gustafsson Kreiss and Sundstrom 
version of stability for mixed boundary-value problems 
[Gu72]. Further to this the more recent group velocity 
interpretation of stability by Trefethen is described 
[Tr82a). 
Finally, we consider the stability of the O.D.E. system 
of equations and demonstrate that absolute stability of the 
O.D.E. solver is not sufficient to characterise the 
behaviour of numerical solutions for partial differential 
equations. On the contrary, the location of the spectrum of 
the infinite dimensional Toeplitz operator describing the SD 
system must lie within the absolute stability region of the 
O.D.E. method. 
Chapter ,2: Here we start by defining the order of accuracy 
of a numerical scheme. From this definition it is demon-
strated that determination of stability may be posed in an 
- iii -
approximation-theoretic framework. Further, we demonstrate a 
relationship between all fully-discretised (FD) and some SD 
schemes. As a result of this the stability and accuracy of 
the associated SD are inherited from the FD. Hence the max-
imal order of accuracy of stable FD' s may be investigated 
via the associated SD' s. We also prove that the . pole condition 
for stability of an implicit SD implies a condition on the 
location of the zeros of the characteristic function of the 




+ j 1::,,x , t ) 
is an approximation to the exact solution 
has a characteristic function which must 
have at least r zeros inside the unit circle and ( s-1) 
zeros outside the unit circle. Consequently no scheme with 
s = o may be stable. 
Chapter J.: In this chapter we prove the major result 
of the first half of this dissertation. The order of accu-
racy, p, of a stable semi-discretisation for solving the 
linear conservation law is bounded by 
p ( min { r + s + R + S , 2 ( r + R + l. ) , 2 ( s + S ) } 
This generalises the equivalent result proved by Iserles and 
Strang [Is83a] for full discretisations. Initially we 
describe the theory of order stars as introduced by Wanner, 
- iv -
Hair er and NJZSraett [Wa78], briefly discussing some of its 
more recent developments and applications. A proof of the 
given bound follows by incorporating the zero condition into 
the geometric properties of the order star and then applying 
a combinatorial argument to derive the optimal configuration 
of the poles and zeros of the characteristic function. In 
this way we also provide an alternative proof of the bound 
2 { s + s ) for FD schemes. Moreover, we prove that Pade 
approximations to zL !n z are normal for particular choices 
of r, R, s and s. 
Chapter~: In this chapter we prove that some schemes 
attaining the maximal accuracy, p = r + R + s + S, are 
stable. For these schemes the bound on accuracy means that 
they must be sufficiently centred: 
r + R ( s + s ( r + R + 2 , 
which considerably reduces the range of explicit and impli-
cit parts that may be incorporated in the model. Our 
analysis concentrates on schemes derived from the appropri-
ate Pade approximations: the Pade schemes. For the associ-
ated SD's proof of stability follows directly from the 
results of Iserles and Strang [Is83a]. Otherwise we rely on 
the Pade theory to determine the sign of the error constant 
of the approximation from which we prove that the von Neu-
mann condition is satisfied. In addition, the geometry of 
the order star is used to decide which configurations of 
poles and zeros are possible hence proving that the pole 
- V -
condition is also satisfied. Consequently we are able to 
prove that, as for FD's, stability occurs for the approxima-
tions lying on the three leading diagonals of the Pade 
tableau. 
Chapter~: In this chapter we elaborate on the discus-
sion in Chapter 1 of the convergence of the numerical solu-
tion of the O.D.E. system of equations arising from the spa-
tial discretisation. We discuss some of the advantages and 
disadvantages of poss.ible classes of O.D.E. methods for 
solving non-linear conservation laws, motivating our deci-
sion to investigate explicit methods. 
In solving a partial differential equation by the 
method of lines, we require that the family of eigenvalue 
curves of the Jacobian matrices of the semi-discretised 
equation, obtained as the mesh is refined, lies within the 
absolute stability region of the O.D.E. method. A scheme 
which is maximally efficient has the largest possible multi-
ple of the spectrum of the infinite dimensional Toeplitz 
operator describing the SD lying inside its stability 
region. These schemes maximise the Courant number that may 
be stably used in the numerical model. Moreover, due to the 
varying structure of the Jacobian matrix maximally efficient 
schemes for one class of SD methods will not be optimal for 
another class. 
The development of optimal schemes for parabolic equa-
tions has been extensively investigated ([Ve76], [Ho80]). 
We review the results for these equations and also discuss 
- vi -
the optimal schemes for hyperbolic equations discretised 
using central differences. For the former case extended 
stability on the negative real axis, and in the latter 
extended stability on the imaginary axis, is required. 
There are very few results in the literature applicable to 
hyperbolic equations with dissipative discretisations. Such 
SD's require maximal stability within a closed region of~ 
that adjoins the origin. However we do discuss the applica-
tion of the Comparison Theorems as introduced by Jeltsch and 
Nevanlinna [Je82J as well as the possible relevance of the 
work described by Manteuffel on Tchebychev iterations 
[Ma77 J. 
... 
Chapter Q: Here we propose a class of two- step multis -
tage methods for solving an O.D.E. system. This particular 
class of methods is designed to have the same number of 
function evaluations as a one-step method whilst retaining 
most of the degrees of freedom associated with a two-step 
method. A strategy for using these degrees of freedom to 
derive schemes with extended stability regions is described. 
Furthermore, the optimisation problem is solved for extended 
intervals of stability on the imaginary axis and for 
extended stability within wedge-shaped regions lying in ~. 
In this way schemes suitable for integrating either conser-
vative or dissipative SD' s of hyperbolic equations in an 
efficient manner are obtained. We also apply the optimisa-
tion technique to one-step Runge-Kutta methods and demon-
strate that, at the cost of extra storage, the incorporation 
• 
of the extra step is valuable for increased efficiency. 
- vii -
Consequently, this particular class of methods is useful for 
designing efficient methods not only for partial differen-
tial equations, but also for O.D.E.'s which require stabil-
ity within wedges adjoining the origin in~-. 
Chapter ].: Here a discussion of efficient algorithms with 
minimal storage requirements for both one- and two-step Runge-
Kutta methods is presented. First we review algorithms for 
the one-step methods. It is demonstrated that, by consider-
ing a specially designed scheme, a fourth-order four-stage 
method .may be implemented with just two arrays of storage. 
This is a considerable improvement on the four arrays of 
storage usually required to implement the one-step Runge-
Kutta methods. Therefore we investigate whether the class 
of two-step methods introduced in Chapter 6 may be imple-
mented in a comparable manner. We derive minimal-storage 
algorithms for two-step schemes by generalising the one-step 
implementations. We show that an algorithm requiring only 
two arrays of storage, whilst achieving third-order accuracy 
with three stages, is possible. Alternatively, with less 
restrictions on the integration parameters, algorithms 
requiring only three or four arrays of storage may be used. 
Finally we discuss the implementation of an error control 
mechanism for one- and two-step schemes. We demonstrate that 
the algorithms which need more storage are more useful in 
this context. For these algorithms the schemes still have 
some degrees of freedom available that may be used to minim-
ise the number of additional function evaluations. We 
- viii -
describe a possible method of error control similar to the 
Runge-Kutta-Fehlberg technique. Furthermore, an algorithm 
using five arrays of storage suitable for the two-stage 
methods of order two and the three-stage methods of order· 
two and three derived in Chapter 6 is suggested. 
Chapter fi: In this final chapter a group velocity analysis 
of SD schemes is presented. We derive expressions for the 
group velocity of both conservative and dissipative SD' s, keeping 
in mind that the complex nature of the group velocity for 
the latter schemes means that its general physical relevance 
is not clear. We analyse the group velocity, phase velocity 
and amplitude of four SD's, two of which are dissipative. A 
comparison of the characteristics of the SD's is then per-
formed by studying their evolution of three initial condi-
tions with different methods of time integration. 
The numerical models considered are based on the three-
point and five-point central difference formulae, as well as 
two third-order dissipative schemes, with integration by the 
midpoint and trapezoidal rules and the one and two-step 
Runge Kut ta methods obtained in Chapter 6. By choosing 
suitable initial conditions, a stepfunction, a pulse and a 
wavepacket, the dissipative and dispersive properties of the 
models are predicted. Integration of the dissipative schemes 
shows that these predictions are insufficient. A wavepacket 
evolves faster than group velocity would suggest but ampli-
tude attenuation does occur at a rate predicted by a simple 
amplitude analysis. Clearly, energy velocity must also be 
considered to obtain a complete picture fo r these models . 
However, group velocity predictions for the conservative 
SD ' s are very accurate. This demonstrates that for reason-
able time steps the influence of the time integration on 
group velocity is negligible. 
Further, not only is good shock resolution achieved by 
dissipative schemes, but also by conservative schemes 
integrated by particular Runge-Kutta methods. An extensive 
investigation of efficient Runge-Kutta methods for conserva-
tive SD's already exists in the literature. Additionally, 
the numerical development of these schemes is easier than 
for dissipative SD' s. Therefore numerical models based on 
the combination of conservative SD's with Runge-Kutta 
methods are very strong candidates for inclusion in codes 
designed to solve non-linear problems efficiently. 
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1. CONVERGENCE AND STABILITY OP PARTIAL DIFFERENTIAL 
EQUATIONS 
1.1 Nonlinear Equations 
The solution of non I/near partial different/al equations by numer-
ical methods poses many problems. For example, consider the 
genuine solutions of the nonlinear conservation laws, 
U(X,O) = r/J(X) (1.1.1) 
where rt, is a smooth initial condition and g is some suf-
f iciently smooth nonlinear function of u = u(x,t) • It is 
well known that the smoothness of r/J{x) does not ensure a 
continuous solution u(x,t) for all t > o (La60b]. Unique 
solutions of (1.1.1) exist only under the additional assump-
tions that all the discontinuities of u(x,t) are shocks: at 
all discontinuities u(x,t) must satisfy the Rankine Hugoniot 
jump condition and the entropy condition (La73]. The aim is 
to develop numerical models whose solutions converge to the 
real solution and mimic discontinuities correctly. This is, 
at present, an area of active investigation by many authors; 
see, for example, references (Le79], (Ro81] , [En80] , [Ha76] , 
where work following along the lines of that initially 
presented by Lax and Wendroff (La60b] is discussed . 
. · In some cases the solution of the nonlinear model can 
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be shown to be stable by applying the energy method directly 
[En80]. In most cases, however, non-linear stability is 
assumed to depend on the stability of the first variation in 
the difference operator. Strang [St64a] proved that this 
assumption is justified for systems with suitably smooth 
initial conditions solved by a consistent numerical model. 
The investigation of the linearised model is thus quite 
valid as a guide to the solution of nonlinear equations. 
In this chapter the concepts of convergence, stability, con- · 
sistency and order of accuracy are explained. Further, a brief 
review of the determination of convergence of the numerical 
model for various linear partial differential equations with 
and without boundary conditions is presented. 
l.2 Convergence, Stability and the Lax-Richtmyer 
Equivalence Theorems 
When solving any partial differential equation by means 
of a numeric~l model the major requirement is that the solu-
tion of the numerical scheme ahould converge in some sense to. 
the genuine solution. For this to be possible the numerical 
model must be a consistent approximation to the partial dif-
ferential equation, which in turn _must be a properly-posed 
problem. 
It is convenient to think of the variables describing 
the state of a system at fixed time t as elements u(t) of a 
Banach space B with a norm 11 11. The norm of an operator T 
- 2 -
is defined in the usual way by 
II T II = sup { 11 Tg II I g I' o , Tg exists , g G B } II g H 
(1.2 _. l) 
We denote the linear spatial different/al operator acting on ele-
ments of B by L, where L is, for simplicity, assumed 
independent oft. Then the initial value problem (IVP) is to 
find a one-parameter set of elements u(t) such that 
U = L U + f( x, t) t t ~ 0 
U(X,O) = (/J(X) (1.2 . 2) 
If boundary conditions are present we assume that they are 
linear homogeneous and are incorporated by assuming that the 
domain of Lis restricted to elements satisfying these con-
ditions. In this case we require to soive the initial boun-
dar y value problem (IBVP) . 
A genuine solution of (1.2.2) is the one-pa r amete r set u(t) 
such that 
i) u ( t) is in the domain of L f or a ll t in the compact 
interv al [ o , T ] and 
ii) lim 
flt ... 0 
11 u ( t + tit ) - U(_tj 
tit - (L u(t) + f(x,t)) 11 ... 0 (1.2.3) 
uniformly in t, for all t in the compact interval [ o, T] 
[La56] . 
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Alternatively if we pick an element </J which is not in 
the domain of L then obviously we can not always find a 
genuine solution satisfying the initial conditions. However 
we assume that we can always approximate the initial condi-
tion as closely as required by an element in the domain of 
L. Thus we assume that we can define an evolution operator E
0
( t) 
which has domain dense in 8 so that for any genuine solu-
tion u(t) of (1.2.2) depending uniquely on </)(x) 
(Ri67]. 
t 
u(t) = E0 (t) 1/)(x) + J E0 (t-s) f(x,s)ds 
0 
(1.2.4) 
In addition it is desirable that the solution u(t} 
should depend continuously on the initial value 1/)(x}. Thus 
we also assume that the operator E
0
(t) is uniformly bounded 
in any compact interval (O, T] with respect to the operator 
norm on 8 as defined by ( 1. 2. 1) . These two assumptions 
characterise a properly posed problem according to the notion 
of Hadamard [La56). 
These definitions mean that genuine solutions of prop-
erly posed problems are continuous and differentiable. How-
ever, such ~olutions need not exist: recall that solutions 
of non-linear conservations laws may be discontinuous 
[La73]. But as the evolution operator E
0
(t) is bounded with 
domain dense in 8 it has a unique bounded linear extension 
E(t) whose domain is the entire space a and · whose bound is 
the same as that of E
0
( t) [Ri67]. Thus for any properly 
posed problem and for arbitrary 1/J Ga we can interpre~ ~he 
- 4 -
one-parameter set of elements of u(t) GB given by 
t 
u(t ) = E(t)~(x) + J E(t-s)f(x,s)ds 
0 
(1 . 2 .5) 
as the generalised or weak solutions of the IBVP . E( t) is called 
the generalised evolution operator. 
By (1.2.3) any genuine solution of (1.2.2) is continu-
ous with respect to the norm of B. Furthermore, the ope.ra-
tor E(t) acting on B, satisfies the semigroup property, 
E(t + s) = E(t)E(s). 
Thus, applying the triangle inequality to (1.2.3) it can be 
shown that not only are the integral forms of the general-
ised solutions continuous in any compact interval [O, T] but 
also that their convergence in (1 . 2 . 3) is uniform in t , t ~ 
[ o, T], for a properly posed IBVP. 
Since for a properly posed IBVP (1.2 . 2) t he e volution 
operator is formally e Lt , we can write the formal solut i on 
of ( 1. 2 . 2) as 
U( t ) 
Lt ft L(t-s) =e ~(x)+ e · t(x , s ) ds , (1 . 2 . 6) 
0 
provided that f, Lt and L 
2
t exist and are continuous functions 
oft f or all t ~ o [Ri67]. Henceforth we shall as s ume that 
~ is square integrable, since for the formal solution as 
--
- 5 -
given this is sufficient. 
In this dissertation we are mainly concerned with numer-
ical models determined by finite-difference approximations 
to spatial-differential operators. This approach produces a 
system of ordinary differential equations that may then be 
integrated by an ordinary differential equation solver. The 
solution of partial differential equations in this way is 
often called the method of lines. We call the finite-
difference approximation a semi-discretisation (SD) and abbrevi-
ate implicit and explicit schemes by ISD and ESD respec-
tively. 
Alternatively, both spatial and time derivatives may be 
approximated in unison by means of Taylor expansions. This 
produces a system of difference equations for the solution 
at one time level as a linear combination of solutions at 
preceding time levels. A numerical model obtained in this 
way is called a full dlscretisation (FD) and if the solution is 
determined by solutions at k previous levels, it is called 
a k-step scheme. Again, we abbreviate implicit and explicit 
FD by IFD and EFD respectively. 











, •.• , jmoxm' t), being a multi-index, we 
replace the differential equation (1.2.2) by the semi-
discretisation; 
v' ( t) = B( ox) v( t) + F ( t) 
V( 0) = cl, (1.2.7) 
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Here the difference operator B 
of 
and 
has matrix coefficients 
which are functions the grid size 
are the projections 
of the continuous functions f( x, t) and </J( x) onto the gr id 
by the projection operator P( Ax). 
Consistency of the numerical model ( 1. 2. 7) is defined 
by requiring that the difference operator B(Ax) approxi-
mates L uniformly for every genuine solution u(x,t) and a 
set of initial conditions 
square integrable functions: 
</J(X) dense within the set of 
lim 
Ax ~ o 
II (P(AX) L - B(AX) P(AX)) u(x,t) II -== 0 (1.2.8) 
Consistency may easily be verified by expanding the product 
B(AX) V as a finite Taylor series. The truncation error 
involved in replacing Lu by this differential operator 
may be estimated by Taylor's theorem for sufficiently smooth 
functions. It can then be used to determine the convergence 
of the approximation to the · real solution. With the same 
conditions as for consistency , the method is defined to be 
convergent if 
lim 
AX ~ 0 
II V( t) - P( Ax) U( t) II -== 0 
for every t in a compa ct interval ( O, T ]. 
(1 . 2 . 9) 
Stability is a property of the difference approximation 
alone and limits the extent to which any component of the 
initial function can be amplified by the numerical pro-
cedure. We say that the SD difference scheme (1.2.7) is 
stable if for every T > o there exists a positive constant 
a such that the set, 
{ 11 et B( 6x) 11 } (1.2.10) 
is uniformly bounded for all tE [O,T) and o < 6x < a where 
6x = max { 6x . } . 
j J 
From the above definitions the following theorem, funda-
mental to the analysis of numerical models of the linear 
IBVP , may be proved. 
Theorem 1.2.1 The Lax-Richtmyer Equivalence Theorem for SD 
Methods: 
Given a properly-posed partial differential equation 
(1.2.2) and a consistent finite-difference SD approximation 
(1.2.7), convergence is equivalent to stability [Go77]. D 
Therefore the problem of determining under which condi-
tions convergence of the approximation to the real solution 
occurs as the mesh is refined may be investigated via the 
stability of the numerical model. 
Performing a full discretisation of (1.2.2), conver-
gence, stability and consistency are defined in a similar 
manner. Let 
n ~ o (l.2.11) 
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be a one-step scheme where C( .6t) 
t:,.t 
is a matrix function 
depending on t:,.x through where n V approximates 








, ••• ,jmt:,.xm' nt:,.t) and Fn approxi-
mates f(n6t}. The family of operators C(6t) is defined to 
be a convergent approximation if 
n. 
II ( C ( .6 . t ) J - E( t) ) r/) II ... 0 
J 
for any sequences 
(1.2.12) 
tends to zero 
and n . .6. t 
J J 
tends to fixed t as j ~ m for every r/) ~ B. It 
* is stable if for some T > o the family of operators, 
* 0 ( .6t ( T ( 1. 2 .13) 
for o ( n .6t ( T is uniformly bounded. By the Lax-Richtmyer 
Equivalence Theorem for FD methods, stability is equivalent to 
convergence under suitable conditions of consistency of the 
approximation and well posedness of the equation [La56]. 
In the following paragraphs we review many of the exist-
ing theories for determining the stability of SD models. 
Most of this theory was originally derived for FD models and 
then adapt~d later. Therefore parallel results, which will 
not always be quoted here, do exist for FD models. As we 
have already stated, it is the SD model which interests us 
more in this dissertation and therefore we feel this rather 
"back-to-front" discussion of stability is justified. Many 
references to the FD theory will be mentioned and where 
results will be required later the exact theory is stated. 
---
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1.3 The Cauchy Problem and Fourier Analysis 
Determination of stability criteria is considerably 
simpler for the constant coefficient problems defined on a 
bi-infinite domain with continuous initial conditions. Such 
equations yield straightforwardly to a Fourier analysis. A 
similar analysis can be applied if the boundary conditions 
are periodic [Is84b]. 
Working in the 12 norm, the Fourier transform provides 
an Isometric Isomorphism between points in the solution space 8 
-and the transformation space 8 [Ri67]. Consider the 
finite-difference scheme for solving (1.2.2) without a forc-
ing term as follows, 
I: f 11 v' k+/1 c t > = 
/1 
where k and /3 are multi-indices. 
grid is regular in each 
(1 . 3.1) 
We assume that the 
direction, i. e. 
are constants. 
and that the coefficients f /3 and 
The Fourier transform isometry then 
enables stability to be investigated ,in terms of the charac -
teristic function, h( z ) 
h(Z) = < >:: f 11 




/3 ]. /32 .Bm 
[ Is84b]. = ZJ. 22 z m 
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Theorem 1. 3 .1 
The method defined by (1.3.1) is stable if and only if there 
exist finite constants K and a such that 
t h i 9 . . ,,, II exp ( ( e . ) ) II ... K (1.3.3) 
for every t ~ o, 9 ~ [o,2rr]m and o < ~x < a. 
This theorem follows immediately from the definition of 
stability, as the Fourier transformation is norm-preserving. 
D 
Condition (1.3.3) is often called the von Neumann sta-
bility condition, although it should not be confused with 
the condition which we will describe in the next section 
that bears the same name. For the Cauchy problem as 
described here the two conditions are equivalent but the 
second condition is applicable to a wider class of partial 
differential equations. 
In a similar way, Fourier analysis of the FD scheme 
(1.3.4) 
describes stability in terms of the characteristic function, 
a( z, µ.), 
a( z, J.L) -== ( r: b 
13 
( J.L ) z13 ) - l < r: c 
13 





where µ, is the Courant number, . µ, = 6t/( 6x )K and K is the 
maximal order of space differentiation occurring in L. 
Theorem 1.3.2 
The method defined by (1.3.4) is stable if and only if for 
every 9 G (0,2~]m and o < 6x < a 
i 9 
11 a( e , µ, ) 11 " 1 (1.3.5) 
D 
Extensions of Fourier analysis by means of energy ine-
qualities to investigate equations with variable coeffi-
cients have been performed. Extra conditions of Lipschitz 
continuity of the defining functions are needed and the 
boundedness condition (1.3.5) must be somewhat strengthened 
(La51,62]. In the next section we consider the techniques 
usually employed for determining stability of IVP with vari-
able coefficients. · 
1.4 The Von Neumann Condition and The Kreiss Matrix 
Theorem 
The matrix B( 6x) satisfies the von Neumann condition 
for SD methods if a conslant C exists such that for every 
0 ( D.X ( 0 and X G a ( B( D.X) ) 
Re X ( C (1.4.1) 
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Obviously the von Neumann condition is necessary for 
stability as defined by (1.2.10). In the particular case 
when the matrix B is normal, that is it commutes with its 
adjoint, condition (1.4.1) is also sufficient for stability. 
This will0 be apparent from the following analysis. 
Let B(6x) be a diagonalisable matrix, 
where D is diagonal, with spectrum a(B). Then 
· tA 
II et B 'n ( K( Q) e max >.. G a(B)} 
follows from the definition of the matrix exponential and 
the diagonalisability of B. K( Q) is the condition number of 
Q which equals one if Q is unitary. If B is normal 
then Q is unitary and therefore sufficiency of (1.4.1) is 
immediate. However, if B is not normal, it is possible 
that K(Q) may tend to infinity faster than the exponential 
decays to zero as the mesh is refined; then stability does 
not follow. 
Sufficient conditions for stability of methods defined 
by non-normal matrices are more difficult to determine . We 
define the Kronecker product of two matrices A and B which 
are m x m and n x n respectively as t~e mn x mn matrix A~ B 
with elemen ts 
(A 6iit B)(K-l )n+k, ( J-l)m+j = ~JBkj . 
Decomposing a non- normal operator Ras the Kronecker product 
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of a fixed-dimensional non-normal matrix A with an m-
dimensional normal matrix Das 
R=A®D, 
it can easily be shown that 
II exp(Rt)H = max II exp( X.At) II. 
X E a(D) 
As usual a(D) represents the set of eigenvalues of D. Sta-
bility may therefore be determined by the Kreiss matrix 
theorem [Kr59] which gives conditions for a family of 
matrices to be stable as defined by (1.2.10). 
Theorem 1.4.1 The Kreiss Matrix Theorem 
For any family of ·m x m matrices A(w) where w En, is 
an arbitrary complex parameter, the following statements are 
equivalent: 
i) There exists a constant C such that 
H exp ( A( w )t) 11 ~ C for all t > o. 
ii) For some constant c1 and all X. satisfying ReX > o 
Re X. II ( A I - A( W) ) -l 11 (; C
1 
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iii) There exist synunetric matrices H(w) satisfying 
* H(w) A(W) + A (W) H(W) ~ 0 I ~ H( W ) 
and II H(w) II ~ C 
iv) There exist matrices satisfying iii) and K(m) depend-
ing only on m and not on the family A(w) such that 
II H(W) II ~ K(m) cl 
[Go77) . 0 
The most significant result here is condition ii), 
known as the resolvent condition, which comes from proving that 
II exp ( A( W ) t ) II ~ Kl ( m ) max Re >.. II ( >.. I -A ) - l n 
Re>..) 0 
for some K1 (m) [La75] . This characterisation of stability 
and its equivalent form for FD 
extremely useful in theoretical work. 
methods, [Kr64] , is 
In many cases the 
question of stability is reduced to an . estimate of the 
resolvent ([Kr68 ] , [St 80], [Gu72 ]). 
An a lter nat ive technique for , determining stabili t y 
which has already been mentioned is the energy method. This 
method is far more general than the above techniques and 
relies on the determination of a norm in which the solution 
is demonstrated to be uniformly bounded. As application of 
the energy method requires proof of stability for each 
- 15 -
method considered, it might seem that this technique is not 
particularly useful. However, it can be applied not only to 
Cauchy problems but also to mixed boundary-value problems 
and nonlinear equations, allowing proofs of stability in 
difficult cases ( [En81], [St64a], [Gu72], [La60a]). There-
fore it is extremely useful, even if more complicated to 
implement in practice. 
The use of the word energy here is rather misleading. 
In some cases the energy method does prove that the energy 
of the system is conserved, but in general this is not so. 
Generally, the idea is to show that, 
_g_ II V( t ) II 2 (; K II V( t ) H 2 dt 
for some real constant K. Then 
.!_Kt 
2 
II V( t ) II ' e II V( 0 ) II 
Bt stability follows since v(t) = e v( O ) . 
and 
The incorporation of boundaries further complicates the 
stability analysis. In the next section we cons i der equa-
tions define d on finite domains with homogeneous bound a ry 
conditions · .and fo r simpl i c ity r estrict the anal ys i s t o the 
scalar case . 
1.5 Toeplitz Operators, Godunov-Ryabenki Analysis and 
Homogeneous Boundary Conditions 
The Kreiss Matrix Theorem enables determination of 
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stability for non-normal operators which may be decomposed 
in the particular way shown. Unfortunately the incorpora-
tion of boundary conditions into R affects the normality of 
D. Now stability requires uniform boundedness of R as the 
mesh is refined. Naturally with this refinement the size of 
R and hence D increases. As a consequence the non-
normality of R means that the eigenvalues of the finite 
matrices, and hence the preceding analysis, may be quite 
misleading as a guide to stability. 
We will assume that the boundary conditions are homo-
geneous and that the same model is used to approximate near 
the boundary at each time level. Then the boundary condi-
tions only impose a small correction on the normal matrix D 
which describes the internal model. Thus stability can be 
investigated by the the analysis of local normal modes as 
introduced by Godunov and Ryabenki [Go64]. 
Consider the family of operators {R(6x)} . The point >.. 
in the complex plane is called a point in the spectrum of 
the family of operators {R(6x}} if, for any positive Ewe 
may choose _ 6x
0 




II ( R( !::.x } - >.. I } V II ~ € II V II (1.5.1) 
is satisfied by some function v belonging to the space on 
which R(!::.x} is defined [Go64]. The aggregate of all such 
numbers >.. forms the spectrum of the family of operators 
{ R( t::.x}} • 
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Obviously for any point A not in the spectrum of {R(AX)} 
there exists Ax < Ax
0 
such that R(~x) - AI is invertible. 
Therefore the G-R criterion which is necessary for stability 
of SD methods, is that every element A in the spectrum of 
{R(Ax)} must have non-positive real part. With this condi-
tion imposed, the amplitudes of normal modes will either 
remain constant or decay in time. Therefore normal modes 
near the boundaries, which might have a pronounced effect on 
stability, are also required to remain constant 01;: decay. 
Notice that the G-R criterion is in a sense an analogue for 
IBVP of the von Neumann condition for IVP. 
Until now the implications arising from the possibility 
of the operator B( Ax) being implicit, B = B~1 B2 and 
B1 v
1 = B2 v, have not been discussed. The mod.P. l is not solv-
able unless B1 is invertible and therefore stability requires 
that in addition B1 , which depends on ~x, must be uniformly 
invertible as the mesh is refined. In the case of a Cauchy 
problem, a uniform shift in the centre of the grid to make a 
locally invertible B
1 
· uniformly invertible would be unno-
ticeable. However, if boundaries are incorporated, such a 
shift would - alter the position of the boundaries and there-
fore the problem itself. 
We restrict our analysis to the schemes in one space 






u = au t XX (1.5.2) 
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Full discretisations for solving equations (1 . 5 . 2) have been 
thoroughly investigated by Strang, first on the semi-
infinite interval [St64b], and then on the finite interval, 
[St6 6 ]. He has also given an extension of the theory to the 
variable-coefficient case a(x): sufficient conditions for 
stability are the same as for the constant coefficient case 
with the additional requirement of Lipschitz continuity of 
the defining functions [St64b]. Determination of stability 
relies completely on a Wiener-Hopf factorisation of a Toeplitz opera-
tor to define invertibility in terms of an index condition 
for the operator. The extension to the SD case was carried 
out recently [Is83a]. 









-Stability requi r es that F has a bounded inverse . F is 
thought of as a Toeplitz matrix with the f j on the j-th 
d i agonal j e: ~. Now a correspondence between doubly inf in-




i j e 
e < === > F = T(F ), T(F )jk = fk . (1.5 .4) -J 
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(St64]. Then the requirement that F has a bounded inverse 
means that F(z) must be analytic in an annulus enclosing the 
unit circle. Further, we apply the Wiener-Hopf technique 
directly on the half line o ~ x < ~- F is factored into a 
product UL of upper and lower triangular matrices which are 
themselves Toeplitz via the corresponding factorisation of F 
into a product of outer and inner functions. 
We assume that the Toeplitz matrix F can be factorised 
as a product UL. Then the associated Laurent polynomial 
F(z) can be factored as two polynomials U(z}L(z) where the 
S factors corresponding to the largest roots go into U(z) 
and the others into L( z ) Then the Wiener-Hopf method 
depends entirely on the properties of the corr~spondence of 
L(z) and U(z) with the appropriate lower and upper triangu-
lar matrices Land ii. For this correspondence the following 
properties may be proved. 
i) F(Z) = U(z)L(Z) implies F = UL. 
ii) U is invertible only if all S roots of U(z) satisfy 
and 
--]. u is Toeplitz. 
iii) L is invertible only if all R roots of L(z) satisfy 
and - -1 L is Toepli tz. , 
iv) F is invertible if and only if both U and L are 
invertible. 
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v) is similar to H = 6-1 G f.-1 which is 
Toeplitz. 
vi) 
G(eie> T Re ( . . ) , o for all e 1:: [ o, 211 J, then H + H is 
P(e1e> 
If 
negative semi-definite [Is83a]. 
If the pole condition holds, that is h(z) has R poles in 
IZI < l and S poles in IZI > 1, then by conditions i) to v) 
the differential equation can be described in terms of the 
new variable w(t) = Lv(t). But then the von Neumann condi-
tion vi) implies that the equation in terms of w(t) is dis-
sipative 
d ~T 
- (W,W) = ((H + H )W,W) '0 dt 
Thus the original problem was indeed stable and the von Neu-
mann and pole conditions are sufficient for stability. Cer-
tainly by condition iv) if the pole condition does not hold 
the matrix F can not be invertible on o ~ x <= . Also it can 
be shown that if vi) is violated for some e the solution in 
terms of w( t) explodes and so the original problem was 
unstable [Is83a] . Thus the von Neumann and pole conditions 
are also necessary for stability and we have the following 
theorem which determines convergence completely : 
Theor em 1. 5 . 1 
An equation of the form (1.5.3) is s t ab l e i f and only 
if it s a tisfies: 
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i) The von Neumann condition: Re( 
G( ei e} 
) ( 0 for all 
F(ei e> 
e. 
ii) The pole condition: F(Z) has R zeros in I z I < 1 
and s zeros in I z I ) 1. D 









An equation of the form (1.5.5) is stable if and only 
if it satisfies: 
1) The von Neumann condition: I a(eie) I ~ 1 for all e . 
ii) The pole condition: Q(z,µ.) has R zeros in I z I < .1 
and S zeros in I z I > 1 . D 
Here a(z,µ.) is the characteristic function as defined by 
(1.3.5), and Q( z' µ.) is defined by 
a( Z Iµ.) R -= z r P(z,µ.) / Q(z,µ.}. 
1.6 Gustafsson Kreiss and Sundstrem Theory 
The extension of stability analysis to mixed initial 
boundary-value problems ( IBVP) for systems of equations in one 
space variable occurred mainly for full discretisations . As 
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i) The von Neumann condition: 
9. 
ii) The pole condition: F( z) has R zeros in 
and S zeros in I z I > 1. 
for all 
I z I < 1 
D 






An equation of the form ( 1. 5. 5) is stable if and only 
if it satisfies: 
1) The von Neumann condition: I a(ei 9 ) I ~ 1 for all 9 • 
ii) The pole condition: Q(z,µ.) has R zeros in I z I < 1 
and S zeros in I z I > 1 . D 
Here a(z,µ.) is the characteristic function as defined by 
(1.3.5), and Q( z, µ.) is defined by 
a( z, µ.) R - r = z P( z, µ.) / Q( z, µ.). 
1.6 Gustafsson Kreiss and Sundstrem Theory 
The extension of stability analysis to mixed initial 
boundary-value problems ( IBVP) for systems of equations in one 
space variable occurred mainly for full discretisations . As 
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few results for semi-discretisations are given in litera-
ture, the course of events for FD is surveyed here. 
In the solution of the IBVP the stability of the interior 
problem away from the boundaries is obviously crucial. We 
assume that the interior problem is stable in the Cauchy 
sense, that is for frozen coefficients and the boundaries 
removed to infinity. Thus we assume the von Neumann condi-
tion is satisfied and it i.s ni':itnr.al to assume the G-R er i-
ter ion as well. 
Initial developments were for restricted classes of 
problems: a scheme is said to be dissipative of order 2q if 
the eigenvalues >..(fJ) of the characteristic function of 
the difference scheme satisfy the estimate 
I X(fJ) I < 1 - a 1e ?ci (1.6.1) 
for a constant a >o , a natural number q > o and all e, 
o ~ I e I ~ TT [ Kr 6 6 ] . 
Imposition of dissipativity on the IVP ensures that 
high frequency components possibly introduced by the boun-
dary will die away in time. Supposing that the matrices 
defining the IVP and its difference approximation are Hermi-
tian, uniformly bounded and uniformly Lipschitz continuous 
functions in the spatial variable, dissipatiyity is suffi-
cient for stability [Ri67]. Matrices which are simultane-
ously diagonalisable by unitary transformations are called 
hyperbolic. Hermitian matrices the ref ore define a hyperbolic 
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system and consequently hyperbolic, dissipative, IVP are 
stable. Kreiss [Kr66] uses this property to determine suf-
ficient stability criteria for IBVP with hyperbolic dissipa-
tive interior schemes. Extension to non-diagonalisable sys-
tems takes place by the use of an integral relation to bound 
powers of the discrete time evolution operators. Stability 
is defined in terms of the generalised eigenvalues of the system 
[Kr68] . 
An alternative approach is to consider the difference 
operator for the IBVP as a Toeplitz operator defining the 
interior scheme with a finite-rank correction to account for 
the boundary values. By means of a Wiener-Hopf type factor-
isation, Osher [Os69] proves sufficient stability conditions 
for hyperbolic systems of equations. These are given as a 
"separation of zeros" criterion for the characteristic func-
tion of the interior scheme . The separation condition is 
weaker than dissipaL.i.vity and thus the Kreiss results for 
diagonalisable explicit systems [Kr66] follow as a corollary 
of Osher's main theorem. 
Development of a general theory to cater for all sys-
terns of equations, dissipative or nondissipative, 
diagonalisable or nondiagonalisable, is by means of a rather 
unusual norm for defining stability [Definition 3.3, Gu72], 
With this definition the Gustafsson, Kreiss and Sundstrom 
(GKS) Theorem [Theorem 5.1, Gu72] states that the difference 
scheme is stable if and only if there do not exist any gen-
• eralised eigenvalues outside or on the perimeter of the unit 
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circle . The motivation for this theorem comes from the work 
of Kreiss, [Kr70], on the well posedness of a hyperbolic 
system of differential equations. Such a system is well 
posed only if it has no eigensolutions. 
For the finite interval, stability of the two problems 
determined by removing one or other boundary to infinity are 
investigated separately. Stability of the initial 
boundary-value problem defined on the finite interval fol-
lows only if the corresponding left and quarter plane prob-
lems are independently stable [Theorem 5.4, Gu72]. 
Goldberg and Tadmor [Go78,81], give alternative stabil-
ity er iter ia in terms of the boundary conditions. Assume 
that the boundary schemes are translatory, that is the same 
scheme is used at all grid points. Then defining stability 
as in the GKS theory, they prove that stability follows 
independently of the interior scheme , assumed to be Cauchy 
stable, if the boundary conditions are generated by an 
invertible stable scheme . 
Str ikwerda, [St80], has provided an extension of GKS 
theory to SD schemes in the case of hyperbolic systems of 
equations in one-space variable. Stability, defined with a 
GKS-type norm, occur s if and only if t ,here are no eigensolu-
tions of the di ffe r ence scheme . It appear s that stability 
of nondiagonalisable SD schemes has not been investigated. 
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1.7 A Group Velocity Interpretation Of Stability 
For a thorough d~scr iption of the group velocity analysis 
of finite-difference schemes, the reader is referred to the 
work of Trefethen [Tr82a , 82b , 83] . Here some basic defini-
tions are given and the main results concerning the 
interpretation of GKS theory are highlighted. 
Consider a scalar linear partial differential equation 
with constant coefficients admitting solutions of the form 
U(X,t) = ei(Wt+!X) 
The dispersion relation for the partial differential equation 
is w -== w( e) for each real wavenumber e and corresponding 
real frequency w. The speed of propagation of the solution is 
called the phase speed , 
C( ! ) =~ e . 
whilst the speed at which energy travels is the group speed 
C( ! ) 
Trefethen, [Tr8la], demonstrates a connection between 
the instability of an IBVP and the possibility t hat a set of 
waves can radiate from a boundary. This, in turn, is linked 
to wavenumbers with negative group velocity being supported 
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by .the boundary schemes. Further, this is connected with 
the normal-mode analysis of GKS for determining the eigenso-
lutions supportable by the scheme. Trefethen points out 
the existence of !
2 -stable models which are unstable in 
the sense of GKS showing that in the case of zero group 
velocity the GKS theory is insufficient. There is no claim, 
however, that the group velocity analysis is itself corn-
plete. It is limited entirely to non-dissipative schemes 
and in some ways the analysis is negative demonstrating only 
instability rather than the traditional view of demonstrat-
ing stability. 
The different approach of the group velocity technique 
for examining stability is, nonetheless important. The 
complicated GKS criteria are given physical interpretation 
in terms of the group velocity of parasitic waves. In real-
istic physical applications this approach reinforces the 
quite evident idea that spontaneous emission of energy from 
the boundary into the interior will cause instability. The 
relationship between GKS and group velocity is made more 
exact in a later work by Trefethen [Tr83]. 
1.8 Solution Of The Ordinary Differential System Of Equa-
tions 
We showed in earlier sections that the semi-
discretisation of a partial differential equation yields an 
ordinary differential system of equations vl == B v • The solution of 
such systems of equations has been thoroughly investigated 
and numerous stability concepts derived imposing uniform 
boundedness with respect to various norms on the solution 
v(t) . A complete analysis of systems of ordinary differen-
tial equations is given in many traditional texts, for exam-
ple Henrici, [He62]. 
Suppose that we solve the linear constant coefficient 
semi-discrete problem by a one-step integration formula 
n+l n v == R(AtB)v (1.8.1) 
where R( At B) is a specific matrix-valued polynomial or 
rational function. The scalar function R(z): q: ... q: , for 
z = At X. , X. b a( B) , is called the stability function and deter-
mines the stability of the scheme. Then (1.8.1) is called 
absolutely stable at z G;; Q: , if, for this z, I R( z) I < 1 and 
A-stable if it is absolutely stable for all z b q: Re z < o. 
The following equivalence holds if the coefficients of the 
integration scheme are real constants, 
~ e a( B) I R( At X. ) I < l < ===) p [ R( At B ) J < l (1.8.2) 
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Then if the spectral radius of R is less than one for all 
eigenvalues of B, th {vn} e sequence vanishes when n .... oo 
But how relevant is the concept of absolute stability in 
the analysis of partial differential equations? We need to 
know when absolute stability guarantees stability of the 
partial differential equation. In this case we require that 
vn+l = Rn+l v0 satisfies II vn+l 11 < 11 v0 11 as n .... 00 • So we 
need II Rn+l 11 < l and p(R) < l is only sufficient if R is a 
normal function. 
Example 1.8.l 
Consider solving the simple hyperbolic partial differen~ 
tial equation 
ut'"' ux 
U(l,t) = 0, 
U( X, 0) = <p( X ) , 
0 ~ X ( l, t) 0 
t ) 0 
0 ~ X i.;;1 
(1.8.3) 
where <p( X) is a smooth initial condition. We perform a 
semidiscretisation of the spatial derivative by the standard 
Euler explicit method on the interval [0,1] divided into m • i 
equal subintervals, 6x = 1/m. The time dependent function 




, ... ,vm] then satisfies, 
v' = B v, (l.8.4) 
where B is the constant m x m matrix, 
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-1 1 




0 -1 1 
-1 
Integration of this equation again by explicit Euler defines 
the one-step integration formula 
where vn approximates v(nat) and R is the m x m matrix, 
1-JJ, JJ, 
0 1-JJ, JJ, 
R • 
JJ, 
0 1-JJ, JJ, 
1-JJ, 
.u ·= At/ Ax being the Courant number. 
Obviously the spectral radius of R is less than one 
for o < .u < 2 and the eigenvalues of B lie inside the 
stability region of R for these bounds on .u. 
However, it is stability of the complete model which is 
of interest when solving (1.8.3). It is elementary to show 
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using the energy method that the solution of ·the full 
discretisation is bounded in the 12 norm if and only if 
o ( ~ ( 1 . By Brenner, Thomee and Wahlbin this result can be 
extended to stability in tp ' 1 ( p ( - [Br75] . This condi-
tion is far more stringent on the permissible values of ~ 
for t -stability and consequently absolute stability condi -p . 
tions must be viewed with caution in the SD framework. 
Notice that if the matrix R had been normal, then 
p( R) = II R n 2 
obtained. 
and the correct bound would have been 
A stability analysis of the time integration method 
should be used to bound the size of the time step which can 
be safely used. The above example demonstrates that it is 
not enough to merely asse r t that ~t times the eigenvalue 
of the Jacobian matrix B should be inside the stability 
region for every eigenvalue. Boundedness is required as the 
mesh is refined or equivalently as the size of the matrix 
increases . Treating the system as a whole we have an FD 
scheme and . we therefore require that the spectrum of the 
infinite Toeplitz operator must lie within the stability 
r egion , t h is b eing the v on Neumann condition necessary for 
stability o f FD s chemes. 
If the Toeplitz operator is Hermitian, then the asymp-
t o t ic distr i but i on of the eigenvalu es can be det ermined by 
the theory of equal distributions , as defined in Gr enander and 
Szegl5 (p.63, [Gr58]). We denote the eigenvalues of the 
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finite Toeplitz form by 
Then a consequence of a theorem (p.68, [Gr58]) is that these 
eigenvalues are equally distributed amongst the spectrum of 
the infinite Toeplitz form as m ... co Therefore absolute 
stability is a safe er iter ion if the underlying matrix is 
Hermitian as in this case the eigenvalues of the finite form 
tend uniformly to the spectrum of the infinite form. 
In many cases in the literature the Jacobian matrix has 
been Hermitian and therefore the problem demonstrated has 
not occurred. The eigenvalues of the Jacobian have been 
enough to bound the Courant number. In this dissertation we 
investigate some semi-discretisations whose Jacobians are 
not Hermitian and demonstrate that consideration of the 
eigenvalues alone can indeed be quite disastrous. 
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2. STABILITY, ORDER OF ACCURACY AND AN APPROXIMATION-
THEORETIC PROBLEM 
2.1 Introduction 
During the last few decades much interest has been 
shown in determining the maximal accuracy of schemes for 
solving partial and ordinary differential equations. In 
some cases maximally accurate schemes can be derived. How-
ever, imposition of stability often drastically reduces the 
order of accuracy attainable. Alternatively, upper bounds 
for stability can be proved and the problem is then to find 
schemes which attain this bound. A further er iter ion is 
whether the maximally accurate stable schemes can be chosen 
to have minimal error constants. 
Historically, the first succe~:rn along these lines was 
the proof by Dahlquist [Da56,63] of stability barriers for 
multistep methods in the solution of ordinary differential 
equations. _ The first Dahlquist barrier states that a zero 
stable k-step method for the solution of the non-linear 
equation, ut = f(u) has accuracy bounded by k+2 2 [ --- ] 2 
[Da56] . If A- stablflty is imposed, we have the second 
Dahlquist barrier that accuracy cannot be greater than 2 
[Da63] . The scheme with smallest error constant is then the 
trapezo i dal rule which is a one step method . 
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The introduction of the theory of order stars by 
Wanner, Hair er and N9Srsett [Wa78] has been instrumenta.l in 
proving many similar results. In this paper they general-
ised the Dahlquist second barrier to multistep n-derivative 
schemes to prove the Daniel-Moore conjecture, that an A-
stable method cannot have accuracy p > 2n. 
However, the investigation of partial differential equa-
tions is more complicated, with different results being 
derived according to the type of the underlying equation. 





Strang [St62] derived maximally accurate explicit FD schemes 
( 1. 5. 5), p = s + r, which he proved were stable for Courant 
- -numberµ, o < µ < 1, provided that s = r, r + 1 or r + 2. 
Instability for other choices of r and s was not proved. 
The proof that the one-s ided schemes, i = o, or s = l have 
order p ~ 2, for stability, was proved by F.ngquist and 
Osher [EnBlJ . and Strang [St64a] respectively. 
Unification of these results for the fully discrete 
models relies on the observation made by Iserles and Strang 
[ I s83a] that associated with every FD scheme, is an SD 
scheme which has accuracy and stability properties inherited 
from the defining scheme . This relationship wi l l be 
described in detail in Section 2.3 . 
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Iser les [ I s82] , investigated the maxima 1 order of SO 
schemes using an extension of the theory of order stars. 
From the relationship just mentioned his saturation result, 
p ~ min { r + s , 2( r + 1) , 2s } 
for explicit stable schemes, (1.5.3), immediately bounds the 
order of explicit stable schemes (1.5.5), 
P ( min { r + s , 2c r + 1) , 2s l 
[ Is83a]. By the same relationship, they also prove that 
stable implicit schemes, (1.5.5), have order bounded by 
- -p ( min { r + s + R + S , 2( r + R + 1) , 2( s + S) } 
Stable schemes attaining these bounds are derived in both 
papers. 
For the explicit SO schemes, Iserles [Is82] derived an 
express ion for the error constants of stable methods from 
- - -the class {r , s } , r ;;i: s , with accuracy 2s , and demon-
strated that increasing the number of steps taken to the 
left of the origin does not improve the error constant. 
Increasing the number of steps taken to the right of the 
origin does, however, lead to a scheme with minimal error 
constant [Je84]. Taking an increased set of points to the 
tight brings us arbitrarily near to the minimal error con-
stant with a stable scheme . 
error constant is unstable. 
But the scheme with minimal 
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An extension of some of these results to multistep 
schemes was proved by Strang and Iserles [St82]. An expli-
cit multistep stable scheme using s points to the right 
and r points to the left at each time level, has accuracy 
- -p :;;; 2( r + s) If the variable coefficient problem, 
ut = a(x) ux , is being solved, then this bound is halved, 
- -p:;;; (r + s) [Is84c]. 
For parabolic problems, ut = w uxx , w > o , the only 
result appears to be that by Iserles [Is83a]. He considers 
the solution of this parabolic problem by an implicit fully 
discrete scheme using the same number of points, r , to the 
left and right at each time level. 
stability is p:;;; 4r + 1. 
Maximal accuracy with 
Most of these recent saturation results have been with 
the aid of the theory of order stars and some generalisa-
tions. The question of reconciling accuracy and stability 
is posed as a problem in approximation theory. We require 
· to investigate a rational approximation to some function 
where the approximation must, for the sake of stability, 
satisfy both the von Neumann condition and the pole condi-
tion. Order star theory is crucial here for demonstrating 
which particular distributions of poles and zeros can occur. 
In the next few sections we aim to complete the work of 
Iserles and Strang [Is83a]. We prove a result bounding 
accuracy for all stable implicit semi-discretisations . For 
th i s we must define the approximation problem c ompletely a nd 
also der ive an extra condition for stability that follows 






I I _·. 
• 
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2.2 Order of Accuracy 
Determining the order of accuracy of a numerical scheme can 
be interpreted as a problem in approximation theory. To 
justify this statement we consider the evolution equation in 
one space variable~ 
ut =Lu, u(x,o) = ~(x) , u = u(x,t) (2.2.1) 
together with suitable boundary conditions. The operator L 






where the are constant coefficients and D = a;ax is 
the differential operator. Defining E to be the spatial 
shift operator, 
(2.2.2) as 
since by operator 
L = L ( E) = 
theory E 
we can reexpress 
K 
C !nE )j 
[ a . (2.2.3) 
j=o J 6xj 
llxD = e 
The approximation of ( 2. 2 . 1 ) by the semidiscrete sys-
tern, 
v/ = B ( llx) v (2.2 . 4) 
is d e fined to be accurate of order p if B(6X) 
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approximates the differential operator L with error 
Recalling the definition of consistency, 
(1.2. 8 ), it is evident that consistency is equivalent to 
order of accuracy being at least one. 
Assuming that the same scheme is used to solve (2.2.1) 
at all grid points away from the boundary, we write (2.2 .4) 
more precisely as a system of equations, one for each 
s 
E f . v 1 + . < t > = 
j= -R J m J 
1 s 
K E g. V +· (t) 
6x j= -r J m J 
(2.2.5) 
where K is the maximal order of the differential operator, 
a;ax occurring in L • 
As the operators Dt = a;at and E 
write this as, 
f. Ej - - 1 - ~ . g. Ej l 
J 6xK j= -r J 
commute, we may 
V (t) ::: 0 
m 
The differential equation (2.2.1) defines Dt = L, therefore 
the finite~difference scheme (2 . 2 . 5) normalised by 6t, is 
of order of accuracy p in 6x around 
Z = l + 0(/::.X) if and only if 






is a constant, h(Z) is the rational func-
s 
g. zj r: 
j= -r J h(Z) = s 
f. zj r: 
j= -R J 
and we have allowed 6t and t.x to vary whilst the Courant 
number, µ, = tit/( bx )K , has been held constant. Assuming 
that the implicit part of the operator is invertible for 
small t.x , the approximation h(z) is well defined. 
Similarly, it can be shown that the solution of (2.2.1) 
by the full discretisation, 
s n+l s r: b. [ n vm+j - c. vm+j J J 
j= -R j= -r 
is of order accuracy p in 6x around z = 1 if and only 
if, 
- -
a( z, µ,) = exp ( 6 t L( z)) + c ( z - 1 l+ 1 + 0 ( I z - 1 I p+2 ) 
p+l 
(2.2.7) 
-As above, C # 0 is a constant and a( z, µ,) is a 
p+l 
rational function which depends on the Courant number via 




c.(µ.)zj r: - J 




j= - R 
Having posed the problem of determination of o r de r of 
accuracy as a problem in approximation theory, we are now in 
a position to discover the maximal accuracy obtainable of 
some classes of stable schemes . We describe our par ticular 
approximation problem more exactly in the next section . 
2. 3 The Approximation Problem and a Relationship Between 
Fully- and Semi-discretised Schemes 
For the solution of the linear hyperbolic equation in 
one space variable, (2 . 1.1) , the linear differential opera-
tor , L , is just the part ial derivativ e a;a x . Thus the 
accuracy condition (2.2.6 ) is, 
h( Z ) = .tn z + c ( z - 1 )p+l + 0 ( I z - 1 I p+z ) . ( 2. 3 . 1 ) p+l 
Necessary and sufficient conditions for stability of models 
such as (2.2.5) are given by Theorem 1.5.1 as conditions on 
the rational function h(z) . Therefore, determination of 
the maximal accuracy of a stable scheme of type (2.2.5) for 
so~ving (2.2.1), can be investigated completely through the 
properties of the function h( z). Stated precisely the 
!I 
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problem is as follows: 
Find the maximal order of accuracy, 
rational approximation, 
p of the 
to 
t z tn z , t = r-R, in the neighbourhood of z = 1 , where h( z) 
satisfies toe following conditions: 
(1) The von Neumann condition: Reh(eie) ~ o for a.11 e , 
(2) The pole condition: h(z) has R poles in I z I < 1 
and S poles in I z I > 1. 
This problem was partially solved by Iserles and Strang 
[ I s83a] when they solved the egu i valent problem for the 
fully discrete scheme. 
characteristic function, 
In this case, by (2.2.7), the 
a( z, µ) is an approximation to 
a( z, µ) = zµ + c _ ( z 
p+l 
- -
1 l+l + 0( I z - 1 I p+ 2 > 
-
(2.3.2) 
Thus we seek rational functions, r - R A(Z,JL) = Z a(Z,JL) 
where a(z,µ) satisfies the condition of Theorem 1.5.2. 
( 1) The von Neumann condition: iG I a( e , µ ) I ~ 1 for all 
e, 
(2) The pole condition: a(z,µ) has R poles in I z I < 1 and 
S poles in I z I > 1. 
As mentioned in Section 2.1, the partial solution to 
! 
our problem arises from a relationship between fully- and 
semi-discretised schemes. Forming the derivative of a(z ,µ.) 
with respect to µ. , evaluated at µ. = o , gives a rational 
approximation to the logarithmic function in the neighbour-
hood of z = 1 . The SD scheme defined by this approx ima-
t ion is called the associated SD scheme of the FD scheme . 
Each FD scheme must be associated with an SD scheme but not 
all SD schemes can be derived in this way. 













g . z j r: 
* i= -r J g ( z ) h( z ) = - . ( 2.3.4) s * 
r: f . zj f ( z ) 
j = -R J 
As we r equire t hat t h e map defined by the FD appr oaches the 
* * identity asµ.~ owe have c (Z,O) = b (z,o). Therefore, 
h( z) 
a 
[ a( z, µ.) JI µ.=o = aµ 




__il:_ _ J!:. 
lµ.=Q (2.3 . 5) * * b C 
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* * . "' ~ where c and b denote the partial derivatives of c and b µ. µ. 
with respect toµ.. By the accuracy condition (2.3.2), h(z) 
-
approximates !n z with order p ~ p From (2.3.3) the 
-* - * 
powers of z in the numerator of h(Z) extend from - r to
 s 
-* - * 
and in the denominator from - R to s where 
-* -* r = rnax(r,R) s = rnax(s,S) (2.3.5) 
-* -* R = min ( r, R) S = min ( s ,S) 
-* -* 
The associated scheme therefore has r = r , s = s 
-* -* R = R , S = S and so r ;;.r; R, s ;;i,; S. Consequently the set 
of values { r, s, R, S } which the SD scheme may take is res-
tr icted and so not all SD schemes are associated with FD 
schemes . As p ;;i,; p, the associated scheme inherits accuracy 
of the FD scheme and any bound on p obviously bounds p . 
The stability conditions in both cases mean that stabil-
ity is also inherited. By Taylor expansion we have, 
Hence 
( 2.3.7) 
and one von Neumann condition implies the other. From 
(2.3.5) the zeros of 
R * z f ( z) are just the zeros of 
- 43 -
zRb(z,o) , apart from the zeros at the origin which correct 
for the difference in degree . One pole condition therefore 
f ollows from the other. 
Iserles and Strang [ Is83a] employed this relationship 
to determine an upper bound on p by working with SD 
schemes with r~R and s~S . They derived the bound, 
p ~ min { 2( r+R+l) , 2( s+S+l) , r+R+s+S } (2.3.8) 
for this restricted class of SD schemes. In the next 
chapter we extend some of the ideas of the order star 
theory, enabling the bound (2.3.8), with the refinement 
2(s+S+l) to 2(s+S) , to be derived for all SD schemes . 
2 .4 The Zero Condition for Stability 
Iserles and Strang [Is83a] were able to derive the 
upper bound given by (2.3.8) quite stratghtforwardly, having 
pr esented a relevant order star theory . Consideration of 
the e volution equation (2 . 1 . 1) wi t h ini t ial c ond ition, 
u( x, O) = ~( x), ~ a smooth f unct i o n , s h ows that this bound can 
not be optimal. So lution s o f the e vo l ution e q ua tion tr avel 
alo ng its c haracteristi c c urves ; u (x, t ) = ~(x+t ) . We would 
therefore expect signals to travel from right to left. 
Assuming that the Courant number, µ. = ~t < 1 , it may be .6x 
expected that the number of points taken to the left would 
correspond to the number of points taken to the right, in 
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both e xp l icit and implicit parts of the of the operator. 
-Th us the r e shou l d be a cor r espondence between r +l a nd s , 
and R+l a nd § , implying that t he bound (2.3. 8 ) i s t oo 
generous . 
A variant of the order star theory is required to deter -
mine the optimal bound on p . The extra condition that the 
geometry of the order star has to obey comes about by 
realising that the pole condition imposes conditions not 
only on the location of the poles but, in doing this, on the 
location of the zeros as well . This follows from the 
analyticity of the approximation to the logarithmic func-
tion . 
Theor em 2.4.1 
I f the ISO scheme is stable and p ~ 1 then 
h ( z) has at mos t r zeros in a < IZ I < 1 
and at most s - l zeros in co > I z I > l. 
Pr oof 
The desired result follows from the argument principle 
for meromorphic functions applied along the unit circle. 
However consistency requires h(l) = a and therefore the 
argument principle cannot be applied directly . Consider 
:le 
instead the function h (Z,€) de f ined f or a<€« 1 by . 
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* h ( z, € ) : = h( z ) - € 
* Then h ( z, €) has the same poles as h( z) and its zeros 
are near those of h(z) for small €. 
The von Neumann condition for stability leads to ·· 
* iB * iB Reh (e ,€) < o and thus (arg h (e ,€) ]1~7T = o. 
Therefore, the number of zeros and poles inside the unit 
circle is the same. This is true for every sufficiently 
small € > o • Hence, by letting € tend to zero, h(Z) 
has at most R zeros inside the unit circle. However at 
most r of these . zeros 1 ie away from the orig in since h( z) 
has a zero of order at least ( R - r) at the origin. 
To obtain the result outside the unit circle we use the 
mapping w = 1/z to map the outside of the unit circle 
inside and vice versa and apply the argument principle as 
above. Then h(z) has at most s zeros outside the unit 
circle away from infinity. 
However, h(l) = o and so there is at least one zero on 
the unit circle which must have migrated from either inside 
or outside of the unit circle. 
To investigate which of these possibilities has 
* occurred let z be a zero of h (Z,€) near z = 1. If € 




and . taking the limit as € tends to zero would make z = 1 
a double zero of h(z). However, z: 1 is only a simple 
zero of h( z) since h( z) approximates tn z in the neigh-
bourhood of z = 1 . Thus z€ must be real for € q: 1 and 
so we can write 2€ = 1 + 5€ + 0(€2) for real 5 . 
* Now h (Z,€) = o means that, 
h( 2€) = € 
and by Taylor expansion we have, 
h(ZE) 2 = 5€h'(l) + 0( € ). 
Therefore € = 5€h1( 1) + 0( E2 ) , which implies that, 
I 
5 = 1/h ( 1 ) + 0( € ) = 1 + 0( € ) , 
I since p ~ 1 implies that h (1) = 1. 
Hence the expansion 2 2€ = 1 + € + 0(€) follows and the 
zero at z =; 1 has migrated from outside the unit circle. 
Therefore h(z) has at most s - 1 zeros 
1
outside the unit 
circle. 
0 
Observe that Theorem (2.4.1) means that no scheme with 
s = o may be stable. 
We are now in a posit ion to describe the order star 
theory necessary for the solution of the problem already 
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and taking the limit as € tends to zero would make z = 1 
a double zero of h(z). However, z = 1 is only a simple 
zero of h(Z) since h(Z) approximates tn z in the neigh-
bourhood of z = l . Thus 2€ must be real for € « l and 
so we can write 2€ = l + 5€ + 0(€2) for real a . 
* Now h (Z,€) = o means that, 
h( 2€) = € 
and by Taylor expansion we have, 
Therefore € = 5Eh1(1) + 0(€2), which implies that, 
I a = 1/h c 1 > + oc € > = 1 + oc € >, 
I since p ~ 1 implies that h (1) = 1. 
Hence the expansion 2 zc = 1 + € + 0(€) follows and the 
zero at z = 1 has migrated from outside the unit circle. 
Therefore h(z) has at most s - 1 zeros outside the unit 
circle. 
D 
Observe that Theorem (.2.4.1) means that no scheme with 
s = o may be stable. 
We are now in a posit ion to describe the order star 
theory necessary for the solution of the problem already 
.... 
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described. Noting that we now have the additional condition, 
that for stable schemes the approximation h(z) must 
sat i sfy Theorem 2.4.1. 
3. ORDER STARS AND A SATURATION RESULT 
3.1 Order Stars 
As previously stated, our aim is to show that the von 
Neumann condition and the pole condition imply bounds on the 
order of accuracy, p . We achieve this using a modifica~ 
: , 
tion of the theory of order stars as originally introduced 
by Wanner, Hairer and N~rsett [Wa78]. 
Initially, the theory was derived as a means of deter-
mining A-acceptability of rational approximations, R(z), to 
the exponential function. Rather than studying the stabil-
ity region of the function R(z), they considered areas of 
the complex plane defined by the function S( z) = R( z )/e2 • 
Obviously this function has the same zeros and poles as 
R(Z). The set A, 
A : = { z E ([! I I S( z) I ) l } , 
which was called the order star, reflects many essential pro-
perties of R(z) . These basic properties are described in 
three propositions , Proposition s 2-4 , [Wa78 ], which are 
proved by elementa ry complex analy t i c t e chnique s. The shape 
of the or der star is determined by these propositions 
depending on the location of the poles and zeros of R and 





A-acceptability adds one more constraint on the order star 
after which the optimal configuration for stability can be 
worked out. Maximal accuracy can then be found by counting 
the number of sectors of the order star which approach the 
origin. 
Since the publication of this innovative paper, there 
have been many advances in the theory. Iserles and Powell 
[ Is81], in their investigation of A-acceptability of 
rational approximations interpolating the exponential, 
reconsidered the notion of fingers and dual fingers by 
introducing the idea of A -regions and O -regions. The 
order property, Proposition 3, [Wa78], was generalised for 
points of interpolation by R(z} and, in so doing, the ori-
ginal proof was somewhat tightened. To exhibit the monotone 
behaviour of arg S( z} along oriented boundaries of A and 
O the original proposition concerning multiplicity was 
split in two. 
Iserles, [Is83b], has extended the order star framework 
to cater for the analysis of approximations to functions 
which are analytic, except for isolated poles and essential 
singularities. The importance of the -theory, along with its 
extension to Riemann surfaces, as a major tool in approxima-
tion problems, is clear by the number of applications that 
have been considered recently, for example in [Is83c,83d; 
Je81,82,83]. 
In the course of the evolution of the theory many of 
the terms, order star, finger, region, etc., have taken on 
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new definitions. We adopt the notation of [Is83b], which 
seems to be the most natural approach, where it is the 
ove rall picture that is called the order star rather than 
the set A . Therefore, the notation varies a little from 
that used by Iserles and Williamson, [Is84a], on which most 
of the following work is based. 
The order star under consideration here is the one 
introduced by Iserles [Is82] , which he calls an order star 
of the second kind [ I s83b] . We define the function a( z) 
on the strip, 
I : = { z I I Im z I ~ 1T } 
by, 
a(z) = h(e 2 ) - z 
The essential pr operties of h(z) are reflected in the sets 
A = { Z G I : Re a( Z ) ) 0 } 
D = { z c;;; I : Re a ( z ) < o } 
a = { Z G I : Re a( Z ) == 0 } 
(3.1. 1 ) 
which together form a decomposition of the str ip I. This 
decomposition is called the order star of a . Connected 
components of A ( and D) are called A
0




- regions or nm-regions) a ccord i ng to whether 
they are bounded or unbounded . 
The order stars for the following four examples, all of 
which are chosen to give maximum accuracy p = r+s+R+S and 
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are derived from the relevant Pade approximations, are given 
in Figure 1. 
a) R = 1, s = 1, r = o, s = 2,p = 4 
h(Z) = 
2 ·27 - 24 Z - 3 Z 
l 
- 14 - 17 Z z 
It can easily be calculated that both zeros of the denomina-
tor lie inside the unit circle and that for e = "12 
Thus the scheme obtained satisfies neither 
the pole condition nor the von Neumann condition and so is 
unstable. 
b) R = 3, s - 1, r - 1, s = 1, p = 6 
h(z) = -2430/Z + 1440 + 9902 11 2 
3 - 104/Z + 1176/Z + 2056 + 2812 z 
It can be shown that the denominator of h( z) has three 
zeros lying inside the unit circle, one outside the unit 
circle and therefore the pole condition is satisfied. How-
ie · ever Reh( e ) > o at e = TT so that the pole condition is 
violated and the scheme is unstable. , 
c) R = 3 , S = o, r = 1, s = o, p = 4 
h(Z) = - 24 / Z + 24 
3 2 
1/Z - 5/Z + 19/Z + 9 
11 
'I , 
a) 52 - b) 
[ll ': z 
1! 1: 




Figure 1. Examples of order stars . A is represented by the shaded area 
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Figure 1. Examples of order stars. A is represented by the shaded area 
and 'p' and 'z' denote poles and zeros of h respectively . 
I 
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-1.2 (l. - cos 9) 
2 3 
65 + 1.1. cos a - 1.3 cos a + 9 cos e 
~ o for all 9 , 
the von Neumann condition is satisfied. However it can be 
shown that two zeros of the denominator lie inside the unit 
circle and one outside. Thus the pole condition is violated 
and the scheme is unstable. 
d) R = 2, S = 3, r = l., s = l., p = 7 
2 2 
136/Z - 6029/Z - 25784 - 105042 + 6562 
h(Z) = l. 7190/Z + 7200 - 243902 
3 
- 552 
It can be shown that the pole condition is satisfied since 
two of the zeros of the denominator lie inside the unit cir-
cle and three outside. Also Reh(ei 9 ) ~ o for all a and 
so the von Neumann condition is satisfied. Therefore this 
scheme is stable. Note that, in addition, h( z) has one 
zero inside the unit circle and one at z = l. and thus as 
required it satisfies Theor~m 2.4.1. 
The geometric form of the order star is described in 
four Lemmas which are parallel to Lemmas 2. 2 to 2. 5 in 
[Is83a]. The proofs parallel those of Propositions 3 .1 -
3.4 in [Is82], in which a different but analogous order star 
was considered. Here we just give a very brief outline of 







Lemma 3.1.1 The Order Property: 
The scheme (2.2.5) (with K = i) is of order of accuracy 
p only if for Z .... 0 A consists of p+l sectors of 
angle 7T/(p+i) separated by 0p+i similar sectors of D. 
The proof of Lemma 3 .1.1 follows immediately from the 
equation of accuracy (2.3.1) and the demonstration, as given 
by Iserles and Powell [Is81], that A and D do not con-
tain sectors which are so thin that they fit between the 
sectors which must exist to satisfy (2.3.1). 0 
Lemma 3.1.2 The Pole Property: 
Every pole of a( z) lies on a . Furthermore, each 
bounded A or D region has at least one pole of a(z) on 
its boundary. ( 0 
The proof follows from the maximum modulus principle 
for analytic functions or as a corollary to Lemma 3.1.5. 
Lemma 3.1.3 The Essential Singularity Property: 
i) . If s > s then for Re Z » 0 the line segment 
[ Re Z - i7T, ~e z + i7T ] is composed of 2( S - S) + i distinct 
intervals of A and D . If s ~ s then 
[ Re Z - i 7T I Re Z + i11 ] belongs to D for Re Z :» o. 
ii) . If r > R then f,or Re Z « 0 the line segment 
[ Re Z - i1T I Re Z + i1T ] is composed of 2(r - R) + 1 distinct 
intervals of A and D . If r ~ R then 















The proof of (ii) in Lemma 3.1.3 is the same as for (i) 
after setting h1 ( z) = h( 1/z) For part ( i) we consider 
Z ~ X + i9, X » 0 and look at the dominant terms of 
Re o(x + i9) as implied by the explicit form of h(z) . o 
Lemma 3.1.4 The Stability Property 





has R poles in 
+ I : = I n {Re z ) o} 
I := In{Rez < O} and s 
Note that, h(ez) being 
periodic with period 27T i, a pole lying at x + i 11 and 
x - i11 is counted only once. 
Lemma 3.1.4 is an immediate consequence of the stabil-
ity conditions after transformation of the complex plane to 
the strip I by w = ez D 
These four Lemmas can be used to derive a bound on the 
order of accuracy p of a stable scheme. However, we have 
not incorporated the extra condition that stability imposes 
on the location of the zeros, Theorem 2.4.1. With this in 
mind, the following property is evident . 
Corollary of Theorem 2.4.1 The Zero Property 
If the ISD is stable, then h(ez) has, 
at most r zeros in I 
at most s - 1 zeros in I+ D 
A modification of part of Proposition 4 of [Wa78] as in 





function a changes along the boundary of a. Thus we have 
the following Lenuna, the proof of which is by examining the 
normal derivative of Re a( z) and applying the Cauchy 
Riemann equations along a. 
Lenuna 3.1.5 
The imaginary part of a decreases strictly monotoni-
cally along any part of the positively oriented boundary of 
an A-region and it increases strictly monotonically along 
any part of the positively oriented boundary of a D-region. 
Proof 
Let I:( z) be a function defined on the whole of the 
complex plane with the possible exception of isolated 
points. We apply the transformation w = e 2 to the complex 
plane and define 









Rea(Z) = o if and only if 1E(e2 )1 = 1 
and 
Rea(z) ~ 0 if and only if IE(e2 )1 ~ 1. 
Therefore A-regions of E(z) defined by 
A={zc;q:: I E( z) I > 1 } 
-transform to A-regions of a( z) , defined as in ( 3 . 1. 1) . 
Obviously 0-regions transform similarly. Also 
Im a( z) = arg 1:( e 2 ) 
which is by Proposition 4 of [Wa78] a strictly monotone 
function. Thus the desired result follows by identifying a 
with a. o 
The · monotonicity of Im a along the oriented boundary 
I 
of a means that between any two interpolation points of 
a( z) , which necessarily belong to ,a there must be at 
least one pole of h(e 2 ) since Ima vanishes at interpola-
tion points and is unbounded at poles . This result can be 
further refined in a way which although strictly unnecessary 
to our analysis , adds to the understanding of the geometry 
of the order star . Let us define the WHN number of a region 
11 ' 
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as the number of times the boundary of the region crosses an 
interpolation point of the function a{z), counting an inter-
polation point the number of times that the boundary crosses 
it. Then the WHN number of a region is at most the number 
of poles of h{e 2 ) lying on its boundary. 
When we try to reconcile accuracy with stability we use 
the above Lemmas as in [Is83a] and count the maximum number 
of A- and D-regions which may reach the origin from I or 
I+ . To do this we must find the maximal number of poles 
which can account for two A-sectors adjoining the origin. 
First we define a bounded portion of a U {lR ± irr) as a 
loop if it is a closed simple curve. By Lemma 3.1.5 poles 
of h{e 2 ) and zeros of a (i.e. interpolation points) 
interlace along each loop. Thus, we say that a pole of 
h{e 2 ) is efficient if 
a) it lies on lR ± i 1r 
b) it belongs to loops all of which approach the origin; 
c) there are no extra poles that lie along these loops. 
Intuitively speaking, this means that as a pole lying on 
lR ± i rr can be counted twice, an efficient po l e "accounts " 
for two sectors of A that adjoin the origin. Two is the 
maximal number of A-sectors approaching the origin which can 
be accounted for by a single pole . 
Lemma 3.1 . 6 






± i TT, x
2 
± i TT) is bounded by, 
N <; min { Z + 1., P } 
where P and Z are the number of poles and least number 
of zeros respectively of the function h(e 2 ) along m ± irr in 
the given interval. 
Proof 
Because Im a( z) = :i:: TT for every z E lR ± i TT, the mono-
tonicity of Ima(z) as given by Lemma 3.1.5 implies that an 
efficient pole lies between a D-region to the left and an 
A-region to the right. Since . h X Re a( X ± 1 TT) = ( -e } - X, it 
is clear that h(-ex} > x in any A-region, and h( - ex} < x 
in any D-region. Furthermore, h(-ex) becomes unbounded at 
the poles . Hence, due to the continuity of the function 
h(-ex) away from the poles, there must be a zero of h(-ex) 
in the interval between any two efficient poles. The bound 
now follows, N <; P being trivial. D 
We. apply this Lemma in the following section to reduce 
the theoretical limit on accuracy derived by taking into 
consideration only the position of the poles. 
3.2 An Upper-Bound on Accuracy for Stability 
Here we use the results of the previous section to 
obtain an upper bound on accuracy for all possible choices 





[Is83a] leads to the bound, 
where, 
m = r + s, n = R + S and (X>+ := max { X, o } 
This seems to imply that the more implicit methods, i.e. 
those with R > r and S > s, will be better since for a 
given number of degrees of freedom, higher accuracy, with 
stability, will be attainable. However if m = o the above 
bound is extremely generous since such a method cannot be 
consistent, p = o. A more realistic bound is derived using 
Lemma 3.1.6 to take into account the location of the zeros 
as well as the poles. 
Lemma 3.2.1 
a) If the ISD scheme is stable then p ~ 2(S + s); 
b) If the ISD scheme is stable then p ~ 2(R + r + l). 
Proof 
a) We bound from above the number of, sectors of A which 
may reach the origin from I+ or I Let 
---------------------• I - 61 -
M+ := the number of sectors of A reaching the origin 
from I+ ; 
M : -= the number of sectors of A reaching the origin 
from I 
Then by Lemma 3.1.1, the order condition, it follows that 
+ p + l = M + M 
and (3.2.1) 
Also define Q+ and Q as the number of sectors of A 
reaching infinity in I+ and I respectively and N+ and 
N as the number of efficient poles in and I 
respectively. By stability there are R poles in I and 
S poles in I+. Now each efficient pole may contribute to 
at most two 1',-sectors reaching the orig in and every 1',-
sector that reaches the orig in must contain at least one 
pole along each loop on its boundary. Also if K ~ Q + l 
sectors of Ac:o approach the origin from I- , say, then they 
must enclose among them at least K - Q D -regions , none of 0 
which may approach 1R ± i11. Each such 0
0
-region necessarily 
contains a pole on its boundary, that may not be efficient. 
Therefore, it follows that, 
and M ~ 2N + (R - N ) + Q (3.2.2) 
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As stability implies that there are at most r zeros 
in I and s - 1 zeros in + I , the bound of Lemma 3 .1. 6 
gives, 
N + ~ min { s , S } 
and N ~ min { r + 1 , R } 
To prove part a) we consider the number of sectors 
reaching the origin from I+ . Note that by Lemma 3.1.5 in 
the case of an A
00
-region in adjoining the line 
Im Z = ± TT this region must have a pole on its boundary 
that cannot be efficient even if it lies on the line 
Im z = ± TT • Thus in this case, which by Lemma 3 .1. 3 may 
only occur if 
bounded by, 
s ) s the number of efficient poles is 
N + <; min { s , S - 1 } 
and { S, S - 1 } + ( B - S )+ + 1 = s 
Alternatively an A
00
-region in I+ is not bisected by the 
1 ine Im z = ± TT and 
N + + Q + ~ min { s , S } + ( s - S ) + = s 
Therefore by (3.2 . 2), 
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+ M ( s + s 
and by (3.2.1), 
p ( 2( S + S) 
For part b) we notice that the sign of 
changes from minus to plus when passing through an efficient 
pole on the line Im Z = TT and that stability gives 
Reh ( eix) ( o . Thus, associated with every efficient pole 
in I is at least one zero and therefore, 
N ( min { r ,R} 
Proceeding as in part a) we obtain, 
M ( min { r , R } + R + ( r - R) + + l = r + R + l 
and by (3 . 2 .1 ) , 
p ( 2 (r + R + 1) 
D 
Note that the proof of part a) above reduces the limit 
from 2(S + s + l) to 2(S + s) as mentioned in the intro-
duction. The crucial difference in the proof (from that in 
[ Is83a] ) comes from looking at Im a along the positively 
oriented boundary of an A-region in I+ which reaches both 
I, 
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the origin and the line 1R ± i TT • 
Lemma 3.2.2 
i) If r ~ R, s ~ S or R ~ r, S ~ s then 
p ~ m + n . 
ii) If the SD scheme is stable, then p ~ m + n regard-
less of the values of r, R, s and S. 
Proof 
Note immediately that for every r ~ R and s ~ S the 
result is already known [Ba75]. 
We proceed as in Lemma 3. 2 .1, to bound from above the 
total number K of sectors of A and D which may reach 
the origin . By Lemma 3 .1. 6 the total number of efficient 
poles is bounded by , 
N , min { r + s , R + S } , 
since the total number of poles is R + S and zeros in 





-sectors is 2(s - S)+ + 2(r - R>+ + 2. 
Therefore, 
K ~ 4N + 2(R + S - N) + 2(s - S)+ + 2(r - R)+ + 2 




as each efficient pole can contribute to at most four 
bounded sectors which reach the origin and each inefficient 
pole to two sectors of A and D there. 
Therefore, recalling the order property we must have 
K = 2(p + 1) and the lemma is true for the choices r ;) R 
and s;) s or S )s and R ~r 
In the other two cases, we assume stability and use the 
results of the proof of Lemma 3. 2 .1 to bound the number of 
sectors approaching the origin from and I 
separately. 
It follows from the proof of Lemiba 3. 2 .1 that, 
N = N- + N + , min { r , R } + min { s, S } 
Hence, as before, 
p + 1 K = 2 'R + S + N + (s - S)+ + (r - R)+ + 1 ~ r + s + R + S + l, 
giving the required bound. D 
Lemmas 3.2.1 and 3.2.2 combine to prove Theorem 3.2.1, 
which is the main result of this Chapter: 
Theorem 3.2.1 





p , min { r + s + R + S, 2( r + R + 1), 2( s + S ) } . ( 3 . 2 . 3) 
a 
We shall see in the next Chapter that for some choices 
of r, s, R and S it is possible to derive schemes which 
do attain this bound and thus sometimes it is optimal. For 
schemes which attain the maximal accuracy, p = m + n , the 
inequality (3.2.3) requires that, as for the FD case 
[Is83a], they are sufficiently centred: 
r + R ( s + S ( r + R + 2 (3.2.4) 
Again, stability cannot occur away from the three leading 
diagonals of the Pade table. 
An important consequence of Lemma 3.2.2 concerns the normal-
ity of Pade approximations to Let 
H(z) = G(z)/F(z) be the Pade approximation to zL tn z at 
z == 1 where m == r + s is the degree of G(z), n = R + S 
is the degree of F(z) and L = r - R. 
corollary 3.2.1 
The Pade approximations to zL !n z are normal for , 
a) m)n+L and L)o 
b) n ) m- L and L ( o 
- 67 -
Proof 
By part (i) of Lemma (3.2.2), p ( m + n Therefore 
the desired result follows by Pade theor'y [Ba75]: since the 
maximal blocksize is one, necessarily p = m + n and the 
approximations are normal. D 
Note that this result is already known when L = o and 
m ~ n [Ba75]. 
Pade approximations are the natural choice of rational 
approximations to consider when only the degree of numerator 
and denominator are specified, since they use all the avail-
able degrees of freedom to satisfy the order conditions. 
Knowing that in the two above cases the Pade approximations 
are normal, we can apply the Pade theory to derive the error 
constants of such approximations. It is demonstrated that 
this is particularly useful in the following Chapter. 
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4 . PADE SCHEMES 
4 . 1 Introduction 
In the previous chapters we demonstrated that an upper 
bound on the accuracy attainable by a stable scheme does 
exist . Here we try to dee ide in what sense, if any, this 
bound can be optimal. 
For the completely explicit schemes, R = S = o, attain-
ment of the bound was demonstrated by Iserles [Is82). 
Application of the Lagrange interpolation formula produced 
interpolatory formulae of highest order, r + s. The impli-
cit case is obviously more difficult as rational, rather 
that polynomial, approximations are required. As previously 
mentioned , the natural cand i da t es are the Pad e a pprox i ma -
tions which do attain maximal accuracy for their degree . 
Following the notation of Iserles and Strang [ Is83a] , we 
call sch emes derived from the relevant Pade approximations 
Pade schemes • 
When considering fully discretised schemes appr oxima-
X -tions to z X = r - R + µ, about z = 1 are needed . For-
- -tunately the polynomials PM/N and QM/N M = r + S, 
N = R + S, of the [M/N] Pade approximations to X have z 
already been calculated as the limits of hypergeometric 
functions [Is79). Thus verification of.the von Neumann and 
pole conditions in special cases is possible:- the von 
,'L 
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Neumann condition by explicit calculation of the difference 
n* = I Q(ei 9 ) 12 - I P(ei9 ) 12 and the pole condition by iden-
tification of Q(Z) as a multiple of a Jacobi polynomial . 
Thus Iserles and Strang [Is83a] were able to characterise 
all the stable schemes in which the number of points at the 
two time levels differed by at most one. These are the Pade 
schemes derived from approximations lying on the three cen-
tral diagonals of the Pade tableau. Away from the centre of 
the Pade tableau, the hypergeometric identity for D * 
becomes increasingly complicated, whilst the determination 
of the zeros of the Jacobi polynomial can no longer be 
treated by classical orthogonal polynomial theory. However, 
the case with R = S was successfully resolved for all M 
and N. 
In what follows we make much use of the results derived 
in the above mentioned paper to characterise stable SD 
methods which are associated with fully discrete methods. 
Also, having proved in Corollary 3.2.1 that Pade approxima-
tions are normal, we can consider other choices which are 
more implicit that explicit. Without calculating the Pade 
approximattons explicitly, we can apply Pade theory to 
-derive expressions for the error constants and order star 
theory to determine the location of, the poles and zeros. 
Consequently we are able to prove stability . 
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4~2 Optimal Schemes 
Initially we consider those schemes which can be 
derived by a limiting process as associated schemes and thus 
have r ~ R, s ~ S Since Pade approximations to 
A= r - R + .u. can be derived as a quotient of Jacobi poly-
nomials, the Pade approximation to zL !n z for L ~ o can 
be obtained as the derivative of this quotient. We have 
already stated that stability in the FD case is verified 
without calculating the approximation explicitly. As a 
result the connection between the stability conditions for 
the FD and SD cases as discussed in Section 2. 3. enables us 
to verify stability in a similar way. 
The stability conditions for the FD case can be 
expressed as follows. 
1) The von Neumann stability condition is equivalent to 
where, 
P( z, µ.) = 
Q( z' .u.) 
r-R z a( z, .u.) = 
A~ r - R + .u. and a(z,µ.) is the characteristic function of 
the IFD scheme. 
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2) The pole condition means that the Jacobi polynomial 
p(a,S)(Z) where a= r - R + µ., 8 = s - S + µ. and N 
- -N = S + R, has R zeros inside and S zeros outside 
the complex unit circle (Section 3, Theorem 3, 
[ Is83a]). 
Therefore for those SD schemes which are associated 
with FD schemes we have similar conditions for stability. 
Lemma 4.2.1 
For an SD Fade scheme with r ;;a, R and s ;;;a.s , the two 
requirements for stability are equivalent to, 
* a) the von Neumann condition: 
defined as above, and 
ao 1 ;;a, o, where o* is aµ. µ. .... o 
b) the pole condition: The Jacobi polynomial, p(a,8) (Z) n 
where a= r - R, 8 = s - S and n = R + S has 
R zeros in the r 'ight half plane Re z > o 
and 
S zeros in the left half plane Re Z ( 0 
Proof 
The proof of the von Neumann condition is from equation 
(2.3.7), which relates the satisfaction of this condition by 
SD .and FD schemes, and by application of l'H~pital's rule. 
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For the pole condition we saw from equation (2.3.5) that the 
denominator, F( z) of 




zr-Rh(z), could be identified with 
is a MObius transformation of the 
Jacobi polynomial and the result fol-
Applications of the above Lemma leads to immediate 
verification of stability in the cases 
m = n . 
Theorem 4.2.l 
and 
The only stable Pade schemes with m = n + 1 and 
r ;> R, s ;;it S are given by {r=s=S=R+l.} 
{R=S=r=s-1}. 
Proof 
The choice m = n + 1 with r ;;it R and s ~ S 




s = s } or { s = s + 1 and r = R } . However by Theorem 
3.2.l these schemes must be centred since they are Pade . 
Thus the only possibilities are { r = s = S = R + 1. } and 
{ R -= S = r :: s - 1 } . Therefore we require to prove that 
either choice is stable . 
schemes are given by, 
By (2.3.6) the associated FD 
s = max { s , S } S = min { s , S } 
and 




Without loss of generality we can assume that s = s, S = S, 
r = r and R = R Therefore we must consider the two 
cases 
- -a} r = s = s = R + l and 
b} R = S = r = s - l 
Proof of stability for a) and b) is similar and hence we 
only present the proof for choice a). Recalling that 
M = r + s and N = R + S , M = N + l. Also, M is even, 
- - -since r = s = S = R + l Therefore, from [Is83a], 
* D 
where X = 2( 1 - cos e >. 
* Now forming the derivative of D with respect to µ. and 
settingµ.= owe have 
By Lemma 4.4 [Is83a] 
( - 1 )M Ml (NI )3 XM ~ 
0 
[(M + N}1J2 
the polynomial has [N/2) 
zeros in (0,1) and [(N+l)/2) zeros in (-1,0}. The pole con-






The only stable Pade schemes with m = n, r = R and 









= 1: 1/k 
k=l. 
m . 
L a. zJ 
= j=O J 
m . 
L /1 . ZJ 
j=O J 
h • = 0 0 • 
According to [Da56] the above-mentioned coefficients 
give a method of accuracy 2n. Hence, by Corollary 3 . 2 . 1, 
they correspond to the [n/n] Pade scheme. 
Now r = R and s = s imply that r = R and 
- * s = s Therefore M = N and so by [ Is83a] D = o. 
Consequently the von Neumann condition is satisfied. For 
the pole condition we require the zeros of 
(0,0) 
PR+S (Z) • 
This is a Legendre polynomial whose zeros lie in ( -1., l.) 
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and are symmetrically situ~ted around the origin. By equa-
tion (3.2.4) this symmetry is consistent with stability only 
if R =Sand so the only stable scheme has r = R = s = S . D 
It is evident that Theorems 4.2.1 and 4.2.2 are immedi-
ate corollaries of Theorems 4B and 4A of Iserles and Strang 
[ Is83a]: stability of the FD implies stability of the SD, 
accuracy is inherited since both schemes are Pade, p = p 
and the result follows. 
In the same way we have an immediate corollary of 
Theorem 5 in the same paper . For the Pade schemes with 
R = S, r ~ R, s ~ S , the inequalities (3.2.4) are suffi-
cient as well as necessary. 
Now we turn to the more difficult problem of determin-
ing the stability of SD schemes which are not associated 
with any FD scheme. For these methods we do not know any-
thing about the explicit form of the Pade approximation. 
However Pade theory and some lengthy analysis enables the 
investigation of the schemes lying above the diagonal in the 
Pade tableau which have n = m + 1 and R ~ r ' s ~ s . 
Theorem 4.2 . 3 
The only s table Pade schemes with n = m + 1, R ~ r 
and s ~ s are given by R = s = s = r + 1 and 
R = s = r = S - 1. 
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Proof 
The proof falls into three parts: first to show that 
the von Neumann condition depends on the sign of the error 
constant, second to find this sign and finally to examine 
the location of the poles and zeros using the geometric pro-
perties of the order star. As in Theorem 4.2. I there are 
just two possibilities for n = m + 1 with R ~ r and 
S ~ s satisfying Theorem 3.2.1: 
a) r = R = s = S - 1; and 
b) R = r + 1 = s = S. 
We will now prove that both choices are stable. 
i) The von Neumann condition 
For r = R, 
Reh( eie) 
where F(z) and G(z) are the denominator and numerator of 
r-R H( z ) = z h( z ) . 
Therefore 
Let c be the error constant of the approximation. Then 





But from (2.3.4) 
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m+l m+l 2 m+l c( -1) 2 IF( 1) I ( 1 - cos8) 






g . e l.J 
J 
m+l 
[: r . < 1 - cos e > j 
j=o J 





where R is a polynomial in ( 1 - cos e) of degree m + 1 . 
Equating (4 .2. 1) and (4.2.2) implies that 
R(l-cos 9) = m+1 m+i 2 m+1 c( -1) 2 IF( 1) I ( J. - cos8) 
where the higher order terms vanish since R 
most m + 1. • 
has degree at 
Therefore R( 1. - cose) ( o if and only if ( -1. )m+l c ( o. 
Similarly, for the second case, where R = r + 1 , we 
obtain 
h i e / . f d 1 . f m+ 1 / Re ( e ) ~ o 1 an on y 1 ( -J.) c ~ o. 
The von Neumann condition thus depends on the sign of 
the error constant and the parity of m. 
b) ~ error constant 
By Corollary 3.2.1 the approximations under considera-
tion are normal and so Pade theory can be used to find the 
error constants in terms of the ratio of the determinants of 
two matrices whose elements are obtained from the Taylor 
series expansion of the underlying function [Ba75]. 
For r = R, 
• 
C = 
det Am+ 2 
det Am+l 
- 79 -
where Am+ 2 is the Hankel matrix: 
i = j = 0 0 
(-l)i+j-1 
i + j 
otherwise, o ~ i,j ( m+l 
By using elementary row and column operations and then 
the Sylvester determinant identity [Ba75], the determinant 
of Am+ 2 can be obtained from a recurrence relation with 
coefficients that are Cauchy matrices 
The Xk are k - by- k matrices with 




(4 . 2 . 3) 
By solving the recurrence relation we obtain , 
det Am+ 2 = 2 ( -1 ) m+ l ! m [( m- j > I 13 l 
j~o (2m - 2j + l)l 
-= (-l)m+l K 
m+2 
det xm+l 
Now x j > x i and y j > y i for all 1 ~ i < j i;;;m + l means 
that det xm+l > o [Gr69]. Therefore Km+
2 
> o and so 
C = 
- ( - 1 )m+l K 
~~~~~-m_+_2 > o for all m 
( -1 )m K 
m+i 
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The von Neumann condition is therefore satisfied for 
choice a) : m -= r + s 






( _ )i+j+1h~ 1 i+j 
being even, C ) 0 
i = j = 0 
otherwise, o ~ i,j ~ m+l 
implies 
As before we use elementary row and column operations 
to express the determinant of Hm+2 in terms of a more con-
venient matrix B so that, 
' 
det Hm+ 2 =(-l}m+2 det B 
where, 
-1 
0 ~ . i j ~ ( i+j+l)( i+j+2) , m 
1 
j+l i -= m+l 0 ~ j ~ m 
B ij = _ l _ 
j -= m+1 0 ~ i ~ m i+l 







It is possible to prove an explicit expression for detB 
inductively by finding a one stage recurrence relation for 
det Bq in terms of det Bq+l. In this way we can derive an 
exact express ion for c . However our proof only relies on 
finding the sign of c and so we adopt a different and more 
elegant technique. Consider the matrix Cm+l given by, 
l o ( i,j ( m ( i+j+l)( i+j+2) 
Obviously -cm+l is the leading principal minor of B and 
all the principal minors of cm+l are of the same form, 
namely, 1 2 m+l c,c, ... ,c Also it is symmetric and thus 
positive definite if and only if all of its principal minors 
are positive. Consequently we require only to demonstrate 
that cm+l has a positive determinant for any m ~ o to 
prove that it is positive definite . 
It is possible to express the determinant of cm+l in 
terms of a new matrix Dm+l by letting the k-th row of 
the new matrix be the sum of all the rows up to and includ-
ing the k-th row: 
i+l o ( i, j i.; m+l (j+l)(i+j+2 ) 
Taking a factor ( i+l) from . the i-th row and a factor 
l 
j +1. from the j-th column, o i.; i,j ~ m+1, we s ee that 
= det xm+l 
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where Xm+l is the Cauchy matrix given by (4.2.3). Recal-
ling that the determinant of this Cauchy matrix is positive, 
the matrix cm+l is positive definite and all of its eigen-
values are positive. 
The eigenvalues of the leading principal minor of the 
matrix B are thus all negative. Therefore by the separa-
tion theorem for eigenvalues [Wi65, p.103), B has at most 
one non-negative eigenvalue: Hence B is non-singular and 
has a single positive eigenvalue because xT B x = 1..s > o 
for T X = (l,O, ...... ,O,l.). The determinant of B is equal to 




sgn (det B) = IT X. 
i=o 1 
= ( -1. )m+1. 
where { Ai : o , i , m+l. } are the eigenvalues of B 
Therefore the matrices Hm+l all have negative determinants 
and 
C ( 0 
Now, m = r + s being odd and C ( 0 imply that 






iii) Ibsl pole condition 
In case a) m is even. We let m = 21 and by Lemma 
3. 1 .1 there are et+ 4 sectors of A and D approaching the 
orig in of the order star . The sign of the error constant 
means that along the x axis, 
Thus the x axis must bisect an A-region and as there are 
21 + 1 sectors in each quadrant, the y axis must bisect a 
D-region. Let 
Then 
+ M : = the number of A -reg ions approaching the orig in 
from I+ ; 
M : ,. the number of D -reg ions approaching the orig in 
fr?m I ; 
P-:=the number of poles in I . 
M+ = 21 + 1 and ~y Lemma 3. 1 .2 P+) 1 + 1; 
M = 21 and by Lemma 3. 1 .2 P ) 1. 
It follows from P+ + P = m + 1 = 21 + 1 that 
P+ = 1 + 1 and P = 1. 
Because the pole condition requires + P = S , and 
p = R the only stable configuration occurs for 
R = r - s = 1, S = 1 + 1. 
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iii) ~~condition 
In case a) m is even. We let m = 2.t and by Lemma 
3. 1 .1 there are a.t + 4 sectors of A and D approaching the 
orig in of the order star. The sign of the error constant 
means that along the x axis, 
Thus the x axis must bisect an A-region and as there are 
21 + 1 sectors in each quadrant, the y axis must bisect a 
D-region. Let 
+ M : = the number of A -reg ions approaching the orig in 
from I+; 
M : ,. the number of D -r eg ions approaching the orig in 
Then 
M+ = 21 + 1 and py Lemma 3. 1 .2 P+) 1 + l; 
M = 21 and by Lemma 3. I .2 P ) .t • 
It follows from p+ + p = m + 1 = 21 + 1 that 
p+ = 1 + 1 and p = 1 . 
Because the pole condition requires p+ = s • and 
p = R ' the only stable configuration occurs for 






For r + 1 = R, the method of proof follows as above. 
Since m is odd, m = 21 + 1 , and the only stable conf i-
guration occurs for R = S = s = 1 + 1, r = ! . D 
For a general choice of R, r, s and S there is, at 
present, no complete analysis. We have relied on the con-
nection between the fully discretised and semi-discretised 
schemes to derive stability in a few selected cases when the 
scheme is more explicit. For schemes which are more impli-
cit, we have only looked at the case when n = m + 1. This 
analysis relies heavily on the results of Pade theory to 
investigate the sign of the error constant of the approxima-
tion. Given the sign of the error constant, we are able to 
use the geometry of the order star for this particular case 
to demonstrate which :Jchcmes may at the same time be both 
von Neumann stable and satisfy the pole condition. 
4.3 Conclusion 
In the preceding chapters we have investigated the sta-
bility and accuracy of finite-difference methods for solving 
the linear conservation law, ut = ux . Through a modifica-
tion of order star theory, we have completed the work begun 
by Iserles [Is82] and continued by Iserles and Strang 
[Is83a] to derive an upper bound on accuracy for all stable 
semi-discretisations of such equations: 
p ~ min { r + s + R + S; 2( r + R + l ), 2( s + S) } 
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Furthermore, we have demonstrated for numerous choices of 
r, s, R and S that this bound is optimal. Certain Pade 
approximations achieving the bound are stable. As with the 
FD case, stability only occurs if the Pade scheme is suffi-
ciently centred: 
r + R ( s + s ( r + R + 2 
For approximations which are away from the centre of the 
Pade tableau, these inequalities st,ill leave many cases to 
be considered. Therefore we are unable to conjecture what 
the right conditions for stability are, either for cases 
away from the three main diagonals of the Pade tableau, or 
for those cases which use an unbalanced number of explicit 
and implicit points R) r , S < s and R ( r, S ~ s. 
Extension of this work to the solution of equations 
with variable coefficients causes problems. As explained in 
Sections 1.5.7 and 1.5.8, stability cannot be determined 
solely by the von Neumann and pole conditions. Instead, 
some kind of dissipativity needs to be imposed if stability 
in f ,
2 is to be considered. Alternatively, stability in a 
special norm can be investigated as in the Kreiss theory. 
Either way, · -the existing approximation-theoretic techniques 
are unlikely to be sufficient. Certainly the bound derived 
here, will be an upper bound, as the ' von Neumann condition 
and pole conditions are necessary, but as Iserles [Is84c] 
has proved, a variable coefficient multistep discretisation 
has accuracy halved. Thus it is most unlikely that the 
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saturation result derived here is an optimal bound for vari-
able coefficient or nonlinear problems. However it undoubt-
edly reduces the choices and a more educated guess about 
which schemes should be used, can be made. 
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5. NUMERICAL SOLUTION OF THE SEMI-DISCRETISED SYSTEM OF 
EQUATIONS 
5.1 Introduction 
In the second half of this dissertation we consider 
numerical models for solving the system of ordinary dif-
ferential equations arising from the semidiscretisation of a 
partial differential equation. It is essential that the 
numerical model should be chosen in a way which is appropri-
ate for the underlying equation and the SD. Absolute sta-
bility is not sufficient to ensure stable integration of the 
ordinary differential system of equations. There are pro-
perties such as conservation, dissipation and monotonicity which may 
characterise the SD system. We will briefly discuss such 
considerations in Chapter 8. Initially our main concern is 
with the overall stability and efficiency of the model. 
In this chapter we will. discuss the various methods of 
time integration available. We consider the practicalities 
of implementation and thus motivate further investigation 
into a particular class· of methods. Then we review stabil-
ity theory for this class of methods and discuss their 
optimal versions. Further to this in Chapter 6 we concen-
trate on a smaller class of methods. We derive optimal ver-
sions of these schemes for integrating hyperbolic partial 
differential equations. 
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In Chapter 7 we present various algorithms for imp le-
menting our chosen scheme efficiently. 
possible method of error control. 
We also dis cuss a 
Finally in Chapter 8 we implement some of our methods . 
We evaluate their usefulness by considering the evolution in 
time of some carefully chosen initial conditions which will 
exhibit the characteristics of the complete numerical model. 
5.2 Methods for Time Integration 
Basically there are three categories of finite-
difference methods which we may use to integrate our SD sys-
tem. Our main requirement is for a reasonably efficient and 
robust method which can usefully be generalised for multidi-
mensional and nonlinear problems. 
The first category to consider is the class of explicit 
ordinary differential equation solvers: Runge Kutta formulae 
and the f amiliar linear multistep schemes based on forward 
differencing. Implementation of explicit methods is r ela-
tively easy , and the storage requirements for multidimen-
sional pr ob lems are not t oo s e ve r e . Howe ve r , effic i ency of 
explicit method s i s n e ces s arily reduced by their conditional 
stability properties. For nonlinear problems, where rapid 
change is occurring, integrating too fast would prevent 
accurate observation of transient effects. Therefore res-
tr icted steps in time would not be disastrous. However , 




amplification of stationary discontinuities is desirable. 
Extending the above class of methods to allow schemes 
to be defined implicltly, by, for example, performing backward 
differencing, we may obtain unconditional stability proper-
ties. Thus faster time integration would be expected and so 
this class might be pref er able for steady-state evolution. 
The main disadvantage is that we require to solve large 
algebraic systems of equations by iterative means. In mul-
tidimensional problems the structure of these systems 
becomes increasingly complicated and storage requirements 
are very severe. Also implicit methods have the undesirable 
tendency to smooth discontinuities. 
Finally, we might consider some kind of splitting method 
designed to avoid the excessive storage requirements of the 
implicit methods. Examples are the alternating direction 
methods and hopscotch techniques [Mi80] . The idea is to 
reduce a problem with complicated structure to a series of 
simpler problems which can be solved more efficiently. By 
retaining implicitness, splitting methods can also possess 
unconditional stability and so might be the natural candi-
dates for investigation . However, they are not so easy to 
implement and accurate resolution of- discontinuities can 
again be a problem. 
It would therefor e appear tha t in r egions of rapid vari-
ation, where we do not wish to integrate too fast, we should 
use explicit method:.; as they are by far the easiest to 
implement. However, when an equilibrium situation is 
I I 
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reached, efficiency would suggest adopting some kind of 
implicitness. In practical applications, the resolution of 
discontinuities is more important than efficiency and expli-
cit methods usually perform better in this respect. There-
fore we follow the approach of many other authors and opt 
for investigating ways of improving the efficiency of expli -
cit methods (cf. [Ho77], (Ve76a], [Ve76b], [La66]) . Hence 
it is quite natural to consider Runge Kutta methods since, 
as we shall see, the accuracy conditions do not define the 
schemes completely. There is freedom left over which can be 
used to improve efficiency. 
5.3 Stability and Accuracy of Explicit Finite-Difference 
Methods 
Before we examine any particular class of explicit 
methods more carefully, it is useful to elaborate on the 
concepts of stability and accuracy for ordinary differential 
equations. We consider the ordinary differential system of 
equations 
~ = f(y) t ~ 0 
y(O) = Yo (5.3 . 1 ) 
Application of a k step 'm stage method for so lving 
(5.3.1) to the linea r test equa tion 
y' = A y 
• 
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yields a numerical solution 
recur rence relation of the form 
k m . 
j n+i r: r: a . . z y 
i=o j=o lJ 
ako i' 0 
which satisfies a 
= 0 n ;> 0 (5.3 . 2) 
Here z = L6t, where is the steplength and n y is an 
approximation to y(tn) = y(n.6t). 
Recurrence relations of this type represent many mul-
tlstep methods, in particular Runge Kutta multistep methods, 
linear multistep methods and predictor corrector methods. 
I f the coefficients akj , 1 ( j ( k all vanish, then the 
method is explicit. 
As for part i al differential equations, stability and 
accuracy of a method may be completely defined by properties 
of an algebraic function . We define the characteristic polynomial 
of t he method by 
k m 
ell < a , z > = r: r: 
i=o j=o 
and its stablllty region S by 
a . . 
lJ ( 5 .3.3) 
Roots aj , 1 ( j ( m , of ell ( a, z) s a ti sfy I aj I ~ 1 } 
S: = {z "'q: I and if I aj I ~ 1 then it is a simple root 
(5.3.4) 
The numerical solution {y"} remains bounded as n ~ = for 
fixed .6t and all possible initial values 
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0 l k-1 {y , y , ••• ,y } if and only if z e S • Comparing with 
Sect ion 1. 9 we say that the method is absolutely stable at z E 
(f! if z E S and the method is A-stable if z e S for all 
z e (f! = { z e q:: I Re z ~ o } . Further the method is zero stable 
if it is absolutely stable at the origin . 
If the method has order of accuracy p and is zero 
stable, then the algebraic function R(z) given by 
cfl(R{Z), Z) = 0 
has a branch R1(z) which is analytic in the neighbourhood 
of the origin and satisfies 
(5.3.5) 
It may well happen that R1 (z) approximates the exponential 
with order q where q > p . In particular, this may occur 
for the multistep methods we consider later. We note that 
the principal root R
1 (z) of a multistep method is the 
analogue of the stability function for the single-step 
methods, and that it reduces to a polynomial if the method 
is both single-step and explicit. 
The numerical method is said to be convergent if the 
approximate solution tends uniformly to the · real solution 
for all initial values as the steplength tends to zero. 
Zero stability and consistency, p ~ 1 , are necessary and 






[He62]. Thus, as with partial differential equations, we 
may investigate the convergence of a method in an approxima-
t ion theoretical framework via the pr i ncipal root of the 
characteristic equation. 
For multistep multistage methods explicit determination 
of the principal root is unlikely. However, Jeltsch and 
Nevanlinna have developed a powerful new theory enabling 
comparison of methods without evaluating R1(z) explicitly 
[Je8la,82,83). We will describe some of the results of this 
theory in a later section of this chapter. 
5.4 Extended Stability Regions 
We are now in a position to describe exactly what we 
mean by extended stability for partial differential equa-
tions. When we are solving an ordinary -differential system 
of equations which· is an SD of a partial differential equa-
tion , the parameter A represents a value in the spectrum 
of the Jacobian matrix of the system. For stab ility we 
r equ i re that A should b e i ns ide t h e stability region fo r 
all points of the spectrum. Now A is inverse ly propor-
t i onal to the mesh s i ze of t he SD and .thus the size of the 
stability region necessarily restricts the size of the 
timestep and hence the speed of integration . . Therefore for 
maximally efficient integration of a particular SD, we need 
a method which has a stability region enclosing as large a 




the Jacobian matrices as I}. x tends to zero. Consequently, 
we can distinguish different problems according to the loca-
t i on of the spectral set. In turn, this distinguishes dif-
ferent methods as being more suitable for integrating sys-
tems arising from d if f e.rent kinds of partial differential 
equations. 
If the Jacobian matrix is very nearly symmetric or skew 
synuneL.rlc, then the location of the eigenvalues of the fin-
ite matrix characterises the problem. For parabolic equa-
tions, the Jacobian is usually nearly symmetric and thus has 
eigenvalues lying inside a long narrow strip around the 
negative axis in q:: Thus we require stability regions 
which enclose this long narrow strip. Optimal regions may 
be determined by mapping the inside of the unit circle onto 
q:: : sufficient conditions for the roots of the stability 
polynomial to lie inside 
obtained by applying the 
the unit c i r cle can then be 
Routh-Hurwitz criterion to the 
transformed equation . For restricted classes of problems 
these conditions are linear and optima l methods may be found 
by solving a linear programming problem [Ve76b] . 
However if the partial differential equat i on is hyper-
bo l ic, v e r y often its Jacob i an is nearly skew symmetri c . 
Then the eigenvalues lie inside a narrow strip enclosing the 
imaginary axis and methods with extended interval of stabil-
ity along the imagina ry axis are desirable. 
The above situat i on only occurs if we discretise the 
hyperbolic equation using central differencing . For general 
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differencing, the matrix loses its symmetry properties and 
we must consider the spectrum of its infinite Toeplitz form 
rather than the eigenvalues of the finite matrix (cf.Section 
1.8 ) . These spectra describe Jordan curves in the complex 
plane and extended stability thus requires stability regions 
enclosing these curves. Now, as we will describe in Chapter 
6, determination of these regions requires the solution of a 
non-linear · programming problem. This is considerably more 
awkward to solve numerically than the linear programming 
problem which may be obtained for parabolic equations. How-
ever, one often desires to add dissipation to a numerical 
model to prevent unrealistic amplification of errors. Conse-
quently, the additional effort required to solve these prob-
lems is worthwhile. 
Examples of two spectral curves arising from general 
differencing of a linear hyperbolic equation are given in 
Figure 2. They correspond to the following semidiscretisa-
tions 
(5 . 4.1) 
( b ) 
For comparison we also give · the eigenvalue curves of the 
finite matrices. Notice that these curves lie well inside 




















































Fivure 2. Examples of spectral curves and eigenv~lue curves of the semi-
discrete operators for cases A and B. The solid curve represents 
the locus of the eigenvalues and the dashe.d curve the locus of 
the spectrum of the infinite dimensionalToeplitz operator. 
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thus extended stability predictions, with respect to the 
eigenvalue curves, will be quite misleading. 
We call the -polynomials 






a .. zj 
lJ 
occurring in (S. 3 .3) optimal (real or imaginary) stability 
. polynomials if they give rise to a numerical method which 
has maximal stability interval along the negative real axis 
or imaginary axis respectively. In the next section we dis-
cuss optimal and nearly optimal real stability polynomials. 
5.5 Extended Stability on the Negative Real Axis 
Although our main concern in this dissertation is with 
the solution of hyperbolic partial differential equations, 
we present in this section a brief review of results for 
extended stability of parabolic problems. There has been 
much interest in the development of multistep multistage 
methods with extended negative real stability. Many of the 
problems encountered in the analysis also occur for stabil-
ity regions extended in other ways. Thus this discuss ion 
serves to highlight some of the criteria that always need to 
be considered in designing such maximally efficient methods. 
There is, however, a problem which arises in designing 





concern for hyperbolic equations. As we have already 
explained extended negative real stability is required. To 
obtain this, methods which use many stages are necessary. 
Therefore, it is possible, that there will be a considerable 
accumulation of round-off errors within each timestep. The 
extent to which these errors may destabilise the solution 
may be limited by analysing the Internal stabi/lty of the method 
:', 
[Ho77]. The requirement that an internal stability polyno-
mial should always be bounded by some value, usually the 
ratio of the maximal allowable truncation error to the 
machine precision, 
timestep further. 
necessarily restricts the size of 
Alternatively, for hyperbolioc problems 
the eigenvalues of the Jacobian are less widely separated 
and so methods with many stages are not needed. Conse-
quently, internal instability is unlikely to dominate for 
reasonable timesteps. 
Riha has proved that the optimal real stability polyno-
mials of order p = 1 for one-step multi stage methods are 
shifted Chebyshev polynomials [Ri72]. These polynomials 
have maximal interval of stability on the negative real axis 
2 8 = 2m real The higher-order polynomials do exist [Ri 72] 
and those with p, 4 have been constructed numerically 
[Ho77]. However, all these polynomials satisfy the equal 
ripple property, which means that they attain modulus one 
m - p times within the stability interval. Thus despite 
having stability interval which increases quadratically with 
m, for small values of p, ·they cannot be practically used, 
particularly if eigenvalues of the Jacobian lie just off the 
I . 
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real axis. Also for p > l their coefficients must be 
derived numerically and this can lead to accumulation of 
rounding errors in implementations. For the second and 
third-order polynomials, Van der Houwen has derived analytic 
expressions for near optimal polynomials as special expan-
sions in Chebyshev polynomials. The second-order polynomi-
als have the interval of stability 
2 2 /3 ... -cm - 1) real 3 
reduced 
compared with 2 /3 
1 
.... a2m rea as 
for the optimal schemes. 
By consideration of two-step multistage methods, Verwer 
has derived near optimal polynomials of order p = 1 and 
p = 2 [Ve76a]. His second-order polynomiais have 
2 /3 
1 
... 1.a m rea 
value above. 
which is an obvious improvement on the 
However once again the coefficients must be 
derived numerically through an application of the equal rip-
ple property. Thus, for large m, internal instability may 
lead to a deterioration in the solution. 
Moving to a special class of three-step schemes without 
extra function evaluations, some of this harmful accumula-
tion of errors can be reduced. For this case the polynomial 
coefficients are not calculated by application of the equal 
ripple property. Thus weak stability ii no longer a problem. 
Instead they are calculated as a solution of a linear · pro-
grarnrning problem [Ve77]. Considerably improved stability 
2 2 boundaries /3 . 
1 ... s .15 m , and 2. 29 m for order one and rea . two respectively are obtained. However, internal instabil-




clear that algorithms need to be designed to reduce this 
error accumulation. Fortunately this course of action can 
be followed since the order conditions do not define the 
coefficients completely, and thus there is still some free-
•. dom available. Van der Houwen and Sommeijer have imple-
mented some one-step schemes by identifying the polynomials 
of successive stages with shifted Chebyshev polynomials. 
They then employ a Richardson-type iterative method for 
their solution [Ho80]. In this way better internal stabil-
ity properties are achieved without reducing 
Verwer extended this approach to improve the stability I 
behaviour of his two and three-step schemes achieving 
2 /J 
1 
... 5.17 m rea and 
2 
... 2.32 m for order one and two 
respectively (Ve79,82]. 
Sommeijer and Verwer have carried out a performance 
evaluation of some of these one, two and three-step Runge 
Kutta methods using a variable step implementation. By com-
paring standard algorithms with those based on Chebyshev 
recurs ions or on Jacobian linear isations, they showed how 
important the choice of algorithm is for successful integra-
tion. Despite having larger stability intervals, the 
three-step methods did not prove to ~o be more efficient 
unless linearisation of the Jacobian was performed [So80]. 
Higher-order accuracy up to p = 6 has · been investi-
gated by means of predictor corrector methods. Van der 
Houwen and Sommeijer considered a family of methods of this 









requirements by using Chebyshev recursions [Ho83]. 
It should now be apparent that extended stability is 
not sufficient to guarantee greater efficiency. The manner 
of implementation is equally important. As already men-
tioned, we are unlikely to need so many stages in order to 
obtain the required speed of integration. Consequently 
internal stability should not play such an important role in 
the solution of hyperbolic problems but upper bounds on sta-
bility intervals must still be treated with caution. 
5.6 Extended Stability on the Imaginary Axis 
Determination of the maximal interval of stability 
P. is equivalent to maximising P. so that the roots of 1mag 1mag 
cl>( a., iy) have modulus bounded by 1 in the interval 
o " i y , i P. and are simple if they attain this bound. 1mag 
Solving a minimax problem to determine P. means that any 1mag 
solution is strongly stable in the whole interval. Therefore 
for hyperbolic problems we do not have the problem of weak 
stability associated with the optimal polynomials for para-
bolic equations. 
Determination of optimal imaginary stability polynomi-
als was first considered by van der Houwen [Ho77]. He showed 
that construction of the first-order optimal imaginary poly-
nomials can be posed as a minimax problem for a class of 
functions. Any polynomial which exists as a solution to this 
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problem is necessarily second-order accurate if it derives 
from a scheme with an odd number of stages, m ~ 3. In all 
cases the bound Pimag ( 2[m/2J holds. Thus measuring effi-
ciency by scaling the bound by the number of function 
evaluations, m, there can be no increase in efficiency for 
increased m. Also, schemes with an even number of stages 
are obviously better candidates for increased efficiency. 
The optimal imaginary polynomials of order p with m 
stages are denoted by I~(z). Then van der Houwen has shown 
that I~ ( z) for odd . m and p = 1 is a sum of shifted 
Chebyshev polynomials: 
[Ho77]. These polynomials do attain the bound 
Pimag = m - 1. More recently it has been shown that I~(Z) 
for m even are again sums of shifted Chebyshev polynomials 
obtainable from a recurrence relation for I~(Z) ([Le84], 
[Pi83], [Ki84a]). The bound p. = m - 1 is obtained and 1mag 
thus, contrary to the expectation of van der Houwen's bound, 
schemes with an even number of stages cannot be expected to 
exhibit increased efficiency. Instead an odd number of 
stages may be preferred due to the bonus of gaining order of 
accuracy two. Moving to higher-order polynomials Kinnmark 
and Gray, [Ki84b] have found express ions for third order 
• / 2 \ polynomials with P. = ((m -1) -1) , For large m this 1mag . 





this has only been proved form ( 4. Contrary to the optimal 
first order polynomials these polynomials are fourth-order 
accurate for an even number of stages. Furthermore, it has 
been observed that for increasing m the stability regions 
become increasingly slender in their far reaches and this 
with the linearity of .8 imag as a function of m suggests 
that small m is preferable. 
Moving to multistep rather than multistage methods 
Jeltsch has proved that any consistent linear multistep 
method which is stable on the imaginary axis is necessarily 
A-stable [Je78]. Thus it is implicit and has order at most 
two with the trapezoidal rule having the smallest error con-
stant [Da63]. Further, Dekker has proved that the stability 
boundary for linear multistep methods of order greater than 
two is at most ./3 [De81]. This bound is attained by the 
Milne-Simpson method which is of accuracy .order four and 
implicit. 
Therefore for increased efficiency, multistage rather 
than multistep should be preferred. If multistep multistage 
methods of - low order cannot improve on the bound 
.Bimag = rn - 1, we should stay with the simplest explicit 
multistage methods possible or consider using an implicit 
scheme. For higher order, .the bound ./3 der i. ved for linear 
. multistep is easily broken by multistage methods: the Runge 
Kut ta four-stage method of order four has .8 = 2 · 1 2 imag v 
Thus it is certainly worth considering whether by moving to 
multistep and multistage we might achieve yet greater 
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efficiency. 
5.7 . Comparison Theorems 
So far we have not discussed the more complicated prob-
lem of determining optimal schemes for the solution of SD 
schemes which have spectra lying completely in (t The 
most promising work in this direction is that of Jeltsch and 
Nevalinna [Je81,82,83]. They have sought ways of describing 
stability regions without evaluating principal roots so that 
comparisons between stability regions and hence methods can 
be made. It is well outside the scope of this dissertation 
to describe their work in entirety, but it is interesting to 
quote some of their results which are particularly relevant. 
Their analysis relies on the fact that the stability 
and accuracy properties of a numerical model can be deter-
mined completely by an algebraic function which is the root 
of the characteristic equation. The principal branch of 
this function dominates the behaviour of the method. There-
fore Jeltsch and Nevalinna have concentrated on describing a 
stability region qualitatively by this principal branch. As 
the efficiency of numerical methods can be measured in terms 
of the number of function evaluations, it is only useful to 
compare scaled stability regions. Their major result ena-
bling comparison between explicit methods is that scaled 
boundaries of any two explicit methods necessarily intersect 






To determine whether a method is optimal we need to 
find its describing algebraic function. The comparison 
theorems then give conditions which an optimal function must 
satisfy but do not guarantee existence. 
problem is to find this optimal function. 
Thus the major 
Application of the theory to first-order explicit mul-
tistep multistage methods for maximal interval of stability 
8 imag 
Kutta. 
yields the bound 
This suggests 
8. ( 2 [m] of the one-step Runge 1mag 2 
there is no gain in efficiency by 
incorporating more steps. The theorems are based on compar-
ing the closure of stability regions and do not account for 
the appearance of branch points. They optimise stability 
sets that are closed intervals of the imaginary axis. The 
characteristic function ~ then has a factor 
is of the form 
A ( a, z) which 
/\.(a,z) (5.7.1) 
where th Tm( z) - is an m degree Chebyshev polynomial. Obvi -
ously any method which has even number of stages and a fac-
tor A as in (5.7.1) cannot be zero-stable. For m odd, 
the largest stability interval is TI Simag = m sin(2m> and 
thus the midpoint rule which has O = l is best in the pimag ' 
scaled sense. However, by suitable construction, we can . show that this bound can be broken . In particular, the 
two-step, three-stage method of order three which has 
- 106 -
characteristic function 
2 1 3 <?l(a,z) = a - ( 2z + 3 z ) a - 1 (5.7.2) 
has S imag ... 2. 8473. The bound has been broken by perturbing 
the coefficients of the characteristic function given by 
( 5. 7 .1) so that the branch point no longer occurs on the 
pure imaginary axis. 
Now the above result is not related to the accuracy of 
the method in any way. However, it can also be proved that 
there do exist linear k-step methods of order p = k with 
an interval of stability Simag where S imag e [O,l] and 
k E{2,3,4}. For k = 1 mod 4 no explicit linear k step 
method of order p = k exists such that S. > o (ThS .1 1.mag 
[Je81]). 
Extension of the theory to implicit methods can incor-
porate their order of accuracy since comparison is in part 
performed by the location of the poles of the principal root 
which in turn is related to accuracy [Th 2.2, Je82]. That 
there is a very close relationship between the location of 
the poles arid tr)e order of the optimal method is proved with 
the aid of order stars defined on Riemann surf aces. Com-
par ison yields the bound /3 imag ~ /'3 · for linear multistep 
methods of order greater than 2 already proved in a dif-











p > 4 
existing 










importantly, there are results which may be useful for spec-
tra in (J! 
In the case that the spe6tral curve is a slight pertur-
bation from a circle, some of the circle theorems are 
relevant. In particular, for any r < 1 and k there 
exist linear k step methods of order p = k such that the 
disc of radius r centred at (-r,o) is contained in S . 
An m-stage method has a disc of radius m centred at 
{-m,O) contained in S only if the algebraic function which 
is the root of the characteristic equation is 
a(z) = ( 1 + z )m 
m (5.7.3) 
([Je81]). Clearly any function of this form can represent a 
consistent, p: 1 J Runge Kutta method with m stages. Thus 
efficiency is not encouraging in the single-step multistage 
case. 
However, the two spectral curves we are considering 
indicate that such curves may not be just small perturba-
tions from a- circle (cf Figure 12). Our curves are squashed 
more towards the imaginary axis and thus we need stability 
regions with boundaries that stay ne'ar this axis. Unfor-
tunately, an explicit linear multistep method with stability 
region which extends further into the left half plane has a 
root locus curve which approaches the orig in less steeply 
along the imaginary axis [Th 2.19, Je82]. Thus this is not 
encouraging for the two particular curves being considered. 
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So far we have not found any more theoretical results 
which enable determination of optimal methods in ~ How-
ever it may be possible to apply theory used by Manteuffel 
in deriving iteration 
linear systems [Ma77]. 
methods for solving non-symmetric 
He develops an algorithm for finding 
optimal iteration parameters as a function of the convex 
hull of the spectrum. The algorithm relies on some very use-
ful results from complex function theory. If the spectrum 
of the infinite Toeplitz form lies inside a region bounded 
by an ellipse not containing the origin in its interior, 
then the unique polynomial of degree m attaining its 
bounds on the boundary of the region is a translated Che-
byshev polynomial. The algorithm presented finds the 
optimal polynomial by solving a minimax problem which deter-
mines the optimal ellipse or circle bounding the spectrum. 
We may be able to use this algorithm to develop optimal 
one-step multistage schemes . Certainly it is worthwhile to 
investigate this work further. 
For the present, we concentrate on examining the stabil-
ity properties of a class of multistage two-step formulae of 
Runge Kutta type. We have seen what interval of stability 
we can achieve on the imaginary axis _by allowing only one-
step, and that by moving to two steps we can attain area-
sonable bound for the method described by (5 . 7.2) . Also the 
circle theorems have shown ~hat by considering either mul-
tistep or multistage alone, efficiency is restricted. Thus, 
by allowing two steps but many stages, we may hope to attain 












6. A CLASS OF '!WO-STEP MULTISTAGE . METHODS 
6.1 Introduction 
In this chapter we intend to discuss some multistep 
multistage methods belonging to the class of so-called 
hybrid methods. Generally a hybrid method shares the pro-
perty of Runge Kutta methods of utilising data at non-step 
points. We consider particular two-step members of this 
class which bear some similarity to those already discussed 
by Verwer [Ve76a,76b] and Watt [Wa67]. 
Our main objective is to develop efficient methods for 
integrating hyperbolic systems of equations. Here we con-
centrate on designing methods of second-order and third-
order accuracy with extended regions of stability. In 
Chapter 7 we will consider ways of reducing storage in 
implementation. A method of error control is also proposed 
similar to a Runge-Kutta-Fehlberg scheme for one-step 
methods. 
Equivalent one-step Runge Kutta methods are also 
designed. In a later chapter we compare the performance of 
stabilised one- and two-step Runge Kutta along with two com-
monly used methods of time integration. The comparison is 
by investigating the propagation of monochromatic and 
polychromatic signals as well as the propagation of discon-
tinuities under integration by these schemes. 
\' 
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6.2 Two-Step Multistage Runge Kutta Formulae 
We define a two-step m-stage Runge Kut ta scheme for 
solving the system of equations y' = f(y) by 
n+i 




V . k. + h 
1 l. 
m 
r: w. ! . 




= t ( yn-1. + h t"' k ) '- aiJ' J. j=l 
i-l. 
= f (Yn + h t"' a 1 ) 
'- iJ' J' j=l. 
(6.2.1) 
n 
y represents a numerical approximation to the 
analytical solution Y( t) at t = t n where the points 
are the reference points of the formula, 
and h is the steplength, tn+l = tn + h, tn-l = tn - h. 
Notice immediately that this particular class of 
methods is designed so that function evaluations at time 
t are the same as those taken at time tn in the previ-n-1 
ous step. Therefore we gain the extra degrees of freedom 
associated with a two-step scheme without the need for extra 
function evaluations. Consequently we can expect to be able to 




can only derive benefit from these schemes if we store the 
necessary values from step to step. Thus we have the 
increased efficiency of a two-step scheme at the cost of 
extra storage requirements: this does not present too much 
of a problem. The . choice of a two-step scheme which is of 
Runge-Kutta type means that there is still some freedom in 
the coefficients of the scheme after the requirements for 
stability have been satisfied. Hence we may use the remain-
ing freedom to deRign a.lgorjthms whi.ch allow implementation 
of this class of method with minimal storage. We will inves-
tigate some suitable algorithms in Chapter 7. Here we are 
concerned with deriving efficient schemes for integrating 
hyperbolic equations. 
First it is helpful to restate the definitions for mul-
tistep multistage schemes previously discussed in Section 
5.3. In the following sections we will discuss the order of 
accuracy of these methods and their absolute stability pro-
perties. 
The method defined by ( 6. 2. 1) is convergent only if for 
every solution, y(t) of the initial-value problem 
y' = f(y) y(O) - y0 , defined on the interval tc::[o,r] 
where f is sufficiently smooth 
lim n 
h-+O y = 
For convenience we associate the multistage method 
(6.2 . 1) with a nonlinear difference operator 
11 
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Then the method is said to be accurate of order p at 
t = tn, if p is the largest integer such that 
If p ~ l , the method is said to be consistent. 
Let us define the polynomial P < a) m 
P ( a) m 
2 




We say that the method is zero stable if no root of this poly-
nomial has modulus greater than one and if a root has 
modulus one then it is simple. 
Then the method is convergent if and only if it is zero 
stable and consistent [Wa67]. 
if 
Immediately we see that the method is zero stable only 
-1 ( /J ' 1 since has roots a = 1 and 
1 
Using Taylor's theorem and expanding 
and y(tn_
1
) about y(tn) in (6.2.2) yields 




_ 1 )J] = h .. o 
h [ ( l + /J) y' ( t ) -n 
m 2 
[ < v . + w . > f < y > J + 0 ( h > 
i=l 1 1 n 
(6.2.4) 
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Thus the method is consistent if and only if 





(V. + W.) 
l. l. 
and convergent only if L (V . + W.) # 0 
i=l l. l. 
(6.2.5) 
since otherwise 
the difference scheme might approximate a wrong differential 
equation. Therefore the method is convergent if and only if 
-1 < /3 ~ 1 and l + /3 is equal to the sum of weights. If /3 
is very near -1 the convergence condition is nearly 
violated and therefore this situation should be avoided for 
accurate results. 
As for linear multistep methods, it is convenient to 
estimate accuracy of the method by means of a normalised 
error constant rather than through the truncation error 
alone. Therefore the truncation error is normalised by the 
m 
factor L (V. + w
1
.) which tends to zero if convergence is 
i=l l. 
nearly violated. In this way we see again that we require 
the coefficient /3 not to move too close to -1 or else 
the normalised truncation error will be too large. 
6.3 Order Conditions 
Applying Taylor's theorem for several.variables, we can 
expand the difference (6.2.2) further than in (6.2.4) to 





having third order with error control by a fourth-order 
method, we perform an expansion up to terms which are fourth 
order in h. Usually one employs the theory of elementary 
differentials, as introduced by Butcher [Bu62], to find the 
terms in this expansion. Alternatively one may use the ten-
sor notation as described by Henrici [He62]. Here we adopt 
the latter approach where derivatives of fare abbreviated 
as follows: 
and where are the components of 
respectively. Then this expression is 
i 
- z [ (y( tn) y(tn-1> Ji c1 h 
fi + C h2 f ~ fj Y <tn+1> = + 21 J 
. 
fj fk + f~ fj fk + 3 t ' 3 (6.3.1) c31 h fjk c32 h J k 
4 i fj fk ft 4 i fj fk ft+ c41 h fjk1 + c42 h fjk 1 
4 f~ fa! fk ft+ 
4 f~ fj fk f! + o (h5 > c43 h J c44h J k ! 
It can be proved inductively that the coefficients Cij, 
which are constants determined by the parameters of the 
method, are as given in Table 6 . 3.1 . The condition c 1 = o 
is the c.onsistency condition (6.2.5), whilst from the defin-
ition o~ order of accuracy it is apparent that the scheme 
has order 2 if in addition c21 = o, order 3 if c32 = C31 = o 
as well and order 4 if the coefficients c
41
, C42 , C43 and C-44 
are also zero. 
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m 
C =l+.S - E (V. + w.) 
l i=l 1 1 
= 1-/J -
2 
m i-1 m 
E E aiJ' (vi + wi) + E 
i=2 j=l . i=l 




c _l+/J - ~ [ E vi ( E aiJ' - l >2 + E 
31 6 i=l j=l i=2 
wi ( E aiJ' )2)] 
j=l 
m i-1 j-1 m i-1 m 
C _1+,S 
32 6 
t"' - .! t"' E E E (v. + w.) a .. a.k + E 1.- v. a.. 2 1.- v. i=3 j=2 k=l 1 l lJ J i=2 j=l l lJ i.. :1 1 
m i-1 
3 
m i-1 l .!. t"' 3 
6 E vi ( E aiJ' - 1) - 6 E wi ( 1.- aiJ') i=l j=l i=2 j=l 
m i-1 i-1 j-1 i-1 
c42_1-e,s - E vi < E aiJ' - 1)( E E aiJ.aJ.k - E aiJ' + !> 












i - 1 i-1 j-1 
w. ( E a . . ) ( E E a . . a. k) 
l j=l lJ j=2 k=l lJ J 
i-1 j-1 j-1 
E < w. < E 
2 a .. -
2 i=2 j=l lJ l k=l 
a. k) + V•( E 
J I.. k=l 
ajk 
m i-1 j-1 k-1 m 
B E E E aij ajk akt (V. + w. > + E 
i=4 j =3 k=2 l=l 1 l i=3 
1 m i-1 1 m - - L L a . . V. + 
6 
L Vi 2 i=2 j=l lJ 1 i=l 
Table 6.3.1 Order conditions for a two-step m stage scheme. 
1) >2+! 
m 
E v. 1 i=l 
i-1 j-1 




It is immediately evident that the order conditions 
comprise a set of nonlinear equations in the coefficients of 
the numerical scheme. Theoretically, the maximal order of a 
scheme can be determined by solving these equations. How-
ever, even for a relatively small number of stages, non-
linearity makes solution of the equations difficult. As for 
one-step Runge Kutta formulae, it is likely that an m stage 
formula cannot necessarily be made mth_order accurate. As 
the number of stages increases, the number of conditions 
required to be satisfied increases faster than the number of 
degrees of freedom and a large degree of dependence is 
necessary if mth order is to be obtained. 
Comparing with the maximal order of the usual one-step 
schemes, there is improved accuracy for schemes with up to 
three stages. However, even for just four stages the equa-
tions are increasingly complicated to solve and we merely 
conjecture that it seems very likely that fifth order is 
attainable. Whether sixth order is attainably by a five -
stage scheme is doubtful. A comparison between the maximal 
order of one and two-step schemes and the number of degrees 
of freedom is given in Table 6.3.2. We see immediately that 
the number of parameters in a two-step scheme is the same as 
for a one-step scheme with an extra function evaluation. It 
is therefore fairly reasonable to expect at least an 




No. of No. of Maximal No. of No. of 






















1 1 1 
2 2 3 
2 2 3 
3 4 6 
3 4 6 
4 8 10 
4 8 10 
(5) 17 15 
4 8 15 
. ( 6) 37 21 
Maximal order of one and two-step schemes where the 
bracketed expressions are conjectures for maximal 
order. 
The extra order attainable by the schemes with few 
stages, m, 3 , justifies the investigation of this partic-
ular class of methods. Without any extra function evalua-
tions but possibly a little extra computational complexity, 
an extra degree of order is achievable . 
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4 - l 5 - 8 1 vl = + + [ a - ( 'Y + 0) ] 2 12 a 
6 oa2 
3 + p + p - 5 1 wl = + -- , ['Y + 0 - a] 2 12 a 
6 Oa
2 
8 - 5 'Y + 0 
v2 = + 12 a 
6 Oa2 
5 - 8 'Y + 0 
w2 = 12 a 
6 Oa
2 
v3 = ~ w3 = 
_l_ 
6 Oa 6 Oa 
8 
2 
0 >2 = 5 + [ ( 'Y + - a< 'Y + 3 0) ] 
Oa 
2 
Table 6.3.3 Coefficients of three-stage, fourth-order schemes 
(Here, for clarity, we have made the following changes in notation; 
a21 = a, a31 = Y, a32 = o . ) 
In Table 6.3.3 we give the coefficients of a fourth-
order, three-stage scheme as an example of the solution of 
the equations in Table 6.3.1. Notice that even with fourth 
order there- is still some freedom in the computation avail-
able. However as we shall see in the next section, none of 
these parameters can be used to increase stability. For 
fourth order, the remaining degrees of freedom can only be 
used to determine the {aij} which, in turn, determine the 
intermediary points of the calculation. Nonetheless, as we 
describe in Chapter 7, this flexibility proves to be very 
useful in the design of error control schemes which use a 
minimal number of extra function evaluations. 
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Even though the scheme given in Table 6.3.3 does attain 
fourth order, we suggest caution in its use for a global 
integration. Since w3 = -v3 and w2 = -v2 we do not have 
positivity of coefficients and so we increase the likelihood 
of cancellations in rounding errors occurring during calcu-
lation. However this is not a deterrent in its implementa-
tion as a means of error control of a lower-order scheme 
where we only need to integrate locally. 
6.4 Absolute Stability 
The absolute stability of a method is investigated, as 
in Section 5.3, by applying it to the linear test model 
y' = >- y (6.4.1) 
Putting z = h>- we obtain the recursion relation (5. 3 .2) 
for a two-step scheme 
Yn+1. = s ( z) Yn + P ( z) Yn-J. (6.4.2) 
( cf. [Ve76a]). Here the polynomials S( z) and P( z) are 
polynomials of degree m whose coefficients can be shown to 





s . = 
1 
m i = I: s.z 
i=o 1 
1 - IJ 
k -1 m 1 
I: I: 




















L ak k ·· .ak k 









L ak k · · .ak . k . 
k . =l 1 2 1-1 1 
1 
(6.4.3) 
Notice that the nature of the method chosen, whereby the 
intermediary points of the calculation are the same at sub-
sequent steps, means that the coefficients 
1 ~ i ~ m} are similar, differing only by the 
weights of the method {vi, wi} . 
As explained in Section 5. 3, the recurrence relation 
has the characteristic equation 
2 
a - S ( z) a - P< z) = o z .: h >.. (6.4.4) 
the roots of which determine the properties of the method. 
Consistency of order p requires that one root of (6 . 4 . 4) , 
the principal root, is an approximation to the exponential 




It is convenient to express the consistency conditions 
of the method in terms of the polynomial coefficients. 
Since the principal root does approximate exp(z) to order p 
we may do this by substituting the Taylor expansion for 
exp ( z) up to terms of order · p in Equation 6. 4. 4. Then for 
accuracy up to order p = 3 , we have the following condi-
tions 
Po + s == l; 0 
sl + P1 + s = 2 0 order ' l; 
(6.4.5) 
S2 + Sl + 
so 
+ P2 - 2 2 order 2; 
order 3; 
The first condition of (6.4.5) is satisfied automati-
cally by the choice already made, s == 1 -· /3 , p = /3 • If 
0 0 
order p = 2 is required, then the conditions here are suf-
ficient; however if order p == 3 is required, then we see 
by Table 6.3.1 that there is an extra condition. The condi-
tions here only correspond to c1 = 0 c21 = 0 and 
c32 = 0 In addition we require c31 = 0 which we cannot 
obtain from the characteristic equation. However, it is 
useful to obtain an expression for c31 in terms of the 
coefficients { si' pi}. Obviously we ~ay do this by finding 
expressions for {v.,w.} from Equations 6.4.3 and substitut-. l l 




Then the solution of (6.4.6) with (6.4.5) for a two-
stage scheme completely defines the coefficients {si, pi} 
in terms of one free variable as 
3 + Po 5 - Po s = 1 - Po , 81 = , 82 = 0 2 .12 
Po - .l 
P1 = , P2 = -s2 2 
(6.4.7) 
However for a three-stage scheme, equations (6.4.5) are suf-
ficient to determine the number of degrees of freedom avail-
able for stability. Equation (6.4.6) merely provides a res-
triction on the {aij} once optimal coefficients 
have been calculated. Notice that once stability is deter-
mined, the scheme is not completely predicted: some of the 
{aij} are still free. We stress again that this is the pro-
perty of Runge Kutta methods which makes them so advanta-
geous for an analysis of this sort. The extra available 
degrees of freedom may be used either to reduce storage 
requirements or for designing a particularly efficient 
method of implementation. 
We now turn to the major problem which will concern us 
in the next section, the maximal efficiency of the method: 
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As in Section 5 . 2 , we define the stability r egion of the 
method by 
Both roots ai(z) of (6 . 4.4) satisfy } 
t ai 1 <;1 and if I ai t ""l then it is simple 
(6.4.8) 
We say the method is absolutely stable at a point z if 
z 6 S . Recall that, stability of the numerical model of the 
partial differential equation requires that the infinite 
spectrum of the Jacobian multiplied by the steplength 
h = .6t should lie inside S • For an efficient scheme we 
therefore require as large a multiple as possible of this 
spectrum to lie inside S. Since the values of the spec-
trum are proportional to l .6x , where .6x is the largest 
grid size in the spatial discretisation, this is equivalent 
to finding the maximal Courant number µ = .6t for which the 
.6X 
partial differential equation can be stably integrated. 
Consequently we will now discuss how we may calculate the 
coefficients of efficient schemes and hence find maximal 
Courant numbers. 
6 . 5 The Stability Probl em 
As previously ment ioned , we wish to cons t ruct s tab il-
i s ed s chemes a llowi ng maximal Courant number,µ, subj ect to 
the order conditions (6.4.5). For hyperboli~ systems being 
solved by conservative SD's the general problem is to find 









However, for systems with spectra which lie in ~ , no gen-
eral solution is sufficient for all problems. Either we 
must find a solution for each semidiscretisation employed or 
solve a general problem to give a set of approximate solu- . 
tions. As explained in Section 5.7 , it is only application 
of the maximum modulus principle which makes it feasible to 
find any approximate solution at all. 
We rely on finding a region in ~ within which the 
roots of the characteristic equation have modulus less than 
one and attain modulus one on its boundary. By the maximum 
modulus principle we only need to determine the roots of the 
character is tic equation along the boundary of the region. 
It is not sensible to find the roots of the characteristic 
equation at several points on ~ and then evaluate their 
moduli. Instead we need criteria by which we can determine 
whether roots at a given point will satisfy the stability 
property. 
Recall that for points lying on the real axis, the 
Routh Hurwitz er iter ion provides sufficient conditions to 
determine stability and thus maximising ~ is a linear pro-
gramming problem [Ve76b]. However, we are interested in the 
more complicated problem where the characteristic equat ion 
cannot be transformed to an equation with real coefficients. 
In this case sufficient conditions for stability at a given 
point are provided by the Cohn-Schur er iter ion. For the 
quadratic equation (6.4.4) this criterion takes the form of 







I P( z ) I ' l ; and 
. 2 
I I P( z) I - 1 I ~ 
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(6.5 . 1) 
S( z) P( z) + S( z) I . 
If strict inequality holds the roots of the quadratic equa-
tion lie inside the unit circle [Mi 71]. . Therefore evalua-
tion of maximal µ is a nonlinear programming problem sub-
ject to the linear constraints (6.4.5) along with the condi -
tion for zero stability -1 < S, 1. 
We will describe a solution of this nonlinear program-
ming problem in the next section. First a few cases for 
which solutions are known exactly are discussed . 
Theorem 6.5.l 
The maximal interval of stability attainable on the ima-
ginary axis · by a two-step third-order scheme is given by 
Simag = 1. The schemes which achieve this value for Simag 
h ave character is t ic func t ion 






We saw in Section 6. 4 tha t t he coe ff ic i ents of the poly- I . 
nomials S( z) and P( z) for a t wo - step two -stage scheme 
can be obtained from relations ( 6. 4. 7) . Substitution of 
these coefficients into conditions (6.5.1) and putting 
z = i y yields 
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Here condition ii) implies condition i) for IP
0
1 < 1 . The 
maximal value of y satisfying ii) is y = J. and occurs 
for p = 1/5 
0 
Thus 13 imag ~ 1 and the characteristic 
equation is of the given form after substituting 
in equations (6.4.7). 
p = 1/5 
0 
D 
We now refer to the result of Jeltsch and Nevanlinna 
which was discussed in Section 5. 1 : for an m-stage scheme 
either Im c S or Tm = S and the characteristic polyno-
mial has the factor (5.6.1) where Ir = { iy I IYI (; r} . 
By ( 5 .+. l) the two-step three-stage schemes with I
3 
= S 
are defined by the characteristic equation 
2 8 3 a - ( 22 + z ) a - 1 = o 27 (6.5.3) 
and thus have order-of-accuracy two. 
largest value of r such that I Cs r 
Nevertheless, the 
is r = 1.5 . This 
is because - the comparison theorems do not cater for the 
occurrence of branch points and (6.5.3) has a branch point 
at z = 1.si . Fortunately, as mentioned in Section 5.+ , we 
can break the bound on r if we remove the condition of 
closur e . The third - o r der schemes defined by ( 5 .1-. 2 ) ha ve 
r • 2.&4-,-3 . These schemes have the advantage that their coef -
ficients are known exactly and the ir stability bound is 
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nearly optimal Implementation of these schemes 
requires that we solve for the parameters { vi,wi} from the 
polynomial coefficients. It is preferable that coefficients 
are known exactly so that there is no loss in accuracy when 
solving for the parameters since the stability regions are 
sensitive to perturbations in the polynomial coefficients 
particularly if the zero-stability parameter /J imag becomes 
close to -1. Therefore we have not attempted to find any 
better approximation numerically. 
For spectra lying in t , we have the results of the 
circle theorems which may give approximately optimal solu-
tions for spectral curves being small perturbations from 
circles. By (5. ~ .3) the one-step Euler method described by 
a(z) ~ 1 + z is the most efficient one-step m-stage method 
of first order for the circle of radius 1 centred at (-1,0) 
lying inside S . Thus for higher-order methods, no discs 
of radius m can lie inside S, but the largest such disc 
is not known. Also for two-step m-stage methods, m > 1 , 
the largest disc lying inside S is not determined. 
Consequently the existing theory in the literature is 
not sufficient to determine the maximally efficient schemes 
for integrating hyperbolic equations. In general we must 
resort to numerical techniques for solving the nonlinear 
problem described by the Cohn-Schur er iter ion. A technique 
for finding optimal, or near optimal, schemes for arbitrary 
domains lying within t is described in the next section . 
- 129 -
6.6 A Solution Technique 
Here we give a method for solving the non-linear equa-
tions (6.5.1). An optimal sc.heme with stability region com-
pletely enclos,ing a domain n is sought. Heuristically the 
idea is to perform a discretisation along the boundary of 
n, i.e. define points 
along the boundary an, as N -+ 00 • 
which become dense 
Thus we have 2N non-
linear constraints on the variables {pi, si o ( i ( m} by 
requiring that the Cohn-Schur criterion is satisfied at each 
point zj. Solving the consistency conditions (6.4.6) and 
(6.4.5) enables these constraints to be expressed in terms 
of M independent variables where 
number of stages and order imposed. 
M varies with the 
As the points 
depend on the Courant number ~ via the equation defining 
the boundary of n , we have M + 1 independent variables. 
Then adding the condition for zero stability, we may state 
the optimisation problem as follows: 
subject to -




I S ( z . ) P ( z . ) + S ( z . ) I ( I 1 - I P ( z J: ) I 
2 
I 1 ( j (N J J J 
where P(z . ) and S(z . ) 
J J 
are functions of T x - < ~ , x
1
, ... , ~ > 
! I 
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and {Xifl(i(M} is a subset of {pi,si t o(i(m}. 
A solution to this problem was found by using the NAG 
library routine E04VBF. This routine attempts to find a 
minimum of a function of several variables subject to gen-
eral constraints as described by (6.6.1). It uses a sequen-
tial augmented Lagrangian method and solves the minimisation 
subproblems by a modified Newton method. 
The approach we employed was to solve the problem for a 
very small value of N, say N = s , and then successively 
increase the value of N using each preceding solution as a 
starting point for the next problem. Gener ally we found 
that the solution failed to converge for N > 20 , although 
in the case of M = i convergence for values of N up to 
N : 40 could be achieved. At each stage we checked the 
feasibility of the solution by seeing whether the coeff i-
cients did indeed generate a stable scheme. This was neces-
sary because at convergence the norm of the residual of the 
active const~aints is required to be a minimum. Thus 
several of the constraints may be satisfied as equalities 
and hence some of the zeros with modulus one may not be sim-
ple. In this way we also found that in some cases where 
convergence had apparently not occurred because the residu-
als were too large, the non-converged. solutions were in fact 
stable and hence near-optimal. In such cases a minimum was 
predicted because the other convergence criterion which 
measured the difference of the gradient vector and a multi-
ple of the Jacobian of the active constraints was small. 
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Therefore our solutions are only approximations to the 
optimal solutions. However, experiments show that they are 
reasonable. In many cases trying to impose the convergence 
er iter ia more exactly caused the programme to converge to 
solutions with p
0 
= -1 . This is not acceptable since then 
convergence of the solution of the numerical scheme to the 
solution of the differential equation is not guaranteed. 
When this did occur, a suboptimal solution was obtained by 
restricting the value of to some smaller interval such 
as -.9 ( Po ( 1 
solution with 
The programme then converged to the 
on its lower bound confirming that in 
fact the optimal solution would not be zero stable. 
We recall that the Cohn-Schur criterion does not ensure 
that roots lying on the unit circle are simple but that if 
strict inequality is imposed, all roots do lie inside the 
unit circle. However the optimisation procedure relies on 
the constraints being achievable as equalities and thus we 
cannot guarantee the stability of a solution. To avoid this 
difficulty, we did attempt to find a solution to the damped 
problem where the roots are required to lie on or inside a 
circle of radius less than one (cf. Verwer [Ve76b]). This 
approach did not seem to be particularly beneficial, since 
allowing no roots to have modulus one produced radically 
reduced Courant numbers. It was somewhat better to stay 
with the rather ad hoe approach of finding approximate solu-
tions by carefully examining non-converged results. 
In the course of our investigations, various other 
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attempts at a solution technique were tried. The method 
and routine used here gave the best results of those con-
sidered. However it is likely that with the development of 
new routines for solving nonlinear optimisation problems, 
better results can be achieved. Certainly the schemes 
developed here will be good candidates with which to begin 
any other iterative procedure. 
In view of our discussion of the normalised error con-
stant in Section 6.2 it would be beneficial to restrict p
0 
to some value away from -1. As yet the consequences of 
this course of action have not been fully investigated but 
we do intend to continue the experiments at a later date. 
6.7 Application Of The Technique To Some Specific Problems 
Our original intention has always been to design a 
stable numerical method of third-order accuracy for solving 
hyperbolic systems of partial differential equations. It is 
unlikely that any method of time integration with order of 
accuracy greater than three would be very useful since effi-
ciency is likely to be further reduced. Also , the accuracy 
of the time integration should be compatible with that of 
the spatial discretisation which, even if of order three in 
regions where the solution is smooth, will certainly have 
reduced accuracy in the neighbourhood of discontinuities. 
In regions where the solution is rapidly varying, considera-
tion of too many stages in the solution process might lead 
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to unnecessary accumulation of errors. Therefore, for the 
present, we only consider the design of two-step schemes 
with two or three stages and order of accuracy two and 
three. The schemes of order two are developed for the sake 
of comparison. We also devel9p equivalent one-step schemes 
to see whether there is any benefit in taking the extra step 
into account. 
No of No. of Order Free 
steps stages p variables 
C 
2 2 2 {po,pl,p 2} 
~ 
2 2 3 {p } 
0 
2 3 2 {po,P1,P2,P3,s3 } 
2 3 3 {p O ' pl ' P2 ' p 3 } 
1 2 2 --
1 3 2 { r3 } 
1 4 2 { r 3 ' r4 } 
1 3 3 --
1 4 3 { r 4} 
1 5 3 {r 4 ' r5J 
Table 6.7.1 Free variables of optimised Runge Kutta schemes. 
We summarise the schemes considered and their available 
degrees of freedom for stability in Table 6 ~7 . 1 . Here the 
one-step m-stage schemes are described by the stability 
• 
polynomial R( z) = 
- 134 -
In the previous section we desc·r ibed a solution tech-
nique for a general domain n to lie completely inside the 
stability region. Here we consider four such regions as 
we ll as an interval on the imaginary axis . As the stability 
regions are symmetric about the real axis, we only need to 
consider points on the portion of the boundary of n lying 
above the real axis. 
For systems with spectra in the left half complex 
plane, we consider n to be a wedge-shaped region subtend-
ing angle 2a at the origin and bounded by a smooth curve. 
This is similar to finding schemes with maximal A(a)-
stability for solving ordinary differential equations 
(O.D.E.). Therefore the results presented here are equally 
relevant for O.D.E. solvers as well. If the bounding arc of 
the wedge is not particularly parabolic in shape, the maxi-
mal Courant number obtainable is predominantly determined by 
the angle of the wedge r ath e r than t h is arc. The op timal 
solutions for any bounding arcs will be good approximations 
to optimality for any solution required in a wedge of simi-
lar angle. 
We decided t o t es t our so lution techn ique with fou r 
wedges . The choice of two of these wedges was guided by the 
loci of the eigenvalues of the Jacobian matrices describing 
the SD's given by Equations 5.4.1. By theorem (4.2.1) these 
are the only third-order implicit semidiscretisations which 
attain maximal orde r. The eigenvalues of their Jacobians of 




i) .. = i C< 2 e > ± . e < 2 e >2 1 "j 4 cos j - 4 l. cos j 28 - cos j 1 ( j ( n+1 
1 
2 . . 2 2 
6 cc cos e . -:- 4 > :1: i cos e . < 13 - cos e . > J 
L = J J J 
J l.6 + 5 cos2 8 . 
l. ( j ( n+l. 
J 
== i1L 
ej n+1 1, j, n+l 
The angle, a, which the loci of the eigenvalues subend at 
the origin is 49.l. 0 and 60° respectively. For these eigen-
value curves µ is maximised so that µ A, ES, l. ( j ( n+l., 
J 
and so that the ray from µ An+l. to the origin lies com-
pletely in S. The other wedges we considered have bounding 
curves which are arcs of circles and subtend angles 45° and 
90° at the origin. As before, discretisation of the boundary 
n involves discretising along the radius and the bounding 
arc of the wedge . As it is the radius which is in some sense 
being maximised, a solution is found ·more efficiently if a 
denser distribution of points is taken further away from the 
origin. 
However, as we have already explained, to find optimal 
schemes for these particular SD's we should have optimised 
with respect to the spectra of th~ir infinite Toeplitz 
forms. Thus we have not obtained the results originally 
required. Nonetheless, we do have optimal schemes for four 
different wedges and have demonstrated that our solution 
technique is successful. Clearly maximally stable multistage 
methods, for any wedge with angle a can be found in this 
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way. 
Before describing our results further we briefly men-
tion the application of the technique to optimal schemes for 
conservative SD's for hyperbolic equations. For such sys-
tems optimisation merely requires maximising ~ such that 
the interval (O, i~] lies in the stability region. Note 
that we have already given analytic solutions for the 
third-order two-step schemes and that some solutions for the 
one-step schemes are widely known. The remaining problems 
are solved by the optimisation technique applied by 
discretising the interval [O, i~] . 
As mentioned in the previous section, we often had prob-
lems with P becoming close to 0 -1 . In cases where this 
occurred, we experimented with fixing it away from -1 at 
values of -0.8 -0.9 and -0.95 Therefore we derived 
several possible schemes in each case. Every possible solu-
tion was checked for its validity and in some cases approxi-
mations made to the coefficients to bring them into a more 
compact form. If a solution could be found with coeff i-
cients in closed form, then this was the solution that we 
preferred. Thus the solution of the optimisation problem 
was in many cases just a starting point from which schemes 
could be determined by various methods of trial and error. 
Our solution technique is therefore totally heuristic in 
form, requiring some formal optimisation and some judgement . 
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No . of No.of 












- - -k p m m m 
1 2 1.33 1.33 0 .665 .665 --
1 2 1. 88 2.31 2 .627 .. . 770 .667 
1 2 3.33 3.33 212 .833 .833 . 707 
1 3 1.68 1.64 /3 .560 . 847 . 577 
1 3 2.06 2.39 212 .515 .598 . 707 
1 3 3.39 3.29 /15 .678 .823 .775 
2 2 2.26 2.27 1. 98 1.130 1.135 .99 
2 2 3.39 3.75 2.93 1.130 1.25 .977 
2 3 1. 33 1.41 1.00 .665 . 705 .500 
2 3 1. 71 2 . 01 2 . 84 .570 .670 . 945 
Table 6.7.2 Predicted CFL numbers 
In Table 6.7.2 we give the predicted values of maximal 
Courant numbers attainable. Scaling by the number of stages 
allows direct comparison between predicted efficiency of 
different schemes. Here and are the maximal 
Courant numbers for curves i) and ii) and those on the ima-
ginary axis respectively. In Figure 3 we show some of the 
optimal stability reg ions. Note that the maximal radii of 
the wedges based on the eigenvalue curves are actually 
larger than the Courant numbers as these have been scaled by 
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-3 -2 -1 0 
Figure 3. Examples of stability regions of Runge Kutta 
methods. Schemes with maximal interval of 
stability on the imaginary axis are represented 
by the solid lines. Schemes with maximal 
stability in wedges with semi-angles 49.1° 
and 60° are represented by the dotted and 










The coefficients obtained as solutions to the optimisa-
tion problems are given in Appendix A. In Appendix B we 
solve for the integration parameters of the schemes in terms 
of the free variables of the optimisation problem. Thus 
particular schemes can be derived from the equations in 
Appendix B. 
Although these predictions are not all biased in favour 
of one class of methods or another, it does appear that the 
second-order two-step schemes might be particularly useful. 
Advancing in time with a scaled Courant number greater than 
one seems particularly promising. However for the dissipa-
tive SD's these values are rather too optimistic. As the 
spectra of the infinite Toeplitz forms vary markedly from 
those of the finite matrices the Courant numbers we can 
actually expect are considerably reduced. The expected 
values a.re given in Table 1 in Append ix c. 
We have shown that this particular class of two-step 
Runge-Kutta methods can be optimised in a way which produces 
schemes with improved ·efficiency within a given domain in 
~. The technique has also been demonstrated to apply 
equally suc~essfully to one-step Runge-Kutta. Nevertheless, 
the particular SD's which have been considered are so 
strongly dissipative that no optimisation will produce any 
markedly improved efficiency. Instead the procedure should 
be applied to some SD's possessing less . dissipativity. 
Further, this class of two-step multistage methods may prove 
to be useful as an explicit O.D.E. solver with improved 
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stability in wedges within t. 
In a later chapter we discuss the application of these 
Runge Kutta methods for the solution of general semi-
discretisations. Although we · have not gained the efficiency 
that we had hoped for, the complete numerical model does 
possess some rather useful properties suggesting that 
further investigation would be beneficial. Before describing 
these applications in detail, we discuss various implemepta-
tion details concerning reduced storage requirements and 
possible ways of error control. 
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7. IMPLEMENTATION OF RUNGE KUTTA METHODS 
7.1 Efficient Algorithms for One-Step m-Stage Runge Kutta 
A resurgence in interest in Runge Kut ta methods for 
integrating hyperbolic equations was initiated recently by 
Jameson [Ja82]. However, he did not investigate the possi-
bility of designing algorithms with reduced storage, focus-
ing on the implementation of the standard four-stage 
fourth-order Runge Kutta method without performing any 
linearisation of the terms. As a result his algorithm is 
sufficiently general to be applicable to the integration of 
any nonlinear system of equations. Also, he noted that 
although fourth-order accuracy might be necessary in the 
transient stage where rapid change is occurring, the order 
might be reasonably sacrificed for faster integration when 
an asymptotic state is reached. Thus we would like to know 
whether a reduction in order might not only allow larger 
Courant numbers, but also a reduction in the four arrays of 
storage whicp his algorithm requires. 
Recall that the main advantage of Runge Kutta schemes 
is that having obtained the stability polynomial of a given 
scheme, there is still some freedom available for determin-
ing the integration parameters. This freedom may be util-
ised in a number of ways. Here we discuss algorithms which 
have minimal storage requirements and allow error control 
ii 
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without too many extra function evaluations. Alternatively, 
we could have considered minimisation of the local or global 
error constants, but note that in some cases we have already 
taken account of the local ·error by specifying that p
0 
is 
not too close to -1. Initially we review some of the algo-
r ithms available for efficient implementation of one-step 
m-stage Runge Kutta. 
As we wish to make comparison to Jameson' s algorithm, 
we describe it here, albeit in the notation adopted by Pike 
and Roe [ P i83]. All the operations of data smoothing and 
flux balancing are incorporated into a spatial operator 
B 6 x. Then 6t B 6 x acting on an array w< i) is denoted by 
zw<i) where the w<i) denote the generic storage units of the 
calculation. Additionally, the arrays w<n) and w<n+l) 
d t n d n+l t· 1 eno e y an y respec 1ve y. Assignment of information 
to an array is represented by an arrow. With this notation 
the algorithm is 
w< i > <-- w<n) + .1 z w<n) 2 
w< 2 > <-- w<n> + l z w<1 > 2 
w< 3 > w<n> w< 2 > 
(7.1.1) 
<-- + z 
w<n+1) <-- .1 (W( 3) 3 + 2w< 
2 > + w< 1) - w<n)) + .!zw< 3 > 
6 
Jameson's Algorithm 
Then, following from the definition of one-step schemes as 
defined in Appendix B, Jameson' s algorithm corresponds to 














L j i-1 = 1 I - I = I = 0 I p 2 2 lj 
Pike and Roe noticed that if the equation to be solved 
is linear, then any rearrangement of the stability polyno-
mial is valid. For instance, the stability polynomial can 
be written in nested form and then interpreted to give an 
algorithm which is neater but with the same storage require-
ments. For the four-stage scheme of Jameson, the algorithm 
becomes 
w' 1) <-- wCn) + .! z wCn) 
4 
w' 2 > <-- wCn) + 1 z wC 1 > 3 
w' 3 > w<n> + .! w< 2 > 
(7.1.2) 
<-- 2 z 
w<n+1) <-- w<n> + z w< 3 > 
Further, realising that subsequent stages can be thought of 
as intermediate storage locations and generalising to an 
arbitrary number of stages, we have an algorithm requiring 
only three arrays of storage: 
w< l} <-- wCn) + c z w< n) 1 
w< 2 > <-- w<n> + C Z W(l) 2 (7.1.3) 
w<1> <-- w<n> + C Z W( 2) 
3 
Pike-Roe Algorithm 
Here the last two steps are repeated until cm appears on 
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. the right-hand side and the coefficients are those of 
the nested polynomial C . -m-1 
r i+l 
o ( i ( m-1 [Pi83]. 
This algorithm is fourth order for linear equations. How-
ever, it can be applied for nonlinear equations with a 
reduction in order if we set 
>... . == o if Jl 
Substituting these coefficients in the consistency condi -
tions for one step schemes, as given in Appendix B, it is 
clear that for nonlinear equations the algorithm is of 
1 second order because c = 
2
• m- 1 
Immediately, we question whether by some other rear-
rangement of the linear algorithm, fourth order might be 
obtained for nonlinear equations. Iserles adopted an algo-
rithm not based on the nested form of the polynomial R(z) 
but one with integration parameters of the scheme incor-
porated as follows: 
w< i > <-- z w<n> 
w< 2 > <-- - w<n> + e wO> 
1 
w< i > z (W(n) + C W( l.)) (7.1.4) <--
l. 
w< 2 > <-- w<n> + 92 w< i > 
Iserles's Algorithm I 
[Is84d]. Again, the last two steps are repeated until em 





to the one obtained from the nested polynomials without the 
restriction e. = o, 1 ~ j ~ m-1. We need to solve for the 
J 
coefficients c i = >.. i+l, i and e i in a way that achieves 
maximal order. Iserles demonstrates that in fact a four-
stage order-four method can be achieved in this way. 
A further refinement in the definition of the scheme 
enables Iserles's algorithm (7.1.4) to be implemented with 
just two arrays of storage. The intermediary points y7 are 
redefined by, 
n y. -= 
l. 
i-1 
yn + h r: e . ! . + h e . 
1 
! . 
1 j=l J J ]. - ].-
giving an algorithm where storage of n y 
(7.1.5) 
is not needed so 
that the information in W(n) is overwritten during the cal-
culation. Thus (7.1.4) becomes 
w' 1) <-- z w<n> 
wCn) <-- w<n) + e w< 1 > 1. 




w<n> <-- - w<n> + e w< 1 > 2 
Iserles's Algorithm II 
Here the last two steps are repeated until em appears on the 
right hand side. If, in addition, the restrict ion 
ej = o, 1. ~ j, m-1. is imposed, as in the non-linear version 
of (7.1.3), the increment .in w<n) need only be made once and 
the algorithm is then computationally equivalent to (7.1.3). 




scheme if the restriction is slightly relaxed so that 
e . = o, 1 , j ( m-2 
J [ Is84d]. Therefore these algorithms 
enable higher order to be obtained with reduced storage 
whilst maintaining efficiency comparable to those of either 
Pike and Roe or Jameson . 
It is therefore clear that with judicious choices of 
integration parameters, storage may be reduced whilst main-
taining high order of accuracy. At the same time, the 
number of operations can be radically reduced. Working with 
higher dimensional problems these criteria are very impor-
tant and thus implementation of the normal Runge Kutta 
methods with one of the algorithms described here should be 
considered. In the following section we investigate whether 
our class of two-step m-stage formulae can be implemented in 
a comparable way. 
7.2 Efficient Algorithms For Two-Step m-Stage Runge Kutta 
As a result of the analysis of the one-step schemes it 
seems unlikely that implementation of the particular class 
of two-step formulae will be possible with just two arrays 
of storage. These formulae were chosen to be efficient in 
terms of function evaluations and; to take advantage of 
this, information calculated at one step must be stored for 
use at subsequent steps. Thus at least one array of storage 
is required by the very structure of the formulae . 
• 
Following the ideas of Pike and Roe [Pi83] for one-step 
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formulae, we can base the implementation of two-step methods 
on the nested form of the stability polynomials. It is 
always assumed that there has already been integration by a 
suitable one-step method and that the current solution is in 
array w<n) . Also, all the information about the preceding 
step necessary to continue integration is assigned to array 
w< 1 ) . The arrays w< 2 > and w< 3 ) are generic units of storage. 
Once the information in w<n) and w< 1 ) has been used these 
arrays also become intermediary storage units of the calcu-
latlon bclng used to accumulate the information ready for 
the next step, w<n) on exit being yn+i Then Pike and Roe's 
algorithm applied to two-step schemes takes the form, 
w< 2) <-- (1 - /3) w< n) + wCl) 
w<i) <-- P w<n) 
w< 3) <-- z w<n) 
w<n) w<n) + w< 3) (7.2.la) <-- cl 
wC3> <-- z w<n) 
Two-step Pike-Roe Algorithm I 
When the last two steps have been performed (m-1) times so 
that c has appeared, w< 1 ) is incremented for use at the m-1 
( ) n+l next step and W n is incremented to contain y 
w< 1 > <-- w< 1 > + v w< 3 > 
m 
w<n) <-- w< 2 > + w w< 3 > 
m (7.2.lb) 
Thus (7.2.la) with (7.2.lb) define an algorithm which we 
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describe as the first two-step version of Pike and Roe's 
algorithm. The coefficients 
the nested polynomial by · 
cm-i = am-i + 1, m-i 
C 
m 
are defined as those of 
1 ( i ( m-1 , 
The other integration parameters, except for vm, are zero. 
For m ~ 2 stages, this algorithm can achieve third order 
but is not convergent for m = 1 since p =-·l. 
0 
Also a 
three-stage method cannot be made fourth-order accurate. 
Imposing p
0 
= o, gives a two-step version of Iserles's 
first algorithm which can be implemented using just two 
arrays of storage. On exit from the algorithm after one 
integration, all the information necessary to integrate 
further is contained in w< 1 > and thus the algorithm starts 
as. follows: 
w<n> <-- w<n> + V W( l) m 
w< 1 > <-- z w<n> (7.2.2) 
w<n> <-- w<n) + C W{l) l. 
Two-step Iserles Algorithm I 
The last two steps continue as before until 
appears on the right-hand side. This time no additional 
assignments are needed and the algorithm restarts. For 
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m) 3 , we can achieve order of accuracy at least three. 
The three-stage scheme is completely defined by the 
above algorithm if it has order of accuracy p = 3 . This 
occurs as the extra third-order condition, 
( s3 + P3) 2 
( s 2 + p2 ) a + ( ( 'Y + O) - a ( 'Y + 35) ) = o 
cS a2 
and conditions 'Y = 0 and C = 
Pi+l 
mean that neces-m-i pi 
sarily 
2 
Thus and be P2 = 2P1 P3 P2 , P1 P3 can 
evaluated from the consistency conditions as 
3 7 2 
P2 -= {l - Sl) (2 - Sl) P3 .: {l - Sl) (6 + Sl - 2S ) l. 
where 1 2 P1 = (1 - Sl) sl = (1 ± -/6) 2 
Substituting in the value for sl and evaluating only the 
necessary coefficients P1 , cl , and c2 gives 
1 2 1 1 1 
v3 = Pi = -c1 =f -) cl = -c1 =f -) c2 = (1 =f -/6) 2 -/6 2 \!'6 
Thus there are no degrees of freedom available for the 
development of stabilised formulae. Further, it can be shown 
that the maximal interval of stability on the imaginary axis 
is obtained for the choice s
1 
• -!,c1 + ·i) and is 
2 v'6 








and consequently this algorithm is of limited applicability 
for the solution of hyperbolic SD equations. 
Alternatively, we may return to Pike and Roe's algo-
rithm (7.2.1) and relax the conditions on the coefficients. 
The algorithm is then similar regarding the amount of 
storage but requires more operations. However, we still 
insist that 
algorithm is 
w' 2 > <--
w' 3 > <--
w<n> <--
w' i > <--
w< 2 > <--
w< 3 > <--
w<n> <--
w' .i >. <--
a ij '"' o , j # i-1 . Writing c . = a . +1. . the 1 1 , 1 
wCn) 
z wCn) 
(1. - S) w<n> + w<1> + w w< 3 > 
l 
s w< 2 > + v w< 3 > 
.l 
w< 2 > + w< 3 > (7.2.3) c.l 
z w' 2 > 
w<n> + w wP > 
2 
w< .i > t V W( 3 ) 
2 
Two-step Pike-Roe Algorithm II 
Again , the last four steps 







fourth-order accuracy for m) 3 can be achieved since the 
only restriction is = Q / j # i-l. 
It is also interesting to consider an algorithm similar 
to Iserles's second version. The intermediary points can be 






I: (w . !. ) + he. 
1 
!. 
1 J J 1- 1-j =1 
i-1 Y~n-1) = y<n-1) + h L 
j=l 
w. ·k. + he. k. J J 1-1 1-1 
(7.2.4) 
Then, with vi = o, 1 ( i ( m-1, an algorithm which uses only 
three arrays of storage is as follows: 
w<n) <-- (1 - /J) w<n> + w<l) 
w< 1 > <-- 8 w<n> 
w< z> <-- z w<n> 
w<n> w<n> + w w< 2 > 
(7.2.Sa) <-- 1 
w< z > <- - z cw< n) + e w< 2 >) 1 
w<n> <-- w<n> + w w< 2 > 
2 
Two-step Iserles Algorithm II 
The last two steps a r e r e peated unti l wm has appear ed and 
then w< 1 > is incremented, 
w< i > <-- (7.2 . Sb ) 
Alternativeiy, the firs t s t ep of the algor ithm cou l d be, 
w<n> <-- < 1 - s > w< n > + w< 1 > + v ~< 2 > 
m (7 .2.6) 
Clearly, imposing 8 = o allows the me thod to be implemented 
with just two arrays of storage . Although a three-stage 
scheme cannot be made fourth-order accurate with this choice 
of coefficients, this algorithm is very encouraging. It is 
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certainly much more than we had hoped for and suggests that 
possibly optimisation of schemes designed for this algorithm 
should be performed. 
The ref ore the most promising approach here, is to base 
algorithms either on Iserles first algorithm or its refine-
ment (7.2.6) which needs less storage. If there is no need 
for order four, with only a few stages, the latter should be 
recommended. Unfortunately, the very properties that make it 
so desirable here remove some freedom when we try to design 
an error-control mechanism. We note that for most of our 
formulae the polynomial coefficients are not known in closed ... 
form. This may be a disadvantage for the algorithms based 
on the integration parameters of the schemes since the sta-
bility regions of the optimised methods are very sensitive 
to perturbations of the polynomial coefficients and so they 
must be calculated to the greatest accuracy possible to 
prevent instability arising. This instability would not be a 
problem for the nested form algorithms. This, along with 
the reduced number of operations required by these algo-
rithms, suggests a preference for Pike and Roe's first ver-
sion. However, we shall see that, in fact, it is beneficial 
to have the extra degrees of freedom of the second version 
for the design of error control mech~1isms. Nonetheless, if 
no error control is required the two-step versions of 
Iserles' s second algorithm should be preferred since they 
only need either two or three arrays of storage . • 
At present the two-step formulae have not been tested 
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on any large scale practical problems. For the test prob-
lems considered the integration has been started using a 
one-step Runge Kutta method chosen with comparable stability 
and order of accuracy properties. In this way it is ensured 
that the starting mechanism does not introduce unnecessary 
errors in the initial conditions. The method of steplength 
adjustment has until now been very crude. If instability is 
evident in the solution then the integration has been 
started with a less optimistic Courant number. Obviously 
this is not a sen~ible course of action in practical prob-
lems and thus we have begun to investigate a method for 
automatic steplength adjustment and error control. We 
review our ideas in the next section, although they are of a 
very preliminary nature and have not yet been implemented . 
7 . 3 A Strategy for Error Control of Two-Step Sc h emes 
Here we consider the design of higher-order two-step 
methods wh i ch may be used as part of a numer ical scheme wi th 
automatic er r or control . The main r equ ir ement is t hat t h is 
should be performed as cheaply and as efficiently as 
possib l e,ie. we desi r e not only minimal extra function 
evaluations and operations but also minimal storage. 
A method of error control very similar to that proposed 
by Verwer [Ve80] for t hree-step Runge-Kutta methods is sug-
gested . Here we only describe the major differences between 
our · method and that presented by Verwer. For more details 
- 154 -
concerning implementation the reader is ref erred to this 
reference. His method forms estimates of the local error by 
forming appr6ximations to the derivatives occurring in the 
Taylor expansions. Instead, the method presented here is 
based on the assumption that given two formulae from the 
same class of methods, one with higher order than the other, 
then the difference between solutions at a given time is an 
approximation to the error in the lower-order formula. This 
is based on the Runge-Kutta-Fehlberg technique usually used 
for error control of one-step methods. 
If the estimate of the error does not satisfy a suit-
able error tolerance then the stepsize must be reduced. It 
is not desirable to implement the error check too often as 
this would be costly, due to the extra function evaluations 
required to restart the process. It is suggested that 
Verwer's technique of stepsize adjustment is adopted whereby 
he uses the root formula to predict a stepsize which is then 
scaled down to produce a ' conservative estimate for the new 
step. Similarly, if after a set number of steps no adjust-
ment has been necessary the same formula can be used to 
predict an increased stepsize. Note that any increased step 
must always be bounded by that predicted as maximal for a 
linear equation being integrated by the particular scheme. 
As already mentioned, each time that a new step is 
adopted or when the integration starts, the first step must 
be evaluated in some way. This may be by interpolation or 
using a one-step method. Verwer uses interpolation at points 
- 155 -
during the integration and a one-step Runge-Kutta method to 
start the process. We suggest that, if it is not too costly, 
a one-step method should be used at all times. Clearly the 
one-step method should be chosen with stability properties 
comparable to the main integrator and also a similar maximal 
Courant number. Then, instabilities which may arise by a too 
frequent use of interpolation should not be a problem. 
Obviously the advantages and disadvantages of any error 
mechanism can only be determined by a detailed performance 
evaluation. Verwer's model has been proven whilst the modif-
ications suggested here have not yet been tested. 
Some two-step schemes compatible with our original 
methods and designed for maximal efficiency are now 
presented. The higher-order scheme, which is a member of 
the same class of formulae as discussed previously, is 
defined by: 




* (V. k . 
.l .l 





Here we are requiring that the intermediary points of the 
calculation are the same in both cases . Thus, the coeffi-
cients {aij} are the same in both formulae and if we can 
obtain higher order with no extra stages , then the error 
control does not require any extra , function evaluations . 
. n+1 n+l The difference Hy e - y H will be a n approximation to 
the error in yn+l 
In general the order condit i on s a nd the coef ficients 
{aij} do not define the coefficients of the error scheme 
(7.3.1) completely. There is st ill s ome fr eedom a va ilable 
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which can be used to limit storage and reduce computer 
operations. Before considering these points, we concentrate 
o n the stability of scheme (7 . 3 . 1) . As we are not integrat -
ing globally with this scheme, its global stability is not 
crucial. However, we have already mentioned that the nor-
malised error constant of a consistent method is the trunca-
* tion error normalised by 1 + /3 and thus has a magnitude 
determined by the zero stability parameter S* It is 
desirable that the order of magnitude of the errors of both 
schemes is comparable. Therefore, wherever we are able to 
do so we define S* = S . Indeed, this is also useful for 
reducing the number of computer operations. 
For the three-stage schemes of order p ~ 3 and the 
two-stage scheme of order p = 2 we can implement the 
error control scheme with just one additional array of 
storage. Having decided at a par ticu lar step that an error 
check is to be made, we use that step to assign the informa-
tion, 
* n - 1 m * /3 y + h [ V,k, 
, 1 1 
1=1 
to w<4 > . Then at the next step we have no need to sto re 
i nf ormat ion -fo r subsequen t ste p s a nd so we can j ust add the 
info rmat ion 
* n m * ( 1 - /3 ) y + h L w ,, L 
i = l 1 1 
to t hat a lr eady pr e s ent in w<4 > . We may reduce the number 
of operations if we can make as much as possible of 
* n-1 m * /3 y + n [ V , k , 
, 1 1 
1=1 
m 
n - 1 h the same as /3 y + L v. k . . We there-
, l l 1=1 
fore use these criteria to define the coefficients of the 











We give, for example, the algorithm for a two-stage 
scheme based on the two-step version of Pike and Roe's 
second algorithm with error control incorporated: 
w< 2 > <-- w<n> 
w< 3 > <-- z w< 2 > 
w<n> <-- c1 - .B)W<n> + w< 1 > + w w< 3 > 1 
w<1> <-- .a w< 2 > + V W( 3 ) 1 
w< 4) <-- .a w< 2 > + v* w< 3> 1 
w< 2 > <-- w<2> + c1 w< 3 > 
. w< 3 > <-- z w< 2 > 
w<n> <-- w<n> + w w< 3> 2 
w< 1 > <-- w<1> + V W( 3 ) 2 
w< 4) <-- w< 4) + v* wC4) 2 
w ( 2) <-- w<n> 
w< 3 > <-- z w< 2 > 
w<n> <-- (1 - .B)W(n) + w<1) + w w< 3 > 1 
w<1 > <-- .a w< 2 > + v w< 3 > 1 
w<4) <-- w< 4) + (1 - .B)W( 2 ) + w *w< 3 > 1 
w' 2 > <-- w< 2 > + C W( 3 ) 1 
- w< 3 > <-- z w' 2 > 
w<n> <-- w<n> + w w< 3> 2 . 
w< 1 > <-- w< 1 > + V W( 3 ) 2 





· For clarity we have not included any loops but obvi-
ously for more stages they occur at r and A. On exit 
f rom this algorithm the n+1 n+1 y - y e is 
difference 
represented by w< 4 > - · w< n > A routine to determine the 
next course of action is entered and we then return to the 
original algorithm (7.2.3) for some predetermined number of 
steps. Notice that this algorithm uses only five arrays of 
* storage and that setting vi = vi would remove an appreci-
able number of operations if the number of stages is high. 
We use this algorithm because the freedom existing in 
the coefficients allows error control for schemes with few 
stages. In Appendix B we give these coefficients for both 
three-stage schemes and the two-stage second-order scheme. 
As explained above, we have used the freedom in each case to 
* set /3 = /3 
possible. 
* and V . = V . 1 ' i ~ j l. l. for j as large as 
For a two-stage scheme, no fourth-order method 
exists and so error control cannot be impl ~mented without 
resort to extra function evaluations. Alternatively, we 
could use a three-step fourth-order scheme with two function 
evaluations. We have not investigated this possibility as 
yet and so in Appendix B we give coefficients for a compati-
ble three-stage third-order scheme designed with the same 
aims as above. 
Clearly we must explain why we have decided to base our 
error control schemes on this version of Pike and Roe's 
algorithm rather than the first version or either of those 
of Iser les. We already noted that with Iserles 's first 
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algorithm we cannot have order three and less than four 
stages. Therefore it is not directly useful here, but, with 
increased number of stages it may be preferable. The first 
version of Pike and Roe's alg.orithm which is based on using 
polynomials in nested form yields a third-order two-stage 
scheme with p :: -1 
0 
For the third-order three-stage 
scheme, the extra third-order condition of the error con-
trol schemes removes som~ of the .freedom of the original 
scheme. The second version of Iserles's algorithm is par-
ticularly promising if no error control is being imposed . 
However, as with its one-step counterpart, the structure of 
the formula imposes extra constraints when we try to derive 
two schemes which are compatible. So again, this algorithm 
is not suitable in our framework. 
It is not our purpose in this dissertation to investi-
gate one-step schemes and after all , well-tried methods of 
error control for one-step Runge Kutta already exist. How-
ever, having surveyed some algorithms for both one- and 
t wo-step methods , and demon s tr ated that in the two- ste p 
sch eme not all the algorithms are practicable for error con -
trol , we mus t make some comments about similar problems fo r 
t h e one-step method . 
Pike and Roe's algorithm can only atta in order two and 
is thus immediately put to one side unless we are interested 
in a low level of accuracy. If we want error control 
without extra function evaluations , then the structure of 
the defining formula for Iserles's second algorithm imposes 
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that the lower-order formula has the same coefficients {Bi} 
as the error control method and it must also be disregarded. 
We are then left with Pike and Roe's algorithm as the only 
choice, thus four storage locations are required. As for 
the two-step methods, the available degrees of freedom of 
the algorithm may be used to minimise computer operations. 
Obviously if we are already integrating with p = m , extra 




8 . AN EVALUAT ION OF SOME FINITE-DIFFERENCE SCHEMES 
8.1 Dissipation, Dispersion, Phase Velo c i ty and Group 
Vel ocity 
Throughout this dissertation we have concentrated on 
the design of stable numerical models suitable for the 
integration of hyperbolic partial differential equations·. 
However, any numerical model or exact solution also exhibits 
other char acteristics which we have, so far, not discussed 
in detail. Before examining the results of our experiments 
which have been designed to highlight some of these proper-
ties we present a group velocity analysis of the SD model . Our 
presentat i on · is similar to that in Vichnev etsky and Bowles 
[Vi82]. For a more physical interpretation of group velocity 
t he r eader may ref er to one of the more standard texts on 
wave analysis , fo r example Br i llou in [Br 53] . 
We concentrate on t h e er ror intr i n s ic in the f orm of 
the semi-discretisation, 
BAX V j ( t ) , ~ l ~ j ~ n (8.1.1) 
where BAX may either be an explicit or an implicit operator. 
Let us compare the propagation of a single Fourier mode 
eiex with wavenumber e by this equation, to that by the 





u(x , t) = ei!(x+t) 
has phase speed 1 and constant amplitude. 
I\ 
We define B ( e ) to be the spectral function obtained by the 
Toeplitz 
i!x. 
{ e J } . 
opera tor B ~x acting on 
Then the function 
i!x. 
Wt: . ( t) = V. ( t )e J ,. , J J 
the Fourier modes 
(8.1.2) 
where we(t), representing the propagation of the Fourier 
mode with wavenumber e, is a solution of ( 8 .1.1) only if 
v(t) is a solution of the equation 
I\ 
= B ( f) V( t) 
Now, this equation has solution, 
I\ 
V( t) = V( 0) eB( ! )t 
hence by (8.1 . 2) the solution to (8.1 . 1) is 
wt: . ( t) 
.. , J 
I\ . 
B( t: )t 1f x . 
= v . ( o ) e '- e J 
J 
Consequently the numerical solution has amplitude 
I\ 
I W f ( t) I = I V( 0) I eRe B( E )t 
(8.1.3) 
(8 . 1.4 ) 





and phase speed 
I\ 
C( f) == Imfilf (8.1.6) 
Therefore solutions of the semi-discretised equation 
I\ 
will suffer attenuation of amplitude in time if Re B < o. We say 
that the solution is dissipative of order r if, 
I\ 
ReB(e) = -Ker + O(er+l), (8.1.7) 
where K ") o is a real constant. This compares with the 
definition of dissipativity as given in Chapter l for fully 
discrete systems. Further, the solution is conservative if 
I\ I\ 
Re B a: o. Notice that Re B > o is ruled out by stability con-
siderations and since dissipativity ensures boundedness of 
solutions, it is sufficient for stability of the Cauchy 
problem. 
Moreover, the phase speed of the numerical solution is 
dependent on the wavenumber and so initial conditions will 
not maintain their shape under propagation as they would 
with the exact solution. Instead, different Fourier modes 
propagate at different speeds and dispersion of polychromatic 
signals necessarily occurs. 
However, the evolution of solutions of the SO equations 
is not completely determined by phase speed. We saw in Sec-
tion 1. 7 that linear partial differential equations 
I 
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supporting solutions ei(wt + ex) have frequency w which 
satisfies a dispersion relation, 
w = w(e) 
Also, for such solutions, energy associated with wavenumber 
e propagates asymptotically with the group speed 
= (8.1.8) 
Therefore exact solutions of the linear equation being con-
sidered, have c(e) = C(e) = 1 since w = e . 
Contrary to this, the following analysis demonstrates 
that group speed and phase speed are not equivalent for the 
SD equation. To derive an expression for the group speed of 
this equation we investigate the propagation of a superposi-
tion of Fourier modes with nearly identical wavenumbers. An 
initial condition of this kind gives rise to an envelope of 
waves called a wave packet. As the wave packet consists of 
waves with low frequency variation we may def inc a local 
phase 71 and express each Fourier mode as 
u
71 
( x,o) i(11+e)x = a
71 
e 
so that the initial, condition is 
u ( x, o) = [: u
71 







Then by (8.1.4) each mode propagates as 
(8.1.11) 
A 
Moreover, lnl « 1e1 means that we may expand B(f+n> by Tay-
lor expansion giving, to terms linear in~ 
A 




= ddE ( - i B( e )) = 
A A _g_ d d! (ImB(e)) - id! (ReB(e)) .(8.1.13) 
Hence the group speed is independent of n and for conser-
vative schemes (8.1.12) is the expression for a function 
with phase velocity c(e) containing an envelope propagat-
ing without deformation at real velocity cce> . For dissi-
pative schemes we see that the evolution of the envelope in 
time is more complicated as the group speed is complex and 
its physica~ meaning is unclear. It might be expected that 
the real part of C(e) takes the role of group speed and that 
the imaginary part measures the rate , of dissipation of the 
envelope. Later, we investigate this for just two examples. 
Since the general physical relevance is unclear we now 
assume that the model is conservative. Then any initial con-





a manner dictated by its individual modes and the initial 
superposition of Fourier modes propaqates as 





Fourier transforming this solution and applying Parseval' s 
equality we see that the energy contained in the wave packet 
is given by 
2 





2 - h I: I vj I 
= 
j=-oo 
1 11/h 2 . J I we(t) I de - . 277 -11/h 
is the mesh size of the gr id, 
propagates without deformation, 
( 8 .1.15) 




tained in the wave packet propagates at the group speed 
C(!) rather than the phase speed c(e) . Alternatively, if 
dissipation is introduced group speed no longer measures the 
flow of energy and the energy velocity needs to be considered 
[Br53]. 
Consequently, is has been shown that not only is the 
semidiscrete solution dispersive but it a.lso transports 
energy at a different speed and may be attenuated. We would 




the predictions of group velocity would still be approxi-
mately valid but that for strong dissipation the analysis 
presented is incomplete. 
The notion of dissipativity discussed here is, in fact, 
equivalent to that of monotonicity, as described for example, 
[Ve83], [Sp83], [Da79] and [Ro82]. The numerical method is 
said to be unconditionally monotone if it is monotone for: 
all gr id sizes. Then Godunov' s Theorem says that no mul-
ti step multistage method for solving the O.D.E. system has 
order p > 1 if it is unconditionally monotone [Ro82]. 
Now, the homogeneity of 8. 1. 1 means that contractivity, as 
discussed by Spijker, is equivalent to monotonicity and 
therefore his result, that unconditionally contractive 
methods have . order bounded by one, is actually Godunov' s 
Theorem in this framework. Moreover, other results for con-
tractive methods are applicable . Spijker has shown that an 
implicit method, the trapezoidal rule, is contractive only 
in the circle of radius 1 with centre at (-1,0). He has 
also given conditions for multistep multistage methods to 
be contractive in circles centred at (-r,0) with radius r . 
From these conditions we have determined the largest circles 
for which some of our Runge Kutta methods are contractive 
(cf. Table 4 in Appendix C). Consequently, if contrac-
tivity, instead of stability, is imposed, then the maximal 
Courant numbers for integration are severely restricted. 
Verwer and Dekker have investigated the possibility of mak-
ing Runge Kutta methods either conservative or contractive. 
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In particular, they demonstrate the technique for the clas-
sical fourth-order explicit Runge Kutta method [Ve83]. 
Recall that we did not choose to design methods based 
on these criteria. However, this brief discussion is 
relevant as it serves to highlight some of the properties of 
the numerical experiments described in the following sec-
tions . 
8.2 The Finite-Difference Schemes 
In this section we describe the experiments we have per-
formed to compare the numerical solutions of hyperbolic par-
tial differential equations by dissipative or conservative 
semi-discretisations integrated by standard or non-standard 
O.D.E. solvers. The SD's we use are two standard conserva-
tive schemes based on central differences as well as the two 
dissipative schemes given by 5.~ .l. For time integration we 
employ the one- and two-step Runge-Kutta methods derived in 
Chapter 6 and two other standard second order methods. When 
integrating by the Runge-Kutta methods we use the method 
with stability region most suited to the location of the 
spectrum of the Toeplitz operator of the SO equation. 
First we define the SD schemes , which we label by 
A, B, C and D, and give their order of accuracy p: 
A) Case A p = 3: 
dvi dvi+l 
2 dt + dt == 




Bdvi _ sdvj+l. == 
dt dt 
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C) Three-point central difference, p = 2: 
D) Five-point central difference, p = 4: 
(8.2.1) 
Clearly, from the previous section, the spectral functions 
of these SD's may be found by inserting vj(t) = v(t)eiexj , 
and 














common factors. Defining 
gives the following e,xpress ions, 
[-(cos e-1}2 + i sine<• cose>] + 
s + 4 cos e 
!-(cos e-i/ + i sine (7 ~ cos 9)] 2s + is cos e - s cos e 
e = e 6x, 
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/\ 
i sine C) Bi ~ ) = (8.2.2) AX 
/\ 
_i_ 
[ 4 sine D) B 4( ~ ) = - %-Rin29J 3 AX 
The curves 
given in Figure 2. 
are the dashed curves 
Obviously in each case these SD's are 
/\ 
strongly dissipative as Re Bi ( 5 ) , i = 1.,2 extends a long 
/\ 
way into CC In comparison, the curves defined by B
3
( ~ ) 
and are the intervals A~ [-l.,l.] and -1.. AX [-l..37, l..37] 
on the imaginary axis respectively. Hence cases C and Dare 
conservative SD. 
As well as the Runge-Kutta methods the other O.D. E. 
solvers we use are an explicit method, the midpoint rule and 
an implicit method, the trapezoidal rule. 
1) Midpoint p = i: 
(8 . 2.3) 
2) Trapezoidal p = 2: 
It is well known that the midpoint rule has interval of 
• stability [ - i, i], whereas the trapezoidal rule is 
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unconditionally stable. Therefore we might expect to 
integrate all of A,B,C and D with the latter method but only 
C and D with the former. For the midpoint rule Courant 
numbers will be limited by 1.0 and .73 respectively. Note 
that this value of . 73 is much less than the value µ. -= 2 
obtained by the Courant-Fr iedr ichs-Lewy argument based on 
domains of dependence. If in addition we consider contrac-
tivity, then the trapezoidal rule is contractive only within 
the circle of radius two centred at (-2,0) and so A and B 
can only be integrated contractively for limited Courant 
numbers. However the midpoint rule cannot integrate any 
method in a contractive way. 
The maximal values of /J. with which we may integrate 
cases A and B by the Runge Kutta methods are given in Table 
1 in Appendix C. We see immediately that efficiency is not 
at all comparable with that predicted by optimisation with 
respect to the eigenvalue curves of the finite matrices B6x . 
In Table 3 we give the maximal values of µ. we might attain 
if integrating with the optimal schemes for the imaginary 
axis. Extension of stability along the imaginary axis 
almost certainly means that the ·stability regions will not 
extend far into C Thus, as expected, we can gain no 
improvement by integrating A and B by Runge Kutta schemes 
x
1 
Alternatively, for the two-step schemes, it may be 
better to use the Runge-Kutta schemes which have been optim-
ised with respect to the wedge with angle 90°. However, at 
present these schemes have not been implemented. Hence in 




intended. For comparison, the scaled Courant numbers are 
given in Table 2. Integration of A or B by the two-step, 
three-stage method is not worth considering, otherwise there 
is no general preference for one or 'two-step methods for A 
or B. However, for C and D there is a clear preference for 
the two-step schemes. 
In the course of our experiments we have noticed that 
quite disastrous errors occur if we do integrate A and Bout 
to the o~iginally . intended Courant numbers. Examples simi-
lar to this already exist in the literature ([Ve83], [Gr78]) 
and so we do not present our results here. 
Before further discussion of the experiments it is 
interesting to consider what properties we might expect the 
SD's A to D to exhibit based on the analysis of the preced-
ing section. Obviously any analysis applied without con-
sideration of the time integration may be limited but should 
be valid in the limit as p. ... o . For low wavenumbers we 
may expand sin! h and cos eh by Taylor's theorem so that 
we can determine the order of dissipation of A and B. We 
find that, to lowest order, 
/\ -h3 4 
Re B 
2 
(! ) ,.. -- f 
24 (8.2.4) 
and thus both schemes are dissipative of order four. Simi-
larly the phase speeds for small wave numbers are given by 
... l. t ( I:) + 11 (l:h)4 c2 '- "' 1 720 '-
(8.2.5) 
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Therefore fo r A and B the leading error terms for phase and 
amplitude are both of order p + 1 , whereas for C and D the 
phase errors are of order p . This agrees with the obser-
vat i on of Roe that, for p odd, the leading errors in phase 
and amplitude are of order p + l. , but for p even they 
are of order p and p + 2 respectively [Ro82] . For 
experiments performed under the same conditions, we would 
expect a noticeably larger phase error for the three-point 
central difference scheme as compared with the other 
methods. 
Although we have already noted that the group velocity 
may not be particularly meaningful for cases A and B , we 
derive out of interest, expressions for the real part of the 
group velocity in all cases : 
2 3 = 21 + 40 cos eh + 10 cos eh + 4 cos eh ... 
( 5 + 4 cos t'h) 2 
2 3 
137 + 105 cos eh - 45 cos eh + 19 cos eh = 
2 2 
(25 + 16 cos eh - s cos eh > 
... 
C 4 ( e ) = ; [ l. + 4 cos ! h - 2 cos 2 ! h ] ... 
1 _ 13 <eh> 4 
162 
... 
(8 . 2 . 6) 
Clearly, a wave packet should move more quickly with the 
fourth-order method D rather than the second-order method 
c. 
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Further, it is possible to consider integration of C 
and · D by the midpoint and trapezoidal rules as fully 
discrete schemes and derive their dispersion relations 
exactly. Therefore, on occasion we will refer to the 
results of Trefethen, who has analysed the fully discrete 
model of three of these schemes [Tr82]. With the two sets 
of figures for SD and FD schemes the influence of the time 
integration on group velocity may then be investigated. 
In view of the complex nature of group velocity for the 
dissipative schemes the extent to which its imaginary part 
affects the speed of dissipation is also interesting. There-
fore, we give expressions for this part of the group velo-
city which are as follows: 
= 2 sin € h ( cos € h - l ) ( 7 + 2 cos € h ) 
2 c s + 4 cos eh > 
... -
2 = 12 sin eh ( cos eh - l) ( 9 + 26 cos eh - 5 cos eh ) 
2 2 c 2s + 16 cos eh - s cos eh > 
... - (8 . 2 . 7) 
" Consequently, if this part of the group velocity does affect 
the dissipation we would expect its influence to be similar 
in each case. 
All of the group velocity considerations . discussed here 
are investigated in the following section by analysing the 
evolution of some carefully chosen initial conditions . 
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8 . 3 Experiments and Results 
We recall that the solution of nonlinear hyperbolic par-
tial differential equations can be considered as two 
separate problems. As the solution evolves in time, it 
passes from a transient stage where very violent changes are 
occurring, to a steady-state or asymptotic stage. In the 
transient phase, models are usually designed to take account 
of the direction in which information is moving. Some kind 
of upwinding approach may be used or a series of Riemann 
problems solved. The concentration is on a realistic solu-
tion recognising shocks and other discontinuities rather 
than great efficiency by fast time integration. Indeed, 
increased efficiency in time would ignore the rapid change 
occurring and therefore is not employed. The models we have 
considered are not suitable for solutions in this phase of 
the evolution. However, when steady state has been reached 
we are interested in integrating rather more quickly . We 
have already explained why the Runge Kutta schemes attain 
prominence in this context . 
In the . asymptotic state the s olution of the nonlinear 
problem is likely to consist of regions in which the solu-
t ion i s s mooth, i nterspersed with v~r ious discontinuities 
which are likely to dissipate. Therefore it is important 
that the numerical method employed to continue the solution 
should resolve these discontinuities correclly and evolve 
them in time without smoothing or expanding them. Inherent 
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in any numerical model are errors due to the inability of 
any solution to correctly model a discontinuity on a finite 
grid . These errors usually exhibit themselves as trains of 
oscillations in front or behind the discontinuity. Thus it 
is crucial that the model should damp out such spurious 
oscillations as quickly as possible to prevent interactions, 
and consequent development of non-physical shocks. 
In our experiments we have not concentrated on evaluat-
ing the performance of our methods by solving any nonlinear 
problems. Rather, we have considered some initial conditions 
which might be present in the asymptotic stage of the solu-
tion and investigated their time evolution. All our experi-
ments have been performed in the setting as suggested by 
Trefethen so that we may, . on occasion, make comparison 
[Tr82] . The wavenumber is chosen so that there are eight 
grid points per wavelength, eh= 2; and we integrate with 
Courant number ~ = 0.4. 
The first problem we consider is the evolution of step-
function data whi'ch to some extent represents a shock-wave 
problem. Some of our results for the propagation of the 
data defined_ on the interval [0,3] 
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4 and 5 where the integration is are presented in Figures 
tl·me t = 1. Notice that the width of the step is taken up to 
more spread out for solutions based on the three-point cen-
tral difference scheme. 
· this scheme. 
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For the conservative schemes there is a train of oscil-
lations behind the discontinuity which is consistent with 
group velocity being less than one. Also, there is either 
overshoot or smearing ahead of the motion which cannot be 
totally attributable to group velocity but is instead a 
measure of the added dissipation of the O.D.E. solver. 
There seems to be some preference for both the one-step 
three-stage Runge Kutta, and for the two-step two-stage 
Runge Kutta of order three. The two-step method has a 
zero-stability parameter p
0 
with modulus away from 1 so that 
one root of the zero-stability polynomial is well inside the 
unit circle. Hence, it is likely that schemes for which this 
is so possess more dissipation: certainly this scheme does 
have a stability region which extends well into ~ . Also, 
the second-order one-step method involves very few opera-
tions for case x1 as our methods have been implemented in 
the most obvious ways rather than by one of the efficient 
algorithms of Chapter 7. Thus its superiority despite its 
lower-order accuracy, suggests that algorithms designed to 
reduce operations, as in Chapter 7, will be useful in prac-
tice for reducing spurious oscillations. Notice also the 
evidence of modes with higher wave numbers travelling slower 
and thus lying further back in the wave train. 
and 
The dissipative cases A and B with integration by x
1 
produce very good shock resolution with small 
overshoot ahead of the motion and an even · smailer wiggle 
behind the wave. The situation is reversed for integration 
• 







dissipative nature of cases A and Bas predicted in the pre-
vious section is very much in evidence as oscillations have 
been very quickly damped out. We can also see the affect of 
integrating by explicit methods of different order . For the 
odd-order methods, the wiggles· before and after the discon-
tinuity are more balanced. The even-order Runge Kutta have 
much larger overshoot ahead of the motion. This indicates 
that the order-two methods will be slower to converge and 
therefore integrating with third order is preferable. 
These stepfunction experiments certainly support the 
hypothesis that at least for small timesteps, the character 
of the semidiscretisation dominates the solution. To see 
how well the expressions for group velocity and amplitude 
can be used for prediction, we now consider the evolution of 
two more initial conditions. 
Group speed is observed most simply by looking at a 
wave packet. The initial packet is a sine wave modulated by 
a Gaussian centred at x = 2 , 
U( X, 0) = e 
2 
- 16( x - 2) 
sin f X e = .JL 4h . 
Examples of the propagation of this monochromatic signal are 
given in Figures 6 and 7. 
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Run~ Kutta 
mid- trape- k - 2 p - 3 k - l 
point zoidal m - -> m - .::. p - ..:. 
Three point 1.27 1. 30 1.29 1.29 1.29 
central di ffe r ence .99 1.00 1.00 . 70 . 72 
Five point 1.01 1.06 1.06 1. 06 1.08 
central difference .98 .99 .96 .58 .62 
Case A 1.01 1.00 . 96 .98 
.18 . 15 .18 .18 
. 
Case B .99 .95 .98 .95 
.09 .06 .04 .10 
Table 8.3.1 Wave packet results. 
The firs t number for each case approximates the 
centre of the wave packet , and the second its 
maximum amplitude. 
m - 3 









A summary of the pos i tions and ampl i tudes o f the sig-
nal s after time t = 1 is g iven i n Table 8 . 3 .1. Obviously 
the choice of time integration does influence the propaga-
tion . As expected from the s t epf unction results, the Runge 
Ku Lta me thod s previous l y discussed do add dissipation fo r 
cases C and D. For cases A and B, Equations (8.2.4) would 
predict that th~ amplitude is damped to . . 18 and . 08 respec-
tively. The experiments compare very favourably with these 
values . Moreover, Equations 8.2.7 predict a dissipation rate . 
per unit time step of .07 and .09 respectively suggesting 
that group velocity is not relevant . Obviously there is 
again some additional dissipation due to the Runge-Kutta 
schemes. 
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The phase speeds and group speeds as given by (8.2.5) 
and (8.2.6), for eh= TT approximately 4' are 
c
1
( e) = LOO c 2 ( e) = 1.01 c 3 ( e) = • 90 c 4( e) -= • 87 
c1 < e > = • 97 C2 ( e) = 1.02 C3 ( e) = .71 C4 ( e) = .94 
It seems that the dissipative schemes have advanced faster 
than would be predicted by the group speed. This indicates 
that dissipation is dominating dispersion in which case the 
group velocity analysis is not sufficient. Additional 
analysis of energy velocity might completely describe the 
solution. However, there is reasonable agreement with the 
predicted values for the conservative cases C and D. In all 
cases adding dissipation by time integration has marginally 
affected the group speed. This is particularly noticeable 
for the five-point central difference formula. It is not 
completely clear why the influence of the time integration 
is not the same throughout. However, as the three point 
difference formula is far less affected by the time integra-
tion it is probable that the ability of group speed to be 
influenced is determined by the order of the variation of 
the speed from one. For case A this variation is only second 
order and thus variations of higher order due to higher 
order integration formulae will be less noticeable. Else-
where the variation of the speed from one is fourth order 
and thus more liable to be affected by time integration. 
It is interesting to remark that the express ions for 





Trefethen yield the values 
midpoint + C C( e) = .74 
midpoint + D C( e) = J..05 
trapezoidal + C C( e) = .67 
trapezoidal + D C( ! ) = .91 
( c f . [ Tr 8 2 ] ) . 
These values are not actually any more accurate than those 
predicted by the semidiscretisation alone. The ref ore it 
seems quite realistic to use the expressions for group speed 
as predicted by the spatial semi-discretisation as a guide 
for all conservative methods. 
Clearly the wave packets are dispersed to a certain 
extent. However, to measure this dispersion it is far 
easier to look at the propagation of a polychromatic signal 




This signal is much narrower than the envelope of the wave 
packet and it has a central wavenumber e ·= o . The Fourier 
transform of a wave packet was a narrow spike, whereas a 
pulse has a transform which is broad. Therefore it can 
include wavenumbers with greatly varying group speeds and 
dispersion of these Fourier modes should be evident . 
,,11 
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Figure 9b. Propagation of polychromatic pulse by case B semi-discretisation, 
with µ = .4, h = 1/160, ~h = 1/160 (except Runge Kutta two-step 
two-stage o_rder three, µ = . 35). 
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Examples of the propagation of the pulse are given in 
Figures 8 and 9. Clearly the second-order semidiscretisa-
tion c is much more dispersed. The pulse very quickly 
disperses into a train of oscillations. As stated by Tre-
f ethen, this is also explained by group speed. The waves 
with higher wave numbers travel more slowly for this method 
than for the fourth-order method, and so the pulse is more 
quickly dispersed. Once again we see that the Runge Kutta 
schemes_ which have been demonstrated to be dissipative for 
conservative schemes suffer less dispersion. The dissipative 
semi-discretisations allow very little dispersion. As for 
the stepfunctions, the wiggles around the pulse are more 
evenly balanced for odd-order rather than even-order methods 
of time integration. 
Our experiments have therefore confirmed the view of 
Trefethen that evaluation of group velocity is very impor-
tant in the development of robust numerical schemes which 
are conservative. However, we also remark that it seems to 
be sufficient to consider the group velocity of the semi-
discretisation alone. We have not, as yet, attempted to 
extend our analysis to experiments with forcing terms; here 
the group velocity dependence on the time domain would be 
important. For dissipative schemes, we have shown that cal-
culation of the predicted amplitude reduction is very useful 
for determining possible dissipative affects but that group 
velocity predictions are not helpful. Consequently, for any 
-
numerical model, by consideration of either group velocity 
or amplitude reasonable choices of grid sizes can be made so 
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as to minimise errors. In this way numerical models suited 
to particular kinds of problems may be chosen sensibly. 
Finally we return to the original problem described at 
the beginning of this section. Very often the asymptotic 
stage of a nonlinear problem is solved with added artificial 
dissipation to damp unwanted oscillations near shocks. We 
have shown that by discretising in the spatial domain in a 
way other than by central differences, we may incorporate 
dissipation without adding extra terms to the original equa-
tion. Approximate measurements of the dissipation can be 
evaluated by a simple Fourier analysis and then gr id size 
chosen to give the desired amount of dissipation. Such 
schemes have very good shock resolution properties and 
integrating in time by a method with comparable order helps 
ensure minimal overshoot. 
Furthermore, our results demonstrate that equivalent 
shock resolution can be obtained using an explicit method of 
time integration as compared with an implicit method. 
The ref ore the Runge Kut ta methods are very promising for 
generalisations to higher dimensions, where solution of a 
large linear system by an ile.ralivc process would not be 
desirable. The main shortcoming o f the Runge Kutta methods 
at present is the restricted size of their stability inter -
vals. However, this may be overcome by applying the optimi-
sation technique to design efficient schemes for particular 
spectral functions. 
ence for either 
There seems to be no particular prefer -
case A or case B in terms of shock 
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resolution; they are both strongly dissipative. Case A 
seems to be more promising since its spectral curve extends 
less into <C Moreover, less dissipative SD's may be con-
sidered and then considerably improved efficiency would be 1 
expected. 
In situations where efficiency is more important than 
dissipativity conservative SD's are recommended. By design-
ing a numerical model consisting of a conservative SD and a 
Runge-Kutta method with demonstrated dissipativity reason-
able shock resolution is sometimes obtained. It is for these 
problems that some of the algorithms of Chapter 7 will be 
particularly useful. The experiments demonstrate that better 
shock resolution is achieved when fewer operations are 
required. In such cases internal instability, which is in 
any case negligible for so few stages, is further elim-
inated . This suggests that particularly good models would be 
obtained by using algorithms designed to be implemented with 
minimal numbers of operations which is, anyway, a desirable 
property for increased efficiency. 
In conclusion our results do demonstrate that improved 
shock resolution and efficiency are achievable. Conse-
quently, some of the numerical models described here are 
good candidates for inclusion in a numerical scheme for 
solving non-linear problems. 
1,i 
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APPENDIX A: OPTIMISED COEFFICIENTS OF STABILITY POLYNOMI-
ALS 
In this Appendix we give the optimal coefficients for 
s chemes with maximal interval of stability on the imaginary 
axis. These schemes are labelled by x1 . We also give coeffi-
cients of near optimal stability polynomials suitable for 
integrating schemes efficiently in wedges with angles 49.1°, 











are as defined i n Appendi x B. In Table 
2 the coefficients for the t wo-step Runge Kutta are given. 
X1 X2 X3 
m=3 e .25E+OO . 1069585836271382E+OO .9346790288314027E-01 3 
p=2 
m=4 e .1667E+OO . 9886493454938255E-01 . 1125E+OO 3 
p=2 
·1 ; 
e .4167E-Ol . 1163360523161749E-Ol . lOSE-01 4 
m=4 
p=3 e . 4167£-01 . 24742981E-Ol .2475991346207076E-01 4 


















X2 X3 X1 X4 
.. 
• 8451451442168584E-Ol -.8E+OO -. 95E+OO -.8E+OO 
.1749890016710914E+o0 -.8312763116244109E+OO .025E+OO - . 8271861203632445E+OO 
. 1691337598823489E+OO . -.2293913702887822E+OO .006E+OO -.2070997408542243E+OO 
-.95E+OO -. 5E+o0 .2E+OO -. 8E+OO 
i-.95E+OO -. 95E+o0 • 9E+OO -.9498602398232146E+OO 
-.9601462734927106E+OO -.9689723258234430E+OO -.038E+o0 •.9610774733258250E+OO 
-.2303556519384286E+OO -.2403755256952069E+OO -.009E+OO •.2183052948384030E+OO 
-.3385934381961~09E-Ol -.2315316182424289E-01 -.OOlE+OO -.1880745988278995E-Ol 
.352958390236~824E-01 .2484002049172644E-01 .295E+OO .1981382053275292E-Ol 
.4656007508029430E+OO -. 8E+OO 1. OOE+OO 0.73E+OO 
.2608860734722656E+o0 -~8231733436102460E+OO 0.0 O. 59E+o0 
.2847099371820824E-Ol -.431101697624186 8E+OO Q.O 0.14E+OO 
.1324518317056125E-01 ~.8062146734616475E-Ol o.o 0.18E-Ol 



















APPENDIX B: INTEGRATION PARAMETERS 
First we give equations for integration parameters of 
the order two and three, two and three-stage two-step formu-
lae . . We give expressions for schemes with and without error 
control. 
a) Two-stage two-step order two 
Optimisation performed with respect to { p
0
, p1 , p2 } 





= 1. [ 1. - p + p - Po 1 w2 a 2 2 1 2 
Error control by two-stage two-step order-three scheme 
* * 12 P2 
- Po + 5 
Po = Po vl = vl => a = 6( 2 P1 - Po + 1) 
* 
(5 - Po) ( Po - l - 2 P1) * * * v2 = w2 = -v wl = 2( 12 p2 - Po + 5) 2 
b) Two-stage two-step order three 
Optimisation performed with respect to {p} 
0 
Po - l p - 5 Po - 5 
/J 0 ) = Po , v l = ( 12 a v 2 = 2 12 a 
3 + Po 5 - p 5 - Po 
( 
0 
wl = - 12 a ) w2 = 2 12 a 
Po + 1 * - vl 
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Error control by three-stage two-step order-four scheme 
* * P = p , vl = vl => 0 0 
4 a = , O = a 
5 - p 
0 
* * * * · * The coefficients v2 , v 3 , w1 , w2 , w3 may be evaluated from 
the equations in Table 6 . 3.3. 
c) Three-stage two-step order-two 
Optimisation performed with respect to 
1 
v 1 = P1 - -2 [ P3 ( a - ( a + c5) ) + P2 Oa ] 
Oa 




) Oa ] 
l. o l. Oa2 3 2 o 
1 l. 
w = - [ Oa (- ( 1 - p ) + p - p ) - s
3 
( 'Y + c5) ] 
2 Oa2 2 o 1 2 
I n r easonable implementat ions 'Y = o . 
Error control by three-stage two-step order-three scheme 
Po = 
0 = a 
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* * Po, V. = v. 1 ' i ' 3 'Y = 0 l l 
1 2 c-c 1 - P ) + Pi) a 2 0 -
i Pi 
-ci+p) - + Pz 6 0 2 
a = 
Pz + 3 P3 ( 1 - Po + 2 Pi) 
= o then 
Pi 4 p - 2 - 9 p + 6 p 
0 i 2 
* * * * wi, w2 , w3 as above with s 3 replaced by s 3 
93* = .! ( i + p ) 
6 0 
Pi 
"";' + p - p 
2 2 3 
d) Three-stage two-step order-three 




, p3, p3 } 
as given in c) where 
In addition a is a root of the equation 
Error control by three-stage two-step order-four scheme 
• 
Po = 
c5 = a 
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* * Po, V . = v. 1 ( i ( 3 'Y = 0 1 1 
1 
(-( 1 - p ) 




-ci+p > - + Pz 6 0 2 
a = 
Pz + 3 P3 ( 1 - Po + 2 Pi) 
= o then Pi 4 p - 2 - 9 p + 6 p 
0 i 2 
* * * * wi, w2 , w3 as above with s 3 replaced by s 3 
s
3
* = _! ( i + p ) 
6 0 
Pi 
'7 + p - p 
2 2 3 
d) Three-stage two-step order-three 
Optimisation performed with respect to {p
0
, Pi, p3, p3} 
as given in c) where 
i Pi 
s = -ci + p) - + p - P 
3 6 o 2 2 3 
In addition a is a root of the equation 
Error control by three- stage two-step order - four scheme 
• 
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"I = 0 
=) 
2 Po - 5 
O = 3a + a ( 2 ) 
and 
-4 ( 1 + p + 3 p + 6 p ) 
O 1 2 
* * * * * * Coefficients v1 ,v2 ,v3 ,w1 ,w2 ,w3 given in Table 6.3.3 
Before giving the equivalent formulae for the one-step 
schemes we must clarify our notation. We define the one-
step m-stage Runge-Kutta scheme by 
n+1 n y = y + h 
.e.. = 
1 f(y7> 1 
n n n 










+ h r: 
j=1 
>.... !. 
l J J 
Then consistency conditions up to order four of these 
schemes are, in the notation of (6.3.1), as f ollows: 
m 
c1 = 1 - r: G. 
i =1 1 
1 m i-1 
c21 = - r: r: 9 1 >.. ij 2 i=2 j=l 
1 1 m i-1 2 





l m i - 1 j-1 
c32 = - r: r: r: a . >... . >... k 6 i=3 j=2 k=l 1 lJ J 
l l m i-1 . 3 
c41 = - r: a . ( r: >.... ) 24 6 i=2 l j=l lJ 
l m i-1 j-1 i-1 
c42 = - r: r: r: a. >..ij ~'jk r: >.... 8 i=3 j=2 k=l 1 j=2 l] 
l l m i-1 j-1 2 ,, C = - - - r: r: a. >.... ( r: >..jk) \ 43 24 2 i=3 j=2 l lJ k=l 
l m i-1 j-1 k-1 
c44 = r: r: r: r: 9 · >.. · · >.. · k >..k.t 24 i=4 j=3 k=2 .t=l l lJ J 
Also, the coefficients of the stability polynomial defined 
by 
n+l n y = R( Z) y 
can be shown in the usual way to be given by 
m 
rl = r: a. 
i =l l 
k - 1 k. -l m - l J -l 
r. = r: r: r: ak >.. k k . .. >.. k. k. . J k =j k =j-1 k. =1 1 1 2 J-1 J l 2 J 
Thus formulae for calculating the coefficients of these 
schemes with and without error control can now be given . 
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e) Three-stage one-step order-two scheme 
Optimisation performed with respect to r 3 
Error control 
* 1 * ..!... (.1 1 * * * 93 = 92 = 6C ) a1 = 1 - ( 92 + 93) 6c2c 1 c 1 2 1 
.1 * Choose c2 = cl = then a1 = a1 = 0 2 , 
* z * .1 93 = 4r 3 92 = 1 - 4r 3 93 = az = 3 3 
f) Three-stage one-step order-three scheme 
1 1 1 
8 2 = C ( 2 - 6C )Bl = 
1 1 
Error control by four-stage one-step order-four 





3 6c2c 1 z 24C1c 2 
* _L _ l_ _l _ _l_ * * * * 92 = + a1 = l - 92 - 93 - 94 2Cl 2 2 3 6Cl 24C1 24c1 







a1 = - = = 0 3 3 
* .!. * .!. * .!. 04 = 03 = 02 = a1 = 0 3 3 3 
9) Four-stage one-step order-two scheme 




Error control four-stage one-step order-three scheme 
Choose 9 =9 =9 =O 1 2 3 then and 
* Also choose a1 = o then 





- 2( r 
3 
+ r ) 
2 · 
* .!. [ r 3 + 6r 3 r 2 + Jr~ J 03 = 6 2 3 
2r 2 :r3 - 2< :r 3 + :r 2 ) 
2 2 
. * 12 r 3 + s r 2 





- 2( :r 3 + r 2) J 
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h) Four-stage one-step order-three 
Optimisation with respect to {r 3} 
1 
Error control four stage one step order-four 










2 2Cl 2 2 3 24c1 c 2 6Cl 24c1 c 2 24Cl 
'* :t :t '* a1 = 1 - < a2 + a3 + a4) 
Put 1 then cl = Cz = c3 = 2 
'* :le :t 1. * a4 = a3 = a2 = a1 = 0 3 
2 1 
a4 =ar 3 a3 = - ar 3 a2 = - a1 = 0 3 3 
• 
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APPENDIX C MAXIMAL COURANT NUMBERS 
In Table 1 we give the following maximal numbers: 
1) maximal Courant numbers for integration of semi-
discretisations A and B by schemes 
x3 ; 
and 
2) maximal radii of wedges with angles 1T' I 4 and rr / 2 
3) maximal intervals of stability on the imaginary 
axis. 
In Table 2 we give the same numbers as in Table 1, 
but scaled by the number of stages so that a comparison 
of efficiency may be made. 
In Table 3 we give the maximal Courant numbers for 
integration of cases A and B by scheme X1 and the 
actual observed values for integration by X2 and X3 
respectively. 
In Table 4 we either give the radius of the circle 
of contractivity or a bound on it. The circle of contrac-
tivity of radius r is defined to be circle with centre 
at (-r , O) and with radius r i n which a given scheme is 
contractive with respect to an arbitrary norm defined on 
Rn • 
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I Maximal values for No. of No. of Order -
steps stages A B X1 X4 X5 p 
2 .4282 .2020 1.987 2.747 1.467 2 
2 3 .5041 . 3546 1. 00 2.060 1.00 
2 .0650 . 0765 ~.935 5.9167 2.289 3 
3 .5673 .6131 2.iff. i 3 , 296 2.212 
2 .8620 .6377 2 
3 
3 . 6258 . 4188 /3 
1 
.8344 .8333 2/2 2 4 
.9651 .6755 2/2 ... 3 
' . 
Table 1. Maximal parameters. 
Scaled maximal values for No. of Order No. of 
steps stages p A B X1 X4 X5 
2 2 . 2141 - .1010 .9935 1. 374 . 735 3 
2 .2521 .1773 .50 1. 030 . 5 
3 2 .0217 . 0252 .9783 1. 972 . 763 3 
.1891 .2044 .9428 1.0987 . 737 
2 . 2873 . 2126 .6667 3 
3 .2086 .1396 .5774 
1 .2086 .2083 . 7071 
4 2 
3 .2413 .1689 . 7071 
Table 2 . Scaled maximal parameters 
I I 
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No.of No.of Order Predicted CFL by X1 for Obse rved f o r steps stages p 
A B A B 
2 2 .12 .01 .4 < .3 
3 
. 35 2 .25 .5 .3 
3 
2 
.03 . 0 2 < .4 < .4 
3 
0 0 .5 .6 
3 2 .49 .33 .8 . 6 
3 
.63 .42 .6 .4 1 
4 2 .70 .46 .8 .8 
I 3 
. 70 .46 .9 .6 
1 I 
Table 3. Observed maximal parameters. 
No.of No.of Order Radius of the circle of contractivity 
steps stages p 
X2 X3 X1 
I 
2 <.517 0 0 
2 
3 0 0 0 2 
2 0 0 0 
3 
3 0 0 0 
2 1. 55 1. 78 2/3 
3 
3 1 1 1 1 
2 < 2. 212 0 0 
4 
3 1.68 1.68 1 




A( z Iµ.) 




Index of Notation 
region defining order star of second kind ---------------- 3. 1 
region defining order star of first kind ------------------- 3.1 
SO with S =. s = r = 1. , R = o --------------------- 8. 2 
rational function describing FO scheme ------------------- 2. 3 
characteristic function of FO scheme --------------------- 1. 3 
Banach space ------------------------------------------ 1.2 
SO with S = s = R = 1. , r = o ---------------------- 8. 2 
B( 6x), B 6 x matrix operators of SO ---------------------------------- 1. 2 
C SO with S = R = o, r = s = 1. three-point central differ-
ence. -------------------------------------------------- 8.2 
C( 6 t), C 6 t matrix operators of FO ---------------------------------- 1. 2 
C(e) group speed -------------------------------------------- 1.7 















region defining order star of second kind ----------------- 3.1 
region defining order star of first kind ----'---------------- 3.1 
SO with 
difference 
S = R = o, r = s = 2. five-point central-
--------------------------------------------- 8.2 
explicit full discretisation --------------------------------- 1. 2 
explicit semi-discretisation --,----------------------------- 1. 2 
full discretisation ---------------------------------------- 1. 2 
denominator of H<z> ------------------------------------ 3,2 
Gustafsson-Kreiss-Sundstrom ----------------------------- 1. 6 
Godunov-Ryabenki --------------------------------------- 1. 5 
numerator of H<z> -------------------------------------- 3 . 2 
rational function describing SO scheme ------------------- 2. 3 
characteristic function of SO scheme --------------------- 1. 3 
stepsize ------------------------------------------------ 6.2 
initial boundary-value problem --------------------------- 1.2 
IFD 
ISD 
















implicit full discretisation ---------------------------- 1. 2 
implicit semi-discretisation --------------------------- 1. 2 
strips in - + Q:, Q: and <I! ---------------------------- 3.1 
optimal imaginary stability polynomial ----------------- 5. 6 
number of timesteps _______ ..:_ _________________________ 5. 3 
stage of Runge Kutta scheme ------------------------ 6. 2 
linear differential operator --------------------------- 1. 2 
stage of Runge Kutta scheme ------------------------ 6. 2 
degree of numerator of A( z, µ.), M = r + s ---------- 4. 1 
degree of G( z) , m = r + s; Chapters 1-4 --------- 3. 2 
number of stages in Runge Kutta scheme; Chapters 5-8 5. 3 
degree of denominator of A( z, µ.) , N = R + S ------ 4 .1 
degree of F( z) , n - R + S ----------------------- 3. 2 
ordinary differential equation ------------------------ 6. 7 









U( X, t) 
order of accuracy ---------------------------------- 2.2 
stability polynomial ---------------------------------- 1. s 
numbers defining SO -------------------------------- 1. 5 
numbers defining FO -------------------------------- 1. 5 
Stability region ------------------------------------- 5. 3 
-stability polynomial of two-step Runge Kutta ----------- 6. 4 
numbers defining SO --------------------------------- 1. 5 
numbers defining FO --------------------------------- 1. 5 
Chebyshev polynomial Tn(k) = cos n e , e = arc cos z5.6 
time variable 
Chebyshev polynomial of second kind 
u ( z) = sin { n+i > 9 e = arc cos z . --------------- 5. 6 n sine ' 
exact solution of partial differential equation ----------- 1.1 
vj (t) 
:t 
















discrete approximation to u ( x. , t) - - - - - - - - - ----- 1. 2 . J 
real coefficients of two-step Runge Kutta formula ----- 6. 2 
generic unit of storage ------------------------------ 7. 1 
t. n array represen 1ng y ------------------------------ 7.1 
Wanner-Hairer-N6rsett - - ---------------------------- 3.1 
real coefficients of two-step Runge Kutta formula ----- 6. 2 
space variable 
solution of ordinary differential system of equations ---- 5. 3 
discrete approximation to y( tn) == y( n .6t) ---------- 5. 3 
"'"'"'"'"'"'"'"'"'"' 
real coefficients of two-step Runge Kutta formula ------ 6. 2 
zero stability parameter of two-step Runge Kutta formula 6. 2 
imaginary stability boundary ------------------------- 5. 6 
real stability boundary ------------------------------ 5. 5 
mesh size in time 1. 2 
.6x vector of mesh sizes in spatial domain---------------- 1. 2 
1<( B) condition number of matrix B ---------------- --------- 1. 4 
X ij real coefficients of one-step Runge Kutta formula ----- App. B 






· 4>( a, z) 
Courant number ------------------------------------ 1 . 3 
real wavenumber ------------------------------------ 1.7 
pi 
spectral radius of B -------------------------------- 1. s 
spectrum of B 1. 4 
order star function ---------------------------------- 3. 1 
characteristic function of multistep multistage formula -- 1 . 3 
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</) ( X) initial condition of differential equation ---------------- 1.1 
w real frequency ------------------------------------ 1. 7 
xi label for Runge Kutta formula ------------------------ App.A 
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