A large part of the theory of extreme value index estimation is developed for positive extreme value indices. The best known estimator for that case is the Hill estimator. This estimator can be considered to be either a moment estimator or a (quasi) maximum likelihood estimator and was generalized to a kernel-type estimator, still only valid for positive extreme value indices. The Hill estimator has been extended to a momenttype estimator valid for all extreme value indices. Also the quasi maximum likelihood estimators based on the generalized Pareto distribution, have been given for a restricted region of negative extreme value indices We derive kernel-type estimators valid for all real extreme value indices and compare their performance with the (generalized) moment estimator and (quasi) maximum likelihood estimator.
Introduction
Let X 1 , . . . , X n denote a sample from a distribution function F , that is assumed to be in the domain of attraction of an extreme value distribution with extreme value index γ, denoted by F ∈ D(G γ ). In the situation of estimating a positive extreme value index, one of the best known estimators is the Hill estimator (Hill (1975) ). This estimator is consistent for all γ > 0, assuming only F ∈ D(G γ ). In the case that the tail of the underlying distribution function is Pareto shaped, i.e., 1 − F (x) = Cx −1/γ , for all x ≥ u with γ > 0, C > 0 and u > 0, the Hill estimator can be interpreted as a maximum likelihood estimator. This 'quasi' likelihood approach was extended in Smith (1987) , where a Generalized Pareto Distribution was assumed to hold for the tail of the underlying distribution function. The resulting estimator is consistent for γ > −1. Dekkers, Einmahl and de Haan (1989) extended the Hill estimator to an estimator that is consistent for all γ ∈ IR. The resulting estimator, to be called DEH estimator, consists of two terms. The first term is the Hill estimator, which converges to γ ∨ 0. In order to have a consistent estimator for γ < 0, a second term was added that converges to γ ∧ 0.
Both the DEH approach and the (quasi) likelihood approach lead to estimators that are based on the k largest observations. A major drawback of both approaches is the discrete character of the behaviour of these estimators: adding a single large order statistic in the calculation of the estimator, i.e. increasing k by one, can change the actual value of the estimate considerably. Plotting these estimators as a function of the order statistics used, therefore often results in a zig-zag figure. In Csörgő, Deheuvels and Mason (1985) the Hill estimator is smoothed by a kernel. We will denote this estimator by CDM estimator. Incidentally, Hill's estimator reappears when substituting the uniform kernel in the CDM estimator. In the same paper it was shown that it is possible to improve on the (asymptotic) variance of the estimator by choosing different kernels. In this kernel type estimator the bandwidth h plays a similar role as the number of order statistics k in the aforementioned estimators: approximately nh order statistics will be used to calculate the estimate. Consequently, the estimator now depends in a continuous way on the fraction of order statistics used. Hence, plotting the estimator as a function of the bandwidth h then yields a smooth figure.
Unfortunately, this kernel type estimator is only valid for γ > 0. In the present paper we will introduce a new class of kernel type estimators that is consistent for all γ ∈ IR. It should be emphasized that our estimator is not a smoothed version of the DEH estimator by Dekkers et al. (1989) , but is based on the von Mises conditions
where x
• F = sup{x : F (x) < 1} ≤ ∞ is the upper endpoint of F . These conditions are sufficient but not necessary for F ∈ D(G γ ). Although this approach is different from the one that leads to the DEH estimator, it will result in an estimator that also consist of two terms. The first term is the kernel type estimator by Csörgő et al. (1985) , and is shown to converge to γ ∨ 0. Similarly to the DEH estimator, the second term will compensate the behavior of the CDM kernel type estimator for γ < 0 and is shown to converge to γ ∧ 0. The resulting estimator will inherit the smooth behaviour of the CDM kernel type estimator as well as the general applicability of the DEH estimator.
The content of the paper is organized as follows. In section 2 we motivate and define the estimator. In section 3 consistency of the estimator will be derived under the single condition that the underlying distribution function is in the domain of attraction of an extreme value distribution. Under additional assumptions on the underlying distribution, asymptotic normality will be derived in section 4 and sufficient conditions are provided in section 5, under which the asymptotic bias vanishes. In section 6 we compare our estimator with other estimators such as the DEH estimator and the CDM kernel estimator.
Defining the estimator
Let X 1 , . . . , X n denote a sample from a distribution function F , with support on (0, ∞). Suppose that F is in the domain of attraction of an extreme value distribution G γ for some γ ∈ IR, denoted by F ∈ D(G γ ), i.e. there exists {a n } and {b n }, n ∈ IN, with a n > 0 and b n ∈ IR, such that
for all x with 1 + γx > 0. We will use the convention that G 0 (x) = exp(−e −x ), for x ∈ IR. Let Q denote the quantile function corresponding to F . By replacing t by Q(1 − s) in (1.1), the von Mises condition can be written as
If log Q is well defined and differentiable, we can define the function φ by
In that case the limit relation (1.1) can be translated into
The construction of our estimator is based on this relation. Basically we have to estimate the value of φ, the numerator and denominator in (2.2) at 0. To get some intuition on how to construct the estimator, it is useful to consider the generalized Pareto distribution (GPD). For the GPD, the function φ is given by
Clearly, for the GPD one has that
Suppose for the moment that φ in (2.1) exists and also satisfies (2.3). Let the empirical quantile function be defined by Q n (u) = inf{x : F n (x) ≥ u} and denote X (1) ≤ X (2) · · · ≤ X (n) by the order statistics corresponding to the sample X 1 , X 2 , . . . , X n . First we estimate lim s↓0 φ(s) by a kernel estimator
where
is the CDM kernel estimator. Intuitively, using (2.3) and assuming that K integrates to 1, for h ↓ 0 this will behave as
This is made rigorous for any F ∈ D(G γ ) in Lemma 3.3, without assuming differentiability of log Q. The numerator and the denominator in the left hand side of (2.2) will be estimated separately at 0, using kernel type estimators as well. In defining these estimators, we note that both numerator and denominator can be multiplied by any power of s, without changing the limit. Simulations showed that this will lead to more stable estimators. For any α > 0, we have that
For the denominator on the right hand side of (2.5), we estimate lim s↓0 s α φ(s) s by a kernel estimatorq
Write the numerator on the right hand side of (2.5) as
As is known from the literature on kernel estimation of derivatives of densities and regression functions, using the derivative of the kernel instead of the derivative of a direct estimate of the unknown function, will often result in a more stable estimator. Hence we estimate lim s↓0
Intuitively, using (2.3), for h ↓ 0, the termq
n,h as defined in (2.6) will behave as
Similarly,q
n,h as defined in (2.7) will behave as
In the case γ > 0, this would immediately suggests thatq
n,h tends to 1. Without assuming differentiability, it is shown in Lemma 3.4, for any γ ∈ IR and for any F ∈ D(G γ ) thatq
The above discussion motivates the following estimator for γ ∈ IR. Let α > 0 and let K : [0, 1] → IR + be a fixed kernel function satisfying the following conditions
We define the following estimator for γ ∈ IR:
n,h andq
n,h are defined in (2.4), (2.6) and (2.7) respectively. In the definition ofγ n,h , the continuous parameter h is used. This bandwith determines the number of order statistics that is used in the computation of the estimator. The continuous nature of the bandwidth ensures that the estimator is a smooth function of the fraction of order statistics used, as opposed to the more discrete nature of e.g., the DEH estimator.
Consistency
By rearranging terms and using that Q n (1 − u) = X (n−k) for k/n ≤ u < (k + 1)/n, we can also writeγ
where Γ n is the empirical quantile function of a uniform (0, 1) sample U 1 , . . . , U n . Since conditions (CK2) and (CK4) yield that d(uK(u)) = 0, we have that
where Γ n is the empirical quantile function of a uniform (0, 1) sample U 1 , . . . , U n , and k = ⌊nh⌋. To avoid differentiability of the quantile function we use the following lemma.
Denote the corresponding quantile function by Q(s) = F −1 (s). Then, for some positive function a(·),
for all y > 0. Moreover, for each ǫ > 0 there exists s 0 such that, for 0 < s ≤ s 0 and 0 < y ≤ 1,
provided γ ≥ 0, and
Proof: Rewrite Lemma 2.5 from Dekkers, Einmahl and de Haan (1989) , using that Q(1 − s) = U (1/s), where U is the inverse of 1/(1 − F ). Essentially, the inequalities are properties of regularly varying functions for γ < 0 and of Π-varying functions for γ ≥ 0. 2 Remark 3.1 From properties of regularly varying functions, it follows that in the case γ > 0, we can take a(s)/Q(1−s) = γ in Lemma 3.1, whereas in the case γ < 0, we can take a(s)/Q(1 − s) = −γ(log Q(1) − log Q(1 − s)). Moreover, as a consequence of Lemma 3.1 and properties of Π-varying functions, we have that in the case γ = 0, a(s) = o(Q(1 − s)).
The idea now is to use (3.3) and (3.4) from Lemma 3.1 with y = Γ n (hu)/U (k+1) , where k = ⌊nh⌋. Unfortunately, Lemma 3.1 cannot be applied directly. However the next lemma shows that we may as well apply Lemma 3.1 with y equal to u instead of Γ n (hu)/U (k+1) .
Lemma 3.2 Let Γ n (·) denote the empirical quantile function of U 1 , . . . , U n with U i i.i.d. U(0, 1), h be a sequence of positive numbers with h = h n → 0 and nh n → ∞, as n → ∞ and L(·) be an integrable, bounded and positive function on (0,1). Define k = ⌊nh⌋ and λ = (λ ∧ 0) for λ > −1. Then, for each β > (−1 −λ),
Proof: The case β = 0 is trivial, hence consider β = 0. Write the left hand side of (3.5) as
For (3.6), note that for j = 1, . . . , k, by definition
Hence, (3.6) equals
Note that either the terms U β (j+1) − U β (j) are all positive (in case β > 0) or all negative (in case β < 0), which implies that the right hand side is equal to
(1) and in case β < 0,
. This implies that, for all β = 0, the last expression is bounded by
(3.8)
In case β > 0, we know that with probability one, 1
β is bounded between 0 and 1, hence (3.8) tends to 0 as n → ∞. In case β < 0, first observe that for any integer 1 ≤ k ≤ n − 1, we have that
However, sinceλ > −1 and β < 0, we have that
Using that k ∼ nh, we find that (3.10) tends to 0, whenever 1 + (1 +λ)/β < 0. Hence (3.8) tends to 0 in probability as n → ∞, whenever −1 −λ < β < 0. Finally consider the second term (3.7). Note that property (3.9) yields that all finite dimensional distributions of the process u → Γ n (hu)/U (k+1) are equal in distribution to the finite dimensional distributions of the process u → Γ k (u), where Γ k (u) is the empirical quantile function of a U(0, 1) sample V 1 , . . . , V k . Hence, (3.7) is equal in distribution to
Moreover, for 0 < ν 1 < 1 + λ and 0 < ν 2 < 1, we have
For β > 0, according to (3.1), the right hand side has the same distribution as
is the quantile function corresponding to the distribution function F β (x) = x 1/β , for 0 < x < 1, and F −1 β,k denotes the empirical quantile function of a sample Y 1 , . . . , Y k drawn from F β . Note that, since 0 < |Y 1 | < 1, one has that IE |Y 1 ∧ 0| 1/ν1 = 0 and IE (Y 1 ∨ 0) 1/ν2 < ∞, for ν 2 > 0 and β > 0. Theorem 3 in Mason (1982) then yields that the supremum in (3.12) tends to 0 with probability one, as k → ∞. Since ν 1 < (1 + λ) and ν 2 < 1, the integral in (3.12) is finite. We conclude that in the case β > 0, (3.11) tends to 0 with probability one, as k → ∞. In the case β < 0, again using (3.1), note that
β the quantile function corresponding to the distribution function G β (x) = 1 − x 1/β , for x ≥ 1, and G −1 β,k denoting the empirical quantile function of a sample Z 1 , . . . , Z k drawn from G β . Again use Theorem 3 in Mason (1982) , with IE |Z 1 ∧ 0| 1/ν2 = 0, whenever ν 2 > 0 and β < 0 and
whenever ν 1 > −β. Hence, (3.11) tends to 0 almost surely as k tends to infinity, taking −β < ν 1 < (1 + λ) and 0 < ν 2 < 1. 2
, and letγ n,h be defined by (2.8). If h = h n is such that h ↓ 0 and nh → ∞ as n → ∞, thenγ 
where Γ n is the empirical quantile function of a uniform (0, 1) sample U 1 , . . . , U n , and k = ⌊nh⌋. Consider the case γ > 0. By definition, U (k+1) ≥ Γ n (hu) with probability 1 for all u ∈ (0, 1), and U (k+1) → 0 with probability 1, as h ↓ 0. We can therefore apply Lemma 3.1 with y = Γ n (hu)/U (k+1) , s = U (k+1) and a(s)/Q(1 − s) = γ (see Remark 3.1), to get that, with probability 1, for each ǫ > 0 there exists an n 0 such that for all n ≥ n 0 , uK(u) )/du, we get by the boundedness of both
where L ± (u) are positive and bounded functions. Hence, for γ > 0,
Applying Lemma 3.2 twice (once with β = −ǫ, λ = 0 and L + and once with β = ǫ, λ = 0 and L − ) yields that, for any 0 < ǫ < 1, this upperbound tends to
in probability, as n → ∞. Letting ǫ ↓ 0, by dominated convergence this tends to
Similar arguments lead to a lower bound forγ
n,h that tends to γ in probability as well. This proves the lemma for the case γ > 0.
In case γ = 0, first note that as a consequence of Lemma 3.1 together with properties of Π-varying functions , one has that a(s) = o(Q(1 − s)) for s ↓ 0. Since U (k+1) → 0 with probability one, this means that a(U (k+1) )/Q(1 − U (k+1) ) → 0 with probability one. Similar to the case γ > 0, we can apply the inequalities of Lemma 3.1 to
By similar arguments as above, we conclude thatγ
n,h → 0 in probability. Finally consider the case γ < 0. Lemma 3.1 now yields the inequalities
Thus, with L ± as before,
Again by two applications of Lemma 3.2 (once with β = −γ + ǫ, λ = 0 and L + and once with β = −γ − ǫ, λ = 0 and L − ) we get that, for any 0 < ǫ < 1 − γ, the upperbound tends to
Since both integrals are bounded for 0 < ǫ < 1 − γ and log Q(1) − log Q(1 − U (k+1) ) → 0 with probability 1, we get (with a similar lower bound) thatγ
, and letγ n,h be defined by (2.8). If h = h n is such that h ↓ 0 and nh → ∞ as n → ∞, thenq
Proof: Since we will considerq
n,h , we can scale both numerator and denominator by the same factor, without changing the ratio. Moreover, by condition [CK2] and [CK4], we have that, for any α > 0,
by the previous remarks, we have that
Similar to the argument used in the proof of Lemma 3.3 we can first apply the inequalities from Lemma 3.1. Then, with ǫ > 0 fixed, let n → ∞ and apply Lemma 3.2 with λ = α−1, and finally let ǫ ↓ 0. We conclude that
in probability. On the other hand, if we write d
Similarly, by an application of Lemmas 3.1 and 3.2, this tends in probability to
Combining this with (3.13), we obtain thatq
(1) n,h P −→1, whenever γ ≥ 0. In the case γ < 0, similar arguments yield that
in probability, and that
The following theorem is now a direct corollary of Lemmas 3.3 and 3.4.
Theorem 3.1 (Consistency) Assume that F ∈ D(G γ ) for some γ ∈ IR. For arbitrary α > 0, let K be a kernel satisfying conditions [CK1]-[CK5] and letγ n,h be defined by (2.8). If h = h n is such that h ↓ 0 and nh → ∞ as n → ∞, thenγ n,h → γ in probability as n → ∞.
Asymptotic normality
In order to obtain asymptotic normality we need additional assumptions on F . Suppose that F ∈ D(G γ ) for some γ ∈ IR and assume that φ from (2.1) exists and is well defined. Moreover, we assume that F satisfies the following conditions:
Consider the deterministic equivalent of γ n,h :
Lemma 4.1 Let X 1 , . . . , X n be a sample from F ∈ D(G γ ) and suppose that F satisfies conditions (CP1)-(CP3). For arbitrary α > 1/2, let K be a kernel satisfying conditions (CK1)-(CK5) and letγ n,h be defined as in (2.8). Then, for any h = h n , with h ↓ 0 and (nh) −α log n = O (nh) −1/2 , as n → ∞, we have for i = 1, 2,
as n → ∞, where W denotes standard Brownian Motion.
Proof: We will only present the proof forq
(1) n,h , since the proof forq
n,h is similar. The left hand side of (4.6) can be decomposed into four parts:
where (b n ) is a sequence of positive real numbers that satisfies 1/n < b n < h. For the first term of (4.7) note that Q n (1 − u) is constant for 0 ≤ u < 1/n. Together with property (3.1), we get that
where U (1) is the first order statistic from a sample U 1 , . . . , U n from a uniform (0, 1) distribution. Note that from properties of slowly varying functions, it follows that log Q(1 − s) − log s → 0 (4.8) (see de Wolf (1999) for a formal proof). Therefore, since U (1) → 0 almost surely, we have that
The last equality follows from the fact that for any ǫ > 0,
which tends to zero according to the conditions on h. For the second part of (4.7) observe that by partial integration and application of (4.8),
where φ is defined in (2.1). Conditions (CP1)-(CP3) yield that φ(s) → (γ ∨ 0), as s ↓ 0. From the conditions on h, together with another application of (4.8), we conclude
For the third part of (4.7), first observe that
where Γ n is the empirical quantile function of a uniform (0, 1) sample of size n. By the mean value theorem, we then get that
with |ξ n,u | ≤ |Γ n (u) − u|. We have that sup 0<u<1 |Γ n (u) − u| → 0 with probability 1, as n → ∞, and from Wellner (1978) :
From the conditions on F , it follows that φ is uniformly bounded in a neighborhood of 0. Furthermore, note that u/(u + ξ n,u ) lies between u/Γ n (u) and 1. Hence
we therefore obtain that
Taking b n = h(nh) −(1/2+λ)/α , for some 0 < λ < α − 1/2, we get that
Finally consider the fourth part of the decomposition (4.7). Following the same arguments as for the third part, we arrive at
for any sequence (b n ) of positive numbers satisfying nb n → ∞, as n → ∞ (see Wellner (1978) ). Condition (CP3) states that φ is slowly varying. This implies that φ(hs)/φ(h) → 1 as h ↓ 0 uniformly for s ∈ [a, b], for any 0 < a < b < ∞. By means of (4.13) we have that for n sufficiently large,
2 , which implies that
This implies that
Note that from Theorem 2.1 in Csörgő, Csörgő, Horváth and Mason (1986) , there exists a sequence (B n ) of Brownian bridges such that (for 0 ≤ ν <
as n → ∞, where Γ n is the quantile function of U 1 , . . . , U n . Applying (4.14), we get that
where for arbitrary 0 ≤ ν < 1/2,
Using that B n (u)
where W n is distributed as standard Brownian motion and ζ n is a standard normal variable, independent of W n , we obtain for h ↓ 0 and nh → ∞,
(1)
where in the last equality we used that W n (hu)
Therefore by taking b n = h(nh) −(1/2+λ)/α , for some 0 < λ < α − 1/2, we obtain that
Together with decomposition (4.7), (4.9), (4.10) and (4.12), we obtain the assertion of the lemma for q
( 1) n,h . The argument for q
n,h runs similarly. 2
Theorem 4.1 (Asymptotic normality) Let X 1 , . . . , X n be a sample from F with F satisfying (CP1)-(CP3). Moreover, for arbitrary α > 1/2, let K be a kernel satisfying conditions (CK1)-(CK5) and letγ n,h be defined as in (2.8). Then, for any h = h n with h ↓ 0 and (nh)
where γ h is defined in (4.1) and σ
Proof: First note that by partial integration and application of (4.8), we have for i = 1, 2,
Note that from the conditions on F , it follows that in the case γ = 0, we have
as h ↓ 0, whereγ = γ ∧ 0. This implies that
In the case γ = 0, the function φ is slowly varying. This means we can apply the following inequality, taken from the proof of the proposition in the Appendix of de Haan and Pereira (1999) : for each ǫ, ǫ 1 > 0 there exists an h 0 , such that for all h ≤ h 0 and all (4.17) where in the last equality we used that u ∈ (0, 1). This implies that (4.16) also holds in the case γ = 0. Hence for all γ ∈ IR, we have for i = 1, 2:
Since this is O(1), we have from Lemma 4.1 that
where for i = 1, 2:
is a special case ofq
h , for α = 1, another consequence of Lemma 4.1 is that
We find that
To deal with the A (i) n , i = 1, 2, we again make use of (4.15) and (4.17). Together with IE |W (u)| ≤ IE W (u) 2 = √ u, Markov's inequality, the conditions on K and the fact that α > 1/2, this implies that for γ ∈ IR, we have for i = 1, 2:
Hence for all γ ∈ IR, we have for i = 1, 2:
By using (4.18) and (4.19), it follows that for h ↓ 0,
and
Hence, by partial integration,
The assertion of the theorem follows. 2
Exploring the bias
The formulation Theorem 4.1 implies thatγ n,h might have asymptotic bias of the form √ nh(γ h − γ). In Dekkers and de Haan (1993) conditions are stated that cover all possible second order behaviour of quantile functions corresponding to distribution functions that are in the domain of attraction of an extreme value distribution. Under these additional conditions we will derive asymptotic expressions for the bias. The conditions can be formulated in the following way.
(RV1) In case γ > 0, let U 1 (s) = log Q(1 − s) + γ log s − log c. Suppose that either U 1 or −U 1 eventually remains positive, as s ↓ 0, and there exist ρ > 0 and c > 0 such that for all x > 0,
. Suppose that either U 2 or −U 2 eventually remains positive, as s ↓ 0, and there exist ρ > 0 and c > 0 such that for all x > 0,
Note that condition (RV1) states that either U 1 or −U 1 is regularly varying at zero with index γρ, whereas condition (RV2) states that either U 2 or −U 2 is regularly varying at zero with index −γρ. The second set of conditions concerns the second order Π-varying behaviour of the quantile function.
(PV1) In case γ > 0, suppose there exists a positive function b 1 (·) such that for all x > 0,
where V 1 (s) = ±(log Q(1 − s) + γ log s) and a 1 (s) = s 
where V 2 (s) = log Q(1 − s). (PV3) In case γ < 0, suppose there exists a positive function b 4 (·), such that for all x > 0,
where V 3 (s) = ±s γ (log Q(1) − log Q(1 − s)) and a 3 (s) = b 4 (s)/Q(1).
Note that condition (PV1) states that either log Q(1−s)+γ log s or −(log Q(1−s)+γ log s) is Π-varying at zero with auxiliary function s −γ b 1 (s)/Q(1 − s), and that condition (PV3) states that that either s γ (log Q(1) − log Q(1 − s)) or −s γ (log Q(1) − log Q(1 − s)) is Π-varying at zero with auxiliary function b 4 (s)/Q(1).
The following lemmas are analogous to Lemma 3.1 and will be needed to apply dominated convergence to integrals such as U i (su)/U i (s) dK (j) (u), as s ↓ 0, for i = 1, 2 and j = 1, 2.
Lemma 5.1 Assume that conditions (RV1)-(RV2) hold. Then for any ǫ > 0, there exists s 0 > 0 such that, for all 0 < s < s 0 and 0 < y < 1, for γ > 0
and for γ < 0,
where U 1 , U 2 are defined in conditions (RV1)-(RV2).
Proof: The inequalities are the well known inequalities of regularly varying functions, see e.g., Geluk and de Haan (1987) . 2 Similar inequalities can be derived in case of second order Π-variation. They are stated in the next lemma, which is a reformulation of Lemma 3.5 in Dekkers, Einmahl and de Haan (1989) in terms of the quantile function.
Lemma 5.2 In case γ > 0, assume that (5.3) holds for V 1 . Then for any ǫ > 0, there exists s 0 > 0 such that, for all 0 < s < s 0 and 0 < y < 1,
In case γ = 0, for any ǫ > 0, there exists s 0 > 0 such that, for all 0 < s < s 0 and 0 < y < 1,
In case γ < 0, assume that (5.4) holds for V 3 . Then for any ǫ > 0, there exists s 0 > 0 such that, for all 0 < s < s 0 and 0 < y < 1,
Proof: In case γ = 0, the inequalities are just the well known inequalities for Π-varying functions, see e.g., Geluk and de Haan (1987) page 27. In case γ = 0, the inequalities follow using Omey and Willekens (1987) to obtain an asymptotic expression for b 2 (·) and applying the inequalities for Π-varying functions to that expression, see proof of Lemma 3.5 in Dekkers, Einmahl and de Haan (1989) . 2 Denoting
the results concerning the asymptotic bias can be formulated in the following way.
Theorem 5.1 Let γ h be given by (4.1). Assume that K satisfies conditions (CK1)-(CK5) for some α > 0. Suppose that that Q satisfies conditions (RV1)-(RV2) and that h = h n is such that h n ↓ 0 as n → ∞. Then, as n → ∞, in case γ > 0,
and in case γ < 0,
where the functions U 1 and U 2 are defined in (RV1)-RV2) and where
Proof: It is sufficient only to consider the case where U 1 eventually remains positive and satisfies (5.1). For i = 1, 2, consider
where the function U 1 is defined in condition (RV1). For any α > 0 and i = 1, 2, we have that
and for any s, t ≥ 0 and i = 1, 2 we have that
, where L ± i are positive and bounded. Hence, similar to the proof of Lemma 3.3, using the inequalities of Lemma 5.1 and dominated convergence, condition (RV1) yields that
From (5.5), (5.6) and (5.7), it follows that for i = 1, 2.
The integral on the right hand side can be evaluated by means of (5.6). Note that γ (pos) h equals q
( 1) h with α = 1. Putting things together, proves the theorem for the case γ > 0. For the case γ < 0, it is sufficient only to consider the case where U 2 eventually remains positive and satisfies (5.2). Similarly, using (RV2) and (5.5), for i = 1, 2 we can write
where the function U 2 is defined in condition (RV2), and where we have used the inequalities of Lemma 5.1, together with dominated convergence and condition (RV2). Again the integrals on the right hand side can be evaluated with (5.6). Hence, by putting things together, this proves the theorem for the case γ < 0. 2
Remark 5.1 According to condition (RV1), |U 1 | is regularly varying with index γρ > 0, so that by Proposition 1.7.1 in Geluk and de Haan (1987) it follows that U 1 (s) → 0, and similarly U 2 (s) → 0. This means that for the case γ > 0, one can write
where c 1 = (µ 1 µ 3 + µ 2 )/µ 3 , and for the case γ < 0,
where c 2 = µ 7 /µ 8 .
Corollary 5.1 Assume the conditions of Theorem 4.1 and suppose that conditions (RV1)-(RV2) are satisfied. Suppose that h = h n is such that, as n → ∞, h ↓ 0 and in case γ > 0:
In the derivation of the asymptotic expansion of the bias under condition (PV1), we have to distinguish between the case that either V 1 (s) = log Q(1 − s) + log s or V 1 (s) = −(log Q(1 − s) + log s) satisfies (5.3), and similarly for asymptotic expansion of the bias under condition (PV3).
Theorem 5.2 Let γ h be given by (4.1). Assume that K satisfies conditions (CK1)-(CK2) for some α > 0 and that Q satisfies conditions (PV1)-(PV3). Suppose that h = h n is such that, when n → ∞, h ↓ 0. Then in case γ > 0,
where one should read a 1 (or −a 1 ), whenever V 1 (s) = log Q(1 − s) + log s (or V 1 (s) = −(log Q(1 − s) + log s)) satisfies (5.3). In case γ = 0,
In case γ < 0,
where one should read a 3 (or −a 3 ), whenever V 3 (s) = s γ (log Q(1) − log Q(1 − s)) (or V 3 (s) = −s γ (log Q(1) − log Q(1 − s))) satisfies (5.4). The functions a 1 , b 2 , b 3 , a 3 and V 3 are defined in (PV1)-(PV3) and
Proof: For the case γ > 0 we only consider the case where V 1 (s) = log Q(1 − s) + log s satisfies (5.3). The case V 1 (s) = −(log Q(1 − s) + log s) can be handled by a similar argument. The proof is similar to that of Theorem 5.1. Using (5.5) and (5.6), we have for i = 1, 2
where the function a 1 is defined in condition (PV1). Again writing d( 
as h ↓ 0, where we again used (5.6). Combining things proves the theorem for γ > 0. In case γ = 0, using (5.5), for i = 1, 2 we can write
where the functions V 2 , b 2 and b 3 are defined in condition (PV2). By a similar argument, using the inequalities of Lemma 5.2 and dominated convergence, we have from condition (PV2), that for i = 1, 2
By means of (5.6), we find that for i = 1, 2,
Putting things together proves the theorem for γ = 0. For the case γ < 0, we only consider the case where V 3 (s) = s γ (log Q(1)− log Q(1 − s)) satisfies (5.4). The case V 3 (s) = −s γ (log Q(1) − log Q(1 − s)) can be handled by a similar argument. Using (5.5) for i = 1, 2 write
where the function a 3 is defined in condition (PV3). As before, using the inequalities of Lemma 5.2 together with dominated convergence, from condition (PV3), we obtain
as h ↓ 0. If we evaluate the integrals by means of (5.6), we find that for i = 1, 2,
Putting things together proves the theorem for γ < 0. 2 Corollary 5.2 Assume the conditions of Theorem 5.2 and suppose that conditions (PV1)-(PV3) are satisfied. Suppose that h = h n is such that, as n → ∞, h ↓ 0 and in case γ > 0:
and in case γ < 0:
Note that the condition for the case γ > 0 and the second condition for the case γ < 0 resemble the conditions on the parameter k in case of the moment estimator as defined in Dekkers, Einmahl and de Haan (1989) .
Comparing with other estimators
To illustrate the finite sample behaviour of our estimator we present some results from a small simulation study. Moreover, we will compare our estimator to two other well known estimators: the DEH estimator by Dekkers, Einmahl and de Haan (1989) and the (quasi) MLE by Smith (1987) . For easy reference, we restate their definitions.
The DEH estimator is given bŷ γ (n,k) = M log X (n−i+1) − log X (n−k) r (6.2)
Note that k is the number of largest order statistics from the sample, used to calculate the DEH estimator. The (quasi) MLE is defined using the excesses Y i = X j − u n , where X j is the ith exceedence over threshold u n tending the upper endpoint of the distribution that generated the sample. Assuming that these excesses are distributed as a sample of a Generalized Pareto Distribution with parameters γ and σ(u n ), the estimator is defined by maximizing the likelihood of Y 1 , . . . , Y N where N is the number of excesses over the threshold u n . In our simulations we took u n = X (n−k) . Note that again, k is the number of upper order statistics used to calculate the estimator.
The new estimator, introduced in this paper, contains some parameters. In our simulations we used α = 0.6 (to ensure asymptotic normality) and the kernel defined by To be able to compare the three mentioned estimators, we will plot each estimator as a function of the fraction of order statistics used to calculate the estimator. I.e., we will use k = ⌊nh⌋ and plot each estimator as a function of h ∈ (0, 1). First we present some results concerning samples generated from known distributions. We generated a sample of size n = 100 from a uniform distribution on the interval (2, 5) and one from a distribution derived from the Hall model but transformed in such a way that it has a negative extreme value index. For the Hall model, see e.g., Hall and Welsh (1984) . To be more specific, we used the following distribution functions each estimator is quite close to the true value of the extreme value index, considering the small sample size. One striking feature of the new estimator however, is its smoothness: whereas the other two estimators behave rather erratically as a function of h, the new estimator behaves very smoothly. A major advantage of this feature is that the exact choice of the bandwidth h to be used is not as crucial as the exact choice of the k in the other estimators: increasing k by 1 can seriously change both the DEH estimate and the MLE. Changing h by 1/n however, does not change the new estimator too much. Indeed, only an approximately optimal bandwidth would produce an estimate almost as good as the estimate using the exact optimal bandwidth. Finally we present a plot of the same estimators, used to estimate the extreme value index of a real life data set. The data concerned were obtained Lobith, the village where the first inhabitants of the Netherlands (the "Bataviers") are supposed to have entered along the Rhine river. They represent the peaks in the water discharges at that particular place along the Rhine. During the period 1901-1991, the maximum water discharge was measured on a daily basis. These maxima were plotted against time and only those maxima above a certain threshold and at least a fortnight apart were recorded. Whenever several values appeared above the threshold but within a fortnight of each other, the maximum of these values was recorded. This resulted in a data set of 211 measurements. The results for the three estimators mentioned in this section are given in Figure 2 .
