Abstract: This paper presents a robust data-driven framework for clustering large-scale daily chronological load curves from smart meters, with a focus on the challenges encountered in practice. The first challenge is the low data quality issue due to bad and missing data, which has been a major obstacle for various in-depth analyses of smart meter data. A novel Smoothed Alternating Least Squares (SALS) approach is proposed to recover missing/bad smart meter data by taking advantage of their low-rank property. The second challenge is brought by different data reporting rates of smart meters. A Dynamic Time Warping (DTW)-based approach is proposed that is more efficient and eliminates the need for data interpolation or measurement downsampling. The proposed approach enables flexible data collection strategies and gateway locations to meet various smart grid performance requirements. The proposed framework is tested through experiments using real-world smart meter data.
Introduction
The widespread deployment of smart meters (SMs) has made available a huge amount of energy consumption information from individual customers as well as aggregated communities. By enabling two-way communication between utilities and customers, SMs become a critical component of smart grids. SMs allow utilities to monitor every energy delivery point of their networks from once per month to every 5-15 min [1, 2] , a 3000-fold increase in data volume. For utilities, this opens up new opportunities, allowing them to do things they never could before. Data gathered from smart meters can provide a better understanding of customer segmentation, behavioral patterns, dynamic electricity pricing strategies, etc.
In practice, during the process of collection and transmission, data corruption and missing problems occur quite often, which can be caused by equipment malfunction, communication failure, extreme weather conditions, etc. In addition, smart meters from different regions, vendors, and utilities can be set to report at different rates, which complicates analysis and applications based on large-scale smart meter data. Although these issues have been reported in the existing literature, few works have been conducted to explicitly address the challenges associated with various smart meter data analytic applications.
The problem of missing data is relatively common in practice and can have a significant effect on the conclusions drawn. In general, data imputation can help by replacing missing data with estimated values. Data imputation improves the accuracy of forecasting, enhances data analysis, and facilitates decision-making, etc. Conventional data imputation methods include linear interpolation, mean (median) substitution, hotdeck imputation (using the last observed values as estimates in an ordered dataset), and regression imputation [3, 4] . These approaches gain popularity in many data mining and machine learning applications due to their computational efficiency, with time complexity O(n) the most popular. However, a major downside of these approaches is their lower accuracy, and biased estimates are often expected. In [5] , nonparametric regression methods are proposed to cleanse corrupted and missing load curve data of smart meters. However, the performance depends on human interference with the smoothness level, which significantly limits the applications of such approaches. The authors of [6] propose using a weighted average combination of historical data to impute missing smart meter data, but unfortunately the performance of this approach is not explicitly discussed. Due to the limits of traditional methods, solving the missing data or matrix completion problems through matrix decomposition has become more popular recently.
On the other hand, depending on data collection strategies and gateway locations, SMs can have vastly different reporting rates across different regions [7] . These scenarios are typically referred to as imbalance class distribution in data science. Data interpolation and downsampling (or subsampling) are usually utilized to address the challenges, but research has shown that they could lead to biased and inaccurate results. For example, machine learning algorithms tend to produce unsatisfactory classifiers when faced with imbalanced datasets.
In distribution networks, the categorization or clustering of load profiles (or load curves, used interchangeably in this paper) is important to utilities and their customers. Utilities can take advantage of the categorized load curves for demand side management, fluctuation smoothing, load leveling, and load forecasting. In addition, customers can participate in the competitive electricity market by using a demand-side bidding mechanism utilizing energy storage systems or by proper tariff selection [8] .
To conduct load clustering, the time series load curves of year, season or month can be used. Over the past few years, much research has been put into load curves classification in order to solve the short-term load forecasting of anomalous days and identify different types of customers and their behaviors. Clustering methods that have been discussed so far are the self-organizing map, the k-means, the fuzzy k-means, and the average and Ward hierarchical methods [9] [10] [11] . These methods generally belong to pattern recognition techniques [12] . Alternatively, the customer classification problem can be solved by using data mining, frequency-domain data [11, 12] , etc. The most commonly used respective adequacy measures are the mean index adequacy, the clustering dispersion indicator, the similarity matrix indicator, the Davies-Bouldin indicator, the modified Dunn index, the scatter index, and the mean square error [13] .
Generally speaking, the aforementioned approaches assume that the smart meter (load) data all have the same sampling rate. However, in practice, SMs from different regions, vendors, and utilities can be set to report at different rates, which complicates analysis and applications based on large-scale smart meter data. These scenarios are typically referred to as imbalance class distribution in data science. Data interpolation and downsampling (or subsampling) can be easily implemented to work around problems, but research has shown that they could lead to biased and inaccurate results. For example, machine learning algorithms tend to produce unsatisfactory classifiers when faced with imbalanced datasets. To address this challenge, a novel dynamic time warping (DTW)-based multivariate time series classification approach is proposed for large-scale smart meter data analysis.
In this paper, the aforementioned challenges are addressed with an innovative robust smart meter data analytic framework. First, a novel data imputation algorithm, smoothed alternating least squares (SALS), is proposed to recover missing and corrupted data for large-scale smart meter dataset. Different from conventional data imputation approaches, SALS recovers missing values by learning the spatial-temporal properties of data and make inference, which improves the estimation accuracy. Second, a novel data-driven approach based on dynamic time warping (DTW) is proposed to cluster large-scale daily chronological load curves with different sampling rates. Using the proposed approach, smart meter data are warped non-linearly in the time dimension to determine a measure of their similarity independent of certain non-linear variations in the time dimension. Experimental results using real-world smart meter data demonstrate the effectiveness and advantages of the proposed framework.
Missing and Bad Data Recovery
In practice, missing or bad data recovery can usually be converted into a matrix completion problem. In this section, the matrix completion problem is introduced first and the data missing problem is formulated as a matrix completion problem based on its low-rank property.
Matrix Completion Problem
Matrix completion refers to the task of filling in the missing entries of a partially observed matrix. Matrix completion aims at filling in the missing entries of a matrix based on observed entries. Without any assumption, matrix completion would be random guessing, which would be meaningless. Consequently, in most cases, a matrix completion task assumes the target matrix to be of low rank and seeks the lowest rank complete matrix [14] . The low-rank assumption guarantees that the complete matrix will be a linear combination of a lower rank matrix, and that the low-rank basis will reflect the common pattern of data.
Let M = m ij ∈ R n 1 ×n 2 be the matrix with missing values, X = x ij ∈ R n 1 ×n 2 be the matrix to be completed, and Ω = (i, j) m ij is observed is observed. The objective function for the matrix completion problem can be then summarized as follows:
where ε is a parameter that limits the training error. In the objective function, we expect to find the minimum rank complete matrix whose entries in Φ are close to the observed entries in the target matrix. In general, the above problem is hard to solve because of the rank constraint [15] . Consequently, a slight modification of the original objective function is used to simplify the computation.
where X denotes the Euclidean norm, or the sum of singular values of X. It has been proven under many conditions that the Euclidean norm is an effective convex relaxation to the rank constraint [16] [17] [18] . Equation (2) is a semi-definite programming problem and can be solved with optimization software like SeDuMi. However, those algorithms are computationally expensive, as the data size is typically very large for the matrix completion problems. Note that, at this point, minimizing X while constraining ∑ (i,j)∈Ω x ij − m ij 2 are essentially the same problem as minimizing ∑ (i,j)∈Φ x ij − m ij 2 while restraining X . Therefore, the optimization problem can further be reformulated as follows:
Equation (3) is a convex optimization problem that satisfies Slater's condition [19] . Specifically, for any given ε , there exists a matrix X = 0 in the feasible region, such that strict feasibility holds, X ≤ ε . Therefore, strong duality holds and its Lagrangian form can be utilized to solve the problem.
Instead of solving for Equation (2) , most matrix completion problems use Equation (4) as the objective function for the convex structure and the provable near-optimal solution. There are multiple methods to optimize Equation (4); one of the most commonly used methods is by matrix factorization. Matrix factorization attempts to find the low-rank approximation of X by computing the matrix decomposition X = A T B, where A = [a 1 , a 2 , . . . , a n1 ] ∈ R k×n1 and B = [b 1 , b 2 , . . . , b n2 ] ∈ R k×n2 , and k < min(n 1 , n 2 ). The objective function can be transformed via:
It has been proved in [20] that
Equation (5) can be reformulated as:
Equation (7) is an intimate approximation of Equation (4), and the method known as maximum margin matrix factorization (MMMF) [21] uses Equation (7) as objective function to find the near-optimal complete matrix. Mardani et al. [22] prove that Equation (7) does not suffer any loss of optimality relative to Equation (4). Additionally, [23] proves that the solution of MMMF is capable of recovering matrices with missing entries.
In general, the core idea of matrix completion is that the data matrix is a linear combination of a lower rank matrix. Typically, Alternating Least Squares (ALS) is used to solve the matrix completion problem by implementing low-rank matrix decomposition. In particular, it assumes that there are certain patterns in the data, and that these patterns are described in a low-rank matrix. The low-rank assumption matches the nature of the load curve data from smart meters, i.e., the load curve data usually follow a certain fixed pattern. Under the smart meter data recovery setting, it is assumed that there is a set of typical daily load curves on which the entire matrix can be rebuilt through linear combination.
Alternating Least Squares (ALS)
ALS is implemented to solve the maximum margin matrix factorization (MMMF) problem. Note that the objective function of Equation (7) is not convex because of the a T i b j term. In this case, ALS optimizes the objective function in an alternating fashion, i.e., fix A and optimize B; then fix B and optimize A. Note that if A (or B) is fixed, the objective is a convex function of B (or A). Even more conveniently, when A is fixed and regarded as a constant, Equation (7) is of quadratic form in terms of B. Consequently, the near-optimal solution can be obtained through simple linear algebra derivation. Taking advantage of this property, ALS optimizes A and B in an alternating fashion, and the result is guaranteed to converge to a local optimum. More specifically, the ALS algorithm can be summarized as follows (Algorithm 1) [24] :
Randomly initialize matrix A and B while not converge do for i = 1,2, . . . , n 1 do
end for end while As discussed above, matrix A and B are updated in an alternating fashion. In each iteration, a i 's are first updated based on existing values of b j 's, and then b j 's are evaluated with the updated values of a i 's. It is worth mentioning that to update values in a i , only part of matrix B, corresponding to the observed set on the ith row, is used. The same rule applies when updating matrix B.
The observed entry values m ij are used in each update. An intuitive interpretation of this algorithm is that matrices A and B are updated according to the observed entries so that A T B is as close to M on the observed set as possible. Moreover, because of the low-rank assumption, patterns of M are learned on the observed entries and stored in matrices A and B. Therefore, after getting the pattern of the data and approximating observed entries, ALS can efficiently recover missing values on the missing entries.
The convergence condition needs to be able to terminate the algorithm when little or no update is made from the previous iteration. Currently, we use the Mean Absolute Error (MAE) on the observed set as the criterion, i.e., when the difference between the MAE of previous and current iteration is smaller than a certain threshold, we then assume that the algorithm has converged and terminate the algorithm.
Smoothed Alternating Least Squares (SALS)
In this work, we improve ALS by proposing an algorithm that is more suitable for time-series data, Smoothed Alternating Least Squares (SALS). In the ALS model, matrix B corresponds to the lower rank basis, and matrix A is the coefficient matrix. Rows in matrix B can be considered the typical daily load curves, and it is assumed that columns of B are independent. However, for daily load curves, the columns of data are not independent. More specifically, it is expected that the load curves should be smooth and show continuous patterns. Such an assumption in the ALS model can be interpreted as the need for rows in matrix B to be smooth instead of volatile.
Based on this assumption, we propose a smoothness regularization term in the objective function. Specifically, the new objective function is defined as follows:
The regularization term µ ∑ n2−1 k=1
2 penalizes if rows in B are unstable, and µ controls how much to penalize the instability. Notice that with the new regularization term, the objective function is still convex in terms of b j 's after fixing A. Therefore, the general algorithm in ALS is still valid for the new objective function. What is needed to be modified is just how to update b j 's.
When B is fixed, gradients of ai in Equation (8) are identical to those in Equation (7), as the new regularization term does not affect A. Consequently, SALS updates a i 's the same way as ALS. As for when A is fixed, the expression to update b j imsub:
Equation (9) uses the fact that the 2-norm of a matrix is the root of summation of all the squared entry values, i.e.,
In Equation (9), represents the new objective function, Equation (8) . The optimum is obtained when Equation (9) equals 0, which gives the following:
and, further,
for 1 < j < n 2 . Equation (11) gives the expression to update b j when 1 < j < n 2 . Based on the above derivations, SALS can be summarized in the steps shown below (Algorithm 2). 
end while
In SALS, the initialization is modified to improve the accuracy and convergence rate. The alternating update does not guarantee convergence to the global optimum, which makes the initialization even more crucial. Specifically, the k-means clustering step divides the n rows of data into k groups, and each group has a cluster center, which forms a center matrix of size k-by-n 2 .
Rows of matrix C correspond to cluster centers. Then, matrix B is initialized with C, i.e., B = C.
To specify the initial model, it suffices to give either the initial matrix A or matrix B. For the proposed initialization scheme, matrix B is chosen to be initialized. As mentioned at the beginning of this subsection, rows in matrix B can be considered as typical daily load curves. It has been shown in [25] that k-means can efficiently extract typical load curves from smart meter data. Therefore, initializing matrix B with k-means cluster centers is able to improve the convergence rate.
Specifically, each row of the partially observed matrix M is rebuilt with a linear combination of B, i.e.,
where M i is the ith row of matrix M. Therefore, a good initialization of B should be able to approximate rows of M through linear combination. If the data are properly clustered, each row of data matrix would be close to its corresponding cluster center, i.e., ∃ t s.t. B t = C t ≈ M j , ∀ M j without missing values, where C t is the tth row of matrix C. In this case, each row of M is approximated by one row from B. Thus, k-means initialization can provide a decent start for the algorithm.
Another reason to modify the initialization process is that the proposed algorithm is better suited for the smoothness regularization term. In SALS, the turbulence of the curve is penalized based on the difference of adjacent b j 's. Therefore, in each iteration, columns of matrix B are updated according to their adjacent columns to make the columns closer to their adjacency. The initial curves from k-means initialization are much smoother because of the nature of the load curve data, i.e., c i,j is close to c i,j+1 and c i,j−1 . In this case, updating columns of B according to their nearby columns can be much more helpful. However, the initial curves from random initialization are completely random. Points in these curves are far from adjacent points and, more importantly, they are independent. In this case, making the columns closer to their adjacent columns would not improve the results.
Compared with a random start, k-means initialization utilizes information from data to improve the convergence rate and estimation accuracy. For load curve data, curves defined by rows of matrix B become smooth after several iterations, even with a random start. In addition, in terms of accuracy the simulation results indicate that k-means initialization greatly outperforms random initialization.
In terms of computational cost, the time complexity for updating a i in each iteration is O(n 2 k + k 2 ). Specifically, we have O(n 2 k) for matrix multiplication and summation, and O(k 2 ) for matrix inversion. Consequently, updating a i , i = 1, . . . , n 1 takes O(n 1 n 2 k + n 1 k 2 ). A similar deduction goes for b j 's until eventually we have the overall computational cost for SALS as O(n 1 n 2 k + (n 1 + n 2 )k 2 ).
DTW-Based Load Profile Classification
In a time series analysis, DTW is one of the algorithms for measuring the similarity between two temporal sequences that may vary in speed. For instance, similarities in walking could be detected using DTW, even if one person was walking much faster than the other, or if there were accelerations and decelerations during the course of an observation. DTW has been applied to temporal sequences of video, audio, and graphic data-indeed, any data that can be turned into a linear sequence can be analyzed with DTW. In general, DTW is a method that calculates an optimal match between two given sequences (e.g., time series) with certain restrictions. The sequences are warped non-linearly in the time dimension to determine a measure of their similarity independent of certain non-linear variations in the time dimension. This sequence alignment method is often used in time series classification.
Consider two load curves from SMs x p = {x p1 , x p2 , x p3 , . . . , x pi } and x q = {x q1 , x q2 , x q3 , . . . , x qk } estimated over the same time period, where i and k are numbers of data points for smart meter p and q, respectively. Number i and k can be equal, when both meters have the same reporting rate, or unequal when they have a different reporting rate.
A local distance measure d(x pm , x qn ) of data points m and n from load curves x p and x q respectively is defined as:
where m ∈ {1, 2, 3, . . . , i} and n ∈ {1, 2, 3, . . . , k}. Similarly, a distance matrix D(x p , x q ) of size i-by-k is constructed by calculating local distance measures of each pair of data points from trajectories x p and x p . Define w = {w 1 The total distance dw(xp, xq) of a warping path w is defined as:
The DTW distance between two trajectories xp and xq is defined as the minimum total distance among all possible warping paths, which can be found by dynamic programming.
where w is a warping path. Using DTW with this warping path as a similarity measure, the clusters of load curves with similar shape are constructed regardless of stretching and contracting of the time axes. In this paper, the similarity between smart meter data p and q is represented by DTW(δp, δq) . This allows a nonlinear mapping between load curves, even with data loss or communication delays. DTW is highly ranked in pattern recognition and computer vision fields. It has been widely used in time series analysis, (partial) shape matching, speech recognition, and online signature verification. In [26] , DTW is tested against Euclidean distance for small data size and is found to provide a smaller out-ofsample error rate as a result of its improved similarity measure [27] .
Using DTW as a distance or similarity measure, clustering approaches including k-means, kshape, and fuzzy k-means can be employed to classify load profiles. Given a set of n smart meter data (x1, x2, …, xn), the objective of the load clustering problem is to classify loads into k (k ≤ n) clusters, denoted by S = {S1, S2, …, Sk}, so that the sum of all distances between each load and its corresponding centroid 's is minimized, defined as:
The DTW-based clustering algorithm can be started with a random initialization of the cluster The total distance d w (x p , x q ) of a warping path w is defined as:
The DTW distance between two trajectories x p and x q is defined as the minimum total distance among all possible warping paths, which can be found by dynamic programming.
where w is a warping path. Using DTW with this warping path as a similarity measure, the clusters of load curves with similar shape are constructed regardless of stretching and contracting of the time axes. In this paper, the similarity between smart meter data p and q is represented by DTW(δ p , δ q ). This allows a non-linear mapping between load curves, even with data loss or communication delays. DTW is highly ranked in pattern recognition and computer vision fields. It has been widely used in time series analysis, (partial) shape matching, speech recognition, and online signature verification. In [26] , DTW is tested against Euclidean distance for small data size and is found to provide a smaller out-of-sample error rate as a result of its improved similarity measure [27] .
Using DTW as a distance or similarity measure, clustering approaches including k-means, k-shape, and fuzzy k-means can be employed to classify load profiles. Given a set of n smart meter data (x 1 , x 2 , . . . , x n ), the objective of the load clustering problem is to classify loads into k (k ≤ n) clusters, denoted by S = {S 1 , S 2 , . . . , S k }, so that the sum of all distances between each load and its corresponding centroid µ's is minimized, defined as:
The DTW-based clustering algorithm can be started with a random initialization of the cluster centers. Or, as has been observed, by carefully selecting the initial seeds and supervising the clustering process, the limitations of existing clustering algorithm can be overcome and better clustering results can be obtained, e.g., by following the k-means++ algorithm [28] . In the assignment step, each load curve is assigned to the closest cluster based on d w x p , x q . After finding the cluster membership of all load curves, the centroid µ k of each cluster S k can be updated, which is the minimizer of the sum of d w (x, µ k ) over all x within cluster k.
The performance of the clustering can be calculated as the sum of squared error (SSE) in a recursive way based on dynamic programming, which determines the optimal comparison path. Assuming a total of N c clusters are obtained with each cluster represented by S t (t = 1, 2, . . . , N c ), the SSE is calculated as:
j is the location of load j, which belongs to cluster S t , and µ (t) is the centroid of cluster S t .
Load Forecasting Based on Load Classification
The proposed load classification results for daily chronological load curves can be used in load forecasting. First of all, they can be used to improve the accuracy of the total system load forecast. Based on the historical clustering results of daily load curves as well as date type (four seasons and day of the week), area central heating season, temperature, and precipitation, we can forecast the load curve shape for a future day. Second, it can be used to improve the accuracy of bus load forecast. Bus load curve is calculated based on the total system load and the ratios among the distribution of system, substation, transformer, and bus. The number of groups from system to bus determines the accuracy of the bus load curve forecast. The clustering results of daily system load can be used to determine the distribution ratio and enhance the accuracy of the bus load forecast.
The proposed shape-based clustering results can also be applied to develop time of use (TOU) strategies. As a demand response method, utilities in some areas have adopted time of use strategies, and assign different prices based on the power system's operational costs. The shape-based clustering results provide important information to determine the peak and off-peak prices for different seasons and days of the week. For example, if there are three different load curves in the summer, we can develop three different pricing plans for summer weekdays and summer weekends based on the different duration and peak times.
Experimental Results
The proposed algorithm is tested on a real-world smart meter dataset containing 1372 smart meters from an industrial county in China. Each observation in the dataset is a daily load profile and the total number of observations is 557,361. The time span of the dataset is four years, from 2011 to 2014, with a time interval of 15 min. However, a significant portion of the data is missing or corrupted, which explains why the number of actual data observations is much less than 365 × 4 × 1372 = 2,003,120.
The average load for the entire dataset is approximately 0.2 megawatt (MW). It is noted that about 4% of the data are missing in the dataset, and the data are usually missing in blocks, i.e., missing values appear consecutively. A total of 10 smart meters' load curves, selected randomly, are shown in Figure 2 .
As shown in the plot, the amplitudes vary significantly for different load curves with noise observed. Nevertheless, it can be observed that there are some patterns in the data; the curves are not completely random. Essentially, the proposed approach explores these patterns, which makes the load curve matrix low rank.
To validate the proposed approach and demonstrate its advantages, SALS is implemented and tested using smart meter load curve data. In addition, two existing model-based algorithms, random forest imputation (RF imputation) and k-NN imputation, are implemented on the same set of data and their performances in term of both accuracy and computation time are compared with the proposed one. To evaluate the performance of algorithms, implementing the models on the entire dataset in a single simulation is not convincing, and the stability of the algorithm cannot be evaluated. Consequently, for the case studies, random subsamples of dataset are drawn multiple times to study the performance of algorithms from multiple simulations. For experiment and comparison purposes, missing data are also selected randomly.
In order to quantify the accuracy of different algorithms in terms of missing data recovery, the mean average error (MAE) is defined as the metric, as shown in Equation (19) . Let * = * be the original smart meter data matrix, = be the recovered complete data matrix, and Ω * be the set of observed but erased entries. Figure 3 shows the accuracy comparison of the proposed SALS algorithm, k-NN imputation method, and 4-core paralleled RF imputation. Lines and error bars in the plot represent the means and standard deviations, respectively, of estimates from the 10 different experiments, each with a different sample size. We adopt the R library DMwR version of k-NN imputation and the missForest version of RF imputation. As for the k-NN imputation, based on multiple simulation results, the number of the nearest neighbor is chosen as 2 + n/1000. In addition, for the RF imputation model, the number of iterations is five, and the number of trees is 12. As the figure shows, in terms of accuracy, both RF imputation and SALS significantly outperform k-NN imputation. The accuracy of RF imputation and SALS is pretty close, although RF imputation demonstrates a slightly better ability to learn the pattern as the sample size grows. Nevertheless, the learning ability and recovery accuracy of RF imputation come at a great computational cost, as discussed below. Figure 4 shows the computation time required to fully recover the missing data in the aforementioned dataset. Note that for the RF imputation approach, 4-core parallel computing is implemented to speed up the process. It is noted that RF imputation is highly parallelizable, since it builds a random forest model for each of the columns and these models are completely independent. As a result, implementing 4-core parallel computing can reduce the computational time by nearly 4-fold. However, as indicated in the plot, the computational time needed for random forest is still more than 10 times that required for the proposed SALS algorithm. As a comparison, the computation time required for the k-NN imputation approach also increases significantly as the number of data samples increases. The proposed approach takes the least computation time compared to the other two approaches. In addition, as the sample size increases, the computation time required for the proposed SALS algorithm increases pretty slowly, making it suitable for large-scale smart meter data analytics. To evaluate the performance of algorithms, implementing the models on the entire dataset in a single simulation is not convincing, and the stability of the algorithm cannot be evaluated. Consequently, for the case studies, random subsamples of dataset are drawn multiple times to study the performance of algorithms from multiple simulations. For experiment and comparison purposes, missing data are also selected randomly.
In order to quantify the accuracy of different algorithms in terms of missing data recovery, the mean average error (MAE) is defined as the metric, as shown in Equation (19) . Let X * = x * ij be the original smart meter data matrix, X = x ij be the recovered complete data matrix, and Ω * be the set of observed but erased entries. Figure 3 shows the accuracy comparison of the proposed SALS algorithm, k-NN imputation method, and 4-core paralleled RF imputation. Lines and error bars in the plot represent the means and standard deviations, respectively, of estimates from the 10 different experiments, each with a different sample size. We adopt the R library DMwR version of k-NN imputation and the missForest version of RF imputation. As for the k-NN imputation, based on multiple simulation results, the number of the nearest neighbor is chosen as 2 + n/1000. In addition, for the RF imputation model, the number of iterations is five, and the number of trees is 12. As the figure shows, in terms of accuracy, both RF imputation and SALS significantly outperform k-NN imputation. The accuracy of RF imputation and SALS is pretty close, although RF imputation demonstrates a slightly better ability to learn the pattern as the sample size grows. Nevertheless, the learning ability and recovery accuracy of RF imputation come at a great computational cost, as discussed below. Figure 4 shows the computation time required to fully recover the missing data in the aforementioned dataset. Note that for the RF imputation approach, 4-core parallel computing is implemented to speed up the process. It is noted that RF imputation is highly parallelizable, since it builds a random forest model for each of the columns and these models are completely independent. As a result, implementing 4-core parallel computing can reduce the computational time by nearly 4-fold. However, as indicated in the plot, the computational time needed for random forest is still more than 10 times that required for the proposed SALS algorithm. As a comparison, the computation time required for the k-NN imputation approach also increases significantly as the number of data samples increases. The proposed approach takes the least computation time compared to the other two approaches. In addition, as the sample size increases, the computation time required for the proposed SALS algorithm increases pretty slowly, making it suitable for large-scale smart meter data analytics. In a practical system, the data size of daily load curve data can easily reach the level of millions or tens of millions. Therefore, algorithms with quadratic computational complexity, such as RF imputation or k-NN imputation, are too slow to be utilized for real-world tasks.
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Conclusions
This paper presents a robust data-driven framework for analyzing large-scale smart meter data, with a focus on addressing the challenges encountered in practice. In particular, to address the missing and bad data problem, a novel Smoothed Alternating Least Squares (SALS) approach is proposed, which can recover the missing data in an accurate and efficient manner. The proposed approach works by learning the spatial-temporal properties of smart meter data and making inferences. The challenge of having different reporting rates from smart meters due to different data tens of millions. Therefore, algorithms with quadratic computational complexity, such as RF imputation or k-NN imputation, are too slow to be utilized for real-world tasks. 
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This paper presents a robust data-driven framework for analyzing large-scale smart meter data, with a focus on addressing the challenges encountered in practice. In particular, to address the missing and bad data problem, a novel Smoothed Alternating Least Squares (SALS) approach is proposed, which can recover the missing data in an accurate and efficient manner. The proposed approach works by learning the spatial-temporal properties of smart meter data and making inferences. The challenge of having different reporting rates from smart meters due to different data collection strategies and gateway locations is also addressed by proposing a novel dynamic time warping based on the data clustering approach. The merits and performance of the proposed framework are demonstrated using real-world smart meter data.
