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Abstract
We show that the approach by ChambertLoir and Ducros of deﬁning plurisubhar-
monic functions on Berkovich spaces via real-valued diﬀerential forms is an extension of
Thuillier's very well developed theory on non-archimedean curves. More precisely, we
prove that a continuous function on the Berkovich analytiﬁcation of a smooth proper al-
gebraic curve over a non-archimedean ﬁeld is plurisubharmonic in the sense of Chambert
Loir and Ducros if and only if it is subharmonic in the sense of Thuillier. Hence Thuil-
lier's theory enables us to verify some of the characteristic properties of plurisubharmonic
functions for this new approach by ChambertLoir and Ducros. For example, it follows
directly that for continuous functions being plurisubharmonic is stable under pullback
with respect to morphisms of curves. Moreover, we deduce an analogue of the monotone
regularization theorem on the Berkovich analytiﬁcations of P1 and Mumford curves.
Furthermore, we study the tropical Dolbeault cohomology for the Berkovich ana-
lytiﬁcations of P1 and Mumford curves. We show that it satisﬁes Poincaré duality and
behaves analogously to the cohomology of curves over the complex numbers. We also
give a complete calculation of the dimension of the cohomology on a basis of the topology.
Another part of this thesis is a generalization of the Energy Minimization Principle
to the analytiﬁcation of a general smooth proper curve over a non-archimedean ﬁeld.
This was known before only for the Berkovich analytiﬁcation of P1 by work of Baker and
Rumely. As an application, we generalize an equidistribution result on elliptic curves
due to Baker and Petsche.
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CHAPTER 1
Introduction
Potential theory is a very old area of mathematics and originates in mathemati-
cal physics, in particular in electrostatic and gravitational problems. A fundamental
part of it is the study of subharmonic functions. Potential theory has been extended
to non-archimedean analytic geometry in the one-dimensional case. This is done by
Baker and Rumely in [BR10] for the Berkovich analytiﬁcation of the projective line
and by Thuillier in [Thu05] for general analytic curves. Naturally, one is interested in
developing potential theory also in higher dimensions. Ideas and concepts from classical
pluripotential theory have been already introduced into the theory of non-archimedean
analytic spaces by several authors such as Zhang [Zha93], Boucksom, Favre, and Jons-
son [BFJ15, BFJ16], Chambert-Loir and Ducros [CD12], and Gubler and Künnemann
[GK17, GK15]. For example, the approach by Chambert-Loir and Ducros in [CD12] is
based on their theory of real-valued diﬀerential forms and currents on Berkovich spaces.
Plurisubharmonicity of the function is characterized by positivity of a corresponding
current. Their deﬁnition is therefore analogous to the one in classical complex analysis.
Just like Thuillier's notion in the one-dimensional case, their notion is locally analytic
and works without any hypotheses on the characteristic. Furthermore, they introduced
the MongeAmpère measure for plurisubharmonic functions that are locally approx-
imable by smooth plurisubharmonic functions. This is a partial analogue of the complex
BedfordTaylor theory. One would desire an analogue of this whole theory, and also a
monotone regularization theorem in this setting would be worthwhile. Moreover, we do
not know if Chambert-Loir and Ducros' notion of plurisubharmonicity is stable under
pullback. In contrast, we already know that subharmonic functions on analytic curves
in the sense of Thuillier satisfy all of the above mentioned properties (cf. [Thu05, 3.2]).
However, his theory only works in dimension one.
The main purpose of this thesis is to compare the notion of plurisubharmonic func-
tions by Chambert-Loir and Ducros on curves with Thuillier's theory and use the com-
parison to ﬁnd out whether the above mentioned characteristic properties hold in this
one-dimensional case. The main result of this thesis is that for continuous functions
these notions coincide (see Theorem 1).
For the most of this thesis, we work in the situation where X is a smooth proper alge-
braic curve over an algebraically closed, complete, non-archimedean, non-trivially valued
ﬁeld K. We denote by Xan the Berkovich analytiﬁcation of X. We call a function sub-
harmonic if it is subharmonic in the sense of Thuillier, and we call a function plurisubhar-
monic (shortly psh) if it is plurisubharmonic in the sense of Chambert-Loir and Ducros.
In both approaches there are characterizations of continuous (pluri)subharmonic func-
tions that follow a similar pattern, which we brieﬂy explain. One deﬁnes a class of smooth
functions and a Laplacian for them. The Laplacian can be extended canonically to the
dual space. As every continuous function deﬁnes an element in the dual space, we have
a corresponding Laplacian. A continuous functions is then called (pluri)subharmonic if
the corresponding Laplacian is positive. Note that the classes of smooth functions are
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diﬀerent in both approaches, and so it is not clear whether the notions of subharmonicity
coincide.
In Thuillier's theory, smooth functions are roughly speaking pullbacks of piecewise
aﬃne functions along retraction maps of skeleta. We call them lisse and write A0(W ) for
the class of lisse functions on an open subset W of Xan. The corresponding Laplacian
of a lisse function g ∈ A0(W ) is a discretely supported measure on W and it is denoted
by ddcg. Then a continuous function f on W is subharmonic if and only if
∫
f ddcg ≥ 0
for all non-negative g ∈ A0(W ) with compact support in W .
Chambert-Loir and Ducros' potential theory is based on their double complex of
real-valued diﬀerential forms (Ap,qX , d′, d′′) on Xan with the diﬀerential operators d′ and
d′′. This should be thought of as an analogue of the sheaf of (p, q)-diﬀerential forms with
diﬀerential operators ∂ and ∂ on a complex manifold. Their class of smooth functions
on an open subset W of Xan is deﬁned as C∞(W ) := A0,0X (W ). We call these functions
smooth. They locally look like pullbacks of smooth functions on Rr along tropicalization
maps. The corresponding Laplacian of a smooth function g ∈ C∞(W ) is given by d′d′′g
which deﬁnes a Radon measure on W . Then a continuous function f on W is psh if and
only if
∫
f d′d′′g ≥ 0 for all non-negative g ∈ C∞(W ) with compact support in W .
Although the classes of smooth functions and Laplacians in both approaches are
obviously diﬀerent, we can prove the following result in Corollary 5.2.12:
Theorem 1 (Comparison Theorem). Let f : W → R be a continuous function on
an open subset W of Xan. Then f is subharmonic if and only if it is psh.
The Comparison Theorem and the resulting corollaries were proven by the author in
[Wan18]. As already mentioned, the theory of subharmonic functions by Thuillier is very
well developed and most of the analogous statements to complex geometry are proven
in his thesis. From our Comparison Theorem (Theorem 1) we can deduce some of the
characteristic properties also for psh functions. For example, we prove in Corollary 5.3.1
stability under pullback:
Corollary 2. Let X,X ′ be smooth proper curves over K and let ϕ : W ′ → W be
a morphism of K-analytic spaces for open subsets W ⊂ Xan and W ′ ⊂ (X ′)an. If a
continuous function f : W → R is psh on W , then ϕ∗f is psh on ϕ−1(W ).
One of the main characteristic properties of complex subharmonic functions is reg-
ularization by smooth subharmonic functions. Thuillier proved a non-archimedean ana-
logue of the regularization theorem in the case of curves in his thesis. Since the two classes
of smooth functions do not coincide, a regularization theorem in the setting of Chambert-
Loir and Ducros does not follow immediately. However, we prove in Corollary 5.3.4 the
following regularization result using Theorem 1 and Thuillier's regularization theorem:
Corollary 3. Let X be P1 or a Mumford curve over K and let f : W → R be a
continuous psh function on an open subset W of Xan. Then f is locally the uniform
limit of a decreasing sequence of smooth psh functions.
Here, a Mumford curve is a smooth proper algebraic curve of genus g > 0 such that
the special ﬁber of a semistable formal model has only rational irreducible components
(cf. Section 4.2.3 for some general properties of these curves).
The second main part of this thesis is the study of the tropical Dolbeault cohomology
Hp,q(V ) := Hq(Ap,•X (V ), d′′) for a ﬁxed p and an open subset V of Xan. This whole part
is joint work with Philipp Jell and was published in [JW18]. We let Ap,•X,c(V ) be the
sections of Ap,•X (V ) with compact support in V and we write Hp,qc (V ) := Hq(Ap,•X,c(V ), d′′).
The main result is Poincaré duality for certain open subsets ofXan (see Corollary 4.2.47):
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Theorem 4 (Poincaré Duality). Let X be a smooth curve over K and V ⊂ Xan an
open subset such that all points of type II in V have genus 0. Then
PD: Hp,q(V )→ H1−p,1−qc (V )∗, [α] 7→ ([β] 7→
∫
V
α ∧ β)
is an isomorphism for all p, q.
In particular, the map PD is an isomorphism for every open subset V of Xan if X
is P1 or is a Mumford curve. Normally, we only work over non-trivially valued ﬁelds.
However, we show that the statement is still true for any open subset V of P1,an if K
is trivially valued. For the deﬁnition of the genus of a type II point we also refer to
Section 4.2.3.
Theorem 4 allows us to give a complete calculation of the dimensions hp,q(Xan)
for P1 and Mumford curves (cf. Theorem 4.2.50). Note that hp,q(Xan) = 0 for every
algebraic curve X if p > 1 or q > 1. We indeed ﬁnd as in the complex case the following
dimensions.
Theorem 5. Let X either be P1 or a Mumford curve over K. We denote by g the
genus of X and let p, q ∈ {0, 1}. Then we have
hp,q(Xan) =
{
1 if p = q,
g else.
Again, we also prove this theorem for X = P1 if K is trivially valued.
A basis of the topology ofXan is given by so called absolutely simple open subsets (see
Deﬁnition 4.2.51). Theorem 4 enables us to calculate hp,q and hp,qc for absolutely simple
open subsets which do not contain type II points of positive genus (cf. Theorem 4.2.54).
By the boundary of such an absolutely simple open subset we mean the topological
boundary in Xan. In particular, we show in Corollary 2.3.31 that this boundary is ﬁnite.
Theorem 6. Let X be a smooth proper curve over K and p, q ∈ {0, 1}. For every
absolutely simple open subset V of Xan containing no type II points of positive genus
and k := #∂V , we have
hp,q(V ) =

1 if (p, q) = (0, 0)
k − 1 if (p, q) = (1, 0)
0 if q 6= 0
and hp,qc (V ) =

1 if (p, q) = (1, 1)
k − 1 if (p, q) = (0, 1)
0 if q 6= 1.
For any smooth algebraic curveX of genus g, the spaceXan contains at most g points
of type II with positive genus [BPR13, Remark 4.18]. Thus this theorem describes
the cohomology locally at all but ﬁnitely many points. Furthermore, if X is P1 or a
Mumford curve, then Xan contains no type II points of positive genus (Theorem 4.2.29
and Proposition 4.2.26). Thus Theorem 6 describes the cohomology on a basis of the
topology.
There is also a link between the above mentioned cohomology results and the com-
parison of the notions of harmonic functions on Xan. If X is a Mumford curve, we can
use Theorem 4 and Theorem 6 to show in Section 4.2.7 (independently from Theorem 1)
that a continuous function h : W → R on an open subset W of Xan is harmonic in the
sense of Thuillier if and only if h and −h are psh. This link is also joint work with
Philipp Jell. Note that this is of course also a direct consequence of Theorem 1, but the
proof of Theorem 1 is much harder.
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Baker and Rumely developed in [BR10] a potential theory on P1,an independently
from Thuillier. However, one can show that Thuillier's deﬁnition of subharmonic func-
tions extends the one by Baker and Rumely (see Proposition 3.1.10). On the other hand,
they show more potential theory results in the case of X = P1. The third part of this
thesis is the generalization of some results from [BR10] to all smooth proper curves
following Matt Baker's suggestions. The main result of this part is a generalization of
the Energy Minimization Principle. To obtain such a principle, we ﬁrst need to show the
existence of an ArakelovGreen's function gµ on X
an×Xan for a given probability mea-
sure µ on Xan with continuous potentials analogous to the complex geometrical setting.
For the deﬁnition of having continuous potentials we refer to Deﬁnition 3.2.33. Complex
ArakelovGreen's functions are characterized by a special list of properties. We show in
Corollary 3.2.42 the existence and uniqueness of a function gµ satisfying the following
analogous list of properties. This results extends the theory from [BR10, 8.10] to all
smooth proper curves X:
Theorem 7. For a probability measure µ on Xan with continuous potentials, there
exists a unique symmetric function gµ : X
an ×Xan → (−∞,∞] such that the following
holds.
i) (Semicontinuity) The function gµ is ﬁnite and continuous oﬀ the diagonal and
strongly lower semi-continuous on the diagonal in the sense that
gµ(x0, x0) = lim inf
(x,y)→(x0,x0),x 6=y
gµ(x, y).
ii) (Diﬀerential equation) For each ﬁxed y ∈ Xan the function gµ(·, y) is an element
of D0(Xan) and
ddcgµ(·, y) = µ− δy.
iii) (Normalization) ∫ ∫
gµ(x, y) dµ(x)dµ(y) = 0.
The function gµ is called the ArakelovGreen's function corresponding to µ. With
the help of gµ, we can deﬁne the µ-energy integral of an arbitrary probability measure ν
on Xan as
Iµ(ν) :=
∫ ∫
gµ(x, y) dν(y)dν(x).
We formulate and prove in Theorem 3.2.44 the following Energy Minimization Principle
analogous to the one in complex potential theory and [BR10, 8.10]:
Theorem 8 (Energy Minimization Principle). Let µ be a probability measure onXan
with continuous potentials. Then
i) Iµ(ν) ≥ 0 for each probability measure ν on Xan, and
ii) Iµ(ν) = 0 if and only if ν = µ.
As a direct application of the Energy Minimization Principle, we can give a gen-
eralization and a diﬀerent proof of the non-archimedean local discrepancy result from
[BP05] for an elliptic curve E over K. Note that in [BP05] everything was worked out
for K coming from a number ﬁeld. For our general K, we deﬁne the local discrepancy of
a subset Zn ⊂ E(K) consisting of n distinct points as
D(Zn) :=
1
n2
 ∑
P 6=Q∈Zn
gµ(P,Q) +
n
12
log+ |jE |
 ,
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where µ is the canonical measure and jE is the j-invariant of E (see Subsection 3.2.6 for
deﬁnitions). Note that this deﬁnition is consistent with the deﬁnition of local discrepancy
from [BP05] and [Pet09]. We show in Corollary 3.2.58 the following generalization of
[BP05, Corollary 5.6] using the Energy Minimization Principle:
Corollary 9. For each n ∈ N, let Zn ⊂ E(K) be a set consisting of n distinct
points and let δn be the probability measure on E
an that is equidistributed on Zn. If
limn→∞D(Zn) = 0, then δn converges weakly to µ on Ean.
We now outline the organization of this thesis. In Chapter 2, we recall the Berkovich
analytiﬁcation Xan of an algebraic variety X over K (see Section 2.1) and two very
important tools to study Xan, tropicalizations and skeleta. In Section 2.2, we give a
short overview of the concept of tropicalization. This provides the basis of the deﬁnition
of the superforms Ap,qX on Xan in Chapter 4.
In Section 2.3, we consider skeleta of non-archimedean curves. These are deformation
retracts of Xan and have the structure of metrized graphs. Thuillier's theory of lisse and
subharmonic functions is based on them, and so they play a key role in Chapter 3. There
is also a basis of open neighborhoods in Xan that can be characterized by skeleta, which
are called simple open subsets (cf. Deﬁnition 2.3.29). We study these special sets in
Subsection 2.3.3.
In Chapter 3, we present the fundamental principles of potential theory developed
by Thuillier. First, we recall in Subsection 3.1.1 his deﬁnition of subharmonic functions
and their basic properties. We also give a proof that his deﬁnition is a generalization of
the one by Baker and Rumely in [BR10]. In Subsection 3.1.2, we explain the class A0 of
Thuillier's smooth functions, which we call lisse, and the construction of their Laplacian
ddc. The Laplacian of a lisse function, which is a measure with discrete support, is
positive if and only if the function is subharmonic. One can extend the Laplacian to
the dual space D0(W ) := A0c(W )
∗ of lisse functions with compact support in W . An
upper semi-continuous function f : W → [−∞,∞) is then subharmonic if and only if
f ∈ D0(W ) with 〈ddcf, g〉 := 〈f, ddcg〉 ≥ 0 for every non-negative g ∈ A0c(W ). Inspired
by [BR10, Corollary 8.35], we prove in Subsection 3.1.3 a Domination Theorem. Given
two subharmonic functions f and g on an open subset W of Xan with ddcf ≥ ddcg and
satisfying some boundary condition, then we have f ≤ g on W (cf. Theorem 3.1.36).
In Section 3.2, we generalize another result from [BR10] to smooth proper curves, the
Energy Minimization Principle (see Theorem 8). Analogously to [BR10], we introduce
the potential kernel, capacity, potential functions and ArakelovGreen's functions. Some
of these concepts also appear in [Thu05] and we compare them with our constructions.
In Subsection 3.2.5, we prove analogues of the complex Maria's theorem and Frostman's
theorem to deduce the Energy Minimization Principle from them as Baker and Rumely
did in [BR10].
In Chapter 4, we ﬁrst introduce the theory of real-valued diﬀerential forms Ap,qX on
the Berkovich analytiﬁcation Xan of an algebraic variety X. These forms were deﬁned
by Chambert-Loir and Ducros in their preprint [CD12]. Here, we follow the equivalent
algebraic approach by Gubler from [Gub16]. One obtains a double complex of sheaves
(A•,•X , d′, d′′), which should be thought of as an analogue of the sheaf of (p, q)-diﬀerential
forms with diﬀerential operators ∂ and ∂ on a complex manifold.
In Section 4.2, we study the cohomology groups Hp,qc (V ) := H
q(Ap,•X,c(V ), d′′) in the
one-dimensional case. The content of this section can be seen as an application of the
tropical statements of [JSS19, Chapter 4] to the Berkovich analytic setting. To do
so, we work with Jell's approach of using A-tropical charts to deﬁne Ap,qX . Note that
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this approach also works in the trivially valued case and is equivalent to the one by
Gubler and Chambert-Loir and Ducros in the non-trivially valued case. We ﬁrst show
in Subsection 4.2.5 that Poincaré duality is a local question and every open subset of
A1,an satisﬁes it. Then Poincaré duality follows for all open subsets of Xan not containing
type II points of positive genus (cf. Theorem 4) since these are locally isomorphic to open
subsets of A1,an. In Subsection 4.2.6, we apply Poincaré duality to prove Theorem 5 and
Theorem 6. At the end of this section, we introduce pluriharmonic functions using
diﬀerential forms. We deduce from the forgoing results, more precisely Theorem 4 and
Theorem 6, that the diﬀerent notions of harmonicity coincide for P1 and for Mumford
curves.
In Chapter 5, we ﬁrst introduce plurisubharmonic (shortly psh) functions in all di-
mensions following [CD12]. Note that a function h is pluriharmonic as deﬁned in Sub-
section 4.2.7 if and only if h and −h are plurisubharmonic. We outline some facts about
these psh functions from [CD12]. As mentioned at the beginning, this theory is in the
early stages of development and we do not know yet if all characteristic properties of
plurisubharmonic are satisﬁed. At the end of this thesis, we can prove two of them in
the case of a (Mumford) curve.
In Section 5.2, we compare subharmonic functions with plurisubharmonic functions,
and so automatically harmonic functions with pluriharmonic functions, for an arbitrary
smooth proper curve X over K. We prove the Comparison Theorem (Theorem 1) in
several steps. The main ingredients are model functions, which are very well accessible
in both theories. On the one hand they are lisse and on the other hand they can be
written as the diﬀerence of uniform limits of smooth psh functions.
As an application of the fact that both notions of subharmonicity coincide, we obtain
stability under pullback for psh functions and a regularization theorem in the setting of
Chambert-Loir and Ducros in Section 5.3.
We now explain how this thesis interacts with the papers [JW18] and [Wan18].
Section 4.2 is precisely [JW18] with some minor changes in notations and referring to
Section 2.1 for the deﬁnitions regarding polyhedral complexes. Diﬀerential forms are now
deﬁned in every dimension in Section 4.1 following Gubler's approach from [Gub16].
When we introduce Jell's new approach of A-tropical charts in Subsection 4.2.1, we
partially refer to Section 4.1.
Chapter 5 follows closely [Wan18], where the introductory part to Thuillier's theory
from [Wan18] is moved to Section 3.1.
Terminology. In this thesis, let K be an algebraically closed ﬁeld that is complete
with respect to a non-archimedean absolute value | · |. We write val(K×) := log |K×|
and R := {x ∈ K | |x| ≤ 1} with maximal ideal m ⊂ R and residue ﬁeld K˜ := R/m.
By suitably normalizing the absolute value | · |, we may assume that Z, and so Q, is
contained in val(K×).
In A ⊂ B, the subset A may be equal to B, and the complement of A in B is always
denoted by B\A. All rings and algebras are commutative with 1. If A is a ring, then A×
denotes the multiplicative group of units. A variety over K is an irreducible separated
reduced scheme of ﬁnite type over K and a curve is a 1-dimensional variety over K.
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CHAPTER 2
Preliminaries
2.1. Berkovich spaces
Let K be an algebraically closed ﬁeld that is complete with respect to a non-
archimedean absolute value | · |. We denote by R its valuation ring and by K˜ its residue
ﬁeld. For an algebraic variety X over K, we always denote by Xan the Berkovich ana-
lytiﬁcation of X. We brieﬂy recall the construction of this analytiﬁcation.
Definition 2.1.1. For an open aﬃne subset U = Spec(A) of the algebraic variety
X, the analytiﬁcation Uan is the set of all multiplicative seminorms on A extending the
given absolute value | · | on K. We endow the set Uan with the coarsest topology such
that Uan → R, p 7→ p(a) is continuous for every element a ∈ A. By gluing, we get a
topological space Xan, which is connected, locally compact and Hausdorﬀ. We call the
space Xan the (Berkovich) analytiﬁcation of X which is a K-analytic space in the sense
of [Ber90, 3.1].
For a morphism φ : X → Y of algebraic varieties over K we have a canonical map
φan : Xan → Y an deﬁned by pulling back seminorms on suitable aﬃne open subsets.
Remark 2.1.2. In the case of a curve, the points of Xan can be classiﬁed in four dif-
ferent types following [Ber90, 1.4], [Thu05, 2.1] and [BPR16, 3.5]: For a point
x ∈ Xan, let H (x) be the completed residue ﬁeld at x and H˜ (x) be its residue
ﬁeld. Then H˜ (x) has transcendence degree s(x) ≤ 1 over K˜, and the abelian group
|H (x)×|/|K×| has rank t(x) ≤ 1. Moreover, the integers s(x) and t(x) satisfy the
Abhyankar inequality [Vaq00, Theorem 9.2]
s(x) + t(x) ≤ 1.
We say that x is of type II if s(x) = 1 and of type III if t(x) = 1. If s(x) = t(x) = 0,
then x is called of type I when H (x) = K and of type IV otherwise.
The points of type I can be identiﬁed with the rational points X(K). By I(Xan)
we denote the subset of points of type II or III, and by H(Xan) the subset of points
of type II, III and IV, i.e. H(Xan) = Xan\X(K). For any subset S of Xan, we write
I(S) := S ∩ I(Xan) and H(S) := S ∩H(Xan). The set of type II points (and hence also
I(Xan)) is dense in Xan. If K is non-trivially valued, then X(K) is dense in Xan as well.
Example 2.1.3. The Berkovich analytiﬁcation Ar,an of the aﬃne space Ar over K
is the set of multiplicative seminorms on K[T1, . . . , Tr] that extend the absolute value
| · | on K, endowed with the coarsest topology such that for every f ∈ K[T1, . . . , Tr] the
map Ar,an → R, p 7→ p(f) is continuous. A basis of open subsets of Ar,an is thus given
by sets of the form
{p ∈ Ar,an | ai < p(fi) < bi}
for ai, bi ∈ R ∪ {∞} and fi ∈ K[T1, . . . , Tr]. We call sets of this form standard open
subsets of Ar,an.
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In the case of the aﬃne line A1, its analytiﬁcation A1,an is very well understood
and we can describe its points explicitly: A point of A1,an that is given by a seminorm
p : K[T ]→ R≥0 is
i) of type I if p is of the form f 7→ f(a) for some a ∈ K,
ii) of type II (resp. type III) if p is of the form f 7→ supc∈D(a,r) |f(c)| for some
a ∈ K and r ∈ |K×| (resp. r /∈ |K×|), where D(a, r) := {c ∈ K | |a − c| ≤ r},
and
iii) of type IV if p is given by f 7→ limi→∞ supc∈D(ai,ri) |f(c)| for a decreasing nested
sequence (D(ai, ri)) of closed balls with empty intersection.
As a set, the Berkovich projective line P1,an can be obtained from A1,an by adding a
type I point denoted by ∞.
We end this subsection by studying some properties of measures on the analytiﬁcation
Xan of a smooth proper algebraic curve X. Here, we use the nice properties of the
topological space Xan.
Definition 2.1.4. Let Y be a locally compact Hausdorﬀ space and let µ be a positive
Borel measure on Y . If E is a Borel subset of Y , then µ is called outer regular on E if
µ(E) = inf{µ(U) | E ⊂ U, U open},
and inner regular on E if
µ(E) = sup{µ(E′) | E′ ⊂ E, E′ compact}.
We say that µ is a Radon measure if it is ﬁnite on all compact sets, outer regular on
all Borel sets, and inner regular on all open subsets.
More generally, a signed Borel measure is said to be a signed Radon measure if and
only if its positive and negative parts are both Radon measures.
Proposition 2.1.5. Let X be a smooth proper algebraic curve. Then every ﬁnite
signed Borel measure on Xan is a signed Radon measure.
Proof. Let µ be a ﬁnite signed Borel measure on Xan. By the deﬁnition of a signed
Radon measure, we may assume µ to be positive. As Xan is a compact Hausdorﬀ space,
it remains by [Roy88, 13.2 Proposition 14] to show that
µ(V ) = sup{µ(E) | E compact in Xan with E ⊂ V } =: M
for every open subset V of Xan. The open subset V is paracompact by [Ber90, Theorem
4.2.1 & 4.3.2], and so V is the countable union of compact subsets En of X
an by [CD12,
(2.1.5)]. As the ﬁnite union of compact subsets is compact, we may assume En ⊂ En+1.
Continuity from below for measures implies
µ(V ) = µ(
⋃
n∈N
En) = lim
n→∞µ(En) ≤M.
Obviously, µ(V ) ≥ µ(E) for every compact subset E of V as µ is positive. Hence, we
also have µ(V ) ≥M implying our assertion. 
Corollary 2.1.6. Let X be a smooth proper algebraic curve. Then every net (να)α
of probability measures να on X
an has a subnet that converges weakly to a probability
measure ν on Xan.
Proof. Since every probability measure is a Radon measure by Proposition 2.1.5,
the assertion follows by the Prohorov's theorem for nets (see for example [BR10, The-
orem A.11]). 
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2.2. Tropicalization
In this section, we brieﬂy recall the concept of tropicalization. Its relation to polyhe-
dral complexes shown by Bieri and Groves is the fundamental tool to deﬁne real-valued
diﬀerential forms on Xan following Chambert-Loir and Ducros (resp. Gubler) in Chap-
ter 4.
Again we consider an algebraic varietyX over an algebraically closed ﬁeldK endowed
with a complete non-archimedean absolute value | · |.
Definition 2.2.1. i) A polyhedron in Rr is the intersection of ﬁnitely many
half-spaces Hi := {w ∈ Rr|〈ui, w〉 ≤ ci} with ui ∈ Rr∗ and ci ∈ R. A face of a
polyhedron σ is a polyhedron that is obtained by turning some of the deﬁning
inequalities of σ into equalities. Let Γ be a subgroup of R, then a polyhedron
σ is called Γ-rational if we may choose ui and ci such that all ui have integer
coeﬃcients and all ci ∈ Γ.
ii) A polyhedral complex C in Rr is a ﬁnite set of polyhedra in Rr satisfying the
following two properties:
(a) If τ is a closed face of a polyhedron σ ∈ C , then τ ∈ C .
(b) If σ, τ ∈ C , then σ ∩ τ is a closed face of both.
The polyhedral complex is called Γ-rational for a subgroup Γ of R if every
polyhedron σ ∈ C is Γ-rational.
Definition 2.2.2. Let C be a polyhedral complex in Rr.
i) We say that C is of dimension d if the maximal dimension of its polyhedra is
d. A polyhedral complex C is called pure dimensional of dimension d if every
maximal polyhedron in C has dimension d.
ii) The support |C | of C is the union of all polyhedra in C . Let Y be a subset of
Rr with Y = |C |. Then C is called a polyhedral structure on Y .
iii) For σ ∈ C , we denote by relint(σ) the relative interior of σ, by A(σ) the aﬃne
space that is spanned by σ and by L(σ) the corresponding linear subspace of
Rr.
Definition 2.2.3. A weighted polyhedral complex C is a pure d-dimensional poly-
hedral complex such that every face σ ∈ C of dimension d is equipped with a weight
mσ ∈ Z.
Let C be a weighted Γ-rational polyhedral complex of pure dimension d. Then for
every polyhedron σ ∈ C there is a canonical lattice of full rank Z(σ) ⊂ L(σ). For a
d-dimensional polyhedron and a (d − 1)-dimensional face τ of σ, we denote by ντ,σ a
representative of the unique generator in Z(σ)/Z(τ) that is pointing outwards of σ in
the direction of τ . C is called balanced if every (d − 1)-dimensional polyhedron τ of C
fulﬁlls the following balancing condition∑
σ⊃τ
mσντ,σ ∈ Z(τ),
where σ runs over all d-dimensional polyhedra of C containing τ .
A weighted Γ-rational polyhedral complex is called a tropical cycle if it is balanced.
Definition 2.2.4. We set Grm := SpecK[T±11 , . . . , T±1r ]. Recall that its Berkovich
analytiﬁcation Gr,anm is the set of all multiplicative seminorms on K[T±11 , . . . , T±1r ] ex-
tending the given absolute value | · | on K endowed with the coarsest topology such that
Gr,anm → R, p 7→ p(f) is continuous for every f ∈ K[T±11 , . . . , T±1r ]. We deﬁne
trop: Gr,anm → Rr, p 7→ (log(p(T1)), . . . , log(p(Tr))).
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Note that trop is a proper continuous map of topological spaces.
Let U be an open subset of the algebraic variety X over K and let ϕ : U → Grm be
a closed embedding, then we set ϕtrop := trop ◦ϕan and Tropϕ(U) := ϕtrop(Uan).
Remark 2.2.5. Note that we diﬀer in sign from e.g. [Gub16, Gub13, BPR13,
Wan18] here because of the following extension used in Subsection 4.2: For a closed
subvariety Z of Ar = Spec(K[T1, . . . , Tr]), we deﬁne Trop(Z) to be the image of Zan
under the (extended) tropicalization map
trop: Ar,an → Tr,
p 7→ (log(p(T1)), . . . , log(p(Tr))).
Here T := [−∞,∞) and we endow it with the topology of a half-open interval, and then
Tr is equipped with the product topology. Clearly, Gr,anm = trop−1(Rr).
Theorem 2.2.6 (BieriGroves). For every open subset U of X and every closed
embedding ϕ : U → Grm, the set Tropϕ(U) is the support of an val(K×)-rational polyhedral
complex of pure dimension n = dim(X).
Proof. See [BG84, Theorem A]. 
Remark 2.2.7. There is a canonical way to associate positive weights to Tropϕ(U)
(see [Gub13, 13.10]). It is shown in [Gub13, Theorem 13.11] that Tropϕ(U) is the
support of a tropical cycle with respect to these weights.
2.3. Skeleta
Skeleta of the analytiﬁcation Xan of an algebraic variety X are deformation retracts
of Xan and they help us study the Berkovich analytiﬁcation. In this section, we restrict
ourselves to the curve case and recall the concept of skeleta of Xan for a smooth curve X
over a non-trivially valued ﬁeld K following [Thu05] and [BPR13]. Thuillier's potential
theory is based on skeleta as we will see in Chapter 3.
2.3.1. Strictly analytic domains and strictly semistable formal models. In
this subsection, we recall the class of strictly analytic domains, which includes all strictly
aﬃnoid domains and Xan itself. Strictly analytic domains are accessible to study as they
always have a strictly semistable model. These models lead to skeleta as explained in
the next subsection. To deﬁne strictly analytic domains, we need the notion of strictly
aﬃnoid domains. We give a brief recall and we refer to [Ber90] or [Tem11] for more
details.
Definition 2.3.1. For every r ∈ Rn>0, we set
K{r−1T} := {f =
∞∑
ν=0
aνT
ν | aν ∈ K and |aν |rν → 0 as ν →∞},
where ν = (ν1, . . . , νn) ∈ Nn and we use the notations |ν| = ν1+. . .+νn, T ν = T ν11 · · ·T νnn
and rν = (rν1 , . . . , r
ν
n). This is a commutative K-Banach algebra with respect to the
multiplicative norm ‖f‖ := maxν |aν |rν .
If r = 1 ∈ Rn>0, the K-Banach algebra K{r−1T} is called the Tate algebra in n
variables, and it is usually denoted by K〈T1, . . . , Tn〉.
Definition 2.3.2. An aﬃnoid algebra is a Banach K-algebra A with an admissible
epimorphism K{r−1T} → A, i.e. A is isomorphic to a quotient K{r−1T}/I for some
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ideal I and its norm is equivalent to the residue norm of K{r−1T}/I. If r ∈ |K×|n, we
say that A is a strictly aﬃnoid algebra.
For an aﬃnoid algebra A, we deﬁne the Berkovich spectrum M(A) of A as the set of
all bounded multiplicative seminorms on A extending the given absolute value | · | on K.
As for the analytiﬁcation of X, we endow M(A) with the coarsest topology such that
the maps p → p(f) are continuous for all f ∈ A and we obtain a nonempty compact
topological space.
Definition 2.3.3. A closed subset V of Xan is called an aﬃnoid domain in Xan
if there exists a morphism φ : M(AV ) → Xan for an aﬃnoid algebra AV whose image
coincides with V and such that any morphismM(B) → Xan for an aﬃnoid algebra B
with image in V factors through φ.
If V is an aﬃnoid domain such that AV is a strictly aﬃnoid algebra, then V is called
a strictly aﬃnoid domain. We identify a (strictly) aﬃnoid domain V with its Berkovich
spectrumM(AV ) as one can show that they are homeomorphic.
Definition 2.3.4. A (strictly) analytic domain in Xan is a subset of Xan having a
locally ﬁnite covering of (strictly) aﬃnoid domains.
For example Xan is a strictly analytic domain.
Remark 2.3.5. There are diﬀerent notions of boundary for a subset W of Xan. If
nothing is stated otherwise, we always talk about the Berkovich boundary of W , which
is the topological boundary in Xan. For example, the limit boundary of W is deﬁned as
the set of limit points of sequences in W which are not contained in W . If W is open
in the topology of Xan, its limit boundary coincides with the Berkovich boundary by
[Poi13, Corollaire 5.5].
For an aﬃnoid domain V =M(AV ), one can also deﬁne the Shilov boundary as the
smallest subset Γ(V ) ⊂ V such that every function p 7→ p(f) for f ∈ AV attains its
maximum at a point in Γ(V ). Then these three notions coincide and the boundary is
always a ﬁnite set of points of type II or III in Xan [Thu05, Proposition 2.1.12]. If the
aﬃnoid domain is strictly aﬃnoid, all boundary points are of type II.
Definition 2.3.6. A closed (resp. open) ball of radius |a| in A1,an is a set of the form
trop−1([−∞, log |a|]) (resp. trop−1([−∞, log |a|))) for a ∈ K×.
A closed (resp. open) annulus of inner radius |a| and outer radius |b| in A1,an is a
set of the form trop−1([log |a|, log |b|]) (resp. trop−1((log |a|, log |b|))) for a, b ∈ K× with
|a| ≤ |b| (resp. |a| < |b|).
Definition 2.3.7. A subset of Xan is called closed ball (resp. closed annulus, resp.
open ball, resp. open annulus) in Xan if it is isomorphic to a closed ball (resp. closed
annulus, resp. open ball, resp. open annulus) as K-analytic spaces.
If A is an open annulus in Xan isomorphic to trop−1((log |a|, log |b|)) for some a, b ∈
K× with |a| < |b|, then log |b| − log |a| is called the modulus of A, which is well-deﬁned
by [BPR13, Corollary 2.6].
Remark 2.3.8. Balls and annuli are objects that we understand very well. For
example, they are uniquely path-connected. Moreover, we can say something about its
boundary. Let B be an open or a closed ball in Xan isomorphic to trop−1([−∞, log |a|))
resp. isomorphic to trop−1([−∞, log |a|]) via an isomorphism ϕ for some a ∈ K×. Then
the boundary of B is a single point in Xan of type II by [ABBR15, Lemma 3.3]. If B
is a closed ball, then B is a strictly aﬃnoid domain in Xan isomorphic toM(K{r−1T})
for r = |a|.
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If A is an open or a closed annulus in Xan isomorphic to trop−1((log |a|, log |b|))
resp. isomorphic to trop−1([log |a|, log |b|]) via an isomorphism ϕ for some a, b ∈ K×
with |a| ≤ |b|, then the boundary of A is a set of at most two type II points in Xan by
[ABBR15, Lemma 3.6]. If A is a closed annulus, then A is a strictly aﬃnoid domain in
Xan isomorphic toM(K{r−1T}/(T1T2 − 1)) for r = (|a|, |b|−1).
Definition 2.3.9. An R-algebra A is called admissible if it is R-ﬂat and isomorphic
to a quotient R〈T1, . . . , Tn〉/I for R〈T1, . . . , Tn〉 := K〈T1, . . . , Tn〉∩RJT1, . . . , TnK and an
ideal I. Then A⊗RK is an aﬃnoid algebra.
A formal scheme X over R is called admissible if there is a locally ﬁnite covering of
open subsets isomorphic to formal aﬃne schemes Spf(A) for admissible R-algebras A.
For the deﬁnition of formal schemes we refer to [Bos14, 7.2].
The generic ﬁber X η of an admissible formal scheme X is the analytic space locally
deﬁned by the Berkovich spectrum of the aﬃnoid algebra A := A⊗RK. Moreover, we
deﬁne the special ﬁber X s of X as the K˜-scheme locally given by Spec(A/K˜A), i.e. X s is
a scheme of locally ﬁnite type over K˜ with the same topological space as X and structure
sheaf OX ⊗RK˜.
One can deﬁne a reduction map red: X η → X s assigning to each seminorm p in
a neighborhood M(A) the prime ideal {a ∈ A | p(a ⊗ 1) < 1}/K˜A. This map is
surjective and anti-continuous. If X s is reduced, then red coincides with the reduction
map in [Ber90, 2.4] and red−1(ζ) is a single point of X η for every generic point ζ of an
irreducible component of X s [Ber90, Proposition 2.4.4].
Definition 2.3.10. A semistable R-curve is an integral admissible formal R-curve X
whose special ﬁber X s has only ordinary double points as singularities. In particular, X s
is reduced. A semistable R-curve is called strictly semistable if in addition the irreducible
components of the special ﬁber are smooth.
Definition 2.3.11. Let Y be a compact strictly analytic domain in Xan, then a
(strictly) semistable formal model of Y is a (strictly) semistable proper formal R-curve
Y together with an isomorphism ϕ : Y → Yη.
From now on we identify Yη with Y via ϕ.
Theorem 2.3.12. Let Y be a compact strictly analytic domain in Xan, then there
exists a strictly semistable model of Y .
Proof. See [Thu05, Théorème 2.3.8], which is based on the semistable reduction
theorem from [BL85, Ch.7]. 
2.3.2. Skeleta via strictly semistable formal models. In this subsection, we
explain how strictly semistable formal models lead to skeleta and give their most impor-
tant properties.
Definition 2.3.13. Let Y be a strictly semistable formal model of a compact strictly
analytic domain Y . We deﬁne
S0(Y) := {red−1(ζ) | ζ generic point of an irreducible component of Ys},
which is a ﬁnite set of type II points in Y [Ber90, Proposition 2.4.4].
Proposition 2.3.14. Let Y be a strictly semistable formal model of a compact strictly
analytic domain Y . Then Y can be written as the disjoint union
Y = S0(Y) ∪
⋃
j=1,...,m
Aj ∪
⋃
i∈I
Bi(2.3.1)
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for ﬁnitely many open annuli Aj and inﬁnitely many open balls Bi in X
an.
Proof. The set S0(Y) is by deﬁnition the preimage of all generic points in Ys, which
is a ﬁnite set of points (cf. [Ber90, Proposition 2.4.4]). Thuillier showed in [Thu05,
Lemme 2.1.13] that the connected components of Y \S0(Y) are the ﬁbers of the closed
points in Ys under the reduction map red: Y → Ys. The closed points of Ys consist
of inﬁnitely many smooth closed points and of ﬁnitely many ordinary double points as
Y is strictly semistable. By a result of Bosch and Lüthkebohmert [BL85, Propositions
2.2 and 2.3], the preimage of a smooth closed point is an open ball and the preimage of
an ordinary double point is an open annulus. We therefore get the decomposition of Y
stated in (2.3.1). 
Definition 2.3.15. Let Y be a compact strictly analytic domain in Xan and Y be
a strictly semistable model of Y . Then we deﬁne S(Y) to be the set of all points in Y
that do not have an aﬃnoid neighborhood that is isomorphic to a closed ball in Y and
is disjoint from S0(Y).
We deﬁne the canonical retraction map τY : Y → S(Y) as follows. If x ∈ S(Y), we set
τY(x) := x. If x ∈ Y \S(Y), then the connected component Bx of Y \S(Y) that contains
x is an open ball with unique boundary point ζx in S(Y) (cf. [BPR13, Proposition 2.4 &
Lemma 2.12]). We set τΓ(x) := ζx. Note that this retraction map is indeed continuous.
We call S(Y) together with its retraction map τY : Y → S(Y) the skeleton of Y
corresponding to Y.
Definition 2.3.16. Let Y be a compact strictly analytic domain in Xan. A pair
(Γ,Γ0) consisting of a subset Γ of Y and a ﬁnite subset Γ0 of points of type II contained
in Y is called a skeleton of Y if there is a strictly semistable formal model Y of Y such
that Γ = S(Y) and Γ0 = S0(Y). We then use the notation τΓ := τY .
Remark 2.3.17. A skeleton (Γ,Γ0) can be thought of as a pair of a ﬁnite metric graph
Γ and a vertex set Γ0 of Γ. We explain in Remark 2.3.23 the metric graph structure
more precisely. Often, we are just interested in Γ without a speciﬁc vertex set Γ0. We
therefore just say a skeleton Γ without mentioning Γ0.
Note that there always exist skeleta of all compact strictly analytic domains in Xan
since all of them do have strictly semistable formal models by Theorem 2.3.12. In
particular, the space Xan itself has a model if X is proper.
Baker, Payne and Rabinoﬀ also give an explanation of the theory of skeleta of Xan in
[BPR13]. They deﬁne skeleta with the help of (strongly) semistable vertex sets. These
are ﬁnite subsets of type II points such that Xan can be decomposed as in (2.3.1). In
the case of Y = Xan is compact, both deﬁnitions agree. Note that the analytiﬁcation
Xan of our considered smooth curve X is compact if and only if X is proper.
Proposition 2.3.18. Let X be proper. A pair (Γ,Γ0) is a skeleton of X
an as in
Deﬁnition 2.3.16 if and only if Γ0 is a strongly semistable vertex set and Γ is the induced
skeleton as deﬁned in [BPR13, Deﬁnition 3.3].
Proof. Follows by [BPR13, Theorem 4.11] and [BPR13, Lemma 3.4 (4)]. 
Remark 2.3.19. The analytiﬁcation P1,an of the projective line is uniquely path-
connected [BR10, Lemma 2.10]. Hence every ﬁnite subset Γ0 of type II points induces
a skeleton Γ =
⋃
ζ,ζ′∈Γ0 [ζ, ζ
′] by [BPR13, Deﬁnition 3.3] and Proposition 2.3.18. Here
[ζ, ζ ′] denotes the unique path between two points ζ, ζ ′ ∈ P1,an. In particular, the skeleton
of every connected strictly aﬃnoid domain Y in P1,an is automatically a skeleton of P1,an.
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In the following, we will see some important properties of skeleta.
Proposition 2.3.20. Let Γ be a skeleton of a compact strictly analytic domain Y in
Xan, then the following are true:
i) If Y is connected, then Γ is connected.
ii) Γ is a compact subset of points of type II and III.
Proof. First of all, recall that the retraction map τΓ is continuous. Thus assertion i)
and compactness in ii) follow directly as Γ = τΓ(Y ) and Y is connected and compact.
A point x ∈ Y of type I or IV is contained in an open ball or in an open annulus
by (2.3.1) as Γ0 is a set of points of type II. Hence we may assume x to be a point in
P1,an. Then [BR10, Proposition 1.6] implies that x has a basis of open neighborhoods
isomorphic to open balls, and so x cannot be contained in Γ. 
Remark 2.3.21. Let X be proper, and so Xan is compact. Since the analytic space
Xan is connected, every skeleton Γ of Xan is connected as well by Proposition 2.3.20.
Note that the space Xan is in fact path-connected. In this thesis a path from x to y is
a continuous injective map γ : [a, b] → Xan with γ(a) = x and γ(b) = y. If there is a
unique path between two points x, y ∈ Xan, we write [x, y] for this path. Often we also
use the notations (x, y) := [x, y]\{x, y}, (x, y] := [x, y]\{x} and [x, y) := [x, y]\{y}.
In the subsequent proposition, we will see that we can enlarge a skeleton as a graph
by blowing up the corresponding model. The deﬁnition of an admissible blowing up can
be found in [Bos14, 8.2] or [Tem11, 5.3.2].
Proposition 2.3.22. Let Y be a compact strictly analytic domain and Γ = S(Y) a
skeleton corresponding to a strictly semistable formal model Y of Y .
i) For a ﬁnite subset S of type II and III points in Y , there is an admissible blowing
up Y ′ of Y such that Y ′ deﬁnes a strictly semistable model of Y , the skeleton
S(Y ′) of Y contains S(Y) as a ﬁnite metric subgraph and S ⊂ S(Y ′).
ii) For a ﬁnite subset S of type II points in S(Y), there is an admissible blowing
up Y ′ of Y such that Y ′ deﬁnes a strictly semistable model of Y , the skeleton
S(Y ′) of Y contains S(Y) as a ﬁnite metric subgraph with S0(Y)∪ S = S0(Y ′),
i.e. S(Y ′) and S(Y) are equal as sets.
Proof. See [Thu05, Lemme 2.2.22]. 
In the following, we sketch the metric graph structure of a skeleton.
Remark 2.3.23. Let Y be a connected compact strictly analytic domain and (Γ,Γ0)
a skeleton of Y . Then Γ is connected by Proposition 2.3.20. We can show that Γ has
the structure of a metric graph in the following way: Let A be an open annulus in the
decomposition (2.3.1) and let m be its modulus. Then ∂A ⊂ Γ0 and by deﬁning S(A)
as the subset of points in A not having an aﬃnoid neighborhood isomorphic to a closed
ball, we can identify S(A) with an open interval IA of length m connecting the boundary
points ∂A [BPR13, Proposition 2.4]. This identiﬁcation is up to isometries of R of the
form r 7→ ±r + a for some a ∈ |K×|.
Using the decomposition (2.3.1) from Proposition 2.3.14 and the fact that Γ is con-
nected, we get that
Γ = Γ0 ∪
⋃
j=1,...,m
S(Aj) =
⋃
j=1,...,m
(∂Aj ∪ S(Aj)) .
Then Γ has the structure of a ﬁnite metric graph with vertices Γ0 =
⋃
j=1,...,m ∂Aj , open
edges S(Aj) and the shortest-path metric. Note that it is the incidence graph of the
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irreducible components of Ys if Y is a strictly semistable formal model of Y such that
Γ = S(Y) and Γ0 = S0(Y). One should mention that our graph Γ does not have any
loop edges (i.e. ∂A consists of two elements for every open annulus in the decomposition
(2.3.1)) as we required our semistable formal to be strictly semistable.
Definition 2.3.24. We call the shortest-path metric on a skeleton Γ of a connected
compact strictly analytic domain from Remark 2.3.23 the skeletal metric.
With the help of the skeletal metric on every skeleton, one can deﬁne a metric ρ
on H(Xan) (cf. [BPR13, 5]), which is again called the skeletal metric.
As the skeleton of a connected compact strictly analytic domain Y has the structure
of a ﬁnite metric graph, we may study piecewise aﬃne functions on skeleta.
Definition 2.3.25. Let Γ be a skeleton of a connected compact strictly analytic
domain Y .
i) A piecewise aﬃne function on Γ is a continuous function F : Γ → R such that
F |e ◦ αe is piecewise aﬃne for every edge e of Γ, where αe is an identiﬁcation
of e with a real closed interval.
ii) We deﬁne the outgoing slope of a piecewise aﬃne function F on Γ at a point
x ∈ Γ along a tangent direction ve at x corresponding to an adjacent edge e as
dveF (x) := lim
ε→0
(F |e ◦ αe)′(α−1e (x) + ε).
One obtains a ﬁnite measure on Xan by putting
ddcF :=
∑
x∈Γ
(∑
ve
dveF (x)
)
δx,
where e is running over all edges in Γ at x. Since F is piecewise aﬃne,∑
ve
dveF (x) 6= 0 for only ﬁnitely many points in Γ.
iii) Let S be a ﬁnite subset of Γ, then we say that a piecewise aﬃne function F
on Γ is harmonic on Γ\S if ddcF (x) = 0 for all x ∈ Γ\S. We deﬁne H(Γ, S) as
the vector space of harmonic functions on Γ\S.
2.3.3. Simple open subsets. Baker, Payne and Rabinoﬀ proved in [BPR13] that
there is a basis of open neighborhoods of type II points that consists of preimages of
special open subsets of skeleta. Open balls, open annuli and this kind of open subsets are
called simple. We introduce them here following [BPR13] and study their boundaries.
Definition 2.3.26. Let Γ be a skeleton of a compact strictly analytic domain Y of
Xan. Then a subset Ω of Γ is a star-shaped open subset of Γ if Ω is a simply-connected
open subset of Γ and there is a point x0 ∈ Ω such that Ω\{x0} is a disjoint union of
open intervals. We call x0 the center of Ω.
Theorem 2.3.27. Let x0 ∈ Xan. There is a fundamental system of open neighbor-
hoods {Vα} of x0 of the following form:
i) If x0 is of type I or type IV, then the Vα are open balls.
ii) If x0 is of type III, then the Vα are open annuli with x0 contained in S(Vα)
(cf. Remark 2.3.23).
iii) If x0 is of type II, then Vα = τ
−1
Γ (Ωα) for a skeleton Γ of X
an and a star-shaped
open subset Ωα of Γ. Hence each Vα\{x0} is a disjoint union of open balls and
open annuli.
Proof. See [BPR13, Corollary 4.27]. 
22 2. PRELIMINARIES
Remark 2.3.28. Theorem 2.3.27 implies directly that Xan is locally path-connected.
Definition 2.3.29. An open subset of the described form in Theorem 2.3.27 is called
simple open.
Lemma 2.3.30. Let Γ be a skeleton of Xan and Ω an open subset of Γ. Then the set
W := τ−1Γ (Ω) is open with ∂W = ∂Ω, where ∂Ω is the limit boundary of Ω inside the
compact set Γ.
Note that Γ satisﬁes the ﬁrst countability axiom as it is a ﬁnite graph.
Proof. Clearly, W is an open subset of Xan as τΓ is continuous.
Since Ω ⊂W , we have that ∂Ω is contained inW . If there is a point x ∈ ∂Ω∩W , then
x = τΓ(x) ∈ Ω, where we use that τΓ is the identity on the skeleton. This contradicts
x ∈ ∂Ω, and so ∂Ω ⊂ ∂W .
Suppose now that x ∈ ∂W . Then by the deﬁnition of W , we have τΓ(x) ∈ Γ\Ω.
First, we show that τΓ(x) = x. Assume that x lies in X
an\Γ and let B be the connected
component of Xan\Γ containing x. Then τΓ(B) = τΓ(x) ∈ Γ\Ω by the deﬁnition of
the retraction map. Hence B is an open neighborhood of x in Xan\W contradicting
x ∈ ∂W . Thus, x = τΓ(x) ∈ Γ\Ω. Now, let (xn) be a sequence in W converging to
x. Then (τΓ(xn)) deﬁnes a sequence in Ω converging to τΓ(x) = x as τΓ is continuous.
Consequently, x ∈ ∂Ω because we know that x = τΓ(x) /∈ Ω. 
Corollary 2.3.31. The boundary ∂W of a simple open subset W of Xan is ﬁnite.
Proof. IfW is an open ball or an open annulus, it has at most two boundary points.
Otherwise, this is a direct consequence of Lemma 2.3.30 and the fact that ∂Ω (for Ω an
star-shaped open subset of a skeleton Γ of Xan) is ﬁnite. The latter is the case because
Ω is a connected open subset of a ﬁnite graph. 
Corollary 2.3.32. Let Γ be a skeleton of Xan and let Ω either be a star-shaped
open subset of Γ or Ω = {x0} for a type II point x0 ∈ Γ. If the closure Ω of Ω in Γ is
a proper simply-connected subset such that all points in the corresponding boundary ∂Ω
are of type II, then Y := τ−1Γ (Ω) is a strictly aﬃnoid domain with ∂Y = ∂Ω.
Proof. First, we show that ∂Y = ∂Ω. For every x ∈ Γ, the set τ−1Γ (x) is closed
as τΓ is continuous. The set τ
−1
Γ (x)\{x} is the disjoint union of inﬁnitely many open
balls having x as unique boundary point, and so it is open. Hence ∂τ−1Γ (x) = {x}
because Γ 6= {x}. In particular, this shows ∂Y = ∂Ω if Ω = {x0}. We therefore consider
Y = τ−1Γ (Ω) for a star-shaped open subset Ω of Γ. We start with ∂Ω ⊂ ∂Y . Since Ω
is a subset of the closed set Y , we obviously have ∂Ω ⊂ Y . Assume there is a point
x ∈ ∂Ω ∩ Y ◦ for the relative interior Y ◦ of Y . Note that ∂Ω = ∂Ω since Ω is a proper
simply-connected star-shaped open subset of a ﬁnite graph. Then there is a sequence of
points (xn) in Γ\Ω converging to x. Due to Y = τ−1Γ (Ω), the sequence is contained in
Xan\Y contradicting x ∈ Y ◦. Hence ∂Ω ⊂ ∂Y .
To see ∂Y ⊂ ∂Ω, note that ∂Ω is a ﬁnite set of type II points and ∂τ−1Γ (x) = {x}
for each x ∈ ∂Ω. It follows from Lemma 2.3.30 that
∂Y = ∂(τ−1Γ (∂Ω ∪ Ω)) ⊂ ∂(τ−1Γ (∂Ω)) ∪ ∂(τ−1Γ (Ω)) = ∂Ω.
Consequently, ∂Y = ∂Ω.
It remains to prove that Y is a strictly aﬃnoid domain. Note that Y 6= Xan as
Ω ( Γ. By Proposition 2.3.22, we may assume that x0 respectively the endpoints of Ω,
which are all of type II, are vertices of Γ. Deleting all open annuli in the decomposition of
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Xan\Γ0 disjoint from Ω leads to a strictly aﬃnoid domain (cf. [BPR13, Lemma 4.12]).
As Y is a connected component of this strictly aﬃnoid domain, it is one itself. 
Definition 2.3.33. If Y is a strictly aﬃnoid domain of the form described in Corol-
lary 2.3.32, then we call Y a strictly simple domain.

CHAPTER 3
Potential theory on non-archimedean curves via skeleta
In this chapter, we always consider a smooth proper curve X over a non-trivially
valued K.
3.1. Subharmonic functions according to Thuillier
Thuillier developed in his thesis [Thu05] a potential theory on non-archimedean
curves, which is based on skeleta. In this section, we introduce his subharmonic functions
and his class of smooth (here called lisse) functions with their corresponding Laplacian.
We present their typical and (for us most) important properties from [Thu05] referring
mostly to [Thu05] for their proofs. Note that there is also an independent very well-
developed potential theory on P1,an by Baker and Rumely [BR10]. In their book, Baker
and Rumely proved some statements that are not written down in Thuillier's thesis. Matt
Baker suggested to the author some of these results for generalization and we give proofs
of them in this section and also in Section 3.2. Additionally, we show that Thuillier's
deﬁnition of subharmonic functions is indeed a generalization of the one by Baker and
Rumely.
3.1.1. Deﬁnition and basic properties. We start by deﬁning harmonic functions
and using them to introduce subharmonic functions as in the complex case. Next to
presenting and citing some direct properties from [Thu05], we compare in this subsection
Thuillier's (sub)harmonic functions to (sub)harmonic functions on P1,an deﬁned by Baker
and Rumely in [BR10].
Definition 3.1.1. Let Y be a strictly aﬃnoid domain in Xan. Then there exists a
strictly semistable formal model Y of Y (see Theorem 2.3.12), and we deﬁne the harmonic
functions on Y as
H(Y ) := τ∗Y(H(S(Y), ∂Y )).
Note that the deﬁnition is independent of Y [Thu05, Proposition 2.3.3].
Definition 3.1.2. A continuous function f : W → R on an open subset W of Xan is
called harmonic on W if for every strictly aﬃnoid domain Y in W we have f |Y ∈ H(Y ).
Harmonic functions form a subsheaf of the sheaf C0 of real-valued continuous function
on Xan (cf. [Thu05, Corollaire 2.3.15]), which we denote by HX . Note that we have
H(Y ) = HX(Y \∂Y )∩C0(Y ) for every strictly aﬃnoid domain Y (see [Thu05, Corollaire
2.3.14]).
Lemma 3.1.3. Let X = P1 and let W be an open subset of P1,an. Then this no-
tion of harmonic functions on W (following Thuillier) coincides with the deﬁnition of a
harmonic function by Baker and Rumely in [BR10, 7].
Proof. Consider a function h : W → R. At ﬁrst, assume that h is harmonic in the
sense of [BR10] and let Y be a strictly aﬃnoid domain in W . Then there is a strictly
semistable model Y of Y and its corresponding skeleton S(Y). Note that S(Y) deﬁnes a
ﬁnite subgraph in the sense of [BR10] and the retraction maps are deﬁned in the same
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way. By [BR10, Proposition 7.12], we have h = H ◦ τY on Y with H := h|S(Y). As h
is harmonic on τ−1Y (S(Y)◦) as deﬁned in [BR10], [BR10, Proposition 3.11 & Example
5.18] imply that H is a piecewise aﬃne function on S(Y), whose outgoing slopes at every
point in S(Y)◦ = S(Y)\∂Y sum up to zero. Hence ddcH = 0 on S(Y)\∂Y , and so
h ∈ H(Y ). This proves that h is harmonic on W .
For the other direction, we assume that h is harmonic as deﬁned in Deﬁnition 3.1.2,
and show that h is also harmonic in [BR10]. We have to ﬁnd for every point x0 ∈W an
open connected neighborhood V inW such that h is strongly harmonic on V in the sense
of [BR10]. Let Y be a strictly simple domain Y in W with x0 ∈ Y ◦ (cf. Theorem 2.3.27
and Corollary 2.3.32) and let V be the connected component of Y ◦ containing x0. As
Y is a strictly aﬃnoid domain in W , we have h ∈ H(Y ) because we assumed h to be
harmonic on W . Thus h = H ◦ τY for some strictly semistable model Y of Y and a
piecewise aﬃne function H on S(Y) such that the outgoing slopes at every point in
S(Y)◦ = S(Y)\∂Y sum up to zero. By [BR10, Example 5.18 & Deﬁnition 7.1], h is
strongly harmonic on V in the sense of [BR10]. This shows that h is also harmonic in
[BR10]. 
Before introducing subharmonic functions with the help of harmonic functions we
recall upper respectively lower semi-continuity.
Remark 3.1.4. A function f : W → [−∞,∞) on an open subset W of a topological
space is upper semi-continuous (shortly usc) in a point x0 of W if
lim sup
x→x0
f(x) ≤ f(x0),
where the limit superior in this context is deﬁned as
lim sup
x→x0
f(x) := sup
U∈U(x0)
inf
x∈U\{x0}
f(x),
where U(x0) is any basis of open neighborhoods of x0. We say that f is upper semi-
continuous (shortly usc) on W if it is usc in all points of W .
Analogously, a function f : W → (−∞,∞] on an open subset W of a topological
space is lower semi-continuous (shortly lsc) in a point x0 of W if
lim inf
x→x0
f(x) ≥ f(x0),
where the limit inferior in this context is deﬁned as
lim inf
x→x0
f(x) := inf
U∈U(x0)
sup
x∈U\{x0}
f(x),
where U(x0) is any basis of open neighborhoods of x0. We say that f is lower semi-
continuous (shortly lsc) on W if it is lsc in all points of W .
Definition 3.1.5. LetW be an open subset ofXan. Then f : W → [−∞,∞) is called
subharmonic if f is upper semi-continuous, f 6≡ −∞ on every connected component of
W and for every strictly aﬃnoid domain Y in W and every harmonic function h on Y ,
we have
(f |∂Y ≤ h|∂Y )⇒ (f |Y ≤ h).
Remark 3.1.6. A function h : W → R on an open subset W of Xan is harmonic if
and only if h and −h are both subharmonic.
We follow [Thu05, 3] and give some direct properties of subharmonic functions
from there.
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Lemma 3.1.7. Let W be an open subset of Xan and let f, g : W → [−∞,∞) be two
subharmonic functions on W . Then
i) αf + βg is subharmonic on W for all α, β ∈ R≥0, and
ii) max(f, g) is subharmonic on W .
Proof. At ﬁrst note that for all α, β ∈ R≥0, the functions αf + βg and max(f, g)
are still usc on W . Moreover, they are not identically −∞ on a connected component of
W if f and g are not. Thus let Y be a strictly aﬃnoid domain in W and let h ∈ H(Y ).
We start with ii). If max(f, g) ≤ h on ∂Y , we clearly have f ≤ h and g ≤ h on ∂Y , and
so also on Y as f and g are subharmonic. Consequently, max(f, g) ≤ h on Y as well.
For i), we assume αf + βg ≤ h on ∂Y . By the Dirichlet problem for strictly aﬃnoid
domains [Thu05, Corollaire 3.1.21], there is hg ∈ H(Y ) such that we have hg(y) = βg(y)
whenever y ∈ ∂Y with g(y) 6= −∞ and hg(y) + αf(y) ≤ h(y) whenever y ∈ ∂Y with
g(y) = −∞. By construction, g ≤ β−1hg on ∂Y , and so βg ≤ hg on Y as g is subharmonic
and β−1hg ∈ H(Y ). Moreover, for every y ∈ ∂Y with g(y) 6= −∞ we have
αf(y) = αf(y) + βg(y)− βg(y) ≤ h(y)− βg(y) = h(y)− hg(y).
As αf(y) ≤ h(y) − hg(y) whenever y ∈ ∂Y with g(y) = −∞, we have αf ≤ h − hg
on ∂Y . Due to α−1(h− hg) ∈ H(Y ), we get αf ≤ h− hg on Y since f is subharmonic.
Because of βg ≤ hg on Y , this leads to
αf + βg ≤ h− hg + hg = h
on Y . 
We have the following Maximum Principle for subharmonic functions.
Proposition 3.1.8. Let W be an open subset of Xan. Then a subharmonic function
f : W → [−∞,∞) admits a local maximum in a point x0 of W if and only if it is locally
constant at x0.
Proof. See [Thu05, Proposition 3.1.11]. 
Proposition 3.1.9. Let W be an open subset of Xan and let f : W → [−∞,∞) be
an upper semi-continuous function such that f 6≡ −∞ on every connected component of
W . Then the following are equivalent:
i) f is subharmonic on W .
ii) For every open subset W ′ of W and every harmonic function h on W ′, the
function f |W ′ − h satisﬁes the Maximum Principle from Proposition 3.1.8.
Proof. See [Thu05, Proposition 3.1.11]. 
With the help of this characterization, we can show that Thuillier's deﬁnition of
subharmonic functions on Xan is an extension of those by Baker and Rumely in [BR10].
Note that we already know that the notions of harmonic functions agree on open subsets
of P1,an (see for example Lemma 3.1.3).
Proposition 3.1.10. Let X = P1 and let W be an open subset of P1,an. Then our
notion of subharmonic functions on W (following Thuillier) coincides with the deﬁnition
by Baker and Rumely in [BR10, 8].
Proof. At ﬁrst, let f : W → [−∞,∞) be a subharmonic function in the sense of
Thuillier. Then by [BR10, Theorem 8.19], f is subharmonic in [BR10] if
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(a) for every open subset V of W that is a connected component of P1,an\{x0} for
x0 ∈ I(P1,an), or V is of the form V = τ−1Γ (Σ0) for a skeleton Γ of P1,an and a
connected ﬁnite subgraph Σ of Γ, and
(b) for every continuous function h on V = ∂Σ ∪ V (see Proposition 2.3.30) with
h|V harmonic,
we have f ≤ h on ∂V implies f ≤ h on V . Note that h is then also harmonic on V
in the sense of Thuillier (see Lemma 3.1.3), but V is not necessarily a strictly aﬃnoid
domain. Since f − h is upper semi-continuous on the connected compact subset V , it
achieves a maximum on V . By Proposition 3.1.9, f −h satisﬁes the Maximum Principle
on V , and so f − h achieves its maximum on ∂V . Thus f ≤ h on V if f ≤ h on ∂V .
The considered function f is therefore subharmonic in the sense of [BR10].
Now, let f : W → [−∞,∞) be a subharmonic function in the sense of [BR10].
We have to consider a strictly aﬃnoid domain Y in W and h ∈ H(Y ) with f ≤ h on
∂Y . We may assume Y to be connected. Then there is a strictly semistable model Y
of Y such that Y = τ−1Y (S(Y)) for the skeleton S(Y) corresponding to Y. Note that
the ﬁnite metric graph S(Y) deﬁnes also a skeleton of P1,an (cf. Remark 2.3.19). Then
h ∈ H(Y ) is continuous on Y and harmonic on Y ◦ = τ−1Y (S(Y)◦) ∪
(
τ−1Y (∂Y )\∂Y
)
in
the sense of [BR10] (cf. Deﬁnition 3.1.2 and Lemma 3.1.3). The set τ−1Y (∂Y )\∂Y is the
disjoint union of inﬁnitely many open balls, i.e. connected components of P1,an\{y} for
y ∈ ∂Y ⊂ I(P1,an). Hence the described characterization of subharmonic functions in
[BR10] from above, tells us that f ≤ h on Y . Hence f is subharmonic in the sense of
Thuillier. 
Moreover, it can be deduced from the local characterization in Proposition 3.1.9 that
subharmonic functions form a sheaf on Xan.
Proposition 3.1.11. The subharmonic functions form a sheaf on Xan.
Proof. See [Thu05, Corollaire 3.1.13]. 
Corollary 3.1.12. Let f : W → [−∞,∞) be a subharmonic function on an open
subset W of Xan. Then f is ﬁnitely valued on I(W ).
Proof. Assume there is a point x0 ∈ I(W ) with f(x0) = −∞. Let Y be a strictly
aﬃnoid domain in W with x0 in its interior. By Theorem 2.3.12 and Proposition 2.3.22,
there is a strictly semistable model Y such that x0 is contained in the skeleton S(Y).
Let B0 be a connected component of τ
−1
Y (x0)\{x0}, which is an open ball contained
in W with unique boundary point x0. As f is upper semi-continuous on the compact
set B0, the function f attains a maximum on B0. This maximum has to be attained
in x0 by Proposition 3.1.8 as B0 is connected. Hence f is identically −∞ on B0. By
Proposition 3.1.11, f is subharmonic on the open ball B0 contradicting f ≡ −∞ on B0.

Proposition 3.1.13. Let X,X ′ be smooth proper curves over K and let ϕ : W ′ →W
be a morphism of K-analytic spaces for open subsets W ⊂ Xan and W ′ ⊂ (X ′)an.
If f : W → R is a subharmonic function on W , then ϕ∗f is a subharmonic function
on ϕ−1(W ).
Proof. See [Thu05, Proposition 3.1.14]. 
There are further stability properties about subharmonic functions that are not writ-
ten down in [Thu05], but were proven forX = P1 in [BR10]. As they are also interesting
in the general case we give proofs of them. In the subsequent proposition, we see that
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[BR10, Lemma 8.28] also holds for an arbitrary smooth proper curve X. Later on, we
will see more statements of this kind.
Proposition 3.1.14. Let f : W → [−∞,∞) be a subharmonic function on an open
subset W of Xan and let ϕ : R→ R be a convex and non-decreasing function, then ϕ ◦ f
is subharmonic on W (where ϕ(−∞) := limt→−∞ ϕ(t)).
Proof. The assertion can be directly deduced from the deﬁnition of subharmonic
functions using some general ingredients for convex functions. The proof is therefore anal-
ogous to the one for X = P1 in [BR10, Lemma 8.28]. It is lined out for the convenience
of the reader. Since ϕ is required to be convex and non-decreasing, the composition of
ϕ with the upper semi-continuous function f is still upper semi-continuous. Moreover,
we have the following description of ϕ
ϕ(t) = sup
(a,b)∈A
a · t+ b
for the set A := {(a, b) ∈ R≥0 × R|a · t+ b ≤ ϕ(t) for all t ∈ R}. Thus
(ϕ ◦ f)(x) = sup
(a,b)∈A
a · f(x) + b(3.1.1)
on W . Let Y be a strictly aﬃnoid domain in W and h ∈ H(Y ) such that ϕ ◦ f ≤ h
on ∂Y . Due to (3.1.1), we have a · f + b ≤ h on ∂Y for all (a, b) ∈ A. The functions
a · f + b are subharmonic by Lemma 3.1.7 since f is, and so the harmonic function h
dominates a · f + b on all of Y for every (a, b) ∈ A. Consequently, ϕ ◦ f ≤ h on Y by
(3.1.1). Thus ϕ ◦ f is subharmonic on W . 
3.1.2. Subharmonic functions and the Laplacian. In complex potential the-
ory, there is a further very important way of characterizing subharmonic functions via
smooth functions and a Laplacian operator. In the following, we introduce Thuillier's
smooth functions that are deﬁned with the help of skeleta (called lisse here) and their
corresponding Laplacian operator ddc. Afterwards, we will see that subharmonic func-
tions can be characterized as in the complex case, as currents with positive Laplacian.
It should be noted that we use Thuillier's characterization in [Thu05, Proposi-
tion 3.2.4] for the deﬁnition of lisse functions.
Definition 3.1.15. Let W ⊂ Xan be open. A continuous function f : W → R is
called lisse if for every strictly analytic domain Y ⊂W there exists a strictly semistable
formal model Y of Y such that
f |Y = F ◦ τY
for a piecewise aﬃne function F on S(Y). We denote by A0(W ) the vector space of
lisse functions on W , and by A0c(W ) the subspace of lisse functions on W with compact
support in W .
Definition 3.1.16. We write A1(W ) for the set of real measures onW with discrete
support in I(W ), and use A1c(W ) for those with compact support in W . Then for every
lisse function f ∈ A0(W ), there is a unique real measure ddcf in A1(W ) such that
ddcf = ddcF
on Y ◦ whenever f = F ◦τY on a compact strictly analytic domain Y with formal model Y
(see [Thu05, Théorème 3.2.10]). We call this linear operator ddc : A0(W )→ A1(W ) the
Laplacian. Note that A0c(W ) is mapped to A
1
c(W ) under dd
c [Thu05, Corollaire 3.2.11].
The Laplacian of a lisse functions tells us whether it is (sub)harmonic or not.
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Proposition 3.1.17. A function f : W → R on an open subset W of Xan is har-
monic on W if and only if f ∈ A0(W ) and ddcf = 0.
Proof. See [Thu05, Corollaire 3.2.11]. 
Proposition 3.1.18. A lisse function f : W → R on an open subset W of Xan is
subharmonic if and only if ddcf ≥ 0.
Proof. See [Thu05, Proposition 3.4.4]. 
As in the complex case, there is a regularization theorem with respect to this class
of smooth functions.
Proposition 3.1.19. Let W be an open subset of Xan and let f be a subharmonic
function on W . For every relatively compact open subset W ′ of W , there is a decreasing
net 〈fα〉 of lisse subharmonic functions on W ′ converging pointwise to f .
Proof. See [Thu05, Théorème 3.4.2]. 
We continue with the existence of some special lisse functions, which will be impor-
tant in later sections.
Proposition 3.1.20. For any two points x, y ∈ I(Xan) there is a unique lisse func-
tion gx,y ∈ A0(Xan) such that
i) ddcgx,y = δx − δy, and
ii) gx,y(x) = 0.
Proof. See [Thu05, Proposition 3.3.7]. 
Proposition 3.1.21. Let Y be a connected aﬃnoid domain in Xan and x ∈ I(Y )\∂Y .
Then there exists a unique lisse function gYx ∈ A0c(Xan) such that the following are true:
i) gYx is strictly positive on the connected component V of Y \∂Y containing x and
it is equal to zero on Xan\V .
ii) ddcgYx is supported on ∂Y ∪ {x} with ddcgYx = −δx in a neighborhood of x.
iii) For every harmonic function h on Y we have
h(x) =
∫
∂Y
h ddcgYx .(3.1.2)
Proof. See [Thu05, Proposition 3.3.7 & Corollaire 3.3.9]. 
Remark 3.1.22. Let Y be a connected aﬃnoid domain in Xan, let x ∈ I(Y )\∂Y ,
and let gYx be the unique lisse function on X
an from Proposition 3.1.21. As gYx is strictly-
positive on the connected component V of Y \∂Y containing x and zero outside of it,
we have
∫
{yi} dd
cgYx > 0 for every boundary point yi ∈ ∂Y . Considering the constant
harmonic function h ≡ 1 on Y , Proposition 3.1.21 iii) implies directly that the sum of
all outgoing slopes at all boundary points (there are only ﬁnitely many) have to sum up
to 1,
1 = h(x) =
∑
yi∈∂Y
∫
{yi}
ddcgYx .
Moreover, if f is a subharmonic function on an open neighborhood of Y , then f
is ﬁnitely valued on ∂Y (see Corollary 3.1.12). Hence there is a continuous function h
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on Y with h ≡ f on ∂Y that is harmonic on Y ◦ (by the Dirichlet problem [Thu05,
Corollaire 3.1.21]). Proposition 3.1.21 iii) directly implies
f(x) ≤
 ∑
yi∈∂Y
∫
{yi}
ddcgYx
 f(yi).
Corollary 3.1.23. Let W ⊂ Xan be open. A continuous function f : W → R is
subharmonic if and only if for every connected strictly aﬃnoid domain Y ⊂W and every
point x ∈ Y \∂Y of type II or III, we have∫
W
f ddcgYx ≥ 0.
Proof. Consider a strictly aﬃnoid domain Y inW and a harmonic function h on Y
with f ≤ h on ∂Y . As explained in [Thu05, Remarque 3.1.10], we may assume f = h
on ∂Y , and without loss of generality Y is connected. For every x ∈ Y \∂Y of type II or
III, Equation (3.1.2) implies that∫
W
f ddcgYx =
∫
∂Y
f ddcgYx − f(x) =
∫
∂Y
h ddcgYx − f(x) = h(x)− f(x).
Hence we have
∫
W f dd
cgYx ≥ 0 for every type II or III point in Y if and only if f ≤ h
on I(Y ). Since f and h are continuous and the type II and III points are dense, the last
is equivalent to 0 ≤ h− f on Y . 
With the help of these special lisse functions, we can prove a similar stability state-
ment as in [BR10, Proposition 8.27] for X = P1. Note that we require f to be upper
semi-continuous in contrast to [BR10].
Proposition 3.1.24. Let µ be a positive measure on a measure space T , and let W
be a connected open subset of Xan. Suppose that F : W × T → [−∞,∞) is a measurable
function such that
i) for each t ∈ T , the function Ft := F (·, t) is subharmonic on W , and
ii) the function
f :=
∫
T
F (·, t) dµ(t)
is upper semi-continuous on W .
Then f is either subharmonic on W or f ≡ −∞ on W .
Proof. Assume that f 6≡ −∞, and let Y be a strictly aﬃnoid domain in W with
boundary ∂Y = {y1, . . . , yn} and let h be a harmonic function on Y with f(yi) ≤ h(yi)
for every i ∈ {1, . . . , n}. Consider at ﬁrst a point x ∈ I(Y )\∂Y and the correspond-
ing function gYx ∈ A0c(W ) from Proposition 3.1.21. Set λi(x) :=
∫
{yi} dd
cgYx . Then
Remark 3.1.22 tells us λi(x) ∈ [0, 1],
∑
i=1,...,n λi(x) = 1 and
F (x, t) = Ft(x) ≤
n∑
i=1
λi(x)Ft(yi) =
n∑
i=1
λi(x)F (yi, t)
for every t ∈ T because each Ft is subharmonic on W . Then
f(x) =
∫
T
F (x, t) dµ(t) ≤
n∑
i=1
λi(x)
∫
T
F (yi, t) dµ(t) =
n∑
i=1
λi(x)f(yi).
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As all 0 ≤ λi(x) and f ≤ h on ∂Y , we get
f(x) ≤
n∑
i=1
λi(x)f(yi) ≤
n∑
i=1
λi(x)h(yi) = h(x),
where the last equation follows by Proposition 3.1.21 iii).
If x ∈ Y \∂Y is a point of type I or IV, then x has an open ball V as a neighbor-
hood in Y \∂Y with a unique boundary point y of type II. By the Maximum Principle
(Proposition 3.1.8), we have h(x) = h(y). Moreover, we know that Ft(x) ≤ Ft(y) for
every t ∈ T since Ft(x) is also subharmonic on the open ball V . Hence f(x) ≤ f(y). On
I(Y ) we have already seen that f ≤ h. As y ∈ I(Y ), we obtain
f(x) ≤ f(y) ≤ h(y) = h(x).
Thus f ≤ h on all of Y . 
Remark 3.1.25. Let W be an open subset of Xan and S a ﬁnite subset of I(W ).
Then we set
A0c(W )S := A
0
c(W ) ∩HX(W\S)
A1c(W )S := {µ ∈ A1(W ) | supp(µ) ⊂ S} =
⊕
x∈S
Rδx.
These ﬁnite dimensional vector spaces are equipped with the canonical topology. Since
A0c(W ) (resp. A
1
c(W )) can be written as the direct limit over these vector spaces A
0
c(W )S
(resp. A1c(W )S), we can endow A
0
c(W ) (resp. A
1
c(W )) with the induced topology (see
[Thu05, 3.2.2]).
Definition 3.1.26. Let W be an open subset of Xan. We denote by D0(W )
(resp. D1(W )) the topological dual of A1c(W ) (resp. A
0
c(W )).
Note that they are as sets equal to the algebraic duals.
Proposition 3.1.27. The map
D0(W )→ Hom(I(W ),R), T 7→ (x 7→ 〈T, δx〉)
is an isomorphism of topological vector spaces, where Hom(I(W ),R) is a topological
vector space with respect to pointwise convergence.
Proof. See [Thu05, Proposition 3.3.3]. 
In the following, we always use this identiﬁcation.
Remark 3.1.28. The Laplacian ddc : A0c(W )→ A1c(W ) on an open subset W ⊂ Xan
leads naturally by duality to an R-linear operator
ddc : D0(W )→ D1(W ), T 7→ (g 7→ 〈ddcT, g〉 := 〈T, ddcg〉)
such that
A0(W )
ddc //

A1(W )

D0(W )
ddc // D1(W )
commutes. It follows from the deﬁnition that this map is continuous (see [Thu05,
Proposition 3.3.4]).
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We close this subsection, by showing that non-lisse subharmonic functions also can
be characterized by the Laplacian ddc.
Definition 3.1.29. We say that a current T ∈ D1(W ) on an open subset W of Xan
is positive if 〈T, g〉 ≥ 0 for every non-negative lisse function g ∈ A0c(W ).
Proposition 3.1.30. An upper semi-continuous function f : W → [−∞,∞) on an
open subset W of Xan is subharmonic if and only if f ∈ D0(W ) and ddcf ≥ 0.
Proof. Thuillier showed the assertion in [Thu05, Théorème 3.4.12], but we outline
parts of the proof here as well. First, assume that f is subharmonic. By Corollary 3.1.12,
the subharmonic function f is ﬁnitely valued on I(W ), and so f deﬁnes a current in
D0(W ) by Proposition 3.1.27. To show that ddcf ≥ 0, we consider a non-negative
g ∈ A0c(W ). Since Xan is a locally compact Hausdorﬀ space, we can ﬁnd for the set
supp(ddcg) ⊂ supp(g) a relatively compact open neighborhood W ′ in W . Then the
regularization theorem in Proposition 3.1.19 tells us that f is the pointwise limit of a
decreasing net 〈fα〉 of lisse subharmonic functions on W ′. We get
〈ddcf, g〉 =
∫
W
f ddcg =
∫
W ′
f ddcg = lim
α
∫
W ′
fα dd
cg = lim
α
∫
W ′
g ddcfα,
where the last identity follows by [Thu05, Proposition 3.2.12]. Each fα is lisse and
subharmonic. Hence each ddcfα is a positive measures by Proposition 3.1.18. Finally,
〈ddcf, g〉 = lim
α
∫
W ′
g ddcfα ≥ 0
since g ≥ 0.
For the other direction, we assume ddcf to be a positive current. Then in particular,
〈ddcf, gYx 〉 ≥ 0 for every connected aﬃnoid domain Y in W and every x ∈ I(Y )\∂Y ,
where gYx is the lisse function from Proposition 3.1.21. It is shown in [Thu05, Lemma
3.4.1] that this gives the claim that f is subharmonic. 
Corollary 3.1.31. A continuous function f : W → R on an open subset W of Xan
is harmonic if and only if f ∈ D0(W ) with ddcf = 0.
Proof. Applying Proposition 3.1.30 for f and −f gives the claim (cf. Remark 3.1.6).

Remark 3.1.32. Let f : W → [−∞,∞) be a subharmonic function on an open subset
W of Xan. Let [x0, y0] be an interval (i.e. a segment of an edge) in a skeleton Γ of X
an
such that τ−1Γ ((x0, y0)) ⊂ W . We will deduce from Proposition 3.1.30 that f is convex
restricted to the relative interior of I = [x0, y0].
Let x, y ∈ I◦ = (x0, y0), let λ ∈ [0, 1], and let z be the point in I◦ that corresponds
to (1 − λ)x + λy via some identiﬁcation of I with an interval in R. There is a unique
(continuous) piecewise aﬃne function Ψ on Ω that is zero outside of [x, y] and ddcΨ is
supported on {x, y, z} with ∫{x} ddcΨ = (1− λ) and ∫{y} ddcΨ = λ. Then∫
{z}
ddcΨ = −λ− (1− λ) = −1,
and ψ := Ψ ◦ τΓ deﬁnes a non-negative function in A0c(W ) with
ddcψ = (1− λ)δx + λδy − δz.
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Note that we have supp(ψ) ⊂ τ−1Γ ((x0, y0)) ⊂W . As f is subharmonic on W , we get by
Proposition 3.1.30
0 ≤
∫
f ddcψ = (1− λ)f(x) + λf(y)− f(z).
Thus it is convex on I◦.
3.1.3. The Domination Theorem. In the following, we prove a generalization of
[BR10, Corollary 8.35], which gives conditions regarding the Laplacian when f ≤ g for
two subharmonic functions f and g.
Lemma 3.1.33. Let W be an open subset of Xan and let f be a subharmonic function
on W . Then for every path [z, y] in W that is contained in an open ball or in an open
annulus of Xan, we have
f(y) = lim
x→y,x∈[z,y)
f(x).
Proof. Every open ball or open annulus can be identiﬁed with an open ball respec-
tively an open annulus in P1,an. Hence Proposition 3.1.10 and [BR10, Proposition 8.11]
imply the claim. 
Lemma 3.1.34. Let W be an open subset of Xan, let Y be an aﬃnoid domain in
W and let f, g ∈ D0(W ) be two currents on W with 〈ddcf, ϕ〉 ≥ 〈ddcg, ϕ〉 for every
non-negative ϕ ∈ A0c(W ) with supp(ϕ) ⊂ Y . If f and g are subharmonic on the relative
interior V := Y ◦ of Y , then
f ≤ max
∂Y
(f − g) + g
on Y .
Proof. First, we explain why the assertion f ≤ max∂Y (f − g) + g is well-deﬁned.
Since f, g ∈ D0(W ) and ∂Y ⊂ I(W ), both are ﬁnitely valued on ∂Y (see Proposi-
tion 3.1.27), and so max∂Y (f − g) is well-deﬁned. Moreover, the assertion holds trivially
on ∂Y because
f(y) = f(y)− g(y) + g(y) ≤ max
∂Y
(f − g) + g(y)
for every y ∈ ∂Y .
Next we deal with y ∈ I(Y )\∂Y . We may assume Y to be connected and can consider
the non-negative lisse function gYy ∈ A0c(Xan) from Proposition 3.1.21. Then gYy = 0
on Xan\V and whose Laplacian ddcgYy is supported on ∂Y ∪ {y} with ddcgYy = −δy in a
neighborhood of y. Due to our requirement, we get
0 ≤ 〈ddcf − ddcg, gYy 〉 =
∫
Y
(f − g) ddcgYy .
Let ∂Y = {y1, . . . , yn}. Since
∫
{yi} dd
cgYy ∈ (0, 1] and
∑
yi∈∂Y
(∫
{yi} dd
cgYy
)
= 1 by
Remark 3.1.22, we get
0 ≤
∫
Xan
(f − g) ddcgYy =
∑
yi∈∂Y
(∫
{yi}
ddcgYy
)
(f − g)(yi)− (f − g)(y)
≤ max
yi∈∂Y
(f − g)(yi)− (f − g)(y)
= max
yi∈∂Y
(f − g)(yi) + g(y)− f(y).
Thus the assertion is true for all points in I(Y ).
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Next, consider y ∈ Y \I(Y ). Then y ∈ V as all boundary points of Y are of type II
or III. Since y /∈ I(Y ), we can ﬁnd a neighborhood of y in V that is an open ball by
Theorem 2.3.27. As type II and III points are dense, we can ﬁnd a path [z, y] that lies
in this open ball and [z, y) is contained in I(Y ). By Lemma 3.1.33, we have
f(y) = lim
x→y,x∈[z,y)
f(x) and g(y) = lim
x→y,x∈[z,y)
g(x).
Above, we have proved the desired inequality for all points in I(Y ), and hence these
equations imply
f(y) = lim
x→y,x∈[z,y)
f(x) ≤ max
yi∈∂Y
(f − g)(yi) + lim
x→y,x∈[z,y)
g(x) = max
yi∈∂Y
(f − g)(yi) + g(y).

Corollary 3.1.35. Let W be an open subset of Xan, let Y be an aﬃnoid domain
in W and let f, g ∈ D0(W ) be two currents on W with 〈ddcf, ϕ〉 = 〈ddcg, ϕ〉 for every
ϕ ∈ A0c(W ) with supp(ϕ) ⊂ Y . If f and g are subharmonic on the relative interior
V := Y ◦ of Y and f = g on ∂Y , then f = g on Y .
Proof. Follows directly by symmetry and the lemma above. 
Theorem 3.1.36. Let W be a proper open subset of Xan. Suppose f and g are two
subharmonic functions on W such that
i) for each z ∈ ∂W we have
lim sup
x→z,x∈W ′
(f(x)− g(x)) ≤ 0,
where W ′ is deﬁned as W without points with f(x) = g(x) = −∞, and
ii) ddcf ≥ ddcg on W .
Then f ≤ g on W .
Proof. We write h := f−g onW ′ and note that we already know that our assertion
is true on W\W ′. Recall from Corollary 3.1.12 and Remark 2.3.5 that subharmonic
functions are ﬁnite on I(W ) and the boundary of an aﬃnoid domain is a ﬁnite set of
points in I(W ).
The proof follows as in [BR10, Proposition 8.35] using Lemma 3.1.34. For every
point y in W not satisfying f(y) = g(y) = −∞, let (Yα)α be the directed system
of strictly aﬃnoid domains contained in W and containing y. Note that the union
of two strictly aﬃnoid domains Y1, Y2 in X
an with Y1 ∪ Y2 6= Xan is again a strictly
aﬃnoid domain in Xan by [Thu05, Corollaire 2.1.17]. For every Yα, we can choose by
Lemma 3.1.34 a point xα ∈ ∂Yα such that h(y) ≤ h(xα). Then 〈xα〉α deﬁnes a net in
W . As W is compact, there is a subnet 〈zα〉α in W converging to a point z ∈ W . Due
to W =
⋃
α Yα and zα ∈ ∂Yα, the point z has to ly in the boundary ∂W . Because the zα
are chosen such that h(y) ≤ h(zα) and 〈zα〉α is a net in W converging to z, we obtain
h(y) ≤ lim sup
α
h(zα) ≤ lim sup
x→z,x∈W ′
h(x) ≤ 0,
where the last inequality is true due to requirement i). 
3.2. The Energy Minimization Principle
In this section, we prove a non-archimedean Energy Minimization Principle for a
smooth proper curve X over K. For X = P1 this was worked out by Baker and Rumely
in [BR10]. We generalize there results and proofs for our arbitrary smooth proper X.
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The Energy Minimization Principle is a result regarding ArakelovGreen's functions.
Hence our ﬁrst assignment is to extend Baker and Rumely's deﬁnition of an Arakelov
Green's functions on Xan. To do so, we ﬁrst need to develop a potential kernel on Xan.
3.2.1. The potential kernel. On the way to deﬁne ArakelovGreen's functions
and prove an Energy Minimization Principle, we have to introduce a lot of other things
ﬁrst. Our most fundamental tool is the potential kernel that is a function gζ(·, y) for
ﬁxed ζ and y that inverts the Laplacian in the sense that ddcgζ(·, y) = δζ − δy. A func-
tion with this property was already seen in Proposition 3.1.20 for ζ, y ∈ I(Xan). We
start this subsection with a deﬁnition of a potential kernel for an arbitrary y ∈ Xan
and ζ ∈ I(Xan), which is an extension of the function from Proposition 3.1.20 and also
extends the one in [BR10] for X = P1. At the end of this subsection, we also give a
deﬁnition for ζ /∈ I(Xan).
As in [BR10, 3.3], we ﬁrst deﬁne a potential kernel on a metric graph.
Definition 3.2.1. Let Γ be a metric graph. For two ﬁxed points ζ, y ∈ Γ, let
gζ(·, y)Γ : Γ→ R≥0 be the unique piecewise aﬃne function on Γ such that
i) ddcgζ(·, y)Γ = δζ − δy, and
ii) gζ(ζ, y)Γ = 0.
We call gζ(x, y)Γ the potential kernel on Γ.
Lemma 3.2.2. Let Γ be a metric graph, then the potential kernel gζ(x, y)Γ on Γ is
non-negative, bounded, symmetric in x and y, and jointly continuous in x, y, ζ. For every
ζ ′ ∈ Γ, we have
gζ(x, y)Γ = gζ′(x, y)Γ − gζ′(x, ζ)Γ − gζ′(y, ζ)Γ + gζ′(ζ, ζ)Γ.
Proof. Follows by [BR10, Proposition 3.3]. 
Since every skeleton of Xan has the structure of a metric graph, we can deﬁne a
potential kernel on every skeleton. Using the skeletal metric ρ : H(Xan)×H(Xan)→ R≥0
from Deﬁnition 2.3.24, we can extend the potential kernel to all of Xan.
Remark 3.2.3. Let V be a uniquely path-connected subset of Xan and let ζ be a
point in V . For two points x, y ∈ V , we denote by wζ(x, y) the unique point in V where
the paths [x, ζ] and [y, ζ] ﬁrst meet. For example, for a skeleton Γ of Xan and a point
x0 ∈ Γ, the subset τ−1Γ (x0) is uniquely path-connected. We therefore can deﬁne for two
points x, y ∈ τ−1Γ (x0) the point wΓ(x, y) := wx0(x, y).
Definition 3.2.4. Let ζ ∈ I(Xan). We deﬁne the corresponding potential kernel
gζ : X
an ×Xan → (−∞,∞] by
gζ(x, y) :=

∞ if (x, y) ∈ Diag(X(K)),
gζ(τΓ(x), τΓ(y))Γ if τΓ(x) 6= τΓ(y),
gζ(τΓ(y), τΓ(x))Γ + ρ((wΓ(x, y), τΓ(y)) else
for a skeleton Γ of Xan containing ζ and the skeletal metric ρ : H(Xan)×H(Xan)→ R≥0.
Proposition 3.2.5. The function gζ is well-deﬁned for every ζ ∈ I(Xan).
Proof. We have to show that gζ is independent of the skeleton Γ. Thus we consider
(x, y) /∈ Diag(X(K)). Let Γ1 and Γ2 be two skeleta containing ζ, and we may assume
that Γ1 ⊂ Γ2. Since Γ1 is already a skeleton of Xan, Γ2 arises by just adding additional
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edges and vertices to Γ1 without getting new loops or cycles. Working inductively, we
may assume that Γ2 equals to the graph Γ1 and one new edge e attached to a vertex z
in Γ1.
Note that for every w ∈ Γ1, due to uniqueness of the potential kernel and because
its Laplacian is supported on {ζ, w}, we have
gζ(·, w)Γ1 ≡ gζ(·, w)Γ2 on Γ1, and gζ(·, w)Γ2 ≡ gζ(z, w)Γ2 on e.(3.2.1)
Hence gζ(v, w)Γ1 = gζ(v, w)Γ2 for every pair (v, w) ∈ Γ1 × Γ1.
First, we consider (x, y) with τΓ1(x) 6= τΓ1(y). Then automatically τΓ2(x) 6= τΓ2(y)
and τΓ1(x) = τΓ2(x) or τΓ1(y) = τΓ2(y). Without loss of generality τΓ1(y) = τΓ2(y). As
argued in (3.2.1) and using symmetry, we get
gζ(τΓ1(x), τΓ1(y))Γ1 = gζ(τΓ1(x), τΓ1(y))Γ2
= gζ(τΓ2(x), τΓ1(y))Γ2
= gζ(τΓ2(x), τΓ2(y))Γ2 .
Note for the second equation that either τΓ1(x) = τΓ2(x) or τΓ1(x) = z and τΓ2(x) ∈ e.
Now consider the case τΓ1(x) = τΓ1(y), and we set w := wΓ1(x, y) (cf. Remark 3.2.3).
Then (3.2.1) implies
gζ(τΓ1(x), τΓ1(y))Γ1 = gζ(τΓ1(x), τΓ1(y))Γ2 = gζ(τΓ2(x), τΓ1(y))Γ2 .(3.2.2)
Note again that that either τΓ1(x) = τΓ2(x) or τΓ1(x) = z and τΓ2(x) ∈ e. In the case
τΓ2(x) = τΓ2(y) = τΓ1(y) = τΓ1(x), then the line above implies the claim.
If τΓ2(x) = τΓ2(y) 6= τΓ1(y) = τΓ1(x), then τΓ1(y) = τΓ1(x) = z and we have
ρ(w, τΓ1(x)) = ρ(w, τΓ2(x)) + ρ(τΓ2(x), τΓ1(x)).
Identity (3.2.2) implies
gζ(τΓ1(x), τΓ1(x))Γ1 = gζ(τΓ2(x), τΓ1(x))Γ2
= gζ(τΓ1(x), τΓ2(x))Γ2
= gζ(τΓ2(x), τΓ2(x))Γ2 − ρ(τΓ1(x), τΓ2(x)),
where we use for the last equation that gζ(·, τΓ2(x))Γ2 restricted to the path [z, τΓ2(x)]
is aﬃne with slope 1. Adding these two equations up, we get
gζ(τΓ1(x), τΓ1(x))Γ1 + ρ(w, τΓ1(x)) = gζ(τΓ2(x), τΓ2(x))Γ2 + ρ(w, τΓ2(x))
as we desired.
If τΓ2(x) 6= τΓ2(y), then z = τΓ1(x) = τΓ1(y) and w = τΓ2(x) or w = τΓ2(y). Without
loss of generality, w = τΓ2(y). The potential kernel gζ(·, τΓ2(x))Γ2 restricted to the path
[z, τΓ2(x)] (which contains w = τΓ2(y)) is aﬃne with slope 1. Hence (3.2.2) and symmetry
yield
gζ(τΓ1(x), τΓ1(y))Γ1 = gζ(τΓ1(y), τΓ2(x))Γ2 = gζ(τΓ2(y), τΓ2(x))Γ2 − ρ(τΓ1(y), w).
Consequently, gζ(x, y) is well-deﬁned. 
Proposition 3.2.6. If X = P1, the function gζ coincides with the potential kernel
jζ from [BR10, 4.2] for every ζ ∈ I(Xan).
Proof. We compare the deﬁnition of the potential kernel gζ to the characterization
of jζ in [BR10, (4.10)]. For (x, y) /∈ Diag(Xan\I(Xan)) we can ﬁnd a skeleton Γ that
contains ζ and wΓ(x, y) ∈ Γ. Note that Xan = P1,an is uniquely path-connected and Γ
is a ﬁnite subgraph in the sense of [BR10]. Thus the assertion follows directly outside
of Diag(Xan\I(Xan)).
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So it remains to consider points of the form (x, x), where x is a point of type I or
IV. If x is of type I, then gζ(x, x) = ∞ = jζ(x, x) and there is nothing to show. Thus
let x be of type IV. Let Γ be a skeleton containing ζ. Then Γ is a tree, and adding the
path [x, τΓ(x)] to Γ yields to a ﬁnite subgraph Σ in the sense of [BR10] and Σ has the
structure of a metric graph. Thus we can consider its potential kernel gζ(·, ·)Σ on Σ×Σ.
In the case X = P1, one has
jξ(y, z) = gξ(y, z)Γ′ = ρ(ξ, wζ(y, z))
for every ﬁnite subgraph Γ′ of P1,an and y, z, ξ ∈ Γ′ (cf. [BR10, 4.2]). Hence
jζ(x, x) = ρ(ζ, x) = ρ(ζ, τΓ(x)) + ρ(τΓ(x), x)
= gζ(τΓ(x), τΓ(x))Γ + ρ(τΓ(x), x)
= gζ(x, x).
Thus gζ and jζ coincide. 
Lemma 3.2.7. Fix ζ ∈ I(Xan). As a function of two variables gζ(x, y) satisﬁes the
following properties:
i) It is non-negative and gζ(ζ, y) = 0.
ii) gζ(x, y) = gζ(y, x).
iii) For every ζ ′ ∈ I(Xan), we have
gζ(x, y) = gζ′(x, y)− gζ′(x, ζ)− gζ′(y, ζ) + gζ′(ζ, ζ).(3.2.3)
iv) It is ﬁnitely valued and continuous oﬀ the diagonal and it is lsc on Xan ×Xan
(where we understand Xan×Xan set theoretically and endowed with the product
topology).
Proof. All properties follow by construction and the properties of the potential
kernel on a metric graph from Lemma 3.2.2. Note for the third assertion that we choose
a skeleton such that ζ, ζ ′ ∈ Γ.
We explain iv) a little bit more in detail. By the deﬁnition of the potential kernel
gζ(x, y), it is ﬁnite oﬀ the diagonal. To show continuity oﬀ the diagonal, we consider
(x0, y0) ∈ Xan × Xan with x0 6= y0. We choose a skeleton Γ such that ζ is contained
in it and x0, y0 are retracted to diﬀerent points in Γ. Then (x0, y0) has a basis of open
neighborhoods that are of the form Vx0 ×Vy0 for disjoint simple open neighborhoods Vx0
of x0 and Vy0 of y0, i.e. points in Vx0 cannot be retracted to the same point as points in
Vy0 . Hence gζ(x, y) = gζ(τΓ(x), τΓ(y))Γ on Vx0 × Vy0 . Continuity of the retraction map
and the potential kernel on a metric graph imply continuity of gζ(x, y) oﬀ the diagonal.
Next, we show that gζ is lsc on the diagonal. Consider a point (x0, x0) in the diagonal
and let Γ be any skeleton that contains ζ. If x0 ∈ Xan(K), we have gζ(x0, x0) = ∞.
Hence we have to show that gζ(x, y) tends to∞ as (x, y) tends to (x0, x0). Since x0 is of
type I, we can ﬁnd an open neighborhood Vx0 of x0 contained in the connected component
of Xan\Γ that contains x0. On the open neighborhood V := Vx0 × Vx0 of (x0, x0), the
function gζ(x, y) is either equal to∞ or to gζ(τΓ(x0), τΓ(x0))Γ+ρ(τΓ(x0), wΓ(x, y)). Since
the latter also tends to ∞ as (x, y) tends to (x0, x0), the function gζ is lsc in (x0, x0).
If x0 is of type IV, then gζ(x0, x0) = gζ(τΓ(x0), τΓ(x0))Γ +ρ(x0, τΓ(x0)). We can ﬁnd
Vx0 as above, and we either have gζ(x, y) =∞ > gζ(x0, x0) or
gζ(x0, x0)− gζ(x, y) = ρ(x0, τΓ(x0))− ρ(wΓ(x, y), τΓ(x0))
on Vx0 × Vx0 . It is easy to see that we can ﬁnd for every ε > 0 an open neighborhood
such that the right hand side is smaller or equal than ε. Thus gζ is lsc in (x0, x0).
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Now we consider x0 ∈ I(Xan) and we may assume that x0 ∈ Γ. Hence we have
gζ(x0, x0) = gζ(x0, x0)Γ. Since the potential kernel gζ(·, ·)Γ is continuous on Γ×Γ, there
is for every ε > 0 an open neighborhood Ω = Ω1 × Ω2 of (x0, x0) in Γ × Γ such that
gζ(z1, z2)Γ ≥ gζ(x0, x0)Γ − ε for every (z1, z2) ∈ Ω. The skeletal metric is non-negative,
so
gζ(x, y) ≥ gζ(τΓ(x), τΓ(y))Γ ≥ gζ(x0, x0)Γ − ε
for every (x, y) ∈ τ−1Γ (Ω1) × τ−1Γ (Ω2), which is an open neighborhood of (x0, x0) in
Xan ×Xan. Hence gζ is lsc on the diagonal, and so on Xan ×Xan. 
Proposition 3.2.8. For ﬁxed points ζ ∈ I(Xan) and y ∈ Xan, we consider the
function Gζ,y := gζ(·, y) : Xan → (−∞,∞]. Then Gζ,y deﬁnes a current in D0(Xan)
with
ddcGζ,y = δζ − δy.
Moreover, the following hold:
i) If y is of type II or III, then Gζ,y ∈ A0(Xan) and coincides with gy,ζ from
Proposition 3.1.20.
ii) If y is of type IV, the function Gζ,y is ﬁnitely valued and continuous on X
an.
iii) If y is of type I, then Gζ,y is ﬁnitely valued on X
an\{y} and continuous on Xan
when we endow (−∞,∞] with the topology of a half-open interval.
Hence Gζ,y is subharmonic on X
an\{y} for every ﬁxed y ∈ Xan.
Proof. First, note that by construction Gζ,y(x) =∞ if and only if x = y ∈ X(K).
Thus the restriction of Gζ,y to I(X
an) is always ﬁnite, and so Gζ,y deﬁnes a current in
D0(Xan). Here, one should have in mind that the topological vector space D0(Xan) is
isomorphic to the vector space Hom(I(Xan),R) endowed with the pointwise convergence
(see Proposition 3.1.27). We always use this identiﬁcation.
Let Γ always be a skeleton that contains ζ. To calculate the Laplacian, we ﬁrst
consider a point y ∈ I(Xan). We may extend Γ such that y ∈ Γ. ThenGζ,y = gζ(·, y)Γ◦τΓ
on Xan since
ρ(wΓ(x, y), y) = ρ(τΓ(x), τΓ(y)) = 0
if τΓ(x) = τΓ(y) = y. Since the potential kernel gζ(·, y)Γ is the unique piecewise aﬃne
function on the metric graph Γ such that ddcgζ(·, y)Γ = δζ − δy and gζ(ζ, y)Γ = 0, we
have Gζ,y = gζ(·, y) ∈ A0(Xan) and ddcGζ,y = δζ − δy on Xan by the construction of
the Laplacian. In particular, the function Gζ,y is continuous on X
an. Uniqueness in
Proposition 3.1.20 implies that Gζ,y coincides with gy,ζ .
Now consider an arbitrary y ∈ Xan\I(Xan) and let (yn)n∈N be a sequence of points
yn ∈ I(Xan) converging to y. Then gζ(·, yn) converges to gζ(·, y) in the topological
vector space Hom(I(Xan),R) ' D0(Xan), i.e. for every ﬁxed point x ∈ I(Xan) we have
gζ(x, yn) = gζ(yn, x) converges to gζ(x, y) = gζ(y, x) for n → ∞ since gζ(·, x) is lisse,
and so continuous. The diﬀerential operator ddc : D0(Xan)→ D1(Xan) is continuous by
[Thu05, Proposition 3.3.4], and hence ddcgζ(·, y) = δζ − δy.
If y is a point of type I or IV, the connected component U of Xan\Γ containing y is
an open ball. For a type IV point y, we have
Gζ,y(x) = gζ(τΓ(y), τΓ(y))Γ + ρ(wΓ(x, y), τΓ(x))
= gζ(τΓ(y), τΓ(y))Γ + ρ(wτΓ(y)(x, y), τΓ(x))
for every x ∈ U . Note that τΓ(x) = τΓ(y) and ζ ∈ Γ. If y is of type I, we have this
identity on U\{y}. Since the path distance metric ρ is continuous on U , it follows that
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Gζ,y is continuous on U in both cases with limx→y Gζ,y(x) = Gζ,y(y) = ∞ if y is of
type I.
In particular, Gζ,y is upper semi-continuous on X
an\{y} with ddcGζ,y = δζ − δy for
every ﬁxed y ∈ Xan. Hence Gζ,y is subharmonic on Xan\{y} by Proposition 3.1.30. 
To introduce a capacity theory and deﬁne potential functions on Xan in the following
subsections, we deﬁne a potential kernel gζ(x, y) for every point ζ ∈ Xan (cf. [BR10,
4.4]). In [BR10], this is done with the help of the Gauss point. In our case, we have
to ﬁx a base point for the deﬁnition.
Definition 3.2.9. Fix ζ0 ∈ I(Xan). We deﬁne gζ0 : Xan ×Xan ×Xan → [−∞,∞]
as gζ0(ζ, x, y) =∞ if x = y = ζ ∈ X(K) and else as
gζ0(ζ, x, y) := gζ0(x, y)− gζ0(x, ζ)− gζ0(y, ζ).
Corollary 3.2.10. For ﬁxed points ζ0 ∈ I(Xan) and ζ, y ∈ Xan, the potential kernel
gζ0(ζ, ·, y) deﬁnes a current in D0(Xan) with
ddcgζ0(ζ, ·, y) = δζ − δy,
and it extends gζ(x, y) in the following way
gζ(ζ, x, y) = gζ(x, y)
if ζ ∈ I(Xan).
Proof. Since all terms of gζ0(ζ, ·, y) are currents, it is a current itself. Proposi-
tion 3.2.8 implies
ddcgζ0(ζ, ·, y) = ddcgζ0(·, y)− ddcgζ0(·, ζ)− ddcgζ0(y, ζ)
= δζ0 − δy − δζ0 + δζ + 0
= δζ − δy.
Moreover, if ζ ∈ I(Xan), then
gζ(ζ, x, y) = gζ(x, y)− gζ(x, ζ)− gζ(y, ζ) = gζ(x, y)
for every x ∈ Xan since gζ(x, ζ) = gζ(y, ζ) = 0 by Lemma 3.2.7. 
3.2.2. Capacity theory. The main goal of Section 3.2 is to prove an analogue
of the Energy Minimization Principle. On this way, we need to prove some partial
results as for example Frostman's theorem. One of the tools of showing a Frostman's
theorem is capacity. There is already a notion of relative capacity (relative to some
special surrounding subset) by Thuillier for analytic curves in [Thu05, 3.6.1]. Since
we need something more general (relative to an arbitrary point outside the given set),
we introduce capacity analogously as in [BR10, 6.1], show all needed properties and
compare our notion with Thuillier's (see Proposition 3.2.19).
Definition 3.2.11. Let ζ0 ∈ I(Xan) be a ﬁxed base point. Then for a point ζ ∈ Xan
and for a probability measure ν on Xan with supp(ν) ⊂ Xan\{ζ}, we deﬁne the energy
integral as
Iζ0,ζ(ν) :=
∫ ∫
gζ0(ζ, x, y) dν(x)dν(y).
Recall from Deﬁnition that 3.2.9 the extended potential kernel gζ0(ζ, ·, ·), which is lower
semi-continuous on Xan\{ζ} ×Xan\{ζ} by Lemma 3.2.7 and Proposition 3.2.8. Hence
the Lebesgue integral with respect to ν is well-deﬁned.
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With the help of the energy integral, we can introduce the capacity of a proper E of
Xan with respect to ζ ∈ Xan\E as
γζ0,ζ(E) := e
− infν Iζ0,ζ(ν)
where ν varies over all probability measures supported on E. We say that E has positive
capacity if there is a ζ0 ∈ I(Xan) and a point ζ ∈ Xan\E such that γζ0,ζ(E) > 0, i.e. there
exists a probability measure ν supported on E with Iζ0,ζ(ν) < ∞. Otherwise, we say
that E has capacity zero.
Remark 3.2.12. It follows from the deﬁnition of the capacity of E with respect to
ζ ∈ Xan\E that
γζ0,ζ(E) = sup
E′⊂E, E′ compact
γζ0,ζ(E
′).
Lemma 3.2.13. Having positive capacity is independent of the choice of the chosen
base point ζ0.
Proof. Consider ζ0, ζ
′
0 ∈ I(Xan), a proper subset E of Xan, a point ζ ∈ Xan\E and
a probability measure ν supported on E. We show that Iζ0,ζ(ν) is ﬁnite if and only if
Iζ′0,ζ(ν) is ﬁnite. Using Deﬁnition 3.2.9 and Lemma 3.2.7, we obtain for every x, y ∈ E
(note that ζ /∈ E)
gζ0(ζ, x, y) = gζ0(x, y)− gζ0(x, ζ)− gζ0(y, ζ)
= gζ′0(x, y)− gζ′0(x, ζ0)− gζ′0(y, ζ0) + gζ′0(ζ0, ζ0)
− (gζ′0(x, ζ)− gζ′0(x, ζ0)− gζ′0(ζ, ζ0) + gζ′0(ζ0, ζ0))
− (gζ′0(y, ζ)− gζ′0(y, ζ0)− gζ′0(ζ, ζ0) + gζ′0(ζ0, ζ0))
= gζ′0(x, y)− gζ′0(x, ζ)− gζ′0(y, ζ) + 2gζ′0(ζ, ζ0)− gζ′0(ζ0, ζ0)
= gζ′0(ζ, x, y) + 2gζ′0(ζ, ζ0)− gζ′0(ζ0, ζ0),
where the last two terms are ﬁnite for all ζ ∈ Xan\E. Considering the energy integrals,
we get
Iζ0,ζ(ν) =
∫ ∫
gζ0(ζ, x, y) dν(x)dν(y)
=
∫ ∫
gζ′0(ζ, x, y) dν(x)dν(y) + 2gζ′0(ζ, ζ0)− gζ′0(ζ0, ζ0)
= Iζ′0,ζ(ν) + 2gζ′0(ζ, ζ0)− gζ′0(ζ0, ζ0).
Hence they diﬀer by a ﬁnite constant. 
For the rest of the subsection, we therefore just ﬁx a base point ζ0 ∈ I(Xan).
Remark 3.2.14. Let E be a proper subset of Xan and let ν be a probability measure
supported on E. Then for every ζ ∈ Xan\E
Iζ0,ζ(ν) =
∫ ∫
gζ0(ζ, x, y) dν(x)dν(y)
=
∫ ∫
gζ0(x, y) dν(x)dν(y)− 2
∫
gζ0(x, ζ) dν(x),
where the last term of the right hand side is ﬁnite since gζ0(·, ζ) is continuous on the
compact set supp(ν) by Proposition 3.2.8. Thus Iζ0,ζ(ν) is ﬁnite if and only if Iζ0,ξ(ν) is
ﬁnite for every point ξ ∈ Xan\E.
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Lemma 3.2.15. If E is a proper subset of Xan containing a point of H(Xan), then E
has positive capacity.
Proof. Choose a point ζ ∈ Xan\E and assume there is a point z ∈ H(Xan) ∩ E.
Then the Dirac measure ν := δz is a probability measure supported on E and
Iζ0,ζ(ν) =
∫ ∫
gζ0(ζ, x, y) dν(x)dν(y) = gζ0(z, z)− 2gζ0(ζ, z) <∞
due to z ∈ H(Xan). 
Note that Iζ0,ζ0(ν) is also well-deﬁned for a probability measure ν supported on X
an
with ζ0 ∈ supp(ν) as
Iζ0,ζ0(ν) =
∫ ∫
gζ0(ζ0, x, y) dν(x)dν(y) =
∫ ∫
gζ0(x, y) dν(x)dν(y)
by Corollary 3.2.10 and gζ0 is lsc on X
an ×Xan by Lemma 3.2.7.
Lemma 3.2.16. Let ζ be a point in Xan, let E be a subset of Xan\{ζ} that has capacity
zero and let ν be a probability measure on Xan. If
i) supp(ν) ⊂ Xan\{ζ} with Iζ0,ζ(ν) <∞ for some base point ζ0 ∈ I(Xan), or
ii) ζ ∈ I(Xan) with Iζ,ζ(ν) <∞,
then ν(E) = 0.
Proof. The proof is analogous to [BR10, Lemma 6.16]. Note that gζ0(·, ζ) is
continuous on the compact set supp(ν) and gζ0(x, y) as a function of two variables is
lsc on supp(ν) × supp(ν) (Proposition 3.2.8 and Lemma 3.2.7). Hence the extended
potential kernel gζ0(ζ, x, y) = gζ0(x, y) − gζ0(x, ζ) − gζ0(y, ζ) is bounded from below
on supp(ν) × supp(ν) by a constant if i) is satisﬁed. If ζ ∈ I(Xan), then the function
gζ(ζ, x, y) = gζ(x, y) (cf. Corollary 3.2.10) is lsc on X
an ×Xan by Lemma 3.2.7, and so
also bounded from below on supp(ν). In both cases let C be this constant. If ν(E) > 0,
then there is a compact subset e of E such that ν(e) > 0. Consider the probability
measure ω := (1/ν(e)) · ν|e on e. Then
Iζ0,ζ(ω) =
∫ ∫
gζ0(ζ, x, y) dω(x)dω(y)
=
∫ ∫
(gζ0(ζ, x, y)− C) dω(x)dω(y) +
∫ ∫
C dω(x)dω(y)
≤ 1
ν(e)2
·
∫ ∫
(gζ0(ζ, x, y)− C) dν(x)dν(y) + C
=
1
ν(e)2
·
∫ ∫
gζ0(ζ, x, y) dν(x)dν(y)−
1
ν(e)2
·
∫ ∫
C dν(x)dν(y) + C
=
1
ν(e)2
· Iζ0,ζ(ν)−
ν(E)2
ν(e)2
· C + C <∞
contradicting that E has capacity zero. Note that in case ii) we have ζ0 = ζ in the
calculation. 
Corollary 3.2.17. Let ζ be a point in Xan and let En be a countable collection of
Borel sets in Xan\{ζ} such that En has capacity zero for every n ∈ N. Then the set
E :=
⋃
n∈NEn has capacity zero.
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Proof. Assume E has positive capacity, i.e. there is a ζ ∈ Xan\E and a probability
measure ν supported on E such that Iζ0,ζ(ν) < ∞. The set E is measurable since all
En are, and
∑
n∈N ν(En) ≥ ν(E) = 1. Thus there has to be an En such that ν(En) > 0
contradicting Lemma 3.2.16. 
Remark 3.2.18. Thuillier introduced in [Thu05, 3.6.1] relative capacity in an open
subset Ω of Xan with a non-empty boundary ∂Ω ⊂ I(Xan). The capacity of a compact
subset E of Ω is then deﬁned as
C(E,Ω)−1 :=
(
inf
ν
∫
E
∫
E
−gx(y) dν(x)dν(y)
)
∈ [0,∞]
where ν runs over all probability measures supported on E. Here gx : Ω → [−∞, 0) for
x ∈ Ω is the unique subharmonic function on Ω such that
i) ddcgx = δx, and
ii) limy∈Ω, y→ζ gx(y) = 0
for every ζ ∈ ∂Ω (see [Thu05, Lemma 3.4.14]). This notion of relative capacity can be
extended canonically to all subsets of Ω by
C(E,Ω) := sup
E′⊂E compact
C(E′,Ω).
In the next proposition, we compare the relative capacity to our notion of capacity
in a special situation. We use this comparison and Thuillier's theory to prove that every
polar set has capacity zero at the end of this subsection (see Corollary 3.2.21).
Proposition 3.2.19. Let E be subset of Xan such that E ⊂ Ω for an open subset Ω
with ∂Ω = {ζ} ⊂ I(Xan). Then E has positive capacity if and only if C(E,Ω) > 0.
Proof. We may assume E to be compact (cf. Remark 3.2.12). Consider for the
given ζ ∈ I(Xan) and for a point x ∈ Ω the function −Gζ,x = −gζ(·, x) = −gζ(x, ·) from
Proposition 3.2.8. We have seen that −Gζ,x : Xan → [−∞,∞) is continuous on Xan with
−Gζ,x(y) = −∞ if and only if y = x ∈ X(K),
ddc(−Gζ,x) = δx − δζ = δx
on Ω and
lim
y∈Ω, y→ζ
−Gζ,x(y) = −Gζ,x(ζ) = −gζ(x, ζ) = −gζ(ζ, x) = 0.
Thus −Gζ,x is subharmonic on Ω (see Proposition 3.1.30), and it satisﬁes the character-
izing properties of gx on Ω for every x ∈ Ω. Hence the functions gx and −Gζ,x coincide
on Ω. Since having positive capacity is independent of the base point (Lemma 3.2.13),
we can choose ζ. Thus gζ(ζ, x, y) = gζ(x, y) = Gζ,x(y) by Corollary 3.2.10. Plugging in
implies
Iζ,ζ(ν) =
∫ ∫
Gζ,x(y) dν(x)dν(y) =
∫ ∫
−gx(y) dν(x)dν(y)
for every probability measure ν supported on E. Hence E has positive capacity if and
only if C(E,Ω) > 0. 
Definition 3.2.20. Let W be an open subset of Xan and let f : W → [−∞,∞) be
a subharmonic function on W . Then we deﬁne its polar set to be
PW (f) := {x ∈W | f(x) = −∞}.
Baker and Rumely proved in [BR10, Corollary 8.40] that polar sets have capacity
zero. There is also a version for general curves in [Thu05, Théorème 3.6.11], which we
translate into our setting.
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Corollary 3.2.21. Let f : W → [−∞,∞) be a subharmonic function on an open
connected subset W of Xan. Then PW (f) has capacity zero.
Proof. By Remark 3.2.12, it remains to show that every compact subset of PW (f)
has capacity zero, so we consider E ⊂ PW (f) compact. [Thu05, Proposition 3.4.10] tells
us that PW (f), and so E consists only of points of type I. Thus every point x in E has an
open ball Bx as a neighborhood in W (cf. Theorem 2.3.27), and so ﬁnitely many of these
open balls Bx1 , . . . , Bxm cover E. We show that each set E ∩Bxi has capacity zero and
use Corollary 3.2.17. As f is subharmonic on W , the function f is also subharmonic on
every Bxi . Our function f is usc, and so each E ∩Bxi =
⋂
n∈N (f |Bxi )
−1([−∞,−n)) is a
Borel set. Then [Thu05, Théorème 3.6.9 & 3.6.11] implies C(E∩Bxi , Bxi) = 0 for every
i = 1, . . . , n (note that Bxi has only one boundary point and this point is of type II).
Using Proposition 3.2.19, the set E ∩Bxi has capacity zero for every i = 1, . . . ,m. Due
to E =
⋃
i=1,...,m(E ∩Bxi), Corollary 3.2.17 imply that E itself has capacity zero. 
3.2.3. The potential function. With the help of the potential kernel from Sub-
section 3.2.1, one can introduce potential functions on Xan attached to a ﬁnite signed
Borel measure. Baker and Rumely deﬁned these functions on the Berkovich projective
line P1,an in [BR10, 6.3]. For the generalization to Xan, we have to ﬁx a type II or
III point ζ0 serving as a base point as the Gauss point does for P1,an. We deﬁne poten-
tial functions with respect to this base point and use them to deﬁne ArakelovGreen's
functions in Section 3.2.4. Later in Lemma 3.2.38, we see that the deﬁnition of the
ArakelovGreen's functions is independent of this choice.
Definition 3.2.22. Let ζ0 be a chosen base point in I(X
an) and let ν be any ﬁnite
signed Borel measure on Xan. For every ζ ∈ I(Xan) or ζ /∈ supp(ν), we deﬁne the
corresponding potential function as
uζ0,ν(x, ζ) :=
∫
Xan
gζ0(ζ, x, y) dν(y)
for every x ∈ Xan. Here gζ0(ζ, x, y) is the potential kernel deﬁned in Deﬁnition 3.2.9.
Lemma 3.2.23. Let ζ0 be a chosen base point in I(X
an) and let ν be any ﬁnite signed
Borel measure on Xan. For every ζ ∈ I(Xan) or ζ /∈ supp(ν), the function uζ0,ν(·, ζ) is
well-deﬁned on Xan with values in R ∪ {±∞} and we can write
uζ0,ν(·, ζ) =
∫
gζ0(·, y) dν(y)− ν(Xan)gζ0(·, ζ) + Cζ0,ζ(3.2.4)
on Xan for a ﬁnite constant Cζ0,ζ .
Proof. By the deﬁnition of the potential kernel gζ0(ζ, x, y), we get for every x ∈ Xan
uζ0,ν(x, ζ) =
∫
gζ0(x, y) dν(y)−
∫
gζ0(x, ζ) dν(y)−
∫
gζ0(y, ζ) dν(y)
=
∫
gζ0(x, y) dν(y)− ν(Xan)gζ0(x, ζ)−
∫
gζ0(y, ζ) dν(y).
Since gζ0(·, ζ) is continuous on the compact subset supp(ν) if ζ ∈ I(Xan) or ζ /∈ supp(ν)
(cf. Proposition 3.2.8), the last term is always a ﬁnite constant, and so we get the
description in (3.2.4) with Cζ0,ζ := −
∫
gζ0(y, ζ) dν(y).
To prove that uζ0,ν(·, ζ) is well-deﬁned, we have to show that ∞−∞ or −∞ +∞
cannot occur.
If ζ ∈ I(Xan), then gζ0(x, ζ) is ﬁnite for every x ∈ Xan, and so uζ0,ν(·, ζ) is well-
deﬁned.
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Next, we consider ζ /∈ supp(ν). For every x 6= ζ, we know that gζ0(x, ζ) is ﬁnite as
well, and so ∞ −∞ or −∞ +∞ cannot occur. It remains to show that the function
is well-deﬁned in x = ζ /∈ supp(ν). Since gζ0(x, ·) is continuous on the compact subset
supp(ν) as x /∈ supp(ν), the ﬁrst term ∫ gζ0(x, y) dν(y) is ﬁnite, and so uζ0,ν(x, ζ) is
well-deﬁned in x = ζ. 
Remark 3.2.24. For another chosen base point ζ ′0 ∈ I(Xan), we have
gζ0(ζ, x, y) = gζ′0(ζ, x, y) + 2gζ′0(ζ, ζ0)− gζ′0(ζ0, ζ0)
for all ζ, x, y ∈ Xan by Lemma 3.2.7 (as in the proof of Lemma 3.2.13). For every
ζ ∈ I(Xan) or ζ /∈ supp(ν) and x ∈ Xan, we get
uζ0,ν(x, ζ) =
∫ (
gζ′0(ζ, x, y) + 2gζ′0(ζ, ζ0)− gζ′0(ζ0, ζ0)
)
dν(y)
=
∫
gζ′0(ζ, x, y) dν(y) + 2ν(X
an)gζ′0(ζ, ζ0)− ν(Xan)gζ′0(ζ0, ζ0)
= uζ′0,ν(x, ζ) + 2ν(X
an)gζ′0(ζ, ζ0)− ν(Xan)gζ′0(ζ0, ζ0)
i.e. the corresponding potential function diﬀer by a constant depending on ζ ′0, ζ0 and ζ.
Lemma 3.2.25. Let ζ0 be a chosen base point in I(X
an) and let ν be any ﬁnite signed
Borel measure on Xan. For every skeleton Γ of Xan or every path Γ = [z, ω] ⊂ H(Xan),
and for every ζ ∈ I(Xan) or ζ /∈ supp(ν), the restriction of uζ0,ν(·, ζ) to Γ is ﬁnite and
continuous.
Proof. First, we consider a skeleton Γ of Xan. We may assume ζ0 ∈ Γ by Re-
mark 3.2.24. Note that the potential kernel satisﬁes by construction a retraction formula
as in [BR10, Proposition 4.5], i.e.
gζ0(x, y) = gζ0(x, τΓ(y))Γ = gζ0(x, τΓ(y))(3.2.5)
for every x ∈ Γ and y ∈ Xan. Furthermore, recall the description of uζ0,ν(·, ζ) in (3.2.4).
Then for every x ∈ Γ
uζ0,ν(x, ζ) =
∫
Xan
gζ0(x, y) dν(y)− ν(Xan)gζ0(x, ζ) + Cζ0,ζ
=
∫
Xan
gζ0(x, τΓ(y))Γ dν(y)− ν(Xan)gζ0(x, τΓ(ζ))Γ + Cζ0,ζ
=
∫
Γ
gζ0(x, t)Γ d((τΓ)∗ν)(t)− ν(Xan)gζ0(x, τΓ(ζ))Γ + Cζ0,ζ .
The ﬁrst term is ﬁnite and continuous by Lemma 3.2.2 and the second one is as well by
Lemma 3.2.8. Hence uζ0,ν(·, ζ) is ﬁnite and continuous on Γ.
In the following, we consider a path Σ := [z, ω]. Recall that H(Xan) is the set of
points of type II, III and IV, and every point of type IV has only one tangent direction
in Xan [BPR13, Lemma 5.12]. We already know that uζ0,ν(·, ζ) restricted to every
skeleton is ﬁnite and continuous. Moreover, every path [z, ω] for z, ω ∈ I(Xan) lies in
some skeleton. Thus it remains to consider paths of the form [z, τΓ(z)] for a type IV
point z and an arbitrary large skeleton Γ of Xan. From now on let Σ be the considered
path [z, ω] with ω := τΓ(z).
Let ζ0 be some base point in I(X
an) ∩ Γ, which we may choose that way by Re-
mark 3.2.24. Again, we consider each term of
uζ0,ν(x, ζ) =
∫
Xan
gζ0(x, y) dν(y)− ν(Xan)gζ0(x, ζ) + Cζ0,ζ
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for x ∈ Σ separately. The second term is ﬁnite and continuous in x by Proposition 3.2.8
(note that Σ ∩X(K) = ∅).
It remains to consider the ﬁrst term. Let V be the connected component of Xan\Γ
containing z, which is an open ball with unique boundary point ω = τΓ(z). We can
consider the canonical retraction map τΣ : V → [z, ω], where a point x ∈ V is retracted
to wΓ(x, z) (cf. Remark 3.2.3). Note that for x ∈ Σ, we have
gζ0(x, y) =
{
gζ0(ω, τΓ(y))Γ if y /∈ V,
gζ0(ω, τΓ(y))Γ + ρ(wΓ(x, y), ω) if y ∈ V = τ−1Σ ([z, ω)).
Hence for x ∈ Σ the following is true∫
Xan
gζ0(x, y) dν(y) =
∫
Xan
gζ0(ω, τΓ(y))Γ dν(y) +
∫
τ−1Σ ((ω,z])
ρ(wΓ(x, y), ω) dν(y)
=
∫
Xan
gζ0(ω, τΓ(y))Γ dν(y) +
∫
τ−1Σ ((ω,z])
ρ(wΓ(x, τΣ(y)), ω) dν(y)
=
∫
Xan
gζ0(ω, τΓ(y))Γ dν(y) +
∫
Σ
ρ(wΓ(x, t), ω) d((τΣ)∗ν)(t)
=
∫
Xan
gζ0(ω, τΓ(y))Γ dν(y) +
∫
Σ
gω(x, t)Σ d((τΣ)∗ν)(t).
Note that our path Σ = [z, ω] ⊂ H(Xan) is a metric graph, and so we can consider
the potential kernel gω(x, t)Σ on Σ from Deﬁnition 3.2.1. For the last identity we
used ρ(wΓ(x, t), ω) = ρ(wω(x, t), ω) = gω(x, t)Σ, which follows by Proposition 3.2.6 and
[BR10, 4.2 p. 77]. Then Lemma 3.2.2 tells us again that the second term is ﬁnite and
continuous. As gζ0(ω, τΓ(·))Γ = gζ0(ω, ·) (see (3.2.5)) is ﬁnitely valued and continuous
on the compact set supp(ν) by Proposition 3.2.8, the ﬁrst one is a ﬁnite constant, and
hence the claim follows. 
Proposition 3.2.26. Let ζ0 be a chosen base point in I(X
an) and let ν be a positive
Radon measure on Xan. Then for every ζ ∈ I(Xan) or ζ /∈ supp(ν) the following are
true:
i) If ζ /∈ X(K), then uζ0,ν(·, ζ) is ﬁnitely valued and continuous on Xan\ supp(ν)
and it is lsc on Xan.
ii) If ζ ∈ X(K), then uζ0,ν(·, ζ) is continuous on Xan\(supp(ν) ∪ {ζ}) with
uζ0,ν(x, ζ) =∞ if and only if x = ζ, and it is lsc on Xan\{ζ}.
iii) For each z ∈ Xan and each path [z, ω], we have
lim inf
t→z uζ0,ν(t, ζ) = lim inft→z,
t∈I(Xan)
uζ0,ν(t, ζ) = limt→z,
t∈[ω,z)
uζ0,ν(t, ζ) = uζ0,ν(z, ζ).(3.2.6)
Note that every probability measure on Xan is a positive Radon measure by Proposi-
tion 2.1.5.
Proof. Recall from (3.2.4) that we can write
uζ0,ν(·, ζ) =
∫
gζ0(·, y) dν(y)− ν(Xan)gζ0(·, ζ) + Cζ0,ζ .
Since gζ0(·, ζ) is ﬁnitely valued and continuous on Xan if ζ /∈ X(K) and gζ0(·, ζ) is ﬁnitely
valued and continuous on Xan\{ζ} if ζ ∈ X(K) by Proposition 3.2.8, it remains to show
the assertions i) and ii) for the function f(x) :=
∫
gζ0(x, y) dν(y) on X
an. As gζ0 is
ﬁnitely valued and continuous oﬀ the diagonal by Lemma 3.2.7 and supp(ν) is a compact
subset, it follows that f is ﬁnitely valued and continuous on Xan\ supp(ν). For the lower
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semi-continuity of f we use techniques from the proof of [BR10, Proposition 6.12]. By
Lemma 3.2.7, gζ0 is lower semi-continuous on the compact space X
an ×Xan, and so it
is bounded from below by a constant M . Using [BR10, Proposition A.3], we get the
identity
f(x) = sup
{∫
Xan
g(x, y) dν(y) | g ∈ C0(Xan ×Xan), M ≤ g ≤ gζ0
}
on Xan. Due to the compactness of Xan, the integral function x 7→ ∫Xan g(x, y) dν(y)
is continuous on Xan for every g ∈ C0(Xan ×Xan). Then [BR10, Lemma A.2] tells us
that f has to be lower semi-continuous on Xan.
Thus it remains to prove identity (3.2.6). First, we show the last equation
lim
t→z,t∈[ω,z)
uζ0,ν(t, ζ) = uζ0,ν(z, ζ).
If z /∈ X(K), then by shrinking our path we may assume [z, ω] ⊂ H(Xan), and so the
restriction of uζ0,ν(·, ζ) to [z, ω] is continuous by Lemma 3.2.25 and the equation is true.
If z ∈ X(K), we may assume that [z, ω] lies in a connected component of Xan\Γ for a
skeleton Γ of Xan with ζ0 ∈ Γ. Then τΓ(t) = τΓ(z) for every t ∈ (z, ω], and so for every
y ∈ Xan and t ∈ (z, ω]
gζ0(t, y) =
{
gζ0(τΓ(z), τΓ(y))Γ if τΓ(z) 6= τΓ(y),
gζ0(τΓ(z), τΓ(y))Γ + ρ(wΓ(t, y), τΓ(z)) if τΓ(z) = τΓ(y).
Since ρ(wΓ(t, y), τΓ(z)) increases monotonically as t tends to z along (z, ω] for every y ∈
Xan, the Monotone Convergence Theorem implies as in the proof of [BR10, Proposition
6.12] that the integral function
∫
gζ0(t, y) dν(y) converges to
∫
gζ0(z, y) dν(y) as t tends
to z along (z, ω]. Furthermore, gζ0(t, ζ) converges to gζ0(z, ζ) as t tends to z along (z, ω]
by Proposition 3.2.8. At most one of the terms
∫
gζ0(z, y) dν(y) and gζ0(z, ζ) is inﬁnite
(due to ζ ∈ I(Xan) or ζ /∈ supp(ν)), so the description stated at the beginning of the
proof (or see (3.2.4)) implies
lim
t→z,t∈[ω,z)
uζ0,ν(t, ζ) = uζ0,ν(z, ζ).
Now, we deduce the rest of (3.2.6) from that. When ζ = z ∈ X(K), we have
lim inf
t→z uζ0,ν(t, ζ) ≤ lim inft→z,
t∈I(Xan)
uζ0,ν(t, ζ) ≤ limt→z,
t∈[ω,z)
uζ0,ν(t, ζ) = uζ0,ν(z, ζ) = −∞,
and so clearly (3.2.6) is true. When ζ /∈ X(K) or ζ 6= z, then uζ0,ν(·, ζ) is lsc at z by i)
and ii), and so we get
uζ0,ν(z, ζ) ≤ lim inft→z uζ0,ν(t, ζ) ≤ lim inft→z,
t∈I(Xan)
uζ0,ν(t, ζ) ≤ limt→z,
t∈[ω,z)
uζ0,ν(t, ζ) = uζ0,ν(z, ζ).
Hence we also have equality. 
Proposition 3.2.27. Let ζ0 be a chosen base point in I(X
an) and let ν be any ﬁnite
signed Borel measure on Xan. Then for every ζ ∈ I(Xan) or ζ /∈ supp(ν), the potential
function uζ0,ν(·, ζ) deﬁnes a current in D0(Xan) with
ddcuζ0,ν(·, ζ) = ν(Xan)δζ − ν.
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Proof. A function on Xan deﬁnes a current in D0(Xan) if and only if its restriction
to I(Xan) is ﬁnite (cf. Proposition 3.1.27). Recall from (3.2.4) that for every x ∈ Xan
uζ0,ν(·, ζ) =
∫
gζ0(·, y) dν(y)− ν(Xan)gζ0(·, ζ) + Cζ0,ζ .
If we ﬁx x ∈ I(Xan), the function gζ0(x, ·) = gζ0(·, x) (symmetry follows by Lemma 3.2.7)
is a ﬁnitely valued continuous function on Xan by Proposition 3.2.8 i). Hence all terms
deﬁne currents in D0(Xan), and so does uζ0,ν(·, ζ). For the ﬁrst term we also use that
supp(ν) is compact. Furthermore, we know by Proposition 3.2.8 that for any ﬁxed y we
have ddcgζ0(·, y) = δζ0 − δy. Due to the calculation
〈ddc
(∫
gζ0(·, y) dν(y)
)
, ϕ〉 =
∫
〈ddcgζ0(·, y), ϕ〉 dν(y)
=
∫ (∫
ϕ d(δζ0 − δy)(x)
)
dν(y)
=
∫
ϕ d(ν(Xan)δζ0 − ν)(y)
for every ϕ ∈ A0c(Xan), we obtain
ddc
(∫
gζ0(·, y) dν(y)
)
= ν(Xan)δζ0 − ν.
Hence
ddcuζ0,ν(·, ζ) = ν(Xan)δζ0 − ν − ν(Xan)(δζ0 − δζ) = ν(Xan)δζ − ν.

In potential theory there are some important statements involving potential functions
as for instance the Riesz Decomposition Theorem, which was shown by Baker and Rumely
for X = P1 in [BR10, Theorem 8.38]. Using the results from above and some statements
from [Thu05], we can generalize the Riesz Decomposition Theorem (see Theorem 3.2.29)
to our arbitrary smooth proper curve X, and deduce Corollary 3.2.30 from it as Baker
and Rumely did in [BR10, Proposition 8.42].
Remark 3.2.28. Having a subharmonic function f : W → [−∞,∞), then ddcf can
be identiﬁed with a positive Radon measure on W by [Thu05, Théorème 3.4.12]. For
every strictly aﬃnoid domain Y in W , the restriction (ddcf)|Y is still a positive Radon
measure by Proposition 2.1.5. We consider in the following uζ0,ν(·, ζ) for ν := (ddcf)|Y ,
for a ﬁxed base point ζ0 ∈ I(Xan) and for ζ ∈ I(Xan) or ζ /∈ supp(ν).
Recall from Deﬁnition 2.3.33 that a strictly simple domain is a strictly aﬃnoid domain
of the form τ−1Γ (Ω) for a skeleton Γ of X
an and a suitable star-shaped open subset Ω of
Γ or Ω = {x0} for a type II point x0 ∈ Γ.
Theorem 3.2.29 (Riesz Decomposition Theorem). Let ζ0 be a chosen base point in
I(Xan), let W be an open subset of Xan, and let f be a subharmonic function on W . Let
Y be a strictly simple domain in W and ﬁx ζ ∈ Xan\Y . Then for ν := (ddcf)|Y there is
a continuous function h on Y that is harmonic on V := Y ◦ and
f = h− uζ0,ν(·, ζ)
on Y .
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Proof. Recall from Remark 2.3.5 that ∂Y is a ﬁnite set of points of type II. The
subharmonic function f can therefore only attain ﬁnite values on ∂Y by Corollary 3.1.12.
By Proposition 3.2.27 and Proposition 3.1.27, the potential function uζ0,ν(·, ζ) is also
ﬁnitely valued on ∂Y . Thus there exists a continuous function h : Y → R that is harmonic
on V and coincides with f + uζ0,ν(·, ζ) on ∂Y by [Thu05, Corollaire 3.1.21]. Let Γ be a
skeleton of Xan such that the strictly simple domain Y is given by τ−1Γ (Ω) for a suitable
star-shaped open subset Ω of Γ or Ω = {x0} for some type II point x0 ∈ Γ. Then
h = Φ◦τΓ on Y for a piecewise aﬃne function Φ on Ω. We choose an open neighborhood
Ω′ of Ω in Γ such that Ω′ is still simply-connected (Ω is required to be simply-connected
by Deﬁnition 2.3.33). Then we can extend Φ to Ω′ by constant values, and the extension
h = Φ ◦ τΓ deﬁnes a lisse function on τ−1Γ (Ω′), which is harmonic on the open subset V .
We may choose Ω′ small enough such that ζ /∈ τ−1Γ (Ω′). Set W ′ := τ−1Γ (Ω′) ∩W , then h
is lisse on W ′, f is subharmonic on W ′ (and so f ∈ D0(W ′) cf. Proposition 3.1.30), and
Y ⊂W ′.
The strategy of proving f = h− uζ0,ν(·, ζ) on Y is to show that g := h− uζ0,ν(·, ζ)
(a) is a current in D0(W ′) with 〈ddcg, ϕ〉 = 〈ddcf, ϕ〉 for every ϕ ∈ A0c(W ′) with
supp(ϕ) ⊂ Y ,
(b) g is subharmonic on V , and
(c) f = g on ∂Y .
Then Corollary 3.1.35 implies the claim. By construction, we know that (c) is satisﬁed.
Hence it remains to show (a) and (b). Proposition 3.2.27 tells us that the potential
function uζ0,ν(·, ζ) deﬁnes a current in D0(W ′) with
ddcuζ0,ν(·, ζ) = ν(Xan)δζ − ν = −ν
on W ′ (note ζ /∈W ′). Hence g deﬁnes a current in D0(W ′) with ddcg = ddch+ν on W ′.
In particular, it deﬁnes a current in D0(V ) with
ddcg = ddch+ ν = ν ≥ 0
on V as h is harmonic on V , and so g is subharmonic on V by Proposition 3.1.30. Thus
(b) is true as well. To verify (a), let ϕ ∈ A0c(W ′) with supp(ϕ) ⊂ Y . Then ϕ ≡ 0 outside
of V = Y ◦, and so
〈ddch, ϕ〉 =
∫
W ′
ϕ ddch =
∫
∂Y
ϕ ddch = 0
as ddch is supported on ∂Y by construction and ϕ ≡ 0 on ∂Y . Consequently,
〈ddcg, ϕ〉 = 〈ddc(−uζ0,ν(·, ζ)), ϕ〉 =
∫
W ′
ϕ dν =
∫
Y
ϕ dν =
∫
W ′
ϕ ddcf = 〈ddcf, ϕ〉
since ϕ ≡ 0 outside of V = Y ◦. This proves (a). Corollary 3.1.35 implies g = f on Y ,
and the assertion follows. 
Corollary 3.2.30. Let ζ0 be a chosen base point in I(X
an), let W be an open
subset of Xan, and let f be a continuous subharmonic function on W . Let Y be a strictly
simple domain inW . Fix ζ ∈ Xan\Y , and set ν := (ddcf)|Y . Then the potential function
uζ0,ν(·, ζ) is continuous on Xan.
Proof. Recall from Deﬁnition 2.3.33 that Y is of the form τ−1Γ (Ω) for a skeleton
Γ of Xan and for a star-shaped open subset Ω of Γ or for Ω = {x0} for a type II point
x0 ∈ Γ. By Corollary 2.3.32, we have ∂Y = ∂Ω, which is a ﬁnite set of type II points.
It is already known that uζ0,ν(·, ζ) is continuous on Xan\Y by Proposition 3.2.26 as
supp(ν) ⊂ Y . By Theorem 3.2.29, there is a continuous function h on Y that is harmonic
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on V = Y ◦ such that uζ0,ν(·, ζ) = h − f on Y . In particular, uζ0,ν(·, ζ) is continuous in
every point of V . Hence it remains to show continuity in ∂Y . We therefore consider a
point y ∈ ∂Y . At ﬁrst, note that the description uζ0,ν(·, ζ) = h − f on Y with f and h
continuous on Y already implies
lim
x→y,x∈V
uζ0,ν(x, ζ) = uζ0,ν(y, ζ).(3.2.7)
Since every boundary point of Y is of type II, there is a simple open neighborhood U of
y in W\{ζ} (cf. Theorem 2.3.27), i.e. U = τ−1Γ′ (Ω′) for a skeleton Γ′ of Xan and an open
subset Ω′ =
⋃
i=1,...,n[y, ai) of Γ
′. We may assume Γ ⊂ Γ′. We have to show that
lim
x→y,x∈U˜
uζ0,ν(x, ζ) = uζ0,ν(y, ζ)
for every connected component U˜ of U\{y}. A connected component of U\{y} is either
an open ball or an open annulus τ−1Γ′ ((y, ai)) for some i = 1, . . . , n.
Recall that we required Y = τ−1Γ (x0) for some type II point x0 ∈ Γ or Y = τ−1Γ (Ω)
for an star-shaped open subset Ω of the skeleton Γ ⊂ Γ′ of Xan. Due to the form of Y ,
either U˜ is
(a) contained in one of the connected components of Y \∂Y that is an open ball, or
(b) an open annulus and has non-empty intersection with Ω, or
(c) an open annulus and is disjoint from Y .
Note that there can be at most one U˜ = τ−1Γ′ ((y, ai)) fulﬁlling the second case as y is x0
in the case of Y = τ−1Γ (x0) or y is an endpoint of Ω otherwise. We may shrink (y, ai),
and so the simple open neighborhood U of y, such that U˜ is contained in V as well. Thus
we have already dealt with (a) and (b) in (3.2.7).
Y
Γ = Γ′
Ω′
a2
y y′


a3
 [ ]
a1
FIGURE 1. An example how the situation could look like if Ω is an open interval (y, y′)
in the skeleton Γ = Γ′.
It remains to show (3.2.7) for (c), i.e. U˜ = τ−1Γ′ ((y, ai)) disjoint from Y . Then our
function uζ0,ν(·, ζ) is continuous on U˜ ⊂ Xan\Y and
(ddcuζ0,ν(·, ζ))|U˜ = (δζ − ν)|U˜ = 0
by Proposition 3.2.27, where supp(ν) ⊂ Y and ζ /∈ U . Consequently, uζ0,ν(·, ζ) is
harmonic on U˜ by Corollary 3.1.31. The Maximum Principle (cf. Proposition 3.1.8)
tells us that uζ0,ν(·, ζ) is constant on every preimage τ−1Γ′ (x) of a point x ∈ (y, ai) as
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every connected component of τ−1Γ′ (x)\{x} is an open ball with unique boundary point
x. Consequently, we have
uζ0,ν(·, ζ) = uζ0,ν(τΓ′(·), ζ)
on U˜ = τ−1Γ′ ((y, ai)). Using that uζ0,ν(·, ζ) is continuous on [y, ai] by Lemma 3.2.25, we
obtain
lim
x→y,x∈U˜
uζ0,ν(x, ζ) = lim
x→y,x∈(y,ai]
uζ0,ν(x, ζ) = uζ0,ν(y, ζ).
Hence lim
x→y,x∈U˜ uζ0,ν(x, ζ) = uζ0,ν(y, ζ) holds for every connected component U˜ of
U\{y}, and so the assertion follows. 
3.2.4. The ArakelovGreen's function. Baker and Rumely developed a theory
of ArakelovGreen's functions on P1,an in [BR10, 8.10]. This class of functions arise
naturally in the study of dynamics and can be seen as a generalization of the potential
kernel from Subsection 3.2.1. ArakelovGreen's functions are characterized by a list of
properties which can be found in Deﬁnition 3.2.31. We generalize Baker and Rumely's
deﬁnition of an ArakelovGreen's function from P1,an to Xan, and show that the charac-
teristic properties are still satisﬁed by using results about potential functions from the
previous Subsection 3.2.3.
Definition 3.2.31. A symmetric function g on Xan×Xan that satisﬁes the following
list of properties for a probability measure µ on Xan is called a normalized Arakelov
Green's function on Xan.
i) (Semicontinuity) The function g is ﬁnite and continuous oﬀ the diagonal and
strongly lower semi-continuous on the diagonal in the sense that
g(x0, x0) = lim inf
(x,y)→(x0,x0),x 6=y
g(x, y).
ii) (Diﬀerential equation) For each ﬁxed y ∈ Xan the function g(·, y) is an element
of D0(Xan) and
ddcg(·, y) = µ− δy.
iii) (Normalization) ∫ ∫
g(x, y) dµ(x)dµ(y) = 0.
The list of properties is an analog of the one in the complex case and can for example
also be found in [BR06, 3.5 (B1)-(B3)].
Remark 3.2.32. As in the complex case, the list of properties in Deﬁnition 3.2.31
for a probability measure µ on Xan determines a normalized ArakelovGreen's function
on Xan uniquely. If g˜ is another symmetric function on Xan×Xan satisfying i)-iii), then
for a ﬁxed y ∈ Xan
g(·, y)− g˜(·, y) = hy
on I(Xan) for a harmonic function hy on X
an by property ii) and [Thu05, Lemme
3.3.12]. This harmonic function hy has to be constant on X
an by the Maximum Principle
(Proposition 3.1.8). Since I(Xan) is dense in Xan, the identity holds on all of Xan by
property i).
Thanks to the symmetry of g and g˜, the constant function hy is independent of y.
The last property iii), implies that this constant has to be zero, i.e. g = g˜ on Xan×Xan.
In the following, we deﬁne functions satisfying these properties using techniques from
[BR10].
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Definition 3.2.33. A probability measure µ on Xan has continuous potentials if
each ζ ∈ I(Xan) deﬁnes a continuous function
Xan → R, x 7→
∫
Xan
gζ(x, y) dµ(y).
These functions are bounded as Xan is compact.
Remark 3.2.34. Let µ be a probability measure on Xan. If there exists a point
ζ0 ∈ I(Xan) such that Xan → R, x 7→
∫
Xan gζ0(x, y) dµ(y) deﬁnes a continuous function,
then µ has continuous potentials:
By Lemma 3.2.7, the following identity holds for every ζ ∈ I(Xan)∫
gζ(·, y) dµ(y) =
∫
(gζ0(·, y)− gζ0(·, ζ)− gζ0(y, ζ) + gζ0(ζ, ζ)) dµ(y)
=
∫
gζ0(·, y) dµ(y)− gζ0(·, ζ)−
∫
gζ0(y, ζ) dµ(y) + gζ0(ζ, ζ).
Since gζ0(·, ζ) is continuous and bounded on Xan by Proposition 3.2.8, the function∫
gζ(·, y) diﬀers from
∫
gζ0(·, y) by a ﬁnitely valued continuous function on Xan.
Example 3.2.35. Let µ be a probability measure supported on a skeleton Γ of Xan
(e.g. µ = δz for some z ∈ I(Xan)), then µ has continuous potentials:
As explained in the last remark, it remains to consider a point ζ ∈ Γ ⊂ I(Xan).
Then gζ(x, y) = gζ(τΓ(x), y)Γ for every x ∈ Xan and y ∈ supp(µ) ⊂ Γ. Since gζ(·, ·)Γ is
continuous and bounded on Γ× Γ by Lemma 3.2.2,
x 7→
∫
Xan
gζ(x, y) dµ(y) =
∫
Γ
gζ(τΓ(x), y)Γ dµ(y)
deﬁnes a ﬁnitely valued continuous function on Xan.
Definition 3.2.36. For every probability measure µ on Xan with continuous po-
tentials and a ﬁxed base point ζ0 ∈ I(Xan), we deﬁne gζ0,µ : Xan × Xan → (−∞,∞]
by
gζ0,µ(x, y) := gζ0(x, y)−
∫
Xan
gζ0(x, ζ) dµ(ζ)−
∫
Xan
gζ0(y, ζ) dµ(ζ) + Cζ0 ,
where Cζ0 is a constant chosen such that∫ ∫
gζ0,µ(x, y) dµ(x)dµ(y) = 0.
Remark 3.2.37. Recall that gζ0(ζ0, x, y) = gζ0(x, y) (see Deﬁnition 3.2.9) by Corol-
lary 3.2.10, and so the potential function from Subsection 3.2.3 can be written as
uζ0,µ(·, ζ0) =
∫
gζ0(ζ0, ·, ζ) dµ(ζ) =
∫
gζ0(·, ζ) dµ(ζ).
Hence we have the description
gζ0,µ(x, y) = gζ0(x, y)− uζ0,µ(x, ζ0)− uζ0,µ(y, ζ0) + Cζ0(3.2.8)
on Xan ×Xan.
In the following lemma, we see that this function is independent of the chosen base
point, and hence we just write gµ.
Lemma 3.2.38. For every probability measure µ on Xan with continuous potentials,
the function gζ0,µ is independent of the chosen base point ζ0.
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Proof. First, we determine Cζ0
0 =
∫ ∫
gζ0,µ(x, y) dµ(x)dµ(y) =
∫ ∫
gζ0(x, y) dµ(x)dµ(y)−
∫ ∫
gζ0(x, ζ) dµ(ζ)dµ(x)
−
∫ ∫
gζ0(y, ζ) dµ(ζ)dµ(y) + Cζ0
= −
∫ ∫
gζ0(x, y) dµ(x)dµ(y) + Cζ0 .
Hence Cζ0 =
∫ ∫
gζ0(x, y) dµ(x)dµ(y). Now let ζ
′
0 ∈ I(Xan). Applying Lemma 3.2.7 to
Cζ0 , we get
Cζ0 =
∫ ∫
gζ0(x, y) dµ(x)dµ(y)
=
∫ ∫ (
gζ′0(x, y)− gζ′0(x, ζ0)− gζ′0(y, ζ0) + gζ′0(ζ0, ζ0)
)
dµ(x)dµ(y)
= Cζ′0 − 2
∫
gζ′0(x, ζ0) dµ(x) + gζ′0(ζ0, ζ0),
where −2 ∫ gζ′0(ζ, ζ0) dµ(ζ)+gζ′0(ζ0, ζ0) is a ﬁnite constant as µ has continuous potentials.
Using Lemma 3.2.7 also for the other terms of gζ0,µ, i.e. for gζ0(x, y), gζ0(x, ζ) and
gζ0(y, ζ), and plugging in the identity from above, we get
gζ0,µ(x, y) = gζ0(x, y)−
∫
gζ0(x, ζ) dµ(ζ)−
∫
gζ0(y, ζ) dµ(ζ) + Cζ0
= gζ′0(x, y)−
∫
gζ′0(x, ζ) dµ(ζ)−
∫
gζ′0(y, ζ) dµ(ζ) + 2
∫
gζ′0(ζ, ζ0) dµ(ζ)
− gζ′0(ζ0, ζ0) + Cζ0
= gζ′0(x, y)−
∫
gζ′0(x, ζ) dµ(ζ)−
∫
gζ′0(y, ζ) dµ(ζ) + 2
∫
gζ′0(ζ, ζ0) dµ(ζ)
− gζ′0(ζ0, ζ0) + Cζ′0 − 2
∫
gζ′0(x, ζ0) dµ(x) + gζ′0(ζ0, ζ0)
= gζ′0,µ(x, y).

Proposition 3.2.39. Let µ be a probability measure on Xan with continuous poten-
tials. Then as a function of two variables gµ : X
an×Xan → (−∞,∞] is symmetric, ﬁnite
and continuous oﬀ the diagonal, and strongly lower semi-continuous on the diagonal in
the sense that
gµ(x0, x0) = lim inf
(x,y)→(x0,x0),x 6=y
gµ(x, y),
where we understand Xan×Xan set theoretically and endowed with the product topology.
Proof. As
gµ(x, y) = gζ0(x, y)−
∫
gζ0(x, ζ) dµ(ζ)−
∫
gζ0(y, ζ) dµ(ζ) + Cζ0
for some base point ζ0 ∈ I(Xan) and as we required µ to has continuous potentials,
Lemma 3.2.7 implies that gµ : X
an×Xan → (−∞,∞] is symmetric, ﬁnite and continuous
oﬀ the diagonal and lsc on Xan ×Xan. Thus we only need to prove
gµ(x0, x0) ≥ lim inf
(x,y)→(x0,x0),x 6=y
gµ(x, y) = sup
U∈U((x0,x0))
inf
(x,y)∈U\(x0,x0)
gµ(x, y).(3.2.9)
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Here U((x0, x0)) is any basis of open neighborhoods of (x0, x0) in Xan ×Xan endowed
with the product topology.
In the following, let Γ be any skeleton of Xan with ζ0 ∈ Γ. If x0 is of type I, we have
gµ(x0, x0) = gζ0(x0, x0) = ∞ by the deﬁnition of the potential kernel, and so (3.2.9) is
obviously true.
If x0 is of type II or III, we may choose ζ0 = x0 by Lemma 3.2.38, and so
gµ(x0, x0) = gx0(x0, x0)−
∫
gx0(x0, ζ) dµ(ζ)−
∫
gx0(x0, ζ) dµ(ζ) + Cζ0 = Cζ0
as gx0(x0, ζ) = 0 for every ζ ∈ Xan by Lemma 3.2.7. On the other hand, every U in
U((x0, x0)) contains an element of the form (x0, y) with y ∈ Xan\{x0}, and
gµ(x0, y) = gx0(x0, y)−
∫
gx0(x0, ζ) dµ(ζ)−
∫
gx0(y, ζ) dµ(ζ) + Cζ0
= −
∫
gx0(y, ζ) dµ(ζ) + Cζ0 ≤ Cζ0
since µ and gx0(y, ·) are non-negative (see Lemma 3.2.7 i)). Thus (3.2.9) has to be true.
For the rest of the proof let x0 be of type IV. There is a basis of open neighborhoods of
x0 that is contained in the connected component V of X
an\Γ that contains x0 (cf. The-
orem 2.3.27). Consider the corresponding basis of open neighborhoods U((x0, x0)) of
(x0, x0) in X
an × Xan endowed with the product topology. In every U ∈ U((x0, x0))
we consider tuples of the form (x0, y) where y lies in the interior of the unique path
[x0, τΓ(x0)] (such tuples always exist). Then τΓ(y) = τΓ(x0) and wΓ(x0, y) = y (recall
its deﬁnition from Remark 3.2.3), and so
gζ0(x0, x0)− gζ0(x0, y) = gζ0(τΓ(x0), τΓ(x0))Γ + ρ(wΓ(x0, x0), τΓ(x0))
− (gζ0(τΓ(x0), τΓ(y))Γ + ρ(wΓ(x0, y), τΓ(y)))
= ρ(wΓ(x0, x0), τΓ(x0))− ρ(wΓ(x0, y), τΓ(y))
= ρ(x0, τΓ(x0))− ρ(y, τΓ(x0))
= ρ(x0, y).
Consequently, we get
gµ(x0, x0)− gµ(x0, y) = gζ0(x0, x0)− 2
∫
gζ0(x0, ζ) dµ(ζ) + Cζ0
− (gζ0(x0, y)−
∫
gζ0(x0, ζ) dµ(ζ)−
∫
gζ0(y, ζ) dµ(ζ) + Cζ0)
= gζ0(x0, x0)− gζ0(x0, y)−
∫
gζ0(x0, ζ) dµ(ζ) +
∫
gζ0(y, ζ) dµ(ζ)
= ρ(x0, y) +
∫
gζ0(y, ζ)− gζ0(x0, ζ) dµ(ζ).(3.2.10)
To prove (3.2.9), we need to show that (3.2.10) is non-negative.
Recall that y lies in the interior of the unique path [x0, τΓ(x0)]. We denote by V0
the connected component of V \{y} that contains x0 (note that V0 is an open ball as x0
is of type IV and V is an open ball). We will see that gζ0(y, ζ) − gζ0(x0, ζ) in (3.2.10)
is zero for every ζ ∈ Xan\V0. Recall that V is the connected component of Xan\Γ that
contains x0. Hence V is an open ball with ∂V = {τΓ(x0)} and V0 ⊂ V . Furthermore,
one should have in mind that τΓ(y) = τΓ(x0) as y ∈ [x0, τΓ(x0)].
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If ζ ∈ Xan\V , then by the deﬁnition of the potential kernel
gζ0(y, ζ)− gζ0(x0, ζ) = gζ0(τΓ(y), τΓ(ζ))Γ − gζ0(τΓ(x0), τΓ(ζ))Γ = 0.
If ζ ∈ V \V0, then τΓ(ζ) = τΓ(x0) = τΓ(y) and wΓ(x0, ζ) = wΓ(y, ζ), and hence
gζ0(y, ζ)− gζ0(x0, ζ) = gζ0(τΓ(y), τΓ(ζ))Γ + ρ(wΓ(y, ζ), τΓ(y))
− (gζ0(τΓ(x0), τΓ(ζ))Γ + ρ(wΓ(x0, ζ), τΓ(x0)))
= 0.
Thus gζ0(y, ζ)− gζ0(x0, ζ) = 0 for every ζ ∈ Xan\V0.
For every ζ ∈ V0 we have τΓ(ζ) = τΓ(x0) = τΓ(y), wΓ(y, ζ) = y, and wΓ(x0, ζ) ∈
[x0, y]. Hence
gζ0(y, ζ)− gζ0(x0, ζ) = gζ0(τΓ(y), τΓ(ζ))Γ + ρ(wΓ(y, ζ), τΓ(y))
− (gζ0(τΓ(x0), τΓ(ζ))Γ + ρ(wΓ(x0, ζ), τΓ(x0)))
= ρ(wΓ(y, ζ), τΓ(y))− ρ(wΓ(x0, ζ), τΓ(x0))
= ρ(y, τΓ(x0))− ρ(wΓ(x0, ζ), τΓ(x0))
= −ρ(wΓ(x0, ζ), y)
for every ζ ∈ V0. Plugging everything in (3.2.10), we get
gµ(x0, x0)− gµ(x0, y) = ρ(x0, y) +
∫
V0
−ρ(wΓ(x0, ζ), y) dµ(ζ)
≥
∫
V0
ρ(x0, y)− ρ(wΓ(x0, ζ), y) dµ(ζ)
≥ 0
as ρ(x0, y) ≥ ρ(wΓ(x0, ζ), y) on V0 and µ is a non-negative measure.
Consequently, (3.2.9) has to be also true for x0 of type IV. 
Proposition 3.2.40. For every probability measure µ on Xan with continuous po-
tentials and for every ﬁxed y ∈ Xan, the function Gµ,y := gµ(·, y) : Xan → (−∞,∞]
deﬁnes a current in D0(Xan) and satisﬁes
ddcGµ,y = µ− δy.
Moreover, Gµ,y is continuous on X
an with Gµ,y(x) = ∞ if and only if x = y ∈ X(K).
In particular, Gµ,y is subharmonic on X
an\{y}.
Proof. By the deﬁnition of the ArakelovGreen's function, we have
Gµ,y(x) = gζ0(x, y)−
∫
gζ0(x, ζ) dµ(ζ)−
∫
gζ0(y, ζ) dµ(ζ) + Cζ0
for every x ∈ Xan. Due to Proposition 3.2.8, the ﬁrst term is continuous on Xan and
attains values in R∪{∞} with gζ0(x, y) =∞ if and only if x = y ∈ X(K). In particular,
the ﬁrst term is ﬁnitely valued on I(Xan). Since µ has continuous potentials, the other
two terms are ﬁnitely valued and continuous on Xan. Hence Gµ,y : X
an → (−∞,∞] is
continuous on Xan with Gµ,y(x) = ∞ if and only if x = y ∈ X(K). In particular, Gµ,y
is ﬁnitely valued on I(Xan), and so deﬁnes a current in D0(Xan) by Proposition 3.1.27.
It remains to calculate the Laplacian of Gµ,y. By (3.2.8), we have
Gµ,y = gζ0(·, y)− uζ0,µ(·, ζ0)− uζ0,µ(y, ζ0) + Cζ0 .
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Proposition 3.2.8 and Proposition 3.2.27 imply
ddcGµ,y = dd
cGζ0,y − ddcuζ0,µ(·, ζ0)
= δζ0 − δy − (δζ0 − µ)
= µ− δy.
Then Gµ,y is subharmonic on X
an\{y} by Proposition 3.1.30. 
Remark 3.2.41. For a probability measure µ on Xan and for a point y ∈ I(Xan),
Thuillier constructs in his thesis [Thu05, 3.4.3] a unique function gy,µ : X
an → [−∞,∞)
such that ddcgy,µ = µ − δy, gy,µ(y) = 0 and its restriction to Xan\{y} is subharmonic.
His construction uses [Thu05, Théorème 3.3.13 & 3.4.12]. If µ has continuous potentials,
then gy,µ and Gµ,y deﬁne two currents in D
0(Xan) (cf. Proposition 3.1.30) having the
same Laplacian µ − δy. [Thu05, Lemma 3.3.12] implies that gy,µ and Gµ,y diﬀer only
by a harmonic function on Xan, which has to be constant by the Maximum Principle.
Using the previous propositions, gµ is indeed a normalized ArakelovGreen's function
as deﬁned in Deﬁnition 3.2.31 for every probability measure µ on Xan with continuous
potentials.
Corollary 3.2.42. Let µ be a probability measure on Xan with continuous potentials.
Then the function gµ is a normalized ArakelovGreen's function on X
an.
Proof. We need to know that all properties of the list in Deﬁnition 3.2.31 hold.
Property i) and symmetry are true due to Proposition 3.2.39, ii) was shown in Proposi-
tion 3.2.40, and iii) follows by construction. 
3.2.5. The Energy Minimization Principle. The Energy Minimization Princi-
ple is a very important theorem in dynamics and has many applications. The goal is
to translate this principle into our non-archimedean setting. For X = P1 this was al-
ready done in [BR10, 8.10], and Matt Baker suggested to generalize their deﬁnition of
ArakelovGreen's functions and their result to the author. In the following section, we
give a proof of the Energy Minimization Principle for a smooth proper curve X over our
non-archimedean ﬁeld K using the techniques from [BR10, 8.10].
Definition 3.2.43. Let µ be a probability measure on Xan with continuous poten-
tials. Then for every probability measure ν on Xan, we deﬁne the corresponding µ-energy
integral as
Iµ(ν) :=
∫ ∫
gµ(x, y) dν(y)dν(x).
Note that the integral is well-deﬁned since gµ is lower semi-continuous on X
an×Xan by
Proposition 3.2.39, and hence Borel measurable.
Theorem 3.2.44 (Energy Minimization Principle). Let µ be a probability measure
on Xan with continuous potentials. Then
i) Iµ(ν) ≥ 0 for each probability measure ν on Xan, and
ii) Iµ(ν) = 0 if and only if ν = µ.
We show the principle in several steps. At ﬁrst, we prove analogues of Maria's the-
orem (Theorem 3.2.50) and Frostman's theorem (Theorem 3.2.53). In Maria's theorem
we study the boundedness of the generalized potential function that is deﬁned in the
subsequent deﬁnition.
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Definition 3.2.45. Let µ be a probability measure on Xan with continuous po-
tentials. Then for every probability measure ν on Xan, we deﬁne the corresponding
generalized potential function by
uν(·, µ) :=
∫
gµ(·, y) dν(y).
Lemma 3.2.46. Let µ be a probability measure with continuous potentials and let ν
be an arbitrary probability measure on Xan. Then for every ζ0 ∈ I(Xan) we can write
uν(·, µ) = uζ0,ν(·, ζ0)− uζ0,µ(·, ζ0) + C(3.2.11)
on Xan for a ﬁnite constant C.
Proof. Let ζ0 be a point in I(X
an). Then by Corollary 3.2.10
uζ0,ν(·, ζ0) =
∫
gζ0(ζ0, ·, ζ) dν(ζ) =
∫
gζ0(·, ζ) dν(ζ).
The same identity is true for µ, i.e. uζ0,µ(·, ζ0) =
∫
gζ0(·, ζ) dµ(ζ), which is a ﬁnitely
valued continuous function on Xan as µ has continuous potentials. Thus we can write
using the deﬁnition of the ArakelovGreen's function (Deﬁnition 3.2.36)
uν(x, µ) =
∫
gµ(x, y) dν(y)
=
∫
gζ0(x, y) dν(y)−
∫
gζ0(x, ζ) dµ(ζ)−
∫ ∫
gζ0(y, ζ) dµ(ζ)dν(y) + Cζ0
= uζ0,ν(x, ζ0)− uζ0,µ(x, ζ0)−
∫
uζ0,µ(y, ζ0) dν(y) + Cζ0
for every x ∈ Xan. Since uζ0,µ(·, ζ0) is bounded and continuous on Xan, we get
uν(·, µ) = uζ0,ν(·, ζ0)− uζ0,µ(·, ζ0) + C
on Xan for a ﬁnite constant C. 
Proposition 3.2.47. Let µ be a probability measure with continuous potentials and
let ν be an arbitrary probability measure on Xan. Then uν(·, µ) : Xan → (−∞,∞] is
continuous on Xan\ supp(ν) and lsc on Xan. Moreover, the restriction of uν(·, µ) to
every skeleton Γ of Xan and to every path [y, z] is ﬁnite and continuous.
Proof. Let ζ0 be some point in I(X
an), then
uν(·, µ) = uζ0,ν(·, ζ0)− uζ0,µ(·, ζ0) + C
on Xan for a ﬁnite constant C by Lemma 3.2.46. Since µ has continuous potentials,
uζ0,µ(·, ζ0) is a ﬁnitely valued continuous function on Xan. Thus it remains to prove the
continuity assertions for uζ0,ν(·, ζ0). But these were all already shown in Lemma 3.2.25
and Proposition 3.2.26. 
Proposition 3.2.48. Let µ be a probability measure with continuous potentials and
let ν be an arbitrary probability measure on Xan. Then uν(·, µ) deﬁnes a current in
D0(Xan) with
ddcuν(·, µ) = µ− ν.
In particular, uν(·, µ) is subharmonic on Xan\ supp(ν).
58 3. POTENTIAL THEORY ON NON-ARCHIMEDEAN CURVES VIA SKELETA
Proof. Let ζ0 be a point in I(X
an), then
uν(·, µ) = uζ0,ν(·, ζ0)− uζ0,µ(·, ζ0) + C
on Xan for a ﬁnite constant C by Lemma 3.2.46. By Proposition 3.2.27, uζ0,ν(·, ζ0) and
uζ0,µ(·, ζ0) belong to D0(Xan) with
ddcuζ0,ν(·, ζ0) = δζ0 − ν,
ddcuζ0,µ(·, ζ0) = δζ0 − µ.
Hence uν(·, µ) belongs to D0(Xan) as well with
ddcuν(·, µ) = ddcuζ0,ν(·, ζ0)− ddcuζ0,µ(·, ζ0) = µ− ν.
By Proposition 3.2.47 and Proposition 3.1.30, the generalized potential function uν(·, µ)
is therefore subharmonic on Xan\ supp(ν). 
The key tool of the proof of Maria's theorem in [BR10] is [BR10, Proposition 8.16],
which we can translate to our situation in the following form.
Lemma 3.2.49. Let W be an open ball or an open annulus in Xan and let f be a
subharmonic function on a connected open subset V of W with V ⊂ W . For every
x ∈ H(V ), there is a path Λ from x to a boundary point y ∈ ∂V such that f is non-
decreasing along Λ.
Proof. Since V is contained in an open ball or in an open annulus, we can view
it is a subset of P1,an. Then [BR10, Proposition 8.16] and Proposition 3.1.10 yield the
claim. 
With the help of Proposition 3.2.47 and Lemma 3.2.49, we can prove Maria's theorem.
Theorem 3.2.50 (Maria). Let µ be a probability measure on Xan with continuous
potentials and let ν be an arbitrary probability measure on Xan. If there is a constant
M <∞ such that uν(·, µ) ≤M on supp(ν), then uν(·, µ) ≤M on Xan.
Proof. Let V be a connected component of Xan\ supp(ν) and assume there is a
point x0 ∈ V such that uν(x0, µ) > M . Note that V is path-connected since Xan is
locally path-connected. If B is an open ball in Xan, then between two points x, y ∈ B
there is only one path in Xan by the structure of Xan. Thus V ∩ B is uniquely path-
connected for every open ball B in Xan. We have seen in Proposition 3.2.47 that the
generalized potential function uν(·, µ) is continuous on V ⊂ Xan\ supp(ν). Hence we
may assume x0 to be contained in the dense subset I(V ) of V , and so we can choose a
skeleton Γ of Xan containing x0 by Proposition 2.3.22.
Let (Yα)α be the directed system of connected strictly aﬃnoid domains contained in V
and containing x0. Note that the union of two connected strictly aﬃnoid domains Y1, Y2
inXan both containing x0 with Y1∪Y2 6= Xan is again a connected strictly aﬃnoid domain
inXan by [Thu05, Corollaire 2.1.17]. Then uν(·, µ) is continuous on Yα and subharmonic
on the relative interior Y ◦α by Proposition 3.2.47 and Proposition 3.2.48. Hence uν(·, µ)
attains a maximum on Yα in a point zα ∈ ∂Yα (see Maximum Principle 3.1.8), i.e.
uν(zα, µ) = max
x∈Yα
uν(x, µ) ≥ max
x∈Y ◦α
uν(x, µ) ≥ uν(x0, µ) > M(3.2.12)
for every α. Then 〈zα〉α deﬁnes a net of type II points in V . As V is compact, we may
assume by passing to a subnet that 〈zα〉α converges to a point z ∈ V . Due to V =
⋃
α Yα
and zα ∈ ∂Yα, the point z has to ly in ∂V ⊂ supp(ν). In the following, we use this net to
get a contradiction to uν(·, µ) ≤M on ∂V . Recall that Γ is a skeleton of Xan containing
x0.
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If z ∈ ∂V \Γ, there exists an open ball Bz inXan\Γ containing z. We can ﬁnd Bz such
that Bz = Bz ∪{ζz} ⊂ Xan\Γ. We may assume 〈zα〉α to ly in Bz. Then every path from
a zα to x0, or more generally to the skeleton, goes by construction through ζz. Hence
for every α the path [zα, ζz] lies inside Yα as zα and x0 do, and so uν(zα, µ) ≥ uν(·, µ)
on [zα, ζz] by (3.2.12). Assume we have equality for every α, then
uν(·, µ) ≡ uν(zα, µ) ≥ uν(x0, µ)
on (z, ζz] since we can write (z, ζz] ⊂
⋃
α[zα, ζz] as zα converges to z. Proposition 3.2.47
implies
uν(z, µ) = lim
x∈[ζz ,z), x→z
uν(x, µ) = uν(ζz, µ) ≥ uν(x0, µ) > M
contradicting uν(·, µ) ≤ M on supp(ν). Consequently, we may assume that there is a
zα and a point yα ∈ (zα, ζz] such that uν(zα, µ) > uν(yα, µ). Our function uν(·, µ) is
subharmonic on the connected open subset V ∩ Bz and zα ∈ I(V ∩ Bz), and so there
exists a path Λ from zα to a boundary point of V ∩ Bz by Lemma 3.2.49 such that
uν(·, µ) is non-decreasing along Λ. The boundary points of V ∩ Bz consist of points in
∂V and ζz. Since we have already seen that there is a point yα ∈ (zα, ζz] such that
uν(zα, µ) > uν(yα, µ), Λ cannot be the path [zα, ζz]. Hence Λ is a path to a boundary
point z′ ∈ ∂V and we get the contradiction
uν(z
′, µ) = lim
x∈Λ◦, x→z′
uν(x, µ) ≥ uν(zα, µ) > uν(x0, µ) > M,
where uν(·, µ) restricted to Λ is continuous by Proposition 3.2.47.
If z ∈ ∂V ∩ Γ, we show that 〈τΓ(zα)〉α deﬁnes a net in V ∩ Γ converging to z with
uν(τΓ(zα), µ) ≥ uν(x0, µ) > M for every α. Then we use again Proposition 3.2.47. Since
τΓ is continuous, the net 〈τΓ(zα)〉α converges to τΓ(z) = z. Clearly, 〈τΓ(zα)〉α lies in
Γ. The open set V is path-connected, and so there exists a path between zα and x0 in
V . By the construction of the retraction map and due to x0 ∈ Γ, τΓ(zα) lies inside this
path, and hence it lies in V . We continue with uν(τΓ(zα), µ) ≥ uν(x0, µ) for every zα.
Assume that zα 6= τΓ(zα) because otherwise we are done by (3.2.12). Denote by Bα the
connected component of Xan\Γ containing zα, and choose a sequence of type II points
ζn ∈ [zα, τΓ(zα)]◦ converging to τΓ(zα). Note that there is only one path from zα to
τΓ(zα) in X
an, and this path lies in V because zα, τΓ(zα) ∈ V and V is path-connected.
Thus each ζn lies in V as well. Let Bα,n be the open ball containing zα and having ζn
as unique boundary point. Since uν(·, µ) is subharmonic on V ∩ Bα,n for every n ∈ N,
there is a path Λn from zα to a boundary point z
′
n in ∂(V ∩ Bα,n) ⊂ ∂V ∪ {ζn} such
that uν(·, µ) is non-decreasing along Λn by Lemma 3.2.49. If there exists an n ∈ N with
z′n ∈ ∂V , then Proposition 3.2.47 and (3.2.12) imply
uν(z
′
n, µ) = lim
x∈Λ◦n, x→z′n
uν(x, µ) ≥ uν(zα, µ) ≥ uν(x0, µ) > M
contradicting uν(·, µ) ≤ M on supp(ν). Hence Λn = [zα, ζn] for all n ∈ N. Recall that
(ζn)n is a sequence in V converging to τΓ(zα) ∈ V . Since uν(·, µ) is continuous on V and
uν(·, µ) is non-decreasing along Λn = [zα, ζn], Proposition 3.2.47 yields
uν(τΓ(zα), µ) = lim
n→∞uν(ζn, µ) ≥ uν(zα, µ).(3.2.13)
Altogether, we have a net (τΓ(zα))α in V ∩ Γ converging to z such that
uν(τΓ(zα), µ) ≥ uν(x0, µ) > M
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for every α. Proposition 3.2.47 tells us that uν(·, µ) restricted to Γ is continuous, and
hence using (3.2.12) and (3.2.13) we get
uν(z, µ) = lim
α
uν(τΓ(zα), µ) ≥ uν(x0, µ) > M
contradicting uν(·, µ) ≤M on supp(ν).
Hence there cannot exist a point x0 in V with uν(x0, µ) > M . 
Definition 3.2.51. Let µ be a probability measure with continuous potentials, then
we deﬁne the µ-Robin constant as
V (µ) := inf
ν
Iµ(ν),
where ν is running over all probability measures supported on Xan.
Lemma 3.2.52. We have V (µ) ∈ R≤0 and there exists a probability measure ω on Xan
such that Iµ(ω) = V (µ).
Proof. First, we explain why V (µ) is a non-positive real number. The normalized
ArakelovGreen's function gµ is bounded from below as a lsc function on the compact
space Xan ×Xan by Proposition 3.2.39, and hence we have
V (µ) =
∫ ∫
gµ(x, y) dν(x)dν(y) > −∞.
On the other hand,
V (µ) ≤ Iµ(µ) =
∫ ∫
gµ(x, y) dµ(x)dµ(y) = 0
by the normalization of gµ. Thus V (µ) ∈ R≤0.
We show the second part of the assertion applying the same argument used to prove
the existence of an equilibrium measure in [BR10, Proposition 6.6]. Let ωi be a sequence
of probability measures such that limi→∞ Iµ(ωi) = V (µ). By Corollary 2.1.6, we can
pass to a subsequence converging weakly to a probability measure ω on Xan. Due to
Iµ(ω) ≥ V (µ) by the deﬁnition of the Robin constant, it remains to show the inequality
Iµ(ω) ≤ V (µ). By Proposition 3.2.39, the normalized ArakelovGreen's function gµ is
lsc on the compact space Xan×Xan, and so it is bounded from below by some constant
M ∈ R. Proposition 2.1.5 tells us that ω is a Radon measure, and so [BR10, Proposition
A.3] yields the following description
Iµ(ω) =
∫ ∫
gµ(x, y) dω(x)dω(y) = sup
g∈C0(Xan×Xan),
M≤g≤gµ
∫ ∫
g(x, y) dω(x)dω(y),
for the space C0(Xan×Xan) of real-valued continuous functions on Xan×Xan. For every
g ∈ C0(Xan ×Xan) satisfying M ≤ g ≤ gµ, we have∫ ∫
g(x, y) dω(x)dω(y) = lim
i→∞
∫ ∫
g(x, y) dωi(x)dωi(y)
≤ lim
i→∞
∫ ∫
gµ(x, y) dωi(x)dωi(y)
= lim
i→∞
Iµ(ωi) = V (µ),
where the ﬁrst identity is proven for example in [BR10, Lemma 6.5] and the inequality
holds as every ωi is positive. Hence Iµ(ω) ≤ V (µ). 
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Theorem 3.2.53 (Frostman). Let µ be a probability measure on Xan with continuous
potentials and let ω be a probability measure on Xan such that Iµ(ω) = V (µ). Then we
have
uω(·, µ) ≡ V (µ)
on Xan.
Proof. The strategy is as in the proof of [BR10, Proposition 8.55] with using anal-
ogous capacity results from Subsection 3.2.2.
1. Step: Show that E := {x ∈ Xan | uω(x, µ) < V (µ)} ⊂ X(K).
By Lemma 3.2.15, it remains to show that E is a proper subset of Xan of capacity
zero. Assume that E ⊂ supp(ω), then we get the contradiction
V (µ) = Iµ(ω) =
∫ ∫
gµ(x, y) dω(y)dω(x) =
∫
uω(x, µ) dω(x) < V (µ).
Thus there has to be a point ξ ∈ supp(ω)\E, and so E is indeed a proper subset of Xan.
To show that it has capacity zero, we consider
En := {x ∈ Xan | uω(x, µ) ≤ V (µ)− 1/n}
for every n ∈ N≥1. Clearly, ξ /∈ En for every n ∈ N≥1. Since uω(·, µ) is lsc on Xan by
Proposition 3.2.47, each En is closed and so compact as a closed subset of a compact
space. If every En has capacity zero, then E =
⋃
n∈N≥1 En has capacity zero as well by
Corollary 3.2.17.
We therefore assume that there is an En with positive capacity, i.e. there exist a
probability measure ν supported on En, a base point ζ0 ∈ I(Xan) and ζ ∈ Xan\En such
that Iζ0,ζ(ν) < ∞. Since En is closed and I(Xan) is a dense subset of Xan, we may
choose ζ0 = ζ ∈ I(Xan)\En by Remark 3.2.14. Then
Iζ0,ζ0(ν) =
∫ ∫
gζ0(ζ0, x, y) dν(x)dν(y) =
∫ ∫
gζ0(x, y) dν(x)dν(y) <∞,(3.2.14)
where we used gζ0(ζ0, x, y) = gζ0(x, y) from Corollary 3.2.10. We can write by the
deﬁnition of the ArakelovGreen's function gµ
Iµ(ν) =
∫ ∫
gµ(x, y) dν(y)dν(x)
=
∫ ∫
gζ0(x, y) dν(y)dν(x)−
∫ ∫
gζ0(x, ζ) dµ(ζ)dν(x)
−
∫ ∫
gζ0(y, ζ) dµ(ζ)dν(y) + Cζ0
=
∫ ∫
gζ0(x, y) dν(x)dν(y)− 2
∫ ∫
gζ0(x, ζ) dµ(ζ)dν(x) + Cζ0
= Iζ0,ζ0(ν)− 2
∫ ∫
gζ0(x, ζ) dµ(ζ)dν(x) + Cζ0 .
Since µ has continuous potentials, the term 2
∫ ∫
gζ0(x, ζ) dµ(ζ)dν(x) is ﬁnite. Hence
Iζ0,ζ0(ν) <∞ implies Iµ(ν) <∞.
Recall that ξ is a point in supp(ω)\En and uω(ξ, µ) ≥ V (µ). Since uω(·, µ) is lsc
on Xan by Proposition 3.2.47, we can ﬁnd an open neighborhood U of ξ such that
62 3. POTENTIAL THEORY ON NON-ARCHIMEDEAN CURVES VIA SKELETA
uω(·, µ) > V (µ)− 1/(2n) on U . Then U ∩En = ∅ and M := ω(U) > 0 using that ω is a
positive measure and ξ ∈ U ∩ supp(ω). We deﬁne the following measure on Xan
σ :=

M · ν on En,
−ω on U,
0 elsewhere.
Then σ(Xan) = M · ν(En) − ω(U) = 0 as ν is a probability measure supported on En.
Moreover, we can consider
Iµ(σ) :=
∫ ∫
gµ(x, y) dσ(x)dσ(y)
= M2 ·
∫
En
∫
En
gµ(x, y) dν(x)dν(y)− 2M ·
∫
En
∫
U
gµ(x, y) dν(x)dω(y)
+
∫
U
∫
U
gµ(x, y) dω(x)dω(y).
We will explain why Iµ(σ) is ﬁnite. Note that gµ is lsc on the compact space X
an×Xan
(cf. Proposition 3.2.39), and so bounded from below. The ﬁrst term is equal toM2 ·Iµ(ν),
and we have already seen that Iµ(ν) < ∞. Since gµ is bounded from below and ν is a
positive measure, the ﬁrst term is ﬁnite. The second term is ﬁnite because U and En are
compact disjoint sets and gµ is continuous oﬀ the diagonal (see Proposition 3.2.39). The
third term has to be ﬁnite as well as gµ is bounded from below, ω is a positive measure,
and we have ∫ ∫
gµ(x, y) dω(x)dω(y) = Iµ(ω) = V (µ) ∈ R
by Lemma 3.2.52. Consequently, Iµ(σ) is ﬁnite.
For every t ∈ [0, 1], we deﬁne the probability measure ωt := ω + tσ on Xan. Then
Iµ(ωt)− Iµ(ω) =
∫ ∫
gµ(x, y) dωt(x)dωt(y)−
∫ ∫
gµ(x, y) dω(x)dω(y)
=
∫ ∫
gµ(x, y) dω(x)dω(y) + 2
∫ ∫
gµ(x, y) dω(x)d(tσ)(y)
+
∫ ∫
gµ(x, y) d(tσ)(x)d(tσ)(y)−
∫ ∫
gµ(x, y) dω(x)dω(y)
= 2t ·
∫
uω(y, µ) dσ(y) + t
2 · Iµ(σ).
Inserting the deﬁnition of the measure σ, we obtain
Iµ(ωt)− Iµ(ω) = 2t ·
(
M ·
∫
En
uω(y, µ) dν(y)−
∫
U
uω(y, µ) dω(y)
)
+ t2 · Iµ(σ).
Since uω(·, µ) ≤ V (µ) − 1/n on En and supp(ν) ⊂ En, uω(·, µ) > V (µ) − 1/(2n) on U
and M = ω(U) > 0, we get
Iµ(ωt)− Iµ(ω) ≤ 2t · (M · (V (µ)− 1/n)−M · (V (µ)− 1/(2n))) + t2 · Iµ(σ)
= (−M/n) · t+ t2 · Iµ(σ).
The right hand side is negative for suﬃciently small t > 0 as Iµ(σ) is ﬁnite, and so
this contradicts Iµ(ω) = V (µ). Hence each En has capacity zero, and so does E. By
Lemma 3.2.15, we get E ∩H(Xan) = ∅.
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2. Step: Show that ω(E) = 0.
Pick a base point ζ0 ∈ I(Xan). We have seen in Step 1 that E ⊂ X(K), so ζ0 cannot
by contained in E. Because of Iζ0,ζ0(ω) =
∫ ∫
gζ0(x, y) dω(x)dω(y) by Corollary 3.2.10,
we have
Iµ(ω) =
∫ ∫
gµ(x, y) dω(y)dω(x)
=
∫ ∫
gζ0(x, y) dω(y)dω(x)−
∫ ∫
gζ0(x, ζ) dµ(ζ)dω(x)
−
∫ ∫
gζ0(y, ζ) dµ(ζ)dω(y) + Cζ0
= Iζ0,ζ0(ω)− 2
∫ ∫
gζ0(x, ζ) dµ(ζ)dω(x) + Cζ0 ,
where the double integral is ﬁnite since µ has continuous potentials. As Iµ(ω) = V (µ)
is ﬁnite by Lemma 3.2.52, it follows directly from the calculation that Iζ0,ζ0(ω) < ∞.
Moreover, we have seen in the proof of Step 1 that E has capacity zero and we also know
that ζ0 /∈ E. Lemma 3.2.16 yields ω(E) = 0.
3. Step: Show that uω(·, µ) ≤ V (µ) on Xan.
Using Maria's theorem 3.2.50, it remains to prove uω(·, µ) ≤ V (µ) on supp(ω).
Assume there is a point z ∈ supp(ω) such that uω(z, µ) > V (µ). Choose ε > 0 such that
uω(z, µ) > V (µ) + ε. Since uω(·, µ) is lsc on Xan by Proposition 3.2.47, there is an open
neighborhood Uz of z with uω(·, µ) > V (µ) + ε on Uz. Then ω(Uz) > 0 as z ∈ supp(ω).
By the construction of E, we have uω(·, µ) < V (µ) on E. Hence E and Uz are disjoint
and we get the following decomposition of V (µ) = Iµ(ω)
V (µ) =
∫
Xan
uω(x, µ) dω(x)
=
∫
Uz
uω(x, µ) dω(x) +
∫
Xan\(Uz∪E)
uω(x, µ) dω(x).
Note that we also use that the integral of uω(·, µ) over E has to be zero as ω(E) = 0 by
Step 2. For the ﬁrst term we know that uω(·, µ) > V (µ) + ε on Uz and ω(Uz) > 0. Thus∫
Xan
uω(x, µ) dω(x) ≥ ω(Uz) · (V (µ) + ε).(3.2.15)
We have uω(·, µ) ≥ V (µ) on Xan\E by the deﬁnition of E, and so∫
Xan\(Uz∪E)
uω(x, µ) dω(x) ≥ (1− ω(Uz)− ω(E)) · V (µ).(3.2.16)
Putting (3.2.15), (3.2.16) and ω(E) = 0 together, we get the contradiction
V (µ) ≥ ω(Uz) · (V (µ) + ε) + (1− ω(Uz)− ω(E)) · V (µ)
= ω(Uz) · (V (µ) + ε) + (1− ω(Uz)) · V (µ)
= V (µ) + ω(Uz)ε > V (µ).
Hence uω(·, µ) ≤ V (µ) on supp(ω). Maria's theorem 3.2.50, implies that uω(·, µ) ≤ V (µ)
on Xan. This shows the third step.
64 3. POTENTIAL THEORY ON NON-ARCHIMEDEAN CURVES VIA SKELETA
By the ﬁrst step we know that uω(·, µ) ≥ V (µ) on Xan\X(K). For every point
y ∈ X(K), we can ﬁnd a path [z, y] from a point z ∈ I(Xan) to y such that [z, y) is
contained in I(Xan) ⊂ Xan\X(K). Then Proposition 3.2.47 implies
uω(y, µ) = lim
x∈[z,y)
uω(x, µ) ≥ V (µ).
Hence E = {x ∈ Xan | uω(x, µ) < V (µ)} is empty, and so uω(·, µ) ≥ V (µ) on Xan.
Step 3 implies uω(·, µ) ≡ V (µ) on Xan. 
Proof of Theorem 3.2.44. Let ω be a probability measure onXan that minimizes
the energy integral, i.e. Iµ(ω) = V (µ). Such a measure always exists by Lemma 3.2.52.
By Frostman's theorem 3.2.53, uω(·, µ) is constant on Xan, and hence
0 = ddcuω(·, µ) = µ− ω
by Proposition 3.2.47. Thus ω minimizes the energy integral if and only if ω = µ.
Since Iµ(µ) =
∫ ∫
gµ(x, y) dµ(y)dµ(x) = 0 by the normalization of the ArakelovGreen's
function gµ, it follows that Iµ(ν) ≥ 0 for every probability measure ν on Xan. 
Corollary 3.2.54. Let ζ ∈ I(Xan) and µ be a probability measure on Xan with
continuous potentials. Then gµ(ζ, ζ) ≥ 0, and gµ(ζ, ζ) = 0 if and only if µ = δζ .
Proof. Since
gµ(ζ, ζ) =
∫ ∫
gµ(x, y) dδζ(x)dδζ(y) = Iµ(δζ),
the Energy Minimization Principle (Theorem 3.2.44) gives the assertion immediately. 
3.2.6. Local discrepancy. Let E be an elliptic curve over K with j-invariant jE .
In this subsection, we give a diﬀerent proof of the local discrepancy result from [BP05,
Corollary 5.6] using our Energy Minimization Principle (Theorem 3.2.44).
Remark 3.2.55. In the following, let Γ be the minimal skeleton of Ean. Then Γ is
a single point ζ0 when E has good reduction and Γ corresponds to the circle R/Z when
it has multiplicative reduction. One has a canonical probability measure µ supported
on Γ, where
i) µ is the dirac measure in ζ0 if E has good reduction, and
ii) µ is the uniform probability measure (i.e. Haar measure) supported on the circle
Γ ' R/Z if E has multiplicative reduction.
Then µ has in particular continuous potentials by Example 3.2.35. Hence we can consider
its corresponding ArakelovGreen's function gµ on E
an × Ean.
Definition 3.2.56. Let Z = {P1, . . . , PN} be a set of N distinct points in E(K).
Then the local discrepancy of Z is deﬁned as
D(Z) :=
1
N2
∑
i 6=j
gµ(Pi, Pj) +
N
12
log+ |jE |
 .
Remark 3.2.57. Baker and Petsche deﬁned the local discrepancy in [BP05, 3.4]
and [Pet09, 2.2] of a set Z = {P1, . . . , PN} of N distinct points in E(K) as
1
N2
∑
i 6=j
λ(Pi − Pj) + N
12
log+ |jE |v

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for the Néron function λ : E(K)\{O} → R (cf. [Sil94, VI.1]).
Note that our deﬁnition is consistent with theirs. As it is also mentioned in [BP05,
Remark 5.3], the Néron function can be extend to an ArakelovGreen's function corre-
sponding to the canonical measure µ on Ean. By the uniqueness of the ArakelovGreen's
function (see Remark 3.2.32), we have gµ(P,Q) = λ(P −Q) for P 6= Q ∈ E(K).
Baker and Petsche showed in [BP05, Corollary 5.6] the following result for the local
discrepancy when K = Cv. Here, v is a non-archimedean place of a number ﬁeld k and
Cv is the completion of the algebraic closure of the completion of k with respect to v.
We can prove this statement for our general K using our characterization of the local
discrepancy and the Energy Minimization Principle (Theorem 3.2.44).
Corollary 3.2.58. For each n ∈ N, let Zn ⊂ E(K) be a set consisting of n distinct
points and let δn be the probability measure on E
an that is equidistributed on Zn. If
limn→∞D(Zn) = 0, then δn converges weakly to µ on Ean.
Proof. By passing to a subsequence we may assume that δn converges weakly to
a probability measure ν on Ean (see Corollary 2.1.6). The strategy is to show that
the µ-energy integral Iµ(ν) is zero, and then µ = ν follows by the Energy Minimization
Principle 3.2.44. We have also seen in the Energy Minimization Principle that Iµ(ν) ≥ 0.
Thus it remains to show Iµ(ν) ≤ 0. Due to the deﬁnition of the µ-energy integral and
[BR10, Lemma 7.54], the following inequality holds
Iµ(ν) =
∫ ∫
Ean×Ean
gµ(x, y) dν(x)dν(y)
≤ lim inf
n→∞
∫ ∫
(Ean×Ean)\∆
gµ(x, y) dδn(x)dδn(y)
= lim inf
n→∞
1
n2
∑
P 6=Q∈Zn
gµ(P,Q),
where ∆ := Diag(Ean). Since D(Zn) =
1
n2
∑
P 6=Q∈Zn gµ(P,Q) +
1
12n log
+ |jE | converges
to zero, and 112n log
+ |jE | does as well, we have
lim
n→∞
1
n2
∑
P 6=Q∈Zn
gµ(P,Q) = 0.
Hence Iµ(ν) ≤ 0. The Energy Minimization Principle yields µ = ν. 

CHAPTER 4
Real-valued diﬀerential forms and tropical Dolbeault
cohomology
4.1. Diﬀerential forms on Berkovich spaces
In this section, we assumeK to be non-trivially valued and letX be an n-dimensional
algebraic variety over K. Chambert-Loir and Ducros introduced real-valued diﬀeren-
tial forms on Berkovich analytic spaces in their fundamental preprint [CD12] by using
tropicalizations. In the algebraic situation, i.e. the analytiﬁcation Xan of an algebraic
variety, there is a slightly diﬀerent approach by Gubler which is equivalent to the one by
Chambert-Loir and Ducros. We only work in the algebraic case and we follow [Gub16]
for the deﬁnition of these forms Ap,qX on Xan. There is also a natural way to deﬁne cur-
rents, which are linear functionals on Ap,qX,c(W ) for an open subset W of Xan satisfying
a continuity property. Here, Ap,qX,c(W ) denotes the sections of Ap,qX (W ) with compact
support. Since this continuity property does not act a part in the following, we re-
fer to [CD12, 4.2] or [Gub16, 6] for it. Via these diﬀerential forms Chambert-Loir
and Ducros introduced a potential theory in every dimension, which we introduce in
Section 5.
Before we start introducing these forms, we outline the idea of their deﬁnition. Lager-
berg deﬁned (p, q)-superforms on open subsets of Rr in [Lag12]. This theory of super-
forms leads to superforms on polyhedral complexes developed in [CD12]. The tropi-
calization of an open aﬃne subset via a closed embedding into Grm has the structure
of a polyhedral complex by the theorem of BieriGroves. By pulling back superforms
on polyhedral complexes, we obtain real-valued diﬀerential forms on the analytiﬁcation
Xan.
Definition 4.1.1. i) For an open subset U ⊂ Rr denote by Ap(U) the space of
smooth real diﬀerential forms of degree p. The space of superforms of bidegree (p, q)
on U is deﬁned as
Ap,q(U) := Ap(U)⊗C∞(U) Aq(U) = Ap(U)⊗R ΛqRr∗ = ΛpRr∗ ⊗R Aq(U).
ii) There are diﬀerential operators
d′ : Ap,q(U) = Ap(U)⊗R ΛqRr∗ → Ap+1(U)⊗R ΛqRr∗ = Ap+1,q(U)
d′′ : Ap,q(U) = ΛpRr∗ ⊗R Aq(U)→ ΛpRr∗ ⊗R Aq+1(U) = Ap,q+1(U)
that are given by D⊗(−1)q id and (−1)p id⊗D, where D is the usual exterior derivative.
iii) There is a wedge product
∧ : Ap,q(U)×Ap′,q′(U)→ Ap+p′,q+q′(U),
(α⊗ ψ, β ⊗ ν) 7→ (−1)p′qα ∧ β ⊗ ψ ∧ ν,
that is, up to sign, induced by the usual wedge product.
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iv) We have the following canonical involution J : Ap,q(U)→ Aq,p(U) given by
α =
∑
I,J
αIJd
′xI ∧ d′′xJ 7→ (−1)pq
∑
I,J
αIJd
′xJ ∧ d′′xI ,
where d′xI ∧ d′′xJ := (dxi1 ⊗ . . . ⊗ dxip) ⊗R (dxj1 ⊗ . . . ⊗ dxjq) for I = {i1, . . . , ip} and
J = {j1, . . . , jq}.
For all p, q the functor U 7→ Ap,q(U) deﬁnes a sheaf on Rr and we have Ap,q = 0 if
max(p, q) > r.
Recall polyhedral complexes from Section 2.2. With the help of (p, q)-forms on open
subsets of Rr, one can deﬁne also forms on open subsets of the support of a polyhedral
complex as follows.
Definition 4.1.2. Let C be a polyhedral complex and let Ω be an open subset of
|C |. Then a superform α ∈ Ap,q(Ω) of bidegree (p, q) on Ω is given by a superform
α′ ∈ Ap,q(V ) where V is an open subset of Rr with V ∩ |C | = Ω. We can view α′
as a map V × (Rr)p × (Rr)q → R. Two forms α′ ∈ Ap,q(V ) and α′′ ∈ Ap,q(W ) with
V ∩|C | = W ∩|C | = Ω deﬁne the same form in Ap,q(Ω) if for each σ ∈ C the restrictions
of α′ and α′′ to (Ω ∩ σ)× L(σ)p × L(σ)q agree. If α ∈ Ap,q(Ω) is given by α′ ∈ Ap,q(V ),
we write
α′|Ω = α.
Remark 4.1.3. Let F : Rr′ → Rr be an aﬃne map. If C ′ is a polyhedral com-
plex of Rr′ and C a polyhedral complex of Rr with F (|C ′|) ⊂ |C |, then the pullback
F ∗ : Ap,q(|C |) → Ap,q(|C ′|) is well-deﬁned and compatible with the diﬀerential opera-
tors d′ and d′′. In particular, we have the operators d′ and d′′ on Ap,q(|C |) given by the
restriction of the corresponding operators on Ap,q(Rr).
Due to theorem of BieriGroves' (see Theorem 2.2.6), we can use these forms on
polyhedral complexes for diﬀerential forms on Xan. For the construction, we ﬁrst need
to introduce canonical embeddings of very aﬃne subsets and tropical charts.
Definition 4.1.4. Let U,U ′ be open aﬃne subsets of X and let ϕ : U → Grm and
ϕ′ : U ′ → Gr′m be closed embeddings. We say that ϕ′ reﬁnes ϕ if U ′ ⊂ U and there is an
aﬃne homomorphism (i.e. group homomorphism composed with a multiplicative trans-
lation) ψ : Gr′m → Grm of multiplicative tori such that ϕ = ψ ◦ ϕ′. This homomorphism
induces an integral aﬃne map Trop(ψ) : Rr′ → Rr such that ϕtrop = Trop(ψ) ◦ ϕ′trop.
We call an open aﬃne subset U of X very aﬃne if O(U) is generated as a K-
algebra by O(U)×. If U is very aﬃne, then there exists a canonical closed embedding (up
to multiplicative translation) ϕU : U → Grm which reﬁnes all other closed embeddings
ϕ : U → Gr′m (see [Gub16, 4.12]). For the canonical embedding ϕU , we use the notations
tropU := (ϕU )trop = trop ◦ϕanU and Trop(U) := tropU (Uan).
Definition 4.1.5. Let W be an open subset of Xan. A tropical chart (V, ϕU ) of W
consists of the canonical closed embedding ϕU : U → Grm of a very aﬃne open subset U
of X and an open subset V of W that is of the form V = trop−1U (Ω) for an open subset
Ω of Trop(U).
We say that (V ′, ϕU ′) is a tropical subchart of (V, ϕU ) if V ′ ⊂ V and U ′ ⊂ U . In this
situation, ϕU ′ reﬁnes ϕU .
Remark 4.1.6. The theorem of BieriGroves' (see Theorem 2.2.6) tells us that
Trop(U) is the support of a one-dimensional polyhedral complex, and so allows us to
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consider forms Ap,qTrop(U)(tropU (V )) for a tropical chart (V, ϕU ) of Xan. Let (V ′, ϕU ′) be
another tropical chart of Xan, then (V ∩ V ′, ϕU∩U ′) is a tropical subchart of both by
[Gub16, Proposition 4.16] with ϕU∩U ′ = ϕU ×ϕU ′ . We get a canonical homomorphism
ψU,U∩U ′ : Gr+r
′
m → Grm of the underlying tori with
ϕU = ψU,U∩U ′ ◦ ϕU∩U ′
on U ∩ U ′ and an associated aﬃne map Trop(ψU,U∩U ′) : Rr+r′ → Rr such that
tropU = Trop(ψU,U∩U ′) ◦ tropU∩U ′
and the tropical variety Trop(U ∩ U ′) is mapped onto Trop(U) (see [Gub16, 5.1]). We
deﬁne the restriction of α ∈ Ap,qTrop(U)(tropU (V )) to tropU∩U ′(V ∩ V ′) as
Trop(ψU,U∩U ′)∗α ∈ Ap,qTrop(U∩U ′)(tropU∩U ′(V ∩ V ′))
and write α|V ∩V ′ .
Definition 4.1.7. Let X be an algebraic variety over K and let W be an open
subset of Xan. An element of Ap,qX (W ) is given by a family (Vi, ϕUi , αi)i∈I such that:
i) For all i ∈ I the pair (Vi, ϕUi) is a tropical chart and W =
⋃
i∈I Vi.
ii) For all i ∈ I we have αi ∈ Ap,qTrop(Ui)(tropUi(Vi)).
iii) For all i, j ∈ I the restrictions αi|Vi∩Vj = αj |Vi∩Vj agree.
Another such family (Vj , ϕj , αj)j∈J deﬁnes the same form on V if (Vi, ϕi, αi)i∈I∪J
still deﬁnes a form on V .
Remark 4.1.8. Let V ′ ⊂ V and α ∈ Ap,qX (W ) given by (Vi, ϕi, αi)i∈I . The subset
V ′ can be covered by tropical subcharts (Wij , ϕij) of (Vi, ϕi) [Gub16, Proposition 4.16].
We deﬁne α|V ′ to be given by the family (Wij , ϕij ,Trop(ψi,ij)∗αi)ij . Note that α|V ′ is
independent of all choices.
Then W 7→ Ap,qX (W ) deﬁnes a sheaf on Xan, which we denote by Ap,qX and we write
Ap,qX,c(W ) for the sections with compact support in W . If the space of deﬁnition is clear,
we often just use the notations Ap,q and Ap,qc . By Theorem 2.2.6, we have Ap,qX = 0 if
max(p, q) > n = dim(X).
The diﬀerentials d′ and d′′ and the wedge product carry over. Moreover, for every
open subset W of Xan there is a non-trivial integration map
∫
: An,nc (W )→ R which is
compatible with pullback and satisﬁes Stokes' Theorem (see [Gub16, Theorem 5.17]),
i.e.
∫
W d
′′α = 0 for all α ∈ An,n−1c (W ) and
∫
W d
′β = 0 for all β ∈ An−1,nc (W ).
Remark 4.1.9. The approach by Gubler to deﬁne diﬀerential forms via canonical
charts, which was presented here, is equivalent to the one by Chambert-Loir and Ducros
in [CD12] as is shown in [Gub16, Proposition 7.2 & Proposition 7.11].
Note that smooth diﬀerential forms of bidegree (0, 0) are well-deﬁned continuous
functions.
Definition 4.1.10. Let W be an open subset of Xan. A function f : W → R is
called smooth if f ∈ A0,0(W ). We write C∞(W ) := A0,0(W ) and C∞c (W ) := A0,0c (W ).
Proposition 4.1.11. Let W be an open subset of Xan and let α ∈ An,n(W ). Then
there is a unique signed Radon measure µα on W such that
∫
W f dµα =
∫
W f ∧ α for
every f ∈ C∞c (W ). If α has compact support on W , so has µα and |µα|(W ) <∞.
Proof. See [Gub16, Proposition 6.8]. 
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4.2. Poincaré duality for non-archimedean Mumford curves
Let K be an algebraically closed ﬁeld endowed with a complete, non-archimedean
absolute value | · | and let X be an algebraic curve over K. In this section, we do not
require | · | to be non-trivial (if not stated otherwise). The formalism of Subsection 4.1
does not work in the trivially valued case (cf. [Jel16a, Example 3.3.1]), but the one
introduced in Subsection 4.2.1 does.
The contents of this section are joint work with Philipp Jell and were published in
[JW18].
4.2.1. Diﬀerential forms using A-tropical charts. In Section 4.1, we have seen
the deﬁnition of the sheafAp,qX of smooth diﬀerential forms onXan. The key tool to deﬁne
these forms were tropical charts. Jell developed in his thesis [Jel16a, 3.2.2] a further
approach using so called A-tropical charts, which also works in the trivially valued case.
In the non-trivially valued case, his approach leads to the same forms as the approach
introduced in Section 4.1. We will present this way of deﬁning smooth diﬀerential forms
on Xan for curves, so let X be from now on an algebraic curve over K.
In Subsection 2.2, we gave deﬁnitions regarding polyhedral complexes in any dimen-
sion. To introduce the A-tropical chart approach, we need some further deﬁnitions in
this setting. As we are are only interested in curves, we will restrict these deﬁnitions to
dimension one. The deﬁned objects are named as in [JW18] and for higher dimensions
we refer to [Jel16a].
Definition 4.2.1. A polyhedral complex C of dimension one in Rr is a ﬁnite set
of closed intervals, half-lines, lines and points in Rr such that all endpoints are in C
and the intersection of two elements is empty or a point in C . We call the closed
intervals, half-lines and lines edges of C and the points are called vertices of C . We only
consider non-trivial one-dimensional polyhedral complexes, i.e. complexes which do not
only consist of vertices. A polyhedral R-rational curve Y in Tr is the topological closure
of |C | for a one-dimensional R-rational polyhedral complex C . A polyhedral structure C
on Y is a polyhedral structure C ′ of Y ∩ Rr plus the vertices at inﬁnity (i.e. points in
Y \ Rr). Then C is called weighted (resp. balanced) if C ′ is weighted (resp. balanced).
We call Y weighted if it has a weighted polyhedral structure C .
A tropical curve Y is a R-rational polyhedral curve with a balanced weighted poly-
hedral structure C , up to weight preserving subdivision of C . Using terms from Subsec-
tion 2.2, a tropical curve is the topological closure of the support of some tropical cycle
of pure dimension one.
Up to now, we always considered closed embeddings ϕ : U → Grm of open subsets
U of X. The approach presented in this section, works instead with closed embeddings
into Ar.
Definition 4.2.2. Set T := [−∞,∞) and equip it with the topology of a half-open
interval. Then Tr is equipped with the product topology.
For a closed subvariety Z of Ar = Spec(K[T1, . . . , Tr]), we deﬁne Trop(Z) to be the
image of Zan under the (extended) tropicalization map
trop: Ar,an → Tr,
p 7→ (log(p(T1)), . . . , log(p(Tr))).
Let U be an open subset of X and ϕ : U → Ar be a closed embedding such that one has
ϕ(U) ∩Grm 6= ∅. We say that ϕ is given by f1, . . . , fr ∈ OX(U) if the corresponding K-
algebra homomorphism ϕ] : K[T1, . . . , Tr] → OX(U) maps Ti to fi. Then the function
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ϕtrop := trop ◦ϕan : Uan → Tr is given by p 7→ (log(p(f1)), . . . , log(p(fr))). The map
ϕtrop is proper in the sense of topological spaces. We write Tropϕ(U) := ϕtrop(U
an).
Recall from Subsection 2.2 that for every open subset U of X and for every closed
embedding ϕ : U → Grm, the tropicalization Tropϕ(U) is the support of a tropical cycle
with the canonical weights from [Gub13, 13.10]. We see in the subsequent theorem an
analog for closed embeddings ϕ : U → Ar with ϕ(U) ∩Grm 6= ∅.
Theorem 4.2.3. The space Tropϕ(U) from Deﬁnition 4.2.2 with the canonical weights
from [Gub13, 13.10] is a tropical curve.
Proof. Follows directly from Theorem 2.2.6 combined with Remark 2.2.7. 
In Section 4.1, we introduced smooth diﬀerential forms on the support of a polyhedral
complex. We can extend this deﬁnition to their closures, i.e. in our case to polyhedral
R-rational curves in Tr.
Definition 4.2.4. Let Y be an R-rational polyhedral curve in Tr and Ω an open
subset of Y . A form α of bidegree (p, q) on Ω is given by a form α′ ∈ Ap,q(Ω′) for
Ω′ := Ω∩Rr (cf. Deﬁnition 4.1.2), satisfying the following boundary conditions: For each
x ∈ Ω \ Ω′, there exists a neighborhood Ωx of x in Ω such that
i) if (p, q) = (0, 0), then α′|Ωx∩Rr is constant (note here that α′ is indeed a function
on Ω′ in that case),
ii) otherwise, we require α′|Ωx∩Rr = 0.
We denote the space of such (p, q)-forms on Ω by Ap,qY (Ω) and by Ap,qY,c(Ω) the space
of forms with compact support.
The presheaf Ω 7→ Ap,qY (Ω) is indeed a sheaf on Y . We deﬁne the diﬀerentials and
the wedge product by applying the respective operation to the forms on Ω′.
Remark 4.2.5. Let Y be a tropical curve and let Ω be an open subset of Y . There is
also a canonical non-trivial integration map
∫
: A1,1Y,c(Ω) → R which satisﬁes
∫
d′′α = 0
for all α ∈ A1,0Y,c(Ω) [JSS19, Deﬁnition 4.5 & Theorem 4.9]. Note here that open subsets
of tropical curves are tropical spaces in the sense of [JSS19, Deﬁnition 4.8].
Definition 4.2.6. Let U ′ ⊂ Tr′ and U ⊂ Tr be open subsets. An extended linear
resp. aﬃne map F : U ′ → U is the continuous extension (which may not always exist (!))
of a linear resp. aﬃne map F : U ′ ∩ Rr′ → U ∩ Rr.
Remark 4.2.7. There is a well-deﬁned, functorial pullback of superforms along ex-
tended aﬃne maps F which commutes with d′′ and ∧. If F maps a polyhedral curve Y1
to a polyhedral curve Y2, then this induces a pullback F
∗ : Ap,qY2 → F∗A
p,q
Y1
.
Theorem 4.2.8 (Poincaré lemma). Let Y be a tropical curve and let Ω be a connected
open subset of Y , which, for some polyhedral structure C on Y , contains at most one
vertex. Let α ∈ Ap,qY (Ω) such that q > 0 and d′′α = 0. Then there exists β ∈ Ap,q−1Y (Ω)
such that d′′β = α.
Proof. If Ω contains a vertex z which is not at inﬁnity, then it is polyhedrally star-
shaped with center z in the sense of [Jel16b, Deﬁnition 2.2.11]. If Ω contains no vertex,
then it is just an open line segment and polyhedrally star shaped with respect to any
of its points. Thus if Ω contains no vertex at inﬁnity, the result follows from [Jel16b,
Theorem 2.16]. If the vertex is at inﬁnity, Ω is a half-open line with vertex at inﬁnity,
thus basic open in the sense of [JSS19, Deﬁnition 3.7] and the statement follows from
[JSS19, Theorem 3.22 & Proposition 3.11]. 
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Definition 4.2.9. Let ϕ : U → Ar be a closed embedding. Then another embedding
ϕ′ : U ′ → Ar′ is called a reﬁnement of ϕ if U ′ ⊂ U and there exists a torus equivariant
map ψ : Ar′ → Ar such that ϕ|U ′ = ψ ◦ ϕ′. If that is the case, we obtain an extended
linear map Trop(ψ) : Tropϕ′(U
′) → Tropϕ(U) which satisﬁes ϕtrop = Trop(ψ) ◦ ϕ′trop
on (U ′)an. Since we have Tropϕ′(U ′) = ϕ′trop((U ′)an), the map Trop(ψ) is independent
of ψ. We call this map the transition map between ϕ and ϕ′.
Note that if for i = 1, . . . , n we have closed embeddings ϕi : Ui → Ari , then the
product map ϕ1 × · · · × ϕn :
⋂n
i=1 Ui →
∏n
i=1A
ri is a common reﬁnement of all the ϕi.
Definition 4.2.10. An A-tropical chart is given by a pair (V, ϕ), where V ⊂ Xan is
an open subset and ϕ : U → Ar is a closed embedding of an aﬃne open subset U of X
such that V = ϕ−1trop(Ω) for an open subset Ω ⊂ Tropϕ(U).
Another A-tropical chart (V ′, ϕ′) is called an A-tropical subchart of (V, ϕ) if ϕ′ is a
reﬁnement of ϕ and V ′ ⊂ V .
Note that if (V, ϕ) is a tropical chart and ϕ′ : U ′ → Ar′ is a reﬁnement of ϕ for an
aﬃne open subset U ′ of X such that V ⊂ U ′ an, then (V, ϕ′) is an A-tropical chart, thus
in particular a subchart of (V, ϕ). To see this, let Trop(ψ) be the transition map between
ϕ and ϕ′ and Ω such that V = ϕ−1trop(Ω). Then V = ϕ
′−1
trop(Trop(ψ)
−1(Ω)).
A-tropical charts form a basis of the topology of Xan [Jel16a, Lemma 3.2.35 &
Lemma 3.3.2]. We will show this for X = A1 in Lemma 4.2.41.
Using these A-tropical charts, we can deﬁne forms analogously as in Section 4.1.
Definition 4.2.11. Let X be an algebraic curve and let V be an open subset of
Xan. An element of Ap,qX,A(V ) is given by a family (Vi, ϕi, αi)i∈I such that:
i) For all i ∈ I the pair (Vi, ϕi) is an A-tropical chart and
⋃
i∈I Vi = V .
ii) For all i ∈ I we have αi ∈ Ap,qTropϕi (Ui)(ϕi,trop(Vi)).
iii) For all i, j ∈ I the forms αi and αj agree when pulled back to Vi ∩ Vj via the
corresponding transition maps.
Another such family (Vj , ϕj , αj)j∈J deﬁnes the same form on V if (Vi, ϕi, αi)i∈I∪J still
deﬁnes a form on V .
Let V ′ ⊂ V and let α ∈ Ap,qX,A(V ) be given by (Vi, ϕi, αi)i∈I . The subset V ′ can be
covered by A-tropical subcharts (Wij , ϕij) of (Vi, ϕi) [Jel16a, Lemma 3.2.35]. We deﬁne
α|V ′ to be given by the family (Wij , ϕij ,Trop(ψi,ij)∗αi)ij . Note that α|V ′ is independent
of all choices.
Then V 7→ Ap,qX,A(V ) deﬁnes a sheaf on Xan, which we denote by Ap,qX,A. By Theo-
rem 4.2.3, we have Ap,qX,A = 0 if max(p, q) > 1.
The diﬀerentials d′, d′′ and the wedge product carry over.
Definition 4.2.12. For an A-tropical chart (V, ϕ), we call the map
Ap,qX,A(ϕtrop(V ))→ Ap,qX,A(V )
the pullback along ϕtrop.
Proposition 4.2.13. Let (V, ϕ) be an A-tropical chart. Then the pullback along ϕ
is injective. Furthermore, if a form α ∈ Ap,qX,A(V ) is given by (V, ϕ, α′), then we have
ϕtrop(supp(α)) = supp(α
′).
Proof. The ﬁrst statement is shown in [Jel16a, Lemma 3.2.42]. The second state-
ment then follows from the ﬁrst as in [CD12, Corollaire 3.2.3]. 
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For V ⊂ Xan open, there is a non-trivial integration map ∫ : A1,1X,A,c(V )→ R which
is compatible with pullback and satisﬁes
∫
d′′α = 0 for all α ∈ A1,0X,A,c(V ). For an explicit
description we refer to [Jel16a, Deﬁnition 3.2.58].
Proposition 4.2.14. Let K be non-trivially valued and let X be an algebraic curve
over K. Then for the sheaf Ap,qX on Xan from Section 4.1, we have an isomorphism of
sheaves
Ap,qX ' Ap,qX,A
for all p, q ∈ {0, 1} such that integration is compatible with this isomorphism.
Proof. See [Jel16a, Theorem 3.2.41& Lemma 3.2.58]. 
Remark 4.2.15. Note that Ap,qX,A is deﬁned also for higher dimensional varieties in
[Jel16a, 3.2.2] and we also have the isomorphism in every dimension.
Due to this isomorphism which commutes with all considered constructions, we will
not distinguish the sheaves anymore and also write Ap,qX for Ap,qX,A, or just Ap,q if the
space of deﬁnition is clear. Note that we do just work with A-tropical charts instead of
tropical charts in Section 4.2.
4.2.2. Tropical Dolbeault cohomology. In this subsection, we consider the in-
duced cohomology of the complex (Ap,•, d′′), the so called tropical Dolbeault cohomology.
We also give here some preliminary results for the proofs later on.
Definition 4.2.16. Let X be an algebraic resp. an R-rational polyhedral curve and
V an open subset of Xan resp. X. Then we denote the presheaf V 7→ Ap,qX,c(V )∗ by Ap,qX,c∗.
Note that we do not put any topology on Ap,qX , thus the dual is always meant in the sense
of linear algebra. We write Hp,q(V ) := Hq(Ap,•(V ), d′′) and Hp,qc (V ) := Hq(Ap,•c (V ), d′′)
and denote by hp,q(V ) resp. hp,qc (V ) the respective R-dimensions. We denote by d′′∗ the
dual of the diﬀerential operator and use the notations LpY := ker(d′′ : Ap,0X → Ap,1X ) and
GpY := ker(d′′∗ : Ap,1X,c
∗ → Ap,0Y,c
∗
).
We denote by hqsing(V ) resp. h
q
c,sing(V ) the R-dimension of the singular cohomology
Hqsing(V,R) resp. H
q
c,sing(V,R).
Theorem 4.2.17. Let X be an algebraic resp. a tropical curve and let V be an
open subset of Xan resp. X. Then LpV → (Ap,•V , d′′) is an acyclic resolution of Lp. In
particular, we have Hq(V,Lp) = Hq((Ap,•(V ), d′′)) and Hqc(V,Lp) = Hq((Ap,•c (V ), d′′)).
Here Hqc denotes sheaf cohomology with compact support. We also have L0V = R, where R
denotes the constant sheaf with stalks R. As a consequence, we obtain h0,q(V ) = hqsing(V )
and h0,qc (V ) = h
q
c,sing(V ).
Proof. The sheaves Ap,qX are ﬁne for a tropical curve X [JSS19, Lemma 2.15].
As a consequence, the sheaves Ap,qX are also ﬁne for an algebraic curve X [Jel16a,
Lemma 3.2.17, Proposition 3.2.46 & Lemma 3.3.6]. That (Ap,•V , d′′) is exact in positive
degree follows from Theorem 4.2.8 for the tropical case and from [Jel16a, Theorem 3.4.3]
for the algebraic case. That L0V = R is shown in [Jel16a, Lemma 3.4.5]. The rest now
follows from standard sheaf theory since V is Hausdorﬀ and locally compact. The fact
that Ap,qV are acyclic for both the functor of global section respectively global sections
with compact support follows from [Wel80, Chapter II, Proposition 3.5 & Theorem 3.11]
and [Ive86, III, Theorem 2.7] and identiﬁcation with singular cohomology comes from
[Bre97, Chapter III, Theorem 1.1]. 
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Lemma 4.2.18. Let X be an algebraic resp. an R-rational polyhedral curve. Then the
presheaf Ap,qX,c∗ is a sheaf and ﬂasque. Furthermore,
Hq(A1−p,1−•X,c
∗
(V ), d′′∗) = H1−p,1−qc (V )
∗(4.2.1)
for every open subset V of Xan resp. X.
Proof. It is a sheaf because Ap,qX admits partitions of unity and it is ﬂasque because
for all W ⊂ V the map Ap,qX,c(W ) → Ap,qX,c(V ) is injective. The second assertion is true
since dualizing is an exact functor. 
Definition 4.2.19. Let X be an algebraic resp. a tropical curve and let V be an
open subset of Xan resp. X. We deﬁne
PD: Ap,q(V )→ A1−p,1−qc (V )∗, α 7→ (β 7→ ε
∫
α ∧ β)
where ε = 1 if p = q = 0 and ε = −1 else. The morphism PD deﬁned above induces
a morphism of complexes PD: Ap,•(V ) → A1−p,1−•c (V )∗ where the complex Ap,•(V ) is
equipped with d′′ and A1−p,1−•c (V )∗ with its dual map d′′∗.
Hence we get a morphism PD: Hp,q(V )→ H1−p,1−qc (V )∗ by (4.2.1). We say that V
has PD if the map on cohomology is an isomorphism for all (p, q).
Lemma 4.2.20. The map PD deﬁned above induces a monomorphism Lp → G1−p.
Proof. That PD maps Lp to G1−p follows because PD is a morphism of complexes.
To show that this map is injective it is suﬃcient to show that PD: Ap,0 → A1−p,1c ∗
is injective, i.e. that for all α ∈ Ap,0(V ) \ {0} there exists β ∈ A1−p,1c (V ) such that∫
V α∧ β 6= 0. In the tropical situation, there exists an open subset Ω which is contained
in an edge σ and a coordinate x on σ such that α|Ω = ±f resp. α|Ω = fd′x for f > 0.
Then letting g be a bump function with compact support in Ω and β = ±gd′x ⊗ d′′x
resp. β = gd′′x suﬃces.
In the algebraic situation, let α be given by (Vi, ϕi, αi). Choose i such that αi 6= 0
and βi ∈ A1−p,1c (ϕi,trop(Vi)) with
∫
ϕi,trop(Vi)
αi ∧ βi 6= 0. By deﬁnition of integration, we
have
∫
V α ∧ ϕ∗i,trop(βi) =
∫
ϕi,trop(Vi)
αi ∧ βi which proves the claim. 
Definition 4.2.21. Let z be a vertex of a tropical curve Y and let σ0, . . . , σk be the
edges which contain z. We deﬁne val(z) := k + 1. Furthermore, we deﬁne dim(z) :=
dim(L(σ0) + . . .+ L(σk)) if z is not at inﬁnity and dim(z) := 0 if z is at inﬁnity.
A tropical curve Y is called smooth if all weights are 1 and for every vertex z we
have val(z) = dim(z) + 1.
Theorem 4.2.22. Open subsets of smooth tropical curves have PD.
Proof. Let Y be a smooth tropical curve and let Ω be an open subset. Let C be a
polyhedral structure on Y . Since tropical manifolds in the sense of [JSS19, Deﬁnition
4.15] have PD by [JSS19, Theorem 4.33], it is enough to show that any point z ∈ Ω has
a neighborhood which is either isomorphic to an open subset of T or to an open subset
of a Bergmann fan B(M) of a matroid M . If z is not a vertex, it has a neighborhood
which is isomorphic to an open interval, thus to an open subset of T. If z is a vertex
at inﬁnity, it has a neighborhood isomorphic to [−∞, b) ⊂ T for some b ∈ R. Now let
z be a vertex which is not at inﬁnity and let k be as in Deﬁnition 4.2.21. Let U2,k be
the uniform matroid of rank 2 on k Elements, i.e. the base set is {1, . . . , k} and the
rank function is A 7→ max{#A, 2}. Following the construction of the Bergman fan in
[Sha13, 2.4] we ﬁnd that B(U2,k) is the fan whose rays are spanned by −e1, . . . ,−ek
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and
∑k
i=1 ei where ei denotes the i-th unit vector in Rk. Now, after translation of z to
the origin, νz,σi 7→ ei for i = 1, . . . , k provides a linear isomorphism of a neighborhood
of z with an open neighborhood of the origin in B(U2,k). Note here that −σz,σ0 7→
∑
ei
by the balancing condition and that νz,σi for i = 1, . . . , k are linearly independent since
dim(z) = val(z) + 1. 
Construction 4.2.23. We now describe the operation of tropical modiﬁcation (for
a more detailed introduction see [BIMS15]). Let Y ⊂ Tr be a tropical curve and
P : Y → R a continuous, piecewise aﬃne function with integer slopes. The graph ΓY (P )
of P is a polyhedral R-rational curve in Tr+1. Choosing a polyhedral structure C on Y
such that P is aﬃne on every edge and deﬁning the weight mΓσ(P ) := mσ for every
σ ∈ C makes ΓY (P ) into a weighted R-rational polyhedral curve. It is however not
balanced because P is only piecewise aﬃne. Let z ∈ Y be a point where P is not aﬃne.
If we add a line σz := [(z, P (z)), (z,−∞)], then there is a unique weight mσz to make
Γ(P ) ∪ σz balanced at z. If we do this for every such z ∈ Y , we obtain a tropical curve
Y ′. The projection pi : Tr+1 → Tr restricts to a map δ : Y ′ → Y and we call δ a tropical
modiﬁcation.
Note that δ is a proper map in the sense of topological spaces.
Proposition 4.2.24. Let δ : Y ′ → Y be a tropical modiﬁcation. Let V be an open
subset of Y and set V ′ := δ−1(V ). Then
δ∗ : Hp,q(V )→ Hp,q(V ′) and δ∗ : Hp,qc (V )→ Hp,qc (V ′)
are isomorphisms which are compatible with the Poincaré duality map.
Proof. The proof uses identiﬁcation of Hp,q with tropical cohomology [JSS19, The-
orem 3.22]. It is shown in [Sha15, Theorem 4.13] that P (V ) is a strong deformation
retract in V ′ and that this retraction and the homotopy respect the polyhedral structure
of V resp. V ′. Thus the usual prism operator argument for singular cohomology shows
that the tropical cohomology groups of V and V ′ agree and thus [JSS19, Theorem 3.22
& Proposition 3.24] show that δ∗ induces an isomorphism on Hp,q resp. Hp,qc .
That this is compatible with the PD map is just saying that integration of a (1, 1)-
form with compact support commutes with pullback along δ. This follows from the
tropical projection formula [Gub16, Proposition 3.10]. 
4.2.3. Non-archimedean Mumford curves. In this subsection, we recall the
deﬁnition of Mumford curves and give a further characterization of them which is needed
in Sections 4.2.5 and 4.2.6.
Definition 4.2.25. We say that an analytic space Y is locally isomorphic to P1,an
if there is a cover of Y by open subsets which are isomorphic to open subsets of P1,an in
the sense of analytic spaces.
Let X be a smooth algebraic curve over K and x ∈ Xan. We denote by H (x) the
completed residue ﬁeld at x and by H˜ (x) its residue ﬁeld. The point x is of type II if
H˜ (x) is of transcendence degree 1 over the residue ﬁeld K˜ of K. If this is the case, the
genus of x is deﬁned as the genus of the smooth projective K˜-curve with function ﬁeld
H˜ (x).
Note that there are only ﬁnitely many points of type II of positive genus in Xan
[BPR13, Remark 4.18].
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Proposition 4.2.26. Let X be a smooth curve and let V ⊂ Xan be an open subset.
Then V is locally isomorphic to P1,an if and only if it does not contain any point of type
II with positive genus.
Proof. By [BR10, Proposition 2.3], every type II point of P1,an has genus zero.
Hence if V is locally isomorphic to P1,an, all its type II points have genus 0.
Now, we assume that every type II point in V has genus zero. Then [Ber07, Propo-
sition 2.2.1] says that we have an open covering of V by open balls, open annuli and
sets which are isomorphic to P1,an without the disjoint union of a ﬁnite number of closed
balls. Note that we have used that the deﬁnition of the genus of a point in [Ber07] is
equal to the one in Deﬁnition 4.2.25 [Ber07, p. 31]. Hence V is locally isomorphic to
P1,an. 
Definition 4.2.27. A smooth proper curve X of genus g ≥ 1 is called a Mumford
curve if there is a semistable formal model X of Xan such that all irreducible components
of the special ﬁber X s are rational (cf. [Ber90, Theorem 4.4.1]).
Remark 4.2.28. In [Ber90] (and also in [JW18]), one uses algebraic models of X
instead of formal models of Xan for the deﬁnition of Mumford curves. However, this
does not make any diﬀerence because having an algebraic model of X (resp. a formal
model of Xan) there is always a formal model of Xan (resp. an algebraic model of X)
with the same special ﬁber (cf. [BPR13, Remark 4.2]).
Moreover, note that there exist no Mumford curves over a trivially valued ﬁeld K
since otherwise R = K and so the only semistable algebraic model of X is X itself, which
cannot be rational due to g ≥ 1.
Theorem 4.2.29. Let X be a smooth proper curve over K of genus g. Then the
following properties are equivalent:
i) X is a Mumford curve or is isomorphic to P1.
ii) Xan is locally isomorphic to P1,an.
iii) h0,1(Xan) = g.
Proof. If g = 0, then X is isomorphic to P1 and all three properties are satisﬁed.
Indeed, the third one is true since h0,1(P1,an) = h1sing(P1,an) by Theorem 4.2.17 and P1,an
is contractible.
If g ≥ 1, property i) implies ii) by [Ber90, Theorem 4.4.1]. Note here that for any
analytic space Y , the topological universal cover pi : Z → Y of Y is given by the analytic
structure which makes pi into a local isomorphism. Thus Xan is locally isomorphic to its
universal cover.
On the other hand, if ii) is satisﬁed, we know from Proposition 4.2.26 that every type
II point in Xan has genus zero. Let X be any semistable model. Then every irreducible
component of the special ﬁber corresponds to a type II point x ∈ Xan, and we denote
this component by Cx. The curve Cx is birationally equivalent to the smooth proper
K˜-curve with function ﬁeld H˜ (x) by [Ber90, Proposition 2.4.4]. We know that the
latter curve is of genus zero, and so Cx is as well. Thus every irreducible component Cx
is rational.
Since the skeleton of a Berkovich space is a deformation retract, iii) is equivalent to
the skeleton of Xan having ﬁrst Betti number equal to g by Theorem 4.2.17. Thus we
know from [Ber90, Theorem 4.6.1], that we have h0,1(Xan) = g if and only if X is a
Mumford curve or a principal homogeneous space over a Tate elliptic curve. The ﬁrst
sentence in the proof of [Ber90, Lemma 4.6.2] shows that if K is algebraically closed,
the only principal homogeneous space over any Tate elliptic curve is the curve itself.
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Since Tate elliptic curves are indeed Mumford curves, we have equivalence of i) and iii)
also for g ≥ 1. Thus all properties are equivalent. 
4.2.4. Cohomology of open subsets of the Berkovich aﬃne line. The goal of
this subsection is to get a better description of the cohomology of a basis of open subsets
of A1,an (cf. Theorem 4.2.43). We use this description to prove Poincaré duality for a
special class of open subsets of the analytiﬁcation Xan of a smooth algebraic curve X in
Subsection 4.2.5.
First, we consider a special class of embeddings of the aﬃne line into aﬃne spaces,
which are called linear embeddings. We show that their tropicalizations are smooth
tropical curves and that their reﬁnements induce tropical modiﬁcations (Theorem 4.2.37
and Theorem 4.2.36).
Definition 4.2.30. A closed embedding ϕ : A1 → Ar is called a linear embedding if
ϕ is given by linear polynomials (x− ai)i∈[r], where [r] := {1, . . . , r}.
Another linear embedding ϕ′ : A1 → Ar′ is called a linear reﬁnement if ϕ = pi ◦ ϕ′,
where pi is the projection to a set of coordinates.
Lemma 4.2.31. Let ϕ : A1 → Ar be a linear embedding. Then all weights on Tropϕ(A1)
are equal to 1.
Proof. Let ϕ be given by x−a1, . . . , x−ar and let σ be an edge of Tropϕ(A1). Then
there exists some coordinate i such that the restriction of the i-th coordinate function to
σ is not constant. Obviously, ϕ is a reﬁnement of the linear A-tropical chart ϕ′ : A1 → A1
which is given by x − ai. The weights on Tropϕ′(A1) are obviously all 1 and thus so is
the one on σ by the SturmfelsTevelev multiplicity formula and the construction of the
pushforward of tropical cycles [Gub16, 4.10 & Proposition 4.11]. Note here, that by the
choice of i, the edge σ is not contracted to a point when projecting from Tropϕ(A1) to
Tropϕ′(A1). 
Lemma 4.2.32. Let R′ be a commutative ring with 1 and let p : R′ → R≥0 be a non-
archimedean multiplicative seminorm on R′. Furthermore, let x, ai, aj , b ∈ R′ such that
p(x− ai) ≤ p(x− aj) and p(x− aj) 6= p(b− aj). Then we have
max(p(x− ai), p(b− ai)) = max(p(x− aj), p(b− aj)).
Proof. If the maximum on the left hand side is attained uniquely, then both sides
equal p(x− b) by the ultrametric triangle inequality, and so the lemma holds.
If not, we have
p(x− b) ≤ max(p(x− ai), p(b− ai)) = p(x− ai)
≤ p(x− aj) ≤ max(p(x− aj), p(b− aj)) = p(x− b),
and so equality holds as well. 
We ﬁx a closed embedding ϕ : A1 → Ar which is given by r linear polynomials
x − a1, . . . , x − ar. For b ∈ K we want to understand the behavior of the reﬁnement
ϕ′ : A1 → Ar+1 which is given by x − a1, . . . , x − ar, x − b. We will for the moment
assume that b 6= aj for all j ∈ [r].
Definition 4.2.33. We deﬁne a map P := Pa1,...,ar,b : Tropϕ(A1)→ R in the follow-
ing way: For z ∈ Tropϕ(A1) choose i ∈ [r] such that zi ≤ zj for all j ∈ [r] and deﬁne
P (z) := max(zi, log |b− ai|).
The next proposition shows the basic properties of P .
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Proposition 4.2.34. In the situation above, we have:
i) P (z) is well-deﬁned, independent of the choice of i.
ii) For j ∈ [r] we have
P (z) = max(zj , log |b− aj |)
if the maximum on the right hand side is attained uniquely.
Proof. The second statement follows from Lemma 4.2.32 by choosing R′ = K[x]
and letting p be a point in A1,an which maps to z. The ﬁrst follows from the second and
the fact that for two minima zi, zj the equality max(zi, log |b−ai|) = max(zj , log |b−aj |)
is trivial if zi = log |b− ai| = zj = log |b− aj |. 
Lemma 4.2.35. The function P is continuous. It is aﬃne at every point except
(log |ai − b|)i∈[r]. In particular, P is piecewise aﬃne.
Proof. Let C be a polyhedral structure on Tropϕ(A1) such that for each σ ∈ C
there exists iσ ∈ [r] such that for all z ∈ σ we have ziσ ≤ zj for all j ∈ [r]. Then P |σ is
continuous by deﬁnition, thus P is continuous.
If z 6= (log |ai − b|)i∈[r], then there exists j ∈ [r] such that max(zj , log |b − aj |) is
attained uniquely. Since this maximum is then attained uniquely for all z′ in a neigh-
borhood of z, Proposition 4.2.34 ii) shows that P is either constant or the projection to
the j-th coordinate on this neighborhood, so in particular aﬃne. 
Theorem 4.2.36. Let ϕ : A1 → Ar be a linear embedding and let ϕ′ : A1 → Ar+1 be
a linear reﬁnement. We consider the commutative diagram
Ar+1
pi

A1
ϕ′
<<
ϕ // Ar
and the map Trop(pi) : Tropϕ′(A1) → Tropϕ(A1) induced by the projection Tr+1 → Tr.
Then Trop(pi) is a tropical modiﬁcation.
Proof. Let ϕ be given by (x − a1), . . . , (x − ar) and ϕ′ additionally by (x − b). If
there exists j ∈ [r] such that b = aj , then z 7→ (z, zj) is an extended linear map which is
an inverse of Trop(pi). In particular, Trop(pi) is an isomorphism and we are done. Thus
we may assume that b 6= aj for all j ∈ [r].
In the following, we write Y (resp. Y ′) for Tropϕ(A1) (resp. Tropϕ′(A1)), use P as
deﬁned in Deﬁnition 4.2.33 and use the notation zs for the point (log |b− ai|)i∈[r] ∈ Rr.
We want to show that Y ′ is the completion of the graph ΓY (P ) ⊂ Y × R ⊂ Tr+1 to a
tropical curve as explained in Construction 4.2.23.
We show that if z ∈ Y \ {zs}, the unique preimage of z under Trop(pi) : Y ′ → Y is
the point (z, P (z)) and that the preimage of zs is the line [(zs,−∞), (zs, P (zs))]. We
then conclude that P is indeed not linear in zs and that the line [(zs,−∞), (zs, P (zs))]
is precisely needed to rebalance the graph ΓY (P ), which proves the claim.
At ﬁrst, let z ∈ Y \{zs} and consider p ∈ A1,an such that ϕtrop(p) = z. Then
the ultrametric triangle inequality implies P (z) = log(p(x − b)), which precisely means
ϕ′trop(p) = (z, P (z)), and that this is the unique preimage of z under Trop(pi).
Next, we consider the preimage of the remaining point zs ∈ Y . Let η(b, t) ∈ A1,an
be given by the multiplicative seminorm f 7→ supc∈D(b,t) |f(c)| with t ≥ 0. Using the
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ultrametric triangle inequality, we get ϕtrop(η(b, t)) = zs and ϕ
′
trop(η(b, t)) = (zs, log(t)),
for −∞ ≤ log(t) ≤ P (zs). This shows
[(zs,−∞), (zs, P (zs))] ⊂ Trop(pi)−1({zs}).(4.2.2)
For the other inclusion, observe that by the ultrametric triangle inequality, we have
p(x − b) ≤ max(p(x − ai), |ai − b|) for all i ∈ [r], which shows p(x − b) ≤ P (zs) for all
p ∈ ϕ−1trop(zs). Thus the (r + 1)-th coordinate of any point in the ﬁber of zs is bounded
above by P (zs). This shows that we have equality in (4.2.2).
All together, we obtain
Y ′ = ΓY (P ) ∪ [(zs,−∞), (zs, P (zs))].
By Lemma 4.2.35, P is aﬃne everywhere except possibly at zs. Furthermore, we know
by Theorem 4.2.3 and Lemma 4.2.31 that Y ′ is a tropical curve with all weights equal
to 1. Thus P can not be aﬃne in zs because otherwise Y
′ would not satisfy the balancing
condition. Consequently, the line [(zs,−∞), (zs, P (zs))] is precisely needed to rebalance
the graph ΓY (P ) as explained in Construction 4.2.23. 
Theorem 4.2.37 is a special instance of the fact that tropicalizations of linear sub-
spaces are tropical manifolds, which was to our knowledge ﬁrst observed by Speyer
[Spe08]. We give a self-contained proof in our case using Theorem 4.2.36.
Theorem 4.2.37. Let ϕ : A1 → Ar be a linear embedding. Then the tropical curve
Tropϕ(A1) is smooth.
Proof. We do induction on r, with r = 1 being obvious since T is smooth. For
the induction step let ϕ′ : A1 → Ar+1 be given by (x− a1), . . . , (x− ar), (x− b) and we
need to show that Tropϕ′(A1) is smooth. Note that we already know that all weights
of Tropϕ′(A1) are equal to 1 by Lemma 4.2.31. For the other required properties in
Deﬁnition 4.2.21, we consider ϕ : A1 → Ar which is given by (x− a1), . . . , (x− ar).
We have seen in Theorem 4.2.36 that Trop(pi) : Tropϕ′(A1)→ Tropϕ(A1) is a tropical
modiﬁcation and the vertices of Tropϕ′(A1) are precisely the preimages of the ones of
Tropϕ(A1), plus (zs,−∞) and (zs, P (zs)), where zs denotes the point (log |b − ai|)i∈[r]
and P the function from Deﬁnition 4.2.33.
By induction hypothesis, we know that Tropϕ(A1) is smooth. For a vertex z of
Tropϕ′(A1) which is neither (zs,−∞) nor (zs, P (zs)), we have invariance of valence
val(z) = val(Trop(pi)(z)) and dimension dim(z) = dim(Trop(pi)(z)). Thus z is a smooth
point since Trop(pi)(z) is.
We examine now the situation at z = (zs, P (zs)). Let σ1, . . . , σk be the edges adjacent
to zs. Denote by σ
P
i the image of σ under the map y 7→ (y, P (y)). The edges adjacent
to z are then given by σP1 , . . . , σ
P
k , {zs}× [P (zs),−∞] and thus val(z) = val(zs) + 1. We
have dim(zs) = dim〈νzs,σ1 , . . . , νzs,σk〉 and νz,σPi = (νzs,σi , ci) for some ci ∈ R. Then
dim(z) = dim〈νz,σP1 , . . . , νz,σPk , (0, . . . , 0, 1)〉
= dim〈(νz,σ1 , 0), . . . , (νz,σk , 0), (0, . . . , 0, 1)〉 = dim(zs) + 1.
and consequently val(z) = dim(z) + 1.
The point (zs,−∞) lies at inﬁnity, thus dim(z) = 0, and has only the adjacent edge
[(zs,−∞), (zs, P (zs))], thus val(z) = 1. Altogether, we have val(z) = dim(z) + 1 for all
vertices of Tropϕ′(A1), which precisely means that Tropϕ′(A1) is smooth, completing the
induction. 
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Corollary 4.2.38. Let ϕ : A1 → Ar be a linear embedding. Then every open subset
Ω of Tropϕ(A1) has PD.
Proof. The assertion follows directly by Theorem 4.2.37 and Theorem 4.2.22. 
In the following, we introduce linear A-tropical charts and show that for any stan-
dard open subset V of A1,an it suﬃces to consider one linear A-tropical chart (V, ϕ) to
determine the cohomology with compact support of V (cf. Theorem 4.2.43).
Definition 4.2.39. An A-tropical chart (V, ϕ) is called a linear A-tropical chart if
the map ϕ is a linear embedding.
An A-tropical subchart (V ′, ϕ′) is called a linear A-tropical subchart if ϕ′ is a linear
reﬁnement of ϕ.
The next proposition shows that, when deﬁning forms on A1,an, we may restrict our
attention to linear A-tropical charts.
Proposition 4.2.40. Let V be an open subset of A1,an and let (V, ϕ) be an A-
tropical chart. Then there exists a linear A-tropical chart (V, ϕ′) such that for all α ∈
Ap,q(ϕtrop(V )) there exists α′ ∈ Ap,q(ϕ′trop(V )) such that
(V, ϕ, α) = (V, ϕ′, α′) ∈ Ap,q(V ).
Proof. Let U ⊂ A1 be the domain of ϕ and let fi, gi be such that ϕ : U → Ar
is given by fi/gi. We write fi = ci
∏si
j=1(x − aij) and gi = di
∏ti
k=1(x − bik). We
denote by ϕ′ : A1 → ∏ri=1 (Asi ×Ati) the closed embedding given by (x − aij) and
(x− bik) for i = 1, . . . , r, j = 1, . . . , si and k = 1, . . . , ti. Note that ϕ′(U) is contained in∏r
i=1
(
Asi ×Gtim
)
since the gi do not vanish on U . The maps
ηi : Asi ×Gtim → A1
which are given by x 7→ ci
∏si
j=1 Tij
di
∏ti
k=1 Sik
induce a map
η :
r∏
i=1
(
Asi ×Gtim
)→ Ar .
Restricting our attention to the respective images of U , one can easily check on coordinate
rings that the diagram
(ϕ× ϕ′)(U)
pi2
&&
pi1
xx
ϕ(U) ϕ′(U)ηoo
U
ϕ′
88
ϕ
ff
ϕ×ϕ′
OO
commutes, where ϕ× ϕ′ : U → Ar ×∏ri=1 (Asi ×Ati).
Since η is a torus equivariant map composed with a multiplicative translation, it
induces an extended aﬃne map Trop(η) on the tropicalizations, which is given in the
following way: We denote a point in
∏r
i=1
(
Tsi × Tti) by the tuple (y1, z1, . . . , yr, zr)
where yi = (yi,1, . . . , yi,si) ∈ Tsi and zi = (zi,1, . . . , zi,ti) ∈ Tti . Then for each i we have
Trop(ηi) : Tsi × Rti → T
(yi,1, . . . , yi,si , zi,1, . . . , zi,ti) 7→
∑
yi,j −
∑
zi,k + log(ci/di).
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and
Trop(η) :
r∏
i=1
(
Tsi × Rti)→ Tr
(y1, z1, . . . , yr, zr) 7→ (Trop(ηi)(yi, zi))i∈[r].
We obtain the following commutative diagram of tropicalizations:
Tropϕ×ϕ′(U)
Trop(pi1)
ww
Trop(pi2)
''
Tropϕ(U) Tropϕ′(U)Trop(η)
oo
For α ∈ Ap,q(ϕtrop(V )) we deﬁne α′ := Trop(η)∗α ∈ Ap,q(ϕ′trop(V )). Note that we have
V = ϕ′−1trop(Trop(η)−1(ϕtrop(V )), thus (V, ϕ′) is indeed a tropical chart. Now the discus-
sion after Deﬁnition 4.2.10 shows that (V, ϕ × ϕ′) is a common subchart of (V, ϕ) and
(V, ϕ′). The commutativity of the last diagram shows that Trop(pi1)∗α = Trop(pi2)∗α′
which precisely means (V, ϕ, α) = (V, ϕ′, α′) ∈ Ap,q(V ). 
Lemma 4.2.41. Let V be a standard open subset of A1,an (see Example 2.1.3). Then
V admits a linear A-tropical chart (V, ϕ).
Proof. By deﬁnition
V = {p ∈ A1,an | bi < p(fi) < ci, i = 1, . . . , r}
for polynomials f1, . . . , fr ∈ K[x] and elements bi ∈ R and ci ∈ R>0. We take g1, . . . , gs
such that f1, . . . , fr, g1, . . . , gs generate K[x] as a K-algebra and denote by ϕ the corre-
sponding closed embedding. Then V is precisely the preimage under ϕtrop : A1,an → Tr+s
of the product of intervals of the form [−∞, log(ci)), (log(bi), log(ci)) and [−∞,∞)
in Tr+s. Thus (V, ϕ) is an A-tropical chart, and so the claim follows by Proposi-
tion 4.2.40. 
Lemma 4.2.42. Let V be an open subset of A1,an which admits an A-tropical chart
(V, ϕ). For every α ∈ Ap,qc (V ) there exists an A-tropical chart (V,Φ) with Φ deﬁned on
all of A1 such that α is the pullback of a form α′ ∈ Ap,qc (Φtrop(V )).
Proof. Let α ∈ Ap,qc (V ) be given by a family (Vi, ϕi, αi)i∈I . We ﬁx a ﬁnite subset
I ′ of I such that supp(α) ⊂ V ′ := ⋃i∈I′ Vi. Since linear A-tropical charts in particular
are deﬁned on all of A1, we may assume by Proposition 4.2.40 that each of the ϕi and
ϕ is deﬁned on all of A1. Denote Φ := ϕ×∏i∈I′ ϕi, which is a reﬁnement of all ϕi with
i ∈ I ′ and ϕ. Thus (V,Φ) and (Vi,Φ) for i ∈ I ′ are A-tropical charts by the discussion
after Deﬁnition 4.2.10 and consequently (V ′,Φ) is. We denote by α′i the pullback of αi
to Φtrop(Vi). Then α
′
i|Φtrop(Vj) − α′j |Φtrop(Vi) = 0 since Φ∗trop(α′i|Φtrop(Vj) − α′j |Φtrop(Vi)) =
α|Vi∩Vj−α|Vj∩Vi = 0 and Φ∗trop is injective by Proposition 4.2.13. Thus the forms (α′i)i∈I′
glue to a form α′ ∈ Ap,q(Φtrop(V ′)) which pulls back to α|V ′ . By Proposition 4.2.13, we
have supp(α′) = Φtrop(supp(α|V ′)), thus it is compact. Then extending α′ by zero to a
form on Φtrop(V ) shows that α can be deﬁned by one triple (V,Φ, α
′). 
Theorem 4.2.43. Let V be a standard open subset of A1,an. Then
Ap,qc (V ) = lim−→A
p,q
c (ϕtrop(V )) and(4.2.3)
Hp,qc (V ) = lim−→H
p,q
c (ϕtrop(V )),(4.2.4)
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where the limits run over the linear A-tropical charts (V, ϕ).
Furthermore, for a linear A-tropical chart (V, ϕ) we have that
Hp,qc (ϕtrop(V ))→ Hp,qc (V )(4.2.5)
is an isomorphism.
Proof. For any A-tropical chart (V, ϕ), the pullback along the proper map ϕtrop
induces a well-deﬁned morphism Ap,qc (ϕtrop(V )) → Ap,qc (V ). By Deﬁnition 4.2.11, this
map is compatible with pullback between charts. Thus the universal property of the
direct limit leads to a morphism Ψ: lim−→A
p,q
c (ϕtrop(V ))→ Ap,qc (V ), where the limit runs
over all linear A-tropical charts of V . By Lemma 4.2.41, there exists a A-tropical chart
for V . Furthermore, by Lemma 4.2.42, every α ∈ Ap,qc (V ) can be deﬁned by one chart
(V, ϕ) which we may assume to be a linear A-tropical chart by Proposition 4.2.40. Hence
Ψ is surjective. Since the pullback along ϕtrop is injective by Proposition 4.2.13 and
α ∈ Ap,qc (V ) can be deﬁned by only one chart, the morphism Ψ is injective as well. This
shows (4.2.3). Equation (4.2.4) follows because direct limits commute with cohomology.
By Theorem 4.2.36, in (4.2.4) all transition maps are pullbacks along compositions of
tropical modiﬁcations, thus isomorphisms by Proposition 4.2.24. This shows (4.2.5). 
4.2.5. Poincaré duality. The goal of this subsection is to prove Poincaré duality
for a class of open subsets of Xan for a smooth algebraic curve X. To do this, we will
ﬁrst prove a lemma which lets us deduce Poincaré duality from local considerations.
Poincaré duality is our key statement to prove Theorem 4.2.50 and Theorem 4.2.54,
where we calculate the dimension of the cohomology.
Remark 4.2.44. From the deﬁnitions of Ap,q given in this thesis (cf. Deﬁnition 4.1.7
and Deﬁnition 4.2.11), it is not clear that these deﬁnitions (and the associated d′′, ∧ and
integration) are functorial along analytic morphisms which do not come from algebraic
ones. When K is non-trivially valued, both approaches coincide, and they lead to the
same forms (and the associated d′′, ∧ and integration) as deﬁned by ChambertLoir and
Ducros in [CD12] as is shown in [Gub16, Proposition 7.2 & Proposition 7.11]. Since
their approach is purely analytic, our constructions are in particular functorial along
analytic morphisms. This implies that PD is also functorial as well since this is just a
combination of the wedge product and integration.
Recall the deﬁnitions of Lp and Gp from Deﬁnition 4.2.16. Note that Lp(V ) = Hp,0(V )
and Gp(V ) = H1−p,1c (V )∗ for an open subset V ⊂ Xan. We will use many times that
Hq(A1−p,1−•c ∗(V ), d′′∗) = H1−p,1−qc (V )∗ (cf. Lemma 4.2.18). We start with the following
general observation, which allows us to prove PD using local considerations.
Lemma 4.2.45. Let X be an algebraic curve and let V ⊂ Xan be an open subset.
Assume that PD: LpV → G1−pV is an isomorphism of sheaves on V and that further the
complex (A1−p,1−•V,c
∗
, d′′∗) is exact in positive degree. Then V has PD.
Proof. In the given situation, PD: Ap,•V → A1−p,1−•V,c
∗
is a quasi-isomorphism of
complexes of sheaves on V . This is the case because the complexes are both exact in
positive degree (by assumption resp. Theorem 4.2.17) and the map restricts to an isomor-
phism on the zeroth cohomology (also by assumption). Thus the left diagram is a com-
mutative diagram of acylic resolutions (note that A1−p,1−•V,c
∗
is ﬂasque by Lemma 4.2.18),
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and PD: LpV → G1−pV is an isomorphism.
LpV //
PD

(Ap,•V , d′′)
PD

Hq(V,LpV )
PD

Hq(Ap,•(V ), d′′)
PD

G1−pV // (A1−p,1−•V,c
∗
, d′′∗) Hq(V,G1−pV ) Hq(A1−p,1−•c (V )∗, d′′∗)
We thus obtain the diagram on the right since we can use the acyclic resolutions on
the left to calculate the sheaf cohomology of LpV resp. G1−pV . The result follows due to
Hq(Ap,•(V ), d′′) = Hp,q(V ) and Hq(A1−p,1−•c (V )∗, d′′∗) = H1−p,1−qc (V )∗. 
Theorem 4.2.46. Let V be an open subset of P1,an. Then PD: LpV → G1−pV is an
isomorphism of sheaves on V and the complex (A1−p,1−•V,c
∗
, d′′∗) is exact in positive degree.
In particular, V has PD.
Proof. That PD: LpV → G1−pV is an isomorphism of sheaves on V and that the
complex (A1−p,1−•V,c
∗
, d′′∗) is exact in positive degree are local conditions, thus we may
assume V ⊂ A1,an. We can cover V by linear A-tropical charts (W,ϕW ) contained in V by
Lemma 4.2.41, and we can choose the W suﬃciently small such that ΩW := ϕW,trop(W ),
which is an open subset of the tropical curve TropϕW (A
1), is connected and has at most
one vertex for some polyhedral structure C on TropϕW (A
1). By Corollary 4.2.38, ΩW
has PD. Thus H1−p,1−qc (ΩW ) vanishes if and only if H
p,q(ΩW ) vanishes. Since ΩW has
at most one vertex, by the Poincaré Lemma 4.2.8 these groups vanish for q > 0. Now by
Theorem 4.2.43, we have an isomorphism H1−p,1−qc (W ) ' H1−p,1−qc (ΩW ), which shows
that H1−p,1−qc (W )∗ vanishes for q > 0. This proves exactness of A1−p,1−•V,c
∗
in positive
degree.
We further have the following maps
Lp(ΩW ) ↪→ Lp(W ) ↪→ G1−p(W ) ' G1−p(ΩW ) ' Lp(ΩW ).
Here, the ﬁrst map is the pullback along ϕW,trop, which is injective by Proposition 4.2.13.
The second map is the PD map on W , which is injective by Lemma 4.2.20. The third
map is the dual of the pullback of ϕW,trop in cohomology with compact support, which
is an isomorphism by Theorem 4.2.43. The fourth map is the inverse of the PD map on
ΩW , which is an isomorphism by Corollary 4.2.38. Since PD commutes with pullbacks,
the composition is indeed the identity. In particular, PD: Lp ' G1−p is an isomorphism.
That V has PD now follows from Lemma 4.2.45. 
In the next corollary, we need K to be non-trivially valued to ensure functoriality
along analytic maps.
Corollary 4.2.47. Assume that K is non-trivially valued. Let X be a smooth curve
and let V ⊂ Xan be an open subset such that all points of type II in V have genus 0.
Then V has PD. In particular, if X is a Mumford curve, every open subset of Xan has
PD.
Proof. We claim that PD: LpV → G1−pV is an isomorphism of sheaves on V and
that the complex (A1−p,1−•V,c
∗
, d′′∗) is exact in positive degree.
Because this is a purely local question and V is locally isomorphic to P1,an by Propo-
sition 4.2.26, we may assume that V is isomorphic to an open subset of P1,an. Since A•,•,
d′′ and PD are functorial along analytic maps by Remark 4.2.44, we may thus assume
V ⊂ P1,an. Now the claim follows from Theorem 4.2.46.
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That V has PD now follows from Lemma 4.2.45. For a Mumford curve X, the
analytiﬁcation Xan contains no type II points of positive genus by Theorem 4.2.29 and
Proposition 4.2.26. Thus the statement for open subsets of Mumford curves follows. 
Remark 4.2.48. Philipp Jell gave later on in [Jel17] an if and only if condition
when the analytiﬁcation Xan of a smooth proper curve X over K satisﬁes PD [Jel17,
Theorem A]. In particular, he showed that Xan satisﬁes PD if the residue ﬁeld of K is
the algebraic closure of a ﬁnite ﬁeld. With the help of this equivalence, we now know
that there are indeed smooth proper curves such that Xan does not satisfy PD. He also
proved some local results, where he crucially used the local results from [JW18].
Corollary 4.2.49. Let V be a standard open subset of A1,an and let (V, ϕ) be a
linear A-tropical chart. Then we have Hp,q(ϕtrop(V )) ' Hp,q(V ).
Proof. Since the wedge product and the integration map are compatible with pull-
back along ϕtrop, we ﬁnd the following commutative diagram
Hp,q(ϕtrop(V ))
PD //

H1−p,1−qc (ϕtrop(V ))∗
Hp,q(V )
PD // H1−p,1−qc (V )∗.
OO
Both PD maps are isomorphisms by Corollary 4.2.38 and Theorem 4.2.46 and the right
vertical map is an isomorphism by Theorem 4.2.43. Thus the left vertical map is one as
well. 
4.2.6. Cohomology of non-archimedean Mumford curves. In this subsection,
we give a calculation of hp,q(Xan) for P1 and Mumford curves (cf. Theorem 4.2.50). For
these curves we can further determine hp,q and hp,qc on a basis of the topology of Xan.
Note that the Poincaré lemma proved in [Jel16b] does not give a basis of open subsets
V such that Hp,q(V ) = 0 for q > 0. We will show that we obtain such a basis for open
subsets of P1 and Mumford curves.
The key statement in this calculation is Poincaré duality for certain open subsets V
of Xan for a smooth algebraic curve X from Subsection 4.2.5.
Theorem 4.2.50. Let either X be P1 or a Mumford curve over a non-trivially valued
K. We denote by g the genus of X and let p, q ∈ {0, 1}. Then we have
hp,q(Xan) =
{
1 if p = q,
g else.
Proof. We have h0,0(Xan) = 1 by Theorem 4.2.17 and h0,1(Xan) = g by The-
orem 4.2.29. Thus h1,1(Xan) = 1 and h1,0(Xan) = g follow from Theorem 4.2.46 if
X = P1, and from Corollary 4.2.47 if X is a Mumford curve over a non-trivially valued
ﬁeld. 
We now use the results on the structure of non-archimedean curves from [BPR13,
Section 3 & 4], which were mostly outlined in Section 2.3. Since these results are only
worked out for a non-trivially valued K, we assume from now on again that K is non-
trivially valued.
Recall from Deﬁnition 2.3.29 that a simple open subset is either an open ball, an
open annulus or is of the form τ−1Γ (Ω) for a skeleton Γ of X
an and for a star-shaped open
subset Ω of Γ. In the following, we consider a special subclass of simple open subsets.
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Definition 4.2.51. A simple open subset V is called absolutely simple if its closure
in Xan is simply connected in the case of an open ball or an open annulus or if the closure
of Ω in Γ is simply connected for V = τ−1Γ (Ω).
Note that in [JW18] these open subsets are called strictly simple instead of absolutely
simple. We changed the naming as in this thesis strictly in the context of a set always
means that the boundary points are all of type II.
Proposition 4.2.52. Absolutely simple open subsets form a basis of the topology
of Xan.
Proof. For simple open subsets, this follows from Theorem 2.3.27. Thus it is enough
to show that we can cover simple subsets by absolutely simple ones. If V is an open ball
or annulus, then we can cover V by open balls and annuli whose closures are contained
in V , thus their closures are simply connected again. If V = τ−1Γ (Ω) for a skeleton Γ
of Xan and for Ω ⊂ Γ open and star-shaped, then we can cover Ω by open subsets Ωi
whose closure in Γ is contained in Ω. Thus the closure of Ωi is simply connected, and so
every Vi := τ
−1
Γ (Ωi) is absolutely simple. 
Recall that we have seen in Corollary 2.3.31 that the boundary of a simple open
subset is ﬁnite.
Lemma 4.2.53. Let X be a smooth proper curve and let V ⊂ Xan be an absolutely
simple open subset such that #∂V = k. Then V is properly homotopy equivalent to the
one point union of k copies of half-open intervals, glued at the closed ends.
Proof. At ﬁrst, we consider the case where V is an open ball of radius r or an open
annulus with radii r1 < r2. Note that if V is a ball, then k = 1. If V is an annulus,
then k = 2 since the closure of V is simply connected. In both situations, we may thus
assume that X = P1. For any R > 0 we denote by ζR the point in P1,an which is given
by the seminorm f 7→ supc∈D(0,R) |f(c)| and by [ζR, ζR′ ] the unique path between two
such points in the uniquely path-connected space P1,an [BR10, Lemma 2.10].
If V is an open ball of radius r, by change of coordinates we may assume that
V is the connected component of P1,an\{ζr} containing 0. Then Γ := [ζR1 , ζR2 ] with
R1, R2 ∈ |K×| and R1 < r < R2 deﬁnes a skeleton of P1,an with Γ0 = {ζR1 , ζR2}. We
ﬁnd V = τ−1Γ ([ζR1 , ζr)). Since τΓ is a homotopy equivalence between compact spaces, it
induces a proper homotopy equivalence V → [ζR1 , ζr).
If V is an annulus with radii r1 < r2, we take R1, R2 ∈ |K×| with R1 < r1 and
r2 < R2. Then Γ = [ζR1 , ζR2 ] deﬁnes again a skeleton of P1,an with Γ0 = {ζR1 , ζR2}, and
now V = τ−1Γ ((ζr1 , ζr2)). Again, (ζr1 , ζr2) is properly homotopy equivalent to V .
Now let V = τ−1Γ (Ω) for a simply connected open subset Ω of Γ for some skeleton Γ
of Xan. Again, Ω is properly homotopy equivalent to V . Since Ω is simply connected, Ω
is the interior of a simply connected ﬁnite graph contained in Γ, thus properly homotopy
equivalent to the one point union of #∂Ω copies of half-open intervals, glued at the
closed ends. The result now follows from ∂V = ∂Ω (see Lemma 2.3.30). 
Note that the following theorem applies to all absolutely simple open subsets V of
Xan if X is a Mumford curve or P1 by Theorem 4.2.29 and Proposition 4.2.26.
Theorem 4.2.54. Let X be a smooth proper curve over K and let p, q ∈ {0, 1}.
Let V be an absolutely simple open subset of Xan such that all type II points in V have
86 4. REAL-VALUED DIFFERENTIAL FORMS AND TROPICAL DOLBEAULT COHOMOLOGY
genus 0 and denote by k := #∂V the ﬁnite number of boundary points. Then we have
hp,q(V ) =

1 if (p, q) = (0, 0)
k − 1 if (p, q) = (1, 0)
0 if q 6= 0
and hp,qc (V ) =

1 if (p, q) = (1, 1)
k − 1 if (p, q) = (0, 1)
0 if q 6= 1.
Proof. First, note that V has PD by Corollary 4.2.47. Thus it is suﬃcient to
calculate h0,q(V ) and h0,qc (V ). By identiﬁcation with singular cohomology (cf. Theo-
rem 4.2.17), we only have to calculate hqsing(V ) and h
q
c,sing(V ), which are invariant under
proper homotopy equivalences. Thus by Lemma 4.2.53, we have to calculate hqsing(Y ) and
hqc,sing(Y ) for Y a one point union of k intervals. Since Y is connected and contractible,
we have h0sing(Y ) = 1 and h
1
sing(Y ) = 0. Calculating its cohomology with compact sup-
port is an exercise in algebraic topology, which we lay out for the convenience of the
reader. We have
Hqc,sing(Y ) = lim−→
E⊂Y compact
Hqsing(Y, Y \ E)
by [Hat02, p. 244]. Each compact subset E′ of Y is contained in a connected compact
subset E where E intersects all intervals from which Y is glued. Thus we may restrict our
attention to those E. For every pair E1 ⊂ E2 of such subsets, (Y, Y \E2) ↪→ (Y, Y \E1)
is a homotopy equivalence, thus all transition maps in the limit are isomorphisms. We
have H0sing(Y ) = R, H0sing(Y \ E) = Rk and for both Y and Y \ E higher cohomology
groups vanish. Now using the long exact sequence of pairs gives the desired result. 
4.2.7. Comparison of two notions of harmonicity via Poincaré duality. In
this subsection, we require again that | · | is non-trivial and we let X be an algebraic
variety over K of dimension n. We introduce a notion of harmonicity via diﬀerential
forms and link it to Thuillier's deﬁnition from Section 3.1 using Poincaré duality and our
cohomology results from the previous subsections. This link between Thuillier's potential
theory and Chambert-Loir and Ducros' diﬀerential forms is also joint work with Philipp
Jell, but it is not part of [JW18].
Remark 4.2.55. Let X be an algebraic variety of dimension n over K. Consider a
continuous function f : W → R on an open subset W of Xan. Then f deﬁnes an element
in An,nc (W )∗ by setting
[f ](α) :=
∫
W
f dµα
for every α ∈ An,nc (W ), where µα is the measure from Proposition 4.1.11 corresponding
to α. Note that the deﬁned map C0(W ) → An,nc (W )∗, f 7→ [f ] is injective by [CD12,
Proposition 5.4.9].
If X is a curve and f ∈ C∞(W ) := A0,0(W ), then we have [f ] = PD(f) for the map
PD deﬁned in Deﬁnition 4.2.19.
Definition 4.2.56. Let X be an algebraic variety of dimension n over K and let W
be an open subset of Xan. A continuous function h : W → R is called pluriharmonic if
[h] ∈ ker(d′∗d′′∗) for the dual diﬀerential operators d′∗ and d′′∗, i.e.
[h](d′d′′α) =
∫
W
h dµ(d′d′′α) = 0
for every α ∈ An−1,n−1c (W ).
By construction, these functions deﬁne a sheaf on Xan, which we denote by HCDX .
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Remark 4.2.57. For every h ∈ C∞(W ), one has d′d′′h = 0 if and only if d′∗d′′∗[h] = 0
(follows by using the theorem of Stokes [Gub16, Theorem 5.17]).
When introducing plurisubharmonic functions following [CD12] in Chapter 5, we
will see that h is pluriharmonic if and only if h and −h are plurisubharmonic (cf. Re-
mark 5.1.4).
In Section 3.1, we introduced the sheaf HX of harmonic functions on the analytiﬁ-
cation of a smooth proper curve deﬁned by Thuillier. It arises the question whether the
sheaves HCDX and HX coincide. With the tools from the previous subsections, we can
answer this question easily if X is the projective line or a Mumford curve. The general
case is harder to prove and we postpone it to Chapter 5.
For the rest of the subsection, let X be a smooth proper algebraic curve over K.
Remark 4.2.58. First, one should mention that Thuillier proved that HX(W ) is a
subspace of C∞(W ) for an open subset W of Xan if
i) K˜ is algebraic over a ﬁnite ﬁeld, or
ii) W is locally isomorphic to P1,an.
This is shown in [Thu05, Théorème 2.3.21] and we have in fact in these situations that
HX(W ) = ker(d′d′′) ⊂ C∞(W )(4.2.6)
(see for example [Wan16, Corollary 5.3.21]).
Theorem 4.2.59. Let X be a smooth proper curve and let W be an open subset of
Xan that does not contain any type II point of positive genus. Then every pluriharmonic
function on W is smooth. In particular,
HCDX (V ) = HX(V )
for every open subset V of W .
Remark 4.2.60. Up to now, we always considered for an open subset V of Xan the
cohomology groups Hp,q(V ) := Hq(Ap,•(V ), d′′) and Hp,qc (V ) := Hq(Ap,•c (V ), d′′). In the
proof of the theorem we also need to work with Hq(A•,q(V ), d′) and Hq(A•,qc (V ), d′), thus
we use the notations Hp,qd′′,(c)(V ) and H
p,q
d′,(c)(V ) for the corresponding cohomology groups.
Note that the canonical involution J induces an isomorphism Hp,qd′ (V ) ' Hq,pd′′ (V ) for all
p, q [Jel16a, Lemma 3.4.2] and we have all cohomology results which were shown in the
previous subsections also for Hp,qd′,(c).
Proof. First, we prove that a pluriharmonic function h : W → R is smooth. Since
smooth functions form a sheaf and every point x ∈ W has an absolutely simple open
neighborhood in W (cf. Proposition 4.2.52), we may assume W to be absolutely simple.
By deﬁnition and Lemma 4.2.18, we have
d′′∗[h] ∈ ker(d′∗ : A1,0c (W )∗ → A0,0c (W )∗) = H1,0d′,c(W )∗.
Since PD: H0,1d′ (W )→ H1,0d′,c(W )∗ is an isomorphism by Corollary 4.2.47, there is a form
α ∈ ker(d′) ⊂ A0,1(W ) such that PD(α) = d′′∗[h]. Our open subset is absolutely simple,
so Theorem 4.2.54 yields H0,1d′′ (W ) = 0. Hence there is a g ∈ C∞(W ) = A0,0(W ) such
that d′′g = α. Since PD is a morphism of complexes, we have PD(d′′g) = d′′∗ PD(g).
Altogether,
d′′∗[h] = PD(α) = PD(d′′g) = d′′∗ PD(g) = d′′∗[g]
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in A1,0c (W )∗. Thus [h − g] ∈ ker(d′′∗) = H1,1d′′,c(W )∗ (cf. Lemma 4.2.18). Using Poincaré
duality again, there is an f ∈ H0,0d′′ (W ) = ker(d′′ : A0,0(W )→ A0,1(W )) such that
[h− g] = PD(f) = [f ].
By [CD12, Proposition 5.4.9], we have h − g = f on W . Hence h is smooth on W as
f, g ∈ C∞(W ).
Next, we prove (HCDX )|W = (HX)|W . Since W is locally isomorphic to P1,an by
Proposition 4.2.26, we know that
(HX)|W = ker(d′d′′)|W ⊂ C∞ |W
as explained in Remark 4.2.58. On the other hand, we have
ker(d′d′′) = (HCDX ) ∩ C∞
(cf. Remark 4.2.57). We have seen in the ﬁrst part of the proof that (HCDX )|W ⊂ C∞ |W .
Thus
(HX)|W = ker(d′d′′)|W = (HCDX )|W .

Corollary 4.2.61. Let X be P1 or a Mumford curve over K. Then HCDX = HX .
Proof. Follows directly by Theorem 4.2.59 using Theorem 4.2.29 and Proposi-
tion 4.2.26. 
Corollary 4.2.62. Let X be a smooth proper curve and let h : W → R be a plurihar-
monic function on an open subsetW of Xan. Then h is lisse onW (cf. Deﬁnition 3.1.15).
Proof. Note that a function f is lisse on an open subset V of Xan if and only if V
has a locally ﬁnite covering by aﬃnoid domains (Yi)i∈I such that f ∈ HX(Yi\∂Yi)∩C0(Yi)
for every i ∈ I by [Thu05, Proposition 3.2.4]. Let G(W ) be the set of type II points of
positive genus inW . This set is ﬁnite by [BPR13, Remark 4.18], and soW ′ := W\G(W )
is an open subset of Xan. Then h : W ′ → R is harmonic on W ′ by Theorem 4.2.59,
and hence lisse on W ′ by Proposition 3.1.17. Thus there is a locally ﬁnite covering of
W ′ by aﬃnoid domains (Yi)i∈I such that h ∈ HX(Yi\∂Yi) ∩ C0(Yi) for every i ∈ I.
We write G(W ) = {y1, . . . , ym}, then we can choose aﬃnoid domains Y˜1, . . . , Y˜m in
W such that yj ∈ ∂Y˜j and G(W ) ∩ (Y˜j\∂Y˜j) = ∅ (use for instance Proposition 4.2.52
and Corollary 2.3.32 for the construction). Since h is continuous on W and harmonic
on W ′ = W\G(W ), we have h ∈ HX(Y˜j\∂Y˜j) ∩ C0(Y˜j) for every j = 1, . . . ,m. Then
(Yi)i∈I∪(Y˜j)j=1,...,m is a required locally ﬁnite covering ofW , and thus h is lisse onW . 
Remark 4.2.63. In the next chapter, we also give a deﬁnition of plurisubharmonic
functions following [CD12]. We compare these plurisubharmonic functions to Thuillier's
subharmonic functions in the curve case in Section 5.2. In particular, we also get the
comparison for pluriharmonic functions in the case of a general smooth proper curve.
CHAPTER 5
Potential theory via diﬀerential forms
In this whole chapter, let K be non-trivially valued. The results in this chapter were
published in [Wan18].
5.1. Plurisubharmonicity via real-valued diﬀerential forms
With the help of the (p, q)-forms Ap,q deﬁned in Subsection 4.1, Chambert-Loir and
Ducros introduced a notion of plurisubharmonic functions on the analytiﬁcation Xan of
an n-dimensional algebraic variety X over K. We introduce their approach and also
their developed BedfordTaylor theory in this section.
Definition 5.1.1. Let U be an open subset of Rr. A superform α ∈ Ap,p(U) is
called strongly positive if there exist ﬁnitely many superforms αj,s of type (0, 1) and
non-negative smooth functions fs on U such that
α =
∑
s
fsα1,s ∧ J(α1,s) ∧ . . . ∧ αp,s ∧ J(αp,s).
Let C be a polyhedral complex and let Ω be an open subset of |C |. A superform
α ∈ Ap,p(Ω) is called strongly positive if there is a polyhedral decomposition of C such
that the restriction of α to relint(σ)∩Ω is strongly positive for every polyhedron σ ∈ C .
For an open subsetW ofXan, a smooth form ω ∈ Ap,p(W ) is called strongly positive if
for every point x inW there is a tropical chart (V, ϕU ) with x ∈ V such that ω = α◦tropU
on V for a strongly positive form α ∈ Ap,pTrop(U)(tropU (V )).
Note that for forms of type (0, 0), (1, 1), (n − 1, n − 1) and (n, n) the notion of
strongly positivity deﬁned here coincides with the other positivity notions from [CD12,
5.1]. Thus we just say that a smooth form ω in Ap,p(W ) is positive if it is of one of
these types and it is strongly positive.
A smooth function f is (strongly) positive as a form if and only if f ≥ 0.
Definition 5.1.2. Let W ⊂ Xan be open. We call a function f : W → [−∞,∞]
locally integrable if f is integrable with respect to every measure µα associated to a form
α ∈ An,nc (W ) (cf. Proposition 4.1.11). We write
∫
W f ∧ α :=
∫
W f dµα.
Then for every locally integrable (e.g. continuous) function f : W → [−∞,∞] one
can deﬁne a current in the sense of [CD12, 4.2] and [Gub16, 6] by
d′d′′[f ] : An−1,n−1c (W )→ R, α 7→
∫
W
f ∧ d′d′′α
(see [Gub16, 6.9]).
Note that d′d′′[f ] = −d′∗d′′∗[f ] for the dual operators d′∗ and d′′∗ and the element
[f ] ∈ An−1,n−1(W )∗ that we deﬁned for a continuous function f : W → R in Remark
4.2.55.
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Definition 5.1.3. A locally integrable function f : W → [−∞,∞) is called plurisub-
harmonic (shortly psh) if f is upper semi-continuous and d′d′′[f ] is a positive current,
i.e. d′d′′[f ](ω) ≥ 0 for all positive forms ω ∈ An−1,n−1c (W ).
Note that we do not require that a psh function has to be continuous, contrary to
[CD12, Déﬁnition 5.5.1].
Remark 5.1.4. One can show that a continuous function h : W → R on an open
subset W of Xan is pluriharmonic as deﬁned in Subsection 4.2.7 if and only if h and
−h are psh: Recall that h is pluriharmonic if and only if ∫W h ∧ d′d′′α = 0 for every
α ∈ An−1,n−1c (W ). Hence pluriharmonic implies directly that h and −h are psh. Next,
assume that h and −h are psh and consider α ∈ An−1,n−1c (W ). Then by [CD12,
Lemme 5.3.3] there are positive forms α+, α− ∈ An−1,n−1c (W ) such that α = α+ −
α− on W . Let η ∈ C∞c (W ) with η ≡ 1 on supp(α), which can be found by [CD12,
Corollaire 3.3.4]. Then have the following identity on W
α = ηα = ηα+ − ηα−,
where ηα+ and ηα− are positive forms in An−1,n−1c (W ). Thus
∫
W h∧d′d′′(ηα±) ≥ 0 and
− ∫W h∧d′d′′(ηα±) = ∫W −h∧d′d′′(ηα±) ≥ 0, as h and −h are psh (cf. Deﬁnition 5.1.3).
Therefore,
∫
W h ∧ d′d′′(ηα±) = 0. This implies∫
W
h ∧ d′d′′α =
∫
W
h ∧ d′d′′(ηα+ − ηα−) =
∫
W
h ∧ d′d′′(ηα+)−
∫
W
h ∧ d′d′′(ηα−) = 0.
Thus h is pluriharmonic.
In Section 4.2.7, we started to link these pluriharmonic functions with Thuillier's
sheaf HX of harmonic functions from Section 3.1. In Section 5.2, we show that every
continuous function is plurisubharmonic if and only it is subharmonic (in the sense of
Section 3.1).
The notion of plurisubharmonic functions introduced by Chambert-Loir and Ducros
works for every dimension of X and the variety is not required to be smooth or proper.
However, the theory of these psh functions is in the early stages of development and only
a few properties are already known. We line out parts of these results to the reader,
which were originally proven by Chambert-Loir and Ducros in [CD12, 5 & 6].
Proposition 5.1.5. Let W be a paracompact open subset of Xan and let (Vi)i∈I
be an open covering of W . Then there are smooth non-negative functions (ηj)j∈J with
compact support on W such that:
i) The family (supp(ηj))j∈J is locally ﬁnite on W .
ii) We have
∑
j∈J ηj ≡ 1 on W .
iii) For every j ∈ J , there is a i(j) ∈ I such that supp(ηj) ⊂ Vi(j).
We call (ηj)j∈J a partition of unity subordinated to the open covering (Vi)i∈I .
Proof. See [Gub16, Proposition 5.10]. 
Remark 5.1.6. Note that every open subset W of Xan is paracompact if X is a
curve [Ber90, Theorem 4.2.1 & 4.3.2].
Proposition 5.1.7. The psh functions form a sheaf on Xan.
Proof. Let W be an open subset of Xan and let (Wi)i∈I be an open covering of
W . Consider a function f : W → [−∞,∞). If f is psh on W , the restrictions f |Wi are
obviously psh for every i ∈ I.
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Assume that f |Wi is psh on Wi for every i ∈ I and show that f is then psh on W .
Clearly, f is usc if every restriction is. Consider ω ∈ An,nc (W ) and let V be a paracompact
open neighborhood of supp(ω) in W , which we can ﬁnd by [CD12, 2.1.5 & Lemme
2.1.6]. Then ω ∈ An,nc (V ), the family (Vi := Wi ∩ V )i∈I deﬁnes an open covering of
V and the restrictions f |Vi are psh for every i ∈ I. Let (ηj)j∈J be a partition of unity
subordinated to the covering (Vi)i∈I (see Proposition 5.1.5). Then for every j ∈ J , we
have ηjω ∈ An,nc (Vi(j)). Since f |Vi(j) is psh, the integral
∫
Vi(j)
f ∧ ηjω has to be ﬁnite for
every j ∈ J . Furthermore, we can write ω = ∑j∈J ηjω on V , where this sum has to be
ﬁnite as ω has compact support on V . Hence∫
W
f ∧ ω =
∫
V
f ∧ ω =
∑
j∈J
∫
Vi(j)
f ∧ ηjω
has to be ﬁnite as well, i.e. f is locally integrable.
Now, consider a positive form ω ∈ An−1,n−1c (W ). Again, we work over the paracom-
pact open neighborhood V of supp(ω) in W and consider ω as a form in An−1,n−1c (V ).
As above, we have a partition of unity (ηj)j∈J subordinated to the covering (Vi)i∈I ,
and ω =
∑
j∈J ηjω, where the sum is ﬁnite since ω has compact support. Then
ηjω ∈ An−1,n−1c (Vi(j)) and ηjω is a positive form for every j ∈ J . Thus
d′d′′[f |V ](ω) = d′d′′[f ](
∑
j
ηjω) =
∑
j
d′d′′[f ](ηjω) ≥ 0
by linearity and the fact that f |Vi(j) is psh for every j ∈ J . Since we have the identity
d′d′′[f ](ω) = d′d′′[f |V ](ω), the function f is psh on W . 
Next, we translate a very useful characterization of smooth psh functions from
[CD12, Lemme 5.5.3] to our setting.
Proposition 5.1.8. Let W be an open subset of Xan. A smooth function f : W → R
is psh if and only if for every x ∈ W there is a tropical chart (V, ϕU : U → Grm) of W
with x ∈ V such that f = ψ ◦ tropU on V for a smooth function ψ : Rr → R whose
restriction ψ|σ to every polyhedron σ in Rr with σ ⊂ tropU (V ) is convex.
Proof. First, assume that f is psh onW , i.e. d′d′′[f ] deﬁnes a positive current onW .
Since f is smooth, we can ﬁnd for every x ∈W a tropical chart (V, ϕU : U → Grm) in W
with x ∈ V such that f = ψ ◦ tropU on V = trop−1U (Ω) for a smooth function ψ : Rr → R
and an open subset Ω of Trop(U). We choose a compact neighborhood B of tropU (x)
in Ω. Then the preimage Y := trop−1U (B) under the proper map tropU is a compact
analytic domain. The restriction of the current d′d′′[f ] to the compact analytic domain
Y is still positive. Applying [CD12, Lemme 5.5.3] to f = ψ ◦ tropU : Y → R, we know
that for every polyhedron ∆ in Rr with ∆ ⊂ B the restriction ψ|∆ is convex. Now,
let Ω′ be an open neighborhood of tropU (x) in B and consider the open neighborhood
V ′ := trop−1U (Ω
′) of x in trop−1U (B). Then the pair (V
′, ϕU ) is a tropical chart in W
that contains x and f |V ′ = ψ ◦ tropU , where ψ is smooth. Consider a polyhedron σ in
Rr with σ ⊂ Ω′ = tropU (V ′). Then σ ⊂ B, and so ψ|σ is convex.
Next, we assume that there is for every x ∈ W a tropical chart (V, ϕU ) of W with
x ∈ V such that f = ψ ◦ tropU on V for a function ψ satisfying i) and ii). Our goal is to
show that f is psh in a neighborhood of x. As above, we choose a compact neighborhood
B of tropU (x) in tropU (V ) and set Y := trop
−1
U (B). Since every polyhedron ∆ in R
r
with ∆ ⊂ B is contained in tropU (V ), the restriction ψ|∆ is convex by ii). Again [CD12,
Lemme 5.5.3] tells us that f is psh on the compact analytic domain Y . Choosing (V ′, ϕU )
as above, we obtain a tropical chart of W with x ∈ V ′. Due to V ′ ⊂ Y , the function f is
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psh on the open neighborhood V ′ of x. Psh functions form a sheaf by Proposition 5.1.7,
and so the claim follows. 
Chambert-Loir and Ducros transferred parts of the complex BedfordTaylor theory
to their theory of psh functions. They deﬁned a MongeAmpère measure for those
functions which are locally the diﬀerence of two limits of smooth psh functions.
Definition 5.1.9. A function f : W → R on an open subset W of Xan is called
locally psh-approximable if every point of W has a neighborhood V in W such that f is
the uniform limit of smooth psh functions fi on V . A function f is locally approximable
if it is locally the diﬀerence of two locally psh-approximable functions. Furthermore,
we say that f is globally psh-approximable (resp. globally approximable) on W if f is a
uniform limit (resp. the diﬀerence of two uniform limits) of smooth psh functions on W .
Let f : W → R be a locally psh-approximable function, then there exists a unique
positive Radon measure MA(f) onW such that for every open subset V ⊂W , g ∈ C∞c (V )
and smooth psh functions fi ∈ C∞(V ) converging uniformly to f |V , we have∫
V
g dMA(f) = lim
i→∞
∫
V
g ∧ (d′d′′fi)n,
where n = dim(X) and (d′d′′fi)n is deﬁned as the n-th wedge product of d′d′′fi. We call
MA(f) the MongeAmpère measure of f .
For a locally approximable function f that is given locally by f+V −f−V for locally psh-
approximable functions f+V and f
−
V on V , we deﬁne the MongeAmpère measure MA(f)
to be the measure obtained by gluing MA(f+V ) −MA(f−V ). Note that the deﬁnition is
independent of the decompositions. For details see [CD12, Corollaire 5.6.5 & 5.6.6] and
[CD12, Déﬁnition 5.6.7].
Remark 5.1.10. It would be desirable to have a MongeAmpère measure for all
continuous psh functions as in the complex BedfordTaylor theory. If we would have
an analogous regularization theorem as in the complex case, i.e. every continuous psh
function is locally psh-approximable, we would get this immediately, but up to now, this
is an unsolved problem. At the end of this thesis, we will see that we have a regularization
theorem in this setting if X is for example a non-archimedean Mumford curve.
Furthermore, stability of psh functions under pullback is in general an open question.
Let X and X ′ be algebraic varieties over K, let ϕ : W ′ →W be a morphism of analytic
spaces for open subsets W ′ ⊂ (X ′)an and W ⊂ Xan, and let f : W → [−∞,∞) be a psh
function on W . If f is smooth, it follows directly from the deﬁnition of smooth functions
by Chambert-Loir and Ducros [CD12, 3.1.3] and [Gub16, Proposition 7.2] that ϕ∗f
is smooth on ϕ−1(W ). Furthermore, [Gub16, Proposition 7.2] and Proposition 5.1.8
imply that ϕ∗f is also psh on ϕ−1(W ). If f is not smooth, it is not clear whether ϕ∗f
is psh or not. At the end of the thesis, we will answer this question positively for a
continuous psh function f on an open analytic subset of the analytiﬁcation of a smooth
proper algebraic curve.
Model functions form a subclass of locally approximable functions and their Monge
Ampère measures are very well understood. Hence they are an important tool for the
proofs of the main theorems in Section 5.2. In the following, we introduce model functions
and state the most important result about their MongeAmpère measures.
Definition 5.1.11. Let X be a proper and normal variety over K and let L be a line
bundle on X. A continuous metric ‖ ‖ on Lan associates to every section s ∈ Γ(U,L)
on a Zariski open subset U of X a continuous function ‖s‖ : Uan → [0,∞) such that
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‖f · s‖ = |f | · ‖s‖ holds for every f ∈ OX(U) and ‖s(x)‖ = 0 if and only if s vanishes in
x.
We call a continuous metric ‖ ‖ on Lan smooth (resp. psh) if for every open subset
U of X and for every invertible section s of L on U the function − log ‖s‖ is smooth
(resp. psh) on Uan.
A continuous metric ‖ ‖ on Lan is psh-approximable if there is a sequence of smooth
psh metrics ‖ ‖k on Lan such that supx∈Xan | log(‖sx(x)‖/‖sx(x)‖k)| converges to zero
for any local section sx of L that does not vanish in x. Clearly, this is independent of
the choice of sx.
In Section 2.3, we have seen (strictly) semistable formal models of a proper algebraic
curve X (see Deﬁnition 2.3.11). In the deﬁnition of model functions, these (strictly)
semistable formal models of our algebraic variety are needed and for the deﬁnition in the
higher dimensional case we refer to [GH17, Appendix B].
Definition 5.1.12. Let X be a proper variety over K and let L be a line bundle
on X.
A semistable formal model of (X,L) is a pair (X ,L) consisting of a semistable formal
model X of Xan and a line bundle L on X such that L |Xan ' Lan. Note that we always
may assume that X is strictly semistable by the semistable reduction Theorem [BL85,
Ch. 7] since K is algebraically closed.
Let (X ,L) be a semistable formal model of (X,L⊗m) for m ∈ N>0. Then one can
deﬁne a continuous metric on Lan in the following way: If U is a formal trivialization
of L and s is a section of Lan on Uη such that s⊗m corresponds to λ ∈ OXan(Uη) with
respect to this trivialization, then
− log ‖s(x)‖L := − 1
m
log |λ(x)|
for all x ∈ Uη. This deﬁnition is independent of all choices and shows immediately that
the deﬁned metric is continuous. Metrics of this form are called Q-formal metrics, and
they are called formal metrics if m = 1.
Let OX be the trivial line bundle on X. A function f : Xan → R of the form
f = − log ‖1‖L for a formal metric ‖ ‖L associated to a semistable formal model of
(X,OX) is called model function.
We have the following statement for model functions, which is a direct consequence
of a result of Chambert-Loir and Ducros in [CD12, 6.3].
Theorem 5.1.13. Let X be a projective variety over K and let f = − log ‖1‖L be a
model function on Xan for a semistable formal model (X ,L) of (X,OX).
i) The function f is locally approximable on Xan, and so the MongeAmpère mea-
sure MA(f) exists.
ii) We have the following identity of measures
MA(f) =
∑
Y
degL(Y )δζY ,
where Y runs over all irreducible components of the special ﬁber X s and ζY is
the unique point in Xan mapped to the generic point of Y under the reduction
map (see [Ber90, Proposition 2.4.4]).
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Proof. By [CD12, Corollaire 6.3.5], we know that there are line bundles L1, L2
on X with formal models L1, L2 such that OX = L1 ⊗ L−12 ,L = L1⊗L−12 , the corre-
sponding metrics ‖ ‖L1 and ‖ ‖L2 are psh-approximable and
− log ‖ · ‖L = − log ‖ · ‖L1 + log ‖ · ‖L2
on Xan. Let ‖ ‖i,k be a sequence of smooth psh metrics converging uniformly to ‖ · ‖Li
on Xan. For every point x in Xan, let U be an open subset of X with x ∈ Uan and s an
invertible section of L1 = L2 on U . Then − log ‖s‖Li,k is a smooth psh function on Uan
for i = 1, 2, and for every k ∈ N
− log ‖1‖L = − log ‖s‖L1 + log ‖s‖L2 = lim
k→∞
− log ‖s‖1,k + lim
k→∞
log ‖s‖2,k.
Hence the function f = − log ‖1‖L is locally approximable.
The second assertion is shown in [CD12, 6.9]. 
5.2. Comparison Theorem
In this section, we always consider a smooth proper curve X overK. We compared in
Section 4.2.7 harmonic functions (see Deﬁnition 3.1.2) with pluriharmonic functions (see
Deﬁnition 4.2.56 or Remark 5.1.4) on Xan when X is the projective line or a Mumford
curve. It arises the question whether they do also coincide in the general case and
whether the corresponding notions of subharmonic functions do coincide as well. In this
section, we answer both questions positively for continuous functions.
5.2.1. Preliminaries. In this subsection, we give some preliminary results in the
case of a curve most of them regarding the MongeAmpère measure. The main statement
is that for a model function f on Xan the MongeAmpère measure MA(f) is equal to
the measure ddcf . The statement can be deduced from Theorem 5.1.13 using the slope
formula in [KRZ16]. It is the main tool for the proofs in Subsections 5.2.2 and 5.2.3.
Moreover, we can conclude directly using our results from Section 4.2.7 that harmonic
functions are the same as pluriharmonic functions (cf. Corollary 5.2.6).
In this subsection, we always consider a smooth proper curve X over K.
Lemma 5.2.1. Let W be an open subset of Xan and let f : W → R.
i) If f is locally approximable, we have
d′d′′[f ](g) =
∫
W
g dMA(f)
for every g ∈ C∞c (W ).
ii) If f is locally psh-approximable, then f is psh.
Proof. At ﬁrst, note that every locally (psh-)approximable function is continuous,
and so locally integrable. We start with assertion i) and assume that f is locally ap-
proximable. We therefore can cover W by open subsets Vi on that f is the diﬀerence of
uniform limits
f = lim
k→∞
f+ik − limk→∞ f
−
ik
of smooth psh functions f+ik and f
−
ik on Vi. Choose a partition of unity (ηj)j∈J subordi-
nated to the covering (Vi)i∈I (see Proposition 5.1.5). We write for simplicity Vj instead
of Vi(j) and fjk instead of fi(j)k. Then for every j ∈ J , we have ηjg ∈ C∞c (Vj). Further-
more, g =
∑
j∈J ηjg on W . Since g has compact support on W , the sum has to be ﬁnite.
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Hence
d′d′′[f ](g) =
∑
j∈J
∫
Vj
f ∧ d′d′′(ηjg)
=
∑
j∈J
(
lim
k→∞
∫
Vj
f+jk ∧ d′d′′(ηjg)− limk→∞
∫
Vj
f−jk ∧ d′d′′(ηjg)
)
.
Using the theorem of Stokes [Gub16, Theorem 5.17] twice, we get∫
Vj
f±jk ∧ d′d′′(ηjg) =
∫
Vj
ηjg ∧ d′d′′f±jk,
and so we ﬁnally obtain
d′d′′[f ](g) =
∑
j∈J
(
lim
k→∞
∫
Vj
ηjg ∧ d′d′′f+jk − limk→∞
∫
Vj
ηjg ∧ d′d′′f−jk
)
=
∑
j∈J
(∫
Vj
ηjg dMA(f
+)−
∫
Vj
ηjg dMA(f
−)
)
=
∑
j∈J
∫
Vj
ηjg dMA(f) =
∫
W
g dMA(f).
For assertion ii), we assume that f is locally psh-approximable, i.e. we can cover W
by open subsets (Vi)i∈I such that f is the uniform limit f = limk→∞ fik of smooth
psh functions fik on Vi. As above let (ηj)j∈J be a partition of unity subordinated to
(Vi)i∈I . For every non-negative function g ∈ C∞c (W ), the smooth function ηjg is also
non-negative as ηj ≥ 0 and has compact support on Vj . From the calculations above,
we get
d′d′′[f ](g) =
∑
j∈J
lim
k→∞
∫
Vj
ηjg ∧ d′d′′fjk ≥ 0.
This proves that f is psh on W . 
Lemma 5.2.2. Let W be an open subset of Xan and let f : W → R be a globally
psh-approximable function, i.e. f is the uniform limit of smooth psh functions fi on W ,
and g ∈ C0c(W ), then ∫
W
g dMA(f) = lim
i→∞
∫
W
g ∧ d′d′′fi.
Proof. By [CD12, Proposition 3.3.5], there are smooth functions gk ∈ C∞c (W )
converging uniformly to g. Then∫
W
g dMA(f) = lim
k→∞
∫
W
gk dMA(f)
= lim
k→∞
lim
i→∞
∫
W
gk ∧ d′d′′fi
= lim
i→∞
lim
k→∞
∫
W
gk ∧ d′d′′fi
= lim
i→∞
∫
W
g ∧ d′d′′fi.
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Note that we may change the order of the limits since
∫
W gk∧d′d′′fi converges uniformly
to
∫
W g ∧ d′d′′fi in i ∈ N. 
One of the main ingredients of the proof of the comparison of the two diﬀerent
notions of subharmonicity is the following theorem. It can be deduced directly from the
slope formula for line bundles by Katz, Rabinoﬀ, and Zureick-Brown in [KRZ16] using
Theorem 5.1.13.
Theorem 5.2.3. Let f = − log ‖1‖L be a model function on Xan for a semistable
formal model (X ,L) of (X,OX). The restriction F of f to S(X ) is a piecewise aﬃne
function and f = F ◦ τX on Xan. Furthermore, we have
MA(f) = ddcF = ddcf.
Proof. This follows directly from [KRZ16, Theorem 2.6] using Theorem 5.1.13. 
This result can be used to link the measure ddcf and the current d′d′′[f ] for every
lisse function f on an open subset of Xan.
Remark 5.2.4. Every signed Radon measure µ on an open subset W of Xan deﬁnes
the following current
[µ] : C∞c (W )→ R, g 7→
∫
W
g dµ
(see [Gub16, Example 6.3]). Consider a smooth function f ∈ C∞(W ), then we have seen
in Proposition 4.1.11 that the smooth form d′d′′f corresponds to a signed Radon measure
which we also denote by d′d′′f . Using the theorem of Stokes [Gub16, Theorem 5.17],
we get d′d′′[f ] = [d′d′′f ]. Recall that a function is called psh if and only if this current
is positive.
Analogously, for every lisse function f : W → R we get a current [ddcf ] for the
corresponding measure ddcf from Deﬁnition 3.1.16 which is positive if and only if f is
subharmonic (cf. Proposition 3.1.18).
Corollary 5.2.5. Let W be an open subset of Xan and let f : W → R be a lisse
function. For every type II point x ∈W , there is an open neighborhood V of x in W on
which the currents d′d′′[f ] and [ddcf ] agree.
Proof. Consider a point x ∈ W and let Y be a strictly aﬃnoid domain containing
x in its interior. Since f is lisse, there is a strictly semistable formal model Y of Y with
corresponding skeleton S(Y) and f = F ◦ τY on Y for a piecewise aﬃne function F
on S(Y).
If x /∈ S(Y), then f is constant on an open neighborhood V of x, and so
d′d′′[f ] = [d′d′′f ] = [0] = [ddcf ]
on V .
If x ∈ S(Y), we may assume by Proposition 2.3.22 that x is a vertex in S(Y).
Let e1 = [x, y1], . . . , er = [x, yr] be the edges in S(Y) emanating from x, let v1, . . . , vr
be the corresponding tangent directions and set λi := dviF (x). By blowing up Y,
we may assume that yi 6= yj for all i, j ∈ {1, . . . , r}, the restrictions F |ei are aﬃne,
d(x, yi) ∈ Q and that we divide the edge ei by an additional vertex y′i with d(x, yi) =
2d(x, y′i) (cf. Proposition 2.3.22). Denote this blowing up by Y ′, and the tangent direction
corresponding to [y′i, yi] by v
′
i. Deﬁne the piecewise aﬃne functions Fi on the metric
subgraph Γ :=
⋃
i=1,...,r[x, yi] of S(Y ′) by the following data
Fi(x) = 0, dvi(Fi)(x) = sgn(λi)δij and dv′i(Fi)(y
′
i) = −dvi(Fi)(x).
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Set fi = Fi ◦ τY ′ on Y ′ := τ−1Y ′ (Γ). Note that Y ′ is a strictly aﬃnoid domain in W with
∂Y ′ = ∂Γ by Corollary 2.3.32. By construction, fi = 0 on ∂Y ′ for every i ∈ {1, . . . , r}.
Hence we can extend fi to X
an by setting fi = 0 on X
an\Y ′. We therefore have a
G-covering of Xan on which fi is piecewise linear, and so fi is a model function on X
an
[GK17, Proposition 8.11]. Set Γ′ :=
⋃
i=1,...,r[x, y
′
i] and V := τ
−1
Y ′ ((Γ
′)◦), which is an
open neighborhood of x in W . By the deﬁnition of fi on V , we have on V ⊂ Y
f = F ◦ τY = F ◦ τY ′ = (
r∑
i=1
|λi|Fi) ◦ τY ′ + F (x) =
r∑
i=1
|λi| · fi + F (x)(5.2.1)
and
ddcf = ddcF =
r∑
i=1
λiδx =
r∑
i=1
|λi|(ddc(fi)).(5.2.2)
Since the functions fi are model functions, we know that they are locally approximable
on V and MA(fi) = dd
c(fi) by Theorem 5.1.13 and Theorem 5.2.3. Let 0 ≤ g ∈ C∞c (V ).
Then for every i ∈ {1, . . . , r} we have by Lemma 5.2.1 and MA(fi) = ddc(fi) that
d′d′′[fi](g) =
∫
V
g dMA(fi) =
∫
V
g ddc(fi) = [dd
cfi](g).
Linearity and the Equations (5.2.1) and (5.2.2) imply d′d′′[f ](g) = [ddcf ](g). 
Recall the deﬁnitions of harmonic and pluriharmonic functions from Deﬁnition 3.1.2
resp. Deﬁnition 4.2.56. Harmonic functions can be characterized as those functions such
that f and −f are subharmonic, and pluriharmonic functions as those such that f and
−f are psh. Combining Corollary 5.2.5, Theorem 4.2.59 and Corollary 4.2.62, we get
directly that these classes of functions coincide.
Corollary 5.2.6. Let W be an open subset of Xan. Then a continuous function on
W is pluriharmonic if and only if it is harmonic.
Proof. Let h : W → R be continuous. Note that pluriharmonic resp. harmonic
functions form a sheaf HCDX resp. HX on Xan, and so we may show the assertion locally.
Furthermore, h is lisse in both cases by Corollary 4.2.62 resp. Proposition 3.1.17. We
consider x0 ∈ W . Note that there are only ﬁnitely many points of type II that are of
positive genus [BPR13, Remark 4.18]. If x0 is of type I, III or IV, we therefore can ﬁnd
an open neighborhood V of x0 in W that does not contain any of these positive genus
points. Then HCDX (V ) = HX(V ) holds by Theorem 4.2.59, and so h|V is pluriharmonic
if and only if it is harmonic.
If x0 is a point of type II in W , Corollary 5.2.5 tells us that there is an open neigh-
borhood V of x0 in W such that the currents d
′d′′[h] and [ddch] coincide on V . If h is
harmonic, the measure ddch is zero on V , and so d′d′′[h](g) = [ddch](g) = 0 for every
g ∈ C∞c (V ). Hence h is pluriharmonic on V .
Next, we assume h to be pluriharmonic on V . As h is lisse on V , its Laplacian ddch is
a discretely supported measure on V . By shrinking V , we assume supp(ddch)|V ⊂ {x0}.
Assume supp(ddch)|V = {x0}. Then we choose a smooth function g ∈ C∞c (V ) with
g(x0) 6= 0. Since the currents d′d′′[h] and [ddch] coincide on V , we have
g(x0) ·
(∫
{x0}
ddch
)
=
∫
V
g ddch = [ddch](g) = d′d′′[h](g) = 0.
Thus
∫
{x0} dd
ch = 0, and so the measure ddch on V has to be zero. Proposition 3.1.17
implies that h is harmonic on V . 
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5.2.2. Thuillier's subharmonic functions are also subharmonic in the sense
of Chambert-Loir and Ducros. In this subsection, we show that every subharmonic
function on an open subset of Xan is psh. First, we prove this for every lisse function
and then we use the fact that a subharmonic function is the limit of lisse subharmonic
functions from Proposition 3.1.19 to prove the general claim.
Proposition 5.2.7. Let W be an open subset of Xan. Then every lisse subharmonic
function on W is psh.
Proof. Let f : W → R be a lisse subharmonic function on W . Note that being psh,
i.e. d′d′′[f ] ≥ 0, is a local property by Proposition 5.1.7. We therefore consider a point
x ∈ W and we choose a strictly aﬃnoid domain Y in W that contains x in its interior.
Since f is lisse, there is a strictly semistable model Y of Y with corresponding skeleton
S(Y) and a piecewise aﬃne function F on S(Y) such that f = F ◦τY on Y . In particular,
f is constant on τ−1Y (y) for every y ∈ S(Y).
If x is of type I or IV, the point x is contained in Y \S(Y) and so the lisse function
f is constant on an open neighborhood V of x in W . Hence d′d′′[f ] = [d′d′′f ] = 0 on V .
If x is of type II, we have seen in Proposition 5.2.5 that there is an open neighborhood
V of x in W such that d′d′′[f ] = [ddcf ] on V . Since f is subharmonic, the measure ddcf
on W is positive by Proposition 3.1.18, and so we have d′d′′[f ] = [ddcf ] ≥ 0 on V .
It remains to consider the case when x is of type III. If x is not contained in S(Y),
then there is again an open neighborhood V of x in W on which f is constant, and so
d′d′′[f ] = [d′d′′f ] = 0 on V .
If x ∈ S(Y), then there is an edge e in S(Y) such that x lies in the interior of e. The
closed annulus A := τ−1Y (e) is isomorphic to a closed annulus A
′ = trop−1([val(a), val(b)])
in G1,anm for some a, b ∈ K× with |a| < |b| and trop = log |T |. Thus we can identify e
with the real interval [val(a), val(b)] via trop ◦Φ for a ﬁxed isomorphism Φ: A ∼−→ A′.
Since e is isometric to [val(a), val(b)], we can deﬁne a function
ψ : [val(a), val(b)]→ R, z 7→ F ((trop ◦Φ)−1(z)).
Then ψ extends to a piecewise aﬃne function on trop(G1,anm ) = R, and its restriction to
the connected components of R\{trop(Φ(x))} is aﬃne with outgoing slopes at trop(Φ(x))
equal to the ones of F at x on e. We required that f is subharmonic, so the sum of the
outgoing slopes at x is greater than or equal to zero by Proposition 3.1.18. Hence ψ is
convex on R, and so we can ﬁnd smooth convex functions ψi on R converging uniformly
to ψ. Then ψi ◦ trop are smooth psh functions on trop−1(val(a), val(b)) ⊂ G1,anm by
Proposition 5.1.8. By Remark 5.1.10, the pullbacks fi := Φ
∗(ψi ◦ trop) are smooth
psh function on V ′ := τ−1Y (e
◦) converging uniformly to f on V ′. The set V ′ is an
open neighborhood of x in W . Note that by [BPR13, Lemma 2.13 & 3.8], the map
trop = log |T | factors through τA and τA = τY on A. Hence the function f is itself psh
on V ′ by Lemma 5.2.1, i.e. d′d′′[f ] ≥ 0 on V ′. 
Proposition 5.2.8. Let W be an open subset of Xan. Then every subharmonic
function on W is locally integrable.
Proof. Let f : W → [−∞,∞) be subharmonic. We have to show that ∫W f ∧ ω
is ﬁnite for every ω ∈ A1,1c (W ). By [Gub16, Proposition 5.13], we may assume that
the (1, 1)-form ω is of the form ω = trop∗U ωtrop for a tropical chart (V, ϕU ) of W and a
form ωtrop ∈ A1,1c (tropU (V )). The closed embedding ϕU is given by γ1, . . . , γr ∈ O(U)×,
and we denote by H the set of zeros and poles of γ1, . . . , γr on X. We choose a strictly
semistable model X of Xan such that the type I points of H lie in distinct connected
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components of Xan\S0(X ) (see [BPR13, Theorem 4.11 & 5.2]), where S0(X ) denotes
the vertices of the skeleton S(X ) corresponding to X . By [BPR13, Lemma 2.13 & 3.8],
we have the following commutative diagram
V
tropU //
τX

Ω
S(X )
tropU
==
where τX : Xan → S(X ) is the retraction map corresponding to X and Ω := tropU (V ).
The retraction map τX is deﬁned in such a way that every connected component of
Xan\S(X ) is retracted to a single point in S(X ). Due to this fact and the commutativity
of the diagram, the form ω = trop∗U ωtrop is supported on S(X ). Since the restriction
of the subharmonic function f to S(X ) is continuous by [Thu05, Proposition 3.4.6], we
get that ∫
W
f ∧ ω =
∫
W
(f ◦ τX ) ∧ ω
is ﬁnite. Hence f is locally integrable. 
Theorem 5.2.9. Let W be an open subset of Xan. Then every subharmonic function
on W is psh.
Proof. Let f : W → [−∞,∞) be a subharmonic. We already know by Proposi-
tion 5.2.8 that f is locally integrable. Thus it remains to show that the current d′d′′[f ] is
non-negative, which is a local property by Proposition 5.1.7. Since Xan is a locally com-
pact Hausdorﬀ space, we can ﬁnd for every x ∈W a relatively compact neighborhoodW ′
of x inW . By Proposition 3.1.19, there is a decreasing net 〈fα〉 of lisse subharmonic func-
tions converging pointwise to f on W ′. Consider a non-negative function g ∈ C∞c (W ′).
Then there are smooth forms ω+, ω− ∈ A1,1(Xan) such that d′d′′g = ω+ − ω− and
the corresponding signed Radon measures from Proposition 4.1.11 are positive [CD12,
Lemme 5.3.3]. By [CD12, Corollaire 3.3.4], we can ﬁnd a smooth non-negative function
η ∈ C∞c (W ′) such that η ≡ 1 on supp(g). Hence
d′d′′g = ηd′d′′g = ηω+ − ηω−
on W ′. The smooth (1, 1)-forms ηω± are contained in A1,1c (W ′) and the corresponding
Radon measures are still non-negative and have compact support by Proposition 4.1.11.
Thus
∫
W ′ f ∧ ηω± is ﬁnite (see Proposition 5.2.8), and we have∫
W ′
f ∧ ηω± = lim
α
∫
W ′
fα ∧ ηω±
by [Fol99, Proposition 7.12]. Together, we get
d′d′′[f ](g) =
∫
W ′
f ∧ ηd′d′′g =
∫
W ′
f ∧ ηω+ −
∫
W ′
f ∧ ηω−
= lim
α
(
∫
W ′
fα ∧ ηω+ −
∫
W ′
fα ∧ ηω−) = lim
α
∫
W ′
fα ∧ d′d′′g.
By Proposition 5.2.7, we have
∫
W ′ fα∧d′d′′g ≥ 0 for every fα, and so d′d′′[f ](g) ≥ 0. 
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5.2.3. Continuous subharmonic functions in the sense of Chambert-Loir
and Ducros are subharmonic in the sense of Thuillier. In this subsection, we
prove that every continuous psh function is subharmonic in the sense of Thuillier. The
key tool of the proof is that for a model function g the MongeAmpère measure is equal
to its Laplacian ddcg (see Theorem 5.2.3).
Lemma 5.2.10. Let W be an open subset of Xan and let f : W → R be a continuous
function. If f is not subharmonic, then there is a strictly semistable formal model (X ,L)
of (X,OX) such that the model function g := − log ‖1‖L satisﬁes the following properties:
i) supp(g) is a connected strictly aﬃnoid domain Y ⊂W .
ii) g is non-negative on Y .
iii) ∫
W
fddcg < 0.
Proof. By Corollary 3.1.23, there is a connected strictly aﬃnoid domain Y and a
type II or III point x in Y \∂Y with ∫W fddcgYx < 0. Note that gYx is a non-negative lisse
function on Xan with supp(gYx ) = Y. Since g
Y
x is lisse, we can ﬁnd a strictly semistable
formal model Y of Y and a piecewise aﬃne function GYx on the corresponding skeleton
S(Y) such that gYx = GYx ◦ τY on Y . By blowing up Y, we may assume that each edge
of S(Y) has at most one endpoint that lies in the boundary ∂Y (see Proposition 2.3.22).
We will explain in steps, why there is a strictly semistable formal model (X ,L) such that
the corresponding model function g = − log ‖1‖L on Xan satisﬁes g ≥ 0 on Y \∂Y , g = 0
elsewhere, and
∫
W fdd
cg < 0.
0. Step: Strategy of the proof.
We construct a val(K×)-rational function (see deﬁnition below) G on S(Y) such that
G|S(Y)\∂Y ≥ 0, G|∂Y = 0 and
∫
S(Y)
fddcG < 0.(5.2.3)
Then g := G ◦ τY is piecewise Q-linear on Y in the sense of [GK15]. Setting g ≡ 0 on
Xan\Y , we get a continuous non-negative function g on Xan and a G-covering of Xan on
which g is piecewise Q-linear. Thus there is a semistable formal model (X ,L) such that
g = − 1m log ‖1‖L on Xan by [GK17, Proposition 8.11& 8.13]. We always may assumeX to be strictly semistable by the semistable reduction Theorem [BL85, Ch. 7] since K
is algebraically closed. Then the formal model (X ,L⊗m) of (X,OX) gives the claim.
Before we start with the construction, note that a val(K×)-rational function is a
piecewise aﬃne function on S(Y) (we reﬁne the vertex set such that G is aﬃne on every
edge) such that the following properties are satisﬁed
(a) ddcG is only supported on points of type II.
(b) G has values in val(K×) at every vertex of S(Y).
(c) G has rational slopes.
Our piecewise aﬃne function GYx on S(Y) satisﬁes (5.2.3), but it is not (necessarily)
val(K×)-rational. We therefore modify GYx in the following three steps.
1. Step: Replace GYx by a piecewise aﬃne function G
′ such that (5.2.3) is still
satisﬁed and (a) additionally holds.
If x is of type II, the support of ddcGYx consists only of type II points. If x is of type
III, we use that the points of type II are dense inXan. Let e = [y1, y2] be the edge of S(Y)
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having x in its interior. Let xn be a sequence of type II points in e converging to x with
respect to the skeletal metric. Consider the piecewise aﬃne functions Gn on S(Y) that
are given by the aﬃne function on [y1, xn] (resp. on [xn, y2]) connecting the points G
Y
x (y1)
and GYx (xn) (resp. G
Y
x (xn) and G
Y
x (y2)) and Gn ≡ GYx on S(Y)\e. It is easy to see that
the slopes converge to the ones of GYx , i.e. dd
cGn → ddcGYx for n→∞. Furthermore, f
is continuous, so we can ﬁnd n big enough such that |f(xn)ddcGn(xn)− f(x)ddcGYx (x)|
is so small that we still have
∫
S(Y) fdd
cGn < 0 (cf. [Thu05, Proposition 3.3.4]). Set
G′ := Gn for such an n.
2. Step: Replace G′ by a piecewise aﬃne function G′′ such that (5.2.3) and (a)
are still satisﬁed and (b) additionally holds.
Due to normalizing the absolute value | · |, we assume that Q is contained, and so
dense, in val(K×). Let z be a vertex of S(Y). If G′(z) is not in Q, let (an)n be a sequence
of rational points converging to G′(z). Then the slopes of the piecewise aﬃne functions
G′n on S(Y) resulting by replacing G′(z) by an converge to the slopes of G′. Thus we
can choose an n ∈ N such that G′′ := G′n still satisﬁes (5.2.3) and takes only values in Q
at every vertex of S(Y). We choose these values such that G′′ ≥ 0 on S(Y).
3. Step: Replace G′′ by a piecewise aﬃne function G such that (5.2.3), (a) and
(b) are still satisﬁed and (c) additionally holds.
Now, consider an edge e = [y1, y2] of S(Y). Denote by d(y1, y2) the distance between
these two points with respect to the skeletal metric. If d(y1, y2) ∈ Q, we are done. If
not, we can ﬁnd points y′1 and y′2 of type II in e with distance d(y′1, y′2) ∈ Q arbitrary
close to d(y1, y2). These points are chosen so that we can decompose the edge e into
[y1, y
′
1] ∪ [y′1, y′2] ∪ [y′2, y2].
Let G be the piecewise aﬃne function on e deﬁned by the data G ≡ G′′(y1) on [y1, y′1],
G ≡ G′′(y2) on [y′2, y2] and G|[y′1,y′2] is aﬃne (see Figure 2). Since G(y′i) = G′′(yi) ∈ Q, the
constructed function G on e has rational slopes. Choose y′i with d(y
′
1, y
′
2) close enough
to d(y1, y2) such that (5.2.3) is still satisﬁed. Again this is possible since f is continuous.
We do this for all edges except the ones containing the boundary points ∂Y , where
we just move the other vertex. Then the function G on S(Y) has slopes in Q and is
consequently the required function.

y0

y˜0

y˜1

y1

y′1

y′2

y2
e
G′′(y2)
G′′(y1)
|
|
G′′(y0)
|
e˜
∈ Q ∈ Q
FIGURE 2. Representing the construction of G in Step 3.

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Theorem 5.2.11. LetW be an open subset of Xan and let f : W → R be a continuous
function. If f is psh, then f is subharmonic.
Proof. The proof is by contradiction. We assume that there is a strictly semistable
formal model (X ,L) of (X,OX) such that
∫
W fdd
cg < 0 for g := − log ‖1‖L as in
Lemma 5.2.10.
0. Step: Strategy of the proof.
We know that g = G◦τX onXan for the piecewise aﬃne functionG = g|S(X ) on S(X ),
the MongeAmpère measure exists and ddcg = ddcG = MA(g) by Theorem 5.2.3.
Assume that we have the following situation: We can write g = g+ − g− on an open
subset V of W that contains the connected strictly aﬃnoid domain Y = supp(g) such
that
(a) g± is the uniform limit of smooth psh functions g±k on V , i.e. g is globally
approximable on V ,
(b) gk := g
+
k − g−k ≥ 0 on V , and
(c) gk has compact support on V .
Moreover, we want to have a connected open subset V ′ of V with Y ⊂ V ′, V ′ ⊂ V and
gk ∈ C∞c (V ′) and a continuous map η on V such that η ≡ 1 on V ′ and η has compact
support in V .
In this situation, we have ηf ∈ C0c(V ) and f = ηf on V ′. Moreover, by the deﬁnition
of the MongeAmpère measure and Theorem 5.2.3, we have the identity of measures
ddcg = MA(g) = MA(g+)−MA(g−)
whose support is ﬁnite and contained in Y ⊂ V ′ ⊂ V . Due to our assumption, this
implies
0 >
∫
W
f dMA(g) =
∫
V
ηf dMA(g) =
∫
V
ηf dMA(g+)−
∫
V
ηf dMA(g−).
Applying Lemma 5.2.2 and (a) to the right hand side and using gk ∈ C∞c (V ′), we get
0 >
∫
W
f dMA(g) = lim
k→∞
∫
V
ηf ∧ d′d′′g+k − limk→∞
∫
V
ηf ∧ d′d′′g−k
= lim
k→∞
∫
V
ηf ∧ d′d′′gk
= lim
k→∞
∫
V ′
f ∧ d′d′′gk
= lim
k→∞
d′d′′[f |V ′ ](gk).
We know that d′d′′[f ] is positive on W , and so it is on V ′. Thus
0 >
∫
W
f dMA(g) = lim
k→∞
d′d′′[f |V ′ ](gk) ≥ 0,
and so we have a contradiction. Hence f has to be subharmonic.
We explain in several steps how to construct V , V ′, η and the functions g+k , g
−
k such
that one has the described situation.
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1. Step: Show that the function g is globally approximable on W .
The curve X is projective, so we may assume X to be projective as well and we
therefore can ﬁnd very ample line bundles L1,L2 such that L = L1⊗L−12 . Thus we can
write
g = − log ‖1‖L = − log ‖s1‖L1 + log ‖s2‖L2
on W for global sections s1, s2 that coincide on the generic ﬁber. Since we may work on
every open subset of W containing the compact subset Y by Proposition 5.1.7, we may
assume that s1 and s2 do not vanish on W . Due to the very ampleness, we can ﬁnd
closed embeddings ϕi : X → PniR such that Li ' ϕ∗i OPniR (1) and si = ϕ
∗
ixji for i = 1, 2.
Here, let x0, . . . , xni be the coordinates of P
ni
R and ji ∈ {0, . . . , ni}. Without loss of
generality, we assume xj1 = xn1 and xj2 = xn2 . These closed embeddings induce closed
embeddings ϕi : X → PniK . Then
g = − log ‖s1‖L1 + log ‖s2‖L2
= (ϕan1 )
∗(− log |xn1 |+ max
j∈{0,...,n1}
log |xj |)− (ϕan2 )∗(− log |xn2 |+ max
j∈{0,...,n2}
log |xj |)
on W . We approximate φi := − log |xni | + maxj∈{0,...,ni} log |xj | for i = 1, 2 by smooth
convex functions on {η ∈ Pni,anK | |xni |η 6= 0} as in [CD12, Proposition 6.3.2].
For every k ∈ N>0 and n ∈ N, there is a smooth, convex functionMn, 1
k
on Rn+1 that
is non-decreasing in every variable and has the following properties:
i) max(t0, . . . , tn) ≤Mn, 1
k
(t0, . . . , tn) ≤ max(t0, . . . , tn) + 1k .
ii) If tl +
2
k ≤ maxj 6=l tj , then Mn, 1k (t0, . . . , tn) = Mn−1, 1k (t0, . . . , t̂l, . . . , tn).
iii) For all t ∈ R, we have Mn, 1
k
(t0 + t, . . . , tn + t) = Mn, 1
k
(t0, . . . , tn) + t.
Deﬁne for k ∈ N>0 and i ∈ {1, 2} the following function
φi,k := − log |xni |+Mni, 1k (log |x0|, . . . , log |xni |)
on Pni,anK . For every point ζ in {η ∈ Pni,anK | |xni |η 6= 0} there is an open neighborhood of
ζ such that φi,k is smooth and psh on this neighborhood. Both are local properties and si
does not vanish on W , so (ϕani )
∗φi,k is a smooth psh function on W (see Remark 5.1.10)
converging uniformly to − log ‖si‖Li on W . We use the notations g+ := − log ‖s1‖L1
and g− := − log ‖s2‖L2 . Furthermore, we set g+k := (ϕan1 )∗φ1,k and g−k := (ϕan2 )∗φ2,k.
Note that we have by construction
g± ≤ g±k ≤ g± +
1
k
.
These functions do not necessarily satisfy (b) and (c), so we need to modify g±k .
2. Step: Construct a suitable V and study the behavior of g±k outside of Y .
At the end of Step 2, one can ﬁnd an illustration of the construction in Figure 3.
The boundary of the strictly aﬃnoid domain Y is a ﬁnite set of points of type II. By
blowing up our model X , we may assume that the points ∂Y are vertices in S(X ) (see
Proposition 2.3.22). Note that we always may assume that an admissible blowing up is
strictly semistable again by the semistable reduction Theorem [BL85, Ch. 7]. Consider
a point y ∈ ∂Y . Since y is of type II, Theorem 2.3.27 tells us that there is a strictly
semistable formal model X y of X and a star-shaped open neighborhood Ωy of y in
S(X y) such that τ−1X y (Ωy) is an open neighborhood of y in W . Here, a star-shaped open
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neighborhood Ωy of y in S(X y) is a simply-connected open neighborhood of y in S(X y)
such that the intersection of Ωy with any edge e in S(X y) emanating from y is a half-
open interval Iy,e = [y, xe) with endpoints y and xe. We may choose the endpoints xe
also of type II. By blowing up X and modifying Ωy, we may assume that we can ﬁnd
this star-shaped open neighborhood Ωy in S(X ). We explain how to do this. The model
X has to be blown up such that every vertex of S(X y) is a vertex in the new skeleton
S(X ), i.e. S0(X y) ⊂ S0(X ). Then we can modify Ωy in the following way. Consider an
edge e of the new skeleton S(X ). Then the interior of e is either contained in an edge e˜
of S(X y) or lies in a connected component of Xan\S(X y) isomorphic to an open ball. In
the ﬁrst case, we shrink the interval such that Iy,e is a half-open interval in e. Note that
τ−1X (Iy,e) = τ
−1
X y (Iy,e), and so it is still contained in W . In the second case, we just add
a new half-open interval Iy,e to Ωy. Then τ
−1
X (Iy,e) ⊂ τ−1X y (y) ⊂ W . We do this blowing
ups and modiﬁcations for all boundary points. Moreover, we always choose Ωy such that
Ωy ⊂ W . Before we can construct V , we have to blow up X one more time. We ﬁnd
this admissible formal blowing up X ′ of X such that Y = Yη for a formal open subset Y
of X ′, which is possible by [BL85, Lemma 4.4]. Then we have Y = τ−1X ′ (S(X ′)∩ Y ). As
described above, we modify Ωy such that it is a star-shaped open neighborhood of y in
S(X ′). Altogether, we have a strictly semistable formal model X ′ of X such that every
boundary point y of Y has an open neighborhood τ−1X ′ (Ωy) in W for a star-shaped open
neighborhood Ωy of y in S(X ′) and Y = τ−1X ′ (S(X ′) ∩ Y ).
For every point z ∈ (S(X ′) ∩ Y )\∂Y , we choose a star-shaped open neighborhood
Ωz of z in S(X ′) with Ωz ⊂ Y \∂Y . Then τ−1X ′ (Ωz) is automatically contained in W due
to Y = τ−1X ′ (S(X ′) ∩ Y ) and Y ⊂W .
We have constructed for every point in S(X ′) ∩ Y a star-shaped open neighborhood
of it in S(X ′), Ωy for y ∈ ∂Y and Ωz for z /∈ ∂Y , and so these open subsets clearly cover
our compact subset S(X ′) ∩ Y . Thus there is a ﬁnite subset Y0 of S(X ′) ∩ Y such that
Y = τ−1X ′ (S(X ′) ∩ Y ) ⊂
⋃
z∈Y0
τ−1X ′ (Ωz).
By construction, the set of boundary points ∂Y is contained in Y0. Furthermore, we
choose Y0 minimal, i.e. removing one open subset τ
−1
X ′ (Ωz) from the covering would no
longer cover Y . Set
V :=
⋃
z∈Y0
τ−1X ′ (Ωz),
then V is an open subset of W containing Y = supp(g).
Let y be a point in ∂Y , let e be an edge emanating from y in S(X ′) not contained in Y
and let Iy,e be the corresponding half-open interval in the star-shaped open neighborhood
Ωy. Note that g|e = 0. We may shrink the half-open interval Iy,e in e, and so Ωy and V ,
such that
g+ = (ϕan1 )
∗(− log |xn1 |+ max
j∈{0,...,n1}
log |xj |) = (ϕan1 )∗(− log |xn1 |+ log |xl1 |)
g− = (ϕan2 )
∗(− log |xn2 |+ max
j∈{0,...,n2}
log |xj |) = (ϕan2 )∗(− log |xn2 |+ log |xl2 |))
on Iy,e for some li ∈ {0, . . . , ni}. Deﬁne the map Ni,max : Iy,e → N as follows
Ni,max(η) := |{j ∈ {0, . . . , ni}|(ϕani )∗(log |xj |) = (ϕani )∗(log |xli |)}|.
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Shrink Iy,e again such that (ϕ
an
i )
∗(log |xj |) is aﬃne on Iy,e for every j ∈ {0, . . . , ni}.
Consequently, the function Ni,max is constant on Iy,e\{y} because we have on Iy,e
(ϕani )
∗(log |xli |) = max(ϕani )∗(log |xj |). Hence we write Ni,max for this constant value.
Deﬁne
Ωi,k :={η ∈ Iy,e | (ϕani )∗(log |xj |)(η) +
2
k
< (ϕani )
∗(log |xli |)(η)
if (ϕani )
∗(log |xj |)|Iy,e 6= (ϕani )∗(log |xli |)|Iy,e , j ∈ {0, . . . , ni}}
Let N ′ ∈ N such that Ωk := (Ω1,k ∩ Ω2,k)\{y} is a non-empty connected open subset
of Iy,e for every k ≥ N ′. We have Ωk ⊂ Ωk+1, and we work in the following with
Ωy,e := ΩN ′ . Then we get for every k ≥ N ′ using properties i)-iii) that
g+k = (ϕ
an
1 )
∗(− log |xn1 |) +Mn1, 1k ((ϕ
an
1 )
∗(log |x0|), . . . , (ϕan1 )∗(log |xn1 |))(5.2.4)
= (ϕan1 )
∗(− log |xn1 |) +MN1,max−1, 1k ((ϕ
an
1 )
∗(log |xl1 |), . . . , (ϕan1 )∗(log |xl1 |))
= (ϕan1 )
∗(− log |xn1 |) + (ϕan1 )∗(log |xl1 |) +MN1,max−1, 1k (0, . . . , 0)
= g+ +MN1,max−1, 1k (0, . . . , 0)
on Ωy,e. Set C
+
k := MN1,max−1, 1k (0, . . . , 0) ∈ [0,
1
k ]. Analogously,
g−k = g
− +MN2,max−1, 1k (0, . . . , 0)(5.2.5)
on Ωy,e. Set C
−
k := MN2,max−1, 1k (0, . . . , 0) ∈ [0,
1
k ]. Due to g = g
+ − g− = 0 on Ωy,e, we
have
g+k − g−k = MN1,max−1, 1k (0, . . . , 0)−MN2,max−1, 1k (0, . . . , 0)
on Ωy,e.
 
y
S(X ′) ∩ Y
Iy,e
xe
[
g+ = g−
Ωy,e
g−k
g+k
FIGURE 3. Representing the behavior of the functions g±k on the skeleton outside of Y
close to a boundary point y of Y .
3. Step: Modify the constructed functions g±k on the open subset V ⊂W such
that (b) and (c) are satisﬁed.
We start with (b). To ensure that the diﬀerence g+k −g−k = (ϕan1 )∗φ1,k− (ϕan2 )∗φ2,k is
non-negative on V , we work with g+k := (ϕ
an
1 )
∗φ1,k+ 1k on V instead of (ϕ
an
1 )
∗φ1,k. This is
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still a smooth psh function on V converging uniformly to the function g+ = − log ‖s1‖L1 ,
and
(ϕan1 )
∗φ1,k +
1
k
− (ϕan2 )∗φ2,k ≥ (ϕan1 )∗φ1,k +
1
k
− g+ + g− − (ϕan2 )∗φ2,k
≥ 0 + 1
k
− 1
k
= 0
on V . Note that we used g = g+ − g− ≥ 0 on V and property i) of Mni,k.
Next, we deal with (c), i.e. we modify g+k and g
−
k such that gk := g
+
k −g−k has compact
support on V . As in Step 2, let y be a boundary point of Y , let Ωy be a star-shaped
open neighborhood of y and let Iy,e = [y, xe) be a half-open interval of Ωy contained
in an edge e of S(X ′) emanating from y and pointing outwards of Y . Recall that we
have constructed in the second step the open subset Ωy,e of Iy,e. Here, we start with the
construction of an aﬃne function on the closed annulus A := τ−1X ′ ([y, xe]) whose graph
intersects the graphs of all our functions g±k on Ωy,e for k big enough. The annulus A
is isomorphic to a closed annulus A′ := S(a, b) = trop−1([val(a), val(b)]) in G1,anm for
some a, b ∈ K× with |a| < |b| and trop = log |T |, where it is meant that a seminorm
p is mapped to log(p(T )). Let Φy,e : A
∼−→ A′ be an isomorphism. For simplicity, we
may assume that val(a) = 0. Then we can identify Iy,e = [y, xe) with the real half-open
interval [0, val(b)) via tropy,e := log |T | ◦ Φy,e. Choose points ζy,e, ζ ′y,e ∈ Ωy,e ⊂ e, and
m ∈ N, c ∈ R such that the function
ψy,e : Iy,e → R, ζ 7→ m · tropy,e(ζ) + c
satisﬁes
ψy,e(ζy,e) = ((ϕ
an
1 )
∗(− log |xn1 |) + (ϕan1 )∗(− log |xl1 |))(ζy,e) = g+(ζy,e),
and ψy,e(ζ
′
y,e) = g
+
N ′(ζ
′
y,e). Recall that N
′ was ﬁxed in Step 2 to deﬁne Ωy,e. Since g±k
converges uniformly to g+ = g− on Ωy,e, there is an N ′′ ≥ N ′ such that
sup
x∈Ωy,e
(g±k − g±) = sup
x∈Ωy,e
|g±k − g±| ≤ C+N ′
for every k ≥ N ′′. By (5.2.4), we have g+N ′ − g± = C+N ′ + 1/N ′, and hence
g±k − g+N ′ = g±k − g± + g± − g+N ′ < 0
on Ωy,e for every k ≥ N ′′. Thus for every k ≥ N ′′ there is a point ζ+k in Ωy,e such that
ψy,e(ζ
+
k ) = g
+
k (ζ
+
k ). Due to g
+ = g− ≤ g−k ≤ g+k by (5.2.5) and construction, there is also
for every k ≥ N ′′ a point ζ−k in Ωy,e such that ψy,e(ζ−k ) = g−k (ζ−k ). Recall that g− = g+
and g+k and g
−
k with k ≥ N ′ are aﬃne on Ωy,e.
We choose ε such that
Ωy,e,< := {ζ ∈ Ωy,e | ψy,e(ζ) + 2ε < g+(ζ)}
Ωy,e,> := {ζ ∈ Ωy,e | ψy,e(ζ) > g+(ζ) + 2ε}
are non-empty open subsets of Ωy,e, and we set Γy,e := Ωy,e\(Ωy,e,< ∪ Ωy,e,>).
In the following, we smoothen the piecewise aﬃne functions max(g±k , ψy,e) in a proper
way. One can construct a smooth symmetric convex 1-Lipschitz continuous function
θε : R→ (0,∞) such that θε(a) = |a| if |a| ≥ ε. We set
mε(a, b) :=
a+ b+ θε(a− b)
2
.(5.2.6)
Then the smooth function mε : R2 → R satisﬁes the following properties:
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i) mε is convex.
ii) max(a, b) ≤ mε(a, b) ≤ max(a, b) + ε2 .
iii) mε(a, b) = max(a, b) whenever |a− b| ≥ ε.
iv) mε is increasing in every variable.
We deﬁne the functions
g˜+k := mε(g
+
k , ψy,e)
g˜−k := mε(g
−
k , ψy,e)
on Ωy,e. Then g˜
+
k (resp. g˜
−
k ) coincides with g
+
k (resp. with g
−
k ) on Ωy,e,< for every k ≥ N ′′
since g+ = g− ≤ g−k ≤ g+k on Iy,e by (5.2.5) and by construction. The functions g+k
converge uniformly to g− = g+, so we can choose Ny,e ≥ N ′′ such that for all k ≥ Ny,e,
we have g+ + ε ≥ g+k ≥ g−k on Ωy,e. Then g˜+k and g˜−k coincide with ψy,e on Ωy,e,> for all
k ≥ Ny,e. Thus g˜+k − g˜−k = 0 on Ωy,e,> for every k ≥ Ny,e. We do this for every y ∈ ∂Y
and for every edge e in S(X ′) emanating from y and pointing outwards of Y .
 
y
S(X ′) ∩ Y
Iy,e
xe
[
g+ = g−g+ + ε
Ωy,e
Ωy,e,< Ωy,e,>
g−k
g+k
g+N ′
ψy,e

ζy,e
[ ]
Γy,e
max(g±k , ψy,e)
FIGURE 4. Representing the strategy of the modiﬁcation of gk± outside of Y .
Recall that we work on the open subset V =
⋃
z∈Y0 τ
−1
X ′ (Ωz) of W containing Y ,
where Ωz is a star-shaped open neighborhood of z in S(X ′) and Iz,e = Ωz ∩ e for every
edge e in S(X ′) emanating from z. We have ∂Y ⊂ Y0 and the sets Ωy\Y with y ∈ ∂Y
are disjoint of all other star-shaped open neighborhoods Ωz. We write Sy for the set of
edges e in S(X ′) emanating from y and pointing outwards of Y . Then for every y ∈ ∂Y
and e ∈ Sy, we have constructed the open subset Ωy,e of Iy,e = [y, xe) ⊂ Ωy.
Let VY be the connected component of V \(
⋃
y∈∂Y,e∈Sy Γy,e) containing Y and let Ve
be the connected component of V \Γy,e containing xe. Note that by the construction of
V all connected components Ve are pairwise disjoint. We can extend g˜
±
k to a continuous
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function on V by
g˜±k :=

mε(g
±
k , ψy,e ◦ τX ′) on τ−1X ′ (Ωy,e),
g±k on VY ,
ψy,e ◦ τX ′ on Ve.
Then the functions g˜+k − g˜−k are non-negative and continuous on V with compact
support for every k ≥ maxy,eNy,e. Recall that by property iv), mε is increasing in every
variable. From now on we only consider k ∈ N with k ≥ maxy∈∂Y,e∈Sy Ny,e.
4. Step: Show that the modiﬁed functions g˜+k (resp. g˜
−
k ) converge uniformly
to a function g˜+ (resp. g˜−) such that g = g˜+ − g˜− on V .
Deﬁne the following functions on V
g˜± :=

mε(g
±, ψy,e ◦ τX ′) on τ−1X ′ (Ωy,e),
g± on VY ,
ψy,e ◦ τX ′ on Ve.
By construction, these functions are well-deﬁned and continuous. Since g = g+− g−
on V with g = g+ − g− = 0 on V \Y , we clearly have g = g˜+ − g˜− on V .
Next, we show that g˜+k (resp. g˜
−
k ) converge uniformly to g˜
+ (resp. to g˜−) on V . We
know that g+k (resp. g
−
k ) converge uniformly to g
+ (resp. to g−) on V , thus g˜+k (resp. g˜
−
k )
converge uniformly to g+ (resp. to g−) on VY . Since g˜±k = ψy,e ◦ τX ′ = g˜± on Ve, it
remains to consider the open subset τ−1X ′ (Ωy,e). For every x ∈ τ−1X ′ (Ωy,e), we have
|g˜±k (x)− g˜±(x)| =
∣∣mε(g±k (x), ψy,e(τX ′(x))−mε(g±(x), ψy,e(τX ′(x)))∣∣
=
∣∣∣∣g±k (x)− g±(x) + θε(g±k (x)− ψy,e(τX ′(x)))− θε(g±(x)− ψy,e(τX ′(x)))2
∣∣∣∣
≤
∣∣∣∣g±k (x)− g±(x)2
∣∣∣∣+ ∣∣∣∣g±k (x)− g±(x)2
∣∣∣∣
≤ |g±k (x)− g±(x)|
where we used that θε is 1-Lipschitz continuous to get the last inequality. Due to the
uniform convergence of g±k to g
± on V , which contains τ−1X ′ (Ωy,e), we get
lim
k→∞
sup
x∈τ−1X′ (Ωy,e)
|g˜±k (x)− g˜±(x)| = 0.
5. Step: Show that the modiﬁed functions g˜+k and g˜
−
k are smooth and psh on V .
Note that both properties are local. We already know that g±k ∈ C∞(VY ), so it
remains to ﬁnd for every point x in τ−1X ′ (Ωy,e) ∪ Ve an open neighborhood Vx in V such
that g˜±k is smooth and psh on Vx.
We start with a point x ∈ Ve. Choose an open neighborhood Vx of x in the open
subset Ve ⊂ V . Then g˜±k is given by ψy,e◦τX ′ on Vx. For every ζ ∈ Vx ⊂ A = τ−1X ′ ([y, xe]),
we have
g˜±k (ζ) = (ψy,e ◦ τX ′)(ζ) = (ψy,e ◦ τA)(ζ) = Φ∗y,e(m · log |T |+ c)(ζ)
5.2. COMPARISON THEOREM 109
on Vx by [BPR13, Lemma 2.13 & 3.8]. We ﬁrst show
m · log |T |+ c ∈ ker(d′d′′ : C∞(G1,anm )→ A1,1(G1,anm )).
Consider the tropical chart (V, ϕU ) = (G1,anm , id) of G1,anm . Then tropU = log |T |, and so
m · log |T | + c can be written as the triple (G1,anm , id, λ), where λ : R → R is the aﬃne
function t 7→ mt+c. Thusm·log |T |+c is a smooth function onG1,anm (cf. Deﬁnition 4.1.7).
The (1, 1)-form d′d′′(m · log |T | + c) is given by the triple (G1,anm , id, d′d′′λ). Since λ is
aﬃne, the form d′d′′λ is zero, and so is d′d′′(m · log |T |+ c). Consequently, m · log |T |+ c
lies in ker(d′d′′ : C∞(G1,anm )→ A1,1(G1,anm )). This implies that g˜±k |Vx = Φ∗y,e(m·log |T |+c)
is a smooth psh function on Vx (see Remark 5.1.10).
Now, consider x ∈ τ−1X ′ (Ωy,e). We have just seen that ψy,e ◦ τX ′ is a smooth psh
function on τ−1X ′ ((y, xe)). Using Proposition 5.1.8, there is a chart (Vx, ϕUx) with x ∈
Vx ⊂ τ−1X ′ ((y, xe)) such that ψy,e ◦ τX ′ = φ ◦ tropUx on Vx for a smooth function φ on Rr
that is convex restricted to every polyhedron contained in tropUx(Vx). On the other
hand, we know that the function g±k is smooth and psh on τ
−1
X ′ ((y, xe)) as well. Hence
there is also a chart (V ′x, ϕU ′x) with x ∈ V ′x ⊂ τ−1X ′ ((y, xe)) such that g±k = φ′ ◦ tropU ′x
on V ′x for a smooth function φ′ on Rr
′
that is convex restricted to every polyhedron
contained in tropU ′x(V
′
x). Working on the intersection (Vx ∩ V ′x, ϕUx × ϕU ′x), which is a
subchart of both [Gub16, Proposition 4.16], we get
ψy,e ◦ τX ′ = (φ ◦ Trop(pi)) ◦ tropUx∩U ′x
g±k = (φ
′ ◦ Trop(pi′)) ◦ tropUx∩U ′x
for the corresponding transition functions pi, pi′ satisfying ϕUx = pi ◦ (ϕUx × ϕU ′x) and
ϕU ′x = pi
′◦(ϕUx×ϕU ′x). Since Trop(pi) and Trop(pi′) are integral aﬃne functions on Rr+r
′
,
the composition φ◦Trop(pi) (resp. φ′ ◦Trop(pi′)) is still a smooth function on Rr+r′ with
a convex restriction to every polyhedron. Thus mε(φ◦Trop(pi), φ′◦Trop(pi′)) is a smooth
function on Rr+r′ , and the properties i) and iv) of mε imply that the restriction to every
polyhedron is convex since the restriction of φ ◦Trop(pi) and φ′ ◦Trop(pi′) are. We have
g˜±k = mε(g
±
k , ψy,e ◦ τX ′) = mε(φ ◦ Trop(pi), φ′ ◦ Trop(pi′)) ◦ tropUx∩U ′x
on Vx ∩ V ′x for every x ∈ τ−1X ′ (Ωy,e), so g˜±k is a smooth psh function on τ−1X ′ (Ωy,e) by
Proposition 5.1.8, which proves Step 5.
Altogether, g˜±k are smooth psh function on V . Setting
g˜k := g˜
+
k − g˜−k ,
the functions g˜k satisfy by construction all the required properties in Step 0.
6. Step: Construction of V ′ and η.
By the construction of V and g˜k, we can construct easily the required set V
′, i.e. an
open subset V ′ of V containing Y such that V ′ ⊂ V and g˜k ∈ C∞c (V ′). Furthermore,
let V ′′ be an open neighborhood of V ′ in V with V ′′ ⊂ V . The topological space Xan
is a compact Hausdorﬀ space. Urysohn's Lemma states the existence of a continuous
function η : Xan → [0, 1] with η ≡ 1 on V ′ and η ≡ 0 on Xan\V ′′. Thus η has compact
support in V , i.e. it is the required function in Step 0.
Thus we have constructed everything as it was described in Step 0 proving the
theorem. 
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Corollary 5.2.12. A continuous function f : W → R on an open subset W of Xan
is subharmonic if and only it is psh.
Proof. Follows directly from Theorem 5.2.9 and Theorem 5.2.11. 
5.3. Stability under pullback and a regularization theorem
Due to the equivalence in Corollary 5.2.12, we know that a continuous psh function
has all the nice properties that were shown for subharmonic functions in [Thu05]. More
precisely, we now know that the property psh for continuous functions is stable under
pullback with respect to morphisms of curves. Furthermore, we show that there is a
monotone regularization theorem in the setting of Chambert-Loir and Ducros under
certain conditions, e.g. if X is P1 or a Mumford curve.
Corollary 5.3.1. Let X,X ′ be smooth proper algebraic curves over K and let
ϕ : W ′ → W be a morphism of K-analytic spaces for open subsets W ⊂ Xan and
W ′ ⊂ (X ′)an. If a continuous function f : W → R is psh on W , then ϕ∗f is psh
on ϕ−1(W ).
Proof. By Corollary 5.2.12, the function f is subharmonic onW , and so ϕ∗f is sub-
harmonic on ϕ−1(W ) by Proposition 3.1.13. Using again Corollary 5.2.12, the pullback
ϕ∗f is psh on ϕ−1(W ). 
To obtain a monotone regularization theorem in the setting of Chambert-Loir and
Ducros for certainX, e.g. for the projective line or a Mumford curve, we use the monotone
regularization theorem in Thuillier's setting. Hence we ﬁrst need to show that every
point has an open neighborhood such that every lisse subharmonic, and so psh, function
is globally psh-approximable on it, i.e. it is the uniform limit of smooth psh functions.
Recall the deﬁnition of the sheaf C∞ of smooth functions on Xan from Deﬁnition 4.1.10.
The key tool of this step is to use that for certain X, the sheaf of harmonic functions
HX is a subsheaf of C∞ (see Remark 4.2.58). Note that in general, every continuous
function f with d′d′′[f ] = 0 is harmonic (Corollary 5.2.6).
Proposition 5.3.2. Let X be a smooth proper algebraic curve such that the sheaf HX
of harmonic functions on Xan is a subsheaf of the sheaf C∞ of smooth functions on Xan.
Then every lisse function f : Y → R on a strictly aﬃnoid domain Y of Xan which
is subharmonic on the relative interior W := Y \∂Y of Y is globally psh-approximable
on W . More precisely, there is a monotone decreasing sequence of continuous functions
fk on Y that are smooth and psh on W , and converge uniformly to f on Y .
Proof. Since f is lisse, we can ﬁnd a strictly semistable model Y such that f = F◦τY
on Y for a piecewise aﬃne function F on the skeleton S(Y). We construct continuous
functions on Y converging uniformly to f that are smooth and psh onW using techniques
as in the proof of Theorem 5.2.11.
Let S be the set of points in S(Y)\∂Y that are contained in the support of the
discretely supported measure ddcF . Consider in the following a point x in S. Then
ddcF > 0 in an open neighborhood of x because f is subharmonic. The considered point
x is either of type II or III. If x is of type II, we may assume x to be a vertex of S(Y)
by Proposition 2.3.22. We denote by ex,1, . . . , ex,n the adjacent edges in S(Y) and by xi
the second endpoint of ex,i. If x is of type III, the point x is contained in the interior of
an edge ex with endpoints x1 and x2 and we denote by ex,1 and ex,2 the segments [x1, x]
and [x, x2] of ex. By blowing up Y, we may assume that no xi belongs to S and that F
restricted to every ex,i is aﬃne.
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In both situations, we can ﬁnd a piecewise aﬃne function Gx on the metric subgraph
Γx :=
⋃
i=1,...,n ex,i of S(Y) such that
(a) Gx(x) = F (x),
(b) Gx < F on Γx\{x},
(c) ddcGx = 0 in a neighborhood of x, and
(d) (Gx)|ex,i is aﬃne for every i = 1, . . . , n.
Choose εx,i > 0 with F (xi) − Gx(xi) > 2εx,i. Then there exists a point yi ∈ (x, xi)
such that F (yi) = Gx(yi) + εx,i, F < Gx + εx,i on [x, yi) and F > Gx + εx,i on (yi, xi].
Since S has only ﬁnitely many points and corresponding adjacent edges, we can set
ε0 := minx∈S,i εx,i. Then for every x ∈ S, every ex,i = [x, xi], and every 0 < ε ≤ ε0 the
inequalities
Gx(x) + ε− F (x) > ε/2, F (xi)− (Gx(xi) + ε) > ε/2(5.3.1)
hold.
For every x ∈ S, the set Vx := τ−1Y (Γ◦x) is an open neighborhood of x in W . By
construction, these sets are pairwise disjoint. We deﬁne for every 0 < ε ≤ ε0 the
following function on Y
fε :=
{
m ε
2
(Gx ◦ τY + ε, f) on Vx for x ∈ S,
f on Y \⋃x∈S Vx,(5.3.2)
where mε is the smooth maximum deﬁned in (5.2.6) (see proof of Theorem 5.2.11).
By (5.3.1) and property iii) of mε/2 in (5.2.6), the function fε coincides with Gx ◦ τY + ε
in an open neighborhood of x and with f in an open neighborhood of xi. Here, xi is the
other vertex for an adjacent ex,i = [x, xi]. Thus fε is continuous on Y .
We will later use functions of this form to construct our desired sequence, but ﬁrst we
show that fε is smooth and psh on W . By construction, there is an open neighborhood
W ′ of W\⋃x∈S Vx such that fε coincides with f and f = F ◦ τY is harmonic on W ′.
Since we required that HX is a subsheaf of C∞ and every harmonic function is psh by
Proposition 3.1.18 and Theorem 5.2.11, the function fε is a smooth psh function on W
′.
On the other hand, for every x ∈ S the constructed function fε coincides with the
harmonic function Gx ◦ τY + ε on an open neighborhood of x, and so it is locally smooth
and psh at x as well. It remains to consider fε on τ
−1
Y ((x, xi)) for every x ∈ S and
every adjacent ex,i = [x, xi]. Since f and Gx ◦ τY + ε are harmonic, and so smooth
and psh on τ−1Y ((x, xi)), one can show as in Step 5 in the proof of Theorem 5.2.11 that
fε = m ε
2
(Gx ◦ τY + ε, f) is still smooth and psh on τ−1Y ((x, xi)). Altogether, fε is a
smooth psh function on W .
With the help of the function fε deﬁned in (5.3.2), we construct now a monotonically
decreasing sequence (fk)k∈N of smooth psh functions converging uniformly to f on Y .
For every k ∈ N, we deﬁne εk > 0 recursively starting with ε0 from above, and set
fk := fεk . To do so, we need to consider the subsets
Ωk :=
⋃
x∈S
{
y ∈ Vx | |Gx(τY(y)) + εk − f(y)| < εk
2
}
on which fk does not necessarily coincide with max(Gx ◦ τY + εk, f) for some x ∈ S. For
a given εk, we choose εk+1 such that 0 < εk+1 < εk/3. Then Ωk ∩ Ωk+1 = ∅ for every
k ∈ N and εk → 0 for k →∞.
We show that the sequence (fk)k converges pointwise to f and fk+1 ≤ fk on Y . If
y ∈ Y \⋃x∈S Vx, then all fk coincide with f , and so both assertions are trivial. We
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therefore assume that y ∈ Vx for some x ∈ S. In the case of y ∈ τ−1Y (x), we have
fk(y) = Gx(x) + εk = F (x) + εk = f(y) + εk,
and so fk(y) ≥ fk+1(y) and fk(y) converges to f(y) for k →∞. If y ∈ Vx\{τ−1Y (x)}, we
can ﬁnd εN small enough such that f(y) − (Gx(τY(y)) + εN ) > εN/2. Hence for every
k ≥ N we have f(y)− (Gx(τY(y)) + εk) > εk/2, and so
fk(y) = max(Gx ◦ τY + εk, f) = f(y).
Thus fk(y) converges to f(y). Next, we consider an arbitrary k ∈ N and we show
fk(y) ≥ fk+1(y). If y /∈ Ωk ∪ Ωk+1, then
fk+1(y) = max(Gx(τY(y)) + εk+1, f(y)) ≤ max(Gx(τY(y)) + εk, f(y)) = fk(y)
since εk > εk+1. If y ∈ Ωk, by the choice of εk+1, we have y /∈ Ωk+1. Thus
fk+1(y) = max(Gx(τY(y)) + εk+1, f(y)) ≤ max(Gx(τY(y)) + εk, f(y)) ≤ fk(y),
where the last inequality is true by property (b) following (5.2.6). Finally, let y ∈ Ωk+1,
and so y /∈ Ωk. Then Gx(τY(y)) + εk ≥ f(y) as εk+1 < εk/3, and so
fk(y) = max(Gx(τY(y)) + εk, f(y)) = Gx(τY(y)) + εk ≥ f(y) + εk/2
as y /∈ Ωk. By property (b) following (5.2.6), εk+1 < εk/3 and the last inequality, we get
fk+1(y) ≤ max(Gx(τY(y)) + εk+1, f(y)) + εk+1/4
≤ max(Gx(τY(y)) + εk, f(y) + εk/2)
≤ fk(y).
Thus the sequence (fk)k of continuous functions converges pointwise to the continu-
ous function f on Y and fk+1 ≤ fk. Since Y is compact, the sequence (fk)k converges
uniformly by Dini's theorem. We have already seen above that each fk is smooth and
psh on W . 
Before we use this proposition to prove a monotone regularization theorem in the
setting of Chambert-Loir and Ducros for Mumford curves, we show that for these curves
the sheaf of harmonic functionsHX is a subsheaf of C∞. Recall the deﬁnition of Mumford
curves from Deﬁnition 4.2.27.
Lemma 5.3.3. Let X be a smooth proper curve over K. If K˜ is algebraic over a ﬁnite
ﬁeld or X is the projective line or a Mumford curve, then HX is a subsheaf of C∞.
Proof. At ﬁrst, note that if K˜ is algebraic over a ﬁnite ﬁeld or Xan is locally
isomorphic to P1,an (see Deﬁnition 4.2.25), the sheaf HX is a subsheaf of C∞ on Xan as
explained in Remark 4.2.58. By Proposition 4.2.29, Xan is locally isomorphic to P1,an if
X is the projective line or a Mumford curve. Hence the assertion follows. 
Corollary 5.3.4. Let X be a smooth proper algebraic curve over K. If K˜ is alge-
braic over a ﬁnite ﬁeld or X is the projective line or a Mumford curve, then every contin-
uous psh function f : W → R on an open subset W of Xan is locally psh-approximable.
More precisely, the sequence of smooth psh functions can be chosen monotonically de-
creasing.
Proof. In the given situation, we may apply Proposition 5.3.2 by Lemma 5.3.3.
To prove the corollary, we have to show that every point x in W has an open neigh-
borhood in W such that f is a uniform limit of smooth psh functions. The continuous
psh function f is subharmonic in the sense of Thuillier by Theorem 5.2.11, and we there-
fore can use Thuillier's monotone regularization theorem (see Proposition 3.1.19). We
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can ﬁnd for every x ∈ W a relatively compact neighborhood W ′ of x in W and a de-
creasing net 〈fα〉 of lisse subharmonic functions on W ′ converging pointwise to f . Let Y
be a strictly aﬃnoid domain in W ′ having x in its interior Y ◦. Then the decreasing net
〈fα〉 converges uniformly to the continuous function f on the compact set Y by Dini's
theorem. Thus one can construct inductively a decreasing sequence of lisse subharmonic
functions on W ′ converging uniformly to f on Y and we write (fk)k∈N for this sequence.
We have seen in Proposition 5.3.2 that each fk is the uniform limit of a decreasing
sequence of smooth psh functions on Y ◦. Hence we can choose a decreasing sequence of
smooth psh functions on Y ◦ converging uniformly to f . 
Remark 5.3.5. Note that there are curves such that the sheaf HX of harmonic
functions is not a subsheaf of the sheaf C∞ of smooth functions on Xan. A counter
example of such a curve can be constructed by the proof of [Thu05, Théorème 2.3.21]
(see for example [Wan16, Corollary 5.3.23]). For those curves we do not know whether
every psh function is locally psh-approachable.
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