A good cover in R d is a collection of open contractible sets in R d such that the intersection of any subcollection is either contractible or empty. Motivated by an analogy with convex sets, intersection patterns of good covers were studied intensively. Our main result is that intersection patterns of good covers are algorithmically unrecognizable. More precisely, the intersection pattern of a good cover can be stored in a simplicial complex called nerve which records which subfamilies of the good cover intersect. A simplicial complex is topologically d-representable if it is isomorphic to the nerve of a good cover in R d . We prove that it is algorithmically undecidable whether a given simplicial complex is topologically d-representable for any fixed d ≥ 5. The result remains also valid if we replace good covers with acyclic covers or with covers by open d-balls.
Introduction
Many results in discrete geometry are devoted to studying intersection patterns of convex sets. A pioneering result in this respect is the Helly theorem [Hel23] .
It states that whenever C 1 , . . . , C n are convex sets in R d , n ≥ d + 1, such that the intersection of any d + 1 of these sets is nonempty, then the intersection of all sets is nonempty. Many results of similar flavor are known and the interested reader is referred to the survey paper [Tan11b] for more details.
Nerves and d-representable complexes. For a collection of sets, its intersection pattern can be encoded into a combinatorial object that is called the nerve of the collection.
Consider a collection of sets F = {F 1 , . . . , F n }. The nerve of F is the simplicial complex 1 whose k-dimensional faces are the subcollections {F i1 , . . . , F i k } of F such that F i1 ∩ . . . ∩ F i k = ∅. In particular, the nerve of F has n vertices F 1 , . . . , F n (provided that F i are nonempty). Remark 1.2. Note that we do not require
The word 'cover' should not be misleading. 
Definition 1.6. A simplicial complex is topologically d-representable
2 if it is isomorphic to the nerve of a good cover in R d .
Classifying intersection patterns of convex (or good) covers in R d is equivalent to classifying d-representable (resp. topologically d-representable) complexes.
Intersection patterns (formally, nerves) of good covers inherit many properties of intersection patterns of convex covers. For example, the Helly theorem was generalized to good covers again by Helly [Hel30] . Another example is the well-known Nerve theorem, see Theorem 2.1 below. (Probably, this theorem is the main reason that makes good covers easier to study than arbitrary collections of non-convex sets in R d .) Other examples include topological versions of various Helly-type theorems [AKMM02, KM05, KM08] .
The main result of our paper, Theorem 1.8, is in the opposite spirit. We show that from the general algorithmic viewpoint, intersection patterns of good covers behave differently (in fact, much worse) than intersection patterns of convex covers.
First, recall the following theorem. As we will now show, the situation with topological d-representability is completely different. The main goal of our paper is to prove the following result.
Theorem 1.8 (main result). For each d ≥ 5, it is algorithmically undecidable whether a given simplicial complex is topologically d-representable.
Algorithmically undecidable problems. A decision problem is the following question: given a finite input string s (over a finite alphabet), decide whether s satisfies a certain property P . Roughly speaking, a decision computational problem is algorithmically undecidable if there is no algorithm that would solve this problem for every string s. More precisely, there is no Turing machine solving this problem. However, the reader is not assumed to have background in Turing machines, since the details about Turing machines are hidden in reduction of our problem to famous Novikov's theorem (see Theorem 3.1 below).
Undecidable problems naturally appear in algebra. For instance the word problem for groups or semigroups is known to be undecidable [Pos47, Nov55] . These problems also reflect in topology. For example it is algorithmically undecidable whether the fundamental group of a given complex is trivial since the word problem reduces to triviality of the fundamental group. Another example is the above-mentioned Novikov's theorem. Briefly, it states that for each d ≥ 5 it is algorithmically undecidable whether a given simplicial complex is homeomorphic to the d-sphere.
In combinatorial geometry, undecidable problems are not so frequent (in the authors' opinion; depending on how broadly combinatorial geometry is considered). We should mention Wang's tiling problem proved undecidable by Berger [Ber66] as an example. Our problem is actually on the borderline area between topology and combinatorial geometry. We hope that our approach could have consequences in other problems in combinatorial geometry.
Other types of covers. Definition 1.9. Let us call a simplicial complex topologically d-representable by balls if it is a nerve of a good cover in R d such that the intersection of any (nonempty) subcollection, unless it is empty, is not only contractible, but even homeomorphic to the open d-ball.
In [Tan12], topological d-representability by balls was introduced as topological d-representability (in order to get a stronger result with this definition). Definition 1.6 of topological d-representability that we use in this paper is probably more standard in the literature, see, e.g., [AKMM02, KM08] . (These papers do not define topological d-representability; however, they actually prove some properties of topologically d-representable complexes.) For completeness we prove the following modification of Theorem 1.8. Theorem 1.10. For each d ≥ 5, it is algorithmically undecidable whether a given simplicial complex is topologically d-representable by balls.
Let us also state a similar undecidability theorem for another version of covers: acyclic covers.
, is empty or has homology of a ball). Let us call a simplicial complex d-representable by an acyclic cover if it is a nerve of an acyclic cover in R d .
Theorem 1.12. For each d ≥ 5, it is algorithmically undecidable whether a given simplicial complex is topologically d-representable by an acyclic cover.
Suggestion to investigate also acyclic covers is by Roman Karasev [Kar12] . There are two reasons why this theorem is worth stating. First, nerves of acyclic covers (or nerves of families of limited homological complexity) are widely investigated since many Helly-type theorems are also valid in this case; see [CGG12, Hel05, KM05] . Second, acyclic covers behave better than good covers from the algorithmic viewpoint. If we have a combinatorially defined collection of open sets in R d (say, given as interiors of polyhedra), then there is no algorithm deciding whether the cover is good (because of Novikov's theorem), but there is an algorithm deciding whether the cover is acyclic ( computing homology is algorithmic). This remark shows that unrecognizability of nerves of good covers stated in Theorem 1.8 is not much related to unrecognizability of good covers themselves.
Although d-representability by balls implies topological d-representability which implies d-representability by acyclic covers, there are no a priori implications between Theorems 1.8, 1.10 and 1.12. On the other hand, with our approach the proofs are similar. We prove Theorems 1.8 and Theorem 1.10 simultaneously in Section 3, postponing the proofs of key results to Sections 4, 5. We prove Theorem 1.12 only in Appendix A because it involves additional technical details.
Preliminaries
In this section, we quickly recall some basic definitions and notations mostly concerning simplicial complexes. A reader new to the topic might also want to see more substantial literature [Mat03, Hat01, Mun84, RS72] . We recommend to consult preliminaries only if the need arises.
Integers. For an integer n the symbol [n] denotes the set {1, 2, . . . , n}.
Abstract simplicial complexes. Let V be a finite set. A collection K of subsets of V is a simplicial complex if, together with each α ∈ K, we have β ∈ K for every β ⊂ α. Any σ ∈ K with #σ = k + 1 is called a k-dimensional simplex (or face) of K (by #σ we mean the number of elements of σ). The set V is the set of vertices of K. Usually we denote it by V (K).
Let
Geometric realizations. We work a priori with abstract simplicial complexes. However, sometimes it is more convenient to work with geometrical realizations of abstract simplicial complexes. Given an abstract simplicial complex K, we chose a map f : V (K) → R m for sufficiently large m. Assume that f satisfy the following properties:
• The set f (α) is affinely independent for every α ∈ K; and • the convex hulls satisfy the relation conv(f (α))∩conv(f (β)) = conv(f (α∩ β)) for every α, β ∈ K.
If m is large enough, then such an f exists. For example, a map sending vertices of K injectively to the vertices of a (geometric) simplex in R m is a suitable choice. For a face α ∈ K we have the geometric realization of this face
We also have the geometric realization of any subcomplex X ⊂ K given by
Every complex K has a geometric realization |K| and any two geometric realizations of a given complex are homeomorphic. We will assume that every complex has a fixed geometric realization although, in some cases, we keep the right to determine the particular choice.
If there is no risk of confusing the reader, we write X instead of |X| for a subcomplex X of K. For example, if we say that complexes K and L are homeomorphic, we actually mean that |K| and |L| are homeomorphic.
Note that this definition a priori depends on the choice of the geometric realizations. However, this is not a problem for us if we fix a realization for every complex as we mentioned above. The Nerve Theorem. We need the following version of the Nerve Theorem. The homotopy version is usually attributed to Borsuk [Bor48] . We use the formulation from Hatcher's book [Hat01] . Alexander duality andČech cohomology. As a supplementary tool we also need Alexander duality. Roughly speaking, Alexander duality relates the cohomology of a "nice" closed subset K of S d with the homology of S d \ K. If we do not know whether K is "nice" (which will be our case), then the ordinary cohomology must be replaced withČech cohomology. In order to defineČech cohomology, we would need too many preliminaries. Therefore we rather prefer to use it as a "black box" while referring to the literature for statements we need.
Here is a version of Alexander duality we need [Pra07, Theorem 5.7]:
for 0 ≤ k ≤ n − 1. HereȞ * stands for reducedČech cohomology andH * stands for reduced singular homology. For clarity, the following lemma summarizes all consequences of Alexander duality we will need.
Proof. We prove the part (a) first.
Alexander duality (Theorem 2.2), and thereforeȞ
If A contained three or more components then it could be partitioned into three disjoint clopen (closed and open) sets A 1 , A 2 and A 3 (disconnected A can be partitioned into two clopen sets and then at least one of these sets can be partitioned again). Functions A → Z constant on each of these clopen sets would be continuous. Therefore Z 3 would be a subgroup ofȞ 0 (A) due to Lemma 2.3. 
The proof method
In this section we describe our proof method. On a general level, we follow the approach by Matoušek, Tancer and Wagner [MTW11] showing that it is algorithmically undecidable whether a given
. Some details are, however, more difficult to resolve in our case.
Our main ingredient is Novikov's theorem (Theorem 3.1). Using it we construct a sequence of simplicial complexes
• is either PL homeomorphic to the d-ball • or has nontrivial fundamental group, and there is no algorithm deciding which of the two cases holds. The main task is to show that C i is topologically d-representable in the first case (this is rather straightforward but a bit technical; see Theorem 3.3) but not in the second (this is not so obvious and the reader might be also interested in the used technique; see Proposition 3.4. It uses a special feature of the combinatorial structure of C i ; see collaring below.)
Now we describe our method in more details.
Novikov's theorem. Novikov proved that it is algorithmically undecidable whether a given (CW-)complex is homeomorphic to a d-sphere if d ≥ 5. We need the following variation of his theorem.
Theorem 3.1 (Novikov). Let d ≥ 5 be a fixed integer. There is an effectively constructible sequence of simplicial complexes Σ i , i ∈ N, with the following properties:
(2) For each i, either Σ i is a PL d-sphere, or the fundamental group of Σ i is nontrivial (in particular, Σ i is not homeomorphic to the d-sphere).
(3) There is no algorithm that decides for every given Σ i which of the two cases holds.
A proof of Theorem 3.1 follows from the exposition by Nabutovsky; see the appendix of [Nab95] . Indeed Nabutovsky constructs a sequence of polynomials such that it is algorithmically undecidable whether their zero set is homeomorphic to a d-sphere. These zero sets are always smooth manifolds, and if they are homeomorphic to a d-sphere, they are in addition diffeomorphic to the standard d-sphere. Such smooth manifolds have a natural PL-structure [Whi40] and their triangulations can be found algorithmically [BPR06, Remark 11.19] (see Remark 12.35 if you consult the first edition). We conclude by remarking that in case of triangulating standard (smooth) d-sphere we obtain a PL-sphere.
Our task is to transform this result into undecidability of recognition of topologically d-representable complexes (for d ≥ 5).
Removing a simplex. Let B i be the simplicial complex obtained from Σ i by removing a d-simplex. Each B i is a homology d-ball; B i is embeddable into R d if and only if Σ i is a PL sphere (which is algorithmically unrecognizable).
A straightforward approach (motivated by [MTW11] ) would be to prove the following conjecture. An affirmative answer to this conjecture implies Theorem 1.8 (our main result) if it is used for the barycentric subdivisions of the sets B i . (For brevity of this part, the definition of barycentric subdivision is postponed to section 4.)
We prove the 'only if' part even in a stronger form (Theorem 3.3) but we could not prove the 'if' part in such generality, or even for K = B i . So we will
Figure 1: The complexes Σ i , B i and C i modify the simplicial complexes B i and obtain a new sequence of complexes C i . Using some new combinatorial features of C i we are able to prove that they are PL embeddable into R d if and only if they are topologically d-representable. In section 6 we also prove Conjecture 3.2 in case that dim K ≤ 2d−3 2 . This range is unfortunately not sufficient for our main result; however, we still hope that it is an interesting supplementary result.
Collaring. Fix Σ i and B i . Let U := {u 1 , . . . , u d+1 } be the vertices of the simplex removed from Σ i and V = {v 1 , . . . , v d+1 } be additional points (not the vertices of Σ i ).
We now create a simplicial complex Γ with vertices u 1 , . . . , u d+1 , v 1 , . . . , v d+1 . The set of simplices of Γ is the following:
If we did not require σ = U, V we would obtain a d-dimensional crosspolytope (see, e.g., [Mat03, p. 11] ). Thus Γ is isomorphic to a d-dimensional crosspolytope minus two opposite d-simplices. In particular, Γ is homeomorphic to Figure 1 . Informally, we attached a cylinder ('collar') Γ to B i and obtained C i . Clearly, C i is homeomorphic to B i .
We are going to show that C i is topologically d-representable if and only if Σ i is homeomorphic to the d-sphere. We will split this task into two statements proved in separate sections. If i is such that Σ i is homeomorphic to a d-sphere, then Σ i is actually a PL d-sphere by Theorem 3.1. Let ϑ := {v 1 , . . . , v d+1 }. Then C i ∪ {ϑ} can be regarded as a subdivision of Σ i , and therefore 
Embeddable complexes are topologically representable
In this section we prove Theorem 3.3. Suppose that K is a simplicial complex and f : |K| → R d is a PL embedding. Let V be the set of vertices of K. We have to construct a topological d-representation of K, i.e., a family of sets See Figure 2 while following the construction. Subdivisions and stars. Let L be a simplicial complex. We will recall two notions that we will need further: the barycentric subdivision of L, and the star of a vertex u ∈ V (L).
Formally, the barycentric subdivision sd K of a simplicial complex K is a simplicial complex whose vertices are the faces of K except the empty face; and the faces of sd K are the chains of faces of K
If there is no risk of confusing reader we simplify the notation by writing
In the geometric setting, we can set |K| = | sd K| in such a way that a vertex of sd K corresponding to a simplex σ ∈ K is situated in the barycentre of |σ| ⊂ |K|.
Let u be a vertex of L.
The following claim says that the geometric realizations |X v | of X v form a cover with properties (b1) and (b2) announced in the plan of the proof.
Claim 4.1. For every S ⊆ V , X S is nonempty if and only if S ∈ K. If X S is nonempty, then it is a cone.
Proof. According to the definitions of star and barycentric subdivision we have:
Hence X S is nonempty if and only if S ∈ K. In addition, if S ∈ K, then v∈S st({v}, sd K) is a cone in sd K with apex {S}. Derived neighborhoods and collapsibility. Here we will briefly recall another concept of PL topology. Let L ⊂ M be a simplicial embedding of a simplicial complex L into a simplicial d-manifold M . The derived neighborhood of L in M is the subcomplex N (L) of sd sd M whose geometric realization |N (L)| is the union of all |σ| such that σ ∈ sd sd M is a d-simplex and |σ| ∩ |L| = ∅. See Figure 3 .
The definition of collapsible simplicial complexes is found in e.g. [RS72, p.39]. We will omit this definition since we use only some properties of collapsibility described in the following two lemmas. We also need Corollary 4.5 below which is implied by the following lemma. The lemma provides a combinatorial description of the derived neighborhood.
For a simplicial complex K we define a function µ : sd K → K that assigns to a chain Λ ∈ sd K the minimal element of this chain. That is, µ(Λ) = σ 1 if
Proof. Let σ ∈ sd sd M .
We first assume that µ(µ(σ)) ∈ L and we will show that σ ∈ N (L). From the definition of µ it follows that µ(µ(σ)) ∈ µ(σ); hence {µ(µ(σ))}?? ⊆ µ(σ).
4
Consequently h(σ) := σ ∪ {{µ(µ(σ))}} is a simplex of sd sd M . (Note that it might happen that h(σ) = σ if {µ(µ(σ))} = µ(σ).) The geometric realization |h(σ)| intersects |L| (in |{µ(µ(σ))}| as a vertex of sd K, that is, in the barycentre of the simplex |µ(µ(σ))| of K). Therefore σ ∈ N (L).
Before proving the second inclusion, we first realize that if ϑ ∈ M \ L, then | st({{ϑ}}, sd sd M )| does not meet |L|. This is because | st({{ϑ}},
Now we assume that µ(µ(σ)) ∈ L. We will show that σ ∈ N (L)
Similarly as before we have a simplex h(τ ) := τ ∪ {{µ(µ(τ ))}} containing τ and therefore σ as well. However, |h(τ )| ∩ |L| = ∅ since h(τ ) ∈ st({{µ(µ(τ ))}}, sd sd M ), using the observation from the previous paragraph.
This happens if and only if
14] there is a subdivision of sd K and a triangulation of R d such that f maps any simplex to simplex in these triangulations. So f induces a simplicial map between these triangulations as abstract simplicial complexes. We denote this simplicial map by f again: further f will denote the simplicial map only. For v ∈ V , define U v := Int |N (f (X v ))|. Here the derived neighborhood is taken with respect to the triangulations above.
We conclude the section by proving Theorem 3.3.
Proof of Theorem 3.3. It suffices to prove that the sets U v obtained above, and all their intersections, are (either empty or) d-balls. From Claim 4.1 we know that X S = v∈S X v is nonempty if and only if S ∈ K. If S ∈ K, by Claim 4.1 it is a cone, hence X S is collapsible by Lemma 4.2, and so is 
belonging to the 'collar' (see Figure 1) . Let U j (resp. V j ) be the cell corresponding to the vertex u j (resp. v j ) for j = 1, . . . , d + 1. Denote U := U 1 ∪ · · · ∪ U d+1 , and V := V 1 ∪ · · · ∪ V d+1 . Moreover, let X be the set of vertices of C i minus U ∪ V and let X be the union of the cells corresponding to vertices of X.
In our considerations we frequently use the Nerve Theorem (Theorem 2.1) without explicitly mentioning it (for instance V is homotopy equivalent to the Claim 5.1. We have V X ⊆ X ∪ U.
We first derive the result from the claim, and we prove the claim later. Let us set L := U ∪ X and
by Claim 5.1. We also have L ∩ M = U, since X and V Y are disjoint by the definition of V Y , and we have already observed that X and V are disjoint. Both L ∪ M and L ∩ M have trivial fundamental group, thus L also has trivial fundamental group by Seifert-van Kampen theorem.
On the other hand L must have a nontrivial fundamental group, since it is homotopy equivalent to B i by the Nerve Theorem. We obtain a contradiction as soon as we prove Claim 5.1.
In order to prove Claim 5.1 we need two other auxiliary claims. The first one does not seem new, but we could not find a reference for it.
Claim 5.2. Let A ⊂ B be two simplicial complexes which are represented by good covers, the cover representing A being a subcover of the cover representing B. Let A (resp. B) be the union of all sets in the representation of A (resp. B). Then the following diagram is commutative, in which the horizontal maps are inclusion-induced and the vertical maps are the isomorphisms induced by the homotopy equivalence from the Nerve Theorem. . We thus obtain the following commutative diagram:
The vertical maps are homotopy equivalences [Hat01, 4G] . Passing to homology, we obtain the commutative diagram
where the vertical maps are isomorphisms. 
As follows from the definition of Γ, the map f is the isomorphism Z ∼ = → Z. On the other hand, if V Y ⊂ U, then g is the zero map. Indeed, under this assumption g is the composition of the inclusion-induced maps We need some preliminaries.
Haefliger-Weber Theorem. Let X be a compact topological space. The deleted product of a topological space X is the Cartesian product of X with itself minus the diagonal:X
There is a natural Z 2 -action onX given by swapping coordinates: (x, y) → (y, x). In sequel we assume thatX is equipped with this Z 2 -action. By S 
Therefore we know that the existence of embedding X into R d implies the existence of Z 2 -equivariant map fromX to S d−1 − . The celebrated Haefliger-Weber Theorem ([Hae63, Web67]; see also [Sko08] ) states that for polyhedra in the metastable range the existence of an embedding and the existence of the equivariant map are equivalent:
Theorem 6.2 (Haefliger-Weber). Let X be a geometric realization of a kdimensional simplicial complex. Let us also assume that k ≤ 2d−3
Weakly injective maps and embeddings. Let K be a simplicial complex. We say that a map f : |K| → R d is weakly injective (with respect to K) if for every two disjoint simplices γ, δ ∈ K their images f (|γ|) and f (|δ|) are disjoint as well.
Remark 6.3. Note that every injective map is weakly injective, but the converse is not true. In a weakly injective map the images of two faces sharing a vertex might intersect also in other points. Also the image of a single face might be self-intersecting or even degenerate.
For our purposes we need the following corollary of the Haefliger-Weber Theorem:
Corollary 6.4. Let K be a k-dimensional simplicial complex and d be such that k ≤ 2d−3 3 . Then the existence of a weakly injective map f : |K| → R d implies the existence of a PL embedding |K| → R d .
Proof. A simplicial deleted product of |K| is a topological space consisting of products of pairs of disjoint simplices in |K|:
The existence of f implies that there is a Z 2 -equivariant mapf s :
similarly as the existence of an embedding implies the existence of the Gauss map.
It is known that the simplicial deleted product |K| s is equivariantly homotopic to the deleted product |K|; see [Mel09, remark below Example 3.3] and the references therein. Thus there is also a Z 2 -equivariant map |K| → S d−1 − . Therefore |K| PL embeds into R d by the Haefliger-Weber theorem.
The notation is slightly simplified. For example p 1 stands for g(|{U 1 }|), etc.
Towards a weakly injective map from topological representation.
Let {U i } be a good cover in R d and L be the nerve of this good cover. In the following lemma we will establish the existence of a certain auxiliary map g : |L| → R d . In order to state the properties of g, we need few preliminaries. We say that two faces α, β in L are remote if there is no edge {a, b} ∈ L such that a ∈ α and b ∈ β. We also emphasize here a certain notational issue. We recall that the vertices of L are the sets U i . Therefore it make sense to consider the unions of faces in L. For example, if α :
Lemma 6.5. Let {U i } be a good cover in R d and L be its nerve. Then there is a map g :
Proof. See Figure 5 while following the proof. First we specify g on vertices of L. Then we extend it inductively to higher dimensional simplices of L.
A vertex of L is one of the sets U i . We set g(|{U i }|) to be an arbitrary point inside U i . Note that (i) is satisfied for vertices of L. Now we inductively assume that g is defined on all simplices of L of dimension at most k − 1. Our task is to extend g to all simplices of L of dimension k. We also assume that condition (i) is valid for all σ ′ ∈ L of dimension at most k − 1. Let σ be a k-simplex of L. From condition (i) we know that the g-images of all proper subfaces of σ belong to σ, so g(|∂σ|) ⊂ σ. But ∂σ is homeomorphic to the (k − 1)-sphere and σ is contractible due to the Nerve Theorem. So we can extend g defined on |∂σ| to a PL map g : |σ| → σ. To complete the inductive step, we extend g in this way to every k-simplex |σ|. Note that condition (i) is satisfied by construction.
We have defined g so that it satisfies condition (i). It remains to show that it satisfies (ii) as well. Let α and β be remote simplices of L. By condition (i), g(|α|) ⊂ α and g(|β|) ⊂ β. If the two right-hand unions had any intersection, this would mean there exist k, l such that U k ∈ α, U l ∈ β and U k ∩ U l = ∅. But this means {U k , U l } ∈ L, so α and β are not remote.
Proof of Theorem 6.1. Let us assume that L is some subdivision of sd K that is topologically d-representable. Let G be a topological d-representation of L. For simplicity of notation, we assume that L is the nerve of G. Let g : |L| → R d be the map from Lemma 6.5. Our task is to show that g is weakly injective with respect to K.
Let γ and δ be disjoint simplices of K. Let α be a simplex of L with |α| ⊆ |γ| and β be a simplex of L with |β| ⊆ |δ|. Then α and β are remote in L since in particular |α| ⊆ |γ ′ | where γ ′ is some simplex of sd γ and similarly with β and sd δ. Thus g(| sd α|) ∩ g(| sd β|) = ∅ by Lemma 6.5. Consequently g(|γ|) ∩ g(|δ|) = ∅ for any choice of disjoint γ and δ. Therefore g is weakly injective.
We conclude by stating that Corollary 6.4 implies that K PL embeds into
Remark 6.6. Note that in the proof of Theorem 6.1 we only need that L is a "sufficiently fine" subdivision in the following sense: if γ and δ are disjoint simplices of K and if α and β are simplices of L satisfying |α| ⊆ |γ|, and |β| ⊆ |δ|, then α and β are remote in L. Therefore, Theorem 6.1 can be furthermore extended to such subdivisions.
Further questions
We have proved that for d ≥ 5 it is algorithmically undecidable whether a given simplicial complex is topologically d-representable. In our proof we have used simplicial complexes of dimension d. It is natural to ask whether the recognition of topologically d-representable simplicial complexes becomes algorithmic if we pose some additional restrictions on these complexes. On the positive side, there is even a polynomial algorithm deciding whether a given d/2-dimensional simplicial complex embeds into R d (for d ≥ 6 even, or d = 2). This is true because Van Kampen's obstruction is a complete obstruction for embeddability in this range and it is computable in a polynomial time; see [MTW11] for more details. Therefore by Theorems 3.3 and 6.1 we have the following corollary: 
A Proof of Theorem 1.12
Recall that our main result, Theorem 1.8, comes with two supplementary variations, Theorems 1.10 and 1.12. In this section prove Theorem 1.12, the other two theorems being already proved. We heavily rely on the notation from the previous parts of the paper, especially from Section 5.
To prove Theorem 1.12, it clearly suffices to prove the following generalization of Proposition 3.4. (See the proof of Theorems 1.8 and 1.10 in Section 3.) Proposition A.1. Let i be such that Σ i has a nontrivial fundamental group. Then C i is not d-representable by an acyclic cover.
The proof of Proposition 3.4 is given in Section 5 above. We prove Proposition A.1 by changing the necessary places from the proof of Proposition 3.4.
Proof. Suppose π 1 (Σ i ) = 0, but there is an acyclic cover {U i } representing C i . We need to come to a contradiction. The Nerve theorem used several times in the proof of Proposition 3.4 is inapplicable in the current situation. Our plan is to trace every appearance of the Nerve theorem in the proof of Proposition 3.4, and reprove the conclusions derived from the Nerve theorem using a different argument. If all such conclusions are proved by arguments valid for the acyclic cover U i , Proposition A.1 is proved.
The proof of Proposition 3.4 first uses the Nerve theorem to show that S d \V has exactly two components. Here we can use Leray's homological version of the Nerve theorem [Ler45] ; see, e.g., also Theorem 2.1 of [Mes01] .
Theorem A.2. Let {U i } be an acyclic cover in R d . Then the singular Zhomology groups of i U i are isomorphic to those of the nerve N ({U i }) of the cover.
This allows to apply Lemma 2.4(a) as in the original proof to conclude that S d \ V has two components. The next places where the Nerve theorem is used are Claims 5.1, 5.2 and 5.3. Below we prove the following analogue of Claim 5.2 (which is again most probably known, but we could not find a reference for it).
Claim A.3. Let A ⊂ B be two simplicial complexes which are represented by acyclic covers, the cover representing A being a subcover of the cover representing B. Let A (resp. B) be the union of all sets in the representation of A (resp. B). Then the following diagram is commutative, in which the horizontal maps are inclusion-induced and the vertical maps are isomorphisms.
The original proof of Claims 5.3 and 5.1 become valid for an acyclic cover {U i } if we use Claim A.3 instead of Claim 5.2 and Theorem A.2 instead of the Nerve theorem.
In the proof of Proposition 3.4, the passage after the statement of Claim 5.3 is the last place where the Nerve theorem is used. There we introduced two sets
We know that π 1 (U ) = 0 and π 1 (U ∪ X) = 0. If {U i } is an acyclic cover, we first prove the claim below. For σ ∈ N we let U σ to denote the intersection of all U i corresponding to the vertices of σ. For further use, we also set
There are two natural projections pr N : ∆({U i }) → |N | coming as the projection to the first factor and pr i Ui : ∆({U i }) → i U i coming from the second factor.
These projections yield homotopy equivalences as described in the following lemma (we have already used these homotopy equivalences in the proof of Claim 5.2). We also need a supplementary construction turning an acyclic cover into a good cover (in higher dimensional space) while keeping the nerve. The following lemma summarize an induction step.
and ϑ be a nonempty inclusionwise maximal element of N \ F . Let us assume that U σ is contractible for every σ ∈ F . Then there is an open cover {Û i } n i=1 in R d+1 satisfying the following properties.
1. U i ⊆Û i and this inclusion induces an isomorphism between nerves N and N := N ({Û i }).
2.Ûσ is contractible for every σ ∈F := F ∪ {ϑ} whereσ is an image of σ via the isomorphism from property 1.
3. The inclusion U σ ⊆Ûσ induces an isomorphism in all homology groups; in particular the cover {Û i } is acyclic. (Here we also allow σ = ∅, so the inclusion i U i ⊆ iÛ i induces an isomorphism on all homology groups as well.)
Proof. We set Given σ = {U i1 , . . . , U i k } we letσ := {Û i1 , . . . ,Û i k }. If σ ∈ N thenσ ∈N since U i ⊆Û i . On the other hand, ifσ = {Û i1 , . . . ,Û i k } belongs toN then there is a witness x ∈ kÛ i k . Assuming x = (x ′ , x d+1 ) ∈ R d × R we have either x d+1 ∈ (0, 1) which obviously implies σ ∈ N or x d+1 ∈ [1, 2.5) which implieŝ σ ⊆θ; therefore σ ∈ N .
Next let us assume that σ ∈ N . If σ ∈ F , thenÛσ = U σ × (0, 1), thereforê Uσ is contractible. We also haveÛθ = U ϑ × (0, 1) ∪ Con(( * , 2) ∪ B(( * , 2), 1 2 ) which is contractible.
Finally, we show that the inclusion U σ × (0, 1) ⊆Ûσ induces an isomorphism on homology groups which is sufficient since the inclusion U i ⊆ U i × (0, 1)
( * , 2)
Figure 6: Construction of {Û i } from {U i } assuming ϑ = {U 1 , U 2 }.
obviously induces an isomorphism (recalling identification of U i and U i × { 1 2 }). Let us also assume that σ ⊆ ϑ, otherwise U σ × (0, 1) =Ûσ. From the exact sequence of the pair, it is sufficient to show that the homology of the pair (Ûσ, U σ × (0, 1)) vanishes. We have H k (Ûσ, U σ × (0, 1)) ∼ =Hk(Ûσ/(Uσ × (0, 1))) ∼ =Hk(Σ(Uϑ)) ∼ =Hk−1(Uϑ) = 0, where Σ denotes the suspension. The last equality holds because {U i } is an acyclic cover.
Proof of Claim A.3. With the construction of {Û i } from {U i } at hand, we are ready to prove Claim A.3.
Starting with an acyclic cover {Û i } we first set F = ∅. Then we repeatedly apply Lemma A.7 adding to the filter an inclusionwise maximal ϑ which is not in the filter yet. After |N | − 1 steps we obtain an acyclic cover {Ū i } satisfying the conclusion withF = N \ {∅}, therefore this cover is a good cover (note that properties 1 and 3 remain valid when iterating the construction).
Let {A i } ⊂ {B i } be the covers representing A and B, respectively. Let {B i } be the good cover obtained by the above construction, and {Ā i } ⊂ {B i } be the subcover consisting of those sets that correspond to the sets of {A i }. Clearly, the cover {Ā i } inherits from {B i } the three properties listed above. Let A = i A i ,Ā = iĀ i , and B,B be defined analogously. We have the To prove Claim A.4 we need the following lemma.
Lemma A.8. Let {U i } be a cover such that all U i are connected, and let N ({U i }) be the nerve of {U i }. For each γ ∈ π 1 (N ({U i })), there is γ ′ ∈ π 1 (∆({U i })) such that (pr N ({Ui}) ) * γ ′ = γ.
Proof. Every element γ ∈ π 1 (N ({U i })) can be realized by a loop, also denoted by γ, that belongs to the 1-skeleton of N ({U i }). Such loop can be divided into pieces: each piece is an oriented 1-dimensional edge of N ({U i }). For every such e, there is a path in ∆({U i }), shown on Figure 7 , whose projection is e. Because every U i is connected, the paths in ∆({U i }) can be joined together to form the loop γ ′ whose projection is γ.
Proof of Claim A.4. We use notation from Section 5. In particular, U = N ({U i }) is the nerve, U = i U i . (The sets of the cover are denoted by bold letters in Section 5.) Abusing notation, we will write ∆(U ) instead of ∆({U i }). We apply similar notation to {X i }. Recall that L ∩ M = U, L = U X, and also that π 1 (U ) = 0, π 1 (U ∪ X) = 0. Consider the following commutative diagram:
Take any element γ = 0 in π 1 (U ∪ X). By Lemma A.8, find a loop γ ′ in π 1 (∆(U ∪ X)) such that pr U∪X (γ ′ ) = γ. By Lemma A.6(a) the lower vertical maps are homotopy equivalences. So if π 1 (U ) → π 1 (U ∪ X) were surjective, there would exist α ∈ π 1 (∆(U )) whose image under the inclusion-induced map π 1 (∆(U )) → π 1 (∆(U ∪ X)) equals γ ′ . By commutativity of the upper square of the diagram, we see that γ = 0 because π 1 (U ) = 0, a contradiction.
