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Hydrodynamic Effects on the Motility of Crawling Eukaryotic Cells
Melissa H. Mai a and Brian A. Camleyab
Eukaryotic cell motility is crucial during development, wound healing, the immune response, and cancer metastasis.
Some eukaryotic cells can swim, but cells more commonly adhere to and crawl along the extracellular matrix. We study
the relationship between hydrodynamics and adhesion that describe whether a cell is swimming, crawling, or combining
these motions. Our simple model of a cell, based on the three-sphere swimmer, is capable of both swimming and
crawling. As cell-matrix adhesion strength increases, the influence of hydrodynamics on migration diminish. Cells with
significant adhesion can crawl with speeds much larger than their nonadherent, swimming counterparts. We predict
that, while most eukaryotic cells are in the strong-adhesion limit, increasing environment viscosity or decreasing cell-
matrix adhesion could lead to significant hydrodynamic effects even in crawling cells. Signatures of hydrodynamic
effects include dependence of cell speed on the medium viscosity or the presence of a nearby substrate and the
presence of interactions between noncontacting cells. These signatures will be suppressed at large adhesion strengths,
but even strongly adherent cells will generate relevant fluid flows that will advect nearby passive particles and swimmers.
Introduction
Throughout development, wound healing, and cancer metasta-
sis1–3, eukaryotic cells crawl while adherent to the extracellular
matrix4,5. An increasing amount of evidence shows that eukary-
otic cells without strong adhesion can also swim6–10; this is dis-
tinct from other mechanisms of adhesion-independent cell mo-
tion, e.g. “chimneying”11,12 or osmotic engines13,14. In particu-
lar, Aoun and coworkers have observed lymphocytes directly tran-
sitioning between crawling on adhesive and swimming over non-
adhesive regions of substrate, showing that cells may exploit both
strategies depending on their environment15. We use a minimal
model incorporating both hydrodynamics and regulated substrate
adhesion to understand what happens when cells are intermedi-
ate between swimming and crawling.
At the micron length scales typical for eukaryotic cells, they
must swim through fluids at low Reynolds number, where iner-
tial forces become irrelevant. A low-Reynolds number swimmer
is strongly constrained by the linearity and reversibility of the
Stokes equations and can only achieve a net displacement if its
motion is defined by a nonreciprocal, or time-irreversible, cycle of
conformational changes16,17. As a result, a microswimmer needs
at least two degrees of freedom to achieve a productive cycle of
motion – the so-called “Scallop Theorem.”
Eukaryotic cells crawl on substrates by cycles of extending pro-
trusions at the cell front and contracting the cell body at the
rear (Fig. 1a). Forward protrusions attach through complexes
of adhesion proteins, and contractions are aided by the mo-
tor protein myosin through rupturing the adhesive bonds in the
rear18–24. Since cell-substrate adhesion may be regulated to dif-
fer between the cell’s back and front, crawling cells can violate
the Scallop Theorem, allowing minimal models of cells as dimers
to crawl25,26.
To capture swimming motion, our model must have at least two
degrees of freedom. We adapt the classical three-sphere swim-
mer27,28, describing our cell as three beads connected by two
arms. These arms extend and contract around a mean arm length
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Fig. 1 The motion sequence of our three sphere crawler (b) is chosen
to resemble lamellipodial migration (a): the adhesion of each bead (blue
hashes) depends on the current motion to model the maturation and rup-
ture of adhesive contacts. The crawler’s arms deform with prescribed ve-
locities W±L (leading arm) and W
±
T (trailing arm). In an expansion phase,
the cell arms expand from length L− ∆L/2 to length L+ ∆L/2, and in
contraction vice versa; the geometric parameters L and ∆L and other
parameters are listed in Table S1.
L in a nonreciprocal sequence with prescribed distortion velocities
(Fig. 1b). Significant work has been done to characterize theo-
retical three-sphere swimmers29–31, including their interactions
with walls32–34 and swimmer-swimmer interactions35,36. Three-
sphere swimmers have even been built experimentally with opti-
cal tweezers37.
Here our approach is to use a minimal model, neglecting many
details of biochemistry and cell shape which have been studied
extensively for crawling cells23,38–44 and more recently also for
swimming ones15,45,46 (and in a very recent example, a transi-
tion between confined crawling and swimming47). In our three-
sphere crawler, we describe adhesion to the surface by introduc-
ing an adhesive drag force, and we examine the relationships be-
tween adhesion and the hydrodynamics of swimming and crawl-
ing cells. Finally, we examine the hydrodynamic interactions
among multiple crawlers and swimmers.
Model and Methods
We describe our cell with the minimal structure of three beads,
representing the tail, body, and head of the cell (labeled 1, 2, and
3 in Fig. 1). We prescribe the relative motion of the head and
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tail of the cell to match the stereotypical cycle of protrusion and
retraction, as shown in Fig. 1. This differs from earlier models of
cell crawling that generally prescribe the forces driving cell mo-
tion, then find the resulting cell velocities25,41,42. Instead, we set
the velocities of the cell head and tail relative to the body and
then solve for the forces that obey physical constraints of zero net
internal force and torque (see below); this is a more typical ap-
proach for modeling swimming48, and allows our model to limit
back to the classical three-sphere swimmer at zero adhesion.
We also include friction-like adhesion forces between the cell
and substrate, the strength of which will control whether the
cell’s motion is primarily driven by swimming or crawling. Cell-
substrate adhesion is tightly regulated, and so we choose these
adhesion strengths to depend on the cycle of the motion (Ta-
ble 1), allowing the cell to crawl. These motions are also cho-
sen to be nonreciprocal17,48, so that in the absence of adhesive
force, the cell may still swim. Below, we describe how we solve
the Stokes equations that describe fluid flow, how we model cell-
substrate adhesion, the physical constraints on the cell, and the
time-stepping algorithm we use to evolve the cell’s motion.
Hydrodynamic model of forces and motion
We describe cell motion in a fluid environment by relating the
forces applied to the model’s three beads to their velocities. Cells
move in a low Reynolds number environment where viscous drag
forces dominate fluid motion and inertial forces become irrele-
vant17,48. In this regime, the fluid flow surrounding a motile cell
is described by the time-independent Stokes equations for incom-
pressible fluids, which describe the velocity of a point at r in a
fluid with pressure p subject to force density f(r)49:
η∇2v(r) = ∇p(r)− f(r) (1)
∇ ·v(r) = 0 (2)
If the force density is a tightly-localized point, with f(r)=Fδ (r),
the Stokes equation can be solved as
v(r) =
↔
G(r) ·F (3)
where
↔
G(r) is the Green’s function of the Stokes equations, known
as the Oseen tensor. In components, this equation is vα (r) =
Gαβ (r)Fβ . We assume Einstein summation here and throughout
the paper. In an unbounded, three-dimensional fluid,
Gαβ (r) =
1
8piη
(δαβ
r
+
rα rβ
r3
)
(unbounded fluid) (4)
where α,β = x,y,z are the Cartesian coordinates. Generalizations
of this Oseen tensor can be made to different boundary condi-
tions49,50. Eq. 4 diverges as r → 0, suggesting the velocity of
a point subject to a point force is ill-defined. We handle this
through the method of regularized Stokeslets51,52, smearing the
point force over a scale ε. In this approach, we assume that the
force distribution over a bead is f (r) = Fφε (r), where φε (r) is a
radially-symmetric “blob” that integrates to one. In this case,
v(r) =
↔
G(r;ε) ·F (5)
where now the regularized response Gi j(r;ε) remains finite as r→
0. Gi j(r;ε) depends on the choice of φε (r); several variants are
discussed in51–57.
By the linearity of the Stokes equations, the velocity in response
to many regularized forces is a superposition of these solutions
v(r) =∑
n
↔
G(r−Rn;ε) ·F(Rn) (6)
If the forces are known, the velocity of bead m is
v(Rm) =∑
n
↔
G(Rm−Rn;ε) ·F(Rn) (7)
If there are nb blobs in our system (composed of one or many
cells, with three blobs per cell), Eq. 7 can be thought of as a set of
3nb linear equations giving the bead velocity components in terms
of the force components,
V= MˆF (8)
where Mˆ is a 3nb×3nb mobility matrix defining the hydrodynamic
interactions among the spheres.
We will treat two hydrodynamic geometries in this paper: 1)
cells with no hydrodynamic obstruction, and 2) cells near a solid
surface, when we will use the regularized Stokeslet solution of
Ainley et al., which creates the response to a point force near
a no-slip wall from a superposition of higher-order solutions to
the Stokes equations, defined in the Supplemental Material53.
This is a regularization of the solutions by Blake50, which has
been previously used to study the behavior of swimmers near
walls32–34,58,59. For cells away from a solid substrate (Case 1),
we simply take the regularized Stokeslet of53 in the limit of cells
far from the wall.
Adhesion forces
To model the effect of protein-mediated cell adhesion to a sub-
strate or fiber, we introduce an adhesive force, Fadh, by the sub-
strate on each bead in the form of a frictional drag:
Fadh(t) =−ξ (t)◦V (9)
where ξ (t) is a 3nb× 1 column vector defining the adhesive fric-
tion coefficients for each bead in each direction depending on the
current motion (and therefore time: see Table 1). The symbol
◦ represents Hadamard (elementwise) multiplication: the com-
ponents of the force are Fadhi = −ξi(t)Vi. Here i is a generalized
index going over both bead and dimension, i.e. i= 1x,1y,1z,2x · · · .
This linear form is appropriate in the low-speed limit of motion
over the substrate60–62. We choose the drag force to be tangen-
tial to the substrate, i.e. the x and y components for each bead
are equal to each other, but the z component is set to zero. This is
irrelevant in practice, since we will assume that an adherent cell
is constrained to not move in the z direction.
Because this frictional drag force is linear in the velocity, we
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Table 1 The adhesive friction, ξi, for the trailing (1), center (2), and leading (3) beads are qualitatively described for each motion. In the simulations
used for this work, ξhigh = ξ and ξlow = 0.2ξ , where ξ is the global adhesion parameter. Finally, the deformation velocities for the leading (WL) and
trailing (WT ) arms are, for simplicity, chosen to be ±W or 0 for each motion.
Motion ξ1 ξ2 ξ3 WL WT
Trailing arm extension High High Low 0 +W
Leading arm extension High High Low +W 0
Trailing arm contraction Low High High 0 −W
Leading arm contraction Low High High −W 0
can derive a simple form for the velocity even in the presence of
this additional drag. Assuming that the total force in Eq. 8 is com-
posed of cell-internal forces Fint and the cell-substrate friction, i.e.
F= Fint+Fadh(t), we find
V= Mˆ
(
Fint+Fadh(t)
)
= MˆFint− Mˆ (ξ (t)◦V)
which implies
IV+ Mˆ (ξ (t)◦V) = MˆFint (10)
where I is the identity matrix. The term Mˆ (ξ (t)◦V) is just a
matrix multiplying V:[
Mˆ (ξ (t)◦V)]i =Mi j(ξ jV j)≡ [ΞˆV]i (11)
where
Ξi j =Mi jξ j (12)
As a result, Equation (10) becomes
V=
(
I+ Ξˆ
)−1 MˆFint (13)
We define the modified mobility matrix, Mˆ , such that
Mˆ =
(
I+ Ξˆ
)−1 Mˆ (14)
V= MˆFint. (15)
The value of Eq. 15 is that we can now directly relate the veloci-
ties and the internal forces, without needing to handle the adhe-
sion forces explicitly. This is useful because some of our physical
constraints apply only to the internal forces – such as the require-
ment that each cell cannot exert a net internal force on itself.
Depending on the phase of the cell’s motion (Table 1), we
choose the components of ξ (t) to be either ξhigh = ξ or ξ low =
0.2ξ , where ξ is the overall scale of the adhesion. For exam-
ple, during leading edge extension, adhesion at the front is low
since the focal contacts have not yet matured, yet the adhesion in
the rear is strong. During trailing edge contraction, the rupture
of focal contacts and targeted disassembly63 causes the adhesion
on the rear bead to be lower, while other parts of the cell are
more strongly bound to the surface. We only model the switch-
ing between “high” and “low” adhesion strengths during the cy-
cle – intermediate values can also be used but require further
parametrization and produce qualitatively similar results.
Constraints
Defining a cell’s motion via Eq. 15 requires knowledge of all the
internal forces, which can be found by applying the necessary
constraints on the cell’s motion. We have three important sets of
constraints: 1) the pattern of extension of the cell front and back,
2) the linear geometry of the three-bead cell, where we apply the
appoach of33, and 3) no unphysical forces or torques required on
the cell. We enforce the linearity constraint as a minimal model
for the cell’s internal resistance to deformation. These constraints
will be different for adherent cells (those attached to a surface)
and non-adherent cells (those just swimming near a surface).
Constraints for non-adherent cells
For non-adherent cells (ξ = 0), F = Fint, and our model is just a
three-bead swimmer, as in e.g.33. For a fully and uniquely deter-
mined system, defining the nine components of F per cell (three
for each bead) requires nine constraints.
We require that the cell is not generating a net internal force
(“force-free”48), providing three independent constraints:
3
∑
n=1
Fintn = 0 (16)
The cell also cannot generate a net internal torque:
∑
n=1,2,3
(Rn−R2)×Fintn = 0 (17)
where, for convenience, the reference point for calculating the
torques is set as the center sphere’s position. Due to the symmetry
of this system and the rigid-body constraints discussed later, the
component of the torque along the cell’s axis is always zero, so
only two components of the torque constraint are independent
and enforced. When simulating multiple cells at a time, each cell
is required to be individually force- and torque-free.
To keep track of the cell’s orientation, we define a rotated set
of orthonormal basis vectors as in33 (Fig. 2):
αˆ = (sinθ cosφ ,sinθ sinφ ,cosθ)T (18)
βˆ = (cosθ cosφ ,cosθ sinφ ,−sinθ)T (19)
γˆ = (−sinφ ,cosφ ,0)T (20)
where θ and φ are the polar and azimuthal angles, respectively.
Here, αˆ is the cell migration direction, and βˆ and γˆ are two con-
venient vectors normal to the cell’s direction. Hence in this basis,
as discussed above, only the projections of the torque onto βˆ and
γˆ are explicitly constrained.
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Fig. 2 The cell’s orientation defines an orthonormal basis {αˆ, βˆ , γˆ}
(green) depending on the angles θ and φ .
The final four constraints arise from fixing the deformation of
the arms and the rigid body constraint. In defining the motion
of the cell, we choose the deformation velocity of the leading
arm (connecting bead 3 and 2) to be WL and that of the trail-
ing (connecting 2 and 1) to be WT , which both depend on the
phase of motion. The motion is along the axis of the crawler, so
projections of the relative velocities onto the principal orientation
vector αˆ should be equal to the deformation velocities:
(V3−V2) · αˆ =WL (21)
(V2−V1) · αˆ =WT (22)
The projections onto the other two orientation vectors enforce
the rigid body constraint of no internal bending – the projections
of the change in the orientation and length of both arms onto βˆ
should be equal and opposite. Specifically,
L−1L (V3−V2) · βˆ =−L−1T (V1−V2) · βˆ (23)
The same constraint is applied to the projection onto γˆ:
L−1L (V3−V2) · γˆ =−L−1T (V1−V2) · γˆ (24)
These constraints are linear equations for the velocity, even
though our earlier constraints are linear equations for the forces
F. We can convert these to linear equations for F via Eq. 15. (See
Supplemental Material for detailed explanation).
Adherent cells
We assume that an adherent cell (ξ > 0) does not move away
from the substrate – it is strongly attached. Instead of explicitly
modeling an attachment force, we handle this by constraining the
z-directional velocity for each bead to be zero:
Vn · zˆ= 0 n= 1,2,3 (25)
A crawler will thus stay at a fixed distance away from the sub-
strate (z = 0); we choose the crawler to be at height z = a, i.e.
with the spheres resting on the surface. Again, this constraint
on the velocity can be converted into a constraint on the forces
through Eq. 15. Including these three additional constraints re-
quires relaxation of three constraints from the non-adherent case.
This avoids mathematical overdetermination of the system and
physical redundancy of constraints for an adherent cell.
We relax the z-component of the force-free condition, as there
must be some vertical force keeping the cell bound to the surface.
Additionally, we remove the now-redundant constraint of Eq. 23,
since attachment to the surface mandates fixing of the polar angle
to θ = pi/2. Finally, we remove the projection of the torque-free
condition onto γˆ due to the relaxation of the force-free condition’s
z-component.
The constraint matrix
Once all of the constraint equations have been written in terms of
the forces Fint, we will have an equation of the form
CˆFint = d (26)
where Cˆ and d for both adherent and non-adherent cases are ex-
plicitly defined in the Supplemental Material. We solve Eq. 26
using LU factorization (MATLAB’s linsolve).
Threshold force
In our simulation, we prescribe the relative motion of the front
and back of the cell and solve for the forces needed to move at
this speed. However, the internal force required increases with
increasing adhesion, yet a cell can only exert a finite amount of
force. We apply a simple limitation on the internal force exerted
on any bead. If the prescribed deformation of the arms requires
an internal force Freq of a magnitude greater than a threshold
force F thresh, the cell exerts only its maximal force, resulting in a
linear scaling of all internal forces:
Fint = Freq · F
thresh
max |Freq| (27)
This constraint is enforced after defining the matrix in Eq. 26.
Since the only nonzero terms of d refer to the deformation ve-
locity constraints (Eq. 21 and 22), any linear scaling of Fint still
satisfies all other constraints. As a result, the scaled forces con-
tinue to obey all the necessary physics of the system but reduce
the cell’s overall center-of-mass velocity.
If the determined velocities are scaled down in this manner, we
adapt the time step used as ∆t ′ = ∆t · max |Freq|F thresh . This allows the
same deformation length to occur during each iteration, reducing
the computational cost of the simulation.
Algorithm
We employ a time-stepping algorithm to numerically solve the
problem, outlined below. The parameters used for the simulations
are presented in the Supplemental Material. The mobility tensors,
forces, and velocities are reevaluated at each step.
1. Determine which arm is extending and/or contracting, and
define the appropriate adhesion strength (Table 1)
2. Calculate the modified mobility matrix, Mˆ
3. Construct the constraint matrix, Cˆ
4. Find required forces (Eq. 26), scale by F thresh if needed
5. Calculate velocities V via Eq. 15
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6. Update the configuration via Euler’s method with a defined
time step ∆t: R(t+∆t) = R(t)+V∆t
Parameter setting
Throughout this paper, we will use convenient units of mean cell
arm length L = 1, arm speeds W = 0.1, and fluid viscosity η = 1.
To map between our simulation units and experimental measure-
ments for different cells, we must have estimates for these dif-
ferent numbers, as well as for the friction coefficient ξ and the
threshold force F thresh. Fibroblasts on nanofibers have a protru-
sive velocity of order 0.1µm/s64, so in this context, our units of
velocity can be interpreted as µm/s; the maximum velocities of
order 0.02 in simulation units correspond to speeds of∼ 70µm/hr,
consistent with64.
If we assume η = 10−3 Pa s is the viscosity of water and L =
100µm (order of magnitude correct for fibroblasts64,65, though
they can be very long in narrow confinement or on fibers), our
simulation unit of force corresponds to 10−3Pa s× 1µm s−1 ×
100µm = 0.1pN. We expect these maximum forces to be on the
order of nanonewtons, so this suggests F thresh ≈ 103−105 in sim-
ulation units. Similarly, one simulation unit of the drag ξ is
10−3Pa s×100µm = 0.1µm Pa s = 10−4nN/(µm/s).
The only remaining variable to be set is the drag coefficient ξ :
this is a difficult parameter to estimate, and in general we will
vary ξ over a broad range and see what consequences follow. We
make an initial, rough estimate by using data from traction stress
experiments on keratocytes. Ref.24 found a linear relationship
between actin velocity v and substrate stress σ of the form σ =
kv+σ0, with k∼ 0.2−1kPa/(µm/s). We estimate ξ as the product
of k with the contact area of one section of the cell, A ≈ 20µm2,
or ξ ∼ 10nN/(µm/s). This suggests that in our simulation units,
strongly adherent cells will have a friction coefficient of ξ ≈ 105.
When we are below the threshold force, the dynamics of our
crawler will be largely controlled by the relative importance of
hydrodynamic flow and adhesion. We characterize this with the
unitless parameter ξ/6piηL. Strongly adherent cells will have
ξ/6piηL ≈ 5000. Cells with weaker adhesion (e.g. Dictyostelium
amoebae or cells on less adhesive substrates) or cells in more
viscous environments will have a stronger relative importance of
hydrodynamics.
The specific parameters used in each figure are presented either
in the figure or in Tables S1-S3.
Results
Biphasic dependence of migration speed on adhesion
strength
A typical velocity profile of a migrating three-sphere cell is shown
in Fig. 3. The model captures the biphasic dependence on ad-
hesion strength that has been observed experimentally66,67. A
weakly-adherent cell slips along the surface, essentially swim-
ming. Movement in this limit is slow – low Reynolds number
swimming is typically quite inefficient17. As adhesion increases,
the cell can better grip the surface and drag itself along, with
velocity increasing until a plateau at a value roughly sixty times
greater than the swimming speed. At sufficiently high adhesion,
to maintain its motion, the cell would have to exceed the thresh-
old force F thresh. Constrained by this maximal force, the cell must
slow down and eventually stop moving.
The position of the stalling transition at high adhesion can be
modulated via changing F thresh. In the case of a single crawler
where the forces are dominated by adhesion, we can exactly solve
for the motion using an approach similar to that of28. We find,
for the modulation of adhesion strengths outlined in Table 1, that
the center-of-mass velocity is given by
vcm =W
1−α
4+2α

1 F∗ < F thresh
2F thresh
F thresh+F∗
2α
1+α F
∗ ≤ F thresh ≤ F∗
2 1+α1+3α
F thresh
F∗ F
thresh < 2α1+α F
∗
(28)
where α = ξlow/ξhigh (α = 0.2 in our simulations), and F∗ =
Fig. 3 A typical velocity profile for a three-sphere cell over ξ/6piηL exhibits a biphasic dependence on adhesion strength. At low adhesion, the cell
exhibits a slipping, swimming behavior. As adhesion increases, the cell is better able to grip the surface and crawl, until the adhesion becomes too
strong, which leads to arrested migration. Decreasing (dotted, circles) and raising (dashed, triangles) the threshold force F thresh moves the turning
point linearly in the appropriate direction. Profiles were generated for F thresh = 102, 103, and 104. Other parameters are as in Table S1.
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Fig. 4 Substrate hydrodynamic effects. (a) At low adhesion, wall-induced
hydrodynamic drag (solid, z/a= 1) slows a cell relative to its motion on or
near a thin fiber (dashed, z/a > 100), but high-adhesion motion is unaf-
fected by substrate hydrodynamics. (b) Center-of-mass velocity, scaled
by the uninhibited (fiber) velocity, at different adhesive strengths corre-
sponding to the colors in (a), as a function of cell height above the wall
z, scaled by the bead radius a. Flow fields for cells at different distances
above the substrate are shown in Fig. S4. Parameters are listed in Table
S1.
Fig. 5 Time-averaged flow fields for a swimmer, ξ/6piηL = 0 (a) and
a crawler, ξ/6piηL = 103 (b) with respect to the cell’s center of mass
on a wall located at z = 0. The color of the arrows corresponds to the
magnitude of the velocity with respect to the cell’s average center-of-
mass velocity. The field shown is the flow field in the xz-plane, through
the cell’s axis. The inset shows that the fluid velocity vanishes near the
wall to obey no-slip boundary conditions. Parameters are listed in Table
S1.
Wξhigh
(1+α)
2+α is a characteristic force. (Details of derivation are
in the Supplemental Material.) This result neglects all hydrody-
namic interactions, but successfully describes the plateau in vcm
and subsequent arrest.
We can see from Eq. 28 that the plateau velocity W 1−α4+2α de-
pends only on the speed of protrusion W and the ratio between
the high and low levels of adhesion. Unsurprisingly, when there
is no difference between the adhesion at the front and the back
of the cell (α = ξlow/ξhigh = 1), the cell cannot crawl via ad-
hesion. We can also identify the critical adhesion strength at
which the cell begins to stall, the point at which F∗ = F thresh,
or ξ thresh = 2+α1+α F
thresh/W .
Substrate hydrodynamics
Because fluid cannot penetrate the substrate or slip past it, the
substrate alters the hydrodynamic flow near the cell, altering
swimming patterns, with attraction or repulsion depending on
orientation and distance from the wall68–71. Does the presence
of a wall alter crawling speeds? We calculated velocity profiles for
a cell crawling on a planar substrate or on an isolated fiber64,72,73
(Fig. 4a). We describe the fiber as infinitely thin with negligible
hydrodynamic effects – this would correspond to the limit of be-
ing infinitely far away from a supporting wall. We see that cells
on substrates crawl more slowly than those on fibers – but only
when ξ is sufficiently small. At large ξ , these hydrodynamic drag
distinctions are negligible.
This substrate-induced drag would also be present for a cell
crawling along a fiber suspended above a substrate, as in the ex-
periments of73, and might provide an experimental signature of
hydrodynamics-dependent motility. We show that the speed of a
cell on a fiber depends on distance from the substrate (Fig. 4b).
The influence of the wall depends on adhesion strength and the
distance from the wall, vanishing almost entirely when the cell is
10a above the surface, and with this distance becoming smaller at
higher adhesions. Streamlines for crawlers on fibers at differing
heights from the substrate are shown in Fig. S4.
Crawlers generate fluid flow
While we have shown so far that hydrodynamic effects do not
determine the cell’s migration speed in the high adhesion limit,
this does not mean that a crawling cell does not interact with its
surrounding fluid. We calculate the flow field v(r) around a cell,
averaged over five full motion cycles. We measure this flow field
as a function of distance from the the cell’s center of mass, finding
v on a grid of points defined around the cell’s center of mass using
Eq. 6. The time-averaged flow fields for a nonadherent cell (ξ =
0) and a strongly adherent crawler (ξ/6piηL= 103) on a wall are
shown in Fig. 5.
While the swimmer produces a velocity field similar to a force
quadrupole, the crawler behaves as three individual Stokeslets
in the near-field limit and as a single Stokeslet far away; this
is particularly apparent when we simulate crawlers on fibers far
from substrates (Figs. S1-S3). The critical difference between the
crawler and the swimmer is that, because the crawler can exert
force on a substrate, it can create a force monopole on the sur-
rounding fluid without a net internal force, creating longer-range
responses in flow than the three-sphere swimmer35.
Interactions between adherent cells
To quantify hydrodynamic interactions between cells, we study
the trajectories of cells crawling toward each other on initially
antiparallel paths separated by a distance of 0.4L. We initially
set the cell protrusion cycles to be in phase. In the low adhesion
limit, the two cells briefly revolve around each other before es-
caping and continuing on straight tracks, but at a different angle
(Fig. 6a, blue). Conversely, in the high adhesion limit, the two
crawling cells move directly past one another on their original
paths without any angular deflection (Fig. 6a, purple).
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Fig. 6 Hydrodynamic interactions of in-phase, antiparallel migrating cells that are adherent to a substrate (at height z = a). (a) Trajectories of two
antiparallel cells at low (blue, ξ/6piηL = 10−6) and high (purple, ξ/6piηL = 10) adhesion. (b) The azimuthal angle of the +x-oriented cell as the two
cells pass one another. A schematic of the two cells are depicted at the corresponding positions in the trajectory. (c) Net deflection of the +x-oriented
cell as a function of adhesion shows loss of hydrodynamic interactions at the high-adhesion limit. Parameters are listed in Table S2.
Deflection, or scattering, was measured in terms of the net
angular displacement of the azimuthal angle (∆φ) over the pe-
riod of interaction (Fig. 6b). This is motivated by the com-
putational work of35,36,74, who studied hydrodynamic interac-
tions for pure swimmers. Consistent with our observations in the
single-cell case, hydrodynamic scattering effects vanish rapidly
with strengthening adhesion, suggesting that strongly-adherent
crawling cells can no longer feel each other through the fluid
(Fig. 6c). Two approaching swimming or weakly-adherent cells
interact with each other through perturbations of the fluid, then
continue forward along a new, fixed trajectory once they are suf-
ficiently far enough apart to no longer influence each other. By
contrast, strongly adherent cells remain on their original paths,
unaffected by and seemingly ignorant of the proximity of another
cell.
In Fig. 6 we have assumed that the cells’ motion cycles are in
phase, but hydrodynamic interactions will also depend on the rel-
ative phase between the crawlers’ motions (Fig. S5). We note that
in these cases, the angular displacement ∆φ may be a misleading
metric for hydrodynamic interactions, as cells can oscillate but
remain on their original trajectories.
The hydrodynamic interactions of the weakly-adherent three-
sphere crawlers in Fig. 6 are similar to those observed for three-
sphere swimmers by36. However, even in the limit of true swim-
ming at zero adhesion, we do not see the large-angle scattering
events reported in that paper. We believe this distinction arises
from a subtle difference between our numerical methods, indi-
cating that these events may be more dependent on numerical
details than immediately apparent.
Crawlers transiently perturb nearby swimmers
Finally, we examine the motion of a cell swimming near a wall
and assess its motion under the influence of crawlers on the wall.
This is motivated by tumor cell migration and adhesion to blood
vessel walls, where the hydrodynamic effects of interstitial flow,
matrix geometries, and existing epithelial cells may be signifi-
cant75,76. For these simulations, we choose crawlers and swim-
mers to have initial directions within the xz plane, allowing for a
Fig. 7 Trajectory snapshots of a swimmer (blue) above a wall under
the influence of crawlers (purple, ξ/6piηL = 104) moving in the same
(a) or opposite (b) directions. Two crawlers have already passed, cor-
responding to the bumps in the swimmer’s path. Lateral dragging from
the crawlers causes deviation from the isolated swimmer’s path (gray).
Sphere radii have been reduced for visualization. Movies are available in
the SI. Parameters are listed in Table S3.
simpler analysis with the cells remaining in this plane.
The trajectories of a swimmer in the presence of cells crawling
below it are depicted in Fig. 7, with cells crawling in the same
direction as the swimmer in a), and opposing the swimmer in b).
We see significant deviations from the motion of a swimmer in the
absence of crawlers (gray). The swimmer experiences longitudi-
nal bumps and lateral advection in its trajectory corresponding to
the passage of a cell crawling underneath. This behavior is consis-
tent with the flow fields shown in Fig. 5–the approaching crawler
pushes the fluid up and forward to repel the swimmer but pulls
the fluid back down as it passes.
Discussion
Our simple three-sphere crawler model makes contact between
low-Reynolds number swimming and cell crawling, allowing us
to determine the relative prominence of hydrodynamic effects
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and adhesion-driven motion in adherent cell motility. Sufficiently
high adhesion strength (ξ/6piηL 1) will suppress any hydrody-
namic effects on a single cell’s motion or on two adherent cells,
though even strongly adherent cells still generate significant flows
around them that can alter the motion of nearby passive particles
or swimming cells. However, depending on which signature of
hydrodynamic flow is being observed, the level of adhesion re-
quired to suppress it varies. For instance, the hydrodynamic drag
induced by a substrate significantly reduces a cell’s velocity un-
til ξ/6piηL ≈ 101. Hydrodynamic interactions between cells are
expected to be more sensitive to adhesion strength, with suppres-
sion observed for adhesion above ξ/6piηL≈ 10−2.
Our simulations suggest several potential experimental tests for
the presence of hydrodynamic effects in crawling cells. First,
we note that cells crawling on a fiber will have their motility
reduced by the presence of a wall at sufficiently low adhesion
strengths (Fig. 4). This effect could be observed in experi-
ments on fibers72,73. Secondly, hydrodynamic interactions be-
tween weakly adherent cells can be observed (Fig. 6). Third, we
note that we predict that increasing fluid viscosity can slow the
motion of weakly adherent cells (Fig. 3). This is in contrast to the
limit of freely swimming cells where, holding the shape dynam-
ics constant, changing viscosity will not change swimming speed
– and also the limit of strongly adherent crawlers, where viscos-
ity can be neglected. (Swimmer speed also depends on viscosity
when the swimmer’s forces, rather than motion, are prescribed,
but this arises from a fundamentally different reason77.) Depend-
ing on the experiment, cell type, and viscogen, increased viscosity
has been seen to both increase cell speed78 and decrease it79,80;
however, we emphasize that interpreting experiments with in-
creased viscosity can be difficult due to the different effective
viscosities at different scales and the effect of external viscosity
on receptor dynamics81. We should also note that our plots, such
as Fig. 3, which describe velocities as a function of ξ/6piηL, show
the dependence when ξ is varied, holding F thresh constant in sim-
ulation units (i.e. holding η = 1 constant). If η is varied, F thresh
should be constant in real units, not simulation units, and vcm will
not increase with increasing η .
We see qualitative, but not quantitative, agreement with exper-
iments varying the degree of adhesive coating on the substrate,
with our model predicting a slower speed for swimming than for
crawling. This is consistent with, e.g., Aoun et al.15, who see
surface-adjacent but nonadherent swimming cells moving with a
lower speed than crawling, adherent cells, and the foundational
experiments of Barry and Bretscher8. Similarly, calculations by
Bae and Bodenschatz demonstrate that, if there is no retrograde
cell surface flow, swimming by cell protrusions may be a factor of
ten slower than crawling with the same set of shape dynamics82.
We see a reduction by a factor of around 60 in our model, as we
have included fewer details of shape dynamics. However, these
results are all broadly consistent with the emerging consensus
that the flow of the cell surface is a primary driver of eukaryotic
cell swimming10,15. As our results do not include membrane flow,
we do not expect quantitative agreement. We also note that other
mechanisms have been suggested to explain the non-monotonic
velocity-adhesion curve, including cell shape changes with adhe-
sive wetting83 and links between adhesivity and protrusion84; we
have not addressed either of these aspects.
Our coarse-grained, minimal model provides intuition for ex-
periments in which the apparent distinction whether cells are
swimming or crawling is ambiguous, because hydrodynamic ef-
fects may alter a crawling cell’s speed. The model suggests that
average speed in different conditions, including different viscosi-
ties and hydrodynamic geometries, as well as intercellular inter-
actions may be used at least as a qualitative metric to charac-
terize the extent of hydrodynamic effects in motility. Moreover,
further improvement and inspection of this model may be able
to describe how crawling cells may attract or repel nearby parti-
cles or swimmers in the context of problems in collective motil-
ity, cancer metastasis, and biofilm dynamics. In particular, we
note that85 have recently shown that nutrient transport toward
the surface can be a consequence of active swimmers near a sur-
face; our results provide a more microscopic view of this problem
and how it relates to crawling eukaryotic cells. Extensions of our
model could also be made to study mixing induced by eukaryotic
cell crawling, as has been done for ciliary carpets86. In addition,
as the dynamics of swimmers in non-Newtonian and viscoelastic
environments has proved to be a fertile area87,88, it is a natu-
ral question what effect these mechanical features will have on
crawling cells in biological complex fluids.
Author Contributions
MHM developed all the code and carried out all simulations.
MHM and BAC designed the research, analyzed data, and wrote
the article.
Acknowledgments
MHM acknowledges support from Johns Hopkins University
through the Provost’s Undergraduate Research Award (PURA).
We would like to thank Gwynn Elfring for useful comments on
a draft of the manuscript, and Yun Chen and Matthew Pittman
for valuable conversations and references on viscosity-dependent
motility.
References
1 C. Birchmeier, W. Birchmeier, E. Gherardi and G. F. Vande
Woude, Nature Reviews Molecular Cell Biology, 2003, 4, 915–
925.
2 J. Banchereau and R. M. Steinman, Nature, 1998, 392, 245–
252.
3 E. Anon, X. Serra-Picamal, P. Hersen, N. C. Gauthier, M. P.
Sheetz, X. Trepat and B. Ladoux, Proceedings of the National
Academy of Sciences, 2012, 109, 10891–10896.
4 P. Friedl, E. Sahai, S. Weiss and K. M. Yamada, Nature Reviews
Molecular Cell Biology, 2012, 13, 743.
5 P. Friedl, K. S. Zänker and E.-B. Bröcker, Microscopy Research
and Technique, 1998, 43, 369–378.
6 P. J. van Haastert, PLoS ONE, 2011, 6, year.
7 G. Charras and E. Sahai, Nature Reviews Molecular Cell Biol-
ogy, 2014, 15, 813–824.
8 | 1–19
8 N. P. Barry and M. S. Bretscher, Proceedings of the National
Academy of Sciences, 2010, 107, 11376–11380.
9 A. Franz, W. Wood and P. Martin, Developmental Cell, 2018,
44, 460–470.
10 P. R. O’Neill, J. A. Castillo-Badillo, X. Meshik, V. Kalyanara-
man, K. Melgarejo and N. Gautam, Developmental Cell, 2018,
46, 9–22.
11 R. J. Hawkins, M. Piel, G. Faure-Andre, A. M. Lennon-
Dumenil, J. F. Joanny, J. Prost and R. Voituriez, Physical Re-
view Letters, 2009, 058103.
12 T. Lämmermann, B. L. Bader, S. J. Monkley, T. Worbs,
R. Wedlich-Söldner, K. Hirsch, M. Keller, R. Förster, D. R.
Critchley, R. Fässler et al., Nature, 2008, 453, 51.
13 K. M. Stroka, H. Jiang, S.-H. Chen, Z. Tong, D. Wirtz, S. X.
Sun and K. Konstantopoulos, Cell, 2014, 157, 611–623.
14 Y. Li and S. X. Sun, Biophysical Journal, 2018, 114, 2965–
2973.
15 L. Aoun, P. Negre, A. Farutin, N. Garcia-Seyda, M. S.
Rivzi, R. Galland, A. Michelot, X. Luo, M. Biarnes-Pelicot,
C. Hivroz, S. Rafai, J.-B. Sibareta, M.-P. Valignat, C. Misbah
and O. Theodoly, bioRxiv, 2019, 509182.
16 E. Lauga and T. R. Powers, Reports on Progress in Physics,
2009, 72, year.
17 E. M. Purcell, American Journal of Physics, 1977, 45, 3–11.
18 T. J. Mitchison and L. P. Cramer, Cell, 1996, 84, 371–379.
19 E. Puklin-Faucher and M. P. Sheetz, Journal of Cell Science,
2009, 122, 575–575.
20 S. M. Rafelski and J. A. Theriot, Annual Review of Biochem-
istry, 2004, 73, 209–239.
21 A. Mogilner and L. Edelstein-Keshet, Biophysical Journal,
2002, 83, 1237–1258.
22 V. Achard, J. L. Martiel, A. Michelot, C. Guérin, A. C. Rey-
mann, L. Blanchoin and R. Boujemaa-Paterski, Current Biol-
ogy, 2010, 20, 423–428.
23 I. S. Aranson, Physical Models of Cell Motility, Springer, 2016.
24 M. F. Fournier, R. Sauser, D. Ambrosi, J.-J. Meister and A. B.
Verkhovsky, The Journal of Cell Biology, 2010, 188, 287–297.
25 J. H. Lopez, M. Das and J. M. Schwarz, Physical Review E -
Statistical, Nonlinear, and Soft Matter Physics, 2014, 90, 1–10.
26 G. L. Wagner and E. Lauga, Journal of Theoretical Biology,
2013, 324, 42–51.
27 A. Najafi and R. Golestanian, Physical Review E, 2004, 69,
year.
28 R. Golestanian and A. Ajdari, Physical Review E - Statistical,
Nonlinear, and Soft Matter Physics, 2008, 77, 1–7.
29 R. Golestanian, European Physical Journal E, 2008, 25, 1–4.
30 M. Taghiloo and M. Miri, Physical Review E - Statistical, Non-
linear, and Soft Matter Physics, 2013, 88, 1–7.
31 F. Box, E. Han, C. R. Tipton and T. Mullin, Experiments in
Fluids, 2017, 58, 1–10.
32 R. Zargar, A. Najafi and M. Miri, Physical Review E - Statistical,
Nonlinear, and Soft Matter Physics, 2009, 80, 1–7.
33 A. Daddi-Moussa-Ider, M. Lisicki, C. Hoell and H. Löwen,
Journal of Chemical Physics, 2018, 148, 70–72.
34 Y. Or, S. Zhang and R. M. Murray, SIAM Journal on Applied
Dynamical Systems, 2011, 10, 1013–1041.
35 C. M. Pooley, G. P. Alexander and J. M. Yeomans, Physical
Review Letters, 2007, 99, 1–4.
36 M. Farzin, K. Ronasi and A. Najafi, Physical Review E - Statisti-
cal, Nonlinear, and Soft Matter Physics, 2012, 85, 1–7.
37 M. Leoni, J. Kotar, B. Bassetti, P. Cicuta and M. C. Lago-
marsino, Soft Matter, 2009, 5, 472–476.
38 E. Tjhung, A. Tiribocchi, D. Marenduzzo and M. E. Cates, Na-
ture Communications, 2015, 6, 1–9.
39 K. Keren, Z. Pincus, G. M. Allen, E. L. Barnhart, G. Marriott,
A. Mogilner and J. A. Theriot, Nature, 2008, 453, 475.
40 D. Shao, H. Levine and W.-J. Rappel, Proceedings of the Na-
tional Academy of Sciences, 2012, 109, 6851–6856.
41 B. A. Camley and W.-J. Rappel, Journal of Physics D: Applied
Physics, 2017, 50, 113002.
42 F. Ziebert and I. S. Aranson, PLoS ONE, 2013, 8, year.
43 P. J. Albert and U. S. Schwarz, PLoS Computational Biology,
2016, 12, e1004863.
44 W. R. Holmes and L. Edelstein-Keshet, PLoS Computational
Biology, 2012, 8, e1002793.
45 H. Wu, A. Farutin, W.-F. Hu, M. Thiébaud, S. Rafaï, P. Peyla,
M.-C. Lai and C. Misbah, Soft Matter, 2016, 12, 7470–7484.
46 E. J. Campbell and P. Bagchi, Physics of Fluids, 2017, 29,
101902.
47 G. Noselli, A. Beran, M. Arroyo and A. DeSimone, Nature
Physics, 2019, 1.
48 E. Lauga and T. R. Powers, Reports on Progress in Physics,
2009, 72, year.
49 S. Kim and L. Karrila, Microhydrodynamics, Dover, 2016.
50 J. R. Blake, Mathematical Proceedings of the Cambridge Philo-
sophical Society, 1971, 70, 303–310.
51 R. Cortez, SIAM Journal on Scientific Computing, 2001, 23,
1204–1225.
52 R. Cortez, L. Fauci and A. Medovikov, Physics of Fluids, 2005,
17, year.
53 J. Ainley, S. Durkin, R. Embid, P. Boindala and R. Cortez, Jour-
nal of Computational Physics, 2008, 227, 4600–4616.
54 K. Leiderman and S. D. Olson, Physics of Fluids, 2016, 28,
021902.
55 J. P. Hernández-Ortiz, J. J. de Pablo and M. D. Graham, Phys-
ical Review Letters, 2007, 98, 140602.
56 B. A. Camley and F. L. Brown, Soft Matter, 2013, 9, 4767–
4779.
57 E. Noruzifar, B. A. Camley and F. L. Brown, The Journal of
Chemical Physics, 2014, 141, 124711.
58 A. Simha, J. Mo and P. J. Morrison, Journal of Fluid Mechanics,
2018, 883–924.
59 S. E. Spagnolie and E. Lauga, Journal of Fluid Mechanics,
2012, 700, 105–147.
60 M. Srinivasan and S. Walcott, Physical Review E, 2009, 80,
046124.
61 B. Sabass and U. S. Schwarz, Journal of Physics: Condensed
1–19 | 9
Matter, 2010, 22, 194112.
62 Y. Li, P. Bhimalapuram and A. R. Dinner, Journal of Physics:
Condensed Matter, 2010, 22, 194113.
63 J. A. Broussard, D. J. Webb and I. Kaverina, Current Opinion
in Cell Biology, 2008, 20, 85–90.
64 C. Guetta-Terrier, P. Monzo, J. Zhu, H. Long, L. Venkatraman,
Y. Zhou, P. P. Wang, S. Y. Chew, A. Mogilner, B. Ladoux and
N. C. Gauthier, Journal of Cell Biology, 2015, 211, 683–701.
65 A. D. Doyle, F. W. Wang, K. Matsumoto and K. M. Yamada,
Journal of Cell Biology, 2009, 184, 481–490.
66 E. L. Barnhart, K. C. Lee, K. Keren, A. Mogilner and J. A. The-
riot, PLoS Biology, 2011, 9, year.
67 S. L. Gupton and C. M. Waterman-Storer, Cell, 2006, 125,
1361–1374.
68 A. P. Berke, L. Turner, H. C. Berg and E. Lauga, Physical Review
Letters, 2008, 101, 1–4.
69 D. C. Guell, H. Brenner, R. B. Frankel and H. Hartman, Journal
of Theoretical Biology, 1988, 135, 525–542.
70 R. Dreyfus, J. Baudry and H. A. Stone, European Physical Jour-
nal B, 2005, 47, 161–164.
71 K. Drescher, K. C. Leptos, I. Tuval, T. Ishikawa, T. J. Pedley
and R. E. Goldstein, Physical Review Letters, 2009, 102, 1–4.
72 K. Sheets, S. Wunsch, C. Ng and A. S. Nain, Acta Biomateri-
alia, 2013, 9, 7169–7177.
73 P. Sharma, K. Sheets, S. Elankumaran and A. S. Nain, Integra-
tive Biology, 2013, 5, 1036–1044.
74 G. Alexander, C. Pooley and J. Yeomans, Physical Review E,
2008, 78, 045302.
75 W. J. Polacheck, J. L. Charest and R. D. Kamm, Proceedings of
the National Academy of Sciences, 2011, 108, 11115–11120.
76 J. A. Pedersen, S. Lichter and M. A. Swartz, Journal of Biome-
chanics, 2010, 43, 900 – 905.
77 J. Pande, L. Merchant, T. Krüger, J. Harting and A.-S. Smith,
New Journal of Physics, 2017, 19, 053024.
78 J. Gonzalez-Molina, X. Zhang, M. Borghesan, J. M. da Silva,
M. Awan, B. Fuller, N. Gavara and C. Selden, Biomaterials,
2018, 177, 113–124.
79 H. Matsui, M. W. Verghese, M. Kesimer, U. E. Schwab, S. H.
Randell, J. K. Sheehan, B. R. Grubb and R. C. Boucher, The
Journal of Immunology, 2005, 175, 1090–1099.
80 R. Folger, L. Weiss, D. Glaves, J. Subjeck and J. Harlos, Journal
of Cell Science, 1978, 31, 245–257.
81 B. M. Kobylkevich, A. Sarkar, B. R. Carlberg, L. Huang, S. Ran-
jit, D. M. Graham and M. A. Messerli, Physical Biology, 2018,
15, 036005.
82 A. J. Bae and E. Bodenschatz, Proceedings of the National
Academy of Sciences, 2010, 107, E165–E166.
83 Y. Cao, R. Karmakar, E. Ghabache, E. Gutierrez, Y. Zhao,
A. Groisman, H. Levine, B. A. Camley and W.-J. Rappel, Soft
Matter, 2019, 15, 2043–2050.
84 A. Carlsson, New Journal of Physics, 2011, 13, 073009.
85 A. J. Mathijssen, F. Guzmán-Lastra, A. Kaiser and H. Löwen,
Physical Review Letters, 2018, 121, 248101.
86 Y. Ding, J. C. Nawroth, M. J. McFall-Ngai and E. Kanso, Jour-
nal of Fluid Mechanics, 2014, 743, 124–140.
87 E. Lauga, Soft Matter, 2011, 7, 3060–3065.
88 G. J. Elfring and E. Lauga, Complex Fluids in Biological Sys-
tems, Springer, 2015, pp. 283–317.
10 | 1–19
Supplementary Material
Supplementary Movie Captions
• Movie 1: Anti-parallel cells at low adhesion, corresponding with the parameters of Fig. 6a.
• Movie 2: Anti-parallel cells at high adhesion, corresponding with the parameters of Fig. 6b.
• Movie 3 and 4: Swimmer with four crawlers in the same (3) or opposite (4) direction with a superimposed isolated trajectory.
Parameters correspond to those of Fig. 7.
Supplementary Figures
Fig. S1 Far-field time-averaged flow fields for a swimmer (ξ/6piηL= 0) (a) and a crawler (ξ/6piηL= 103) (b) moving to the right far from a wall.
Fig. S2 Instantaneous streamlines (blue) and flow field (gray) around a swimmer (ξ/6piηL = 0) far from a wall through its axis during each phase of
motion. The total force on each bead is illustrated by the red arrows. The flow field around each phase resembles that of a positive (a-b) or negative
(c-d) force dipole flow, corresponding to extension or contraction of the cell.
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Fig. S3 Instantaneous streamlines (blue) and flow field (gray) around a crawler (ξ/6piηL = 103) on a fiber far from a wall through its axis during each
phase of motion. The total force on each bead is illustrated by the red arrows. During trailing arm extension (a), the trailing and center bead must both
exert a large internal force to overcome strong adhesion, creating a flow field that roughly resembles a positive force dipole. (b-c) During leading arm
extension (b) and trailing arm contraction (c), the beads for the trailing and leading arms, respectively, exert little force due to high adhesion and a zero
deformation velocity. As a result, the flow field behaves as that of a Stokeslet around the mobile bead. During leading arm contraction (d), since the
leading and center beads are moving in spite of strong adhesion, the flow field again roughly resembles a force dipole, though now negative.
Fig. S4 Instantaneous streamlines (blue) and flow field (gray) around a cell at very low adhesion (ξ/6piηL= 10−3) on a fiber at varying heights during
each phase of motion. The total force on each bead is illustrated by the red arrows. The substrate surface at z= 0 is shown in the thick black line. (a)
z= 2a. The cell is just hovering over the surface and is in the first region of increasing velocity in Fig. 4b. (b) z= 5a. The cell is high enough off the wall
to allow for flow underneath it, but close enough to still be affected by the wall. The cell exists in the intermediate plateau in the velocity profile of Fig.
4b. (c) z = 10a. The cell is high enough off the wall to create vortices underneath, and velocity again is increasing. (d) z > 50a. The cell is far enough
away from the wall to no longer be affected by its hydrodynamics. Note that in these figures, as in Fig. 5 above, local streamlines can be misleading;
no-slip boundary conditions are obeyed at z = 0.
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Fig. S5 (a) Trajectories for two antiparallel cells, out of phase by half a motion cycle, at low (blue) and high (purple) adhesion. The −x oriented cell is
shown in yellow. (b) Angle φ of the +x-oriented cell, shown as a function of the cell’s center of mass position (large x corresponding to post-interaction).
(c) Net angular deflection (∆φ ) of the +x (square) and −x (circle) oriented cells as a function of ξ/6piηL is both small and non-monotonic with adhesion
strength, suggesting that sometimes another metric must be used to characterize hydrodynamic interactions. (d) RMS deflection, calculated per cycle
over the period of interaction, defined as the time over which the cells are within a certain distance of each other (in this case d = 4L), exhibits monotonic
behavior over ξ/6piηL and may be a useful metric of hydrodynamic interactions when net deflection is insufficient.
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A Analytical results in the large-adhesion limit
In the large-adhesion limit, we can neglect hydrodynamics and Eq. 15 is equivalent to:
V=
1
ξ (t)
◦Fint, (S1)
i.e. the motion of one bead is only controlled by the force on that bead and the friction coefficient on the bead. This allows us to simply
compute the velocity of a single cell in the high-adhesion limit. To do this, we simplify to one dimension, following the approach of28,
and find the internal forces that satisfy
V3−V2 = F int3 /ξ3−F int2 /ξ2 =WL (S2)
V2−V1 = F int2 /ξ2−F int1 /ξ1 =WT (S3)
F int1 +F
int
2 +F
int
3 = 0. (S4)
This can be done analytically due to the simplicity of the model, though we do not write it explicitly here. These forces then determine
vcm(t) =
1
3
(V1+V2+V3) =
−2WLµ1µ2+2WT µ2µ3+WL(µ1+µ2)µ3−WT µ1(µ2+µ3)
3µ2µ3+3µ1(µ2+µ3)
(S5)
where µi = 1/ξi is a mobility for bead i. This gives the center-of-mass velocity at a given instant, and depends on WL and WT as well as
ξi(t) for each bead. In addition, the forces determine the maximum required force max|Freq|; we scale the internal forces as in the main
text if max|Freq| exceeds F thresh.
We can then compute the time average of vcm(t) over one whole cycle. During each phase of the cycle, the center of mass velocity is
constant, so this time average is merely
vcm =
1
Ttrail-ext+Tlead-ext+Ttrail-cont+Tlead-cont
× (S6)
[Ttrail-extv
trail-ext
cm +Tlead-extv
lead-ext
cm +Ttrail-contv
trail-cont
cm +Tlead-contv
lead-cont
cm ]
where the velocities for each phase are worked out by choosing the appropriate values of ξ1, ξ2, and ξ3 and WL and WT from Table
1. Note that for working out the time T of each phase, if the arm is contracting with a constant rate W , this time is merely ∆L/W ;
however, if the force is above the threshold, then the contraction will be slower, taking a time ∆LW × max|F
req|
F thresh . Computing the average,
and simplifying, yields Eq. 28 in the main text. We have found computer algebra systems (Mathematica) useful for keeping track of the
special cases for when the force exceeds the threshold.
We find that this analytic result captures our full simulations very well in the large-adhesion limit (Fig. S6).
Fig. S6 Comparison between full simulation and the high-friction asymptotic result of Eq. 28. F thresh = 104; all other parameters are as in Table S1.
B The regularized Blake tensor
We apply the results of53 to compute how the fluid velocity at point Rm depends on a force Fn exerted at point Rn, in the presence of
a substrate with a no-slip boundary condition at z = 0 (with a normal vector of eˆz). This regularized Green’s function generalizes the
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simple expressions given in the main paper (Eq. 4 and Eq. 7). The result of53 is:
V(Rm,Rn) = [FnH1(r∗n)+(Fn · r∗n)r∗nH2(r∗n)]
− [FnH1(rn)+(Fn · rn)rnH2(rn)]
−h2n[gnD1(rn)+(gn · rn)rnD2(rn)]
+2hn
[
H ′1(rn)
rn
+H2(rn)
]
[(Fn× eˆz)× rn]
+2hn
[
(rngnz+gnzn)H2(rn)+(gn · rn)
(
eˆz
H ′1(rn)
rn
+ rnzn
H ′2(rn)
rn
)]
(S7)
We have defined two relative distances: first, the explicit distance coordinate between the two points, r∗n = Rm−Rn, and the image
distance coordinate between the target sphere and the image of the force-generating sphere, rn = Rm −Rn + 2hneˆz. Here, h is the
distance of a sphere from the surface, gn = 2(Fn · eˆz)eˆz−Fn = (−Fnx,−Fny,Fnz)T and zn is the z-component of rn. Note that zn refers to
the relative coordinate rn and is not equivalent to hn, which is the z-component of the absolute coordinate Rn. The full derivation for
Eq. S7 is available in Reference53, but we note that the expression above corrects a sign error in its fourth bracketed term, which refers
to the image rotlets.
Eq. S7 is still well-defined when Rm = Rn. The forces are smoothed over the sphere volumes using four scalar regularization, or "blob,"
functions:
H1(r) =
1
8pi(r2+ ε2)1/2
+
ε2
8pi(r2+ ε2)3/2
(S8)
H2(r) =
1
8pi(r2+ ε2)3/2
(S9)
D1(r) =
1
4pi(r2+ ε2)3/2
− 3ε
2
4pi(r2+ ε2)5/2
(S10)
D2(r) =− 34pi(r2+ ε2)5/2 (S11)
Here ε defines the width of these functions and, therefore, the characteristic length over which to smooth the forces. Thus we set ε
equal to the sphere radius a so that the sphere becomes a ball of finite force density instead of a singular point force.
The form Eq. S7 is useful only if the forces on each sphere are already known. Since we must also calculate the individual forces
in addition to the velocities through Eq. 10, the expression in Eq. S7 can be rearranged into a more functional form, which is a 3×3
mobility submatrix defined by the hydrodynamic interaction from sphere n acting on sphere m, sˆn→m, that satisfies the relationship
defined in Eq. 7. We define the mobility submatrices:
η sˆn→m = 2H2(r)
−2hz 0 x(h− z)0 0 y(h− z)
hx hy z(2h− z)
+H2(r∗)
 x∗2 x∗y∗ x∗z∗x∗y∗ y∗2 y∗z∗
x∗z∗ y∗z∗ z∗2

+
[
h2D2(r)−H2(r)−2h
(
H ′2(r)
r
)
z
]x2 xy −xzxy y2 −yz
xz yz −z2

+h2D1(r)
1 0 00 1 0
0 0 −1
+2h(H ′1(r)r
)
z
−1 0 00 1 0
0 0 1

+(H1(r∗)−H1(r)) I (S12)
in which the subscripted n is implied on all relevant terms. The standard mobility matrix, Mˆ, is then an arrangement of these mobility
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submatrices:
Mˆ =

sˆ1→1 . . . sˆN→1
...
. . .
...
sˆ1→N . . . sˆN→N
 (S13)
To solve the system with friction given by Eq. 15, the modified mobility matrix, Mˆ , is numerically calculated. The submatrices, Sˆ , are
then defined such that
(
1+ Ξˆ
)−1 Mˆ = Mˆ =

Sˆ1→1 . . . SˆN→1
...
. . .
...
Sˆ1→N . . . SˆN→N
 . (S14)
which can now be used for all calculations. For example, to rewrite the constraints presented in Eq. 21-24,
WL =
[
∑
n
(
Sˆn→3− Sˆn→2
)
Fn
]
· αˆ (S15)
WT =
[
∑
n
(
Sˆn→2− Sˆn→1
)
Fn
]
· αˆ (S16)
0=
{
∑
n
[
LT
(
Sˆn→3− Sˆn→2
)
−LL
(
Sˆn→2− Sˆn→1
)]
Fn
}
· βˆ (S17)
0=
{
∑
n
[
LT
(
Sˆn→3− Sˆn→2
)
−LL
(
Sˆn→2− Sˆn→1
)]
Fn
}
· γˆ (S18)
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C Constraint matrices
The constraint matrices are explicitly defined here, using the same notation as before, and where δL= LT −LL.
Cˆ
sw
im d
sw
im
=

1
0
0
1
0
0
1
0
0
0
1
0
0
1
0
0
1
0
0
0
1
0
0
1
0
0
1
T
Li1 β
i
T
Li2 β
i
T
Li3 β
i
0
0
0
T
T
i1 β
i
T
T
i2 β
i
T
T
i3 β
i
T
Li1 γi
T
Li2 γi
T
Li3 γi
0
0
0
T
T
i1 γi
T
T
i2 γi
T
T
i3 γi
(
Sˆ
1→
3 −
Sˆ
1→
2 )·αˆ
(
Sˆ
2→
3 −
Sˆ
2→
2 )·αˆ
(
Sˆ
3→
3 −
Sˆ
3→
2 )·αˆ
(
Sˆ
1→
2 −
Sˆ
1→
1 )·αˆ
(
Sˆ
2→
2 −
Sˆ
2→
1 )·αˆ
(
Sˆ
3→
2 −
Sˆ
3→
1 )·αˆ
[L
T
Sˆ
1→
3
+
L
L Sˆ
1→
1 −
δ
L
Sˆ
1→
2 ]·βˆ
[L
T
Sˆ
2→
3
+
L
L Sˆ
2→
1 −
δ
L
Sˆ
2→
2 ]·βˆ
[L
T
Sˆ
3→
3
+
L
L Sˆ
3→
1 −
δ
L
Sˆ
3→
2 ]·βˆ
[L
T
Sˆ
1→
3
+
L
L Sˆ
1→
1 −
δ
L
Sˆ
1→
2 ]·γˆ
[L
T
Sˆ
2→
3
+
L
L Sˆ
2→
1 −
δ
L
Sˆ
2→
2 ]·γˆ
[L
T
Sˆ
3→
3
+
L
L Sˆ
3→
1 −
δ
L
Sˆ
3→
2 ]·γˆ
 
00000WL
W
T00 
iiiiiiivvvi
vii
viii
ix
(S19)
Cˆ
craw
l d
craw
l
=

1
0
0
1
0
0
1
0
0
0
1
0
0
1
0
0
1
0
T
Li1 β
i
T
Li2 β
i
T
Li3 β
i
0
0
0
T
T
i1 β
i
T
T
i2 β
i
T
T
i3 β
i
(
Sˆ
1→
3 −
Sˆ
1→
2 )·αˆ
(
Sˆ
2→
3 −
Sˆ
2→
2 )·αˆ
(
Sˆ
3→
3 −
Sˆ
3→
2 )·αˆ
(
Sˆ
1→
2 −
Sˆ
1→
1 )·αˆ
(
Sˆ
2→
2 −
Sˆ
2→
1 )·αˆ
(
Sˆ
3→
2 −
Sˆ
3→
1 )·αˆ
[L
T
Sˆ
1→
3
+
L
L Sˆ
1→
1 −
δ
L
Sˆ
1→
2 ]·γˆ
[L
T
Sˆ
2→
3
+
L
L Sˆ
2→
1 −
δ
L
Sˆ
2→
2 ]·γˆ
[L
T
Sˆ
3→
3
+
L
L Sˆ
3→
1 −
δ
L
Sˆ
3→
2 ]·γˆ
Sˆ
1→
1 ·eˆz
Sˆ
2→
1 ·eˆz
Sˆ
3→
1 ·eˆz
Sˆ
1→
2 ·eˆz
Sˆ
2→
2 ·eˆz
Sˆ
3→
2 ·eˆz
Sˆ
1→
3 ·eˆz
Sˆ
2→
3 ·eˆz
Sˆ
3→
3 ·eˆz
 
000WL
W
T0000 
iiiiiiivvvi
vii
viii
ix
(S20)
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When we define the constraints that keep the cell torque-free, we use
TˆL =
 0 zL −yL−zL 0 xL
yL −xL 0
 TˆT =
 0 zT −yT−zT 0 xT
yT −xT 0

where xL indicates the displacement of the leading arm in the x direction, etc.
The rows of each constraint matrix correspond to the following constraints:
For swimming (Eq. S19),
i-iii: Force-free conditions
iv-v: Torque-free conditions (projection onto βˆ and γˆ)
vi: Leading arm deformation velocity
vii: Trailing arm deformation velocity
viii-ix: Rigid body conditions with projections of the deformation velocities onto βˆ and γˆ, respectively
For crawling (Eq. S20),
i-ii: Force-free conditions
iii: z-component (βˆ -projection) of the torque-free condition
iv: Leading arm deformation velocity
v: Trailing arm deformation velocity
vi: Rigid body condition with projection of the deformation velocities onto γˆ
vii-ix: Zero z-directional velocities for each sphere
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D Parameters
Below are the parameters used for the simulations discussed in this project. Parameters are given in the simulation units discussed in
the Methods of the main paper. Table S1 provides all the parameters for the standard simulation. Tables S2-S3 refer to their respective
simulations discussed above. Parameters not listed in Tables S2-S3 are unchanged from the standard parameter values given in Table
S1.
Table S1 Parameters for the standard simulation
Parameter Symbol Value
Mean arm length L 1
Bead radius a 0.1
Initial center of mass Rcom(t = 0) (0,0,a)
Deformation magnitude ∆L ±0.5
Deformation velocities W+L ,W
−
L ,W
+
T ,W
−
T ±0.1
Polar angle θ pi/2
Azimuthal angle φ 0
High adhesion scale ξhigh ξ
Low adhesion scale ξlow 0.2ξ
Viscosity η 1
Threshold force F thresh 103
Time step ∆t 10−2
Table S2 Parameters for the anti-aligned pair
Parameter Cell 1 Cell 2
Initial center of mass, Rcom(t = 0) (-2, -0.2, 0.1) (2, 0.2, 0.1)
Azimuthal Angle, φ 0 pi
Global adhesion (swim), ξ 10−6 ·6pi
Global adhesion (crawl), ξ 103 ·6pi
Table S3 Parameters for the swimmer among multiple crawlers. Crawlers are generated every 90 cycles and removed from the system once the
distance between the swimmer and crawler is sufficiently large (after around 60 cycles) to reduce computational load. Rc,±xcom (tgen) refers to the center of
mass of each crawler at the time of its generation.
Parameter Value
Rscom(t = 0) (0, 0, 1)
Time between crawlers 90 cycles
Rc,+xcom (tgen) (-3, 0, 0.1)
Rc,−xcom (tgen) (8, 0, 0.1)
Crawler deformation velocity, Wc ±0.05
Crawler deformation magnitude ∆Lc ±0.25
Azimuthal Angle, φ 0 or pi
Global adhesion (swim), ξ 0
Global adhesion (crawl), ξ 104 ·30pi
F thresh 105
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