Abstract-A minimal 1 cardiac model has been developed which accurately captures the essential dynamics of the cardiovascular system (CVS). This paper develops an integral based parameter identification method for fast and accurate identification of patient specific parameters for this minimal model. The integral method is implemented using a single chamber model to prove the concept, and turns a previously non-linear and non-convex optimization problem into a linear and convex problem. The method can be readily extended to the full minimal cardiac model and enables rapid identification of model parameters to match a particular patient condition in clinical real time (3-5 minutes). This information can then be used to assist medical staff in understanding, diagnosis and treatment selection.
I. INTRODUCTION
Optimising haemodynamics in the critically ill is an important task for intensive care staff that must filter and integrate a diverse range of information about a particular patient's circulation. Often this information is incomplete and/or confusing leaving medical professionals to rely on their experience and intuition, and often trial and error, to identify and treat a patient's condition. A "Minimal Model" approach to CVS modeling means using a minimal number of governing equations and parameters where other similar models in the literature have been found to use many variables and complex formula. A minimal model has been developed by Smith et al [1] , which is shown to adequately provide appropriate magnitudes and trends in agreement with existing data for a variety of physiologically verified test cases simulating human CVS function [2] .
To use this model to assist medical staff in diagnosis and treatment there needs to be a method for identifying patient specific parameters that is reasonably accurate and fast. Ideally, the means of identifying the parameters should be convex to avoid finding a false solution. A patient specific model enables therapeutic choices to be tested and can aid diagnosis of subtle haemodynamic behaviours.
The standard method for identifying parameters in a physiological model described by differential equations is non-linear regression [3] . This method also involves solving the differential equations every time the parameters are updated in the optimization. The problem with this standard approach is that even if the differential equation is linear in the parameters the numerical (or analytical) solution will, in general, be non-linear in the parameters. Thus, the optimization is non-linear and there is no guarantee of finding the correct solution. In addition, these methods are derivative based, amplifying the impact of noisy or erroneous measurements.
In this paper, the optimization is formulated in terms of integrals, which enables a set of linear equations in the parameters to be set up. This approach has a unique linear least squares solution so the optimization is convex and fast. In addition, the differential equation is not required to be solved, which significantly further reduces computation.
II. METHODOLOGY
For a single elastic chamber with inertia and constant upstream and downstream pressures 1 P and 3 P the differential equations are defined [1]:
where 1 Q and 2 Q are the flows in and out, 1 L and 2 L are inertances of the blood, 1 R and 2 R are resistances and the pressure in the chamber is defined:
where es E is elastance, d V is volume at zero pressure and 0 P , λ , and 0 V define gradient, curvature and volume at zero pressure of the EDPVR curve [1] . Fig. 1 summarises this single chamber lumped parameter cardiac chamber model. Q .This data could be obtained by echocardiography or by differentiating volume data, which could be measured using ultrasound [4] . Consider the filling stage of the cardiac cycle where
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and
The volume of the chamber is defined:
Integrating (4) from 0 t to t gives,
which leads, after integration, to: The driver function ) (t e is translated so that when 0 = t it coincides with the beginning of the filling stage.
The equations for V and 1 Q then V and 2 Q are solved numerically in MAPLE over one heart beat using a procedure similar to that in [1] . Figs 1 and 2 show the resulting PV and flow graphs. The flows 1 Q and 2 Q are equally sampled at 21 points and 8 points, respectively, as the filling stage is longer than the ejection stage. This sampling discretises the data. The data is made continuous by cubic spline fitting as if it were measured data. Equations (9) and (10) are then represented. Table 2 . The optimized values for the parameters are used to run the model again just as in a clinical situation. Figs 1 and 2 are the PV curve and flow comparisons with the results using the true values, which show a very close match. Note that the curves are essentially overlaid per the very small errors in Table 2 .
The relative percentage error is calculated for data points equally spaced a distance 0.01 seconds apart from t = 0.01 to 0.43 seconds for the flow rate 1 Q and t = 0.51 to 0.63 seconds for the flow rate 2 Q . The percentage error is also calculated for data points a distance 0.01 seconds apart from t = 0.01 to 0.74 for the PV curves. For the PV curve the percentage error i e is calculated: 
IV. DISCUSSION
The integral based optimization successfully identified the patient specific parameters for the single chamber model. This approach can be readily extended to the full model in [1] . The use of integrals means any noise in the data will be low pass filtered, and the optimization problem is made linear and convex where current approaches are non-linear and non-convex. In addition, the differential equation is not required to be solved each time and initial conditions are not needed. Thus, the issue of the incorrect initial conditions leading to increased time for model convergence is avoided [2] . These methods also result in a significant reduction in computation. Note that the V e λ term in 2 P could be approximated by a piecewise linear function so that if λ is required to be optimized the equations will still be linear. Extra parameters would be needed to represent V e λ but the advantage of using integrals is that as many equations as required can be set up by integrating along different time intervals, only limited by the resolution and extent of the data. The number of intervals can be chosen so that the number of equations is greater than the number of variables ensuring a unique solution. The same idea can be applied to other non-linearities in the full model. Thus, the method is applicable to a clinical setting as patient specific parameters are able to be found accurately and with minimal computation. This approach ensures medical staff can have rapid patient specific information to assist in diagnosis and therapy selection in clinical real time (3-5 minutes).
V. CONCLUSION
An integral based optimization method is presented which turns a previously non-linear non-convex problem into a linear convex problem. An example is given using a single cardiac chamber to demonstrate the method. All parameters were identified successfully and the results for rerunning the model with the optimized parameters were very close to the original simulated model. The differential equations are not required to be solved, initial conditions are avoided and there is a unique linear least squares solution to the optimization equations.
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