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Abstract
The Fourier spectrum at a fractional period is often examined when extract-
ing features from biological sequences and time series. It reflects the inner
information structure of the sequences. A fractional period is not uncom-
mon in time series. A typical example is the 3.6 period in protein sequences,
which determines the α-helix secondary structure. Computing the spectrum
of a fractional period offers a high-resolution insight into a time series. It has
thus become an important approach in genomic analysis. However, comput-
ing Fourier spectra of fractional periods by the traditional Fourier transform
is computationally expensive. In this paper, we present a novel, fast algo-
rithm for directly computing the fractional period spectrum (FPS) of time
series. The algorithm is based on the periodic distribution of signal strength
at periodic positions of the time series. We provide theoretical analysis, de-
duction, and special techniques for reducing the computational costs of the
algorithm. The analysis of the computational complexity of the algorithm
shows that the algorithm is much faster than traditional Fourier transform.
Our algorithm can be applied directly in computing fractional periods in time
series from a broad of research fields. The computer programs of the FPS
algorithm are available at https://github.com/cyinbox/FPS.
Keywords: Fourier transform, periodicity, fractional period spectrum,
DNA sequences, protein sequences
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1. Introduction
Signal processing approaches have been widely applied in the period-
icity analysis of time series, and thus becoming a major research tool for
bioinformatics (Anastassiou, 2001; Chen et al., 2003). The main requisite in
applying signal processing to symbolic sequences is mapping the sequences
onto numerical time series. For example, we previously presented a numeri-
cal representation of DNA sequences without degeneracy (Yau et al., 2003).
After numerical mapping, mathematical methods can be employed to study
features, structures, and functions of the symbolic sequences. The most com-
mon signal processing approach is Fourier transform (Welch, 1967), which
has been widely used to study periodicity and repetitive regions in symbolic
DNA sequences (Silverman and Linsker, 1986; Anastassiou, 2001), as well
as in genome comparison (Yin et al., 2014a; Yin and Yau, 2015). We have
studied the mathematical properties of the Fourier spectrum for symbolic se-
quences (Wang et al., 2012, 2014). For a review of mathematical methods for
the study of biological sequences, one may refer to our book (Wang and Yan,
2013).
Periods in biological sequences can be categorized into two types: integer
periods and fractional periods. For integer periods, the 3-base periodicity
of protein-coding regions is often used in gene finding (Tiwari et al., 1997;
Yin and Yau, 2005, 2007; Yin, 2015); 2-base periodicity was found in introns
of genomes (Arquès and Michel, 1987). 2-period exists in protein sequence
regions for beta-sheet structures. As indicated by their name, fractional pe-
riods do not correspond to an integer number of cycles in numerical series.
Fractional periods are prevalent and important in structures and functions
of protein sequences and genomes. For example, the 3.6-period in protein se-
quences determines the α-helix secondary structure (Eisenberg et al., 1984;
Gruber et al., 2005; Leonov and Arkin, 2005; Yin and Yau, 2017). Strong
10.4- or 10.5-base periodicity in genomes are associated with nucleosomes
(Trifonov, 1998; Salih and Trifonov, 2015). The 6.5-base periodicity is present
in C. elegans introns (Messaoudi et al., 2013). Fractional period spectrum
may offer high resolution and precise features of sequences. However, iden-
tifying fractional period features in a large genome is challenging. The de-
mand of the periodicity research of DNA and protein sequences motivates us
to investigate advanced techniques for fractional periodicity analysis of time
series, which correspond to biological symbolic sequences.
With the quickly growing volume of genomic sequences of human and
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model organisms, there is a strong demand to characterize not only inte-
ger periods but also fractional periods in genomic and protein sequences.
We previously proposed a method, periodic power spectrum (PPS), which
can directly compute Fourier power spectrum based on periodic distributions
of signal strength on periodic positions (Wang et al., 2012; Yin and Wang,
2016). The main advantage the PPS method is that it can avoid spectral
leakage and reduce background noise, which both appear in power spectrum
in Fourier transform. Thus, the PPS method can capture all latent integer
periodicities in DNA sequences. We have applied this method in detection
of latent periodicities in different genome elements, including exons and mi-
crosatellite DNA sequences.
This paper extends the PPS method to suggest a novel method for fast
and directly calculating Fourier spectrum of a fractional period. This method
will be also helpful in directly computing the fractional period spectrum for
any time series from science and technology fields outside of bioinformatics.
2. Methods Deduced
2.1. Fourier transform and congruence derivative sequence
For a numerical sequence x of length m, consisting of x0, x1, · · · , xm−1, its
discrete Fourier transform (DFT) at frequency k is defined as (Welch, 1967)
X(k) =
m−1∑
j=0
xje
−i2pikj/m, i =
√
−1, k = 0, 1, . . . , m− 1 (2.1)
And its Fourier power spectrum at frequency k is defined as (Welch, 1967)
PS(k) = X∗(k)X(k)
= (
m−1∑
j=0
xje
−i2pijk/m)∗(
m−1∑
j=0
xje
−i2pijk/m)
i =
√
−1,k = 0, 1, . . . , m− 1
(2.2)
where ∗ indicates the complex conjugate. Because our method is applied
to researching the periodicity of sequence by using Fourier spectrum, for
convenience, the frequency k/m is called period m/k. In this paper, we
directly define the DFT spectrum by period instead of frequency.
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We want to compute Fourier spectrum at period l/k, l > k and l ,k are
smaller than m. Using traditional formula of Fourier transform, we need to
calculate Fourier transform
X(k) =
m−1∑
j=0
xje
−i2pijk
l (2.3)
Then, its spectrum at period l/k or at frequency k is
PS(k) = (
m−1∑
j=0
xje
−i2pijk
l )∗(
m−1∑
j=0
xje
−i2pijk
l ) (2.4)
We will introduce a fast method for directly computing the Fourier spectrum
at period l/k. We previously demonstrate that the Fourier power spectrum of
a numerical sequence is determined by the distribution of signal strength at
periodic positions in this sequence (Wang et al., 2012; Yin and Wang, 2016).
The distribution can be represented and measured by the congruence deriva-
tive sequence of the original sequence, which is defined as follows.
Definition 2.1. For a real number sequence x of length m, if two positive
integers n and l satisfy m = nl, then the congruence derivative sequence, y,
of x has a length of l and its element is defined as follows
yt =
n−1∑
j=0
xjl+t, t = 0, 1, . . . l − 1 (2.5)
The following deduced theorems indicate that the congruence derivative
sequence of length l of the numerical sequence x can be used to compute
periodic power spectrum at period l. The Fourier transform of the congruence
derivative sequence y is
Y (k) =
l−1∑
t=0
yte
−i2pitk/l, k = 0, 1, . . . l − 1 (2.6)
The relationship between Fourier transform of the original sequence and
its congruence derivative sequence was introduced in (Wang et al., 2012;
Yin and Wang, 2016). The DFT of sequence x at frequency n = m/l is
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the same as the DFT of the congruence derivative sequence y at frequency l.
X(n) = X(m/l) = Y (1) (2.7)
This formula is the mathematical ground of the PPS method. The following
theorem extends the conclusion to a general case.
Theorem 2.1. For a real number sequence x of length m, suppose n = m/l,
then the DFT of the numerical sequence x at frequency kn is
X(kn) = Y (k), 0 ≤ k ≤ l − 1 (2.8)
Proof. We know
Y (k) =
l−1∑
t=0
yte
−i2pitk/l =
l−1∑
t=0
n−1∑
j=0
xjl+te
−i2pitk/l =
l−1∑
t=0
n−1∑
j=0
xjl+te
−i2pi(jl+t)k/l =
m−1∑
r=0
xre
−i2pirkn/m
= X(kn)
The proof of Theorem 2.1 indicates that the property of conjugate sym-
metry in DFT of a real sequence is preserved. We thus have the following
corollary.
Corollary 2.1.
X(kn) = X∗((l − k)n), 1 6 k 6 l − 1 (2.9)
According to formula 2.2, Fourier power spectrum of sequence x at fre-
quency kn is defined as
PS(kn) = X∗(kn)X(kn) = X∗(km/l)X(km/l) = Y ∗(k)Y (k). (2.10)
Definition 2.2. If m = nl, the DFT spectrum of numerical sequence x at
fractional period l/k is named the fractional period spectrum (FPS) and is
written as FPS(l/k) = Y ∗(k)Y (k), 1 ≤ k ≤ l − 1
Definition 2.3. For a real number sequence of length l, yt, t = 0, 1, . . . , l−1,
its self q-shift summation is defined by
zl,q =
l−1∑
t=0
ytyt+q (2.11)
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with t + q taken modulo l, 0 6 q < l.
If we write sequence yt, t = 0, 1, . . . , l−1, as a vector, y
T = [y0, y1, · · · , yl−1]
, then zl,q can be realized by the autocorrelation of vector y. For a special
case, zl,0 is equal to the inner product of vector y, or zl,0 = y
Ty.
From the definition of DFT of the congruence derivative sequence (for-
mula 2.6), we have
Y (k) =
l−1∑
t=0
yte
−i2pitk/l =
l−1∑
t=0
yt cos(2pitk/l)− i
l−1∑
t=0
yt sin(2pitk/l) (2.12)
From the definition of FPS, FPS(l/k) = Y ∗(k)Y (k), we notice that
FPS(l/k) = (
l−1∑
t=0
yt cos(2pitk/l))
2 + (
l−1∑
t=0
yt sin(2pitk/l))
2 (2.13)
which is real quadratic form of l variables, y0, y1, . . . , yl−1, can be written
as
FPS(l/k) = ytAy (2.14)
where the coefficient matrix A = ars is of quadratic form, in which
ars = cos((r − l)
2kpi
l
) cos((s− l)
2kpi
l
) + sin((r − l)
2kpi
l
) sin((s− l)
2kpi
l
)
r, s = 1, 2, . . . , l
(2.15)
After reorganizing formula (2.15), we obtain the following theorem about
the coefficient matrix A.
Theorem 2.2. The coefficient matrix of the quadratic form, A, is a sym-
metric matrix.
Proof. According to some fundamental identities of trigonometry,
ars = cos((r − l)
2kpi
l
) cos((s− l)
2kpi
l
) + sin((r − l)
2kpi
l
) sin((s− l)
2kpi
l
)
would be equal to cos((r − l − (s − l))2kpi
l
) = cos((r − s)2kpi
l
) , i.e., ars =
cos((r − s)2kpi
l
).
It is clear that ars = asr, so the coefficient matrix A is symmetric.
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Theorem 2.3. For a real number sequence x of length m, if m = nl and
its congruence derivative sequence is yt, t = 0, 1, · · · , l−1, then FPS(l/k) of
the sequence x can be expressed as follows.
If l is an odd number,
FPS(l/k) = zl,0 + 2
l−1
2∑
q=1
zl,q cos((q)
2kpi
l
).
If l is an even number,
FPS(l/k) = zl,0 + 2
l
2
−1∑
q=1
zl,q cos((q)
2kpi
l
)+2 cos((
l
2
)
2kpi
l
)
l
2
−1∑
t=0
ytyt+ l
2
Proof. It is clear the diagonal elements of the coefficient matrix A are unit
elements. Due to the symmetry of matrix A, we need to check the lower
triangular matrix of A under the diagonal of A, which is sufficient for proof.
The element of the lower triangular matrix of A, ars = cos((r−s)
2kpi
l
), r =
2, 3, . . . , l, r > s, also has some kind of symmetry. The result is as follows.
When l is an odd number, a21 = a32 = a43 = . . . . . . = al(l−1) = cos((1)
2kpi
l
)
and a21, a32, . . . . . . , al(l−1) also are equal to al1. Because ars = al−t r−s−t, r >
s, 0 6 t < r − s, similarly, a31 = a42 = . . . . . . = al(l−2) = a(l−1)1 = al2 =
cos((2)2kpi
l
) . . . . . ., then a(l+1)/21 = a(l+3)/22 = . . . . . . ,= al(l+1)/2 = a(l+3)/21 =
. . . . . . , al(l−1)/2 = cos(((l − 1)/2)
2kpi
l
).
When l is an even number, we have a21 = a32 = a43 = . . . . . . = al(l−1) =
al1 = cos((1)
2kpi
l
) and a31 = a42 = . . . . . . = al(l−2) = a(l−1)1 = al2 =
cos((2)2kpi
l
). In general, al/21 = a(l/2+1)2 = . . . . . . ,= al(l/2+1) = a(l/2+2)1 =
a(l/2+3)2 = . . . . . . ,= al(l/2−1) = cos((l/2 − 1)
2kpi
l
), and a(l/2+1)1 = a(l/2+2)2 =
. . . . . . ,= all/2 = cos((l/2)
2kpi
l
).
We then substitute those results into the coefficient matrix of the quadratic
form A for the FPS(l/k). The following formulas can be obtained.
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If l is an odd number,
FPS(l/k) = y20 + y
2
1 + y
2
2 + · · ·+ y
2
l−1
+ 2 cos((1)
2kpi
l
)(y0y1 + y1y2 + y2y3 + y3y4 · · · yl−1y0)
+ 2 cos((2)
2kpi
l
)(y0y2 + y1y3 + y2y4 ++y3y5 · · · yl−2y0 + yl−1y1)
+ 2 cos((3)
2kpi
l
)(y0y3 + y1y4 + y2y5 ++y3y6 · · · yl−3y0 + yl−2y1 + yl−1y2)
· · ·
+ 2 cos(((l − 1)/2)
2kpi
l
)(y0y(l−1)/2 + y1y(l+1)/2 + y2y(l+3)/2+
· · · y(l−(l−1)/2)y0 + · · ·+ yl−1y(l−3)/2).
(2.16)
If l is an even number,
FPS(l/k) = y20 + y
2
1 + y
2
2 + · · ·+ y
2
l−1
+ 2 cos((1)
2kpi
l
)(y0y1 + y1y2 + y2y3 + y3y4 · · · yl−1y0)
+ 2 cos((2)
2kpi
l
)(y0y2 + y1y3 + y2y4 ++y3y5 · · · yl−2y0 + yl−1y1)
+ 2 cos((3)
2kpi
l
)(y0y3 + y1y4 + y2y5 ++y3y6 · · · yl−3y0 + yl−2y1 + yl−1y2)
· · ·
+ 2 cos((l/2− 1)
2kpi
l
)(y0yl/2−1 + y1yl/2 + y2yl/2+1 + · · · yl−3yl/2−2 + yl−2yl/2−1 + yl−1yl/2)
+ 2 cos((l/2)
2kpi
l
)(y0yl/2 + y1yl/2+1 + y2yl/2+2 + · · · yl/2−1yl−1).
(2.17)
The last term in equation (2.17), cos((l/2)2kpi
l
)(y0yl/2 + y1yl/2+1 + y2yl/2+2 +
· · · · · ·+ yl/2−1yl−1) can be written as cos((l/2)
2kpi
l
)
l/2−1∑
t=0
ytyt+l/2. Noticing the
definition of zl,q, the formulas (2.16) and (2.17) may be written as follows.
If l is an odd number,
FPS(l/k) = zl,0 + 2
l−1
2∑
q=1
zl,q cos((q)
2kpi
l
) (2.18)
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If l is an even number,
FPS(l/k) = zl,0 + 2
l
2
−1∑
q=1
zl,q cos((q)
2kpi
l
)+2 cos((
l
2
)
2kpi
l
)
l
2
−1∑
t=0
ytyt+ l
2
(2.19)
Based on Theorem 2.3 and Corollary 2.1, FPS(l/k) may be re-written by
following theorem, which may improve the technique for computing FPS(l/k).
Theorem 2.4.
FPS(l/k) = FPS(l/(l− k), )1 6 k 6 l − 1 (2.20)
According to Theorem 2.4, to compute all of the FPS(l/k), 1 6 k 6 l−1,
we only require about half of computing costs.
For k = 1, noticing formulas (2.18) and (2.19) and the symmetry of
FPS(l/k), we need to calculate (l−1)/2 coefficients of quadratics y0, y1, . . . , yl−1
when l is an odd number; and l/2 coefficients when l is an even number.
It is valuable to notice on the property of a cosine function,
cos((q)
2kpi
l
) = cos((q)
2(l − k)pi
l
), 0 6 k 6 l − 1. (2.21)
Certainly, it is the foundation of Theorem 2.4 and an important formula to
prove the following theorem.
Theorem 2.5. The coefficient matrix of quadratic form A when k = 1 is
sufficient for computing FPS(l/k) when k 6= 1.
Proof. Without loss of generality, we show the case when l is an odd number.
For a fixed k, k 6= 1, from Theorem 2.4, the range of k should be in 2 6 k 6
(l − 1)/2 and the (l − 1)/2 coefficients of quadratics of y0, y1, · · · , yl−1 are
cos((t)2kpi
l
), t = 1, 2, . . . , l−1
2
For k = 1, we obtain the coefficients cos((q)2pi
l
), q = 1, 2, . . . , l−1
2
.
If the (l − 1)/2 coefficients, cos((t)2kpi
l
), t = 1, 2, · · · , (l − 1)/2 can be
represented by cos((q)2pi
l
), q = 1, 2, · · · , (l − 1)/2, then, the proposition is
proved.
It is known that the interval of k is [2, (l− 1)/2], so, for t = 1, cos((k)2pi
l
),
the first coefficient of FPS(l/k), is one of cos((q)2pi
l
), q = 1, 2, . . . , (l − 1)/2.
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When t 6= 1, we may have one of two results: if tk in the interval [1, (l−1)/2],
it is obvious that cos((t)2kpi
l
) is one of cos((q)2pi
l
), q = 1, 2, . . . , (l − 1)/2;
otherwise, if tk > (l − 1)/2, based on formula (2.21) since l − tk belongs to
[1, (l − 1)/2].
3. Fast Algorithm
3.1. Fast algorithm for computing fractional period spectrum at period l/k
Based on Theorem 2.5, the algorithm should do a build-in data in the
computer. The data contains the coefficients of quadratics, when k = 1 and
for periods, l = 2, 3, . . ., to store in the computer. The built-in data save
much computing time because the algorithm does not need to repeatedly
find the coefficients for next user.
The programs shall design two functions. One function is to obtain the
congruence derivative sequence (CDS) (y). The other function Z(l, q) is
to yield the autocorrelation of the congruence derivative sequence with two
parameters l and q.
A MATLAB function rem(p, l)may be used for p and l are integer number
if the programming is written by MATLAB, where the rem(p, l) means the
remainder after p divided by l.
Given input original sequence x, the function CDS (y) yields the congru-
ence derivative sequence of the sequence x for a period l in the computation.
Suppose we need to calculate the fractional period l/k, we then have the
following algorithm.
If l is odd number, complete the loop for ordering to take out (l−1)/2 co-
efficients of quadratics, cos((1)2pi
l
), cos((2)2pi
l
), · · · · · · , cos(((l−1)/2)2pi
l
), from
the build-in data. From t = 1 to (l − 1)/2, do if r = rem(tk, l) > (l − 1)/2
then take cos((l−r)2pi
l
) else take cos((r)2pi
l
). At the same time, the 2 cos(()2pi
l
)
value times the Z(l, t) and to do summation corresponding to t order until
t = (l−1)/2. The computed summation added with Z(l, 0) is the FPS(l/k).
If l is even number, doing the loop for ordering to take out l/2 coefficients
of quadratics, cos((1)2pi
l
), cos((2)2pi
l
), · · · · · · , cos((l/2)2pi
l
)) , from the build-in
data, i.e., t = 1 to (l−1)/2 do if r = rem(tk, l) > (l)/2 then take cos(l−r)2pi
l
else take cos((r)2pi
l
). At the same time, the 2 cos(()2pi
l
) value times the Z(l, t)
to do summation corresponding to t order until t = (l/2 − 1). FPS(l/k)
will be the computed summation added with two quantities, 2 cos((l/2)2kpi
l
)
timing
l/2−1∑
t=0
ytyt+l/2, and Z(l, 0).
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To assess the effectiveness of proposed FPS algorithm in capturing frac-
tional periodicities in digital signals, we compute the FPS spectrum of the
simulated sinusoidal signal. The sinusoidal signal of length N = 300, consists
of sine and cosine signals with fractional periodicities 3.7 and 5.6, respec-
tively. The signal is corrupted by white Gaussian noise (Equation (3.1)).
x(n) = sin(2pi n
3.7
+ pi
4
) + cos(2pi n
5.6
+ 3pi
4
) + noise
n = 1, 2, · · · , 300
(3.1)
Since the periodic signal is buried by the white Gaussian noise, two period-
icities 3.7 and 5.6 in the original signal are hidden by noise (Fig.1 (a)). The
proposed FPS spectrum of the signal can clearly discover two pronounced
peaks at positions 3.7 and 5.6 (Fig.1 (b)), corresponding to two periodicities
3.7 and 5.6 in the original signal. The power spectrum of this simulation
sequence by the proposed method agrees with the DFT (Fig.1 (b) and (c)).
This result demonstrates the effectiveness of the FPS algorithm.
3.2. Computational complexity of the FPS algorithm
Recalling the process for computing FPS(l/k) of a time series by using
the new algorithm, the first step is to yield the congruence derivative se-
quence yj, j = 0, 1, ....., l− 1, from the original sequence x of length m. This
computing process only needs plus operation and do not use multiplication.
The second step in the algorithm is to compute zl,q when l is an even or odd
number, the algorithm needs approximate l/2(l+1) multiplications. Finally,
using formulas (2.18, 2.19) needs l/2multiplications to determine the value of
zl,qcos((q)2kpi/l). So the total computational quantity for the FPS algorithm
involves l/2(l + 1) + l/2 = l2/2 + l multiplications, i.e., the computational
complexity is then O(l2 + l).
Using the traditional Fourier transform to compute FPS(l/k), we need
to calculate the Fourier transform at period l/k by the formulas 2.3 and 2.4.
From (2.3), we must calculate m exponents, −i2pijk/l, j = 0, 1, 2, . . . . . . , m−
1, and call exp function m times to figure out e−i2pijk/l, j = 0, 1, 2, . . . . . . , m−
1, if using MATLAB. It is known that to compute function e−i2pijk/l costs
much time. Then to figure out
m−1∑
j=0
e−i2pijk/l needs 2m multiplications and the
time for calling m exp functions. So, according to formula (2.4) calculating
out the Fourier spectrum at period l/k needs 2m + 1 multiplications, i.e.,
O(2m+1). If FPS(l/k) is computed for whole fractional periods, traditional
Fourier transform needs l/2O(2m+ 1) operations, i.e. O(lm+ l).
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Figure 1: Fractional period spectrum analysis of sinusoidal signal collapsed with white
noise. (a) original sinusoidal signal. (b) Fractional period spectrum of the sinusoidal
signal by the FPS algorithm. (c) Fractional period spectrum of the sinusoidal signal by
DFT.
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In summary, the analysis of computational complexity indicates that the
FPS algorithm is much faster than traditional Fourier transform for comput-
ing fractional periodic spectrum because of O(l2 + l) << O(lm+ l).
4. Conclusions
A fast algorithm for computing the FPS of biological sequences is in-
troduced in this paper. First, the mathematical deduction and proof are
presented. Then, based on the mathematical theory, the technique of built-
in data is suggested and some functions are introduced, so that a simple
program can be designed. The analysis of computational complicity shows
that this fast algorithm is much faster than traditional Fourier transform.
The fast algorithm will be also helpful in computing the FPS for any time
series from the science and technology field other than bioinformatics.
In addition, the congruence derivative sequence of original sequences can
be used to yield Ramanujan transform easily (Hua et al., 2014; Yin et al.,
2014b), which do not have any computing cost. The computation for iden-
tifying periods of the biological sequence or other time series would be done
by Fourier transform and Ramanujan transform simultaneously.
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