1. Introduction and summary. Recent developments in optimM control system theory are bsed on vector differential equations as models of physical systems. In the older literature on control theory, however, the same systems are modeled by ransfer functions (i.e., by the Laplace transforms of the differential equations relating the inputs to the outputs). Two differet languages have arisen, both of which purport to talk about the same problem. In the new approach, we talk about state variables, transition equations, etc., and make constant use of abstract linear algebra. In the old approach, the key words are frequency response, pole-zero patterns, etc., and the main mathematical tool is complex function theory.
Is there really a difference between the new and the old? Precisely what are the relations between (linear) vector differential equations and transferfunctions? In the literature, this question is surrounded by confusion [1] . This is bad. Communication between research workers and engineers is impeded. Important results of the "old theory" are not yet fully integrated into the new theory.
In the writer's view--which will be argued t length in this paperthe diiIiculty is due to insufficient appreciation of the concept of a dynamical system. Control theory is supposed to deal with physical systems, and not merely with mathematical objects such as a differential equation or a transfer function. We must therefore pay careful attention to the relationship between physical systems and their representation via differential equations, transfer functions, etc.
To clear up these issues, we need first of all a precise, abstract definition of a (physical) dynamical system. (See sections [2] [3] .) The axioms which provide this definition are generalizations of the Newtonian world-view of causality. They have been used for many years in the mathematical literature of dynamical systems. Just as Newtonian mechanics evolved from differential equations, these axioms seek to abstract those properties of differential equations which agree with the "facts" oi' classical physics. It is hardly surprising that under special assumptions (finite-dimensional state space, continuous time) the axioms turn out to be equivalent to a system of ordinary differential equations. To void mthemtical diificulties, we shll restrict our attention to linear differential equations.
In section 4 we formulate the central problem of the pper: Given an (experimentally observed) impulse response matrix, how can we identify the linear dynamical system which generated it?
We propose to call any such system a realization of the given impulse response. It is an irreducible realization if the dimension of its state space is minimal.
Section 5 is a discussion of the "canonical structure theorem" [2, 14] which describes abstractly the coupling between the external variables (input and output) and the internal variables (state) of any linear dynamical system. As a immediate consequence of this theorem, we find that a linear dynamical system is an irreducible realization of an impulse-response matrix if and only if the system is completely controllable and completely observable. This important result provides a link between the present pper and earlier investigations in the theory of controllability and observability [3] [4] [5] .
Explicit criteria for complete controllability and complete observability are reviewed in a convenient form in section 6. Section 7 provides a constructive computational technique for determining the canonical structure of a constant linear dynamical system..
In section 8 we present, probably for the first time, complete and rigorous theory of how to define the state variables of a multi-input/multi-output constant linear dynamical system described by its transfer-function matrix. Since we are interested only in irreducible realizations, there is a certain unique, well-defined number n of state variables which must be used. We give a simple proof of a recent theorem of Gilbert [5] concerning the value of n. We give canonical forms for irreducible realizations in simple cases. We give constructive procedure (with examples) for finding an irreducible realization in the general case.
Many errors have been committed in the literature of system theory by carelessly regarding transfer functions and systems as equivalent concepts.
A list of these has been collected in section 9. Finally, the writer would like to acknowledge his indebtedness to Professot E. G. Gilbert, University of Michigan, whose work [5] predates this and whose results were instrumental in establishing the canonical structure theorem.
2. Axiomatic definition of a dynamical system. Macroscopic physical phenomena are commonly described in terms of cause-and-effect relationships. This is the "Principle of Causality". The idea involved here is at least as old as Newtonian mechanics. According to the latter, the motion of a system of particles is fully determined for all future time by the present positions and momenta of the particles and by the present and future forces acting on the system. How the particles actually attained their present positions and momenta is immaterial. Future forces can have no effect on what happens at present.
In modern terminology, we say that the numbers which specify the instantaneous position and momentum of each particle represent the state of the system. The state is to be regarded always as an abstract quantity. Intuitively speakig, the state is the minimM amount of information about the past history of the system which suffices to predict the effect of the past upon the future. Further, we say that the forces acting on the particles are the inputs of the system. Any variable in the system which ca be directly observed is an output.
The preceding notions can be used to give a precise mathematical definition of a dynamical system [6] . For the present purposes it will be convenient to state this definition in somewhat more general fashion [14] . DFNTON 1. A dynamical system is a mathematical structure defined by the following axioms"
There is given a state space and a set of values of time 0 at which the behavior of the system is defined; is a topological space and 0 is an ordered topological space which is a subset of the real numbers. It is often convenient to have a special name for the couple (t, x) 0 X 2. Giving a fixed value of (t, x) is equivalent to specifying at some time (t) the state (x) of the system. We shall call (t, x) a phase and 0 X 2 the phase space. (Recall the popular phrase" "phases" of the Moon.)
To justify our claim----implicit in the above discussion--that equations (2.1-2) are a good model of physical reality, we wish to point out that these equations can be concretely simulated by a simple physical system" a general-purpose analog computer. Indeed, the numbers (or functions) constituting F, G, and H may be regarded as specifying the "wiring diagram" of the analog computer which simulates the system (2.1-2) (see, for instance, [8] 
In general, lgebmic equivalence does not preserve the stability properties of a dynamical system [7, 9, 10] . For this it is necessry and sufficient to have topological equivalence" algebraic equivalence plus the condition A nonconstnt system may be algebraically and even topologically equivalent to constant system. The latter case is called by Markus [11] Let O, 2 In much of the literature of system theory [12] (and also at times in physics) formula (4.1) is the basic definition of a system. The Fourier transform of S is often called "the system function" [13, p. It is conceivable that certain aspects of a dynamical system cannot ever be identified from knowledge of its impulse response, as our knowledge of the physical world gained from experimental observation must always be regarded as incomplete. Still, it seems sensible to ask how much of the physical world can be determined from a given amount of experimental data.
The first clear problem statement in this complex of ideas and the first results appear to be due to the writer [2, 14] .
First of all we note TIEOEM 1. An impulse-response matrix S(t, r) is realizable by a finitedimensional dynamical system (2.1--2) if and only if there exist continuous matrices P(t) and Q(t) such that (4.3) S(t, r) P(t)Q(r) for all t, r.
Proof. Necessity follows by writing the right-hand side of (4.2) as H(t)q(t, 0)(0, v)G(r), with the aid of (2.4). Sufficiency is equally obvious. We set E(t) O, G(t) Q(t), and tt(t) P(t). Then (t, r) I and the desired result follows by (4.2) .
A realization (2.1-2) of S(t, -) is reducible if over some interval of time there is a proper (i.e., lower-dimensional) subsystem of (2.1-2) which also realizes S(t, r).As will be seen later, a realization of S (particularly the one given in the previous paragraph) is often reducible.
An impulse-response matrix S is stationary whenever S(t, r) S(t q-o 5 r q-r) for all real numbers t, r, and a. S is periodic whenever Topological equivalence cannot be claimed in general. It may happen that S has one realization which is asymptotically stable and another which is asymptotically unstable [15] . Hence it may be impossible to identify the stability of a dynamical system from its impulse response! This surprising conclusion raises many interesting problems which are as yet unexplored [15] . If S is not periodic or analytic, it may happen that the dimension n(t) of an irreducible realization is constant only over finite time intervals.
In the stationary case, Theorem 2 can be improved [14] . This result is provedd in [14] . I implies that the realization of an impulseresponse matrix is equivalent to expressing the elements of F, G, and H Clearly, controllability is a system property which is completely independent of the way in which the outputs of the system are formed. It is a property of the couple F(t), G (t) }.
The "dul" of controllability is observbility, which depends only on the outputs but not on the inputs. 
Hl(t)xl(t).
(Again, x is an nl-vector and x is an (n nl)-vector.)
In definitions of controllability may be found in [4] . As to observability, we note that the duality relations
t--to to--,
transform the system (5.2) into (5.1). Itence all theorems on controllability can be "dualized" to yield analogous results on observability.
It can be shown that in applying definitions 4-5 to constant systems it is immaterial whether we require algebraic or strict equivalence [14] . IIence--as one would of course expect--for constaut systems the notions of complete controllability and complete observability do not depend on the choice of to. EXAMPLE 1. A simple, well-known, and interesting case of a physical system which is neither completely controllable nor completely observable is the so-called constant-resistance network shown in Fig. 3 .
Let Xl be the magnetic flux in the inductor and x2 the electric charge on the capacitor in Fig. 3 , while ul(t) is a voltage source (zero short-circuit resistance) and yl(t) is the current into the network. The inductor and capacitor in the network may be time-varying, but we assume--this is the constant-resistance condition--that L (t) and C(t) are related by:
The differential equations of the network are (iii) Relative to such a choice of co6rdinates, the system matrices have the canonical form The numerical values of these two canonical forms are different, yet Theorem 5 is verified in both cases. In the second case the connections from Part (D) to Parts (A) and (C) are missing. This is not a contradiction since Theorem 5 does not require that all the indicated casual connections in Fig. 4 Proof. The first statement can be read off by inspection from Fig. 4 .
The second statement is proved in [14] . We can double-check these facts by means of Lemmas 3-4. For (6.9) the matrix (6.5) is (6.13) where the he are the diagonal elements (= eigenvalues) of F in (6.9) . But It is very easy to check by means of (6.5) and (6.6) However, if we attempt to check the controllability of (8.5, 6) by means of (6.5) we get a matrix whose elements are complicated products of the coefficients of N(s) and D(s). To prove that the determinant of this matrix does not vanish, we have only one fact at our disposal" the assumption that N(s) and D(s) have no common roots. Guided by this observation, we find that the following is true" LEMMA 7. Suppose F has the form (8.5) and G has the form (8.6) . Then These considerations may be summarized as the following result, which is a highly useful fact in control theory" THEOREM 10. Consider a linear constant dynamical system with m p 1, which is completely controllable and completely observable. Then one may always choose a basis in the state space so that F, G, H have the form (8.2-4) or (with respect to a different basis) (8.5-7).
Proof. Let (8.1) be the transfer-function matrix of the given dynamical system. By Theorem 8, the given system is an irreducible realization of (8.1). So are the systems specified by (8.2-4) and (8.5-7) . By Theorem (7-ii), all three systems are algebraically equivalent and by constancy (Theorem 3) they are even strictly equivalent.
Extensions of this theorem may be found in [14] . For an interesting application to the construction of Lyapunov functions, see [25] .
The procedure described here may be generalized to the non-constant Laning and Battin [21, p. 191-2] show how one converts (8.9) into a system of first-order differential equations (2.1) with variable coefficients. We shall leave to the reader the proof of the irreducibility of the realization so obtained. We can realize Z(s), without factoring the denominators of its transfer functions, by the following generalization of the procedure given by Fig. 5 and (8.2-4) .
First, we find the smallest common denominator of the elements of Z(s Proof. This is one of the main results in [5] . With Next, we find the least common denominator of the rows of Z(s). See In fact, they are zero to at least the number of digits indicated in Fig. 8 .
To was found to be correct to at least four significant digits. 9 . Other applications to system theory. The literature of system theory contains many instances of errors, incomplete or misleading solutions of problems, etc., which can be traced to a lack of understanding of the issues discussed in this paper. This section presents some cases of this known to the writer; other examples may be found in the pper of Gilbert [5] . [27] .) It is easy to show that this condition is equivalent to complete controllability, whenever the eigenvalues of F are distinct.. Unfortunately, the condition det [H(X)] 0 was not emphasized explicitly by Lur'e [28] in the original publications.
We may thus conclude that when F has distinct eigenvalues and there is a control but merely "decouple" some of the undesirable dynamics. But then the closed-loop transfer function is no longer a faithful representation of the (closed-loop) dynamics. Stability difficulties may arise. Similar criticisms may be leveled against the large, but superficial, literature on "noninteracting" control system design. (s -t-1)(s 2)(s -t-3) (s + )(s + 3)" Thus, by cancellation, the transfer function is reduced from the third to the second order. The system has an unstable "natural mode" (corresponding to sa 2) about which the transfer functions gives no information.
-Using (6.5) we see that the system (9.5) is completely controllable. By Theorem 5, the system cannot be completely observable: n 2 from (9.6) and Case 1, section 8. The canonical structure consists of Parts (A) We can easily calculate the change of coSrdinates 4----Tx by the method of partial fractions discussed in [8] . Loss oj" controllability and observability due to sampling. Consider a singleinput/single-output constant linear system. Suppose the output is observed only at the instants kT (It integer, T > 0), and that the input is constant over the intervals kT =< (It q-1 )T. This situation is commonly called "sampling"; it arises when a digital computer is used in control or data processing. T is the sampling period. We can regard such a setup as a discrete-time dynamical system. We define here 0 (Axiom (D1)) as the set of integers and replace (2.1) by a difference equation. All theorems carry over to this situation with small modifications.
The analysis of discrete-time systems by conventional techniques requires the computation of the so-called z-transform of Z(s) [22] . . . KALMN A practical difficulty arises from the fact that near the "resonance" point given by (9.7) it is hard to identify the dynamical equations accurately from the z-transform. Small numerical errors in the computation. of the z-transform may have a large effect on the parameters of the dynamical equations.
