This article reports on an experiment that tests whether a particular representation of robotic control processes is adequate for capturing significant variations in robot behavior. These variations can then be explored by a selectionist mechanism that generates and tests variations. An ecosystem modeled after a physical robotic ecosystem is introduced. The ecosystem contains a robot that occasionally has to recharge, as well as competitors that take away energy from the total system. The robot has to discover that its viability requires combating the competitors.
Introduction
Behavioral development implies the incremental acquisition of new behavioral competences by an agent while it remains viable in an unknown dynamically changing environment. Several approaches to behavioral development have been discussed in the literature, including supervised neural networks that generalize or form associations based on a series of examples (Torras, 1995) , reinforcement learning algorithms (Kaelbling, Littman, & Moore, 1995) that do the same based on a reinforcement signal, and genetic algorithms that perform a parallel selectionist search through a series of alternative behavioral networks (Husbands, Harvey, & Cliff, 1995) . Selectionist experiments have also been reported by Edelman (1987) for categorization colpetence and by Holland (1975) for rule-based decision making as implemented by classifier systems.
This article contributes to the selectionist paradigm. It focuses on the acquisition of competence for behavior regulation (i.e., the control of which behavior will be performed) rather than the acquisition of new behavior (as in Steels, 1994c) . We seek a mechanism whereby such competence can be acquired on-line and while the robot stays viable. This requires that a representation be found such that a variation in this representation captures a significant difference in behavior. Second, a search mechanism must be found that performs the exploration of alternatives without Figure 1 Robotic ecosystem that is assumed for the experiments. The robots have a battery, a battery sensor, and photosensors. They can control their own forward movement and slide into the charging station, on which a lamp is mounted.
endangering the viability of the agent. This article focuses on the first aspect. It proposes representations capturing dynamic couplings between quantities, and tests whether these representations adequately capture significant variations needed to handle a concrete challenging example ecosystem. Another report (Steels, 1996) focuses on a possible search mechanism and shows, for the same example, that an exploration while the robot remains viable is possible.
The Ecosystem
The experiments discussed in this article involve an abstract ecosystem, modeled after a physical ecosystem built in the laboratory ( Fig. 1) (Steels, 1994b) . The ecosystem contains a robot (Fig. 2) and a charging station. The robot has a battery that is depleted as it operates and moves around in the environment. The robot can recharge itself by sliding into the charging station. The ecosystem also features competitors. The competitors take away energy from the global energy flowing into the system and thus from the charging station. In the physical ecosystem, the competitors take the form of lamps mounted in boxes (Fig. 3) . When Brooks, 1995) , which means that behavior systems, as opposed to actions, are the primary building blocks. Different behavior systems operate in parallel, and the observed behavior is the sum of all their ilnuences. The intensity with which a behavior system at1ècts global behavior is controlled by a 1110ClvatlOllal parameter that is itself regulated using a dynamical system (Steels, I () By default, r = 1.0. ' ' 3.2 The search process
The following mechanism is proposed for regulating the search in the space of possible variations (Steels, 1996) This way the robot decreases its forward speed as the energy lcvel decreases. Other combinations have no effect or only a slight effect (Fig. 6) (Fig. 7) . (Fig. 8) Figure 9 . As energy decreases, the robot's forward speed increases. This will bring it into the charging station, where it stops (based on [b12j) at time step 45. However, as the competitors keep growing, they eventually cause the energy level of the robot to decrease, even though it is located in the charging ... station. This happens at approximately time step 60, causing the forward speed to go up and the robot to leave the charging station. We see that on its way back to the charging station, the robot hits a competitor (around time step 80), which causes an increase in the global energy g. Then the same scenario repeats itself. In the second round, the robot is luckier and hits several competitors, causing a substantial increase in global energy.
The story continues in Figure 10 . A cyclic behavior persists, whereby the robot alternates between recharging and seeking the charging station. On its way to the charging station, the robot occasionally hits one or more competitors. This will cause the robot to slow down, but it has no other effect.
The robot does not appear to be harmed by the competitors. However, this scenario relies on the fact that the robot hits a competitor sufficiently often by mere luck. The robot would die quickly if the pressures in this ecosystem would increase, for example, by decreasing the probability factor (r, 1 ), which influences the chance. of hitting a competitor, or by increasing the growth rate of the competitors (rH), or by increasing the rate with which competitors consume energy (r,)). Therefore, let Figure 9 The robot shows a cyclic behavior of going to the charging station and then recharging. Figure 1 1. The results are catastrophic: The robot does not survive. This means that the ecosystem is too tough to allow an exploration of this variation or that the overall regulatory mechanism should stop the effect of this coupling before it becomes dangerous.
The alignment motivation change occurs at the right time (namely, when going back to the charging station). However, it comes too late and increases when it should decrease. At the critical moment, it distracts the robot away from the charging station and takes away badly needed energy. This coupling clearly is not beneficial for the agent. , j 4.4 The second variation: h,,2 -S -D -s,. ' The second variation is ba2 -S -D -s,. ~b14~. This coupling prescribes that alignment follows the evolution of the energy level when this is perceived to decrease. The effect can be seen in Figure 12 . The alignment motivation escalates as soon as the energy decreases. The actual observed alignment is much lower, as it depends also on the available energy. It is obvious that this coupling has a positive influence. There is a continued regular cycle in which the robot recharges, seeks and hits the competitors, and then seeks the charging station. The alignment behavior decreases appropriately so that the robot goes back to the charging station in time.
Stabilization in the global energy is seen in the next figure (Fig. 13) , which shows the evolution of g for the same period as in Figure 12 . The robot does roughly as much work as it needs to do to maintain the supplies that it will take out later. Note that the robot has no sensor to measure the global energy and could therefore not receive a reinforcement signal based on this information. Figure 14 shows what happens when the challenges in the ecosystem are increased. The probability of finding, by chance, a competitor has been lowered by half (rll I has been changed from 0.2 to ().1 ). This would be lethal if the coupling were not present, but now it has no effect whatsoever. The agent has been able to wrestle itself away from chance and exploit the available resources in the ecosystem. The next variation is h'J2 -R -I -s,. [[,15] . The alignment motivation now reversely follows an increase in the energy level. The results are seen in Figure 15 . Predictably, the coupling has no impact on behavior. The reason is that the increased alignment motivation happens at a time when it is not needed-namely, when the robot is in the charging station.
Although Figure 15 appears to show that the robot is viable, the lack of counterforce to the competitors eventually causes them to increase so much that the robot does not survive, as is seen in Figure 16 . [bl6]) is attempted (see Figure 17) . Alignment toward the competitors now follows an increase in the energy level. Again there is no impact on behavior because alignment happens at the time it is not needed. Hence, the conclusion is clearly that only the second variation, [b14], has to be retained.
The overall result when all the selected benes are active is given in Figure 18 . Figure 14 The probability of hitting the competitors by chance has been lowered but, owing to the introduction of (~14~ after 100 time steps, no effect on performance is seen.
There are still many unresolved issues. Other types of couplings must be added to the repertoire of possible couplings, and there will be processes that link more than two quantities. The experiments presented here need to be carried out in the physical ecosystem. The overall selectionist procedure that regulates when variations are introduced or the time frames in which these criteria are applied is discussed in another publication (Steels, 1996) 
