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Wind Impact on Single Vortices and Counterrotating  
Vortex Pairs in Ground Proximity  
Frank Holzäpfel1, Nikola Tchipev2, Anton Stephan3  
Abstract  Wall-resolved large eddy simulations are employed to investigate the behaviour of wake vortices and 
single vortices in ground proximity at a variety of wind conditions. The six considered strengths of wind, ranging 
between 0.5 and 4 times the initial wake vortex descent speed, w0, include practically and theoretically significant 
wind speeds. A crosswind of 0.5 w0 may lead to windward stall posing a potential hazard to subsequently landing 
aircraft, whereas theoretical considerations predict that at 4 w0 the rebound of the luff vortex is completely 
suppressed. The same range of wind speeds is also used to investigate the effects of headwind and diagonal wind in 
order to discriminate between effects of environmental turbulence increasing with wind speed and the direction of 
the wind shear. The study has been complemented by a number of single vortex computations in order to 
differentiate between effects related to the mutual interaction of the vortex pair and the individual vortices with the 
turbulent boundary layer flow. It is shown that vortex ascent, descent, rebound and decay characteristics are 
controlled by (i) the interaction of the vortices with secondary vorticity detaching from the ground, (ii) the 
redistribution of vorticity of the boundary layer which is altering the path of the primary vortices by mutual velocity 
induction, and (iii) the interaction of the vortices with the environmental turbulence. 
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1 Introduction 
 
Aircraft trailing vortices, generated as an unavoidable consequence of lift, pose a potential risk to following aircraft. 
The current separation standards between consecutive aircraft are still being heavily influenced by the early studies 
carried out in the 1970s, with additional refinements introduced in the 1980s and 1990s [1]. These aircraft 
separations limit the capacity of congested airports in a rapidly growing aeronautical environment. The most likely 
economic scenario for the future European airport demand [2] indicates that there will be around 1.9 million 
unaccommodated flights in 2035, constituting approximately 12% of the expected demand.  
The highest risk to encounter wake vortices prevails in ground proximity, where the vortices cannot descend 
below the glide path but tend to rebound due to the interaction with the ground surface. Weak crosswinds may 
compensate the self-induced lateral propagation of the upwind vortex, such that it may hover over the runway 
directly in the flight path of the following aircraft [3, 4]. As a consequence, the incident reporting scheme 
established by NATS (National Air Traffic Service) reports most encounters at flight altitudes below 300 ft [5, 6] 
with a particular clustering even below 100 ft [7]. 
A few years ago ICAO (International Civil Aviation Organisation) has initiated a process for the harmonization 
of wake turbulence separations termed RECAT (Re-Categorization). RECAT phase 1 refers to the classification into 
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six categories considering besides the weight the approach speed, wing characteristics and in parts also the rolling 
moment exerted on following aircraft. RECAT 1 has been implemented at the US airports Memphis, Louisville, 
Cincinnati, Atlanta, Houston, New York Metroplex, and Charlotte followed by others [8]. The European wake re-
categorization, RECAT-EU, which shall increase runway capacity by 3% to 8% and better protect small aircraft, 
shall be introduced in December 2015 at Charles de Gaules airport [9]. The developments of RECAT I, RECAT II 
(static pair-wise separations), Time-Based Separations (TBS) as well as the wake vortex investigations and safety 
cases for the A380 and the B747-8 all focus on wake vortex evolution in ground proximity as the most relevant 
phase of flight with respect to wake vortex risks.  
The long-term goal of the initiative RECAT III plans for dynamic pair-wise separations that consider 
dynamically the aircraft type pairing and the prevailing environmental conditions. For an optimum exploitation of 
the dynamic pair-wise separations concept, full understanding of wake vortex behaviour during final approach and 
touchdown is mandatory. An analysis of DLR’s (Deutsches Zentrum für Luft- und Raumfahrt) wake vortex advisory 
system WSVBS (Wirbelschleppen-Vorhersage und Beobachtungs-System) demonstrates that in 57% – 70% of 
landings wake vortex behaviour in ground proximity impedes reduced separations [10]. So there is substantial 
impetus for thorough investigations of wake vortex behaviour in ground proximity from a flight safety perspective 
and the optimization of wake vortex separations. 
But these types of flows are also of fundamental interest to fluid dynamicists as they constitute relatively simple 
configurations of coherent vortex structures being embedded in incoherent, i.e., turbulent environments. The study 
of such flows yields improved understanding of elementary vortex dynamics that is also relevant in more complex 
transitional and turbulent flows. However, already simple vortices introduced in proximity to a wall feature 
intriguing three-dimensional developments. They induce a vorticity layer at the surface which first causes the 
vortices to move along the surface driven by mutual velocity induction. Single vortices are transported parallel along 
the surface in the direction of the flow they induce above the surface. Counterrotating vortex pairs diverge during 
their approach to the ground following the hyperbolic trajectory of classical inviscid theory. Because of an adverse 
pressure gradient, the vorticity layer may separate from the surface leading to the formation of secondary vortices 
[11, 12]. The detached secondary vortices may orbit around the primary vortices and the newly formed unequal 
vortex pairs rebound in a spiraling motion.  
The presence of an ambient crosswind induces another boundary layer corresponding to a vorticity layer at the 
ground. The sudden eruption of vortex-induced wall vorticity is faster and more intense for vortices with opposite 
signed vorticity relative to the crosswind shear-generated vorticity and in turn attenuated for vortices with equally 
signed vorticity. The reason for this asymmetry is that crosswind shear supports the formation of secondary vorticity 
at the wall for the former vortex and weakens it for the latter one. On top of this, the primary vortices may 
redistribute the crosswind vorticity which in turn alters the trajectories of the vortices [13]. This effect is mostly 
relevant for cases with strong crosswinds and for vortices that do not generate detaching secondary vortices. 
During approach and landing the situation is even more complicated because of the inclination of the wake 
vortices and the end effects occurring once the aircraft touches the runway. These end effects trigger instabilities 
that quickly propagate against flight direction and weaken the vortices [14]. Moreover, the vortices undergo 
complex deformations and may link with the ground. All these phenomena are not within the scope of this more 
fundamental investigation.  
The first investigations on ground effect have been performed by Prandtl [15] and Wieselsberger [16] employing 
a modification of Prandtl’s lifting line theory. The first flight experiments [17] and laboratory observations [18, 19] 
date about 50 years later. These early works were followed by numerical simulations [12, 14, 20-31], laboratory 
experiments [22, 32], and field experiments [3, 4, 33-36]. A survey on vortex interactions with walls is given in [11]. 
Two dimensional simulations [13, 21-25] already point out asymmetric wake vortex behaviour caused by crosswind 
shear. Three-dimensional simulations illustrate that secondary vortices are susceptible to spatial crosswind variations 
[26] or short-wavelength instabilities [27] which both deform the secondary vortices and subsequently lead to 
reconnection of primary and secondary vortices. Linking of vortices with the ground is reported at moderate to high 
ambient turbulence levels [14, 28]. Wall-resolved large eddy simulations (LES) considering effects of headwind and 
crosswind are reported in [31]. Further, it is described that vortices decay more rapidly near the ground and that the 
decay rate only weakly depends on ambient turbulence [3, 28, 34, 35]. [12] demonstrates that so-called streaks, 
developing in the atmospheric boundary layer close to the ground, trigger the transformation of the longitudinal 
secondary vortices into Ω–shaped vortices that actively approach and wrap around the primary wake vortices and 
thus accelerate wake vortex decay. Hybrid simulations of wake-vortex evolution during approach and landing reveal 
the relevance of end-effects triggered during touchdown for wake vortex decay in ground proximity [14]. 
The current study employs wall-resolved LES in order to investigate wake vortex behaviour in ground proximity 
at a variety of wind conditions. Wall-resolved LES employ DNS (direct numerical simulation) like grid refinement 
 
 
 
2 
at the ground and thus enable the resolution of near-wall streaks that have proven to play a substantial role for vortex 
decay in ground proximity [12]. The downside of wall-resolved LES is that the viscosity has to be adjusted 
artificially high leading to relatively low Reynolds numbers. Section 2 introduces the applied LES method and the 
selected initial conditions. Section 3 discusses headwind effects on single vortices and vortex pairs where mainly the 
headwind turbulence modifies vortex behaviour compared to the relatively simple vortex dynamics in a quiescent 
environment. The introduction of crosswind shear vorticity in section 4 adds complexity as it modifies the strength 
of the generated secondary vortices and directly alters the vortex trajectories by redistribution processes. Finally, 
section 5 investigates how the effects of headwind and crosswind add up in a diagonal wind situation and how this 
can be modelled by simple means. A precursor version of this article has been presented at the 7th AIAA 
Atmospheric and Space Environments Conference [37]. More details of this study can be found in [38]. 
 
2 Numerical Method and Initial Conditions 
2.1   Numerical Method 
 
For this study large eddy simulation (LES) is employed because it describes the interaction of rotation and 
turbulence at least on the resolved scales correctly. Unsteady Reynolds-Averaged-Navier-Stokes simulations 
(URANS) usually are too dissipative to preserve tight vortex cores for longer times. LES is performed using the 
incompressible code MGLET [39] which solves the Navier-Stokes equations  
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where ui and p’ represent the velocity components in three spatial directions (i = 1, 2 or 3) and pressure, respectively. 
The prime for pressure indicates that it is defined by the deviation from the reference state, hence p = p0+p’. 
Kinematic viscosity in the momentum equations is defined by the sum of molecular viscosity and eddy viscosity 
obtained from a subgrid-scale model. 𝑆𝑆𝑖𝑖𝑖𝑖 =  �𝜕𝜕𝑢𝑢𝑖𝑖 𝜕𝜕𝑥𝑥𝑖𝑖 +⁄ 𝜕𝜕𝑢𝑢𝑖𝑖 𝜕𝜕𝑥𝑥𝑖𝑖⁄ �/2 denotes the strain rate tensor.  
The above equations are solved by a finite-volume approach with a fourth-order finite-volume compact scheme 
[40]. A split-interface algorithm is used for the parallelization of a tri-diagonal system for the compact scheme, 
which realizes good overhead time and scalability in parallel environments. In addition, a divergence free 
interpolation is employed for obtaining advection velocity, which ensures conservation of velocity and passive tracer 
fields. The pressure field is obtained by the velocity-pressure iteration method [41]. For time integration the third-
order Runge-Kutta method is used [42]. The Lagrangian dynamic model [43] is employed as turbulence closure 
which prevents excessive eddy viscosity in the vortex cores. The closure accumulates the required averages of 
subgrid model coefficients along flow pathlines. This enables the Lagrangian dynamic model to distinguish the 
centrifugally stable vortex core regions as well as boundary layer flows from the external turbulent flow. All 
computations are performed in parallel by a domain decomposition approach. 
 
2.2 Computational Domain and Boundary Conditions 
 
The computational domain displayed in Fig. 1 consists of a box with the dimensions (Lx, Ly, Lz) = (8b0, 8b0, 3b0) = 
(384 m, 384 m, 144 m), where b0 = 48 m corresponds to the initial vortex separation. For strong crosswinds of 2 
initial vortex descent speeds w0 = 1.5 m/s and more the lee vortex may catch up the luff vortex when advected across 
the periodic boundary. Therefore in these cases the lateral dimensions of the domain were doubled. The boundary 
conditions represent the typical “half-channel flow” scenario with a no-slip condition at the ground, free-slip 
condition at the top and periodic conditions along all horizontal boundaries. 
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Fig. 1  Computational domain and initial vortex position with headwind streaks at the ground 
 
The employed grid spacing is constant across all investigated scenarios. In the longitudinal and lateral directions 
it is set to 1/64 b0 (0.75 m). In the vertical direction it is equal to 1/64 b0 above an altitude of b0, and refined towards 
the ground in a geometric fashion down to 1/320 b0 (0.15 m). This is needed to satisfy the typical requirement 
𝑧𝑧1
+ ≈ 1 of wall-resolved LES. Measurements with five anemometers mounted at different altitudes above ground 
indicate that the wake vortex boundary layer is much thinner than that of the ambient wind [35].  
2.3 Turbulent Boundary Layer 
 
Before the vortices are inserted the environmental wind is simulated as a turbulent half channel flow driven by an 
imposed pressure gradient. The presimulation is started from a slightly perturbed logarithmic wind profile and 
continued until the near-wall streaks (see Fig. 1) have appeared and turbulent eddies are present in the entire flow. 
These near-wall streaks have proven to play a substantial role for vortex decay in ground proximity [12] because 
they trigger the formation of Ω-shaped secondary vortices that wrap around the primary vortices and weaken them 
by turbulent interaction. Good agreement of simulations with the logarithmic layer and the viscous sublayer is 
achieved. The wind profiles resulting from the initialised low Reynolds number half channel flow (see section 2.4) 
compare with real-life log wind profiles with a roughness length of about 0.01 m, constituting a typical value of an 
airport. 
The investigated wind speeds of headwind and crosswind amount to 0.5, 1, √2, 2, 3, and 4 times the initial 
vortex descent speed w0 at a height of one vortex separation b0 above ground. At the standard height of operational 
wind measurements of 10 m the wind speed amounts to about 80% of the wind speed prevailing at the height of b0. 
Diagonal wind is considered at the speeds of 1, √2, and 2 times w0. In the legends of the plots C denotes crosswind, 
H headwind, D diagonal wind, and N no wind, where e.g. C05 denotes a crosswind with a wind speed of 0.5 w0. 
Case N without wind lacks any turbulence and as such represents an academic reference case that would not occur in 
reality because there always  turbulence of the aircraft flow and the engine jets will be entrained into the vortices 
and at least a minimum of environmental turbulence will prevail. However, case N provides added value by giving 
insights into the asymptotical behaviour of the vortices not impacted by turbulent disturbances and thus reveals the 
role of turbulence for wake vortex behaviour in ground proximity in a way only accessible by numerical 
simulations. Further, case N provides a reference connecting previous 2D or laminar simulations [11, 13, 19-24, 29, 
30] and current 3D turbulent investigations. Within the considered wind speed range the friction velocity uτ varies 
between 0.04 m/s to 0.29 m/s and the turbulence kinetic energy between 0.002 m²/s² to 0.035 m²/s².  
 
2.4  Vortex Initialization 
 
The vortices are initialized by superimposing Lamb-Oseen vortices with a circulation of about Γ0 = 460 m2/s and 
a vortex core radius of rc = 3.0 m to the turbulent boundary layer flow. Wake vortices are modeled by superposition 
of a pair of counterrotating Lamb-Oseen vortices with a vortex separation b0 = 48 m. All vortices are initialized at a 
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height of one vortex separation above ground (see Fig. 1). With the selected wake vortex parameters  a 
corresponding aircraft would fall into the ICAO weight category heavy. 
Several tangential velocity profiles have been suggested to initialize wake vortices and there is no general 
consensus on the “right” vortex model [44]. Numerical simulations of wake vortex roll-up [45] demonstrate that the 
evolving tangential velocity profiles are fitted well by a sequence of different analytical vortex models depending on 
the vortex age (Jacquin’s multiple-scale vortex model, Lamb-Oseen vortex, Hallock-Burnham vortex) with an 
excellent agreement of Lamb-Oseen vortices at a normalized vortex age of t* = 0.4 (normalization see below). This 
suggests that during vortex formation the tangential velocity profiles may undergo an evolution across different 
vortex models. The selected vortex core size of rc/b0 = 0.0625 satisfies the equilibrium of the energy consumed by 
the induced drag of a slightly outboard loaded wing with a spanwise load factor of s = 0.84 and the cross-flow 
kinetic energy of the vortices [46]. On the other hand, vortex core size measurements suggest that the cores may be 
as compact as one percent of the wingspan of the aircraft [47].  
The Reynolds number is limited by the resolution requirements of the wall-resolved LES and set to ReΓ = Γ0/ν = 
20.000 with a kinematic viscosity of ν = 0.023 m2/s. If the grid resolution does not match the Reynolds number, a 
major component of vortex evolution in ground proximity, namely the evolution of the secondary vorticity, is not 
sufficiently resolved and gets lost by numerical dissipation after the detachment of the secondary vortex from the 
ground.  
For generality wake vortex predictions are formulated in normalized form denoted by an *, where the 
characteristic scales are based on initial vortex separation, b0, and circulation, Γ0, leading to the timescale t0 =2πb02/ 
Γ0 = 31 s. The velocity scale is based on the initial descent speed of the vortex pair w0 = Γ0/2πb0 = 1.5 m/s. 
Circulation is averaged over circles with radii from 5 to 15 m. Benefits and drawbacks of radii-averaged circulation 
definitions are discussed in [48].  
Describing the vortex-wind-interaction as a superposition of vortex flow and half-channel flow, one has to 
specify the wind strength given a vortex Reynolds number. This is done by choosing (b0, δ, Γ0, ν) and hence w0 = 
Γ0/2π b0. The Reynolds number of the wind is then given by Reτ = uτδ/ν (δ equals the half channel width), which in 
turn is determined by the logarithmic wind profile by defining the wind speed u = w0 at z = b0  
𝑢𝑢
𝑢𝑢𝜏𝜏
= 10.4 log �𝑧𝑧𝑢𝑢𝜏𝜏𝜐𝜐 � + 5.5 
From this formula we see that the choice of b0, δ, and Γ0 (via w0) together with ν determines the wind profile. 
Also the relative position of the vortices in the wind profile is determined. Hence the entire system is characterized 
by the tuple (b0, δ, Γ0, ν) or (Reτ, ReΓ). To link this to a real situation it is convenient to use b0 and Γ0 (δ/b0 simply 
sets an appropriate distance between the vortices and the upper domain boundary). For us this gives a better basis for 
interpretation of the flow than starting with abstract numbers like (Reτ, ReΓ). For the sake of clearness we present the 
simulated initial values we are using for our setup. 
For prescribing the initial vortex velocity field, six image vortex pairs in the spanwise direction and two mirror 
vortices in the direction perpendicular to the ground are taken into account. Vortex core locations are tracked by 
evaluation of the product of axial vorticity and pressure ωxp3, where prior to the search the pressure was shifted to be 
entirely negative. Methods to exclude flawed tracking of secondary vortices and the shear layer at the ground are 
detailed in [38]. 
3 Headwind Effects on Single Vortices and Vortex Pairs 
This section considers the interaction of single vortices and counterrotating vortex pairs with the ground in 
headwind situations. While headwind does not contribute directly to the lateral transport of the vortices it adds the 
environmental turbulence that has a distinct effect on both vortex transport and decay. In real environments there is 
always at least some residual turbulence, which may have been generated by very different mechanisms, e.g. 
convectively driven turbulence or mechanical turbulence induced by enhanced surface roughness introduced by 
buildings and other obstacles. In crosswind situations the interaction of individual vortices with the crosswind 
vorticity at the ground makes the vortex evolution asymmetrical and is further complicated by the redistribution of 
the boundary layer vorticity by the coherent vortices. These effects are discussed in detail in the subsequent section.  
Vortices in proximity to a solid surface induce a boundary layer (vorticity layer) at the surface which causes the 
vortices to move along the surface driven by mutual velocity induction. Single vortices are transported in the 
direction of the flow they induce above the surface. Consequentially, counterrotating vortex pairs diverge during 
their approach to the ground following the hyperbolic trajectory of classical inviscid theory. These effects are 
modeled by introducing image vortices below the surface with opposite rotational directions. Because of an adverse 
pressure gradient the vorticity layer may separate from the surface leading to the formation of secondary vortices. 
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The detached secondary vortices may orbit around the primary vortices and the newly formed unequal vortex pairs 
rebound. 
 
Fig. 2  Vorticity distribution averaged in flight direction for headwind 0.5 w0 at t*=2.2 above and for headwind 2 w0 
at t*=3.8 below complemented by vortex trajectories 
 
Fig. 2 shows snapshots of the behaviour of vortex pairs at headwind strengths of 0.5 w0 (above) and of 2 w0 
(below) at two different instants of time in terms of axial vorticity that has been averaged along the vortex axes. The 
figures are complemented by the vortex trajectories denoted by black lines where the symbols are separated by one 
vortex time scale t0. Because the lower headwind in Fig. 2 above generates less environmental turbulence, not only 
the secondary vortices are still clearly visible outboard but also another set of distinct secondary vortices is about to 
detach from the ground, the so-called tertiary vortices. While the tertiary vortices orbit around the primary vortices, 
they induce a second arc of rebound leading to a maximum height of 1.4 b0. 
Due to instabilities triggered by the environmental turbulence, the secondary vortices are progressively deformed 
and wrapped around the primary vortices losing their coherence as depicted in Fig. 2 below. A detailed discussion of 
these instabilities is beyond the scope of this paper and can be found in [12]. The enhanced turbulence triggered by a 
headwind of 2 w0 disperses the coherence of the secondary and tertiary vortices quickly such that the detachment of 
secondary vorticity from the ground becomes a more continuous process and the two distinct rebound arcs merge to 
a continuous diverging rebound motion. A sharp increase of turbulence at the edges of the vortices featuring a 
patchy structure was also noted within anemometer measurements at John F. Kennedy International Airport [35]. 
Fig. 3 left depicts the trajectories of the starboard vortex in quiescent air and at 6 different headwind strengths 
where the symbols are separated by one vortex time scale t0. In a quiescent non-turbulent environment the secondary 
vortices accomplish a substantial fraction of a full orbit around the primary vortices before they lose coherence by 
stretching and subsequent merger with the primary vortices. As a result the primary vortex executes a full orbit as 
well. The trajectories of the cases N and H05 match almost exactly until about t* = 2.3, when the rapid circulation 
decay sets in for the weak headwind case (Fig. 3, right). During the rapid decay phase the coherence of the 
secondary vortices is getting lost; the secondary vortices wrap around and merge with the primary vortices [12]. As 
a consequence, the H05 vortices do not descend again. They conduct a second semi-loop driven by the orbiting 
tertiary vortices. Due to the enhanced altitude of the primary vortices, the orbit of the tertiary pair is much larger 
and, hence, slower. Ultimately, this second semi-loop takes the primary vortices visibly higher than in the case 
without wind, N. 
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Fig. 3  Wake vortex trajectories and circulation decay for different headwind strengths 
 
With increasing headwind strength the spiraling vortex trajectory becomes less pronounced developing towards a 
continuous oblique rebound, finally leading to wider divergence but less rebound height. This tendency is explained 
by the fact that in a quiescent environment the secondary vorticity detaches from the ground as a distinct secondary 
vortex whereas with increasing headwind/turbulence the detachment progressively develops towards a continuous 
process, as it is shown in Fig. 2 below and observed in field measurement data [3, 35].  
Fig. 3 right indicates that already the weak turbulence generated by a headwind of only 0.5 w0 accelerates vortex 
decay substantially compared to a quiescent non-turbulent environment. Note that the slow decay characteristics of 
case N in Figs. 3, 4, and 6 cannot be observed in reality and must be considered with care. Even in a quiescent 
environment the turbulence of the aircraft flow and the engine jets is entrained into the vortices and accelerates 
vortex decay. With increasing headwind strength the rapid vortex decay, triggered by the annihilation of the wake 
vortex circulation by secondary vorticity detaching from the ground, sets in earlier. A second rapid decay phase 
caused by the merger of the tertiary vortices is not observed due to the larger separation between primary and 
tertiary vortices.  Note that for the late decay rates after t* = 3, the wind speed has only little impact, possibly 
because the limited size of the computational domain does not support the generation of large atmospheric eddies 
that may provide a lasting contribution to vortex decay. Further note, that the current simulations do not consider the 
onset of end-effects originating from touchdown. During final approach end effects may cause higher decay rates as 
they are observed here in this simplified computational setup [14]. The current LES agree well with the 
corresponding simulations of cases N and H1 in [31]. 
 
 
Fig. 4  Trajectories and circulation decay for single vortices and vortex pairs for different headwind strengths 
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Fig. 5  Vorticity isosurfaces ωx* = -31 for single vortex in strong headwind at t* = 4 (case H4s) 
 
Fig. 4 compares vortex trajectories and decay characteristics for single vortices and vortex pairs. Single vortices 
are included in the study in order to discriminate between effects caused by the mutual interaction between a vortex 
pair and the interaction of a single vortex with its environment. Therefore also the characteristic length scale b0 
taken from the vortex pair is retained for the single vortex. Due to the lack of their vortex mates, single vortices do 
not experience an initial downward motion but a pure lateral motion mutually induced by the single vortex and the 
vorticity layer generated at the ground. The respective transport speed is small because of the relatively large 
distance between the two vorticity agglomerations and almost independent from headwind speed and turbulence. It 
is noteworthy that even at the significant height of b0 above ground a vorticity layer is generated at the ground that 
also detaches from the ground and starts to orbit around the primary vortex (see Fig. 5). Due to the large distance to 
the ground and thus the secondary vortex, this process is much slower than for vortex pairs approaching the ground 
actively and the rebound arc of the single vortices is much larger.  Without wind the single vortex reaches a height 
of 2 b0 at a vortex age of 8 t0 without any substantial vortex decay. The computations are not continued beyond t* = 
8. Note that during their substantial ascent the Ns and H1s vortices approach the free-slip boundary condition at z* = 
3. This implies that the reverse lateral transport is somewhat overestimated, as they still possess a large amount of 
circulation. With increasing headwind the rebound speed and height decrease due to the loss of coherence of the 
secondary vortices caused by the disturbances of the environmental turbulence and the resulting vortex stretching 
effects exerted by the primary vortex on its planetary vortex [49]. 
In ground proximity rapid circulation decay sets in when the secondary vortex starts to merge with the primary 
vortex. Due to the smaller distance to the secondary vortices of vortex pairs this decay phase is reached much earlier 
by vortex pairs than by single vortices lingering at higher altitude. In contrast to the 1 w0 headwind cases the decay 
in the 4 w0 cases starts immediately and is identical for single vortices and vortex pairs. That is the initial decay is 
solely due to the erosion of the vortices by the environmental turbulence. Only at t* = 1.7 the vortex pair enters into 
the rapid decay phase related to the annihilation of primary and secondary vorticity. Later the decay rates of single 
vortices and vortex pairs again are similar and thus related to the interaction with environmental turbulence and the 
tertiary vortex. This is not surprising because during this decay regime the vortices both reside at similar altitudes 
close to b0 and thus experience similar impacts of tertiary vortices and turbulent wind.   
 
4 Crosswind Effects on Single Vortices and Vortex Pairs 
In contrast to headwind crosswind causes asymmetric rebound characteristics. Firstly, the crosswind shear 
vorticity supports the formation of the secondary vorticity at the lee (downwind) vortex and attenuates it at the luff 
(upwind) vortex. Secondly, the primary vortices redistribute vorticity of the crosswind shear with which they 
mutually induce transport velocities depending on the ratios of the signs and the strengths of the primary and shear 
layer vorticity, respectively. These mechanisms are discussed and illustrated by numerical simulation results in this 
section in detail. The current LES agree well with the corresponding simulations of cases N, C1 and C2 in [31]. 
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Fig. 6  Wake vortex trajectories and circulation decay for different crosswind strengths 
 
Fig. 6 shows that the rebound characteristics strongly depend on the crosswind strength. The luff vortex rebound 
is highest at the weakest crosswind and decreases with increasing crosswind strength. In agreement with 
Doligalsky’s considerations [11] the rebound is completely suppressed at a crosswind of 4 w0. For that case 
Doligalsky’s parameter α (see below) achieves exactly its critical value of 0.75. In contrast, the rebound height of 
the lee vortex increases continuously with increasing crosswind strength reaching a maximum height of 2 b0 in the 3 
w0 crosswind case. An even higher rebound height of the 4 w0 case is impeded by the accelerated decay. 
A potentially most dangerous situation for following aircraft arises from wake vortices hovering above the 
runway because the self-induced lateral propagation velocity of the luff vortex is just compensated by the crosswind. 
According to Fig. 6 the luff vortex with a crosswind of 0.5 w0 roughly compensates the vortex-induced propagation 
speed and remains longest close to the runway centerline. This result is in perfect agreement with lidar 
measurements conducted at Frankfurt airport [3].  
Note that the self-induced lateral speed of an inviscid point vortex at a height of b0/2 would be compensated 
exactly by a crosswind of w0. The lower average lateral vortex speed of 0.5 w0 results from the early descent phase 
and the late rebound phase during which the vortex is higher than b0/2 and thus induces itself a lower lateral speed. 
The behaviour in ground proximity can be modelled employing point vortices by introducing first image vortices to 
mimic the divergence and then secondary vortices for the rebound [3, 25]. 
A wind of 0.5 w0 = 0.77 m/s = 1.5 knots corresponds to the Beaufort number of 1 “light air” where smoke drift 
indicates wind direction and leaves and wind vanes are stationary. In practice this potentially most dangerous 
situation for following aircraft may most likely be associated with still air conditions. 
Rapid vortex decay of the luff vortex sets in independently from the crosswind strength at about t* = 2 (Fig. 6 left 
below). For crosswind speeds up to 2 w0 even the further circulation development is similar. In the cases C3 and C4 
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the decay characteristics of the luff vortices deviate significantly from the lower wind speeds because the luff 
vortices linger so close to the ground that they link with it at t* ≈ 6 and 3.6, respectively. Ground linking may 
interfere with the interaction of secondary vorticity released from the ground and the primary vortices. Ground 
linking also makes tracking the vortex and, especially, computing its circulation more difficult as one cannot 
differentiate between circulation of the vortex itself and the same-signed vorticity of the wind shear. Hence, the 
circulation decay in cases C3 and C4 should be considered with some caution. However, the delayed decay brought 
along with ground linking is not operationally relevant because even the luff vortices are quickly advected away 
from the glide path at these crosswind speeds.  
In contrast, the decay characteristics of the lee vortices clearly depend on the crosswind strength all over the 
considered velocity range. With increasing crosswind strength the onset of rapid decay is shifted from about 2 t0 at 
0.5 w0 to earlier times and finally sets in without delay in the 4 w0 case. Also the decay rates after the rapid decay 
phase scale with the crosswind strength leading to quasi complete decay at t* = 5 for the strongest wind conditions. 
For the lee vortex the pronounced correlation of the onset time of rapid decay with the wind speed can be explained 
by the fact that both environmental turbulence and opposite signed wind shear vorticity are increasing with wind 
speed and accelerate vortex decay. For the luff vortex, however, the effect of increased turbulence is compensated 
by the increased same-signed wind shear vorticity strengthening the luff vortex with the result that its onset of rapid 
decay is independent from crosswind strength. Further, the turbulence generated by the interaction of the luff vortex 
with the ground may also further enhance the lee vortex decay. 
 
 
Fig. 7  Axial vorticity and streamlines of vortex pairs. Above: crosswind 0.5 w0 at t* = 1.25, crosswind 4 w0 at t* = 
1.25 (center) and below at t* = 1.8 
 Fig. 7 delineates snapshots of axial vorticity and selected streamlines of vortex pairs that illustrate the 
mechanisms controlling vortex rebound. For the discussion of the rebound mechanisms we refer to the 
considerations introduced by Doligalsky [11] and Luton [13]. Doligalsky considers a single vortex advected in a 
uniform flow above a wall. Its fractional advection rate 
 
             𝛼𝛼 =  𝑉𝑉𝑣𝑣
𝑉𝑉0
 = 1 +  Γ
4𝜋𝜋𝜋𝜋𝑉𝑉0
              
 
relates the velocity at which the vortex moves in the streamwise direction, Vv, to the cross-flow velocity V0. Note 
that the circulation of the luff vortex attains negative circulation values. So for α = 1 the vortex is either very weak 
and/or far away from the surface and it is simply advected with the uniform flow. α = 0 corresponds to a vortex that 
is either sufficiently strong and/or close enough to the wall such that it remains stationary in the uniform flow.  
For the luff vortex at a crosswind of 0.5 w0 and a vortex age of t* = 1.25 in Fig. 7 above, the corresponding α-
value is estimated to -1.2. The negative sign of α indicates that the luff vortex propagates against the crosswind flow 
and exhibits an extended recirculation zone visualized by the black streamline. The significant length of the 
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recirculation zone enables the generation of substantial counterrotating vorticity at the ground surface. 
Correspondingly, the detaching secondary vortex is quite strong and causes a significant rebound height (see Fig. 6).  
At the strongest investigated crosswind of 4 w0 (see Fig. 7 center) α is estimated to 0.65 for the luff vortex at a 
vortex age of t* = 1.8; which is close to the critical value of α = 0.75, where the two stagnation points bounding the 
recirculation zone join to a single stagnation point situated at the surface. For α-values above 0.75 no 
counterrotating vorticity is generated at the ground. The critical value of α = 0.75 is achieved precisely by the initial 
conditions of case C4 luff. In consistency with the diagnosed α value of 0.65, the recirculation zone in Fig. 7 center 
is quite small. Due to the undiminished circulation and the low altitude above the surface, nevertheless, substantial 
secondary vorticity is generated at the ground as seen in Fig. 7 below. However, this positive vorticity does not 
detach from the wall, but is compensated by the approaching negative vorticity of the crosswind shear layer. 
Luton [13] investigates the interaction of vortices with a boundary layer that are too weak to create vorticity at 
the wall. These weaker vortices, however, still redistribute the vorticity of the boundary layer, pulling it away from 
the surface. The redistributed vorticity alters the path of the primary vortex by mutual velocity induction. If the 
vorticity of the primary vortex and the crosswind vorticity have the same sign, which here is the case for the luff 
vortex, the vortex experiences a downward motion. Opposite signed vorticity results in an upward motion. We state 
that this effect always occurs within our investigated crosswind cases and depending on the wind conditions is 
superimposed to the effects of the generated secondary and tertiary vorticity.  
There is evidence of this mechanism in all three parts of Fig. 7. At a crosswind of 0.5 w0 magenta circles mark 
the detaching boundary layer vorticity upwind of the luff vortex and downwind of the lee vortex. At 4 w0 the dark 
blue patchy (turbulent) detached boundary layer vorticity upwind and downwind of the vortex pair is clearly visible 
(rotational direction of vorticity indicated by black arrows). It is the interaction of the detached boundary layer 
vorticity with the primary vortex that enables the suppressed (continued) rebound of the luff (lee) vortex occurring at 
stronger crosswind speeds as displayed in Fig. 6. 
 
 
Fig. 8  Trajectories and circulation decay for single vortices at different crosswind strengths 
 
Fig. 8 delineates vortex transport and decay of single vortices at crosswind strengths of 1 w0 and 4 w0 as well as 
different initial altitudes and initial circulation strengths. The notations luff and lee are used also for single vortices 
in order to denote their rotational directions with respect to the crosswind. Obviously all lee vortices ascend and all 
luff vortices descend at least initially as expected from Luton’s considerations.  
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Fig. 9  Axial vorticity and streamlines of single luff vortices. Above: crosswind w0 at t* = 2.9, below: crosswind 4 w0 
at t* = 0.6 
Doligalsky’s α-values of the luff vortices amount to 0.5 in case C1s and to 0.875 in case C4s. Fig. 9 corroborates 
that in the low crosswind case a recirculation zone exists which is connected with the ground surface and where a 
secondary vortex forms that later detaches and causes a rebound of the primary vortex. Accordingly, Fig. 8 above 
shows that the C1s luff vortex first descends until about t* = 4 driven by the redistribution of Luton’s boundary layer 
vorticity and subsequently rebounds driven by the detached secondary vorticity predicted according to Doligalsky’s 
considerations. The initial descent followed by a subsequent rebound corresponds to Luton’s case III. 
In case C4s, however, with the supercritical value of α = 0.875 the stagnation point of the recirculation zone is 
detached from the surface (Fig. 9 below) and thus the vortex conducts a continued descent driven by the 
redistribution of crosswind shear vorticity (Luton’s case II).  
The comparison of Fig. 6 and Fig. 8 indicates that the rebound of a single counterrotating vortex (see case C4s, 
lee, z0/2) is very similar to the lee vortex behaviour of a vortex pair (see case C4 lee). That is a large portion of the 
wake vortex behaviour in ground proximity is controlled by the interaction of the respective single vortex with its 
environmental flow which itself is characterized by the turbulence and shear that in turn is strongly impacted by the 
ground proximity. By implication its neighboring vortex is of minor importance once the vortex pair has separated 
sufficiently in ground effect. 
All single lee vortices execute a continued ascent corresponding to Luton’s case I. In case C1s lee the 
detachment of secondary vorticity supports the vortex ascent. Despite almost no detached secondary vorticity can be 
discriminated in the C4s lee case, its ascent is much faster, because there is more vorticity in the boundary layer that 
may lift the vortex. For all the 4 w0 lee vortex cases it is hard to discriminate the detachment of secondary vorticity 
from the turbulent boundary layer flow. But it is obvious that the redistributed boundary layer vorticity contributes 
dominantly to the ascent. 
 A comparison between the standard C4s lee vortex and the one initialized with halved circulation (C4s Γ0/2) 
shows that decreasing circulation decreases the ascent, as the induced velocity on the boundary layer is weaker and 
less secondary vorticity is lifted upwards. Lower initial altitude (C4s z0/2), however, increases the ascent, as the 
vortex is deeper within the shear layer which increases the intensity of the redistributed boundary layer vorticity. 
The circulation evolution in Fig. 8 indicates that vortex decay is substantially faster for the lee vortex than the 
luff vortex. Obviously, the counterrotating boundary layer vorticity (lee vortex) is more efficient for vortex erosion 
than corotating vorticity (luff vortex). Further, the decay accelerates with crosswind strength and initial ground 
proximity. Notably, the decay rates correlate with the vertical propagation speeds. That is the intensity of the 
interaction of the primary vortices with the surrounding vorticity does not only cause different ascent or descent 
speeds but also determines the vortex decay rates. The circulation curves of the cases C4s lee with standard and 
halved initial circulation are almost identical as expected from the perspective of similarity theory for properly 
normalized quantities (cutting Γ0 in half doubles t0).   
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5 Effects of Diagonal Wind 
 
After the investigation of pure headwind and crosswind effects it is of interest to consider also the effects of 
arbitrary wind directions that is combinations of headwind and crosswind. For simplicity we consider diagonal wind, 
where headwind and crosswind have the same magnitude and analyze the resulting vortex behaviour. The modeling 
of wind effects in ground proximity for arbitrary wind directions is of vital interest for wake vortex advisory systems 
that optimize aircraft separations depending on the prevailing environmental conditions [50]. 
Fig. 10 above depicts vortex trajectories for different wind strengths and directions. The trajectories of the 
diagonal wind cases match very well with the crosswind cases where the crosswind strength corresponds to the 
crosswind component of the diagonal wind. Correspondingly, good agreement is found between the cases D14 and 
C1 as well as the cases D2 and C14. As mentioned in section 3 there is only a minor effect of headwind on vortex 
trajectories. Consequently, vortex trajectories in arbitrary wind situations can be modeled by simply considering the 
effect of the crosswind component.   
In Fig. 10 below vortex decay characteristics of the three considered wind directions and wind speeds of 1.4 w0 
and 2 w0 are shown. Good agreement with the decay rates of diagonal wind is achieved by averaging the decay rates 
of the corresponding headwind and crosswind cases with the same wind speed. This can be expressed by a simple 
formula according to Γ(Dws,luff) = [Γ(Cws,luff) + Γ(Hws)]/2 where the subscript ws denotes wind speed. Analogously 
this relation also holds for the lee vortex. Apparently, decay rates at arbitrary wind directions can be obtained by 
simple interpolation between the decay rates caused by the respective headwind and crosswind components. 
 
 
Fig. 10  Wake vortex trajectories and circulation decay for different wind directions 
 
6 Conclusion 
Wall-resolved large eddy simulations are employed to investigate the behaviour of counterrotating vortex pairs 
and single vortices in ground proximity at a variety of wind conditions. Single vortices are included in the study in 
order to discriminate between effects caused by the mutual interaction between a vortex pair and the interaction of a 
single vortex with its environment. Headwind, crosswind, and diagonal wind conditions at six different wind 
strengths are established by precomputations of turbulent half channel flows driven by prescribed pressure gradients. 
Then single vortices or counterrotating vortices are introduced by superimposing Lamb-Oseen vortices to the 
turbulent boundary layer flow. 
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The impact of headwind is mainly restricted to the headwind turbulence that modifies vortex behaviour 
compared to the relatively simple vortex dynamics in a quiescent environment. With increasing headwind the 
enhanced turbulence increasingly disperses the coherence of the secondary vorticity formed at the ground such that 
the detachment of secondary vorticity becomes a more continuous process and the distinct rebound arcs observed in 
a less turbulent environment merge to a continuous rebound motion. Even at the significant height of one initial 
vortex pair separation single vortices still generate a vorticity layer at the ground that also detaches from the ground 
and starts to orbit around the primary vortex. Due to the large distance to the ground this process is much slower 
than for vortex pairs approaching the ground actively and the rebound arc of the single vortices is much larger. 
For strong headwinds the decay rates prior to and after the rapid decay phase are very similar for single vortices 
and vortex pairs. During these two phases vortex decay is controlled mainly by the erosion of the vortices by the 
environmental turbulence. The intermediate rapid decay phase is related to the annihilation of primary and 
secondary vorticity and thus depends on the strength of the secondary vortices and, as a consequence, on the vortex 
height above ground. 
In crosswind situations the rebound and decay characteristics strongly depend on the crosswind strength. A 
potentially most dangerous situation for following aircraft arises from wake vortices hovering above the runway 
because the self-induced lateral propagation velocity of the luff vortex is just compensated by the crosswind. In 
agreement with measurements conducted at Frankfurt airport, the current study identifies the most critical crosswind 
range around 0.5 initial vortex pair descent speeds.  
In agreement with Doligalsky’s considerations [11] the rebound of the luff vortex is completely suppressed at a 
crosswind of four initial vortex pair descent speeds. Beyond this crosswind level no recirculation zone forms along 
the ground in which secondary vortices could establish. In contrast, the rebound height of the lee vortex increases 
continuously with increasing crosswind strength reaching a maximum height that is only limited by vortex decay. 
Such a continued rebound cannot be explained by the formation of secondary vortices at the surface but by the 
concept of redistribution of boundary layer vorticity suggested by Luton [13]. The redistributed vorticity alters the 
path of the primary vortex by mutual velocity induction. If the vorticity of the primary vortex and the crosswind 
vorticity are of equal sign, the vortex experiences a downward motion. Opposite signed vorticity results in an 
upward motion. While this effect is predominant for single vortices it also occurs within our investigated vortex pair 
cases with crosswind. It is superimposed to the effects of the generated secondary and tertiary vorticity that forms 
along the ground depending on wind and vortex parameters. 
For single vortices also the decay rates correlate with the vertical propagation speeds. The intensity of the 
interaction of the primary vortices with the surrounding vorticity does not only cause different ascent or descent 
speeds but also determines the vortex decay rates. We conclude that vortex ascent, descent, rebound and decay 
characteristics in a boundary layer are controlled by (i) the interaction of the vortices with secondary vorticity 
detaching from the ground, (ii) the redistribution of vorticity of the boundary layer which is altering the path of the 
primary vortices by mutual velocity induction, and (iii) the interaction of the vortices with the environmental 
turbulence. 
Finally, the effects of combinations of headwind and crosswind on vortex behaviour are considered. Vortex 
trajectories in diagonal wind situations can be modeled simply by consideration of the respective crosswind 
component. Good agreement with the decay rates of diagonal wind is achieved by interpolation between the decay 
rates of the corresponding headwind and crosswind cases. 
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