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Abstract
Port-Hamiltonian system theory is a well-known framework for the control of complex physical systems. The majority of
port-Hamiltonian control design methods base on an explicit input-state-output port-Hamiltonian model for the system under
consideration. However in the literature, little effort has been made towards a systematic, automatable derivation of such
explicit models. In this paper, we present a constructive, formally rigorous method for an explicit port-Hamiltonian formulation
of multi-bond graphs. Two conditions, one necessary and one sufficient, for the existence of an explicit port-Hamiltonian
formulation of a multi-bond graph are given. We summarise our approach in a fully automated algorithm of which we provide
an exemplary implementation along with this publication. The theoretical and practical results are illustrated through an
academic example.
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1 Introduction
Motivation: The theory of port-Hamiltonian sys-
tems (PHSs) is a well-known framework for con-
troller and observer design in complex physical sys-
tems. PHS have first been introduced for real-valued,
continuous-time nonlinear systems with lumped pa-
rameters. Amongst others, pioneering works are [1,2,3].
Meanwhile, the port-Hamiltonian framework has been
extended to complex-valued systems [4], discrete-time
systems [5], and distributed-parameter systems [6,7,8,9].
Port-Hamiltonian methods feature a high degree of
modularity and physical insight [10,11] and have signif-
icant potential for automated control design [12]. Port-
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Hamiltonian controller and observer design methods
are model-based; the majority of methods base on an
explicit input-state-output port-Hamiltonian model for
the system under consideration, see e.g. [13,14,15,16,17].
This raises the question how such models can be derived
systematically, especially for systems of high complex-
ity. However, as will be seen in the next paragraph there
exist only few studies in the literature which address
this question.
In this paper we present an automatable method
for the derivation of explicit input-state-output port-
Hamiltonian models from multi-bond graphs. As multi-
bond graphs are graphical system descriptions, our
method allows for a comfortable and time-efficient
modelling of complex physical systems. We focus on
real-valued, continuous-time, finite-dimensional PHSs.
Related literature: In literature, different graphical
system descriptions have been used for deriving port-
Hamiltonian models of complex physical systems. In
[18], various complex systems are described as open di-
rected graphs. Based on the graph description, explicit
port-Hamiltonian models can be obtained. The authors
of [19] propose a method for the automated genera-
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tion of differential-algebraic port-Hamiltonian models
from schematics of analog circuits. The method is im-
plemented in a corresponding Python tool [20] which
allows for an automated equation generation.
Besides directed graphs and schematics, bond graphs
are a natural starting point for the derivation of ex-
plicit PHSs as both – bond graphs and PHSs – share an
energy- and port-based modelling philosophy. Ref. [21]
was the first to systematically derive a state-space for-
mulation of single-bond graphs. The method is based
on a mathematical representation of the bond-graph
referred to as field representation (cf. [22, p. 220]). The
formulation of a single-bond graph as a PHS was first
investigated in [23]. The authors show that each well-
posed bond graph permits an implicit port-Hamiltonian
formulation. Such an implicit PHS aims at a use in nu-
merical simulations. For the design of control methods,
however, an explicit PHS is required. The transfer from
an implicit to an explicit port-Hamiltonian representa-
tion is non-trivial. In particular, as we will show later,
the existence of an explicit port-Hamiltonian formula-
tion of a bond graph is not guaranteed, even if the bond
graph is well-posed.
The author of [24] addresses the formulation of a single-
bond graph as differential-algebraic PHS. It has been
shown that such a differential-algebraic PHS can pos-
sibly be transferred into an explicit input-state-output
PHS [24]. Concerning this transfer, there exists a suf-
ficient condition which, however, is restrictive as it
demands some block matrices of the underlying Dirac
structure to be zero. A necessary condition for the
existence of an explicit port-Hamiltonian formulation
of a bond graph is missing in the literature. Ref. [25]
provides a method transferring a class of causal single-
bond graphs to an explicit input-state-output PHS. The
approach is restricted to non-feedthrough systems. As
in [21], the starting point of [25] is a bond graph field
representation. In the field representation, the authors
assume some of the block matrices to be constant or
zero. The author of [26] proposes a concept for formu-
lating single-bond graphs as simulation models with
port-Hamiltonian dynamics. However, the models are
not formulated as input-state-output PHSs which ham-
pers their application to control design.
As can be seen from the above, the automated ex-
plicit port-Hamiltonian formulation of bond graphs has
only been treated for special cases in literature so far.
Ref. [24] and [25] address this topic but are restricted
to particular classes of single-bond graphs. Moreover,
the literature lacks necessary conditions for the exis-
tence of an explicit port-Hamiltonian formulation of
bond graphs. The results of [24] suggest that an au-
tomated generation of port-Hamiltonian models from
bond graphs is possible. However, a specific method
which can be fully automated is missing. Lastly, all
noted contributions on the port-Hamiltonian formula-
tion of bond graphs focus on single-bond graphs. To the
best of our knowledge, a generalisation to multi -bond
graphs has not been addressed so far.
Contributions: This paper addresses the automated
generation of explicit input-state-output PHSs from
multi-bond graphs. The main theoretical contributions
are (i) the derivation of an explicit port-Hamiltonian
formulation of multi-bond graphs and (ii) the presenta-
tion of two conditions, one necessary and one sufficient,
for the existence of an explicit port-Hamiltonian for-
mulation of multi-bond graphs. Furthermore, the main
practical contribution of this paper is (iii) an algorithm
which summarises the methods from (i) and (ii) in or-
der to automatically generate an explicit PHS from a
given multi-bond graph. Furthermore, we provide an
implementation of (iii) in the Wolfram language (along
with this publication).
Paper organisation: In Section 2, we define the prob-
lem under consideration. Section 3 summarises the main
theoretical result of this paper which is then interpreted
and discussed. In Section 4, we provide the proof for the
main theoretical result from Section 3. Section 5 assem-
bles the results from Sections 3 and 4 in an overall al-
gorithm which is the main practical result of this paper.
Sections 6 and 7 provide an illustrative example and a
conclusion of this paper, respectively.
Notation: Let X be a vector space. For the dimension
of X we write dimX . Let Y be another vector space.
X ∼= Y means that X and Y are isomorphic.
Let A = (aij) ∈ Rn×m be a matrix with n rows and
m columns and x ∈ Rm be a (column) vector. For a
block diagonal matrix of matrices we write blkdiag(·).
We write A  0 and A  0 if A is positive definite
or positive semi-definite, respectively. The image of the
linear map x 7→ Ax is written as im (A); for the kernel
we write ker (A). O(n) denotes the group of orthogonal
matrices. The matrix 0n×m is an n×m zero matrix; we
abbreviate 0n×n to 0n. Let 0p,qn denote an (p× q) block
matrix of zero matrices 0n. The n×n identity matrix is
denoted as In. Ip×qn is a (p× q) block matrix of identity
matrices In.
Let M be a set. |M| denotes the cardinality of M. For
each i ∈ M, let Ai ∈ Rn×mi be a matrix with n rows
and mi columns. For the horizontal concatenation of all
Ai we write (Ai) and append “for all i ∈ M”. Further,
for each i ∈M, suppose a (column) vector xi ∈ Rn. For
the vertical concatenation of all xi we write (xi) and
append “for all i ∈M”.
Let G = (V,B) be a directed graph with vertices V and
edges B. The set of all adjacent vertices at u ∈ V is
denoted as V(u) := {v ∈ V | (u, v) or (v, u) ∈ B}.
Suppose B˜ ⊆ B. We define the set of all incident edges
from B˜ at u ∈ V as B˜(u) := {(u, v), (v, u) ∈ B˜ | v ∈ V}.
Similarly,
←−˜
B (u) := {(v, u) ∈ B˜ | v ∈ V} and
−→˜
B (u) :=
{(u, v) ∈ B˜ | v ∈ V} are the sets of all ingoing and
outgoing edges in B˜ at u ∈ V, respectively.
2
2 Problem definition
In this paper, we consider N -dimensional multi-
bond graphs 1 (N ∈ N≥1) in the generalised bond
graph framework [11, p. 24] with the following
types of elements: storages (C), modulated resis-
tors (R), sources of flow (Sf), sources of effort (Se),
0-junctions (0), 1-junctions (1), modulated transform-
ers (TF) and modulated gyrators (GY). Let the set
E := {C,R,Sf,Se, 0, 1,TF,GY} collect the different
types of elements.
In the sequel, we describe the topology of a bond graph
by a directed graph. For each α ∈ E, let us define a
set Vα with nα := |Vα| which contains all elements of
type α. We will denote elements of type C, R, Sf, Se as
exterior elements; elements of type 0, 1, TF, GY are
referred to as interior elements. The sets of exterior and
interior elements are defined as
VE := VC ∪ VR ∪ VSf ∪ VSe, (1a)
VI := V0 ∪ V1 ∪ VTF ∪ VGY, (1b)
with nE := |VE| and nI := |VI|, respectively. The union
V := ∪α∈EVα = ∪α∈{E,I}Vα is the set of all bond graph
elements (n := |V|). The n elements of V are connected
by a set B of m bonds, i.e. m := |B|. Each bond j ∈ B
carries a flow fj ∈ RN and an effort ej ∈ RN . The
directed graph G = (V,B) describes the topology of the
bond graph. Analogous to the naming of elements, we
define sets of exterior and interior bonds
BE := {(u, v), (v, u) ∈ B | v ∈ VE, u ∈ VI}, (2a)
BI := {(u, v) ∈ B | u, v ∈ VI}, (2b)
with mE := |BE| and mI := |BI|. The set BE contains
bonds which connect an exterior element to an interior
element; BI contains bonds which connect two interior
elements with each other.
We consider bond graphs that are non-degenerate, i.e.
bond graphs where G = (V,B) is weakly connected, and
where each exterior element is connected by exactly one
bond to one interior element, i.e. for each v ∈ VE we have
V(v) ⊂ VI with |B(v)| = 1 and |V(v)| = 1. Moreover,
we use the bond orientation rules from standard bond
graph literature [27, p. 59] in which bonds are incom-
ing to storages and resistors and outgoing from sources
of flow and effort. Without loss of generality, we assume
each transformer and each gyrator to have exactly one
incoming and exactly one outgoing bond in order to en-
able an unambiguous definition of transformer and gy-
rator ratios.
Definition 2.1 The junction structure of a bond graph
is defined as the sub-graph GI ⊂ G with GI = (VI,BI).
1 In the remainder of this paper, we use “bond graph” for
“multi-bond graph” and “bond” for “multi-bond”.
From the properties of a non-degenerate bond graph, it
follows that GI is weakly connected and B = BE ∪ BI.
Furthermore, we make the following two assumptions.
Assumption 2.2 Modulation of resistors, transform-
ers and gyrators can be expressed only in dependence on
states of C-type elements and constant parameters.
Assumption 2.3 The constitutive relations of modu-
lated resistors are linear with respect to the respective
power-port variables and in Onsager form [27, p. 364].
In [27, p. 159], it is shown that bond graphs violating
Assumption 2.2 cannot in general be formulated in an
explicit form. Likewise, Assumption 2.3 is a well-known
requirement for formulating an explicit PHS [28, p. 53].
Next, we define the mathematical representation of in-
terest in this paper.
Definition 2.4 An explicit input-state-output port-
Hamiltonian system (PHS) (with feedthrough) is defined
as dynamic system of the form
x˙ = [J (x)−R (x)] ∂H∂x (x) + [G (x)− P (x)]u, (3a)
y = [G (x) + P (x)]
> ∂H
∂x (x) + [M (x) + S (x)]u,
(3b)
where x ∈ X , u ∈ Rp, and y ∈ Rp are the state vector,
the input vector, and the output vector, respectively 2 .
We assume the state-spaceX to be a real vector space with
dimX = n. The Hamiltonian is a non-negative func-
tion H : X → R≥0. The matrices J (x), R (x) ∈ Rn×n,
G (x), P (x) ∈ Rn×p, M (x), S (x) ∈ Rp×p satisfy
J (x) = −J>(x),M (x) = −M>(x), and
Q (x) :=
(
R (x) P (x)
P>(x) S (x)
)
= Q>(x)  0, ∀x ∈ X .
(4)
With the following property, we exclude causally implau-
sible port-Hamiltonian formulations of bond graphs. To
this end, we require the flows of Sf elements and the ef-
forts of Se elements to act as inputs in the PHS. Cor-
respondingly, the respective conjugated variables must
act as output of the PHS.
Property 2.5 Let Bα = ∪i∈VαB(i) for α ∈ {Sf,Se}. In
(3), u consists of (fj), (ek) while the y consists of (ej),
(fk) for all j ∈ BSf , k ∈ BSe.
This paper will show a solution to the following problem:
Problem 2.6 Consider an N -dimensional bond graph
that satisfies Assumptions 2.2 and 2.3. What is a con-
2 Throughout this paper we omit the time-dependence “(t)”
of vectors in the notation.
3
structive and automatable method that formulates the
bond graph as a PHS (3) with Property 2.5.
3 Main theoretical result
In this section, we present and discuss the main theoret-
ical result of this paper. This main result is summarised
in Theorem 3.1 which contains a structured method to
formulate an N -dimensional bond graph as an explicit
PHS with Property 2.5. The theorem is organised in four
parts: In (i), the junction structure of the bond graph
is described by a Dirac structure in implicit representa-
tion 3 . Afterwards, in (ii) the Dirac structure is trans-
ferred from an implicit to an explicit representation. The
inputs and outputs in the explicit representation are
chosen under consideration of Property 2.5. In (iii), the
explicit representation of the Dirac structure is merged
with the constitutive relations of storages and resistors
which leads to an explicit port-Hamiltonian formulation
of the bond graph. Finally, part (iv) provides two condi-
tions, one necessary and one sufficient, for the existence
of such an explicit formulation. A discussion of Theo-
rem 3.1 concludes this section. Preliminaries on Dirac
structures are given in Appendix A.
Theorem 3.1 (i) Given an N -dimensional bond graph
that satisfies Assumption 2.2, the junction structure of
the bond graph can be described by a Dirac structure in
implicit form:
D = {(

fC
fR
fSf
fSe
 ,

eC
eR
eSf
eSe
) ∈ RNmE × RNmE |

F>C (x)
F>R (x)
F>Sf (x)
F>Se(x)

>
︸ ︷︷ ︸
=:F (x)

−fC
−fR
fSf
fSe
+

E>C (x)
E>R (x)
E>Sf(x)
E>Se(x)

>
︸ ︷︷ ︸
=:E(x)

eC
eR
eSf
eSe
 = 0}.
(5)
where fα = (fi) ∈ RNnα , eα = (ei) ∈ RNnα for all
i ∈ Vα and Fα (x) ,Eα (x) ∈ RNnE×Nnα with α ∈
{C,R,Sf,Se}. 4
(ii) Let the matrices in (5) fulfill
rank (FC (x) ESf (x) FSe (x)) = N (nC + nSf + nSe) ,
(6)
3 cf. Remark A.7.
4 The negative sign of fC and fR in (5) stems from the fact
that bonds are incoming to storages and resistors.
for all x ∈ X . Then, (5) can be formulated in an explicit
representation
D = {(

fC
fR
fSf
fSe
 ,

eC
eR
eSf
eSe
) ∈ RNnE × RNnE |

yC
yR
yP
 =

ZCC (x) −ZCR (x) −ZCP (x)
Z>CR (x) ZRR (x) −ZRP (x)
Z>CP (x) Z
>
RP (x) ZPP (x)

︸ ︷︷ ︸
Z(x)

uC
uR
uP
},
(7)
where Z (x) = −Z> (x) for all x ∈ X with
Z (x) = (FC (x) FR,1 (x) ER,2 (x) ESf (x) FSe (x))
−1
· (EC (x) ER,1 (x) FR,2 (x) FSf (x) ESe (x))
(8a)
and
uC = eC, uR =
(
eR,1
−fR,2
)
, uP =
(
fSf
eSe
)
, (8b)
yC = −fC, yR =
(
−fR,1
eR,2
)
, yP =
(
eSf
fSe
)
. (8c)
In (8a), (FR,1 (x) FR,2 (x)) is a splitting of FR (x)
(possibly after some permutations) such that (a)
(FC (x) FR,1 (x) ESf (x) FSe (x)) has full column rank
and (b) rank (FC (x) FR,1 (x) ESf (x) FSe (x)) is
equal to rank (FC (x) FR (x) ESf (x) FSe (x)) for all
x ∈ X . Such a splitting of FR (x) always exists. Ac-
cording to the splitting of FR (x), we split ER (x) into
(ER,1 (x) ER,2 (x)) and the vectors fR and eR (see uR
and yR in (8b) and (8c), respectively).
(iii) For the bond graph, suppose C-type elements sub-
ject to nonlinear constitutive relations of the form [27,
pp. 357–358]
yC = −fC = −x˙, uC = eC = ∂H
∂x
(x) . (9)
with energy state x ∈ X , dim(X ) = NnC, and energy
storage function H : X → R≥0, x 7→ H(x). Further,
let Assumption 2.3 hold, which enables us to write the
constitutive relations of the R-type elements as
fR =D (x) eR (10)
where D (x) = D (x)>  0. Assume that (10) can be
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written in input-output form
uR = −R˜ (x)yR (11)
with R˜ (x) = R˜ (x)>  0. The bond graph can then
be formulated as explicit input-state-output PHS of the
form (3) with state x and Hamiltonian H (x) from (9).
Moreover, the inputs and outputs of the PHS are given
by u = uP, y = yP from (8b) and (8c), respectively.
Thus, the PHS has Property 2.5. The matrices of (3) are
calculated as:
J (x)= −ZCC (x)− 12ZCR (x)A (x)Z>CR (x) , (12a)
R (x)= 12ZCR (x)B (x)Z
>
CR (x) , (12b)
G (x)= ZCP (x) +
1
2ZCR (x)A (x)ZRP (x) , (12c)
P (x)= − 12ZCR (x)B (x)ZRP (x) , (12d)
M (x)= ZPP (x) +
1
2Z
>
RP (x)A (x)ZRP (x) , (12e)
S (x)= 12Z
>
RP (x)B (x)ZRP (x) , (12f)
where
A (x)= K˜ (x) R˜ (x)− R˜ (x) K˜> (x) , (12g)
B (x)= K˜ (x) R˜ (x) + R˜ (x) K˜> (x) , (12h)
K˜ (x)= (I + R˜ (x)ZRR (x))
−1. (12i)
(iv) Equations (6) and (11) together form a sufficient
condition for the existence of an explicit formulation (3)
of a bond graph. Moreover, (6) implies
rank (ESf (x) FSe (x)) = N (nSf + nSe) , ∀x ∈ X .
(13)
which is (under Property 2.5) a necessary condition for
the existence of such a formulation.
Theorem 3.1 gives a structured method to formulate a
bond graph as PHS (3) with Property 2.5. The matri-
ces of the PHS can be calculated with the equations in
(12). These equations reveal that the matrices of the
PHS are independent of the storage function of the C-
type elements in (9). Conversely in (9), the state vector
and the Hamiltonian of the PHS are solely dependent
on variables and parameters of C-type elements. Hence,
the separation of energy-storage elements and energy-
routing elements of the bond graph directly translates
into the explicit PHS. By (5), (7), and (12), we see
that state-modulated transformers and gyrators yield
an explicit PHS with state-dependent matrices. Simi-
larly, state-modulated R-type elements generally results
in a state-dependent PHS matrices. If all bond graph
elements of type TF, GY, and R are unmodulated, the
matrices of the explicit port-Hamiltonian formulation
in (12) are constant. If, in addition, the storages obey
quadratic storage functions, the resulting PHS is lin-
ear. In conclusion, the major properties of a bond graph
translate into the explicit port-Hamiltonian formulation.
Thus, (3) may be seen as a natural explicit state-space
representation of bond graphs.
Remark 3.2 In Lemma 4.15 we will show that the
matrix K˜ (x) in (12i) always exists. This matrix (or re-
lated expressions) has appeared in previous publications
addressing the derivation of state-space formulations of
bond graphs, e.g. [21, eq. (7)], [22, eq. (29)], [25, eq.
(14)], and [24, Remark 2]. However, to the best of the
authors’ knowledge, the existence of K˜ has not been dis-
cussed so far.
Equation (13) is a necessary condition for the existence
of an input-state-output model that has Property 2.5.
This condition is plausible as it prevents the bond graph
from having dependent sources [27] which are physically
implausible [29, p. 169].
Remark 3.3 Equation (13) is also necessary if we aim
at an implicit port-Hamiltonian formulation of a bond
graph [23] which has Property 2.5. This is plausible
as (13) is necessary for a bond graph to be well-posed in
the sense of [23, Def. 2].
Together, (6) and (11) form a sufficient condition for the
existence of an explicit port-Hamiltonian formulation of
a bond graph. Equation (6) is more stringent than (13)
as it, in addition to dependent sources, prevents the bond
graph from having (i) dependent storages [27, p. 107]
and (ii) storages that are directly determined by source
elements. From bond graph theory, it is known that (i)
and (ii) occur from physically implausible structures in
the bond graph. Moreover, different strategies exist to
resolve such implausible structures in the bond graph
[27]. Thus, (6) is not very restrictive. Equation (11) as-
sumes the resistive structure to be in an input-output
form which is a well-known requirement for the deriva-
tion of explicit input-state-output PHSs [28, p. 53]. For
many bond graphs, (11) is satisfied by design. In par-
ticular, for single-bond graphs (N = 1) equation (11) is
always fulfilled.
Remark 3.4 Theorem 3.1 is independent of the partic-
ular form of the skew-symmetric matrix ZRR (x) in (7).
This is remarkable as dependent resistors (i.e.ZRR (x) 6=
0) are generally known to lead to models in the form of
differential-algebraic equations [27, p. 134], [29, p. 187].
4 Proof of Theorem 3.1
In this section, we present a constructive proof of The-
orem 3.1. As the theorem, the proof is subdivided into
four parts. Each of the following Sections 4.1 to 4.4 is
dedicated to the corresponding part (i) to (iv) of Theo-
rem 3.1.
4.1 Description of interior elements as Dirac structures
In this section, we show that the junction structure of
the bond graph can always be described by a Dirac struc-
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ture of the form (5). The approach is as follows: First,
we show that the constitutive relations of the set of in-
terior elements of a bond graph can be described as a
set of Dirac structures for which we provide specific ma-
trix representations. Secondly, we present an approach
to compose the set of Dirac structures to one single Dirac
structure. Preliminaries on Dirac structures are given in
Appendix A.
Before we formulate specific Dirac structures for the in-
terior elements, we give two preliminary statements.
Lemma 4.1 Suppose a modulated Dirac structure (A.2)
and let T (x) ∈ O(n) be a family of orthogonal matrices
parametrised over x ∈ X . Then
D˜ (x)={(f˜ , e˜) ∈ Rn×Rn | F˜ (x)f˜ + E˜ (x)e˜ = 0}
(14)
with F˜ (x)=F (x)T (x)>, E˜ (x)=E (x)T (x)> is a mod-
ulated Dirac structure.
PROOF. Inserting f = T (x)> f˜ and e = T (x)> e˜
into (A.2) gives (14). Equation (14) is a Dirac structure
as it fulfills (A.3):
(i) F˜ (x) E˜>(x) + E˜ (x) F˜>(x) =
E (x)F> (x) + F (x)E>(x) = 0, (15a)
(ii) rank(F˜ (x) E˜ (x)) = rank
(
(F (x) E (x))T (x)>
)
=
rank(F (x) E (x)) = n. 2 (15b)
Corollary 4.2 Given two vector spaces
Di (x) = {(fi, ei) ∈ Rn×Rn | Fi (x)fi+Ei (x) ei = 0}
(16)
with x ∈ X , i ∈ {1, 2}. If for every x ∈ X there exists a
T (x) ∈ O(n) such that (f1, e1) 7→ (T (x)f1,T (x) e1)
is a bijection between D1 (x) and D2 (x), then “D1 (x)
is a Dirac structure” is equivalent to “D2 (x) is a Dirac
structure”.
PROOF. The proof follows directly from a twofold ap-
plication of Lemma 4.1.
The following lemma now provides specific matrix rep-
resentations of Dirac structures describing the constitu-
tive relations of each interior element.
Lemma 4.3 Given anN -dimensional bond graph which
fulfills Assumption 2.2. Let us consider the set of interior
elements VI from (1b) with nI = |VI|. The constitutive
relations of all elements of VI can be described by a set of
Dirac structures DS with |DS| = nI. For each element i ∈
VI there exists a corresponding Dirac structure Di (x) ∈
DS with
Di (x) = {(
(
(fj)
(fk)
)
,
(
(ej)
(ek)
)
) ∈ RN ·m(i) × RN ·m(i) |
Fi (x)
(
(fj)
− (fk)
)
+Ei (x)
(
(ej)
(ek)
)
= 0}, (17)
for all j ∈ ←−B (i), k ∈ −→B (i), andm(i) := |B(i)|. Depending
on the type of i, the matrices Fi (x) and Ei (x) in (17)
are as follows. For i ∈ V0 and i ∈ V1 we have
Fi = Ψi, Ei = Θi; (18a)
and
Fi = ΘiTi, Ei = ΨiTi; (18b)
respectively,
Ψi =
(
I
1×m(i)
N
0
(m(i)−1)×m(i)
N
)
, (19a)
Θi =
(
0N 0
1×(m(i)−1)
N
I
(m(i)−1)×1
N −IN(m(i)−1)
)
, (19b)
and Ti = blkdiag
(
I
N ·|←−B (i)|,−IN ·|−→B (i)|
)
. For i ∈ VTF
and i ∈ VGY the matrices are given by
Fi (x) =
(
IN Ui (x)
0N 0N
)
, Ei (x) =
(
0N 0N
−U>i (x) IN
)
;
(20a)
and
Fi (x) =
(
0N Vi (x)
−V >i (x) 0N
)
, Ei =
(
IN 0N
0N IN
)
,
(20b)
where Ui (x) and Vi (x) are square matrices of full rank
N for all x ∈ X , which describe the (multi-dimensional)
transformer and gyrator ratios, respectively.
PROOF. First, we prove that each element Di (x) ∈
DS describes the constitutive relations of the correspond-
ing interior element i ∈ VI. Secondly, we show that the
elements Di (x) ∈ DS define Dirac structures.
For i ∈ V0, we insert the matrices (18a) with (19) into
the equation system of (17) and obtain Kirchhoff’s cur-
rent law which is the relation governing 0-junctions.
Analogously, for i ∈ V1 we obtain Kirchhoff’s voltage
6
law in the form F˜if˜i + E˜ie˜i = 0 with
Θi
(f˜j)(
f˜k
)+ Ψi( (e˜j)− (e˜k)
)
= 0, (21)
for all j ∈ ←−B (i), k ∈ −→B (i). To bring (21) to the form
of the equation system in (17), we perform a change of
coordinates fi = T>i f˜i, ei = T>i e˜i, with matrix Ti as
above to obtain (18b). For i ∈ VTF and i ∈ VGY we
insert (20a) and (20b) into the equation system of (17)
and get
i ∈ VTF : fj = Ui (x)fk, ek = U>i (x) ej , (22)
i ∈ VGY : ej = Vi (x)fk, ek = V >i (x)fj , (23)
where j ∈ ←−B (i), k ∈ −→B (i). Equations (22) and (23) are
the relations governing multi-dimensional transformers
and gyrators, respectively [27, pp. 358–359]. Inserting
the matrices Fi (x) and Ei (x) from (18a), (20a), (20b)
into (A.3) shows that these matrices indeed define Dirac
structures. Analogously, the matrices from (21) define a
Dirac structure. As Ti ∈ O(m(i)), by Corollary 4.2 the
matrices (18b) then also define a Dirac structure. 2
Lemma 4.3 provides a set DS containing nI Dirac struc-
tures. The nI Dirac structures describe the constitutive
equations of the nI interior elements of the bond graph
by relating the flows and efforts of the exterior and inte-
rior bonds. In the sequel, we show that it is always pos-
sible to compose the nI Dirac structures to one single
Dirac structure (5) which relates the flows and efforts of
only the exterior bonds, i.e. without using flows and ef-
forts of interior bonds. For the composition, we use the
methods from [30] and [28, pp. 70ff.].
Consider the sets of exterior and interior vertices VE, VI
and the sets of exterior and interior bonds BE, BI as de-
fined in (1) and (2), respectively. From B = BE ∪ BI it
follows that for each i ∈ VI we can reorder (cf. Corol-
lary 4.2) the vectors and matrices of Di ∈ DS in (17)
such that they are sorted by exterior and interior bonds
and not by ingoing and outgoing bonds, thus bringing
Di into the form
Di (x) = {(
(
(fj)
(fk)
)
,
(
(ej)
(ek)
)
) ∈ RN ·m(i) × RN ·m(i) |
((Fj (x)) (Fk (x)))
(
(ε(j)fj)
(ε(k)fk)
)
+
((Ej (x)) (Ek (x)))
(
(ej)
(ek)
)
= 0}, (24)
for all j ∈ BE(i), k ∈ BI(i) where ε : B(i) → {−1, 1},
b 7→ ε(b) is a sign function which is 1 if b ∈ ←−B (i) and −1
if b ∈ −→B (i). For each i ∈ VI, we define f ICi := (ε(k)fk)
and eICi := (ek) for all k ∈ BI(i). 5 Furthermore, we
write f IC := (f ICi ) and eIC := (eICi ) for all i ∈ VI. Each
interior bond is incident to two interior elements. Thus,
for each k ∈ BI the flow fk appears exactly twice in
f IC: once with a positive sign and once with a negative
sign. Analogously, for each k ∈ BI the effort ek appears
exactly twice in eIC, both times with a positive sign. Let
us equate these variables appearing twice by setting
(
INmI INmI
0NmI 0NmI
)(
(fk)
−(fk)
)
+
+
(
0NmI 0NmI
INmI −INmI
)(
(ek)
(ek)
)
= 0 (25)
for all k ∈ BI. By permutations, we rearrange the entries
of the vectors in (25) such that they are in the same order
as in f IC and eIC. Furthermore, we rename the columns
of the resulting matrices according to their affiliation to
elements of VI. The equation system is then of the form(
F ICi
) (
f ICi
)
+
(
EICi
) (
eICi
)
= 0, ∀i ∈ VI (26)
with the matrices F ICi ,EICi ∈ R2NmI×NmI(i). 6 Let us
define the vector space
DIC = {(f IC, eIC) ∈ R2NmI × R2NmI | (26) holds}.
(27)
Proposition 4.4 DIC in (27) is a Dirac structure.
PROOF. The matrices in (25) satisfy (A.3) and can
thus be related to a Dirac structure. By a permutation
matrix T ∈ O(2NmI) we can reorder the entries of the
vectors of (25) to obtain (26). By Corollary 4.2, this
proves (27) to be a constant Dirac structure. 2
Following the terminology of [30], (27) is an intercon-
nection Dirac structure of the Dirac structures (24). We
now have all the required tools to compose the Dirac
structures from (17) into one single Dirac structure.
Lemma 4.5 ([30]) Consider nI Dirac structures of the
form (24). Furthermore, consider a corresponding in-
terconnection Dirac structure of the form (27). Define
5 The “IC” refers to “interconnection”.
6 By 2mI =
∑
i∈VI mI(i), the sizes of the matrices in (25)
and (26) are equal.
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a full-rank matrix Γ> (x) ∈ R2NmI×N(2mI+mE) as a
(1 × nI) block matrix Γ> (x) = (Γ>i (x)) of matrices
Γ>i (x) ∈ R2NmI×Nm(i) for all i ∈ VI with
Γ>i (x) = F
IC
i (Ek (x))
>
+EICi (Fk (x))
>
, ∀k ∈ BI(i).
(28)
Choose a matrix Λ (x) ∈ RNmE×N(2mI+mE) such
that im(Λ> (x)) = ker(Γ> (x)) for all x ∈ X . Since
rank(Γ> (x)) = 2NmI for all x ∈ X , we have
dim(ker(Γ> (x))) = NmE and such a matrix Λ (x) al-
ways exists. Matrix Λ (x) can be written as a (1 × nI)
block matrix (Λi (x)) of matrices Λi (x) ∈ RNmE×Nm(i)
for all i ∈ VI. Then the composite Dirac structure relates
the flows fj and efforts ej of only the exterior bonds
j ∈ BE and is of the form (5):
D (x) = {((fj), (ej)) ∈ RNmE × RNmE |
(Λi (x) (Fj (x)))︸ ︷︷ ︸
=:F (x)
(fj) + (Λi (x) (Ej (x)))︸ ︷︷ ︸
=:E (x)
(ej) = 0},
(29)
for all j ∈ BE(i), i ∈ VI.
PROOF. The proof for the more general case of any
interconnection Dirac structure can be found in [30].
4.2 Explicit representation of the Dirac structure
In the previous section, we showed that it is always pos-
sible to determine a single implicit Dirac structure (5)
describing the equations of the junction structure. In
this section, we propose a constructive procedure for
transferring the Dirac structure from an (implicit) ker-
nel representation into an (explicit) input-output repre-
sentation. As with the kernel representation, the input-
output representation of a Dirac structure is not unique.
In particular, not all explicit Dirac structures allow for
a subsequent derivation of an explicit PHS with Prop-
erty 2.5. The inputs and outputs of an explicit PHS are
determined by the inputs and outputs of the underlying
explicit Dirac structure. Thus, based on Property 2.5 we
deduce the following property.
Property 4.6 Let Bα = ∪i∈VαB(i) for α ∈ {Sf,Se}.
The input vector of the explicit Dirac structure has to
include (fj), (ek) while the output vector has to include
(ej), (fk) for all j ∈ BSf , k ∈ BSe.
In the sequel, we aim at an explicit representation of (5)
that has Property 4.6. Necessary and sufficient condi-
tions for the existence of such an explicit representation
will be provided.
Given a Dirac structure in kernel representation (5). For
the sake of notation, let us introduce
FCR (x) := (FC (x) FR (x)) , (30a)
ECR (x) := (EC (x) ER (x)) , (30b)
as well as fCR :=
(
f>C f
>
R
)> and eCR := (e>C e>R)> .
Assumption 4.7 The matrices in (5) fulfill (13).
Based on Assumption 4.7 we can now state the following
lemma.
Lemma 4.8 Consider the Dirac structure (5). Let As-
sumption 4.7 hold. The Dirac structure can be formulated
in an input-output representation with Property 4.6:
D = {(

fCR
fSf
fSe
 ,

eCR
eSf
eSe
) ∈ RNnE × RNnE |
(
yCR
yP
)
= Z (x)
(
uCR
uP
)
}, (31)
where Z (x) is skew-symmetric for all x ∈ X and
uCR =
(
eCR,1
−fCR,2
)
, uP=
(
fSf
eSe
)
, (32a)
yCR =
(
−fCR,1
eCR,2
)
, yP=
(
eSf
fSe
)
. (32b)
The matrix Z (x) exists for all x ∈ X and is given by:
Z (x) = (FCR,1 (x) ECR,2 (x) ESf (x) FSe (x))
−1
· (ECR,1 (x) FCR,2 (x) FSf (x) ESe (x)) .
(33)
The matrices in (33) can be obtained from splitting (pos-
sibly after some permutations) FCR (x) by (30a) into
(FCR,1 (x) FCR,2 (x)) such that
(i) (FCR,1 (x) ESf (x) FSe (x)) has full column rank
(ii) rank (FCR,1 (x) ESf (x) FSe (x)) =
rank (FCR (x) ESf (x) FSe (x)) (34)
for all x ∈ X . According to the manner in which
FCR (x) is split, we partition ECR (x) from (30b) into
(ECR,1 (x) ECR,2 (x)). In the same way, we split fCR
and eCR.
Remark 4.9 Note that the above lemma is true for any
decomposition ofFCR such that (34) is fulfilled. However,
we choose FCR,1 such that the number of columns origi-
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nating from FC is as large as possible since this is more
useful for the subsequent derivation of an explicit PHS.
PROOF. Let Assumption 4.7 hold. For the sake of
readability, we omit the argument x and the supplement
“for all x ∈ X ” in this proof. We apply the ideas from
[31, Theorem 4] to show that we can always find de-
compositions (FCR,1,FCR,2) and (ECR,1,ECR,2) of FCR
and ECR such that rank (FCR,1 ECR,2 ESf FSe) = NnE
holds. Choose a decomposition of FCR (possibly after
some permutations) such that the conditions in (34) are
fulfilled. Next, splitECR according to the decomposition
chosen for FCR intoECR = (ECR,1 ECR,2). By (34), the
matrix (FCR,1 ESf FSe) has full column rank. Thus, its
adjoint (FCR,1 ESf FSe)> is surjective. In particular we
have
im
(
ECR,1 FSf ESe
)
= im
((
ECR,1 FSf ESe
)
·
(
FCR,1 ESf FSe
)>)
= im
(
ECR,1F
>
CR,1 + FSfE
>
Sf +ESeF
>
Se
)
. (35)
Equation (A.3a) is
0 = EF> + FE> =
∑
α∈{(CR,1),(CR,2),Sf,Se}
(
EαF
>
α + FαE
>
α
)
(36)
from which follows
im
(
ECR,1F
>
CR,1 + FSfE
>
Sf +ESeF
>
Se
)
= im
(
FCR,1E
>
CR,1 +ECR,2F
>
CR,2+
+ FCR,2E
>
CR,2 +ESfF
>
Sf + FSeE
>
Se
)
⊆ im
(
FCR,1E
>
CR,1 ECR,2F
>
CR,2
FCR,2E
>
CR,2 ESfF
>
Sf FSeE
>
Se
)
⊆ im
(
FCR,1 ECR,2 FCR,2 ESf FSe
)
(34)
= im
(
FCR,1 ECR,2 ESf FSe
)
.
(37)
Combining (35) and (37) we can derive
im
(
F E
)
= im
(
ECR,1 FSf ESe
)
+
+ im
(
FCR,1 ECR,2 FCR,2 ESf FSe
)
⊆ im
(
FCR,1 ECR,2 ESf FSe
)
⊆ im
(
F E
)
.
(38)
Thus, equality holds in the above formula and we have
rank
(
FCR,1 ECR,2 ESf FSe
)
= rank
(
F E
)
(A.3b)
= NnE. (39)
Hence, the square matrix (FCR,1 ECR,2 ESf FSe) has
full rank and is invertible. As shown in [31] and [32], un-
der the above rank condition (39) the kernel represen-
tation (5) can be formulated as the input-output repre-
sentation (31) with
Z = −Z> = −
(
FCR,1 ECR,2 ESf FSe
)−1
·
·
(
ECR,1 FCR,2 FSf ESe
)
.
(40)
2
As can be seen in (32), the flows and efforts correspond-
ing to elements of type Sf and Se are assigned as inputs
and outputs of the explicit Dirac structure in a fixed
manner. By this fixed assignment, (31) has Property 4.6.
In contrast, the flows and efforts corresponding to ele-
ments of type C and R may be freely designated as in-
puts or outputs as long as (34) is fulfilled. In the next
two propositions, we analyse the result of Lemma 4.8
more in detail.
Proposition 4.10 For any given order of the variables
in (32), the matrix Z (x) in (31) is unique. This state-
ment is independent of Assumption 4.7.
PROOF. The idea is to show that D is linearly
isomorphic to RNnE (i.e. isomorphic as vector spaces)
and thusZ is unique. For the sake of releasing notational
burden, we will suppress the argument x to the matrices
during the proof and use the following notation:
u =
(
u>CR u
>
P
)>
, (41a)
y =
(
y>CR y
>
P
)>
, (41b)
f =
(
f>CR,1 f
>
CR,2 f
>
Sf f
>
Se
)>
, (41c)
e =
(
e>CR,1 e
>
CR,2 e
>
Sf e
>
Se
)>
. (41d)
Let Z and Z ′ ∈ RNnE×NnE be two matrices fulfilling
y = Zu and y = Z ′u. (42)
Recall (32) and that dimD = NnE. As y depends lin-
early on u, we have that D is isomorphic to RNnE via
RNnE → D, u 7→ (f , e), where y = Zu and via
D → RNnE , (e,f) 7→ u. From (42) it follows that
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Zu = Z ′u and thus Z = Z ′ as u ranges over all of
RNnE . 2
Note that the uniqueness of Z (x) in Proposition 4.10 is
restricted to the case of a certain arrangement of vari-
ables. In particular, Proposition 4.10 does not imply the
uniqueness of an input-output representation in general.
Proposition 4.11 Assumption 4.7 is a necessary and
sufficient condition for the existence of an input-output
representation of (5) which has Property 4.6. This state-
ment is true independent of the specific realisation of
F (x) and E (x) in (5) (cf. Remark A.5).
PROOF. From the proof of Lemma 4.8 it follows
that Assumption 4.7 is a sufficient condition for transfer-
ring (5) into an input-output representation with prop-
erty 4.6. So it is left to show that the assumption is nec-
essary. To this end, we use the uniqueness of Z (x) from
Proposition 4.10. For the sake of brevity, we neglect the
argument x and the supplement “for all x ∈ X ” in this
proof. Moreover, we use the notation from (41a), (41b)
and we give a shorthand to two matrices:
X =
(
FCR,1 ECR,2 ESf FSe
)
∈ RNnE×NnE , (43a)
Y =
(
ECR,1 FCR,2 FSf ESe
)
∈ RNnE×NnE . (43b)
Assume we can writeD in both forms (5) and (31). More-
over, Assumption 4.7 is fulfilled ifX has full rank. Note
that in the situation of Lemma 4.8 we haveZ = −X−1Y
which gives us a hint that we should prove and use
XZ = −Y along the way. As an element (f , e) of D
fulfills the equations in (5), we have
F
(
−f>CR,1 −f>CR,2 f>Sf f>Se
)>
+E
(
e>CR,1 e
>
CR,2 e
>
Sf e
>
Se
)>
= 0, (44)
or equivalently after reordering
Xy = −Y u. (45)
The same element (f , e) also fulfills (31), i.e. we have y =
Zu, where Z is unique according to Proposition 4.10.
By multiplying from the left with X we obtain
Xy =XZu. (46)
Combining (45) and (46) yields
XZu = −Y u, (47)
establishingXZ = −Y , since u ranges over all ofRNnE .
Let us now investigate the rank of X. First, note that
imX = im(X XZ) as imXZ ⊆ imX. From this the
statement that X has full rank follows:
rankX = rank
(
X XZ
)
(47)
= rank
(
X − Y
)
(43)
= rank
(
F E
)
(A.1b)
= NnE. (48)
Note that (48) holds for any realisation of F and E.
Moreover, every submatrix in (43a) must have full col-
umn rank. In particular Assumption 4.7 holds. 2
So far, we presented a method which allows to convert
the Dirac structure (5) to an explicit form (31). In the
sequel, we consider an important special case of (31)
which will pave the way to a port-Hamiltonian formula-
tion of the bond graph. The special case is characterised
by the following assumption.
Assumption 4.12 For all x ∈ X the matrices in (5)
fulfill (6).
Note that Assumption 4.7 is necessary for Assump-
tion 4.12. In the subsequent corollary, we make use of
Assumption 4.12 and address an important special case
of Lemma 4.8.
Corollary 4.13 Given the Dirac structure (5). Let As-
sumption 4.12 hold. The Dirac structure (5) can then be
formulated in the input-output representation (7). More-
over, Assumption 4.12 is necessary and sufficient for the
existence of (7) with vectors as in (8b) and (8c).
PROOF. The proof of Corollary 4.13 follows directly
from Lemma 4.8 under Assumption 4.12, which also
shows that Assumption 4.12 is a sufficient condition. The
proof for the necessity of the assumption is the same as
the one given for Proposition 4.11. 2
Lemma 4.8 provides a practical procedure for transfer-
ring the Dirac structure from a kernel representation
(5) into an input-output representation (31) with Prop-
erty 4.6. Assumption 4.7 is proven to be necessary and
sufficient for the existence of such a representation. In
Corollary 4.13, we considered an important special case
of Lemma 4.8, which will be used to derive an explicit
PHS from the bond graph in the next section.
4.3 Formulation of an explicit port-Hamiltonian system
In the previous section, we showed that under certain
conditions an explicit representation of the Dirac struc-
ture (5) can be obtained. Hereby, the inputs and outputs
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of the explicit representation are chosen under consid-
eration of Property 2.5. In this section, we merge the
explicit representation of the Dirac structure with the
constitutive relations of storages and resistors to obtain
an explicit PHS (3) that has Property 2.5. For this, let
us make the following assumption.
Assumption 4.14 The resistive relation (10) can be re-
organised as in (11).
The negative sign in (11) accounts for the opposite signs
of the flows in the vectors (fR, eR) and (uR,yR) (see (8b)
and (8c)). Before we formulate the bond graph as PHS,
we need one more prerequisite lemma, which ensures the
existence of K˜ in (12i).
Lemma 4.15 Let X,Y ∈ Rp×p with X = X>  0
and Y = −Y >. Then, the matrix K := (I +XY ) is
regular. In particular K−1 always exists.
PROOF. The idea of the proof is to show that (i) we
can (without loss of generality) assumeX to be diagonal;
(ii) the matrix K is invertible as it has only non-zero
eigenvalues. For (ii) we investigate first the case of X
being positive definite. Afterwards, we generalise to the
case of X being positive semi-definite.
Indeed, since X is a symmetric and real matrix, there
exists (by the Spectral Theorem) an orthogonal matrix
T ∈ O(p) such that TXT> is diagonal. Moreover, I +
XY is invertible if and only if T (I +XY )T> = I +
(TXT>)(TY T>) = I + X˜Y˜ is invertible, where X˜ =
TXT> is diagonal and positive semi-definite and Y˜ =
TY T> is skew-symmetric. Thus, we can assume X to
be diagonal in the remainder of the proof.
The matrix I + XY is regular if and only if 0 is not
an eigenvalue of it, that is if −1 is not an eigenvalue
of XY . We will show that XY has at most 0 as real-
valued eigenvalue. Throughout this proof we use Spec(·)
to denote the (real) spectrum of a matrix.
Case 1: X is positive definite. Let
√
X be a diagonal
matrix which is a square root of X, i.e.
√
X
√
X = X.
Such a matrix exists and is invertible sinceX is diagonal
and positive definite. Because the spectrum of a matrix
is invariant under conjugation, we have
Spec (XY ) = Spec
(√
X
−1
XY
√
X
)
= Spec
(√
XY
√
X
)
= Spec
(√
XY
√
X
>) ⊆ {0},
(49)
where the last inclusion holds since
√
XY
√
X
>
is real
and skew-symmetric. Thus, −1 is not an eigenvalue of
XY and I +XY is invertible.
Case 2: X is positive semi-definite. By the same conju-
gation argument as at the beginning of the proof (this
time with a permutation matrix) we may assume with-
out loss of generality that X is of the form
X =
(
X ′ 0
0 0
)
, (50)
where X ′ ∈ R`×` is a positive definite diagonal matrix.
With the same block decomposition we write Y as
Y =
(
Y ′ Y ′′
∗ ∗
)
, where Y ′ ∈ R`×`. (51)
We have
XY =
(
X ′Y ′ X ′Y ′′
0 0
)
. (52)
Thus, Spec(XY ) = Spec(X ′Y ′)∪Spec(0) ⊆ {0}, where
the last inclusion uses Case 1 applied to X ′Y ′. Hence,
I +XY is invertible. 2
In the following, we use Lemma 4.15 to merge the ex-
plicit Dirac structure (7) and the constitutive relations
of storages (9) and resistors (11) into an explicit PHS.
Lemma 4.16 Given an explicit Dirac structure (7) and
the constitutive relations of storage elements as in (9).
Suppose Assumption 4.14 holds, which allows the consti-
tutive relations of the resistive elements (10) to be written
as in (11). Equations (7), (9), and (11) can be written as
explicit input-state-output PHS of the form (3) with state
x and HamiltonianH (x) from (9) and u = uP, y = yP.
PROOF. The proof follows four steps: (i) we elimi-
nate the resistive variables in (7); (ii) we decompose the
structure obtained from (i) into symmetric and skew-
symmetric parts; (iii) we substitute storage variables
with (9); (iv) we show that (4) holds. Again, we omit
the argument x and the supplement “for all x ∈ X ” for
all matrices in this proof.
Substituting the second row from the linear equation
system in (7) into (11) yields
uR = −R˜Z>CRuC + R˜ZRPuP − R˜ZRRuR
⇔ uR = −K˜R˜Z>CRuC + K˜R˜ZRPuP (53)
with K˜ as in (12i). Due to Lemma 4.15, K˜ always exists.
Inserting (53) into the first and third row from the linear
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equation system in (7) yields
(
yC
yP
)
=
[(
ZCC −ZCP
Z>CP ZPP
)
+
(
ZCR
−Z>RP
)
K˜R˜
(
Z>CR −ZRP
)](uC
uP
)
. (54)
The first addend in the square bracket is a skew-
symmetric matrix. The second addend can be decom-
posed into a skew-symmetric and a symmetric matrix
by writing 2K˜R˜ as a sum of a skew-symmetric A and
a symmetric matrix B. Using this decomposition and
R˜ = R˜>, (54) reads
(
yC
yP
)
=
(
ZCC −ZCP
Z>CP ZPP
)(
uC
uP
)
+
1
2
(
ZCR
−Z>RP
)
(A+B)
(
Z>CR −ZRP
)(uC
uP
)
, (55)
withA andB as in (12g) and (12h), respectively. Equa-
tion (55) can be written as(
yC
yP
)
=
[(
−J −G
G> M
)
︸ ︷︷ ︸
=:Qss
+
(
R P
P> S
)]
︸ ︷︷ ︸
=:Qs
(
uC
uP
)
, (56)
with J , G, M , R, P , S as in (12) and Qss = −Q>ss,
Qs = Q
>
s . Inserting (9) into (56) then yields (3). Using
the idea of [28, p. 56], we eventually prove (4):
(
u>C u
>
P
)
Qs
(
uC
uP
)
=
(
u>C u
>
P
)
(Qss +Qs)
(
uC
uP
)
=
(
u>C u
>
P
)(yC
yP
)
(A.1a)
= −y>RuR
(11)
= y>R R˜yR ≥ 0.
(57)
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Remark 4.17 The authors of [25] derive an explicit
PHS without feedthrough for the case ZPP (x) = 0,
ZRP (x) = 0. In [24], the problem has been addressed for
the special case ZRR (x) = 0. Lemma 4.16 generalises
the results of [25] and [24] to the case where all matrices
of (7) are potentially non-zero.
4.4 Necessary and sufficient conditions
Sections 4.1 to 4.3 showed that if (6) and (11) are ful-
filled, an explicit port-Hamiltonian formulation of the
bond graph can be obtained. Hence, under Property 2.5,
equations (6) and (11) form together a sufficient con-
dition for the existence of such an explicit PHS. Now
it is left to show that (13) is a necessary condition for
the existence of a port-Hamiltonian formulation that has
Property 2.5.
Property 2.5 implies Property 4.6. In Proposition 4.11
we show that (13) is necessary (and sufficient) for formu-
lating the junction structure equations as a Dirac struc-
ture in an explicit representation with Property 4.6. In
Lemma 4.16 it is shown, that the inputs and outputs of
the explicit Dirac structure directly translate into the in-
puts and outputs of the explicit PHS. Thus, under Prop-
erty 2.5, the necessity of (13) from Proposition 4.11 also
accounts for the existence of an explicit PHS.
5 Main practical result
The methods from Sections 3 and 4 can be summarised
in an algorithm which generates an explicit PHS from
a given bond graph. This algorithm can be fully auto-
mated in a technical computing system and is the main
practical result of this paper. Algorithm 1 presents a
program listing which serves as a guide for implementa-
tion. On the webpage www.irs.kit.edu/2758.php, we
provide an implementation in Wolfram language.
6 Academic example
In this section, we illustrate the main theoretical and
practical results of this paper through an academic ex-
ample. Consider the N -dimensional bond graph in Fig-
ure 1. The elements and bonds are summarised in the
sets V = VI ∪ VE, B = BI ∪ BE, respectively, with
VI = {0, 1,TF}, VE = {C1,C2,R,Sf}, BI = {1, 2},
and BE = {3, 4, 5, 6}. The system state vector is x =(
x>1 x
>
2
)> ∈ R2N . We suppose an arbitrary, differen-
tiable, non-negative storage function H (x) = H1(x1)+
H2(x2). TheR-type element is specified by amatrixD ∈
RN×N withD =D>  0. The transformer TF is state-
modulated with full rank matrix U (x) = U> (x) ∈
RN×N .
01 TF : U(x) Sf
C2 : H2(x2)C1 : H1(x1)
f6
e6
f1
e1
f2
e2
R :D
f3e3 f4e4
e5
f5
Figure 1. Exemplary N -dimensional bond graph.
First, for each element i ∈ VI we formulate a Dirac struc-
ture Di of the form (17). With the matrices from (18a),
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Algorithm 1
Input: N -dimensional bond graph
1: for all i ∈ VI do
2: compute Fi (x), Ei (x) according to (18) or (20)
3: construct Di (x) as in (17)
4: bring Di (x) to the form (24)
5: compute DIC according to (27)
6: compute Γ>i (x) according to (28)
7: end for
8: Γ> (x)← (Γ>i (x)) for all i ∈ VI
9: Λ> (x)← ker(Γ> (x))
10: write Λ> (x) as (Λ>i (x)) for all i ∈ VI
11: compute D (x) according to (29)
12: bring D (x) to the form (5)
13: if (13) is violated then
14: print "BG contains dependent sources"
15: terminate
16: end if
17: if (6) is violated then
18: print "BG contains dependent storages or
storages determined by sources"
19: terminate
20: end if
21: split FR (x) such that (34) is fulfilled
22: split ER (x), fR, eR in same parts as FR (x)
23: compute Z (x) according to (8)
24: compute D (x) as in (7)
25: if (11) does not exist then
26: print "no suitable input-output splitting of
R-type elements exists"
27: terminate
28: end if
29: bring resistive relation from (10) to (11)
30: compute PHS matrices with (12)
31: u← uP, y ← yP
32: return explicit PHS (3)
(18b), and (20a), the equation systems of theDirac struc-
tures are:
D0 :

I I I
0 0 0
0 0 0


f5
f2
−f4
+

0 0 0
I −I 0
I 0 −I


e5
e2
e4
 = 0,
(58a)
D1 :

0 0 0
−I I 0
−I 0 I


−f3
−f6
−f1
+

−I −I −I
0 0 0
0 0 0


e3
e6
e1
 = 0,
(58b)
DTF :
(
I U (x)
0 0
)(
f1
−f2
)
+
(
0 0
−U (x) I
)(
e1
e2
)
= 0.
(58c)
Throughout this example, square zero matrices and
identity matrices are of dimension N . Rewrite (58a) as
I I I
0 0 0
0 0 0


−f4
f5
f2
+

0 0 0
0 I −I
−I I 0


e4
e5
e2
 = 0. (59)
Equations (58b), (58c), (59) are then of the form (24).
The equation system of the interconnection Dirac struc-
ture DIC from (27) is given by:
0
I
0
0︸︷︷︸
F IC0
I
0
0
0︸︷︷︸
F IC1
I 0
0 I
0 0
0 0

︸ ︷︷ ︸
F IC
TF

f2
−f1
f1
−f2
+

0
0
0
I︸︷︷︸
EIC0
0
0
−I
0︸︷︷︸
EIC1
0 0
0 0
I 0
0 −I

︸ ︷︷ ︸
EIC
TF

e2
e1
e1
e2
 = 0.
(60)
With (60), we obtain
Γ> (x) =

0 0 0
0 −I 0
0 0 0
I 0 0︸ ︷︷ ︸
Γ0
−I 0 0
0 0 0
0 0 −I
0 0 0︸ ︷︷ ︸
Γ1
0 −U (x)
0 I
I 0
−U (x) 0

︸ ︷︷ ︸
ΓTF(x)
.
(61)
A matrix Λ (x) with im(Λ> (x)) = ker(Γ> (x)) for all
x ∈ X is given by
Λ (x) =

0 I 0
U (x) 0 0
0 0 0
0 0 I︸ ︷︷ ︸
Λ0(x)
−U (x) 0 0
0 0 I
0 I 0
0 0 0︸ ︷︷ ︸
Λ1(x)
0 I
I 0
0 0
0 0

︸ ︷︷ ︸
ΛTF
. (62)
With (62), we can compute a single Dirac structure de-
scribing the equations of the junction structure. The
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equation system of the composed Dirac structure is
0 0
−I U (x)
−I 0
0 0︸ ︷︷ ︸
FC(x)
0
0
I
0︸︷︷︸
FR
0
U (x)
0
0

︸ ︷︷ ︸
FSf (x)

−f3
−f4
−f6
f5
+

U (x) 0
0 0
0 0
0 −I︸ ︷︷ ︸
EC(x)
U (x)
0
0
0︸ ︷︷ ︸
ER(x)
I
0
0
I

︸︷︷︸
ESf

e3
e4
e6
e5
 = 0. (63)
Since rank (FC (x) ESf) = 3N for allx ∈ R2N , Assump-
tions 4.7 and 4.12 are fulfilled. Using Corollary 4.13 with
FR,2 = FR we obtain an explicit representation of (63)
−f3
−f4
e6
e5
 =

0 0 I 0
0 0 V (x) −I
−I −V (x) 0 0
0 I 0 0


e3
e4
−f6
f5
 (64)
where V (x) = U−1 (x). The dashed lines indicate the
matrix blocks according to (7). For an input-output
splitting of the R-type element as in (64), Assump-
tion 4.14 is satisfied. With (12) we then obtain the
following explicit PHS
x˙ = −
(
D DV (x)
V (x)D V (x)DV (x)
)
︸ ︷︷ ︸
=R (x)
∂H
∂x
(x) +
(
0
I
)
︸ ︷︷ ︸
=G
f5,
(65a)
e5 =
(
0 I
)
︸ ︷︷ ︸
=G>
∂H
∂x
(x) , (65b)
with J (x),P (x),M (x),S (x) being zero. By the prop-
erties of D and U (x) we indeed have R (x) = R> (x)
for all x ∈ R2N . Moreover, (65) has Property 2.5.
7 Conclusion
In this paper, we present a method for an explicit port-
Hamiltonian formulation of multi-bond graphs (Theo-
rem 3.1). Furthermore, we provide two conditions for
the existence of such an explicit formulation – one nec-
essary and one sufficient. The method can be fully au-
tomated (Algorithm 1); along with this publication, we
provide an implementation in Wolfram language. Fu-
ture work will address the generalisation of our mod-
elling method to multi-bond graphs containing depen-
dent storages and/or storages determined by sources, i.e.
the case where (6) is violated.
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A Dirac structures
In Appendix A we recapitulate some representations of
Dirac structures. For a detailed introduction, we refer
the reader to [28].
Given an abstract finite-dimensional vector space F and
its dual vector space E := F∗. The spaces F and E are
referred to as space of flows and space of efforts, respec-
tively. We denote f ∈ F as flow vectors and e ∈ E as
effort vectors.
Definition A.1 ([28]) A subspace D ⊂ F ×E is a con-
stant Dirac structure if
(i) 〈e | f〉 = 0, ∀ (f , e) ∈ D, (A.1a)
(ii) dimD = dimF , (A.1b)
where 〈e | f〉 = e(f) denotes the dual pairing.
Remark A.2 Throughout this paper we have F = Rn.
As E = (Rn)∗ ∼= Rn, we identify E with Rn.
Definition A.3 A modulated Dirac structure is a fam-
ily of constant Dirac structuresD (x) ⊂ Rn×Rn indexed
over x ∈ X .
Definition A.4 A kernel representation of a modulated
Dirac structure D (x) ⊂ Rn × Rn with x ∈ X is
D (x)={(f , e) ∈ Rn×Rn | F (x)f +E (x)e = 0},
(A.2)
where the matrices F (x) and E (x) satisfy
(i) E (x)F>(x) + F (x)E>(x) = 0, (A.3a)
(ii) rank(F (x) E (x)) = n (A.3b)
for all x ∈ X .
Remark A.5 The matrices F (x) and E (x) are not
uniquely determined by the kernel representation. For ex-
ample both matrices can be multiplied from the left by an
arbitrary invertible matrix T (x) without changing D.
Definition A.6 Let D (x) ⊂ Rn × Rn with x ∈ X be a
modulated Dirac structure and (f , e) ∈ D (x). Possibly
after permutations split f into
(
f>1 f
>
2
)>. Correspond-
ingly, split e into
(
e>1 e
>
2
)>. An input-output represen-
tation of D (x) is
D (x) = {(f , e) ∈ Rn × Rn | y = Z (x)u}. (A.4)
where u =
(
e>1 f
>
2
)> and y = (f>1 e>2 )> are referred
to as input vector and output vector, respectively. The
matrix Z (x) satisfies Z (x) = −Z (x)> for all x ∈ X .
Remark A.7 Due to the structure of the equation sys-
tems, we denote (A.2) and (A.4) as implicit and explicit
representations, respectively.
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