In this study, a new coupled Partial Differential Equation (CPDE) based image denoising model incorporating space-time regularization into non-linear diffusion is proposed. This proposed model is fitted with additive Gaussian noise which performs efficient image smoothing along with the preservation of edges and fine structures. For this purpose, we propose a new functional minimization framework to remove the image noise, which results in solving a system of three partial differential equations (PDEs). Our proposed model is dissimilar from the existing CPDE models as it includes two additional evolution equations to handle edge strength function and data fidelity term. These two evolution equations control the smoothing process and force the resultant denoised solution to be close to the initial solution. To the best of our knowledge, the proposed model is the only work, which deciphers the combined effect of both the terms using separate PDEs. Furthermore, we establish the existence and uniqueness of a weak solution of the proposed system using the time discretization method with H 1 initial data. Finally, we used a generalized weighted average finite difference scheme to efficiently solve the coupled system and experiment results show the effectiveness of the proposed CPDE model.
Introduction
Reduction of generated noise in the restored images without loss of spatial resolution is highly desirable in many image processing applications. The behavior of noise reduction methods is entirely different for large areas with welldefined borders as well as for poorly defined borders. It has been observed that the goal of noise reduction with feature preservation and applicability to the multiple acquisition systems is difficult to achieve through a single method [1, 2] . Therefore, the accurate reconstruction of key features in an image from the noisy measurement is the main objective of our study.
The noise caused by image acquisition devices is often modeled by Gaussian random distribution. Generally, the degraded image can be modeled as I 00 = I + "noise",
where I 00 is the noisy image, degraded by Gaussian noise with zero mean, defined on an image space Ω, and I depicts the clean image. Our main task is to obtain the reconstructed image from the observed noisy image.
In recent years, PDE based methods have become widely applicable for noise removal and signal reconstruction, due to their well-established mathematical properties and their general wellposedness [1, 3, 4, 5, 6, 7, 8] . Obtaining the steady-state solution is the basic objective of PDE based image restoration problem. This goal can be achieved through two approaches. In the first approach, we directly find a steady state solution of the diffusion model. Whereas in the second approach, the steady-state solution is obtained from the evolution equation of the Euler-Lagrange equation associated with the energy functional. Several techniques are employed to handle the challenges posed by restoration problems. The availability of vast literature does not allow us to review all of them. However, we briefly report some of the robust techniques such that anisotropic diffusion [3, 6, 7, 9, 10, 11] , fourth order diffusion [12, 13, 14] , complex diffusion [15, 16] and variational based methods [17, 18, 19, 20, 21] . In all of the above-mentioned methods, spatial regularization is used for diffusion function, which is not able to inject the past information into the iterative process of diffusion. Therefore, the scheme may not be effective for solving image denoising problems which contain huge textures in their image domain. To handle this, applications of time-delay regularization with spatial regularization are also available in the literature [22, 23, 24, 25, 26, 27] . The space-time regularization is more suitable approach than Gaussian filtering as it enables to incorporate the information obtained along with the scales into the diffusion process. This type of regularization is used to recover fine structures, especially for images degraded with higher noise levels. Hence apart from a single PDE based approaches, several studies are utilizing coupled PDE to perform image restoration [28] . In this regard, Nitzberg and Shiota [26] introduce a delay in time to calculate diffusivity term as,
in Ω × (0, T ),
where u in diffusion function is calculated using the relation: u t = ϕ(G ξ * |∇I| 2 − u). Here, ξ is a positive smoothing parameter required for the analytical well-posedness of the model. So, the term u updates the edge information from the gradient of the updated image and past information of itself. Hence, instead of spatial regularization, u represents a temporal regularization in the formation of the diffusion term. This coupled PDE system is quite similar to the Perona-Malik model [10] as there is no spatial smoothing term. In [26] , the authors show that the coupled PDE system admits a unique classical solution (I, u) in any dimension and satisfy the maximum principle. They also explain that the system does not produce spurious features. A similar idea of coupled PDE system using time-delay regularization is proposed by Luo et al. [25] , for image denoising. They propose the estimation of a better edge map by substituting the isotropic diffusion by a nonlinear diffusion equation, to produce a regularized version of the diffusion function for image smoothing. Subsequently, Guo et al. [24] propose and analyze the well-posedness of a reaction-diffusion system for image denoising. They deploy the H −1 norm instead of L1/L2 norm with the total variation model [29] , to preserve the oscillatory and texture patterns, as follows,
Here, ||.|| 2 H −1 (Ω) = Ω |∇∆ −1 (.)| 2 dΩ. This model is efficient for denoising and decomposing the image into cartoon plus texture. Now evolution equation of the Euler-Lagrange equation of the above functional, in which two PDEs are interacting with each other to calculate noise fidelity term, can be given as,
In the above model, another PDE is used to calculate the fidelity term efficiently. The main difficulty with this model is that the term 1 |∇I| is singular when |∇I| = 0. However, the numerical simulations involve the regularization of |∇I| with |∇I| + ε. A good survey on the existing CPDE approaches can be found in [28] .
The objective of the present work is to systematically develop a new framework of coupled nonlinear diffusion model. The present approach differs from previous existing CPDE based works as it utilizes separate evolution equations to calculate edge strength function as well as the data fidelity term. The originality of the proposed coupled non-linear PDEs algorithm lies in the combined effect of:
i. diffusion coefficient with space-time regularization instead of space regularization only; ii. H −1 norm based time-varying fidelity term.
Moreover, due to the interest in theoretical research, we establish the well-posedness of the proposed CPDE model (10)- (13) . To prove the well-posedness, we use a time discretization method along with essential a-priori estimates and classical results of compact inclusion in Sobolev spaces [30] ; by utilizing some important inequalities, lemmas and theorems [31] and then tends the time discretization parameter to zero. This imparts a major role of this study as it is very important for the numerical computation. Further, to simulate the image denoising, we apply a higher order accurate generalized weighted average finite difference scheme with an advanced iterative solver (Hybrid Bi-Conjugate Gradient Stabilized method) to solve the algebraic system of equations generated from the discretization process [32] . The image quality of denoised images using the proposed CPDE model is compared against several existing nonlinear diffusion models, variational based models and CPDE based models. In practice, our calculations indicate that the proposed approach allows effective image smoothing on fine scales even when the images are degraded with a higher level of noise.
The rest of the paper is arranged in the following sequence. Section 2 describes the mathematical formulation of the proposed coupled nonlinear diffusion model. In section 3 we establish the existence and uniqueness of a weak solution to the proposed PDE model. Section 4 shows an appropriate numerical realization in terms of higher order accurate implicit finite difference scheme. Numerical validation of the proposed approach using experimental study is carried out in section 5. At the end, we summarize our observations in section 6.
Proposed Coupled Diffusion Model
The main aim of this work is to present a novel approach for image smoothing by the evolution of coupled non-linear PDEs. Among the existing CPDE based models mentioned in the previous section, the choices of diffusion function and fidelity term include the space and time regularization. Numerical simulations and experimental results depict that the space-time regularization plays a important role in the quality of recovered images degraded by noise. We note that all of these existing coupled PDEs described in the last section utilizes the time-delay regularization to calculate either diffusion coefficient or fidelity term, and sometimes fail to preserve significant contents of the image. Thus, one issue of these smoothing algorithms is how to design a non-linear diffusion algorithm, which can remove the noise and preserve the small features, simultaneously. For this purpose, inspired by the impressive performance of time-delay regularization in image smoothing, we proposed the following energy functional:
where I 0 represents the high pass filtered version of image I 00 and λ is weight parameter. Generally, λ is chosen to be inversely proportional to the variance of the noise in the given image. The first term represents a regularizing term producing a smooth varying variable function. The term g(u) serves the purpose of detecting the edges in the image. The second term forces the denoised solution I to be a close approximation to I 0 and referred to as data fidelity term.
In the data fidelity term, we have replaced L 2 norm of (I 0 − I) by H −1 norm to preserve the oscillatory and texture information more appropriately in a denoised image. The solution of the above minimization problem (5) can be given by the steady-state of the Euler-Lagrange equation for E u (I):
This is equivalent to following equations,
To this end, we consider the function u as the following,
where ϕ and ψ are positive weight parameters to be specified; average time delay (ϕ −1 ) and amount of the spatial smoothing (ψ) control the deformation and smoothness of the edge information and chosen as described in [26] . And, I ξ = G ξ (X) * I where two dimensional Gaussian function G ξ (.) at each pixel, X ∈ Ω is adopted as,
with ξ(> 0) the standard deviation of the function. Finally, our proposed model in which a set of PDEs interacting with each other, can be expressed as follows,
In the above model, diffusion coefficient g(u) is chosen as
where k > 0 is a threshold parameter, and u represents edge strength at each iteration. Note that we replace |∇I ξ | 2 in (8) by h(|∇I ξ | 2 ), where h being a sort of truncation, see [23] . Our proposed model is different from the models reported earlier in [28] , as it yields two separate evolution equations (PDEs) to handle the diffusion coefficient and data fidelity term. These two evolution equations are responsible for stopping the image smoothing at the edges as well as textures and forces the resulting solution to be a close approximation to the given initial image. The proposed model is in a spirit similar to the reaction-diffusion model equation in [24] ; however, the diffusion function is very different in our case. In (10)-(13), the smoothing equation (10) has different edge variable u and fidelity term v, obtained from two different PDEs. The data fidelity term between I and I 0 can be handled by function v, which can be obtained from equation (12) . Whereas the function u in the diffusion coefficient can be calculated from equation (11) . In summary, the proposed model achieves a suitable edge map and fidelity between noisy image and restored image at each iteration, which ultimately leads to quality denoising results. Hence, the proposed model provides a potential approach for image noise removal and enhancement.
Existence and uniqueness of weak solution
In this section, we establish the well-posedness of (10)-(13) with Dirichlet's boundary condition for the fidelity variable and Neumann's boundary condition for other two variables. Furthermore, for simplicity we choose all the constants involved in the equations (10)-(13) equals to 1. Note that, h :
for some δ > 0. Also from (14) we observe that, g : R → R + is a bounded, decreasing and Lipschitz continuous function with Lipschitz constant C ξ k 2 . Moreover, g(0) = 1 and lim u→+∞ g(u) = 0.
Technical framework
We denote by H k (Ω), k is a positive integer, the set of all functions I : Ω → R such that I and its distributional derivatives
is a Hilbert space endowed with the norm
We denote by L p (0, T ; H k (Ω)), p > 1 and k is a positive integer, the set of all measurable functions I :
We denote by H 1 (Ω) ′ the dual of H 1 (Ω), and H −1 (Ω) the dual of H 1 0 (Ω). For any f ∈ H 1 (Ω) ′ , we define a norm as
We introduce the solution space
Note that, the space W i (0, T ) (i = 1, 2) is a Hilbert space for the graph norm, see [33] .
We say that a triple (I, u, v) is a weak solution of (10)-(13) if
(iii) (13) holds.
Discretized system and existence of its weak solution
To prove existence of a weak solution of (10)-(13), we use semi discretization in time with a semi-implicit Euler
We may then consider time discretization of (10)-(13) as follows:
Thanks to (15) , the existence of u n+1 resp. v n+1 in step (i) resp. in step (ii) easily follows from Lax-Milgram lemma. Moreover, these solutions are unique. To show the well-posedness of (21), we use standard Lax-Milgram lemma. Define a continuous bilinear form C :
Then, by Lax-Milgram lemma, there exists a unique I n+1 ∈ H 1 satisfying (21) provided C is H 1 -coercive. Indeed, thanks to Gagliardo-Nirenberg inequality,there exists a constant C > 0, depending only on Ω and G ξ , such that
and hence C(Ψ, Ψ) ≥ 1 τ ||Ψ|| 2
yielding the H 1 -coercivity of C.
A-priori estimates
Let 0 ≤ n ≤ N − 1. Choose Ψ = u n+1 as test function in (19) and use the algebraic identity
Cauchy-Schwarz and Young's inequalities, (15) , and then sum over n = 0, 1, 2, . . . ,
Hence, there exists a constant C 1 > 0, independent of τ > 0, such that
Similarly, by choosing (formally) Ψ = −∆u n+1 in (19) and using the integration by parts formula, (24), Cauchy-Schwarz and Young's inequalities, (15) , and then summing over
where C 2 > 0 is a constant, independent of τ > 0. In view of (26) and (27), there exists a constant C 3 > 0, independent of τ , such that
Therefore, from (23), the positive lower bound for g(u n ) is given by
Again, one can use the test function Φ = v n+1 and Φ = −∆v n+1 (formally) in (20) , and proceed as above (under the cosmetic changes) to obtain (1 ≤ j ≤ N ):
where C P is the Poincaré constant. Note that, because of coupled system, we are not able to find the bound of v n 's from (30) and (31) . May be we need to combine with the estimates coming from (21) by choosing appropriate test functions. Taking Ψ = I n+1 in (21) and using (24), (29) , and (30), we have
for some constants C 4 , C 5 > 0, only depend on T, C P , v 0 , I 0 . We now apply discrete Gronwall's lemma (implicit form) and obtain the following: there exists τ 1 > 0 such that for all time step sizes 0 < τ < τ 1 ,
where C 6 > 0 is independent of τ > 0. We now use (33) in (30) and (31) , and get max 0≤j≤N ||v j || 2
for some constant C 7 > 0, independent of τ with 0 < τ < τ 1 . Again one may choose Ψ = −∆I n+1 (formally) in (21) and use the integration by parts formula, (24), Cauchy-Schwarz and Young's inequalities, (29) , (28) , (34) and the fact that ∇g(u n ) L ∞ ≤ C ξ, Ω, k u n H 1 to get, after the application of discrete Gronwall's lemma (implicit form),
with C 8 > 0, independent of τ with 0 < τ < τ 2 for some τ 2 > 0. Note that, for τ 0 = min{τ 1 , τ 2 }, (33), (34) and (35) all hold true. Putting things together, we arrive at the following theorem. 
where u j , v j and I j solves (19), (20) and (21) respectively.
Continufication and existence of weak solution
Let {t n } N n=0 be a uniform partition of [0, T ] with time-step size τ as described in Subsection 3.2. For any sequence {x n } ⊂ X, where X is a Banach space, we define the difference quotient d t x n+1 = x n+1 − x n τ for 0 ≤ n ≤ N − 1.
The globally time interpolant X τ ∈ C(X) of {x n } is defined via
Moreover, we define the piecewise constant in time interpolants X + τ (t) and X − τ (t) as follows:
, with x −1 = x 0 and x N +1 = 0. With the above notation, we now show the boundedness of the sequence
Then from (19) , we have, by using Cauchy-Schwarz inequality and (15),
and hence, thanks to Theorem 3.1,
Similarly, the sequences {∂ t V τ } τ >0 and {∂ t I τ } τ >0 are bounded in L 2 (H −1 (Ω)) and L 2 (H 1 (Ω) ′ ) respectively. Moreover, there exists a constant C > 0 such that for all 0 < τ < τ 0 ,
Thanks to (38) , (39) and Theorem 3.1, by using classical results of compact inclusion in Sobolev spaces [30] , there exists (I, u, v) ∈ W 1 (0, T ) × W 1 (0, T ) × W 2 (0, T ) such that along a subsequence (still we denote it by the same index) the following hold:
For any Ψ ∈ H 1 and Φ ∈ H 1 0 , we rewrite (19) , (20) and (21) in terms of
, and I − τ , integrate with respect to the time variable and make use of (40) to pass to the limit as τ → 0 in the resulting variational formulation to arrive at (16) , (17) and (18) . In other words, the triple (I, u, v) is a weak solution of (10)-(13).
Uniqueness of weak solution
We use standard methodology [31] to prove the uniqueness of weak solution of (10)- (13) . Let (I 1 , u 1 , v 1 ) and (I 2 , u 2 , v 2 ) be two sets of solution for the system (10)-(13) with I 1 = I 2 , u 1 = u 2 and v 1 = v 2 . Let I := I 1 − I 2 , U := u 1 − u 2 , V := v 1 − v 2 and g i = g(u i ) (i = 1, 2). Then, the following equations hold in the sense of distribution:
Note that
Similar to a-priori estimates, we have for a.e. t ∈ (0, T ) withC I := ∇I 2 L ∞ (L 2 ) , 1 2
Similarly, by multiplying (42) by U and integrating over Ω, we get
By using Lipschitz continuity of h along with Gagliardo-Nirenberg inequality, we have
and hence d dt
In a similar way, one can easily deduce that
We now add (45)-(49) and then apply Gronwall's inequality to infer thatĨ ≡ 0, U ≡ 0 and V ≡ 0. In other words, weak solution of the proposed model (10)-(13) is unique.
Numerical Approximation
In this section, we discuss the numerical implementation of the proposed model (10)- (13) . To solve the model numerically, we have applied the generalized weighted average finite difference scheme which has a combined nature of the forward Euler method and the backward Euler method, at n th and (n + 1) th step, respectively. The image variable I, edge variable u and fidelity term v are calculated at each iteration.
In the derivation of finite difference formulas, h and τ are considered as spatial step size and time step size, respectively. Let I(x i , y j , t n ) express the gray level of the image plane I n i,j , where x i = ih, y j = jh and t n = nτ . Also, we consider v 0 i,j = 0 and u 0 i,j = G ξ * |∇I 0 i,j | 2 . Derivatives are approximated by central difference formula as,
The discrete form of (10)-(13) can be written as;
where,
for w = u, v. Moreover the diffusion term in (10)-(13) approximated using the central difference scheme as,
) , (54) with the Neumann boundary conditions:
Further, to solve the algebraic system of the the form AI n+1 = B, generated from numerical discretization, hybrid Bi-Conjugate Gradient Stabilized solver has been used [32, 36] . Apart from the numerical discretization of (10)-(13), a stopping criterion is needed to terminate the diffusion process. To achieve this goal, we start with an initial image I 0 and apply the system (10)- (13) repeatedly. This results in a family of smoother images I(t, x); t > 0, which depicts refined versions of I 0 . After sufficient iterations, changes between two consecutive iterations become redundant. At this point, the convergence of the iterative procedure has been achieved. Now, we use the following measure as a stopping criterion,
Here, we use ε = 10 −4 as a fixed threshold. I k and I (k+1) depict the image planes at the k th and (k + 1) th iteration, respectively. Parameter values used for the numerical experiments are mentioned in the caption of each figure. For the TV and NLM model, we have reproduced the results by utilizing the fact as mention in [19] and [38] respectively. Apart from the parameters displayed in the captions, we have chosen ϕ = 1 and ξ = 1 for the present model and a uniform time step size τ = 0.1 for the current as well as the other discussed approaches. 
Results and Discussion
The proposed CPDE model was employed using the finite difference scheme given in the previous section. Image denoising using (10)-(13) was compared with the results of other state-of-art models available in the literature. Especially, TV model [19] , NS model [26] , Luo model [25] , RD model [24] , PV model [27] , SYS model [37] are considered for the comparison. Apart from the diffusion-based approaches, non-iterative approach (Non-Local Means method) [38] is also used for comparison with the present method. Since the space-time regularization based proposed model is claimed to be an improvement over the existing CPDE models, our main aim was to compare the edge detection and denoising results with these models (NS Model, and Luo model). In this process, the considered non-linear diffusion models are solved by the existing numerical schemes. And also, to stop the iterative process of each smoothing algorithm discussed stopping criteria equation (55) is employed. The effectiveness of results was evaluated through several standard gray level test images which are degraded with additive Gaussian noise of zero mean and different levels of standard deviations. We have artificially added additive Gaussian noise of different standard deviations ranging from 20 to 50 by using our MATLAB program. Also, to evaluate the efficiency of our model, quantitative comparisons in terms of Peak signal to noise ratio (PSNR) [2] , mean structural similarity index measure (MSSIM) [39] , Gradient of peak signal to noise ratio (PSNR Grad ) [40] , Improvement in signal to noise ratio (ISNR) [2] have been shown with existing models. A higher value of quantity metrics suggests that the filtered image is closer to the noise-free image. (a). Peak signal to noise ratio (PSNR) [2] can measure the match between the clean (I) and denoised image (Î), PSNR(I,Î) = 10log 10 MN|max(I) − min(I)| 2
(b). In addition to PSNR, gradient of peak signal to noise ratio (PSNR Grad ) is also used to measure the match between the derivatives of reconstructed and true image, defined as
where (I x , I y ) and (Î x ,Î y ) are the derivatives of ground truth image (I) and denoised image (Î).
(c). Structural similarity index (SSIM) [39] , is used to calculate the similarity between structure of clean and reconstructed images, and can be given as,
, here µ x , µ y , σ 2 x , σ 2 y , σ xy are the average, variance and covariance of X and Y , respectively. The variables c 1 and c 2 are used to stabilize the division with weak denominator. To find overall performance of the image, we used a mean SSIM index (MSSIM), where X and Y are used to represent the original and the denoised images, respectively. N is the number of local windows in the image, and X i and Y i are the image contents at the i th local window. (d). Improvement in signal to noise ratio (ISNR) [2] , is simply the difference between the improved and the original signal to noise ratio,
To test the effectiveness of the proposed model, figure [1] presents the denoising results for Walkbridge test image that contain additive Gaussian noise of σ = 40, which make the features hard to visualize. The restored outputs obtained from the state-of-the-art diffusion models depict that the denoised images are not satisfactory and the texture information of the image is ruined. From the figure[1e] , it is easy to perceive that the proposed model can effectively eliminate all noise particles and preserve the original structure of the image.
Further, to showcase the efficiency of our model, in figure 2 , we compare the visual quality of the mosaic image computed by the present model along with the other existing models. Here we present the denoised images and 3D surface plots of the denoised images side by side for better comparison. From the figure, it can be observed that our model works better in terms of noise removal as compared to other models. From the 3D surface plots of the denoised images, one can see that our model leave fewer fluctuations with compare to the other models, it indicates that the proposed model not only removes noise efficiently but also preserves the fine structure as compared to the other models.
To further confirm the ability of the proposed model, in figure[3] , we present the comparison of the denoised Pirate image which was initially degraded with additive Gaussian noise with very low SNR value 3.70. From figure [3] , it is clear that the proposed algorithm retains more texture information in addition to noise reduction, which makes our filtered image better in comparison to other models considered here.
Along with the qualitative analysis using full image surface, we also study the quality of the resultant images considering a slice of the Boat image and the Livingroom image with different noise levels. Figure 4 shows the signals of the original, noisy and restored images obtained by the proposed CPDE model and other discussed CPDE models. From these figures, it is easy to conclude that the restored signals computed by the proposed model are more closure to the clean signals in comparison to other discussed models.
In addition to qualitative comparisons, the quantitative results, in terms of PSNR and MSSIM values for different test images as well as noise levels (σ = 20, 30, 40, 50) , are shown in tables [1] - [4] . To ease the comparison, the highest values of both MSSIM and PSNR measures are highlighted in each table. The highest values of PSNR and MSSIM for each image, clearly shows that the proposed model is better than all other models considered in the table. We have a significant observation that proposed model performs better for higher noise densities, as can be seen from tables [3] - [4] . For low noise densities, such as σ = 20, our results are still batter or very closed to the best values. Hence, analysis of the results presented in the tables, reveals that the performance of the present model increases with increasing noise density. In tables [5] - [6] , apart from the MSSIM and PSNR, we show the quantitative comparison with gradient PSNR and ISNR values of the proposed model and the alternative approaches. Finally, we note that the different quantitative measures (in terms of PSNR, MSSIM, gradient PSNR, and ISNR values) confirm the superiority of the proposed approach in comparison with other models. Our comparison study shows that the proposed CPDE model preserves image structure efficiently in comparison to other earlier reported methods when signal-to-noise ratio is low. On the other hand, when signal-to-noise ratio is high, the present model restores image structure better than the other existing models. From the above discussion, it is confirmed that the proposed model is robust and more efficient than the available techniques considered here.
Conclusion
In this work, we propose a new CPDE based denoising framework. The proposed space-time regularization based image denoising approach highlights the choice of diffusion function and data fidelity term. For this purpose, we use the evolution equations to determine both the terms in the proposed model. It may be treated as the non-linear diffusion model which yield two separate PDEs to remove the noise with preservation of significant edges and fine structures. First, we establish the well-posedness of the proposed model using a time discretization method. Then, to solve the proposed model numerically, an implicit finite difference scheme along with advanced iterative solver has been used. We validate our model with different standard test images. Experimental studies confirm that the proposed model is more efficient than the existing models, in terms of quantitative measures and visual quality. Especially, the present model produces best results for high noise levels. We believe that present model has multidimensional applications which will ultimately benefit the society.
