Integrated Information Theory (IIT) has emerged as one of the leading research lines in computational neuroscience to provide a mechanistic and mathematically well-defined description of the neural correlates of consciousness. Integrated Information (Φ) quantifies how much the integrated cause/effect structure of the global neural network fails to be accounted for by any partitioned version of it. The holistic IIT approach is in principle applicable to any information-processing dynamical network regardless of its interpretation in the context of consciousness. In this paper we take the first steps towards a formulation of a general and consistent version of IIT for interacting networks of quantum systems. A variety of different phases, from the dis-integrated (Φ = 0) to the holistic one (extensive log Φ), can be identified and their cross-overs studied.
Introduction.-Over the last decade Integrated Information Theory (IIT), developed by G. Tononi and collaborators, has emerged as one of the leading research lines in computational neuroscience. IIT aims at providing a mechanistic and mathematically well-defined description of the neural correlates of consciousness [1] [2] [3] [4] .
The idea is to quantify the amount of cause/effect power in the neural network that is holistic in the sense that goes beyond and above the sum of its parts. This is done in a bottom-up approach by quantifying how arbitrary parts of the network ("mechanisms"), in a given state, influence the future and constrain the past of other arbitrary parts ("purviews"), in a way that is irreducible to the separate (and independent) actions of parts of the mechanism over parts of the purview. Iterated at the global network level this process gives rise to a so-called conceptual structure, comprising a family of mechanisms and purviews, where the latter represent the integrated core causes/effects of the former [2] . A suitable measure of the distance between this conceptual structure with the closest one obtainable from a partitioned network (where the connections between the two subsystems are "noised") quantifies how much of the cause/effect structure of dynamical newtwork fails to be reducible to the sum of its parts. This minimal distance is the Integrated Information (Φ) of the network.
In IIT it is then boldly postulated that the larger Φ, the higher is the degree of consciousness of the network in the given state. The irreducibility of the causal informationprocessing structure of the network measured by Φ is independent of the specific "wetware" implementing the brain circuitry. It follows that the IIT approach to consciousness seems to unavoidably lead to panpsychist, and a rather controversial [5] view of the world [4] .
Importantly, besides (and irrespective of) the applications to consciousness, the IIT approach is in principle applicable to any information-processing dynamical network. For example, applications of IIT to Elementary Cellular Automata and Adapting Animats have been discussed [6] . Furthermore, potential extensions of IIT to more general systems, including quantum ones, have been investigated in [7, 8] by M. Tegmark (see also [9] ).
In this paper we shall make an attempt at formulating a general and consistent version of IIT for interacting networks of finite-dimensional quantum systems (qudits). Naturally, classical probability distributions are being replaced by (non-commutative) density matrices and probability transition matrices by completely positive (CP) maps [10] . We would like to emphasize that 1) our goal is not to account for potential quantum features of consciousness 2) the quantum extension that we are going to discuss differs in some essential ways from its classical counterpart and it is not claimed to be unique [11] .
Quantum IIT.-Let Λ be a set of cardinality |Λ| < ∞. For each j ∈ Λ there is an associated d−dimensional quantum system with Hilbert space h j ∼ = C d . Given any Ω ⊂ Λ we define H Ω = ⊗ j∈Ω h j , with dimension d |Ω| . We will denote by L(H Λ ) (S(H Λ )) the associated operatoralgebra (state-space). One has that H Λ ∼ = H Ω ⊗ H Ω , where Ω denotes the complement of Ω (in Λ). Let the dynamics be described by a unital CP-map U: L(H Λ ) → L(H Λ ) with U(1) = 1. This map has to be thought of as the one-step evolution of a discrete time process. Adopting the IIT jargon we will refer to subsets M of Λ as to mechanisms). Given Ω ⊂ Λ we define the noising CP-
The first step of is to define a quantum version of the cause/effect repertoires of classical IIT [3, 4] .
Definition 1a: cause/effect Repertoires: Given the unital U, the state Ψ Λ ∈ L(H Λ ), (Ψ Λ ≥ 0, Tr Ψ Λ = 1) and the mechanisms M, P ⊂ Λ, we define the effect (e) and cause (c) repertoire of M over the purview P , by [12] 
U (e) = U and U (c) = U * (Hilbert-Schmidt dual of U). The set of density matrices ρ (e) (P |M ) (ρ (c) (P |M )) encode how the dynamics constrain the future (past) of P , given that the system is initialized in Ψ M and noised over M . Note, ρ (e/c) (∅|M ) = 1 (∀M ), by trace normalization.
The second step is to define the cause/effect information by the information-theoretic distance between the conditioned and the un-conditioned repertoire ρ (x) (P |∅). In classical IIT the distance between repertoires (and related objects) is usually taken to be the Wasserstein distance [3] . In this paper, in view of its salient quantuminformation theoretic properties and simplicity, we will adopt the trace distance between density matrices ρ and σ as a natural measure of statistical distinguishability, i.e., D(ρ, σ) :=
cause/effect Information: The cause/effect information of M over P is given by
Since U and U * are unital ρ (e/c) (P |∅) = 1 P d |P | ; these are the unconditioned repertoires.
Remarks: 1) Since pure states have the maximum distance from the maximally mixed state and by distance monotonicity under partial traces xi(
2) From (2) and distance monotonicity under partial traces and unitary invariance follows Q ⊂ P ⇒ xi(Q|M ) ≤ xi(P |M ) (x = e, c). 3) For unitary U's generated by a local Hamiltonian xi(P |M ), (x = e, c) fulfill a Lieb-Robinson type inequality [13] , see [12] .
Definition 2: Integrated information for mechanismsGiven the mechanism M and the purview P we consider all possible bi-partitions of them {M 1 , M 2 } and {P 1 , P 2 }, where
c).
In this definition the minimum is taken over all the 2 |P |+|M |−1 − 1 possible pairings (P i , M i ) (i = 1, 2) different from the trivial one (∅, ∅), (P, M ), which would make any repertoire factorizable. Notice that, since the ρ (x) (P i |M i )'s (i = 1, 2) are not the reduced density matrices of ρ (x) (P |M ), the factorizability of the latter is a necessary, but not sufficient condition for the vanishing of ϕ (x) (P |M ). If (P 1 , P 2 ) is the partition of P , which achieves the minimum, then the entanglement of ρ (x) (P |M ), measured by its distance from the set of separable states over H P1 ⊗ H P2 , provides a lower-bound to ϕ (x) (P |M ). Moreover, cause/effect information gives an upper bound to the integrated information [14]
In particular, Eq. (3) and remark 3) above imply that integrated information obeys a Lieb-Robinson type bound for U's generated by local-Hamiltonians. This shows that ϕ obeys locality in the usual sense allowed in nonrelativistic quantum theory [13] . Definition 3: Core causes, effects.-The purview P (e/c) * is a core effect/cause of M , if P (e/c) * = arg max P ϕ (e/c) (P |M ). The corresponding value of ϕ will be denoted by
In the first (second) case, the mechanism M fails to constrain the future (past) on any purview P in an integrated fashion. Either way, such a mechanism is not regarded as an integrated part of the network and it is dropped out of the picture.
Definition 4: Conceptual Structure operators.-For any mechanism M ⊂ Λ the triple (ρ c (M ), ρ e (M ), ϕ(M )) with ϕ(M ) > 0 is called a concept. The totality of concepts forms a conceptual structure (CS) [3] . Formally one can encode a CS on a positive semi-definite operator over ( (4) where M ⊂ Λ, α = e, c, and we have made explicit the U-dependence (but kept implicit the Ψ Λ one). Given two CS's, C 1 and C 2 associated to U 1 and U 2 , respectively, we define the distance between them as the (trace-norm) distance bewteen the associated CS opera-
In words: two conceptual structures are the same iff all the core effects/causes repertoires and the associated integratedinformation coincide for all concepts [15] .
The key idea in IIT is to quantitatively compare the global cause/effect structure, encoded in (4), with the one associated to the factorized maps. In this way one wants to asses how the "whole goes beyond and above the sum of its parts". The standard way in classical IIT to produce factorized maps is by bi-partitioning the total set Λ and by "cutting the connections between the two halves by injecting them with noise" [3] . We adopt here a natural quantum version of this procedure.
Formally, given the (non-trivial) partition
), (i = 1, 2). Now we define the fundamental global quantity of the paper: the Integrated Information of the whole network. Qualitatively, Φ measures how the integrated cause/effect structure of the quantum network fails to be described by any factorized version of it.
Definition 5: Integrated Information.-We define the Integrated Information (II) by
The minimum here is taken over the set of 2 |Λ|−1 − 1 bipartitions of Λ [17] . If Φ(U) = 0, we say that the network is dis-integrated.
It is important to stress that, in spite of the simplified notation, II depends crucially on Ψ Λ as well. In this paper we focus on completely factorized pure states Ψ Λ = ⊗ i∈Λ |ψ i ψ i |. Different state choices, e.g., entangled, may result in dramatically different results [18] , and will be considered elsewhere [19] . Notice that Φ obeys a sort of time-reversal symmetry Φ(U * ) = Φ(U) [20] . The bi-partition P M IP , for which the minimum in Eq. (6) occurs, is referred to as the Maximally Irre-
Of course factorizability of U is a sufficient (but not necessary [21] ) condition for vanishing II. More in general, if the network is dis-integrated C(U) = C(U P M IP ), namely there exists a "cut and noising" of the network in two halves that does not affect its global (integrated) cause/effect structure. The system does not exist as a whole per se, but fragments into causally decoupled parts.
Permutational networks.-In order to illustrate the above definitions and ideas we will now discuss the simple case of Permutational networks, in which Ψ Λ = ⊗ i∈Λ |ψ i ψ i | and U(X) = U σ XU † σ , where U σ acts as the permutation σ ∈ S |Λ| over
The same equations hold, with σ −1 replacing σ, for the cause repertoires. From this totally factorized form one sees that the only irreducible (M, P ) pairs are given by (i, σ ±1 (i)) [and that the core effect
From these results and (4) one has
where
. Now given the partition P = (Ω, Ω ), (Ω = ∅), from the Proposition in [12] it follows that the concepts which are dis-integrated are those whose core effects or/and causes lie on the complementary set. Any permutation can be factorized in disjoint cycles, if the number of cycles is larger than one, one can choose a partition the of Λ that gives rise to the same CS and, therefore Φ(σ) = 0. If there is just one cycle (and |Λ| > 2) the MIP is anyone of the form P = {{i}, {i} } in which the three concepts associated with i, σ(i), σ −1 (i) are dis-integrated and all the others left intact. It follows from (6) that Φ(σ) = ) the network is in the "identity" ("swap") phase. The discontinuities at t = cos −1 ( 2/3) and t = cos −1 (1/ √ 3) are due to a jump and delocalization of the core cause/effect repertoires. The dashed red curve shows the average of Φ where U = exp(i t HGUE) and HGUE is sampled from the Gaussian unitary ensemble (GUE) with unit variance.
Partial Swap.-To investigate quantum effects on Φ we now consider a basic network with
, where S is the permutation operator swapping the two qubits. One has three mechanisms/purviews M, P = {1}, {2}, Λ = {1, 2}. A direct computation shows that:
. Identical expressions hold for the repertoires ρ (x) (P |2), (c t = cos t, s t = sin t). Finally, ρ(1|Λ) = ρ(2|Λ) = Ψ and ρ (x) (Λ|Λ) = Ψ ⊗ 2 . One can then obtain ϕ for each mechanism (i = 1, 2)
2 )}. It follows that for small (near to π 2 ) t's the core effect/cause of {1} is itself ({2}) (analogously for {2}), whereas the core effect/cause of Λ is itself ∀t. Moreover, there is a window around t = π 4 in which the core effect/cause of {1} and {2} delocalize and comprise the full Λ. The corresponding discontinuities of Φ(t) are illustrated in Fig. 1 . The existence of the intermediate, high Φ, delocalized phase originates from the commutator term in ρ (e/c) (Λ|1). It can be regarded as a genuine quantum feature, i.e., it would disappear if the dynamics were a just probabilistic mixture of identity and swap.
Low-integration and Holistic Phases.-As customary in statistical mechanics one can consider families of increasingly large networks (Λ, U Λ , Ψ Λ ) and study how Φ For HXX (H XXfc ) the fit gives log 2 (Φ) = 2.38 log 2 |Λ| − 3.15 (log 2 (Φ) = 2.03 log 2 |Λ| − 2.58), illustrating a polynomial growth of the integrated information Φ with the system size |Λ| (low-integration). The same behavior is also observed for the Heisenberg XXX model [12] . Inset: holistic phase for the |Λ|-local interaction Z. The fit shows log 2 (Φ) = 1.04|Λ|−2.35, consistent with an exponential scaling Φ ∼ 2 |Λ| . The timestep t for the different system sizes |Λ| is fixed by the "constant action" prescription t H ∞ = 2.5 [22] . Results for other prescriptions are discussed in [12] . > 0, we say that the network is the holistic phase in the TDL. The quantity O(U) can be referred to as the holistic parameter and it is at most one [23] . In the holistic phase the system shows the maximal level of integration and intrinsic existence as an irreducible causal whole.
To study the different integration phases it is useful to consider the following upper bound to Φ [24]
where (8), it follows that the holistic parameter is vanishing:
On the other hand, in order to be in the holistic phase, the network needs to have a number of concepts asymptotically lower bounded by 2 a|Λ| (1 ≥ a > 0). Whence, if the concepts are supported only on mechanisms M , such that |M | = κ = O(1), then the network is necessarily in the non-holistic (low II) phase, e.g., permutational networks. Now we discuss a sufficient condition for a network to be in the holistic phase and provide a physical example. First, Eqs. (5) and (6) imply the bound:
2 , where [25] . Notice that |∂P M IP | ≥ 2 |Λ|−1 − 1, therefore, in view of the lower bound above, one is guaranteed to be in the holistic phase if ϕ 0 is lower-bounded by a non-zero constant. This situation can be realized by a |Λ|-local interaction. Let us consider a qubit network with
Since, by definition, ϕ Ut (M ) ≥ ϕ Ut (M |M ) by setting, e.g., t = π 4 , one finds ϕ 0 ≥ 1 2 . This argument also shows that the holistic parameter O(U t ) is one for all t = 0, π/2, where it is ill-defined as Φ = 0. Turning on the global interaction Z (or mixing it with the identity) results in a direct transition from the dis-integrated phase to the holistic one. In general, one may speculate that k-local (k = O(1)) interactions will give rise to low-integration networks with sub-extensive log 2 Φ [19] . Preliminary numerical results are shown in Fig. 2 .
Conclusions.-The main goal of classical Integrated Information Theory (IIT) [1] [2] [3] [4] is to provide a mathematical and conceptual framework to study the neural correlates of consciousness. In this paper we took the first steps towards a possible quantum version of IIT irrespective of its applications to consciousness.
Our approach is a quantum information-theoretic one, where neural networks are being replaced by networks of qudits, probability distributions by non-commutative density matrices, and markov processes by completely positive maps. The irreducible cause/effect structure of the global network is encoded by a so-called conceptual structure operator. The minimal distance of the latter from those obtained by factorized versions of the network, defines the quantum Integrated Information Φ.
We have studied quantum effects in small qubit networks and provided examples, analytical and numerical, of families of low integration networks. Also, we have demonstrated sufficient conditions for the existence of highly integrated ones and given illustrations.
The scaling of Φ with the network size defines different phases distinguished by a different level of integration of their global cause/effect structure. The study of those phases and cross-overs, their relation to locality and entanglement, and in general the question whether the quantum IIT discussed in this paper has any direct bearing on standard quantum information processing, are challenging tasks for future investigations.
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, (x = e, c). Also, when |M | = |P | = 1, the partition above is the only possible and ii and cause/effect information conflate.
[15] It is important to notice that if the repertoires depend continuously on some parameter, e.g., through the map U, then ϕ(M ) will be a continuous function as well. However, core effects/causes may change dis-continuously and this will be reflected by CS operators and functions thereof, e.g., the distance (5).
[16] Alternatively, a CS can be also be seen a "constellation" of triples
The latter compact set may be referred to as the quantum "Qualia Space" [3] .
[17] At the quantum level one might define the minimization (6) over all possible virtual bi-partitions of HΛ [26] . This would provide a lower bound to Φ and a much more stringent, and uniquely quantum, definition of integration.
[18] For example, even factorized maps, e.g., identity may have non-vanishing Φ.
[19] P. Zanardi et al, (to be published).
[20] From Eq. (1) one sees that causes and effects are exchanged by replacing U with its dual U * , moreover ϕ(M ) is symmetric under this exchange (∀M ). Therefore, C(U * ) = XC(U * )X † , where X := 1 ⊗ σ x ⊗ 1. Since the distance D in Eq. (6) is unitarily-invariant one gets Φ(U * ) = Φ(U).
[21] For a given ΨΛ, vanishing Φ is a weaker property than factorizability of the dynamical map. Take, e.g., any nonfactorizable unitary U that is diagonal in a tensor product basis and ΨΛ to be a basis element. One has that U(ΨM ⊗
The action of U, for this ΨΛ, is the same of the identity map and therefore Φ(U) = 0. A different ΨΛ, would generally lead to Φ = 0.
[22] If the maps UΛ are associated with unitaries UΛ = e −it Λ H Λ one has to choose how to scale with the system size |Λ| both the times tΛ as well as the Hamiltonians HΛ. For the former three natural options are given by: a) t = O(1); b) "constant action" tΛ HΛ = O(1); c) tΛ := argmax t ΦΛ(t), where the maximum overtime is taken at fixed |Λ| (see [12] 
Here we have used the fact that the number of concepts Nc(UP ) of the partitioned network is always not larger than the one Nc(U) of the un-partitioned one ∀P. In the same way one proves Φ(U) ≤ M ⊂Λ ϕU (M ).
[25] Given a (non-trivial) bi-partition P := {Λ1, Λ2 = Λ 1 } we define ∂P := {S ⊂ Λ / S ∩ Λ1 = ∅ ∧ S ∩ Λ2 = ∅}. This is the "boundary of the partition" and it contains |∂P| = 2 |Λ| − 2 Supplemental Material for the paper "Quantum Integrated Information Theory" by P. Zanardi, M. Tomka, and L. Campos Venuti QUANTUM CAUSE/EFFECT REPERTOIRES Effects.-We will denote by p (p ) the degrees of freedom (DOFs) associated with the purview P at time t + 1 (its complement P ) and by m (m ) the DOFs associated to the mechanism M at time t (its complement M ). On purely classical probabilistic grounds one can write , and for t = 0 and t = π/2 we obtain Φ = 0. Fig. S3 (b) shows the holistic behaviour of the network, i.e., the exponential scaling of Φ with the system size |Λ|. In particular, we observe an exponential scaling of Φ for all the three natural prescriptions for fixing the timescale: a) for t = 0.5 (solid blue line) we get log 2 Φ = 1.05|Λ| − 2.64, b) for t Z ∞ = 2.5 (dashed orange line), log 2 Φ = 1.04|Λ| − 2.35 and c) for t = argmax t Φ Λ (t) (dotted green line), log 2 Φ = 1.04|Λ| − 2.29. The fits obtained using all the three different prescriptions are consistent with a scaling of the form Φ ∼ 2 |Λ| . The fit of case b) (dashed orange line), which corresponds to the fixed action case t Z ∞ = 2.5, is also shown in the inset of Fig. 2 from the main text.
LOW-INTEGRATION EXAMPLES
In this section we numerically calculate Φ for four different qubit networks of sizes up to |Λ| = 7. We use U(X) = e −itΛH Xe itΛH , but now the dynamics are described by a two-body Hamiltonian H. Namely, the dynamics are governed i) by the XX Hamiltonian on a ring H XX = |Λ| i=1 (σ First, in Fig. S4 we plot the scaling of the timescale t Λ , used in the evolution operator of the network U(X) = e −itΛH Xe itΛH . The timescale t Λ for the different system sizes |Λ| is determined by fixing the "action" to a constant value, i.e., t Λ ||H|| ∞ = 2.5. Figure S4 (a) shows the scaling of the resulting t Λ with the system size on a log 2 scale for the XX Hamiltonian on a ring H XX . The blue dots show it for an odd number of qubits (|Λ| odd) and the orange squares for an even number of qubits (|Λ| even) in the network. The same is shown in Fig. S4 (b) , (c) and (d) for the XX Hamiltonian on a fully connected graph, the XXX Hamiltonian on a ring and the XXX Hamiltonian on a fully connected graph. The dashed blue line and the dotted orange line show the fits for |Λ| odd and even, respectively.
We observe that for the the XX and the XXX Hamiltonians on a ring, there is a marked even/odd effect in the scaling of t Λ with |Λ|. This is due to the fact that for the ring geometry the (sup) norm of the Hamiltonian is given by |E 0 |, where E 0 is the ground state of the corresponding antiferromagnetic Hamiltonian. As such especially ||H XXX || ∞ shows a marked even-odd effect, since for odd chains one cannot have a singlet ground state. (Color online) Scaling of the t λ with the system size |Λ| given by fixing action tΛ||H||∞ = 2.5, for the XX Hamiltonian on a ring (a), the XX Hamiltonian on a fully connected graph (b), the XXX Hamiltonian on a ring (c), and the XXX Hamiltonian on a fully connected graph. Note the more pronounced even-odd effect for HXXX as discussed in the text.
The scaling of the Integrated Information Φ with the system size and different prescriptions for fixing the timescale t Λ is shown in Fig. S5 . Panels (a) and (d) show holistic (exponential) behavior consistent with Φ ∼ 2 |Λ| , whereas in panel (b) and (c) the best fit is obtained with Φ ∼ |Λ| α for some positive α (see figure) .
• i) Compute ρ (e/c) (P |M ) for all non empty M, P ⊂ Λ (# of repertoires: 2 (2 2|Λ| − 2 |Λ|+1 + 1))
ii) For each non-trivial ρ (e/c) (P |M ) compute ϕ (# of pairings of (P, M ): (2 |M |+|P |−1 − 1))
iii) For each M = ∅ find its core effect/cause P (x) * and associated integrated-information ϕ (x) (M ) = max P ϕ (x) (P |M ) = ϕ (x) (P (x) * |M ), (x = e, c). Now the CS (4) is defined for the given U.
iv) For each partition P of Λ compute Φ by using (6) (# partitions of Λ: (2 |Λ|−1 − 1)).
The total number of steps (for a fixed partition) is As in the classical IIT case, the actual computation of Φ is exponentially costly (in |Λ|) and therefore provides a challenging task even for networks of moderate size.
