Abstract. We introduce a variant of the Grothendieck construction by means of which we give a classification theorem for fiber bundles over Alexandroff spaces with T0 fiber. As a corollary we obtain that any fiber bundle with T0 fiber over a simply-connected Alexandroff space is trivial. In addition, we prove that any fiber bundle over an Alexandroff space with T0 fiber is a fibration.
Introduction
Alexandroff spaces are topological spaces which satisfy that any intersection of open subsets is an open subset. Finite topological spaces are perhaps the simplest examples of Alexandroff spaces. Alexandroff proved in [1] that there exists a functorial correspondence between Alexandroff spaces and preordered sets which preserves the underlying set. Under this correspondence partially ordered sets correspond to Alexandroff T 0 -spaces. And since any preordered set can be regarded as a small category, Alexandroff spaces constitute a meeting point of Topology, Combinatorics and Category Theory.
In addition, McCord proves in [13] that for every simplicial complex K there exists a locally finite T 0 -space X (K) together with a weak homotopy equivalence from the geometric realization of K to X (K). It follows that for each topological space there exists an Alexandroff space which is weak homotopy equivalent to it. Moreover, the category of posets admits a closed model category structure which is Quillen equivalent to the usual model category structure of the category of topological spaces.
Therefore, it seems natural to study other classical topics of homotopy theory in the context of Alexandroff spaces. For example, Barmak and Minian study covering maps of Alexandroff spaces [2] and Kukie la generalizes the fundational results of the theory of finite spaces of Stong [16] to Alexandroff spaces [11] . In addition, in [6] we give a complete combinatorial characterization of the Hurewicz cofibrations between finite topological spaces.
It will be desirable to obtain also a complete characterization of the Hurewicz fibrations between finite topological spaces, but as far as we are concerned this seems to be a much harder task. A reasonable first step towards this problem is given in this article with the classification of fiber bundles over Alexandroff spaces. Fiber bundles generalize covering maps and are closely related to fibrations since any fiber bundle over a paracompact space is a fibration. Moreover, their importance in topology and geometry is far-reaching and well-known.
A celebrated result of J. Milnor states that for any group G and any space B there is a bijection between the set of isomorphism classes of principal G-bundles over B and the set of homotopy classes of maps from B to a certain space BG, which is called classifying space of the group G.
In this article we give a similar result for fiber bundles over Alexandroff spaces. Specifically we prove that if B is a connected Alexandroff space and F is a T 0 -space then there exists a canonical bijection between isomorphism classes of fiber bundles over B with fiber F and isomorphism classes of functors from B to Aut (F ) . Surprisingly, the only assumption that is needed on the fiber F is that it is a T 0 -space. As a corollary we obtain that any fiber bundle with T 0 fiber over a simply-connected Alexandroff space is trivial. We also prove that if F is a T 0 -space then for every cofibrant object X of Cat there exists a canonical bijection between isomorphism classes of fiber bundles over X with fiber F and equivalence classes of continuous maps from X to the cofibrant replacement of Aut(F ) in Cat.
Finally, we apply our results to prove that any fiber bundle over an Alexandroff space with T 0 fiber is a fibration. Recall that a classical result states that a local fibration 1 over a space B is a fibration, provided that any open cover of B has a numerable refinement [10, 15] . However, since continuous functions from the unit interval to an Alexandroff T 0 -space are locally constant, non-trivial open covers of connected Alexandroff T 0 -spaces are not numerable. Hence, this classical result does not apply to fiber bundles over Alexandroff T 0 -spaces.
Preliminaries
2.1. Notation. We fix the notation that will be used throughout the rest of the article.
• The unit interval [0, 1] will be denoted by I.
• The Sierpinski space will be denoted by S. This is the topological space over the set {0, 1} where the unique non-trivial open set is the set {0}.
• For topological spaces X and Y , and y ∈ Y , the map C y : X → Y denotes the constant map y.
• For a topological space B, the space of paths in B will be denoted by B I and will be given the compact-open topology.
• Let X and Y be topological spaces and let f : X → Y be a continuous function.
Let ev 0 : Y I → Y be the "evaluation at zero" map. The space X × f Y I will be the pullback of the diagram
that is, X × f Y I = {(x, γ) ∈ X × Y I : γ(0) = f (x)} with the subspace topology with respect to X × Y I .
• Let B be a topological space and let α, β, γ ∈ B I . We will write α p ∼ β if α and β are path-homotopic. If α and β are paths in B such that α(1) = β(0), the composition (or concatenation) of α and β will be denoted by α * β.
1 A continuous function p : E → B is called a local fibration if there is an open cover {Uα}α∈A of B such that the restriction p| : p −1 (Uα) → Uα is a fibration for every α ∈ A. It is immediate that fiber bundles are local fibrations.
For 0 ≤ a ≤ b ≤ 1, we will denote by γ [a,b] : I → B the (increasing) linear reparametrization of the restriction γ| :
The inverse path of γ will be denoted byγ, and the homotopy class of γ will be denoted by [γ] .
• Let X be a topological space. The fundamental groupoid of X will be denoted by Π 1 (X). The composition law in Π 1 (X) is defined by [β] [α] = [α * β] for paths α and β in X such that α(1) = β(0). The fundamental group π 1 (X, x 0 ) of X at some x 0 ∈ X is the full subgroupoid of Π 1 (X) whose unique object is x 0 .
• We will also use the following notation:
-Set for the category of sets and functions.
-Cat for the category of small categories and functors. We will also write Cat * for the category of small categories with basepoint and basepoint-preserving functors. -Top for the category of topological spaces and continuous functions.
-Grpd for the category of groupoids and groupoid homomorphisms and Grp for the category of groups and group homomorphisms, considered as a full subcategory of Grpd whose objects are the one-object groupoids. -Ord for the category of preordered sets and order preserving morphisms.
This category will be identified with the category of thin small categories in the usual way, that is, a preordered set (X, ≤) will be considered as a thin category with a unique arrow x → y (also denoted by x ≤ y) whenever x ≤ y, for x, y ∈ X. -For a category C and an object c 0 of C , the category Aut C (c 0 ) is the subcategory of C with object c 0 and arrows the automorphisms of c 0 . Note that this category is a one-object groupoid and hence, it will be regarded both as a category and as a group. In particular, for a topological space X and x 0 ∈ X, we have that π 1 (X, x 0 ) = Aut Π 1 (X) (x 0 ). If F is a topological space, the category Aut Top (F ) will be simply denoted by Aut(F ). -For functors F : C → E and G : D → E we will write F ↓ G for the obvious comma category associated to F and G. The open sets of X are precisely the lower sets of X with respect to ≤ and, in particular, U x = {y ∈ X : y ≤ x} for every x ∈ X. It is easy to see that this correspondence between Alexandroff spaces and preordered sets defines an isomorphism between ATop and Ord. Hence, we have an isomorphism ATop ∼ = Ord
and (full) inclusions
ATop ֒→ Top and Ord ֒→ Cat. Note that, under the above isomorphism, the Sierpinski space S corresponds to the simplex [1] = {0, 1} with the usual order.
This article deals primarily with fiber bundles over Alexandroff spaces with T 0 fiber, and since we are interested in the combinatorial properties of these, every Alexandroff space will be considered as a preordered set and every continuous function between Alexandroff spaces will be considered as an order-preserving map.
Definition 2.1. Let B be an Alexandroff space and let b, b ′ ∈ B such that b ≤ b ′ . Then there is a canonical path in B from b to b ′ , that will be called η(b ≤ b ′ ), which is defined by
Let X be an Alexandroff space. In [13] M. McCord proved that the set U x is contractible for every x ∈ X. In particular, X is locally path connected, and then the connected components of X coincide with its path connected components. In fact, the connected components of X are the connected components of X as a preordered set, that is, x and y are on the same connected component of X if and only if there exist z 0 , . . . , z n ∈ X such that z 0 = x, z n = y and for i = 1, . . . , n, the elements z i−1 and z i are comparable.
McCord also defines two constructions on topological spaces which are particularly interesting in the context of Alexandroff spaces. These are the non-Hausdorff cone and the non-Hausdorff suspension. The non-Hausdorff cone of a topological space X is the space CX over the set X ∪ {+}, with + an element not in X, with the topology generated by the open sets of X. Namely, the open sets of CX are those sets that are open in X, and the whole set CX. The non-Hausdorff suspension of a topological space X is the space SX over the set X ∪ {+, −}, with + and − not in X, with the topology generated by the open sets of X and the sets X ∪ {+} and X ∪ {−}.
These constructions allow us to define two functors C, S : Top → Top which restrict to functors C, S : ATop → ATop. Note that for an Alexandroff space X, the space CX is the preordered set that is obtained by adding a maximum to X, while the space SX is the preordered set obtained by adding two incomparable elements that are strictly greater than every element of X.
2.3.
Weak homotopy type of Alexandroff spaces. Recall that the Kolmogorov quotient of a space X is the T 0 space KX = X/ ∼ where ∼ is the equivalence relation in X that identifies topologically indistinguishable points of X. For every topological space X, consider the canonical quotient σ X : X → KX. Given a continuous map f : X → Y , there exists a unique continuous map
It is not hard to see that K defines a functor from Top to the category Top 0 of T 0 topological spaces and continuous maps, and that the collection {σ X : X is a topological space} defines a natural transformation σ : Id Top ⇒ K.
McCord proved in [13] that for every Alexandroff space X, any section of the quotient map σ X is a homotopic inverse of σ X . Hence, every Alexandroff space is homotopically equivalent to the T 0 space KX.
Finally, McCord proved that for every Alexandroff T 0 space X there exists a natural weak homotopy equivalence f X : |K(X)| → X, where K(X) is the simplicial complex with vertices the elements of X and simplices the finite non-empty chains of X, and |K(X)| denotes the geometric realization of the simplicial complex K(X). Thus, every Alexandroff space X is weakly equivalent to the CW-complex |K(KX)|.
2.4.
Fundamental groupoids and regular coverings of Alexandroff spaces. We will now recall some results from [4] that will be needed throughout this article.
Recall that there exists a functor B : Cat → Top that maps every small category to its classifying space, that is, to the geometric realization of its simplicial nerve [14] . It is well known that if X is a poset, then BX is naturally homeomorphic to the space |K(X)|. Hence, for every T 0 Alexandroff space X there is a natural weak equivalence ϕ X : BX → X. In [4, Theorem 2.6] it is shown that this result is in fact true for every Alexandroff space. In particular, π 1 (BX, x 0 ) is naturally isomorphic to π 1 (X, x 0 ) for every Alexandroff space X and every x 0 ∈ X.
We will also need to recall that there exists a "localization functor" L : Cat → Grpd that maps every small category C to a groupoid LC which is the localization, in the sense of [8] , of C at its set of morphisms. Namely, there exists a functor ι C : C → LC such that for every morphism-inverting functor F : C → D there exists a unique functor F : LC → D such that F = F ι C . The category LC and the functor ι C are defined up to a unique canonical isomorphism by this universal property. Now, let X be an Alexandroff space and consider the functor Z X : X → Π 1 (X) that is the identity on objects and maps every arrow x ≤ x ′ in X to the path-homotopy class [η(x ≤ x ′ )]. Since Π 1 (X) is a groupoid, this functor is morphism-inverting and thus, there exists a unique functor Z X : LX → Π 1 (X) such that Z X = Z X ι X . In [4] it is shown that the functor Z X is in fact a natural isomorphism (of groupoids) that restricts to a natural isomorphism (of groups) Aut
There is another related construction that will need to be described. Let C be a connected small category, and let c 0 ∈ Obj(C ). A tree in C will be a subcategory T of C such that LT is an indiscrete category, that is, there exists a unique arrow from t to t ′ in LT for every t, t ′ ∈ Obj(LT ). A tree T in C is called a maximal tree if it is a wide subcategory of C , that is, if Obj(T ) = Obj(C ). Following [9] , it is easy to see that, if T is a maximal tree in C , then LT is a normal subgroupoid of LC . We will denote the canonical quotient map LC → LC /LT by q C . It is not hard to see that the composition
is an isomorphism. Now, let X be a connected Alexandroff space, let x 0 ∈ X and let T be a maximal tree in X. We define the functor F T : X → π 1 (X, x 0 ) as the composition
where both isomorhisms are the natural isomorphisms described above. Furthermore, if G is a group and α : π 1 (X, x 0 ) → G is a group homomorphism, we define
Considering the group G as a groupoid with a unique object * , the functor F T,α induces a group homomorphism π 1 (BX, x 0 ) → π 1 (BG, * ) and thus, it also induces a group homomorphism
In [4, Lemma 3.10] , it is shown that this homomorphism is precisely α.
The functors F T,α "represent" the regular coverings of X, as the following theorem shows.
Theorem 2.2 ([4, Theorem 3.14])
. Let X be a connected Alexandroff space and let x 0 ∈ X. Let G be a group and consider it as a category with a unique object * . Let F : X → G be a functor. Let X = F ↓ * (where * denotes the only possible functor from the terminal category to G), let p : X → X be the canonical projection and letx 0 ∈ p −1 (x 0 ). Let F * : π 1 (X, x 0 ) → G be the map induced by F between the fundamental groups. Then, the projection p is the regular covering map of X that corresponds to the kernel of the map F * , with π 0 ( X,x 0 ) ∼ = coker F * .
If, in particular, F = F T,α for some maximal tree T of X and some group homomorphism α : π 1 (X, x 0 ) → G, then p is the regular covering map of X that corresponds to the group ker α, with π 0 ( X,x 0 ) ∼ = coker α.
Note that since the functor F of Theorem 2.2 is morphism-inverting, there is an obvious isomorphism F ↓ * ∼ = * ↓ F. Hence, Theorem 2.2 admits a dual version where the covering X of X is the comma category * ↓ F.
The Grothendieck construction.
Recall that the Grothendieck construction of a functor C : B → Cat from a category B to Cat, is the category C whose objects are pairs (b, x) where b is an object of B and x is an object of
The canonical projection π B : C → B which maps (b, x) to b, is easily seen to be a functor and is usually regarded as an object over B.
which is a morphism of objects over B. Furthermore, the Grothendieck construction is actually a functor : Cat B → Cat/B from the category Cat B of functors from B to Cat and natural transformations to the over category Cat/B of Cat. Now, if B is a poset, or equivalently, a T 0 Alexandroff space, and F : B → Cat is a functor sending objects of B to posets, then F is again a poset, where for ev-
Thus, F is both a category and a topological space. This construction has been defined in [7] under the name of non-Hausdorff homotopy colimit.
As we will see in the next section, a topological Grothendieck construction can be defined for functors F : B → Top for B a preordered set, or equivalently, an Alexandroff space. This construction extends the non-Hausdorff homotopy colimit, as well as McCord's nonHausdorff cone and suspension, and will be used to give a classification theorem for fiber bundles over Alexandroff spaces with T 0 fiber. 
It is easy to see that if (β,
It follows that the set B = {J(b, V ) : b ∈ B and V is an open subset of D(b)} is a basis for a topology on D. We consider D as a topological space with the topology generated by B. The topological space D will be called the topological Grothendieck construction of D.
Observe that, with the notations of above, the map ι b :
The following remark states that the definition of the topological Grothendieck construction is compatible with the definition of the Grothendieck construction in the cases that both of them can be applied. (1) Let X be an indiscrete topological space and let B be an Alexandroff space. Let D : B → Top be a functor such that D(b) = X for all b ∈ B. Then the space D is B × X with the product topology.
(2) Let X be the topological space whose underlying set is {a, b, c} and whose topology is T X = {∅, {a}, X}. Let f 1 : X → X be the identity map, let f 2 : X → X be defined by f 2 (a) = a, f 2 (b) = b and f 2 (c) = b and let f 3 : X → X be the constant map with value a. Let S be the Sierpinski space. For j ∈ {1, 2, 3} let F j : S → Top be the functor defined by
Then the spaces F 1 and F 2 coincide with the space S × X with the product topology. On the other hand, the space F 3 is the set S × X with topology
In particular, F 1 and F 3 are not homeomorphic.
(3) Let X be a topological space and let * be the singleton. Let D : S → X be the functor defined by D(0) = X and D(1) = * . Then D is the non-Hausdorff cone of X.
(4) Let X be a topological space and, as above, let * be the singleton. Let B be the topological space whose underlying set is {a, b, c} and whose topology is {∅, {a}, {a, b}, {a, c}, X}. Note that the Hasse diagram of the poset associated to B is In examples (1) and (2) we can perceive a particular behaviour of the topological Grothendieck construction of a functor D : B → Top when the spaces D(b) do not satisfy the T 0 separation axiom. This is made more explicit in lemma 3.4 and proposition 3.5.
Recall that K denotes the the Kolmogorov quotient functor Top → Top 0 .
Lemma 3.4. Let X and Y be topological spaces and let f, g : X → Y be continuous maps such that
). Therefore,
Proposition 3.5. Let B be an Alexandroff space and let F, G : B → Top be functors such that
Proof. Follows easily from lemma 3.4.
We will study more properties of the topological Grothendieck construction and Kolmogorov quotients in a forthcoming article. Proof. Let b ∈ B. We define maps ϕ b : π
for every (β, x) ∈ U b × D(b) respectively, which are easily seen to be mutually inverse homeomorphisms.
The restriction π B | : π
Hence π B is a fiber bundle over B. Since B is connected, it follows that the fibers are homeomorphic to D(b 0 ) for any b 0 ∈ B as claimed. Proof. Let φ be an inverse of ϕ. Let π Y : X × Y → Y be the canonical projection, and, for t = 0, 1, let j t : Y → X × Y be the inclusion defined by j t (y) = (t, y), let ϕ t = π Y ϕj t and let φ t = π Y φj t . It is easy to see that ϕ t and φ t are mutually inverse automorphisms of Y , for t = 0, 1.
Note that if ϕ = Id X × α for some α : Y → Y , then ϕ 0 = α = ϕ 1 , and hence we obtain that α is unique and a homeomorphism. Conversely, if ϕ 0 = ϕ 1 , then ϕ = Id X × ϕ 0 . Thus, we only need to show that
The following proposition follows immediately from 3.12. Proof. For every U ⊆ B, we let p U : U × F → U be the canonical projection.
We define the functor D p : B → Top as follows. For b ∈ B, we define D p (b) = p −1 (b). Now, for b ≤ b ′ , we choose any trivializing neighborhood U of b ′ and we let ϕ U : p −1 (U ) → U × F be a trivialization of U . Observe that ϕ U restricts to homeomorphisms
We need to show that D p is well-defined, so suppose that V is another trivializing neighborhood of b ′ and let ϕ V :
is clearly bijective with inverse φ −1 : D p → E defined by φ −1 (b, x) = x and it is immediate that π B φ = p. Thus, we only need to show that φ and its inverse are continuous maps.
Let b ∈ B. Consider the restrictions φ :
as a subspace of p −1 (U b ) and hence, as a subspace of E.
It is clear that the set
is a basis for the subspace topology of π
In particular, since
Hence, the set
It follows that φ is continuous on p −1 (U b ). Therefore, φ and φ −1 are homeomorphisms, and thus, bundle isomorphisms. Remark 3.16. The canonical representation of a fiber bundle is not functorial. For example, let S be the Sierpinsky space and let p : S × S → S be the projection onto the first coordinate. Clearly, the canonical representation of p is the constant functor D p : S → Top 0 which sends both elements of S to the space S. Now observe that any natural transformation η : D p ⇒ D p satisfies η 0 = η 1 . Therefore, the bundle morphism α : S × S → S × S defined by α(0, x) = (0, x) for all x ∈ S and α(1, x) = (1, 1) for all x ∈ S (or equivalently, α(b, x) = (b, max{b, x}) for all (b, x) ∈ S × S) is not induced by a natural transformation from D p to itself. for the fiber bundle p and let ϕ U : p −1 (U ) → U × F be a trivializing morphism. It follows that U is also a trivializing neighborhood for the fiber bundle q and that ψ U =
is the corresponding restriction of α −1 . Since the maps D p (b 1 ≤ b 2 ) and D q (b 1 ≤ b 2 ) are independent of the choice of the trivializing morphisms, there is a commutative diagram 
It follows that the collection of arrows {α b : b ∈ B} is a natural isomorphism from C to
Corollary 3.19. Let B be a connected Alexandroff space and let C 1 , C 2 : B → Top 0 be morphism inverting functors such that the fiber bundles π On the other hand, from remark 3.8 it follows that the topological Grothendieck construction induces a function µ : [B, Aut(F )] → [Fib B (F )]. Finally, from theorem 3.14 and proposition 3.18 it follows that the functions λ and µ are mutually inverse.
Corollary 3.21. Let B be a simply connected Alexandroff space, let F be any T 0 -space and let p be a fiber bundle over B with fiber F . Then p is a trivial fiber bundle.
Proof. Let D p : B → Top 0 be the canonical representation of the fiber bundle p and let ι : Aut(F ) → Top 0 be the inclusion functor. There exists a functor E p : B → Aut(F ) such that ιE p and D p are naturally isomorphic. Let E p : LB → Aut(F ) be the unique functor satisfying that
we obtain that the category Aut LB (b 0 ) is the trivial category. And since the inclusion Aut LB (b 0 ) ֒→ LB is an equivalence of categories, it follows that the functor E p is naturally isomorphic to a constant functor. Thus E p and D p are also naturally isomorphic to constant functors.
Therefore, p is a trivial fiber bundle by 3.14.
Example 3.22. Let S 0 denote the 0-sphere. The non-Hausdorff suspension of S 0 is the poset SS 0 defined by the following Hasse diagram.
By theorem 3.20, the isomorphism classes of fiber bundles over SS 0 with fiber SS 0 are in one-to-one correspondence with the equivalence classes of functors from SS 0 to Aut(SS 0 ). Note that Aut(SS 0 ) = {Id SS 0 , τ ab , τ cd , τ ab τ cd }, where τ xy denotes the transposition that maps x to y (and y to x).
For each α ∈ Aut(SS 0 ) let G α : SS 0 → Aut(SS 0 ) be the functor defined by
It is not difficult to check that for any functor G : SS 0 → Aut(SS 0 ) there exists exactly one element α ∈ Aut(SS 0 ) such that G is naturally isomorphic to G α .
Therefore, there exist exactly four isomorphism classes of fiber bundles over SS 0 with fiber SS 0 which correspond to the functors G α for α ∈ Aut(SS 0 ).
It is interesting to observe that the total spaces of those fiber bundles are homeomorphic to the spaces T 2 0,0 , T 2 1,1 , K 1,0 and K 0,1 given in [5] , which are the minimal finite models of the torus and the Klein bottle.
More properties. Proof. First, we will prove that the map g is continuous. Let b ∈ B and let V be an open subset of D(b). It is easy to verify that
Thus, it follows that g is a continuous map.
Observe that π D B g = f π Df X . Now, let Z be a topological space and let α : Z → X and β : Z → D be continuous maps such that f α = π D B β. Note that for each z ∈ Z, β(z) = (β 1 (z), β 2 (z)) with β 1 (z) ∈ B and β 2 (z) ∈ D(β 1 (z)). And since f α = π D B β we obtain that β 1 (z) = f (α(z)) for all z ∈ Z. Let γ : Z → Df be defined by γ(z) = (α(z), β 2 (z)). It is clear that the function γ is well-defined and satisfies π Df X γ = α and gγ = β. Moreover, γ is the only function from Z to Df which satisfies this property. It remains to prove that γ is continuous.
Let x ∈ X and let V be an open subset of Df (x). It is not difficult to verify that
Therefore γ is a continuous map. Proof. Since the spaces X and B can be regarded as preordered sets, the continuous maps f and g can be regarded as functors. And since f ≤ g, there exists a natural transformation φ : f ⇒ g. Note that φ(x) is the only morphism from f (x) to g(x). Thus, we have a natural transformation Dφ : Df ⇒ Dg, which is a natural isomorphism since D is a morphism inverting functor. The result then follows from 3.8 and 3.9.
Theorem 3.26. Let X and Y be Alexandroff spaces and let F be a T 0 -space. Let p : E → Y be a fiber bundle with fiber F and let f, g : X → Y be continuous maps. Let p f : E f → X be the pullback of p along f and let p g : E g → X be the pullback of p along g.
Let D p : Y → Top 0 be the canonical representation of the fiber bundle p, let ι : Aut(F ) → Top be the inclusion functor and let E p : Y → Aut(F ) be a functor which satisfies that ιE p and D p are naturally isomorphic.
The following are equivalent:
(1) The fiber bundles p f and p g are isomorphic.
(2) The functors D p f and D p g are naturally isomorphic.
Proof. By 3.8 and 3.17, the fiber bundles p f and p g are isomorphic if and only if their canonical representations D p f and D pg are naturally isomorphic functors. By 3.24 this holds if and only if the functors D p f and D p g are naturally isomorphic. Now, the functors D p f and D p g are naturally isomorphic if and only if the functors E p f and E p g are naturally isomorphic. Let LX be the localization of X and let i : X → LX be the inclusion functor. Let E f , E g : LX → Aut(F ) be functors such that E f i = E p f and E g i = E p g. Let Aut LX (x 0 ) be the full subcategory of LX whose only object is x 0 and let ι LX : Aut LX (x 0 ) → LX be the inclusion functor.
Observe that the functors E p f and E p g are naturally isomorphic if and only if the functors E f and E g are naturally isomorphic. And this holds if and only if the functors E f • ι LX and E g • ι LX are naturally isomorphic since ι LX is an equivalence of categories.
Let α : π 1 (X, x 0 ) ∼ = Aut LX (x 0 ) be the canonical isomorphism. It is easy to verify that
It follows that the functors E f • ι LX and E g • ι LX are naturally isomorphic if and only if there exists ζ ∈ Inn(Aut(F )) such that
In [17] , Thomason proves that Cat admits a closed model category structure which is Quillen equivalent to the usual model category structure of the category of simplicial sets. Thus, a functor F : C → D in Cat is a weak equivalence if and only if the induced continuous map BF : BC → BD is a homotopy equivalence. He also proves that the cofibrant objects of this model category structure are posets.
Several authors study which posets are cofibrant objects of the Thomason model structure. Bruckner and Pegel prove in [3] that several classes of posets are cofibrant objects. May, Stephan and Zakharevich give in [12] a poset of six elements which is not cofibrant.
Recall that the double subdivision of a poset is a cofibrant object in Cat.
We say that f, g : X → Q Aut(F ) are equivalent maps if there exists ζ ∈ Inn(Aut(F )) such that (
Theorem 3.27. Let F be a T 0 -space and let U F : Q Aut(F ) → Aut(F ) be the cofibrant replacement of Aut(F ) in Cat.
Then for every cofibrant object X of Cat there exists a canonical bijection between isomorphism classes of fiber bundles over X with fiber F and equivalence classes of continuous maps from X to Q Aut(F ).
Proof. Let X be a cofibrant object of Cat. Let [Fib B (F )] denote the set of isomorphism classes of fiber bundles over B with fiber F and let F denote the set of equivalence classes of continuous maps from X to Q Aut(F ). Let ξ : F → [Fib B (F )] be the function that sends equivalence class of a continuous map f : X → Q Aut(F ) to the pullback (in Cat) of of the fiber bundle π
We will prove first that ξ is well-defined. Suppose that f, g : X → Q Aut(F ) are equivalent maps. Then there exists ζ ∈ Inn(Aut(F )) such that (
Let ι : Aut(F ) → Top be the inclusion functor. By 3.18, the canonical representation of the fiber bundle π U F Q Aut(F ) is naturally isomorphic to the functor ιU F . Thus, by 3.26, the pullback bundles ξ(f ) and ξ(g) are isomorphic. Hence ξ is well-defined.
Observe that injectivity of ξ follows by 3.26 and the argument of the previous paragraph. Now we will prove that ξ is surjective. Let p : E → X be a fiber bundle over X with fiber F and let D p : X → Top 0 be its canonical representation. Let E p : X → Aut(F ) be a functor which satisfies that ιE p and D p are naturally isomorphic. Since X is cofibrant and U F is a trivial fibration, there exists a functor f :
and let p f be the pullback of π along f . By 3.24 the canonical representation D p f of p f is naturally isomorphic to D π f , which is naturally isomorphic to ιU F f = ιE p . And since ιE p and D p are naturally isomorphic it follows that p f and p are isomorphic fiber bundles by 3.20.
Remark 3.28. The previous theorem and its proof show that the cofibrant replacement U F : Q Aut(F ) → Aut(F ) serves as a universal fiber bundle with fiber F for bundles over posets which are cofibrant in Cat.
Fiber bundles over Alexandroff spaces with T 0 fiber are Hurewicz fibrations
Theorem 2.2 shows that every regular connected covering space of a connected Alexandroff space B can be realized as the comma category F ↓ * for some functor F : B → G for some group G considered as a category with a unique object * in the usual fashion.
By the results of the previous sections, it follows that every (not necessarily regular) covering space of B can be realized as the topological Grothendieck construction D for some funtor D : B → Aut(F ) for some discrete space F . In the lines that follow, we will describe a very close relationship between these two facts.
Let B be a connected Alexandroff space, let b 0 ∈ B and let G be a group. Considering G as a discrete topological space, we will denote the automorphism group of G by Aut(G) and we will regard it as a subcategory of Top.
Let i : G → Aut(G) be the functor (or equivalently, the group homomorphism) that represents the left action of G on itself by left multiplication.
Any functor C : B → G induces a functor iC : B → Aut(G), and hence, it also induces a fiber bundle π B : B ⋉ iC G → B with discrete fiber G, that is, a covering map. A direct computation shows that B ⋉ iC G is naturally isomorphic to the comma category * ↓ C. By the "dual" version of Theorem 2.2, it follows that π B is a regular covering of B.
On the other hand, we will show that if p is the connected regular covering of B that corresponds to the normal subgroup N of π 1 (B, b 0 ), then the canonical representation of p is naturally isomorphic to a functor that factors through the composition
Let T be a maximal tree of B, let α : π 1 (B, b 0 ) → G the canonical projection and let F = F T,α be the composition
From Theorem 2.2 it follows that the projection r : * ↓ F → B is the connected regular covering map of B that corresponds to the normal subgroup N of π 1 (B, b 0 ) . By the theory of covering maps, it follows that p is isomorphic to r, which is, in turn, isomorphic to the projection π ιiF → B where, as before, i : G → Aut(G) is the functor that represents the left action of G on itself by left multiplication and ι : Aut(G) → Top is the inclusion functor. It follows from Proposition 3.17 that the canonical representations of p and π ιiF B are naturally isomorphic. By Proposition 3.18, on the other hand, it follows that the canonical representation of π ιiF B is naturally isomorphic to ιiF. Hence, the canonical representation of p is naturally isomorphic to the functor ιiF, as we wished to show.
Thus, the regular coverings of B are precisely those coverings whose canonical representations factor, up to natural isomorphism, through the functor i : G → Aut(G), for some group G.
In particular, if F = F T for some maximal tree T in B, it follows from 2.2 that B ⋉ iF G is the universal cover of B. The unique path lifting function for this covering is easy to describe as we show in our next lemma. Lemma 4.1. Let B be a connected Alexandroff space, let b 0 ∈ B, let G = π 1 (B, b 0 ) and let T be a maximal tree in B.
Let i : G → Aut(G) and F = F T be the functors described in the precedent discussion, that is, i is the functor that represents the left action of G over itself by left multiplication and F is the composition
Let B = B ⋉ iF G be the universal covering of B and let r = π iF B : B → B be the corresponding covering map.
Then, for every path γ in B and every g ∈ G, the unique lift of γ by r that begins in x = (γ(0), g) is the function γ x : I → B defined by
for every t ∈ I, where q is the composition
In particular, the unique path lifting function λ : B × r B I → B I for r is defined by
for every b ∈ B, every path γ : I → B such that γ(0) = b and every g ∈ G.
Proof. Let γ : I → B be a path in B, let g ∈ G, let x = (γ(0), g) and let γ = γ x . It is clear that r γ = γ and that γ(0) = (γ(0), g) = x. Hence, it is enough to show that γ is continuous.
We know that B is the set B × G with the Alexandroff topology corresponding to the order defined by:
Thus, we only need to show that γ −1 (U (β,h) ) is open in I for every β ∈ B and every h ∈ G.
Note that for any b,
and hence γ(t 0 ) ≤ β and
In particular, t 0 ∈ γ −1 (U β ) and therefore, there exists ε > 0 such that (t 0 −ε, t 0 +ε)∩I ⊆ γ −1 (U β ).
Let t ∈ (t 0 − ε, t 0 ] ∩ I. The path γ [t,t 0 ] * η(γ(t 0 ) ≤ β) is a path in U β from γ(t) to β. On the other hand, η(γ(t) ≤ β) is a path in U β from γ(t) to β as well. Given that U β is simply connected, it follows that this two paths are path-homotopic. Thus,
In a similar fashion it is shown that t ∈ γ −1 (U (β,h) ) for every t ∈ [t 0 , t 0 + ε) ∩ I. Thus, ,h) ) and the result follows.
Remark 4.2. Under the hypotheses of the previous lemma and using the same notation, we will see how to use the function λ to give an explicit description of the functor Lr : L B → LB. First observe that, since B is simply connected, the category L B ∼ = Π 1 ( B) is an indiscrete category. Thus, every arrow in L B is determined by its source and target. In particular, it is enough to give an explicit description of the action of Lr on the unique arrow in L B from (b 0 , 1 G ) to (b, g) for every (b, g) ∈ B, where 1 G is the identity element of G.
Let b ∈ B and g ∈ G and let f be the only arrow in L B from (b 0 , 1 G ) to (b, g). Let g be the automorphism of b 0 in LB that corresponds to g (through the canonical isomorphism π 1 (B, b 0 ) ∼ = Aut LB (b 0 )) and let γ g be a path in B from b 0 to b 0 such that [γ g ] = g (or, in other words, let γ g ∈ g).
The ending point of the unique lift of γ g by r that begins in (b 0 , 1 G ) is the point
Thus, the path-homotopy class of the unique lift of γ g by r that begins in (b 0 , 1 G ) corresponds to the unique arrow in L B from (b 0 , 1 G ) to (b 0 , g). By the naturallity of the isomorphism L ∼ = Π 1 , it follows that the image of this arrow by Lr is precisely g. On the other hand, consider the unique arrow τ in LT from b 0 to b and let τ be the element of Π 1 (B) that corresponds to τ (through the canonical isomorphism LB ∼ = Π 1 (B)). Let γ τ be a path in B from b 0 to b such that [γ τ ] = τ (or, in other words as before, let γ τ ∈ τ ). The ending point of the unique lift of γ τ that begins in (b 0 , g) is the point
given that q(τ ) = 1 G . It follows that the image of the unique arrow in L B from (b 0 , g) to (b, g) through Lr is τ .
Thus, Lr(f ) = τ g. The composition
is a functor which is naturally isomorphic to the identity functor of LB. Thus, the functor D is naturally isomorphic to the composition Note that the localization of this composition is equal to LD. Hence, without loss of generality, we may assume that D is equal to this composition and therefore, that LD is trivial on LT . Let D be the composition In particular, we have a natural isomorphism αι B : C F ι B ⇒ Dr, and given that C F ι B is the constant F functor, it follows from 3.11 that this isomorphism induces a homeomorphism B × F → B ⋉ Dr F that maps the element (b, g, x) of B × F to the element (b, g, D(g)(x)) for every b ∈ B, every g ∈ G and every x ∈ F .
Thus we have a pullback square where the "squares" are pullback squares and e ′ is the canonical map between the corresponding pullbacks. It easily follows that e ′ is the pullback of e through the canonical arrow
It is easy to see that e ′ is defined by for every b ∈ B, g ∈ G, x ∈ F , γ ∈ B I and t ∈ I such that γ(0) = b. Note that, since r is a covering map, the maps e and e ′ are covering maps as well. In particular, e ′ is a quotient map and hence e ′ × Id I is also a quotient map. Hence, the last equality shows that if is a Hurewicz fibration. It is immediate that p is a Hurewicz fibration as well.
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