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Let r be a totally ordered set with suprema and v  a vector space over some 
field. A valuation of V is a function v: v  + r such that v(a) = sup r if 
and only if a = 0; a(&~) = ~(a) for all scalars X # 0; and the ultrametric 
inequality v(a + b) 3 min(v(a), v(b)) holds. 
Vector spaces (more generally, abelian groups) with valuations were first 
studied by Conrad [3]; his definition was actually much more general than 
the one stated above. Conrad’s discussion was motivated by the theory of 
ordered abelian groups, and he was able to carry over the fundamental Hahn 
embedding theorem to the general case. This is still one of the most important 
results on valued vector spaces. 
Another area where vector spaces with valuation arise in a natural way is 
the theory of Banach spaces with non-archimedean norms. They carry a 
natural valuation: v(u) == -log Ij a 11, though in this case v(ha) = v(X) + v(u) 
is required (i.e., the ground field need not carry a trivial valuation). Results 
by Gruson [6], van der Put [lo], Monna [S], etc. are of considerable interest 
for vector spaces with real valuations. 
In the present paper, we follow a different approach: ours originates in 
abelian group theory. The socle of an abelian p-group is a vector space over 
the prime field of characteristic p and the height defines a valuation. It turns 
out that several concepts and results on p-groups have analogues for valued 
vector spaces. The combination of all three approaches yields an interesting 
insight into the general theory. 
In a forthcoming paper, written jointly with J. Irwin, the author plans to 
exploit some of the ideas developed here to obtain a structure theory for a class 
of abelian p-groups. Also, the idea of spherical topology (see Section 4) has 
interesting consequences for abelian groups, in general. 
After reviewing some basic properties of the category 9’” of vector spaces 
with valuations in r, we notice that -Y- is additive, has kernels and cokernels, 
limits and colimits, but fails to be abelian. Our discussion centers around 
three notions: orthogonality, spherical closure and essential extensions, and 
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is concentrated on the theory of free, projective and injective valued vector 
spaces and the basic subspaces. 
The author is indebted to Professor Isidore Fleischer for calling his 
attention to the fact that some results in this paper overlap with results in his 
paper [4]. As a matter of fact, hc proves a version of our Lemma 9 and 
Theorems 6 and 9, working in a more general context and using a different 
terminology (inspired by valuation theory). 
1. VALUATION 0F VECTOR SPACES 
All vector spaces are over a fixed field @. The values will be elements of a 
fixed totally ordered set r (actually, this can be a class) in which every 
nonempty subset has a supremum. In particular, r has a maximum element 
a, and every subset of r bounded from below has an infimum. In addition, 
we assume that w + sup r\aj. 
By a valuation of a vector space I’ (over @) is meant a function 5: k’ - r 
such that 
(i) v(u) = co if and only if a = 0; 
(ii) v(Xa) = v(a) for all (O#) X E 0 and all a E V; 
(iii) v(u + b) > min(v(a), v(b)) for all a, b E I*. 
Note that (ii) implies that in l-dimensional subspaces of V, every nonzero 
element has the same value. It is easily seen that equality holds in (iii) when- 
ever U(a) :f  v(b). 
Examples of valued vector spaces are abundant. 
EXAMPLE 1. Let iz be an additive abelian p-group (p a prime) and 
c/ = A[ p] == {u E A 1 pa = 0) = the socle of A. We may regard v  as a 
vector space over the prime field with p elements. Choosing I’ as the class of 
ordinals with maximum element co adjoined, we assign the height h(a) = (J 
of a as its value (where a ~p~A\p’t-~A or 0 f  a EPOA = jYtlA). 
EXAMPLE 2. Let I’ be a totally ordered, divisible abelian group, viewed 
as a vector space over the rationals Q. Let r be the set of archimedean classes 
of V, ordered inversely. The function assigning to a E V its archimedean 
class is a valuation. 
EXAMPLE 3. Non-archimedean Banach spaces over the real or p-adic 
numbers admit a valuation: U(G) = -log /I a 1) for a + 0; because of (ii), 
we assume that the scalars are trivially valued. (Our definition includes even 
the case when the norms are nonstandard reals.) 
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For more examples we refer to Robert [ 1 I]. 
By the support of I’ we mean the set {‘u(~i!) / 0 # a E I’). We say, V is 
homogeneous if its support is a singleton, and,fnite-valued if its support is a 
finite subset of r. 
A homomorphism x: V - W (where V, W are valued vector spaces) is 
defined to be a Q-linear transformation not decreasing values (i.e., 
a contraction): 
for all a 12 V. 
It is now obvious what we mean by the category 9” of @-vector spaces with 
r-valuations. This is an additive category. The isomorphisms in V are 
those vector space isomorphisms which preserve valuations; they will be 
called isometries. The symbol g will stand for isometry. 
A subspace U of V carries the induced valuation, while I/i C’ is furnished 
with the valuation 
v(a + U) = sup v(u + U) 
UElJ 
(a E VI, 
so that the natural map V --t V/U is a V-map. It follows at once that every 
x:P+W in V has a kernel and cokernel. However, not every 
monomorphism is a kernel (only those preserving valuation are: we shall 
call them embeddings) and not every epimorphism is a cokernel, so that V 
is not an abelian category (except for trivial cases). 
It is clear what should be meant by an exact sequence 
in V (CX preserves valuation, while v(b) = supaazb z(a), where a E V’, b E W). 
2. PRODUCTS AND COPRODUCTS 
Our category V has products and coproducts. The product of the r-valued 
vector spaces Vi (i ~1) turns out to be the subspace of the Cartesian product 
L7Vi of the Vi, consisting of all vectors a” = (..., ai ,...) (where ai E Vi) 
whose supports (V(LQ) 1 i E I} are bounded from below. z(u*) is the infimum 
of the support of a*. This categorical product will be denoted by n*V, . It 
equals L7Vi whenever r has a minimum element. 
The coproduct of the Vi is their vector space direct sum @Vi where the 
value of x.ai (finite sum) is precisely min a(~~). Just as for vector spaces 
without valuation, the coproduct can be viewed in the natural way as a 
subspace of the product. 
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We list a few easy properties and lemmas on the coproduct. (0 will always 
denote the categorical coproduct.) 
(i) I f  l7 == A 0 B, then V/,4 z B. 
(ii) I f  A, B are subspaces of I; such that a ++ a + B is an isometry 
of i2 with V,‘B, then r = A @B. 
(iii) I f  V -= A @ B and C is a subspace of ET such that A < C, then 
C = A @ (B n C). 
LEnnvra 1. If F’ has an idempotent homomorphism x onto its subspace A, 
then TV == A @ Ker x. 
This follows at once from (ii). 
LEMMA 2. Let A be a subspace of V. Suppose there exists a y  E r such that 
v(a) 3: y  for all a E B, v(b) < y  for all b $ A. 
Then V -:: A Q; B for some subspace B which can be chosen to contain any 
preassigned subspace C with A n C = 0. 
Let B be a subspace of I; which is maximal with respect to the properties 
of containing C and being disjoint from A. Then V = A + B is evident. 
For any a E A, b E B, ~(a + b) = min(a(a), v(b)) is clear from hypothesis, 
even if W(U) = v(b) = y. Hence V = A @ B, indeed. 
For every y  E r, we define two subspaces of I/ as follows: 
Vy =-= (a E V / v(a) > r} and Vy = {u E V 1 v(a) > y). 
These are carried into themselves by every endomorphism of I/. The sub- 
spaces Vy(y E r) give rise to a jifiltration to V (totally ordered filtration), and 
the valuation of V can be reconstructed from this filtration in the obvious 
way: v(a) -= y  if and only if a E Vy\U,,, V”. Consequently, valued vector 
spaces can equally well be regarded as vector spaces with totally ordered 
filtration. 
LEMMA 3. Both VY and V, are summa& of V, for every y  E I’. 
The preceding lemma is applicable, since the elements of V\V, all have 
values :Gy. 
In particular, brY is a summand of V”, and so we can write 
Vy = B(y) @ V, (Y E 0 
where B(y) is a homogeneous subspace of C7. 
(1) 
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LEMMA 4. Suppose A is a homogeneous subspace of I’, and C is a subspace 
of V satisfying A + C = A @I C. Then V = -4 @ B for some B > C. 
Let y  E r be the common value of non-zero elements of ‘4. Passing 
mod VV , we obtain ii + C = A @ C, where bars denote cosets. By 
Lemma 2, v  = A @B for some subspace B 3 C. For the complete 
inverse image B of i?, V = A @ B is satisfied, as is readily verified. 
dim B(y) = dim I/Y, I$ will be called the yth invariant of the valued 
vector space V. (Cf. the Ulm-Kaplansky invariants of abelian p-groups; 
[5, Section 371.) 
3. ORTHOGONALITY AND NICE SUBSPACES 
Following Monna [8], we call a E P’ orthogonal to a subspace U of V, in 
notation: a 1 U, if 
v(a) > v(a + 4 for all 24 E 1;. 
(In other words, a is a shortest vector in the translated subspace a + c’. 
Xote that v(u) > v(a) implies v(a + u) = v(a), so a + U contains in 
general many vectors orthogonal to U.) Clearly, a 1 U implies ha 1 U 
for all h E @. A subspace W is orthogonal to U, W J- U, if a i U for every 
a E W. It is easy to check that orthogonality of subspaces is a symmetric 
relation. 
It is useful to notice that u E U satisfies u 1 U exactly if u = 0, and 
a 1. U exactly if v(a + u) :: min(v(a), V(U)) for all u E U. Hence we derive: 
LEMMA 5. Two subspaces U, W of L’ satisfy U 1 W ;f and o&y ;f 
c +w=ugw. 
It makes sense to talk of an orthogonal system {Ui} of subspaces of I’: 
every Ui is orthogonal to the subspace spanned by all Uj with j # i. The 
last lemma extends at once: a system {UJ of subspaces of V is orthogonal 
exactly if the subspace they span is their coproduct. 
A subspace C of V will be called nice if every coset a + C (a E I’) contains 
an element orthogonal to C. (Cf. the definition of nice subgroups by P. Hill; 
e.g. [5, Section 791.) A few easy consequences of this definition are worth- 
while recording: 
(a) A subspace C of V is nice precisely if, for every a E V, there is a 
c E C such that v(a + C) = v(a + c). 
(b) The property of being nice is transitive. 
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(c) If  V my @Ifi and if Ci is nice in C;, , for all i, then @Ci is nice 
in 1/‘. 
(d) C is nice in 1~. if and only if the sequence 0 - Cv -+ I;? ---f 
(v/Q --f 0 (induced by the exact sequence 0 + C + V + v1 C --f 0) is 
exact for all y  E l? 
LEYIM.4 6. Suppose that B < C aye subspaces oj V. Then 
(e) If  B is nice in V, then it is nice in C. 
(f) 1f C is nice in V, then C;B is nice in V/B. 
(g) If B is nice in V and C;B is nice in V/B, then C is nice in V. 
The proofs are easy (cf. e.g. [5, Section 801). 
4. SPHERICALLY CLOSED AND DENSE SUBSPACES 
The valuation n defines a “generalized metric” on I/, where the distance 
of a, b E k- is defined as a(a, b) = v(a - b). This distance function satisfies 
the postulates of ultrametric, just the distances are no longer real numbers. 
Even in this general setting, a topology-like structure can be introduced 
which behaves-to a certain extent-as an ultrametric topology (though it 
need not be Hausdorff or it can be discrete). 
This is defined in terms of the pseudo-convergence of Ostrowski [9] or- 
and we prefer to do it this way-in terms of “balls” (which are, in the present 
situation, cosets of the subspaces 5”). A ball B(a, y) with center a E FT and 
radius y  t r is defined as 
B(a, y) = (LX E V / v(x - a) > r} = a + VY. 
Note that b E B(a, r) implies B(b, y) .r-: B(a, r), i.e., everything in a ball can 
be chosen as a center. Hence we obtain the trivial 
LEMMA 7. If two balls intersect, then one of them contains the other. 
By a nest N of balls is meant a nonempty set of balls such that one of any 
two balls in N contains the other. By Lemma 7, a set N of balls is a nest if 
any two balls in N have a nonempty intersection. A limit of N is any a E V 
which belongs to every ball in N. A nest is convergent if it has a limit. 
We have now come to two fundamental definitions. We say, a subspace C 
of V is spherically closed (or, briefly, s-closed) if the following holds for every 
convergent nest N of balls in IJ’: the nest N has a limit in C whenever each 
ball in N intersects C (or, equivalently, has a center in C). A suhspace D of 
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v  will be called spherically dense (s-dense) in V, if every a E V\D is a limit 
of a nest V of balls with centers in D which fails to have a limit in D. 
LEMMA 8. A subspace is s-closed if and only if it is nice. 
Let C be an s-closed subspace of V and a $ C. Since a is a limit of the 
nest N of balls B(c, v(a - c)) for all c E C, there is a limit cO E C, too. Thus 
v(c,, - c) 3 E(U - c), whence v(a - c,,) > v(a - c) for all c E C, estab- 
lishing a - c,, 1 C. Conversely, suppose C nice in V, and let N = 
{B(ci , YJ}~~, be a nest of balls with centers ci E C and with limit a E V. 
Pick some cO E C such that a - c, 1 C, i.e., v(a - c,,) > v(a - c) for all 
c E C. Now c,, E B(ci , ri) and c,, is a limit of N in C. 
A similar proof applies to establish: 
LEMMA 9. A subspace D of V is s-dense in V exactly if 0 is the only vector 
in V orthogonal to D. 
Consequently, a subspace C of V is s-closed if and only if it is not s-dense 
in any subspace of V properly containing C. 
PROPOSITION 1. Every subspace W of V is contained in an s-closed subspace 
C of V in such a way that W is s-dense in C. 
It is routine to check that s-density is a transitive and inductive property. 
Hence the set of all subspaces of V in which W is s-dense contains a maximal 
such subspace C which must be s-closed. 
This C can be viewed as a closure of W in V, emphasizing that closures 
are not necessarily unique. 
5. FREE VALUED VECTOR SPACES 
A valued set is defined as a set X = (9~‘~) together with a function) X + r. 
The free valued vector space on (X, f) is a valued vector space F such that X 
is a basis of F and any function g: X---f V into a valued vector space V 
satisfying f  (xJ < v(g(x,)) f  or all xi E X extends to a (unique) homomorphism 
x: F + V. It is easy to check that free valued vector spaces do exist: F is 
the coproduct of the l-dimensional spaces @xi , where xi has value f (xi). 
It is readily seen that two free valued vector spaces are isometric if and only 
if, for every y  E r, the cardinalities of the free generators of value y  are the 
same for both spaces, i.e., they have the same invariants. Homogeneous 
vector spaces are always free. 
481/35/I-3-3 
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PROPOSITION 2. Every valued vector space V is isometric to a quotient 
F,‘K of a free valued vector space F where K may be chosen to be s-closed in F. 
For all a E V, a f  0, select a symbol x,~ and consider the function 
f: X, ~-f v(a). The free valued vector space F on ({x,(f,f) admits an epi- 
morphism x: F---f V induced by x’, t-t a. Every a E V has a preimage of 
value v(a), so K = Ker x is nice in F, and by Lemma 8, it is s-closed in F. 
The map F/K ---f V induced by x is evidently an isometry. 
The next result generalizes Lemma 4: 
LEMMA 10. A finite-valued subspace A of V is a free summand of V, 
V = A @ B, where B can be chosen to contain any subspace C 1 A. 
List the different values =+m in A : y1 < ... < ya . By Lemma 4, 
v  = A’k @I VI , where C < VI may be assumed. Repeat this process for 
I,; and V, n A; an easy induction completes the proof. 
The following is an analog of a well-known result by Prefer and Kulikov 
(see e.g. [5, Section 171). 
THEOREM 1. A valued vector space with countable support is free ;f (and 
only if) it is the union of a countable ascending chain of jinite-valued vector 
spaces. 
Let V be the union of the chain 0 = VO < I; < ... < V, .< ... where 
each V= is finite-valued. In view of Lemma IO, we can write V,+r == Vn @ U, 
for a suitable free subspace C, . Now V = Bncw U, follows without 
difficulty. 
Since a countable dimensional vector space is the union of a countable 
chain of finite-dimensional (and hence finite-valued) vector spaces, we have 
the coro!lary: countable dimensional valued vector spaces are free (see Brown 
[2]). Another corollary to Theorem 1 is the following: 
COROLLARY 1. Countable-valued subspaces of a free valued vector space 
are free. 
A countable-valued subspace V of a free valued vector space F is contained 
in a free, countable-valued summand F’ of F. We may write F’ = UnccuFn’ 
where the F,’ form a chain and each F,’ is finite-valued. Then V = (Jncw Vn , 
where V, = V n F,’ is finite-valued, so Theorem 1 implies V free. 
For additional results on free valued vector spaces, see the next section 
and a forthcoming paper by Thomas [12]. 
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6. PROJECTIVITY 
A valued vector space P is said to be projective if for every exact sequence 
o+ u--tap-+fl w + 0 with olli s-closed in I’ and for every x: P--j W 
there is a map 7: P + V such that & = x. 
The s-closedness of olU in 1’ is essential for the definition, since it is easy 
to check that this is necessary to guarantee that the free valued vector spaces 
have the projective property. 
The coproduct @Pi is projective if and only if each Pi is projective. 
Standard arguments lead to the proof of the following. 
PROPOSITION 3. A valued vector space is projective if and only if it is a 
summand of a free valued vector space. 
We infer that an s-closed subspace U of a valued vector space V is a 
summand whenever V/U is free. 
We want to improve on the last result by showing that free and projective 
valued vector spaces are the same. To this end, we refer to a frequently 
used argument by I. Kaplansky to conclude that a summand of a coproduct 
of countable dimensional valued vector spaces is likewise a coproduct of 
countable dimensional valued vector spaces. These being free, it follows 
that summands of free valued vector spaces are free. Combining this with 
Proposition 3, we are led to the following. 
THEOREM 2. A valued vector space is projective if and only ;f  it is free. 
Gruson [6] proved that closed subspaces of free non-archimedean Banach 
spaces are again free. An analogous result can be established: 
THEOREM 3. s-closed subspaces of free valued vector spaces are free. 
Let C be an s-closed subspace of the free valued vector space F. By 
Proposition 2, there is an exact sequence 0 - K + H -+* C - 0 where 
H is a free valued vector space and K is s-closed in H. We want to verify 
the existence of a commutative diagram 
O-----+H”+G B zFiC------tO 
with exact rows and olH s-closed in G. We shall see in Proposition 6 that 
there is an injective valued vector space V containing H. Since by Theorem 7, 
V/K is injective, an s-closure I/K of H/K in V/K is injective. By the s- 
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density of H,‘K in I/K, for every x E I, there is an h E H such that 
v(x + K - h + K) > ‘L~(x + k’) = u(h + K), where h can be selected in 
its coset so as to satisfy v(h) = a(h + K). There is a y  E K such that 
V(X - h + y) > v(h), thus V(X + y) := v(h) = V(X + K), showing that K 
is s-closed in 1. It is then s-closed in I @F/C, too. 
By the injectivity of I/K, the embedding of C = H/K in I/K extends to 
a homomorphism of F into I/K. Using the natural map on the second 
component, we obtain an embedding of F in I/K @F/C. The complete 
inverse image G of F in I @F/C will yield a diagram as desired. From the 
construction it is clear that Ker 4 is s-closed in G. 
From the projectivity of F it follows that Ker 4 is a summand of G. But 
then Ker 4 is a summand of H, thus C is isometric to a summand of a free 
valued vector space. Consequently, by Theorem 2, C itself is free. This 
completes the proof of Theorem 3. 
A simple reference to Proposition 2 gives a projective resolution 0 ---f Pi ---f 
P, + V-j 0 for every valued vector space V; here the sequence is exact, 
Pl , Pz are projective and Pl is s-closed in Pz . Hence the projective dimension 
of valued vector spaces is at most 1. It is not difficult to see that the global 
projective dimension of V is 0 exactly if I’ satisfies the maximum condition. 
7. ESSENTIAL SUBSPACES 
Following the standard terminology of category theory, we shall say that 
a subspace U of a valued vector space V is essential in V (and V is an essential 
extension of U) if a homomorphism x: V + W ought to be an embedding 
whenever x / U is an embedding. 
LEMMA 11. A subspace U is essential in V if and only if it is s-dense in V. 
Suppose U is essential, but not s-dense in V. By virtue of Lemma 9, there 
is an a E V\U orthogonal to U. By Lemma 10, V = @a @ V’ for some 
V’ 3 U. The projection X: V + V’ contradicts to U being essential in V. 
Conversely, if U is s-dense in F’ and if x: V--f W induces an embedding of 
U, then Ker x and U generate their coproduct in V, Ker x 1 U, and so 
Ker x = 0. It follows easily that x preserves valuation. 
We have the analogous: 
LEMMA 12. A subspace U of V has no proper essential extension in V 
exactly if it is s-closed. 
It is now clear that every subspace U of C’ has a maximal essential extension 
in V. A straightforward argument shows: 
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LEMMA 13. For every subspace U of V there is a subspace U* of V such 
that the canonical map U--j, V/U* is an embedding of U as an essential 
subspace of V/U*. 
In fact, choose U* as a maximal orthogonal subspace to U. 
8. BASIC SUBSPACES 
As was pointed out, valued vector spaces can be regarded as vector spaces 
with filtration. By the same token, the free valued vector spaces may be 
viewed as graded vector spaces: F = Gytr F(y), where F(y) is homogeneous 
of value y. 
There is a covariant functor, the grading functor, from the category V of 
filtered vector spaces to the subcategory w of graded vector spaces (see 
Bourbaki [l]), namely 
grV=@V’/Vy, 
ver 
and if x: V--f W is a V-map, then gr x: gr V + gr W is induced by the 
composite maps Vy -+ WV + WY/W,, (whose kernel contains V,). The 
grading functor is additive and left exact. Moreover, we have: 
PROPOSITION 4. The map X: V ---f W is an embedding if and only zf so is 
gr x. It is an essential embedding exactly ifgr x is an isometry. 
In the proof of the first assertion, we may restrict ourselves to sufficiency. 
If  gr x were not an embedding, then there would exist an a E Vv\V,, with 
xa E WY , so x would not be an embedding after all. The second assertion 
can be verified in a straightforward way. 
We intend to show that there is a (nonfunctorial) essential embedding 
gr V - V, reminiscent to the way basic subgroups are singled out in abelian 
p-groups. In order to emphasize this analogy, we follow the pattern of the 
theory of basic subgroups (see e.g. [5, Chap. VI]). 
A subspace B of a valued vector space V is called basic if 
(i) B is free; 
(ii) for every y  E r, Vy = BY + V, holds. 
THEOREM 4. Every valued vector space V contains basic subspaces B. 
These are essential in V and are isometric to gr V (and thus are unique up to 
isometry). 
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Define B(y) as in (l), and let B be the subspace of V generated by all these 
B(y), y  E r. Since the nonzero elements in different B(y) have different 
values, it is immediately seen that B is precisely the coproduct of the B(y), 
I.e., B =: Bysr B(y). Since each B(y) is free, (i) is evident. (ii) is a trivial 
consequence of (I), B, < V, and By = B(y) @ B, . This establishes the 
existence of basic subspaces. If  B is any basic subspace of I’ and x: B - I’ 
is the injection map, then the induced map By/B, --f Vyi V./ ought to be an 
isomorphism in view of (ii) and By = By n V, . Since gr B g B, Proposition 
4 completes the proof. 
The following result, of independent interest, can also be used to establish 
the existence of basic subspaces. 
THEOREM 5. Every free subspace F of I; is a summand of a basic subspace 
of V. A free subspace of F’ is basic if and only if it is not a summand of a larger 
free subspace. 
If  F = ois, @xi , then we may view the set {@uY~}~~] as an orthogonal 
system of l-dimensional subspaces in V. By Zorn’s lemma, there is a maximal 
orthogonal system S = (@xi , @yj} of l-dimensional subspaces in V. We 
claim that B = F @ G with G = @ @yj is a basic subspace of V. For if 
not, then for some y, we would have an a E V, v(a) = y, such that 
a#BY+ VL. Adjoining @a to S, we could get a larger orthogonal system, 
against the choice of S. 
It should be pointed out that if B = Biel. @xi is a basic subspace of l’, 
then-B being s-dense in V-the basis {xi}iel of B may be considered as 
some sort of “Schauder basis” of V. This will be even more justified in 
view of Theorem 9 infra. 
We proceed to prove an embedding theorem which is a weaker form of 
Conrad’s embedding theorem [3] and is an analog of Kulikov’s embedding 
theorem [5, Section 681. 
PROPOSITION 5. Let I’ be a valued vector space and B = @ B(y) a basic 
subspace of V. Then there is an embedding V + n *B(y) which is the identity 
on B. 
Owing to Lemma 10, for every y  there is a decomposition V = B(y) @ C(y) 
with C(y) containing OS+,, B(8). Therefore, there is a map $,, : V---f B(y) 
which is the identity on B(y) and trivial on B(6) for 6 + y. These &, induce 
a map 4: V--f JJrer B(y) which is the identity on B. If  a E V has value y, 
then #ya 7~ 0, so #a f  0 and SC, is an embedding. Evidently, I/V < n *B(y). 
Let us list here a few properties of basic subspaces. The proofs are either 
trivial or run parallel to those of basic subgroups (see [Sj). 
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(a) B = 0 if and only if V = 0. 
(b) If  Bi is a basic subspace of V, (i ~1), then @Bi is basic in @Vi . 
(c) If  B is a basic subspace of V, then By is basic in VY. 
(d) The property of being a basic subspace is transitive. 
(e) If  7: V + V such that 77 is the identity on a basic subspace of V, 
then 17 is an embedding (but it need not be the identity on V). 
(f) I f  V is free, then B = V can be chosen. V has a unique basic 
subspace if and only if the support of V satisfies the maximum condition 
(i.e., it is inversely well-ordered). 
(g) If  d is a well-ordered subset of r, then B = Gved B(y) with B(y) 
homogeneous of value y) is a basic subspace of n B(y). 
9. INJECTIVITY 
A valued vector space T is said to be injective if for every exact sequence 
0 + U +a V --tO W - 0 of valued vector spaces and for every map 
x: U -+ T, there is an 7: V- T satisfying 7” = x. (Here we have not 
assumed that U is s-closed in V.) 
A product of valued vector spaces is injective exactly if all components 
are injective. An injective valued vector space is a summand in every larger 
valued vector space. 
Since homogeneous valued vector spaces are readily seen to be injective, 
it follows that the product of homogeneous vector spaces is injective. This 
observation, combined with Proposition 5 yields: 
PROPOSITION 6. I?very valued vector space can be embedded in an injectke 
valued vector space. 
The following assertions are routine to verify. 
(a) A valued vector space is necessarily injective if its support satisfies 
the maximum condition, 
(b) A free valued vector space is injective if and only if its support 
satisfies the maximum condition. 
(c) If  T is injective and T = Q&El Ti , then all Ti are injective. If, in 
addition, r is well-ordered, then the supports of almost all Ti are contained 
in a finite subset of r. 
A valued vector space V is called spherically complete (s-complete) if every 
nest of balls in V has a limit in V. (See Ingleton [7].) 
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THEOREM 6. A valued vector space is injective if and only if it is s-complete. 
The proof is essentially the same as for non-archimedean Banach spaces, 
cf. e.g. Gruson [6]. 
With the aid of the last result, we are able to prove: 
THEOREM 7. Quotients of injective valued vector spaces are likewise injective. 
The proof that s-completeness is preserved under quotients is somewhat 
more sophisticated than for Banach spaces, so let us outline the proof. 
Let r be the quotient of an s-complete valued vector space T under the 
map 7: T + V. Let N = {B(x, , yi)}zEl be a nest of balls in V. N can be 
replaced by a subnest, inversely well-ordered under inclusion where ‘/i < yj 
for i < j. Also, nonempty intersections of balls in the nest may be adjoined 
to N. Thus it suffices to consider nests N = {B(x, , Y~)}~<~ of balls where the 
indices run over ordinals <r such that y0 < yV for p < (T and y,, = supPCO yu 
if CJ is a limit ordinal. 
Set 6, = y0 if y0 is not the supremum of (y E r 1 y  < rC} or if 0 is a limit 
ordinal; otherwise, pick 6, so as to satisfy ye-r < 6, < y0 . Suppose, we have 
constructed a nest of balls N, = {B, = B(a, , 80)}pC0 in T such that Ta, = x, 
for all p < (T. If  (T - 1 exists, then v(qa,-, - x,) 3 ‘yO-r implies that some 
a, E T satisfies Ta, = x*, and v(a,-, - a,) 3 S,-, . Adjoining B, = B(a, , 6,) 
to N, , we have a nest of balls N,,, of length G with the indicated property. 
I f  u is a limit ordinal, then by s-completeness, &Co B, is not empty, and so it 
is of the form B(a, , rO) for some a, t T. Note that 
v(qa, - x,) > min(v(qa, - ya,), v(qa, - x,)) >, 6, for all p < 0, 
therefore v(va, - x,) > yD == 6, and B(xC , yO) = B(ya, , rU). This means 
B, == B(a, , 6,) can be adjoined to N, . The nest {B,),<, thus arising has a 
limit a E T, and then va will be a limit of N in I/‘. 
From Proposition 6 and Theorem 7 it follows that every valued vector 
space has an “injective resolution,” i.e. an exact sequence 0 4 V + I --f 
I’ + 0 with I and I’ injective. 
10. INJECTIVE HULLS 
An injective hull T of a valued vector space I/ is an injective valued vector 
space containing I’ such that there is no injective vector space containing I’ 
and being properly contained in T. 
LEMMA 14. An injective valued vector space T containing V is an injective 
hull of V if and only if V is essential in T. 
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I f  V is not essential in T, then from Lemmas 9-11 we infer that T = 
@a @ T’ for some a f  0 in T and subspace T’ 3 V. Here T’ is injective, 
so T could not be an injective hull of V. If  V is essential in T and T’ is 
injective with V < I” < T, then 1” is a summand of T, so the complement 
must be 0. 
THEOREM 8. Every valued vector space V has an injective hull, unique up 
to isometry over V. 
By Proposition 6, V < T for some injective T. By Lemma 13, there is a 
homomorphism x of T such that x / V is an isometry and xk’ is essential in 
XT. Thus V is embeddable as an essential subspace in XT which is injective 
in view of Theorem 7. Standard argument applies to show that any two 
injective hulls of V are isometric over V. 
It is easily seen: an injective valued vector space containing V is an 
injective hull of V’ if and only if it is a maximal essential extension of V. 
Hence: an s-closure of V in an injective valued vector space is an injective 
hull of V. 
Before passing to the structure theorem on the injective hulls, we prove the 
following simple, but relevant observation: 
PROPOSITION 7. Any basic subspace of a valued vector space V is basic 
in an injective hull of V. 
A basic subspace B of V is essential in an injective hull T of V, so Theorem 
5 implies B basic in T.-Consequently, the invariants of V and its injective 
hull are the same. 
Let Yi (i E I) be valued vector spaces. By their Hahn product we mean 
the subspace of their product n *Vi which consists of all a* == (..., ai ,...) 
(ai E V,) for which the different values v(ui) form a well-ordered subset of r 
(in the total order of r). Evidently, v(a*) is the smallest v(ui). 
The following is a version of the Conrad-Fleischer embedding theorem 
for valued vector spaces discussed in this paper: 
THEOREM 9. Let V be a valued vector space and B = oyGT B, (where 
B,, is homogeneous of value y) a basic subspace of 1;. Then an injective hull of V 
is isometric to the Hahn product H of the B,, . 
It takes no time to check that B is basic in ZJ. If  we can show that H is 
injective, then the identity of B extends to an (essential) embedding of V in 
H, so the result will follow. We prove that H is s-closed in n *By which is 
injective as a product of injectives. If  b E n *B,, , but b $ H, then the support 
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of b is not well-ordered. We can write b = a + c where a E H, c has no 
coordinates with value U(C) and all coordinates of a have values <V(C). Since 
c 1 H is readily verified, H is s-closed in n *I?, and hence injective. 
The last result can also be interpreted as our Schauder basis theorem. 
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