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In this work we introduce a new methodology to infer from gene expression data the complex
interactions associated with polygenetic diseases that remain a major frontier in understanding
factors in human health. In many cases disease may be related to the covariance of several genes,
rather than simply the variance of a single gene, making network inference crucial to the development
of potential treatments. Specifically we investigate the network of factors and associations involved
in developing breast cancer from gene expression data. Our approach is information theoretic, but
a major obstacle has been the discrete nature of such data that is well described as a multi-variate
Poisson process. In fact despite that mutual information is generally a well regarded approach for
developing networks of association in data science of complex systems across many disciplines, until
now a good method to accurately and efficiently compute entropies from such processes as been
lacking. Nonparameteric methods such as the popular k-nearest neighbors (KNN) methods are slow
converging and thus require unrealistic amounts of data. We will use the causation entropy (CSE)
principle, together with the associated greedy search algorithm optimal CSE (oCSE) as a network
inference method to deduce the actual structure, with our multi-variate Poisson estimator developed
here as the core computational engine. We show that the Poisson version of oCSE outperforms both
the Kraskov-Stögbauer-Grassberger (KSG) oCSE method (which is a KNN method for estimating
the entropy) and the Gaussian oCSE method on synthetic data. We present the results for a breast
cancer gene expression data set.
I. INTRODUCTION
It is well understood that many diseases can be prescribed
to the variation of the expression of a single gene [1–3], e.g.,
famously such as sickle cell disease and cystic fibrosis. How-
ever it remains a difficult health problem to explain and to
infer complex interactions and associations when many genes
may be involved in common and even deadly disease. Such
diseases are called polygenetic, and include breast cancer that
we study here. According to the Centers for Disease Control
(CDC), in the USA, breast cancer is considered to be the sec-
ond most common form of cancer amongst woman, [4], that
in 2019 was forecast to 268,600 cases and 42,260 deaths in
2019. Here we advance new methodology to probe variation
in expression of a group (network) of genes that may lead to
disease. Understanding the gene interaction network struc-
ture may be crucial to the development of future treatments.
However, the inference of the underlying network structure of
the interacting genes from gene expression data is a current
and challenging problem. Network inference itself has many
applications beyond cancer research, including fMRI network
inference [5], drug-target interaction networks [6], and earth-
quake network inference [7] and economy issues [8] to name
a few.
Many attempts to infer network structure from multivari-
ate temporal data sets include Granger causality [9], for lin-
ear stochastic processes as well as transfer entropy (TE) [10]
based on information theory for nonlinear processes. When
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applied to a system of more than two factors, both of these
concepts are unable to distinguish direct versus indirect effects
and therefore systematically yield many false positive con-
nections. To this end, we developed causation entropy (CSE)
as a generalization of transfer entropy [11, 12], that compute
the information flow between two factors, conditioned on a
tertiary intermediary factors. In past studies, TE as well as
CSE were computed nonparametrically, in terms of the mu-
tual information estimator of Kraskov-Stögbauer-Grassberger
(KSG) [13] using K-nearest neighbors (KNN) and from there
we could invoke the oCSE greedy search algorithm [12] to
deduce the complete network. However, specific knowledge
of the joint distribution of the interacting variables lead to
considerable computation efficiencies, such as the CSE com-
putation based on jointly Gaussian variables [12] or jointly
Laplace distributed variables in [14].
Some real world data, including gene expression data,
is discretely distributed as a time-point process (TPP) rather
than continuous valued in nature. Such data is often either
jointly Poisson distributed or at least nearly Poisson in nature.
While TPP are relatively common, as far as we know, no effi-
cient joint entropy estimator exists. To this end, the main goal
of this paper is to fill that void. This paper is structured as
follows: we first provide a brief introduction to the mathemat-
ical background including the multivariate Poisson model we
have chosen to work with and the various information the-
oretic quantities which are necessary in the oCSE method.
Next we discuss our methods, including how we estimate the
joint entropy in the case of Poisson variables, which allows
us to calculate the various mutual informations, and then how
we estimate network structure using these quantities. Finally,
in the Results section we show how our method outperforms
2both the nonparametric KNN version of oCSE and perhaps
more surprisingly, our method outperforms the Gaussian esti-
mator in a wide variety of contexts, and we apply our method
to a breast cancer data set.
The main premise of this paper is to develop a compu-
tationally efficient approach to estimate joint entropy and re-
lated information theoretic measures for discrete-valued data,
where the data often contains a significant fraction of zeros.
Such data is commonly seen in systems biology, for exam-
ple gene expression datasets. The main challenge comes from
the discrete and multivariate nature of the data. We model
discrete-valuedmultivariate data as a multivariate Poisson dis-
tribution, whose entire PDF can be completely specified by es-
timating the covariance parameters of the empirical distribu-
tion. From the Poisson model, we derive analytical expression
of joint entropy and mutual information which come out as in-
finite series. To make them practical, we further develop trun-
cated, finite-sum versions of the Poisson joint entropy, which
can be used as building blocks for the approximate estima-
tion of other important measures such as mutual information,
transfer entropy and causation entropy.
Multivariate Poisson Model
f(x1, …, xn; {λij})
J oint Poisson Entropy
Hps(X1, …, Xn; {λij})
Approximate J oint
Poisson Entropy
H′ps(X1, …, Xn; {λij})
Discrete-valued
Multivariate Data
{xi(t)}i=1,…,n;t=1,2,…
parameter
estimation
analytical
computation
truncation
Figure 1. We develop a computationally efficient approach to esti-
mating the joint entropy of Poisson distributed variables. We begin
by assuming a multivariate Poisson model, we then estimate the pa-
rameters for this model from a multivariate discrete valued dataset
and finally calculate the joint entropies using an approximation to
the joint entropy.
II. BACKGROUND
A. Multivariate Poisson Model
First let us recall the single variate Poisson Model, which
will be instructive in later sections [15]:
p(k) =
λk
k!
e−λ. (1)
The Poisson model has a multivariate generalization as fol-
lows, [16]:
P (X1 = x1, ..., Xn = xn) = (2)
e
−
n∑
i=1
∑
j≥i
λij ∑
C
n∏
i=1
λ
(xi−
∑
j
aij)
ii
n∏
i=1
∏
j>i
λ
aij
ij
n∏
i=1
(xi −
∑
j
aij)!
n∏
i=1
∏
j>i
aij !
,
where the set
C = (3)
{A = [aij ]n×n|aij ∈ N0, aii = 0, aij = aji ≥ 0,∑
j
aij ≤ xi},
and N0 = N ∪ {0}. This model is based on assuming that the
xi are linearly transformed from a set of independently drawn
Poisson variables. We begin with
X ∈ Nn×t0 = (x1, x2, ...xn)
T = BY, (4)
Y ∈ Nm×t0 = (y11, y22, ..., ynn, y12, y13, ..., y(n−1)n)
T .
Here each yij is independent Poisson, that is: yij ∈ N
t
0 ∼
Poisson(λij), (for i = 1, ..., n, j ≥ i), so m = n +
n(n−1)
2 ,
B ∈ Nn×m0 . Note that in this case λij = λji. The rows of X
thus represent Poisson random variables which have t obser-
vations. Although the number of parameters needed to specify
this model grows quickly, there are some nice properties. For
instance, this model allows a simple estimate of each λij since
the sum of independent Poisson variables yields the following
covariance matrix structure:
Cov(X) =


λ11 +
n∑
j 6=1
λ1j λ12 · · · λ1n
λ12 λ22 +
n∑
j 6=2
· · · λ2n
...
... · · ·
...
λn1 λn2 · · · λnn +
n−1∑
j=1
λnj


(5)
with λij = λji. Here the (i, j) entries of the covariance ma-
trix represent cov(xi, xj), where cov(·, ·) is the covariance be-
tween the two random variables. Proof of Eq. 43 may be
found in the appendix.
This model has the advantage of extending the Poisson
model to incorporate multiple variables that are not necessar-
ily independent. However, there are also several limitations
to this model. Those of primary interest to the current work
we will now list. One limitation is the rapid growth in the
number of states and parameters with respect to the number
of variables, making calculation of the joint distribution com-
putationally expensive. Another limitation is the model does
not allow for negative covariance [16]. These difficulties are
particularly complicating in the forth coming entropy compu-
tations and thus will be handled in later sections.
3B. Transfer Entropy and Causation Entropy
We will briefly review the various types of Shannon en-
tropies, building toward the concepts of transfer entropy and
causation entropy. These are the fundamental concepts of in-
formation flow we use to consider network inference. The
Shannon entropy of a (discrete) random variable X is given
by [18, 19]:
H(X) = −
∑
x∈X
P (x)log(P (x)), (6)
where P (x) is the probability that X = x and we define
0log(0) = 0. For the remainder of this paper we choose
the natural log and thus all entropies will be measured in
nats. Entropy can be thought of as a measure of how un-
certain we are about a particular outcome. As an example
we can imagine two scenarios, in one case we have a random
variable X1 = (x
(1)
1 , x
(2)
1 , ..., x
(n)
1 ) with x
(t)
1 = 0(∀t), that
is P (X1 = 0) = 1, in the other case the random variable
X2 = (x
(1)
2 , x
(2)
2 , ..., x
(n)
2 ) with P (X2 = 0) = 0.5, P (X2 =
1) = 0.5. HereH(X1) = 0 nats, whileH(X2) = ln(0.5) nats
which happens to be the maximum for this case [19]. Thus it
is easy to see that Shannon entropy reaches it’s greatest value
when we are the most uncertain about the outcome, and its
minimal value (0) when we are completely certain about the
outcome. We can now examine the case of two random vari-
ablesX and Y . In this case we may define the (discrete) joint
entropy as [19]:
H(X,Y ) = −
∑
X=x
∑
Y=y
P (x, y)ln(P (x, y)). (7)
When the two random variables X and Y are independent
H(X,Y ) = H(X) +H(Y ) which is the maximum joint en-
tropy. Thus H(X,Y ) ≤ H(X) + H(Y ). The concepts of
entropy and joint entropymay be extended to continuous vari-
ables by replacing the summations with integrals. We may
also define the conditional entropy as:
H(X |Y ) = −
∑
x∈X
∑
y∈Y
P (x, y)lnP (x|y). (8)
The conditional entropy gives us a way to determine the re-
lationship between variables, which is the key to network in-
ference. If knowledge of the variable Y gives us complete
knowledge of the variable X then the conditional entropy will
be H(X |Y ) = 0 nats. Another important Shannon entropy is
the mutual information which is defined as [19]:
I(X,Y ) =
∑
x∈X
∑
y∈Y
P (x, y)ln
( P (x, y)
P (x)P (y)
)
=
H(X)−H(X |Y ) =
H(X) +H(Y )−H(X,Y ). (9)
We will now define the Kullback-Leibler (KL) divergence
(DKL) [19]:
DKL(P ||Q) = −
∑
x∈X
P (x)ln
(Q(x)
P (x)
)
. (10)
The KL divergence may be thought of as a measure of the
distance between two distributions, though it is not a metric as
it does not satisfy symmetry (that is in generalDKL(P ||Q) 6=
DKL(Q||P )), it also does not satisfy the triangle inequality.
We can thus rewrite Eq. 9 in terms of KL divergence as [19]:
I(X,Y ) = DKL(P (x, y)||P (x)P (y)). (11)
For a stationary stochastic process {Xt} the entropy rate is
defined as [11]:
H(χ) = lim
t→∞
H(Xt|Xt−1, Xt−2, ...X1). (12)
If the process is Markov (that is the process only depends upon
its previous state and not states before that) then [19]:
H(χ) = lim
t→∞
H(Xt|Xt−1). (13)
The transfer entropy from X2 to X1 may be defined as [10,
11]:
TX2→X1 = H(X
t+1
1 |X
t
1)−H(X
t+1
1 |X
t
1, X
t
2). (14)
Causation entropy is then a generalization of the transfer en-
tropy, where [11, 12]:
CQ→P|S = H(P
t+1|St)−H(Pt+1|St,Qt). (15)
In Eq. 15 P ,Q are stochastic, Markov processes and S are
H(Xt1) H(X
t
2)
H(Xt+11)
H
(X
t 1
|X
t 2
,X
t+
1 1
) H(X t
2 |X t
1 ,X t+
1
1 )
H(Xt+11|X
t
1,X
t
2)
C
X
2
X
1 |X
1
(a)
H(X) H(Y)
H(Z)
H
(X
|Y
,Z
) H(Y|X,Z)
H(Z|X,Y)
(b)
Figure 2. (a) The causation entropy between X2 and X1 is shown.
In this case since we are only conditioning on Xt1, CX2→X1|X1 =
TX2→X1 . Of course X
t+1
1 may be replaced with a set of variables.
(b) Here we show a special case where Z is independent of both X
and Y . In this case it becomes clear that H(Z|X,Y ) = H(Z),
H(X|Y,Z) = H(X|Y ) and H(Y |X,Z) = H(Y |X). As ex-
plained in the text, this special case helps us to discern what are the
proper variables to use in the Poisson case.
sets of stochastic Markov processes. Thus causation entropy
allows us to determine if a process is influencing another pro-
cess after conditioning out the influence of other processes.
An example of causation entropy is shown in Fig. 2 (a). In
theory if a process X has no influence over another process
Y , the causation entropy after conditioning out the remain-
ing processes would be identically 0, allowing us to reject a
connection between X and Y . In practice however, due to
4finite sampling this will not be identically 0. Further com-
plicating this is the computational complexity for compairing
every possible pair of nodes and then every triplet and quadru-
plet and so on becomes large for and increasing number (n)
of processes. This led to the development of an algorithm, re-
ferred to as optimal causation entropy (oCSE) [12]. In oCSE
the finite sample size problem may be solved numerically by
completing a statistical significance test in which a number
(nshuffles) of random time shuffles of the data and determin-
ing if the causation entropy of unshuffled case is larger than
a certain percentage (θ ∈ [0, 1] ) of the shuffled cases. The
issue of computational complexity is resolved by a two step
algorithm. The first step is an aggregative discovery step, in
which the node (j) with maximal causation entropy to node
i (if it is determined to be statistically significant) is added to
the set of influencersK, which is followed by the node k with
maximal causation entropy after conditioning out node j and
so on until no nodes have a statistically significant contribu-
tion. The second step is a removal step, where nodes l are
removed from the setK that is Kˆ = K− l and if the causation
entropy is determined to be 0 on this reduced set thenK → Kˆ
[12]. In some cases the information flow that we are interested
in may be instantaneous, or at least effectively instantaneous,
in which case introducing a time shift becomes unneccesary.
In such situations a similar algorithm can be utilized, which
is called optimal Mutual Information Interaction (oMII) [14].
We note here that since the Poisson model presented in Eqs. 2,
3, 4 has an instantaneous interaction among the variables, the
oMII approach is more appropriate, and thus is the approach
which will be presented for the remainder of this paper.
III. ENTROPY ESTIMATION FROMMULTIVARIATE
POISSON DATA
A. Estimating Joint Entropy of Poisson Systems
As was shown in the previous section, estimation of cau-
sation entropy requires calculation of conditional entropies,
which in turn can be computed from the joint entropy. How-
ever Eq. 2 does not yield an analytical solution for the calcu-
lation of the joint entropy. In fact, there is no analytical solu-
tion for even the simplest case (Eq. 1), forcing us to estimate
the entropy from joint probabilities. As discussed above, it is
computationally expensive to estimate the joint probabilities
of the multivariate system. Estimation of the joint entropy be-
comes computationally expensive as a result, hampering the
ability to calculate the causation entropy. To avoid this prob-
lem we present an approximation which allows us to obtain a
computationally efficient estimate of the joint entropy.
B. Poisson Entropy
We begin by showing the Poisson Entropy:
HPoisson(K) = −
∞∑
k=0
λk
k!
e−λln
(λk
k!
e−λ
)
= (16)
−
∞∑
k=0
λk
k!
e−λ[−λ+ kln(λ) − ln(k!)] =
λ− λln(λ) +
∞∑
k=0
λk
k!
e−λln(k!).
Thus the Poisson entropy does not have a finite term analytical
expression, however the entropy can be estimated to within
machine precision by truncating at a large value of k, and in
this case it can be done with low computation time.
C. Bivariate Poisson Entropy
The Bivariate Poisson case is instructive to the n-variate
Poisson case and therefore is presented now. The Bivariate
Poisson can be rewritten as:
P (x1, x2) = e
−λ11−λ22−λ12
λ11
x1
x1!
λ22
x2
x2!
(min(x1,x2)∑
a12=0
x1!
(x1 − a12)!
x2!
(x2 − a12)!a12!
( λ12
λ11λ22
)a12)
. (17)
We will let d12 =
λ12
λ11λ22
and D(x1, x2) =
min(x1,x2)∑
a12=0
x1!
(x1−a12)!
x2!
(x2−a12)!
d
a12
12
a12!
. Then Eq. 17 will
become:
P (x1, x2) = e
−λ11−λ22−λ12
λ11
x1
x1!
λ22
x2
x2!
D(x1, x2). (18)
Now to get the joint entropy of the Bivariate Poisson we have:
5H(X1, X2) = −
∞∑
x1=0
∞∑
x2=0
P (x1, x2)ln(P (x1, x2)) = −
∞∑
x1=0
∞∑
x2=0
(19)
e−λ11−λ22−λ12
λ11
x1
x1!
λ22
x2
x2!
D(x1, x2)[−λ11 − λ22 − λ12 + x1ln(λ11) + x2ln(λ22)− ln(x1!)− ln(x2!) + ln(D(x1, x2))].
(20)
A scenario of interest arises when λ11, λ22, and λ12 are
all small and λ12 << λ11λ22. . In this case we have
D(x1, x2) ≈
min(x1,x2)∑
a12=0
d
a12
12
a12!
, since the d12 term dominates
in this case. Note we require λ11 and λ22 to be small to en-
sure that the large x1 and x2 terms to become insignificant in
Eq. 20. Thus we haveD(x1, x2) ≈ 1+
d212
2! + ... ≈ 1. Now by
grouping the terms and remembering (the middle part of) Eq.
16, plugging in D(x1, x2) = 1 and taking the infinite sums,
we can see that Eq. 20 can be written:
H(X1, X2) = e
−λ12 [H(X1) +H(X2) + λ12]. (21)
Remembering that we assumed λ12 << 1 we can further re-
duce Eq. 22 to:
H(X1, X2) = [H(X1) +H(X2) + λ12]. (22)
As Fig. 3 shows, this approximationworks well when d12 <<
1 =⇒ λ12 << λ11λ22, and in this regime the error will be
small. Similar analysis can be carried out for the larger mul-
tivariate cases which allows us to arrive at a general formula
for our approximation given by:
H(X1, X2, ..., Xn) ≈ [H(X1) +H(X2) + ...H(Xn) +
∑
j>i
λij ], (23)
where we are assuming that λij are small for all (i, j) pairs.
Fortunately as we can see in Eq. 23, all of the quantities on
the right hand side are computationally efficient to compute.
This in fact greatly reduces the computational time necessary
for estimation of the joint entropy.
A note on the entropy calculations is required here how-
ever. When calculating the mutual information in the Poisson
model, care must be taken because of how the marginals of a
joint Poisson process are drawn. For example from Eq. 9 it
may be tempting to say that:
IPoisson(X1, X2) = H(X1) +H(X2)−H(X1, X2), (24)
with X1 ∼ Poisson(λ11) and X2 ∼ Poisson(λ22). However
this is not exactly correct, though the error here is subtle. In
fact we must make a small change to Eq. 24 to be:
IPoisson(X1, X2) = H(Xˆ1) +H(Xˆ2)−H(X1, X2), (25)
here X1 ∼ Poisson(λ11) and X2 ∼ Poisson(λ22), but Xˆ1 ∼
Poisson(λ11+λ12) and Xˆ2 ∼ Poisson(λ22+λ12). This subtle
difference is important, because without recognizing this fact,
the calculated mutual information becomes negative, which
violates our well established condition that mutual informa-
tion be positive. The need for Xˆ1 and Xˆ2 is apparent from
Eq. 43, when two Poisson random variables are summed to-
gether their marginals then are drawn from the sum of the
underlying rate (i.e. λii) and the coupling rate (i.e. λij ). This
also transfers to computing the conditional mutual informa-
tion. To better illuminate this calculation it is helpful to refer
to Fig. 2 (b).
I(X,Y |Z) = H(X,Z) +H(Y, Z)−H(X,Y, Z)−H(Z).
(26)
In the special case presented in Fig. 2 (b) Eq. 35 becomes
I(X,Y |Z) = I(X,Y ) = H(X) +H(Y )−H(X,Y ), (27)
and thus
H(X) +H(Y )−H(X,Y ) = H(X,Z) +H(Y, Z)−H(X,Y, Z)−H(Z). (28)
In this special case we can note the following:
H(Y, Z) = H(Y ) +H(Z). (29)
Applying Eq. 29 to Eq. 28 we find that:
H(X)−H(X,Y ) = H(X,Z)−H(X,Y, Z). (30)
6We know from Eq. 25 that in the Poisson case this becomes:
H(Xˆ)−H(X,Y ) = H(X,Z)−H(X,Y, Z). (31)
Applying the following facts to Eq. 31{
H(X,Y, Z) = H(X,Y ) +H(Z),
andH(X,Z) = H(X) +H(Z),
(32)
we find that:
H(Xˆ) = H(X). (33)
Similar analysis also shows that:
H(Yˆ ) = H(Y ), (34)
this implies that we must use the Poisson marginals in the
computation of the conditional mutual information. That is
in the Poisson case we must have:
I(X,Y |Z) = H(Xˆ, Z) +H(Yˆ , Z)−H(X,Y, Z)−H(Z).
(35)
Note the use of Xˆ and Yˆ in this case. This distinction in
the Poisson case is important because we note that without
using the proper marginals the computation results in negative
conditional mutual information which is clearly not correct
since conditional mutual information must be positive [19].
Importantly the new definition given in Eq. 23 becomes
more computationally efficient than computing the Poisson
joint entropy directly from the joint probability. This requires
calculation of only separate single variate entropies which is
requires less computation. This naturally leads to the question
of the accuracy of this new model. As can be seen in Fig. 4
the new definition of entropy still leads to accurate identifica-
tion of network structure. This new definition also fits into the
general framework of entropy which was developed above, al-
lowing us to apply the oMII algorithm to the data.
D. Estimating Network Structure
Often the interaction of different agents is was guides the
overall behavior of a system, and thus it is necessary to know
which agents are interacting. In a gene interaction network
this may be crucial to understanding how future treatments
could be developed, especially in the cases where more than a
single gene may need to be targeted for therapy. Typically we
have data but no knowledge of the underlying network struc-
ture a priori, therefore it becomes necessary to estimate the
network structure from the data. Causation entropy allows us
to accomplish this task as will be discussed below. We will be-
gin by discussing graphs: A graph G is a set of vertices V ⊂ N
and edges E ⊂ V × V , that is:
G = {V , E}. (36)
We note that |V| = n signifies that there are n vertices (or
nodes) in G, where | · | denotes the cardinality of a set. The
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Figure 3. The relative error in the joint entropy calculation between
the joint entropy calculated through truncation and the joint entropy
calculated by our approximation. It is clear that when both λ12 and
λ11λ22 are small, the relative error is small. Thus we expect this
approximation to work well when all of the estimated rates are small.
In practice we find that when scaling the rates to be in [0, 1] we get
good results, regardless of how high the true rates were.
adjacency matrix A ∈ Nn×n0 is a matrix which encodes the
graph structure, with{
Aij = 1 if (i, j) ∈ E ,
Aij = 0 otherwise.
(37)
When a system has a graph structure it is often referred to as
a network. The adjacency matrix then encodes the network
structure of the system. Our goal will be to get an estimated
network structure Aˆ which is as close to possible to the real
network structure, that is we want:
‖A− Aˆ‖0 (38)
to be as small as possible (ideally 0). We would also like
for this to be accomplished with as little data (t) as possible,
since we are often limited in the amount of real world data
we recieve. Our estimation of the network structure relies on
nodes sharing information with one another. Thus Aˆ may be
thought of as which nodes are directly communicating with
one another, rather than strictly being the physical structure.
However as has been seen in previous work [11, 12] and as we
will see below the physical network structure and the informa-
tion network structure align accurately in most situations.
E. Estimating Network Structure with Poisson
As we saw in a previous section, we can get a quick esti-
mate of the Poisson entropy (and causation entropy). In this
section we will utilize that estimate in order the estimate the
underlying network structure of simulated data. The data is
simulated using the multivariate Poisson model found in Eqs.
72 - 4. This model can be rewritten so as to incorporate the
adjacency matrix A and noise E as shown in [20, 21] as:
X = BY + E, (39)
B = [In;P ⊙ (1ntri(A)
T )] (40)
where In is the (n × n) identity matrix, P ∈ N
n×(m−n)
0 is a
permutation matrix with exactly n ones per row,⊙ represents
the Hadamard product, 1n ∈ N
n×1 is the vector of all ones,
tri(A) ∈ N
n(n−1)
2 ×1
0 denotes the vectorized upper triangular
portion of the adjacency matrix, and E ∈ Nn×t0 . We have es-
tablished in previous discussion that there is no analytical so-
lution for the entropy of the multivariate Poisson, instead an
approximation has been made. However since a Poisson dis-
tribution can be approximated by a Gaussian, it seems reason-
able that the Poisson entropy could likewise be approximated
by Gaussian entropy which does have an analytical solution.
We show in Fig. 4 using the Gaussian version of the oCSE
does well finding the true edges with a high true positive rate
(TPR). The Gaussian oCSE finds the edges at the expense of
a much larger false positive rate (FPR), however. We define
TPR and FPR as follows: let G = {V , E} be the true network
structure and Gˆ = {Vˆ , Eˆ} be the estimated network structure,
then:
TPR =
|E ∩ Eˆ|
|E|
, (41)
and
FPR =
|Eˆ \ E|
|E|
. (42)
In this case \ represents set subtraction. Note that from this
definition 0 ≤ TPR ≤ 1 while FPR ≥ 0.
IV. RESULTS
The Poisson oMII method is tested on data simulated as de-
scribed above. In Fig. 4 each data point is averaged over 50
realizations of the network dynamics. Two different Erdo˝s-
Rényi (ER) graph types are used, one with p = 0.04 and
one with p = 0.1. The parameter p in an ER graph con-
trols the sparsity of the graph, thus the graphs with p = 0.1
will have considerably more edges on average than graphs
with p = 0.04. For these simulations n = 50 was cho-
sen. The rates were chosen to be λij = 1 (∀ i, j) and
Ei ∼ Poisson(0.5) (∀ i) whereEi ∈ N
t×1
0 are the columns of
E. This is the high SNR scenario from [20]. To estimate the
rates, we simply use a the MATLAB function corr. We note
that corr does not determine the covariance matrix but rather
the correlation matrix. The correlation guarantees the calcu-
lated rates will be relatively small and allows us to stay in the
small relative error regime shown in Fig. 3. The correlation
matrix then gives us all of the off diagonal rates λij (i 6= j)
and to obtain the rates λij (i = j) we can see from Eq. 43
that we simply need to subtract the sum of the non-diagonal
elements from the diagonal elements. That is if we let
Corr(X) =


e11 λ12 · · · λ1n
λ12 e22 · · · λ2n
...
... · · ·
...
λn1 λn2 · · · enn

 , (43)
then λii = eii −
∑
j 6=i
λij .
For testing on real world data, we run the Poisson oMII
method on count data from breast cancer patients who have
been screened for different micro RNA’s (miRNA’s). The data
set is retrieved from the https://portal.gdc.cancer.gov website.
Specifically the TCGA-BRCA raw sequencing miRNA data
is used. In this case t = 1207 and n = 1881 different
miRNA’s. Of these 1881 miRNA’s ≈ 1000 pass the two sam-
ple Kolmogorov-Smirnov (KS) [25] test as being Poisson (in
this case a comparison sample of length 10000 samples is
drawn to compare with the data from a Poisson distributon),
with the KS level α = 0.05. The remaining ≈ 900 miRNA
data were then scaled as follows:
x∗i ∈ N
1207×1
0 = ⌊
xi
< xi >
⌋. (44)
In this case < · > represents the mean and ⌊·⌋ represents the
floor function which is utilized to convert the newly scaled
data back to integer data. The floor function being applied to
the vector here simply means that the floor function was ap-
plied for each entry of the vector. After scaling the majority of
the data appear to fit well (again determined by applying the
KS test) to a negative binomial distribution with only ≈ 200
failing as both Poisson and negative binomial. We note here
that the Poisson distribution is a special case of the negative
binomial distribution. To see this it is useful to view the dis-
tribution as we do below:
PNegBin(k) =
(
k + r − 1
k
)
λk(1 − λ)r. (45)
If we let r → ∞ in Eq. 45 it is easy to see that the term
(1 − λ)r → e−λ, and rewriting
(
k+r−1
k
)
= (k+r−1)!
k!(r−1)! →
1
k! .
Combining these facts gives the Poisson distribution, thus as
r → ∞ the negative binomial distribution becomes the Pois-
son distribution.
Given that the majority of the data is negative binomial
(the Poisson data also can be fit as negative binomial) we must
interpret the results of with caution especially in light of the
results shown in Fig. 4. The results of the application of the
Poisson oMII still are interesting, especially given that then
negative binomial distribution can be viewed as a compound
Poisson distribution [22, 23]. To obtain the networks shown in
Fig. 5 we first restricted the data to having a minimum of 10
total counts,this was to avoid including data that had zero vari-
ation or near zero variation. This restriction left us with 1403
miRNA’s, oMII was then run on the remaining data which re-
sulted in the network shown in Fig. 5 (a). The network has
many miRNA’s which appear to be noninteracting, however
there are several weakly connected components. When we
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Figure 4. Two different types of Erdo˝s-Rényi (ER) graphs were used as the underlying true network structure for the simulated data, the
triangles represent 50 node ER graphs with p = 0.04 and the x’s represent 50 node ER graphs with p = 0.1. The blue lines represent the
Poisson oMII, the red lines represent the Gaussian oMII, and the green lines represent the KNN oMII. In (a) the true positive rate (TPR) is
shown for different sample sizes, each point is averaged over 50 realizations of the network dynamics. In (b) the false positive rate (FPR) is
shown. As can be seen the Gaussian oMII performs as well as Poisson oMII in TPR with the KNN performing poorly, but the Poisson oMII
significantly outperforms both the Gaussian and the KNN oMII in terms of FPR. With increasing data the Gaussian oMII tends to overestimate
the number of edges. The nonparametric KNN method performs poorly on both TPR and FPR, generally the KNN method requires much
more data for improved accuracy. However as the sample size increases so does the FPR of the KNN version of oMII.
focus on the largest weakly connected component, shown in
Fig. 5 (b), we found that many miRNA’s that have been previ-
ously identified as up or down regulated in breast cancer end
up in this component, this component included most of the
miRNA’s listed in Table 1 of [24]. The up and down regulated
miRNA’s will be referred to as the interesting miRNA’s for
brevity.
We then decided to focus on this largest weakly con-
nected component which contains 619 miRNA’s. We decided
to limit ourselves to the miRNA’s which have a reasonable
amount of counts (that is the ones which have counts for most
of the patients included in the study) and thus we further re-
stricted the data from the largest component to the miRNA’s
with at least 1000 counts. This reduced the miRNA’s from
619 down to 226. We reran oMII on this reduced data set
and we found on this set another group of weakly connected
components. We note that it is not necessarily expected that
these 226 miRNA’s would be weakly connected since we re-
moved a large number of miRNA’s from the previous set. The
largest component of this reduced set is shown in Fig. 5 (c)
and contains 83 miRNA’s. Several of the miRNA’s in this
component are interesting miRNA’s. A feature that is clear in
Fig. 5 (c) is the tripartite nature of the weakly connected com-
ponent. It appears that this portion of the network is driven
by a few miRNA’s (shown at the top of Fig. 5). The four
miRNA’s with the highest out degree at the top of this net-
work are mir-1248, let-7a-2, mir-1179 and let-7b. All four
of these are interesting miRNA’s [24, 26–28] and they seem
to be the main drivers, even of the other interesting miRNA’s,
for instance these miRNA’s appear to be the drivers of some of
the miRNA 200 family in the network and also drivers of the
some of the let-7 family which are also interesting miRNA’s
[26, 29] . This suggests that it may be possible to target a
small number of miRNA’s for some desired behavior of the
system of miRNA’s in drug development.
9Figure 5. Example networks generated by the Poisson oMII algorithm. (a) The full network of the 1403 miRNA’s with more than 10 total
counts in the dataset. (b) The largest weakly connected component from (a) which contains 619 miRNA’s. (c) After reducing the data as
described in the text to 226 miRNA’s this is the largest component of that network and contains 83 miRNA’s. Note that the structure of (c)
appears tripartite and the nodes at the top appear to be drivers of the network.
V. CONCLUSION
In this paper we have given an approximation to the mutual
information of a multivariate Poisson system. We have shown
through numerical experiments that this approximation works
efficiently, and the results of network estimation indicate that
the approximation is justified. We have also developed the
oMII (and by extension the oCSE) algorithm for computation
of the causation entropy of a Poisson system based on the joint
entropy approximation discussed above. We have shown that
this model is superior to simply assuming the data is Gaussian,
which is likely related to the strange behavior of the marginals
in a Poisson sytem, as we have outlined above. The Poisson
oMII algorithm also significantly outperforms the nonpara-
metric KNN version of oMII. Finally, we have applied the
Poisson oMII algorithm to a breast cancer miRNA expression
count dataset, which has produced potentially interesting in-
sights into the network of miRNA’s as it relates to breast can-
cer. Our network inference on the breast cancer miRNA net-
work has shown that there is a relationship between the high-
est variance (in expression values) of miRNA’s. There seems
to be unidirectional connections between these miRNA’s, with
certain miRNA’s taking on the role of drivers in the network.
This may suggest a future course of action for future drug de-
velopment.
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VII. APPENDIX
Below we offer proof of Eq. 43.
Proof. Covariance of the multivariate Poisson
In the model presented in Eqs. 2, 3, 4, we can see that:
x1 = y11 + y12 + ...+ y1n (46)
x2 = y12 + y22 + ...+ y2n
...
xn = y1n + y1n + ...+ ynn
Without loss of generality we will look at the pair (i = 1, j =
2). In this case we see that the covariance between this pair of
random variables is defined:
cov(x1, x2) = E[x1x2]− E[x1]E[x2], (47)
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Considering Eqs. 46, 47 and noting y12 = y21, we have:
cov(x1, x2) = E

y212 + n∑
i=1
i6=2
n∑
j=2
y1iy2j

 (48)
− E[y11 + y12 + ...+ y1n]E[y12 + y22 + ...+ y2n]
Because the expectation is a linear operator,Eq. 48 can be
expressed as:
cov(x1, x2) = E[y
2
12] + E

 n∑
i=1
i6=2
n∑
j=2
y1iy2j

− (49)

E[y12] + n∑
i=1
i6=2
E [y1i]



E[y12] + n∑
j=2
E [y2j ]

 .
From the independence of each yij the covariance can thus be
expressed:
cov(x1, x2) =E[y
2
12] +
n∑
i=1
i6=2
n∑
j=2
E [y1iy2j ]− (50)
E
2[y12]−
n∑
i=1
i6=2
n∑
j=2
E [y1iy2j ] =
E[y212]− E
2[y12] =
Var(y12).
Since y12 is independent Poisson and from the variance of an
independent Poisson random variable Var(y12) = λ12. Ap-
plying this to each i, j(i 6= j) pair gives the desired covariance
structure.
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