The powerful general Pacala^Hassell host^parasitoid model for a patchy environment, which allows host density-dependent heterogeneity (HDD) to be distinguished from between-patch, host densityindependent heterogeneity (HDI), is reformulated within the class of the generalized linear model (GLM) family. This improves accessibility through the provision of general software within well-known statistical systems, and allows a rich variety of models to be formulated. Covariates such as age class, host density and abiotic factors may be included easily. For the case where there is no HDI, the formulation is a simple GLM. When there is HDI in addition to HDD, the formulation is a hierarchical generalized linear model. Two forms of HDI model are considered, both with between-patch variability: one has binomial variation within patches and one has extra-binomial, overdispersed variation within patches. Examples are given demonstrating parameter estimation with standard errors, and hypothesis testing. For one example given, the extra-binomial component of the HDI heterogeneity in parasitism is itself shown to be strongly density dependent.
INTRODUCTION
Heterogeneity between patches is an important factor in the stability of interactions between hosts and parasitoids, and thereby in the regulation of natural populations (Pacala et al. 1990 ). This heterogeneity in the degree of parasitism may be directly or inversely dependent on host density or completely independent of it . Indeed, it is striking (Kareiva 1990 ) that in almost 90% of those cases that Pacala et al. (1990) identi¢ed as potentially stable, the sustaining mechanism was variation in parasitism that was independent of host density. The debate concerning the role of density dependence in the regulation of natural populations remains one of the central issues in ecology (Bonsall et al. 1998) . Pacala et al. (1990) linked the identi¢cation of stability, for populations with discrete generations interacting in a patchy environment, to a property of the frequency distribution of parasitoid density between patches, the coe¤cient of variation (CV). Their general criterion stated that interactions are stable if CV 2 is greater than unity, whatever the source of the heterogeneity. However, they also showed how the CV 2 could be partitioned into host density-dependent (C D ) and host density-independent (C I ) components according to a powerful general model of host^parasitoid dynamics . This paper focuses on spatial aspects of the interaction between hosts and parasitoids; temporal features, which include key issues such as stability, are not dealt with here. Kareiva (1990) stressed the importance of this approach because of the previous tendency by ecologists to ignore the importance of variability in their search for trends and signals in species interactions. However, there has been relatively little use of the methodology during the past decade, possibly because the partitioning of the components of CV 2 was underpinned by a maximumlikelihood technique that required a numerical, iterative solution and purpose-built software. Our aim here is to show that the Pacala^Hassell model may now be placed into a framework within the generalized linear model (GLM) family (McCullagh & Nelder 1989) , recently extended to include extra error components within a hierarchical generalized linear model (HGLM) (Lee & Nelder 1996 . To estimate parameters from these models, macros and software are available within standard statistical packages such as Genstat (Nelder 1993; Lee & Nelder 1996 .The use of GLMs has been widely popularized within medicine (Healy 1988) and biology (Crawley 1993 ) through these clearly written introductions by leading exponents. The objective of this paper is to improve the accessibility of the Pacala^Hassell approach to biologists and enable them to partition heterogeneity easily from their own ¢eld or laboratory data.
respectively. Assume that the expected value of parasitoid density is related to host density in the ith patch through
where c and · are constant parameters, N and P represent, respectively, the global population host and parasitoid density over all the patches, and E[ ] denotes expectation. This nonlinear relationship introduces host density-dependent heterogeneity (HDD) through the parameter ·, and the form of density dependence is direct if · 4 0 and inverse if · 5 0; inverse density dependence may also be stabilizing (Hassell 1984) . Host densityindependent heterogeneity (HDI) is introduced by allowing parasitoid density to vary between patches according to an independent, identically distributed gamma distribution, with constant variance ¼ 2 ; hence it may be expressed as 
where a is a constant representing per-capita parasitoid searching e¤ciency. By writing bˆacP/N · , to represent a nuisance parameter, we obtain
Hassell et al. (1991) proposed a ¢rst-order Taylor series approximation to partition CV 2 , thus,
2 and V may be calculated empirically from the distribution of n i amongst the Q patches. Leaving aside the adequacy of this approximation, the major problem we are concerned with is the estimation of · and ¼ 2 from data. Estimation of · was traditionally seen as relatively straightforward, especially in the absence of density-independent variability, because then a logarithmic transformation of p i would yield a linear-regression relationship in which · was the slope parameter. Estimation of ¼ 2 is clearly more problematic. Also, it is rarely the case that parasitoids are directly observable such that their local density, p i , may be accurately recorded. Estimation has therefore traditionally depended upon the relationship between the proportion of hosts parasitized and host density, such as that encapsulated in the model-dependent equation (4).
Suppose x i represents the number of hosts parasitized in a sample of all the n i hosts present in the ith patch. Then the distribution of x i is binomial (n i , º i ). Statistically, the formulation is non-standard because º i is a random variable. proposed a maximumlikelihood solution by noting that the log-likelihood, l, summed over the Q patches is
where
They then solved numerically, to estimate the parameters ·, ¼ 2 and b. One computational problem they encountered was when there is no host density-independent heterogeneity (see appendix to . In these circumstances, when the Poisson term in equation (4) is no longer compounded by a gamma distribution, and ¼ 2 is therefore identically zero, it is better to reformulate (Alston 1995 ) the likelihood in equation (5) as
THE MODEL AS A GENERALIZED LINEAR MODEL OR HIERARCHICAL GENERALIZED LINEAR MODEL
GLMs (Nelder & Wedderburn 1972) , used in ecology for over two decades (Taylor et al. 1978) , allow the separate formulation within a model of a random and a systematic component. The random component speci¢es the distribution of the response variable, through a relationship between its variance and mean. The systematic component permits a transformed function of the expected value of the response, termed a link function, to be related to a linear combination of the parameters, termed a linear predictor and usually denoted as ². When this linear predictor has itself an error component, in addition to the random component referred to above, the model may form part of an extended family (Lee & Nelder 1996) , HGLMs. The function of the likelihood in GLMs to supply a framework through maximum likelihood for estimation and goodness-of-¢t tests, is provided for HGLMs by a generalization termed an h-likelihood. Here, we reformulate the Pacala^Hassell CV 2 4 1 model, ¢rst for the simple case (no HDI) when ¼ 2ˆ0 , as a GLM, then for the general case, with both HDD and HDI, as an HGLM.
(a) Formulation as a generalized linear model,

2ˆ0
, density-dependent heterogeneity only For the case when there is host density-dependent heterogeneity but no host density-independent heterogeneity, i.e. when ¼ 2ˆ0 and e i is identically unity for all i, then equation (4) may be rewritten as
This de¢nes the systematic component of a GLM, the random component of which is a simple binomial distribution with number of trials n i for patch i, and response variable º i . The simple complementary log^log link function is used commonly with binomial distributions (McCullagh & Nelder 1989) . Parameter estimation of b and · is straightforward and is a standard facility in reputable statistical software packages such as Genstat (Payne et al. 1993) . Lack of ¢t is measured by the deviance, which is asymptotically distributed as w 2 under the null hypothesis, allowing tests of signi¢cance to discriminate between various models. Equation (7) is very similar to model II of Hassell (1982) and is also closely related to the model studied by Perry (1987) .
(b) Formulation as a hierarchical generalized linear model, 2 6 0, density-dependent heterogeneity and density-independent heterogeneity, binomial variation within patches For the case when host HDI is also present, e i may take a di¡erent value for each patch, and ¼ 2 6 0. As a result, the between-patch distribution of parasitism is subject to greater variability than would be the case if ¼ 2 were zero, as in the simple model above.
Hence, the full speci¢cation of the Pacala^Hassell model is written as a system of three equations, comprising a random component:
plus a systematic component, consisting of a linear predictor, ² i :
where the linear predictor itself comprises two parts, one that concerns the ¢xed-e¡ects vector of parameters b and ·, expressed as fln(b) + ·ln(n i )g, plus another component that concerns the random-e¡ect parameter, ¼
2
, and which speci¢es that e i ¹ gamma with E‰e i Šˆ1 and V ‰e i Šˆ¼ 2 .
The h-likelihood of the HGLM is also de¢ned as the sum of two components, l 1 and l 2 , where l 1 is the usual GLM logarithm of the binomial density function for x i je i , involving the canonical parameter º i , and l 2 is the logarithm of the gamma density function for e i with parameter ¼ 2 . The ¢rst component, l 1 , is the usual binomial loglikelihood
and the second component, l 2 , is calculated as
where ¡( ) is the gamma function and, from equation (5), ¬ˆ1/¼ 2 . Parameter estimation proceeds by maximum-likelihood techniques using equation (9), along similar lines to that for GLM models, as detailed in Lee & Nelder (1996) . Once again, models may be tested by lack-of-¢t statistics that are equivalent to deviances and have a w 2 -distribution; Lee & Nelder gave two such statistics, each with one degree of freedom under the null hypothesis: T f may be used to test the ¢xed e¡ects, in this case that the parameter ·ˆ0; T d may be used to test the random e¡ects, in this case that ¼
2ˆ0
. Computation via a good statistical package is straightforward and robust. In addition, both the GLM and HGLM formulations have the advantage of a £exible framework for modelling, especially for designed experiments with qualitative factors in which covariates may easily be built into the analyses (Crawley 1993 ).
For an inexact but quick result, Alston (1995) found that a simple asymptotic approximation to the expected value of the linear predictor was available from
where the psi function, C(¬) is given by Abramowitz & Stegun (1965, equation 6.3.18) . Alston (1995) noted that, when the degree of HDI measured by ¼ 2 was small,
(c) Formulation as a hierarchical generalized linear model, 2 6 0, density-dependent heterogeneity and density-independent heterogeneity in two forms, extra-binomial variation within patches Both formulations considered so far follow exactly the Pacala^Hassell model. However, the formulation described in ½ 3(b) is now augmented to account for a further component of variability, often encountered in biology, and which is common for applications with binary data. This is overdispersion of the binomial distribution itself (McCullagh & Nelder 1989, pp.124^128) , which is, in this case, over and above that due to ¼ 2 . This extends the HDI model for between-patch variability to allow for in£ated within-patch variability. Mathematically, this is usually represented by a parameter, here ¿ (see, for example, McCullagh & Nelder 1989, pp. 29^30, 33^34, 90) , that allows for in£ation of the variability of an individual binomial response, so that, given the within-patch parasitism rate º i as a function of e i , the variability of the response, V[x i je i ], is expressed as
, where ¿ may exceed unity. Note that this extension conforms completely with the original Pacala^Hassell model if it is found that there is no within-patch overdispersion, and that ¿ˆ1. The speci¢-cation is very similar to the formulation in ½ 3(b), except that the random component in equation (8a) is now written as
The h-likelihood of the HGLM is again de¢ned as the sum of the two components, l 1 and l 2 . However, now l 1 is the GLM logarithm of the (extra-)binomial density function for x i je i , involving both the canonical parameter º i and the overdispersion parameter, ¿. Also, l 1 is usually referred to in GLM terminology as a quasi-likelihood, the distinction being necessary to allow for the overdispersion, although the same estimates are obtained for the canonical parameter as would be the case for the usual binomial log-likelihood without overdispersion. Estimation proceeds by maximum-likelihood or maximum-quasi-likelihood techniques, again following Lee & Nelder (1996) . Overdispersion parameters are often calculated as w 2 /r, where w 2 is Pearson's chi-squared on r residual degrees of freedom (McCullagh & Nelder 1989 , pp.126^128).
As stated above, while it is not immediately obvious from the mathematical treatment, complex models may be speci¢ed easily. For example, the value of ¿ itself in this formulation could be modelled to study density dependence of the overdispersion parameter, through, say, a linear relationship with host density, such as ¿ˆc + dn i .
EXAMPLES
Two examples are described, the ¢rst for a GLM formulation with ¼ 2ˆ0 and the second for a HGLM formulation.
(a) Data of Thorarinsson (1990) , analysed as a generalized linear model with no densityindependent heterogeneity analysed four replicates (sets 29^32) of ¢eld experimental data of Thorarinsson (1990) , concerning the parasitism of colonies of the cottonycushion scale Icerya purchasi by the £y Cryptochaetum iceryae on patches formed from the shoots of a hedge of mock orange Pittosporum tobira. They found estimates of ¼ 2 of 0.05 (the minimum possible under their estimation scheme) for sets 29, 30 and 32, and the likelihoods in equations (5) and (6) con¢rmed that for these sets ¼ 2 could safely be assumed zero. Here, a separate pair of models was ¢tted to each colony, except for set 31: ¢rst, for the general case with HDD but no HDI, represented by equation (7); and, second, for no density dependence, i.e. · also assumed to be zero. Following we calculate and quote values of b'ˆln (acP) ln(bN · ), rather than b. Set 31 was omitted, since there was strong evidence of the presence of HDI, probably because the relatively large parasitism rate for this colony was caused by a paucity of ¢rst and second instars (Thorarinsson 1990 ). Alston (1995) pointed out that an advantage of the GLM formulation was that it could be extended easily to allow for this age dependency by de¢ning a factor for life stage and estimating separate values of b j for each stage, or even attempting a full analysis of parallelism to study HDD by allowing · to vary also. He concluded that, whereas actual colony parasitism rates ignoring age varied from 0.522 among 179 hosts to 0.670 among 209 hosts, once age was accounted for, rates in the colonies were approximately equal; no further details of his analysis are given here.
Estimates (table 1) of both · and b' from the GLM agreed well with those of . Also, the more important parameter, ·, was estimated with a lower variability than the con¢dence intervals given by Pacala & Hassell, emphasizing the e¤ciency of the GLM approach. There was some evidence of overdispersion of the binomial distribution, particularly for sets 29 and 32, for which the residual deviance was considerably larger than its degrees of freedom. There was no evidence of HDD for any set; in each case the model with · 6 0 gave no improvement in ¢t over the corresponding model where it was constrained to be zero. This accorded with conclusions from simple plots of proportion of hosts parasitized versus host density for each set, including set 31. (Norowi et al. 2000) . The presence of hierarchical spatial structure in the sampling regime allows investigations to focus on the e¡ects of scale, and leads naturally to more choices of the precise form of the GLM or HGLM. In four of the areas, no hosts were found in any seed-head on any of the eight plants; hence 77 areas were nonempty; in 31 plants no hosts were found in any seed-head, so 131 plants were non-empty. Overall, the proportion of hosts parasitized was 0.45. The number of hosts parasitized per seed-head ranged from zero out of 19 to ten out of ten; in 286 of the 373 seed-heads collected either all or none of the hosts were parasitized. These extreme values indicated the presence of very considerable overdispersion, which appeared to be strongest for seed-heads with large host abundance.
Two initial analyses were done, both allowing HDD but no HDI, based on the GLM formulation represented by equation (7). Considering counts from individual seedheads (Qˆ373 observations), the ¢rst initial GLM analysis (Norowi et al. 2000) con¢rmed considerable overdispersion, yielding a residual deviance of 1166 on 371 degrees of freedom. The estimate of ln(b) was 7 0.102 with s.e.m. of 0.151, and of · was 7 0.261 with s.e.m. of 0.088, indicating signi¢cant inverse HDD at the seedhead scale. By amalgamating counts from di¡erent seedheads within each 9 m £ 9 m area (Qˆ77 observations), the second initial GLM analysis displayed no less overdispersion, with a residual deviance of 467 on 75 degrees of freedom; the estimate of ln(b) was 0.035 with s.e.m. of 0.418, and of · was 7 0.170 with s.e.m. of 0.128, indicating a substantial reduction in the strength of the HDD at this area scale. These initial analyses, taken together with the observations on extreme values above, suggested a HGLM for the Qˆ373 observations at the seed-head scale, along the lines of the formulation described in ½ 3(c). Here, patches in the Pacala^Hassell model were Thorarinsson's (1990) represented by the 77 areas, with the value of e i in equation (8) assumed constant over all the seed-heads within an area, but with extra-binomial variation modelled through ¿. For computational e¤ciency, ln(¼ 2 ) was estimated instead of ¼ 2 itself. More importantly, the withinpatch overdispersion parameter, ¿, was not assumed constant, but allowed to vary linearly with the logarithm of host density, so, for the ith seed-head, the value of u i was modelled through ln(¿ i )ˆc + dln(n i ), where c and d are parameters to be estimated and are assumed to be constant over all areas.
The scheme for formal hypothesis testing for model selection proceeded as follows. For overdispersion HDI, the ¢rst hypothesis tested was dˆ0, allowing c and ¼ 2 to vary. If this was not rejected then the second hypothesis, cˆ0, would be tested, assuming dˆ0 and again allowing ¼ 2 to vary. (In this example the ¢rst hypothesis was rejected and so the second was not tested.) For HDI as a whole, the hypothesis tested was ln(¼ 2 )ˆ0, assuming the values estimated previously for c and d. For HDD, the systematic parameter · was estimated for the best model of those compared above, and its value tested to see whether the hypothesis ·ˆ0 was feasible. Table 2 shows that this more sophisticated analysis, allowing for variability, showed less-strong evidence for HDD than the ¢rst initial GLM referred to above. The estimate for ·, at 7 0.165, again indicated inverse density dependence but now only bordering on statistical signi¢-cance. An approximate 95% con¢dence interval ranged from 7 0.345 to just above zero. However, there was considerable HDI, with the parameter ¼ 2 estimated as 0.290, a value within the top third of those listed in table 2 of from a wide range of studies of data from the literature. A reasonably narrow approximate 95% con¢dence interval for this estimate was obtained easily (0.172, 0.485). There was considerable overdispersion, in addition to the between-patch HDI, within patches and, most interestingly, this overdispersion was itself strongly and directly host density dependent (d 4 0). The form of this overdispersion was estimated as
, reinforcing the observation that in seedheads with large host densities paratisism appeared either unusually prevalent or exceptionally rare. This may well indicate a breakdown for these data of one of the assumptions of the Pacala^Hassell model, that the parasitoid searches randomly within a patch. Indeed, it would seem unlikely that M. incultus searches randomly (Norowi et al. 2000) although little detail is known of its searching strategy.
DISCUSSION
This paper has shown that the important PacalaĤ assell model may be framed in a way that allows its expression as one of a wide class of models in common use by biometricians and biologists, and for which standard statistical software is readily available. This will, hopefully, improve its accessibility to biologists and allow the meaningful partitioning of variability into categories of density dependence, the importance of which has been recognized for decades within ecology (Bonsall et al. 1998) . In this way, mechanisms underlying tritrophic interactions may be identi¢ed and their parameters quanti¢ed.
The additional contribution of within-patch HDI, through terms describing overdispersion, provides a further powerful accessory to the Pacala^Hassell model, allowing an additional means of isolating the mechanisms causing variability within a patchy environment. Recall the indications of overdispersion in Thorarinsson's (1990) data, and note that this could have been a useful aid in the earlier Pacala^Hassell analysis. Some statisticians have questioned whether model formulations should be restricted to include either the random component within the linear predictor (here ¼ 2 ) or the overdispersion parameter (here ¿), but not both. Undoubtedly, any two such parameters will be correlated, but our treatment is a demonstration that their relative contributions may be disentangled, via model-checking plots (Nelder 1993) or using the deviance test statistic T d (Lee & Nelder 1996) . In particular, in this study several alternative HGLM models, not detailed here, were ¢tted to the data of Norowi et al. (2000) in order to ¢nd the simplest adequate model. These showed that even if ¿ was assumed to be constant then an adequate model would require density dependence in ¼ 2 , but that the model reported here was a better ¢t. Of course, the extent to which the parameters of fairly complex models may be estimated e¤ciently usually depends on the extent of the data. Similarly, in related ecological contexts, variance heterogeneity is often handled through the speci¢cation of compound Poisson distributions in which the variance of counts, V, is related to the mean, ·, through Vˆ¬·, or, alternatively through a negative binomial distribution in which Vˆ· + · 2 . The model of which both these are submodels, with Vˆ¬· + · 2 , is often a better ¢t (Perry & Woiwod 1992) but e¤cient estimation of ¬ and requires extensive data because the two parameters are usually strongly correlated.
A recent theoretical approach (Gross & Ives 1999) has questioned the assumptions underlying the PacalaĤ assell model when parasitoids attack multiple hosts within patches. This issue largely a¡ects the determination of temporal stability, not covered here, although we readily acknowledge here and previously (Norowi et al. 2000) that studies are often de¢cient in data concerning behavioural responses in the ¢eld. More generally, the GLM and HGLM systems are useful because they allow a structured and simple system for the elaboration of the basic Pacala^Hassell model. In particular, they provide a simple way of incorporating e¡ects due to covariates and di¡erent factor levels, such as might be due to host life stage or parasitoid species. They also supply a framework within which testable hypotheses may be generated easily and are therefore useful tools in the checking of model assumptions. Alternative functional forms to that given in equation (4), as discussed by , may be accommodated easily.
The speci¢c HGLM software used here is available as an electronic appendix to this paper (on The Royal Society Web site), or on request from the author M.S.N. (msnoh@plaza1.snu.ac.kr) in the form of a small set of Genstat procedures; these require the Genstat K-system (Nelder 1993) . The HGLM output from Genstat may be mapped easily into the K-system for model checking. The K-system may also be used for GLM ¢tting and model checking; it features a built-in help system and an o¡-line manual. The K-system is freely available from J. A. Nelder ( j.nelder@ma.ic.ac.uk) .
