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ABSTRACT. In this article, the inverse scattering problem (ISP) of recovering the matrix coefficient of a first 
order system of ordinary differential equations on the half-axis from its scattering matrix is considered. In the 
case of a triangular structure of the matrix coefficient, this system has a Volterra-type integral transformation 
operator at infinity. Such type of transformation operator allows to determine the scattering matrix on the 
half-axis via the matrix Riemann-Hilbert factorization in the case, where contour is real axis, normalization is 
canonical and all the partial indices are zero. The ISP on the half-axis is solved by reducing it to ISP on the whole 
axis for the considered system with the coefficients that are extended to the whole axis as zero.  
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1. INTRODUCTİON 
  The inverse scattering problems (ISP’s) for the differential equations consists in reconstructing these 
equations from their scattering operators. Such problems appear in mathematics, mechanics and 
various areas of natural sciences and engineering.  Various settings of ISP’s for systems of ordinary 
differential equations were examined by many authors. Many publications are devoted to the ISP for 
the Dirac systems and their 2݊ generalizations (see [1–7] and the references therein). The main 
approach in this field is based on the transformation operator (TO) method, and the results proved in 
this way are analogs of results obtained for the Sturm–Liouville operator [8–10].   
  We consider the following system of ODE on the half-axis: 
                                   ݈(ݕ) = −݅
ௗ௬
ௗ௫
+ܳ(ݔ)ݕ = ߣߪݕ,			0 ≤ ݔ < +∞                                                          (1.1) 
with the parameter ߣ. It is assumed that  ߪ = ൤
ߪଵ 0
0 ߪଶ
൨ is 2݊ × 2݊ order diagonal matrix with 
constant diagonal elements, where ߪଵ = ݀݅ܽ݃(ߦଵ, … , ߦ௡),  	ߪଶ = ݀݅ܽ݃(ߦ௡ାଵ, … , ߦଶ௡), ߦଵ < … < ߦ௡ <
0 < ߦ௡ାଵ < … < ߦଶ௡ , and ܳ is 2݊ × 2݊ order matrix function with measurable complex valued 
entries, which the matrix norm satisfies the condition  
 
                                                        ‖ܳ(ݔ)‖ ≤ ܥ݁ିఌ௫                                                                                      (1.2) 
 
where  ܥ, ߝ	are positive constants. The matrix  ܳ(ݔ) is called as potential.  
 
    Let ݕ(ݔ, ߣ) = ൤
ݕଵ(ݔ, ߣ)
ݕଶ(ݔ, ߣ)
൨, where ݕଵ(ݔ, ߣ)	and	ݕଶ(ݔ, ߣ) are ݊ dimensional vector functions. Consider 
the system (1.1) under the boundary condition at point ݔ = 0 in following form: 
 
                                               ݕଶ(0, ߣ) = ܪݕଵ(0, ߣ),					݀݁ݐܪ ≠ 0.                                                                (1.3) 
 
The system (1.1) is important from an application point of view. It is used in solving N-Wave problem 
that finds application in nonlinear optics ([11], p. 174). 
  The ISP on the whole axis for the operator (1.1) has been treated in many papers. We recall the 
important papers [12- 14] (see also [11], p. 163 and [15], p. 7), where the ISP for system (1.1) on the 
whole axis was investigated by using the Riemann - Hilbert problem for analytic functions. The ISP for 
system (1.1) on the half-axis in the cases ݊ > 1, have not been satisfactorily investigated yet. The 
principal difficulty is to determine the sufficient quantity of scattering problems (on the semi-axis for 
the same system) ensuring the uniqueness of the solution of the ISP under consideration (see 
Example in present paper). The ISP on the half-axis is closely connected with the ISP on the whole 
axis. Such type a relationship is demonstrated in [16], where the ISP for the first order hyperbolic 
system on the half-axis is investigated.   
  In contrast to the inverse scattering problem, the inverse problems problems for the system (1.1) 
from spectral function and from Weyl function were satisfactorily investigated. We recall the papers 
[17] and [18],  where the inverse problem for the system (1.1) on the half-axis and on the finite 
interval with self-adjoint potential was investigated from its spectral function by using TO method, 
and the papers [19, 20] where the inverse problem for the system (1.1) on the half-axis was studied 
from its matrix Weyl function.  
  In this paper, we consider the system (1.1) with the matrix potential which has some triangular 
structure. We show that this system has Volterra type integral TO at infinity. The integral 
representation of the solution of the system (1.1), which is taken from TO at infinity, allows to 
determine the scattering matrix on the half-axis and some its analytical properties. From the 
uniqueness point of view, we consider ISP from two scattering matrix on the semi-axis. Under the 
condition of unique solvability of some matrix Riemann-Hilbert problem with zero index, the ISP on 
the half-axis is reduced to ISP on the whole axis for the same system with the coefficients which are 
zero for ݔ < 0. However, for the general system (1.1) with arbitrary potential ܳ(ݔ), the ISP turns out 
to be substantially more difficult. In the general case, the transformation operators have a rather 
complicated structure and this makes the solution of the inverse problem difficult.   
  The paper is organized as follows: In next section we determine Volterra type integral TO for the 
system (1.1) at infinity, when the matrix coefficients ܳ(ݔ) of the system are in the special triangular 
structure. In Section 3 the scattering matrix on the half-axis is defined and some its analytic 
properties are studied. In Section 4 the ISP for the system (1.1) on the half-axis is formulated and the 
uniqueness of the solution of the problem is proved by reducing that problem to the ISP on the 
whole axis for the system with the coefficients which are zero for ݔ < 0. In Section 5 the non-
uniqueness in the ISP is discussed, when there are some violations on the conditions. Finally, in 
Appendix some conditions for the unique solvability of the matrix Riemann-Hilbert (RH) problem 
when the contour is real axis, normalization is canonical and all the partial indices are zero, are given. 
 
DEFİNİTİON.  We will call the system (1.1) as an ℳ -canonical system, if the matrix potential  
ܳ = ቂ
ݍଵଵ ݍଵଶ
ݍଶଵ ݍଶଶ
ቃ of the system (1.1) are given by the following triangular structure: 
  ݍଵଵ is a strictly lower triangular ݊	 × 	݊ matrix function;   
  ݍଵଶ is a lower anti-triangular ݊	 × 	݊ matrix function; 
  ݍଶଵ is an upper anti-triangular ݊	 × 	݊ matrix function; 
  ݍଶଶ is a strictly upper triangular ݊	 × 	݊ matrix function. 
 
   The system (1.1) can be consider as the stationary analogue of the first order system of hyperbolic 
differential equations. As regards different inverse problems for first order system of partial 
differential equations are studied in monographs [20, 21] and the literature cited in there. The 
uniqueness of the solution of the ISP for the nonstationary ℳ -canonical system (1.1) was studied in 
[23].  
 
NOTATİON. Throughout the paper, we shall write ℝ for the real axis, ܫ for ݊ × ݊ order identity matrix. 
The upper and lower complex ߣ-plane denote the sets with ܫ݉ߣ ≥ 0 and ܫ݉ߣ ≤ 0, respectively. The 
matrix (ܽ௜௝)௜,௝ୀଵ
௡  is called lower (strictly) triangular, if ܽ௜௝ = 0 for all ݆ > ݅ (for all ݆ ≥ ݅); lower anti-
triangular, if ܽ௜௝ = 0 for all ݆ + ݅ ≤ ݊; upper (strictly) triangular, if ܽ௜௝ = 0 for all ݆ < ݅ (for all ݆ ≤ ݅); 
and upper anti-triangular, if ܽ௜௝ = 0 for all  ݆ + ݅ ≥ ݊ + 2. 
 
 
2. THE TRANSFORMATİON OPERATOR FOR THE SYSTEM (1.1) WİTH THE BOUNDARY CONDİTİON AT 
İNFİNİTY 
 
In solving ISPs the Volterra type integral representation of the solution plays an important 
role. Such a representation for the ℳ -canonical system (1.1) can be taken from a 
transformation operator for that system with the following boundary condition at infinity 
 
ݕଵ(ݔ, ߣ) = ݁௜ఒఙభ௫ܣ + ݋(1), ݔ → +∞, 
                                                                                                                                                              (2.1) 
ݕଶ(ݔ, ߣ) = ݁௜ఒఙమ௫ 	ܤ + ݋(1),					ݔ → +∞, 
 
where  ݁௜ఒఙభ௫ = ݀݅ܽ݃൫݁௜ఒకభ௫ , … , ݁௜ఒక೙௫൯, 			݁௜ఒఙమ௫ = ݀݅ܽ݃൫݁௜ఒక೙శభ௫ ,… , ݁௜ఒకమ೙௫൯. 
 
  More precisely, if the system (1.1) is ℳ -canonical then it has the solution in form of Volterra 
integral operator at infinity. 
  We first prove the following lemma.  
 
LEMMA 1. Let ߣ be a real number and the potential ܳ(ݔ) satisfy the condition (1.2), then the 
following statements hold for the system (1.1). 
1) There exists a unique bounded solution of the system (1.1) with the boundary condition 
(2.1);   
2) For a bounded solution ݕ(ݔ, ߣ) = ൤
ݕଵ(ݔ, ߣ)
ݕଶ(ݔ, ߣ)
൨ of the system  (1.1), the asymptotic relations 
(2.1) are true, where  
ܣ	 = 	ݕ₁(0, ߣ) − ݅ න ݁ି௜ఒఙభ௦
ା∞
଴
[ݍ₁₁(ݏ)ݕ₁(ݏ, ߣ) + ݍ₁₂(ݏ)ݕ₂(ݏ, ߣ)]݀ݏ, 
                                                                                                                                 (2.2) 
ܤ	 = 	ݕ₂(0, ߣ) 		− ݅ න ݁ି௜ఒఙమ௦
ା∞
଴
[ݍ₂₁(ݏ)ݕ₁(ݏ, ߣ) + ݍ₂₂(ݏ)ݕ₂(ݏ, ߣ)]݀ݏ. 
PROOF. Let ߣ be real number. The first statement of the lemma is equivalent to unique solvability of 
the following system of integral equation in class of bounded function:  
 
ݕଵ(ݔ, ߣ) = 	݁௜ఒఙభ௫ܣ + ݅න ݁௜ఒఙభ
(௫ି௦)
ା∞
х
[ݍଵଵ(ݏ)ݕ₁(ݏ, ߣ) + ݍଵଶ(ݏ)ݕ₂(ݏ, ߣ)]݀ݏ, 
                                                                                                                                                           (2.3) 
  
ݕଶ(ݔ, ߣ) = 	 ݁௜ఒఙమ௫ 	ܤ + ݅ න ݁௜ఒఙమ
(௫ି௦)
ା∞
х
[ݍଶଵ(ݏ)ݕ₁(ݏ, ߣ) + ݍଶଶ(ݏ)ݕ₂(ݏ, ߣ)]݀ݏ. 
 
Applying the method of successive approximation to the system (2.3) and using the condition (1.2) 
we obtain that the solution of this system exists and is unique in class of bounded function.  
Let us prove the second statement of the lemma. 
Let	ݕ(ݔ, ߣ) = ൤
ݕଵ(ݔ, ߣ)
ݕଶ(ݔ, ߣ)
൨ is a bounded solution of the system (1.1). Since the system (1.1) have the 
fundamental system of bounded solution in the case of real  ߣ	 (see Theorem 8.1. in [24]), then we 
have 
ݕ₁(ݔ, ߣ) 	= 	݁௜ఒఙభ௫ݕ₁(0, ߣ) − ݅ න ݁௜ఒఙభ(௫ି௦)
х
଴
[ݍଵଵ(ݏ)ݕ₁(ݏ, ߣ) + ݍଵଶ(ݏ)ݕ₂(ݏ, ߣ)]݀ݏ, 
                                                                           
  
ݕଶ(ݔ, ߣ) = 	݁௜ఒఙమ௫ 	ݕଶ(0, ߣ) − ݅න ݁௜ఒఙమ(௫ି௦)
х
଴
[ݍଶଵ(ݏ)ݕଵ(ݏ, ߣ) + ݍଶଶ(ݏ)ݕଶ(ݏ, ߣ)]݀ݏ, 
 
by the uniqueness of the solution of Cauchy problem for the system (1.1) at the point  ݔ = 0. Hence, 
when  ߣ is real, the solution ݕ(ݔ, ߣ) of the system (1.1) has the asymptotic form (2.1) as ݔ → +∞, 
where ܣ and ܤ are determined as in (2.2). Lemma 1 is proved. 
 
  Now, suppose that the system (1.1) has the ℳ-canonical form. This system with the boundary 
condition (2.1) has the solution in the form  
	
ݕ₁(ݔ, ߣ) 	= 	݁௜ఒఙభ௫ܣ + න ܣଵଵ(ݔ, ݐ)݁௜ఒఙభ௧
ା∞
х
ܣ݀ݐ +න ܣଵଶ(ݔ, ݐ)݁௜ఒఙమ௧
ା∞
х
ܤ݀ݐ, 
                                                                                                                                                    (2.4)	
ݕ₂(ݔ, ߣ) 	= 	݁௜ఒఙమ௫ܤ + න ܣଶଵ(ݔ, ݐ)݁௜ఒఙభ௧
ା∞
х
ܣ݀ݐ +න ܣଶଶ(ݔ, ݐ)݁௜ఒఙమ௧
ା∞
х
ܤ݀ݐ, 
 
where  ܣଵଵ(ݔ, ݐ) is a lower triangular ݊ × ݊ matrix,  ܣଵଶ(ݔ, ݐ) is a lower anti-triangular ݊ × ݊ matrix, 
ܣଶଵ(ݔ, ݐ) is an upper anti-triangular ݊ × ݊ matrix and ܣଶଶ(ݔ, ݐ) is an upper triangular	݊ × ݊ matrix, 
by starting (2.3) and (2.4) we obtain the system of integral equation with respect to matrix kernel 
ܣ௜௝(ݔ, ݐ) (݅, ݆ = 1,2): 
     
  [ܣଵଵ(ݔ, ݐ)]௞௝ = ݅
కೕ
కೕିకೖ
[ݍଵଵ]௞௝(ݔ +
కೕ
కೕିకೖ
(ݐ − ݔ)) 
+݅ න [ݍଵଵܣଵଵ + ݍଵଶܣଶଵ]௞௝
௫ା
కೕ
కೕିకೖ
(௧ି௫)
х
(ݏ, ݐ +
ߦ௞
ߦ௝
(ݏ − ݔ))݀ݏ, 
                                                                                                                                                  (2.5) 
 
  [ܣଶଵ(ݔ, ݐ)]௞௝ = ݅
కೕ
కೕିక೙శೖ
[ݍଶଵ]௞௝(ݔ +
కೕ
కೕିక೙శೖ
(ݐ − ݔ)) 
	
+݅ න [ݍଶଵܣଵଵ + ݍଶଶܣଶଵ]௞௝ ൭ݏ, ݐ +
ߦ௡ା௞
ߦ௝
(ݏ − ݔ)൱ ݀ݏ.
௫ା
కೕ
కೕିక೙శೖ
(௧ି௫)
х
	
ݐ ≥ ݔ.	
 
  
   [ܣଵଶ(ݔ, ݐ)]௞௝ = ݅
క೙శೕ
క೙శೕିకೖ
[ݍଵଶ]௞௝(ݔ +
క೙శೕ
క೙శೕିకೖ
(ݐ − ݔ))	
 
+݅ න [ݍଵଶܣଶଶ + ݍଵଵܣଵଶ]௞௝(ݏ, ݐ +
ߦ௞
ߦ௡ା௝
(ݏ − ݔ))݀ݏ,
௫ା
క೙శೕ
క೙శೕିకೖ
(௧ି௫)
х
 
                                                                                                                                                  (2.6)   
 
   [ܣଶଶ(ݔ, ݐ)]௞௝ = ݅
క೙శೕ
క೙శೕିక೙శೖ
[ݍଶଶ]௞௝(ݔ +
క೙శೕ
క೙శೕିక೙శೖ
(ݐ − ݔ))	
 
 
+݅ න [ݍଶଵܣଵଶ + ݍଶଶܣଶଶ]௞௝(ݏ, ݐ +
ߦ௡ା௞
ߦ௡ା௝
(ݏ − ݔ))݀ݏ,
௫ା
క೙శೕ
క೙శೕିక೙శೖ
(௧ି௫)
х
 
ݐ ≥ ݔ, 
 
where ݇, ݆ = 1,… , ݊; [ܣ]௞௝  denotes the ݇, ݆ element of the matrix function  ܣ; [ݍܣ]௞௝(ݏ, ݐ) ≡
[ݍ(ݏ)ܣ(ݏ, ݐ)]௞௝; when ݇ = ݆ the upper bound of the integral is +∞. 
   Applying the method of successive approximation to the systems (2.5) and (2.6)  we obtain that the 
solution of these systems exist and are unique in class of bounded function, here  ܣ௜௝(ݔ, ݐ), 
ݐ ≥ ݔ ≥ 0	, ݅, ݆ = 1,2,	has the estimate  
 
ฮܣ௜௝(ݔ, ݐ)ฮ ≤ ܥሚ݁ିఌ
(௫ାఏ(௧ି௫)),                                                                   (2.7)     
       
where ܥሚ is constant, ߠ = ݉݅݊{ߠଵ, ߠଶ , ߠଷ, ߠସ}, ߠଵ =	min௞வ௝
కೕ
కೕିకೖ
, ߠଶ = min௞ା௝வ௡
క೙శೕ
క೙శೕିకೖ
, 
ߠଷ = min௞ା௝ழ௡ାଶ
కೕ
కೕିక೙శೖ
  и ߠସ = min௞ழ௝
క೙శೕ
క೙శೕିక೙శೖ
. 
 
  When we let  ݐ = ݔ we obtain from (2.4) and (2.5) that  
 
[ݍଵଵ(ݔ)]௞௝ = −݅
కೕିకೖ
కೕ
[ܣଵଵ(ݔ, ݔ)]௞௝ ,           [ݍଵଶ(ݔ)]௞௝ = −݅
క೙శೕିకೖ
క೙శೕ
[ܣଵଶ(ݔ, ݔ)]௞௝, 
                                                                                                                                               (2.8) 
[ݍଶଵ(ݔ)]௞௝ = −݅
కೕିక೙శೖ
కೕ
[ܣଶଵ(ݔ, ݔ)]௞௝ ,        [ݍଶଶ(ݔ)]௞௝ = −݅
క೙శೕିక೙శೖ
క೙శೕ
[ܣଶଶ(ݔ, ݔ)]௞௝ . 
 
  Now, we prove the following lemma. 
 
LEMMA 2. Let ߣ be a real number and ݕ(ݔ, ߣ) = ൤
ݕଵ(ݔ, ߣ)
ݕଶ(ݔ, ߣ)
൨ be a bounded solution of the ℳ - 
canonical system (1.1) with the potential ܳ(ݔ) satisfying the condition (1.2). Then the representation 
(2.4) of the solution holds, where the matrix kernels ܣ௜௝(ݔ, ݐ) (݅, ݆ = 1,2) satisfy the system of integral 
equations (2.5) and  (2.6). In addition, the estimation (2.7) and  equality (2.8) hold. 
 
 PROOF. Let	ݕ(ݔ, ߣ) be a bounded solution of ℳ - canonical system (1.1). Then the asymptotic 
relation (2.1) holds according to the second statement of Lemma 1. It is clear that the solution 
ݕ(ݔ, ߣ) of the system (1.1) with the boundary condition (2.1) satisfies the system of integral 
equations (2.3). When the function ܳ(ݔ) satisfies the estimate (1.2) then there exists a unique 
solution of the system of integral equations (2.5) and (2.6) in the class of bounded functions, since 
the mentioned systems are Volterra type integral equations. In addition, the estimation (2.7) in 
ݐ ≥ ݔ ≥ 0 and the equalities (2.8) are valid for these solutions. Conversely, if the functions  ܣ௜௝(ݔ, ݐ) 
(݅, ݆ = 1,2) satisfy the systems (2.5) an (2.6), then the formula (2.4) gives the bounded solution of the 
system (2.3) for real ߣ. Since the bounded function ݕ(ݔ, ߣ) satisfies the system (2.3) and the system 
(2.3) has a unique solution in the class of bounded functions, ݕ(ݔ, ߣ) is represented in the form of 
(2.4).  Lemma 2 is proved. 
 
3. SCATTERİNG MATRİX AND İTS PROPERTİES 
 
Suppose that, for real ߣ, ݕ(ݔ, ߣ) = ൤
ݕଵ(ݔ, ߣ)
ݕଶ(ݔ, ߣ)
൨ is a bounded solution of the ℳ -canonical. Then by 
Lemma 2 the solution ݕ(ݔ, ߣ) is representable in the form (2.4). Hence from (2.4) and (1.3) we have  
 
ܣଶଵି(ߣ)ܣ + ൫ܫ + ܣଶଶା(ߣ)൯ܤ = ܪൣ൫ܫ + ܣଵଵି(ߣ)൯ܣ + ܣଵଶା(ߣ)ܤ൧,                                           (3.1) 
 
where  
ܣ௞ଵି(ߣ) = න ܣ௞ଵ(0, ݐ)݁௜ఒఙభ௧
ା∞
଴
݀ݐ, ܣ௞ଶା(ߣ) = න ܣ௞ଶ(0, ݐ)݁௜ఒఙమ௧
ା∞
଴
݀ݐ. 
  By denoting  
ܣுା(ߣ) = ܣଶଶା(ߣ) − ܪܣଵଶା(ߣ), 
ܣுି(ߣ) = ܪܣଵଵି(ߣ)ܪିଵ − ܣଶଵି(ߣ)ܪିଵ. 
 
  the formula (3.1) has the form  
 
[ܫ + ܣுା(ߣ)]ܤ = [ܫ + ܣுି(ߣ)]ܪܣ.                                                                                               (3.2) 
 
  We introduce the matrix function 
 ܵு(ߣ) = [ܫ + ܣுା(ߣ)]ିଵ[ܫ + ܣுି(ߣ)], ߣ ∈ 	ℝ .                                                                          (3.3)  
 
  By analogy with the case ݊ = 1 (see [4]) we call  ܵு(ߣ), ߣ ∈ 	ℝ  the scattering matrix on the half-
axis for the ℳ -canonical system with the boundary condition (1.3).  
  The following lemma is true. 
 
LEMMA 3. The matrix functions 	ܫ + ܣுି(ߣ)  и  ܫ + ܣுା(ߣ) are analyitic for  ܫ݉ߣ < −
ఏ
కభ
ߝ and 
ܫ݉ߣ > −
ఏ
కమ೙
ߝ, respectively. The following asymptotic relations also hold as |ߣ| → +∞ : 
݀݁ݐ[ܫ + ܣுି(ߣ)] = 1 + о(1), ൬ܫ݉ߣ < −
ߠ
ߦଵ
ߝ൰, 
                                                                                                                                                  (3.4) 
݀݁ݐ[ܫ + ܣுା(ߣ)] = 1 + о(1), ൬ܫ݉ߣ > −
ߠ
ߦଶ௡
ߝ൰. 
 
 PROOF. From the estimation (2.7) of the matrix kernels ܣ௜௝(ݔ, ݐ) (݅, ݆ = 1,2) follows that  
ฮܣ௜௝(0, ݐ)ฮ ≤ ܥሚ݁ିఌఏ௧ . It means that the matrix functions ܣ௞ଵି(ߣ) = ∫ ܣ௞ଵ(0, ݐ)݁௜ఒఙభ௧
ା∞
଴ ݀ݐ and 
ܣ௞ଶା(ߣ) = ∫ ܣ௞ଶ(0, ݐ)݁௜ఒఙమ௧
ା∞
଴ ݀ݐ are analytic for  ܫ݉ߣ < −
ఏ
కభ
ߝ and ܫ݉ߣ > −
ఏ
కమ೙
ߝ, respectively, and 
tend to zero as	|ߣ| → +∞  in the domains of analyticity. Lemma 3 is proved. 
  According to Lemma 3, the functions ݀݁ݐ[ܫ + ܣுା(ߣ)] and ݀݁ݐ[ܫ + ܣுି(ߣ)] have a finite number of 
zeros. We define  ߝ଴ > 0 by the relation 
ߝ଴ = ݉݅݊ ൜ߝଵ, −
ߠ
ߦଵ
ߝ,
ߠ
ߦଶ௡
ߝൠ, 
where ߝଵ be the distance from the real axis to the non-real zeros of the functions  ݀݁ݐ[ܫ + ܣுା(ߣ)] 
and ݀݁ݐ[ܫ + ܣுି(ߣ)]. Then the relations 
 
݀݁ݐ[ܫ + ܣுା(ߣ)] ≠ 0,						݀݁ݐ[ܫ + ܣுି(ߣ)] ≠ 0                                                 (3.5) 
 
hold for 0 < |ܫ݉ߣ| < ߝ଴. 
  The next theorem about the properties of scattering matrix ܵு(λ) follows from (3.5) and Lemma 3. 
 
THEOREM 1. The matrix functions ܵு(ߣ) and ܵିଵு(ߣ) are meromorphic in the strip |ܫ݉ߣ| < ߝ଴, they 
have not nonreal poles and as  |ߣ| → +∞ 
ܵு(ߣ) = 	ܫ + о(1),			ܵିଵு(ߣ) = 	ܫ + о(1). 
 
4. ISP ON THE HALF-AXİS AND MATRİX RİEMANN-HİLBERT PROBLEMS CORRESPONDİNG TO İT  
 
The inverse scattering problem (ISP) on the half-axis for the system (1.1) consists in recovering the 
matrix potential ܳ(ݔ) from a given matrix function ܵு(ߣ). The exact solvable examples show that 
one scattering problem is not enough for the unique restoration of the potential. In this way, we 
consider the restoration of the potential from two scattering matrices which correspond to different 
boundary conditions in form of (1.3). 
  Let ܵுభ(ߣ) and ܵுమ(ߣ) be two scattering matrices on the half-axis for the ℳ -canonical system (1.1), 
where  
det	(ܪଵ − ܪଶ) ≠ 0.                                                                                                                           (4.1) 
 
 By the definition of scattering matrix on the half-axis we get  
 
ൣܫ + ܣுೖା(ߣ)൧ܵுೖ(ߣ) = ൣܫ + ܣுೖି(ߣ)൧, ߣ ∈ 	ℝ					݇ = 1,2,								                                               (4.2) 
 
where  
ܣுೖା(ߣ) = ܣଶଶା(ߣ) − ܪ௞ܣଵଶା(ߣ), 
                                                                                                                                                    (4.3) 
ܣுೖି(ߣ) = ܪ௞ܣଵଵି(ߣ)ܪ௞
ିଵ − ܣଶଵି(ߣ)ܪ௞
ିଵ. 
 
If these matrices are known, then relations (4.2) are matrix Riemann-Hilbert problems, where the 
contour is real axis and normalization is canonical. We will call these problems as Riemann-Hilbert 
problems of the ISP on the half-axis for the ℳ -canonical system (1.1). 
  The ISP on the half-axis for the system (1.1) closely is related with the ISP on the whole axis.  In this 
reason, we introduce the matrix ܲ	(ߣ), ߣ ∈   for the bounded solutions ݕ(ݔ, ߣ) of the M-canonical 
system as follows  
ܲ(ߣ) ൤
ܣ
ܤ
൨ = ൤
ݕ₁(0, ߣ)
ݕଶ(0, ߣ)
൨ , ߣ ∈ ℝ	.				 
                                                                                                                                                              (4.4)       
  By the uniqueness of the solution of the Cauchy problem at the point ݔ = 0, for the system (1.1) we 
have ݕ(ݔ, ߣ) = 0 when  ݕଵ(0, ߣ) = ݕଶ(0, ߣ) = 0. Then ܣ = 	ܤ = 0, by the formula (2.2). It means 
that the matrix	ܲ(ߣ) is invertable.  We will call the matrix П(ߣ) = ܲିଵ(ߣ) the transmission matrix.   
    Now, consider the system of ODE on the whole axis  
						−݅
ௗ௬
ௗ௫
+ ෨ܳ(ݔ)ݕ = ߣߪݕ,	                                                                            (4.5) 
 
with the potential  ෨ܳ (ݔ) = ൜ܳ
(ݔ),			ݔ ≥ 0
0,						ݔ < 0
. 
  By comparing the definition (4.4) of the transmission matrix П(ߣ) with the definition of scattering 
matrix on the whole axis ( see [12]), it is clear to see that matrix 	П(ߣ) is the scattering matrix for the 
system (4.5). The ISP for such type of systems on the whole axis is studied in [12-15] (see also [11], p. 
163). Thus, we obtain the following result about the ISP for the ℳ-canonical system (1.1) on the half 
-axis. 
 
THEOREM 2. Let ܵுభ(ߣ) and ܵுమ(ߣ) be two scattering matrices on the half-axis for the ℳ-canonical 
system (1.1) with the potential ܳ(ݔ)satisfying the condition (1.2). Let the matrices ܪଵ and ܪଶ satisfy 
the condition (4.1). Then, the matrix 	ܳ(ݔ) is uniquely determined from matrices  ܵுభ(ߣ) and ܵுమ(ߣ), 
when the Riemann-Hilbert problems (4.2)  are uniquely solvable. 
 
PROOF. Once, let us show that the transmission matrix П(ߣ)  is uniquely determined from ܵுభ(ߣ) and 
ܵுమ(ߣ), when the Riemann-Hilbert problems (4.2)  are uniquely solvable. Applying the representation 
(2.4) to definition (4.4) of ܲ(ߣ) it can be easily seen the following block structure of 	ܲ(ߣ):  
 
ܲ(ߣ) = ቈ
ܫ+ܣଵଵି(ߣ)
ܣଶଵି(ߣ)
ܣଵଶା(ߣ)
ܫ + ܣଶଶା(ߣ)
቉. 
 
When the Riemann-Hilbert problems (4.2)  are uniquely solvable, i.e. if matrices  ܣுೖା(ߣ) and 
ܣுೖି(λ) are uniquely determined from ܵுೖ(ߣ)	(݇ = 1,2)	 in domain which they are analytical, then 
matrices  ܣଵଵି(λ), ܣଶଵି(λ),  ܣଵଶା(λ) and ܣଶଶା(λ) are uniquely expressed from ܣுೖା(ߣ) and 
ܣுೖି(ߣ) (݇ = 1,2) by formula (4.3) and condition (4.1): 
 
ܣଵଶା(ߣ) = (ܪଵ − ܪଶ)ିଵൣܣுమା(ߣ) − ܣுభା(ߣ)൧, 
ܣଵଵି(ߣ) = (ܪଵ −ܪଶ)ିଵൣܣுభି(ߣ)ܪଵ − ܣுమି(ߣ)ܪଶ൧, 
ܣଶଶା(ߣ) = ܣுభା(ߣ) + ܪଵܣଵଶା(ߣ) = ܣுమା(ߣ) + ܪଶܣଵଶା(ߣ), 
ܣଶଵି(ߣ) = ܪଵܣଵଵି(ߣ) − ܣுభି(ߣ)ܪଵ = ܪଶܣଵଵି(ߣ) − ܣுమି(ߣ)ܪଵ . 
 
As already is known that the transmission matrix П(ߣ) is closely related with the scattering matrix for 
the system of ordinary differential equation on the whole axis. Indeed, if we take the coefficients 
zero for ݔ	 < 	0, then we obtain the system (4.5) on the whole axis and the transmission matrix for 
the system (1.1) is coincide with the scattering matrix on the whole axis for the system (4.5). The 
uniqueness of the ISP for system (4.5) with the potential (1.2) is studied in [11-14] (see also Theorem 
2.2 in [15]). It means that the potential ܳ(ݔ) is uniquely determined from П(ߣ). Theorem 2 is proved. 
   The matrix Riemann-Hilbert problems which is mentioned in Theorem 2 are in the form of 
 
                                                    [ܫ + ܣுା(ߣ)]ܵு(ߣ) = [ܫ + ܣுି(ߣ)], ߣ ∈ 	ℝ                                                                
                                                   
with boundary conditions (3.4), that is, 
 
                                                      ܣு±(∞) = 0                                                                                                  
 
where ܣுା(ߣ) and ܣுି(ߣ) are ݊ × ݊ matrices which are analytic in upper and lower complex ߣ-
plane and the components of ܣு±(ߣ) belong to set ्±, which is denote the set consisting of 
functions of the form ∫ ݂(ݔ)
ା∞
଴ ݁
±௜ఒ௫݀ݔ,	ߣ ∈ 	ℝ , where ݂(ݔ) is continuous and ݂(ݔ) ∈ ܮଵ, that is,  
∫ |݂(ݔ)|
±∞
଴ ݀ݔ exists.                                          
   If the matrix functions ܫ + ܣுା(λ) and ܫ + ܣுି(λ) degenerate nowhere in their domains of 
analyticity, i. e.,  ݀݁ݐ[ܫ + ܣுା(λ)] ≠ 0,						݀݁ݐ[ܫ + ܣுି(λ)] ≠ 0, then the Riemann-Hilbert problem is 
called to be regular. The solution of a regular Riemann-Hilbert problem under canonical 
normalization is unique [11, p. 155]. By matrix analogue of the Wiener theorem [25, p. 60-63], under 
the condition ݀݁ݐ[ܫ + ܣுା(λ)] ≠ 0, there exists a matrix ܤுା(λ) with the components belonging to 
्ା, such that [ܫ + ܣுା(ߣ)]ିଵ = ܫ + ܤுା(λ). Thus, in the regular case the matrix RH problem 
reduces to left canonical factorization problem of the matrix ܵு(λ) ([26], p. 31-37). Because the 
factorization factors are uniquely determined in the left canonical factorization problem ([26], p. 35-
37 ), the matrices ܣுା(ߣ) and ܣுି(ߣ) are uniquely determined by  ܵு(λ).  
  Therefore, we become the following corollary of the Theorem 2. 
 
COROLLARY.   If the Riemann-Hilbert problems (4.2) are regular, then the matrix potential 	ܳ(ݔ) of 
the ℳ -canonical system (1.1) is uniquely determined from its scattering matrices  ܵுభ(ߣ) and ܵுమ(ߣ) 
with det	(ܪଵ −ܪଶ) ≠ 0. 
 
REMARK.  If the RH problem is not regular, but the matrix ܵு(ߣ) is nonsingular, that is, ݀݁ݐ	ܵு(ߣ) ≠
0, the solution of considered matrix Riemann-Hilbert problem yields the solution to following system 
of singular integral equation by using the Plemelj formula ([27], p. 589): 
 
ݎ(λ)ܶ(λ) = ܫ +
1
2ߨ݅		
ර
ݎ(s)݃(ݏ)
ݏ − λ
ାஶ
ିஶ
݀ݏ																																																										 
 
where ݎ(λ) = ܫ + ܣுା(ߣ), ݃(λ) = ܵு(λ) − ܫ,			ܶ(λ) = ܫ +
ଵ
ଶ
݃(λ).  It is shown in [28] that in the case 
where ݃(λ), ݃′(λ) ∈ ܮଶ ∩ ܮஶ , this equation is Fredholm integral equation of second type. For such 
Fredholm integral equation it is known that a solution exists so long as the only solution of the 
homogeneous problem is the zero solution. This fact also establishes the uniqueness of the solution 
because the difference of any two solution satisfies the homogeneous problem. It is shown in [28] 
that if either ܴ݁	ܵு(λ) or ܫ݉	ܵு(λ) is definite then there exists no nontrivial homogeneous solution.  
 For a detailed exposition of this extremely interesting area of modern complex analysis we refer the 
reader to the monographs [29,30]. 
 
1. EXAMPLE 
 
Consider the following  ℳ - canonical system on the half-axis 	ݔ ≥ 0 
⎩
⎪
⎨
⎪
⎧
−݅ݖଵ
ᇱ = ߣߦଵݖଵ,
−݅ݖଶ
ᇱ + ܿଶ,ଵ(ݔ)ݖଵ + ܿଶ,ଶ௡(ݔ)ݖଶ௡ = ߣߦଶݖଶ ,
⋮
−݅ݖଶ௡ିଵ
ᇱ + ܿଶ௡ିଵ,ଵ(ݔ)ݖଵ + ܿଶ௡ିଵ,ଶ௡(ݔ)ݖଶ௡ = ߣߦଶ௡ିଵݖଶ௡ିଵ,
−݅ݖଶ௡
ᇱ = ߣߦଶ௡ݖଶ௡,
                                                   (E.1) 
 
where ߦଵ < … < ߦ௡ < 0 < ߦ௡ାଵ < … < ߦଶ௡ . 
  Consider the system (E.1) under the boundary condition 
 
                 ൥
ݖ௡ାଵ(0)
⋮
ݖଶ௡(0)
൩ = ܪ ൥
ݖଵ(0)
⋮
ݖ௡(0)
൩, with  ܪ = ቎
0
⋮
0
ܪଵ = ൣℎ௞௝൧௝ୀଶ
௡
1 0 ⋯ 0
቏  and ݀݁ݐܪଵ ≠ 0.                           
(E.2)                                   
   It is easy to check that the system (E.1) with the asymptotic   
 
ݖ௞(ݔ) = ܽ௞݁௜ఒకೖ௫ + ݋(1), ݔ → +∞, 
 
ݖ௡ା௞(ݔ) = ܾ௡ା௞݁௜ఒక೙శೖ௫ + ݋(1), ݔ → +∞, ݇ = 1,⋯݊ 
has the explicit solution in the following form  
ݖଵ(ݔ) = ܽଵ݁௜ఒకభ௫ ,			ݖଶ௡(ݔ) = ܾଶ௡݁௜ఒకమ೙௫ ,	 
	 
ݖ௞(ݔ) = ܽ௞݁௜ఒకೖ௫ − 	݅ܽଵන ܿ௞,ଵ(ݐ)݁௜ఒ(కభିకೖ)௧
ା∞
х
݀ݐ݁௜ఒకೖ௫ − ܾ݅ଶ௡න ܿ௞,ଶ௡(ݐ)݁௜ఒ(కమ೙ିకೖ)௧
ା∞
х
݀ݐ݁௜ఒకೖ௫ ,
݇ = 2,⋯݊, 
 
ݖ௡ା௞(ݔ) = ܾ௡ା௞݁௜ఒక೙శೖ௫ − 	݅ܽଵන ܿ௡ା௞,ଵ(ݐ)݁௜ఒ(కభିక೙శೖ)௧
ା∞
х
݀ݐ݁௜ఒక೙శೖ௫
− ܾ݅ଶ௡න ܿ௡ା௞,ଶ௡(ݐ)݁௜ఒ(కమ೙ିక೙శೖ)௧
ା∞
х
݀ݐ݁௜ఒక೙శೖ௫ , ݇ = 1,⋯݊ − 1. 
 
  Taking into account the boundary conditions (E.2), i.e. the conditions 
 
ݖଶ௡(0) = ݖଵ(0), 
ݖ௡ା௞(0) =෍ℎ௞௝
௡
௝ୀଶ
ݖ௝(0), ݇ = 1,⋯ , ݊ − 1 
 
we obtain the following relations between column vectors ܣ = (ܽଵ,⋯ , ܽ௡) and ܤ = (ܾ௡ାଵ , ⋯ , ܾଶ௡): 
 
ܤ = ܵு(λ)ܪܣ, 
where 
ܵு(ߣ) = ܫ + ൦
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
ଵܵ,௡(ߣ)
⋮
ܵ௡ିଵ,௡(ߣ)
0 ⋯ 0 0
൪, 
 
ܵ௞,௡(λ) = න ݅ ቎
1
ߦ௡ା௞ − ߦଵ
ܿ௡ା௞,ଵ ൬
ݏ
ߦ௡ା௞ − ߦଵ
൰ −෍
ℎ௞௝
ߦ௝ − ߦଵ
௝ܿ,ଵ(
ݏ
ߦ௝ − ߦଵ
)
௡
௝ୀଶ
቏
ା∞
଴
݁ି௜ఒ௦݀ݏ
+න ݅ ቎
1
ߦଶ୬ − ߦ௡ା௞
ܿ௡ା௞,ଶ୬ ൬
ݏ
ߦଶ୬ − ߦ௡ା௞
൰																																																					(E. 3) 		
ା∞
଴
−෍
ℎ௞௝
ߦଶ୬ − ߦ௝
௝ܿ,ଶ୬(
ݏ
ߦଶ୬ − ߦ௝
)
௡
௝ୀଶ
൩ ݁௜ఒ௦݀ݏ,			݇ = 1,⋯ , ݊ − 1. 
 
  Now, consider the ISP for the system (E.1), i.e. the problem of recovering the coefficients 
ܿ௞ଵ(ݔ), 	ܿ௞,ଶ௡(ݔ)(݇ = 2,⋯ ,2݊ − 1) of the system (1.1) from its scattering matrix ܵு(λ) on the half-
axis. As is shown, the coefficients of the system (E.1) and scattering matrix ܵு(λ) are related with the 
relation (E.3).  
  Denoting  
ܥ௞ି(ߣ) = න ܿ௞ି(ݏ)
ା∞
଴
݁ି௜ఒ௦݀ݏ,
ܿ௞ି(ݏ) = ݅ ቎
1
ߦ௡ା௞ − ߦଵ
ܿ௡ା௞,ଵ ൬
ݏ
ߦ௡ା௞ − ߦଵ
൰ −෍
ℎ௞௝
ߦ௝ − ߦଵ
௝ܿ,ଵ(
ݏ
ߦ௝ − ߦଵ
)
௡
௝ୀଶ
቏ 
and  
ܥ௞ା(ߣ) = න ܿ௞ା(ݏ)
ା∞
଴
݁௜ఒ௦݀ݏ,
ܿ௞ା(ݏ) = 	݅ ቎
1
ߦଶ௡ − ߦ௡ା௞
ܿ௡ା௞,ଶ௡ ൬
ݏ
ߦଶ௡ − ߦ௡ା௞
൰ −෍
ℎ௞௝
ߦଶ௡ − ߦ௝
௝ܿ,ଶ௡(
ݏ
ߦଶ௡ − ߦ௝
)
௡
௝ୀଶ
቏ 
the formula (E.3) can be written in following form  
 
ܵ௞,௡(λ) = ܥ௞ା(λ) + ܥ௞ି(λ) .                                                                                                           (E.4) 
   
  By using  (1.2), it is easy to show that  
หܿ௞±(ݏ)ห ≤ М݁
ି
ఌ
కమ೙ିకభ
௦
, 
 
where ܯ is constant. Then we can conclude that, the matrix function  ܥ௞ା(ߣ) is analytic in half-plane 
ܫ݉ߣ > −
ఌ
కమ೙ିకభ
, and  ܥ௞ି(ߣ) is analytic in half-plane ܫ݉ߣ <
ఌ
కమ೙ିకభ
. In addition the functions ܥ௞±(ߣ) 
tend to zero as 	ܫ݉ߣ → ∞ in the domains of analyticity. 
  Thus, the ISP for the system (E.1) on the half-axis can be solvable by Wiener-Hopf method.  Actually, 
it is possible to determine the functions ܥ௞ି(ߣ) and ܥ௞ା(ߣ) of a complex variable ߣ, which are 
analytic respectively in the half-plane ܫ݉ߣ <
ఌ
కమ೙ିకభ
 and ܫ݉ߣ > −
ఌ
కమ೙ିకభ
 , tend to zero as ܫ݉ߣ → ∞ in 
both domains of analyticity and satisfy in the strip −
ఌ
కమ೙ିకభ
< ܫ݉ߣ <
ఌ
కమ೙ିకభ
 the equation (П.4). 
Since the function ܵ௞,௡(λ) is analytic in the strip −
ఌ
కమ೙ିకభ
< ܫ݉ߣ <
ఌ
కమ೙ିకభ
, then the following 
representation is possible in the given strip 
 
ܵ௞,௡(λ) = ܵ௞,௡ା(λ) + ܵ௞,௡ି(λ) ,                                                                                                      (E.5) 
 
when  ܵ௞,௡(λ) tends uniformly to zero as |ߣ| → +∞ in this strip (see [31, p. 293]). Here the functions 
ܵ௞,௡ା(λ) and ܵ௞,௡ି(λ) are analytic in ܫ݉ߣ > −
ఌ
కమ೙ିకభ
 and  ܫ݉ߣ <
ఌ
కమ೙ିకభ
, respectively.  
   From (E.4) and  (E.5) we get the following formula  
 
ܥ௞ା(λ) − 	ܵ௞,௡ା(λ) = −ܥ௞ି(λ) + ܵ௞,௡ି(λ)                                                                                 (E.6) 
 
in the strip  −
ఌ
కమ೙ିకభ
< ܫ݉ߣ <
ఌ
కమ೙ିకభ
 .         
The left side of (E.6) is a function which is analytic in half-plane ܫ݉ߣ > −
ఌ
కమ೙ିకభ
 and the right side of 
(E.6) is analytic in half-plane ܫ݉ߣ <
ఌ
కమ೙ିకభ
. From the equality of these functions in the strip 
−
ε
ξమ౤ିξభ
< ܫ݉λ <
ε
ξమ౤ିξభ
 it follows that there exist a unique entire function ݌(λ) coinciding, 
respectively, with the left and right sides of (E.6) in the domains of their analyticity. Since the 
function ܥ௞±(λ) −	ܵ௞,௡±(λ) tends zero as Imλ → ∞ in the domain of analyticity, then ݌(λ) = 0. So 
that ܥ௞ି(λ) = ܵ௞,௡ି(λ) and ܥ௞ା(λ) = ܵ௞,௡ା(λ). In means that the functions ܵ௞,௡ି(λ) and ܵ௞,௡ା(λ) 
are Laplace transformations of the functions  ܿ௞ି(ݏ) and ܿ௞ା(ݏ), respectively. Then  
 
ܿ௞ା(ݏ) =
1
2ߨ݅
න ܵ௞,௡ା(λ)
ା∞ା௜௫
ି∞ା௜௫
݁௜ఒ௦݀ߣ, ݔ > −
ߝ
ߦଶ௡ − ߦଵ
 
 ܿ௞ି(ݏ) =
1
2ߨ݅
න ܵ௞,௡ି(λ)
ା∞ା௜௫
ି∞ା௜௫
݁ି௜ఒ௦݀ߣ, ݔ <
ߝ
ߦଶ௡ − ߦଵ
. 
 
  Thus, we obtain the following system of linear algebraic equations with respect to 
ܿ௞ଵ(ݔ), 	ܿ௞,ଶ௡(ݔ)(݇ = 2,⋯ ,2݊ − 1): 
 
1
ߦ௡ା௞ − ߦଵ
ܿ௡ା௞,ଵ ൬
ݏ
ߦ௡ା௞ − ߦଵ
൰ −෍
ℎ௞௝
ߦ௝ − ߦଵ
௝ܿ,ଵ(
ݏ
ߦ௝ − ߦଵ
)
௡
௝ୀଶ
= −݅ܿ௞ି(ݏ), 
                                                                                                                                                     (E.7)       
1
ߦଶ୬ − ߦ௡ା௞
ܿ௡ା௞,ଶ୬ ൬
ݏ
ߦଶ୬ − ߦ௡ା௞
൰ −෍
ℎ௞௝
ߦଶ୬ − ߦ௝
௝ܿ,ଶ୬(
ݏ
ߦଶ୬ − ߦ௝
)
௡
௝ୀଶ
= −݅ܿ௞ା(ݏ), 
݇ = 1,⋯݊ − 1. 
 
  It easy to see that, in the case ݊ ≥ 2, the system (E.7) has not a unique solution, therefore the 
uniqueness of the ISP for the system (E.1) is violated.  
  Consider the new ISP for the system (E.1) on the half-axis with the boundary condition   
 
             ൥
ݖ௡ାଵ(0)
⋮
ݖଶ௡(0)
൩ = ܪ෩ ൥
ݖଵ(0)
⋮
ݖ௡(0)
൩,  with  ܪ෩ = ቎
0
⋮
0
ܪ෩ଵ = ൣℎ෨௞௝൧௝ୀଶ
௡
1 0 ⋯ 0
቏ and ݀݁ݐܪ෩ଵ ≠ 0.                               (E.8)                             
 
   It is easy to see that  det൫ܪ − ܪ෩൯ = 0. 
   Let 
                                    ܵு෩(ߣ) = ܫ + ൦
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 0
ሚܵଵ,௡(ߣ)
⋮
ሚܵ௡ିଵ,௡(ߣ)
0 ⋯ 0 0
൪  
 
be a scattering matrix for the system (E.1) on the half-axis with the boundary condition (E.8).  Then 
analogically to formulas (E.7) we obtain the following formulas for the coefficients 
ܿ௞ଵ(ݔ), 	ܿ௞,ଶ௡(ݔ)(݇ = 2,⋯ ,2݊ − 1) of the system (E.1): 
 
1
ߦ௡ା௞ − ߦଵ
ܿ௡ା௞,ଵ ൬
ݏ
ߦ௡ା௞ − ߦଵ
൰ −෍
ℎ෨௞௝
ߦ௝ − ߦଵ
௝ܿ,ଵ(
ݏ
ߦ௝ − ߦଵ
)
௡
௝ୀଶ
= −݅ܿ̃௞ି(ݏ), 
                                                                                                                                                 (E.9)       
1
ߦଶ୬ − ߦ௡ା௞
ܿ௡ା௞,ଶ୬ ൬
ݏ
ߦଶ୬ − ߦ௡ା௞
൰ −෍
ℎ෨௞௝
ߦଶ୬ − ߦ௝
௝ܿ,ଶ୬(
ݏ
ߦଶ୬ − ߦ௝
)
௡
௝ୀଶ
= −݅ܿ̃௞ା(ݏ), 
݇ = 1,⋯݊ − 1. 
where 
ܿ̃௞ା(ݏ) =
1
2ߨ݅
න ሚܵ௞,௡ା(λ)
ା∞ା௜௫
ି∞ା௜௫
݁௜ఒ௦݀ߣ, ݔ > −
ߝ
ߦଶ௡ − ߦଵ
, 
 
ܿ̃௞ି(ݏ) =
1
2ߨ݅
න ሚܵ௞,௡ି(λ)
ା∞ା௜௫
ି∞ା௜௫
݁ି௜ఒ௦݀ߣ, ݔ <
ߝ
ߦଶ௡ − ߦଵ
 
 
and  
                                              ሚܵ௞,௡(λ) = ሚܵ௞,௡ା(λ) + ሚܵ௞,௡ି(λ). 
 
  It is easy to see that, in the case ݊ > 2, the uniqueness of the solution of the system (E.7), (E.9) is 
violated if ݀݁ݐ	(ܪଵ −ܪ෩ଵ) = 0. In this case, the ISP for the system (E.1) has also not a unique solution. 
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