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Abstract
Expanding the computational toolkit for theoretical chemistry studies
by
Xianghai Sheng
Doctor of Philosophy
in
Chemistry
University of California, Merced
Professor Christine Isborn, Chair
Chemistry has been a primarily laboratory science since its beginning. However, with thanks to
powerful modern high performance computer hardware and decades of theoretical chemistry re-
search, the critical role of computational chemistry in today’s chemical research enterprise is un-
deniable. Computational tools serve as a bridge between chemical theory and computer hardware,
helping scientists with nearly all aspects of chemistry research. Indeed, it has been a significant driv-
ing force that pushes the chemical science forward. This thesis expands the computational toolkit
for theoretical chemistry studies, with an emphasis on potential energy surface related studies and
transition metal systems.
Proposing a theoretical mechanism for a newly discovered chemical reaction is a difficult job
that requires extensive work from well-trained computational chemists. An automatic mechanism
generator is proposed to automate this process. Given a reactant and a product, the methodology
described expands the chemical space between them, finds the optimal reaction pathway, and re-
ports the most probable mechanisms. The reaction network expands by enumerating all possible
elementary reactions based on an electron pushing model. Each generated intermediate is filtered
by user-defined atom configuration rules, in order to reduce the complexity of the algorithm.
Spin crossover, or intersystem crossing, happens in many important chemical processes. It
takes place at the minimum energy on the crossing seam of two potential energy surfaces of different
spins. In this work we developed an efficient optimizer to find the minimum energy crossing point
in a spin crossover event. Finding this geometry will facilitate kinetic and thermodynamic studies
on spin crossover events. This optimizer is integrated with highly efficient geometry optimization
schemes that were published recently.
Zirconium oxide is found to have potential applications as catalyst in water splitting reac-
tions. The work described in chapter 5 aimed to interpret a spectrum obtained from photodetach-
ment spectroscopy on the adduct of ZrO2 and H2O by an experimental collaborator. Employing
two-dimensional DVR (Discrete Variable Representation) method, we were able to account for the
anharmonicity of the umbrella mode of the adduct, and interpret most of the peaks in a dense vi-
bronic spectra, thus shedding some light on the structure of the adduct.
Spin contamination is a well-documented error of single-determinant DFT methods. The
work described in chapter 3 employed Approximate Projection (AP), a simple and efficient spin-
projection method to treat spin contamination in DFT calculations, to test its effect in predicting
1
exchange coupling constant and spin crossover gap. In summary, AP greatly reduced error in pre-
dicted spin crossover gaps caused by spin contamination. In terms of predicting exchange coupling
constants, AP did not perform better than a non-projection method, which was due to statistical rea-
sons. In addition, AP’s effect on geometry optimization and subsequent effects on the two physical
constants were tested as well, and were found to be significant for exchange coupling constants, and
otherwise for spin crossover gaps.
2
Chapter 1
Introduction
The use of computers for chemistry studies has paralleled the development of computers
since the 1950s, and has been a core area of chemical research in more recent years. Apart from
universal use cases such as visualization and automation, two main uses of computers in chemistry
is to carry out immense mathematical calculations often introduced by the Schro¨dinger equation, as
well as to explore vast chemical spaces.
1.1 Fundamentals of Quantum Chemistry
Proposed in 1926, the Schro¨dinger equation [1] is central to quantum chemistry, and has been
studied by generations of theoretical chemists. It is a partial differential equation that describes
the wave function of a quantum-mechanical system. This equation is not exactly solvable when
the system has multiple interacting electrons, because of the correlation between them. Various
approximations have been proposed to find approximate solutions to this equation. This thesis
primarily focuses on the non-relativistic, time-independent Schro¨dinger equation, given by
Hˆ|Ψ〉 = E|Ψ〉 (1.1)
where Hˆ is the hamiltonian operator, |Ψ〉 is the wave function and E is the energy of the system.
The hamiltonian operator is given by
Hˆ = −
N∑
i=1
1
2
∇2i −
M∑
A=1
1
2MA
∇2A −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
ri j
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(1.2)
Atomic units are used in this equation. MA is the ratio of the mass of nucleus to the mass of an
electron, and ZA is the atomic number of nucleus A. The Laplacian operators ∇2i and ∇2A involve
differentiation with respect to the coordinates of the ith electron and the Ath nucleus. The first and
second term in Eq. 1.2 are the operator for kinetic energy of the electrons and nuclei respectively;
the third term represents the coulomb attraction between electrons and nuclei; the fourth and fifth
terms represent the repulsion between electrons and between nuclei respectively.
One central approximation assumed by most theoretical chemistry studies is Born-Oppenheimer
3
(BO) Approximation [2], which states that nuclei move much more slowly than electrons because of
they are much heavier. Therefore, the two motions of electrons and of nuclei can be separated and
electrons can be considered to be moving around fixed nuclei. Applying this approximation, the sec-
ond term in Eq. 1.2, the kinetic energy of the nuclei, can be neglected and the last term, the nuclear
repulsion, can be considered constant. The terms that remain are called the electronic Hamiltonian,
which is explicitly dependent on the electronic coordinates while parametrically dependent on the
nuclear coordinates.
To solve the electronic Schro¨dinger equation, the Hartree-Fock [3–5] (HF) approximation
was introduced where the wave function is approximated by a single Slater determinant of orbitals
(single-particle wave functions).
|Ψ0〉 = |ψ1ψ2 . . . ψN〉 (1.3)
This form satisfies the requirement that the wave function should be anti-symmetric. The orbitals
ψi are represented by linear combinations of known basis functions {φµ(r)|µ = 1, 2, ...,K}, given by
ψi =
K∑
µ=1
Cµiφµ (1.4)
According to variational principle, the ground state energy should be minimized to give the best
combination of coefficients for the ground state. This gives rise to Roothaan equations, given by∑
ν
FµνCνi = i
∑
ν
S µνCνi (1.5)
where S is the overlap matrix. Its elements are defined by
S µν = 〈µ|ν〉 (1.6)
where µ and ν are φµ and φν respectively. F is the Fock matrix. Its elements are defined by
Fµν = (µ|Hˆ1|ν) +
∑
λσ
Pλσ[(µν|λσ) − 12(µσ|λν)] (1.7)
where (µν|λσ) are the electron-electron repulsion integrals, Hˆ1 is the one-electron Hamiltonian
(including the first and the fourth term in Eq. 1.2), and P in Eq. 1.7 is the density matrix. P’s
element is given by
Pλσ = 2
occupied∑
i=1
C∗λiCσi (1.8)
The Roothaan equation is solved through an iterative self-consistent field (SCF) procedure since
Fock matrix is itself dependent on the coefficient matrix. The solution gives the coefficients in
Eq. 1.4, and thus gives an approximate wave function with a minimized ground state energy. This
energy is an upper bound of the true energy.
The difference between the HF model and the exact non-relativistic energy is often called
electron correlation. [6] Although the HF method is able to account for ∼ 99% of the total energy
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with a large basis set, the remaining ∼ 1% correlation energy often plays important roles in explain-
ing chemical processes. Correlation energy primarily arises from two sources. First, HF method
uses a single Slater determinant to represent a wave function, which could be a poor representation
of a state of a many-electron system, especially when the system has multiple (near-)degenerate
Slater determinants. This type of correlation is termed static correlation. Second, in a HF solu-
tion, electrons do not interact instantaneously with each other, as they do in reality. The Coulomb
repulsion between electrons is treated as if each electron is surrounded by a mean-field created by
all other electrons. This type of correlation is termed dynamic correlation. It should be noted that
there is not a clear boundary between the two types of correlation; they are rather useful concepts
to consider when one tries to remedy the deficiencies of HF. Some methods are better at calculating
dynamic correlation while some are good at static correlation.
Despite its deficiencies, HF is a good starting point for many methods of higher accuracy,
including configuration interaction [7, 8] (CI), coupled cluster theory [9–11] and Møller-Plesset
perturbation theory [12, 13], etc. These methods can all be systematically improved by including
higher excitation states or higher-order terms to their equations. However the added computational
cost from these terms are substantial and sometimes cost-prohibitive.
Another line of methods is based on Density Functional Theory [14, 15] (DFT), which states
that there is a one-to-one correspondence between the electron density and the energy of a system.
In other words, the ground state energy is determined completely by the electron density ρ which is
a function of three spacial coordinates. Thus this method is orbital-free and only involve 3 variables.
However, it suffers from a poor representation of kinetic energy [16].
Kohn and Sham [17] popularized this method by introducing the concept of orbitals to DFT,
gaining a more accurate kinetic energy term while paying a price of increasing from 3 to 3N vari-
ables. Since then, DFT has gained great popularity and is one of the most used computational
chemistry methods because of its good accuracy to cost ratio. [18] Despite its popularity, DFT has a
number of well-documented limitations. [19–21] A major one is that DFT can not be systematically
improved, whereas HF based methods can. This thesis address another limitation [21, 22], which is
the fact that DFT often fails to yield the correct eigenvalue of 〈S 2〉 for open-shell systems.
1.2 The Potential Energy Surface
After the separation of the electronic and the nuclear degrees of freedom by applying the BO
approximation, the electronic time-independent Schro¨dinger equation is given by
Hˆel(r,R)φ(r;R) = E(R)φ(r;R) (1.9)
where the electronic wave function φ(r;R) is explicitly dependent on electron positions and para-
metrically dependent on nuclear positions. The energy of the system E(R) is only dependent on
nuclear positions because the nuclei are considered to be moving around in a ”mean-field” created
by fast-moving electrons. The potential energy surface (PES) is defined as a plot of E versus R. A
PES has the same dimensions as the nuclear degrees of freedom, 3N − 6, where N is the number
of atoms in a system. Being a common representation of chemical space, the PES is a concep-
tual tool for analyzing molecular geometry and reaction dynamics. Studying minima, saddle points
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and many other aspects of its landscape reveals various properties of a molecule including stable
geometries and the dynamics of chemical transformations.
For small systems, the PES can be fitted to experimental data or quantum mechanics calcu-
lation data. However, it is infeasible to calculate enough single point energies on a PES except for
very small ones because of its high dimensionality. In most cases, PESs are not known a priori.
Usually two types of computational techniques are used to explore a PES, optimization methods
and hopping methods.
Optimization methods usually start from a particular point on a PES, then calculate the local
gradient and proceed by following that gradient using Newton-Raphson method until convergence.
The gradient is the first derivative of energy with respect to nuclear coordinates, given by
dE
dqi
= 〈φ|dHˆ
dqi
|φ〉 + 2〈 dφ
dqi
|Hˆ|φ〉 (1.10)
In quantum chemical calculations, this equation is often written in a more convenient form [23] that
is derived from the HF energy expression,
dE
dqi
=
∑
µν
d(µ|Hˆ|ν)
dqi
Pµν +
1
2
∑
µνλσ
d(µν|λσ)
dqi
(PµνPλσ − PµλPνσ) −
∑
µν
dS µν
dqi
Wµν (1.11)
where
W = PFP (1.12)
where F is the Fock matrix and P is the density matrix. The cost of calculating energy gradient
in this form scales similarly to the cost of HF energy calculations. In addition, many terms are
already calculated in an HF energy calculation and can be reused here. As a result, analytic gradient
calculations become routine when exploring ab initio PESs. Once gradients are obtained, depending
on the task, the optimizer goes downhill to find a stable structure, or uphill when trying to find a
transition state geometry. Better-informed methods also calculate the second derivatives of energy
with respect to coordinates, the Hessian matrix, in order to gain curvature information and better
guide the exploration on a PES. The cost to calculate gradients and optionally the Hessian matrix
makes the traveling cost of gradient following methods significant.
Another type of PES exploring techniques is hopping methods. They do not follow gradients
as they travel, but hop to other points on the PES. The acceptance of the hop is decided later by
pre-defined criteria. These methods typically have no significant traveling cost, but since steps are
taken unaware of the shape of the PES, a large number of samples are usually required to yield a
reasonable result.
1.3 Transition metals in quantum chemistry
Transition metal complexes play an important role in a wide range of chemistries including
catalysis [24], magnetic materials [25], and biological systems [26]. Over the past several decades,
computational models and methods for transition metals have become increasingly efficient and ac-
curate; meanwhile computers have become orders of magnitude faster. All these factors have made
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the computational study of transition metal chemistry more reliable and predictive. Computational
study has become an important driving force in transition metal chemistry. [26–28]
In contrast to organic systems where quantum chemical methods within a single-determinant
approximation often yield results of sufficient accuracy for the ground state [29], transition metal
systems impose a few unique challenges to quantum chemistry. First, transition metals often have a
number of possible oxidation states and spin states. A variety of ligands and ligand-metal interac-
tions further add to the complexity. Second, the introduction of d-orbitals creates dense low-lying
near-degenerate states, which undermines the single-determinant approximation. In principle, one
can include more determinants and use multi-reference methods to fix this error. However, such
methods are usually cost prohibitive because of the factorially growing number of configurations.
In recent years, DFT successfully strikes a balance between computational cost and accuracy, and
has become routine for investigations of transition metal systems [30].
Despite being relatively accurate for its cost, DFT is still a single-reference method, thus suf-
fering from the ill treatment of static correlation. This is partly remedied by using an unrestricted
formalism. The Hartree-Fock method (the discussion around restricted/unrestricted formalism also
apply to Kohn-Sham DFT) in its original formalism (also refered to as restricted HF) requires that
one orbital have two electrons with opposite spins. The unrestricted formalism instead have dif-
ferent orbitals for different spins. As a result, an unrestricted Slater determinant can be written as
a combination of several restricted determinants, and thus recovers some static correlation with a
single-reference cost. An unrestricted determinant is often used as a first approximation to the wave
function for doublets and triplets because it has lower energies than the corresponding restricted
wave functions. While unrestricted HF indeed accounts for some static correlation, it makes the
wave function no longer an eigenstate of the Sˆ 2 (spin squared) operator. The expected value of Sˆ 2
is given [31] by
〈Sˆ 2〉UHF = 〈Sˆ 2〉Exact + Nβ −
N∑
i
N∑
j
|S αβi j |2 (1.13)
where Nα and Nβ are the number of α and β electrons respectively and Nα ≥ Nβ, and where
〈Sˆ 2〉Exact = (N
α − Nβ
2
)(
Nα − Nβ
2
+ 1) (1.14)
In Eq. 1.13, 〈Sˆ 2〉Exact is the spin square value of the corresponding spin pure state, and |S αβi j | is the
overlap between α and β orbitals. When α and β orbitals completely overlap, the second and the third
term yield zero, thus reducing to the restricted formalism. Difference between α and β orbitals result
in higher numbers of 〈Sˆ 2〉UHF, which indicates undesired mixing of higher spin states. This failure
is called spin contamination. Errors associated with the spin contamination can significantly change
the energy and distort the PES. These errors are particularly prevalent in geometrically strained and
spin-polarized systems, such as transition state structures and transition metal clusters [32]. Chapter
3 discusses a method to treat this error.
7
1.4 Dissertation Overview
Minima and first-order saddle points are the main points that chemists seek out on a PES,
corresponding to the stable geometries and transition state geometries respectively. To find these
points efficiently, a variety of PES exploration methods have been developed. The most common
ones are optimization methods, where the global or local energy gradient is solved and followed to
reach certain stationary points. Another category of methods is surface hopping, where the travel-
ing method from point to point is hopping instead of following gradients. Two representative types
of methods are Monte Carlo simulations and heuristic-guided explorations. Chapter 2 reports an
automated reaction mechanism generator based on an electron-pushing model, which belongs to
heuristic-guided exploration methods. Given reactants and products, this tool systematically gener-
ates all reaction pathways between them, filtered by customizable heuristic rules. The variety and
customizability of acceptable rules help this approach achieve a balance between the amount of
human input and computational cost.
To calculate energy or energy gradients on the surface, various approximate solutions to
Schro¨dinger equation have been developed. In general, more accurate solution requires more com-
putations. Different combinations of accuracy and computational cost construct a spectra of meth-
ods, ranging from the less accurate empirical methods, to mean-field methods, and to the more
accurate post-SCF methods. Among these methods, Density Functional Theory (DFT) gains the
most popularity over the past 3 decades because it achieves relatively high accuracy with mean-
field cost for most closed shell systems. For systems with unpaired electrons, DFT suffers from a
number of inaccuracies, one of which is spin contamination error (SCE). When using DFT, the PES
of such systems will also be distorted. Chapter 3 benchmarks a computational tool developed by
my research group that aims to eliminate such error with minimal costs.
Besides stationary points on a PES, minima on the seam of crossing surfaces also attract
researchers’ attention because they often correspond to a transition point during certain chemical
process. For example, during intersystem crossing events, the spin crossover most likely happens on
the minimum energy point on the crossing seam of the PESs of two different spin states. Chapter 4
reports an efficient optimization method that optimize to these points. It is challenging because these
points are not stationary points on the original PESs, but on the crossing surface, which effectively
makes them constrained optimization problems.
Computational tools are also widely used to work closely with experimentalists to aid them
in experiment design and result interpretation. In particular, spectroscopy is one of the fields where
collaborations between experimentalists and theorists happen most frequently. Chapter 5 showcases
a collaboration with experimentalists using state-of-the-art computational modeling methods. In or-
der to study the potential of ZrO2 being a catalyst for water spliting, the Neumark group carried out a
cryo-SEVI photoelectron detachment spectroscopy on ZrO2 and H2O adduct. The resulting spectra
was high-resolution and rich of vibrational structures. Traditional methods failed to interpret about
half of the features in the experimental spectra. Preliminary studies indicated that an umbrella mode
plays a role in the spectra. We used a discrete variable representation (DVR) technique to model
the double-well mode and shed some light onto the structure of the adduct and some mechanistic
insight on the water splitting reaction catalyzed by zirconium oxide.
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Chapter 2
An Automated Reaction Mechanism
Generator Based on an
Electron-Pushing Model
Over the last few decades, the process of determining many unknown reaction mechanism has
come to rely on first principles molecular modeling techniques. [33–35] These modeling techniques
typically involve exploration and sampling on the potential energy surface (PES), in order to find
stationary points along reaction pathways. The PES is a 3N - 6 dimensional hyper-surface (N is
the number of atoms in the system), thus a full PES exploration has a substantial cost and is only
possible for very small systems. Instead, chemists rely heavily on chemical intuition and prior
knowledge to constrain the search space.
While chemical intuition has achieved great successes, it has at least two limitations. First,
intuition is not always accurate and often fails in the most complex reaction mechanisms. [36,
37] Second, this process involves substantial human input and is thus prone to errors and suffers
from a low throughput rate. To overcome these challenges, automated computer algorithms have
been designed to find reaction pathways. [38, 39] Without human intervention, they may require to
explore a bigger space on the PES, but if designed well, they can be more efficient than the manual
approach.
To automate the reaction path searching process, one needs to first choose a data structure
that represents a molecule on a computer, i.e. the molecular representation (MR). An MR can be
as minimal as a name, or as complex as a wavefunction. In a reaction path search, MR defines
the maximum size of chemical space one needs to search. Different MRs generally fall into two
categories: (1) quantum or classic models; [40–45] and (2) graph-based models. [46–52]
Quantum or classical models make use of quantum mechanics or classic mechanics to model
a PES. They are aware of the shape of the PES and typically guided by the PES gradient. These
methods can be very accurate depending on the underlying theory, but are rather expensive. Maeda
and coworkers developed the anharmonic downward distortion following (ADDF) method that finds
neighboring transition structures (TS) starting from a local minima [41]. Then the intrinsic reaction
coordinate (IRC) method is used to travel to other connecting intermediates of the TSs. These two
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steps are repeated to find the complete reaction path for multi-step processes. Maeda and coworkers
also developed the artificial force-induced reaction (AFIR) method that finds a reaction path through
accelerated chemical reactions with an artificial force [40].
Graph-based models use a graph to represent atomic connectivity (AC) and sometimes lone
pairs. These models generally do not contain three-dimensional structure information. Graph-based
models are not aware of the shape of the PESs and PES exploration typically involves hopping
between stationary points. Starting from an intermediate, one often needs to enumerate multiple
possible intermediates and/or TSs that can be hopped to under certain conditions. Therefore finding
a reaction pathway is transformed into finding a way of hopping from the reactant to the prod-
uct on the PES. A few graph-based methods have been developed in recent years. Zimmerman
has developed a method called ZStruct based on AC table that enumerates bond formations and
breakings [47]. Kim and coworkers proposed a method based on similar ideas to that of Zimmer-
man, and further incorporated reaction network analysis techniques to reduce the search space [49].
Suleimanov and Green used bond electron matrix (BE) as the MR, taking into account electron
change during the enumeration process [50].
Although most aforementioned methods try to achieve zero user interactions during mecha-
nism search, none of them is user-interaction-free. [39] It suggests that pursuing zero user interven-
tion is still too big of a leap at this time. Therefore our method does not pursue this goal, but aims
at striking a balance between user input and computational cost.
Another limitation of existing enumeration-based methods is that they only showed that they
are able to solve a set of problems, but did not provide the scaling of the computational cost. Since
it is always a trade-off between completeness and computational cost for an enumeration method,
we argue that a time complexity analysis is necessary so that a user knows if it is practical to solve
certain problems with that method.
Here, we propose an automated reaction mechanism generator based on graph representation
and enumeration, that mimics an electron-pushing model. It is designed to strike a balance between
level of automation and computational cost, which follows the rule that the more restrictions one
provides, the less computation required. We provide a thorough time complexity analysis of this
algorithm and include a cost reduction analysis for various possible restrictions. The model is then
applied to a few textbook reactions to provide an analysis of the model.
2.1 Methods
2.1.1 SMILES
SMILES [53–55], short for simplified molecular-input line-entry system, is an MR in form
of an ASCII string. The length of a SMILES string is usually on the same order as the number
of atoms in the species it represents. A SMILES string contains all information that can be found
from a connection table, including atoms and bonds. It also contains certain stereochemistry in-
formation, including chiralty and E/Z structure of a double bond. Compared to a connection table,
SMILES takes 50 - 70% less space and contains more information. In addition, SMILES can be
canonicalized, that is, it can be made unique so that one species will only yield one unique canonical
SMILES. Finally, SMILES is human-readable. With moderate training, a chemist can easily trans-
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late both from a chemical structure to SMILES and from SMILES to chemical structures. These
properties make SMILES desirable for many applications, including keys for database entries, ex-
change media of chemical information, etc. The use of SMILES in this work is mostly as a unique
identifier for each generated species, as a means to eliminate duplicate species. The most widely-
used specifications of SMILES are maintained by Daylight Chemical Information Systems, Inc. and
can be found on their website [56].
2.1.2 Open Babel
Open Babel is a chemical toolbox designed to speak the many languages of chemical data.
It’s an open, collaborative project allowing anyone to search, convert, analyze, or store data from
molecular modeling, chemistry, solid-state materials, biochemistry, or related areas. It is also an
all-around chemical software library with many built-in classes such as Atom, Molecule, Bond,
Residual, etc., and functions such as file format conversion, molecular fingerprints and fast search-
ing, bond perception and atom typing, canonical representation of molecules, 2D to 3D coordinate
conversion and forcefield calculations. It is written in standard-compliant C++, which provides fast
execution speed. It also provides language bindings for a range of other programming languages,
including JAVA, Perl, Python and Ruby, for rapid development and prototyping. Here we highlight
some features of Open Babel and describe how they were used extensively in this project.
2.1.2.1 Canonical SMILES
As described in section 2.1.1, SMILES is a string representation of a molecule. For a certain
molecule, there are many ways to write a SMILES string that represents it. E.g. for the molecule
CH2(CH3)(C2H5) we can choose either the methyl or the ethyl as the main carbon chain and the
other as the branch, giving either ”C(CC)C” or ”C(C)CC” as the SMILES string respectively, which
are both valid SMILES strings but represent the same molecule.
In the enumerating stage of the mechanism generator, it is common occurrence that the gen-
erator generates a species that has appeared in previous generations. When this happens, instead of
creating a new node in the reaction network, a new edge should be created that connects the current
species to the newly-generated but previously-appearing species. However, given the flexibility of
SMILES representation, we do not know if a species has appeared before. Canonical SMILES has
to be used here in order to identify duplicates and to create a correct edge.
The algorithm that generates a canonical SMILES is not trivial. For example the algorithm
must handle the ordering of molecular fragments and the choice and labeling of the main chain, etc.
In our benchmark, this algorithm’s time complexity scales as approximately O(n0.5).
2.1.2.2 File Format Conversion
Open Babel is named ”babel” because of its ability to convert between numerous file formats.
These file formats include input and output files from various computational chemistry packages
(MOPAC, Gaussian, GAMESS), different picture formats (PNG, SVG, ChemDraw), and common
formats used in cheminformatics (SMILES, InChI, MOL), etc. Each format also has options that
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controls how Open Babel perceives and generates its content, e.g., whether hydrogens are drawn in
picture formats.
The mechanism generator makes extensive use of this functionality mainly in three places,
drawing species in reaction network, converting between SMILES and the Molecule class in code,
and generating input files for computational chemistry packages in order to calculate energies.
When converting a 0D format such as SMILES to input files for energy computation, Open
Babel first builds the molecule from scratch following geometrical rules based on the hybridization
of the atoms. After an initial structure is generated, Open Babel correct the stereochemistry if it
is provided. Finally forcefield methods are used to further minimize the structure and the energy.
Available forcefields are MMFF94 [57–61], UFF [62] and GAFF [63].
The construction of the proposed method involves three key components: (1) a numerical
representation of the valence electron distribution in the molecule; (2) a defined algorithm for the
electron-pushing model and the computational complexity and costs associated with the model. This
analysis is critical for assessing the feasibility of the model as a legitimate tool in chemical reaction
mechanism discovery and exploration. The subsections below describe each of these elements in
turn.
2.1.3 Molecular Representation
Our method uses a BE matrix [64], M, to represent a molecule A. BE matrix is an N×N
matrix where N is the number of atoms. Off-diagonal elements Mi j gives the bond order between
atom i and atom j (the bond order is zero if two atoms are not bonded). A diagonal element Mii
is the number of non-bonding valence electrons, i.e., lone pair and radical electrons of atom i. We
choose this representation because it contains most 2D information of a molecule, which is what we
need for an arrow pushing model.
In addition to the BE matrix, some additional information is maintained, including atomic
number, formal charge (FC), and the total bond order (TBO) of each atom. The TBO of an atom
is defined as the sum of bond orders of all the bonds involving this atom. Although FC and TBO
arrays can be easily computed on-the-fly from BE, our program initiates them when the molecule
is created, and update them at each reaction step. This approach reduces the computational cost
because FC and TBO are frequently checked during the enumeration process. In fact, it reduces the
time cost by a factor of O(N). As an example, the BE of the hydroxide anion is
and the corresponding FC and TBO are [0 -1] and [1 1] (atom order is H and O) respectively.
It is worth noting that this representation use the same matrix for conformers. Therefore it
can not represent the complete PES. This limitation will be addressed in future work.
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2.1.4 Electron-Pushing Model
The well-known arrow pushing model has been employed in organic chemistry for almost
a century. [65] It is widely adopted because of its simplicity and the ability to describe a wide
range of reaction mechanisms. Double-barbed electron pushing arrows can be grouped into three
categories by its target and destination, which are bond-to-atom, atom-to-bond and bond-to-bond.
(For example see Figure 2.1). Arrows in each category make changes to the BE matrix in the same
way, i.e., they can be represented by the same delta BE matrix. Bond-to-atom, atom-to-bond and
bond-to-bond electron-pushing arrows can be represented by
[
0 −1
−1 2
]
,
[−2 1
1 0
]
,
 0 −1 0−1 0 1
0 1 0

respectively. Subsequently, each elementary reaction, consisting of one or more electron pushing
arrows, can be formally represented by the sum of the corresponding delta BE matrices, denoted as
a reaction matrix. [64]. Therefore, by enumerating possible reaction matrices, we will visit every
minima on the PES that is adjacent to the minima we start with.
To find the reaction pathway between two species, the process is as follows: starting from
the reactant described by an BE matrix, we enumerate all possible reaction matrices under certain
restrictions, and then we examine the resulting products, mark some of them as valid intermediates
according to chemical rules, and then repeat the same enumeration process on each intermediate
in a breath-first-search manner, until we find the target product. The complete result is a reaction
network represented by a graph, where each node is a valid intermediate (represented by an BE
matrix) and each edge is a valid transformation between two intermediates (represented by a reaction
matrix). At last, a filter is optionally applied that only keep the paths that lead to the product.
Compared to a atom connectivity based model, the electron-pushing model has a major ad-
vantage. It keeps track of electron numbers instead of just connectivity, thus taking into account
reactions that do not involve connectivity changes. An example reaction would be the bond-to-atom
scheme shown in Figure 2.1 where no connectivity change occurs. As a result, it will be ignored by
a bond-forming-and-breaking model but captured by an electron-pushing model.
2.1.5 Time Complexity Analysis
In this section, we analyze the time complexity of the whole enumeration process in terms of
big O notation and discuss the time complexity reduction of several restrictions that can be applied
in the process.
For each intermediate, reaction matrices are enumerated according to one basic rule: it has
to be the sum of one or more delta BE-matrix representing electron-pushing arrows. The process
is hence transformed into enumerating electron-pushing arrows. Here we apply one restriction that
there can be no more than three electron-pushing arrows in one elementary step. (We denote the
maximum number of electron-pushing arrows as nPairs thereafter) This constraint is reasonable
given that an elementary reaction rarely involves more than three arrows. If an elementary step has
more than three arrows, it is most likely that it can be separated into two elementary steps. Such a
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Figure 2.1: Three types of electron arrow in the arrow pushing model
constraint reduces the number of options when enumerating reaction matrices.
It is worth noting that nPairs can be easily changed by users. We assume it to be three here to
simplify the analysis. Each arrow has an electron donor and an electron acceptor. Each entry in the
BE-matrix can be chosen to be a donor or an acceptor, i.e., both atom and atom pair can provide and
accept electron. There are O(N2) entries in the BE-matrix, N being the number of atoms. Therefore
each arrow has O(N4) options to choose from.
Another restriction that naturally applies here is that only non-zero entries in BE matrix can
provide electrons. There are approximately O(N) entries that are non-zero (including atoms with
lone pairs and bonds), which reduces the arrow choices to O(N3). Therefore, for each intermediate,
allowing a maximum of three electron-pushing arrows, there are approximately O(N9) reaction ma-
trices to choose from. Although this time complexity is far from ideal, it includes most intermediates
and possible reaction pathways.
A cost scaling of O(N9) is far too steep for the method to be feasible for reactions involving
even modest-sized species. There are a few ways for the user to reduce the time complexity. First,
if only two electron-pushing arrows are allowed, the complexity reduces dramatically to O(N6). In
fact, this can be done in most cases since most elementary reactions only involve one or two arrows.
Second, one can specify active atoms which limits the number of choices when choosing
electron sources and targets. Specifically, only atoms that are active or bonds that have active atoms
are subject to change in a transformation. This reduces N directly from the number of atoms to the
number of active atoms.
Third, atom configuration rules can be applied as filters to further reduce the time complexity
for each intermediate as well as the number of intermediates. These rules are based on concepts from
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the Lewis structure model. In a Lewis structure, every atom has an equality that total bond order
(TBO) + the number of non-bonding electrons = the number of valence electrons - formal charge.
For a certain atom, given its formal charge, only a few TBO numbers are likely to be present in an
energetically favorable system. For instance a neutral carbon atom is likely to have a TBO of four
or two, while a negatively or positively charged one often has three. These rules are enforced at
the stage when the electron acceptor of an arrow is enumerated so that only a fraction of electron
acceptors are selected. Here the rule enforcement only takes O(1) which is made possible by the
auxiliary information of BE matrices. This dramatically reduces the number of choices for electron
acceptor from O(N2) to effectively close to O(1), as we will show later. Therefore the total time
complexity is reduced from O(N9) to O(N3). Moreover, it only introduces minimal bias because
these observations of atom configuration rules are usually reliable. More importantly, these rules
are made accessible to users and easy to comprehend with chemical intuition. Each configuration
rule is a mapping between an “atomic number, formal charge” pair and a list of allowed TBOs. A
default set of rules comes with the program that is extracted from common organic reactions. A
user may or may not choose to change it depending on the system being investigated. In practice,
these rules can also be improved iteratively by users based on the feedback from previous results.
So far, we have analyzed the time complexity of enumerating reaction matrices for one in-
termediate. If there are k intermediates in the reaction network, the total time complexity will be
O(kN9) without any filters. k is affected by several factors. (1) The number of steps allowed in
a mechanism. With each added step, the program will expand the reaction network for one more
generation of intermediates, i.e., it will do another enumeration of reaction matrix from each inter-
mediate in the last step. The number of intermediates scales exponentially with the number of steps,
although duplicate intermediates may reduce this scaling. (2) Filters that are applied by users. For
example, atom configuration rules have a direct effect on possible intermediates because those that
have undesired Lewis structure will simply not be included as intermediates. However this effect is
difficult to quantify.
Another non-trivial and inevitable computation is to eliminate duplicate intermediates in the
enumeration process. This operation takes place at every enumerated reaction matrix. It is neces-
sary because in the reaction network many different intermediates could transform into the same
species, through different transformations. If we create a new node in the graph for each of such
transformations, the size of the graph will grow exponentially and become intractable. Instead, we
need to determine if a reaction matrix has produced an intermediate that already exists in the graph.
If that is the case, we connect the starting node to the existing node. Secondly, the cost of detect-
ing duplicate molecules is non-trivial because generating a canonical representation of molecule
requires significant work. This problem is similar to the graph isomorphism problem, which takes
polynomial time. [66, 67] Here we used OpenBabel’s built-in canonical SMILES generator which
generates a unique and human-readable string for each molecule. We store all unique canonical
SMILES and identify duplicates if a newly generated intermediate is already stored.
In summary, O(N3) time is required to enumerate one electron-pushing arrow in a system of
N atoms, without applying any filters. Well-constructed atom configuration rules can reduce this
cost to O(N). Assuming this cost is O(Na), and that we allow p arrows in one elementary step, that
we only choose m active atoms, and that k intermediates are produced in the reaction network, the
enumeration cost, or the number of enumerated reaction matrices scales as O(k∗mp∗a). Furthermore,
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if we assume the deduplication cost to be O(md) for each enumerated reaction matrix, the end-to-end
cost will scale as O(k∗mp∗a(1+md)). This analysis should also apply to other enumeration methods
based on chemical heuristics of bond-making and bond-breaking, such as Zimmerman’s [47] and
Kim’s [49] schemes.
2.2 Results & Discussion
Benchmark calculations were run on a production cluster equipped with dual 6-core 2.60
GHz Intel Xeon processors. All calculations were carried out using one core.
In the following case studies, we apply our method to a few reactions with well-accepted
mechanisms. Then, we analyze the generated reaction network and compare with the accepted
mechanism. At the end, we report a time complexity analysis.
2.2.1 Substitution Reaction
Substitution reaction is a classic textbook reaction and is ubiquitous in Organic Chemistry.
A substitution reaction on a carbon atom can occur via two mechanisms, S N1 and S N2. Here we
applied our method to the reaction
CH3CH2Cl + Br
− −−−→ CH3CH2Br + Cl−
The atom configuration rules shown in Table 2.1 were used and nPairs and maxStep were set to 3
and 2 respectively at first. These parameters were chosen to include the most number of interme-
diates. The result was a three-layered graph (due to the maxStep=2 constraint) with the reactant
and the product being the top and bottom layer respectively, and 32 intermediates in the middle
layer. Every intermediate is connected to both the reactant and the product, and the reactant and
the product are directly connected as well. The complete graph is omitted here due to its size (See
a complete list of intermediates in Figure S1), but some representative intermediates are shown in
Figure 2.2. Figure 2.2.a is the S N1 mechanism, Figure 2.2.b is a C-H bond dissociation. Figure
2.2.c involves a C-Cl bond dissociation and carbon gets the electron pair, which is unlikely. Figure
2.2.e involves a 3-pair mechanism since we allow three electron pairs to move in the settings. Note
that the graph also includes a direct pathway between the reactant and the product, representing the
S N2 mechanism. Besides the S N1 and S N2 mechanism, this set of configuration rules generates 31
unlikely pathways, most of which contain carbanion or proton. If we are certain that these interme-
diates are unlikely to form, we can easily exclude them by deleting the corresponding configuration
rules. Figure 2.3 shows the complete reaction network under the atom configuration rule set 2 in
Table 2.2. The number of intermediates decreased from 32 to 4, which is small enough to carry out
manual inspections. If we go further by not allowing carbon-carbon double bond in intermediates,
we will only have the S N1 and the S N2 mechanism.
2.2.2 Diels-Alder Reaction
The Diels-Alder reaction is a classic organic reaction that involves 4+2 cycloaddition. Three
pairs of electrons are involved in this reaction. Therefore, we expect to find the accepted mechanism
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C– 3 Cl– 0 Br– 0
H 1 C 4 Cl 1 Br 1
H+ 0 C+ 3 Br+ 2
Table 2.1: Atom configuration rule set 1 used for substitution reaction. The numbers are the allowed
coordination numbers for each atom type.
Cl– 0 Br– 0
H 1 C 4 Cl 1 Br 1
C+ 3 Br+ 2
Table 2.2: Atom configuration rule set 2 used for substitution reaction. The numbers are the allowed
coordination numbers for each atom type.
only when nPairs is set to 3. maxStep is set to 2 even though this is a one-step reaction, because that
we want to include possible two-step mechanism, and also because otherwise the reaction network
would be only an arrow connecting the reactant and the product. We first used the configuration
rule in Table 2.1 but the calculation kept running for more than one hour without a result. This is
because this system has 16 atoms and both carbon and hydrogen are highly reactive according to
the configuration rules used, resulting in a long running time. (See the Time Complexity Analysis
Section) Since neither C– nor H+ are expected to be involved in the mechanism, we used configura-
tion rule set 2 in Table 2.2, which disabled those two species. This run generated 32 intermediates.
Some representative ones are shown in Figure 2.4. Again, the one-step 4+2 cycloaddition mech-
anism was revealed in the reaction network by one arrow directed connecting the reactant and the
product. Since hydrogen atoms are not involved in the 4+2 cycloaddition, we apply an addition
constraint that only the 6 carbon atoms are active atoms in the mechanism searching process. The
result is shown in Figure 2.5. This run only included 5 intermediates plus the 4+2 cycloaddition
mechanism.
The results on the addition reaction and the Diels-Alder reaction show the effectiveness of ap-
plying constraints in order to filter unwanted intermediates and confine search space. Another thing
to note is that these two reactions have relatively simple mechanisms, and all above calculations,
except the Diels-Alder run using configuration rule set 1, finished within a minute.
2.2.3 Claisen Ester Condensation
The Claisen ester condensation reaction is a carbon-carbon bond forming reaction that occurs
between two esters or one ester and another carbonyl compound in the presence of a strong base,
resulting in a β-keto ester or a β-diketone. [68] It is a classic textbook organic reaction widely used
to form a new carbon-carbon bond in synthesis, with a fairly complex mechanism. The accepted
mechanism [69] is shown in Figure 2.6. We applied our method to this reaction.
We examined different combinations of input parameters for this reaction, including maxStep,
whether carbanion and proton are allowed, and different range of active atoms and nPairs. Table 2.3
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Figure 2.2: Some representative intermediates from the substitution reaction run using configuration
rule set 1.
No. maxStep C– /H+ allowed Active atoms nPairs No. intermediates No. edges mechanism found time/s
1 3 yes 1-2, 5-8 2 35 148 yes 0.85
2 2 yes 1-2, 5-8 2 8 17 yes* 0.33
3 3 no 1-2, 5-8 2 16 60 no 0.83
4 2 no 1-8 3 75 151 yes* 225
5 3 no 1-8 3 254 8464 yes* 3634
Table 2.3: The results of Claison condensation with different sets of parameters. The labels for
active atoms are those shown in Figure 2.6.
provides a summary of the results.
The accepted mechanism requires 3 steps, involves a carbanion and 6 atoms, and only has 2-
electron-pair elementary steps. Trial 1 set the parameters as such, and the accepted mechanism was
found in the generated reaction network, among 35 intermediates and 148 edges. When maxStep
is set to 2 (trial 2), the search can only find a simplified mechanism (Figure 2.7) where electron
movement d and e in Figure 2.6 are omitted. These electron movements are “redundant” in a sense
that they describe a pair of electron going from the carbonyl pi-bond to oxygen at the end of a step
and immediately returning to the carbonyl double bond at the start of the next step. Trial 3 turned
carbanion off and produced a network about half the size of trial 1, but none of them are close to the
accepted mechanism. Trial 4 included both carbonyl group as active atoms and allowed 3-electron-
pair elementary steps, and found another similar mechanism (Figure 2.8) as a result. Instead of
forming a carbanion, the mechanism included a redundant process described above that is similar
to arrow d and e in Figure 2.6.
As for computational cost, all trials took minimal time to finish except trial 5, where 254 inter-
mediates and 8464 edges were included in the graph. This suggests a high scaling of computational
cost.
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Figure 2.3: The complete reaction graph from the substitution reaction run using configuration rule
set 2.
Figure 2.4: Representative intermediates from the diels-alder run using configuration rule set 1.
2.2.4 Time Complexity benchmark
In this section, we first benchmark our time complexity analysis by measuring the practical
scaling of our algorithm. The scheme of the benchmark is that we choose a reaction, add atoms
to the reacting system without changing the mechanism and measure how running time increases
as the system grows. The test systems we use are ethanol, acetaldehyde, and ethene + hydrogen
bromide, representing elimination, keto-enol tautomerization, and addition reactions respectively.
These reactions are chosen mainly because of their simplicity, so that it does not take too much time
when we increase the number of atoms in the system for testing purpose. We vary nAtom by adding
terminal methyl groups to the carbon chain. For example in the ethanol series we have ethanol,
1-propanol, 1-butanol, etc. Here we mark all atoms as active.
The atom configuration rules used in the benchmark are shown in Table 2.4. Empty values
mean the corresponding atom and formal charge pairs are not enabled. All tests successfully gen-
erated the accepted mechanism. The total running time is sometimes divided into the enumeration
part and the deduplication part in this section. Here enumeration time refers to the total time spent
on enumerating reaction matrices from intermediates. Deduplication time refers to the total time
spent on converting the resulting species from each reaction matrix, to canonical SMILES.
Figure 2.9 shows the average numbers of possible electron donors and acceptors at enumer-
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Figure 2.5: Generated reaction network for diels-alder reaction with configuration rule set 2 and
only 6 carbon atoms selected as active atoms.
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Figure 2.6: The accepted Claisen condensation mechanism.
ation time, measured with nPairs set to 2, for the addition reaction set. This demonstrates the
effectiveness of atom configuration rules, which, as discussed above, formally reduce the scaling of
enumerating electron acceptors from O(N2) to O(1). Because one can incorporate well-established
rules into the algorithm, we do not view such constraints as unreasonable or necessarily limiting.
Figure 2.10 shows the log-log plot of running time vs nAtom for both deduplication and enu-
meration, measured with nPairs set to 2, for the addition reaction set. As a result, deduplication and
enumeration scale similarly as around O(N5). Deduplication scales slightly steeper than enumera-
tion, accounting for about 2/3 of the running time when nAtom is 35.
Figure 2.11 and 2.12 show the enumeration time spent on each intermediate with different
nAtom, when nPairs is 2 and 3 respectively, for all three reaction series. Both show a trend of
going up then down, and then leveling at the end. This is different from our expectation, which
anticipated O(N3) and O(N2) scaling for 3 pairs and 2 pairs respectively. This is largely due to the
fact that the growth in nAtom is only provided by −CH3 groups which contribute little to the variety
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Figure 2.7: A two-step Claisen condensation mechanism found in trial 2.
Figure 2.8: An alternative Claisen condensation mechanism found in trial 4.
of reactions that can happen. Also note that it takes two orders of magnitude longer (∼ 1s) for a
3-pair enumeration than a 2-pair enumeration (∼ 0.01s).
Table 2.5 summarizes the scaling of different metrics, including the number of node (nNode),
the total number of reaction matrix generated, the time spent on enumeration and the time spent on
deduplication.
Based on this analysis, we derive a few key observations. First, for both 2-pair and 3-pair
jobs, deduplication time scaling is about ∼ O(N0.5) higher than the scaling of No. reaction matrices,
indicating the time complexity of generating a canonical SMILES is on averageO(N0.5). Second, for
2-pair jobs, enumeration time and nNode have similar scaling, indicating a O(1) time complexity 2-
pair enumerations. Whereas for 3-pair jobs, enumeration scales O(N2) more than nNode, indicating
a O(N2) time complexity for 3-pair enumerations.
O– 1 Br– 0
H 1 C 4 O 2 Br 1
C+ 3 O+ 3 Br+ 2
Table 2.4: Atom configuration rules used in the timing tests. The numbers are the allowed coordi-
nation numbers for each atom type.
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Figure 2.9: The average numbers of possible electron donors and acceptors respectively. Reaction
matrices are enumerated by choosing two donors from the donor set and two acceptors from the
acceptor set. It was measured for the addition reaction series.
Figure 2.10: The time it took to run the enumeration part and the deduplication part for the addition
reaction series. The deduplication scales as O(N5.17) and the enumeration scales as O(N4.83).
2.3 Conclusion
In this work, we developed an efficient method that automatically searches for possible reac-
tion mechanisms, given reactants and products. The method is based on the widely-used electron
arrow-pushing model and therefore can be employed in a wide range of applications. The method
is highly customizable and allows user to choose atom-specific configuration rules and other search
parameters including the maximum number of elementary reaction steps allowed (maxStep), the
maximum number of electron pairs allowed to move (nPair), and the set of active atoms to be
included in the mechanism search.
We applied our method to three reactions, substitution reaction, Diels-Alder reaction and
Claisen ester condensation reaction, in order to evaluate the effectiveness and reliability of the
method. The program generated the accepted mechanism for all three reactions under various con-
straints. The “parameter tuning” was shown to be very effective in reducing computational cost
while still able to discover the accepted mechanism if applied correctly. In addition, we analyzed
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Figure 2.11: Enumeration time spent on each intermediate, plotted with nAtom, for the three reaction
types respectively. nPairs is set to 2.
Figure 2.12: Enumeration time spent on each intermediate, plotted with nAtom, for the three reaction
types respectively. nPairs is set to 3.
the time complexity of our algorithm. It is O(k ∗ mp∗a), k being the number of intermediates in the
network, m being the number of active atoms, p being nPair, a being the exponent of the expo-
nential scaling of enumerating one electron-pushing arrow. This conclusion, possibly with minor
modifications, could apply to all graph or reaction network based enumerating method, such as
Zimmerman’s [47] and Kim’s [49].
This work focuses on providing a method to systematically generate a few most possible
mechanisms under user-defined constraints along with its formal complexity analysis rather than
predicting the one correct mechanism. Therefore applying thermodynamic and kinetic analysis to
further narrow down possible mechanism is out of the scope of this paper.
This method will not work well with metals currently because metal reactions can not always
be described by lewis structures and electron-pushing arrows. However the backbone of this algo-
rithm, that is, the iterative enumeration of intermediates and reaction network analysis, still apply
to metallic systems. We are currently working on a separate electron-counting scheme that can
describe metallic reactions.
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Table 2.5: Scaling factor a of different metrics. The number a means the running time scales as
O(Na), N being the number of atoms.
Scaling factor a (as O(Na)) nNode No. Reaction Matrix Enu. time Dedup. time
Addition, 2 pairs 4.97 4.87 4.83 5.17
Elimination, 2 pairs 4.79 4.57 4.64 4.83
Tautomerization, 2 pairs 4.55 4.57 4.69 5.01
Mean 4.77 4.67 4.72 5.00
Addition, 3 pairs 6.65 8.23 8.59 8.68
Elimination, 3 pairs 6.29 8.28 8.61 8.77
Tautomerization, 3 pairs 6.53 7.71 8.51 8.44
Mean 6.49 8.07 8.57 8.63
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Chapter 3
On the Effect of Spin-Projection on
Potential Energy Surfaces
The work described here has appeared as a paper on ChemRxiv [70] and has been submitted
to Journal of Chemical Theory and Computation.
3.1 Introduction
Transition metal complexes play an important role in a wide range of chemistries includ-
ing catalysis [24], magnetic materials [25], and biological systems [26]. Over the past several
decades, computational models and methods for transition metals have become increasingly effi-
cient and accurate; meanwhile computers have also become orders of magnitude faster. All these
factors have made computational study of transition metal chemistry more wide spread, reliable,
and predictive. While computational study has become an important driving force in transition
metal chemistry, [26–28] it can be quite difficult to achieve chemical accuracy (error ∼ 1 kcal/mol)
using available models due to the complex nature of the electronic structure of transition metal com-
pounds. As a result, routine modeling transition metal systems often employs Density Functional
Theory (DFT). [30] As a single-reference method, DFT treatment of transition metals lacks a de-
scription of static correlation energy, often yielding unsatisfying results and limiting the scope of
potential applications. [71]
An alternative and computationally feasible approach that has seen widespread application is
broken-symmetry DFT. This scheme employs an unrestricted Kohn-Sham determinant that breaks
spin symmetry in the density. Analysis of the broken-symmetry determinant shows that it is a
mixture of different spin-pure configurations. Errors associated with this spin contamination can
significantly change the energy and distort the potential energy surface (PES). These errors are par-
ticularly prevalent in geometrically strained and spin-polarized systems, such as transition structures
and transition metal clusters [32, 72, 73]. Nevertheless, in certain cases symmetry breaking yields
an improved treatment of static correlation at single-reference cost, though static and dynamic cor-
relation are can become poorly balanced in such cases. [74]
To correct spin contamination error, spin projection methods can be used to remove the con-
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taminating spin states from a broken symmetry determinant. When projection is carried out after a
spin-contaminated determinant is fully converged, this approach is referred to as projection-after-
variation (PAV). PAV scheme often maintain mean-field cost and recover static correlation without
needing to explicitly rely on multi-reference methods. In contrast, variation-after-projection (VAP)
methods variationally optimize a projected determinant, which will obtain static correlation and
some dynamic correlation contributions as well. Examples of VAP schemes include the extended
Hartree-Fock (HF) method of Lo¨wdin and, more recently, the projected Hatree-Fock (PHF) method
developed recently by Scuseria and co-workers. [75–77] PAV and VAP results are not directly com-
parable and the formal weaknesses of PAV are well documented. [78] However, PAV allows a clean
separation of correlation types, which may present a relatively straightforward pathway for ongoing
theory and methods developments.
Approximate Projection (AP), a PAV method proposed by Yamaguchi and coworkers, [79]
has shown its usefulness for energy calculations of transition metal complexes and diradicals [80–
82]. However, to the best of our knowledge, there has not yet been a systematic investigation of the
impact of AP or related projection models on the geometries and subsequent property calculations of
transition metal systems. To address this question, we have applied AP to two classes of problems:
(1) calculation of exchange coupling constants (J-couplings) for a set of binuclear transition metal
complexes; and (2) spin crossover gaps for mononuclear transition metal complexes.
A key aspect of this work is the investigation of geometry optimization effects, i.e., how
geometry optimization affects J-coupling and spin crossover gap calculations. It has been reported
that full relaxation of the crystal structure in gas phase (without projection) slightly worsens J-
coupling results relative to experiment. [83] It seems reasonable to expect that projection may alter
the PES and yield different minimum energy structures than these previous reports. To support
such studies, our group has extended the use of AP by developing and implementing efficient first
and second derivatives, [84, 85] making geometry optimization and force constant evaluations on
AP-corrected potential energy surfaces practical.
In this work, we use AP to test how projection methods affect the prediction of two properties
important in the characterization of many transition metal complexes. This study gives particular
attention to the importance of geometry optimization in such calculations. Specifically, we compare
the AP predicted J-coupling and spin crossover gap values with those obtained by conventional
broken-symmetry DFT and experiment. We also compare results obtained from different geometries
and different approximate density functionals. We show that spin projection can alter PESs and that
addressing this consideration in geometry optimizations is beneficial for computational studies of
systems affected by spin contamination.
3.2 Computational Details
All electronic structure calculations were carried out using a local development version of
Gaussian [86]. Calculations using the AP model employed local implementations of analytic first-
and second-derivative programs. [74, 84, 85]
The examination of J-coupling calculations used the test set reported by Peralta and Rudra
[87, 88]. Calculations have been carried out using five different functionals - B3LYP [89, 90], LC-
ωPBE [91, 92], CAM-B3LYP [93], B3PW91 [94] and ωB97XD [95]. Previous studies have shown
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that B3LYP and LC-ωPBE yield the best J-couplings among several density functionals [87,96]. All
J-coupling calculations were performed with Ahlrich’s all electron triple-ζ valence plus polarization
for the metal centers [97] and Ahlrich’s double-ζ valence plus polarization basis sets for non-metal
atoms [98]. Broken symmetry solutions were generated by using a fragment guess approach to
ensure spin-localized initial Kohn-Sham (KS) determinant guesses. All converged KS solutions
were verified by stability analysis. [99, 100]
To explore the impact of spin-projection on the types of calculations being explored here, we
have chosen to use the AP method as a proxy for other spin-projection models (PAV, in particular).
Indeed, recent work from our lab has demonstrated the conditions under which such approaches are
rigorously equivalent and those cases for which such models are numerically equivalent. [74] AP
calculations using self-consistent field based models, such as HF and DFT, require two converged
determinants: (1) a spin-contaminated broken-symmetry state; and (2) a spin-pure high-spin state.
Those two determinants are used to assemble an AP energy according to
EAP = αELS + (1 − α)EHS (3.1)
where
α =
〈S 2HS〉 − S z,LS(S z,LS + 1)
〈S 2HS〉 − 〈S 2LS〉
(3.2)
Subscripts low spin (LS) and high spin (HS) refer to (broken-symmetry) low-spin and (spin-pure)
high-spin states. AP geometries were obtained by standard geometry optimization methods. [101]
In this work, the phrase “AP geometry” refers to the optimized ground state structure of a complex,
whether the ground state corresponds to the AP corrected LS or HS state.
For each approximate density functional, three different geometries were used for calculating
J-couplings. The first approach, and perhaps most widely used methodology in similar benchmark
studies, determines the J value using published crystal structures. The second source of geome-
tries was the minimum energy structures on the HS or broken-symmetry PESs. The third set of
geometries used minimum energy structures located on the AP PESs. In the discussion below, the
phrase “UDFT geometry” refers to the lower-energy structure of the HS and broken-symmetry re-
sults for each complex, i.e., this refers to a broken-symmetry result when the ground state species is
anti-ferromagnetic (AF) and a HS result when the ground state is ferromagnetic (FM).
The effect of projection on computed spin crossover gaps was determined using a test set
previously used by Hughes and Friesner. [102] Calculations on this test set employed the B3LYP/6-
311G* model chemistry. The PCM solvent model was used with the solvents that were used in
the experimental references. [103, 104] This model chemistry is similar to the DBLOC tests by
Hughes and Friesner except that the basis set used here is 6-311G*, which yields somewhat better
results than the smaller LACVP basis set (see Table C.7 for preliminary data). Calculations of spin
crossover gaps involved HS energy calculations with UDFT and LS energy calculations with both
UDFT and AP. In all cases, the lowest energy solution found for each spin state/multiplicity was
used in evaluating gaps. Again, the stability of all KS determinants was verified. [99, 100]
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3.3 Results and Discussion
As discussed above, we have explored the effect of spin projection on the quality of calculated
J-coupling values and spin crossover gaps for two commonly used test sets. A particular interest in
this work is the dependence of such calculations on the geometries one employs. Specifically, we
have used our in-house analytic AP first- and second-derivative codes to examine the extent to which
spin contamination degrades the quality of the potential energy surface, predicted minimum energy
structures, and ultimately the calculated (vertical) gaps between spin-states. We begin by reporting
the results from our tests on a well characterized set of J-coupling parameters corresponding to a
collection of nine transition metal complexes. Next, we examine this effect on spin crossover gaps
for a set of 65 complexes compiled and reported by Hughes and Friesner. [102]
3.3.1 J-Coupling Tests
Our examination of the role of geometry optimization and spin projection on predicting J-
couplings used the test set constructed by Peralta and Rudra [87, 88]. This test set consists of
nine medium-sized (40-100 atoms) binuclear transition metal complexes (Fig. 3.1) that have spin-
spin coupling between metals facilitated by bridging ligands. Specifically, the test set includes
Cu(II), Cr(III), V(IV), Mn(II), Mn(III) and Mn(IV) metal centers and oxygen, nitrogen, and chlorine
coordinating atoms. Experimentally, compounds 1-5 are observed to be AF while 6-9 are FM.
Modifications were made to compounds 3, 6, 8 and 9 to ensure that the structures were in agreement
with published structures [105] or to remove unnecessary water molecules and ions that do not play
a significant role in the transition metal complex structures (comparisons can be seen in Table C.1).
Exchange coupling constants are phenomenological parameters describing the strength and
sign of spin coupling. Most commonly, exchange coupling parameters, Ji j, are extracted from the
Heisenberg spin-spin coupling model,
Hˆ = −2
∑
i, j
Ji jSˆ i · Sˆ j (3.3)
where Ji j is the coupling constant. [106] S i and S j represent the Sˆ z spin operator for each spin site.
Positive J corresponds to FM spin coupling and a HS ground state, while negative J indicates a
preferred AF spin coupling and a LS ground state. The magnitude of J indicates the energy gap
between two spin states. Experimentally, J is obtained using techniques such as electron param-
agnetic resonance (EPR). [107] Using computation, J can be estimated by relating it to the energy
difference between HS and LS states described by the Heisenberg Hamiltonian, according to
J =
EB − EHS
2S 1S 2 + S 2
, S 1 ≥ S 2 (3.4)
where EB is the energy of the broken-symmetry state. This equation is commonly referred to as the
non-projected (NP) approach as it does not involve spin projection. [96]
The deficiency of the NP method is that the LS energy typically involves a spin contaminated
KS determinant. Addressing this concern, Dai and Whangbo [108] proposed a spin-projected (SP)
approach by mapping the broken-symmetry and HS states onto the Heisenberg Hamiltonian, and
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Figure 3.1: Nine transition metal complexes used for testing J-coupling prediction.
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derived the following expression for J,
J =
EB − EHS
2S 1S 2
(3.5)
Equation (3.4) corrects for the spin contamination of the broken-symmetry result using an approx-
imation for spin projection and will yield a J whose magnitude is necessarily greater than that
computed using Eq. (3.4).
The validity of SP and NP approaches depends on the magnitude of spin coupling. In the
weak coupling regime, where the overlap between two interacting magnetic orbitals a and b is close
to zero, i.e. 〈a|b〉 ≈ 0, SP should be chosen. NP tends to perform better in the strong coupling
regime, where 〈a|b〉 ≈ 1. However, in practice, DFT tends to overestimate the magnitude of J-
couplings. [109] NP tends to underestimate the magnitude of J, and when used with DFT, gives
better results even in the weak coupling regime. [110, 111]
The AP model smoothly unifies the two limiting cases treated by the SP and NP approaches.
The AP model employs the dominant HS contaminant, finds its weight in the broken-symmetry
state, removes it from the contaminated energy, and renormalizes the energy to yield a corrected
low-spin energy. The exchange coupling parameter in this model is given by
J =
EAP − EHS
〈Sˆ 2〉HS − 〈Sˆ 2〉LS
(3.6)
where EAP is the AP-corrected LS energy and 〈Sˆ 2〉LS is the ideal spin-squared expectation value
of the pure LS state. In the weak coupling regime, when the broken symmetry solution exhibits a
large degree of spin polarization, AP reduces to SP (Eq.3.5). In the strong coupling regime, 〈S 2〉B
approaches 〈S 2〉LS and AP reduces to NP.
To quantify the extent of geometric relaxation resulting from these optimization calcula-
tions, the root-mean-square-difference-at-maximum-overlap values for the crystal structure, HS,
and broken-symmetry LS minimum energy geometries were computed relative to corresponding
optimized AP geometries. These RMSD values are shown in Table 3.1. As one might expect,
meaningful geometric relaxation is observed when optimizing structures in the gas phase from ini-
tial crystal structures. The average RMSD of the crystal structures relative to the AP geometries
was 0.48Å. The largest internal coordinate displacements of bond lengths, angles, and dihedrals
involving a metal center averaged over the set of nine compounds were 0.09Å, 12.6°, and 34.2°,
measured between crystal and AP geometries. On the other hand, HS and broken-symmetry LS
geometries differ with AP geometry only slightly (RMSD ∼ 0.01 − 0.02Å), which suggests that AP
energy correction only slightly changes the potential energy surface, in agreement with prior find-
ings. [112] This observation indicates that – at least for the test set considered here – the geometries
are not very sensitive to the presence of spin contamination.
For example, Fig. 3.2 compares the crystal structure and optimized AP geometry for Com-
pound 3. Overall, the three-dimensional structure remains qualitatively unchanged, but evaluation
of specific internal coordinates shows a few key changes. The most notable change is in the copper-
nitrogen bond distance labeled in Fig. 3.2, which decreases during geometry optimization on the
AP PES by more than 0.2 Å. The complete set of geometric parameter changes due to geometry
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Geometry 1 2 3 4 5 6 7 8 9
Crystal 0.85 0.29 0.39 0.26 0.15 0.44 1.03 0.60 0.38
HS 0.01 0.02 0.02 0.01 0.01 0.02 0.02 0.01 0.02
Broken-Symmetry LS 0.01 0.01 0.00 0.00 0.01 0.01 0.02 0.01 0.00
Table 3.1: RMSD (Å) of crystal, optimized HS and optimized broken-symmetry LS structures
relative to corresponding optimized AP geometries.
optimization are given in Table C.2).
Figure 3.2: Comparison of crystal geometry and AP optimized geometry for complex 3 as a repre-
sentative example of the large geometry optimization effect.
We next investigated the quality of calculated J-coupling parameters by employing optimized
AP structures. As described earlier, we considered three different approaches for calculating J-
couplings – NP (Eq.(3.4)), SP (Eq.(3.5)), and AP (Eq.(3.6)). Table 3.2 gives J-couplings calculated
by Eqs. (3.4)-(3.6) on AP geometries using the B3LYP and LC-ωPBE approximate density func-
tionals. Table 2 also includes experimentally determined J values and calculated expectation values
of the S 2 operator for each compound. Results using other approximate functionals and geometries
(crystal structures, and HS and broken-symmetry LS minimized energy structures) are provided in
the Appendix C. The specific approximate functionals shown here were chosen as representative
results.
The two projection methods, SP and AP, gave similar results. This result was anticipated as
all of the complexes in the test set exhibit weak coupling between metal centers, in which case the
SP and AP expressions agree. With this in mind, we report only NP and AP values in the remainder
of this work.
In all cases, calculated J-coupling values had the correct sign, indicating that hybrid func-
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Table 3.2: J-couplings (cm-1) calculated by different methods on AP geometry with B3LYP and LC-
ωPBE. 〈S 2〉HS and 〈S 2〉LS are calculated with B3LYP. S square calculated by other DFT functionals
are omitted here because they differ by less than 1%.
B3LYP LC-ωPBE Exp
# S a S b 〈S 2〉HS 〈S 2〉LS AP SP NP AP SP NP
1 0.5 0.5 2.00 1.00 -92.7 -93.3 -46.6 -29.5 -29.5 -14.8 -30.9
2 0.5 0.5 2.01 0.99 -114.8 -116.1 -58.1 -69.2 -69.4 -34.7 -37.4
3 2.5 0.5 12.01 6.99 -43.9 -44.1 -36.7 -16.8 -16.8 -14.0 -15.7
4 0.5 0.5 2.02 1.01 -120.8 -121.9 -60.9 -110.2 -110.9 -55.4 -107
5 2 1.5 15.84 3.73 -135.2 -136.4 -109.1 -140.3 -141.4 -113.1 -110
6 0.5 0.5 2.01 0.98 129.0 132.0 66.0 283.4 287.0 143.5 84
7 0.5 0.5 2.00 1.00 115.8 116.1 58.1 105.2 105.3 52.7 57
8 1.5 0.5 6.03 3.03 34.2 34.2 25.6 23.6 23.6 17.7 18.5
9 2 0.5 8.83 4.82 112.4 112.7 90.2 61.0 61.4 49.1 54.4
tionals (with or without range separation included) predict the correct ground state. In addition, NP
J-couplings are always smaller in magnitudes than those obtained by AP. This result is in line with
the suggestion that NP counteracts the overestimation of J-couplings by DFT. [113–115]
Comparing NP and AP results with experimental data, it is clear that the non-projection
approach yields better agreement with experiment. Importantly, it should be kept in mind that
the magnitudes of the J-couplings in these systems are much smaller than the typical error limits
associated with DFT calculations. Assuming a normal distribution for the error in DFT energy
calculations, the calculated HS and LS energies can be related to the true energies according to,
EcalcLS = E
true
LS + XLS (3.7)
and
EcalcHS = E
true
HS + XHS (3.8)
where XLS and XHS are two scalar values taken from a normal distribution with deviation σ. Invok-
ing Eq.(3.4) we obtain
JcalcNP = J
true
NP +
∆X
2S 1S 2 + S 2
(3.9)
where
JtrueNP =
EtrueLS − EtrueHS
2S 1S 2 + S 2
(3.10)
and ∆X = XHS − XLS. ∆X is the difference between the two normally distributed variates and thus
follows a normal distribution of zero mean and 2σ variance. Thus, the NP error, NP, is given by
NP =
∣∣∣JcalcNP − Jexp∣∣∣ = ∣∣∣∣∣JtrueNP − Jexp + ∆X2S 1S 2 + S 2
∣∣∣∣∣ (3.11)
32
Similarly, the AP J-coupling error, AP, can determined by using Eq.(3.6) and is given by
AP =
∣∣∣JcalcAP − Jexp∣∣∣ = ∣∣∣∣∣JtrueAP − Jexp + ∆X2S 1S 2
∣∣∣∣∣ (3.12)
∆JAP = JtrueAP − Jexp is the difference between the J value calculated using the true LS and HS
energies with the AP scheme and the experimentally measured J. For the cases studied here, the
magnitude of ∆JAP is similar to, or much smaller than, the magnitude of the experimental J value.
The same observation holds for ∆JNP = JtrueNP − Jexp. If one assumes these two parameters are given
by the same small value ∆JAP/NP ≈ 100 cm-1 (0.286 kcal/mol), σ is 1 kcal/mol, and S 1 and S 2 are
0.5 (as is the case for most singlet-triplet splittings) we have that
NP = |∆JNP + ∆X| (3.13)
and
AP = |∆JAP + 2∆X| (3.14)
Within the range ∆X > 0 ∪ ∆X < − 23∆JAP/NP, NP < AP is always true. In a normal distribution,
the probability of ∆X being in that range is calculated to be 0.9244. For other fair assumptions of
∆X, ∆JAP/NP, S 1 and S 2 values, the probability of NP < AP remains close to 1 as long as ∆JAP/NP
is significantly smaller than ∆X. In other words, if a calculated value is normally distributed around
the true value with a deviation well beyond its magnitude, a method that consistently results in
values of smaller magnitude will yield statistically better results.
The geometry dependence of J-couplings was further examined by calculating NP and AP
coupling values using crystal geometries and those found from geometry optimizations on the
UDFT and AP PESs. As a representative case, Table 3.3 reports the J values calculated by LC-
ωPBE. Overall, J-coupling dependence on geometry is very small. Relative to the crystal structure
results, UDFT geometries resulted in slightly improved J-couplings with the NP method but slightly
degraded results using the AP method. Using AP geometries, on the other hand, yielded somewhat
improved results relative to UDFT geometry by both AP and NP methods, especially when com-
pound 6 is excluded.
Figure 3.3 shows MAE’s of calculated J-couplings for four different approximate density
functionals using three difference types of geometries and evaluating J using both AP and NP ap-
proaches. In agreement with previous work by Phillips et al., we found that range separated approx-
imate functionals are found to be superior to global hybrid functionals in predicting J-couplings.
[116] We note, that that work suggests that the improvement of such results using range separated
functionals (relative to global hybrids) is not an effect of range separation. Instead, it appears that
the improved agreement with experiment is due to the inclusion of more HF exchange. Our results
also show that using geometries optimized on AP PESs, J-coupling values calculated with range
separated functionals reduced the MAE by 50-60% (excluding complex 6) with both AP and NP
methods, relative to B3LYP results. The three range-corrected functionals behave similarly. Geom-
etry dependence, although small, can be seen clearly where AP and UDFT geometries give better
agreement with experiment than crystal structure with the range separated functionals considered.
33
Table 3.3: J-couplings (cm-1) on crystal, UDFT and AP geometries calculated by AP and NP meth-
ods using LC-ωPBE.
J(AP) J(NP)
Geometry Crystal UDFT AP Crystal UDFT AP Exp
1 CuII CuII -43.6 -27.4 -29.5 -22.5 -13.7 -14.8 -30.9
2 CuII CuII -56.9 -66.6 -69.2 -29.4 -33.4 -34.7 -37.4
3 MnII CuII -16.3 -16.7 -16.8 -13.9 -13.9 -14.0 -15.7
4 VIV VIV -61.1 -83.4 -110.2 -31.5 -41.8 -55.4 -107
5 MnIII MnIV -147.3 -135.8 -140.3 -121.5 -109.3 -113.1 -110
6 CuII CuII 300.9 338.0 341.3 157.4 171.5 173.3 84
7 CuII CuII 115.2 109.4 109.5 59.0 54.7 54.8 57
8 CuII CrIII 23.2 24.2 24.3 17.8 18.2 18.2 18.5
9 CuII MnIII 60.6 64.5 65.4 49.7 51.7 52.4 54.4
MAE1 44.7 45.1 43.8 20.7 20.2 18.8
MAE1 w/o 6 23.1 18.9 16.0 14.1 11.8 10.7
VarE2 w/o 6 22.0 17.7 19.1 23.5 20.8 16.4
1MAE is the mean absolute error relative to experimental values.
2VarE is the variance of the errors.
Figure 3.3: MAE’s of the J-couplings of complexes 1-9 (excluding 6) calculated with four different
functionals by AP and NP methods on Crystal and AP geometry.
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3.3.2 Spin Crossover Gaps
As a second test of the impact of spin-contamination on geometry and spin-state energy
differences, we explored the role of spin-projection in calculating spin crossover gaps in a broad
set of transition metal compounds. The set of spin crossover species was used by Hughes and
Friesner in the development of their DBLOC model. [102]. This test set includes 65 octahedral
first-row mononuclear transition metal complexes, including V, Cr, Mn, Ni, Fe, Co with oxidation
states ranging from +2 to +4, total charge ranging from -4 to +4, multiplicity ranging from 1 to 6,
and total number of valence d-shell electrons ranging from 2 to 8. The set is divided into several
subgroups (transition types) based on the number of valence electrons and transition type (see Table
3.4). For example, for each member of the t2g-t2g d3 transition type group a t2g electron is excited
to another t2g orbital.
Table 3.4: Transition types and associated transition diagrams of the 65 complexes in the Hughes
and Friesner test set.
transition type # of complexes transition diagram
t2g-t2g (d3) 10
t2g-t2g (d4) 2
t2g-t2g (d2) 3
t2g-eg (d5) 2
t2g-eg (d6) 9
*t2g-eg (d6) 11
*t2g-eg (d7) 2
eg-eg (d8) 20
eg-t2g (d5) 6
* These two groups are experimentally observed to have very small spin
crossover gaps.
To determine the dependence on geometry optimization in spin crossover calculations, spin
crossover energies were calculated for each compound in the test set using the same three types
of geometries as in the exchange coupling calculations described above: (1) crystal structures; (2)
optimized UDFT geometries; and (3) AP optimized geometries. The complete collection of these
results is given in Tables C.8 and C.9, including spin crossover gaps calculated on different geome-
tries and by different projection methods, with and without inclusion of (implicit) solvent effects.
These combinations of geometry and projection method (and their notations) include crystal struc-
ture without projection methods (Crystal), UDFT geometry without projection (UDFT) and with
AP (UDFT//AP), and AP geometry with AP (AP//AP).
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Table 3.5 summarizes these results aggregated according to the nine transition types described
earlier. MAEs for each transition type and calculation approach are provided in the table. The MAE
of spin crossover gaps computed on the crystal structures (over all complexes) is 14.80 kcal/mol.
UDFT optimization reduced the total MAE to 11.45 kcal/mol. By applying AP, UDFT//AP pro-
duced significantly better results with the MAE reduced to 5.83 kcal/mol. AP//AP values obtained
by optimizing geometries on AP PES did not yield further significant improvements.
Table 3.5: Average errors (kcal/mol) of spin crossover gap calculations on different geometries with
B3LYP/6-311G(d) grouped by transition type, along with DBLOC errors and group-averaged α
values (defined by Eq. (3.2)) and their standard deviation.
transition # of Error wrt. Exp. α
type complex Crystal UDFT UDFT//AP AP//AP DBLOC (Std. Dev.)
t2g-t2g d3 10 12.83 12.54 1.21 1.20 2.21 1.50 (0.00)
t2g-t2g d4 2 23.54 23.49 12.20 13.38 2.47 1.96 (0.03)
t2g-t2g d2 3 12.90 12.83 1.14 1.32 1.77 1.99 (0.01)
t2g-eg d5 2 10.40 1.91 2.12 6.28 2.88 1.01 (0.00)
t2g-eg d6 9 4.82 3.78 3.78 3.61 1.54 1.00 (0.00)
*t2g-eg d6 11 22.99 19.49 19.49 19.06 3.63 1.00 (0.00)
**t2g-eg d7 2 8.68 5.50 5.53 5.33 2.73 1.00 (0.00)
eg-eg d8 20 17.25 12.70 2.76 2.82 1.94 1.99 (0.01)
eg-t2g d5 6 12.26 2.57 3.05 2.40 3.10 1.02 (0.06)
MAE total 65 14.80 11.45 5.83 5.92 2.38
MAE (α > 1) 43 14.92 11.24 3.03 3.22 2.19
* ** These two groups are experimentally observed to have very small spin crossover gaps.
Despite the overall improvement from UDFT to UDFT//AP, no significant difference between
them is observed in the t2g-eg (d6), *t2g-eg (d6) and **t2g-eg (d7) transition types. This can be
understood by considering the AP α parameter defined by Eq. (3.2), which represents the degree of
contamination in a broken symmetry determinant. The closer α is to one, the less contaminated a
solution. Therefore, AP will have little (or no) effect on spin crossover gaps when α is close to 1.0.
On the other hand, AP correction dramatically reduced the errors of all α > 1 cases, including
t2g-t2g (d3), t2g-t2g (d4), t2g-t2g (d2) and eg-eg (d8), from 11.24 to 3.03 kcal/mol (see last row of Table
3.5). Using AP these transition types all yielded relatively accurate results except for group t2g-t2g
(d4), where the error is decreased by nearly a factor of two. Nevertheless, the error is still relatively
large (12.20 kcal/mol). Exploring the results for the members of the d4 transition type transition
type group individually, it was apparent that complex mn2p2pameth2 significantly skews the results.
This compound features a Mn(III) center with two bonding oxygens and four coordinating nitrogens.
Calculations on this specific test compound yielded an error of 34.85 kcal/mol without AP and 24.31
kcal/mol with AP.
AP behaved particularly well for group t2g-t2g (d3), which is shown in detail in Table 3.6.
Crystal and UDFT values were only slightly different, meaning that geometry changes impose sim-
ilar effects on HS and LS energies and thus the change in spin crossover gap is negligible. The
MAE obtained on crystal structures is 12.83 kcal/mol, which was significantly improved to 1.21
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Table 3.6: Spin crossover gaps (kcal/mol) and their errors (in parethesis) with respect to experiments
on crystal, UDFT, and AP geometries calculated by B3LYP/6-311G(d) for group t2g-t2g (d3).
Complex Geometry//Projection Exp.
(error) Crystal UDFT UDFT//AP AP//AP
crf6 24.80 (15.57) 25.40 (14.97) 38.09 (2.28) 38.33 (2.04) 40.37
cr223tetch2 24.18 (12.35) 23.78 (12.75) 35.60 (0.93) 36.24 (0.29) 36.53
crccsime36 20.94 (12.58) 21.49 (12.03) 32.23 (1.29) 32.63 (0.89) 33.52
crcn6 21.18 (9.82) 22.96 (8.04) 34.36 (3.36) 35.68 (4.68) 31.00
crcyclamncs2 23.11 (11.43) 23.22 (11.32) 34.79 (0.25) 35.14 (0.60) 34.54
cren3 25.38 (13.29) 25.81 (12.86) 38.65 (0.02) 38.83 (0.16) 38.67
crnh34cl2 25.15 (11.80) 24.86 (12.09) 37.24 (0.29) 37.83 (0.88) 36.95
crnh36 25.78 (13.37) 25.98 (13.17) 38.92 (0.23) 39.29 (0.14) 39.15
crox3 23.77 (12.76) 23.86 (12.67) 35.76 (0.77) 36.20 (0.33) 36.53
mnf6 25.87 (15.37) 25.78 (15.46) 38.57 (2.67) 39.25 (1.99) 41.24
MAE 12.83 12.54 1.21 1.20
kcal/mol by using AP. In this case, only LS states were affected by AP because HS states were
not spin contaminated. Therefore AP had a substantial impact on the energy gaps. AP//AP val-
ues were calculated on AP geometry instead of UDFT geometry, but no significant improvement
in spin crossover gap was seen. Both UDFT//AP and AP//AP methods gave better agreement with
experiments than DBLOC (1.2 vs 2.2 kcal/mol) in this group.
Calculations without solvent effect were also performed and yielded very similar results. The
MAE for UDFT//AP and AP//AP model chemistries were the same within two decimal places, and
the MAE of α > 1 cases of these two methods were 3.04 and 2.98 kcal/mol (See Table S9). From
our results, solvent effect for this test set does not seem to be significant. Overall, AP provides
reasonably good results for spin crossover gaps predicted by UDFT.
3.4 Conclusions
This work explored the effect of spin projection on the quality of calculated J-coupling values
and spin crossover gaps in transition metal complexes. Furthermore, the dependence of such calcu-
lations on geometry has been studied. A widely used test set of J-couplings for nine transition metal
complexes was studied with and without applying spin-projection corrections. Our results show that
spin-projection does not often result in large geometric changes in the minimum energy structure
relative to optimized spin-contaminated unrestricted DFT geometries. However, the use of geome-
tries optimized with the AP method in J-coupling computations using either the spin-projected or
non-projected approaches generally results in better agreement with experiment than using unopti-
mized crystal structure geometries. In addition, NP method was found to perform better than AP
method in most cases, rationalized by considering that the magnitude of DFT energy calculation
error is much bigger than the that of a typical J-coupling value.
A second set of benchmark tests involved a set of 65 transition metal complex spin crossover
gaps. Projection methods were found to be effective for calculating spin crossover energy gaps.
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Focusing on a subset of 43 members of this set where the AP model is expected to improve the
quality of mean-field calculations showed that AP geometry optimization and energy evaluations
leads to very good agreement with experiment. Importantly, these results are similar in quality to
the DBLOC model which employs an empirical correction model involving a fitted parameter set.
Overall, the results of this work demonstrate that correcting for spin-projection can improve
the performance of DFT calculations of transition metal complex J-couplings and spin crossover
gaps. However, for some systems this correction is modest. Also, as expected, the quality of cal-
culations on systems with multiple contaminating spin-states are degraded by the use of the AP
model. In such circumstances, more complicated projection models would likely improve calcu-
lated results. Nevertheless, this investigation supports the use of the AP model in calculations on
molecular systems of the sort considered in this work.
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Chapter 4
Efficient Optimization of Minimum
Energy (Spin-) Crossing Points
4.1 Introduction
Many chemical processes involve transitions between electronic states that have different
electronic spins [117–120]. Of particular interest here is thermal-induced spin crossover processes.
They are found in a wide range of chemical reactions such as the predissociation of N2O [121]
and the oxygen-transfer reactions of FeO+ with H2 or alkanes. [122] Spin crossover events are
formally spin-forbidden in a non-relativistic context. Conveniently and approximately, they are
often described in terms of the crossing of two non-interacting energy surfaces. The minimum
energy on the crossing seam, or minimum energy crossing point (MECP) is where the crossover
most likely takes place. [123] Therefore an optimizer that can consistently find the MECP would be
beneficial for investigation of such spin crossover events.
An MECP is similar to a transition state (TS) structure on a potential energy surface (PES)
in that they are both minimum within all degrees of freedom except one. A TS structure is the
maximum on the one degree of freedom, thus a first-order saddle point, while an MECP is generally
not a stationary point on the one degree of freedom. For MECP, this degree of freedom is defined
by the constraint that the energies of the two states are the same. MECP and TS are also similar
because they both act as a reaction barrier. TS is the energy barrier of a reaction route connecting
two structures with bond changes. Likewise, MECP is the energy barrier of a route that connects
spin changes. Therefore, when the two kinds of route coexist around a minimum, the reacting
system will favor the exit channel with the lower energy barrier. [124] That barrier, in the case of
an MECP, is often the bottleneck along the pathway of a spin-forbidden process, [125] where the
system hop from one surface to the other, facilitated by spin-orbit coupling.
To gain quantitative knowledge of the process such as the hopping probability and the reaction
rate, one needs to first locate the MECP on the crossing seam of two adiabatic surfaces. [124, 126]
However, this can not be easily done by regular geometry optimization technique because MECP
is not a stationary point on the PES. In terms of an optimization problem, MECP is obtained by
optimizing the structure under the constraint that the energies of the two states are equal.
Several MECP optimization methods have been developed over the past 30 years. They
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generally fall into three categories. Lagrangian methods, penalty fucntion methods and gradient
projection methods.
Lagrangian methods. Morokuma group first applied the Lagrange-Newton method that uses
Lagrangian multiplier to solve the constrained optimization problem. [127,128] These methods first
construct a Lagrangian as a function of atomic coordinates and a multiplier λ:
L(q, λ) = E1(q) + λ(E2(q) − E1(q)) (4.1)
where E1 and E2 are the energies of the two spin states. Then the constrained optimization prob-
lem is reduced to finding the minimum on the Lagrangian function without any constraints, and
can be solved by Newton method. This Lagrange-Newton method is robust and often converges
quickly thanks to the well-behaved Newton optimization method. However, the calculation of
second derivatives of the Lagrangian which is required by Newton method is both expensive and
non-trivial to implement. Moreover, regular Hessian updating methods such as Broyden-Fletcher-
Goldfarb-Shanno (BFGS), [129] which are used to avoid calculating second derivatives explicitly,
are not suited for Lagrange method [130].
Penalty function method, proposed by Ciminelli [131], adds an additional term to energy
function as the energy equality constraint. The modified energy has the following form:
E′(q) =
E1 + E2
2
+ c1c22 ln[1 + (
E2 − E1
c2
)2]. (4.2)
The first term is the energy average, which is responsible of finding the minimum while on the
seam. The second term is a function of energy difference, namely the penalty function, which is
responsible of getting to the seam. The constant c1 is the weight that we give to the penalty term
and the constant c2 determines how quickly we want the optimization to get to the seam. This
method has the advantage of simplicity as it is relatively easy to implement in most optimization
programs. The implementation is simply replacing the energy with the modified energy, and the
gradient with the gradient of the modified energy. However, penalty function method suffers from
poor convergence. [130]
Gradient projection method, first proposed by Bearpark et al. [132] and then adopted by
Harvey et al. [133], projects the gradient of either spin state onto the intersection space, and then
adds the gradient of the energy difference to it. Define x1 as the vector difference of the two gradi-
ents, i.e.
x1 =
∂(E2 − E1)
∂q
= g2 − g1. (4.3)
where g1 and g2 are the gradients of the two spin states respectively. The projector can be written as
P = I − x1 · x1
t
|x1|2
, (4.4)
where I is identity matrix with the same dimensionality as x1 · x1t. The modified gradient has the
following form:
g′ = P · g1 + 2(E2 − E1)x1. (4.5)
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The first term is the projected gradient in the intersection space, responsible of finding the minimum
on the seam. The second term is the gradient of squared energy difference, responsible of driving
the optimizer to the seam. This looks similar to penalty function method, yet it is better in the
sense that the two parts of the gradient are decoupled, resulting in smaller chance of oscillation
and quicker convergence in optimization calculations. [130] The disadvantage of this method is that
the modified gradient is not a gradient of any proper energy function, which means optimization
accelerating techniques that use energy as an indicator can not be directly applied, such as line
search [134] and GEDIIS [135] (energy-represented DIIS geometry optimization). In addition,
Hessian updating techniques that uses information from previous steps also behave poorly if the
optimization does not start near the seam. [136]
In this work, we focus on the gradient projection method and its remedies. We incorporate
advanced optimization techniques to accelerate the optimization, such as GDIIS (DIIS geometry
optimization). [137] We show that if applied correctly, modern geometry optimization schemes
significantly accelerates the MECP optimization.
4.2 Computational Methods
Theoretical background of geometry optimization has been previously described in Chapter
1.2. In the gradient projection method, a pseudo-gradient is constructed by Eq. 4.5 and used by
the optimizer instead of the gradients of individual spin states. There are a number of established
techniques that can be used to accelerate a geometry optimization. We will discuss GDIIS [137]
and GEDIIS [135].
The GDIIS method is based on the idea of Direct Inversion in the Iterative Subspace [138]
(DIIS) in SCF calculations where the Fock matrix at each step is a linear interpolation of those at
previous steps. In GDIIS, the Newton-Raphson step is not taken from the last geometry but a linear
interpolation (extrapolation) of the previously visited geometries on the PES. The interpolation
coefficients are chosen in a way that minimize the length of a predefined error vector.
q∗n =
n∑
i
ciqi,
n∑
i
ci = 1 (4.6)
where the error vector is given by
ErrF(c) = ‖
n∑
i
ciei‖ (4.7)
Minimization of the error function subject to the normalization constraint is solved by the La-
grangian method. With λ being the Lagrangian multiplier, the Lagrangian equation is given by
a11 a12 · · · a1n −1
a21 a22 · · · a2n −1
...
...
. . .
...
...
an1 an2 · · · ann −1
−1 −1 −1 −1 0


c1
c2
...
cn
−λ

=

0
0
...
0
−1

(4.8)
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where ai j = trace(ei.ej). Rewrite Eq. 4.8 into
Ac = b (4.9)
and the coefficients can be solved by directly invert the A matrix,
c = A−1b (4.10)
Matrix A has the errors from the previous n iterations, hence the name ”direct inversion in the
iterative subspace”.
The error vector is chosen to represent how close the geometry is to convergence. Therefore
either geometry or gradient can be chosen, represented by H−1n gi and gi respectively. It has been
shown that using the gradient results in better convergence in most cases [139].
DIIS significantly accelerates the convergence of SCF calculations. Likewise, GDIIS also
significantly accelerates the convergence of geometry optimizations in most cases. However, the
target function in a geometry optimization is complex and often contains many minima, saddle
points and flat areas. These characteristics cause GDIIS to behave undesirably. For example, when
a GDIIS optimizer pass through a flat area, the gradients will be small for several steps, causing the
interpolated gradient to also be small. When the optimizer approaches a minimum, the gradient will
suddenly become larger. Subsequently, the structure will be pulled back to the flat area where the
gradient is small, thus delaying the convergence. [16]
Later GEDIIS was proposed to fix this problem. It uses an energy indicator as the error vector
instead of gradient or geometry indicators. This technique was based on the SCF-EDIIS [140]
proposed by Scuseria and coworkers. The relationship between GEDIIS and SCF-EDIIS is an
analog to the relationship between GDIIS and DIIS; the former is the extension of the latter in
geometry optimization.
In GEDIIS, the energy function is the error indicator. It is approximated to first order with
respect to geometry q.
E(q∗) = E(qi) + (q∗ − qi)gi (4.11)
where gi is the gradient of the i-th geometry. Applying eq. 4.6 and interpolate the right hand side of
eq. 4.11 over n points with the same set of coefficients, we get
E(q∗) =
n∑
i
ciE(qi) − 12
n∑
i, j
cic j(gi − g j)(qiq j) (4.12)
The energy is then minimized directly with respect to the coefficients ci’s.
The MECP optimization was implemented in a local Gaussian Development Version. The
method was implemented as a regular optimization job. At each iteration before the Newton-
Raphson step, two separate gradient calculations are run for both states, and the two gradients
are then combined as eq. 4.5 to construct the effective gradient. The effective gradient is regarded
as the gradient in a regular geometry optimization by the optimizer which then carries out the opti-
mization as usual. Different optimization techniques built in Gaussian, including rational function
optimization [141, 142] (RFO), GDIIS, GEDIIS, etc. can be employed since they are decoupled
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from the gradient calculation. Compared to previous method, this implementation makes a variety
of optimization techniques ready to use, which have proved to accelerate geometry optimization
significantly.
In order to test the effectiveness of our implementation, we incorporate it with GDIIS and
GEDIIS respectively, and compare them with a popular implementation by Harvey [133]. In this
work, geometry optimization is considered converged with the following criteria: root mean square
(RMS) force is less than 5.0×10−4 au, maximum component of force is less than 7.5×10−4 au, RMS
geometry displacement is less than 2.0 × 10−3 au, maximum component of geometry displacement
is less than 3.0 × 10−3 au, and energy difference is less than 4.0 × 10−5 au. This was applied to both
Harvey’s method and our implementation. No symmetry factor is considered.
4.3 Results & Discussion
Figure 4.1: Seven benchmarking molecules for MECP-locating methods
7 molecules were chosen in our method benchmark (Figure 4.3, ranging from small to medium-
sized, and from organic molecules to transition metal complexes. These molecules all exhibit typ-
ical intersystem crossing behavior experimentally. [133, 143–145] In addition, species 1, 3, 4 have
a second ”distorted” version of geometry as a different starting point for the optimization. These
geometries deviate from the standard VSEPR structure and were added to test the robustness of our
implementation.
We compare the gradient projection method that was implemented by Harvey [133] (here-
inafter referred to as the GP method) with our implementation incorporating GEDIIS and GDIIS
respectively (hereinafter referred to as GEDIIS and GDIIS respectively). We applied these methods
to locate the MECPs of the 7 molecules where intersystem crossing most likely takes place, and
compared the results and the convergence behavior of different methods. The converged geometries
are included in Appendix A.
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Table 4.1: The number of steps it took to converge to the MECP of each species using different
methods. The average number of converging steps of the GP method is calculated by assuming that
species 6 and 7 each takes 100 steps to converge
# of steps to converge
Species Size GP GEDIIS GDIIS
1 3 7 10 6
1’ 3 9 17 10
2 6 19 25 28
3 11 14 8 7
3’ 11 26 17 13
4 23 39 36 29
4’ 23 26 46 44
5 23 40 61 55
6 52 100+ 25 23
7 53 100+ 39 41
Mean w/o 6, 7 22.5 27.5 24
Mean 38.0 28.4 25.6
Table 4.1 shows The number of steps it took to converge to the MECP of each species using
different methods. The converging criteria are described in the Method section.
Overall, GEDIIS and GDIIS took 30 - 40% less steps to converge than the GP method. For the
two bigger species 6 and 7, the GP method failed to converge within 100 steps while both GEDIIS
and GDIIS converged within 50. GEDIIS and GDIIS behaved similarly overall, with GDIIS slightly
better on average than GEDIIS. More specifically, GDIIS almost always converged slightly faster
than GEDIIS except species 2 and 7. If we only look at the smaller species of the test set (excluding
6 and 7), the three methods performed similarly and the GP method has a slight advantage. This
indicates that these advanced geometry optimization schemes have a overhead that can only be
compensated by the accelerating effect gained on systems with more than 30 atoms.
In addition to the accelerating effect, GEDIIS and GDIIS are able to make MECP geome-
try optimization more robust, as the results for species 6 and 7 showed. This is expected because
GEDIIS and GDIIS are proven [135, 137] to make optimizations faster and more robust. However,
these effects do not have a significant effect on small-sized systems which only take a few steps to
converge; it’s not enough steps to see the effect of extrapolation methods. Between the two opti-
mization schemes, surprisingly, the older method GDIIS almost always used less steps to converge
than GEDIIS. This is because that in addition to geometry indicators, GEDIIS also uses energy as
the error function in the DIIS process, whereas energy is ill-defined in a projection framework. For
example, in our calculation, total energy is defined as (EHS − ELS )2, which is not the real energy of
the system.
Both GDIIS and GEDIIS performed badly on species 4’ and 5, which only have 23 atoms
respectively, but took the two methods around 50 steps to converge. To identify potential system-
atic failure in these runs, some important optimization indicators were plotted against step number
during the optimization (Figure 4.2, 4.3), including high spin state (HS) energy, squared energy
difference, RMS force, and the angle difference of x1 (defined in Eq.4.3) between structures before
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Figure 4.2: Optimization profile for species 4’. HS means high spin. HS energy is relative to the
MECP energy, and is in hartree. RMS Force and RMS ∆X are both in atomic units. x1 deviation is
in degrees.
and after every step. RMS atomic displacement (∆X) were also shown in each graph as a reference.
For both species, EHS , (EHS − ELS )2 and RMS force (the first three rows of each graph) all con-
verged or were close to converging within 20 steps, where RMS ∆X (atomic displacement) had an
abnormal rise. Compared to similar graphs for the other species that converged quickly with GDIIS
and GEDIIS (not shown here), the abnormal rise of RMS ∆X after RMS force converged is unique.
This indicates that the optimizer can be unstable when on or close to the seam. To investigate the
optimizer’s behavior near the seam, we computed the direction of x1 (branching vector, defined by
eq. 4.3) at every step, and calculated the deviation of it from the last step. Figure 4.2, 4.3 show that
it has a very similar trend with RMS ∆X, especially at the abnormal rise. This means that the size
of the step the optimizer took along the branching vector is proportional to the total step size even
when the system is close to the seam. This is unexpected because the optimizer is supposed to move
in parallel with the seam when near it, which would have much smaller changes in x1 angle. This
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Figure 4.3: Optimization profile for species 5. HS means high spin. HS energy is relative to the
MECP energy, and is in hartree. RMS Force and RMS ∆X are both in atomic units. x1 deviation is
in degrees.
behavior caused the optimizer to travel away from the seam, thus taking extra steps to converge.
Although our implementation showed accelerating effect and more robustness on large systems, we
are still working on solving this issue, hoping to achieve an improvement across systems of all sizes.
4.4 Conclusion
This work is an efficient implementation of the gradient projection method used to find the
MECP of two spin states. MECP is the energy barrier of an intersystem crossing event, thus provides
valuable information for thermodynamics and kinetics study on such spin change events.
Our implementation is developed in the Gaussian software framework, thus readily incorpo-
rated with a variety of geometry optimization techniques, such as GDIIS and GEDIIS. A benchmark
study was carried out that compared Harvey’s implementation and our implementation incorporated
with GDIIS and GEDIIS. Results showed that with a small overhead, our implementation with
GDIIS and GEDIIS are both more robust and converges 30 - 40% quicker than Harvey’s imple-
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mentation. In particular, GDIIS is almost always slightly faster than the newer technique GEDIIS.
Finally, for cases where our method performed worse than Harvey’s method, a common issue has
been identified that the optimizer sometimes fails to stay near the seam when it gets close to con-
vergence, which caused the optimization to take extra steps. This is being investigated and results
will be published in future articles.
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Chapter 5
Modeling Metal Oxide Photodetachment
Spectroscopy with State-of-the-Art
Methods: ZrO2 + H2O Adduct
5.1 Introduction
Zirconium oxide (ZrO2) is an important material with extensive applications in catalysis,
photochemistry, refractory ceramics and corrosion resistant materials [146–149]. Similar to its
neighbor in the periodic table, titanium, ZrO2 has also shown photocatalytic capability for water
splitting to generate H2 and O2 [150–152]. The pursue of an efficient water splitting catalyst has
been decades long, but has only received limited success [153,154], regardless of whether it is TiO2
based or ZrO2 based. This is mainly due to a lack of detailed mechanistic understanding necessary
for rational design of metal oxide catalysts [153].
Studies on transition metal oxide catalysts has shown that surface defects are often the active
sites in a catalytic reaction [155–157]. Therefore studying the interaction between defect sites and
water molecules is the key to understanding the mechanism of water splitting. However, it is exper-
imentally difficult to study defects on surfaces because they are difficult to prepare reliably. Instead,
metal oxide clusters containing one to a few metal centers have shown to be useful model systems
for mechanistic studies on metal oxide surfaces. These species are relatively easy to prepare, and
have certain structural motifs that mimic common defects on metal oxide surfaces [158–162]. In
addition, these species are easier for computational methods to model since they contain less atoms.
Therefore, computational studies in this area are often important additions to experimental work
since they can provide valuable mechanistic insight with a relatively low computational cost.
Studies on the interaction between TiO2 cluster and water are abundant [153,163,164]. Fewer
studies have been done for the interaction between ZrO2 cluster and water. Experimentally, Holms
and coworkers [165] did IR studies of water sorption on ZrO2 polymorphs. High frequency bands
at 3760 cm-1 and 3660 cm-1 were discovered and assigned to chemisorbed OH groups, indicating
a OZr(OH)2 structure. Computational studies on ZrO2 and H2O has been carried out most com-
prehensively by Dixon and coworkers [166], who used DFT and CCSD(T) to study the hydrolysis
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reactions of (ZrO2)n (n = 1 − 4). For the simplest stoichiometric ZrO2/H2O reaction, ZrO2 + H2O,
they found that the cis- di-hydroxyl OZr(OH)2 structure, in which the water is split, has around
50 kcal/mol lower energy than the molecularly absorbed (ZrO2 ·H2O) structure, which agrees with
Holms’ results. They also found that the singlet is around 50 kcal/mol lower in energy than the
triplet. More electronic structural details remain to be discovered.
Slow electron velocity-map imaging of cryogenically cooled anions (cryo-SEVI) is a high-
resolution spectroscopy technique that provides vibronically resolved detachment spectrum for
anion and neutral species. The Neumark group has used cryo-SEVI to characterize the TiO –2
monomer [167] and TiO3H
–
2 [164] (a single TiO
–
2 reacted with a single H2O). Here, they used
cryo-SEVI to probe the ZrO3H
–
2 species. The resulting spectrum show rich vibronic structures in
close range with each other (∼ 50 cm-1), with a high resolution. My role in this study is primarily
interpreting the experimental spectrum using a Franck-Condon simulation, assigning vibronic struc-
tures to individual excitations and gain mechanistic insight into the catalytic capability of zirconium
oxide on water splitting reactions.
5.2 Computational methods
Franck-Condon calculations were used to simulate the experimental spectrum. These simu-
lations calculate the dipole strength of possible transitions between the initial and the final states of
an electron detachment process, at vibrational level. These calculations are based on the Franck-
Condon principle. In quantum mechanics, the probability of an electronic transition occurring is
given by
Pi→ f = |〈ψ∗final|µˆ|ψ∗initial〉|2 (5.1)
where µˆ is the transition operator, and is only dependent on the electronic component of the wave
function. Thus, separating the electronic and nuclear wave function according to the BO approxi-
mation, we have
〈ψ∗final|µˆ|ψ∗initial〉 = 〈ψ∗nu, f|〈ψ∗el, f|µˆ|ψel, i〉ψnu, i〉 = 〈ψ∗nu, f|ψnu, i〉〈ψ∗el, f|µˆ|ψel, i〉 (5.2)
where 〈ψ∗nu, f|ψnu, i〉 is the nuclear wave function overlap, also termed the Franck-Condon factor. The
transition probability is proportional to this factor. In other words, when an electronic transition
happens, it is so fast that the nuclear positions remain stationary where the nuclear wave function
reaches the maximum overlap. This is also termed a vertical excitation.
Our initial Franck-Condon calculations were carried out with Gaussian Development Ver-
sion, Revision I.10+ [86]. The method used in the software is implemented by Bloino, Barone and
coworkers [168, 169]. It assumes all normal modes to be harmonic oscillators, and calculates the
wave function for each normal mode for both initial and final states. It then calculates the overlap
between each vibrational level in the initial state and each in the final state, and produces the rel-
ative intensity in the simulated spectrum. The excitation energies are the corresponding horizontal
coordinates in the spectrum.
However, as we show later, this method failed to reproduce a considerable number of peaks
in the experimental spectrum, largely due to one of the normal modes of ZrO2 + H2O adduct being
an umbrella mode, far away from the harmonic oscillator approximation. Therefore we carried out
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additional normal mode analysis using Discrete Variable Representation (DVR) technique described
in Miller’s paper [170]. DVR is a numerical method using grid point basis functions (in our case
particle in a box wave functions) to represent the Hamiltonian for selected normal modes. The
benefit of DVR is that it only requires single point potential energies on the grid points and can
achieve high accuracy in simulating anharmonic potentials, given a fine grid.
We calculate the hamiltonian of a state with DVR in the following steps. First, we choose a
finite basis as grid points for DVR. Second, we derive a grid point representation of kinetic energy.
Third, we do an energy scan over all grid points for potential energies and construct the Hamiltonian.
Here, we chose the particle-in-a-box eigenfunctions as the basis. On a 1D grid, it can be shown that
if we apply DVR on the interval (−∞,∞), the kinetic energy is given by
Tii′ =
~
2m∆x2
(−1)i−i′

pi
3
, i = i′
2
(i − i′)2 , i , i
′ (5.3)
where ∆x is the grid spacing, i and i′ are two grid points, i.e. two subscripts of the Hamiltonian. On
a 2D grid, the Hamiltonian matrix is
Hi j,i′ j′ = Tii′δ j j′ + T j j′δii′ + δii′δ j j′V(xi, yi) (5.4)
where xi and yi is the ith grid point on the two dimensions respectively. The benefit of DVR is that
it allows arbitrary accuracy towards the limit allowed by the model chemistry, on vibrational energy
levels. This makes it a good candidate method to analyze normal modes with large anharmonicity,
like the umbrella mode in this study. The DVR simulations carried out in this study used a grid
spacing of 0.03 Å. It can be shown that finer grid spacing does not change the simulation results
significantly.
Preliminary results suggest meaningful differences in normal mode frequencies and verti-
cal excitation energies between model chemistries. Therefore, three DFT-based methods ωB97XD
[171], B3LYP [172–175] and B3PW91 [176] and three basis sets def2tzvp [177], Stuttgart/Cologne
[178] ECP28MHF (SC) and SDDPlusTZ + ECP (SDD+TZ) [179–181] are used in initial bench-
mark calculations, resulting in a total number of 9 model chemistries. Different model chemistry
indeed produced meaningfully different results. On the other hand, care was taken to determine
scaling factors for the calculated frequencies of the neutral state, so that the simulated FC spectrum
aligned the best with experimental ones. This step is necessary because calculated values of fre-
quencies are very sensitive to DFT errors, especially for those that have a small magnitude. If the
scaling factor is not too far from 1, and that the peak positions align well with the experimental
spectrum after scaling, the scaling can be regarded as an effective way to compensate DFT error.
Likewise, all simulated FC spectra were also shifted such that the vertical excitation energy agrees
with the experimental one, making the two spectra origins overlap. Because of the scaling and
shifting, differences between model chemistries are less meaningful. Therefore, we will only show
results produced with ωB97XD and the SC basis set.
All calculations were carried out with Gaussian Development Version, Revision I.10+ [86].
Stability was tested on all converged Kohn-Sham wave functions. Standard geometry optimization
methods [182] were used to get minimum geometries.
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5.3 Experimental Details
The cryo-SEVI technique and apparatus have been described elsewhere in detail [183–185].
To summarize here, a packet of mass-selected anions A- is intersected with a laser beam that has
a pre-selected energy. If that energy exceeds the electron bonding energy to the anion, the pho-
ton may detach an electron. The remaining energy can become the kinetic energy or excite the
resulting neutral species into its vibronic excited states. The energy from the photon must be con-
served, therefore the distribution of kinetic energies among the detached photoelectrons indicates
the vibronic structure of the neutral species.
The spectrum produced by the cryo-SEVI experiments are shown in Figure 5.1.
Figure 5.1: Cryo-SEVI spectrum of anionic ZrO2 and H2O adduct losing one electron
The spectrum spans 9350 - 10000 cm-1 and shows rich vibronic structures in close proximity
with each other (∼ 50 cm-1), with a high resolution. The first sharp peak, the 0 to 0 transition, gives
an electron affility of 1.16 eV.
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5.4 Results and Discussion
In this section, we present the results of Franck-Condon simulations, and try to interpret the
experimental spectrum by assigning each peak to a certain vibronic excited state. Finally, we draw
a conclusion about what species are formed in the ZrO2 and H2O adduct.
5.4.1 Harmonic Oscillator Approximation
Previous study [166] revealed the most stable geometry of ZrO2 ·H2O is the chemically ab-
sorbed cis-OH OZr(OH)2 structure (See Figure 5.2). It has an umbrella-like shape, with Zr outside
the O-O-O plane. We hypothesized that this was the only species that was probed in the experiment
since it was an ultra-cold experiment.
Figure 5.2: The cis-OH OZr(OH)2 structure of ZrO2 ·H2O. It has an umbrella-like shape, with Zr
outsidethe O-O-O plane. It is the most stable geometry of ZrO2 and H2O adduct reported by Dixon.
A frequency calculation and a normal mode analysis was done on this geometry usingωB97XD
and the SC basis set. Table 5.1 shows the normal modes and their corresponding frequencies. Of
particular interest here is mode a1 which has an umbrella-like motion with a double well potential.
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Table 5.1: Normal mode analysis of OZr(OH)2. Frequencies are in cm
-1. Calculated in Gaussian
with ωB97XD and the SC basis set.
normal mode mode frequency
a1 91.51
a2 170.57
a3 210.63
a4 427.78
a5 439.07
a6 492.31
a7 513.69
a8 624.39
a9 648.97
a10 949.75
a11 3971.86
a12 3974.14
Figure 5.3 shows the cryo-SEVI spectrum overlaid with sticks generated by a Franck-Condon
simulation using Gaussian Development Version Revision 10+ with the same model chemistry as
in Table 5.1. The blue line is the experimental spectrum and the black sticks represent simulated
FC progressions calculated by Gaussian. The simulated peaks are annotated with their vibronic
states. Excited states of the anionic OZr(OH)2 are not considered since they are not populated in
the ultra-cold cryo-SEVI experiments.
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Figure 5.3: The cryo-SEVI spectrum overlaid with sticks generated by a Franck-Condon simulation
using Gaussian. The blue line is the experimental spectrum and the black sticks are the peaks and the
corresponding relative intensities calculated by Gaussian. The simulated peaks are annotated with
their vibrational states. The notation 110 means the peak is produced by exciting an electron from
the vibrational ground state of anionic OZr(OH)2 to the neutral OZr(OH)2 with mode a1 excited to
the first excited state. 1102
1
0 denotes a combination mode of a1 and a2, both at the first excited state.
The calculated vertical excitation energy was shifted horizontally and a1, a2, a4 were scaled
to achieve optimal alignment with the experimental spectrum. Their original and changed values
are shown in Table 5.2.
Table 5.2: Details of the scaling and the shift operations.
item original/cm-1 changed/cm-1
vertical excitation 9910.2 9385.5
a1 91.5 70.0
a2 170.6 166.0
a4 427.8 390.0
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For a1, the first and the second excited states match the experimental spectrum well, but 130
does not match any peaks in the spectrum. We attribute this to the high anharmonicity of a1. For
a2, calculated intensities are quite low (including the combination modes with a1) and match poorly
with the spectrum. In addition, many peaks in the spectrum are not found from the simulated results
in the 9500 - 9750 cm-1 region. Therefore, we need to take anharmonicity into account.
In order to simulate a double-well potential, we tried the potential of the following form:
V(X) = λx4 − kx2
but it did not produce a better FC simulation than the harmonic approximation. The results are
omitted here.
5.4.2 Anharmonic Treatment with DVR
Discrete Variable Representation (DVR), a numerical method using grid point basis func-
tions (in our case particle in a box wave functions) to represent the Hamiltonian for selected normal
modes, was then employed. The benefit of DVR is that it only requires single point potential en-
ergies on the grid points and can achieve high accuracy in simulating anharmonic potentials, given
a fine grid. The results are shown in Figure 5.4 in red sticks. Clearly, the anharmonicity is repro-
duced. Moreover, every simulated stick consists of two predicted peaks of the same energy, which
successfully simulated the doublet behavior of a double-well mode.
One complication involved in a DVR calculation is that we cannot obtain force constants
from DVR calculations since they are numerical methods. Therefore, there is no obvious way to
scale the frequencies. We tried to achieve the scaling effect by directly scaling all the scanned
potential energies. The results are shown in Figure 5.4. The simulated peaks were indeed scaled,
in an anharmonic way. That is, the peak shift increases as it gets to higher excitation level. It also
appears that 90% scaled results match better than the original results.
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Figure 5.4: Cryo-SEVI spectrum of the electron detachment process of anionic ZrO2 and H2O
adduct, overlaid with two series of DVR-simulated FC progressions, one unscaled, the other had its
potential energies scaled to 90%.
Figure 5.5 show the result of the 90% scaled DVR-simulated FC progressions combined with
the Gaussian-simulated results in Figure 5.3. All excitations that involve a1 were removed from the
Gaussian results. This combined simulated spectrum matches more than half of the peaks in the
cryo-SEVI spectrum, but are still missing a few significant peaks.
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Figure 5.5: 1D-DVR analysis on mode a1 combined with the Gaussian results with a1 truncated,
overlaid with the cryo-SEVI spectrum
Comparing to the pure Gaussian FC simulation, this combined graph does not take into con-
sideration the combination modes of a1 and a2 because the lack of ways to incorporate a DVR
calculation into Gaussian. A 2D DVR simulation on a1 and a2 would reproduce the combination
modes. There are a few other facts that supports this direction of study. First, a2 and a1 have similar
motions and they should couple fairly strongly. It is highly likely that a1 & a2 combination modes
played an important role in the experimental spectrum. Second, it is shown that DVR simulations
produce different relative intensities than the harmonic FC simulations from Gaussian. Doing a 2D
DVR may change the relatively low intensities of a2 related modes predicted by Gaussian. Third,
both a1 and a2 are very soft modes which match the range where we failed to predict the most
peaks. All other modes have too big frequencies to be considered candidates of the missing peaks
in 9500 - 9700 cm-1.
Figure 5.6 shows the 2D DVR result in comparison with the 1D one. Both 1D and 2D DVR
scan energies are scaled to 90% of their original values. Most sticks are labeled with their corre-
sponding vibronic transition. Clearly, 1D and 2D do not differ significantly in their a1 transitions,
so only the 1D ones are labeled. Note that the 160 transition simulated by 1D and 2D are separated
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by ∼ 20 cm-1. In addition, 2D DVR calculation do not provide information on vibronational as-
signment of sticks that correspond to a2 and a1/a2 combination modes. The labels on those sticks
were estimated based on their position, and in a way analogous to the a1 progressions. a2 and a1/a2
signals are significantly weaker than a1’s which agrees with the Gaussian results. Most importantly,
2D DVR predicted four more peaks than 1D DVR in the 9750 - 9950 region, despite the intensity
mismatch with the experimental spectrum.
Figure 5.6: Cryo-SEVI spectrum of the electron detachment process of anionic ZrO2 and H2O
adduct, overlaid with both 1D and 2D DVR-simulated FC progressions. The simulated sticks are
labeled with their corresponding vibrational transitions.
Combining the results from 2D DVR and Gaussian, we summarize vibrational assignments
in Table 5.3. The peak labels are those shown in Figure 5.1.
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Table 5.3: Peak positions, shifts from the 0 to 0 transition and viborational assignments of features
in the cryo-SEVI spectrum of ZrO2 and H2O adduct. Peak R and S could be either 2
2
01
2
0 or 8
1
0
because the they are only a few cm-1 apart.
Peak eBE (cm-1) Shift (cm-1) Assignment
A 9385.5 0 000
B 9452.4 66.9 110
C 9458.9 73.4 110
D 9500.4 114.9 unassigned
E 9529.2 143.7 unassigned
F 9551.5 166 210
G 9570.3 184.8 120
H 9613.8 228.3 unassigned
I 9625.6 240.1 unassigned
J 9661 275.5 unassigned
K 9666 280.5 unassigned
L 9712 326.5 130
M 9763.5 378 2101
2
0
N 9773.8 388.3 410
O 9812.7 427.2 2201
1
0
P 9844.5 459 140
Q 9889 503.5 2101
3
0 or 7
1
0
R 9933.5 548 2201
2
0 or 8
1
0
S 9939.8 554.3 2201
2
0 or 8
1
0
T 9957.9 572.4 unassigned
U 9981.8 596.3 150
In summary, the umbrella motion a1 is highly anharmonic and cannot be treated with a har-
monic approximation. DVR was employed to simulate vibronic states of the double-well potential
and produced an FC progression of increasing spacing. To further simulate the strong coupling be-
tween a1 and a2 and recover their combination modes, 2D DVR was employed and applied to both
a1 and a2. 2D DVR predicted four more peaks in the 9750 - 10000 cm-1 region. Despite the success
of DVR, four peaks between 9500 and 9700 cm-1 are still unable to be simulated. Due to the fact
that all other modes have too big frequencies to be considered candidates of the missing peaks in this
range, we think there were other species that were probed in the cryo-SEVI experiment. However,
to this end, we have not found a qualifying candidate. Species that we have considered include the
lowest electronic excited state of the singlet neutral OZr(OH)2 which lies 4.27 eV above the ground
state, and the triplet neutral OZr(OH)2 which lies 2.76 eV above the singlet.
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Chapter 6
Summary & Outlooks
6.1 Summary
The goal of this work is to expand the computational toolkit for theoretical chemistry, with an
emphasis on expanding knowledge on potential energy surfaces (PES) and transition metal chem-
istry.
A PES is a multi-dimensional hyper surface. Due to the high dimensionality, efficient com-
putational tools are essential to study PESs. This thesis dedicated most work to developing compu-
tational tools around PES. These works include benchmarking a spin projection method to correct
distorted PES due to spin contamination, a geometry optimization tool that locates the minimum
energy crossing point of two adiabatic PESs of different spins, and a mechanism generator that con-
nects two points on a PES with intermediates that constitute reaction paths with low energy barriers.
In addition, a Franck-Condon (FC) simulator using 2D- discrete variable representation (DVR) was
developed and used to interpret a cryo-SEVI spectra of ZrO2 and H2O adduct produced by our
experimental collaborator.
A benchmark of Approximate Projection. Single-determinantal methods, such as conven-
tional DFT, can introduce spin contamination error to approximate wave functions, which in turn
distorts the resulting PES. This error is prominent in transition metal systems. We applied the Ap-
proximate Projection (AP) method and the corresponding first and second derivative algorithms, to
calculate the magnetic exchange coupling constants (J-couplings) of 9 bi-metallic complexes and
the spin crossover energy gaps of 43 mono-center transition metal complexes. AP reduced the
mean average error (MAE) of the 43 energy gaps from 14.92 to 3.03 kcal/mol. Although slightly
worse than Friesner’s DBLOC method, AP does not introduce any fitting parameters for the test set
and incurs minimal computational cost. On the other hand, AP was found to behave worse than a
non-projection (NP) method for calculating J-couplings, due to the spin contamination errors being
outweighed by errors from DFT functional. In addition, both J-coupling and spin crossover gap
were found to be mostly unaffected by AP-corrected geometry optimization, although studies had
shown that AP correction greatly altered the energy landscape of transition metal species.
MECP optimization. Minimum energy crossing point (MECP) is the minima on the cross-
ing seam of two adiabatic PESs. In terms of intersystem crossing events, the two surfaces are those
of two spin states. An optimization tool was developed that locates the MECP geometry given two
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spin states using a projected gradient method. The tool also incorporated efficient geometry opti-
mization techniques such as GDIIS and GEDIIS, which accelerates the optimization process by 30 -
40%, and makes MECP optimizations more robust, compared to Harvey’s implementation. Despite
the significant acceleration, in some cases the optimization tool behaves worse than Harvey’s. A
common issue has been identified in the tool that the optimizer sometimes goes off the seam near
convergence, causing delays in optimization. This will be addressed in future work.
Mechanism generator. Chemical intuition is not always reliable when trying to elucidate
the most complex and counter-intuitive reaction mechanisms. Various tools have been developed to
help chemists systematically searches the PES for the lowest energy pathway between two points,
but there is still room for improvement. Computational cost and human intervention are two main
factors one has to consider when designing a tool. In general, more human intervention means less
computational cost, but also means less systematic and an increased chance to miss important pos-
sible paths. Herein, a systematic approach is proposed to generate reaction mechanisms based on
an electron-pushing model, and is implemented. Given reactants and products, the program sys-
tematically generates all reaction pathways between them. The results are filtered on the fly by
pre-defined rules in the language of the Lewis structure and electron-pushing arrows, which deter-
mine what structure are “allowed” in the mechanism search. Thus, the amount of human input as
well as computational cost become adjustable. Depending on one’s need, more specific rules will
yield a more restricted search, thus less running time. Vice versa. We applied this tool to a substi-
tution reaction, a Diels-Alder reaction and a Claisen ester condensation reaction, and successfully
generated the accepted mechanism for all three. The “human input tuning” was shown to be very ef-
fective in reducing computational cost while still able to discover the accepted mechanism if applied
correctly. In addition, we analyzed the time complexity of our algorithm. It is O(k ∗ mp∗a(1 + md),
where k is the number of intermediates in the network, m is the number of active atoms, p is the
number of pairs of electrons allowed to move in one elementary step, a is the exponent of the
time complexity of enumerating a single electron-pushing arrow and d is the exponent of the time
complexity of deduplication a single SMILES.
A computational simulation of a cryo-SEVI spectrum of ZrO2 and H2O adduct. Zirco-
nium oxide is found to have potential applications as catalyst in water splitting reactions. Recently,
a high-resolution cryo-SEVI spectrum of the adduct of ZrO2 and H2O were produced by our ex-
perimental collaborator, which showed dense features in the first 600 cm-1 range after the vertical
excitation. We found that an umbrella motion of one possible adduct structure may play important
roles in the spectrum. Due to high anharmonicity of this mode and its strong coupling with a similar
mode, we employed 2D DVR to simulate the FC progressions of this structure. Employing 2D DVR
method, we were able to account for the anharmonicity of the umbrella mode, and interpret most of
the peaks in the dense vibronic spectra, thus shedding some light on the structure of the adduct.
6.2 Future Work
Although the developed tools for theoretical chemistry show good usability and potential
of expanding our chemical knowledge, a number of aspects need further development and closer
examination.
The MECP optimization tool is a robust and faster tool compared to previously developed
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ones. However, there is still room for improving where the optimizer sometimes goes off the seam
near convergence and causes the optimization to take many extra steps. We think this is a systematic
error that can be fixed in multiple ways. First, tuning the proportion of the two components in the
projected gradient could fix this error. When the structure is far away from the seam, tune up the
branching component (the second term in eq. 4.5, to drive it to the seam faster. When the structure
is close to the seam, tune down the branching component so that the optimizer does not stray away.
This method requires some fine tuning and multi-phase design. The second direction is to use the
Hessian to decide the size of each optimization step. Care must be taken in calculating Hessian
because the gradient is not a proper derivative of an energy function.
The mechanism generator provides a systematic way of discovering unknown reaction mech-
anisms. The mechanism search is based on customizable rules which is designed to mimic an
electron-pushing model. This tool is able to generate possible mechanisms for up to 8 - 10 reacting
atoms depending on the rule set. Having achieved this, there are still a number of improvements
that can be made.
• Thermodynamics analysis. This provides a filter that filters out high energy intermediates
when there are too many reaction pathways to be examined manually. It requires an energy
calculation on each intermediate that is generated. A notable difficulty one has to address
is that when a generated intermediate contains multiple species, each needs to be properly
separated and calculated for their individual energies. In addition, some fragment species
appear repeatedly in the reaction network, so building a database that stores a mapping be-
tween model chemistry, species and their energies would greatly speed up the mechanism
generation.
• Metals and radicals support. The tool uses the electron-pushing model as the electron-
counting scheme in the enumeration stage, which is based on the rules of Lewis structures. It
sometimes fails to describe metal-involving reactions, especially those that involve oxidation
and reduction. The new scheme should be based on oxidation state. For radicals, the electron-
pushing model can still be used with small modifications (move one electron instead of two).
• Transition state structures. Kinetics analysis enables a quantitative study on the reaction
network, thus enabling automatic prediction of the most probable reaction mechanism. This
requires a reliable way to find the transition structure between every two connecting species
in the reaction network. Existing methods all have their limitations. One possible direc-
tion is to find a fast way to generate a guess transition state structure, and use methods like
quadratic synchronous transit [186], which is known to be reliable when the guess structure
is reasonably close to the true transition state.
• Double-ended mechanism expansion. The current algorithm starts at the reactant and ex-
pands the reaction network in all directions until one branch reaches the product. Most
branches go further away from the product and thus are wasteful. One way to avoid this
is to expand the reaction network from both ends, until they meet in between. Another way
is to define a distance between the reactant and the product on the reaction graph, and only
expand in the direction that reduces the distance.
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Appendix A
Converged MECP geometries of 7
molecules discussed in Chapter 4
Table A.1: Optimized MECP geometry of Species 1
Atomic Coordinates (Å)
Number X Y Z
1 -0.18299 0 -0.12624
6 0.045195 0 0.971858
1 1.166343 0 0.999449
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Table A.2: Optimized MECP geometry of Species 2
Atomic Coordinates (Å)
Number X Y Z
6 -1.38278 0.427476 0.090213
9 -0.83181 0.684033 1.266212
9 -2.66546 0.750792 0.120724
9 -1.26184 -0.87279 -0.17856
53 -0.34836 1.578812 -1.4977
8 -1.06455 3.364743 -0.3536
Table A.3: Optimized MECP geometry of Species 3
Atomic Coordinates (Å)
Number X Y Z
6 -0.87995 3.752969 -0.19013
6 0.508456 3.73792 -0.18956
6 1.116843 5.008979 -0.19017
6 0.508817 6.279689 -0.19126
6 -0.87958 6.264509 -0.1918
6 -1.57336 5.008551 -0.19124
1 -1.44106 2.82504 -0.18973
1 1.084196 2.819466 -0.18872
1 1.084461 7.198197 -0.19165
1 -1.44082 7.19238 -0.19265
1 -2.65905 5.008713 -0.19167
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Table A.4: Optimized MECP geometry of Species 4
Atomic Coordinates (Å)
Number X Y Z
6 1.784037 1.184435 0.724065
1 1.628462 2.032772 1.374776
6 1.658972 1.186927 -0.68167
1 1.346556 2.018452 -1.29338
6 1.894 -0.14023 -1.12934
1 1.857775 -0.47872 -2.15452
6 2.203413 -0.10377 1.144626
1 2.463291 -0.39433 2.149968
6 2.284315 -0.92684 -0.01775
1 2.608985 -1.95486 -0.0468
6 -1.83663 -0.16192 -1.14273
1 -1.78921 -0.5001 -2.16757
6 -2.22594 -0.95281 -0.03381
1 -2.53862 -1.98448 -0.065
6 -2.16283 -0.12871 1.12895
1 -2.42661 -0.42211 2.132449
6 -1.62006 1.167922 -0.69366
1 -1.31271 2.002858 -1.30329
6 -1.75518 1.164167 0.711141
1 -1.61392 2.014263 1.362819
42 0.025104 -0.45665 0.334616
6 0.0305 -2.06226 1.386456
8 0.033699 -3.03448 2.030752
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Table A.5: Optimized MECP geometry of Species 5
Atomic Coordinates (Å)
Number X Y Z
6 1.743707 1.21586 0.686358
1 1.543156 2.031211 1.365825
6 1.663092 1.259728 -0.70006
1 1.383228 2.112989 -1.29929
6 1.940466 -0.05186 -1.19941
1 1.983321 -0.33683 -2.24077
6 2.088537 -0.11791 1.072443
1 2.279642 -0.45503 2.079052
6 2.291851 -0.87821 -0.10514
1 2.626486 -1.90157 -0.15593
6 -1.93985 -0.05268 -1.1999
1 -1.98231 -0.33763 -2.24128
6 -2.2912 -0.8792 -0.10574
1 -2.62542 -1.90269 -0.15665
6 -2.08849 -0.11886 1.071914
1 -2.27973 -0.45608 2.078463
6 -1.66309 1.258992 -0.70044
1 -1.3834 2.112382 -1.29956
6 -1.74405 1.215046 0.685965
1 -1.54399 2.030452 1.36551
42 0.000258 -0.62535 0.051698
1 0.000561 -2.24503 -0.41801
1 0.000271 -1.62545 1.405952
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Table A.6: Optimized MECP geometry of Species 6
Atomic Coordinates (Å)
Number X Y Z
6 -1.94131 -1.15715 -0.6325
6 -0.57228 -1.04245 -0.5166
6 0.060461 0.212418 -0.32002
6 -0.73695 1.416564 -0.24678
6 -2.15121 1.256018 -0.38511
6 -2.72746 0.01586 -0.5649
1 -2.40788 -2.12658 -0.77819
1 0.055239 -1.93094 -0.57455
1 -2.75149 2.15957 -0.33781
1 -3.80876 -0.06025 -0.65935
8 -0.24963 2.59632 -0.07068
6 1.493063 0.238383 -0.25055
1 1.996133 -0.72699 -0.39825
7 2.227581 1.286709 -0.04744
6 3.60595 8.436195 -0.22527
6 4.163335 7.182749 -0.35082
6 3.382908 6.000366 -0.24501
6 1.959534 6.098528 -0.00137
6 1.41874 7.419045 0.107409
6 2.213581 8.540191 0.003708
1 4.219094 9.328323 -0.30803
1 5.23063 7.077961 -0.54124
1 0.349441 7.494479 0.280005
1 1.760598 9.525018 0.097218
8 1.174555 5.086026 0.123641
6 4.038686 4.744421 -0.45134
Atomic Coordinates (Å)
Number X Y Z
1 5.096613 4.801025 -0.74126
7 3.494613 3.569099 -0.34978
6 3.69015 1.157669 -0.02981
1 3.988421 0.249097 -0.57457
6 4.263684 2.388157 -0.77639
1 5.321248 2.511864 -0.49857
27 1.606448 3.183519 0.147958
6 0.782691 2.263019 2.969066
6 0.571785 2.302658 4.345791
6 1.162595 3.326032 5.086032
6 1.939333 4.271062 4.416243
6 2.092819 4.15423 3.036606
7 1.531073 3.167914 2.321894
1 1.018025 3.388144 6.161066
1 0.334251 1.490274 2.353812
1 -0.04645 1.546756 4.819512
1 2.416074 5.089655 4.94596
1 2.677969 4.875614 2.474917
6 4.220206 1.056269 1.407455
1 3.762597 0.207938 1.927406
1 5.306665 0.908332 1.400169
1 3.995903 1.964575 1.972831
6 4.168406 2.221379 -2.3005
1 3.126059 2.086649 -2.60888
1 4.561748 3.106147 -2.81179
1 4.744184 1.348827 -2.63108
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Table A.7: Optimized MECP geometry of Species 7
Atomic Coordinates (Å)
Number X Y Z
29 -0.97182 0.172523 0.97429
29 0.762663 -1.61566 0.968115
6 0.894761 0.252879 0.141821
6 -1.09017 -1.67684 0.108035
6 1.626348 0.958203 -0.5522
6 -1.81203 -2.36909 -0.6089
6 2.463635 1.764602 -1.3646
6 3.387954 2.653045 -0.78498
6 2.379429 1.684669 -2.7669
6 4.202775 3.436943 -1.5879
1 3.457414 2.719361 0.298331
6 3.198325 2.472523 -3.56156
1 1.666129 0.999149 -3.21745
6 4.110216 3.348786 -2.97574
1 4.914578 4.121081 -1.13187
1 3.127168 2.404892 -4.64461
1 4.750714 3.964955 -3.60259
6 -2.64168 -3.1639 -1.43998
6 -3.56949 -4.06114 -0.87925
6 -2.54728 -3.06453 -2.84042
6 -4.37763 -4.83456 -1.6989
1 -3.64649 -4.14212 0.202603
6 -3.35959 -3.84209 -3.65173
1 -1.83135 -2.37224 -3.27619
6 -4.27492 -4.72715 -3.08469
1 -5.09212 -5.52555 -1.25761
1 -3.28065 -3.75954 -4.7332
Atomic Coordinates (Å)
Number X Y Z
1 -4.9102 -5.33516 -3.72469
7 -0.94479 2.101716 1.712554
1 -0.96531 2.804536 0.974875
1 -0.05106 2.183624 2.194114
7 -2.90372 0.17365 1.699505
1 -2.78371 -0.41392 2.52752
1 -3.58371 -0.27455 1.089452
7 2.693298 -1.64479 1.701435
1 2.799962 -0.75574 2.186833
1 3.393697 -1.68079 0.962053
7 0.712308 -3.55005 1.685683
1 0.243789 -4.21491 1.074223
1 0.130657 -3.41743 2.515923
6 -2.07457 2.244518 2.65311
1 -1.7784 1.750692 3.584778
1 -2.2979 3.295347 2.87577
6 -3.29116 1.548465 2.06461
1 -3.61932 2.057364 1.150024
1 -4.12664 1.570411 2.776242
6 2.807815 -2.7822 2.63666
1 2.324994 -2.47676 3.571088
1 3.852773 -3.03515 2.855203
6 2.076962 -3.97672 2.04512
1 2.077908 -4.81549 2.753218
1 2.574017 -4.31487 1.127673
17 -0.12423 -0.74884 3.336144
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Appendix B
All 32 intermediates in the reaction
graph generated for the substitution
reaction in Section 2.2.1
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Figure B.1: All 32 intermediates in the reaction graph generated for the substitution reaction in
Section 2.2.1
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Appendix C
Supporting material for chapter: On the
Effect of Spin-Projection on Potential
Energy Surfaces
Table C.1: J-couplings calculated by B3LYP before and after geometry change made to binuclear
transition metal compound 3, 6, 8, 9
Complex Before After Experiment
3 -35.8 -32.6 -15.7
6 100.4 97.8 84
8 12.1 13.3 18.5
9 75.61 71.3 54.4
1 Peralta, J. E.; Melo, J. I. J. Chem. Theory Comput. 2010, 6, 1894-1899.
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Table C.2: maximum geometric parameter change from crystal structures to AP optimized structures
Geometric parameter/Complex 1 2 3 4 5 6 7 8 9
Bond length(Å) 1.25 0.19 0.26 0.35 0.04 0.10 0.30 0.07 0.35
Metal-involving bond length(Å) 0.03 0.08 0.26 0.05 0.04 0.10 0.12 0.07 0.09
Angles(°) 8.4 12.2 36.1 16.3 3.2 30.5 16.0 8.2 14.2
Metal-involving angles(°) 6.1 3.4 36.1 2.0 3.2 26.8 16.0 8.2 11.8
Dihedrals(°) 15.8 34.2 89.1 35.2 40.1 30.9 21.4 57.5 63.6
Metal-involving dihedrals(°) 12.8 29.8 75.3 21.3 2.7 28.8 21.4 51.7 63.6
Table C.3: J-couplings (in wavenumber) calculated by B3LYP
Complex 1 2 3 4 5 6 7 8 9
S a1 0.5 0.5 2.5 0.5 2 0.5 0.5 1.5 2
S b 0.5 0.5 0.5 0.5 1.5 0.5 0.5 0.5 0.5
CSP2 -90.7 -105.9 -32.7 -101.0 -170.1 100.1 130.6 13.3 71.5
CNP -45.3 -53.0 -27.2 -50.5 -136.1 50.1 65.3 9.9 57.2
CAP -89.9 -104.7 -32.6 -100.1 -168.6 97.8 130.2 13.3 71.3
LSP -88.4 -119.0 -43.3 -122.3 -132.9 157.7 113.0 34.4 115.7
LNP -44.2 -59.5 -36.1 -61.1 -106.3 78.8 56.5 25.8 92.6
LAP -87.7 -117.7 -43.2 -121.2 -131.7 154.0 112.7 34.4 115.4
HSP -88.5 -109.9 -39.9 -91.8 -120.9 182.4 119.6 34.8 129.3
HNP -44.2 -54.9 -33.3 -45.9 -96.7 91.2 59.8 26.1 103.4
HAP -87.7 -108.7 -39.8 -91.0 -119.8 178.1 119.3 34.8 129.0
ASP -93.3 -116.1 -44.1 -121.9 -136.4 132.0 116.1 34.2 112.7
ANP -46.6 -58.1 -36.7 -60.9 -109.1 66.0 58.1 25.6 90.2
AAP -92.7 -114.8 -43.9 -120.8 -135.2 129.0 115.8 34.2 112.4
Exp -30.9 -37.4 -15.7 -107 -110 84.0 57.0 18.5 54.4
S 2HS
3 2.00 2.01 12.01 2.02 15.84 2.01 2.00 6.03 8.83
S 2LS 1.00 0.99 6.99 1.01 3.73 0.98 1.00 3.03 4.82
1 Spin quantum number of each spin site
2 The first letter denotes geometry, C stands for crystal, L stands for low spin, H stands for high spin, A stands
for AP; the last two letters denote method, SP stands for spin projected, NP stands for non projected, AP stands
for approximate projection
3 Spin square expectation value at AP geometry for both HS and LS state
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Table C.4: J-couplings (in wavenumber) calculated by LC-ωPBE
Complex 1 2 3 4 5 6 7 8 9
S a1 0.5 0.5 2.5 0.5 2 0.5 0.5 1.5 2
S b 0.5 0.5 0.5 0.5 1.5 0.5 0.5 0.5 0.5
CSP2 -44.9 -58.8 -16.7 -63.0 -151.9 314.8 118.1 23.7 62.1
CNP -22.5 -29.4 -13.9 -31.5 -121.5 157.4 59.0 17.8 49.7
CAP -43.6 -56.9 -16.3 -61.1 -147.3 300.9 115.2 23.2 60.6
LSP -27.4 -66.9 -16.7 -83.7 -136.6 314.8 107.5 23.7 62.1
LNP -13.7 -33.4 -13.9 -41.8 -109.3 157.4 53.8 17.8 49.7
LAP -27.2 -66.1 -16.7 -83.0 -135.4 307.4 107.2 23.7 62.0
HSP -25.1 -63.6 -16.6 -66.3 -123.5 343.0 109.5 24.2 64.6
HNP -12.6 -31.8 -13.8 -33.2 -98.8 171.5 54.7 18.2 51.7
HAP -24.9 -62.9 -16.5 -65.7 -122.3 334.9 109.2 24.2 64.4
ASP -29.5 -69.4 -16.8 -110.9 -141.4 287.0 105.3 23.6 61.4
ANP -14.8 -34.7 -14.0 -55.4 -113.1 143.5 52.7 17.7 49.1
AAP -29.5 -69.2 -16.8 -110.2 -140.3 283.4 105.2 23.6 61.0
Exp -30.9 -37.4 -15.7 -107 -110 84.0 57.0 18.5 54.4
S 2HS
3 2.00 2.01 12.01 2.02 15.84 2.01 2.00 6.03 8.83
S 2LS 1.00 0.99 6.99 1.01 3.73 0.98 1.00 3.03 4.82
1 Spin quantum number of each spin site
2 The first letter denotes geometry, C stands for crystal, L stands for low spin, H stands for high spin, A stands
for AP; the last two letters denote method, SP stands for spin projected, NP stands for non projected, AP stands
for approximate projection
3 Spin square expectation value at AP geometry for both HS and LS state
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Table C.5: J-couplings (in wavenumber) calculated by CAM-B3LYP
Complex 1 2 3 4 5 6 7 8 9
S a1 0.5 0.5 2.5 0.5 2 0.5 0.5 1.5 2
S b 0.5 0.5 0.5 0.5 1.5 0.5 0.5 0.5 0.5
CSP2 -49.5 -60.6 -15.5 -71.8 -143.7 183.8 119.7 10.9 48.1
CNP -24.8 -30.3 -12.9 -35.9 -115.0 91.9 59.8 8.2 38.5
CAP -48.0 -58.7 -15.1 -69.7 -139.4 175.7 116.8 10.7 47.0
LSP -35.9 -73.1 -20.6 -92.8 -122.8 239.8 101.3 25.4 69.6
LNP -18.0 -36.5 -17.1 -46.4 -98.3 119.9 50.7 19.0 55.6
LAP -35.6 -72.2 -20.5 -92.0 -121.7 234.2 101.0 25.4 69.4
HSP -33.6 -69.2 -20.2 -73.8 -113.5 261.1 104.6 25.7 73.0
HNP -16.8 -34.6 -16.8 -36.9 -90.8 130.6 52.3 19.3 58.4
HAP -33.3 -68.4 -20.1 -73.2 -112.4 255.0 104.3 25.7 72.8
ASP -38.9 -75.7 -20.6 -122.9 -125.9 218.5 97.1 25.3 68.7
ANP -19.5 -37.8 -17.2 -61.5 -100.7 109.2 48.6 19.0 55.0
AAP -38.9 -75.4 -20.6 -122.2 -125.0 215.6 97.0 25.2 68.3
Exp -30.9 -37.4 -15.7 -107 -110 84.0 57.0 18.5 54.4
S 2HS
3 2.00 2.01 12.01 2.02 15.84 2.01 2.00 6.03 8.83
S 2LS 1.00 0.99 6.99 1.01 3.73 0.98 1.00 3.03 4.82
1 Spin quantum number of each spin site
2 The first letter denotes geometry, C stands for crystal, L stands for low spin, H stands for high spin, A stands
for AP; the last two letters denote method, SP stands for spin projected, NP stands for non projected, AP stands
for approximate projection
3 Spin square expectation value at AP geometry for both HS and LS state
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Table C.6: J-couplings (in wavenumber) calculated by ωB97XD
Complex 1 2 3 4 5 6 7 8 9
S a1 0.5 0.5 2.5 0.5 2 0.5 0.5 1.5 2
S b 0.5 0.5 0.5 0.5 1.5 0.5 0.5 0.5 0.5
CSP2 -47.9 -60.8 -15.6 -79.1 -148.3 179.7 127.9 13.1 49.9
CNP -24.0 -30.4 -13.0 -39.6 -118.6 89.9 63.9 9.8 39.9
CAP -46.5 -58.8 -15.2 -76.8 -143.8 171.7 124.8 12.8 48.7
LSP -33.7 -63.4 -20.4 -97.9 -128.4 222.5 115.2 27.6 71.9
LNP -16.9 -31.7 -17.0 -49.0 -102.7 111.3 57.6 20.7 57.5
LAP -33.4 -62.7 -20.3 -97.1 -127.2 217.3 114.9 27.6 71.7
HSP -31.7 -61.1 -20.0 -79.8 -118.0 243.0 117.1 28.0 75.2
HNP -15.9 -30.5 -16.7 -39.9 -94.4 121.5 58.5 21.0 60.2
HAP -31.4 -60.4 -19.9 -79.1 -116.9 237.2 116.8 28.0 75.1
ASP -36.1 -65.7 -20.5 -127.3 -132.0 202.7 113.0 27.5 71.1
ANP -18.0 -32.9 -17.1 -63.6 -105.6 101.3 56.5 20.6 56.9
AAP -36.0 -65.5 -20.5 -126.3 -131.0 200.1 112.8 27.5 70.7
Exp -30.9 -37.4 -15.7 -107 -110 84.0 57.0 18.5 54.4
S 2HS
3 2.00 2.01 12.01 2.02 15.84 2.01 2.00 6.03 8.83
S 2LS 1.00 0.99 6.99 1.01 3.73 0.98 1.00 3.03 4.82
1 Spin quantum number of each spin site
2 The first letter denotes geometry, C stands for crystal, L stands for low spin, H stands for high spin, A stands
for AP; the last two letters denote method, SP stands for spin projected, NP stands for non projected, AP stands
for approximate projection
3 Spin square expectation value at AP geometry for both HS and LS state
Table C.7: Errors of spin crossover gaps of a selection of complexes calculated by AP with
B3LYP/6-311G* and B3LYP/LACV3P, and by DBLOC (B3LYP/LACV3P)
complex 6-311G* LACV3P DBLOC
cr223tetcl2 0.93 0.53 1.82
crcn6 3.36 5.17 5.73
mncn6 0.10 0.92 0.47
fe(3)cn6 4.04 3.43 3.58
col2 10.58 12.56 0.56
coterpy 4.45 3.62 1.89
nibipy3 5.09 9.04 0.95
nidpdpm2h2o2 2.22 6.20 0.20
niphen3 5.09 8.96 6.23
mnen3 3.11 3.64 4.22
MAE 3.90 5.41 2.57
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Table C.8: Spin crossover gaps (kcal/mol) on crystal, optimized
ground state and optimized AP-corrected ground state geometries
calculated by B3LYP/6-311G(d) considering solvent effect and
their errors wrt. experiments
complex G1 G2 G3 G4 exp. E1 E3 E4 E0
cr(3)f6 24.80 25.40 38.09 38.33 40.37 15.57 2.28 2.04 1.30
cr223tetcl2 24.18 23.78 35.60 36.24 36.53 12.35 0.93 0.29 1.82
crccsime36 20.94 21.49 32.23 32.63 33.52 12.58 1.29 0.89 2.61
crcn6 21.18 22.96 34.36 35.68 31 9.82 3.36 4.68 5.73
crcyclamncs2 23.11 23.22 34.79 35.14 34.54 11.43 0.25 0.60 3.43
cren3 25.38 25.81 38.65 38.83 38.67 13.29 0.02 0.16 1.56
crnh34cl2 25.15 24.86 37.24 37.83 36.95 11.80 0.29 0.88 2.31
crnh36 25.78 25.98 38.92 39.29 39.15 13.37 0.23 0.14 0.82
crox3 23.77 23.86 35.76 36.20 36.53 12.76 0.77 0.33 1.24
mnf6 25.87 25.78 38.57 39.25 41.24 15.37 2.67 1.99 1.31
mn2p2pameth2 11.70 11.45 22.24 22.19 46.55 34.85 24.31 24.36 4.47
mncn6 11.87 12.21 24.20 26.51 24.1 12.23 0.10 2.41 0.47
crf6 13.22 13.15 26.13 25.39 28.09 14.87 1.96 2.70 3.87
vf6 12.68 12.87 25.69 23.97 24.66 11.98 1.03 0.69 1.04
vurea6 12.13 12.24 24.42 24.55 23.99 11.86 0.43 0.56 0.41
fe(3)cn6 62.21 48.95 49.18 57.61 45.14 17.07 4.04 12.47 3.58
feen3 22.62 18.90 19.09 18.81 18.89 3.73 0.20 0.08 2.18
coamn3s3sarh 29.59 31.92 31.92 31.23 33.61 4.02 1.69 2.38 0.42
coamn5ssarh 32.11 31.68 31.68 34.49 32.48 0.37 0.80 2.01 3.85
coen3 37.23 37.20 37.20 36.69 32.33 4.90 4.87 4.36 1.81
coetn4s2amp 31.27 31.88 31.88 31.45 32.62 1.35 0.74 1.17 0.52
col2 34.80 34.32 34.32 34.19 23.74 11.06 10.58 10.45 0.56
con3s3 29.54 31.69 31.69 31.26 34.72 5.18 3.03 3.46 1.16
conh35soch32 28.39 28.94 28.94 28.50 26.22 2.17 2.72 2.28 1.59
conh36 35.78 35.62 35.62 35.30 30.33 5.45 5.29 4.97 0.66
fe(2)cn6 69.80 56.66 56.66 59.57 60.93 8.87 4.27 1.36 3.33
fe2amp3 -13.18 19.59 19.59 19.34 5.26 18.44 14.33 14.08 6.25
febptnncs2 -18.73 22.14 22.14 21.64 0 18.73 22.14 21.64 3.98
fehbpz32 42.83 27.94 27.94 27.78 4.54 38.29 23.40 23.24 6.74
fepapth2 -18.39 20.29 20.29 19.90 3.82 22.21 16.47 16.08 0.05
fephen2ncs2 25.28 23.98 23.98 23.19 0 25.28 23.98 23.19 0.14
fephen2ncse2 26.67 24.57 24.57 23.85 0 26.67 24.57 23.85 0.69
fepybzimh3 -1.63 19.20 19.20 18.73 5.02 6.65 14.18 13.71 0.05
fetacn2 29.48 18.73 18.73 18.67 5.5 23.98 13.23 13.17 10.16
fetpancs2 -1.73 22.88 22.88 22.05 0 1.73 22.88 22.05 2.19
fetpen 38.66 22.87 22.87 22.60 0 38.66 22.87 22.60 5.83
fetppn3 38.88 23.00 23.00 22.72 6.69 32.19 16.31 16.03 3.83
copyimine22 14.35 9.93 9.96 9.74 3.35 11.00 6.61 6.39 3.56
coterpy 9.47 7.54 7.56 7.38 3.11 6.36 4.45 4.27 1.89
ni2meim6 15.88 15.96 31.90 31.86 28.47 12.59 3.43 3.39 0.72
nibipy3 0.06 15.12 30.20 30.23 25.11 25.05 5.09 5.12 0.95
nibpm2no3 12.54 15.19 30.10 29.99 27.64 15.10 2.46 2.35 0.79
nidmso6 15.68 16.27 32.54 32.32 30.94 15.26 1.60 1.38 2.39
nidpdpm2h2o2 15.52 15.67 31.17 31.23 28.95 13.43 2.22 2.28 0.20
nidpdpm2no3h2o 15.43 15.45 30.76 30.91 28.95 13.52 1.81 1.96 0.64
nidpdpmno32ch3cn 15.23 15.48 30.90 30.81 28.95 13.72 1.95 1.86 3.84
nidpdpmno32 9.44 14.82 29.35 29.51 28.95 19.51 0.40 0.56 0.64
niedta 9.83 15.07 30.11 30.30 27 17.17 3.11 3.30 0.93
nien2scn2 13.20 13.56 26.46 26.44 27.03 13.83 0.57 0.59 0.83
nien3 0.05 15.16 30.31 30.39 26.08 26.03 4.23 4.31 6.89
nif6 (M062x) 18.16 17.77 35.54 35.65 33.72 15.56 1.82 1.93 3.21
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Table C.8: Spin crossover gaps (kcal/mol) on crystal, optimized
ground state and optimized AP-corrected ground state geometries
calculated by B3LYP/6-311G(d) considering solvent effect and
their errors wrt. experiments
complex G1 G2 G3 G4 exp. E1 E3 E4 E0
nigly3 11.83 15.18 30.10 30.11 28.29 16.46 1.81 1.82 0.22
nih2o6 9.36 17.19 34.38 34.23 33.03 23.67 1.35 1.20 2.95
ninh36 12.55 15.70 31.39 31.51 28.23 15.68 3.16 3.28 0.22
niphen3 1.89 15.08 30.25 30.35 25.16 23.27 5.09 5.19 6.23
nipyrazole6 18.42 15.72 31.42 31.58 28.86 10.44 2.56 2.72 0.25
nitach3mepyr 12.00 14.69 29.35 29.57 23.14 11.14 6.21 6.43 4.59
nitpm2 0.03 15.47 30.91 31.26 27.78 27.75 3.13 3.48 0.85
nitpmno32 11.81 15.40 30.75 30.90 27.58 15.77 3.17 3.32 1.38
feh2o6 17.34 30.11 30.94 30.07 29.19 11.85 1.75 0.88 3.42
fethiocarbamate3 2.97 8.48 9.01 9.18 11.75 8.78 2.74 2.57 0.94
fetrencam 15.29 27.40 27.72 29.01 22.9 7.61 4.82 6.11 3.24
mnden2 20.49 37.99 42.83 42.36 39.05 18.56 3.78 3.31 4.30
mnen 19.07 37.06 41.16 38.70 38.05 18.98 3.11 0.65 4.22
mnh2o6 39.32 42.42 49.19 46.23 47.12 7.80 2.07 0.89 2.45
MAE 14.80 5.83 5.92 2.38
MAE without alpha=1 14.92 3.03 3.22 2.20
1 G1-G4 stand for spin crossover gap on different geometries, G1 is crystal structure, G2 is UDFT geometry, G3 is UDFT//AP,
G4 is the AP//AP
2 E1, E3, E4 corresponds to the error wrt. to experiments for G1, G3, G4, and E0 stands for the error of DBLOC method
Table C.9: Spin crossover gaps (kcal/mol) on crystal, optimized
ground state and optimized AP-corrected ground state geometries
calculated by B3LYP/6-311G(d) not considering solvent effect
and their errors wrt. experiments
complex G1 G2 G3 G4 exp. E1 E3 E4 E0
cr(3)f6 24.80 25.40 38.09 38.33 40.37 15.57 2.28 2.04 1.30
cr223tetcl2 24.18 23.78 35.60 36.24 36.53 12.35 0.93 0.29 1.82
crccsime36 20.94 21.49 32.23 32.63 33.52 12.58 1.29 0.89 2.61
crcn6 21.18 22.96 34.36 35.68 31 9.82 3.36 4.68 5.73
crcyclamncs2 22.17 22.10 33.12 33.46 34.54 12.37 1.42 1.08 3.43
cren3 25.38 25.63 38.36 39.08 38.67 13.29 0.31 0.41 1.56
crnh34cl2 24.68 23.95 35.50 35.68 36.95 12.27 1.45 1.27 2.31
crnh36 25.74 26.04 38.99 39.67 39.15 13.41 0.16 0.52 0.82
crox3 23.79 23.92 35.83 36.21 36.53 12.74 0.70 0.32 1.24
mnf6 25.87 25.78 38.57 39.25 41.24 15.37 2.67 1.99 1.31
mn2p2pameth2 11.71 11.33 21.94 21.26 46.55 34.84 24.61 25.29 4.47
mncn6 11.87 12.56 24.89 24.90 24.1 12.23 0.79 0.80 0.47
crf6 13.22 13.15 26.13 25.39 28.09 14.87 1.96 2.70 3.87
vf6 12.68 12.87 25.69 23.97 24.66 11.98 1.03 0.69 1.04
vurea6 12.13 12.24 24.42 24.55 23.99 11.86 0.43 0.56 0.41
fe(3)cn6 62.60 42.32 42.55 42.35 45.14 17.46 2.59 2.79 3.58
feen3 22.62 18.90 19.09 18.81 18.89 3.73 0.20 0.08 2.18
coamn3s3sarh 29.59 31.92 31.92 31.23 33.61 4.02 1.69 2.38 0.42
coamn5ssarh 32.11 31.68 31.68 34.49 32.48 0.37 0.80 2.01 3.85
coen3 37.47 33.73 33.73 41.27 32.33 5.14 1.40 8.94 1.81
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Table C.9: Spin crossover gaps (kcal/mol) on crystal, optimized
ground state and optimized AP-corrected ground state geometries
calculated by B3LYP/6-311G(d) not considering solvent effect
and their errors wrt. experiments
complex G1 G2 G3 G4 exp. E1 E3 E4 E0
coetn4s2amp 31.27 31.88 31.88 31.45 32.62 1.35 0.74 1.17 0.52
col2 34.98 34.06 34.06 33.92 23.74 11.24 10.32 10.18 0.56
con3s3 29.54 31.69 31.69 31.26 34.72 5.18 3.03 3.46 1.16
conh35soch32 28.91 25.33 25.33 25.18 26.22 2.69 0.89 1.04 1.59
conh36 36.45 30.96 30.96 30.85 30.33 6.12 0.63 0.52 0.66
fe(2)cn6 70.36 41.76 41.76 44.52 30.33 11.43 14.19 3.33
fe2amp3 -13.18 19.59 19.59 19.34 5.26 7.92 14.33 14.08 6.25
febptnncs2 -18.73 22.14 22.14 21.64 0 18.73 22.14 21.64 3.98
fehbpz32 42.83 27.94 27.94 27.78 4.54 38.29 23.40 23.24 6.74
fepapth2 -18.39 20.29 20.29 19.90 3.82 14.57 16.47 16.08 0.05
fephen2ncs2 25.28 23.98 23.98 23.19 0 25.28 23.98 23.19 0.14
fephen2ncse2 26.67 24.57 24.57 23.85 0 26.67 24.57 23.85 0.69
fepybzimh3 -1.63 19.20 19.20 18.73 5.02 3.39 14.18 13.71 0.05
fetacn2 29.48 18.73 18.73 18.67 5.5 23.98 13.23 13.17 10.16
fetpancs2 -1.73 22.88 22.88 22.05 0 1.73 22.88 22.05 2.19
fetpen 38.66 22.87 22.87 22.60 0 38.66 22.87 22.60 5.83
fetppn3 38.88 23.00 23.00 22.72 6.69 32.19 16.31 16.03 3.83
copyimine22 14.35 9.93 9.96 9.74 3.35 11.00 6.61 6.39 3.56
coterpy 9.47 7.54 7.56 7.38 3.11 6.36 4.45 4.27 1.89
ni2meim6 15.88 15.94 31.87 31.88 28.47 12.59 3.40 3.41 0.72
nibipy3 0.07 15.09 30.16 30.24 25.11 25.04 5.05 5.13 0.95
nibpm2no3 12.49 15.28 30.48 30.46 27.64 15.15 2.84 2.82 0.79
nidmso6 15.66 16.22 32.44 32.42 30.94 15.28 1.50 1.48 2.39
nidpdpm2h2o2 15.36 15.47 30.71 30.80 28.95 13.59 1.76 1.85 0.20
nidpdpm2no3h2o 15.45 15.59 31.15 30.99 28.95 13.50 2.20 2.04 0.64
nidpdpmno32ch3cn 15.00 15.11 30.14 30.15 28.95 13.95 1.19 1.20 3.84
nidpdpmno32 12.27 15.02 30.01 30.20 28.95 16.68 1.06 1.25 0.64
niedta 8.81 15.23 30.44 30.50 27 18.19 3.44 3.50 0.93
nien2scn2 13.12 13.57 26.85 26.96 27.03 13.91 0.18 0.07 0.83
nien3 0.05 15.16 30.31 30.39 26.08 26.03 4.23 4.31 6.89
nif6 (M062x) 18.16 17.77 35.54 35.65 33.72 15.56 1.82 1.93 3.21
nigly3 10.73 11.20 20.29 20.41 28.29 17.56 8.00 7.88 0.22
nih2o6 9.72 17.44 34.87 34.71 33.03 23.31 1.84 1.68 2.95
ninh36 12.55 15.70 31.39 31.51 28.23 15.68 3.16 3.28 0.22
niphen3 1.90 15.14 30.25 30.37 25.16 23.26 5.09 5.21 6.23
nipyrazole6 18.42 15.72 31.42 31.58 28.86 10.44 2.56 2.72 0.25
nitach3mepyr 12.03 14.76 29.49 29.61 23.14 11.11 6.35 6.47 4.59
nitpm2 0.03 15.47 30.91 31.26 27.78 27.75 3.13 3.48 0.85
nitpmno32 10.74 15.12 30.23 30.33 27.58 16.84 2.65 2.75 1.38
feh2o6 16.84 32.27 34.11 34.11 29.19 12.35 4.92 4.92 3.42
fethiocarbamate3 3.25 8.60 9.12 9.27 11.75 8.50 2.63 2.48 0.94
fetrencam 15.29 27.40 27.72 29.01 22.9 7.61 4.82 6.11 3.24
mnden2 20.10 36.47 36.59 38.07 39.05 18.95 2.46 0.98 4.30
mnen3 18.78 37.19 37.28 38.97 38.05 19.27 0.77 0.92 4.22
mnh2o6 39.14 43.25 43.28 47.75 47.12 7.98 3.84 0.63 2.45
MAE 14.71 5.83 5.92 2.38
MAE without alpha=1 14.98 3.04 2.98 2.20
1 G1-G4 stand for spin crossover gap on different geometries, G1 is crystal structure, G2 is UDFT geometry, G3 is UDFT//AP,
G4 is the AP//AP
2 E1, E3, E4 corresponds to the error wrt. to experiments for G1, G3, G4, and E0 stands for the error of DBLOC method
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