The use of performance indices to measure the quality response of dynamical systems is studied in this paper. A definition of a general performance index is proposed which is easy to compute, easy to interpret, and flexible enough to account for different cases commonly presented in practice. The index is tested over several dynamical responses obtained from different systems obtaining good results, in the sense that it is able to rank the behaviors from best to worse, compared with a pattern response.
Introduction
Nowadays the majority of industrial plants work under control, where not only stability but also performance is of great importance. Measuring the quality of a system response is a tough problem. Over the years, several quality performance indices have been proposed in the control literature for measuring the response quality of a controlled system. The first indices were proposed in the early 1950s and correspond to the very well known integral of the absolute magnitude of the error ͑IAE͒, integral of the time multiplied by the absolute magnitude of the error ͑ITAE͒, integral of the square of the error ͑ISE͒, and integral of the time multiplied by the square of the error ͑ITSE͒ ͓1-5͔, which are based on the analysis of the control error signal. More recently, several transient improvement methods have been studied and measures of the response quality have been proposed in the context of adaptive controllers ͓6-10͔. One of them proposes a method of bounding the output for a certain arbitrary instant of time ͓6͔, whereas others propose as a measure the norm L ϱ ͓7-9͔, the norm L 2 ͓9͔ or the square or integral of square ͓10͔ of the control error.
We have to recognize the difficulty of finding one simple index able to discriminate the best response among a series of responses coming from different dynamical systems. One of the most serious difficulties is to decide what characteristics of the system response are important to take into account and how they have to be weighted ͑if they are not considered totally equal͒. A general and versatile index is proposed in this paper, based on several characteristics considered important in a system response. These characteristics can be suitably weighted to emphasize their importance in the general index ͓11,12͔.
After some general concepts introduced in Section 2, the response characteristics to be considered in this study are described in Section 3. In Section 4 the definition of a general and flexible performance index is proposed. This index is tested for several dynamical systems in Section 4, *Author to whom all correspondence should be ad- where analysis and comparisons of the index are performed. Finally, some conclusions are drawn in Section 5.
General concepts
The concept of desired behavior for a controlled system immediately states a goal for the dynamical system under study. We will call this desired behavior pattern response and the actual behavior of the system to be analyzed is called system response. In all the definitions introduced in this paper we will use the subindex p when referring to the pattern response and the subindex c when referring to system response. It is also important to define the control error signal as the difference between the reference and the system response, which will give us an idea as to how far the system response is from the desired value at every instant of time, e͑t ͒ϭr͑ t ͒Ϫy͑ t ͒. ͑1͒
For notation purposes we will denote y c (t) as the response of the system under analysis and y p (t) as the pattern response. Given the response of a dynamical system under control it is pertinent to ask what characteristics of that response are important for the designer. In what follows we define a set of characteristics belonging to the system response. This set is only a representative set of characteristics and many others could be added to enrich the final performance index. Some of these characteristics are associated to the steady-state regime and some others to the transient period. Only temporal characteristics are considered in this study though frequency characteristics could have also been considered, using the same methodology stated in the paper.
The definition of the pattern response for a given process is not straightforward. The same ideas and guidelines used, for example, in the model reference adaptive control ͑MRAC͒ when the reference model has to be defined can be employed here. On the other hand, a control engineer knows pretty well what is a good response for his process, so the problem of identifying the pattern response for a given process is not an issue, the main issue for them is how to get it. It is a generalized practice for control purposes around an operation point to use first-or second-order models of the plant and eventually a delay between the input and the output. It is possible then to choose as a pattern response, for example, the response of a second-order plant under a unit step input with the poles conveniently located to obtain a reasonable overshoot ͑or none͒ and a suitable settling time, to name only a few characteristics. That could be a good starting point to define a suitable pattern response.
Since our objective is to numerically determine how close is the system response with respect to the pattern response, we proceed to define a characteristic index ͑ci͒ associated to each characteristic of interest defined for the system response. This index, denoted as I with a proper subindex, will give the semblance of the characteristic exhibited by the system response with respect to that present in the pattern response.
Each ci is built in such a fashion that introducing the necessary information for the pattern and system response, the computation provides a normalized value in the interval ͓0,1͔. A value close to 1 will indicate a good correspondence between the characteristic of the system response as compared with that of the pattern response. On the contrary, a value near zero indicates that the characteristic of the system response has little to do with that of the pattern response. To guarantee its variation between 0 and 1, a piecewise function is defined according to specific criteria for each characteristic under study. There are usual cases to compute the ci as a function of a system response characteristic (c c ) and the corresponding pattern response characteristic (c p ). We classify these indices in three types.
Type-1 index
This index is built according to the following criteria ͑see Fig. 1͒: • The index is zero if c c is outside the interval ͓0,c pm ͔, meaning that any value of c c out- side the limits of the interval is considered too far from the right value and therefore not good.
• The index is 1 if and only if c c ϭc p .
• Finally, if c c is inside the interval ͓0,c pm ͔, the index value decays in some way from 1 to c pm and from 1 to 0.
c pm is a maximum value defined by the designer and typical value of c pm is taken as 2c p . The decay used could be exponential ͑if a strong decay is needed͒ or polynomial.
Using an exponent of 0.02 in a type-1 index with exponential decay means a strong penalization of the characteristic when even small deviations are present in the actual response with respect to the desired one. This can be concluded from the sharpness of the curve around the value one shown in Fig. 1 . Let us consider, e.g., the index defined by Eq. ͑2͒ and suppose that the deviation between both characteristics is only 1%, then the index value decreases to the value 0.862 ͑i.e., diminishes in about 13.8% with respect to the ideal case͒. If instead the deviation is 5% the index takes the value 0.316, diminishing the index value in 68.4%. Finally, if the deviation is 10% the index is only 0.165, a very small value, penalizing a deviation of 10% in about 83.5% with respect to the ideal case.
On the other hand, if this penalization is considered excessive the exponent should be increased and a value of 0.08 could then be used. In that case a deviation of 1% makes the index go to a value of 0.999, a deviation of 5% yields an index value of 0.781, and a deviation of 10% gives an index value of 0.513, which means that the penalization effect is rather weak if compared with the case of exponent 0.02.
The same discussion applies to the case when polynomial instead of exponential decay function is used. The exponent 2 is used when a rather weak penalization is called for whereas exponent 4 is used when a stronger decay is needed. Another important fact in this case is that the flatness of the index around the value 1 is evident, penalizing weakly rather large deviations around the ideal value ͑see, for example, Fig. 10͒ .
Type-2 index
The index is built according to certain criteria giving a variation shown in Fig. 2: • If c c рc p , i.e., the characteristic of the system response is less than that of the pattern response, this is considered good and the index takes the value 1.
• If c c is inside the interval (c p , c pm ], the index value decays in some way to zero. This decay could be exponential or polynomial, according to the designer objectives.
Type-3 index
The index is built according to certain criteria giving a variation shown in Fig. 3: • If c c is inside the interval ͓(1Ϫ)c p ,(1 ϩ)c p ͔ this situation is considered good and the index takes the value 1.
• If c c is outside the interval ͓(1Ϫ)c p ,(1 ϩ)c p ͔, the index value decays in some way to zero and to c pm . This decay could be exponential or polynomial, according to the designer objectives.
Though the type-1 index could be considered as a type-3 index with ϭ0, the two cases were separated to make evident the dead zone in the case of the type-3 index. 
Response characteristics and characteristic indices
In what follows we will define a set of response characteristics to be considered in the study and we will derive the corresponding ci.
Steady-state value (ssv)
The steady state value ͑ssv͒ is the value reached by the system response as time goes to infinity, when a constant input is applied. When ssv is compared with the final value of the reference ͑set point͒ the steady-state error arises.
For computation purposes the last sixth part of the system error signal is considered and then it is verified that there is no point beyond a given tolerance around the mean value of the whole signal. If so, the mean value of the whole signal is considered as the bias of the error signal and the mean value of the last sixth part of the error signal as the ssv of the error signal. In case the condition is not satisfied the tolerance is increased until the condition is met.
The ci associated to the ssv, denoted as I ssv , tells us how close is the ssv of the system response under study (ssv c ) as compared with that of the pattern response (ssv p ). The necessary information to compute this index is the knowledge ssv c and ssv p .
This index is of type 1 and it is computed by Eq. ͑2͒, using the criteria given in Section 2.1,
The plot of this index is similar to that shown in Fig. 1 , with c p ϭssv p and c c ϭssv c .
Settling time (ts)
Conceptually the settling time is the time at which the response enters ͑and does not come outside again͒ inside a band around the steady-state value. A typical band is Ϯ5%, it being also possible to define other bands such as Ϯ0.5%, Ϯ1%, Ϯ2%, Ϯ10%, Ϯ20%, and Ϯ50%. In Fig. 4 , some of these bands are shown.
The necessary information to compute ts for a certain band is the time variable, the response value at the very instant of time and the lower and upper limit of the selected band.
The corresponding characteristic index (I ts ) gives thesimilarity between the ts of the system response (ts c ) and the ts of the pattern response (ts p ). In this study we consider the bands Ϯ5%, Ϯ20%, and Ϯ50%, it being possible to change some of them or to choose others if the circumstances advise it. The necessary information for computing the index is ts c , ts p , and the final time considered for the study t f . This index is of type 2 and is based on the criteria explained in Section 2.2. The function to compute the index is given by Eq. ͑3͒, which has a plot like that of Fig. 2 with c p ϭts p and c cf ϭt f ,
IAE, ITAE, ISE, and ITSE indices
From the error signal defined in Eq. ͑1͒ it is possible to compute the very well-known IAE, ITAE, ISE, and ITSE indices, defined as integral expressions related to the control error ͓3͔ as follows.
• IAE index: This index corresponds to the integral of the error absolute value as shown in Eq. ͑4͒, The IAE reflexes the cumulative error, i.e., how far the response is with respect to the applied reference.
• ITAE index: This index represents the integral of the error absolute value but weighted by time as shown in Eq. ͑5͒,
It gives less importance to initial errors, whereas the present errors are much more considered.
• ISE index: This index is defined as the integral of the square error, as shown in Eq. ͑6͒,
The index is associated to the error energy, giving more importance to larger errors and less importance to small errors.
• ITSE index: This index is similar to the previous one but it is weighted by time ͓see Eq. ͑7͔͒,
This index gives very little importance to initial errors as compared with most recent ones.
Based on these indices we define the corresponding characteristic indices I IAE , I ITAE , I ISE , and I ITSE . They are evaluated from the IAE, ITAE, ISE, and ITSE indices corresponding to the system response ͓using the error e c (t)ϭr(t) Ϫy c (t)] and the pattern response ͓using the error e p (t)ϭr(t)Ϫy p (t)]. These indices are of type 2 and following the general criteria of Section 2.2 we define it as
where c c is the characteristic associated to the system response (IAE c , ITAE c , ISE c , ITSE c ) and c p is the characteristic associated to the pattern response (IAE p , ITAE p , ISE p , ITSE p ). The form of the index is similar to Fig. 2 .
Areas around the ssv (ap, an)
Given the ssv of the system response one interesting characteristic is the cumulative area over the ssv ͑denoted as ap͒ and under the ssv ͑denoted as an͒, as shown in Fig. 5 . The addition of areas ap i and an i give the total areas over ͑ap͒ and under ͑an͒ the ssv as indicated in Eqs. ͑9͒ and ͑10͒, respectively,
To quantify the similarity of the area over the ssv of the system response (ap c ) with respect the area over the ssv of the pattern response (ap p ) we define the corresponding ci (I ap ). To compute this characteristic index the following information is needed: ap p : area over the ssv of pattern response; ap c : area over the ssv of system response; ssv p : steady-state value of pattern response; ts5 p : settling time of pattern response ͑Ϯ5% band͒.
The total area cumulated was considered until time ts rather than final time t f . Thus we define the concept of maximum tolerance of pattern response (tma p ) as follows:
Case 1. We consider that any value of ap p is negligible if it does not exceed 1% of tma p . The following three criteria are then introduced for the case when ap p ͓0,0.01•tma p ͔ ͓see Eq. ͑12͔͒. • If ap c ͓0,0.01•tma p ͔ the index will take the value 1, since the characteristic of the system response and pattern response belong to the same interval, considered both negligible.
• If ap c Ͼtma p the index will be zero, since a value of ap c greater than the maximum area tolerance is considered excessive.
• If ap c ͓0.01•tma p ,tma p ͔, then the function used to compute the index is of exponential type with argument 0.08, giving an initially strong decay and then moderate from 1 to 0 ͓see Fig. 6͑a͔͒ .
Case 2. If ap p Ͼ0.01•tma p it is considered a not negligible value applying the following three criteria ͓see Eq. ͑12͔͒.
• If ap c ϭap p the index is unity.
• If ap c is outside the interval ͓0,2•ap p ͔ the index is zero since the characteristic of the system response is at least twice the pattern response, which is considered unacceptable. • Finally, if ap c belongs to ͓0,ap p )ഫ(ap p , 2•ap p ͔, the index is computed by means of a cubic function whose argument is the difference between unity and ͉ap c Ϫap p ͉ with respect to ap p . Thus we assure that the index is greater than 0.5 only when the characteristic of the system response is around the Ϯ25% of the characteristic of the pattern response ͓see Fig. 6͑b͔͒ . To quantify the similarity of the area under the ssv of the system response (an c ) as compared with the area under the ssv of the pattern response (an p ) we define the corresponding ci denoted as I an . To define this index we use the same procedure already explained for the areas over the ssv. In this case we need information regarding an p : area under the ssv of pattern response; an c : area under the ssv of system response; ssv p : steady-state value of pattern response; ts5 p : settling time of pattern response (Ϯ5% band͒.
Eq. ͑12͒ is used here to compute the index I an , changing ap p by an p and ap c by an c . 
Area deviation around the ssv (dap, dan)
This characteristic allows us to visualize the area distribution in ͓°/1͔, around the ssv of the system response. The corresponding index is computed based on the information obtained in the previous section by calculating aTϭapϩan, ͑13͒
where aT is the total area around the ssv, dap is the deviation area over the ssv of the system response in ͓°/1͔, and dan is the deviation area under the ssv in ͓°/1͔. The index I da estimates how close the percentage of area is over and under the ssv of the system response as compared with those of the pattern response. To assure its existence it is first verified that aT 0. The necessary information to compute this index is ap p , an p , aT p ϭap p ϩan p , ap c , an c , and aT c ϭap c ϩan c , from which Eqs. ͑16͒-͑19͒ are computed,
Since the treatment for the case of area deviation over and under the ssv is similar we will make it in a unified way. In that sense we will define a generic pair da c and da p as follows:
The index is defined using the following criteria:
• If da p ϭ0, the form of the function used is shown in Fig. 7͑a͒ , being a linear argument to the fourth power giving a unilateral decaying to zero.
• If da p ϭ1, the function used is the same as before but the decaying is now from the value 1, as shown in Fig. 7͑b͒ .
• If da p (0,1), the computation procedure analyzes the cases when da p (0,0.5͔ or da p (0.5,1), applying the same function as before but with saturation of the index value in the nearest side ͓see Figs. 7͑c͒ and ͑d͔͒.
Based on the previous criteria the following function is built to give the ci I da associated to the area deviation ͑over and under the ssv͒:
and da c Ͻda p
and da c уda p
and da c уda p .
͑21͒
Figs. 7͑a͒-7͑d͒ show the behavior of the index.
Slope at the inflection point (s)
When a step input is applied to a dynamical system the response is either in the same direction of the applied stimulus or in the opposite direction. When a positive step is applied and the response is in the positive direction, the slope of the response at the inflection point gives an idea of the reaction time. That is to say for two different systems the one with bigger slope is the one whose response is more rapid. To evaluate this characteristic it is necessary to compute the response first and second derivative. The procedure utilized here consists of determining, by means of cubic spline interpolation, the time at which the second derivative is zero ͑inflection point͒. Then at that point the first derivative is evaluated ͑slope response͒. Furthermore, the tangent is built as to have an estimation of the plant delay. In Fig. 8 it is shown a numerical example.
The characteristic index (I s ) associated to this characteristic quantify how close is the reaction time of the system response (s c ) as compared with the reaction time of the pattern response (s p ). The information needed to compute this ci is s p and s c . To evaluate the similarity degree between both slopes we work with the corresponding angles. We define ␣ p : Angle associated to the pattern response at the inflection point ͓see Eq. ͑22͔͒. ␣ c : Angle associated to the system response at the inflection point ͓see Eq. ͑23͔͒. Fig. 7 . ͑a͒ ci associated to the area deviation (I da ), for the case da p ϭ0. ͑b͒ ci associated to the area deviation (I da ), for the case da p ϭ1. ͑c͒ ci associated to the area deviation (I da ), for the case da p (0,0.5͔. ͑d͒ ci associated to the area deviation (I da ), for the case da p (0.5,1). The maximum upper limit allowed for s c will be 2s p , i.e., the angle ␣ 2p given by Eq. ͑24͒. The lower limit denoted by angle ␥ is determined as follows. First we define the auxiliary angle ␤ which is computed as the difference between ␣ 2p and the pattern angle ͓see Eq. ͑25͔͒. Then the angle ␥ is computed as the difference between the pattern angle ␣ p and the auxiliary angle ␤ ͓see Eq.
͑26͔͒. Thus we get a symmetry of the interval with respect to the pattern characteristic,
Then the characteristics to be considered are ␣ c and ␣ p , whereas the variation interval for ␣ c will be ͓␥,␣ 2p ͔, as shown in Fig. 9 . Since this is not a typical index of type 1, 2, or 3 we will explain the criteria used in this case to build the index I s .
• If ␣ c does not belong to interval ͓␥,␣ 2 p ͔, then the slope of the system response is considered to far from the pattern one and the index is set to zero.
• On the contrary, if ␣ c ͓␥,␣ 2p ͔, then the index is computed as the difference between 1 and a quadratic function whose argument is the quotient depending if ␣ c ͓␥,␣ p ), or if ␣ c (␣ p ,␣ 2p ͔, as shown in Eq. ͑27͒.
The general form of the index I s is plotted in Fig. 10 . ͑27͒ 3.7. Sum of peaks, overshoot, and undershoot (spk, sov, sun) The sum of the overshoots and undershoots ͑spk͒ of a system responsegive us an idea of the difficulty encountered by the system to reach the ssv. Similarly the separate summation of overshoots ͑sov͒ and the summation of undershoots ͑sun͒, are also considered since they give information that cannot be concluded from spk. Let us suppose that the response has n overshoots and m undershoots. All the overshoots and undershoots are measured considering a band of Ϯ5% around the ssv. Then we can write ͑see The corresponding ci, denoted as I spk , indicates the degree of similarity between the distance from the ssv of the system response as compared with the pattern response. To compute the index the following information is needed:
spk p : summation of overshoots and undershoots for the pattern response; spk c : summation of overshoots and undershoots for the system response; ssv p : steady state value of pattern response.
In building this index we distinguish two cases. Case 1. If spk p ϭ0, we will consider the following three criteria:
• The index is set to zero if spk c does not exceed the 5% of the ssv of the pattern response, since the difference is considered negligible.
• On the other hand, if spk c exceed the 50% of the pattern response ssv, it is considered unacceptable and the index is set to zero.
• On the contrary, if spk c is less than 50% but greater than the 5% of the pattern response ssv, the index is computed using an exponential of argument 0.08. This provides a strong initial decaying until a value 0.5 of the index, then the decaying continues smoothly until zero ͓see Fig. 12͑a͔͒ .
Case 2. If spk p 0, its value will be greater than the 5% of ssv p , the following three criteria are used to compute the index.
• A value of spk c greater than twice spk p is considered unacceptable and therefore the index is set to zero.
• The index will have a value unity if spk p ϭspk c . • Finally, if spk c ͓0,2•spk p ͔ the index is computed using an exponential of argument 0.08, suitably defined in the subintervals ͓0,spk p and (spk p ,2•spk p ͔, obtaining a symmetric decaying of the index value. The argument 0.08 was chosen to assure an index value greater than 0.5, if and only if spk c is around Ϯ10% of spk p , as shown in Fig.  12͑b͒ .
Based on the previous criteria the ci takes values in the interval ͓0,1͔, with the function given by Eq. ͑31͒ and plotted in Fig. 12,   Fig. 12 . ͑a͒ ci associated to the sum of overshoots and undershoots (I spk ), for the case spk p ϭ0. ͑b͒ ci associated to the sum of overshoots and undershoots (I spk ), for the case spk p 0. As far as the sum of the overshoots is concerned we define an index (I sov ) similar to that defined for (I spk ). This new index gives the semblance of the sum of overshoots of the system response (sov c ) as compared with the sum of the overshoots of the pattern response (sov p ). The necessary information for its computation is sov p , sov c , and ssv p . Eq. ͑30͒ is used for the computation replacing spk p by sov p and spk c by sov c . Regarding the response undershoots, an index (I sun ) is defined in a similar fashion as that for the overshoots. The necessary information for computing this index is the sum of the pattern response undershoot (sun p ), the sum of the system response undershoot (sun c ) and the ssv p . Eq. ͑30͒ is used for the computation replacing spk p by sun p and spk c by sunv c .
Deviation of the sum of overshoots and undershoots (dsov, dsun)
These characteristics clearly show which sum is more important ͑sov or sun͒, since the results are in per unit ͓͑°/1͔͒. For computation purposes we use spk, sov, and sun, computed as mentioned before with the condition that spk be different from zero. Then we define dsov: overshoot deviation in ͓°/1͔ ͓see Eq. ͑31͔͒; dsun: undershoot deviation in ͓°/1͔ ͓see Eq. ͑32͔͒,
The corresponding ci (I dspk ) establishes the closeness between the percentages in the summation of either the overshoots or undershoots of the system response, with respect to the pattern response. The condition for the existence of the index is that spk be different from zero. The required information is sov p : overshoot summation of pattern response; sun p : undershoot summation of pattern response; spk p : overshoot and undershoot summation of pattern response (sov p ϩsun p ); sov c : overshoot summation of system response; sun c : undershoot summation of system response; spk c : overshoot and undershoot summation of system response (sov c ϩsun c ).
Assuming that spk p 0 and spk c 0, the following deviations are defined for the overshoots and undershoots of pattern a system responses ͓see Eqs. ͑33͒-͑36͔͒,
The function quantifying this index takes the deviations of each pair of responses and the results for the other pair are computed identically. So we define a generic pair as follows:
The following criteria are imposed to compute the characteristic index:
• If dspk p ϭ0, the function index has the argument to the fourth power with the decaying observed in Fig. 13͑a͒ .
• If dspk p ϭ1, the same function as before is used but with the decaying in the opposite sense, since the value of pattern characteristic is located on the other extreme ͓see Fig.  13͑b͔͒ . • If dspk p is different from 0 and 1, the function index still has an argument to the fourth power and depending if the value of dspk p is in the interval ͑0,0.5͔ or ͑0.5,1͒, the function saturates the value in 0 or 1 as shown in Figs. 13͑c͒ and ͑d͒.
The ci I dspk is then computed using Eq. ͑38͒ and plotted in Fig. 13 , Fig. 13 . ͑a͒ ci associated to the deviation of overshoots and undershoots (I dspk ), for the case dspk p ϭ0. ͑b͒ ci associated to the deviation of overshoots and undershoots (I dspk ), for the case dspk p ϭ1. ͑c͒ ci associated to the deviation of overshoots and undershoots (I dspk ), for the case dspk p (0,0.5͔. ͑d͒ ci associated to the deviation of overshoots and undershoots (I dspk ), for the case dspk p (0.5,1).
Number of overshoots and undershoots (npk)
The information supply by this characteristic is related to the degree of oscillation of the system response. That is to say observing two signals on the same interval the one with larger number of overshoots and undershoots is more oscillatory. The corresponding ci denoted as I npk quantifies how oscillatory is the system response as compared to the pattern response and the necessary information for its computation is npk p : number of undershoots and overshoots of pattern response; npk c : number of undershoots and overshoots of pattern response. The computation is done along the following criteria:
• If at least one of the characteristics is 0 ͑ei-ther the system response or pattern response͒ the index is evaluated as the inverse of 1 plus the nonzero characteristic. Obviously if both characteristics are 0 the index takes the value 1 ͓see Eq. ͑39͔͒.
• On the other hand, if both characteristics are nonzero the index is evaluated as a rational function where the numerator is the minimum of both characteristics and the denominator is the maximum, assuring a value between 0 and 1 ͓see Eq. ͑39͔͒. The ci variation is shown in Fig. 14. 
Frequency of the response (f )
The frequency observed in the response indicates how often overshoots ͑or undershoots͒ occur over the transient period. The computation procedure verifies first the existence of two or more overshoots ͑undershoots͒ and then the period T is computed as the time difference when the second and first overshoots ͑undershoot͒ are produced ͓see Eq. ͑40͔͒. Finally, the frequency is evaluated as the inverse of the period T ͓see Eqs. ͑41͒ and ͑42͔͒,
wϭ2 f ͓rad/sec͔. ͑42͒
The ci (I f ) shows the similarity between the frequency of the system response as compared to the pattern response. To its computation we need the frequency of both responses and an exponential function is used with the following criteria: f p : frequency of the pattern response; f c : frequency of the system response. Case 1. If the pattern response frequency is 0 then the ci will be 1 if and only if the system response is 0 in any other case the ci is 0.
Case 2. If the pattern characteristic is not 0 the following situations are distinguished:
• If f c is greater than twice f p , the index is 0.
• In the case that f c ϭ f p the index is 1.
• Finally, if f c ͓0,2• f p ͔ the index is computed using and exponential function of argument 0.08, suitably defined to obtain a symmetric decay toward the interval limits. Argument 0.08 was chosen to assure an index value greater than 0.5, only for system characteristics around Ϯ10% of pattern characteristic ͑see Fig. 15͒ .
From the above considerations the ci is defined as shown in Eq. ͑43͒ with a range between 0 and 1. Fig. 15 shows the ci variation,
Summary of the characteristic indices
In Table 1 we will summarize all the characteristics and the corresponding ci's studied and defined in the previous sections. These ci's are the basis for the definition of the total index (I T ) in Section 4.
Guidelines to specify the parameters of each characteristic index are difficult to give in general. The choice of parameter C pm , type of decay, etc., depend on the particular plant and how that specific characteristic influences the overall response of the plant. If the control engineer in charge of the plant considers that this characteristic has little importance he will assign a low weighting factor ͑see Section 4.1͒. In the case of C pm every control engineer with a fair knowledge of the plant is able to define how far one characteristic of the response can be from that considered ''ideal'' without violating practical constraints.
Of course each particular process will lead to a different set of parameters. The control engineer having a complete knowledge of his process can easily define these parameters and which particular indices are more important for the process.
The set of characteristics previously chosen is not exhaustive. Many other characteristics such the time-to-first crossing the set point, the decay ration ͑instead of the overshoot͒, etc., can also be added, to give an even more general total index having the sufficient flexibility to account for different types of information. This will make the decision about the best control strategy more secure.
Definition of the performance index

Total index
As it was previously stated the total index I T must quantify the deviation of the system response with respect to the pattern response. Thus the following general properties should be held ͓3͔:
• The total index should consider all the characteristics of interest studied in the previous section in such a fashion that none of them in itself distorts the final value.
• The total index should have a unique numerical value ͑positive or zero͒ easy to interpret.
• Finally, to have practical utility, the total index must be easily computable by analytical or computational methods.
To build the total index beside the above properties we will take into account two aspects: first the capacity of considering that any particular characteristic could be more important than the others, and second, the total index should also range between 0 and 1, as the ci's.
The first requirement is satisfied by introducing importance factors ␣ i to each ci (I i ) so that the Fig. 15 . ci associated to the frequency of the response (I f ) for the case f p 0͓Hz͔.
total summation be 1 ͓see Eq. ͑45͔͒. The second aspect is considered by building the total index as a weighted summation of the ci's with their respective importance factors ͓see Eq. ͑46͔͒. Thus it will belong to the interval ͓0, 1͔ and the total index closer to 1 indicates a larger similarity of the system response with respect to the pattern response, set at the beginning of the program in a very flexible way.
Remark 2. Simpler indices can be obtained discarding some of the characteristic indices and retaining those that are more important for the particular process under study. It is not necessary to use all of the characteristic indices proposed in the paper and they are given for completeness. A good control engineer having a fair knowledge of his process can do the task of selecting the proper indices very easily.
Remark 3. Each characteristic index has a physical meaning, since they were selected justly from the shape of the system response, which is in turn determined by the physical nature of the system under analysis. Overshoot, undershoot, settling time, oscillations ͑frequency͒, steady-state value, IAE, ISE, etc., used in the computation of the total index, are all characteristics with some physical meaning.
Remark 4. The choice of the weighting factors is subjective and will depend on the particular process under investigation. But, once they are defined ͑in any particular form͒ this set remains constant and will give a fair comparison of plant responses obtained from the application of different control strategies, with the objective of choosing the best control strategy for that particular set of weighting factors. Again the control engineer plays a fundamental role in the definition of the weighting factors because of the knowledge he has on the plant.
Simulation results and comparisons
In this section the ci and I T are computed for system responses corresponding to different second order systems and one specific pattern response shown in Table 2 . All weighting factors were chosen as unity.
Pattern response was obtained by applying a unit step to a second-order system with a pole at the origin and other at Ϫ3, controlled by a proportional controller of gain K in the forward path. System responses were generated in the same fashion as pattern response but varying the proportional gain, as shown in Table 2 . The resultant total indices are shown in Fig. 16 .
From Fig. 16 it is possible to see that system response 2 is the closest to the pattern response which is supported by the value of I T . In fact, the ci of r c2 are mostly greater than all the others ͑closer to 1͒, or at least equal to some of those corresponding to r c1 ͓12͔. Although r c3 presents better indices I ts5 , I ts20 , I ts50 , I IAE , I ITAE , I ISE , I ITSE , and I an than r c2 , these cannot reverse the positive differences exhibited by r c2 in I ap , I da , I s , I spk , I sov , and I npk , mainly because r c2 does not have overshoot and r c3 has 1 ͓12͔.
The case of oscillatory system responses with respect to the same previous pattern response (r p1 ) was also studied. System responses were generated applying a unit step to a second-order system with a zero in Ϫ4 and two poles in Ϫ1 and other in ϩ5, controlled by a PID controller in the forward path with parameters K, k i , and k d . The controller transfer function is
The controller parameters are shown in Table 3 and the total indices are shown in Fig. 17 .
The values of the total index quantitatively indicates that system response 4 is closer to the pattern response r p1 since it has a good similarity in ci The previous analysis was done considering changes in the reference input ͑tracking͒. If we define a pattern response of the plant under a certain type of perturbation affecting the plant ͑regu-lation͒, the index can also be computed under the same lines as in reference changes ͑tracking͒. In this case the index will deliver information about which control strategy is more insensible to that particular type of perturbation.
In all the previous simulations the noiseless case was analyzed. In the case of signals corrupted by noise, the influence of the noise is taken indirectly into account since the noise will deviate the actual system response from the pattern response. These deviations caused by the noise will affect the computation of each subindex and also the total index. The noise effect will then be reflected in the total index.
Conclusions
A method to evaluate the response behavior of dynamical systems, as compared with a pattern behavior, has been proposed in this paper. The system behavior is quantified by means of a performance index I T , computed from a series of characteristic indices I ci , taking into account the most important characteristics of the system response selected by the control engineer. These ci's can be properly defined by the designer by choosing the parameters suitably. Furthermore, they can be weighted through the so-called importance factors, to emphasize some characteristics over the rest, by the judgement of the designer.
The index is easy to compute and easy to interpret, which makes it useful for industrial applications to evaluate different control alternatives for a plant. The total index allows us to quantitatively decide if the behavior of certain control strategy, reflected in its system response or evolution of the controlled variable, has a good behavior compared with a desired behavior or pattern response. It also allows us to decide among different control strategies which one is the closet to the pattern response.
The index calculation involves some empirical but also some analytical facts, as any good industrial measurement of the process behavior. The empirical information needed to compute the total index has to do with the particular plant under study. It is difficult to think about a universal performance index valid for any plant, unless the index is quite general and does not consider the proper characteristics, but in that case the results will be so general that no good conclusions can be drawn from the index. That is precisely the case of IAE, ITAE, ISE, and ITSE indices.
Since the proposed total index consists of several characteristic indices, the benefits of this index over the classical indices are the flexibility and diversity. The flexibility is in the fact that any combination characteristic indices can be chosen with proper weighting factors. The diversity is in the fact that the control error is not the only information used by the index as in the classical indices. Though this index is able to satisfy some initial objectives, as to discriminate good and bad system behavior, it may not be fully ready to be used in industrial plants. More refinements and studies are needed to end up with a good industrial index. There are several other aspects that can be considered in the future to end up with a powerful tool to evaluate system behaviors. One of these aspects is to include in the analysis some frequency characteristics present in the system response either directly obtained from it or some others obtained by using some transforms ͑Fourier, wavelet, etc.͒. Another subject to consider in this study is to perform a similar treatment for the control input, from time and frequency viewpoints, to include also the control effort in the final decision.
