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ABSTRACT
Email triage involves going through unhandled emails and deciding
what to do with them. This familiar process can become increas-
ingly challenging as the number of unhandled email grows. During
a triage session, users commonly defer handling emails that they
cannot immediately deal with to later. These deferred emails, are
often related to tasks that are postponed until the user hasmore time
or the right information to deal with them. In this paper, through
qualitative interviews and a large-scale log analysis, we study when
and what enterprise email users tend to defer. We found that users
are more likely to defer emails when handling them involves reply-
ing, reading carefully, or clicking on links and attachments. We also
learned that the decision to defer emails depends on many factors
such as user’s workload and the importance of the sender.
Our qualitative results suggested that deferring is very common,
and our quantitative log analysis confirms that 12% of triage ses-
sions and 16% of daily active users had at least one deferred email on
weekdays.We also discuss several deferral strategies such asmarking
emails as unread and flagging that are reported by our interviewees,
and illustrate how such patterns can be also observed in user logs.
Inspired by the characteristics of deferred emails and contextual
factors involved in deciding if an email should be deferred, we train
a classifier for predicting whether a recently triaged email is actu-
ally deferred. Our experimental results suggests that deferral can
be classified with modest effectiveness. Overall, our work provides
novel insights about how users handle their emails and how deferral
can be modeled.
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1 INTRODUCTION
Email is one of the most popular online activities and remains a
major tool for communication and collaboration. It is estimated that
269 billion emails were sent and received per day in 2017 [26], and
studies show that information workers tend to spend up to 28% of
their time reading and answering email [5].
Email usage has significantly evolved beyond communication to
encompass other areas like task management, archiving, etc. Mackay
[19] presented one of the earliest studies examining how email was
being used for more than just communication, a phenomenon often
referred to as “email overload” [31]. Since then many researchers
[3, 7, 13, 31] have studied the close tie between people’s tasks and
their email practices. Venolia andGupta [28] then consolidated these
findings into five areas of email activity: flow, triage, task manage-
ment, archive, and retrieve.
Email triage is the process of going through unhandled email and
decidingwhat todowith it. Email triage canquicklybecomea serious
problem for users as the number of unhandled emails grows. During
a Triage session, users commonly defer emails until later to manage
overflow[25]. Email deferral is directly related to task management,
and occurs because people have insufficient time to take an imme-
diate action or they need to gather information before they can act
on a message [3, 30]. Dabbish et al. [6] showed that people defer re-
sponding to 37% of messages that need a reply. Similarly, in a sample
of the logs of a popular email clientwe analyzed,we found thatwhile
around 10% of all messages receive a Reply, a ReplyAll or a Forward
action; 26% of these actions are taken at a later time (not immediately
following the first read) indicating the significance of deferral.
The fact that a user defers an email does not imply that the mes-
sage is less important. A deferred email could be very important and
therefore requires careful examination and a well crafted reply. Al-
ternatively, it could be not important enough to warrant immediate
attention. Deferral could also be a result of other factors unrelated
to the message such as the current user workload and the device
she is currently using. For example, a common scenario for deferral
involves the increasing use of mobile devices for day-to-day task
management. Not only does triage play a more prominent role on
mobiledevices, users alsoneed toaccomplish itmorequicklybecause
of the short, intermittent nature of mobile interactions [20]. Past
research on smart phone use suggests that mobile users primarily
identify what emails to delete and to handle immediately, and defer
handling most messages until they reach a larger device [23].
Understanding email deferral characteristics, strategies and moti-
vationscouldhelpdevelopnewexperiences toempowerpeople toget
tasks donemore efficiently. In this paper, we present a detailed study
of email deferral. We employ amixed methods approach where we
combine qualitative and quantitative analysis to better characterize
deferral in email. We present a large-scale log analysis of forty thou-
sandanonymizedusersofapopularcommercial email client.Wecom-
plement the log analysis with a qualitative study where we perform
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interviews to gainmore insights into themotivation for the observed
user behavior. Inspired by the insights we develop from characteriz-
ing email deferral, we define a prediction task to support email defer-
ral using featuresof the emailmessage, userworkloadandbehavioral
logs.Wealso discuss the implications of thisworkondesigning email
clients to help users bemore efficientwithmanaging theirmailboxes.
Previous research has mostly focused on email organization and
management [25, 28, 30]. However, to the best of our knowledge,
understanding why people defer emails and what strategies they
use to go back to them have received much less attention. In partic-
ular, we focus on the following research questions: How is deferral
defined and perceived by users? [RQ1] How common is deferral?
[RQ2] What motivations are behind deferral? [RQ3] What factors
impact deferral for an email? [RQ4] What strategies are employed
for deferral? [RQ5]
To address these questions, and as our first contribution, we con-
duct a qualitative study, using interviews, to understand why and
howpeopledefermessages andwhat affects their decision (Section2).
As our second contribution, we then present a detailed analysis of
email deferral by performing a large-scale log study of email inter-
actions of thousands of users (Section 3), that largely supports the
trends observed in our qualitative interviews. Inspired by our qual-
itative and quantitative learnings, we define the task of predicting
email deferral from user interaction logs and describe a model for
identifying deferred messages using a large number of features (Sec-
tion 4). Next in Section 5, we discuss the implications of our study on
designing email clients. Finally, we provide an overview of the most
related work in Section 6, before we conclude the paper in Section 7.
2 DEFINING EMAIL DEFERRAL
Siu et al [25] used a day long in-situ shadowing study, and observed
that users explicitly mark emails for later action (e.g. mark messages
as “Unread”, leave message windows opened on the desktop, etc.).
However previous literature has little information on how often
users postpone required actions within their inbox during the day,
what are the motivations behind this behavior and what strategies
are used for revisiting these deferred messages, choosing instead
to focus on other aspects of use such as triage or task management.
Furthermore, there is no consensus on a formal definition for de-
ferral, and little understanding on how it can be inferred from the
user actions. To address these gaps, we conducted a qualitative study
through a series of in-person interviews. The interview data helped
us understand how deferral is perceived by enterprise workers, high-
lighted the motivations behind deferral and the strategies that are
employed to facilitate getting back to deferred messages.
2.1 Interview
We recruited 15 participants (4 female), all above 18, with a very di-
verse set of roles within Microsoft, ranging from product managers
and researchers to software developers and interns. Interviews were
scheduled for 30 minutes in the participant’s office where they had
access to their mailbox during the interview. All participants used
Microsoft Outlook on a daily basis and some of them used other
email clients as well. Part of the interview was conducted as a con-
textual inquiry, where the participants were asked to look through
their mailbox and share some information about any emails that
they had received on the day of interview and had to leave for later to
deal with.1 Wewere mostly interested in learning about what those
emails were about, what was the participant required to do in order
to take care of that email, what was the relationship between the
sender and the participants, whether there were multiple recipients
on the emails, why did they decide to leave it for later to deal with,
what would “dealing with” involve when the participant does go
back to the email, how soon they are planning to do so, and finally
whether they employed any strategies to facilitate this revisit.
For the remainder of the interview, the participants were asked
a variety of questions, such as how many emails they receive per
day, what kind of email management strategies they usually employ
(e.g. whether they use many folders, have a clean inbox, have many
unread emails, etc.), how often they leave emails that they have seen
for later to deal with, and how they decide whether they should deal
with an email right away or leave it for later. We also asked them
to think about the actions they take on a deferred email at the time
they go back to take care of it.
Interviews were all transcribed and analyzed using affinity dia-
gramming. Datawas initially clustered using open coding producing
16 clusters. Clusters were then analyzed using axial coding to iden-
tify overall themes in the data. We found that saturation for our
qualitative data occurred approximately after 10 participants, no
new clusters of information were identified. However, we continued
to cluster interview data for the remaining participants, particularly
attuned to data that might expand our clusters or add nuance to
our analysis. These clusters resulted in three broad themes, namely:
deferral is common; factors that impact deferral; and revisiting de-
ferred emails. We describe more details about these themes in the
next two subsections.
2.2 Main Findings
Our interviews confirmed that deferral is common, and all our par-
ticipants reported that they frequently defer some emails. “I usually
have many meetings during the day and so I just quickly look at the
emails to see if it needs anything frommy side, then leave it for later.
This happens for half of my emails I would say.” [P4]; “several times
a day” [P2, P11]; “at least 1 or 2 emails everyday” [P9];
Participants discussed a wide range of characteristics regarding
the emails they deferred as well as other factors that impact their
decision to defer emails during triage sessions. These factors can
be grouped into 5 main classes, ordered by prominence as: (1) How
much time or effort does handling this email require? (2) Who is
the sender? (3) Howmany recipients are on the thread? (4) What is
the user’s workload and context? and (5) What is the urgency of the
email message?.
Time & effort. The amount of time or effort needed for handling
an email was identified as the primary factor influencing the deci-
sion to defer an email to a later time. Different characteristics of the
email were used to estimate the required time or effort at the time an
email was first seen by the participant: Do I know the answer? [P7,
P11, P13] Does it require any task to be done? [P4, P12]What is the
complexity level involved? [P11] Does it require context switching?
[P4, P11, P13] Can I handle it independently? [P1, P11]
Sender. The sender of an email and the relationship between the
sender and the recipient was another factor influencing deferral.
Participantsmentioneddifferentnotionsof ‘importance’ for a sender:
1The participants were asked not to share any confidential information and use
general terms to describe the content of those emails.
based on the projects they are affiliatedwith [P9, P11]; based on their
organizational rank [P2, P11, P12] or based on their proximity [P11,
P12]. Time zone of the sender could also lead a recipient to prioritize
handling the email in two different ways: “If I receive emails that I
know it’s like 3-4 pm their time, I try to answer those first because then
they canmove onwith their day beforework hours are over. [P10]; “And
the ones that I’m the only recipient then I usually try to answer as fast as
possible. unless I know that the other person is sleeping right now. [P6]
Finally “Intended Responsiveness Image” emerged as another fac-
tor that some of the participants considered while deciding how
quickly they need to respond to an email that they just saw. As iden-
tified by Tyler and Tang [27], users often maintain and cultivate a
responsiveness image for projecting expectations about their email
response. “There are times that the relationship between me as the
recipient and the sender is such that I don’t want to respond right away.
Sometimes it’s because the sender is not very important and sometimes
it’s because I don’t want to come across as too available"! [P2]
Recipients. Having multiple recipients on the thread commonly
led to a delay in handling the email for two different reasons: If there
is an overlap in knowledge and ability in handling the email a re-
cipient might choose not to act knowing other recipients can also
take care of it [P6, P9]. Different participants mentioned the need
to be able to identify whether or not they are expected to handle the
email: Can I immediately tell if I need to take care of it? [P7, P13];
Am I explicitly mentioned? [P12, P13]; Am I on the To line or the CC
line? [P7, P12]. Another related case was active email threads with
multiple recipients on them: “there are many cases with those threads
where multiple people have already responded and I should read it for
a while to see who said what.” [P9];
Workload. The context and workload of the user was identified as
an external factor impacting the deferral decisions at the time of first
visit to an email. The context of a user involved the workload (e.g.
number of pending tasks, number of unhandled emails), current task
at hand (e.g. coding, attending a meeting), their whereabout (e.g. at
office, at home, in transit) and access to resources (e.g. having access
to a large screen, having their planner handy, etc). “I use conditional
formatting to know which emails I am on the To line vs CC line and if
the email mentions me. So the issue is not identifying those emails, the
main problem is when I don’t have time to deal with them. e.g. running
into a meeting. So I have to flag them and remember to go back to my
flagged emails later. ”[P4]; “generally it’s because I have something
else on my plate right now that should be finished first before I have
time for handling the email.” [P13].
Urgency. we learned that the urgency of an email was perceived
in at least two different ways: urgency for the recipient of the email
versus that for the sender. For both notions the participants would
evaluate the urgency of an email based on (a) whether a deadline
is specified in the email, and (b) if there is a deadline for the task
/ project with which this email is affiliated. “[How soon I revisit de-
ferred emails] would depend on their urgency. I keep that in mind as
scrolling past them and thinking they won’t need that just yet. ”[P7];
“I would rather read all of them and then start working on them than
start working on the ones that I have already read; because something
that could be five emails down could have a one hour deadline, whereas
something that just came in may have a one day deadline.” [P12].
2.3 Characterizing Revisits
Based on the qualitative data that we collected, there are three main
aspects to revisiting deferred emails: how,when, andwhat. The first
aspect (how) is about strategies employed by users for deferral. The
second aspect (when) is related to factors that influence the time of
revisit. Finally, the third aspect (what) is regarding the actions taken
by users when handling their revisited deferred emails.
Deferral strategies (How). Deferral Strategies seem to be affected
by the users’ email management attitudes and behaviors. Previous
studieshavedemonstrated thedifferent strategies employedbyemail
users tomanagemessages.Whittaker and Sidner [31] classifiedusers
into frequent filers, spring cleaners, and no-filers, which was later
extended by other classifications ([14, 17]). Similarly in our studywe
identified a connection between the choice of deferral strategy and
the user’s general inbox management attitude. For example, zero-
inbox2 users andfilerswho frequentlymove emails out of their inbox
do use their inbox as a TODO list and leave their pending deferred
emails in the inbox as a reminder to go back to them. Zero-unread
users who actively try to minimize the number of unread emails in
their inboxdouseMarkAsUnread asa strategy to facilitatefinding the
pending emails to go back to them. Although flagswere used by a va-
riety of users types, it was perceived differently by pilers, zero-inbox
or zero-unread users. While pilers seemed to use flag as a way to re-
member about pending items that are usuallymixedwithmanyother
unread emails in the inbox, zero-inbox or zero-unread users usually
apply flags to indicate an important or urgent email. Some partici-
pants used amix of email functionalities tomark pending emails that
require a response while others used external tools such as OneNote,
Planner, Calendar, etc. to plan for and schedule their pending tasks
that were corresponding to their pending emails. “So my general
strategy [during Triage] is I flag emails that need a response. If a task
needs to be done I add it tomy schedule as a block inmy calendar.” [P4].
Scheduling (When). Participantsoften tookavarietyof factors into
account to determine the time to go back to a deferred emails. Two
main factors were common across all participants: (1) estimating the
amount of time, prerequisites and resources required to handle that
email, and (2) finding the best available time slot in their schedule to
handle that email. Focusing on theprerequisites of handling an email,
participants talked about a variety of such requirements including
whether or not they need to consult with a colleague [P10, P11],
what sub-tasks handling this email involves [P9, P12] and where
they should be to handle this email [P8, P13].
Even after the user has determined the time and the prerequisites
to handle an email or the tasks associated with it, finding the right
time to do it turned out to be a different process that involves opti-
mizing two different variables: (a)minimizing context switch, and (b)
minimizing the number of time slots to be assigned to handling a sin-
gle email. “a lot of people find that most of their energy is spent switch-
ing gears and so if you want to minimize the amount of gear switching
then every time you flag something for later you should indicate what
kind of later it is. ” [P13]. “So when I have 30 minutes I want to devote
it to something longer. [...] and then for easy tasks I’m gonna do it when
I have five minutes and I won’t do it when I have 30 minutes.” [P12].
Handling deferred emails (What). Asmentioned earlier, one of the
interview questions was about the actions participants take when
they go back to a deferred email. We collected responses for both the
2https://www.goodreads.com/book/show/8660916-inbox-zero
specific emails that were deferred on the day of the interview as well
as the more general discussions regarding the past deferral cases.
The need to respond was identified as themost common action users
takewhen they revisit deferred emails: “[themain reason for deferral]
is just that I wanna think about this a little bit, so I let it roll at the back
of my mind to see how I should respond to this.” [P2]; “ basically going
back to emails almost always involves responding.” [P6]; yeah if it’s
unread it’s because I need to do something with it. And when I go back
to it I pick up the conversation thread and reply.” [P5].
While all participants talked about “response” as the most com-
mon action they take for their pending emails, this response is not
always a "Reply" action on the deferred email; composing a newmes-
sage or a face-to-face or phone conversation were also mentioned as
ways to follow up and resolve a deferred case. “ it’s definitely a case
that I choose not to respond [to a deferred email] if it becomes more
urgent for that person then they emailme back or come tomy office and
get things resolved more efficiently.” [P7]; “if it’s something that says
heywe need to organize something I don’t need to respond to that email.
I just set it up and then [...] I start a new thread saying that.” [P12].
We also recorded a few scenarios where the user needed to defer
an email to be able to read it for a extended period of time. The most
common scenario with long read involved active threads of emails
with multiple recipients on them. Some of these cases would still
result in a reply to the thread, while sometimes the user just needed
to stay informed.
2.4 Summary
In our qualitative study, we directly investigated each of the research
questions outlined early in this paper. Our interview questions were
designed to minimize priming the participants with our definition
or specifications of deferral. To this end, we referred to the concept
of deferral as “emails that are seen but were left for later to be dealt
with.”, while the terms “later”, “dealt with” and the reasons behind
this behavior was open to interpretation by the participant. Partici-
pants differed in their perception of what “later” means for a deferral
case. Themajority of participants considered amessage left for a day
as deferral. Short term deferrals were also common among partici-
pants; especially when they were specifically asked about them.We
also learned that in almost all cases of deferral, the user intention
is to return to an email and complete the task. That often involved
taking a strong action like replying to the email. Therefore,we define
an email as deferred after being read for the first time if:
the user deliberately postpones completing the task
related to it to later (RQ1).
Our interviews confirmed that deferral is common and was re-
ported by all fifteen participants in our study (RQ2). We learned that
users defer emails mostly due to lack of sufficient time for handling
emails and related tasks that may involve synthesis and collecting
resources (RQ3). Indeed, deferral was mentioned as an effective time
and task management technique for reducing context switching.
Our participants pointed out several factors that influence their de-
cision about deferring an email, including the time and effort, sender
importance, number of recipients and previous emails on the thread,
their workload at the time of reading the email for the first time, and
urgency of the email (RQ4). We discovered that users apply various
strategies to stay on top of their deferred emails and tasks (RQ5).
Marking emails as unread after reading, came up as of the most
common strategies, which confirms previous related findings [25].
Creating dedicated folders, or transferring tasks to external tools,
such as note taking tools, were preferred by some of the participants,
although they were not as common.
In the next section, we revisit the same questions through a dif-
ferent lens, by characterizing deferrals in the user action logs of a
commercial email provider.
3 CHARACTERIZING EMAIL DEFERRAL
Our detailed in-person interviews highlighted several interesting
aspects of why and what emails are deferred. However, obviously
our findings, based on 15 interviewees, should not be extrapolated to
all users. Therefore, as in the previous section, we study the research
questions described in introduction, but this time quantitatively
based on user action logs.3
We analyzed a sample of the anonymized email logs from users
of a major commercial Web email client (Outlook) over a two weeks
period fromMay 6, 2018 to May 19, 2018. The email Web client can
be used on both desktop and mobile with multiple browsers. Our
sample consists of forty thousand active users who performed about
3 million actions during the two weeks period. Our sample included
emails from enterprise users only. The logs do not contain the text of
the email message, email headers or email search queries. The email
log contains actions performed against messages with timestamps
and other metadata. We limit our analysis to active users by exclud-
ing any user that interacts with less than 1% of received email in the
two week period.
3.1 Deferral in Email Logs (RQ1-2)
In the previous section, and based on our qualitative study, we de-
fined an email as deferred when "the user deliberately postpones
completing the task related to it to later" (RQ1).Toquantifyhowoften
deferral can be observed in email action logs (RQ2), we first need to
adopt a definition that can be measured based on traces of recorded
user actions. To achieve this we have to identify what signals can
be considered as proxy for task completion and later. To address the
former, we decided to focus entirely on three strong actions: Reply,
ReplyAll, and Forward, which were frequently mentioned by our
interviewees as the main unhandled tasks related to their deferred
emails. To set the threshold for what qualifies as later, wewere again
inspired by the responses from our interviewees who suggested that
they would get back to their deferred emails later in the day.
Therefore, we limit our focus to emails onwhich a strong action is
observed only in sessions after the initial read session. While session
boundaries are well studied and relatively well understood in some
related areas such as Web search [16], there is very little work on
how they should be defined for email triage. Following the work
on session segmentation in Web search, We segmented our logs
into session based on a threshold on the time of inactivity between
actions. Following Narang et al. [21], we use 10 minutes of inactivity
as our threshold.4 Based on this definition, and using our sample of
email logs, we found that 16% of active users defer at least one mes-
sage per day (excluding weekends), 3% of all messages get deferred,
and that deferral happens in at least 12% of triage sessions. Overall,
deferral is indeed common based on both qualitative interview data
and quantitative email logs (RQ2).
3Please note that (RQ3) cannot be studied using action logs and hence is not
explored here.
4It is worth noting that the focus of Narang et al. [21] paper was on email search.
We explored a few other thresholds in our preliminary experiments and observed little
difference. Hence, we left further investigations for future work.
3.2 Factors Impacting Deferral (RQ4)
We learned from our interviews the decision to defer an email can
be impacted by several factors such as the properties of the email
(e.g. sender, receiver) and the workload of the user. We investigate
these factors using log analysis here.
Properties of deferred emails. Using our qualitative data we identi-
fied four main characteristics of messages that usually lead to defer-
ral: (1) time& effort (2) urgency (3) sender, and (4) recipients. Among
these, the first two are best inferred from email content, such as sub-
ject and body, to whichwe had no direct access in our logs.We could
however run text classifiers blindly on the body of emails to detect
whether anemail is requestinganyaction (isActionRequest) fromthe
recipient(s), andwhether theemail content is requestinga reply (isRe-
plyRequest) [32].Weuse these two signals as a proxy for “the amount
of work required” to handle an email. We did not however have any
indication of urgency of messages available in our dataset. We also
used algorithmically computed metadata about the sender (i.e. Hu-
man vs. machine-generated (isHuman), whether the sender is impor-
tant based on historical interaction features (isImportantSender) and
whether the sender has sent any emails to the recipient(s) in the past
(isKnownSender).We also used thenumber of recipients (#recipients).
Table 1 presents the distribution of these features given the type
of message. It can be observed that Non-Deferred messages tend
to have double number of recipients on average (recipients), and
contain noticeably fewer number of action or reply requests (proxy
for effort) than Deferred messages. Furthermore, a Non-Deferred
message is less likely to be from a human or important sender and
more likely to be from a known sender.
The Impact of workload on deferral. The workload of a user can be
estimated using a large set of factors including the projects they are
involved with, the meetings they have to attend or prepare for, the
number of emails they receive and hence need to triage, etc. Since
we do not have access to a comprehensive context of the user, we
use two factors to estimate the workload of a user at the time she is
attending to her mailbox: (1) number of unhandled messages that
she received in her inbox since the last time she visited her mailbox
and (2) number of meetings or appointments the user has on her
calendar during the time of receiving emails.
Such features may be helpful because what users are doing may
affect how they interact with their email. For example, as mentioned
by many of our participants, they tend to defer more emails if they
are in a meeting when they first read the email. For every message,
we look at the hour and day of the initial read of that message and
include counts of the total number of meetings at that time using
the user’s calendar data.
Figure 1 illustrates the relationship between the workload of the
user in terms of number of unhandled emails and the probability
of deferring a message. The horizontal line indicates the baseline
deferral probability regardless of theworkloadof theuser. The trends
are consistentwithourqualitativefindingsandconfirmthatusers are
more likely to defer a message when dealing with higher workload.
Similar trends – omitted here for brevity – were observed when
numberofmeetings is consideredasproxy forworkload. For instance
probability of deferral increases fromabout 3% to 4%as thenumber of
meetings on user’s calendar almost monotonically grows from 1 to 5.
3.3 Deferral strategies (RQ5)
Our qualitative findings showed users employed a variety of strate-
gies to manage their deferred emails. While inferring high-level
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Figure 1: The probability of deferring an email based on the
workload of the usermeasured by the #unhandeled emails
management strategies from actions logs is a challenging task, ac-
tions such as Flag andMarkAsUnreadwere commonlymentioned as
deferral strategies (deferralStrategy), whereasMovewasmostly used
for archiving a non-deferred message or filing a deferred message
when it was no longer pending (filingStrategy). We used our action
logs to compare the probability of observing these actions given the
message type (i.e. Deferred vs. Non-Deferred).
Table 3 includes these conditional probabilities for these actions
along with other actions for completeness. We compute standard
error confidence intervals for all probabilities in Tables 2-3 via boot-
strapping, and find that all differences are statistically significant
with p<0.05. Looking at Flag andMarkAsUnread columns we see
that theyare indeedmore likely tobeobserved forDeferredmessages
than Non-Deferred ones, which partially validates RQ5. However,
Move seems to be used onDeferredmessagesmore frequently which
is in contrast to our qualitative findings – a discrepancy we return
to later in this section.
In order to further investigate RQ5, we look at the distribution
of actions in read and revisit sessions separately. The motivation
behind this analysis is that the intent of the user at the time of first
read is indeed different from the time she goes back to amessage at a
later time.While the intent to defer amessage takes place at the time
of first read, the intent to take care of a pending message takes place
at the time of revisit and can similarly impact the distribution of
user’s actions. This hypothesis is supported by our qualitative data
as users seemed to exhibit different behavior at the time of the first
reading of a message (e.g. deferralStrategy) and the time they revisit
that message (e.g. filingStrategy). In order to investigate the differ-
ences between read and revisit activities, we split our distributions
of actions into first read and first revisit sessions.
Table 2 summarizes the probability of observing different actions
in read and revisit sessions and contrast them between Deferred
and Non-Deferred messages. While it is still evident that Flag and
MarkAsUnread are more likely to be seen for Deferred messages, we
can see that they are indeed used as deferral strategies at the time of
reading these messages. Additionally, looking at the read sessions of
Deferred andNon-Deferredmessages,we see a significant difference
in the likelihood of observing these two actions which is consistent
with our qualitative findings for Q5 (deferralStrategy).
Another interesting observation is the distribution of theMove ac-
tion. At the time of reading a message with the intention of deferral,
observing theMove action is the least likely, whereas users are more
likely tomove amessage at the read time than the revisit time if they
Table 1: Comparing the properties of deferred and non-deferred emails based on themeta-data and contents ofmessages.
Type #recipients #actionRequests #replyRequest isHuman isKnownSender isImportantSender
Deferred 3.899 0.075 0.200 0.849 0.604 0.469
Non-Deferred 7.010 0.034 0.100 0.744 0.723 0.403
Table 2: Probability of observing a given action on an email (deferred vs. non-deferred), and first read vs. revisit sessions.
Type Delete Flag FlagComplete LinkClicked MarkAsUnread Move OpenedAnAttachment
Deferred-Read 0.004 0.021 0.001 0.017 0.038 0.015 0.139
Deferred-Revisit 0.054 0.005 0.011 0.014 0.008 0.086 0.096
Non-Deferred-Read 0.121 0.007 0.003 0.034 0.008 0.060 0.087
Non-Deferred-Revisit 0.054 0.003 0.003 0.008 0.004 0.0300 0.027
Table 3: Probability of observing a given action on an email given its type (deferred vs. non-deferred) .
Type Delete Flag FlagComplete LinkClicked MarkAsUnread Move OpenedAnAttachment
Deferred 0.108 0.036 0.021 0.032 0.053 0.161 0.239
Non-Deferred 0.171 0.009 0.006 0.039 0.011 0.090 0.103
are not intending to defer acting on it. Furthermore,Move at the time
of revisit for a deferred message seems to be an indicator of “being
done acting on that message and hence the message is no longer
pending”. This behavior was also observed among our participants
and more specifically for the Filers who tend to move emails out of
their Inbox as soon as they are done handling them (filingStrategy),
and explains the discrepancy observed earlier in this section.
3.4 Deferral vs. Reply
Given that all deferred emails in our dataset are associated with a
strong action, it is important to verify how they are different from
other replied-to emails, and confirm if there is anythingunique about
deferred emails.
Interestingly, we observed that replied-to emails are much more
similar to Non-deferred emails in terms of their action probability
distribution, but their metadata and other properties are closer to
Deferred emails. For instance, the probability ofMarkAsUnread is
0.013 for replied-to emails (compared to 0.011 and 0.032 respectively
for Non-Deferred and Deferred as shown in Table 3). In contrast, the
averagenumberof recipients for replied-to emails is 3.497 (compared
to 7.010 and 3.899 respectively for Non-Deferred Deferred emails, as
presented in Table 1).We observed consistent trends for other actions
and properties and exclude them here for brevity.
One way to explain this is that message properties may be good
indicators of whether the user will take a strong action (e.g. Reply)
on the message or not (as was also investigated in Yang et al. [32]).
However, theymay not be a strong indicator of determiningwhether
the strong action will be taken immediately or deferred for later.
4 DEFERRAL PREDICTION PROBLEMS
We now present our experiments for predicting deferral. The ability
to accurately predict whether an email is deferred has the potential
of significantly improving the email experience. For example, email
clients could use such a model to remind users about emails that
they have deferred or even forgotten about, reducing the amount
of effort they need to spend to re-find emails and the chance of them
missing to act on important emails.
Since we do not have access to ground truth labels, we focus on
emails that have beenmarked as unread or flagged (the strongest sig-
nal of deferral that we have) and predict whether the user will return
to them or not. More specifically, we predict whether a message that
has beenmarked as unread or flaggedwill receive a strong action (Re-
ply, ReplyAll, Forward) in a session after the session containing the
email’s initial read.We choose to only predict revisits with strong ac-
tions (as opposed to all revisits) because our qualitative study shows
that almost all deferred emails contain strong actions in the revisit.
Note that the problemwe tackle here differs fromReply prediction,
because of the element of time. We do not build a model to simply
predict whether a user will reply to an email at any time. Instead, we
build a model to predict whether a user will return to an email and
and take a strong action on it at a later time. Our problem formulation
allows us to use signals from the email’s initial read session in order
to help in the prediction. For example, a flag on the email could be
a strong signal that the email will be returned to.
Labels & features. We first filter the sample of email logs we use
in our quantitative analysis to include only those emails marked as
unread and flagged, resulting in a dataset containing 10,551 emails.
We label messages as positive when they contain strong actions
in a session after the initial read session. For our first experiment,
we remove messages that contain strong actions in the initial read
session because we do not consider these emails as deferred. We
will return to consider these excluded examples in the following
experiment in Section 4.2.
We use a large number of features spanning different categories
(see Table 4).Action Features include counts of user actions (e.g.
Reply,Move, etc.) that occurredduring the initial read session for that
message. We also includeMessage Features like the length of the
email body (in number of words), number of recipients and several
features characterizing the sender of the message.User Features
represent general user characteristics like the sizeof theirmailbox (as
a proxy for the amount of email messages they need to handle). We
use fourbuckets to represent thenumberof emails they received in to-
tal in theentiredataset (<10, 10-24, 25-99,≥ 100).Wealsousea feature
to describe their triage behavior (whether they are a Zero Inboxer, a
Zero Unreader, or a Piler [31]). We have shown earlier that the user
workload is an important factor when she decides whether to defer
a message or handle it immediately. Hence, we also includedWork-
loadFeatures to represent the user’sworkload in termsofmessages
they need to handle andmeetings they have. Finally since the time of
first seeing the message may have an impact on how a user handles
it, we include several Temporal Features characterizing the time
Table 4: Features used for deferral prediction.
Name Description
Action Features
NumRespone Num. of responses (Reply, ReplyAll, Forward)
NumFlag Num. of flag actions (Flag, FlagComplete)
NumMarkUnRead Num. of MarkAsUnread actions
NumOpenAtt Num. of OpenAnAttachment actions
NumLinkClK Num. of LinkClicked actions
NumMove Num. of Move actions
NumDelete Num. of Delete actions
NumSearch Num. of times retrieved in search
Message Features
UniqueBodyLength length of the body of the email
isBulkMessage Is email sent to a dist. list?
isInThread Is email part of a thread?
numRecipients number of recipients in the email
isHuman Is sender a human (vs. machine-generated)?
isSenderFromSameOrg Is sender from the same org?
isKnownSender Is sender known (sent emails before)?
isImportantSender Is the sender important (previous interactions)
User Features
MailboxSize Num. of receieived emails in the dataset
ManagementStyle Piler, ZeroInbox or ZeroUnread[31]
Workload Features
NumMessages num. of unhandled messages
NumMessagesSLTS - since last traige session
NumMeetings total num. of meetings
NumMeetingsOrg - organized by the user
TimeBusy percent. of time user is busy
TimeFree percent. of time user is free
TimeTentative percent. of time user is tentative
TimeOOO percent. of time user is out of office
Time Features
HourOfDay Hour of the day of first read
DayOfWeek Day of the week of first read
DayOfMonth Day of the month of first read
Month Month of first read
of the first read of the message (e.g. hour of the day, day of the week,
etc.). A full list of features and their description is listed in Table 4.
4.1 Experimental setup and results
We randomly split our dataset into a training set containing 80%
of the emails and a test set containing 20% of the emails. Then, we
perform 5-fold cross validation using the training set to select hy-
perparameters for the LightGBM classifier [18] (an implementation
of gradient boosted trees). During training, we weight positive ex-
amples 10 times more than negative examples because about 14% of
the examples are positive.
We compare our model against a simple baseline, which predicts
as positive everymessage that has beenmarked as unread or flagged.
Experiment 1 in Table 5 shows that using the strongest deferral sig-
nals available to predict deferral results in surprisingly low precision
and F1, suggesting that users often do not go back to messages they
explicitly mark. We also see that our model is able to double preci-
sion and increase F1 by over 50% compared to the baseline, showing
that many additional signals are necessary to significantly improve
prediction. For insight, we look at the features that have the highest
Gini importance (Mean Decrease in Impurity )[18] as output by the
LightGBMclassifier andfind that the length of the body and the num-
ber of unhandledmessages are the twomost important features. This
result is not surprising. The importance of the length of the email
is bolstered by the conclusions from our qualitative study, which
Table 5: Experiment 1: predictingwhether amessagemarked
as unread or flagged will contain a strong action in a later
session Experiment 2: limiting the prediction to only those
messages that contain strong actions Experiment 3: expand-
ing the sample of messages from Experiment 2 to include
messages not marked as unread and not flagged. Precision,
and recall are denoted by P and R respectively.
Experiment 1 Experiment 2 Experiment 3
P R F1 P R F1 P R F1
Our Model 0.25 0.65 0.36 0.51 0.91 0.66 0.25 0.95 0.40
Baseline 0.14 1.00 0.24 0.41 1.00 0.58 0.41 0.06 0.10
showed that users consider how long responding to an email will
take when deciding whether to respond or not. And the importance
of the number of unhandled messages is intuitive, since users may
tend to defer more emails if they have more emails to attend to.
4.2 Predicting Deferral or Strong Action?
We have shown that our model can reasonably make a compound
two-part prediction: whether a user will return to an email and per-
form a strong action on it. However, it is possible that our model is
simply predicting whether a user will perform a strong action, since
we excluded those emails with strong actions in the same session.
We next investigate whether the act of deferral can be separated out
from the act of replying or forwarding.
We build a model to predict whether a user will return to an email
after first read given that they have performed a strong action on
it at any time. In other words, we consider only those emails with
strong actions, and predict those whose strong actions occur only
in sessions later than the initial read session. By only considering
emails with strong actions, we reduce the size of our dataset to 3339
messages. Needless to say that this prediction problem cannot be ap-
plied in practice, because we are trying to predict deferral after it has
already happened. For this prediction problem, we exclude from the
features the counts of strong actions, because these directly indicate
the label. We set up our experiment exactly as before. Experiment
2 in Table 5 shows that our model is only able to increase F1 over the
baseline by about 12%.We conclude that given an email with a strong
action, a mark as unread or flag signal is a strong signal that the
email has been deferred, so the additional signals in our model are
not that useful. However, note that our dataset only contains those
messages that have been marked as unread or flagged (we made this
restriction earlier for the practical prediction task). This restriction
unfairly causes the baseline to have perfect recall, by definition.
Experiment 3 in Table 5 shows that when we remove this restric-
tion so that our dataset also includes messages not flagged and not
marked as unread, our model is able to increase F1 over the base-
line by almost 300%, which suggests that our model is able predict
whether a user will return to an email given that the email contains a
strongaction.This result shows that our improvement inExperiment
1 is not just simple reply prediction.
5 DISCUSSION&DESIGN IMPLICATIONS
Anoverarching theme that emergedduringourqualitative studywas
that while there has been a significant shift towards the centrality
of email clients for task management, effective inbox management
is still one of the main challenges facing enterprise workers who
constantly deal with email overload. One main reason behind this
observation is that the design of email clients has not kept up with
the management scenarios it is expected to support. We identified
three main areas to support users during their daily inbox manage-
ment activities: (1) during triage (2) at the time of deferral and (3)
while handling deferred emails.
When triaging, many of our participants try to use some of the
available functionalities such as conditional formatting of the emails
based on the sender, presence of explicit mention, etc. to facilitate
the process of identifying emails that require attention. Automatic
identificationof emails that require attention, areurgent, or are likely
to be deferred may have a great impact on managing email overload.
Support for deferring emails was often requested by our partici-
pants. Our participants often commented on scenarios where emails
can be automatically “snoozed” out of sight and resurfaced later.
Many participants also described flags for responses and tasks, be-
ing able to specify the amount of time needed to handle emails and
support for scheduling a time to revisit emails.
Finally, many of our participants expressed their fear of forget-
ting about their deferred emails and the need to use external tools
due to the lack of client’s support for effective task management.
Reminders and notifications were envisioned as the most effective
way to surface deferred emails. Integrating planners, task extrac-
tors, TODO list-generators, and automated support for suggesting
the best times to handle deferred emails were also among the most
popular functionalities for an intelligent email client.
While prior work (e.g. [25]) had identified deferral as a common
email flow handling strategy, through in lab studies, to the best of
our knowledge this work is the first attempt to formalize deferral
and how it can be inferred from logs of users actions. While we do
replicate the previous design recommendations for enhancing theUI
of email clients to leverage task views, scheduling tools, mechanisms
for highlighting emails based on different metadata or means for
annotating emails, our quantitative findings, based on the logs of
thousands of users, highlighted different characteristics of messages
(e.g. #recipients, #actionRequests or #replyRequests) as well as defer-
ral strategies (i.e. Flag or MarkAsUnread) that can be used to predict
whether or not a read message is deferred. A direct implication of
such prediction is designing email clients and intelligent assistants
that help users with getting back to their pending messages.
6 RELATEDWORK
Previous work has studied several aspects of how people interact
with email and how to assist them with email management. Two
lines of priorwork are especially relevant, one on emailmanagement
and organization and the other on large-scale log analysis of email
interaction. We cover both of them below.
Email organization and management. One line of work on email
management focused on understanding activities and workflows
in email. Venolia and Gupta [28] identified five major activities sur-
rounding how people use email. In particular, they highlighted two
activities: keeping up with the flow of incomingmessages, and triag-
ing existing messages and discussed howmail clients could better
support these activities. Siu et al. [25] studied email use in the context
ofeverydayworkpractices.Theyexaminedhowusers interlaceemail
with their day-to-day, ongoing work processes. They demonstrated
that subjects use email as a tool for managing moment-to-moment
attention and task focus, and built on top of the work by Venolia and
Gupta [28] to propose a model of this workflow.
Much of the early research on email focused on how people or-
ganized and managed their email. Mackay [19] described a set of
interviews that focusedonunderstanding thewayprofessionalwork-
ers use email. Whittaker and Sidner [31] proposed the concept of
email overload to describe the usage of emails beyond communica-
tion needs, such as task management and personal archiving. They
identified common strategies for handling email overload such as
filing, searching, and cleaning. Fisher et al. [10] found similar results
in their study of mailboxes at a large tech company. Gwizdka [14]
identified two additional email management practices, Cleaners and
Keepers, based on clustering responses to a questionnaire about
email practices. Grevet et al. [12] revisited these previous findings
with a qualitative study ofGmail users and found that email overload
was still prevalent in both work and personal settings.
Grbovic et al. [11] showed that, with the increase of email mes-
sages over time, users do not use folders and argue that search is an
increasingly important alternative to human-generated folders and
tags. Several studies have focused on developing effective search
systems for email [8, 24]. Dumais et al. [8] found that email was the
most commonly retrieved source of personal information (e.g. files,
web history, emails, etc.). Horvitz et al [15] described experiments
with bounded deferral, a method aimed at reducing the disruptive-
ness of incoming messages and alerts in return for bounded delays
in receiving information. They showed that bounded deferral poli-
cies could help with balancing awareness about potentially urgent
messages with the cost of interruption.
Earlier work also focused on studying how people triage their
email. Neustaedter et al. [22] performed a set of interviews and sur-
veys to understand how people handle email during triage and what
email do people decide to handle first. Pierce et al. [23] also studied
triage but they focused on mobile use. They showed that triage is
a more dominant activity on mobile and that users often triage on
mobile and defer their action until they reach a desktop. Perhaps the
most relevant to ourwork in this line is thework ofWainer et al. [29].
They studied how top-level cues, including message importance,
organization utility, subject line specificity, curiosity, workload and
personal utility, influence attention to email.
Ourwork is similar to this line of research in that we also study as-
pects of email management and organization.We examine in greater
detail one aspect of email management focused on deferred action
on emails and provide in-depth qualitative and quantitative studies
to characterize and support users with deferral.
Log-based analysis of email interaction. Large-scale log analysis
has been extensively used in the literature to study different aspects
of email interactions. Kalman and Ravid [17] conducted a study of
email management strategies on thousands of users over a period
of 8 months using a popular email web client add-in. They showed
that people use a wide variety of strategies to manage their emails,
many more than had been identified in earlier studies. Other work
focused on using large-scale log analysis to study re-finding in email.
Elsweiler et al. [9] studied several email interactions such as sort-
ing, changing views, searching, selecting messages and opening
folders. Their work revealed strong relationships between difficulty
in re-finding emails and the time lapsed since a message was read,
remembering when the sought-after email was sent and remember-
ing other recipients of the email. Whittaker et al. [30] carried out a
large-scale study of users using a web-based email client. They in-
vestigated different re-finding strategies. They found out that some
users create and use complicated folder structures to use them for
email retrieval with no improvement in retrieval success. Dumais
et al. [8] showed that re-finding previously seen information is a
frequent activity that goes beyond email. However, they showed that
email is by far the most common type of information that people
re-find in a desktop search application.
Log-based studies have also been used to study email search. Ai
et al. [1] examined the actions that people perform on emails after
searches and compared re-finding in email search with web search.
Narang et al. [21] also examined the activities performed on mes-
sages following searches, and how this related to the characteristics
of people’s mailboxes and email organization strategies.
More recently, Castro et al. [4] studied what actions the users
might conduct on received messages by analyzing the actions of
a large number of users in Yahoo! Mail. They found out that the
most frequent actions are typically read, reply, delete and a sub-type
of delete, delete-without-read. Yang et al. [32] studied email reply
behavior in enterprise settings. They characterized the influence
of various factors such as email content and metadata, historical
interaction features and temporal features on email reply behavior.
We also develop models to predict whether a recipient will reply to
an email and how long it will take to do so
Alrashed et al. [2] studied the lifetime of email messages with
a focus on revisiting patterns. They showed that some emails are
never revisited, while others are revisited for multiple times. They
also showed that some users revisit messages for a variety of reasons
including taking an action or for finding location information.
This line of work is related to our study since we also use large-
scale log analysis to study email interactions. We build on top of pre-
viousworkonunderstandingemail triageand re-findingbut focuson
the act of email deferral.Wealso augment the log-basedanalysiswith
a qualitative study anduse the findings of both studies to define a pre-
diction task tohelpusers get back todeferred emailsmore efficiently.
7 CONCLUSIONS
We sought to understand one important aspect of email triagewhere
people defer taking action on emails after seeing it for the first time.
We employed a mixed-methods approach where we combined quali-
tative analysis, via interviews, and quantitative analysis, via a large-
scale log study, todevelopabetterunderstandingofwhypeopledefer
emails, what strategies they employ to do so and howwe can provide
better support for deferring and getting back to deferred emails.
We found that users are more likely to defer emails that require
responding or processing information in an attachment. We also
observed that deferred message share common characteristics re-
lated to the importance of the sender, the number of recipients and
the content of the message. Further, the decision to defer a message
depends not only on the message itself but also on other contex-
tual information such as the current workload of the user. Our log
analysis revealed several insights about deferral strategies. For ex-
ample, we showed that Flag andMarkAsUnread are more likely to
be observed for deferred than non-deferred messages but are only
observed for a limited portion of deferred messages. We used these
insights to define a prediction task to assess the feasibility of using
machine learning to assist users with their deferral workflows.
Understanding email deferral could have implications on under-
standing how people interact with their email and designing email
clients and intelligent agents to help people with managing and or-
ganizing theirmessages. Our futureworkwill aim to explore applica-
tions and user experiences that would better support email deferral.
REFERENCES
[1] Q. Ai, S. Dumais, N. Craswell, and D. Liebling. 2017. Characterizing email search
using large-scale behavioral logs and surveys. In Proc. WWW. 1511–1520.
[2] TarfahAlrashed,AhmedHassanAwadallah, andSusanDumais. 2018. TheLifetime
of Email Messages: A Large-Scale Analysis of Email Revisitation. In Proc. CHIIR.
[3] V. Bellotti, N. Ducheneaut, M. Howard, and I. Smith. 2003. Taking Email to Task:
The Design and Evaluation of a TaskManagement Centered Email Tool. In Proc.
SIGCHI. 345–352.
[4] D. Castro, Z. Karnin, L. Lewin-Eytan, and Y. Maarek. 2016. You’ve got mail, and
Here is what you could do with it!: Analyzing and predicting actions on email
messages. In Proc. WSDM. 307–316.
[5] Michael Chui, James Manyika, Jacques Bughin, Richard Dobbs, Charles Roxburgh,
Hugo Sarrazin, Georey Sands, and Magdalena Westergren. 2012. The social
economy: Unlocking value and productivity through social technologies.
https://goo.gl/sSSnpX
[6] L. A. Dabbish and R. E. Kraut. 2006. Email overload at work: An analysis of factors
associated with email strain. In Proc. CSCW. 431–440.
[7] N. Ducheneaut and V. Bellotti. 2001. E-mail As Habitat: An Exploration of
EmbeddedPersonal InformationManagement. Interactions 8, 5 (Sept. 2001), 30–38.
[8] Susan Dumais, Edward Cutrell, JJ Cadiz, Gavin Jancke, Raman Sarin, and Daniel C.
Robbins. 2003. Stuff I’Ve Seen: A System for Personal Information Retrieval and
Re-use. In Proc. SIGIR. New York, NY, USA, 72–79.
[9] D. Elsweiler, M. Harvey, and M. Hacker. 2011. Understanding re-finding behavior
in naturalistic email interaction logs. In Proc. SIGIR. 35–44.
[10] D. Fisher, A. J. Brush, E. Gleave, and M. Smith. 2006. Revisiting Whittaker &
Sidner’s "email overload" ten years later. In Proc. CSCW. 309–312.
[11] M. Grbovic, G. Halawi, Z. Karnin, and Y. Maarek. 2014. How many folders do
you really need?: Classifying email into a handful of categories. In Proc. CIKM.
[12] C. Grevet, D. Choi, D. Kumar, and E. Gilbert. 2014. Overload is overloaded: Email
in the age of Gmail. In Proc. SIGCHI. 793–802.
[13] J. Gwizdka. 2002. TaskView: Design and evaluation of a task-based email interface.
In Proc. CASCON. 4.
[14] J. Gwizdka. 2004. Email task management styles: The cleaners and the keepers.
In CHI EA. 1235–1238.
[15] E. Horvitz, J. Apacible, and M. Subramani. 2005. Balancing awareness and
interruption: Investigation of notification deferral policies. In Proc. UM. 433–437.
[16] Rosie Jones and Kristina Lisa Klinkner. 2008. Beyond the Session Timeout:
Automatic Hierarchical Segmentation of Search Topics in Query Logs. In Proc.
CIKM. 699–708.
[17] Y.M. Kalman and G. Ravid. 2015. Filing, piling, and everything in between: The
dynamics of E-mail inbox management. In J. Assoc. Inf. Sci. Technol. 2540–2552.
[18] Guolin Ke, Qi Meng, Thomas Finley, Taifeng Wang, Wei Chen, Weidong Ma,
Qiwei Ye, and Tie-Yan Liu. 2017. LightGBM: A Highly Efficient Gradient Boosting
DecisionTree. InAdvances inNeural InformationProcessing Systems 30. 3146–3154.
[19] Wendy E. Mackay. 1988. More Than Just a Communication System: Diversity
in the Use of Electronic Mail. In Proc. CSCW. 344–353.
[20] Tara Matthews, Jeffrey Pierce, and John Tang. 2009. No smart phone is an island:
The impact of places, situations, and other devices on smart phone use. IBM
RJ10452 (2009).
[21] K. Narang, S. Dumais, and Q. Ai. 2017. Large-scale analysis of email search and
organizational strategies. In Proc. CHIIR. 215–223.
[22] Carman Neustaedter, A. J. Bernheim Brush, and Marc A. Smith. 2005. Beyond
"from" and "Received": Exploring the Dynamics of Email Triage. In Proc.SIGCHI.
1977–1980.
[23] Jeffrey S Pierce, Jonathan Bunde-Pedersen, and Daniel A Ford. [n. d.]. Triage and
capture: Rethinking mobile email. Interaction 5 ([n. d.]), 7.
[24] Pranav Ramarao, Suresh Iyengar, Pushkar Chitnis, Raghavendra Udupa, and
Balasubramanyan Ashok. 2016. InLook: Revisiting Email Search Experience. In
Proc. SIGIR. 1117–1120.
[25] Nelson Siu, Lee Iverson, and Anthony Tang. 2006. Going with the Flow: Email
Awareness and Task Management. In Proc. CSCW. 441–450.
[26] The Radicati Group, INC. 2017. Email Statistics Report. https://goo.gl/NYpqcF
[27] Joshua R. Tyler and John C. Tang. 2003. When Can I Expect an Email Response?
A Study of Rhythms in Email Usage. In Proc. ECSCW. 239–258.
[28] L. Cadiz J. Venolia, G. Dabbish and A. Gupta. 2001. Supporting Email Workflow.
Vol. 2088.
[29] JaclynWainer, Laura Dabbish, and Robert Kraut. 2011. Should I Open This Email?:
Inbox-level Cues, Curiosity and Attention to Email. In Proc. SIGCHI. 3439–3448.
[30] S. Whittaker, T. Matthews, J. Cerruti, H. Badenes, and J. Tang. 2011. Am I wasting
my time organizing email?: A study of email refinding. In Proc. SIGCHI. 3449–3458.
[31] S. Whittaker and C. Sidner. 1996. Email overload: Exploring personal information
management of email. In Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (CHI ’96). 276–283.
[32] Liu Y., S. T. Dumais, P. N. Bennett, and A. H. Awadallah. 2017. Characterizing
and Predicting Enterprise Email Reply Behavior. In Proc. SIGIR. 235–244.
