A simple digital surface climate simulator is employed as the vehicle for the exploration of some relationships between land-use and the urban climate. Specifically the simulator indicates that the physical roots of the urban "heat island effect" are significantly seasonally variable.
Introduction
This report is essentially an appendix to earlier papers in which the land-use dependence of the surface thermal regime was simulated and demonstrated using thermal scan data [2, 3] . The agreement between the thermal scan material and the simulations indicated that the synthetic.energy transfer system was "mimicking" the real world to such a degree that it was impossible to allocate the diver-gence between the synthetic and real world thermal regimes to sampling-experimental or simulator construction error [3] . It follows that some gross information concerning the interaction between land-use and surface climate might be acquired by the application of the simulator outside "data space" and that this information at least could serve as a basis for hypothesis formulation and experimental design. In this trial application the problem put to the simulator was: Is the physical basis for the urban heat island effect at Ann Arbor seasonally variable?
The General Simulation Process
The digital computer simulation of surface climate is activated by the acquisition of sixteen boundary conditions (i. e. latitude, solar declination, atmospheric dust content, station pressure, orbital radius vector, surface albedo, precipitable water, sky radiation temperature, mean diurnal temperature, air saturation fraction (RH/ 100), mean diurnal air wind velocity, soil thermal diffusivity, soil volumetric heat capacity, roughness length, soil wet fraction and fraction of terrain in shadow). The incoming solar radiation is then calculated as a function of latitude, precipitable water, albedo, station pressure, dust content, orbital radius vector and solar declination at 15 minute increments [4] . The soil and atmospheric diurnal damping depths are then calculated. In addition, an adiabatic atmospheric exchange coefficient is computed which is later adjusted for stability by the factor (1.--16. *Ri), where (Ri) is the Richardson number.
Each of the four components of energy transfer (i. e. net radiation, soil heat flux, sensible heat flux and latent heat flux) is a function of varied combinations of the sixteen boundary conditions in addition to surface temperature. An interval-halving process substitutes surface temperatures into this system of equations until the residual in the sum of the energy exchange components has absolute value of less than lmly/min. When this condition exists, the values of the energy exchange components and surface temperature are retained for that time (iteration). This process is repeated at 15-minutes intervals (96/diurnal cycle). The solution surface temperature is called the equilibrium sur[ace temperature and is that surface temperature which will balance the energy transfer equation at a specific time. It is necessary to run the simulator through one diurnal cycle to set the stage for the second cycle.
Lag in the surface temperature regime (lagging solar radiation) is produced by the solution of the Fickian diffusion equation at four substrate soil levels between the diurnal damping depth and the surface. A more detailed discussion of the theory of equilibrium temperature calculations is included in an earlier article by this author [2] .
Modifications to the General Simulator Specific to Urban Reconnaissance
The general simulator discussed earlier was modified in the following manner for the urban reconnaissance task:
a) The thermal diffusivity of the substrate material was estimated from the surface wet fraction assuming as end points the thermal properties of concrete-steel (dry) and soil (wet). The volumetric heat capacity was set at 0.5 c. g. s. units to produce a linear relationship between diffusivity and conductivity. The scheme is essentially the same one employed by Myrup [8] .
b) The silhuette ratio is defined as the ratio of the vertical silhouette area to the horizontal area of a sample tract and is thus identical to Lettau's ratio of the silhouette area to the lot area [7] . c) Obstruction height is defined as the mean height of obstructions which together make the silhouette area "seen" by beam radiation and the wind [7] . d) The aerodynamic roughness length is computed as one half of the product of the obstruction height and the silhouette ratio [7] .
e) The solar radiation incident upon vertical terrain elements was estimated by computing the radiation (beam and hemispherical) on a vertical wall which was rotated normal to the sun's hour angle. This increased the effective radiation intercepting area as the silhouette ratio (the shaded side to the wall is assumed to receive only hemispherical radiation) increased. This rather crude approximation of reality was employed to increase the solar radiation absorption of "optically rough terrain" and was derived from the treatments of beam and diffuse radiation incident on slopes by Lee [6] and Kondrat'yev [5] . f) The thermal radiation flux from a terrain block was reduced using the viewfactor method of Reifsnyder and Lull [9] . The viewfactor is equated with the silhouette ratio, as defined by this author. g) The fraction of rough terrain in shadow was crudely estimated as the cube of one minus the cosine of the solar zenith angle. This yields a large value near sunrise and sunset and rapidly diminishes with increasing solar elevation. The function is an arbitrary one designed to approximate reality in complex "optically rough terrain".
h) The radiant temperature o[ the sky hemisphere was arbitrarily set at 22 ~ below the mean air temperature as this approximation produced a clear sky net nocturnal thermal radiation flux compatible with field observation.
These modifications permit the parameterization of the optical, aerodynamic and thermal properties of a tract of urban land using only two dimensionless numbers and a length (silhouette ratio, wet fraction and obstruction height).
The surface albedo was set at 20 percent and the infrared emissivity at unity due to an absence of data and a desire to exclude these effects from an initial analysis. In addition the albedo and incoming radiation flux are insufficient for the estimation of the solar radiation absorption of "optically rough" terrain blocks where vertical surfaces intercept the solar beam.
Seasonal Variation
Having parameterized the landscape the model was interrogated as to seasonal effects. In the simulation the same terrain types were used as in an earlier study with the addition of a woodlot and construction site to build in sufficient statistical freedom to permit a regression analysis of seasonal effects. The same meteorological boundry conditions were used as in the earlier study. Only the mean air temperature was lowered to 10~ and the astronomical parameters were altered to simulate a snowfree solstice condition in the winter simulation set [3] . The terrain units used in the simulation are listed in Tab. 1. Figures 1 and 2 and in Table 2 . 
The results of the simulations are presented in
If one employs the null hypothesis that in the face of no seasonal effects the coefficient slopes (b) should not vary seasonally to a significant degree it is possible to analyse the variance using a student's t-test design. In each case it is possible to set up two alternate null hypothesis using the standard error of the summer and winter slope of best fit for the individual land-use parameters. The results of these manipulations are summarized in Tab. 3. The slope analysis clearly demonstrates that we may accept the hypothesis that the impact of wet fraction and silhouette ratio on the thermal regimes at Ann Arbor is seasonally variable within the model context. Further, this transfer of influence is physically reasonable as the evaporation capacity of the air during the winter months is diminished whereas the solar radiation absorption on vertical surfaces is enhanced. The non-significant effect of the obstruction height is also reasonable as this parameter is used only in the computation of the atmospheric exchange coefficient. In short the model indicates the realm of response expected as the influence of evaporation diminishes and the relative magnitude of vertical surface beam radiation increases during the colder low sun season. It is therefore implied that the physical basis of the heat "island effect are both geographically and temporally variable and that an explanation suitable for London in winter may not be suitable for New Orleans in winter or even London in summer. Thus, this primitive model indicates the danger of "universal hypothesis" for the heat island phenomena and suggests the probable response range of seasonal effects. Further, experimental design restrictions are implied by the time dependent simulation graphs as the approximate times of maximum contrast are indicated.
This extention of normal simulation-sensitivity testing is used to demonstrate the capacity of a deterministic physical model to suggest hypothesis and experimental designs at the early stages of empirical investigations. As process information becomes available it can be woven into the model structure to test alternative hypotheses against observed spatial variation. Lastly, it should be stressed that the effects reported here were generated without consideration of fossil fuel consumption and pollution of the urban atmosphere and are the products of land-use variation alone.
