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Rapid exchange of surface waters and porewaters in shallow sediments has important biogeochemical
implications for streams and marine systems alike, but mapping these important reaction zones has been
difficult. As a means of bridging the gap between the stream and submarine groundwater discharge
communities we suggest that the rapid, transient mixing in this zone be called ‘‘hydrodynamic
exchange”. We then present a new model, MATTSI, which was developed to estimate the timing, depth
and magnitude of hydrodynamic exchange below the sediment–water interface by inverting thermal
time-series observations. The model uses an effective thermal dispersion term to emulate 3-D hydrody-
namic exchange in a 1-D model. The effective dispersion is assumed to decline exponentially below the
sediment water interface. Application of the model to a synthetic dataset and two field datasets from
50 km offshore in the South Atlantic Bight shows that exchange events can be clearly identified from
thermal data. The model is relatively insensitive to realistic errors in sensor depth and thermal conduc-
tivity. Although the datasets tested here were too shallow to fully span the depth of flushing, we were
able to estimate the depth of hydrodynamic exchange via sensitivity studies.
 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The geochemical composition of surface water is influenced by
discharging groundwater and by circulation of surface waters
through underlying sediments (Boano et al., 2014; Brunke and
Gonser, 1997; Burnett et al., 2003; Moore, 2010; 1999; Santos
et al., 2012; Sophocleous, 2002). This exchange affects streams
and the ocean in parallel ways, and mapping subsurface mixing
zones has become a high priority in freshwater and marine sys-
tems alike. The primary purpose of this paper is to present a new
method to determine the depth of rapid, transient flushing below
the sediment–water interface in stream and marine settings.
Before introducing this method in detail, however, it will be helpful
to establish some common terminology.
The hydrologic and marine communities share similar scientific
goals with respect to fluid and biogeochemical exchanges across
the sediment–water interface, but they do not share terminology
(Table 1). Where hydrologists refer to surface water–groundwater
interactions, oceanographers refer to submarine groundwaterdischarge (SGD), a term that emphasizes the export of nutrients,
metals, and carbon from sediments to the ocean. As reviewed by
Boano et al. (2014), hydrologists studying surface water–ground-
water interactions distinguish between groundwater flow and
hyporheic flow. The former implies regional flow, whereas the lat-
ter refers to relatively small-scale flows of water that originate in
the surface water, travel below the sediment–water interface,
and return to the surface water. Hyporheic flow is further broken
down into hydrostatic (driven by spatial or temporal variations
in the water level of the stream) and hydrodynamic components
(driven by turbulence, currents, density gradients, or surficial pres-
sure gradients). In contrast, the oceanographic literature uses the
term groundwater to refer to fresh and saline porewater, regard-
less of origin or flow path (Burnett et al., 2003). Fresh and saline
SGD are commonly differentiated, but saline SGD encompasses
flow processes ranging from meter-scale tidal pumping to pro-
cesses like geothermal convection (Sanford et al., 1998), which
span tens of kilometers. Centimeter-scale flows, for example those
driven by high-frequency waves (King et al., 2009) or current-
ripple interactions (Huettel et al., 1996), are not always included
in the broad definition of SGD (Moore, 2010), but these processes
clearly cause water and solutes to migrate across the seafloor in
sandy marine settings (Precht et al., 2004; Reimers et al., 2004;
Table 1
Terminology.
Hydrology Oceanography and coastal hydrology This paper
Groundwater (connotes regional flow of fresh
groundwater)
Groundwater (fresh or saline, any flow
process)
Groundwater (regional flow of fresh or saline
groundwater)
Hyporheic flow No widely accepted term Hyporheic and hypokymatica flow
Hydrostatic component No single term Hydrostatic component
Hydrodynamic component Benthic exchange Hydrodynamic exchange
Discharge from hyporheic and groundwater flow systems Submarine groundwater discharge (SGD) Discharge across the sediment–water interface
Stream stage Sea level, water level Surface-water level
The subsurface The sediment column The subsurface
Subsurface Sub-seafloor Subsurface
a ”Under the tide” or ‘‘under the swell”.
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grouped and referred to as benthic exchange.
We propose a hybrid terminology that will allow us to commu-
nicate clearly with both communities (Table 1). In this paper,
‘‘groundwater” will to refer to fresh and saline porewater that is
part of a regional flow system. This means that ‘‘groundwater”
includes regional flow of saline groundwater below the seafloor,
including submarine geothermal convection (Sanford et al., 1998;
Wilson, 2005, 2003), compaction-driven flow (Bethke, 1985;
Osborne and Swarbrick, 1997; Wilson et al., 1999), and haline con-
vection (Ranganathan and Hanor, 1988; Smith, 2004; Wilson,
2005). As a parallel to hyporheic flow in streams and hypolentic
flow in lakes (Aseltyne et al., 2006), we propose the term ‘‘hypoky-
matic flow,” meaning ‘‘under the tide” or ‘‘under the swell,” to refer
to relatively small-scale flows that originate in the ocean, travel
through sediments, and return to the ocean. As emphasized by
Boano et al. (2014) for hyporheic flow, the difference between
hypokymatic flow and regional groundwater flow depends on the
scale of interest. Continuing in parallel with freshwater terminol-
ogy, the hydrostatic component of hypokymatic flow is driven by
tidal fluctuations or other temporal and spatial variations in sea
level (e.g. Santos et al., 2010). The hydrodynamic component of
hypokymatic flow is benthic exchange. We propose the hybrid ‘‘hy-
drodynamic exchange” as a concise term to describe both benthic
exchange in marine systems and the hydrodynamic component of
hyporheic flow in streams (Table 1).
This paper focuses on mapping hydrodynamic exchange. As
recently reviewed by Boano et al. (2014) for streams and Huettel
et al. (2014) for marine systems, hydrodynamic exchange can be
a major contributor to biogeochemical cycling. Rapid exchange
below the sediment–water interface drives mixing between typi-
cally oxygenated surface waters and highly reduced porewaters.
This exchange also allows particle transport and filtration
(Huettel and Rusch, 2000; Packman et al., 2000) that delivers
particle-associated metals, carbon, and phosphorus to the sedi-
ments. This zone of hydrodynamic exchange supports rapid micro-
bial metabolism (Boano et al., 2014; Ehrenhauss and Huettel, 2004;
Huettel and Rusch, 2000; Jahnke et al., 2005) and hosts such pro-
cesses as denitrification (Laursen and Seitzinger, 2002;
Mulholland et al., 2008; Rao et al., 2007), metals speciation
(Harvey and Fuller, 1998; Huettel et al., 1998), remineralization
of organic carbon (Conant et al., 2004; Cook et al., 2007; Janssen
et al., 2005), and biodegradation of organic contaminants (Conant
et al., 2004).
Hydrodynamic exchange can be highly transient. The depth and
intensity of hydrodynamic exchange in streams varies with dis-
charge, which can change dramatically on time scales of hours or
minutes. In marine settings, hydrodynamic exchange can be
affected by bi-directional flow on tidal time scales. Thermal insta-
bilities can also drive flushing below the sediment–water interface
(Moore and Wilson, 2005; Rocha, 2000) or enhance exchange
where hydraulic gradients provide the primary driver for flow(Boano et al., 2009; Jin et al., 2011). This paper presents a method
that inverts thermal time series data to estimate the timing and
depth of transient hydrodynamic exchange.
2. Heat as a tracer
Heat has been used as an inexpensive and effective tracer in a
wide range of hydrogeologic systems (Anderson, 2005) and has
found particular use as a tracer for monitoring groundwater flow
and hyporheic exchange below streams (Boano et al., 2014;
Constantz, 2008). Heat has found similar use as a tracer for sub-
marine groundwater discharge (SGD) in marine and coastal sys-
tems (Befus et al., 2013; Cho et al., 2010; Martin et al., 2006;
Moore and Wilson, 2005; Moore et al., 2002; Taniguchi, 2000).
Many studies have determined groundwater flow rates using
methods based on one-dimensional analytical solutions to the heat
transport equation (Bredehoeft and Papadopulos, 1965; Hatch
et al., 2006; Stallman, 1963).
@T
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ð1Þ
where / is the porosity, qf is the density of water, cf is the specific
heat capacity of water, je is the effective thermal diffusivity, v is the
average linear velocity of the groundwater, z is depth below the sed-
iment–water interface (positive downward), and C is the average
heat capacity of the saturated sediment.
C ¼ /qf cf þ ð1 /Þqscs ð2Þ
where qs is the density of the solid grains and cs is the specific heat
capacity of the solid grains.
Recently Bhaskar et al. (2012) demonstrated that thermal
records can be used to analyze co-occurring hyporheic and ground-
water flow. Their approach built on bench-scale tracer studies
(Elliott and Brooks, 1997; Elliott et al., 1997) that indicated that
shallow 3-D hydrodynamic exchange could be accommodated in
a 1-D framework by modifying the effective thermal diffusivity
to include an effective dispersion term. If the effective thermal con-
ductivity of the saturated sediment is defined as k ¼ k/f kð1/Þs ,
where kf and ks are the thermal conductivities of water and the sed-
iment grains, respectively, then the effective thermal diffusivity
can be written.
je ¼ k

C
þ Deff ð3Þ
where Deff is the effective dispersion coefficient. Introducing Deff
provides a way to increase the rate of heat transport, imitating
the rapid heat transport that in reality is a product of 3-D hydrody-
namic exchange. Bhaskar et al. (2012) imposed a constant value of
Deff down to a specified depth, below which Deff was zero. Analytical
solutions suggest that hydrodynamic exchange driven by waves and
flow over ripples decays exponentially below the sediment–water
Table 2
Optimization parameters and sensitivity studies.
Parameter definition Value for field example
Function tolerance 106
Vector tolerance 106
Maximum Dok 500
Maximum d1=2 0.01, 0.02, 0.04, 0.06, 0.10, 0.15 m
Optimization interval 2, 4, 6, 10, 15, 20, 30 min
Table 3
Parameters for the heat transport model.
Parameter Definition Value Units
/ Porosity 0.40 (–)
qf Density of seawater 1025 kg m
3
qs Density of sediment grains 2650 kg m
3
cf Specific heat capacity of seawater 3993 J kg
1 K1
cs Specific heat capacity of sediment
grains
1170 J kg1 K1
k Effective thermal conductivity 1.57a,
2.00b
Wm1 K1
v Vertical groundwater flow ratec 3a, 1.5b m yr1
a Synthetic test case.
b Field cases.
c Positive numbers indicate upward flow.
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have shown that a corresponding exponential decay in Deff repro-
duces field (Jahnke et al., 2005) and laboratory (Qian et al., 2009)
observations, using
Deff ¼ Doekz ð4Þ
where k is
k ¼ lnð2Þ
d1=2
ð5Þ
and d1/2 is the half-depth, which is the depth below the sediment–
water interface at which Deff = Do/2. It is also convenient to define a
non-dimensional thermal diffusivity index
TDI ¼ Deffðk=CÞ ð6Þ
As discussed by Bhaskar et al. (2012), when TDI < 0.3, heat conduc-
tion dominates diffusive heat transfer; when TDI > 3, dispersion
dominates diffusive heat transfer. Thus TDI > 3 indicates rapid
hydrodynamic exchange. Time-series profiles of TDI reveal the tim-
ing, degree, and depth of rapid hydrodynamic exchange. Estimating
the flux of fluid that is required to create the thermal signal is an
obvious next step but is a large enough step that it is beyond the
scope of the current paper. The primary goal of the current paper
is to determine the timing and extent of rapid hydrodynamic
exchange.
Many studies have inverted thermal time series data in a 1-D
framework to determine v. Analytic solutions of (1) have been
widely used to determine groundwater velocity below streams
(Anibas et al., 2011; Briggs et al., 2012; Irvine and Lautz, 2015;
Irvine et al., 2015). Computer codes are now available that greatly
simplify these analyses (Gordon et al., 2012; Swanson and
Cardenas, 2011), and, Schmidt et al. (2014) developed models to
allow automated estimation of time-varying v in systems
described by (1). These 1-D methods are also increasingly accom-
panied by more complex two-dimensional coupled models of
groundwater flow and heat transport (Nützmann et al., 2014;
Rahimi et al., 2015).
In contrast to methods that are designed to obtain v, methods
for analyzing hydrodynamic exchange are in general far more com-
plex. With the exception of Bhaskar (2012), models of hydrody-
namic exchange have commonly coupled surface water flow with
groundwater flow in two- and three-dimensional systems
(Cardenas and Wilson, 2007; Hester et al., 2009; Janssen et al.,
2012; Menichino and Hester, 2014; Sawyer and Cardenas, 2009).
This difference in approach is caused to some extent by different
goals, particularly questions about how hydrodynamic exchange
influences thermal regimes that affect ecosystem functions, rather
than questions about the depth of the zone of hydrodynamic
exchange (e.g. Cardenas and Wilson, 2007; Sawyer et al., 2012).
These models can clearly be used to determine the depth of hydro-
dynamic exchange, but they are much more computationally
demanding than the simple 1-D approaches that have been so
widely used in the heat tracer literature. The purpose of the current
paper is to present a new model that was designed to estimate the
time-varying depth of hydrodynamic exchange using a simple and
efficient 1-D framework.
3. Methods
3.1. Numerical method
We developed a new computer program, the Model for
Advanced Thermal Time-Series Inversion (MATTSI), to estimate
the depth and extent of hydrodynamic exchange below thesediment–water interface in systems that can also include regional
groundwater flow. The model is written in MATLAB. Input is
entered by editing a well-commented text file. In MATTSI, (1) is
solved using a 1-D Galerkin finite element method. The tempera-
ture at the upper boundary is specified using observed tempera-
tures from the surface water. The temperature at the lower
boundary is also specified. The depth of the simulation domain is
set by the user in the input file, but the program is currently
designed for the simulation domain to extend 10 m below the sed-
iment–water interface, which is deep enough that seasonal tem-
perature variations are small. Thus the temperature at the lower
boundary is specified to be the average annual temperature. Initial
conditions can be entered by the user or generated using an ana-
lytic solution included in the model that assumes sinusoidal sea-
sonal variations in temperature at the seafloor (Carslaw and
Jaeger, 1959, Section 2.6).
MATTSI nests this 1-D heat transport model inside a larger
MATLAB script that uses the fmincon function for constrained min-
imization to minimize the root mean squared error (RMSE)
between simulated and observed temperatures. The program finds
optimized pairs of Do and d1/2. The user supplies upper search
bounds for Do and d1/2 and sets optimization tolerances (stopping
criteria) required for the minimization routine (Table 2). The
groundwater flow velocity is specified by the user rather than
being part of the optimization routine because, although it is unli-
kely to be known a priori, it is assumed to remain relatively con-
stant over observation periods of a few weeks. Thus is it
reasonable to test different values for v in separate runs, rather
than attempting three-parameter estimation. Minimization is
applied sequentially to segments of the dataset, which are referred
to as optimization intervals. The length of the optimization interval
is specified by the user in the input file. Final temperatures from
each optimization interval are passed to the next optimization
interval as initial conditions. Additional parameters necessary to
solve (1) are listed in Table 3.
The program returns the TDI and simulated T as a function of
depth and time at the end of each optimization interval. As will
be shown below, TDI provides a clear visual indication of the tim-
ing and depth of hydrodynamic exchange, because TDI > 3 stands
out visually against a background of TDI < 1 in plots of TDI. Time-
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hydrodynamic exchange, and this process is greatly simplified
when the results can be distilled into a single number for each
optimization interval. It is possible to use TDI from a single depth
for time series analysis, but this excludes information from all
other depths. Instead, MATTSI calculates the depth integral of Deff,
to obtain
Dint ¼
Z 1
0
Deff dz ¼
Z 1
0
Doekzdz ¼ Dok ¼
Dod1=2
lnð2Þ ð7Þ
Because Dint is the integral of Deff over the entire simulation domain
for a given time step, periods with significant hydrodynamic
exchange will have a high Dint, and periods with little hydrodynamic
exchange will have a low Dint. Visual comparisons of TDI and Dint
confirm that Dint provides a reliable index of the timing and degree
of hydrodynamic exchange events for time-series analysis. RMSE is
also calculated at the end of each optimization interval by compar-
ing the simulated thermal profile to the observed temperatures that
correspond to that time step. To allow for quick comparisons of
many simulations, we also report the average RMSE and average
Dint for each simulation.
3.2. Datasets
We tested MATTSI using a synthetic dataset and two field data-
sets (Fig. 1). All datasets show tidal variations in temperature at the
seafloor superimposed on longer warming and cooling trends. The
tidal variations in the field data occur because warm coastal water
moves seaward during ebb tide, and cooler offshore water moves
landward during flood tide. Diurnal variations in temperature, as
commonly seen in streams, are negligible compared to tidal varia-
tions in temperature. Longer warming and cooling trends reflect
episodic intrusion of cold water onto the shelf from offshore. All
datasets show temperatures at 0, 3, 6, 9 and 12 cm below the
seafloor.
The synthetic dataset was generated by solving (1) while
allowing the temperature at the seafloor to vary according to
Tsf ¼ Tavg þ A1 sin 2ptk1
 
þ A2 sin 2ptk2
 
ð8Þ(a)
(b)
(c)
(d)
Fig. 1. Temperature datasets. (a) Synthetic dataset. (b) Dint used to generate the synthe
(d) Field dataset from July to August 2008.where Tsf is the temperature at the seafloor, Tavg is the average tem-
perature (here, 26 C), A is the amplitude, t is time, and k is the per-
iod. We set A1 and A2 to be 0.25 C and 1 C, respectively; k1 and k2
were 12 h and 250 h (10.4 days). The period of 250 h for k2 allowed
us to include a cooling trend, a warming trend, and a short repeated
section of the signal in a short (two-week) simulation. Hydrody-
namic exchange was imposed for a four-hour period every 10 h,
so that hydrodynamic exchange would affect different segments
of the tidal signal. We set d1/2 = 5 cm, which caused hydrodynamic
exchange to die out by approximately 25 cm (five half-depths), sim-
ilar to field and laboratory observations (Huettel et al., 2014; Jahnke
et al., 2005). We set Do to vary sinusoidally, with a maximum of 150
k and a minimum of zero (Fig. 2b). Using (7), the peak Dint was
3.1 cm3/s. The average linear velocity of the groundwater was
3.0 m/yr upward. Additional heat transport parameters used to
solve (1) are listed in Table 3.
The field datasets were collected from a site 50 km offshore of
St. Catherine’s Island, GA (3122.5N, 8034.0W; Fig. 2) during the
summer of 2008 (Savidge et al., in press). The ocean is 27 m deep
at the site. Sonar images and diver observations during the sum-
mer of 2008 indicate a ripple field with a wavelength of approxi-
mately 0.75 m and an amplitude of no more than a few cm
(Savidge et al., in press). Temperature was recorded at 1 min inter-
vals using a string of BetaTHERM 100K6A11A thermistors coupled
to a Campbell Scientific CR1000 Measurement and Control Module.
The thermistors were accurate to ±0.1 C, with resolution of
0.06 C. Sensors were placed 10 cm above the seafloor and 3, 6, 9,
and 12 cm below the sediment–water interface inside a CPVC tube
with holes drilled at the sensor locations. The inside of the tube
was filled with non-conductive epoxy.
Temperature was recorded from June 20 to July 9 and July 11 to
August 7, 2008. A sudden change in the character of the thermal
records suggested that sediments were scoured from the site on
June 28, so that the second sensor likely recorded bottom water
temperature until the instrument was retrieved on July 9. The
depth of scour was uncertain, so our analysis of the first deploy-
ment focuses on June 20–28. Comparisons with a bottom mooring
1 km away indicated that the temperature recorded by the bottom
water sensor began to drift midway through the second deploy-
ment, so a linear drift correction was applied from July 14 throughtic dataset. Maximum Dint was 3.1 cm3/s. (c) Field dataset from June to July 2008.
(a)
(b)
Fig. 2. Field map (a) and instrument (b). SC = South Carolina, GA = Georgia,
FL = Florida.
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retrieved in August. At retrieval it was clear that the housing had
come apart and let seawater into the instrument; the temperature
data indicate that this breakdown probably began on July 31, so the
remaining data were discarded. The data were smoothed using a
2-h running average to remove numerical chatter (discrete steps
of 0.06 C, the resolution of the instrument) prior to their use in
the numerical model.
The field dataset presented here is limited in depth. Periods
where all four subsurface thermistors register the same tempera-
ture suggest that hydrodynamic exchange extended below the
12 cm monitored section (Fig. 1c and d). Given this limitation, it
was not obvious at the outset whether the depth of hydrodynamic
exchange could be determined uniquely or whether models using
this dataset would be sensitive to v. Part of our test of the method
was to see how much information can be extracted from a shallow
dataset.3.3. Numerical models
We used MATTSI to invert the synthetic and field datasets. In
these models we used a simulation domain that reached from
the seafloor to 10 m below the seafloor, a depth that is not affectedby seasonal variations in ocean temperature. Grid discretization
ranged from 0.003 m at the seafloor to 0.25 m at depth. Initial con-
ditions for the synthetic dataset were generated using an analytical
solution, as described above. Initial conditions for the field dataset
were generated by running the 1-D heat transport model forward
for the six months prior to the subseafloor monitoring period,
using bottom water temperatures from a nearby mooring and set-
ting v and Do to zero. As shown below, the MATTSI simulations
were not significantly affected by the choice of initial conditions
beyond an initial 3 day equilibration period. Within each opti-
mization interval, the time step for the 1-D thermal model was
1 min. Using a shorter time step did not change the results.
Optimization tolerances for the optimization variables (Do and
d1/2) and optimization output (RMSE) were set to 106. Looser
tolerances generated smoother results, but semi-diurnal peaks
tended to smooth into single diurnal peaks. Tighter tolerances
increased run times without changing the periodicity of the out-
put. The target RMSE for the field data was 0.03 or less, because
the resolution of the thermal data was 0.06 C.
We conducted several sensitivity studies. The most important
of these focused on choosing the upper search bounds for Do and
d1/2, because it quickly became clear that, above a certain thresh-
old, many values of Dint could generate similar, acceptable RMSEs.
We noted that Jahnke et al. (2005) estimated Do was 250 times the
diffusion coefficient at a nearby site on the Ga. shelf; we found that
once Do was 200 k⁄, further increases made little difference. Thus
we capped the search range for Do at 500 k⁄ for all sensitivity stud-
ies and focused on varying the cap for d1/2. We tested a range of
optimization intervals from 2 min to 45 min. We also tested the
sensitivity of the model to v, k, and errors in sensor depth.4. Results
Initial simulations that did not allow hydrodynamic exchange
but tried a very wide range for v confirmed that neither of the field
datasets could be reproduced without adding effective dispersion
(Fig. S1). Model runs based on the synthetic dataset clearly identi-
fied periods of hydrodynamic exchange (Fig. 3). Recall that the syn-
thetic dataset was generated using d1/2 = 0.05 m, and the peak Dint
was 10.8 W K1. Results from runs with d1/2 capped at 0.04 and
0.06 m are shown to illustrate the behavior of the model when
the cap for the half-depth is higher or lower than the actual half
depth. The Dint output (Fig. 3b–d) was noisy compared to the input
signal (Fig. 1b) but clearly recognizable in both runs. When d1/2
was capped at 0.04 m, the average RMSE was 0.0022 C, less than
1% of the thermal amplitude associated tidal fluctuations. The mag-
nitude of hydrodynamic exchange, as judged by peak Dint, was
accurate to within a factor of two of the target Dint, indicating that
the total amount of dispersion estimated by the model for each
optimization interval was accurate to within a factor of two. When
the cap for d1/2 was raised to 0.06 m, the Dint signal remained very
similar, but the ability to add slightly more dispersion allowed the
average RMSE to fall to 0.0012 C. As discussed further below,
errors rose when the cap on d1/2 was set too low, because the
simulation could not add enough dispersion to match the
observations.
A few spikes developed in the Dint signal at approximately 3,
10.5, 11 and 13 days in the simulation when d1/2 was capped at
0.04 m (Fig. 3c). These spikes were associated with ‘‘false flushing
events” that developed during brief instances when the subsurface
was isothermal purely through conduction (gray arrows in Fig. 3a).
This effect was greatly reduced when the cap was raised to 0.06 m
(spike at 11 days only, Fig. 3d). These events typically did not affect
the RMSE significantly (Fig. 3e). Note also that the very brief spikes
of added dispersion did not perturb the simulated temperatures
(a)
(b)
(c)
(d)
(e)
Fig. 3. Model inversion results for the synthetic dataset. (a) Original dataset. (b)TDI when d1/2 was capped at 4 cm. Mbsf indicates meters below the seafloor. (c) Dint when d1/2
was capped at 4 cm. Dashed gray line indicated maximum Dint of the input signal (Fig 1b), 3.1 cm3/s. (d) Dint when d1/2 was capped at 6 cm. (d) RMSE. Gray arrows indicate
times when conduction caused isothermal conditions (a) and the model response (b–e).
(a)
(b)
Fig. 4. Sensitivity studies. (a) Grid showing the average Dint calculated for 56
simulations that were run with optimization intervals ranging from 2 to 45 min and
a range of upper bounds for d1/2 (2–15 cm). (b) RMSE for the same simulations as
(a). Note lowest contour in (b) is 0.001 C rather than 0.0 C.
748 A.M. Wilson et al. / Journal of Hydrology 538 (2016) 743–753significantly in the uppermost 12 cm, because the temperatures
were already very close to isothermal.
In both of the simulations shown in Fig. 3, the model systemat-
ically estimated higher degrees of hydrodynamic exchange than
occurred in the input signal (Fig. 1b) when tidal variations in tem-
perature and longer thermal trends moved in opposite directions,
for example, when tidal warming was superimposed on longer
cooling trends. These systematic errors likely reflect a slight lag
in detecting hydrodynamic exchange. For tidal warming, a slight
lag allows the bottom water temperature to cool somewhat by
the time the model imposes hydrodynamic exchange. More disper-
sion is then required to achieve the correct degree of warming.
When the tidal and longer-term thermal trends moved in the same
direction, less dispersion was necessary to move the required
amount of heat. Although errors were very small, the RMSE
increased during times when Dint was overestimated (e.g., days
1–4 vs. days 5–8).
We ran simulations with different optimization intervals to see
how errors, including lags in detecting hydrodynamic exchange,
were affected (Fig. 4). Simulations with optimization intervals of
less than 10 min responded quickly to small variations, which pro-
duced somewhat noisy results from a smooth input signal. There
was little significant change in the timing or relative height of
peaks in Dint, but the extra activity caused the average Dint and
average RMSE to rise (Fig. 4). Simulations with optimization inter-
vals ranging from 10 to 30 min produced results that were very
similar to one another, with low average Dint and RMSE. The simi-
larity between the results using 10-min and 30-min optimization
intervals suggests that the lag in detecting flushing was not related
to temporal resolution. A more likely cause of the lag is that
MATTSI is not very sensitive to low levels of hydrodynamic
exchange, such as may occur at the beginning or end of exchange
events. Increasing the optimization interval beyond about 30 min
caused the average RMSE to rise, because the interval was too long
to accurately sample the tidally-influenced dataset.
We ran a series of simulations with the same optimization
interval but different upper bounds for d1/2 to test the model’s abil-
ity to identify the half-depth of hydrodynamic exchange. Compar-
isons revealed a trough in Dint and RMSE when d1/2 was capped at0.06 m (Fig. 4). These results confirm that capping d1/2 below the
value used in generating the dataset increased errors, because
too little hydrodynamic exchange was allowed. In simulations
where the cap for d1/2 was set significantly higher than the actual
value, the code tended to ‘‘overshoot,” i.e. impose hydrodynamic
exchange to greater depths than necessary. This occurred because
our test was designed to mimic our field datasets, which were very
shallow and therefore lacked the deeper temperature constraints
that would have prevented overshoot. Overshoot was, however,
revealed by a rise in RMSE, because extra hydrodynamic exchange
imposed during one time step caused errors in subsequent time
steps. Thus, although the dataset was shallow and the program
returns TDI rather than d1/2, the method can be used to identify
the approximate half-depth of hydrodynamic exchange.
(a)
(b)
(c)
(d)
Fig. 5. Model inversion results for the first (June) field monitoring dataset, when d1/2 was capped at 8 cm. (a) Original dataset. (b) TDI. Mbsf indicates meters below the
seafloor. (c) Dint. (d) RMSE.
(a)
(b)
(c)
(d)
Fig. 6. Model inversion results for the second (July) field monitoring dataset, when d1/2 was capped at 8 cm. (a) Original dataset. (b) TDI. Mbsf indicates meters below the
seafloor. (c) Dint. (d) RMSE.
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field dataset, showing consistent patterns of episodic hydrody-
namic exchange and average RMSEs below our target of 0.03 C
(Fig. 5). Little benthic exchange occurred before June 27. As further
discussed by Savidge et al. (in press), time series analysis of the rest
of the record indicated hydrodynamic exchange with weak semi-
diurnal (tidal) and quarter-diurnal (semi-tidal) periodicity. This
periodicity suggests that hydrodynamic exchange was triggered
by current flow over the ripple field at the site. Hydrodynamic
exchange was stronger on flood tide, however, despite tidally-
symmetrical currents, and not all instances of high tidal current
velocity caused hydrodynamic exchange. Rather, exchange appears
to have been triggered by the combination of high tidal current
velocities and thermal instability, which developed when the tem-
perature of the bottom water fell below that of the porewater.
Thermal instability would enhance hydrodynamic exchange on
flood tide, when cooler offshore water migrated landward, and
explains the lack of apparent hydrodynamic exchange during
warming trends. The second deployment showed very similar
results, wherein benthic exchange occurred with roughly tidal
periodicity during cooling trends but was damped during a warm-
ing trend July 14–22 (Fig. 6).
As we did with the synthetic dataset, we tested many combina-
tions of upper bounds for Do and d1/2. Again we found that optimalsolutions minimized both RMSE and Dint. The optimal upper bound
for d1/2 was found to be 0.08 m for both field deployments (Fig. 7).
Given that Deff decays to 3% of its maximum after five half-depths,
this suggests significant hydrodynamic exchange in the upper
25 cm of the sediment column. An investigation of the effect of
the optimization interval for the first deployment confirmed that
an optimization interval of 15–20 min is appropriate. Longer opti-
mization intervals showed lower average RMSEs, but the amount
of added effective dispersion increased substantially
(Fig. 7c and d). Shorter optimization intervals allowed the simula-
tion to respond quickly to small changes, including sensor noise.
This quick response reduced the amount of added dispersion in
the simulation, but caused significant increases in the RMSE
(Fig. 7c and d). The second deployment showed the same patterns
and confirmed that the timing of hydrodynamic exchange identi-
fied by the program remained similar over a wide range of opti-
mization intervals (Fig. S2).
The models were able to constrain the groundwater flow rate, v,
somewhat better than expected. It was not possible to distinguish
between, for example, 0 m/yr and 3 m/yr (upward or downward).
This is consistent with thermal Pe number calculations (ratio of
advective flux to conductive flux; Anderson, 2005), which suggest
that such low flow rates are at or below the detection limit for heat
tracers. The RMSE increased as |v| rose beyond 3 m/yr. Better
(a)
(b)
(c)
(d)
(e)
(f)
Fig. 7. Sensitivity studies. (a) Mean Dint calculated using a range of upper limits for d1/2 when the optimization interval was 15 min for the June dataset. (b) Mean RMSE
calculated using a range of upper limits for d1/2 when the optimization interval was 15 min for the June dataset. (c) Mean Dint for a range of optimization intervals when the
upper limit for d1/2 was set to 0.08 m for the June dataset. (d) Mean RMSE for a range of optimization intervals when the upper limit for d1/2 was set to 0.08 m for the June
dataset. (e) Mean Dint calculated using a range of upper limits for d1/2 for the July dataset (optimization interval = 15 min). (f) Mean RMSE calculated using a range of upper
limits for d1/2 for the July dataset (optimization interval = 15 min).
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12 cm, but the fact that groundwater flow rates can be constrained
to |v| 6 3 m/yr using such shallow data is a useful result.
5. Discussion
We tested many aspects of the model to determine how sensi-
tive it was to errors in input parameters. As previously indicated,
the model was not very sensitive to small (<3 m/yr) variations in
v. An optimal v could have been declared based on small variations
in the average RMSE between simulations with |v| 6 3 m/yr, but
given that all of the average RMSEs in question were less than
50% of the instrument resolution, the differences cannot be said
to be significant. Moreover, the timing and relative heights of the
peaks in Dint remained very similar. Changes in k⁄ similarly failed
to produce large changes in Dint, although increasing k⁄ from 1.6
to 2.0 Wm1 K1 did reduce the average RMSE slightly. A realistic
range of porosity values caused similarly small changes to Dint. The
model was also relatively insensitive to the way decreases in Deffwith depth were parameterized. We experimented with constant
Deff, linearly-declining Deff, and the exponential model. All pro-
duced similar patterns of hydrodynamic exchange, so we pro-
ceeded with the exponential model, which has the strongest
theoretical underpinning. Overall, the timing and magnitude of
hydrodynamic exchange determined by the inversion routine are
not very sensitive to uncertainty in physical input parameters (v
and k⁄), although RMSE increases as these parameters diverge from
realistic values. Results were also insensitive to errors of 1 cm in
sensor depth (Fig. S3), even in a system where the shallowest sen-
sor was deployed only 3 cm below the sediment–water interface.
The method is therefore likely to be useful in systems with deploy-
ment errors, migrating ripples, and, to a degree, scour. Overall, the
single most important control on the timing and depth of hydrody-
namic exchange identified by the model was whether the input
temperature signal conformed to conductive flow patterns.
It is reasonable to consider whether time-varying v rather than
hydrodynamic dispersion could explain the field datasets. We
rejected this possibility because, when the observed temperature
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same way. That is, the temperature in the sediments collapsed
toward the temperature of the ocean bottom water, indicating
rapid influx of seawater. This occurred on rising and falling tides.
There is no obvious mechanism for groundwater flow that would
drive downward v on rising and falling tides. Tidal fluctuations cer-
tainly cause groundwater velocities to change in coastal systems,
but they drive flow in opposite directions during rising and falling
tides. The simplest explanation is that the signal was caused by
hydrodynamic exchange, which can logically drive seawater
through seafloor sediments on rising and falling tides.
The results presented above show that the model can identify
transient hydrodynamic exchange. This is clearly necessary in
tidally-influenced systems, including tidal creeks and shallow con-
tinental shelves; the method can also be applied to streams that
experience rapid changes in discharge. The model does not, how-
ever, identify the causes of hydrodynamic exchange. The causes
are instead inferred based on the timing of hydrodynamic
exchange events and their correspondence with other environ-
mental variables. The degree of additional data collection required
to characterize these additional environmental variables depends
on the system of interest. In streams where rating curves have
been developed, knowledge of the depth and temperature of the
surface water is likely sufficient to distinguish between current-
driven flow and thermal overturn. The relationship between tidal
currents and the depth of surface water is more complex in tidal
channels, where the problem of bi-directional flow is compounded
by significant variations in mean water level (sea level averaged
over one or more tidal cycles) and tidal amplitude. In tidal systems,
it will be necessary to monitor current velocity and temperature.
The current approach is limited to some degree because the
user chooses the search range for the half-depth, and this search
range remains the same for the entire simulation. This approach
worked well for the datasets presented here, but no major storm
events occurred during the observation period. Storms have the
potential to induce hydrodynamic exchange to depths of meters
(Moore and Wilson, 2005). We recommend that periods with dra-
matic shifts in forcing factors be analyzed separately from the sur-
rounding ‘‘normal” conditions, to determine appropriate search
bounds for the different conditions. A first-pass way to identify
periods that require different search bounds or other adjustments
is to run the entire dataset and look for sustained intervals with
elevated RMSE.
Finally, the assumption that Deff declines exponentially with
depth below the sediment–water interface also assumes homoge-
neous sediments. Among broad sediment types, sandy continental
shelf sediments are likely to be reasonably homogeneous (Wilson
et al., 2008), but streambed sediments may be highly heteroge-
neous. Layers of fine-grained sediments may also be present in
continental shelf environments. We suggest that Deff be set to zero
below the top of any low-permeability layer, because laboratory
studies suggest that hydrodynamic exchange is significantly
reduced below a permeability of approximately 1012 m2
(Huettel et al., 2014). Sediment compaction can also cause the per-
meability of sediments to decline with depth, but sandy sediments
of the type that are likely to be affected by hydrodynamic exchange
are not compressible enough for permeability to be affected signif-
icantly in the upper meter or two of seafloor sediments. We also
note that the depth of hydrodynamic exchange may vary spatially
in response to seafloor features like ripples. It is not possible to say
whether this issue affected the data reported in this paper,
although it should be noted that the timing of flushing events iden-
tified by the model are unlikely to be affected. Future investiga-
tions should consider installing multiple instruments across
ripple beds to determine the importance of this kind of variation.6. Conclusion
This work demonstrates that it is possible to determine the
depth and intensity of transient hydrodynamic exchange by
inverting thermal observations. The MATTSI computer program,
currently written in MATLAB, can be used to estimate the depth
and extent of hydrodynamic exchange below a sediment–water
interface. Slight delays in detecting flushing can lead to errors of
approximately a factor of two, as measured by integrating the
addition of effective dispersion over the depth, but the overall tim-
ing and extent of hydrodynamic exchange events were clearly indi-
cated through a wide range of sensitivity studies. In particular, the
results were relatively insensitive to uncertainty in the installation
depth of sensors and in the effective thermal conductivity of the
sediments, both of which are commonly somewhat difficult to
establish with precision in field deployments. We found that it
was possible to identify the depth of flushing using shallow
datasets, in which flushing extended below the deepest sensor. It
is recommended, however, that future monitoring programs install
sensors to greater depths to prevent model overshoot. In the field
example tested here, results suggest that monitoring to 50 cm
would have been sufficient. The model suffers from an inability
to distinguish very low (<3 m/yr) groundwater flow velocities, a
problem common to all methods that rely on heat as a tracer.
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