Dense waters flowing through narrow topographic constrictions or down sloping topography as dense overflows are responsible for generating most of the deep water masses of the ocean, following mixing with overlying waters. Overflows involve a variety of different physical processes which together determine the volume, transport and tracer properties of the dense water mass when it reaches the open ocean. Here we review the current state of eddy-resolving modeling of overflows, and understanding of mesoscale eddy processes active in overflows, focusing on models where mesoscale eddies are resolved, but small-scale mixing is not. At these resolutions, the significant remaining difficulty is the treatment of diapycnal mixing, and we examine the dependence of this mixing on model parameterizations and numerics in overflow simulations.
Introduction
Dense water, formed in marginal seas or on continental shelves, enters the large scale ocean circulation in the form of overflows or gravity currents, often flowing through narrow straits and down topographic slopes. Climatologically important overflows include the dense flows through the Denmark Straits, the Faroe Bank Channel, the Gibraltar Straits, and from Red Sea and the Antarctic shelves. The water masses originating in these overflows (e.g. North Atlantic Deep Water, Mediterranean Sea Water and Antarctic Bottom Water) fill much of the deep ocean. Many different physical processes may be important in controlling the transport of dense water through overflows and its mixing with the ambient water. These include processes such as hydraulic control at sills and straits , [Kase and Oschlies, 2000] , hydraulic jumps downstream of topographic constrictions [Holland et al., 2002] , interactions with narrow canyons, mesoscale eddies generated through instability of the overflow plume [Bruce, 1995] , [Geyer et al., 2006] , [Serra and Ambar , 2002] , interactions with overlying water masses and interactions with tidally-driven currents [Gordon et al., 2004] . Other processes are associated with smallscale diapycnal mixing, e.g. shear-driven mixing in the rapid down-slope flows [Mauritzen et al., 2005] , [Price et al., 1993] , [Peters et al., 2005] , bottom friction [Peters and Johns, 2006] , and diapycnal mixing associated with internal waves and internal tides. While most of these processes are not captured by large-scale climate models, which may not even resolve the scale of the channel from which the overflow originates, mesoscale-eddy resolving models are able to explicitly simulate many of these processes. The exceptions are those associated with small-scale diapycnal mixing. The major challenge therefore for X -4 LEGG, JACKSON AND HALLBERG: OVERFLOWS simulations of overflows at eddy-resolving resolution (i.e. high enough to resolve mesoscale eddies) is in the correct representation of the small-scale diapycnal mixing.
In this chapter we will outline the current status of mesoscale-eddy-resolving modeling of overflows, review the understanding of some of the above physical processes obtained by previous eddy-resolving simulations of overflows, and discuss the difficulties that remain, particularly in correctly representing the diapycnal mixing processes in eddy-resolving simulations, where diapycnal mixing may be both explicitly parameterized and result from numerical advection schemes.
Previous eddy-resolving studies of overflows
Eddy-resolving simulations of overflows are relatively recent and few in number. Since overflows by definition occur in regions of steep topographic slope, may have small widths/thicknesses, and are often associated with small deformation radii, as well as strong localized mixing, it is only recently that models have been able to simultaneously cope with all these constraints within realistic regional ocean configurations.
Much of our understanding of the processes acting in overflows therefore comes from idealized simulations and laboratory experiments which allow examination of the sensitivity of mixing to various parameters under controlled conditions. Many of these idealized simulations have represented the overflow as a dense inflow forced through a narrow channel onto a uniform slope, beginning with Jiang and Garwood [1996] , and continuing with the Dynamics of Overflow Mixing and Entrainment (DOME) collaboration [Ezer and Mellor , 2004] , [Ezer , 2005] , [Legg et al., 2006] . In these simulations, provided resolution is sufficiently high, the dense plume proceeds diagonally down the slope with the path determined by a balance between the Coriolis forces and frictional forces. A large number of eddies often develop on the downslope side and entrain ambient fluid into the plume, altering its characteristics. Both frictional processes and the eddies appear to be important in controlling the downslope flow of the dense fluid. Similar eddy formation has been seen in laboratory experiments [Lane-Serff and Baines, 1998 ], [Cenedese et al., 2004] , and in observations downstream of the Denmark Straits [Bruce, 1995] and Faroe Bank Channel [Geyer et al., 2006] . From these simulations and laboratory experiments, as well as theoretical work, an understanding of the scales and regimes present in overflows has been obtained and is summarized here. Obviously these idealized simulations and laboratory experiments examine only a few of the overflow processes in isolation, in order to reduce the complexity of the problem. In particular, the DOME scenario focuses on the mesoscale eddies generated through instabilities of the overflow plume, and includes both bottom friction and shear-driven mixing, but omits most other important physical processes. Nonetheless it is a useful starting point for understanding overflows where eddying behavior is observed (e.g. the Denmark Straits, Faroe Bank Channel and Gibraltar Straits overflows).
Processes, scales and regimes in rotating overflows
In the absence of friction, a geostrophically balanced dense current would flow along isobaths with a velocity
a velocity scale known as the Nof speed [Nof , 1983] , where g is the buoyancy anomaly of the overflow plume, α is the slope of the topography and f is the Coriolis parameter.
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Frictional processes allow flow to cross isobaths so that the angle of the frictionallydriven downslope flow is predicted by
when quadratic bottom drag is the dominant source of friction. Here C d is the bottom drag and h 0 is the depth of the overflow layer [Price and Baringer , 1994] . Killworth [2001] proposes a model for the dense plume in which h 0 is prescribed in terms of g and U from a Froude number criterion (assuming turbulent bottom boundary layer processes are responsible for determining the depth h 0 ), which leads to a prediction that the rate of vertical descent (αtan(θ) = dD/dl, where D is the vertical location of the plume and l is the along-plume distance) should be a constant for all overflows (presuming the same turbulent processes apply in all cases).
For linear bottom drag the angle of descent is: [Kida, 2006] , where R u is the linear drag coefficient (with units of s −1 ). These estimates for the downslope flow angle ignore mixing (which can modify g ) and eddies (which provide a further mechanism for downslope transport) and assume the overflow layer is homogeneous, so that the bottom drag is applied over the whole dense layer.
If instead of bottom drag, we have Laplacian friction, vertical gradients in velocity in the dense layer will of course be important. However, from simple dimensional arguments we might predict the angle of descent to again follow an Ekman number-type scaling:
where ν z is the vertical viscosity. There has been considerable discussion as to the physical mechanism responsible for the eddies seen in laboratory experiments, numerical simulations and the ocean. Swaters
[1991] has shown analytically that a lens of dense water on a slope may be unstable to a form of baroclinic instability, leading to eddy formation on the downslope side of the dense current. The instability theory predicts that these eddies will be anticyclonic in the dense layer of the fluid, with cyclonic vortices in the upper layer. In this theory the instability growth rate is predicted to scale with the parameter
where
is a deformation radius based on the depth of the fluid layer (assumed to be unstratified) above the plume, D.
In contrast Lane-Serff and Baines [1998] (hereafter referred to as LSB98) focus on the vorticity changes induced in the fluid above the overflow. They suggest that the eddies are produced as a result of increased cyclonic vorticity in this layer through potential vorticity (PV) conservation when fluid which is initially high on the slope (i.e with high absolute PV) is moved to a position lower on the slope (where ambient PV is lower).
This instability is therefore a barotropic instability resulting from the generation of a local extremum in potential vorticity by the advection of fluid down the slope. The mechanisms proposed for moving the upper layer fluid downslope include a coupling with the dense underlying fluid, geostrophic adjustment of the lower layer, and draining of the lower layer by viscous processes. They argue that the eddies are barotropic and cyclonic.
LSB98 propose that the relevant parameter to describe this stretching of the upper water column is the parameter
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where L ρh 0 = √ g h 0 /f is the deformation radius based on the thickness of the overflow layer. LSB98 find that both the strength of the eddies and their frequency increased as Γ increased. They only observed eddies when Γ > 0.05, perhaps because otherwise the timescale required for eddies to evolve is too long to be observed. However, it should be noted that they only examined Γ < 0.5, and one might expect a very different regime, with no eddies, for small f , i.e. large Γ. We can estimate the boundary for the eddy dominated regime by considering that the overflow becomes geostrophically adjusted after a distance of about L ρh 0 . Then the vertical distance moved down the slope is αL ρh 0 . Now if this vertical distance is greater than the total depth of the fluid, geostrophic adjustment would not occur while the dense overflow is on the slope, and the plume would therefore not be rotationally constrained. So a plume is not rotationally constrained if
Cenedese et al. [2004] indeed find that eddies are not generated for low f .
To compare the baroclinic instability and vortex stretching arguments for eddy formation, one should note that the two key parameters are in fact closely related:
and they are both related to a further parameter
where S is the "geostrophic slope", i.e. the ratio h 0 /L ρh 0 . However, LSB98 find that their data collapse against Γ, but not against µ or M . Nonetheless, recent experiments by Decamp and Sommeria [2007] 
so that the stretching parameter for a stratified fluid becomes
which, interestingly, is independent of the buoyancy anomaly and depth of the dense current itself. According to LSB2000, stratification is only expected to significantly affect the evolution of eddies if d N < D, or equivalently Γ N > Γ. Their laboratory experiments for the stratified case again only find a regime of eddies for Γ N > 0.05, but once again only Γ N < 0.5 was considered. According to LSB2000, if stratification is important, its effect is always to enhance the barotropic instability, because the relative PV gradients in a layer of thickness d N are greater than those in a layer of thickness D when d N < D. However it can also be argued that stratification may suppress the downslope displacement of the overlying fluid (energetically, downslope displacement cannot exceed U/N where U is the velocity scale of the motion). Then, in the presence of strong stratification, the dense overflow layer could become uncoupled from the fluid above it if the dense water descends much further down the slope than a distance d N . LSB2000 do not consider what is perhaps the most important effect of stratification on the overflow -that the overflow water will not necessarily penetrate all the way down the slope, but will rather detrain when the plume reaches its neutral buoyancy level (as shown by Jiang and Garwood [1998] and the DOME simulations [Ezer , 2005; Legg et al., 2006] ). If the neutral buoyancy level were reached before eddy formation occurred, a very different regime might be observed. This regime transition would occur when the depth of the neutral buoyancy level is less than the vertical distance over which geostrophic adjustment occurs, i.e. when
where r is the "relative stratification" r = N/ g /h 0 , the ratio of plume stratification to ambient stratification, described by LSB2000. When rΓ N > 1 the overflow plume will reach its neutral buoyancy level and detrain into the fluid interior before eddy processes have a chance to develop. (Note LSB2000 only considered rΓ N < 1).
When eddy processes do develop before the neutral buoyancy level is reached, the eddies appear to play a significant role in this detrainment process, enabling interleaving of plume fluid with ambient fluid at the same density in the ocean interior [Jiang and Garwood , 1998; Legg et al., 2006] .
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LEGG, JACKSON AND HALLBERG: OVERFLOWS Cenedese et al. [2004] and Smith [1977] have found that the eddy regime only exists for small Ekman numbers, i.e. Ek = 2ν/(f h 2 0 ) < 0.1 (and Froude numbers less than unity).
For larger Ek, the flow is found to be laminar. SP98 similarly find that large bottom drag prevents the formation of eddies, and they suggest that larger bottom drag/friction causes the overflow layer to descend so rapidly that it decouples from the overlying fluid, and hence preventing the formation of eddies by the vortex stretching mechanism.
The length-scale L of the eddies appears to depend on the mechanism responsible for creating them. Kida [2006] finds that when baroclinic instability is responsible for creating the eddies, the length-scales are well predicted by the wavelength of the fastest growing mode, which in turn is of the order of L ρD , in unstratified ambient fluid. LSB98 find that the length scale of eddies in the vortex-stretching regime is close to L ρh 0 . SP98 by contrast find an eddy length scale that appears to be independent of f . They find this length scale is well predicted by assuming that the volume of fluid contained within an eddy divided by the eddy generation timescale has to equal the imposed outflow transport, so that
where Q is the outflow transport.
, is the eddy generation time, where the eddy frequency is ω = −αN , as for a short topographic Rossby wave. For SP98, N is determined from the layer model by the density difference between the layers.
LSB98 have a similar estimate for an eddy generation timescale which appears to scale like T e ∼ 1/(f Γ). Their explanation for this timescale is different however: if the eddies move at the Nof speed u N ∼ g α/f (as is seen to some extent in the experiments), and have a radius L ∼ √ g h 0 /f , then the minimum time between eddies must be
However, these length, time and velocity scales do not lead to a total transport which matches the imposed outflow transport, implying that there is some missing physics not accounted for in these scaling arguments.
For a stratified flow, LSB2000 suggest that eddy radii should again scale like L ρh 0 . There is a suggestion from comparison of DOME calculations with and without stratification, that the eddy radius is reduced by the introduction of stratification [Legg et al., 2006] , but whether this can be explained by the change in g due to the stratification has not been verified quantitatively. (Changes in g leading to changes in eddy radius can also be introduced by changes in mixing due to sill topography and slope, [Ezer , 2006] .)
None of these arguments for eddy scales and regimes takes into account diapycnal mixing. Mixing appears to be most sensitive to the Froude number
or, equivalently, the Richardson number Ri = 1/F r 2 , where U is the velocity of the gravity current relative to the environment. This is seen in numerous studies of nonrotating gravity currents [Ellison and Turner , 1959; Özgökmen and Chassignet, 2002] where mixing is found only when F r > 1. Cenedese et al. [2004] find that the Froude number also separates eddying regimes from non-eddying regimes: specifically they only found eddies for F r < 1, and when F r > 1 they found a different, wave-dominated regime, even with strong rotation. However, these laboratory experiments were at relatively low Reynolds numbers, and it is not certain whether the wave-dominated regime would persist at high X -14
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Re, or transition to a more turbulent flow. Ezer [2006] finds a similar supercritical, wavelike regime when F r > 1 in numerical simulations. It should be noted that a single overflow may transition from a F r > 1 regime, to a F r < 1 regime via a hydraulic jump, and one would expect most of the mixing to occur in the supercritical regime, and most of the eddy behavior to occur in the subcritical regime.
In summary, several parameters determine the behavior of eddies and mixing in overflows: the Ekman number (high values leading to laminar overflows), the Froude number
(high values leading to mixing), and some form of a stretching parameter Γ, with values of Γ < 1 leading to eddies. Eddies may be generated by barotropic or baroclinic instability, with the nature of the overflow (the extent to which it is initially ageostrophic and/or barotropic) determining the relative importance of each. Some questions remain concerning the transitions between barotropic and baroclinic instability and the dominant length and timescales, particularly for overflows in stratified ambient flow.
Realistic eddy-resolving simulations of overflows
While these idealized simulations and laboratory experiments have done much to identify the processes active in dense overflows (namely baroclinic instability, vortex stretching and frictional drainage) real overflows are obviously much more complicated than represented in these idealized geometries, and include many more active physical processes.
Realistic eddy-resolving simulations of overflows are relatively recent due to the high resolution required. Estimates of the lengthscales of eddies can be made from the scaling arguments given above: For the Denmark Straits, LSB98 predict an eddy length-scale of about 18km and SP98 find eddies of about 30km in diameter for Denmark Straits parameters. Other overflows with smaller g and or h 0 will have smaller horizontal lengthscales.
Hence in order to resolve eddies and narrow topography, horizontal resolutions of less than 5km are necessary. The specification of boundary conditions for the limited area simulations, involving inflows and evolving outflows, can be difficult. Many simulations have used a "dam break" initialization/forcing, whereby the dense water is initially contained entirely within an upstream basin; a dam at the strait or sill is removed instantaneously, and the overflow is allowed to evolve until such time as the downstream boundary conditions begin to influence the solutions. Despite the fact that these simulations are far from the continuous overflows found in nature, the quasi-steady state usually achieved downstream of the sill often has many similarities with the real overflows.
An example of such a dam-break simulation is the Denmark Straits overflow simulation performed by Käse et al. [2003] , using a 4km resolution terrain-following model. This simulation shows many of the features noted by SP98 in their more idealized model, namely generation of barotropic eddies due to vortex stretching at the location where the dense flow begins its descent down the slope. They note however that further downstream the flow is more baroclinic, and baroclinic instability may be more important there. In this downstream regime the flow has become geostrophically balanced and is moving along the slope as in the idealized study of Kida [2006] . Perhaps as suggested earlier, the ambient stratification limits the extent over which the vortex stretching mechanism can operate, and a geostrophic, purely density-driven current, appears to be more likely to lead to baroclinic instability. While the eddy behavior appears to agree well with observations, the model entrainment (resulting from diffusion, convective adjustment and the advection scheme) occurs earlier than seen in observations. More recently (Tom Haine, private communication) 2km resolution simulations of the Denmark Straits overflow region
LEGG, JACKSON AND HALLBERG: OVERFLOWS using the MITgcm with more complex inflow and outflow boundary forcing demonstrate a further likely role for the eddies generated in the surface layer as a result of the overflow:
the surface circulation of these eddies seems to entrain cold water from the Greenland Shelf, intermittently flushing it into the open ocean.
The Mediterranean overflow has been simulated at high resolution by several authors [Jungclaus and Mellor , 2000; Papadakis et al., 2003; Xu et al., 2007] . Jungclaus and Mellor [2000] carry out simulations of the Mediterranean outflow at 5km resolution using the terrain-following coordinate Princeton Ocean Model. They find instability in the Gulf of Cadiz which generates eddies on a scale of about 100km. These eddies are injected into the interior at their neutral buoyancy level and appear similar to the observed "Meddies".
The simulated outflow is found to have a double core structure, similar to the observations, which results from the vertical structure in the initial outflow shielding the lower portion of the overflow from mixing, and from channeling of the deepest part of the overflow down the slope by a steep canyon.
Papadakis et al.
[2003] also find Meddy-like eddy generation in their simulations with the Miami Isopycnic model at 1/12 deg resolution. Their focus is on the dependence of the overflow to the subgridscale mixing parameterization: without explicitly parameterized mixing, the dense overflow in this isopycnal model was able to descend to the bottom of the Atlantic, while with the mixing parameterization more realistic entrainment was found, with the plume reaching a neutral buoyancy level. More recently the Mediterranean outflow has been used as a testbed for new entrainment parameterizations . Kida et al. [2007] has demonstrated, using highly idealized two-layer simulations, but with the Mediterranean topography, that the overflow and its eddies, through interaction with the topographic slope, can lead to the generation of a topographic beta-plume which may extend across the ocean basin and may be a model for the Azores Current. The magnitude of this current is predicted to be highly sensitive to the amount of entrainment, and to the interaction of eddies with the topography.
The Faroe Bank Channel forms the second major source of deep water in the North Atlantic (after the Denmark Straits). While the channel itself is very narrow, about 100km downstream of the channel the dense flow spreads out onto a broad slope. Eddylike oscillations in transport have been observed [Geyer et al., 2006] , as in the Denmark
Straits, but unlike the Denmark Straits there is no barotropic flow through the channel since the channel only constrains the deepest and densest waters. Recent simulations of this overflow using the MITgcm at 2km resolution [Riemenschneider and Legg, 2007] find that most of the entrainment occurs about 50-100km downstream of the source, at around the location where the dense plume suddenly widens. Ongoing research suggests this may be a location of a lateral hydraulic jump [Pratt et al., 2007] . The magnitude and location of entrainment are similar to that seen in observations [Mauritzen et al., 2005] , but the simulated overflow plume is slightly more diffuse. Downstream of the widening, eddy activity is found. Similar transitions between a supercritical regime downstream of the sill, and a eddy-dominated subcritical regime further downstream are found by Ezer [2006] , using a much more idealized topography in the terrain-following coordinate Princeton Ocean Model at 2.5km resolution. As in the laboratory experiments of Cenedese et al. [2004] the transition between the supercritical regime and the subcritical eddying regime was found to depend on the Froude number of the flow.
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Simulations of the Red Sea overflow have been carried out by Chang et al. [2007] using the Hybrid Coordinate Ocean Model (HYCOM), including parameterization of entrainment. The Red Sea overflow proceeds through two very narrow channels which play an important role in shielding the densest water from mixing. Due to the combination of the low latitude and narrow channel width, the channels are much smaller than the deformation radius, so that rotation plays a minimal role. Simulations showed that whereas at a resolution of 0.5km the overflow structure was well represented compared to observations, at 5km resolution the topography could not be resolved, and hence the overflow evolution was poorly represented.
The role of eddies and diapycnal mixing in overflows
Unlike mesoscale eddy-resolving simulations of, for example, the Gulf Stream, high resolution simulations of overflows, while they capture eddy processes, still do not explicitly simulate what is perhaps the dominant process, the overturning and mixing. The influence of diapycnal mixing on the overflow is obvious and direct: more mixing leads to a more diluted overflow product water, and a shallower neutral buoyancy depth (in the Mediterranean, for example). The key remaining challenge for mesoscale-eddy resolving simulations of overflows is therefore the correct representation of subgridscale diapycnal mixing.
By comparison, the role of eddies is more subtle and secondary to the mixing. For example eddies enhance the rate of downslope flow. Kida [2006] in particular shows that the rate of descent is increased (by about factor of two) in the region where the instability is developing, compared to a case where there is no instability (due to an increase in the total depth of the fluid) and friction alone drives the descent. Diapycnal mixing and eddies may also influence one another in overflows: eddies certainly lead to stirring and generation of narrow filaments, which in numerical models often lead to diapycnal mixing. It is uncertain at present the degree to which such mixing is representative of true physical processes. The extent to which diapycnal mixing influences the evolution of the eddies is also uncertain, since most parameter studies have been done in isopycnal models without mixing, or laboratory experiments where the mixing cannot be easily measured.
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Given the dominant role that unresolved diapycnal mixing plays in influencing the overflows in mesoscale-eddy-resolving simulations, the focus of the rest of this chapter is therefore on the uncertainties in representation of subgridscale mixing processes in these simulations.
Sensitivity of overflows to model closures
Although eddy-resolving calculations are able to explore the rich eddy behavior associ- and Dietrich [2006] . All employ the idealized DOME configuration. Here we will briefly review the results, focusing only on those simulations at eddy-resolving resolution (i.e.
∆x ≤ 10km). Unfortunately there is no "truth" against which to compare the mixing in these simulations; although several laboratory experiments have been carried out in a similar set-up to the DOME scenario [Cenedese et al., 2004; Baines, 1998, 2000; Etling et al., 2000; Decamp and Sommeria, 2007] , only Cenedese et al. [2004] directly measured the entrainment, and then only in a low Re regime. Furthermore, whereas most of the numerical simulations have been carried out for a regime with ambient stratification, most of the laboratory experiments are for an unstratified ambient fluid.
Similarly, many large eddy simulations and direct numerical simulations of non-rotating gravity currents exist, but none in this rotating regime. One reason is the enormous resolution necessary to resolve the range of scales which encompasses the mesoscale eddies and the overturning eddies responsible for small-scale mixing. A recommendation for future work therefore would be to carry out detailed measurements of mixing in high
Reynolds number, strongly rotating gravity currents in a stratified ambient fluid. However, while we do not have a "truth" against which to compare, it is nonetheless useful to carry tion simulations with the Hallberg Isopycnal model compared well to the z-coordinate simulations, provided the same value of vertical viscosity was used (so that downslope descent proceeded at the same angle). The HIM simulations used a Smagorinsky horizontal viscosity parameterization, and an entrainment parameterization for diapycnal mixing [Hallberg, 2000] . These simulations also compare well to the POM sigma coordinate simulations of Ezer and Mellor [2004] , Ezer [2005] . One key result of the LHG06 z-coordinate simulations was that diapycnal mixing was reduced at the intermediate resolutions of ∆x = 2.5km, ∆z = 60m and ∆x = 10km, ∆z = 144m as compared to the highest resolution simulations at ∆x = 500m, ∆z = 30m. However, in addition to changing resolution, the values of both horizontal and vertical viscosities were changed simultaneously (in order to avoid noise on the grid-scale), so the impact of changing resolution on diapycnal mixing cannot be separated from the impact of changing viscosities.
Ezer [2005] examines the impact of the Mellor-Yamada mixing scheme on the overflow simulations, using the sigma-coordinate POM at 10km horizontal resolution, by comparing the simulation with the full M-Y scheme in the vertical to two special cases in which the vertical diffusivity or vertical viscosity respectively is set identically to zero. In all 3 cases the lateral, along-sigma diffusivity has a value 100m 2 /s with a viscosity to diffusivity ratio of 5:1. When vertical diffusivity is set to zero, diapycnal mixing is greatly reduced compared to the full Mellor-Yamada scheme, the plume descends deeper, and the plume is thinner. Setting the vertical viscosity to zero also leads to a reduction in diapycnal closely resembles the highest resolution (∆x = 500m) simulations of LHG06 in that the plume does not separate from the northern boundary. This may be ascribed to the low values of vertical viscosity in TD06 (the authors state that the maximum background value of 8 × 10 −3 m 2 /s is about the same as the Ri-dependent part of the viscosity whereas LHG used 5 × 10 −2 m 2 /s at 2.5km resolution and 2 × 10 −2 m 2 /s at 500m resolution). The tracer dilution is however more like the lower resolution LHG06 (2.5km) runs, suggesting that the use of the higher order advection scheme does not help to reduce total diffusion much compared to the Superbee scheme (presumably the explicit diffusion, both horizontal and vertical, which is necessary for stability with the less diffusive scheme is of the same order as the numerical diffusion in the Superbee scheme).
Finally, simulations of the Faroe-Bank-Channel overflow using the z-coordinate MITgcm at 2.5km resolution [Riemenschneider and Legg, 2007] showed a surprising dependence of mixing on the vertical viscosity. Like LHG06 no explicit diffusivity was used, so that all diffusion is attributable to the advection scheme. Large values of vertical viscosity were found to suppress vertical mixing, so that the plume was less diluted.
In summary, simulated overflow plumes show a complicated dependence on subgridscale parameterization which seems to vary from one model formulation to another. The roles of horizontal viscosity and diffusivity are difficult to distinguish since most of the studies varied the two together, but provided they are small enough not to suppress the formation of eddies, they have little effect on the model solutions. Vertical viscosities and diffusivities, being connected through complex subgridscale parameterizations in many models are even harder to separate. And finally, while the higher order scheme of Tseng and Dietrich does not seem to lead to much less mixing than the Superbee scheme used in LHG06, the
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LEGG, JACKSON AND HALLBERG: OVERFLOWS grid-scale noise it produces is highly undesirable, not just in climate simulations, but also in regional simulations where spurious tracer extrema may influence surface fluxes and biochemical models. There is therefore a need to examine advection schemes which are less diffusive than Superbee but which still prevent spurious oscillations. When diffusivity can be explicitly prescribed by a parameterization scheme (as in an isopycnal model)
there is a need to examine how changing diffusivity parameterizations, independent of the model viscosity parameterization, affects the plume evolution. To this end, and to demonstrate the current state of the art in simulating overflows, here we present several new calculations carried out with the MITgcm and the Hallberg Isopycnal Model (HIM),
focusing on the role of the subgridscale parameterizations in determining the simulated plume behavior.
Sensitivity of z-coordinate model simulations to viscosity and advection scheme
Here we will focus on examining the role of viscosity (both horizontal and vertical) and the advection scheme on eddy-resolving simulations of overflows. Unlike the viscosity sensitivity studies discussed above, explicit diffusivity is not simultaneously modified. We will therefore be able to ascertain the influence of viscosity on numerical mixing hinted at in Riemenschneider and Legg [2007] . We are not advocating the use of numerical diffusion to replace explicit diffusion parameterizations, but rather it is necessary to evaluate the level of numerical diffusion so that it can be minimized if an explicit parameterization scheme is implemented. We will examine the overall downslope transport and tracer properties of the simulated overflows at a resolution of 2.5km in the horizontal and 60m
in the vertical, using the MITgcm. dense inflow is forced through the specification of boundary conditions at the entrance to a narrow channel, which then opens onto a uniform slope. The initial conditions consist of uniform stable stratification and no flow. Boundary conditions are no-slip combined with a quadratic bottom drag, as described in LHG06. These specifications correspond to "Case 1" of the DOME scenario, described in LHG06. The only differences between the calculations are in the subgridscale closures: specifically the choice of vertical and horizontal viscosities and the tracer advection schemes. All the MITgcm calculations use a Laplacian viscosity, with constant coefficients A z and A h in the vertical and horizontal respectively. Three different tracer advection schemes are used, applied to both buoyancy and a passive tracer. Because our intent is to examine the numerical mixing associated with the advection scheme, no explicit diffusivity is used. Table 1 gives the values of model parameters for the different runs. We examine results for 3 different vertical viscosities and 2 different horizontal viscosities. 3 different advection schemes are examined: the Superbee flux limited advection scheme (used in LHG06);
the new OS7MP advection scheme, a seventh order scheme (Adcroft, personal communication); and the Prather 2nd moment scheme [Prather , 1986] . The Prather advection scheme has recently been shown to greatly reduce numerical diffusion in global simulations, while both OS7MP and Prather schemes have been shown to preserve fronts while limiting diffusion in 2-dimensional tests. The calculation labeled "control" is identical to the Case 1, 2.5km resolution case described in LHG06.
In the simulations a passive tracer is injected in the inflow with a value of unity, compared to zero background value. The inflow has an initial density which matches that at the bottom of the slope. By following the evolution of the tracer field as the dense current descends the slope we can examine the numerical mixing associated with the overflow, through both the dilution of the tracer and the migration of the tracer to lighter density classes. The predicted lengthscale for eddies at the top of the slope L ρ = √ g h 0 /f is about 21km, while further down the slope, g is reduced by both mixing with ambient fluid and by approach to neutral stability level. The lengthscales of the eddies seen in the simulations are considerably larger: about 130km in diameter at the top of the slope, while in the medium vertical viscosity simulations smaller diameter eddies are also seen lower down the slope, with diameters of about 80km. The size of the eddies at the top of the slope where they are generated does not appear to be modified by varying vertical viscosity, despite the fact that the level of mixing (and therefore g ) is changed.
We can quantify the mixing by calculating the tracer-weighted buoyancy of the plume
where b is the buoyancy (relative to the surface) and τ is the tracer concentration. Figure   2a shows the weighted plume buoyancy scaled with the initial buoyancy as a function of distance from the channel entrance for all runs with the Superbee advection scheme.
For the run with the highest vertical viscosity, the plume buoyancy is about 90% of its initial value, while for the lowest vertical viscosity the buoyancy is less than 50% of its initial value. Also shown are results for two runs with different horizontal viscosities -
the horizontal viscosity appears to play a minor role compared to the vertical viscosity, in influencing numerical diffusion. Figure 2b shows the weighted plume buoyancy for the intermediate vertical viscosity
for the 3 different advection schemes. The OS7MP scheme generates slightly more mixing (a less dense plume), while the Prather scheme leads to slightly less mixing (a denser plume) just to the left of the inflow (at x=0). However, these differences are small when compared to the changes induced by changing vertical viscosity. Figure 2c shows results for the lowest vertical viscosity for the 3 different advection schemes: again OS7MP leads to slightly more mixing. Now the Superbee and Prather schemes generate indistinguishable results.
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To examine the role of subgridscale parameters in influencing the descent of dense fluid down the slope, we calculate the mean position of the plume (determined by the tracer distribution) as a function of along slope distance: D is the total depth, and ∆σ is the sigma-coordinate resolution.
To summarize, vertical viscosity plays a very important role in determining the behavior of a simulated dense overflow at high resolution, not just by setting the angle of descent (as would be expected) but also by modifying the numerical diffusion. This effect of vertical viscosity on numerical diffusion is independent of the advection scheme used. All three advection schemes employ limiting schemes designed to prevent grid-scale oscillations in the tracer field and it is through these limiting schemes that numerical diffusion is introduced. The vertical viscosity influences the numerical diffusion by first modifying the small-scale structure of the velocity field: smaller viscosities lead to more small-scale structure in the velocity field and require greater numerical diffusion to eliminate grid-scale
LEGG, JACKSON AND HALLBERG: OVERFLOWS noise. Hence the smaller the vertical viscosity, the higher the numerical diffusivity and the greater the diapycnal mixing. This dependence of mixing on the vertical viscosity agrees with that observed in Riemenschneider and Legg [2007] . Note that Tseng and Dietrich
[2006] see a qualitatively similar effect when their vertical viscosity parameterization is turned off: the plume appears to thicken and become more dilute.
An interesting, although discouraging, result of these simulations is that more sophisticated advection schemes do not appear to dramatically improve results at these resolutions. The Prather scheme does marginally better than the Superbee scheme, but the OS7MP scheme does worse (given that one would like to minimize numerical diffusion so that physically based parameterizations of mixing may be used instead). One cause of the OS7MP scheme's poor performance may be that the advantage of a 7th order scheme is lost when simulating a thin layer (less than 7 grid-points) close to a boundary, where the scheme behaves as a lower order scheme. A more sophisticated near-boundary formulation of the scheme could perhaps improve this result. The current implementation of the Prather scheme uses a positive-definite limiter, and a monotonicity-preserving limiter may change the Prather result (Jean-Michel Campin, private communication). For coarse resolution climate models where fronts are not resolved, the sensitivity of the behavior to advection scheme may be different than seen in these mesoscale eddy resolving simulations.
Sensitivity of isopycnal model simulations to mixing parameterization
Having discussed the dependence of numerical diapycnal mixing on advection scheme and viscosity for a z-coordinate model, we now examine the influence of explicitly parameterized mixing on the overflow simulations in a model with no numerical mixing, the Hallberg Isopycnal Model (HIM). Three different simulations with HIM configured for the DOME scenario Case 1 are shown in figure 4. Initial conditions and forcing are as described above, one difference being that a sponge condition is used at the western and southern boundaries instead of the radiation condition used in the MITgcm calculations.
Also the horizontal domain is slightly smaller (1300km rather than 1700km). All three simulations have a resolution of 2.5km in the horizontal, and 25 vertical layers with a total density difference of 2 kg/m 3 . A biharmonic Smagorinsky viscosity is used in the hori- With only a small background diapycnal mixing, the plume stays close to its original density, and takes a steep path down the slope. While the steepness of the path is similar to that seen in the z-coordinate case with high vertical viscosity, there is considerable eddy behavior and plume widening in the isopycnal simulation, so that the dynamical regime is quite different, and not a laminar Ekman flow.
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The two simulations with prescribed mixing look very similar, so that for these physical parameters the TP and JH schemes generate a similar amount of mixing, although the former results in slightly more mixing and a lighter plume. This similarity is despite the large difference in the critical Ri at which the turbulent mixing stops:Ri c = 0.8 in TP
and Ri c = 0.25 in JH. (It should be noted however that when the same parameterization schemes are used in the equatorial regions, with no change in parameters, the JH scheme produces much less mixing than TP, and therefore performs much better.) Like the zcoordinate simulations, most of the mixing occurs just after the plume enters the slope region, and the plume forms a series of large eddies through instability, however with the mixing parameterization schemes there is also some mixing and a decrease in buoyancy along the slope as seen in Figure 5a 
Discussion and conclusions
Mesoscale eddies are a feature of many overflows. These eddies may be generated by either barotropic instability when overlying water is transported to deeper depth during the geostrophic adjustment process, or by baroclinic instability of the geostrophically adjusted dense fluid on the slope. (In fact, examination of the vorticity field in the simulations described above suggests that both processes may operate within the same overflow -largely barotropic cyclonic vortices are found in the upper layers, close to the coast, generated through barotropic instability, while the dense water below is carried further downslope by more baroclinic eddies.) We have reviewed the literature regarding the formation of eddies in overflows and shown that eddies exist when rotation plays an important role in the overflow dynamics, so that the overflow comes under the influence of rotation before it reaches its neutral buoyancy level, or the bottom of the slope. If frictional effects are large, so that the thickness of the overflow plume is close to the Ekman layer thickness, then the plume forms a laminar Ekman layer and eddies are suppressed. Similarly, if Froude numbers are large, the supercritical flow does not form eddies until a transition is made to a subcritical regime.
While mesoscale eddies are easily captured by high resolution ocean models, the much smaller-scale eddies responsible for overturning and mixing cannot be resolved. The diapycnal mixing they are responsible for therefore remains the most significant challenge for overflow simulations, and plays a dominant role in determining the dilution of overflow water, setting the tracer properties and volume of the final product water mass. Models are forced to represent this diapycnal mixing through diffusivity parameterizations. Unfortunately diapycnal mixing also results from numerical diffusion in level coordinate and sigma-coordinate models, complicating matters. We have therefore critically examined the diapycnal mixing in mesoscale-eddy resolving overflow simulations, and examined its dependence on both explicit diffusivity parameterizations and on model numerics. Many past studies are complicated because viscosity and diffusivity are varied simultaneously and little attempt is made to quantify numerical diffusion. Ideally, one would like a model with negligible numerical diffusion in which all diapycnal mixing is prescribed through an explicit parameterization. To that end it is necessary to identify model configurations with the minimum numerical diffusion. To complement earlier studies we have therefore described several new simulations focusing on the numerical diffusion in a z-coordinate model (the MITgcm) and its sensitivity to model viscosity and advection scheme, and on the influence of diapycnal mixing parameterization in an isopycnal-coordinate model.
Numerical diffusion in a z-coordinate model was found to depend strongly, in an inverse sense, on vertical viscosity, since the advection scheme introduces sufficient numerical diffusion to remove any grid scale noise caused by low values of vertical viscosity. We strongly suspect that a similar dependence would be found in a sigma-coordinate model. Since all the numerical diffusion is a result of the advection scheme, we examined the sensitivity to advection scheme, and found that while the Prather advection scheme performed a little better than the others, in terms of reducing numerical diffusion, the difference was not large. Finally, while the presence of a diapycnal mixing scheme was found to strongly influence the isopycnal model simulations, the exact nature of that scheme was not found to have a strong influence for this physical scenario (given that parameters have been chosen appropriately in both schemes).
Mesoscale-eddy-resolving models of overflows therefore have to make many choices in order to correctly capture both the resolved physics and the unresolved diapycnal mixing.
These include the vertical coordinate, the advection scheme, and the viscosity and diffusivity parameterization. If sigma-coordinate or z-coordinate models are used, they will inherently have numerical diffusion, and the least diffusive advection scheme would be preferable. However, there is little point choosing a non-diffusive scheme if that scheme generates so much noise as to require large values of explicit diffusivity. The horizontal viscosity should obviously be small enough to permit eddies, but otherwise this choice is not too important. The vertical viscosity however does play an important role. For a constant vertical viscosity it seems appropriate, in order to prevent too much mixing, to choose a value as large as possible without forcing the plume into the large Ekman number laminar regime. For a variable eddy viscosity parameterization (e.g. Mellor-Yamada) further studies are needed to understand the overflow mixing resulting from the M-Y scheme and how it compares with constant vertical viscosity simulations. Given the complex spatial distribution of vertical viscosity in the gravity current when using the M-Y scheme X -38 LEGG, JACKSON AND HALLBERG: OVERFLOWS (e.g. figure 3 in Ezer [2005] ), it is unclear if the large sensitivity to viscosity found here will apply to variable eddy viscosity cases.
Isopycnal simulations have the advantage that the advection scheme does not cause diapycnal mixing, and that the amount of mixing can be directly controlled by the mixing parameterization, completely independently of the vertical viscosity (which also influences the plume path and the eddy dynamics). 
