




































制御対象 (i = 1, · · · , N)
Mi(yi)y¨i + Ci(yi, y˙i)y˙i = τi （Euler-Lagrange（EL）システム）
Mi(yi)y¨i + Ci(yi, y˙i)y˙i + Fi(yi, y˙i) = τi （ELシステム ⊕非線形項）
yi ∈ Rn (出力), τi ∈ Rn (制御入力)
回帰形式：Mi(yi)ai + C(yi, y˙i)bi = Yi(y, y˙i, ai, bi)θi
Yi(yi, y˙i, ai, bi) : yi, y˙i, ai, biの既知の関数 (回帰行列)
θi : 未知のパラメータベクトル
Fi(yi, y˙i) : 未知の非線形項（構造も未知）
•エージェント間のネットワーク構造∼有向グラフによる表現
表 2. ネットワークグラフ∼ 情報構造の表現
有向グラフ G = (V , E , A) ⇔ 片方向の通信
V = {1, · · · , N}：ノード集合 ⇒ 各エージェント
E ⊆ V × V：枝集合 ⇔ (i, j) ∈ E ⇔ iからjへ情報が伝達
重み付き隣接行列A = [aij] ∈ RN×N ⇐ Eより定義
グラフラプラシアンL = [lij] ∈ RN×N ⇐ Aより定義
リーダー：y0 フォロワー：yi (i = 1, · · · , N)
M = L + diag (a10 · · · aN0) = [mij] ∈ RN×N ⇐ L, ai0より定義
リーダーを含む有向グラフ ⇒ リーダーをrootとして全域木を有する





入力 τi(t)と状態 yi(t)と ddtyi(t)が自身（i）から測定
制御目的
マルチエージェント系 (y1, · · · , yN ) の未知の特性を推定
制御目的 ⇒ 限定情報 G
リーダーフォロワー型のコンセンサス制御 の実現
yi → yj, yi → y0, y˙i → y˙j, y˙i → y˙0
【適応H∞コンセンサス制御（ELシステムの場合）】






cij{zˆi(t)− zˆj(t)} − βci0{zˆi(t)− y˙0(t)} + ni0y¨0(t)
制御則





si(t) = y˙i(t)− y˙ri(t)
τi(t) = Yi(t)θˆi(t) + vi(t) (Yi(t) ≡ Yi(y, y˙i, y¨ri, y˙ri))























0{q + vTRv}dτ +W0(t) ≤ γ2
∫ t
0 ‖d‖2dτ +W0(0)
d = (θˆ − θ)
limt→∞ s(t) = 0
limT→∞ sup 1T
∫ T
0 ‖y˜(t)‖2dt ≤ const · 1αβ‖{(N0 − 1)⊗ I}y¨0‖
limT→∞ sup 1T
∫ T
0 ‖ ˙˜y(t)‖2dt ≤ const · 1β‖{(N0 − 1)⊗ I}y¨0‖
•N0 − 1 = 0 あるいは y¨0 = 0 の時にコンセンサス制御が漸近的に達成
【適応H∞コンセンサス制御（EL ⊕非線形項の場合）】






cij{zˆi(t)− zˆj(t)} − βci0{zˆi(t)− y˙0(t)} + ni0y¨0(t)
制御則





si(t) = y˙i(t)− y˙ri(t)
























































d1 = θˆ − θ, d2 = Φˆ− Φ, d3 = D1, d4 = D2
limT→∞ sup 1T
∫ T
0 ‖s(t)‖2dt ≤ const. · (γ23 + γ24)
limT→∞ sup 1T
∫ T
0 ‖x˜(t)‖2dt ≤ const. · 1α(γ23 + γ24)
+const · 1αβ‖{(N0 − 1)⊗ I}x¨0‖
limT→∞ sup 1T
∫ T
0 ‖ ˙˜x(t)‖2dt ≤ const. · (γ23 + γ24)
+const · 1β‖{(N0 − 1)⊗ I}x¨0‖
• γ23 + γ24 : ニューラルネットの近似誤差と算法上の誤差
⇒ 漸近的なコンセンサス制御の達成はできない
