The second key ingredient is the use of 2-covers, which turn infinitary arguments involving block bases into finitary ones. Thus, we make use of set-theoretical arguments which have the technical advantage that they can be generalized in a natural way to prove much stronger results.
In this paper we redefine the notion of a weakly Ramsey set by introducing a new kind of game, which we think is the natural one since both players play the same kind of objects, and we prove that it is equivalent to the original game of [6] . We give a detailed proof that all open subsets of B 1 (X) are weakly Ramsey; we provide a complete proof that all analytic subsets are weakly Ramsey and, using some additional set-theoretical hypotheses, which are necessary, we generalize the result to all continuous images of co-analytic sets. Similarly to the classical Ramsey property case, and due to the use of set-theoretical techniques, essentially the same arguments that we use for the analytic case may be adapted to lift up the results to much more complex sets using strong set-theoretical hypotheses. For instance, assuming the axiom of projective determinacy all projective sets are weakly Ramsey. This and related results, which require quite sophisticated techniques from set theory, are included in [1] .
We want to remark that, although some of the basic ideas in our approach come from set theory, no set theory other than some very wellknown basic concepts are assumed in this paper, and as such the paper is accessible to Banach space theorists. We have also included some basic results in Banach space theory to make the paper readable to set-theorists.
The paper is organized as follows: In Section 1 we introduce the fundamental notions and prove some basic facts that will be used in the subsequent sections. In particular we redefine the notion of a weakly Ramsey set and show how it relates to the old one. Section 2 contains a proof that all analytic subsets of B 1 (X) are weakly Ramsey, preceded by a complete proof for the open case. In Section 3 we prove, by extending the methods of the previous section and using a form of Martin's axiom, that all continuous images of co-analytic sets are weakly Ramsey. Some applications of these results are contained in Section 4. Finally, in Section 5, we show that under Martin's axiom there are sets that are not weakly Ramsey.
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INTRODUCTION
We are only interested in infinite-dimensional and separable Banach spaces. So, for the rest of the paper a Banach space will always be assumed to be infinite-dimensional and separable without further comment. Also, a subspace of a given Banach space will always be assumed to be closed. Definition 1. Let X( =(X, & } &)) be a (separable) Banach space over K # [C, R]. A sequence (x n ) n # X | is a Schauder basis if for every x # X there exists a unique (* n ) n # K | such that x= n 1 * n x n . We say that (x n ) n is a basic sequence iff (x n ) n is a Schauder basis for the closed linear span of (x n ) n , i.e., the closure of the subspace generated by [x n | n 1].
A classical result, already known to Banach, is that every Banach space contains a basic sequence (see [12] ). Thus, although it is not always the case that X contains a Schauder basis, for our purposes we can always assume, by dropping to a subspace when necessary, that X has a Schauder basis.
Definition 2. Let (e n ) n be a Schauder basis of X. The basis constant of (e n ) n , is C=sup n 1 &p n &, where p n : X Ä X is defined by p n ( i=1 * i e i ) = n i=1 * i e i . (C is well defined. See [12] .) Proposition 1.1. Suppose that (e n ) n is a normalized Schauder basis of X, with basis constant C. Let x= n=1 * n e n be a normalized vector. Then for every n 1, |* n | 2C.
Proof. |* n+1 | =&* n+1 e n+1 &=&p n+1 (x)& p n (x)& 2C. K Definition 3. Let (e n ) n be a Schauder basis of X. We will always assume that &e n &=1. Let x # X, x= n=1 * n e n . We define the support of x, supp x :=[n # | | * n O]. A block vector is a normalized vector with finite support. Suppose that x, y are two block vectors. We write x< y if max supp x<min supp y. We say that ( y n ) n is a block basic sequence (with respect to (e n ) n ) iff every y n has finite support and for every n 1, y n < y n+1 . For conciseness, we sometimes refer to block basic sequences simply as block sequences or block bases.
Let B 1 (X) be the set of normalized block basic sequences of X(with respect to the fixed basis (e n ) n ). Whenever it is clear from the context we will write B 1 instead of B 1 (X).
For notational efficiency, we sometimes identify a block basic sequence with the subspace it generates. Thus, we use upper-case letters A, B, Y, Z, ... to refer to normalized block basic sequences as well as the corresponding subspaces. We reserve the lower-case letters s, t, ... for finite segments of normalized block basic sequences and the corresponding subspaces (we refer to those as finite block basic sequences). Also, for a finite sequence s, we will write |s| for the cardinality of s.
Fix a Banach space X. For a and b finite or infinite block basic sequences, we define:
(1) a Pb iff a b (as subspaces). aP b is equivalent to saying that a is a block sequence of b. Note that P is a transitive relation. So, the strict relation a Ob iff a P b and a{b is a strict partial ordering. Also note that if s, t are finite block basic sequences and s Ot, then |s| < |t|.
(2) YP* Z iff there exists n 0 so that ( y n ) n n 0 P Z, where Y=( y n ) n . (3) For a finite block sequence s=(x 1 , ..., x k ), define Y "s=( y n ) n m , where m is the least such that max supp x k <min supp y m . Note that if s is an initial segment of Y then Y "s is exactly the set-theoretical difference between ( y n ) n and (x 1 , ..., x k ).
(4) Y n=( y 1 , ..., y n ) and Y"n=( y k ) k>n . Also, for a sequence 2= ($ k ) k >0, define 2"n=($ k ) k>n . (8) y # a means that y is not only a vector in a has finite support.
(9) For a=(x n ) n , b=( y n ) n such that |a| = |b|, and
And supp a=supp b means that for every n, supp x n =supp y n . Proposition 1.2. Suppose that (e n ) n has basis constant C. Then for every ( y n ) n # [X], ( y n ) n has basis constant K C. 1 , and so on. It is also required that if y n and y m are vectors played by II and n<m, then y n < y m . Thus, the game looks like
where
), ... II wins the game if he or she produces a sequence ( y n ) n # _ (the 0 plays are deleted). Otherwise (i.e., if II does not produce an infinite sequence, or if ( y n ) n Â _) I wins.
We define the notion of a strategy for this game. So, let A be the set of all block vectors, plus 0, and consider the following tree T A <| ( = set of finite sequences of elements of A) ordered by extension. T is the set of all possible finite runs of the game, and it is defined recursively in the length of the run: Suppose (x 1 , ..., x n ) have been played, (1) n even: We have to define all the possible moves for I. If x n {0, then any block vector y # X is permitted; otherwise, I must choose a block vector y # X such that x n&1 < y.
(2) n odd: We define all possible moves for II. Let m be the maximum of [2k | x 2k {0] if such exists, and 0 otherwise. Then we can extend (x 1 , ..., x n ) with any block vector y # [x k ] k odd, k>m such that y>x m or with 0.
The infinite branches of T are the complete runs of the game _ [X]. Let T n be the set of finite runs of size n. A strategy for I in X is a map S: n T 2n Ä X such that for every n, and every s # T 2n , s Ä S(s) # T 2n+1 . A strategy for II in X is a map S: n T 2n+1 Ä X _ [0] such that for every n, and every s # T 2n+1 , s Ä S(s) # T 2n+1 . A strategy S for II is non-trivial if for any n and any r # T 2n+1 there is some m n and t$ # T 2m+1 such that S(t$){0. I.e., if II plays according to S, then he or she always produces an infinite block sequence.
A strategy S for I or II is a winning strategy if whenever I (II) plays according to S, then I (II) wins the game.
Definition 5. Given a strategy S for I in X, we say that a sequence of block vectors and 0's (q 1 , ..., q n ) is coherent with S iff (q 1 , ..., q n ) is a sequence played by II in a finite run of the game in which I plays according to S, i.e., the sequence (of vectors and 0's) appearing in the even places of some sequence (x 1 , ..., x m ) # T such that for every k m if k is even, then x k+1 =S(x 1 , ..., x k ). A finite block sequence ( y 1 , ..., y n ) is coherent with S if there is a finite sequence of integers (m 1 , ..., m n ) such that ( 0
, y n ) is coherent with S. An infinite block sequence ( y n ) n is coherent with S iff for every n, ( y 1 , ..., y n ) is coherent. For a sequence Y coherent with S, let S*Y be the sequence of vectors played by I following the strategy S against Y.
For a strategy S for II in X and a sequence of block vectors (x 1 , ..., x n ) (not necessarily a block sequence), the definition of being coherent with S is analogous, replacing I for II and even for odd.
The following is a useful fact: (1) The N-topology: The topology inherited from X | , where X has the norm topology and X | the product topology. Note that X | is a Polish space.
(2) The D-topology: The topology inherited from X | , where X has the discrete topology and X | the product topology.
As a consequence, it is a Polish space.
Proof. We use the fact that e n : X Ä K, e n ( k=1 * k e k ) = * n , are continuous functionals. Suppose that Y n =( y
. We need to show that Z # B 1 . First of all, note that for every k, &z k &=1. Also, by continuity of e k , if l # supp z k , then there is n 0 such that for every n n 0 , l # supp y (n) k . Now, it is easy to show that for every k, z k <z k+1 . K Subsets of Polish spaces can be classified according to their topological complexity. This yields the so-called projective (or Lusin) hierarchy of classes (see [11] Let N be the Baire space: The space of infinite sequences of positive integers. N is homeomorphic to the irrationals. Every analytic set in a Polish space is the continuous image of N (see [11] ).
The following partial ordering will play a key role in our arguments:
, let P=P(Y) be the following partial ordering: Elements of P are pairs (s, A), where s and A are block sequences of Y, s finite and A infinite, and such that s<A.
The ordering is given by: (s, A) (t, B) iff t is a subsequence of s, AP B, and s"t # [B] . (Note that this implies t is an initial segment of s).
We say that (s, A) and (t, B) are compatible (written (s,
A subset D P is dense iff for every p # P there exists q # D such that q p.
Let D be a set of dense subsets of P. We say that G P is a D-generic filter iff it is a filter, i.e.,
(1) p # G and q p implies q # G, and (2) for every p, q # G, there exists r # G such that r p, q, and is D-generic. i.e., for every 
Proof.
Suppose that Y=( y n ) n and (s,
For every D, a countable set of dense subsets of P, and every (s, A) # P, there exists a D-generic filter containing (s, A). 
Also, for $>0, a set [ y 1 , ..., y n ] s is a $-cover of s iff for every y # s there is 1 i k such that supp y=supp y i and d( y, y i ) $.
Note that whereas 2-covers are sets of finite block basic sequences, $-covers are just sets of normalized vectors with finite support. Note also that all these covers are finite sets. Proposition 1.7. For every s=(x 1 , ..., x n ), 2>0, and $>0 there is a 2-cover of [s] and a $-cover of s.
Proof. The reason is that elements of block sequences of [s] are living in the unit sphere of the space generated by [x 1 , ..., x n ], which is compact. K Example 1.2. Given s=(x 1 , ..., x n ) and $>0, we give an example of a $-cover of s in the case of real Banach spaces (the complex case is similar) with a Schauder basis (e n ) n , and basis constant C: Define for every 1 k n, $$ k =$Â(C2 k+1 ), and let M k be the smallest positive integer such
Let V be the set of vectors
Now, it is easy to show that if v 1 , v 2 # X, v 1 {0 are such that &v 2 &=1, and
And the set *(2, s) of block sequences (z 1 , ..., z k ) of s such that
Note that this example guarantees the following fact: Suppose that s is an initial segment of t. Then *(2, s)=*(2, t) & [t]. We will use this fact in Definition 15.
Definition 8. Let 2=($ n ) n >0, and _ B 1 . Then we define
We finally come to the main notion of a weakly Ramsey set: [Y ] . _ is weakly Ramsey iff it is 2-weakly Ramsey for every 2>0. Notice that without loss of generality we can always assume that 2 is decreasing and 2<1.
Note that saying that _ is 2-weakly Ramsey is equivalent to saying that if _ is large (in X), then there is some X such that II has a winning strategy for the game _ 2 [X] .
We note that this notion of weakly Ramsey differs from the original one in [6] . We use a different kind of game, which we find more natural in this context. Indeed, in our game the two players play the same kind of objects, i.e., vectors, and, if needed, as in the generalizations [1] and counterexamples (see Section 5) one may require that the vectors played have rational coefficients (over some X), thus turning the game essentially into a game played on integers. Therefore, our notion of weakly Ramsey is apparently stronger than that of Gowers', but this is only apparent since, as we will now see, both games are equivalent.
Recall the notion of game given in [6] : II wins the game iff ( y n ) n # _. Otherwise I wins. The game looks like this:
A strategy for I in Y is a function S:
. A game played according to S looks like:
A play according to S looks like this:
Note that the set of strategies of II has size 2 c , hence larger than the power of the continuum. Proof. Fix S, a winning strategy for I in the game _ [X]. We give a winning strategy, R, for I in the game
, 0, 0, ...), and so on. Since S is a winning strategy for I, ( y k ) k Â _. Now suppose that R is a winning strategy for I in the game I _ [X]. Define the following strategy, S, for I in the game
l ] (if II always plays 0 he or she loses the game). Let X 2 =R(<, 
Fix any strategy S for II in the game _ [X]. This is the strategy for II in the game I _ [X]: Suppose that I plays n , .... II will play 0 until he or she can play some block vector
for some n. And this is possible because otherwise I has found some way to produce X 1 =(x (1) n ) n such that any block vector of X 1 is in A 1 , and this is impossible because S(X 1 ) is in A 1 , and, by definition, in
Restart the game and I plays x
. We can prove that there is some n and
, and so on. It is clear that (x n ) n # _. K
ANALYTIC SETS
We shall prove in this section that every analytic _ B 1 is weakly Ramsey. We will start by showing that the D-open sets (hence, the N-open sets) are weakly Ramsey. This result will be later used in the proof for the analytic case.
The Open Case
We first show that for every D-open set _, and every X, the game _ [X] is determined (i.e., either I or II have a winning strategy):
Proof. Suppose that II does not have a winning strategy. Then I can play a block vector x 1 such that he or she does not lose the game that starts with x 1 . Suppose x 1 , y 1 , x 2 , ..., y n&1 , x n , where y 1 , ..., y n&1 are the plays of II (and so some of the y k may be 0) so that I does not lose the game that starts with x 1 , y 1 , x 2 , ..., y n&1 , x n . Now suppose that II plays y n . Then I can choose some block vector x n+1 such that he or she does not lose the game that starts with x 1 , y 1 , x 2 , ..., y n , x n+1 . This is a winning strategy for I: otherwise, at the end of the run II has played some sequence
, and let m n be minimum such that Z n is in y 1 , ..., y m . Then in the game that starts with x 1 , y 1 , ..., y m , x m+1 , I always loses, a contradiction. K Remark 2.1. In fact, for every Borel set _ of B 1 with the discrete topology, _ [X] is determined (see [11] ). 
_ 2 , where t=X n : For suppose that W>t. Then W>s (since supp s =supp t). So, supp(t Proposition 2.2. Suppose that (e n ) n is a normalized Schauder basis of X with basis constant C, and let (x 1 , ...,
<| . If x=* 1 x 1 + } } } +* n x n is a normalized vector, then for every 1 i n, |* i | 2C.
, and suppose that it has basis constant K. By Proposition 1.2, K C. So, by Proposition 1.1 we are done. K Definition 12. Let Y=( y n ) n and Y =( y~n) n be block sequences, and let
For every n, if z n = :
Then there is a decreasing sequence 0<1< 2 2 which satisfies the following:
Proof. Define, for every n 1,
where C is the basis constant of (e n ) n . So, 1=(# n ) n <2Â2 and is decreasing. Now let Y=( y n ) n and Z=
. Fix j and suppose that z j =* i 1 y i 1 + } } } +* i m y i m and z~j=z~jÂ&z~j & , where z~j=* i 1 yÄ i 1 + } } } +* i m yÄ i m . Note that j i 1 . So,
And, hence, 
Define
and
We will construct (x n ) n , (X n ) n with the following property: For all n 0,
.., x n ; X n ] and (b) II has no winning strategy for
There must exist t # I 0 and k 1 such that t=(x~1 , ..., x~n , zÄ 1 , ..., zÄ k ) (otherwise II has a winning strategy for the game
[X n ] and hence for the game
2Â2, and s~O t, contradicting the O -minimality of t.
We will now construct the sequences (x n ) n , (X n ) n :
(_ 0 ) 1 , and for every Z # B 1 , II does not have a winning strategy for the game
(2) Case n Ã n+1: Suppose that we cannot continue. Then, for all x # X with x>x n and all Y PX, there exists ZP Y such that
or II has a winning strategy for the game
We define for every k 1 the following subset of P(X n ):
n =< or II has a winning strategy for
Proof of claim. Let (s, A) # P(X n ). By extending s and shrinking A, if necessary, we may assume |s| k. Let [ y 1 , ..., y j ] be a # n+1 Â2 cover of s (i.e., for every x # [s], there exists i j such that supp x=supp y i and
Therefore, II has a winning strategy for
[A i ] and hence also for the game
For all x # Y with x>x n and all Z PY, the following dichotomy holds:
Proof of claim. Fix x # Y, x>x n , and Z. Let k be the least integer such that
If II has a winning strategy for the game [x 1 , ..., x n ; X n ] and Y P X n . So, by the above dichotomy for Y, for all Z P Y there exists x # Z such that II has a winning strategy for
. I cannot have a winning strategy for the game
Fix any strategy S for I. Let Z=S*(0, 0, ...), and let x # Z be such that II has a winning strategy for .
[Z] (let us call it R). Then, if II plays 0 until he or she can play x, and afterward II plays according to R, then he or she produces a sequence (x 1 , ..., x n , x)
is a D-open set, and the game 
, a contradiction with the properties of x 1 , ..., x n and X n . K
The Analytic case
We need some lemmas: Lemma 2.1. Suppose that _= n=1 _ n is large in some [s; A], with s<A, and let 2 n >0 for every n. Then there are n and (t, B) (s, A) such that (_ n ) 2 n is large in [t; B].
Proof. Suppose not. Then for every n and every (t, B) # P(A), there is CP B such that [s
Claim 2.1.1. For every n and every (t, B) # P(A), there is B P B such that for every u
For every n, m 1 let
Proof of claim. Fix n, m, and (t, B) # P(A). We may assume that |t| m. Now find B=C 0 p C 1 p } } } p C k p } } } so that for every k:
(1) C k+1 PC k "c k , where c k is the first element of the block sequence C k .
(2) For every u # [t] and every w # [(t"u)
We check that this is possible: For suppose we have defined C k . By Claim 2.1.1, there is Proof. Suppose otherwise, and let n be such that for every t P A with |t| n, and every B P A, there exists CP B with _ 2 & [s Ä t; C]=<. We define the following sets:
Then each D k is dense. Choose now for every k, (s k , A k ) # D k as follows:
Lemma 2.3. Suppose that _= n=1 _ n is large in some [s; A], 2 n >0 for every n 1, and (k n ) n is any sequence of positive integers. Then, there exists n such that (_ n ) 2 n is large in some [t; B], with (t, B) (s, A) and |t"s| k n .
Proof. Fix (s,
Proof. 
Then each D m, n is dense: Given (t, B) # P(A), with |t| m, choose a 2Â6 cover of t, [u 1 , ..., Claim 2.4.1. For every n and every (u, C) # P(Y) there is some k such that:
. But we know by Proposition 1.5 that CP* B so we can find k such that C "k PB. This implies that either 
Theorem 2.3. Every analytic subset of B 1 in the N-topology is weakly Ramsey.
Proof. Let _ B 1 be analytic and let 2>0. For every n 1, let 2 n := n2 n+1
(note that 2 n <2 n+1 < } } } ww Ä n Ä 2 under pointwise convergence). Since _ is an analytic subset of a Polish space, there exists F: N Ä _ continuous and onto. For each finite sequence of positive integers %, let _ % be the image under F of all infinite sequences of positive integers that begin with %. Notice that (_ % ) 2 = n # | (_ % Ä (n) ) 2 (this is a key point for using Lemma 2.4). Also note that _ < =_.
For 2, %, s, and A define:
Our aim is to find Y satisfying:
(V) For every nonempty finite sequence of positive integers %, if for some (s, A) # P(Y) II has a winning strategy for the game
, then II also has a winning strategy in Y to produce another block sequence (z m ) m PY such that for some k 1 and n 1, (
. For this, we define a collection of dense subsets of P(X). For every % (%{<) and n, let: Claim 2.3.1. Each D %, n is dense in P(X).
Proof of claim. Fix %, n, and (s, A) # P(X). By extending s, if necessary, we can suppose that |s| n. Let [t 1 , ..., t k ] be a 1 |%| cover of s, where 1 |%| =2 3 |%| &2 3 |%| &1 . We define A=B 0 p B 1 p } } } p B k as follows: If there is some B PB i&1 such that II has a winning strategy for the game
, then let B i be such a B. Otherwise, let B i =B i&1 . We claim that (s, B k ) # D %, n : For let t # [s] and suppose that for some B PB k , II has a winning strategy for _ (%, 2 3 | % | &2 , t, B) [B] . Let i be such that d(t, t i ) 1 |%| . Then player II also has a winning strategy for the game [Y]:
(1) As _ is large in Y (i.e., in [<; Y ]), and _= n # | _ (n) , II has a winning strategy in some A 1 P Y for producing some t such that there is some n with (_ (n) ) 2 1 large in [t; A 1 ]. By (V), II has a winning strategy in Y for producing a sequence t 1 such that there is n 1 with (_ (n 1 ) ) 2 3 large in [t 1 ; B 1 ], for some B 1 PY. Let j 1 be the number of plays of II required to produce t 1 . Thus, we have defined j 1 plays for II.
(2) After player II produces t 1 we know that (_ (n 1 ) ) 2 3 is large in [t 1 ; B 1 ] and that (_ (n 1 ) ) 2 3 = m # | (_ (n 1 , m) ) 2 3 . Then by Lemma 2.4 (for 1 2 ), there is A 2 PY so that II has a winning strategy in A 2 for constructing some t such that for some n, (_ (n 1 , n) ) 2 4 is large in [t 1 Ä t; A 2 ]. By construction of Y, again we can find a winning strategy for II in Y for constructing t 2 such that for some n 2 , (_ (n 1 , n 2 ) ) 2 6 is large in [t 1 Ä t 2 ; B 2 ] for some B 2 P Y. Let j 2 be the number of plays of II required to produce t 2 . And now we have defined the next j 2 plays for II, and so on.
Thus, we have given a strategy for II in Y so that II produces the following: After j 1 + } } } + j k moves, II plays for producing t k+1 and n k+1 so that (_ (n 1 , ...,
], for some B k+1 PY. We check now that this is a winning strategy for II: We will see that
Suppose not, and let m 0 be such that
, and this is a contradiction.
GENERALIZATIONS UNDER SET-THEORETICAL HYPOTHESES
We will now extend the results of the previous section to more complex sets using some set-theoretical hypotheses. We will concentrate on 7 t 1 2 sets; i.e., we will show that every 7 t 1 2 set of block bases is weakly Ramsey, for which we will use a strong form of Martin's axiom. More general results about all projective sets using determinacy axioms will be stated at the end of the section. The proofs will appear in [1] , where we also show that some additional set-theoretical hypotheses are indeed necessary for proving that all 7 t 1 2 sets are weakly Ramsey. We need some definitions:
Definition 13. Let P be any partial order, and let A P. We say that A is an antichain of P iff for every p, q # A, if p & q, then p=q. An antichain is maximal if it is not properly contained in any other antichain. Note that we can use the axiom of choice (AC) to extend a given antichain A to a maximal one.
Suppose that A is an antichain and let p # P. We say that A is a maximal antichain below p iff for every q p there is some q$ # A compatible with q. Note that A need not lie below p.
We will need an axiom of the following form (recall that c denotes the cardinality of the continuum): Definition 14. Let } be a cardinal <c, and let P be a class of partial orderings. Martin's axiom for families of }-many dense subsets of partial orderings in P (in short, MA } (P)) is the following axiom:
For every partial order P # P, and every family D of dense subsets of P with |D| }, there is a filter G P meeting all those dense sets (i.e.,
Remark 3.1. MA + 0 (P) is true (see Proposition 1.6). MA } (P) is false for any reasonable class P and every } c (see [9] ). Thus, the axiom MA } (P) makes sense only for uncountable cardinals }<c.
For a suitable class P of partial orderings, to be defined below, we will prove the following generalization of Theorem 2.3.
For } an infinite cardinal, let } | be the product space of | copies of }, where } is given the discrete topology. The class P of partial orderings will consist of a more refined version of the partial orderings P(Y ) used in the previous section: Definition 15. Given 2>0 and Y=( y n ) n # B 1 , we define the partial order P(2, Y) as follows: Let (* k (2, Y )) k be any family of subsets of block vectors of Y such that
The crucial difference between members of P(Y ) and those of P(2, Y ) is that in the former we had freedom to choose n-tuples s of vectors, the only requirement being that they had ordered supports. In P(2, Y ), however, we further restrict this freedom by requiring the vectors to belong to the fixed covers, which are finite sets. We can also define "A"
and "s" 2 in the obvious way. Now, we can restate condition 3. as:
It is easy to check that is a partial order.
The following property of partial orderings was introduced by Baumgartner (see [2] ): Definition 1.6. A partial ordering P=(P, ) satisfies Axiom A if there exists a family of partial orderings of P, [ n | n 0] such that:
(3) if p n+1 n p n then there exists q such that q n p n for all n.
(4) For every p # P and every n, if A is a maximal antichain below p, then there is q n p and B A which is a countable maximal antichain below q.
Similar to Baumgartner's proof in which Mathias' partial ordering satisfies Axiom A (see [2] ), we will show that P(2, Y) also satisfies Axiom A: below (s, B) . Moreover, B may be chosen so that if (t, C) (s, B) is such that (t, C) p for some p # A, then (t, B"t) p.
Proof. Fix n, (s, A), and A, a maximal antichain below (s, A).
and |s| =m. First, we prove that the last part of the lemma is enough: For suppose that we can find B # n [A] such that (V) if (t, C) (s, B) and (t, C) p for some p # A, then (t, B"t) p.
Then, define
B=[p # A | there is some t # "B"
We claim that B is a countable maximal antichain below (s, B):
(1) B is countable: There are only a countable number of elements of the form (s Ä t, B"t). So, if there were an uncountable number of elements in B, then there would be two compatible elements, which is impossible because A is an antichain.
(2) B is a maximal antichain below (s, B): Since B A, B is an antichain. Now suppose (t, C) (s, B). Since A is a maximal antichain below (s, A), there is some p # A compatible with (t, C). Choose any (u, D) p, (t, C). Then, by (V), (u, B"u) p and u"s # "B"
We now find B as follows: We define a n <b 0 <b 1 < } } } <b k < } } } and (a 1 , ..., a n , b 0 
We prove that B satisfies what we wanted: Fix any (t, C) (s, B), and suppose that (t, C) p for some p # A. Now let k be the least integer such that t"s # "(a 1 , ..., a n , b 1 , ..., b k&1 )" ($ i ) i>|s| and let i be such that t k i =t"s. Then we have that C PB"t=(b i ) i k P B k i and so B k i+1 has to be such that (t=s
) and hence, p=q. Then we have: B"t PB Proof. Put (s, A) n (t, B) iff (s, A) (t, B) and the first n-elements of A and B are the same. Note that for n 1, (s, A) n (t, B) implies that s=t.
Elements 1 and 2 of Definition 16 are clear. As for element 3, suppose that for every n, p n =(s, A n ), A n =(x (n) k ) k , and p 0 =(t, B) are such that p n+1 n p n . If we put q=(s, (x (k) k ) k ), then q n p n , for every n. Element 4 is an easy consequence of Lemma 3.1. K Let AA be the class of all partial orderings that satisfy Axiom A and have size c. Baumgartner (see [2] ) showed that MA + 1 (AA) is consistent relative to the existence of a weakly compact cardinal.
Let P be the class of all partial orderings of the form P(2, Y ). Thus, P AA and, therefore, MA } (P) is weaker than MA } (AA). While MA | 1 (AA) implies c=+ 2 (see [18] ), and thus MA } (AA) makes sense only for }=| 1 , we do not know, although it seems unlikely, whether the same is true for MA } (P). So, we state our hypothesis as MA } (P), for } any uncountable cardinal <c. Proof. The proof follows closely that of Lemma 2.1. Without loss of generality, we can suppose that 2 is decreasing. Fix s<A, and suppose that the result is false. Let 1 be defined for 2Â2"|s| using Proposition 2.3. 
and, using that 2 is decreasing, we conclude that s 
Proof. The proof is like the proof of Lemma 2.4, but now Lemma 3.4 is used instead of Lemma 2.3. We sketch the proof: Let 1 be defined for 2Â12"|s| using Proposition 2.3. For every :<} and m define:
We can now prove that every D :, m is dense using 2Â12-covers. Then continue as in the proof of Lemma 2.4. K For 2>0, _ B 1 , _= :<} _ : , s, and Y we define
Lemma 3.6. Let 2 (1) , 2 (2) >0, A, A # B 1 , and let s be a finite block sequence. Suppose that 1 is given by Proposition 2.3 for 2 (2) . If d(A, A ) 1"|s| and II has a winning strategy for the game _ (2 (1) , s, A) [A], then II also has a winning strategy for the game _ (2 (1) +2 (2) 
Proof. Let S be a winning strategy for II in the game _ (2 (1) , s, A) [A]. Suppose that I starts playing x~ ( 1) 1 , x~ ( 1) 2 , ... in the game _ (2 (1) +2 (2) , s, A ) [A ]. Then player II does the following: II constructs x ]. So, in the game _ (2 (1) +2 (2) , s, A ) [A ], II plays 0 up to the n 1 th move of player I. At this point II defines y~# [x~ ( 1) 1 , ..., x~(
] and plays it. And so on. By Proposition 2.3, is easy to see that this is a winning strategy for II in the game _ (2 (1) +2 (2) , s, A ) [A ]. K Proof of Theorem 3.1. Fix f : } | Ä _ continuous and onto. For each % # } <| , let _ % be the image under f of the set of all sequences that begin with %.
As in the proof of Theorem 2.3, the key is to find a block sequence Y so that:
For every % # } <| and every (s, A) # P(Y ), if II has a winning strategy for the game _ (%, 2 4 | % | &3 , s, A) [A], then there is l such that II has a winning strategy for the game
(The definitions are as in the proof of Theorem 2.3.) We will construct Y using a collection of dense subsets of P(1, X).
For every n 1, let 2 n := n2 n+1 . Now, let 4 n =(* (n) k ) k be given by Proposition 2.3 for (2 4n &2 4n&1 ) and so that 4 n+1 <4 n . Let 1=(# k ) k be given again by Proposition 2.3 for (* Note that (_ % ) 4|2| = :<} (_ % Ä (:)
2 sets (i.e., continuous images of co-analytic sets) are weakly Ramsey (using MA | 1 (P)). The following is well known (see [11] ). Lemma 3.7.
(1) For every closed set C } | there exists a tree T } <| such that C is precisely the set of branches of T. Definition 17 (see [11] ). Let } be an infinite cardinal and A N. We say that A is }-Suslin iff there is a closed C } | _N such that A is the projection of C on N.
Lemma 3.8 (see [11] ). Suppose that A N is }-Suslin for some }. Then A is the continuous image of } set. It is well-known (see [11] ) that every 7 t 1 2 set of reals is | 1 -Suslin. Now use Lemma 3.8 and Theorem 3.1 for }=| 1 and we are done. K Strong set-theoretical hypotheses imply stronger results. As an example we state the following theorem from [1] : Theorem 3.2. Assume that every projective set is determined (see [9] or [11] ). Then for every (infinite-dimensional and separable) Banach space X, every projective subset of B 1 (X) is weakly Ramsey.
That some theoretical hypotheses are necessary is shown by the following theorem, also from [1] . Theorem 3.3. Assume V=L (see [9] ). Then for every Banach space X there is a 7 t 1 2 subset of B 1 (X) that is not weakly Ramsey.
APPLICATIONS
In this section we give two applications of Theorem 2.3 in the geometry of Banach spaces. Both are due to W. T. Gowers [6] . The first is the famous Gowers' dichotomy, which has already appeared in [7] , but since no proof of it using the notion of weakly Ramsey set is yet available in print (see, however, [6] , [7] , and [16] ), we include it here for the reader's benefit. The second application is about quasi-minimal spaces and plays a fundamental role in Gowers' program for the classification of infinitedimensional Banach spaces (see [6] and [16] ). The reason for including it here is, besides for further illustrating the usefulness of the notion of being weakly Ramsey, for giving an application where, apparently, the full strength of Theorem 2.3 is required.
Definition 18. Recall that for two normalized block sequences X= (x n ) n and Y=( y n ) n , X is equivalent to Y (XtY ) iff there exists an isomorphism T: X Ä Y such that for every n, T(x n )= y n or, equivalently, if for every sequence of scalars (* n ) n , n * n x n converges iff n * n y n does. X and Y are K-equivalent Xt K Y iff there exists some isomorphism T such that for every n, T(x n )= y n and &T& } &T &1 & K.
We prove this useful fact about 2-distortions of block sequences: Proof. Suppose that x= n * n x n is a finite sum (this suffices for the desired estimates). It is easy to prove that the partial sums of n * n y n are a Cauchy sequence. Then:
The following is a very useful fact that explains why the block sequences are important: Proposition 4.2. Let X be a Banach space with Schauder basis (e n ) n , and 2=($ n )>0. Let H be an infinite-dimensional closed subspace of X (not necessarily with a Schauder basis). Then there is a subspace Z of H which has a normalized basis (w n ) n and a block sequence (x n ) n # B 1 (X) such that d((z n ) n , (x n ) n ) 2 (so, in particular, (z n ) n and (x n ) n are equivalent).
Moreover, if Y has a Schauder basis ( y n ) n , then (w n ) n can be chosen to be a block sequence of ( y n ) n .
Proof. Choose inductively a sequence (w n ) n of vectors of Y and a block sequence (x n ) n # B 1 (X) in such a way that for every n, &w n &x n & $ n and w n+1 >x n . For the latter, we use the fact that Ker p supp x n Y is an infinitedimensional block subspace of Y. Now, if Y has Schauder basis ( y n ) n , pick the sequences (w n ) n , (x n ) n and a block sequence (z n ) n P Y so that for every n, &w n &x n , &w n &z n $ n Â2, x n <w n+1 , and z n < Y w n+1 , where for a, b # Y, a< Y b means that the maximum of the support of a over Y is less than the minimum of the support of b over Y. K Definition 19 [5] . An infinite-dimensional Banach space X is indecomposable iff it is not the closed direct sum of two infinite-dimensional subspaces. X is hereditarily indecomposable (HI ) iff every infinite-dimensional subspace of X is indecomposable.
The next proposition is a useful characterization of HI spaces, which can be proved using standard arguments: (1) X is HI. Given any two subspaces X and Y and given =>0, there are x # X and y # Y such that &x& y&<= &x+ y&.
(2) For every X, Y # B 1 (X) and every =>0 there are two block vectors x # X, and y # Y such that &x& y&<= &x+ y&.
Proof. For (2) O (1) use Proposition 4.2 for a suitable sequence 2. K Definition 20. A sequence (x n ) n of vectors of X is an unconditional basic sequence iff there exists a constant K such that for all * 1 , ..., * n # K and all = k =\1, k=1, ..., n,
The smallest such K is called the unconditional basis constant of (x n ) n which is then said to be K-unconditional.
It can be shown that a basis (x n ) n is unconditional iff whenever n=1 * n x i =x, the series converges unconditionally (in any rearrangement) to x. It is easy to show that if (x n ) n is an unconditional basic sequence and ( y n ) n t(x n ) n , then ( y n ) n is also an unconditional basic sequence and that any block sequence of an unconditional basic sequence is also unconditional. (1) X does not have an unconditional basic sequence.
(2) X does not have a block sequence which is an unconditional basic sequence. Proof. We may assume that X has a Schauder basis (e n ) n with basis constant C. Let 2>0 be such that 1+2Cd<-2, where d=&2& l 1 < . Suppose that X does not have an unconditional basic sequence. By Proposition 4.4 (4), for every Y # B 1 there exists Z=(z n ) n # [Y ] such that:
(1) for every k, there exist n, * 1 , ..., * n # K,
Let _ be the set of block sequences satisfying (1) . So, _ is a G $ set in the N-topology, and large. Let _~be the set of block sequences satisfying (1) replacing k by [Y ] , where I plays Z 1 , then Z 2 , then again Z 1 , then again Z 2 , and so on. Player II then produces (x j ) j # _. But for some n and some coefficients * 1 , ...,
and we are done. K For the second application, let us recall the notion of quasi-minimal space (see [6] ).
Definition 21. Let X and Y be infinite-dimensional subspaces of X. We say that X and Y are totally incomparable if no infinite-dimensional subspace of X is isomorphic to a subspace of Y. X is said to be quasi-minimal if it does not contain a pair of totally incomparable subspaces.
X is said to be minimal if every infinite-dimensional subspace of X has a subspace isomorphic to X.
We write X C = Y to mean that X embeds isomorphically into Y. Proof. Suppose that for any X there is a pair of disjointly supported Y, Z which are isomorphic. By Proposition 4.5, we may assume that YtZ.
In the sequel, and for notational convenience, when we write : # [N] | we identify it with an infinite increasing sequence of positive integers :=(: n ) n and we assume that : 0 =0.
Define the following set of block bases:
Claim 4.2.1. _ is large and analytic.
Proof of claim. First we show that _ is large. Since for any X there is a pair of disjointly supported equivalent subspaces, fix X and ( y n ) n , (z n ) n # [X] disjointly supported equivalent block sequences. We may assume (by passing to subsequences) that:
(1) For every n, y n , z n < y n+1 , z n+1 .
(2) For every n, min supp y n <min supp z n .
For this it maybe necessary to exchange the y's for the z's. Now define recursively a sequence of positive integers (k n ) n and (w n ) n # [X] such that k n is even and for every n,
It is easy to check that (w n ) n # _.
We now show that _ is analytic: The sets . WtW because ZtZ . Then w 2n&1 # Z 1 and w 2n # Z 2 . But (w 2n ) n t(w 2n ) n t(w 2n&1 ) n t (w 2n&1 ) n , and we are done. K We finish this section with a generalization of a result from [6] concerning the cardinality of minimal filters: Proposition 4.6 [6] . X is quasi-minimal if and only if there is a collection F of normalized block sequences of X such that:
(1) C = is a partial order in F. (2) Every X, Y # F are compatible (i.e., there is a block-subspace Z # F such that Z C = X, Y ). (3) For every infinite-dimensional subspace X of X there is Y # F such that YC = X. K Definition 22 [6] . We say that a set of block subspaces of X, F, is a minimal filter if it satisfies properties 1 3 of Proposition 4.6.
It is easy to see that if X is quasi-minimal then it has a minimal subspace iff there is some minimal filter F of cardinality 1. Otherwise, we say that X is strictly quasi-minimal. Note that in this case, if X # F, then there exists
Theorem 4.3 (MA } (P)). Suppose that X is strictly quasi-minimal and let F be a minimal filter. Then |F| >}.
Proof. Suppose that X is a strictly quasi-minimal space with basis constant C (for a fixed basis) and let F be a minimal filter, |F| }. We are going to find a block subspace of X, X=(x n ) n , satisfying that for every Y # F, X C = * Y, where this means that there is some n 0 such that X"n 0 C = Y, which is impossible. Indeed, consider (x 2n+1 ) n 0 , and let
and this is impossible.
Let 2 be such that &2& l 1 < and consider P=P(2, X). We construct X as follows: For every Y # F and k 1 we define the following subsets of P:
Each D Z, k is a dense subset of P.
Suppose that X is strictly quasi-minimal and let F be a minimal filter. Then F has size as the continuum. K
COUNTEREXAMPLES
We will show that, under Martin's axiom, there are non-weakly Ramsey sets in every Banach space. For the rest of the section, fix X with Schauder basis (e n ) n and basis constant C.
For a a finite or infinite block sequence, and $>0, a $ will be the set of vectors (not necessarily of norm 1) of a with finite support and coefficients over a bounded in absolute value by $. Notice that every normalized block vector of a is in a 2C . Definition 23. Let P be a partial order. We say that P satisfies the countable chain condition (ccc) if every antichain of P is countable. Let } be a cardinal <c. Martin's axiom } (MA } in short) is the axiom MA } (P), where P is the class of ccc partial orderings (Definition 14).
MA will denote MA } for every }<c, AC is the axiom of choice, and CH is the continuum hypothesis.
We are going to show that MA plus AC implies that there exist nonweakly Ramsey sets. The proof is similar to the construction, using AC, of a set _ N which is not determined (see [9] ). However, since we want to diagonalize over a number of <c sequences, we will need Martin's axiom. [Y], where _ c is the complement of _. As a consequence, there exists a non-2-weakly Ramsey set.
Proof. Let us call a game rational in X if every player chooses rational block vectors of X, i.e., vectors with finite support and rational coefficients over X. The set of strategies for I or II in X for rational games has size the continuum. A rational strategy is a strategy for a rational game.
Let A be the set of pairs (S, Y ), where S is a rational strategy for I or a non-trivial rational strategy for II in a rational game played in Y. Using AC, well-order A=[ a : :<c]. We are going to construct (Z (:) ) :<c , Z (:) =(z (:) k ) k as follows: Suppose that we have constructed (Z ( ;) ) ;<: . Suppose a : =(S, Y ) and consider two cases: Case 1. S is a strategy for I. We will define a rational sequence Z (:) which is coherent with S and such that for every ;<:, d(Z ( ;) , Z (:) ) % 2. For this we define the following partial order O 1 =O 1 (S, Y ). Elements of O 1 are finite block sequences of Y coherent with S and with rational coefficients. For two elements of O 1 , t 1 , t 2 , we say that t 1 t 2 iff t 2 is an initial segment of t 1 . Clearly O 1 is countable (and hence satisfies the ccc). Now, for every ;<: consider the following subsets of . These are dense subsets of O 1 : Fix ;<:, n and t # O 1 . We can suppose that l= |t| n. Let W be the space that I defines following S, if II, after playing t, always chooses 0. By Lemma 5.1, there is W =(w n ) n P W such that d(W , z ( ;) l+1 )>2$ l+1 . We can assume that W has rational coefficients over W and hence over Y. t Ä (w 1 ) is coherent with S and is in D
;, n . By MA, let G be a filter meeting all these dense sets. Define Z (:) = s # G s. Let us call Z (:) a II-sequence. Then Z (:) is coherent with S and for every ;<: there exists n such that &z general case, for if we try to construct a large set without any winning strategy for II in this game I _ 2 [Y ], we need to avoid 2 c possible strategies for II, and these are too many. However, if we assume that the space X has an unconditional basis, then we can still construct a counterexample using directly the game I . Since the construction is quite different in this situation, we give it below.
Proposition 5.1. Suppose that X=(e n ) n is an unconditional basis with unconditional constant C. Then for every pair of disjointly supported vectors x and y, d(x, y)
Proof. Suppose that &x& &y&. Let a=supp x. Then P a (x& y)=x, where P a is the natural projection associated to a. And hence &x&= &P a (x& y)& C &x& y&, so &x& y& This is the construction: Suppose that we have constructed for every ;<:, Y ; and (Z ( ;) n ) n . (i) Construction of (Z (:) n ) n : Fix W 1 , W 2 any partition of X : (i.e., suppose that X : =(x n ) n ; then let W 1 =(x 2n ) n , W 2 =(x 2n&1 ) n ). We introduce a new partial ordering, O=O(X : ): Elements of O are of the form t= ((u 1 , . .., u n ), k), where: (a) Each u i is a finite block sequence of W m , with rational coefficients, where m=1, 2 and m=i mod 2. <| is the collection of all finite sets of ordinals<:). These are dense subsets of O 1 : Fix ;<:, n, and t # O 1 . We can assume that l= |t| n. Suppose that there is some x # X : such that d(x, Y ( ;) l+1 )> $ l+1 . Then t Ä (x) satisfies what we want (clearly, we may assume that the coefficients of x are rational numbers). Otherwise, for every x # X : there is some y # Y k "e k&1 , and we are done. K
coefficients (over X
: =(x n ) n ). For two elements of O 1 , t 1 , t 2 , we say that t 1 t 2 iff t 2 t 1 . Clearly O 1 is countable (and hence ccc). Now, for every ;
