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Abstract
This paper derives the asymptotic distribution theory for censored regression models with en-
dogenous covariates under no parametric assumptions on the disturbance distribution, extending the
modeling framework of Powell (1986). While it is well known that under some restrictions the use of
reduced form residuals will lead to consistent estimators of the structural parameters, derivation of the
asymptotic distribution theory that is essential for inference and the usual hypothesis testing is not
obvious for this model. The problem arises because the structural model generates a set of moment
restrictions that are discontinuous in the parameters, making standard methods inapplicable. This
paper illustrates that the techniques in Pakes and Pollard (1989) can be adapted to this model by
treating the multi-stage problem as simultaneously satisfying the joint vector of population moment
restrictions, and partitioning the joint asymptotic covariance matrix appropriately. A Monte Carlo
study illustrates the high practical power of the estimators, and shows that they will provide a useful
alternative to methods that depend on Gaussian or other specified distributions.
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1. INTRODUCTION
This paper gives the estimators and derives the asymptotic distribution theory for the coeﬃcients
of linear index censored regression models with endogenous covariates, under symmetry restrictions
on the conditional distribution of the structural error term. Apart from symmetry, the distribution
function is assumed to satisfy only few other regularity conditions. The proposed estimators are thus
semiparametric. Symmetric restrictions and corresponding symmetrically trimmed estimators were
introduced in Powell (1986) for censored and truncated regression models with strictly exogenous
covariates. Newey (1991) analyzed eﬃciency of those estimators. A generalization of the symmetric
trimming algorithm to panel data censored and truncated models was analyzed in Honore (1992).
This research is motivated by the prevalence of censored dependent variables models with endoge-
nous covariates in microeconometrics cross sectional applications; e.g., Pencavel (1986), Killingsworth
and Heckman (1986), and recent work in, e.g., Chay and Honore (1998) and Bola and Das (2002).1
Leading estimators for this problem are likelihood-based, e.g., Amemiya (1979), Nelson and Olsen
(1978), Smith and Blundell (1986) and Newey (1987), and presuppose a parametric form of the distur-
bance distribution; such assumptions are not always appropriate and will lead to inconsistent estimates
when the distribution is misspecified. These estimators may also be inconsistent in the presence of
heteroskedastic disturbances (Arabmazar and Schmidt (1982)). Empirical applications have indicated
that Powell’s symmetrically trimmed estimators are practicable, and distributional tests have rejected
the assumption of Gaussian disturbances in various censored models; see the recent review in Chay
and Powell (2001). These findings, combined with the prevalence of endogeneity in censored regression
models, motivate the description of similar, practicable estimators and the corresponding large sample
results for censored models with endogenous covariates. The goal is to develop estimators that are
simple to implement in practice, with as few distributional restrictions as possible.
While a more general model may permit a weaker distributional assumption than symmetry (e.g.,
the distribution free method in Newey (1985), or conditional median restrictions in least absolute
1An early motivation for this work was contemporaneous research in Bola and Das (2002), which studies medical
expenditures (that are censored at zero) for a sample of older men, as a function of household structure. Allowing
changes in household structure and unobservable determinants of health to jointly aﬀect medical expenditure leads to
endogeneity in the model, while heteroskedasticity is suspected because the cross-sectional sample spans individuals from
both low income and very high income groups. Preliminary results in this work indicated that in some specifications
there were substantive diﬀerences in results from maximum likelihood estimation with Gaussian versus Logistic versus
lognormal errors, that led to the search for an estimator that did not depend on a parametrically specified distribution
function.
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deviations (LAD) estimation), symmetry can be motivated as encompassing several distributions com-
monly assumed in likelihood based estimation while avoiding the need to specify the distribution up to
some finite number of parameters. Further, symmetry restrictions will lead to computationally simple
estimators relative to LAD-type estimators (see Buchinsky (1994)), and unlike the distribution free
methods in Newey (1985), they will permit estimation of the parameters up to a known location and
scale which are often important considerations in empirical work.
This paper will discuss estimation in a limited information simultaneous equations system with
a single structural equation and possibly multiple endogenous regressors. Relaxing distributional
assumptions, while retaining a linear index assumption in each equation of the model specification, is
a conscious choice for this model. This intermediate strategy, also considered in Blundell and Powell
(1999) for an endogenous binary choice model, gives the proposed estimators reasonable robustness and
inferential properties relative to both fully parametric and nonparametric specifications. Importantly,
this index model will yield estimators that do not depend on subjective smoothing choices which arise
in fully nonparametric regression (e.g., bandwidth choice in kernel regression or summand choice in
series estimation), simplifying and encouraging their use in empirical research, which is an important
goal of this paper.2
As in Rivers and Vuong (1988) for binary choice, and Smith and Blundell (1986) and others for
censored regression, the recursive structure of the model will lead to the well known correction for
endogeneity using estimates of the reduced form residuals in the structural model of interest. The
estimators of the coeﬃcients will then be a simple extension of the symmetrically censored least squares
estimator (SCLS) of Powell (1986). However, while it is generally understood that under certain
conditional mean independence assumptions the use of reduced form residuals will lead to consistent
estimators of the coeﬃcients, deriving the form of the corresponding asymptotic covariance matrix, as
required for inference and the usual “t-tests”, is not as apparent. The primary reason is that unlike
the models in Nelson and Olsen (1978), Smith and Blundell (1986) or Newey (1987) the structural
coeﬃcients in this model are defined by population moment restrictions that are discontinuous in the
coeﬃcients. Thus, standard methods for deriving asymptotic normality, e.g., Amemiya (1985), cannot
2While truncated data are less common than censored data in microeconometrics applications, it is also possible to
consider estimators for truncated models with endogenous regressors under similar symmetry restrictions. In contrast
with the censored model considered here, the covariance matrix for the truncated model with endogenous regressors will
depend on subjective smoothing choices for density estimation of the errors. This is analogous to the model without
endogenous regressors in Powell (1986), although the form of the asymptotic covariance matrix is more complicated in
the presence of endogeneity; see Das (2001).
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be applied to this model. Obviously, the distribution theory is essential to make inference of this
model practicable. By making precise the form of the estimators, as well as that of the corresponding
asymptotic covariance matrix, this paper enables inference for a semiparametric censored regression
model with endogenous covariates.
In this paper, the asymptotic distribution theory will be analyzed by adapting the approach of
Pakes and Pollard (1989). While their method does not explicitly consider multi-stage estimators
or more specifically, models in which the moment restrictions depend on preliminary estimates, it
will be shown that those results extend to the sequential estimators of this paper by viewing the
estimators of each stage as jointly solving the population moment restrictions from their corresponding
steps. Asymptotic normality will be derived by verifying the requisite conditions on this joint vector,
including those components that are continuous in the parameters. The asymptotic covariance matrix
estimators for the structural coeﬃcients will be derived by partitioning the joint asymptotic covariance
matrix appropriately. It will be shown that these covariance matrix estimators are sensible extensions
of those in the censored regression model with strictly exogenous regressors, and the paper will derive
consistent estimators of the covariance matrix to facilitate their use in empirical research. One useful
virtue of the proposed approach is that it can extend to various models (e.g., censored regression with
a binary endogenous regressor) by including the appropriate first step moment in the joint vector of
moments, and deriving the limiting distribution by applying the method described above.
We begin by defining the model and proposing estimators of the coeﬃcients and their asymptotic
covariance matrix in Section 2. Consistency and the asymptotic distribution theory are derived in
Section 3. We present results of a small scale simulation study in Section 4, and Section 5 concludes.
Proofs are presented in a technical appendix.
2. MODEL AND ESTIMATORS
To further our discussion, it is useful to precisely describe the model studied in this paper. Let
op(1) denote a random variable that converges in probability to zero, and let ⊗ represent the Kronecker
product. We consider a limited information simultaneous equations system that conforms with the





2iδ20 + ui (i = 1, ..., n) (1)
y2i = (IM ⊗ xi)0π0 + vi
= x˜iπ0 + vi
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where y∗1 is a scalar-valued latent dependent variable that is censored at zero, and observed as
y1i = max(0, y
∗
1i) (2)
= 1(ui > −x01iδ10 − y02iδ20) · y∗1i
and 1(·) is the usual indicator function. The variable y2 = (y21, ..., y2M)0 denotes an M -vector of
endogenous variables, x = (x01, x02)0 is a K-vector of exogenous variables that includes the K2-vector of
exclusion restrictions x2, with first column of x1 = 1; {ui} is a sequence of scalar, unobserved structural
disturbances, and {vi} is a sequence of unobserved reduced form disturbances. The unobservable
parameters δ10, δ20 and π0 are conformable population coeﬃcients. Underlying the model is the
following random sampling assumption.
ASSUMPTION S.1 (Sampling): For each sample size n, the data {(y∗1i, y02i, x0i); i = 1, ..., n} are an
i.i.d sample of observations generated from model (1), and the observed data are {(max(0, y∗1), y02, x0)}.
It is assumed that Pr(y1 > 0) > 0.
The i.i.d assumption on the data in Assumption S.1 is required in adopting the methods of Pakes
and Pollard (1989) for the theory, but could be weakened to accommodate dependence across the
observations using techniques described, for example, by Pollard (1985). It is important to emphasize
that S.1 does not restrict the form of the conditional distribution of y∗1, and thus accommodates
conditional heteroskedasticity in the distribution of y∗1 given (y
0
2, x
0), which is important from an
empirical standpoint; this heteroskedasticity will be bounded under further assumptions given below.
The (linear) specification of a reduced form for the endogenous covariates is a feature shared by
previous estimators for this problem, e.g., Amemiya (1979), Newey (1985, 1987), Smith and Blundell
(1986), Blundell and Smith (1989). For linear index structural models with additive errors such as
that considered here, a reduced form with additive errors as in equation (1) will arise naturally from a
simultaneous equations system with exclusion restrictions in each equation; see e.g., Heckman (1978).
The specification of the reduced form is an aspect of the model that is diﬀerent from other recent
estimators for similar censored regression models, e.g., Honore and Hu (2001), Hong and Tamer (2001).
While those estimators provide alternate schemes for estimation of censored models with endogenous
covariates, identification conditions and estimators developed in those invariably depend on stronger
regularity conditions, so that model (1) is not necessarily a more restrictive specification than models in
which the reduced form is left unspecified.3 The model is assumed to satisfy the following conditional
mean restrictions.
3 In Honore and Hu (2001), for example, a requisite identifying assumption is that for every w0δ0 the sign of one subset
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ASSUMPTION S.2 (Conditional Mean Restrictions): i) The model (1) satisfies E(v|x) = 0; ii)
the distribution of u|v is independent of x, and there exists a vector of constants δ30 such that
E(u|x1, y2) = E(u|x, v) = v0δ30.
Assumption S.2 constitutes one version of the standard assumptions made for limited information
simultaneous equations models. The first part of the assumption is implied, for example, by the
statistical independence of the instrument vector x from the vector of reduced form disturbances,
although part i) only assumes the weaker conditional mean independence. Part ii) is similar to the
assumptions commonly imposed on the reduced form, see e.g., Newey (1987). It will be implied by
statistical independence of the joint distribution of (u, v) from the instruments x, but instead imposes
the weaker condition that conditional on v, the distribution of u is independent of x. This implies
E(u|x1, y2) = E(u|x1, x2, v) = E(u|v). (3)
Let δ03 represent an M -vector of unobservable parameters that is proportional to the population
correlation coeﬃcients of the joint distribution of (u, v1, ...vM). As in Smith and Blundell (1986),
the conditional mean function in (3) is specified up to a finite number of parameters. Suppose the
conditional mean of u given v is described by the linear index model
u = v0δ03 + ε. (4)
Then Assumption S.2 ii) implies that the residual term ε is independent of (v0, x0). It follows by
Assumption S.2 that the model of interest may be summarized as
E(y∗1i|xi, y2i) = x01iδ10 + y02iδ20 + v0iδ30







iδ30 + εi (5)
= w0iδ0 + εi,













0, and E(ε|w) = 0 by construction. For the remainder of
our discussion, we will focus on equation (5) as the structural model of interest, where ε is now the
of the index (i.e., y02δ20), be known at the population value of the parameter δ20 (I thank L. Hu for correspondence on
this matter); also, inference in that work, as well as in Hong and Tamer (2001), depend on subjective smoothing choices
in density estimation, which could limit the ease with which they may be implemented in empirical work relative to the
estimators of this paper.
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unobservable “structural error”. Note that by direct substitution of equation (4) in equation (1), the
censoring scheme in equation (2) is now equivalently
y1i = 1(εi > −w0iδ0) · y∗1i. (6)
It is immediately apparent from equation (5) that were v observable and the distribution of ε
conditional on w symmetric around zero, the SCLS estimators of Powell (1986) would apply directly.
Thus, under this conditional symmetry assumption the simple estimation scheme in this paper is to
obtain estimates vˆ = (vˆ1, ..., vˆM)0 in the first stage and obtain estimators of the vector δ0 using the
SCLS algorithm. To be precise, let the first stage coeﬃcient estimates be given by the standard






(y2i − x˜iπ)(y2i − x˜iπ)0 (7)








; f1n(z,π) = x˜
0(y2 − x˜π). (8)
Define vˆi = (y2i − x˜iπˆ) and wˆ0i = (x01i, y02i, vˆ0i). To describe the second-stage estimator of δ0, consider
a SCLS estimator. That estimator is obtained as a solution to minimization problem
δˆ = argmin
∆
























In order to discuss the form of Sn(δ, πˆ), it is helpful to consider the moment condition under-
lying the SCLS estimator. Let z ≡ (y1, w0, x02) denote the data. In the absence of censoring, symmetry
of the conditional distribution of ε around zero implies that the conditional mean of ε given w is zero,
giving the moment condition E(ε|w) = 0. When y∗1 in equation (5) is censored at zero, the error term
ε is similarly censored at −w0δ0, leading to an asymmetry in the distribution of ε|w that violates this
moment condition. Restoring a conditional mean-zero moment necessitates restoring symmetry of the
distribution of ε|w around zero and artificially censoring the symmetric image of the “naturally cen-
sored” observations, i.e., artificially censoring observations with y1 > 2w0δ0 (or, ε > w0δ0) whenever
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w0δ0 > 0. This censoring leads to a “symmetrically censored residual” given by
εc(z, δ,π) = 1(w
0δ > 0)[1(y1 < 2w0δ) · (y1 − w0δ) + {1(y1 > 2w0δ)− 1(y1 < 0)} · (w0δ)] (10)
= 1(w0δ > 0) · (min{y1, 2w0δ}− w0δ).
By construction, the conditional distribution of εc(w, δ0,π0) is symmetric around zero. This is because
for w0δ0 > 0, error terms with ε > w0δ0 are equally as likely as error terms with ε < −w0δ0, and
εc(w, δ0,π0) artificially censors observations with ε > w0δ0 at w0δ0. The artificially censored errors are
the symmetric image of the observations “naturally” censored, so that the distribution of εc(z, δ,π)
is symmetrically distributed around zero in the interval {−w0δ0, w0δ0}. An immediate implication of
the conditional symmetry of εc(w, δ,π) is that E(εc(w, δ0) · w) = E(w · E(εc(w, δ0)|w)) = 0, leading









f2n(z, δ,π) = εc(z, δ,π) · w = 1(w0δ > 0) · (min{y1, 2w0δ}− w0δ) · w.
Rather than consider each set of population moments separately, this paper will show that
viewing the model as one that jointly satisfies the two sets of population moment restrictions will
facilitate in derivation of the distribution theory. To this end, define

























0 with each Gm1 (z,πm) having dimension equal to the dimension of π0m.
The asymptotic distribution theory will be derived for the joint coeﬃcient estimator (δˆ
0
, πˆ0)0 by
treating them as the joint solution to equation (12). Notice that it is not possible to derive the distribu-
tion theory by treating the solution to Gn(δ,π) as a generalized method of moments (GMM) problem
because the component G2n(δ,π) is not continuously diﬀerentiable in δ, as required by the theory.
Instead, the paper will approach the problem using results for asymptotic normality of nonsmooth
functions that were developed by Huber (1967), Pollard (1985) and Pakes and Pollard (1989) among
others. These methods have been previously used in e.g., the panel data estimators in Honore (1992),
where the estimators are defined by moment restrictions that are not diﬀerentiable in the parameters.
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Note that the techniques described in Pakes and Pollard (1989) will apply more directly to the esti-
mators in Honore (1992) than the ones in this paper, because the population moment restrictions for
those panel estimators are neither defined for multi-step problems nor depend on preliminary estimates
of some parameters.
While it seems possible to derive the asymptotic distribution by modification of the techniques
in Huber (1967), this paper adopts the methods developed in Pakes and Pollard (1989). This is a
purely subjective choice. It ought to be possible to extend Huber’s methods to the multi-stage problem
by deriving the appropriate “joint” asymptotic first-order conditions of the model, and checking the
requisite regularity conditions on these first-order conditions. One virtue of using Pakes and Pollard’s
(1989) results is that for verification of the theory we will impose simple, primitive conditions on
the moment functions that are easy to interpret. Further, although the model studied in this paper
considers only as many population moment restrictions as unknown parameters, using Pakes and
Pollard’s results will enable the extension to censored models with more restrictions than parameters
easily, which is a useful generality.4 These results are further developed and discussed below. We now
turn to the asymptotic properties of the estimators.
3. CONSISTENCY AND ASYMPTOTIC DISTRIBUTION THEORY
We will first give the assumptions underlying consistency of the estimators δˆ and πˆ. We will
prove consistency by treating them as minimizers of Sn(δ, πˆ) and Rn(δ), respectively, rather than the
solutions to the moment equations in equation (12), because of the possibility of multiple roots to the
first-order conditions. For any matrix ζ let ||ζ|| = {trace[ζ 0ζ]}1/2 denote the Euclidean matrix norm.
ASSUMPTION S.3 (Compact Parameter Space): The population parameter vector π0 = (π010, ...,π0M0)
0
is a point in the compact parameter space Π; ii) the population parameter vector δ0 is a point of the
compact parameter space ∆.
ASSUMPTION S.4 (Population Moments): There exists a constant κ < +∞ such that E[||x||]
< κ, E[||w||2] < κ, for each m = 1, ...,M , E[vm||x||] < κ, and E[ε||w||] < κ.
ASSUMPTION S.5 (Symmetry): The conditional distribution of ε given w is continuous, and
symmetrically distributed about zero with finite density almost everywhere.
4An obvious environment in which this generality will be useful is in discussing eﬃciency of the proposed estimators
by extending the methods in Newey (1991).
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ASSUMPTION S.6 (Full Rank of Regressor Vectors) i) The matrix E(xx0) exists and is nonsingular;
ii) the matrix E(wx0) has full column rank ; iii) Pr(w0δ0 > 0, y1 < 2w0δ0|w) > 0 and for any θ 6= 0,
Pr(w0θ 6= 0|w0δ0 > 0, y1 < 2w0δ0) > 0.
The restriction that the parameter set is compact is standard in deriving a consistency argument.
This condition may be replaced, for the first stage parameters, by imposing additional conditions on
the moment restrictions. Suppose πˆ were the minimizer of the GMM problem G1n(π)0G1n(π), then
assuming E[||f1n(z,π)||] < +∞ for all π ∈ Π would suﬃce to replace compactness of Π. This is because
of the well known result that under this bound on f1n(z,π) the resulting first stage GMM objective
function is concave in π, so that bounds on the true value of the parameter π0 are no longer necessary.
However, it is diﬃcult to similarly relax compactness for the second stage because, unlike f1n(z,π),
the moment restriction f2n(z, δ,π) is not linear in the parameters which is a requisite condition for
the previous argument.
Assumption S.4 constitutes a set of moment restrictions imposed to show uniform convergence
of the objective functions to their population expectations, as required for a consistency proof. As-
sumption S.5 is the key distributional assumption of the paper. It is imposed for the same reasons
as in Powell’s (1986) symmetrically censored estimators. Conditional symmetry of ε about zero will
imply the restriction E(εc|w) = 0 that underlies the moment restriction in (12). Note that this is an
assumption on the error term of the conditional model in (5) and not the error term u in model (1).
By equation (1) and Assumption S.2 it is clear that the distribution of u conditional on w is a random
variable that depends systematically on w, and will not have conditional mean equal to zero.
Assumption S.6 consists of the identification conditions. For the reduced form equations, part
i) is standard, requiring only that the population second moment matrix of the conditioning variates
exists and is nonsingular, and part ii) ensures that the exclusion restrictions x2 are suﬃciently variable
conditional on w. Part iii) of Assumption S.6 is an analogous primitive condition required for unique
identification of the structural parameters δ0. It will be implied by nonsingularity of the matrix
E[1(w0δ0 > 0)P (y1 < 2w0δ0|w) · ww0] (13)
which will suﬃce for identification of δ0, because for any δ 6= δ0
E[{1(w0δ0 > 0)P (y1 < 2w0δ0|w) · w0(δ0 − δ)}2]
= (δ0 − δ) E[1(w0δ0 > 0)P (y1 < 2w0δ0|w) · ww0] (δ0 − δ)0 6= 0
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by equation (13). Note that by w including v as one of its components and S.6 iii), nonsingularity of
the matrix in (13) will embody the usual order condition that dim(x2) ≥ M . With these conditions
we state the first theorem.
THEOREM 1 For the model given in equation (1), under Assumption S.1-S.6, the estimator δˆ
defined as a minimizer of Sn(δ, πˆ) is strongly consistent.
All proofs are presented in the appendix. We next turn to the main result of the paper that proves
asymptotic normality of the proposed estimators. We begin by describing the form of the asymptotic
covariance matrix. As with the remainder of the paper, we will use the subscripts 1 and 2 as mnemonics
for the first and second steps of the estimators, respectively. Define
Γ2,π = E
£
1(−w0δ0 < ε < w0δ0)] · w · {δ003 ⊗ x0}
¤
Γ1,π = E[IM ⊗ xx0]
Γ2,δ = E
£






0δ0 > 0) ·min{ε2, (w0δ0)2} · ww0].












In addition to Assumptions S.1-S.6, the following additional assumptions are required for the distrib-
ution theory.
ASSUMPTION S.7 (Interior Point) The population parameter vector π0 = (π010, ...,π0M0)
0 is an
interior point of the compact parameter space Π; ii) the population parameter vector δ0 is an interior
point of the compact parameter space ∆.
ASSUMPTION S.8 (Population Moment Restrictions) There exists a constant ϕ < +∞ such that
E[||wx0||] < ϕ, E[ε2||w||2] < ϕ, E[||x||2] < ϕ and for each m = 1, ...,M , E[v2m||x||2] < ϕ.
ASSUMPTION S.9 (Finite Conditional Variance and Full Rank) There exists a constant η < +∞
such that E[||v||2|x] < η, and E(Γ0Γ) is full rank.
Assumption S.7, requiring the population coeﬃcients to be interior in their respective parameter
space, is a standard requirement for the distribution theory. Assumption S.8 imposes conditions
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required in bounding the expected Jacobian matrix. More precisely, it places the appropriate moment
restrictions to ensure the diﬀerentiability of G(·) at (δ0,π0), including one cross restriction involving
the vectors w and x. This latter condition is required to bound the covariance between the first and
second stages, which is one component of the joint covariance matrix. The first part of Assumption
S.9 is the usual bounded conditional variance assumption on the reduced form disturbances. Because
of the moment restrictions on w in Assumption S.4, a corresponding assumption is not required for
the error term ε. This is because, as for the trimmed estimators of Powell (1986), the symmetrically
censored distribution of y∗1 is bounded below and above by a function of the linear index w
0δ0, so
that it suﬃces to bound the second moments of w. With these additional assumptions, asymptotic
normality is given by the following theorem.


























−1{V2 + Γ2π Ω1Γ02π}(Γ2δ)−10
¢
.
It is instructive to compare the asymptotic covariance of δˆ with that which obtains in model
(1) without endogenous covariates. Notice that the matrix Γ−12δ V2Γ
−10
2δ is identically equal to the
asymptotic variance matrix of the symmetrically censored least squares estimators of δ in model (5)
when all elements of w are weakly exogenous (and observable).5
Therefore, by Theorem 2, the presence of endogenous regressors increases the variance of the
estimator δˆ, in a positive semidefinite sense, by the component Γ−12δ {Γ2π Ω1Γ02π}Γ−102δ . This component,
which adjusts the asymptotic variance of δˆ to account for the variability of the first stage estimates vˆ
(= vˆ1, ..., vˆM)
0, depends on the standard heteroskedastic-consistent variance matrix of the first stage
parameters (denoted Ω1), and the matrix product Γ−12δ Γ2π. Notice that this matrix product is the
matrix of coeﬃcients from the population multivariate regression of {E[1(−w0δ0 < ε< w0δ0)] ·δ003⊗x0]}0
on w. This interpretation of the matrix indicates that when δ03 6= 0, ignoring the adjustment term in
5Alternatively, when y2 is an exogenously determined random variable in the model, the reduced form residuals
will not appear in the structural model and the asymptotic covariance matrix will be given by Γ−12δ V2Γ
−10
2δ , but with
w0 ≡ (y02, x01).
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construction of the variance of δˆ will lead to an asymptotically valid variance formula only if x and
w are statistically independent. This orthogonality will in general not hold in the triangular model
considered here, because the components in w will depend on those in x.
Thus, the variance formula for the proposed estimators of δ0 in the model (5) is the sum of the
variance of the SCLS estimators of δˆ, plus the adjustment term Γ−12δ {Γ2π Ω1Γ02π}Γ−102δ that accounts for
the estimation of vˆ in the first stage. When Γ2π 6= 0, ignoring this adjustment will lead to asymptotic
standard errors that are smaller, in a positive semidefinite sense, than the correct standard errors of
δˆ and yield confidence intervals that are incorrect even asymptotically.
To make Theorem 2 practicable for inference and the usual hypothesis testing, we next give consis-
tent estimators of the asymptotic covariance matrix. Each of the components of the variance estimator
is easily computable, requiring only a preliminary consistent estimate of δˆ to yield a consistent variance
estimator. Define εˆi = y1i − wˆ0iδˆ, vˆi (= vˆ1i, ..., vˆMi)0 and vˆi = y2i − x˜iπˆ (i = 1, ..., n). The estimators








































1(wˆ0iδˆ > 0) ·min{εˆ2i , (wˆ0iδˆ
0
)2} · wˆiwˆ0i.
The next theorem proves consistency of the estimators of the asymptotic covariance matrix.
THEOREM 3 For the model in equation (1), under Assumption S.1-S.9, Vˆ and Γˆ are consistent
estimators, respectively, of the matrices V and Γ defined in equation (15).
Using the aforementioned estimators of the covariance matrix, we next turn to a small scale Monte
Carlo study to investigate the finite sample properties of the estimator.
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4. Monte Carlo Simulation Study
This section reports results from a Monte Carlo study on the finite sample properties of the
proposed estimator, varying the sample size, the extent of censoring and the form of the disturbance
distribution. A simple model implied by equations (1)-(5), consisting of a univariate endogenous
regressor and a single exclusion restriction is considered. The results are compared with the Tobit
maximum likelihood (ML) estimator with a covariance matrix that explicitly accounts for the first
stage, as described in Smith and Blundell (1986).6 We consider a specification which may be easily
modified to consider many diﬀerent designs. This design is simulated 100 times, replicating the model
y∗1i = max (0,α01 + y2iδ02 + ui) (17)
y2i = α02 + xiπ0 + vi
ui = viδ03 + εi
where the random variables {xi, vi} are i.i.d variates, δ02 = δ03 = π0 = 1 and the intercepts α01 and α02
are each zero. In each design, x is drawn from a N(1, 1) distribution,7 and v is drawn from a standard
normal distribution. In this design, Pr(y∗1 > 0) ≈ .35. Endogeneity in this model is generated by the
third equation, where the structural error term u depends linearly on the reduced form error term v
plus the random error ε. The parameter of interest is δ02, and the study will illustrate the relative
performance of the proposed estimator when ε is drawn from various symmetric distributions, including
heteroskedastic disturbance distributions. The proposed symmetrically censored (SC) estimator will
be denoted δˆ
sc
2 while the Tobit ML estimator will be denoted δˆ
ml
2 .





2 . A standard concern is consistency, which we examine by studying the finite sample bias in
sample sizes of n = {50, 100, 400}. We report the quartiles of the estimator, which are informative
about the shape of the sampling distribution. We denote the first and third quartiles as Q1 and Q3
respectively. Another consideration is the criterion in measuring the relative eﬃciency of the Tobit
versus the proposed estimator. For this purpose we report both the root mean-squared error (RMSE)
as well as median absolute error (MAE); the latter is also a useful metric as the estimators may not
possess any finite sample moments. All reported results are Monte Carlo sample averages.
6Although this study implements the Tobit ML using reduced form residuals as discussed in Smith and Blundell
(1986), an alternative is to use predicted values of the endogenous variable, as was suggested in Nelson and Olsen (1978),
or the generalized least squares estimators of Amemiya (1979) and Newey (1987).
7The simulation study is performed using Aptech Systems’ Gauss 3.2. The Gaussian variates are generated using the
pseudo-random normal number generator.
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The first specification is a design in which ε is drawn from a standard normal distribution. A first
observation is that the declining bias of δˆ
sc
2 with increasing sample size is evidence of its consistency.
Furthermore, in accordance with the asymptotic theory (and Theorem 1) the pattern of RMSE re-
duction as n increases is supportive of
√
n asymptotic normality (although this is not strictly true
at n = 50 due to the fairly large small sample bias in δˆ
sc
2 ). It is unsurprising that using an RMSE
criterion, the Tobit ML estimator is more eﬃcient in this design than the symmetrically censored
estimator; the relative ineﬃciency of δˆ
sc
2 is driven largely by the larger variance of δˆ
sc
2 , and one reason





< 0 (below, we investigate this supposition further by examining how the variability
of δˆ
sc
changes as the percentage of censored observations increases, holding the error variance fixed).
The Tobit ML estimator is also more eﬃcient by a MAE criterion, although its relative eﬃciency
is less pronounced than with the mean-squared error criterion, suggesting the presence of “tail obser-
vations” in the sampling distribution of δˆ
sc
2 . It is interesting to note that for either of these criteria
the relative eﬃciency of ML reduces compared to censored models with exogenous covariates (see,
e.g., simulations in Powell (1986)). This finding is plausible because while Tobit ML was the eﬃcient
estimator in the absence of endogenous covariates, the Tobit estimator using reduced form residuals
is not the asymptotically eﬃcient estimator for this class of models, as discussed in Newey (1987).
Notice that although there is a mean bias of over 7% for n = 50, δˆ
sc
2 is found to be practically
median-unbiased even for this small sample size. Therefore, the right (positive) skew in its sampling
distribution (as indicated by the quartiles) is suggestive of a small sample distribution that is asym-
metric about a median equal to unity, with a thicker right tail than that suggested by its asymptotic
distribution in Theorem 1. The asymmetry is a plausible finding. It is known that the exact small
sample distribution of Powell’s trimmed estimators is asymmetric, as derived and discussed in Chesher
and Spady (1991). As the proposed estimators of this paper are an extension of the SCLS estimator,
it is reasonable that this feature is retained in the finite sample distributions of δˆ
sc
2 as well. Evidence
of asymmetry is observed at both n = 100 and n = 400, although the dispersion of the sampling
distribution of δˆ
sc
2 around the median invariably reduces, as indicated by the numerical increase in the
lower quartiles and corresponding reduction in the upper quartiles as n increases.
We consider several variations to this basic design. The next two designs compare the eﬀects on the
estimators by varying two determinants of its variability, i.e., the degree of censoring and the signal-
to-noise ratio. The second specification increases the degree of censoring (which is accomplished by
setting α01 = 1) and leads to Pr(y∗1 > 0) ' 50%. The change in censoring is most noticeably reflected
in the large increase in RMSE for the SC estimator, which is in great measure due to its increased
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variability. This result is logically consistent with that found above since in this design approximately
one-half of the observations are excluded with wˆ0δˆ
sc
< 0, leading to greater variability in the sampling
distribution of δˆ
sc
2 . Reverting to censoring 35% of the sample while reducing the signal-to-noise ratio by
drawing ε from a N(0, 2) distribution (Specification 3), the eﬀect is to substantially increase both the
bias and RMSE of δˆ
sc
2 relative to either of the previous two designs. The sampling distribution of δˆ
sc
2
is more diﬀused and its RMSE-ineﬃciency against δˆ
ml
2 is correspondingly larger than in Specification
2. While the MAE-ineﬃciency of δˆ
sc
2 is larger from the previous design, the increase is proportionately
smaller than the increase in its RMSE-ineﬃciency. This suggests that outliers in the tails of the diﬀused
distribution of δˆ
sc
2 are a primary cause of the increased RMSE-ineﬃciency of δˆ
sc
2 .
The relative performance of Tobit ML to the SC estimator in Table 1 is indicative that in the
presence of Gaussian homoskedastic errors, using either the RMSE or MAE criteria, the Tobit ML has
a more favorable finite sample performance than the SC estimators. Our objective now is to gauge
their relative performance when the disturbance distribution is non-Gaussian and/or heteroskedastic,
and a Tobit ML is implemented assuming Gaussian errors. These results are reported in Table 2.
To preserve comparability with the above results, we fix censoring at 35% and consider unit variance
distributions. Specificaton 4 considers logistic errors, often used in empirical studies to accommodate
possibly “thick tails”.8 For n = 50 we find that δˆ
ml
2 displays a bias of approximately 5%, and that a
finite bias persists as the sample size increases to n = 400. Further, in contrast to the SC estimators,
the ML estimator is also median-biased with the sampling distribution of δˆ
ml
2 centered away from
unity. Despite these biases, the Tobit ML is more RMSE eﬃcient than the symmetrically censored
estimators because its inconsistency is numerically small relative to its dispersion.
It is plausible that this relative eﬃciency, which is quite similar in magnitude to that in Specification
1, is due to the similar shape of the Gaussian and logistic distributions except for the relatively longer
tails of the latter that render its kurtosis approximately 1.4 times as large. Specification 5 considers
this feature further by drawing the errors from a Laplace distribution with scale parameter =
√
0.5,
and kurtosis exactly twice that of a Gaussian distribution.9 With Laplace errors, we find that both the
8To denote the distribution of a random variable ξ that has the Logistic distribution with location parameter a and
scale parameter b, we write ξ ∼Logi(a, b). In this study, we set b = 0.5531 so that V ar(ξ) = 1.000. Random variables
were drawn from the logistic distribution by using the inverse distribution function. For the logistic distribution function,
this transform is the natural logarithm of the ratio of a random variable drawn from U [0, 1] to one drawn from U [−1, 0],
premultiplied by the scale parameter (the location is set to zero). The pseudo-random number generator is used to draw
from the uniform distribution.
9We denote a random variable ξ that has Laplace distribution with location parameter a and scale parameter b as
ξ ∼Lap(a, b). To preserve comparability with previous results we set a = 0 and b = 0.7071(=
√
0.5), with V ar(ξ) =
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mean and median biases in δˆ
ml
2 are fairly large, and they are larger relative to those in Specification 4.
Both the mean and median biases in δˆ
ml
2 are approximately 6%, even for a considerably large sample
size (n = 400) and translate into recentering the sampling distribution of δˆ
ml
2 away from unity. By
contrast, the SC estimator exhibits a small sample bias that vanishes as the sample size increases, and
is practically median-unbiased at all sample sizes considered. Also, notice the substantial reduction in
the MAE for δˆ
sc
2 in Specification 5 from its level in Table 1. This reduction is to be expected because,
with the variance fixed at unity, the Laplace distribution has a larger fourth moment that reduces the
variability of the symmetrically censored residuals (see, e.g., the expression for εc in equation (10)),
and thereby reduces the dispersion of the SC estimator.
Finally, we consider the finite sample properties of the proposed estimator under heteroskedas-
tic disturbance distributions. Previous work, e.g., Arabmazar and Schmidt (1981), has illustrated
that in the absence of endogeneity the standard Tobit formula leads to large finite sample biases
for heteroskedastic errors, and it is reasonable to expect that this feature carries over to the various
Tobit estimators that adjust for endogeneity as well. The next two specifications study how the de-
parture from homoskedasticity aﬀects the relative performance of the estimators. We consider two
heteroskedastic error distributions, standardized to have unit variance. In Specification 6, we generate
heteroskedasticity directly proportional to the size of the index, w0δ0, so that for some τ ∼ N(0, 1),
εi = f(τ i · (w0iδ0)), i = 1, ..., n (18)
(f denotes the transform used to standardize the distribution of ε to have unit variance). Specification
7 considers an alternate distribution where heteroskedasticity is inversely proportional to w0δ0:
εi = f(τ i · (1/w0iδ0)), i = 1, ..., n. (19)
Under the heteroskedastic design of (18), both estimators exhibit a finite-sample bias, although the
relative performance of the Tobit ML is noticeably poorer than the symmetrically censored estimator
with numerically larger biases at all n. The performance of δˆ
sc
2 is also noticeably superior using a MAE
criteria. The Tobit estimator is however relatively eﬃcient by RMSE criteria, which is not a surprising
finding. Essentially, just as increased censoring results in trimming more observations with wˆ0δˆ
sc
< 0
and thus invariably reduces the eﬃciency of δˆ
sc
2 , here symmetric censoring results in increasing the
variability of the trimmed errors by including exactly those error terms that depend on higher values
1.000.The pseudo-random Laplace variates are generated as the diﬀerence of two identically distributed exponential
variables with parameter α =
√
2. The exponentially distributed variates are generated as (1/α) · ln(u), where u ∼ U [0, 1].
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of the index, which consequently raise the relative ineﬃciency of δˆ
sc
2 . For this same reason, when
the errors are inversely proportional to the index in Specification 7, the performance of δˆ
sc
2 improves
enormously. For each sample size considered, the RMSE of δˆ
sc
2 is approximately two-thirds that of δˆ
sc
2
in Specification 6. Its eﬃciency relative to the Tobit ML estimator is present in small sample (e.g.,
n = 50) and persists as the sample size increases to n = 400. The Tobit ML estimator performs poorly
in the presence of the heteroskedastic designs of both (18) and (19), exhibiting a positive bias in the
former and a negative in the latter even for reasonably large sample sizes.
In conclusion, results of the Monte Carlo simulation study illustrate that while the Tobit ML esti-
mator of the model is a relatively eﬃcient estimator in the presence of Gaussian, homoskedastic errors,
under departures from normality and/or homoskedasticity the symmetrically censored estimator is a
viable alternative to misspecified ML estimation. We find that the SC estimator performs well for a
wide range of distributions where the Tobit ML is biased and inconsistent, and that the SC is superior
by a number of criteria for some heteroskedastic distribution forms. In such models the proposed
estimators of this paper, which do not depend on smoothing choices and are simple to compute, will
be useful for inference in their own right when the underlying distribution function is unknown but
satisfies the symmetry restrictions. We note that in ongoing research, Bola and Das (2002) find that
the proposed estimators yield substantive diﬀerences from Tobit ML with Gaussian errors, and find
that calculation of the covariance matrices are straightforward using the given formulas.
5. Conclusions
This paper gives the estimators, and derives the asymptotic distribution theory for the coeﬃcients
of a censored regression models with endogenous covariates. The prominent estimators for this prob-
lem are likelihood-based, and often derived assuming Gaussian disturbances. This paper relaxes such
distributional assumptions, instead imposing a symmetry restriction on the conditional distribution
of the structural error term. This condition, an extension of the idea originating with Powell (1986)
for models with strictly exogenous covariates, is satisfied in many of the distributions assumed in the
aforementioned likelihood estimators. The principal contribution of the paper is formulation of the as-
ymptotic distribution theory, which cannot be derived in standard ways because the considered model
generates population moment restrictions that are discontinuous in the coeﬃcients. Simple, consistent
estimators of the asymptotic covariance matrix are provided and a simulation study investigates the
performance of the suggested estimators. We find that the estimators are highly practicable, and pro-
vide viable alternatives to the standard Tobit ML, especially in the presence of some heteroskedastic
error distributions.
18
APPENDIX 1: PRELIMINARY LEMMAS










and note that the minimizers of Rn(π) and Sn(δ, πˆ) are equivalently the minimizers of R¯n(π) and
S¯n(δ, πˆ) respectively. The primary purpose of considering normalized functions is to permit weaker
hypotheses on the existence of moments in the lemmas below.
LEMMA L.1 (Consistency of πˆ): Under Assumptions S.1-S.6, πˆ is a consistent estimator of π0.
PROOF: Consistency of the multivariate least square estimator πˆ is standard and will be proved
by verifying the conditions of Theorem 4.1.1 of Amemiya (1985). Assumption A (compactness of
the parameter space) is satisfied by Assumption S.3. For each i, it is verified by inspection that
(y2i − x˜iπ)(y2i − x˜iπ)0 is a measurable function of (y02i, x˜i)0 for a given π, and a continuous function
of π given (y02i, x˜i)
0. This implies that R¯n(π) is continuous in π ∈ Π and measurable in (y2, x˜) for all
π ∈ Π, satisfying Assumption B.














by Assumption S.4. It then follows from a standard uniform law of large numbers (e.g., Theorem 4.2.1
Amemiya (1985)) that limn→∞ |R¯n(π) − E(R¯n(π))| = 0. Finally, Assumption D is satisfied since by
E(y2i|xi) = x˜iπ0 (Assumption S.2),
E[||y2i − x˜iπ||2] = E[||y2i − x˜iπ0 + x˜i(π0 − π)||2]
= E[||y2i − x˜iπ0||2] + 2E[||(y2i − x˜iπ0)x˜i(π0 − π)|||] +E[||x˜i(π0 − π)||2]
≥ E[||y2i − x˜iπ0||2]
which strict inequality when x˜iπ0 6= x˜iπ. Thus, nonsingularity of E(xix0i), and consequently, nonsin-
gularity of E(IM⊗(xix0i)) given by Assumption S.6 i), is suﬃcient for unique minimization of E[R¯n(π)]
at π0. This proves the lemma. Q.E.D
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LEMMA L.2 (Uniform Convergence of S¯n(δ, πˆ)): Under Assumptions S.1-S.4, for any consistent
estimator πˆ of π0, S¯n(δ, πˆ) converges to its expectation uniformly in δ ∈ ∆.
PROOF: Let
P
i denote the sum of i from 1 to n. Rewrite the normalized objective function as
S¯n(δ, πˆ) = n
−1[Sn(δ, πˆ)− Sn(δ,π)] + n−1[Sn(δ,π)− Sn(δ0,π0)]. (20)
We first consider the component n−1[Sn(δ, πˆ)− Sn(δ,π)]. Partition the domain of y1i to write
|n−1[Sn(δ, πˆ)− Sn(δ,π)]| ≤ |n−1(
P
i 1(y1i ≥ max{2wˆ0iδ, 2w0iδ})[(max{0, wˆ0iδ})2 − (max{0, w0iδ})2]




2 + (max{0, w0iδ})2]




2 − (max{0, wˆ0iδ})2 − (y1i − w0iδ)2]




2 − (max{0, wˆ0iδ})2 − (y1i − w0iδ)2]|.
Consider the first term of this expression. This term is bounded above by ||wi||2||δ||2, because by the
consistency of πˆ (Lemma L.1) we have (wˆi − wi) = (y2i − x0iπˆ)− (y2i − π0) = (x0i(π − πˆ))
p→ 0, and
|[(max{0, wˆ0iδ})2 − (max{0, w0iδ})2]| ≤ |(wˆ0iδ)2 − (w0iδ)2|
≤ |([{wˆi − wi}+ {wi + wi}]0δ)2 − (w0iδ)2|
≤ |(2w0iδ)2 − (w0iδ)2| ≤ |wi||2||δ||2.
It can similarly be verified that each of the remaining terms is bounded by the upper bounds given in
Assumption S.4. For the second term of equation (20), n−1 [Sn(δ,π) − Sn(δ0,π0)], it follows exactly
by Theorem 1 of Powell (1986) that each term is bounded above by ||wi||2(||δ||+ ||δ0||). It then follows
by consistency of πˆ (Lemma L.1), Assumption S.4, and a standard uniform law of large numbers (e.g.,
Theorem 4.2.1 Amemiya (1985)) that
lim
n→∞
|S¯n(δ, πˆ)−E(S¯n(δ, πˆ))| = 0
uniformly in δ ∈ ∆. This proves the lemma. Q.E.D
LEMMA L.3 (Identification of δ0): Under Assumptions S.1-S.6, E[S¯n(δ,π)] is uniquely minimized
at the vector δ0.
PROOF: Recall the definition of the symmetrically censored residual,
εc(z, δ,π) = 1(w
0δ > 0)[1(y1 < 2w0δ) · (y1 − w0δ) + {1(y1 > 2w0δ)− 1(y1 < 0)} · (w0δ)]
= χ(z, δ,π) + 1(w0δ > 0)[{1(y1 > 2w0δ)− 1(y1 < 0)} · (w0δ)]
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where χ(z, δ,π) ≡ 1(w0δ > 0)1(y1 < 2w0δ) · (y1 −w0δ).
Now, to show identification of δ0 note that by Lemma L.2 S¯n(δ,π) is uniformly dominated by an
integrable function so that by the Lebesque dominated convergence theorem
∂E[S¯n(δ,π)]
∂δ
= −2E[1(w0iδ > 0)(min{y1i, 2w0iδ}−w0iδ) · wi]
= −2E[{χi + 1(w0iδ > 0)[1(y1i > 2w0iδ)− 1(y1i = 0)] · w0iδ} ·wi].
In the remainder of the proof it will be convenient to relabel the variables as follows. Define β = w0δ,
βo = w
0δ0, Z = y1 − βo, η = βo − β, and note that conditional on w and (β > 0), the distribution of
the random variable (Z + η) is symmetrically distributed around η by Assumption S.5. Then,
∂E[S¯n(δ,π)]
∂δ
= −2E[[(1(β > 0){1(Z + η > β)− 1(Z + η < −β)} · β] · w] (22)
− 2E[1(β > 0)1(Z + η < β) · (Z + η) · w]
= −2E[[1(β > 0) [P (Z + η > β|w)− P (Z + η < −β|w)] · β · w]
− 2E[1(β > 0) P (Z + η < β|w) E(Z + η|w) · w].
Consider the first term of the expected derivative, and note that we can write
[1(β > 0) · [P (Z + η > β|w)− P (Z + η < −β|w)] = P (Z + η > β > 0|w)− P (Z + η < −β < 0|w).
As the random variable Z + η is symmetric about η conditional on w and β > 0, this term can be
signed as follows:
η > 0 : P (Z + η > β > 0|w) > P (Z + η < −β < 0|w) (23)
η < 0 : P (Z + η > β > 0|w) < P (Z + η < −β < 0|w)
η = 0 : P (Z + η > β > 0|w) = P (Z + η < −β < 0|w)
Now consider the second term of the expected derivative in equation (22). By symmetry of (Z + η)
around η given w and β > 0, this term is negative for η > 0 (i.e., βo > β) (note the pre-multiplication
by −2); it is analogously positive for η < 0 (i.e., βo < β), and exactly 0 at η = 0 where β = βo.
Combining this result with equation (23), we have
η > 0 (βo > β) : ∂E[S¯n(δ,π)]/∂δ < 0 (24)
η < 0 (βo < β) : ∂E[S¯n(δ,π)]/∂δ > 0
η = 0 (βo = β) : ∂E[S¯n(δ,π)]/∂δ = 0.
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It therefore follows that E(S¯n(δ,π)) is minimized at β such that β = βo (w
0δ = w0δ0) with probability
one. It then follows by Assumption S.6 iii) that this minimization is unique at δ = δ0. This proves
the lemma. Q.E.D
APPENDIX 2: PROOFS OF THEOREMS IN TEXT
PROOF OF THEOREM 1 : Consistency of δˆ will be shown by verifying that the conditions of Theo-
rem 4.1.1 of Amemiya (1985) are satisfied. Assumption A (compactness of the parameter space) is sat-
isfied by Assumption S.1. For each i, it is trivially verified by inspection that (y1i−max{y1i, 2w0iδ})2+
1(y1i > 2w
0
iδ) · [(12y1i)2− (max{0, w0iδ})2] is a measurable function of (y1i, w0i)0 given δ, and continuous
in δ given (y1i, w0i)
0, satisfying Assumption B (measurability and continuity). Assumption C (uniform
convergence and identification) are satisfied by Lemmas L.2 and L.3, respectively. This proves the
theorem. Q.E.D
PROOF OF THEOREM 2: Define
f2(z, δ,π) = 1(w
0δ > 0) · (min{y1, 2w0δ}− w0δ) ·w (25)
= [χ+ 1(w0δ > 0)[1(y1 > 2w0δ)− 1(y1 = 0)] · w0δ] · w
f1(z,π) = (IM ⊗ x) · (y2 − (IM ⊗ x)0π)
= x˜0 · (y2 − x˜π)
where f2(z, δ,π) is a vector of functions with dimension equal to the dimension of δ, and f1(z,π) =
[f11 (z,π1), ..., f
M
1 (z,πM)]
0 where each fm1 (z,πm) = x ·(y2m−x0πm) (m = 1, ...,M) has dimension equal


































It follows that G2(δ,π) and G1(π) are, respectively, the expected gradients of the objective functions
Sn(δ,π)/2 and Rn(π)/2, with
G(δ0,π0) = 0. (28)
Asymptotic normality of δˆ will be proved by verifying that the vectors G(δ,π) and Gn(δ,π) satisfy
the following conditions:
i) ||Gn(δˆ, πˆ)|| ≤ op(n−1/2).
ii) G(·) is diﬀerentiable at (δ0,π0) with derivative matrix Γ.









nGn(δ0,π0)→ N(0, V );
v) δ0 is an interior point of ∆ and π0 is an interior point of Π.
Once these conditions have been verified Theorem 3.3 of Pakes and Pollard (1989), plus the con-

















An application of partitioned matrix multiplication to this result will yield the conclusions:
√
n ( πˆ − π0)
d→









−1{V2 + Γ2π Ω1Γ02π}(Γ2δ)−10
¢
as asserted in Theorem 2. We now verify each of the conditions i) -v).10
Condition i) is easily verified by noting that the estimators δˆ and πˆ are respectively defined as
the minimizers of the objective functions Sn(δˆ, πˆ) and Rn(πˆ), such that the corresponding gradient
vectors are equal to zero as n→∞. Then, since the expressions




iδˆ > 0) · wˆi · (min{y1i, 2wˆ0iδˆ}− wˆ0iδˆ)|| (29)
||√nG1n(πˆ)|| ≤ ||n−1/2
Pn
i=1 x˜i · (y2i − x˜0iπˆ)||
10Results from Pakes and Pollard (1989) have also been used to show asymptotic normality in the panel data estimators
of Honore (1992).
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are the gradients of Sn(δˆ, πˆ)/2 and Rn(πˆ)/2 multiplied by n−1/2 respectively, by the consistency of δˆ
and πˆ (Theorem 1 and Lemma L.1) each equation in (29) is op(1) as n → ∞. This proves condition
i). Analogous methods, based on Huber’s (1967) method to prove asymptotic normality, have been
used to prove condition i) in Powell (1986).
To verify condition ii), let G2k(δ,π) denote the kth coordinate of G2(δ,π), δj denote the jth
coordinate of δ and πj = (πj1, ...,πjM) represent the jth (vector) coordinate of π. Notice that by¯¯¯¯
∂
∂δj











1(−w0δ < ε < w0δ)] · wjwk
¯¯
≤ |wjwk|
so that ∂[f2(z, δ,π)]/∂δ is uniformly dominated by an integrable function by Assumption S.4. It then





1(−w0δ0 < ε < w0δ0)] · wjwk
¤
. (31)
It follows that Γ2,δ has full rank under Assumption S.6 iii). It is similarly verified that¯¯¯¯





1(w0δ > 0){1(−w0δ < ε < w0δ) · x0jδ3 + 1(ε < −w0δ) · (−x0jδ3)} · wk
¯¯
≤ |δ3 · xjwk|





1(−w0δ0 < ε < w0δ0)] · xjwk
¤
. (33)
It follows by Assumption S.6 ii)-iii) that Γ2,π has full (column) rank.
Next, let G1k(π) correspond to the kth coordinate of E[f1(z,π)]. Then it is trivially verified that
|∂[f1(z,π)]/∂δ| is uniformly dominated by an integrable function since |∂ [(IM ⊗ xk) (y2 − x˜π)] /∂πj |




= −E[IM ⊗ xkxj ] (34)
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which is nonsingular by Assumption S.6 i), so that the second moment matrix Γ1,π is full rank. It can be
verified by inspection that recursivity of the simultaneous equation system gives [∂G1k(π0)]/∂δ0j = 0.












Condition iii) is the essential remainder condition that needs to be checked for Gn(δ,π). While it
is possible to verify this by direct calculations, we will use the following simplifications that represent
this remainder in terms of the standardized empirical process. Using the notation in Pakes and Pollard
(1989), let Pn denote the empirical measure that places mass n−1 at each of the mutually independent
observations, P denote the distribution of the observations and υn =
√
n(Pn − P ) represent the
standardized empirical process. A first simplification follows by noting that
||Gn(δ,π)−G(δ,π)−Gn(δ0,π0)||
n−1/2 + ||Gn(δ,π)||+ ||G(δ,π)||
≤ n1/2||Gn(δ,π)−G(δ,π)−Gn(δ0,π0)|| (36)
which implies that it will suﬃce to check sup||δ−δ0||≤an,||π−π0|≤bn ||Gn(δ,π) − G(δ,π) − Gn(δ0,π0)|| =
op(n
−1/2) to verify condition iii). Another simplification arises from noting that by E[x˜0i(y2 − x˜π0)] =
G1(π0) = 0, verification of (36) for the first stage follows from a standard law of large numbers that







||n−1/2Pi ¡[x˜0i(y2 − x˜π)−E[x˜0i(y2 − x˜π)]¢ ||
−||n−1/2Pi ¡[x˜0i(y2 − x˜π0)−E[x˜0i(y2 − x˜π0)]¢ || p→ 0
by Assumptions S.4 and S.8. Let
P
i denote the sum from i = 1 to n, f2j(z, δ,π) represent the jth



















n−1/2 |υnf2j(·, δ,π)− υnf2j(·, δ0,π0)|
it will suﬃce to show sup convergence of sup||δ−δ0||≤an,||π−π0||≤bn |υnfj(·, δ,π)− υnfj(·, δ0,π0)| to an
op(1) random variable to prove condition iii). Define F2j ≡ {f2j(·, δ,π) : δ ∈ ∆,π ∈ Π}. By Lemma
25
2.17 of Pakes and Pollard (1989) this convergence will hold if (a) F2j is a Euclidean class with envelope
F2j(z); (b) Ez[F 22j(z)] < +∞; (c) Ez[f2j(z, δ,π)2] is continuous at (δ0,π0).
It is easily verified that F2j is uniformly bounded by |y1 ·wj |. Further, by Assumption S.8 |y1 ·wj |
is square integrable, satisfying (b). Continuity of E[f2j(z, δ,π)2] at (δ0,π0) is shown to be satisfied
by equations (31) and (33). Abbreviate d(= K1 + 2M) for the dimension of w. To show that F2j is
Euclidean, rewrite f2j(z, δ,π) as a function of wj , (wj · w0δ) and (y1 · wj) on Rd+2 :
f2j(z, δ,π) = [χ+ 1(w
0δ > 0)[1(y1 > 2w0δ)− 1(y1 = 0)] · w0δ] · wj (38)
= 1(0 < y1 · wj < 2w0δ · wj , wj > 0)(y1 ·wj − w0δ · wj)+
wj · w0δ · [1(y1 · wj > wj · 2w0δ > 0, wj > 0)− 1(y1 · wj < 0 < w0δ ·wj , wj > 0).
We show that each component of this expression is Euclidean. The result will then follow since the
product of Euclidean terms is Euclidean with envelope equal to the product of the corresponding
envelopes, and the sum of Euclidean terms is Euclidean with envelope equal to the sum of the corre-
sponding envelopes.
First note that each of the indicator functions in this expression is Euclidean for the constant
envelope 1. Further, by the moment restrictions in Assumption S.4 and S.5 (y1 · wj − w0δ · wj) is
Euclidean for the envelope |y1 · wj |. The term wj · w0δ is Euclidean for the envelope |w · wj | by the
bounded second moment of w of Assumption S.4. It then follows that the sum of each term in this
expression is Euclidean for the sum of their envelopes (Lemma 2.14, Pakes and Pollard (1989)). This
proves (a) and completes the verification of condition iii).
For the sample average Gn(δ,π), condition iv) will follow trivially from the zero mean of G(δ0,π0)

























iδ0 > 0) ·min{εi, w0iδ0} · wiw0i ·min{εi, w0iδ0} · 1(w0iδ0 > 0)] (40)
= E[1(w0iδ0 > 0) ·min{ε2i , (w0iδ0)2} · wiw0i]
= V2
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Note that by the range of the symmetrically censored residuals uniformly bounded by |w0δ0|, V2 is
finite by Assumptions S.4 and S.5. It is similarly proved that the component E[G2nG02n] has the form
E[G1nG
0





where V1 is finite by the bounded conditional moment assumption on the reduced form residuals and
second moment matrix assumption (Assumption S.8) . The oﬀ-diagonal elements of the covariance
matrix in (39) will be identically zero because, by conditioning on the first step dependent variables,
G2n(δ0,π0) is asymptotically uncorrelated with G1n(π0). That is, by iterated expectations,
E[G2nG
0
1n] = E[[χi + 1(w
0
iδ > 0){1(y1i > 2w0iδ)− 1(y1i = 0)}w0iδ] · wi] · [v0ix˜0i]] (42)
= E[ [Eχi + 1(w
0
iδ > 0){1(y1i > 2w0iδ)− 1(y1i = 0)}w0iδ|wi] · wi] · [v0ix˜0i]]
= 0










= N(0, V ) (43)
Condition v) is satisfied by Assumptions S.3.
Two simplifications will yield the result. First note that by Assumption S.9, (Γ0Γ)−1Γ0 = Γ−1.
Second, note that the asymptotic covariance matrix of
√
n(δˆ− δ0) is given by the upper left matrix of













Rewriting the upper left matrix rewritten as (Γ2δ)−1{I, −Γ2π(Γ1π)−1}, the conclusion follows by
equation (43) and partitioned matrix multiplication. This proves the theorem. Q.E.D
PROOF OF THEOREM 3: Let m(z,β) denote a matrix of functions of a single observation z and
the parameter β which has true value β0. If i) zi i.i.d (i = 1, ..., n) and (βˆ − β0) = op(1); ii) with
probability one m(z,β) is continuous at β = β0; and iii) for some neighborhood N of β0 there is a








= op(1).We verify these conditions for each component of Γˆ and Vˆ
below. Notice that for each component, condition i) is satisfied by Assumption S.1 and either Lemma
L.3 or Theorem 1.
(a) Let β = (δ0,π0) and m(z,β) = ∂[f2(z, δ,π)]/∂δ0. Continuity of m(z,β) at β0 is satisfied by
inspection as shown in Theorem 2 (see the expression derived for Γ2δ in equation (31)). To show
condition iii), note that by equation (30), |∂[f2(z, δ,π)]/∂δ0| ≤ ||w||2. The dominance condition is
therefore satisfied by Assumption S.4. This proves Γˆ2δ − Γ2δ = op(1).
(b) Let β = (δ0,π0)0 and m(z,β) = ∂[f2(z, δ,π)]/∂π0. Continuity of m(z,β) at β0 is satisfied by
inspection (note the expression derived for Γ2π in equation (33)) satisfying condition ii). Also, notice
by equation (32) that ∂[f2(z, δ,π)]/∂π0 is uniformly dominated by ||wx0|| so that condition iii) follows
by Assumption S.8. This proves Γˆ2π − Γ2π = op(1).
(c) Let β = π and m(z,β) = ∂[f1(z,π)]/∂π0]. Continuity of m(z,β) at β0 is trivially satisfied by
inspection and ||∂[f1(z,π)]/∂π0|| ≤ ||I⊗xx0|| < +∞ by Assumption S.8. This proves Γˆ1π−Γ1π = op(1).
(d) Let β = (δ0,π0)0 and m(z,β) = f2(z, δ,π)f2(z, δ,π)0. Continuity of f2(z, δ,π) at (δ0,π0) is
verified from equation (25) by inspection so that condition ii) is satisfied by continuity of matrix
multiplication. Straighforward algebraic manipulation yields
E[ sup
δ,π∈N
||f2(z,π, δ)||] = E[sup
δ∈N
||1(w0δ > 0)1(y1 < 2w0δ) · (y1 − w0δ) · w||]
+E[sup
δ∈N
||1(w0δ > 0) · 1(y1 > 2w0δ) ·w0δ · w||] +E[sup
δ∈N
||1(y1 = 0) · w0δ · w||
≤ E[sup
δ∈N
||(y1 − w0δ) · w||] +E[sup
δ∈N
||w0δ · w||] +E[sup
δ∈N
||w0δ · w|| < +∞
by Assumption S.4. It then follows by the Cauchy Schwarz inequality that E[supβ∈N ||m(z,β)||] is
bounded, satisfying condition iii). This suﬃces to prove Vˆ2 − V2 = op(1).
(e) Let β = π and m(z,β) = f1(z,π)f2(z,π)0. It is verified by inspection (see the expression in
equation (25)) that f1(z,π) is continuous at π0, so that by continuity of matrix multiplication m(z,β)
is continuous at β0. Further, by Assumptions S.4 and S.8,
E[ sup
π∈N
||f1(z,π)||] ≤ E[ sup
π∈N
||x˜0 · (y2 − x˜π)||] < +∞
so that as above an application of the Cauchy Schwarz inequality yields E[supβ∈N ||m(z,β)||] < +∞,
satisfying condition iii). This proves Vˆ1 − V1 = op(1).
The result now follows from (a)-(e) above, and the continuity of matrix inversion and multiplication.
This proves the theorem. Q.E.D
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TABLE 1 





(GAUSSIAN HOMOSKEDASTIC DISTURBANCES)a 
 
  BIAS RMSE Q1 MEDIAN Q2 MAE 
Specification 1:     ε ~N(0,1), Censoring=35% 
n=50 SC .0767 .6466 .8344 1.044 1.180 .1749 
 ML .0040 .2826 .8999 1.005 1.109 .1058 
n=100 SC -.0207 .3513 .9156 .9948 1.118 .1535 
 ML .0101 .2047 .9192 1.009 1.080 .0823 
n=400 SC -.0115 .1703 .9224 .9997 1.059 .1079 
 ML .0093 .1136 .9699 1.010 1.041 .0634 
 
Specification 2:    ε ~N(0,1), Censoring=50% 
n=50 SC .0944 1.081 .8037 1.077 1.247 .2423 
 ML -.0290 .3958 .8912 .9721 1.120 .1214 
n=100 SC .0373 .6389 .9173 .9967 1.151 .1870 
 ML .0131 .2895 .9310 1.012 1.083 .1134 
n=400 SC -.0274 .3122 .9276 1.003 1.081 .1340 
 ML -.0021 .1521 .9612 .9981 1.056 .0812 
 
Specification 3:     ε ~N(0,2), Censoring=35% 
n=50 SC -.8017 2.734 .8599 1.381 1.840 .4139 
 ML .0587 .5873 .7512 1.049 1.246 .1892 
n=100 SC -.5515 1.906 .9095 1.244 1.437 .3381 
 ML .0320 .3893 .8293 1.003 1.191 .1530 
n=400 SC .3360 1.049 .9179 1.125 1.318 .2039 
 ML -.0408 .1887 .9312 .9899 1.079 .1103 
a SC and ML respectively denote Symmetrically censored and Maximum Likelihood. Q1 and Q2  










(WITHOUT GAUSSIAN AND/OR HOMOSKEDASTIC DISTURBANCES)b 
 
  BIAS RMSE Q1 MEDIAN Q2 MAE 
Specification 4:    ε~Logi(0,.5513), Censoring=35% 
n=50 SC -.0137 .5620 .8200 1.054 1.226 .1645 
 ML -.0574 .3333 .8598 .9603 1.189 .1130 
n=100 SC -.0084 .3260 .9332 .9970 1.110 .1494 
 ML -.0397 .2221 .9591 .9689 1.069 .0932 
n=400 SC .0025 .1604 .9618 .9993 1.074 .0929 
 ML .0420 .0743 .9589 1.057 1.062 .0711 
 
Specification 5:    ε ~Lap(0,.7071), Censoring=35% 
n=50 SC -.0374 .3754 .8215 1.040 1.216 .1555 
 ML .0870 .3370 .8990 1.106 1.152 .1291 
n=100 SC -.0148 .2376 8975 1.026 1.167 .1334 
 ML .0550 .1592 .9201 1.065 1.114 .1116 
n=400 SC .0000 .1159 .9444 1.009 1.045 .0901 
 ML .0601 .0876 .9634 1.052 1.093 .0788 
 
Specification 6:  Heteroskedastic normal disturbances, Var(ε )∝ w′δ0, Censoring=35%  
n=50 SC .0858 .8808 .7985 1.164 1.482 .2558 
 ML .3046 .6642 1.222 1.323 1.479 .4400 
n=100 SC .0086 .4715 .8867 1.099 1.299 .2157 
 ML .2308 .5277 1.183 1.258 1.372 .3470 
n=400 SC .0320 .2311 .9369 1.093 1.165 .1452 
 ML .2547 .2510 1.191 1.239 1.281 .2443 
 
Specification 7: Heteroskedastic normal disturbances, Var(ε )∝ (1/w′δ0), Censoring=35% 
n=50 SC -.0478 .4825 .8405 .9900 1.154 .1648 
 ML -.1408 .4456 .7903 .8531 .9209 .2651 
n=100 SC -.0035 .3181 .9515 1.009 1.064 .1455 
 ML -.0886 .3520 .8342 .9121 .9891 .1909 
n=400 SC -.0028 .1535 .9733 1.007 1.031 .0999 
 ML -.0911 .1601 .8911 .9208 1.021 .1359 
a Logi(a,b) and Lap(a,b) respectively denote the Logistic and Laplace distribution with 
location parameter a and scale parameter b. The true value of δ20 is 1.000.  
 
