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We investigate magnetic polarons in two-dimensional strongly correlated electron systems, where
conduction electrons interact with antiferromagnetically interacting localized spins. Starting from a
basic model, we derive a simplified model with the help of spin Green’s function and a perturbation
analysis. A strong coupling analysis is applied to the model, where the sum of the scattering wave
vectors is approximated to be (pi, pi) or zero, using the equation of motion for the conduction electron
Green’s function, and we discuss the pseudogap like behavior associated with the suppression of the
quasiparticle weights and the transition from the large magnetic polaron to the small magnetic
polaron. In the antiferromagnetic long-range ordered state, the spectral weight of the conduction
electrons has a form of broad humps due to Franck-Condon broadening associated with the multi-
magnon scattering. The band folding feature due to the (pi, pi) scattering disappears as we increase
the number of the magnons involved in the multi-magnon scattering. It is crucial to include long-
range antiferromagnetic correlations as well as dumping of magnons.
I. INTRODUCTION
In the hole doped cuprate high-temperature
superconductors,1 one of the key correlations is the
antiferromagnetic (AF) correlation, which is long-ranged
in the parent compound but short-ranged in moderately
doped compounds. For the purpose of understanding
the physics of the cuprates, especially the enigmatic
pseudogap state, we need to clarify to what extent
it is understood on the basis of the AF correlation.
Although this is less ambitious goal, it is not an easy
task because of the strong electronic correlation which
makes the parent compound a charge-transfer insulator.2
In Ref. 3, it was pointed out that there is a close re-
lationship between the pseudogap and the short-range
AF correlation: The magnetic-torque measurement
result,4 whose characteristic temperature coincides
with the pseudogap temperature determined by other
experiments, has a non-trivial scaling relationship with
the AF spin susceptibility.3 A pseudogap behavior
associated with the short-range AF correlation has been
discussed in numerical simulations, such as extended
versions of dynamical mean-field theory5–9 and quantum
Monte Carlo simulations.7,8 In experiments, the Fermi
surface topology changes abruptly from arcs10 to closed
contours in Bi2Sr2CaCu2O8+δ as observed in scanning
tunneling microscopy,11 where the arcs end at the
AF zone boundary. In angle-resolved photoemission
spectroscopy, the AF zone boundary effect is clearly
seen in the electron doped cuprate,12,13 while it just
gives a terminating point of Fermi arcs in the hole doped
cuprate. A possible interpretation is the difference in
the range of the AF correlation length.14
In this paper we investigate the effect of the short-
range AF correlation on conduction electrons. We focus
on low doping systems. The subject has been studied
as a magnetic polaron formed in the t-J model15–22 or
in the Hubbard model23–26 with the AF correlation. Al-
though there are powerful numerical simulations men-
tioned above, it is useful to study the system in a differ-
ent way in order to examine limitations in the numeri-
cal simulations arising from the momentum resolution.27
Here, we take a strong coupling approach on the basis
of the equation of motion for the Green’s function. We
start with a model consisting of conduction electrons and
antiferromagnetically interacting localized spins with an
exchange coupling between them. We introduce these de-
grees of freedom as separate fields to focus on the inter-
action effect between them. From the analysis of the sec-
ond order perturbation theory, we find that the coupling
between the conduction electrons and the magnons takes
the largest value at the scattering wave vectorQ = (pi, pi).
(Hereafter, we take the lattice constant unity.) On the
basis of this observation, we propose a simplified model,
which is similar to the Holstein model28,29 for the polaron
problem.30 The difference is just the scattering wave vec-
tor. The advantage of our approach is that one can con-
trol the strength of the magnetic correlation effect by
varying the number of magnons.
The rest of the paper is organized as follows. In Sec. II
we describe our model. In Sec. III we examine the short-
range AF correlation. We propose a simplified model to
describe the system. A strong coupling analysis is applied
to the simplified model. We derive a general formula to
investigate the electron Green’s function. And then, we
introduce a dilute magnon approximation applicable for
low-temperatures. In Sec. IV we present the numerical
calculation results. In Sec. V we summarize the result.
II. MODEL
We consider a strongly correlated two-dimensional
electron system consisting of conduction electrons and
localized moments. We assume that there is a strong
exchange interaction between the conduction electron
spins and the localized moments. The model is taken
as the low-energy effective theory for multi-orbital Hub-
2bard models: Some of the electrons are localized due to a
strong on-site Coulomb repulsion, and form the localized
moments. It is possible to derive a similar model starting
from a single band model, such as the Hubbard model or
the t-J model, by introducing localized moments through
a Storatonovich-Hubbard transformation or applying a
slave-particle formalism.31 In order to make the situa-
tion simple, we introduce the conduction electrons and
the localized moments as separate fields.
The Hamiltonian is given by
H =
∑
k,σ
ξkc
†
kσckσ +
K√
N
∑
k,q
Sq ·
(
c†k+qσck
)
+Hspin,
(1)
where the energy dispersion of the conduction electron,
εk, minus the chemical potential, µ, is denoted by ξk =
εk − µ. We consider a square lattice, and εk is given by
εk = −2t (cos kx + cos ky)− 4t1 cos kx cos ky
−2t2 (cos 2kx + cos 2ky) , (2)
with t the nearest neighbor hopping parameter, t1 the
second nearest neighbor hopping parameter, and t2 the
third nearest neighbor hopping parameter. The creation
operator of the conduction electron with the wave vec-
tor k and spin σ is denoted by c†kσ. The localized spin
moment at site j is denoted by Sj. For the value of the
spins of the localized moments, we assume one-half. The
Fourier transform of Sj is denoted by Sq with q the wave
vector.
The second term in the right-hand side of Eq. (1) de-
scribes the AF exchange coupling between the localized
spins and the conduction electron spins with the coupling
constant K. The number of the lattice sites is denoted
by N . The conduction electron spin is denoted by using
a two-component operator, c†k =
(
c†k↑, c
†
k↓
)
. The com-
ponents of the three dimensional vector σ = (σx, σy, σz)
are the Pauli matrices. The last term in Eq. (1) describes
the interaction between the localized spins. Here, we con-
sider the AF Heisenberg model on the square lattice:
Hspin = J
∑
〈i,j〉
Si · Sj , (3)
where the summation is taken over pairs of nearest neigh-
bor sites and J(> 0) is the exchange interaction.
III. EFFECT OF THE AF SHORT-RANGE
CORRELATION ON CONDUCTION
ELECTRONS
A. Antiferromagnetic short-range order
We may expect that there are various phases, includ-
ing the AF long-range ordered phase, the ferromagnetic
metallic phase like manganese oxides,32 the Fermi liquid
phase, etc., where the Hamiltonian (1) is applied with
taking a suitable set of parameters. Here, we focus on a
metallic phase without AF long-range order. In the pres-
ence of the conduction electrons, one may expect that the
exchange interaction J is reduced from the original value.
So, J must be replaced by an effective exchange interac-
tion depending on the concentration of the conduction
electrons. Hereafter, we denote this effective exchange
interaction by the same symbol J to make the notation
simple. In addition, the dynamics of the localized spins
can be affected by the conduction electrons. To make the
situation simple, we assume that the number of conduc-
tion electrons is small, and we neglect the effect of the
conduction electrons on the localized spin dynamics.
We are interested in finite temperatures where a mean
field approach, for example, a Schwinger boson mean field
theory33 and a modified spin-wave theory34, is not reli-
able. These mean field theories provide an accurate de-
scription of the ground state properties, while they fail to
describe features for T > T0 with T0 ∼ 0.7J ,35 in particu-
lar a broad peak36 in the temperature dependence of the
spin-susceptibility. The spin-spin correlation associated
with this broad peak is described by the Green’s function
method.37–41 So, we use this formulation for the descrip-
tion of the localized spins. The formulation is briefly
reviewed in Appendix A.
B. The second order perturbation theory
Now we examine the effect of AF short-range order on
the conduction electrons. Theoretically challenging point
is that the conduction electrons strongly coupled with
the localized spins. Therefore, we need to apply a strong
coupling analysis. For the purpose of carrying out this
kind of analysis, we take the following strategy: First, we
apply the standard second order perturbation theory42
to the system. We examine the result and try to extract
essential properties. And then, we construct a simplified
model, to which one can apply a strong coupling analysis
with the help of some approximation.
We consider the Matsubara Green’s function for the
conduction electron with wave vector k and spin σ, which
is given by
Gkσ (τ) = −
〈
Tτckσ (τ) c
†
kσ (0)
〉
, (4)
with τ the imaginary time. Here, Tτ is the
imaginary time ordering operator and ckσ (τ) =
exp (τH) ckσ exp (−τH) with the Hamiltonian being
given by Eq. (1).
We take the second term in Eq. (1) as the perturbation
as if the coupling constant K were a small parameter. It
is easy to find that the first-order electron self-energy
vanishes. The second-order electron self-energy is given
by
Σ
(2)
kσ (iωn) =
3K2
2βN
∑
iΩn
∑
q
Dq (iΩn)Gk+q,σ (iωn + iΩn) ,
(5)
3where β = 1/T and the magnon propagator, which is
presented in Appendix A, is given by
Dq (iΩn) = −4Jc1 (1− γq)
(iΩn)
2 − ω2q
, (6)
where γq = (cos qx + cos qy)/2 and c1 is the spin-spin
correlation between the nearest neighbor sites, which is
defined by c1 = 2〈S+i S−j 〉 with i and j being nearest
neighbor sites. Here, we set the Boltzmann constant
kB = 1. Carrying out the summation over the Matsubara
frequency Ωn = 2pin/β with n an integer, we obtain
Σ
(2)
kσ (iωn) =
K2
N
∑
q
gq
[
nB (ωq) + f (ξk+q)
iωn − ξk+q + ωq
+
nB (ωq) + 1− f (ξk+q)
iωn − ξk+q − ωq
]
, (7)
with nB the Bose-Einstein distribution function and f
the Fermi-Dirac distribution function. The q dependent
coupling is given by
gq =
3|c1|J (1− γq)
ωq
. (8)
The expression of Σ
(2)
kσ (iωn) is a familiar result found
in an electron-boson coupled system.42
C. The simplified model
An important point about Eq. (7) is that the right-
hand side is independent of the spin of the conduction
electron. This is distinct from the case with the AF long-
range ordered state where we need to study each spin
state separately.15–18 Another important point is that
there is no need to distinguish even sites and odd sites.
In the presence of the AF long-range order, we need to
distinguish them separately. In addition, the wave vec-
tor takes the values in the full Brillouin zone, and not
restricted to the reduced magnetic Brillouin zone.
In Eq. (7), the information about the short-range AF
order is included through the magnon dispersion ωq and
the q-dependent coupling gq. The self-energy (7) itself
has a standard form where conduction electrons couple
with bosonic excitations.42 In Fig. 1, we show q depen-
dence of gq for different temperatures. The crucial point
here is that gq exhibits a sharp peak at q = (pi, pi).
From the consideration above, we consider a simplified
model with the characteristic features of gq and ωq, that
is,
H =
∑
k
εkc
†
kck +
g√
N
∑
k,q
(
b†q + b−q
)
c†kck+q+Q
+
∑
q
Ωb†qbq. (9)
Here, we omit the spin dependence of the conduction elec-
trons because there is no need to distinguish the spin-up
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FIG. 1. The wave vector q = (q, q) dependence of the cou-
pling gq in Eq. (7) for different temperatures. The coupling
gq takes the maximum at q = (pi, pi), and the maximum value
increases as the temperature is lowered.
and spin-down states. The magnon excitation ωQ+q is
created (annihilated) by b†q (bq). We neglect the disper-
sion of ωQ+q, and take ωQ+q ≃ ωQ ≡ Ω as an approxi-
mation because of the behavior of gq as discussed above.
The coupling constant g is chosen as the value of K2gq
at q = Q.
In the hole doped cuprate high-temperature supercon-
ductors, Ω is associated with the resonance energy at
the wave vector Q = (pi, pi) observed in the neutron
scattering,43–45 from which broad peaks disperse upward
and incommensurate peaks disperse downward, resulting
in the hourglass pattern.
D. Strong coupling analysis
The model (9) is similar to the Holstein model for the
polaron28,29. The difference is just that the shift of the
wave vector Q at the scattering of the conduction elec-
trons by the bosons.
Here, we are interested in the strong coupling regime
for g. So, we need to apply a strong coupling analysis.
In the study of the Holstein model, various approaches
have been applied in the strong coupling regime. Among
others, the momentum average approximation46,47 is a
useful approach which reproduces the most reliable di-
agrammatic Monte Carlo results.48,49 Here, we apply a
modified version of the momentum average approxima-
tion to the model (9).
Now we assume that the carrier density is low enough
so that we may consider a single carrier system. Omit-
ting the spin, σ, the equation of motion of the Green’s
function (4) is given by
iωnGk (iωn) =
〈
[ck,H]
∣∣∣c†k〉
iωn
+ 1. (10)
4Here, the Hamiltonian is given by Eq. (9) and the nota-
tion is defined in Appendix A. The commutator in the
right-hand side is
[ck,H] = εkck + g√
N
∑
q
(
b†q + b−q
)
ck+q+Q. (11)
After substituting this equation into Eq. (10), we need to
compute,
〈
b−qck+q+Q
∣∣∣c†k〉
iωn
, and
〈
b†qck+q+Q
∣∣∣c†k〉
iωn
.
We consider the equation of motion of these quantities,
and then repeat the similar procedure. In order to carry
out the calculation in a systematic way, we define
Gn,m (k, iωn, q1, q2, ..., qn,p1,p2, ...,pm) (12)
=
〈
b†q1 ...b
†
qn
b−p1 ...b−pmck+q(n)
T
+p
(m)
T
∣∣∣ c†k〉
iωn
(13)
where
q
(n)
T =
n∑
j=1
qj + nQ. (14)
The equation of motion is,
iωnGn,m (k, iωn, q1, q2, ..., qn,p1,p2, ...,pm) (15)
=
〈[
b†q1b
†
q2
...b†qnb−p1b−p2 ...b−pmck+q(n)
T
+p
(m)
T
, H
]∣∣∣ c†k〉
iωn
+
〈{
b†q1 ...b
†
qn
b−p1 ...b−pmck+q(n)
T
+p
(m)
T
, c†k
}〉
.
We compute the commutator in the right-hand side. Noting that there is only a single carrier, we obtain[
iωn − εk+q(n)
T
+p
(m)
T
− (m− n)Ω
]
Gn,m (k, iωn, q1, ..., qn,p1, ...,pm)
=
g√
N
∑
pm+1
Gn,m+1 (k, iωn, q1, q2, ..., qn,p1,p2, ...,pm+1) +
g√
N
∑
qn+1
Gn+1,m (k, iωn, q1, ..., qn+1,p1, ...,pm)
+
g√
N
m∑
j=1
Gn,m−1 (k, iωn, q1, ..., qn,p1..., p̂j , ...,pm) + δn,mδq(n)
T
+p
(n)
T
,0
〈
b†q1b
†
q2
...b†qnb−p1b−p2 ...b−pn
〉
, (16)
where p̂j denotes that pj is excluded. The full Green’s function is given by
G (k, iωn) = G0,0 (k, iωn) = G
(0)
k (iωn)
[
1 + g
√
Ng0,1 (k, iωn) + g
√
Ng1,0 (k, iωn)
]
, (17)
where
G
(0)
k (iωn) =
1
iωn − εk . (18)
Here, gn,m (k, iωn) is defined by
gn,m (k, iωn) =
1
Nn+m
∑
q1,...,qn,p1,...,pm
Gn,m (k, iωn, q1, ..., qn,p1, ...,pm). (19)
The recursion formula for gn,m (k, iωn) is found from Eq. (16), and is given by
gn,m (k, iωn) =
g
√
N
Nn+m+1
∑
q1,...,qn,p1,...,pm+1
G
(0)
k+q
(n)
T
+p
(m)
T
(iωn − (m− n)Ω)Gn,m+1 (k, iωn, q1, ..., qn,p1, ...,pm+1)
+
g
√
N
Nn+m+1
∑
q1,...,qn+1,p1,...,pm
G
(0)
k+q
(n)
T
+p
(m)
T
(iωn − (m− n)Ω)Gn+1,m (k, iωn, q1, ..., qn,p1, ...,pm+1)
+
g
√
N
Nn+m
∑
q1,...,qn,p1,...,pm
G
(0)
k+q
(n)
T
+p
(m)
T
(iωn − (m− n)Ω)
m∑
j=1
Gn,m−1 (k, iωn, q1, ..., qn,p1..., p̂j , ...,pm)
+
δn,m
Nn+m
∑
q1,...,qn,p1,...,pm
G
(0)
k+q
(n)
T
+p
(m)
T
(iωn − (m− n)Ω)δq(n)
T
+p
(n)
T
,0
〈
b†q1b
†
q2
...b†qnb−p1b−p2 ...b−pn
〉
.(20)
Now we introduce an approximation
G
(0)
k+q
(n)
T
+p
(m)
T
(iωn − (m− n) Ω) ≃ G(0)k+Qn−m (iωn − (m− n)Ω) . (21)
5where Qn = Q for n odd and Qn = 0 for n even. Applying this approximation to the equation above, we find
gn,m (k, iωn) ≃ gG(0)k+Qn−m (iωn − (m− n) Ω)
[√
Ngn,m+1 (k, iωn) +
√
Ngn+1,m (k, iωn) +
m√
N
gn,m−1 (k, iωn)
]
+
1
N
n!
[eβΩ − 1]nG
(0)
k+Qn−m
(iωn) δn,m. (22)
Here, we have used that 〈
b†q1b
†
q2
...b†qnb−p1b−p2 ...b−pn
〉 ≃ n![nB (Ω)]n, (23)
where the effect of the conduction electrons is neglected in computing this quantity.
It is instructive to see the lowest order term. Within O(g2), the Green’s function is given by
G (k, iωn) ≃ 1
iωn − εk − g2
[
nB(Ω)+1
iωn−εk+Q−Ω
+ nB(Ω)
iωn−εk+Q+Ω
] . (24)
This is a standard result obtained for a fermion-boson
coupled system.42
E. Dilute magnon approximation
Now we consider low-temperatures, where T ≪ Ω,
and the number of excited magnons is small. In this
case, Eq. (23) with n > 0 can be neglected. For n > 0,
gn,m (k, iωn) includes the scattering process of the con-
duction electron absorbing n magnons. However, this
kind of processes can be ignored because nB(Ω)≪ 1.
Under this approximation, Eq. (22) is simplified to the
following form:
gm (k, iωn)
≡ g0,m (k, iωn)
≃ gG(0)k+Qm (iωn −mΩ)
×
[√
Ngm+1 (k, iωn) +
m√
N
gm−1 (k, iωn)
]
, (25)
and the Green’s function is given by
G (k, iωn) = G
(0)
k (iωn)
[
1 + g
√
Ng1 (k, iωn)
]
. (26)
Note that g0 (k, iωn) = G (k, iωn).
From this recursion equation, we find the continued
fraction form of the Green’s function:
G (k, iωn) ≃ 1
iωn − εk − g2
iωn−εk+Q−Ω˜−
2g2
iωn−εk−2Ω˜−
3g2
...
,
(27)
with Ω˜ = Ω + iΓ. The parameter Γ is introduced to
include the magnon damping effect.50,51
This Green’s function is computed by diagonalizing the
tridiagonal matrix, HG, whose i, j component is given by
(HG)ij = ε
(+)
k δij + (Hm)ij , (28)
with
(Hm)jj = (−1)j−1ε(−)k + (j − 1) Ω˜, (29)
and
(Hm)j,j+1 = (Hm)j+1,j =
√
jg. (30)
Here, ε
(±)
k = (εk ± εk+Q) /2. The other components of
Hm are zero. The poles of the Green’s function are ob-
tained from the eigenvalues of HG and their weights are
computed from the eigenvectors of HG. We compute the
spectral function by analytic continuation, iωn → ω+ iδ.
We take δ as a parameter for the broadening of the bare
conduction electron spectrum. In general, the parame-
ters, g, Ω, and δ are temperature dependent. Investiga-
tion of their temperature dependence requires more elab-
orate calculations, which is not considered in this paper.
IV. RESULT
In Fig. 2, we show the magnetic polaron energy and
the quasi-particle weight as a function of g. Here,
(εk + εk+Q) /2 is taken as the origin of the energy.
Then, the whole spectrum depends on k through
(εk − εk+Q) /2 ≡ ε with |ε| being taken as the unit of
energy. We clearly see a crossover from a weak coupling
regime to a strong coupling regime around g ∼ 0.7 for
Γ = 0. Here, we takeM = 200 for the maximum number
of the magnons. We checked that this value is sufficiently
large and the result does not change by increasing this
number. The characteristic value of g for the crossover
decreases with increasing Γ due to the damping of the
magnons.
A similar behavior is observed when we change the
value of Ω. In Fig. 3, we show the magnetic polaron
energy and the quasi-particle weight as a function of g for
different values of Ω. The effect of the coupling between
the conduction electron and the magnons is suppressed
by increasing Ω.
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FIG. 2. The coupling constant g dependence of the magnetic
polaron energy (left) and the quasi-particle weight (right) for
Γ = 0 (solid line), Γ = 0.3 (dashed line), Γ = 0.5 (dash-dotted
line), and Γ = 1.0 (dotted line). Here, we take Ω = 0.5. The
maximum number of the magnons is taken as mMax = 200.
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FIG. 3. The coupling constant g dependence of the magnetic
polaron energy (left) and the quasi-particle weight (right)
with Γ = 0.1 andmMax = 200 for Ω = 0.3 (solid line), Ω = 0.6
(dashed line), Ω = 1.0 (dash-dotted line), and Ω = 1.5 (dotted
line).
The small magnetic polaron behavior is clearly seen
when we plot the magnetic polaron energy as a function
of ε as shown in Fig. 4. The band width of the original
conduction electrons is reduced as we increase g. This
behavior is associated with the crossover from a large
magnetic polaron to a small magnetic polaron. We ob-
tain almost flat dispersion for g > 1. We may expect that
the conduction electrons localize in the presence of impu-
rities in the small magnetic polaron regime. The situa-
tion is similar to self-trapping phenomena in the polaron
physics.52
The importance of including sufficient numbers of
magnons is clarified by investigating the spectral func-
tion. In Fig. 5 we plot the spectral function along sym-
metry directions. Here, the hopping parameter t is taken
as the unit of energy. We infer the properties of the
AF long-range ordered state by taking the Ω → 0 limit.
−3 −2 −1 0 1 2 3
ε
−6
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FIG. 4. The magnetic polaron energy as a function of ε
with mMax = 200 and Γ = 0.1 for g = 0 (solid line), g = 0.4
(dashed line), g = 0.8 (dash-dotted line), and g = 1.5 (dotted
line).
For the case of small M , that is, M = 2, 4, 6, for in-
stance, we find a four-peak structure along the line from
(0, 0) to (0, pi) and near (pi/2, pi/2) both for the AF case,
Ω = 0, and for the paramagnetic case, Ω 6= 0. Similar
structure was obtained in the cellular dynamical mean-
field theory.5,7,53 This feature disappears for large val-
ues of M as shown in Fig. 5(b) and (d): For the case
of Fig. 5(b) with Ω = 0, this is due to the long-range
electronic correlation because of the long AF correlation
length for Ω = 0. As demonstrated in Fig. 5(d), including
the magnon damping is also important. In the paramag-
netic phase with Ω 6= 0, the quasiparticle peaks around
(pi, pi) and (0, 0) are not so much affected by the electron-
magnon coupling. But the quasiparticles around (0, pi)
and (pi/2, pi/2) almost disappear as shown in Fig. 5(d).
We also note that the spectra shown in Fig. 5(b) with
Γ = 0 and M = 200 consist of a number of peaks
with small separation. It was pointed out that the
broad spectra observed in the ARPES measurements can
be based on Franck-Condon broadening in the undoped
cuprates.54 Similar broad spectra were obtained in a di-
agrammatic Monte Carlo simulation in Ref. 55 based on
the t-J model with electron-phonon coupling. Here, a
similar structure is obtained from the electron-magnon
coupling. For a single hole doped case, we expect that
the damping effect is large in the hole dynamics. A real-
istic spectrum is obtained by taking a moderate value for
the broadening of the bare conduction electron spectrum,
δ, as shown in Fig. 6. We note that the broad spectra,
with the width of the order of 2J , are associated with the
electron-magnon coupling in the strong coupling regime.
The density of states is shown in Fig. 7 for different val-
ues of g and in Fig. 8 for different values ofM . The asym-
metry is associated with non-zero value of t1. We clearly
see a pseudogap like behavior for large g. It should be
7FIG. 5. Spectral function along symmetry directions with g = 2 for (a) Ω = 0, Γ = 0, and M = 6, (b) Ω = 0, Γ = 0, and
M = 200, (c) Ω = 0.4, Γ = 0, and M = 6, (d) Ω = 0.4, Γ = 0.3, and M = 200. The hopping parameters are t = 1 (unit of the
energy), t1 = 0, and t2 = 0. The dots in (a) represent the values of εk.
−8 −6 −4 −2 0 2 4 6 8
ω
(0, 0)
(pi, pi)
(0, pi)
(0, 0)
FIG. 6. Spectral function along symmetry directions for
the AF long-range ordered state (Ω = 0) with the broadening
δ = 0.3 for the bare conduction electron spectrum. The other
parameters are the same as those of Fig. 5(b).
noted that there is no Hubbard band structure because
we do not include the strong correlation effect associated
with the on-site Coulomb repulsion between the conduc-
tion electrons. The two-broad-peak structure for ω > 0
and ω < 0 is associated with the short-range AF correla-
tion. Similar features, which are well separated from the
Hubbard bands, were observed in the cellular dynamical
mean-field theory.5,7,53 We note that there is some change
in the density of states as we increase M . We note that
in these figures the total weights decrease as we increase
g or M because of the damping of the magnons.
V. SUMMARY
To summarize, we have proposed a simple model de-
scribing a coupling between the AF short-range corre-
lation and the conduction electrons. Applying a strong
coupling analysis, we find a crossover from a large mag-
netic polaron to a small magnetic polaron. If we limit
the number of magnons, M , small, we obtain the result
similar to the cellular dynamical mean field theory. By
increasing M , some features disappear because of the
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ω
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g = 0.00
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g = 1.50
FIG. 7. The density of states for different values of g. The
other parameters are Ω = 0.4, t1 = −0.2, t2 = 0, Γ = 0.3,
M = 200, and δ = 0.1.
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FIG. 8. The density of states for different values of M . The
other parameters are Ω = 0.4, t1 = −0.2, g = 1.5, Γ = 0.3,
δ = 0.1.
long-range AF correlation effect but a gap like feature
remains.
In order to understand the strong electronic correlation
effect in the cuprate high-temperature superconductors,
our analysis can be applied to some extent. For the case
of the parent compound, where a photohole is introduced
in the ARPES measurements, the spectra become broad
due to Franck-Condon broadening because of the strong
coupling between magnons and the conduction electron.
The situation is similar to the electron-phonon coupling
case.55 However, the energy dispersion is not so much
different from the original one. This is due to our ap-
proximation in which only the band mixing between k
and k +Q is considered. Therefore, we need to investi-
gate the modification of the energy dispersion due to the
mixing with other wave vectors. We also note that mul-
tiple magnons are strongly bound to a doped hole. As a
result, we may expect the doped hole creates a spin tex-
ture, a skyrmion, for instance.56 In addition, we have not
considered the possibility of forming a Kondo singlet, or a
Zhang-Rice singlet,57 between a conduction electron and
a localized spin.58 Including this correlation is important
as well.
As for the paramagnetic phase, a pseudogap like be-
havior has been obtained as shown in Fig. 5(c) and (d)
and in Fig. 7. However, the disappearance of the co-
herence peaks is due to the vanishing of the spectral
weight, not due to the opening of the gap as observed
in angle-resolved photoemission spectroscopy.59,60 In or-
der to open an energy gap around (pi, 0) on the Fermi
surface, one possibility is to include the effect associated
with the formation of a skyrmion.56
We note that in the present paper, the AF spin-wave
excitation gap, Ω, and its damping, Γ, are taken as pa-
rameters. This point requires further investigations. We
also note that a small magnetic polaron behavior may
play some role in recently observed charge order, which
seems to be correlated with superconductivity.61–63 In or-
der to study this correlation effect, we need to consider a
finite number of conduction electrons. These are left for
future research.
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Appendix A: Short-range AF correlation
In this appendix, we review the Green’s function for-
malism. Suppose we consider operators A and B and
their Matsubara Green’s function
GAB (τ) = −〈TτA (τ)B (0)〉 ≡ 〈A| B〉τ . (A1)
Here, Tτ is the imaginary time ordering operator and
A (τ) = eτHAe−τH with H being the Hamiltonian and
τ the imaginary time. The Fourier transform of this
Green’s function is
GAB (iωn) =
∫ β
0
dτeiωnτ [−〈TτA (τ)B (0)〉] ≡ 〈A| B〉iωn .
(A2)
Here, β = 1/(kBT ) with kB the Boltzmann constant.
For the case that A and B are bosonic operators, the
Matsubara frequency is given by ωn = 2pin/β, with n
an integer. For the case that A and B are fermionic
operators, the Matsubara frequency is given by ωn =
pi(2n + 1)/β, with n an integer. Hereafter, we consider
the former case. Taking the derivative of GAB (iωn) with
9respect to τ , and Fourier transforming, we obtain
iωn 〈A| B〉iωn = 〈[A,H ]| B〉iωn + 〈[A,B]〉 . (A3)
In general, we need to consider the equation of motion
for the quantity 〈[A,H ]| B〉iωn , which is given by
iωn〈[A,H ]| B〉iωn = 〈[[A,H ] , H ]| B〉iωn + 〈[[A,H ] , B]〉 .
(A4)
Again, we need to consider the equation of motion for the
first term in the right-hand side. To obtain a closed set of
equations, we need to introduce a Tyablikov’s decoupling
at some point.
Now we return to the spin system and apply the
formalism above. We define the following Matsubara
Green’s function,
Dij (τ) = −
〈
TτS
+
i (τ)S
−
j (0)
〉
(A5)
with S±j = S
x
j ± iSyj . Here, S+i (τ) =
exp (τHspin)S+i exp (−τHspin). The equation of motion
is
iωn
〈
S+i
∣∣ S−j 〉iωn = 〈[S+i ,Hspin]∣∣ S−j 〉iωn + 〈[S+i , S−j ]〉 ,
(A6)
where
〈
S+i
∣∣ S−j 〉iωn =
∫ β
0
dτDij (τ) exp (iωnτ ) , (A7)
is the Fourier transform of Dij (τ) with ωn the bosonic
Matsubara frequency.
The equation of motion for the first term in the right-
hand side of Eq. (A6) is
iωn
〈[
S+i ,Hspin
]∣∣ S−j 〉iωn
=
〈[[
S+i ,Hspin
]
,Hspin
]∣∣ S−j 〉iωn + 〈[[S+i ,Hspin] , S−j ]〉 .(A8)
After a tedious calculation, we obtain the explicit forms
for the two terms in the right-hand side.37,38 And then,
we apply Tyablikov’s decoupling37,38 and obtain a closed
form of the equations for the Green’s function. The
magnon dispersion ωq with the gap at (pi, pi) can be com-
puted as shown in Fig. 9 by solving the self-consistent
equations numerically.
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