Abstract-This paper examines the joint problem of detection and identification of a sudden and unobservable change in the probability distribution function (pdf) of a sequence of independent and identically distributed (i.i.d.) random variables to one of finitely many alternative pdf's. The objective is quick detection of the change and accurate inference of the ensuing pdf. Following a Bayesian approach, a new sequential decision strategy for this problem is revealed and is proven optimal. Geometrical properties of this strategy are demonstrated via numerical examples.
I. INTRODUCTION Consider a sequence of i.i.d. random variables X, X2,.
taking values in some measurable space (E, E). The common probability distribution of the X's is initially some known probability measure Po on (E, E), and then, at some unobservable disorder time 0, the common probability distribution changes suddenly to another probability measure PM for some unobservable index ,u C M { A 1,... M}. The objective is to detect the change as quickly as possible, and, at the same time, to identify the new probability distribution as accurately as possible, so that the most suitable actions can be taken with the least delay.
This problem can be viewed as the fusion of two fundamental areas of sequential analysis: change detection and multihypothesis testing. In traditional change detection problems, there is only one change distribution, 1P; therefore, the focus is exclusively on detecting the change time. Whereas, in traditional sequential multi-hypothesis testing problems, there is no change time to consider. Instead, every observation has common distribution PM for some unknown ,u, and the focus is exclusively on the inference of ,u. Both of these subproblems have been studied extensively. For recent reviews of these areas, we refer the reader to [1] and [2] and the references therein.
However, the joint problem involves key trade-off decisions not taken into account by separately applying techniques for these subproblems. While raising an alarm as soon as the change occurs is advantageous for the change detection task, it is undesirable for the identification task because waiting longer provides more observations for inferring the change distribution. Likewise, the unknown change time complicates the identification task, and, as a result, adaptation of existing sequential multi-hypothesis testing algorithms is problematic. H. Vincent Poor School of Engineering and Applied Science Princeton University, Princeton, NJ 08544
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Decision strategies for the joint problem have a wide array of applications, such as fault detection and isolation in industrial processes, target detection and identification in national defense, pattern recognition and machine learning, radar and sonar signal processing, seismology, speech and image processing, biomedical signal processing, finance, and insurance. However, the theory has not been broadly developed. Nikiforov [3] provides the first results for this problem, showing asymptotic optimality for a certain non-Bayesian approach, and Lai [4] generalizes these results through the development of informationtheoretic bounds and the application of likelihood methods. In this paper, we follow a Bayesian approach to reveal a new optimal strategy for this problem and we describe an accurate numerical scheme for its implementation.
In Sec. II we formulate precisely the problem in a Bayesian framework, and in Sec. III we show that it can be reduced to an optimal stopping of a Markov process whose state space is the standard probability simplex. In addition, we establish a simple recursive formula that captures the dynamics of the process and yields a sufficient statistic fit for online tracking.
In Sec. IV we use optimal stopping theory to substantiate the optimality equation for the value function of the optimal stopping problem. Moreover, we prove that this value function is bounded, concave, and continuous on the standard probability simplex and that the optimal stopping region consists of M non-empty, convex, closed, and bounded subsets. Also, we consider a truncated version of the problem that allows at most N observations from the sequence of random measurements. We establish an explicit bound (inversely proportional to N) for the approximation error associated with this truncated problem.
In Sec. V we show that the separate problems of change detection and sequential multi-hypothesis testing are solved as special cases of the overall joint solution. We illustrate some geometrical properties of the optimal method and demonstrate its implementation by numerical examples for the special cases M = 2 and M = 3. Specifically, we show instances in which the M convex subsets comprising the optimal stopping region are connected and instances in which they are not. Likewise, we show that the continuation region (i.e., the complement of the stopping region) need not be connected. We refer the reader to [5] In this section we show that the Bayes risk function in (1) can be written as the expected value of the running and terminal costs driven by a certain Markov process. We use this fact to recast the minimum Bayes risk in (2) as a Markov optimal stopping problem.
Let us introduce the posterior probability processes ie{}OlUM, n> O, (4) with initial state l°) = 1-po and rl () = povi, i C M. We simplify this formulation further by showing that it is enough to take the infimum over C-{T C IF T < oo a.s. andEYT < oo},
1(O)
where we define is enough to consider C IF such that ET < oc. Namely, (6) reduces to -R* = sup EYT.
TGC (7)
IV. SOLUTION VIA OPTIMAL STOPPING THEORY
In this section we derive an optimal solution for the problem in (2) by building on the formulation of (7) via the tools of optimal stopping theory, which are detailed in [7] .
A. The optimality equation.
We begin by applying the method of truncation with a view of passing to the limit to arrive at the final result. Define for every pair of integers n, N satisfying 0 < n < N the subcollections Cn-{T V n T e C} and Cn {TANN Te Cn} of stopping times in C of (5) First, these Snell envelopes provide the following alternative expressions for the optimal stopping problems introduced in (8) above. 
Ln=o
Observe that 0 < Mf < h. That is, 7 P-4 (Mf) (7) The next lemma shows how the optimal stopping problems can be rewritten in terms of the operator M. It also conveys the connection between the truncated optimal stopping problems and the initial state Il1 of the II process. N-*oo Observe that since Ilo e So {0, Q}, we have P{I o = 7} = 1 for some 7F C SM. On the other hand, for every 7 C SAM we can construct a probability space (Q, X, 1P) hosting a Markov process II with the same dynamics as in (4) and PK{I 10 = 7} = 1. Moreover, on such a probability space, the preceding results remain valid. So, let us denote by E, the expectation with respect to 1IP and rewrite (8) as AVn (7) (7) (M h) (T) and V0(7) = lim (MNh) (w) (9) N-*~oc for every 7F C SM. Taking limits as N -> oc of both sides in (MN+lh)(w) = M(MNh)(w) and applying the monotone convergence theorem on the right-hand side yields Vo(7w) (MVO) (7) . Hence C. An optimal sequential decision strategy.
Finally, we describe the optimal stopping region in SM implied by the value function Vo(.), and we present an optimal sequential decision strategy for our problem. Let us define for every N > 0, Therefore, the pair (or, d*) is an optimal sequential decision strategy for (2) , where the optimal stopping rule or is given by Theorem 19, and, as in the proof of Lemma 4, the optimal terminal decision rule d* is given by d j on the event {(= nII, Eln F F()} for every n > 0. Accordingly, the set F is called the stopping region implied by Vo (.), and Theorem 17 reveals its basic structure. We demonstrate the use of these results in the numerical examples of Sec.
V.
Note that we can take a similar approach to prove that the (1) becomes R(6) = E[cT + apd1{T<11}1. This gives the sequential multi-hypothesis testing problem studied by Wald and Wolfowitz [10] and Arrow, Blackwell, and Girshick [11] ; see also [12] .
C. Two alternatives after the change.
In this subsection we consider the special case M = 2 in which we have only two possible change distributions, fi( ) and f2(.). We describe a graphical representation of the stop- We vary the delay cost and false alarm/identification costs to illustrate certain geometrical properties of the continuation and stopping regions. See Figs. 2, 3 , and 4. which hi (7) = h2 (7) . Also, each subfigure shows a sample path of (rln)n=o and the realizations of 0 and ,u for the sample. The shaded area, including its solid boundary, represents the optimal stopping region, while the unshaded area represents the continuation region.
Specifically, these figures show instances in which the M 2 convex subsets comprising the optimal stopping region are connected (Fig. 2) and instances in which they are not (Figs. 3  and 4(a) ). Fig. 4(b) shows an instance in which the continuation region is disconnected.
An implementation of the optimal strategy as described in We use value iteration of the optimality equation (10) the image tetrahedron L(S3) that is opposite the image corner L(ej), for each i 0,1,2,3.
