The contact process is a model of spread of an infectious disease. Combining with the result of [1], we prove that the critical exponents take on the mean-field values for sufficiently high dimensional nearest-neighbor models and for sufficiently spread-out models with d > 4:
Introduction 2 Models and main results

The models
The contact process can be constructed through the graphical representation of Harris (see [1] and references therein). Consider the graph Z d × R, where Z d and R denote the spatial and temporal components respectively. Along each time line {x} × R, Poisson points with intensity 1 are placed independently of the other point processes. These points stand for recovering points from the infection. For each ordered pair of distinct time lines from {x} × R to {y} × R, infectious arrows are drawn from x to y by a Poisson process with intensity λ J x,y independently of the other Poisson processes of arrows and points, where λ ≥ 0 is the infection rate which is the only parameter in the contact process. We consider the following two types of the coupling constant J o,x :
1. the nearest-neighbor model: J o,x = 1 { x 1 =1} , 2. the spread-out model:
, where x 1 = j |x j | and x ∞ = max j |x j | for x = (x 1 , x 2 , · · · , x d ) ∈ Z d , and 1l E denotes the indicator function of the condition E, which takes the value 1 if the condition E is satisfied, otherwise 0. The reason why we consider the spread-out model as well is presented in the end of Section 2.2. From now on we use upper case letters for points in Z d × R; particularly we use O to denote the space-time origin. For X ∈ Z d × R, we write σ(X) and τ (X) for the spatial and temporal components of X respectively. X is said to be connected to Y (equivalently Y is connected from X) if there exists a path in Z d × R from X to Y using infectious arrows and temporal line segments traversed in the increasing time direction without traversing recovering points (see Figure 1) . A site X is considered to be connected to itself. We write X → Y for the connection from X to Y , and define C(X) = {Y ∈ Z d × R : X → Y }.
We write P λ and E λ for the associated probability measure and the expectation operator. We define the spread probability θ(λ) and the susceptibility χ(λ) of the infection as
where φ λ (O, X) = P λ (O → X). The generating function of the cluster size distribution is
where |C(O)| is the Lebesgue measure of C(O) in space-time. It has been proved that there exists a positive and finite critical infection rate λ c such that θ(λ) = 0 for λ ≤ λ c , χ(λ) < ∞ for λ < λ c and
(2.1) for some positive constants C i , C i , i = 1, 2, 3 (see [1, 2, 3] and references therein). The critical infection rate can also be defined as λ c = sup λ : Ξ λ (t) → 0 exponentially as t ↑ ∞ , (2.2) where Ξ λ (t) = X:τ (X)=t φ λ (O, X) (see [11] ); when λ > λ c , Ξ λ (t) does not vanish because
3)
It is expected that the observables behave in the following power law forms near and at the critical infection rate:
where f (x) ≈ g(x) as x → x 0 means that there exist positive and finite constants c 1 and c 2 such that
for any x sufficiently close to x 0 . The exponents β, γ and δ are called the critical exponents, which are expected to depend only on the spatial dimension d and not to depend on the type of the coupling constant. This independence is called universality. The inequalities in (2.1) show that the critical exponents obey the bounds β ≤ 1, γ ≥ 1 and δ ≥ 2, if they exist. As in many other statistical mechanical models, it is expected (and is proved for some cases in this paper) that there exists d c such that β = 1, γ = 1 and δ = 2 as soon as d is greater than d c . These dimension-independent values are called the mean-field exponents, and d c is called the upper critical dimension, which is expected to be 4 for the contact process.
Barsky and Wu [1] have proved that the critical exponents take on the mean-field values under the triangle condition defined as
where
To prove the mean-field property, it thus suffices to prove that the triangle condition holds 1 above the expected upper critical dimension, 4.
The main results
We prove a certain condition that implies the triangle condition. We define the Fourier transform of
. Our main results can be stated as follows. 
holds for some λ-independent positive constants C σ and C τ , where K = (k, ω) and
If the above uniform infrared bound holds, then sup X λ (X) < ∞ holds up to λ c . Thanks to the Riemann-Lebesgue lemma, the triangle condition holds and thus we obtain Theorem 2.1.
The spread-out model is a model on a low-dimensional lattice with large coordination number, and is expected to be in the same universality class as the nearest-neighbor model. The reason why we consider the spread-out model as well is that we can prove the results for d > 4 by taking L to be large instead of taking d to be large as for the nearest-neighbor model (see Section 3.2 for details). Therefore the upper critical dimension d c is expected to be at most 2 4 by the above results.
Proof of Theorem 2.2
We prove Theorem 2.2 along the following line:
1. constructing an oriented bond percolation model on Z d ×ε Z which converges to the contact process in a limit ε ↓ 0 (Section 3.1), 2. applying the lace expansion to the connectivity function for this oriented percolation (Section 3.3), 3 . estimating the irreducible two-point functions appearing in the lace expansion to obtain a ε-uniform infrared bound (Section 5).
Discretization
The discretized model is the following oriented bond percolation. Let ε ∈ (0, 1) be fixed. As in the continuous-time case, we use upper case letters for points in We write P λ ε and E λ ε for the associated probability measure and the expectation operator. It can be proved as in [3] that P λ ε converges weakly to P λ as ε ↓ 0. Therefore the contact process is wellapproximated by the above discretized model.
As in the continuous-time case, we write X → Y for the connection from X to Y , and C(X) for the set of sites connected from X. We define the susceptibility as
is the connectivity function from O to X. This discretized model also undergoes a phase transition, and we define its critical point λ ε c as (2.2) by replacing
is well-defined for λ < λ ε c and satisfies χ ε (λ) = ϕ λ ε (O). We can see λ ε c → λ c as ε ↓ 0 along the following line: [14] ). Suppose lim ε↓0 λ ε c < λ c and let λ ∈ (lim ε↓0 λ ε c , λ c ). Then there exists an infinite (decreasing) sequence
does not converge to zero for any i due to the discrete version of the inequality (2.3), in spite of the exponential decay of Ξ λ (t). This is a contradiction, and it must be the case that lim ε↓0 λ ε c ≥ λ c . A similar argument applies to the proof of lim ε↓0 λ ε c ≤ λ c , and thus concludes lim ε↓0 λ ε c = λ c . We obtain Theorem 2.2 by using the ε-uniform infrared bound of the following theorem and the dominated convergence theorem. 
for some positive constants C σ and C τ which are independent of both λ and ε. We omit the subscript ε and the superscript λ of various quantities in the rest of this paper. We also omit the superscript ε of λ ε c . The proof of Theorem 3.1 is achieved by showing that the following three statements hold.
For
d > 4, there exists L 0 = L 0 (d) < ∞ such that,
For every
are finite for λ < λ c and continuous in λ ≤ λ c , where
} is the probability that there is an open path from O to X made of only temporal bonds 3 .
For d > 4 and λ
For the nearest-neighbor model,
3. We define P a for the following set of inequalities:
The first and second statements imply that K(X), T (X) and W(X) are small satisfying P 3 for small λ and continuous up to λ c for every
The third statement implies that, for sufficiently large d or L, there is a forbidden region in the graph of K(X), T (X) and W(X). Therefore we can see that the stronger inequalities in P 3 indeed hold at λ c . The infrared bound is obtained in the course of the proof of the third statement. The finiteness of K(X), T (X) and W(X) for λ < λ c in the first statement follows from the discrete version of the identity (2.2), and their continuity in λ ≤ λ c follows from the continuity of ϕ(O, X) in λ ≥ 0 and the monotone convergence theorem.
The Green function G(O, X) for the random walk on Z d × ε Z is defined by the transition probability 5) and satisfies the convolution equation
by comparing (3.1) and (3.5) and following the way of proving Lemma 4.1 of [7] . The second statement follows from this inequality and bounds on the quantities K G (X), T G (X) and W G (X), which are proved in Section 3.4, defined by replacing ϕ with G in the definition of K(X), T (X) and W(X) respectively. The difficult part of the proof of Theorem 3.1 is to obtain the third statement, and here the lace expansion is used.
Bootstrapping argument
We describe the outline for deriving the stronger inequalities in P 3 under the weaker inequalities in P 4 . We suppose ε ≤ 1/3 in the rest of this paper; the remaining case of ε > 1/3 can be proved with slight modifications, and we omit this case in this paper.
We obtain in Section 4 the convolution equation for the connectivity function
is the irreducible two-point function, and R N (O, X) is a remainder, which are explained in Section 4. Taking the Fourier transform of the above equation, we obtain
cos k j for the nearest-neighbor model. We put hats as Γ N (K) and R N +1 (K) to describe the Fourier transforms of Γ N (O, X) and R N +1 (O, X) respectively, as we defined ϕ(K) in (3.2) . Under the inequalities in P 4 , we obtain in Section 5.1 the following bounds on the irreducible two-point functions:
In Section 5.2, we obtain the inequality
where |p| = P (O). Therefore for sufficiently large d or L, we can take N to infinity to obtain
These facts enable us to rewrite ϕ(K) as
where we used the identity
The numerator is non-negative for sufficiently large d or L, and thus the denominator is also non-negative.
Next we estimate the denominator of the right side of (3.10). By ε ≤ 1/3 and (3.11), we obtain
and thus obtain P (k, 0) ≥ 0 for sufficiently large d or L. Together with the trivial inequalities
In Section 5.3, we obtain
where 14) and thus n G τ n ≤ O(κ) ε 2 and n G σ n ≤ O(ζ) ε 2 for sufficiently large d or L. By using (3.13) and
the right side of (3.12) is bounded from below by
Following the way of bounding T G (X) presented in the next section, we use the inequalities (3.11) and (3.15) to obtain
Finally we bound W(X). Integrating by parts, we have
Thanks to the estimates of Section 5.3, Γ (K) is differentiable term by term. Together with the spatial symmetry of
Following the way of bounding W G (X) presented in the next section, and using the mean value theorem as in Section 4.3.3 (c) of [7] and the inequalities (3.11), (3.15) and (3.16), we obtain (3.17) and the stronger inequality for W(X) with X = O by choosing C W sufficiently large depending only on C K , C T and C W . We have seen that P 4 implies P 3 if d or L is sufficiently large. The proof of the third statement in Section 3.2 is now completed, assuming estimates of Section 4 and Section 5. The infrared bound has been obtained in (3.15).
Bounds on the Gaussian quantities
We prove that the quantities K G (X), T G (X) and W G (X) are bounded as in (3.3) .
We begin with estimating T G (X). Using the identity
we have
First we estimate the integral of (3.18). Taking the Fourier transform of the convolution equation (3.6), we have
By using the trivial inequalities
and the integral of
It has been proved in Appendix A of [9] that the right sides of (3.20) and (3.21) are bounded by a d-independent multiple of (d
The first sum of (3.18) can be estimated in the same way. Using the Schwarz inequality, we have
where Θ = (o, ε). The quantity in the former square root sign is bounded by
The sum in the latter square root sign of (3.22) must be estimated separately depending on whether σ(X) is equal to o or not. If σ(X) = o, then we use the spatial symmetry of the two-point function to obtain 
Using this inequality and the Schwarz inequality, we have
Now we can use the spatial symmetry of the two-point function as in (3.23). The proof of bounding T G (X) is completed.
Finally we bound W G (X). Integrating by parts, we have
We differentiate the right side of (3.19) to obtain
Therefore W G (O) and the contribution to W G (X) with
In Appendix B of [6] and Appendix A of [9] , it has been proved that the right side is bounded by a d-independent multiple of (d − 4) −1 for the nearest-neighbor model, or by an L-independent multiple of L 2−d (ln L) d for the spread-out model. The contribution to W G (X) with X = O from the second term of (3.24) is equal to the Fourier transform of
This is bounded by
where T G = sup X T G (X) and 
The lace expansion
We use the lace expansion to investigate the infrared behavior of the connectivity function. The lace expansion produces a convolution equation (4.1) for the connectivity function. The expansion can be derived through the inclusion-exclusion approach or the algebraic method. Both derivations lead to the same result. First we make several definitions. For a bond set B, X is said to be connected to Y off B if X is connected to Y without using bonds in B. We define C (U,V ) (X) for the set of sites connected from X off (U, V ). A bond (U, V ) is said to be pivotal for the connection from X to Y if X → U and
We define B piv (X, Y ) for the set of pivotal bonds for the connection from X to Y ; we note that B piv (X, Y ) is a random set depending on a configuration C, which is a collection of states of bonds. X is said to be doubly connected to Y if X → Y and B piv (X, Y ) = ∅; we write X ⇒ Y for this event. We define E (V,X;C) for C ⊂ Z d × ε Z to be the event satisfying the following conditions:
• there is at least one open path from V to X passing through C,
• either B piv (V, X) = ∅ or there are no open paths passing through C from V to the bottom of the last bond of B piv (V, X) = ∅.
Proposition 4.1 (The lace expansion). For
and the remainder R N (O, X) is defined as
Proof. Since the lace expansion for oriented percolation has been proved in [10] by the algebraic method, we prove it below by the inclusion-exclusion approach 5 . First we prove 
By the definition of the pivotal bond and the inclusion-exclusion relation, we have
Since τ (V ) = τ (U ) + ε, O ⇒ U is independent of V → X, and thus the first term of the right side is equal to g 0 (O, U ) ϕ(V, X). Now we have obtained the result (4.1) for N = 0. Next we expand R 1 (O, X) and prove (4.1) for N = 1. We divide the event V → X ∈ C (U,V ) (O) into two cases: either there is or is not an open bond (U , V ) ∈ B piv (V, X) satisfying U ∈ C (U,V ) (O); if there are no such pivotal bonds, then the event E (V,X;C (U,V ) (O)) occurs. Therefore
We have exploited again the fact that the state of (U , V ) is independent of the event that (U , V ) is the first bond of B piv (V, X) with O → U off (U, V ). As in the case of N = 0, it follows from the definition of the pivotal bond, from the inclusion-exclusion relation and from the Markov property, that
Finally we substitute the above identity to (4.2) to obtain
and thus obtain the result (4.1) for N = 1. The remaining expansion for N ≥ 2 can be proved inductively.
Estimates
In this section, we estimate Γ N (K), R N +1 (K) and Γ N (O) − Γ N (K), which have been used in Section 3.3 to prove the infrared bound on the connectivity function. In order to estimate
, we use the van den Berg-Kesten inequality (the BK inequality). We begin with introducing this inequality without its proof; the proof can be found in [5] . We can introduce a natural partial order among configurations, denoted by C ≤ C , which is defined to hold if
An event E is said to be increasing if 1 {E occurs on C} ≤ 1 {E occurs on C } holds for C ≤ C . An example of an increasing event is that O → X off (U, V ) for some bond (U, V ). For two events E 1 and E 2 , we define E 1 • E 2 for the event that E 1 and E 2 occur disjointly: there exists a bond set B such that E 1 occurs by using bonds in B and E 2 occurs without using bonds in B. For example,
where B c is the complement of a bond set B.
Proposition 5.1 (The BK inequality).
holds for any increasing events E 1 and E 2 .
Next we explain a potential difficulty involved in taking ε ↓ 0, and how to overcome it. We have obtained the lace expansion for the connectivity function and obtained (3.7) . Γ N (K) is an alternating sum of { g n (K)} N n=0 . Suppose that we naively use the BK inequality to estimate the irreducible two-point functions as in estimating those for discrete models. Then we have, for example, Therefore we cannot obtain a meaningful upper bound on | Γ N (K)|, and hence the infrared behavior for the connectivity function cannot be seen. This is due to the fact that the number of summations is much larger than that of factors of ε. This is the difficulty involved in naive estimates in ε ↓ 0.
The key observation to overcome the above difficulty is that we can derive a factor of ε from a point where at least two disjoint open paths leave or enter. This idea is an extension of the idea used in [1] to extract correct factors of ε. Let us consider the case of g 0 (O, X) = P (O ⇒ X) with X = O for example. This is the probability that there exist at least two non-zero disjoint open paths from O to X. Since at most one temporal bond grows out of every site, at least one of two non-zero disjoint open paths goes out of O with a spatial bond, and at least one of those comes into X with another spatial bond. Thanks to this close observation and the BK inequality, we obtain in the proof of Lemma 5.2
The latter term of the right side is O(ε 2 ) in contrast with (5.1). We have thus achieved deriving extra factors of ε, which enable us to control a limit ε ↓ 0. At the end of the introduction of this section, we define several connection notations.
We organize the rest of this section as follows. Γ N (K) is estimated in Section 5.1. Since Γ N (K) is an alternating sum of { g n (K)} N n=0 , Section 5.1 is mainly devoted to estimating g n (K). These estimates are directly used to bound | R N (K)| in Section 5.2. Finally in Section 5.3, we estimate Γ N (O) − Γ N (K).
Estimate of Γ
To estimate g n (K) for n ≥ 0, we use the following inequalities:
The proof of these inequalities is the same as that of (2.20) in [1] .
Lemma 5.2. Under the inequalities in P 4 ,
holds for some ε-independent finite constant C. This proves (3.8) for n = 0.
Proof. We begin with proving the inequality
is the arrival point of two non-zero disjoint open paths, then at least one of those paths enters X with a spatial bond. The contribution from this case is bounded by
By the construction of the models, there is no contribution from the case of O = X to the right side.
If two non-zero disjoint open paths emanate from O, then at least one of them leaves O with a spatial bond. Therefore we use the BK inequality to bound the right side of (5.7) by
and thus obtain the inequality (5.6). Using (5.3) and (5.6), we can bound | g 0 (K)| by 8) and thus obtain (5.5) under the inequalities in P 4 .
Estimate of
In this section, we estimate g n (K) for n ≥ 1. We present in Lemma 5.3 an increasing event, of which the event in the definition of g n (O, X) is a subset. Before using the BK inequality to this increasing event, we must pay attention to points in diagrams where two disjoint open paths leave or enter, as in the estimate of g 0 (K). Thanks to this close observation and the BK inequality, we can obtain a bound on | g n (K)| in Lemma 5.4, which enables us to take a meaningful limit in ε ↓ 0. First we present the increasing event stated above. 9) provided that V 0 = O and U n+1 = X, where 
We omit the proof of the lemma because we can prove it as explained in [10] . Next we use the above lemma to estimate g n (K). If we naively use the BK inequality, then 
holds for some ε-independent finite constants C and C . This proves (3.8) for n ≥ 1.
Proof. First we consider the case of n = 1. We use Lemma 5.3, the Markov property and the BK inequality to bound g 1 (O, X) by
(W,V,X) , we must pay attention to the point X where two disjoint open paths enter in the diagram; we must observe the point W as well, if W = U . Using repeatedly the BK inequality and the inequalities
we obtain
where, under the inequalities in P 4 , We only prove the latter inequality of (5.13); the former can be proved similarly. Employing the close observation and then using the BK inequality,
By using the inequalities in (5.12), the first three terms of the right side of (5.14) can be put together, and (5.14) is bounded by
We obtain the latter of (5.13) by summing the above expression over X and using (5.3) and (5.4). After defining R 3 = λ |J | R 2 and L 1 = 1 + 4 (λ |J |) 2 K ε, which follows from (5.8), we obtain
in the same way as in proving the inequalities in (5.13); we must pay attention to the points O and U to extract correct factors of ε.
Under the inequalities in P 4 , L 2 and L 3 are bounded by C 3 κ for some constant C 3 . This completes the proof of the inequality (5.10) for n = 1. Next we consider the case of n = 2; the case of n ≥ 3 can be proved by induction. Following the way of deriving (5.11), we can bound | g 2 (K)| by for some constants C 4 and C 5 . After defining H 32 = λ |J | H 22 , we thus have
for some ε-independent finite constant C. We can also estimate the quantities concerning P 
where, under the inequalities in P 4 ,
and H 33 = λ |J | H 23 ≤ 4 C 7 µ, for some constants C 6 and C 7 . This completes the proof of the inequality (5.10) for n = 2.
Estimate of R N (K) for N ≥ 1
We estimate R N (K) in this section. By the Markov property, we obtain
which is equivalent to (3.9) used in Section 3.3. We have already seen that g N −1 (O) is bounded as in (5.5) and (5.10). Therefore if λ < λ c , then χ(λ) < ∞ and thus R N (K) converges to 0 as N ↑ ∞ for sufficiently large d or L.
Estimate of Γ
We devote this section to estimating G τ n and G σ n in (3.13) because, by the spatial symmetry of g n (O, X),
This proves the inequality (3.13).
