In the present paper we provide a method to determine the load causing delamination along an interface in a composite structure. The method is based on the elastic interface model, according to which the interface is equivalent to a bed of linear elastic springs, and on Finite Fracture Mechanics, a crack propagation criterion recently proposed for homogeneous structures. The procedure outlined is general. Details are given for the pull-push shear test. For such geometry, the failure load is obtained and compared with the estimates provided by stress concentration analysis and Linear Elastic Fracture Mechanics. It is seen that Finite Fracture Mechanics provides intermediate values. Furthermore, it is shown that the predictions provided by Finite Fracture Mechanics are almost coincident with the ones provided by the Cohesive Crack Model. As far as we are concerned with the determination of the failure load, the advantage of using Finite Fracture Mechanics with respect to the Cohesive Crack Model is evident, since a troublesome analysis of the softening taking place in the fracture process zone is not necessary. A final comparison with classical fracture criteria based on critical distances, such as the average stress criterion, concludes the paper.
Introduction
In bonded joints as well as in composite structures, the modeling of the interfaces is of primary concern, since one of the most common failures is the debonding of one component from the others. In fact, for small values of applied loads, the glue guarantees the bonding of the junction, although a jump of displacements is allowed due to the compliance of the interface. If the loads increase, however, it may happen that the adhesive breaks in one or more points and that a crack initiates and then propagates along the interface leading finally to the complete detachment of the adherents.
In many practical situations, the mechanical behavior of the interface can be described by assuming that the adherents are joined along the common part of their boundary by a continuous distribution of linear springs of adequate stiffness, which simulate the presence of the adhesive (see Lenci (2001) for a review). Note that the behavior of this interface model is equivalent to that of a thin, soft, elastic layer in the limit when the layer thickness and stiffness both approach zero. It is usually referred to as (linear) elastic interface, weak interface or imperfect interface model and its first application dates back to the work by Volkersen (1938) and Goland and Reissner (1944) . With respect to the strong interface model (i.e. perfect bonding), it can be handled in a relatively simpler way, and for some geometries it leads to analytical results. On the other hand, the strong interface model yields stress singularities which become oscillating in case of a crack between dissimilar materials (Williams, 1959; England, 1965; Rice and Sih, 1965; Rice, 1988) . In such a case even the definition of mode mixity results troublesome.
The aim of the present paper is to provide a way to determine the load causing delamination along a weak interface based on Finite Fracture Mechanics (FFM), recently introduced by Leguillon (2002) and Cornetti et al. (2006) . Note that FFM has already been applied successfully to interface problems by exploiting a multiscale approach (Leguillon et al., 2003) , i.e. modeling the adhesive as a full 2D elastic medium at the micro-scale and as a strong interface at the macro-scale. Of course, such an approach is much more sophisticated than the one proposed here, but our goal is to provide an easy although sufficiently accurate model able to provide recommendations and formulae that can be useful in engineering practice when delamination problems arise. Finally, let us mention that, during the revision process, we became aware of the work by Weißgraeber and Becker (2011) developing an approach similar to the one proposed here.
In the following section the general procedure is outlined, while, in the remaining sections, a benchmark geometry, i.e. the pull-push shear test, is investigated to highlight the capabilities of the method. Comparisons with other models available in literature conclude the paper, showing the advantages of the proposed approach.
Cracks at weak interfaces
Weak interfaces are commonly used to model the interphase or the adhesive layer between two materials. This approach is rigorous only for vanishing adhesive thicknesses; furthermore the adhesive elastic moduli have to tend to zero exactly as the thickness goes to zero. Under these circumstances, denoting by E a , G a and h a the Young's modulus, the shear modulus and the thickness of the adhesive layer, respectively, the interphase can be modeled as a bed of springs normal and tangent to the interface, with stiffnesses k n = E a /h a and k t = G a /h a , respectively. Across a weak interface, therefore, tractions are continuous but displacement jumps are possible. A detailed proof of these results can be found in Klarbring (1991) and Bigoni et al. (1998) , the latter considering also anisotropic interphases. The simplicity of the model is the cause of its wide spreading in the scientific literature (see, e.g., Benveniste and Miloh, 2001; Hashin, 2002) .
Since adhesives are soft and the adhesive layers are thin, the two previous assumptions are approximately met when dealing with bonded joints. Nevertheless, it should be observed that the weak interface model is a (first) approximation to the real behavior of adhesive layers and therefore it misses some aspects of the problem that may be relevant in some cases: for instance, it cannot catch non-uniform stress distributions across the adhesive thickness as well as the coupling between shear and normal stresses within the elastic adhesive layer. Such features can be caught by higher-order models; a comparison between the weak interface model and a 2D description of the adhesive layer can be found, for instance, in Rabinovitch (2004) for a specific geometry (a three point bending beam strengthened by a plate at its intrados).
Before analyzing the crack propagation along a weak interface, it is worth highlighting some differences between the case of perfect bonding (i.e. a strong interface) -see Fig. 1a -and that of the weak interface -see Fig. 1b . For the sake of clarity, in Fig. 1 we consider an edge crack of length a placed along the interface between the two adherents; moreover, for the sake of simplicity, we assume that the crack is subjected only to a mode I loading.
If the two adherents (either perfectly or weakly bonded) are made of the same material, the strong interface case corresponds to a crack in a homogeneous medium. In such a case it is well known that no displacement discontinuity may appear across the x-axis ahead of the crack tip while the stress field is singular, its asymptotical expression being r y ðxÞ ¼ K I = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2pðx À aÞ p , where K I is the stress-intensity factor. On the other hand, if we consider the weak interface case (i.e. a bed of linear springs, normal to the interface, of stiffness k n ), a displacement discontinuity v takes place because of the interface compliance, whereas the stresses, linked to the displacement by the linear relationship r y = k n v, remain finite along the interface. Usually, the maximum stress is achieved at the crack tip, i.e. r max = r y (a).
Assuming a brittle behavior of the material and of the interface, we can apply Linear Elastic Fracture Mechanics (LEFM). To this aim, one needs to evaluate the strain energy release rate G. While for the crack in a homogeneous medium the strain energy release rate is given by the well-known Irwin's relationship ðG ¼ K 2 I =E; E being the Young's modulus of the material), in the elastic interface geometry the strain energy release rate equals the strain energy stored in the spring ahead the crack tip (Lenci, 2001) , i.e.:
According to LEFM, the crack propagates as soon as the strain energy release rate G reaches the mode I fracture energy G Ic . For the strong interface case, this condition occurs when the stress intensity factor K I reaches the material fracture toughness K Ic ; for the weak interface case, Eq. (1) shows it occurs when:
where now G Ic represents the mode I fracture energy of the interface. Eq. (2) clearly shows that the LEFM criterion can be written in term of stresses if the crack is located along a weak interface. Eqs. (1) and (2) have been exploited by Lenci (2001) to address the problem of two elastic half-planes joined along the common part of their boundary by a cracked weak interface (Fig. 2) . Note that this geometry contains as a particular case, i.e. neglecting the interface compliance (k n ? 1), the classical Griffith crack in a homogeneous medium. Furthermore, Lenci (2001) showed that the strain energy release rate obtained by Eq. (1) is higher than the estimate obtained by Irwin's relationship G ¼ K 2 I =E for the Griffith crack (the two values merge for infinitely long cracks): it means that the strong interface model provides higher failure loads with respect to the weak interface model and, consequently, neglecting the interface compliance is potentially dangerous. Although this trend is not a general property, it holds true for several geometries of practical interest, such as, e.g., the double cantilever beam test (Kanninen, 1973) , the pull-push shear test (see next section) or the plate debonding of externally reinforced beam (provided that the reinforcement length is large enough, see Carpinteri et al. (2009) 
for details).
Another important difference between strong and weak interfaces is that, while in a homogeneous medium LEFM cannot be used to predict crack initiation since K I ? 0 as a ? 0 (thus providing an infinite failure load), for a vanishing crack along a weak interface LEFM can be used, at least in principle. In fact, generally, the maximum stress remains finite (and larger than zero) even if there is no crack. Despite this positive feature, it is easily argued that, in the case of short or no cracks and in the case of quasi-brittle interfacial behavior (i.e. not perfectly brittle interfaces), more accurate failure load predictions can be achieved only by considering, beyond the interface fracture energy, the interfacial strength r p . To this aim, we may resort to Finite Fracture Mechanics. Following the approach outlined in Cornetti et al. (2006) , under a mode I load, a crack propagates by a finite crack extension D if the following two inequalities are satisfied:
The former inequality is a (average) stress requirement for crack to propagate, whereas the latter is an energy balance. It means that fracture is energy driven, but a sufficiently high stress field must act at the crack tip to trigger crack propagation. It is worth observing that, in the usual case (the so-called positive geometries) of monotonically increasing strain energy release rate Gða 0 Þ and of monotonically decreasing stress r y (x), the lowest failure load (i.e. the actual one) is attained when the two inequalities are substituted by the two corresponding equations. In fact, for positive geometries, the second inequality is satisfied for crack steps larger than a threshold value, thus providing a lower bound for the set of admissible D-values; on the contrary, the first inequality is satisfied for crack advancements smaller than a certain value, thus providing an upper bound. For low load values, the upper bound is smaller than the lower bound and, consequently, the set of admissible D-values is empty. As the external load increases, the upper bound increases and the lower bound decreases till a load value is met (i.e. the failure load) for which both conditions are strictly fulfilled. Therefore, we conclude stating that, for positive geometries, the system (3) reverts to a system of two equations in two unknowns: the (minimum) failure load and the corresponding crack advancement D.
In the strong interface case (Fig. 1a) , we can exploit Irwin's relationship to get the following expression for the FFM criterion:
On the other hand, Eq. (1) can be used to particularize the application of the FFM criterion (3) to the debonding along a weak interface:
It is worth observing that, differently from Eq. (4), in the two equations of system (5) the same function appears, i.e. the stress field ahead of the crack tip. However note that, in the first equation, the integral is taken with respect to the spatial coordinate x, whereas, in the second equation, integration is performed with respect to the crack length a 0 . The extension of the FFM criterion to delamination problem under mode II loading condition is straightforward. In fact, in such a case (Leung and Yang, 2006; Carpinteri et al., 2009 ), the strain energy release rate is simply given by:
where s max is the maximum shear stress, i.e. the shear stress at the crack tip, and k t is now the stiffness of the tangential springs used to model the interface. Denoting with s p the shear strength and with G IIc the mode II fracture energy, the FFM criterion now reads:
Before proceeding, further comments about Eqs.
(1) and (6) may be useful: (i) They generalize to weak interfaces the Irwin's relations for crack in homogeneous media, G ¼ K 2 I =E and G ¼ K 2 II =E for mode I and mode II respectively; (ii) Despite their physical meaning being evident (the strain energy release rate is the energy stored in the spring ahead the crack tip), their rigorous proof can be given by computing the crack closure work, as done in Carpinteri et al. (2009) to derive Eq. (6); (iii) Although elastic interfaces have been widely exploited to derive LEFM models, it seems that the knowledge of Eqs. (1) and (6) inside the scientific community is still limited and most of the authors compute the strain energy release rate by deriving the strain energy of the whole structure with respect to the crack length at constant load, i.e. by a procedure which is general but usually much more complicated than applying Eqs. (1) and (6) (see, e.g., Kanninen, 1973; Rabinovitch, 2004) ; (iv) If debonding occurs in mixed mode, the interface must be modeled by means of normal and tangential springs, so that the strain energy release rate is given by:
which can be also used to determine the mode mixity, as done by Bennati et al. (2009) , where a LEFM model for the delamination in an asymmetric double cantilever beam has been developed, see also Távara et al. (2010 Távara et al. ( , 2011 . Eq. (8) together with a suitable strength criterion under combined normal and tangential loads (see, e.g., Hebel et al. (2010) or Andersons et al. (2010) for FFM applied to strong interfaces) represent the key to extend the present approach to mixed mode delamination. However we will not pursue this goal in the present paper; it will be the subject of a future research. On the other hand, in the following section, the general procedure outlined above will be applied to a benchmark geometry, i.e. the pull-push shear test. This geometry has been chosen because of its relative simplicity: for such a test, under some simplifying assumptions, several fracture criteria can be implemented analytically so that the failure load predictions provided by FFM can be compared with those provided by easier (e.g., the average stress) or more sophisticated (e.g., the cohesive crack model) criteria.
For the pull-push shear test, delamination occurs in prevailing mode II conditions; hence we will apply FFM as provided by Eq. (7). In such a case, dimensional analysis arguments indicate that the solution must depend on the dimensionless parameter l defined as:
which rules the brittleness/ductility of the interface (it would have been equal to 2k n G Ic =r 2 p for a mode I delamination). Its meaning and range of validity is evident if we consider an interface whose mechanical behavior is described by a cohesive law with a linear softening (see Fig. 3 ), for which l is also equal to the ratio between the displacement s f (the value of the slip at which debonding occurs) and the displacement s p (the value of the slip at the peak stress s p ). Hence l must be larger than unity: l = 1 corresponds to a linear elastic-perfectly brittle interface, whereas l ? 1 implies a linear elastic-perfectly plastic interfacial behavior. Finally notice that, for l = 1, the energy condition for crack propagation ðG ¼ G IIc Þ coincides with the attainment of the peak strength at the crack tip (s max = s p ). It means that, for a linear elastic-perfectly brittle interface, the crack advancement provided by the system (7) is zero, i.e. the crack grows by infinitesimally small steps and FFM reverts to classical LEFM.
Recalling that the tangential stiffness k t is given by the ratio of G a to h a , the mechanical condition l P 1 can also be expressed in terms of the adhesive thickness, i.e. the weak interface model can be used as far as h a 6 h th , the threshold thickness h th being equal to:
From Eq. (10) it is evident that the threshold thickness is proportional to the plastic radius which develops in front of a crack (under mode II loading) in a specimen made of the adhesive material. Furthermore, by Eq. (10) it is also possible to express the dimensionless interfacial parameter l as the ratio of the threshold thickness to its actual value, i.e. l = h th /h a . Thus, the present approach is applicable for sufficiently thin adhesive layers only. In this sense h th defines the concept of thin adhesive layer. It should be noticed that in the limit case h = h th the present case reverts to LEFM on elastic interfaces with an infinitesimal crack advance, as developed by Bennati et al. (2009) and Távara et al. (2010 Távara et al. ( , 2011 . One may wonder why the present approach can be applied only to structures where the adhesive thickness is smaller than a threshold value. In our opinion this might be because the simple continuous spring model, which assumes a homogeneous stress state in each spring, is not adequate for thick layers, where the assumption of the homogenous stress state along the thickness is not valid. In particular, if a spring is broken, all its strain energy is released. However, if the crack advances a bit, not all the strain energy in the thick adhesive layer above and below the crack step will be released. In such a case, it is argued that a full 2D description of the adhesive layer would be necessary to determine the strain energy release rate.
Finally it is interesting to see what happens for non-positive geometries. With reference to system (3), the function Gða 0 Þ is decreasing (for a 0 > a); therefore the second inequality can be fulfilled only if GðaÞ is larger than or equal to G Ic . It is easily realized that the (minimum) failure load is attained exactly when GðaÞ is equal to G Ic , i.e. when the crack advancement D is equal to zero. In fact, for these values, the first inequality is always fulfilled, either we consider a crack in a homogeneous medium or a crack along an elastic interface: in the former case, the average stress over D is infinite as D ? 0 since the stress field is singular; in the latter case, the maximum stress is equal to ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2k n G Ic p which is higher than r p because l is larger than unity. Since D is equal to zero, we conclude that, for non-positive geometries, FFM reverts to LEFM. In the following, however, we will refer only to positive geometries, letting the analysis of failure processes where the strain energy release rate is decreasing or starts to decrease after a given crack length (e.g., because of a fundamental change in the global load resisting mechanism) to future researches.
The pull-push shear test
In Fig. 4 the (double) pull-push shear test is shown. It can be regarded as a kind of double lap joint. In such a joint, the adhesive layer is mainly subjected to shear deformations, so that delamination occurs in prevailing mode II conditions. However, note that a rigorous elastic analysis of the problem shows that also a mode I component is present (Suo and Hutchinson, 1990 ), but we will neglect such a contribution since peeling stresses are usually lower than shearing stresses. Furthermore, the smaller is the thickness of the outer adherents, the lower in absolute value and the more localized at the joint edges are the peeling stresses (Hart-Smith, 1973; Da Silva et al., 2009) . From the previous considerations, we conclude that in several cases of practical interest, like fibre reinforced polymer (FRP) plates bonded to a concrete beam, peeling stresses can effectively be neglected. For the sake of simplicity we will refer to concrete and FRP in the following, although the equations hold for other materials as well. Note that in structural retrofitting the elastic interface model is rather common; see, e.g., Bruno and Greco (2001) and Rabinovitch (2004) .
The aim of the present and next sections is to apply FFM to the analysis of the pull-push shear test. It is worth observing that the use of FFM makes the hypothesis of considering only shear stresses even more acceptable, since the effect of peeling stresses on the average stress condition is very low due to their highly localized nature; analogous result holds for the energy balance, where the strain energy of the normal and tangential springs are proportional to the square of their respective stresses (see Eq. (8)).
Referring to Fig. 4 , we assume that the width and thickness of the FRP plate and of the concrete prism are constant along the length. The width and thickness of the reinforcement plate are denoted respectively by t r and h r , those of the concrete prism by t b and 2h b , and the bonded length is denoted by l; x is the longitudinal coordinate. The Young's moduli of plate and concrete are E r and E b respectively.
According to the previous considerations, a simple mechanical model for the pull-push shear test can be established by treating the plate and the concrete prism (the two adherents) as being subjected to axial deformations only, while the adhesive layer (i.e. the interface) can be assumed to be subjected to shear deformations only. That is, both adherents are assumed to be subjected to uniformly distributed axial stresses, with any bending effects neglected, while the adhesive layer is modeled as a bed of horizontal springs with stiffness k t (i.e. as a weak interface). Note that the assumption of uniformly distributed axial stress is valid only if the concrete block and the reinforcement have about the same width, which is therefore a further limitation to the present, simplified analysis. On the other hand, it is worthy observing that, since the adhesive layer is subjected to shear deformation only, the present model falls within the shear lag or Volkersen-type models.
Because of symmetry, we can consider only the upper half of the specimen (Fig. 5) . Based on the previous assumptions, the equilibrium equations of the reinforcement and of the overall specimen cross section read respectively:
where s is the shear stress in the adhesive layer, r r is the axial stress in the reinforcement plate and r b is the axial stress in the concrete prism. The constitutive equations for the adhesive layer and the two adherents are:
where u r and u b are the longitudinal displacements of the reinforcement and of the concrete, respectively, and s is the interfacial slip, defined as the relative displacement between the two adherents (i.e. s = u r À u b ). By means of Eqs. (11)-(15), it is possible to achieve the following second order differential equation in s:
where q is the mechanical fraction of reinforcement (i.e. q = E r t r h r / E b t b h b ). Furthermore, observe that it is possible to express the stress in the FRP as a function of the first derivative of the slip:
Let us now introduce the characteristic length l ch of the joint as:
which is essentially proportional to the square root of the ratio of the axial stiffness of the FRP plate to the tangential stiffness of the interface. Accordingly, Eq. (16) can be rewritten as:
The boundary conditions are r r = 0 for x = 0 and r r = F/t r h r for x = l, respectively, F being the applied load (see Fig. 5 ). By means of Eq. (17) we can express the boundary conditions in terms of the relative displacement as:
The final solution reads:
which is also plotted in Fig. 5 . It is evident that the stress distribution is not uniform: a stress concentration at the loaded end (x = l) occurs, where the shear stress attains its maximum value:
where the first ratio represents the shear stress averaged over the whole junction and the second ratio is the stress concentration factor. Note that, according to the present model, the peak shear stress occurs at the end of the overlap, which violates the stress-free condition at the edges of the adhesive layer. This is a common feature of the Volkersen-type models; it can be removed only by exploiting higher order models, which show that the peak takes place close to (but not at) the edge of the bond length. If the failure of the interface were governed by strength, delamination would occur when the maximum shear stress Eq. (23) reaches the peak stress s p . Accordingly, the failure load (F c ) str becomes:
Note that the stress criterion can only be applied to the weak interface model, since the stresses are unbounded in the case of strong interfaces.
On the other hand, if failure were governed by fracture energy, debonding would occur when the strain energy release rate reaches its critical value, i.e. the mode II fracture energy G IIc . By means of Eqs. (6) and (23), the failure load (F c ) LEFM according to LEFM can be easily recovered as:
Note that, if the interface is strong, the failure load provided by LEFM becomes:
and results to be independent of the bond length. The value (26) follows directly from Eq. (25) since, by letting the spring stiffness k t go to infinity, l ch (Eq. (18)) vanishes. It is interesting to observe that, according to the weak interface model and to LEFM, the critical load (25) is monotonically increasing with the bond length. It vanishes for l ? 0, while for l ? 1 it tends to the asymptotic value (26), which has therefore been denoted as F 1 c . Note that (F c ) LEFM is always smaller than F 1 c . This result is in agreement with what we observed in the previous section, i.e. the weak interface model usually provides failure loads smaller than the ones provided by the strong interface model.
The two failure loads estimates (24) and (25) can be cast in dimensionless form by dividing both sides by F 1 c . Then, introducing the dimensionless length k = l/l ch , we get, respectively:
Since the dimensionless parameter l is larger than unity, it is evident that the maximum shear stress criterion provides always lower values with respect to LEFM except for l = 1 (i.e. for linear elastic-perfectly brittle interfaces, see the thin line in Fig. 3 ), when the two predictions coincide. However, which estimate is more reliable? We will try to give an answer to this question on the basis of FFM in the following section.
Finite Fracture Mechanics applied to the pull-push shear test
According to the reference system shown in Fig. 5 , Eq. (7) may be re-written as:
Upon substitution of Eqs. (22) and (23) into Eq. (29), we can integrate to obtain:
which is a system of two equations in two unknowns: F c , the critical load, and D, the crack advancement. By taking the ratio of the second equation to the square of the first one, we get an equation where the unique unknown is the dimensionless crack advance-
and the dimensionless parameter l, defined previously by Eq. (9), appears at the right hand side. Eq. (31) can be easily solved numerically, looking for solutions within the range 0 < d < k. Once the value d is found, we can obtain F c either from the first or the second equation of the system (30). Choosing the first equation, the critical load F c in dimensionless form reads:
From Eqs. (31) and (32), it is evident that both the dimensionless load and the dimensionless crack advancement depend only on the two dimensionless parameters k and l. The former parameter, k, is a function of the geometry of the problem and of the elastic properties of the adherents and of the adhesive, i.e. the interface; the latter one, l, rules the brittleness/ductility of the interface.
The three predictions (27), (28) and (32) In Fig. 7 we plot the same graph for different values of the interface parameter l, from 1 (corresponding to a linear elasticperfectly brittle interface) to 8 (corresponding to an interface with a strong quasi-brittle behavior). As expected, the predictions provided by LEFM and the maximum shear stress criterion are very close for l values close to unity, while they diverge as l increases.
On the other hand, FFM predictions lie always in between. Since k is usually rather large, FFM suggests that the predictions provided by LEFM should be considered more reliable with respect to the ones obtained by the maximum shear stress criterion. This remark justifies the application of LEFM (i.e. G ¼ G c ) to delamination along elastic interfaces, the strain energy release rate being evaluated either by Eqs. (1) and (6) or (8), according to mode I, mode II or mixed mode delamination respectively (e.g., Bennati et al., 2009; Carpinteri et al., 2009; Távara et al., 2010) . However, it should be highlighted that, for relatively short bond lengths (low k values) and/or for interfaces with a remarkable quasi-brittle behavior (high l values), LEFM overestimates the failure load, as clearly evidenced in Fig. 7 . Therefore, its uncritical application is potentially dangerous. On the other hand, we believe that FFM provides accurate critical load estimates for a large range of bond lengths and of interface mechanical behaviors.
It is worth commenting about the knees of the LEFM, strength and FFM curves (points A, B and C in Fig. 6, respectively) , defined as the points of intersection between the tangent at the origin and the asymptote at infinity. On the basis of Eqs. (27) and (28), it is straightforward to see that the abscissa of the points A and B is k = 1 (corresponding to a bond length l equal to l ch ) regardless of the l value (see also Fig. 7) , while it increases to k = p l (corresponding to a bond length l equal to l ch p l) for the FFM curve, point C. From Figs. 6 and 7, it is evident that the effective bond length l e , defined as the bond length beyond which the load is approximately equal to its maximum F 1 c , is roughly twice the length corresponding to the knee of the failure load vs. bond length curve, i.e. l e ffi ð2=s p Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2G IIc E r h r =ð1 þ qÞ p . It means that the present approach predicts an increase of the effective bond length as the ductility of the interface increases, a feature Fig. 7 clearly highlights. In Fig. 8a we plotted the dimensionless crack advancement d vs.
the dimensionless bond length k for different l values. Except for the case l = 1, when d is always null since for a linear elastic-perfectly brittle interface FFM and LEFM coincide, for all the other admissible values (l > 1), the trend is the same: for short joints, D is proportional to the bond lengths, whereas it tends to a constant value for relatively large bond lengths. By Eq. (31) and some algebra, we can give an analytical expression to the asymptote for small bond lengths:
while the constant value d 1 attained for sufficiently large bond lengths is given by the solution of the following equation:
For the sake of clarity, in Fig. 8b we plotted also the relative crack increment, i.e. the ratio of the crack advancement D to the bond length l (which is also equal to d/k) vs. k. In this case the curves show an initial value equal to (l À 1)/l and then monotonically decrease down to zero for large lengths.
Comparison with other models
Wishing to check the soundness of the FFM approach to delamination along an elastic interface, we will compare its failure load estimates with the ones provided by the Cohesive Crack Model (CCM), whose capabilities to describe experimental data is widely recognized inside the scientific community (see, e.g., Carpinteri, 1989a,b) .
In order to be implemented, usually the CCM needs a specific code. Indeed, one of the few cases that can be solved analytically, under the assumption of a cohesive law with a linear softening branch (see Fig. 3 ), is the pull-push shear test. Despite the simple geometry, the solution is relatively complicated, being characterized by five different stages: the elastic, the elastic-softening, the elastic-softening-debonding, the softening-debonding and the debonding stages. A complete description of such stages can be found in the papers by Yuan et al. (2004) and Cottone and Giambanco (2009) and, with a notation similar to the one used here, in Cornetti and Carpinteri (2011) . Without entering into details, it can be proven that the maximum load is achieved in the elasticsoftening stage. By imposing the stationary condition for the debonding load, the length l soft of the process zone at peak load is provided by the following equation:
where d coh = l soft /l ch is the dimensionless length of the process zone, i.e. the ratio of the portion of the bond length in the softening regime to the characteristic length given by Eq. (18). Eq. (35) is easily solved numerically; once d coh is evaluated, the failure load (F c ) coh is given by the following expression:
In Fig. 9 we compare the predictions obtained via FFM (Eq. (32)) and CCM (Eq. (36)) for different l values. It is seen that they are almost undistinguishable for relatively brittle interfaces (l close to unity). On the other hand, FFM provides higher debonding load than CCM does for higher l values. Nevertheless, it is evident that the two predictions remain very close each other even for interfaces with a strong softening behavior (e.g., l = 8).
In Fig. 10 we compared the crack advancement D according to FFM (Eq. (31) ) and the length of the process zone at peak load according to the CCM (Eq. (35)). It is evident that the two lengths show the same trend: they are linearly increasing up to a certain bond length (the asymptote being the same, i.e. the one provided by Eq. (33)) and then tend to a constant value, equal to d 1 according to FFM (Eq. (34)) and equal to d 1 coh according to the CCM:
the latter value being slightly larger than the former one. Even if the two models remain distinct, it is evident that, by means of the finite crack advance of variable amplitude, FFM is able to catch the interplay between the size of the fracture process zone and the overall structural size (in this case represented by the joint length).
Although we analyzed only the pull-push geometry, we guess that the agreement between FFM and CCM (with linear softening) is a general feature, since both approaches require the same amount of energy to create fracture surfaces and make use of a length (either the crack advancement or the process zone) which is a structural parameter. Further analyses are needed to validate this argument. If confirmed, it would mean that, when we are interested only in the peak load, we may use FFM instead of the CCM. This can be of great advantage, since FFM requires only the elastic solution, while, as observed above, CCM needs a complete description of the loading process which, generally, has to be achieved by a suitable numerical procedure. Furthermore, FFM provides analytical results that can be exploited to develop formulae to be included in recommendations for engineering design.
While the ability of FFM to give accurate estimates of the failure load has been assessed, the debatable point is if FFM has a precise physical meaning and, therefore, if it is able to describe the post peak behavior as the CCM is. About the physics of the problem, we have shown that the crack increment D is closely correlated to the length of the process zone. However, for short bond lengths (low k values) and ductile interfacial behavior (high l values), the crack advancement is approaching the bond length (see Fig. 8b ). In such a case, a strict application of FFM assumptions implies that complete detachment occurs in few discrete steps and, therefore, it may appear questionable. Moreover, averaging over almost the whole bond length may lead to lose some important information. On the other hand, we believe that FFM could successfully be applied to model saw-tooth like load-displacement plots occurring in certain experimental tests, as, for instance, the double cantilever beam test performed by Távara et al. (2010) , to characterize a composite-composite joint for aeronautical applications. This investigation will be the subject of a future research.
Up to now we have shown that FFM and CCM are in excellent agreement. One could wonder if even easier failure criteria are able to provide similar results. To this aim, we now consider the average stress criterion, dating back to Neuber (1958) and Novozhilov (1969), and the so-called point method proposed by Ritchie et al. (1973) . For a review about these methods, see Taylor (2007) , where these criteria are generally referred to as critical distance theories.
For what concerns the average stress criterion (called also line method, LM), the failure load is expected to occur when the average stress over a fixed length attains the shear strength s p . It is straightforward to prove that such a length (D LM ) must be given, in dimensionless form, by the solution of Eq. (34), denoted now by d LM . Eq. (32) provides the failure load as long as the variable crack advancement d is replaced by d LM and the bond length l is larger then D LM (i.e. k > d LM ). For bond lengths shorter than D LM , it is reasonable to average the stress over the whole bond length. Hence, the average stress criterion finally reads:
The point method (PM) states that failure occurs if the stress at a certain distance (D PM ) from the crack tip reaches the shear strength s p ; as above, if D PM exceeds l, we assume D PM = l. By denoting with d PM the ratio of D PM to l ch and exploiting the stress field of Eq. (22), the critical load according to the point method is:
where the critical distance has to be determined by imposing a failure load equal to F 1 c for infinite bond lengths in Eq. (41). Therefore:
In Fig. 11a we plot the failure load estimates according to PM, LM, FFM and CCM. Although all the curves show the same slant and horizontal asymptotes for short and large bond lengths respectively, they are remarkably different in the middle, where they all exhibit a knee (Fig. 11b) . By observing the plots, we can conclude that, for the problem under consideration, PM and LM are not so useful, at least for three reasons: (i) with respect to CCM, the PM and LM tend to overestimate the failure load significantly, i.e. up to 25 % and 15 % respectively (for l = 5, as assumed in Fig. 11 ), while the difference between FFM and CCM remains always below 2%; (ii) the two criteria shows some odd features without a clear physical meaning, i.e. the PM curve shows a concavity change while the LM shows a point where the first derivative is discontinuous (at k = d LM ); (iii) most important, the critical distance (D LM or D PM , given in dimensionless form by Eq. (34) or (42), respectively) depends on l ch (Eq. (18)), whose definition may vary from geometry to geometry. It means that the value of the critical distance is affected not only by the material parameters but also by the geometry of the problem.
The last observation represents a severe limitation to the advantages of using simple criteria such as the PM and LM in delamination problems. In fact the great advantage (and simplicity) of these criteria when applied to cracks or notches lying in a homogeneous media is that the critical distance is a pure material property and, therefore, a specific calculation for different geometries is not required. On the other hand, a proper calculation cannot be avoided in the present case. As a consequence, it is more convenient to apply directly FFM, which, being based on an energy balance, is physically more consistent and, at least in the present case, provides more accurate results (i.e. in better agreement with CCM).
Other critical distances approaches are the criteria based on a finite crack advance of constant length (Seweryn, 1998; Pugno and Ruoff, 2004; Taylor et al., 2005) . It is easy to prove that, for delamination along a weak interface, they yield a zero or vanishing failure loads for bond lengths lower than or close to the finite crack advancement, respectively. Hence, for this specific problem, they are not reliable. The same (negative) conclusion holds for the effective crack approach (sometimes called equivalent-LEFM), where LEFM is applied to a crack length given by the actual one plus a material length.
Finally, for what concerns the FFM criterion proposed by Leguillon (2002) (which differs from the present one because it is based on a point-wise stress condition), in the present case it provides estimates almost identical to those obtained by the PM. This is due to the fact that, while the crack advancement obtained using this criterion for very small k coincides with that computed from Eq. (31), this crack advancement rapidly approaches d PM for increasing values of k. Moreover, whereas the present FFM approach is in agreement with CCM with linear softening, preliminary results show that, at least for sufficiently large bond lengths, the FFM version proposed by Leguillon (2002) agrees with the predictions provided by a CCM where the cohesive stresses are constant up to a critical displacement (i.e. the Dugdale model, see Appendix A for details).
Conclusions
In the present paper we have developed a method to compute the critical load for a structure failing because of debonding along an interface. The method is based on the elastic interface model and on Finite Fracture Mechanics; it can be applied to cracked and un-cracked geometries. With respect to LEFM, the present approach should provide better results for short or null pre-existing cracks and for interfaces with a remarkable softening behavior.
As an example, we applied the procedure to a relatively simple geometry, the pull-push shear test. The comparison with other fracture criteria points out the advantages of the present approach. Worthy of note is the excellent agreement with the Cohesive Crack Model.
The procedure outlined appears to be simple and general. It can be applied, for instance, to analyze delamination occurring in the double cantilever beam test for composite laminates or to model debonding of externally strengthened concrete beams. Further results could be obtained by properly extending the present approach to mixed mode delamination problems.
