Reliable sequential testing for statistical model checking by Reijsbergen, Daniël et al.
Submitted to:
SMC 2013
© D. Reijsbergen, P.T. de Boer, W. Scheinhardt, B.R. Haverkort
Reliable Sequential Testing for Statistical Model Checking
Danie¨l Reijsbergen1,2 Pieter-Tjerk de Boer1 Werner Scheinhardt1 Boudewijn Haverkort1
1University of Twente, Enschede, The Netherlands
2University of Edinburgh, United Kingdom
{d.p.reijsbergen,p.t.deboer,w.r.w.scheinhardt,b.r.h.m.haverkort}@utwente.nl
— Extended abstract for SMC 2013 —
We introduce a framework for comparing statistical model checking (SMC) techniques and propose
a new, more reliable, SMC technique. Statistical model checking has recently been implemented in
tools like UPPAAL and PRISM to be able to handle models which are too complex for numerical
analysis. However, these techniques turn out to have shortcomings, most notably that the validity
of their outcomes depends on parameters that must be chosen a priori. Our new technique does not
have this problem; we prove its correctness, and numerically compare its performance to existing
techniques.
1 Introduction
Statistical model checking (SMC) [6] is increasingly seen as a powerful alternative to classical (numeri-
cal) model checking, as witnessed by the recent implementation of statistical model checking techniques
in tools such as UPPAAL [1] and PRISM [5]. Typically, SMC is used to check whether the probability
p of some event in a stochastic model, is larger or smaller than some threshold p0. This is done by gen-
erating a large number N of independent random samples of the model evolution, counting the number
of occurrences S of the event of interest, and comparing the ratio S/N, which is an estimate of p, to the
threshold p0. Only statistical guarantees can be given, like “the probability of drawing the right conclu-
sion is at least 95%”. In this work, we compare statistical tests from the SMC literature, and introduce
two new tests which have some advantages.
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Figure 1: Graphical representation of the test
decision areas. Grey areas are unreachable.
Despite their differences, all tests can be described
in terms of a single so-called test statistic, namely
ZN
def
= S−N p0. Clearly, a positive value of ZN hints
that p > p0, and vice versa. The tests only differ
in which conclusion they draw for different values of
(N,ZN). This is illustrated in Figure 1(a) for a test in
which the number of samples N is chosen in advance,
and (b) for a sequential test, i.e., a test where the de-
cision whether or not to draw more samples is based
on the samples drawn so far. In the area marked U
(for “upper”), the hypothesis p > p0 is accepted; inL
(“lower”), the hypothesis p < p0 is accepted; in N C (“non-critical” – a term from hypothesis testing)
simulation continues to larger N, and inI (“inconclusive”) the conclusion is that neither hypothesis can
be accepted with sufficient confidence. The borders between the regions depend on the type of test, and
on parameters related to the test, including the desired confidence level.
2 Reliable Sequential Testing
2 Existing statistical tests
Confidence Intervals (Gauss) The idea behind this test is to use a fixed number of samples to construct
a confidence interval for ZN and then draw a conclusion if N(p− p0) is outside this interval; i.e., the
boundaries betweenL , U and I are the boundaries of the confidence interval.
Sequential Probability Ratio Test (SPRT) For this test ([9, 10]), one specifies an indifference pa-
rameter δ such that if |p− p0| < δ , one no longer cares about the validity of the test. The test then
sequentially compares the likelihoods of p < p0− δ and p > p0 + δ given the observed samples. In
our framework, this corresponds to a sequential test in which, informally speaking, the vertical width of
N C is constant.
Approximate Model Checking (Chernoff) This test is a fixed sample size test in which the boundaries
betweenL , U and I are not computed using the known distribution of ZN or its Gaussian approxima-
tion, but using the Chernoff-Hoefding bound. It is called ‘Approximate Model Checking’ in the original
paper [3], ‘probability estimation’ in UPPAAL, and ‘APMC’ in PRISM.
Bayes In [4] an approach based on Bayesian likelihood ratios was proposed. In Bayesian statistics, the
true parameter p is itself seen as the realisation of a random variable. To implement the method, a prior
distribution G must be given on [0,1] which describes the assumed probability distribution of p.
3 New statistical tests
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Figure 2: Illustration of the decision regions for p0 = 12 , δ =
1
100 ,
γ = 110 . Solid lines for sequential tests, dashed lines for fixed
sample size tests.
We have developed two new se-
quential tests; we only give an
overview here, referring to [7] for
details. The main idea of both new
tests is that the vertical width of
the N C area must increase faster
than
√
N; otherwise, for p= p0 the
probability of drawing a conclu-
sion at all becomes large, and with
it, the probability of drawing an in-
correct conclusion if p = p0 + ε
for very small ε .
Azuma test This test has a
boundary of theN C area propor-
tional to a(N + k)b, for some con-
stants a, k and b. We call it the
Azuma test because the proof that
it indeed has the desired proper-
ties is based on the proof for the
Generalized Azuma-Hoeffding in-
equality, Proposition 6.5.1 of [8].
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Darling test This test has a boundary of theN C area proportional to a
√
(N+ k) log(N+ k), for some
constants a and k. We call it the Darling test because its correctness is based on Theorem 3 of [2].
4 Comparison
Figure 2 shows a typical example of the boundaries of U and L for all six tests. The area N C is
narrower for the Azuma test than for the Darling test for small values of N, but the Azuma boundaries
eventually overtake those of the Darling test. This is an obvious consequence of their functional form.
Both the Azuma test and the Darling test have a much wider areaN C than the other tests, which is the
price to pay for not risking an inconclusive termination, and for not requiring an indifference region. We
see that the Gauss and Bayes tests are quite similar, but it should be remarked that the Bayes test depends
on the choice of the prior. The Chernoff test has a wider areaN C due to the looser bound it is based on.
We compare the performance of the tests empirically. To do this, we generate independent Bernoulli
samples to represent the outcomes of simulating the model with some true value p, and use those as input
for each of the tests with some threshold p0. All tests have some parameter(s) that need to be chosen,
in particular a confidence level (set to 95% here) and a parameter γ which is the suspected difference
between p and p0. In the case of the SPRT, δ is given instead, which is half the width of the indifference
region. In the other cases, the test is optimized for the chosen difference γ , but can still be expected to
work if the actual difference turns out to different.
A typical set of results is shown in Table 1, for p = 0.19 and p0 = 0.20. The results show that with
the correct choice of γ , all tests produce correct results (i.e., the probability of correct decision is at
least equal to the chosen confidence level, namely 95%). If γ is guessed too large, however, the fixed
sample size tests (Gauss and Chernoff) tend to not draw a conclusion at all, whereas the SPRT tends to
draw a random conclusion; this is consistent with the notion of an indifference region, but leaves the
experimenter in the dark about the correctness. The new tests (Azuma and Darling) both draw correct
conclusions regardless of γ . The number of samples needed tends to be lower for the Azuma test if γ is
chosen correctly, but is less sensitive to the choice of γ in case of the Darling test.
Test γ (or δ ) probability of correct conclusion probability of no conclusion average number of samples
0.1 0.036 ± 0.012 0.953 ± 0.013 1.64·102
Gauss 0.01 0.946 ± 0.014 0.054 ± 0.014 2.04·104
0.001 1.0 ± 0.0 0.0 ± 0.0 2.39·106
0.1 0.489 ± 0.031 0 (3.70 ± 0.17)·101
SPRT 0.01 0.949 ± 0.014 0 (2.19 ± 0.10)·103
0.001 1.0 ± 0.0 0 (2.39 ± 0.03)·104
0.1 0.007 ± 0.005 0.993 ± 0.005 6.67·102
Chernoff 0.01 1.0 ± 0.0 0.0 ± 0.0 6.67·104
0.001 1.0 ± 0.0 0.0 ± 0.0 6.67·106
Bayes uniform 0.599 ± 0.030 0 (5.64 ± 0.56)·102
0.1 1.0 ± 0.0 0 (1.41 ± 0.01)·106
Azuma 0.01 1.0 ± 0.0 0 (4.79 ± 0.10)·104
0.001 1.0 ± 0.0 0 (2.24 ± 0.01)·105
0.1 1.0 ± 0.0 0 (2.04 ± 0.02)·105
Darling 0.01 1.0 ± 0.0 0 (1.78 ± 0.02)·105
0.001 1.0 ± 0.0 0 (2.10 ± 0.02)·105
Table 1: Experimental results for p = 0.19 and p0 = 0.20, with confidence intervals based on 1000
repetitions of each experiment; bold indicates the case where the guess γ of |p− p0| was correct.
4 Reliable Sequential Testing
5 Conclusion
The contribution of our work is twofold. First, we have presented a common framework that allows the
methods proposed earlier in the statistical model checking literature to be compared in a mathematically
solid, yet intuitive manner. Previously, when these methods (e.g., the SPRT and the Chernoff test) were
built into model checking tools such as UPPAAL and PRISM, they were often implemented completely
parallel to one another with little information given about the subtle differences between the methods
and their parameters.
Second, we have introduced two new sequential tests for statistical model checking. The appeal of
the new tests is safety: the correctness of the conclusion does not depend on (correct) prior information
about the system model. Only the efficiency depends on a good guess for the true probability. We
have compared the performance of these tests to the existing tests in the literature, demonstrating their
correctness experimentally, and showing that they are reasonably efficient.
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