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Zusammenfassung
GEM und Micromegas zählen zu den mikrostrukturierten Gasdetektoren (MPGDs). Sie zeichnen
sich durch intrinsisch hohe Ratenfestigkeit und Ortsauflösung aus, welches durch kurze Driftwege
und einen hohen Grad an Segmentierung erreicht wird. Großflächige Micromegas-Detektoren
werden deshalb auch Teile des Myonspektrometers des ATLAS-Detektors ersetzen, da diese die
nötige Spurauflösung auch unter hoher Untergrundbestrahlung erhalten. Dies wird mit einer
geplanten Erhöhung der Luminosität des Large Hadron Colliders über die aktuelle Luminosität
von 2× 1034 cm−2 s−1 hinaus ab dem Jahr 2020 erforderlich sein.
Mit standardmäßigen Auslese- und Analysemethoden kann das volle Potential zur Spurrekon-
struktion dieser Detektoren nicht ausgenutzt werden. In dieser Arbeit werden neue alternative
Techniken untersucht und vorgestellt, die es erlauben, die volle Spurinformation eines Teilchens
im Detektor zur Ortsbestimmung auszunutzen. Die Spurbestimmung in GEM- und Micromegas-
Detektoren erfolgt dabei für verschiedene Anwendungen unter Zuhilfenahme von Rekonstruktion-
smethoden ähnlich einer Spurendriftkammer (TPC).
Die Anwendung dieser Technik erlaubt den hochaufgelösten Nachweis von thermischen Neu-
tronen. Dies geschieht, indem die Spuren von Ionen vermessen werden, die von einem Neutronen-
einfangprozess in einer dünnen 10B-Konversionsschicht stammen. Die Methode wird in einem
10 cm× 10 cm GEM-Detektor mit einem Strahl thermischer Neutronen (3.7 meV) getestet. Mit einer
Dicke der Konversionsschicht von 2 µm wird dabei eine Rekonstruktionseffizienz von 5 % und eine
Ortsauflösung von (100± 10)µm erreicht.
Eine Abwandlung derselben Rekonstruktionsmethode erlaubt auch eine deutlich verbesserte
Ortsrekonstruktion in Thick-GEM-Detektoren (TGEM). Für Messungen mit 5 MeV alpha-Teilchen
kann durch Rekonstruktion ihrer Spur die Position im Driftbereich mit einer Ortsauflösung von
(360± 30)µm bestimmt werden.
Unter Ausnutzung ähnlicher Herangehensweise lässt sich auch die Rekonstruktion von minimal
ionisierenden Teilchen in MPGDs deutlich verbessern. Eine Methode, die eine Ortsrekonstruktion
basierend auf dem Energieverlust entlang von Myonspuren in einem Strahl von 10–150 GeV aus-
nutzt, erlaubt dabei Ortsauflösungen von unter 150 µm unabhängig von der Spursteigung in einem
10 cm× 10 cm GEM Detektor. Durch die Modellierung und Kompensation von Signalkopplung
auf benachbarten Auslesestrukturen kann außerdem die Spurrekonstruktion in einer einzelnen
Detektorlage verbessert werden.
In der Arbeit wird auch die Konstruktion der Micromegas-Detektoren für das ATLAS Muon-
spektrometer beschrieben und Resultate von ersten Tests mit einem vierlagigen Prototyp von 2 m2
Fläche werden vorgestellt. In einem Myonteststrahl werden die Pulshöhe, Rekonstruktionseffizienz
sowie die Orts- und Zeitauflösung bestimmt. Myonen, die den Detektor senkrecht zu seiner Ausle-
seebene treffen, können dabei mit einer Ortsauflösung von unter 100 µm nachgewiesen werden.
Hierbei liegt die Nachweiswahrscheinlichkeit bei über 95 %. Für Myonen, die unter Winkeln von
20◦ und 30◦ auftreffen, kann durch Rekonstruktion ihrer Spur eine deutlich verbesserte Auflösung
von 200 µm bei hoher Effizienz von 97 % erreicht werden.
In einem Kohlenstoff-Ionenstrahl mit einer Rate im Bereich von 2 MHz bis 50 MHz wird die
Eignung von GEM-Detektoren unter sehr hohen Raten für Anwendungen wie Strahlüberwachung
oder Ionenradiographie getestet. Einzelne Ionen können dabei auch bei der höchsten Rate noch
mit guter Auflösung nachgewiesen werden, obwohl im Durchschnitt bis zu acht Teilchen zeitgleich
den Detektor passieren.
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Abstract
GEM and micromegas detectors are Micro-Pattern Gaseous Detectors (MPGDs). They are intrinsi-
cally high-rate capable and show excellent spatial resolution due to small drift lengths and high
read-out granularity. Large micromegas detectors will replace parts of the forward high-precision
muon tracking system of the ATLAS detector, which will be able to cope with the increased back-
ground when the Large Hadron Collider will exceed its current luminosity of 2× 1034 cm−2 s−1
after 2020.
The full tracking potential of these detectors cannot be reached by standard read-out and
reconstruction techniques. In this thesis different novel approaches are discussed and introduced,
which allow a distinct enhancement in position information. This is achieved by employing
methods that take into account the full track information of a charged particle in the detector. In
thin planar GEM and micromegas detectors particle tracking is performed by utilization of a time
resolving read-out, which allows a Time-Projection-Chamber-like (TPC) track reconstruction for
several applications.
Thermal neutrons are detected with high precision by reconstructing the tracks of ions emerging
from a neutron capture process in a thin 10B conversion layer. The method is tested in a thermal
neutron beam of 3.7 meV with a 10 cm× 10 cm GEM detector. Thereby a reconstruction efficiency
of 5 % in a 2 µm boron conversion layer and a spatial resolution of (100± 10)µm is achieved.
From this a similar method is derived for the usage in Thick-GEM detectors (TGEM), which
results in an enhanced spatial resolution as well. This is tested through the tracking of 5 MeV alpha
particles. For these a spatial resolution of (360± 30)µm is reached.
An alternative reconstruction method for tracking of minimal ionizing particles in multiple
detector layers allows for a significantly enhanced position determination for small GEM-detectors.
For muons of 10–150 GeV a spatial resolution below 150 µm is obtained independent of the track
inclination. A model for strip cross-talk is developed and a compensating method is applied, which
allows improved track inclination reconstruction in a single detector layer.
In this thesis the construction of micromegas detectors for the ATLAS muon spectrometer
upgrade is described. Furthermore a 2 m2 prototype with four layers is tested in a 10–150 GeV
muon beam. The pulse height, efficiency and spatial and timing resolution of the quadruplet are
determined and the general suitability for triggering on this type of detector is studied. Perpendic-
ularly incident muons are reconstructed with a spatial resolution below 100 µm and an efficiency
above 95 %. With a modified tracking technique and by application of a timing compensation a
considerably improved spatial resolution of 200 µm is obtained for inclinations of 20◦ and 30◦ at
high reconstruction efficiency of 97 %.
The capability of GEM-detectors for beam monitoring or ion radiography under very high rates
is evaluated in a carbon ion beam with particle fluxes between 2–50 MHz. The separation of single
particles and the spatial resolution depending on the particle flux is studied. Single particles are
resolved with good spatial resolution even at the highest rates, when in average eight particles are
traversing the detector simultaneously.
viii
Contents
1 Micro-Pattern Gaseous Detectors 1
1.1 Micromegas and GEM Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 GEM Detector Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Particle Detection and Signal Processing 7
2.1 Energy loss of Charged Particles in Matter . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Ionization and Charge Clustering along Particle Tracks . . . . . . . . . . . . . . . . . 9
2.3 Charge Transport and Amplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Electron Transport in a Gaseous Medium . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Amplification Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Garfield Simulation of the Signal Creation at the Read-out Anode . . . . . . . . . . . 16
2.4.1 Electron Drift Velocity and Diffusion in Ar-CO2 . . . . . . . . . . . . . . . . . 17
2.4.2 Signal Calculation and Charge-Sharing . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Read-out Electronics - The Scalable Read-out System . . . . . . . . . . . . . . . . . . 23
2.6 Software and Zero-Suppression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.7 Signal Evaluation and Position Reconstruction . . . . . . . . . . . . . . . . . . . . . . 27
2.7.1 Evaluation of the Signal Shape . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.7.2 Charge Cluster Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.7.3 Centroid Position Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7.4 µTPC Position Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7.5 µTPC Strip Selection and Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7.6 Determination of tmid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7.7 Influence of Electron-Clustering on the Position Determination . . . . . . . . 33
2.8 Front-End-Concentrator-card (FEC) Time Jitter . . . . . . . . . . . . . . . . . . . . . . 34
3 Thermal Neutron Detection 39
3.1 Detection Mechanisms and Reconstruction Concept . . . . . . . . . . . . . . . . . . . 40
3.2 Detector and Beam-Line Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 µTPC-like Position Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Extrapolation of the Start Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Reconstruction and Detection Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.6 Drift Field Dependence and Calibration Parameters . . . . . . . . . . . . . . . . . . . 54
4 Particle Tracking using Thick-GEM (TGEM) Detectors 57
5 High Energy Muon Tracking with a GEM Detector 61
5.1 Experimental Set-up at the SPS Accelerator . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Centroid Position Determination: Spatial Resolution . . . . . . . . . . . . . . . . . . . 64
5.3 µTPC Position Reconstruction and Tracking . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.1 Determination of the Angle Resolution . . . . . . . . . . . . . . . . . . . . . . 68
5.3.2 Determination of tmid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.3 Spatial Resolution by the µTPC-method . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Timing Correction of the Centroid Position . . . . . . . . . . . . . . . . . . . . . . . . 76
x CONTENTS
5.5 Influence of Edri f t on the Detection and Reconstruction Efficiency . . . . . . . . . . . 82
6 Construction and Performance of Large Scale Micromegas Detectors 85
6.1 The ATLAS Detector and the New Small Wheel Project . . . . . . . . . . . . . . . . . 86
6.2 Design and Construction of the NSW-Micromegas . . . . . . . . . . . . . . . . . . . . 90
6.3 Test Beam Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.1 Data acquisition and Jitter Recording . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 General Performance at Perpendicularly Incident Muon Beam . . . . . . . . . . . . . 97
6.5 Performance under inclined tracks and µTPC results . . . . . . . . . . . . . . . . . . . 100
6.5.1 µTPC-Reconstruction and Position Determination by the Centroid Corrected
by Timing Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.5.2 Timing Resolution and Triggering Capabilities . . . . . . . . . . . . . . . . . . 105
6.6 Combined Resolution and Magnetic Field Compensation . . . . . . . . . . . . . . . . 115
6.7 Reconstruction Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7 Performance of a GEM-detector under High Rate Ion Irradiation at the Heidelberg Ion
Therapy Center 121
7.1 Experimental Set-Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.2 High Rate Performance of a GEM detector . . . . . . . . . . . . . . . . . . . . . . . . . 123
8 Summary 129
A Cluster Size Distributions 133
B Detector Alignment with Tracks 135
C Tracking by a Radon-transform 141
D Position Calculation from Stereo Layers 143
E Detector Parameters for the Presented Measurements 147
Acknowledgments 160
Chapter 1
Micro-Pattern Gaseous Detectors
Gas filled systems are among the widest and most commonly used technologies for detecting and
measuring the properties of elementary particles. Albeit these systems, which utilize ionization in a
counting gas, belong conceptionally to the oldest detectors, their development is far from finished.
Modern detectors offer the possibility to combine high spatial resolution, high rate capability and
also very high scalability like no other available technology.
1.1 Micromegas and GEM Detectors
Micro-Pattern-Gaseous-Detectors (MPGDs) are a relatively recent development in gaseous detectors.
They emerged in the 1990s from the miniaturizing and progression of wire chambers, which were
already developed in 1968 by Charpak [Charpak, 1969]. This type of detectors owe their name
to the size of the structures, which are used to amplify the signal of charged particles inside an
active gas volume. The size of these structures is usually below 100 µm. The first type of this new
family of detectors was invented in 1992 by Giomataris and Charpak [Giomataris et al., 1996], the
Micromesh gaseous detector (micromegas). This detector uses a gas volume to detect particles,
which is divided in two different sections by a mircomesh and is shown schematically in figure 1.1.
The mesh is typically woven from steel wires with a diameter of less than 50 µm and a pitch of less
than 100 µm. It divides a drift from an amplification region. In the typical around 5 mm wide drift
region charged particles can create electron-ion pairs, which are guided by electric fields towards
the mesh. In the drift region an intermediate electric field Edri f t ∼ 600 V cm−1 is used to separate
and guide ions and electrons. In the amplification region below the mesh on the other hand the
electrons are accelerated by a much higher electric field of around 40 kV cm−1, which allows the
electrons to ionize further gas atoms. The typical distance of the micromesh to the anode of around
100 µm is ensured by a regular structure of small insulating distance pieces, the so called pillars.
The second famous representative of this generation of detectors, the Gaseous-Electron-Multi-
plier, was invented by Sauli in 1997 [Sauli, 1997] with a very similar concept. The collection of
charge is still managed by a drift region, but the electron amplification is done in a high electric
field in the order of 50 kV cm−1, which is produced inside a copper clad thin film made from
Kapton, FR4, glass or ceramic [Breskin et al., 2003, Takahashi et al., 2013]. The thickness of this
basic material varies in the range from 0.05–2 mm and the amplification itself happens in holes
which are drilled or etched through the foil. To ensure homogeneous amplification these holes
are usually distributed in a triangular pattern over the whole area of the GEM. This pattern can
be seen in figure 1.2, where a laser-microscopic image of a standard Kapton GEM is shown with
a thickness of 50 µm and a copper cladding of two times 5 µm. There the holes were etched from
both sides of the foil, leading to a double cone shape, with an outer diameter of 60 µm an inner
diameter of 50 µm and a pitch of the holes of 140 µm. In this type of GEM the gas amplification can
reach up to 10000. For reasons of discharge protection and charge handling in the detector often
multiple GEM foils are stacked, mostly three times, and the amplification is limited to a factor of
about 20 in each of them. This is also shown in a schematic in figure 1.3. The advantage of both
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Figure 1.1: Schematic of a resistive strip micromegas detector (taken from [Lösel, 2017]). The
fundamental design incorporates three planes, the cathode, the mesh and the read-out anode,
which form two electric fields. The field in the drift region of usually around 50–1000 V cm−1
is used to separate the electrons and ions and to guide the electrons towards the amplification
region between the micromesh and the anode with an electric field in the order of typically around
40 kV cm−1.
detector types is that they are by construction capable to deal with very high particle rates of more
than 7 MHz mm−2 [Bortfeldt, 2014], show an intrinsic high time resolution below 10 ns and have
an excellent spatial resolution below 100 µm.
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Figure 1.2: Laser microscopic image of a standard GEM foil. The upper half of the double-conic
structure of the 60 µm holes in the 50 µm thick film and the triangular arrangement are shown
charged particle
active gas volume e- - ion track
multiple 
std. GEMs
cathode
anode
E
drift
E
trans
E
trans
E
ind
ΔU~350 V
Figure 1.3: Schematic of a GEM detector with 3 GEM foils with a traversing charged particle,
which leaves a track of electron-ion pairs. The electrons are guided and amplified by electric fields
towards a read-out anode and the ions are collected by the cathode.
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1.2 GEM Detector Set-up
Apart from chapter 6 in this thesis various techniques for particle tracking by GEM detectors will
be discussed. The different GEM detectors, which are described here shared their principle design.
Inside an aluminium housing, which acted as a Faraday-cage and pressure vessel, one or three
GEMs were stacked in a distance of 2 mm above a read-out anode and also 2 mm apart from each
other1. The drift region was then confined by the last GEM and a cathode. The active area of the
GEM detectors was defined by the size of the GEM-foils of 100 mm× 100 mm. An example of the
inner part of a detector equipped with three standard GEM foils is shown in figure 1.4.
Figure 1.4: Disassembled triple GEM detector with standard GEM foils and an aluminium cathode
The necessary electric fields were applied in a cascade on both sides of the GEM-foils and the
cathode, with increasing negative high voltage from bottom to top and a grounded read-out anode.
For convenience the electric fields, necessary for the transport of the electron, will be abbreviated
the same way, as it is shown in the schematic 1.3. The electric field in the drift region between
the cathode and uppermost GEM will be called Edri f t and the intermediate fields in between the
GEM-foils, which ensured the transport of the electrons, will be called Etrans. The electric field
between the last GEM and the anode, which was necessary to induce a signal on the read-out
segments, will be called Eind
The read-out anodes featured a 2D-copper strip segmentation with two layers of strips separated
by a 25 µm thin etched Kapton layer. The two strip layers were perpendicularly oriented for the
best spatial resolution in both read-out directions. The strip pitch of both layers was 400 µm, with
80 µm wide strips in the upper layer and 320 µm wide strips in the lower layer, which ensured an
even charge distribution on both layers.
The charge amplification was performed by two different types of GEMs: Standard GEMs with
a thickness of 50 µm as described before, which were always used in stack of three and on the other
hand a single so called Thick-GEM (TGEM). The TGEM was made from standard printed-circuit-
board material with a thickness of 0.5 mm with drilled holes in the same configuration as in the
standard GEMs but with a diameter of 0.5 mm and a pitch of 0.8 mm. Both different designs are
shown in figures 1.5(a) and 1.5(b).
1The anodes as well as the GEMs used here were produced at the CERN PCB workshop (see https://ep-dep-dt.
web.cern.ch/micro-pattern-technologies)
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(a) Standard GEM foil made from copper clad
Kapton of 50 µm thickness with an active size of
100 mm× 100 mm
(b) TGEM made from 0.5 mm printed circuit board
with 0.5 mm drilled holes with a pitch of 0.8 mm
Figure 1.5
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Chapter 2
Particle Detection and Signal Processing
In this chapter the physical processes and the technical concepts, which allow particle detection
and tracking by gaseous detectors, will be discussed. Based on the characteristic interactions of
different particles this allows to reconstruct the passage of these particles with extremely high
precision.
2.1 Energy loss of Charged Particles in Matter
The particle detection in gaseous detectors is directly or indirectly always connected to ionization
of the counting gas atoms and the collection of the resulting free electrons. For electrically charged
particles this is mitigated by the energy transfer of a traversing particle to the gas atoms via the
electro-magnetic force. The probability of the interaction of the particle can be described by the
mean free path:
λ =
1
Nσ
(2.1)
Where N is the electron density of the medium and σ the cross-section for an ionizing interaction
with a gas atom. This free path describes the mean distance between two ionizing hits of the
traversing particle in the medium. As hits with the gas atoms are purely random the probability of
n hits in a given path length x can be described by Poisson statistics in the following way:
P(x/λ, n) =
( x
λ
)n
n!
exp
(
− x
λ
)
(2.2)
The ionization process itself is separated in two parts: Primary ionization, which describes the direct
production of free electrons by an interaction of the traversing particle or secondary ionization,
which is caused by interaction of primary electrons or ions with the gas or by intermediate exited
states. The latter being actually responsible for most of the ionization [Penning, 1927]. The mean
energy transfer from a charged particle, with the explicit exception of electrons (see section 2.2), to
a medium is described by the so called Bethe-Bloch equation [Olive et al., 2014]:
−
〈
dE
dx
〉
= Kz2
Z
A
1
β2
[
1
2
ln
2meγ2β2c2Tmax
I2
− β2 − δ(βγ)
2
]
, (2.3)
where K=4πNAr2e mec2, with Na the Avogadro constant, me and re are the mass and the classical
radius of the electron of 2.818 · 10−15m. Z and A are the atomic number and mass of the medium,
β = vc is the relativistic velocity of the incoming particle , z is the charge of this particle, δ the Fermi
density correction (see [Fermi, 1940]), Tmax the maximum energy transfer and I the mean ionization
potential of the material.
Non-charged particles like photons and neutrons can indirectly be detected in a similar way, by
charged particles they leave after interaction in the detector. Photons for example interact as well
with the electron-shell of atoms and can either by absorption or scattering produce free primary
electrons with enough energy to ionize further atoms. A third interaction of photons with matter
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is the production of electron-positron pairs in the electric field of an atom. This occurs either in
the nuclear field or the field of the shell electrons. The probability of these interaction is strongly
depending on the energy of the photons and typically a single process is dominant in a given
energy region. In low energy regions the photoelectric absorption is dominant. The interaction
cross-section is depending on the photon’s energy Eγ and the density of electrons in the material
the photon is traversing. It can be approximated by [Kleinknecht, 1998]:
σ ∝ Z5E−3.5γ (2.4)
Here the shell structure of the electron hull of the medium with atomic number Z the photon passes
is neglected. The photon can only ionize electrons, which have a binding energy Eb < Eγ, therefore
the number of possible interaction increases in steps with the photon energy every time a new shell
of the atom is reached. This results in characteristic absorption edges for different materials based
on their electron configuration. The photo-electric absorption is the dominant photon attenuation
process in the energy range up to O(100 keV).
In the intermediate energy range of 0.1–10 MeV the main interaction of photons with matter
is mediated by Compton-scattering. Here a photon with an initial energy Eγ scatters off a single
electron, which absorbs a fraction of the photon’s energy and is ejected under an angle θ from the
initial direction of the photon. The energy of the photon after the process E′γ depends on this angle
and can be parametrized by:
E′γ
Eγ
=
1
1 + Eγm (1− cos θ)
(2.5)
The differential cross-section for this process is described by the Klein-Nishina formula [Klein and
Nishina, 1929]:
dσ
dΩ
=
1
2
α2
m2e
(
E′γ
Eγ
)2 [
E′γ
Eγ
+
Eγ
E′γ
− sin2 θ
]
(2.6)
Here dΩ is an infinitesimal solid angle, α is the fine structure constant and me is the electron
mass. For energies higher than two times the rest energy of an electron Ee =511 keV a photon
can annihilate and produce an electron-positron pair, which is the dominant process for photon
energies above 10 MeV. Exemplarily the interaction of photons depending on their energy is shown
in figure 2.1 as the attenuation coefficients for the different processes in argon. The mass attenuation
coefficient µ here is a measure for the absorption power of a material with density ρ and thickness
d:
I = I0e(−µρd) (2.7)
The detection of photons in a gaseous detector is always through the detection of electrons
produced in one of the above conversion processes. The detection of neutrons, which follows the
same pattern, but originates from different interactions, will be discussed in chapter 3.
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Figure 2.1: Total mass absorption coefficient and its components for photons in argon. At about
3 keV a distinct absorption edge is visible (data taken from [Berger et al., 2010])
2.2 Ionization and Charge Clustering along Particle Tracks
Depending on the energy loss of a charged particle in a gas a trace of electron-ion pairs along its
trajectory can be formed, but as the charge deposition in the gas is never completely homogeneous
the track is formed by locally separated clusters of electrons along the path. Following [Blum et al.,
2008] the differential cross section for the energy transfer E, which is much higher than the highest
binding energy in the medium EK, on a single electron from a fast particle can be parametrized in
this limit by:
dσ
dE
=
2πr2e
β2
mc2
E2
(2.8)
Here re is the classical electron radius, which is equal to e2/mc2, with e and m being charge and
mass of an electron, and β is the relativistic velocity of the particle. For the electron density N, the
energy-normalized differential cross-section then reads:
P(E) =
N
(
dσ
dE
)
∫
N
(
dσ
dE
)
dE′
(2.9)
And in the limit of EK  E this would lead to a probability of a specific energy transfer to a
single electron, which is schematically shown in figure 2.2. This shows that, although low energy
transfer to single electrons is favoured also primary electrons with very high kinetic energy can
be produced. These electrons might have a considerable range in the medium and will also leave
a track of secondary electrons in the process, which is the reason for the charge clustering. For
electrons with a kinetic energy E the energy loss h̄ω per unit distance is given by [Thompson and
Vaughan, 2001]:
P (E, h̄ω) =
1
πa0E
∫ k+
k−
dk
k
=
[
−1
ε (k, ω)
]
, (2.10)
where a0 = 4πε0 h̄
2
mee2
is the Bohr-radius, h̄k± =
√
2me
(√
E±
√
E− h̄ω
)
and ε (k, ω) is the dielectric
constant of the medium. Integration of P(E, h̄ω) over all allowed energy transfers yields the
10 2. Particle Detection and Signal Processing
2000 4000 6000 8000 10000
electron energy(eV)
5.×10-6
1.×10-5
5.×10-5
1.×10-4
5.×10-4
10-3
relativeP (E) [a.u.]
Figure 2.2: Calculated primary electron energy spectrum for a muon of 2 GeV after equations (2.9)
and (2.8).
stopping power S(E), which is the energy loss per unit length. The range of an electron down to a
final kinetic energy, which is usually assumed to be 10 eV can then be calculated by:
rCSDA (E) =
∫ E
10eV
dE′
S(E′)
(2.11)
As in this calculation incessant energy loss is assumed. This is called the continuous slowing down
approximation range (CSDA). The range of 1 keV electrons in Argon is in the order of 60 µm and
increases to above 1 mm for 10 keV as can be seen in figure 2.3, where the ranges of electrons are
plotted at different energies for Argon and Helium at standard conditions.
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Figure 2.3: Simulated CSDA range in He and Ar at normal temperature and pressure (n.t.p.) for
electrons plotted against the initial energy of the electron (Simulation based on [Berger, 1992] with
data from [Perkins and Seltzer, 1991])
The distribution of cluster sizes on the other hand can be described by:
P(k) =
∫ ∞
0
P(E)p(E, k)dE (2.12)
Here k is the number of ionization electrons and p(E, k) is the probability of producing k electrons.
An example for the cluster size distributions in different gases, which were experimentally de-
termined, is shown in appendix A. The number of electrons and the mean energy loss together
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Figure 2.4: Simulated distribution of energy necessary for the creation of a single electron-ion pair
for muons of 2 GeV for two gas mixtures at n.t.p. For the argon based mixture this results in a mean
energy necessary for the production of an electron-ion pair of 26.4 eV and for the helium based
mixture in average 39.8 eV are necessary. The underlying simulation is described in section 2.4.
allow to calculate the mean energy necessary for the creation of a single electron-ion pair, which in
gaseous detectors is typically in the range between 10–50 eV, but there are indeed some fluctuations
in the amount of energy an initial particle has to lose in order to create a single electron-ion pair.
This can be seen for the example of two commonly used gas mixtures in figure 2.4, which shows
the simulated spectrum of necessary energy loss per produced electron-ion pair. Depending on the
energy-loss of the traversing particle and the medium this leads to a trace of electrons in the gas,
which consists of agglomerations of small electron clouds. For example for muons of 120 GeV in
Argon this yields an average of 35 clusters per cm track length of the traversing particle with an
average of 2 electrons per cluster [Blum et al., 2008]. For the reconstruction of the track additionally
the extent of every cluster is of great importance, as primary electrons with high energy impair
significantly the reconstruction of a track in the detector (compare 2.7.7).
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Figure 2.5: Event display of a clustered track recorded from a cosmic muon
2.3 Charge Transport and Amplification
In order to be measured the electrons from the charged track have to be guided to some read-out
pattern, which is done by electric fields. By the electrostatic force originating from these fields it
is ensured that the electrons do not instantaneously recombine with the ions in their vicinity and
additionally the electrons are pulled towards an anode.
2.3.1 Electron Transport in a Gaseous Medium
The electrons move along the field lines of the electric field and gain kinetic energy in this process,
but as they are very light they lose their initial direction constantly by scattering on the much
heavier gas atoms. This scattering is practically isotropic and therefore the resulting velocity of the
electron is described by the acceleration it experiences between two collisions v and its immediate
randomly oriented velocity w. Following [Blum et al., 2008] the velocity v between two encounters
with the gas atoms can then be described by the acceleration due to the electric field E and the
mean time between two impacts t.
v =
eEt
me
(2.13)
This drift velocity is lost on average again in the next inelastic collision by recoil or excitation,
which leads to a balance of gained energy from the electric field and losses due to collisions with
an equilibrium energy H0 and an energy loss of a fraction ε with every collision:
x
vt
εH0 = eEx (2.14)
As the thermal energy here can be neglected2 the equilibrium energy is defined by:
H0 =
1
2
mew2 (2.15)
The time between two collisions can be calculated in the limit of much higher energy of the
electron due to the electric field than from thermal motion by:
t =
1
Nσw
, (2.16)
2For electrons at room temperature and this energy is 32 kBT '0.04 eV with the Boltzmann constant kB and the
temperature T
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Figure 2.6: Momentum transfer cross-section for Ar and CO2 as a function of the equilibrium energy.
The data is taken from [Hagelaar and Pitchford, 2005] and [Alves, 2014] for CO2 and [Phelps, 2017]
for Ar.
where σ is the cross-section for a collision and N the particle density. Both equilibrium velocities
than can be written as follows:
v2 =
eE
meNσ
√
ε
2
(2.17)
w2 =
eE
meNσ
√
2
ε
(2.18)
The exact drift velocity in a gas mixture is not only depending on the electric field, but also
on the specific mixing proportion. Here it has to be considered that the fractional energy loss ε
and the cross-section σ are not independent of H0 as it can be seen in figure 2.6 for the two gases
Ar and CO2. The effective cross-section of Ar shows a clear minimum at H0 '0.2 eV the so called
Ramsauer minimum (see [Ramsauer, 1921]). The reason for this behavior is described by [Allis
and Morse, 1931] by quantum mechanical processes in the scattering of the electrons with the gas
molecules. This behavior however is not always shown in other gases.
In the additional presence of a magnetic field ~B the drifting electrons also experience the
magnetic force:
~Fb = e|~vD × ~B| (2.19)
Balancing the electric force ~FE = e~E and the magnetic force the resulting drift direction can be
calculated by:
eE sin α = evDB
sin α =
B
E
vD, (2.20)
which allows to describe the resulting electron trajectory by the so called Lorentz angle α, which
is the deviation from the drift direction with respect to the electric field. With the motion in the
magnetic field also the drift velocity is slightly altered, which unfortunately cannot be calculated
easily, as here the microscopic interaction of the electron with the drift gas has to be considered.
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Figure 2.7: Resulting deflection of the electron drift in an electric field under the influence of a
magnetic field ~B. The deviation from the electric field E is described by the Lorentz angle α.
In the absence of an electric field, free electrons start to diffuse from their initial point of creation.
Their quick energy loss in form of collisions with the gas atoms evokes a fast thermalization of the
electrons and from the kinetic gas theory their velocity can be described by:
v =
√
8kBT
πme
, (2.21)
which is depending on Boltzmann constant kB and the temperature of the gas T. Under the
assumption of an arbitrary direction change with every collision the distribution of N0 electrons
from the origin in a distance r after a time t can be described after [Leo, 2012] by:
dN
dr
=
N0√
4πDt
e−
r2
4Dt , (2.22)
where D is the diffusion coefficient which is a measure for the standard deviation of the distribution:
σ(r) =
√
6Dt (2.23)
In the presence of an electric field the diffusion can be split into two components, the longitudinal
diffusion along the direction of the electric field and the transverse diffusion perpendicular to the
drift of the electrons.
The requirements for a gas used in a detector are a sufficiently high electron lifetime, which
means that electrons can be guided through the detector at least several millimeters before they are
captured or get attached, and that a stable avalanche amplification is possible. The two examples
of Ar and CO2 are actually a very common combination for gaseous detectors, whereby counting
gases are mostly mixtures of a noble gas with a molecular organic gas (see e.g. [Nakhostin, 2017]).
Besides the possibility to fine-tune the electron motion by selection of a suited gas mixture the
purpose of the organic gas, often also referred to as quencher gas, is to absorb photons produced
in the gas amplification process. These photons could produce unwanted de-localized charge all
over the detector. Organic gases, due to their high amount of rotational and oscillatory degrees
of freedom, have a high absorption capability for the complementary UV-light produced in the
amplification stages ( [Blum et al., 2008]). All measurements, which are shown in this thesis have
been performed with an admixture of argon and carbon-dioxide with relative composition of 93:7
Vol%.
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Figure 2.8: Garfield Simulation (see section 2.4) of a Townsend-avalanche in a single GEM-hole
2.3.2 Amplification Process
As mentioned earlier the amount of electrons in a gaseous detector is usually too low to be directly
measured, which is overcome by multiplying them with a high electric field. Due to this field the
energy transfer on a single electron between two collisions is sufficient for it to reaches an energy,
which allows the ionization of another atom. This leads to a subsequent increase of free electrons, a
process which is called Townsend-multiplication. As every electron itself can be accelerated and
ionize further atoms this causes a Townsend-avalanche of electrons an ions. The multiplication
itself on a path from r1 to r2 can be described by (see [Kleinknecht, 1998]):
G = e
[
r2∫
r1
α(x)dx
]
, (2.24)
where α is the first Townsend-coefficient, which is a function of the electric field and the gas. This
dependence has been parameterized by Rose and Korff [Rose and Korff, 1941] and can be used to
describe the gain also in a GEM-detector.
α
n
= A0e
−
(
B0n
E
)
, (2.25)
where A0 and B0 are gas constants, E is the applied electric field and n is the particle density in the
gas. This avalanche like amplification with exponential growth of the amount of electron-ion pairs
leads to a rain drop like shaped cloud in the amplification area. A simulation of this is shown in
figure 2.8.
The detectors used here were always operated at voltages where an increase in the amplification
voltage ensured an exponential increase in the pulse height. Depending on the absolute value
of the electric field this is not necessarily true for all gaseous detectors. The range of voltages
covered so far is called the proportional counting region. Here the number of electrons reaching
the anode is proportional to the number of primary electrons and therefore to the energy loss in
the drift region. Increasing the voltage further would lead to a Geiger–Müller counter, where an
incoming particle produces a vast amount of avalanches in the whole detector, which are also
driven by ultra violet radiation produced by the avalanche amplification. These avalanches are
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Figure 2.9: Different operation regions of gaseous detectors in dependence of applied electric field
(taken from [Melissinos, 1966]).
terminated eventually by a breakdown of the amplification voltage, which is slowly recharged
by a quenching resistor. As here every incoming particle leads to a similar response, detectors of
this type are mostly used for counting particles. Further increasing the voltage can lead to self
triggered continuous discharges. On the other hand decreasing the voltage too much would lead
to no amplification at all, which is used in ionization chambers were only the primary charge is
collected and measured. Even further decreasing the voltage would lead to an increasing fraction
of the ions and electrons, which recombine before they can be detected at an electrode. A schematic
of the different regions depending on the applied voltage can be seen in figure 2.9.
2.4 Garfield Simulation of the Signal Creation at the Read-out Anode
The simulations previously described in the course of this thesis, were carried out by a combination
of the three tool-kits: Garfield++, MAGBOLTZ and Geant4. In this section the general structure of
the simulations will be defined, whereas predictions and comparison with measurements follow in
the subsequent chapters.
A quantitative simulation of the signal, the motion of the electrons and the creation of the
primary electrons from charged particles can only be achieved by a full simulation of the detector,
which was done with Garfield++ [Veenhof, 1998]. Garfield++ is a software tool-kit with the aim to
simulate gas filled detectors. It allows to simulate a whole detector and events from the energy-
loss of charged particles in the counting gas [Smirnov, 1997], to the transport of the ions and
electrons in the electric field, the subsequent simulation of gas amplification and the generation of
Townsend avalanches and finally the calculation of the expected signal in the read-out electronics.
In Garfield++ the MAGBOLTZ [Biagi, 2000] software is used to calculate the transport of electrons
in the gas or gas mixtures, which also directly allows to calculate gas parameters like the electron
drift velocity or diffusion coefficients depending on the electric field. In Garfield a full geometric
2.4 Garfield Simulation of the Signal Creation at the Read-out Anode 17
0.2− 0.1− 0 0.1 0.2 0.3
x (cm)
0.2−
0.1−
0
0.1
0.2
0.3
0.4
0.5
z 
(c
m
)
e-
Figure 2.10: Sectional drawing of a standard triple GEM with the simulated motion and amplifica-
tion of a single primary electron for EDri f t=300 V cm−1, ETrans1/2=1 kV cm−1, Eind=2 kV cm−1 and
∆U=350 V. This lead to a total simulated amplification in this example of about 10000.
model of the three layer GEM-detector has been imported in order to directly compare simulation
results with a real detector.
Garfield itself can analytically calculate simple electric field geometries, but is not capable
to compute the complex electric field inside the complicated structures of a full detector itself,
therefore the finite element solver Elmer [Lyly et al., 1999] was used to calculate the electric fields at
specific nodes, which Garfield could use to extrapolate the fields in the whole detector. An example
of the full simulation of an event for this detector is shown in figure 2.10, where the path of electrons
emerging from a single primary electron through the three amplification stages to the anode is
shown. These simulations allowed to predict the amplification for different field configurations,
the spread of the electron cloud due to diffusion at the anode, the drift velocity of the electrons
and also the expected signal shape. Here and in the following the coordinate system used will be
oriented in a way, that the X- and Y-axis are equivalent to the direction of the read-out strips and
the Z-axis points towards the cathode.
The underlying primary interaction of particles in the detector, the production of primary
electrons, straggling of the particle or conversions however are only rudimentarily implemented
in Garfield. The Geant4 [Agostinelli et al., 2003] tool-kit on the other side allows to calculate
the interaction of particles in matter with high precision and was used to simulate all relevant
interactions in the detector, which lead to primary electrons in the drift region of the detector. Here
again a full description of the detector was necessary, but instead of the electric field configuration
the focus lied on the correct description of the materials used in the detector. This allowed to
calculate the position of primary electron production in the drift region for different production
processes and also the motion of particles before their entering into the detector, for example the
scattering of thermal neutrons in a collimator system in chapter 3.
2.4.1 Electron Drift Velocity and Diffusion in Ar-CO2
A crucial role in the course of this thesis will be assigned to the electron drift velocity in the gas. One
key aspect of the position reconstruction later will be the use of the detectors in a Time-Projection-
chamber (TPC) like mode. The basic idea of a TPC, which was first described by [Nygren, 1974],
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is to use the timing information of the drifting electrons in order to reconstruct their origin. As
previously described, the drift velocity of the electrons is depending on the electric (and magnetic)
fields they are moving in. With known field configuration and drift velocity the time of arrival of
the electrons relative to the passage of a particle through the detector can directly be translated to a
distance from the read-out along the electric field lines where the electrons were produced. In the
absence of a magnetic field for planar Micro Pattern Gaseous Detectors (MPGD) this simplifies to a
position measurement in the Z-position by a drift time measurement. This information can be used
for full particle tracking in a single detector layer. As the drift gap in the detectors used here is large
compared to the structures of the MPGDs the electric field in the drift region is nearly homogeneous,
as it can be seen in figure 2.11 from an electrostatic simulation for a single GEM-detector.
Figure 2.11: Simulation of the electric field components Ez normal to the read-out plane for a single
GEM-detector. Distortions of the electric field above and below the GEM are limited to a range of
<0.25 mm, which leads to a nearly uniform electric field in the drift region.
The assumption of an uniform electric field in the drift seems therefore well justified and leads
to an electron drift velocity dependence on the electric field as shown in figure 2.12(a) for the gas
mixture of Ar-CO2 93:7 Vol% at standard conditions. The simulations used here are described in
section 2.4. This gas mixture has a characteristic fast rise of the drift velocity at low electric fields
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and a local maximum of the drift velocity around an Edri f t '600 V cm−1 followed by a plateau,
meaning that only in the low field regions slight changes in the electric field have a strong influence
on the drift velocity. The drift velocities of the gas mixture used here are in the range between
10–50 µm ns−1, which means for the typical size of the active regions, which will be used in this
thesis, relative time differences in the order of 100 ns between the first and last electrons reaching
the read-out anode.
For a strip read-out this also has the direct implication that the maximum rate capability of the
detector is limited by the drift velocity. The limit here would be reached if two particles hit the
same or an adjacent group of strips within the time window defined by the drift velocity. Signals
from more particles in the same area and timing become indistinguishable then (see also chapter
7). One big advantage of MPGDs is that they can be used with gases at standard conditions, i.e.
atmospheric pressure and room temperature, which means they can be built with low material
budget. Fluctuations in the ambient temperature and pressure have only minor influence regarding
the electron drift velocity as it can be seen in figure 2.12(b) for an Edri f t =600 V cm−1. Here the
simulations with a variation of the temperature at fixed pressure of 1013 mbar (black scale and data
points) and the variation of the pressure at fixed temperature of 300 K (red scale and data points)
are shown. Over the whole range of these variations the electron drift velocity changes by about
4 % only.
The presence of a magnetic field has not only direct influence on the direction of the electron
drift, but also alters the drift velocity (see section 6.6). The influence on the relative direction
of the drift strongly depends on the actual drift velocity as it can be seen in the figures 2.13(a)
and 2.13(b). For mixtures of Ar and CO2 simulations show a general decrease in the longitudinal
electron diffusion with the electric field due to the increased drift velocity in the range between
200–600 V cm−1. This can be seen for an effective diffusion coefficient De f f , which describes the
diffusion after one cm of drift in figure 2.14. In the same region for this gas the transverse diffusion
increases due to the decrease in the mean free path length with the on average increased electron
energy in CO2 [Binnie, 1985].
2.4.2 Signal Calculation and Charge-Sharing
The signal on a read-out structure is caused by motion of charge carriers between electrodes. These
charge carriers cause a current onto the electrodes, supplied by a reservoir originating in the electric
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Figure 2.14: Simulation of effective transverse and longitudinal diffusion coefficients for Ar:CO2
potential the electrode is connected to. This in general leads to two contributions to the measurable
signal, which emerge from the two different types of charge carriers. For a set of electrodes An the
current signal due to the motion can be calculated from the mirror charges Qn on these electrodes.
Assuming a slow movement of the electrons and ions in the gas - as it was done by [Ramo, 1939]-
this signal can be calculated electrostatically by the Ramo Theorem:
Iindn (t) = −
dQn (t)
dt
=
q
Vw
∇ψn [x (t)]
dx (t)
dt
= − q
Vw
En [x (t)] v (t) (2.26)
Here the motion of the charge q is described by dx(t)dt towards an electrode set to voltage Vw. The so
called weighting field En of the electrode can be calculated iteratively by adding a potential ψn to
the electrode and grounding the rest of the electrodes in the system.
In the case of a GEM-detector the signal component due to the ions is negligible, because the
ions are produced far away from the read-out in the holes of the GEM-foils and the read-out is
shielded from the influence of the ions by the complementary electron cloud. The signal therefore
consists mainly of the drifting of the electron cloud towards the anode and the shape of the signal
is dominated by the drift velocity of the electrons in the induction region. The induced charge on
the read-out shows a timing behavior as shown in figure 2.15(a), where a typical signal has been
calculated for a distance of a GEM to the read-out anode of 2 mm with an Eind=400 V resulting in
an electron drift velocity in Ar-CO2 93:7 Vol% of (41± 2)µm ns−1. The motion of the electrons and
ions was calculated by a Garfield simulation and the weighting field of a single read-out anode
was calculated by Elmer.
In the case of the micromegas, discussed in chapter 6, the two components of the signal are
more clearly separated as shown in figure 2.15(b). A fast negative component comes from the drift
of the electrons in the amplification region, as this zone typically is around 100 µm wide this signal
in the order of 2 ns. After the electrons reached the read-out structure the signal is dominated by
the slow drift of the remaining ions towards the micromesh. The ions are about a factor of 100
slower than the electrons and the signal component due to the induced current in the read-out is
much slower with a corresponding duration of more than 100 ns.
So far only an unsegmented read-out anode has been considered. For a segmented read-out,
which allows position reconstruction, some correlations between the signals on adjacent structures
occur close to the actual electron or ion cloud, which forms the signal. This will be discussed here
for the example of a copper-strip read-out identical to the design of the GEM-detectors used in
the following chapters. In the case of a typical GEM-detector, where the induction region is large
compared to the distance of the read-out strips the weighting fields of neighboring strips have a
considerable overlap. Even for a point like electron cloud located directly above a strip this leads
to very similar signals on adjacent strips, which can be seen in figures 2.16 and 2.17(a). Figure
2.16 shows the calculated charge signal for a signal consisting of 15 electrons drifting towards
the center of 20 consecutive strips and figure 2.17(a) shows the fraction of the full signal on the
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Figure 2.15
neighboring strips. The simulation was based on a strip pitch of 400 µm, a strip width of 80 µm, a
strip thickness3 of 35 µm, a width of the induction gap of 2 mm and an Eind =2 kV cm−1. Here the
charge signal, i.e. the integrated current, is shown.
As long as the electrons are far away the neighboring strips see a signal similar to the central
strip, with 80 % of the pulse-height for the next neighbors and still 20 % for the fifth neighbor. As the
electrons drift towards the anode, the fraction of charge the other strips see decreases continuously
until the electrons reach the anode. In this specific case the charge sharing for the first neighbor
reaches a final coupling of 15 % of the cumulative charge on the central strip. The final coupling of
the second neighbor is already as low as 0.8 %, because in the region close to the read-out the first
neighbor shadows the signal on the following strips. For neighbors even further away the final
charge sharing is completely negligible, as it can be seen in figure 2.17(a).
In the case of a strongly confined electron cloud this behavior helps to determine the position
with higher accuracy, as the relative charge on the different strips allows to reconstruct the position
of the initial charge cloud with an accuracy well below a strip pitch. For broad charge clouds,
which also reach the read-out structure over a longer time interval, this cross-talk on the other hand
influences the signal shape of strips, which are reached later by the electron cloud. This causes a
systematic error in the timing measurements based on the actual signal shape.
Recording this shape and subtracting subsequently the influence of the first responding strips
to the following strips allows to compensate the timing shifts introduced by this cross-talk. To test
this in a simulation, 1000 electrons were placed in a distance of 2 mm directly above the center of a
strip and another 1000 electrons were placed in the same distance directly above the center of the
next strip, but were released 5 ns later. This case is motivated by the similar signature of a particle,
which traverses the active volume of the detector with a relative inclination of 30◦ with respect
to the normal of the read-out plane. This simulation allowed to decouple the components of the
signal due to both electron clouds on the second strip. In figure 2.18 both, the total signal and the
signal component origin in the second electron cloud for this strip are shown. The timing of the
total signal exhibited a clear shift and bulge emerging from the first electron cloud, which interferes
with the timing measurement. Without the correction the timing of the second electron cloud in
this example was shifted by 1.5 ns. The signal of the second electron cloud on the other hand could
nearly perfectly be reconstructed by subtracting 15 % of the signal of the first strip, which allowed
to reconstruct the correct timing of the second electron cloud.
3Which is a standard copper thickness on printed circuit boards and corresponds to 1 oz/ft2
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Figure 2.16: Calculated charge collected on neighboring strips for 15 electrons drifting through the
weighting fields of the strips. The start timing of 100 ns is equivalent to an electron drift for five
millimeters previous to the start of the amplification process.
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Figure 2.18: Calculated signal on a single strip for an event with two nearby electron avalanches
located directly above adjacent strips and 5 ns earlier on the neighboring strip. The red signal
corresponds to the strip signal of the electron avalanche directly above it. In blue the signal is
shown, which contains the component of the other avalanche as well. Thus a bias and smearing is
introduced, which would lead to a loss in timing accuracy in the reconstruction later. This bias is
nearly completely removed by time wise subtraction of a fraction of the signal of the neighboring
strip, which saw the full signal of the first avalanche, leading to the green signal.
2.5 Read-out Electronics - The Scalable Read-out System
The read-out of all detectors was based on different versions of the Scalable Read-out System
(SRS) [Martoiu et al., 2013], which is a development of the RD514 collaboration. As the name
suggests this system was developed in order to accommodate high scalability, but also to provide a
read-out for a variety of read-out chips and detector technologies. The core components of this
system are shown in figure 2.19.
One of the intends of this system was the usage within the LHC5 read-out chain. Sampling is
performed by default with the LHC bunch-crossing clock of 40.08 MHz and synchronization with
this or any other clock is prepared (see [Zibell, 2014a]).
The connection to the detector is established by a front-end chip, which is usually an application
specific chip (ASIC) and adapted to the detector system. An example of commonly used front-end
chip for micromegas and GEM detectors is the APV25 [Raymond et al., 2000]. This ASIC, which was
originally developed for the silicon tracker of the CMS experiment [French et al., 2001], contains
128 read-out channels, each of them equipped with a charge-sensitive pre-amplifier, shaper and
analog pipeline memory. With every clock-cycle the signal for all channels are stored in this
pipeline memory after amplification and shaping of the signals. The data from the APV25 chip
can be read-out in up to 30 consecutive samples, allowing to reconstruct the pulse shape on every
read-out segment of the detector in steps of 25 ns. The limit of the read-out rate is defined by the
number of time-bins which are used, as the chip needs 140 clock cycles to send out the data on
the analog line for every time-bin and therefore the maximum trigger rate for a clock of 40 MHz is
285.7 kHz· 1
#time-bins
'11 kHz for 27 time-bins.
The APV25 chips in the context of the SRS are used on hybrid chip-carrier boards, which are
4www.cern.ch/rd51-public
5The Large Hadron Collider at CERN will be described in chapter 6
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Figure 2.19: Schematic overview of the components of the Scalable Read-out Unit (SRS) (taken
from [RD51-collaboration, 2010])
Figure 2.20: Master APV25-Hybrid board with protection circuits and connectors for connection
with the detector (left) and mini-HDMI for the connection with the read-out system are visible. The
actual APV25 chip is covered in black casting compound
shown in figure 2.20 and provide the necessary circuitry for direct connection to the detector and the
rest of the SRS. On the detector side the board contains a network of protection circuits containing
resistors and diodes to clip potentially high current signals, which occur due to rare discharges in
the detector. The connection to the rest of the SRS is facilitated by HDMI cables, which supply the
necessary power to the APV-boards and are also used for the bidirectional communication with the
SRS. The hybrid-boards come in two different versions, master and slave, which are read-out in
parallel by a single HDMI cable.
The hybrid-boards send their analog data to an Analog-to-Digital converter card (ADC), which
is connected to a Front End Concentrator card (FEC). Up to eight pairs of hybrid-boards can be
connected to a single FEC-card, thus allowing a total of 2048 read-out channels to be recorded. If a
higher number of channels or additional pre-processing is needed one or multiple Scalable Read-out
Units (SRU) can be added to the system. The SRU is based on a Virtex-5 Field-Programmable-
Gate-Array (FPGA), which propagates a common clock and trigger to all connected FEC-cards
and also handles the data coming from them. Single FEC-cards are connected to a SRU or directly
to a data acquisition PC via 1 Gbit Ethernet connections. For the digital line the size of an event,
which is dominated by the data samples for every strip and time-bin, is the limiting factor in the
data acquisition rate. The size of an event from a fully equipped FEC-card with 16 APVs and 27
time-bins per strip is around 110 kB. This leads to a maximum digital read-out rate of 1100 s−1 over
the Ethernet connection of the FEC-cards.
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2.6 Software and Zero-Suppression
Depending on the number of FEC cards used, three different software versions were handling
the data acquisition with the SRS system. In the case, where only a single FEC card was used
like in chapter 3, the data stream coming from the FEC-card was recorded with the mmdaq
software [Byszewski, 2012]. This software subtracts the specific baseline offset - the pedestal- from
every strip, selects strips, which are considered as hit and saves the signal on those strips for
every event. This selection is based on the sum of the signal on each strip. One way to read-out
a higher number of FEC-cards was mitigated via a SRU, where a selection of the hit strips was
done already on a hardware level directly by each FEC-card, which employed the same algorithm
as the mmdaq-software. This set-up is described in [Lösel, 2017] and [Zibell, 2014b]. The on-line
zero-suppression allowed data acquisition rates up to a few kHz. As the real occupancy by particles
in the experiments described here was in the range between 1–3 % of all channels of a detector no
loss in actual information was involved in this, as most channels contained only baseline noise. In
the last case, see chapter 6, where the signal of 4 FEC-cards was recorded simultaneously, on-line
zero-suppression has not been applied. Here an untested detector system was used for the first
time, which additionally was prone to collect substantial noise on its read-out strips. Therefore a
modified signal selection and noise canceling algorithm had to be applied off-line on the data in
order to optimize the selection of hit strips. This was necessary because of common mode noise,
which can be seen in figure 2.21(a). A clear signal on multiple strips is visible around the strip
position 165. On all strips a sinusoidal structure is visible, which emerged by coupling of noise to
the ground of the detector. This is called common-mode noise and led to non negligible distortions
of the signal shape. Without adapted zero suppression it would culminate in an increased amount
of falsely selected hit strips or even worse discarding strips, which actually were hit. This can be
seen after application of the mmdaq intrinsic zero-suppression algorithm in figure 2.21(b), here
most of the strips containing the signal survived the selection, but also false positive selected strips
remained. The shape of the signal however still contains the ripples from the underlying noise.
As the amplitude of the noise on the non-hit strips is nearly identical for each time-bin this
can be corrected by iteratively selecting hit strips and adding the baseline of the non-hit strips
time-bin-wise to reduce the noise.
Selection of hit strips was done here in the following way: First the minimal value of each strip
i was subtracted from all time-bins t at this strip qit = q0it − qimin , this corrects for the individual
baseline of the respective electronics channel. The standard deviations of all time samples for every
strip were then compared to the mean standard deviation for all strips. A strip was selected, if its
standard deviation exceeded the mean standard deviation by a factor ZS=(1.5-2.5).
To compensate the common mode noise all strips, which were regarded to be not hit are then
used to calculate the mean value for every time-bin, which was subtracted from the hit strips. As it
can be seen in figure 2.21(c), this selection and correction reduced the influence of this specific kind
of noise very well and led to an improved selection of strips with an actual signal on them.
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(a) Raw (inverted) output of the ADC with a clear
signal signal around the strip position 165. Common
mode noise on all channels is visible in the time-bin-
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(b) Zero-suppressed and pedestal corrected version of
the same signal, but the common mode noise is still
visible
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(c) Zero-suppressed, pedestal and common-mode
noise corrected version of the same signal.
Figure 2.21
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2.7 Signal Evaluation and Position Reconstruction
The position and the shape of the signals in the detector allow to reconstruct a wide range of the
characteristics of the detected particle and its track in the detector. In this section the methods used
in this thesis are described, which allowed to reconstruct the position and direction of a traversing
particle from the response of the strip read-out with APV25-chips.
2.7.1 Evaluation of the Signal Shape
The different methods of the position reconstruction described later on depend all on the evaluation
of the signal and its shape at the read-out strips. As it was described in section 2.4.2 the integrated
signal on a single anode segment has a fast rising component, which is caused by the motion of the
electron-ion avalanches in the gaseous volume. An additional slower component is the drain of
the collected charge on the anode, which in the specific case of the APV25 is accomplished by a
1 MΩ resistor to ground in order to slowly discharge the anode again. A typical single strip signal
with a fast rise-time and a slow drop recorded with a GEM-detector is shown in figure 2.22. The
physically interesting part of this signal is mostly described by the rise of the signal, which was
parametrized and evaluated by a fit using a Fermi function:
q (t) =
Q
1 + e
t−t0
σ
+ q0, (2.27)
where Q is the maximum of the charge distribution, t0 is the point of inflection of the distribution,
σ is a measure for the rise time and q0 is the offset from the baseline to the zero value of the ADC.
As the detectors used here are proportional counters, the total charge Q on all strips is proportional
to the deposited energy in the drift region.
The timing of a signal was determined by a linear extrapolation to the baseline from the values
of the function, where it reaches 10 % and 90 % of its maximum.
tstart = t0 −
log (81)
2× 0.8 σ (2.28)
This procedure allowed to reconstruct the start time of a signal with high precision and is nearly
independent of the actual shape of the signal. This can be seen in the comparison of the extrapolated
timing to the timing determined by the point of inflection of the fit, which is shown in figure 2.23.
Here the timing of single strips are plotted for a measurement with high energy muons, which is
described in chapter 5, against the strip charge. It would be expected, that the signal shape and
the signal timing are independent of the charge collected at the read-out strips, which is actually
the case in the range between 200-1000 ADC-channels. The two methods differ here only by a
constant time offset. For higher charge deposition both methods exhibited a dent in the timing
measurement, meaning that the timing for higher charge collection is biased towards earlier timings
due to saturation of the APV’s dynamic range. The extrapolated timing however is less affected by
this, with a maximum drop of only 40 ns compared to 70 ns for the timing determined by the point
of inflection.
The rise time of a signal, which is depending on the detector geometry, electric field configura-
tion and partly also on the shape of the track, can be described by the slope σ of the Fermi-function.
From now on the rise-time will always be described by this parameter, as the determination of the
full signal length is not well defined by this fit. Using equation (2.28) it can be seen that the time
between any two percentages of the full signal are proportional to this parameter and for example
the time t80 between 10–90 % of the signal is described by: σ = t80/5.5
2.7.2 Charge Cluster Reconstruction
Due to the lateral diffusion, the amplification process and charge sharing it is highly unlikely that
only a single strip of the read-out collects a signal from a traversing particle. On the other hand
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Figure 2.22: Single strip signal with a fit of equation (2.27) shown in red and the extrapolated from
the fit start timing of the signal determined by equation (2.28) shown in green
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Figure 2.23: The comparison of the timing determined for the point of inflection and the extrap-
olated timing for every strip plotted against the charge of the strips shows a reduced distinct
dependence of the reconstructed timing for high charges on a strip for the extrapolated time value.
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Figure 2.24: Rise-time from the Fermi-fit to all strips responding in a cluster plotted against the
cluster size (i.e. number of consecutive strips hit) of the strip belonging to. As already described,
rise-times below 3 ns are most likely caused by noise on a strip and indicate, that individual hit
strips do not belong to real signals.
single strips with neighboring strips not hit, which survived the zero-suppression are very likely
to be caused by noise. This can be seen from figure 2.24 for a measurement with a collimated
muon beam, which hits a GEM-detector perpendicular to its read-out plane6. Here the rise-time of
every strip is plotted against the number of consecutively neighboring strips exceeding the signal
threshold (see section 2.6). The relative amount of strips with an unnatural short rise time of less
than 3 ns for less than four adjacent strips is more than three times higher than for those with four
or more strips, which means that agglomerations of less than 3 strips typically carry no particle
signal. Full signals were constructed from single strips in the following way:
• At least three adjacent strips were hit
• Gaps of single strips in a group are allowed
• The sum of the charge of the strips is larger than 300 ADC counts
From now on a group of hit strips, which are assumed to contain all the information of a single
particle, is called a charge cluster, which is not to be confused with electron clusters in the primary
ionization process.
2.7.3 Centroid Position Reconstruction
One way to determine the position of a particles passing through the detector is to determine the
center of charge or centroid which is defined as:
~xc =
∑ni=0 qi ·~xi
∑ni=0 qi
(2.29)
Here ~xi is the position vector of a read-out structure in the detector, here the strips, and qi the
charge collected at this structure. For a completely homogeneous track ~xc is then the projected
position of the center of the track on the read-out plane.
6The whole set-up is described in greater detail in chapter 5
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Figure 2.25: Centroid and geometric mean position in this signal are identical. The centroid method
delivers best results for a homogeneous charge distribution along the track.
This well established method of determining the particle’s transit position has the general
advantage over the calculation of the geometric mean of a better substructure resolution, which is
predefined by the detector granularity and the lower weight of signals caused by fewer electrons.
The best results here are obtained if the charge distribution along the track is homogeneous. For
inclined tracks one has to assume that the position of the centroid in fact is also in the geometric
center of the track, for example shown in figure 2.25. For a very in-homogeneous charge distribution
this leads to partly substantial deviations of the centroid from the true center of the track and
therefore miss reconstructions.
2.7.4 µTPC Position Reconstruction
If a time resolving read-out is used the full track can be obtained by utilizing the uniform electron
drift velocity in a homogeneous electric field. From the time of arrival of the collected electrons
at the read-out structure the initial Z-position of the track can be restored. This concept is called
Time-Projection-Chamber. They are often built in larger dimensions, especially with a large drift
region. Fitting the position-timing distribution of the full track with a suitable function then allows
to compute the position of the particle at every Z-position in the active volume. In particular this
allows to calculate the track position at the center of the drift region. This concept in the context of
MPGDs is called µTPC-method [Ntekas, 2016] and is shown in figure 2.26.
The position in z in the drift gap of thickness D for a particle, which traverses the detector
under an angle θ can be described by slope tan θ and intercept z0 of a linear equation:
z = tan θ · x + z0 (2.30)
From the edges of the track, which correspond to the minimal and maximal position in Z xmin and
xmax the track inclination can be calculated approximately: tan θ = xmin−xmaxD From this the position
of the particle in the center of the drift region zmid can be calculated by inversion of equation (2.30):
zmid = tan θ · xmid + z0
xmid =
zmid − z0
tan θ
(2.31)
In the detector z is not actually measured, but the time t the electrons for drifting from their
initial point of creation in z-direction z = vD(t− t(z = 0)). t(z = 0) here corresponds to the timing
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Figure 2.26: Extrapolated strip timing plotted versus the strip position and fitted with a linear
function. The orange colored strips were discarded by the pre-selection and not used by the fit (the
same event is show on figure 2.5)
of electrons, which are created at the lower end of the drift region at z = 0. This allows to rewrite
equations (2.30) depending on the measured timing:
t =
tan θ
vD
x− 2tanθ · sxz=0 − D
2vD
+ tmid (2.32)
This again is a linear equation with slope mµTPC = tan θvD and intercept tµTPC = tmid −
2 tan θx(z=0)−D
vD
and equation (2.31) becomes:
xµTPC =
tmid − tµTPC
mµTPC
(2.33)
Together with the parameter tmid, which has to be obtained from a calibration, this allows to
calculate the position of the track at the center of the drift region zmid. In an ideal case, where
tmin = t(z = 0), tmax = t(z = D) and correspondingly xmin = x(z = 0) and xmax = x(z = D), this
could also be parametrized by:
t =
1
vDD
(xmin − xmax) (x− xmin) + tmin
xµTPC =
(2tmin + tmax) DvD
2 (xmin − xmax)
+ xmin (2.34)
Since typically neither of these conditions are met, experimentally mµTPC and tµTPC are deter-
mined by a fit of a linear equation to the timing position distribution, which is exemplarily shown
in figure 2.26. xmin/max and tmin/max typically are determined by strips with a low signal at the edge
of charge clusters, therefore both position and time measurement can be biased by cross-talk and
charge clustering.
The calibration parameter tmid translates to the time between the trigger and the arrival of the
electrons created in the center of the drift gap at the read-out electrode. This method in principle is
more stable against charge fluctuations along the track, as the drift time of the electrons is hardly
influenced by the number of electrons created and additionally allows to fully reconstruct the track
of a particle.
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(a) Event display of an event with two nearby tracks
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(b) Radon transform of the above event. Both tracks
are clearly separated by different accumulation points,
which represent straight tracks in the detector.
Figure 2.27
2.7.5 µTPC Strip Selection and Fit
As an accurate timing measurement of all selected strips is compulsory and the selection of strips
in fact belonging to a track has a large impact on the quality of the reconstruction before the actual
fit a pre-selection on the strips in a cluster was conducted by a pattern recognition algorithm. A
pre-selection in the strips which are used for the fit is done in two different ways:
• A Radon transform on the time-position is performed in order to select timings which lie on
a straight line
• A linear fit on the remaining timings is applied and all points which have a distance to this
line larger than 0.6 mm are discarded
The Radon-transform [Radon, 1917] in two dimension is a special case of the Hough-transform
[Hough, 1962]. The transform translates a function in the X-Y-space to a space of lines with
parameters ρ and α. This leads to a sinusoidal curve γ(ρ, α) in the Radon-space7 for every point in
the X-Y-space p(x,y).
ρ = x cos α + y sin α (2.35)
The corresponding curves of points, which lie on a straight line in the X-Y-space, intersect in the
Radon-space at the position of ρ and α, which parametrized this line. Finding accumulations in
the Radon space and determining the points in the X-Y-plane, which lie on the corresponding
line allows to select straight tracks. A graphical example of this procedure can be seen in figure
2.27(a) and 2.27(b), where two tracks in close vicinity are shown. In the Radon transform, which
here was implemented by the openCV-toolkit [Bradski, 2000], two clear agglomerations are visible,
which correspond to the two tracks. By selecting all strips closer than d <0.85 mm the tracks were
formed. After this selection errors for the fit were assigned to the single strips in the way it is done
in [Ntekas, 2016] described by equation (2.36). Here errors in the strip position σxi are assigned
to be the width of a strip pitch divided
√
12, which is then weighted by strip charge qi in order to
increase the weight of strips with higher charge:
σxi =
pitch√
12
√
1 +
qcl
nclqi
(2.36)
7Technically the transform R f is the set of line integrals R f (r, α) =
∫ ∞
−∞ f (r cos α + t sin α, r sin α− t cos α)dt
2.7 Signal Evaluation and Position Reconstruction 33
Here ncl and qcl are the number of strips in the cluster and total charge in the cluster, whereas the
error in the timing was determined from the fit-uncertainty of the Fermi-fit.
2.7.6 Determination of tmid
The timing offset tmid is a fixed value depending on the drift time of the electrons, the trigger and
the read-out settings and has to be calibrated depending on the detector-settings.
Under the assumption that tmin ' tmid − D2vD and tmax ' tmid +
D
2vD
, tmid can be obtained by
calculation of the mean timing tmid =
tmin+tmax
2 . As the values for single events can fluctuate
significantly the mean value can be determined best by averaging over a large sample of events. A
practical approach to this will be shown in chapter 5.
An alternative is to use a reference position and calculate the value tmid. A possible reference
value might be the centroid position xc for a cluster and under the assumption xc ' xµTPC equation
(2.33) can be used for this calibration by:
tmid = tµTPC − xcmµTPC (2.37)
This method in general is more robust as both fit parameters are determined after the selection of
strips with good timing information.
2.7.7 Influence of Electron-Clustering on the Position Determination
The centroid method works best for short tracks or particles, which traverse the detector per-
pendicular to the read-out plane. A reason for this is the charge clustering along the tracks in
the active drift region. The centroid position of particles, which traverse the detector under an
angle and do not leave a homogeneous trace of electrons in the drift region is generally biased
by the non-homogeneously clustered charge deposition in the drift area. The influence of the
charge clustering on the position resolution was determined by means of a simulation. In a Geant4
simulation the production of electron-ion pairs was reproduced for muons of 120 GeV and alpha
particles of 5 MeV, which were passing through a 5 mm wide drift gap filled with Ar-CO2. The
expected spatial resolution was then determined by calculation of the mean position of the electrons
in one read-out direction for angles of 0◦, 10◦, 20◦, 30◦ and 45◦ and compared to the real position of
the center of the track. In figure 2.28(a) this is exemplarily shown for the resulting distributions
for 100000 muons of 120 GeV under an inclination of 20◦ and 40◦. The RMS of all distributions are
shown in figure 2.28(b). The resolution here follows a trend, which depends on the slope of the
track and was parametrized by:
σ(θ) =
√
σ20 + (σ45 tan θ)
2 (2.38)
With a minimal expected achievable resolution σ0 for perpendicular tracks and σ45 the additional
uncertainty coming from the inclination at 45◦.
For the muons this leads to a resolution in the range between 25 µm and 600 µm and for the
alpha particles between 16 µm and 350 µm, which can be understood from the much lower free
path length of the α particles and the much higher number of primary electrons. This leads to a
much more homogeneous track.
By determining also the position in Z from the same simulation the limits of the performance
for the µTPC-method could also be probed. Here a resolution of 25 µm for both particles and all
angles, with the exception of 0◦ was observed. For perpendicular incident the spatial information
only reached 1.2 mm. This in general suggests already, that for inclined tracks the µTPC method
should have much less intrinsic limitations than the centroid method, albeit here neither timing
resolution of a detector or read-out, nor the diffusion and amplification processes in the gas have
been considered.
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(b) Simulated centroid resolution plotted against the
inclination angle of 120 GeV muons and 5 MeV alpha
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Figure 2.28: Influence of the clustering along the tracks determined
2.8 Front-End-Concentrator-card (FEC) Time Jitter
The read-out system is designed for usage in a clock-synchronous environment in a collider
experiment and allows triggers only every 25 ns. This leads to a 25 ns fluctuation in the absolute
timing of the recorded signal with respect to the trigger, for continuously triggering particles
like cosmic muons. The trigger signal is accepted from the FEC-card only at its next clock cycle.
Therefore the recorded data had not only a fixed offset to the trigger signal, but also an additional
jitter of 25 ns, which is schematically represented in figure 2.29. The reconstructed timing from the
recorded events by the read-out system has to be corrected therefore with a value between 0–25 ns.
The FEC-card also provides a trigger output, which releases a NIM signal synchronous to its
clock if a trigger has been accepted. This signal can be used to measure the jitter by means of an
TDC, which measured the time between the real trigger signal and the response of the FEC-card,
which can be seen in figure 2.30.
The µTPC-method is quite sensitive to this time-jitter, as the measurement of tµTPC is directly
influenced by this. In order to examine this behavior calculations based on Garfield simulations
have been done. Proceeding from the primary electrons, which a muon would leave in the drift
region of 5 mm thickness by traversing it under an angle of 30◦ the response of the read-out was
calculated. After simulation of the transport in Edri f t =600 V cm−1 and the amplification through a
triple GEM the signal on a strip read-out with a pitch of 400 µm and a width of the strips of 80 µm
was computed. The simulated signal on every strip was sampled in steps of 25 ns with offsets of
the start value between 0–24 ns, which mimics the jitter. An example of this is shown in figure 2.31,
where three different variations of sampling with 0 ns, 12 ns and 24 ns jitter for the same signal are
shown together with a corresponding fit of a Fermi-function (see equation (2.27)). The obvious
shift of the signal to earlier times is the direct consequence of the jitter on the signal. The more
subtle difference between the shapes is due to the different sampling. The direct consequence
of this is, that both the reconstructed inclination mµTPC and the reconstructed time tµTPC for the
position reconstruction in the µTPC-method are directly influenced by the jitter. This can be seen in
figure 2.32 for a simulated signal of an inclined track of 30◦ and a drift velocity of the electrons of
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Figure 2.29: Schematic drawing of the time jitter in the recorded data relative to the trigger signal.
The fast trigger signal from e.g. a cosmic muon is recognized by the FEC-card at the beginning of
the next cycle of the 25 ns clock.
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Figure 2.30: Measured offset between trigger signal and the corresponding answer from the FEC
card. The precise width of 25 ns and the uniform distribution show the effect of the jitter due to the
clocked acceptance of the trigger
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Figure 2.31: Shape of the same signal sampled with different relative starting time due to the time
jitter fitted with a Fermi-function. Although the general shape of the different samples varies only
marginally a clear difference in the seemingly timing is visible.
30 µm ns−1, where the parameters of the track fit are plotted against the jitter.
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Figure 2.32: The simulation shows a distinct influence of the jitter on the parameters of the µTPC-fit.
This also leads to a dependence of the position reconstruction on the jitter, as it can be seen in
figure 2.33. In the case where the timing information is strictly gained from the recorded strip data
there is a quite drastic deviation in the reconstructed position of up to 1 mm. As the jitter always is
positive this introduces a shift towards the end of the track. If the strip timings are corrected for
the jitter previous to the µTPC-fit, this deviation nearly vanishes up to total deviations of less than
0.1 mm and the reconstructed values fluctuate only by a RMS of 50 µm around the true value.
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Figure 2.33: Calculated influence of the jitter on the position reconstructed by the µTPC-method at
30◦ with and without jitter-correction. The clear dependence of the residual on trigger fluctuations
in the uncorrected case can nearly perfectly be compensated by subtraction of the recorded jitter
from the strip timings.
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Chapter 3
Thermal Neutron Detection
The need of high resolution and high rate capable neutron detectors is driven by the rather
uncommon interaction of neutrons with matter. Neutrons interact mainly by the strong force
with atomic nuclei and therefore allow to evaluate the atomic structure of materials for example
in scattering or direct imaging applications. Both methods allow to observe complementary
information to the same approaches traditionally achieved with X-rays. A vivid example of this is
the difference of neutron and photon absorption, with photons being in general more likely to be
absorbed in high-Z materials, as they interact mostly with the electrons. The absorption of neutrons
on the other hand follows much more complex rules related to the configuration of the nuclei of
the material, with large attenuation coefficients of low Z-materials (see for example [Lehmann
et al., 2017] or [Banhart et al., 2010]). Exemplarily this can be seen in the different mass attenuation
coefficient curves plotted in figure 3.1 for neutrons with an energy of 3 meV and 25 meV and
photons with an energy of 125 keV. This allows non-destructive imaging of materials, which are
non-transparent for X-rays, but transparent for neutrons like for example iron, silver or gold.
Figure 3.1: Mass-Attenuation coefficients for various materials for 3.25 meV neutrons and 125 keV
photons plotted against the atomic number of the material (taken from [Mishima et al., 1999])
Gas detectors are widely used in the detection of neutrons. So far MWPCs or drift tubes are
frequently used for this purpose (see e.g. [Stefanescu et al., 2017]), but also MPGDs are emerging to
be utilized for neutron detection applications for example the CASCADE detector system based
on multiple GEM-layers [Köhli et al., 2016]. As neutrons carry no electrical charge, they will not
directly leave a track of electron-ion pairs and a gaseous detector as described before is nearly
blind for neutrons. On the other hand MPGDs are very well suited for tracking of charged particles
produced in a conversion process. This can be accomplished by the capture of neutrons in a
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conversion layer and the subsequent emission of high energy charged particles. In this chapter a
method of tracking the fission products of a neutron capture process with a triple GEM detector is
described, which allowed position reconstruction of the point of interaction of the neutron with
very high precision. Parts of the concept described here have been published in [Flierl et al., 2016b].
3.1 Detection Mechanisms and Reconstruction Concept
The interaction of neutrons strongly depends on the respective energy of the neutrons, which has
a specific naming tradition owing to their production processes, see table 3.1. The literature here
offers slightly varying ranges of energies, whereas the ones shown here are taken from [Beckurts
et al., 1964].
Table 3.1: Naming convention of neutron energies, the limits are generally not definitive
Description Energy Temperature
High energetic neutrons > 20 MeV
Fission neutrons ∼2 MeV
Fast/hot neutrons 40–1000 meV 2300 K
Thermal neutrons 3–150 meV 300 K
Cold neutrons 0.1–20 meV 25 K
Ultra cold neutrons 0.001–10 µeV
In this thesis the detection of thermal neutrons will be discussed and for this energy range
there are several materials, which have a high neutron capture cross-section and which emit at
least one particle detectable in a gaseous detector. Some of the more common converters are
listed in table 3.2. Here also the typical reaction products as well as the excess energy from these
fission and excitation processes are stated. Detectors filled with 3He for example are the gold-
standard in detection efficiency for thermal neutrons with the 3He being converter and counting
gas simultaneously [Zeitelhack, 2012]. In the process a triton and proton are produced back-to-back,
which both leave a track in the detector. Because of the slightly different energy and energy-
loss of both particles a typical spatial resolution by determination of the center of charge in the
resulting track is around 0.2–1 mm [Radeka et al., 1996]. High demand and limited supply of 3He
around 2010 peaking in the so called "3He-crisis" led to extended searches for alternative converter
materials [Shea and Morgan, 2010], which also might allow to push the limits of spatial resolution.
Table 3.2: Absorption cross sections for various isotopes for thermal neutrons with an energy of
25 meV (data taken from [Beckurts et al., 1964, Appendix I])
Isotopes Reaction σth[barn] Q[MeV]
3He (t,p) 5330 0.764 MeV
6Li (3He,α) 936±6 4.786 MeV
10B (7Li,α) 3840±11 2.79 MeV
113Cd (114Cd,γ) 20000±300
149Sm (α,146Nd) 40800±900 9.12 MeV
157Gd (158Gd,γ) 242000±4000
A very promising alternative, which will be used here, is the neutron capture and conversion
by 10B in the following processes:
10B + n→7 Li +4 He + γ + Q(2.31MeV)(94%)
10B + n→7 Li +4 He + Q(2.79MeV)(6%)
The capture of the neutron triggers instantaneous fission of the 11B atom into an alpha particle
and a lithium ion, which are emitted back-to-back. Due to the much higher excess energy of this
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process compared to the kinetic energy of the thermal neutron the ions are emitted arbitrarily
with respect to the direction of the neutron. The excess energy Q is shared unequally by the
two products, because of momentum conservation, leading to EHe =1.47 MeV and ELi =0.84 MeV
in the case with additional photon and EHe =1.78 MeV and ELi =1.02 MeV without additional
photon [Beckurts et al., 1964]. With a relative abundance of 20 % in natural boron [Berglund and
Wieser, 2011], 10B is much more conveniently available than 3He. Albeit also detectors with gaseous
boron in the form of BF3 exist, here the case of a solid conversion layer acting also as cathode for an
triple GEM detector will be discussed. This approach was chosen in order to optimize the spatial
reconstruction of the neutron interaction within the conversion layer. The interaction in a thin
conversion layer leads to a case where always a single ion can be detected in the active gas volume,
with its track pointing towards the point of interaction of the neutron, which can be reconstructed
by tracking the ion. This is necessary because of the non-negligible range of the ions in the active
volume of the detector of several millimeters (see section 3.3). The reconstruction of the centroid
of the created charges position and thus the position of the neutron would lead to a systematic
error in the reconstruction depending on the relative inclination of the ion track with respect to the
read-out plane, which is schematically shown in figure 3.2, leading to a maximal spatial resolution
of O(mm).
real position
assumed
position
θ
7Li
10B
n
Figure 3.2: Schematic of the reconstruction concept: A thermal neutron is captured in a thin
conversion layer of 10B which leads to the back-to-back production of two high energy ions. One
ion reaches the active volume of the detector and by tracking the path of the ion inside the active
volume rather than just computing the charge centroid of the ion track the real position of the
neutron interaction can be determined.
3.2 Detector and Beam-Line Set-up
In order to be sensitive to thermal neutrons a standard triple GEM detector described in section 1.2
was equipped with a converter cathode8 made from an 0.5 mm aluminum sheet coated with 2 µm
of 10B in order to sustain an optimal conversion efficiency, which will be described in section 3.5. As
external triggering after the conversion is impossible, a trigger signal for the time resolving read-out
described in section 2.5 had to be generated from the detector itself. This was accomplished by
collecting the signal of the last GEM-foil by a charge-sensitive pre-amplifier, which was then used to
8Which was provided by H. Takahashi (Tokyo University)
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trigger the read-out. The lower-side of the last GEM-foil basically sees the same signal as the read-
out strips, but with a different polarity, because the signal is generated from the electrons drifting
away from the foil as in contrast to the read-out strips. Reconstruction of the neutron position
by tracking the resulting ions was tested in a thermal neutron beam at the Heinz Maier-Leibnitz
Zentrum (MLZ) 9 at the TREFF-beam line [Heinz Maier-Leibnitz Zentrum et al., 2017], which
provided a monochromatic thermal neutron beam with an energy10 of 3.7 meV. The beam was
confined to a slit of 0.18 mm2 × 4 mm2 by a system of in total four boron and cadmium collimators,
which were arranged as shown schematically in figure 3.3. This set-up provided a constant flux
of about 1 kHz through the slit aperture on the converter cathode of the GEM detector. The large
distance between the collimators allowed a very high parallelism of the neutron beam, which
allowed to parameterize the expected beam-shape in the narrow direction of the slit by:
f (x) = A0
(
er f
(
a + (x− µ)√
2σ0
)
+ er f
(
a− (x− µ)√
2σ0
))
+ A1 exp
((
x− µ√
2σ1
)2)
(3.1)
Where the first two summands are the convolution of a box-car function of width a with a Gaussian
smoothing function of width σ, which accounts for the remaining non parallelism of the neutron
beam, which leads to the sum of two Gaussian error functions. The third term is a Gaussian
distribution, which describes small angle scattering of the neutrons, either in the collimator, the
detector housing or the cathode. This expected shape could be verified by a Geant4 simulation
based on the full beam-line, which allowed to predict the neutron hit distribution on the converter
cathode. The simulated distribution projected onto the narrow direction of the slit aperture is
shown in figure 3.4. The main component of the hit distribution follows very well the expected
box-car like shape of 180 µm width dictated for un-scattered neutrons by the slit collimator with
only very little smoothing at the edges described by a negligible Gaussian component with a width
of σ0 =15 µm. The additional contribution from scattered neutrons accounts for a non-negligible
Gaussian distributed component with a width of σ1 =140 µm. From the difference between this
expected and the measured beam-profile in the precision direction of the slit later in this chapter the
detector resolution will be determined under the assumption of a Gaussian distributed resolution
contribution from the detector. Neglecting the insignificant Gaussian smoothing contribution,
equation (3.1) can then be used to determine the resolution by a fit to the measured distribution
and is described by σ0.
n-beam
10B-Detector
S1
2 x 20 mm2
S2
2 x 20 mm2
S3S4
0.18 x 80 mm2
95 cm 80 cm 170 cm
Figure 3.3: Schematic of the set-up at the TREFF beam-line. Shown are the four collimators S1-S4
leading to a narrow slit beam onto the converter cathode placed in the GEM detector behind the S4
aperture.
Utilizing the time-resolving read-out the actual track from an ion was reconstructed, by a time-
bin wise reconstruction of the mean position in X and Y direction separately and thus reconstructing
the particle’s track in the projection onto the read-out plane, which led to a hit distribution as it is
shown in figure 3.5. Although the slit is clearly visible the overlay from the full tracks smears the
position information. From this picture is also obvious why the centroid method is not optimal
in order to reconstruct the end-point of the neutron, as the projected track of the ions can reach
several millimeters.
9https://www.frm2.tum.de/
10This corresponds to a De-Broglie wavelength of 4.7 Å
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Figure 3.4: Simulated beam spot in the narrow direction of the slit on the cathode after the collimator
system. A fit with equation (3.1) shows that a well defined boxcar like distribution with a width of
180 µm and a negligible Gaussian smearing of σ0 =15 µm of the slit sits on top of a broad Gaussian
of scattered neutrons with a width of σ1 =140 µm.
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Figure 3.5: Projection of reconstructed ion tracks onto the read-out plane for a thermal neutron
beam, which was shaped by a slit aperture.
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3.3 µTPC-like Position Reconstruction
In order to determine the position of neutron conversion several approaches will be discussed in
this chapter, which all utilize the reconstruction of the full ion track by the µTPC-method described
in section 2.7.4. The direct application of the µTPC-method would deliver a point in the center
of the ion track leading to similarly insufficient results as the centroid method. For a meaningful
position reconstruction the µTPC calculation from equation (2.33) has to be modified slightly in
order to obtain the start point of the track xµTPC:
xµTPC =
tµTPC − (tmid + t 1
2
)
mµTPC
(3.2)
Where t 1
2
is the time the electrons need to drift through half of the drift gap, which adds a small
contribution to the total offset tmid. The total offset could then be determined by the same method
described in section 2.7.6. This method has some implicit assumptions on the shape and also the
production of the electron-ion pair track the high energetic ion leaves in the active region of the
detector. The two most important prerequisites are:
• The ion trajectory in the active gas volume can be described by a straight line
• All electron-ion pairs are produced virtually simultaneously
In equation (3.2) it is assumed that timing and z-position are proportional, which in the case
discussed here not necessarily has to hold. The energy of both ions at the production is low enough,
that they are already in the Bragg-peak of energy loss, as can be seen in figure 3.6 for the mean
energy loss of alpha particles in argon. The fact that ions lose their velocity so fast might cause
a significant deviation from the assumption of instantaneous creation of the primary electrons.
Moreover a part of the ions is stopped inside the active gas volume. Fortunately the time difference
between the neutron conversion and the production of the electron-ion pairs is still negligible
compared to the drift times of the electrons and can be calculated from the Bethe-Bloch equation
(2.3) and the resulting velocity of the ions. For alpha-particles with a start energy of 1.84 MeV
this results in 95 % of the primary charge inside the drift gap being produced within 3 ns after the
particle enters the drift region. This is also shown in figure 3.7 as time needed for a fraction of
total energy loss, which in turns has been calculated from the data shown in figure 3.6. The range
of the ions in the gas can be calculated in the same way, but has a much greater influence on the
reconstruction. The range is depending on the type of the particle (4He of 7Li) and the distance
it had to travel through the converter until it reached the gas volume hence depending on the
energy left at this point. The range of the ions in the gas is generally limited to a few millimeters,
with a maximum range for an alpha particle of energy 1.8 MeV in Ar-CO2 of 8.6 mm, which was
determined by [Ziegler et al., 2010]. Stopping the ion in the active volume of the detector however
is not favorable, as the lower the energy of the ion is the more it gets scattered leading to a less
straight trajectory. Therefore it is best to limit the drift gap to a width, where the ions with little
inclination with respect to the read-out plane will traverse the whole gap. The drift gap therefore
was set to a width of 6 mm, which limited the projected track length to around 3 mm, which can be
seen in figure 3.8, where the projected track length in one read-out direction and also the predicted
distribution from a Geant4 simulation is shown. The determination of the track length in the
measurement follows equation (3.4) and will be explained later. The deviation of the measured
track length from the simulated one is caused by a minimal cluster size due to lateral diffusion.
By limiting the track-length of the ions in the active region it was ensured that both conditions
stated earlier were met and the µTPC-method in general could be used. In practice arose a couple
of problems there by this approach: Triggering on the signal of the ion at the last GEM-foil with a
fixed threshold added a relative jitter to the recorded signal timing. Depending on pulse height
and shape this led to an additional fluctuation in the timing of the recorded signal in the order of
σt ≥50 ns11. The effect of this can be seen in figure 3.9(a), where the timing calibration tµTPC/mµTPC
11This would lead to an additional uncertainty σ ≥
vdri f tσt
tan (θ)
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Figure 3.6: Mean energy loss depending on the energy of α-particles in argon (data taken from
[Berger et al., 1998]).
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Figure 3.7: Time needed for a relative energy loss for an α-particle in argon with a start energy of
1.8 MeV.
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Figure 3.8: Measured and simulated projected track length of ions for a 2 µm 10B conversion layer.
The measurement was done at Edri f t =192 V cm−1. The difference in simulation and measurement
can be explained by the additional diffusion of the electron cloud leading to a minimal measured
cluster size.
for Edri f t =192 V cm−1, the first part of equation (3.2), is plotted against 1/mµTPC of the ion, here
as projection corresponding to the direction of the narrow side of the slit. Since the timing tmid is
not well defined by the trigger the distribution is spread-out in Y-direction, which results in the
previously mentioned loss in spatial information. This timing fluctuation can partially be removed
by subtracting the timing of the last hit strip tlast for every event, which significantly improves the
absolute timing information as it can be seen in figure 3.9(b), where (tµTPC − tlast)/mµTPC is plotted
and tmid − t 1
2
is determined by a linear fit. Using equation (3.2) the start point of every track could
be calculated and compared to the position of the slit, which is plotted in figure 3.10 and the spatial
resolution achievable by this method could be determined by a fit with function (3.1). Although
the narrow part of the fit reaches a σ0=(225± 3)µm the broad Gaussian base has to be considered
as a feature of the reconstruction algorithm rather than to be caused by the beam spreading, as it is
with a width of σ1 =(720± 20)µm significantly broader than the expected scattering of 140 µm. A
total spatial resolution was determined by deconvolution of the scattering from the broad Gaussian
and weighting the width of both parts of the fit with their respective integral. Altogether this lead
to a spatial resolution of σweighted =(590± 20)µm. This already quite good spatial resolution has to
be taken with a grain of salt, as the reconstruction efficiency here is as small as η '60 %, because of
the limitations of the µTPC fit for low inclination angles. The minimal cluster size in both read-out
directions due to lateral diffusion is in the order of 1 mm, which means that inclination angles
smaller than 10◦ are reconstructible in this set-up. For clusters with a smaller inclination angle the
timing difference of the incoming electrons is suppressed by the first arriving electrons, as they
already occupy the width of the full cluster and the signal on all strips appears simultaneous. This
can be seen in the distribution of reconstructed track slopes in figure 3.11, here shown in units of
time-bins per strip pitch. With a drift velocity of 20 µm ns−1 for an Edri f t =192 V cm−1 inclination
angles smaller than 10◦ would lead to a track slope larger than 4.5 time-bins/pitch, meaning that
nearly all tracks with an inclination angle smaller than 10◦ are miss reconstructed. This resulted for
the reconstruction shown before in figure 3.10 to 40 % of reconstructed start points laying outside
of the active volume of the detector. For these events the position of the centroid would obviously
deliver a better position information, hence it is useful to combine both methods.
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Figure 3.9: Determination of the start time of electron drift, exemplarily shown for
Edri f t =192 V cm−1.
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Figure 3.10: Difference of the slit position and the position determined by a µTPC fit, fit with func-
tion (3.1) for Edri f t =192 V cm−1. The main contribution to the spatial resolution is σ0=(225± 3)µm,
but the underlying broad Gaussian distribution σ1 =720 µm is much wider than expected.
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Figure 3.11: Track slope distribution mµTPC from the µTPC fit for Edri f t =192 V cm−1. Inclination
angles <10◦ and >80◦ could hardly be reconstructed, which implies that this method fails for very
steep tracks.
3.4 Extrapolation of the Start Point
A very basic strategy towards a combination of centroid and µTPC-method would be to identify
the strip in a cluster, which corresponds best to the electrons created closest to the cathode. In a
first approach the position of the last strip in a cluster which was hit was used to determine this
position. This resulted in a reconstructed distribution shown in figure 3.12, which was fit with a
single Gaussian distribution in order to get a first impression of the start point of the track. This
already increased the position accuracy below 0.5 mm, but is of course limited by the width of the
strips. An additional problem arose from signals in strips purely attributable to charge sharing at
the rim of a cluster, contributing a simultaneously shared signal on neighboring strips. Based on
the considerations from section 2.4.2 this could lead to an overcompensation of 2 strips or 0.8 mm
in this set-up12.
A better reconstruction was achieved by exploiting the dense and regular ionization along the
ion tracks, by extrapolation from the centroid position with the measured track inclination. In the
projection of the track on the read-out anode this reduces to the determination of the track length
and the asymmetry of the charge distribution along the track (skewness). Due to the high energy
loss the charge distribution along the track can be described by:
q(x) = A · exp
(
−
(
x− µ
2 · (σ + H(µ)) · ε · (x− µ)
)2)
(3.3)
This expression represents a piece-wise defined Gaussian function, with a most probable value µ,
width σ and a skewness parameter ε. H(µ) describes a Heaviside function. The broad half of the
function describes the dE/dx below the Bragg-peak, whose position is approximated by the mean
of the Gaussian. The narrow part of the function mimics the following fast decline in dE/dx. This
allowed to determine the projected track length by a fit to the distribution of the strip charges in
every cluster around the highest responding strip, which is shown in figure 3.13. This function
has been chosen because the smooth energy loss along the path of the ions is not expected to be
homogeneous, due to the high energy loss of the ions with the highest value at the Bragg-peak.
12Assuming a threshold for a valid signal on a strip of 2.5 % of the ADC-range and a charge sharing of 15 % for
neighboring strips (also determined in section 2.4.2)
3.4 Extrapolation of the Start Point 49
Mean    0.138
RMS    0.4606
 / ndf 2χ  4.53e+03 / 7
Constant  2.75e+04
Mean      0.139
Sigma     0.384
position of last hit [mm]
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
ne
ut
ro
ns
 [ 
1/
0.
4 
m
m
]
0
5
10
15
20
25
30
35
310×
Figure 3.12: Position of the last hit strip in a cluster fit with a Gaussian
The skewness parameter ε describes where the centroid is located in the track between −1 < ε < 1
with ε = −1 meaning a centroid located at the far right of the track and ε = 1 on the far left
respectively. Together with the direction of the ion determined by sign(θ) from the µTPC-fit this
allows to determine the position of the centroid in Z-direction. From this fit the projected track
length can be parameterized by:
lproj = p (2− ε) σ (3.4)
Here p is the factor which scales the width determined at 1/
√
e height of the charge distribution
around the centroid in order to extrapolate the real track length. The exact parameter is depending
on the charge distribution but here it is assumed to be constant and will later be determined as a
calibration factor. For now assuming linear scaling, p will be fixed to be
√
e. This allows to recover
also the full path length l0 of the particle in the active volume by the determination of the projected
track lengths in both read-out directions and the track inclination by:
lproj = l0 cos φ sin θ = l0sinθproj (3.5)
Using the centroid position the start of the track can be extrapolated in the following way:
xext = xcent + sign(θ)λlproj
Where λ is a scaling parameter defined by the initial projected direction of the ion, determined by
the µTPC-fit and the track length.
The transverse diffusion of the electron cloud due to the drift and amplification and also charge
sharing of the read-out strips has not yet been considered so far, but has to be as it can be seen
in figure 3.14. Here the projected track length determined by equation (3.4) is plotted against
the difference from the expected position to the position of the centroid method. The difference
increases as expected with the projected track length, but the minimal track length caused by both
effects just described has a minimal value of ≈ 2·0.4 mm, which is significantly larger than 0. This
additional contribution from the measurement has to be considered in the determination of the
absolute projected track length. Assuming a fixed minimal width of the cluster d, but depending
on electric fields, detector geometry and gas, the absolute track length can be written as:
labs = A
√
l2proj − d2 (3.6)
Where A is a normalization factor, which usually should be 1, and here was used only as the
track-length was determined in units of strip pitches of the read-out anode. This leads now to a set
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Figure 3.13: Schematic of the reconstruction concept by determining the projected track length lproj.
from a fit of equation (3.3) to the distribution of charges along an ion track.
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Figure 3.14: Reconstructed projected track length plotted versus the difference between the slit
position and the position determined by the centroid. The distribution has been fit with equation
(3.7).
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of three calibration parameters A, λ and d , which all can be determined by a fit to the track length
residual distribution shown in figure 3.14:
lproj. =
λ
√
A2d2 + (x− x0)2
A
(3.7)
This finally yields the extrapolated position by calculation of:
xext. = xcent + λA · sign (θ)
(√
l2proj − d2
)
(3.8)
This extrapolation allows to reconstruct the origin of the track with high accuracy, as it it shown
in figure 3.15 for Edri f t =192 V cm−1, where the reconstructed position distribution is plotted and
evaluated. Deconvolution of the beam shape by a fit with equation (3.1) resulted in an excellent
spatial resolution of σ0 =(117± 10)µm (or FWHM=(280± 30)µm). Although the broad tail
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Figure 3.15: Reconstructed position of the slit collimator determined by extrapolation from
the centroid position fit with function (3.1) for Edri f t =192 V cm−1. Here a spatial resolution
σ0 =(117± 10)µm could be achieved.
distribution with a width σ1 =295 µm is larger than expected from the beam profile simulation
the integral contribution of this distribution with (34± 2)% of the total number of events is only
marginally larger than the simulated contribution of 30 %. This suggests that the tails are caused
by the real underlying beam profile. The outstanding performance of this extrapolation can be
explicitly seen by the full reconstruction of the slit aperture in comparison to the hit distribution
determined by the centroid method in figures 3.16(a) and 3.16(b). The spatial resolution for the
centroid method in this case would be only (1.5± 0.1)mm. Although this method also relies on
the µTPC-fit it is much less depending on the quality of the actual reconstructed angle, as explicitly
only the sign of the reconstructed inclination is used. This leads to a much higher reconstruction
efficiency than for the pure µTPC-method, with more than 95 % of the actual triggered signals
reconstructed in the active area. One reason for this is an erroneous assignment of the inclination
direction sign(θ), which can be reduced by a cut on |mµTPC| ≥32.5 ns mm−1(±80◦), which allows
to remove a region of events where the µTPC-fit frequently fails and has a high probability to
reconstruct the opposite sign of the true track inclination. This allowed at the cost of a slightly
decreased reconstruction efficiency even higher spatial resolutions as it can be seen in figure 3.17.
Here a spatial resolution of σ0 =(100± 10)µm could be achieved but the reconstruction efficiency
decreased to 64 % of triggered events reconstructed within the active region. The detector used here
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(a) Full hit distribution from the slit aperture deter-
mined by the centroid method, the slit width here
seems to be exaggerated by several millimeters.
40− 20− 0 20 40
position X [mm]
10−
5−
0
5
10
p
o
si
ti
o
n
 Y
 [
m
m
]
0
10
20
30
40
50
(b) Hit distribution extrapolated to the converter cath-
ode, which allows to reconstruct the point of interac-
tion of the neutron much better.
Figure 3.16: Hit distributions for the center and start point of the neutron track at
Edri f t =192 V cm−1.
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Figure 3.17: Residual distribution after additional application of the skewness correction with a fit of
function (3.1) with Edri f t =192 V cm−1. The achievable resolution increases to σ0 =(100± 10)µm.
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(a) Hit distribution determined by the centroid
method. The large agglomeration at the right side
marks the edge of the boron-nitride block.
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ode by extrapolation of the ion start points, both the
holes as well as the edge of the block are sharply visi-
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Figure 3.18: Hit distributions determined by centroid and extrapolation for a hole mask made from
a boron-nitride block of 5 mm thickness with 0.5 mm holes at Edri f t =196 V cm−1.
allowed to reconstruct the neutron position in both read-out directions with identical precision,
which is exemplarily shown in figure 3.18. Here the collimator system was opened and a broad
beam was used to light a 5 mm thick boron-nitride block with 0.5 mm diameter holes. Using the
calibration parameters determined with the slit aperture and using the same method for both
read-out directions individually again a clear enhancement relative to the centroid method start
point extrapolation can be seen. The edges of the holes are sharply visible compared to the blurred
image determined by the centroid method.
3.5 Reconstruction and Detection Efficiency
The detector concept shown and tested here cannot compete with 3He detectors in terms of detection
efficiency. For thermal neutrons 3He based detectors can reach efficiencies of nearly 100 %. This is
not possible for a single solid conversion layer of boron, as the range of the produced ions in the
conversion layer is limited to about 2 µm, which can be seen from a Geant4 simulation shown in
figure 3.19. Here the expected detection efficiency has been simulated for various neutron energies
and different thicknesses of the conversion layer. The efficiency here was determined by the amount
of ions leaving the conversion layer with an energy of more than 10 keV divided by the number of
neutrons traversing the conversion layer.
The maximum detection efficiency follows roughly a 1/
√
E curve due to the same energy
dependence of the capture cross-section [Beckurts et al., 1964].
The peak in the efficiency around 2 µm for the energies above 1 meV shown here can be
explained by the average maximum range of the ions in this direction, which for sufficiently high
cross-sections is overlayed with an exponential decrease in the efficiency due to the decreasing
amount of neutrons left for conversion. This is also the reason for the slight shift towards a thinner
conversion layer of the peak for the lowest neutron energy of 1 meV shown here.
For reasons of completeness here also two data points for layers of natural boron and boron-
carbide are shown. Natural boron is nearly completely composed out of 11B and 10B, whereas 11B
has only a negligible neutron capture cross-section. The interaction probability and therefore also
the detection efficiency scales therefore with the relative amount of 10B atoms in the composition.
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Figure 3.19: Simulation of detection efficiency with a single 10B layer for different neutron energies
plotted against the thickness of the conversion layer. Additionally the detection probability for
natural boron and natural boron-carbide are shown for neutrons of 3.4 meV and a conversion layer
thickness of 2 µm.
The detection efficiency was also measured in the beam-line by comparison with a 3He counter
leading to an efficiency of triggered events of (5.7± 0.1)%. Which is significantly lower than the
conversion efficiency. This can be explained by a trigger threshold set to about 400 keV, which
suppressed background in the detector caused by photons produced in the collimators, but also
from the conversion layers.
3.6 Drift Field Dependence and Calibration Parameters
Since the parameter d of equation (3.6) as well as the quality of the result of the µTPC-fit are
depending on the applied drift field, the resolution is also depending on the value of the drift field,
which can be seen in figure 3.20(a). For low electric fields the resolution reaches its best values
and steadily degrades to σ ≥180 µm at electric fields above 700 V cm−1. This behavior can nearly
entirely be described by the absolute transverse diffusion in the drift region for a variation of Edri f t,
which is also shown and was determined by the simulations already discussed in section 2.4.1. The
diffusion itself has also been measured by evaluating the parameter d from the fit with equation
(3.6), which is shown in figure 3.20(b). The diffusion coefficients can be calculated from d in the
following way:
D =
dmin√
2p
' dmin√
2e
(3.9)
The values determined in this way are in good agreement with the simulated values. This can also
be used to determine the calibration parameter d without a dedicated measurement with sufficient
accuracy, which has so far been required dedicated calibration measurements. Using the simulated
values for d and the approximated values for A and p a spatial resolution of σ0 =140 µm without
efficiency loss was achieved. All together the application of a self consistent tracking method of
the ions vastly improved the spatial resolution for the detection of thermal neutrons with a single
10B-conversion layer. This allows for a position reconstruction of σ ≤120 µm with a reconstruction
efficiency of 95 %.
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Chapter 4
Particle Tracking using Thick-GEM
(TGEM) Detectors
Of course the application of the methods described in the previous chapter is not limited to the
usage of standard GEM detectors. In this chapter a similar extrapolation technique will be used,
in order to optimize the spatial resolution of a single TGEM detector with identical read-out as
before for the use with high energy alpha particles. TGEMs have the general advantage over
standard GEMs to provide a higher amplification per layer, to be much cheaper and easier to
produce and allow a more simple set-up with fewer high voltage channels. The major drawback of
TGEMs compared to a standard GEM is the spatial resolution, which because of the much coarser
granularity of the TGEM, suffers from a shadow mask like structuring. This leads to a much lower
spatial resolution, which is typically in the order of the distance of the holes (see also [Breskin et al.,
2009]). This behavior is shown in figure 4.1(a) for the hit distribution of a TGEM detector under
homogeneous irradiation with alpha particles by a mixed nuclide alpha-source made from 239Pu,
241Am, and 244Cm with the most dominant energies at 5.1 MeV, 5.5 MeV and 5.8 MeV [Firestone
and Shirley, 1996]. The detector utilized a single TGEM as amplification stage with a thickness
of 0.5 mm, a hole diameter of 0.5 mm and hole pitch of 0.8 mm together with a drift gap of 5 mm
width. The energy of the particles corresponds to a range in Ar-CO2 of about 30 mm, which was
calculated by [Ziegler et al., 2010], and the source geometry allowed the particles to enter the active
area of the detector with an inclination in the range between 0–70◦ with respect to the normal of
the read-out plane under a cos θ-intensity distribution. The probability of the projection of the
particle track onto the TGEM to cover only a single hole therefore was below 2 % and the mean
number of holes covered was around 5.5. A high and nearly homogeneous energy-loss between
0.4–2 MeV was expected, which corresponds to 15000 to 75000 electron-ion pairs, depending on the
track-length in the active volume. This value is in the same order as the energy-loss described in
the chapter before, but the higher energy and range of the alpha-particles ensured that particles
were actually not stopped in the drift region. Nonetheless the hole structure of the TGEM is clearly
visible in the hit distribution determined by the centroid method. This is even more apparent, if
only one slice of the hit distribution in the X-direction is considered, as it is shown in figure 4.1(b).
The distance between the well pronounced peaks here precisely matches the distance between two
holes in the TGEM of 0.8 mm and an additional (65± 5)% of the recorded events are reconstructed
to be located directly beneath a hole. With an optical transparency of only 35 % it is apparent that
this method is shifting reconstructed centers of the particle tracks to the holes in the structure,
which is limiting its resolution.
Still straight tracks were reconstructed, whereas the hit position was only slightly distorted by
the hole structure, as it can be seen for a set of fully reconstructed tracks for the same experimental
set-up in figure 4.2(a). The points on the tracks here are determined by a time-bin wise fit to the
charge distributions in both read-out directions leading to a full 3D-description of the track, which
is visible in figure 4.2(b). The absolute Z-position of the electrons produced along the track leading
to the signals shown here can be derived from the drift time with a drift velocity of 16 µm ns−1 for
an Edri f t =150 V cm−1, which has been chosen in order to spread the timing distribution for better
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Figure 4.1
track visibility here. For a direct conversion into the coordinate system of the detector here the
timing offset and jitter coming from the trigger on the signal of the TGEM and the read-out would
have to be considered, but this was not necessary here. Most of the tracks already directly pointed
towards the common source of the particles at the cathode, which has been used to extrapolate the
origin of the tracks in the drift region. In order to determine the tracking capabilities of this TGEM
detector, the source was placed 3 mm above a d =1 mm hole in an 0.5 mm aluminum collimator,
which also served as cathode in this set-up 13. This theoretically would have led to an in average
decreased angular acceptance between 0–40◦, but due to a slight asymmetry of the shape of the
alpha particle source the overall angle distribution still was in the range between 0–70◦. Application
of the method described in chapter 3 allowed to reconstruct the collimator with high precision, as it
can be seen in figures 4.3(a) and 4.3(b). Here a slight difference in the calculation of the projected
track length arose from the specific hit pattern on the read-out anode due to the TGEM structure.
The charge distribution along a track in contrast to the standard GEM detectors was neither smooth
nor homogeneous and the charge asymmetry along the track ε, as it has been used before, could
not be obtained from a fit to this charge distribution. Still the relative position of the centroid within
the projected track could be used to calculate the charge skewness:
ε =
2 · xc − xl − xr
xr − xl
+ 1 (4.1)
Here xc is the centroid position and xl and xr are the position of the strips at the edges of the
cluster, which also was used as measure for the projected track length lproj. = xr − xl . Otherwise
the same procedure was applied to both read-out directions separately to reconstruct the origin of
the track in the drift region, i.e the hole in the cathode. From this the extrapolation to the origin by
equation (3.8) could be applied leading to a reconstruction of the entrance hole in the cathode. The
obvious increase in spatial information over the determination of the centroid position is visible
in the direct comparison of figure 4.3(a) and 4.3(b). The long track length in the detector of up to
14 mm as expected afflicted the measurement with a washed out beam spot several millimeter in
13The size of the hole was sufficiently small not to disturb the drift field beneath
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size. Extrapolation of the tracks on the contrary delivers a sharply defined image of the actual
hole, which is only slightly exaggerated by a smooth blurring due to the intrinsic resolution of
the TGEM. Notably is also that the slight elongation due to the asymmetry of the sources extend
vanishes by reconstruction of the hole. In the reconstructed hit distribution also the position of
some holes in the TGEM are marked by red circled for comparison, which shows that in fact a
position was reconstructed between these holes and that a construction independent of the structure
of the TGEM is possible. The achievable spatial resolution was calculated from the expected hit
distribution compared to the measured distribution. From the angular intensity distribution and
under the assumption of a circular source with radius R in a distance d to the hole the projected
flux through the hole can be described by:
I(x) = H(x0 + r)H(x0 − r)A cos
(
π
(x− x0) R
2rd
)2
, (4.2)
with a normalization parameter A and the radius of the hole r. In the specific case here this led to
a distribution with a RMS of r2 . The convolution with an assumed Gaussian shaped response of
the detector should then describe the hit distribution. Here the approximation by a convolution
of two Gaussian distributions will be used, where the one resembling the underlying intensity
distribution is assigned a standard deviation of the RMS of the real distribution σ0 = r2 .
The real hit distribution is again best described by a fit of a double Gaussian distribution, with
an underlying broad tail distribution. These broad tails can be attributed to suppressed, but still
present, charge accumulations close to the holes of the TGEM. The result of this can be seen in
figure 4.3(c) with a double Gaussian fit. Deconvolution of the hole size leads to a weighted spatial
resolution of (360± 30)µm, which could be achieved in both read-out directions independently
with the same set of calibration parameters. This shows that for densely ionizing particles tracking
with a single TGEM detectors is possible and exploitation of the fully reconstructed track can
also offer a significant increase in the spatial resolution. This enhancement is independent of the
inclination of the incoming particle and led to a position reconstruction well below the size and the
pitch of the holes of the TGEM.
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(c) Projection of the extrapolated hit distribution onto
the Y-axis of the detector coordinate system. A fit with
a double Gaussian distribution allowed to determine
the spatial resolution to be (360± 30)µm.
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Chapter 5
High Energy Muon Tracking with a GEM
Detector
Tracking in a single detector layer shown in the previous chapters strongly benefited from the
dense ionizing particles used there. For minimum ionizing particles the same methods as described
before cannot be applied directly, because of the much larger influence of charge clustering along a
track in the detector formed by these particles14. In this chapter different methods applicable for
tracking, also considering the characteristic timing features of the used read-out system, will be
discussed at the example of a high energy muon beam.
5.1 Experimental Set-up at the SPS Accelerator
The tracking performance under the irradiation of a single triple GEM detector was investigated
with a high intensity muon beam, which was provided by the Super Proton Synchrotron (SPS)15 at
CERN. The muons at the SPS are produced as the decay products of a 160 GeV pion beam with an
energy in the range between 10–150 GeV. At this energy muons are still close to minimum ionizing
and have an energy loss of 〈dE/dx〉=2–4 MeV cm2 g−1 [Olive et al., 2014], which is about a factor
of 1000 less than the energy loss of the ions in the previous chapters. It allowed tracking of the
particles in a detector system consecutively built from five MPGDs with almost no contribution from
multiple scattering16. A track reference was provided by four micromegas detectors sandwiching
a rotatable mounted GEM detector, which is schematically shown in figure 5.1. The read-out
system was triggered by the coincident signal of two plastic scintillators in front and behind
the micromegas detectors with an active area of 9 cm× 10 cm. All gaseous detectors used here
featured a 2D strip read-out with a total number of 3584 read-out channels17. This set-up allowed
measurements with a read-out rate around 1 kHz at a real particle flux of about 4 kHz through
the detectors. The construction of the GEM detector was based on a low material budget read-
out anode, with a thickness of 300 µm of printed-circuit board equivalent, in order to minimize
scattering of the muons. Otherwise it was identical to the ones described earlier, with a read-out
based on crossed copper strips with 400 µm pitch. The cathode was made from aluminized Kapton
of 25 µm thickness which enclosed the 8 mm drift gap. The mounting of the GEM allowed to rotate
it with an accuracy of 0.1◦ in both directions perpendicular to the beam to angles of 15◦, 20◦, 30◦,
36◦ and 40◦, which allowed a dedicated study of the angular dependence of the signal formation in
the detector and thus the spatial resolution under inclined tracks. As reference system micromegas
chambers with resistive strip discharge protection [Byszewski and Wotschack, 2012] and a well
14Application of this method is possible, but the improvement in spatial resolution compared to the centroid method
is much smaller. For measurements with cosmic muons this led for an Ar-CO2 gas-mixture to an improvement of about
20 % [Flierl et al., 2016a]
15https://home.cern/about/accelerators/super-proton-synchrotron
16An estimation for this is shown in appendix B
17This made the use of 28 APV-hybrid boards and therefore two FEC-cards necessary, which were managed by one
SRU (see section 2.5)
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known spatial resolution of 60 µm in both read-out directions for perpendicularly incident muons of
this energy were used [Lösel, 2013]. The active area of the reference detectors was with 9 cm× 9 cm
and a drift gap of 5 mm slightly lower than that of the GEM.
550 mm
47 mm
MM1 MM2 MM3 MM4GEM
170 mm
Scintillator Scintillator
47 mm
Figure 5.1: Schematic of the hodoscope set-up: Four micromegas detectors placed in front and
behind the GEM detector form a reference system which was used to test the GEM detector in the
middle. The GEM was rotatable in both directions perpendicular to the muon beam. A trigger was
provided by the coincidence signal of two scintillators in front of and behind the hodoscope.
By determining the muon position in the fixed mounted reference detectors and by linear
extrapolation, this set-up allowed a track prediction accuracy at the position of the GEM detector
between 40 to 50 µm, depending on the inclination angle of the GEM Detector, as can be seen in
figure 5.2. The calculation of the uncertainty can be found in appendix B.
The muons were produced by the decay of a pion beam upstream of the experimental area,
leading to a broad beam profile, but very little beam divergence. This allowed large homogeneous
coverage of the active area of the detector system and ensured well defined track inclination, which
is shown in figures 5.3(a) and 5.3(b), where the beam profile in the GEM detector for perpendicular
incident and the beam divergence measured by the reference system are shown. The divergence
of the beam could be measured to be σθ =0.1◦, see figure 5.3(a). This allowed for a very precise
measurement of the inclination dependence of the position reconstruction.
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Figure 5.2: Calculated track prediction accuracy provided by the four reference micromegas
detectors plotted against the position of a test detector in the direction of the beam.
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5.2 Centroid Position Determination: Spatial Resolution
The position measurement by the centroid method with the GEM detector for different track
inclinations revealed the expected charge clustering dependence characterized by deceasing spatial
resolution for inclined tracks. The determination of the spatial resolution in the following is
implemented by deconvolution of the assumed Gaussian distributed track prediction accuracy of
width σtrack from the residual distribution i.e. the difference between the predicted position and
the reconstructed position in the GEM detector. The prediction of the position inside the GEM
detector was done by a careful alignment of the detector coordinate system with respect to the
coordinate system defined by the tracking telescope, which is illustrated in more detail in appendix
B. A residual distribution for perpendicular incident muons in the X-Layer of the GEM detector
is shown in figure 5.4, which has been fit with a double Gaussian distribution. This shape can
be explained by a narrow core distribution of width σcore containing the vast majority of events,
which represents the intrinsic spatial resolution of the method applied. The underlying broader
distribution of width σtails describes the more unlikely case, where the position reconstruction is
impaired by features of the track like δ-electrons, which itself can have a considerable track in
the gas region. Both contributions in the residual distribution are blurred by the track prediction
accuracy, which also is assumed to be described by a Gaussian distribution:
f =
1√
2πσtrack
· e
(
−
(
x√
2σtrack
)2)
⊕
Acore · e
(
−
(
x−µ0√
2σcore
)2)
+ Atails · e
(
−
(
x−µ1√
2σtails
)2) (5.1)
f = A0 · e
(
−
(
x−µ0√
2σ0
)2)
+ A1 · e
(
−
(
x−µ1√
2σ1
)2)
(5.2)
Where σ0 =
√
σ2track + σ
2
core and σ1 =
√
σ2track + σ
2
tails. Depending on the reconstruction method
the relative contribution of both distributions to the full residual varies and therefore in the
following spatial resolution will be defined by the weighted mean of both if not otherwise stated:
σweighted =
A0σ0σcore + A1σ1σtails
A0σ0 + A1σ1
(5.3)
For perpendicularly incident muons at an Edri f t =562.5 V cm−1 this led after subtraction of the track
prediction uncertainty of (45± 5)µm from the residual to a spatial resolution of σweighted=(56± 8)µm
and σcore =
√
σ20 − σ2track=(38± 6)µm if only the narrow Gaussian in the residual distribution is
considered.
For perpendicular incident muons this very good spatial resolution is not affected by variation
of the drift field at all, as it can be seen in figure 5.5(b). Whereas the amplification had only little
influence as long as the sum of the voltage difference ∆U of the GEMs is larger than 880 V, as
it can be seen in figures 5.5(a). Although the amplification voltage does not directly influence
the width of the electron cloud at the read-out anode, lower amplification also means a lower
amount of strips exceeding the threshold is recognized as hits. This occurs typically at the edges of
the charge distribution in every event and leads to fluctuations in the determination of the mean
values. The spatial resolution is directly influenced by this. For the drift scan the amplification
voltage was ∆U = 920 V and the drift field for the amplification scan was Edri f t =562.5 V cm−1.
The amplification has been altered by modifying the voltage difference at the uppermost GEM. The
rest of the voltages have been held constant and were chosen as it is shown in table 5.1.
For all further measurements the amplification and transfer fields were fixed and only the
drift field was modified. In the next step the detector was tilted and as it was expected from the
simulation shown in chapter 2 (see figure 2.28(b)) there is a drastic influence of the inclination
angle on the spatial resolution, which is shown in figure 5.7. Here the spatial resolutions are
plotted against the inclination angle for Edri f t =187.5 V cm−1, which varies from (56± 8)µm to
(630± 25)µm between 0◦ and 40◦. For angles below 15◦ the weighted resolution from a double
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Figure 5.4: Residual distribution of the GEM detector for perpendicularly incident muons fit with a
double Gaussian function leading to a resolution of (38± 6)µm defined by the narrow Gaussian
and a weighted resolution of σweighted =(56± 8)µm.
Table 5.1: Applied voltages and electric fields for the GEM detector (sorted from bottom to top)
Voltages/Field strength
Eind 2000 V cm−1
∆U1 250 V
ETrans1 2250 V cm−1
∆U2 350 V
ETrans2 1750 V cm−1
∆U3 320 V
Gaussian fit is shown and for angles above 15◦ the width of a single Gaussian fit is plotted, which
describes the residual distribution better and can be understood by the fact, that the range of δ-
electrons in the gas is limited to about 1 mm (compare figure 2.3). The projected track length in the
read-out direction on the other sides exceeds this value at around 15◦ and the effect of the δ-electrons
is minimized. The residual distribution for an inclination angle of 36◦ at Edri f t =562.5 V cm−1 in
figure 5.6 is in good agreement with the fit of a single Gaussian, translating to an already degraded
spatial resolution of (575± 20)µm. The trend here is even slightly worse than predicted by the
simulation for 120 GeV muons, but one has to consider that the muon spectrum of the beam also
allowed muons with a significantly lower energy implicating even higher susceptibility for charge
clustering and multiple scattering.
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Figure 5.6: Residual distribution for an inclination angle of 36◦ and a drift field of 562.5 V cm−1
with fit of a single Gaussian.
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Figure 5.7: With increasing inclination angle a nearly linear decrease in the spatial resolution
determined by the centroid method was observed. Here shown for an Edri f t =562.5 V cm−1. For
reference also the simulated resolution from section 2.7.7 for 120 GeV muons are shown here as
open circles.
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5.3 µTPC Position Reconstruction and Tracking
The general deficit of position determination by the centroid method for inclined tracks should
be overcome by the position determination using the µTPC method. The method itself is strongly
depending as well on a precise absolute – with respect to the passage of the particle – as relative
time measurement at all strips hit. The absolute timing measurement unfortunately suffers from
the intrinsic time jitter inflicted by the APV-based read-out system, which directly influences the
position resolution. On the other hand the relative time measurement, which is dominated by the
actual signal shape dictated by the electron drift and the initial charge deposition in the drift region,
is more influenced by the underlying physics and the detector geometry and can be optimized by
the electron velocity and compensation of the charge dependence of the signal shape.
5.3.1 Determination of the Angle Resolution
In order to probe rather the detector and the method than the read-out system first the angle
resolution of the detector was determined, which is almost independent of the absolute timing.
The determination of the track inclination is relying on the quality of the measured timing for every
strip in a cluster and therefore on the charge distribution on these strips. This translates into a strict
dependence of the reconstructed angle on the slope of the µTPC-fit:
θ = arctan
1
mµTPCvdri f t
(5.4)
The main contribution on this signal (see section 2.4.2) can be attributed to the electrons produced
directly above the respective strip, but distortions due to coupling are possible, but this effect can
be compensated by a charge-correction for every time-bin. Figure 5.8(a) shows an event where
the timing determination and the linear fit in general worked for a by 36◦ tilted detector and
Edri f t =687.5 V cm−1. Here an event display overlayed by the reconstructed strip timings is shown
for a single muon. The reconstructed angle (42± 5)◦ was a bit too large which is equivalent to
a too low slope in the fit. This slight mis-reconstruction is caused by the division of the track in
three connected, but still clearly visible sub-clusters. Charge coupling of the dominant peak in the
center of the track led to a step-like timing distribution and without charge-correction this led on
average to larger reconstructed angles, which can be seen in figure 5.9 for the mean reconstructed
angle plotted versus the set angle for Edri f t =687.5 V cm−1. An example for a case where this
correction will not improve the reconstruction results is shown in figure 5.8(b), which was recorded
with the same detector set-up as before. As mentioned before the influence of charge clustering is
less critical for the µTPC position determination, but large charge agglomerations caused by high
energy primary electrons, especially at the lower end of the drift gap can hide the time information
for strips, which should have been hit later. In the example shown here the size of the charge
cluster at the central hit position of the track is within the expectations for the tilt of the detector,
but the large amount of strips with nearly equal timing and high charge disguise the real track
shape and in this case even lead to an error in the angle reconstruction of more than 45◦. Events
like this later on distorted the position reconstruction considerably, but could be identified very
well by the quality of the µTPC-fit and rejected effectively by requiring a χ2/NDF < 5 of the fit.
The same effect also was responsible for a rather bad angle resolution especially for low
inclination angles, which can be seen in figure 5.10 by the reconstructed angle distribution for an
inclination of 15◦ at the same Edri f t, which significantly differs from the set angle. Here a mean angle
of (18.89± 0.09)◦ was reconstructed with a width of the distribution of σw =(5.25± 0.12)◦. The
angle distributions were evaluated by a fit with the sum of a Landau- and a Gaussian-distribution
with a single parameter for the most probable value of the Landau- distribution and the mean
value of the Gaussian. The quality of the angle reconstruction from now on will be described by the
value of this parameter and the width of the distribution defined as the widths of both functions
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Figure 5.9: Mean value of the reconstructed angle for Edri f t =687.5 V cm−1 with and without charge
correction described in section 2.4.2 with the red line to guide the eye. The correction improves the
reconstructed angle especially for low angles.
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Figure 5.10: Distribution of uncorrected reconstructed angles for 15◦ tilted detector and
Edri f t =687.5 V cm−1, fit with the sum of a Landau and a Gaussian distribution. The most probable
value of the distribution is at 19◦.
weighted with their relative integral18:
σw =
NGausσGaus + (Ntotal − NGaus)σLandau
Ntotal
(5.5)
Both, absolute value and width enhance with larger inclination angles, mostly because the
number of hit strips increases and therefore the effect of the strips at the edge of a track minimizes,
but still a significant deviation even at a set angle of 30◦ was observed, where the mean recon-
structed angle was 32◦. Application of the time-bin-wise charge-correction from section 2.4.2 to
the pulse-height by a correction factor of 20 %19 led to a much better angle resolution and reduced
the systematic shift of the mean reconstructed angle considerably. At the example of 15◦ this is
shown in figure 5.11, with an improved mean reconstructed value of (16.99± 0.04)◦ and a width
of σw =(2.70± 0.04)◦. The direct comparison with the uncorrected reconstructed mean angles in
figure 5.9 shows better agreement with the set angles over the whole range. Due to this obvious
increase in the quality of the µTPC-fit, the correction will be used further on for all results presented
in this chapter.
Two parameters, which directly influence the angle resolution are the electron drift velocity
vD and the electron diffusion. The influence of vD on the angle reconstruction, which could be
understood from the limited absolute timing resolution of the detector and the read-out, seems
to be rather low as the angle resolution in fact seems to degrade slightly with lower Edri f t. The
longitudinal electron diffusion on the other hand in the same range of Edri f t also decreases steadily
and the best angle resolution here was obtained at a drift voltage where this diffusion was also
minimal, as it is shown in figure 5.12(a), which has to be compared with the diffusion coefficients
in figure 2.14. The general trend of a better angular reconstruction at larger angles was observed
independently for all drift field variations and is exemplarily shown for an Edri f t=562.5 V cm−1 in
figure 5.12(b) for the reconstructed angle distributions of 15◦, 30◦ and 40◦.
18The integral of the Landau-distribution has been determined by subtraction of the integral of the Gaussian-
distribution from the total number of events.
19Which was empirically found to deliver the best angle resolution, rather than the 15 % simulated before, this might
be afflicted by additional capacitive coupling of the strips (see e.g. [Lösel, 2017]) which has not been considered in the
simulation.
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Figure 5.11: Distribution of charge-corrected reconstructed angles for a detector tilted by 15◦ and
Edri f t =687.5 V cm−1, fit with the sum of a Landau and a Gaussian distribution.
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ters taken from the fit shown in 5.13(a).
Figure 5.13
On the other hand this shows, that the angle reconstruction works very well with an angular
resolution below 3◦ and an absolute error of the reconstructed angle of less than 3◦ for all tested
combinations of drift fields and angles θ ≥20◦.
5.3.2 Determination of tmid
Similar as in chapter 3 the calibration of the timing offset tmid for the position determination by
the µTPC-method was determined by a slight modification of equation (2.37). This was done by a
fit of a linear function to the difference between the track prediction and the position determined
by (tµTPC/mµTPC)− xtrack plotted versus 1/mµTPC for all sets of measured angles recorded with
a given Edri f t simultaneously. For Edri f t =437.5 V cm−1 this led to a distribution like it is shown
in figure 5.13(a). This calibration not necessarily needs the input of a track prediction from other
detectors, but also the centroid position in this detector can be used as reference. This is shown
in figure 5.13(b) for the same Edri f t with an overlay of the fit from figure 5.13(a). The value of the
parameter tmid corresponds geometrically to the middle of the drift region and depends on the drift
velocity vD there, the drift gap width ∆z and an absolute time offset from the read-out electronics
tel..
tmid =
∆z
2 · vD
+ tel. (5.6)
This allows alternatively to obtain this value by the drift-time spectrum, i.e. the distribution
of all recorded strip timings. Under the assumption of on average equally distributed ionization
within the drift gap, the spectrum should in general have a box-car like distribution of the strip
timings. This distribution would be blurred by the time jitter and timing resolution of the read-out
electronics as well as the timing fluctuations for the single electrons due to longitudinal diffusion.
Assuming Gaussian shape of all uncertainties the drift time spectrum can be parametrized in the
following way, by convolution of a Gaussian with a box-car function:
F(t, tmid, σt) = A ·
(
er f
(
0.5 · ∆t + (t− tmid)
(
√
2σt)
)
+ er f
(
0.5 · ∆t− (t− tmid)
(
√
2σt)
))
(5.7)
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(a) Determination of tmid from the distributions of
all strip timings for an inclination angle of 20◦ and
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Figure 5.14
Here ∆t is the mean time difference between the first and last electron reaching the read-out
anode, which is equivalent with the thickness of the drift gap ∆z = vD · ∆t and the parameter σt
describes all effects, which limit the timing resolution. The drift-time spectrum in figure 5.14(a)
actually is described quite well by this, which is here shown for an inclination angle of 20◦ and
Edri f t =687.5 V cm−1. The absolute value of tmid here additionally has to be corrected for the time
jitter, which shifts the mean of the strip timing by half a time-bin, as described in section 2.8. By
this method a value of tmid =(189.4± 0.2) ns was determined here, which is in agreement with
tmid =(175± 18) ns determined by the method discussed before. The timing resolution by fitting
to the drift-time spectrum however drastically declined for lower drift fields. This can be seen in
figure 5.14(b) for an inclination of 20◦, but for Edri f t =187.5 V cm−1. The asymmetrical shape with
early timings dominating is caused by the limited electron transparency of the drift gap. Electrons
produced at the lower end of the drift region therefore have a higher probability of actually reaching
the read-out, electrons produced at the upper have an increased risk of recombining, which can also
be seen in section 5.5. This leads to a higher uncertainty in the determination of tmid and therefore
this method is not used in the following in order to allow direct comparison of results for different
drift field configurations.
5.3.3 Spatial Resolution by the µTPC-method
Using again equation (2.33) the position information was obtained from the µTPC-fit, and an
example for a resulting residual distribution is shown in figure 5.15 for 187.5 V cm−1 and an
inclination of 36◦. A performance increase over the determination by the centroid position was
achieved here with a resolution of σweighted =(250± 20)µm. Over the full range of tested track
inclinations the determination of the position by this method delivered a good spatial resolution
below 300 µm, which is shown for Edri f t =187.5 V cm−1 in figure 5.16. The position information
determined by the µTPC-method outperformed the pure centroid position determination for all
examined angles, whereas the spatial resolution is best for angles between 20–30◦. The distinct
difference between the core resolution σcore and the weighted resolution σweighted implies that the
contribution from the underlying broad distribution is rather large.
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Figure 5.15: Residual determined by µTPC method for Edri f t =187.5 V cm−1 and a detector tilt of
θ =36◦. The distribution has been fit with a double Gaussian function leading to a spatial resolution
of σweighted =(250± 20)µm (σcore =(170± 20)µm).
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Figure 5.16: Resolution by centroid and µTPC-method plotted against the inclination angle for
Edri f t =187.5 V cm−1. For the µTPC-method weighted and core resolution are stated.
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Figure 5.17: Dependence of the position determination on the reconstructed angle, shown for a
nominal inclination of 36◦ and Edri f t =187.5 V cm−1
In the example shown in figure 5.15 the Gaussian tails account for about (29± 2)% of all events,
whereas for reference at perpendicularly incident and reconstruction by the centroid in figure 5.4
the tails contributed only (10.2± 1.4)% to the total number of events. This effect is promoted
by possible failures in the reconstruction of the inclination angle, which can be seen at the same
example data-point in figure 5.17, where the residual is plotted against the reconstructed angle.
The fish-tail shaped structure for angles which are reconstructed too large causes this broad base in
the residual distribution, but on the other hand the position reconstruction actually works still well
even if the reconstructed angle is only correct up to ∼ ±15◦. Assuming an application where also a
second coarse track inclination prediction would be in place, as it will be the case in the experiment
described in chapter 6, which would allow to identify erroneously reconstructed angles and cut
on them can lead to an improved weighted spatial resolution. In the example shown here a cut
on the angle to be reconstructed within ±15◦ of the nominal angle improves the spatial resolution
to σweighted=(220± 20)µm compared to (250± 20)µm without the cut20. The decreased but still
noticeable dependence of the spatial resolution on the inclination angle can be understood again
by limitations in the timing resolution and absolute timing measurement. Assuming an error in
the timing determination of ∆t an error in the position measurement would be depending on the
measured slope mµTPC in the following way:
∆x =
∆t
mµTPC
= ∆tvD tan θ (5.8)
By vD this error is connected to Edri f t and bearing in mind the absolute timing measurement
fluctuation of width σt (see section 2.8) the actual spatial resolution σµTPC should be even better:
σµTPC =
√(
σweighted
)2 − (σtvD tan θ)2 (5.9)
The influence of the read-out on the position determination will be discussed in more detail in
the next section, but the direct implication on the position reconstruction can be seen in figure
5.18. Here the spatial resolution is shown for three different drift fields in the range between
187.5–437.5 V cm−1, where the electron drift velocity scales nearly linearly with the electric field
(see also figure 2.12(a)). For all fields the best resolution is achieved at an inclination angle of 20◦,
with a within the errors identical mean resolution of (240± 40)µm. This shows that, apart from
20All other results in this chapter are shown without this cut
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Figure 5.18: Fluctuation in the absolute timing leads to a dependence of the spatial resolution on
the inclination angle and the applied Edri f t. This leads to a better spatial resolution for lower vD,
here achieved by lowering Edri f t.
the timing information, in fact very good spatial resolution with this technique can be achieved.
However a drawback remains in the robustness of the µTPC fit, which leads to a separation in
events where the fit works well with high spatial resolution and much lower spatial information if
the fit fails.
5.4 Timing Correction of the Centroid Position
A more robust way of determining the position in the detector was found by further analysis of
the position uncertainties of both methods shown so far. The poor resolution for inclined tracks
for the centroid method can be understood as a mis-estimation of the position in Z-direction,
perpendicular to the read-out plane. The centroid implicitly was assumed to lie on the same plane
in Z at the center of the drift gap. This does not necessarily hold, because of charge clustering and
in-homogeneous energy loss the centroid position of a track fluctuates in Z between the lower
and upper edge of the drift gap. Using a similar method as in the chapters 3 and 4, this can
be measured by comparing the centroid position with the geometric mean of the track with the
skewness parameter ε defined in equation (4.1), which is a measure of the relative position of a
centroid along the track and in this case therefore a measure of Z. The deviation from 0 of this
parameter shows, whether the centroid position is higher or lower than the center of the drift gap.
A value of 1 denotes that the centroid is at the upper edge of the drift gap and, respectively, a value
of -1 for the lower edge. Plotting the residual of the centroid position versus the skewness, as it
is done in figure 5.19(a), shows that there is a considerable fluctuation of the Z-position and the
clear linear dependence of the residual position can be used to refine the centroid position in a
very similar fashion as already shown in chapter 4. Alternatively, in a nearly equivalent approach,
the homogeneous drift velocity in the drift gap is utilized. The position in Z-direction can also be
determined by the charge weighted timing of the centroid position tcoc.:
tcoc. =
∑ni=0 qi · ti
∑ni=0 qi
(5.10)
Where qi and ti are the charge and timing for all the strips in a cluster. A timing offset from the
mean signal timing ∆t = tmid − tcoc., translates in a shift of the centroid position in Z-direction and
the corresponding shift in the read-out direction ∆x can be described by:
∆x = ∆t · vD · tan θproj. (5.11)
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(a) Centroid residual plotted against the skewness of
the cluster (defined by equation (4.1))
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Figure 5.19
Exemplarily the influence of the timing is shown in figure 5.19(b), where the residual determined
by the centroid from the predicted position is plotted against tcoc. for an inclination angle of 36◦
and Edri f t =187.5 V cm−1. The position-time distribution shown can be evaluated by a linear fit,
where the slope should be purely defined by the track inclination and the electron drift velocity.
This is in fact the case and was studied for various drift fields, which is shown in figure 5.20(a),
where also fits of the form s(θ) = p0 tan θ were applied. The fit parameter p0 was found to be in
good agreement with the expected drift velocity for every applied electric field, which is shown in
figure 5.20(b), where the values of p0 are plotted together with the simulated electron drift velocity
from section 2.4.1.
Given a known track inclination21 this allowed the correction of ∆x of the centroid posi-
tion described by equation (5.11), which led to a much sharpened spatial resolution for inclined
tracks, as it is shown in figure 5.21 for Edri f t =187.5 V cm−1 and an angle of 36◦ resulting in a
σweighted =(189± 6)µm. For this Edri f t a spatial resolution improvement to below 200 µm was
achieved over the full range of tested angles, as it is shown in figure 5.22. Notably the much steeper
angular dependence in figure 5.22 was decreased down to (120± 20)µm for 15◦ and (180± 22)µm
for 40◦, compared to values between (280± 20)µm and (630± 30)µm for the uncorrected centroid
method.
This correction obviously is depending on the intrinsic timing resolution of the detector, which
in turns is depending on the actual amount of strips hit in an event. Additionally the usage of an
absolute timing determined by the SRS read-out is prone to the 25 ns time jitter, which is depending
on the drift velocity and track inclination and thus also influences the spatial resolution. This
allowed, under the assumption of a Gaussian shaped total timing uncertainty σt, to calculate the
limit of the spatial resolution σx0 by this method from the actual achieved resolution σx:
σx =
√
σ2x0 + (vDσt tan θ)
2 (5.12)
The total timing resolution can be described by two components: The intrinsic timing resolution
of the detector and the timing resolution of the read-out, which will be described with a single
parameter σtDet. and the shift in the absolute timing caused by the time jitter of the read-out
21In practice even a course prediction is sufficient, which can be achieved by using a second detector layer (compare
section 6.6).
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Figure 5.21: Residual distribution by correction of the centroid position by the centroid timing tcoc.
as described by equation (5.11). For a muon track inclination of 36◦ and Edri f t =187.5 V cm−1 this
results in a spatial resolution of σweighted =(189± 6)µm.
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Figure 5.22: Time correction of the centroid position allows a spatial resolution below 200 µm up to
an inclination angle of 40◦, which is shown in direct comparison to the uncorrected centroid spatial
resolution for Edri f t =187.5 V cm−1.
electronics:
σt =
√
σ2tDet. + σ
2
jitter (5.13)
This separation is motivated as the time jitter of the read-out system actually can be measured and
corrected, but the other two components cannot be disentangled. This actually describes the timing
measurement dependence quite well, as can be seen in figure 5.23(a). Here the achieved resolution
for different Edri f t is plotted against the respective drift velocity for a track inclination of 40◦, which
is compatible with a fit of function (5.12). This allowed to determine the combined timing resolution
at this angle to be σt =(8.7± 0.5) ns and a minimal spatial resolution of σx0 =(103± 11)µm, which
is a strong indicator that the decline in spatial resolution with increased vdri f t is mainly caused by the
time jitter of the read-out electronics. Considering the RMS of the time jitter of 25 ns/
√
12 '7.22 ns
and deconvoluting this distribution from the combined timing resolution left an intrinsic timing
resolution of the detector of σtDet. =(4.8± 0.7) ns at this angle. Repeating the same procedure for
all studied angles, revealed as expected a decline of the timing resolution with steeper inclination
angles, which is shown in figure 5.23(b). Proceeding from a fixed time resolution σtstrip for a single
strip the timing resolution for a track should enhance with the number of strips in a cluster by
1/
√
n. The number of strips on the other hand increases with the inclination angle by tan θ, but has
a minimal size of n0 '3 strips22. The combined detector and read-out timing resolution could be
parametrized by:
σtDet. =
(
σtstrip√
n− n0
)
(5.14)
Application of a fit with a combination of equations (5.14) and (5.13) with a fixed minimal cluster
size n0 = 3 to the σt distribution in figure 5.23(b) indicated a timing resolution per strip of
(19± 3) ns and on the other hand delivered a measurement of σjitter =(7.1± 0.9) ns, which is in
good agreement with the expected value of 7.22 ns.
Altogether this showed that the main contribution of the residual for inclined tracks can be
attributed to the effect of the time jitter. Subtracting this effect, by equation (5.12) with σt = σtDet as
determined before, the combined method shows excellent spatial resolution over all track angles,
which is shown on figure 5.24, which has to be understood as the limit of this method for this
detector and read-out given a possibility to measure and correct for the time jitter. A possible
solution and its application for this will be described in chapter 6. This shows that with the correct
22Depending on the drift field and therefore the lateral diffusion (compare figure 3.20(b) with a mean value of 1.15 mm
or 2.85 strips)
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Figure 5.23
choice of Edri f t this method allows a spatial resolution below σweighted =140 µm over the full tested
range of track inclinations. Also the performance for an even lower Edri f t =62.5 V cm−1 is shown,
which would even allow a spatial resolution below 100 µm for all angles because of the even lower
vD. Unfortunately this low drift fields have a strong influence on the electron transparency from the
drift gap through the GEMs and therefore the detection and reconstruction efficiency is seriously
decreased in this case, which will be discussed in the following section. Both described methods,
the µTPC-method and the timing-correction to the centroid, suffer from the same shortcoming of
the read-out electronics and the residuals determined by both methods are strongly correlated,
which is shown in figure 5.25 for an inclination angle of 36◦ and Edri f t =187.5 V cm−1. Further
combination of both methods is therefore not possible to achieve even higher spatial resolutions for
inclined tracks, as systematic effects are dominating.
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Figure 5.24: Achievable detector resolution σweighted after deconvolution of the contribution from
the time jitter inflicted by the SRS read-out system.
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Figure 5.25: µTPC residual plotted against the timing corrected centroid residual for an inclination
angle of 36◦ and Edri f t =187.5 V cm−1. The residual distributions are strongly correlated.
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5.5 Influence of Edri f t on the Detection and Reconstruction Efficiency
One major advantage of the position determination by a timing-corrected centroid measurement
over the µTPC-method is the much higher reconstruction efficiency. A failed µTPC-fit for example
does not even ensure to reconstruct a position inside of the detector. This could be minimized by the
previously mentioned χ2/NDF cut on the result of this fit, but at the cost of reduced reconstruction
efficiency. In order to determine the reconstruction efficiency, the fraction of events was determined,
where a particle was found in the detector with a distance from the track prediction of less than
3 · σweighted, compared to all events, where a track was found by the tracking system.
ε =
Nr<3σweighted
Ntotal
(5.15)
In figure 5.26 an efficiency map of the whole area which was covered by the trigger scintillators
as well as the hodoscope is shown for the tested GEM detector as well as for one of the micromegas
detectors from the tracking system for comparison. This is shown exemplarily for perpendicularly
incident muons and Edri f t =437.5 V cm−1 for the GEM detector and Edri f t =600 V cm−1 for the
micromegas. Both detectors show overall a quite homogeneous and high efficiency of more than
94 %.
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(a) Map of the detection efficiency for the GEM detec-
tor limited to the area of the detector, where tracks
could be reconstructed due to the size of the ho-
doscope and the trigger scintillators. The overall ef-
ficiency was 94.1 %, which was determined for the
X-layer of the detector.
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(b) Detection Efficiency for the first micromegas of the
hodoscope for comparison. An overall efficiency of
94.3 % was achieved, which was also determined for
the X-layer.
Figure 5.26
The reconstruction efficiency of course is depending on the amount of charge, which reaches the
anode, which in turn is depending on the amount of charge, which is transmitted by the uppermost
GEM. This electron transparency of the first GEM-foil is depending on the ratio of Edri f t to the
electric field in the GEM, which can be seen in figure 5.27(a) by the mean charge collected at the
anode in dependence to Edri f t, which is shown for perpendicularly incident muons. Over a large
range the pulse-height stays constant down to about 300 V cm−1, but drops steeply for lower Edri f t.
This behavior also influences the reconstruction efficiency, which is shown in figure 5.27(b) for the
centroid method. Albeit the plateau of (94± 2)% reconstruction efficiency extends at least down
to Edri f t ≥187.5 V cm−1, still a steep decrease down to 70 % efficiency was observed. The much
steeper turn-on curve compared to the pulse-height can be explained by the cut on the minimum
cluster size applied here (see section 2.7.2).
Taking into account also inclined tracks the real advantage of the timing-corrected centroid
reconstruction over the position determination by the µTPC-method can be seen in figure 5.27(c).
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(b) Over a large range of Edri f t the efficiency maintains
at a high plateau around (94± 2)%.
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30◦ for the timing corrected centroid method stays
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method, which reaches a plateau of only 80 % .
Figure 5.27
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The reconstruction efficiency is plotted for 15◦ and 30◦ for both methods. Compared to the case of
non-inclined tracks no change in the reconstruction efficiency in the plateau region above the data
point at Edri f t =187.5 V cm−1 is observed for the corrected centroid method. A considerable drop of
the efficiency plateau down to 80 % can be seen for both angles when using the µTPC-method. In
both cases the rapid decrease of the reconstruction efficiency for Edri f t <187.5 V cm−1 is the limiting
factor for any further increase in spatial resolution by reduction of Edri f t.
Chapter 6
Construction and Performance of Large
Scale Micromegas Detectors
The ATLAS23 detector is one of the four main experiments at the Large Hadron Collider (LHC), the
currently largest and most powerful particle accelerator. The LHC is built as a storage ring collider
with a circumference of 26.7 km and allows to accelerate and collide protons up to an energy of
6.5 TeV with a center of mass energy of 13 TeV in two counter-rotating beams and has reached
recently a peak luminosity of more than 2× 1034 cm−2 s−1 ( [Atlas Collaboration, 2018]).
Figure 6.1: Position of the four main experiments in the Large Hadron Collider [Mouche, 2014]
The unprecedented high collision energy allowed so far the discovery of the long predicted
Higgs-Boson in 2012 [ATLAS Collaboration, 2012] and is currently used to probe the standard
model of particle physics with higher precision, but also to examine possible physics, which is
not covered by this theory by reproducing an environment shortly after the big bang. Further
investigation for example by the search for supersymmetry or dark matter aim for extensions of this
model, which are mainly investigated by the two largest detectors: The Compact Muon Solenoid
(CMS) and the previously mentioned ATLAS detector. So far no new particle was found, which
could not be explained by the standard model, but many theories predict, that at least the lightest
supersymmetric particles should be in the mass range of few TeV [Martin, 1998], which is only just
available at the LHC, but will be better accessible with future upgrades as well in collision energy
and luminosity (see for example [Rossi, 2011]). In this chapter a necessary upgrade of the ATLAS
23Short for: A Toroidal LHC AparatuS
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detector, which will incorporate for the very first time O(m2) sized micromegas detectors for
muon tracking, will be discussed and the production and performance of a first working prototype
detector is shown.
6.1 The ATLAS Detector and the New Small Wheel Project
The ATLAS detector is the largest of all experiments at LHC with a length of 44 m and a diameter of
25 m. As most large multi purpose particle detectors it has a cylindrical shape. The detector is built
symmetrically around the interaction point (IP), where the two particle beams collide. In order to
fully reconstruct the collision processes multiple different detector layers enclose the IP. The first
layers together form the so called inner detector, which consists of three different tracker systems
and allows to reconstruct the path of charged particles with extreme high precision as well as to
some extent to identify particles. The next logical unit is the electromagnetic calorimeter, which
allows to measure the energy of electron, positrons and photons by totally absorbing them. Similarly
the energy of hadronic jets is measured in the following layer, the hadronic calorimeter. The whole
detector is surrounded by the muon spectrometer system, which measures the momentum of
muons, which cannot be stopped in the whole detector, by the curvature of their trajectories due to
a high magnetic field B of around 0.5 T in the name giving toroid magnets:
p = qBR (6.1)
A sectional drawing of the whole ATLAS detector is shown in figure 6.2, which displays the most
important systems of the whole detector. For a complete description of the detector the reader is
referred e.g. to [Airapetian et al., 1999].
The muon system consists of three layers, which are located in each of the so called barrel and
end cap regions. The part of the muon system closest to the interaction point in the direction of
the beams are the two so called Small-Wheels, which have a distance to the interaction point of
7 m. The detectors located there face the highest particle flux of the whole muon system and the
planned further increase in energy and luminosity will have negative influence on the operation
of the currently used detector technologies. As part of a general upgrade and revision of the
ATLAS detector in 2019 parts of the muon spectrometer will be exchanged and upgraded with
detectors, which can withstand much higher particle rates. The Small-Wheel at the moment is
composed of Resistive Plate Chambers (RPC) and Monitored Drift Tubes (MDT) and Cathode
Strip Chambers (CSC) and the current maximal particle flux in the Small-Wheel is in the order
of 1 kHz cm−2, which is partly composed of muons but also has a significant contribution from
photon and neutron background. A constant background at this level already leads for example at
the MDTs to a significant efficiency loss of single drift tubes, as it can be seen in figure 6.3. This is
partly compensated, because the MDTs consist of multiple layers of drift tubes, which are combined
to chambers consisting of two times three or four layers of tubes, which together ensure a slower
degradation in the reconstruction efficiency. Considering an expected hit rate of 15 kHz cm−2
closest to the interaction point, which for the case shown here would translate roughly to a rate of
750 kHz/Tube, it is obvious that the current technology will not be capable of providing sufficiently
efficient track information.
An additional problem when dealing with increased hit rates is the limited bandwidth of the
data-acquisition system. In 2015 the average proton collision rate was around 40 MHz, whereas by
a hardware-based fast trigger a pre-selection of interesting events down to 100 kHz was applied
which is the rate the following software-based high-level trigger (HLT) can cope with. It reduces
the rate of actual recorded events down to 1 kHz [Martínez et al., 2016]. The current fast hardware
trigger, the so called Level-1 (L1) trigger, in the forward region of the muon spectrometer relies
on track information from the next end-cap system, the Big-Wheels. L1 triggers from the end-cap
muon system unfortunately are also due to high background dominated by fake hits, which are
caused by low energy particles which hit the muon system under angles which are similar to the
ones expected of muons with high momentum coming from the IP. For a common trigger setting
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Figure 6.2: Sectional drawing of the ATLAS detector (modified and taken from [Pequenao, 2008])
Figure 6.3: Measured efficiency loss of single drift tubes and whole MDT chambers in the Small-
Wheel under high rates (taken from [ATLAS Collaboration, 2013]). The Design Luminosity here
corresponds to 1034 cm−2 s−1.
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Figure 6.4: About 90 % of the total amount of muon triggers with an on-line reconstructed momen-
tum pT >10 GeV are reconstructed in the end-cap regions |η| > 1, shown by the distribution filled
with solid lines (L1_MU11). Due to the high amount of fake-triggers, caused by background, most
of these L1 triggers cannot be matched to muon tracks. In less than 10 % of the triggered events a
muon exceeding the trigger threshold of 10 GeV can be reconstructed off-line (taken from [ATLAS
Collaboration, 2013]).
(L1_MU11), which is equivalent to muons with a transverse momentum of pT >10 GeV this can be
seen in figure 6.4. This trigger in the forward region is already very inefficient, here the total amount
of L1 triggered events with this setting is shown together with the number of events, where an
off-line reconstruction actually confirmed the presence of a muon coming from the interaction point.
Additionally the amount of events is shown, where this muon actually exceeded a momentum of
10 GeV. On the X-axis the angular distance of the detector from the beam axis is shown in units of
pseudo-rapidity, which is defined as:
η = − ln tan Θ
2
(6.2)
The region covered by the end-caps is |η| ≥ 1. From this distribution it is quite obvious that
the largest amount of triggers produced in this region is not caused by events originating in the IP
and even worse, about 90 % of all muon triggers are created by the very inefficient end-cap region.
A solution for this fake-trigger rate will be the additional exploitation of muon track information
from the Small-Wheel for the L1-trigger, which covers the area between 1.3< |η| <2.7. The concept
of this is depicted in figure 6.5, where different tracks are shown, which in the present triggering
scheme would be identified by the Big-Wheel as valid track coming from the IP. The tracks A, B
and C all point towards the IP if only the segments in the Big-Wheel are considered, but tracks B
and C really are produced elsewhere and are only deflected by either straggling in the toroid (C) or
bending of low momentum particles in the magnetic field (B). Considering now also additional
track information from the Small-Wheel these cases could be sorted out, if only tracks are triggered,
which in both Wheels point towards the IP. To achieve this a combination of detectors, which
allow fast triggering and an on-line angle resolution of better than 1 mrad and an off-line spatial
resolution of 100 µm will be needed. A combination of micromegas detectors, primarily for high
off-line position resolution but also in principle usable for fast triggering, and small-strip Thin Gap
Chambers (sTGC), which provide fast trigger information, but also good spatial resolution, will be
used for this. Both detector systems can also cope with the much increased background and hit
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Figure 6.5: In the current triggering scheme only the Big Wheels are used for trigger information,
which can lead to fake triggers, if a particle track is reconstructed there, which points towards
the interaction point, but in reality is created elsewhere. This can be e.g. a particle coming from
the beam-pipe (case B) or a particle, which is produced elsewhere in the detector and straggled
in the massive end-cap toroid in a way where it mimics a particle coming from the IP (case C).
Triggering additionally on the Small Wheel would discard these cases and allow much more
efficient triggering on particles emerging from an actual collision (case A) (taken from [ATLAS
Collaboration, 2013]).
rates.
The design of this so called New Small Wheel features two wheels with a total of sixteen
detector layers each. Every wheel will consist of eight layers of micromegas and sTGC detectors
each, which are subdivided in modules, four for the micromegas and six for the sTGCs. Each
module consists of four detector layers and the modules will be assembled in wedges to a fan-like
structure to cover the full wheel, as it is schematically shown in figure 6.6. In the wedges two
multilayers of sTGCs will sandwich two multilayers of micromegas and a sector is built from two
wedges mounted on a spacer-frame.
This chapter focuses on the construction and mainly the performance of a first full-size mi-
cromegas quadruplet prototype.
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Figure 6.6: The New Small Wheels will consist of 16 detector layers made from two different
detector technologies. Four different modules of micromegas detectors and six different small strip
Thin-Gap-Chambers will be mounted together on a fan-like structure in order to cover the full area.
For alignment purposes small and large sectors have small overlap regions (taken from [Schune,
2015]).
6.2 Design and Construction of the NSW-Micromegas
The wedges in the NSW will incorporate two different sizes of detectors, with smaller micromegas
modules of (2m2) SM1 and SM2 closer to the IP and larger modules LM1 and LM2 (3m2) slightly
overlapping behind as it is shown in figure 6.6. Although the shape and dimensions of the different
detector modules varies somewhat, as it can be seen in figure 6.7, the overall construction is virtually
identical for all four module types, therefore the construction will be explained at the example
of the SM2-modules, which are built by a cooperation from the Johannes Gutenberg-Universität
(Mainz), Julius-Maximilians-Universität (Würzburg) and the Ludwig-Maximilians-Universität
(München).
The four micromegas layers are built from a total of five different panels, which consist out
of a sandwich structure made from printed circuit boards, lightweight aluminum honeycomb
and aluminum bars. Each module consists of two read-out panels with copper strips for one
dimensional spatial information and a resistive discharge protection on both sides24. The drift
regions are formed by three drift panels, one of them double sided, with a copper cathode and a
steel micromesh 5 mm apart from the cathode. The distance between the mesh and the read-out
structure of 128 µm when finally assembled is ensured by 128 µm high 1.2 mm× 0.2 mm insulating
pillars, which are laminated on the read-out structures in a triangular shape with an equilateral
distance of 7 mm. The sectional drawing of the whole stack of layers is shown in figure 6.8.
The production of printed-circuit boards in industry is limited to a width of at maximum 50 cm.
Thus every side of each panel is made from three (SM2, LM2) or five (SM1, LM1) separate boards,
which have to be carefully aligned relative to each other by better than 30 µm in order to meet the
high requirements for the spatial resolution. For the same reason all panels have to be extremely
planar with an allowed overall deviation from a plane of ±110 µm and a root mean square of the
planarity of below 37 µm (see [ATLAS Collaboration, 2013]).
Two different schemes for the read-out layers have been chosen, which ensure high spatial
resolution in pseudo rapidity direction and a coarser resolution in the azimuthal direction, which is
24Discharges in micromegas can occur between the micromesh and the read-out structure and effectively short
both electrodes. Although this usually is non-destructive this introduces a dead-time as the amplification field breaks
down and has to be recharged. A possible way to limit the effect of these discharges is an additional layer of resistive
material above the grounded read-out strips, which quenches discharges and drastically reduces the following dead-
time [Alexopoulos et al., 2011]
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Figure 6.7: Envelope and dimensions of the four different micromegas modules (Taken from [Lösel
and Müller, 2015])
Figure 6.8: Sectional view of a micromegas quadruplet with the five different panels, which enclose
four detector-layers. The eta- and stereo-layers pairwise share the same read-out panel and are
separated and enclosed by drift panels, which carry the micromeshes and ensure a homogeneous
drift gap (taken from [Iodice, 2015]).
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driven by the configuration of the magnetic fields, which bend the muons in the plane of the beam
axis. The accuracy in spatial information for both directions is achieved by using different types of
double layers with strip read-out: The so called eta-layers are built mirror-symmetric on both sides,
which means the strips are parallel to their counterpart at the other side of the board. These boards
independently of each other deliver high spatial resolution in the direction perpendicular to the
strips and no spatial resolution in the direction along the strips. On the so called stereo-panels the
strips are tilted from the direction of the strips of the eta-layers by ϕ = ±1.5◦. This rotation slightly
reduces the spatial resolution in the η direction, but by combining the position in both stereo-layers
also sufficient spatial information in the direction parallel to the eta-strips can be achieved, which
is outlined in the scheme in figure 6.9. Assuming a Cartesian coordinate system with X being the
direction perpendicular to eta-strips and Y along them, then the position in this system can be
obtained by the stereo layers from the positions perpendicular to their respective read-out direction
described by the coordinates u and v in the following way:
x =
u + v
2 cos ϕ
(6.3)
y =
u− v
2 sin ϕ
(6.4)
And in the same way, this allows to determine the spatial resolution in both directions by:
σx =
σu1/2√
2 cos ϕ
(6.5)
σy =
σx
tan ϕ
=
σu1/2√
2 sin ϕ
(6.6)
Here the simplifying approximation of a vanishing distance between the u- and v-layer has been
used. The read-out planes in the NSW-quadruplets will be ∆Z =16.8 mm apart from each other,
which implies that the position determination from the two stereo-layers will be depending on the
track inclination in the following way:
x =
u1 + v2
2 cos ϕ
− tan θ∆Z cos Φ tan ϕ
2
(6.7)
y =
u1 − v2
2 sin ϕ
− tan θ∆Z sin Φ
2 tan ϕ
(6.8)
Where θ and Φ are the polar and azimuthal angle with Φ = 0 being the direction parallel to the
Y-axis of this coordinate system. The spatial resolution in this case is modified in a similar fashion
and depending on the variations in ∆Z (σ∆Z) and the knowledge of θ and Φ25:
σx =
σu1/2√
2 cos ϕ
⊕ σ∆Z
tan θ cos Φ tan ϕ
2
⊕ σ (tan θ cos Φ tan ϕ) ∆Z
2
(6.9)
σy =
σx
tan ϕ
⊕ σ∆Z
tan θ sin Φ
2 tan ϕ
⊕ σ
(
tan θ sin Φ
tan ϕ
)
∆Z
2
(6.10)
A more complete description of the construction and building of these detectors for the general
design of the NSW micromegas detectors can be found in [Iodice, 2015] and for the SM2 modules
in particular in [Lösel, 2017] and [Müller, 2017].
The specifications defined in [ATLAS Collaboration, 2013] foresee a couple of key parameters,
which in order to suffice the expectations on the New Small Wheel, have to be fulfilled by every
micromegas module. In this chapter some of the main aspects will be examined at a first prototype
of a SM2 module. The primary purpose of the micromegas detectors will be high precision muon
tracking hence one of the core specifications is a single layer position resolution of below 100 µm
25A complete treatment of the calculation can be found in [Alexopoulos et al., 2015] and in appendix D
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Figure 6.9: Schematic drawing of the stereo-strip layout, the position of the Point P in the Cartesian
coordinate system X-Y can also be described by the two coordinates (ui,vi) in the non-perpendicular
coordinate system U-V.
independent of the track inclination in the eta direction. This spatial resolution requirement, which
is equivalent to an accuracy of the track element in every module of 50 µm, will be necessary
in order preserve the spatial momentum resolution of ∆pT/pT =15 % at 1 TeV of the old Small
Wheel [Amelung et al., 2015]. A second main aspect of the quality of the detectors is defined by the
reconstruction efficiency, where several criteria have to be met: The overall efficiency should be
higher than 98 %. The efficiency here is defined as the number of reconstructed tracks within 5 mm
to the track position divided by the number of particles traversing the detector. Related to this,
no more than 5 % of the events may have localized peaks in the hit distribution for homogeneous
irradiation, which is a measure for noisy strips. Localized peaks are defined to contain more than
five times the average event-count at homogeneous irradiation. On the other extreme less than
1 % of strips are allowed to be dead, defined as having less than 10 % of the average event count at
homogeneous irradiation.
The emphasis of this chapter is on the position reconstruction capabilities of this detector under
irradiation with a high energy muon beam.
6.3 Test Beam Performance
The first quadruplet of SM2 has been thoroughly tested at a test beam campaign in August 2017
with high energy muons and pions of 10–150 GeV [Chauchaix et al., 2000] at the SPS accelerator at
CERN, which provided particles with an energy in similar range to be measured by the detectors in
the NSW. Very similar to the set-up described in chapter 5, the quality of the module was evaluated
by a reference measurement of the beam with a telescope built from 4 small detectors, which
consisted of two triple GEM-detectors and two resistive micromegas, all of them equipped with
two-dimensional strip read-out26. The read-out was triggered by the coincident signal of two
plastic scintillators mounted in front and behind the telescope with an active area of 9 cm× 10 cm
each. The large detector was placed in front of the telescope and mounted rotatable in order to
determine its performance also for inclined tracks. The whole set-up is shown in figure 6.10 and
schematically described in figure 6.11. The rotation point of the SM2-module was 5 cm below its
lower edge therefore the position in Z for different angles and positions of the quadruplet changed
by up to about 40 cm. Based on a spatial resolution of 60 µm for all detectors in the telescope a
track prediction accuracy depending on the inclination of the quadruplet in the range between
26The set-up contained actually two additional GEM-detectors, which were not used for the analysis as they hardly
improved the track prediction accuracy
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65–100 µm could be achieved with the best prediction accuracy for an un-tilted module, which
can be seen from the calculated track prediction accuracy plotted against the distance from the
telescope in beam direction in figure 6.12. In beam direction the quadruplet was mounted in a way,
that both eta-layers were in the front and the naming convention in this direction for the single
layers in this thesis will be etaout, etain, stereoin and stereoout. The SM2-prototype was also mounted
Figure 6.10: The experimental set-up at the H8 beam-line, the large prototype quadruplet is shown
in upright position with the tracking telescope behind it in beam direction.
on a movable table, which allowed movement perpendicular to the beam-axis and therefore to scan
the whole area of the large detector, despite that the active area of the telescope was 80 cm2, which
is ≈ 1/200 of SM2. A constant small overpressure in all detectors was assured by a flux of 5 ln h−1
of Ar-CO2 (93:7 Vol.%) through the whole detector system.
6.3.1 Data acquisition and Jitter Recording
The time jitter of the read-out has been identified as one of the main sources for the degradation
of the spatial resolution for the µTPC method and the combined centroid method for inclined
tracks in chapter 5. In order to minimize the influence of this the time difference between the
actual trigger signal and the trigger acceptance by the FEC-card was recorded. This was possible,
because the clock synchronous trigger-output signal from a FEC-card, which is generated with a
fixed offset to the acceptance of the trigger can be tapped as a NIM-signal. This signal then was
compared to the raw trigger signal from the scintillators by a TDC, which yielded the time jitter
with a fixed offset. This offset originates in the signal processing time of the FEC-card and also the
signal propagation time in the cables connecting FEC-card with the trigger and the TDC. Recording
this jitter event-wise allowed later-on to subtract it from the absolute timing of the strip signals.
In the set-up used, a total of 7536 channels from the gaseous-detectors had to be read-out, which
required 60 APVs and four FEC-cards. As the TDC was not part of the SRS read-out chain the
data-streams of the TDC and the four FEC cards needed to be synchronized, which ensured an
event-by-event correct assignment of both systems, which was facilitated by an external counter.
The whole read-out scheme is shown in figure 6.13 and was built up in the following way: The
coincident signal of two trigger scintillators was used to trigger all FEC-cards separately, but also
6.3 Test Beam Performance 95
MM1 MM2
eta
out
eta
in
stereo
out
stereo
in
GEM1 GEM2
μ
1390 mm
1160 mm
650 mm
Scin2Scin1
606 mm
Figure 6.11: Schematic of the detectors used in the H8 (CERN) measurements (not to scale).
The SM2-quadruplet was placed in front of a beam-telescope consisting of two GEM- and two
micromegas-detectors with 2D-strip read-out. The whole system was triggered by scintillators
placed in front and behind the telescope.
SM2
Figure 6.12: Calculated track prediction accuracy from the tracking telescope with 1-σ error bands
and schematic positioning of the quadruplet at 0◦ and 30◦ inclination. 0 mm corresponds to the
position of the un-tilted SM2 module.
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Figure 6.13: Schematic of the read-out chain with all logical elements. The trigger chain and logic is
colored in green, the muon data-recording elements and data streams are shown in blue and the
jitter recording is shown in yellow.
to start a TDC and to trigger a TTCvi27 , which was used as event counter and allowed to align the
data streams of the TDC with the ones coming from the FEC-cards. In order to do so the TTCvi
was read-out together with the measurements from the TDC by a Data-Acquisition PC, but it also
communicated every trigger to a SRU via an optical link. After each trigger the SRU raised a veto to
further triggers, which was reset if data from all APVs on the connected FEC-cards were received
at the Data-Acquisition PC and the trigger counter of the TTCvi was then used to label every event
in both streams. This procedure was necessary as the TDC as well as the FEC-cards could skip
single triggers. In order to read-out all connected APVs with exactly the same frequency a common
external clock for the FEC-cards was provided by a Clock-Trigger-Fan-Out-card (CTF) [Müller,
2011]. For this first full scale test of a SM2-module the full raw ADC-signals of the APVs were
recorded without any zero-suppression neither on hardware level on the FEC-cards nor in software.
This ensured to record the full event information and also the possibility of off-line correction for
common-mode noise. The read-out rate was up to 300 Hz in this mode. In the NSW actually a fully
new developed read-out will be used, which will integrate most of the functionality described here
in ASIC-based front-end boards [Geronimo et al., 2013]. These boards will be mounted directly on
the detectors and also allow triggering on the micromegas signals.
27The Timing Trigger Counter VME-interface [Farthouat and Gällnö, 2000], which is a part of the ATLAS data-
acquisition hardware and allows to distribute LHC-bunch crossing synchronous triggers do different read-out electronic
systems
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The prototype detector was tested at this beam-time for the first time under operational conditions,
therefore some calibration runs in order to find a well defined working point in terms of necessary
amplification voltages were done in an upright position. As small deviations in the pillar height,
the thickness of the resistive strips, and also thickness variations in the panels can influence the
nominal distance of 128 µm between the anode and the micromesh and as the gain increases
exponentially with the applied electric field even small deviations can lead to a tremendous
difference in the pulse height. In order to mitigate local differences between the different panels
and layers every anode pcb-board is divided in two high-voltage sectors, which allows to sustain a
relatively homogeneous gas amplification over a whole module. A calibration revealed that the
optimal amplification voltage for the different layers of this quadruplet showed some significant
deviations. With the beam centered in the middle of the module similar amplification for both
layers of each read-out panel could be achieved within ±15 % with identical amplification voltage.
The gain difference between the two panels was around 25 % for identical voltages, which is
shown over a range of different amplification voltages between 560–615 V in figure 6.14. The
amplification was determined by a fit of a Landau-function to the cluster charge distributions of
the different layers, and the most-probable value of each distribution is plotted here. The voltages
were chosen such, that at the data-point with the highest amplification less than 10 % of all events
exhibited a strip in a cluster, whose charge was exceeding the dynamical range of the ADC. The
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Figure 6.14: Cluster charge, determined by the most probable value of a Landau-function fitted to
the cluster charge distributions, plotted against the amplification voltage for all layers. The two
sides of a panel show comparable pulse heights at equal voltages,but there is a significant deviation
between eta and stereo boards.
amplification differences, albeit hinting on production imperfections, did not directly lead to
performance differences in the layers as e.g. for perpendicularly incident these differences had
hardly any influence on the position resolution determined by the centroid method, as it can be seen
in figure 6.15(a) for the two eta-layers for Edri f t =600 V cm−1. A similar behavior was also found
in terms of reconstruction efficiency (see section 6.7). Both layers displayed an excellent spatial
resolution of below σweighted =90 µm, which has been determined by a fit of a double Gaussian
function to the respective residual distributions, by deconvolution of the track prediction accuracy
and by calculating the integral weighted mean of both widths (compare equations (5.2) and (5.3)).
An example of this for an amplification voltage of 585 V and Edri f t =600 V cm−1 applied to the
etaout-layer is shown in figure 6.15(b), where a spatial resolution of σweighted=(86± 5)µm could be
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achieved.
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(a) Resolution determined by perpendicularly inci-
dent muons for both eta-layers plotted against the
amplification voltage for Edri f t =600 V cm−1. Neither
a significant difference between both layers, nor a de-
pendence on the amplification voltage is visible.
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(b) Residual distribution determined by the cen-
troid method of the etaout taken with perpendicu-
larly incident muons at an amplification voltage of
585 V and Edri f t =600 V cm−1. A fit with a double
Gaussian reveals an excellent spatial resolution of
σweighted =(86± 5)µm from the weighted contribu-
tions of both Gaussians after subtraction of the track
prediction uncertainty of 65 µm.
Figure 6.15
Similar results were found in the combination of the two stereo-layers, described by equations
(6.5) and (6.6) , with a position resolution in the precision direction of σweighted=(100± 10)µm and
a resolution of σweighted=(3.9± 0.1)mm in the perpendicular direction, which is shown in figures
6.16(a) and 6.16(b) for Edri f t =600 V cm−1. The slightly reduced spatial resolution in the precision
direction compared to a single eta-layer can be attributed to the increased influence of the long
tails in the double Gaussian fit. These were caused by the mismatch of clusters from both layers,
which did not belong to the same particle. On the other side the narrow core of this distribution
is due to the case of good resolution in both detectors and has actually a smaller width of only
σcore=(70± 5)µm. Another reason for the broad tails is visible in the overlay of the hit position
distribution for different beam positions in the whole detector, when reconstructed by both stereo-
layers, in figure 6.17. Mostly well defined beam-spots were reproduced, but visible are also the
underlying patterns along the strips of these panels. These lines represent mis-reconstruction
of an event in one of the two layers caused by strips with a high noise level, which were falsely
matched with a hit from the other layer. Strips with a high noise level occurred here frequently
at the junctions of two read-out boards, which was most likely caused by interrupted or pairwise
connected strips due to imperfect trimming of the anode printed-circuit-boards before joining
them to a full panel. In the NSW these falsely reconstructed charge clusters will be eliminated by
tracking with multiple detector layers, which also yielded in section 6.6 an increased reconstruction
performance of the full quadruplet. Despite of production imperfections the amount of badly or
non-connected strips, which led to an elevated noise level, was rather low for this prototype, as it
can be seen in figure 6.18. The reconstructed cluster positions for a trigger on the whole area of the
SM2 with cosmic muons are shown for the etaout-layer28. The joints between boards at 1024 and
2048 strips can be directly identified by the two dominant peaks on an otherwise relative uniform
hit distribution. In total 3 % of strips were found to be dead and 1.6 % to be noisy.
28The data shown here was taken in the Cosmic Ray Facility in Garching ( [Biebel et al., 2003])
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Figure 6.17: Hit distribution for all beam positions reconstructed by the two stereo layers with the
envelope of the active area.
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Figure 6.18: Position of clusters reconstructed in the etaout-layer taken with cosmic muons in the
Cosmic Ray Facility in Garching. The dominant peaks at the junction of two read-boards at the
position of the strips 1024 and 2048 are most likely caused by cut and electrically shortened read-out
strip due to a production fault. Missing strips, most likely cut close to the read-out electronics, are
also visible around strip position 2800.
6.5 Performance under inclined tracks and µTPC results
The detectors of the NSW will be hit by muons from the interaction point with track inclinations
in the range between 8–30◦. The performance of this large module under inclined muon tracks
hence was one of the main aims of this beam-time campaign. This was achieved by tilting the
module by 20◦ and 30◦ in the far direction of the telescope. For better comparison the results
shown in this section represent measurements at the same position close to the center of the read-
out planes although the quadruplet was also moved to multiple positions at both inclinations.
For the performance tests the amplification voltages were kept constant at the highest values
tested in section 6.4, as the amount of primary electrons per strip recedes with increasing track
inclination. A first check for the performance was the determination of the number of strips in a
cluster compared to the expected amount. Under inclination the number of strips should increase,
which is also shown in figure 6.19 at the example of the etain-layer, from a minimal number of strips
n0 perpendicularly incident depending on the width of the drift gap ∆Z according to equation
(6.11):
n =
√
n20 +
(
tan θ∆Z
pitch
)2
(6.11)
Consistently the mean amount of strips in a cluster for all four layers was found to be slightly lower
than expected, as it can be seen in table 6.1. Here the measured and expected number of strips for
different track inclinations for all layers is listed, whereas the stated expected values are derived
from the measured mean number of strips for perpendicularly incident muons. Edri f t =600 V cm−1
was used and the highest amplification voltages for each layer, which are shown in figure 6.14, were
applied. A systematic deviation from the expected values is observed, which most likely is caused
by a non perfect selection of hit-strips with low signal, which did not pass the noise suppression,
leading for 20◦ inclination to on average 0.6 too few selected strips and for 30◦ even 1.2 strips. The
implications of this will be discussed in more detail in section 6.5.2.
The spatial resolution determined by the centroid method without any corrections exhibited
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Table 6.1: Expected and measured mean number of strips in a cluster for all layers. Measured
values, which differ by more than one strip from the expectation are colored red. In the expected
values enter the actual amplification and diffusion, which are not identical for all layers.
inclination
n expected n measured
etaout etain stereoin stereoout etaout etain stereoin stereoout
0◦ - - - - 4.10 4.00 3.10 4.40
20◦ 5.9 5.8 5.3 6.1 6.13 5.12 4.15 5.25
30◦ 8.5 7.9 7.5 8.1 6.75 7.27 6.50 6.87
Mean    6.511
Integral  4.614e+04
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Figure 6.19: Strip multiplicity of clusters for different inclination angles at Edri f t =600 V cm−1 and
UA =600 V at the center of the etain-layer
results, which were comparable to the spatial resolution for similar measurements with much
smaller micromegas detectors described by [Ntekas, 2016], as it is shown in 6.20(a) for both eta-
layers and the combination of both stereo-layers in eta-direction. Here σweighted is plotted, which
shows identical performance of both eta-layers, but also the better performances of the combination
of both stereo-layers, which is compatible with the expected 1/(
√
2 cos ϕ) times higher resolution
due to this combination. Furthermore a variation of Edri f t had no significant influence on the
centroid resolution, which is shown at the example of the etain-layer in figure 6.20(b).
6.5.1 µTPC-Reconstruction and Position Determination by the Centroid Corrected by
Timing Information
Proceeding from this the reconstruction by means of the µTPC-method was probed, in order
to reach the required spatial resolution. It immediately showed from the reconstruction of the
track inclination the necessity of the previously described refinement methods. This was rather
obvious from the unsatisfactory quality of the reconstructed angle without charge correction,
which is shown in figure 6.21. The angle distribution obtained from the µTPC-fit is plotted for
Edri f t =600 V cm−1 at an inclination of 20◦. Without correction it could not be reconstructed. This
presented quite pictorially the necessity of a charge correction also for resistive strip micromegas
similar to the correction described in section 2.4.2. In contrast to the read-out described earlier
the coupling of charge to neighboring strips is not only caused by the overlap of the weighting
fields of neighboring strips, but by direct capacitive coupling of the strips, which has already been
studied by [Bortfeldt, 2014] and [Lösel, 2017]. Simulations by [Lösel, 2017] predicted a coupling
between 23 % to 32 % for chambers with a strip length between 9–150 cm. The charge sharing of
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(a) The spatial resolution determined by the centroid
method degrades with inclined tracks in the expected
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two stereo-layers shows also within the expectations
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Figure 6.21: Shape, mean value and width of the reconstructed angular distribution with and
without charge correction show clearly how necessary this correction is for large scale resistive
detectors. Here a run with a nominal inclination of 20◦ and Edri f t =600 V cm−1 is shown for
different assumed fractions of considered charge coupling. The correct angle was reconstructed at
an correction of 30 %, for higher values an overcompensation started to appear.
6.5 Performance under inclined tracks and µTPC results 103
0.6− 0.4− 0.2− 0 0.2 0.4 0.6
jitter [25 ns]
1−
0.8−
0.6−
0.4−
0.2−
0
0.2
0.4
0.6
0.8
1
re
si
d
u
al
 [
m
m
]
Entries  29951
 / ndf 2χ   9.839 / 13
t         0.003088±0.219 − 
m         0.01071± 0.376 
0
10
20
30
40
50
60
70
(a) µTPC-residual plotted against the recorded jitter
for the inner eta-layer of the quadruplet at an inclina-
tion of 30◦ and Edri f t =300 V cm−1. As expected, there
is a linear dependence of the reconstructed position
with the jitter.
0.6− 0.4− 0.2− 0 0.2 0.4 0.6
jitter [25 ns]
1−
0.8−
0.6−
0.4−
0.2−
0
0.2
0.4
0.6
0.8
1
re
si
d
u
al
 [
m
m
]
0
10
20
30
40
50
60
70
(b) After subtraction of the jitter from the strip tim-
ings the dependence vanished completely and a much
better spatial resolution was obtained.
Figure 6.22
this magnitude has obviously drastic implications for the timing information on the strips, which
raised an immense blurring and a shift of the reconstructed angle. A remarkable improvement in
resolution and a shift of the most probable reconstructed angle to (20.0± 0.1)◦ was observed after
application of a 30 % charge correction, which also reduces the width of the peak of the distribution
to (4.0± 0.4)◦, determined by a fit of the sum of a Gaussian and a Landau-distribution as shown
in section 5.3. An empirical optimization of the fraction of charge sharing in steps of 5 % between
0–40 % revealed experimentally the best reconstruction of the mean angle at a charge coupling
of 30 %. Although the distribution shown peaked even sharper for corrections above 30 %, the
shift of the peak values below the nominal angle of 20◦ suggested an overcompensation for these
values. This has also been observed later by the determination of the spatial resolution, which
reaches its best value for a correction of 30 %. For a nominal angle of 30◦ an angle resolution of
(3.1± 0.2)◦ was found. Although this compensation considerably increased the performance, the
reached angle resolution was still manifestly inferior to the ones achieved with smaller chambers.
This is illustrated in a broader peak of the reconstructed angle and the long tail of the distribution
towards large angles. The large tail is a hint that the charge coupling could not be resolved perfectly,
whereas a broad peak is a sign for reduced timing resolution compared to smaller chambers and
also would implicate a reduced spatial resolution.
For the determination of the spatial resolution the absolute timing tmid and therefore also the
influence of the time-jitter has been surveyed. The direct impact of the time-jitter on the measure-
ment of tµTPC led to a jitter depending position reconstruction, which due to the measurement of
the jitter could be directly compensated on an event-by-event basis. Without any correction the
residual distribution displayed exactly the predicted jitter dependence, as it is shown in figure
6.22(a) for the inner eta-Layer at an inclination angle of 30◦ and Edri f t =300 V cm−1. Keeping in
mind equation (2.33) a linear dependence of the reconstructed position was expected with a slope of
m = vD tan θ, which in this case would lead to m =15.3 µm ns−1, which is in good agreement with
the corresponding value from a linear fit to the distribution of (15.0± 2.5)µm ns−1. The correction
of all timings with the recorded jitter prior to the µTPC fit allowed to fully resolve this dependence,
as it is shown in figure 6.22(b).
Using the jitter correction the spatial resolution determined by the µTPC-method improved from
σweighted =(394± 30)µm to σweighted =(275± 30)µm. For a track inclination of 20◦, which is shown
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in figure 6.23(a) for the same Edri f t, even σweighted =(220± 30)µm was achieved. Albeit the position
information gained from this procedure is much better than using the centroid reconstruction, the
µTPC-fit for the large detectors showed considerably worse results than for small chambers and the
position resolution shown could only be achieved by a cut on the quality of the fit on χ2/NDF<5,
which reduced the reconstruction efficiency distinctly (see section 6.7).
The timing corrected centroid reconstruction (see section 5.4), which does not share this flaw
of the µTPC-reconstruction also gained from the jitter compensation. Slightly better results were
achieved compared to the µTPC-method, as it can be seen in the corresponding residual distribu-
tions in figure 6.23(d) for an inclination of 30◦ and in figure 6.23(c) for an inclination of 20◦ at an
Edri f t =300 V cm−1. The spatial resolution could be determined to σweighted =(200± 15)µm for 20◦
and σweighted =(215± 20)µm for 30◦, which especially in the direct contrast of the corresponding
uncorrected centroid resolution of σweighted =(550± 35)µm shows the capability of this method.
The remaining slight angular dependence in both cases hinted again at a similar timing-resolution
dependence as observed with the smaller detectors, which also led to a similar Edri f t drift depen-
dence shown in figures 6.24(a)-6.24(d). Best results were obtained for both angles and methods at
the lowest applied Edri f t =300 V cm−1, where a 20 % better spatial resolution was obtained than at
the highest Edri f t =600 V cm−1.
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(d) Residual distribution determined by the timing
corrected centroid method for an inclination angle of
30◦
Figure 6.23: Residual distributions for 20◦ and 30◦ and Edri f t =300 V cm−1 at a central position in
the etain layer
As it already was seen for small chambers, this is a manifestation of the intrinsic timing
resolution of the detector. For both position reconstruction methods shown the spatial resolution
for inclined tracks is nearly identical, and is in fact again strongly correlated as it can be seen in
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(a) Spatial resolution for the µTPC-method at 20◦ in-
clination.
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(b) Spatial resolution for the timing corrected centroid
at 20◦ inclination.
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(c) Spatial resolution for the µTPC-method at 30◦ in-
clination.
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(d) Spatial resolution for the timing corrected centroid
at 30◦ inclination.
Figure 6.24: Spatial resolution determined by µTPC-method and centroid-method with timing
correction of the etain-layer for different Edri f t and UA =615 V. Although the jitter dependence has
already been corrected a remaining influence of Edri f t can be seen.
figure 6.25. The results of the best case with the lowest examined electric field is shown at 30◦
inclination.
6.5.2 Timing Resolution and Triggering Capabilities
So far a low value of Edri f t seemed favorable in terms of spatial resolution. The lowered electron
drift velocity in this case however should also have a potentially adverse influence on the triggering
capabilities. Reducing the drift velocity comes at the cost of slower timing of the signals. The
ability to trigger on the micromegas detectors of the NSW can only be achieved, if a signal can
be attributed to a single 25 ns time window, which is dictated by the bunch crossing frequency of
the LHC. Triggering on one of the detectors would be done by the fastest responding strip, which
would see the charge produced closest to the mesh.
Comparison with the values already determined by [Lösel, 2017] and [Ntekas, 2016] for small
resistive micromegas with a size of 9 cm2 × 9 cm2 showed that the timing resolution of the large
SM2-module is actually considerably worse. As measure for this, the timing distribution of the
fastest responding strip in a cluster has been used, which is shown in figure 6.26 for an inclination of
30◦ with data for the small micromegas taken from [Lösel, 2017] for a very similar set-up: Notably
the particle type, energy, inclination angle and Edri f t =600 V cm−1 were identical. Also drift gas,
drift gap and the overall detector scheme were sufficiently similar to compare both detectors
directly. The only notable differences between both chambers, apart from the overall size, were
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Figure 6.25: Residual determined by the µTPC-method plotted against the residual determined
by the timing corrected centroid for the etain-layer at Edri f t =600 V cm−1, UA =615 V and an
inclination of 30◦. The strong correlation is due to the mutual timing dependence of both methods
and obstructs a combination of both methods in order to further improve the position resolution.
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Figure 6.26: Distribution of the timing of the fastest strip in a cluster for 30◦ track inclination and
Edri f t =600 V cm−1 for the etain-layer and a small micromegas detector.
the slightly smaller strip pitch of 0.4 mm of the smaller detector compared to 0.425 mm of the
SM2-module and the fact that the micromesh of the smaller detectors were laminated onto the
pillar structure 29, whereas at the large module the mesh is mounted on the drift panels and is
mechanically and by electrostatic force pressed against the pillars. In the measurement with the
small detector the time-jitter has not been recorded and the width of the distribution therefore has
been determined by a fit of equation (5.7), considering also the 25 ns timing fluctuation, whereas
the width of the distribution for the large SM2 module has been determined by a single Gaussian
fit, because the influence of the jitter already was subtracted. This led to a timing resolution of
(10.3± 0.1) ns for the small detector and (18.6± 0.1) ns for the large detector. A notable feature of
both distributions is the asymmetric shape of the distributions with a tail towards later times, which
is caused by the fact, that the fasted strip for inclined tracks should be at the edge of the cluster with
relatively small signal height, therefore charge coupling from adjacent strips can shift the timing of
this strip towards later times. This effect is much more pronounced for the larger chamber and also
a reason for the overall worse timing resolution, albeit not the dominant effect. The applied charge
correction did not affect this behavior, as it can be seen from the direct comparison of the timing of
the first strip with and without charge correction in figure 6.27 for the etain-layer. The correction
slightly shifted the distribution to earlier times, but as it was designed to minimize the influence of
fast responding strips on strips with late signal, it does not reduce the tail of the distribution.
Also the choice of Edri f t and the drift velocity seemed to have an insignificant effect on the
trigger capabilities, which can be seen by determination of the strip with earliest signal in either
one of the eta-layers, which is shown in figure 6.28 for both Edri f t with the highest and lowest vD
measured. The mean value of the fastest responding strip was not affected by the variation of Edri f t
and the lower drift velocity only had an influence of (1.5± 0.5) ns on the width of the distribution.
One of the reasons for the worse timing resolution was found in the elongated shape of the signals
for the large detector compared to smaller chambers, which is shown for different drift fields in
figure 6.29. The rise-time, defined by the parameter σrise of the Fermi-fit to the strip signal of the
29These so called bulk-micromegas are described in [Giomataris et al., 2006] and allow a better defined distance
between micro mesh and read-out anode, but are much more difficult to be built in large scales
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Figure 6.27: Comparison of the timing of the fastest strip in a cluster with and without charge-
correction at a track inclination of 30◦ track inclination and Edri f t =600 V cm−1 for the etain-layer.
As the charge-correction mostly reduces the influence of early strip signal on strips with late signal,
the shape of both distributions is nearly identical with the corrected one being slightly shifted
towards earlier times.
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Figure 6.28: Timing tstart of the earliest responding strip in a cluster in either of the eta-layers for an
angle of 30◦. The difference in the width for a variation of Edri f t, determined by a Gaussian-fit, is
(1.5± 0.5) ns.
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Figure 6.29: The comparison of the rise-time of the fastest responding strip for the large etain-layer
with a small detector shows a significant increase in the width of the distribution. vD due to
different Edri f t-fields only seems to have a minor influence on this.
fastest strip in a charge cluster, is shown for the etain-layer. In the strip timing determination
implicitly a constant rise-time is assumed which would lead to a common offset in the timing
determination of all signals. A broad distribution translates therefore directly to a fluctuation in
the reconstructed timing, hence a limited timing resolution. The comparison with the smaller
T-chamber at the same inclination with Edri f t =600 V cm−1 showed a significant difference in the
rise-time. The most probable values of the small and large chamber differ only by (3± 1) ns, but
the distribution of the large chamber has a full-width-half-maximum of more than 12 ns compared
to only (4.5± 1.0) ns for the small chamber. A variation of Edri f t at the large chamber on the
other hand had only a minor influence on the signal rise-time, which was also expected as the
rise-time of the fastest strip in a cluster is dominated by the ion drift in the amplification region
(see section 2.4.2). One reason for the increased rise-time is the increased capacitance of the long
strips, which leads to a different response-time of the feedback-loop in the pre-amplifiers of the
APV25 chip and effectively a different signal-to-noise ratio. The share of the total signal, which is
accessible to the pre-amplifier is depending on the relative capacitance of the detector compared to
the input-capacitance of the amplifier. This implies also that the noise is depending on this, here
described by an equivalent noise charge (ENC), which is equal to a charge resulting in the same
signal. The capacitance of the read-out can be optimized in order to minimize to a value ENCopt,
which can be described by [Radeka, 1988]:
ENC
ENCopt
=
1
2
√ Cdet
Campl
+
√
Campl
Cdet
 (6.12)
Due to the different length, width and design of the read-out the capacitance of the strips in
the large chambers is about 15 times higher than in the small chambers with (500± 50)pF for the
strips of a SM2 module and (30± 5)pF for a T-chamber and the capacitance of a single read-out
channel of an APV25 is 3.7 pF.This shows, that the larger detector in this set-up generally should
be more sensitive to noise. The total influence could also be determined. As measure for noise the
mean standard deviation per strip of the charge values for all time-bins was used for a random
trigger , which is shown in figure 6.30 for the etain-layer of the SM2 module compared to the
small micromegas. A generally higher level of noise for the large chamber can be seen, which
on average is (60± 10)% higher than for the small chamber, albeit also fluctuations from the
110 6. Construction and Performance of Large Scale Micromegas Detectors
1600 1800 2000 2200 2400 2600
strips [0.425 mm]
10
12
14
16
18
20
22
24
m
ea
n
 n
o
is
e 
[a
.u
.]
(a) A measure for detector noise is the mean RMS of
the strip signal without particles traversing the detec-
tor, shown for strips in the etain-layer. Here also some
features of the APV25 hybrid board are present, like
regular fluctuations due to the channel routing.
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(b) Compared to the large module a small resistive
micromegas exhibits a much lower mean RMS per
strip and therefore also significantly lower noise.
Figure 6.30
different channels are visible. Due to the routing of the channels on the APV25 hybrid-boards and
differences in the current supply for the pre-amplifiers some channels on all APV25 board have a
higher noise level than others, which is visible for both detectors. Also the different APVs show a
slight but distinctive difference in their noise and amplification behavior. For the large module this
increased susceptibility for noise especially for low-charge signals led to a decrease in the timing
resolution. This can be seen in the width of the rise-time distribution for both detector systems
plotted against the charge distribution in figures 6.31(a) and 6.31(b). In both cases, for the large
and small detector, a drastic increase in the width of the distribution for low charge events was
observed. The actual dependence of this is difficult to measure as adding and reducing noise on
the large chambers is difficult to realize in a controlled way. It was, however, possible to simulate
this behavior based on single strip signals with random noise added. For this calculation strip
signals coming from a Garfield simulation, which was described in chapter 2, for a muon track
with 30◦ inclination were used. For every event 10000 iterations were investigated with random
noise of different fractions of the pulse height added time-bin-wise to the signal. In the range of
0–20 % added noise on the ideal signal a clear influence on the width of the rise-time distribution
was observed, which is shown in figure 6.31(c). The comparison with the measured values σmeas.
for the etain-layer, where the noise-to-signal ratio was calculated by dividing the mean noise by
the strip charge, shows the same behavior up to a constant offset. This additional constant offset
of (1.25± 0.20) ns was most likely caused by fluctuations in the distance between the micromesh
and the read-out structure. One reason for these fluctuations is the electrostatic sagging of the
mesh between pillars, which depending on the mesh tension and the distance and size of the
pillars can contribute up to 10 µm (see [Pree, 2015] and [Kuger, 2017]). Single missing pillars on
the other hand also can lead to an additional local sagging of the mesh by around 5 µm. Another
reason are imperfections in the production, which cause dents or bumps in the modules and in
the case of the panels used here are characterized by an unevenness of the surface with a RMS of
12 µm [Müller, 2017]. Simulations of the signal creation (compare 2.7.1) showed that fluctuations of
±10 µm from the nominal distance of 128 µm would lead to additional fluctuations in the rise-time
of σwidth =7 ns, as it can be seen in figure 6.32. This presumably evenly distributed additional
fluctuation in the rise time would account in the limit of a signal without noise to an offset of√
σ2meas. − (σwidth/
√
12)2 =(1.75± 0.30) ns 30, which is in agreement with the simulated value of
(0.055± 0.001)·25 ns=(1.38± 0.03) ns.
For triggering purposes this decrease in timing resolution can be partly overcome by using
30The division be
√
12 is motivated by the RMS of a rectangular probability distribution
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(a) The large width of the signal rise-time for the etain-
layer is dominated by the enormous fluctuations for
low strip charges.
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(b) Compared to the large detector the small T-Chamber
shows a similar, but drastically reduced dependence on
the strip charge.
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Figure 6.32: Simulation of rise-time for UA =550 V depending on the width of the amplification
region (compare section 2.4.2). The ion drift velocity in this region is nearly constant and the
rise-time increases linearly with the distance.
the fastest responding strip from multiple detector planes, which reduced the width of the timing
distribution as it can be seen in figure 6.33. The timing distributions of the fastest responding strip
for a single eta-layer, the fastest of both eta-layers and the fastest of all layers are shown, for an
inclination of 30◦ and Edri f t =600 V cm−1. As this method systematically discards strips, with a
too high reconstructed timing, the distributions are shifted towards faster timings and become
sharper. The width decreases significantly from σ =(18.5± 0.5) ns for a single layer, determined by
a fit of a Gaussian, to σ =(14.0± 0.5) ns for all four layers. This would still be only equivalent to a
fraction of 63 % of events lying in a window of 25 ns around the mean value, but showed already
an improvement over the fraction of 50 %, if only a single detector plane were considered. A further
improvement can of course be achieved by an increased amount of layers, but as only a single
quadruplet could be tested here the number of detector planes necessary to achieve a fraction
of 95 % of events within one bunch-crossing had to be extrapolated. The timing distribution of
the fastest responding strip of n detectors with the mean timing of µ and a width of the single
distributions of σ can be described by [Ntekas, 2016]:
g(t) =
n√
2πσ
[
1− 1
2
(
er f
(
t− µ√
2σ
)
+ er f
(
µ√
2σ
))]n−1
e
−(t−µ)2
2σ2 (6.13)
Taking the width of the distribution of a single detector as input parameter the fraction of events
within 25 ns could be calculated and the extrapolation also fits very well to the data points for two
and four layers, which is shown in figure 6.34. Nonetheless the fraction of events in the necessary
time window at eight detector planes, which will be used in the NSW, still only reaches 73 %. For
95 % a much higher amount of layers would be needed.
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Figure 6.33: Using the fastest responding strip from multiple detector layers the triggering capability
can be improved, as it can be seen from the reduced width of the distributions shown for one, two
and four detector layers of the SM2 module. Here Edri f t =600 V cm−1 was applied and the detector
was tilted by 30◦.
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(a) Calculated timing distribution of the fasted strip in a cluster from n detector layers
(see equation (6.13)). As input parameters the width and timing of the distribution
measured with the etaout-layer of the SM2-quadruplet have been used.
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(b) Measured and calculated fractions of events, where the first strip of a cluster of n
detector-layers is reconstructed within a time window of 25 ns.
Figure 6.34
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6.6 Combined Resolution and Magnetic Field Compensation
In principle the timing correction to the centroid position determination needs an external track
inclination information in order to deliver the correct modification to the position. So far in this
chapter only a fixed calibration factor for a given angle has been used based on the known tilt of
the detector, as in principle the track inclination was fixed by the extreme low divergence of the
beam. For an off-line reconstruction this however poses no real obstacle, as in a first iteration the
track inclination for every layer can be obtained from the uncorrected positions from the other
layers and in a second step the position in every layer can be refined. In this step also the same
corrections as for the µTPC-method would have to be applied, which compensate for effects due
to the magnetic field. As the NSW will sit entirely in the end-cap toroid system the electrons
produced in the drift regions of the detectors will also face Lorentz-force when drifting towards
the anode. As the magnetic field reaches values of 0.3 T inside the detectors and will be far from
homogeneous, as it can be seen in a magnetic field map of the end-cap toroid at the position of
NSW in figure 6.35, this has varying implications for different positions inside the detector, based
on the altered electron drift velocity (see also section 2.4.1). This is illustrated in figures 6.36(a) and
6.36(b) for the trajectories of primary electrons originating from muons with track inclination of
30◦ simulated for two different orientations of a magnetic field with respect to a homogeneous
EZ = Edri f t =600 V cm−1. Here two cases are shown with a magnetic field of |B| =0.3 T parallel
and anti-parallel to strips pointing in the Y-direction, which alters the trajectory of the electrons,
which in the absence of this field would follow the electric field.
This leads to two possible configurations where the angle which is defined by the drift direction
of the electrons and the initial particle track is either smaller or larger than the track inclination θ. In
the latter case, which is shown in figure 6.36(a) and here referred to as the de-focusing configuration,
the apparent track-length on the read-out plane is increased. By application of the µTPC-method a
larger apparent angle θ′ would be reconstructed, whereas in the focusing configuration in figure
6.36(b) a smaller angle would be reconstructed. Knowing the Lorentz angle α the apparent angle
can be described by:
tan θ′ = cos α (tan θ + tan α) (6.14)
This assumes an unaltered electron drift-velocity of the electrons, which is reasonable as the drift-
velocity of the electrons is only slightly affected by the magnetic field as it was already shown in
figure 2.13(a). The Lorentz angle on the other hand will be depending on the actual position of a
hit within the NSW, as it is depending on the absolute value of the magnetic field perpendicular to
the electric field:
x′µTPC = xµTPC +
(
Z− 1
2
cos α
)
(tan θ − tan α)− Z
(
1
2
tan θ + tan α
)
(6.15)
A similar problem will arise for the application of the timing corrected centroid method, but it can
Figure 6.35: Magnetic field map of the ATLAS end-cap toroid at the position of the NSW [Iengo
and Alexopoulos, 2014]
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also be corrected in the same fashion:
x′timing = xtiming − tan α
(
Z
2 cos α
+ (t− tmid)vD
)
(6.16)
For the µTPC-method it is foreseen to have a look-up table for the corresponding values of α at
every detector position, which would also allow the application of the timing correction. Here still
the prerequisite of knowing real track inclination θ remains in order to allow for this correction.
The range of different effective track inclinations a single quadruplet will see in the NSW is limited
to±5–10◦ –depending on the magnetic field– around the mean angle of the respective segment. For
the longer SM1 and LM1 this will lead to effective inclinations of (15± 8)◦ and for the shorter but
wider SM2 and LM2 to distributions of angles of (25± 5)◦. Due to the limited possible track angle
a fixed track inclination might be assumed if only a single layer is considered and no further track
information would be provided. For a real angle of 30◦ and a correction of the centroid position
with an assumed angle of 25◦, which for SM2 would geometrically be the worst case scenario, this
leads only to a degradation of the position resolution of (19± 10)µm, determined by the core and
weighted width of a double Gaussian fit, as it can be seen in figure 6.37 for Edri f t =300 V cm−1.
This shows that already a calibration for a fixed angle within ±5◦ of the real angle with known
electron drift velocity shows a resolution improvement close to the optimum reconstruction quality
possible by this method. The multilayer design of the detectors however would allow to utilize
an angular dependent reconstruction algorithm, where the information on the track inclination
is extracted from the coarse position information determined by the centroid method from the
other layers. An example for this approach can be seen in figure 6.38 for the residual distribution
of the etain-layer for an inclination of 30◦ and Edri f t =300 V cm−1. Using the inclination measured
by the other layers a spatial resolution of σweighted =(230± 20)µm (σcore =(140± 10)µm) was
observed, which shows, that this approach in general is useful. The slightly lower resolution and
the significant reduction in statistics here compared to the case, where a fixed inclination was
assumed, can be explained by mis-match of events in the stereo-layers.
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Figure 6.37: Comparison of the residual distributions of the etain-layer for a nominal inclination of
30◦ and Edri f t =300 V cm−1 after timing-correction for the angles of 25◦ and 30◦. A mis-estimation
of the inclination angle of 5◦ in this case changes impaired the position resolution by (19± 10)µm.
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Figure 6.38: Residual distribution in the etain-layer for a nominal inclination of 30◦ and
Edri f t =300 V cm−1 after time correction of the centroid by measuring the inclination in three
quadruplet-layers. A spatial resolution of σweighted =(230± 20)µm was observed.
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6.7 Reconstruction Efficiency
As described before a high reconstruction efficiency with only very limited areas of reduced
performance can be tolerated for the single layers in the NSW. The reconstruction efficiency is
mostly depending on two distinct parameters: The quality of the detector, especially the read-out
boards, where missing strips or local unevenness might decrease the visibility of particles traversing
the detector, and second also the chosen reconstruction method, where also the necessary spatial
resolution has to be considered. The reconstruction efficiency hence has been determined by the
fraction of clusters found within ±5 mm of the track prediction, divided by the total amount of
good tracks found by the telescope, which was defined by a χ2/NDF<1.5 of the linear fit to the
refernce track.
As the size of a recorded cluster depends on the track inclination, the diffusion of the electron
cloud and lastly also on the amplification a good method to determine the lower limit of the
reconstruction efficiency was to minimize the diffusion and to scan through different amplification
voltages for the un-tilted detector. At the example of the edge between two read-out boards, where
due to the production process for this prototype multiple strips were cut away, this turn-on behavior
of the efficiency can be seen. This is shown in figure 6.39(a) for all layers with Edri f t =600 V cm−1.
The two layers performing best, etain and stereoin, actually had only single strips missing, meaning
no two neighboring strips were disconnected, and by exploiting the minimal cluster size due to
diffusion achieved a reconstruction efficiency of above 95 %. In both cases these non-connected
strips covered space containing more than 8 % of the total number of recorded tracks, which was
determined by the track reference. The low reconstruction efficiency at this specific beam position at
the etaout-layer is caused by a larger amount of missing strips at the junction between two read-out
boards corresponding to an acceptance loss of 18 %. The critical point is that a larger gap of in
total 7 strips could not be used leading to an effective dead area with 2 mm width along the full
breadth of the detector. This can also be seen in the residual distribution for this layer in figure
6.39(b) around x=−6 mm, which is plotted against the position in the detector for this layer at an
amplification voltage of 570 V cm−1. A much more serious effect on the reconstruction efficiency
however is only faintly visible in this plot. It becomes apparent in figure 6.39(c), as this can only
explain a lowered maximum reconstruction efficiency, but not a steeper turn-on curve compared
to the other layers. In order to find local spots of low reconstruction efficiency a grid with 1 cm
edge length was used for this. A clear drop in the efficiency without the total loss in position
information was observed. This locally low efficiency can be caused by production flaws of this
prototype detector, for example by unconnected resistive strips, which were already found in the
quality-control procedure before the assembly of the detector in one of the stereo-layers and would
lead to an undefined electric field at this position. Another cause of inefficient spots would be local
thickness variations of the board, which would lead to an increased distance between the mesh
and the read-out structure and therefore a lower amplification.
The map in figure 6.39(d), where the mean cluster charge for the same partitions is shown,
indicates that this might have happened in this region. A locally decreased pulse-height was
observed in the same region, where the efficiency dropped. This was most likely caused by a local
deformation in the read-out panel, which led to an increased distance between the micromesh and
the anode.
The influence of the reconstruction method on the reconstruction efficiency mainly has to be
considered for the application of the µTPC-method, as a faulty reconstruction potentially spoils the
spatial information more than the other methods.
This was investigated at a position, where all layers showed a high and homogeneous efficiency
at the center of the module. At the same position also all measurements shown in section 6.5 were
done. In figure 6.40(a-c) exemplarily the results for layer etain are shown, but the other layers
performed equally well at this position.
As reference the reconstruction efficiency at perpendicularly incident was used, which for this
region again is shown in partitions in figure 6.40(a) for Edri f t =300 V cm−1, as this allowed the
highest spatial resolution. In this region an overall detection efficiency of 94.3 % with a RMS of
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−20 mm of locally lower efficiency, which is not corre-
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(a) Reconstruction efficiency for perpendicularly inci-
dent muons, determined by the centroid method
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(b) Reconstruction efficiency for an inclination of 30◦,
determined by the timing corrected centroid-method
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(c) Reconstruction efficiency for an inclination of 30◦
determined by the µTPC-method
Figure 6.40: Efficiency maps for a 7 cm× 6 cm section of the center of the etain-layer, using UA=605 V
and Edri f t =300 V cm−1
1.0 % was achieved. The slight difference of the efficiency compared to figure 6.39(a) is due to the
selection of the detector region, where every partition has to have at least 100 hits also for the
measurements with a tilted detector. Under an inclination of 30◦ by means of the reconstruction
with the timing corrected centroid due to the larger clusters even an increase in the efficiency up to
96.8 % (RMS=1.8 %) could be achieved as it can be seen in figure 6.40(b). The µTPC-method on the
other hand showed some non-negligible lower efficiency, due to the necessary cut on the χ2/NDF
for the µTPC-fit. This led to a quasi homogeneous drop in the reconstruction efficiency by about
9 % to only 88.1 % (RMS=3.6 %) for the same measurement, which is shown in figure 6.40(c).
Chapter 7
Performance of a GEM-detector under
High Rate Ion Irradiation at the
Heidelberg Ion Therapy Center
The Heidelberg Ion Therapy center (HIT) [Haberer et al., 2004] is a cancer treatment facility based
at the Heidelberg University Hospital. The concept of cancer treatment with ions is based on
the specific energy loss of charged particles in matter depending on their energy. Following the
Bethe-Bloch-equation (see section 2.1), the energy loss increases drastically with lower energy. This
effect can be used to deposit a high amount of energy in a very confined region in matter, the so
called Bragg-peak. The energy loss of ions at higher energy is much lower, which is exploited in
cancer treatment to deliver high energy to damage cancer cells but spare the surrounding healthy
tissue. The energy of a beam can be tuned to target a tumor with the Bragg-peak, which minimizes
the damage to the tissue in front of the tumor. The width of the Bragg-peak itself is depending
on the particles used. Often protons with an energy between 40–230 MeV or carbon ions with an
energy of 80–440 MeV u−1 are used, which correspond to a range of these particles in water of
up to 30 cm. The energy depth-dose distributions for these two different particle types in figure
7.1 show the general advantage of heavy ions over protons for this purpose. Here the relative
energy loss of 12C-ions of 440 MeV u−1 and protons of 230 MeV is shown in water, based on a
Geant4 simulation. Although both particle types have roughly the same range the carbon-ions
exhibit a much more pronounced peak and a significantly lower relative energy loss in front of
this maximum, which allows to spare healthy tissue surrounding a tumor. In both cases this
leads to a very well defined range of the particles, with Gaussian shaped range fluctuations of
only (1.0± 0.1)mm for the carbon ions compared to a width of the peak of (3.3± 0.1)mm for the
protons. The strong confinement of the maximum of the energy deposition on the other hand
requires not only a precise knowledge of the actual dimensions and location of a tumor, but also an
extremely well beam handling in order to spare healthy tissue. Thin MPGDs offer the possibility to
provide a high resolution in-line beam monitoring and micromegas detectors have already proven
to be capable of coping with the high particle fluxes in an irradiation scenario [Bortfeldt, 2014]. In
this chapter a triple GEM-detector will be tested in order to determine its suitability to provide a
single particle reference even at these high particles rates.
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Figure 7.1: Geant4 energy loss simulation of protons with an initial energy of 230 MeV and 12C-ions
with an initial energy of 440 MeV u−1 in water
7.1 Experimental Set-Up
The HIT irradiation facility is designed for very high particle rates in order to minimize the
treatment times for the patients and offered the possibility to test a small GEM-detector under
these extreme particle rates. The quality of the position reconstruction was determined by a beam
telescope as reference. The setup consisted of a total of six floating strip micromegas detectors31
and a triple GEM-detector. The micromegas detectors were arranged in low material budget
doublets. Two sets equipped with one-dimensional strip read-out were placed in the front of the
GEM-detector and a set of two detectors with two-dimensional strip read-out behind it. The active
size of the micromegas detectors was 6.4 cm× 6.4 cm with a strip pitch of 0.5 mm. The micromegas
detectors used a drift gap of 6 mm width and the GEM detector a drift gap of 5 mm with a drift
field Edri f t =600 V cm−1. In the GEM detector the standard Ar-CO2 93:7 Vol.% gas mixture was
used, whereas the micromegas detectors were filled with a faster counting gas mixture of Ne-CF4
84:16 Vol.%. A trigger was provided by a coincident signal of two scintillators behind the setup.
The full arrangement can be seen in figure 7.2. The micromegas set-up and their performance
are also described in [Bortfeldt et al., 2017] and [Magallanes, 2017]. Although the accelerator was
capable of tuning the energy of protons in the range between 48–220 MeV and for carbon ions
between 88–430 MeV u−1, the measurements shown were limited to the evaluation of the detector
performance under irradiation with a carbon beam of 88 MeV u−1. The need of low material budget
detectors was driven by the non-negligible multiple scattering of the ions in matter. The overall
printed-circuit-board equivalent thickness of the whole system was as low as 3.2 mm with the
largest contribution of 2 mm actually coming from the read-out anode of the GEM detector. The
nominal energy loss in the whole set-up was simulated for carbon ions to be 42 MeV, which was
lower than 4 % of the total energy of the particles. The accelerator provided beam in spills of 5 s
length and subsequent pauses of 4–5 s. The spills were subdivided in bunches with a nominal
spacing of about 200 ns depending on the beam energy [Schoemers et al., 2015, Bortfeldt, 2014].
31Floating strip here means a discharge protection scheme for high rate irradiation, the detectors are described
in [Bortfeldt, 2014] and [Klitzner, 2016]
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Figure 7.2: Experimental set-up with two doublets of floating strip detectors with 1D-strip read-out
in front of the GEM-detector and a doublet of micromegas with 2D strip read-out behind it. The
whole set-up was triggered by the coincident signal of two scintillators behind the system.
7.2 High Rate Performance of a GEM detector
Rate tests with carbon ions were carried out in the range of 2–50 MHz spread over a Gaussian
shaped beam profile with a Full Width Half Maximum of 13.4 mm. Over the full beam-spot this
was equivalent to a mean particle flux of 2.2–54 kHz mm−2.
The high particle flux through the detectors made the use of a track selection algorithm necessary.
In all earlier chapters the particle flux through the detectors was sufficiently low, that the probability
of having more than one particle at a time could be neglected and tracks could be built from the
single clusters in multiple detectors. In the case described a much higher amount of clusters was
reconstructed in all detector layers, which had to be matched to actual particle tracks. This can be
seen in an event display for a nominal particle flux of 2 MHz in figure 7.3(a) for the GEM-detector
and for the hit distribution of the event in figure 7.3(b). Here an event in the GEM-detector is
shown, where ten ions hit the detector nearly simultaneously.
Similar to the strip selection described in section 2.7.4 this was done by a Radon-transform,
which allowed to find straight tracks through all detectors. This selection led to a reconstruction of
up to 12 tracks in all detectors and is explained in more detail in appendix C. A simulation showed
that the implementation chosen for the reconstruction was rather stable in terms of reconstruction
efficiency and falsely reconstructed tracks. Depending on the number of particles in the detector,
tracks, which led to charge clusters in all detectors, should be reconstructed with an efficiency
higher than 75 % (also explained in appendix C).
In a first iteration this led to a residual hit distributions for the GEM-detector, as shown in
figure 7.4(a). The distance between the position of the cluster closest to the track and the position
defined by the reference track is plotted. The narrow centered peak resembles well separated tracks
in the GEM-detector, which could be assigned to a track in the reference system, but on the other
hand also a large underlying bulge with a width of about 2 mm was observed. Analysis of the
events causing this large deviation from the prediction revealed events, where multiple particles
were combined to a single charge cluster. The minimal cluster size due to diffusion (see section
2.4.2) meant, that two particles, which traversed the detector within a trigger window of 600 ns
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(a) Event display for a spill of 10 particles, which
passed the GEM-detector nearly simultaneously
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(b) Multiple hits could be assigned to single particles
by finding tracks in all detector layers by a Radon-
transform, which allowed in the case shown the recon-
struction of four tracks in all detectors with a read-out
in X-direction.
Figure 7.3
and a distance below 1.4 mm in the read-out direction could not be resolved. This could partly
be overcome by an alternative clustering algorithm, which made use of the timing of traversing
particles. Proceeding from the time-position-charge distribution local charge maxima were selected
and clusters were built from them by the following criteria:
• A local maximum was used as seed, if no other local maximum was found within a distance
of ± ten time-bins along a strip32 and in the region of ± four strips and ± two time-bins
around the maximum
• If the two neighboring strips showed also a peak in the region of the local maximum within
± two time-bins the strips were merged to a cluster
• Gaps in a cluster were not allowed
• If the charge of a local cluster exceeded 100 ADC-counts also single strip clusters were allowed
Local maxima in the time-position-charge distribution of an event were calculated by a peak finding
algorithm according to [Morháč, 2015]. The peak finding and the cluster selection is exemplarily
show in figure 7.4(c) together with the initial extent of the clusters defined by the recipe from
section 2.7.2. In the example shown every initial cluster was subdivided into two new clusters by
this selection.
Using this localized clustering algorithm multiple hits within close distance could be well re-
solved and the residual distribution could be definitively enhanced, as it can be seen in figure 7.4(b).
In both cases shown a cut on the quality of the reference tracks was applied by the requirement of
χ2/NDF<1.5 for the line fit to the clusters in the micromegas detectors.
The residual distributions shown both correspond to a nominal particle rate of 3 MHz and were
fitted with a double Gaussian distribution. The micromegas detectors used in this system were
tested also for the first time under these conditions and therefore their spatial resolution in this
setup was a-priori unknown. An estimation of the spatial resolution for the GEM-detector was
therefore done by the method described in [Carnegie et al., 2005], where the spatial resolution of a
detector in a system is determined by the residual distributions in the two cases, where the detector
under test once is included in the track fit and once excluded from the fit. From the widths of both
32This was motivated by the electron drift time in the drift region of about 100 ns and the bunch spacing of 200 ns
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(a) The residual distribution of the GEM-detector for
a nominal particle rate of 2 MHz with the standard
clustering algorithm shows a dominant underlying
contribution of mis-assigned tracks.
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(b) Application of a clustering algorithm taking
into account also particle timing reduced mis-
reconstruction due to combining particles, which tra-
versed the detector close to each other.
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(c) Example of both clustering algorithms: Strips, which were combined to
clusters with the standard algorithm are enclosed by dashed orange rectangles.
Clusters, determined by the modified algorithm, are enclosed by red rectangles
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Figure 7.4
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(b) The spatial resolution for 12C-ions of 88.8 MeV u−1
degrades with the particle rate. The resolution fea-
tures two distinct plateaus of (220± 9)µm for particle
rates below 5 MHz and (332± 14)µm for rates above
10 MHz.
Figure 7.5
distributions the detector intrinsic resolution can be obtained by33:
σdet =
√
σincl. · σexcl. (7.1)
Both residual distribution for the GEM-detector, included and excluded from the track fit, are shown
in figure 7.5(a) for a particle rate of 3 MHz together with a fit of a double Gaussian. Considering
only the narrow part of the distribution a spatial resolution of σdet =
√
253 · 194µm =(220± 20)µm
could be achieved. This confinement to the narrow contribution of the fit is justified by the non-
negligible multiple scattering of the ions in the read-out anode of the GEM-detector. For higher
particle rates the spatial resolution of this GEM-detector degrades, as it can be seen in figure 7.5(b).
For the highest rate of 50 MHz a spatial resolution of (350± 30)µm was still achievable. This
degradation in spatial resolution might be caused by an imperfect selection of track due to the
higher amount of particles in every cluster.
The number of detected tracks however was not well suited to determine the mean number of
particles in a single event, as the size of the GEM and micromegas detectors considerably differed
and the overall detection efficiency of the prototype micromegas detectors was rather low. On
the other hand also overlap of clusters from single particles due to lateral diffusion had to be
considered, which also means that the number of found clusters in a single detector was not well
suited to determine the number of particles. Since the energy loss of the particles on the other
hand was well defined the total collected charge in the GEM-detector was a good indicator for
the actual number of particles in every event, as it can be seen for a measurement with the lowest
nominal particle rate in figure 7.6(a). The total charge of all clusters found in the GEM-detector is
plotted, and three pronounced equidistant peaks can be observed here. These can be understood
as probability distribution of events with one, two or three particles. Assuming a well defined
Gaussian energy loss for a single particle this distribution can be parametrized by:
f =
N
∑
n=1
An · e
(
− 12
(
q−q0 ·n√
nσq
)2)
(7.2)
33Here identical spatial resolution of all detectors is assumed. In fact the spatial resolutions of the micromegas
detectors was similar, which justified this (see [Klitzner, 2016]).
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Table 7.1: Dependence of mean number of reconstructed tracks in the telescope and mean occupancy
N̄ in the GEM on the particle rate
particle rate [MHz] mean number of reconstructed tracks particles in detector N̄
2 2.3 2.4
3 2.4 2.7
5 2.3 3.1
10 2.3 5.4
20 2.3 5.4
50 2.2 7.8
With a mean energy loss of a single particle of q0, a width of the charge distribution for a single
particle of σq and a maximum of N particles. The mean particle occupancy of the detector N̄ than
can be be described by:
N̄ = ∑
N
n=1 Ann
∑Nn=1 An
(7.3)
In this case a mean number of particles in the detector of 2.4 could be reconstructed. For all
different particle rates the number of particles in the detector for every trigger is shown in table 7.1.
It is notable that higher particle rates in this context not necessarily meant an increased occupancy
of strips for every trigger, as for the lower rates not all bunches were filled. This can be seen from
the reconstructed timing of the clusters in figure 7.6(b) for particle rates of 2 MHz and 50 MHz.
In both distributions three distinct peaks are visible, which correspond to particles from a single
trigger. This shows, that particles of up to three different bunches were recorded within a single
trigger. For the lower rate still mostly a single bunch was reconstructed, whereas for the higher
rate the contribution from the two later bunches significantly increases. This leads to a distribution
in the number of particles in the bunch triggered on depending on the particle rate as shown in
figure 7.6(c) and shows a similar behaviour than the mean number of particles in the detector
N̄. Considering this allows to explain the step-like degradation in spatial resolution as from the
minimal cluster size in the detector d ≈1.4 mm it would not be expected to resolve more than 4
particles within the confinement of the beam.
Albeit using X,Y strip read-out is not the best option for high rate applications, this showed that
also a GEM-detector, which due to the much larger dimensions of the amplification and transport
regions suffers from higher lateral diffusion and a much longer electron life-time in the detector,
can be operated at these high fluxes and still delivers good spatial information, which however is
slightly degrading with increasing particle rates.
128
7. Performance of a GEM-detector under High Rate Ion Irradiation at the Heidelberg
Ion Therapy Center
Entries  40150
Mean     2466
Std Dev      1467
0 1000 2000 3000 4000 5000 6000 7000 8000
charge [a.u.]
0
100
200
300
400
500
600
700
800
ev
en
ts
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Chapter 8
Summary
Tracking of charged particles in Micro-Pattern Gaseous Detectors (MPGDs) allows for a strongly
increased position determination compared to standard methods by application of TPC-like re-
construction techniques. In this thesis different methods for position reconstruction are presented,
which take into account the energy deposition along the tracks of charged particles in the active
volume of planar gaseous detectors. The methods are developed and applied on two different
kinds of MPGDs, small size Gaseous Electron Multiplier detectors (GEM) with an active detector
region of 10 cm× 10 cm and a large scale Micromesh Gaseous Structure detector (Micromegas)
with an active area of 2 m2. Both detector systems share their general construction with a planar
active volume of 5–8 mm width, the electron drift region, a subsequent electron amplification stage
and a highly segmented strip read-out. Charged particles ionize the counting gas in the active
volume and electrons drift then guided by electric fields towards the amplification region. In the
case of the GEM detector this region is made from one or more copper-clad insulating films with
etched micro-structured holes. High electric fields in these holes cause amplification of the electrons
due to a moderate voltage difference between both sides of these films. For the same purpose in
micromegas detectors micromeshes are utilized, which define a region of high electric field together
with a read-out anode. Using a time resolving read-out makes it possible to reconstruct the path of
a charged particle in the active region. By measuring the drift time differences of electrons their
point of creation can be determined similar as in Time-Projection-Chambers (TPCs).
A reconstruction concept for the detection of thermal neutrons based on a GEM detector with
a single neutron conversion layer is described. Tests are performed in a thermal neutron beam
of 3.7 meV at the Heinz Maier-Leibnitz Zentrum (MLZ) in Garching. Tracking the products of
a boron-neutron capture process, namely alpha particles and Lithium-ions, a spatial resolution
of (100± 10)µm can be reached. This is achieved by exploiting the specific energy loss of the
particles along their track, using a highly efficient tracking algorithm, which reconstructs the point
of conversion of the neutron in a boron-clad cathode. Calibration of detector and gas-specific
parameters for the position calculation increase the performance of this method, even though
a spatial resolution of 140 µm is already achieved without any calibration. This exceeds by far
the results using standard methods i.e. by determination of the center of energy deposition in
the drift region (centroid-method) or by using the track information without accounting for the
energy loss along the track (µTPC-method). Typical spatial resolutions are (1.5± 0.1)mm for the
centroid-method and (590± 20)µm for the µTPC-method. In the set-up a single 10B conversion
layer of 2 µm thickness is used and a detection efficiency of 5 % for the thermal neutrons is achieved.
The thickness of the conversion layer is found to be optimal in terms of conversion efficiency and
range of the ions in the active region of the detector.
Further improvements of the technique in terms of detection efficiency might be achieved by
different approaches, which would allow to still use the same reconstruction algorithm:
• Multiple stacked GEM based converter layers – similar to the detector described in [Köhli
et al., 2016]– could be used to increase the conversion probability
• The applicability of the described reconstruction method could be tested with structured
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converter cathodes (see for example [Stefanescu et al., 2013]), which might increase the
detection efficiency by about 50 %
In both cases the reconstruction of the point of interaction should be possible, but the influence of a
more complicated cathode and converter structure on the reconstruction capabilities would need
to be studied.
The tracking method is also successfully adapted for the usage with a Thick-GEM detector
(TGEM). In contrast to standard GEMs, which are made of 50 µm Kapton-films, the TGEM consists
of a 0.5 mm printed circuit board and has a much coarser hole distance and size of 0.8 mm and
0.5 mm, compared to 0.14 mm and 0.05 mm for the standard GEM. This granularity limits the
spatial resolution by position reconstruction with standard methods. A highly increased spatial
resolution of (360± 30)µm is achieved by tracking of 5 MeV alpha particles considering also their
energy loss.
A third alternative reconstruction method is developed for tracking of minimal ionizing par-
ticles, which leave strongly clustered tracks in the active region of MPGDs. In a standard GEM
set-up in a 10–150 GeV muon beam at the SPS accelerator at CERN the performance of different
reconstruction methods is tested. By extrapolating the muon track from a telescope containing four
small micromegas detectors the quality of the position reconstruction in the GEM is determined.
For perpendicularly incident muons an excellent spatial resolution of (56± 8)µm for the centroid
method is observed. Tests with an inclined detector under angles of 15◦, 20◦, 30◦, 36◦ and 40◦ show
a nearly linear decline of the spatial resolution. For track inclinations of 40◦ the centroid resolution
degrades to 600 µm. Better spatial resolution for inclined tracks is obtained by application of the
µTPC-method with spatial resolutions between 230–280 µm for angles in the range 15–40◦. The
best resolution is observed at an angle of 20◦.
An alternative reconstruction allows spatial resolutions of below 150 µm with a high efficiency,
which is independent of the track inclination. The method utilizes the determination of the distance
of the centroid from the read-out anode by a timing measurement based on the energy deposition
and corrects the centroid position depending on the angle. The reconstruction efficiency of the
timing corrected centroid method reaches (94± 2)%, whereas the µTPC method reaches only
(80± 2)%. A compensation of cross-talk on read-out strips is developed, which allows to improve
the track inclination reconstruction especially for steep inclination angles down to 15◦. This allows
to reconstruct the track inclination with a resolution between σθ =2–4◦. The timing resolution of
the detector is shown to be dependent on the track inclination, with the best timing resolution of
σt =(4.8± 0.7) ns for a track inclination of 40◦.
A possible application of this alternative method could be the reconstruction of muon tracks in
ATLAS micromegas detectors. The increasing luminosity of the Large Hadron Collider (LHC) at
CERN will make an upgrade of the forward region of the muon spectrometer of the current ATLAS
detector systems necessary, which will be able cope with the background dominated hit rate of
up to 15 kHz cm−2. Together with sTGC detectors, small strip Thin Gap Chambers, micromegas
detectors have been chosen to replace the existing end-cap Small Wheel detectors, as these will
no longer be able to cope with the expected high luminosity of 0.7× 1035–1× 1035 cm−2 s−1. The
micromegas detectors in the New Small Wheel (NSW) will consist of four detector layers, each
with an active area of 2–3 m2. In this thesis the performance of a first full-scale prototype in a muon
test-beam is presented. For perpendicular incident a spatial resolution of (90± 10)µm is observed
using the centroid method at detection efficiencies above 95 %.
Under inclined tracks a reconstruction efficiency of (97± 2)% is reached by the timing corrected
centroid method and (88± 4)% by means of the µTPC-method. The angle resolution for a single
detector layer is σθ =(4.0± 0.4)◦ for an angle of 20◦ and σθ =(3.1± 0.2)◦ for an angle of 30◦.
Tests with an inclined detector and using the µTPC-method show a clear separation of events:
the dominant number of events can be reconstructed well with a resolution of (115± 10)µm for
an angle of 20◦, but there is also a significant amount of events, which are reconstructed with
reduced accuracy, leading therefore to a mean spatial resolution of (250± 25)µm. By the timing
corrected centroid method a similar separation is observed, but the amount of badly reconstructed
events is clearly reduced. This leads to a spatial resolution of (115± 10)µm for well reconstructed
131
events and a mean resolution of (200± 25)µm. In both cases a drift field dependence of the spatial
resolution is observed. Best results are obtained at low electric fields due to the lower drift velocity
and the limited timing resolution of the large detector.
The timing resolution of σt =(18.6± 0.1) ns of the prototype under an inclination of 30◦ shows
to have a clear influence on the spatial resolution. Tests with the first series modules in the future
will have to show, whether a decrease of Edri f t from the design value will be necessary and feasible.
Three different issues here would have to be addressed:
• Lower drift fields interfere with the rate capabilities, as these cause longer drift times and
induce a higher detector occupancy
• The designated gas mixture of Ar-CO2 exhibits a steep Edri f t dependence of the electron
drift velocity in regions with low velocity. This might lead to an increased susceptibility for
variations in the width of the drift region.
• The influence on the trigger capability of these detectors has to be studied, which has
especially to be re-evaluated as soon as the series NSW read-out electronics will be available.
Another possible application for MPGDs is the usage in medical physics, for example in beam-
monitoring for heavy-ion tumor irradiation or ion radiography. This makes the usage of detectors
necessary, which can resolve single particles up to very high rates. The high rate capability of a
GEM detector with 2D strip read-out is tested in a high intensity carbon ion beam in the range
between 2–50 MHz. The tests at the Heidelberg Ion Therapy Center (HIT) show, that single particles
can still be separated at 50 MHz. Due to the occupancy with high rates a degradation of the spatial
resolution of (220± 20)µm to (350± 30)µm is observed. This is caused by up to 8 particles traces
simultaneously in the detector.
In this thesis a variety of different approaches is presented, which allows to reconstruct charged
particles in MPGDs with increased accuracy. Using the track information together with the energy
deposition along this track in all cases the spatial resolution and reconstruction efficiency is
ameliorated. The production of NSW micromegas already started and tests with series detectors
will show in the near future if the application of one of these methods will allow to fulfill the
demanding requirements on spatial resolution and efficiency.
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Appendix A
Cluster Size Distributions
The probability to find k electrons in a cluster along a particle track can be described by the
distribution P(k), which in general is depending on the counting gas. In table A.1 experimentally
by [Fischle et al., 1991] determined values for the corresponding distributions are shown for three
different drift gases. In all cases the most probable cluster size is a single electron, but the mean
cluster sizes can vary significantly.
Table A.1: Cluster size distributions P(k) in % experimentally determined by [Fischle et al., 1991]
k Ar CO2 He
65.6 72.5 76.6
2 15.0 14.0 12.5
3 6.4 4.2 4.6
4 3.5 2.2 2.0
5 2.25 1.4 1.2
6 1.55 1.0 0.75
7 1.05 0.75 0.50
8 0.81 0.55 0.36
9 0.61 0.46 0.25
10 0.49 0.38 0.19
11 0.39 0.34 0.14
12 0.30 0.28 0.10
13 0.25 0.24 0.08
14 0.20 0.20 0.0
15 0.16 0.16 0.048
16 0.12 0.12 0.043
17 0.095 0.09 0.038
18 0.075 0.064 0.034
19 0.063 0.048 0.030
>19 (21.6/k2) (14.9/k2) (10.9/k2)
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Appendix B
Detector Alignment with Tracks
Tracking Accuracy
One way to determine the reconstruction characteristics of a detector is to provide a track in-
formation by a reference system consisting of multiple detector layers. Together with a suitable
parameterization of the track a fit to the hit positions in the reference detectors the position in the
detector at test can be extrapolated.
If a reference system is used the exact positioning of the detector with respect to the reference
system has to be known in order to compare the signals from the detector with a track prediction.
The difference between this prediction and the reconstructed position will be called residual from
now on.
This track prediction is obtained from the measurement stations ~xi = (xi, yi) by a fit – in the
assumption of a straight track represented by y = mx + t– is done by calculation of:
χ2 =
n
∑
i=0
(yi − t−mxi)2
σ2i
, (B.1)
which is the sum of the squared distances of the single measurement points to the track weighted by
their respective spatial resolution σi. The optimal track through the points is found by minimization
of χ2 with the two conditions
δχ2
δt
= 0
δχ2
δm
= 0,
which leads to
tS1 + mSx =
n
∑
i=0
yi
σ2i
m (Sx + Sxx) =
n
∑
i=0
xiyi
σ2i
,
where:
S1 =
n
∑
i=0
1
σ2i
Sxy =
n
∑
i=0
xiyi
σ2i
Sx =
n
∑
i=0
xi
σ2i
Sy =
n
∑
i=0
yi
σ2i
Sxx =
n
∑
i=0
x2i
σ2i
Syy =
n
∑
i=0
y2i
σ2i
D = S1Sxx − S2x
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Figure B.1: From equation (B.6) calculated track prediction accuracy for two detectors placed at the
positions 0 mm and 100 mm with the same spatial resolution for 0.025 mm, 0.05 mm and 0.1 mm
and additionally for σ=0.1 mm if a third detector is added at 50 mm
Solving this for m and t leads to:
m =
(
S1Sxy − SxSy
)
D
t =
(
SySxx − SxSxy
)
D
(B.2)
The uncertainty of m and t due to the uncertainty of yi characterized by the resolution σi can be
described by average of the product minus the product of the averages:
[yiyk] = 〈yiyk〉 − 〈yi〉 〈yk〉 (B.3)
[
t2
]
=
Sxx
D[
m2
]
=
S1
D
(B.4)
[mt] =
−Sx
D
From this the track extrapolation accuracy at the origin is given by:
σex.(0) =
√
[t2] (B.5)
Which can be generalized to:
σex.(x) =
√√√√√√√√
n
∑
i=0
(xi−x)2
σ2i
n
∑
i=0
1
σ2i
n
∑
i=0
(xi−x)2
σ2i
−
(
n
∑
i=0
xi−x
σ2i
)2 (B.6)
The residual distribution is then the convolution of the track prediction accuracy and the track
uncertainty due to scattered particles with the spatial resolution of the detector:
A(x, aa, as, µ, σa, σs, σ0) =
[
a0e
− 12
(
x−µ
σ0
)2
⊕ ase−
1
2 (
x−µ
σs )
2
]
⊕ 1√
2πσ2a
e−
1
2 (
x
σa )
2
(B.7)
Here σa and σs are the widths of the uncertainties due to the track prediction accuracy and
multiple scattering of the particles, aa and as are weighting coefficients for these distributions,
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µ is the center of the distribution and σ0 is the spatial resolution. The extraction of σ0 from the
residual can be done by a fit of double Gaussian function with the widths σ1 and σ2 and doing the
deconvolution by:
σ0 =
√
σ21 − σ2a (B.8)
σs =
√
σ22 − σ2a (B.9)
For practical purposes a combined value can be calculated, as these widths might differ depend-
ing on the design of the detector and the particle properties. Here this is done by a mean weighted
by the integral of the residual distribution:
σcom. =
σ0
∫
R
a1e
− 12
(
x−µ
σ1
)2
+ σs
∫
R
a2e
− 12
(
x−µ
σ2
)2
∫
R
a1e
− 12
(
x−µ
σ1
)2
+
∫
R
a2e
− 12
(
x−µ
σ2
)2 (B.10)
Alignment of Detectors in a Tracking Telescope
In order to determine the exact intersection of the reference track with the detector at test the exact
positioning of this detector has to be known in the reference system. Assuming perfectly known
positions and orientations of the reference detectors, the exact values for the test detector can be
obtained from tracks through the detector. This also allows to align a set of detectors with respect
to each other, without the need to measure their exact alignment externally. A full compensation
without the need of an external position determination however is only possible if the test-detector
provides more than one position coordinate.
By using a defined coordinate system (X,Y,Z), which is defined by the tracking system, the posi-
tions in the system of the test detector can be translated into the reference system by a combination
of three translations and rotations. Mis-assumptions in any of these lead to specific deviations
of the predicted position in the detector from the measured position and can be used to rule out
these errors. The procedure used in this thesis to compensate for mis-alignment of the detector
will be discussed at the example of four planar detectors with 2-dimensional strip read-out placed
along a Z-coordinate. The positions of the first and the last two detectors are assumed to be well
known, and only the second detector has to be corrected in order to match the system defined
by the other three detectors. The alignment will be done by straight particle tracks through all
detectors, whereas the tracks will be described by two sets of equations of straight lines, one for
each read-out direction. A scheme of this is shown in figure B.2.
Translations in the precision coordinate of the detector for example directly translate to shift of
the residual distribution and an error in the assumed position can be corrected by the corresponding
mean value of the residual distribution.
A translation of the test detector in the Z-direction can be measured and corrected by the
dependence of the residual distribution on the measured track inclination m:
δx
m
= δz (B.11)
Rotations around the X- and Y-axis of the reference system can be obtained from the dependence
of the residual in the respective direction on the position measured in the detector (X′, Y′):
δx
X′
= cos θ (B.12)
The last rotation around the Z-axis of the reference system can be calculated from the correlation
of the residual distribution in one read-out direction and the position in the other read-out direction.
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track model:
x(z)=mz+t
reference detectors
Z
X
assumed position
actual position
deviation from
expected hit
Figure B.2: Concept of the alignment with tracks: A track is defined by a set of measurements with
a reference system and compared to the measurements in the tested detector with a-priori non
perfect alignment. From systematic deviations of the expected position, defined by the reference
system, to the measured position misalignments can be identified and corrected.
δx
Y′
= sin φ (B.13)
From as good as possible known start conditions small mis-assumption in the reconstruction
can be treated as first order perturbations and can be corrected independently of one another in an
iterative process.
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(b) Residual distribution plotted against the position
in the same read-out direction for a detector, which is
tilted around the axis parallel to the read-out strips for
this direction.
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(c) A rotation around the Z-axis of the reference sys-
tem translates into a correlation between the two read-
out directions, and the residual of one direction de-
pends on the position in the other direction
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detector show a sharp improvement.
Figure B.3
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Appendix C
Tracking by a Radon-transform
In order to find unbent tracks from multiple particles in a system of detectors a Radon-transform
can be used, which allows to identify points laying on a straight line. For this an implementation
described in [Bradski, 2000] was chosen, which allowed to reconstruct tracks in two dimensions. For
detectors with 2D-read-out the track finding was separated in two steps. The transform translates
every point in the detectors according to equation 2.35 into a curve in Radon-space, which is
spanned by polar coordinated by an angle and a distance from the center of the initial coordinate
origin. Agglomerations in this space describe a line in the initial space. Tracks through all detectors
then can be found by finding intersections of lines from all detectors, as it can be seen in figures
C.1(a) and C.1(b). Here the points in a set of five detectors are shown in different colors, allowing a
better differentiation in the Radon-transform. Intersections of curves of the same color represent
the plane of single detectors, whereas real tracks through all detectors are characterized by the
intersection of curves with all five colors. In the example here 5 tracks could be reconstructed.
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(a) Reconstructed particles in a set of five detectors,
together with the tracks found in by the Radon-
transform
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(b) Radon transform of the left hit distribution,
agglomerations which can be attributed to tracks
through all detectors are highlighted.
Figure C.1
The efficiency and robustness of this algorithm has been tested by simulation of tracks in a
system consisting out of four detectors where hits along a track were placed with random offset
according to a resolution of 200 µm. This was done for one and five tracks in the whole system
and again with random noise hits added in all the detector layers, where the mean number of
additional noise hits per layer was two. In table C.1 it can be seen, that the efficiency to reconstruct
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Table C.1: Simulated track reconstruction efficiency for one and five tracks in a system with and
without randomly added noise.
without noise with noise
1 track (99.5± 0.9)% (97.2± 0.9)%
5 tracks (84.4± 1.3)% (76.2± 1.2)%
a single track is above 97 % with and without noise. For a higher number of tracks the efficiency
diminishes considerably.
Appendix D
Position Calculation from Stereo Layers
The position of a point in Cartesian coordinates P(x,y) from an arbitrary coordinate system P(u,v)
with the axis U and V, which are rotated from the y axis by the angles ϕ1 and π − ϕ2, as shown in
figure D.1, can be calculated in the following way:
x =
u sin ϕ2 + v sin ϕ1
sin (ϕ1 + ϕ2)
(D.1)
y =
u cos ϕ2 − v cos ϕ1
sin (ϕ1 + ϕ2)
(D.2)
This leads to an unambiguous description of point P, if sin (ϕ1 + ϕ2) 6= 0, meaning U and V must
not be parallel. If ϕ1=π − ϕ2 = ϕ this simplifies to:
x =
u + v
2 cos ϕ
(D.3)
y =
u− v
2 sin ϕ
(D.4)
In a planar detector with strip read-out this can be used to determine the position of a traversing
particle in the full plane with two sets of overlapping read-out strips, with the only condition of
being not parallel. Here it is implicitly assumed, that both sets of read-out strips are located in the
same plane.
The situation if the read-out layers are not in the same plane can be calculated under the
assumption of two parallel coordinate systems (U1,V1) and (U2,V2), which are tilted by an angle
±φ with respect to the Y-axis of a Cartesian coordinate system and are placed in the distance ∆Z
apart from each other. If a particle traverses both layers at the position (u1, v1) and (u2, v2), the
positions in both layers in the orthogonal system (X,Y) can be calculated as follows:
x1 =
u1 + v1
2 cos ϕ
(D.5)
x2 =
u2 + v2
2 cos ϕ
(D.6)
y1 =
u1 − v1
2 sin ϕ
(D.7)
y2 =
u2 − v2
2 sin ϕ
(D.8)
This is schematically shown in figure D.2 for a track, which is parameterized by the point (x1, y1)
and the polar and azimuthal angle θ and φ, which describe its track in polar coordinates.
This allows to describe the distances of both positions in the tilted coordinate systems by:
∆u = u1 − u2 = tan θ∆Z sin (Φ + ϕ) (D.9)
∆v = v1 − v2 = tan θ∆Z sin (Φ− ϕ) (D.10)
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Figure D.1: Schematic of a coordinate system with tow axes (U,V) rotated around the origin of a
Cartesian coordinate system by the angles ϕ1 and ϕ2. An unambiguous description of point P is
possible in either coordinate systems as long as ϕ1 6= −ϕ2.
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Figure D.2: Schematic of the passage of a particle through two identical read-out layers (U1,V1) and
(U2,V2) with each having two sets of read-out strips being tilted by ±ϕ to a Cartesian coordinate
system (X-Y). Both layers are placed parallel to each other in a distance ∆Z and the particle track is
defined by the point (x1, y1) in the upper layer and by the two angles θ and Φ of a polar coordinate
system.
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By defining an auxiliary plane centered between the read-out layers (U1,V1) and (U2,V2) the
intersection of the track with this plane can be described by:
x = x1 −
x1 − x2
2
(D.11)
y = y2 +
y1 − y2
2
(D.12)
Using now equations D.5-D.8 and solving equation D.9 and D.10 for the values u2 and v1 in the
following way
u2 = u1 − tan θ∆Z sin (Φ + ϕ) (D.13)
v1 = v2 + tan θ∆Z sin (Φ− ϕ) (D.14)
the positions in the auxiliary plane can be described by only two variables u1 and u2:
x =
u1 + v2
2 cos ϕ
− tan θ∆Z cos Φ tan ϕ
2
(D.15)
y =
u1 − v2
2 sin ϕ
− tan θ∆Z sin Φ
2 tan ϕ
(D.16)
This is equivalent to the case, where both layers consist of strips in a single read-out direction, but
are tilted by an angle +ϕ and −ϕ with respect to the system (X,Y).
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Appendix E
Detector Parameters for the Presented
Measurements
With the exception of chapter 3 all measurements in this thesis were conducted with an Ar-CO2
93:7 Vol.% gas mixture held at a constant overpressure with respect to ambient conditions of
(3± 1)mbar and also at ambient temperature. Here all detector parameters, which are not stated
in the thesis elsewhere, are listed for completeness.
Measurements in chapter 3
The pressure in the detector was held constant at 1000 mbar at an ambient temperature of 24 ◦C.
Table E.1: Detector Parameters of the GEM detector
Electric field or voltage
Eind 3000 V cm−1
∆U1 300 V
Etrans1 2500 V cm−1
∆U2 200 V
Etrans2 1000 V cm−1
∆U3 200 V
Edri f t variable
Measurements in chapter 4
Table E.2: Detector Parameters of the TGEM detector
Electric field or voltage
Eind 3000 V cm−1
∆U 1790 V
Edri f t 600 V cm−1
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Measurements in chapter 5
Table E.3: Detector Parameters for all micromegas detectors of the reference system.
Electric field or voltage
UA 550 V
Edri f t 570 V cm−1
Measurements in chapter 6
Table E.4: Detector Parameters for both GEM detectors of the reference system.
Electric field or voltage
Eind 2000 V cm−1
∆U1 300 V
Etrans1 2250 V cm−1
∆U2 300 V
Etrans2 1575 V cm−1
∆U3 325 V
Edri f t 400 V cm−1
Table E.5: Detector Parameters for both micromegas detectors of the reference system.
Electric field or voltage
UA 550 V
Edri f t 430 V cm−1
Measurements in chapter 7
Due to a failure of the power supply no drift voltages were applied at the micromegas reference
detectors.
Table E.6: Detector Parameters for the GEM detector.
Electric field or voltage
Eind 2000 V cm−1
∆U1 250 V
Etrans1 2250 V cm−1
∆U2 250 V
Etrans2 2075 V cm−1
∆U3 245 V
Edri f t 590 V cm−1
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Table E.7: Detector Parameters for all micromegas detectors of the reference system.
Electric field or voltage
UA (MM1) 470 V
UA (MM2) 490 V
UA (MM3) 470 V
UA (MM4) 450–460 V
UA (MM5) 490 V
UA (MM6) 460–480 V
Edri f t (All) 0 V cm−1
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List of Abbreviations
ADC - Analogue-to-Digital Converter
APV25 - Analogue Pipeline ASIC, designed for read-out of silicone strip detectors,
but also widely used for gaseous detectors
ASIC - Application-Specific Integrated Circuit
ATLAS - A Toroidal LHC ApparatuS, one of four main detectors located at LHC
CERN - European Organization for Nuclear Research
(Conseil européen pour la recherche nucléaire)
CSC - Cathode Strip Chamber,
multi-wire based high precision muon tracker system in ATLAS
FEC - Front-end-Concentrator card
GEM - Gaseous Electron Multiplier
HIT - Heidelberger Ionenstrahl-Therapiezentrum
IP - Interaction Point of beams in LHC
LHC - Large Hadron Collider, proton accelerator located at CERN
MDT - Monitored Drift Tube, high precision muon tracking system used by ATLAS
MLZ - Heinz Maier-Leibnitz Zentrum
Micromegas (MM) - Micromesh Gaseous Structure
MPGD - Micro-Pattern Gaseous Detector
NSW - New Small Wheel, replacement of forward muon spectrometer of ATLAS
PCB - Printed-Circuit-Board
RPC - Resitive Plate Chamber
SPS - Super Proton Synchroton, proton accelerator located at CERN
SRS - Scalable Readout System
SRU - Scalable Readout Unit
sTGC - small Strip Thin Gap Chamber
TDC - Time-to-Digital Converter
TGEM - Thick-GEM, GEM base on standard PCB-material
TPC - Time-Projection-Chamber
µTPC - micro-TPC, TPC-like reconstruction method
foreseen for muon reconstruction in NSW micromegas
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