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ABSTRACT
Quantum Monte Carlo is one of the most accurate ab initio methods used to study nu-
clear physics. The accuracy and efficiency depend heavily on the trial wave function,
especially in Auxiliary Field Diffusion Monte Carlo (AFDMC), where a simplified
wave function is often used to allow calculations of larger systems. The simple wave
functions used with AFDMC contain short range correlations that come from an
expansion of the full correlations truncated to linear order. I have extended that
expansion to quadratic order in the pair correlations. I have investigated this ex-
pansion by keeping the full set of quadratic correlations as well an expansion that
keeps only independent pair quadratic correlations. To test these new wave func-
tions I have calculated ground state energies of 4He, 16O, 40Ca and symmetric nuclear
matter at saturation density ρ =0.16 fm−3 with 28 particles in a periodic box. The
ground state energies calculated with both wave functions decrease with respect to
the simpler wave function with linear correlations only for all systems except 4He for
both variational and AFDMC calculations. It was not expected that the ground state
energy of 4He would decrease due to the simplicity of the alpha particle wave func-
tion. These correlations have also been applied to study alpha particle formation in
neutron rich matter, with applications to neutron star crusts and neutron rich nuclei.
I have been able to show that this method can be used to study small clusters as well
as the effect of external nucleons on these clusters.
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Chapter 1
BACKGROUND AND MOTIVATION
Nuclear physics sheds light on the extremes. From the structure and reactions of
atomic nuclei and hypernuclei to the formation and structure of some of the largest
objects in the universe, neutron stars. One of the largest obstacles to accurate calcula-
tions of these regimes comes from our incomplete knowledge of the nuclear interaction.
Once a possible interaction is selected, the next obstacle is to solve for properties of
many-body nuclear systems using the selected, and often complicated, interaction.
Currently the popular choices for 2- and 3-body nuclear interactions come in two
flavors, purely phenomenological and those based in Chiral Effective Field Theory
(χEFT). There are a large number of methods that have been developed to solve
various aspects of the many-body nuclear problem, and I will be using the Auxiliary
Field Diffusion Monte Carlo (AFDMC) method to calculate ground state and low
energy excitations as well as expectation values of quantities in these states. One of
the early methods used in nuclear physics for this type of problem is the Hartree-Fock
(HF) method. The HF method has been used to study condensed matter systems for
most of a century (Hartree (1928); Fock (1930); Slater (1951)), but wasn’t used in
nuclear physics until much later when the understanding of the nuclear interaction
was improved (Zˇofka (1970); Gogny, D. and Lions, P. L. (1986)). Before that sim-
pler models were used such as the shell model and those models which were used to
develop the shell model (Mayer (1950a,b)). HF begins with the mean field approxi-
mation which accounts for all inter-particle interactions by some average interaction.
The wave function is usually assumed to be a Slater determinant, which is varied to
minimize the energy. These calculations are often the starting place for other more
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sophisticated calculations. Such is the case with AFDMC and other Quantum Monte
Carlo (QMC) methods.
Other notable methods are the basis set methods such as no core shell model
(Navra´til et al. (2009); Barrett et al. (2013)), the coupled-cluster method (Hagen
et al. (2014)), and the self-consistent Green’s function method (Dickhoff and Barbieri
(2004); Soma` et al. (2014)). For these methods the wave function of the nuclear sys-
tem is written in terms of a truncated basis, often a harmonic oscillator basis. The
momentum cutoff of the basis needs to be higher than the important momenta of the
interaction that is being used, in order to do calculations in momentum space. This
means however that calculations with sharp potentials, like local hard core potentials,
are difficult to do with basis set methods due to the relatively high momenta needed
to describe such potentials. They do employ techniques such as Similarity Renor-
malization Group (Hergert et al. (2016)) to soften these types of interaction, which
consists of applying a regulator that will smoothly cut off the high momentum depen-
dence of hard interactions such as the local contact interaction. This allows them to
decrease the number of basis functions needed to describe the system accurately. One
of the advantages of basis set methods is that they can use local and non-local, i.e.
velocity dependent, potentials. Quantum Monte Carlo (QMC) methods, which I am
using in this work, complement these basis set methods. QMC methods are currently
limited to mostly local potentials 1 (Lynn and Schmidt (2012)), but can converge
for a wide variety of local Hamiltonians. Also, QMC methods do not inherently have
the momentum cutoff limits or the poor scaling with basis set size of the basis set
methods.
1Currently, interactions that are linear in the momentum can be used. Higher order terms are
treated perturbatively.
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One of the most accurate QMC methods is the Green’s Function Monte Carlo
(GFMC) method, which has had good success calculating properties of light nuclei
and nuclear matter using 2- and 3-body potentials as well as electroweak currents,
elastic and inelastic form factors, and nuclear reactions (Carlson et al. (2015)). GFMC
has been used to calculate binding energies as well as excitation spectra for nuclei
up to 12C with good accuracy. Nuclear calculations using the GFMC method are
Figure 1.1: Ground and excited state energies calculated with GFMC calculated
with the AV18 and AV18+IL7 potentials compared to experiment. Figure used with
permission from Carlson et al. (2015).
limited due to the need to do explicit sums over spin-isospin states when calculating
expectation values, which grows exponentially with the number of nucleons. The
number of charge spin-isospin states for a system with A nucleons and Z protons is
A!
Z!(A− Z)!2
A. (1.1)
Schmidt and Fantoni (1999) proposed the AFDMC method in 1999 which is prac-
tically identical to GFMC in its Monte Carlo sampling of spatial integrals, how-
ever AFDMC uses Monte Carlo to sample the spin-isospin sums as well. Since then
AFDMC has been used to study light nuclei up to 40Ca (Gandolfi et al. (2007a); Lonar-
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doni et al. (2017)), neutron stars (Gandolfi et al. (2014a, 2012); Tews et al. (2018)),
the hyperon puzzle (Lonardoni et al. (2015); Gandolfi and Lonardoni (2017)), as well
as neutron and nuclear matter equation of states (Gandolfi et al. (2007b, 2014b);
Tews et al. (2018)), with both phenomenological interactions and interactions based
on Chiral Effective Field Theory (χEFT) (Lonardoni et al. (2018a,b)) with 2- and 3-
body forces. For recent reviews of QMC methods I refer the reader to Carlson et al.
(2015) and Lynn et al. (2019).
Though this work has been used with the recently developed potentials based on
χEFT and preliminary results are promising, we will primarily be using the AV6′
phenomenological potential for testing and simplicity. The AV6′ potential is a re-
fitting of the full Argonne v18 (AV18) (Wiringa et al. (1995)) to only the first 6
operators, (1,σi ·σj, Sij)⊗ (1, τi ·τj), where Sij = 3σi · rˆijσj · rˆij−σi ·σj is the tensor
term. There has been much success with these phenomenological NN AV18 and 3N
Urbana (Carlson et al. (1983)) and Illinois potentials (Pieper et al. (2001)). However,
phenomenological potentials have few connections to the underlying theory of QCD.
Potentials based on χEFT have been developed in the past (Epelbaum et al. (2009)),
but for some time they were only cast in momentum space or in a non-local form in
position space, neither of which can be used with QMC. Recently the non-localities
have been removed from the position space potentials up to next-to-next-to leading
order (N2LO) in the chiral expansion and many AFDMC calculations have been done
using these new potentials (Gezerlis et al. (2013)). These potentials have the same
operator structure as the purely phenomenological potentials, but differ in the cutoff
choice and the order in which the various terms are included.
The goal of this study is to develop improved trial wave functions to be used with
the AFDMC method. AFDMC was developed to extend the success of GFMC to
larger systems. However, to calculate properties of larger systems accurately, better
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trial wave functions are needed. I will discuss the extension of these improved wave
functions to some physical systems. The structure of this dissertation will be as
follows.
In chapter 2, I will give an overview of the relevant QMC methods such as Varia-
tional Monte Carlo (VMC), Diffusion Monte Carlo (DMC), and AFDMC. I will also
discuss the Hamiltonians used. Though I have only used purely phenomenological
potentials in this work, an obvious extension to this work would be to apply these
improved wave functions to the newly developed χEFT interactions, and so I will
give a brief overview of those interactions as well as some initial results we have with
the χEFT potentials.
In chapter 3, I will discuss the trial wave function. I will start by discussing
the properties that we expect a good nuclear wave function to have and then I will
introduce the most basic wave functions that satisfy these properties and are used as
building blocks for many QMC and other calculations. I will then proceed to describe
possible improvements to the existing wave functions and I will describe the specific
improvements I have made as part of this work. The results of our work are published
in Lonardoni et al. (2018b).
In chapter 4, I will extend the improved trial wave function to study the formation
of alpha particles in neutron star crusts. I will show how important the improvements
to the trial wave function are for describing correlated systems. In chapter 5 I will
conclude and suggest possible extensions to the work that I have described.
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Chapter 2
QUANTUM MONTE CARLO
Many problems in nuclear physics involve a large number of particles in addition
to a complicated interparticle interaction. The Schro¨dinger equation used to solve
these problems involves a large dimensional integral with a complicated integrand.
This is unfeasible to solve using standard numerical methods. Quantum Monte Carlo
was designed to tackle these problems by sampling the large dimensional integrals in
a way that reduces the necessary computation while still converging to an accurate
answer. Without the fermion sign problem QMC calculations with an infinite number
of samples are exact. Techniques are used to account for the sign and phase problems
inherent in QMC calculations and with a sufficiently large number of samples the
integrals can converge with controlled statistical errors. Two main ingredients to
these QMC methods are Monte Carlo integration and the Metropolis algorithm. I
will first describe these two techniques after which I will describe the QMC methods
used in this work. I will then conclude by describing the Hamiltonians used with these
methods. Useful references for all of the methods described herein include Carlson
et al. (2015); Foulkes et al. (2001) and Pederiva et al. (2007).
2.1 Monte Carlo Integration
Calculating the properties of many-body quantum systems often involves evalu-
ating a large dimensional integral such as
I =
∫
g(R)dR, (2.1)
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where the R = r1, r2, . . . , rA could be the positions of each nucleon in the system,
and A is the total number of nucleons. Monte Carlo integration involves writing this
integral in terms of a probability distribution called the importance function P (R),
I =
∫
f(R)P (R)dR, (2.2)
where f(R) = g(R)/P (R). This integral is defined to be the expectation value of
f(R) with respect to the normalized importance function P (R). The expectation
value can also be determined by averaging an infinite number of f(Rn) where Rn are
sampled directly from the importance function P (R)
I ≡ 〈f〉 = lim
N→∞
1
N
N∑
n=1
f(Rn). (2.3)
This expectation value can be approximated by averaging over a sufficiently large
number of samples
I ≈ 1
N
N∑
n=1
f(Rn), (2.4)
where the statistical uncertainties can be estimated in the usual way
σI =
√
〈f 2〉 − 〈f〉2
N
≈
√√√√√( 1N N∑
n=1
f 2(Rn)
)
−
(
1
N
N∑
n=1
f(Rn)
)2
N − 1 . (2.5)
The scaling is independent of the dimension, and thus this method is useful espe-
cially when the dimensions of the integration become large. In many-body quantum
mechanics the dimension of the integrals can be quite large, including several di-
mensions for each particle in the calculation. Monte Carlo integration only needs
to sample each of these dimensions, decreasing the work required by a substantial
amount for large dimensional integrals.
2.2 Metropolis Algorithm
Monte Carlo integration requires the sampling of the importance function, P (R).
This is straightforward only for functions that have a readily invertible cumulative
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distribution function, F−1(R), which is not the case in our application. For the one
dimensional case where F−1(x) is known, a random variable x could be sampled by
drawing a random variable u from a uniform distribution from 0 to 1, which is then
used as the argument of the inverse cumulative distribution function, x = F−1(u).
The Metropolis algorithm provides a way to sample non-invertible probability distri-
butions. The Metropolis algorithm is a Markov chain method that generates sequen-
tial samples of a probability distribution based on the previous sample alone, and not
any other previous history. These are the steps to the algorithm.
1. Start at a random position, R.
2. Propose a move to a new position R′, sampled from a normalized distribution
T (R′|R). T could be, for example, a Gaussian centered on the current position,
but could be optimized for efficiency.
3. The probability of accepting the move is given by enforcing a detailed balance
condition. Alternative methods have been used for the acceptance condition
including the heat bath method as described in Sethna (2006).
A(R′|R) = min
(
1,
P (R′)T (R|R′)
P (R)T (R′|R)
)
(2.6)
4. A random number, u, is generated from a uniform distribution between 0 and
1, and the move is accepted if A ≥ u, otherwise the original R is taken again
as the sample.
These steps are repeated until equilibrium is reached and all previous samples are
discarded and only new samples are used. There are two conditions that need to be
met to guarantee that this algorithm converges to the desired distribution. First, the
transitions must be able to get from any allowed state to another in a finite number
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of steps. Second, the algorithm cannot include cycles between the same states. This
second condition is guaranteed if there is a probability to reject transitions.
2.3 Variational Monte Carlo
Variational Monte Carlo starts with a trial wave function, ψT , that should have
some non-zero overlap with the actual ground-state wave function, and a Hamiltonian,
H. The trial wave function can be written as an expansion in the basis functions of
the Hamiltonian, and will almost always include contributions from excited states of
the system
ΨT (R) = c0Ψ0(R) +
∑
n
cnΨn(R). (2.7)
The expectation value of the Hamiltonian in the trial state gives what is called the
variational energy. Due to the overlap with excited states the variational principle
guarantees that the variational energy will be an upper bound to the true ground-
state wave function as long as the trial wave function obeys the true symmetries of
the system
EV =
∫
ψ∗T (R)HψT (R)dR∫
ψ∗T (R)ψT (R)dR
≥ E0. (2.8)
For example a lower energy might be obtained by a wave function with a symmetric
part, however the fermionic antisymmetry of the wave function is enforced. Other
symmetries of the system are enforced including charge, particle number, and total
angular momentum. This can be useful to calculate energies of different angular
momentum states.
This integral is calculated using Monte Carlo integration and so it needs to be
rewritten to match the form of Equation 2.3. One way to get it into this form is to
multiply and divide the numerator by ψ∗T (R)ψT (R) which gives
EV =
∫
P (R)EL(R)dR, (2.9)
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where
P (R) =
|ΨT (R)|2∫ |ΨT (R)|2dR , (2.10)
EL(R) =
Ψ∗T (R)HΨT (R)
Ψ∗T (R)ΨT (R)
, (2.11)
are the importance function and local energy respectively.
Using the metropolis algorithm, a set of random configurations, {Rn : n = 1, A},
can be drawn from the probability distribution P (R) and used to sample the local
energy. These sampled configurations are called walkers and contain the positions and
often the spins and isospins of each particle. The variational energy and corresponding
statistical error are then given by,
EV ≈ 1
N
N∑
n=1
EL(Rn), (2.12)
σEV =
√
〈E2L〉 − 〈EL〉2
N
≈
√√√√√( 1N N∑
n=1
E2L(Rn)
)
−
(
1
N
N∑
n=1
EL(Rn)
)2
N − 1 . (2.13)
The above description holds true for all spin-isospin dependent interactions. If
the Hamiltonian depends on spin and isospin, which it does in nuclear physics, either
the spin-isospin states can be explicitly summed over or the spin-isospin states can
be sampled. For the case where the spin-isospin states are sampled the variational
energy is evaluated as
EV =
∫
dR
∑
S
P (R, S)EL(R, S), (2.14)
where
P (R, S) =
|ΨT (R, S)|2∫ |ΨT (R, S)|2dR , (2.15)
and
EL(R, S) =
∑
S′ Ψ
∗
T (R, S
′)HS′,SΨT (R, S)
Ψ∗T (R, S)ΨT (R, S)
, (2.16)
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where the spin-isospin dependent Hamiltonian, HS′,S can take a spin state from S to
S ′. In the case where the spin-isospin states are explicitly summed over, the sums
over states S are done directly in the importance function and local energy, removing
their explicit spin-isospin dependence.
Once evaluated, the variational energy will be an upper bound to the ground
state energy of the system. The ΨT (R) is written in terms of variational parameters
which are varied to minimize the variational energy. A minimum in the energy will
be produced when ΨT → Ψ0. It is important to note however that the trial wave
functions that we often use are not exactly the ground-state wave functions and so
the energies that we produce are only the minimum energy for that form of the trial
wave function. As such, it is important to start with the best trial wave function form
possible. Also, this algorithm can converge to a local minimum, and so it is again
important to start with a good initial trial wave function.
2.3.1 Variational Optimization
The goal of all optimization methods used with VMC is to update the variational
parameters in a way that minimizes the energy. There are various methods for do-
ing this including the Newton method (Casalegno et al. (2003); Umrigar and Filippi
(2005)), the Linear method (Toulouse and Umrigar (2007)), and the Stochastic Re-
configuration (SR) method (Casula et al. (2004); Sorella (2001, 2005)), which we have
used in this work. For systems with a small number of parameters the SR method is
not the most efficient, however, for systems with a large number of parameters SR is
often very effective.
Optimization methods all try to minimize the energy by efficiently updating the
parameters until a minimum in the energy, or the uncertainty, are obtained. The SR
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method was inspired by the Lanczos method in which the operator
G = (ΛI −H) , (2.17)
is used to repeatedly operate on the trial wave function, as described in Heeb and
Rice (1994) and Sorella (2001). G inverts the energy spectrum so that the lowest en-
ergy state has the highest eigenvalue, and as long as Λ is chosen to be large enough,
repeated operations increase the overlap with the lowest energy state, effectively pro-
jecting it out of the wave function. Similarly in SR the trial wave function is thought
to be iterated where the next wave function can be written in terms of the previous
wave function and its derivatives with respect to the parameters
|ψn+1〉 = γ0 |Ψn〉+ γ1 ∂
∂α1
|Ψn〉+ . . .+ γp ∂
∂αp
|Ψn〉 , (2.18)
where p is the total number of parameters, and the γk are parameters that can be
optimized to minimize the energy.
By following the prescription in Sorella (2001), optimizing the γk parameters is
done using
γk =
∑
k
s−1i,k 〈ψT | Ok |ψn+1〉 , (2.19)
where
si,k =
∑
x
〈ψT | OixOkx |ψT 〉
〈ψT |ψT 〉 , (2.20)
Okx =
〈ψT | Ok |x〉
〈ψT |x〉 , (2.21)
Ok = ∂ ln Ψα
∂αk
=
∂αkΨα
Ψα
, (2.22)
and x are the walker configurations.
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This is then compared to the expansion of the wave function iteratively optimized
in terms of the variational parameters αk
|ψT (α + ∆α)〉 = |ψT (α)〉+
∑
k
∆αk
∂
∂αk
|ψT (α)〉+
∑
kk′
∆αk∆αk′
∂2
∂αk∂αk′
|ψT (α)〉+. . . .
(2.23)
Assuming that the parameter changes are small this can be truncated to linear or-
der and compared to Equation 2.18 to give ∆αk = γk/γ0. The method follows the
following algorithm.
1. Start with a reasonable guess for the parameters αk.
2. Perform a VMC calculation of the energy with the given parameters.
3. Calculate derivatives of the wave function and energy with respect to the pa-
rameters.
4. Find optimal values for γk by optimizing Equation 2.18.
5. Reset the parameters to α′k → αk + ∆αk where ∆αk = γk/γ0.
6. Repeat steps 2 through 5 until the energy or uncertainty is sufficiently low.
This work has used this method to optimize up to 14 parameters
2.4 Diffusion Monte Carlo
Diffusion Monte Carlo (DMC) solves for the ground-state by letting the walkers
diffuse in imaginary time. The Schro¨dinger equation
HΨ = i~
∂Ψ
∂t
, (2.24)
can be written in imaginary time by substituting τ = it/~. The resulting equation is
a diffusion equation,
HΨ = −∂Ψ
∂τ
, (2.25)
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where the wave function Ψ is diffused with respect to τ . By separating variables we
can write the solution as eigenfunctions in spatial coordinates times an exponential
in imaginary time where the energies have been shifted by a parameter, E0 in order
to control the normalization, V → V − E0 and En → En − E0
Ψ(R, τ) =
∞∑
n=0
cnφn(R)e
−τ(En−E0). (2.26)
As the imaginary time grows the states with higher energy than the ground-state are
exponentially damped. The parameter E0 is adjusted to be close to the ground state
energy, and thus any states with higher energy have a non-zero difference En−E0 in
the negative exponential. Thus as τ →∞ only the ground-state remains,
lim
τ→∞
Ψ(R, τ) = c0φ0(R). (2.27)
The limit, lim
τ→∞
Ψ(R, τ) = lim
τ→∞
e−(H−E0)τΨ(R), cannot be computed directly and
so the propagator is split into small steps in imaginary time. A complete set of states
are inserted between the propagator and the wave function
〈R′|ΨT (τ)〉 =
∫
dR 〈R′| e−(H−E0)τ |R〉 〈R|ΨT (0)〉 . (2.28)
The propagator is broken up into N short time propagators, ∆τ = τ/N , and a
complete set of states is inserted between each finite time propagator,
〈RN |ΨT (τ)〉 =
∫
dR0 . . . dRN−1 〈RN | e−(H−E0)∆τ |RN−1〉 × . . .
×〈R1| e−(H−E0)∆τ |R0〉 〈R0|Ψt(0)〉 ,
(2.29)
where RN = R
′ and R0 = R. This can be written more conveniently in the form
〈RN |ΨT (τ)〉 =
∫
dR0 . . . dRN−1
[
N∏
i=1
〈Ri| e−(H−E0)∆τ |Ri−1〉
]
〈R0|Ψt(0)〉 (2.30)
=
∫
dR0 . . . dRN−1
[
N∏
i=1
G(Ri,Ri−1,∆τ)
]
〈R0|Ψt(0)〉 , (2.31)
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where G(R′,R, τ) = 〈R′| e−(H−E0)τ |R〉, is often called the Green’s function or the
propagator. We cannot calculate the Green’s function directly and so the kinetic and
potential terms need to be broken up and calculated separately
G(R′,R,∆τ) = 〈R′| e−T∆τe−(V−E0)∆τ |R〉 . (2.32)
This breakup is only accurate to O(∆τ 2). With the use of the Trotter-Suzuki formula
e−τ(Aˆ+Bˆ) = e−τBˆ/2e−τAˆe−τBˆ/2 +O(τ 3), (2.33)
the finite-time propagator can be written as
G(R′,R,∆τ) = 〈R′| e−(V−E0)∆τ/2e−T∆τe−(V−E0)∆τ/2 |R〉 (2.34)
= e(V (R
′)+V (R)−2E0)∆τ/2 〈R′| e−T∆τ |R〉 . (2.35)
This break up is equal to the original Green’s function up to O(∆τ 3). To minimize
time step errors the step in imaginary time needs to be kept small.
The kinetic term is used to move the walkers and the potential term is used to
speed up convergence via a branching algorithm. The kinetic term is given by
G0(R
′,R,∆τ) = 〈R′| e−T∆τ |R〉 , (2.36)
which can be written as a diffusion term
G0(R
′,R,∆τ) =
( m
2pi~2∆τ
)3A/2
e−m(R
′−R)2/2~2∆τ , (2.37)
where A is the total number of nucleons. The piece that contains the potential is
used to give a weight which is used with the branching algorithm,
w(R′) = e(V (R
′)+V (R)−2E0)∆τ/2. (2.38)
There are various ways to do the branch algorithm, however the simplest way is to
make copies of each walker, where the number of copies for each walker that continues
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in the calculation is given by int(w(R′) + ξ), where ξ is a uniform random number
from [0, 1]. This way walkers with a small weight will more often be removed from
the calculation and walkers with high weights will multiply.
Figure 2.1: Diagram describing the branching algorithm for Diffusion Monte Carlo
(DMC). In this 1D example a particle is confined by the potential V (x) and the
trial wave function Ψinit(x) is propagated until it converges to the ground state wave
function Ψ0(x). This diagram is used with permission from Foulkes et al. (2001).
This sampling can have large uncertainties due to possible divergences in the
branching weight in Equation 2.38 as a result of particles getting too close or even
coinciding. With the use of an importance function, ΨI(R) these fluctuations can
be controlled without effecting the energy result. The importance function is used
to bias the walker distributions toward f(R, t) = ΨT (R, t)ΨI(R) instead of ΨT (R, t)
which effectively keeps the walkers away from locations where |ΨT (R, t)|2 is small.
This can be seen by multiplying Equation 2.25 by ΨI(R) and rewriting it in terms
of f(R) as
− 1
2
∇2f(R, t) +∇ · [vD(R)f(R, t)] + [EL(R)− E0] f(R, t) = − ∂
∂t
f(R, t), (2.39)
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where vD(R) is the drift velocity, defined as
vD(R) = ΨI(R)
−1∇ΨI(R) = ∇ln |ΨI(R)| . (2.40)
The drift velocity is responsible for pushing walkers away from areas of low |ΨT (R, t)|2.
In practice the importance function is accounted for by directly sampling from
G(R′,R,∆τ)
〈R|ΨI〉
〈R′|ΨI〉 , (2.41)
instead of from the Green’s function.
It is difficult to operate through the Green’s function and maintain low variance
and so observables are often computed via mixed expectation values
〈O(τ)〉mixed = 〈Ψ(τ)| O |ΨT 〉〈Ψ(τ)|ΨT 〉 . (2.42)
The true operator expectation value can approximately be written in terms of mixed
expectation values (Pudliner et al. (1997)) as
〈O(τ)〉 ≈ 2 〈O(τ)〉mixed − 〈O〉T , (2.43)
where
〈O〉T =
〈ΨT | O |ΨT 〉
〈ΨT |ΨT 〉 (2.44)
is the variational expectation value. Equation 2.43 comes from a linear extrapolation
of the mixed expectation value. For the Hamiltonian and operators that commute
with the Hamiltonian the mixed expectation value is exactly the true expectation
value for large time step. This can be seen directly with the Hamiltonian by splitting
the Green’s function up, to be used on either side of the Hamiltonian
lim
τ→∞
〈H〉mixed =
〈ΨT | e−Hτ/2He−Hτ/2 |ΨT 〉
〈ΨT | e−Hτ/2e−Hτ/2 |ΨT 〉 = E0. (2.45)
The nuclear wave function is antisymmetric and will change sign as particle in-
teract and exchange. As a result the oscillatory nature of the wave function requires
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positive and negative terms to cancel in the integral. Very accurate calculations
must be done to accurately calculate these cancellations, and as a result very large
uncertainties can be obtained. One approximate solution to this is the fixed-node ap-
proximation (Moskowitz et al. (1982)). The basic idea is that the trial wave function
defines a nodal surface that is zero at the surface and changes sign across the surface.
The wave functions are not allowed to cross the nodal surface. This maintains the
upper bound principle of VMC, and is exact if the trial wave function, from which
the nodal surface is defined, is exactly the ground state. This method assumes that
the wave function is real, which is usually not the case with spin-isospin interactions.
A generalization called the constrained path method works for real and complex wave
functions alike (Wiringa et al. (2000)). The general idea is that walker configurations
that have negative or zero overlap with the propagated wave function are discarded.
This is only an approximate approach that depends on the choice of ΨT (R) and does
not guarantee an upper bound on the energy. To this day there is active research
looking for efficient ways to solve the Fermi-sign problem in many-body quantum
systems. In practice we follow the fixed phase method used in Zhang and Krakauer
(2003) by constraining the phase to be that of the trial wave function and setting the
weight to zero for any configuration whose overlap with the propagated wave function
is zero or negative. This guarantees that the weights will be real and positive.
The constraint gives a non-exact result, however better convergence to the exact
answer can be obtained by generating a set of good configurations with the constraint
and then releasing the constraint for typically 20 to 40 steps to calculate the energy.
Small systems, A ≤ 4, will often converge before the statistical error overwhelms the
signal. For larger systems an exponential extrapolation is typically used to determine
the final energy as in Pudliner et al. (1997).
The DMC algorithm can generally be written as follows.
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1. Generate a set of random walkers. These are typically from the results of a
VMC calculation, which has no constraint and provides an upper bound in the
energy.
2. For each walker propose a move, R′ = R + χ, where χ is a vector of random
numbers from the shifted Gaussian exp
(
m
2~2∆τ
(
R′ −R+ 2∇ΨI(R′)
ΨI(R′)
)2)
.
3. For each walker calculate the weight w(R′) = exp
(
−
(
EL(R
′)+EL(R)
2
− E0
)
∆τ
)
.
4. Do branching.
5. Calculate and collect the observables and uncertainties needed and increase the
imaginary time by ∆τ .
6. Repeat steps 2 through 5 until the uncertainties are small enough.
The uncertainties are calculated by block averaging. The data we generate is
inherently autocorrelated because each step in the Markov chain depends on the last.
This will underestimate the statistical error in our calculation. The idea of block
averaging is to form blocks in our data such that the average over each block is
not correlated with the last block. This gives us a good estimate for the statistical
uncertainty. In practice the block size is chosen so that the error estimate will not
increase as the block size is increased. This is illustrated in the sample data shown
in Figure 2.2.
Good reviews of this method can be found in Foulkes et al. (2001) and Carlson
et al. (2015). DMC only accounts for spin-isospin independent Hamiltonians, un-
like Green’s function Monte Carlo (GFMC) and auxiliary field diffusion Monte Carlo
(AFDMC) which follow DMC for sampling spatial states but use two different meth-
ods to sample spin-isospin states. For each set of spatial integrals there is a sum
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Figure 2.2: Sample data showing the convergence of the statistical uncertainty as
the block size is increased. An appropriate block size for this data would be about
35, where the errors stop increasing with block size.
over all of the spin and isospin states. GFMC evaluates this sum explicitly. This is
inefficient as the number of spin-isospin charge states scales as
A!
Z!(A− Z)!2
A, (2.46)
where A is the number of nucleons and Z is the number of protons. The number
of states and the number of operators required for the trial wave function increase
exponentially as the number of nucleons increases. To date, the largest nuclei that has
been calculated with GFMC is 12C (Lovato et al. (2013, 2014, 2015)). AFDMC was
developed as an alternative to the explicit sum over spin-isospin states that GFMC
performs.
2.5 Auxiliary Field Diffusion Monte Carlo
To overcome the exponentially large number of spin-isospin states that have to be
summed in GFMC, AFDMC was developed in 1999 (Schmidt and Fantoni (1999)) to
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sample spin and isospin states and, in analogy to moving the position of each walker,
rotate the spin and isospin of each walker. The walkers are defined by the three
spatial positions and amplitude for each particle to be in each of the four possible
spin-isospin states |s〉 = |p ↑, p ↓, n ↑, n ↓〉. The Hamiltonian can then be broken up
into spin-isospin independent HSI and spin-isospin dependent HSD parts. The spin-
isospin dependent part only comes from the potential and can be written as VSD.
The propagator can be broken up to have the old propagator used in DMC, which is
independent of spin and isospin, and a spin-isospin dependent piece
G(R′S ′,RS, τ) = 〈R′| e−(H−E0)τ |R〉GSD(R′S ′,RS, τ). (2.47)
where the spin-isospin dependent part of the propagator is
GSD(R
′S ′,RS,∆τ) = 〈R′S ′| e−VSD∆τ |RS〉 . (2.48)
The spin-isospin dependent part of the potential can be written as
VSD =
M∑
p=2
∑
i<j
vp(rij)Opij, (2.49)
where M is the number of operators (e.g. M = 6 for the AV6′ potential or M = 18
for the Argonne AV18 two-body potential (Wiringa et al. (1984))). In this study I
have used the standard AV6′ potential which includes the operators σi · σj, τi · τj,
σi · σjτi · τj, Sij and Sijτi · τj, where Sij = 3σi · rˆijσj · rˆij − σi · σj. Here the σi and
τi operators are the Pauli matrices applied to spin and isospin of the i-th particle
respectively.
AFDMC samples the spin and isospin states by expressing the operators in terms
of squared single-particle particle operators which are transformed via the Hubbard-
Stratanovich transformation. This can be done if the operators are expressed in the
more convenient form
VSD =
1
2
∑
i,α,j,β
σi,αA
σ
i,α,j,βσj,β +
1
2
∑
i,α,j,β
σi,αA
στ
i,α,j,βσj,βτi · τj +
1
2
∑
i,j
Aτi,jτi · τj, (2.50)
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where we have defined new A matrices. The A matrices are written in terms of the
vp(rij) functions above. For example the simplest matrix is the A
τ
i,j matrix which can
be shown to be Aτi,j = vτ (rij). There is a factor of one half in Equation 2.50 because
the sums go over all i and j particles instead of pairs for which i < j. These matrices
are zero when i = j and they are symmetric. We can also write these matrices in
terms of their eigenvalues and eigenvectors
∑
j,β
Aσi,α,j,βψ
σ
n,j,β = λ
σ
nψ
σ
n,i,α (2.51)
∑
j,β
Aστi,α,j,βψ
στ
n,j,β = λ
στ
n ψ
στ
n,i,α (2.52)
∑
j
Aτi,jψ
τ
n,j = λ
τ
nψ
τ
n,i. (2.53)
Written in terms of these eigenvalues and eigenvectors the potential can be written
as
VSD =
1
2
3A∑
n=1
(Oσn)
2 λσn +
1
2
3∑
α=1
3A∑
n=1
(Oστnα)
2 λστn +
1
2
3∑
α=1
A∑
n=1
(Oτnα)
2 λτn, (2.54)
where the operators are given by
Oσn =
∑
j,β
σj,βψ
σ
n,j,β
Oστnα =
∑
j,β
τj,ασj,βψ
στ
n,j,β
Oτnα =
∑
j
τj,αψ
τ
n,j.
(2.55)
These operators in the propagator now have the effect of rotating the spinors, anal-
ogous to diffusing the walkers in space. To reduce the order of the operators in the
propagator from quadratic to linear we use the Hubbard-Stratanovich transformation
e−
1
2
λO2 =
1√
2pi
∫
dxe−
x2
2
+
√−λxO. (2.56)
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The variable x is called an auxiliary field. Using the fact that there are 3A Oσn
operators, 9A Oστnα operators and 3A O
τ
nα operators, for a total of 15A operators,
and by using the Hubbard-Stratanovich transformation we can write the spin-isospin
dependent part of the propagator as
GSD(R
′S ′,RS,∆τ) = 〈R′S ′|
15A∏
n=1
1√
2pi
∫
dxne
−x
2
n
2 e
√−λn∆τxnOn |RS〉 . (2.57)
The spinors are rotated based on auxiliary fields sampled from the Gaussian with
unit variance in Eq. 2.57. The sampling of the auxiliary fields is done in exactly the
same way as the sampling of the spatial walkers in DMC. Each sampled auxiliary
field depends only on the previous sample and no more history than that.
Importance sampling can be included in the Auxiliary Field sampling in a similar
way as described before with DMC. However, in practice it is done as follows. The
∆R and ∆xn are sampled by symmetric Gaussians and so the probability of ∆R and
−∆R, and ∆xn and −∆xn are the same. As a result the weight for the four possible
combinations are sampled as
w1 =
〈ΨI |R+ ∆R, S ′(xn)〉
〈ΨI |RS〉 e
(−VSI(R+∆R)−E0)∆τ (2.58)
w2 =
〈ΨI |R−∆R, S ′(xn)〉
〈ΨI |RS〉 e
(−VSI(R−∆R)−E0)∆τ (2.59)
w3 =
〈ΨI |R+ ∆R, S ′(−xn)〉
〈ΨI |RS〉 e
(−VSI(R+∆R)−E0)∆τ (2.60)
w4 =
〈ΨI |R−∆R, S ′(−xn)〉
〈ΨI |RS〉 e
(−VSI(R−∆R)−E0)∆τ , (2.61)
and the sample with the largest weight is used. The weight for the chosen configura-
tion, which is used for branching, is the average of the four weights
W =
1
4
4∑
n=1
wn. (2.62)
This is called plus-minus sampling.
23
2.6 Hamiltonian
One of the difficulties in many-body nuclear physics is finding an accurate Hamil-
tonian that is easy to calculate with the method you have selected. For QMC methods
the Hamiltonian must be in configuration space and it must be predominantly local.
Small degrees of non-locality can be addressed (Lynn and Schmidt (2012); Lynn
(2013)). Also, the nuclear physics Hamiltonian must be able to account for 2-body
and 3-body interactions. The most generic form for the nuclear Hamiltonian then
takes the form
H = − ~
2
2m
∑
i
∇2i +
∑
i<j
vij +
∑
i<j<k
Vijk + . . . . (2.63)
In principle there could be higher order terms included. In practice the two-nucleon
NN interaction vij and the three-nucleon interaction (TNI) Vijk are the only terms
included as the importance of an n-nuclear potential decreases as n increases. Cal-
culations with only NN potentials will often underbind nuclei with A > 2 and it has
been shown that the inclusion of the TNI interaction improves this underbinding as
well as level ordering in the excitation spectra of nuclei. This improvement is illus-
trated in Figure 1.1 and has been shown in GFMC (Fantoni et al. (2008)) as well as
other methods such as the no-core shell model (Navra´til and Ormand (2003)).
The NN potential takes the form
vij =
M∑
p=1
vp(rij)Opij, (2.64)
where M is the number of operators being used. Two-nucleon potentials are often fit
to NN scattering data and several very accurate models have been developed including
the Nijmengen (Nagels et al. (1975); Stoks et al. (1994)), CD-Bonn (Machleidt et al.
(1996); Machleidt (2001)), and Argonne v18 (AV18) potentials (Wiringa et al. (1984,
1995)). The Argonne potential is one of the most accurate, fitting the experimental
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data with a χ2 of 1.09 per degree of freedom (Wiringa et al. (1995)), and will be used
in this work. The AV18 potential has 18 operators coming from one- and two-pion
exchange as well as phenomenological sources. Often a subset of the AV18 potential
is used, e.g. AV4′, AV6′, AV8′ or AV14′. These AVn′ potentials have kept only the
top n most important terms and are refit to scattering data at that level. A study of
the successive importance of these terms up to n = 8 compared with the full AV18
with and without three-nucleon potentials is given in Wiringa and Pieper (2002). The
operators of the AV18 potential are
Op=1,8ij = [1,σi · σj, Sij,L · S]⊗ [1, τi · τj] , (2.65)
Op=9,14ij =
[
L2,L2σi · σj, (L · S)2
]⊗ [1, τi · τj] , (2.66)
Op=15,18ij =
[
Tij,σi · σjTij, SijTij, τ 2i + τ 2j
]
, (2.67)
where the tensor term is Sij = 3σi · rˆijσj · rˆij −σi ·σj, the L ·S term is the spin-orbit
term, and the Tij = 3τ
2
i τ
2
j −τi ·τj is the isotensor term. The spin orbit term accounts
for the spatial orientations of the spins. For example, two spin up nucleons would
interact differently if their spins alligned side by side as opposed to collinearly.
In this work the AV6′ potential is used, which includes all of the same operators
as AV8′ except for those including the spin-orbit terms, [1,σi · σj, Sij] ⊗ [1, τi · τj].
The functions multiplying the spin-isospin dependent AV6′ operators are shown in
Figure 2.3.
The AV6′ can be broken up in Cartesian coordinates including 39 operators, 3
from τ , 9 from σ, and 27 from στ terms. This can be done by writing the potential
in the form
∑
p
vp(rij)Opij = v1(rij) +
∑
α
τiαA
τ
ijτjα +
∑
α,β
σiαA
σ
ijσjβ +
∑
α,β,γ
σiατiγA
στ
ij σjβτjγ,
(2.68)
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Figure 2.3: The functions multiplying the AV6′ operators as a function of nucleon
separation. The central operator, v1, is excluded to show the spin-isospin terms with
better detail. The v2 represents the isospin operators, v3 the spin operators, v4 the
spin-isospin operators, v5 the tensor, and v6 the tensor-isospin operators.
where the matrices are given by
Aτij = v2(rij), (2.69)
Aσij = v3(rij)δαβ + v5(rij)(3rˆ
α
ij rˆ
β
ij − δαβ), (2.70)
Aστij = v5(rij)δαβ + v6(rij)(3rˆ
α
ij rˆ
β
ij − δαβ). (2.71)
This is a simple way to break up the AV6′ potential but a more efficient breakup can
be used in which only 15 operators are needed. This is achieved by using rˆij as the
first basis function and then using two additional orthogonal basis functions. This
reduces the rˆαij rˆ
β
ij term in the matrices to δαβ. This potential can then be written as∑
p
vp(rij)Opij = v1(rij)+
∑
α
τiαA
τ
ijτjα+
∑
α
σiαA
σ
ijσjα+
∑
α,γ
σiατiγA
στ
ij σjατjγ, (2.72)
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where the matrices are given by
Aτij = v2(rij), (2.73)
Aσij = v3(rij) + 2v5(rij), (2.74)
Aστij = v5(rij) + 2v6(rij), (2.75)
where it is easy to see that there are 3 τ , 3 σ, and 9 στ terms for a total of 15
operators in this basis.
Calculations with A ≤ 2 are well described by the NN potentials, however for any
system with A ≥ 3 the 3-nucleon force is needed to accurately describe the system.
The phenomenological 3-nucleon forces that are typically employed in AFDMC cal-
culations are the older Urbana and newer Illinois potentials. The Urbana IX (UIX)
potential is built using the two-pion three-nucleon interaction, which can be written
as
V2pi3N =
∑
cycl.
A2pi{τ1 · τ2, τ1 · τ3}{(S12T (r12) + σ1 · σ2Y (r12)), (S13T (r13) + σ1 · σ3Y (r13))}
+C2pi [τ1 · τ2, τ1 · τ3] [(S12T (r12) + σ1 · σ2Y (r12)), (S13T (r13) + σ1 · σ3Y (r13))]
+B(r12, r13){τ1 · r2, τ1 · τ3}{(S12 + σ1 · σ2), (S13 + σ1 · σ3)},
(2.76)
where the sum is a cyclic sum over 1, 2, and 3. The { , } and [ , ] are anticommutators
and commutators and the Y (r) and Y (r) are the radial Yukawa and one-pion exchange
interactions as described in Carlson et al. (1983),
Y (r) =
e−µr
µr
Ycut(r) (2.77)
T (r) =
(
1 +
3
µr
+
3
µ2r2
)
e−µr
µr
Tcut(r), (2.78)
where Ycut(r) and Tcut(r) are the cutoff functions for the Yukawa and one-pion ex-
change terms respectively. The B(r12, r13) term comes from piN s-wave scattering.
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The UIX potential is fit to the ground states of 3H and 4He. For details about the
construction and results obtained with this potential I refer the reader to Carlson
et al. (1983); Pudliner et al. (1996, 1997).
The Illinois-7 (IL7) potential (Pieper et al. (2001)) contains two-pion three-nucleon
interactions in both the s-wave and p-wave, as well as a three-pion exchange and three-
nucleon contact interactions. The IL7 potential has been fit to the low-lying spectra
of nuclei with A = 3 to nuclei with A = 10. These phenomenological potentials have
been used to calculate many properties of light nuclei with high accuracy using both
the GFMC and AFDMC methods.
Despite the accuracy of these potentials they have little direct connection to the
underlying theory of QCD. Efforts have been made to build nuclear potentials starting
from an effective Lagrangian which obeys chiral symmetry (Entem et al. (2017)).
The Lagrangians that are used are often subdivided based on their relevant degrees
of freedom, typically pions and nucleons. For example the NN Lagrangian can be
subdivided to take the form
Leff = Lpipi + LpiN + LNN + . . . . (2.79)
These potentials are broken down into diagrams which are expanded and grouped by
powers of the momentum over the chiral breaking scale (Q/Λχ)
ν where Λχ ∼ 1 GeV.
For example these diagrams can be grouped into the following orders as described in
Entem et al. (2017). These potentials have been fit to pp and np scattering data (Stoks
et al. (1993); Stoks and de Swart (1993)) from Nijmegen data sets up to 350 MeV
with up to order 6 (N5LO) in the chiral expansion. They calculated scattering phase
shifts of light nuclei with these potentials up to N4LO and matched experimental data
with good agreement. The framework of QMC is only compatible with small orders
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Figure 2.4: Term by term expansion of the chiral perturbation theory grouped by
powers of (Q/Λχ)
ν . Solid lines represent nucleons and dashed lines represent pions.
Figure used with permission from Entem et al. (2017).
of non-locality. These potentials have many non-local terms and cannot be used in
full with QMC methods.
In recent years a set of nuclear potentials has been developed from a chiral effective
field theory (χEFT) framework that can be used with nuclear QMC methods such
as GFMC and AFDMC (Epelbaum et al. (2009); Machleidt and Entem (2011)).
These potentials are local up to next-to-next-to leading order (N2LO) and so QMC
29
calculations can use potentials up to this order. Though the N3LO and higher order
contain non-local parts, they are not entirely non-local. Good results using these
potentials have been obtained with both GFMC (Lynn et al. (2014)) and AFDMC
(Lonardoni et al. (2018b)).
Most of our calculations have been done with the AV6′ potential to reduce compu-
tation requirements as well as to better focus on the improvements made by improved
wave functions. It is straightforward to do any of these calculations with the three-
nucleon and the χEFT potentials.
2.7 Quantum Monte Carlo and High Performance Computing
QMC calculations are very well suited to parallel computing. For VMC calcu-
lations this is very straightforward. Each process is given one or more walkers for
which independent simulations are performed. Observables are then computed on
each separate processor and collected by a single boss processor. The collected data
can then be processes and analyzed for final output. It is slightly more complicated
for AFDMC calculations, as load balancing is required due to the branching algorithm
which can create or destroy walkers at each time step.
We have tested the scalability of the AFDMC code on various systems as provided
by our allocation through the Extreme Science and Engineering Discovery Environ-
ment (XSEDE). XSEDE is a virtual system designed for scientists all over the world
to share resourses such as supercomputers and data. The results for the SuperMIC
computer at Louisiana State University as well as the Stampede2 computer which
is part of the Texas Advanced Computing Center can be found in Figures 2.5 and
2.6 respectively. Access to both computers was provided by our XSEDE allocation.
Even with load balancing the scaling is very good up to thousands of processors,
which is more than are typically used in a given calculation.
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Figure 2.5: Scaling on SuperMIC using the time to propagate 10,000 configurations
of an 16O nucleus for 100 steps.
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Figure 2.6: Scaling on Stampede2 using the time to propagate 10,000 configurations
of an 16O nucleus for 100 steps.
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I have contributed to the existing AFDMC project by writing code to include the
improved nucleon-nucleon correlations. The AFDMC code that we have written and
are using in this work is hosted on GitLab and is currently unavailable to the public,
though we expect it to be open source in the near future. Access to the code can be
made available upon request.
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Chapter 3
TRIAL WAVE FUNCTION
An accurate trial wave function can drastically improve the accuracy of QMC meth-
ods such as VMC and AFDMC by lowering the variance and improving the fermion
constraint. Most highly accurate trial wave functions are computationally intractable
and are never implemented in QMC methods. In addition to being accurate and com-
putationally tractable a good wave function must satisfy known physical properties
such as cluster decomposition as well as having an overall antisymmetry with respect
to particle exchange due to the spin-1/2 property of nucleons.
Cluster decomposition arises from the physical intuition that the wave function of
two separate, non-interacting systems, A and B as in Figure 3.1, can be written as
the outer product of their respective wave functions |A+B〉 = |A〉 |B〉. If a system is
|A〉
|B〉
Figure 3.1: Two non interacting systems A and B, whose composite wave function
is the product |A+B〉 = |A〉 |B〉.
not cluster decomposable, nonphysical correlations between non-interacting systems
can occur. I will now define a strong and weak condition on cluster decomposability.
There exist systems that are cluster decomposable, in that they obey the description
above, yet they lack all of the proper correlations between particles in the respective
systems. This will be referred to as the weak condition of cluster decomposition.
Many of the approximate wave functions that I will describe later will obey only this
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weak condition. It is important to note that the weak condition does not contain any
unphysical correlations, they simply lack some or all of the physical correlations of the
system. The strong condition of cluster decomposition is that the above condition
is obeyed and each subsystem contains all of the appropriate correlations for that
system. This will be illuminated when our specific wave functions are described.
The second property is that the wave function be antisymmetric overall. Since
nucleons are fermions and the only degrees of freedom used in these calculations the
product of different pieces of the wave function must be antisymmetric. Recent work
in QMC has successfully included bosonic degrees of freedom such as pions (Madeira
et al. (2018)), however that is not the case in this work.
3.1 Slater Determinant
As used in this work one of the simplest wave functions that satisfies the two
properties specified above is the Slater determinant. The Slater determinant has
been the starting place for a variety of many-body calculations in nuclear and con-
densed matter physics alike. In electronic calculations the many-body wave functions
will often be written in terms of a sum of weighted Slater determinants, where some
methods have been able to use a sum of up to 2 billion determinants for the semis-
tochastic heat-bath configuration interaction method (Huron et al. (1973); Li et al.
(2018)). The no-core shell-model, used in nuclear physics, also uses a sum of Slater
determinants (Navra´til et al. (2009); Barrett et al. (2013)), often written in a trun-
cated harmonic oscillator basis, where the number of determinants is based on the
maximally allowed harmonic oscillator energy for the A nucleon system. In QMC
calculations a single, or sum of Slater determinants is often also used, however the
single particle states are written to have good spin, isospin, and angular momentum
quantum numbers. A single determinant is often used as a model state for closed
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shell calculations and a sum of small number of weighted determinants is used for
open shell systems, to maintain good quantum numbers for the system. For small
to medium mass open-shell nuclei on the order of 10 or 100 determinants are often
used for a model state. A Slater determinant is an antisymmetrized product of single
particle, non-interacting, wave functions
ΨSD(R) = A [φ1(r1)φ2(r2) . . . φA(rA)] =
∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) . . . φ1(rA)
φ2(r1) φ2(r2) . . . φ2(rA)
...
...
. . .
...
φK(r1) φK(r2) . . . φK(rA)
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.1)
where R contains the spatial and spin-isospin coordinates of the walkers, A is the
antisymmetrization operator, and the φi(rj) are the overlap of the walker positions
with the model single particle states, 〈rj|φi〉. The ri coordinates are relative to the
center of mass ri = ui − 1A
∑
jmjuj, where ui are the nucleon coordinates relative
to some origin. The single particle model states are made up of a radial and spin,
iso-spin dependent parts,
φk = Φnj
[
Cjcl,msYl,ml(rˆi)χs(si)
]
j,mj
, (3.2)
where Φnj is the radial part and the rest contains the spherical harmonics Yl,ml(rˆI)
and spin and iso-spin states where the Clebsch-Gordan coefficients ensure the correct
j and mj quantum numbers, and the different states are given by the index k. To
accurately describe the wave function of an open shell nuclei each state with the
correct total angular momentum, parity Jpi, and isospin T is included as a separate
Slater determinant
〈RS|Φ〉Jpi ,T =
∑
n
cnD{φk(ri, si)}. (3.3)
Here the cn coefficients are variational parameters used to minimize the energy given
a set of possible state configurations. One of the simplest examples of an open shell
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nuclei would be 6He whose ground state is a Jpi = 0+ state. The two protons and two
of the neutrons could be in the full (1S1/2)
2 shell while the two remaining neutrons
could be in the (1P3/2)
2 shell with their mj = ±3/2,±1/2 values being equal and
opposite to ensure that J = 0. This state has two possible determinants. Other
possible configurations for the two remaining neutrons would be (1P1/2)
2 with one
possible determinant, (1D5/2)
2 with three possible determinants, (2S1/2)
2 with one
possible determinant and (1D3/2)
2 with two possible determinants giving a total of
nine possible determinants. Notice that the two neutrons could be in a combination
of S and D shells but never an S and P or D and P to ensure the parity of the state
is positive. The number of determinants used for the model states of open shell nuclei
will control how accurate the trial wave function is. For closed shell nuclei such as 4He
or 16O a single Slater determinant describing the full shell configuration is sufficient.
In the calculations described here, the radial part Φnj of the single particle states
are obtained as bound state solutions to the single particle Schro¨dinger equation with
a Woods-Saxon potential wine-bottle potential
v(r) = Vs
[
1
1 + e(r−rs)/as
+ αse
(−r/ρs)2
]
. (3.4)
Here the parameters, Vs, rs, as, αs and ρs are variational parameters used to shape the
potential to obtain a minimum in energy.
The Slater determinant is a mean-field wave function and is often used with Jas-
trow type short range correlations
〈RS|ψT 〉 = 〈RS|
∏
i<j
f(rij) |φ〉SD . (3.5)
These correlations are spin-isospin independent and depend only on the particle sep-
aration and improve upon the uncorrelated Slater determinant wave function signifi-
cantly. To maintain the cluster decomposition the functions f(rij) must go to unity
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for large particle separations. In this work I have used Slater determinant wave func-
tions with a Jastrow factor along with spin-isospin dependent correlations which will
be discussed in a later section.
3.2 Pfaffian Wave Function
Another wave function that obeys these properties is the paired Pfaffian wave
function. This wave function was developed to describe Cooper pairs which form
when, at low temperature, paired fermions, such as electrons or liquid 3He, are ener-
getically favorable compared to free particles (Cooper (1956); Leggett (1975)). This
idea was then expanded and used to explain superconductivity as the condensation of
these bosonic cooper pairs into the ground state (Bardeen et al. (1957a,b)). A Pfaffian
wave function, as described by Leggett (1975), was used in a variational calculation
to describe these paired systems (Bouchaud, J.P. et al. (1988)).
The BCS, or Pfaffian, pairing wave function can be written as an antisymmetrized
product of pairing wave functions, thus keeping the antisymmetry of the constituent
fermions explicitly. That is,
ΨBCS(RS) = A [φ(r1, s1, r2, s2)φ(r3, s3, r4, s4) . . . φ(rA−1, sA−1, rA, sA)] , (3.6)
where A is the antisymmetrization operator, ri and si are the walkers positions and
spins, and φ are the pairing functions which can be separated into a spatial part,
whose form is determined by the system, and a spin-isospin part, which are often
written in terms of singlet and triplet states. For condensed matter the BCS pairing
interactions are spin independent and the Pfaffian reduces to a determinant. The
Pfaffian can be computed in O(A3) operations just like a Slater determinant, where
A is the rank of the matrix.
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This wave function, like the Slater determinant, can be used with additional
Jastrow-like correlations as in Equation 3.5
〈RS|ψT 〉 = 〈RS|
∏
i<j
f(rij) |φ〉BCS . (3.7)
For more information and a more detailed use and description of this wave function
I refer the reader to Bajdich et al. (2006, 2008).
3.3 Spin-Isospin Dependent Correlations
The nuclear Hamiltonian has a strong dependence on spin and isospin, and to
ensure good overlap with the ground state, the trial wave function must include spin-
isospin dependent correlations. From here on I will be using the Slater determinant
for the long-range part of the wave function. To improve on the Jastrow correlations
in Equation 3.5, spin-isospin dependent correlations can be included that obey the
properties of cluster decomposability and overall antisymmetry.
I have come up with two such correlations, the exponentially correlated
Ψexp(R, S) = 〈RS|
[∏
i<j
fc(rij)
]
e
∑
i<j
∑
p
fp(rij)Opij |φ〉 , (3.8)
and the symmetrized product wave functions
ΨSP(R, S) = 〈RS|
[∏
i<j
fc(rij)
][
S
∏
i<j
(
1 +
∑
p
fp(rij)Opij
)]
|φ〉 . (3.9)
where the S is the symmetrization operator, the fc(rij) are the same Jastrow correla-
tions as before, and the Opij are the operators from the AV6’ potential, (1,σi ·σj, Sij)⊗
(1, τi · τj), where the tensor term is Sij = 3σi · rˆijσj · rˆij − σi · σj. The fp(rij) func-
tions contain variational parameters and the functional form is determined by solving
a Schro¨dinger-type equation with the constraint that the wave function be continu-
ous at the healing distance (Pandharipande and Wiringa (1979); Pandharipande and
Schmidt (1977)).
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The exponentially correlated wave function obeys the strong condition of cluster
decomposition as long as the correlating functions, fp(rij) go to zero as the particle
separation increases. This dampens out nonphysical long-range particle correlations
between physically separated systems. The strong condition is obeyed due to the
full set of correlations acting on each product of single particle states in the Slater
determinant. Also, due to the sum over particle pairs in the exponential, no explicit
symmetrization is needed.
The symmetrized product wave function, introduced in 1979 by Pandharipande
and Wiringa (1979), requires an explicit symmetrization and is not obviously cluster
decomposable, though like the exponential correlations, it obeys the strong condition
of cluster decomposability. The fp(rij) functions approach zero as particle separation
increases and so the additional 1 is needed to maintain cluster decomposability.
When expanded to linear order the exponential and symmetrized product corre-
lations are identical and can be written as
|ψT 〉lin =
[∏
i<j
fc(rij)
](
1 +
∑
i<j
∑
p
fp(rij)Opij
)
|φ〉 . (3.10)
These correlations are symmetric, allowing for the full wave function to be antisym-
metric, however it has lost the strong condition of cluster decomposability in the
approximation. This is because each product of single particle states will contain
some of the needed correlations, but none will contain them all. Thus this trial wave
function obeys only the weak condition of cluster decomposition. For higher order
expansions these two wave functions differ by operator commutations as well as the
inclusion of additional correlation pairs. Until recently, only correlations up to linear
order in the expansion were used for AFDMC calculations. Calculations for GFMC
use a much better wave function, but have been limited to small nuclei up to 12C.
Calculations done with the AFDMC method have been slowly improving the trial
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wave function used, as a better wave function is surely needed to describe larger sys-
tems. In 2007 AFDMC binding energy calculations were done for 4He, 16O, and 40Ca
using only the Jastrow correlations (Gandolfi et al. (2007a)). These calculations were
repeated in 2014 but with the addition of linear correlations (Gandolfi et al. (2014b))
and I have plotted the respective results compared to current experimental values
here for comparison. In Figure 3.2 it is clear to see that the additional spin-isospin
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Figure 3.2: Binding energy calculations done with Jastrow correlations (Gandolfi
et al. (2007a)) compared to Jastrow plus linear spin-isospin dependent correlations
(Gandolfi et al. (2014b)) all compared to experimental results. All calculations were
done with AFDMC and the AV6′ potential.
correlations are important for both systems larger than 4He.
3.3.1 Quadratic Correlations
In this project I have included correlations up to quadratic order which includes
up to 4 nucleons being correlated at once. When expanded to quadratic order the
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symmetrized product wave function, Equation 3.9, becomes
|ψT 〉quad =
[∏
i<j
fc(rij)
][
1 +
∑
i<j
∑
p
fp(rij)Opij
+
1
2
∑
i<j
∑
p
fp(rij)Opij
∑
k<l
ij 6=kl
∑
q
fq(rkl)Oqkl
]
|φ〉 .
(3.11)
The subscripts on the sums, which describe which correlations are allowed, can be
hard to visualize and so these correlation diagrams are useful. All pair correlations
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Figure 3.3: Diagrams used to visualize which correlations are included in the
quadratic correlations in Equation 3.11.
are included in this wave function except pairs that are directly correlated with them-
selves, e.g. O23O23, where Oij is a product of single particle operators such as σi ·σj
and Oij = Oji due to the operators on different particles operating in different Hilbert
spaces. For correlations where the same particle is included twice, the correlation op-
erators do not commute and that term must be explicitly symmetrized. Currently in
Equation 3.11 and in the code all quadratic terms are symmetrized, e.g. the corre-
lation O12O34 is symmetrized as 12 (O12O34 +O34O12), even though only terms like
O12O13 need this explicit symmetrization. This adds needless calculation time, but
as I’ll show, these terms don’t seem to be significant and can be omitted completely.
If the exponentially correlated wave function, Equation A.1, is expanded in the
typical way, i.e. exp(A) = 1 + A+ 1
2
A2 + . . ., then the quadratic correlations for the
41
exponential wave function become
|ψT 〉exp quad =
[∏
i<j
fc(rij)
][
1 +
∑
i<j
∑
p
fp(rij)Opij
+
1
2
∑
i<j
∑
p
fp(rij)Opij
∑
k<l
∑
q
fq(rkl)Oqkl
]
|φ〉 .
(3.12)
Unlike the quadratic correlations derived from the symmetrized product this wave
function includes all of the the terms in Figure 3.3. There is not a large difference
between these wave functions up to quadratic order and for here forward all references
to quadratic correlations will refer to the expansion from the symmetrized product
wave function.
Another way to include quadratic correlations is to only include terms that do
not correlate the same particle twice leaving only independent pair correlations. This
is the same whether you start from the exponentially correlated or the symmetrized
product wave function and it can be written as
|ψT 〉ip =
[∏
i<j
fc(rij)
][
1 +
∑
i<j
∑
p
fp(rij)Opij
+
∑
i<j
∑
p
fp(rij)Opij
∑
k<l,ip
∑
q
fq(rkl)Oqkl
]
|φ〉 ,
(3.13)
and the independent pair sum can be visualized as in Figure 3.4. All terms where a
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Figure 3.4: Diagrams used to visualize which correlations are included in the inde-
pendent pair quadratic correlations in Equation 3.13.
particle is included twice in the correlation are ignored, as a results, all correlation
operators commute and the correlations are explicitly symmetric. Neither of these
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correlations maintain the strong condition of cluster decomposability. Like the linear
correlations, each product of states does not contain all of the needed correlations,
though these wave functions contain more than the linear correlations. An effort to
build an antisymmetric and cluster decomposable wave function from the exponen-
tially correlated wave function will be discussed later.
The energy and its uncertainty are often used to judge the convergence of a prop-
agated wave function in QMC and so a good wave function needs to be able to
reproduce known binding energies. To this end I have calculated binding energies
with the linear, quadratic, and independent pair (IP) quadratic correlations derived
from the symmetrized product for 4He, 16O, 40Ca, and symmetric nuclear matter
(SNM) at saturation density, ρ0 = 0.16 fm
−3, in a period box with 28 particles. The
trial states for SNM are built from plane waves and 7 particles fills the first plane
wave shell. This is why we have done calculations with 28 particles, 7 for each of
the spin-isospin states. The energy per particle for nuclei is plotted in Figure 3.5
and the specific energies can be found in Table 3.1. All calculations were done with
System Linear Ind-Pair Quadratic Experimental
4He -6.785(10) -6.798(8) -6.778(8) -7.074
16O -7.23(6) -7.65(9) -7.55(8) -7.98
40Ca -8.05(8) -8.8(3) -8.78(15) -8.55
SNM -13.97(3) -14.87(4) -14.70(11)
Table 3.1: Energy per particle from AFDMC calculations with no Coulomb interac-
tion with the AV6′ interaction. Each calculation was done with the linear, indepen-
dent pair, and quadratic correlations. Energies are compared to experimental values
where available and the statistical uncertainties are included.
trial wave functions coming from VMC calculations with linear correlations, except
for 4He, which was performed by reoptimizing the variational parameters for each set
of correlations. This was done due to the complexity of optimizing the parameters
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Figure 3.5: Energy per particle for small and medium closed shell nuclei with no
Coulomb interaction calculated with the AFDMC method with the AV6′ interaction.
Each calculation was done with the linear, IP quadratic, and quadratic correlations.
Energies are compared to experimental values where available and the statistical
uncertainties are included. The variational parameters were reoptimized for each
wave function for the 4He calculations, however the 16O, 40Ca, and SNM calculations
were done starting with VMC trial wave functions with linear correlations.
for large systems. Like with the addition of Jastrow correlations in Figure 3.2, all
systems larger than 4He decreased in energy with additional correlations, while the
binding energy for 4He was the same to within uncertainties. In addition, the energies
for all systems are identical to within uncertainties for the quadratic and IP quadratic
correlations, indicating that the IP correlations capture most of the relevant physics.
As a result any further references to quadratic correlations will be referring to the
IP quadratic correlations, as these correlations are computationally less expensive,
unless a distinction is made otherwise. The percent decrease in energy for 16O and
40Ca when adding linear correlations is 15% and 18% respectively. When adding
quadratic correlations the energies decrease an additional 6% and 9% respectively.
This indicates that each successive term in the expansion decreases in importance.
It is important to note that these calculations were done with the AV6′ potential,
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which is a limited 2-nucleon potential. We do not expect our energies to be equal
to experiment due to the lack of the full 2-body, and a complete lack of the 3-body
force. The AV6′ potential has been used to simplify the calculations and to look for
qualitative improvements caused by the additional correlations. Some calculations
have been done using more sophisticated potentials with the quadratic correlations,
and those results will be shown later.
The energies above are calculated with the AFDMC method. As mentioned before,
the fixed phase approximation is used to solve the Fermi sign problem within AFDMC,
and as such the energies are not constrained by the upper bounds to the ground state
energy, as evidenced by the results for 40Ca, which is actually overbound. The lack of
an upper bound prevents us to say strictly that the decrease in energy is because of an
improvement in the trial wave function. However, all calculations were first done with
the VMC method, which does provide an upper bound constraint. As can be seen in
Figure 3.6 and Table 3.2, the same conclusions found with the AFDMC calculations
are also found with the VMC calculations, as we can say that the quadratic wave
functions are actually an improvement. As mentioned before, releasing the constraint
can sometimes give convergence to the true energy, or at least give an indication of
the direction to the true ground state energy.
There is a significant decrease in energy with the addition of the quadratic corre-
lations, however, there is an additional cost to calculating these additional terms. I
have calculated a scaling factor, which is the ratio of times taken to calculate a given
block of code, including the propagation of walkers spatial and spin components as
well as the calculation of the energies, for linear compared to linear plus quadratic
correlations. A scaling factor of 2 would mean that the calculation took twice as long
with the quadratic correlations as it did without. The scaling factors are plotted in
Figure 3.7 and the specific values are in Table 3.3. The scaling for the quadratic
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Figure 3.6: Energy per particle for small and medium closed shell nuclei with no
Coulomb interaction calculated with the VMC method with the AV6′ interaction.
Each calculation was done with the linear, independent pair, and quadratic correla-
tions. Energies are compared to experimental values where available and the statisti-
cal uncertainties are included. Unlike the above results, calculated with the AFDMC
method, these VMC results are an upper bound to the ground state energy.
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Figure 3.7: Scaling factors calculated as the ratio of times taken to calculate a given
block of code for linear and linear plus quadratic correlations.
correlations is about twice that of the IP quadratic correlations. This is due to the
explicit symmetrization that is done for each quadratic term in the quadratic corre-
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System Linear Ind-Pair Quadratic Experimental
4He -5.955(10) -6.113(8) -6.275(5) -7.074
16O -3.581(3) -5.338(3) -5.463(3) -7.98
40Ca -2.88(5) -5.35(5) -5.23(5) -8.55
SNM -8.25(4) -10.60(3) -10.74(2)
Table 3.2: Energy per particle from VMC calculations with no Coulomb interaction
with the AV6′ interaction. Unlike the AFDMC results, these VMC results provide an
upper bound to the energy. Each calculation was done with the linear, independent
pair, and quadratic correlations. Energies are compared to experimental values where
available and the statistical uncertainties are included.
4He 16O SNM(28) 40Ca
IP Quadratic 1.73 30.7 64.8 720.9
Quadratic 2.00 58.8 133.6 1473.9
Table 3.3: Same scaling factors that are calculated in Figure 3.7.
lations. This could be decreased if commuting terms were not symmetrized, however
as noted before the IP quadratic correlations seem to capture the important physics,
and so all future calculations with quadratic correlations will be using the IP correla-
tions. The IP correlations all commute and so no explicit symmetrization is needed.
A typical AFDMC calculation using only linear correlations for 16O with 1000 walkers
takes on the order of a tens of CPU hours and a similar calculation for 40Ca takes on
the order of hundreds of CPU hours.
The number of quadratic terms in the IP correlations given A particles is
Nip =
A(A− 1)(A− 2)(A− 3)
8
. (3.14)
For the fully quadratic wave function the number of terms given A particles is
Nquad =
A(A− 1)
2
(
A(A− 1)
2
− 1
)
, (3.15)
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where A(A − 1)/2 is the number of possible pairs made from A particles. If the
fully quadratic correlations are not explicitly symmetrized for the IP terms then this
reduces to Nquad−Nip. In Figure 3.8 I have plotted the number of terms for the inde-
pendent pair, fully quadratic, and fully quadratic correlations without symmetrizing
the IP terms.
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Figure 3.8: Number of terms in the quadratic correlations for the IP quadratic, and
quadratic correlations without explicit symmetrization of the IP terms.
In recent years efforts have been made to fit infinite matter saturation proper-
ties with microscopic nuclear interactions (Drischler et al. (2019)). Calculations of
energies near saturation using AFDMC have not been able to fit known saturation
properties. I have done calculations of symmetric nuclear matter near saturation with
and without quadratic correlations, using only the AV6′ 2-body interaction and have
compared these results to known saturation properties in Figure 3.9. Though 3N
forces will surely be needed to obtain a good fit, it is clear that improved correlations
are also going to be needed.
48
-16.5
-16
-15.5
-15
-14.5
-14
-13.5
-13
 0.15  0.155  0.16  0.165  0.17
E/
A 
(M
eV
)
ρ (fm-3)
Linear
IP Quad
Figure 3.9: Energy calculations done using the AV6′ potential with linear and
quadratic correlations. The gray box is the same empirical saturation region used
in Drischler et al. (2019), ρ0 = 0.164± 0.007 fm−3 and E/A = −15.86± 0.57 MeV.
3.3.2 Calculating the Two-Body Operators
When calculating expectation values with the additional two-body operators of
the quadratic correlations, the scaling will increase from O(A4) to O(A6) for the
calculation of the energy and from O(A2) to O(A4) for the calculation of the trial
wave function alone. This can be quite expensive, especially for large systems. As a
result we have used a technique to reduce the number of calculations by performing
recurring pieces of the calculations only once at the beginning. Though this doesn’t
decrease the polynomial scaling it does decrease the factor in front of the polynomial
scaling.
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The Slater Determinant is the base ingredient to calculating the trial wave func-
tion. The Slater matrix is defined as
S =

〈α1|r1, s1〉 〈α1|r2, s2〉 . . . 〈α1|rA, sA〉
〈α2|r1, s1〉 〈α2|r2, s2〉 . . . 〈α2|rA, sA〉
...
...
. . .
...
〈αA|r1, s1〉 〈αA|r2, s2〉 . . . 〈αA|rA, sA〉

, (3.16)
where each matrix element will be written as
Sαi = 〈α|ri, si〉 . (3.17)
This can be written in terms of the spin-isospin basis as
Sαi =
4∑
γ=1
〈α|riχγ〉 〈χγ|si〉 . (3.18)
where ri and si are the positions and spin-isospin configurations of the system, and
|α〉 contains the radial part of the wave function and the spherical harmonics that
give the proper angular momentum to each state. The |χγ〉 basis is given in terms of
|p ↑〉, |p ↓〉, |n ↑〉, and |n ↓〉 as
|χ1〉 = |(1, 0, 0, 0)〉
|χ2〉 = |(0, 1, 0, 0)〉
|χ3〉 = |(0, 0, 1, 0)〉
|χ4〉 = |(0, 0, 0, 1)〉 .
(3.19)
The Slater matrix is updated once for every single-body operator and twice for
every two-body operator using the identity
det
(
S−1S ′
)
=
detS ′
detS
, (3.20)
where S ′ is the Slater matrix that has been updated due to the operation of a single-
body operator.
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Using the identity in Equation 3.20 allows us to calculate the product S−1S ′′,
where S ′′ represents the Slater matrix with only the i and j columns updated. The
product S−1S would give the identity matrix and so S−1S ′′ is the identity matrix
everywhere except for the columns i and j
S−1S ′′ =

1 0 . . . 〈α1| Oi |ri, si〉 . . . 〈α1| Oj |rj, sj〉 . . . 0 0
0 1 . . . 〈α2| Oi |ri, si〉 . . . 〈α2| Oj |rj, sj〉 . . . 0 0
...
...
. . .
...
. . .
...
. . .
...
...
0 0 . . . 〈αA| Oi |ri, si〉 . . . 〈αA| Oj |rj, sj〉 . . . 0 1

. (3.21)
The determinant is then equal to the determinant of the submatrix given by keeping
only the elements (S−1S ′′)mn where m and n are both of the changed columns
detS−1S ′′ = det
〈αi| Oi |ri, si〉 〈αi| Oj |rj, sj〉
〈αj| Oi |ri, si〉 〈αj| Oj |rj, sj〉
 . (3.22)
In practice the calculation of a two-body operator Oij = OiOj is calculated as
〈Φ| Oij |RS〉
〈Φ|RS〉 =
4∑
γ=1
4∑
δ=1
d2b(χγ, χδ, ij) 〈χγχδ| Oij |sisj〉 , (3.23)
where R = {r1, . . . , rA} and S = {s1, . . . , sA} are the spatial and spin-isospin config-
urations and
d2b(χγ, χδ, ij) =
〈Φ|R, s1, . . . , si−1, χγ, si+1, . . . , sj−1, χδ, sj+1, . . . , sA〉
〈Φ|RS〉 . (3.24)
Note that as part of the update the basis states χγ and χδ have replaced the spin-
isospin configurations si and sj respectively.
To reduce the number of calculations done in the inner loops of the calculation
the matrix Pχ,ij is defined and precalculated as
Pχγ ,ij =
∑
α
S−1jα Sαi(si ← χγ), (3.25)
Pχδ,ij =
∑
α
S ′ −1jα S
′
αi(sj ← χδ). (3.26)
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The d2b distribution can then be written as
d2b(χγ, χδ, ij) = det
Pχγ ,ii Pχγ ,ij
Pχδ,ji Pχδ,jj
 , (3.27)
and thus the d2b can be precalculated and multiplied by each operator expectation
value 〈χγχδ| Oij |sisj〉 from Equation 3.23.
This description has been for 2-body operators, however the quadratic operators
involve 4-body operators for the correlations of the trial wave function, and 6-body
operators for the calculations of the energy. This method can also be extended to
n-body operators by updating the P matrix to use the previously updated Slater
matrices
Pχη ,mn =
∑
α
S ′′ −1nα S
′′
αm(sm ← χη), (3.28)
where each iteratively updated matrix S ′ is calculated from the last S as
S ′αm(sm) =
 Sαm m 6= i〈α|Oi|ri si〉 m = i . (3.29)
The updated inverse matrix is calculated by again using the identity in Equation 3.20,
expanding both sides and grouping like terms, noting that S ′′mi = S
′
mi when j 6= i.
The next iteration of the updated inverse matrix S ′−1 is calculated as
S ′−1jn =
 S
−1
jn −
∑
m S
−1
jmS
′
mi∑
` S
−1
i` S
′
`i
S−1in j 6= i
S−1in∑
m S
−1
imS
′
mi
j = i
. (3.30)
To calculate the wave function in Equation 3.10 with only linear correlations the
correlation operators are first acted on the spin-isospin basis states which are then
summed together with the d2b as
∑
χγ ,χδ
d2b(χγ, χδ, ij)〈χγ, χδ|fpijOpij|sisj〉. (3.31)
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The potential introduces two additional operators and so the expectation value of the
potential with the linear wave function is calculated as (1 + Ocij)Opkl where Oc and
Op are the correlation and potential operators respectively and can be four distinct
operators. This calculation is done by first updating the P matrix twice, once for
each of Oci and Ocj where Oij = OiOj. The determinant in Equation 3.23 is then
calculated using the updated d′′2b.
Both versions of the quadratic correlations in Equations 3.11 and 3.13 have the
form 1 +Ocij +OcijOckl. The first is exactly the linear correlations and are calculated
in the same way as described above. The quadratic operators looks like the potential
operator with linear correlations with OcijOpkl → OcijOckl and so the same method
can be followed as described before by updating the P matrix twice. The number
of operations required for the linear correlations scales as O(A2) while the quadratic
correlations, as well as the expectation value of the potential with linear correlations,
scales as O(A4).
The expectation value of the potential as calculated with the quadratic correla-
tions takes the form
(
1 +Ocij +OcijOckl
)Opmn. The only piece that is not similar to
previous descriptions is the OcijOcklOpmn piece. This can be calculated by using four
distinct updates of the P matrix, one for each of the four correlations operators. The
updates are first done for the Ocij operators after which two additional updates are
performed for the Ockl operators. This is used to calculate the expectation value of
the Opmn operators. The scaling to calculate the expectation value of the potential
with quadratic correlations is O(A6).
Additional details about the quadratic correlations and how the operator updates
are performed can be found in our recent paper Lonardoni et al. (2018b).
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3.3.3 Quadratic Correlations with NN and 3N χEFT Potentials
The results presented above have been done with the simplified AV6′ NN poten-
tial. This choice was made to reduce the computational cost of testing the improved
correlations. The new quadratic correlations have also been used with more sophis-
ticated potentials, namely, those developed in the χEFT framework. We have done
preliminary calculations with the χEFT potential up to N2LO in the chiral expansion.
Higher orders of the chiral expansion are still inaccessible to QMC calculations due
to their non-locality. Preliminary binding energy results have been obtained (Diego
Lonardoni, private communication, 2019) for 4He, 16O, and SNM with 28 particles in
a periodic box at saturation density. Both the VMC and AFDMC preliminary results
are shown in Table 3.4. All calculations were done with 2- and 3-body correlations,
Calculation Correlations 4He 16O SNM
VMC Linear −5.86(1) −1.08(1) 1.56(5)
VMC IP Quadratic − −4.03(4) −
VMC Quadratic −6.72(1) −3.95(4) −
AFDMC Linear −6.89(2) −5.74(4) −9.5(1)
AFDMC IP Quadratic − −7.3(2) −12.5(1)
AFDMC Quadratic −6.91(2) −6.9(2) −12.6(1)
Table 3.4: Ground state energies of 4He, 16O, and SNM with 28 particles at sat-
uration density, calculated with the VMC and AFDMC methods. All energies are
reported as energy/nucleon in MeV. The trial wave functions are calculated with both
2- and 3-body correlations, where all three 2-body correlations were used. For all cal-
culations the N2LO local chiral potential with the R0 = 1 fm cutoff as described in
our paper (Lonardoni et al. (2018b)). Additional details about each calculation are
given in the text. Not all possible calculations were performed, and dashes are places
where data does not exist.
however the 2-body correlations were varied to include the linear, IP quadratic, and
the fully quadratic correlations. The potential used in these calculations was the
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local chiral potential expanded to N2LO with a cutoff of R0 = 1 fm. The
4He and
SNM calculations were done with the E1 parameterization, while the 16O calculations
were done with the Eτ parameterization as described in our paper Lonardoni et al.
(2018b). The 4He and 16O calculations included the coulomb force and were reopti-
mized for each set of correlations. Due to the computational cost of reoptimizing the
variational parameters with the quadratic wave functions the AFDMC calculations
for SNM were done using the trial wave function obtained from a VMC calculations
with linear correlations. In addition the AFDMC calculations for SNM were done us-
ing the growth energy, which is a diagnostic tool which is similar to the local energy
for small time steps. If the trial wave function was exactly the ground state and the
offset energy E0 the exact ground state energy, then the weights of the walkers would
all be 1, regardless of the configuration. This leads to the definition of the growth
energy
〈EG〉 = E0 − 1
∆τ
log (〈w〉). (3.32)
More details on the growth energy are given in Lynn (2013). All AFDMC calcula-
tion were performed with the constrained-path approximation. The 2-body operator
structure of the N2LO chiral interaction is the same as the AV7′ potential which adds
the spin-orbit L · S term to the AV6′ interaction. It was shown in Gandolfi et al.
(2014b) that the AV7′ potential provides less binding than the AV6′ potential for the
systems shown here. This explains why the energies are slightly higher here than with
the AV6′ results shown in the preceding sections. However, the decrease in energy
between the linear and quadratic correlations is much larger when the 3-body inter-
actions are included. The decrease in the 16O energy between linear correlations and
IP quadratic correlations with only the AV6′ NN potential was 6%, while the same
system had a decrease of 27% with the NN+3N N2LO potential. This was expected
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as we expected the additional correlations to have a larger overlap with the 3-body
force than the original linear correlations.
3.3.4 Exponential Correlations
From the wave function using the expansion up to quadratic terms it is clear that
an improved trial wave function is necessary to describe the state of larger nuclei
and nuclear matter. It was also shown in the previous sections that expanding the
current wave functions described in Equations A.1 and 3.9, is not an efficient method
to improve the wave function, as the cost of each additional term grows exponentially.
However, another option is to evaluate the full wave function using a Monte Carlo
sampling. The exponential wave function is written as
|ΨT 〉 =
[∏
i<j
fc(rij)
]
e
∑
i<j,p
fp(rij)Opij |Φ〉 , (3.33)
which has the same operator form as the spin-isospin propagator used in AFDMC,
where again, the operators are the AV6′ operators, σi · σj, τi · τj, σi · σjτi · τj, Sij
and Sijτi · τj, where Sij = 3σi · rˆijσj · rˆij − σi · σj. These operators are written
in terms of squared single particle operators, allowing for the Hubbard Stratanovich
transformation to express the correlations in terms of a single particle operator and
integrals over auxiliary fields, which are evaluated via Monte Carlo.
The correlation functions fp(rij) are written in terms of symmetric matrices
exp
(∑
i<j,p
fp(rij)Opij
)
= exp
(
1
2
∑
iα,jβ
σiαA
σ
iα,jβσjβ
+
1
2
∑
iα,jβ
σiαA
στ
iα,jβσjβτi · τj +
1
2
∑
i,j
Aτi,jτi · τj
)
,
(3.34)
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which can be written in terms of their eigenvalues and eigenvectors∑
jβ
Aσiα,jβψ
σ
n,jβ = λ
σ
nψ
σ
n,iα,
∑
jβ
Aστiα,jβψ
στ
n,jβ = λ
στ
n ψ
στ
n,iα,
∑
j
Aτi,jψ
τ
n,j = λ
τ
nψ
τ
n,i.
(3.35)
The correlations are then written in terms of squared single particle operators,
exp
(∑
i<j,p
fp(rij)Opij
)
= exp
(
1
2
3A∑
n=1
(Oσn)
2 λσn
+
1
2
3∑
γ=1
3A∑
n=1
(
Oστnγ
)2
λστn +
1
2
3∑
γ=1
A∑
n=1
(
Oτnγ
)2
λτn
)
,
(3.36)
where the operators are given by
Oσn =
∑
iα
σiαψ
σ
n,iα,
Oστnγ =
∑
iα
τiγσiαψ
στ
n,iα,
Oτnγ =
∑
i
τiγψ
τ
n,i.
(3.37)
This can be written in a more compact form,
exp
(∑
i<j,p
fp(rij)Opij
)
= exp
(
1
2
15A∑
n=1
(On)
2 λσn
)
. (3.38)
The Hubbard Stratanovich transformation is then used to write these as single particle
operators and integrals over auxiliary fields, xn. Ignoring commutator terms this can
be written as
exp
(
1
2
15A∑
n=1
(On)
2 λσn
)
=
15A∏
n=1
1√
2pi
∫
dxne
−x2n/2e
√
λnxnOn . (3.39)
The auxiliary fields are then drawn from the Gaussian distribution, exp (−x2n/2)
and the correlations can be written as
ΨT (R, S) = 〈RS|
15A∏
n=1
1
N
N∑
{xn}
1√
2pi
e
√
λnxnOn |Φ〉 . (3.40)
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The {xn} are the set of 15A auxiliary fields, one for each of the different 15A operators.
Large errors arise with this first naive approach. This is due to the ordering of the
eigenvectors as given by the algorithm. When derivatives of the wave function are
taken the eigenvectors may be given in a different order for each term in the numerical
derivative, and thus each vector could be paired with a different random sample of
the auxiliary fields. One approach to remove this issue is to use a product of square
roots of the A matrices.
This can be done by rewriting Equation 3.34 as
exp
(∑
i<j,p
fp(rij)Opij
)
= exp
(
1
2
∑
iα,jβ
σiα
∑
kγ
(
Aσiα,kγ
)1/2 (
Aσkγ,jβ
)1/2
σjβ
+
1
2
∑
iα,jβ
σiα
∑
kγ
(
Aστiα,kγ
)1/2 (
Aστkγ,jβ
)1/2
σjβτi · τj
+
1
2
∑
i,j
∑
k
(
Aτi,k
)1/2 (
Aτk,j
)1/2
τi · τj
)
,
(3.41)
where we have rewritten the matrices using the definition Aa,b =
∑
cA
1/2
a,c A
1/2
c,b . These
square root matrices can be written, similar to before, in terms of their eigenvalues
and vectors as ∑
jβ
(
Aσiα,jβ
)1/2
ψσn,jβ = (λ
σ
n)
1/2 ψσn,iα,
∑
jβ
(
Aστiα,jβ
)1/2
ψστn,jβ = (λ
στ
n )
1/2 ψστn,iα,
∑
j
(
Aτi,j
)1/2
ψτn,j = (λ
τ
n)
1/2 ψτn,i.
(3.42)
As before, this can be used to rewrite the correlations in terms of squared single
particle operators
exp
(∑
i<j,p
fp(rij)Opij
)
= exp
(
1
2
3A∑
kδ=1
(Oσkδ)
2
+
1
2
3∑
γ=1
3A∑
kδ=1
(
Oστkδ,γ
)2
+
1
2
3∑
γ=1
A∑
k=1
(
Oτk,γ
)2)
.
(3.43)
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where the operators are now
Oσkδ =
∑
iα
∑
n
σiαψ
σ
n,iα (λ
σ
n)
1/2 ψσn,kδ,
Oστkδ,γ =
∑
iα
∑
n
τiγσiαψ
στ
n,iα (λ
στ
n )
1/2 ψστn,kδ,
Oτkδ =
∑
i
∑
n
τiγψ
τ
n,i (λ
τ
n)
1/2 ψτn,k.
(3.44)
I have combined the sums over k = 1, . . . , A and δ = 1, 2, 3 into a single sum kδ =
1, . . . , 3A.
The difference between these operators and those described in Equation 3.37 is
the explicit sum over the eigenvector ordering, as given by the label n. Like before
each of these operators will be coupled with a sampled auxiliary field, however the
operators maintain their order regardless of the ordering of the eigenvectors. This
removes any systematic errors from the ordering of the eigenvectors. More details on
this derivation can be found in Appendix A.
Minimal success has been achieved with these correlations for light nuclei (Bouadani
(2009)), however there are large uncertainties that make this wave function currently
infeasible to use. Removing these uncertainties could make this wave function a very
useful tool for nuclear QMC as it can be systematically improved by increasing the
number of samples of the auxiliary fields.
Another possibility for decreasing statistical error is to use the plus-minus sam-
pling technique as described in Section 2.5. Because the auxiliary fields are sampled
from a Gaussian centered at zero, the probability of a given sample xn is the same as
the probability for the sample −xn. As a result, the wave function for both samples
can be calculated and the sample with the larger weight can be accepted. Additional
work needs to be made before this wave function is implemented in production. How-
ever, the scaling of this wave function is better for large systems compared to that of
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the quadratic correlations, and so this wave function may, in the future, be more suit-
able for calculations of larger systems. Also, systematic improvements can be made
to the trial wave function by including additional samples of the auxiliary fields, or by
explicitly evaluating some correlations as in the linear and quadratically correlated
wave functions.
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Chapter 4
ALPHA PARTICLE FORMATION IN NEUTRON RICH MATTER
One of the triumphs of nuclear physics is the ability to describe properties of macro-
scopic systems such as neutron stars with microscopic interactions. Neutron stars
have been studied extensively with QMC methods, everything from the nuclear EOS
(Sarsa et al. (2003); Gandolfi et al. (2014b)) to the hyperon problem (Lonardoni et al.
(2015); Gandolfi et al. (2018)). As the density of nuclear matter increases the choice
of the 3N force becomes more important. However, for neutron star crusts with den-
sities only up to about 0.5ρ0 the choice of 3N force is not as crucial (Gandolfi et al.
(2009)), and NN forces alone can give good results. The outer crusts of neutron stars
host atomic nuclei in a degenerate bath of electrons. As the density increases inside
the neutron star the nuclear binding force will eventually give way to neutron drip
and the remaining nuclei will be in a fluid of dripped neutrons. This has been studied
(Lorenz et al. (1993); Chamel et al. (2015)) and the density at which neutron rich
nuclei begin to drip neutrons is about ρdrip = 4.3 × 1011 g cm−3 or 0.00026 fm−3.
This neutron drip will leave smaller and smaller nuclei in a sea of neutrons. At high
enough density all nuclei will dissolve to form uniform neutron matter, or mostly-
neutron matter. To investigate this transition I have studied the formation of alpha
particles in mostly-neutron matter. To do this I have used the AFDMC method in
conjunction with the AV6′ potential using both the linear and quadratic trial wave
functions. The energy of an alpha particle that has formed in neutron matter with
an additional two protons would be
Eα = ENn2p − EN-2n, (4.1)
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where ENn2p is the energy for N neutrons and 2 protons and EN-2n is the energy for
N − 2 neutrons alone. Protons and neutrons can exchange a charged pion, effectively
changing pn to np. As a result, we cannot assign the label of proton or neutron to
any particular particle, and thus all particles must be antisymmetrized together. I
have calculated the energy per particle of 14 neutrons with and without the presence
of 2 protons in a box with periodic boundary conditions. At appropriate densities the
2 protons will form, with 2 neutrons, an alpha particle surrounded by free neutrons.
I am calling the energy of the 2 protons and 2 neutrons the alpha particle energy, Eα
as given by Equation 4.1 regardless of whether the alpha particle is formed or not.
For 14 neutrons and 2 protons this is calculated as
Eα = E14n2p − E12n. (4.2)
In practice we calculated the energy per particle with 14 neutrons instead of 12. The
plane wave shell is filled with 14 neutrons, 7 with spin up, and 7 with spin down,
making the calculation easier with 14 neutrons. As a result, if the energy per particle
is given by  = E/A then in practice the alpha particle energy is calculated as
Eα = 1614n2p − 1214n. (4.3)
The single particle states used for all nuclear matter calculations in the work are
plane waves multiplied by appropriate spin-isospin states,
φα(ri, si) = e
kα·ri 〈χs,ms|si〉 , (4.4)
where the possible k vectors are given by
kα =
2pi
L
(nxα, nyα, nzα). (4.5)
Periodic boundary conditions are used to help reduce finite-size effects and assume
that an exact copy of the wave function repeats across the simulation boundary,
ψ(ri + Lxˆ) = ψ(ri). (4.6)
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Ideally it would be better to do calculations with different numbers of neutrons,
however 14 neutrons fills a plane wave shell as defined by the possible (nx, ny, nz) with
both spin up and spin down neutrons and the next smallest plane wave shell would
contain 38 neutrons. This calculation is possible but is much larger and prohibitively
expensive to repeat many times with quadratic correlations. As will be discussed
shortly the underbinding at low densities would probably be exaggerated with a
larger fraction of neutrons in the calculation, though additional neutrons will have a
smaller effect due to the short range of the nuclear interaction. It is possible to use
numbers of neutrons between closed shells by using larger numbers of determinants,
however that also becomes too expensive. It could be possible to include intermediate
numbers of neutrons by using twist instead of periodic boundary conditions (Lin et al.
(2001)). The twist boundary conditions are a generalization to the periodic boundary
conditions mentioned previously and are written as
ψ(ri + Lxˆ) = e
iθψ(ri), (4.7)
where θ = 0 gives periodic boundary conditions and θ 6= 0 gives the twist boundary
condition. The twist angle, θ, is integrated over, which effectively reduces the finite-
size effects coming from filled plane-wave shells. This effectively allows states that
wouldn’t fit in the typical closed shells and reduces the effects of having a hard shell
structure. One way to do this as described in Gandolfi et al. (2009) is to define
different ki vectors as
kα,i = (2pinα + θi)/L. (4.8)
A separate simulation is performed for each twist angle and the energies for each
calculations are averaged to obtain the final energy. This is a possible extension to
the current work.
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I have plotted the alpha particle energy as a function of density using both lin-
ear and quadratic correlations in Figure 4.1. If the free neutrons did not interact
Figure 4.1: Energy of 2 protons and 2 neutrons with 12 free neutrons as calculated
with Equation 4.3 as calculated with linear and quadratic correlations. The green
horizontal line indicates the alpha particle energy as calculated with AFDMC using
the same AV6′ interaction and quadratic correlations.
with the formed alpha particle it would be expected that the alpha particle energy
would agree with previous AFDMC calculations, the results of which are indicated
with a green horizontal line. At densities below 0.0025 fm−3 the alpha particle is
underbound by a few MeV for both linear and quadratic correlations. The quadratic
correlations do decrease the alpha energy at low densities. Previously I showed that
the quadratic correlations had very little effect on the energy of an alpha particle and
so the difference in energy for the linear and quadratic correlations must be related to
the alpha-neutron interactions. In addition, the energy for each individual calculation
of E14n2p and E12n were decreased with quadratic correlations with respect to linear
correlations. The difference between quadratic and linear correlations seems to be
the most important for most densities below 0.0025 fm−3.
64
The discrepancy in alpha particle energy at low densities must be due to the excess
neutrons deforming the alpha particle. To verify that 2 protons and 2 neutrons,
without any free neutrons, will give the correct energy in a periodic box I have
calculated the energy of 2 protons and 2 neutrons in various boxes of different densities
as shown in Figure 4.2. The energy at low densities is much closer to the alpha particle
Figure 4.2: Energy of 2 protons and 2 neutrons as calculated with linear and
quadratic correlations. The green horizontal line indicates the alpha particle energy as
calculated with AFDMC using the same AV6′ interaction and quadratic correlations.
energy as calculated with AFDMC.
The other possible explanation for the underbinding of the 4 nucleons at low
density is that the alpha particle doesn’t form at all. To investigate this I have
looked at the pair correlations function
gO(r) =
1
4pir2
〈Ψ|
∑
i<j
Oijδ(r − rij) |Ψ〉 , (4.9)
where I have specifically looked at the case where the operator is the pp projection
operator. The gpp(r) distribution gives the probability of finding two protons at a
distance r from each other. I have plotted these for a few of the densities for which
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energies were calculated in Figure 4.3. It is clear to see that as the density decreases
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Figure 4.3: Pair correlations functions, gpp that give the probability of finding 2
protons a distance r from each other. This is only shown for a few of the densities
calculated to keep the figure less busy.
the probability of finding the 2 protons at a close distance to each other increases.
This is consistent with the formation of an alpha particle. The opposite is true, that
as the density increases the protons are more likely to be found separated at larger
distances, indicating the dissipation of the alpha particle at high densities. This can
be seen in Figure 4.4 which is simply showing more detail to the high separation tail
in Figure 4.3
This provides good evidence that an alpha particle is forming at low densities. I
have also calculated the pair distribution function for the alpha particle as calculated
in the continuum, as opposed to the periodic box. In Figure 4.5 I have plotted
this against the gpp pair distribution functions for the 14 neutrons with 2 protons
at ρ = 0.00025 fm−3 as calculated with both linear and quadratic correlations. I
have increased the resolution of the gpp calculation to show more detail. As was seen
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Figure 4.4: Large separation part of the pair correlations functions gpp at different
densities.
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Figure 4.5: Proton-proton pair distribution functions calculated in the continuum
compared to the calculation of 14 neutrons and 2 protons in a periodic box with
ρ = 0.00025 fm−3. The gpp calculations in the box have increased resolution compared
to those in earlier plots to show more detail. Both linear and IP quadratic correlations
were used for the calculations in a box.
67
before both the linear and IP quadratic correlations seem to be forming an alpha
particle, but the IP quadratic correlations provide a better fit to the pair correlation
function of the alpha particle as calculated in the continuum, consistent with the
energy calculations.
The energy can be split up into the different components of the AV6′ potential
to study where the binding comes from and where the largest difference in the linear
and quadratic correlations occurs. The alpha particle energy as split up into the AV6′
components for both linear and IP quadratic correlations is shown in Figure 4.6. The
Figure 4.6: Alpha particle energy as calculated with Equation 4.3 for each piece of
the AV6′ potential for both linear and IP quadratic correlations.
spin-isospin στ and tensor-isospin Sτ operators from one-pion exchange are the oper-
ators most effected by the additional correlations in the improved wave function. In
addition, the spin-isospin operators is fairly constant at high densities, but decreases
for low densities, indicating that it is partially responsible for the alpha particle for-
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mation at low densities. This is expected as one-pion exchange is responsible for the
long range binding of nuclei.
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Chapter 5
CONCLUSION
5.1 Summary
Quantum Monte Carlo is a highly accurate method for studying the formation
and structure of a variety of quantum systems including nuclei and neutron stars.
Realistic models based on theoretical first principles, such as the newly developed
models based on χEFT can be used with GFMC and AFDMC to study both the
microscopic and macroscopic properties of nuclear systems. The GFMC method has
been shown to be highly accurate, but is limited by the explicit sums over spin and
isospin states. The AFDMC method has been shown to be an effective alternative
to GFMC which allows for the calculation of much larger systems, up to A = 40 for
nuclei and A > 100 for nuclear matter calculations but is limited to much simpler trial
wave functions. All QMC methods depend heavily on an accurate trial wave function
for their accuracy and convergence and so this is a major limitation to AFDMC.
The antisymmetric part of the wave function that has been used with AFDMC is
typically a Slater determinant or a Pfaffian of single particle or pairing wave functions
respectively. A simple set of Jastrow spin-isospin independent correlations along with
a truncated version of the physical spin-isospin dependent correlations has been used
in the past to correlate the wave function. The spin-isospin dependent correlations
had been truncated at linear order in the pair correlations, Oij, in the past. I im-
proved upon the linear correlations by adding quadratic correlations OijOkl in two
different ways. The first method expanded the symmetrized product wave function
3.9, which fully obeys cluster decomposition, to include all possible quadratic oper-
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ators. The second approximation I made was identical to the first except that pairs
including the same particle twice were not included. This is called the independent
pair approximation.
I applied both quadratic approximations to study the doubly-closed shell nuclei
4He, 16O, and 40Ca as well a symmetric nuclear matter with 28 nucleons in a periodic
box. I was able to show that the two approximations for the quadratic correlations
were identical for all systems to within statistical errors. This indicates that the
independent pair approximation captures most of the relevant physics. The quadratic
correlations provided a significant decrease in energy for all of the larger systems.
The alpha particle has strong symmetries that are well described by very simple wave
functions as shown in Figure 3.2. As a result, neither the linear nor the addition of
the quadratic correlations changed the energy of the alpha particle by a measurable
amount. I have also used this to study nuclear matter at saturation and found that,
though the quadratic correlations are closer to known saturation properties, they do
not improved the wave function enough to truly fit saturation.
I have also applied the quadratic correlations to the study of low density neutron
and nearly neutron matter. This has application to the crust of neutron stars, specif-
ically the density at which nuclei begin to dissolve into neutron rich nuclear matter.
QMC has been instrumental in studying both low and high density neutron matter,
applying to both nuclear properties as well as neutron stars. The mass-radius relation
has been studying using the nuclear equation of state around saturation density as
calculated by QMC. I have studied low density neutron matter in order to study the
formation and dissolution of alpha particles in nearly neutron matter. I have done
this by calculating the energy of 14 neutrons in a box with periodic boundary condi-
tions and then adding 2 protons to the box. I have estimated what I have called the
alpha particle energy, which is the energy of two protons and two neutrons that form
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an alpha particle at low densities. The binding energy of this alpha particle is much
higher than that of a true alpha particle. I have thus concluded that the interactions
with the remaining neutrons must be raising the energy of the system. Quadratic cor-
relations were used to study this, and though the alpha particle energy did decrease
with respect to calculations done with the linear correlations alone, there is still a
difference of ∼ 4 − 6 Mev. I have also compared the pair correlations function of
the protons in this alpha particle to that calculated with continuum AFDMC. There
was good agreement with these calculations indicating that at low densities an alpha
particle is forming and then dissolving at higher densities.
AFDMC and other QMC methods are highly effective methods for studying nu-
clear many-body problems. I have improved the AFDMC method by improving the
correlations in the trial wave function. Though the new quadratic correlations do
provide an improvement in the energy of larger nuclear systems the computational
cost is too high to be practical for large systems. This provides strong evidence that
the previous spin-isospin correlations at linear order are not sufficient for AFDMC
calculation of larger systems.
5.2 Future Work
Further improvements in both accuracy and efficiency of the trial wave function are
needed, this is evident in my results. Any proposed trial wave function would need to
be antisymmetric and obey cluster decomposition. One of the possible wave functions
that obeys these properties is the exponentially correlated wave function in Equa-
tion A.1. As discussed before, this wave function is unfeasible to calculate directly.
One possible extension to this research would be to use the Hubbard-Stratanovich
transformation to sample these correlations in a random, Monte Carlo way. There is
good preliminary evidence that these correlations could work well to describe larger
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systems in a computationally efficient way. There are some computational hurdles to
overcome before this wave function is used in standard nuclear calculations. There is
also the option of finding other efficient and accurate wave functions to be used the
AFDMC that don’t rely on either of the forms presented in this work.
The alpha particle formation calculations that I performed were done with 14 neu-
trons and 2 protons in a periodic box. These numbers were used because they fill plane
wave shells, which makes calculations much easier with AFDMC. The next closed shell
contained 38 neutrons with would have been much more expensive to calculate with
the quadratic correlations. Being able to study the alpha formation with different
neutron fractions is a possible future extension of this work. I briefly introduced the
idea of twist boundary conditions which provide faster finite-size convergence as well
as allowing for the use of different numbers of particles. An investigation of the effect
of different neutron numbers may provide interesting results and insights into the
dissolution of nuclei in neutron star crusts.
All of these calculations have been done with the two-body AV6′ potential. Pre-
vious calculations used a trial wave function that only correlated two particles at a
time, yet the two-body AV6′ potential was improved significantly by correlations that
correlated four nucleons at once. These higher-body correlations may be even more
important when applied to three- or higher-body potentials. Another extension of
this work would be to study the effect of these improved correlations on the Urbana
and Illinois 3-nucleon potentials typically used with AFDMC as well as the new chiral
potentials developed by χEFT.
QMC has made significant progress in recent years due to the advent of better
algorithms, improved theories, and faster computers. Between this and the devel-
opment of the new χEFT potentials, branching the highly accurate QMC methods
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with the underlying physics of QCD, this is an exciting time to be applying QMC to
nuclear physics.
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APPENDIX A
EXPONENTIAL CORRELATIONS AS SQUARED SINGLE-NUCLEON
OPERATORS
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The exponential correlations are investigated due to their explicit symmetry with
respect to particle exchange as well as the fact that they obey the strong condition
for cluster decomposition. The exponentially correlated wave function is defined as
Ψexp(R, S) = 〈RS|
[∏
i<j
fc(rij)
]
e
∑
i<j
∑
p
fp(rij)Opij |φ〉 , (A.1)
where the fc(rij) are the Jastrow correlations and the Opij are the operators from the
AV6’ potential, (1,σi ·σj, Sij)⊗ (1, τi · τj), where the tensor term is Sij = 3σi · rˆijσj ·
rˆij − σi · σj. The Hubbard Stratanovich transformation can be used to sample these
correlations without the use of a truncated expansion of the exponential. To do this
the operators need to be written in terms of squared single particle operators. I will
show how this is done. To remove systematic errors when sampling the exponential
correlations with Hubbard Stratanovich auxiliary fields it is necessary to write the A
matrices in terms of their square roots, Aab = A
1/2
ac A
1/2
cb . I will show how this is done
and how the resulting operators can also be written in terms of squared single-nucleon
operators.
As shown in Chapter 3 the correlations can be broken down into pieces containing
only σ operators, only τ operators, and pieces containing both where each piece has
a respective matrix A written in terms of the functions fp
exp
(∑
i<j,p
fp(rij)Opij
)
= exp
(
1
2
∑
iα,jβ
σiαA
σ
iα,jβσjβ
+
1
2
∑
iα,jβ
σiαA
στ
iα,jβσjβτi · τj +
1
2
∑
i,j
Aτi,jτi · τj
)
.
(A.2)
All three of these matrices can be written in terms of their eigenvalues and eigenvectors
using eigendecomposition. The eigenequation for a given A matrix can be written as
Avn = λnvn. All n equations can be expressed as a single matrix equation
AQ = QΛ, (A.3)
where Q is a matrix with all of the eigenvectors as columns, and Λ is the diagonal
matrix with the eigenvalues of the system on the diagonal. It follows that the matrix
A can be written in terms of its eigenvalues and vectors as A = QΛQ−1. The A
matrices, and thus the Q matrices are positive and symmetric which allows the inverse
eigenvector matrix to be written as a transpose
A = QΛQT . (A.4)
In practice these matrices are written in terms of their matrix elements
Aiα,jβ =
∑
n
ψ
(n)
iα λ
(n)ψ
(n)
jβ , (A.5)
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where the n are specific eigenvectors, i and j are the particles and α and β are
the spatial coordinates. To illustrate this I will look at the Aστ matrix and the στ
operators.
The στ correlations can then be written as
exp
(
1
2
∑
iα,jβ
σiαA
στ
iα,jβσjβτi · τj
)
(A.6)
= exp
(
1
2
∑
iα,jβ
σiα
∑
n
ψ
(n)
iα λ
(n)ψ
(n)
jβ σjβ
∑
γ
τiγτjγ
)
(A.7)
= exp
(
1
2
∑
n
∑
γ
[∑
iα
ψ
(n)
iα σiατiγ
][∑
jβ
ψ
(n)
jβ σjβτjγ
]
λ(n)
)
(A.8)
= exp
(
1
2
∑
n
∑
γ
(Oστnγ)2 λ(n)
)
, (A.9)
where
Oστnγ =
∑
iα
ψ
(n)
iα σiατiγ. (A.10)
This can then to used with the Hubbard Stratanovich transformation to write the στ
correlations as
exp
(
1
2
∑
nγ
(
Oστnγ
)2
λ(n)
)
=
15A∏
n=1
1√
2pi
∫
dxnγe
−x2nγ/2e
√
λ(n)xnγOστnγ , (A.11)
where n = 1, . . . , 3A are the eigenvectors and γ = 1, 2, 3 are the spatial coordinates.
However, an error can occur when calculating derivatives of these correlations.
As the spatial coordinates are moved during the numerical derivatives, and the new
eigenvalues and vectors calculated, the order of the new eigenvectors may not cor-
respond with the order of the auxiliary fields as used to calculate the wave function
with the original positions, which can lead to systematic errors. However, if the A
matrices are written in terms of a product of their square root matrices the order of
the eigenvectors can be summed over, removing any dependence on the order of the
eigenvectors. I will again illustrate this with the Aστ matrix, however this can easily
be generalized to either of the other two matrices, Aσ or Aτ .
The Aστ matrix can be written in terms of its square root matrix, which as shown
before, can be written in terms of its eigenvalues and vectors as
Aiα,jβ =
∑
kδ
A
1/2
iα,kδA
1/2
kδ,jβ, (A.12)
=
∑
kδ
[∑
n
ψ
(n)
iα
(
λ(n)
)1/2
ψ
(n)
kδ
][∑
m
ψ
(m)
kδ
(
λ(m)
)1/2
ψ
(m)
jβ
]
. (A.13)
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The full στ correlation operator can then be written as
exp
(
1
2
∑
iα,jβ
σiαA
στ
iα,jβσjβτi · τj
)
(A.14)
= exp
(
1
2
∑
iα,jβ
σiα
∑
kδ
[∑
n
ψ
(n)
iα
(
λ(n)
)1/2
ψ
(n)
kδ
])
(A.15)
= exp
(
1
2
∑
iα,jβ
σiα
∑
kδ
[∑
n
ψ
(n)
iα
(
λ(n)
)1/2
ψ
(n)
kδ
]
×
[∑
m
ψ
(m)
kδ
(
λ(m)
)1/2
ψ
(m)
jβ
]
σjβ
∑
γ
τiγτjγ
) (A.16)
= exp
(
1
2
∑
kδ
∑
γ
[∑
iα
∑
n
ψ
(n)
iα
(
λ(n)
)1/2
ψ
(n)
kδ σiατiγ
]
×
[∑
jβ
∑
m
ψ
(m)
jβ
(
λ(m)
)1/2
ψ
(m)
kδ σjβτjγ
]) (A.17)
= exp
(
1
2
∑
kδ
∑
γ
(Oστkδ,γ)2
)
, (A.18)
where the operators now sum over the eigenvector ordering, eliminating any system-
atic errors dependent on the ordering
Oστkδ,γ =
∑
iα
∑
n
ψ
(n)
iα
(
λ(n)
)1/2
ψ
(n)
kδ σiατiγ. (A.19)
These correlations are now written in terms of squared single-nucleon operators,
the form necessary to use with the Hubbard Stratanovich transformation as described
in Chapter 3.
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