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Abstract
Dynamics is crucial for the functioning of biological macromolecules. Because
of severe limitations in studying protein dynamics experimentally or with all-
atom simulations, coarse-grained methods, especially elastic network models
(ENMs), are frequently employed. In the last years, studies on various proteins
showed that ENMs reliably reproduce experimental data, despite the simpli-
fied protein representation and the purely harmonic potential function. This
work on two proteins with very different dynamical properties highlights the
remarkable success of ENMs and shows which kind of questions can be an-
swered using coarse-grained methods.
The allosteric enzyme aminoglycoside phosphotransferase(3′)-IIIa (APH),
which confers resistance against a broad range of aminoglycoside antibiotics
to pathogenic bacteria, drastically changes its flexibility upon binding of sub-
strates, but without changing its average conformation. In contrast, the ho-
motrimeric vesicular stomatitis virus glycoprotein G (VSV-G), which triggers
the pH-dependent fusion of viral and host membrane, undergoes a large struc-
tural rearrangement. A striking difference between the two proteins is their
shape. VSV-G contains weakly constrained protein segments, the fusion loops,
which can undergo large-scale motions at low energetic cost, whereas APH is
not obviously arranged into different protein segments. Nevertheless, ENM
calculations show that also APH consists of independently moving segments
with correlated internal motion, so-called dynamic domains. The concept of
dynamic domains can explain the differential effects of ligand binding on the
dynamics of APH.
The first chapter of this thesis describes how experimental evidence for the
importance of dynamics successively replaced the former idea of static pro-
teins, and explains the dynamic basis of ligand binding, allostery and con-
formational changes. In the second chapter, theoretical methods for the anal-
ysis of protein dynamics are introduced, with emphasis on the ENM-based
methods used in my studies. The studies are summarized in the third chap-
ter. In the study on APH, I employ the Gaussian network model to ana-
lyze the ligand-dependent dynamics, the broad substrate specificity and the
perturbation-sensitivity of the ligand binding sites. In a second study, ENM-
based as well as all-atom molecular dynamics simulations are used to analyze
the conformational change of VSV-G. Both approaches detect the fusion loops
of VSV-G as most flexible parts of the protein, and thus as most likely starting
point for the structural rearrangement, but only the all-atom model can gener-
ate deviations from the average structure at low pH. The last study describes
the implementation and application of a dynamic domain assignment method,
called CovarDom, which is based on covariances of residue fluctuations. Cal-
culation of dynamic domains for a large protein set demonstrates the general
applicability of CovarDom.
Zusammenfassung
Dynamik ist entscheidend für die Funktion von biologischen Makromolekü-
len. Aufgrund von starken Beschränkungen in Experimenten oder vollato-
maren Simulationen werden häufig grob auflösende Methoden, insbesondere
elastische Netzwerkmodelle (ENMs), verwendet. In den letzten Jahren zeigten
Untersuchungen an verschiedenen Proteinen, dass ENMs experimentelle Da-
ten zuverlässig reproduzieren, trotz der vereinfachenden Proteinbeschreibung
und der rein harmonischen Energiefunktion. Diese Arbeit an zwei Proteinen
mit sehr unterschiedlichen dynamischen Eigenschaften zeigt den bemerkens-
werten Erfolg von ENMs auf und schildert, welche Fragenstellungen mit Hil-
fe von grob auflösenden, so genannten coarse-grained Methoden beantwortet
werden können.
Das allosterische Enzym Aminoglykosid-Phosphotransferase(3′)-IIIa (APH),
welches pathogenen Bakterien Resistenz gegen eine breite Palette an Ami-
noglykosid-Antibiotika verleiht, verändert seine Flexibilität beim Binden von
Substraten, allerdings ohne seine mittlere Konformation zu ändern. Im Ge-
gensatz dazu erfährt das homotrimere Vesikuläre-Stomatitis-Virus Glykopro-
tein G (VSV-G), welches die pH-abhängige Fusion von viraler Membran und
Wirtsmembran auslöst, eine große Strukturumlagerung. Ein auffälliger Unter-
schied zwischen den beiden Proteinen liegt in ihrer Gestalt. VSV-G enthält nur
wenigen Beschränkungen unterliegende Proteinsegmente, die Fusionsloops,
welche große Bewegungen bei niedrigem Energieaufwand ausführen können,
während APH nicht offensichtlich aus verschiedenen Proteinsegmenten auf-
gebaut ist. Dennoch zeigen Berechnungen mit ENM, dass auch APH aus sich
unabhängig bewegenden Segmenten mit korrelierter interner Bewegung, so-
genannten dynamischen Domänen, besteht. Das Konzept dynamischer Domä-
nen kann die unterschiedlichen Effekte von Ligandenbindung auf die Dyna-
mik von APH erklären.
Das erste Kapitel dieser Arbeit beschreibt, wie experimentelle Belege für
die Bedeutung von Dynamik nach und nach das zuvor verbreitete Bild von
statischen Proteinen verdrängte, und erläutert die dynamische Grundlage von
Ligandenbindung, Allosterie und Konformationsänderungen. Im zweiten Ka-
pitel werden theoretische Methoden zur Untersuchung von Proteindynamik
eingeführt, mit den ENM-basierten Methoden, welche ich in meinen Studien
verwendet habe, als Schwerpunkt. Die Studien sind im dritten Kapitel zusam-
mengefasst. In der Studie an APH verwende ich ein Gaußsches Netzwerkmo-
dell, um die ligandenabhängige Dynamik, die breite Substratspezifität sowie
die Sensitivität der Ligandenbindungsstellen gegenüber Störeinflüssen zu un-
tersuchen. In einer zweiten Studie werden ENM-basierte sowie vollatomare
Molekulardynamik-Simulationen eingesetzt, um die Konformationsänderung
von VSV-G zu untersuchen. Beide Verfahren ermitteln die Fusionsloops von
VSV-G als flexibelste Proteinsegmente, und daher als wahrscheinlichsten Start-
punkt für die Strukturumlagerung, doch nur das vollatomare Modell kann Ab-
weichungen von der mittleren Struktur bei niedrigem pH-Wert generieren. Die
letzte Arbeit beschreibt die Implementierung und Anwendung einer Methode
zur Zuordnung von dynamischen Domänen, CovarDom, welche auf Kova-
rianzen der Fluktuationen von Resten beruht. Berechnung der dynamischen
Domänen für ein große Auswahl an Proteinen demonstriert die allgemeine
Anwendbarkeit von CovarDom.
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Protein dynamics is crucial for all protein functions, including interaction with
other molecules, allostery, cell signaling and catalysis. It is defined as the time-
dependent change in atomic coordinates, including both equilibrium and non-
equilibrium motions. The first section gives a short historical overview over
the findings that led to our present-day picture of protein dynamics. Thereby
developed principles of protein dynamics are used in the second section to
illustrate the importance of dynamics for ligand binding and allosteric regula-
tion of proteins. The third section describes the influence of protein architec-
ture on the range of possible conformational changes.
1.1 From Static Structures to Dynamical Systems
In 1965, Monod et al. published a model explaining the allosteric behavior of
hemoglobin.1 The authors postulated the existence of two alternative hemo-
globin structures, the T and the R quaternary states, which are characterized
by low and high oxygen affinity, respectively. Shortly afterward, an X-ray
study of oxygen-free methemoglobin strengthened the assumption that differ-
ent hemoglobin states must exist, because it showed side chains blocking the
entrance to the heme pocket, which must swing away for ligand binding or
release.2 Such ligand-dependent conformational differences between oxy- and
deoxyhemoglobin were confirmed by X-ray structures in 1970.3 In the follow-
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2ing years, rapid structural fluctuations of proteins in the nanosecond range
were inferred from several techniques, including hydrogen exchange,4 fluo-
rescence quenching5 and NMR.6 The first experimental support for the exis-
tence of many different protein conformers came in 1974 from carbonmonox-
ide rebinding measurements to myoglobin after photodissociation.7 At low
temperature, i.e. below 210 K, rebinding is concentration-independent and
nonexponential. The nonexponential time dependence results from a range
of activation energies of the binding process instead of a single activation en-
ergy, which indicates that myoglobin is frozen in closely related structures,
the so-called conformational substates. Above the transition temperature, the
substates readily interconvert and the rebinding kinetics becomes exponential.
The concentration-independence of CO and O2 rebinding below the transi-
tion temperature or if myoglobin is embedded in a solid shows that the ligand
remains in one of the specific docking sites in the distal heme pocket after
photodissociation, and rebinds from there.8 Only above the transition temper-
ature, relaxation processes take place and the ligand can dissociate into the
solvent. As predicted a decade earlier for hemoglobin,2 also in myoglobin
conformational changes are necessary to open a transient channel to the lig-
and binding site.
Since then, myoglobin served as model system of protein dynamics in nu-
merous studies, which gradually refined the concept of protein energy land-
scapes and motions thereon. X-ray crystallography,9 which yields average po-
sitions and mean-square displacements (MSD) of all non-hydrogen atoms, and
Mössbauer spectroscopy,10–12 which yields spatial and temporal information
about 57Fe, showed a transition from linear to non-linear temperature depen-
dence of the MSD. Only above the transition temperature, the MSD differs
strongly between the atoms and has a contribution additional to the thermal vi-
brations, which arises from fluctuations between the substates. It was demon-
strated that a simultaneous description of the temperature dependence of the
MSD determined by X-ray crystallography and by Mössbauer spectroscopy is
only possible assuming a complex energy landscape with deep traps formed
by the conformational substates and shallow basins in the transition states,
which cause friction.13 Additionally, the study of nonequilibrium motions af-
ter photodissociation, leading from carbonmonoxymyoglobin to ligand-free
myoglobin, indicated a hierarchical organization of the energy landscape with
3Figure 1.1. Schematic view of the protein energy landscape. Magnification of the
shaded region shows the dynamic energy landscape upon ligand binding. The open
conformation on the left side is more favorable in the unbound form (gray), while
the closed conformation on the right side is more favorable when the ligand is bound
(red). Gray arrows indicate the conformational selection pathway, red arrows indicate
the induced-fit pathway.
several tiers of decreasing free energy barriers14 (see Figure 1.1). The confor-
mations in the top tier are called taxonomic substates, because they can be
fully characterized. Infrared absorption spectra of the CO stretch bands of car-
bonmonoxymyoglobin showed that the top tier of myoglobin contains three
taxonomic substates.15 The taxonomic substates of myoglobin fulfill different
functions.16 The taxonomic substate prevailing at high pH stores dioxygen,
the one prevailing at low pH is involved in NO enzymatics. Each taxonomic
substate assumes a large number of statistical substates.
Over the years it became clear that besides temperature, the MSD also de-
pends critically on the hydration level of the protein. The inability of dry
myoglobin to exchange CO with the solvent8 was a first hint at the essential
role of solvent in controlling functionally important protein fluctuations, and
was confirmed by the absence of non-vibrational fluctuations in the nuclear
gamma resonance of dry myoglobin.12 The dielectric relaxation of hydration
water, which consists of about two layers of water that surround the protein,
and of the bulk solvent was measured17,18 and compared to the temperature-
dependent rate coefficients of different myoglobin processes.19,20 The kinetics
of many processes were already investigated before, including covalent CO
4binding to the heme iron,8 CO exit into the solvent,8,21 fluctuations between
taxonomic substates,22,23 fast fluctuations observed by vibrational echo exper-
iments,24 slower fluctuations observed after spectral hole burning,25 and re-
laxations after pressure release.15,22 The data showed that large-scale, collec-
tive fluctuations follow the dielectric fluctuations in the bulk solvent. They
are nonexponential in time, do not follow the Arrhenius law and are absent
in rigid environments and dehydrated proteins. These fluctuations govern,
for instance, the entrance and exit of ligands in myoglobin. In contrast, local
fluctuations are coupled to the fluctuations in the hydration shell, but are es-
sentially independent of the fluctuations of the bulk solvent. They obey the
Arrhenius law and are absent in dehydrated proteins, but not in rigid envi-
ronments. These fluctuations permit the passage of ligands inside myoglobin.
Both types of fluctuations are slaved, meaning that the rates are proportional
to the fluctuation rate of the surrounding water, but smaller. A third type of
motion observed in proteins are vibrational fluctuations. These are nonslaved
processes which are independent of the solvent and the hydration shell.
A large number of studies applying different techniques on various pro-
teins shed light on the relation between protein dynamics and function. Elec-
tron transfer rates between cytochrome c and cytochrome c peroxidase go to
zero at approximately 200 K.26 Neutron scattering of lysozyme showed that
the dependence of anharmonic motions on hydration and temperature corre-
lates well with catalytic activity.27 Studies on the light-activated enzyme pro-
tochlorophyllide oxidoreductase showed that the formation of the first reac-
tion intermediate can occur below the glass transition temperature of the sol-
vent, while the second intermediate is only build above the transition temper-
ature.28 Internal, non-slaved protein motions drive the first step of the reaction
cycle, whereas solvent-slaved motions control the second step. Based on the
experimental findings, one can formulate a picture of protein dynamics and
the energy landscape underlying it. An instantaneous structure is one point
in conformation space and is characterized by the positions of all atoms in
the protein and in the surrounding solvent. Conformational substates are the
minima and transition states the saddle points in the energy landscape, which
is tied to an individual set of temperature, pressure and solvent conditions.
Protein structures can adopt a very large number of nearly isoenergetic con-
formational substates. Protein motions are transitions among the points in
5the conformation space and cover time scales from femtoseconds to seconds
and corresponding distance scales of fractions of an Ångström to nanometers.
Dynamics on a slow timescale of microseconds at physiological temperature
occur between substates that are separated by energy barriers of several kBT.
Typically, these are large-amplitude collective motions. Fast timescale dynam-
ics occur between states that are separated by energy barriers of less than one
kBT and result in local, small-amplitude picosecond to nanosecond fluctua-
tions, as for example loop motions. Even more local atomic fluctuations as
side chain rotations occur on the picosecond timescale, while bond vibrations
are motions on the femtosecond timescale. The overall atomic fluctuations can
be described as local oscillations superposed on motions with a more collective
character.
1.2 Ligand Binding and Allostery
Whether two molecules bind is determined by the associated change in free
energy, composed of both enthalpic and entropic terms. In the classical view,
ligand binding is enthalpy-driven, and counteracted by unfavorable entropic
effects. While close packing of hydrophobic residues and the formation of hy-
drogen bonds and salt bridges leads to a favorable enthalpy change, it also
increases the rigidity of the binding residues, which corresponds to a decrease
in entropy. Further significant entropy loss originates from the total number of
translational and rotational degrees of freedom, which is reduced from twelve
to six upon association. Nevertheless, the entropy change due to ligand bind-
ing is not necessarily strongly unfavorable. The missing external degrees of
freedom are transformed into six additional internal degrees of freedom of the
complex, which recover a large amount of entropy. Furthermore, desolvation
of the ligand and the protein binding pocket can release water molecules into
the bulk solvent, resulting in a favorable entropy change. The desolvation
effect can even lead to entropy-driven ligand binding, when the buried hy-
drophobic surface is very large, as in inhibitor binding to HIV-1 protease.29
Calorimetric methods enable the determination of the overall entropic con-
tribution to the free energy of association.30 For a deeper understanding of
the impact of residue flexibility on binding, site-specific entropy changes can
be estimated from NMR relaxation.31 With this method, relaxation parame-
6ters for backbone or side chain atoms are determined, which depend on the
amplitude of fast time scale motions. Although the resulting order parame-
ters are no quantitative measure of conformational entropy, binding-induced
entropy changes can be reasonably deduced from a comparison between free
and complexed proteins. NMR relaxation measurements on mouse major uri-
nary binding protein (MUP)32 disproved the prevalent assumption that ligand
binding always leads to motional restriction. Pheromone binding to MUP re-
sults in a small increase in backbone motion for nearly all residues, which adds
up to a significant increase in backbone conformational entropy, suggesting a
dominant role in the stabilization of the complex. Another binding strategy of
several proteins, called entropy-entropy compensation, was revealed in relax-
ation experiments on calcium-loaded calmodulin33 and a PDZ2 domain from
tyrosine phosphatase,34 which counterbalance the loss of dynamics of binding
site residues by increased entropy of side chains distal to the binding site.
The influence of ligand binding on the free energy is described by the con-
cept of dynamic energy landscapes.35,36 Ligand binding shifts energy land-
scapes, leading to altered funnel shapes and a redistribution of the popula-
tions of conformational substates. Two models of ligand binding, induced-
fit37,38 and conformational selection,39 describe extreme cases of the coupling
mechanism between ligand binding and conformational change. According
to the more than fifty years old induced-fit model, the ligand binds to the
protein and triggers the conformational change. This model was supported
by the growing number of proteins with known crystal structure of a ligand-
free, open form and a ligand-bound, closed form. In contrast, according to
the conformational selection view, the protein already samples binding com-
petent conformations in the ligand-free state. The ligand selects complemen-
tary protein conformations from this native ensemble, depleting the binding
conformer from the solution and shifting the equilibrium in favor of the closed
form. This model is supported by the finding that some proteins undergo tran-
sient motion toward the closed conformation also in their ligand-free state, for
example Ca-free calmodulin.40 A beneficial feature of the conformational se-
lection model is that it can easily explain the binding promiscuity of very flex-
ible proteins. In a simplified view, the two models of ligand binding can be
described as transition between four different states41 (see Figure 1.1). In the
energy landscape of the ligand-free protein, the open conformation is lowest
7in energy and therefore most populated, whereas the closed conformation is
less populated. In the shifted energy landscape of the ligand-bound protein,
the closed conformation is more favored than the open conformation. There
are multiple possibilities to traverse the dynamic energy landscape from the
ligand-free open to the ligand-bound closed state. According to the model of
conformational selection, the protein first makes a transition to the closed state
and then binds the ligand. Alternatively, the protein can first bind the ligand
and then go to the closed state, following the induced-fit model. In reality, the
ligand most likely chooses one of many possible intermediate ways, binds to a
conformation which has certain characteristics of the closed state, and induces
further structural changes. Thus, induced-fit and conformational selection are
not mutually exclusive, but different protein-ligand systems may tend more
toward one mechanism or the other.
The shift of energy landscapes due to ligand binding allows for allosteric
regulation of proteins. An allosteric effector causes a redistribution of con-
formations to states with increased or decreased substrate affinity. Allosteric
effectors that bind to a second, equivalent binding site on a distinct subunit
of oligomeric proteins are called homotropic. Heterotropic effectors bind to a
different site on the same or a distinct subunit. Typical examples of enzymes
underlying allosteric control catalyze the first irreversible step in a metabolic
pathway, and are activated by substrate and inhibited by the end product. A
key goal of the investigation of allosteric proteins is the understanding of the
molecular pathways communicating signals between the allosteric and the ac-
tive site. Long-range communication is mediated not only by changes in the
mean conformation, giving the enthalpic contribution, but also by changes in
the dynamic fluctuations about the mean conformation, giving the entropic
contribution.42 Some proteins even show purely dynamics-driven allostery, an
effect referred to as dynamic allostery.43,44 One example is catabolite activator
protein, a homodimeric transcriptional activator which binds two molecules
cAMP. Although binding of the first cAMP molecule to one subunit has only
minimal effects on the conformation of the other subunit, binding of the second
molecule cAMP is clearly disfavored.45 Binding of the first cAMP molecule ac-
tivates fluctuations between an ensemble of alternate conformations on the µs
to ms timescale. This favorable entropy contribution to the binding free en-
ergy is missing in the second binding step, leading to negative cooperativity
8of cAMP binding. Nowadays, allosteric sites have become the target of a class
of drugs, called allosteric drugs.46 The existence of a second site, distant from
the active site, increases the possibilities to affect protein function. In contrast
to competitive inhibitors, non-competitive ligands need no chemical similarity
to the substrate and can not only decrease, but also increase the enzyme activ-
ity. For the prediction of physiological and non-physiological allosteric sites, a
deeper understanding of the influence of ligand binding on protein conforma-
tion and flexibility is needed.
1.3 Conformational Changes and Protein Domains
For many proteins, the structures of alternative conformations are known and
can be used to explore the repertoire of protein conformational changes. The
architecture of a protein determines its range of possible low-energy motions.47
When only few interactions are present between protein segments, they can
move away from each other at low energetic cost. Few constraints compared
to the interactions in globular proteins can occur between the subunits of oligo-
meric proteins or in proteins consisting of clearly separated segments, so-called
structural domains. If the domains are only linked by a flexible hinge region, a
few large changes in main-chain torsion angles of the hinge suffice for large
opening and closing movements. A typical example is the so-called hinge
bending motion of the two lobes forming the active site cleft of lysozyme48,49
(see Figure 1.2A). In contrast, closed packed segments are constrained and
can only undergo small shear movements, which maintain the interface con-
tacts. Such proteins often have layered architectures with one layer sliding
over another, such that a number of small shear motions combines to give a
large effect. A typical example is the homodimeric enzyme citrate synthase50
(see Figure 1.2B). In each monomer, the active site lies between a large do-
main of fifteen α-helices and a small domain of five α-helices, that closes over
the large one. Extensive interactions between the two domains take place in
both the closed and the open state. Many protein conformational changes can
be described by a combination of hinge and shear motions. Besides move-
ment of quasi-rigid domains relative to each other, also motions of smaller
fragments, like surface loops and secondary structure elements, can accom-
plish the conformational change. A classification of low-energy conforma-
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Figure 1.2. Possible low-energy motions of proteins. Hinge motions are closure move-
ments which create new interactions, whereas shear motions occur between protein
segments which interact in both conformations. A) Hinge motion in I3P mutant of
T4 lysozyme.51 The open conformation (PDB code 1l97) is colored in red, the closed
conformation (PDB code 1.96) in blue. B) Shear motions in the homodimeric citrate
synthase, depicted for one subunit.50 The open conformation (PDB code 1cts) is col-
ored in red, the closed conformation (PDB code 2cts) in blue. Citric acid, which is
bound to both forms, is shown as orange and light-blue ball and stick model for the
open and the closed conformation, respectively. Binding of coenzyme A, shown as
light-blue ball and stick model, results in the closed conformation by shear move-
ments of five α-helices, shown in cartoon representation. The images were produced
using PyMOL.52
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tional changes of proteins can be found at the Molecular Movements Database
www.molmovdb.org.53 Conformational changes which occur on a much slower
timescale can also involve breaking and rebuilding of many interresidue con-
tacts and lead to a larger structural rearrangement. One example is the pH-
dependent structural rearrangement of Vesicular Stomatitis Virus glycoprotein
G triggering fusion between virus and host cell membrane.54
Chapter 2
Modeling of Protein Dynamics
Theoretical models of protein dynamics can be used to investigate the ampli-
tude, time dependence and spatial correlation of fluctuations. Examples from
literature, which demonstrate how theoretical methods can complement and
explain experimental data and deliver information not accessible to experi-
ment are given in the following sections. The description of all-atom models
in the first section allows for an understanding of the approximations made in
the elastic network models, which are employed in my studies and explained
in detail in the last section.
2.1 All-AtomModels
The dynamics of proteins is too complex to be computed by quantum me-
chanical approaches. Instead, molecular mechanics is employed, a force field
method which describes the potential energy of the system as a function of
nuclear positions only. The electronic motions can be ignored according to the
Born-Oppenheimer approximation, because they are fast enough to equilibrate
in the time needed for nuclei motions. There are several empirical force fields
which describe the energy landscape of proteins.55 They differ in parametriza-
tion and the exact form of the potential function, but are all composed of a
sum of different energy terms. Deviations of bond-lengths, angles and di-
hedral angles from equilibrium values are penalized by bonded terms, while
nonbonded terms account for van der Waals interactions, Pauli repulsion and
electrostatic interactions. Molecular dynamics (MD) simulations are based on
11
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molecular mechanics force fields and explore the time-dependent behavior of
proteins, providing a detailed picture of the way in which a system passes from
one conformation into another. Successive configurations of the system are
generated by applying Newton’s equations of motion. First protein MD sim-
ulations published in 1977 were applied to bovine pancreatic trypsin inhibitor
(BPTI) and were carried out in vacuum and without explicitly considering hy-
drogen atoms.56 They showed a high flexibility of the termini, the loop region
and exposed side chains, in contrast to α-helices and β-sheets. Following MD
simulations of BPTI in explicit solvent showed protein dynamics as a superpo-
sition of local, high-frequency oscillations and collective, low-frequency fluctu-
ations.57 MD simulations of myoglobin confirmed the assumed complexity of
the energy surface, which is characterized by a large number of thermally ac-
cessible minima in the neighborhood of the native structure, and illuminated
the structural differences between nearly isoenergetic minima.58 It was esti-
mated that twenty to thirty percent of the root-mean-square (RMS) fluctuations
of main chain atoms are contributed by harmonic oscillations within a well and
the rest arises from anharmonic transitions among wells. MD simulations on
myoglobin at different temperatures could affirm the transition from linear to
non-linear temperature-dependence of dynamics of hydrated proteins around
210 K.59 At low temperature there is purely vibrational motion, while above
the transition temperature the atomic fluctuations exhibit both harmonic and
anharmonic behavior. MD simulations also proved to be successful in the pre-
diction of NMR order parameters, suggesting that MD can be useful for the
determination of entropy changes.60
To analyze the trajectories generated by MD, one can cluster conformations
to detect highly sampled regions in conformation space.61 Alternatively, one
can employ Principal Component Analysis (PCA)62,63 to extract large-scale
motions present in a MD trajectory. It allows to reduce the complicated dynam-
ics to a lower-dimensional description of the functional motions by a change of
orthonormal basis. First the overall translational and rotational motion must
be eliminated from the snapshot structures. Then the symmetric covariance
matrix C is constructed, which gives the mass-weighted atomic displacements
in configuration space, defined by the 3N Cartesian coordinates. The covari-
ance between atom i and j is given by
Ci,j =
√
mimj〈(~ri(t)−~r avi )(~rj(t)−~r avj )〉. (2.1)
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~r avi is the mean position of atom i, averaged over all snapshot positions~ri(t),
and mi is its mass. The diagonal elements of C give the variances, which
measure the average amplitude of motion along one coordinate, while the off-
diagonal elements give the covariances, which measure the degree of linear re-
lationship between motions. The goal of PCA is to find uncorrelated directions
along which large-amplitude fluctuations take place. Expressing the protein
motions as linear combination of vectors along such directions diagonalizes
the covariance matrix. Computationally, the diagonalization is achieved by
solving the eigenvalue problem of the covariance matrix and using the eigen-
vectors of C, called principal components, as new orthogonal basis. The prin-
cipal components are sorted by their associated eigenvalues, which give the
mean-square fluctuations, with mode 1 being the largest-amplitude motion.
PCA assumes that the probability distributions are fully characterized by the
mean and the variance. This assumption is true for Gaussian probability dis-
tributions, but not in general. It is fulfilled by harmonic motions and approxi-
mately also by many anharmonic motions, but not by modes traversing multi-
ple minima. Most protein fluctuations can be described by a subspace spanned
by the first principal components, called essential subspace, as for example the
conformational change in lysozyme.64
Another method used for the identification of large-scale protein motions
is Normal Mode Analysis (NMA). NMA was originally employed for the as-
signment of high-frequency bands in vibrational spectra of infrared, Raman
or inelastic neutron scattering spectroscopy65 and later established as compu-
tational tool for analysis of harmonic protein motions.66,67 Instead of numeri-
cally solving Newton’s equations of motion, NMA yields a unique analytical
solution of collective modes by expansion of the potential function in a Taylor
series. If~r0 is the coordinate vector of a reference structure and~r = ~r0 + ∆~r is
the coordinate vector of a structure diplaced by a small amount ∆~r, the Taylor
series is
V(~r) = V(~r0) +~g T∆~r +
1
2
∆~r TH∆~r + ... (2.2)
where the first-derivative vector of the energy, ~g, and the second-derivative
matrix, H, are determined at the reference structure, ~r0. The reference struc-
ture must be properly energy-minimized, such that the gradient vanishes and
the Hessian matrix is positive-semidefinite, that is all of its eigenvalues are
non-negative. Terms after second order are neglected. This harmonic approxi-
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mation to the potential function is only valid for dynamics in a single potential
well. We can use Newton’s law ~f = M~a to describe the motion of the atoms in
the system, with fi = − ∂V∂ri , ai =
d2ri





The solutions of this second-order differential equation are of the form
∆~ri = ~ui cos(ωit + φi). (2.4)
Substitution into the differential equation and usage of mass-weighted Carte-
sian coordinates yields
H′~u ′i = λi~u
′
i , (2.5)
with H′ = M− 12HM− 12 , ~u ′i = M
1
2~ui, λi = ω2i . The eigenvectors ~u
′
i of the Hes-
sian matrix are called normal modes. The associated eigenvalues λi give the
frequency of the harmonic motion, which depends on the curvature of the po-
tential along the normal mode directions. The first six normal modes have an
eigenvalue of zero and describe translational and rotational rigid-body move-
ments.
The frequency spectra of different proteins are very similar, because most
of the modes describe motions that are common to all proteins, ranging from
hydrogen vibrations to vibrations of secondary-structure elements.68 In con-
trast to principal components, the large-amplitude normal modes describing
specific motions of a protein have small eigenvalues. These low-frequency
modes generally involve nonlocalized motions of the molecule and contribute
dominantly to the mean-square displacements of Cα atoms. Early NMA stud-
ies showed that RMS backbone fluctuations calculated from normal modes
correlate well with RMS fluctuations obtained from MD simulations69 and
with experimentally observed X-ray temperature factors.70 Also conforma-
tional changes of proteins known from different crystal structures were pre-
dicted sucessfully by low-frequency normal modes, like the hinge bending
motions of lysozyme,71,72 citrate synthase73 and the E.coli ABC Leu/Ile/Val
transport system.74 The time-dependent displacement ∆~r of a protein along
the first n non-zero collective modes can be expressed as linear combination of










~u ′i cos(ωit + φi), (2.6)
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Figure 2.1. Description of conformational changes by normal modes. A) Schematic
drawing of a rotating domain. For rotations, the direction of infinitesimal motion
of a normal mode, depicted as small arrow, deviates from the finite motion of the
conformational change, depicted as long arrow. B) Schematic representation of the
harmonic approximation of NMA (cyan dotted curve) and ENM (red) to the potential
energy surface (black curve). The smoother landscape of the ENM allows for sampling
of nearby local minima. But a transition from the left potential well to the potential
well of another conformation, shown as second red parabola on the right side, is not
possible.
with Boltzmann factor kB, temperature T and phases φi. Comparing the fi-
nite motions between two protein conformations and the infinitesimal motion
directions given by NMA, one must bear in mind that they are different for
rotational motion75 (see Figure 2.1A). For a better comparison between con-
formational change and normal mode directions, one can replace the finite
conformational change by an infinitesimal rigid-body motion of separate do-
mains.76 Determination of such axes from PCA of a MD simulation of solvated
lysozyme and NMA of lysozyme in vacuum yielded similar hinge axes, show-
ing good agreement despite the neglect of anharmonic and solvent effects in
NMA.77 Anharmonic behavior is present if higher-order terms of the Taylor
expansion contribute significantly to the dynamics. Due to the harmonic ap-
proximation, NMA can in principle only describe the first steps of a conforma-
tional transition, because transitions between energy minima would require
barrier crossing. But the energy barrier for conformational transitions caused
by ligand binding can be significantly lowered by the continuosly developing
protein-ligand interactions in the process of binding, reducing the contribu-
tion of anharmonic motion.78 As a further limitation, the calculation of normal
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modes in vacuum neglects the slowing down of large-amplitude motions by
solvent damping. But the directions of low-energy motion are determined by
the potential surface and thus hardly affected by solvent. Accordingly, com-
parison of covariance matrices from MD in vacuum and in solvent and from
NMA on BPTI showed close agreement.79 However, the assignment of time
scales and amplitudes of motion would require a detailed model that incor-
porates anharmonic and solvent effects.68 The observation that the subspace
spanned by the lowest frequency modes is robust, meaning that it does not de-
pend very sensitively on the energy function, was also made for normal modes
in dihedral angle in comparison to cartesian coordinate space.80 But single
low-frequency modes can be arranged or combined differently, especially if
the modes are nearly equal in energy. Thus, one should always analyze the
essential subspace instead of single normal modes.
NMA can be used to test the accuracy of force fields.81,82 Another applica-
tion of NMA is the determination of the vibrational entropy of a system and
the increase of vibrational entropy of proteins due to ligand binding or protein
association. Dimerization of insulin showed that binding does not only add
six vibrational modes, but also alters the overall density of states,83 resulting
in lower frequency modes of the dimer in comparison to the monomer. It was
not possible to identify a small number of specific modes of the complex that
give rise to the vibrational entropy increase. Instead, small alterations in the
frequencies of many modes were found to contribute.
Projection is a valuable tool for comparing data from MD, PCA and NMA.
Projection methods can be used to determine the contribution of a mode to the
motion under consideration, for example of a secondary structure element, to
analyze the effect of changed conditions on MD trajectories or to investigate
the harmonic and anharmonic contributions to a trajectory. Projecting MD tra-
jectories of solvated and unsolvated lysozyme onto the normal modes of the
protein showed that solvent effects are important for the slowest motions with
frequencies below 1 ps−1, but negligible for faster motions.84 In vacuum, there
are no conformational transitions, and the motion is restricted to the surround-
ings of a single stable conformation. Only the slowest modes change the shape
of the protein and thereby its surface, making interactions with the surround-
ing water molecules more important. Projections of MD trajectories onto the
normal modes allow to determine the deviation from harmonicity and to de-
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tect large conformational changes in MD simulations, because a transition to
a new minimum changes the contribution of single modes to the overal mo-
tion.80 The harmonic approximation to the original energetic minimum is not
a good approximation to the new minimum anymore. Instead of directly pro-
jecting the MD trajectory onto the normal modes, one can also use principal
components. PCA in combination with NMA showed that the transition from
linear to nonlinear temperature-dependence of the root-mean-square displace-
ment (RMSD) of hydrated myoglobin arises from collective motions along a
few anharmonic principal components.85
2.2 Coarse-graining and Multiscale Modeling
Despite an immense increase in computational power, there is a trend to use
coarse-grained models for the simulation of the dynamics of macromolecules.
All-atom descriptions in explicit aqueous environment are in general still lim-
ited to a time scale of nanoseconds at a spacial scale of nanometers. In contrast,
many relevant dynamics and interactions of proteins occur on a timescale of
microseconds to milliseconds and involve large macromolecular aggregates.
Therefore, coarse-grained methods are often applied to huge complexes like
the ribosome.86 Generation of structural ensembles is crucial to reliably predict
free energy changes,87 for example upon ligand binding or protein-protein as-
sociation. Coarse-graining accelerates the dynamics not only by reducing the
number of degrees of freedom, it also reduces the ruggedness of the potential
energy surface, allowing for a larger time step in MD simulations. By uniting
groups of atoms into single interacting centers or pseudoatoms one gets rid
of the irrelevant degrees of freedom. Cα-Cα pseudo bond stretching, which
is the fastest vibration in Cα based models, has a lower frequency than the
O-H and N-H bond vibrations of atomistic models. The longer time scales ac-
cessible to coarse-grained simulations allow for a direct comparison between
simulation and experiment. In NMA, coarse-graining allows for sampling of
nearby conformations which would be inaccessible in classical NMA, because
the coarse-grained description smooths out local energy barriers in the poten-
tial surface (see Figure 2.1B).88 But enhanced sampling is by far not the only
goal of coarse-grained approaches. Coarse-grained models can be used to de-
scribe systems for which no high-resolution structures are known. Moreover,
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the identification of the simplest models that are able to capture the essential
features determining protein motions helps in understanding the properties
underlying dynamics. Reduced models can be justified by the observation that
time scales present in macromolecular systems are separated into slowly and
rapidly evolving degrees of freedom.89 A set of slow degrees of freedom reg-
ulates the behavior of the system over long time scales, while the remaining,
much faster degrees of freedom easily equilibrate around each given point in
the space spanned by the slow degrees of freedom. With the same reasoning
as the neglect of electronic degrees of freedom in Molecular Mechanics, one
can neglect the fast degrees of motion of certain nuclei, and integrate the effect
of the rapidly changing variables into the definition of effective interactions
between the slower variables.
The degree of coarse-graining varies from a few atoms to entire domains
or macromolecules. The least reduced is the united atom model that elimi-
nates only some hydrogens. In four-bead models,90 the side chain is repre-
sented by a single bead, whereas the coordinates of the three heavy atoms
of the backbone are represented explicitly, allowing an explicit description of
the hydrogen bonds. One-bead models represent each residue by one bead
and reduce the number of interacting particles by an order of magnitude. The
parametrization of protein models can be structure-independent and transfer-
able, like molecular mechanics, or rely on a certain protein structure, like elas-
tic network models91,92 and Go¯ models.93 The most difficult aspect of protein-
independent models is parametrization. The smaller the number of beads rep-
resenting an amino acid, the harder it is to build a parametrization transfer-
able to other proteins.86 A variety of coarse-grained models have been intro-
duced in MD. The MARTINI force field for MD of proteins and lipids was
implemented into Gromacs.94 Further freely available programs allowing for
coarse-grained MD are CafeMol,95 ESPResSo96 and YUP.97 Multiscale tech-
niques combine the efficiency of coarse-grained simulations with the detail of
all-atom simulations. One can use different resolutions in different regions
of the molecule during a single simulation, for example represent only the
active site in detail,98 or coarsen lipid and water molecules in a membrane-
bound ion channel, while using an all-atom representation for the ion chan-
nel itself.99 Also mixed levels of coarse-graining are applied to analyze dif-
ferent parts of the structure with different detail, from atomistic to dozens
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of residues as one coarse-grained site.98,100,101 In contrast, the resolution ex-
change method102 switches between different levels of structural detail during
the simulation in order to cross energy barriers. Another strategy applies sim-
plified models of the whole system to generate alternative, all-atom protein
structures. It assumes that it is possible to reliably and efficiently move be-
tween coarse-grained and all-atom models, and that the coarse-grained model
is physically realistic so that the protein structures being sampled represent
relevant conformations of the protein.103 Normal mode directions obtained
from ENM can be used to iteratively deform structures104,105 or to steer MD
simulations.106 The obtained structural ensembles are useful as templates for
homology modeling and for generating putative transition pathways or incor-
porating receptor flexibility in docking approaches.
2.3 Elastic Network Models
In 1996, Tirion proposed a model which eliminates the time-consuming and in-
accurate energy minimization prior to NMA.107 The simplification is achieved
by assuming that the input conformation corresponds to a local minimum.
The molecular mechanics force field is replaced by a single-parameter poten-
tial. Atom pairs are connected with Hookean springs with a uniform force
constant γ, and the equilibrium distances r◦ij are given by the atom distances
in the experimentally determined structure. The total energy of a molecule







(rij − r◦ij)2H(rcut − r◦ij). (2.7)
The Heaviside step function H(x) equals one if x ≥ 0 and zero otherwise, en-
suring that only atom pairs with a separation closer than a cutoff distance rcut
are connected. In the following years, several modifications of Tirion’s model
were described. The anisotropic network model (ANM)92 also employs the
potential function of Eq. 2.7, but replaces the atomic description by a one-bead
model (see Figure 2.2A). Each amino acid is represented by a node located at
the position of the Cα atom. For nucleic acids, phosphate atom positions are
used. A few years earlier, Hinsen had already proposed an ANM with spring
constants which exponentially decay with the atom pair separation, eliminat-
ing the need for a cutoff distance.68 Another widely applied elastic network
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model (ENM), the Gaussian network model (GNM),91 is deduced from poly-
mer science108 and based on a different potential function. Assuming that the
fluctuations are Gaussian and isotropic, the resulting harmonic potential can
be written in terms of the coordinate changes ∆xi = xi − x◦i , ∆yi = yi − y◦i and












GNM penalizes not only changes in internode distances, but also any change
in the direction of the internode vector (see Figure 2.2B). The isotropy leads to
a threefold degeneration of the 3N × 3N-dimensional Hessian matrix, which
can thus be reduced to the N × N-dimensional Kirchhoff matrix Γ, defined by
Γij =

−1, if i 6= j and rij ≤ rcut
0, if i 6= j and rij > rcut
−∑k,k 6=i Γik, if i = j.
(2.9)
To consider interactions from residues of the first coordination shell,109 the
cutoff distance rcut is usually set to a value around 7Å.
GNM allows for the calculation of variances 〈∆~ri · ∆~ri〉 of residue fluctua-
tions and covariances〈∆~ri · ∆~rj〉 of residue fluctuations, which are evaluated
from the diagonal and off-diagonal elements of the inverse Kirchhoff matrix,
respectively, using
〈∆~ri · ∆~ri〉 = 3kBTγ (Γ
−1)ii, 〈∆~ri · ∆~rj〉 = 3kBTγ (Γ
−1)ij. (2.10)
Solving the eigenvalue problem of the Kirchhoff matrix delivers N− 1 nonzero
eigenvalues λi and corresponding eigenvectors ~ui, which are used to deter-









~ui~u Ti . (2.11)
In the anisotropic models, the expectation values are accordingly calculated
from the trace of the 3×3-dimensional submatrices Hii of the pseudo-inverse
Hessian matrix. The theoretically determined fluctuations can be compared to
mean-square displacements in X-ray diffraction data, which are related to the
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Figure 2.2. Protein representation of the elastic network model. A) One-bead ENM
of M-Ras110 constructed using a cutoff distance of 8 Å. Nodes located at the coordi-
nates of Cα atoms are shown in red, bonds between nodes representing sequential
residues are indicated by solid blue lines, and bonds between nodes representing non-
sequential residues are indicated as blue dotted lines. The image was produced using
VMD.111 B) Potential function difference between GNM and ANM. In ANM, the dis-
placement of node j costs no energy, because |~r◦ij| = |~rij|. In GNM, also the change in





〈∆~ri · ∆~ri〉. (2.12)
The experimental mean-square displacements originate from both static disor-
der due to the ensemble of substates trapped in the crystal, and dynamic dis-
order due to fluctuations that occur in the crystal. While the static differences
between conformations and the largest contributions to thermal atomic vibra-
tions can be described by collective modes, the rigid-body motions of the en-
tire molecule are not considered in ENM. Also crystal contacts are usually ne-
glected, although they reduce the flexibilities of exposed atoms, as was shown
by comparison of B-factors of proteins known in different crystal forms.112
Nevertheless, calculations on 1250 non-homologous proteins showed reason-
able agreement between crystallographic B-factors and B-factors computed
by GNM over a broad range of cutoff distances from 7 to 15Å.113 Consider-
ing crystal contacts by inclusion of neighboring molecules114 or by periodic
boundary conditions115 and including the influence of lattice vibrations116
further improves the prediction of crystallographic B-factors. The theoretical
fluctuations can also be compared to data from NMR experiments, like order
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parameters,117 hydrogen-deuterium exchange times118 or the size of RMSDs
of NMR ensembles.119 The latter study showed that excluding the slowest
mode from the calculation of B-factors reduces the correlation to NMR data,
but hardly affects the correlation to X-ray data, demonstrating that large-scale
motions are restricted in the crystal environment.
Although B-factors computed by ANM were reported to correlate less well
with experimental data than those computed by GNM,120 they are beneficial if
anisotropic displacement parameters (ADPs) are available,121,122 which occurs
commonly for X-ray structures with a resolution higher than 1.2 Å. Anisotropic
models are also needed for the prediction of functional protein motions, which
requires directional information. Application to various large macromolecular
complexes, for example DNA-dependent polymerases,123 the ribosome124,125
and hemoglobin,126 and to an extensive set of proteins known in different con-
formations127,128 showed that, just as in all-atom NMA, a few low frequency
normal modes are usually sufficient to explain the conformational change. It
is preferable to use the open conformation as reference structure, because the
closure motions are usually easily accessible from the open state. In contrast,
additional contacts in the closed form hinder a low-energy transition into the
open conformation, as described for several proteins.75,117,126,129,130 Figure 2.3
shows the open and closed conformation of adenylate kinase.131,132 Compar-
ison between ANM and MD showed that the ENM successfully reproduces
the essential subspace of proteins.133,134 Furthermore, in a study employing
classical NMA, Tirion’s full-atom EN and two different one-bead ENMs,135 it
was shown that normal modes concordantly obtained in all models are often
involved in functional protein motions. Several studies confirmed the insensi-
tivity of slow collective motions to details of the protein model and the energy
function.68,88 The RTB (rotations-translations of blocks) method,136,137 which
divides the protein into a number of blocks being made of a few consecu-
tive residues, was shown to predict the slowest motions sufficiently, provided
the shape of the protein is properly captured. Even in an ENM study with
much lower resolution, that is one node representing ten to forty residues, the
global motions were only sligthly affected.138 The robustness of low-freqency
modes was further explored by representing the protein structure on a cubic
lattice139 and by randomly changing the non-zero Hessian matrix elements,140
showing that the absolute values of stiffness and directionality of local in-
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Figure 2.3. Hinge motions in adenylate kinase. The open conformation (PDB code
4ake132) is colored in red, the closed conformation (PDB code 1ake131) in blue.
Lid domain and AMP-binding domain close over the inhibitor bis(adenosine)-5’-
pentaphosphate, which is shown as light-blue ball and stick model. The additional in-
teractions formed in the closed conformation hinder a low-energetic motion towards
the open conformation, whereas the transition from open to closed conformation is
successfully described by the first normal modes obtained from ANM. The image was
produced using PyMOL.52
24
teractions hardly influence the low-frequency motions. The low-frequency
subspace of eigenvectors is predominantly determined by the shape of the
molecule, strengthening the foundation of coarse-grained ENMs with single
force constant.
Despite these observations, many alternative EN models were proposed. In
the β Gaussian model,133 Cβ centroids are rigidly tethered to the Cα nodes.
Often, a more complex assignment of force constants than a single value for all
interactions is suggested. Usage of additional force constant parameters was
proposed for covalently bound residues,122 for interactions within α-helices,141
for intradomain contacts76,142 and for different amino acid types.143 Force con-
stants can be assigned by comparison of computed fluctuations to crystal B-
factors144 or to fluctuations from a all-atom MD simulation.145–147 The chemi-
cal network model (CNM) evaluates atomic contacts to determine residue in-
teractions.148 Various types of ENM calculations can be performed on the web
servers elNémo,149 oGNM,113 MAVEN150 and ProDy,151 and by the programs
MMTK152 and RedMD.153 The collective motions calculated by ENM can be
used to deduce further protein properties. For the assignment of protein do-
mains, the absence of local deformations in low-frequency normal modes68
or covariance patterns of residue fluctuations are exploited.154 ENM was also
used to assign allosterically coupled sites, i.e. sites where binding can cause
a change in ligand-affinity at another site, by determining which binding sites
are simultaneously affected by the same motion.155 Various ENM based meth-
ods were proposed for generating transition pathways between equilibrium
conformations, for example elastic network interpolation,156 the double-well
network model,157 the plastic network model (PNM),130 mixed ENM158 or in-
terpolated ENM.159 Another often described application of ENMs is the analy-
sis and refinement of low-resolution data from X-ray crystallography,160 cryo-
electron microscopy161 and small-angle X-ray scattering.162 Alternative con-
formational substates are detected by fitting a high-resolution X-ray struc-




3.1 Motivation and Synopsis
Elastic network models reliably reproduce experimental data, can be applied
to large biomolecular complexes and highlight the properties governing pro-
tein dynamics. In my work, I used different ENM-based methods. The stud-
ies are presented in the following chapters and elucidate the relationship be-
tween protein structure and dynamics, but also investigate the applicability
and limitations of ENMs. Manuscript A describes a GNM study of the ligand-
dependent dynamics of the bacterial enzyme aminoglycoside phosphotrans-
ferase(3′)-IIIa (APH), which confers resistance against a broad range of amino-
glycoside antibiotics. In manuscript B, the large structural rearrangement of
the homotrimeric 65-kDa protein Vesicular Stomatitis Virus Glycoprotein G
(VSV-G), which triggers the pH-dependent fusion of the viral membrane with
the host membrane, is simulated by coarse-grained MD. Different processes
perturb the dynamics of the two proteins. In APH, binding of nucleotide and
binding of various aminoglycosides have very different effects on the dynam-
ics.164,165 The binding of ligands can be simulated by adding a few nodes,
which represent the ligand, to the elastic network of the protein. In VSV-G, the
structural rearrangement is caused by protonation changes of residues. I per-
formed electrostatic calculations on the prefusion conformation to determine
the protonation states of all titratable residues at pH 5 and 7. Based on the
titration curves, differentially protonated histidine residues could be detected,
which represent promising triggers for the structural change. They are posi-
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tioned at functionally important interfaces between domain IV, which contains
the fusion loop, and the protein core, and are conserved in homologs, as shown
in conservation studies carried out by Pia Rücker. Based on these results, Pia
Rücker performed two all-atom MD simulations, 50 ns each, with protonation
states representing the two pH values. In the coarse-grained MD simulation,
integer charges corresponding to the protonation states of the residues were
assigned to the nodes. The coarse-grained MD simulation was computed us-
ing the program RedMD153 and an ANM force field combined with Coulomb
interactions.
VSV-G contains weakly constrained protein segments, the so-called fusion
loops, which can undergo large-scale motions at low energetic cost. The coarse-
grained MD simulation confirmed the assumed high flexibility of the fusion
loops. Because the ENM is based on topological constraints, it is expected to
correctly predict the high flexibility of quasi-independently moving protein
regions. But is ENM also applicable to proteins which are not obviously ar-
ranged into different domains, like for example APH? The existence of a do-
main structure of APH could neither be deduced from visual inspection nor
from comparison between different conformations, because only small struc-
tural differences can be seen in the X-ray structures of APH in the apo form
and different substrate-bound forms. Nevertheless, ENM calculations sug-
gested that APH consists of quasi-independent segments with correlated inter-
nal motion. Such segments are called dynamic domains, and are characterized
by the similarity of the dynamic properties of their residues. The assignment
of three dynamic domains to APH demonstrated that dynamic domains are a
valuable concept for understanding the differential effects of ligand binding
on APH dynamics. I could show that perturbation-sensitive sites of ligand
binding, which may be interesting for mutation studies and drug design, lie
between the anticorrelated dynamic domains, just as the natural ligand bind-
ing sites. Manuscript A describes the computational method used to assign
dynamic domains to APH, which is based on covariances of residue fluctua-
tions. Manuscript C generalizes the domain assignment method and compares
the dynamic domains of a large set of proteins to manual domain assignments.
Why are ENMs successful in describing protein flexibilities and collective
motions, also for quite compact proteins as APH? One can approach this ques-
tion by looking at other simple models, which were proposed to reproduce
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residue flexibilities. The translation libration screw model (TLS) describes a
crystalline protein as internally rigid body undergoing motion along transla-
tion, libration and screw axes.114 It works comparably well relative to GNM
on highly spherical structures. CONCOORD (CONstraints to COORDinates)
generates random protein structures that fulfill a set of upper and lower in-
teratomic distance limits.166 The authors concluded that motional freedom in
proteins is ruled largely by a set of simple geometric constraints. Halle167
proposed a direct inverse proportionality between crystallographic B-factors
and the local packing density, that is the number of noncovalent nonhydrogen
neighbor atoms within the first coordination shell. It performs well because
most types of interactions are manifested in the local packing density, for ex-
ample secondary structures are not only extensively hydrogen-bonded but are
also densely packed. This implicit encoding of interactions in the structure is
definitely an important factor explaining the success of ENMs. But is the num-
ber of atomic neighbors really enough to understand residue flexibilities, or
does the overall architecture of the protein influence the dynamics, too? My
study on APH dynamics gave valuable insights into this question. A stabiliza-
tion of APH upon antibiotic binding, seen in H/D exchange experiments,165
was confirmed by the calculations, which predict reduced node flexibilities for
the binding residues when nodes representing the antibiotic are added to the
elastic network. In manuscript A, I developed an approach which allows to de-
termine the contribution of connectivity to the flexibility change upon ligand
binding. It turned out that the connectivity is indeed a decisive factor influenc-
ing the flexibility of nodes within the cutoff radius of the ligand. But also pro-
tein nodes which are too far away from the ligand binding site to be connected
to the ligand change their flexibilities upon binding, which demonstrates that
also the overall architecture of the protein influences the node flexibilities.
Apparently, few constraints lead to high flexibility. What happens when
more and more constraints are added? A surprising destabilization of β-sheet
residues of APH upon nucleotide binding, again seen in H/D exchange ex-
periments,165 contradicts the idea of reduced flexibility due to increased con-
nectivity. The destabilization can be understood by considering the location of
the nucleotide binding site between anticorrelated dynamic domains. Ligand
binding adds further constraints to the stable β-sheet region, which can result
in frustration, tilting of the β-sheet, and disrupted hydrogen bonds. The exis-
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tence of overconstrained protein regions was also postulated by the authors
of the graph-theoretical approach FIRST (Floppy Inclusion and Rigid Sub-
structure Topology), which uses an all-atom representation to decompose the
molecule into rigid clusters.168 It distinguishes between underconstrained or
flexible regions, constrained regions and overconstrained regions, with more
crosslinking bonds than needed to rigidify the region. Can we draw con-
clusions about the effect of additional constraints on the enthalpy and en-
tropy changes of proteins? An isothermal titration calorimetry (ITC) study164
showed that binding of antibiotic to apo-APH is driven by a much more fa-
vorable enthalpy change than antibiotic binding to the APH-nucleotide com-
plex. This finding can be explained by the overconstrained nature of the dy-
namic domain participating in both nucleotide and antibiotic binding. The
smaller enthalpy change upon binding to the binary complex is compensated
by a smaller entropic penalty. Calculations on the X-ray structure of the bi-
nary APH-AMPPNP complex confirm the higher flexibilities of residues near
the antibiotic binding site when nucleotide is bound, resulting from an open
conformation of the antibiotic binding loop. This feature could enable the
broad substrate selectivity of the allosteric enzyme APH, because binding of
nucleotide leads to enhanced flexibility of antibiotic binding residues.
ENMs were applicable to all issues presented so far. Are there also ques-
tions which cannot be answered by coarse-grained models, and necessitate
a calculation with atomic resolution and complex energy function? The study
on VSV-G serves as an example. All-atom and coarse-grained simulations con-
cordantly demonstrated the high flexibility of the fusion loops of VSV-G, and
suggested that the motion of the fusion loops is the initial step of the conforma-
tional change of VSV-G. But only the all-atom MD simulation could detect a di-
rectional deviation of the fusion loops from the equilibrium structure, whereas
in the coarse-grained simulation, the fusion loops merely fluctuate around
the equilibrium state. Thus, the electrostatic attraction or repulsion between
charges is not sufficient to overcome the harmonic constraints of the elastic
network. One obvious limitation of ENMs is that the bonds between nodes
cannot break. Another limitation, when charge differences are the source of
perturbation, is the neglect of the solvation effect. As I could show by elec-
trostatic calculations, the solvation effect contributes critically to the motion of
the fusion loops of VSV-G detected in all-atom MD. Inclusion of the solvation
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effect and usage of a non-harmonic potential function are important for the
proper simulation of the pH-dependent structural rearrangement of VSV-G.
But the differential effects of antibiotic and nucleotide binding to APH can be
explained by GNM, which showed that the rigidity and thus the architecture
of dynamic protein domains allows for substrate-adjustable protein dynamics.
The assignment of dynamic protein domains helps to understand protein dy-
namics, but could also serve as criterion to decide which bonds are allowed to
break during the simulation of conformational changes of proteins. If changes
of protein dynamics rely on topological properties, coarse-grained methods
can successfully be applied to study the interplay between protein stability,
flexibility and conformational changes, which is often hard to examine experi-
mentally.
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3.2 Contributions to the Joint Publications
Manuscript A
I performed all calculations presented in the manuscript. The results were in-
terpreted by me together with Engin H. Serpersu and G. Matthias Ullmann.
Most parts of the manuscript were written by me, supported by G. Matthias
Ullmann. Engin H. Serpersu wrote the manuscript parts relating the theoreti-
cal results to experimental data.
Manuscript B
The electrostatic calculations and the coarse-grained MD simulation were per-
formed by me. The conservation analysis and the all-atom MD simulation
were performed by Pia Rücker. The results of my calculations were analyzed
by me and G. Matthias Ullmann, and interpreted with regard to the all-atom
simulations by Pia Rücker, Heinrich Sticht, G. Matthias Ullmann and me. I
wrote the manuscript parts concerning the electrostatic calculations and the
coarse-grained simulation.
Manuscript C
I performed and interpreted all calculations presented in the manuscript. The
manuscript was written by me with the help of G. Matthias Ullmann.
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Complex protein structures are frequently classified into separate domains to
facilitate the study of protein folding, dynamics and function. Still, domain as-
signments are often based on subjective criteria and not unique. We describe
the program package CovarDom, which assigns protein domains automati-
cally based on the dynamical behavior of the protein residues. The dynamic
input data in form of covariances of residue fluctuations is calculated by a
Gaussian network model. A program called DomainClusterer determines the
domain boundaries, while a second program, DomainTester, decides the usu-
ally more difficult question if the protein or part of the protein actually consists
of several dynamic domains. Comparison of the dynamic domains to struc-
tural domains assigned by the authors of protein structures for a large set of
proteins demonstrates analogies and differences between the two approaches.
Dynamic and structural domains coincide if proteins consist of clearly sepa-
rated parts. But in contrast to structural domains, dynamic domains are often
discontinuous in sequence, and small groups of residues can belong to another
dynamic domain than their sequential neighbors. Application of CovarDom to
the enzymes 4-hydroxyphenylacetate decarboxylase and acetylene hydratase
shows the importance of these properties of dynamic protein domains for the




Many large proteins are composed of several domains. Even if there is no
unique definition of protein domains, they are usually considered as quasi-
independent compact structural units. Depending on whether protein evolu-
tion, stability or function is investigated, the domain assignment may differ.
Evolutionary defined domains are considered as functional building blocks,
which can recombine on the genetic level to proteins with different functions.1
Accordingly, evolutionary defined domains are only formed by one contin-
uous sequence segment of the protein chain. They are expected to fold in-
dependently and often carry out a special function, such as DNA binding or
phosporylation. In contrast, domains assigned on the basis of protein struc-
tures, called structural domains, can be sequentially discontinuous and rely on
criterions like a compact structural appearance or the presence of a hydropho-
bic core. The partitioning of proteins into weakly interacting compact units
allows for conformational changes at low energetic cost.2 Therefore, structural
domain assignments are frequently used to predict functional motions of pro-
teins, which are important for biological processes like signal transduction and
ligand binding. The assignments are often performed manually, but there is
also a wide range of automatic methods, which use the generally accepted
principle that intradomain interactions are stronger than interdomain interac-
tions. The programs evaluate the number of domain contacts,3–7 the similar-
ity of contact environments,8 the distribution of hydrophobic cores9 and sec-
ondary structure elements10 or van der Waals energy profiles11 to determine
the boundaries of structural domains.
Instead of inferring protein dynamics from structural domains, one can di-
rectly define dynamic domains based on concerted motions of amino acid
residues.12 Such dynamic domains can deviate from structural domains if the
protein structure is not clearly divided into separate parts. Then the interplay
between the interactions of different protein parts and the compactness and
size of the protein parts themselves is too complex to predict protein dynamics
just by viewing. Dynamic domains can be used to analyze potential large-scale
protein motions or the effect of ligand binding and oligomerization on protein
dynamics. In a previous study on the enzyme aminoglycoside phosphotrans-
ferase 3′-IIIa,13 we showed that binding of substrates between different dy-
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namic domains leads to either stabilization or destabilization, depending on
the architecture of the involved dynamic domains. Besides, dynamic domains
can help to identify perturbation-sensitive sites of proteins, where addition
or removal of a few interactions leads to large changes of protein dynamics.
Input data for the identification of dynamic domains can originate from prin-
cipal components deduced from a molecular dynamics simulation14 or from
normal mode analysis. The large-amplitude principal components or normal
modes describe global protein movements and allow to identify residues be-
longing to the same quasi-rigid domain based on the directions of motion. Dif-
ferent methods exist which identify rigid protein parts analyzing one15 or sev-
eral low-frequency normal modes16,17 calculated by an elastic network model
(ENM).18,19 The ENM uses purely topological constraints deduced from the
protein structure to determine single-residue fluctuations and collective pro-
tein motions. To consider the contributions of all normal modes, one can use
covariances of motion as input data, as described by Yesylevskyy et al.20,21
The here described method CovarDom also clusters covariances of residue
motion to predict dynamic domains. In contrast to the work of Yesylevskyy et
al., where the number of domains is determined based on the largest correla-
tion difference between two clustering steps, CovarDom implements a sepa-
rate method, which checks whether a protein or protein part actually consists
of several domains. As input data, CovarDom only depends on the connec-
tivity of the residues and on the covariance matrix, calculated for one protein
conformation by an optional simulation method. In this work, we calculate
the covariance matrices by a Gaussian network model (GNM),18 one variant
of the ENM. Other than most domain assignment methods, CovarDom does
not use any postprocessing steps to alter unexpected domain classifications af-
ter the actual assignment procedure. The dynamic domains are allowed to be
discontinuous and to include small fragments. Secondary structure elements
and the strands of β-sheets can be spread over several dynamic domains.
In the following, we describe the algorithms used by the programs Do-
mainTester and DomainClusterer, as well as the overall workflow of Covar-
Dom. Besides CovarDom, a slightly different approach, CovarZeroDom, is
introduced, which employs an alternative stopping criterion of the clustering
algorithm. We compare our predictions to manual domain assignments for a
dataset of 135 proteins and investigate analogies and discrepancies between
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the approaches. We investigate the influence of GNM parameters and param-
eters of DomainTester on the domain assignments and compare the domain
assignments of CovarDom and CovarZeroDom. Finally, we show on the ex-
amples of 4-hydroxyphenylacetate decarboxylase22 and acetylene hydratase23
how the dynamic domains can help to understand protein functionality.
Theory
The domain identification is based on dynamical information in form of covari-
ance matrices, which we determine using a Gaussian Network Model (GNM),
as described in the Methods section. But the covariance matrices could as well
be obtained from the anisotropic network model,19 an all-atom normal mode
analysis or a principal component analysis of molecular dynamics simulations.
The covariance matrix is a symmetric N × N matrix, and the sum over all en-
tries of the covariance matrix equals zero, because translational and rotational
motions are described by the eigenvectors with zero eigenvalues, which are
excluded.24 The sum over all correlations, which are normalized covariances,
is not zero anymore. Thus we use covariances instead of correlations as sim-
ilarity measure in the agglomerative clustering procedure. Because the clus-
tering program DomainClusterer is not able to distinguish between 1-domain
and multidomain proteins, the program DomainTester is needed to check if
the structure can be partitioned. If DomainTester detects several domains, Do-
mainClusterer performs an agglomerative clustering of the residues into do-
mains. In the following description of the algorithms, the term domain is only
used for the final residue partition. The term cluster is used for groups of
residues which have to be combined or split to become domains.
DomainTester: Differentiation between 1-Domain and
Multidomain Proteins
Distinguishing 1-domain proteins from multidomain proteins is a crucial part
of the domain identification procedure. Figure 1 shows the obvious differences
which exist between covariance matrices of 1-domain and multidomain pro-
teins. We need to find rules that describe these differences and allow for a
computational evaluation. Covariance matrices of multidomain proteins have
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large sequential areas of positive values, in contrast to covariance matrices of
1-domain proteins. Therefore we search for regions of at least smin nodes with
positive covariance covij between all pairs of nodes, that is
covij > 0 for all i, j ∈ [k, l] and l − k > smin. (1)
We call these regions positive-covariance segments. The segments are usually
overlapping, meaning that one node is part of several segments. 〈x〉seg is the
fraction of nodes that belong to at least one positive-covariance segment. If
〈x〉seg < 〈x〉minseg , meaning that less than a fraction of 〈x〉minseg of the nodes can
be grouped into positive-covariance segments, the protein is considered as 1-
domain protein. Additionally, we request that the number of non-overlapping
positive-covariance segments, nseg, is at least two for a multidomain protein.
In summary, for being a multidomain protein, the following two criteria must
be met:
nseg ≥ 2 and 〈x〉seg ≥ 〈x〉minseg . (2)
DomainClusterer: Agglomerative Clustering of Covariances
First, every node builds one cluster. Then the two clusters with highest posi-
tive covariance to each other are merged into one cluster. We denote the two
clusters with highest intercluster covariance as a and b. They comprise Na and
Nb nodes, and their covariance is denoted as covab. The covariance of cluster
a to any other cluster i is covai. Let us denote the merged cluster consisting of
nodes a and b as a′. The covariance of the new cluster a′ to any other cluster i
is calculated by averaging over the covariances of cluster a and b to cluster i:
cova′i =
covai · Na + covbi · Nb
Na + Nb
(3)
The new cluster a′ consists of Na + Nb nodes, and the total number of clusters
is reduced by one. The intracluster covariance of the merged cluster is cova′a′ .
It is given by the average over all covariances within the cluster:
cova′a′ =
covaa · N2a + covbb · N2b + covab · 2NaNb
N2a + N2b + 2NaNb
(4)
The stepwise execution of Eqs. 3 and 4 has the same effect as clustering all
nodes at once and calculating the inter- and intracluster covariances by the
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arithmetic mean over the covariances of all cluster nodes. As we do not know
in advance which nodes belong to which cluster, we have to assign the covari-
ances in this stepwise manner. An example of the clustering algorithm can be







covab · NaNb = 0 (5)
is true after each step, because the sum over all entries of the covariance matrix
equals zero. The program stops either when a certain number of clusters is
reached, or when the highest intercluster covariance is smaller than a given
cutoff value, which we typically set to zero.
CovarDom and CovarZeroDom
The two approaches CovarDom and CovarZeroDom both use the programs
DomainTester and DomainClusterer to predict dynamic domains, but differ
in the stopping criterion of the clustering procedure. Figures 2C shows the
interplay of the different programs in CovarDom and CovarZeroDom. In Co-
varDom, the program DomainClusterer merges residues until they are divided
in two clusters. After each splitting, the program DomainTester is used again
to check if the two clusters are in turn composed of several clusters, and if
so, new covariance matrices are calculated by GNM. This approach assumes
that the motions of the dynamic domains are independent, and can be calcu-
lated separately for each cluster. The final dynamic domains are arranged into
different hierarchical levels, and one can easily see from the domain number-
ing which domains are split first and which domains are split in a later step,
meaning that they are less anticorrelated to each other (Figure 2B). In contrast,
CovarZeroDom uses DomainTester only in the very beginning to check if the
protein consists of several domains, and calculates the covariance matrix only
once. The program DomainClusterer stops merging residues when the largest
intercluster covariance is negative. The final domain number corresponds to
the number of remaining clusters. The advantage of CovarZeroDom is that no
covariance matrices of splitted protein structures must be calculated, which
might be impossible using for example Molecular Dynamics for the genera-
tion of dynamical data.
One should keep in mind that the positive-covariance segments of Domain-
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Tester do not necessarily coincide with parts of the final protein domains. The
final domains are allowed to be smaller than 〈x〉minseg , the minimal fraction of
nodes which belong to positive-covariance segments, and can be discontinu-
ous. While DomainTester makes use of the sequential information, in Domain-
Clusterer the sequential information is neglected.
Methods
Gaussian Network Model
The Gaussian Network Model (GNM) is a coarse-grained method which uses
the atom coordinates of the protein to build a network consisting of one or sev-
eral nodes per residue.13,18 The nodes are connected covalently if they repre-
sent sequential residues. Nodes representing non-sequential residues are only
connected if their distance to each other is smaller than a certain cutoff radius









(∆xi − ∆xj)2 + (∆yi − ∆yj)2 + (∆zi − ∆zj)2
)
(6)
where γij is the covalent or non-covalent force constant, depending on the con-
nection between nodes i and j. Θ(x) is the Heaviside step function and is 1 if
nodes i and j are connected, and 0 otherwise. The energy function penalizes
distortions from the equilibrium coordinates r◦ij of the experimental structure
by summation over pairwise energy terms. GNM allows calculation of vari-
ances 〈∆Ri · ∆Ri〉 and covariances 〈∆Ri · ∆Rj〉 of residue fluctuations, which
are evaluated from the diagonal and off-diagonal elements of the pseudo-
inverse Kirchhoff matrix Γ˜−1, respectively.
〈∆Ri · ∆Rj〉 = 3kBTγij (Γ˜
−1)ij (7)
The number of nodes per residue, the ratio between covalent and non-covalent
force constants and the cutoff radius are parameters of the GNM which can
be optimized by comparison of the theoretical atom flexibilities to experimen-
tal B-factors from x-ray crystallography.25 Covariance matrices of residue mo-
tion indicate which residues tend to move simultaneously into the same direc-
tion (positive covariance values), and which residues are anticorrelated to each
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other (negative covariance values). As protein domains have only few connec-
tions to each other, they can move apart at low energetic cost, while residues
of the same domain stick together. Therefore, covariance matrices can be used
to identify the number and boundaries of domains present in a protein.
Computational Details
In the GNM, amino acids are represented by one node at the Cα position. If
cofactors are present in the crystal, they influence the dynamics. Hence, they
should also be included in the elastic network. The number of nodes represent-
ing cofactors is set depending on the size of the molecule. The GNM cutoff ra-
dius is varied from 6 to 11 Å. The force constant for non-covalent interactions
adopts values of 0.1, 0.5, 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 kcal (mol Å2)−1, while
the covalent force constant is fixed to 10 kcal (mol Å2)−1. The ratio between
covalent and non-covalent force constant influences the covariances of residue
fluctuations, while the absolute values of the force constants only influence the
absolute scale of the fluctuations. As default parameters for DomainTester cal-
culations, we use a minimal size for positive covariance segments of smin = 40,
and a minimal fraction of nodes which must belong to positive-covariance seg-
ments of 〈x〉minseg = 0.5. The covariance plots, protein images and charts were
produced using GMT,26 PyMOL27 and gnuplot, respectively.
Protein Dataset and Evaluation
The domain identification algorithm is applied to proteins of the benchmark
dataset 3 from the pDomains website,28 which offers domain information about
135 proteins. Table 1 of the Supporting Information gives the PDB codes and
the number of assigned structural domains for all proteins of the dataset. The
dataset is constructed based on domain assignments from methods which are
not or at least not fully automatic. SCOP29 relies on structural and evolution-
ary relationships between proteins, CATH30 classifies proteins according to
their structure by a combination of automatic and manual procedures, and
AUTHORS collects assignments of the authors of protein structures. In the fol-
lowing, we refer to these methods as manual assignments, and call the result-
ing domains structural domains. For proteins of the dataset, the three manual
methods agree about the number of domains and at least to 90% about the
9
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domain boundaries. For comparing dynamic domains to structural domains,
we use the domain boundaries assigned by the authors of the structures. As
measure for the similarity between domain boundaries assigned by different
methods, the percentage of domain overlap31 is used. For each pair of do-
mains identified by two different methods, the number of common residues
is determined. The best combination of domains from the different methods
corresponds to the combination with the highest sum of matching residues. If
the domain numbers assigned by the two methods differ, the spare domains
remain unpaired. The number of matching residues is divided by the total
number of protein residues assigned to domains. This total residue number
can differ between CovarDom and the manual assignments, because more
than one quarter of the multidomain proteins of the dataset has missing Cα
coordinates within the protein chain, which are not assigned to domains by
CovarDom, in contrast to some manual assignments. On the other hand, Co-
varDom assigns each residue present in the ENM to a domain, while expert
methods sometimes leave out residues. Cofactors are represented by several
nodes in the ENM, which can be assigned to different domains by CovarDom.
In manual assignments, they are not considered at all. Therefore, they do not
count to the number of residues assigned to domains.
Results and Discussion
Comparison between Structural and Dynamic Protein
Domains
We determine the dynamic domains of the 135 proteins of the pDomains dataset.28
The covariance matrices are calculated using the Gaussian network model
(GNM) with a cutoff radius of 7 and force constants of 10 kcal (mol2)−1 for co-
valent interactions and 5 kcal (mol2)−1 for non-covalent interactions. In total,
106 of the 135 proteins are split into the same number of domains manually and
by CovarDom, including the assignments as 1-domain protein. Because five
of the eighty proteins assigned as multidomain manually are assigned as 1-
domain protein by CovarDom, seventy-five multidomain proteins remain for
calculating the average percentage of domain overlap. 64% of these proteins
have a percentage of domain overlap higher than 90%. If we only consider
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the fifty-six multidomain proteins with the same number of structural and dy-
namic domains, 85.7% have an average percentage of domain overlap higher
than 90%. These data show that for most proteins which are classified into the
same number of structural and dynamic domains, also the domain boundaries
are alike. Although the assignments of structural and dynamic domains are
based on different criteria, the agreement in domain number and boundaries
for many proteins indicates that the underlying principal ideas are the same. A
small number of interdomain contacts is reflected in the dynamics of multido-
main proteins. Thus, structural and dynamic domains coincide if the domains
are clearly separated from each other. Figure 3 depicts proteins with corre-
sponding domain assignments by manual methods and CovarDom, meaning
that the domain number is equal and the domain overlap is higher than 90%.
Still, there are small differences. α-Helices and β-strands can be spread over
two dynamic domains, as in 5′-nucleotidase32 (Figure 3B) and CryIA(a) toxin
from Bacillus thuringiensis33 (Figure 3C). In manual domain assignments, such
secondary structure elements lying between two domains like the α-helix of
5′-nucleotidase usually remain unassigned. Another discrepancy between the
methods is that CovarDom occasionally clusters small groups of residues to
another dynamic domain than their neighbors. Often, these are loop residues,
as in aminopeptidase P34 (Figure 3A) and neuraminidase from Vibrio cholerae35
(Figure 3D), but also small α-helices can be dynamically coupled to another
domain, as in CryIA(a). Other automatic domain assignment methods usu-
ally change the assignment of such residues in a postprocessing step. But the
location of such residues can give information about the interactions between
dynamic domains and possible hinge regions.
In the following, we analyze which structural properties can lead to larger
differences between dynamic and structural domains. Figure 4 shows the dy-
namic domains and covariance matrices of the protein Rab geranylgeranyl-
transferase.36 It is partitioned into three domains by the authors of the struc-
ture and into six dynamic domains by CovarDom. The dynamic domains
belong to different hierarchies and demonstrate how CovarDom creates dy-
namic domains through iterative splitting of the structure and recalculation
of covariance matrices. The first CovarDom splitting step already cuts in the
middle of the large structural domain assigned by the authors (Figure 4C).
Although this structural domain can be classified as evolutionary domain, be-
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cause its helical fold is also found in other proteins,36 from a dynamical view
its residues clearly belong to at least two different dynamic domains, as one
can recognize in the covariance matrix of the whole protein (Figure 4A top).
Further splitting leads to classification of this structural domain into four dy-
namic domains. The manual assignment of more than three hundred residues
to one huge structural domain could, besides the evolutionary aspect, also be
induced by the similar arrangement of the α-helices forming the structural do-
main. Human prediction tends to identify conspicuous protein folds as struc-
tural domains. Figure 5 shows further examples of such protein architectures.
The iron-sulfur protein of carbon monoxide dehydrogenase37 (Figure 5A) is
assigned as 1-domain protein by CovarDom, but as 2-domain protein manu-
ally. In contrast, neuraminidase N9 of influenza virus38 (Figure 5B) and nitrous
oxide reductase39 (Figure 5C) consist of more dynamic domains than assigned
manually. The recurrence of folding patterns, as in iron-sulfur protein, and the
similar arrangement of secondary structures, as in Rab geranylgeranyltrans-
ferase, neuraminidase and nitrous oxide reductase, seem to lead to under- and
overestimation, respectively, of the contacts between the residues. The interre-
lation between the number of connections between two protein parts and the
size and compactness of the protein parts themselves is too complex to be pre-
dicted just by visual inspection. On the one hand, protein parts with correlated
movement are not always visible as clearly separated domains. On the other
hand, connections between compact regions of different structural domains
can impede the independent movement. At sensitive sites, even small changes
in the elastic network connections can have large effects on the covariances.13
For example, the binding of cofactors can change the dynamic properties of a
protein, as in flavohemoglobin40 (Figure 5D). It is assigned as 2-domain pro-
tein by CovarDom if FAD and heme are bound to it. Manually, three domains
are assigned. Interestingly, also CovarDom assigns three dynamic domains if
heme and FAD are neglected. But they are part of the functional enzyme and
influence the dynamic behavior, thus they should be included in the calcula-
tion. This view is confirmed by a study on high-resolution X-ray structures,
which showed that adding ligands and cofactors to a GNM improves the cor-
relation between theoretical and experimental B-factors.41
An example of a protein for which the manual domain assignment seems
more plausible than the one resulting from CovarDom is cytochrome f, which
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is assigned as 1-domain protein by CovarDom, but consists of two structural
domains according to the authors.42 By visual inspection of the structure and
the covariance matrix (Figure 6), one would agree that cytochrome f consists
of two dynamic domains, because two separated, clearly anticorrelated protein
parts exist. The residues of the smaller structural domain are highly positively
correlated, and show a strong anticorrelation to most of the residues of the
larger structural domain. Also the residues of the larger structural domain
are dynamically coupled, but the sequence of residues building the central β-
sheet is disrupted by long loops, short α-helices and the residues of the small
domain. Therefore, the corresponding positive-covariance segment includes
only forty-three residues. In total, the positive-covariance segments comprise
43% of the residues, which leads to the classification as 1-domain protein if
default values are used in CovarDom. By lowering the required fraction of
nodes in positive-covariance segments from 0.5 to 0.4, also CovarDom assigns
two domains to cytochrome f.
Influence of GNM Parameters on Dynamic Protein Domains
The identification of dynamic protein domains is not only influenced by the
parameters of DomainTester, but also by the GNM parameters chosen for the
calculation of the covariance matrix. To investigate the influence of GNM pa-
rameters, we vary the cutoff radius from 6 to 11 and the force constant for non-
covalent interactions from 0.1 to 10 kcal (mol2)−1. The covalent force constant
is fixed to 10 kcal (mol2)−1. First, we examine the influence of GNM parame-
ters on the classification as 1-domain or multidomain protein by the program
DomainTester. A larger cutoff radius and a higher non-covalent force con-
stant lead to a higher ratio of proteins assigned as 1-domain protein (Figure
7). The dependence of the 1-domain prediction on GNM parameters can be
understood by looking at covariance matrices of phophatidylinositol transfer
protein,43 calculated for different parameter pairs (Figure 8). Depending on
the parameters, one to three dynamic domains are assigned. For a cutoff ra-
dius of 7 and a non-covalent force constant of 5 kcal (mol2)−1, two dynamic
domains are assigned by CovarDom which agree with the domains assigned
manually. For smaller non-covalent force constants, the covariance matrices
are less scattered and there is a broad zone of positive covariance along the di-
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Table 1. Combinations of cutoff radii rcut and non-covalent force constants kncov of
parameter set 13. These GNM parameter pairs lead to an accordance of at least 90%
in the classification as 1-domain or multidomain protein by manual methods and Do-
mainTester (see Figure 9A).
rcut [] 7 8 9 10
kncov [ kcal (mol2)
−1] 5 6 7 8 9 10 1 2 3 4 0.5 1 0.5
agonal, which allows for the detection of many positive-covariance segments,
whereas for high cutoff radii, the covariance matrices are very fragmented,
such that only few positive-covariance segments remain.
Figure 9A shows the percentage of 1-domain or multidomain proteins, ac-
cording to manual predictions, which are assigned correspondingly by Covar-
Dom. Obviously, at a higher ratio of 1-domain proteins, more proteins which
are assigned as 1-domain manually are also assigned as 1-domain by Covar-
Dom. The opposite is true for multidomain proteins. Although it is not our
primary goal to reproduce the assignments of structural domains, we use the
pDomains dataset to adjust our program parameters, because this standard-
ization helps to figure out the essential differences between structural and dy-
namic domains. For good agreement between manual methods and Covar-
Dom, a compromise between the contrary trends for 1-domain and multido-
main proteins must be found. Thirteen GNM parameter pairs which lead to an
accordance of at least 90% for both 1-domain and multidomain proteins lie at
the intersection between the two curves in Figure 9A. The cutoff radii and non-
covalent force constants of this parameter set, which we call set 13, are given in
Table 1. In contrast, set 72 denotes the full test set with all seventy-two possible
combinations of cutoff radii and non-covalent force constants.
For five proteins of the pDomains dataset, the domain numbers assigned
manually and by CovarDom differ for all seventy-two parameter pairs. One
example is the assignment of three structural domains to Rab geranylgeranyl-
transferase (Figure 4), whereas CovarDom assigns five dynamic domains for
56% of the parameter pairs, six domains for 31% of the parameter pairs, and
seven or even eight dynamic domains for the remaining parameter pairs. For
twelve multidomain proteins of the pDomains dataset, the domain number
agrees for all GNM parameter pairs of set 72 (PDB codes 1a8y, 1au7, 1b24, 1cun,
1eif, 1grj, 1lck, 1prt, 1tbr, 1urk, 1vol, 2cgp). But for many proteins, the assigned
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domain numbers agree only for some GNM parameter pairs, as shown previ-
ously for phophatidylinositol transfer protein (Figure 8). In some cases, the
number of domains assigned by CovarDom agrees with the manually defined
domains when small cutoff radii are used, while for others, agreement occurs
preferentially using large cutoff radii. Is there a way to determine suitable pa-
rameters separately for each protein? A possibility to distinguish 1-domain
from multidomain proteins is to choose the assignment which occurs most
often for the different GNM parameter pairs. We refer to this procedure as fre-
quency approach. Another approach, which additionally allows to determine
domain numbers and boundaries, is to compare theoretical to crystallographic
B-factors44–46 using the linear correlation coefficient.25 Table 1 of the Support-
ing Information gives the GNM parameter pairs determined by comparison to
experimental B-factors out of set 72 and set 13 and the corresponding number
of dynamic domains assigned by CovarDom. Figure 9B compares the consen-
sus between the manual and DomainTester predictions in the classification as
1-domain or multidomain protein for the different approaches (frequency vs.
B-factor) and parameter sets (13 vs. 72). Additionally, Figure 9B shows the
consensus for each parameter pair, which corresponds to the average over the
two curves of Figure 9A, but is calculated for a total protein number of 122
instead of 135, because only proteins with known crystallographic B-factors
could be used for the comparison. Again, the curve shows that the agreement
between manual assignments and CovarDom is quite low for a combination
of small cutoff radii with small non-covalent force constants and of large cut-
off radii with large non-covalent force constants. The frequency and the B-
factor approach lead to higher agreement than most fixed parameter pairs of
set 72, but it is more favorable to select GNM parameter pairs only from set
13 than from set 72. Using set 72 in the frequency approach, the parameter
pairs leading to low agreement are just more numerous than the ones leading
to high agreement. Using set 72 in the B-factor approach often selects GNM
parameters which lead to low agreement between manual methods and Co-
varDom. The parameter pair selected most often out of set 72 has a cutoff
radius of 11 and a non-covalent force constant of 0.1 kcal (mol2)−1, selected 16
times out of 122 (see Table S1). It is followed by the parameter pair rcut = 11
and kncov = 0.5 kcal (mol2)
−1, selected twelve times. Thus, for high agreement
it is better to select ENM parameters only from a smaller set which is appro-
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priate for most proteins. The frequent choice of unsuitable GNM parameters
could amongst others result from the high number of proteins with low lin-
ear correlation coefficient between crystallographic and theoretical B-factors.
Only 56% of the 122 proteins have a linear correlation coefficient of at least 0.6
for the best choice from set 72 (see Table S1). One possible reason is the high
fraction of proteins in the pDomains dataset which were crystallized as larger
complex. 51% of the multimeric proteins and 63% of the proteins crystallized
as monomers have a linear correlation coefficient of at least 0.6. Besides, the
correlation between B-factors is usually higher if the theoretical B-factors are
calculated considering the crystal environment of the protein.47,48
Next, we study the influence of GNM parameters on the number of dy-
namic domains. Only proteins with available crystallographic B-factors which
were assigned as multidomain both manually and by DomainTester for all pa-
rameter pairs used are considered. The sixty proteins fulfilling this condition
are highlighted in Table S1 of the Supporting Information. Figure 10 shows
the agreement in domain numbers between the manual predictions and Co-
varDom for different parameter pairs and the B-factor approach. Apart from
parameter combinations of small non-covalent force constants and small cutoff
radii, for which CovarDom tends to assign too many domains, the agreement
between manual assignments and CovarDom is quite insensitive to the differ-
ent GNM parameters. There is no advantage of determining GNM parameters
for each protein separately, as done for set 13 and set 72, over simply using
a non-covalent force constant of 5 kcal (mol Å2)−1 and a cutoff parameter of
7 Å, like employed in the first results section. In contrast to the differentiation
between 1-domain and multidomain proteins, where large cutoff radii in com-
bination with large non-covalent force constants lead to the classification of
too many proteins as 1-domain protein, an according parameter selection does
not affect the number of domains assigned to multidomain proteins. However
we should stick to parameter pairs with cutoff radii of 7 or 8 Å and a ratio
of covalent to non-covalent force constants smaller than 100 to ensure high
agreement for the whole domain assignment process. A cutoff radius of 7 Å
corresponds to the typical value chosen in GNM to include the interactions in
the first shell of neighbors.49 Several studies proposed the usage of stronger
force constants for covalent than for non-covalent interactions41,46 or distance-
dependent force constants.16 As our analysis shows, the nonbonded interac-
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tions should also not be underestimated, because non-covalent force constants
which are a hundred times weaker than the covalent force constant lead to the
assignment of too many dynamic domains.
CovarZeroDom: Negative Covariance as Stopping Criterion
CovarZeroDom uses an intercluster covariance cutoff value as stopping crite-
rion in the clustering procedure, in contrast to CovarDom, which recalculates
the covariance matrices and uses DomainTester after each splitting in two clus-
ters to decide whether they can be further divided. CovarZeroDom is appli-
cable if covariance matrices of the splitted protein cannot be determined, for
example if molecular dynamics is used instead of an ENM. The intercluster
covariance is usually positive until a small number of cluster is reached. Thus,
we can choose a covariance of zero as stopping criterium, which is physically
meaningful, because all residues with nonnegative covariance are clustered
into one dynamic domain. But the program as well allows to choose another
value than zero as final intercluster covariance. In comparison to CovarDom,
CovarZeroDom assigns less often two and more often three dynamic domains
to proteins (see Figure S1 in Supporting Information). The additional domains
assigned by CovarZeroDom are often small fragments lying between larger
domains, as for example in endonuclease I-Dmol (Figure 11A) and TAFII250
(Figure11B). If these small domains connect larger domains, they can possibly
act as hinges in conformational changes of the protein. The small domains
have a negative intercluster covariance to all other domains and are therefore
not merged by CovarZeroDom. In CovarDom, the precursor cluster contain-
ing the small domain and a larger domain are classified as one domain by Do-
mainTester, because mostly not even one positive-covariance segment is found
in the corresponding covariance matrix. Thus, the small fragments are not sep-
arated from the large domain using CovarDom.
But the use of CovarZeroDom can also lead to the assignment of less do-
mains than by CovarDom, if two domains are strongly anticorrelated, but con-
sist of further dynamic domains themselves. Figure 11C shows the covariance
matrices of elongation factor Tu,50 calculated using a non-covalent force con-
stant of 5 kcal (mol2)−1 and a cutoff radius of 7. In the last step, DomainClus-
terer merges domains 2_1 and 2_2 with a positive intercluster covariance of
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0.0028. Thus, if a negative intercluster covariance is chosen as stopping crite-
rion, the final domain number of elongation factor Tu is two, although from
the covariance matrix, it is obvious that three dynamic domains are present.
CovarDom allows for the assignment of three domains, because the removal
of the highly anticorrelated domain 1 from the EN shifts the intercluster co-
variance between domains 2_1 and 2_2 to negative values, as the sum over all
covariances is always zero.24
Another possibility besides CovarZeroDom to avoid the recalculation of co-
variance matrices after each splitting is a renormalization of the parts of the
original matrix which belong to one cluster, such that the sum over all cluster
elements is again zero. To re-normalize, the average covariance is subtracted
from all matrix elements. The corresponding covariance matrix of cluster 2 of
elongation factor Tu is shown in Figure 11C. The difference of this approach
to CovarDom is that the influence of the residues of the other dynamic do-
mains are still present in the covariances, whereas in CovarDom, the dynamic
domains are considered as being independent from each other. Thus, the dif-
ference between the two differently calculated covariance matrices gives the
deviation from independent behavior. With values between -0.06 to +0.02, the
differences are small. Nevertheless, using re-normalized covariances results
in the assignment of two instead of three dynamic domains to elongation fac-
tor Tu, because DomainTester detects only one positive-covariance segment in
cluster 2 comprising the residues 7-97 of domain 2_1. Domain 2_2 has more
interactions with Domain 1, which leads to less independent movement of its
residues. Employing the renormalization strategy to all multidomain proteins
of the pDomains benchmark shows that it leads to less overall agreement with
manual domain assignments.
Substrate Channels between Dynamic Domains: Acetylene
Hydratase
Acetylene hydratase catalyzes the hydration of acetylene to acetaldehyde.23,51
Catalysis occurs by a water molecule bound to a bis-molybdopterin guanine
dinucleotide-ligated tungsten atom. The water molecule is activated by an as-
partate residue, Asp13, whose deprotonation is shifted to unusually high pH
values by interaction with a nearby [4Fe-4S] cluster. CovarDom assigns two
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dynamic domains to acetylene hydratase (see Figure 12A). For calculating the
covariance matrix, the tungsten atom and the [4Fe-4S] cluster are each repre-
sented by one node in the elastic network, while each molybdopterin guanine
dinucleotide molecule is represented by five nodes. No substrate nodes are in-
cluded in the calculation. Choosing the best GNM parameters based on com-
parison of B-factors out of set 13, we use a force constant of 0.5 kcal (mol2)−1
and a cutoff radius of 10.
Asp13, the [4Fe-4S] cluster, the tungsten atom and one molybdopterin mo-
lecule belong to domain 1, the second molybdopterin molecule belongs to do-
main 2. The substrate channel lies between the two dynamic domains (Figure
12B). This location between two large dynamic domains could lead to an eas-
ier entry of the substrate acetylene. Interestingly, in all other known enzymes
of the DMSO reductase family of molybdenum and tungsten enzymes,52,53 a
different position is found for the channel to the active site, which is sealed in
acetylene hydratase by the residues 328 to 393 (Figure 12C). Residues 331 to
367 and 385 to 393 belong to dynamic domain 1, while the residues 328 to 330
and 368 to 384 are located in domain 2. Thus, the lid over the original sub-
strate channel is not a flexible structure which could easily move away, but is
connected to the dynamic domains.
Dynamic Domains of a Multimer: 4-Hydroxyphenylacetate
Decarboxylase
All proteins of the pDomains dataset are single subunits, although several of
them are part of a larger protein complex in their active form. The splitting
reflects the assumption that domains do not spread over several subunits.
But from a dynamical point of view, residues of different subunits can be-
long to the same dynamic domain, which may be of functional importance in
protein-protein interactions. In the following, the domain assignment method
is demonstrated on the multimer 4-hydroxyphenylacetate decarboxylase (HPD).
HPD is a glycyl radical enzyme which catalyzes the chemically difficult de-
carboxylation of 4-hydroxyphenylacetate to p-cresol.22,54,55 The (βγ)4 tetramer
consists of heterodimers built of a catalytic β-subunit harboring a glycyl/thiyl
dyad (Gly873, Cys503) and a small γ-subunit with two [4Fe-4S] clusters. We
investigate the dynamic domains of the tetramer comprising eight subunits.
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The [4Fe-4S] clusters are represented by one node each, lying in the center of
the cluster. The substrate 4-hydroxyphenylacetate is not included in the cal-
culation. Choosing the best GNM parameters out of set 13, with a correlation
between crystallographic and theoretical B-factors of 0.74, we use a force con-
stant of 7 kcal (mol2)−1 and a cutoff radius of 7.
The protein is split into 28 dynamic domains. In the first CovarDom split-
ting step, two (βγ)4 dimers are separated from each other (see Figure 13A).
Because the resulting clusters, labeled 1_* and 2_*, are identical, we can only
analyze the further splitting of cluster 2_*. The next splitting step separates the
two heterodimers from each other, but the separation is not complete, because
residues 252 to 262 of each heterodimer are grouped into the cluster of the other
heterodimer. The further splitting of the two heterodimers is nearly identical.
Figure 13B shows cluster 2_1_*. For better readibility, we omit these first two
digits in the domain denomination of the dynamic domains originating from
cluster 2_1_* in the following discussion. The β- and the γ-subunit are built
from different dynamic domains, like expected. The β-subunit of HPD con-
sists of five dynamic domains, the γ-subunit of two dynamic domains. But
the splitting between β- and the γ-subunit does not occur in the next step of
the domain assignment procedure. First, cluster 2_1_* is split in the middle of
the β-subunit, while the γ-subunit still lies in cluster 2_1_2_* together with a
part of the β-subunit (see Figure 13A), meaning that the interactions between
this part of the β-subunit and the γ-subunit are stronger than the interactions
within the β-subunit. Another evidence for the strong interaction between β-
and γ-subunit is that the separation between β- and γ-subunit is not complete.
Residue 14 of the the γ-subunit belongs to domain 2_1_2, while residue 87
of the β-subunit belongs to domain 2_1_1_2. The γ-subunit is not present in
all glycyl radical enzymes and is proposed to be involved in regulation of the
oligomeric state and catalytic activity of HPD.56
In the large β-subunit, the two interacting residues of the radical dyad be-
long to domain 1_1. The channel to the active site is flexible due to its location
between two dynamic domains, 1_2_1 and 2_1_2 (Figure 13B). Residues inter-
acting with the substrate 4-hydroxyphenylacetate belong to the domains 1_1
(Arg223, Ser344, Gly345, Phe405, Glu505 and Ile750), 1_2_1 (Phe214, Ile219,
His536, Phe537 and Glu637), 1_2_2 (Val752) and 2_1_2 (Val399 and Leu400).
Their distribution onto several domains with uncorrelated motion allows to
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arrange the active site residues in a manner to prebuild the transition state of
the reaction. The radical on Gly873 is obtained by interaction of HPD with
an activating enzyme (AE). Reductive cleavage of S-adenosylmethionine in
the AE generates a transient 5′-deoxyadenosyl radical which then generates
the Gly873 radical. The radical domain is flanked by two peptide sequences
that are weakly structured in x-ray crystallography. The flexibility of these
sequences is proposed to play a role in the postulated opening of the radical
domain upon complex formation with the AE.22 The stretch Gln121 to Lys167
belongs mostly to domain 2_1_2 (Figure 13C). Only residues 144 to 149 which
build an extended loop belong to domain 1_1. The residues Asn672 to Glu700
fully belong to domain 1_2_2. Thus, the flexible sequences are mostly dynam-
ically decoupled from the radical domain and can move away, which could
lead to conformational changes in the radical domain.
Conclusions
Dynamic domains have direct functional relevance, because the functionality
of a protein is tightly connected to its dynamics. For example, ligand bind-
ing sites often lie between dynamic domains. The uncorrelated motion of
different domains can allow for an easier entry of the substrates and a per-
fect arrangement of the active site residues. Besides, sites lying between an-
ticorrelated domains are often perturbation-sensitive, such that ligand bind-
ing has a large effect on the dynamics of the protein, which can for example
lead to allostery. In contrast to structural domains, dynamic domains are of-
ten sequentially discontinuous, highlighting the residues which mediate inter-
domain relations. Additional information about the strength of interactions
between dynamic domains is given by their hierarchical organisation created
by CovarDom. For multimeric proteins, all subunits can be included in the
calculation. Even though the different subunits are most likely assigned as
different dynamic domains, small segments assigned against expectation and
the order of the splitting events can highlight important structural properties
of the complex. The assignment of dynamic protein domains by CovarDom
is not influenced by human conception, but purely based on previously calcu-
lated dynamical data. Still, the automatic domain assignment is influenced by
the choice of both GNM and CovarDom parameters, and should only be used
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as guideline which is followed by manual inspection. Using a cutoff radius of
7, a standard value for GNM calculations, and a non-covalent force constant
which is smaller than the covalent force constant, but not by several orders of
magnitude, seems to work well for most proteins. Instead, the elastic network
parameters can be chosen by comparison of theoretical to crystallographic B-
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Figure 1. Covariance matrix and structure of a two-domain protein (A) and a 1-
domain protein (B). A) The covariance matrix of translation initiation factor 5A (PDB
code 1bkb57) has two separate positive-covariance areas. B) The covariance matrix of
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Figure 2. Calculation of dynamic protein domains. A) Example calculation of inter-
and intracluster covariances after merging of two cluster. The red digits indicate the
number of nodes within the cluster. The two cluster in the black box are merged next.
The blue boxes show the final classification of the nodes into two cluster. Averaging
over all covariances within one blue box gives the final intracluster covariance value,
while averaging over all covariances between the two blue boxes results in the final
intercluster covariance. B) Example for domain numbering in CovarDom. The differ-
ent hierarchical levels are obvious from the names. Domains which only differ in the
last digit of the name can be combined into the precursor cluster. C) Differences in the
overall workflow of CovarDom and CovarZeroDom. CovarZeroDom uses a negative
intercluster covariance as stopping criterion in the clustering procedure, while Covar-
Dom always clusters all nodes into two cluster and then employs DomainTester to test






Figure 3. Dynamic domains which are very similar to the manually assigned do-
mains. Arrows indicate splitting of secondary structure elements or clustering of a
few residues to another dynamic domain by CovarDom. If three dynamic domains
exist, first the green domain is split from the other two domains. A) Aminopeptidase
P (PDB code 1jaw34) consists of two domains. The dynamic domains are continuous,
except for a few loop residues which are clustered to another dynamic domain than
their sequential neighbors. B) 5′-nucleotidase (PDB code 1ush32) consists of two con-
tinuous domains. An α-helix is split between the two dynamic domains. Manually the
residues of this helix were not assigned to any domain. C) CryIA(a) toxin from Bacil-
lus thuringiensis (PDB code 1ciy33) consists of three domains. Two β-strands are split
between the dynamic domains shown in blue and magenta. A small α-helix belongs
to the dynamic domain shown in green, although according to the peptide sequence
it would belong to the magenta domain. D) Neuraminidase from Vibrio cholerae (PDB
code 1kit35) consists of three domains. The blue domain is discontinuous, be cause
the residues of the magenta domain are inserted into its sequence. Additionally, a few
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Figure 4. Clustering of Rab geranylgeranyltransferase (PDB code 1dce36), using a
cutoff radius of 7 Å and a non-covalent force constant of 5 kcal (mol Å2)−1. A) Hierar-
chical clustering of the covariance matrix. First, the precursor of the red and orange
domain are split from the rest. Then, the precursor of the blue and iceblue domain are
split from the precursor of the lightblue and cyan domain. When only five dynamic
domains are assigned by CovarDom, the splitting of the precursor domain of domains
2_2_1 and 2_2_2, does not occur. B) Six dynamic domains assigned by CovarDom. C)






Figure 5. Proteins with dynamic domains differing from the manual domain assign-
ments. A) Iron-sulfur protein of carbon monoxide dehydrogenase (PDB code 1ffu37) is
assigned as 1-domain protein by CovarDom and as 2-domain protein manually. The
two domains assigned by the authors of the structures are colored in pale blue and
pale green. B) One subunit of neuraminidase N9 of influenza virus (PDB code 5nn938)
is assigned as 1-domain protein manually, but as 2-domain protein by CovarDom.
The two domains assigned by CovarDom are colored in blue and green. A bound
calcium ion is shown as green sphere. C) Nitrous oxide reductase (PDB code 1qni39)
is divided into two domains manually, but into three domains shown in green, blue
and purple by CovarDom. The blue and the magenta domain build one structural do-
main. D) Flavohemoglobin from Alcaligenes eutrophus (PDB code 1cqx40) is assigned
as 2-domain protein by CovarDom if FAD and heme are bound to it (shown in sticks
representation). Manually, three domains are assigned. The blue and the pale blue
domain build one dynamic domain. Neglecting the ligands, CovarDom also assigns












Figure 6. Structure and covariance matrix of cytochrome f (PDB code 1e2v42). Do-
mainTester detects two positive-covariance segments, which comprise 43% of the
residues. These residues are encircled in the covariance plot. If the required frac-
tion of nodes in positive-covariance segments is lowered to 0.4, two dynamic domains
are assigned by DomainClusterer. The structure of cytochrome f in cartoon represen-
tation is colored by sequence to show that the smaller domain is inserted between two


































Figure 7. Influence of the cutoff radius and the non-covalent force constant of the
GNM on the classification as 1-domain or multidomain protein by DomainTester. The
height of the bars indicates the percentage of proteins assigned as 1-domain protein.
All 135 proteins of the pDomains dataset were used for the calculation. Cyan bars
represent GNM parameter pairs which result in a percentage of 1-domain proteins of
40.7, which corresponds to the percentage of 1-domain proteins assigned manually.
Green bars indicate a lower percentage and blue bars indicate a higher percentage of
1-domain proteins. A combination of small cutoff radii with small non-covalent force
constants leads to the assignment of many multidomain proteins, while calculations
using large cutoff radii and large non-covalent force constants result in the assignment
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Figure 8. Covariance matrices of phophatidylinositol transfer protein (PDB code
1aua43) calculated using different GNM parameter pairs. Ratio gives the ratio of the
covalent to the non-covalent force constant, with the covalent force constant being
fixed to 10 kcal (mol Å2)−1. Small cutoff radii in combination with low non-covalent
force constants underestimate the nonbonded interactions and lead to a broad zone
of positive covariance along the diagonal, which results in the assignment of more
domains by CovarDom. The highlighted clustering using a cutoff radius of 7Å and a
non-covalent force constant of 5 kcal (mol Å2)−1 agrees with the manual assignment




Figure 9. Influence of the cutoff radius and the non-covalent force constant on the clas-
sification as 1-domain or multidomain protein. A) DomainTester was applied to the
eighty proteins of the pDomains dataset which are assigned as multidomain proteins
and to the fifty-five proteins which are assigned as 1-domain protein. The curves give
the percentage of proteins which are classified accordingly by DomainTester. Thir-
teen GNM parameter pairs which lead to an accordance of at least 90% between Do-
mainTester and manual predictions for both protein sets are highlighted by stars. B)
DomainTester was applied to all proteins of the pDomains dataset with available ex-
perimental B-factors. The curve gives the percentage of proteins which are assigned
accordingly by DomainTester and by manual methods as 1-domain or multidomain
protein. The planes situated at 91.0%, 91.8%, 93.4% and 94.3% give the accordance
if the GNM parameter pairs are chosen separately for each protein by comparison to
experimental B-factors or by the frequency approach from parameter set 72 or 13. The
parameter pairs of set 13 are highlighted by cyan stars.
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Figure 10. Influence of the cutoff radius and the non-covalent force constant on the
domain number of multidomain proteins. The calculations are performed on sixty
proteins which are assigned as multidomain in the pDomains dataset and by Covar-
Dom for all GNM parameter pairs, and for which experimental B-factors are available.
These proteins are specified in Table 1 of the Supporting Information. Cyan stars in-
dicate the position of GNM parameter pairs of set 13. Percentage of multidomain pro-
teins for which CovarDom assigns the same, a smaller or a larger number of domains
than given by manual predictions. The planes situated at 66.7% and 68.3% give the
percentage of proteins with according domain number if the GNM parameter pairs
are chosen separately for each protein by comparison to experimental B-factors out of





































































1) Normalized 2) New EN Difference 1) – 2)
Figure 11. Comparison between domain assignments using CovarDom and Co-
varZeroDom. A,B) The two proteins endonuclease I-Dmol (A, PDB code 1b2459) and
TAFII250 (B, PDB code 1eqf60) are assigned as 2-domain proteins by CovarDom and
as 3-domain proteins by CovarZeroDom. The colors indicate the dynamic domains
assigned by CovarZeroDom. Blue and magenta domains build one CovarDom do-
main. C) Elongation factor Tu (PDB code 1tui50) is assigned as 3-domain protein by
CovarDom, but as 2-domain protein by CovarZeroDom. Using CovarZeroDom, the
domains 2_1 and 2_2 are merged into one dynamic domain, because their intercluster
covariance is positive. The covariance matrix of the residues of cluster 2 of elongation
factor Tu is once calculated for the whole protein and once only for the residues of
cluster 2. The difference between the two covariance matrices indicates the deviation
from independent behavior of domain 1 and cluster 2, that is it shows the influence of
domain 1 on cluster 2. The difference matrix is normalized such that the sum over all




Figure 12. Dynamic domains 1 (blue) and 2 (red) of acetylene hydratase. The [4Fe-4S]
cluster and the tungsten atom are shown in VdW representation. Tungsten is shown
in green. The two molybdopterin guanine dinucleotide molecules are represented
as bonds. A,B) View on the substrate channel. C) View on the alternative substrate
channel found in other molybdenum and tungsten enzymes. Residues 328 to 393 seal
this substrate funnel. Residues 328 to 367 and 385 to 393, shown in cyan, belong to
domain 1, residues 368 to 384, shown in light red, belong to domain 2. The orientation
is rotated in comparison to A) and B).
A B C
Figure 13. Dynamic domains of 4-hydroxyphenylacetate decarboxylase. A) The left
half shows subunit β in dark blue and red and the γ subunits in light blue and red.
The right half depicts the first splitting step of the heterodimers by CovarDom. B)
The five dynamic domains of the β-subunit are pictured in shades of blue and the
two dynamic domains of the γ-subunit are pictured in light and dark green. The
glycyl/thiyl radical dyad is shown in VdW representation. The channel to the active
site is shown in surface representation. The two [4Fe-4S] cluster of the γ-subunit are
shown as sticks. Residues shown in red are part of this heterodimer, but belong to
the dynamic domain of the neighboring heterodimer. C) Radical segment (dark blue)
and flexible segments (cyan, purple) of subunit β are shown in cartoon representation,
colored according to their domain affiliation. The rest of the subunit is shown in ribbon
representation. The glycyl/thiyl radical dyad is shown in VdW representation, and
the substrate 4-hydroxyphenylacetate as sticks.
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Table 1. Number of domains assigned to the proteins of the pDomains dataset. Manual pre-
dictions are compared to CovarDom predictions using different GNM parameter. For parameter
sets 13 and 72, the parameter pair used in the calculation is chosen based on comparison between
experimental and theoretical B-factors. k gives the force constant for non-covalent interactions,
r the cutoff radius and corr the linear correlation coefficient between the B-factors. Only pro-
teins with bold name are used in the calculation of the domain overlap. They are assigned as
multidomain both manually and by CovarDom for all GNM parameter pairs, and experimental
B-factors are available for these proteins.
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
1a8y 3 0.5 10 0.52 3 0.5 10 0.52 3 3
1aba 1 10 7 0.61 1 10 6 0.64 1 1
1alc 1 1 9 0.51 1 1 9 0.51 1 1
1aog A 3 0.5 10 0.71 3 0.5 11 0.71 3 3
1aps 1 1
1au7 A 2 10 7 -0.05 2 10 10 0.11 2 2
1aua 2 5 7 0.65 2 0.1 7 0.72 2 2
1b24 A 2 10 7 0.69 2 0.1 11 0.70 2 2
1bbw A 2 0.5 10 0.50 2 1 11 0.53 2 2
1bc5 A 2 5 7 0.60 3 0.1 7 0.66 4 3
1bds 1 0.5 10 0.81 1 1 11 0.85 1 1
1bhg A 3 0.5 10 0.34 3 0.5 10 0.34 3 3
1bi3 A 3 10 7 0.71 3 10 7 0.71 3 3
1bkb 2 5 7 0.72 2 0.1 11 0.73 2 2
1bpm 2 0.5 9 0.65 2 0.5 9 0.65 2 2
1btc 1 0.5 10 0.60 1 0.5 11 0.66 1 2
1byh 1 4 8 0.54 1 4 8 0.54 1 1
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Table 1 – continued
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
1c0m A 2 0.5 10 0.51 2 0.5 11 0.52 2 2
1c5a 1 10 7 0.36 1 10 9 0.41 1 1
1cad 1 4 8 0.72 1 10 10 0.73 1 1
1caj 1 0.5 10 0.83 1 0.5 10 0.83 1 1
1cgi I 1 0.5 9 0.70 1 0.1 6 0.78 1 1
1chc 1 1
1chu A 3 9 7 0.85 2 9 7 0.85 2 2
1ciy 3 1 9 0.73 3 0.5 11 0.74 3 3
1cne 2 2
1cqx A 3 6 7 0.54 2 1 10 0.55 2 2
1crx A 2 4 8 0.09 2 10 11 0.15 2 3
1cs6 A 4 0.5 9 0.49 3 0.1 8 0.63 4 4
1csg A 1 1
1ctn 3 10 7 0.33 3 10 11 0.40 2 3
1cun A 2 4 8 0.62 2 1 11 0.63 2 2
1cwv A 5 10 7 0.22 4 10 11 0.28 4 4
1d0g T 3 4 8 0.47 2 10 9 0.48 2 2
1dce A 3 0.5 10 0.55 6 10 10 0.55 5 6
1dfq A 2 0.5 10 0.61 2 0.5 11 0.63 2 2
1dg3 A 2 4 8 0.71 3 10 11 0.79 3 4
1djz A 3 1 9 0.70 2 3 11 0.73 2 3
1dnk A 1 0.5 10 0.79 1 0.5 11 0.83 1 1
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Table 1 – continued
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
1duy A 2 0.5 10 0.63 2 1 11 0.66 2 2
1dvp A 2 10 7 0.02 3 10 11 0.13 2 3
1e1l A 2 0.5 10 0.62 2 0.5 10 0.62 2 2
1e2v A 2 0.5 9 0.79 1 0.5 7 0.83 2 1
1e39 A 3 0.5 10 0.70 3 0.5 11 0.71 2 3
1eaf 1 0.5 10 0.40 1 0.1 7 0.44 3 1
1ega A 2 0.5 9 0.28 2 0.1 6 0.35 3 2
1eif 2 5 7 0.75 2 10 6 0.79 2 2
1eqf A 2 0.5 9 0.58 2 0.1 11 0.59 2 2
1fba A 1 1 8 0.37 1 0.1 6 0.46 4 1
1fbl 2 0.5 10 0.47 2 0.5 11 0.49 2 2
1fc2 C 1 1 8 0.53 1 1 8 0.53 1 1
1fdn 1 5 7 0.69 1 3 6 0.71 1 1
1ffh 2 0.5 10 0.52 2 0.5 11 0.55 2 2
1ffu A 2 0.5 9 0.73 1 0.1 9 0.77 2 1
1fha 1 10 7 0.43 2 10 7 0.43 2 2
1fmt A 2 1 9 0.71 2 1 11 0.75 2 2
1fnm A 5 4 8 0.33 5 2 6 0.46 6 5
1fxi A 1 4 8 0.40 1 10 8 0.40 1 1
1gdc 1 1




Table 1 – continued
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
1grj 2 10 7 0.37 2 9 6 0.53 2 2
1hcc 1 1
1hiv A 1 0.5 10 0.11 1 10 6 0.17 1 1
1hjp 3 10 7 0.68 2 10 7 0.68 2 2
1hum A 1 4 8 0.86 1 3 11 0.90 1 1
1ira Y 3 10 7 0.45 3 0.5 7 0.47 3 3
1jaw 2 0.5 9 0.67 2 0.1 10 0.67 2 2
1kit 3 0.5 9 0.27 3 0.1 11 0.29 4 3
1ksi A 3 0.5 9 0.59 5 0.1 9 0.62 5 3
1lck A 2 10 7 0.41 2 10 10 0.48 2 2
1mda A 1 0.5 10 0.19 1 0.1 6 0.30 1 1
1mla 2 0.5 9 0.69 2 0.5 9 0.69 2 2
1mrr A 1 10 7 0.39 1 10 10 0.40 1 1
1mup 1 10 7 0.69 1 10 7 0.69 1 1
1myt 1 0.5 9 0.69 1 0.1 9 0.72 1 1
1ovb 1 5 7 0.65 1 2 7 0.66 1 1
1pdz 2 5 7 0.58 3 0.1 11 0.60 3 3
1pky A 3 0.5 10 0.70 3 0.1 11 0.71 4 3
1prs 2 2
1prt B 2 4 8 0.47 2 1 11 0.49 2 2
1qba 4 0.5 10 0.72 5 1 10 0.72 4 4
1qd1 A 2 4 8 0.56 2 10 8 0.56 2 2
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Table 1 – continued
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
1qdn A 2 0.5 10 0.67 1 0.1 11 0.72 1 1
1qlf A 2 1 9 0.67 2 0.5 11 0.70 2 2
1qmd A 2 1 9 0.38 2 2 11 0.41 2 2
1qmh A 2 6 7 0.46 3 6 7 0.46 3 3
1qni A 2 0.5 10 0.32 3 5 10 0.33 2 3
1qnt A 2 0.5 10 0.46 1 0.5 11 0.49 1 2
1rcb 1 10 7 0.62 1 10 6 0.64 1 1
1rve A 1 10 7 0.51 1 10 7 0.51 1 1
1sky E 3 1 8 0.75 2 0.5 8 0.77 3 2
1tbr S 2 4 8 0.18 2 10 11 0.28 2 2
1tnr A 1 1 9 0.83 1 1 9 0.83 1 1
1ttb A 1 0.5 10 0.48 1 0.1 11 0.64 1 1
1tui A 3 0.5 9 0.42 3 8 6 0.48 3 3
1ula 1 10 7 0.57 1 0.1 10 0.59 1 1
1urk 2 2
1ush 2 1 9 0.79 2 1 9 0.79 2 2
1utg 1 0.5 9 0.58 1 0.1 11 0.62 1 1
1vdc 2 0.5 10 0.64 2 1 10 0.64 2 2
1vfa B 1 0.5 10 0.56 1 0.1 11 0.57 1 1
1vol A 2 5 7 0.69 2 1 7 0.76 2 2
1vvc 2 4 8 0.61 2 8 8 0.62 1 1
1wgt A 4 0.5 10 0.65 3 1 10 0.66 3 4
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Table 1 – continued
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
1whe 2 1
1wrp R 1 5 7 0.73 2 0.1 7 0.75 2 2
1xim A 1 10 7 0.20 4 10 6 0.29 4 4
1ytf D 2 0.5 9 0.61 2 0.1 11 0.73 2 2
2bs2 B 2 0.5 9 0.62 2 0.1 10 0.64 2 2
2cbl A 3 1 8 0.59 3 0.1 11 0.60 3 2
2cgp A 2 1 9 0.66 2 1 10 0.66 2 2
2ech 1 1
2fcr 1 1
2gb0 A 2 0.5 10 0.74 2 0.1 11 0.77 2 2
2gli A 5 10 7 0.26 2 10 11 0.36 2 2
2mad L 1 0.5 10 0.64 1 0.1 11 0.67 1 1
2msb A 1 1 9 0.65 1 5 6 0.68 1 1
2pcd M 1 5 7 0.44 1 0.5 6 0.53 1 1
2pf2 1 0.5 10 0.35 1 8 11 0.45 1 1
2por 1 4 8 0.27 1 10 10 0.32 1 1
2shp A 3 0.5 10 0.69 3 0.5 10 0.69 3 4
2xsc A 1 1 9 0.23 1 0.5 11 0.26 1 1
3chy 1 4 8 0.79 1 4 8 0.79 1 1
3hdh A 2 5 7 0.60 2 0.1 6 0.68 4 2
3tec I 1 0.5 9 0.08 1 0.1 6 0.39 1 1
3tf4 A 2 1 8 0.51 4 10 11 0.53 2 3
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Table 1 – continued
manual parameter set 13 parameter set 72 k5, r7
PDB chain #dom k r corr #dom k r corr #dom #dom
4cp4 1 0.5 10 0.76 1 0.1 11 0.78 2 1
4htc I 1 1
4icb 1 1 8 0.69 1 1 7 0.72 1 1
4pti 1 5 7 0.76 1 1 7 0.81 1 1
5eau 2 2 8 0.70 3 2 8 0.70 3 4
5nn9 1 0.5 10 0.54 1 0.1 11 0.55 3 2
5p21 1 2 8 0.52 1 2 8 0.52 1 1
6ebx A 1 2 8 0.78 1 2 8 0.78 1 1
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Figure 1. Comparison of the domain numbers assigned to multidomain proteins manually,
by CovarDom and by CovarZeroDom. For all three, the total number of proteins assigned as
multidomain is eighty, but the protein sets are not the same, because CovarDom assigns five
proteins assigned as multidomain manually as 1-domain proteins and five proteins assigned as 1-
domain manually as multidomain proteins. The bars indicate the percentage of the multidomain
proteins with the specified domain number. CovarDom employs DomainTester after each split-
ting into two cluster, whereas CovarZeroDom uses negative intercluster covariance as stopping




ADP anisotropic displacement parameter
ANM anisotropic network model
APH aminoglycoside phosphotransferase(3′)-IIIa
BPTI bovine pancreatic trypsin inhibitor
ENM elastic network model




MUP mouse major urinary binding protein
NMA normal mode analysis
NMR nuclear magnetic resonance
PDB Brookhaven Protein Data Bank (www.rcsb.org/pdb)
RMS root-mean-square
RMSD root-mean-square displacement
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