ABSTRACT Recently, the world-wide human genome-related projects have been vigorously launched and implemented. Gene-sequencing techniques play a critical role in disease diagnosis, prediction, and population stratification relying on efficiently mining genetic features in the gene pool. Exploring the association between the sites of the genetic mutation and the disease-based population classification becomes a hot topic, which beneficially supports disease diagnosis and treatment on the molecular level. However, there are numerous variable sites even on a single chromosome in the human gene pool, and hence, the traditional classifiers are not able to dig out all single nucleotide polymorphism (SNP) sites without clearly excavating the characteristic SNP sites, termed tagSNPs, in SNP clusters. By applying big data mining techniques, in this paper, we, first of all, propose a principal component analysis-based algorithm for reducing the gene data dimension in order to cluster SNP sites in the low-dimensional space. Moreover, an oriented graph theory-based tagSNPs selection algorithm is designed. Finally, relying on the real-world 1000 Genomes Project dataset, we can achieve fewer tagSNPs than the traditional methods by invoking the complete process of our designed SNP classifier.
I. INTRODUCTION
The international HapMap project research plan was launched for recording the similarities and differences of human genes in 2002. Since then, HapMap has become a popular big dataset for both the genetics and the data science. The 1000 Genomes Project commenced in 2008, which aimed for building the largest public genotype database catalogue for human gene variation and for finding the most genetic variants with the occurrence rate of at least 1% among the population [1] , which can provide molecularlevel help for fundamentally treating genetic diseases. The single nucleotide polymorphism (SNP) primarily refers to the phenomenon of deoxyribonucleic acid (DNA) sequence polymorphism resulted from a single nucleotide variation at the genomic level, which is the most common kind of human heritable variation. This polymorphism can cause a range of diseases for different people [2] . Moreover, in the study of pathobiology, the SNP site is regard as a high-resolution marker for comparing morbid traits and normal traits. However, there are millions of SNP sites and some of them have similar characteristics. Hence, excavating tagSNPs, i.e. representative SNP sites, can reduce the computational complexity and improve the genetic feature extraction efficiency [3] . Machine learning algorithms have a huge potential in numerous aspects for automated understanding and analysis of big data [4] , especially in the field of healthcare [5] , [6] .
In the literature, a range of researches have been investigated both for analyzing SNP sites and for excavating tagSNPs. To elaborate a little further, Bertin et al. [7] carried out experiments to extend genomic resources of pearl millet into a SNP-based marker system. Afterwards, 1000 Genomes Project disclosed the human SNP data collected for a few years to the public [8] . There have been some clustering algorithms invoked for SNP site clustering. More explicitly, Frommlet [9] proposed a SNP data clustering algorithm relying on the graph theoretical concept of the dominant set having the internal homogeneity feature and the external heterogeneity feature. This study showed that clustering SNP data can both provide good statistical power and improve tagSNP selection algorithm performance. Furthermore, Liao et al. [10] proposed a new multi-locus linkage disequilibrium (LD) measurement based on information theory to calculate the relationship between multiple-markers, which was utilized to cluster SNPs for overcoming the traditional LD shortcomings. In [11] , Müller et al. considered the clustering problem relying on adequate similarity measurement. The similarity between SNP sites can be calculated by traditional method such as Euclidean distance, cosine similarity and so on. In recent years, some new measurement are proposed [12] . In [13] , Kumar et al. discuss the availability of Gaussian similarity measure for intrusion detection.
As for the tagSNP selection, in [14] ,İlhan and Tezel proposed a genetic algorithm to select tagSNPs and a support vector machine (SVM) algorithm for further SNP prediction. Yeh and Jheng [15] proposed an information entropy aided iterative algorithm for the tagSNP selection. With the spirit of dynamic programming, it iteratively divided the SNP data into blocks relying on the information entropy until the number of tagSNPs met the requirement. Furthermore, Wang et al. [16] proposed a site-clustering graph based tagSNP selection algorithm, which combined the graph theory for finding the tagSNPs. For the first time, it displayed SNP sites in the form of directed graphs by calculating the subgraph's density, and selected the sites with the highest density as the candidate tagSNPs. The algorithm converged until the number of tagSNPs was unchanged. Lee and Shatkay [17] constructed a Bayesian network for the tagSNP selection, while Chang et al. [18] proposed a hybrid algorithm, which combined the branch-and-bound algorithm and the greedy algorithm, for obtaining a better selection performance.
In this paper, we try to propose a whole process for selecting tagSNPs by using 1000 Genomes Project. This dataset contains more populations, using the above-mentioned algorithm may cause high complexity. Meanwhile, because the dataset we used is new and some work are incomplete, our work is meaningful for the future research. Our tagSNP selection algorithm can select less tagSNPs than traditional method. This can help bioinformatician save research costs. The selection algorithm also give visual results that can present the correlation between SNP sites. Then we use support vector machine algorithm to predict unknown SNP sites by using training SNP sites. The high predicting accuracy rate verifies the effectiveness of our algorithm. And the prediction algorithm can help bioinformatician to diagnose some pathogenic gene sites. Inspired by the above open issues, in the paper, we conceive a novel oriented graph theory assisted SNP classifier for selecting tagSNPs, with the following contributions.
• Considering a large amount of high dimensional gene samples, we conceive a PCA aided data dimension reduction algorithm for accelerating the data preprocessing. Moreover, several SNP sites clustering algorithms are discussed to categorize the similarity of SNP sites for simplifying further tagSNPs selection. We choose the most efficient similarity measure for gene data.
• Relying on aforementioned cluster results and inspired by the site-clustering graph based tagSNP selection algorithm in [16] , we propose an oriented graph theory aided algorithm for efficiently extracting tagSNPs with the aid of the node priority. And we make the tagSNP selection rule to fit for 1000 Genomes Project dataset. Our algorithm is also appropriate for concurrent processing which can reduce big data running time.
• Relying on real-world 1000 Genomes Project dataset, which is the largest public catalogue of human variation and genotype data for studying SNP related issues, we verify the effectiveness and efficiency of our proposed oriented graph theory aided tagSNPs selection algorithm by predicting the unknown SNP sites. The SVM algorithm can get high predicting accuracy rate. The rest of this paper is organized as follows. Section II provides a brief introduction of the dataset considered. In Section III, we introduce the data pre-process, i.e. data dimension reduction and SNP clustering. In Section IV, a graph theory aided tagSNP selection algorithm is proposed. We show simulation results and corresponding discussions in Section V, followed by our conclusions in Section VI.
II. BRIEF INTRODUCTION OF DATASET
In this paper, we invoke the dataset from 1000 Genomes Project, which can be accessed through a VCF file from the official website. 1 The whole dataset contains 84.4 million variants on 23 chromosomes, that are collected from 2504 samples living in 26 populations. Fig. 1 illustrates a representative capture of the dataset. To elaborate, there are 8 fixed fields per record and we utilize 7 of them, explained as follows.
• CHROM: an identifier from the reference genome or an angle-bracketed ID String pointing to a contig in the assembly file;
• POS: the reference position, with the 1st base having position 1;
• ID: semi-colon separated list of unique identifiers where available;
• REF: each base must be one of A,C,G,T,N;
• ALT: comma separated list of alternate non-reference alleles;
• QUAL: phred-scaled quality score for the assertion made in ALT; • FILTER: PASS if this position has passed all filters while ''q10'' might indicate that at this site the quality is below 10;
• NA0000x: individual sample. As for the genotype (GT), it is composed of two numbers, representing human's diploid organism. Specifically, the allele value of 0 refers to the reference allele (in the REF field), while 1 denotes the first allele listed in ALT and 2 represents the second allele list in ALT and so on. Particularly, the GT with two same numbers is termed as homozygous mutation, whilst the one with two different numbers is named by heterozygous mutation. Let '|' represent the phased genotype, while '/' be the unphased genotype. The genomes encoding rules are summarized in Table. 1, indicating that the encoding results of homozygous mutation without ALT, heterozygous mutation and homozygous mutation having two ALT types are 0, 1 and 2, respectively. For the sake of simplification, We use '/' to represent both '/' and '|' in Table. 1.
III. DATA DIMENSION REDUCTION AND SNP CLUSTERING A. DATA DIMENSION REDUCTION
First of all, in order to reduce the computing memory space and running time, we adopt principal component analysis (PCA) to reduce vectors' dimension before clustering data. We put the data into an n × m matrix A, where n stands for SNP quantity, and m represents human sample quantity. Hence the rows of A contain all the information of the SNP site. The covariance matrix of A is denoted as:
Then, we can reduce the dimension of A through the eigenvalue and eigenvector of matrix C. To elaborate a little further, if we want to transform A into a k (k < m) dimension matrix, we choose the top k eigenvectors with the biggest eigenvalues. These eigenvectors form a new n × k matrix K for SNP site clustering, which is also called the preprocess of the tagSNP selection.
B. SNP SITE CLUSTERING
TagSNPs possess the main characteristics of diverse SNP sites. If the position distance between two SNP sites is more than 200KB (1KB = 1000sites), we can deem that their correlation is weak. Moreover, position partition can be achieved by a clustering algorithm. However, a graph with more than 200000 nodes has a high complexity even though using similar points as test dateset usually yields better performance.
In this paper, we adopt K-means as the clustering algorithm, which aims for partitioning n observations (x 1 , x 2 , . . . , x n ) into k groups [19] . Specifically, it regards vector's mean value as the group center, i.e. (µ 1 , µ 2 , ..., µ k ). Moreover, the distortion function of K-means algorithm can be expressed as:
At the beginning, the algorithm randomly selects k centers. Then, it commences on iterating until the distortion function J (·) converges to the minimum, which means that the clustering results tend to be stable. J (·) in (2) relies on the Euclidean distance, which calculates the true distance in a two-dimensional space. A large distance value means a low similarity between two vectors. Meanwhile, there are also some other distance metrics to denote the degree of the similarity, which may affect the clustering results. In the following, we will introduce four distance metrics which can be adopted in SNP site clustering. Their clustering performances are compared in Section V.
The first one is Pearson correlation coefficient function, i.e.,
3748 VOLUME 7, 2019 FIGURE 2. A toy example of constructing P j = {P j ,i , j = 0, 1, 2}, where the yellow square represents GT = 0, the blue square denotes GT = 1, while the green square refers to GT = 2.
It spans from [−1, 1], where 1 denotes completely positive correlation, while −1 represents completely negative correlation. The second one is cosine similarity, which utilizes the cosine value of the two vectorized data in the high dimensional space to represent the difference between them. It can be calculated as:
Compared with other distance metrics, cosine similarity focuses its attention on the difference of two vectors in terms of their direction, other than distance or length. The third one is Tanimoto coefficient, which uses the proportion of the common features of two vectors to determine the similarity, i.e.,
The last one is linkage disequilibrium (LD), which demonstrates the population genetics phenomenon. It means the alleles at different loci have a non-random association. Here we suppose that allele A occurs at one locus with frequency p A , allele B occurs at another locus with frequency p B , and allele A and allele B both occurs with frequency p AB . Then we can define coefficient of linkage disequilibrium as:
which is widely used to compare two sites. For the convenience of calculation, in this paper, we adopt another form of LD, i.e.,
The value of r 2 AB is between 0 and 1. If r 2 AB = 1, these two sites have completely synergistic genetic. While two sites have irrelevant genetic if r 2 AB = 0. Hence 1 − r 2 AB can be regarded as a distance metric to compare two SNP sites.
IV. GRAPH THEORY AIDED TAGSNP SELECTION
TagSNPs have the linkage disequilibrium phenomenon against the SNP sites which they stand for. The calculation results obtained by Haploview software [20] are shown in Fig. 3 , where the red block represents the degree of association, and the deeper the color, the greater the degree of association. SNP sites associated with each other appear in blocks, and as the distance between the sites increases, the degree of association decreases. Hence, we can divide them according to the position of the locus, which is also a clustering method suitable for genetic data.
In Section III, we focus our attention on the data preprocessing. In the following, we conceive an oriented graph theory based algorithm for selecting tagSNPs. Since we already encode the genotype into three codes, i.e. 0, 1 and 2, relying on genomes encoding rules in Table. 1, as shown in Fig. 2 , the yellow square represents GT = 0, the blue square denotes GT = 1, while the green square refers to GT = 2. Let L i be the i-th row of the SNP matrix A. We use the set P j = {P j,i , j = 0, 1, 2}, for storing the information of the sample's position in each SNP site, where vector P j,i represents the sample's position corresponding to the i-th row of the SNP matrix in terms of three genotype encodings.
Let us construct three oriented graphs as shown in Fig. 4 , which represents three kinds of relationship between SNP sites. More explicitly, the nodes refer to the SNP sites. The direction of each edge in the oriented graph represents the relationship between SNP i and SNP j . If there exists an inclusion relationship between the pair of SNP sites, we connect them by portraying a directed edge from the large SNP site VOLUME 7, 2019 FIGURE 4. The structure of three kinds of oriented graphs, i.e. G 0 , G 1 and G 2 . Specifically, the nodes refer to the SNP sites and the direction of each edge represents the mutual inclusion relation. Moreover, the weight of the edge denotes the distance between the related two nodes. The structure of the graph is constructed by invoking Algorithm 1 relying on the dataset, i.e. CHROM13: 23947562-23948200 in 1000 Genomes Project Phase 3. 
Algorithm 1 Constructing Three Oriented Graphs
m ← the number of human samples 2: for k = 1 to m do 3: for i = 1 to n do 4: for j = 0 to 2 do 5:
end for 7: end for 8: end for 9: P j ← {P j,i }, j = 0, 1, 2 10: P ← {P 0 , P 1 , P 2 } 11: P ← FILTER (P) 12: for j = 0 to 2 do 13: for i, k = 0 to n do 14: if X j,i ⊃ X j,k then 15: G j add an oriented edge from i to k 16: else if X j,i ⊂ X j,k then 17: G j add an oriented edge from k to i 18: In Algorithm 1, the function of FILTER () is used to filter the same SNP sites. If two sites contain the same information, we can use any one of them to represent. Meanwhile, Fig. 4 also can be viewed as big data driven visualized results of SNP dataset, where we can figure out which SNP site contains the most information with the aid of the connection density.
After completing the construction of the oriented graphs, we commence on selecting tagSNPs. First of all, let us introduce the priority of the nodes. Herein, we utilize the distance to calculate the node's weight in the graph. To elaborate a little further, the initial weight of all the nodes is zero. When updating their weights, we should add the in-edge weight as well as subtract the out-edge weight. The size of the node and the length of the oriented edge in the graphs is proportional to the weight of the node and the weight of the edge. Hence, the node's priority can be explicitly seen from the big data driven visualized results.
Thus, relying on the achieved oriented graphs and the defined node's priority, we can use the inclusion relationship between the SNP sites to judge if the SNP site can be a tagSNP. Let us take three kinds of nodes A, B and C for example. Considering the SNP site, which is represented by node A, if it is a component of the set of the sites which have oriented edges from the node A, which means that it can be replaced, this SNP site is not a tagSNP and we can remove the node A as well as all the edges from it or to it from the graph. By contrast, if the SNP site, represented by node B, is not a component of the set of the sites which have directed edges from it, which means that this SNP site can not be replaced, we regard this SNP site as a candidate tagSNP. Hence, we have SNPscore ← SNPscore + 1. If the SNP site, represented by node C, does not have any relationship with the set the sites which have directed edges from it, we can conclude that the node C is unique and no other SNP sites can substitute it. Hence, it can be regarded as a candidate tagSNP. Specially, the node in G 1 which only has one edge with other nodes should not be selected. Finally, once an SNP site can be regarded as a tagSNP in all three graphs in terms of structure G 0 , G 1 and G 2 , we have SNPscore ≥ 1, which is the final tagSNP. The whole tagSNP selection algorithm is shown in Algorithm 2.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, we perform the performance evaluation of our proposed algorithm relying on real-world dataset.
Algorithm 2 tagSNP Selection
n ← the number of G j node 4: for i = 0 to n do 5: for k = 0 to n do 6: edgeWeight i ← DISTANCE (node i ,node k ) 7: nodeWeight i ← getNodeWeight (node i ,node k ) 8: end for 9: end for 10: SORT (nodeWeight i ) 11: for i = 0 to n do 12: for k = 0 to n do 13: X link,f ← set which has an oriented edge from X j,i
14:
if X j,i ⊃ X link,f then 15: SNPscore i ← SNPscore i + 1 16 :
remove the node i and its related edges from G j 18: Simulations are implemented by the MATLAB R2018a in a personal computer with Intel Core i7-4790 CPU including 3.6GHz and 8GB RAM. The dataset in our simulations are truncated from the 1000 Genomes Project dataset. Specifically, dataset 1 is from the genomes on the chromosome 13: 23551994-23552136, which includes 13 SNP sites. Dataset 2 is from the genomes on the chromosome 13: 23947562-23948200, containing 24 SNP sites. Moreover, dataset 3 is from the genomes on the chromosome 13: 99484338-99486883, which consist of 76 SNP sites. Dataset 4 is from the genomes on the chromosome 6: 133098746-133108745, including 299 SNP sites, and dataset 5 is from the genomes on the chromosome 6: 74123238-74161999, having 1104 SNP sites. All the datasets contain 2504 individuals.
First of all, we evaluate the performance of the data dimension reduction relying on the PCA algorithm parameterized by different number of SNP sites. As shown in Fig. 5 , each point represents an eigenvalue of the covariance matrix C. We show portray these eigenvalues in terms of a descending order. The value of the eigenvalue represents the data information in a new space. We select some of the largest eigenvectors as the principal components in the PCA algorithm. In Fig. 5 , we can conclude that the value of eigenvalues declines rapidly, which decides, to some degree, we are capable of reducing the dimension of the dataset. Meanwhile, the eigenvalue is close to zero after the 20th eigenvalue, and hence we reduce the dimension of the matrix A n×2504 into A n×20 .
As a toy example, we select three largest eigenvectors in Fig. 5 associated with our three principal components, and we show the corresponding population distributions in Fig. 6 , where the axis of x, y and z represent the first, the second and the third principal component of PCA, respectively. Individuals living in four different continents are demonstrated. We can find that individuals living in the same continent are clustered together. Our simulation results are consistent with the biological phenomena, i.e. the allopatric speciation. Hence, we can draw the conclusion that the PCA algorithm is efficient in analyzing the genetic data.
In the following, we calculate the similarity of the SNP sites based on the genetic datasets considered, which is calculated by the distance metrics proposed in Section III. As shown in Fig. 7 , we show the distance of each SNP site pair relying on the raw data. More explicity, we can conclude that the Euclidean distance function cannot beneficially distinguish the difference between different SNP site pairs, which means that if the Euclidean distance is used for clustering SNP sites, we may not obtain a superior result because most of SNP sites are categorized into the same cluster group. By contrast, the other three distance functions have more explicitly distinctive results.
Furthermore, we compare the performance of the distance between SNP site pairs relying on both raw data and preprocessed data calculated by four different clustering metrics, which is shown in Fig. 8 . As shown in Fig. 8 (a) and (d) , the distance performance calculated by both the Pearson correlation and the Tanimoto coefficient after the PCA algorithm with 20 principle components has a wrong tendency with that relying on the raw SNP sites. It means that the PCA algorithm may influence the result of distance calculated by the Pearson correlation and the Tanimoto coefficient. Fig. 8 (b) shows that the Euclidean distance cannot distinguish the difference between SNP site pairs relying on both raw data and the data preprocessed by PCA algorithms. However, as shown in Fig. 8 (c) , the distance calculated by the cosine similarity after PCA preprocessing has the same tendency with that relying on the raw SNP sites. Combining the results from both Fig. 7 and Fig. 8 , we select the cosine similarity as the metric for calculating the distance between SNP site pairs in our following simulations including clustering sites and tagSNP selection algorithm. As Fig. 9 (a)(b) shown, clustering SNP sites into small groups won't improve the efficiency of algorithms if the quantity of SNP sites is small due to similarity of SNP sites. The experiment results show that we get 112, 189, 162 and 212 tagSNPs when clustering these sites into 2, 3, 4 and 5 groups. So we get more tagSNPs than we use whole SNP sites directly. As Fig. 9 (c)(d) shown, we can cluster 20000 SNP sites into 5 and 6 groups. And cluster algorithm can reduce the whole process running time because of simplifying graph method. Fig.10 shows the number of candidate tagSNPs in different graph structures relying on our proposed tagSNP selection algorithm. The y axis of the histogram represents the number of candidate tagSNPs in each graph structure. we can see the number of candidate tagSNPs in the G 2 is the largest, because there are many special points as shown in Fig. 4 . These points do not have any edges connecting to the others, which means that no other points can stand for them, and hence they are selected as the candidate tagSNPs. By contrast, there are few candidate tagSNPs in graph G 0 , because in our SNP matrix A, most of the genotype elements are 0, indicating that there exists edges connecting to other points, they have common characteristics with other tagSNPs. For the performance comparison in terms of the number of candidate tagSNPs. This paper shows that our algorithm can select fewer tagSNPs than traditional method. Here we choose the authoritative software Haploview as the comparison results. As shown in Fig. 11 , based on dataset 1, dataset 2 and dataset 3, the number of tagSNPs selected by our proposed algorithm is close to that selected by Haploview. However, relying on dataset 4 and dataset 5, the number of candidate tagSNPs selected by our proposed algorithm is much fewer than that by Haploview. Specifically, based on dataset 4, Haploview selects almost 76% SNP sites as tagSNPs, while we only use 11% SNP sites for representation. Similarly, relying on dataset 5, Haploview selects 12.3% SNP sites acting as the tagSNPs, while we choose 7.8% SNP sites.
There are several prediction algorithms for predicting SNPs relying on tagSNPs, such as STAMPA [3] and SVM [21] . In [21] , He and Zelikovsky utilized the SVM algorithm for predicting SNPs, which yielded a high accuracy rate in comparison to the multiple linear regression (MLR) method and the STAMPA algorithm. In this paper, given the advantage of SVM method in SNP prediction, we also use SVM algorithm to show the effectiveness of our SNP prediction algorithm. More specifically, the tagSNPs selected by our proposed tagSNP selection algorithm are acted as training data, and the un-tagSNPs are used for testing. We try to predict a single individual genotype of those un-tagSNPs and compare the predicted value with the true value. The prediction accuracy rate of our proposed tagSNP selection algorithm is shown in TABLE. 2. The result shows that the tagSNPs we select can be used to predict unknown SNP genotype.
VI. CONCLUSIONS
In this paper, we propose an efficient tagSNPs selection method based on big data mining techniques. The PCA based algorithm reduces the dimension of the raw gene data, which improves both the efficiency and the accuracy of SNP site clustering. Furthermore, our tagSNPs selection algorithm based on oriented graphs extracts key tagSNPs relying on defined node priority. Experiments on 1000 Genomes Project dataset verify the effectiveness and efficiency of our designed SNP classifier. In our future research, we would like to develop a software for biologists to accelerate the process of selecting tagSNPs, which is beneficial in terms of both diagnosing genetic diseases as well as of reducing the cost of medical research.
