D-optimal (0,1)-weighing designs for eight objects  by Neubauer, Michael G. & Pace, Richard G.
Linear Algebra and its Applications 432 (2010) 2634–2657
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
D-optimal (0, 1)-weighing designs for eight objects
Michael G. Neubauer a, Richard G. Pace b ,∗
a Department of Mathematics, California State University Northridge, 18111 Nordhoff Street, Northridge,
CA 91330-8313, United States
b IBM Corporation, 30501 Agoura Road, Suite 100, Agoura Hills, CA 91301-4323, United States
A R T I C L E I N F O A B S T R A C T
Article history:
Received 18 September 2009
Accepted 4 December 2009
Available online 12 January 2010
Submitted by R.A. Brualdi
AMS classiﬁcation:
Primary: 62K05, 65F40
Secondary: 05B30, 15A15, 05C07
Keywords:
D-optimal design
DETMAX
Weighing design
Threshold graph
Let G(m, n) = max{detWTW|W ∈ Mm,n(0, 1)}. A matrix W ∈
Mm,n(0, 1) with detW
TW = G(m, n) is called D-optimal. Here
we determine G(m, 8) for m large with the help of a varia-
tion of Mitchell’s DETMAX algorithm, and describe the D-optimal
examples.
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1. Introduction
Classical weighing designs consider the one-pan scale, aka spring balance. The goal is to determine
the weights of n objects in a given number of weighings. In a perfect world we would simply put each
object on the scale one at a time and read off the weight of the object. Real life is less than perfect and
each scale will give us only an estimate wˆi of the actual weight wi of the ith object, the error  given
by  = wˆi − wi. In the presence of errors it is advantageous to weigh objects together and then use
standard least square techniques to get estimates on the weights of the individual objects from the
estimates of sums of the weights of certain collections of objects. The estimates of the weights of the
individual objects thus obtained are better—a notion made more precise below—than the estimates
from the naive approach of weighing each object by itself.
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If we weigh n objects inm nweighings in the one-pan setting we can encode the weighings in an
m × n design matrixW = (wij), wherewij = 1 if object j is included in the i-th weighing andwij = 0
otherwise. For example the vector
(0, 1, 1, 0, 1, 0, 1, 1)
encodes a weighing of eight objects that includes objects 2, 3, 5, 7, and 8 but does not include objects
1, 4, and 6. Thus in this weighing we would obtain an estimate for w2 + w3 + w5 + w7 + w8.
The idea of weighing designs goes back to the work of Mood [1] and Hotelling [2] and a nice
introduction to this set of ideas is [3].
Obviously we would like to choose a design that is best with respect to some criterion. Several
criteria have been proposed to measure the quality of design. For example, we say W ∈ Mm,n(0, 1)
is A-optimal if trace(WTW)−1 is minimal, we say W is D-optimal if detWTW is maximal, and we
sayW is E-optimal if the minimal eigenvalue of WTW is maximal. Under certain assumptions on the
distribution of the error, an A-optimal designminimizes themean square error of the estimators of the
weights, a D-optimal design yields the smallest conﬁdence region for the estimators of the weights,
and an E-optimal design minimizes the maximal error of a single estimator. See [4] for details. While
optimality with respect to one criteria usually ensures reasonable performance with respect to other
criteria, in general the optimal examples are different for different criteria. See [5,6] to compare the
E-optimal and D-optimal cases for n ≡ 3 mod 4.
The question arises of how canweprove that a certainmatrix is optimalwith respect to one of these
criteria. All known proofs work by starting with a suitable set of purported maximal examples which
serves as the yard stick for comparisonswith all other examples. This shifts the problem to ﬁnding a set
of purportedmaximal examples.Not all that surprisingly, in some instances,well-knownconstructions
fromcombinatorial design theory yield optimal examples via straightforward arguments. In particular,
when a Hadamard design exists it often can be used to generate inﬁnite families of optimal examples
for certain values of n. See [7,8] for details. However, in general there is no known combinatorial
construction that provides suitable examples for arbitrary pairs (m, n). This is where experimental
investigation comes into the mix. To generate good examples with respect to some criterion we need
to have algorithms that can do the job. In this paper we are interested in the D-optimal criterion and
we restrict the discussion now to this case.
Our point of departure for this paper is the intriguing set of conjectured D-optimal examples for
n = 8 objects listed in Theorem6.7 of [9]. In fact [9], lists examples only for even number ofweighings,
omitting some small even cases. We ﬁrst became interested in closing the gap left by the odd cases.
Hudelson et al. [9] mentions that they generated examples using “randomized, repeated hill-climbing
searches” without specifying the speciﬁc nature of algorithm they used. So the ﬁrst order of business
was to ﬁnd an efﬁcient, reliable algorithm (see Section 2) to generate examples. We use a variation of
Mitchell’s exchange algorithm. The algorithm can be described as follows:
1. start with a random (0, 1)-matrix X of sizem × n and calculate det XTX;
2. ﬁnd the set S of all (0, 1)-matrices of size (m + 1) × n that contain X as a submatrix;
3. in S ﬁnd the set S′ of matrices Y with det YTY maximal;
4. ﬁnd the set T of allm × n submatrices of all matrices in S′;
5. in T ﬁnd the set T ′ of matrices X′ with det X′TX′ maximal;
6. repeat the algorithm with all matrices in T ′;
7. stop when the value of det X′TX′ in step 5 is not larger than the value of det XTX in step 1.
Since the starting matrix X is automatically a member of the set T in step 4 we are guaranteed that
the value of det XTX does not decrease. In Section 2 we describe in more detail the algorithm with an
example.
This algorithm performed very well. Not only were we able to verify the examples for even m
described in [9] but in addition we ﬁlled in the casesm = 20, 22, 24, and 26. This gave us reassurance
that the algorithm was reliable. We then extended our search to the case of oddm and found suitable
examples.
Theorem 1.1 summarizes the results of our efforts. Deﬁne
G(m, n) = max{detWTW|W ∈ Mm,n(0, 1)}.
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Theorem 1.1. Let m = 18t + r, 0 r < 18. There exists a t0 such that for all t  t0 and 0 r < 18
G(18t + r, 8) = Lr(t), (1.1)
where
L0(t) = (5t)7(45t),
L2(t) = (5t)3(5t + 1)4(45t + 4),
L4(t) = (5t + 1)7(45t + 17),
L6(t) = (5t + 1)2(5t + 2)5(45t + 12),
L8(t) = (5t + 2)6(5t + 3)(45t + 25),
L10(t) = (5t + 2)(5t + 3)6(45t + 20),
L12(t) = (5t + 3)5(5t + 4)2(45t + 33),
L14(t) = (5t + 4)7(45t + 28),
L16(t) = (5t + 5)3(5t + 4)4(45t + 41),
and
L1(t) = (5t)5(5t + 1)
(
225t2 + 55t − 6
)
,
L3(t) = (5t + 1)5
(
1125t3 + 375t2 − 20t − 4
)
,
L5(t) = (5t + 1)4(5t + 2)
(
1125t3 + 1150t2 + 340t + 26
)
,
L7(t) = (5t + 2)6
(
225t2 + 160t + 16
)
,
L9(t) = (5t + 2)3(5t + 3)2
(
1125t3 + 1800t2 + 905t + 142
)
,
L11(t) = (5t + 3)6
(
225t2 + 290t + 81
)
,
L13(t) = (5t + 3)(5t + 4)4
(
1125t3 + 2225t2 + 1415t + 289
)
,
L15(t) = (5t + 4)5
(
1125t3 + 3000t2 + 2605t + 734
)
,
L17(t) = (5t + 5)5(5t + 4)
(
225t2 + 395t + 164
)
.
Our proof of Theorem 1.1 proceeds along a well-trodden path: speciﬁcally, use a purported
D-optimal example X0 ∈ Mm,n(0, 1) and then prove that for any other example X1 ∈ Mm,n(0, 1) we
have det XT1X1  det X
T
0X0. In Section 3 we give the actual examples. Sections 2 and 3 rely heavily on
[10]. In Section 4 we introduce the notion of reduced, balanced design and show that the structure of
D-optimalW is restricted. We also show that the problem breaks down into 18 subproblems, one for
each congruence class ofmmodulo 18. In Section 5 we use an inequality on detWTW which involves
the normofWTW to restrict the structure ofWTW . In particular,we show that the D-optimal problem
for each of the congruence classes ofmmodulo 18 is a ﬁnite problem. As a consequence, it follows that
for large t the maximum G(18t + r, 8) is a polynomial of degree 8. Finally, in Section 6 we use some
results from graph theory to ﬁnish off the problem.
We close this section with a few comments. First, determining the values of G(m, n) for a given n
and all m n is a very hard problem. In particular, it includes the square case, m = n, which is the
notoriously hard Hadamard determinant problem (see [11]). So it is not surprising that our results
have an asymptotic nature. Furthermore, it is known (see [12]) that the D-optimal square example
m = n = 8 is not balanced (see Section 4) and hence does not ﬁt into our family of examples.
Secondly, there is a parallel theory for the two-pan scale setting. In the two-pan setting the design
is encoded in a (±1)-matrix in the obvious way. The theory of D-optimal ±1 design is much more
developed due to the efforts of Galil and Kiefer [13,14].
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Finally, we mention that the reference [9] provides a wonderful survey of the history of the (0, 1)
D-optimal problem. We recommend it highly to the reader. In it the values for G(m, 2) and G(m, 3)
are proved. For n = 4, 5, 6, 7 and several other values of n [9], gives conjectures on G(m, n). For
n = 4, 5, 6, 7 the conjectured values were shown to be correct in [15–17]. Theorem 1 of [8] gives
a reason why the congruence class of n modulo 4 is important. This is not surprising as we already
know this to be so in the square case. In general, for ﬁxed n the values of G(m, n) are given as a set
of polynomials in t, one for each congruence class of n modulo c where c = n when n ≡ 3 mod 4,
c = n + 1 when n ≡ 2 mod 4, c = 2n when n ≡ 1 mod 4, and c = 2(n + 1) when n ≡ 0 mod 4. As
can be observed from reading [7,15,16,6], the proof techniques used to ﬁnd G(m, n) vary signiﬁcantly
depending on the congruence class of nmodulo 4. The case n ≡ 3 mod 4 is the most well understood
at this point. Abrego et al. [18] shows that for n ≡ 3 mod 4 the problem of ﬁnding D-optimal designs
form  n is equivalent to ﬁnding certain regular, trace-minimal graphs.
2. Finding D-optimal designs
While [9] provides the candidates for even m we had to come up with a way to generate our
purported D-optimal for oddm at least. Obviously, the problem of ﬁnding G(m, n) forW ∈ Mm,n(0, 1)
is computationally exhausting. The complexity grows very quickly as the dimensions increase. For
example, there are 28
18
> 2.23 × 1043 possible matrices inM18,8(0, 1). Even with today’s processing
speeds of 2.5 GHz and higher, it would take trillions and trillions of years to calculate the determinants
of allWTW matrices.
As an alternative to an exhaustive search for optimum designs, several algorithms were devel-
oped. In the late 1960s and early 1970s, there were primarily two algorithms used for constructing
D-optimal designs. The ﬁrst one is due to Federov [19] and Van Schalkwyk (1971, as cited in [20]).
The second is due to Wynn [21] and Mitchell and Miller (1970, as cited in [20]). Both algorithms are
characterized as exchange algorithms; their difference lay in the manner in which they each choose
to add or subtract design points. In an exchange algorithm, we start with an arbitrarym-point design.
New design points taken from the design space are added in exchange for existing design points such
that detWTW increases. This is carried out until no more increase is realized. However, in Mitchell’s
words [22].
The bane of any D-optimization algorithm is the high probability of getting trapped at a local
maximum.
Hence, neither algorithm guarantees D-optimality.
A few years later, Mitchell modiﬁed the Mitchell–Miller algorithm to perform what he called
“excursions”, whereby more than 1 design point may be added at each iteration [22]. This version
of the algorithm he called DETMAX. Variations of DETMAX and its derivatives can be found today in
such popular programs as SAS, Minitab, and JMP. For the interested reader [20,23] provide a detailed
comparison of these algorithms and some derivatives.
We illustrate an exchange algorithm with a simple example. Pick a starter matrix from the search
space. This could be a randomly generatedmatrix in the search space. Supposewe startwith thematrix
W0 =
⎛
⎜⎜⎝
1 0 0
1 0 1
1 1 1
0 1 1
⎞
⎟⎟⎠ . (2.1)
The determinant of the Gram matrix of W is detWTW = 3. The exchange algorithm proceeds by
adding a row to W to obtain a 5 × 3 W0 matrix such that detWT0W0 is maximized. There are seven
possible candidate design points, or rows, that we can add to W0, namely {0, 0, 1}, {0, 1, 0}, {0, 1, 1},{1, 0, 0}, {1, 0, 1}, {1, 1, 0}, {1, 1, 1}. Obviously, adding the zero row {0, 0, 0} does not do us any good.
The row that results in the largest determinant of W
T
0W0 is {1, 1, 0}, which gives detWT0W0 = 12
and
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W0 =
⎛
⎜⎜⎜⎜⎝
1 0 0
1 0 1
1 1 1
0 1 1
1 1 0
⎞
⎟⎟⎟⎟⎠ . (2.2)
Nowwewant to remove a row fromW0 in order to get back to a 4 × 3 design matrix,W1. The rowwe
remove should be the row that results in the smallest decrease in determinant value from12. Removing
the ﬁrst row fromW0 gives detW
T
1W1 = 7. Continuing in like fashion for rows two through four, we
get Gram determinant values of, respectively, 6, 7, and 5. So removing either of row one or row three
fromW0 increases the Gram determinant to 7, with the resulting matrixW1 being either⎛
⎜⎜⎝
1 0 1
1 1 1
0 1 1
1 1 0
⎞
⎟⎟⎠ or
⎛
⎜⎜⎝
1 0 0
1 0 1
0 1 1
1 1 0
⎞
⎟⎟⎠ . (2.3)
This completes one iteration of the algorithm and the next iteration starts with one (or both) of the
choices for W1. We proceed in this fashion until after n iterations we end up with a matrix Wn such
that detWTnWn = detWTn+1Wn+1. This process guarantees that we end up at a local maximum of the
search space with respect to our particular target function. Repeating the algorithm with a different
starter matrix will yield a (possibly) different local maximum.
While the process above essentially describes our algorithm some of the details differ. For example
in our implementation we restrict our search to balanced designs as will be explained later. Secondly,
we found that we got better results when the algorithm added more than one new design point, but
insteadworkedwith adding twonewdesignpoints insteadof just one.Of course,we then also removed
two design points in the second part of the algorithm. We refer to our algorithm as described in this
paragraph as dopt.
3. The maximal examples
Before we can state our results we introduce some notation. The identity matrix of dimension 8 is
denoted by I, the all ones square matrix of dimension 8 is denoted by J, and the partial identity matrix
with ones in the ﬁrst p diagonal entries and zeroes in the last 8 − p diagonal entries is denoted by I[p].
3.1. Even examples for Wm, m 18
Theorem 6.7 of [9] gives results for G(m, 8) and even m ∈ {18, 28, 30, 32, . . .}. The dopt program
veriﬁed these results and, additionally, found examples for m = 20, 22, 24, 26. This was a pleasant
surprise as it provided additional validation for the algorithm and completed the list of even examples
for G(m, 8) andm 18 in [9]. Let
R2k = 5k/9(I + J) + I[5k mod 9].
Theorem 3.1. Writem = 18t + r. For any integer t  1 and any r ∈ {0, 2, 4, 6, 8, 10, 12, 14, 16} there exist
matrices W18t+r ∈ M18t+r,8(0, 1) with
WT18t+rW18t+r = 5t(I + J) + Rr . (3.1)
Consequently,
detWT18t+rW18t+r = Lr(t) (3.2)
and furthermore
G(18t + 2k, 8) Lr(t). (3.3)
To prove Theorem 3.1 all we have to do is produce families of matrices W18t+r ∈ M18t+r,8(0, 1),
such that detWT18t+rW18t+r = Lr(t), for r ∈ {0, 2, 4, 6, 8, 10, 12, 14, 16} and all t  1.
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Proof. Consider the following (0, 1) matrices:
WT18 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0
1 1 0 0 0 1 1 1 0 0 1 1 1 0 0 1 1 0
0 0 1 1 0 1 0 0 1 1 1 1 1 0 0 1 0 1
0 0 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 0
1 0 0 0 1 1 1 0 1 0 0 1 0 1 1 1 0 1
0 1 0 0 1 0 0 1 1 1 1 1 0 1 0 0 1 1
0 1 1 0 0 1 1 0 0 1 0 0 1 1 1 0 1 1
1 0 0 1 1 0 0 1 0 1 0 0 1 0 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT20 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1 0 0 0
1 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 0
1 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 1 0 0 0
0 1 1 0 0 1 0 1 1 1 1 0 0 1 1 0 0 1 0 1
0 0 0 1 1 0 1 1 1 0 0 1 1 1 1 0 0 0 1 1
0 0 1 1 0 0 1 0 0 1 0 0 0 1 0 1 1 1 1 1
1 0 0 0 1 0 0 0 1 0 1 0 0 0 1 1 1 1 1 1
0 1 0 0 0 1 0 1 0 0 0 1 1 0 0 1 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT22 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 1 1 0 1 1 0 1 1 1 1 0 0
1 1 1 0 1 1 0 0 0 0 0 0 1 0 0 1 1 1 1 0 1 1
1 0 0 0 1 0 1 1 1 0 1 0 0 1 0 0 1 1 0 1 1 1
y0 1 0 0 0 1 1 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1
0 0 1 0 0 0 0 1 1 1 1 0 1 0 1 1 1 0 1 1 1 0
0 0 0 1 1 0 0 1 0 1 0 1 1 1 0 1 0 1 1 1 0 1
0 0 0 1 0 1 1 0 1 1 0 1 0 0 1 0 1 1 1 0 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT24 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0
1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 1 0 0 1 1 0
1 1 0 0 0 1 1 1 0 0 1 1 1 0 0 1 1 0 0 1 0 1 0 1
0 0 1 0 0 1 1 0 1 1 1 1 0 1 0 1 0 1 0 0 1 1 1 0
0 0 0 1 0 1 0 1 1 0 1 0 1 1 1 0 1 1 1 0 1 0 0 1
1 0 1 0 1 0 0 0 1 1 0 0 1 0 1 1 1 1 0 1 0 0 1 1
0 1 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 1 1 1 1 1 1 1
0 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 1 1 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT26 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
0 0 0 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 0 0 0 1 1 0 1
0 0 0 0 1 1 1 1 1 0 0 1 0 0 1 0 1 1 0 0 1 1 1 1 1 0
1 0 0 0 1 0 0 0 0 1 1 1 1 0 1 0 1 0 1 1 1 1 0 0 1 1
0 1 1 0 0 1 1 1 0 0 0 0 1 0 0 1 0 0 1 1 1 1 1 0 1 1
0 1 0 1 0 1 0 0 0 1 0 0 0 1 1 1 1 1 0 1 1 0 0 1 1 1
1 0 1 0 1 0 0 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 1 1 1 1
1 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1 0 1 1 1 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT28 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 0 0 1 1 0
1 0 0 0 0 1 1 1 1 0 0 1 1 1 1 1 0 1 0 0 0 0 0 1 1 1 0 1
0 1 0 0 1 0 1 0 1 0 1 0 0 1 1 0 1 0 1 1 1 0 1 0 1 1 0 1
1 0 1 1 0 0 1 0 0 1 0 0 0 1 1 0 0 1 1 1 1 1 0 1 0 0 1 1
0 0 1 0 1 0 0 1 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 1 1 1 1 0
0 0 0 1 0 1 0 1 1 0 1 0 1 0 0 1 1 1 0 1 1 1 1 0 0 0 1 1
0 1 0 0 0 1 0 0 0 1 0 1 1 0 0 0 0 0 1 1 0 1 1 1 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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WT30 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0 1 1 0 1
1 1 1 0 0 1 1 1 0 0 0 0 1 1 0 1 1 1 1 1 0 0 1 0 1 1 0 0 0 1
1 1 1 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 1 1 1 1 1 0
1 0 0 1 0 0 1 0 1 1 0 0 0 0 0 1 1 1 0 0 1 1 0 1 1 1 1 0 1 1
0 1 0 0 0 1 0 1 1 0 1 0 0 0 1 0 0 1 1 0 1 0 1 1 1 1 1 1 1 0
0 0 1 0 0 0 0 1 0 1 1 1 1 0 0 1 0 0 1 1 0 1 0 1 0 1 1 1 1 1
0 0 0 0 1 0 1 0 0 0 0 1 0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT32 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0
1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1 0 0 0 1 1 1
1 0 0 0 0 0 1 1 1 0 0 0 1 1 1 1 1 0 1 1 1 0 0 0 1 0 1 1 1 1 0 0
0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 1 0 0 1 1 1 1 0 1 1 0 1 1 0
0 1 0 1 1 0 1 1 0 1 0 0 0 0 0 1 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 1
1 0 0 1 0 0 1 0 1 0 1 1 0 0 0 0 1 1 1 1 0 1 1 0 0 1 1 0 0 1 1 1
0 0 1 0 0 1 0 0 1 1 1 0 1 0 0 1 0 1 1 1 1 0 0 1 0 1 0 1 1 0 1 1
0 0 0 0 1 1 0 1 0 0 0 1 0 1 1 0 1 1 0 0 1 1 1 1 0 1 1 1 1 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and WT34 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 0 0 0 0
1 0 0 0 0 1 1 1 1 1 0 0 0 1 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 1 1 0 0
1 1 1 0 0 1 1 1 0 0 1 1 0 1 1 0 0 0 0 1 1 1 0 1 0 0 0 0 0 1 1 1 1 1
0 1 0 0 0 1 0 0 0 0 1 0 1 0 0 1 1 1 0 1 1 0 1 0 1 1 1 1 0 0 1 1 1 1
0 0 1 1 0 0 1 0 1 0 0 0 1 1 0 0 0 0 1 1 0 1 0 0 1 1 1 1 1 1 1 0 1 1
0 0 0 0 1 0 0 0 1 1 1 1 1 0 1 1 0 0 1 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 1 0 0 1 0 1 0 1 0 0 0 0 1 1 0 0 1 1 0 1 0 1 1 1 1 1 0 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It follows that WT18+rW18+r = 5(I + J) + Rr for r ∈ {0, 2, 4, 6, 8, 10, 12, 14, 16}. Calculating the deter-
minant in each case conﬁrms the theorem for all even m, 18m < 36. For m = 18t + r  36, stack
(t − 1) copies ofW18, denoted by (t − 1) ∗ W18, with the correct copy ofW18+r . For example,
W18t+4 =
[
(t − 1) ∗ W18
W22
]
and W18t+10 =
[
(t − 1) ∗ W18
W28.
]
.
It is straightforward to show that for all r ∈ {0, 2, 4, 6, 8, 10, 12, 14, 16} we have
WT18t+rW18t+r = 5t(I + J) + Rr
and hence
detWT18t+rW18t+r = Lr(t). 
3.2. Odd examples for Wm, m 19
The families for oddm are a bit messier. Let
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 1 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 1 1 1 1 1 1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
R1 = I[3] + B
R3 = I[7] + C
R5 = (I + J) + I[4] + B
R7 = 2(I + J) − C
R9 = 2(I + J) + I[5] + B
R11 = 3(I + J) − B
R13 = 3(I + J) + I[7] − I[2] + C
R15 = 4(I + J) + I[2] + B
R17 = 4(I + J) + I[7] − I[1] + C.
Theorem 3.2. Writem = 18t + r. For any integer t  1 andany r ∈ {1, 3, 5, 7, 9, 11, 13, 15, 17} there exist
matrices W18t+r ∈ M18t+r,8(0, 1) with
WT18t+rW18t+r = 5t(I + J) + Rr . (3.4)
Consequently,
detWT18t+rW18t+r = Lr(t) (3.5)
and furthermore
G(18t + 2k, 8) Lr(t). (3.6)
The proof of Theorem 3.2 is similar that of Theorem 3.1. That is, we produce families of matrices
W18t+r such that detWT18t+rW18t+r = Lr(t), for r ∈ {1, 3, 5, 7, 9, 11, 13, 15, 17} and all t  1. As for the
even case, we ﬁrst produce our starter matrices form odd, 19m 35.
Proof. Consider the following (0, 1) matrices:
WT19 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 0 0 0 0 1 1 1 0 1 1 0 1 1 0 0
1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0 1 1 1 1 1 0 0 0 0 1 1
0 0 1 0 1 0 1 0 1 0 0 1 1 0 1 1 1 1 0
0 0 1 0 1 0 0 1 0 1 1 0 0 1 1 1 0 1 1
1 0 0 0 0 1 0 1 1 0 0 1 0 1 1 1 1 0 1
0 1 0 1 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1
0 0 0 1 0 1 1 1 0 0 1 0 1 0 0 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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WT21 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 1 0 1 1 1 1 1 1 0 0 1 0 0 1 0 1
1 0 1 1 1 0 0 0 1 0 1 1 0 0 0 1 0 1 0 1 1
1 0 1 0 0 1 1 0 0 0 1 1 1 0 1 0 1 1 1 0 0
0 0 0 1 1 0 1 1 1 1 1 0 0 0 1 0 1 0 1 1 0
1 0 0 1 0 1 0 1 0 1 0 0 1 1 1 0 0 1 0 1 1
1 1 1 0 1 1 0 1 0 0 0 0 0 1 0 1 1 0 1 1 0
0 1 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 1 0 0 1
0 1 0 1 0 0 1 0 0 0 0 1 0 1 1 1 1 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT23 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 1 1 0 0 1 1 1 0
1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 0 0 0 0
1 1 0 0 0 1 1 0 0 1 1 1 1 1 0 0 0 1 1 1 1 0 0
0 0 1 1 0 1 1 1 0 1 1 0 1 1 1 1 0 0 0 0 0 1 1
1 0 1 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 1 1 1 1
0 1 0 0 0 0 0 0 1 1 0 1 1 0 1 1 1 1 1 0 0 1 1
0 0 0 0 1 1 0 0 1 0 1 0 0 1 1 1 1 0 1 1 1 0 1
0 0 0 1 1 0 1 1 0 0 0 1 0 0 1 0 0 1 1 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT25 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 1 1 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 1 1 1
0 0 1 1 0 1 1 0 0 1 1 0 1 0 1 0 1 1 0 0 1 1 0 1 1
0 1 0 1 0 0 1 0 0 1 0 1 1 1 1 1 0 1 1 1 0 0 1 1 0
1 1 1 0 1 0 0 0 1 1 0 0 1 1 0 1 1 1 0 0 0 1 1 0 1
1 1 0 0 0 1 0 1 0 0 1 1 0 1 1 1 1 0 0 0 1 0 1 1 1
1 0 1 1 1 0 0 0 1 0 1 1 0 0 1 1 0 0 1 1 0 1 0 1 1
1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT27 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0 0 1 1 0 0 0 1 1 1 1
1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0
1 1 1 0 0 0 1 0 0 0 1 1 0 1 1 1 1 0 1 0 1 1 0 1 1 0 0
0 0 0 1 1 0 1 1 1 0 1 0 1 1 1 1 0 1 1 0 1 0 0 0 0 1 1
1 0 0 0 0 1 0 1 1 1 1 1 0 1 1 0 1 1 0 1 0 0 1 1 0 1 0
0 1 0 1 0 0 0 0 0 1 0 0 0 1 0 1 1 1 1 1 0 1 1 0 1 1 1
0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 0 1 1 1 1 1 1 1
0 0 0 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 0 1 1 1 1 1 1 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT29 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0 0 1 1 0 0 0 0 0 1 1 1 1 0
1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0
1 0 0 0 0 1 1 0 0 1 1 1 1 0 1 1 0 1 0 1 1 1 1 0 1 0 0 0 1
0 1 1 0 0 1 1 0 0 1 0 0 0 1 1 0 1 0 1 1 1 1 0 0 0 1 1 1 1
0 1 0 0 0 1 0 1 1 0 1 1 0 1 0 1 0 0 1 1 0 0 1 1 1 1 1 0 1
1 0 0 1 0 0 0 1 0 0 1 0 0 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1 0
0 0 1 0 1 0 0 1 1 0 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 1 0 1 1
0 0 0 1 1 0 1 0 1 1 0 0 1 0 0 1 1 0 1 0 0 1 1 1 1 0 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
WT31 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0 1 1 0 1 1 1 0 0 1 0 0 0 0 0 1 1 1 0 1 1 0 1 1 0 1 1
0 1 0 1 0 0 0 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0
0 1 0 0 1 1 0 1 0 0 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1 0 0 0 0 1 1
1 0 0 1 1 0 0 0 1 0 1 1 1 1 0 1 0 0 1 1 0 0 0 1 0 1 1 1 1 0 1
1 1 1 0 0 1 1 0 0 0 0 1 0 1 1 1 1 0 1 0 1 0 1 0 0 0 0 1 1 1 1
1 0 0 1 0 1 0 1 1 1 0 0 1 1 1 0 1 1 0 0 1 0 1 0 1 1 1 0 0 0 1
1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 1 1 1 0
0 0 1 0 1 0 1 1 0 1 0 1 1 0 0 1 1 0 1 0 1 1 1 1 1 1 1 0 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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WT33 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 0 0
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 1 1 0 0 0 1 1 0 0 1 1 0 1 1 0 1 1 1 0 1 1 1 1 0 1 0
1 0 1 0 0 0 0 0 0 1 1 0 1 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 0 0 1 1 1
0 0 1 1 1 0 0 1 1 0 0 0 0 0 1 0 1 1 1 0 0 1 1 0 1 1 0 1 1 1 1 0 1
0 0 0 0 0 1 1 1 0 1 0 1 1 0 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 0 1 1 1
0 0 0 1 0 1 0 0 1 1 1 1 0 0 1 1 0 1 0 1 0 0 0 1 0 1 1 1 1 1 0 1 1
0 1 0 0 1 0 1 0 0 0 1 1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 1 0 0 1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and WT35 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 1 0 0 1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 1 1 0 1 1 1 1 1 1 0
1 0 0 0 0 0 1 0 0 0 0 1 0 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0 0 1 0 1
1 0 0 0 1 1 0 1 1 0 1 1 1 1 0 0 0 1 0 0 1 0 1 1 1 1 1 0 0 0 1 1 0 1 0
1 1 0 1 1 0 0 1 1 0 0 1 1 0 1 1 1 0 1 0 0 0 0 0 1 0 0 0 1 1 0 1 1 1 1
0 1 0 1 1 1 1 0 0 1 1 1 0 1 0 1 0 1 0 1 0 0 0 1 0 1 0 1 1 0 0 0 1 1 1
0 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 0 1 1 1 1 0
0 0 1 1 1 1 1 0 1 1 1 0 0 0 0 0 1 0 1 0 0 1 1 1 1 0 0 1 0 1 1 1 0 0 1
1 1 1 0 0 0 0 0 1 1 1 0 1 0 1 1 0 0 0 1 1 0 0 1 1 1 1 1 1 1 1 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For all r ∈ {1, 3, 5, 7, 9, 11, 13, 15, 17} we have WT18+rW18+r = 5(I + J) + Rr . To generate the families
W18t+r proceed as in the even case above. For example,
W18t+5 =
[
(t − 1) ∗ W18
W23
]
. (3.7)
It is straightforward to show that for all r ∈ {1, 3, 5, 7, 9, 11, 13, 15, 17} we have
WT18t+rW18t+r = 5t(I + J) + Rr
and hence
detWT18t+rW18t+r = Lr(t). 
4. Balanced designs and a ﬁrst bound on G(18t + r, 8)
In Section 3, a vertical line divides each example matrixWTm such that columns with 4 ones appear
to the left and columns with 5 ones appear to the right. The discussion in Chapter 3 intimated that
the dopt program constructed the example matrices using only rows containing 4 or 5 ones. This is
justiﬁed by the next result.
Theorem 4.1 [8]. There exists an integer m0 such that for all mm0 the rows of every D-optimal design
W ∈ Mm,8(0, 1) have exactly 4 entries equal to 1 or exactly 5 entries equal to 1.
We note here that in Proposition 4.1 we show thatm0 = 36works. Based on Theorem 4.1 wemake
the following deﬁnition.
Deﬁnition 4.1. Wecall amatrixWm,8 ∈ Mm,8(0, 1) balanced if all of its rows contain either exactly four
ones or exactly ﬁve ones. Denote the set of balanced matrices inMm,8(0, 1) by B(m).
Now that we can restrict our attention to balanced matrices W ∈ B(m), we note that W18 has 10
rowswith exactly 4 ones and 8 rowswith exactly 5 ones and our examples involve at least t − 1 copies
of W18. So the ratio of rows with 4 ones to rows with 5 ones in our purported D-optimal examples is
approximately 10 : 8. We now show that has to be the case. Deﬁne k4(W) = k4 = 10t + s to denote
the number rows ofW with exactly 4 ones and k5(W) = k5 = 8t + r − s to denote the number rows
ofW with exactly 5 ones. We want to place some bounds on s from above and below.
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This involves studying operations on W that leave detWTW invariant. D-optimal matrices are
not unique. Obviously, any permutation of the rows and/or columns of a D-optimal matrix results in
another D-optimal matrix. There is yet another, less obvious, operation on anymatrixW ∈ Mm,n(0, 1),
which preserves the determinant of WTW . After suitable row permutations we may assume that the
ﬁrst column ofW is
(1, . . . , 1, 0, . . . , 0)T .
Now multiply the ﬁrst column of W by −1 and add it to each of the other columns. The resulting
matrix W1 is a matrix whose ﬁrst k rows are (−1, 0) vectors while the other rows are (0, 1) vectors.
Finally, multiply the ﬁrst k rows ofW1 by−1. The resulting matrixW2 is a (0, 1)matrix. Furthermore,
W2 = DW F where D is a diagonal (−1, 1) matrix and F is an upper triangular matrix with 1s on the
diagonal. Hence detWT2W2 = detWTW , i.e.,W2 is D-optimal if and only ifW is. For example, if
(1, 0, 0, 1, 0, 1, 1, 0)
is a row ofW then
(1, 1, 1, 0, 1, 0, 0, 1)
is a row of W2 after we apply the described operation. Note that we started with a row of W with
exactly 4 ones. That row was transformed into a row with exactly 5 ones. Similarly, a row with 5 ones
and ﬁrst entry equal to one will be transformed into a rowwith 4 ones. Had the ﬁrst entry been a zero
the transformationwould have left the rowunchanged. This operation togetherwith the permutations
of rows and columns ofW generate a group that we denote by G suppressing its dependence onm and
n, which will be clear from the context.
Deﬁne
F =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 −1 −1 −1 −1 −1 −1 −1
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In matrix terms the operation described above on a (0, 1)-matrixW means that we right multiplyW
by F and left multiply W by a (±1) diagonal matrix D. This changes WTW into FT (WTW)F . In partic-
ular, we can show that the matrices B and C deﬁned in 3.2 are connected in this way. First apply
the similarity that interchanges the ﬁrst and second rows and columns of B and obtain B′. Then
FTB′F = −C.
Furthermore we use this operation to put restrictions on the structure of W . Let ai denote the
number of rows with exactly 4 ones and with a one in column i. Let bi be the number of rows with
exactly 5 ones and with a one in column i. Assume that for some i we have ai < bi. If necessary, we
can interchange columns and rows ofW so that i = 1, with the result that the ﬁrst column ofW is
(1, . . . , 1︸ ︷︷ ︸
ai
, 0, . . . , 0︸ ︷︷ ︸
k4−ai
, 1, . . . , 1︸ ︷︷ ︸
bi
, 0, . . . , 0︸ ︷︷ ︸
k5−bi
)T . (4.1)
Now ifwe apply the operation described above and call the resultingmatrixW ′, we obtain a′1 = b1 and
b′1 = a1. Hence, a′1 > b′1, and k′5 = k5 − b1 + a1 < k5 and k′4 = k4 − a1 + b1 > k4.We can continue
this process for as long as we have ai < bi for some i. After some ﬁnite number of iterations, we have
ai  bi for all 1 i 8. We call a matrix reduced if it is balanced and if ai  bi for all 1 i 8. As a result
we see that ifW is D-optimal and balanced then the orbit ofW under the groupG contains aD-optimal,
balanced, and reduced matrix. We will make use of this assumption from now on.
Furthermore, for reducedW we have
4k4 = 40t + 4s =
8∑
i=1
ai 
8∑
i=1
bi = 40t + 5r − 5s = 5k5. (4.2)
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This implies s 5r/9 which bounds s from below.
The next step will provide an upper bound on the parameter s for a D-optimal, balanced, and
reduced exampleW ∈ M18t+r,8(0, 1). We use an inequality on the “average” of a matrix that appeared
in [24] (see also [25]).
Theorem 4.2. Let G be a positive deﬁnite (symmetric) matrix, d the average of the diagonal entries of G,
and f the average of the absolute values of the off-diagonal entries of G. We have
det G(d − f )n−1(d + (n − 1)f ). (4.3)
We apply Theorem 4.2 to G = WTW . Recall that k4 = 10t + s and k5 = 8t + r − s. Hence trace
(WTW) = 4k4 + 5k5 = 80t + 5r − s, and the sumof all entries ofWTW is eT (WTW)e = (We)T (We)= ‖We‖2 = 16k4 + 25k5 = 360t + 25r − 9s, where e is the all 1’s column vector. Therefore the sum
of all the off-diagonal entries is 280t + 20r − 8s. Substituting the trace and the off-diagonal sums into
inequality 4.3, and setting n = 8 andm = 18t + r we get
detWTW 
(
1
8
)8 (
40t + 15r + s
7
)7
(360t + 25r − 9s) :=Ur(t, s). (4.4)
The derivative of Ur(t, s) with respect to s is
∂Ur(t, s)
∂s
= (5r − 9s)(15r + s + 280t)
6
1727094849536
, (4.5)
which is a decreasing function in s for all s 5r/9. Now ﬁx r. We can compare Lr(t) with Ur(t, s) and
note that if Ur(t, s0(r)) Lr(t) for t  t0, then Ur(t, s) Lr(t) for all s s0(r) and all t  t0. For each r ={0, 1, . . . , 17}wedetermine s0(r) such that for 
5r/9 s < s0(r), wehave Lr(t) detWTW Ur(t, s).
For example, for r = 4 we have for the lower bound 
5r/9 = 
20/9 = 3. To ﬁnd s0(4)we ﬁrst note
that L4(t) and U4(t, s) are polynomials in t of degree 8. We have
L4(t) = 3515625t8 + 6250000t7 + 4812500t6 + 2100000t5 + 568750t4
+ 98000t3 + 10500t2 + 640t + 17 (4.6)
and
U4(t, s) = 3515625t8 + 6250000t7 − 15625112
(
9s2 − 40s − 34800
)
t6
+ lower order terms. (4.7)
The degree 8 and degree 7 coefﬁcients are equal. So then to have L4(t)U4(t, s0(4)) for all t  t0, the
degree 6 coefﬁcient of U4(t, s) must be less than the degree 6 coefﬁcient of L4(t, 4). Thus we want
− 15625
112
(
9s2 − 40s − 34800
)
 4812500, (4.8)
which yields s0(4) = 8. Notice that for s = 9 the difference L4(t) − U4(t, 9) is a polynomial of de-
gree 6 all of whose coefﬁcients are positive. The following proposition summarizes the results of our
calculations for all 0 r  17.
Proposition 4.1. Assume t  2 andW18t+r ∈ B(18t + r) is D-optimal with k4 = 10t + s and k5 = 8t +
r − s. Then,
if r = 0, s = 0; if r = 1, 1 s 13;
if r = 2, 2 s 10; if r = 3, 2 s 14;
if r = 4, 3 s 8; if r = 5, 3 s 16;
if r = 6, 4 s 12; if r = 7, 4 s 16;
if r = 8, 5 s 12; if r = 9, 5 s 19;
if r = 10, 6 s 13; if r = 11, 7 s 18;
if r = 12, 7 s 16; if r = 13, 8 s 21;
if r = 14, 8 s 14; if r = 15, 9 s 21;
if r = 16, 9 s 18; if r = 17, 10 s 22.
(4.9)
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This allows us to slice the set B(18t + r) into subsets according to the value of s. Let B(r, s) denote
the set of matrices inW ∈ B(18t + r) with k4(W) = 10t + s and k5(W) = k5 = 8t + r − s.
5. Cohn’s inequality
We now switch gears by considering a bound on the determinant that involves the Euclidean norm
‖WTW‖ for W ∈ B(m). The inequality goes back to Cohn [26] but in the form we will apply it here
was stated in [15].
Proposition 5.1 [15]. If G ∈ Mn(C) is positive deﬁnite, then
det G
(
trace G
n
)n (
1 + (n − 1)c
n
)(
1 − c
n
)n−1
, (5.1)
where c is the positive square-root of
n
n − 1
⎛
⎝−n +
(
n‖G‖
trace G
)2⎞⎠ . (5.2)
We denote the upper bound in inequality 5.1 by Cohn(G). It is easy to see that the bound on Cohn(G)
is a decreasing function of ‖G‖. This important fact will play a key role in what comes next.
Wewill apply the bound in 5.1 toWTW , which is positive deﬁnite, in the following way. Recall that
for a givenW ∈ B(r, s)wehave trace (WTW) = 4k4 + 5k5 = 80t + 5r − swhile the sumof all entries
ofWTW is 16k4 + 25k5 = 360t + 25r − 9s. The norm ofWTW is minimal when the entries along the
diagonal are as equal as possible subject to their sum being 80t + 5r − s and also the off-diagonal
entries are as equal as possible which sum to 280t + 20r − 8s.
Let us look at the pair (r, s) = (8, 8). The minimal norm squared of any possible WTW for W ∈
B(8, 8) is 2200t2 + 1600t + 304. We can now apply Cohn’s bound with G = WTW and ‖G‖2 =
‖WTW‖2  2200t2 + 1600t + 304. It turns out to be the case that Cohn(G) < L8(t) for t  2, when
we use the minimal norm squared 2200t2 + 1600t + 304. Since Cohn(G) is a decreasing function of
‖G‖2 we conclude that detWTW  Cohn(WTW) < L8(t) for t  2 and allW ∈ B(8, 8).
In thiswaywecaneliminatemanyvaluesof (r, s) thatareallowableunderLemma4.1.Unfortunately,
this process alone cannot eliminate all spurious values. However, even when we cannot eliminate a
pair (r, s) the process above allows us to extract valuable information by providing a bound on how
far above the minimal norm the norm ofWTW forW ∈ B(r, s) can be before we can conclude thatW
is not D-optimal.
For example, forW ∈ B(r, s), (r, s) = (8, 6) theminimal normsquaredofWTW = 2200t2 + 1800t
+ 370. However, the bound obtained from Proposition 5.1 using this value is larger than L8(t) and thus
we cannot eliminate the pair (8, 6) yet. However, if we increase the value of ‖WTW‖2 by just 10 to
2200t2 + 1800t + 380, then the bound in Proposition 5.1 drops below L8(t). And since Cohn’s bound
is a decreasing function of the norm the same is true for larger norms. Thus we have the following
result: If W ∈ B(8, 6) is D-optimal then ‖WTW‖2  2200t2 + 1800t + 378. (Note that the norm has
the same parity as eTRe.)
In a similar fashion, we calculate for each allowable pair (r, s) in Lemma 4.1 a bound b(r, s). If
the Cohn bound applied to the minimal norm of any W ∈ B(r, s) falls below Lr(t) for all t  2 then
we do not list this information in the lemma. It is assumed implicitly. Since for W ∈ B(r, s) we have
‖WTW‖2 = ‖5t(I + J) + R‖2 = 2200t2 + 100(3r − s)t + ‖R‖2 we list the minimal value of ‖R‖2
and the value b(r, s) such that if ‖WTW‖2 > 2200t2 + 100(3r − s)t + b(r, s) then Cohn(WTW) <
Lr(t) for all t  2.
Lemma 5.1. Assume W ∈ B(r, s) is D-optimal. Write with WTW = 5t(I + J) + R. Then:
1. For r = 0 and s = 0: ‖R‖2 = 0.
2. For r = 1 and
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s = 1 : 16 ‖R‖2  32 = b(1, 1);
s = 2 : 7 ‖R‖2  27 = b(1, 2);
s = 3 : 6 ‖R‖2  26 = b(1, 3);
s = 4 : 13 ‖R‖2  27 = b(1, 4);
s = 5 : 20 ‖R‖2  30 = b(1, 5);
s = 6 : 29 ‖R‖2  35 = b(1, 6);
s = 7 : 38 ‖R‖2  42 = b(1, 7);
s = 8 : 47 ‖R‖2  51 = b(1, 8);
s = 9 : 56 ‖R‖2  64 = b(1, 9);
s = 10 : 73 ‖R‖2  77 = b(1, 10).
3. For r = 2:
s = 2 : ‖R‖2 = 32 = b(2, 2);
s = 3 : 23 ‖R‖2  25 = b(2, 3);
s = 4 : 14 ‖R‖2  18 = b(2, 4);
s = 5 : 5 ‖R‖2  15 = b(2, 5);
s = 6 : 12 ‖R‖2  14 = b(2, 6).
4. For r = 3:
s = 2 : 67 ‖R‖2  83 = b(3, 2);
s = 3 : 56 ‖R‖2  68 = b(3, 3);
s = 4 : 45 ‖R‖2  55 = b(3, 4);
s = 5 : 34 ‖R‖2  46 = b(3, 5);
s = 6 : 23 ‖R‖2  37 = b(3, 6);
s = 7 : 12 ‖R‖2  30 = b(3, 7);
s = 8 : 11 ‖R‖2  27 = b(3, 8);
s = 9 : 18 ‖R‖2  24 = b(3, 9);
s = 10 : ‖R‖2 = 25 = b(3, 10).
5. For r = 4:
s = 3 : 93 ‖R‖2  97 = b(4, 3).
6. For r = 5:
s = 3 : 178 ‖R‖2  194 = b(5, 3);
s = 4 : 149 ‖R‖2  167 = b(5, 4);
s = 5 : 120 ‖R‖2  144 = b(5, 5);
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s = 6 : 99 ‖R‖2  121 = b(5, 6);
s = 7 : 86 ‖R‖2  102 = b(5, 7);
s = 8 : 73 ‖R‖2  83 = b(5, 8);
s = 9 : 60 ‖R‖2  68 = b(5, 9);
s = 10 : 49 ‖R‖2  55 = b(5, 10);
s = 11 : 38 ‖R‖2  44 = b(5, 11);
s = 12 : 27 ‖R‖2  35 = b(5, 12);
s = 13 : 24 ‖R‖2  30 = b(5, 13).
7. For r = 6:
s = 6 : ‖R‖2 = 176 = b(6, 6);
s = 7 : 147 ‖R‖2  149 = b(6, 7);
s = 8 : 118 ‖R‖2  126 = b(6, 8).
8. For r = 7:
s = 4 : 333 ‖R‖2  353 = b(7, 4);
s = 5 : 302 ‖R‖2  316 = b(7, 5);
s = 6 : 271 ‖R‖2  281 = b(7, 6);
s = 7 : 240 ‖R‖2  248 = b(7, 7);
s = 8 : 209 ‖R‖2  217 = b(7, 8);
s = 9 : 178 ‖R‖2  188 = b(7, 9);
s = 10 : 147 ‖R‖2  161 = b(7, 10);
s = 11 : 124 ‖R‖2  136 = b(7, 11);
s = 12 : 111 ‖R‖2  113 = b(7, 12).
9. For r = 8:
s = 5 : ‖R‖2 = 419 = b(8, 5);
s = 6 : 370 ‖R‖2  378 = b(8, 6);
s = 7 : ‖R‖2 = 337 = b(8, 7).
10. For r = 9:
s = 5 : 564 ‖R‖2  582 = b(9, 5);
s = 6 : 515 ‖R‖2  533 = b(9, 6);
s = 7 : 466 ‖R‖2  486 = b(9, 7);
s = 8 : 417 ‖R‖2  441 = b(9, 8);
s = 9 : 376 ‖R‖2  400 = b(9, 9);
s = 10 : 343 ‖R‖2  359 = b(9, 10);
s = 11 : 310 ‖R‖2  320 = b(9, 11);
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s = 12 : 277 ‖R‖2  285 = b(9, 12);
s = 13 : 244 ‖R‖2  252 = b(9, 13);
s = 14 : 213 ‖R‖2  219 = b(9, 14);
s = 15 : 182 ‖R‖2  190 = b(9, 15);
s = 16 : 159 ‖R‖2  163 = b(9, 16).
11. For r = 10:
s = 10 : ‖R‖2 = 464 = b(10, 10);
s = 11 : 415 ‖R‖2  419 = b(10, 11).
12. For r = 11:
s = 7 : 772 ‖R‖2  792 = b(11, 7);
s = 8 : 721 ‖R‖2  733 = b(11, 8);
s = 9 : 670 ‖R‖2  678 = b(11, 9);
s = 10 : 619 ‖R‖2  623 = b(11, 10);
s = 11 : 568 ‖R‖2  572 = b(11, 11);
s = 12 : 517 ‖R‖2  523 = b(11, 12);
s = 13 : 466 ‖R‖2  476 = b(11, 13);
s = 14 : 423 ‖R‖2  431 = b(11, 14);
s = 15 : ‖R‖2 = 388 = b(11, 15).
13. For r = 12:
s = 7 : ‖R‖2 = 969 = b(12, 7);
s = 8 : 900 ‖R‖2  904 = b(12, 8);
s = 9 : 831 ‖R‖2  841 = b(12, 9);
s = 10 : 778 ‖R‖2  780 = b(12, 10).
14. For r = 13:
s = 8 : 1107 ‖R‖2  1125 = b(13, 8);
s = 9 : 1036 ‖R‖2  1054 = b(13, 9);
s = 10 : 967 ‖R‖2  987 = b(13, 10);
s = 11 : 898 ‖R‖2  922 = b(13, 11);
s = 12 : 837 ‖R‖2  859 = b(13, 12);
s = 13 : 784 ‖R‖2  798 = b(13, 13);
s = 14 : 731 ‖R‖2  739 = b(13, 14);
s = 15 : 678 ‖R‖2  684 = b(13, 15);
s = 16 : 625 ‖R‖2  629 = b(13, 16);
s = 17 : 572 ‖R‖2  578 = b(13, 17);
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s = 18 : 521 ‖R‖2  527 = b(13, 18);
s = 19 : 478 ‖R‖2  480 = b(13, 19).
15. For r = 14:
s = 14 : ‖R‖2 = 896 = b(14, 14).
16. For r = 15:
s = 9 : 1478 ‖R‖2  1498 = b(15, 9);
s = 10 : 1397 ‖R‖2  1417 = b(15, 10);
s = 11 : 1324 ‖R‖2  1340 = b(15, 11);
s = 12 : 1253 ‖R‖2  1263 = b(15, 12);
s = 13 : 1182 ‖R‖2  1188 = b(15, 13);
s = 14 : 1111 ‖R‖2  1117 = b(15, 14);
s = 15 : 1040 ‖R‖2  1046 = b(15, 15);
s = 16 : 969 ‖R‖2  979 = b(15, 16);
s = 17 : 906 ‖R‖2  914 = b(15, 17);
s = 18 : ‖R‖2 = 851 = b(15, 18).
17. For r = 16:
s = 9 : ‖R‖2 = 1743 = b(16, 9);
s = 10 : 1654 ‖R‖2  1656 = b(16, 10);
s = 11 : 1565 ‖R‖2  1569 = b(16, 11);
s = 12 : 1476 ‖R‖2  1486 = b(16, 12);
s = 13 : 1403 ‖R‖2  1405 = b(16, 13).
18. For r = 17:
s = 10 : 1925 ‖R‖2  1939 = b(17, 10);
s = 11 : 1834 ‖R‖2  1846 = b(17, 11);
s = 12 : 1743 ‖R‖2  1757 = b(17, 12);
s = 13 : 1652 ‖R‖2  1668 = b(17, 13);
s = 14 : 1563 ‖R‖2  1583 = b(17, 14);
s = 15 : 1482 ‖R‖2  1500 = b(17, 15);
s = 16 : 1409 ‖R‖2  1419 = b(17, 16);
s = 17 : 1336 ‖R‖2  1340 = b(17, 17);
s = 18 : ‖R‖2 = 1263 = b(17, 18);
s = 21 : 1044 ‖R‖2  1046 = b(17, 21).
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Lemma 5.1 has an important consequence. Since the entries of R are integers there are only ﬁnitely
many remainder matrices R for each pair (r, s) for which ‖R‖2 falls into the allowable range stipulated
by Lemma 5.1. Furthermore, since for each 0 r  17 there are only ﬁnitely many values s to consider,
there are only ﬁnitely many possible remainder matrices for each 0 r  17. This leads to the next
corollary.
Corollary 5.1. For all 0 r  17 there exists an integer t1(r) such that for all t  t1(r), G(18t + r, 8) is a
polynomial in the variable t of degree 8.
Proof. Fix r. There are only ﬁnitely many polynomials detWTt,rWt,r = 5t(I + J) + R to consider. An
asymptotically maximal polynomial in this set is necessarily equal to G(18t + r, 8). 
We call R a maximal remainder matrix if det 5t(I + J) + R = G(18t + r, 8) for all large values of t.
Corollary 5.1 implies that such a maximal R exists for each 0 r  17. The next section will show that
the structure of R is very constrained.
6. The coefﬁcient of t6
In order to ﬁnd the largest polynomial for each remainder r, it is clear now that we need to look
at the coefﬁcients of det 5t(I + J) + R starting with the coefﬁcients of t8. It turns out that we need to
consider only the three largest coefﬁcients and that the coefﬁcient of t6 holds the key.
Lemma 6.1. LetW ∈ M18t+r,8(0, 1) be balanced.WriteWTW = 5t(I + J) + R and det 5t(I + J) + R =∑8
i=0citi.
1. c8 = 9 · 58.
2. c7 = 4 · 58r.
3. c6 = 562
(
9(trace R)2 − 2(trace R)(eTRe) + 2∑8i=1r2i − 9‖R‖2) .
Proof. First note that (I + J)−1 = I − 1
9
J and that det(I + J) = 9 anddet
(
I − 1
9
J
)
= 1
9
. Then it is easy
to see that
det(5t(I + J) + R) = det((I + J)(I + J)−1(5t(I + J) + R))
= 9 det
(
5tI + (I + J)−1R
)
= 9 det
(
5tI +
(
I − 1
9
J
)
R
)
= 9(5t)8 + trace
((
I − 1
9
J
)
R
)
9(5t)7
+ E2
((
I − 1
9
J
)
R
)
9(5t)6 +
5∑
i=0
cit
i,
where E2, as usual, denotes the sum over all principal 2 × 2 subdeterminants of
(
I − 1
9
J
)
R. Part (1) is
now obvious. Part (2) follows from the fact that trace R = 5r − s and trace JR = 25r − 9s. We prove
Part 3) by observing that a principal 2 × 2 submatrix of
(
I − 1
9
J
)
R is(
rii − 19 ri rij − 19 rj
rij − 19 ri rjj − 19 rj
)
,
where ri = eTi Re denotes the ith row sum of R. With some algebra the expression given in Part (3) is
veriﬁed. We leave this as an exercise for the interested reader. 
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Table 1
The values of Q(Rr).
r 0 2 4 6 8 10 12 14 16
Q(Rr) 0 140 616 1386 2478 3878 5586 7616 9940
r 1 3 5 7 9 11 13 15 17
Q(Rr) 10 322 940 1880 3116 4680 6540 8722 11210
Let
Q(R) = 9(trace R)2 − 2(trace R)(eTRe) + 2
8∑
i=1
r2i − 9‖R‖2 (6.1)
be the quadratic form in the entries of R corresponding, up to the constant 56/2, to the coefﬁcient of t6
in det 5t(I + J) + R. Then c8 = 56Q(R)/2. The plan now is tomaximizeQ(R) subject to the constraints
trace R = 5r − s and eTRe = 25r − 9s.
For future reference we list the values of Q(Rr) for the purported maximal remainder matrices Rr
from Section 3 for each 0 r  17 in Table 1 starting with the even remainders, followed by the odd
remainders.
The line of proof we pursue is to show that the coefﬁcient of t6 in det 5t(I + J) + R divided by 56/2
falls below the respective value listed above unless R is the correct remainder matrix. First we will
show that if Q(R) is maximal then the entries of R are close together.
Lemma 6.2. Assume that R is a maximal remainder matrix. Then
1. the row sums of R differ by at most 8,
2. diagonal elements of R differ by at most 2,
3. if ri < rj, then rii  rjj, and
4. off-diagonal entries in a row (column) of R differ by at most 1.
Proof. Assume R0 is a maximal remainder matrix for the pair (r, s); i.e., Q(R0) is maximal over the
set of all possible remainder matrices with the same parameters. We now ﬁnd matrices M with
traceM = 0 = eTMe so that R0 + M is again an allowable reminder matrix for the same pair (r, s).
Then we compare Q(R0 + M) with Q(R0). Since R0 is a maximal remainder matrix we know that
Q(R0)Q(R0 + M).
To prove the ﬁrst part set
M1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−2 −1 −1 · · · −1 0
−1 0 0 · · · 0 1
−1 0 0 · · · 0 1
...
...
...
...
...
−1 0 0 · · · 0 1
0 1 1 · · · 1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6.2)
Then 0Q(R0 + M1)) − Q(R0) = 4((r1 − rn) − 8), which proves our statement.
Similarly, to prove the second and third part we let
M2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
0 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6.3)
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Then 0Q(R0 + M2) − Q(R0) = 4(9(r11 − r22) − 7 − 2(r1 − r2)). By the ﬁrst part of the lemma
r1 − r2  n. Thus r11 − r22  2 which proves the second part. Furthermore, if r1  r2, then r11  r22.
This proves the third part.
Finally, to prove the last part let
M3 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 1 · · · 0 0
−1 0 0 · · · 0 0
1 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
0 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6.4)
Then 0Q(R0 + M3) − Q(R0) = 4(9(r12 − r13) − 7 − (r2 − r3)). By the ﬁrst part of the lemma r2 −
r3  n and the statement follows. 
With the help of the lemma we can write
R = aI + bJ + S, (6.5)
where S = (Sij) and sij ∈ {−1, 0, 1} and a and b are determined by 5r − s = 8a + 8b + trace S and
25r − 9s = 8a + 64b + eTSe. Moreover, we can block S such that
S =
⎛
⎝D1 + A(G1) 0 00 D0 0
0 0 D−1 − A(G2)
⎞
⎠ ,
where A(G1), respectively A(G2), is the adjacency matrix of the graph G1, respectively G2 and D1, D0,
and D−1 are diagonal (1, 0,−1) matrices. Before we can really make use of the graphical connection
suggested by S we need to see how Q(R) is related to Q(S). For this purpose deﬁne the quadratic form
Q0(R) = 49
8
(trace R)2 − 3
2
(trace R)(eTRe − trace R) + 5
56
(eTRe − trace R)2.
The reason why we deﬁne Q0 in such a way becomes clear with the next lemma.
Lemma 6.3. For any remainder matrix R and all (real) numbers a and b we have
(Q − Q0)(R) = (Q − Q0)(R − aI − bJ). (6.6)
In particular (Q − Q0)(R) = (Q − Q0)(S).
The proof is a straightforward algebraic calculation.
Now let R be a remainder matrix for the pair (r, s). By the above we can write R = aI + bJ + S
where sij ∈ {1, 0,−1}. Now
Q(R) = (Q − Q0)(R) + Q0(R) = (Q − Q0)(S) + Q0(R). (6.7)
Note that since trace R = 5r − s and eTRe = 25r − 9s the quantity Q0(R) is entirely determined by
the parameters r and s. It is easy to see that
(Q − Q0)(S) = 9
7
(trace S)2 − 9
28
(trace S)(eTSe) (6.8)
− 5
56
(eTSe)2 + 2
8∑
i=1
(
eTi Se
)2 − 9‖S‖2.
Let us consider thepair (r, s) = (11, 12). Note that trace R = 5r − s = 43and eTRe = 25r − 9s = 167.
Thus theminimal value of ‖R‖2 is attained when the diagonal of diag(R) = 6, 6, 6, 5, 5, 5, 5, 5 while 12
off-diagonal entries of R are equal to 3 and 44 off-diagonal entries of R are equal to 2. Thus theminimal
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value of ‖R‖2 = 517. Note that b(11, 12) = 523. Lemma 6.2 provides restriction on the diagonal of R
and an easy check shows that the only possible diagonals are (6, 6, 6, 5, 5, 5, 5, 5), (6, 6, 6, 6, 5, 5, 5, 4),
(6, 6, 6, 6, 6, 5, 4, 4), and (7, 6, 5, 5, 5, 5, 5, 5).
First we deal with the case ‖R‖2 = 517. Note that in this case R = 3I + 2J + S where S is a (0, 1)-
matrix. Furthermore, D = diag(S) = (1, 1, 1, 0, 0, 0, 0, 0) and S − D is the adjacency matrix of a graph
on eight vertices with six edges. All quantities in Q(R) are now determined except the value of
∑8
i=1r2i
or, equivalently,
∑8
i=1s2i . Note that wemay assume r1  r2  · · · r8 and that (r1, . . . , r8) is a partition
of 167. It is well-known that the sum of squares of a positive sequence is Schur monotone with respect
to majorization (see [27]). Thus we only need to ﬁnd the maximal partitions of 12 that are realizable
as the row sum vector of a symmetric 8 by 8 (0, 1)-matrix R with trace R = 43 and eTRe = 167. This
problem is best attacked by using results from graph theory. So for the moment we focus on the
off-diagonal part of S.
Let d(G) = (d1, . . . , d8) be the degree sequence of the graph G. By part (c) of Lemma 6.2 we may
in fact assume that the degree sequence is in non-increasing order; i.e., d1  d2  · · · d8. Note that
d(G) is a partition of 12. Before we go on we have to delve into partitions a bit. There is a well-known
partial order on partitions induced bymajorization. Ifα = (α1, . . . ,α8) andβ = (β1, . . . ,β8) are two
partitions of the same integer in non-increasing order, we say α is majorized by β if
k∑
i=1
αi 
k∑
i=1
βi
for all 1 k n with equality for k = n. However, not every partition of 12 is realizable as the degree
sequence of a graph. Those partitions that are realizable are called graphic partitions. Ruch andGutman
[28] (see also [29]) showed that every graphic partition is majorized by a certain type of graphic
partition called a threshold partition. Threshold partitions are the maximal elements in the lattice
of all graphic partitions of a given integer. In our case, there are exactly four threshold partitions
given by (3, 3, 3, 3), (4, 3, 2, 2, 1), (5, 2, 2, 1, 1, 1), and (6, 1, 1, 1, 1, 1, 1) where we omit trailing zeroes
in the sequence. Threshold partitions are unigraphic; i.e., there is (up to isomorphism) a unique graph
whose degree sequence is a given threshold partition. By a slight abuse of notation we will write
G = (d1, . . . , dv) when we know that (d1, . . . , dv) is a threshold partition.
This takes care of the off-diagonal part of S and hence R and we now need to work on the diagonal
of S. We accomplish this by observing that if G1 and G2 are graphs such that d(G1) is majorized
by d(G2) then d(G1) + δ is majorized by d(G2) + δ for any non-increasing sequence δ. In our case
δ = (20, 20, 20, 19, 19, 19, 19, 19).
Thusoneof thesequences (23, 23, 23, 22, 19, 19, 19, 19), (24, 23, 22, 21, 20, 19, 19, 19), (25, 22, 22, 20,
20, 20, 19, 19), and (26, 21, 21, 20, 20, 20, 20, 19)majorizes the row sum vector of any allowable Rwith
trace R = 43, eTRe = 167, and ‖R‖2 = 517.
The four values we get for Q(R) are 4566, 4652, 4656, and 4664. On the other hand Q(R11) is 4680
(see Table 1). As a consequence, the t6 coefﬁcient of c6 = 56Q(R)/2 for all those remainder matrices
is smaller than the t6 coefﬁcient of L11(t). Thus there exists a value t0 such that for all t  t0, det 5t(I +
J) + R < L11(t) for all possible, ﬁnitely many, remainder matrices for the pair (r, s) = (11, 12).
Next we need to deal with ‖R‖2 = 519. The only way we can have ‖R‖2 = 519 is if diag(R) =
(6, 6, 6, 6, 5, 5, 5, 4) or (7, 6, 5, 5, 5, 5, 5, 5) while the off-diagonal of R is as before. We now proceed as
before using the same threshold graphs. Without going into the details here we ﬁnd that again that
56Q(R)/2 is smaller than the t6 coefﬁcient of L11(t) for all allowable R.
On to the case ‖R‖2 = 521. Here we need to deal with two cases. First ‖R‖2 is achievable with
D = diag(6, 6, 6, 5, 5, 5, 5, 5) while 14 off-diagonal entries are equal to 3, 2 off-diagonal entries are
equal to 1, and 40 off-diagonal entries are equal to 2. Using a = 3 and b = 2 we ﬁnd that S − D is the
direct sum of an adjacency matrix A(G1) of a graph on less than six vertices with seven edges and the
negative of the adjacencymatrix A(K2), the complete graph on two vertices. The restriction of less than
six vertices comes from the fact that off-diagonal entries in a row cannot differ by more than 1. The
graphG1 is one of the threshold graphswith degree sequence (4, 3, 3, 3, 1), (4, 4, 2, 2, 2), (5, 3, 2, 2, 1, 1).
Again, we ﬁnd that 56Q(R)/2 is smaller than the t6 coefﬁcient of L11(t). The other way we can attain‖R‖2 = 521 is by having diag(6, 6, 6, 6, 6, 5, 4, 4). Other possible diagonal sequences are eliminated as
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they have diagonal entries that differ by more than 2. In this case too we ﬁnd that 56Q(R)/2 is smaller
than the t6 coefﬁcient of L11(t).
Finallyweneedtodealwith‖R‖2 = 523. Suchan‖R‖hasdiagonal (6, 6, 6, 6, 5, 5, 5, 4)or (7, 6, 5, 5, 5,
5, 5, 5) while S is one of the matrices in the just discussed case ‖R‖2 = 521. Again, we ﬁnd that
56Q(R)/2 is smaller than the t6 coefﬁcient of L11(t) for all allowable R.
This example provides a good ﬂavor of the arguments needed to show that themaximal remainder
matrices are in fact those of Theorem 1.1. The results of these calculations are summarized in the next
two propositions. The ﬁrst one deals with the even case and the second one deals with the odd case.
All examples are the ones listed in Section 3, Theorem 3.1 for the even case, and Theorem 3.2 for the
odd case.
Proposition 6.1. Under the assumption that s 5r/9 for all even r, 0 r  16, the maximal remainder
matrices, up to permutation equivalence, are
a. 0 if r = 0.
b. I[5] if r = 2.
c. I[1] + (I + J) if r = 4.
d. I[6] + (I + J) if r = 6.
e. I[2] + 2(I + J) if r = 8.
f . I[7] + 2(I + J) if r = 10.
g. I[3] + 3(I + J) if r = 12.
h. I + 3(I + J) if r = 14.
i. I[4] + 4(I + J) if r = 16.
For odd r the situation is a bit more complex. The assumption s 5r/9 alone does not guarantee
uniqueness of the remainder matrices. To state the result we need one more matrix, D, in addition to
the matrices B and C from Section 3.2. Let
D =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 1
1 1 1 1 1 1 2 2
1 1 1 1 1 1 2 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Proposition 6.2. Under the assumption that s 5r/9 for all odd r, 1 r  17, the maximal remainder
matrices, up to permutation equivalence, are
a. I[3] + B if r = 1.
b. I[7] + C or D + I − I[1] if r = 3.
c. (I + J) + B + I[4] if r = 5.
d. 2(I + J) − I[1] − B or 2(I + J) − C or (I + J) + I + D or 2(I + J) + D if r = 7.
e. 3(I + J) − I[4] − D or 3(I + J) − I[4] + D or 2(I + J) + I[4] + C or 2(I + J) + I[5] + B or 2(I +
J) + I − I[4] − B if r = 9.
f . 3(I + J) − B or 3(I + J) − C if r = 11.
g. 3(I + J) + I[6] − I[1] + D or 3(I + J) + I[7] − I[2] + C or 3(I + J) + I − I[3] − B if r = 13.
h. 4(I + J) + I[2] + B or 4(I + J) + I[1] − C if r = 15.
i. 4(I + J) + I[6] + D or 4(I + J) + I[7] − I[1] + C if r = 17.
Wenowhave the immediate corollary by checking the respective values of det 5t(I + J) + Rwhere
R is one of the matrices in the preceding two propositions.
Corollary 6.1. There exists a t0 such that for all t  t0 and all 0 r  17 we have G(18t + r, 8) = Lr(t).
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This ﬁnishes the proof of Theorem 1.1.
The condition thatW is reduced implies that s 5r
9
. It is clear that we could have deﬁned reduced
in a dual fashion, i.e., requiring that ai  bi for all 1 i 8. In this case the condition on s reads s 5r9 .
The whole proof carries through with only the obvious modiﬁcations and we would obtain another
set of maximal reminder matrices.
7. Concluding remarks
Theorem 1.1 states that there exists a t0 such that for all t  t0 and all 0 r < 18 the value of
G(18t + r, 8) is known. What is not stated is the size of t0. It is possible to retrace the proofs and see
what value of t0 is sufﬁcient for Theorem 1.1. However, this value is almost certainly too big by a wide
margin. In fact, form 18 we did not ﬁnd any examplesW ∈ Mm,8(0, 1)with detWTW exceeding the
value of the polynomial given in Theorem 1.1 and we conjecture that Theorem 1.1 is true for t0 = 1.
Furthermore, running the dopt algorithm without the restriction to balanced matrices yields the
following lower bounds for G(m, 8), 8m 17. We conjecture that these values are in fact the actual
values of G(m, 8), 8m 17. Form = 8 this is known to be the case (see [12]).
m G(m, 8) m G(m, 8)
8 3,136 13 215,136
9 9,216 14 458,752
10 20,544 15 751,616
11 59,049 16 1,224,705
12 115,911 17 2,050,000
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