Abstract-We propose a robust distributed uplink power allocation algorithm for underlay cognitive radio networks (CRNs) with a view to maximizing the social utility of secondary users (SUs) when channel gains from SUs to primary base stations, and interference caused by primary users (PUs) to the SUs' base station are uncertain. In doing so, we utilize the worst case robust optimization to keep the interference caused by SUs to each primary base station below a given threshold, and satisfy each SU's quality of service in terms of its required SINR for all realizations of uncertain parameters. We model each uncertain parameter by a bounded distance between its estimated and exact values, and formulate the robust power allocation problem via protection values for constraints. We demonstrate that the convexity of our problem is preserved, and converts into a geometric programming problem, which we solve via a distributed algorithm by using Lagrange dual decomposition. To reduce the cost of robustness, defined as the reduction in the social utility of SUs and the increase in message passing, we utilize the D-norm approach to trade off between robustness and optimality, and propose a distributed power allocation algorithm with infrequent message passing. Simulation results validate the effectiveness of our proposed approach.
INTRODUCTION
C OGNITIVE radio network (CRN) is a promising multiuser wireless communication system for improving spectrum utilization. In a CRN, a cognitive (secondary/ unlicensed) user (SU) can access the frequency spectrum licensed to primary users (PUs) so long as its transmissions do not cause harmful interference to PUs. For this opportunistic and noncooperative access to spectrum, two basic paradigms have been introduced, namely, the interweave and the underlay [1] , [2] , [3] , [4] , [5] . In the interweave paradigm, SUs utilize the vacant spots in the frequency spectrum to the extent that no PU is prevented from using the spectrum. In the underlay paradigm, simultaneous utilization of frequency spectrum by PUs and SUs is possible provided that the SUs' interference to PUs' base stations (PBSs) or receivers are kept below a permissible level (interference threshold). In this paper, we focus on the underlay paradigm due to its efficiency in utilizing the frequency spectrum.
An important task in the implementation of underlay CRNs is to dynamically allocate the transmit power to SUs with a view to satisfying the interference threshold and maximizing the SUs' utilities [1] . This problem has been widely studied from different aspects and for different system models. For instance, in [6] , maximizing the SUs' weighted sum rate is studied subject to the maximum transmit power level of each SU and the interference threshold; in [7] , [8] , [9] , transmit power and data rate allocations subject to the lower bound of each SU's signal-tointerference-plus-noise ratio (SINR) is investigated; in [10] , [11] , the effect of keeping the average or the peak value of interference to PUs' receivers below a given interference threshold on the SU's throughput is studied; and in [12] , [13] , [14] , [15] , the impact of sensing parameters on the sum of SUs' throughput is investigated. For multiinput multioutput (MIMO) and multicarrier transmissions, power allocation in underlay networks for a single SU and multiple SUs are studied in [16] , [17] , [18] , [19] , [20] , [21] , [22] .
Furthermore, new paradigms have been introduced for simultaneous utilization of frequency spectrum by PUs and SUs for CRNs in which novel criteria for preserving PUs' priority are proposed. For example, in [23] , the objective of CRN is to minimize the transmit power of SUs and PUs subject to a fixed SINR for each PU under any system condition, and a variable SINR for each SU (a decreasing function of the interference in the network). In [24] , SUs access to the spectrum is conditioned on keeping the outage probability of PUs below a given threshold, where SUs are allowed to listen to PU's feedback channels to assess their own interference on PUs' receivers.
Although in the above-cited literature, it has generally been assumed that complete system information is available to SUs, nevertheless, given the random and sometimes erratic nature of many wireless channels, it is unlikely for the SUs to have exact values of system information. In particular, when PUs are not obliged to provide any information to SUs, obtaining system information pertaining to PUs is difficult for SUs [25] , and lack of which may cause undesirable consequences. For example, uncertain channel gains between SUs and PUs' receivers may cause the total aggregated interference of SUs on PUs' receivers to exceed the acceptable threshold. This would increase the outage probability from PUs' point of view, or increase the probability of violating the interference threshold from the SUs' perspective [25] . Besides, uncertainties on interference levels on SUs' base stations (SBSs) or receivers made by PUs transmitters may also reduce the actual SINR of each SU at its SBS or receiver below an acceptable threshold.
To tackle uncertain parameters in communication networks, robust optimization theory is commonly applied [26] , where the actual value of a parameter is modeled by the sum of its estimated (nominal) value and an additive error (uncertain part). In this context, the nominal optimization problem (optimization problem without considering uncertainty) is mapped to another optimization problem (its robust counterpart) [27] , [28] via two distinct approaches [26] , [29] : the Bayesian approach, where the statistics of errors are considered; and the worst case approach, where error is assumed to be bounded to a closed set called the uncertainty set. When the constraints of optimization problem contain uncertain parameters, they are satisfied statistically in the Bayesian approach. In contrast, in the worst case approach, the constraints are satisfied for all instances of error in the uncertainty set [26] , [27] , [30] .
Due to the stochastic nature of measurements in wireless networks, the Bayesian approach has been widely applied in the literature, e.g., in [31] , [32] . Nevertheless, the worst case approach is more appropriate for satisfying the constraints in all instances (such as keeping the SUs' interference below its threshold in the underlay CRN). Here, the size of the uncertainty set can be obtained from the statistics of the error [26] . The worst case approach has already been used in the literature for the MIMO underlay CRNs in single and multiple SU scenarios [33] , [34] , [35] , [36] . Furthermore, this approach is applied in non-CRN wireless networks to preserve the QoS of users [37] , [38] , [39] . We also choose the worst case approach for robust power allocation in underlay CRNs.
In this paper, we consider the cellular underlay CRN where SUs and PUs communicate with their SBS and PBSs, respectively. In this setup, the problem of SUs' uplink power allocation is to maximize their social utility subject to three constraints, namely, a given interference threshold, the SUs' minimum requested SINR, and the SUs' upper bound on their transmit power levels. We extend the existing work on worst case robust power allocation in CRNs by considering two uncertain parameters: channel gains between SUs and PBSs, and interference from PUs to the SBS. In solving the problem, SUs' interference levels to PBSs are kept below a given threshold against uncertainty in channel gains between SUs and PBSs, and SUs' SINRs are maintained above their minimum requested values against uncertainty in interference form PUs to the SBS.
From another aspect, by considering channel fading, in [24] , [40] , the outage probability for each PU is kept below a permissable threshold, and in [41] , [42] , the maximum outage probability of heterogenous PUs in a network is minimized. This is completely different from the proposed scheme in this paper. Here, we focus on the SUs' aggregate interference to PBSs which can be kept below its permissible level for all instances of error in estimated channel gains between SUs and PBSs in the uncertainty set. Each PU's outage caused by fading in its direct channel to its PBS and/ or by interference from other PUs are unaffected by SUs, and is not dealt with in this paper.
Solving the power allocation problems in a distributed manner is more appealing in both CRNs and conventional wireless networks [1] , [43] , [44] . To propose a distributed scheme and reduce the computational complexity, we apply the protection values instead of the uncertainty set in the constraints and describe the uncertainty sets as a norm function. This would convert the robust problem into a geometric programming (GP) optimization problem. Then, we utilize the Lagrange dual decomposition to solve the problem in a distributed manner. This approach needs more message passing as compared to the nominal power allocation problem, which is one cost of introducing robustness in an uncertain environment. To reduce this cost, we propose a distributed scheme with infrequent message passing, and prove its convergence to the optimal point where the maximum delay between two consecutive message passings is upper bounded.
We demonstrate that introducing robustness to simultaneously deal with such uncertainties affects the SUs' allocated power levels in opposite directions. Maintaining the SINR of each SU requires more transmit power, while preserving the interference threshold of PUs mandates SUs to transmit at less power. To provide an insight into this conflicting effect, we compare the feasibility conditions for the nominal problem and the robust counterpart problem, as well as their respective social utilities. In doing so, we follow the approach in [38] for the sensitivity analysis of optimization problems, and show how uncertainty shrinks the feasibility region, and consequently, reduces the SUs' social utility, which is another cost of robustness. We also propose a tradeoff mechanism between introducing robustness to PUs and maximizing SUs' social utility by adjusting the protection values.
The rest of this paper is organized as follows: Section 2 contains the system model, the power allocation formula, and its robust counterpart. In Section 3, the proposed distributed robust power allocation algorithm that utilizes Lagrange dual decomposition is presented, followed by presentation of an infrequent-message passing distributed algorithm in Section 4. We discuss the cost of robustness on SUs' utilities, and present a tradeoff mechanism for its reduction in Section 5. Sections 6 and 7 contain simulation results and conclusions, respectively.
SYSTEM MODEL AND PROBLEM FORMULATION
Consider an uplink of a cellular CRN in which the coverage area of a cognitive cell partially overlaps with coverage areas of neighboring primary cells, sharing the same frequency band (e.g., CDMA [9] ). Each user communicates with its base station as shown in Fig. 1 . The set of PBSs is denoted by P ¼ f1; . . . ; P g, and the set of SUs serviced by the SBS is S ¼ f1; . . . ; Sg. Cooperation between the SBS and PBSs is not assumed, but the SBS knows the predefined interference threshold of PBSs. Time is divided into different frames whose durations for PUs and SUs are T P and T S , respectively. We denote the direct channel gain between the ith SU and its SBS by h i , and the interference channel gain between the ith SU and the jth PBS by g ij .
For each frame, there are three time slots denoted by T P ¼ ½t 1P ; t 2P ; t 3P , and T S ¼ ½t 1S ; t 2S ; t 3S . In the first time slot, the SBS and PBSs estimate their experienced interference levels and noise power. Assuming channel reciprocity, channel gains between each SU and PBSs (i.e., g ij ) are estimated by that SU and sent to the SBS. Also, the SBS estimates the value of h i for each SU. 1 During the second time slot, this information is utilized to calculate the transmit power levels of SUs in a distributed manner, and the transmit power levels of PUs are either obtained in a distributed manner by PUs or centrally by PBSs. In the third time slot, data are transmitted at the calculated power levels. Time slots for SUs and PUs do not need to be identical, but the first two time slots are assumed to be much shorter than the third one, as the former ones are used for signaling only. The SINR of the ith SU at its SBS is
where p i 2 ½p
is the transmit power of the ith SU, I P is the aggregate interference of PUs to the SBS, P k6 ¼i;k2S p k h k is the interference caused by other SUs to their SBS, 2 is the channel noise power and i is a coefficient that for CDMA, is the processing gain for user i and is equal to W=R i where W is the available spread-spectrum bandwidth in Hz and R i is the transmission rate of user i in bps (fixed for each SU), provided that i is large enough to suppress other users' interference sharing the same frequency band [45] . In the rest of this paper, we consider each SU's SINR normalized by its processing gain, denoted by i ¼ i i . This would make our analytical developments and results valid for non-CDMA systems.
The objective is to adjust the transmit power levels of SUs in such a way that the following two goals are simultaneously satisfied:
1. The social utility of SUs is maximized while each SU's required normalized SINR is maintained above a given value i , and 2. Interference to the jth PBS is maintained below a given threshold IT j . In doing so, each SU's transmit power level is obtained by solving the following optimization problem:
ð2Þ subject to
where C 1 is on the desired normalized SINRs of SUs, C 2 is on the interference threshold at the jth PBS, and u i ð i Þ is the utility function of the ith SU. In general, (2) is nonconvex in p i . However, when the following two conditions are simultaneously satisfied: 1) u i ð i Þ is concave, strictly increasing, and twice continuously differentiable over ð0; 1Þ, and 2) À i u (2) can be transformed into a convex optimization problem via GP and logarithmic transformations [9] , [38] , [46] . This may not be the case for some apparently useful utility functions. As an example, when the utility function for each user is chosen to be its SINR, i.e., u i ð i Þ ¼ i (resulting in maximizing the sum of SINR values in (2)), the second derivative of u i ð i Þ ¼ i with respect to i is zero, meaning that the condition 2 above is not satisfied. A utility function that simultaneously satisfies both conditions 1 and 2 above is
where w i > 0 is a per user coefficient [9] . The above utility function also leads to proportional fairness between SUs [43] . Because of that, it has been widely used for power allocation in CRNs [8] , [9] , and in this paper as well. For a bounded value of utility in (3), the minimum transmit power of SUs should satisfy p min i > 0, which holds even for a very small value of p min i , i.e., with no effective transmission by SUs. We now utilize GP and an auxiliary variable q i associated with the ith SU, and rewrite (2) as
g ij p i IT j 8j 2 P;
By applying the logarithmic transformation p i ¼ e y i and q i ¼ e zi , the problem (4) is changed to a convex optimization problem [47] , [48] .
In our problem formulation, the two parameters related to PBSs or PUs are channel gains between SUs and PBSs (i.e., g ij ), and interference levels caused by PUs to the SBS (i.e., I P ). Estimating and tracing the exact values of the above parameters are not easy for SUs due to the fact that PBSs are not obliged to provide any information to SUs. Both of the above parameters are contained in the linear constraints C 2 and C 3 in (4). To deal with such uncertainties, we use the worst case robust optimization method for affine constraints convex optimization [27] , [37] .
Robust Counterpart of Power Control Problem
To obtain the robust counterpart of problem (4), we consider that the uncertainty sets for both of the uncertain parameters are the distances between their actual (uncertain) and nominal (no uncertainty) values. These distances are mathematically expressed by the general definition of norm ([49, Section A.1.2]). In such cases, the uncertainty set for the interference caused by PUs to the SBS is
where I P and " I P are the actual (uncertain) and estimated (nominal) interference levels caused by PUs at the SBS, respectively, is the upper bound on the uncertainty set, and kxk is the general definition of norm. Similarly, the uncertainty set for the channel gain is
where g j and " g j are the actual (uncertain) and estimated (nominal) channel gain vectors between transmitting SUs and the jth PBS, whose ith elements are g ij and "
g ij , respectively, and " j is the upper bound on the uncertainty set. Note that the values of " j and , as well as the definition of norm depend on the size of error and sources of uncertainties. Also, for uncertainties caused by random error in measurements, one can derive the upper bound on uncertainty and its related norm [26] , [33] (see Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TMC.2012.28).
For the uncertain parameters, the solution to (4) remains robust in the worst case approach if for any realization of g i 2 R g and I P 2 R IP , the optimal solution satisfies C 2 and C 3 . This adds another constraint C 4 to the robust counterpart of (4), i.e.,
subject to
Recall that the problem (4) is the nominal problem for (7), in which uncertainty is not considered, i.e., the estimated (nominal) values are considered as the exact values. Furthermore, the impact of the uncertainty sets in C 4 of (7) on its convexity needs to be investigated [27] . To do so, we rewrite (7) by using protection values.
Statement 1.
When R g and R IP are compact and convex sets, (7) is a convex optimization problem.
Proof. The above statement is true because C 2 and C 3 are satisfied if and only if max g j 2Rg P i2S g ij p i IT j , and max IP 2RI P ðI P þ P k6 ¼i;k2S p k h k þ 2 Þ q i . We rewrite these conditions as ð
Þ IT j , and ð " I P þ max I P 2R I P ðI P À " I P Þ þ P k6 ¼i;k2S p k h k þ 2 Þ q i , respectively. Since the max function over a convex set is a convex function ([49, Section 3.2.4]), the convexity of C 1 and C 2 (and consequently (7)), is preserved.
t u
The two terms Á violate j
I P Þ are called protection values against variations in channel gains and interference levels, respectively [28] . Using the above, the robust optimization problem can be written as
Statement 2. When the uncertainty set is stated in terms of the general norm, the protection values are
where p ¼ ½p 1 ; . . . ; p S and kxk Ã is the dual norm of kxk ([28,
Proof. See Appendix B, available in the online supplemental material. t u
Based on Statements 1 and 2, convexity of the robust power allocation problem is preserved. In addition, when the uncertainty set is a linear norm with order m ! 2, i.e., kxk m ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi P jxj m m p , the dual norm is the linear norm with order n ¼ 1 þ 1 mÀ1 . Therefore, in this case, the protection value becomes a deterministic function of the optimization variables in (4), i.e., p i , and the nonlinear function max in Á violate j and Á I is eliminated from C 2 and C 3 . As such, the robust power allocation problem is changed to the standard form of convex optimization, which can be solved very efficiently.
Since channel uncertainties in wireless networks are random, the uncertainty set can be represented by an ellipsoid, i.e., the linear norm with m ¼ 2 [26] , [50] , [51] , [52] , which is commonly used in CRNs to model uncertainty in channel gains between secondary transmitters and primary receivers [33] , [36] . We do the same in the rest of this paper, and use ellipsoid uncertainty sets to derive robust formulations and algorithms, resulting in
and the problem (8) becomes
IT j 8j 2 P;
Note that similar to (4), there are only two optimization variables in (9), i.e., p i and q i , and by using logarithmic transformations p i ¼ e y i and q i ¼ e z i , convexity of the problem is preserved (see Appendix C, available in the online supplemental material).
Remark. The transmit power levels in (9) maintain SUs' aggregate interference on PBSs below its threshold and satisfy each SU's normalized SINR against uncertainties in g ij and I P , respectively. In spite of the fact that SUs' aggregate interference on PBSs is kept below its threshold, there may be instances that PUs may experience outage that emanate from other sources such as fading in direct channel gains between PUs and their respective PBSs. In this paper, we do not consider such cases, as they are not affected by SUs transmissions. Note that our scheme is completely different from other approaches (e.g., [42] ) that consider each PU's outage probability against channel fading. Furthermore, in (9), each SU's normalized SINR is only kept against uncertainties in I P , meaning that uncertainties emanating from other sources, such as fading in SUs channel gains h i , may reduce SUs' normalized SINR below its required level.
Feasibility of Robust Counterpart Problem
To get an insight on the solution to (9) and compare it with that of the nominal problem, we now study the feasibility region of the robust problem and compare it with that of the nominal problem. Compared to (4), uncertainties in C 2 and C 3 in (9), affect the SUs' transmit power levels in opposite directions. On one hand, the SUs' transmit power levels should be decreased to satisfy PUs' interference threshold because of the uncertainty in g j . On the other hand, they should be increased to achieve the SUs' normalized SINRs due to uncertainty in I P at the SBS. Besides, increasing the SUs' power levels to achieve their normalized SINRs in the presence of uncertainty increases interference. Each of the above may result in infeasibility of the power allocation problem, meaning that a power allocation vector that simultaneously satisfies the constraints in (9) may not exist. In what follows, we investigate that under what conditions, the robust power allocation problem remains feasible when (4) is feasible.
and F be the normalized gain matrix of SUs whose elements are 
G is the estimated channel gain matrix between SUs and PBSs, i.e., ½ " G ij ¼ " g ij , and " " ¼ ½" 1 ; . . . ; " P .
Proof. See Appendix D, available in the online supplemental material. t u
It is evident from Proposition 1 that increasing the values of " " and shrinks the feasibility set as compared to that of (4). The effect of " " on the feasibility set of (9) is shown in Fig. 2 for a simple CRN that consists of one PBS and one SU in the cognitive cell where " I P ¼ 2 . In this setup, 2 without considering C 2 and when ¼ 0, the SU reaches its for 0:51 Â p max . As can be seen in Fig. 2 , by increasing IT =g and " ", the constraint C 2 shrinks the feasibility set of (9) until the power level that satisfies C 2 and " " falls below 0:51 Â p max , meaning that for those values of IT =g and " " that correspond to power levels below 0:51 Â p max , there is no power level for the SU to satisfy both C 1 and C 2 in (9), i.e., infeasibility of the robust power allocation problem.
On the other hand, by considering a positive value for and without considering C 2 , the required power for reaching is p ¼ 0:51 Â ð1 þ 0:5Þp max , meaning that the SU should increase its power to guarantee. Consider the case of ¼ 80%, IT =g ¼ 9, and " ¼ 4% in Fig. 2. To guarantee, the SU should transmit at 0:714 Â p max , but to satisfy the interference threshold, the transmit power should be less than 0:633 Â p max . This simple example shows that when the nominal problem is feasible, the robust power allocation problem may also be feasible only if one uncertainty is considered, but when both and " " have nonzero values, they affect the robust transmit power of the SU in opposite directions, which may lead to infeasibility of the robust power allocation problem.
Note that increasing " " for any given value of IT =g causes infeasibility of (9), but the value of " " that causes infeasibility of the robust power allocation problem, depends on the value of IT =g. In a tight interference threshold, e.g., when IT =g < 2, the above-mentioned value of " " is smaller as compared to that of IT =g ! 2. This is evident from the sensitivity analysis of the optimization problem ([49, Section 5.6]), and from Lemma 2 later in this paper. Introducing robustness to the power allocation problem (9) versus " " and IT .
2. In this set up, since we only have one SU and one PBS, indices i and j are omitted form i , p i , IT j , g ij , and other related parameters, as well as in Fig. 2. shrinks its feasibility region, which in turn may reduce the SUs' social utility in (9) as compared to that of (4). We consider both of the above effects, i.e., shrinking the feasibility region and consequently decreasing the social utility of SUs, as an element of cost for introducing robustness from the SUs' point of view.
ROBUST DISTRIBUTED ALGORITHM
Now, we show how transmit power levels can be robustly allocated in a distributed manner. Considering the convexity of (9) 
where i , j , and i are Lagrange multipliers for C 1 , C 2 , and C 3 in (9), respectively. This Lagrangian function has three features that are very useful for proposing distributed algorithms: 1) The utility function of each user only depends on that user's primal variables, 2) dual variables can be divided into local dual variables for each SU (i.e., i and i ), and global dual variables of all SUs (i.e., j ), and 3) protection values have a simple and deterministic form, and by using a broadcasted scaler value, each user can calculate its own protection value for the related constraints. Based on the above features, we now utilize a gradientbased algorithm to solve (9) in a distributed manner. The gradient based updates of primal and dual variables are 
Based on (11)- (17) The above message passing between SUs and the SBS are carried out in time slot t 2S in each iteration using the power level obtained for each SU in the pervious iteration. Algorithm 1 is a distributed scheme for utility-based power control for GP and convex optimization [9] , [48] , [54] , [55] . Since (9) is a convex optimization problem, Algorithm 1 converges to the optimal value of (9) when the condition of Proposition 1 holds and the step sizes are sufficiently small ([48, Theorem 3.5]).
Distribution of calculations among SUs is a key advantage of the distributed algorithm as compared to a centralized scheme in which power levels are determined by the SBS and sent to SUs. This is because in the latter, the SBS needs to calculate Lagrange multipliers i , j , and i at each iteration for each SU. However, the distributed algorithm needs message passing in each iteration between SUs and the SBS. Note that compared to the distributed algorithm for the nominal power allocation problem (4), the robust distributed Algorithm 1 only adds one extra message passing, i.e., b 2 . If messages are allowed to be updated at a slower rate without affecting the convergence and optimality of power allocation, efficiency of the distributed algorithm would be improved. This issue is studied in the next section.
INFREQUENT MESSAGE PASSING
In this section, we explain how to reduce message passing and guarantee the convergence of the distributed algorithm to its optimal point. Let D be the time difference between two successive broadcasting times for b 1 ðtÞ, b 2 ðtÞ, and j ðtÞ. We propose the following distributed power control algorithm with infrequent message passing. Àz i ðnDÞ to the SBS during t 2S at power levels obtained for the previous iteration. Since SUs use the outdated j , and the transmit power level may not be optimal, the PUs' interference threshold may be violated. However, since t 2S ( t 3S , we do not take this violation probability into account. Note also that a higher value for D leads to less message passing, but may cause nonconvergence of the distributed algorithm. As such, we need to find the maximum value of D for which Algorithm 2 converges to the optimal solution of (9). Lemma 1. Let N be the number of total dual and primal variables of the Lagrange dual function (10), and Â Â be the vector of all step sizes of the gradient algorithm in (11)- (15) . Algorithm 2 converges to the optimal value of (9) if
where kÂ Âk 1 is the maximum absolute value of the elements of Â Â.
Proof. See Appendix E, available in the online supplemental material. t u
From the above, another element of cost for introducing robustness, which is additional message passing in the distributed algorithm can be reduced via Algorithm 2. In the next section, we address the other element of cost, which is the reduction in the SUs' utility and their smaller feasibility region, which was stated in Section 2.2.
COST OF ROBUSTNESS AND TRADEOFF
As stated in Proposition 1 and shown in Fig. 2 , satisfying the interference threshold of PUs while considering uncertainties in g j , reduces the feasibility set of (8) as compared to that of (4) and forces SUs to reduce their transmit power, which results in reduced SUs' social utility when Proposition 1 holds (see Appendix H, available in the online supplemental material, Part 2). This is not desirable from the SUs' point of view, and calls for a tradeoff between increasing the SUs' social utility and preserving the interference threshold for all instances of channel uncertainties. Besides, in reality, uncertainty does not always correspond to its worst case. Therefore, moderation of the worst case robust optimization approach is important and desirable [27] , [56] . This can be achieved via a suitable scheme for robustness, where the uncertainty set is chosen in such a way that the probability of violating the interference threshold is kept below a predefined level and the SUs' social utility is kept close to the optimal value of the nonrobust case.
The reduction in the social utility of SUs is an element of cost of introducing robustness, measured by
where u Ã and u Ã Á are the optimal social utilities of (4) and (8), respectively. 
Proof. See Appendix F, available in the online supplemental material. t u
By adjusting the size of Á violate j , one can control d Á . In the context of the worst case robust optimization theory, there are different approaches for adjusting the protection values [27] , among which, we use the D-norm approach [56], because of its simplicity and effectiveness.
In the D-norm approach, the uncertainty in each channel gain is jĝ ij j " ij with a symmetric (e.g., uniform) distribution, i.e., g ij 2 ½" g ij Àĝ ij ; " g ij þĝ ij ; 8i 2 S; j 2 P: ð21Þ where e j is the subset of all SUs that affect the protection value, the total number of which is À violate . Note that the value of À violate adjusts the protection value, which means a tradeoff between robustness and SUs' social utility. If À violate ¼ 0, no protection is considered, and increasing À violate means more protection.
If we utilize the D-norm approach, the robust counterpart of (4) is similar to (8) , except that we use (22) for the protection value Á violate j , i.e.,
IT j ; 8j 2 P;
Since the protection value in the D-norm approach is a special form of the norm function [28] , the convexity of (23) is preserved. Besides, feasibility of (23) 
Proof. See Appendix G, available in the online supplemental material. t u
The distributed algorithm for (23) (23) is convex, when the step size is small enough and Proposition 2 holds, the distributed algorithm for solving (23) converges to its optimal point. Again, when we use the D-norm approach, the robust solution with infrequent message passing can be obtained similar to Algorithm 2, and its convergence to the optimal point of (23) is guaranteed provided that Proposition 2 holds and the upper bound on D in Lemma 1 (See Appendix E, available in the online supplemental material) is satisfied. Now, we show that under what conditions, the feasibility set of robust optimization in the D-norm approach is larger than that of the ellipsoid uncertainty set, which leads to a higher social utility for SUs.
Lemma 3. When the uncertainty boundaries in the ellipsoid uncertainty set and the D-norm model are equal, the optimal social utility of (7) for the D-norm uncertainty model is greater than or equal to the optimal utility for the ellipsoid uncertainty model if
where jSj is the size of S.
Proof. See Appendix H, available in the online supplemental material. t u
The effect of reducing the protection value from the PUs' point of view is that the interference constraint may not be satisfied for all instances of uncertainties. From C 2 in (23), the probability of violating the interference threshold under the protection value of the D-norm approach is Probðviolation in the D-norm approachÞ
The upper bound of (25) for a symmetric probability distribution [56] is Probðviolation in the D-norm approachÞ
where È is the cumulative Gaussian probability distribution function. Since Gaussian and uniform distributions are typically used in the literature to model the error in uncertain parameters in wireless channels [26] , assuming a symmetric probability distribution for error is reasonable in our system model. Note that the probability in (25) and its upper bound (26) are completely different from the violation probability defined in [25] . This is because (25) is related to the protection value in the D-norm approach and to the statistics ofĝ ij , whereas the violation probability defined in [25] is related to the short-term fading caused by variations in g ij . Moreover, since (25) does not include other sources that can also cause outage to PUs (such as fading in direct channels between PUs and their corresponding PBSs), it cannot be considered as PUs' outage probability defined in [42] .
By fixing the probability of violating C 2 to violate j , the lower bound of À violate is À ffiffiffiffiffiffi higher value for À violate , and vice versa. From (27) , when the number of SUs is increased, the SBS needs a higher value of À violate to preserve the violation probability.
Moreover, in contrast to (7) , which keeps interference to PBSs below a given threshold in a hard manner, i.e., for all instances of uncertainties, by using the D-norm in (23) , interference is robustly controlled in a soft (probabilistic) manner. By using (27) , the SBS can calculate the value of À violate for any value of violation probability for PBSs and use it to calculate the protection value. In practice, the value of violate j can be assigned by the regulatory agency for trading off between the SUs' social utility and the violation probability of PUs.
SIMULATION RESULTS
Now, we provide simulation results to get an insight into the performance of our proposed scheme in different uncertainty sets. We consider a CRN with two partially overlapping cells, one for PUs and one for SUs. The PBS is located at the center of a circular cell whose radius is 2 Km. The SBS is located 0.5 Km from the PBS and covers a circular cell with a radius of 1 Km. There are three active SUs in the cognitive cell, deployed at d ¼ ½150; 200; 350 m from the SBS and D ¼ ½550; 300; 400 m from the PBS. The power range for each SU is ½0:001; 1 Watts. Again, since we have only one PBS, we omit the index j from the notations. In simulations, we consider i ¼ 40 dBm and w i ¼ 1 for all SUs. We also assume 2 ¼ À113 dBm, and the estimated interference caused by PUs on the SBS is "
for each SU's channel gain to the SBS and the channel gain from the ith SU to the jth PBS, respectively, where k is the attenuation factor equal to 0.09. The value of i is assumed to be 100 for all SUs in the system [45] . In our simulations, we express and " in percentages as "
, and the SUs' social utility is called the network utility.
First, we show the effect of robustness on the network utility for different values of , ", and IT in Figs. 4 and 5. Note that increasing uncertainty in both g j and I P monotonically decreases the network utility as we expect from Lemma 2. This is because for an ellipsoid uncertainty set, (20) is
As can be seen from (28), increasing and " monotonically reduces the network utility in robust power allocation as compared to that of the nominal power allocation, i.e., for ¼ 0 and " ¼ 0. Besides, as we see in Fig. 5 , the reduction in the network utility via increasing the value of is larger than the reduction in the network utility via increasing the value of ". As an example, for IT ¼ 0:1 2 , network's utility is 2 for ¼ 100%, while it is around 4 for " ¼ 100%. This is because for small values of IT , the constraint C 2 severely shrinks the feasibility region of the power allocation problem, and a small increase in shrinks the feasibility region even further.
Next, we investigate how the D-norm approach can tradeoff between the network utility and robustness in controlling the interference via À violate . In Fig. 6 , we see the effects of increasing À violate on the network's utility in different uncertainty sets and for different values of IT . Note that increasing À violate reduces the network utility. The slope of utility degradation for higher values of uncertainty (e.g., " ¼ 70%) is more as compared to that for lower values of uncertainty (e.g., " ¼ 10%). Also, for low values of IT , decreasing the value of À violate results in a higher network utility for SUs as compared to the cases of large values of IT . Again, this is in line with Lemma 2, i.e., for low values of IT , the value of Ã is large, and hence increasing or decreasing Á violate via increasing or decreasing À violate , impacts d Á more profoundly.
Finally, we show the convergence of power levels and in the proposed distributed Algorithms 1 and 2 for three users in Figs. 7, 8, and 9 , respectively, where both and " are 0.1 percent and IT ¼ 2 . Note that convergence of Algorithm 1 is relatively fast. But for Algorithm 2 with a large step size, e.g., 0.5, and a large delay, e.g., D ¼ 20, the algorithm cannot converge to its optimal value as we see in Fig. 8 . By decreasing the step size to 0.01 and delay to D ¼ 5 in Fig. 9 , convergence is guaranteed but it may take an order of magnitude more iterations to converge as compared to Algorithm 1, which is in line with our analysis of Algorithm 2 in Lemma 1.
CONCLUSIONS
We proposed a distributed robust scheme for power control in underlay CRNs that takes into account the two major sources of uncertainty, namely, channel gains between SUs and PBSs, and variations in interference caused to the SBS by PUs. Such uncertainties may increase the probability of violating the interference threshold of PBSs and reduce the actual normalized SINRs of SUs below an acceptable level. We modeled uncertainty as a bounded distances between actual and nominal values, and showed that by using the protection value in our robust problem, it can be simplified to a GP problem and solved in a distributed manner via Lagrange dual decomposition. To provide an insight into the impact of introducing robustness on the SUs' allocated power levels (via protection values) and their achieved utilities, we compared the feasibility set of the nominal power allocation problem with that of its robust counterpart. We demonstrated that the reduction in the social utility can be considered as an element of cost of introducing robustness. To moderate this cost, we proposed to trade off between the SUs' social utility and the level of robustness in controlling interference to PBSs. Our proposed distributed power allocation algorithm needs additional message passing to deal with protection values. In order to reduce this added signaling, we developed a distributed scheme for power allocation with infrequent message passing. We also obtained the condition for its convergence to the optimal point. [56] D. Bertsimas and M. Sim, "The Price of Robustness," Operations Research, vol. 52, no. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
