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FRONTERA INFERIOR DEL RIESGO CUADRADO 
EN EL DISEÑO SECUENCIAL DE EXPERIMENTOS 
Ran^n A. Matos M. 
Resuaen. Este artículo tiene como objetivo est£ 
blecer la frontera inferior del riesgo cuadrado 
de la estimación de parámetros de regresión en 
el diseño secuencial de experimentos. Mediante 
un ejemplo se ilustra el cálculo de esta front£ 
ra. Se describe formalmente el esquema secuen-
cial de experimentoe. 
SlNMOry. This paper has the ojective to estab-
lish the lower bound for the quadratic risk of 
the parameters' estimates of the regression mod̂  
el of the sequentially designed. An example 
ilustrates the calculation of this bound. The 
scheme of sequential designs formally is de-
i6 
scribed. 
La teoría matemática del diseño secuencial 
de experimentos iniciada por Chernoff (1959) ha 
sido desarrollada para el caso de la estimación 
de parámetros en los modelos de regresión. Mal-
jutov (1983) encontró dos tipos de fronteras mî  
nimáximas asintóticas locales para el riesgo 
cuadrado de los parámetros estimados en los mo-
delos de regresión F. 
La frontera asintótica propuesta en este 
artículo mejora las anteriormente obtenidas pa-
ra casos similares. Se analiza el problema de 
estimación de parámetros desconocidos en el eŝ  
quema del diseño secuencial de experimentos pa-
ra los modelos F. 
1. Conceptos Prellalaeres. 
1.1 Esquema Secuencia! de Experimentos. 
La idea en la que se fundamenta el procedi-
miento del diseño secuencial podemos resumirla 
así: En cada paso de una experimentación cual-
quiera podemos decidir sobre la continuación o 
no de las observeciones. Si Iss observaciones se 
concluyen, es escogido el parámetro de la distri 
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bución de las observaciones en base a los expe 
rimentos realizados. Si por el contrario se de 
cide continuar el experimento, se escoge el 
control para las siguientaa observacionea (el 
punto de realización del nuevo experimento) de 
pendiendo de los experimentos anteriores. Pro-
cedemos de esta msnera hasta llegar al final 
de las observaciones. 
Ls formalización de este esquema es la si-
guiente: Sean (X,Sx), iV^By) , (G.Be). (A.0A>" 
espacios medibles, donde 8 , 8y,Bg, B.-son les 
a-álgebras correspondentes a los espacios má-
X 
trieos X, y. O, A. Pg es una familia regular 
de medidas en Y, Denotamos por iZ»Bi) ' (Xxy^ 
B^^By) el producto de los espscios (X.Bj^), 
iY.&y); 2^ - Zx..xZ;6z„- B j ^ ^ ' ^ ^ Z ' 
0̂» " vlí¿4jw 02o, • B^*».»»^** «8 el psráaetro 
desconocido, x «e X es el control que el experj^ 
mentsr tiene la poaibilidad de eacogar. 
La terna da reglaa (U,M,2) control, da taa 
»i.6n y toma da daciaitfn reciba al aoabra' da ao 
tratagia aacuancial (5). Laa roglaa (tf,N,(l) 
aoa dafiaidaa por laa aocaaiaaoa da fancioaoa 
aadiblea x„, t., d„ raapactiaaaanta, daada 
II n m 
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N - minín 1x̂ (1̂ ,̂.. ..y^) - 1} 
(el subíndice n está referido al orden de las 
observaciones). La pareja (U,W) recibe el nom 
bre de diseño secuencial (O• 
En virtud del teorema Tulcea (Neveu J. 1964 
cap. VI), a cada eatrategia S con distribución 
inicial g para X. le corresponde una única me-
dida Pj en el conjunto (Z„, Bi ) tal que g en ex conjunto V̂ oo» P Z 00 
P^iyj^ a: E) - ¡ g i d x ) P l i y « B) (1.1) 
Í<í/n+l 8|{/i,....ŷ ) -PQ'^^(B) si %...-.!/„) «C^ 
Por El denotamos la integral con medida P^. 
1.2 Resultado Auxiliar. 
Foraularemoi un lema que puede interpretar-
se coao una genaralisaciSn da la identidad de 
Wald. Su demoatración se logra con ayuda de al-
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gunos resultados de la teoría de Martingalas. 
A cada diseño secuencial E, l e hacemos co-
rresponder una medida aleatoria II en (X,3y)» 
definida para todo A ^ B por la fórmula. 
n^(A) = (EJW)"^ I TLíX^ ^ A) 
-¿ = 1 
(1 ( ) es el indicador). 
Esta construcción recibe el nombre de pro-
yección predecible (predictable) del diseño E, • 
Su importancia queda fundamentada en el si-
guiente hecho . 
Leaa 1.1 s i g i x , y) es una función i n t e g r a b l e 
5 






I ^ Q Í 3 í ^ ^ ^ y ¿ ) \ B 2 ) = EQA//(j>(x)n̂ ( dx) 
<l>(x) = ¡ 9 i ^ , y ) P ^ i d y ) 
y 
El lema 1.1 afirma que la medida de una 
función dependiente de las observaciones secuen 
cialmente diseñ-adas (con ayuda del diseño C) se 
calcula integrando la función con la medida 
aleatoria II . 
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2. Condiciones. 
En este parágrafo enunciaremos las condicÍ£ 
para el cumplimiento de la afirmación central 
del presente artículo. 
2.1 Dtseños. 
Dada la sucesión de diseños ^ ' ÍU ,N ) , 
donde a cada diseño ^ le corresponde un espa-
cio medible (2 , B7 ) y un flujo de a-álgebras 
BZn • ^ cada ;t y 3 «c O le corresponde la medida 
P ^ en (Z£,BÍ ) definida por la fórmula (1.1). 
t 
Esta medida la denótanos por P.. Considerare-
mos que los diseños ^ cumplen la condición 
E~ W<*, donde E^ es la integral con medida P*. 
o o 
En lugar de 5*̂  escribiremos sólo el subíndice t 
referido al orden de la sucesión de los diseñes. 
La sucesión de diseños ^^ converge débilmen 
te, o sea, existe un espacio probabilístico 
(ÍÍ,F,P) y una medida en X II regular, condicio-
nal respecto a (n,F,P) tal que para toda función 
continua ^(x) en X: /^(x) n'^(dx)^^^/(5(x)n(cíx) 
(convergencia en distribución. 
2.2 El Modelo. 
El diseño secuencial de experimentos en el 
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modelo de regresián F se describe con el siguiem 
ta esquema: 
^i^yM^,^^ -ni». 6) - t . 
La igualdad tiene lugar en el conjunto {N ^ l } 
con probabilidad Pf de 1. 0- es un conjunto 
abierto en "Bi • La familia de medidas P» y las 
funciones de control, de tensión, decisión se 
consideran Borelianas. 
Las funciones T\,V cumplen las condiciones. 
«1. n. H^ - Ig^» I ' l , . - , P , V ' 
toman valorea en K^ y son continuas y acotadas. 
H2. inf î (x,e) > O 
Xxe 
toaan valorea en X^ y son continuas y acotadaa. 
•». M(e) • /•(x.e)ir\x,e)/(x,e)n(dx) > o 
2.3 Los EstlMiderts. 
Saa L la claaa da aatiaadoroa ] 
real (6*) oa al aodalo F dal tipa: 
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^ t V t 
t^(í/,e) - Q+AUy) I 8 f (x . ) ({ / . -n(x . ,8 ) ) 
d o n d e 
T 
í/ - i y i yf^^) 
Las funciones A ,B. cumplen las siguientes 
6 6 
condiciones 
t *t t 
TI- ^ a iy )N converge en probabilidad P^ a 
la matriz A(g) de dimensiones (pxp), además 
^ " P I1AÍ(Í^)W'̂ 1I < - d o n d e W^ - E^N^, 2Z- e s e l 
2«W(T) " 6^ ' " ® * 
c o n j u n t o d e l o s e n t e r o s , W(T) " {'8| | |e-e|| < T } 
T2. 8. es una sucesión que toma valores en 




Para juzgar sobre la optimización de los 
estimadores de la clase L establecemos la fron* 
tera inferior del riesgo 
RAx^) - tlm Um ¿up • * H ^ E Í [ l h x ^ i y , e ) - h ] ^ 
^ C-H» t-*^ e«w(c| w/) ® 
donde I « H^, ¿ ̂  0. 
3.1. Si ee oumplen lae pondioionee del 
parágrafo 2, para todo ¿ ^ mĴ  
R 
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t ^ . „ T ^ . . - 1 , * . 
^íx ) ^ t EM "(e)£ 
Demostración. Usando la igualdad (2) en "Matos 
R. 1985" obtenemos que 
Ro(T^) = t lm t lm sup^f [A¡^ l ' ^ í E ^ x ^ - h ] ^ - ^ 
^ C-xo -Í.CO W í c \ N ) 
+ l l m f l ^ ^ t ^ x i y , ^ ) (3.1) 
t-*-oo 
si existe una sucesión t ; tal que 
Um Um Sup*^ ^ñ?^ t} {E^^x^-'—X) = oo 
t-í-oo ;t->oo (1/ ( C I W ) 
entonces automáticamente se cumple que 
1?^(T'^) >̂  Eit^M'^^t) 
Por lo tanto, examinaremos el caso cuando 
para todo t 
Um Um s u p ^ . V^tJ íE^x^-%) > » (3.2) 
c-*oo t-í-oo W ( c | W ) 
De acuerdo con la definición de T, sustitu 
yendo n(x.Q) por n (x)-(n (x)-r| (x »8 ) ) e igualmen-
te, usando la igualdad 
^(x)-Ti(x.9) = |^(x)(§-8) (3 3j 
+ / \(l)'''(x,S+X(9-e))-|^(x))cíX(9-8) 
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tenemos que 
SUÔ  / f V ( § V - S ) 
W(c/r) 
N 
- sao \ / Í V l ^ A Í í y ) I Bf(x.)(u.-Í (x.)) 
W(c/F) ® .c-l ® '*' '̂  '̂  
+ y5'VE^Aj({/) J B^íx^)' 
• / i ^ ^ i x . , Q + x i e - Q ) ) - V i ^ / ) ) d x í t ' e ) 
o 
+ . / S V ( § ' ^ A J ( Í / ) I 8 Í ( x . ) J ^ ( x . ) ( e - e ) - ( 9 - 9 ) ) | 
.c* 1 
En virtud del cumplimiento de las condicio-
nes del parágrafo 2 y aplicando el lema 1.1 es 
fácil comprobar que el límite de los dos prime-
ros sumandos, cuando •£-»•<», es igual a cero. 
Por otro lado, es fácil comprobar que 
Om , j . \ y^ l ^ i Í ^A^ iy ) I Bf(x.)(|>*̂ x.)(§-9)-(8-e))| 
' - / c \ l ^ í E a i h i B(x)Ĵ (x)n(dx)-J )|| (3.4) 
X P 
donde J es la matriz unitaria i p ^ p ) . 
De la igualdad (3.4) se concluye que para 
el cumplimiento de (3.2) es condición necesaria 
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que 
||Z^(Ea(e)/B(x)$^(x)n(<íx).J )|| - O (3.5) 
X P 
Examinando el límite del segundo sumando 
en la expresión 3.1, obtenemos 
l lmm^l^x^iyj ) 
- EtJ^aie)fiix)fíx)hx)Jlidx)a^ihl (3.6) 
X 
Encontrar el mínimo de la expresión (3.6) 
con la condición (3.5) representa un probleme 
sencillo de la teoría de optimización. De los 
resultados de esta teoría concluimos que 
Um^H^l^xiy,h i^El^ñ'^l 
t-*<*> 
(puede utilizarse la metodología empleada en el 
caso similar por Matos R. 1985). 
De lo anterior se deduce que R.(T ) ̂  E¿ M ¿ . 
El teoraaa queda demostrado. 
De esta forma la exactitud asintótica da 
loa diaeños 6ptiaos-ae caracteriza por la aatris 
da inforaaciSn 11(6) «N(n,e) y al probleaa da 
conatrvir un diseSo aacuencial 6ptiae-ae redoce 
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a encontrar un diseño ( tal que' la proyección 
predecible n satisfaga la condición 
En* • <IL̂ 3 mlmp{EU[ll ,Q]) , 
TT 
donde if/̂  es un funcional convexo definido enel 
conjunto de las matrices de información (crite 
rio) . 
4. Ejenplo. 
Sea X ' [-ab], e«:m^, y » {/^\/^h<= IR̂  2 ; 
a,b son dos números enteros positivos, y 
1 N ** 
ea (independientemente de 6x ,..,x y de la 
trayectoria y ') la posición enésima de la ca-
minata aleatoria unidimensional que desde la 
posición y y O es descrita por una partícula 
que se desplaza con probabilidad 2/3 un paso en 
dirección contraria al origen de las coordena-
das y con probabilidad 1/3 se desplaza un paso 
hacia el origen de las coordenadas. Desde cero 
la partícula se desplaza con probabilidad 2/3 
*»í punto 'fl y con probilidad 1/3 a-1. 
(2) 




donde P es la probabilidad de desplazamiento 
de la partícula a la derecha del punto donde 
se encuentra, P la probabilidad de desplaza-
miento a la izquierda. Consideraremos que 
(2) y = O, o sea la segunda componente de nues-
tras observaciones está definida por la trayec^ 
(2) toria descrita por la caminata y que parte 
de cero. 
y es una variable aleatoria normal con 
•' n 
parámetros (X 9, 1). 
n 
De las propiedades generales de los diseños 
* 
continuos óptimos se deduce que el diseño E, 
definido por la fórmula 
b, si y _ \ ^ 0 con probabilidad 11(6) 
(2) - a , s i y . < O con probabilidad Il(-a) 
X 
n 
es óptimo para la estimación de 9 con la condi-
ción 
^^Qn x^ = S l g n y^^ \ 
i l ) Es sabido, que la trayectoria y toma 
1 
valores ± «> con probabilidad -r "Feller W. 
1970". 
En virtud del teorema 3.1 obtenemos que 
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tlm Um sup^j. (R^( e,T'S|{í/^^^-«»}) ^ b'̂ En"^(C) 
c-Ko f*o» filic\Nn " 
La respuesta obtenida depende de la proye£ 
ción n quien a su vez depende de la regla (alea. 
toria) de detención N. 
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