Abstract The paper presents necessary and sufficient conditions for a single input system defined by a time-dependent vector to be stabilized by a linear feedback. The main result of the paper generalizes the well-known property of time-dependent vectors known as persistency of excitation.
Introduction
Stabilization of a time-dependent vector field naturally appears in numerous industrial and theoretical applications of control and system theory. Many problems of system identification, learning, adaptation, parameter estimation and design of feedback controls can be reduced to linear feedback stabilization of a time-dependent vector. Due to such wide range of applications the result on stabilization should be valid for a wide variety time-dependent vector fields. However the classical version, known as persistency of excitation (see e.g., [2] , [3] , [6] , [9] , [10] , [11] , [13] ), imposes the restrictions that proved to be a burden for solutions of many important problems. In pursuit to overcome those restrictions the researchers constructed a number of improvements for the classical persistency of excitation conditions. The literature devoted to this subject is so vast that an attempt to survey the results of this field would lead us to writing a book instead of a paper. For this reason, we mention only a few publications illustrating the efforts in this area. The paper [5] presents the necessary and sufficient conditions for identifiability in an interval for a class of continuoustime piecewise linear systems. This naturally leads to a suitable modification for classical persistency of excitation. The publication [7] is dealing with persistency of excitation adjusted for radial basis function approximations. In the paper [1] the authors discussed uniform and nonuniform observability criteria that leads again to persistency of excitation. The paper [1] also presents some results on nonlinear generalizations of persistency of excitation. In [8] the at-tempt was made to use a modification of persistency of excitation in order to obtain a sufficient condition for uniform attractivity of the origin for a class of nonlinear systems.
In order to create a generalized version for the persistency of excitation condition this paper uses the approach similar in the spirit to the theory of linear boundary value problems for partial differential equations (see , e.g., [15] ). In other words, we introduce a generalized definition of a solution for an ordinary differential equation. That definition follows the widely accepted ideology of distributions. Then we formulate our new necessary and sufficient conditions for a time-varying vector field to be stabilized by a linear feedback. Our result is formulated in general terms of distributions that, locally in time, belong to L 2 .
The paper presents necessary and sufficient conditions for a linear feedback to make the corresponding closed loop system asymptotically stable. The main contribution is the generalized persistency of excitation.
Preliminaries
where u is the control input; x denotes the state of the system and
Throughout the paper we assume that R n is equipped with the scalar product and x denotes the magnitude of x, i.e x = x, x , where x, x is the scalar product of x with itself.
Consider the initial value probleṁ
Its solution is defined to be an L 2,loc vector function x(t) such that for any infinitely differentiable function ϕ(t) ∈ C ∞ (both x(t) and ϕ(t) take its values from R n ) with compact support (that means ϕ(t) = 0 outside an interval from R) we have
It is well-known (see e.g., [4] , [14] ) that the solution x(t, x 0 ) for (2) exists and unique. Moreover, it is a continuous function of time. Indeed, consider the Picard's sequence
where y 0 (t) = x 0 and n = 1, 2, . . . . Since b(t) ∈ L 2,loc the Picard's sequence {y n (t)} n converges (point-wise) to a continuous function y(t). Let us show that y(t) satisfies (3). Integrating by parts
we obtain
Since both y n (t) and y n−1 (t) converge to y(t) as n → ∞ we arrive at
Hence, y(t) = x(t, x 0 ) is the solution for (2) in the sense (3). The goal of this paper is to find necessary and sufficient conditions for the linear feedback
to stabilize the system (1). The stabilization is defined as follows.
Definition 1
The system (1) is said to be stabilizable by the feedback (4) if the solution x(t, x 0 ) of the closed loop system (2) satisfies the conditions:
and the equilibrium x = 0 is stable.
Necessary and sufficient conditions
Our main goal is to find conditions that guarantee that the linear feedback (4) stabilizes the system (1). In other words, we need to study asymptotic stability (in large) of the origin for the closed loop systeṁ
where b T (t), b(t) denote the row and column, respectively.
Consider a real positive number S and a continuous real function ω S (t) such that ω S (t) > 0 for 0 ≤ t < S and ω S (t) = 0 for t ≥ S.
We also assume that ω S (t) is differentiable almost everywhere except may be a finite number of points from R. If the feedback (4) stabilizes the system (1) then lim
Hence, for any fixed real positive number S we have
Consider more closely the integral
If we find conditions that guarantee
then that will imply that the linear feedback (4) stabilizes the system (1). Differentiating the integral
with respect to time yields
Integrating by parts leads us to the following important formula
where
denote minimal and maximal eigenvalues of A(t, τ ). Then the next theorem gives us necessary and sufficient conditions for the system (1) to be stabilized by the linear feedback (4) . Notice that one is assured by b(t) ∈ L 2,loc that the integral expressions in the next theorem are well defined. (4) does not stabilize the system (1).
Proof. It follows from (5) that
Due to monotonicity of x(t, x 0 ) 2 we have
It follows from the very well known Gronwall inequality ( see, e.g., [12] ) that
implies that the linear feedback (4) stabilizes the system (1). On the other hand, (5) leads us to
After solving this inequality we obtain
then the linear feedback (4) does not stabilize the system (1). Q.E.D.
Notice that we owe the success in proving Theorem 3.1 to the new idea that suggests to consider
instead of x(t, x 0 ) 2 . This approach seems to have further important consequences not only for control theory but also for studies of general dynamical systems.
Taking different weight functions ω S (τ ) one can obtain different types of persistency of excitation conditions. In particular, the classical persistency of excitation follows from Theorem 3.1 if
and positive real number k takes sufficiently large values. Let I denote the identity matrix. Given two n × n symmetric matrices A and B we write
Then the classical persistency of excitation can be formulated as follows. 
then the linear feedback (4) stabilizes the system (1).
Proof. Let ω S (τ ) be defined in (6) . Then
Taking into account (7) we obtain 
In order to stabilize the system at the origin one can choose the linear feedback u(t, x) = −(x 1 + sin(t) √ t · x 2 ).
In order to prove that this feedback stabilizes system (8) at the origin we will employ Theorem 3.1, where ω S (τ ) = (S − τ ) for τ < S 0 for τ ≥ S ,
The matrix A(t, τ ) takes the form A(t, τ ) = + O(1) as t → ∞ Hence, by Theorem 3.1 feedback (9) stabilizes system (8).
