Abstract--A landing curve of an airplane is a smooth curve described by three functions x(s), y(s), and z(s) which are governed by a system of linear ordinary differential equations (ODEs) with certain boundary conditions. The separation techniques are proposed in this paper first for the landing curves of the airplane to the airport. The separation techniques are particularly significant for nonlinear boundary conditions. When a space ship is approaching a shuttle station, the landing curve is ending at the surface of the station. Since the station surface is curved, the ending boundary conditions are nonlinear. This nontrivial nonlinear landing problem can be easily solved by the separation techniques not only for great reduction of computation complexity but also for facile nonlinear error analysis. The error analysis in this paper is made to derive three significant results.
INTRODUCTION
This paper is continued study in [1] [2] [3] of the blending curves for landing problems by numerical differential equations. A landing curve of airplane is a smooth curve described by three functions x(s), y(s), and z(s) which are governed by a system of linear ordinary differential equations (ODEs) with certain boundary conditions. The separation techniques are proposed in this paper first for the landing curves of the airplane to the airport. The separation techniques are particularly significant for nonlinear boundary conditions. The separation techniques may greatly simplify the numerical algorithms and error analysis, because the blending solutions may be found by the parametric functions, x(s), y(s), and z(s), obtained separately, and then combined together to satisfy the boundary conditions, linear or nonlinear. When a space ship is approaching a shuttle station, only a few nonlinear algebraic equations are needed to deal with the landing curves. This displays significance of the separation techniques, compared to the numerical approaches given in [2] , where a large number of linear and nonlinear algebraic equations are involved in, and then solved together. The motivation of the study of blending curves and the related references are provided in [1, 3] .
We propose the following separation techniques, to greatly simplify the computational algorithms and error analysis. The separation techniques consist of two steps.
STEP I. The solutions are first obtained by the linear boundary problems of (ODEs), and the fundamental solutions are explored under different linear boundary conditions. STEP II. The landing curve of the space ship is expressed as a linear combination of the solutions obtained from Step I, and the optimal expansion coefficients in the linear combination are sought by minimizing the global energy of the landing curve under the nonlinear constraints. Only a few nonlinear algebraic equations are obtained together; they can be solved independently.
The error analysis for the nontrivial landing problem is made to derive three significant results:
(1) The exact blending curves by the separation techniques with the fundamental solutions. cases. Numerical experiments for nonlinear boundary conditions are provided in this paper to display the efficiency of the separation techniques, and to verify the error analysis made. This paper is organized as follows. In the next section, we describe the landing problems by a system of ordinary differential equations (ODEs), and derive the natural boundary conditions. In Section 3, we propose the separation techniques and extend them to ODEs with general linear conditions. In Section 4, we apply the separation techniques for the blending curves of the space ship to the shuttle station, which involve nonlinear boundary conditions. The Lagrange multipliers method and the Hermite finite element methods (FEMs) are used for the nonlinear boundary equations and the linear ODE systems, respectively. In Section 5, the fundamental solutions of ODEs are explored. In Section 6, error analysis is made for the blending curves by the separation techniques with the fundamental solutions, and with the Hermite FEMs. In Section 7, numerical experiments are reported, to display the significance of the algorithms proposed in this paper, and to verify the error analysis made. In the last section, concluding remarks are made.
DIFFERENTIAL EQUATIONS AND VARIATIONAL FORMS
Consider an airplane to be landing at an airstrip constructed on the given line/'= EE ~, where the ending point E is unknown, but E E ~, see 
BB' = (x~os + Xo, y~o s + Yo, Z~o s + zo) T "EE' = (X~N s + a, JNS + ~, Zrg s + ~/)T
where a, fl, and 3' are constant, and the boundary values of the solutions are given by For simplicity, we assume x~ ¢ 0 and X~v ¢ 0 and denote
with the known constants a, b, k, and m. Then, the tangent boundary conditions at B and E can be expressed by
The displacement conditions at B and E can also be rewritten as By integration by parts we have from (2.10) and (2.13),
fo ~ I ~ d~w ±Q dW _ E) . v ds
~ -~s 2 P ~ ds ds 
(2.14)
Let us summarize the above results as a lemma. 
Then, the general solutions (2.6) can be expressed by
where a, ~, V, and # are constants to be determined. We have the following theorem. 
and W(x~o, X'g, Xg)[s=O = Wo. Then, we obtain from (3.2), (2.6), and (3.4), The solutions of (3.7) lead to (3.5) , and this completes the proof of Theorem 3.1. | Based on Theorem 3.1, we propose the separation techniques for the blending curves.
STEP I. Choose four basis solutions in (3.2) which can be solved by just one ODE with the clamped boundary condition independently.
STEP II. Based on Theorem 3.1, let the solutions W = ~Wl + ZW~ + 7W3 + (1 -a -9 -7)W~, (3.8) where a,/3, and 7 can be determined by the three natural boundary conditions (2.14). Once a, fl, and 7 are obtained, the boundary solutions x~, X~v, and XN of the optimal blending curve are given in (3.7). There may exist infinite solutions for Q = 0; detailed discussions are given in [1, 2] . Note that the four basis functions in (3.2) can be chosen differently if their rank is three; in this case Theorem 3.1 also holds but with different formulae from (3.5).
Linear Boundary Conditions
In [1] , when the airplane is landing on a ground, different boundary conditions were discussed. In this section, we extend the separation techniques to the blending curves with general linear boundary conditions.
For simplicity, we assume at the beginning point, all the displacements and the tangent direction of the curve are fixed and known,
However, we consider the general linear constraints at the ending point, where ffl = (ul,..., uq)-r~ if2 --(Uq+l,..., u6) T, and ui denote the unknowns of x(1), x'(1),..., z'(1). The matrices R E R q×q and G E R ex(s-e) are given by
Let rank(R) = q without loss of generality, then the inverse matrix R -1 exists. We obtain from (3.11) and (3.13) On the other hand, we have the natural boundary conditions from Section 2, ;/~1 + FJ~ = (-;/R-'c+ C)~ =0.
Since vector ~2 is arbitrary, we obtain the additional natural equations boundary conditions. We then choose a linear combination of (7 -q) basis functions
where c~ are constants satisfying 6-q ..
Y~i=o ci = 1, and rank{W (°), ., W (6-q)} = 6 -q. We obtain t 6--q / 6--q W(x,y,z) = 1-~c, w<o~ + Z c~w.> i=1 i=1 (3.22) Hence, the (6 -q) coefficients of c~ can be obtained by (3.20).
NONLINEAR BLENDING PROBLEMS

Lagrange Multiplier Method for Boundary Nodal Solutions
In this section, we apply the separation techniques to the blending curves involving nonlinear boundary constraints at s = 1. For example, we consider space ship for landing on an elliptic surface in where (xe, ye, ze) are the coordinates of the center, and rz, ry, and rz are the radii of the ellipse.
The tangent derivatives of the landing curves must satisfy the condition
at s= 1.
(4.2)
Equations (4.1) and (4.2) are nonlinear. For s --0, we still have the linear boundary conditions,
Hence, there is a total of seven unknowns which form the vector
From the nonsingularity assumption, we have
We provide the following separation techniques to seek the optimal boundary solutions of the landing curve. where ci are coefficients to be sought. We introduce the multipliers "~1 and -~2 for the nonlinear boundary conditions (4.1) and (4.2) at s = 1, to obtain the functional
where the energy is given by (1)).z(1)} (4.9) 2 ~ss (p~x" (1)). x(1) + ~ss (pyy" (1) ). y(1) + ~ss
where H E R 7x7 is a constant matrix. Hence, the coefficients ci and hi can be determined by the variational equations as (w (cl,..., c7, ~1, ~2)) =0, i= 1,2,...,7, Oci In this section, we describe different Hermite FEMs, and in the next section, we develop the fundamental solutions for (4.11) and (4.12) when q(s) = O.
The ODE system of (4.11) and (4.12) can be expressed in a weak form. The Sobolev spaces are defined by and the solution U h has the optimal convergence from [7] where the norms are defined by 
Q2(s) :
Moreover, ifp is constant and q = 0, the nodal solutions vi and v~ obtained are exact, provided that there exist no errors for the integral b(v) in (4.15), e.g., f~o f sk ds (k = 0 -3) are integrable exactly, see [3] . Henc6, we may also achieve very high superconvergence by an a posteriori interpolant of very high order. Let partition (4.18) be uniform, e.g., hi = h, Vi. Although the algorithms of the fifth-order Hermite method are more complicated, the high convergence rate O(h 4) is valid for arbitrary p(s) and q(s).
FUNDAMENTAL SOLUTIONS
In this section, we explore the fundamental solutions for q = 0 in Based on the separation techniques, the fundamental solutions with the clamped boundary conditions may be applied for the blending curves under the linear boundary conditions in Section 3, or under the nonlinear boundary conditions in Section 4.1. The entire blending curves obtained are exact, when the integral fl o G~f ds is exact, which implies that fL o fs k ds (k = 0-3) are integrable without errors, the same condition as that in [3] for the exact nodal solutions. Below, we also derive the fundamental solutions for other boundary conditions discussed in [1] , such as the simple support condition and other boundary conditions. cl =~, b2 = y, b3 -6
Next, we may also derive the fundamental solutions for p=p(s) >0. Consider 
{ aOl(S) ~-C102(8),
a~= -(a+l)03 (8)+b10~ (8), 
t-----~--~s--~(ts+r)ln(ts+r)+ t---g--, -~l(ts+r)ln(ts+r)
l+lnr rlnr
02(S) t t 2 '
03(s) --s22t r + (t + r)t 2 ln(t + r) s + --~t + r (ts + r)ln(ts + r) (t + r)(t-2rln(t +r))
+ 2t 3 where d = 2t + (t + 2r)lnr -(t + 2r)ln(t + r).
04(8 ) = t~prln(ts+r) l+ln(t+r)s t+rln(t+r)
t
ERROR ANALYSIS
In this section, we provide error analysis for the separation techniques for the blending curves involving the nonlinear boundary conditions. First, for Q -= 0 we discuss the separation techniques by the fundamental solutions for one ODE problem in Section 5, to give the entire exact solutions of the optimal blending curves. Second, we explore the separation techniques by the Hermite methods in Section 4.2, instead of the fundamental solutions.
When p is constant and q --0, the fundamental solutions for (5.1) are given by
z(s) = zo¢o(s) + ZN¢~(s) + Z'o¢o(S) + z'~¢~(s) + a~(t)f~(t) dt,
H.-T. HUANG AND Z.-C. LI and
x(~) (s) = xo¢(o ~) (s) + XNd '~) (s) + X~¢o (~) (s) + x~¢~ ':) (~)
/o (5 )
Suppose that the i~tegrals, Io ~ ~O~(t)f,(t)dr, k = 0 -3, can be evaluated exactly, the basic functions W (i) in (4.6) are exact, and the functional I(W) in (4.7) involving x"(1), x(3)(1), etc., with the Lagrange multipliers is exact. Then, the nonlinear solutions (4.10) are given without errors and so are the coefficients ci and the entire blending curves. Here, the "exact" solutions mean the solutions regardless of rounding errors from the Newton iteration method. We state this result as a theorem. The above result with (6.10) leads to (6.4). Next, we have for k = 2 and 3,
The desired bounds (6.5) and (6.6) are then obtained.
there exists the optimal 
(3)(1),y(3)(1),z(3)(1),x"(O),...,z"(O)
, are involved in TB(W) of (4.9) and then in I(W) with errors in computation of (4.7), the nonlinear equations (6.14) can be expressed as 
G(dh) + 5og(dh)
=
G(d) -G(dh) = 5og(dh).
(d-dh)=~o[J(d)]-lg(dh). (6.21)
From assumption (6.16) Moreover, since (6.2s) This is the first result of (6.24), and the second result of (6.24) follows from IIWIII,~ ~ cIIwII2.
Hd-dhl' <-] ~0' [j(~)]-I
This completes the proof of Theorem 6. To raise the convergence rates, we invoke the global superconvergence. Assume P and Q are constant, and construct the a posteriori solutions for the blending curves 1 1 1 -1\ where rank{Wo,., o, WT} = 7. The blending curve is given by
The general solutions of ODEs with the clamped conditions are given by x(8)=3-gd+x0¢o(S)+~xN-hg 6 ¢i(8)+X;¢o(S)+ x~v-¢1(s),
Then, the exact (e.g., true) coefficients c~ and ),i are obtained from the Lagrange multipliers method in Section 4.1, given Table 1 . Below, we use the Hermite FEMs and the Lagrange multipliers method. Let [0, 1] be split into N uniform sections, and N be even, then h = 1/N. First, we choose the cubic Hermite method. The coefficients, Lagrange multipliers, errors, and some nodal solutions are listed in Table 1 . The errors are evaluated, based on the true solutions from the fundamental solutions and the Lagrange multipliers method, which are also listed in Table 1 . From Table lb, 
where 0 < e << 1, Izik,s is defined in (6.30), and IIWIlk in (6.25). Next, we use the a posteriori interpolant of the cubic Hermite solutions; the coefficients and errors are listed in Table 2 . From Table 2b ,
IIW--H~hWhnk=O(h35),
IIW-H~hWhll3=O(h2).
Third, we use the fifth-order Hermite method; the coefficients and errors are listed in Table 3 . From Table 3b ,
[Iw_ whilk : O (h6-k), k = (7.4)
For comparisons of different Hermite methods, we collect in Table 4 the errors and the ending nodal solutions, where the true nodal solutions are obtained from the fundamental solutions and the Lagrange multipliers method. Such a fact implies that the estimates in (6.11) and (6.12) are conservative for real computation. From the computational results in (7.5), the global superconvergence by the a posteriori interpolation may raise from O(h 2-E) to O(h 3"s) in H 2 norms numerically. Such an improved accuracy for blending curves is significant! When P(s) and Q(s) are arbitrary in general cases, we may use the fifth-order Hermite method, to reach the high convergence rates O(h 4) in H 2 norms numerically. It is worthy pointing out that the solutions of the blending curves are very accurate by the a posteriori interpolants of the cubic Hermite solutions, or by fifth-order Hermite method; the nodal solutions at the landing point have eleven significant decimal digits even for N --2! See Table 4b.
CONCLUDING REMARKS
To close this paper, let us make a few remarks. REMARK 1. The separation techniques are first developed to produce the optimal landing curves of an airplane at an airport. The separation techniques greatly simplify the algorithms, because the fundamental functions, x(s), y(s), and z(s), are governed by the linear ODE equations and the clamped boundary conditions, which can be obtained separately. The final optimal blending curves under the nonlinear conditions can be found in minimum energy, which leads to a few nonlinear algebraic equations. A few nonlinear equations to be solved greatly simplify the computational algorithms, and so save a lot of CPU time. We extend in Section 3.2 the separation techniques to the general linear constraints of the ODEs. The success of separation techniques for the blending curves lies in that the ODEs of x(s), y(s), and z(s) on (0, 1) are separated, but their boundary conditions are combined together. REMARK 2. We study the landing curves to a spatial surface of the space ship, which leads to the nonlinear boundary conditions. The optimM joining place can be found by minimizing the energy of the landing curves under the nonlinear constraints. The Lagrange multipliers method and the Newton iteration method are suggested. The minimal energy of the curves is desirable for landing, because the smaller curvature, and the smaller rising and falling of the blending curves are easier for the pilot to manipulate and more comfortable for passengers. This blending problem is nonlinear and difficult, which can be split into the linear PDE problems and the problem of a few nonlinear algebraic equations, based on the separation techniques.
REMARK
3. The fundamental solutions are derived for the ODEs under different boundary conditions for Q -0. The solutions from the fundamental solutions are exact on [0, I] for the linear ODE problems, and so are the entire blending curves approaching the spatial surface, based on the separation techniques, see Theorem 6.1.
4. By the separation techniques, the numerical solutions can be obtained for the linear ODE problems. When P and Q are arbitrary, the cubic and fifth-order Hermite methods are recommended.
By the separation problem, the analysis of the FEMs for the blending curves to the spatial surface becomes much easier, because the problems of the linear ODEs and the nonlinear algebraic equations can be carried out independently. When, the cubic Hermite method is used, the analysis shows the errors O(h 1/2) in H 2 norms for the blending curves, and the superconvergence O(h5/2) in H 2 norms for constants P and Q if the a posteriori interpolant of the cubic Hermite solutions is used, see Theorems 6.2 and 6.3. For arbitrary P and Q, we may choose the fifth-order Hermite method, the errors O(h s/2) in H 2 norms are also achieved, see Theorem 6.4. REMARK 5. Numerical experiments are carried out for the blending curves involving nonlinear boundary conditions by the separation techniques. Both the fundamental solutions and the Hermite methods are used for the linear ODE problems. The numerical examples display efficiency of the methods proposed in this paper. The numerical convergence rates O (h 2-~), O (h a5), and O(h 4) in H 2 norms are obtained from the solutions by the cubic Hermite method, the a poster~or~ interpolant of the cubic Hermite solutions, and the fifth-order Hermite method, respectively. Such numerical results are also better than the theoretical errors made in Theorems 6.2-6.4. REMARK 6. The separation techniques are analogous to the boundary element method (BEM) in [9] , where the fundamental solutions satisfying the differential equations are chosen, only the boundary conditions are to be satisfied. In fact, the separation techniques with the fundamental solutions in this paper can be regarded as a special case of the BEM in the ODE problems. Moreover, the numerical solutions can be regarded as the discrete particular solutions of the approximate ODEs. Such an approach is analogous to the boundary approximation method (BAM) in [10] , where particular solutions satisfying the differential equations are chosen. This approach is also analogous to the combined method in [11] , where different admissible functions are chosen in different subdomains, and they are combined along their common boundary. REMARK 7. This is a continued study of the blending curves by ODEs in [1] [2] [3] . In [1, 2] , the landing curve of airplane to airport is discussed for Q ~_ 0. The boundary conditions are all linear, the existence and uniqueness of optimal landing curves are explored, and the numerical solutions are obtained by the cubic Hermite method. In [3] , the global superconvergence and the exact nodal solutions are derived for the landing curves with the linear boundary conditions. In this paper, the new separation techniques are first proposed, and applied to more complicated and challenging blending curves which involve the nonlinear boundary conditions. For the linear ODE problems, the fundamental solutions are derived. The separation techniques greatly simplify the algorithms and analysis for the blending curves to the spatial surfaces, because the original nonlinear problem can be split separately into the linear ODE problems and a system of a few nonlinear algebraic equations.
