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 CHAPTER 1 
 
Introduction. Diagnosis of patients with prolonged 
disorders of consciousness. 
 
The outlook of the thesis.  
 
Two protocols based on auditory stimulation. 
 
 
This chapter is a modified version of the following articles: 
U. Górska, K. Gociewicz, A. Jurasińska, M. Koculak, M. Brocka, M. Binder. Zaburzenia świadomości 
z perspektywy neuroobrazowania, Aktualności Neurologiczne 16 (1), 37–49, 
doi:10.15557/AN.2016.0006 
U. Górska, M. Koculak, M. Brocka, M. Binder, Zaburzenia świadomości - perspektywa kliniczna i 
etyczna, Aktualności Neurologiczne 14(3): 190-198, 2014, doi: 10.15557/AN.2014.0022. 
 
Moreover, the results presented in the following papers were mentioned: 
Y. Boubenec, J. Lawlor, U. Górska, S. Shamma, B. Englitz, Detecting changes in dynamic and 
complex acoustic environments, eLife 2017;6: e24910, doi: 10.7554/eLife.24910  
M. Binder, U. Górska, I. Griskova-Bulanova, 40 Hz auditory steady-state responses in patients with 
disorders of consciousness: Correlation between phase-locking index and Coma Recovery Scale-
Revised score, Clinical Neurophysiology 2017 ;128(5):799-806. doi: 10.1016/j.clinph.2017.02.012 
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Introduction 
In recent years, the issue of a reliable diagnosis of prolonged disorders of consciousness 
(PDOC) has become one of the principal problems of clinical neurology and poses a real 
challenge for science. It also appears more frequently in heated media discussions (Fins & 
Schiff, 2005). A couple of years ago, the Terri Schiavo case received widespread publicity: 
the patient’s parents and her husband had a long-standing dispute, that ended up in court, 
over whether she was aware of herself and her surroundings. The progress in intensive care 
medicine has made it possible to successfully resuscitate and preserve patients, who have 
suffered severe brain damage. Consequently, there emerged a need to distinguish between 
states in which – while maintaining basic life functions – consciousness is disturbed (Peterson 
et al., 2015). Further, a better understanding of the nature of these disorders highlighted the 
difficulties in the adequate diagnosis, treatment and rehabilitation of PDOC.  
A characteristic feature of PDOC following severe brain injuries is the disruption of 
the relationship between the quantitative aspect of consciousness (related to the level of 
arousal) and its qualitative aspect (understood as the consciousness of self and the 
environment or the content of consciousness; Gosseries et al., 2011; Figure 1). While both 
can be considered as independent of each other (Schnakers & Majerus, 2012), the clinical 
practice suggests that at least a certain level of arousal is necessary. Behavioural signs of 
arousal include maintenance of basic life-supporting functions, autonomous functions of the 
brainstem and hypothalamus, and retained biological rhythms, especially the sleep-wake 
cycle. The criteria for the clinical diagnosis of PDOC include the level of arousal together with 
the ability to adequately respond to stimuli from the environment, referring to the qualitative 
aspect (see Figure 1). However, it is important to note that quantitative aspects are often 
insufficient and the response to stimuli impeded by co-occurring motor disorders or sensory 
deficits. 
Additionally, due to the ambiguity of the externally observable symptoms in PDOC 
patients, a high rate of incorrect diagnosis is still observed. Specifically, it applies to the post-
coma states - the minimally conscious state (MCS) and unresponsive wakefulness syndrome 
(UWS; ~40% rate; Schnakers et al., 2009), although dysfunction on the brain level, 
behavioural manifestations and prognoses in both disorders are significantly different (see 
Table 1). An important issue is that these patients are typically not able to communicate, 
make voluntary movements nor show any evidence of purposeful behavior, while they retain 
the ability to have conscious experiences (Bruno et al., 2010). It is noteworthy that the 
diagnosis seems crucial for further rehabilitation and perception of patients by medical 
personnel and their families. This raises the need for developing new diagnostic methods, as 
well as induces reflection on ethical and legal issues concerning PDOC states. 
11 
 
 
Figure 1. A. Two-dimensional representation of consciousness states. The continuum of states for 
healthy people runs from general anesthesia and deep sleep unconsciousness to the dreaming sleep 
and conscious wakefulness. Whereas, the unresponsive wakefulness syndrome and minimally 
conscious state remain at the lower half of the content axis while ranging through almost the whole 
arousal axis.  
B. Conceptual display of multidimensional states of prolonged disorders of consciousness (PDOC). Each 
state is depicted on a radar chart in multidimensional space. The numbers at the radii are placeholders 
for the dimensions of consciousness, corresponding to content-related and functional dimensions (e.g. 
memory consolidation or action selection).  
[figures adapted from: Bayne, T., Hohwy, J., & Owen, A. M. (2016). Are there levels of consciousness? Trends in 
cognitive sciences, 20(6), 405-413. and Ward, L. M. (2011). The thalamic dynamic core theory of conscious 
experience. Consciousness and cognition, 20(2), 464-486.] 
 
 
1.1  Classification of prolonged disorders of consciousness (PDOC) 
The various states of disorders of consciousness are usually caused by anoxia or acute 
traumatic brain injuries (TBI) and furthermore by neurodegenerative disorders or toxic 
poisoning (Gundelmund et al., 2012). Further, the state of a patient may be classified into the 
spectrum of states of prolonged disorders of consciousness, i.e.: 
 
Brain death 
This refers to irreversible damage of brain, which causes the organism to be unable to function 
as a whole (Bernat, 2009). From the mid-20th century, this has become the clinical criterion for 
death, replacing the irreversible cessation of respiratory and cardiac functions. The 
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technological progress at that time allowed to keep a lot of patients alive (Wijdicks, 2001), 
creating however the number of controversies, e.g. when does the body retain a significant part 
of life functions, despite meeting the criteria of irreversible cessation of brain function (Miller, 
2009)? 
For the first time, it appears in the literature as an ‘irreversible coma’ (Mollaret & Goulon, 
1959). Clinical determination of brain death is nowadays based on: coma (Wijdicks, 2001), but 
also the disappearance of all motor reactions and nerve reflexes (among others: corneal, 
pupillary or pertussis), and inactivation of the respiratory centre, which together is caused by 
irreversible damage within the brainstem (Schnakers, 2012). At the same time, other causes 
of this condition, e.g. poisoning, narcosis and hypothermia should be excluded and the whole 
diagnosis should be repeated at least once within an interval of at least six hours.  
Brain death is not directly related to consciousness; but it serves as a crossing point, 
after which it is impossible to restore the brain function, and thus consciousness (Bernat, 2009). 
Accordingly, brain death is placed at one of the ends of the continuum, indicating the 
disappearance of activity in both quantitative and qualitative dimensions of consciousness 
(Laureys et al., 2004).  
 
Coma 
The defining symptom of coma is the disappearance of the normal sleep-wake cycle so that a 
patient lies with continuously closed eyes and does not respond to verbal commands nor 
sensory stimulation (Giacino et al., 2014), even very intense. Patients in coma do not show any 
signs of arousal or self-consciousness (see Table 1). At the same time, the function of 
subcortical structures (mainly brainstem), is preserved to the extent that it allows for the 
maintenance of basic biological activity (Young, 2009). For instance, reflexes are preserved 
(e.g. retraction reflex in reaction to noxious stimuli), causing sometimes a patient to grimace, 
although in a deep coma even these reactions weaken or disappear (Posner et al., 2007). This 
condition is usually the result of severe, diffuse lesions of the cerebral cortex or underlying 
white matter, damage of thalamus or focal lesions of the paramedian tegmentum (Giacino et 
al., 2014). 
To diagnose coma, one should detect the persistence of symptoms within at least one 
hour (to exclude other causes of the state like fainting, acute disorientation, or delirium; Giacino 
& Schiff, 2009). Typically, coma does not last long and resolves after 2-4 weeks (Overgaard, 
2009). After that time a patient can wake up or may transition into either unresponsive 
wakefulness syndrome (UWS), minimally conscious state (MCS), or rarely to locked-in 
syndrome (LIS).  
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Unresponsive wakefulness syndrome (UWS) 
In short, unresponsive wakefulness syndrome (UWS) could be described as a condition of 
wakeful unconsciousness (Giacino et al., 2004). This refers to the situation in which the body 
retains the ability to function and develop, while not experiencing or having thoughts, which is 
related to the disappearance of the qualitative aspect of consciousness (Schnakers, 2012). 
The striking difference between coma and UWS is the presence of a sleep-wake cycle (Table 
1), tested behaviourally by the reemergence of spontaneous eye-opening. At the same time, 
most of the reactions are reflexes - there are no purposeful behavioural responses to visual, 
auditory, tactile or noxious stimuli, nor evidence of verbal or gestural communication (Giacino 
et al., 2014). It happens that patients moan, grimace, cry or even utter individual words, but 
they do not demonstrate any signs of intentionality or situational adequacy (Giacino & Schiff, 
2009). 
The postmortem studies show that the occurrence of UWS is usually associated with 
extensive damage to the white matter in cases of traumatic etiology or grey matter in cases 
caused by non-traumatic factors. In addition, damage to the thalamic system is observed in 
about 80% of the cases (Kinney & Samuels, 1994; Adams et al., 2000). 
The most common name for this disorder is the vegetative state (VS), however, it was 
criticized recently due to its negative associations as well as diagnostic errors and their 
potential effect of treatment and care for these patients (Laureys et al., 2010). It is also known 
as ‘apallic syndrome’, however, it incorrectly suggests that the whole cortex of a patient is 
damaged (Kretschmer, 1940). In contrast, the unresponsive wakefulness syndrome term 
seems to refer only to symptoms that do not prejudge their character or causes.  
If there is no improvement from UWS, it is considered as ‘chronic UWS’ (Giacino et al., 
2018) 3 months after non-traumatic brain injury and 12 months following traumatic injury. 
However, considering that the recovery of consciousness commonly occurs 3-12 months post-
injury (Giacino & Kalmar, 2005) diagnosis should take into account the etiology and the 'length 
of time since onset' as modulating factors (Giacino et al., 2014).  
 
Minimally conscious state (MCS) 
Minimally conscious state (MCS) is used when minimal yet definite behavioral evidence of 
consciousness of self and environment can be observed (Giacino et al., 2002). The clear 
evidence of intentional behaviour may include: executing simple commands, the ability to 
answer ‘yes’/’no’ with gestures (regardless of their correctness), adequate reactions to 
emotional stimuli, vocalizations or gestures that occur in direct response to verbal or gestural 
prompts, reaching toward objects placed within the field of view, and manual manipulation of 
objects placed in the hand (see Table 1 for summary). This specific behaviour needs to be 
reproducible during a single diagnostic session or last long enough to exclude primary reflexes 
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or other neurological disorders (e.g. aphasia or apraxia). The MCS is characterized by the 
fluctuation of cognitive capabilities (even over a few hours), which frequently impedes the 
behavioural distinction from UWS. However, studies suggest that about 40% of UWS patients 
are in fact in MCS (Andrews et al., 1996; Schnakers et al., 2009).  It was proposed that one of 
the contributing reasons is conceptualizing states of consciousness in two-dimensional space, 
which seem straightforward but might be untenable (Fig. 1A). Alternatively, one needs to 
represent them in a multidimensional space (Fig. 1B) taking into account differences in specific 
functions (e.g. attentional control, memory consolidation, verbal report, reasoning, action 
selection etc.) as well as differences in content-related dimensions (e.g. content gating or 
content range) that all interact with each other. According to this idea (Bayne et al., 2016) the 
transitions between states e.g. UWS and MCS is non-linear and thus could be that being low 
in one-dimension forces low scores in other dimensions, ruling out certain intermediate states. 
In postmortem analyses less severe damage to the white matter of the cortex and the 
thalamus is observed in comparison with the UWS. For example, thalamic lesions were 
described in 50% of MCS cases and 80% in UWS (Jennett et al., 2001). It was also suggested 
that accessing the state of white matter in both cortical hemispheres and thalamus with non-
invasive structural neuroimaging is a potentially accurate predictor towards the distinction of 
MCS and UWS (Fernández-Espejo et al., 2011). 
MCS condition may be transient (e.g. the patient, after waking up from a coma or UWS 
enters MCS, and then gradually regains motor and cognitive functions) or permanent (e.g. 
caused by degenerative or congenital diseases). Moreover, the various spectrum of behaviours 
displayed by MCS patients suggested introducing another division: MCS– and MCS+ (Bruno 
et al., 2012). The MCS– refers to a display of simple sensorimotor reactions, i.e. visual pursuit, 
localization of noxious stimuli or adequate behaviours (crying or laughing) in response to 
specific stimuli. In contrast, MCS+ is defined by the capability of more complex reactions, 
mainly understanding speech and performing commands.  
Further, the transition from fluctuating manifestations of consciousness to full 
functionality allowed for distinguishing separate diagnostic unit - the emergence from a 
minimally conscious state (EMCS; Thibaut, 2012). It is marked by functional object use 
and/or consistent communication with others (Giacino et al., 2004; Table 1). It was suggested 
that this could be associated with an increase in default mode network connectivity, brain 
metabolism, and grey matter volume (Di Perri et al., 2016). 
Sometimes, other disorders e.g. akinetic mutism could be also included in MCS 
classification (Giacino et al., 2014). This neurological disorder is manifested by the 
disappearance of spontaneous movements and speech, while the motor pathways remain 
intact. However, as opposed to classical MCS, difficulties in communication can be overcome 
by using an appropriate stimulus with emotional significance to a patient. 
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Locked-in syndrome (LIS) 
The locked-in syndrome (LIS), as brain death, is not in principle a disorder of consciousness, 
but it could be localized at the opposite end of the continuum. The level of consciousness, 
considering both quantitative and qualitative aspects, and cognition remains at the level of a 
healthy person, however, like in UWS, LIS patients do not display any purposeful behavioural 
activity (Schnakers, 2012). It is caused by damage to corticospinal and corticobulbar pathways, 
most often in the ventral part of the pons, that causes patients to remain aphonic and tetraplegic 
(Table 1). Typically, vertical eye movements and blinking are spared, allowing eventual 
breakthrough of gaze-based communication (Giacino et al., 2014). 
The correct diagnosis of LIS is highly difficult, leading to frequent misdiagnosis 
(American Congress of Rehabilitation Medicine, 1995). Accordingly, longer observation is 
required - diagnosis can be made after at least two - three months.  Several variants of LIS 
could be distinguished (Bauer et al., 1979). The most common is ‘classic’ LIS associated with 
ability to blink, while ‘incomplete’ LIS refers to rare cases where the patient is also able to move 
other parts of the body (e.g. a finger or head muscles) and, in turn, ‘complete’ LIS describes 
situation when persons affected by paralysis have absolutely no control over all muscles. Since 
consciousness is not disturbed, LIS patients can in principle make decisions about their 
condition (Laureys et al., 2005). 
 
 
Table 1. Characteristic clinical features of disorders of consciousness. Key distinguishing features were 
marked with *. [adapted from Giacino, J. T., Fins, J. J., Laureys, S., & Schiff, N. D. (2014). Disorders of 
consciousness after acquired brain injury: the state of the science. Nature Reviews Neurology, 10(2), 99 and 
Giacino, J. T., Kalmar, K., & Whyte, J. (2004). The JFK Coma Recovery Scale-Revised: measurement 
characteristics and diagnostic utility. Archives of physical medicine and rehabilitation, 85(12), 2020-2029.] 
 
 
Disorder 
Language  
Motor 
Functions 
 
Cognition 
 
Visuo- 
perception 
 
Emotions 
 
Arousal 
expressive receptive 
coma  none  none  only 
primitive 
reflexes  
none  none  none  no sleep-
wake 
cycles*  
 UWS none  none  involuntar
y 
movemen
ts only  
 none none  none  intermitte
nt periods 
of 
wakefuln
ess *  
 MCS intentional
, limited to 
single 
inconsist
ent one-
step 
localizatio
n of 
noxious 
 
inconsiste
nt signs 
visual 
pursuit*, 
object 
 adequate 
crying or 
laughing 
intermitte
nt periods 
of 
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words or 
short 
phases  
comman
d 
following
*  
stimuli*, 
object 
manipulati
on*, 
automatic 
movemen
t 
sequence
s*  
of 
awarenes
s of self 
and 
environm
ent 
localizatio
n and 
recognitio
n*, 
fixation* 
wakefuln
ess  
EMCS accurate 
communic
ation* 
inconsist
ent 
comman
d 
following 
functional 
object 
use* 
repeatabl
e signs of 
awarenes
s of self 
and 
environm
ent 
visual 
pursuit, 
object 
localizatio
n and 
recognitio
n, fixation 
 adequate 
crying or 
laughing 
intermitte
nt periods 
of 
wakefuln
ess  
 LIS  aphonic normal  tetraplegi
a  
normal or 
near 
normal  
normal  present, 
unchange
d  
normal 
sleep - 
wake 
cycle  
 
 
1.2 The clinical diagnosis of prolonged disorders of consciousness (PDOC) 
The accurate prognosis and reliable diagnosis of PDOC patients’ state of consciousness still 
remains a serious medical, scientific and ethical challenge. The main issue is the appearance 
of ambiguous behaviours for the same patients, which results in considerable difficulties in 
interpretation and diagnosis. Accordingly, especially the distinction between UWS and MCS 
patients is difficult to access. Moreover, patients are very diverse due to the localization of 
lesions, types of disorders and their etiologies, while all those factors should be taken into 
account during the diagnosis.  
Clinical assessment of PDOC patients is commonly based on behavioral scales, 
testing the presence of two general aspects: arousal and awareness by focusing mainly on 
a presence of purposeful behavior in reaction to external stimuli (Gundelmund et al., 2012). 
Meanwhile, communication with PDOC patients is usually very limited and difficult or even 
impossible to identify. Thus, it is particularly important to select the most precise and 
adequate tool. Currently, more and more approaches from neuroimaging (EEG, fMRI, TMS, 
PET; e.g. Owen et al., 2009) are tested; sometimes being also locally introduced into 
diagnostic or rehabilitation practice. However, they are not yet part of the standard clinical 
assessment. 
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Behavioral scales are based on observational criteria, testing e.g. level of arousal, 
emotional reactions, reflexes or non-reflexive and finally purposeful behaviours. Based on 
their outcome, all therapeutic activities and rehabilitation programs are planned and certain 
relation to the patient is developed. In the following sections the most common scales are 
introduced: 
 
Glasgow Coma Scale (GCS)  
The Glasgow Coma Scale is the oldest and first validated scale (Teasdale and Jennett, 1974) 
but it is still quite frequently used, especially by emergency medical services. It classifies the 
patient based on three relatively short subscales, which are based on determination of: eye 
response (from spontaneous eye opening, eye opening in response to verbal command, to 
pain stimuli, to the absolute lack of ability to open eyes), best verbal response (5 points from 
normal conversation to making no sounds) and best motor response (6 points from obeying 
commands to making no movements). Further, the brain injury is classified as minor (<13 
points), moderate (9 - 12 points) or severe (<8 points). The emergence of the ability to 
verbalize, then to formulate logical statements, the transition from pathological flexion to 
normal motor response to painful stimuli determines return of the central nervous system to 
the proper functioning and consciousness (Sternbach, 2000). The spontaneous eye opening 
is used to assess proper brainstem functioning.  
However, this scale has been criticized due to its low diagnostic reliability and 
therefore it is not recommended for practical usage with PDOC patients (Green, 2011). The 
main controversy is due to imprecise criteria for the response to painful stimuli or vagueness 
especially in the middle points of the scale (McNett, 2007). Moreover, GCS does not take into 
account injuries that may accompany post-traumatic conditions (e.g. damage to the eyesight, 
tracheotomy or breathing support). On the other hand, the scale is easy and simple to 
perform, thus remaining the first choice at many intensive care units.  
 
The Full Outline of Unresponsiveness (FOUR) scale 
The controversy around Glasgow Coma scale was followed by introducing numerous 
improvements. One of them - the FOUR scale - consists of four subscales, which 
subsequently access: eye response, motor response, brainstem reflexes and respiration 
efficiency. An important change, allowing to avoid some of the ambiguity of the assessment, 
was to resign from testing verbal functions. Accordingly, the FOUR scale becomes 
particularly helpful in assessing patients intubated or connected to other medical devices 
(Gundelmund et al., 2012). The advantages of the FOUR scale include good prediction 
towards recovery 24 hours following injury or quite a correct distinction of locked-in syndrome 
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(LIS), but it remains less standardized for the minimally conscious state (MCS; Stead et al., 
2009). 
 
The Coma Recovery Scale–Revised (CRS-R) 
In contrast to the previous, The Coma Recovery Scale - Revised (CRS-R) appears to display 
high specificity and sensitivity to distinguish states of consciousness, employing the current 
diagnostic criteria for UWS, MCS and EMCS (Giacino et al., 2004). The scale was proven to 
demonstrate the highest reliability among other scales (Seel et al., 2010) and is currently 
worldwide becoming a standard tool for bedside diagnosis of PDOC patients. 
CRS-R is divided into 6 subscales, which address respectively: auditory, visual, 
motor, oromotor/verbal, communication and arousal functions. The scale consists of 23 
items, organized hierarchically to refer to the functions of brain structures with increasing 
complexity: from brainstem reflexes or responses of subcortical structures to cortical 
functions that finally require conscious awareness (McDonnell et al., 2015). The CRS-R is 
characterized by an expanded description of behavioural features, which allows for an 
informative assessment of communication skills or focusing attention. Accordingly, the scale 
is recommended as the most appropriate tool for establishing a differential diagnosis, 
monitoring the recovery of consciousness, as well as for rehabilitation planning and 
evaluating response to treatment (Gerrard et al., 2014). 
 
The Sensory Modality Assessment and Rehabilitation Technique (SMART) 
The other category of behavioral scales includes more specific and complex scales, developed 
for the purpose of rehabilitation and behavioural interactions with the patient e.g. in order to 
stimulate movement or maintain brain plasticity of PDOC patients (Gill-Thwaites, 1997). 
Among them, this is worth mentioning the Sensory Modality Assessment and Rehabilitation 
Technique (SMART). The scale consists of eight subscales, each of which focuses on a 
different modality, i.e.: visual, auditory, tactile, olfactory, taste, motor, communication and 
arousal. The results on each subscale are grouped into levels: from 1 – no reaction, through 
3 – reflexes, to 5 – purposeful response. The SMART scale has achieved a relatively high 
level of accuracy in diagnosing consciousness of PDOC, including differential UWS and MCS 
diagnosis (Gill-Thwaites & Munday, 2004). 
 
Only selected behavioural tools were described above. The report of the American Congress 
of Rehabilitation Medicine (2010) lists seven scales, out of which assessment and scoring 
procedures are considered good enough to distinguish between UWS and MCS. In addition 
to CRS-R and SMART, described above, there are SSAM (Sensory Stimulation Assessment 
19 
Measure), WHIM (Wessex Head Injury Matrix), WNSSP (Western Neuro Sensory Stimulation 
Profile), DOCS (Disorders of Consciousness Scale) and CNC (Coma/Near-Coma Scale). 
 
 
1.3 Diagnosis of prolonged disorders of consciousness (PDOC) with 
neuroimaging. 
While currently CRS-R is considered as the most reliable and accurate clinical method for 
accessing PDOC patients, it has limitations resulting mainly from the ambiguity of the reactions 
manifested by patients. At the same time, incorrect diagnosis has serious consequences for 
further care, treatment and rehabilitation of patients, e.g. when we conclude from a lack of 
purposeful behaviours that a certain patient is in UWS, while in fact he/she is in MCS or even 
in LIS. On the other hand, a repeated administration of CRS-R can improve diagnostic 
accuracy to some extent (Wannez et al., 2017). As an alternative, direct measurement of brain 
activity, analysis of specific brain reactions and structural damage become a promising 
opportunity since they do not always necessitate behavioural feedback. In the recent years, 
we observed an intense development of hypotheses and experimental protocols that involve 
precise neuroimaging techniques for PDOC diagnosis. In general, this approach involves two 
types of experimental paradigms (Guldenmund et al., 2012).  
In ‘active’ paradigms patients are required to perform a task which necessarily requires 
conscious processing for a successful completion. The positive outcome is a clear evidence 
of higher order cognitive processing, while a negative outcome does not exclude the potential 
presence of consciousness. There is, however, a significant limitation to this approach: the 
successful completion of the task requires an effective operation of a number of cognitive 
functions that are not necessarily related to consciousness (e.g. speech comprehension, 
ability to execute a sequence of movements). 
Among active paradigms, an essential one is mental imagery task developed by Adrian 
Owen (Owen et al., 2006). Using fMRI technique, he found that patients with a clinical 
diagnosis of UWS can follow instructions that activate different brain regions, but both involved 
cognitive processes reflecting consciousness: imagining playing tennis or visiting all of the 
rooms in the patient's house. In another study, ‘tennis’ and ‘house’ tasks were used as ‘yes’ 
or ‘no’ answers allowing conscious patients to communicate with researchers (Monti et al., 
2010). Similar assumptions were used in EEG study (Goldfine et al., 2011) where patients 
were asked to imagine themselves swimming or walking through their house, and again both 
activities required conscious awareness. This paradigm allowed to detect conscious states in 
several patients with MCS and LIS who were initially diagnosed as UWS. Moreover, they 
enabled to distinguish covertly aware patients, later named the cognitive motor dissociation 
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(CMD; Schiff, 2015). Due to the specific damage to motor thalamocortical fibers they were 
unable to respond in the motor imagery tasks and thus were clinically classified as UWS 
(Fernández-Espejo et al., 2015), while remaining conscious. 
The other paradigms include the ‘passive’ paradigms or ‘perturbational’ approach 
(Massimini, et al., 2009). Here patients are not required to do anything, apart from remaining 
awake. The key element of this type of procedure is eliciting (‘perturbing’) brain activity using 
direct neuronal stimulation (e.g. TMS) or sensory stimulation. Then the patterns of neural 
signal propagation are examined with EEG. The essential assumption behind most of them is 
the hypothesis that a necessary condition for the brain to generate conscious experiences is 
the presence of effective thalamo-cortical and long-range cortico-cortical connections 
(Dehaene & Changeux, 2011; Tononi & Massimini, 2008). Here, a positive result means that 
the patient’s brain networks are able to generate conscious experiences, while a negative 
outcome suggest the absence of this possibility. The unquestionable advantage of passive 
paradigms is that its outcome is not limited by the patient's cognitive abilities to perform certain 
tasks which may not be directly related to consciousness e.g. speech comprehension, visual 
capabilities or by the fact that patients do not want to participate in the study or that they are 
in pain etc. The most widely used technique here is EEG, since it allows the monitoring of 
rapid changes in brain activity and thus can quite easily trace the distribution of signals within 
the brain. Moreover, it is noninvasive, not very much dependent on the patient’s movements 
or the presence of additional medical equipment.  
Several passive paradigms could be mentioned. One of them revealed increased 
amplitude of the P3 potential in response to the patient's own name for those diagnosed as 
MCS and LIS (Schnakers et al., 2009), while decreased amplitude for UWS patients (Perrin et 
al., 2006). In so-called global-local procedures, detection of inconsistency in global sound 
sequences revealed P3 potential correlated with the presence of consciousness, while the 
detection of discordance in local sequence elicited an MMN (mismatch negativity) potential as 
an automated reaction. Another example is a direct perturbation of cortex with TMS pulses 
and acquiring EEG response. For the group of UWS patients, TMS triggered single, local 
response remaining close to the region of stimulation, while for MCS patients, it resulted in 
complex activation, which involved distant cortical areas (Rosanova et al., 2012). 
Both types of paradigms are complementary to each other. While the passive ones 
ensure that necessary conditions for consciousness have been fulfilled, the active ones probe 
for its actual presence. Besides the increasing development of new procedures belonging to 
both paradigms, it still remains a challenge to find clear indicators of consciousness, especially 
on the single subject level. Accordingly, while it still remains unexplained how the sensory (e.g. 
auditory) information is processed in the cerebral cortex to achieve consciousness, it was 
proven that the auditory system is less likely damaged in the PDOC group (Demertzi et al., 
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2014; Laureys et al., 2000).  Therefore, the main aim of this PhD work was to employ two 
distinct auditory methods and test for their capabilities to distinguish states of consciousness.  
 
 
1.4  Natural auditory textures method 
Auditory textures are naturally occurring sounds like fire, wind or chirping of birds. These 
sounds are characterized by their time-averaged statistics, rather than by precise patterns or 
short-term sound properties (McDermott et al., 2013). While their local structure is highly 
variable, the spectrotemporal signature of these auditory textures can be used for recognition. 
For example, individual drops of water when changing their number, rate and relative timing 
could sound like rain or like a dripping faucet (McDermott et al., 2013). 
Recent research has shown that human listeners demonstrate the ability to perform 
classifications of these ‘auditory textures’ which is consistent with the ability of the brain to 
model the statistics of the sounds (Piazza et al., 2013). It was already suggested that on the 
first stage midbrain and primary auditory cortex transform the sound into an auditory 
spectrogram. Next, they perform a spectrotemporal analysis of the spectrogram modulations 
(McDermott & Simoncelli, 2011) as downstream associative areas perform texture recognition.  
Changes in the statistics often represent relevant changes in the environment e.g. the 
sound of steps through the sound of rustling leaves might be a relevant signal to escape. It 
was shown, that such changes could be detected faster, easier and with more certainty if 
statistical properties before the change were estimated better (Kaya & Elhilali, 2014). 
Moreover, the complexity of the stimulus plays an important role and for change recognition in 
simple stimuli one needs less time to sample it than in complex stimuli.  
In our first study, we introduced a statistically controlled stimulus that combined 
simplicity with broad spectral distribution and modelled naturalistic textures defined only by 
first-order statistics (Boubenec et al., 2017). Conversely, the previous research used narrow-
band complex stimuli (e.g. Andreou et al., 2015; Cervantes Constantino et al., 2012). We 
instructed subjects to listen to the texture stimulus (that differ in pre-change duration i.e. 
change time and in the amount of evidence informing about the change i.e. change size) and 
respond with a button press immediately after change detection. The sample of 18 subjects 
participated in this EEG experiment (mean age: 30 ± 10 years, 7 females). 
We found that along with the increasing time available to sample pre-change baseline 
statistics, the change detection performance improved. It also got better when the change was 
more salient. Furthermore, EEG signals from auditory projection regions (central location, as 
reported by Nie et al., 2014) revealed an onset-locked N1-P2 complex but did not exhibit any 
discernible response being related to the change in sound statistics (Fig. 2A). This activity was 
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followed by a negative sustained potential (NS) previously related to a prolonged stimulus 
duration (Hari et al., 1980; Lammertmann & Lutkenhoner, 2001; Lutkenhoner et al., 2011). On 
the other hand, EEG responses from the parietal sites (centro-parietal location, as reported by 
Twomey et al., 2015) did not exhibit any discernible response to sound onset (Fig. 2D), but 
revealed a long-lasting response corresponding to the change in sound statistics (Fig. 2B1). 
This parietal response was building up, preceding the subject's response (button press) for all 
change sizes (Fig. 2B2).  
We interpreted this ERP response as the centro-parietal positivity (CPP) potential. The 
CPP can usually be observed during tasks involving evidence integration or decision making 
e.g. simple visual and auditory tasks (Kelly & O'Connell, 2013; O'Connell et al., 2012). 
Therefore, we hypothesized that the CPP also indicates evidence integration in complex 
auditory detection task and we tested its dependence on the amount of evidence given and 
the presence of threshold that limited its accumulation (i.e. the accumulation-to-threshold 
dynamics). We found that the CPP potential was scaling with the size of the change. The peak 
amplitude of this potential significantly increased with change size (Fig. 2L, p<0.001; 2-way 
ANOVA across change size and change time), but decreased with pre-change time interval 
(Fig. 2M, corresponding to evidence available to sample the stimulus baseline statistics; 
p<0.001). The first relationship has been reported before (O'Connell et al., 2012), however, it 
appears inconsistent with a fixed threshold. Therefore, we pointed out, that the accumulation 
of evidence occurs at different slopes only within a particular period of time, namely between 
the decision commitment and the button-press response. Accordingly, the CPP amplitude 
during the perception of change was not dependent on change size, but such dependence 
occurs when it comes to the response (see Fig.3). The slope of the CPP potential increased 
significantly with change size (Fig. 2H, p<0.001), but was found not to be dependent on change 
time (Fig. 2I, p=0.074), similar to what has been reported previously (O'Connell et al., 2012).  
Overall, this EEG study provided the first partial evidence regarding the location of 
activity during recognition of a change within a complex spectrotemporal sound. We found a 
transition from stimulus-related to task-related representation over the central and centro-
parietal region, respectively, and suggested that the amplitude and slope of the latter are 
related to the amount of sensory evidence.  
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Figure 2. The CPP potential shows a dependence on both time and size of the change, while the central 
potential remains unaffected.  
(A) After the stimulus onset, the central potential (black dot in C) shows a classical N1-P2 progression, 
followed by a sustained negative potential (labelled NS here). Different shades of red indicate different 
change sizes. Curves are average overall change times, to avoid crowding the plots. Note that the 
lowpass filtering at 20 Hz (common for all potentials) reduces the N1/P2 amplitudes below their typical 
size.  
(B1) Locked to the time of change, the central potential shows a slow negative trend, which, however, 
does not depend systematically on change size. (B2) Preceding the response, the central electrodes 
show no significant change in potential, which only starts to deviate from 0 after the button press. 
(C) At 200 ms after stimulus onset, the topography of the potential indicates a typical auditory onset 
response for bilateral stimulation, i.e. centered on Cz (El.1 in the equidistant layout, black dot).  
(D) The potential above the central parietal cortex (average over Ch. 14,27,28 in the equidistant cap, 
black dots in F) shows no substantial change at stimulus onset.  
(E1) Aligned to the time of change, the CPP electrodes show a progressive increase in potential, with 
some staggering according to change size. In comparison to the response-locked potentials, the present 
potential is wider and smaller since it is composed of responses at different times. (E2) In contrast to 
 
24 
the central electrodes, the CPP electrodes show a clear increase before the response, peaking at or 
slightly after the response time.  
(F) The topography locked to the response is found to be centered over the parietal cortex, tending 
towards the occipital cortex (black dots mark Ch. 14,27,28). The inset shows the difference between the 
140% and 50% condition, indicating that the difference in potential is also localized consistently with the 
average topography. Note, that there was no display change in the entire tone presentation, and a 0.5 
s gap after the response, before the screen changed, hence, visual responses can be excluded.  
(G) CPP slope of the potential leading up to the response in relation to the different change time and 
size conditions was measured in a window of 300–50 ms before the response. 
(H) CPP slope depended significantly on change size (2-way ANOVA with change time and change size 
as factors, p<<0.001 for the change time as a factor).  
(I) CPP slope did not depend significantly on change time (ANOVA as above, p=0.07).  
(J) CPP slope for false alarms showed no significant dependence on the time into the trial (p=0.76, 1-
way ANOVA). (K) The peak height of the CPP was measured in a symmetric window of 80 ms around 
the response time.  
(L) The peak height of the CPP showed a significant increase with change size (2-way ANOVA with 
change time and size as factors, p<<0.001 for change size).  
(M) Peak height depended significantly on change time, decreasing with longer change times (ANOVA 
as above, p<<0.001 for change time).  
(N) Peak heights for false alarms showed no dependence on time into the trial (p=0.43, 1-way ANOVA) 
but were significantly smaller than the hit trials (p<1e-9, 1-way ANOVA). Error bars indicate single SEMs 
for all plots. [adapted from Boubenec et al., 2017] 
 
 
Figure 3. The CPP potential shows no dependence on whether responses occur early or late after the 
change. [adapted from Boubenec et al., 2017]. 
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1.5.  Auditory steady-state responses (ASRRs) method 
Auditory steady-state response (ASSR) is the brain reaction to periodic auditory stimulation, 
which represents the ability of thalamo-cortical and local cortical circuits to produce 
synchronous activity at certain frequencies as a response to repetitive external stimulation 
(Picton et al., 2003). The frequency component of ASSR reflects the frequency of modulation 
of the acoustic signal (Szymańska et al., 2010) and the greatest magnitude is observed when 
stimuli are presented at 40 Hz (Galambos et al., 1981). 
ASSRs could be elicited by a variety of periodically repeated sound stimuli i.e. trains 
of tone bursts (Rance, 2008), clicks (Hari et al., 1989), amplitude or frequency modulated 
(AM/FM) tones (Ross, et al., 2000), amplitude-modulated speech-like and music-like stimuli 
(Lamminmaki et al., 2014). This type of frequency-domain auditory-evoked response is easy 
to observe and is less affected by EEG signal variability, compared to transient auditory 
responses (Pantev et al., 1993). The ASSR remains constant in amplitude and phase over 
long periods of time (Rance, 2008), and thus stays relatively stable and noise invariant. In 
addition to the spectral band of the fundamental modulation frequency, a significant amount 
of signal energy can sometimes be observed at higher harmonic frequencies, with successive 
harmonics characterized by decreasing response magnitude (Lins & Picton, 1995; Tlumak et 
al., 2011). 
ASSRs are mainly used in audiology for an objective evaluation of hearing thresholds 
(Picton et al., 2003). However, modulation of brain states using general anesthetics has 
demonstrated that this response can be sensitive to changes in consciousness level 
(Plourde, 2006). It was also known that 40 Hz ASSRs remain sensitive to natural fluctuations 
of consciousness, e.g. during sleep (Picton et al., 2003), which led us to conduct a preliminary 
test regarding this specific sound modulation already in the clinical group of PDOC patients.  
It was suggested that the source of ASSR is localized mainly in the primary auditory 
cortex, superior temporal gyrus, and the brainstem (Pantev et al., 1996; Pastor et al., 2006). 
Specifically, the sources of potentials appear to be dependent on the stimulation frequency: 
for >70 Hz frequency sources were found entirely within the brainstem and for about 40 Hz 
ASSR is assumed to result from multiple sources located mainly in cortico-thalamic regions, 
while the response to sound modulated with <40 Hz is generated predominantly by cortical 
sources (Herdman et al., 2002; Wong et al., 2004). 
The potential to respond to periodic stimulation with ASSR can be used as a way to 
access the brain’s ability to generate responses at particular frequencies. This approach was 
already proposed as a potential biomarker of neuropsychiatric disorders (Griskova-Bulanova 
et al., 2016; Rass et al., 2010) and was also explored in studies on the effects of brain injury 
(Harada et al. 1994, Spydell et al. 1985, Tachisawa 1997), and comatose or brain dead 
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patients (Firsching 1989). This suggested that specifically 40 Hz ASSR can be regarded as a 
potential marker of brain injury, especially when the damaged regions include the brainstem 
or the thalamus. However, in this initial work, the clinical status of the patients was estimated 
with the Glasgow Coma Scale, which has been criticized for low diagnostic power (Schnakers 
& Majerus, 2018).  
In our first study, we first evaluated the utility of 40 Hz ASSRs as an index of the state 
of consciousness following severe brain injury as compared to the Coma Recovery Scale-
Revised (CRS-R) total score (Binder et al. 2017). To achieve this, in a group of 15 PDOC 
patients (9 UWS/VS and 6 E/MCS) we provided click stimuli in 500 ms 40 Hz trains, each 
containing 20 identical noise bursts (1.5 ms burst of white noise, rise/fall-time 0 ms, rectangular 
envelope) with a randomly established 700–1000 inter-stimulus interval. Each subject received 
100 repetitions lasting in total only 2.5 minutes and the EEG recording was performed 
simultaneously. Following preprocessing of the signal, epoches starting at 200 ms prior to 
stimulus onset and lasting 700 ms post-stimulus were created. Next, wavelet transformation 
with complex Morlet wavelet was applied, and both evoked amplitude (EA) and inter-trial phase 
coherence (PLI) within the 38-42 Hz window were computed for 100 ms bins (as in Morup et 
al., 2007). 
 
 
Figure 4. Grand-averaged time - frequency plots of PLI from FCz channel for subsequently control 
group (left panel) and PDOC patients’ group (left panel). In the control group, response averaged over 
200-500 ms represents the highest peak at electrode FCz. 
 
We observed the highest EAs and PLIs at 100-500 ms for controls and for 200-300 and 
300-400 ms for PDOC patients (Binder et al., 2017) over the electrode FCz, what limited the 
subsequent analysis to this channel (Fig. 4). We found that the phase-locking index (PLI) from 
the patient’s group in the period of 200-500 ms after the stimulus onset positively correlated 
with the CRS-R total score (Fig. 5) and with the Auditory and Visual subscale scores. A similar 
trend was observed for the evoked amplitude (EAs), however, none of the correlations had 
survived Bonferroni correction.  
Overall, the results of this proof-of-concept study suggested that the PLI from 40 Hz 
ASSR can be a relevant indicator of the level of dysfunction of the central nervous system in 
PDOC. We also point out that the auditory system function might be particularly important in 
addressing this issue. Finally, we suggested that the sensitivity of 40 Hz responses to the state 
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of consciousness following severe brain injury may be dependent on the functional connectivity 
within the cortical and thalamo-cortical networks (Dimitrijevic & Ross, 2008).  
 
Figure 5. Association between CRS-R total score and mean and PLI values from 200–500 ms bins. The 
individual PDOC diagnosis is indicated by the color of the dots: blue – UWS/VS patients, green - 
MCS/EMCS patients. 
 
 
The two experimental paradigms that have been briefly described above - the periodic auditory 
stimulation inducing ASSR and natural auditory textures incorporating a change in sound 
statistics - inspired development of the EEG-based methods for diagnosis of patients after 
severe brain injuries, and specifically for the discrimination between MCS and UWS patients. 
As a result, this thesis contains reports on the four experiments (Chapters 2 - 5), in which these 
methods were tested on subjects with varying levels of consciousness. While Chapters 2 and 
4 present experiments with neurologically healthy participants, Chapters 3 and 5 present 
studies that already implemented both methods on clinical group of PDOC patients.  
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The outlook of the thesis 
Chapter 1 provided a general overview regarding prolonged disorders of consciousness 
(PDOC): their classification, current problems with the accurate distinction between PDOC 
states and criteria implemented in diagnosis. Further, the most important behavioural tools 
were described followed by selected methods developed and tested with neuroimaging. It 
should be noted that methods based on relatively short, passive sensory stimulation together 
with analyzing brain activity with EEG were indicated as possibly the most sensitive approach 
towards the detection of preserved higher-order brain functions that may be related to 
sustained residual consciousness, above UWS classification. To achieve this, the current PhD 
work examined two methods based on auditory stimulation.  
The first of them - natural auditory textures method was the subject of interest in the 
two subsequent chapters. In Chapter 2 the cortical representation of change detection in 
natural auditory textures was identified as parieto-occipital (PO) potential at the scalp, with 
mainly parietal localization of underlying sources. Moreover, a decreasing magnitude of PO 
potential was found when combining active task involvement with its two passive alternatives. 
Further, in Chapter 3 five subject groups with various levels of involvement were compared 
i.e.: healthy controls, ranging from active responding, through passive listeners to deep sleep 
unconsciousness, then MCS and UWS patients. Briefly, we found that onset and PO potentials 
distinguish only healthy and patients’ groups, while the complexity of neural activity- both at 
onset and change - allowed for reliable differentiation of conscious vs unconscious subject 
groups. Additionally, onset potential and signal complexity revealed promising separation of 
MCS and UWS.  
The two following chapters of the thesis outline experiments which implemented the 
periodic amplitude modulated stimulation method. In Chapter 4 it was demonstrated that 
auditory steady-state response diminished in power and phase with transition from 
wakefulness to deep NREM sleep. The state difference was best discernible in fronto-central 
location and remained for most of amplitude modulations, tested in the 4-40 Hz range. In the 
subsequent step, the very same method was applied to PDOC patients (Chapter 5). The 
results indicated that the 40 Hz power measure as well as the phase response of all low- and 
medium-range modulations discriminate individual patients in MCS and UWS fairly well.  
Summing up, both described methods are promising and could be explored further 
towards objective measure of actual state of consciousness. Chapter 6 detailed a couple of 
suggestions of their advancements or modifications, indicating also experiments that were 
already performed e.g. the electrophysiological study on mice. Overall, the thesis expands the 
current understanding of impaired brain function together with the possible relation of specific 
auditory protocols and neural underpinnings of consciousness. 
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CHAPTER 2 
 
Evidence Integration in Natural Acoustic Textures 
during Active and Passive Listening 
 
 
This Chapter contains the text of: 
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Natural Acoustic Textures during Active and Passive Listening. eNeuro, 5(2), ENEURO-
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Abstract 
Many natural sounds can be well described on a statistical level, for example wind, rain or 
applause. Even though the spectro-temporal profile of these acoustic textures is highly 
dynamic, changes in their statistics are indicative of relevant changes in the environment. Here, 
we investigated the neural representation of change detection in natural textures in humans, 
and specifically addressed whether active task engagement is required for the neural 
representation of this change in statistics.  
Subjects listened to natural textures whose spectro-temporal statistics were modified 
at variable times by a variable amount. Subjects were instructed to either report the detection 
of changes (active) or to passively listen to the stimuli. A subset of passive subjects had 
performed the active task before (passive-aware vs. passive-naive). Psychophysically, longer 
exposure to pre-change statistics was correlated with faster reaction times and better 
discrimination performance. EEG recordings revealed that the build-up rate and size of parieto-
occipital potentials reflected change size and change time. Reduced effects were observed in 
the passive conditions. While P2 responses were comparable across conditions, slope and 
height of parieto-occipital potentials scaled with task involvement. Neural source localization 
identified a parietal source as the main contributor of change-specific potentials, in addition to 
more limited contributions from auditory and frontal sources. 
In summary, the detection of statistical changes in natural acoustic textures is 
predominantly reflected in parietal locations, both on the skull and source level. The scaling in 
magnitude across different levels of task involvement suggests a context-dependent degree of 
evidence integration. 
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Introduction 
Changes in the sensory environment provide important information to avoid danger or realize 
opportunities. In an ever-changing environment humans need to selectively react to 
informative changes and ignore others. For example, a single drop of water in silence may 
indicate a dripping faucet but should be ignored while it is raining. Hence, the importance of a 
stimulus can only be determined if its surrounding context is known, i.e. the properties of the 
preceding stimuli and the predictions it allows. Generally, if a stimulus is predictable from the 
past, it can be directly taken into account in the behavioral planning, while unpredictable stimuli 
may catch one off-guard. 
Many natural stimuli can be described on a statistical level, e.g. the temporal 
distribution of raindrops. These stimuli are referred to as textures both in vision (Julesz, 1962, 
1980; Ziemba et al., 2016) and audition (Kelly and O’Connell, 2013; Boubenec et al., 2016). In 
an auditory texture a listener needs to estimate the acoustic statistics of the context, in order 
to separate predictable from unpredictable changes (e.g. Piazza et al., 2013; Kaya and Elhilali, 
2014; Simpson et al., 2014). As shown previously, human listeners can make use of statistical 
information for the recognition of sounds (McDermott et al., 2013). Further, it has been 
demonstrated that textural sounds can be recreated from samples using only their statistics 
(McDermott & Simoncelli, 2011), which remain recognizable by human listeners. So far, the 
neural basis for the representation of these statistics has only been partially addressed. 
Subcortical stations have been demonstrated to be sensitive to a limited set of stimulus 
statistics (Simpson et al., 2013; Malmierca et al., 2015) while longer stimulus timescales are 
correlated with activity in higher-order cortical areas (Overath et al., 2008). Furthermore, the 
detection of statistical changes in auditory textures correlates with increased neuronal 
responses in auditory association cortex (Overath et al., 2010). Recently it was suggested that 
evidence integration in change detection tasks (Kelly & O’Connell, 2013; Boubenec et al., 
2017) is linked to the formation of a centro-parietal positivity (CPP) potential in EEG recordings. 
In complex, and in particular in statistically defined stimuli, the ability to detect a change - by 
definition - requires the estimation of stimulus properties over a reference period, and 
concurrently accumulating sensory evidence for a potential change in statistics. Recently, we 
suggested dynamic statistical models for this dual-estimation task, which mimic human 
performance for unexpected changes (Boubenec et al., 2017). 
In the present study, we investigated the neural basis of sensory evidence 
accumulation in a dynamic, naturalistic stimulus condition, and compared it across the different 
levels of task involvement, active and two passive conditions (see below). The task design is 
chosen to mimic real-world challenges, where complex changes occur at an unexpected time 
in an unattended stimulus, e.g. an environmental sound. Whole-brain responses are recorded 
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using scalp EEG and processed using detailed source-analysis in order to determine the 
underlying neural generators. Our main hypothesis is that change detection in complex, 
statistically defined, textural stimuli requires the accumulation of sensory evidence, and that 
the degree to which the neural system performs the accumulation covaries with the level of 
task involvement. 
We find the properties of the change in statistics to be represented most clearly in 
parietal sources; consistent with other decision-making tasks in the visual (Shadlen & 
Newsome, 2001; Kelly & O’Connell, 2013) and auditory (O’Connell et al., 2012; Kelly & 
O’Connell, 2013) domain. In the present data, a change in stimulus statistics evokes an ERP 
(event related potential) in parietal cortex. Its rising slope and size scale with the size of the 
change in statistics ('Mixing Coefficient') and with the exposure duration ('Change Time'), i.e. 
with the quality of the estimation of the statistics before the change. Consistently, source 
activations in both parietal and auditory regions scale their amplitudes, while they remain 
unchanged for frontal cortex. 
We observed that the parietal responses scale with the subjects' acquaintance with the 
task: they were larger in the active than in the passive groups (passive-aware and passive-
naive), while the P2-like responses from auditory cortex remain very similar. This suggests that 
the ability to track changes in sound statistics remains partially available during non-active 
listening, similar to previous experiments where unattended sources of information were still 
neurally represented, e.g. in dichotic listening tasks (e.g. Ding & Simon, 2012, Schepman et 
al., 2015). Hence, the degree of sensory evidence accumulation about regularities in the 
acoustic environment varies according to task involvement. 
 
 
 
  
41 
Materials and Methods 
All experiments were performed in accordance with the directives of the Helsinki Declaration 
(1975, revised 2000) and approved by the Ethical Committee of the Institute of Psychology, 
Jagiellonian University. Before the procedure started, all participants signed a written consent 
form. 
 
Participants   
The corresponding groups of subjects took part in the two phases of the natural auditory texture 
experiment. In the active variant 18 volunteers (8 female, age: 30.6±10.1y, mean±std, higher 
education, at least undergraduate) participated and in the passive paradigm we collected data 
from 18 subjects (9 female, age: 29.7±10.6y, higher education, at least undergraduate). A 
subgroup of 8 subjects participated in both paradigms, first in the active and then in the 
passive. The passive subgroups will be treated separately below, denoted passive-aware (first 
active, then passive) and passive-naive (passive only). Only one subject from the active group 
was excluded, due to excessive noise in the EEG, such that N=17 subjects entered the active 
EEG analysis. All participants reported normal hearing and no neurological or psychological 
disorders and absence of drug abuse and medication. 
 
Stimulus design 
Base Textures: A specific set of natural texture sounds was prepared for the present study. 
We used the Matlab toolbox provided by (McDermott & Simoncelli, 2011) to create different 
acoustic textures based on real sounds. Briefly, they were constructed by an iterative 
procedure which modifies a random noise signal until its statistics match the ones of the real 
signal (see McDermott & Simoncelli, 2011 for details). We chose the textures based on the 
sound of rain, applause, and bubbles in water, as they fulfilled the criteria of being spectrally 
and temporally broad and dense (compared to e.g. random clock ticks, or bandpass filtered 
sounds), and they were perceptually reasonably similar, thus distinguishing them was not 
trivial. We created multiple samples of each sound which agreed in statistics but differed in 
spectro-temporal detail. In this way, a sound with a given statistic is not recognizable by a 
particular realization of the fine structure. As is common in natural sounds, the base-textures 
exhibited non-identical spectra, however, for low mixing-coefficients (see below) the spectra 
are nearly matched at the moment of change. 
 
Change in Statistics: The statistics of the texture stimuli could change during its presentation 
or stay the same (catch trials, see Fig. 6 for illustration). Changes consisted of a linear mixing 
between two acoustic textures (Fig. 6A shows the spectrogram of the stimulus with a transition 
 
42 
at 3 s, computed as the short-term Fourier transform of the acoustic stimulus, see below for 
details). Since we applied 3 base textures, we could create 6 transitions with a change in 
texture (e.g. rain => applause), and 3 without a change (e.g. rain => rain), which represent 
catch trials. The latter were also crossfaded, which, however, leaves them statistically 
unchanged. The time of change was drawn randomly from a set of 3 time points, i.e. 0.75 s, 
1.6 s, 3 s, unbeknownst to the subjects. Catch trials were matched in overall length, in order 
to prevent any bias on trial length. The transition between the statistics was implemented as a 
linear mixing between the two sounds with sigmoidal temporal profile, i.e. 
S(t) = W1(t) T1(t) + W2(t) T2(t)                     (1) 
where Ti(t) are the first and the second texture stimulus (as a sound pressure waveform) and 
the weighting functions Wi(t) are given as 
W2(t) =MC/(1+exp(-(t - CT)/))                                (2) 
i.e. a sigmoidal with a time-constant ? = 10 ms centred around the Change Time (CT). MC is 
the Mixing Coefficient, which determines the change size in statistics, and thus the difficulty of 
the task. For non-catch trials, we used 3 values for MC, i.e. 0.15, 0.3, and 0.6.  W1(t) is simply 
given by 
W1(t) =1-W2(t). 
Finally, we ensured that the stimulus level did not change through the statistics transition, by 
defining the final stimulus Sf(t) to be 
Sf(t) = C(t) S(t), 
where C(t) is given by 
C(t) =1+(std(S(t<CT)) / std(S(t>CT)) -1) / (1+exp(t-CT)/),                                        (3) 
which is again a sigmoidal function of time with the same parameters as above. The overall 
level of the stimulus was adjusted to 70 dB SPL using a sound level meter measured at the 
output of the speaker (Bruel & Kjaer, Copenhagen). In order to prevent recognition of individual 
samples, we created statistically matched samples, each of which occurred only once. 10 
samples were created for each condition and catch trials were presented twice as often, thus 
leading to the total number of 720 trials (i.e.  6 transitions X 3 change times X 3 mixing 
coefficients X 10 samples = 540 signal trials, and 3 transitions X 3 change times X 10 samples 
X 2 repetitions = 180 trials). 
 
Experimental procedure 
Subjects were seated in an air-conditioned soundproof chamber facing a monitor. The 
procedure was explained with a standard text, and a short training preceded the experiment. 
Then the EEG-electrodes were attached, followed by a 2 min resting state registration while 
subjects were instructed to fixate on a white cross displayed in the middle of the screen 0.5 s 
before the sound. Subjects performed the active and passive conditions on different days. 
43 
In the active condition, the sequence of stimuli in each trial was: presentation of the 
sound texture, display of the question “Have you noticed a change?” on the screen, a 2 s 
response window, and then a silent period of uniformly randomized duration (1-2 s; see Fig. 
6C). The experiment consisted of one session with 720 stimuli, lasting for about 90 min. The 
sequence of trials was randomized independently for each subject. Subjects were instructed 
to focus on the auditory stimulation and press a button if they detected a change. They were 
asked to respond after a beep in order to avoid motor response contamination of the EEG 
signal. No feedback was provided to the listeners regarding their correct/incorrect choice, to 
prevent fluctuation of their response criterion. In the passive condition, the sequence of events 
for each trial was shortened due to the absence of the response window; thus, the experiment 
lasted ~80 min. Passive subjects were instructed to focus on the ongoing auditory stimulation, 
but were not told to listen for anything specific, such as a change. During the experimental 
procedure, all subjects were constantly monitored via video and live EEG recordings by the 
experimenter to make sure they remained awake. If signs of drowsiness (characteristic 
prevalence of alpha oscillations, not maintaining body posture, eye closing) were detected, a 
short break was provided to the subject. 
In order to reduce blinking during the presentation of the acoustic stimulus, subjects 
were instructed to blink only during the silence period occurring after the response window. 
This blinking period was indicated by a text message displayed on the screen and, additionally, 
subjects could take a short break at this point by pressing a "pause" button. Overall, most 
subjects took either one or two breaks during the whole experiment. The number of breaks 
was higher in the passive groups, but it never exceeded five. The aim for this self-paced 
experimental scheme was to provide the participants with direct control in relation to their 
alertness state. 
 
Experimental Setup 
Presentation of acoustic stimuli: In all experimental conditions, stimuli were prepared online 
using MATLAB (The Mathworks, Natick, USA), then converted to analogue signals and 
presented directly via high-fidelity headphones (Audio-Technica ATH-AD500). The 
experimental procedure was carried out using Presentation software (NeuroBehavioral 
Systems, USA). 
Registration of EEG signals: EEG recordings were performed with a Biosemi 64-active cap 
electrodes device arranged according to the 10-20 system (Active Two, Biosemi, Amsterdam, 
The Netherlands). In addition, four electrodes were located at the external canthi of both eyes 
and above and below the right eye and another two were placed on mastoids and recorded 
simultaneously. Electrode placement was standardized using matched Electro-Caps (Electro-
Cap International Inc., Eaton, UK). EEG signals were sampled at 1024 Hz. 
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Figure 6. Experimental paradigm for the detection of changed statistics of natural acoustic textures. 
A We presented natural textures which change their statistics at random times to a variable degree 
(depicted: 3 s). The change in statistics leads to a distributed change in spectro-temporal properties. 
The present example shows a transition from bubbling to a linear mixture between bubbling and rain, 
with an intermediate mixing coefficient of 0.3. Level is relative to the maximal overall level. 
B Texture sounds were provided via headphones while simultaneously recording whole-head EEG 
signals from 64 channels (10–20 system, see inset in C). In the active paradigm, listeners were 
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instructed to report whether they heard a change by pressing a button after the termination of the sound 
and otherwise not to respond. Instead, in the passive variant they were just asked to listen to the stimuli. 
C Basic design of the change detection paradigm. The trial was started by the appearance of a fixation 
cross in the centre of the screen (prompting subjects to refrain from blinking), followed by the first texture 
stimulus. After a duration randomly drawn from the three possible change times, the sound continued 
uninterrupted and at the same level, but with changed statistics (middle, different colors indicate the 
linear mixing coefficients between the first and the second texture). The choice of first and second texture 
was always randomized, i.e. it could also stay the same (25% = catch trials). 2 s after the second statistic 
was presented, the sound was terminated, and the subjects responded (change) or remained silent (no 
change) within 2 s. The potentials on top show samples from the central (light blue, location on the scalp 
shown in inset) and the parieto-occipital/posterior (dark blue) location. The central data shows a 
prominent N1/P2 complex after stimulus onset, a sustained suppression due to the continuous sound 
presentation, followed by barely a response after the change, and a final, clear stimulus offset. 
Conversely, the parieto-occipital potential shows a response to the fixation cross, but a large response 
after the change in statistics. 
 
 
Data Analysis 
Data were pre-processed using Brain Vision Analyser 2 (BVA, Brain Products, Gilching, 
Germany) and then exported to MATLAB for further analysis. First, noisy or missing channels 
were interpolated using the spline interpolation method (order: 4, degree: 10, lambda: 10-5). 
Independent Component Analysis (Makeig et al., 1996), implemented in Brain Vision Analyzer 
2 was applied to correct blink artefacts. 
All signals were referenced offline to the common average. Next, signals were 
downsampled by a factor of 8 to 128 Hz, low-pass filtered (4th order Butterworth, using the 
MATLAB function butter) at 30 Hz, and high-pass filtered (15th order Chebyshev filter, using 
the MATLAB function cheby2) at a very conservative 0.1 Hz. Epochs were extracted for each 
stimulus condition, which spanned from 500 ms before stimulus onset to 1500 ms after 
stimulus offset. Epochs were rejected if any artefact exceeding +/-500 μV occurred at any time 
during the epoch. The remaining epochs were referenced to the median voltage across all 
channels. Further, baseline correction was performed by subtracting the median voltage in a 
100 ms window prior to stimulus onset (400–500 ms, see Results for reasoning) or the change 
in statistics (0–100 ms), respectively for the different alignments. Scalp-distributions of EEG 
were computed and visualized using the EEGLAB function topoplot (see e.g. Fig. 8A-C). 
As in previous studies of evidence integration (e.g. O’Connell et al., 2012; Boubenec 
et al., 2017), we quantified the slope and height (i.e. potential size w.r.t. baseline) of the 
potentials in their relation to properties of the stimulus. If evidence is summed by the brain, one 
expects a linear increase of brain potential with time, with its slope determined by the amount 
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of evidence (Boubenec et al., 2017). The slope was measured for a limited temporal window 
(400–650 ms after stimulus change) to avoid fusion of the measurement with the flat 
phase directly after the change, and after reaching the peak (similar to O’Connell et al., 2012). 
The potential height was measured as the average within a window centered on the average 
peak of all conditions after the stimulus onset/change (window location and duration indicated 
in the figure). 
 
Source Analysis 
In addition to scalp level analysis we also performed source analysis to localize the generators 
of the measured signals. While this analysis has known uncertainties, it still provides important 
cues to the signal origin (Tarkka et al., 1995; Hegerl and Frodl-Bauch, 1997; Jemel et al., 2002) 
and presently highlights parietal over frontal contributions to the change response. Single 
subject trial-averaged data was transferred to BESA (Version 5.2, BESA GmbH, Gräfelfing, 
Germany) for source analysis of the onset and change responses. BESA uses discrete 
equivalent current dipoles to model intracortical sources of neural responses. The algorithm 
modifies the position and orientation of the current sources (or pairs of sources) iteratively until 
a maximal amount of variance as measured by the EEG electrodes is explained (Scherg and 
Picton, 1991). The model output contains the dipole location and orientation as well as the 
resulting temporal source waveform.  
We applied two separate BESA source models (Simpson et al., 1990) to localize the 
intracerebral sources of the AEP components elicited by (i) overall onsets (from silence to 
texture, Fig. 8-1) and (ii) change responses (transition from one texture to another, Fig. 14).  
For modelling overall texture onsets, we pooled all mixing coefficient conditions across 
all subjects in order to maximize the signal-to-noise ratio of the auditory evoked potentials. A 
principal component analysis was calculated over the last 50 ms to compensate for drift 
artefacts. Since a fixation cross appeared prior to sound onset, a pair of symmetric dipoles 
was employed to model activity at about -250 ms in the visual cortex (see Fig. 8-1). Location 
and orientation of these two dipoles were fixed in order to separate the specific auditory 
responses from remaining visual activity. Then, the auditory N1-P2 response (peak-to-peak 
interval) was fitted with a symmetric pair of dipoles, placed on Heschl’s gyrus, BA41. Those 
source waveforms exhibited a maximum negative deflection at about 178 ms in the left and 
right auditory cortex. These dipoles were kept active, fixed in location and orientation, while a 
second dipole pair, placed on lateral surface of STG, BA41, was introduced to the model. 
Lastly, a pair of parietal dipoles was added to the model (location consistent with the second 
model described below). The same strategy was repeated for each subject and the resulting 
waveforms were averaged. The residual variance of this grand-average 6-dipole model was 
1.48%. 
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For disentangling the responses at the change in statistics, we extended the source 
model of the sound onset (Fig. 14). Since the change-specific auditory evoked potential was 
fairly small due to the balanced energy before and after the texture change, the tangential and 
radial dipoles which accounted for the N1-P2 responses of the auditory onset models 
described above were used without any further fitting to represent change related activity in 
auditory cortex. When averaged, this dipole solution resulted in a residual variance of 4.2% (0 
- 2000 ms). The remaining late responses were accounted for by introducing four symmetric 
dipole pairs: the first pair covered the prominent monopolar deflection from 400–1,000 ms 
generated at parietal sites. A second pair of dipoles was introduced to model the monopolar 
deflection ranging from 500–1300 ms which was found to be located in the frontal lobe. Finally, 
the remaining bipolar activity (peak-to-peak at about 400–900 ms) was captured by a dipole 
pair which was located lateral to the auditory cortex and one pair in visual cortex. The sequence 
of inserting the dipoles did not change the attribution of their source activations qualitatively, 
since the entire model is always refitted with the entire set of dipoles. The introduction of these 
four additional dipole pairs resulted in a reduction of the residual variance from 4.2 to 0.64% 
(0 to 2,000 ms). In order to allow statistical testing across stimulus parameters, the individual 
subject data was then analyzed with this set of fixed dipole locations, adapted only slightly for 
single subject location of auditory cortex and allowing the dipole orientation to differ between 
subjects. This resulted in different activations of the dipoles per subject. For visual display, all 
single subject source waveforms were exported to MATLAB and averaged. 
 
Statistical Analysis 
Generally, nonparametric tests were used, i.e. Wilcoxon's signed ranks test for two group 
comparisons. When data were normally distributed, we checked that statistical conclusions 
were the same for the corresponding test, e.g. t-test. One-way analysis of variance was 
computed with the Kruskal-Wallis (nonparametric) test or ANOVA (parametric, in the case of 
normally distributed data), respectively; two-way analysis of variance was computed with the 
2-way ANOVA test (due to the lack of suitable 2-way non-parametric tests). Effect sizes were 
computed as the variance accounted by a factor, divided by the total variance, and are always 
provided in parentheses after the p-value in each panel. Error bars indicate 1 or 2 SEM 
(standard error of the mean) depending on the figure. Post-hoc pairwise multiple comparisons 
were assessed using Bonferroni correction. All statistical analyses were performed using the 
statistics toolbox in Matlab (The Mathworks, Natick). 
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Results 
We investigated the neural representation underlying the detection of change in the statistics 
of natural acoustic environments and its dependence on the level of task engagement. A   
group of 18 subjects were asked to detect changes in statistics, while a partially different group 
of 18 subjects listened passively to the same set of stimuli. Nearly half of the passive subjects 
were chosen to overlap with the active group; therefore, two passive conditions (passive-aware 
and passive-naive) will be separated below. The statistics of the stimuli changed by a 
randomized amount at a randomized time. We evaluated the size and slope of the most salient 
evoked potentials (as in O’Connell et al., 2012; Boubenec et al., 2017), with respect to the level 
of task engagement; we also estimated the underlying cortical sources. 
 
Integration time and change size improve reaction time and performance 
Natural acoustic textures are characterized by their statistics, and longer exposure improves 
their recognition (McDermott et al., 2013). We first verified this relationship for changes in 
statistics occurring unexpectedly during continuous presentation. Consistent with this 
hypothesis, we found that increased exposure to the first texture was correlated with shorter 
reaction times and improved performance (Fig. 7). Performance is here quantified as the rate 
of button presses, which are correct for signal trials (detection rate with mixing coefficient > 0) 
and incorrect for catch trials (correct rejection rate with mixing coefficient = 0).  
Reaction times decreased significantly with later change times and larger change sizes 
(Fig. 7A, p<0.001 and p<10-10, 2-way ANOVA with factors change time (df=2) and change size 
(df=3), n=18, the interaction between the factors was non-significant (p=0.012)). Note, that 
responses to the no-change condition (Mixing Coefficient = 0, light blue) constitute only 
incorrect responses, but it demonstrates that in the presence of no evidence, the false alarm 
decision is delayed as well. Within a change size level, reaction times exhibit a nonsignificant 
decrease (Kruskal-Wallis, p-values see figure legend (df=2), n=18). Conversely, reaction times 
decreased significantly with change size within each change time (p<0.001 for each, Kruskal-
Wallis (df=3), n=18). Reaction times were normalized to the median of each subject in order 
to prevent general reaction time differences and to overrule differences due to stimulus 
parameters. 
Detection rates significantly improved with later change times and larger change sizes 
(Fig. 7B, p<10-10, 2-way ANOVA as above, n=18). Within a change size level, dependence on 
change time was highly significant (Kruskal-Wallis, p-values see figure legend (df=2), n=18) 
except for the catch trials. The lack of significance here indicates that subjects did not expect 
longer trials to be more likely to contain a change. Detection rates also increased with change 
sizes within each change time (p<10-10 for each, Kruskal-Wallis (df=3), n=18). The interaction 
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between the factors was significant as well (p=0.018). Overall, change time and change size 
had the expected effect of modulating the subjects’ ability and speed to detect changes in 
stimulus statistics. 
 
 
Figure 7. Reaction times and response rates suggest improved performance for stimulus exposure and 
larger changes in stimulus statistics 
A Reaction times decreased significantly as a function of change time and change size. Within each 
change size, reaction times did not reach statistical significance for individual change sizes. Reaction 
times decreased significantly as a function of change size (across colours). 
B Response rates increased significantly with change time for all change sizes greater than 0. As 
expected, the response rates did not increase in catch trials (light blue) with change time, indicating that 
subjects closely listened for changes, rather than responding as a function of time within the trial. 
Response rates also increased significantly as a function of change size (different colors). In addition, a 
2-way ANOVA was performed which also indicated a significant effect of both factors. Error bars 
represent 1 SEM. Details on statistical testing given in the main text. 
 
 
Task-irrelevant onset of auditory textures is not reflected in the parieto-occipital potential 
Onsets and offsets of auditory stimuli typically produce a distinct response in the auditory 
cortex which is discernible in EEG recordings (Anderer et al., 1996). We first performed their 
signal analysis on the scalp level, before stepping towards source analysis (Fig. 8-1 and Fig. 
14). The evoked potential is temporally composed of a negative deflection at ~100 ms ('N1') 
and a larger positive potential at 200–250 ms ('P2'). These classical responses are most clearly 
reflected with these polarities in the central electrodes (Nie et al., 2014), due to bilateral 
summation (see Fig. 8D, averaged over all stimulus conditions). Given the scalp topography, 
we used a central set of electrodes (C1, Cz, C2, corresponding to the procedure applied by 
e.g. (Nie et al., 2014).  
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The average potential revealed a classical N1/P2 complex (extrema at 155 ms and 240 
ms, respectively), which did not differ across conditions as expected (Fig. 8D). While the 
passive-aware topography (Fig. 8B) mirrored the active (Fig. 8A) one, the passive-naive (Fig. 
8C) topography was broadened towards frontal areas, possibly due to blink residuals. The 
shape of the central potentials did not differ significantly across the three conditions (p>0.12 
for the conditions, 2-way ANOVA on channels (df=63) and conditions (df=2), normalized by 
their norm across channels, N=17). More local comparisons did also not suggest a significant 
difference in shape (e.g. AFz compared between passive-naive and the other two conditions, 
Kruskal-Wallis on conditions (df=2) and post-hoc test, Bonferroni corrected, p>0.05). The P2 
peak did also not differ significantly across task involvement (Fig. 8D; p=0.54, 1-way ANOVA, 
N=17). 
Due to its relation with evidence integration, we also analyzed a central-posterior set of 
electrodes (related to O’Connell et al., 2012; Kelly & O’Connell, 2013; Boubenec et al., 2017; 
see next section). Based on the topography shown in Fig. 9A, we chose a set of parietal-
posterior electrodes (Pz, POz), which are located a bit more posterior compared to the 
aforementioned studies (see also Discussion). We thus term this potential parieto-occipital 
(PO), although it appears to be very related to the CPP (O’Connell et al., 2012; Kelly & 
O’Connell, 2013; Boubenec et al., 2017). 
Before and around stimulus onset, the PO potential is dominated by the visual potential 
evoked by the appearance of a fixation cross 500 ms before sound onset (Fig. 8E, see Fig. 8-
1 for source separation of the different contributions). Therefore, the PO potentials were 
baselined at 500–400 ms before the onset of the acoustic stimulus to avoid confounding the 
reference with the visual potential. The sound onset also appears to be visible in the parieto-
occipital electrodes at the same latency (250 ms) as in the central electrodes. Similarly, its size 
does not differ across task involvement (p=0.82, 1-way ANOVA). We hypothesized that this 
potential reflects the activation of auditory cortex, rather than a parietal source, which was 
confirmed using analysis of neural sources (Fig. 8-1B-D). Subsequently, the PO potential 
returns to baseline. 
In summary, the neural response to the onset of a natural acoustic texture shares 
properties with the onset response to other sounds, although the N1/P2 components are 
delayed by about 40 ms with respect to pure tones. The sound onset reflected in the PO 
potential appears to stem from the auditory cortex source. 
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Figure 8. Onset responses are similar across levels of task engagement. 
A-C The scalp distribution of the P2 component (200 ms after stimulus onset) is centered with a slight 
asymmetry towards the front. Since the different stimulus conditions are all matched at the onset, the 
data was averaged over all stimuli. The scalp topography in the passive–aware conditions mirrors the 
active potential (B). In the passive-naive conditions, the topography was still centered, but slightly 
broadened towards frontal locations, probably due to uncontrolled blinks (C). Overall, the topographies 
were not statistically different (see text for details). 
D The central potential, typically associated with auditory-cortex activity (Nie et al. 2014), exhibited a 
classical response sequence after stimulus onset, with a negative component (N1, 150 ms) followed by 
a positive component (P2, 242 ms), both slightly delayed compared to classical latencies for pure tones 
(left, average over electrodes Cz, C1 and C2). The P2 peak size decays slightly but non-significantly 
from active to passive-aware and passive-naive (right, height averaged in [0.2-0.3]s). 
E The onset-elicited response in the parieto-occipital (PO) region also displayed a negative deviation 
around [0.2,0.3]s (left, electrodes Pz, POz), which likely reflects the negative part of the auditory cortex 
dipole (see Fig. 8-1)  This activity did not differ significantly across conditions. Error bars in all plots 
indicate ±1 SEM. Effect size is given in parentheses after the p-value. 
 
Task-relevant transition between auditory textures elicits a graded parieto-occipital potential 
Next, we analyzed the response at the same scalp locations to the change in statistics 
for natural auditory textures (Fig. 9). In correct detection trials, the central electrodes exhibited 
much smaller responses than to stimulus onset. On the other hand, the PO electrodes showed 
strong responses for all change sizes and change times. 
The central potential could be visually separated into two phases. In the early phase, 
large change sizes evoked an ERP whose shape was reminiscent of the classical N1/P2 
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complex but showed longer latencies than those observed at stimulus onset (~320 ms for P2, 
Fig. 9B). Note that the physical change in the stimulus only explains 20 ms via the speed of 
transition between the textures (for 10–90%), see Eq. 2). In the late phases, a slow negative 
potential built up, which stayed negative for >1 s (see Fig. 13 for more details). This finding is 
in line with the N1-P2 acoustic change complex identified in response to change in periodicity 
(Martin & Boothroyd, 1999). The height of the early component, measured as the potential 
w.r.t. baseline at the average peak time (Fig. 9E/F, p=0.084/ p=0.980, respectively) did not 
reach statistical significance even for large changes in spectral properties (mixing coefficient 
= 0.6). Its slope depended significantly on change size (Fig. 9H, p=0.017), but not change time 
(Fig. 9I, p=0.32). 
Conversely, the PO potential exhibits a large, late positive response (peak at or after 
700 ms post-change, Fig. 9C) for all mixing coefficients >0. The scalp topography of this 
potential broadly spans the parieto-occipital region (Fig. 9A, for clarity, only the largest change 
size (MC = 0.6) conditions are shown here) and is consistent in shape with the P3 response 
(e.g. Dreo et al., 2017). The slope and height of this peak depend strongly on change size and 
change time (Fig. 9J-O, 2-way ANOVA with factors change time (df=2) and change size (df=3), 
K: p=6.4e-17, L: p=0.011, N: p=3.2e-10, O: p=0.00086, N=17). If the no-change condition was 
removed the dependence persisted for both height and slope (indicated as p+ in 448 the same 
panels). In Fig. 9O, only the slope for change time = 3s differs significantly from the smaller 
change times (post-hoc t-test, p=0.004, and p=0.003, respectively for the comparison with 
change time = 0.75s and 1.6s). No significant interactions were found between change time 
and size. 
In contrast, the PO potential was non-existent for the no-change trials (Fig. 9K/N). In 
trials in which the change was not detected (misses) the late positive PO potential was also 
completely absent (Fig. 10, see Discussion for an interpretation of these results). Note, that 
the different variability between conditions stems from the number of trials entering them based 
on human performance. If all trials of a condition are considered, instantaneous variability 
across the conditions is much more uniform (Fig. 9-1). The PO potential also exhibited an initial 
negative potential, peaking at ~350–400 ms post-change, whose size at first glance appears 
to vary with change time and size, but neither were significant (p>0.05, 2-way ANOVA w.r.t. 
change time (df=2) and size (df=3) for the window 300-400 ms post-change, N=17). No 
significant interactions were found between change time and size. 
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Figure 9. PO potential depends on stimulus evidence and integration time during task engagement. 
A Scalp topography of change-elicited activity at 0.7 s post-change exhibits a single peaked positivity 
over the parieto-occipital (PO) regions for correct detection ('hit') trials. Only trials with the lowest 
difficulty, i.e. MC = 0.6 were included for clarity of display. 
B In the central electrodes (auditory cortex associated, as in Fig.3), the change in statistics leads to a 
delayed ERP only for the longest change times and the largest mixing coefficients. Data is aligned to 
change time and averaged over hit trials only. Gray trials indicate conditions with <10% of response 
percentage and correspondingly more variability. 
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C The PO potential (electrodes as in Fig.3) first turns slightly negative and then becomes strongly 
positive, lasting until the end of the sampling period of the second texture. The potential's height and 
slope depend significantly on change time and size (see below). 
D–F Height of the central potential did not depend significantly on change size or change time (see B 
for measurement range). 
G-I The slope of the central potential depended significantly on change size, while it did not depend on 
change time (see B for measurement range).. 
J The PO potential's height also depends systematically on change time and size (see C for 
measurement range). 
K The height of parieto-occipital potential varied significantly with change size both if catch trials are 
included or not. 
L The PO potential's height dependence on change time was also significant. 
M The slope of the PO potential increased with both change time and change size. 
N Change related build-up in parieto-occipital potential is significantly faster with increasing change size. 
O The parieto-occipital slope dependence on change time was highly significant. 
All error bars indicate 1 SEM, and p-values are denoted in the figure, all tests are described in the main 
text. Effect size is given in parentheses after the p-value. 
 
 
Interestingly, change-evoked activity in parietal regions is reflected negatively in frontal 
channels (see Fig. 9A). Based on the dominant contribution of the parietal sources (see Fig. 
14F), we focus here on the analysis of the parietal electrodes but acknowledge that the parietal 
electrodes may also partially reflect a frontal source activation. 
Finally, since subjects responded after the sound ended, direct motor activation was 
excluded from the present analysis. However, the influence of the response-time distributions 
is relevant (see Discussion for details). 
In summary, the central and parieto-occipital potential exhibited opposite dependencies 
on stimulus onset and change in statistics of the natural texture. While the central potential is 
evoked by basic transitions in level or spectrum e.g. at the onset or during large change sizes, 
the PO potential's size and slope are mostly not affected by stimulus onset but depended 
strongly on both evidence amount and accumulation time. The observed parieto-occipital 
activity is therefore likely related to the centro-parietal positivity (CPP) reported by (O’Connell 
et al., 2012, see Discussion for more details). Next, we asked how task-involvement influenced 
the dependence of these potentials on the stimulus. 
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Figure 10. Same analysis as in Fig.9, but for misses. Nomenclature identical to Fig.9. No dependencies 
were found, except for a central potential, slight, but inverted dependency for height (with a borderline 
p-value). Gray curves indicate conditions containing <10% of possible trials 
 
Parieto-occipital dependence on change properties depends on task knowledge. 
In the passive paradigm, subjects listened to the stimuli without responding to any perceived 
changes. This condition mimics the everyday situation of listening to an ambient soundscape 
without a strong expectation of a change or attention on its detection. The passive group (n=18) 
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was subdivided into subjects that had performed the active task before (passive–aware, n=8) 
and naive subjects (passive–naive, n=10). Although they did not have to behaviorally respond 
to the embedded changes, the former group was acquainted with the stimulus and task 
context. We expected that subjects would get bored with the listening 'task' and barely pay 
attention to the stimulus. Consistent with this view, the three groups displayed significantly 
different power spectra (Fig. 8-2, computed for electrode Oz), with active subjects displaying 
barely any α-band activation (red), whereas both the passive–aware (brown) and the passive-
naive (black) conditions showed elevated α-band activity. We thus investigated to what extent 
the PO potential was specific to task engagement. 
In the passive–aware group, the post-change scalp topography was dominated by a 
parieto-occipital positivity (at 700 ms, Fig. 11A) as in the active case. However, it was smaller 
and broader than the active group. In the passive–naive group, the topography was much less 
localized (Fig.12A). The passive–aware properties of the parieto-occipital potential depended 
in a similar manner on the parameters of the stimulus (Fig. 11J/M) as in the active case 
(compare with Fig. 9), i.e. height and slope increased with change size (Fig. 11K/N), and height 
increased with change time (Fig. 11L). The dependence of height on change time is - at first 
glance - surprising, however, it likely stems from a combination of (passively perceived) 'hit' 
and 'miss' trials, which leads to a dependence on change time due to the differential 
contributions of these outcomes at different change times (compare Fig. 9-1). In contrast, the 
early (240 ms) central potential showed no dependence (Fig. 11D–I). 
The passive–naive group showed a more diverse picture of dependence with multiple 
non-monotonic dependencies. The clearest dependence (Fig. 12G) was that of the slope of 
the early potential (P2-like) on change size (see Fig. 12H for p-values). Further, the PO 
potential exhibited borderline significance for slope in relation to change size, mostly driven by 
the largest change size (Fig. 12N). 
In summary, a behavioral response to the change was not necessary for observing a 
stimulus-dependent, post-change parieto-occipital potential. In the passive–aware subjects, 
the potentials were reduced but maintained a similar relationship to the stimulus properties as 
in the active condition. Even in the passive–naive group some dependencies remained, 
however, with much smaller sizes. 
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Figure 11. The PO potential is reduced but stays stimulus dependent for passive-aware subjects  
A The post-change scalp topography (600–700 ms) is dominated by posterior components, but the 
overall potential size is much smaller (only trials for MC=0.6 included for display), however, note the 
scale difference in comparison to Fig. 9.  
B In the central electrodes, the change in statistics elicited a small ERP complex (positive peak ~320 
ms) for the longest change times and largest change sizes (colors as in Fig.3, see legend).  
C In the parieto-occipital (PO) electrodes, the change in statistics also led to a slow negative-positive 
potential, reaching a plateau around 700 ms.  
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D–F The height of the central potential neither depended on change size nor time.   
G-I The slope of the central potential showed a borderline significant dependence on change size, but 
not change time (measurement range: 200–330 ms).  
J The PO potential's height varied systematically with change time and size.  
K The PO potential was significantly larger for bigger change sizes; however, the size of the potential 
was much smaller than in the active condition, corresponding to the change in topography. 
L The PO potential also increased slightly but significantly in height with change time (see Results for 
interpretation).  
M The slope of the PO potential exhibited a similar dependence on change size and time as in the active 
condition (compare to Fig. 9G).   
N The PO slope is significantly steeper for larger change sizes.  
O The PO slope displayed a nonsignificant tendency to be faster for longer change times. Convection 
as in Figure 9.  
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Figure 12. In the passive--naive group the parieto-occipital potential exhibits much weaker but partially 
significant dependence on change size and time.  
A The post-change scalp topography (600–700 ms) exhibits a more diverse shape than in the active or 
passive–aware conditions (only trials for mixing coefficient equal to 0.6 included for display). The scale 
bar was kept the same as in Fig. 10, to emphasize the difference in potential size.  
B In the central electrodes, the change in statistics again elicited a small ERP complex (positive peak 
around 320 ms), as in the other conditions (colors as in Fig. 8, see legend).  
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C In the parieto-occipital (PO) electrodes, the change in statistics lead to residual potentials with much 
more diversity between stimulus properties than in the other conditions.   
D–F The height of the central potential depended significantly on change size but not on change time. 
Measurement range (300–350 ms post-change) is shown in B.   
G-I The slope of the central potential also depended significantly on change size but not on change time.   
J-L The PO potential's height depends significantly on change time, however, with a non-monotonic 
progression.  
M-O The PO potential's slope depend significantly on change size; however, this effect is driven by the 
last condition with MC=0.6.  
Conventions as in Figure 9. 
 
Change-evoked parietals are scaled by task-engagement and task-knowledge 
The analysis above focused on the dependence of the neural response on stimulus properties 
but did not compare them side-by-side for different levels of task involvement. This comparison 
is important to analyze the degree to which task involvement modulates cortical representation 
of the accumulation of sensory evidence. For this purpose, we compared the central and PO 
potentials, averaged over the two largest change sizes (MC=0.3 and 0.6, Fig. 13). 
Comparing the response patterns across levels of task involvement, the central 
potential appears to be composed of two overlapping constituents, which was not as clearly 
discernible in Fig. 9. First, the P2-like, positive potential occurs (Fig. 13A, peak: 313 ms), 
overlapping with a longer lasting, nearly linear decline in potential. While the P2-like potential 
does not differ significantly in shape across task involvement levels (Fig. 13B: height, p=0.14, 
Fig. 13C: slope, p=0.22, 1-way ANOVA), their long term behavior differs significantly (p=0.038, 
1-way ANOVA across task involvement level, measured in the time window of 1.5-2.5s). 
The PO potential exhibits a very strong dependence in height (Fig. 13E, p<0.001, 1-
way ANOVA) and slope (Fig. 13F, p<0.001, 1-way ANOVA) on task involvement. Across these 
levels there is a common initial negative potential (Fig. 13D), putatively reflecting the auditory 
cortex contribution (compare also Fig. 14 below), followed by a superimposed positive 
potential. 
In summary, we find the rapid, P2-like component in the central electrodes to not differ 
across task involvement levels. in contrast with the salient dependence in the later phase at 
both central and parietal electrodes. In particular, the difference in slope in the late central 
potentials requires an analysis of the underlying sources in order to decide whether this is 
supported by auditory cortex activity. 
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Figure 13: Task involvement scales change-related potentials 
A-C Change-time aligned; central potentials exhibited different profiles across task involvement. The 
initial P2-like response (peak at 313 ms) did not differ significantly across involvement levels (height: B, 
slope: C). However, the potentials diverged strongly thereafter, with increasingly negative slopes for 
more active involvement. Data averaged over all change times and the two largest mixing coefficients 
(0.3,0.6). 
D-F The parietooccipital potentials exhibited clear differences in slope (E) and height (F) across different 
levels of task involvement. For the passive-naive condition, the potential appears to be a combination 
between a lasting negative potential in combination with a more transient positive potential added. 
All error bars indicate ±1 SEM, and p-values are denoted in the figure, all tests are described in the main 
text. Effect size is given in parentheses after the p-value. Same electrodes as in Figure 8. 
 
 
Change-evoked potentials are composed of auditory, parietal, and frontal sources 
Scalp level potentials provide a direct and unbiased readout of cortical activity; however, they 
typically do not allow immediate insight into the underlying neural sources. We therefore 
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performed source localization of the post-change potentials to estimate the source locations 
that generated the observed scalp potentials (Fig. 14). Despite the possible, well-known pitfalls 
of source analysis, we consider the results valuable for identifying target regions for neuron-
level neurophysiological investigation. Source activations were estimated based on single 
subject trial-averaged data (see Methods for details). 
The first activation in response to the change was localized in the more medial regions 
of auditory cortex, although latencies exceeded those observed for simple N1/P2 complexes 
at stimulus onset (Fig. 14B, compare to Fig. 8-1, 240 ms vs. >320 ms), similar to latency 
changes observed for tasks of different complexity before (Chait et al., 2008). This P2-like peak 
did not scale strongly with mixing coefficient (different shades of gray, change time = 3 s, 1-
way ANOVA across mixing coefficients, N=17, p=0.057). Another negative dipole moment was 
observed at much larger latencies (>~750 ms), not observed at the central electrodes, which 
scaled significantly with mixing coefficient (p=0.0031, as above). The radial component's first 
peak occurred later (~500 ms, Fig. 14C), and exhibited borderline dependence on change size 
(p=0.023). Temporoparietal junction (TPJ) activation exhibited a similarly low level of 
dependence (Fig. 14D, p=0.067). Visual cortex displayed no significantly changed size in 
potential (Fig. 14E, p=0.68). The neighboring internal parietal cortex exhibited the most 
distinctive activation (Fig. 14F, p=2.5x10-15). Finally, a frontal source was detected which 
exhibited an elongated, negative activation with no dependence in response size on change 
size (Fig. 14G, p=0.56). 
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Figure 14. Contribution of the different sources to the change related response 
A The scalp potential was well approximated (residual variance (0–2,000 ms) = 0.64%) by a mixture of 
6 sources in each hemisphere, activating at different times after the change. The sources are located in 
the auditory cortex (blue, light blue, B/C), the temporo-parietal junction (dark blue, D), the visual cortex 
(red, E, provided for completeness), the medial-parietal cortex (orange, F) and finally the frontal cortex 
(green, G). All sources were estimated as bilateral pairs, however, potentials in B–G show averages 
across pairs. 
B The first source activation was located close to the auditory cortex (blue in a A). It exhibited a 
significant dependence on change size only around 750 ms (bottom, gray), while the P2-like potential 
(peak: 320 ms) was borderline insignificant (bottom, black). 
C As before, we estimate a radial component of the AEP, which exhibited a borderline significant 
dependence on mixing coefficient (bottom). 
D The activation of the temporo-parietal junction was very small and did not contribute significantly. 
E The contribution from the visual source was non-significant. 
F The activation in the parietal cortex exhibited a clear and significant dependence on the mixing 
coefficient. While the onset time remained similar across change sizes, the peak time was slightly 
delayed for lower change sizes, similar to potentials the scalp level. 
G A further pair of sources were localized in the frontal cortex, which, however, did not show a significant 
dependence in their size on change size. 
Error hulls and -bars indicate 1 SEM over n=17 subjects, and only 3s change time shown. Effect size is 
given in parentheses after the p-value. 
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Hence, the estimated source activations suggest activation of multiple sources in 
response to the change. The most dominant and stimulus-dependent activations were found 
in the medial parietal cortex (precuneus) and a late response in auditory cortex. The former 
was generally predicted by the scalp potentials but appears to be located more internal than 
expected (see discussion about area LIP). The latter was not identifiable on the scalp level but 
suggests a relevant contribution of the (higher) auditory cortex to evidence integration in 
auditory decision making. 
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Discussion 
We investigated the neural representation of dynamic change detection in naturalistic textures, 
a task which requires the accumulation of sensory evidence for a change in statistics. We 
identified a multistage representation of change-related evidence involving the auditory cortex, 
precuneus (medial superior parietal cortex) and frontal cortex. Only the late potentials in the 
precuneus and auditory cortex correlated with the accumulated amount of sensory evidence. 
Across different levels of task-engagement, the size of the late auditory and parietal potential 
scaled markedly, however, retaining a reduced scaling with change-related sensory evidence 
in the passive conditions. 
 
Change detection and accumulation of sensory evidence 
A violation of statistical regularity on the level of spectro-temporal statistics cannot rely on the 
detection of a single, transient event. These occur frequently in natural textures, but do not 
indicate relevant changes. An actual irregularity can only be detected by integrating widely 
across the spectrogram, i.e. integrating distributed evidence. In the present study, we 
investigated the neurophysiological response to changes in complex statistics. A late, parietal 
component of the ERP was identified, whose slope and size correlate with the accumulated 
amount of sensory evidence about the change in statistics, which was subsequently localized 
to the precuneus. 
In a related study using different, artificial stimuli, we provided direct support for this 
interpretation of the PO potential using an immediate response paradigm: the PO potential 
(termed CPP in that study) exhibited typical signs of evidence integration, such as slow 
accumulation-to-threshold dynamics (~1 s time-scale) and scaling in slope with the amount of 
evidence (Boubenec et al., 2017), consistent with previous studies (O’Connell et al., 2012; 
Kelly & O’Connell, 2013). The present study generalizes this paradigm to naturalistic textures 
and assesses task-involvement. 
While the present design precludes an alignment on response times, it excludes the 
contributions from motor potentials and therefore allows localization of the generating sources. 
One caveat is, however, that the temporal distribution of detection times will depend on change 
saliency, which will lead to a widening of change-locked averages i.e. especially for the low 
change size conditions. Such a dependence of PO height on change size has also been found 
in immediate-response studies (O’Connell et al., 2012; Boubenec et al., 2017), which may 
result from continued integration between decision commitment and decision execution. 
Consistently, the PO potential was absent in trials with unsuccessful evidence integration 
('Misses', Fig. 10). 
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We found the PO potential to increase with change time. This appears to be in conflict 
with our previous results (O’Connell et al., 2012; Boubenec et al., 2017), which indicated a 
reduction as a function of time. However, this difference can be explained by different speed-
accuracy trade-offs between the two task designs, i.e. immediate response in a short time-
window vs. delayed report without time pressure. When the response is delayed, there is no 
urgency to respond and hence evidence integration can continue and reach a higher level of 
certainty. This allows subjects to take advantage of the long presentation of the post-change 
stimulus, which was not possible in our previous study. The slope also increased with change 
time, suggesting that an improved estimate of the baseline statistics accelerates the translation 
of accumulated sensory evidence to an estimate of a change. While this result aligns with one's 
intuition, it is interesting to see it reflected in neural activation.  
 
Neural origin of change related activity 
Previous EEG studies of evidence integration have mostly investigated the neural responses 
on the scalp level but have not localized the underlying sources (Garrido et al., 2009, O'Connell 
et al. 2012, Kelly & O'Connell, 2013). Here, we estimated a detailed source model to account 
for multiple auditory, visual, parietal and frontal sources, which provides a set of very distinct 
activation profiles. The present analysis suggests change detection to be based on activation 
of auditory cortex, medial parietal cortex (precuneus) and frontal cortex, where the latter does 
not scale with change size (Fig. 14C/F/E). These results agree with recent findings of cortical 
sources in target detection tasks (Mulert et al., 2004; Kam et al., 2016) and with the detection 
of spectro-temporal properties of auditory textures, localized in auditory and association 
cortices (Overath et al., 2010). Overath et al. also reported activation in the Temporoparietal 
Junction (TPJ), which did not activate robustly here. Moreover, the present dipole locations 
are in line with an intracranial study by Halgren et al. (1998), who pointed out superior temporal 
sulcus, lateral orbitofrontal cortex and intraparietal sulcus for P3b generators, showing overlap 
with the estimated source of the PO potential. This coincides with the role of parietal regions 
in the accumulation of sensory evidence, in particular, visual evidence integration (LIP; e.g. 
Shadlen & Newsome, 2001; Huk & Shadlen, 2005). 
Some MEG studies have also performed source localization and suggest frontal 
sources to be more strongly involved in discovering regularities in statistics than observed 
presently (Barascud et al., 2016). While we do find long-lasting negative potentials in frontal 
scalp locations (Fig. 9A) as well as a corresponding frontal source activation, the contribution 
from the precuneus is more substantial and scales well with the hypothesized accumulation 
process. The long-lasting negative frontal component could be the manifestation of the top-
down modulating role of the PFC (Huettel & McCarthy, 2004). The fronto-parietal network has 
previously been highlighted in the context of evidence integration (Lavigne et al., 2015), while 
67 
other studies have pointed out a rather exclusive role of parietal regions (FitzGerald et al., 
2015). 
 
Neural responses across different levels of task-engagement 
The comparison between neural responses in the active and passive paradigms shows that 
the level of task-engagement strongly modulates the change-related PO potential (Fig. 10). 
Similarly, previous studies on P3 responses found a correlation between P3 size active 
reporting, typically by button press (Sergent et al., 2005; Del Cul et al., 2007; Faugeras et al., 
2012). A potential caveat of active paradigms is that preparatory motor activity can influence 
the measured change potential (Doucet & Stelmack, 1999). We, however, consider this not a 
likely reason for the scaling, as in the present paradigm the peak potential occurred >1 s before 
the motor response. Previous studies have also deemed this unlikely (O’Connell et al., 2012; 
Boubenec et al., 2017). Instead, we propose that evidence integration occurs both in active 
and passive paradigms, as long as the relevance of a change in a given stimulus is known (as 
it is in the active and passive-aware conditions), while little of this integration remains if the 
stimuli are meaningless for the subjects (passive-naive), even if the changes are easy to detect 
in some conditions. While the present study investigated only a single modality, we consider it 
likely that the task-dependence of the neural response generalizes also to other modalities, 
scaling the activity in parietal source also for visual tasks, in accordance with the findings of 
O'Connell et al. 2012. 
 
Relation to previous work on change detection in complex acoustic stimuli 
While previous studies focused on changes in simpler statistics, the present experiment 
approximates certain real-world challenges that require detecting changes in a complex 
acoustic stimulus. 
In a series of MEG experiments on changes in second-order statistics (Chait et al., 
2008), the latency of the N1-like deflection was found to be longer for random-to-regular 
transitions than for other types of changes tested. We observe a delayed N1/P2 complex, 
consistent with increased latencies of primary auditory responses for more complex statistical 
changes (Krumbholz et al., 2003). 
Many studies have investigated violations in the structure of acoustic sequences, 
leading to the well-known mismatch negativity potential (MMN; Garrido et al., 2008). This has 
been observed in a wide range of experimental paradigms e.g. a sequence of descending 
tones with an ascending deviant (Tervaniemi et al., 1994), a tone repetition in a random 
sequence (Horváth et al., 2001), combined rules, such as higher frequency paired with larger 
level (Paavilainen et al., 2001; Paavilainen, 2013), or even irregularities in rhythms (Vuust et 
al., 2005) and musical sequences (van Zuijen et al., 2004). The current paradigm is generally 
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similar to MMN paradigms because a violation of regularity occurs. Neural localization of 
auditory MMN is under debate, with EEG pointing to fronto-medial locations (Näätänen et al., 
2012), fMRI to auditory cortical (Opitz et al., 2002; Molholm et al., 2005), and MEG studies to 
supratemporal sources (Näätänen et al., 2007). However, the present results indicate 
processing beyond a classical MMN response: (i) long latencies of the change-related ERP 
(200–300 ms) when compared to classical MMN response (100–250 ms), (ii) prominent PO 
component with long peak latency (~700 ms), (iii) ‘automatic’ nature of MMN compared with 
the dependence on change detection of PO. In line with previous studies on sensory evidence 
integration (O’Connell et al., 2012; Kelly & O’Connell, 2013), we propose that the PO potential 
reflects this spectro-temporal integration, rather than a transiently discovered violation in 
regularity. 
The present results may be related to the family of P3 response components, typically 
observed for infrequent, unpredictable changes in the context of decision making (Hillyard et 
al., 1971; Kutas et al., 1977, see Polich, 2012 for review). As suggested by (Twomey et al., 
2015), the late and strong parieto-occipital activity elicited in reaction to changes in statistics 
could be considered as a general variant of the P3b. For rare targets, P3b was suggested to 
reflect surprise (Schendan et al., 1997) and the level of uncertainty (Ruchkin et al., 1990), 
which may both play a role in our paradigm, i.e. change time and change size respectively. 
However, the present change-related ERPs have surprisingly long latencies, namely >700 ms 
instead of the classically observed ~300–350 ms for the P3b (Polich, 2007). 
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Conclusions and Outlook 
Consistent with our initial hypothesis, our results suggest that accumulation of sensory 
evidence underlies change detection in complex statistical stimuli, evidenced by the behavioral 
and neural dependence on accumulation (change) time and size. The clearest neural signal 
for an accumulation process arises from the parietal cortex, probably the precuneus, and also 
scales in slope and size with properties of the hypothesized accumulation process. Finally, 
these neural responses were shown to scale strongly with the level of task involvement. 
While the current results provide a step towards understanding the processing of 
natural acoustic stimuli, further research is required to understand which type of statistical 
changes are most prevalent/relevant and which are tracked passively and thus may induce 
bottom-up attention. A systematic study of the spectro-temporal statistics of acoustic scenes 
will be required to provide an interesting stimulus set for further experiments. 
Generally, the present results can be interpreted in the 'predictive coding' framework 
(Barlow, 1961, Rao & Ballard, 1999), where prediction is performed on the basis of statistical 
properties of sounds, rather than deterministic predictions: these properties are estimated and 
then compared to incoming data. Consistent with previous work on this hypothesis, we find 
activation of the change-related potential to derive from the associative cortex and partially 
from frontal cortex (Wacongne et al., 2011). 
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Extended Data 
 
 
Extended Data Figure 8-1. The parietal potential at and before stimulus onset has a visual origin (A 
and C). The auditory response can be well explained by two orthogonal dipole sources located in the 
auditory cortex (A and B). The parietal dipole (D) remains quiet at the onset of the stimulus, indicating 
that the negative potential around 240 ms can indeed be accounted for by a mixture with the auditory 
cortex source(s) (see B).  The residual variance of this estimate was 1.48%. 
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Extended Data Figure 8-2. Distribution of spectral power in different levels of task involvement. 
Active subjects show barely elevated power in the α-band (red, n=18). The passive–aware subjects 
showed elevated α-band activity around 10-15 Hz (maroon, n=8). The passive–naive subjects showed 
elevated α-band activity around 9-14 Hz (black, n=10). Spectra were computed from channel Oz. The 
difference between the three conditions was significant (p<0.001, 2-way ANOVA, on frequency (df=5, 
range 9-15 Hz, vertical lines) and condition, df=2). The elevated α-band can be taken as an indication 
for a reduced level of task engagement in both passive groups compared to the active group. The power 
spectra were computed in the 1.5s preceding the start of the stimulus to avoid contributions of the task-
related ERPs. Outside the depicted frequency range, the spectra were quite similar. Error hulls represent 
±1 SEM. 
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Extended Data Figure 9-1. Same analysis as in Fig. 9, but for all trials. Nomenclature identical to Fig. 
9. Demonstrates that the variability was very similar across conditions; however, the number of trials per 
condition differed across hits and misses. Note that the strong dependence of slope and height on 
change size and change height is due to the larger number of miss trials for small change sizes and 
change times. 
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patients using complex, statistical stimuli  
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Abstract 
Patients with prolonged disorders of consciousness (PDOC) are often unable to communicate 
their state of consciousness. Determining the latter is essential for the patient's care and 
prospects of recovery. Auditory stimulation in combination with neural recordings is a promising 
technique towards objective estimation of conscious awareness. Here, we investigated the 
potential of complex acoustic stimuli to elicit EEG responses suitable for objectively classifying 
a wide range of subject groups (5), from unconscious to responding. 
We presented naturalistic auditory textures to subjects, which changed their statistics 
at an unexpected point in time. Active listeners were asked to indicate the change by button 
press, while all other groups (awake passive, asleep, minimally conscious state (MCS), and 
unresponsive wakefulness syndrome (UWS)) listened passively. We then quantified the 
evoked potential at stimulus onset and change in stimulus statistics, as well as the descriptional 
complexity of neural response during the change of stimulus statistics.  
  On the group level, onset and change potentials classified patients and healthy controls 
successfully but failed to differentiate between the UWS and MCS groups. Conversely, the 
complexity of the neural representations (measured using Lempel-Ziv complexity) allowed 
reliable differentiation between UWS and MCS even for individual subjects, when compared 
with the classical behavioral scale (which was assumed accurate here). 
  In summary, EEG signal complexity during onset and changes of complex acoustic 
stimuli provides an objective criterion for distinguishing states of consciousness in clinical 
patients. These results suggest a path toward a cost-effective tool to choose appropriate 
treatments for non-responsive PDOC patients. 
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Introduction 
One of the most challenging clinical issues in patients with prolonged disorders of 
consciousness (PDOC) is to reliably estimate their residual, conscious perception of the 
environment. Vegetative state (VS; recently termed unresponsive wakefulness syndrome, 
UWS; Laureys et al., 2010) patients are believed to retain basic reflexes or sleep-wake cycles 
while remaining entirely unaware of self and environment (Monti et al., 2010). On the contrary, 
minimally conscious state (MCS) patients seem to preserve residual cortical functioning 
together with displaying clear but inconsistent signs of awareness (Giacino & Schiff, 2009). 
Upon emergence from a minimally conscious state (EMCS) patients recover functional 
communication, although they often remain cognitively impaired (Di Perri et al., 2016). Several 
active (e.g. Cruse et al., 2011) and passive (e.g. King et al., 2013) neuroimaging paradigms 
have recently suggested that some patients clinically classified as UWS can reveal signs of 
awareness and volitional control which argue that these patients should actually be classified 
as MCS, EMCS or locked-in syndrome (LIS). Considering that selection and administration of 
the appropriate rehabilitation programs necessarily require determination of the consciousness 
state, objective quantitative classification methods will facilitate PDOC treatment. 
Following severe brain lesions that lead to PDOC states, it was suggested that the 
auditory system is less likely to be damaged in comparison with other parts of the brain 
(Kotchoubey et al., 2015). Moreover, the audition was recently suggested to be particularly 
sensitive to fluctuations in the level of consciousness (Boly et al., 2004; Demertzi et al., 2014; 
Schiff et al., 2005). The results of a number of auditory studies that attempted to assess 
conscious processing in PDOC patients, using simple sounds (e.g. Binder et al., 2017), 
complex sound sequences (e.g. Faugeras et al., 2012; but criticized by Tzovara et al., 2015), 
familiar sounds (Heine et al., 2015; Perrin et al., 2015), or speech (e.g. Steppacher et al., 2013, 
but contrary to Rohaut & Naccache, 2017) are still incomplete and partially inconsistent. 
In the present study, we build on previous studies by (1) investigating a wide range of 
subject groups, from healthy responding subjects to unconscious patients, and (2) presenting 
common naturalistic auditory textures i.e. complex sounds whose stimulus statistics change at 
a random time during stimulus presentation. Detecting these changes is a challenging, real-
world task: in natural sounds, changes may occur unexpectedly, signaling potential dangers, 
consider for example listening to a busy street and discerning a car that turns towards you. 
Detecting these changes requires listeners to be aware of the recent acoustic statistics. In 
normal hearing subjects, we recently demonstrated (Boubenec et al., 2017) that the change in 
statistics leads to a characteristic centroparietal positivity (CPP, O’Connell et al., 2012). The 
CPP slope and size scales with the amount of evidence, suggesting that it reflects an 
underlying process of evidence integration (Boubenec et al., 2017; Kelly & O’Connell, 2013). 
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Further, we found the CPP to depend on the level of processing, comparing between active, 
passive-aware (for subjects which had completed the active part before), and passive-naive 
(i.e. listeners for which the sounds were new; Górska et al., 2018). The fact that the CPP was 
still detectable even in passive-naive subjects encouraged us to use natural textures in order 
to assess the state of consciousness in a group of PDOC patients. 
Here we find that the parietal signal, while prominent during waking, vanished during 
deep NREM sleep (first cycles during the night) as well as it is not present in the UWS and 
MCS patient groups. As an alternative analysis, we assessed the dynamical complexity of the 
neural response at the transitions of stimulus statistics using the Lempel-Ziv (LZ) algorithm. 
The LZ algorithm can simultaneously quantify integration and differentiation in the nervous 
system (Casali et al., 2013; Schartner et al., 2015; Wu et al., 2011) and thus has been proposed 
to estimate the state of consciousness irrespective of other related processes (Tononi et al., 
2016). The results showed that LZ complexity distinguished conscious (Responding, 
NonResponding, MCS) from unconscious (NREM sleep, UWS) subjects, even on a single 
subject basis. We, therefore, propose that auditory textures in combination with complexity 
analysis provide an objective assessment of the state of consciousness even in passive PDOC 
patients. 
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Materials and Methods 
Subject groups and PDOC assessment 
Multiple groups of PDOC patients and healthy volunteers participated in this study. All 
experiments were performed in accordance with the directives of the Helsinki Declaration 
(1975, revised 2000) and were approved by the Local Review Board of the Institute of 
Psychology, Jagiellonian University. Before participants were included in the study, healthy 
participants signed a written consent form, and informed consent was obtained from the legal 
surrogates of the DOC patients. 
The initial PDOC group comprised of 31 PDOC patients. A subset of patients had to be 
excluded if their EEG recordings contained excessive noise, or they fell asleep during the 
experiment. Specifically, if the EEG amplitude exceeded +/- 200 μV in more than half of the 
trials, or substantial alpha activity was evident from the occipital electrodes, subjects were 
excluded from further analysis. Based on these criteria seven subjects had to be excluded, 
leading to a final set of 24 PDOC patients included in the subsequent analysis (mean age 
40.43, sd: 14.38, 8 females). 
These patients were behaviorally diagnosed on the basis of the Polish adaptation of 
the Coma Recovery Scale - Revised (CRS-R, Binder et al., 2018; Kalmar & Giacino, 2005) as 
either UWS/VS (12 patients) or MCS and EMCS (5 and 7 i.e. 12 patients examined together. 
Table 2 includes detailed information about the patients i.e. sex, age, etiology, time after the 
injury, CRS-R, time between CRS-R and EEG. The CRS-R is a behavioural scoring tool 
consisting of six subscales that address auditory, visual, motor, oromotor, communication and 
arousal functions. It includes 23 items, hierarchically arranged in each subscale; starting from 
the lowest rate that represents reflexive responses, up to the highest rate representing 
cognitively mediated behaviours. CRS-R explicitly incorporates diagnostic criteria for UWS/VS 
(MSTF, 1994) and MCS (Giacino et al., 2002) and thus it received the strongest 
recommendation for differential diagnosis compared with other scales (Gerrard et al., 2014). 
Additionally, before the experiments, (transiently evoked) otoacoustic emissions were 
assessed for each PDOC patient using an OtoRead™ device (Interacoustics, Middelfart, DK). 
This measurement employs a TEOAE protocol and only patients with SNR > 4dB at 3/6 
frequencies, were included in the experiment. 
The control groups included 28 normal hearing healthy volunteers, who all declared no 
substance abuse, were medication free and did not report any neurological disorders. The first 
group (referred to as Awake Reporting below) consisted of 12 subjects (mean age 24.6 SD: 
3.8, 8 females), the second group (Awake Passive) included 16 subjects, but only 12 of them 
(mean age 26.6 SD: 6.03, 6 females) were considered for further analysis due to the extensive 
noise recorded in at least one of the EEG sessions. The third group (Asleep NREM) was 
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formed from subsets of the above groups, totaling 17 subjects, while 15 of them were analyzed 
(mean age 25.2 SD: 4.2, 10 females; 12 subjects from the first and 4 from the second group). 
One subject was excluded because of an insufficient number of trials during NREM sleep and 
another due to extensive noise, which resulted in the rejection of more than ⅔ of trials based 
on the noise criterion, i.e. the amplitude larger than +/- 200 μV. 
 
Table 2. Clinical and demographic characteristics of PDOC patients. 
Patient Ag
e 
Se
x 
Etiolog
y 
Time 
since 
injury 
(month
s) 
Time 
between 
EEG and 
CRS-R 
acquisitio
n (days) 
CRS-R subscales Tot
al 
CR
S-
R 
sc
ore 
diagn
osis 
audi
tory 
visu
al 
mot
or 
oro
mo
tor 
com
muni
catio
n 
aro
usal 
UWS1 38 M anoxia 27 7 2 1 2 0 0 2 7 UWS 
UWS2 48 M anoxia 97 6 1 1 0 0 0 1 3 UWS 
UWS3 40 M anoxia 49 6 1 0 2 0 0 1 4 UWS 
UWS4 59 M anoxia
+additi
onal 
14 15 1 0 1 0 0 1 3 UWS 
UWS5 28 M anoxia
+diabet
es 
6 6 1 0 1 0 0 1 3 UWS 
UWS6 52 M anoxia 25 0 1 1 1 1 0 2 6 UWS 
UWS7 28 M anoxia
+diabet
es 
11 0 1 0 1 0 0 0 2 UWS 
UWS8 30 F trauma 9 1 1 1 1 1 0 2 6 UWS 
UWS9 25 F trauma 
+diabet
es 
23 0 1 0 1 1 0 1 4 UWS 
UWS10 63 F anoxia 11 0 1 0 2 1 0 1 5 UWS 
UWS11 28 F trauma 23 0 1 0 1 0 0 1 3 UWS 
UWS12 60 M anoxia 5 0 2 0 0 1 0 1 4 UWS 
MCS1 28 F anoxia 69 7 4 5 4 1 2 3 20 EMCS 
MCS2 37 F stroke 5 6 4 5 4 1 1 2 18 EMCS 
MCS3 30 F trauma 12 0 3 5 2 1 1 2 14 MCS 
MCS4 38 F stroke 4 1 4 5 4 1 2 3 16 EMCS 
MCS5 30 M anoxia 15 1 2 3 3 1 0 3 12 MCS 
MCS6 38 F stroke 18 1 4 5 5 1 2 3 20 EMCS 
MCS7 49 F stroke 17 0 1 3 2 1 1 1 9 MCS 
MCS8 22 M trauma 3 0 3 5 2 1 2 3 16 MCS 
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MCS9 55 M trauma 14 1 4 5 4 1 2 3 19 EMCS 
MCS10 30 M trauma 24 0 3 5 2 1 1 1 13 MCS 
MCS11 34 M trauma 8 0 4 5 2 1 2 3 17 EMCS 
MCS12 22 M trauma 11 0 4 5 6 1 1 3 20 EMCS 
 
 
Stimulus design 
A set of complex sounds, so-called naturalistic auditory textures (McDermott & Simoncelli, 
2011), was presented to each subject. The set was drawn from a stimulus set used previously 
with healthy subjects (Górska et al., 2018), reduced here to account for the more limited 
recording time available when working with (PDOC) patients. We provide here a brief 
description of the stimulus design, for a complete description see Górska et al. (2018). 
Briefly, each sound was composed of a sequence of two auditory textures. The first 
auditory texture followed the statistics of a single natural sound (rain or bubbling), while the 
second texture was a linear mixture between the statistics of two natural sounds, one of which 
was the same as the first texture. This design allowed us to adjust the difficulty of the task. For 
the present set of subjects, a simpler version of the previous task was used, i.e. the new texture 
contributed 60% to the second texture, while the first, baseline texture contributed only 40%. 
All textures were created using an openly available toolbox (McDermott & Simoncelli, 2011). 
The transition between the sounds occurred at a pseudorandom time (either at 0.75 s, 1.6 s or 
3 s), consisted of a linear mixing between the sounds over a duration of 10 ms with a sigmoidal 
profile over time (see Górska et al., 2018 for details). After the transition, each sound continued 
for 2 s. Every sound repetition was followed by a break (silence) of random length drawn from 
1-2 s. Sham trials of matched lengths were included (50%), in which the first texture simply 
continued for the entire trial duration. To reduce the overall time of auditory stimulation in PDOC 
patients’ group, only one length of the sham type of trials (CT = 3 s) was used. 
The natural textures used in the present experiment were based on two textures: the 
sound of rain and bubbles in water (see Fig. 1 for illustration). This choice was motivated by 
their level of similarity, i.e. the distinction between the two was neither trivial nor too difficult, 
as well as the fact that they both fulfilled the criteria of being spectrally and temporally broad 
and dense. We used multiple (i.e. 10) samples of each sound, which were matched in statistics, 
but differed in spectrotemporal details. In this way, a given statistic is not recognizable by a 
particular and static realization of the fine structure. The level of the stimulus was set to 70 dB 
SPL, which remained unchanged at and throughout the transition. Onsets and offsets were 
gated with a 10 ms sinusoidal function to reduce spectral broadening at the beginning and end 
of the sound. 
 
 
86 
 
 
Figure 15. Using change detection in complex, statistical sounds for individual diagnosis of the level of 
consciousness. 
A We investigated EEG responses to acoustic stimulation in five subject groups with (presumably) 
differing levels of involvement. 
B The sounds were naturalistic textures - i.e. statistically defined sounds - which changed their statistics 
at unexpected times (depicted: 3 s). The changed statistics were a 60/40% mixture between the first 
sound and a second sound with different statistics. In the Responding group, listeners reported detecting 
a change in the sound via button press after the stimulus (see: response period). In the other groups 
(Passive, Minimally Conscious State (MCS), Unresponsive Wakefulness Syndrome (UWS), NREM 
Sleep), subjects passively listened to the same stimuli. Sounds were provided via headphones while 
simultaneously recording whole-head EEG signals from 64 channels. 
C We analyzed the neural responses after stimulus onset and after the change in sound statistics via 
the evoked ERPs. Further, we assessed the dynamical complexity using Lempel-Ziv (LZc) compression. 
D The outcomes of both ERP and LZc measures are finally compared on a single subject level with the 
behavioral diagnosis (CRS-S scale) to evaluate the potential for diagnosis. 
 
 
Experimental procedure 
The auditory textures were presented to awake and asleep subjects in separate experimental 
sessions. The complete dataset from each individual PDOC patient was registered during one 
of the five visits to the care centre in Torun, Poland. 
Awake sessions: During awake sessions, control subjects were seated in an air-conditioned, 
soundproof chamber facing a monitor. After the procedure was briefly explained electrodes 
were attached to the scalp. The AEP recording was preceded by 2 min of resting state 
registration. Subjects were instructed to maintain visual fixation on a white cross displayed in 
the middle of the screen. It was visible throughout the entire experiment for the Passive 
condition, while in the Responding condition it was temporarily removed after each stimulus to 
allow subjects to respond and blink, as necessary. 
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The Awake Reporting group performed an active task in which they were asked to press 
a button after the offset of the sound if they detected the change in statistics (single response 
task). In each trial, the sequence was: presentation of the sound texture, display of the question 
“Have you noticed a change?” on the screen, a 2-s response window to press the button, and 
then a silent period of randomized duration (to reduce the influence of expectation for the 
following stimulus onset). The response window was delayed to the moment after the sound 
to avoid motor response contamination of the EEG signal. No feedback was provided to the 
listeners regarding their correct/incorrect choice during the experiment. The procedure was 
composed of one session with 480 stimuli (i.e. 80 x 6 stimuli, 3 with and 3 without a change) 
and lasted ~65 min. The sequence of trials was randomized independently for each subject. 
The contamination due to blink artifacts was reduced by visually instructing (text message on 
the screen) to blink only during the between-trial silence. 
The Awake Passive group was instructed to passively listen to the changing sounds 
while keeping eyes fixated on the cross displayed on the middle of the screen and trying not to 
think about anything in particular. The procedure consisted of 4 blocks with 60 trials each, for 
a total of 240 trials. Subjects were also asked to try not to blink during the sound presentation. 
After each block subjects were presented with a short questionnaire that consisted of three 
following questions: (1) ‘Did you succeed in not focusing on anything in particular?’, (2) ‘How 
much have you focused on changing sounds?’, (3) ‘To what extent your attention was directed 
to other external/ internal inputs?’ and they were requested to provide an answer in the Likert 
scale, i.e. from 1 (‘not at all’), to 5 (‘very much’). Results are not presented here since this 
information was not available for all groups. 
Asleep session: The asleep session was conducted in the same soundproof chamber, 
however, control subjects laid horizontally on a camp bed with electrodes attached and their 
head placed on a pillow. In order to maintain the regular sleep-wake cycle of the subjects, the 
experimental session started at about 23h and lasted for 2-3 hours (depending on the time it 
took subjects to fall asleep). The presentation of auditory stimulation commenced as soon as 
the experimenter recognized in the EEG signal the components specific for slow wave sleep 
(i.e. N2 or N3 sleep phases). In these periods most of the stimuli are thought to be only 
processed automatically at lower levels and do not seem to be perceived consciously 
(Massimini et al., 2009; Strauss et al., 2015) as subjects do not usually recollect dreaming upon 
awakening (Gerrard et al., 2014; Massimini et al., 2005; Tononi & Massimini, 2008). The actual 
sleep phase was evaluated post-hoc during data-analysis by visual inspection of characteristic 
components i.e. sleep spindles or K-complexes (Berry et al., 2012). Otherwise, stimulus 
parameters were identical to those used in awake subjects and 240 trials (40 of each change 
and no-change stimuli) were presented. 
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PDOC patient’s session: The DOC patients’ sessions were conducted in separate rooms in 
the Care Center in Toruń, Poland. Patients were either seated on a wheelchair or at their bed 
in sitting upright position. During the experimental procedure, there were only up to two 
experimenters in the room. Each patient completed one session of 320 stimuli (80 x 4 stimuli; 
3 with the change and only one sham trial). This lasted for ~44 minutes. In some cases, the 
procedure was paused in the middle, e.g. in order to check the subject’s condition, improve 
electrode contacts, and continued subsequently. All other details of the procedure were the 
same as for the awake session of control subjects. 
 
Experimental Setup 
Presentation of acoustic stimuli: For all experimental conditions, stimuli were prepared in 
Matlab, then converted to analog signals and presented directly via Sennheiser MX 475 intra-
aural earphones. The experimental procedures were implemented using Presentation software 
(NeuroBehavioral Systems, USA). 
Registration of EEG signals: EEG signals were acquired with a 64-channel ActiveTwo 
amplifier system, with active electrodes arranged on the scalp according to the 10-20 system 
(BioSemi, Amsterdam, NL). Four additional electrodes were located in the external canthi of 
both eyes and above and below the right eye, and another two were placed on mastoids and 
recorded in parallel. In order to ensure compatibility with the 10-20 system, we used 
standardized Electro-Caps in three different sizes (Electro-Cap International Inc., Eaton, USA). 
EEG signals were sampled at 1024 Hz, without highpass filter but a low-pass anti-aliasing filter 
(5th order, cascaded integrator comb digital filter), which limits the effectively available 
frequency range to 0-200 Hz (see www.biosemi.com for more details). 
 
Data Analysis 
The analysis of the EEG data was separated into two steps. First, pre-analysis was performed 
using Brain Vision Analyser 2 (BVA, Brain Products, Germany) and then all further steps were 
done with custom written scripts in Matlab, based on the tools provided in the EEGLAB toolbox 
(Delorme & Makeig, 2004). 
For preprocessing excessively noisy electrode channels were determined by visual 
inspection and replaced using spherical spline interpolation of the voltage from surrounding 
electrodes (Perrin et al., 1989); order: 4, degree: 10, lambda: 1E-05, BVA). This procedure was 
mainly required for patient data. Moreover, two patient datasets were corrected using the 
Ocular Correction ICA module implemented in BVA and for three different datasets, a notch 
filter was used. Due to the extensive noise, the same filter was applied to one subject in the 
Responding condition, four subjects in the Passive condition and three subjects in the Asleep 
NREM group. 
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In Matlab, the data were down sampled for further analysis to 128 Hz and re-referenced 
to the common average. Then, signals were high-pass filtered (15th order Chebyshev filter, 
using the Matlab function cheby2) at a conservative level of 0.3 Hz and low-pass filtered (4th 
order Butterworth filter, using the Matlab function butter) at 30 Hz. Epochs were extracted for 
each stimulus condition, which spanned the interval from 500 ms before stimulus onset to 1500 
ms after stimulus offset. Next, epochs that contained artifacts exceeding +/- 200 μV were 
rejected. The remaining ERP data were baseline-corrected to the median voltage in each 
epoch at [150 - 400]ms window preceding the stimulus onset/ change. 
Data acquired during NREM sleep required additional preprocessing steps for offline 
selection of N2 and N3 phases epochs. This was performed in BVA by visual inspection of the 
data divided into 30s epochs according to the American Academy of Sleep Medicine (AASM) 
criteria (Berry et al., 2012). Specifically, data classified as ‘N2’ or ‘N3’ were maintained, while 
‘N1’ and ‘wakefulness’ were rejected from subsequent analysis. For the purpose of this 
checkup only, data were temporarily re-referenced, baseline corrected and filtered in the same 
way as for further analysis in Matlab. 
 
Lempel-Ziv analysis 
Disorders of consciousness may affect the diversity of brain responses and recent research 
has suggested the use of complexity measures to predict the state of consciousness (e.g. 
(Casali et al., 2013; J.-R. King et al., 2013). We, therefore, estimated the dynamical complexity 
of the EEG responses using the Lempel-Ziv compression algorithm (Wu et al., 2011). In a 
nutshell, it counts the number of distinct patterns of neural activity reflected in the EEG. 
 Following the implementation of (Schartner et al., 2015), we first transformed the data 
by downsampling it to 64 Hz, and binarized it around a channel- and trial-specific threshold, 
computed as the average amplitude of the signal's Hilbert-transform. The resulting binary 
signal was passed to a custom implementation of the Lempel-Ziv algorithm, which returned 
just the size of the dictionary, i.e. the number of unique binary words used to represent the 
overall data in a compressed form. Finally, the relative Lempel-Ziv complexity LZc was 
computed as the ratio of the dictionary size of the original, binarized data and the dictionary 
size of a random permutation of the same binary string. Thus, less stereotypic responses 
received higher LZc values. 
The Lempel-Ziv analysis was applied to the data from a [-0.5 - 1.5] s window around 
the onset /change time and for the latter, only one stimulus condition with the longest change 
time (3 s) was selected. The set of 41 channels was used, i.e. all EEG channels except the 
outer rim of presumably more noisy channels. 
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Statistical Analysis 
If not specified otherwise, nonparametric tests were used. When data were normally 
distributed, we checked using parametric alternatives that statistical conclusions were the 
same. One-way analysis of variance was computed with the Kruskal-Wallis test; two-way 
analyses were carried out by the Friedman test. Error bars represent ±1 SEM (standard error 
of the mean). All statistical analysis was performed using the statistics toolbox in Matlab (The 
Mathworks, Natick). 
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Results 
We investigated the ability of complex acoustic stimulation to distinguish between subject 
groups with varying levels of involvement/consciousness using a set of naturalistic auditory 
textures. Specifically, we compared five groups: Responding, Passive and Asleep NREM 
healthy controls, and two groups of patients with prolonged disorders of consciousness 
(PDOC), divided behaviourally (CRS-R scale, see methods and Table 2) into the category of 
Minimally Conscious State (MCS) and Unresponsive Wakefulness Syndrome (UWS, formerly 
referred to as vegetative state, i.e. VS). The statistical composition of the auditory stimuli 
changed once at a random time or remained unchanged (catch trials). Simultaneously, neural 
responses were collected using EEG. First, we compared the onset and change locked 
components of the neural response between groups using classical ERP analysis and then 
using the Lempel-Ziv compression measure (Ziv & Lempel, 1977). The latter correlated well 
with the individual scores of the CRS-R behavioural scale. 
  
The onset ERP only differentiates patients from healthy controls. 
Onset activity for auditory stimulation is classically represented by a small, negative deflection 
at ~100 ms ('N1') and a large, positive potential at 200–250 ms ('P2'), peaking at the central 
electrodes (C1, Cz, C2; Nie et al., 2014). Since the N1 component is relatively small for the 
present type of acoustic stimuli (Górska et al., 2018), we focused here on the P2 component 
(as in Górska et al., 2018). Additionally, in Asleep NREM condition, we detected a classical 
auditory response to be also comprised of a readily visible set of N350, P450 and N550 
components (Perrin et al., 2000). 
The mean P2 potential differed significantly across all groups (1-way ANOVA, p=9x10-
8, Fig. 16A1/2). For the healthy participants (i.e. Responding (light blue), Passive (dark blue), 
NREM Asleep (red), see Fig. 2A2) the P2 response represented a significant deflection 
(approx. 2?V, significantly greater than 0, p<0.0001 for all groups, single-sided t-test) and did 
not differ significantly between groups (p>0.05, pairwise t-tests with Bonferroni correction). The 
individual P2 amplitudes were estimated as the largest local maximum within a window 
centered on the typical P2 interval (i.e. 150-300 ms after the response, indicated by the black 
bar in Fig. 16A1). Thus, the mean of the individual values (Fig. 16A2) was typically larger than 
the peak of the corresponding grand-average curve (Fig. 16A1). 
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Figure 16. Onset and parietal ERPs distinguish several groups, but not conscious vs. unconscious. 
A1 An onset of an auditory stimulus creates an N1/P2 complex in a central location on the scalp 
(averaged electrodes: Cz, C1 and C2). Most saliently, healthy controls exhibited a clear P2 response 
(with slightly different latencies). N1 responses were also discernible but only at a fraction of the P2's 
size. In MCS and UWS patients the P2 response was strongly reduced and only remained discernibly 
larger than 0 (see text for statistics) for MCS patients (see legend for color associations). 
A2 The P2 peak size was determined as the largest local peak inside a temporal window centered on 
the typical P2 latency (~225 ms), i.e. 100-350 ms. The median of the P2 height differed significantly 
across groups, and in particular, differentiated between healthy controls in all states of consciousness 
and the two patient groups (see figure and text for details). The p-value indicates a 1-way ANOVA across 
groups. Boxplots show the median with 25-75 percentiles, and the error bars indicate the mean +/- SEM. 
B1 The change-elicited response in the parietal region (averaged electrodes Pz, POz, P1, P2) reveal a 
slow, positive response peak, building up over a period of ~1s (best visible for the Responding group). 
We computed the area under the curve (AUC) over the interval (0.2-1s, black bar) to account for the 
variability of the response. 
B2 The AUC of the potential decreased generally from responding to UWS groups, however, significant 
differences were only found between the Responding and the Asleep/UWS groups (for statistical details 
see text). Plot elements as in A2. 
 
In contrast, the median P2 response for MCS and UWS patients only exhibited a weak 
response with an amplitude very close to 0 (Fig. 16A1). While the MCS patients' response was 
significantly greater than 0 (p=0.01, single-sided t-test), the UWS patients' response was 
indistinguishable from 0 (p=0.9, single-sided t-test). However, the P2 response did not differ 
between the two patient groups (p>0.05, pairwise t-test with Bonferroni correction), although 
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the healthy groups differed significantly from the patient groups (p<0.01, pairwise t-tests with 
Bonferroni correction). 
For a subset of patients onset P2 responses were visually detectable and significantly 
different from 0 in single subject averages both for MCS (6/12, p<0.05, 2-way ANOVA with 
factors change size and post-stimulus time; Supplementary Table 3-1) and UWS (7/12, p<0.05) 
groups (Individual P2 peaks were quantified as described above for the healthy controls; a 
representative, detectable onset response from patient groups is shown in Supplementary 
Figure 16-1). The lack of significance for some patients could have been caused by a generally 
reduced level of cortical processing in these groups and background EEG with a dominance 
of delta activity (Kotchoubey et al., 2005; Supplementary Figure 16-2). However, a subset of 
the patients from this group also exhibited more erratic motor activity, which contributes 
additional noise to the recordings, potentially occluding the genuine ERPs. In particular, the 
set of UWS patients without a significant P2 response had a ~1.5 fold greater number of 
artifacts than even responding controls (0.8 vs. 0.5 / trials). Together, these factors could have 
reduced the P2 amplitude in these groups, rendering it closer to zero on average. 
The peak maximum of P2 for MCS patients occurred on average later than in healthy 
controls (Responding: 0.25 (SD=0.02) s; Passive: 0.19 (SD=0.02) s; Asleep: 0.22 (SD=0.02) 
s), but this was only significant in comparison with the Passive subjects (p=8x10-5, two-group 
t-test, evaluated only for the MCS subjects with significant single subject P2 peaks). The 
average latencies were 0.24 (SD: 0.07 s) for UWS and 0.28 (SD: 0.04 s) for MCS groups, 
respectively. Such a latency shift of onset auditory peak maxima in the case of PDOC patients 
was already observed by Perrin et al. (2006). 
In summary, the onset ERP in response to the presented textural stimuli exhibited a 
strong difference between healthy controls and patients but did not allow to differentiate 
between patient groups. 
 
Table 3. The series of comparisons in onset and parietal ERP responses between subsequent 
experimental groups with one-way ANOVA / t-tests. * was used for marking p<0.05, ** for marking 
p<0.001. 
Comparison Onset (central channels) Change (parietal channels) 
p - value Cohen’s d p - value Cohen’s d 
Responding vs. Passive 1.000 0.042 0.656 0.695 
Responding vs. MCS 0.003** 1.578 0.023* 1.253 
Responding vs. Asleep 1.000 -0.377 0.002* 1.123 
Responding vs. UWS 0.000** 1.576 0.000** 1.496 
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Passive vs. MCS 0.003** 1.511 1.000 0.563 
Passive vs. Asleep 1.00 -0.395 0.424 0.624 
Passive vs. UWS 0.001** 1.519 0.108 1.013 
MCS vs. Asleep 0.000** -1.286 1.000 0.251 
MCS vs. UWS 1.000 0.316 1.000 0.779 
Asleep vs. UWS 0.000** 1.321 1.000 0.255 
 
 
The change-elicited ERP only differentiates responding controls from UWS and asleep 
subjects. 
In healthy subjects, the change in statistics for natural auditory textures was reflected by a late 
positive response in the parietal region (peak at ~650 ms post-change for the Responding 
group; see Fig. 16B1). In previous studies, it was shown that this response reflects properties 
of the evidence integration required to make a decision about statistically defined stimuli 
(Boubenec et al., 2017; Górska et al., 2018). We therefore hypothesized that MCS and UWS 
patients may show distinctive neural signature of stimulus integration. 
Accordingly, we analyzed a set of parietal electrodes (averaged Pz, POz, P1, and P2 
channels), selectively from the condition with the longest change time (3 s) as they represent 
the most prominent ERP at the scalp (Górska et al., 2018). In order to compensate for the 
increased variability in the patient groups, we used the area under the curve (AUC, computed 
as the sum of the potentials, divided by the integrated time, see Fig. 16B2, black bar) to quantify 
the strength of the parietal response (1-way ANOVA, p=0.0002, Fig. 16B2). 
Similarly to our previous results (Górska et al., 2018), we found the parietal response 
of the Passive group to be substantially lower on average (2.0±0.31 vs. 0.81±0.46 ?V*s), 
although this comparison did not reach statistical significance for the present group. Significant 
differences were found between the Responding group and UWS (p=0.0003) and Asleep 
(p=0.0015) subject groups (both pairwise t-tests with Bonferroni correction, Fig 16B2; Table 3). 
Hence, evidence integration in complex stimuli - reflected in the parietal ERP size in 
Responding subjects (O’Connell et al., 2012, Boubenec et al., 2017; Górska et al., 2018) -  
differed between certain groups. While the MCS patients showed a response significantly 
greater than 0, this effect remained non-significant in the comparison between MCS/UWS 
patient groups, and in particular would thus not be useful on a single subject level. 
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Diversity of EEG activity following change differentiates across states of consciousness. 
Recently, it has been suggested that the level of consciousness is correlated with the 
dynamical complexity of neural activity recorded in EEG (e.g. Schartner et al., 2017; Thul et 
al., 2016). Specifically, methods to quantify the complexity of the brain response/activity were 
shown to carry diagnostic value for PDOC patients (Casali et al., 2013; Wu et al., 2011). The 
Lempel-Ziv measure estimates the set of unique activity patterns and has been proposed as a 
robust estimator of dynamical complexity of the ongoing EEG signal (see Methods for details). 
Here, we evaluated its ability to relate the response evoked by a complex stimulus with the 
level of consciousness. 
In the present dataset, we analyzed a 1.5 s period around the sound onset or the 
change time [-0.25 to 1.25] s using the Lempel-Ziv complexity (LZc) for each subject. Within-
group averaged LZc around both onset and change time reliably distinguished the conscious 
(Responding, Passive, MCS) from the unconscious groups (Asleep NREM, UWS). Individual 
LZc values around change time were displayed on Figure 17 (Fig. 17A and B, 1-way ANOVA 
over all groups, p<10-4, with p<0.05 (Bonferroni corrected) for all post-hoc tests between the 
conscious and unconscious subgroups, except for the Passive/UWS comparison). Individual 
LZc of a similar window size around the onset time are displayed in Supplementary Figure 17-
1.  
We repeated the LZ analysis for a duration-matched, silent period following the end of 
the stimulus. While the overall comparison across groups was still significant (p=0.0043 for 
Central electrodes, p=0.0013 for Parietal electrodes), most post-hoc comparisons were non-
significant, in particular the awake conditions could not be distinguished anymore from the 
unconscious conditions. We therefore conclude that the neural response to the (complex) 
acoustic stimulation was important for distinguishing the conscious and unconscious groups 
using the LZ complexity. 
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Figure 17. The complexity of the evoked EEG responses at change time decreases significantly with 
the level of consciousness. 
A Individual Lempel-Ziv complexity scores computed for a [-0.25,1.25] s time window relative to change 
time across different consciousness groups/ While there is considerable within-group variation, the 
unconscious groups (Asleep (red) and VS patients (dark yellow)) lead to lower scores than the 
(presumably) conscious individuals (MCS (maroon), Passive (blue), Responding (light blue)). 
B The Lempel-Ziv scores exhibited clear and significant differences between the unconscious and 
conscious groups (ANOVA: p<0.00001, post-hoc tests between conscious and unconscious sets: all 
p<0.05, Bonferroni corrected), while there were no significant differences within these sets (p>0.05). The 
significance and effect size were much more pronounced than the same analysis performed on a 
corresponding window around stimulus onset (see Supplementary Fig. 3). 
 
Further, we tested how well the ERP size and LZc correlated with behavioral indicators 
using the outcomes of the CRS-R scale. For the P2 activity evoked by stimulus onset, we found 
a positive correlation with CRS-R (Pearson’s r=0.67; p=0.00034; Fig. 18A), while it remained 
non-significant for the CPP activity following the change in stimulus statistics (r=0.13; p=0.56; 
Fig. 18B). LZc at the stimulus onset also correlated significantly with the CRS-R total score 
(r=0.64; p=0.00075, Fig. 18C). However, in contrast to the ERP analysis, for the LZc we also 
found a significant correlation at the change with the overall CRS-R score (r=0.57; p=0.0038, 
Fig. 18D). Finally, we combined the P2 with both LZc outcomes using a linear model in order 
to estimate a combined prediction for the total CRS-R score. Predictions for individual subjects 
were created using leave-one-out cross-validation, and thus represent a lower bound for the 
actual model performance (Sahani and Linden, 2003). The predictions revealed a Pearson 
correlation of 0.76 (p=0.000015) and choosing a classification threshold of ~10 leads to a 
correct classification rate of 91.6%, corresponding to a ratio of 22/24 patients (Fig 18E). 
Further, we contrasted ERP and LZc predictions with subsequent scores of CRS-R subscales, 
revealing that Auditory, Visual, Arousal, Oromotor and Communication subscales correlate 
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significantly with the outcome of the linear model. The detailed correlations for each measure 
are presented in Supplementary Table 18-1. 
 
 
Figure 18. LZ complexity of the evoked EEG responses at change time predicts the behaviorally 
assessed level of consciousness. 
A Peak potential values measured within the interval [0.2, 0.3] s related to sound onset from the central 
set of channels (P2 at stimulus onset) did not show a significant correlation with the total CRS-R score 
for individual PDOC patients. 
B The correlation of peak potential values measured within [0.6, 0.8] s related to change in acoustic 
texture from the parietal set of channels (CPP) and total CRS-R individual scores also remained 
insignificant. 
C Lempel-Ziv complexity computed over the interval [-0.5, 1.5] s relative to sound onset (from 41 
channels, see Methods) correlate with total CRS-R individual scores, but only borderline significant. 
D Lempel-Ziv complexity computed over the interval [-0.5, 1.5] s relative to the change in statistics 
exhibited a strong correlation with the individual CRS-R scores of PDOC patients. 
Correlation is computed across both groups (MCS (maroon), UWS (dark yellow)) combined using 
Pearson's correlation (indicated in the top left corner of each plot with its significance). 
E Combining the P2 with the LZ predictions via a linear model provides an improved correlation 
(Cross-validation: r=0.76, in-sample: r=0.81) leading to correct classification rate of 91.6% (22/24 
patients) on the basis of a cross-validated model estimate. 
 
 
In summary, using both the ERP or LZ complexity of the neural responses around the 
onset of the statistical stimuli, one can reliably predict the level of consciousness. However, 
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LZc at the change in statistics was a substantially better predictor for the level of consciousness 
than the ERPs after the change in stimulus statistics. A combined linear model of the P2 and 
LZc measures provided the best performance with very high classification accuracy. Overall, 
LZc around the change in acoustic stimulus statistics is a good candidate for assessing the 
level of consciousness in non-responsive patients. 
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Discussion 
In the present study, we tested the capability of using complex acoustic stimuli to reliably 
differentiate between various states of consciousness. Specifically, we investigated whether 
such a cost-effective and comparatively easy-to-use method could be clinically useful for 
distinguishing minimally conscious and unresponsiveness wakefulness syndrome patients. 
We found that the ERP at the onset distinguished between the presumed conscious from the 
presumed unconscious groups. A measure of dynamical complexity (Lempel-Ziv) was 
comparable in distinguishing these conditions at both onset and change in statistics. 
Combining across these methods provided the best predictions, which quite reliably 
distinguished the conscious/unconscious groups on the single subject level. 
EEG measures for differentiating between different levels of consciousness 
Objective measures for assessing the state of consciousness are important in the clinical 
assessment of patients with prolonged disorders of consciousness (PDOC). In particular, in 
PDOC patients the state of consciousness is often decoupled from measurable behavior, and 
might be distinct from responsiveness, hence, it is essential to develop indicators of 
consciousness based on neural responses in passive, no-report paradigms (as recently 
emphasized by Tsuchiya et al., 2015). Previous studies have suggested that the response of 
primary auditory cortex is preserved in PDOC patients (Laureys et al., 2004) and usually 
indicated by a cortical N1-P2 complex (Kotchoubey et al., 2005), which remains recognizable 
in about 80% of PDOC patients (Kotchoubey et al., 2005) and is more frequent in MCS than 
UWS patients (Kotchoubey et al., 2005; Perrin et al., 2006). The preserved response of the 
primary auditory cortex was even suggested as a useful predictor for recovery (Fischer et al., 
1999). 
In our study, evoked responses were less well correlated with behavioral scores of 
individual subjects than the LZ measure of complexity (see below). For the complex stimulus 
used herein, the P2 onset component was pronounced (Górska et al., 2018): While prominent 
and conserved in size across the healthy controls groups, it could not reliably differentiate 
between MCS and UWS patients (Fig. 16), even on the population level (although only MCS 
patients showed a significantly greater P2 response from 0). 
Recent studies had debated the relation of the P3 activity (which appears quite related 
to centro-parietal positivity (CPP) activity (Boubenec et al., 2017; Górska et al., 2018; Kelly & 
O’Connell, 2013; O’Connell et al., 2012) with consciousness: earlier studies (Bekinschtein et 
al., 2009) suggested that the P3 response reflects conscious awareness, while recent studies 
argued to dissociate it from conscious experience and consider it more as a complex novelty 
response (Koch et al., 2016). Presently, we find the CPP not to be suitable for distinguishing 
MCS and UWS patients. While it exhibited a reliable, slow positive response in Responding 
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subjects, and progressively vanished in Passive and NREM sleep, it was insufficient to 
distinguish between the other groups (which - at least for the Passive group - may have been 
due to a small group size and the smaller number of conditions used presently (Górska et al., 
2018). While the CPP size significantly differed across the five groups, it did not distinguish 
reliably between the different non-responding groups. Hence, the evidence integration process 
required in statistical change detection only appears to be strong in actively participating 
subjects (Del Cul et al., 2007; Górska et al., 2018; Sergent et al., 2005), which may limit the 
activation also in MCS patients. An interesting modification would be to introduce stimuli with 
similar complexity, but higher emotional value, which has been shown to lead to larger 
responses (Heine et al., 2015). 
On the other hand, we found that signal complexity, based on the Lempel-Ziv measure 
represents a reliable estimate of the state of consciousness, distinguishing Active, Passive and 
MCS groups from the supposedly unconscious (NREM Asleep, UWS) groups. Specifically, the 
estimation of LZc around the change in complex stimulus statistics seems to reflect the state 
of consciousness even when some reliable ERP could not be derived. A link between 
dynamical complexity and the actual level of consciousness had already been demonstrated 
(Tononi & Edelman, 1998) and accordingly multiple complexity measures have been devised 
to classify these states (Bodart et al., 2017; Schartner et al., 2015; Thul et al., 2016). This 
series of studies demonstrated that the EEG response to transcranial magnetic stimulation 
(TMS) either differs between electrodes and spreads across the whole cortex (conscious 
states) or it remains more stereotypical across electrodes and local to the site of stimulation. 
This was demonstrated for multiple states of unconsciousness, including deep sleep 
(Massimini et al., 2005), anesthesia, (Sarasso et al., 2015), and brain injuries, (Rosanova et 
al., 2012). The perturbational complexity index (PCI; Casali et al., 2013) is based on the 
Lempel-Ziv algorithm and revealed relatively lower values for unconscious states, similar to 
the present LZc results for the Asleep and UWS groups. 
Our results are consistent with the hypothesis that the perturbation used to measure 
signal complexity can also be introduced via sensory stimulation (Sitt et al., 2013). While PCI 
is believed to reflect complexity by simultaneously assessing integration and differentiation, LZ 
complexity strictly reflects the latter: presently it is related to a representation of a difference 
between the spectrotemporal composition before and after the change in statistics. However, 
this could also be reflected in a similar pattern of responses in a group of far spatially distributed 
channels, since the cortical channels receive strong inputs from subcortical structures. It has 
been shown that in NREM sleep, as well as UWS the cerebral cortex retains some reactivity 
(Gosseries et al., 2015), but remains blocked in a state of low complexity (Casarotto et al., 
2016). Recently, it was proven that cortical activity in UWS patients exhibits a pathological 
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tendency to fall into periods of silence during down states, preventing the buildup of any 
complex response upon receiving an input (Rosanova et al., 2018). 
LZ complexity was shown to significantly discriminate between UWS and MCS patients, 
particularly for a set of electrodes over the parietal region (Sitt et al., 2014). This tendency 
corresponds to our findings where the discrimination between conscious and unconscious 
groups was lower to the onset as compared to the change response. 
 
Limitations of using the CRS-R scale as a reference for classification 
Behavioural assessment represents an indirect measure of consciousness, and thus it may 
misclassify patients who are for example conscious but unable to move (Giacino et al., 2009; 
Tsuchiya et al., 2015). The CRS-R scale is a trusted tool for assessing the state of 
consciousness (Schnakers et al., 2009), however, it is also not without limitations (Bodien et 
al., 2016). In the present study, we used the CRS-R as our reference for classification. While 
we found overall a good agreement of the LZ complexity with the CRS-R score, the combined 
linear model outcome suggests that some of the patients (UWS, N=2) could have received a 
different diagnosis. Only a long-term follow-up of these patients will be able to provide more 
definitive insight into whether the CRS-R or the LZc-results were more predictive of the actual 
state. 
Further, CRS-R assessment of the same patient may change over longer periods, 
although typically it should remain stable over several days (Beukema et al., 2016; Schiff et 
al., 2007) and exhibits high test-retest reliability (Seel et al., 2010; La Porta et al., 2013). Due 
to technical limitations, we were not able to administer the CRS-R test on exactly the same day 
as the EEG measurement (average temporal separation: 2.7). This may have added some 
variability to the relation between CRS-R scores and the neural predictor variables, although 
the relation remained overall quite strong (Fig. 18D). 
 
General limitations and future improvements to the study design 
In the present analysis, we focused on properties of the evoked responses (ERPs), which seem 
to lack sensitivity in comparison with the estimation of dynamical complexity. However, single 
subject classification could benefit from a combination of these properties (Sergent et al., 2017; 
Sitt et al., 2014), or even train a general classifier to categorize the level of consciousness 
based on the entire set of neural recordings from a subject. 
 Further, we focussed on EEG and acoustic stimulation, since it is readily available, 
inexpensive and easy to administer in clinical settings. Future studies could investigate whether 
a combination of related techniques e.g. TMS or fNIRS (functional near-infrared spectroscopy) 
could improve classification performance or conversely, whether even simpler EEG systems 
with fewer electrodes could lead to comparable results, and thus allow the present analysis 
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using simpler setups. This is particularly important for recording sessions which have to be 
interrupted by clinical interventions, as is often the case in intensive care units. 
Finally, since we here tested the number of groups in various states/levels of 
involvement, the number of subjects was more limited than in previous studies. In a follow-up 
study, we aim to increase the sample of patients in particular, in order to divide them based on 
their etiology, while presently, there was a prevailing proportion of anoxic patients (11/18; see 
Table 2). 
 
Conclusions 
Recently many algorithmic solutions have been developed to quantify the correlates of intact 
cognitive processes in PDOC patients. While we find basic ERPs to be insufficient for 
diagnosing individual patients, the combination of complex acoustic stimuli and dynamical 
complexity of the neural response appears promising for aiding the diagnosis of PDOC 
patients. 
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Supplementary Data 
Supplementary Table 3-1. Amplitudes and latencies of individual ERP responses at onset (P2) and 
change (PO) in acoustic texture, respectively, measured automatically or manually for individual 
subjects. * was used for marking p<0.05. 
Group + subject no P2 amplitude P2 Latency 
automaticall
y 
manually automaticall
y 
manually 
Resp1 2.53* 2.31 0.24* 0.24 
Resp2 3.38* 3.32 0.24* 0.24 
Resp3 3.61* 3.61 0.25* 0.25 
Resp4 2.28* 2.25 0.25* 0.26 
Resp5 3.73* 3.72 0.22* 0.21 
Resp6 5.13* 5.08 0.24* 0.22 
Resp7 4.54* 4.54 0.24* 0.23 
Resp8 4.12* 4.12 0.25* 0.26 
Resp9 3.25* 3.26 0.23* 0.22 
Resp10 3.98* 3.87 0.22* 0.21 
Resp11 4.49* 4.43 0.25* 0.24 
Resp12 0.13 -.0.71 0.26 0.24 
Passive1 4.69* 4.56 0.22* 0.21 
Passive2 2.13* 1.59 0.24* 0.22 
Passive3 2.14* 0.84 0.17* 0.19 
Passive4 5.48* 5.42 0.18* 0.17 
Passive5 4.22* 4.01 0.17* 0.20 
Passive6 4.21* 4.13 0.20* 0.19 
Passive7 2.39* 1.31 0.17* 0.19 
Passive8 2.14* 1.98 0.23* 0.23 
Passive9 3.48* 3.34 0.22* 0.22 
Passive10 4.98* 4.98 0.22* 0.22 
Passive11 4.88* 4.88 0.19* 0.19 
Passive12 1.81* 1.49 0.17* 0.16 
MCS1 0.28 0.24 0.24 0.22 
MCS2 0.85* 0.82 0.25* 0.25 
MCS3 0.31 0.08 0.34 0.24 
MCS4 1.12* 1.12 0.28* 0.28 
MCS5 0.36 0.01 0.21 0.17 
MCS6 0.89* 0.86 0.36* 0.37 
MCS7 0.15 0.01 0.12 0.24 
MCS8 2.32 2.29 0.26 0.26 
MCS9 1.97* 1.98 0.26* 0.22 
MCS10 0.75 0.75 0.16 0.33 
MCS11 0.26* 0.26 0.26* 0.29 
MCS12 2.05* 2.06 0.25* 0.26 
Asleep1 5.72* 5.8 0.26* 0.25 
Asleep2 4.79* 4.13 0.26* 0.25 
Asleep3 0.19 -1.19 0.35 0.21 
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Asleep4 2.07* 2.02 0.23* 0.23 
Asleep5 3.05* 2.47 0.26* 0.25 
Asleep6 9.90* 9.73 0.23* 0.22 
Asleep7 4.53 3.58 0.35 0.24 
Asleep8 5.38* 4.64 0.23* 0.23 
Asleep9 2.08* 1.93 0.26* 0.21 
Asleep10 1.31* 1.31 0.24* 0.23 
Asleep11 6.78* 6.56 0.24* 0.24 
Asleep12 5.08* 4.6 0.24* 0.24 
Asleep13 2.99* 2.60 0.24* 0.25 
Asleep14 6.86 6.78 0.20 0.29 
Asleep15 1.59* 1.27 0.24* 0.24 
UWS1 2.46 2.34 0.30 0.27 
UWS2 0.08* 0.01 0.16* 0.27 
UWS3 0.30* 0.12 0.31* 0.31 
UWS4 0.36 -0.82 0.24 0.29 
UWS5 0.38* 0.16 0.30* 0.29 
UWS6 1.27* 1.27 0.26* 0.26 
UWS7 0.19 -0.02 0.24 0.24 
UWS8 -0.15 -2.98 0.16 0.26 
UWS9 0.34* 0.48 0.30* 0.31 
UWS10 0.10* 0.08 0.18* 0.18 
UWS11 0.13 0.12 0.19 0.23 
UWS12 0.62 0.29 0.34 0.28 
 
 
Supplementary Table 18-1. The set of correlations with ERP and LZc measures at stimulus onset and 
change, respectively, and CRS-R subscales. 
CRS-R subscale ERP onset ERP change LZ onset LZ change LM 
Auditory r=0.620; 
p=0.001 
r=0.081; 
p=0.710 
r=0.509; 
p=0.002 
r=0.490; 
p=0.002 
r=0.680; 
p<0.001 
Visual r=0.650; 
p<0.001 
r=0.150; 
p=0.490 
r=0.660; 
p<0.001 
r=0.560; 
p=0.004 
r=0.760; 
p<0.001 
Arousal r=0.720; 
p<0.001 
r=0.210; 
p=0.330 
r=0.470; p=0.02 r=0.48; p=0.018 r=0.690; 
p<0.001 
Motor r=0.470; 
p=0.021 
r=0.099; 
p=0.640 
r=0.390; 
p=0.063 
r=0.410; 
p=0.045 
r=0.310; 
p=0.140 
Oromotor r=0.510; 
p=0.011 
r=-0.120; 
p=0.590 
r=0.500; 
p=0.013 
r=0.300; 
p=0.160 
r=0.510; 
p=0.010 
105 
Communication r=0.600; 
p=0.002 
r=0.160; 
p=0.450 
r=0.530; 
p=0.008 
r=0.450; 
p=0.027 
r=0.610; 
p=0.001 
 
 
Supplementary Figure 16-1. Onset response for selected patients. 
A a minimally conscious state patient (MCS12) 
B unresponsive wakefulness syndrome (UWS6).  
See Supplementary Table 3-1 for amplitude and latency values of P2 response, respectively), indicating 
that a clear onset response is present in a subset of PDOC patients. 
 
 
 
Supplementary Figure 16-2. Average spectrum for (A) a MCS and (B) an UWS patient, both divided 
with respect to the significant or non-significant P2 potential. 
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Supplementary Figure 17-1. LZc complexity around the stimulus onset only differentiates weakly 
between conscious and unconscious groups. 
A LZc scores computed in a time window of [-0.25,1.25] s around the onset exhibited similar variability 
and range, but less pronounced differences between the groups. 
B The Lempel-Ziv scores across all groups were non-significant as were the post-hoc tests, with the 
averages exhibiting an inconsistent pattern with low effect sizes.  
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Abstract 
Previous research on auditory steady-state responses (ASSRs) demonstrated 
sensitivity of 40 Hz ASSR to changes in the level of arousal, both in sleep and in general 
anaesthesia. In this study we extended the range of stimulation frequencies, using low and 
medium stimulation frequencies (4, 6, 8, 12, 20, 40 Hz) and studied their susceptibility to the 
loss of consciousness in NREM sleep (N2 and N3 stages).  
Effects of NREM sleep were examined in power domain with relative power (RP), and 
in phase domain using inter-trial phase coherence (PC) parameter. The activity in power 
domain was also compared to no-stimulation data. Regions displaying significant waking-
NREM sleep differences were selected using non-parametric suprathreshold cluster test. For 
4, 6, 20 and 40 Hz stimulation relative power of ASSRs was lower in NREM sleep, with maximal 
change for 40 Hz stimulation. This decrease was not seen in no-stimulation condition. For all 
stimulation frequencies (except 12 Hz) we observed decrease of phase coherence of ASSR 
during NREM sleep.  
Our results demonstrate that low and medium frequency ASSRs are state-sensitive, 
thus susceptible to loss of consciousness during NREM sleep. Diminishing of power and phase 
coherence may result from cortical down states and/or thalamic inhibition. Our results support 
possible use of low- and medium-frequency ASSRs for discrimination between states of altered 
consciousness and emphasize the role of the auditory system in determining these variations. 
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Introduction 
Every night when we fall into deep sleep, we appear to lose the ability to consciously 
detect incoming acoustic stimuli. As demonstrated in neuroimaging studies, the 
responsiveness of auditory regions in the temporal lobe decreases (Czischetal.,2004; Wilfetal., 
2016; but see Portas et al., 2000 for conflicting results), but single neuron recordings have 
suggested that there can be focal deviations from this general pattern (Edeline et al., 2001). 
Generally, it is not fully understood how cortical responsivity to sound evolves during sleep, but 
one can assume that during the initial stages of N2 and N3 NREM sleep (‘initial’ in the sense 
of earliest sleep cycles), most of these stimuli do not reach the level of conscious processing 
(Massimini et al., 2009; Strauss et al., 2015). During these periods subjects most frequently 
report ‘empty’ awakenings, i.e. they do not report having any conscious dream content upon 
awakening (Tononi & Massimini, 2008; Massimini et al., 2005). Accordingly, those sleep stages 
are postulated to represent unconsciousness due to the inability to integrate information within 
thalamo-cortical modules (Tononi & Massimini, 2008).  
Besides transient-evoked activity, neural processing of sounds during sleep can be 
explored using the auditory-steady state response technique (ASSRs, Picton et al., 2003b). 
ASSR is frequency-domain EEG activity which can be observed when periodic acoustic 
stimulation is presented (Regan, 1977). Periodic stimuli are usually presented as a series of 
white-noise bursts or amplitude-modulated (AM) tones (Picton et al., 2003a). This type of 
frequency-domain auditory-evoked response is easy to observe and is less affected by EEG 
signal variability than transient auditory responses (Pantev et al., 1993). The specific frequency 
components of the auditory steady-state responses which manifest as spectral peaks at 
modulation frequencies (Szymańska et al., 2010) remain constant in amplitude and phase over 
long periods of time (Rickards, 2008), thus making them a relatively stable and noise invariant 
response. In addition to the spectral band of the fundamental modulation frequency, a 
significant amount of signal energy can sometimes be observed at higher harmonic 
frequencies, with successive harmonics characterized by decreasing magnitude (Lins & Picton, 
1995; Tlumak et al., 2011). 
Importantly, it has been shown that ASSRs are sensitive to changes in the level of 
arousal that occur naturally, i.e. during sleep, or artificially modulated with general anaesthetics. 
Studies with isoflurane, propofol, sevoflurane and xenon have demonstrated that following their 
administration the intensity of the 40Hz steady-state response decreases, and its latency 
increases (for review see Plourde, 2006). The ASSRs areprofoundly attenuated if the 
concentration ofa specificagent is set to a level sufficient to induce unconsciousness (Plourde 
& Picton, 1990; Plourde et al., 1998). ASSR reduction in sleep has been demonstrated in 
several studies (Galambos et al., 1981; Linden et al., 1985; Suzuki et al., 1994), in most of 
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which stimulation frequencies were not lower than 20 Hz and sleep stages were rarely 
determined. To our knowledge, only Cohen et al. (1991) reported the effect of diminished ASSR 
amplitude as being more pronounced in both N2 and N3 sleep phases, as compared to REM 
sleep. Picton et al. (2003b) showed that in comparison to the initial amplitude in the waking 
state, ASSR decreased during drowsiness (N1 phase), decreased even more during deep 
sleep (N2 and N3 phases), and then returned towards the initial values when subjects awoke. 
While most of the studies cited above focused on 40 Hz ASSRs, the effects of sleep on ASSRs 
at lower modulation frequencies remain a less explored area. Recently, Tlumak et al. reported 
that magnitudes of auditory steady-state responses to tone burst stimuli at repetition rates from 
5 to 80 Hz were smaller in sleep than in waking (Tlumak et al., 2012). However, the validity of 
this result is limited as it was obtained from 20 min naps without indicating which sleep stages 
were present. Thus, it remains unknown how various AM ASSRs are influenced by brain activity 
in different sleep phases.  
The aim of this study was to estimate ASSRs in conscious and unconscious human 
brains for low to medium range of stimulation frequencies. For the unconscious state, we 
evaluated ASSRs acquired during initial N2 and N3 phases of NREM sleep since they are 
assumed to represent loss of consciousness during sleep (Massimini et al., 2005; Tononi and 
Massimini, 2008). For the conscious state, we assessed ASSRs during wakefulness. The 
ASSRs have been most frequently assessed in the frequency domain with amplitude measures 
(e.g. Plourde & Picton, 1990) and previous studies on sleep effects have not been interested 
in phase differences. In this study, we combined relative power (RP) measure, yielding a 
normalized power value with phase coherence (PC) measure, assessing inter-trial phase 
variability (Picton et al., 2001) at a given modulation frequency.  
The AM rates we selected for this study were within the range 4–40 Hz. This was 
chosen to measure steady-state responses in various bands of the EEG signal, and thus to 
explore state-dependent sensitivity of low- to medium-rate AM frequencies and the possible 
interaction of the effects of external periodic stimulation and natural EEG bands. While some 
responses could still be reliably detected from the auditory cortex well above 50–60 Hz 
modulation rates (Brugge et al., 2009), both source reconstruction methods as well as 
intracranial neuronal recordings suggest that the primary auditory cortex is best synchronized 
by AMs below this range (Liégeois-Chauvel et al., 2004; Brugge et al., 2009; Herdman et al., 
2002; Giraud et al., 2000; Luke et al., 2017). Furthermore, the predominant response to AM 
stimulation in the 4–16 Hz range was found in the cortical areas; the maximal response mainly 
involving the secondary auditory cortex was suggested in the 4–8 Hz stimulation range (Giraud 
et al., 2000; Liégeois-Chauvel et al., 2004; Weisz & Lithari, 2017). The latter range corresponds 
to the frequencies crucial for speech intelligibility (Shannon et al., 1995; Smith et al., 2002); 
these are maximum for the average syllabic rate of about 3–4Hz (Steeneken & Houtgast, 1999; 
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Greenberg & Takayuki, 2004). The most widely used modulation frequency of 40Hz appears 
to evoke ASSRs that are generated predominantly by thalamic sources (Ross et al., 2005) or 
thalamo-cortical loops (Herdman et al., 2002). On the other hand, modulation rates around 70–
110 Hz lead to the dominance of brainstem sources (Picton et al., 2003a; Herdman et al., 2002).  
Assuming that conscious processing is mediated by cortical and thalamo-cortical 
networks, we selected AM frequencies that are known to induce ASSRs predominantly by the 
cortex (4, 6, 8 and 12 Hz; also beyond primary auditory areas) and thalamo-cortical network 
(20 and 40 Hz). It was shown that thalamo-cortical and cortical connectivity—thought to be a 
general feature of the conscious brain—appear to break down during deep sleep (Massimini et 
al., 2005) and anaesthesia (Ferrarelli et al., 2010). We expected both RP and PC parameters 
to be lower during NREM sleep due to the attenuation of thalamo-cortical networks. 
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Materials and methods 
All experiments were performed in accordance with the directives of the Helsinki Declaration 
(1975, revised 2000) and approved by the Ethical Committee of the Institute of Psychology, 
Jagiellonian University. Before the procedure started, all participants signed a written consent 
form. 
 
Participants 
Seventeen normal hearing subjects (mean age 25 ± 2.8y, 11 females, higher education, at 
least undergraduate) participated in the study. They were medication free, without any 
substance abuse, and did not report any neurological disorders. 
 
Stimuli 
The subjects were presented with a series of periodic auditory stimuli containing a sinusoidal 
1000Hz single carrier frequency tone which was 100% amplitude-modulated by a sinusoidal 
waveform. We used the following amplitude modulation (AM) frequencies: 4 Hz, 6 Hz, 8 Hz, 12 
Hz, 20 Hz and 40 Hz. All presented auditory stimuli were prepared using Sony Sound Forge 
Pro 10 software (Sony, Tokyo, JP). The intensity of auditory stimuli in all series was within the 
range 50–60 dBA. 
 
Experimental procedure 
The same experimental protocol was applied to all subjects in two states: awake and initial 
NREM sleep cycles (N2 and N3 phases; AASM, 2007, i.e. periods when consciousness is 
supposed to fade; see Introduction). The stimulation series for each AM frequency lasted 60 s 
(30 repetitions, 2 s sweep duration) and were all presented in a fixed order with short 20 ms 
breaks after each sweep of 4 Hz, 6 Hz, 8 Hz, 12 Hz, 20 Hz, and 40 Hz. During the awake state, 
each AM stimulation frequency was presented 2–3 times; during the NREM sleep state it was 
repeated 2–6 times to ensure a sufficient number of segments. The number of trials was 
equalized during data analysis. Acoustic stimulus presentation was performed using high-
fidelity headphones (Audio Technica ATH-AD500, Tokyo, JP). The whole experimental 
procedure was prepared with Presentation software (NeuroBehavioral Systems, Inc., Berkeley, 
USA). In the awake state, subjects fixated on a white cross presented in the middle of the 
computer display. To maintain attention on auditory stimuli, subjects were also asked to count 
the number of AM frequency changes. Subjects were seated in front of a computer screen in 
an air-conditioned, dimly illuminated, sound attenuated room. After EEG electrodes were 
attached and before commencing the auditory stimulation, a two-minute no-stimulation EEG 
signal was acquired. 
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After completing the awake session, over a period no longer than one week, subjects 
participated in NREM sleep sessions; they were requested to refrain from sleep during the night 
of the study or at least to reduce sleep duration to 2–3 h. The experiment took place during 
early morning hours. Subjects lay in darkness on a bed in the same room as during the awake 
session. The presentation of auditory stimulation commenced as soon as the experimenter 
recognized the components specific to N2 or N3 sleep phases in the EEG signal. Subjects slept 
in the laboratory for a total time of no longer than 3 h. The remaining details of the experimental 
procedure were the same as for the waking session. 
 
EEG data acquisition 
The EEG signal was acquired using a 64-channel ActiveTwo amplifier system (BioSemi, 
Amsterdam, NL). Active electrodes were placed on the scalp according to the 10–20 system. 
Two additional reference electrodes were placed on both mastoids and recorded in parallel. 
Another four electrodes were located in the external canthi of both eyes and above and below 
the right eye. Data were sampled at 1024 Hz. To ensure compatibility with the 10–20 system, 
we used standardized Electro-Caps (Electro-Cap International Inc., Eaton, USA) in three 
different sizes. 
 
EEG data preprocessing and analysis 
Preprocessing was performed using Brain Vision Analyzer 2 software (Brain Products, 
Gilching, DE). The signal was offline re-referenced to the average of brain electrodes and 
filtered with a 0.1Hz highpass filter (IIR, type: Butterworth Zero Phase Filter, steepness: 12dB/ 
octave). Based on visual inspection, data channels displaying significant technical failures (e.g. 
due to excessive noise or a prolonged loss of contact) were rejected from further parts of the 
analysis. The rejected channels were interpolated. In the next step, blink artefacts were 
corrected using the Ocular Correction ICA (Independent Component Analysis) module 
implemented in Brain Vision Analyzer 2 software. Next, each recording was divided into two-
second non-overlapping segments, corresponding to the length of auditory stimuli. A semi-
automatic artefact rejection routine was carried out with the following criteria: amplitude limits 
(−150μV to 150μV), maximum allowed difference in intervals over the length of 200 ms 
(200μV), maximal voltage step (50μV/ms).  
Data acquired during NREM sleep required additional preprocessing steps for offline 
selection of the EEG signal related to N2 and N3 sleep phases: after re-referencing, baseline 
correction and filtering, the data were divided into 15 s epochs for visual inspection of particular 
sleep stages. Classification of sleep stages was based on the American Academy of Sleep 
Medicine (AASM, 2007) criteria. Subsequently, the data epoch classified as ‘N2 stage’ and ‘N3 
stage’ were retained, while ‘wakefulness’ or ‘N1 stage’ (i.e. few epochs resulted e.g. from 
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sudden awakening) were rejected. Other preprocessing steps were the same as for the data 
acquired in the awake state (see above). 
After the preprocessing stage, the data for each subject contained an unequal number 
of trials, which could influence estimates of phase coherence (Picton et al., 2003a). To equalize 
the number of trials across subjects, a threshold was defined which was equal to the median 
number of trials that had been obtained in the awake state for every stimulation frequency 
(Supplementary Table S4-1). If the total number of trials for a given subject for a specific 
frequency exceeded that threshold, the trials from the individual dataset were sampled without 
replacement as many times as was the threshold value. 
The magnitude of ASSRs was calculated using the relative power parameter (RP). 
Preceding its calculation, 2 s epochs were time-domain averaged and spectra were computed 
using Fast Fourier Transformation (FFT) with a resolution of 0.5 Hz and a Hann window. The 
RP measure is based on the normalization of spectral lines across the selected frequency 
range (0.5–45 Hz) by dividing the power at each spectral line by the value of the total area of 
the selected frequency range and multiplying the result by 100. Thus, the relative power value 
for a given modulation frequency can be regarded as a measure of signal-to-noise ratio since 
it takes into account the power at background frequencies not directly related to the ASSR 
response. It this way, it controls for changes in background spectra.  
In order to increase the signal-to-noise ratio and to capture most of the EEG power 
changes evoked by AM periodic stimulation we inspected for a presence of second harmonic 
peaks (Picton et al., 2003b). The criteria to include it into the calculations were to be higher 
than half of the RP grand average value at the fundamental frequency in the awake state. This 
criterion was met by ASSR at 4 and 20 Hz stimulation frequency. In those cases, we calculated 
the auditory steady-state responses as an average of the power at the modulation frequency 
and the power at the second harmonic.  
The variability of phase of ASSRs across trials was calculated based on the inter-trial 
phase coherence parameter (PC, Picton et al., 2003a). For this purpose, FFT (with the same 
parameters as in the RP calculation) was computed for each trial separately. PC was defined 
as the root mean square of the cosines and sines of the individual phase angles according to 
the following formula: 
                                                                             (1) 
PC values are 0 when ASSRs across trials are out of phase, and 1 when they are in phase. 
Although related, these two measures are sensitive to different aspects of ASSR. 
While phase coherence is primarily determined by the consistency of the evoked response, 
relative power reflects the size of the recruited neural population and the stability of the evoked 
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changes in activity. This is supported by ASSR studies demonstrating that both these 
parameters were decorrelated; the differences between them were attributed to the 
aforementioned descriptions (McFadden et al., 2014; Picton et al., 1987; Tan et al., 2015; 
Legget et al., 2017).  
Both RP and PC parameters were calculated for all selected channels at each 
stimulation frequency. To avoid any bias related to the arbitrary selection of channels and to 
assess the scalp locations of the greatest differencesbetween the waking and NREM sleep 
conditions, we applied statistical nonparametric mapping using the suprathreshold cluster test 
(STCT) for multiple comparisons (Nichols, 2012). The criteria for a significant difference 
between waking and NREM sleep conditions was that it had to be larger than 95% of the 
clusters in the maximal cluster size distribution (Ferrarelli et al., 2007; Huber et al., 2004; 
Nichols & Holmes, 2002). Based on the statistics obtained from 2^ (number of subjects) 
permutations on all subjects' data, a nonparametric distribution of maximal cluster sizes was 
created and then thresholded according to the given significance t-value. The initial threshold 
was supplied by a single threshold test. Cluster topography wasbasedonthe matrix of 
neighboring channels and resulting clusters representing regions in the brain where this 
difference between conditions reached the level of statistical significance. The following 
channels were included in STCT analysis: AF3, AFz, AF4, F6, F4, F2, Fz, F1, F3, F5, FC5, 
FC3, FC1, FCz, FC2, FC4, FC6, C6, C4, C2, Cz, C1, C3, C5, CP5, CP3, CP1, CPz, CP2, CP4, 
CP6, P6, P4, P2, Pz, P1, P3, P5, PO3, POz, PO4. The final RP and PC values were taken as 
an average of the channels selected with the STCT procedure and calculated for each subject 
separately. Effect sizes were determined using Cohen's d. The STCT test and the relative 
power and phase coherence analyses described above were performed using custom Matlab 
scripts (The MathWorks Inc., Natick, USA) and FieldTrip toolbox (Oostenveld et al., 2011).  
To control for the influence of state independently of AM stimulation, RP values were 
also calculated for the no-stimulation data at the same frequencies as used for AM stimulation. 
These data were recorded for 2min before the auditory stimulation. An STCT test with the same 
settings as for the data acquired during auditory stimulation was performed in order to identify 
scalp locations manifesting state-related changes in oscillatory activity. We do not present here 
analysis of PC on no-stimulation data, because this parameter measures the phase 
synchronization related to a stimulus event and thus it is most reliable for oscillatory activity 
that is time-locked to external stimulation. The occurrence of significant STCT clusters in the 
stimulation condition and their absence in the no-stimulation condition was interpreted as 
evidence for an interaction of Condition and State factors, and thus as support for a modulatory 
effect of state on observed ASSR results. In situations in which there were suprathreshold 
clusters for both conditions, an additional ANOVA was performed. This additional analysis, 
which tested fortheeffects of state and auditory stimulation, involved a three-way repeated 
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measures ANOVA with factors of Condition (no stimulation vs auditory stimulation), State 
(waking vs NREM sleep), and Stimulation Frequency. Prior to the analysis, the raw data were 
rank transformed (with average ranks assigned in the case of ties) following the method 
proposed by Conover and Iman (1981) to correct for non-normal distribution. 
Furthermore, to compare differences between waking and NREM sleep across all 
stimulation frequencies, we used the ratio of waking RP/PC over respective NREM sleep 
values (labeled as RP ratio and PC ratio, respectively). To determine whether such a ratio for 
a given stimulation frequency was higher than the remainder we performed a repeated 
measures ANOVA with a within-subject factor of stimulation frequency (6 levels) and a 
deviation contrast. Greenhouse-Geisser corrections were applied where necessary. All 
statistical tests were performed with JASP software (JASP team, 2018; version 0.8.6). 
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Results 
Relative power (RP) 
The differences between waking and NREM sleep were firstly determined based on the 
magnitude of ASSR, as provided by the relative power (RP) measure. Statistical nonparametric 
mapping with a suprathreshold clustering test (STCT) for RP values resulted in channel clusters 
that significantly contributed to these differences. The data from channels included within each 
cluster were averaged and are presented as power spectra in Fig. 19. Analysis of grand 
average spectra revealed prominent second harmonic peaks at 4 Hz and 20 Hz in both NREM 
sleep and awake states. Therefore, for these stimulation frequencies we combined the 
responses at the first and second harmonic frequencies for all further calculations. The results 
of the analysis without the second harmonic are briefly described in Appendix A 
(Supplementary Tables S2 and S3).  
 
 
Figure 19. Grand-average power spectra for waking (red) and NREM sleep (blue). Each panel 
represents a separate AM stimulation frequency: 4 Hz, 6 Hz, 8 Hz, 12 Hz, 20 Hz, 40 Hz. The smaller 
panels above each spectrum display steady-state signals for an example subject, averaged and band-
passfiltered (± 3 Hz bandwidth for stimulation frequencies lower than 12 Hz and ± 5 Hz for higher). Note 
the second harmonic peaks for 4 Hz and 20 Hz stimulation frequencies. Each spectrum represents an 
average of channels selected with the STCT procedure, i.e. those forming a cluster.  
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Channels that formed significant clusters (statistical nonparametric mapping, p < 0.05) 
based on RP values are presented in Figure 20B. These sets had different sizes but converging 
scalp locations for each of the AM frequencies. A detailed list of the channels that formed the 
clusters for each stimulation frequency is provided in Table 4. The RP results from channels 
within clusters were then averaged. Figure 20A depicts the distribution of RP values for the 
waking and NREM sleep stages, respectively. Summing up, using the relative power (RP) 
measure, we found differences between waking and NREM sleep for all AMs tested in the 
study. 
Next, we ascertained whether the observed state effects depend only on auditory 
ASSR stimulation. The differences in RP between waking and NREM sleep that were 
calculated for this purpose using STCT on no-stimulation data were present as clusters only 
for 8Hz and 12 Hz frequencies (see Supplementary Table S4-4 for details). To test for the 
interaction effects of these two frequencies, an additional three-way ANOVA was performed. A 
significant interaction of Condition and State, F(1,16)=5.93, p < 0.05, was revealed by a three-
way repeated measures ANOVA on rank-transformed data with factors Condition (no 
stimulation vs auditory stimulation), State (waking vs NREM sleep) and Stimulation Frequency 
(8 and 12 Hz). This effect was mainly driven by larger differences between RP values for waking 
and NREM sleep in the no-stimulation condition at 12 Hz (see Supplementary Fig. S1 and 
Supplementary Table S4-5). Also, the main effects of State F (1,16)=95.14, p < 0.001, 
Condition F(1,16)=31.69, p < 0.001 and Frequency F(1,16)=8.14, p < 0.05 were significant; 
however, neither the three-way interaction of all factors F(1,16)=2.52 p > 0.05 nor the 
interaction of State and Frequency F < 1 were significant. This suggests that in our experiment 
the state effects (waking NREM sleep) found for 8 and 12 Hz stimulation frequencies cannot 
be separated from changes in ongoing spontaneous spectral activity. 
Additionally, we checked for possible variations in the waking/ NREM sleep ratio 
between stimulation frequencies. Main effect of frequency was significant F(1.1, 17.31)=4.287, 
p=0.05. Deviation contrast revealed that waking/NREM sleep ratio for the 40 Hz stimulation 
frequency was higher than grand mean of remaining ratios (t=3.5, p < 0.001, Supplementary 
Fig. S2). Supplementary Fig. S2 depicts the means plot of RP ratio values for all frequencies 
included in this analysis. 
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Figure 20. A: Topographic distribution of the channel clusters (white circles; statistical nonparametric 
mapping [p < 0.05]) displaying a significant reduction of RP values for NREM sleep versus waking 
condition. The clusters are overlaid on the scalp distribution (depicted with colour map) of waking and 
NREM sleep RP ratios for each stimulation frequency, d values in brackets represent effect sizes. The 
upper colour scale on the right is related to 4–12 Hz frequencies, and the lower to 20–40 Hz frequencies.  
B: Relative power (RP) values for waking (orange) and NREM sleep (light yellow) states for each AM 
stimulation frequency, represented in the boxplots. Median values are indicated by black middle lines, 
boxplot edges represent interquartile ranges, and whiskers represent min/max values.  
 
Phase coherence (PC) 
Subsequently, the differences between waking and NREM sleep were assessed with an inter-
trial phase coherence (PC) measure. Statistical nonparametric mapping with a suprathreshold 
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clustering test (STCT) procedure for PC revealed significant clusters for each stimulation 
frequency except 12 Hz. The clusters had variable extent, but they converged around the 
fronto-central channels. Topographically, these differences, represented as channel clusters, 
were mainly distributed in the left fronto-central area, while in the case of 6 Hz and 40 Hz 
stimulation the clusters had a broader extent, reaching the frontal and temporal regions 
respectively. A detailed list of the channels that formed clusters for each AM frequency is given 
in Table 1. Fig. 21B illustrates the spatial distribution of the suprathreshold clusters for PC. The 
differences in PC between waking and NREM sleep were calculated for averaged channels 
that formed the suprathreshold clusters. Distributions of PC values for the awake and NREM 
sleep states are presented in Fig. 21A.  
Moreover, we did not find any significant differences between stimulation frequencies 
with respect to the size of waking/NREM ratio of PC parameters, there was no main effect of 
frequency (F(4,64) < 1). Data for the 12 Hz stimulation frequency were not included due to null 
results of the STCT test. Supplementary Fig. S2 depicts the means plot of PC ratio values for 
frequencies included in this analysis. 
 
127 
 
Figure 21. A: Topographic distribution of the channel clusters showing a significant reduction (white 
circles, statistical nonparametric mapping [p < 0.05]) of PC values during NREM sleep are overlaid on 
the scalp distribution of waking and NREM sleep ratios for each stimulation frequency, d values in 
brackets representeffect sizes. The upper colour scale on the right is related to 4–12 Hz frequencies, 
and the lower to 20–40 Hz frequencies. B: Phase coherence (PC) effects for waking (dark blue) and 
NREM sleep (light blue) states for each AM stimulation frequency. Median values are indicated by black 
middle lines, boxplot edges represent interquartile ranges, and whiskers represent min/max values.  
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Discussion 
In this study, we investigated the extent to which auditory steady-state responses evoked by 
amplitude-modulated tones are affected by the state of consciousness (testing waking vs deep 
NREM sleep brain states). Specifically, we used a set of six amplitude-modulated tones with 
frequencies ranging from 4 Hz to 40 Hz in a group of 17 subjects in awake and NREM sleep 
(initial N2 and N3 stages) states. Brain responses were acquired with EEG and calculated using 
relative power (RP) and inter-trial phase coherence (PC) parameters. We observed significant 
differences between waking and NREM sleep for RPs and PCs at all stimulation frequencies 
(except PC for 12 Hz ASSRs), indicating sensitivity of low to medium modulation rate ASSRs 
to the state of arousal. 
 
The relative power of ASSRs is lower during NREM sleep in the central and fronto-central 
regions 
The effect of diminished ASSR amplitude following the change from wakefulness to sleep has 
previously been reported for stimulation frequencies above 20 Hz (Linden et al., 1985; Cohen 
et al., 1991; Suzuki et al., 1994; Picton et al., 2003b). In our study, we extend this observation 
to lower modulation frequencies. We found Relative Power of ASSRs to be lower during NREM 
sleep for all modulation frequencies. However, for 8 and 12 Hz, a decrease of the RP parameter 
was also observed in the no-stimulation condition; therefore, for these stimulation frequencies 
our results should not be considered as specific for auditory stimulation. This could be caused 
by an overlap of ASSR and background spectra, especially in the alpha range during waking. 
Note that RP parameter has been developed to represent the relative size of steady-state 
response at particular frequency in relation to background spectra i.e. how much it could be 
distinguished from wide range of spontaneous noise, irrespective of the type of that noise. So 
even if background activity may vary between states (e.g. prominent alpha band during waking 
or delta band during NREM sleep), this does not significantly influence RP score, and overall 
this parameter proves more stable than other relative response measures based on more 
narrow noise samples. However, a prominent peak in spontaneous oscillatory activity 
overlapping with ASSR peak can effectively decrease RP scores, which was probably the case 
for 8 and 12 Hz. 
At the same time, average RP values in both the awake state and NREM sleep were 
higher for lower stimulation frequencies (see Fig. 20, Supplementary Table S4-5); this is 
probably related to the 1/f scaling rule present in the human EEG power spectrum (Buzsáki & 
Draguhn, 2004), according to which both signal power and signal variance increase as 
frequency decreases.  
129 
The influence of sleep on the ASSR amplitude (represented by the harmonic sum 
parameter) at lower modulation frequencies was studied recently by Tlumak et al. (2012) with 
tone bursts. Similarly to our results, for 20 Hz and 40 Hz stimulation frequencies these authors 
reported smaller amplitudes for sleep as compared to the awake state. Contrary to our findings, 
at frequencies below 5 Hz they observed larger responses during sleep. However, it must be 
noted that their study was limited by the protocol, in which sleep stages were not separated 
and the sleep period lasted 20–25 min, while we selected the initial N2 and N3 stages extracted 
from 2 to 3 h of continuous sleep recording. Thus, it is likely that in the study by Tlumak et al. 
NREM sleep-related changes in thalamo-cortical system function were not obtained. Usually 
they are manifested by prominent low frequency EEG oscillations (Steriade et al., 1993), 
whereas in their study these were virtually absent. Thus, we suspect that the effects they report 
were probably related to light sleep. 
Commonly, ASSRs are reported to be most prominent over central or fronto-central 
regions (Plourde & Picton, 1990; Ross et al., 2003; Dimitrijevic & Ross, 2008). In our study, the 
suprathreshold clusters representing regions with the reported difference between waking and 
NREM sleep also converged around these regions. Since the predominant sources of ASSR 
are localized in the bilateral auditory cortices, this effect can be produced by two (or more) 
dipoles of different orientation in the auditory cortex that point to the fronto-central electrodes. 
Assuming the source of the ASSRs is predominantly in the auditory cortex (Liégeois-Chauvel 
et al., 2004; Herdman et al., 2002; Giraud et al., 2000), diminishing of the response magnitude 
could be caused by cortical down states (Sanchez-Vives & McCormick, 2000) that lead to 
periods of extensive neuronal silencing and consequent limiting of perceptual processing of 
auditory stimulation. During the awake state, the process of selective attention to the ongoing 
auditory stimulation can have an enhancing role, leading to pronounced ASSR magnitudes as 
a result of oscillatory entrainment. It has been shown that selective attention to rhythmic 
auditory streams results in the entrainment of intrinsic oscillations in the auditory cortex at lower 
frequencies (Lakatos et al., 2013; Calderone et al., 2014), such as those used in this study. 
However, during unconsciousness this effect of entrainment-based attentional modulation can 
be disrupted by cortical down states, leading to decrease of ASSR magnitude during NREM 
sleep. On the other hand, it is also possible that diminished magnitude may be result of 
disruption of auditory perception that occurs independently of attentional mechanisms 
(Andrillon et al., 2016). Alternatively, but not exclusively, the decrease of response magnitude 
in NREM sleep in our study may be caused by the influence of thalamic gating on the upstream 
transmission of auditory information during NREM sleep (Dang-Vu et al., 2011; Schabus et al., 
2012), leading to a pronounced reduction of ASSR magnitude in sources within the auditory 
cortex. It has been suggested by animal (Steriade et al., 1991) and human (Schabus et al., 
2012) studies that the thalamic neurons hinder sensory transmission mainly during sleep 
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spindles in the N2 phase and the negative-going phase of slow oscillations in the N3 phase of 
NREM sleep. 
However, combined EEG-fMRI study by Portas et al. (2000) demonstrated that 
primary auditory cortex remained responsive to auditory stimulation during both waking and 
NREM sleep, while thalamus, caudate, frontal and parietal cortex were less active. This result 
might imply that contrary to our results ASSRs should not have changed during sleep. On the 
other hand, results of Portas et al. study were not corroborated by more recent fMRI findings 
demonstrating the reduction of activity in all auditory cortical areas during sleep (Czisch et al., 
2002; Wilf et al., 2016). A possible solution of this apparent discrepancy has been suggested 
in a recent animal study by Issa and Wang (2011). Based on monkey electrophysiological data 
they observed a shift of the balance between inhibitory and excitatory processes in auditory 
cortex in NREM sleep. According to those authors, this can result in lower ability of sensory 
neurons to follow time varying features of sounds. We speculate that in the case of periodic 
auditory stimulation this effect may be reflected as decreased ability to generate auditory 
steady-state responses. The idea of excitatory/inhibitory cortical imbalance was also suggested 
as a possible factor accounting for decreased 40 Hz ASSR in schizophrenic patients and 
several neurological disorders (Griskova et al., 2007; O'Donnell et al., 2013).  
Moreover, our results indicate a notable difference between the spatial extent of 
clusters for the lowest stimulation frequencies (4–12 Hz) and two highest frequencies (20, 40 
Hz): for the former, the spatial extent of clusters of channels was notably smaller than for the 
latter. For 4 and 6 Hz we observed fronto-central topography of significant differences that was 
more central in the case of 8 and 12 Hz and extended beyond the previous locations, reaching 
frontal, temporal and posterior regions for 20 and 40 Hz. We hypothesize that this expansion 
may be related to the location of neural generators for ASSRs at the respective frequencies; 
these were mainly found in the auditory cortex for 4–12 Hz stimulation frequencies, and also in 
the thalamo-cortical system for 20Hz and 40 Hz frequencies (Herdman et al., 2002; Giraud et 
al., 2000; Luke et al., 2017). In effect, the disruption of thalamocortical activity by cortical down 
states (or blocking thalamic transmission) can be then manifested as more diffuse attenuation 
of ASSR for higher frequencies. 
 
For most stimulation frequencies diminishing ASSR during NREM sleep is an effect of an 
altered response to periodic auditory stimulation in this state. 
The advantage of our study was the comparison of the effects of periodic auditory stimulation 
in waking and NREM sleep using a condition without any stimulation that allowed for controlling 
of background EEG differences between waking and NREM sleep. Since we did not observe 
significant clusters of channels for no-stimulation data in the case of 4 Hz, 6 Hz, 20 Hz and 40 
Hz RP, this suggests a possible absence of NREM differences between waking and sleep 
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without auditory stimulation. Furthermore, the observed interactions of state and condition 
factors for these frequencies can be treated as specific to the changes in processing of ASSR 
in the human brain during wakefulness and NREM sleep.  
In contrast, state effects were observed for the no-stimulation condition for 8Hz and 
12 Hz stimulation frequencies of RP parameter. While STCT analysis resulted in significant 
suprathreshold clusters in the no-stimulation condition, ANOVA results—as evidenced by the 
Condition*State interaction results—implied that differences in RP between waking and NREM 
sleep for the no-stimulation condition were similar or even higher than in the ASSR condition. 
This parallel decrease in the no-stimulation condition can be ascribed to physiological changes 
in the alpha band. Alpha activity is absent in NREM sleep, so the state-related changes in this 
oscillatory band mimicked and probably did not contain effects of state on ASSRs. Although 
the lower RP values during NREM sleep that were observed on no-stimulation data possibly 
result from physiological changes in spontaneous oscillatory activity, this does not exclude the 
possibility that ASSR stimulation may have contributed to this reduction. Other studies 
demonstrate that it is possible to induce ASSR at these stimulation frequencies (Tlumak et al., 
2012; Ross et al., 2000). 
 
The phase coherence parameter demonstrated a clear decrease during NREM sleep 
In addition to the ASSR amplitude effects, we also found significant differences between waking 
and NREM sleep for inter-trial phase coherence (PC) for all stimulation frequencies except 
12Hz. These differences, represented as channel clusters, were mainly topographically 
distributed in the left fronto-central area, while in the case of 6 Hz and 40 Hz stimulation the 
clusters had a broader extent, reaching the frontal and temporal regions respectively.  
This ASSR parameter reflects the consistency of information transfer of sensory 
signals and reveals regions displaying synchronous oscillations (Bardouille & Ross, 2008). In 
other words, it may be related to local invariance of cortical excitability in time. On the other 
hand, phase stability is considered an important factor in the context of cortical processing of 
periodic stimuli (Griskova-Bulanova et al., 2011; Voicikas et al., 2016). The inter-trial phase 
coherence parameter (PC, also known as phase-locking factor or index; Shailer & Moore, 1987; 
Dobie & Wilson, 1994) was even suggested as being less sensitive to noise (Griskova et al., 
2009) and more reliable than power parameters (McFadden et al., 2014; Tan et al., 2015). 
Thus, dealing with different aspects of the signal, both these measures allow a more exhaustive 
description of the response (Griskova et al., 2007).  
Previous research has shown limited interest in the phase aspect of the ASSR signal 
in the context of sleep. Using phase coherence measures, no differences between sleep and 
awake states were reported (Jerger et al., 1986); however, in that study only 5 subjects were 
tested, and four electrodes were selected arbitrarily. Due to these differences, our study 
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extends the previous observations and indicates that evaluation of larger channel clusters may 
help to reveal inter-trial phase coherence differences between states.  
The PC results obtained in our study indicate that there is a lower consistency of 
steady-state responses after auditory stimulation in NREM sleep. This effect of lower response 
consistency maybe a result of diminished signal propagation caused by inhibition of sensory 
transmission by the thalamus (Crunelli et al., 2015) or from local cortical down state activities 
(Sanchez-Vives & McCormick, 2000; Massimini et al., 2005), just as in the case of decreased 
RP levels. As both mechanisms may yield comparable decreases of PC, it is not possible to 
determine which of them had a more significant impact on the observed effects.  
Moreover, steady-state response is also comprising of oscillatory part of non-primary 
cortical origin, and the additional active signal sources appear to shift from thalamic to higher 
cortical regions with the decreasing AMs (Herdman et al., 2002; Luke et al., 2017; Li et al., 
2018), reaching secondary auditory regions for the lowest modulation rates (Weish et al., 
2017). Accordingly, the observed effect of phase coherence (PC) reduction could be 
additionally enhanced by the reduced activity and connectivity with other regions during sleep 
Yet the prominent decrease from waking to NREM sleep of the PC parameters of 40 Hz ASSRs 
can be caused by the transient attenuation of the thalamo-cortical pathways, while the 
reduction of the 6 Hz PC value can be explained in terms of the cortical down states, resulting 
in transient reduction of cortical transmission. In both cases, episodes of neuronal silencing 
may prevent further processing of auditory stimuli by perturbing the encoding and integration 
of information (Schabus et al., 2012; Pigorini et al., 2015).  
In contrast to other frequencies, we did not observe any differences between the 
awake state and NREM sleep PC for the 12 Hz stimulation. This seems to be the result of an 
overlap between spontaneous alpha oscillations present at this frequency in the awake state 
and the steady-state EEG response evoked by 12 Hz stimulation. Apparently, alpha activity, 
which is commonly observed in the awake state in the 8–13 Hz band (Fröhlich, 2016), was not 
phase-locked to auditory stimulus presentation. Yet, it may contribute to the calculation of 
phase coherence for this stimulation frequency, thus effectively decreasing the resulting values 
of this parameter in the awake state.  
It is important to note that the PC and RP measures, while addressing different 
aspects of ASSR, generally decrease across stimulation frequencies during sleep. Thus, they 
both support the notion that state-related changes in the processing of periodic stimuli are a 
genuine phenomenon. However, differences between wake and sleep states reported with RP 
and PC measures do not overlap substantially in terms of location (more than one overlapping 
channel for 6, 8 and 40Hz). This may be a result of the different aspects of neural activity to 
which both these parameters are sensitive. While PC is mainly dependent on the stability of 
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response, the RP parameter represents the size of the neural population that produced the 
EEG response. 
 
Differences between waking and NREM sleep vary across separate stimulation frequencies. 
Comparisons of differences between waking and NREM sleep demonstrated several variations 
in the sensitivity to the actual state of arousal manifested at individual AM rates. We found the 
40 Hz RP waking/NREM ratio to be significantly higher than the effect for the grand mean of 
other frequencies. This finding supports the common observation of higher sensitivity of ASSR 
in this stimulation frequency band (cf. Picton et al., 2003b). It also corresponds with findings 
that the gamma component of ASSRs is fairly dependent on the level of arousal (e.g. Galambos 
et al., 1981; Plourde et al., 2008).  
Differences in the observed effects could have also been caused by the specifics of 
the experimental paradigm or data analysis. In this study, AM tones were presented in a fixed 
order, from 4 Hz to 40 Hz, which would have caused long-term adaptation to the stimuli; this 
can be regarded as a limitation of this study. However, the fact that the 40 Hz condition yielded 
the largest differences between waking and NREM sleep seems to contradict this conjecture. 
For two stimulation frequencies (4 Hz and 20 Hz), prominent second harmonic peaks 
were observed, while for the other stimulation frequencies the second and other higher 
harmonics were poorly marked or absent. This specific response pattern was also observed in 
our other dataset, which was acquired in the awake state (Górska, Binder, unpublished data). 
Our observations of harmonic peaks differ from the results reported by Ross et al. (2000) for 
AM tones, who found that some higher harmonic peaks (present around 40Hz) were even more 
pronounced than fundamentals. On the other hand, Tlumak et al. (2011, 2012), apart from 
finding a second harmonic peak at 40 Hz for 20 Hz stimulation, also reported that higher 
harmonics were observed for the frequencies below 5 Hz. In line with Ross's account (Ross, 
2013), the effect of 20 Hz can be explained by the stronger resonant potential of the auditory 
network for frequencies around 40 Hz. We hypothesize that a similar mechanism of preferred 
resonant frequency can account for the 8 Hz harmonic for 4 Hz. Thus, although the difference 
between waking and NREM sleep remains significant when based only on the first harmonic 
peak (see Appendix A, Supplementary Table S4-2, Supplementary Table S4-3), we think that 
the presence of higher harmonics for those stimulation frequencies should not be ignored in 
future studies involving lower-frequency AM stimulation. 
 
Significance of the results 
The initial NREM sleep stages explored in our study assumed a model of loss of consciousness 
(Tononi & Massimini, 2008; Nir et al., 2013). Thus, the observed effects could be also evaluated 
in situations in which loss of consciousness can be caused by other factors. One such factor 
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may be the action of general anaesthetic agents. The sensitivity of 40 Hz ASSR to loss of 
consciousness induced by various general anaesthetics has already been reported in several 
studies (Plourde & Picton, 1990; Gilron et al., 1998; Plourde et al., 2003; Haghighi et al., 2015), 
while our results also encourage testing their effects on ASSRs with lower repetition rates. 
Another possible research target might be the clinical group of patients with prolonged 
disorders of consciousness (PDOC) inflicted by severe brain injury (Owen, 2008). Here, the 
estimation of the actual consciousness level is a challenging topic, mainly due to ambiguous 
status of patients' behavioural responses, which makes it difficult to reliably assess their 
volitional behavior or capacity for adequate responses (Schnakers et al., 2009). At the same 
time, recent studies have demonstrated that in this group of patients the auditory system 
remains particularly sensitive to changes in the level of consciousness, both when stimulated 
(Boly et al., 2004; Binder et al., 2017) or during resting-state measurement (Demertzi et al., 
2015). Our results suggest that the collective usage of ASSR-inducing stimuli can be a 
promising diagnostic option for this group of patients.  
Furthermore, the advantage of our paradigm was to involve a no-stimulation control 
condition and thus identify and account for state-related changes present in the EEG spectrum 
that were unrelated to auditory stimulation. Accordingly, we identified the frequencies for which 
state-related changes in RP parameter cannot be exclusively explained in terms of effects of 
auditory stimulation, but they are probably also caused by intrinsic EEG signal fluctuations 
associated with the state of arousal.  
However, the experimental paradigm used in this study limited the range of 
conclusions concerning possible attentional explanation. Examination of the effect of attention 
on ASSR has brought equivocal results (Linden et al., 1987; Ross et al., 2004; Skosnik et al., 
2007; Griskova-Bulanova et al., 2011). Further research is needed in order to specify the effect 
of ASSR stimulation when manipulating attentional level in the waking condition, especially 
regarding lower AM rates. 
 
Conclusions 
In this study we demonstrated the sensitivity of auditory steady-state responses to the absence 
of consciousness, represented by the contrast between awake state vs initial NREM sleep in a 
wide range of stimulus repetition rates. Clusters of channels demonstrating state differences 
were found for all tested stimulation frequencies for both ASSR parameters used, except 12 
Hz PC. However, when contrasting these effects with the effects in the no-stimulation condition, 
our results indicate that the relative power at 4 Hz, 6 Hz, 20 Hz and 40 Hz stimulation 
frequencies was lower during NREM sleep. Summing up, both these parameters can potentially 
differentiate between consciousness states, but further research is needed to confirm 
sensitivity in conditions in which consciousness may be absent. 
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Moreover, the observed increase of cluster sizes for higher stimulation frequencies 
for the RP parameter which extended beyond the fronto-central regions may suggest that for 
these higher frequencies the primary factor underlying the state effect can be located outside 
cortical sources and can involve the thalamo-cortical system.  
Summing up, we suggest that the combined use of a set of rates of AM stimulation 
frequencies, especially 6 Hz, and 40 Hz, maybe promising for further research on various states 
of consciousness. Moreover, we speculate that the ASSR approach could be helpful in 
separating consciousness states in clinical applications. 
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Appendix 1. Supplementary Material. 
Equalization of the number of trials 
Supplementary Table S4-1. Results of the median number of trials obtained for each stimulation 
frequency. 
Median trial count 4 Hz 6 Hz 8 Hz 12 Hz 20 Hz 40 Hz 
waking 49 45 45 78 47 44 
NREM sleep 98 88 92 104 106 90 
  
 
Analysis of stimulation effects for 4 Hz and 20 Hz stimulation without the second harmonic 
Results of nonparametric STCT test for EEG data without the second harmonic for stimulation 
condition are given in Supplementary Table S4-1 and for no-stimulation condition in 
Supplementary Table S4-2. Table cells contain list of channels forming the suprathreshold 
clusters for RP and PC parameters for 4 Hz and 20 Hz. 
  
Supplementary Table S4-2. Results of nonparametric STCT test for EEG data without second harmonic 
included – AM stimulation condition. 
Stimulation frequency Clusters for relative power (RP) Clusters for phase coherence (PC) 
4 Hz C6, CP4 FC5, FC3 
20 Hz AF3, F1, F3, F5, FC5, FC3, FC1, AF4, 
AFz, Fz, F2, F4, F6, FC4, FC2, FCz, C2, 
C4, CP6, CP4, CP2 
FC3, FC1 
  
Supplementary Table S4-3. Results of nonparametric STCT test for EEG data without second harmonic 
included – no-stimulation condition for RP parameter. 
Stimulation frequency Clusters for relative power (RP) 
4 Hz - 
20 Hz - 
Thus, there was no significant difference between both states for data without the second 
harmonic in no-stimulation condition. 
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Analysis of state effects for no-stimulation condition. 
Supplementary Table S4-4. Results of nonparametric STCT test in no-stimulation condition for RP 
parameter. Table cells contain list of channels forming the suprathreshold clusters for the same set of 
AM frequencies as were used for stimulation in the study. 
Stimulation frequency Clusters for relative power (RP) 
4 Hz - 
6 Hz - 
8 Hz F5, FC3, FC1, C1, C3, AF4, AFz, F2, FCz, 
FC4, FC2, CP2, C4 
12 Hz FC5, C3, CP5, CP1, P3, P5, PO3, POz, Pz, 
CP2, P2, P4, P6 
20 Hz - 
40 Hz - 
  
 
 
Detailed results of the three-way ANOVA on Condition, State and Frequency factors.  
 
Supplementary Figure S4-1. RP results for all conditions and states, each panel depict an individual 
stimulation frequency. 
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Supplementary Table S4-5. Descriptive statistics for ranked RP results. 
Condition State Stimulation 
frequency 
Mean Std. 
Error 
95% Confidence Interval 
Lower 
Bound 
Upper 
Bound 
AM 
stimulation 
Waking 8 Hz 114,529 5,141 103,632 125,427 
12 Hz 94,941 7,246 79,579 110,303 
NREM 
sleep 
8 Hz 65,412 6,562 51,501 79,322 
12 Hz 56,647 6,479 42,912 70,382 
No-
stimulation 
Waking 8 Hz 86,824 7,211 71,538 102,110 
12 Hz 82,235 7,313 66,732 97,738 
NREM 
sleep 
8 Hz 28,882 3,672 21,098 36,667 
12 Hz 18,529 3,906 10,249 26,810 
  
 
Analysis of state differences between individual stimulation frequencies. 
 
Supplementary Figure S4-2. Descriptive plots for waking/NREM sleep ratio between all stimulation 
frequencies for RP and PC, respectively. 
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Abstract 
Diagnosis of consciousness in patients with prolonged disorders of consciousness 
(PDOC) remains challenging since their responsiveness is often very impaired, while their 
assessment depends on observable behavior. The aim of this proof-of-concept study was to 
evaluate whether low- and medium-rate amplitude-modulated (AM) auditory steady-state 
responses (ASSRs) can be sensitive to the state of PDOC patients and may thus serve as a 
diagnostic tool which does not explicitly depend on a patient's cooperation. 
EEG was recorded from nine unresponsive wakefulness syndrome/ vegetative state 
(UWS/VS) and eight minimally conscious state (MCS)/ emergence from MCS (EMCS) patients 
during stimulation with two-minute trains of simple tones, amplitude modulated (AM) by 4 Hz, 
6 Hz, 8 Hz, 12 Hz, 20 Hz, 40 Hz. The obtained ASSRs were then related to the Coma Recovery 
Scale – Revised (CRS-R) diagnosis and its total score. 
We observed significant correlations between mean inter-trial phase coherence (PC) 
(averaged across all stimulation frequencies) and total CRS-R score, as well as between 40 
Hz relative power (RP) and total CRS-R score. Moreover, both parameters significantly differed 
between the patient groups. 
Our preliminary results suggest that a passive auditory stimulation protocol consisting 
of low- and medium-rate ASSRs might be used as an objective estimate of the level of neural 
dysfunction in PDOC patients. Consequently, the integrity of the auditory system appears to 
be an important predictor of the actual state of consciousness in PDOC patients. 
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Introduction 
Following traumatic or non-traumatic brain injury, individuals may fail to fully recover 
consciousness after the initial state of acute coma (Owen, 2013) and remain, permanently or 
transiently, in one of a set of conditions called prolonged disorders of consciousness (PDOC, 
Giacino et al., 2014). The characteristic feature of these syndromes is dissociation between 
the quantitative aspect (i.e. level of arousal) and the qualitative aspect (i.e. contents) of 
conscious awareness (Gosseries et al., 2011). The first aspect can be relatively easy to verify 
by observation of sleep–wake cycles, eye opening, or the presence of basic forms of 
responsiveness to stimulation; however, the second aspect is related to the subjective 
representation of the self and environment, and this is what makes clinical diagnosis 
particularly challenging. Specifically, in coma both aspects are at their minimum; in a vegetative 
state (recently renamed to unresponsive wakefulness syndrome; VS/UWS; Laureys et al., 
2010), improvement in the first aspect is not accompanied by the awareness of self and the 
environment (Monti et al., 2010); in a minimally conscious state (MCS), the qualitative aspect 
is already fluctuating, which manifests in unequivocal but inconsistent signs of awareness 
(Giacino & Schiff, 2009). Accordingly, the latter aspect seems to be the most important for the 
differentiation of VS/UWS vs MSC patients. At the same time, standard clinical behavioral tools 
address it only to a very limited extent. 
Direct observation of brain activity with functional neuroimaging provides an extension 
of diagnosis beyond the standard assessment of behavioral responsiveness (Owen, 2016; 
Goldfine, 2011). In neuroimaging, active paradigms test how well a patient is following a given 
task, which may provide evidence of higher-order processing (Goldfine et al., 2011), while 
passive paradigms test brain activity at rest or followed by stimulation and can verify its capacity 
to generate conscious experiences. Accordingly, the outcome of the latter is not limited by the 
lack of ability for willed, voluntary actions and thus might be more accurate for assessing 
consciousness in unresponsive patients (Owen et al. 2016). In comparison to fMRI or PET, 
Electroencephalography (EEG) may be regarded as an advantageous alternative as it is a 
relatively cheap, noninvasive and flexible option that can be used at the patient’s bedside. 
In the present study we adopted the EEG passive paradigm within the auditory domain, 
with the use of auditory steady-state responses. The auditory system appears less affected by 
severe brain injury than other sensory domains (André-Obadia et al. 2018, Kübler et al., 2009, 
Kotchoubey et al. 2005, Guérit et al. 1993), and there is evidence for its sensitivity to 
fluctuations in the level of consciousness (Binder et al., 2017; Demertzi et al., 2015; Boly et al., 
2004). The majority of auditory paradigms which use a wide range of stimuli such as tone 
sequences (Faugeras et al., 2012), music (Castro et al., 2015) or the patient’s own name 
(Perrin et al., 2006) focus on specific event-related components such as P300 (Bekinstein et 
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al., 2009) or N400 (Steppacher et al., 2013). However, the link between these components and 
conscious processing has recently been questioned (Rohaut & Naccache, 2017; Koch et al., 
2016) and obtaining them requires long stimulation (Rohaut et al., 2015). 
On the other hand, auditory steady-state response (ASSR) –a frequency-domain EEG-
evoked response to periodic acoustic stimulation –can be observed after a relatively short 
period of stimulation. This type of response has also been shown to be sensitive to changes in 
the level of consciousness that occur naturally, i.e. during sleep (Suzuki et al., 1994; Linden et 
al., 1985; Galambos et al., 1981), or that are artificially modulated with general anesthetics 
(Plourde, 1998; Plourde & Picton, 1990). Moreover, the location of neural generators of ASSRs 
in the brain appears to be dependent on the stimulation frequency (Herdman et al., 2002): 
modulation rates around 70–110 Hz are associated with the dominance of brain stem sources 
(Picton et al., 2003); 40 Hz response is dependent mainly on thalamo-cortical network activity 
(Ross et al., 2005); and lower modulation frequencies induce response of a predominantly 
cortical origin, with 4–8 Hz suggested to involve the secondary auditory cortex (Weisz & Lithari, 
2017; Liegeois-Chauvel et al., 2004; Giraud et al, .2000). 
In our previous study we observed a significant positive correlation between phase-
locking index of ASSR response and Coma Recovery Scale - Revised total score (as well as 
with the scores of Auditory and Visual Function subscales; Binder et al., 2017). This study 
demonstrated that click-evoked 40 Hz ASSR can be an indicator of the level of brain 
dysfunction in PDOC patients and pointed at the role of integrity of the thalamocortical part of 
the auditory system in determining the level of functioning of DOC patients. However, this type 
of stimulation involves a narrow band of stimulation frequency.  On the other hand, we have 
found (Górska & Binder, 2019) that low- and medium-frequency ASSRs are susceptible to a 
decreased level of neural activity during initial N2 and N3 phases of NREM sleep that are 
associated with a prevalence of the slow wave activity and a loss of consciousness (Tononi & 
Massimini, 2008). This suggests a possibility that the very same range of stimulation 
frequencies as the one used in Górska & Binder study (2019) may be a potential marker of 
level of brain dysfunction related to conscious processing in prolonged disorders of 
consciousness.  Therefore, we expected that response to stimulation frequencies within the 4–
40 Hz range would be also sensitive to the functional state of the networks that determine the 
level of consciousness in the PDOC patient group. 
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Materials and Methods 
Subjects and CRS-R assessment 
A convenience sample of 17 PDOC patients (mean age: 40.3, SD: 14.9, 5 females) 
participated in the study. They were behaviorally diagnosed with the Coma Recovery Scale –
Revised (CRS-R; see Table 4 for detailed scores) as either UWS/VS (9 patients) or 
MCS/EMCS (8 patients, examined together and labeled as E/MCS; EMCS –emergence from 
MCS). The scale was administered within a 4.4-day period on average (SD 2.7), relative to the 
day of EEG recording. Table 4 provides detailed demographic and clinical information about 
patients, including age, sex, etiology, time after the injury (in months), interval (in days) 
between EEG testing and CRS-R administration, CRS-R result and diagnosis. The subsequent 
CRS-R measurement was performed on average 11.5 (SD 5.7) months after the original CRS-
R administration (Supplementary Table S5-1). 
The study was performed in accordance with the directives of the Helsinki Declaration 
(1975, revised 2000) and was approved by the Local Review Board at the Institute of 
Psychology, Jagiellonian University. Before the experiment started, informed consent was 
obtained from the legal surrogates of each patient. 
Also preceding the experiment, the integrity of the peripheral auditory pathways of each 
participant was assessed with an otoacoustic emissions test (Kemp, 1978) using an 
OtoRead™ device (Interacoustics, Middelfart, DK). Damage to the peripheral auditory system 
may decrease observed ASSRs independently of the integrity of the upstream parts of the 
auditory system within the thalamocortical networks, so the possibility of such damage should 
be excluded before the actual ASSR evaluation. The testing procedure involved the proprietary 
TEOAE protocol, which measures the integrity of the outer hair cell population and it is a 
standard procedure for clinical screening for peripheral auditory loss (for example in 
newborns). The criterion for a “pass” result (indicating normal outer hair cell function) was an 
SNR of 4 dB at any three out of the six frequencies (range 0.5–4 kHz). Only patients that 
passed the test were included in the EEG experiment. 
The clinical state of the patients was determined using the Polish adaptation of the 
Coma Recovery Scale – Revised (Binder et al., 2018), which serves as the most recommended 
clinical tool for behavioral assessment of neurocognitive functions in PDOC patients (Giacino 
et al., 2009). The scale consists of 23 items arranged into six subscales that address auditory, 
visual, motor, oromotor, communication and arousal functions. In each subscale the lowest 
scores correspond to reflexive responses, and the highest scores mark the presence of 
cognitively mediated behaviors (Giacino et al., 2004). The experimenters were blind to the 
results of the CRS-R assessment at the time of recording and data preprocessing. 
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Table 4. Clinical and demographic characteristics of PDOC patients. 
Patie
nt 
Age Se
x 
Etiolo
gy 
Time 
since 
injury 
(month
s) 
Interval 
betwee
n EEG 
and 
CRS-R 
assess
ment 
(days) 
CRS-R subscales Total 
CRS
-R 
scor
e 
diag
nosi
s 
audit
ory 
vis
ual 
moto
r 
orom
otor 
com
muni
catio
n 
aro
usal 
VS1 18 M anoxi
a 
37 3 2 0 2 0 0 2 6 UWS 
VS2 58 M traum
a 
8 7 2 0 0 0 0 2 4 UWS 
VS3 26 M anoxi
a 
16 6 1 0 1 0 0 2 4 UWS 
VS4 37 M anoxi
a 
21 6 1 0 1 0 0 2 4 UWS 
VS5 39 M anoxi
a 
49 7 1 0 2 1 0 1 5 UWS 
VS6 51 M anoxi
a 
17 7 1 0 0 0 0 2 3 UWS 
VS7 25 F traum
a 
27 1 1 0 1 1 0 1 4 UWS 
VS8 35 M traum
a 
6 5 1 1 1 0 0 1 4 UWS 
VS9 30 M traum
a 
84 2 1 1 2 1 0 2 7 UWS 
MCS1 66 M anoxi
a 
19 10 3 5 2 2 1 2 15 MCS 
MCS2 43 F traum
a 
7 6 2 3 2 2 1 2 12 MCS 
MCS3 65 M traum
a 
12 6 1 3 2 2 2 2 12 MCS 
MCS4 31 M traum
a 
9 6 3 5 2 1 1 3 15 MCS 
MCS5 64 M anoxi
a 
29 2 3 5 2 0 1 1 12 MCS 
MCS6 38 F stroke 18 1 4 5 5 1 2 3 20 MCS 
MCS7 30 M Anoxi
a, 
traum
a 
15 1 2 3 3 1 0 3 12 MCS 
MCS8 49 F stroke 17 0 1 3 2 1 1 1 9 MCS 
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Stimuli 
The subjects were presented with a series of periodic auditory stimuli containing a 
sinusoidal 1000 Hz single carrier frequency tone which was 100% amplitude-modulated by a 
sinusoidal waveform. We used the following amplitude modulation (AM) frequencies: 4 Hz, 6 
Hz, 8 Hz, 12 Hz, 20 Hz and 40 Hz. The intensity of auditory stimuli in all series was within the 
50–60 dBA range. The auditory stimuli were prepared in Sony Sound Forge Pro 10 software 
(Sony, Tokyo, JP). 
  
Experimental procedure 
The stimulation series for each AM frequency lasted 60 s (27 repetitions, 2 s sweep 
duration) and all were presented in a fixed order with short 20 ms breaks after each sweep: 4 
Hz, 6 Hz, 8 Hz, 12 Hz, 20 Hz, 40 Hz. The gaps were introduced in order to enable further 
calculation of phase coherence which is estimated on the basis of the stimulus-locked 
responses. Additionally, for most of the patients (14/17 subjects), rare auditory targets 
containing the patient’s own name were presented randomly 42 times during the whole EEG 
recording session. Patients were asked to blink when they heard these. Together with objective 
evaluation of the blink response (see statistical analysis and Supplementary Table S5-2) we 
additionally visually inspected average VEOG activity. The voluntary blink response protocol 
served as a test of the ability to execute a simple voluntary motor task following a verbal 
command. We report its results in order to confront ASSR responses obtained in PDOC 
patients with an independent method of assessing their cognitive abilities. 
The experimental procedure was prepared in Presentation software (NeuroBehavioral 
Systems, Inc., Berkeley, USA). Auditory stimuli were presented through Sennheiser MX 475 
intra-aural earphones, which fit in the concha at the entrance to the external auditory canal. 
During the EEG experiment, patients were seated on a wheelchair or were lying in their 
bed in an upright sitting position. Moreover, to ensure that they were awake during the 
recording, we performed the acquisition only when they had their eyes open. Recording took 
place in a separate room or in the patient’s room, but we ensured that the only people in the 
room were the two experimenters. The EEG signal was acquired using the 64-channel 
ActiveTwo amplifier system (BioSemi, Amsterdam, NL) and the electrodes were placed using 
the 10-20 system headcap (Electro-Cap International Inc., Eaton, USA). Two additional 
reference electrodes were placed on both mastoids and recorded in parallel; another four 
electrodes were located near the external canthi of both eyes and above and below the right 
eye. Data were sampled at 1024 Hz. 
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Data Processing 
Off-line preprocessing of EEG data was done with Brain Vision Analyser 2 (Brain 
Products, Gilching, DE) and all further analysis steps were done in the Matlab environment 
(The MathWorks, Inc.). Firstly, the data were resampled to 512 Hz, re-referenced to average 
reference and filtered with a 0.1 Hz high-pass filter (IIR, type: Butterworth Zero Phase Filter, 
steepness: 12 dB/octave). Noisy channels (e.g. muscle artifacts, loss of contact) were rejected 
and further interpolated. The eye-movement correction was performed using the Ocular 
Correction ICA (Independent Component Analysis) module implemented in Brain Vision 
Analyzer 2 software and a semi-automatic module for blink detection. Secondly, each recording 
was divided into 2 s non-overlapping segments, corresponding to the length of auditory stimuli. 
Following this step, artifacts were rejected using semi-automatic mode with the following 
criteria: amplitude limits -200 μV to 200 μV; 200 μV maximum allowed difference in intervals 
over 200 ms; maximal voltage step of 250 μV/ms. Data were baseline-corrected to the mean 
of the segment period. 
In the next part of the analysis, corresponding to our recent results on waking vs NREM 
sleep in a group of healthy participants, we selected the fronto-central set of electrodes ('AF3', 
'AFz', 'AF4', 'F3', 'F1', 'Fz', 'F2', 'F4', 'FC1', 'FCz', 'FC2', 'Cz'). This had been also supported by 
the results of our control experiment on 18 healthy participants (10 males; Supplementary 
Figure S5-1). Moreover, the fronto-central region is often seen as a displaying the strongest 
response in other studies on ASSR (e.g. Schwarz & Taylor, 2005; Spencer et al., 2008; 
Voicikas et al., 2016). Next, 2-second epochs were time-domain averaged and spectra were 
computed using Fast Fourier Transform (FFT) with a resolution of 0.5 Hz and a Hann window. 
We assessed the variability of the phase of ASSRs across trials with an inter-trial phase 
coherence parameter (PC; Picton et al., 2003), which was calculated as the root mean square 
of the cosines and sines of the individual phase angles according to the following formula: 
                                                                                 (1) 
We interpret that ASSRs across trials are fully out of phase if PC values are 0 and that they 
are fully in phase if they are 1. 
Moreover, we assessed the magnitudes of ASSRs with the relative power parameter 
(RP), which was calculated by dividing the power at each spectral line by the value of the 
frequency range (0.5–45 Hz) and multiplying it by 100. This parameter could be treated as a 
variant of a signal-to-noise measure because it compares ASSR response to the power at 
background frequencies. 
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Both parameters were calculated for the selected frontocentral set of channels and all 
AMs used in the study. Additionally, we calculated mean PC and mean RP as averages of all 
AM PC and RP values, respectively. 
  
Statistical analysis 
In order to test the diagnostic capacities of the PC and RP parameters, a two-tailed 
bivariate Pearson correlation was calculated between these parameters (for all AM frequencies 
separately and for their mean values) and between PC and total CRS-R scores and subscale 
scores. False discovery rate (FDR) correction for multiple comparisons was applied and the 
adjusted significance level was set at q<0.05. Furthermore, parameters that correlated 
significantly were checked for normality and comparisons between UWS/VS and E/MCS 
groups were performed with a Welch’s t-test. Statistical analyses were performed with RStudio 
(Inc., Boston, MA, 2015) using standard R packages (R core Team, 2013).  
Blink detection protocol involved comparing the signal value at the maximal blink 
response to one’s own name (as identified on the averaged time course of vertical EOG 
channel) to the signal value from random activity at the point of maximal blink response. The 
blink response was evaluated over 1.5 s window, starting at the onset of auditory stimulation. 
Random activity was based on a random selection of 42 1.5-second long fragments from the 
entire dataset. A signed-rank Wilcoxon test was performed to detect significant difference 
between response to one’s own name and random activity. 
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Results 
The total CRS-R score for the UWS/VS group was 4.55±1.23, while for the E/MCS 
group it was 13.37±3.07, ranging 3–7 and 9–20, respectively. Detailed CRS-R results are 
shown in Table 4. 
The significant positive correlations between phase coherence (PC) and relative power 
(RP) estimates and total CRS-R score were found for mean PC and the 40 Hz RP parameter 
(see Table 5 for details). We also found significant positive correlations with the total CRS-R 
score for 4 Hz PC and 40 Hz PC parameters, yet neither survived FDR correction. All 
correlation coefficients with significance scores are presented in Table 5. Correspondingly, 
scatterplots of mean PC and 40 Hz RP against the CRS-R total score are shown in Figure 22. 
Correlation analysis of mean PC and CRS-R subscale scores revealed significant positive 
correlation results in the case of three CRS-R subscales: auditory (q<0.001), visual (q<0.001) 
and communication (q<0.005). Furthermore, the 40 Hz RP parameter survived the FDR 
correction and correlated with auditory (q<0.05), visual (q<0.05) and motor (q<0.05) CRS-R 
subscales. All correlation results for the subscales are reported in Supplementary Table S5-1. 
 
Table 5. Correlation between PC and RP parameters calculated for individual AM frequencies and for 
averaged PC and RP against CRS-R total score. The ‘p’ and ‘q’ values represent significance level 
before and after FDR correction, respectively. * denotes p/q<0.05, ** denotes p/q<0.001. 
    4Hz 6Hz 8Hz 12Hz 20Hz 40Hz AVG 
  
  
  
PC 
Pearson’s 
r 
0.491 0.103 0.187 0.388 0.462 0.578 0.797 
p 0.045* 0.695 0.472 0.123 0.062 0.016* <0.001** 
  q 0.124 0.695 0.566 0.185 0.124 0.101   
  
  
  
  
RP 
Pearson’s 
r 
0.471 -0.039 0.444 0.258 0.334 0.667 0.451 
p 0.056 0.883 0.074 0.317 0.189 0.003* 0.069 
  q 0.148 0.883 0.148 0.381 0.285 0.021   
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Figure 22. Correlations between A–averaged PC parameter (average of all ASSRs from all AM 
stimulations), B–RP parameter for 40 Hz AM stimulation and CRS-R total score. The individual PDOC 
diagnosis is indicated by the color of the dots: orange denotes UWS/VS patients, green denotes 
MCS/EMCS patients. The symbols in brackets indicate, respectively, * - detection of blink response to 
own name, # - change in the UWS/MCS behavioural diagnosis a couple of months following the first 
measurement and $ - substantial increase in total CRS-R score. 
 
The comparison of selected ASSR parameters for patient groups revealed significant 
differences between E/MCS and UWS/VS groups for mean PC: t(12.85) = 3.04, p<0.05 and 
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40Hz RP, t(13.72) = 2.67, p<0.05. Figure 23 depicts box-plot charts representing the results of 
these comparisons. 
Consistent voluntary blinking in response to one’s own name was reliably established 
in 7 patients. The results of the analysis of voluntary blink response to the patient’s own name 
are summarized in Supplementary Table S5-2. 
         The inspection of outliers revealed that three patients from the UWS/VS group with 
mean PC values above the trendline (UWS1, UWS3, UWS4; i.e. marked with * on Fig. 22) 
were able to blink voluntarily in response to their own name. Moreover, for two patients from 
the E/MCS group with PC < 0.18 (MCS7, MCS8; i.e. marked with # on Fig.22) the behavioral 
diagnosis based on CRS-R changed to UWS/VS a couple of months after the experiment (see: 
Supplementary Table S5-2).  
Similarly, of the three UWS/VS patients situated above the trendline in the 40 Hz RP 
measurement (UWS1, UWS4, UWS9), two (marked with * on Fig. 22) demonstrated a positive 
blinking reaction and one (marked also with $ on Fig. 22) obtained a relatively high total CRS-
R score of seven points. For two E/MCS patients with 40Hz RP < 0.4 and 40Hz RP situated 
below the trendline (MCS3, MCS8; i.e. marked with # on Fig. 22), the diagnosis changed from 
E/MCS to UWS/VS. The third E/MCS with RP < 0.4 (MCS2; marked with $) in the second CRS-
R assessment obtained a total CRS-R score that was three points lower (decreased scores in 
auditory, communication and arousal subscales). 
 
Figure 23. Individual values of A–phase coherence (PC) and B–relative power (RP) for E/MCS (green) 
and UWS/VS (orange) PDOC patient groups, represented in the boxplots. Median values are indicated 
by black horizontal lines, boxplot edges represent interquartile ranges, and whiskers represent min/max 
values. 
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Discussion 
In this proof-of-concept study we investigated the sensitivity of low- and medium-
frequency auditory steady-state responses to variations of neurobehavioral functioning related 
to the state of impaired consciousness in severely brain-injured patients. To achieve this aim, 
we used auditory stimulation protocols involving six amplitude-modulated tones with 
frequencies ranging from 4 Hz to 40 Hz in a group of 17 patients diagnosed with CRS-R into 
E/MCS and UWS/VS categories. We analyzed auditory steady-state responses using relative 
power (RP) and inter-trial phase coherence (PC) parameters. We found a positive correlation 
between 40 Hz RP and mean PC to total CRS-R score and subscale scores. Both measures 
also reliably differentiated between UWS/VS and E/MCS patient groups. 
Reduction of 40 Hz ASSR amplitude has already been demonstrated in healthy 
subjects during pharmacologically induced unconsciousness (e.g. Plourde & Picton, 1990), 
states of low arousal such as sleep (e.g. Tlumak et al., 2012; Cohen 1991), as well as in PDOC 
patients using click stimuli (Binder et al., 2017). In the present study, we replicated this 
reduction with a continuous ASSR stimulation at the same frequency of stimulation. We 
observed correlation between relative power (RP) and CRS-R behavioral scale results that 
could be related to the severity of functional disruption in PDOC patients. Both localization 
studies (Luke et al., 2017; Herdman et al., 2002; Giraud et al., 2000) and anesthesia 
manipulations (Plourde et al., 2008, Plourde, 2006) imply a cortico-thalamic origin of 40 Hz 
ASSR responses. Thus, we suggest that the 40 Hz RP value might be related to the CRS-R 
outcome by its sensitivity to the degree of disruption of thalamo-cortical system function. 
Our result is in line with other empirical evidence related to 40 Hz ASSR response in 
comatose patients. Firsching (1989) observed that a 40 Hz ASSR peak was preserved in a few 
patients and later disappeared when the condition of those patients worsened. Accordingly, 
Serafini et al. (1994) found that the presence of an ASSR peak might serve as a marker of 
patients’ survival. In our previous study with a variant of the ASSR protocol involving 40 Hz 
click stimulation, we found that 40 Hz ASSR demonstrated a similar pattern as in the present 
study (Binder et al., 2017). We observed separation between UWS/VS and E/MCS groups on 
the basis of ASSR response (phase-locking index) as well as the correlation with total CRS-R 
score. The present study also supports the sensitivity of 40 Hz ASSR to the neurobehavioral 
state of PDOC patients. A positive correlation with behavioral diagnosis was found for 40 Hz 
relative power, but not phase coherence, yet for this frequency we found that it had the highest 
correlation coefficient among all stimulation frequencies, implying that it made the biggest 
contribution to the effect of mean PC. This might be influenced by the fact that in this study we 
tested different types of ASSR stimuli, i.e. AM constant tones. As a consequence, in this paper 
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we emphasize the role of lower rate (<= 40 Hz) ASSRs in the diagnosis of PDOC patients, 
which is represented by the mean phase coherence measure. 
Our primary hypothesis was based on our recent finding that suggests the sensitivity of 
low- and medium-rate ASSRs to physiological fluctuations of the level of consciousness that 
are associated with the transition between wakefulness and unconscious phases of NREM 
sleep (Górska & Binder, 2019). While we found significant state differences for phase 
coherence (PC) in 5 of the 6 investigated frequencies, in the current study, this effect was not 
so straightforward; however, we observed a strong correlation with the total CRS-R score for 
PC when averaged across all stimulation frequencies (note that the same frequencies were 
used in both studies and their design was virtually identical). 
ASSRs represent substantial individual variability; in the PDOC group, this could be 
exacerbated by the presence of variable lesions that probably influenced the evoked EEG 
responses we measured. Note moreover that besides the dipoles in the primary auditory 
cortex, ASSRs have also been suggested to activate some dipoles in thalamic and higher 
cortical areas, depending on AMs (Li et al., 2018; Luke et al., 2017; Herdman et al., 2002). This 
may have reduced the signal-to-noise ratio of the responses and in consequence caused the 
effect of sensitivity of ASSRs to the level of consciousness to be detectable only on averaged 
PC values. For the RP measure, this variability was even more pronounced by the fact that 
there is an inverse correlation between the amplitude and variance of ASSR response and the 
EEG frequency band as a result of the 1/f profile of the EEG signal (Buzsáki & Draguhn, 2004). 
In this case, mean PC (as a normalized measure) seems to be more reliable than the RP-
based measure. Additionally, PDOC patients represent fluctuations in their state of arousal 
during the day and it could be suggested that taking the mean PC makes it more stable. 
The consistency of the inter-trial phase coherence indexes of evoked responses and 
ensuing information transfer over repeated trials. Besides the correlation with total CRS-R 
score, we found mean PC to be significantly lower in the UWS/VS than in the E/MCS patients’ 
group, implying that evoked cortical excitability in UWS remains less time-locked to external 
stimulation. The recent study of Rosanova et al. (2018) provided strong evidence that cortical 
networks in UWS patients exhibit a pathological tendency to fall into silence periods after 
sensory excitation, thus demonstrating sleep-like cortical OFF-periods that resemble the down-
states typically observed in deep NREM sleep (Massimini et al., 2005; Sanchez-Vives & 
McCormick, 2000). In the context of this study, impaired cortical connectivity could result in an 
inconsistent response and thus lead to decreased mean PC. 
The additional analysis of voluntary blink responses suggests that the increased 
ASSRs might indicate behavioral responsiveness, even when it has not been detected with a 
clinical behavioral test such as CRS-R. Despite its partial nature, this result supports our 
interpretation that the phase coherence auditory steady-state response may correspond with 
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the neural mechanisms that underlie the capacity of PDOC patients to maintain conscious 
awareness. 
In this study the sample of patients was relatively small, but the correlations detected 
for total CRS-R score vs mean PC or 40 Hz RP values were strong and moderate, respectively. 
This justifies the conclusion that the mean PC correlation would probably survive if the sample 
size were increased, while the effect of 40 Hz RP requires further evidence. In the current 
study, mean PC was also significantly correlated with subscales of CRS-R, namely Auditory 
Function, Visual Function and Communication subscales. The higher scores for these 
subscales indicate that a patient may have preserved the ability to follow verbal commands, 
and accordingly a higher mean PC effect might be related to more complex processing of 
speech or higher integration among auditory networks (Dimitrijevic et al., 2004). However, it 
should be stressed that this subscale does not really test vigilance; instead, it mainly requires 
the patient to perform eye opening in order to obtain a higher score (Giacino et al., 2004). 
Moreover, it should be taken into account that the CRS-R assessment was not administered 
on the exact same days as the EEG measurement. It has been suggested that the CRS-R 
score has high test-retest reliability (La Porta et al., 2013; Seel et al., 2010) and should remain 
stable over several days (Beukema et al., 2016; Schiff et al., 2007), but it is still possible that 
the difference between the two measurements did not influence the strength of the presented 
results. Additionally, the CRS-R assessment was conducted only once, while recently its 
multiple administration was recommended in order to improve the diagnostic accuracy of the 
scale (Wannez et al., 2017). Thus, it cannot be ruled out that the lower accuracy of CRS-R 
result might have weakened the estimates of the existing relation between the clinical state of 
the patient and the observed ASSRs. Definitely, the follow-up studies on a bigger sample would 
require a multiple CRS-R assessment to decrease the level of ambiguity in estimation of the 
patient clinical condition. Finally, another issue in the current study is that the etiology of the 
disorders was not equal. While most of the patients suffered from anoxia or trauma, the whole 
sample is too small to reliably split the UWS/VS and E/MCS groups in terms of etiology and 
investigate its possible contribution to the patients’ brain injuries. 
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Conclusion 
In this study, we have demonstrated that the measure of the consistency of the evoked 
responses to periodic acoustic stimulation (ASSRs) correlates with the behavioral 
measurements of the state of the networks underlying conscious awareness in PDOC patients. 
Moreover, we confirmed the notion that activity at around 40 Hz could serve as a marker of the 
integrity of thalamocortical networks in PDOC patients. This is in line with our previous work 
with other ASSR protocols; however, further studies with larger samples of patients are needed 
to confirm the reliability of the current protocol based on amplitude-modulated tones. 
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Supplementary Data 
Supplementary Table S5-1. Correlation results for mean PC and 40 Hz RP results against the CRS-R 
subscales. 
Measure / 
CRS-R 
subscale 
Auditory Visual Motor Oro-motor Communication Arousal 
mean PC r = 0.730, 
q<0.001 
r = 0.732, 
q<0.001 
r = 0.402, 
q=0.098 
r = 0.347, 
q=0.159 
r = 0.701, 
q=0.002 
r = 0.448, 
q=0.062 
40 Hz RP r = 0.471, 
q=0.049 
r = 0.610, 
q=0.007 
r = 0.487, 
q=0.041 
r = 0.276, 
q=268 
r = 0.392, 
q=108 
r = 0.423, 
q=0.80 
  
  
Supplementary Table S5-2. The result of the CRS-R measurement performed a couple of months after 
the original experiment, together with the results of the patient blinking in response to their own name. 
In addition, the last two columns gather PC average and RP 40 Hz results (see: Figure 22). 
Patient CRS-R 
total score 
and 
diagnosis 
Interval 
between the 
original and 
new CRS-R 
assessment 
(months) 
Detection of 
blinking (1 –
present, 0 – 
no response) 
Detection 
of 
blinking, 
p-value 
Detection 
of blinking, 
t-value 
PC avg RP 40 Hz 
MCS1 11 MCS 15 0 0.075 -2.17 0.245 0.506 
MCS2 9 MCS 8 0 0.183 -1.70 0.190 0.338 
MCS3 6 UWS 5 1 0.029 -2.83 0.224 0.371 
MCS4 14 MCS 10 0 0.168 -2.43 0.251 0.833 
MCS5 11 MCS 21 0 0.225 -0.86 0.226 0.463 
MCS6 no data - 1 0.018 -2.30 0.249 0.561 
MCS7 5 UWS 8 0 0.781 -0.27 0.179 0.466 
MCS8 6 UWS 17 0 0.211 -1.42 0.168 0.380 
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UWS1 no data - 1 0.000 -6.12 0.186 0.563 
UWS2 no data - 0 0.345 -1.09 0.164 0.038 
UWS3 no data - 1 0.000 -7.49 0.217 0.124 
UWS4 7 UWS 6 1 0.002 -3.59 0.185 0.420 
UWS5 5 UWS 6 0 0.900 -0.82 0.170 0.114 
UWS6 3 UWS 6 1 0.027 -2.72 0.149 0.019 
UWS7 4 UWS 15 0 0.202 -1.19 0.167 0.039 
UWS8 5 UWS 21 0 0.647 -0.05 0.169 0.064 
UWS9 no data - 1 0.000 -12.19 0.182 0.643 
  
 
Supplementary Figure S5-1. Topography plots from the control group (see methods for details) 
representing RP distribution across scalp. Black filled circles represent frontocentral channel group that 
was used in patient data analysis.  
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CHAPTER 6 
 
Conclusions and further directions. 
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Conclusions 
Prolonged disorders of consciousness (PDOC, sometimes also referred to as global disorders 
of consciousness, Schiff, 2007) after severe brain injuries remain a challenge for the diagnosis 
and treatment, and also for ethics and society. The applicable classification and bedside 
diagnostic tools are based mainly on behavioural indicators, whose validity and reliability often 
turn out to be insufficient. In this work I have demonstrated that stimulation in auditory domain 
with both: 1) simple sounds, which evoke brain response at certain frequencies, and 2) 
complex sounds of so-called natural textures, could provide an objective criterion for 
distinguishing states of consciousness in clinical patients. It was suggested that specifically 1) 
steady-state response at 40 Hz, and 2) the measure of signal complexity computed after 
texture stimulation might constitute a path towards a cost-effective tool to reliably discriminate 
those states. 
The principal measurement technique employed in this project was 
electroencephalography (EEG), since it is a relatively low-cost solution that enables non-
invasive measurements at a patient's bedside.  Albeit, in the recent years we observed a rapid 
development of other measurement techniques and a number of new approaches employing 
them for PDOC patients diagnosis. While comparisons based on utility and reliability point 
towards EEG (Stender et al., 2014; Harrison et al., 2013), it was also suggested that the 
complementary involvement of various techniques is maximizing their diagnostic value and at 
the same time balancing their possible shortages (Gosseries et al., 2014). Accordingly, future 
research could benefit from simultaneous application of different neuroimaging techniques in 
the same patients, or, if impossible, methods, such as the two tested in this work, could be 
inspected in more detail with the help of multiple complementary techniques. 
The experimental paradigm using steady-state responses is only passive, since no task 
was given to the subjects, however, the paradigm with natural auditory textures after passive 
stimulation with the first texture, imposes an active change detection task on the subjects. In 
the sample of PDOC patients included in this work, change-related parietal scalp response 
was absent, while the complexity measure, related to complex signal differentiation, 
distinguished between subject groups. This result could be treated as the confirmation of the 
suggestion that the complexity related to conscious experience, independently of 
responsiveness, could reliably capture differences in conscious states (Casarotto et al., 2016; 
Koch et al., 2016). Likewise, group differences were also prominent at the onset of the auditory 
texture and the onset of amplitude modulated sounds stressing that passive paradigms should 
be recommended for differential PDOC diagnosis. Meanwhile, it should be noted that if a 
patient is able to execute command or answer to given task in a logical way (active paradigm), 
it indicates beyond any doubt that he/she processed the information sufficiently to consciously 
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decide how to respond to it. Furthermore, it is important to note that passive procedures do not 
give absolute certainty regarding the presence or absence of consciousness. Thus, again the 
complementary use of both active and passive paradigms, like in the natural auditory textures 
task, raises opportunity of greater precision in PDOC diagnosis.  
Definitely, the accuracy of a given paradigm can be determined better with larger 
patient samples. At the same time, while the amount of less than 15 patients per diagnostic 
group in both auditory experiments described in this work, was still sufficient to arrive at 
preliminary conclusions, this seems inadequate to state about the diagnostic reliability of them. 
Therefore, further research could benefit from a significant increase in the number of patients 
and healthy controls that participate in the experiments. Additionally, the longer periods of 
registered sleep phases would allow for the separation of slow-wave activity from such 
phenomena like K-complexes or sleep spindles. It was shown that sensory activations are 
counterbalanced by evoked down-state part of the slow wave, which prevents further 
processing of external information (Massimini et al., 2009). At the same time, sleep spindles 
are assumed to gate sensory processing (Schabus et al., 2012) and organize memory 
consolidation (Tononi & Cirelli, 2014). Furthermore, during REM phases endogenously 
generated processes compete with processing of external input. Separation of all those 
phenomena would allow to draw more precise conclusions regarding the sensitivity of the 
analyzed parameters to the actual state of consciousness. Note however, that towards a purely 
diagnostic purpose, one could divide sleep in respect of having or not having the experience 
(dream), as it was recently suggested (Siclari et al., 2017). Overall, the supplementary 
approach would be to perform whole night EEG registrations instead of about three hours of 
initial sleep, as in this work.  
On the basis of the results of the studies presented in this work, it might be concluded 
that both methods - natural auditory textures and amplitude modulated tones - could be 
improved to achieve better efficiency of experimental procedures, a more specific data analysis 
and more powerful diagnostic capabilities. The ideas for further development of studies with 
those methods are summarized below. 
 
 
6.1.  Further directions in natural auditory textures method 
Specific brain responses to natural auditory textures were studied on many groups, with 
manipulation of the level of participant task involvement and the level of arousal. The results 
revealed that a parieto-occipital (PO) potential at the scalp, with mainly parietal localization of 
the underlying sources (Chapter 2), could be treated as the cortical representation of change 
detection. However, it remained insensitive to the actual consciousness state, in contrast to 
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dynamical complexity, which allowed, both at onset and at the change of the texture, for reliable 
differentiation of conscious vs unconscious groups (Chapter 3). 
Future research should further explore complexity measures in order to verify whether 
Lempel-Ziv used in this study is the most sensitive for distinguishing conscious and 
unconscious states in subject after natural auditory texture stimulation. It might be interesting 
to compute entropy measures e.g. permutation entropy (Olofsen et al., 2004), synchrony 
coalition entropy (SCE) which quantifies the variability in the constitution of the set of 
synchronous channels (Schartner et al., 2012) or causal density (Seth et al., 2011), which 
refers to sum of independent information transfers in the system. Specifically, it seems valuable 
to adapt the variation of well-known perturbational complexity index (PCI; Casali et al., 2013). 
Recently, it was shown that PCI could be also very accurate for consciousness states 
differentiation beyond traditional TMS/hdEEG setup as so-called PCI-ST (PCI state 
transitions). This measure is based on dimensionality reduction and quantification of evoked 
potentials in intracranial EEG signal, and it has already demonstrated reduction of effective 
connectivity during N3 phase of NREM sleep (Comolatti et al., 2019). This simplification of the 
PCI measure encourages to modify it slightly for the purpose of EEG and sensory (auditory) 
stimulation protocol.  
Moreover, it should be precisely verified how Lempel-Ziv (LZc; or other complexity 
measures) differ if they are computed on EEG signals obtained with or without texture 
stimulation. The research described in this work allowed only to use the no-stimulation period 
of the signal, which was registered right before each stimulus. This might have resulted in the 
response modification due to e.g. uncontrolled effect of anticipation. Thus, further research 
could use a short period of no-stimulation registered before the main experiment.  
The major disadvantage of natural textures experiment described in this work from the 
perspective of its usage for PDOC patient’s diagnosis seem to be the relatively long overall 
period of stimulation. The PDOC group is characterized by fluctuations of arousal and it 
remains difficult for many patients to maintain attention to the ongoing environmental stimuli. 
Luckily, the results presented in this work suggest that the shorter protocol could be easily 
implemented. This may include presenting only a reduced number of texture sounds for just 
one change time condition (there were four: 0, 0.75, 1.6. and 3 s change time conditions used 
in this work), but with change introduced at random time. This alternative would not allow to 
monitor the effect of evidence integration over time, but it will enable to access both evoked 
responses and signal complexity, which were both revealed as important factors in the 
described experiment. 
Additionally, introducing the change in texture statistics might be not necessary - it 
seems that the presentation of onset of natural auditory texture alone is sufficient to assess an 
acceptable discrimination between states of consciousness in PDOC group. Note however, 
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that change reaction in the form of PO potential was described as a detection signal that would 
indicate the presence of higher order cognitive processing (Bekinschtein et al., 2009). Thus, 
its confirmed occurence should indicate coexistence of preserved consciousness as in active 
paradigms defined above. Nevertheless, using natural auditory textures without change could 
also allow for computing LZc and attaining an accurate discrimination between various states 
of consciousness. Alternatively, one may also introduce an active oddball paradigm with 
patient’s own name and another name, but without any task given. It was shown that the own 
name induces a clear parietal potential at the scalp of patients with preserved consciousness 
(Perrin et al., 2006).  
The corresponding alternative in further research might be the usage of a broader 
range of texture stimuli. In the experiments presented here, the stimulation was limited to two 
or three natural texture sounds that change one into one another. However, it was suggested 
that the usage of familiar complex stimuli (such as preferred music) might be a promising path 
to improve general context of assessment and expression of residual cognitive functions in 
PDOC patients (Stenberg et al., 2018; Heine & Perrin, 2018). Accordingly, it could be 
hypothesized that broader spectrum of natural, familiar sounds would allow subjects to remain 
focused for a longer time on the incoming auditory stream and finally derive more reliable 
conclusions regarding their actual condition. 
 
 
6.2.  Further directions in auditory steady-state responses (ASSRs) method 
Differences in brain reaction to periodic auditory stimulation in various states of consciousness 
(Chapter 4 and 5) were assessed here with periodic, amplitude modulated tones. This revealed 
sensitivity of low- and medium rate ASSRs to physiological transitions in the level of 
consciousness (wakefulness vs NREM sleep) as well as to pathological fluctuations of 
consciousness in PDOC patients’ group. However, this method requires constant stimulation 
that might be, at specific frequencies, felt as unpleasant for some patients and also the 
obtained results revealed a not negligible individual variability. The latter was especially 
prominent in the PDOC patients’ group, although it turned out to be easy to overcome by 
averaging the PC values obtained for different amplitude modulated tones (see results in 
Chapter 5). These minor shortcomings might be overcome in further research. 
Although in the PDOC patients group the auditory system remains less prone to 
lesions, it might be beneficial to test also steady-state responses in other domains. Applying 
external stimulation in a repetitive manner at certain frequencies in the visual domain (e.g. 
flickering lights) produces steady-state visual evoked potentials (SSVEP), while repetitive 
tactile stimulation (e.g. vibratory stimulation) elicits steady-state somatosensory/ haptic evoked 
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potentials (SSSEP) in respectively visual and somatosensory cortex. Since the visual system 
received recently much attention in neuroscience, also SSVEPs were most commonly tested 
and further developed to numerous brain - computer interfaces (BCI; e.g. Allison et al., 2008). 
This is mainly due to the fact that visible SSVEP could be already observed on single trials 
(Quiroga et al., 2001) and this approach is especially helpful for patients with locked-in 
syndrome (e.g. Lesenfants et al., 2014). 
The effects of repetitive visual and tactile stimulation in unconscious states is not clear 
yet. Interestingly however, the simultaneous probing of the two was shown to induce 
intermodal attention effects e.g. increasing amplitude of SSVEP at the fundamental frequency, 
while increasing amplitude of SSSEP in the second harmonic (Porcu et al., 2013). The idea of 
combining visual, tactile and auditory repetitive stimulation in one experiment seems to be 
worth trying for multiple reasons. It was identified that a resonance-like frequency for visual 
steady-state response is around 10 - 15 Hz (Hermann et al., 2001), for haptic about 21 - 29 Hz 
(Muller et al., 2001), while, as mentioned in this thesis, the highest amplitude in auditory 
domain is usually observed about 40 Hz (see also Picton et al., 2003). The latter was 
suggested to be prominent also for SSVEP, possibly due to selective attention effects (Pastor 
et al., 2003). As a consequence, the further study might be limited to domain specific 
modulation frequencies, which should result in better reliability and higher clarity of analysed 
data. Moreover, a multimodal approach could also benefit from ‘averaging out’ of individual 
differences that may occur in each type of stimulation domain (Breitwieser et al., 2012). 
Additionally, a higher certainty regarding the actual state of consciousness could be achieved 
when implementing a correction for possible additional disorders, specifically those not 
clinically detected e.g. specific to vision or audition.  
Further research could also be improved by using the other type of auditory steady-
state inducing stimuli. In our first study (as described in the introduction) we used 40 Hz click 
stimulation by presenting a short series of white-tone bursts in a repeated manner. The ASSR 
response was found to be stable in phase (McFadden et al., 2014), what seems to be an 
advantage over amplitude-modulated tones. However, both protocols would require a bigger 
sample of patients to draw more certain conclusions. Nevertheless, the low- modulations for 
inducing ASSR could be tested with clicks as it was very limitedly assessed with this type of 
stimulation. 
The other kind of protocol could involve chirp-modulated tones, which have a special 
advantage of presentation of multiple stimulation frequencies simultaneously (Artieda et al., 
2004). As a consequence, a wide range of stimulation rates might be tested during time 
comparable to that of one frequency when using clicks or amplitude-modulated tones. Note 
that efficacy is particularly important factor when creating protocols for PDOC patients, whose 
arousal tend to decrease during experimental session. Secondly, it was shown with MEG that 
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up-chirps (sweeps with increasing instantaneous frequency) elicited significantly larger middle-
latency auditory evoked fields than clicks or down-chirps (Rupp et al., 2002). Recently, it was 
also suggested with EEG that chirp stimuli could induce significantly better 40 Hz and 60 Hz 
ASSR than clicks (Liu et al., 2019). The third advantage of chirp-evoked protocol, especially 
when aiming to access consciousness level, is that they were shown to reduce in amplitude 
and phase during anesthesia (Perez-Alcazar et al., 2008), while at the same time they seem 
insensitive to attentional modulations (Pippinis et al., 2018).  
Regardless of the selection of stimulation protocol to induce ASSRs, data analysis 
could be improved by extending it with additional measures as well as by focusing more 
selectively on certain aspects of the evoked response. Alternatively, the complexity measures 
could be used, which are believed to quantify simultaneously the integration and differentiation 
in the nervous system (Casali et al., 2013). This is usually accessed by directly perturbing the 
cortex with magnetic or electric stimulation, while sensory stimulation would activate complex 
neural pathway and thus the response might be harder to interpret. Nevertheless, the 
usefulness of the set of measures, already mentioned in the previous section, for distinguishing 
ASSR in various states of consciousness could be verified. Note however, that they should be 
interpreted in a different way than transient responses. Moreover, before testing the clinical 
data, natural changes in the level of consciousness during sleep should be verified carefully 
(Schartner et al., 2017). For instance, this could include not only the comparison of the 
responses assessed during N1, N2, N3 and REM sleep, but rather during sleep spindles 
(Schimicek et al., 1994), slow waves (Riedler et al., 2007) or other specific types of sleep 
architecture. 
Overall, the steady-state protocol could be improved by implementing stimulation in 
other modalities, with usage of other types of auditory stimulation or more complex approaches 
for data analysis. Future research could also expand the knowledge with another 
measurement type (e.g. intracranial recordings or MEG) as well as direct measurements from 
rodents (see the next section). 
 
 
6.3.  Electrophysiological follow-up study on mice 
Apart from the emphasis of this thesis on the clinical problem of PDOC patients, the secondary 
goal was to test how neuronal responses to the acoustic stimuli differ while those stimuli are 
presented to subjects displaying various levels of consciousness. Moreover, the experiments 
aimed to assess how cortical neurons represent certain acoustic environments (ASSRs and 
natural auditory textures). Due to the specific features of EEG measurement, the selected 
aspects of this response were captured. However, a more detailed description of neuronal 
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cortical activity is planned to be assessed by delivering the same stimuli during 
electrophysiological experiments on mice while manipulating the level of anesthesia. 
Undoubtedly, using the animal model presents an opportunity to combine EEG results 
with a direct measure of neuronal activity (from single cells or units) after identical acoustic 
stimulation, as well as to combine conscious and unconscious states in different nervous 
system architectures (as in humans and mice). As a consequence of heterogeneous clinical 
situation after traumatic brain injury (TBI), numerous animal models have been recently 
developed (Morales et al., 2005). However, it is suggested that none of them is perfectly 
adequate to the possible variety of consciousness impairments (Marklund & Hillered, 2011). 
On the contrary, the mouse models of diffuse brain damage resulting from anoxia are less 
developed, but they are supposed to mimic the state of arousal displayed by PDOC patients 
in various forms of disorders of consciousness quite well (Arrieta-Cruz et al., 2007). Though 
the usage of those models limits the possible comparison of the outcomes to PDOC states 
caused by anoxia - still they remain a very frequent etiology of those disorders (Guldenmund 
et al., 2012).  
The next step of the project is to follow-up the human study, described in this thesis 
with terminal in-vivo experiment. Mice are anesthetized progressively through multiple stages 
of dissociated brain states with auditory stimulation given at specific levels of increasing 
(isoflurane) anesthesia. The rationale behind this is that the cortical response in mid-level 
anesthesia could potentially simulate the neuronal response similar to MCS while deep 
anesthesia might cause effects comparable with those observed in UWS. The microdrive 
system for this experiment (FlexDrive, Voigts et al., 2013) allows for flexible positioning and 
wide coverage (about 2 x 2 mm), which comprises almost the entire auditory cortex of the 
mouse. Further, this enables uniform spacing (~500 um), across multiple layers, as the 
electrodes are movable. Each FlexDrive constructed for this purpose contains 16 tetrodes and 
allows for registration of local field potentials (LFP) and single units.  
EEG analysis provides access mainly to evoked response (ERP) and oscillatory 
network activity (time-frequency domain). This will be matched by monitoring onset (and 
change in statistics) response by LFP and single unit responses and monitoring oscillatory 
properties by studying the relation of single unit spike times to the phase of LFP signal. As a 
consistency condition, it would be interesting to analyze whether the temporal properties and 
response strength of the population of neurons are consistent with human EEG signals. 
Additionally, this could be accompanied by placing electrodes directly on the mouse's skull.  
These experiments are based on the assumption that the level of arousal in awake and 
anesthetized mice compared to healthy human and PDOC patients can be compared to the 
extent of behaviour as well as basic neuronal ‘blocks’ underlying consciousness processing 
(Changeux, 2006). It was shown (Ferrarelli et al., 2010) that under anesthesia consciousness 
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is reduced as information integration breaks down and the thalamo-cortical network is no 
longer capable to generate conscious states, as it becomes separated into a set of 
noncommunicating modules. Accordingly, it was suggested that for UWS patients, direct 
stimulation of the cerebral cortex leads to spatially limited, simple response (Rosanova et al., 
2012), that impairs generation of complex informational states.  
Overall, the experiments on anesthetized mice would provide additional evidence to 
the results presented in this work. They will also extend the current understanding of 
processing of auditory stimulation (specifficaly ASSRs and natural textures) in the brain. As an 
example, a hierarchical mechanism was suggested for the perception of auditory textures. 
According to it, the boundaries between objects are detected first and then the specific 
representation that corresponds to sound characteristics is formed (McDermoth et al., 2013). 
The first part is supposed to occur in primary auditory cortex, while the second in association 
cortex (Overath et al., 2010) and this assumption might be directly verified by the 
electrophysiological study.  
 
 
6.4.  Ethical and practical implications of PDOC diagnosis 
While animal research still raises some ethical controversy, it might seem that even more 
intense public debates are brought out by controversies related to cases of PDOC patients 
(e.g. Terri Schiavo, Terry Wallis, or more recently Vincent Lambert). The growing number of 
patients with prolonged disorders of consciousness (PDOC) - about 40–168 per 1 million of 
Americans with the UWS diagnosis (Graham et al., 2014) - has provoked discussions 
regarding their clinical care, legal situation, ethics and philosophy. Reliable diagnosis of these 
patients provides a basis for appropriate decisions concerning the choice of individual 
rehabilitation programs. It also facilitates long-term treatment planning in intensive care units 
or longitudinal monitoring of patient’s recovery. However, current clinical diagnosis is still 
uncertain and the majority of it concerns diagnosing as UWS instead of MCS (Schnakers et 
al., 2009).  
The clinical i.e. behaviour-based discrimination between UWS and MCS largely 
depends on the accurate identification of reflex and volitional responses, which might be 
difficult to attain (Prochazka et al., 2000). It was suggested that the wrong diagnosis usually 
takes place due to the lack of visual target recognition (visual pursuit; Schnackers et al., 
2009). In this thesis, the state of the patient was assessed with the CRS-R scale, which 
contains points directly reflecting the diagnostic criteria for MCS, however, it is still not free 
from mistakes. Thus, we stress here the need for more sophisticated neuroimaging methods 
that will soon be able to supplement or replace the traditional assessment.  
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For many, the issue of participation of patients unable to communicate in experimental 
research seems ethically controversial, since the consent is usually provided by the 
caregiver. In some cases, the patient may feel strong pain or discomfort due to the inability 
to perform the task, despite understanding it. He may also feel inconvenience due to 
particular stimuli used in the study (e.g. with emotional relevance), while not being able to 
express it. On the other hand, with the help of neuroimaging, PDOC patients that were initially 
incorrectly diagnosed or retain cognitive abilities will be able to make decisions about their 
life on their own (Demertzi et al., 2008). 
One of the most difficult ethical issues is to what extent patients’ families should be 
informed about the possibility of misdiagnosis. It seems that about 17% of patients diagnosed 
as UWS using behavioural tools retain a certain degree of cognitive performance, which 
typically remains undetected (Monti et al., 2010) and which was recently captured for some 
cases by the CMD condition (Fernández-Espejo et al., 2015). It is also impossible to rule out 
possible mistakes in the MCS assessment. Meanwhile, 90% of UWS patients families are 
convinced that the patient has retained some residual awareness of the pain, taste, 
environment or presence of other people; at the same time, they accept the patient’s 
condition to the extent where they do not expect improvement (Graham et al., 2015). 
Accordingly, such information may change certain attitudes towards the patient, decisions 
regarding the patient’s fate, arouse guilt or disappointment (Span-Sluyter et al., 2018). On 
the other hand, it increases the understanding of the patient’s situation. 
 
Summing up, the results presented in this work focused on the auditory domain with 
steady-state responses and brain activity evoked by natural auditory textures to verify their 
sensitivity to fluctuations in the level of consciousness. Specifically, the thesis addresses the 
problem of differentiation between UWS and MCS patients, which still remains clinically 
challenging. I have presented evidence that 40 Hz ASSR as well as brain reaction to auditory 
textures assessed with complexity measures seem to be promising tools to improve 
discrimination opportunities utilizing EEG measurement. The long-term outcome aims to 
provide relatively low-cost alternative that is easy to use at the bedside and is developed to 
be straightforward in interpretation.  
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Summary 
Severe brain injuries lead in many cases to prolonged disorders of consciousness (PDOC). 
Assessing the exact level of consciousness and thus predicting the future recovery is a 
complex task as patients are typically not able to communicate. At the same time this issue 
affects also the ethical and social aspects of patient’s life. Patients may be diagnosed with 
unresponsive wakefulness syndrome (UWS), which indicates that their body retains basic level 
of function (e.g. ability to breathe), while their cerebral cortex and subcortical structures are so 
severely damaged that they are unable to give rise to conscious processing. They may also 
be diagnosed as being in a minimally conscious state (MCS), where a certain degree of 
awareness is preserved yet fluctuating, and prognosis is more favorable, or as locked-in 
syndrome (LIS) when consciousness is preserved while patient remains totally paralyzed. 
Recent reports have repeatedly revealed that the level of misdiagnosis between those states 
is still around 40%, even when using the most recommended behavioral tool i.e. the Coma 
Recovery Scale - Revised (CRS-R). The main cause of these findings is the ambiguity of the 
symptoms manifested by patients. It is important to note that diagnosis affects further selection 
of rehabilitation programmes and treatment options for the patient. 
Therefore, the main aim of this thesis is to establish and validate two measurement 
protocols. Both are based on EEG measurement, which is easy to implement at the bedside 
and both rely on stimulation in the auditory domain, which was found to be usually less 
damaged in PDOC group. The first protocol is natural auditory textures, based on complex 
sounds with certain spectrotemporal pattern, which is assumed to be exclusively detected by 
a conscious brain, while the second - low- and medium-rate auditory steady-state responses 
comprised of simple sounds in the 4 - 40 Hz amplitude modulation range, which are expected 
to activate mainly cortical auditory and associative areas. The predominant experimental 
paradigm employed by both those methods was the passive one, where positive outcome 
indicates that the tested network is able to generate consciousness but does not necessarily 
mean that the subject is conscious. However, it was also enriched with the active approach 
(change detection or blinking to own name, respectively), where a positive outcome is a clear 
evidence of higher order processing. The above description was expanded in Chapter 1.  
The natural auditory textures method was implemented in two subsequent experiments 
described in detail in Chapter 2 and Chapter 3, respectively. In the first one we found that the 
process of change detection was followed by the formation of the parieto-occipital (PO) 
potential that scales, both in slope and height, with the level of task involvement (active vs 
passive-aware vs passive-naive group). On the contrary, P2 responses for the sound onset 
were comparable across all tested conditions. We also detected the underlying sources of the 
PO activity, mainly in the parietal, but also in the auditory and frontal areas. In the second 
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experiment (Chapter 3), we investigated subject groups with varying levels of consciousness 
(from NREM sleep, UWS and MCS patients, to awake passive and responding controls). Here 
the parietal potential differentiated only awake controls from both PDOC patients’ groups. It is 
important however that the complexity of neural representations (measured with Lempel-Ziv) 
allowed for a reliable distinction between UWS and MCS patients.  
Next, we examined the effect of low- and medium-rate ASSRs on deep NREM sleep 
unconsciousness in the healthy controls (Chapter 4) and also in the clinical group of PDOC 
patients (Chapter 5). Accordingly, we demonstrated that 4 - 40 Hz ASSRs are state-sensitive, 
and we showed specific regions displaying significant waking-NREM sleep differences for 
particular frequencies, comprising mainly of fronto-central areas. Then we suggested that two 
measures, i.e. mean inter-trial phase coherence and 40 Hz relative power could be potentially 
used to distinguish UWS and MCS patients’ groups. Interestingly, they were both found to 
correlate with total score of CRS-R as well as with many of its subscale scores. 
Summing up, we have concluded that the stimulation in the auditory domain with both 
the complex natural texture sounds and the periodically presented amplitude-modulated tones 
may potentially provide an objective criterion for differentiating states of consciousness in 
clinical group of PDOC patients. We propose that further research should continue to combine 
passive stimulation and active tasks with slightly modified stimulation and explore more 
measures based on complexity analysis, thus paving the way towards establishing the 
objective estimate of the level of neural dysfunction in PDOCs. The suggestions for further 
directions were summarized in Chapter 6. 
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Samenvatting 
Ernstig hersenletsel leidt in veel gevallen tot langdurige bewustzijnsstoornissen (prolonged 
disorders of consciousness, PDOC). Het beoordelen van de exacte staat van bewustzijn, een 
voorspeller voor toekomstig herstel, is een complexe taak, omdat patiënten meestal niet in 
staat zijn om te communiceren. Tegelijkertijd lijkt de beoordeling niet alleen een klinische, maar 
ook een ethische en sociale uitdaging te zijn. Patiënten kunnen worden gediagnosticeerd met 
het niet-responsief waaksyndroom (unresponsive wakefulness syndrome, UWS), wat inhoudt 
dat het lichaam zijn basale functies behoudt (bijv. het vermogen te ademen), terwijl de 
hersenschors zo ernstig beschadigd is dat de patiënt niet meer bij bewustzijn is. Patiënten 
kunnen ook een diagnose krijgen van een minimaal bewustzijnsstaat (minimally 
consciousness state, MCS) waar een bepaalde mate van bewustzijn behouden blijft en 
meestal een hogere kans op herstel wordt voorspeld. Een andere classificatie is het locked-in 
syndroom (LIS) waarin de patiënt bij bewustzijn blijft, maar tegelijkertijd volledig verlamd is. 
Recente rapporten geven aan dat het percentage van foutieve diagnoses tussen 
bovengenoemde staten nog steeds rond de 40% ligt, zelfs wanneer het meest betrouwbare 
richtlijnen worden toegepast, zoals de Coma Recovery Scale - Revised (CRS-R). De 
belangrijkste reden hiervoor is de ambiguïteit van de symptomen die de patiënten tonen. Het 
is belangrijk om op te merken dat revalidatie plannen en verdere behandelingen van de 
patiënten hierop worden gebaseerd. 
Daarom was het belangrijkste doel van dit proefschrift het verifiëren van twee 
meetprotocollen, beiden gebaseerd op EEG-metingen en dus gemakkelijk uitvoerbaar aan het 
bed. Stimulatie werd gegeven aan het auditieve domein, wat naar verwachting minder 
beschadigd is in de PDOC-groep. Twee soorten stimuli werden gebruikt: 1) Natuurlijke 
auditieve texturen, i.e. complexe geluiden met specifieke spectro-temporele kenmerken, 
waarvan verondersteld wordt dat de verwerking bewustzijn vereist. 2) Eenvoudige geluiden in 
het amplitude-modulatie bereik van 4-40 Hz, die lage- en middensnelle auditieve steady-state 
signalen oproepen, waarvan verwacht wordt dat ze voornamelijk primaire en associatieve 
corticale gebieden activeren. Beide stimuli werden gepresenteerd aan passieve 
proefpersonen. Aangenomen wordt dat de passieve benadering aangeeft dat de hersenen in 
staat zijn om bewust te verwerken, maar garandeert niet dat de patiënt inderdaad bij bewustzijn 
is. Dit werk werd echter ook uitgebreid naar een actieve taak (bijv knipperen naar eigen naam), 
waarbij een positief resultaat een duidelijk bewijs is van hogere orde-verwerking. De 
bovenstaande beschrijving is uitgebreid in hoofdstuk 1. 
De natuurlijke auditieve texturen methode werd geïmplementeerd in twee 
opeenvolgende experimenten (hoofdstuk 2 & hoofdstuk 3). In het eerste experiment 
ontdekten we dat het proces van detectie van verandering werd gevolgd door de vorming van 
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het parieto-occipitale (PO) potentieel, waarvan de helling en hoogte zich verhouden met het 
niveau van taakbetrokkenheid (actieve versus passief-bewust versus passief-naïeve groep). 
Integendeel, de P2-reacties gemeten voor de aanvang van het geluid waren vergelijkbaar 
onder alle geteste omstandigheden. De onderliggende bronnen van de PO-activiteit hebben 
wij voornamelijk in pariëtale, maar ook auditieve en frontale gebieden gemeten. In het tweede 
experiment onderzochten we meer proefpersonen met variërend bewustzijnsniveau (van 
NREM-slaap, UWS- en MCS-patiënten tot passieve en reactieve controles). Hier 
onderscheidde het pariëtale potentieel alleen de wakkere controles van beide PDOC-
patiëntengroepen. Belangrijk is echter dat de complexiteit van neurale representaties 
(gemeten met Lempel-Ziv) een betrouwbaar onderscheid mogelijk maakte tussen UWS- en 
MCS-individuele patiënten. 
Vervolgens onderzochten we het effect van auditieve steady-state responsen (ASSRs) 
met een lage en gemiddelde snelheid op onbewustzijn tijdens diepe NREM-slaap bij gezonde 
controles (hoofdstuk 4) en in de klinische groep van PDOC-patiënten (hoofdstuk 5). 
Zodoende hebben we eerst aangetoond dat 4 - 40 Hz ASSR's gevoelig zijn voor de staat van 
bewustzijn en dat specifieke (voornamelijk fronto-centrale) gebieden significant verschillen 
voor wakker-slaap (NREM) in bepaalde frequenties. Vervolgens stelden we voor dat de twee 
maten, dat wil zeggen de gemiddelde fase-coherentie en het 40 Hz relatief vermogen, mogelijk 
kunnen worden gebruikt om UWS- en MCS-patiëntengroepen te onderscheiden. Opvallend is 
dat ze beide correleren met de totale score van CRS-R en met veel van de subschaalscores. 
Samenvattend hebben we geconcludeerd (hoofdstuk 6) dat de stimulatie in het 
auditieve domein met zowel periodiek amplitude gemoduleerde geluiden als ook de complexe 
natuurlijke textuur geluiden mogelijk een objectief criterium kunnen bieden voor het 
differentiëren tussen staten van bewustzijn in klinische groepen van PDOC-patiënten. Wij 
stellen voor dat vervolgonderzoek zich richt op het combineren van passieve stimulatie en 
actieve taken met licht gewijzigde stimulatie en meer maten op basis van complexiteitsanalyse 
bekijkt met als doel een objectieve schatting te vergaren van het niveau van neurale disfunctie 
bij PDOC's. 
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