On approximating tree spanners that are breadth first search trees by Papoutsakis, Ioannis
On approximating tree spanners that are breadth
first search trees
Ioannis Papoutsakis
Kastelli Pediados, Heraklion, Crete, Greece, 700 06
October 31, 2018
Abstract
A tree t-spanner T of a graph G is a spanning tree of G such that the
distance in T between every pair of verices is at most t times the distance in
G between them. There are efficient algorithms that find a tree t·O(logn)-
spanner of a graph G, when G admits a tree t-spanner. In this paper, the
search space is narrowed to v-concentrated spanning trees, a simple family
that includes all the breadth first search trees starting from vertex v. In
this case, it is not easy to find approximate tree spanners within factor
almost o(logn). Specifically, let m and t be integers, such that m > 0
and t ≥ 7. If there is an efficient algorithm that receives as input a graph
G and a vertex v and returns a v-concentrated tree t · o((logn)m/(m+1))-
spanner of G, when G admits a v-concentrated tree t-spanner, then there
is an algorithm that decides 3-SAT in quasi-polynomial time.
Keywords. tree spanner, low stretch, hardness of approximation, spanning tree,
distance
1 Introduction
A tree t-spanner T of a graph G is a spanning tree of G such that the distance
between every pair of vertices in T is at most t times the distance between
them in G. There are applications of spanners in a variety of areas, such as
distributed computing [2, 19], communication networks [17, 18], motion plan-
ning and robotics [1, 7], phylogenetic analysis [3], and in embedding finite met-
ric spaces in graphs approximately [21]. In [20] it is mentioned that spanners
have applications in approximation algorithms for geometric spaces [13], various
approximation algorithms [10] and solving diagonally dominant linear systems
[22].
On one hand, in [4, 6] an efficient algorithm to decide tree 2-spanner ad-
missible graphs is presented. On the other hand, in [6] it is proved that for
each t ≥ 4 the problem to decide graphs that admit a tree t-spanner is an
NP-complete problem. The complexity status of the tree 3-spanner problem is
unresolved.
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There are NP-completeness results for the tree t-spanner problem for families
of graphs. In [11], it is shown that it is NP-hard to determine the minimum
t for which a planar graph admits a tree t-spanner. For any t ≥ 4, the tree
t-spanner problem is NP-complete on chordal graphs of diameter at most t+ 1,
when t is even, and of diameter at most t+ 2, when t is odd [5]; note that this
refers to the diameter of the graph not to the diameter of the spanner. In [15]
(which is based on a chapter of [14]) it is shown that the problem to determine
whether a graph admits a tree t-spanner of diameter at most t+ 1 is tractable,
when t ≤ 3, while it is an NP-complete problem, when t ≥ 4. The reduction in
this last NP-completeness proof is used as a building block for the reduction in
this article (see subsection 3.1).
In [11], for every t, an efficient algorithm to determine whether a planar
graph with bounded face length admits a tree t-spanner is presented. Using
a theorem of Logic, the existence of an efficient algorithm to decide bounded
degree graphs that admit a tree t-spanner appears in [12]. Also, for every t, an
efficient dynamic programming algorithm to decide tree t-spanner admissibility
of bounded degree graphs appears in [16].
The first non trivial approximation algorithm appears in [9]. There, an effi-
cient algorithm that finds a tree t ·O(log n)-spanner, when the input graph ad-
mits a tree t-spanner, is presented. In [8] a different efficient algorithm achieving
similar approximation ratio is presented, using chordal graphs; it is also given
a necessary condition for a graph to admit a tree t-spanner.
An alternative definition of the problem of deciding tree t-spanner admissible
graphs is the following. Let T be a spanning tree of a graph G. The stretch of
a pair of vertices u, v ∈ G is the ratio of the distance between them in T to
the distance between them in G. The maximum stretch of T is the maximum
stretch over all pairs of vertices of G. The Minimum Max-stretch spanning Tree
problem (MMST) is finding a spanning tree of minimum maximum stretch; i.e.
finding a tree t-spanner of a given unweighted graph G, such that G does not
admit a tree (t−1)-spanner. In [18] it is proved that approximating the MMST
problem within a factor better than 1+
√
5
2 is NP-hard; note that this holds for
big values of minimum maximum stretch. In [9], it is also shown that, for
sufficiently big t, it is hard to find a tree (t+ o(n))-spanner of a given graph G,
when G admits a tree t-spanner; note that in this case the minimum maximum
stretch is approximated additively.
An approximation algorithm has to find a good enough spanning tree of the
input graph. In this article, the search space is restricted to v-concentrated
spanning trees of the input graph G, where v ∈ G (see definition 2). The
family of v-concentrated spanning trees of a graph G is simple, easy to decide,
and contains all the breadth first search spanning trees of G with single source
vertex v. In this case it is not easy to find approximate tree spanners within
factor almost o(log n). Specifically, let m and t be integers, such that m > 0
and t ≥ 7. Unless there is a quasi-polynomial time algorithm for 3-SAT, there
is no efficient algorithm that receives as input a graph G and a vertex v and
returns a v-concentrated tree t ·o((log n)m/(m+1))-spanner of G, when G admits
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a v-concentrated tree t-spanner (theorem 1).
2 Definitions and lemmas
In general, terminology of [23] is used. If G is a graph, then V (G) is its vertex
set and E(G) its edge set. An edge between vertices u, v ∈ G is denoted as uv.
If H is a subgraph of G, then G[H] is the subgraph of G induced by the vertices
of H, i.e. G[H] contains exactly all the vertices of H and all the edges of G
between vertices of H.
Let v be a vertex of G, then NG(v) is the set of G neighbors of v, while
NG[v] is NG(v) ∪ {v}; in this paper we consider graphs without loop edges.
The G distance between two vertices u, v of a connected graph G, denoted as
dG(u, v), is the length of a u, v shortest path in G. The G distance between a
subgraph X of G and a vertex v of G is minx∈X dG(x, v) and it is denoted as
dG(X, v). Finally, the ith neighborhood of a vertex v of a graph G is defined as
N iG[v] = {x ∈ V (G) : dG(v, x) ≤ i}. The definition of a tree t-spanner follows.
Definition 1 A graph T is a tree t-spanner of a graph G if and only if T is a
subgraph of G that is a tree and, for every pair u and v of vertices of G, if u
and v are at distance d from each other in G, then u and v are at distance at
most t · d from each other in T .
Note that in order to check whether a spanning tree of a graph G is a tree
t-spanner of G, it suffices to examine pairs of adjacent in G vertices.
To apply the technique introduced in this article, the search space of span-
ning trees (towards finding a tree t-spanner) must be narrowed. It seems that
the broadest family of spanning trees this technique can capture is the following.
Definition 2 Let G be a graph and v one of its vertices. A spanning tree T of
G is v-concentrated if and only if for every i, T [N iG[v]] is a connected graph.
Clearly, a breadth first search spanning tree of a graph starting from a vertex
v is v-concentrated. Also, there can be many1 v-concentrated spanning trees
that are not breadth first search spanning trees starting from v. Moreover, note
that one can prove2 the following:
Proposition 1 Let G be a graph that admits a tree t-spanner T , where t ≥ 1.
For every vertex v ∈ G and for every d ≥ 0, the verices in NdG[v] are in the
same component of T [Nd
′
G [v]], where d
′ = d+ b t−12 c.
This proposition hints that every tree t-spanner is loosely “concentrated” around
each vertex v.
1For example clique Kn has only one breadth first search tree starting from a vertex v of
Kn but it has super-polynomially on n many v-concentrated spanning trees.
2A T path joining the endpoints of an edge of G between a vertex at distance d (d > 0)
from v and a vertex at distance d − 1 from v can stretch up to G distance d′ away from v
before returning back.
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An instance of 3-SAT is a set of clauses, where each clause is the disjunction
of exactly 3 distinct literals; a literal is a boolean variable or its negation. The
3-SAT problem is to decide whether there is a truth assignment to the variables
of a given instance, such that all its clauses are satisfied. Note that if a clause
contains less than 3 variables, then both a variable and its negation appear in
the clause; so, the clause is satisfied by every truth assignment. Therefore, it
suffices to examine instances for which each clause contains exactly 3 variables.
In this article, it is assumed that each clause of an instance of 3-SAT contains
exactly 3 distinct variables.
Let f and g be functions from the set of graphs to the set of non negative
integers. Then, f is O(g) if and only if there exist graph G0 and integer C, such
that f(G) ≤ Cg(G), for every graph G with |V (G)| > |V (G0)|. Also, f is o(g)
if and only if for every  > 0 there is a graph G such that f(G) < g(G) for
every graph G with |V (G)| > |V (G)|.
To define the running time of an algorithm, assume that the algorithm is
implemented by a deterministic Turing machine. For this, objects, such as
instances of problems or outputs of algorithms, are encoded as 0-1 strings. For
example, instances of 3-SAT can be encoded as 0-1 strings; then, the size of an
instance of 3-SAT is the length of its encoding. An algorithm runs in time f(n)
if there is a deterministic Turing machine M that implements the algorithm
and the time required by M on each input of length n is at most f(n). If an
algorithm runs in polynomial time, then the algorithm is called efficient.
3 Description of the reduction
Algorithm reduction is presented in figure 3; it takes as input an instance
φ of 3-SAT and an integer h > 1, while it returns a graph G. Here, h is a
parameter set in the proof of theorem 1 and depends on the number of variables
of φ; its choice is crucial for relating the finding of a not too bad approximate
tree spanner of G to a low enough running time for deciding satisfiability of φ
upon such a tree spanner. Given φ, graphs are constructed by calling function
get bb in figure 1, which become the building blocks of the final graph G. These
building blocks are put together in a tree like structure of height h.
3.1 Relation to a known NP-complete problem
In [15] it is proved that it is an NP-complete problem to decide whether a graph
admits a tree t-spanner of diameter at most t + 1, for t ≥ 4. The reduction
there is from 3-SAT. It turns out that for t = 7, graphs being built for the
sake of this NP-completeness reduction can be stacked one on top of the other
like building blocks. Then, a final graph G is constructed by stacking building
blocks, starting with a path having a central vertex v. This way, the difficulty
of finding a tree 7-spanner locally propagates, creating a chasm; in any easily3
3Meaning a tree spanner that does not solve the difficult tree 7-spanner problem locally.
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found tree spanner of G that is also concentrated around v, some two vertices
high in a stack are adjacent in G but far apart in the tree spanner.
Note that in [15] it is essential to prove the fact that if a graph G admits a
tree t-spanner of diameter at most t + 1, then G admits a tree t-spanner that
is a breadth first search tree. For bigger diameters, this fact does not hold; so,
the search space for tree spanners must somehow be narrowed to spanning trees
that are concentrated around a central vertex.
3.2 Formation of building block
Function get bb in figure 1 receives as input an instance φ of 3-SAT and two
integers i, j and constructs a graph. Integers i, j become labels of vertices of
the output graph in order to distinguish them among copies of this graph; also,
the output graph is denoted as Gi,j by the main function that calls get bb. A
part of graph Gi,j is shown in figure 2.
Function get bb(φ,i,j)
Input. A nonempty instance φ of 3SAT and two integers i, j.
V i,j = {vi,j⊕ , vi,j	 }
for (variable x of φ) V i,j = V i,j ∪ {xi,j}
for (clause c in φ){
for (variable x of c) V i,j = V i,j ∪ {xi,jc }
for (r = 1 to 8) V i,j = V i,j ∪ {qi,jr,c}
}
Ei,j = ∅
for (variable x of φ) Ei,j = Ei,j ∪ {xi,jvi,j⊕ , xi,jvi,j	 }
for (clause c in φ){
Let y,z, and w be the variables of c
g = [yi,j , yi,jc , z
i,j , zi,jc , w
i,j , wi,jc ]
for (k = 1 to 6) for (l = 1 to 8)
if (M [k, l] = 1) Ei,j = Ei,j ∪ {g[k]qi,jl,c} /*(1)
for (x in {y, z, w})
if (x appears positive in c) Ei,j = Ei,j ∪ {xi,jc vi,j⊕ }
else Ei,j = Ei,j ∪ {xi,jc vi,j	 }
}
return (V i,j , Ei,j)
Figure 1: Function get bb(φ,i,j) that forms a graph given an instance φ of 3-SAT,
which becomes a building block of the final graph. Parameters i, j are used to label
each building block. Matrix M used in line (1) is defined outside of the function and is
presented in section 3.2 (equation 1). Elements in array g and matrix M are numbered
starting from 1, not 0. Note that it is essential, as pointed out in section 2, that each
clause in φ contains exactly 3 variables.
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The vertex set of Gi,j is generated. First, two distinct vertices vi,j⊕ and
vi,j	 are placed into the vertex set of G
i,j ; these vertices will be used by the
reduction algorithm to glue the new building block to the existing construction.
Also, vi,j⊕ will “attract” the positive standings of variables in clauses (similarly,
vi,j	 the negative). Second, each Boolean variable of φ gives rise to a vertex of
Gi,j ; for each variable x of φ vertex xi,j of Gi,j is generated.
Third, for each clause c in φ, 11 new vertices of Gi,j are generated. Specif-
ically, 3 vertices are for the presence of each of the 3 variables in c and are
distinct from the vertices generated for the variables of φ; these vertices carry
the subscript c. For example, if c contains variables y, z, and w, then Gi,j
contains vertices yi,jc , z
i,j
c , and w
i,j
c . Additionally, the remaining 8 vertices take
letter q, are numbered from 1 to 8, and carry the subscript c as well; i.e. Gi,j
contains vertices qi,j1,c, q
i,j
2,c, . . . , q
i,j
8,c.
Then, the edges of Gi,j are formed. First the vertex that corresponds to
each variable of φ becomes adjacent to both of the distinct vertices vi,j⊕ and v
i,j
	 .
Second, for each clause c in φ, edges between the 14 vertices related to c are
placed; 11 vertices have been generated for clause c and 3 vertices correspond
to variables of φ that participate in c. These 14 vertices are partitioned in
two groups; the one group contains all 8 vertices denoted with letter q and the
other group the remaining 6 vertices. Each vertex in the group of 8 (the q
vertices) took a number when it was created; thusly, the vertices of this group
are numbered from 1 to 8. The vertices in the group of 6 are placed in an array
g and in this way are numbered from 1 to 6 (figure 1); for example, if c contains
variables y, z, and w, then g = [yi,j , yi,jc , z
i,j , zi,jc , w
i,j , wi,jc ]. Having numbered
the vertices within each group, the adjacencies between the two groups are
determined by the following matrix:
M =

1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1
 (1)
Matrix M has two main properties. It consists of three pairs of complemen-
tary to each other rows (for example, the first row is the complement of the
second). Also, if a sub-matrix of M consisting of whole rows of M contains at
least one 1 in each column, then the sub-matrix must contain at least one pair
of complementary to each other rows.
Third, there are a few more edges incident to vertices related to c. To
indicate the standing (negation or not) of each variable x of c, vertex xi,jc is
made adjacent to either vi,j	 or v
i,j
⊕ . Note that vertex x
i,j
c is related only to
clause c; in contrast, vertex xi,j may be related to many clauses.
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yi,j yi,jc zi,j z
i,j
c wi,j w
i,j
c
vi,j	v
i,j
⊕
qi,j1,c q
i,j
8,c
Figure 2: Part of graph Gi,j , being the output of function get bb. Let c be clause
(y ∨ z ∨ ¬w). Vertices related to clause c plus the distinct vertices vi,j⊕ and vi,j	 are
shown. Vertices in the rectangle are the vertices in array g. The dashed edges are
these determined by matrix M . All the edges of Gi,j incident to the white vertices are
shown in the figure.
Algorithm reduction(φ,h)
Input. A nonempty instance φ of 3-SAT and an integer
h > 1.
Let G be the path q1, p1, v, p2, q2
G1,1 = get bb(φ, 1, 1)
G = G ∪G1,1
identify q1 with v
1,1
⊕ ; identify q2 with v
1,1
	
b[1] = 1; j = 0
for (i = 2 to h){
for (s = 1 to b[i− 1])
for (clause c in φ)
for (r = 1 to 7){
j = j + 1
Gi,j = get bb(φ, i, j)
G = G ∪Gi,j
identify qi−1,sr,c with v
i,j
⊕ ; identify q
i−1,s
r+1,c with v
i,j
	
}
b[i] = j; j = 0;
}
return G
Figure 3: Algorithm reduction(φ,h) that forms a graph given an instance φ of 3-
SAT; building blocks formed by function get bb in figure 1 are put together in a tree
like structure of hight h. Variable b[i] stores the number of building blocks in layer i,
while variable s iterates over the building blocks of layer i − 1. Finally, variable r is
used to iterate over consecutive pairs of q vertices related to clause c in building block
Gi−1,s.
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3.3 Putting building blocks together
The construction of the final graph G starts with a path of length 4, having v
as its central vertex. Function get bb on input (φ, i, j) provides building block
Gi,j , where i and j are the indexes of the block. Then, building blocks with
various indexes are added in layers to the existing structure. The first index of
a building block indicates the layer that the block is placed in; i.e. layer i of
G contains exactly all graphs produced by calling get bb on input (φ, i, j) for
various j, while executing algorithm reduction on input (φ,h).
The first building block, graph G1,1, is attached to the endpoints of the
primary path by identifying the one endpoint of the path with vertex v1,1⊕ and
the other endpoint with vertex v1,1	 . Layer 1 contains only one graph, namely
G1,1. After this first layer (command for (i = 2 to h) in figure 3), at each step
of the construction, a new building block is attached to a pair of consecutive
q vertices of the previous layer. Specifically, building block Gi,j is attached
to building block Gi−1,s by identifying qi−1,sr,c with v
i,j
⊕ and q
i−1,s
r+1,c with v
i,j
	 ;
in figure 3, j counts the building blocks added to the new layer, s is used to
iteratively examine the building blocks of the previous layer (which are b[i−1] in
number), c iterates over the clauses in φ, and r iterates over the 7 first q vertices
related to clause c in building block Gi−1,s. The process adds iteratively blocks
to layer i until all pairs of consecutive q vertices of layer i − 1 are covered
and then continues with the next layer. The process halts when h layers are
completed. A summary picture of a two layer such graph is shown in figure 4.
vp1 p2
q2 = v
1,1
	q1 = v
1,1
⊕
G1,1
G2,1 G2,2 G2,7 G2,b[2]
1 2 3 4 5 6 7 8
1. q1,11,c = v
2,1
⊕
2. q1,12,c = v
2,1
	 = v
2,2
⊕
3. q1,13,c = v
2,2
	 = v
2,3
⊕
4. q1,17,c = v
2,6
	 = v
2,7
⊕
5. q1,18,c = v
2,7
	
6. q1,11,d = v
2,8
⊕
7. q1,17,e = v
2,b[2]−1
	 = v
2,b[2]
⊕
8. q1,18,e = v
2,b[2]
	
Figure 4: Part of output graph G of algorithm reduction in figure 3 for h = 2. Only
three clauses are involved here, namely c, d, and e, where c is examined first in the
for loops, d second, and e last. The table on the right hand side shows the vertices
of G that correspond to the numbered vertices in the figure; for example number 2
corresponds to 3 vertices of 3 different building blocks, which all have been identified
to one vertex of G. Note that there is no building block attached to pair 5, 6 of q
vertices of G1,1, since these are related to different clauses. The number of building
blocks in layer 2 is b[2].
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4 Hardness of approximation
Lemma 1 For every satisfiable instance of 3-SAT φ and for every h > 1, graph
G returned by algorithm reduction in figure 3 on input (φ, h) admits a v-
concentrated tree 7-spanner.
Proof. Let a be a truth assignment that satisfies φ. Let T be the graph
returned by algorithm tree 7-spanner in figure 5 on input (G,φ, a). Part of a
building block Gi,j of G where edges of T are shown appears in figure 6.
Algorithm tree 7-spanner(G, φ, a)
Input. A graph G, an instance φ of 3-SAT, and a truth
assignment a.
V = V (G); E = {q1p1, p1v, vp2, p2q2}
for (building block Gi,j of G){
for (variable x of φ)
if (a(x) = 1) E = E ∪ {xi,jvi,j⊕ }
else E = E ∪ {xi,jvi,j	 }
for (clause c in φ){
for (variable x of c)
E = E ∪ E(G[{vi,j⊕ , vi,j	 , xi,jc }]) /*(1)
Let z be a variable of c that makes c true through a
Q =
⋃r=8
r=1{qi,jr,c}
E = E ∪ E(G[Q ∪ {zi,j , zi,jc }]) /*(2)
}
}
return (V,E)
Figure 5: Algorithm tree 7-spanner(G, φ, a) that constructs a tree 7-spanner
of G, when G is the output of algorithm reduction(φ,h) in figure 3, where φ is
a satisfiable instance of 3-SAT; also, a is a truth assignment that satisfies φ. It is
assumed that the building blocks of G are known to this algorithm, as part of the
input graph G. As described in the proof of lemma 1, the command in line (1) results
in adding one edge to E, while the command in line (2) results in adding 8 edges to
E.
An essential fact hinting that the tree 7-spanner problem is solved locally
is proved first. Let Gi,j be a building block of G and c a clause in φ. Also,
let Qi,jc =
⋃r=8
r=1{qi,jr,c}. There is one variable z of c which is used to form T
edges incident to vertices in Qi,jc within G
i,j (see line (2) in figure 5). Here, zi,j
and zi,jc correspond to complementary to each other rows of matrix M ; so, each
vertex in Qi,jc is adjacent to one of z
i,j or zi,jc . But z is a variable that makes
c true through a; so, both of zi,j and zi,jc are adjacent in T to the same vertex
vi,j⊕ or v
i,j
	 (see figure 6). Therefore,
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Fact 1 For every building block Gi,j of G and for every clause c in φ, the T
distance between any two vertices in Qi,jc is at most 4.
Clearly, T spans V (G). Let P be path q1, p1, v, p2, q2. Let b(i
′) be the
number of building blocks in layer i′ of G. For every i, 0 ≤ i ≤ h, let V i =
V (P ) ∪ ⋃i′=ii′=1⋃j=b(i′)j=1 V (Gi′,j); then, let Gi = G[V i]. To picture Gi, it is the
subgraph of G induced by the first i layers of G plus path P . Clearly, G0 = P
and Gh = G. It is proved by induction on i that T [Gi] is a v-concentrated tree
7-spanner of Gi. For the base case, i = 0, both of T [G0] and G0 are equal to
path P , which has v as its central vertex.
Consider a building block Gi,j in layer i, where 1 ≤ i ≤ h. Let X be the set
of variables of φ; also, let Xi,j =
⋃
x∈X{xi,j}. Then, for every x ∈ X, vertex
xi,j is adjacent in T to either vi,j⊕ or v
i,j
	 depending on the value given by a for
x. Therefore, T [Xi,j ∪ {vi,j⊕ , vi,j	 }] consists of exactly two trees, one containing
vi,j⊕ and the other v
i,j
	 . Note that both of edges x
i,jvi,j⊕ and x
i,jvi,j	 are edges
of G; so, T [Xi,j ∪ {vi,j⊕ , vi,j	 }] is a subgraph of G. Towards proving that T is
v-concentrated, observe that each vertex u in Xi,j is adjacent in T to a vertex
(namely vi,j⊕ or v
i,j
	 ), which is closer than u to v in G.
yi,j yi,jc zi,j z
i,j
c wi,j w
i,j
c
vi,j	v
i,j
⊕
qi,j1,c q
i,j
8,c
Figure 6: Part of graph Gi,j , being a building block of graph G returned by algorithm
reduction in figure 3 on input (φ, h), where φ is a satisfiable instance of 3-SAT and
h > 1. Let c be clause (y ∨ z ∨ ¬w) of φ. Vertices related to clause c plus the distinct
vertices vi,j⊕ and v
i,j
	 are shown. Here, a(y) = 0, a(z) = 1, and a(w) = 1, where a is a
truth assignment that satisfies φ. Solid edges belong to T , which is the tree returned
by algorithm tree 7-spanner in figure 5 on input (G,φ, a); note that z is the only
variable that makes c true through a. Observe that the T distance between a pair of
white vertices (the q vertices) is at most 4.
Let C be the set of clauses of φ. Also, for every clause c ∈ C, let Xc be
the set containing the three variables of c. Let Xi,jc =
⋃
x∈Xc{xi,jc }. Then (see
line (1) in figure 5), every vertex in Xi,jc is adjacent in T to either v
i,j
⊕ or v
i,j
	
with the one and only edge4 of G between these 3 vertices. Therefore, T [Xi,j ∪
4Let x be a variable that appears in c. Then, vertex xi,jc is adjacent in G to either v
i,j
⊕
or vi,j	 , depending on the standing (negation or not) of x in c (see figure 1). Also, v
i,j
⊕ is not
adjacent to vi,j	 in G. Therefore, E(G[{vi,j⊕ , vi,j	 , xi,jc }]) contains only one edge.
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{vi,j⊕ , vi,j	 } ∪
⋃
c∈C X
i,j
c ] consists of exactly two subtrees of G, one containing
vi,j⊕ and the other v
i,j
	 . Again, each vertex u in
⋃
c∈C X
i,j
c is adjacent in T to a
vertex (namely vi,j⊕ or v
i,j
	 ), which is closer than u to v in G.
Let Qi,jc =
⋃r=8
r=1{qi,jr,c}. There is only one variable z in c which is used to
form T edges incident to vertices in Qi,jc within G
i,j (see line (2) in figure 5).
But zi,j and zi,jc correspond to complementary to each other rows of matrix M ;
so, each vertex in Qi,jc is adjacent to exactly one of z
i,j or zi,jc . Also, note that
G[Qi,jc ] doesn’t have any edges and z
i,j is not adjacent to zi,jc in G. Therefore,
T [Gi,j ] consists of exactly two subtrees of G, one containing vi,j⊕ and the other
vi,j	 , since V (G
i,j) = Xi,j ∪ {vi,j⊕ , vi,j	 } ∪
⋃
c∈C(X
i,j
c ∪Qi,jc ). Finally, each vertex
u in Qi,jc is adjacent in T to a vertex (namely z
i,j or zi,jc ), which is closer than
u to v in G.
By induction hypothesis, T [Gi−1] is a subtree of G. So, graph T [Gi] is
formed upon tree T [Gi−1] by attaching 0, 1, or 2 subtrees of G to each vertex
of T [Gi−1]. These attached trees are vertex disjoint to each other, with only
exceptions when 2 trees are attached to the same vertex u and in such cases
these 2 trees have only u as a common vertex. Hence, T [Gi] is a subtree of G.
Also, T [Gi] is not only v-concentrated but a breadth first search tree of Gi
starting from v as well; by construction of T [Gi], every vertex u of Gi (where
u 6= v) is adjacent in T [Gi] to a vertex closer than u to v in Gi.
If i = 1, then Gi has only one layer and only one building block; in this
case dT (v
i,j
⊕ , v
i,j
	 ) = 4, because of path P . If i > 1, then G
i,j is attached
to some building block Gi−1,s, by identifying pair vi,j⊕ , v
i,j
	 with a pair of ver-
tices in Qi−1,sc′ , where c
′ is a clause in φ (similarly to set Qi,jc above, Q
i−1,s
c′ =⋃r=8
r=1{qi−1,sr,c′ }). Conclusively, by fact 1, dT (vi,j⊕ , vi,j	 ) ≤ 4.
By induction hypothesis T [Gi−1] is a 7-spanner of Gi−1. In order to prove
that T [Gi] is a 7-spanner of Gi it suffices to examine T distances between end-
points of non T edges of Gi,j . Each vertex in Xi,j is at T distance 1 from vi,j⊕ or
vi,j	 , so the T distance between endpoints of non T edges of G
i,j [Xi,j∪{vi,j⊕ , vi,j	 }]
is at most 5, because dT (v
i,j
⊕ , v
i,j
	 ) ≤ 4. It remains to examine non T edges de-
termined by matrix M . Each vertex in
⋃
c∈C Q
i,j
c is at T distance 2 from v
i,j
⊕
or vi,j	 . Also, each vertex in X
i,j ∪ ⋃c∈C Xi,jc is at T distance 1 from vi,j⊕ or
vi,j	 . Therefore, the T distance between a vertex in
⋃
c∈C Q
i,j
c and a vertex in
Xi,j ∪⋃c∈C Xi,jc is at most 7, again because dT (vi,j⊕ , vi,j	 ) ≤ 4. 2
Theorem 1 Let m and t be integers, such that m > 0 and t ≥ 7. Also, let
n′ and f be functions from the set of graphs to the non negative integers, such
that n′(G) = |V (G)|, for every graph G, and f is o((log n′) mm+1 ). If there is an
efficient algorithm that receives as input a graph G and a vertex v and returns a
v-concentrated tree t · f(G)-spanner of G, when G admits a v-concentrated tree
t-spanner, then there is an algorithm that decides 3-SAT in 2O((logn)
m+1) time.
Proof. Since f is o((log n′)
m
m+1 ), for every  > 0 there is an H such that
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f(H) < (log n′(H))
m
m+1 for every H with |V (H)| > |V (H)|. Let H ′ be the
graph H that corresponds to  =
4
t12
m
m+1
. Let get spanner be the approxi-
mation algorithm assumed by this theorem. Let φ be a nonempty instance5 of
3-SAT. It is proved that algorithm 3-SAT in figure 7 on input φ returns YES if
and only if φ is satisfiable.
Algorithm 3-SAT(φ)
Input. A nonempty instance φ of 3-SAT.
Let n be the number of variables of φ
G=reduction(φ, d(log n)me)
if (|V (G)| ≤ |V (H ′)|)
solve φ exhaustively and return appropriately
T=get spanner(G, v)
for (building block Gi,j of G){
for (variable x of φ)
if (xi,jvi,j⊕ ∈ E(T )) a(x) = 1
else a(x) = 0
if (truth assignment a satisfies φ)
return YES
}
return NO
Figure 7: Algorithm 3-SAT(φ) receives as input a nonempty instance φ of 3-SAT and
decides whether it is satisfiable. Constant m and graph H ′ are defined outside of the
algorithm; m is a positive integer introduced in theorem 1, while H ′ is given in the
first paragraph of its proof. Algorithm reduction is presented in figure 3. Algorithm
get spanner is not given explicitly but its existence is assumed by the same theorem.
It is assumed that the decomposition of G into building blocks is given too, when G
is returned by algorithm reduction.
For the necessity, algorithm 3-SAT returns YES on input φ, only when it finds
a truth assignment that satisfies φ.
For the sufficiency, assume that φ is satisfiable. Let n be the number of
variables6 of φ. So, φ has at most 8n3 clauses. Set h = d(log n)me. Let G be
the output of algorithm reduction in figure 3 on input (φ,h). Note that n ≥ 3,
because φ is nonempty and each of its clauses contains 3 distinct variables; so,
h = d(log n)me > 1. Each building block Gi,j of G has at most n+88n3 vertices,
without counting vi,j⊕ and v
i,j
	 , because each variable contributes one vertex and
each clause 11 vertices. To each building block in layer i, 1 ≤ i ≤ h−1, at most
5As pointed out in section 2, each clause of an instance of 3-SAT contains exactly 3 vari-
ables.
6There is a way to encode instances of 3-SAT as 0-1 strings, such that the size of an
encoding of an instance φ is polynomially bounded by the number of the variables in φ. So,
because of the log in the description of the running time and the O notation that follows, the
size of an instance of 3-SAT can be considered as the number of variables it contains.
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56n3 building blocks are attached, because each clause contributes 7 building
blocks. Let b(i) be the number of building blocks of G in layer i. Then, b(1) = 1
and b(i) ≤ 56n3b(i−1), where 2 ≤ i ≤ h. Therefore, since G has h layers, G has
at most (56n
3)h−1
56n3−1 building blocks. Hence, G has at most (n+88n
3) (56n
3)h−1
56n3−1 +5
vertices, because each block contributes at most n + 88n3 vertices; plus the 5
vertices of the starting path. Increasing this quantity in order to make it simpler
and substituting h with d(log n)me, it turns out that G has at most 212(logn)m+1
vertices.
By lemma 1, G admits a v-concentrated tree 7-spanner; so, G admits a v-
concentrated tree t-spanner as well. Therefore, algorithm get spanner on input
(G, v) returns a v-concentrated tree tf(G)-spanner T of G. Assume, towards a
contradiction, that algorithm 3-SAT on input φ does not return YES. Then, first,
|V (G)| > |V (H ′)|, because otherwise the exhaustive search would have found a
truth assignment that satisfies φ. Second, for every building block of G truth
assignment a defined upon this building block and T does not satisfy φ.
Here, H ′ corresponds to  = 4
t12
m
m+1
. So, f(G) < 4
t12
m
m+1
(log n′(G))
m
m+1 ,
because |V (G)| > |V (H ′)|. But n′(G) ≤ 212(logn)m+1 ; therefore, tf(G) <
4(log n)m. Hence, T is a 4h-spanner of G.
For every i, 1 ≤ i ≤ h, there is a building block Gi,j of G in layer i,
such that dT (v
i,j
⊕ , v
i,j
	 ) = 4i. This is proved by induction on i. For i = 1
there is only one block in layer 1 and dT (v
1,1
⊕ , v
1,1
	 ) = 4, because of path P :
v1,1⊕ = q1, p1, v, p2, q2 = v
1,1
	 . Note that T is v-concentrated; so, P is a sub-path
of T .
For i > 1, consider layer i − 1. Then, by induction hypothesis, there is a
building block Gi−1,s, such that dT (v
i−1,s
⊕ , v
i−1,s
	 ) = 4(i−1). Let a be the truth
assignment defined by algorithm 3-SAT upon Gi−1,s and T . Since a does not
satisfy φ there is a clause c in φ which is not true through a.
Let Xc be the set of the 3 variables that appear in clause c. Let X =⋃
x∈Xc{xi−1,s, xi−1,sc }. Since T is a v-concentrated spanning tree of G, each
vertex in X must be adjacent to exactly one of vi−1,s⊕ or v
i−1,s
	 in T . This holds
because, first, vi−1,s⊕ and v
i−1,s
	 are the only G neighbors of vertices in X that
are at G distance at most7 dG(X, v) from v (there is no edge of G between
vertices in X and all vertices in X are at the same distance from v). Second,
vertices within G distance dG(X, v)− 1 from v (here, vi−1,s⊕ and vi−1,s	 are at G
distance dG(X, v) − 1 from v) induce a connected sub graph of T ; so, a vertex
in X cannot be adjacent in T to two vertices at G distance dG(X, v)−1 from v.
Let Q =
⋃r=8
r=1{qi−1,sr,c }. Again, vertices in X are the only G neighbors of
vertices in Q that are at G distance at most dG(Q, v) from v (graph G[Q] has
no edges and all vertices in Q are at the same distance from v). Also, vertices
within G distance dG(Q, v)− 1 from v induce a connected sub graph of T . So,
since T is a v-concentrated spanning tree of G, each vertex in Q is adjacent in
T to exactly one vertex in X.
7In a v-concentrated spanning tree T of a graph G, any vertex at G distance d (d > 0)
from v must be adjacent in T to a vertex at G distance at most d from v.
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The G edges between X and Q are these determined by matrix M . But every
sub-matrix of M consisting of whole rows of M must contain two complementary
to each other rows of M in order the sub-matrix to have a 1 in each column.
Therefore, there is a variable y in Xc, such that there is a vertex in Q adjacent
to yi−1,s in T and another vertex in Q adjacent to yi−1,sc in T . Here, truth
assignment a does not make c true; so, if yi−1,s is adjacent in T to one of vi−1,s⊕
or vi−1,s	 , then y
i−1,s
c must be adjacent in T to the other. Therefore, there is a
vertex in Q which is at T distance 2 from vi−1,s⊕ and another vertex in Q which
is at T distance 2 from vi−1,s	 . But each vertex in Q is at T distance 2 from
vi−1,s⊕ or v
i−1,s
	 ; so, there are two consecutive vertices in Q, q
i−1,s
r0,c and q
i−1,s
r0+1,c
say (where r0 is some integer from 1 to 7), such that q
i−1,s
r0,c is at T distance
2 from one of vi−1,s⊕ or v
i−1,s
	 and q
i−1,s
r0+1,c
is at T distance 2 from the other.
But dT (v
i−1,s
⊕ , v
i−1,s
	 ) = 4(i − 1); so, dT (qi−1,sr0,c , qi−1,sr0+1,c) = 4i. To pair qi−1,sr0,c
and qi−1,sr0+1,c is attached a building block of layer i, say building block G
i,j . So,
dT (v
i,j
⊕ , v
i,j
	 ) = 4i and the induction step holds.
Then, let Gh,j be a building block of layer h such that dT (v
h,j
⊕ , v
h,j
	 ) = 4h.
Let x be a variable of φ. Then, xh,j is adjacent8 in G to both of vh,j⊕ and v
h,j
	 .
But xh,j is adjacent in T to only one of vh,j⊕ or v
h,j
	 , because T is a v-concentrated
spanning tree of G. Therefore, xh,j is at T distance 4h + 1 from one of its G
neighbors vh,j⊕ or v
h,j
	 , which is a contradiction, because T is a 4h-spanner of G.
It remains to check the time complexity of algorithm 3-SAT based on the
number of variables of input. Construction of graph G takes 2O((logn)
m+1) time,
because there are at most 212(logn)
m+1
vertices in G (and even fewer building
blocks in G) and each building block of G is constructed efficiently. The ex-
haustive search takes place only for small values of n. Algorithm get spanner is
assumed to be efficient but, because of its big input, its call takes 2O((logn)
m+1)
time. Finally, each building block of G is examined once and each such exam-
ination is done efficiently. Therefore, the for loop over building blocks of G
takes 2O((logn)
m+1) time. 2
5 Notes
The tree 7-spanner returned by algorithm tree 7-spanner in figure 5 is not
only v-concentrated but also a breadth first search tree of G starting from
v, as pointed out in the proof of lemma 1. Moreover, restricting algorithm
get spanner to return a breadth first search tree of G starting from v, does
not affect the proof of theorem 1. Therefore, the hardness of approximation
described by theorem 1 also holds for breadth first search trees starting from v,
which is an even smaller than v-concentrated family of spanning trees.
8Note that just one vertex of Gh,j (other than vh,j⊕ or v
h,j
	 ) is needed. So, in algorithm
reduction (figure 3) the last layer (layer h) of G can be filled instead with graphs much smaller
than building blocks (a path of length 2 suffices) but this does not decrease the number of
vertices of G dramatically.
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A few, unrelated to each other, notes follow. First, this approach does not
lead to hardness of approximating tree spanners via general spanning trees; good
tree spanners are not usually breadth first search trees. Second, the result of
this article holds for stretch factor t greater or equal to 7; its an open problem
to find low factor approximate tree t-spanners for 3 ≤ t ≤ 6. Third, function
f = (log n)
log log logn
log log logn+1 is o(log n) but there is no m, such that f is o((log n)
m
m+1 ).
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