We demonstrate an economic and concise method for representing the elements of groups involved in the Suzuki chain. For example, we represent each element of Suz : 2 by a permutation on 14 letters from L 3 (2) : 2 followed by four words, each of length at most two, in 14, 36, 100, and 416 involutory symmetric generators, respectively. Such expressions will have an obvious advantage over permutations on 1782 provided that it is reasonably simple to multiply and invert them. We refer to this as nested symmetric representation of an element of the group. 
1.
Introduction. An element of order three in the class 3D (see [2] ) of Conway's group Co 1 is centralized by 3 × A 9 and the chain of subgroups K i (of Co 1 ) which are the centralizers of the subgroups A i obtained by fixing all but i points in this A 9 is called Suzuki chain, see [2, 8, 9] . This chain of subgroups in Co 1 , discovered by Thompson (unpublished), see [6] , has been of interest in finite groups.
In the present work, each of the Suzuki chain groups emerges as a group G generated by a set of |(K i : 2) : (K i+1 : 2)| involutions whose set normalizer in G is isomorphic to K i : 2. Most of these groups are constructed by hand using the double coset enumeration technique shown in [5] .
The main purpose of this paper is to introduce the concept of nested symmetric representation of elements of a group. In general, if we wish to multiply and invert elements in a straightforward manner, we must represent them as either permutations or matrices. The two operations are particularly easy to perform on permutations. Moreover, the cycle shape of an element immediately yields its order, and often its conjugacy class. However, for large sporadic groups, the lowest degree of permutation representations are unmanageable. Operations on matrices are much more difficult and basic information about an element is not readily recovered from its matrix representation. The approach illustrated in this paper combines conciseness with acceptable ease of manipulation and makes hand calculations with the elements possible. Inversion and multiplication can be performed manually or mechanically [1] by means of short recursive algorithms.
Involutory symmetric generators of groups.
Let G be a group and let T = {t 0 ,t 1 ,...,t n−1 } be a set of elements of order m in G. Making the definitions T i = t i and T = {T 0 ,T 1 ,...,T n−1 } allows us to define N = ᏺ G (T ), the set normalizer in G of T . We say that T is a symmetric generating set for G if the following two conditions hold:
(i) G = T , (ii) N permutes T transitively. We call N the control subgroup. Conditions (i) and (ii) imply that G is a homomorphic image of the progenitor
where m * n represents a free product of n copies of the cyclic group C m and N is a group of automorphisms of m * n which permutes the n cyclic subgroups by conjugation, see [3, 4, 5] .
Since in this paper we are only concerned with involutory symmetric generators, we restrict our attention to the case m = 2 (while N will simply act by conjugation as permutations of the n involutory symmetric generators).
Theorem 2.1. All non-abelian finite simple groups can arise as finite homomorphic images of progenitors of the form 2
* n : N.
Proof. Let H be a maximal subgroup of a finite simple group G. Suppose that 1 ≠ t ∈ G, t 2 = 1. Under the subgroup H, t G , the conjugacy class of t in G, splits into orbits as
Without loss of generality, we may assume that -1 = {t 0 , t 1 ,...,t n−1 } is not a subset of H. It is clear that
since H is maximal in G and -1 is not a subset of H. Therefore, 4) and, since G is simple, we have
..,n−1), then π ∈ ᐆ(G) and so π = 1, that is, H permutes the elements of -1 faithfully (and transitively). Now, let 2 * n denote a free product of n copies of the cyclic group C 2 with involutory generators t 0 ,t 1 ,...,t n−1 and let N H consist of all automorphisms of 2 * n which permute the t i as H permutes the t i :
Then, clearly G is a homomorphic image of 2 * n : N, a split extension of 2 * n by the permutation automorphisms N.
Since the progenitor is a semidirect product (of T with N), it follows that, in any homomorphic image G, we may use the equation
or iπ = πi π as we will more commonly write (see below) to gather the elements of N over to the left. Another consequence of this is that a relation of the form (π t i ) n = 1 for some π ∈ N in a permutation progenitor becomes
Each element of the progenitor can be represented as πw, where π ∈ N and w is a word in the symmetric generators. Indeed, this representation is unique provided that w is simplified so that those adjacent symmetric generators are distinct. Thus any additional relator by which we must factor the progenitor to obtain G must have the form πw(t 0 ,t 1 ,...,t n−1 ), where π ∈ N and w is a word in T . Now, if NxN is a double coset of N in G, we have 
or, more generally,
Let g be an element of G. Then we define 
Manual double coset enumeration.
It is now clear that we intend to take our progenitor of shape 2 * n : N, where N is a transitive permutation group on n letters. A canonical presentation for this progenitor is 
where the action of the elements of the control subgroup N L 3 (2) : 2 on the 14 symmetric generators may be given by x = (0, 0)(1, 1)(2, 2)(3, 3)(4, 4)(5, 5) (6, 6) and y = (0, 5, 6)(1, 2, 4)(1, 6, 5)(2, 4, 3). Here the symmetric generators are denoted by seven points 0,1,2,3,4,5, and 6, and seven lines 0,1,2,3,4,5, and 6 in the projective plane shown in Figure 3 .1. In order to obtain a finite homomorphic image of such a progenitor, we must factor by some additional relations. There are three two-point stabilizers N ij , depending on whether i is a point and j is a line not through it, i is a point and j is a line through it, or i and j are two different points or two different lines. Now consider the first case which is centralized by the involution π 00 = (0, 0)(1, 1)(2, 2)(3, 3)(4, 4)(5, 5)(6, 6). Lemma 2.3 stated that π 00 is the only permutation of N which can be written in terms of s 0 and s 0 . We make the assumption that π 00 = s 0 s 0 s 0 , a word in the symmetric generators s 0 and s 0 of the shortest length that does not lead to collapse. Also 
Consider the group
from which a simple presentation follows:
We are now in a position to carry out the double coset enumeration of G over N. The set of all double cosets [w] = NwN, the coset stabilizing subgroups N (w) , and the number of single cosets each contains are shown in Table 3 .1.
The double coset enumeration shows that the group defined by the symmetric presentation contains a homomorphic image of L 3 (2) : 2 to index at most 36, and gives a convenient name to each of the 36 cosets in terms of 14 symmetric generators. Moreover, the action of the generators on the 36 cosets, by right 
with orbits 1 + 6 + 3 + 4 on the 14 points 14
Since 000 ∼ * ⇒ 00 ∼ 0 
multiplication, is implicit in the enumeration and so it is readily checked that these permutations satisfy the given relations. Thus, |G : N| ≤ 36, so |G| ≤ 12 096 = |U 3 (3) : 2|, and the (relatively) easy task of finding generators for U 3 (3) : 2 satisfying the required relations completes the identification of G with U 3 (3) : 2. Table 3 .1 shows that the Cayley graph of G over N has the form shown in Figure 3 .2. We conclude our work on G by giving symmetrically represented generators for each of the maximal subgroups of: an involution in class 2A. 
The progenitor 2 * 36 : (U 3 (3) : 2). A presentation for the progenitor is
(3.14)
The double cosets and coset stabilizing subgroups are shown in Table 3 .2. The double coset enumeration yields a Cayley diagram of G over N (see Figure 3. 3). 
)(2, 4)(5, 6)s 0 , with orbits 12 + 24 on the 36 points One should note that the graph obtained above is not the regular graph, but the Cayley one. The regular graph whose automorphism group is G is obtained from the above one by joining the coset w to the coset iw. We may readily construct our symmetric generators as permutations of 1 + 36 + 63 = 100 letters and verify that they do indeed satisfy the relations we assumed, thus proving that the group G has order 12 096 × 100 = 1 209 600 = |J 2 : 2|. Identifying G with J 2 : 2 is straightforward and follows immediately from the construction of J 2 : 2 as the automorphism group of a rank-3 graph on 100 points, with suborbits 1, 36, and 63, and point stabilizer U 3 (3) : 2, see [2] .
Every element of G can be represented by a permutation on 36 letters followed by a word in the symmetric generators of length at most two. Alternatively and more concisely, we can represent each element of G by an expression of the form πuv, where π is a permutation on 14 letters (element of L 3 (2) 
(10, 13), 
The double cosets and coset stabilizing subgroups are shown in Table 3 .3. The double coset enumeration yields a Cayley diagram of G over N (see Figure 3 .4).
The coset enumeration shows that the group defined by the symmetric presentation contains a homomorphic image of N to index at most 1+100+315 = 416, and gives a convenient name to each 416 cosets in terms of 100 symmetric generators. Moreover, the action of the generators on the 416 cosets, by right multiplication, is implicit in the enumeration and so it is readily checked that these permutations satisfy the given relation. Moreover, G has order |J 2 : 2| × 416 = 503 193 600, and G is the automorphism group of a rank-3 graph (obtained from the above diagram by joining the coset w to the coset iw) of valence 100 on 416 points in which the point stabilizer is J 2 : 2. This is, of course, the group G 2 (4) : 2, see [2] . Every element of G can be represented by a permutation on 100 letters (elements of J 2 : 2) followed by a word in the symmetric generators of length at most two. Also each element of G can be represented by the expression πuvw, where π is a permutation on 14 letters (element of L 3 (2) : 2) and u, v, w are words of length at most two in the symmetric generators s's, r 's, and q's, respectively. We refer to this as nested symmetric representation of an element of the group. The (nested) symmetrically represented generators for each of the maximal subgroups of G (0, is a subgroup of index 2080 in G and is the normalizer of (0, 0)(1, 1)(2, 2)(3, 3)(4, 4)(5, 5)(6, 6)s 0 , (3.38)
an element of order 3 in class 3A;
is a subgroup of index 20800 in G and is the centralizer of q x , an involution in class 2C; is a subgroup of index 230400 in G.
3.4.
The progenitor 2 * 416 : (G 2 (4) : 2). A presentation for the progenitor is A nice way of looking at Suz : 2 is the way Suzuki constructed the group [2] as a rank-3 extension of G 2 (4) : 2 of degree 1782 with suborbit sizes 1, 416, and 1365. We will be looking at the group from this point of view to identify our homomorphic image of the progenitor with Suz : 2. 
The double cosets and coset stabilizing subgroups are given in Table 3 .4. The double coset enumeration shown in Table 3 .4 yields a Cayley diagram of G over N (see Figure 3 .5).
The coset enumeration shows that the group defined by the symmetric presentation contains a homomorphic image of N to index at most (1 + 416 + 4095 + 832 + 2) = 5346, and gives a convenient name to each 5346 cosets in terms of 416 symmetric generators. Moreover, the action of the generators on the 5346 cosets, by right multiplication, is implicit in the enumeration and so it is readily checked that these permutations satisfy the given relation. Thus |G| = |G 2 (4) : 2| × 5346 = 2 690 072 965 600, and G is isomorphic to the group 3 · Suz : 2. Finally, adding the relator (π p 0 )
13 [2] , where π induces a permu- 
We seek a monomial semilinear 1782-dimensional representation of N 3 · Suz : 2 over GF 4 , the Galois field of order 4. Elements in 3 · Suz : 2 can thus act as permutations of 1782 Klein four-groups, followed by the field automorphism σ of GF 4 is a copy of S 3 :
Elements of order 3 in S 3 cycle the involutions in each of the two fixed fourgroups, while its involutions interchange them and apply the field automorphism σ . We thus seek an image of (2 2 ) * 2 : S 3 , where With the help of the program in [5] , the enumeration over N gives a Cayley diagram (see Figure 3 .7).
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