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ABSTRACT
At present all numerical schemes based on some form of differencing approach are plagued by some
lack of accuracy when compared to the exact solution. This lack of accuracy can be attributed to
the presence of truncation error in the numerical method. Traditionally the error can be reduced
by increasing the number of mesh points in the discrete domain or by implementing a higher order
numerical scheme. In recent times the approach has taken a more intelligent direction where adaptation
or distribution of the mesh points is affected in such a way to reduce the error. However, grid adaptation
with all its progress over the past few decades still has not been able to completely address the issue as
to what constitutes a best grid. To address this issue, direct optimization approach is used, where the
solution and the grid adapts such that an optimum and correct solution is obtained. For some numerical
schemes the truncation error associated with the scheme can be easily separated to form a modified
equation, while for others the procedure can prove tedious and too laborious. Nevertheless, the kernel
of this study is to find some way to improve the accuracy of a numerical solution via optimization
where the movement of the grid points is predicated on minimizing the difference between the exact
and numerical form of the partial differential equation, thus delivering a more correct solution. A best
mesh for a given problem will reduce the variation between the discrete form of the pde and its exact
form and in the process deliver a more correct solution to the problem. The study will also illustrate
that the best mesh obtained for a given problem may not be consistent with conventional wisdom. In
grid generation in most cases a good mesh is aesthetically pleasing to the eye, however this study will
show that a best mesh could just as well be a dirty mesh. For numerical schemes in which the modified
equation can be obtained without severe complication the study will show that by minimizing the
leading truncation error terms in a difference scheme by adaptation the numerical order of the scheme
is increased. At present the study is confined to the two dimensional Laplace problem discretized by the
generalized and non-uniform formulation, while the one dimensional problem is the linearized viscous
Burgers’ problem discretized by the first order Roe’s finite volume method. The exact solution for both
the methods exist for a complete comparison with the numerical results. The study strives to answer
two important questions regarding grid adaptation: (i) The best grid may not be unique for all types
of problems, but if there is a best grid how does one attain it? (ii) If a best grid exists, is it worth the
computational effort to obtain it? The efficiency of the present method is strongly influenced by the
choice of the optimization method and how the control vector is set up over the solution domain. This
study includes details of the work done on this facet of the overall work.
1CHAPTER 1. INTRODUCTION
1.1 Overview
The order of the numerical solution and the quality of grid generation on the solution domain
influence the accuracy of the numerical solution. The order of the numerical system is influenced by
the leading truncation error terms in the modified expression. If the leading truncation error terms
are driven to zero then the numerical solution is closer to the exact solution. Deriving higher order
numerical schemes can become tedious and time consuming. Also, some higher order schemes come with
inherent instabilities. What if a low order scheme were devised that could produce a solution accuracy
of a higher order scheme with the same number of grid points? This approach would be appealing
since a low order scheme is easier to derive and implement. Grid adaptation would be required for the
low order scheme to provide comparable accuracy to a higher order scheme. However, the only way
the movement of the grid points can improve the accuracy of the low order scheme is by the optimum
distribution of grid points. The optimum distribution of the grid points would ensure an accurate
solution from the low order scheme and direct optimization would achieve this optimum distribution
of points. This study investigates the implementation of direct optimization on low order schemes and
grid adaptation to obtain accurate solutions comparable to higher order schemes
1.2 History of grid generation and grid adaptation
The governing equations of fluid dynamics and heat transfer when discretized are hindered by
the presence of truncation error. The truncation error inherent in any discretized formulation of a
numerical scheme on non-linear problems defines the difference between the numerical solution and the
exact solution. If the truncation error is reduced toward zero then more accuracy can be attained by
the numerical approximation. A global refinement of the problem domain would reduce the truncation
error substantially, but the price would be unacceptable and inefficient usage of computational resources.
This is where adaptive grid methods play a pivotal role in solution accuracy. A method is conceived such
that the best possible grid is used to minimize the truncation error yielding a numerical approximation
that approaches the exact solution.
Adaptive grids have been employed in computational fluid dynamics and heat transfer problems for
over 30 years. They have been employed in structured as well as unstructured grids with success. With
the demand for accuracy of results of complex flow fields the need for adaptive grids is paramount. The
adaptive grid allows the numerical scheme to accurately capture regions of disturbance e.g., shocks,
expansion fans, and boundary layers, that are complex disturbances. These disturbances cannot be
accurately captured unless their location in the grid domain is known a priori to the solution step.
2What is required is a method that optimizes the redistribution of the grid points as the solution evolves.
The redistribution should produce the optimum mesh that produces a numerical solution with the least
truncation error to ensure accuracy with the exact solution.
There have been numerous studies done in grid adaptation in the past thirty years. Extensive
literature can be found regarding various methods in grid generation and solution adaptive grids. Before
introducing the subject of solution adaptive grids it is necessary to introduce various grid generation
approaches and how they have evolved over the decades. At present the grid generation is no longer
restricted to structured grids; unstructured grids over the past decade have grown in popularity when
dealing with complicated three dimensional geometries. Unstructured grids deliver a level of freedom
that cannot exist with structured grids around complex shapes in two and three dimensions. Cartesian
grids have also become popular for grid adaptation. Solution adaptive grid strategies recently are
being used extensively in unstructured and Cartesian grids because they do not require an ordered
data structure that is required for structured grids. The current study will restrict itself to structured
grids in the context of adaptation and optimization. Prior to the grid adaptation step an initial grid is
required, in the past the quality of the initial grid ensured a better solution until solution adaptive grid
techniques were implemented. A solution adaptive grid exists when grid generation models are coupled
to the numerical solution and as the grid adapts the numerical solution progresses. Structured grid
generation is categorized as algebraic, partial differential and variational grid generation. Variational
grids fall under the optimization category. A complete survey of various methods has been done by
Thompson in [1] and Hawken in [2]. Sections §. 1.2.1, §. 1.2.2 and §. 1.2.3 present an overview of the
various methods in structured grid generation.
1.2.1 Partial Differential Methods
The spacing of the grids in high gradient regions is required to be small to minimize truncation
error in the numerical solution. However, rapid change in grid spacing or departure from orthogonality
can induce errors in the solution domain. In general an ideal grid is an orthogonal grid with smooth
transition of grid clustering in regions of high disturbance. For some complex shapes the ideal grid
is not possible. For a particular problem there will exist an infinite number of solutions associated
with an infinite number of grid types. The most accurate solution will be obtained from the best
grid. One particular solution can be obtained by requiring the ξ(x, y) and η(x, y) functions to satisfy
certain partial differential equations in a prescribed domain. These equations are elliptic, parabolic, or
hyperbolic in nature. The most widely used equation is elliptic and based on Poisson’s equations from
which Laplace’s equations are a special case:
∇ξ2 = 0
∇η2 = 0
The grids created from elliptic partial differential equations are smooth and non-degenerative. The
discontinuities present on the boundaries do not propagate into the interior of the grid. Grids from
Laplace’ equations satisfy the necessary conditions from which an extremal can exist only on a domain
boundary. The integral over a domain can be minimized:
P.I. =
∫
x
∫
y
(∇ξ2 +∇η2) dxdy , minimize P.I.
3The mapping of the Laplace’s equation onto the physical domain was first explored by Winslow [3] in
the late sixties. When the integrand is minimized the final grid is smooth. When Laplace’s equation
is used the grid is smooth over the domain, but there is no control over the clustering of the grid lines
in the vicinity of high gradients in the flow field. Clustering of grid lines is desirable to accurately
capture flow field disturbances and viscous effects in the boundary layer. Recognizing this deficiency in
Laplace’s equation Thompson in [4] and Thompson et al. [5] added forcing functions that act as control
functions for Laplace’s equation.
∇ξ2 = P
∇η2 = Q
With the inclusion of the forcing functions the homogeneous elliptic equations become non-homogeneous
Poisson’s equations. The forcing functions allow the boundaries to influence the grid in the interior in
new ways. In the (ξ,η) space the Poisson grid law is expressed as
P.I. = αrξ,ξ − 2γrξ,η + βrη,η + J2 (Prξ +Qrη) , minimize P.I.
The coefficients α, γ and β are constructed from inverse grid metrics, which are spatial differentials in
the (ξ,η) space. Section §. 2.2 discusses the generalized system including metrics and inverse metrics.
The solution to elliptic partial differential grid generator equations can be computationally expensive
in the higher dimensions. The solutions to the elliptic grid generator equations are obtained through
iterative algorithms. With the increase in the number of grid points and coordinate dimensions the
iterative process can be time consuming. In elliptic grid generator equations the curvilinear coordinates
in ξ, η, ζ space are mapped onto a six sided surface volume space in three dimensions. In two dimensions
the ξ, η coordinates are mapped onto a four sided physical domain. By avoiding the mapping stage, it
can be more efficient to march out from the boundary or surface of a body. The marching out from
the boundary domain or surface domain in the physical plane is done by using the hyperbolic partial
differential equations. However, the grids developed from hyperbolic partial differential equations are
generally more suitable for external flow problems. The hyperbolic grids are susceptible to grid folding
and overlapping since any discontinuity at the boundary is propagated into the interior. For external
grids the method is efficient and with some effort, can produce good quality smooth grids.
1.2.2 Algebraic Methods
Algebraic methods of grid generation depend on interpolation schemes from which the computational
domain is mapped to a four sided or six sided surface in the physical domain. Algebraic methods are
efficient and computationally inexpensive. The most widely used algebraic method in two and three
dimensions is the method of Transfinite Interpolation. The method in its general form can be constructed
from using the projector idea of Boolean algebra. A projector maps a unit square in the computational
space onto the physical space preserving the location of the vertexes. As an example the recursive
expression for interpolation on a two dimensional boundary is defined by the following expression
r(ξ, η) =
p∑
k=1
αk(ξ)ak(η) +
q∑
k=1
βk(η)
[
bk(ξ)−
p∑
k=1
αk(ξ)ak(ηk)
]
4The boundary position vectors are ak and bk as shown in Figure 1.1, whereas the blending or basis
functions are defined by αk(ξ) and βk(η) terms. The basis functions are the projectors which can be
linear or non-linear in ξ, η space.
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Figure 1.1 Mapping between the computational space and the physical space
The algebraic methods do have some drawbacks compared to the partial differential methods in
regards to grid quality control and convexity of domains. Algebraic methods cannot guarantee smooth
grids or precisely controlled clustering within the interior of the grid domain. If the region is not
convex then grids can overlap, fold or cross the boundaries. The method is often used as an initial grid
generation scheme on which some elliptic solver is used to provide improved grid quality. For further
reading and discussion on algebraic methods Ref.[6] is recommended.
1.2.3 Optimization Methods
Most of the methods in the category of algebraic or partial differential methods can be considered
as ad hoc type methods. They are methods predicated on existing solutions to their differential or
algebraic expressions. A more mathematical and universal approach would be to utilize the concepts
of optimization to distribute points along the grid domain. In this method an integral is constructed
that is to be minimized within a given problem domain. The integrand is a function that represents
some aspect of grid quality. The local value associated with the integrand is the departure from what
constitutes a good grid. In two dimensions the integral is defined as
P.I. =
∫ ∫
L
(
u, q
)
dt
5where the L-functional can be defined as a weighted linear combination of separate grid quality L-
functionals. The details pertaining to the choice of the functionals can be found in Refs.[6, 7] and [8];
whereas this section only strives to introduce the concept in the context of grid generation trends.
L = LS + λOL´O + λAL´A
In general smoothing (LS), grid area variation (LA) and orthogonality (LO) constitute grid quality
terms. The individual functionals are defined by the user e.g.,
LS =
rξ · rξ + rη · rη
J
L´O =
[rξ · rη
J
]2
L´A = (ωJ)
2
The ω term is some prescribed weight function for the area functional, L´A, and J is the Jacobian which
is some measure of the volume of a two dimensional grid cell defined by
J =
∂x
∂ξ
∂y
∂η
− ∂x
∂η
∂y
∂ξ
−
The minimization of the performance index, P.I., is done by variational calculus. The application of clas-
sical variational calculus for generating good quality grids was introduced by Brackbill and Saltzman
[9] thirty years ago. This involves using the Euler-Lagrange differential equations to find the mini-
mum solution of the functional [9]. In two dimensions there will exist two Euler-Lagrange differential
equations. The equations can be combined and written in vector-calculus form as shown below
∇t ·
(
∂L
∂u
)
− ∂L
∂q
=
∂
∂t1
(
∂L
∂u1
)
+
∂
∂t2
(
∂L
∂u2
)
− ∂L
∂q
= 0
where the gradient term is the partial with respect to the independent variable vector t
∇t = iˆt1
∂
∂t1
+ iˆt2
∂
∂t2
and the control vector u is a function of the dependent q variables:
∂L
∂u
=
{
∂L
∂u1
∂L
∂u2
}
, u =
{
u1
u2
}
On closer inspection the control variables in u are recognized as the grid speed terms or the rate at
which the dependent variables change with respect to the independent variables.
u1 =
∂q
∂t1
⇒ rξ
u2 =
∂q
∂t2
⇒ rη
In general the Euler-Lagrange differential for a two dimensional problem consists of:
• a set of two independent control variables t = (t1, t2)⇒ ξ, η.
• a set of two dependent variables q = (q1, q2)⇒ x, y.
6Performing the partial differentiations in the Euler-Lagrange differential equations produces the follow-
ing expression in (ξ,η) space, where the coefficient matrices [A] · · · [E] developed in [9] contain derivatives
of the Cartesian coordinates with respect to (ξ,η) along with the grid metric terms.
[A] rξ,ξ + [B] rξ,η + [C] rη,η + [D] rξ + [E] rη = 0
In optimization the minimum is defined by satisfying the necessary and sufficiency conditions. The
sufficiency conditions are harder to derive in variational calculus and therefore they are verified after
necessary conditions are satisfied or automatic due to the nature of the Jacobian. The necessary
conditions are obtained from the Euler-Lagrange differential equations as ordinary differential equations.
The solution to the Euler-Lagrange differential is called the extremal. In ordinary differential parlance
the extremal is the particular solution to the differential equation. The drawback with the variational
calculus methods is that the functional may be bounded, but a function that minimizes it may not
exist. If the necessary conditions cannot be satisfied the integral cannot be minimized and therefore an
appropriate grid may not be obtained.
Grid generation based on classical variational calculus can fail if there exists no solution to the
prescribed Euler-Lagrange differential equations and boundary conditions. Another approach that di-
rectly minimizes the integral without relying on complicated differentials and their extremal is Direct
Optimization methods. In direct methods the integral is minimized using a gradient or non-gradient
based optimization scheme in which the grid point locations are a set of control variables. The integral
equations from variational calculus are discretized into summations. The summations become the func-
tional in algebraic form which is dependent on a set of control vectors. The control vectors consist of the
grid point locations for every grid point. The solution vector is determined by the optimization method
which is the adapted new grid point locations that satisfy the necessary and sufficiency conditions in
the optimizer. Jose´ E. Castillo et al. in [10], [11] and [12] introduces the direct optimization method on
variational grid-generation. In classical variational grid generation the minimization problem is solved
by solving the Euler-Lagrange differential equations. The integral constraints on the Euler-Lagrange
differentials are automatically satisfied. In direct optimization of the variational grid problem the terms
that control and constrain the quality of the grid are obtained directly from the discrete grid points and
the constraints are not automatically satisfied. In direct optimization the constraints are often enforced
by expressing the objective function as some linear combination of the weighted functionals.
J(x) = σLFL + σAFA + σOFO (1.1)
Choosing the correct weighted parameters is important. For example, the length functional, FL influ-
ences the smoothing quality in the grid, but does not prevent folding while the area functional, FA,
prevents folding, but can produce non-smooth grids. To obtain a smooth adapted grid the area and
the length functional need to combined with their appropriate weighted parameters. The choice can
be complicated, because of the varying dimensionality of the functionals. This can sometimes lead to
problems in the minimization process. However, so long as the weighted parameter for the smoothing
or length scale functional is positive the problem is well posed and can be minimized by implementing
the Hestenes-Stiefel conjugate gradient method with exact line search. Castillo on direct optimization
concludes that
Much of the power is inherited from the the fact that it treats the problem of grid generation
7as discrete from the start. This allows for great facility in designing and testing functions,
along with algorithms for their minimizations.
The necessary conditions for the Euler-Lagrange equations of the L-functionals are not known a priori,
and as mentioned earlier the functional may be bounded but a solution or extremal may not exist.
In direct optimization the L-functionals can be tested and discarded without having to set up the
Euler-Lagrange equations. With the advancement in computer hardware this approach is now being
sought after and researched. Gradient based schemes like the conjugate gradient method have been
successfully used to adapt the grid points to produce a good quality grid. Dulikravich et al.[13, 14]
used the conjugate gradient method to produce grids with grid quality terms analogous to those in the
Brackbill and Saltzman L-functionals in two and three dimensions.
1.2.4 Dynamic Adaptation
As introduced earlier, to capture regions of high disturbance clustering of grid points is required.
The clustering should be smooth with an optimum degree of orthogonality to mitigate and suppress
errors in the numerical solution. But the regions of high disturbance are not accurately known a priori
to the solution step. To adapt the grids appropriately as the solution evolves requires the coupling of
the grid generation stage to the numerical solution process. Regions of high gradients such as shocks or
disturbance fields in the boundary layer must somehow be communicated to the grid generation process
so that the grids adapt around these regions to accurately capture them. This process is called dynamic
adaptation and there are three distinct approaches:
Redistribution of grid points (r-refinement) In this approach the number of grid points in the
solution domain remains fixed. The grid points are moved towards regions of high disturbance
where the solution gradients are high and away from regions where the solution is smooth. The
global accuracy of the numerical solution may not improve, but locally the error is reduced around
high gradient regions. Special care needs to be taken when adaptation is too severe near high
gradient regions, because, since the number of grid points is fixed the regions of smooth flow that
would ordinarily have low error would now experience an increase since the grids would stretch
and distort. The distortion of the grid in the smooth region could increase the global error even
though the local error in the high gradient region has been reduced. So, when the grid is being
adapted special consideration needs to be taken not to deplete the grid excessively around regions
of low error. The method is efficient since the data structure does not require storage of adjacent
cell and grid node information during adaptation to maintain connectivity.
Local Refinement (h-refinement) In this approach the grid cells in the vicinity of the high dis-
turbance are subdivided until a certain prescribed error tolerance is achieved. The subdivision
prevents depletion of points from other regions where the error may be low and therefore there
is no cause for increase in global error. The subdivision in regions of high gradients reduces the
local error and since there is no stretching or depletion of grid points from the smooth region the
global error also reduces. The data structure for the subdivision of grid cells requires additional
memory storage since the connectivity of adjacent cells is retained prior to subdivision and then
re-connected once subdivision is complete. This process is quite computationally expensive and an
optimized algorithm that subdivides and re-connects all the adjacent cells and nodes is required,
8else the numerical process will be inefficient. This is a preferred approach in unstructured grids
since the connectivity of adjacent cells does not require any order and so the information from
the previous grid can be discarded.
In general for the r-refinement and h-refinement grid adaptation methods a monitor function is chosen
as a measure of some grid quality property. The monitor function is then used in a source strength
expression that governs the degree of attraction or repulsion of the grid lines as the solution evolves.
The source strength expression is generally some linear combination of the monitor function and its
derivatives in each (ξ, η) coordinate space as shown by Lee et al. in [15]. The candidates for the monitor
function are chosen at the user’s discretion and usually revolve around grid skewness, area variation
and orthogonality of the grid lines.
Increase in Algorithm Order (p-refinement) In this approach the order of the solution method
around regions of high gradient is increased. The increase in order of the scheme increases the
global accuracy of the solution domain without changing the grid distribution or size. The ap-
proach is efficient since the grid generation part is not attended to once the initial grid is built.
The disadvantage is that formulating higher order schemes can be complicated and they also come
with inherent instabilities that could impede performance and convergence of the solution. Higher
order schemes are subject to oscillations and require dampening or else the solution can diverge.
This approach is not widely used in multi-dimensional problems as opposed to the previous two
approaches.
1.3 Trends in truncation error reduction
In general, most adaptive methods rely on the principle of error equidistribution developed in [16,
17, 18] similar to the one proposed by Boor [19], which requires that the numerical solution error be
equally distributed throughout the solution domain. The most popular error estimator used currently
is the gradient of the numerical solution in the vicinity of high disturbance. These error estimators
rely on the smoothness of the differential solution and in the vicinity of a discontinuity they become
singular as shown by Yamleev and Carpenter [20]. According to Yamleev and Carpenter to remove the
singularity and make the adaptive grid smooth, a grid smoothing procedure is required. By employing
grid smoothing the adaptation near the discontinuities is driven by the grid smoothing procedure and
not the error estimator. Yamleev and Carpenter also show that additional fine grids in the vicinity
of the shock do not necessarily improve the accuracy of the solution. Grid clustering will increase the
resolution of the shocks, but the non-uniformity in the grids will increase the error that is introduced
into the numerical solution. According to Yamaleev in [21, 22], providing an accurate and reliable
error estimate is not trivial, and, as a result, the grid optimality may suffer by the poor error estimate.
In [21, 22] the leading truncation error associated with pth-order finite difference approximation is
minimized by constructing an optimal coordinate transformation. In contrast to equidistribution error
distribution methods for the method in [21, 22] a posteriori error estimate is not required. According
to Sun and Takayama in [23] the current schemes for locating regions of error are restricted to grid
refinement and movement and not necessarily error reduction:
The essence of adaptation criterion for localizing numerical errors is just to detect disconti-
nuities in the computational domain. The criterion is actually a discontinuity-detecting or
9feature detecting criterion.
Yamaleev and Carpenter conclude that neither grid adaptation via grid re-distribution or mesh en-
richment reduce the error across the shock integral compared with what can be obtained from a fine
uniform grid. Grid adaptation becomes desirable if the first order component of the error is larger in
the smooth region of the flow than the requisite design order component. In the past the location of
the error in the solution domain inadvertently took precedence over the reduction in numerical error as
shown by the following studies in grid adaptation: Rai and Anderson [24] use a method of clustering
the grids in the vicinity of a disturbance by attracting the grid lines into the region: attraction of points
is influenced by regions of large error and repulsion by regions of low error. Gnoffo [25] uses a method
similar to a system of springs placed between grid points whose spring constants are a function of some
error formulation. Nakahashi and Deiwert [26, 27, 28] extended Gnoffo’s method by including torsion
forces that relate grid point positions to ensure smoothness. The equidistribution of error scheme is a
common procedure that involves the redistribution of grid points to equally distribute the error over
a coordinate line. Harvey, Sumantha, Lawrence, and Cheung[29] implemented the equidistribution
scheme along with the system of springs to control the weighting functions to adapt the grids in high-
speed parabolic flow solvers. Marsha Berger and Anthony Jameson in [30] describe a simple procedure
to locate regions of high error. In their study the regions are primarily the leading and trailing edges
and in the neighborhood of shock waves. The solution procedure starts by time stepping on a single
global grid and the adaptation procedure initiates when the residual reaches a prescribed tolerance. The
grid points where the error estimate is high get flagged for subdivision. When the domain is refined the
solution is transferred from the coarse mesh to the finer mesh by interpolation. This study primarily
focuses on grid refinement or re-meshing rather than numerical error reduction since the former is easier
than the latter. However, the current focus on grid adaptation is to reduce numerical error rather than
just locating the error regions.
What this means is that the general notion regarding smooth, orthogonal and aes-
thetically pleasing grids should not be expected to reduce the numerical solution error
in the computational domain. It can be further inferred that for a particular problem
to reduce the numerical solution error the best grid may go against general convention
of what constitutes a best grid. The definition of a best grid may not be hinged upon
the grid quality measures like smoothing, area variation, and orthogonality, but on the
reduction of numerical error so that the numerical solution is close to the exact solution.
A so called dirty grid with skewed grid cells and abrupt changes in grid cell area could
represent a best grid for a problem if the truncation error in the numerical solution is
minimized.
1.4 Objective of the current study
As mentioned earlier all numerical schemes based on some form of differencing approach are plagued
by some lack of accuracy when compared to the exact solution. This lack of accuracy can be attributed
to the presence of truncation error in the numerical method. Traditionally the error can be reduced by
increasing the number of mesh points in the discrete domain or increasing the order of the numerical
scheme. In recent times the approach has taken a more intelligent direction where adaptation or
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distribution of the mesh points is affected in such a way to reduce the error. However, grid adaptation
with all its progress over the past few decades still has not been able to completely address the issue as to
what constitutes a best grid as explained in §. 1.3. To address this issue direct optimization approach is
required, where the solution and the grid adapts such that an optimum and correct solution is obtained.
For some numerical schemes the truncation error associated with the scheme can be separated to form a
modified equation, while for others the procedure can prove tedious and too laborious. Nevertheless, the
kernel of this study is to find some way to improve the accuracy of a numerical solution via optimization
where the movement of the grid points is predicated on minimizing the difference between the exact and
numerical form of the partial differential equation, thus delivering the correct solution. A best mesh for
a given problem will reduce the variation between the discrete form of the pde and its exact form and
in the process deliver a more correct solution to the problem. The study will also try to prove that the
best mesh obtained for a given problem may not be consistent with convention. In grid generation in
most cases a good mesh is aesthetically pleasing to the eye, however this study will show that a best
mesh could just as well be a dirty mesh. For numerical schemes in which the modified equation can
be obtained without much complication the study will show that by reducing the truncation error in a
difference scheme by adaptation the numerical order of the scheme can be increased. The increase in
numerical order is contingent on decreasing the truncation error substantially associated with all the
grid points subject to adaptation via optimization. The study strives to answer two important questions
regarding grid adaptation: (i) The best grid may not be unique for all types of problems, but if there
is a best grid how does one attain it? (ii) If a best grid exists, is it worth the computational effort to
obtain it? Unlike previous studies on optimization and grid adaptation, in this study much attention has
been paid to the quantitative study of the design space. This study will show through the design space
plots the nature of the differencing scheme with respect to the behavior of the objective function. As
explained earlier traditional methods of grid adaptation do not necessarily adapt the grids towards the
optimum location. In order to place the grids at an optimum location the complete direct optimization
is required where the grid points move within a prescribed design space bounded by constraints. The
choice of optimization methods as well as the topology of the design space for a given objective function
is necessary in the search for the best grid. In this study a number of optimization methods ranging
from first order gradient methods to second order gradient methods with substantial modifications have
been tested. The major philosophy behind this study is that given an exact solution and its associated
numerical solution under what circumstances does the numerical solution match the exact solution
within a given tolerance. In practice higher order methods are more accurate than first order methods
sans oscillations and instability. However, with optimization a set of grid points can be distributed in
such a way that a lower order numerical scheme can be just as accurate as higher order scheme. At
present the numerical solutions of partial differential equations in one and two dimensions are restricted
to problems that have exact solutions or relatively simple modified equations with truncation error
terms. Proof of concept for the present approach can only be done on problems for which the exact
solution is known.
For the present study the linearized Viscous Burgers’ [31] equation and the Laplace equation are
used. The numerical solution to the Burgers’ expression is solved using the 1st order Roe’s finite
volume method. Roe’s 1st order method is an ideal candidate since the modified equation for non-
uniform differencing can be derived with little effort. The modified equation for a second order method
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would be tedious and complicated. The numerical solution to the Laplace’s problem for a flow over a
sphere is examined by the generalized and non-uniform differencing methods.
1.5 Thesis Organization
The case studies for the current study in optimization in grid adaptation consist of the one di-
mensional Burgers’ problem and the two dimensional Laplace’s problem. Along with the formulation,
discretization and implementation of the case studies the study also presents the surrounding mate-
rial regarding the methods of optimization in detail. Sections §. 2.1, §. 2.1.1, and §. 2.1.3 present the
formulation and discretization of the one dimensional viscous Burgers’ problem. Sections §. 2.2 and
§. 2.2.3 present the Laplace problem in generalized and non-uniform discretized form. The Laplace
problem is the flow over a two dimensional sphere with unit vortex strength, Γ = 1. Section §. 2.3.2
presents the details of the conjugate gradient method. Section §. 2.3.3 presents the general gradient
projection method and the modified gradient projection method. Section §. 2.3.5 presents the details
of Zoutendijk’s modified feasible direction method. Section §. 2.3.6 presents the classical and modified
second order Newton method along with the background material pertaining to modifications to the
modified Newton method to steepest descent type method. Sections §. 2.3.8 and §. 2.4 present details
on backtracking and various line search methods. Section §. 2.3.9 contains details on the necessary and
sufficiency conditions based on the Kuhn-Tucker conditions. The details regarding the implementation
of dynamic side constraints are in §. 2.5. The details on the choice of objective function associated with
the grid quality measure terms is in §. 2.6.
The results for the one dimensional problem are broken into two parts: the results from the second
order Newton method and the results from the method of feasible directions Conmin program. The
Chapter 3 presents the results for the one dimensional Burgers’ problem for the Newton method in
§. 3.1.1 and the Conmin method in §. 3.1.2. The Newton method’s section presents the design space
plots in §. 3.1.1.3.
The results are broken down to two parts for the Laplace problem: generalized discrete form and the
non-uniform discrete form. Along with the final adapted grid they contain details of the optimization
design space in two dimensions and three dimensions. Chapter 4 presents the results for the Laplace
problem using the generalized discrete form. The results from the two variable problem are in §. 4.1.
Section §. 4.2 presents the results for the solution and grid adaptation problem where the control vector
is made up of the grid coordinates and the solution at each grid point. Section §. 4.4 presents the results
for the case when the control vector contains a Lagrange multiplier type parameter along with the grid
coordinates and the solution at the grid point. The Laplace problem using non-uniform differencing is
in Chapter 5. The two variable control vector case is in §. 5.1. Sections §. 5.2 and §. 5.4 present the
optimization problem with three and four control variables in the control vector. The volume design
plots from all the grid points for the generalized and the non-uniform case are in Appendix A and
Appendix B.
1.6 Universal optimizer versus problem specific optimizer
The choice of the optimizer is crucial for the success of the design problem. There are numerous
general purpose or universal optimizers ranging from first order gradient based optimizers to second
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order gradient based optimizers and non-gradient based optimizers. These optimizers are stand alone
programs that can be coupled to the numerical solution algorithm for an optimized solution. Since
the algorithms are already available, all that is required is the coupling between the nominal solution
algorithm and the optimizer. The nominal solution is the analysis part of the optimization process
that is the solution to the partial differential equation. The other route is more complicated and time
consuming since the optimizer algorithm is developed from scratch with the specific nominal solution
part of the problem in mind. This type of optimizer is problem dependent or specific and cannot be
used as a universal optimizer. There are advantages and disadvantages to the former and the latter
approach, but the ultimate goal is the optimum grid that closes the gap between the numerical solution
and the exact solution. Another aspect of the problem that needs to be taken into consideration in
deciding the path to the optimization strategy is the level of analysis required in understanding the
design space. Problem specific optimizers can be developed with the detail analysis of the design space
in mind, where as in universal optimizer the design space is an external part of the source code. In
the initial stages of the study, while trying to understand the behavior and relationship between the
optimizer and the grid adaptation problem a universal optimizer was chosen. The Conmin program
originally introduced in the late seventies by Vanderplaats modified to Fortran 90 in the late nineties
was selected. The Conmin program is a modified method of feasible directions program which uses
the first order conjugate gradient method when constraints are not active. It is a highly popular
program and it is still used as a benchmark for new codes and methods. Since it is a general purpose
program it is large and encumbering since it carries excess overhead. A lot of nursing and tweaking
is required to get it to suit a grid adaptation type problem and even then the optimization may not
deliver expected results. The successor to the Conmin program is BIGDOT (Big Design Optimization
Tool) at [32] that includes a series of first and second order methods with an ability to handle extremely
large industry related design optimization problems. There is one enviable advantage that the Conmin
program using the method of feasible directions has over unconstrained optimization algorithms: the
inclusion of the non-linear constraints directly into the design space via the Kuhn-Tucker formulation
(see §. 2.3.9 on page 56). But in a problem like grid adaptation where the number of constraints can
equal the number of control variables and if a few of these constraints become active the optimization
process can become bogged down. One goal is to avoid hitting the constraints so that the optimization
remains unconstrained as long as possible. With this in mind the Conmin used in this study has
been substantially modified to increase speed and interim data information during the optimization
cycles. Another area where the optimizer spends an extensive amount of computational time is in the
calculation of the function gradient (∇f(x)). In the grid adaptive problem the control vector is made
up of all the grid points in the solution domain when using the Conmin program. The numerical
value of the prescribed partial differential equation at a grid point is influenced by its neighboring grid
points in one and two dimensions. So, instead of calculating the gradient from all the grid points in
the solution domain, only the neighboring grid points and their gradient influences are required. As
seen from Figure 1.2 when this modification is made to Conmin the iteration process is faster for
a one dimensional problem with 9 grid points. In some cases it is recommended, if possible, to use
analytic gradients. When a gradient of a function can be derived analytically the optimizer can forgo
the finite difference route which is an approximation to the function’s gradient. The implementation
of all these factors that influence the potency of any optimization method can take time and hinges on
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a sound understanding and appreciation of the problem’s design space. This reason alone compels the
user to develop a problem specific optimization program. However, in the initial stages of the study
in optimization and grid adaptation the Conmin program was an invaluable source of insight and
experience that eventually led to a proper optimization-grid adaptation approach.
Figure 1.2 Gradient operation variation.H⇒ represents the gradient from the
Conmin program. ⇒ represents the gradient from the modified
Conmin program.
The adoption of direct optimization methods for solution adaptive grid strategies at times encounters
a degree of ambivalence from practitioners of the field who feel optimization methods are just not efficient
enough to compete against conventional iterative methods. There is some truth to the above claim,
however, the comparison of the speeds between the two methods often overshadow the advantage the
optimization methods may have in relation to an accurate solution. Also, at times the comparison is
unfair since its similar to comparing apples and oranges. The convergence criteria in an optimization
scheme is not as straight forward as the conventional methods which depend on the root-mean-square
convergence criteria. Optimization methods usually have redundancies built into their convergence
criteria so that the optimum is assured from a non-linear design space that could have more than one
local minimum. In Conmin the tolerance checking is different and usually tends to increase the number
of iterations. The stopping criteria in the program is broken into two parts: the absolute change in
objective function and the relative change in objective function between successive iterations. In order
to satisfy the requisite stopping criteria both conditions have to satisfied. If the change in these two
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conditions does not vary in ”N” number of iterations, the program terminates. The no change in
successive iterations condition can vary between 3 to 2000 iterations. A higher value is set to enforce
optimization of a function in a highly non-linear design space. The implementation of the convergence
criteria alone contributes to the overhead of most optimization methods. The driving force behind
optimization methods is the best solution and not a solution!
The second order Newton method and conjugate gradient methods are problem specific optimizers
developed to solely serve the needs of the current problem. The second order Newton method proves
successful with the one dimensional Burgers’ problem, but fails to deliver good results with the Laplace
problem. Second order methods are efficient and quite amenable to design spaces that are smooth and
when the starting solution is close to the optimum. A major disadvantage with the Newton method is
that it actually does not solve for the minimum, but strives to find the solution to the equality equations
that make up the Hessian. This can become a problem in some design spaces where a solution to the
equality equations may not exist. The details regarding second order methods are in §. 2.3.6 on page
51. On the other hand the conjugate gradient method with substantial modifications and influence
from the gradient projection concepts proves to be quite successful with the two dimensional Laplace
problem.
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CHAPTER 2. FORMULATION
The preliminary work on understanding the relationship between the prescribed differencing schemes
and optimization methods focuses is on a dimensional problem. The one dimensional problem chosen to
understand this complex relationship is the linearized viscous Burgers’ equation. It models a fundamen-
tal problem in fluid dynamics that is bounded and can be monotonic. The existence of an exact solution
to the current Burgers’ problem is also an advantage since it allows for a quantitative comparison with
the solution adaptive methods. In the initial stages of the study the adaptation via optimization is
restricted to only the grids, as the solution to the pde is obtained from the exact solution to ascertain
the nature of the various differencing schemes. The first order Roe’s finite volume method in §. 2.1.1 is
chosen as the discrete method for the one dimensional problem. In §. 2.1.3 the non-uniform formulation
based on Taylor’s series expansions is chosen as the discrete method for the derivatives of the function
in the modified equation. From the success of the one dimensional problem the study moves continues
with a two dimensional problem. Similarly with the two dimensional problem an exact solution to the
partial differential equation is required for comparison. The Laplace’s equation is chosen as the two di-
mensional problem that is discretized by the generalized (§. 2.2) and non-uniform (§. 2.2.3) differencing
methods in two dimensions.
It is essential that the reader be introduced to some special terms that are used in the context of
optimization in this study. As an example to illustrate these terms a first order one dimensional wave
equation is used
Se =
∂u
∂t
+ c
∂u
∂x
= 0
The partial differential equation of the equation of the wave equation in the context of this study
is defined by the term Se. The numerical approximation of the wave equation via some differencing
method is defined by the term Sn. As explained in the above paragraph the study focuses on (i) the
one dimensional viscous Burgers’ equation approximated by first order Roe’s scheme (ii) and the two
dimensional Laplace’s problem approximated by the generalized and the non-uniform discrete formula-
tions. The partial differential equations of these cases will be defined by the Se term and the numerical
approximations by the Sn term. In the context of optimization as explained later, the objective is to
minimize the difference between the numerical approximation of the partial differential equation and
its exact value at a given grid point. The objective is defined as
J(x) = ‖Sn‖ − ‖Se‖
2.1 Linearized Burgers’ Scheme
The Burgers’ equation is a modified form of the momentum equation for incompressible flows in
which the pressure term is neglected [31]. The one dimensional momentum equation in the x direction
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is
∂u
∂t
+ u
∂u
∂x
= −∂p
∂x
+ µ
∂2u
∂x2
(2.1)
By dropping the pressure term the above equation reduces to an equation with one dependent variable
that is non linear in space and parabolic in time.
∂u
∂t
+ u
∂u
∂x
= µ
∂2u
∂x2
(2.2)
The non-linearity in space in (Eq. (2.2)) is due to the convective term. The linearizion of the Burgers’
equation is obtained by replacing the coefficient velocity, u, in the convective term with the wave speed
c
c
∂u
∂x
(2.3)
creating the linearized form of the viscous Burgers’ equation
∂u
∂t
+ c
∂u
∂x
= µ
∂2u
∂x2
(2.4)
This equation is considered with boundary conditions
u(0, t) = uo = 1
u(L, t) = 0 (2.5)
The combination of the first and second derivative in the function adds a certain degree of complexity
and realism to the optimization problem. The steady state exact solution is of interest for the present
stage of the study.
c
∂u
∂x
− µ∂
2u
∂x2
= Se = 0 (2.6)
Without the time term the partial differential equation becomes an ordinary differential equation in x.
The exact solution to the ordinary differential equation is
u(x) =
(
uo
1− e−<L
)[
1− e<L( xL−1)
]
(2.7)
where the Reynold’s number is
<L = cL
µ
(2.8)
The Eq. (2.4) contains a first and a second derivative of the function with respect to x. By differ-
entiating Eq. (2.7) the derivatives of the partial differential equation can be obtained as shown below
ux = −
(
uo
1− e−<L
)(<L
L
)
e<L(
x
L−1) (2.9a)
uxx = −
(
uo
1− e−<L
)(<L
L
)2
e<L(
x
L−1) (2.9b)
The governing equation representing the exact form of the linearized Burgers’ equation, Se, is obtained
by replacing first and second derivative in the linearized Burgers’ equation, Eq. (2.6), with Eq. (2.9a)
and Eq. (2.9b)
Se = −c
[(
uo
1− e−<L
)(<L
L
)
e<L(
x
L−1)
]
+ µ
[(
uo
1− e−<L
)(<L
L
)2
e<L(
x
L−1)
]
(2.10)
The Se term is the value of the pde from the exact solution to the Burgers’ equation which is zero at
every grid point location.
17
2.1.1 1st order Roe Scheme
A popular scheme for solving non-linear problems based on the approximate Riemann solver is called
the Roe scheme. The derivation of the scheme can be found in [31], however for the sake of completeness
the scheme is detailed in this section. The Roe scheme transforms a non-linear system to a quasi-linear
system
∂u
∂t
+ |A| ∂u
∂x
= 0 (2.11)
where |A| is the Jacobian ∂F∂u , which is based on local conditions. For Burgers’ equation, the |A| matrix
is a single scalar variable:
• For the linear Burgers’ equation the scalar variable is the wave speed number, c.
• For the non-linear Burgers’ equation the scalar variable, u, is calculated at the cell interface
ui+ 12 =
ui + ui+1
2
(2.12)
The |A| is constructed to satisfy the Rankine-Hugoniot jump relations:
1. For any ui and ui+1
Fi+1 − Fi = |A| (ui+1 − ui) (2.13)
This equation ensures that the correct jump condition is recovered when the scheme encounters
a discontinuity. Flows with shocks or contact discontinuities cannot be correctly modeled by the
differential form of the Euler equations , but the integral form the equations can model them. The
differential form can model the smooth regions of the flow, but the integral form is required to
model the discontinuous regions of the flow. Since most solutions are derived from the differential
form, the differential form is given a jump condition derived from the integral form, called the
Rankine-Hugoniot relation
Fi+1 − Fi = |A| (ui+1 − ui) (2.14)
where Fi+1 and Fi are the fluxes on the right and left hand sides of the shock. The scalar variables,
ui+1 and ui are the conserved variables of the Burgers’ equation on the left and right side of the
shock. The term, |A|, is the rate of propagation of the shock and for this case it is a constant.
Furthermore, for a shock to exist
ui+1 < ui (2.15)
That is, the solution of Burgers’ equation at the right side of the shock is of a lower velocity than
that of the left side of the shock.
2. In the smooth regions the solution at left and right states will be the same
ui = ui+1 = u (2.16)
and the Jacobian, |A|, for the linear Burgers’ equation should reduce to
|A| = ∂F
∂u
= c (2.17)
and for the non-linear model the Jacobian is expressed as
|A| = ∂F
∂u
= ui+ 12 =
ui + ui+1
2
(2.18)
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So, the Rankine-Hugoniot relations provide a relationship between the jump in the flux and the jump
in the variable u across a shock which can be written as
• Linear model
Fi+1 − Fi = c (ui+1 − ui) (2.19)
• Non-linear model
Fi+1 − Fi = ui+ 12 (ui+1 − ui) (2.20)
It should be noted that the above relation cannot differentiate between expansion waves and compression
waves. For the linear Burgers’ equation the single wave representing a disturbance will emanate from a
cell interface between grid points i and i+ 1, and the disturbance travels at a wave speed, c. From the
definition of the jump across the wave, the flux at the left and right of the cell interface is
• Linear model
fi+ 12 − Fi = c
+ (ui+1 − ui) (2.21)
Fi+1 − fi+ 12 = c
− (ui+1 − ui)
where
c+ =
{
c when c > 0
0 when c < 0
and
c− =
{
0 when c > 0
c when c < 0
• Non-linear model
fi+ 12 − Fi = u
+
i+ 12
(ui+1 − ui) (2.22)
Fi+1 − fi+ 12 = u
−
i+ 12
(ui+1 − ui)
Combining the two equations from the linear model into one by subtracting them; the resultant equation
for an inviscid flow for the linear Burgers’ equation is obtained
fi+ 12 =
1
2
(Fi + Fi+1)− |c| 12 (ui+1 − ui) (2.23)
For the linearized viscous equation the viscous terms will be appended to (Eq. (2.23)) as shown in the
next section.
2.1.2 1st Order Roe Scheme on the Linearized Viscous Burgers’ Equation
The discrete form of the linearized viscous Burgers’ equation is obtained using the first order Roe
scheme, Tannehill, et.el. [31]. Roe’s method of solving the partial differential equation uses a finite
volume approach as opposed to a finite difference method. In the finite volume method the flux calcu-
lations are performed at the cell interfaces. The explicit time dependent scheme for the solution of the
linearized Burgers’ equation by Roe’s finite volume method is defined by
un+1i = u
n
i −
∆t
∆x˜
(
fi+ 12 − fi− 12
)
(2.24)
19
The spatial term, ∆x˜ is the average of the forward and backward difference from grid point i. The
numerical form of the pde for Roe scheme is a function of the spatial terms and total flux terms at the
cell interfaces. The total flux at the i+ 12 and i− 12 cell interface is defined by:
fni+ 12
=
1
2
(Fi + Fi+1)− |Ai+ 12 |
1
2
(ui+1 − ui)− µ∆x (ui+1 − ui) (2.25a)
fni− 12 =
1
2
(Fi + Fi−1)− |Ai− 12 |
1
2
(ui − ui−1)− µ∆x (ui − ui−1) (2.25b)
For the viscous linearized Burgers’ equation the contribution of the inviscid flux is defined by Fi and
given as
Fi = cui (2.26)
where
c = |Ai+ 12 | = |Ai− 12 |
For this part of the study, the numerical approximation of the spatial part of the pde, Sn, is defined
by the terms on the right, namely the flux terms without the influence of the time step term, ∆t.
The numerical representation of the steady linearized Burgers’ equation is thus defined by the equation
below
Sn =
(
fi+ 12 − fi− 12
xi+1−xi−1
2
)
(2.27)
2.1.3 Modified Equation
A best mesh is required such that the final solution from the numerical approximation method
approaches the exact steady state solution. In order to obtain the best mesh and solution the influence
of the error terms needs to be mitigated. If the contribution of the error terms from every grid point
is substantially reduced then the numerical solution should approach the exact solution. The presence
of the truncation error terms in the numerical formulation along with the discrete form of the pde, Sn,
produces a multi-objective performance index or objective function for optimization (see Eq. (3.1b) and
Eq. (3.1a)). To isolate the error terms in a numerical scheme the modified equation of a numerical
scheme is required. The modified equation of the spatial derivatives in the Roe scheme is obtained by
using Taylor’s expansion on the numerical representation of the pde about a grid point. The procedure
for obtaining the modified equation for higher order schemes can be extremely complicated and tedious.
For the first order Roe’s scheme the procedure is straight forward and presented in detail in this section.
The symbol Sn, represents the numerical form of the pde as shown in Eq. (2.27). The denominator in
Eq. (2.27) can be expressed in terms of the spatial terms, where
xi+1 − xi−1 = ∆i +5i
with
∆i = xi+1 − xi
5i = xi−1 − xi
Then the Sn expression can be re-written as
Sn =
2
∆i +5i
[
fi+ 12 − fi− 12
]
(2.28)
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where the total fluxes at the cell interfaces are given in Eq. (2.25a) and Eq. (2.25a). To obtain the
modified expression for the discretized pde for the first order Roe’s scheme a Taylor’s series expansion
about the i grid point is performed on the Fi+1, Fi−1, ui+1 , and ui−1 terms. For example, the expansion
of the local flux terms and the solution terms in the fn
i+ 12
expression are
Fi + Fi+1 = Fi + Fi +∆iFxi +∆
2
i
Fxxi
2
+ ∆3i
Fxxi
6
+ · · ·
ui+1 − ui = ui +∆uxi +∆2i
uxxi
2
+ ∆3i
uxxi
6
+ · · · − ui
which leads to
fni+ 12
=
1
2
[
2Fj +∆iFxi +∆
2
i
Fxxi
2
+ ∆3i
Fxxi
6
]
− 1
2
|Ai+ 12 |
[
∆iuxi +∆
2
i
uxxi
2
+ ∆3i
uxxi
6
]
− µ5i
[
∆iuxi +∆
2
i
uxxi
2
+ ∆3i
uxxi
6
] (2.29)
Similarly, the total flux term in the i− 12 direction can be written as
fni− 12 =
1
2
[
2Fi −5iFxi +52i
Fxxi
2
−53i
Fxxi
6
]
− 1
2
|Ai− 12 |
[
5iuxi −52i
uxxi
2
+53i
uxxi
6
]
− µ5i
[
5iuxi −52i
uxxi
2
+53i
uxxi
6
] (2.30)
The Eq. (2.31) expresses the desired result of the Taylor expansion, which is obtained by subtracting
Eq. (2.29) from Eq. (2.30) and separating the exact form of the pde from the truncation terms. The
truncation error terms in the modified equation, Eq. (2.32), contain 1st order leading terms in space
making the scheme 1st order in ∆x. The error term, ε is a combination of the 1st and 2nd order terms.
Sn = Fx − µuxx + ε+ neglected terms (2.31)
where
ε =
∆i −5i
2︸ ︷︷ ︸
O(∆x2) term
Fxx +
1
6
∆3i +53i
∆i +5i︸ ︷︷ ︸
O(∆x2) term
Fxxx −
[ |Ai+ 12 |∆i − |Ai− 12 |5i
∆i +5i
]
︸ ︷︷ ︸
O(∆x1) term
ux (2.32)
−
[ |Ai+ 12 |∆2i + |Ai− 12 |52i
2(∆i +5i)
]
︸ ︷︷ ︸
O(∆x1) term
uxx − µ3 (∆i −5i)︸ ︷︷ ︸
O(∆x2) term
uxxx
where the flux term F is the inviscid component of the numerical flux.
F = cu (2.33)
and The second order accurate non-uniform method of differencing is used to approximate the derivatives
of u and F as shown in the following sub-section. If the optimization process successfully minimizes the
discretized pde, |Sn|, and the error term, |ε|, a first order scheme could become third order accurate;
provided the minimization results in Sn and ε approaching zero as O(∆x3) at each interior grid point.
The order of the spatial terms in Eq. (2.32) is determined by performing a Taylor’s series expansion on
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∆i −5i and ∆i +5i terms on the ξ computational space as shown in Eq. (2.34a) and Eq. (2.34b).
∆i −5i = ∆ξ2xξξ  
smooth grids only︷ ︸︸ ︷
O(∆x2) (2.34a)
∆i +5i = 2∆ξxξ + ∆ξ
3
3
xξξξ  O(∆x1)︸ ︷︷ ︸
smooth grids only
(2.34b)
2.1.4 Non-Uniform Formulation
If the optimization process is to minimize the error term, |ε|, in Eq. (2.32) a suitable discretization of
the terms in |ε| is required. To accurately discretize the truncation error terms to improve the accuracy
of the 1st order Roe scheme a second order non-uniform differencing scheme is implemented. The non-
uniform method of differencing is second order and applicable to grid points that adapt. The terms in
the modified equation contain higher order derivatives in terms of xi. This difference approximation is
derived from Taylor’s expansion on any arbitrary function e.g., φ(x) at φi+1 and φi−1 as shown in the
following equations
φi+1 = φi +∆iφxi +
∆2i
2
φxxi +
∆3i
3!
φxxxi (2.35)
φi−1 = φi −5iφxi +
52i
2
φxxi −
53i
3!
φxxxi (2.36)
Multiplying Eq. (2.35) by 5i and Eq. (2.36) by ∆i and then subtracting Eq. (2.35) by Eq. (2.36) and
solving for φxxi
φxxi = 2
[
1
∆i (∆i +5i)φi+1 −
1
5i∆iφi +
1
5i (∆i +5i)φi−1
]
− 1
3
(∆−5)φxxxi︸ ︷︷ ︸
O(∆2)
(2.37)
Similarly by eliminating the second derivative term the first derivative term can be obtained as shown
in Eq. (2.38).
φxi =
[
∆i
5i (∆i +5i)φi+1 −
∆i −5i
5i∆i φi −
5i
∆i (∆i +5i)φi−1
]
− ∆i5i
6
φxxxi︸ ︷︷ ︸
O(∆2)
(2.38)
The last terms in Eq. (2.37) and Eq. (2.38) are the error terms and they are both second order terms.
The non-uniform third derivative of an arbitrary function, φ(x), can be obtained by taking the first
derivative of Eq. (2.37). To simplify the derivation let
Γi = φxxi (2.39)
and then substitute the term Γi in Eq. (2.38) to get the third derivative.
φxxxi ≈
[
∆i
5i (∆i +5i)Γi+1 −
∆i −5i
5i∆i Γi −
5i
∆i (∆i +5i)Γi−1
]
(2.40)
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2.2 Two dimensional Laplace’s Equation
The Laplace’s equation is of fundamental importance to the various fields of applied mathematics
and engineering. The expression owes its name to the famous French mathematician Pierre Simon
de Laplace (1749-1827). In general the Laplacian of an arbitrary function can represent a host of
quantities ranging from steady state temperature, electrostatic potential, diffusion, wave propagation,
velocity fields, and so on. The solution to Laplace’s equation is known as a harmonic function. Laplace’s
equation is homogeneous and the inhomogeneous version of Laplace’s equation is called the Poisson’s
equation. At present the Laplace’s equation will be used to model the incompressible-irrotational flow
over a cylinder from which the stream line function, Ψ, will be determined. In general the transformation
of the Laplacian into another coordinate system does not require the solution to the Laplacian. The
Laplacian in the generalized coordinate system is explained in the next section and section §. 2.2.3
models the Laplacian as a unified system for the non-uniform discrete formulation.
2.2.1 Generalized system of the Laplacian
As explained earlier the Laplace’s equation is a popular partial differential equation belonging to the
class of elliptic equations well suited for grid generation. In structured grid generation it is recommended
to pursue a transformation of the coordinate system from the Cartesian system. The transformation
is accomplished by building a relationship between the hosted equations and the equations in the
transformed coordinate space or domain. The transformation is necessary so that the grids are body
fitted and grid related numerical errors are minimized. In grid generation the Laplace’s expression
is conveniently expressed in generalized coordinates where the axes are defined by the ξ, η and ζ
directions of the computational domain. At present the derivation and discussion will restrict itself
to two dimensions only. The derivation of the three dimensional Laplace’s problem in generalized
coordinates is just a matter of adding a third coordinate to the transformation expressions and handling
the increased algebraic complexity. In general the Laplace’s expression in Cartesian coordinates of an
arbitrary function φ(x, y, z) is defined as
∇2φ(x, y, z) = ∂
2φ
∂x2
+
∂2φ
∂y2
+
∂2φ
∂z2
= 0 (2.41)
Prior to the transformation to the ξ, η coordinate system an overview of the differential operators in
the Cartesian coordinates and their relationship with the generalized coordinates is necessary. The ∇
operator in two dimensions in Cartesian coordinates is defined as
∇ = ∂
∂x
iˆ+
∂
∂y
jˆ (2.42)
The chain rule of differential calculus is used to transform the partials with respect to the Cartesian
coordinates into the respective generalized coordinates as shown below
∂
∂x
=
∂ξ
∂x
∂
∂ξ
+
∂η
∂x
∂
∂η
(2.43a)
∂
∂y
=
∂ξ
∂y
∂
∂ξ
+
∂η
∂y
∂
∂η
(2.43b)
The differential terms with respect to the Cartesian coordinates are commonly referred to as metrics
and the terms with respect to the ξ, η coordinates are referred to as inverse metrics. The objective is
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to transform the Laplace’s equation into terms that contain only the inverse metrics. The ∇ and ∇2
operators are transformed as shown below in Eq. (2.44a) and Eq. (2.44b).
∇ =
[
∂ξ
∂x
∂
∂ξ
+
∂η
∂x
∂
∂η
]
iˆ+
[
∂ξ
∂y
∂
∂ξ
+
∂η
∂y
∂
∂η
]
jˆ (2.44a)
∇2 = ∂
∂x
[
∂ξ
∂x
∂
∂ξ
+
∂η
∂x
∂
∂η
]
+
∂
∂y
[
∂ξ
∂y
∂
∂ξ
+
∂η
∂y
∂
∂η
]
(2.44b)
Expanding Eq. (2.44b) by using themetrics defined in Eq. (2.43a) and Eq. (2.43b) produces the following
expression for the ∇2 operator
∇2 = ∂ξ
∂x
∂
∂ξ
[
∂ξ
∂x
∂
∂ξ
+
∂η
∂x
∂
∂η
]
+
∂η
∂x
∂
∂η
[
∂ξ
∂x
∂
∂ξ
+
∂η
∂x
∂
∂η
]
+
∂ξ
∂y
∂
∂ξ
[
∂ξ
∂y
∂
∂ξ
+
∂η
∂y
∂
∂η
]
+
∂η
∂y
∂
∂η
[
∂ξ
∂y
∂
∂ξ
+
∂η
∂y
∂
∂η
] (2.45)
The above expression is further expanded so that the metric terms are grouped together.
∂2
∂x2
+
∂2
∂y2
=
∂2
∂ξ2
{(
∂ξ
∂x
)2
+
(
∂ξ
∂y
)2}
+
∂2
∂η2
{(
∂η
∂x
)2
+
(
∂η
∂y
)2}
+
2
∂2
∂ξη
{
∂
∂η
∂ξ
∂x
+
∂η
∂y
∂ξ
∂y
}
+
∂
∂ξ
{
∂2ξ
∂x2
+
∂2ξ
∂y2
}
︸ ︷︷ ︸
∇2ξ
+
∂
∂η
{
∂2η
∂x2
+
∂2η
∂y2
}
︸ ︷︷ ︸
∇2ξ
(2.46)
However, the Eq. (2.46) still contains metric terms than need to be converted to inverse metrics. A
mathematical relationship between metrics and inverse metrics is used to substitute the metric terms
in the above expression as shown below
∇ξ = rη ⊗ kˆ
J
=
yη iˆ− xη jˆ
J
(2.47)
∇η = kˆ ⊗ rξ
J
=
−yξ iˆ+ xξ jˆ
J
(2.48)
where the position vector, r is
r = xiˆ+ yjˆ
and
rξ =
∂r
∂ξ
rη =
∂r
∂η
From these cross products the following metrics can be substituted by the corresponding inverse metrics
in Eq. (2.49)
∂ξ
∂x
=
yη
J
∂ξ
∂y
= −xη
J
∂η
∂x
= −yξ
J
∂η
∂y
=
xξ
J
(2.49)
into Eq. (2.46) which would result in the complete transformed Laplace’s equation given by
∂2
∂x2
+
∂2
∂y2
=
1
J2
{
∂2
∂ξ2
(
∂x
∂η
2
+
∂y
∂η
2)
+
∂2
∂η2
(
∂y
∂ξ
2
+
∂x
∂ξ
2)
− 2 ∂
2
∂ξη
(
∂x
∂η
∂x
∂ξ
+
∂y
∂η
∂y
∂ξ
)}
+
∂
∂ξ
{
1
J3
(· · · )
}
︸ ︷︷ ︸
∇2ξ
+
∂
∂η
{
1
J3
(· · · )
}
︸ ︷︷ ︸
∇2η
(2.50)
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The forcing functions ∇2ξ and ∇2η in terms of the inverse metrics evaluate to the following forcing
functions
∇2ξ = 1
J3
{
−∂y
∂η
{(
∂x
∂η
2
+
∂y
∂η
2) ∂2x
∂ξ2
− 2
(
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
)
∂2x
∂ξ∂η
+
(
∂x
∂ξ
2
+
∂y
∂ξ
2) ∂2x
∂η2
}
+
−∂x
∂η
{(
∂x
∂η
2
+
∂y
∂η
2) ∂2y
∂ξ2
− 2
(
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
)
∂2y
∂ξ∂η
+
(
∂x
∂ξ
2
+
∂y
∂ξ
2) ∂2y
∂η2
}} (2.51)
∇2η = 1
J3
{
∂y
∂ξ
{(
∂x
∂η
2
+
∂y
∂η
2) ∂2x
∂ξ2
− 2
(
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
)
∂2x
∂ξ∂η
+
(
∂x
∂ξ
2
+
∂y
∂ξ
2) ∂2x
∂η2
}
+
−∂x
∂ξ
{(
∂x
∂η
2
+
∂y
∂η
2) ∂2y
∂ξ2
− 2
(
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
)
∂2y
∂ξ∂η
+
(
∂x
∂ξ
2
+
∂y
∂ξ
2) ∂2y
∂η2
}} (2.52)
The expressions contain the Jacobian J term and in two dimensions it is defined as:
J =
∂r
∂ξ
·
(
∂r
∂η
⊗ kˆ
)
=
(
∂x
∂ξ
iˆ+
∂y
∂ξ
jˆ
)
·
([
∂x
∂η
iˆ+
∂y
∂η
jˆ
]
⊗ kˆ
)
=
∂x
∂ξ
∂y
∂η
− ∂x
∂η
∂y
∂ξ
The generalized form of Laplace’s problem as shown in Eq. (2.50) for an arbitrary function, φ(x, y), can
be expressed in a simplified form as
Se =
1
J2
[
α
∂2φ
∂ξ2
+ β
∂2φ
∂η2
− 2γ ∂
2φ
∂ξ∂η
]
+
∂φ
∂ξ
∇2ξ + ∂φ
∂η
∇2η = 0 (2.53)
where
α =
(
∂x
∂η
)2
+
(
∂y
∂η
)2
= rη · rη
β =
(
∂x
∂ξ
)2
+
(
∂y
∂ξ
)2
= rξ · rξ
γ =
∂x
∂ξ
∂x
∂η
+
∂y
∂ξ
∂y
∂η
= rξ · rη
represent the dot products between the inverse metrics terms.
2.2.2 Differencing of the Metrics
The terms in the generalized ∇2φ are differenced using a second order central difference on the
respective spatial and function derivatives in the ξ, η coordinate space.
The central differencing is performed around the (i, j) grid point using eight neighboring grid points
as shown in Figure 2.1 The finite difference of the spatial derivatives with respect to the generalized
coordinates of the position vector r is shown below
rξ =
ri+1,j − ri−1,j
2∆ξ
rη =
ri,j+1 − ri,j−1
2∆η
rξξ =
ri+1,j + ri−1,j − 2ri,j
∆ξ2
rηη =
ri,j+1 + ri,j−1 − 2ri,j
∆η2
rξη =
ri+1,j+1 + ri−1,j−1 − ri+1,j−1 − ri−1,j+1
4∆ξ∆η
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i,j
i−1,j
i−1,j−1
i−1,j+1
i,j−1
i,j+1
i+1,j+1
i+1,j−1
i+1,j
Figure 2.1 Eight grid point stencil for central differencing the generalized
Laplace’s equation
Similarly, the finite difference of the derivatives of an arbitrary function φ(ξ, η) in the ξ/η directions
can be written as
φξ =
φi+1,j − φi−1,j
2∆ξ
φη =
φi,j+1 − φi,j−1
2∆η
φξξ =
φi+1,j + φi−1,j − 2φi,j
∆ξ2
φηη =
φi,j+1 + φi,j−1 − 2φi,j
∆η2
φξη =
φi+1,j+1 + φi−1,j−1 − φi+1,j−1 − φi−1,j+1
4∆ξ∆η
For simplicity the values of ∆ξ and ∆η are set to unity without any loss to of generality [33]. The
double derivatives of ξ and η are the only expressions that are dependent on the φi,j value on a ith and
jth grid point. With this in mind when the difference equations are substituted back into Eq. (2.53)
and set to zero, the φi,j component of the expression can then be isolated as shown in Eq. (2.54)
φi,j =
1
2α
∆ξ2 +
2β
∆η2
[
α
∆ξ2
(φi+1,j + φi−1,j) +
β
∆η2
(φi,j+1 + φi,j−1)+
−2γ
(
φi+1,j+1 + φi−1,j−1 − φi+1,j−1 − φi−1,j+1
4∆ξ∆η
)
+
J2
(
φi+1,j − φi−1,j
2∆ξ
)
∇2ξ + J2
(
φi,j+1 − φi,j−1
2∆η
)
∇2η
] (2.54)
The above equation can be further simplified by adding and subtracting φi,j term to the corresponding
double derivative terms to obtain a more compact expression as shown below
φm+1i,j =
1
2α
∆ξ2 +
2β
∆η2
[
S′n + 2
(
α
∆ξ2
+
β
∆η2
)
φmi,j
]
(2.55)
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with S′n as the numerical approximation to
S′e = α
∂2φ
∂ξ2
+ β
∂2φ
∂η2
− 2γ ∂
2φ
∂ξ∂η
+ J2
∂φ
∂ξ
∇2ξ + J2 ∂φ
∂η
∇2η
The expression in Eq. (2.54) is the solution to the Laplace’s problem in the generalized space in dis-
cretized form. This solution will eventually be used to correct the search direction vector, S(x), in
§. 2.3.4 back onto the constraint surface.
The expression for Sn is the numerical approximation of Eq. (2.53). This discretized form the
partial differential equation in generalized space the optimizer will use in the solution adaptive grid
optimization process. In the solution adaptive grid optimization process the value of φi,j is adapted or
updated by the optimizer rather than using Eq. (2.54).
2.2.3 Non-Uniform Formulation of the Laplacian
Unlike the generalized formulation where the host equations undergo a transformation into the (ξ,η)
coordinate system the non-uniform formulation can directly implement the differencing of the Laplace’s
equation in the Cartesian coordinate system. Similarly like the one dimensional non-uniform formulation
the derivation is based on the Taylor’s series expansion of a function about the (i,j) grid point location
from a prescribed neighboring grid point location. The differencing stencil is similar to the one used
in the previous section for the generalized case, except for the non-uniform formulation there are four
extra neighboring points added to the existing eight. The grid stencil is shown in Figure 2.2 where the
green grid points are the four new neighboring grid points. The Taylor’s series expansion of the function
at each of the neighboring grid points about the (i,j) grid point can be derived in a general format by
using index notation. The expansion of the function φk,l at any one of the neighboring grid points is
shown in Eq. (2.56), where the subscripts represent the location of the neighboring grid points.
i,j−1
i−1,j
i−1,j+1
i,j+1 i+1,j
i+1,j−1
i−1,j−1
i+1,j+1
i,j
i−2,j
i,j−2
i+2,ji,j+2
Figure 2.2 Grid point stencil for the two dimensional Non-Uniform formulation
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φk,l = φi,j +
∆xk,l
1!
φxi,j +
∆x2k,l
2!
φxxi,j +
∆x3k,l
3!
φxxxi,j +
∆x4k,l
4!
φxxxxi,j+
∆yk,l
1!
φyi,j +
∆y2k,l
2!
φyi,j +
∆y3k,l
3!
φyyyi,j +
∆y4k,l
4!
φyyyyi,j+
∆xk,l∆yk,l
1!
φxyi,j +
∆xk,l∆y2k,l
2!
φxyyi,j +
∆x2k,l∆yk,l
2!
φxxyi,j+
∆x2k,l∆y
2
k,l
4!
φxxyyi,j +
∆xk,l∆y3k,l
3!
φxyyyi,j +
∆x3k,l∆yk,l
3!
φxxxyi,j
(2.56)
The spatial differences in the x and y coordinates of the neighboring grid point locations and the (i,j)
point is shown below with the respective subscripts denoting the neighboring grid points. For simplicity
the spatial differences are in terms of the position vector, r, where
∆rk,l =
{
∆xk,l
∆yk,l
}
and the expressions from each neighboring point can be written as
∆rk=i+1,l=j = ri+1,j − ri,j ∆rk=i−1,l=j = ri−1,j − ri,j
∆rk=i,l=j+1 = ri,j+1 − ri,j ∆rk=i,l=j−1 = ri,j−1 − ri,j
∆rk=i−1,l=j−1 = ri−1,j−1 − ri,j ∆rk=i+1,l=j−1 = ri+1,j−1 − ri,j
∆rk=i−1,l=j+1 = ri−1,j+1 − ri,j ∆rk=i+1,l=j+1 = ri+1,j+1 − ri,j
∆rk=i+2,l=j = ri+2,j − ri,j ∆rk=i−2,l=j = ri−2,j − ri,j
∆rk=i,l=j+2 = ri,j+2 − ri,j ∆rk=i,l=j−2 = ri,j−2 − ri,j
Once the expansions over all the neighboring grid points are found the expressions are compiled into
a linear system where the unknowns are the derivatives of φ, the right hand side is made up of the
difference between the function values at the neighboring grid points and the function value at the (i,j)
grid point. The coefficient matrix, [M], is made up of all the spatial terms in the x and y coordinates
from the Taylor’s expansion for each neighboring grid point. The schematic of the system is shown in
Eq. (2.57). The linear system is not balanced since the number of quantities in the right hand side of
the linear system exceeds the number of unknown quantities in {x}. From Eq. (2.57) there are nine
derivatives in {x} which are unknown and twelve function values in the right side of the system which
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are known. The current system in Eq. (2.57) is over constrained.

↑
[M1], 8x5 [M2], 8x4
↓
↑
[M3], 4x5 [M4], 4x4
↓


φxi,j
φyi,j ↑
φxxi,j {x1}
φyyi,j ↓
φxyi,j
φxxxi,j ↑
φxyyi,j {x2}
φxxyi,j ↓
φyyyi,j

=

φi+1,j − φi,j
φi−1,j − φi,j
φi,j+1 − φi,j
φi,j−1 − φi,j ↑
φi+1,j+1 − φi,j {b}1
φi−1,j−1 − φi,j ↓
φi+1,j−1 − φi,j
φi−1,j+1 − φi,j
φi+2,j − φi,j
φi−2,j − φi,j ↑
φi,j+2 − φi,j {b}2
φi,j−2 − φi,j ↓

(2.57)
[M] {x} = {b} (2.58)
The coefficient matrix [M] is broken up into four segments of which [M]1 and [M]2 are of interest to
find the derivatives in Laplace’s equation and their corresponding error terms.
[M] =

„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i+1,l=j„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i−1,l=j„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i,l=j+1„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i,l=j−1„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i+1,l=j+1„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i−1,l=j−1„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i+1,l=j−1„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i−1,l=j+1„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i+2,l=j„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i−2,l=j„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i,l=j+2„
∆x1k,l
1!
∆y1k,l
1!
∆x2k,l
2!
∆y2k,l
2!
∆x1k,l
1!
∆y1k,l
1!
∆x3k,l
3!
∆x1k,l
1!
∆y2k,l
2!
∆x2k,l
2!
∆y1k,l
1!
∆y3k,l
3!
«
k=i,l=j−2

(2.59)
The matrix [M] is composed of the spatial terms from the Taylor’s expansion over the various stencil
grid points about the (i, j) grid point. The details of the [M] matrix is shown in Eq. (2.59), where
the subscripts at the end of each row correspond to the particular stencil in the grid from which the
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expansion is accomplished. In order to isolate the error terms from the Laplace’s equation the main
linear system in Eq. (2.59) is partitioned into linear sub-systems, so that the evaluation of the Laplace’s
derivative terms is obtained in two stages. The following steps derive the necessary linear system and the
error matrix with subscripts at each stage describing the relevant dimensions of the matrix operations.
Since the initial linear system is not balanced it is necessary to describe the system dimensions at
various steps. In the first step the entire system in Eq. (2.58) is solved for {x} which contains terms
through the third derivative by pre-multiplying the expression with the transpose of [M]. This operation
balances the linear system into a square coefficient matrix with nine cells across and nine cells down.
This operation produces a system that can be solved for {x} in the least squares sense.
[M] {x}︸ ︷︷ ︸
(12×9)×(9×1)
= {b}︸︷︷︸
12×1
(2.60a)
[M]T [M] {x}︸ ︷︷ ︸
(9×12)×(12×9)×(9×1)
= [M]T {b}︸ ︷︷ ︸
(9×12)×(12×1)
(2.60b)
(
[M]T [M]
)−1
[M]T [M] {x} =
(
[M]T [M]
)−1
[M]T {b} (2.60c)
{x}︸︷︷︸
9×1
=
(
[M]T [M]
)−1
[M]T︸ ︷︷ ︸
9×9
{b}︸︷︷︸
9×1
(2.60d)
The {x} column matrix is broken up into two separate terms: {x}1 and {x}2, where the first and second
derivatives of the function reside in {x}1 and the higher derivatives reside in {x}2. In this step {x}2 is
treated as part of the known set of terms of a linear system which contribute to the truncation error of
the non-uniform formulation. This step requires the solution to first and second derivatives that reside
in {x}1. Basically the solution to {x} in Eq. (2.60) is used to get the third derivative values of the
function while the first and second derivative values are calculated from the following new system.
{b}1︸ ︷︷ ︸
8×1
= [M]1 {x}1︸ ︷︷ ︸
(8×5)×(5×1)
+ [M]2 {x}2︸ ︷︷ ︸
(8×4)×(4×1)
(2.61)
Note in this system, the eight point stencil is used. The expression in Eq. (2.61) is multiplied through
by the transpose of [M]1 so that the resulting system is balanced. The resulting dimensions of the
various items in the system are defined under the braces under each operation.
[M]T1 {b}1︸ ︷︷ ︸
(5×8)×(8×1)
= [M]T1 [M]1 {x}1︸ ︷︷ ︸
(5×8)×(8×5)×(5×1)
+ [M]T1 [M]2 {x}2︸ ︷︷ ︸
(5×8)×(8×4)×(4×1)
(2.62)
The known quantities that include the higher derivative terms in {x}2 are isolated on the right hand
side to solve for the unknown {x}1.
[M]T1 {b}1︸ ︷︷ ︸
(5×8)×(8×1)=5×1
− [M]T1 [M]1 {x}1︸ ︷︷ ︸
(5×8)×(8×5)×(5×1)=5×1
= [M]T1 [M]2 {x}2︸ ︷︷ ︸
(5×8)×(8×4)×(4×1)=5×1︸ ︷︷ ︸
↪→[G]{x}1={b}
(2.63)
The equation above can be expressed as a new linear system where the control vector {x}1 is the
unknown and the difference of the products
[M]T1 {b}1︸ ︷︷ ︸
(5×8)×(8×1)=5×1
− [M]T1 [M]2 {x}2︸ ︷︷ ︸
(5×8)×(8×4)×(4×1)=5×1
(2.64)
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is the right hand side of the new linear system. Algebraically the solution to the {x}1 column vector
by pre-multiplying both sides with the product of the coefficient matrices will result in the following
equation
{x}1 =
(
[M]T1 [M]1
)−1
[M]T1 {b}1 −
(
[M]T1 [M]1
)−1
[M]T1 [M]2 {x}2︸ ︷︷ ︸
{ε}
(2.65)
The quantity labeled {ε} in the above equation contains the truncation error term associated with the
non-uniform formulation of the Laplace’s equation. The error corresponding to the Laplace’s derivatives
reside in the third and fourth locations of the column vector in {ε}.
{ε}︸︷︷︸
5×1
=
(
[M]T1 [M]1
)−1
[M]T1 [M]2 {x}2 (2.66)
The above expression becomes a multi-objective optimization problem that requires a scalar multiplier
to dampen the influence of the larger terms. The scalar multiplier, λ, is arbitrary and is usually included
in the control vector (see §. 5.4 on page 202). However, this type of combination of the objective function
may work with some optimizers and may also fail with other type of optimizers. The correct approach
is to treat the error terms only as part of the objective function and the derivatives of the Laplace which
make up the numerical representation of the partial differential equation, Sn, as the constraint surface.
In the non-uniform formulation the numerical approximation to the pde is defined as
Sn = {x}1j=3 + {x}1j=4
This approach requires the use of a gradient projection method that corrects the control vector back
onto the constraint surface. The constraint surface is the equality constraint defined by Sn = 0. This
method ensures that at every iteration the updated control vector satisfies the Sn = 0 constraint. The
details of the procedure can be found in §. 2.3.3. However, if the problem does not require the presence
of the truncation error terms then the second derivatives of the Laplace’s equation can be obtained
directly from Eq. (2.60), and the objective function can be expressed as
J =
[
{x}j=3 + {x}j=4
]2
(2.67)
where
Sn = {x}j=3 + {x}j=4
This approach is more efficient since the solution to only one linear system is required at each iteration
of the optimizer. The derivation of the modified equation that contains the truncation error terms of
the discretized differential equation for the two dimensional Laplace’s equation is straight forward for
the non-uniform formulation as explained in this section, however obtaining the modified equation for
the generalized method is not trivial and therefore for the moment it has not been derived. The results
from the non-uniform formulation of the Laplace’s equation are in Chapter 5 on page 152 along with the
results from the modified equation in §. 5.3.5 on page 196. The modified expression for the generalized
discrete formulation of the two dimensional Laplace problem will contain leading spatial terms of order,
∆ξ2 and ∆η2. The expression below is an overview of the truncation error term from the generalized
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formulation.
ε = α
∆ξ2
12
φξξξξ +
∆η2
3
(xηxηηη + yηyηηη)
(
φξξ +
∆ξ2
12
φξξξξ
)
+
β
∆η2
12
φηηηη +
∆ξ2
3
(xηxηηη + yηyηηη)
(
φηη +
∆η2
12
φηηηη
)
+
2γ
(
∆η2
6
φξηηη +
∆ξ2
6
φξξξη
)
+
∆ξ2
6
(xηxξξξ + yηyξξξ)(
φξη +
∆η2
6
φξηηη +
∆ξ2
6
φξξξη
)
+
∆η2
6
(xξxηηη + yξyηηη)
(
φξη +
∆η2
6
φξηηη +
∆ξ2
6
φξξξη
)
+
φξ
1
JNum
(· · · ) + ∆ξ
2
6
φξξ
1
J
(xηG(y)− yηG(x)) + ∆ξ
2
6
φξξξ
1
JNum
(· · · )+
φη
1
JNum
(· · · ) + ∆η
2
6
φηη
1
J
(yξG(x)− xξG(y)) + ∆η
2
6
φηηη
1
JNum
(· · · )
where
JNum = J +
∆η2
6
(xξyηηη − yξxηηη)︸ ︷︷ ︸
Jη
+
∆ξ2
6
(yηxξξξ − xηyξξξ)︸ ︷︷ ︸
Jξ
and
G(r) = G(r) +
∆ξ2
3
[rξξξ
4
αNum + (xξxξξξ + yξyξξξ) rηη − rξη (xηxξξξ + yηyξξξ) rξξξηγNum
]
︸ ︷︷ ︸
G(r)ξ
+
∆η2
3
[rηηη
4
βNum + (xηxηηη + yξyηηη) rξξ − rξη (xξxηηη + yξyηηη) rξξξηγNum
]
︸ ︷︷ ︸
G(r)η
where the modified equations for the metrics are
αNum = α+
∆η2
3
(xηxηηη + yηyηηη)
βNum = β +
∆ξ2
3
(xξxξξξ + yξyξξξ)
γNum = γ +
∆ξ2
6
(xηxξξξ + yηyξξξ) +
∆η2
6
(xξxηηη + yξyηηη)
These leading spatial terms are inappropriate for grid adaptation, since they can be arbitrarily set
without any loss to the generality of the discrete formulation.
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2.3 Optimization
Optimization is to be understood in the context of this work as a class of mathematical programming
concerned with the maximizing or minimizing of a function restricted by a set of constraints. When
choosing a method of optimization, choice needs to be made between gradient based methods and non-
gradient based methods. The gradient based methods are very popular in various forms. They have
the distinct advantage of converging on an optimum quite rapidly, especially if the objective function
is smooth and the constraints are continuous. However, if the objective function is discontinuous
gradient based optimization methods have a difficult time finding the optimum. Also, if the design
space is riddled with local minima then finding a global minimum can be difficult. One draw back with
non-gradient based methods is that they can be slow in finding the optimum. The current research is
confined to gradient based methods since the function and the constraints are assumed to be continuous.
The current study utilizes a series of first order non-linear gradient based methods and a second order
method. The first order methods are both the unconstrained conjugate gradient methods and the
constrained method of feasible direction methods. The second order method used in the study is
the modified Newton’s method. The section on optimization starts with first principles: the steepest
descent method. From the steepest descent method the discussion proceeds towards the conjugate
gradient method and the gradient projection type methods. The discussion covers the method of
feasible directions with emphasis on backtracking, line search methods and the geometrical significance
of Lagrange multipliers in a design space.
2.3.1 Notation
It is essential that an overview of a select few notations used in optimization be touched upon prior
to introducing the theory and concepts of optimization in the later sections. The objective function is
the most important aspect of optimization which is commonly defined by J(x). The symbol J(x) is
used in the context of application when defining the objective function for the solution-grid adaptive
problem. In the theory of optimization in the formulation chapter the objective function is denoted by
f(x), where x is the control vector. In general for the two dimensional Laplace problem the control
vector is made up of the x and y grid coordinates and for the solution adaptive grid method the solution
variable u is included.
x =

xi,j
yi,j
ui,j
 ⇐= Ψ Stream function solution
The solution variable as shown above is the stream function, Ψ, solution from the Laplace problem. For
the one dimensional Burgers’ problem the control vector consists of the x coordinate of the grid point,
the numerical solution to the Burgers’ ordinary differential equation and a Lagrange type multiplier
xi =

xi
ui
λi

The equality constraint in a design problem is referred to as h(x), where the number of equality con-
straints can be less than or equal to the number of control variables (M ≤ N). A control vector x
33
consists of a series of control variables. Similarly, the inequality constraint is defined by g(x). The gra-
dients of the equality and inequality constraint produce a Hessian, if there is more than one constraint.
The gradient of the objective function produces a column vector, whereas, the second derivative of
the objective function produces a Hessian. The discretized form of the partial differential equation is
represented by Sn, whereas the exact form is represented by Se. In general the objective function is
defined as the difference between the numerical result of the partial differential equation and the exact
quantity squared.
J(x) = [Sn(x)− Se(x)]2
In reality, for the current problems the exact result of the pde is zero. In sections §. 2.3.3 and §. 2.3.4
the general gradient projection and the modified gradient projections are discussed. In some references
the gradient projection method is also referred to as search direction correction method. In fact the
method in §. 2.3.4 is actually a search direction correction method, since the search direction vector
from the conjugate gradient method is corrected so that its tangent to the constraint surface.
2.3.2 Non-linear Conjugate Direction Method
The conjugate direction method is a direct modification to the steepest descent method so that
the search direction, S, is not perpendicular to preceding search direction, thus improving the rate of
convergence. However, to understand how to implement the conjugate direction method the steepest
descent method should be introduced. The steepest descent method is a first order gradient based
method where the search direction is the negative of the gradient of the objective function, f(x) 1.
Sq = −∇f(x)q−1 (2.68)
where the superscript q and q − 1 defines the current and previous iteration counts, and
∇f(x) =

∂f(x)
∂x1
∂f(x)
∂x2
∂f(x)
∂x3
∂f(x)
∂x4
...
∂f(x)
∂xN

N×1
, x =

x1
x2
x3
...
xN

(2.69)
where
x ∈ DN
The gradient of the function is numerically evaluated using a finite difference method. A second order
finite difference method is chosen where the finite difference step size, δ¯, is appropriately chosen.
∂f(x)
∂xi
=
f(x1, · · · , xi−1, xi + δ¯, · · · , xN )− f(x1, · · · , xi−1, xi − δ¯, · · · , xN )
2δ¯
(2.70)
The correct choice of δ¯ is important in order to prevent highly inaccurate gradient approximations
that can contribute to the non-monotonic behavior of the solution. Too small a differencing step size
1The objective function is commonly defined by f(x) or J(x). The term J(x) is used in the context of application,
whereas the former is used in the context of theory.
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can induce subtractive cancellation errors into the gradient calculations. According to Joaquim R.
R. Martins et al. in [34] and [35] differencing step sizes lower than 10−5 can ultimately increase the
normalized error of the finite difference expression from 10−10 to 100. Ideally an analytic solution
(if possible) to the gradient of the function is recommended as an alternative to finite differencing as
explained in [36]. But for many problems that may not be possible and therefore the magnitude of the
step size needs to be chosen prudently.
After the search direction vector has been found the updated updated control vector xq+1 at iteration
level q + 1 is determined as
xq+1 = xq + αSq (2.71)
where α is a scalar parameter from a one-dimensional line search called the step size. The choice of
α from a one dimensional line search method allows for a maximum change in the function while in
descent. The steepest descent method is used in unconstrained design spaces, but even then certain
conditions need to be met to reach the optimum. The optimum is defined by the equality
∇f(x) = 0 (2.72)
However, the above expression is not computationally feasible, so instead, a practical approach is to
use the norm of the gradient of the function:
‖∇f(x)‖ ≤ ² (2.73)
where ² is some prescribed small value. In some instances the scaled absolute difference between the
function values and the norm of the control vector between iterations is used.
|f(x)q+1 − f(x)q|
|f(x)q| ≤ ² (2.74)
‖xq+1 − xq‖
‖xq‖ ≤ ² (2.75)
These are general approaches to the stopping criteria problem, and ultimately the choice resides with
the user and the type of function that is being optimized. It is not uncommon for a user to test a
wide variety of different stopping criteria to get a better understanding of the usable region of a design
problem. The direction of descent is commonly referred to as the usable direction and it is defined as
∇f(x)TS ≤ 0 (2.76)
The usable region and the feasible region are the same for an unconstrained problem as shown in
Figure 2.3; for a constrained problem they are not the same. In a constrained problem the usable
region is the required region for the search direction as shown in Figure 2.4, where the blue line is the
inequality constraint, g(x) = 0.
If at an iteration q the product of the gradient and the search direction does not satisfy the above
inequality the search direction will fail to find the minimum in the design space. The steepest descent
method is the simplest and most general optimization method, but it is slow and convergence can
become tedious. Each successive search direction is perpendicular to the previous one, thus making
convergence slow. A modified form of the steepest descent method which is less restrictive longer
restricts is called the conjugate gradient method.
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x0
usable-feasible sector
∇f(x0)
S(x0)
Figure 2.3 Usable-feasible directions on an unconstrained problem.
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x0
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∇f(x0)
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f(x)=constant
x2 g(x) = 0
∇g(x0) S
Figure 2.4 Usable-feasible directions on a contrained problem.
The linear conjugate gradient was first introduced by Hestenes and Steifel fifty years ago to solve
a system of linear equations with positive definite matrices. The method was viewed as an alternate
method to the Gaussian elimination type solvers that were and are still well suited for large scale linear
systems. The performance of the linear conjugate gradient methods is dependent on the nature of the
eigen values of the coefficient matrix and that is why preconditioning of the coefficient matrix is necessary
to improve the convergence of the method. The linear conjugate gradient methods are best suited for
convex-quadratic objective functions with positive definite coefficient matrix. The coefficient matrix is
the Hessian of the objective function. Fletcher and Reeves introduced the first non-linear conjugate
gradient method to tackle large scale non-linear and non-quadratic objective functions. Fletcher and
Reeves implemented two distinct modifications to the linear conjugate gradient method. In the linear
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conjugate gradient method the step length αq can be calculated explicitly by the following function
αq =
rTq rq
pTq [A]pq
(2.77)
where r is the residual from the gradient of some arbitrary quadratic objective function, ϕ, expressed
as
[A]x− b = r⇒ ∇ϕ (2.78)
The vector p is the search direction vector and the matrix [A] is the coefficient matrix of the linear
system
[A]x = b
The quadratic function ϕ is expressed as
ϕ(x) =
1
2
xT [A]x− bTx (2.79)
In the Fletcher and Reeves method the step length cannot be calculated using the above formulation
for αq, it can only be calculated using some exact line search method or inexact line search method (see
§. 2.4 on page 59). The last modification to the linear conjugate gradient method is the replacement of
the residual vector, r, which is the gradient of the quadratic function with the gradient of the non-linear
objective function, f(x), in the βq formulation shown in Eq. (2.81).
The conjugate gradient or conjugate direction method by Fletcher and Reeves [37] is a popular
modification to the general steepest descent method. The conjugate method improves the convergence
efficiency by N fewer iterations. However, its still a first order gradient method and is not as powerful
as some second order methods like the Broydon-Fletcher-Goldford-Shanno method which is a variable
metric method. A key benefit of this method is that it does not require any memory storage unlike
second order methods. Second order methods also require non-singular Hessians which may become
singular on complicated design spaces. The conjugate search direction between iteration count q and
q − 1 is defined by
Sq = −∇f (xq) + βqSq−1 (2.80)
where the scalar term βq by Fletcher-Reeves is expressed as
βq =
∇f (xq)T ∇f (xq)
∇f (xq−1)T ∇f (xq−1)
(2.81)
The βq term enforces conjugacy which is explained on page 37. When utilizing the conjugate gradient
method it is wise to restart the procedure due to the non-quadratic nature of the problem. In order to
determine when to restart the procedure, two criteria need to be met. The first criteria is
• If the one dimensional search fails to reduce the objective function.
• If the steepest descent approach also fails to reduce the objective function. This usually indicates
that a minimum has been reached
The second criteria deals with the slope of the one dimensional function, f(α) at α = 0. The expression
in Eq. (2.76) defines the usable region of a design space. A descent direction exists when the dot product
of the the gradient and the search direction vector is less than zero. An optimum exists when the dot
37
product is equal to zero. With this in mind and using the chain rule of differential calculus and setting
the expression to zero
d
dα
f(α) =
∂
∂xi
f (x)
∂xi
∂α
= 0 (2.82)
the partial of xi with respect to α can be construed as
∂xi
∂α
= Si
and
∂f (x)
∂xi
= ∇f (x)
thus, setting the slope of the function as
df (α)
dα
= ∇f (xq−1)TSq
Therefore, whenever the inequality shown below is satisfied
df (α)
dα
> 0 (2.83)
the search direction should be reset to −∇f (xq−1). The steepest descent method is used to start the
conjugate gradient method. Another inequality that defines the usable direction is defined by the Q-
conjugate direction of the search direction vector. For a search direction to be Q-conjugate the Hessian
of Q needs to be positive definite and Eq. (2.84) needs to be satisfied. The Q is the Hessian containing
the second partials of the objective function with respect to the control vector.
Sq−1
T
[Q]Sq = 0 (2.84)
From Eq. (2.84) Q-conjugacy is defined as the linear combination of the products of the search direction
from the previous iteration to the current iteration with a positive definite Q. Conjugacy [38] is another
way of looking at the condition in Eq. (2.83) in a multi-dimensional space. For quadratic problems the
Hessian of the matrix, Q, will remain constant, but for non quadratic problems it will change and
may even deteriorate. For non-quadratic problems the Q-conjugacy of search direction vector, S(x),
will deteriorate with each successive iteration. The search direction vector deteriorates when it no
longer points in the direction of descent or when the Hessian Q is no longer positive definite. To
avoid the deterioration of the Q-conjugacy the search direction is re-initialed using the steepest descent
method. According to Cohen [39] if the search direction vector is periodically reinitialized it improves
the convergence rate of the conjugate algorithm. For a non-quadratic function the Hessian Q is not
constant and therefore it needs to be calculated at each successive iteration. This would require the
storage and recalculation of the Hessian and depending on the size of the problem the operation could
be costly. To avoid storing the Hessian, the βq formulation is algebraically manipulated to eliminate
the Hessian Q giving the Fletcher-Reeves formula in Eq. (2.81). The derivation for replacing the Q
with the βq term is explained in Chong-Z˙ack [38]. Besides the Fletcher-Reeves’ formula for βq there are
many other variations to the βq formula e.g., by Shanno [40, 41]. Two other popular formulas used for
βq are the Hestenes-Stiefel and Polak-Ribiere formulas.
Hestenes-Stiefel formula βq
βq =
∇fqT [∇fq −∇fq−1]
SqT [∇fq −∇fq−1] (2.85)
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Polak-Ribiere formula βq
βq =
∇fqT [∇fq −∇fq−1]
∇fqT∇fq (2.86)
These expressions for βq allow an algorithm for conjugate gradient method without the explicit use of
the Hessian matrix Q. The choice of the βq is dependent on the problem type and rate of convergence
of the solution to the optimum, and a study done by Powell in [42, 43] and Al-Baali in [44], indicates
that the Fletcher-Reeves expression for βq is better suited for global convergence. Initially, according to
Powell the Polak-Ribiere formula and not the Fletcher-Reeves formula was considered a better choice
for the conjugate gradient method because it satisfied a crucial condition for global convergence
lim
q→∞ ‖∇f(x
q)‖ = 0 (2.87)
where the superscript q is the iteration count. On further investigation Powell found out that for a
continuously differentiable function, the gradients from Polak-Ribiere formula can become bounded
away from the zero. To his surprise, he found that by a standard method of proof, the limit shown
above, can always be satisfied by Fletcher-Reeves formula. This has been further discussed in detail
by Al-Baali [44]. It should be noted that if the term, −∇f (xq) in Eq. (2.80) dominates the βqSq−1
product then the new search direction vector
Sq ≈ Sq−1
which will result in a small update in the control vector and the limit shown above will not be satisfied.
To avoid this problem, whenever the angle between the −∇f (xq) and the search direction vector is
close to ninety degrees the conjugate method is restarted by setting the βq = 0. For the current
study the Fletcher-Reeves’ βq has been adequate for the optimized grid adaptation type problems in
two dimensions.
2.3.3 General Gradient Projection Method
The gradient projection methods are a class of optimization methods that enforce the search direction
vector to be tangent to an active constraint surface at every iteration step. An active constraint is
when the search direction updates the control vector on the constrained surface. On non-linear equality
constraints the search direction is tangent to the constraint surface and any update of the control vector
is corrected back to the surface from which a new search direction vector is found. Multi-objective type
functions are usually avoided because they require scaling to prevent the dominant term in the objective
function from adversely influencing the other terms. The expression below is an example of a multi-
objective function for the Laplace problem (see §. 2.6 on page 68)
J(x) = (λSn)
2 + σ
where the λ coefficient is some scalar that is one of the control variables and the σ term is the area
variation grid quality term. If the Sn term becomes too big the λ term becomes small to minimize the
influence of the Sn term on the objective function. Otherwise the objective function will diverge away
from the minimum. Scaling does not always work, and the solution can invariably be non-monotonic
as seen in Figure 4.58(c), Figure 4.59(c) and Figure 5.45(c). However, for the Burgers’ one dimensional
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problem with a monotonic function this approach proved successful (see Chapter 3), but for a two
dimensional problem with a non-monotonic function like the stream function this approach could prove
inefficient and problematic as seen in §. 4.4 and §. 5.4. To avoid using this approach the general gradient
projection method discussed in this section is necessary. The gradient projection method will decouple
the objective function by using the Sn term as a constraint surface function and the grid quality or
error terms as the objective function.
The derivation of the general gradient projection method can be found in [45], however for complete-
ness the procedure is explained in detail in this section. The figures associated with the general gradient
projection method have been reproduced from [45]. In general gradient projection methods are methods
that enforce the search direction vector to be tangent to a constraint line or surface. They are used
ordinarily on equality constraints where there is a requirement for the control vectors to move along the
constraint line or surface throughout the optimization process. The projection method can also be used
on inequality constraints, but the current discussion will be restricted to equality constraints. Consider
the following problem statement
minimize : f(x) for x = (x1 · · ·xN )
subject to : h(x) = 0 for h = (h1 · · ·hM )
The equality constraint surface or surfaces is defined by the h(x) = 0 expression. For the current
discussion only one surface will be used as shown in Figure 2.5. The procedure is broken up into
two stages: Projection stage and Correction stage. In the projection stage a projection matrix, [P], is
required to calculate a search direction vector tangent to the constraint surface. On a non-linear surface
the updated control vector is no longer on the constraint surface so a correction back to constraint surface
is required. From the correction stage, which usually involves a simple iterative process like a Newton-
Raphson [45] method a new control vector on the surface is obtained. The new control vector that lies
on the constraint surface is then used to calculate a new projection matrix from which a new search
direction tangent to the point is found. The process continues until a minimum is found. The goal is to
find a relationship between the negative of the gradient of the function, ∇f(x), and a search direction
vector that is tangent to the constraint surface at every q-iteration. To accomplish this it is recognized
that the DN space contains a set of orthogonal subspaces. At any given point on the constraint surface
there exists a tangent subspace, T , and a normal subspace, N . The tangent subspace at that point can
be defined by the feasibility condition as
T (x) = ∇h(x)TS(x) = 0 x ∈ DN (2.88)
The normal subspace at a point on the constraint surface is
N (x) = ∇h(x)p = z p ∈ DM , z ∈ DN (2.89)
where p is an unknown vector of M dimension. The constraint surface defined by h = 0 is a 1 ×
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M-dimensional vector and its gradient ∇h is a Jacobian as shown below
h(x) =

h1(x)
h2(x)
h3(x)
...
hM (x)

T
1×M
,∇h(x) =

∂h(x)
∂x1
∂h(x)
∂x2
∂h(x)
∂x3
...
∂h(x)
∂xN

N×M
(2.90)
The two subspaces are orthogonal to each other at the point on the constraint surface and complimen-
tary. From vector addition the negative of the function gradient as shown in Figure 2.5 is the sum of
its tangential and normal components:
−∇f(x) = S+ z (2.91)
Substituting the expression for z into the above expression gives
−∇f(x) = S+∇hp (2.92)
in terms of the unknown vector p and the gradient of the equality constraint. Pre-multiply the expression
by ∇hT to get
−∇hT∇f(x) = ∇hTS+∇hT∇hp (2.93)
Substitute the feasibility condition defined in Eq. (2.88) in Eq. (2.93) and solve for p:
p =
(∇hT∇h)−1∇hT∇f(x) (2.94)
Substitute p back into Eq. (2.92) to get the search direction along the tangent to the point on the
constraint surface.
−∇f(x) = S+∇h
[(∇hT∇h)−1∇hT∇f(x)] (2.95)
Simplifying the expression further and solving for S the tangential search direction expression becomes
S = −
[I]−∇h
[(∇hT∇h)−1∇hT ]︸ ︷︷ ︸
[P]
∇f(x) (2.96)
where [I] is the identity matrix and [P] is the projection matrix.
For linear constraints the subspace of the constraints is the same as the tangent subspace, and so
the projection matrix is constant throughout the iteration process. No correction is required when
constraints are linear, since the updated control vector from will always lie on the constraint. For non-
linear constraints the projection matrix will change with each new iterate. The projection matrix [P] at
iteration q will be the basis from which the search direction vector corrected back onto the constraint
surface is derived.
[P]q = [I]−∇hq
(
∇hqT∇hq
)−1
∇hqT (2.97)
and the projection matrix for non-linear constraints is computed at each new iteration or from each new
updated control vector on the constraint surface. From the projection matrix the new update control
vector along the tangent line to the surface is found:
x′q+1 = xq − αq [P]q∇fq (2.98)
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Figure 2.5 Gradient projection method.
The negative sign on the projection matrix is required for a descent direction. The updated control
vector x′q+1 is in a direction tangent to the h(x) = 0 subspace. To return to the h(x) = 0 surface
a correction is required. An orthogonal search direction vector S′q as shown in Figure 2.5 is required
to correct back onto the constraint surface. The orthogonal search direction S′q is the product of the
gradient of the equality constraint, ∇h, and some unknown vector directed towards the surface; and
evaluated from the x′q+1 point:
S′q = ∇h(xq+1)cq (2.99)
The unknown vector cq is some unspecified vector that enforces the new search direction towards the
surface. In optimization the new control vector that satisfies the equality constraint, h = 0, from the
new search direction vector, S′q, orthogonal to x
′
q+1 is written as
xq+1 = x′q+1 + αkS
′
q (2.100)
However, a new optimization step to find the orthogonal search direction vector, S′q, and a new step size
parameter, αk, would be tedious and therefore not desired. What is required is the control vector, xq+1,
that satisfies the h = 0 equality constraint. This requires an iterative scheme like Newton-Raphson
or Secant method which can be used to approximate h(xq+1) = 0 expression. A Taylor’s expansion is
done over h(xq+1) expression to get the updated control vector on the surface in terms of the gradient
of the equality constraint, ∇h(x′q+1), and the control vector, x′q+1, from the projection matrix. Since
an iterative method is used to find the correct control vector that satisfies the equality constraint
h(xq+1) = h(x′q+1 + S
′
q) , αk = 1
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the step size parameter is set to unity.
h(x′q+1 + S
′
q) = h(x
′
q+1)+∇h(x′q+1)TS′q = h(x′q+1)+∇h(x′q+1)T∇h(xq+1)T cq = 0 (2.101)
Any updated control vector that lies on the constraint surface will satisfy the equality constraint con-
dition as explained in the above expression. Solving for cq gives
cq = −
[
∇h(x′q+1)T∇h(x′q+1)
]−1
h(x′q+1) (2.102)
Substituting cq into Eq. (2.99) which is used in Eq. (2.100) delivers the new updated control vector
approximated on the constraint surface in terms of ∇hq+1 as:
xq+1 = x′q+1 −∇hq+1
[
∇hq+1T∇hq+1
]−1
hq+1T (2.103)
To update the control vector on the constraint surface within a prescribed precision the above equation
needs to be iterated over ”n” number of iterations as shown below
xq+1
〉
n+1
= xq+1
〉
n
+ S′q
〉
n
= xq+1
〉
n
−∇hq+1
[
∇hq+1T∇hq+1
]−1
hq+1T
〉
n
(2.104)
where
xq+1
〉
n=0
= x′q+1 (2.105)
An iterative numerical process is required to solve Eq. (2.104) for a corrected control vector that lies
on the surface of the constraint. The Newton-Raphson iteration method or a Secant method is rec-
ommended for this procedure. The accuracy of placing the new control vector will depend on the
convergence criteria in the iterative scheme and the number of steps required to achieve convergence.
For a problem that is complex with a number of control variables finding convergence can be prob-
lematic. There could arise instances where convergence may not be possible and the location of the
new control vector on the surface may not be accurate enough! This could impede the performance of
the optimization procedure and the accuracy of the results. With this in mind, instead of using the
prescribed gradient projection method as explained above, the following new approach that guarantees
a solution to the equality constraint is implemented.
2.3.4 Modified Gradient Projection Method
The general gradient projection method explained in the previous section replaces the conjugate
gradient method entirely. The method does not require the conjugate gradient method to supply
the initial search direction vector. A method can be devised that requires the initial search direc-
tion vector from the conjugate gradient method called the modified gradient projection method or
search direction correction method. Rather, a slight extension to the conjugate method is made that
uses the search direction vector, S(x), from the conjugate gradient method to get a new search direction
vector, S(x)′, that is tangent to the constraint surface. Rather than finding the projection matrix, P, in
Eq. (2.97), the search direction vector from the conjugate gradient method is resolved through an angle
θ (see Figure 2.6) tangent to the constraint surface. The tangent search direction is used to update the
control vector and a correction is applied to enforce the control vector back onto the constraint surface.
The figure below shows the actual search direction vector from the gradient method and the corrected
search direction vector tangent to the surface of the constraint.
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f(x)=const
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Figure 2.6 Modified gradient projection method.
For any objective function in this study the Sn = 0 constraint needs to be accurately satisfied. As
explained earlier, the discretized form of the Laplace’s equation in non-uniform or generalized formu-
lation is defined as Sn and the objective is to drive Sn to zero. This basically indicates that Sn = 0 is
an equality constraint that at every iteration needs to be satisfied.
h(x) = Sn(x) = 0 (2.106)
From Figure 2.6 using vector addition the conjugate search direction vector S in terms of S′ is
S = S′ +∇h (2.107)
which can be further expressed as an expression for the projected search direction:
S′ = S−∇h (2.108)
where ∇h is the gradient vector of the equality constraint. This resolved search direction vector parallel
to the constraint surface at the current point is S′. A unit normal vector can be defined based on the
gradient of the equality constraint:
nˆ =
∇h(x)
| ∇h(x) | (2.109)
Using the unit normal from the above equation the tangent search direction vector can be re-written
as a function of the conjugate gradient search direction vector and the unit normal:
S′ = S− (S · nˆ) nˆ (2.110)
From the new resolved search direction vector a new updated control vector is found
x′q+1 = xq + αS
′ (2.111)
where the step size is α 6= 1, because too large a step size is not desirable. A correct α value is important
to ensure that the new updated control variable does not overshoot too far off from the optimum. The
updated control vector x′q+1 calculated along the resolved or projected search direction will violate the
constraint as shown in Figure 2.6. The updated control vector needs to be corrected back onto the the
constraint surface.
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2.3.4.1 Correction for Generalized Formulation
Recall that the control vector for a two dimensional problem with Sn = 0 as an equality constraint
at some grid point location (i, j) is
x =

xi,j
yi,j
φi,j
 (2.112)
and to correct the updated control vector back on the surface, only the function value φi,j component
of the control vector needs to be updated. The function value is updated or corrected by solving the
generalized Sn = 0 expression for φi,j using second order central differencing on the derivative terms
φi,j =
1
2α
∆ξ2 +
2β
∆η2
[
α
∆ξ2
(φi+1,j + φi−1,j) +
β
∆η2
(φi,j+1 + φi,j−1)+
−2γ
(
φi+1,j+1 + φi−1,j−1 − φi+1,j−1 − φi−1,j+1
4∆ξ∆η
)
+
J2
(
φi+1,j − φi−1,j
2∆ξ
)
∇2ξ + J2
(
φi,j+1 − φi,j−1
2∆η
)
∇2η
] (2.113)
If the corrected φi,j is substituted back into Eq. (2.53), the equality constraint will be satisfied (Sn = 0).
This procedure is more efficient and robust than the general gradient projection method which is
dependent on an iterative process that could fail to find the constraint surface. With this current
procedure of resolving the conjugate gradient direction towards the tangent to the constraint surface
and solving for the solution to the generalized Laplace’s equation the constraint condition is satisfied
to machine zero precision.
2.3.4.2 Correction for Non-Uniform Formulation
The correction term from non-uniform formulation is derived from the whole unified system as shown
in Eq. (2.58). Once the linear system is solved for the second and higher derivatives, the expression is
then used to solve for the new unknown, φi,j , by setting the solution to zero. The following equations
review the steps that lead up to the corrected term. The steps shown in Eq. (2.114) derive the unknown
{x} that contains the derivatives of the non-uniform formulation.
[M] {x} = {b} (2.114a)
[M]T [M] {x} = [M]T {b} (2.114b)(
[M]T [M]
)−1
[M]T [M] {x} =
(
[M]T [M]
)−1
[M]T {b} (2.114c)
{x} =
(
[M]T [M]
)−1
[M]T {b} (2.114d)
Separating the φi,j term from {b} decouples {b} leaving it with only the function values at the neigh-
boring grid points around the φi,j grid point
{b} =
{
bˆ
}
− φi,j {io}
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where,
{io} =

1
1
1
1
...
1

(2.115)
Substituting the above expression into Eq. (2.114) results in
{x} =
(
[M]T [M]
)−1
[M]T
{
bˆ
}
−
(
[M]T [M]
)−1
[M]T φi,j {io} (2.116)
where,
{is} =

0
0
1
1
...
0

(2.117)
Since the goal is to find the φi,j that satisfies the Laplace’s expression, only the second derivatives (no
mixed derivatives) of x and y are required. To isolate the second derivatives; Eq. (2.116) is multiplied
by the transpose of {is}, which contains zero for all elements except those associated with the second
derivatives.
{is}T {x} = {is}T
(
[M]T [M]
)−1
[M]T
{
bˆ
}
− {is}T
(
[M]T [M]
)−1
[M]T φi,j {io} ⇒ 0 (2.118)
Solving for the φi,j by setting the above expression to zero reduces to the correction term that will
place the function back onto the constraint Sn = 0 surface.
φi,j =
{is}T
(
[M]T [M]
)−1
{b}
{is}T
(
[M]T [M]
)−1
[M]T {io}
(2.119)
The expression in Eq. (2.119) cannot be used if the unified system is solved in two steps for the
modified expression as shown in Eq. (2.65), this expression can only be used when solving for the second
derivatives from the entire system without isolating the contribution from the error terms. To use the
two part unified system approach that isolates the second derivative terms and the error terms the
correction onto the constraint surface requires the use of Eq. (2.104) in the general gradient projection
method. Furthermore, it should be noted that if the Sn = 0 surface is not smooth but riddled with
peaks and valleys the general gradient projection method can fail. The failure is due to the prescribed
accuracy of the corrected point on the constraint surface. The tolerance of the Newton step that checks
whether the corrected point satisfies Sn = 0 should be relaxed for non-smooth constraint surfaces.
2.3.5 Method of Feasible Directions
Gradient based methods that include non-linear constraints in the design space are implemented
using the method of feasible directions. In unconstrained gradient based methods non-linear inequality
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constraints are not directly included into the search direction determination, although in the gradient
projection method the equality constraint is included. For inequality constraints the “Method of Feasible
Directions” is more appropriate. The derivation of the method is done exceptionally well in [46], however
for the sake of completeness the method is derived in this section in detail. The figures associated with
the method of feasible directions have been reproduced from [46]. The “Method of Feasible Directions”
[47] deals directly with the non-linearity of the problem. The method is employed to find the feasible
direction, S, and then the move in the direction to update the x vector of control variables without
violating prescribed constraints,
xq+1 = xq + αkSq
where αk is the direction step size determined by methods explained in §. 2.4. The method of feasible
direction forces the search direction to follow the constraint lines without being tangent to them. If the
constraint lines are linear then a tangent search direction is not a problem, but when the constraints
are non-linear a slight move tangent to the constraint line might place the new solution out of the
feasible region. Any S that reduces the objective function without violating the constraints is a feasible
direction. For a feasible direction the following inequalities need to be satisfied
∇f(x)TS < 0 (2.120)
subject to
∇g(x)TS ≤ 0 (2.121)
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Figure 2.7 The push off factor.
When ∇g(x)TS = 0 the search direction is parallel or tangent to the constraint line. The greatest
reduction in the objective function will be achieved when the product ∇f(x)TS is minimized with
∇g(x)TS = 0. This will give a search direction directly parallel to the constraint line. However,
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as explained earlier if the constraint line is non-linear and convex then a small move tangent to the
constraint line will be a violation. To prevent this violation the feasible direction is pushed off from the
constraint boundary by some push off factor. The push off factor is θj and is added to Eq. (2.121)
∇g(x)TS+ θj ≤ 0 (2.122)
The θj quantity is not a geometric angle, but some non-negative number. It is desirable to have the
push off factor affected by the direction of ∇f(x). The scalar product ∇f(x)TS is negative and the
negative of this product is chosen to modify the above equation to give
∇g(x)TS−
[
∇f(x)TS
]
︸ ︷︷ ︸
β
θj ≤ 0 (2.123)
Minimizing the product ∇f(x)TS is the same maximizing the β term in
∇f(x)TS+ β ≤ 0 (2.124)
With this in mind the new feasibility condition explained in Eq. (2.122) can be written as
∇g(x)TS+ θjβ ≤ 0 (2.125)
If θj = 0 the search direction is tangent to the constraint boundary and if the θj =∞ its perpendicular
to the tangent direction. The goal is to find a θj such that the search direction vector points inside
into the feasible region and away from the constraint boundary as far as possible. This becomes a
sub-optimization problem where the goal is to
Maximize: β (2.126)
Subject to:
∇f(x)TS+ β ≤ 0 (2.127)
∇g(x)TS+ θjβ ≤ 0 j ∈ J (2.128)
S bounded (2.129)
J is the set of currently active constraints (g(x) = 0) in the design space. The S needs to be bounded
within a certain appropriate range. The correct way to bound it is by using the hypersphere concept
where the dot product of the search direction vector will be within a certain radius:
STS = S · S ≤ 1 (2.130)
The next step is to convert the objective function β in the sub-optimization problem to a vector
product. This phase in the problem is influenced by the fact that in the end the search direction vector
S is what is desired.
2.3.5.1 Finding the Search Direction
The objective is to derive a system of equations from which the correct search direction vector, S,
can be derived that does not violate the constraints and satisfies the conditions described in Eq. (2.124)
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Figure 2.8 Bounding of the search vector S.
and Eq. (2.125). The expressions in Eq. (2.124) and Eq. (2.125) need to be made an integral part of
the derivation of the search direction. By themselves they are of no use unless they can be represented
through a system of equations and the solution to the system results in the correct search direction
vector. The process is quite involved and complicated unlike an unconstrained problem where the
optimality conditions are solely influenced by the ∇f(x) vector. To solve for the proper search direction
vectors that do not violate the constraints a general expression based on the Kuhn-Tucker conditions
is required. The follow expressions illustrate how the general expression from which the correct search
direction vectors can be obtained for a constrained problem. The first step is to represent the conditions
in Eq. (2.126) through Eq. (2.129) in matrix form as shown below.
maximize : pTy (2.131)
subject to : [A]y ≤ 0 (2.132)
yTy ≤ 1 (2.133)
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The firstNV components in the column vector p are zeroes while that of y contain the search direction.
The product of these two column vectors will result in the scalar β as shown below in Eq. (2.134)
β =

0
0
0
0
...
1

T
︸ ︷︷ ︸
p
y︷ ︸︸ ︷
S1
S2
S3
...
SNV
β

(2.134)
The matrix [A] is made up of the gradients of the inequality constraint and objective function along
with the push off angle. The size of the matrix is NC + 1 × NV + 1, where NC is the number of
constraint functions and NV is the number of control variables.
[A] =

∇g1(x)T · · · · · · θ1
∇g2(x)T · · · · · · θ2
∇g3(x)T · · · · · · θ3
...
∇gNC(x)T · · · · · · θNC
∇f(x)T · · · · · · 1

NC+1×NV+1
(2.135)
The Eq. (2.133) is a dot product of the search direction vector, S, and the scalar push off factor β.
y · y = S · S+ β2 ≤ 1 (2.136)
As explained earlier in the previous page the reason for bounding the y · y term (Figure 2.8) is to
normalize the values of S. The search direction vector, S, cannot be directly solved using linear
programming methods since Eq. (2.133) is quadratic in y and bounded. One suggestion is to convert
the problem in which the objective is quadratic, but the constraints are linear. However, Zoutendijk
suggested that if the Kuhn-Tucker conditions are employed then the problem can be solved directly.
Using the Kuhn-Tucker condition, the column vector p can be written as the Lagrangian as shown
below
p− [A]T u−Ψy = 0 (2.137)
with the feasibility condition defined by
uT [A]y = 0 (2.138)
The column vector u is the Lagrange multiplier used in the Kuhn-Tucker equations. The quantity Ψ
is some arbitrary scalar that can be set to one. The Kuhn-Tucker condition states that for x to be a
stationary point Eq. (2.138) needs to be satisfied and the elements of u ≥ 0.
The Lagrange multipliers have a restriction in sign: they can either be positive or zero. If a constraint
is not active or violated the Lagrange multipliers are zero. And when a constraint is active or violated
the multipliers are positive. Lagrange multipliers that deal with equality constraints are unrestricted
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in sign. In general equality constraints are avoided and replaced by inequality constraints because its
easier to deal with from a discretization point of view.
To obtain the correct search direction vectors from Eq. (2.137) the Lagrange multipliers in u are
required. To solve for u a new linear system is assembled from which u is obtained. Create a new
column vector z which is the product of matrix [A] and the column vector y, where
z = − [A]y (2.139)
And z ≥ 0 to satisfy the feasibility condition [A]y ≤ 0. So, there must be a set of u and z for
p = [A]T u+Ψy (2.140)
where u ≥ 0, Ψ ≥ 0 and uT z = 0. Multiply Eq. (2.137) by − [A] and define a new column vector v as
expressed in Eq. (2.142),
− [A]p = [A] [A]T u+Ψ [A]y︸ ︷︷ ︸
v
(2.141)
v = −Ψ [A]y = Ψz (2.142)
and let
c = − [A]p (2.143)
which transforms Eq. (2.141) to
c = − [A] [A]T u+ v (2.144)
with the following optimality conditions:
u ≥ 0 v ≥ 0 uTv = 0 (2.145)
The last equality statement in the above expression is similar to the Lagrangian condition where a
solution is optimal when the λg(x) = 0. The above equation can be re-written as a linear system:
[
[B] [I]
]{ u
v
}
= c (2.146)
where the matrix B is the product of [A] [A]T and [I] is the identity matrix. Equation Eq. (2.146)
is the linear system that is solved to obtain the values of u and v that determine whether the search
direction vector is in the feasible region or has violated any of the constraints. If all the v ≥ 0 then
u ≥ 0 and the relation
uTv = 0
is satisfied then the problem is solved and the search direction vector can be found from
S = Ψy = p− [A]T u (2.147)
where the first n elements in y represent the search direction vector, S with Ψ = 1. However, if any
one of the elements in v < 0 then the condition in Eq. (2.145) is not satisfied. The goal is to find u ≥ 0
for which all the elements in v ≥ 0 or else the search direction is in the infeasible region. When v < 0
the remedy is similar to the Simplex method [46], where the c elements are divided by the diagonal
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elements of [B] until all the c elements are positive. Once all the elements in c are positive the system
in Eq. (2.146) can be solved and the conditions in Eq. (2.145) satisfied. Detailed review of the current
method and modifications to the method of feasible directions can be found in [46], [48], [49], [50].
According to Vanderplaats [51] one of the draw backs of this method is the effect of zig-zagging of
the search direction vector when too many constraints are implemented into the design space. One
approach to mitigate the zig-zagging of the search direction is to create a buffer around the constraints
to prevent the updated control vector from actually reaching the constraint. The buffer is like a scaled
bounding box that encompasses the constraint which can be controlled by the user. Another draw back
is with very large scale problems [52] the method of feasible directions can require a lot of memory to
store the gradient and Lagrange multiplier information.
2.3.6 Newton’s Method
The methods of optimization discussed in the preceding sections belong to the category of of un-
constrained/constrained first order gradient methods. Another class of schemes based on second order
formulations will be discussed in this section. The classical Newton’s method is a second order method.
Second order methods are considered to be highly efficient when the starting solution is in the vicinity
of the optimum. In a smooth design space for a quadratic problem will converge in n iterations where,
n is the number of control variables in the control vector, x. However, second order methods do come
with some inherent drawbacks. The main one is they require the evaluation of the second derivative
term, H(x), which is a Hessian with respect to the control variables. Large scale second order methods
will require the evaluation of the Hessian at each iteration which is time consuming. Not only is it
time consuming, but the nature of the Hessian is extremely critical to the success of the optimization
process. For a solution the Hessian is required to be non-singular and positive definite or else the process
needs to be halted and restarted from another location. There are methods that approximate the Hes-
sian to increase the efficiency of the optimization process like the Davidson-Fletcher-Powell method and
Broydon-Fletcher-Goldford-Shanno method. These methods are referred to as Variable Metric methods.
The main thrust of this section will be the classical Newton’s method and it’s implementation.
The classical Newton Method is derived from the Taylor’s expansion of the function about a current
design point. From the expansion a quadratic expression for the change in ∆x is obtained. The
necessary condition for the minimization of the function then gives an explicit calculation of the design
change
f(x+∆x) = f(x) +∇fT∆x+ 1
2
∆xTH∆x (2.148)
where ∆x is a small change in the design point and H(x) is the Hessian of the function at the control
vector x
x = {x¯, u, λ}T (2.149)
where x¯ is the grid point locations in the physical space, u is the solution of the function and the
λ coefficient is some scalar. The Eq. (2.148) is quadratic in the control variable vector x. Convex
programming theory states that if H is positive definite, then there is a ∆x that gives a local minimum
for the function in Eq. (2.148). Also, if the Hessian is positive definite everywhere, then the minimum
is unique. By enforcing the optimality condition
∂f
∂x
= 0 (2.150)
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on Eq. (2.148),
∇f(x) +H∆x = 0 (2.151)
and if H(x) is non-singular the change in the control variables can be derived from
∆x = −H−1∇f(x) (2.152)
The steepest descent based methods have a poor rate of convergence due to the 1st order character
of the system. However, the conjugate gradient method is an improvement, but it’s still a 1st order
method. When no constraints are violated the conjugate gradient method is used. When a constraint
is violated or becomes active the method of feasible directions should be used. The process of switching
from the conjugate gradient method to the method of feasible directions is costly and convergence may
take a long time, specially if the function is replete with local minima. Also, 1st order gradient methods
can get in trouble in regions where the function is not smooth, or is discontinuous.
If the second order derivatives can be numerically obtained, they then can be used to represent
the surface of the objective function, f(x) ⇒ J(x), more accurately. With a more accurate numerical
representation of the objective function a better search direction can be found. With the inclusion of
the second order information in the design space the rate of convergence can also increase. The Hessian
matrix H, is composed of the second partials of the objective function with respect to the various
components of the control vector x. The Hessian in Eq. (2.153) represents a function model with N
control variables. The Hessian is solved numerically using a second order differencing scheme with an
appropriate differencing step size.
H =

∂2J(x)
∂x21
∂2J(x)
∂x2∂x1
∂2J(x)
∂x3∂x1
∂2J(x)
∂x4∂x1
· · · ∂2J(x)∂xN∂x1
∂2J(x)
∂x1∂x2
∂2J(x)
∂x22
∂2J(x)
∂x3∂x2
∂2J(x)
∂x4∂x2
· · · ∂2J(x)∂xN∂x2
∂2J(x)
∂x1∂x3
∂2J(x)
∂x2∂x3
∂2J(x)
∂x23
∂2J(x)
∂x4∂x3
· · · ∂2J(x)∂xN∂x3
...
...
∂2J(x)
∂x1∂xN
∂2J(x)
∂x2∂xN
∂2J(x)
∂x3∂xN
∂2J(x)
∂x4∂xN
· · · ∂2J(x)∂2xN

(2.153)
For the one dimensional problem of this study the objective function is a function of three control
variables
J(x)→ J(x, u, λ) (2.154)
while in the present two dimensional problem it is a function of four variables. The λ term is a type of
Lagrange multiplier that scales part of the objective function. The λ term is optional but recommended
for Newton’s method. If the objective function is some linear combination of terms then this scalar
multiplier mitigates the influence of the larger term in the expression. In general for the Newton method
the objective function is defined as
J(x) = λSn(x) + · · · (2.155)
If the Sn term is large then the λ term reduces the influence from Sn by becoming a small positive
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quantity. The gradient of the objective function is defined by
∇f(x) =

∂J(x)
∂x1
∂J(x)
∂x2
∂J(x)
∂x3
∂J(x)
∂x4
...
∂J(x)
∂xN

and can be solved numerically by a first or second order differencing scheme. The choice for the
differencing step size is important since it influences the efficiency and stability of the optimizer. In
fact, it is recommended to use the same differencing step size chosen for the Hessian since that is most
susceptible to instability. The change in design space vector ∆x is defined as
∆x =

∆x1
∆x2
∆x3
∆x4
...
∆xN

(2.156)
The optimal point is updated by
xq+1 = xq + α∆xq (2.157)
Analogous to first order methods the change in design space, ∆x, is the search direction vector. Similar
to first order methods a step size is determined to ensure that the updated control vector is in the feasible
region. The initial step size is α = 1, but in some functions this step size may be too large and the
objective function from the updated control variables may be larger than the previous objective function
as shown in Figure 2.9. The successive objective functions should always be decreasing until a minimum
is obtained, and this can be ensured by carefully calculating the step size α. The concept Backtracking
is used when a set of expressions are implemented to determine when it’s appropriate to employ a line
search method to re-evaluate the step size. It is important to understand that calculating a new step
size involves more operations and this procedure increases the operation count of the main optimization
process. To avoid unnecessary operations the expressions in Backtracking determine whether the current
α step size is appropriate or requires recalculation. Backtracking is explained in §. 2.3.8 and the common
line search methods and their respective merits are explained in §. 2.4. If the function is a true quadratic
then a α = 1 is sufficient and there is no need to employ a line search method. When a unit step size
is used the Newton scheme is referred to as a pure Newton scheme. If the step size is less than one
but greater than zero, then the scheme is referred to as a modified Newton method or a damped
Newton method. The convergence of the scheme is based on whether the function is twice continuously
differentiable and has a positive definite Hessian. A quadratically convergent function has a small
Lipschitz constant, L, where the change in the function is gradual. A Lipschitz continuous function on
a prescribed domain is described mathematically as
‖∇2f(x)−∇2f(y)‖ ≤ L‖x− y‖ (2.158)
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For quadratic functions the constant L is zero since it is the bound on the third derivative of f . More
information on the theorems and lemmas associated with the Lipschitz differential can be found in
[53, 54, 55, 56]. However, in most functions the step size correction process is required, and the choice
of an efficient line search method is important. There are plenty of different line search methods from
iterative to curve fit type methods. It should be noted that exact line search methods that seek an
accurate step size can be expensive since they are generally iterative methods which can slow the
progress of the optimizer.
Apart from the advantages of second order methods, there are some disadvantages that mitigate
their use in large scale problems. The list below highlights the main drawbacks to second order methods:
• The Hessian cannot be a singular matrix. If the Hessian is singular then the iteration process
needs to be halted and initiated with a different set of initial conditions.
• In order for a unique solution to exist, the design space needs to be convex: the Hessian should
be positive definite everywhere. If the Hessian is negative then the iteration process needs to
be halted and re-started with a new set of initial conditions. Sometimes this can be corrected
by switching to steepest descent method. A modification by Lavenberg-Marquardt transforms
the Newton method to a steepest descent method when the Hessian is found not to be positive
definite.
• For large systems the calculation of the search direction can be numerically intensive and therefore
the iteration scheme can become inefficient. Hessians that are large can inadvertently become ill-
conditioned in the course of the iteration process. In such a case the Quasi-Newton methods are
employed where the Hessian is approximated.
• No direct way of employing constraints similar to the method of modified feasible directions.
However, for the present study side constraints have been employed that prevent the grid points
from crossing.
2.3.7 Lavenberg-Marquardt Modification
If the Hessian is not positive definite, the search direction
Sq = −H(x)−1q ∇f(x)q
may not point in the descent direction. A simple tool to correct or ensure that the search direction re-
orients itself back to the descent direction is to introduce the Lavenberg-Marquardt Modification [38, 57]
into the Newton algorithm.
xq+1 = xq + αk
{
−
[
H(x)−1q + µI
]−1}
∇f(x)q (2.159)
where the scalar variable µq ≥ 0. If µ→ 0 the above method defines a Newton method and if µq →∞,
the method defines a first order gradient method. The method should be implemented whenever the
search direction is in the ascent direction. Once the search direction has been corrected and if in the
next iteration the search direction is in the descent direction the µq can be set to zero so that the
Newton method is used. However, it should be noted for some design spaces which cease to be Lipschitz
continuous there is no remedy and second order methods may fail!
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2.3.8 Backtracking
Backtracking is a term used in optimization methods when on a particular iteration cycle a line
search is required to obtain a proper step size so that
f(xq+1) < f(xq)
When implementing second order methods of optimization a crucial element in the process is the step
size determination. Like the first order gradient methods, the step size prevents the updated control
vector from over stepping into some ascent region in the function. The determination of when to
backtrack in second order methods involves the well known Armijo’s function [54], [55] and [58]. The
Armijo function can be found in almost any prevalent optimization book and is used to determine when
to subdivide the step size parameter αk. Ordinarily the decision to subdivide the step size is based on
f(xq+1) > f(xq)
but this approach can produce a zig-zagging pattern of updated points on the function as shown in
Figure 2.9. The function from the new updated control vector in Figure 2.9 is less than the previous
function, but it is on the ascent side of the curve, and well past the minimum. To correct back to the
descent direction the step size will have to be lowered further until the optimality condition is satisfied.
This process is inefficient since the correct approach would be to remain on one side of the curve with
the search direction vector in descent with sufficient decrease in the step size until the minimum is
reached.
x1 x0x2
f(x)
x
x3 x4
Figure 2.9 Erroneous backtracking condition for reduction of f .
An intelligent approach would be to create some relationship that avoids the zig-zagging of the
update point over the function. The Armijo condition sets up a linear relationship between the function
and product of the search direction and the gradient vector with respect to the step size parameter αq
f(xq + αqSq) < f(xq) + αqα∇f(xq)TSq (2.160)
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where α is some parameter set to 0.00001 which is sufficient [55]. When the condition in Eq. (2.160) is
not satisfied a line search needs to be performed as explained in §. 2.4. It is advisable to use an inexact
line search with upper and lower bounds to prevent the step size from becoming too small. If the design
space is smooth and the starting solution is in the vicinity of the optimum a step size α = 1 can work.
But generally it is not a good idea to leave α at unity, the iteration can start with α at unity, but it
should be subject to reduction as the iterations proceed. The curvature condition is generally used in
conjunction with the sufficient decrease condition to prevent the step size from becoming too small. If
the step size is too small the update vector will creep towards the optimum.
∇f(xq + αqSq)TSq ≥ β∇f(xq)TSq (2.161)
β = 0.1→ For Conjugate gradient methods (2.162)
β = 0.9→ For Newton type methods (2.163)
With constants 0 < α < β < 1; and when both (sufficient decrease and curvature) conditions are used
together it is referred to as the Wolfe condition [59]. For further information on these conditions and
variations the author suggests the following references: [38, 54, 55, 60] and a paper by Armijo [61].
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α
f(xq) + αα∇f(x)TSq
unacceptable region
acceptable regions
Figure 2.10 The sufficient decrease condition.
2.3.9 Kuhn-Tucker Condition
Defining the geometric significance of the optimum mathematically for a constrained problem is not
a trivial process. For unconstrained problems the process is straightforward: a feasible direction is
S(x) = ∇f(x) (2.164)
and, if the gradient of the objective function is zero at the candidate point and the Hessian is non-
negative or positive definite then x = x? is a point where a minimum exists. The first order necessary
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condition for a stationary point is when
∇f(x?) = 0
where, x? is defined as the stationary point. A stationary point is not necessarily the candidate point
for the minimum. The nature of the second derivative of the function at the stationary point determines
whether the point is at a minimum or maximum: for a minimum
∇2f(x?) > 0
where the term ∇2f(x?) is the positive definite Hessian of the function f(x). Calculating the second
derivatives for the sufficiency conditions is usually avoided since it is time consuming, because it requires
the evaluation of the second derivative of the function with respect to all the control variables in the
control vector. For a large design space this operation is computationally expensive. Instead, the descent
direction of the search direction, S = −∇f , and no successive change in the objective function, f(x),
is a sufficient indicator that the stationary point is a minimum. In constrained problems the necessary
conditions are used to check whether the direction of descent is in the usable-feasible direction defined
by a set of Lagrange multipliers. When constraints are incorporated into the design space (Method of
Feasible Directions) a relationship between the objective function and the constraint functions needs to
be developed. This relationship is defined by a set of Lagrange multipliers and some linear combination
of the objective function and the constraint function, and is called the Lagrange’s function. The
optimality condition is defined by a set of necessary and sufficiency conditions commonly known as the
Kuhn-Tucker conditions.
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g(x)2 = 0
f(x) = const
g(x)1 = 0
∇f(x) = −∑mj=1 λJ∇g(x)j
∇f(x)
g(x)3 = 0
∇g(x)3∇g(x)1
∇f(x)
λ1∇g(x)1
λ3∇g(x)3
Figure 2.11 Geometric representation of Kuhn-Tucker conditions.
L(x,λ) = f(x) +
m∑
j=1
λjgj(x) +
l∑
k=1
λm+khk(x) (2.165)
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The Kuhn-Tucker conditions define a stationary point by taking the first and second derivatives of
Eq. (2.165) containing the λj and λm+k Lagrange multipliers. The λj is the set of Lagrange multi-
pliers (restricted in sign) for the inequality constraints and λm+k represents the Lagrange multipliers
(unrestricted in sign) for the equality constraints. If x defines the optimum design then the following
conditions need to be met for it to be true:
λjg(x) = 0 j = 1,m ∀ λj → 0 (2.166a)
∇f(x) +
m∑
j=1
λj∇gj(x) +
l∑
k=1
λm+k∇hk(x) = 0 (2.166b)
for λj ≥ 0 and λm+k unrestricted in sign (2.166c)
The optimum design point must satisfy all the above constraint conditions. If the constraint g(x) < 0
then λj = 0, which means that the constraint is inactive and the search direction vector updates the
control vector in the feasible region. If the constraint g(x) = 0 then λj > 0, since the constraint is
active and the sign on the Lagrange multiplier is not free to be negative. When constraints are inactive
the search direction vector updates the control vector in the feasible region and Eq. (2.166b) reduces
to the optimality condition of an unconstrained problem as shown in Eq. (2.164). From Eq. (2.166a) it
can be seen that the negative of ∇f is the linear combination of the Lagrange multipliers multiplied to
the constraint gradients for an optimum design point.
−∇f(x) =
m∑
j=1
λj∇gj(x) +
l∑
k=1
λm+k∇hk(x) = 0 (2.167)
What this means is that at the optimum point the sum of the Lagrange multipliers is equal and opposite
to the gradient of the function. By resolving the vectors a balanced system is attained as shown in
Figure 2.11, when the gradient of the function is equal and opposite to the sum of the constraint
gradients. The sufficiency condition is the second derivative of the Kuhn-Tucker expression, where the
∇2L matrix needs to be a positive definite for a minimum.
∇2L(x,λ) = ∇2f(x)
m∑
j=1
λj∇2gj(x) +
l∑
k=1
λm+k∇2hk(x) (2.168)
The control vector x satisfies the sufficiency condition for a minimum if the Hessian in Eq. (2.168) is
positive definite. In practice most algorithms substitute the sufficiency check with the simple comparison
between the objective function between consecutive iterations. If the objective function decreases then
the search is in the descent direction and if there is no change in the objective function then a minimum
has been reached. This approach, although less sophisticated as compared to using Eq. (2.168) is more
efficient and less memory intensive.
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2.4 One Dimensional Line Search
The one dimensional line search or backtracking is a crucial element in the optimization process. The
objective function is predicated on the control vector and is required to decrease in value if minimization
of the function is the objective. The search direction vector provides the descent direction, but if the
step size α is too large, the objective function may overshoot the minimum and increase. To ensure
minimization of the function at each step of the optimization the step size needs to be selected carefully.
An optimum step size that would decrease the objective function would be ideal, but in general an
approximate step size is the best one can do. Getting an optimum step size can be inefficient since
it becomes an iterative process within a optimization process. Finding an ideal step size can slow the
optimization process down drastically. Therefore, to maintain efficiency an approximate step size is
calculated. The recommended magnitude of the step size also varies from method to method depending
on the character of the function as shown in a survey done by Kuhn, Haidn, and Josien [62].
f(α)
α
α = αq
f(0)
df
dα
df
dα = 0
Figure 2.12 One dimensional search to find the exact step size α.
There are two categories of line searches to calculate the step size: inexact line search and exact line
search. The exact line search is the ideal step size calculation that requires a smooth function. The
exact line search is performed over a one dimensional function using a varied choice of iterative schemes.
Fitting a cubic polynomial through the one dimensional function is another form of exact line search
to find the step size.
2.4.1 Newton’s Method
The Newton-Raphson iterative scheme used to find the step size, α, is obtained by performing a
Taylor’s expansion on the f (x+ αS) function. The expansion is carried through till the second deriva-
tive terms since the Newton-Raphson iterative scheme requires the second derivative of the function
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with respect to α.
f(x+ αS) ≈ f(x) + α
[
d
dα
f(x+ αS)
]
+
α2
2
[
d2
dα2
f(x+ αS)
]
= f(x) + α
[
∇f(x)T
]
S+
α2
2
[
ST∇2f(x)S] (2.169)
and
d
dα
f(x+ αS) ≈ α
[
∇f(x)T
]
S+ αSTF(x)S (2.170)
Setting the above equation to zero and solving for α:
α = −∇f(x)
TS
ST∇2fS (2.171)
∇2f =

∂2f(x)
∂x21
∂2f(x)
∂x1x2
∂2f(x)
∂x1x3
· · · ∂2f(x)∂x1xN
∂2f(x)
∂x2x1
∂2f(x)
∂x2x2
∂2f(x)
∂x2x3
· · · ∂2f(x)∂x2xN
...
∂2f(x)
∂xNx1
∂2f(x)
∂xNx2
∂2f(x)
∂xNx3
· · · ∂2f(x)
∂x2N

N×N
(2.172)
The presence of the Hessian can drastically affect the outcome of the line search. Depending on the size of
the control variable vector the calculation of the Hessian can impede the efficiency of the computational
process. However, if the function is quadratic then the approximation is exact.
2.4.2 Secant Method
To avoid calculating the Hessian and still perform an exact line search the Secant method [63] can
be used. The secant method approximates the second derivative of f (x+ αS) by taking the forward
difference of the first derivative. The term αi is a guess for the step size which is set to the α after each
iteration.
α = −αi ∇f(x)
TS
∇f(x+ αiS)TS−∇f(x)TS
(2.173)
The Newton-Raphson and the Secant method should be terminated when there is no change in α
through successive iterations. If too little precision is set for the convergence the result can be too
inaccurate. If the precision is set too high then convergence will be slow or the process may even fail
to converge. Details on how these two methods behave in the context of step size parameter, α, can be
found in [63]
2.4.3 Inexact Line Search
If the function to be minimized is not continuous and riddled with local minima and maxima then
the exact line search methods can be impractical from an efficiency point of view. The exact line
search methods require smooth functions with respect to the step size parameter and if the function is
a polynomial the solution is exact. The inexact line search is a brute force way of determining the best
possible α that reduces the objective function. If the current objective function from xq+1 = xq+αS is
greater than the preceding objective function then the step size is reduced by some factor σ. Maintaining
a search direction vector that is in the descent direction is more crucial than the exactness of the step
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size parameter. With the correct search direction vector and an approximate step size parameter the
minimum can be reached within the optimization process. If the emphasis is on the exactness of α then
the optimization is made inefficient and encumbered. For the sake of efficiency the inexact line search
is chosen for this type of optimization problem. From the results shown in Chapter 4 and Chapter 5
using the inexact line search method proved a good choice.
2.4.4 Polynomial fit
A common approach for determining the exact step size is to model the object function using a
cubic polynomial. The cubic polynomial is a function of the step size length α as shown in Figure 2.12.
This reduces the objective function from a multi-variable problem to a single variable problem where
the goal is to find the appropriate α at which the function is a minimum. The following derivation and
procedure is based on [54] where at first a simple quadratic polynomial is used to find the correct α
and if that fails then the cubic polynomial is used. For further details the reader is advised to refer to
[54], but the following steps should suffice for a quick review. Let the function ζ(α)
ζ(α) = f (xc + αS) (2.174)
represent a cubic polynomial. The function expressed above is dependent on a single variable, α, the
step size length. The data known along the polynomial can be found at three different locations
ζ(α = 0) = f(xc) (2.175)
ζ ′(α = 0) = ∇f(xc)TS < 0 (2.176)
ζ(α = 1) = f(xc + S) (2.177)
where the slope of the function as shown in Figure 2.12 is the dot product of the gradient of the function
and the search direction vector derived in Eq. (2.82). From these three different locations a quadratic
model for which α = 1 can be constructed where the Armijo rule (see §. 2.3.8 on page 55) is violated
ζ(1) = f(xc + S) ≥ f(xx) + α∇f(xc)TS (2.178)
The expressions for ζ(0), ζ(0)′ and ζ(1) can be substituted into the above equation to get
ζ(1) = ζ(0) + αζ(0)′ (2.179)
From this a quadratic expression can be formulated as
q(α) = ζ(0) + ζ(0)′α+ (ζ(1)− ζ(0)− ζ(0)′)α2 (2.180)
The minimum, αq, on a prescribed interval (βl, βh) is found by taking the derivative of the above
equation and proving that the second derivative is greater than zero.
ατ =
−ζ(0)′
2 (ζ(1)− ζ(0)− ζ(0)′) ⇒
−∇f(xc)TS
2
[
f(xc + S)− f(xc)−∇f(xc)TS
] (2.181)
The αq from the above equation should be bounded within the prescribed Armijo β values
α+ =

βlow , if αq ≤ βlow
ατ , if βlow ≤ ατ ≤ βhigh
βhigh , if αq ≥ βlow
(2.182)
62
The bounds on the β values are customarily between 0 and 1. Once the α+ has been obtained it
is substituted back into the Armijo-Wolfe-Goldstein Condition (Eq. (2.160)) to check whether the
inequality is satisfied:
f(xc + αS) < f(xc) + ααq∇f(x)TS (2.183)
If the α+ does not satisfy the above inequality then a cubic polynomial fit is required. For a cubic
reduction another two sets of data points is required along the function. The two additional data sets
are arbitrarily chosen with respect to the current α+ step size from the quadratic polynomial expression.
Two new α points are selected within the vicinity of the current α+ value. The new values are αq and
α−, where αq is less than α− by some epsilon. From this the expression for the cubic reduction is
defined as
q(α) = ζ(0) + ζ(0)′α+ χ2α2 + χ3α3 (2.184)
where χ2 and χ3 are unknown constants. The unknown constants are determined by solving the
following simultaneous equations at αq and α−
q(αq) = ζ(αq) = f(xq + αqS) (2.185)
q(α−) = ζ(α−) = f(xq + α−S) (2.186)
where
α− = α+
which is the step size value from the quadratic polynomial fit from Eq. (2.181). The two equations can
be put in matrix form and then solved for the unknown constants.[
α2q α
3
q
α2− α
3
−
]{
χ2
χ3
}
=
[
ζ(αq)− ζ(0)− ζ(0)′αq
ζ(α−)− ζ(0)− ζ(0)′α−
]
(2.187)
{
χ2
χ3
}
=
1
α2qα
3− − α3qα2−
[
α3− −α3q
−α2− α2q
][
ζ(αq)− ζ(0)− ζ(0)′αq
ζ(α−)− ζ(0)− ζ(0)′α−
]
(2.188)
ατ =
−χ2 +
√
χ22 − 3χ3ζ(0)′
3χ3
(2.189)
The new ατ is again checked whether it is within the bounds prescribed in Eq. (2.182) and then verified
whether it satisfies the inequality in Eq. (2.160). If the new step size fails to satisfy the inequality in
Eq. (2.160) another sweep through the cubic polynomial is required with the following parameters
αq = ²ατ
α− = ατ
The ² is a small number so that αq < α−. It is important to be aware that if the function through
successive iterations becomes non-smooth, then the polynomial fit for the step size calculation will not
work properly. For non-smooth functions it is best to use in-exact line search methods.
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2.5 Dynamic Side Constraints for Laplace Problem
The optimization process will move or adapt the grid points to minimize the objective function.
The grid points will be required to be subjected to some constraints or boundaries or else they will
cross and distort the grid model. To avoid the criss-crossing of grid lines side constraints are enforced.
In direct methods the constraints are directly incorporated into the search direction vector by solving
the Lagrange multiplier problem. For the conjugate gradient type method the constraints are side
constraints that change with the optimization process, but are not used in the determination of the
search vector. If the constraint boundary is violated, the updated control point is corrected back to the
boundary. The constraint boundary for a grid point is a bounding box around that grid point. The
bounding box is the usable-feasible region over which the grid point can move. If the grid point moves
out of the bounding box, the grid point is corrected back to the closest edge of the bounding box.
r0
r1
p0
intersection with boundary
boundary segmant
l1
l2
line p01
p1
Intersection point with edge
Vertex of box edges
Initial point
New point out of bounds
edge boundary r01
Figure 2.13 Upated control vector out of bounds. The position vectors p0 and
p1 are the old and new grid point position vectors. And r0 and
r1 are the position vectors of the vertexes of edge l2.
The edges on the above figure are l1 and l2 and each edge is made up of two vertex points whose
position vectors are defined by r0 and r1. There can be seven or more possible scenarios that affect the
boundary between edges l1 and l2 as illustrated in Figure 2.14. The line segment defined by vertexes
r0 and r1 can be expressed as
r01 = r0 + α¯ (r1 − r0) , 0 ≤ α¯ ≤ 1 (2.190)
Similarly the line segment p0p1 can be expressed as
p01 = p0 + β¯ (p1 − p0) , 0 ≤ β¯ ≤ 1 (2.191)
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The intersection of the two segments can be obtained by equating Eq. (2.190) to Eq. (2.191) and solving
for α¯ and β¯.
rI = r01 = p01 = r0 + α¯ (r1 − r0) = p0 + β¯ (p1 − p0)
The two simultaneous equations for the intercept point defined by α¯I and β¯I are
r0 + α¯I (r1 − r0) = p0 + β¯I (p1 − p0)
Cross multiply both sides by (p1 − p0) and dot it with the out of plane unit vector, kˆ, to solve for
α¯I =
(p0 − r0)⊗ (p1 − p0) · kˆ
(r1 − r0)⊗ (p1 − p0) · kˆ
(2.192)
Similarly multiply both sides by (r1 − r0) and dot it with kˆ to solve for the β¯I variable
β¯I =
(r0 − p0)⊗ (r1 − r0) · kˆ
(p1 − p0)⊗ (r1 − r0) · kˆ
(2.193)
The β¯ variable determines whether the new point is inside or outside the edge, while the α¯ variable
determines where on the edge the intercept occurs. Once the correct β¯ for an out of bounds point is
obtained, the location of the intercept on that edge is determined with the α¯ value that corrects the
new point back to the respective boundary edge.
boundary edges
r0l=1
p0
p1a
line l2
p1c
r1l=2
p1dp1f
p1g
r0l=1r1l=1
line l1
p1b
p1e
Vertex points of line l1 and l2
Possible locations of new point
Location of initial point
Figure 2.14 Various scenarios with an out of bounds updated control vector.
Table 2.5 summarizes the β¯ variable conditions and what they represent and Table 2.5 summarizes
the seven possible scenarios that can occur for a new point.
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β¯Ivalue Description
β¯I > 1 new point is inside the edge
β¯I < 1 new point is outside the edge
β¯I = 1 new point is on the edge
Table 2.1 Various β¯I conditions for determining nature of the new point with
respect to the boundary edges.
Case β¯I value α¯I value Description
p1a 0 < β¯I < 1 0 < α¯I < 1 intercepts edge l1
p1b β¯I = 1 α¯I = 1|l=1 or α¯I = 0|l=2 intercepts edge l1 and l2
p1c 0 < β¯I < 1 0 < α¯I < 1 intercepts edge l2
p1d β¯I = 1 0 < α¯I < 1 intercepts edge l2
p1e β¯I = 1 α¯I = 1 intercepts edge l2
p1f β¯I > 1 α¯I > 1 new point inside domain l1
p1g β¯I = 1 0 < α¯I < 1 intercepts edge l1
Table 2.2 Seven possible scenarios involving the new point and the boundary
domain edge.
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For the sake of efficiency the new point should be checked whether it is inside or outside the boundary
without having to sweep around all the edges to find the required β¯ and α¯. The algorithm is requires
quite a few logical statements that can be time consuming if the new point is within the domain. A
quicker way to check is to sweep around all the vertex points in the boundary and check whether the
total angle swept is equal to 2pi or less (Figure 2.15) . If the θi from all segments is equal to 2pi then
there is no need to solve for the β¯ and α¯ values on the boundary because the point is in the bounding
box and there is no constraint violation.
arbitrary boundary
vertex point
vertex point
p1
θi
r0
r1
vertex point
vertex point
vertex point
vertex point
vertex point
vertex point
Figure 2.15 Checking a point within a domain D.
If in (Figure 2.16) the new point is outside the domain then a simple dot product check (Eq. (2.194a))
is not enough. The cross product check (Eq. (2.194b)) needs to be applied along with the dot product
check.
cos θi =
r1 · r0
|r1||r0| (2.194a)
sin θi =
(r1 ⊗ r0) · kˆ
|r1||r0| (2.194b)
(2.194c)
Utilizing the cosine and sine of the swept angle θl over a segment, the sum over all the swept angles can
be found using the arctan 2 expression as expressed in Eq. (2.195). The arctan 2 function is used because
the angle needs to be obtained from the correct quadrant (0 to pi radians). For the bounding box an
eight point stencil is used connecting the midpoints of the neighboring cells as shown in Figure 2.17.
θl =
nvertex∑
i=1
arctan 2 [sin θi, cos θi] , i = 1, 2, 3 . . . ,nvertex (2.195)
The size of the bounding box can be controlled using a scale factor κ. The scale factor prevents
the bounding box from being too large, because if the adaptation or movement of points is severe then
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xq+1
D
Figure 2.16 Point outside a boundary domain D
successive bounding box’s can overlap with others.
rnewl=1,2··· ,8 = ri,j + κ (rl=1,2··· ,8 − ri,j) , 0 < κ ≤ 1 (2.196)
i,j
i−1,j
i+1,j
i−1,j−1
i+1,j−1
i−1,j+1
i,j−1
i,j+1
i+1,j+1
l3
l5
l2 l1
l8
l7
l6
l4
Figure 2.17 An eight point bounding box stencil. The cell centers are used as
the vertexes of the bounding box domain
Choosing the correct scale factor is done through trial and error. For the current problem, a κ = 0.9
is sufficient to prevent successive bounding box’s from overlapping. If κ = 0 the bounding box collapses
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to just a point: ri,j . To simplify and quicken the out bounds checking algorithm, instead of a polygon
a simple bounding box is used as shown in Figure 2.17.
2.6 Objective function and grid quality terms for the 2D grid
The main thrust behind the introduction of optimization methods in this grid adaptation study is
to drive numerical approximation to the Laplace’s pde, Sn, of some function, φ, as close to zero as
possible. The function for the two dimensional problem is chosen to be the stream function, Ψ, for
flow over a circular body. The objective function, J(x), can be defined by the square of Sn alone or
a combination of Sn and some grid quality measure quantity or error term. The square of Sn is used
so that the minimum of J(x) can be found, where ∇J(x) = 0, else the minimum will be defined by
the largest negative value of Sn. In Chapter 4 and Chapter 5, the results from the generalized and
non-uniform discretized formulations define J(x) in the following manner
• J(x) is defined by the square of Sn only
J(x) = S2n
• J(x) is defined by some grid quality measure quantity like area variation, orthogonality or curva-
ture, e.g.,
J(x) = σ
where σ is the area variation term that is described in detail below. In this type approach the
Sn term is used explicitly as an equality constraint surface that is satisfied using the gradient
projection method described in §. 2.3.3
• J(x) is defined by some combination of S2n term and some grid quality measure term, e.g.,
J(x) = (λSn)
2 + σ
where λ is some Lagrange multiplier type scale factor that helps minimize the function. This type
of objective function is a multi-objective function defined by a single function. If the Sn term
increases in magnitude then λ will drop so as to dampen the influence from the Sn term. This
type of objective function is difficult to control and is not recommended. The results from §. 4.4
and §. 5.4 will show why this type of combination of objective function should be avoided.
The important aspect of the optimization process is that Sn term needs to be driven as close to zero
as possible. Whether gradient projection is used or not the Sn = 0 is an equality constraint that needs
to be satisfied. The addition of the local grid quality terms can affect the final shape of the optimized
grid. The terms can be used separately or together and they are: area (σ), orthogonality (σ⊥) and
curvature (σa).
J(x) = σ (2.197)
or
J(x) = σa (2.198)
or
J(x) = σ⊥ (2.199)
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where
x =

xi,j
yi,j
Ψi,j

When the gradient projection is used (§. 2.3.3) then the Sn term is omitted from the performance
index since it is being evaluated exactly to correct for the equality constraint surface.
2.6.1 Orthogonality
Orthogonality is a desirable feature in grids since it often tends to result in more accurate numeral
solutions. The orthogonality in grids from traditional grid adaptive methods tends to reduce the
truncation error [64, 65] inherent in the discretized form of the pde. The presence of skewness in grids
can adversely affect the stability of the numerical schemes. The quantitative measure of the local grid
orthogonality, σ⊥, is obtained by taking the dot product of the position vectors emanating from the
central grid point subject to adaptation.
i,j
i−1,j
i+1,j
i−1,j−1
i+1,j−1
i−1,j+1
i,j−1
i,j+1
i+1,j+1
δri+1,j
δri,j+1
δri−1,j
δri,j−1
Figure 2.18 Stencil for orthogonality.
σ⊥ = (δri+1,j · δri,j+1)2 + (δri,j−1 · δri+1,j)2 (δri−1,j · δri,j−1)2 (δri,j+1 · δri−1,j)2 (2.200)
where
δri+1,j = ri+1,j − ri,j
δri,j−1 = ri,j−1 − ri,j
δri−1,j = ri−1,j − ri,j
δri,j+1 = ri,j+ − ri,j
and the summation
σ⊥ =
4∑
i=1
σ⊥i ⇒ 0 (2.201)
is required for an orthogonal grid.
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2.6.2 Area
The area variation between the grid cells defines the smoothness measure of the grid domain. If the
grid cell area variation has minimal change from one grid region to another then the grid domain is said
to be smooth. In traditional grid adaptation methods the accuracy of the numerical difference equations
requires grid spacing to vary smoothly and not drastically. Otherwise numerical errors can occur that
can affect the accuracy of the solution [7, 66]. The quantitative measure of the grid smoothness, σ, is
expressed by the sum of the squares of the differences in areas from one grid region to the next. The
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Figure 2.19 Stencil of quadrants for the area calculation. The adapted grid at
(i, j) is surrounded by four quadrants.
area of a quadrant is the sum of its triangles as shown for A:
σA =
1
2
[(r1 ⊗ r2) + (r3 ⊗ r4)] (2.202)
The total area variation is then the sum of the squares of all quadrants that neighbor the current grid
point subject to adaptation:
σ = (σA − σB)2 + (σB − σC)2 + (σC − σD)2 + (σD − σA)2 (2.203)
The minimization of the σ term will result in a smooth grid:
σ =
4∑
i=1
∆σi ⇒ 0 (2.204)
2.6.3 Curvature
From grid analysis straight grid lines result in smaller errors than curved grid lines. However,
curvature is somewhat tricky to deal with since it can drastically distort the overall grid. If the curvature
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is minimized along the meridional grid lines, the lines will tend to straighten and the final grid will lose
its physical significance. The curvature is only applied to the radial lines in the ξ direction; emanating
from the surface of the cylinder to the outer boundary as shown in Figure 2.20. The curvature, σa
along the ξ lines is expressed as
σa =
| ∂r∂ξ ⊗ ∂
2r
∂ξ2 |
| ∂r∂ξ |3
(2.205)
In discretized form the expression looks like this:
σa =
|
(
ri+1,j−ri−1,j
2∆ξ
)
⊗
(
ri+1,j+ri−1,j−2ri,j
2∆ξ
)
|
|
(
ri+1,j−ri−1,j
2∆ξ
)
|3
(2.206)
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Figure 2.20 Laplace grid layout. The radial lines are in the ξ direction and
the meridional lines are in the η direction.
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2.7 Convergence Criteria
The control vector in the optimization of the two dimensional Laplace’s equation is done in a point
wise format. The optimizer works on an interior grid point, meets a certain convergence criteria and
then moves on to the next grid point. When it has swept through all the grid points a global residual
is calculated and the process is repeated again. The optimizer stops when when a global convergence
criterion is met. In the optimization process there is a local convergence criteria and a global convergence
criteria and both have to be satisfied for convergence. The local convergence criterion is based on the
Sn value while the global convergence criterion is based on grid movement. The expression for global
convergence for a two dimensional problem is
rmsglobal =
I−1∑
i=2
J−1∑
j=1
{ |∆x¯|
max (x0, 1e−13)
}
N
, N = 1, Itermax (2.207)
with
∆x¯ =
{
xi,j yi,j ui,j
}T
and for a one dimensional problem it is
rmsglobal =
I−1∑
i=2
{ |∆x¯|
max (x0, 1e−13)
}
N
, N = 1, Itermax (2.208)
with
∆x¯ =
{
xi ui
}T
Local convergence at each global iteration is important for a correct solution. A monotonic global rms
convergence history is desired for both the one dimensional and the two dimensional case.
The J(x)expression affects the nature of the convergence history; for some formulations of J(x) the
convergence history fails to be monotonic. In the two dimensional problem when local terms are present
in J(x) along with the Sn term the global rms loses monotonicity as shown below. Figure 2.21 pertains
to the objective function that contains the area variation parameter σ so that the adaptation results
in a smooth grid. In Figure 2.21 the y-axis points are the logarithmic values of the global rms and the
x-axis points are the iteration count. A detailed discussion on the inclusion of local terms can be found
on pages 106 and 146.
When the residual from the global convergence loses monotonicity the optimizer is in a region
replete with local minima. In such a case the solution should be allowed to mature allowing the local
convergence to be satisfied over the global iteration steps. This will allow the solution for Sn at each grid
point to come close to zero, however it may not be the best solution since it is not a global minimum.
The convergence criteria set for both the local and global iterations is small as shown in the table below
The local convergence criterion is always set tighter than the global convergence. This guarantees
that the optimizer drives the Sn to zero. Since there are two convergence criteria, there will be two
distinct trajectories that will finally lead to the optimum point. Each optimizer trajectory or path
culminates at a global solver point. An easier way to explain this is by viewing the trajectory curve of the
optimizer and the global solver for the Laplace problem in two and three dimensions. A topographical
view of the global and solver trajectory points in two dimensions can be seen in Figure 2.22. In
73
Figure 2.21 Example of a non-monotonic residual for J(x) = S2n + σ. The
x-axis represents the number of global iterations and the y-axis is
the log10(rms)
Convergence criteria value
Local criteria 1e−11
Global criteria 1e−9
Table 2.3 Convergence criteria for local and global iterations.
Figure 2.22 the red lines represent the path of the optimizer from each successive starting point. The
orange diamonds represent the optimized point for each global solver. Every optimizer path will end at
a global solver path denoted by an orange diamond. When viewed in two dimensions the local solver
trajectory curve from each successive global solver iteration seem connected, but in reality they are not.
It only looks that way in two dimensions since the elevation has not been taken into account.
In Figure 2.23 the design space is in three dimensions and it can be clearly seen that each successive
optimizer path starts at a different point. In the three dimensional plot the series of green cubes
represent the successive global solver points, and the red lines represent the trajectory of the optimizer.
The large orange cube is the optimum point once global convergence is satisfied. In Chapter 4 and
Chapter 5 the design plots will contain the optimum point from the optimizer and the optimizer’s
trajectory curves.
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Figure 2.22 Two dimensional view of the optimizer trajectory.
Figure 2.23 Three dimensional view of the optimizer trajectory.
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CHAPTER 3. RESULTS FROM ONE DIMENSIONAL BURGER
The solution adaptive results for the one dimensional viscous Burgers’ problem are obtained using
the Conmin program and the second order modified Newton method. The second order Newton
method algorithm is written specifically with this problem in mind. In the second order Newton
method the control vector, xi, at some grid point consists of the grid point location in the x coordinate,
solution to the Burgers’ problem and the Lagrange multiplier variable of that ith grid point only. This
forms a design space of D3 dimensions.
xi =

xi
ui
λi
 , ∈ D3
If adaptation is done point wise where the control vector is made up control variables associated with
only one grid point at a time two levels of tolerance criteria need to be set. When the control vector
satisfies the local convergence tolerance criterion the optimizer moves onto the next grid point and
optimizes the control vector from the new grid point. This process continues until all the interior grid
points have been adapted along with their corresponding solutions. The process then repeats itself until
a global convergence tolerance is satisfied. In the Newton program there are two levels of convergence
criteria that need to be met: local and global. The local convergence is associated with current grid
point the optimizer is adapting, while the global convergence deals with some residual sum of all the
interior grid points. An optimized solution is obtained when the global convergence is satisfied. The
Conmin program uses a control vector that consists of all the interior grid points and their respective
control variables.
x =

xi
ui
λi
 , for x = {x1 · · ·xNV } , ∈ D3×NV
The design space in the Conmin program is a hyperspace of D3×NV dimensions, where, I = I−2, is the
number of interior grid points in the solution domain. In Conmin each iteration level subjects all the
interior grid points to adaptation. A design space with so many control vectors is constrained which can
be a drawback, but does not require two layers of convergence: a local and global convergence criteria.
The goal is to depart from general optimizers and build an optimizer that confines itself to the current
problem so that a better understanding between optimization and grid adaptation can be sought. The
departure from a general purpose optimizer like Conmin can only be possible after extensive use of the
method and understanding its drawbacks with the current study. This chapter presents the results for
the optimized solution adaptive grid for the one dimensional problem from the second order Newton’s
method and Zoutendijk’s method of feasible directions. This study introduces the relevance of the
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design spaces for each grid point which eventually influences the optimization approach for the two
dimensional Laplace problem shown in the next chapter. Prior to the implementation of Newton
method not much attention was paid to the design space from the method of feasible direction because
of the size of the control vector. The optimization of each point separately became relevant when the
system with all the interior grid points was suspected of becoming over constrained. The convergence
history from the Conmin program is a product of an over constrained system which will be shown in
§. 3.1.2.
The formulation for the objective function for the Newton program and the Conmin program is
expressed in Eq. (3.1b) and Eq. (3.1a). The two formulations are different and there is a specific reason
for that. Recall, and first order gradient based method is a minimization problem that will seek the
extrema of a function and in this case the minimum. For this reason the term defining the numerical
form of the Burgers’ pde, Sn, is squared. In the second order Newton method a set of homogeneous
simultaneous equations defined by the gradients of the function are evaluated for the optimized control
variables. In the second order method the gradient of J(x) with respect to the scale factor λ leads to
the equality condition Sn = 0, discussed in detail in §. 3.1.1.3.
J(x, u, λ) = ε2(x, u) + λSn(x, u) (3.1a)
J(x, u, λ) =
I−1∑
i=2
ε2(x, u) +
I−1∑
i=2
λS2n(x, u) (3.1b)
In the Conmin program at each iteration the control vector, x, is made up of all the grid points subject
to adaptation. And in the Newton scheme the control vector is made up of a grid point subject to
adaptation. That is why the summation of the objective functions is not required for the Newton
scheme. The control vector, x, for the design space is made up of the grid point location, the solution
at that grid point and the scalar Lagrange type multiplier. The term ε defines the truncation error
terms in the modified equation in 2.32, and the Sn is the discrete form of the Burgers’ partial differential
equation represented by a 1st order Roe scheme.
3.1 Solution and Grid Adaptation
The grid adaptation scheme is performed on the Linearized Burgers’ equation with a wave speed
or Reynold’s number of RL = 10, and a mesh size of nine grid points, I = 9. The emphasis is on
developing a method that can accurately discretize a coarse mesh without having to deal with a fine
mesh to accurately capture regions of disturbance and high gradient. This Reynold’s number is ideal
since it creates the steep gradient region near the right boundary. The length scale and viscosity
parameter are set to unity for all test cases (see Table 3.1). The results from Conmin and Newton
are then compared to the steady solution obtained from a first order in time and second order in space,
O
(
∆t,∆x2
)
, implicit scheme.
3.1.1 Newton’s Method
The Newton’s method updates the control vector, x, at each grid point when an optimum grid point
location has been obtained for the current grid point. It then adapts the control vector of the next grid
point. Each grid point is associated with a local residual which needs to satisfy a tolerance requirement.
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Fluid properties Value
number of grid points 9
length scale, L 1.0
wave speed, c 10
mesh Reynolds number, ReL = cLµ 10
viscosity, µ 1.0
CFL for implicit scheme 0.8
Table 3.1 Fluid properties and specification for the linearized viscous Burgers’
one dimensional flow.
A global residual is also implemented that pertains to the entire solution. If the tolerance set for the
global residual is not satisfied the scheme continues adapting the grid points. The expression for the
global residual for a one dimensional problem is
rmsglobal =
I−1∑
i=2
{
∆x¯
max (x0, 1e−13)
}
N
, N = 1, Itermax (3.2)
where the residual is over the sum of all the interior grid points and the ∆x¯ term in the expression is
the magnitude of change in the grid movement in the solution domain:
| ∆xi |=
{
| ∆xi |
| ∆ui |
}
The tolerance parameters for the local and global convergence criteria are shown in the table below.
residual type tolerance
local residual 1.0E−11
global residual 1.0E−10
Table 3.2 Local and global tolerance set for the Newton scheme.
The solution is initialized by using an equally spaced grid across a linear solution as shown in
Figure 3.10(a) with the following upper and lower bounds as shown in Eq. (3.3). The λ multiplier is
initialized to 0.1 for the Newton method and 1.0 for the method of feasible directions used in the
Conmin program. The inequality constraint bounds for the method of feasible direction and the upper
and lower bounds for both optimization methods are shown below.
xi−1 < xi < xi+1 ,∀ i = 2, I-1
0 ≤ xi ≤ 1 ,∀ i = 2, I-1
0 ≤ ui ≤ 1 ,∀ i = 2, I-1 (3.3)
−1 ≤ λi ≤ 1 ,∀ i = 2, I-1
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3.1.1.1 Solution
The converged solution adaptive mesh for the linearized Burgers’ equation optimized by theNewton
scheme is shown in Figure 3.1(b), with the initial starting grid shown in Figure 3.10(a). In Figure 3.1(b)
the solution from the time dependent implicit scheme is included for comparison. It can be seen that the
grid and solution from the method of optimization is an improvement over the time dependent implicit
scheme using first order Roe’s scheme to discretize the fluxes. The exact solution for the prescribed
number of grid points in Figure 3.1(b) is shown with a series of green squares. The solution from
the second order Newtons’ method optimization adapts the grids closer to the curvature region in the
solution in order to capture the disturbance in the solution where the gradients are high. This behavior
is consistent with the conventional wisdom of grid adaptation where grid points are clustered around
regions of high disturbance to accurately capture the flow field. However, for this problem the clustering
may be consistent with convention, but with another problem using some other discrete formulation
for the pde this may not be true. To accurately differentiate between the grid optimized solution and
the implicit scheme’s solution a quintic spline is used as shown in Figure 3.1(c). The quintic spline uses
the grid point locations in Figure 3.1(b) as the spline knot points to determine the coefficients of the
quintic spline and then the spline is passed through a set of 1001 points to accurately represent the
solution from the two methods. The exact solution in Figure 3.1(c) is shown with a series of dashed lines
constructed over 1001 points too. From the splines it clearly shows that the optimized solution from the
Newton method is a better solution than the implicit scheme’s solution. The piecewise error between
the splines from optimized solution and the exact solution and similarly with the implicit scheme is
shown with the error ordinates on the right hand side of the plot of Figure 3.1(c).
The convergence history of the global solver shown in Figure 3.1(d) shows a smooth linear monotonic
function. The monotonic character of the convergence history is important as explained in §. 2.7 since it
ensures the final optimized solution is an optimum and also indicates that the search direction vector is
always pointing in the direction of descent. If the direction of descent from the updated control vectors
is to be maintained then the absolute value of the objective function at each subsequent iteration should
be decreasing in magnitude.
f(xq+1) < f(xq)
If in any iteration level the objective function increases in value then the search direction is no longer
pointing in the direction of descent. This can be a problem because the search direction vector could
well be pointing in the direction of descent but if the step size parameter α is too big then the function
from the updated control vector could be greater in magnitude than the preceding function. This could
result in a zig-zagging of the objective function as it meanders down to the minimum as shown in
Figure 2.9 in §. 2.3.8. From the convergence history the zig-zagging problem and the non-monotonicity
of the rms is avoided using the precautions and tools like subdivision and backtracking as explained on
page 55. It should be noted that the current objective function, J(x), for the one dimensional problem
is a multi-objective problem. The multi-objective problem as explained earlier in §. 2.6 can also in some
cases lead to a non-monotonic convergence history, but with the second order method in this case it does
not. This could be attributed to the monotonic nature of the Burgers’ problem rather than the type
of optimization method. In general multi-objective performance index functions should be avoided and
a gradient projection type method should be implemented. The major contribution from the second
order Newton optimization method is the introduction of the design space its relevance to this study.
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(a) Initial grid for the Burgers’ solution with λ = 0.1 at all
grid points.
(b) Adapted grid point locations.
(c) Spline fit through adapted and implicit scheme grid
points.
(d) The convergence history of the global solver.
Figure 3.1 Comparison of results between the adapted solution from the op-
timization scheme, implicit scheme and the exact solution of Lin-
earized Viscous Burgers’ equation.
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Since the optimization in Newton is similar to a point relaxation scheme where the control vector is
made up of an individual grid point location, the solution at the grid point and the scale factor λ; a
collection of design spaces for each individual grid point can be constructed from which the nature of
the optimization process can be studied. The study of the design space would eventually lead to moving
away from general purpose optimization programs like Conmin and commit to the task of building
optimization programs specifically for the current solution adaptive grid optimization problems in one
and two dimensions. Without the revelations from the designs space as shown and discussed in the next
section a proper optimization method for the two dimensional problem would not have been possible.
3.1.1.2 Error from the Modified Equation
The objective function is a linear combination of some scalar multiplier times the Sn term and the
square of the modified equation’s error term, ε, as shown in Eq. (3.1a) on page 76. Ideally if the error
contribution from every grid point is minimized then the difference between the numerical solution
and the exact solution will be negligible. The contribution from the error component of the modified
equation, ε, from each grid point over the course of the optimization cycle is shown in the set of figures
in Figure 3.3 and Figure 3.4. The error is negligible from all the adapted grid points except the last
interior grid point point shown in Figure 3.4(c), where the error is substantial. The error from this grid
point is what influences the disparity between the solution from the Newton method and the exact
solution. If the grid point locations and solutions to the Burgers’ equation that correspond to the global
minima in the design space plots shown in §. 3.1.1.3 are plotted against each other then the following
solution is obtained
Figure 3.2 The solution to the Burgers’ equation from the global minima
where the green circles represent the global minima from the respective design space plots. Comparing
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Figure 3.2 to the optimum solution in Figure 3.1(b) it is clear that choosing the global minima does
not necessarily give the correct solution. Irrespective of the presence of a global minimum in the design
space the optimizer selects an optimum that will give a correct solution to the problem. The optimum
is influenced by satisfying the Sn = 0 constraint else the solution will not be correct.
(a) grid point 2 (b) grid point 3
(c) grid point 4 (d) grid point 5
Figure 3.3 The error component of the modified equation.
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(a) grid point 6 (b) grid point 7
(c) grid point 8
Figure 3.4 The error component of the modified equation.
3.1.1.3 Newton Design Space
The relationship between the concept of optimization and solution adaptive grids would eventually
lead to constructing an optimizer specific to the grid adaptation task only. In the initial stages of the
study a general purpose optimizer like the Conmin program had to be implemented in order to satisfy
the conviction that optimization can be used to place grid points optimally to obtain more accurate
numerical solution. Without understanding and delving into the behavior of the optimizer and the
discretize the pde building an optimizer would have been futile. The transition from the method of
feasible directions to a second order method optimizer became essential in realizing that in order to solve
for Sn = 0 the Newton’s method would be best suited. Basically for a given objective function, J(x),
dependent on xi, ui, λi control variables at the (i) grid point the necessary condition for a stationary
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point becomes
∂J
∂xi
= 0 (3.4a)
∂J
∂ui
= 0 (3.4b)
∂J
∂λi
= 0 (3.4c)
(3.4d)
which is a system of three simultaneous equations that are satisfied at each grid point subject to
adaptation. In constrained optimization language the above equations are similar to equality constraints
that need to be satisfied at each level of iteration for all grid points subject to adaptation. Conversely
a first order gradient based method finds the minimum of a function, but not necessarily finds the
control variables that satisfy the above equality expressions. The last expression in Eq. (3.4c) when
differentiated
∂
∂λi
{
ε2(x, u) + λSn(x, u)
}
= 0
leads to
∂J
∂λi
= Sn(x, u) = 0
which sets the numerical form of the pde as an equality constraint. And therefore, at every iteration
the new updated grid point will have to lie on the Sn = 0 surface or contour line. This is verified
from the design space plots from an interim solution and the final solution. The plots from the interim
solution are obtained from some arbitrary iteration count to verify whether the last constraint is being
satisfied at each grid point. The design space consists of contour lines of the objective function and the
abscissa of the contour plot are the grid point location and the ordinates are the solution at that grid
point. The contour plot dependent on two variables is created by sweeping the control variables from a
prescribed lower bound to an upper bound. The prescribed lower bound of a control variable is set to
some ∆− the optimized value from the optimizer and similarly with the upper bound is some ∆+ the
optimized value. For a two dimensional contour plot there will be two loops since there are two control
variables and choice of which variable is the inner or outer loop is left to the user’s discretion. For the
two dimensional contour plot the third variable λ is not included or else the design space would become
a volume plot. The λ value used while constructing the design space is fixed from the optimizer. In
each of the plots the trajectory of the optimizer is represented by a series of orange squares while the
global minimum of the design space is a green circle. The optimized point for each grid is on the thick
black contour line that represents the Sn = 0 line. To isolate and detail the contour regions of interest
in the design space plots each design space plot has a different range for the contours as shown under
the legend. In general, using the global minimum and maximum range for the contours of the design
space would prevent the viewer from catching the relevant details in the design space plot like a saddle
point or region. Some of the design space plots show the presence of a saddle region (see Figure 3.7(e),
Figure 3.8(c) and Figure 3.8(d)). A saddle region is where the objective function may decrease following
a contour in one direction and conversely increase in another direction. Mathematically a point on the
saddle region does not satisfy the sufficiency condition for a minimum that requires
∇2J(x) > 0 (3.5)
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In the saddle the second derivative of the objective function is zero, ∇2J(x) = 0. However, even with the
presence of the saddle region the Newton method is able to navigate the control vector to a location
where Sn = 0 is satisfied. This indicates that the optimum point is not determined by the global
minimum in the design space but by the point where the Sn = 0, thus satisfying the one dimensional
Burgers’ pde. If the grid point location and solution value of the global minimum is chosen the solution
to the Burgers’ equation will be incorrect. This revealing relationship between the optimum point and
the Sn = 0 contour line influenced the decision to pursue with the construction of optimizers that
directly deal with grid adaptation problem and move away from general purpose optimizers. In the
second order Newton methods the Sn = 0 condition is enforced by setting up the objective function
appropriately so that when the J(x) is differentiated with respect to some λ multiplier the derivative
reduces to the Sn = 0 condition. This approach proved useful in the one dimensional problem with an
inherent monotonic nature, but for the two dimensional Laplace problem it proved incapable of solving
the requisite equations. The gradient projection method in §. 2.3.3 is more robust since it enforces the
condition directly into the design space and eventually leads to a better behaved optimizer as shown
with the two dimensional Laplace problem in the next chapter.
Optimum point from optimizer
Design space minimum point
Optimizer trajectory
Figure 3.5 Symbols used in the design space plots.
(a) grid point 2 (b) grid point 3
Figure 3.6 Two dimensional contour plot of J(x,u,λ) of grid points 2 to 3 at
an interim iteration count.
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(a) grid point 4 (b) grid point 5
(c) grid point 6 (d) grid point 7
(e) grid point 8
Figure 3.7 Two dimensional contour plot of J(x,u,λ) of grid points 4 to 8 at
an interim iteration count.
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(a) grid point 2 (b) grid point 3
(c) grid point 4 (d) grid point 5
(e) grid point 6 (f) grid point 7
Figure 3.8 Two dimensional contour plot of J(x,u,λ) of grid points 2 to 4 from
the converged solution.
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Figure 3.9 Two dimensional contour plot of J(x,u,λ) of grid points 5 to 8 from
the converged solution.
3.1.2 Conmin Results
The solution from the Conmin program is not much of an improvement over the implicit scheme.
The adapted grid points are shown in Figure 3.10(b) where the solution looks like it prematurely halts
near the flat region. The error plots shown in Figure 3.10(c) can be misleading since the error graph for
the optimized solution seems less than the implicit solution. The magnitude of the error is the area under
the graphs and that will show that the implicit scheme is a better solution than the Conmin solution.
When this solution is compared to the one from the second order Newton’s method the difference is
quite conspicuous as shown in Figure 3.10(e) where the Newton solution is by far the best solution.
The poor performance or the lack of a better solution can be attributed to the non-monotonic nature
of the convergence history from the Conmin optimizer as shown in Figure 3.10(d). The convergence
history is highly non-monotonic replete with large oscillations that continue for over five hundred global
iterations. The oscillations are a direct result of an over constrained system since the control vector for
this program contains all the interior grid points. The oscillations indicate that the search directions
is continually having to seek a proper descent direction without violating the constraints. In any case
this type of convergence history is to be avoided for a smooth monotonic convergence history. It is
also worth noting that the use of general purpose optimizers can become tedious and time consuming.
A significant amount of time is taken up tweaking the various knobs and constants that the user can
modify when using the optimizer. Selecting a proper tolerance or set of tolerance parameters is problem
specific and if the problem specification changes the process needs to re-done.
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(a) Initial grid for the Burgers’ solution with λ = 0.1 at all
grid points.
(b) Adapted grid point locations.
(c) Spline fit through adapted and implicit scheme grid
points.
(d) The convergence history of the Conmin solver.
(e) Comparison between the Newton and Conmin solu-
tions.
Figure 3.10 Comparison of results between the adapted solution from the op-
timization scheme, implicit scheme and the exact solution of Lin-
earized Viscous Burgers’ equation.
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The performance comparison between the general purpose method of feasible direction’s Conmin
program and the grid adaptive explicit second order Newton method is like comparing apples and
oranges. Both methods are different in their approach to the design problem with some fundamental
similarities: differencing of the function for the gradient evaluation. The method of feasible direction
as explained in §. 2.3.5 is a straightforward conjugate gradient method if the constraints are not ac-
tive, but when the constraints become active it essentially reverts to an optimization problem within
an optimization scheme. The process of obtaining the correct Lagrange multiplier’s that satisfy the
necessary conditions at the stationary point is essentially another optimization problem. On the other
hand in the Newton method evaluating the Hessian and keeping it positive definite with strict control
over the step size parameter can slow down performance. A rough estimate between the speeds of the
two methods is obtained by timing their optimization regions only. The timing is restricted to the
optimization kernel of the scheme or method only. From Table 3.3 the method of feasible directions is
slower than the second order method. For a larger problem in two dimensions with a non-monotonic
solution this can become an issue. The performance comparisons in Table 3.3 are from running the cases
on a dual processor Xeon Precision 650 workstation by Dell r© running the Red Hat Enterprise 3 r© .
The control vector for the Conmin program consists of all the interior gird points and their respective
Optimization Scheme Time
Conmin 3.74 seconds
Newton .47 seconds
Table 3.3 Execution time comparison between the Newton and Conmin
schemes. The codes were executed on dual Xeon processor work-
stations running Linux.
control variables. The control vector will consist of a set of grid point locations, xi, followed by a set
of corresponding solutions at those grid point locations, ui, and finally a set of λi multiplier values.
Therefore, the total number of control variables will be 3× I − 2. For a design space plot these many
control variables will form a hyper-surface that is hard to visualize. For this reason the design space
plots for the Conmin program are ignored.
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CHAPTER 4. RESULTS FOR 2D LAPLACE GENERALIZED
FORMULATION
The conjugate gradient method with and without gradient projection is used to optimize the solution
to the Laplace’s equation. The optimization is done over a series of different settings with respect to the
number of control variables and the nature of the objective function (addition of grid quality measure
terms). The integral part of the optimization is to drive the numerical approximation of the pde, Sn,
to zero. Where the pde in generalized coordinates is
Se =
1
J2
[
α
∂2φ
∂ξ2
+ β
∂2φ
∂η2
− 2γ ∂
2φ
∂ξ∂η
]
+
∂φ
∂ξ
∇2ξ + ∂φ
∂η
∇2η = 0
The discussion will proceed in a sequential manner starting with two control variables and ending with
four control variables for the generalized formulation (§. 2.2) and then followed by the non-uniform
formulation (§. 2.2.3). The results from the generalized and non-uniform discrete formulations are in
• Chapter 4 on page 90
• Chapter 5 on page 152
Each section will illustrate the final optimized solution as well a series of design plots. The study of
design plots is integral to any optimization study since they shed light on the nature of the function and
the behavior of the optimizer. The various symbols used in the design plots can be found in Table 4,
and how they are used in the context of the design space can be seen on pages 93-95.
Symbol Shape and color What it represents
Global minimum of a 2D design plot.
Optimizer minimum on a 2D design plot.
Trajectory showing the optimizer path.
Global minimum of a 3D volume plot.
Optimizer minimum in a 3D volume plot.
Table 4.1 Symbol key for the design space plots.
If the objective function is dependent on two control variables that make up the control vector,
then a two dimensional contour plot or a three dimensional surface plot can be constructed. A two
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dimensional contour plot is created on a two dimensional grid as shown in Figure 4.1. In the two
dimensional contour plot the control variables will form the independent variables and the contours will
be the objective function. For the current design plots in this study the x and y grid points form the axis
of the two dimensional contour plots since they are the control variables in J(x). If the two dimensional
plot is transformed into a surface plot (Figure 4.2) then the third axis becomes the objective function.
The shape of the surface plot is governed by the third axis and the contours on the surface plot are
that of the objective function or some other dependent function. In a three dimensional volume plot
(Figure 4.3) three control variables of the control vector form the three separate axis of the block: x, y
and u → Ψ, where Ψ is the stream function. The objective function is shown as contours within and
around the volume design space. To highlight certain features within a volume plot data at a specified
value can be extracted and depicted as a surface. The extracted data is an irregular surface commonly
referred to as an “iso-surface”.
Figure 4.1 Two dimensional grid
In Figure 4.4 the black contour lines across the color contours represent the Sn = 0 constraint. The
contour lines are the values of the objective function, J(x), while the symbols represent the location
of the design space minimum and the optimized point. The global minimum from the design space
is represented by a green circle for two dimensional contour plots and a sphere for three dimensional
surface or volume plots. The optimum point from the optimizer is represented by an orange square or
cube. The multi-colored contours in 2 and 3 dimensional plots represent the objective function J(x).
The variation in the contour color scheme shown in the legends of each of design space plot is such
that to accentuate the contours around the optimized region in the design space. In three dimensional
volume plots the Sn = 0 constraint is shown using an iso-surface along with the Sn = 0 contour lines
in black as shown in Figure 4.6. A volume design space is a three dimensional block with contours on
the surface of the block and inside the block. For simplicity the surface contours will be ignored on all
the volume design space plots, but the contours and iso-surfaces within the volume will be shown. The
volume design plot for each grid point will show the complete volume plot with contours, iso-surfaces
and global solver trajectory. Two other plots will show the same volume plot, but only the iso-surface
and the Sn = 0 contour lines. This should help the reader understand the volume design space in detail.
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The optimized results in Chapter 4 and Chapter 5 from the generalized and non-uniform formulation
of discrete equations are followed by a detailed study of the design space plots of each grid point.
Figure 4.2 Three dimensional surface grid.
Figure 4.3 Three dimensional volume grid.
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Figure 4.4 Two dimensional contour plot without grid.
Figure 4.5 Three dimensional surface grid with J(x) contours.
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Figure 4.6 Three dimensional volume plot with Iso-surfaces and J(x) contours
Figure 4.7 Three dimensional volume with J(x) contours around the optimized
point only.
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Figure 4.8 Iso-surfaces and J(x) contours on the surface.
Figure 4.9 Sn = 0 contour lines.
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4.1 Two control variables in x
The control vector x
x =
{
xi,j
yi,j
}
(4.1)
consists of the x and y grid points and the objective function is
J(x) = Sn(x)2
Before the discussion on results progresses an overview of the initial grid and set up of the problem is
necessary. The Laplace problem chosen is the classical lifting flow over a cylinder. The stream function
solution is chosen since its continuous across the branch cut unlike the potential solution lines. The
expression for the stream function, Ψ, is shown in Eq. (4.2).
Ψ (r, θ) = V∞r sin θ
[
1− R
2
cyl
r2
]
+
Γ
2pi
ln
r
Rcyl
(4.2)
The expression is a combination of doublet flow and vortex flow over a cylinder. The solution domain
includes the branch cut, but excludes the boundary points. The relationship between the computational
domain and the physical domain is shown below in Figure 4.10, where the branch cut is represented by
boundaries bc1 and bc2 in the computational domain.
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i=1 to imax,j=1
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ac2
i
bc2
bc1
Outer boundary
j
ac1
Figure 4.10 Layout of the computational domain for Laplace problem.
The exact solution to the Laplace problem is used along the outer and inner boundaries of the
solution domain. The outer boundary is represented by boundary ac1 and the inner boundary that is
the cylinder is represented by ac2. The data set for adaptation includes the interior points and the
points along the branch cut. Since the stream function solution, Ψ, is continuous across the branch
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i-1,jmax-1
i-1,j
i-1,j+1
i,j+1
i,j
i,jmax-1
i+1,j
i+1,jmax-1
i+1,j+1
i
j
Figure 4.11 Differencing across the branch cut.
cut the differencing for the generalized and non-uniform discrete methods across the branch cut is just
a matter of assigning the correct index label as shown in Figure 4.11. Since the solution on the grid
points along the branch cut (ac1 and ac2) are the same, only the set of the grid points along ac1 are
included in the adaptation data set. Once the grid points along the ac1 branch cut are adapted their
values are copied over to the set of grid points along the ac2 boundary. With the current control vector
the solution function, ui,j ⇒ Ψi,j , is updated from the exact expression in Eq. (4.2) at every iteration.
Γ Rcyl V∞ grid size
1.0 0.1 1.0 4×9
Table 4.2 Constants for flow over a cylinder.
The initial grid distribution is uniform and the initial function values are linearly interpolated from
the inner boundary to the outer boundary as shown in Figure 4.12. The initial Sn values are symmetric
as shown in Figure 4.12(c). The parameters for the flow conditions over the cylinder are tabulated in the
above table in Table 4.1. These flow condition parameters are used in all the cases for the generalized
and non-uniform discrete formulations of the Laplace problem. The initial Sn values and grid point
locations from the starting solution are tabulated in Table 4.1. The initial Sn values are substantially
large in magnitude relative to the Laplace’s problem where the differential is zero. The objective is to
drive the current Sn values of the Laplace’s partial differential equation in generalized form as close to
zero as possible.
98
(a) Exact stream function lines, Ψ. (b) Initial contours of the stream line, Ψ.
(c) Initial distribution of the Sn contours.
Figure 4.12 Initial grid and solution for the Laplace problem. The stream line
function, Ψ is calculated using the exact formulation.
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The optimizer adapts the grid points to reduce the Sn values as close to zero as possible. The
optimum grid is slightly distorted, but the final Sn values are extremely small. The global convergence
is monotonic and smooth. The drop in magnitude of the Sn values is significant. The contours of the
stream function have converged, however they are slightly distorted due to the distortion in the grid,
but the Ψ solution is correct. It should be noted that since the Ψ values are calculated from the exact
solution the error in the numerical solution is zero. If some over-relaxation or under-relaxation iterative
method is used over this adapted grid to obtain the Ψ values the exact solution values will be obtained.
This confirms that a best mesh is possible and whats important is the reduction in error and not the
cosmetic appeal of the mesh For this case the adaptation is restricted only to the grid points, and for
smooth symmetric stream functions the control vector needs to be extended to include the Ψ values.
The convergence history (Figure 4.13(c)) is plotted with the log10 scale for the y-axis and the number
of global iterations for the x-axis. This particular case took 140 global iterations.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.13 Optimized grid for generalized Laplace problem with x = {x, y}T .
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i j x y Ψ Sn
2 1 0.400000E+00 0.000000E+00 0.220636E+00 0.119262E+01
3 1 0.700000E+00 0.000000E+00 0.309701E+00 0.681498E+00
2 2 0.282843E+00 0.282843E+00 0.485801E+00 0.176217E+01
3 2 0.494975E+00 0.494975E+00 0.794574E+00 0.867471E+00
2 3 0.244929E-16 0.400000E+00 0.595636E+00 0.199808E+01
3 3 0.428626E-16 0.700000E+00 0.995416E+00 0.944504E+00
2 4 -0.282843E+00 0.282843E+00 0.485801E+00 0.176217E+01
3 4 -0.494975E+00 0.494975E+00 0.794574E+00 0.867471E+00
2 5 -0.400000E+00 0.979717E-16 0.220636E+00 0.119262E+01
3 5 -0.700000E+00 0.171451E-15 0.309701E+00 0.681498E+00
2 6 -0.282843E+00 -0.282843E+00 -0.445294E-01 0.623078E+00
3 6 -0.494975E+00 -0.494975E+00 -0.175172E+00 0.495525E+00
2 7 -0.734788E-16 -0.400000E+00 -0.154364E+00 0.387165E+00
3 7 -0.128588E-15 -0.700000E+00 -0.376013E+00 0.418492E+00
2 8 0.282843E+00 -0.282843E+00 -0.445294E-01 0.623078E+00
3 8 0.494975E+00 -0.494975E+00 -0.175172E+00 0.495525E+00
Table 4.3 Initial results from starting solution.
i j x y Ψ Sn J(x)
2 1 0.330499E+00 0.349082E-01 0.222889E+00 -0.331885E-08 0.110147E-16
3 1 0.649960E+00 -0.515493E-01 0.248059E+00 0.126709E-09 0.160551E-19
2 2 0.196205E+00 0.231275E+00 0.382718E+00 -0.132106E-08 0.174519E-17
3 2 0.443625E+00 0.512275E+00 0.805660E+00 -0.259070E-09 0.671172E-19
2 3 0.463511E-01 0.286467E+00 0.422010E+00 0.222021E-08 0.492932E-17
3 3 0.561959E-01 0.668406E+00 0.956461E+00 0.149960E-09 0.224879E-19
2 4 -0.255437E+00 0.157515E+00 0.314926E+00 0.341628E-09 0.116710E-18
3 4 -0.516608E+00 0.399290E+00 0.688546E+00 -0.165647E-09 0.274391E-19
2 5 -0.343463E+00 -0.285760E-02 0.193773E+00 0.429365E-09 0.184355E-18
3 5 -0.675821E+00 0.403994E-01 0.343909E+00 0.146320E-08 0.214095E-17
2 6 -0.216022E+00 -0.246038E+00 -0.343198E-01 -0.228193E-07 0.520723E-15
3 6 -0.452485E+00 -0.466301E+00 -0.157409E+00 -0.346990E-08 0.120402E-16
2 7 -0.153431E+00 -0.325664E+00 -0.966696E-01 0.186160E-08 0.346555E-17
3 7 -0.159474E+00 -0.660462E+00 -0.341198E+00 0.176287E-08 0.310772E-17
2 8 0.885660E-01 -0.281911E+00 -0.771836E-01 0.136683E-08 0.186823E-17
3 8 0.505721E+00 -0.435719E+00 -0.123798E+00 -0.623547E-09 0.388810E-18
Table 4.4 Final J(x) and Sn results from J(x) = S2n with x = {x, y}T .
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4.1.1 2D Contour Design Space Plots
A two dimensional design space is made up of the two independent variables and the contour lines
of the dependent function. The independent variables for the design space plots in this section are the x
and y grid point coordinates. The dependent function is the objective function J(x). A two dimensional
contour design plot can be depicted as a surface plot in three dimensions as shown in Figure 5.5 on
page 159. The surface plot’s third dimension is usually the dependent function. In most cases two
dimensional contour plots are sufficient, but sometimes surface plots can show detail which can be
overlooked in a contour plot. For the generalized case in this section the contour plots are sufficient.
The contours of the objective function are in color, ranging from blue to violet-red (rouge). The blue
contours represent the lower values of J(x) while the darker rouge values represent the higher values.
In some of the plots there are either two or more black contour lines (see Figure 4.14).
Figure 4.14 Two dimensional contour plot with a saddle region.
The black contour lines represent the Sn = 0 value in the design space. The objective of the
optimizer is to drive the optimum point to a minimum and satisfy the Sn = 0 constraint. For cases
where the objective function is
J(x) = S2n
the minimum will lie anywhere along the Sn = 0 contour line. When local grid qualities are added and
the control vector x contains a third variable defined by the stream function values, Ψ, the minimum
may not be driven to machine zero, but the optimum point will lie on the Sn = 0 constraint line (see
§. 4.3 and §. 5.3).
From all the two dimensional contour design plots in this section it can be seen that the trajectory
of the optimizer eventually lands on the Sn = 0 line. In some cases the optimum from the optimizer and
the global minimum of the design space are separated by a saddle region. The saddle region is outlined
by two Sn = 0 contour lines. The optimizer will seek the minimum on a particular Sn = 0 line that is
closest to the starting point and does not violate the dynamic side constraints set in §. 2.5. The fact that
the Sn = 0 lines skirt the edges of the saddle region could also influence the direction of the optimizer.
The optimizer in this case may have chosen the Sn = 0 line that is around the closest direction of descent
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region. The design space plots reveal an important piece of information: the optimization process does
satisfy the Sn = 0 requirement, and seeks out the minimum along this contour line. The rest of the
figures in Figure 4.16, Figure 4.17, and Figure 4.18 show similar trends. The contour plots reveal
the nature of J(x) from the generalized formulation as well behaved and smooth which is desirable as
opposed to a noisy surface riddled with peaks and valleys. A three dimensional surface plot of J(x)
shown below is an example of a smooth design surface.
Figure 4.15 Surface plot with contours on shaded regions i = 2, j = 3
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(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure 4.16 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure 4.17 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure 4.18 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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4.2 Three Control Variables in control vector
This section deals with the inclusion of the function values (Ψ) into the optimizer’s control vector.
Rather than updating the function values using the exact expression for the stream function the opti-
mizer is used to update these values. For each new adapted grid the function values are also updated
numerically.
x =

xi,j
yi,j
ui,j
 ⇐= Ψ
This section is broken up into two parts: normal mode and gradient projection or search direction
correction mode. The normal mode is when the objective function is simply the square of the Sn
term. When local grid terms are added to the objective function then the gradient projection method
is required.
4.2.1 No Gradient Projection
The objective function; when no local grid terms or gradient projection is required is defined as
J(x) = Sn(x)2
just like the previous section’s (§. 4.1) objective function. The Sn = 0 requirement is directly inserted
into the performance index. The resulting optimized grid is smooth and symmetric as shown in Fig-
ure 4.19. The convergence history is monotonic and linear (Figure 4.20). Approximately fifty global
iterations are needed to converge the solution. The converged solution of the stream function contours
is close to the exact solution, see Figure 4.21.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
Figure 4.19 Optimized grid for the generalized Laplace problem with
x = {x, y, u}T .
The grid lines adapt towards the high gradient regions in the flow field thus capturing the flow around
the cylinder. The final grid is aesthetic unlike the previous two variable control vector case. The addition
of the stream function in the control vector increases the degree of freedom for the optimizer to choose
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the best possible grid. The stream function contours from the exact solution are plotted over the stream
function contours from the optimizer in Figure 4.21. The dark solid lines represent the exact solution
and they lie on top of the multi-colored lines from the optimizer. The dashed grid lines represent the
initial grid prior to adaptation. The figures clearly show that the numerical solution compares well with
the exact solution. The final Sn values from optimization are tabulated in Table 4.5.
Figure 4.20 The convergence history of the global solver.
Figure 4.21 Comparison between exact and numerical solutions.
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i j x y Ψ Sn J(x)
2 1 0.375548E+00 -0.447653E-01 0.174925E+00 0.111492E-07 0.124305E-15
3 1 0.688839E+00 -0.331280E-01 0.279151E+00 0.142297E-07 0.202483E-15
2 2 0.259675E+00 0.222345E+00 0.402520E+00 0.501346E-08 0.251348E-16
3 2 0.484494E+00 0.451720E+00 0.746533E+00 0.142920E-07 0.204261E-15
2 3 -0.231439E-02 0.330755E+00 0.495740E+00 0.120396E-06 0.144952E-13
3 3 -0.103365E-02 0.651766E+00 0.939339E+00 0.159781E-07 0.255299E-15
2 4 -0.263114E+00 0.220617E+00 0.401634E+00 -0.593427E-10 0.352155E-20
3 4 -0.486054E+00 0.451105E+00 0.746096E+00 0.129691E-07 0.168197E-15
2 5 -0.376320E+00 -0.463628E-01 0.173639E+00 0.608440E-08 0.370200E-16
3 5 -0.689274E+00 -0.336800E-01 0.278649E+00 0.121438E-07 0.147471E-15
2 6 -0.271936E+00 -0.316402E+00 -0.626106E-01 0.110271E-07 0.121597E-15
3 6 -0.489296E+00 -0.519498E+00 -0.191739E+00 0.116923E-07 0.136710E-15
2 7 0.101868E-02 -0.428668E+00 -0.164091E+00 0.123777E-07 0.153208E-15
3 7 0.437860E-03 -0.720903E+00 -0.387547E+00 0.115095E-07 0.132468E-15
2 8 0.273095E+00 -0.315706E+00 -0.617281E-01 0.717024E-08 0.514123E-16
3 8 0.489711E+00 -0.519261E+00 -0.191430E+00 0.102524E-07 0.105112E-15
Table 4.5 Final J(x) and Sn results from J(x) = Sn2.
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4.2.2 Volume Design Plots
The design space plots with three control variables is a volume plot. The control variables in
x = {x, y, u→ Ψ}T
are the axis of a cube with the objective function, J(x), as the colored contour lines. Inserted into the
volume is the Sn = 0 contour lines shown in black and the trajectory of the optimizer to the optimum.
In all the plots the minimum from the optimizer lies on the Sn = 0 constraint surface that cuts across the
cube (see Figure 4.22 and Figure 4.24 ). All the black contour lines pass through the point represented
by the orange cube which is the minimum from the optimizer. Volume plots are difficult to see unless
they are viewed interactively, on paper they can be cluttered and somewhat disorienting. As a guide
to understanding the volume plots a series of figures in the next few pages should be viewed to better
understand the layout of volume plots. In Figure 4.22 the Sn = 0 surface (iso-surface) is shown as a flat
plane with black borders. The shape of the Sn = 0 varies depending on the type of objective function
and discretization formulation used in the optimization problem. It will be seen in §. 5.2.1 that the
shape of the iso-surface is drastically different between the generalized and non-uniform formulations.
The series of black lines that pass through the orange cube represent the Sn = 0 contour lines from
two dimensional cutting planes across the minimum point. The cutting planes are used to show the
contours around the optimized point. In addition to the detail rendered from the cutting planes a series
of green cubes map the trajectory of the global solver or optimizer with the volume design space as
shown in Figure 4.23.
Figure 4.22 Volume design plot of grid point i = 2, j = 1
To isolate the activity and detail of the contours around the optimized point a series of cutting
planes are created that pass through it. The cutting planes can be seen in Figure 4.25. There are a
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total of 3 cutting planes which represent views from the xy, yz, and xz coordinate directions, as shown
in Figure 4.26 on page 112. On each cutting plane the minimum point can be seen along with the
Sn = 0 contour line. Like the two dimensional contour design plots in the previous section to isolate the
details around the optimized point the minimum and maximum contour levels are chosen appropriately.
In all the volume design space plots shown on pages 113-128 the optimized point lies on the Sn = 0
constraint surface with the Sn = 0 constraint lines passing through it. The shape of the Sn = 0 surface
is a reflection of the smooth nature of the discretized generalized formulation in a design space analysis
which is an advantage. A smooth function is ideal for optimization as opposed to a function riddled
with peaks and valleys that can encumber the optimization process. An important aspect of the Sn = 0
surface that will be noticed in Chapter 5 is the relationship between the shape and texture of the Sn = 0
surface and the monotonicity of the rms history. The linear-smooth shape of the Sn = 0 surface in the
generalized plots influences the linear monotonic rms convergence history for cases with and without
gradient projection.
Figure 4.23 Volume design plot of showing the optimizer trajectory
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Figure 4.24 Close up of the iso-surface for Sn = 0.
Figure 4.25 Volume design plot showing the cutting planes through the opti-
mum. There are a total of three cutting planes differentiated by
color.
112
(a) Cutting plane xy (b) Cutting plane yz
(c) Cutting plane xz
Figure 4.26 The various cutting planes from three different viewing coordi-
nates.
113
(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.27 Volume design space plots for grid point i = 2, j = 1 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
114
(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.28 Volume design space plots for grid point i = 3, j = 1 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.29 Volume design space plots for grid point i = 2, j = 2 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.30 Volume design space plots for grid point i = 3, j = 2 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.31 Volume design space plots for grid point i = 2, j = 3 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.32 Volume design space plots for grid point i = 3, j = 3 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.33 Volume design space plots for grid point i = 2, j = 4 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.34 Volume design space plots for grid point i = 3, j = 4 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.35 Volume design space plots for grid point i = 2, j = 5 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.36 Volume design space plots for grid point i = 3, j = 5 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.37 Volume design space plots for grid point i = 2, j = 6 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.38 Volume design space plots for grid point i = 3, j = 6 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.39 Volume design space plots for grid point i = 2, j = 7 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.40 Volume design space plots for grid point i = 3, j = 7 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.41 Volume design space plots for grid point i = 2, j = 8 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 4.42 Volume design space plots for grid point i = 3, j = 8 from geneal-
izized formulation. The shaded surface is the Sn = 0 iso-surface
on which the Sn = 0 black contour lines appear.
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4.3 With Gradient Projection
When the search direction correction procedure (§. 2.3.4) is used, the Sn = 0 expression becomes
a constraint surface and is decoupled from the objective function expression. This modified gradient
projection method corrects the search direction vector from the conjugate gradient method tangent to
the Sn = 0 constraint surface so that the Ψ updated values of the control vector can be corrected back
onto the surface. Since Eq. (2.113) efficiently corrects the stream function, Ψ, back onto the constraint
surface the general gradient projection method in §. 2.3.3 is not required. The correction of the control
vector back onto the constraint surface by the general gradient projection method requires an iterative
process which can prove to be inefficient. The resulting objective function becomes dependent on some
physical or local aspect of the problem like area, orthogonality, curvature, or some combination of grid
quality measure. The primary goal is to satisfy the equality constraint, and any reduction in the local
aspects of the grid is welcomed. For example, the quantitative measure of grid smoothness is defined by
minimizing the area difference between the neighboring cells of a given grid point subject to adaptation.
While this measure in area variation is being minimized the equality constraint needs to be satisfied
at every iteration or else the solution is not valid. Finding an optimum or a minimum for some of
the grid quality cases as will be seen in the next few pages have been successful, but for some cases
where two or more grid quality measures have been combined a drastic reduction in J(x) have not been
successful. The initial or starting values for the individual grid quality measures is shown in Table 4.6.
Since the radial grid lines are straight the curvature will be negligible. In Figure 4.19(a) on page 106 the
optimized grid lines are curved with substantial curvature. If curvature defines the objective function
then the grid lines in the ξ direction should remain straight.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.810000E-02 0.494130E-02 0.000000E+00
3 1 0.810000E-02 0.151327E-01 0.000000E+00
2 2 0.810000E-02 0.494130E-02 0.981308E-15
3 2 0.810000E-02 0.151327E-01 0.872274E-15
2 3 0.810000E-02 0.494130E-02 0.737707E-31
3 3 0.810000E-02 0.151327E-01 0.412963E-31
2 4 0.810000E-02 0.494130E-02 0.654205E-15
3 4 0.810000E-02 0.151327E-01 0.436137E-15
2 5 0.810000E-02 0.494130E-02 0.295083E-30
3 5 0.810000E-02 0.151327E-01 0.165185E-30
2 6 0.810000E-02 0.494130E-02 0.654205E-15
3 6 0.810000E-02 0.151327E-01 0.872274E-15
2 7 0.810000E-02 0.494130E-02 0.955633E-31
3 7 0.810000E-02 0.151327E-01 0.236524E-31
2 8 0.810000E-02 0.494130E-02 0.436137E-15
3 8 0.810000E-02 0.151327E-01 0.114129E-30
Table 4.6 Table of initial local terms.
The grid quality measure cases are described in the following pages along with the results:
Area: The objective function is made up of the difference in area between the neighboring cells around
a given grid point. Conventional wisdom dictates that for a smooth grid the variation in cell area
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from one grid to another should be gradual. The objective here is to obtain a final grid with cell
areas that are the same around each neighboring grid point. With conventional methods of grid
adaptation this is defined as smoothing, but with optimization the results may differ. Regardless
of whether the grid is smooth or not the final grid is required to be an optimum grid.
minimize : J(x) = σ
subject to : Sn = 0
Curvature: The curvature along the ξ grid lines is enforced to prevent the grids from becoming too
curved. A minimum curvature represents a straight line. This objective function should prevent
the grid lines in ξ direction from adapting along the high gradient regions like the results from
the previous section.
minimize : J(x) = σa
subject to : Sn = 0
Area + orthogonality: The objective function in this case is the sum of the area variation term and
orthogonality of grid lines term.
minimize : J(x) = σ + σ⊥
subject to : Sn = 0
Area + curvature: The objective function in this case is the combination of smoothing and curvature.
minimize : J(x) = σ + σa
subject to : Sn = 0
Area + orthogonality + curvature: The objective function in this case is a combination of smooth-
ing, orthogonality and curvature.
minimize : J(x) = σ + σ⊥ + σa
subject to : Sn = 0
These listed cases in the next few pages will prove that when the objective function contains grid quality
measure terms the Sn term must be de-coupled from the objective function and a gradient projection or
search direction correction method needs to be implemented. The correction to the Sn = 0 surface in the
design space enforces a monotonic behavior of the optimization process which ensures convergence of the
Ψ function. In §. 4.4 the control vector is made up of four control variables and the objective function
is a combination of the Sn term and the grid quality measure terms which leads to non-monotonic
behavior. The results from §. 4.4 will validate the implementation of the gradient projection approach.
The results from this section will also shed light on the fact that the shape and form of the final grid is
dependent on the type of objective function. The results will prove that the type of final grid required
can be determined by the set of grid quality measures used to formulate the objective function. Each
grid quality measure case is accompanied by volume design plots of arbitrary grid points along with the
final solution and rms history. The volume design space plots for all grid points can be found in the
appendices. For each case a set of tables illustrate the values at each grid point.
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4.3.1 Area
The objective function is defined by the area variation measure and a converged solution is obtained
as shown in the figures on the current page. In Figure 5.28(a) the grid lines in the η direction adapt
away from the cylinder boundary towards the outer boundary. The initial grid lines in Figure 5.28(a)
are shown as dashed lines. The ξ lines near the y-axis symmetry plane distort towards the y-axis
to minimize the area variation between the cells. By definition grids obtained from traditional grid
generation methods like variational or hyperbolic method are smooth where the grids cluster gradually
away and into the body. The final grid from the optimization is not smooth, but does minimize the
variation in cell area between the neighboring cells of a given grid point. In this context the term
smoothing may be inappropriate. However, the objective is obtained which is important.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.43 Gradient projection with J(x) = σ with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
The volume design space for a few grid points can bee seen on page 132 where the optimum point
is on the constraint surface. This proves that at each iteration the control vector is corrected back to
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the Sn = 0 surface. The rest of the volume design plots for this case can be found in Appendix A.1 on
page 208. The final optimized values at each grid point can be found in Table 4.7 and Table 4.8.
(a) grid point i = 3, j = 1 (b) grid point i = 2, j = 5
(c) grid point i = 2, j = 8 (d) grid point i = 3, j = 8
Figure 4.44 Volume design space plot for J(x) = σ with Sn = 0 constraint
surface correction.
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i j x y Ψ Sn J(x)
2 1 0.650929E+00 0.268863E-01 0.339795E+00 0.297548E-08 0.616541E-16
3 1 0.932185E+00 0.396766E-01 0.398513E+00 -0.101384E-09 0.143543E-16
2 2 0.424276E+00 0.377675E+00 0.638985E+00 -0.194837E-08 0.102246E-15
3 2 0.438772E+00 0.627495E+00 0.937853E+00 0.367488E-09 0.169289E-16
2 3 -0.292374E-01 0.555282E+00 0.807743E+00 0.103891E-08 0.158965E-15
3 3 -0.350798E-01 0.805389E+00 0.112553E+01 -0.746309E-10 0.140568E-16
2 4 -0.459094E+00 0.362371E+00 0.639380E+00 0.317243E-09 0.140795E-15
3 4 -0.537943E+00 0.574102E+00 0.895889E+00 -0.105486E-09 0.141464E-16
2 5 -0.601442E+00 -0.435316E-01 0.251952E+00 -0.576035E-09 0.831280E-16
3 5 -0.874799E+00 -0.626280E-02 0.342672E+00 -0.774456E-11 0.207444E-16
2 6 -0.413992E+00 -0.423588E+00 -0.116677E+00 0.404188E-09 0.755503E-16
3 6 -0.517222E+00 -0.626189E+00 -0.278538E+00 -0.100020E-09 0.144873E-16
2 7 0.551573E-02 -0.574777E+00 -0.267835E+00 0.396642E-09 0.102282E-15
3 7 0.758262E-01 -0.821804E+00 -0.469883E+00 0.631745E-10 0.133582E-16
2 8 0.431046E+00 -0.346484E+00 -0.573830E-01 0.172957E-08 0.816297E-16
3 8 0.526368E+00 -0.534726E+00 -0.202219E+00 0.419586E-15 0.158416E-16
Table 4.7 Final J(x) and Sn results from J(x) = σ.
i j Area:σ Orthogonality:σ⊥ Curvatureσa
2 1 0.303970E-06 0.380731E-01 0.128798E+01
3 1 0.811719E-07 0.383416E-01 0.634428E+01
2 2 0.906581E-06 0.294230E-01 0.290280E+01
3 2 0.974681E-07 0.382291E-01 0.666176E+01
2 3 0.128510E-05 0.213749E-01 0.880786E-01
3 3 0.120578E-06 0.718424E-02 0.195577E-02
2 4 0.974281E-06 0.320250E-01 0.310668E+01
3 4 0.801912E-07 0.394070E-01 0.663520E+01
2 5 0.379687E-06 0.384094E-01 0.133199E+01
3 5 0.750247E-07 0.380679E-01 0.574510E+01
2 6 0.157153E-06 0.587443E-02 0.395045E+00
3 6 0.550826E-07 0.105312E-01 0.777900E+00
2 7 0.163426E-06 0.310020E-01 0.166116E+00
3 7 0.179609E-07 0.115980E-01 0.354604E+00
2 8 0.136213E-06 0.549950E-02 0.193337E+00
3 8 0.474440E-07 0.117101E-01 0.710293E+00
Table 4.8 Table of final local grid quality terms for J(x) = σ case.
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4.3.2 Curvature
When the curvature of the grid lines in ξ direction defines the objective function J(x) the mini-
mization should enforce the grid lines to become straight. A grid line with minimum curvature will
look straight is in the case with figures in this section. The final optimized grid looks the same as the
initial grid, however the solution to the stream function has evolved and converged. The volume design
space plots in Figure 4.46 and Figure 4.47 prove solution convergence and should also be noted that the
optimum point in each plot is on the Sn = 0 surface where J(x) is a minimum. The rest of the volume
design plots for the current case can be found in Appendix A.2 on page 211.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.45 Gradient projection with J(x) = σa with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
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i j x y Ψ Sn J(x)
2 1 0.400000E+00 0.000000E+00 0.225836E+00 0.965135E-08 0.000000E+00
3 1 0.700000E+00 0.000000E+00 0.313805E+00 0.100470E-08 0.000000E+00
2 2 0.282843E+00 0.282843E+00 0.487783E+00 0.640135E-08 0.981308E-15
3 2 0.494975E+00 0.494975E+00 0.797721E+00 0.568904E-09 0.872274E-15
2 3 0.244929E-16 0.400000E+00 0.596285E+00 0.594029E-08 0.529316E-32
3 3 0.428626E-16 0.700000E+00 0.998166E+00 0.527933E-09 0.705755E-32
2 4 -0.282843E+00 0.282843E+00 0.487783E+00 0.551268E-08 0.218068E-15
3 4 -0.494975E+00 0.494975E+00 0.797721E+00 0.489944E-09 0.436137E-15
2 5 -0.400000E+00 0.979717E-16 0.225836E+00 0.511608E-08 0.211727E-31
3 5 -0.700000E+00 0.171451E-15 0.313805E+00 0.454700E-09 0.282302E-31
2 6 -0.282843E+00 -0.282843E+00 -0.361115E-01 0.474808E-08 0.218068E-15
3 6 -0.494975E+00 -0.494975E+00 -0.170112E+00 0.421992E-09 0.872274E-15
2 7 -0.734788E-16 -0.400000E+00 -0.144614E+00 0.440645E-08 0.955633E-31
3 7 -0.128588E-15 -0.700000E+00 -0.370557E+00 0.391624E-09 0.236524E-31
2 8 0.282843E+00 -0.282843E+00 -0.361115E-01 0.153446E-08 0.436137E-15
3 8 0.494975E+00 -0.494975E+00 -0.170112E+00 0.211853E-15 0.114129E-30
Table 4.9 Final J(x) and Sn results from J(x) = σa.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.810000E-02 0.494130E-02 0.000000E+00
3 1 0.810000E-02 0.151327E-01 0.000000E+00
2 2 0.810000E-02 0.494130E-02 0.981308E-15
3 2 0.810000E-02 0.151327E-01 0.872274E-15
2 3 0.810000E-02 0.494130E-02 0.529316E-32
3 3 0.810000E-02 0.151327E-01 0.705755E-32
2 4 0.810000E-02 0.494130E-02 0.218068E-15
3 4 0.810000E-02 0.151327E-01 0.436137E-15
2 5 0.810000E-02 0.494130E-02 0.211727E-31
3 5 0.810000E-02 0.151327E-01 0.282302E-31
2 6 0.810000E-02 0.494130E-02 0.218068E-15
3 6 0.810000E-02 0.151327E-01 0.872274E-15
2 7 0.810000E-02 0.494130E-02 0.955633E-31
3 7 0.810000E-02 0.151327E-01 0.236524E-31
2 8 0.810000E-02 0.494130E-02 0.436137E-15
3 8 0.810000E-02 0.151327E-01 0.114129E-30
Table 4.10 Table of final local grid quality terms for J(x) = σa case
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Figure 4.46 Volume design plot of grid point i = 2, j = 1
Figure 4.47 Volume design plot of grid point i = 3, j = 8
137
4.3.3 Area plus orthogonality
The objective function defined by orthogonality term alone fails to deliver a converged solution,
however a combination of the area variation term and the orthogonality does deliver a converged so-
lution. The minimum of J(x) is is substantially higher than the previous cases in magnitude, but the
Ψ function as seen from Figure 4.48(a) has converged and the solution does compare well with the
exact solution. There is slight movement in the grid points; they move slightly closer to the cylinder
boundary. The reduction in σ and σ⊥ is not substantial, see Table 4.12. The rms convergence is
monotonic with a sharp drop at the latter end of the iteration cycle. The Sn = 0 constraint is satisfied
at every iteration and the volume design plots on page 139 show that quite clearly for two select grid
points. The rest of the volume design plots for this case can be found in Appendix A.3 on page 214.
The objective function may not have been driven to zero, but the solution for grid points does have a
minimum and the Sn = 0 constraint has been satisfied for all grid points.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.48 Gradient projection with J(x) = σ+σ⊥ with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
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i j x y Ψ Sn J(x)
2 1 0.371034E+00 0.196253E-08 0.215934E+00 0.896205E-08 0.129378E-01
3 1 0.674772E+00 0.646506E-08 0.309178E+00 0.619322E-10 0.283559E-01
2 2 0.262361E+00 0.262361E+00 0.456747E+00 0.844152E-09 0.129378E-01
3 2 0.477136E+00 0.477136E+00 0.775154E+00 0.751878E-10 0.283559E-01
2 3 -0.101504E-08 0.371034E+00 0.556495E+00 0.465872E-09 0.129378E-01
3 3 -0.529403E-09 0.674772E+00 0.968167E+00 0.251777E-10 0.283559E-01
2 4 -0.262361E+00 0.262361E+00 0.456747E+00 0.280437E-09 0.129378E-01
3 4 -0.477136E+00 0.477136E+00 0.775154E+00 0.380414E-10 0.283559E-01
2 5 -0.371034E+00 -0.136099E-09 0.215934E+00 -0.410324E-10 0.129378E-01
3 5 -0.674772E+00 -0.637982E-09 0.309178E+00 -0.564873E-10 0.283559E-01
2 6 -0.262361E+00 -0.262361E+00 -0.248797E-01 0.137802E-09 0.129378E-01
3 6 -0.477136E+00 -0.477136E+00 -0.156798E+00 0.302217E-10 0.283559E-01
2 7 -0.613462E-09 -0.371034E+00 -0.124628E+00 0.153808E-08 0.129378E-01
3 7 0.207211E-08 -0.674772E+00 -0.349811E+00 0.496450E-10 0.283559E-01
2 8 0.262361E+00 -0.262361E+00 -0.248797E-01 0.191151E-09 0.129378E-01
3 8 0.477136E+00 -0.477136E+00 -0.156798E+00 0.162901E-15 0.283559E-01
Table 4.11 Final J(x) and Sn results from J(x) = σ + σ⊥.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.902358E-02 0.391419E-02 0.263000E-07
3 1 0.128857E-01 0.154701E-01 0.110218E-06
2 2 0.902358E-02 0.391419E-02 0.177063E-06
3 2 0.128857E-01 0.154701E-01 0.865382E-07
2 3 0.902358E-02 0.391419E-02 0.185347E-07
3 3 0.128857E-01 0.154701E-01 0.919023E-10
2 4 0.902358E-02 0.391419E-02 0.387538E-08
3 4 0.128857E-01 0.154701E-01 0.188588E-09
2 5 0.902358E-02 0.391419E-02 0.398934E-08
3 5 0.128857E-01 0.154701E-01 0.114785E-07
2 6 0.902358E-02 0.391419E-02 0.130078E-07
3 6 0.128857E-01 0.154701E-01 0.468770E-08
2 7 0.902358E-02 0.391419E-02 0.385168E-07
3 7 0.128857E-01 0.154701E-01 0.483182E-07
2 8 0.902358E-02 0.391419E-02 0.172134E-06
3 8 0.128857E-01 0.154701E-01 0.159696E-06
Table 4.12 Table of final local grid quality terms for J(x) = σ + σ⊥ case
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Figure 4.49 Volume design plot of grid point i = 2, j = 1
Figure 4.50 Volume design plot of grid point i = 3, j = 8
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4.3.4 Area plus Curvature
Slight variation in the adapted grid is noticed when curvature is added along with the area variation
term into the objective function. The movement is symmetric about the x-axis and restricted to the
interior points along the y-axis grid line through the cylinder. The equality constraint is satisfied and
the stream function solution Ψ is converged. The global convergence is monotonic. The volume design
space plots in Figure 4.52, Figure 4.53 and Appendix A.3 show the converged point satisfies the Sn = 0
constraint at the minimum in the design space.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.51 Gradient projection with σ+σa with x = {x, y, u}T and Sn = 0
as an equality constraint surface.
141
i j x y Ψ Sn J(x)
2 1 0.400000E+00 0.000000E+00 0.225812E+00 0.130052E-07 0.810000E-02
3 1 0.700000E+00 0.000000E+00 0.313646E+00 0.133720E-08 0.810000E-02
2 2 0.282843E+00 0.282843E+00 0.487971E+00 0.104566E-07 0.986372E-02
3 2 0.494975E+00 0.494975E+00 0.797235E+00 0.621053E-09 0.594250E-02
2 3 -0.266197E-09 0.400000E+00 0.597639E+00 0.682042E-08 0.113535E-01
3 3 0.349046E-09 0.747293E+00 0.105822E+01 0.685687E-09 0.323702E-02
2 4 -0.282843E+00 0.282843E+00 0.487971E+00 0.733138E-08 0.986372E-02
3 4 -0.494975E+00 0.494975E+00 0.797235E+00 0.619520E-09 0.594250E-02
2 5 -0.400000E+00 0.979717E-16 0.225812E+00 0.685506E-08 0.810000E-02
3 5 -0.700000E+00 0.171451E-15 0.313646E+00 0.594099E-09 0.810000E-02
2 6 -0.282843E+00 -0.282843E+00 -0.361856E-01 0.617677E-08 0.113566E-01
3 6 -0.494975E+00 -0.494975E+00 -0.170759E+00 0.343975E-09 0.541622E-02
2 7 0.668068E-10 -0.400002E+00 -0.144044E+00 0.493803E-08 0.138473E-01
3 7 0.127623E-09 -0.779072E+00 -0.433764E+00 0.535983E-09 0.120062E-02
2 8 0.282843E+00 -0.282843E+00 -0.361856E-01 0.210008E-08 0.113566E-01
3 8 0.494975E+00 -0.494975E+00 -0.170759E+00 -0.221394E-15 0.541622E-02
Table 4.13 Final Results from optimization.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.810000E-02 0.494130E-02 0.000000E+00
3 1 0.810000E-02 0.151327E-01 0.000000E+00
2 2 0.986372E-02 0.494130E-02 0.109034E-15
3 2 0.594250E-02 0.128657E-01 0.436137E-15
2 3 0.113535E-01 0.578167E-02 0.817147E-08
3 3 0.323701E-02 0.234888E-01 0.102480E-07
2 4 0.986372E-02 0.494130E-02 0.218068E-15
3 4 0.594250E-02 0.128657E-01 0.436137E-15
2 5 0.810000E-02 0.494130E-02 0.295083E-30
3 5 0.810000E-02 0.151327E-01 0.165185E-30
2 6 0.113566E-01 0.494124E-02 0.654205E-15
3 6 0.541622E-02 0.115686E-01 0.872274E-15
2 7 0.138473E-01 0.641553E-02 0.180864E-09
3 7 0.120062E-02 0.310744E-01 0.228942E-08
2 8 0.113566E-01 0.494124E-02 0.436137E-15
3 8 0.541622E-02 0.115686E-01 0.436137E-15
Table 4.14 Table of final local grid quality terms for J(x) = σ +σa case
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Figure 4.52 Volume design plot of grid point i = 3, j = 1
Figure 4.53 Volume design plot of grid point i = 2, j = 8
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4.3.5 Area plus Curvature plus Orthogonality
No change in the movement of grid points, but the solution converges and the global convergence is
monotonic. With three local terms in the objective function, the design space precludes any movement
of grid points that would ordinarily be present without these terms. The main driving force is the
equality constraint surface, any new adapted point is required to satisfy this constraint (Figure 4.55
and Figure 4.55). For this case the best possible grid is a grid that looks just like the initial grid. The
volume design space plots can found in Appendix A.5 and the table of results from each grid can be
found in Table 4.15 and Table 4.16.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.54 Gradient projection with σ + σa + σ⊥ with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
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i j x y Ψ Sn J(x)
2 1 0.400000E+00 0.000000E+00 0.225838E+00 0.965930E-08 0.130413E-01
3 1 0.700000E+00 0.000000E+00 0.313808E+00 0.100522E-08 0.232327E-01
2 2 0.282843E+00 0.282843E+00 0.487783E+00 0.632624E-08 0.130153E-01
3 2 0.494975E+00 0.494975E+00 0.797731E+00 0.564017E-09 0.233283E-01
2 3 -0.398875E-09 0.400000E+00 0.596270E+00 0.603246E-08 0.129757E-01
3 3 -0.390507E-09 0.699173E+00 0.997117E+00 0.536838E-09 0.232156E-01
2 4 -0.282843E+00 0.282843E+00 0.487783E+00 0.558702E-08 0.130153E-01
3 4 -0.494975E+00 0.494975E+00 0.797731E+00 0.496186E-09 0.233283E-01
2 5 -0.400000E+00 0.979717E-16 0.225838E+00 0.517167E-08 0.130413E-01
3 5 -0.700000E+00 0.171451E-15 0.313808E+00 0.459386E-09 0.232327E-01
2 6 -0.282843E+00 -0.282843E+00 -0.361068E-01 0.480275E-08 0.129997E-01
3 6 -0.494975E+00 -0.494975E+00 -0.170100E+00 0.427975E-09 0.233864E-01
2 7 0.236180E-09 -0.400000E+00 -0.144613E+00 0.444711E-08 0.129361E-01
3 7 0.224685E-09 -0.698673E+00 -0.369494E+00 0.393466E-09 0.232058E-01
2 8 0.282843E+00 -0.282843E+00 -0.361068E-01 0.154168E-08 0.129997E-01
3 8 0.494975E+00 -0.494975E+00 -0.170100E+00 0.395029E-15 0.233864E-01
Table 4.15 Final J(x) and Sn results from J(x) = σ + σ⊥ + σa.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.810000E-02 0.494130E-02 0.000000E+00
3 1 0.810000E-02 0.151327E-01 0.000000E+00
2 2 0.807404E-02 0.494130E-02 0.545171E-15
3 2 0.815234E-02 0.151759E-01 0.456517E-30
2 3 0.804799E-02 0.492770E-02 0.453142E-08
3 3 0.820452E-02 0.150110E-01 0.423378E-08
2 4 0.807404E-02 0.494130E-02 0.218068E-15
3 4 0.815234E-02 0.151759E-01 0.114129E-30
2 5 0.810000E-02 0.494130E-02 0.295083E-30
3 5 0.810000E-02 0.151327E-01 0.165185E-30
2 6 0.805842E-02 0.494130E-02 0.218068E-15
3 6 0.818424E-02 0.152021E-01 0.159781E-29
2 7 0.801662E-02 0.491949E-02 0.275860E-08
3 7 0.826805E-02 0.149378E-01 0.235717E-08
2 8 0.805842E-02 0.494130E-02 0.285323E-31
3 8 0.818424E-02 0.152021E-01 0.436137E-15
Table 4.16 Table of final local grid quality terms for J(x) = σ + σ⊥ + σa
case.
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Figure 4.55 Volume design plot of grid point i = 3, j = 1
Figure 4.56 Volume design plot of grid point i = 2, j = 8
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4.4 Four Control Variables in control vector
Projecting the search direction onto the Sn = 0 surface proved helpful in dealing with objective
functions that contained local grid quality measure terms or a combination of them. In most cases the
convergence was quick and monotonic. If search direction correction approach is not used and local
grid quality terms are required in the objective function then a fourth control variable is required. The
fourth control variable is a λ multiplier that should allow the optimization process to behave and be
monotonic. The λ multiplier’s presence scales the Sn value appropriately so that the objective function
is a minimum. If the Sn ceases to decrease then a smaller λ multiplier should reduce the objective
function.
x =

xi,j
yi,j
ui,j
λi,j
 ⇐= Ψ
The initial value for the multiplier for all grid points is set at 0.5. The λ term is a quadratic so that
the objective function in terms of the multiplier is a polynomial and bounded. If the multiplier were
linear like in the Newton formulation the objective function with respect to λ would be a straight line
from −∞ to +∞. The objective function for the first case with four control variables contains no local
grid terms like area, orthogonality or curvature. It is simply the product of the λ multiplier and the Sn
term squared as shown in the expression below.
J(x) = (λSn)
2
The optimization is successful and a converged solution is obtained as shown in Figure 4.57. The
grid lines adapt around the high gradient region just like the three control variable case as shown in
Figure 4.19. The dashed lines in Figure 4.57(a) are the initial grid lines prior to optimization. The
meridional grid lines move closer to the cylinder boundary and the axial grid lines increase in curvature
to capture the high gradient regions in the flow. Table 4.4 shows that the multiplier did not have much
of an influence on the objective function. Since Sn drops by eight orders of magnitude the multiplier
values did not need to decrease in magnitude. In fact they stayed in the vicinity of the starting value.
The convergence history from Figure 4.57(c) is monotonic with a slight change in the gradient which
could be attributed to the presence of the multiplier. Overall the results of the converged stream
function, Ψ, are similar to the three control variable case without search direction correction. However,
this case proves that the presence of the multiplier is not necessary for the conjugate gradient case when
no local grid terms are present. The objective function defined by only the Sn term behaves well in the
optimization process. What is of interest is when the local grid terms are included into the objective
function, how does the multiplier affect the optimization process? In §. 4.3 the local grid terms defined
the objective function, J(x), and the Sn = 0 became an explicit equality constraint surface. The Sn
term was handled by the search direction or modified gradient projection method and the objective
functions included only the local quality grid terms. With the multiplier present in the control vector,
how does the optimization process behave with both the Sn term and the local terms present in the
objective function? Theoretically the multiplier should enforce monotonicity in the convergence when
local terms are present in the objective function. The answers to these questions will be found in the
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next few pages which will determine whether the inclusion of the multiplier helps the optimization
process or hinders it.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.57 Optimized grid for generalized Laplace problem with
x = {x, y, u, λ, }T and J(x) = (λSn)2
148
i j x y Ψ λ Sn J(x)
2 1 0.375548E+00 -0.447653E-01 0.174925E+00 0.498740E+00 0.282075E-07 0.197915E-15
3 1 0.688839E+00 -0.331280E-01 0.279151E+00 0.499282E+00 0.902266E-07 0.202937E-14
2 2 0.259675E+00 0.222345E+00 0.402520E+00 0.498114E+00 0.217788E-07 0.117687E-15
3 2 0.484494E+00 0.451720E+00 0.746533E+00 0.498867E+00 0.731149E-07 0.133040E-14
2 3 -0.231438E-02 0.330755E+00 0.495740E+00 0.497700E+00 0.161513E-07 0.646172E-16
3 3 -0.103364E-02 0.651766E+00 0.939339E+00 0.498658E+00 0.664145E-07 0.109681E-14
2 4 -0.263114E+00 0.220617E+00 0.401634E+00 0.497819E+00 0.249411E-07 0.154161E-15
3 4 -0.486054E+00 0.451105E+00 0.746096E+00 0.498704E+00 0.756553E-07 0.142352E-14
2 5 -0.376320E+00 -0.463628E-01 0.173639E+00 0.498384E+00 0.543630E-07 0.734064E-15
3 5 -0.689274E+00 -0.336800E-01 0.278649E+00 0.499009E+00 0.940598E-07 0.220305E-14
2 6 -0.271936E+00 -0.316402E+00 -0.626106E-01 0.499108E+00 0.974759E-07 0.236692E-14
3 6 -0.489296E+00 -0.519498E+00 -0.191739E+00 0.499409E+00 0.106343E-06 0.282050E-14
2 7 0.101868E-02 -0.428668E+00 -0.164091E+00 0.499375E+00 0.113292E-06 0.320078E-14
3 7 0.437858E-03 -0.720903E+00 -0.387547E+00 0.498391E+00 0.111250E-06 0.307426E-14
2 8 0.273095E+00 -0.315706E+00 -0.617281E-01 0.499053E+00 0.838102E-07 0.174939E-14
3 8 0.489711E+00 -0.519261E+00 -0.191430E+00 0.497392E+00 0.999340E-07 0.247072E-14
Table 4.17 Final J(x) and Sn results from J(x) = (λSn)
2 with
x = {x, y, u, λ, }T
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4.4.1 Area
The inclusion of the area term the optimization process becomes quite involved. The number
iterations increases dramatically from the tens to the thousands of iterations. The global convergence
loses its monotonicity as shown in Figure 4.58(c). The convergence requires about 2000 plus iterations as
compared to the case with Sn as an equality constraint in Figure 4.43(c). This clearly shows that using
the gradient projection method with the Sn = 0 as the constraint surface is a more efficient approach to
that of including the Sn term with the area smoothing term, σ in J(x). Another noticeable feature is
the Sn value of the converged solution is about five orders higher than those from the gradient projection
method. The non-monotonic behavior of the optimization process contributes to the higher converged
Sn values and the large iteration count.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 4.58 J(x) = (λSn)
2 + σ optimized grid for generalized Laplace prob-
lem with x = {x, y, u, λ, }T
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i j x y λ Ψ Sn J(x)
2 1 0.635540E+00 -0.357806E-01 0.273789E+00 0.498696E+00 0.326069E-05 0.303973E-06
3 1 0.883387E+00 0.954182E-01 0.446330E+00 0.499263E+00 0.156144E-04 0.812327E-07
2 2 0.449741E+00 0.348049E+00 0.617184E+00 0.498077E+00 -0.223950E-04 0.906705E-06
3 2 0.441166E+00 0.615040E+00 0.928177E+00 0.498825E+00 -0.345103E-06 0.974682E-07
2 3 -0.752140E-02 0.544639E+00 0.794686E+00 0.497653E+00 0.150699E-04 0.128516E-05
3 3 -0.339247E-02 0.797683E+00 0.111674E+01 0.498604E+00 0.772812E-05 0.120593E-06
2 4 -0.462354E+00 0.337326E+00 0.609173E+00 0.497784E+00 0.554251E-04 0.975042E-06
3 4 -0.447791E+00 0.610819E+00 0.924820E+00 0.498649E+00 0.127518E-05 0.801916E-07
2 5 -0.633136E+00 -0.479971E-01 0.260688E+00 0.498353E+00 0.186278E-04 0.379773E-06
3 5 -0.887950E+00 0.844859E-01 0.436116E+00 0.498976E+00 -0.147072E-05 0.750252E-07
2 6 -0.380032E+00 -0.403768E+00 -0.115947E+00 0.499083E+00 -0.278271E-05 0.157155E-06
3 6 -0.577396E+00 -0.560419E+00 -0.217901E+00 0.499405E+00 0.872165E-06 0.550828E-07
2 7 0.973157E-02 -0.619676E+00 -0.299374E+00 0.499354E+00 0.531413E-06 0.163426E-06
3 7 -0.231137E-02 -0.839513E+00 -0.483705E+00 0.498375E+00 0.543996E-06 0.179610E-07
2 8 0.392791E+00 -0.394822E+00 -0.106087E+00 0.499028E+00 0.528138E-06 0.136213E-06
3 8 0.585604E+00 -0.561819E+00 -0.217878E+00 0.497380E+00 -0.373525E-06 0.474441E-07
Table 4.18 Final J(x) and Sn results from J(x) = σ with x = {x, y, u, λ, }T .
i j Area:σ Orthogonality:σ⊥ Curvatureσa
2 1 0.303970E-06 0.380731E-01 0.128798E+01
3 1 0.811719E-07 0.383416E-01 0.634428E+01
2 2 0.906581E-06 0.294230E-01 0.290280E+01
3 2 0.974681E-07 0.382291E-01 0.666176E+01
2 3 0.128510E-05 0.213749E-01 0.880786E-01
3 3 0.120578E-06 0.718424E-02 0.195577E-02
2 4 0.974281E-06 0.320250E-01 0.310668E+01
3 4 0.801912E-07 0.394070E-01 0.663520E+01
2 5 0.379687E-06 0.384094E-01 0.133199E+01
3 5 0.750247E-07 0.380679E-01 0.574510E+01
2 6 0.157153E-06 0.587443E-02 0.395045E+00
3 6 0.550826E-07 0.105312E-01 0.777900E+00
2 7 0.163426E-06 0.310020E-01 0.166116E+00
3 7 0.179609E-07 0.115980E-01 0.354604E+00
2 8 0.136213E-06 0.549950E-02 0.193337E+00
3 8 0.474440E-07 0.117101E-01 0.710293E+00
Table 4.19 Table of final local grid quality terms for J(x) = σ case with
x = {x, y, u, λ, }T .
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4.4.2 Orthogonality
The inclusion of the orthogonality term does not quite satisfy the Sn = 0 objective. The figures
below clearly show that the orthogonality term creates a problem for the optimizer and the process is
unable to converge in 10000 iterations. The solution becomes periodic with no sign of convergence.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized Sn values.
(c) The convergence history of the global solver.
Figure 4.59 J(x) = (λSn)
2 + σ⊥ optimized grid for generalized Laplace prob-
lem with x = {x, y, u, λ, }T
These two cases with the local grid quality terms prove that adding the multiplier to the control
variable did not help with convergence or the efficiency of the optimization process. The objective
function with the curvature term displayed similar non-monotonic behavior and the solution failed to
converge. It can be concluded that if local grid terms are added to the objective function the gradient
projection method is more suitable and efficient than the current method in this section.
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CHAPTER 5. RESULTS FOR 2D LAPLACE NON-UNIFORM
FORMULATION
The non-uniform formulation is used to discretize the Laplace’s pde, Sn, for the results in this
section. The non-uniform formulation as explained in 2.2.3 contains the truncation error terms which
can be included or omitted from the objective function. Without the error terms the objective function
can be expressed as
J =
[
{x}1j=3 + {x}1j=4
]2
where the terms {x}1j=3 and {x}1j=4 represent the numerical approximations to φxx and φyy derivatives
of the Laplacian. Recall, the second derivatives in the above expression are derived from solving the
unified linear system in Eq. (2.57) and from the unified system the second derivative are extracted from
solving Eq. (2.65) on page 30 as shown below
{x}1 =
(
[M]T1 [M]1
)−1
[M]T1 {b}1 −
(
[M]T1 [M]1
)−1
[M]T1 [M]2 {x}2︸ ︷︷ ︸
{ε}
When gradient projection or search direction correction is employed then special care needs to be
taken on how the objective function is formulated and the method from which the second derivatives
are extracted. As explained earlier in §. 2.3.3 and §. 2.3.4 there are two ways the search direction can
be corrected:
• From using the general gradient projection method
• From using the modified gradient projection method
The modified gradient projection method that corrects the Ψ function back onto the constraint sur-
face can only be used by solving the unified system only, expressed in Eq. (2.57). The formulation in
Eq. (2.65) or shown above, cannot be implemented to correct the stream function back onto the con-
straint surface defined by Sn = 0 by the modified gradient projection method as explained in §. 2.3.4. If
the Eq. (2.65) is chosen to solve for the second derivatives then the general gradient projection method
as explained in §. 2.3.3 is required. If the general gradient projection formulation is unable to seek a con-
verged solution then the modified gradient projection method can be used where the second derivatives
for Sn are obtained directly from the unified system as shown in Eq. (2.57).
5.1 2 Control Variables in control vector
The set of control variables used for the non-uniform formulation are the same as the generalized
case as shown by Eq. (4.1) in Chapter 4.1. The control vector is made up of the x and y coordinates
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of the grid points. The stream function is updated from the exact expression for every new updated
control vector. The numerical approximation of the second derivatives of the Laplacian are extracted
from Eq. (2.65), where
J(x)⇒ S2n =
[
{x}1j=3 + {x}1j=4
]2
By changing the discretization method the final grid is different from the generalized method’s grid as
shown in Figure 5.1. Since the stream function values are calculated directly from the exact solution
from every control vector update and are not part of the control vector, the final grid loses symmetry
just like the final grid for generalized method in Figure 4.13. And like the generalized solution in
Figure 4.13(a) the optimized grid is the best grid that minimizes the error to zero since Ψ is obtained
using the exact solution. The presence of the spatial terms in the denominator of the non-uniform
formulation can also explain the presence of oscillations in the convergence history of the solutions. If
the adaptation of the spatial terms is drastic then the oscillations in the convergence history will be
pronounced. Surprisingly this case takes less number of iterations that the generalized case shown in
Figure 4.13(c).
(a) The optimized stream function line, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.1 Optimized grid for non-uniform Laplace problem with x = {x, y}T .
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i j x y Ψ Sn
2 1 0.400000E+00 0.000000E+00 0.220636E+00 0.873490E+00
3 1 0.700000E+00 0.000000E+00 0.309701E+00 0.527263E+00
2 2 0.282843E+00 0.282843E+00 0.485801E+00 0.127546E+01
3 2 0.494975E+00 0.494975E+00 0.794574E+00 0.713430E+00
2 3 0.244929E-16 0.400000E+00 0.595636E+00 0.132668E+01
3 3 0.428626E-16 0.700000E+00 0.995416E+00 0.809602E+00
2 4 -0.282843E+00 0.282843E+00 0.485801E+00 0.120840E+01
3 4 -0.494975E+00 0.494975E+00 0.794574E+00 0.731308E+00
2 5 -0.400000E+00 0.979717E-16 0.220636E+00 0.819690E+00
3 5 -0.700000E+00 0.171451E-15 0.309701E+00 0.542288E+00
2 6 -0.282843E+00 -0.282843E+00 -0.445294E-01 0.430976E+00
3 6 -0.494975E+00 -0.494975E+00 -0.175172E+00 0.353268E+00
2 7 -0.734788E-16 -0.400000E+00 -0.154364E+00 0.391522E+00
3 7 -0.128588E-15 -0.700000E+00 -0.376013E+00 0.274973E+00
2 8 0.282843E+00 -0.282843E+00 -0.445294E-01 0.562057E+00
3 8 0.494975E+00 -0.494975E+00 -0.175172E+00 0.321618E+00
Table 5.1 Non-Uniform initial results from starting solution.
i j x y Ψ Sn J(x)
2 1 0.192802E+00 -0.398528E-01 0.782425E-01 -0.851805E-09 0.725572E-18
3 1 0.599678E+00 -0.117141E-01 0.273724E+00 -0.120914E-10 0.146203E-21
2 2 0.234751E+00 0.221298E+00 0.386453E+00 -0.841882E-09 0.708766E-18
3 2 0.445698E+00 0.446869E+00 0.728871E+00 0.888623E-11 0.789650E-22
2 3 0.181545E-01 0.314158E+00 0.464888E+00 0.156615E-08 0.245283E-17
3 3 0.184143E-01 0.629176E+00 0.906088E+00 -0.410673E-10 0.168652E-20
2 4 -0.244592E+00 0.267307E+00 0.451836E+00 -0.187607E-08 0.351963E-17
3 4 -0.435683E+00 0.331820E+00 0.591395E+00 0.465628E-11 0.216809E-22
2 5 -0.418147E+00 0.676067E-01 0.293589E+00 -0.211305E-09 0.446497E-19
3 5 -0.699611E+00 0.978404E-02 0.319213E+00 -0.125766E-11 0.158171E-23
2 6 -0.210155E+00 -0.236821E+00 -0.297660E-01 0.174348E-10 0.303973E-21
3 6 -0.410385E+00 -0.402580E+00 -0.112038E+00 -0.242042E-10 0.585843E-21
2 7 0.122057E-01 -0.331678E+00 -0.110635E+00 -0.499269E-08 0.249270E-16
3 7 0.695995E-01 -0.594817E+00 -0.293363E+00 0.277552E-10 0.770350E-21
2 8 0.191522E+00 -0.304631E+00 -0.773101E-01 -0.206598E-09 0.426829E-19
3 8 0.261571E+00 -0.414528E+00 -0.144289E+00 0.547100E-09 0.299319E-18
Table 5.2 Final Results from optimization.
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5.1.1 Contour Design Plots
The contour plots from the non-uniform formulation are more exotic than the contour plots from
the generalized formulation. In the current plots for the non-uniform case in the next page there are
series of valleys and peaks within the design space. In some of the plots the Sn = 0 line ceases to be
connected with isolated Sn = 0 lines within the design space. In the generalized case the general trend
had the Sn = 0 contours trace the boundary of the saddle region. The general shape and trend of the
design space contour plots from the generalized formulation can be easily interpreted as: a saddle region
with surface peaks around the domain edges (see Figure 4.15). The two dimensional contour plots from
the non-uniform contain a lot more detail. To understand the significance of some of the regions the
plots are transformed to three dimensional surface plots where the J(x) is the third coordinate axis. On
the generalized plots the peaks are confined to the boundaries of the contour plot, where as, here the
peaks are spread out within the design space. The presence of the peaks and intricate valleys enhance
the noisy exotic nature of the design space plots. The presence of the peaks and deep troughs (valleys)
can be attributed to the influence from the ∆r(x, y) terms [67] in the non-uniform formulation (refer
to Eq. (2.56) in §. 2.2.3). The sudden decrease and increase due to adaptation of the ∆r(x, y) terms
terms can result in these sudden changes in the contour surface of the design space. The influence of
the ∆r(x, y) terms will be more conspicuous in the Sn = 0 iso-surfaces in §. 5.3.5. The absence of
these terms in the generalized formulation could explain the smooth design space plots and the well
behaved convergence history in sections §. 4.1.1 and §. 4.2. In the two dimensional design plots shown
on page 159 the white regions shrouded by red colored contour bands are where the solution peaks
reside. Similar white regions that have a red contour border are valleys or cliffs that rise steeply. The
solution on these valleys rises, but remains somewhat constant over a certain distance. These geological
type manifestations of the numerical solution can be seen in Figure 5.3 and Figure 5.4. Each of these
plots is broken into two subplots: the top plot illustrates the contours in a three dimensional space and
the bottom plot shows the same plot with shaded surfaces. In Figure 5.3 the peaks and valleys are
quite close to each other and through which the Sn = 0 contour line meanders around. In Figure 5.4
the surface plot looks like a small hill flanked by two volcanic peaks. The Sn = 0 circumscribes the
hill in the middle. The two dimensional contour plots on page 159, 160 and 159 clearly illustrate that
the minimum from the optimizer seeks out the minimum along the Sn = 0 line. Since the objective
function is
J(x) = Sn2
anywhere on the Sn = 0 the J(x) is a minimum, but what dictates the location on the line is the starting
solution, the nature of the design space and the correct solution associated with Sn = 0 line. Figure 5.2
is a close up of a three dimensional surface plot of grid point at i = 2 and j = 5 with trajectories from
the optimizer and the global solver included in the design space. The trajectories from the optimizer
are defined by thick red lines that eventually merge with the global solver points defined by green cubes.
The trajectories from the optimizer emanate from within the enclosure defined by the red contour lines
which would put them inside the peak. Nevertheless, the trajectories eventually cross over into the
gully or valley between the two peaks around which the Sn = 0 line lies (see Figure 5.2(b)). The rest of
the two dimensional plots show similar patterns where the design space is filled with peaks and valleys
through which the Sn = 0 contour line skirts around in a serpentine manner.
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(a) Close up of 3D surface plot
(b) Rotated view with shaded surfaces.
Figure 5.2 Close up of 3D surface plot of grid point i = 2, j = 5.
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(a) Surface contours of grid i = 2, j = 5
(b) Rendering contours on shaded surfaces
Figure 5.3 A 3D surface plot of grid point i = 2, j = 5.
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(a) Surface contours of grid i = 3, j = 5
(b) Rendering contours on shaded surfaces
Figure 5.4 A 3D surface plot of grid point i = 3, j = 5.
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(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
(e) grid point i = 2, j = 3 (f) grid point i = 3, j = 3
Figure 5.5 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 4 (b) grid point i = 3, j = 4
(c) grid point i = 2, j = 5 (d) grid point i = 3, j = 5
(e) grid point i = 2, j = 6 (f) grid point i = 3, j = 6
Figure 5.6 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 7 (b) grid point i = 3, j = 7
(c) grid point i = 2, j = 8 (d) grid point i = 3, j = 8
Figure 5.7 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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5.2 Three Control Variables in control vector
The control vector, x, for the optimization of the Laplace problem using the non-uniform discrete
formulation is similar to the generalized formulation, where the control vector is a compilation of the
Cartesian coordinates and the stream function values at the (i,j) grid point as shown below
x =

xi,j
yi,j
ui,j
 ⇐= Ψ
The objective function is simply the Sn term squared with no search direction correction 1 enforced on
the design space.
J(x)⇒ Sn2 =
[
{x}1j=3 + {x}1j=4
]2
where the second derivatives, {x}1j=3 → φxx and {x}1j=4 → φyy are extracted from Eq. (2.65) shown
on page 30 or summarized in the following equation
{x}1 =
solution to the modified unified system︷ ︸︸ ︷(
[M]T1 [M]1
)−1
[M]T1 {b}1 −
(
[M]T1 [M]1
)−1
[M]T1 [M]2 {x}2︸ ︷︷ ︸
{ε}
However, if the optimization of the problem using Eq. (2.65) (expression shown above) proves unsuc-
cessful then the full unified system for {x}1 + {x}2 as shown in Eq. (2.57) can be used for the second
derivatives. The outline for the unified linear system containing all the derivatives through the third
derivatives of an arbitrary function φ, can be obtained directly from following linear system
26666666666666664
↑
[M1], 8x5 [M2], 8x4
↓
↑
[M3], 4x5 [M4], 4x4
↓
37777777777777775
| {z }
[M]
266666666666666666664
φxi,j
φyi,j ↑
φxxi,j {x1}
φyyi,j ↓
φxyi,j
φxxxi,j ↑
φxyyi,j {x2}
φxxyi,j ↓
φyyyi,j
377777777777777777775
| {z }
{x}
=
2666666666666666666666666666664
φi+1,j − φi,j
φi−1,j − φi,j
φi,j+1 − φi,j
φi,j−1 − φi,j ↑
φi+1,j+1 − φi,j {b}1
φi−1,j−1 − φi,j ↓
φi+1,j−1 − φi,j
φi−1,j+1 − φi,j
φi+2,j − φi,j
φi−2,j − φi,j ↑
φi,j+2 − φi,j {b}2
φi,j−2 − φi,j ↓
3777777777777777777777777777775
| {z }
{b}
[M] {x} = {b}
For the details of how the above linear system is put together via the non-uniform formulation, section
§. 2.2.3 on page 26 should be referred. Also, for the current optimization of the Laplace’s problem, the
1The modified gradient projection method is also referred to as the search direction correction method, since the search
direction from the conjugate gradient method is rotated tangent to the constraint surface.
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arbitrary function φ represents the stream function Ψ. The latter (Eq. (2.57)) is less computationally
intensive, because the linear system is only solved once for the second derivative terms while in the former
(Eq. (2.65)) two linear systems have to be solved to obtain the second derivatives. Both approaches
successfully optimize the solution and the grid, but there is distinct variation in the final grids. The
final grid from the modified linear system (Eq. (2.65)) is smoother and symmetric as compared to the
final grid from the full system. As mentioned earlier, if the modified unified system proves intractable
then the full unified system can be used. For the most part, the results from gradient projection
section, where the grid quality terms define the objective function and the S2n = 0 term defines the
constraint surface the full unified system is chosen over the modified linear system. Using the full unified
system over the modified system the modified gradient projection method as explained in §. 2.3.4 is
recommended.
The results for the optimized grid and solution are similar to the generalized formulation case
without the search direction correction as shown in Figure 5.8. The convergence history is monotonic
with slight unsteady characteristics near the latter half of the iteration history, which can be attributed
to the presence of the ∆r(x, y) terms in the non-uniform formulation as explained earlier in the chapter.
This latter half alludes to the fact that the non-uniform formulation in the optimization may at times
not behave as smoothly as the generalized case. Recall that in the case of the generalized formulation the
similar problem has a straight line for a rms curve (Figure 5.9(a)) with no fluctuations. The comparison
between the exact stream function values and the numerical values is shown in Figure 5.9(b), where
the monochrome contour lines represent the exact solution. The variation in final grids between the
optimized solution from the modified equation and unified equation can be seen in Figure 5.10(a) and
the variation in the rms convergence can be seen in Figure 5.10(b). The optimized solution from the
unified system is less symmetric and smooth as opposed to the solution from the modified system. In
fact the solution from the modified system is similar to the solution from the generalized formulation.
(a) The optimized stream function lines, Ψ, and final grid
Eq. (2.65)
(b) The optimized values of Sn from Eq. (2.65).
Figure 5.8 Optimized grid for non-uniform Laplace problem with
x = {x, y, u}T .
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(a) The convergence history of the global solver from
Eq. (2.65).
(b) Comparison between exact and numerical solutions.
Black lines represent the exact solution.
Figure 5.9 The rms convergence history and comparison of Ψ with the exact
solution.
(a) The optimized stream function lines, Ψ, and final grid
from Eq. (2.57)
(b) The convergence history of the global solver from
Eq. (2.57).
Figure 5.10 The rms convergence history and optimized grid from the unified
linear system.
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i j x y Ψ Sn J(x)
2 1 0.392258E+00 -0.321120E-01 0.163642E+00 0.226400E-08 0.512569E-17
3 1 0.687005E+00 -0.246105E-01 0.277963E+00 0.116352E-08 0.135378E-17
2 2 0.277462E+00 0.240052E+00 0.393616E+00 0.286681E-08 0.821857E-17
3 2 0.484245E+00 0.458490E+00 0.742036E+00 -0.249984E-08 0.624920E-17
2 3 0.205596E-02 0.352698E+00 0.491198E+00 0.163740E-08 0.268109E-17
3 3 0.425307E-02 0.660663E+00 0.932839E+00 0.106637E-08 0.113714E-17
2 4 -0.277505E+00 0.241466E+00 0.392466E+00 0.219436E-08 0.481520E-17
3 4 -0.476662E+00 0.462741E+00 0.741796E+00 -0.138849E-09 0.192791E-19
2 5 -0.393986E+00 -0.323586E-01 0.160935E+00 0.187500E-07 0.351561E-15
3 5 -0.687884E+00 -0.185905E-01 0.280589E+00 -0.876638E-09 0.768495E-18
2 6 -0.283250E+00 -0.305184E+00 -0.821275E-01 0.351487E-07 0.123543E-14
3 6 -0.497527E+00 -0.508728E+00 -0.195987E+00 -0.111333E-08 0.123950E-17
2 7 -0.314288E-03 -0.417901E+00 -0.186272E+00 0.590023E-07 0.348127E-14
3 7 -0.211570E-02 -0.713408E+00 -0.397220E+00 -0.142183E-08 0.202160E-17
2 8 0.282925E+00 -0.306122E+00 -0.826193E-01 0.258878E-07 0.670179E-15
3 8 0.494996E+00 -0.511098E+00 -0.196023E+00 -0.656995E-09 0.431642E-18
Table 5.3 Final Results from optimization of the Laplace problem from
Eq. (2.65).
i j x y Ψ Sn J(x)
2 1 0.372325E+00 0.121431E+00 0.346402E+00 0.579498E-07 0.335818E-14
3 1 0.707064E+00 0.479468E-01 0.346402E+00 0.337485E-07 0.113896E-14
2 2 0.194185E+00 0.272687E+00 0.425354E+00 -0.287478E-09 0.826436E-19
3 2 0.470857E+00 0.477860E+00 0.731691E+00 0.104764E-07 0.109756E-15
2 3 -0.510396E-01 0.366532E+00 0.543780E+00 0.119193E-07 0.142070E-15
3 3 -0.312496E-01 0.659007E+00 0.926261E+00 -0.409619E-07 0.167788E-14
2 4 -0.278846E+00 0.233776E+00 0.425098E+00 0.162446E-07 0.263887E-15
3 4 -0.480325E+00 0.475618E+00 0.728363E+00 0.969162E-08 0.939274E-16
2 5 -0.397037E+00 0.268602E-01 0.260548E+00 -0.190225E-07 0.361854E-15
3 5 -0.675463E+00 0.182295E-01 0.289756E+00 0.831390E-09 0.691209E-18
2 6 -0.287641E+00 -0.316786E+00 -0.609184E-01 0.104141E-07 0.108454E-15
3 6 -0.480939E+00 -0.511736E+00 -0.209626E+00 -0.753394E-09 0.567602E-18
2 7 0.151048E-01 -0.429284E+00 -0.166614E+00 0.218228E-07 0.476236E-15
3 7 0.465428E-02 -0.712023E+00 -0.399898E+00 0.153055E-08 0.234260E-17
2 8 0.263463E+00 -0.321586E+00 -0.822701E-01 -0.957042E-07 0.915930E-14
3 8 0.492660E+00 -0.506970E+00 -0.201255E+00 -0.442049E-09 0.195407E-18
Table 5.4 Final Results from optimization of the Laplace problem from
Eq. (2.57).
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5.2.1 Volume Design Plots
The volume design plots from the non-uniform formulation for three control variables differ from
the generalized case. The Sn = 0 surface is convoluted and spread out within the volume. For certain
grid points the Sn = 0 surface is not contiguous, but broken up withing the volume. The exotic nature
of the volume plots is consistent with those from the two control variable case in the previous section.
In Figure 5.11 a close up of the Sn = 0 surface and the J(x) contours for grid point i = 3, j = 7 is
shown. Notice the jagged peaks on the Sn = 0 surface and isolated Sn = 0 surfaces within the design
space. For a converged solution the optimum is on the Sn = 0 surface through which all the Sn = 0
lines pass. The isolated surface on the right in Figure 5.11 satisfies the Sn = 0 constraint, but may
violate the bounds or is too far from the starting solution. All points on the Sn = 0 are optimum points
since the objective function is Sn2, however, the final location of the optimum depends on the initial
value of the grid point and the side constraints. The volume plots for all the interior grid points can be
found in the next few pages. In all the plots the optimizer minimum is on the Sn = 0 surface through
which all the Sn = 0 contour lines pass through.
Figure 5.11 A close up of the volume design plot of grid point i = 3, j = 7.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.12 Volume design space plots for grid point i = 2, j = 1 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
168
(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.13 Volume design space plots for grid point i = 3, j = 1 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.14 Volume design space plots for grid point i = 2, j = 2 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
170
(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.15 Volume design space plots for grid point i = 3, j = 2 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.16 Volume design space plots for grid point i = 2, j = 3 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.17 Volume design space plots for grid point i = 3, j = 3 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.18 Volume design space plots for grid point i = 2, j = 4 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.19 Volume design space plots for grid point i = 3, j = 4 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.20 Volume design space plots for grid point i = 2, j = 5 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.21 Volume design space plots for grid point i = 3, j = 5 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.22 Volume design space plots for grid point i = 2, j = 6 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.23 Volume design space plots for grid point i = 3, j = 6 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.24 Volume design space plots for grid point i = 2, j = 7 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.25 Volume design space plots for grid point i = 3, j = 7 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.26 Volume design space plots for grid point i = 2, j = 8 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.27 Volume design space plots for grid point i = 3, j = 8 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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5.3 With Gradient Projection
The gradient projection or search direction correction method is implemented to avoid defining
the objective function as a multi-objective function. Multi-objective functions have a tendency to
become too rigid to minimization or maximization. They require scaling and even that at times can
fail to deliver satisfactory results. Gradient projection offers an alternative where the primary objective
function (Sn = 0) is decoupled from the secondary objective function i.e. minimization of error terms,
or grid quality terms. As explained earlier on page 152, special care is required when implementing
the gradient projection method over the non-uniform formulation of Sn. If Eq. (2.65) which obtains
the second derivatives from the modified non-uniform formulation is used, then the general gradient
projection method as detailed in §. 2.3.3 is required. The general gradient projection method will correct
all the components of the control vector back onto the constraint surface via some iteration method.
For some objective function cases as in the case of the area grid quality term this approach will prove
successful, but for others it may fail. In the event of failure to capture an optimum, the alternative
would be to use the second derivatives of Sn directly from the full unified system in Eq. (2.57). When
Sn is formulated from the derivatives directly from Eq. (2.57), the modified gradient projection method
is recommended since it would directly correct the Ψ control variable function in the control vector
back onto the constraint surface.
5.3.1 Area
The area variation term, σ, defines the objective function J(x). This particular case is optimized
using the solution to the modified form of the non-uniform formulation’s unified system (Eq. (2.65))
with the general gradient projection method. The optimized grid in Figure 5.28(a) is similar to the
generalized grid in Figure 5.28(a) on page 185. The final grid is symmetric, but lacks smoothness. The
area variation term will prevent grid folding, but the final grid will lose some smoothness along the grid
lines. However, the final grid in Figure 5.28(b) from the modified gradient projection method on the full
unified system (Eq. (2.57)) lacks symmetry. The interesting difference between the results from these
two gradient projection methods is the variation in their convergence histories: the convergence history
from the general gradient projection method in Figure 5.28(e) is predominantly non-linear as compared
to the linear convergence history of the modified gradient projection method in Figure 5.28(f). For
this particular grid quality term the general gradient projection method is preferable over the modified
gradient projection method. The following tables and the surface plots in the next few pages and
the appendix pertain to the general gradient projection method. Compared to the results from the
generalized formulation the non-uniform approach seems less favorable in terms of efficiency and the
reduction in order of the Sn term. The Sn values from Table 5.5 are about three orders higher than those
from the generalized case (Table 4.7). The convergence history is monotonic, but the iteration count is
about double that of the generalized case. The general descent is monotonic, but there are oscillations
that could adversely affect the convergence of the solution. For an efficient converged solution the rms
history should avoid the presence of oscillations and maintain a descent direction in a linear fashion.
The Sn = 0 iso-surface in the volume design is non-linear unlike the iso-surfaces from the generalized
case in Figure 4.44. The iso-surfaces from the generalized case are planar surfaces cutting across the
design space. In the non-uniform formulation the iso-surfaces are convoluted and highly non-linear and
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in some cases broken. Few of the volume design plots for this case can be seen in Figure 5.29 and
Figure 5.30, while the rest can be found in Appendix B.3.
i j x y Ψ Sn J(x)
2 1 0.608748E+00 -0.239728E-01 0.213371E+00 0.665526E-05 0.473416E-07
3 1 0.867462E+00 0.376764E-01 0.368209E+00 0.483379E-07 0.103891E-07
2 2 0.441471E+00 0.373333E+00 0.586640E+00 -0.117403E-05 0.985523E-07
3 2 0.506574E+00 0.604531E+00 0.901235E+00 0.600983E-06 0.143969E-07
2 3 0.567675E-02 0.559582E+00 0.752628E+00 -0.695080E-06 0.147623E-06
3 3 -0.916101E-03 0.799267E+00 0.110246E+01 0.267099E-06 0.162355E-07
2 4 -0.432610E+00 0.382624E+00 0.593994E+00 0.346507E-05 0.110328E-06
3 4 -0.509638E+00 0.603020E+00 0.904440E+00 -0.247817E-05 0.149991E-07
2 5 -0.603178E+00 -0.188070E-01 0.222354E+00 -0.405411E-05 0.561126E-07
3 5 -0.858461E+00 0.451910E-01 0.369545E+00 0.409736E-06 0.119435E-07
2 6 -0.420080E+00 -0.406819E+00 -0.176126E+00 -0.160822E-05 0.455259E-07
3 6 -0.572508E+00 -0.582915E+00 -0.252462E+00 -0.767829E-08 0.960515E-08
2 7 -0.530100E-02 -0.578745E+00 -0.320446E+00 -0.984901E-06 0.509899E-07
3 7 0.369059E-03 -0.814974E+00 -0.491423E+00 -0.875197E-07 0.965203E-08
2 8 0.413154E+00 -0.406693E+00 -0.173672E+00 0.138012E-05 0.430000E-07
3 8 0.560952E+00 -0.584175E+00 -0.261824E+00 0.227041E-13 0.927893E-08
Table 5.5 Final J(x) and Sn results from J(x) = σ.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.473416E-07 0.229723E-01 0.662440E+00
3 1 0.103891E-07 0.223337E-01 0.237999E+01
2 2 0.985523E-07 0.212296E-01 0.161358E+01
3 2 0.143969E-07 0.186054E-01 0.408999E+01
2 3 0.147623E-06 0.177541E-01 0.102727E+00
3 3 0.162355E-07 0.749102E-02 0.144459E+00
2 4 0.110328E-06 0.204288E-01 0.135768E+01
3 4 0.149991E-07 0.157687E-01 0.369960E+01
2 5 0.561126E-07 0.213573E-01 0.674875E+00
3 5 0.119435E-07 0.213681E-01 0.262782E+01
2 6 0.455259E-07 0.147250E-01 0.223293E+00
3 6 0.960515E-08 0.105434E-01 0.532592E+00
2 7 0.509899E-07 0.168833E-01 0.868270E-01
3 7 0.965203E-08 0.967473E-02 0.121574E+00
2 8 0.430000E-07 0.136068E-01 0.248640E+00
3 8 0.927893E-08 0.985852E-02 0.837253E+00
Table 5.6 Table of final local grid quality terms for J(x) = σ case.
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(a) The optimized stream function lines, Ψ, and final grid
from the general gradient projection method.
(b) The optimized stream function lines, Ψ, and final grid
from modified gradient projection method
(c) The optimized values of Sn problem from the general
gradient projection method.
(d) The optimized values of Sn from the modified gradient
projection method.
(e) The convergence history of the global solver from the
general gradient projection method.
(f) The convergence history of the global solver from the
modified gradient projection method.
Figure 5.28 Comparison of the gradient projection methods with J(x) = σ
with x = {x, y, u}T and Sn = 0 as an equality constraint surface.
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Figure 5.29 Volume design plot of grid point i = 2, j = 5.
Figure 5.30 Volume design plot of grid point i = 3, j = 7.
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5.3.2 Curvature
Adding the curvature grid quality term in J(x) prevents the grids from adapting towards or around
the high gradient region. The grids remain straight without any perceptible curvature. The solution
converges to a steady stream function, Ψ, values with a a monotonic rms convergence history. The
global iteration is linear with quite a few iterations. The linear nature of the convergence history
influences the shape of the Sn = 0 constraint iso-surface in the volume design plots (Figure 5.32 and
Figure 5.33). Unlike the volume design plots from the previous case, the plots contain iso-surfaces that
are smooth with very few wrinkles and peaks on the surface (see Figure 5.29). In the previous case the
convergence history is monotonic, but non-linear with regions of intermittent unsteadiness.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.31 Gradient projection with J(x) = σa with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
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i j x y Ψ Sn J(x)
2 1 0.400000E+00 0.000000E+00 0.257279E+00 0.298835E-08 0.000000E+00
3 1 0.700000E+00 0.000000E+00 0.285072E+00 0.126299E-11 0.000000E+00
2 2 0.282843E+00 0.282843E+00 0.532917E+00 0.253754E-08 0.545171E-15
3 2 0.494975E+00 0.494975E+00 0.760847E+00 -0.451861E-12 0.228258E-30
2 3 0.244929E-16 0.400000E+00 0.655223E+00 0.232378E-08 0.529316E-32
3 3 0.428626E-16 0.700000E+00 0.957595E+00 -0.300371E-12 0.705755E-32
2 4 -0.282843E+00 0.282843E+00 0.534709E+00 0.190281E-08 0.218068E-15
3 4 -0.494975E+00 0.494975E+00 0.760941E+00 -0.205169E-12 0.228258E-30
2 5 -0.400000E+00 0.979717E-16 0.257830E+00 0.155981E-08 0.211727E-31
3 5 -0.700000E+00 0.171451E-15 0.285336E+00 -0.120903E-12 0.282302E-31
2 6 -0.282843E+00 -0.282843E+00 -0.181627E-01 0.118796E-08 0.218068E-15
3 6 -0.494975E+00 -0.494975E+00 -0.190810E+00 -0.156730E-11 0.228258E-30
2 7 -0.734788E-16 -0.400000E+00 -0.150323E+00 0.758858E-09 0.955633E-31
3 7 -0.128588E-15 -0.700000E+00 -0.387301E+00 0.190603E-11 0.236524E-31
2 8 0.282843E+00 -0.282843E+00 -0.214244E-01 0.524112E-09 0.436137E-15
3 8 0.494975E+00 -0.494975E+00 -0.190974E+00 0.102918E-12 0.436137E-15
Table 5.7 Final J(x) and Sn results from J(x) = σa.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.810000E-02 0.494130E-02 0.000000E+00
3 1 0.810000E-02 0.151327E-01 0.000000E+00
2 2 0.810000E-02 0.494130E-02 0.545171E-15
3 2 0.810000E-02 0.151327E-01 0.228258E-30
2 3 0.810000E-02 0.494130E-02 0.529316E-32
3 3 0.810000E-02 0.151327E-01 0.705755E-32
2 4 0.810000E-02 0.494130E-02 0.218068E-15
3 4 0.810000E-02 0.151327E-01 0.228258E-30
2 5 0.810000E-02 0.494130E-02 0.211727E-31
3 5 0.810000E-02 0.151327E-01 0.282302E-31
2 6 0.810000E-02 0.494130E-02 0.218068E-15
3 6 0.810000E-02 0.151327E-01 0.228258E-30
2 7 0.810000E-02 0.494130E-02 0.955633E-31
3 7 0.810000E-02 0.151327E-01 0.236524E-31
2 8 0.810000E-02 0.494130E-02 0.436137E-15
3 8 0.810000E-02 0.151327E-01 0.436137E-15
Table 5.8 Table of final local grid quality terms for J(x) = σa case.
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Figure 5.32 Volume design plot of grid point i = 2, j = 1
Figure 5.33 Volume design plot of grid point i = 3, j = 8
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5.3.3 Area plus orthogonality
The objective function is the sum of the area variation term, σ, and the orthogonality term, σ⊥.
The motivation is to minimize the area of the cells and maintain orthogonality along the grid lines.
The values of J(x) are tabulated in Table 5.9 and the local grid quality values are in Table 5.10. The
grid lines in the adapted solution have slightly moved towards the inner boundary consistent with
the generalized case. The convergence history is unsteady with a monotonic descent. The resultant
unsteadiness in the iterations is attributed to wrinkles in the iso-surface as seen in Figure 5.36 which
can be attributed to the unsteadiness of ∆r(x, y) terms. Whenever the convergence history has been
monotonic the J(x) has been driven to a number close to zero, but whenever rms contains wiggles the
J(x) is somewhat large.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.34 Gradient projection with J(x) = σ+σ⊥ with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
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i j x y Ψ Sn J(x)
2 1 0.371034E+00 0.472694E-11 0.253779E+00 0.251077E-07 0.129378E-01
3 1 0.674772E+00 0.192767E-09 0.277861E+00 -0.202495E-07 0.283559E-01
2 2 0.262361E+00 0.262361E+00 0.516450E+00 0.130624E-07 0.129378E-01
3 2 0.477136E+00 0.477136E+00 0.734616E+00 0.107798E-09 0.283559E-01
2 3 -0.319633E-09 0.371034E+00 0.628102E+00 0.299884E-07 0.129378E-01
3 3 0.970264E-09 0.674772E+00 0.923428E+00 -0.262440E-08 0.283559E-01
2 4 -0.262361E+00 0.262361E+00 0.518803E+00 0.237854E-06 0.129378E-01
3 4 -0.477136E+00 0.477136E+00 0.734492E+00 -0.376035E-08 0.283559E-01
2 5 -0.371034E+00 0.145764E-08 0.255597E+00 -0.424426E-06 0.129378E-01
3 5 -0.674772E+00 -0.394940E-08 0.278041E+00 -0.139804E-07 0.283559E-01
2 6 -0.262361E+00 -0.262361E+00 -0.860577E-02 -0.906327E-07 0.129378E-01
3 6 -0.477136E+00 -0.477136E+00 -0.178321E+00 0.362577E-07 0.283559E-01
2 7 0.340571E-08 -0.371034E+00 -0.117263E+00 -0.152535E-06 0.129378E-01
3 7 0.510891E-09 -0.674772E+00 -0.367661E+00 -0.128327E-08 0.283559E-01
2 8 0.262361E+00 -0.262361E+00 -0.145469E-01 -0.362973E-06 0.129378E-01
3 8 0.477136E+00 -0.477136E+00 -0.177957E+00 -0.519584E-13 0.283559E-01
Table 5.9 Final J(x) and Sn results from J(x) = σ + σ⊥.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.902358E-02 0.391419E-02 0.208673E-08
3 1 0.128857E-01 0.154701E-01 0.384880E-08
2 2 0.902358E-02 0.391419E-02 0.265142E-09
3 2 0.128857E-01 0.154701E-01 0.308206E-08
2 3 0.902358E-02 0.391419E-02 0.188196E-07
3 3 0.128857E-01 0.154701E-01 0.229635E-07
2 4 0.902358E-02 0.391419E-02 0.678748E-07
3 4 0.128857E-01 0.154701E-01 0.277177E-07
2 5 0.902358E-02 0.391419E-02 0.803958E-07
3 5 0.128857E-01 0.154701E-01 0.951090E-07
2 6 0.902358E-02 0.391419E-02 0.252302E-07
3 6 0.128857E-01 0.154701E-01 0.423911E-08
2 7 0.902358E-02 0.391419E-02 0.766380E-07
3 7 0.128857E-01 0.154701E-01 0.252811E-07
2 8 0.902358E-02 0.391419E-02 0.110000E-07
3 8 0.128857E-01 0.154701E-01 0.138568E-07
Table 5.10 Table of final local grid quality terms for J(x) = σ + σ⊥ case
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Figure 5.35 Volume design plot of grid point i = 2, j = 1
Figure 5.36 Volume design plot of grid point i = 3, j = 8
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5.3.4 Area plus Curvature
The objective function defined by the sum of the area variation term and the curvature term behaves
similarly to the generalized case. The grid lines do not seem to move, the curvature of the grid lines is
maintained at a minimum. The stream function solution does adapt to a steady state solution, however
the J(x) values from the grid points are influenced by the area variation term as seen in Table 5.12. The
convergence history is monotonic and linear with low number of iterations. No wiggles or unsteadiness
is present in the convergence history and therefore the iso-surfaces are predominantly smooth as shown
in Figure 5.39 and Figure 5.39. The rest of the design plots for this case can be found in Appendix B.4
on page 232.
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.37 Gradient projection with σ+σa with x = {x, y, u}T and Sn = 0
as an equality constraint surface.
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i j x y Ψ Sn J(x)
2 1 0.400000E+00 0.000000E+00 0.256507E+00 -0.540461E-08 0.810000E-02
3 1 0.700000E+00 0.000000E+00 0.285039E+00 -0.294687E-09 0.810000E-02
2 2 0.282843E+00 0.282843E+00 0.532482E+00 0.211681E-07 0.807928E-02
3 2 0.494975E+00 0.494975E+00 0.760463E+00 0.246319E-09 0.811039E-02
2 3 -0.111499E-08 0.400577E+00 0.648725E+00 0.257594E-08 0.805858E-02
3 3 0.105112E-08 0.700000E+00 0.957351E+00 0.139139E-11 0.812081E-02
2 4 -0.282843E+00 0.282843E+00 0.534268E+00 0.377603E-07 0.807928E-02
3 4 -0.494975E+00 0.494975E+00 0.760556E+00 -0.114447E-11 0.811039E-02
2 5 -0.400000E+00 0.979717E-16 0.257048E+00 -0.726021E-09 0.810000E-02
3 5 -0.700000E+00 0.171451E-15 0.285301E+00 -0.133560E-12 0.810000E-02
2 6 -0.282843E+00 -0.282843E+00 -0.182447E-01 -0.240537E-09 0.810000E-02
3 6 -0.494975E+00 -0.494975E+00 -0.190850E+00 -0.121270E-11 0.810000E-02
2 7 -0.734788E-16 -0.400000E+00 -0.150454E+00 0.114505E-09 0.810000E-02
3 7 -0.128588E-15 -0.700000E+00 -0.387309E+00 0.688644E-12 0.810000E-02
2 8 0.282843E+00 -0.282843E+00 -0.214769E-01 -0.350539E-09 0.810000E-02
3 8 0.494975E+00 -0.494975E+00 -0.191015E+00 0.214051E-12 0.810000E-02
Table 5.11 Final J(x) and Sn results from J(x) = σ + σa.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.810000E-02 0.494130E-02 0.000000E+00
3 1 0.810000E-02 0.151327E-01 0.000000E+00
2 2 0.807928E-02 0.492413E-02 0.109034E-15
3 2 0.811039E-02 0.151327E-01 0.436137E-15
2 3 0.805854E-02 0.499007E-02 0.364790E-07
3 3 0.812077E-02 0.151037E-01 0.358277E-07
2 4 0.807928E-02 0.492413E-02 0.218068E-15
3 4 0.811039E-02 0.151327E-01 0.171194E-29
2 5 0.810000E-02 0.494130E-02 0.295083E-30
3 5 0.810000E-02 0.151327E-01 0.165185E-30
2 6 0.810000E-02 0.494130E-02 0.654205E-15
3 6 0.810000E-02 0.151327E-01 0.872274E-15
2 7 0.810000E-02 0.494130E-02 0.955633E-31
3 7 0.810000E-02 0.151327E-01 0.236524E-31
2 8 0.810000E-02 0.494130E-02 0.436137E-15
3 8 0.810000E-02 0.151327E-01 0.436137E-15
Table 5.12 Table of final local grid quality terms for J(x) = σ +σa case
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Figure 5.38 Volume design plot of grid point i = 3, j = 1
Figure 5.39 Volume design plot of grid point i = 2, j = 8
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5.3.5 Reduction in truncation error
The general gradient projection method is implemented to minimize the truncation error in the
discrete non-uniform formulation. The truncation error associated with the discrete form of the
Laplace problem using the non-uniform formulation is obtained by solving the complete linear sys-
tem in Eq. (2.57), and from the higher derivatives the second derivatives are re-computed from solving
another linear system as expressed in Eq. (2.63) summarized below
[M]T1 {b}1︸ ︷︷ ︸
(5×8)×(8×1)=5×1
− [M]T1 [M]2 {x}2︸ ︷︷ ︸
(5×8)×(8×4)×(4×1)=5×1
= [M]T1 [M]1 {x}1︸ ︷︷ ︸
(5×8)×(8×5)×(5×1)=5×1
(5.1)
If the above expression is pre-multiplied by the inverse of [M]T1 [M]1 the solution to {x}1 is obtained
as shown in Eq. (2.65).
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.40 Gradient projection with J(x) = ‖²‖ with x = {x, y, u}T and
Sn = 0 as an equality constraint surface.
The objective function is defined by the magnitude of the truncation error, ‖²‖, expressed by the
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following equation on page 30 as Eq. (2.66)
{ε} =
(
[M]T1 [M]1
)−1
[M]T1 [M]2 {x}2
where the third and fourth elements of the {ε} column vector represent the error terms associated with
the Laplace problem. From Figure 5.40 it appears that the solution has not converged nor have the
Sn values in Figure 5.40(b) reduced substantially as compared to previous solutions using the gradient
projection method. The convergence history shown in Figure 5.40(c) is monotonic, but riddled with
large fluctuations or spikes in the rms plot. What is significant is the reduction of truncation error
shown in Table 5.14 as compared to the error in the starting solution shown in Table 5.13 on page
197. Majority of the points experience a reduction in truncation error by an order of four to seven
in magnitude. However, for some of the points there is not a significant reduction in error. From the
convergence history, it can be inferred that the solution eventually becomes too rigid or constrained
to accommodate any further unilateral reduction in truncation error and this inadvertently affects the
poor solution of the stream function in Figure 5.40(a). As expected, the design space plots reveal a
non-linear design space with the constraint surface replete with troughs and peaks. Figures Figure 5.41,
Figure 5.42 and Figure 5.41 illustrate the design space shapes and contours for the grid points with
the least reduction in truncation error. The plots for the rest of the grid points can be found in
Appendix B.5.
i j x y Ψ Sn error, ‖ε‖
2 1 0.400000E+00 0.000000E+00 0.220636E+00 0.873490E+00 0.923640E-02
3 1 0.700000E+00 0.000000E+00 0.309701E+00 0.527263E+00 0.175715E-01
2 2 0.282843E+00 0.282843E+00 0.485801E+00 0.127546E+01 0.162812E-01
3 2 0.494975E+00 0.494975E+00 0.794574E+00 0.713430E+00 0.258858E-01
2 3 0.244929E-16 0.400000E+00 0.595636E+00 0.132668E+01 0.642768E-03
3 3 0.428626E-16 0.700000E+00 0.995416E+00 0.809602E+00 0.235830E-01
2 4 -0.282843E+00 0.282843E+00 0.485801E+00 0.120840E+01 0.366481E-02
3 4 -0.494975E+00 0.494975E+00 0.794574E+00 0.731308E+00 0.204527E-01
2 5 -0.400000E+00 0.979717E-16 0.220636E+00 0.819690E+00 0.178976E-02
3 5 -0.700000E+00 0.171451E-15 0.309701E+00 0.542288E+00 0.138138E-01
2 6 -0.282843E+00 -0.282843E+00 -0.445294E-01 0.430976E+00 0.579529E-03
3 6 -0.494975E+00 -0.494975E+00 -0.175172E+00 0.353268E+00 0.847346E-02
2 7 -0.734788E-16 -0.400000E+00 -0.154364E+00 0.391522E+00 0.190656E-01
3 7 -0.128588E-15 -0.700000E+00 -0.376013E+00 0.274973E+00 0.664175E-02
2 8 0.282843E+00 -0.282843E+00 -0.445294E-01 0.562057E+00 0.240731E-01
3 8 0.494975E+00 -0.494975E+00 -0.175172E+00 0.321618E+00 0.153019E-01
Table 5.13 Initial results from starting solution including the truncation error.
This case demonstrates that if the modified equation can be obtained the error terms can be reduced
using an optimizer to adapt the grid and the solution. The best grid for a reduced truncation error
regardless of how the solution looks can be obtained and the proof lies in figures in this section. The
derivation of the truncation error terms for the generalized formulation is too laborious a procedure,
but the results from setting the objective function as the square of the numerical pde are nevertheless
desirable and appear close to the exact solution. But the error terms in the generalized solution will
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not be small, and thats what defines the accuracy of numerical solution and not how close it appears
to the exact solution!
i j x y Ψ Sn error, ‖ε‖
2 1 0.500843E+00 -0.109809E+00 0.106751E+00 0.125692E-04 0.134197E-06
3 1 0.690940E+00 -0.429444E-01 0.253851E+00 -0.129206E-05 0.472143E-06
2 2 0.415947E+00 0.228685E+00 0.428043E+00 0.730143E-04 0.228416E-06
3 2 0.641847E+00 0.428013E+00 0.726568E+00 0.287972E-04 0.197395E-05
2 3 0.562007E-01 0.294664E+00 0.386760E+00 0.123125E-03 0.308936E-07
3 3 0.344285E-01 0.677929E+00 0.965163E+00 0.253367E-04 0.162503E-06
2 4 -0.335719E+00 0.227707E+00 0.392347E+00 0.353054E-03 0.891273E-06
3 4 -0.450245E+00 0.507426E+00 0.790283E+00 -0.719432E-04 0.362860E-02
2 5 -0.450119E+00 -0.548383E-01 0.166941E+00 0.339361E-03 0.217243E-05
3 5 -0.721002E+00 -0.582948E-01 0.248220E+00 -0.172717E-05 0.119397E-02
2 6 -0.309263E+00 -0.311039E+00 -0.866833E-01 -0.174009E-04 0.788218E-05
3 6 -0.487495E+00 -0.528254E+00 -0.211738E+00 -0.583412E-05 0.424906E-02
2 7 0.323756E-01 -0.442318E+00 -0.207306E+00 0.250612E-04 0.817438E-07
3 7 -0.376468E-01 -0.717298E+00 -0.400727E+00 0.644897E-07 0.699277E-02
2 8 0.274349E+00 -0.293933E+00 -0.832745E-01 0.215979E-05 0.726908E-08
3 8 0.479788E+00 -0.526808E+00 -0.215205E+00 0.387190E-14 0.263666E-05
Table 5.14 Final J(x) and Sn results from J(x) = ‖²‖ using general gradient
projection.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.41 Volume design space plots for grid point i = 3, j = 5 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.42 Volume design space plots for grid point i = 3, j = 6 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
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(a) Volume design space with contours of J(x) (b) Sn = 0 contour lines, the minimum point and global
solver path.
(c) Sn = 0 surface, the minimum point and the global
solver path
Figure 5.43 Volume design space plots for grid point i = 3, j = 7 from
non-uniform formulation. The shaded surface is the Sn = 0
iso-surface on which the Sn = 0 black contour lines appear.
202
5.4 Four Control Variables in control vector
The control vector is made up of four control variables
x =

xi,j
yi,j
ui,j
λi,j
 ⇐= Ψ
similar to the generalized formulation case. The objective function is just the product of the λ multiplier
and the Sn term squared
J(x) = (λSn)
2
If gradient projection is not used to force the control vectors on the Sn = 0 constraint surface, then
the omission of the local grid terms like area, orthogonality and curvature drastically improves the
convergence and makes sure the rms history is monotonic.
The final grid in Figure 5.44(a) is similar to the one obtained from the generalized case in Fig-
ure 4.57, where the grid points are adapted symmetrically and adapt toward the high curvature regions.
The high gradient region is close to the symmetry plane across the branch cut and thats where the
maximum adaptation of grid points takes place. The distribution is smooth and symmetric similar to
the generalized case. The final results for the optimized Sn values are tabulated in Table 5.15.
i j x y Ψ λ Sn J(x)
2 1 0.392043E+00 -0.321554E-01 0.164957E+00 0.498431E+00 0.192411E-08 0.919747E-18
3 1 0.688793E+00 -0.262309E-01 0.278432E+00 0.498777E+00 0.217159E-08 0.117319E-17
2 2 0.275247E+00 0.239744E+00 0.395194E+00 0.497382E+00 0.720727E-09 0.128505E-18
3 2 0.485567E+00 0.456947E+00 0.742021E+00 0.498329E+00 0.216040E-08 0.115904E-17
2 3 0.243474E-02 0.352564E+00 0.491612E+00 0.496963E+00 0.730351E-09 0.131738E-18
3 3 0.521127E-02 0.660024E+00 0.933066E+00 0.498039E+00 0.814861E-09 0.164700E-18
2 4 -0.274252E+00 0.242155E+00 0.394561E+00 0.497228E+00 0.102207E-08 0.258270E-18
3 4 -0.477409E+00 0.463717E+00 0.743349E+00 0.498155E+00 0.262082E-08 0.170453E-17
2 5 -0.393935E+00 -0.309295E-01 0.162343E+00 0.498269E+00 0.467064E-08 0.541601E-17
3 5 -0.688003E+00 -0.175427E-01 0.281652E+00 0.498551E+00 0.817102E-08 0.165948E-16
2 6 -0.283417E+00 -0.305473E+00 -0.817793E-01 0.499240E+00 0.540313E-08 0.727630E-17
3 6 -0.498658E+00 -0.508150E+00 -0.195640E+00 0.499346E+00 0.933692E-08 0.217375E-16
2 7 -0.251788E-03 -0.417659E+00 -0.185866E+00 0.499520E+00 0.553554E-08 0.764584E-17
3 7 -0.256598E-02 -0.714012E+00 -0.397424E+00 0.499664E+00 0.396629E-08 0.392758E-17
2 8 0.282922E+00 -0.306668E+00 -0.821011E-01 0.499185E+00 0.338790E-08 0.286013E-17
3 8 0.495887E+00 -0.510975E+00 -0.195551E+00 0.499393E+00 0.824815E-08 0.169667E-16
Table 5.15 Final J(x) and Sn results from J(x) = (λSn)
2 with
x = {x, y, u, λ, }T .
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(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.44 Optimized grid for non-uniform Laplace problem with
x = {x, y, u, λ, }T and J(x) = (λSn)2
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5.4.1 Area variation
The inclusion of the local grid term for the area variation once again proved problematic with respect
to convergence and an optimized solution. The convergence history shown in Figure 5.45(c) clearly non-
monotonic. The reduction of the Sn values is five orders less than cases without the local terms. From
Table 5.4.1 the area variation term at each grid point has been reduced to 10−6 order from 10−2, but
the stream function solution does not seem to have reached a steady state solution. This is a direct
result of the non-monotonic nature of the objective function. Further cases with the other local grid
terms like orthogonality and curvature failed to produce reasonable results.
J(x) = (λSn)
2 + σ
(a) The optimized stream function lines, Ψ, and final grid (b) The optimized values of Sn.
(c) The convergence history of the global solver.
Figure 5.45 J(x) = (λSn)
2+σ optimized grid for non-uniform Laplace prob-
lem with x = {x, y, u, λ, }T
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i j x y Ψ λ Sn J(x)
2 1 0.611484E+00 0.224056E-01 0.196867E+00 0.498210E+00 -0.106935E-04 0.212003E-06
3 1 0.856305E+00 -0.216415E-02 0.350351E+00 0.498820E+00 0.140331E-05 0.118962E-06
2 2 0.412250E+00 0.403302E+00 0.630476E+00 0.496115E+00 0.154771E-05 0.230931E-06
3 2 0.542067E+00 0.611877E+00 0.896474E+00 0.498101E+00 -0.625620E-06 0.536210E-07
2 3 0.826295E-03 0.586264E+00 0.786192E+00 0.495974E+00 -0.957414E-06 0.320357E-06
3 3 -0.415609E-01 0.812714E+00 0.113952E+01 0.497370E+00 -0.747058E-08 0.448198E-07
2 4 -0.412940E+00 0.381053E+00 0.590663E+00 0.496289E+00 0.198329E-05 0.299278E-06
3 4 -0.563003E+00 0.559869E+00 0.853904E+00 0.497650E+00 0.548663E-06 0.556122E-07
2 5 -0.602807E+00 -0.280637E-01 0.219867E+00 0.497527E+00 -0.260690E-05 0.196718E-06
3 5 -0.834675E+00 0.975194E-02 0.335643E+00 0.498070E+00 0.149160E-05 0.374791E-07
2 6 -0.391504E+00 -0.414769E+00 -0.152333E+00 0.498768E+00 0.301231E-05 0.132326E-06
3 6 -0.570076E+00 -0.586314E+00 -0.260740E+00 0.499286E+00 0.503471E-06 0.349767E-07
2 7 -0.682418E-02 -0.615845E+00 -0.350866E+00 0.495630E+00 -0.194791E-05 0.158850E-06
3 7 0.567970E-01 -0.852268E+00 -0.497392E+00 0.499582E+00 0.156757E-05 0.198583E-07
2 8 0.387272E+00 -0.382328E+00 -0.142479E+00 0.499360E+00 0.822568E-06 0.199723E-06
3 8 0.559982E+00 -0.516177E+00 -0.232027E+00 0.499409E+00 -0.251841E-05 0.526609E-07
Table 5.16 Final J(x) and Sn results from J(x) = σ with x = {x, y, u, λ, }T .
.
i j Area:σ Orthogonality:σ⊥ Curvature:σa
2 1 0.211974E-06 0.294319E-01 0.333832E+00
3 1 0.118961E-06 0.158873E-01 0.551145E+00
2 2 0.230930E-06 0.128883E-01 0.607328E+00
3 2 0.536210E-07 0.147684E-01 0.232575E+01
2 3 0.320357E-06 0.221835E-01 0.457262E+00
3 3 0.448198E-07 0.111094E-01 0.195983E+01
2 4 0.299277E-06 0.125535E-01 0.350042E+00
3 4 0.556122E-07 0.759809E-02 0.346983E+00
2 5 0.196717E-06 0.254000E-01 0.514740E+00
3 5 0.374786E-07 0.127848E-01 0.107876E+01
2 6 0.132324E-06 0.918722E-02 0.138638E+00
3 6 0.349766E-07 0.115927E-01 0.194614E+00
2 7 0.158849E-06 0.314804E-01 0.641552E+00
3 7 0.198577E-07 0.189445E-01 0.321969E+01
2 8 0.199722E-06 0.733732E-02 0.316127E+00
3 8 0.526593E-07 0.514005E-02 0.112200E+01
Table 5.17 Table of final local grid quality terms for J(x) = σ case with
x = {x, y, u, λ, }T .
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CHAPTER 6. CONCLUSION
This study has been able to show that the process of finding an optimum distribution of points in
an one dimensional as well as a two dimensional grid that accurately discretizes the numerical solution
via direct optimization is possible. The direct optimization approach incorporates solution adaptation
and grid adaptation simultaneously. The study shows that the choice of an optimization method and
an optimizer that is specific to the problem at hand is important. General purpose optimizers should be
avoided since they can bring unwanted overhead and there is limited scope in modifying the kernel to
suit the specific needs of the problem. General purpose optimizers can be used in the initial stages of the
grid adaptation study to understand trends and the problem characteristics, but eventually a problem
centric optimizer needs to be implemented. The relevance of the design space plots is shown to be an
integral part of the problem and in the selection of the appropriate optimization method and objective
function. In optimization design space plots can reveal salient features of the objective function and
the behavior of the optimizer in complicated design spaces.
Understanding the behavior of the optimizer in the prescribed design space is important since it
allows the user a telescopic view of whether the optimizer is suited for the given problem and if the
constraints are being satisfied. The satisfaction of the discrete pde constraint, Sn = 0, revealed an
essential bit of information regarding the grid adaptation study: for a correct numerical solution the
optimum grid must satisfy the Sn = 0 constraint. Also, in general multi-objective functions should be
avoided since they exhibit non-monotonic behavior. In the two dimensional Laplace’s problem if grid
quality terms are present in the objective function then a gradient projection method is appropriate
where the numerical part of the pde is a constraint surface enforced on which a tangential search
direction is projected. The results from the two dimensional and three dimensional design plots show
that the global minimum in the design space is not necessarily the best grid that accurately represents
the numerical solution of the differential equation. In fact the best grid for the current homogeneous
partial differential equations is where the discrete form of pde is close to zero. At times the optimum
grid is contrary to what is generally expected in terms of smoothness, orthogonality and adaptation.
Also, the generalized formulation is better suited for the adaptation of the two dimensional Laplace
problem than the non-uniform formulation due to the presence of the spatial terms in the latter. The
spatial terms in the non-uniform formulation can experience sudden changes in magnitude which will
affect the stability of the optimization process. Drastic changes in the magnitude of the spatial terms
can severely hamper the progress of the solution. An optimized grid may just as well end up dirty with
grid lines that are skewed and non-orthogonal, but the numerical solution on that grid may be more
accurate than on a smooth-orthogonal grid.
There will be occasions where the optimum grid from direct optimization may conflict with adapted
grids from conventional methods. Optimization methods employ the presence of error in numerical
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schemes defined by the objective function to influence the movement of grids to reduce the error,
whereas conventional methods use the presence of numerical error to cluster grid lines in and around
the regions of numerical error. The grids from the former may lose their aesthetic appeal, but will
reduce the numerical error whereas the grids from the latter method will look smooth and pleasing to
the eye, but the numerical error may not decrease substantially, and sometimes may even increase. The
method of optimization can be used on a coarse discretized model to accurately represent the exact
solution or achieve a solution that is close to it. In conclusion the important observation of this study
is that for any differential model an optimum grid exists from which an accurate numerical solution can
be obtained, however getting there is a matter of choosing the proper optimizer, objective function and
constraints.
The implementation of the direct optimization methods for solution adaptive grids do address the
question regarding the existence of the best mesh and whether it can be obtained. The best mesh
for a particular solution can be obtained. However, there is a price: the method is computationally
more intensive then standard iterative or relaxation type methods. When optimization methods are
implemented there is always going to be a trade off between the solution accuracy and efficiency. The
best solution is attainable, but it does require more operations than the generic iterative methods.
Optimization is already a proven concept on large scale design spaces and inverse design problems in
various fields of science, with time and further research it can prove to be an essential tool for solution
adaptive grid methods too!
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APPENDIX A. GENERALIZED LAPLACE FORMULATION DESIGN
PLOTS
A.1 J defined by area variation
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure A.1 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure A.2 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure A.3 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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A.2 J defined by curvature
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure A.4 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure A.5 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure A.6 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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A.3 J defined by area plus orthoganality
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure A.7 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure A.8 Design space plots for grid points i = 2, j = 4 to i = 3, j = 7.
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(a) grid point i = 2, j = 7 (b) grid point i = 3, j = 7
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure A.9 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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A.4 J defined by area plus curvature
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure A.10 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure A.11 Design space plots for grid points i = 2, j = 4 to i = 3, j = 8.
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(a) grid point i = 2, j = 8 (b) grid point i = 3, j = 8
(c) grid point i = 2, j = 8 (d) grid point i = 3, j = 8
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure A.12 Design space plots for grid points i = 2, j = 8 to i = 3, j = 8.
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A.5 J defined by area plus curvature plus orthogonality
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure A.13 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure A.14 Design space plots for grid points i = 2, j = 4 to i = 3, j = 9.
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(a) grid point i = 2, j = 9 (b) grid point i = 3, j = 9
(c) grid point i = 2, j = 9 (d) grid point i = 3, j = 9
(e) grid point i = 2, j = 9 (f) grid point i = 3, j = 9
Figure A.15 Design space plots for grid points i = 2, j = 9 to i = 3, j = 9.
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APPENDIX B. NON-UNIFORM LAPLACE FORMULATION DESIGN
PLOTS
B.1 J defined by area variation
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure B.1 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure B.2 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure B.3 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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B.2 J defined by curvature variation
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure B.4 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure B.5 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure B.6 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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B.3 J defined by area plus orthogonality variation
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure B.7 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure B.8 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure B.9 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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B.4 J defined by area plus curvature variation
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure B.10 Design space plots for grid points i = 2, j = 1/ to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure B.11 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
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(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure B.12 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
235
B.5 J defined by truncation error
(a) grid point i = 2, j = 1 (b) grid point i = 3, j = 1
(c) grid point i = 2, j = 2 (d) grid point i = 3, j = 2
Figure B.13 Design space plots for grid points i = 2, j = 1 to i = 3, j = 3.
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(a) grid point i = 2, j = 3 (b) grid point i = 3, j = 3
(c) grid point i = 2, j = 4 (d) grid point i = 3, j = 4
(e) grid point i = 2, j = 5 (f) grid point i = 3, j = 5
Figure B.14 Design space plots for grid points i = 2, j = 4 to i = 3, j = 6.
237
(a) grid point i = 2, j = 6 (b) grid point i = 3, j = 6
(c) grid point i = 2, j = 7 (d) grid point i = 3, j = 7
(e) grid point i = 2, j = 8 (f) grid point i = 3, j = 8
Figure B.15 Design space plots for grid points i = 2, j = 7 to i = 3, j = 8.
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