ABSTRACT This paper proposes a novel method of optimizing locomotion controller for virtual characters, which is constructed with the deep neural network and learned with the assistance of existing motion data. The learning is accomplished with a progressive reward function by starting from a simple reward function and gradually imposing advanced requirements on the gait pattern. A multi-critic model is proposed to address the dynamically changing reward function by evaluating the individual goal in a separate fashion. This strategy proves effective in avoiding the local minima that are likely to occur when a set of weighted reward functions are introduced at the beginning of the optimization. The results show that the integration of motion data not only ensures the consistency between the synthetic and original motions but also accelerates the learning of network parameters. We demonstrate the application of our method to a variety of virtual characters (cheetah, hopper, 2-D walker, and 3-D humanoid) performing various tasks (walking, running, jumping, and traversing at different velocities and across uneven terrains).
I. INTRODUCTION
The problem of designing locomotion controller is of significance to the tasks of controlling real robots and animating virtual characters. Given the wide success of deep neural network (DNN) in tasks of classification and recognition, researchers are also exploring its application to the domain of locomotion control. Different from tasks such as object recognition with discrete outputs, the problem of locomotion control is characterized with high-dimensional continuous inputs and outputs. This distinct difference implies that errors in the latter problem are accumulated, which requires higher precision and robustness. In comparison to the problem of robotic control, synthesizing motion for virtual characters presents higher requirements in terms of motion naturalness and style.
This paper addresses such challenges to synthesize natural motion for virtual characters, with deep neural network as the locomotion controller. The controller is learned with the assistance of existing data from hand-drawn curves or captured motion of real performers. The experimental results show that such prior information accelerates the learning process and the synthetic controller generates motion in consistent with the original motion. We make the following contributions while exploring this problem:
• We utilize the prior information of motion data to guide the learning of deep neural network as the locomotion controller of virtual characters. This data-driven approach improves the naturalness of the synthetic motion, as demonstrated in the reduced deviations from the original motion.
• We introduce the progressive reward function, to focus on different goals at different stages. This feature allows great flexibility when designing the optimization function as a weighted-sum function of multiple subfunctions. This approach proves effective in speeding up the convergence of learning.
• We propose a Multi-Critic Model to evaluate the individual reward goals, fitting into the scenario of our dynamically-changing reward function. This model is combined with an iterative procedure which repeatedly computes a local approximation to the policy gradient and accomplishes the task of network learning.
II. RELATED WORKS A. PHYSICS-BASED MOTION SYNTHESIS
In comparison to example-based methods of motion synthesis, physics-based methods offer inherent advantages in flexible control and plausible response to physics and virtual environments. We refer readers to recent surveys on developing physics-based methods to animate virtual characters [1] , [2] . However, the major challenges for physics-based methods focus on how to efficiently construct the controller to suit different scenarios of varying demands. The representative work, Simbicon [3] , develops a control strategy that can be used to generate a large variety of gaits and styles in real-time. However, the control parameters in this work are tuned by hand (or informed by motion capture data), which makes it difficult to fast-extend the controller to new skills. Researchers have proposed the concept of trajectory tracking which uses a reference motion clip as the tracking target of the joint actuators [4] , and enhances the stability of open-loop tracking with feedback information [5] .
An alternative solution to trajectory tracking is the bioinspired model such as Central Pattern Generator [6] , [7] , which models the controller with a network of nonlinear oscillators. The building block of oscillator generally demonstrates the characteristics of limit cycle or attraction point, which offers the stability over external perturbations. Additional bio-inspired components, such as nonlinear muscles [8] , [9] , show their contributions in improving the naturalness of the synthetic motion.
As the complexity of simulation model increases, various optimization strategies have been introduced to resolve the problem of parameter tuning (for example, the Covariance Matrix Adaptation [6] - [8] , [10] ). Even though the parameter tuning is tackled with optimization techniques, the hierarchy of controllers in existing works is still hand-crafted and differs significantly. The recent advances in deep neural networks provide a promising solution to designing controller for virtual characters.
B. DEEP NEURAL NETWORK AS CHARACTER CONTROLLER
Given its wide success in fields such as computer vision and natural language processing, deep neural network has been introduced to control the virtual characters. To optimize the neural network, the approach of reinforcement learning emerges as a potential solution to learn the control policy from the past experiences.
Researchers have extended the method of Deep Q-Network to solve the problem of continuous control [11] . Recent works improve this approach with the goal to accelerate the learning process and improve the convergence stability. For example, one of the proposed solutions is to alternate between optimizing the policy to match the trajectories and optimizing the trajectories to match the policy and minimize expected cost [12] . A novel method has been proposed to use iteratively refitted local linear models to guide the process of policy search [13] .
Another work uses Recurrent Neural Network [14] to generate stable and realistic behaviors for biped and quadruped with different body morphologies and performing a range of locomotion patterns (swimming, flying).
Another variant, Mixture of Actor-Critic Experts [15] , integrates both the actor and critic networks and operates directly on high-dimensional character and an environment state descriptions. A follow-up work [16] proposes a control hierarchy, which adopts high-level planning at the timescale of steps and invokes desired step targets for the low-level controller. Phase-Functioned Neural Network, proposed by Holden et al. [17] , uses a phase-input cyclic function to compute the network weights. With direct manipulation on latent variable of motion phase, this method outperforms timeseries models such as LSTMs. Researchers also use the Deep Q-learning to learn a schedule scheme that reorders short control fragments at runtime to provide interactive response to user control and external perturbation [18] . The framework of neural network is used to model the coordination strategy between a group of virtual ants in the task of collective transport [19] .
Although the combination of deep neural network and reinforcement learning shows its potential to control virtual characters, it generally suffers from the challenges of authoring the appropriate reward function for varying tasks. Our work aims to utilize the prior information from motion data and tackle the problem of learning the network parameter.
III. METHODOLOGY A. POLICY REPRESENTATION 1) STATE AND ACTION
The policy input describes the character state s, including generalized pose q, generalized velocityq and applied external forces. The pose q denotes the global transformation of the body center, the joint angles and body inertia. The velocity vector is clamped with upper and lower bounds, which ensures a relatively stable magnitude of gradient during the learning process. The action vector a refers to the torques applied at the joints during the simulation step. The numbers of states, actions and other relevant information for all examples in this work are listed in Table 1 .
2) MOTION
The motion data M * is represented as spline curves for all joints in the 3D world coordinate at different time steps. The motion examples used in this work include hand-drawn trajectory for cheetah (galloping) and hopper (hopping), mocap data (walking, running, jumping) for 2d walker and 3d humanoid. The mocap data of walking/running/jumping are manually extracted from the CMU Mocap Database. 1 For the periodic behaviours (walking/running), a complete cycle is extracted from the whole sequence. Thus, the frame lengths of the motion sequences are 131 (walking), 46 (running) and 128 (jumping). The framerate of the mocap is 120fps, indicating that the time interval for two consecutive frames is 0.0083 seconds. During the simulation, the motion data is queried with the simulation time and returns with the interpolated data between the adjacent frames.
3) CONTROL POLICY
The policy π is constructed as deep neural network with fully-connected hidden layers. Each hidden layer is followed by rectified linear units. The choice of the network types is informed by both the hands-on experiments and inspirations from existing works. Researchers use fully-connected layers as the building blocks for the neural controller [11] , [15] , [16] , and some sue convolutional neural network as the preprocessing unit for the terrain information [16] . The sizes of input and output layers are determined by the dimensions of state and action spaces respectively. Different from previous works [3] , [15] , we do not use hand-crafted Finite State Machine. We divide the motion cycle into segments of fixed duration. In our examples, each segment is equal to 4 simulation steps. After a fixed duration of time, the controller updates the action signal based on the character state. The following section explains our approach of policy learning.
B. POLICY LEARNING 1) REWARD FUNCTION
We define the reward function as r : S → R, mapping the current state to a scalar value. The reward function considers the following factors:
where R F encourages the character to move forward at maximum velocity (ν), R V leads the velocity towards a target value (ν * ) and R M rewards the actions producing higher consistency between the synthetic M and original M * motions. The constants α/β (denoted with their subscripts) adjust the shapes of the corresponding reward function. Thus, the total reward r(s t ) at a specific time t is computed as:
η represents the discounted sum of future reward:
where the constant γ ∈ (0, 1] denotes the discounted impact of future rewards.
2) VALUE AND ADVANTAGE FUNCTION
The state-action value function Q π and the value function V π are defined as:
The value function Q π predicts the discounted future rewards for scenarios where both the state and action are known, while V π applies to the scenario where only the state is known.
Actually Q π and V π are related as:
The advantage function, A π , computes the difference of future rewards between the cases of after and before applying the action:
3) APPROXIMATING THE POLICY GRADIENT
We can conveniently compare the advantage of one policyπ over another one π , represented with the advantages accumulated over timesteps:
s 0 , a 0 , . . . ∼π indicates that actions are sampled following the policyπ . If we define ρ π (s) as the distribution probability of the state s, as a sum of discounted probability since the beginning of the simulation:
The previous equation can be rewritten as: This implies that a monotonic policy improvement is guaranteed, if the policy update π − >π that has a nonnegative expected advantage at every state s. Therefore we can update the policy with the following approach:
Note that we approximate the distribution probability ρπ with ρ π . This is because the next policyπ is unknown in advance, it is impossible to compute the probability distribution ρπ . However, this local approximation only holds true if the difference between π andπ is sufficiently small. The distance between these two policies is measured with Kullback-Leibler divergence [20] :
Therefore, Equation 13 is solved with the following inequality constraint:
where δ is a constant to constrain the divergence of the new policy from the current one. For detailed mathematical proofs, please refer to the method of Trust Region Policy Optimization (TRPO) [21] . Different from the standard TRPO approach, our work uses the progressive reward function to reduce the optimization complexity and proposes the Multi-Critic Model to separately evaluate the individual reward components. The detailed information is to be explained shortly.
4) PROGRESSIVE WEIGHTS OF REWARD FUNCTION
The experiments reveal that the additional component of motion data creates a complex optimization landscape. This is visually demonstrated by the fact that the character often fails to learn the basic skill of moving forward. Our method progressively updates the weights for different reward components, starting from the basic goal of moving forward R F and progressively adjusting to advanced targets such as R V , R M . For a sequence of reward components
we set the initial values of weight for first component as 1 and other components as 0. The weights are automatically updated as:
when two conditions are satisfied:
The first condition requires that the current reward component reaches the region of the optimal target R * i in the past N rew epochs, while the second enforces a small update step for the policy network, implying the convergence of the policy.
5) MULTI-CRITIC MODEL
We propose the Multi-Critic Model, which constructs a separate value function, for each reward component, to estimate its expected future rewards respectively. Each value function V π (s) is modelled with a neural network of the same size as the policy network. It is updated with the standard Adam optimizer, by feeding the simulated trajectories as minibatch samples of states and estimated returns (Equation 8). Thus, the advantage A π (s, a) is computed as: (19) This is fed into Equation 13 to update the policy.
IV. RESULTS AND DISCUSSIONS

A. IMPLEMENTATION
We use the Intel Xeon(R)(W3680) CPU (six cores clocked at 3.33GHz), with 8GB memory, to compute all our results. The simulation framework is based on Gym [22] , an open source project developed by OpenAI. The physics simulation uses the Mujoco engine [23] and the deep neural network is constructed with Tensorflow [24]. Our training algorithm is implemented in Python, with the use of multi-threading for generating the training episodes. Figure 1 demonstrates the learning curves of different components in our proposed reward function. The component of reward function R F encourages the character to move forward at maximum speed. Its value initially increases to maximum speed around 5m/s and progressively approaches the desired velocity of 1m/s. This reverse is caused by the introduction 
B. LEARNING PERFORMANCE
C. DEMONSTRATED EXAMPLES
We apply our method to generate the locomotion pattern for a variety of virtual characters: cheetah, hopper, 2D walker and 3D humanoid (Figure 2 ). The screenshots show the synthetic gaits, which are visually consistent with human perception. Readers may refer to the supplementary video for the animation demonstration of the examples. As the complexity of physics model increases, the size of network controller also expands in order to learn advanced skills (Table 1) . In practice, we found out that for simple models (cheetah and hopper), the vector of joint angle and velocity as the input to the network is sufficient to learn and generate the standard gait pattern of moving forward. However for complex models (in particular 3D humanoid), the information of body inertia and external forces are essential for stable learning.
D. COMPARISON OF THE JOINT TRAJECTORY FROM REAL AND SIMULATED CASES
The integration of original motion data is one of our contributions, and the reward function in our reinforcement learning algorithm discourages the learned controller for producing large deviation from the original motion. Existing works in simulating the locomotion skills of virtual characters use generalized reward functions, which may not best reflect the locomotion gait from real organisms. This will generally lead to the visual discrepancy between the real and simulated motion pattern. We compare the joint trajectory of the synthetic motion, in the example of 3D humanoid, against the original motion of real human. The ground-truth trajectory of the knee joint is computed by extracting motion segments from a sequence of human running. Each segment contains a short clip of human running for a duration of two strides. The average of the knee trajectory across all segments is computed as the benchmark (plotted as the black line in Figure 3) , with a shadow region of the width equal to the deviation of the segments. Over 80% of the synthetic trajectory from our optimized controller falls within the shadow region of the ground truth data, while below 40% of the synthetic trajectory from the unoptimized controller confines with such requirements. The result shows that the synthetic trajectory deviates from the original motion at the early stage of the optimization (blue line), while eventually converges to the region of real trajectory (red line). There still exists minor discrepancy between the real trajectory and the synthetic one from optimized controller, in particular for the first half of each motion cycle. This is potentially caused by the fact that our reward function initially encourages the character to move fast, which creates a gait pattern of fast-swinging legs. 
E. COMPARISON OF DIFFERENT LEARNING METHODS
We here compare our method with another representative method in constructing deep neural networks for the tasks of continuous control, Deep Deterministic Policy Gradient [11] . The priori information of motion data is fed into the reward functions of both methods. The result is shown in Figure 4 . Both DDPG and TRPO update the policy by computing the gradient, based on the actor-critic architecture, however TRPO is different from DDPG in terms of how to compute the policy gradient. One of the biggest challenges of DDPG is that it does not ensure the monotonic increase of the learning performance. In the algorithm of TRPO, the advantage function A π (s, a) measures how good the new policy is with regard to the average performance of the old policy. By ensuring that the expected advantages are non-negative, TPRO successfully guarantees that the learning performance improves monotonically.
It is worth noting that existing methods normally compare the historical rewards during the training stage. The reward function of our method is dynamically changing given the progressive weights, therefore we use the maximal traveling distance as the metric to demonstrate the improvement of the models. The result shows that DDPG fails to optimize the network parameters and is only capable of moving forward in a few steps before falling down. This is potentially caused by introducing the additional reward function of motion data, which increases the complexity of the optimization landscape. Figure 5 shows the comparison of learning performance when the component of motion data is enabled and disabled. We show that the introduction of motion data actually accelerates the convergence speed, in particular at the early stage of the learning. The improvement of learning performance at the early stage demonstrates the significance of introducing the motion data. This shows that the embedded information from the motion data provides effective solutions to compute the policy gradient. This may be caused by the fact that the original motion is the product of long-term evolution, which provides sufficient mobility skills. The goal of matching the original motion not only improves the synthetic motion in its visual demonstration, but also leads to better mobility of moving forward. In other words, following the performance of real human could help virtual characters move with higher speed and better stability.
F. COMPARISON OF LEARNING WITH AND WITHOUT MOTION DATA
We found out that although the standard methods, including both DDPG and TRPO, can generate the gait pattern of forward movement with simple reward functions (for example moving forward). However, the motion may be undesirable. For example, the 2D walker may hop on one leg (Figure 2e) , instead of sequentially placing its feet on the ground. With the additional reward of matching original motion data, we can generate the consistent gait pattern as real human.
G. COMPARISON OF LEARNING WITH PROGRESSIVE AND CONSTANT WEIGHTS
We compare the learning performance of our method under two settings: with progressive and constant weights for different reward components. Existing works [15] compute the reward function as a weighted sum of different components. Such a formulation may lead to a complex optimization landscape and thus possibly lead to the failure of the learning procedure. Our work initializes the reward function by setting ω F = 1, ω V ,M = 0, and then incrementally updates the values of ω F,V ,M . The result ( Figure 6 ) shows that using progressive weights accelerates the convergence speed at the early stage of the learning because it only uses simple reward function (moving forward), reducing the complexity of the reward function and triggering the fast convergence.
H. ROBUSTNESS FOR UNEVEN TERRAINS
One of the advantages of physics-based methods is its inherent response to virtual environment. We demonstrate this by applying the locomotion controller to animate the virtual characters traversing uneven terrains (Figure 7) . Both examples of 2D walker and 3D humanoid are capable of handling stair-like terrains. More specifically, the maximum stair height is 0.08 (meter) for 2d walker and 0.06 (meter) for 3d humanoid. Since our controllers are originally trained on even terrain and directly tested on uneven terrains, such performance confirms the controller stability. Including the complex terrains as part of the training portfolio should improve the controller performance in dealing with such challenging scenarios.
I. DISCUSSIONS 1) FASTER LEARNING OF KNEE-BENDING AND FOOT-STRIKING
When training the controller with the input of motion data, we found out that the virtual character demonstrates the behaviour of knee-bending and foot-striking faster than training without motion data. The character initializes foot contact with the heel part, and gradually learns to place his feet on the ground. These critical behaviours are similar to human gait and significantly improve the stability of the synthetic motion. 
2) LIMITATIONS AND FUTURE WORKS OF OUR METHOD
There are a couple of directions for our future work. First, although our method improves the naturalness of the synthetic motion, it is far from the requirements in creating stylized motion. Tuning parameters to create motions with different styles is a challenging task. Second, it is possible to extend our method to different circumstances. For example, the character may acquire larger repertoire of motion skills, or interactively adapt to the virtual environments. However, this requires building the appropriate motion database. It is also worth our efforts to explore the transition between the simulated motions for different circumstances. So far our current implementation only demonstrates its moderate capability of handling complex terrains. Extending motion skills to virtual environments, such as indoor scene cluttered with furniture, is a highly demanding task and worth our future efforts.
V. CONCLUSIONS
In this paper we construct the locomotion controller for virtual characters with deep neural network and utilize the information of motion data in the process of network parameter optimization. The ultimate goal is to seamlessly guide the controller learning to reproduce the original motion data. Previous methods in reinforcement learning normally use a weighted-sum reward function, possibly creating an over-complicated optimization landscape and thus leading to the optimization failure. We propose to start from a simple objective function, and gradually introduce a locally complex function. This strategy effectively leads to fast and stable convergence. We also propose the Multi-Critic Model to evaluate individual reward component, thus allowing dynamic adjustment to the reward function. With our method, virtual characters (both 2D and 3D) acquire the locomotion skills, including walking, running, jumping and handling uneven terrains etc.
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