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Sensors based on single spins can enable magnetic field detection with very high sensitivity and
spatial resolution. Previous work has concentrated on sensing of a constant magnetic field or a
periodic signal. Here, we instead investigate the problem of estimating a field with non-periodic
variation described by a Wiener process. We propose and study, by numerical simulations, an adap-
tive tracking protocol based on Bayesian estimation. The tracking protocol updates the probability
distribution for the magnetic field, based on measurement outcomes, and adapts the choice of sens-
ing time and phase in real time. By taking the statistical properties of the signal into account, our
protocol strongly reduces the required measurement time. This leads to a reduction of the error in
the estimation of a time-varying signal by up to a factor 4 compared to protocols that do not take
this information into account.
I. INTRODUCTION
Sensors based on individual quantum objects, such as
electrons or atoms, can enable measurements of physi-
cal quantities with very high spatial resolution [1]. Ad-
ditionally, by exploiting quantum phenomena, one can
reach a sensitivity beyond what possible with classical
techniques [2]. In the past decades, the exciting scientific
progress in the control of quantum systems has led to the
demonstration of quantum sensing protocols based on in-
dividual photons, electrons, etc. In this context, sensors
based on single spins can map magnetic fields with nano-
metric spatial resolution, making them a revolutionary
tool to study magnetic phenomena in nanoscale materi-
als and biological processes [3, 4]. The most prominent
system in this field is the electronic spin associated to
the nitrogen-vacancy (NV) centre in diamond. Due to
the weak spin-orbit coupling and an almost spin-free 12C
environment, the NV centre spin preserves quantum co-
herence on timescales much longer than the manipulation
time. Remarkably, the spin can be read out at ambi-
ent conditions by optically-detected magnetic resonance,
making it a viable system for nanoscale magnetic sensing
at ambient conditions.
These properties have led to ground-breaking experi-
ments in nanoscale sensing, achieving a spatial resolution
down to 10-20 nm [4] and a sensitivity sufficient to detect
individual electron spins [5] and nanoscale volumes of nu-
clear spins [6–8], down to the individual nuclear spin level
[9]. Remarkable experiments with NV centres include the
application of nanoscale sensing to probe, for example,
ballistic electron transport in a conductor [10], topologi-
cal magnetic defects [11], spin waves [12] and vortices in
superconducting materials [13, 14].
The sensing capabilities of the NV electronic spin are
not limited to magnetic fields but extend also to the mea-
surement of other physical quantities such as tempera-
ture [15], electric fields [16] and strain [17]. Additionally,
other defects in different materials, such as silicon car-
bide, exhibit sensing properties complementary to those
of the NV centre in diamond [18–21].
Quantum sensing experiments have mainly addressed
the detection of constant (DC magnetometry) and peri-
odic signals (AC magnetometry) [22]. DC magnetometry
estimates a constant signal by detecting its effect on a co-
herent superposition, e.g. by measuring a spin rotation
under an applied constant magnetic field. AC magnetom-
etry deals with detecting the amplitude and/or phase of
a signal composed of one or a few harmonic tones by
applying echo sequences.
AC magnetometry was extended to the reconstruction
of non-periodic waveforms [23] by using a family of echo
sequences that form a basis for the signal. Identical in-
stances of the same signal are repeated and detected us-
ing each echo sequence in the family, which allows the
retrieval of specific Fourier coefficients. Combining all
Fourier coefficients, corresponding to all the echo se-
quences in the family, the wavefunction can be recon-
structed up to an arbitrary precision. This waveform re-
construction technique enables the reconstruction of fast
oscillating waveforms, but requires access to several iden-
tical instances of the same waveform in order to find the
projection of the signal onto each echo sequence in the
basis.
Here, we focus on a different problem: the reconstruc-
tion of a single instance of a time-varying magnetic field
of known statistical properties. We propose a novel track-
ing protocol, based on Bayesian estimation, that extends
a DC-magnetometry protocol to the estimation of a time-
varying stochastic signal. We study the protocol perfor-
mance in the case of a Wiener process and show that
our protocol reduces the estimation time by up to a fac-
tor 4 compared to known protocols in the literature, by
taking the measurement history and the statistical prop-
erties of the signal into account. A different method for
the related problem of measuring a phase that changes
in discrete steps was presented in Ref. [24].
Our protocol may find applications for fast tracking of
magnetic fields associated to diffusion processes, for ex-
ample in biology or in chemical reactions, or to track
the Brownian motion of trapped magnetic nanoparti-
cles. Additionally, this work could provide a faster way
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2to track the dynamics of the spin bath surrounding the
quantum sensor in the material. This could lead to a
narrowing of the magnetic fluctuations and an increase
of the spin coherence time [25, 26].
II. QUANTUM SENSING OVER A LARGE
DYNAMIC RANGE
A. Single-spin DC magnetometry
In this subsection we summarize known techniques and
results for measuring a constant frequency. A constant
magnetic field B, along the quantization axis z, can be
measured by detecting the rotation induced on a single
spin (Ramsey experiment) in the xy plane. A spin initial-
ized in the superposition state (|0〉+ |1〉)/√2 evolves un-
der B over time τ as (|0〉+ eiγBτ |1〉)/√2, where γ is the
gyromagnetic ratio (γ ∼ 28 MHz/mT for an electronic
spin). Assuming perfect spin initialization and read-out
and no decoherence, the probability to detect outcome
µ ∈ {0, 1} after time τ is:
p(µ|fB) = 1 + (−1)
µ cos(2pifBτ + θ)
2
(1)
where fB = γB/2pi. The phase θ corresponds to the ro-
tation angle of the spin read-out basis in the xy plane,
relative to the initialization state. The goal of a sensing
experiment is to retrieve the frequency fB with the high-
est possible accuracy over the largest possible range of
values.
In realistic cases, the spin state associated with out-
come µ can only be read out with finite fidelity ξµ, defined
as the probability to detect µ given that the eigenstate
corresponding to µ is prepared. Additionally, the coher-
ence of the spin is limited by fluctuations of the mag-
netic environment, averaged over the sensing time. We
include magnetic fluctuations induced by nuclear spins in
the material as a Gaussian decoherence term described
by the coherence time T ∗2 [27]. In our following discus-
sion, we assume T ∗2 to be long (T
∗
2 ∼ 100 µs) so that we
can focus on reconstructing the variation of the classical
magnetic signal neglecting the fluctuations of the nuclear
spin environment. Coherence times of several hundred
microseconds have been experimentally demonstrated in
isotopically-purified diamond samples [28, 29].
Including finite read-out fidelity and decoherence,
Eq. (1) is modified to:
p(µ = 0|fB) = 1 + ξ0 − ξ1
2
+
+
ξ0 + ξ1 − 1
2
e−(τ/T
∗
2 )
2
cos(2pifBτ + θ)
(2)
and p(µ = 1|fB) = 1 − p(µ = 0|fB). In the following,
based on our previous experiment with resonant optical
excitation of an NV centre at cryogenic temperature [29],
we assume good read-out fidelity for the outcome µ = 1
(ξ1 ∼ 1) and we only discuss the role of the read-out
fidelity for outcome µ = 0, which we simply denote ξ.
One fundamental issue with frequency estimation by
Ramsey measurements is the trade-off between sensitiv-
ity and measurement range. In other words, there is
a limit on the dynamic range, defined as the ratio be-
tween the maximum measurable frequency before satu-
ration (fmax) and the smallest detectable frequency, de-
scribed by the uncertainty σf .
For a Ramsey experiment with sensing time τ repeated
many times for total time T , the uncertainty σf decreases
as 1/(2pi
√
τT ). Therefore, the minimum uncertainty can
be reached when measuring over the longest sensing time
τmax before decoherence becomes significant, τmax ∼ T ∗2 .
On the other hand, the frequency range decreases with τ
because the signal is periodic, creating ambiguity when-
ever ‖2pifmaxτ‖ > pi. As a result, the dynamic range is
bounded as fmax/σf < pi
√
T/τ .
Adaptive phase estimation protocols have been devised
to overcome this limit. The basic idea is to probe the
field with a combination of K + 1 exponentially decreas-
ing sensing times τk = 2
kτ0, where τ0 is the smallest
sensing time and k = K, . . . , 0 [30]. In adaptive mea-
surements, the phase θ is adjusted based on the results
of previous measurements. Provided there are multiple
measurements for each sensing time, the uncertainty in
estimating a phase scales as 1/N , where N is the total
number of applications of the phase shift [30].
Further developments also showed that adaptive feed-
back is not a strict requirement: non-adaptive protocols
can reach 1/N scaling [31–33]. In the case of frequency
estimation, this translates to an increase in the dynamic
range to fmax/σf ∼ pi(T/τ0) [34–36]. For frequency es-
timation with realistic read-out fidelity, it was initially
found that non-adaptive protocols yielded the best re-
sults [37], but later improvements were found using adap-
tive measurements [29, 34].
These protocols use Bayesian estimation. The proba-
bility distribution P (fB) for the frequency fB is assumed
to be uniform at the beginning of each estimation se-
quence, then is updated after every Ramsey experiment
according Bayes’ theorem. For the `-th Ramsey in the
estimation sequence, Bayes’ theorem gives
P (fB |µ1...µ`) ∝ P (fB |µ1...µ`−1)P (µ`|fB) (3)
where P (µ`|fB) is given by Eq. (1). Although the fre-
quency is not periodic, there are bounds to the range of
possible values that will be considered, and the probabil-
ity distribution for the frequency is periodic when mul-
tiples of τ0 are used for the sensing time. It is therefore
convenient to express the probability as a Fourier series
P (fB) =
∑
j
pje
i2pijfBτ0 . (4)
The coefficients {pj} depend on the measurement results,
but that dependence will not be shown for brevity.
3In the remainder of this subsection we summarize
methods and results from Ref. [32], except we replace the
phase with 2pifBτ0. When quantifying the performance
of measurement of a periodic quantity, it is convenient
to use the Holevo variance [38]. A modification of the
Holevo variance, analogous to the mean-square error, is
VH :=
〈
cos
(
2pi(fB − fˆB)τ0
)〉−2
− 1 , (5)
where fˆB is the estimate of the frequency, and the average
is over the actual frequency fB and measurement results.
This measure is convenient for designing the feedback
protocol, but in this work we evaluate the performance
of the estimation by the usual mean-square error. The
best estimate for the frequency, that minimizes VH , is
given by
fˆB =
1
2piτ0
arg
〈
ei2pifBτ0
〉
, (6)
where fB on the right-hand side is a dummy variable
for the Bayesian phase distribution, and the expectation
value is over that phase distribution. This estimate is
very easily found from the Fourier coefficients as
fˆB =
1
2piτ0
arg |p−1| . (7)
In addition, the value of 〈cos(2pi(fB − fˆB)τ0)〉 in
the expression for VH can be found by averaging over
|〈ei2pifBτ0〉|. Using the Fourier representation of the prob-
ability distribution, this means that VH is given by
VH = (2pi 〈|p1|〉)−2 − 1, (8)
where the expectation is now over the actual frequency
and measurement results, and we have used p1 = p
∗
−1.
This suggests using an adaptive sensing protocol, where
the rotation of the spin read-out basis θ is selected to
maximize the expected value of |p1| after the next de-
tection. That minimizes the value of VH after the next
detection.
The situation is more complicated, because initially
large multiples of the interaction time τ0 are used, which
means that p1 = p−1 = 0. When the smallest inter-
action time that has been used so far is 2kτ0, then one
would instead replace τ0 with 2
kτ0 in the above discus-
sion. In the approach of Ref. [30], one would choose θ to
maximize |p2k | after the next detection. If the smallest
interaction time so far was 2kτ0, and a measurement to
be performed is with an interaction time of 2k−1τ0, then
it is better to minimize |p2k−1 | after the next detection.
The appropriate value of θ to choose is then
θ =
1
2
arg (p−2k) . (9)
The adaptive technique for realistic read-out fidelity in
[29] uses this estimate in combination with a phase incre-
ment dependent only on the last measurement outcome,
obtained by numerically optimizing the final variance for
the specific experimental parameters through a swarm
optimization procedure [34]. In this work, we use that
method for the measurements without tracking of the
phase. In contrast, for the measurements with tracking
of the phase, we always use Eq. (9) to choose the con-
trolled phase θ.
In the following, we describe the estimation error for
fB as the standard deviation based on the Holevo vari-
ance VH [σf = V
1/2
H /(2piτ0)]. While here we follow the
traditional approach of giving a point estimate and the
variance, an alternative possibility would be to give cred-
ible intervals for the estimate [39], for example the fre-
quency values f1 and f2 such that
P (f1 < fB < f2|µ1...µ`) = 0.95. (10)
Alternatively, in our Bayesian approach the probability
distribution P (fB) is available at all times after each
measurement: neglecting memory and data processing
considerations, giving P (fB), as shown in Fig. 2(iv) and
(vii), would provide the experimenter with the most com-
plete information.
Estimation error scaling as σf ∝ 2−K/τ0 cannot be
achieved by using only a single repetition for each of the
exponentially-decreasing sensing times 2kτ0. However,
the required bound can be reached using a number of
repetitions Mk = G+ (K−k)F , where F , G are integers
[29, 31]. For the longest sensing time 2Kτ0, a number G
of repetitions is performed. The number of repetitions is
then increased by F for each shorter sensing time. The
additional number of repetitions for shorter sensing times
removes the most detrimental errors, which correspond
to measurements that make the largest distinction in fre-
quency fB . The total sensing time T for a single estima-
tion sequence is
T = τ0[(2
K+1 − 1)G+ (2K+1 −K − 2)F ] (11)
which can be approximated by T ∼ (G + F )2K+1τ0 for
large K.
B. Estimating a time-varying signal
Next we consider a frequency fB(t) varying according
to a Wiener process
fB(t+ dt) = fB(t) + κ dW(t), (12)
where dW(t) is an infinitesimal Wiener increment. It is
defined such that the integral of W(t) for time ∆t has
mean zero and variance ∆t. It can be simulated by dis-
cretizing time to intervals of length ∆t, and generating
a normal distribution with variance ∆t. The goal is to
estimate fB(t) in real time with the smallest possible er-
ror. That is, we wish to estimate fB(t) at the current
time using data up to the current time.
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FIG. 1. (a) A conceptual diagram of the non-tracking adaptive estimation protocol [29]. The protocol assumes an initial uniform
distribution P0(fB). Each Ramsey experiment, comprising spin initialization, a sensing time τk and read-out, generates an
outcome µ which is used to update P (fB) through Bayes’ theorem. After each Ramsey experiment, the current distribution
P (fB) is used to calculate the controlled phase θ. Each Ramsey experiment, with sensing time τk, k = K, . . . , 0 is repeated
Mk = G+ (K − k)F times, where F , G are integers. At the end of the sequence, the frequency fB is estimated from the final
probability distribution Pfinal(fB), according to Eq. (6). (b) The error σf is plotted as a function of the fluctuation level κ
[MHz Hz1/2]. The points correspond to simulation results using the non-tracking protocol for G = 5, F = 3. The curve shows
the prediction of Eq. (16) with a fitted proportionality constant of 1.033.
The simplest way to estimate a time-varying field is to
repeat the optimized adaptive protocol described in Sec-
tion II A and experimentally demonstrated in [29], which
we will call the “non-tracking protocol”. The phase ac-
quired during a Ramsey experiment, which for a constant
fB is simply ϕ = 2pifBτ [as in Eq. (1)], becomes
ϕ = 2pi
∫ t0+τ
t0
fB(t) dt . (13)
As discussed in Section II A, for a constant fB the mini-
mum uncertainty is achieved by the longest sensing time
τmax allowed by decoherence. In other words, the value
of K shall be chosen so that the longest sensing time
τmax = 2
Kτ0 is close to the spin coherence time T
∗
2 .
This choice of τmax is not necessarily optimal for a
time-varying signal. In this case, the optimal K should
be chosen such that the estimation error is similar to the
change in signal over the measurement sequence (pro-
vided it is less than T ∗2 ). By choosing K larger than this,
the signal would fluctuate over the measurement time
by more than the measurement accuracy, resulting in an
unreliable outcome. On the other hand, if K is smaller
than necessary, then we would be restricting ourselves to
a reduced accuracy. Therefore, we assume
σf ∝ κT 1/2 (14)
where the total sensing time is T ∼ (G+ F )2K+1τ0.
For a measurement scheme of this type the uncertainty
σf should be inversely proportional to the total sens-
ing time T . More specifically, the scaling should be as
σf ∝ 1/(2Kτ0), but the constant of proportionality will
depend on G and F . A rough approximation may be
made by assuming that the constant of proportionality
is 1/
√
G. That is because the longest interaction time
is repeated G times, and 1/
√
G is the scaling for mea-
surements repeated G times. The measurements with
shorter interaction times have more repetitions, but are
primarily used for resolving ambiguities.
That means we should have the scaling
2Kτ0 ∝ 1
[G(G+ F )]1/3κ2/3
. (15)
That then yields an uncertainty scaling as
σno−tr ∝ (G+ F )
1/3
G1/6
κ2/3. (16)
The important part of this expression is the scaling with
κ2/3, which is equivalent to the scaling that could be
achieved for optical phase measurements with arbitrary
squeezing [40–42]. We have performed numerical simu-
lations of this non-tracking protocol for G = 5, F = 3,
and the results are shown in Fig. 1. There is excellent
agreement with theory, and fitting for the proportionality
constant for Eq. (16) yields σno−tr = (1.033± 0.04)κ2/3.
In the previous discussion we assumed that the estima-
tion sequence only includes sensing time, i.e. all other op-
erations, such as spin initialization, control and read-out
are instantaneous. However, this is not true for realistic
experiments, where all these operations contribute to an
overhead time TOH. A measurement sequence with K+1
different sensing times features a number of Ramsey ex-
periments RK = (K+1)G+(K+1)KF/2 [29], resulting
in a total estimation time T ∼ (G+F )2K+1τ0+RKTOH.
III. ADAPTIVE TRACKING
A. The algorithm
For a time-varying signal with known statistical prop-
erties, the available information can be exploited to
shorten the estimation sequence. Given a frequency fB(t)
at time t, the frequency at time t+ dt is likely to be not
too distant from fB(t). Using the known signal statistics,
one can reasonably predict a narrower frequency range
for the next estimation, so it is not necessary to explore
5the whole range of possible values. In other words, in-
stead of starting each estimation sequence from a uni-
form probability distribution, one could start from the
Bayesian probability distribution from the prior mea-
surements, and take into account the variation of the
frequency according to the signal statistics. This corre-
sponds to tracking the time-varying signal.
(ii) convolution
(iii) Ramsey exp
     = 0
(i)
(v) convolution
(vi) Ramsey exp
(viii)
(iv) Bayesian update (vii) Bayesian update
     = 1
P(
f B
)
fB
FIG. 2. Example of one estimation sequence for the track-
ing protocol described by the pseudo-code in Algorithm 1.
The probability density for the current field estimation (i) is
convolved with the expected variation over the measurement
time (ii). A Ramsey experiment is performed: each of the
two outcomes (µ = 0, 1) is associated to a conditional prob-
ability P (µ|fB), represented, respectively, by red and blue
shaded areas in (iii). Outcome µ = 0 leads to the probability
distribution P ′(fB) ∼ P0(fB)P (µ = 0|fB) in (iv). The fig-
ure of merit F for the two-peak distribution in (iv) is below
threshold and a new measurement is performed with a shorter
sensing time, after a new convolution step (v), to discriminate
between the two peaks (vi). Outcome µ = 1 leads to a nar-
row single-peaked distribution with figure of merit F above
the threshold, which can be taken as a new estimate of fB .
The green vertical lines correspond to the actual values of fB
at the specific time of each operation. Solid (dashed) black
lines represent the current (previous) form of the probability
distribution P (fB).
Updating the probability distribution. For sim-
plicity, we will initially consider the case that the fre-
Algorithm 1 Tracking protocol
k = K (sensing time index, τk = 2
kτ0)
while TRUE do
convolve (∆t = 2kτ0 + TOH) - [Eq. (20)]
calculate θ - [Eq. (9)]
µ = Ramsey (τk = 2
kτ0, θ)
Bayesian update (µ, 2kτ0, θ) - [Eq. (17)]
calculate F - [Eq. (21)]
estimate fB - [Eq. (7)]
if
(
F < F (thr)[k]
)
then
if (k < K) then
k = k + 1
end if
else
if k > 0 then
k = k − 1
end if
end if
end while
quency is constant. We will also take the fidelities ξµ to
be equal to 1. Then given an outcome µ` for the `-th
Ramsey experiment, featuring a sensing time τk = 2
kτ0,
the update of the probability distribution corresponds to
an update of the Fourier coefficients as
p
(`)
j =
p
(`−1)
j
2
+
e−(τk/T
∗
2 )
2
4
[
ei(µ`pi+θ)p
(`−1)
j−2k
+e−i(µ`pi+θ)p(`−1)
j+2k
]
. (17)
Over a small time interval δt, the change in frequency
δfB will have a normal distribution with variance κ
2δt:
PG(δfB) =
1√
2piδtκ
e−(δfB)
2/(2κ2δt). (18)
Ignoring any information from a measurement, the prob-
ability distribution for the frequency after a time δt will
be the convolution of the initial probability distribution
with the Gaussian in Eq. (18), giving
P (`)(fB) =
∫
P (`−1)(fB − ν)PG(ν) dν
=
∑
j
pje
−2(pijκτ0)2δtei2pijfBτ0 . (19)
Therefore the coefficients p
(`)
k for the probability distri-
bution after a time δt (without measurement) can be
calculated as:
p
(`)
j = p
(`−1)
j e
−2(pijκτ0)2δt. (20)
Provided the frequency does not vary significantly dur-
ing an interaction time, the probability distribution may
6f B 
(M
Hz
)
�me (ms)�me (ms)
non-tracking
non-tracking
tracking
tracking
overhead: TOH = 10 ns overhead: TOH = 10   s
f B 
(M
Hz
)
μ(a) (b)
(c) (d)
FIG. 3. Examples of waveforms (lighter-colour curves, in gray) reconstructed with the non-tracking [(a) and (b), darker (blue)
curves] and tracking [(c) and (d), darker (red) curves] protocols. On the left side, for (a) and (c), the overhead is small
(TOH = 10 ns) and the measurement time mostly consists of the Ramsey sensing time. In this case, the improvement by the
tracking protocol is minimal. On the right side, for (b) and (d), when the overhead due to spin initialization and read-out
is more significant (TOH = 10 µs), the advantage of the tracking protocol is clear. In all plots, the time-varying signal fB(t)
(lighter gray curves) evolves according to a Wiener process described by Eq. (12).
be approximated by using Eqs. (17) and (20) indepen-
dently. Using this approach the simulations still accu-
rately model measurements made using this technique.
An exact calculation of the probability distribution could
potentially result in more accurate estimates, but the
method to perform such a calculation appears to be an
open question.
The adaptive tracking protocol. The tracking
protocol is described by the pseudo-code in Algorithm
1. Each estimation sequence uses a probability distri-
bution P (fB) based on the previous measurements. As
before, Ramsey experiments are performed starting from
the longest sensing time 2Kτ0, updating the probability
distribution P (fB) according to Bayes’ theorem. The dif-
ference is that now, instead of using all sensing times τk
with G + (K − k)F repetitions, the protocol adaptively
chooses the best sensing time for each estimation, start-
ing from the longest sensing time 2Kτ0. To judge the
accuracy of the estimate with sensing time τk, a figure
of merit F is calculated based on the Bayesian probabil-
ity distribution, and compared to a threshold F (thr)[k].
If the figure of merit satisfies F < F (thr)[k] then the
same sensing time τk is kept for the next estimation. If
the estimate is not sufficiently accurate, then the sensing
time for the next estimation is reduced to τk−1. At that
point, if the threshold is satisfied for the new estimation,
the sensing time is increased back to τk. Otherwise, if the
threshold is not satisfied, then the sensing time is further
reduced to τk−2 and so on. While the non-tracking pro-
tocol requires a large number of Ramsey experiments for
each estimation, the adaptive tracking protocol outputs
an estimation of the time-varying field for each Ramsey
experiment.
We choose as a figure of merit F an estimate of the
standard deviation of the probability distribution, which
can be retrieved from the Holevo variance as:
F = V
1/2
H
2piτ0
=
1
2piτ0
[
(2pi |p−1|)−2 − 1
]1/2
. (21)
This expression only depends on the coefficient p−1 and
can easily be calculated in real time. The estimation
error is expected to scale as σf ∝ 2K/τ0. Therefore, we
set the threshold corresponding to the sensing time 2kτ0
to be:
F (thr)[k] = α
2kτ0
. (22)
Numerical simulations suggest that the optimal value for
the proportionality factor α is 0.15.
This protocol is adaptive in two ways. First of all,
it chooses in real-time the measurement phase accord-
ing to Eq. (9). Second, it adapts the sensing time at
each step, based on the current estimated variance. As
a consequence, while the non-tracking protocol requires
an optimal choice of K for optimal performance (Section
II B) and sub-optimal choices of K lead to large esti-
mation errors, the tracking protocol is very robust and
automatically selects the proper value of k at each step.
Examples of reconstructions of time-varying fields
with the tracking protocol, as compared with the non-
tracking protocol described in Section II B, are shown in
7Fig. 3. The non-tracking protocol can successfully esti-
mate time-varying parameters, with no previous knowl-
edge of the properties of the signal. When the overhead is
small [Figs. 3(a) and 3(c)], the performance of the non-
tracking and tracking protocols appears to be similar.
The advantage of the tracking protocol in following fast
signal variations is clearly evident when overhead is large
[Figs. 3(b) and 3(d), for TOH = 10 µs].
B. Performance estimation
The shortest estimation sequence for the tracking pro-
tocol would be to simply repeat the longest sensing time
τmax = 2
Kτ0 once, so that the estimation error scales as
σf ∝ 1
2Kτ0
. (23)
Requiring that the variation of the frequency during a to-
tal sensing time of 2Kτ0 is comparable to the uncertainty
leads to the scaling
σtr ∝ κ2/3. (24)
If we assume the scaling constant is 1, the ratio η between
the errors in the non-tracking and tracking cases is:
η =
σno−tr
σtr
=
(G+ F )1/3
G1/6
. (25)
For G = 5, F = 3, η ∼ 1.5. The improvement expected
for the tracking protocol is modest, and in simulations
there is not a large difference, as illustrated by the time-
domain waveforms on the left side of Fig. 3. The reason
for this is that the primary mechanism for improving the
performance is using the prior information to resolve am-
biguities, instead of measurements with shorter sensing
times. That means we can save the time used for the
shorter measurements, and instead use the measurements
with longer sensing times. However, the contribution to
the total time from the measurements with shorter in-
teraction times is not large. The longest sensing time
2Kτ0 is almost the same as the sum of all the other sens-
ing times 2K−1τ0 . . . 20τ0, which means that the tracking
protocol does not dramatically shorten the total estima-
tion time.
A more consistent improvement can be expected when
taking overhead into account. In the limit of large over-
head, the major contribution to the estimation time is
given by the overhead, while the sensing time can be
neglected. The estimation time for the tracking pro-
tocol can be approximated by TOH, as compared to
T ∼ [(K + 1)G+ (K + 1)KF/2]TOH for the non-tracking
protocol. As an example, if TOH = 100 µs, the tracking
protocol delivers an estimation every 100 µs. In contrast,
the non-tracking protocol performs one estimation every
1.24 ms (assuming G = 5, F = 3,K = 7). Since the esti-
mation error scales as the square root of the estimation
time (Eq. 14), we expect an improvement on the order of
η ∼ (1.24ms/100µs)1/2, corresponding to a factor 3− 4.
C. Numerical simulations
The performance of the two protocols has been tested
by numerical simulations, for a range of parameter val-
ues. We select the minimum sensing time τ0 = 20 ns, cor-
responding to a frequency range fB ∈ [−25,+25] MHz.
An instance of a time-varying signal fB(t) is produced ac-
cording to the Wiener process in Eq. (12), starting from
a random value for fB(0), with a temporal resolution of
τ0 = 20 ns. In order to avoid values out of the [−25,+25]
MHz range, the waveform is truncated if |fB | > 24 MHz.
The signal fB(t) is reconstructed using either protocol,
providing the reconstructed waveform fˆB(t). To evalu-
ate the performance of the estimation, we use the mean-
square error
ε2 =
1
T
∫ T
0
∣∣∣fB(t)− fˆB(t)∣∣∣2 dt . (26)
Simulation results for the limit of negligible overhead
(TOH = 10 ns) are shown in Fig. 4 (a). On the top plot,
the tracking algorithm (blue downward-pointing trian-
gles) exhibits a relatively small improvement compared
to the non-tracking algorithm (red upward-pointing tri-
angles), by a factor of η = 1.23±0.09, similar to the the-
oretical prediction η ∼ 1.5 in the previous section. The
case of longer overhead is shown in Fig. 4 (b). As hinted
by the reconstructed waveforms in Fig. 3, the advantage
is here more significant, reaching η ∼ 3 − 4. Given the
different approximations used, the theoretical predictions
based on Eq. (14) agree surprisingly well with the results
of the numerical simulations.
The role of the overhead time is investigated in more
detail by examining the protocols’ performances for a
fixed value of κ (κ = 2 MHz Hz1/2), while sweeping the
overhead time TOH between 0 and 300 µs. The results are
plotted in Fig. 5. The improvement given by the track-
ing protocol (described by η) is small for small overhead,
as already evidenced in Fig. 4. For larger overhead, η is
larger, up to about a factor 3 and it is roughly indepen-
dent of TOH, as predicted in Section III B.
In the last set of numerical simulations (Fig. 6), we
illustrate the effect of a reduced spin read-out fidelity ξ.
We compare the waveform estimation error εf for the
non-tracking and tracking protocols for ξ = 0.75 and
ξ = 0.88. The latter value corresponds to the fidelity
of spin read-out for the experimental demonstration in
Ref. [29]. Reduced read-out fidelity leads, as one can
expect, to an increase in the estimation error. The ratio
η, however, does not vary significantly.
IV. EXPERIMENTAL OUTLOOK
Our analysis has been restricted to the case when the
classical spin read-out noise is smaller than the spin pro-
jection noise, i.e. when “single-shot” read-out is avail-
able. Currently, single-shot read-out has only been ex-
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perimentally demonstrated by exploiting resonant opti-
cal excitation of spin-dependent transitions at cryogenic
temperature [43]. This technique features high-fidelity
spin initialization (fidelity > 0.99) and read-out (fidelities
ξ1 ∼ 0.99 and ξ0 > 0.9). The requirement of cryogenic
operation is, however, a serious restriction for applica-
tions to quantum sensing.
Recent experiments have shown some promise towards
the demonstration of single-shot read-out at room tem-
perature. A first approach involves spin-to-charge con-
version by optical ionization and successive detection of
the defect charging state [44, 45]. This approach may be
further enhanced by the integration of electrical contacts
to provide photo-electric spin read-out [46]. A second ap-
proach involves the storage of the electron spin popula-
tion onto the nuclear spin, which can be read out several
times through the electron spin itself [47]. In both cases,
a large overhead is introduced, which provides further
motivation for our analysis.
Typically, the NV centre spin is read out at room tem-
perature by spin-dependent photo-luminescence inten-
sity, originating from spin-dependent decay rates through
a metastable state under optical excitation (optically-
detected magnetic resonance). In contrast to the “single-
shot” readout case, the readout noise is here larger than
the spin projection noise and spin read-out must be re-
peated several times for each sensing time. A large num-
ber of repetitions (∼ 105 for a typical experiment with
NV centres) can be seen as a large overhead, suggesting
that our tracking protocol will also be useful for such
experiments.
In this work, we discussed the specific case of a time-
varying signal described by a Wiener process, assuming
that the parameter κ is known. In case κ is not known,
one could simply start by measuring the signal evolution
with the non-tracking protocol, and retrieving an esti-
mate of κ that can be used for tracking at a later stage.
Additionally, our approach is quite general and can be
easily extended to other kinds of stochastic processes.
Particularly relevant is the Ornstein-Uhlenbeck process
[27], which describes the fluctuations of a nuclear spin
bath in the semi-classical approximation.
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An interesting extension of this work would be to the
case of the magnetic field induced by a quantum bath,
such as the nuclear spin bath. If the correlation time
of the bath dynamics is long enough, each estimation
sequence provides a projective measurement of the mag-
netic field originating from the bath. The back-action
of such projective measurement would narrow the prob-
ability distribution for the magnetic field induced by the
bath, leading to an extension of the spin coherence time
T ∗2 [25, 26]. By providing faster field estimation, our
protocol could allow to partially relax the requirement
of long bath correlation time and slow dynamics. Addi-
tionally, spin read-out by optical excitation can induce
perturbations in the bath by causing unwanted electron
spin flips that affect the bath through the hyperfine inter-
action. By reducing the number of read-outs required for
each estimation, a reduction of unwanted bath perturba-
tions induced by optical spin read-out can be expected.
In addition to extending the sensor coherence time, the
measurement back-action on the spin bath could also be
used as a state preparation tool. For weakly-coupled nu-
clear spins in the bath, each Ramsey experiment in the
estimation sequence acts as a weak spin measurement. It
has been shown that a sequence of weak measurements
with sensing times which are adapted in real time can be
used as a tool for spin preparation [48, 49]. It would be
interesting to investigate whether the tracking protocol
could be adapted to provide, at the same time, the prepa-
ration of pre-determined quantum states of the bath.
A different research direction could be to extend this
work to the spatial domain, to the field of microscopy.
The acquisition of a bi-dimensional image requires con-
siderable time, over which the system must be stable
against fluctuations and drifts, posing a technological
challenge. In this case, any a-priori knowledge of the
statistical properties and correlation scales of the image
could be used to speed up the measurement process [50].
V. CONCLUSIONS
In this work, we discussed the measurement of a sin-
gle instance of a time-varying field, of known statistical
properties, with a quantum sensor. We investigated the
performance of a non-tracking protocol, previously con-
sidered only for constant fields, which does not use any
information about the signal. through numerical sim-
ulations, we showed that the protocol can successfully
track a time-varying field. We introduced a novel track-
ing protocol based on Bayesian estimation. By using the
additional information about the statistical properties of
the signal, the tracking protocol shortens the time re-
quired for each estimation, leading to a reduced mea-
surement uncertainty in the estimation of a time-varying
field. While a small improvement is achieved when in-
cluding only the sensing time, a considerable reduction
in the estimation error, up to 4 times, is shown when
taking the realistic measurement overhead (spin initial-
ization and read-out time) into account. Our findings
can be relevant for fast tracking of time-varying mag-
netic fields associated to diffusion processes in biology
and materials science.
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