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Abstract
The NREL phase VI rotor was computed with the incompressible unstructured flow solver THETA .
Pressure distributions at five blade sections, rotor thrust and rotor torque are compared for test cases
of the S, I, and J series with a blade pitch angle of ΘS = 3◦, ΘI = 0◦, and ΘJ = 6◦, respectively. Test
cases at the constant wind velocities v∞ = [7; 10; 15; 25]m/s were computed. Thus, in total results of 11
different test cases have been received and compared to experiment and literature. Validation pointed out,
that pressure distributions in defined sections match experimental results good to excelent. Moreover,
pressure distributions are of identic quality as results known from literature. In contrast, improvement
are necessary regarding rotor torque coefficients and tangential force coefficients.
Additionally, studies on the impact of different parameter on the computational accuracy were performed
using differing test cases. They included the computational time step size, the spatial discretization
scheme, and the turbulence model. The conclusion of the studies is, that the minimal time step size to
use is equivalent to a rotor advance of ∆Ψ = 0.5◦, and a second order discretization scheme should be
used. In contrast, the turbulence models of Menter-SST and Spalart-Allmaras do not show significant
differences.
A code-to-code comparison with TAU revealed perfect agreement between both codes and the chimera
overset grid technique can be used without losses in result accuracy. Further studies need to be done,
regarding grid convergence, the computation of leading edge pressure, 2nd order time stepping schemes,
impact of tower and nacelle, and other rotor configurations.
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1 Introduction
Wind turbines are highly aeroelastic problems which require interdisciplinary development. To support
the development process, it is necessary to provide tools and processes that prepared for the interdisci-
plinary tasks, e.g. reducing aeroelastic loads. As the exact computation of the flow around a wind turbine
is the most time consuming part of an aeroelastic process, it is highly recommended to use efficient flow
solver.
Due to the wind speeds in the atmospheric boundary layer (ABL), and the moderate rotational speed of
wind turbines, the flow is incompressible. Solely, at the blade tip of wind turbine blades, compressible
phenomena may occur. Thus, the DLR’s compressible flow solvers TAU [3] (unstructured grids) and
FLOWer [4] (structured grids) appear not suitable for the computation of wind turbines. Instead, the
incompressible unstructured flow solver THETA , which has been used for internal flows as e.g. in
combustion chambers or air-conditioning systems, shall be prepared for wind turbine applications.
The extension of THETA [5] for wind turbines includes the implementation for chimera overset grid
technique, deforming grids, extending the boundary conditions (BC), and so on. The new features of
THETA will be validated in three steps, using three different rotor test cases. In a first step, the experi-
ment NREL phase VI [1], is used to validate the chimera implementation. In the second step, the NREL
5MW rotor is used to validate the aeroelastic process chain with a weak coupling between THETA and
SIMPACK. In a third step, an aeroelastic wind turbine in ABL will be computed. Herein, only the first
step, the computation of the isolated NREL phase VI experimental wind turbine is documented.
The National Renewable Energy Laboratory (NREL) performs experiments on Horizontal Axis Wind
Turbines (HAWT) since 1987 [6]. Until today, the wind tunnel and wind turbine configurations changed
according to research requirements and increased possibilities with new measurement technics. The
last experiment was performed in 2001 in the NASA-AMES [1] wind tunnel with a test section of
24.4m × 36.6m. The wind turbine has a diameter of approximately Drotor u 10m and rotated with
ω = 432 · 1/s at several flow conditions. The aim of the experiment was to provide data for validation of
semi-empirical flow models in the computation of wind turbines. Thus, aerodynamic quantities are well
documented and available for the international science community. This makes the test case valuable for
the validation of THETA .
The NREL phase VI experiment will be computed with rigid, non-deformed blades with THETA version
10.1 and 11.0. Out of the various number of test cases, the series I,J and S were chosen. The flow speeds
varies between 7m/s = v∞ = 25m/s. For details, see also section 2.2. As it turned out that THETA
reacts sensitive to certain grid topologies, the first attempt was to compute the isolated rotor in a rotating
cylinder (4.2 to 4.4). Then, the chimera overset method was validated by computing an isolated rotor,
rotating relative to the cylinder (section 4.5.4). In the case of the isolated rotor, averaged pressure dis-
tributions at 5 blade sections were compared to experimental data as well as the overall rotor thrust and
the rotor torque. Usually, computed pressure distributions at the blade tip section matched experimental
results excellent. The most critical test cases appear those with a wind velocity of v∞ = 15m/s. These
cases show lowest result accuracy. Comparison of series S with literature reveal that THETA results
are well comparable to e.g. ANSYS ([7]) or OpneFOAM ([8]). Blade-section force coefficients also are in
good agreement of other CFD-tools as displayed in a comparison of THETA -results with publications
from NREL by Simms et al. [1]. Moreover, rotor thrust matches the experimental results very good.
In contrast, rotor thrust is underpredicted about up to 80% which was not expected from literature and
quality of other results. It was found, that this value is very sensitive to very small deviations in pressure
distributions and improvement of rotor thrust prediction is only possible if this point is improved.
Extending the validation, studies regarding the time step size (section 4.5.1), the spatial discretization
scheme (section 4.5.3), the turbulence models 4.5.2), and the accuracy of the chimera overset grid tech-
nique 4.5.4 were performed. All these studies enabled statements about stability of computation and
result accuracy.
1
2 NREL phase VI test case
2.1 The wind turbine
The two bladed wind turbine has a diameter of R = 5.029m and a hub height of H = 12.192m. The blade
profile S809 ([6]) starts at r/R = 25% span. The blade is twisted nonlinear with Θ(r = 1.25m) = 20.04◦
at the blade root and Θ(r = R) = −1.775◦ at the blade tip. Zero twist occurs at r0 = 3.78m. The chord
length c of the blade also depends on the radius and decreases from c(r = 1.257m) = 0.737m at the
blade root to c(r = R) = 0.258m at the blade tip. The rotor is not tilted while the cone angle varied,
depending on the test case. Herein, only non-coned upwind configurations were considered. The rotor
rotates with ω = 72rpm = 432 1/s and its rated power is P = 19.8kW . More information about the
geometry, especially of the tower and nacelle, can be found in the test documentation [1]. Sketches of the
blade geometry are displayed in figure A.1.
The NREL phase VI wind turbine operates at T = 288.15K. Air viscosity was measured to ν = 1.82·10−5
while density was ρ = 1.225kg/m3 throughout the entire measurement campaign.
2.2 The test matrix
The experimental test matrix contained 30 series with differing configurations as upwind and downwind
configurations, yawed rotors, differing blade pitch angles, modified blade tips and so on. For code vali-
dation purposes, the test matrix was reduced to the plane geometry with zero yaw and zero cone angles.
Moreover, tests in parked conditions were not considered either, as well as wind-speed sweeps ore blade
pitch sweeps. Thus, the series H or S, I, J are the ones considered herein.
Series H and S are also called baseline (BL) case. The blade is pitched about Θpitch = −3◦ windward.
Both series examine the same flow conditions as base for further tests. As the S series is the test case
presented throughout literature [9, 10, 8], it will be the data of the S-series that is used herein and com-
pared to literature.
Series I deals with an unpitched blade and is thus called low pitch (LP) case, whereas for series J, the
blade was pitched about Θpitch = −6◦ and is called high pitch (HP) case. In all three series, wind veloc-
ities between v∞min = 5m/s and v∞max = 25m/s were measured. The initial idea for the computation
was to compute only the minimum and maximum wind velocity for each test case, but during the first
attempt THETA experienced some difficulties with the maximum wind velocity. Thus, intermediate
wind velocities of v∞ = [10; 15]m/s were also chosen as input parameters. Finally, the entire test matrix
includes 15 test cases and is given in table B.2. Therein, Xmarks the successfully run test cases while z
marks the setups that lead to NaN even after modifying the parameters to the most robust setup.
From here on, the different computations are named with their abbreviation (BL, LP, HP) and a two
digit-number which stands for the wind speed, e.g. BL07 identifies the BL-case configuration computed
with v∞ = 7m/s.
2.3 The flow solver THETA
THETA [5] is the abbreviation for Turbulent Heat Release Extension of TAU, using identic mesh format,
pre- and post-processing tools as TAU [3]. While TAU is specialized on compressible flows, THETA nu-
merically solves incompressible Reynolds Averaged Navier-Stokes ((U)-RANS) equations. It is important
to understand, that, in THETA incompressibility means that density ρ is independent of the pressure
p (ρ 6= f(p)) but still depend on time, temperature or other (ρ = f(t, T )). Thus, the ideal gas equation
must not be used in THETA , leaving one degree of freedom (DoF). The indefinite equation system
is closed via a Laplace equation for correcting the reference pressure level, with the reference pressure
defined as pref = 0 at the pressure reference point.
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THETA is optimized for low Mach number computations of steady and unsteady flows using a SIMPLE
algorithm or global time stepping approach, respectively. The solver expects 3D meshes with hexaeders,
prisms and tetraeders, using a finite volume method. The mesh is transferred to a dualgrid metric, shift-
ing boundary point inward to clearly distinguish computation and wall nodes. Also, complex geometries
can be computed. As known from TAU [3], the code is ready for massive parallel computations with an
efficient domain decomposition approach.
For the computations presented herein, THETA version 10.1 is used which is prepared to treat rotating
geometries and other grid motions, while chimera overlapping grid techniques and mesh deformation are
not available. It shall not be concealed, that for version 11.0 large progresses has been made and both
features are applied to the code from this version on. The latter version was used for the high wind-
velocity computations and the studies on THETA -parameters (section 4.5).
A restriction on the computation of wind turbines result from the THETA -history. It was first imple-
mented to solve interior flows as in combustion chamber or air-conditioning systems. Thus, available BC
in all versions are inflow, outflow, slip walls, and no-slip walls. A farfield BC is missing.
An additional feature, offered by THETA , is the user.c-file that is needed to completely compile the
source code. Even though the feature has not been used in the code, the advantages are described in
short. With the user.c file, the user has the possibility to define complex functions on the boundaries,
initialize the flow field with user defined flow or heat data and so on.
3
3 Computational strategy
3.1 Parameter settings
3.1.1 THETA paramters
The parameter file used for THETA contains very different solver options than TAU , even though the
appearance is very similar. In the preprocessing part and in the *.bmap file the parameter Preprocessing
for incompressible solver (0/1) as well as Use Theta (0/1) have to be set to 1. Additionally, all walls
and chimera boundaries need the Multigrid priority: 1. Thus, agglomeration for multigrid computation
starts at the chimera boundaries as well, ensuring better overlapping regions. Moreover, the complete
inflow velocity vector has to be given at the inflow boundary via the parameter Velocity: v∞ 0 0.
If not pointed out explicitly, unsteady computations with a global time stepping scheme were performed,
using an implicit Euler scheme (EU_I ). The temporal discretization scheme is chosen via the parameter
Time discretization scheme (Steady/EU_E/EU_I/TPB/CN):). The physical time step size is t0 =
2.314814815 · 10−3s, t1 = 1.157407408 · 10−3s, and t2 = 2.314814815 · 10−4s, depending on the test
case. The time step sizes are equivalent to a rotor advance of δΨ0 = 1.0◦, δΨ1 = 0.5◦, and δΨ2 = 0.1◦,
respectively.
The parameters of the flow solver have to be defined for each set of equations separately as momentum,
pressure and turbulence equation are solved independently of each other. Thus, the convergence stop
criterion of each set of equation as well as minimum and maximum number of iterations. During all
simulations, THETA performed at least 5 iterations for all sets of equations. The accepted maximal
residual during one physical time step was 5.0 · 10−4 for the momentum and the pressure equations,
respectively. The turbulence equations converge until the residual was smaller than 1.0 · 10−4.
The pressure equation was solved with a flexible GMRES solver (Type of solver for pressure equation:
FGMRES ). As multigrid cycle a v-cycle over 4 levels was chosen (MG description filename for pressure
solver: v4 ).
The spatial discretization scheme was first order upwind for both, momentum and turbulence equations
(Discretization scheme for turbulence (UDS/CDS/LUDS/QUDS): UDS ). Limiters are only necessary,
if second or higher order schemes are used. Recommended combinations are displayed in table B.3.
Computations which are performed with other schemes than UDS are pointed out explicitly. Additional
limitations for the Menter-SST turbulence model are set via the parameter SST limitation version:
Strain_Rate.
According to TAU computations, parameter for moving grids have to be defined. The Central convective
meanflow flux: and Central convective turbulence flux: have to be Flux_of_average and the Inviscid flux
discretization type: is central. A complete parameter file of the chimera setup of the isolated rotor is
given in appendix C.1 including boundary mapping and motion description.
Motion description is identic to TAU and thus is not described herein. Please refer to the TAU user
guide. Then enable the motion by entering MOM_SRC in the parameter Names of models to use:,
separated by a white space from the used turbulence model.
3.1.2 TAU parameters
In section 4.5.5, results of THETA and TAU are compared. Hence, it is necessary to describe differences
in the paramter settings of THETA and TAU , which is done in the following section.
In the TAU computation, the outer boundary of the flow field is chosen to be farfield. As the boundaries
are far from the rotor geometry, the differences in BC are supposed to have no impact on the flow solution
on the rotor. The stationary computation was performed with TAU version 2015.1.0, using a 2nd order
central discretization schme for the inviscid fluxes. The convective meanflow fluxes are computed using
also the central scheme, hidden in the parameter setting Flux_of_average. In constrast, the convective
turbulence flux is computed using the first order upwind scheme of Roe. The gradients in the upwind
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scheme are reconstructed with the Green-Gauss algorithm.
The implicit time-stepping scheme Backward_Euler is combined with an the Lusgs linear solver. Due to
convergence problems with the Menter-SST turbulence model, the standard k-ω turbulence model is used
with default settings. Reference pressure in TAU is defined with 101325Pa, and the Reynolds number
is Re = 684329.9. In order to achieve better computational performance, a 3w multigrid cycle is used.
3.2 Generating the computational grid
This section is divided into two parts. In the first one, the grid setup for the isolated rotor with and
without chimera overlapping regions is described. The second part summarizes all those trapdoors that
have been found during grid generation. Section 3.2.2 does not claim completeness. Moreover, only
experiences with the grid generator Pointwise V17.1 Release 4 [11] were gained.
3.2.1 Grid characteristics
The computational grid is divided into three volume parts, with approximately 11.0Mio points. The first
part contains both rotor blades and the boundary layer grid. This region is meshed with hexaeders. The
second part is the near field region, with the form of a thin disk. It contains pyramids and tetraeders.
The last and largest region is the farfield mesh with the boundaries inflow, outflow and non-viscous wall.
The farfield contains tetraeders only. As soon as the chimera setup is used, the farfield is replaced by a
chimera background grid with a pre-defined hole, whereas the nearfield and boundary part of the mesh
is reused. All grid characteristics are summarized in table B.1
The only reason to construct three boundary grids, one for each pitch angle, was that THETA version
10.1 has not been prepared for deforming grids.
The initial boundary grid was constructed with Θ = 0◦ and is used to compute the LP case. For the BL
and HP case, the boundary grid with the blades where twisted about Θ = 3◦ and Θ = 6◦ respectively.
The mesh around the connecting cylinder was used to balance the twisting degree, such that the plane
z = 0 at the very center of the rotor is identic in all three meshes.
In figure A.2, the boundary layer mesh around both rotor blades is displayed. The blade root is modelled
with a cylinder, connecting both blades. The cylinder has the constant radius of r = 0.109m which is
equivalent to the radius at the experimental blade root. The cylinder starts at the position r = ±0.508m
in spanwise direction. The hexahedral mesh has an O-O-topology, which was created around both blades
simultaneously. The wall distance of the first cell is δ = 2 ·10−6 at the entire blade surface. Thus, y+ < 1
is ensured over the entire blade surface. Each blade is discretized with 149 points in spanwise direction,
135 points along the blade profile and additional 20 points at the truncated trailing edge. Then, 87
hexahedral layers were generated, with a total extension of 0.5c(r) in all directions. A cut through the
O-O mesh at the position r = 1m and r = 5m is given in figure A.3. All blade surfaces are viscous walls.
The hexahedral zone contains about 9.2Mio points.
The nearfield grid has a radius of r = 5.8m and depth about d = 1.35m in flow direction. It is displayed in
figure A.4. The plane surfaces are meshed with triangles with a maximum edge length of δ = 0.12m. The
cylindrical surfaces were meshed, using five equidistant T-Rex rows and unstructured triangle meshing
thereafter. The maximal edge length of the tetraeders is δ = 0.14m. Pyramids aspect ratio is restricted
to AR = 0.3 and the maximal edge length is δ = 0.25m, even though this value is not reached for all
pyramids. In total, this part of the grid contains approximately 630,000 points.
The farfield mesh consists of two cylindrical parts, as displayed in figure A.5. The first one is a cylinder
with the radius r = 2·RRotor and a length of l = 3·RRotor. In this cylinder, the tetraeders have a maximum
edge length of δ = 0.19m, to resolve the rotor wake about up to 1 revolution, depending on the flow
condition. Outside, large tetraeders are used to fill the volume between the wake and the flow-domain’s
far boundaries. The overall domain measures 15RRotor in flow direction and Ddomain = 20RRotor in
diameter. The rotor is positioned at 1/3 of the overall length. In the outer part of the domain, tetraeders
may have edge lengths up to δ = 2RRotor. Boundary conditions are displayed in figure A.5. The entire
farfield grid contains 1.2Mio points.
The chimera background grid for the computation of an isolated rotor has identic dimensions as the
farfield grid for a standard computation. Only the wake mesh is modified. First, a hole is cut at the
rotor plane, with the depth of d = 0.75m and a radius of r = 5.4m. In an attempt to better resolve
the wake, the wake mesh has been meshed with hexahedral elements. At the hole’s boundaries, the
element edge length is δ = 0.3m. The wake mesh with the hole is displayed in figure A.6. Moreover,
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elements are clustered at the blade tip radius in the rotor plane. Apart from the background grid, also
the nearfield needed modifications. It defines the chimera boundaries and overlapping region of the rotor
plane. Due to obtain a satisfying overlapping region with all points found, the nearfield was stretched in
flow direction, such that its depth is d = 1.8m. The maximal element’s edge length is δ = 0.1m to ensure
enough elements in the overlapping region.
3.2.2 Lessons learned about grid generation for THETA
As mentioned in the preamble and in section 3.2.1, THETA is sensitive to some mesh characteristics.
The ones found during grid generation of NREL6 rotor are listed and displayed herein. In short, the rules
are:
• generate isotropic grid cells
• generate cells orthogonal to geometry surfaces
• smooth changes in cell-volumes
• avoid skewed trapezoidal cells
• generate O-O-topologies
• use convex surfaces at the blade root and tip
• ensure that hexaeders always have maximum included angles [12] smaller than α ≤ 145◦
• ensure, that the Pointwise smoothness criterion [12] in hexaeder blocks is larger than ξ = 0.85
• mesh boundary layers with hexahedral and prism layers
• fill chimera overlapping regions with many elements or create very large chimera overlapping region
• always define the Multigrid priority: 1 for all chimera boundaries
• ensure, that element size in the chimera overlapping regions are identic in both mesh parts
• think about using periodic boundaries for rotors without root section.
The origin of the rules are explained below.
THETA is an unstructured solver that prefers unstructured grids. It accepts all kinds of elements
as hexaeders, pyramids, and tetraeders but has some quality requirements. The most important is,
that anisotropic regions are used only where they are necessary to resolve flow phenomena.
That means, e.g. that anisotropic cells necessarily existing in a boundary layer of a viscous wall must not
be transferred far into the flow domain. In other words: grids far away from the wall shall be isotropic.
The more isotropic cells exist, the faster the computation will run. Thus, block-structured grids that
are aways used for structured solvers as FLOWer and are also used for TAU will hardly be compatible
with THETA for several reasons. The more complex the geometry becomes, the likelier unfavorable grid
structures are generated on the surface. Constructing grid blocks on these structures lead to anisotropic
cells even far away from the surface. One example is a refined mesh in the boundary layer or the wake
around a profile, meshed with a C-H- topology (see next paragraph). The anisotropic cells reduce the
efficiency of mesh agglomeration for the multigrid levels, that are used to resolve the Laplace-equation,
as piles can be formed in one spatial direction by the agglomeration algorithm only.
Another reason of disadvantages of block-structured grids are the boundaries of the different blocks.
For THETA grids, it is necessary to generate cells orthogonal to geometry surfaces and that
cell-volume changes are smooth. At block-boundaries, it is difficult to ensure such smooth volume-
changes in all 3 spatial directions. Moreover, grid lines have to be as kinkless as possible. If grid lines
bend in to small angles, cells might even become negative. Again, it happens quite easily, that grid lines
at block-boundaries have kinks. Thus, it is better to do without block-structured mesh topologies but to
learn the advantages of prism and tetraeders.
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The first thing to decide, when meshing a geometry, is the topology. For rotor-blades, the common
topologies are C-H or O-O. In the first case, a C grid is constructed parallel to the profile line, while
the blade’s wake is meshed with a structured grid block of one or two chord length (figure A.7(a)). At
the blade tip and blade root, the C-grid and the wake grid are extruded in radial direction for a certain
distance. A third block is added to fill the volume, of the blade extension. A complete C-H-topology
is displayed in figure A.7(b). This topology is commonly used for blades with sharp edges at the blade
root and tip and is created rather quickly. The point at which the computation of the NREL 6 rotor
crashes when meshed with a C-H-topology is displayed in figure A.8. Astonishingly, this point is not at
the connection of trailing edge and blade tip, but at x u 0.5 · c before the trailing edge at the windward
side. Here, the profile is concave which leads to skewed trapezoidal cells, normal to the blade surface. In
combination with the sharp edge at which the wall normal vectors may be computed in multiple directions
(figure A.9), this is the critical location in the grid.
In an O-O topology, the mesh in a rotor plane is limited by an ellsoid, that enclosures the entire profile.
The wake is resolved with as many points as the area around the blade (figure A.10(a)). In spanwise
direction, the O-topology enclosures the blade tip and root, while elements are bended around the surface
with continuous changing angles. This topology is usually used, if the blade tip and root have convex
surfaces. Of course, O-H topologies are also thinkable but not commonly used, while grid generation
of a C-O-topologies is rather difficult. Grids for THETA should always be O-O-topologies with
convex surfaces at the blade root and tip. Anyway, creating an O-O-topology can fail, if the wake’s
grid-lines fan-out strongly. An negative example of an O around the profile is displayed in figure A.11.
In that plot, the angle inside the grid is displayed in colors. Cells, marked in yellow or red have critical
angles. By having a look at the entire profile (figure A.11(a)), a small region at the trailing edge is
marked in yellow. By having a closer look, it can be seen, that the maximum angle of 172◦ is located at
the bottom of the trailing edge. Here, grid lines are almost parallel to the very thick trailing edge. It is
this cell, THETA would fail to compute the flow.
As already indicated above, the cell angle in the grid is an important quality criteria for THETA
meshes. The examination is best performed with Pointwise during grid generation. It is worth to have a
look at one spanwise plane after the other to find critical regions as displayed in figure A.11. Hexaeders
must always have maximum included angles smaller than α ≤ 145◦. Otherwise, the computation
becomes instable, soon or later. To avoid large inner cell angles, it is important to start with very
orthogonal cells at the surfaces. While extruding the O-O topology, the angle between grid faces and the
rotor blade surface should always be about α = ±145◦. An example is given in figure A.12. Deviations
about 5◦ are acceptable without problems. Larger deviations need checking and depend of the flow
conditions in the specific areas. In example, inner angles about α = 150◦ at the blade tip are uncritical,
while α = 145◦ at the trailing edge leads to crashing computations. The reason for the higher sensitivity
lies in the implementation of the turbulence model. Dissipation is split into an implicit and an explicit
part, depending on the inner angles of the dualgrid cells. While the implicit part is independent of the
cell gradient, the explicit part strongly depends on the cell gradients. At larger angles in the dualgrid,
e.g. because the grid is skewed, the explicit part increases and may lead to inaccuracies. Usually, this
phenomena starts in the turbulence equations while mass, momentum and pressure equations will follow
shortly after.
Typical locations, where large inner angles occur are the trailing edge, while the leeward side tends to be
more critical. Additionally, the first tilted row of cells at the blade tip (or root) is always critical. The
equiangle skewness is a week measurement for quantifying THETA grid-quality.
Next to the maximum included angle, also the Pointwise smoothness criterion is a good indicator of
grid quality. In the manual [12], Pointwise defines smoothness in structured blocks as “the angle turned
while traversing three adjacent coordinates: index-1, the current IJK, and index+1 in the computational
direction chosen. A value of 1 indicates there is no turn, or the three points are colinear. A value of 0.5
indicates a 90◦ turn. And a value of 0 indicates a 180◦ turn, or the grid is folded onto itself.” [12, p.
6.20] During mesh generation it was found, that a smoothness factor of ξ ≥ 0.85 in all three grid
directions helps stabilizing the computation. ξ ≥ 0.85 is equivalent to an angle of 27◦, turned by the
line that connects three adjacent coordinates. Critical locations are both, leading and trailing edges.
For THETA , it is good practice to generate a boundary layer grid that is meshed with
hexahedral and prism layers. Outside of that, tetraeders The connection between both grid domains
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is done with pyramids. By default, Pointwise proposes an aspect ratio of AR = 0.5 for all pyramids. The
grid check of setup_taugrid will also not identify any problems. In contrast, the element quality will
appear perfect. But THETA will have issues with these acute pyramids and diverge quickly. An example
of a computation, where divergence appears in the pyramids is given in figure A.13. By decreasing the
accepted AR to at least AR = 0.3, pyramids get less acute. Following of this, setup_taugrid will find
fault in almost all pyramids, even though THETA will do perfectly fine. Thus, do not hesitate to
limit the AR to AR ≤ 0.3. In some cases, this may not be enough. Then decrease the maximal allowed
edge length of pyramids.
Pointwise offers the possibility to generate prism layers, using an algorithm called T-Rex. This
algorithm extrudes prisms from a triangulated surface, where possible and generates tetraeders where
not. Users might think this algorithm useful for an extended boundary layer resolution or at chimera
overlapping regions. Experiences with T-Rex cells in THETA meshes are, however, disappointing. In
the case tested herein, the initial FGMRES correction converges about one order in 200 iterations. After
that, convergence of the pressure equation is rather invisible. Again, convergence rates are about one
order in 200 iterations. The time consumed is approximately 50 minutes for one time step with a four-level
multigrid cycle, 18 Mio. points on 3 case2 -nodes. Thus, it is recommended to not use T-Rex meshing
for volumes. However, the T-Rex meshing algorithm can be used without hesitation for surface meshes.
Prism layers, that are generated via the normal extrusion are computed fine by THETA , if some
parameter options were chosen well during extraction. First, the adjacent grid surfaces should be as plane
as possible. Second, the corner factor should be reduced to 1.0. Moreover, the tolerances of plane angle is
reduced to 1.0 and the deviation to 1 · 10−5. Default values for smoothing are fine for THETA meshes.
The best value of direction relaxation depends on the geometry. Sometimes THETA becomes instable
with to small relaxation, sometimes relaxation has to be increased. Thus, have a try on the parameter
value.
The Chimera overlapping region has to be constructed carefully. In the example of the NREL 6 BL
case, the overlapping region has been meshed to coarse (see section 4.2) in first try. The blade meshes,
which converged perfectly in the case of an isolated rotor with moving background grid, suddenly failed to
converge, even though all points were found. As stabilizing via reducing the multigrid cycle from v4 to v3
was not an option, the number of elements in the overlapping region was increased. This helped
stabilizing the computation as well. Another possibility would be to increase the overlapping region,
which would have been more work, in the present case. Additionally, always define the Multigrid
priority: 1 for all chimera boundaries. Thus, agglomeration of the staples is started at the chimera
boundaries as well as at the walls. This parameter option helps defining overlapping regions well. Of
course, elements in all grids are of identic size in the overlapping region.
Periodic boundaries have not been used in the current example because it was not possible to gener-
ate a mesh, that matched the requirements of periodic meshes. The reason lies in the cylinder, connecting
both blades. In other cases, periodic boundaries for rotors are a good option to reduce com-
putational costs in terms of time and cores to use. The only thing to take care of, is to generate
periodic surfaces, that are identical. Then, run through the periodic grid manipulation provided by
setup_taugrid and start the computation. Be aware, that periodic boundaries can only handle with the
sequential preprocessing.
8
4 Results
4.1 Methods of post-processing
In this section, results of computations of all three blade pitch configurations with varying wind speed
are presented. For a short overview of the configurations, please refer to table B.2. In all cases, pressure
distributions at the spanwise positions r/R = [30.0%; 46.9%; 63.0%; 79.9%; 95.0%] are compared. They
are equivalent to r = [1.51m; 2.36m; 3.17m; 4.02m; 4.78m]. Norming was performed as described in the
NREL documentation: "The pressure tap at each primary span location where the measured pressure
attains a maximum was considers to be the stagnation point, and the corresponding pressure at that
location was used as the stagnation pressure... This measurement of dynamic pressure was used to
normalize each of the blade surface pressures and is thus referred to as the normalization pressure." [1,
p.46] Mathematically, computing the pressure coefficients cp is done as
cp =
pmeas
pmax
(4.1)
wherein pmeas is the measured or computed dynamic pressure on the blade surface and pmax either is the
measured or computed maximal dynamic pressure at each radial section. It is hereafter called normal-
ization pressure (NP). In the THETA computation, only the dynamic pressures are stored in the field
solution with one defined reference pressure point where the dynamic pressure is defined to be pref = 0Pa.
Ideally, this point is defined at the inflow boundary. In here, the reference pressure point was accidentally
defined to be in the rotor center. To achieve correct dynamic pressure values for post-processing, cp is
computed as
cp =
pmeas − pinflow
pmax − pinflow (4.2)
wherein pinflow is the pressure average over the inflow-boundary surface.
Additionally, normal and tangential force coefficients in each section, and overall estimated rotor thrust
and torque are compared. They are computed by integrating the pressures at the 22 measurement
locations per section (see figure A.1). The procedure is also described in the test documentation [1,
p.51ff]. Therein, the normal force coefficient cN is defined as
cN =
22∑
i=1
(
Cpi + Cpi+1
2
)
(xi+1 − xi) (4.3)
and the tangential force coefficient cT is
cT =
22∑
i=1
(
Cpi + Cpi+1
2
)
(yi+1 − yi). (4.4)
Therein, the Cpi is the pressure coefficient at the ith pressure transducer and xi and yi the coordinates
in chordwise position and profile thickness, respectively.
By turning the force coefficients about the local rotor twist angle Φ and the rotor pitch Θ, the sectional
torque cTQ and thrust cTH can be computed with
cTQ = (cN · sin(Φ + Θ)) + (cT · cos(Φ + Θ)) (4.5)
and
cTH = (cN · cos(Φ + Θ))− (cT · sin(Φ + Θ)). (4.6)
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This values will not be compared during post-processing. Nevertheless, they are needed to estimate the
overall rotor torque CTQ and rotor thrust CTH . Out of equation 4.5, the rotor torque is
CTQ = 2 ·
5∑
i=1
cTQ · pmax · Si · ri (4.7)
and the rotor thrust
CTH = 2 ·
5∑
i=1
cTH · pmaxi · Si, (4.8)
respectively. In equations 4.7 and 4.8, Si is the surface of the blade section with trapezoidal shape, ri
is the radius and pmaxi the normalization pressure in the section. The first surface began at 25% · R
and the last surface ended at the blade tip. All other surface borders are exactly halfway between two
sections. Si is determined with the surface computation of a trapezoid, namely
S = 2
(
·c
′
i + c
′
i+1
2
· (r′i+1 − r′i)
)
(4.9)
wherein c′i is the chord length at the surface boarder and r′i the radius at the surface boarder. The surface
is multiplied with 2 to consider both, windward and leeward part of the blade. Out of the rotor torque,
rotor power P is computed by multiplying CTQ with the rotational speed of the rotor ω:
P = CTQ · ω (4.10)
The python script that computes the global coefficients CTH and CTQ and P is given in appendix C.3.
THETA also offers the output of global forces and momentum in the directions, defined by Lift di-
rection vector and Drag direction vector. The forces and moments are given for all surfaces, with force
computation turned on in the boundary mapping. The sum of lift and drag force can either be used
for convergence monitoring or during post-processing in a converged state. Nevertheless, in the case of
NREL phase VI rotor, large differences between the values computed by THETA over a closed surface
and the post-processing method presented in the test documentation appear. In table B.5 and B.4, the
results of the BL07 case of both methods are displayed. The first line, marked with an asterisk includes
the values, computed by THETA . Apparently, the values extracted from THETA output deviate from
the values, computed via the trapezoid method, about 5% in rotor thrust and −4.8% in rotor torque. It is
expectecd that for cases with larger wind velocities, deviations increase. Moreover, the THETA output
values appear to match experiments better. Anyway, from the blind comparison, performed by NREL
[2], it was expected, that rotor thrust is overestimated. Thus, the integration as performed throughout
literature is used for post-processing.
4.2 The baseline case
Pressure distributions of the BL case with v∞ = 7m/s (BL07) at the five different radial sections
are displayed in figure A.14. The black line connects the experimental mean values at the different pres-
sure transducers, while computational results are displayed in red. Agreement between both, experiment
and computation generally is very good but at the chord position of x/c = 50% at all blade section
at both windward and leeward side. Here, THETA predicts smaller pressure values, than they have
been measured during the experiment. Moreover, THETA appears to have some problems in accurately
predict the pressure at the very leading edge in all blade sections because dynamic pressure is clearly
underpredicted.
Compared to pressure distributions presented in literature, the overall cp−prediction is comparable, but
the prediction of the leading edge pressure has to be improved. Yelmule et al. [7], using the compressible
ANSYS CFX and a transition prediction tool, matches the pressure distribution perfectly. Also, Rahimi
et al. [8], who ensured grid convergence via a convergence study, matched the pressure at the leading edge
better. Rahimi et al. used the incompressible method by OpenFOAM. Both research groups performed
steady computations.
Normalization pressure (NP) of experiment and computation for v∞ = 7m/s are given in table B.6. At
all radial locations, the computed pressure is lower than the experimental mean values. At the radial
section r = 1.51m; r = 2.36m and r = 3.17m, the minimum NP underpredicted about up to 1.5%. At
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the other two sections, the computation underestimates the experimental mean values about 3.0% at
r = 4.02m and 2.3% at r = 4.78m. In summary, the NP are predicted to small by THETA , but results
quality improves with increasing rotor radius.
The pressure distributions for v∞ = 10m/s are displayed in figure A.15. As the flow conditions on
the leeward side become instable at the rotor inboard sections, it was necessary to average computational
pressure distributions. The result of averaging is displayed with the red lines. In figure A.15, it can clearly
be seen, that these averaged pressure distribution matche the experimental results very well. Even at
the chord position x/c = 50%, no deviations are found, as in the BL07 case. Nevertheless, THETA
experiences some issues in correctly predict the leading edge pressure, which is especially significant in
the section r = 1.51m (figure A.15(a)) to r = 3.17m (A.15(c)).
Compared to pressure distributions in literature, results are good, even though Yelmule et al. [7] match
experimental data better on the leeward side at radius r ≤ 3.17. In contrast, Rahimi et al. [8] also
fail to reproduce the pressure drop between leading edge and x/c ≤ 0.2 at the leeward side in sections
r = 1.51m and r = 2.36m.
The NP are listed in table B.7. As in the BL07 case, the computed NP on the blade is smaller than in
the experiment but only at section r = 1.51m, THETA fails the experimental minimum about 1.0%. In
all other sections, NP are in the experimental range an miss the experimental mean value between 0.9%
(r = 2.36m) and −2.3% (r = 4.78m).
Figure A.16 contains the pressure distributions of each section for the BL15 case. Results quality
is well comparable to the BL07 and BL10 cases. The only difference is made by sections r = 1.51m and
r = 4.78m, which are displayed in figure A.16(a) and A.16(e), respectively. At both sections, the averaged
computed pressure distribution does not follow the experimental curve at the leeward side. In the first
case, pressure is predicted to small at the front most 40% of the section and to large at the back part of
the section. In contrast, THETA appears to only have problems of correctly predicting flow conditions
on the leeward side of the leading edge at the blade tip. These problems may occure from the fact, that
in the experiment, the flow along the entire blade is detached, as can be seen at the large deviations
between experimental maximum and minimum pressure lines (figure A.16). This behavior has also been
noticed in the computational results. Hence, it is problable, that the sample rate in post-processing is
sufficient for blade sections, which are mostly defined by two-dimensional flow but lack in accuracy at
the blade root and tip, where flow is three-dimensional.
At the wind speed of v∞ = 15m/s, also the prediction of OpenFOAM, presented by Rahimi et al. [8], is
not as accurate as at lower wind speeds. Rahimi et al. experienced some difficulties in predicting separa-
tion in section r = 2.36m and the blade tip, where the separation is not computed correctly. Additionally,
the transition prediction, used by Yelmule et al. [7], fails at the leeward side of all wind speeds. Both
research groups justify the discrepancy with the prediction capability of RANS simulations.
Normalization pressures (table B.8) are overestimated in computation in all sections but r = 3.17m,
where the NP is underpredicted about −0.1%. The relative amount of overestimation reaches from 0.5%
at the blade root up to 5.5% at the blade tip, where the computed NP even exceeds the experimen-
tal maximum. In addition to the pressure distribution at blade section r = 4.78m, this indicates that
THETA experiences problems in correctly predicting the flow at this blade section.
From a physical point-of-view, BL25 is the most critical test case, computed for the BL series,
because of the separation all over the rotor and the high wind velocity. Nevertheless, THETA appears
to have less difficulties with this specific test case, as is visible in the exact reproduction of pressure
distributions, as displayed in figure A.17. Therein, the solid line marks the experimental mean value
while the symbols × and ◦ are the maximum and minimum pressure coefficients. The computed pressure
distribution is displayed in red. At the windward side, the agreement of experimental values and compu-
tation is perfect all over the blade. At the leeward side, some minor and insignificant deviations appear
at the outer part of the blade (figure A.17(c) to A.17(c)). Only in sections r = 1.51m and r = 2.36m
larger deviations occure. They may either result from the computational sample rate for averaging as
well as the Menter-SST-turbulence model.
Large deviations between experiment and computation is also documented by Rahimi et al. [8] who ex-
perienced comparable difficulties in predicting the pressure distribution at the inboard sections but even
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larger discrepancies at the outer blade part. Again, he argues that the RANS computation has problems
to correctly predict the pressure in deep stalled regions. The results of Yelmule et al. [7] are very exact
comparable to THETA results.
The NP are listed in table B.9. Pressure level is overestimated in all blade sections. Only in section
r = 3.17m, the predicted NP exceeds the experimental maximum. In all other sections, deviation to-
wards the experimental mean values varies between 1.8% (r = 4.02m) and 3.6% (r = 1.51m).
Concluding the pressure distributions and NP, it was found, that the overall pressure level is un-
derestimated for low wind velocities and overestimated for higher wind velocities. Pressure distribution
matches experimental data well. Unexpectedly, the BL15 case turns out to be the most critical for
THETA , even though it is not the most critical point from a physical point of view. The overestima-
tion of pressure with increasing wind velocity has already been documented in [2]. Therein, Simms et
al. stated, that overestimation in pressure dependent values increased with increasing wind velocity v∞.
The deviations in power was up to 200% in some of the competitors results. Thus, the overestimation of
77% in pressure is in accordance with this results. As power is integrated from the pressure distributions,
displayed before, increased pressure is in accordance with increased power.
Finally, the rotor thrust and rotor torque are compared to experiment and literature. An overview
of the experimental values and THETA results are given in table B.4 and B.5 for CTH and CTQ
respectively. In general, rotor thrust is in the range of experimental accuracy and the mean value is
missed about ±5.8%, depending on the flow condition. This disagrees with literature, because Oe et al.
[10] and Simms et al. [2] found overestimated values.
Rotor torque is significantly underestimated by the computation and the trend is increased with increasing
wind speed. While in case BL07, the mean torque value is underestimated about only 47.2%, this value
increases to 69.4% for case BL25. After having much better results in rotor thrust and knowing the results
from Oe et al. [10] and Simms et al. [2], the results are rather disappointing. The reason for the large
discrepancies may simply result from post-processing because following equation 4.7 CTQ depends on the
sectional torque coefficients, which depend on both sectional normal and thrust coefficients (equation In
equation 4.5). Both coefficients are weighted with a sine and cosine of the local angle of attack. With the
approximate range of angles between −17◦ and 3◦, the impact of cT on the sectional torque will be more
important than the normal force. In equation 4.4, it becomes clear, that cT depends on the pressure at a
certain profile thicknes. It is asumed, that the pressure distribution in experiment and computation do
not coincide perfectly but slight shifts may occure. Then, at the position yi two very different pressure
values may be present in both, experiment and computation. The combination of large gradients in
pressure distribution and profile thickness-distribution, especially at the leading edge, lead to a very high
sensitivity in cT , cTQ and CTQ. The normal force coefficient depends on the gradient in chord location,
which is smoother and thus cTH and CTH are more robust against small deviations between experiment
and computation.
Nevertheles, compared to literature, it was expected that rotor torque is overestimated. Thus, the results
of rotor torque are rather poor. In example, during the blind comparison [2] of NREL in 2001, rotor
power, was overestimated about 25% to 175% in cases with no stall and between 30% to 200% in stalled
flow conditions. As rotor power is computed by multiplying the rotor torque (CTQ) with the rotational
speed (ω) (comp. equation 4.10) deviations between rotor torque and rotor power can be compared
directly. A more detailed analysis is done by Oe et al. [10]. Oe et al. overestimated rotor power with
small wind velocities but underestimated rotor power v∞ ≤ 10m/s. By comparing different turbulence
models, Oe et al. found out, that the SA-turbulence model preserves power underestimation at higher
wind velocities.
Apart from global coefficients, in the BL cases the sectional normal and tangential coefficients cN and cT ,
at r = 1.51m, r = 3.17m, and r = 4.78m are discussed herein, because reference data of the NREL’s blind
comparison [2] is available. The comparison of THETA with experiment and the blind comparison is
displayed in figures A.18 and A.19, respectively. cN matches the experiment at all blade sections for wind
velocity v∞ = 7m/s. Moreover, an almost perfect match exists at the section r = 1.51m which is displayed
in figure A.18(a). At wind velocities between v∞ = 10m/s and v∞ = 25m/s, cN is too small, compared
to experiment. Nevertheless, cN is in the range of competitors in the mid section (figures A.18(b). At
the outmost section, all competitors partly experience some problems (figure A.18(c)) and also does
THETA . In this section, the computed cN distribution neither follows the trend of the experiment.
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These problems may occur from the issues, named for the discussion of pressure distributions.
The cT sectional coefficients show similar trends as the cN distributions. At wind velocitis of v∞ =
7m/s (attached flow state) and v∞ = 25m/s (complete separation) agreement between computation
and experiment is fine to excellent in all blade sections. In partly separated flow conditions, THETA
experiences some problmes. At section r = 1.51m (A.19(a)), THETA overpredicts cT and is even out of
the range of competitors. In contrast, in section r = 4.78m (A.19(c))and v∞ = 15m/s, cT is significantly
underpredicted. Problemes may occure from the sensitivities described for the rotor torque coefficients.
Anyway, for seciton r = 3.17m (A.19(b)) THETA is in the range of the different competitors even
though it does not match any of them that accurate. Comparing THETA results with Soerensen et al.
[9], the potential of improvement becomes quite obvious. For almost all computed wind velocities the
coincidence between computation and experiment is very good. Only, the BL10 case tends to be critical.
Summarizing the paragraph, THETA results are comparable to participants of the blind comparison,
even though results are certainly improvable. Most problems occure in partly separated flow states and
thus it is assumed that problmes may occure from the turbulence model, as well as the sensitivities from
integrating coefficients out of the data samples.
4.3 The low pitch case
Results for the cases LP07, LP10, and LP15 are displayed in figure A.20, A.21, and A.22, respec-
tively. In all figures, the experimental mean value is displayed with a black line. Maxima and minima of
measured cp are marked with × and ◦, respectively.
In genereal, results resemble those of the BL case and result’s quality is of the same order in both cases.
Pressure coefficients at the windward side perfectly agree with measured data for all radial sections.
Only the LP07 case appears to cause some difficulties around x/c = 50% (figure A.20) and the lead-
ing edge pressure is underestimated significantly. On the leeward side, agreement between experiment
and computation is perfect for the LP07 case. In contrast to that, the LP10 case shows less agreement
between experiment and computation. Especially, the leading edge pressure causes some problems and
with this the pressure drop in the first 40% of the blade section (figure A.21). In sections r = 1.51m,
r = 2.36m, and r = 3.17m, (figure A.21(a) to A.21(c)) the miss-predicted pressure drop is in the range of
experimental fluctuations due to separation but at the outer two sections, the experimental fluctuations
are missed. This may be caused by inaccuracies in predicting the pressure at the leading edge, as well as
problems of the U-RANS algorithm and turbulence models in regions of partly separated flow.
As in BL15 case, the LP15 case appears to be very critical. Here, the prediction of separation lacks in
accuracy. compared to experimental results. Especially in section r = 1.51m and r = 3.17m (figure
A.22(a) and A.22(c)), the average of computation does not follow the average in measurement. This may
occure from the computational sample rate on the one hand as well as from problems of the U-RANS
algorithm in separated flow conditions.
Normalization pressure for all three test cases are listed in tables B.10 to B.12. Other than in the
BL cases, all NP lie in the range of experimental fluctuations. Depending on wind velocity and blade
section, the pressure level is slightly over- or underpredicted. For example, in blade section r = 4.78m,
pressure is overpredicted in all three cases while the amount of overestimation increases from 0.9% in the
LP07 case to 2.6% in the LP15 case.
In the LP07 case (table B.10) is the most accurate one, because generally, the deviation from experimental
mean is less than 1%. Only exception is section r = 2.36m because here, deviation is unexpectedly large
(6.2%). The NP of the LP10 case is less accurate. Deviations from experiment lie between 1.7% and
3.7% in sections r = 4.78m and r = 2.36m and thus pressure is overestimated in along the entire blade.
In the LP15 case, pressure again is over- and underestimated. Deviations vary between −1.8% and 2.6%
in sections r = 3.17m and r = 4.78m.
The rotor thrust, listed in table B.13. Compared to the BL cases, no continuous trend is visible
in the test cases. While in the BL cases, rotor thrust was in the range of experimental data, this is not
true for the LP07 case, which overestimates rotor thrust and the LP10 case witch underestimates rotor
thrust. Only the LP15 case in the desired experimental range and misses −4.3% of rotor thrust to reach
the experimental mean.
Moreover, the trend in rotor torque is very similar to the BL cases. LP07 and LP10 are underestimated
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and to not reach experimental level. Only in the LP15 case, THETA reaches the experimental range
but is very close to the minimum level. The underprediction of LP10 and LP15 is a phenomena that
agrees well with the findings of Oe et al. [10] for the BL10 case. Reasons for the found results are identic
to the ones for the BL cases.
In summary it can be stated, that THETA predicts pressure levels with comparable accuracy in
BL and LP case. Some issues exist, regarding the prediction of leading edge pressure and the prediction
of rotor torque. Anyway, some minor differences in the flow condition exist, due to the differences in
blade pitch of −3◦ because THETA becomes unstable at faster wind velocities, e.g. v∞ = 24m/s. As
indicated in table B.13 and B.14, the computation lead to NaN . Thus, this case could not be evaluated
here. Reasons for decreased stability, other than the differences in blade pitch angle, have not been found.
4.4 The high pitch case
The HP07 (figure A.23) case resembles the BL07 and LP07 cases very much. Flow is attached all
over the blade, and thus deviations in experimental data are negligible over a wide range of the section
but become significant around x/c = 50% as well as at the leading edge.
Results of the HP15 and HP25 test case, displayed in figure A.24 and A.25, respectively, show identic
behavior of case BL15, BL25, and LP15. Apparently, the HP15 case is more critical, regarding from a
computational point of view. The reason is, that THETA appears to has problems in predicting the
separation in section r = 1.51m (figure A.24(a)) and r = 3.17m (figure A.24(c)) correctly. Almost identic
figures were found for the LP15 (figures A.22(a), A.22(c)) case while the BL15 case only appeard to
have problems in the root section. The problem of predicting the pressure drop at the blade tip (section
r = 4.78m, figure A.24(e)) has been seen in BL15 (figure A.16(e)) and LP15 (figure A.22(e)) as well but
is enforced and out of experimental fluctuations for the HP15 case.
In HP25 case (figure A.25), less problems in predicting the pressure at the leeward side in separated
flow conditions are detected. The only difference towards the BL25 case, is the fact that at the blade
tip (section r = 4.78m, figure A.25(e)), THETA experiences some problems. Neither at the windward
nor on the leeward side experimental range is matched properly. The reason for this behaviour have not
been found but may result from problems of U-RANS procedure in separated flow in combination with
three-dimensional flow conditions.
NP are listed in table B.15 for the HP07 case. As already found in the LP07 case, computed NP
are very close to the experimental mean values and deviate about less than −2.2% to 0.9%. Thus, the
result is very satisfying.
In the HP15 case (table B.16), deviations varie between ±0.25% along the entire blade while overpredic-
tions are likelier at large radius. As the experimental range is always matched, results are satisfying as
well. Moreover, the HP25 (B.17) case leads to very good results, regarding the NP. At section r = 1.51m
even a 100% match between computation and experiment is achieved. In all other section pressure is
overestimated with a maximum of 2.5% at r = 4.78m.
Rotor thrust of the cases HP07 is overestimated about 9.7%. Both, the HP15 and HP25 cases
are underpredicted, while the HP15 case appears to be the more critical. Nevertheless, all values are in
experimental ranges and thus satisfying.
As it has already been seen in the BL and LP cases, rotor torque (table B.18) is underestimated at
all wind velocities and out of the experimental range. In the HP07 case, rotor torque (table B.19) is
underestimated about 67.9% and even 83.7% in the HP25 case. This phenomena has been detected in
the both, BL and LP case and was documented by Oe et al. [10] for the BL case. Moreover, some of
the huge discrepancies may occure from post-processing as described in the BL case (section 4.2). Thus,
results are consistent with earlier findings.
4.5 Studies on THETA parameters
As has been shown above, the pressure distributions in all test cases are similar. Moreover, the rotor
torque prediction in computation clearly has deficits, in comparison to the experiment. In order to
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quantify the impact of certain factors of the result accuracy further studies on selected test cases are
performed. The issues to examine were the impact of
• the time step size (section 4.5.1)
• the turbulence model (section 4.5.2).
• the spatial discretization type (section 4.5.3)
The impact of tower and nacelle is part of further studies, performed after the studies on the isolated
rotor and documented in following reports. Nevertheless, the BL10 and LP07 cases were computed in a
chimera overset configuration to ensure, that using this technique has no impact on computation stability
and results (section 4.5.4).
4.5.1 Influence of the time step size
After reaching a periodic state, usually after 2 complete revolutions, the pressure on the leeward side
may still shows oscillating changes, depending on the turbulent state on the blade. Thus, all pressure
distributions plotted in figures A.14 to A.25 were averaged. Because of the oscillating flow conditions of
attached and separated flow, the question whether the computation is time step converged arose.
In this study, which used the BL07 case, the initial time step of δt = 2.314814815 · 10−03s is equivalent
to a rotor advance of ∆Ψ = 1◦. To check time step convergence, the computation was also run with
∆Ψ = [2◦; 0.5◦; 0.1◦; 0.05◦]. The first result is, that doubling the time step to δt = 4.62962963·10−03s lead
to unstable computation. NaN was detected during the first half revolution. Moreover, the computation
with a rotor advance of ∆Ψ = 0.1◦ also becomes unstable during the first revolution. Pressure plots of
the other time steps in all 5 section are displayed in figure A.26.
In all sections, perfect agreement between the time step size is found on the windward side. This was to
be expected, because the flow is attached and thus very stable. Moreover, on the leeward side, pressure
distributions do hardly differ. Some minor differences between the different curves are distinguishable
in all sections. Thus, in the BL07 case, time step convergence is reached with the coarsest time step of
δt = 2.314814815 · 10−03s or rather ∆Ψ = 1◦. Out of figure A.26 it is stated, that a time step size of
δt = 1.157407408·10−03s or rather ∆Ψ = 0.5◦ is small enough and that it is not worth it to further reduce
the time step. Contrary, an decreased time step enforces the underestimation of leading edge pressure.
According to the pressure distributions, the NP which are listed in table B.20, hardly show differences
in the NP. By reducing the rotor advance about 1/2, the absolute change in NP is −0.2Pa in section
r = 1.51m to 0.6Pa in section r = 2.36m which is equivalent to a change of less than 0.3%. Certainly,
changes in NP become stronger with further decreased time step. Anyway, reducing the rotor advance
about 20% leads to a change in NP of maximal 1.5Pa. These changes are negligible, especially compared
to deviations from experimental values. Thus, as the NP appear time step converged for time steps
according to a rotor advance of ∆Ψ = 1.0◦, it is recommended to use a rotor advance of a rotor advance
of ∆Ψ = 0.5◦, the smallest.
4.5.2 Spalart-Allmaras turbulence model
In this section, the impact of using different turbulence models is evaluated, using the BL10 case. A rotor
advance of ∆Ψ = 0.5◦ and the UDS scheme is chosen for momentum and turbulence equations. Pressure
plots are displayed in figure A.27. Out of this figure it is obvious, that almost no significant differences
between both turbulence models exist. Small differences occure in the prediction of leading edge pressure
in all sections but r = 1.51m (figures A.27(b) to A.27(e)). In every other section, the SA-model predicts
even higher leading edge pressures than Menter’s SST-model which has already been to large in that case.
By having a very close look to the pressure distribution on the leeward side, some differences in predicting
pressure distribution exist in the rear part of the blade sections r = 2.36 and r = 4.78m (figures A.27(b)
and A.27(e)). Usually, the SA-model is closer to the experimental value while the SST-model shows an
offset. Thus, regarding only the pressure distributions, the SA-model may have some small advantages in
comparison to Menter’s SST-model. However, the better agreement in pressure distributions is paid with
an enlarged overall pressure level of approximately 4.8Pa. In table B.21, the according NP are listed.
In some sections this leads to better agreement between computation and experiment as e.g. in section
r = 1.51m where deviation from experiment decreases from 8.0% to 5.0%. In the neighbouring section
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(r = 2.36%) the identic increase of NP leads to an increased deviation from 0.9% to 2.9%. Furthermore, in
section r = 3.17m the SST-model underestimates the NP about −0.8%, while the SA-model overpredicts
pressure.about 0.4%. In this case, none of the turbulence models has a significant advantage. The three
different cases illustrate, that both turbulence models are equivalent and the advantages of one about
the other cannot be quantified reliably. Thus, no unambigous recommendation about turbulence models
is given herein, but it is stated that they both can be used for the simulations of flow conditions around
a wind turbine.
4.5.3 Spatial discretization type
This far, all results are computed with the first order upwind spatial discretization (UDS) scheme. As,
a second order central discretization scheme (CDS) and a third order quadratic upwind discretization
scheme (QUDS) is also available, the impact on results is examined in this section. The motivation of
using UDS is rather simple: It is the most stable scheme. Anyway, it appears to lack in accuracy, espe-
cially if flow conditions become more difficult. Thus the test case, in which most difficulties were found
during the studies of test cases was chosen for this study. Namely, it is the BL15 case.
In this study, a rotor advance of ∆Ψ = 0.5◦ was chosen and pressure distributions are averaged. The
BL15 computation with an UDS scheme was repeated with an adjusted time step.
Having a look at the pressure distributions in the blade sections as displayed in figure A.28, the difference
between discretization schemes on the windward side of the blade is negligible. Thus, the discretization
type has no impact on attached flow conditions. In contrast, on the leeward side, noticeable differences
between the discretization schemes appear. The most significant difference, is that the pressure at the
leading edge is matched better with increasing oder of discretization schemes. This becomes visible
especially in sections r = 1.51m, r = 3.17m, and r = 4.02m (figures A.28(a), A.28(c), and A.28(d)).
Moreover, in deep stall flow conditions, pressure distributions strongly depend on the discretization type.
In the BL15 case, this is becomes visible in section r = 1.51m (figure A.28(a)), which is also the section
which THETA predicts the poorest. Anyway, results become more accurate, with increasing order of
discretization schemes. The QUDS scheme still does not reach experimental mean values but is a lot
closer than the UDS and even the CDS scheme. In other blade sections, as e.g. r = 4.02m and r = 4.78m
(figures A.28(d), A.28(e)), the CDS scheme might have small advantages in predicting the pressure drop
at the leading edge. Thus, out of the pressure distributions, it is strongly recommended to use at least
the CDS if flow becomes more complex. Only attached flow conditions should be solved with the UDS
scheme.
Another important insight in the quality of spatial discretization schemes can be obtained by having
a look at the NP in table B.22. The time step adjustment leads to slightly adjusted NP for the UDS
scheme, which explains differences in table B.8 and the first column of table B.22. On a first glance, it is
found that the BL15 case computed with UDS leads to very large NP that are out of the experimental
values. With increasing order of the spatial discretization scheme, the NP decreases significantly. Thus,
the NP, computed with CDS, are in the experimental range until section r = 4.02m while with the QUDS
even the last section almost is in experimental range. This behaviour coincides with the fact, that with
increasing order in spatial discretization the leading edge pressure is predicted more accurate.
In summary, it is strongly recommended to use at least the CDS for all flow conditions, because accuracy
in pressure prediction is increased significantly. Results are even improved by using QUDS. Nevertheless,
CDS and QUDS computations are about 1.5× as expensive as UDS computations, regarding computa-
tional time. Hence, in cases where stall is not expected, the CDS is sufficient.
4.5.4 Chimera overset mesh of isolated rotor
To be able to perform tests on the chimera overset mesh technique, the version of THETA was changed
from 10.1 to 11.0. To be able to compare results to further studies, the time step was set to the initial
value with a rotor advance of ∆Ψ = 1◦, the UDS discretization scheme was used, and the Menter-SST
turbulence model. The motivation of performing a test with a chimera block rotating in a cylinder was
to check, whether the chimera overset mesh technique has an impact to the computational results. The
test has been performed on the LP07 case and the BL10 case. Normalization has been performed by
using the NP of the plain computation.
Results of the LP07 case are displayed in figure A.29 and are very satisfying. Therein, the red lines and
symbols mark results of computation without chimera, which is called plain computation hereafter. The
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green symbols and lines mark the chimera computation. As can be seen throughout all sections, pressure
plots coincide very good. Solely two points are not in perfect agreement. First, the leading edge pressure
is even stronger underpredicted in the chimera computation than in the plain computation. Secondly,
in section r = 4.02m and r = 4.78m (figure A.29(d),A.29(e)) some deviations at x/c = 50% at the
leeward side appear. Those discrepancies are connected to the interpolation in the chimera overset region
which appears to be to close to the leading edge of the blade as well as the outer rotor part. Because
the flow solution may be influenced and less accurate in the chimera overlapping region, results are not
completely identic. This statement is enforced by the result of the NP for both computations as listed
in table B.23. NP between both computation deviate between 1.2Pa at the blade root and deviation
increases to 2.7Pa at section r = 4.02m. This behaviour confirms that the interpolation in the chimera
overlapping region close to the blade tip has an impact on the flow solution. As the relative deviation
between both computation is below 2.2% (section r = 2.36m), the error is considered negligible and thus
the chimera setup can be used without any restrictions.
Regarding the BL10 case, results confirm statements that are found for the LP07 case. Out of figure
A.30, the enforced overestimation of leading edge pressure in the chimera setup is also found for this test
case. Moreover deviations in the pressure distribution on the leeward side are found. In the BL10 case,
also sections r = 2.36m and r = 3.17m (figure A.30(b) to A.30(e)) are affected. Usually discrepancies
appear in the area around x/c50% but in section r = 3.17m (figure A.30(c)) the pressure drop right
after the leading edge is predicted differently. These differences do not result from the chimera setup
but from the following changes in the blade grid: First the overset region was enlarged by widening the
chimera child mesh in flow direction about 2 element lengths 2 · δ. Then, the point distribution in the
boundary layer was changed by enlarging the distance between the wall and the nearest wall point from
δ = 2.3 · 10−6 to δ = 2.4 · 10−6. With this y+ increased from y+ = 4.9 · 10−3 to y+ = 1.7 · 10−2. It is
the modification to the grid, that is visible in the pressure distribution. Namely y+ has an impact on the
turbulence equation which impacts the pressure on the surface. These changes became necessary because
in the BL10 case the chimera overset technique had a negative impact on the computation stability and
the first attempt to run the computation lead to NaN . Thus, it is these changes that are responsible for
differences in chimera and plain computation.
Nevertheless, the NP deviate about ±0.6 which is equivalent to a maximal relative difference of 0.4%.
This deviation certainly is negligible.
Concluding this section, the chimera overset technique does have negligible impact on the computed
normalization factors. If identic meshes in plain and chimera computation can be used, no differences in
results can be found. In some cases, chimera may have an impact on the computation stability.
4.5.5 Code-to-code comparison of THETA and TAU
After having successfully validated THETA against an experiment for some flow conditions, it is matter
of interest whether THETA also is comparable to TAU results. Thus, a code-to-code comparison of
the BL07 case was performed, regarding the pressure distributions in all five sections. The pressure
distributions are plotted in figure A.31. Therein, absolute dynamic pressure is plotted to show whether
any large discrepancies exist.
Two differences between both solvers are apparent on the first glance. First, TAU underestimates the
leading edge pressure even more than does THETA in all blade sections. Moreover, TAU reacts more
sensitive to the small pressure tab that was used to mesh the trailing edge. In THETA hardly any
oscillations are recognized while TAU shows high frequency oscillations. Other than that only minor
differences in the pressure distribution are found, concerning the leeward side at position x/c = 50%.
Concluding the code-to-code comparison, THETA appears to compute flow conditions as accurate as
TAU even if major differences in turbulence model, temporal discretization and spatial discretization
exists. Thus, code-to-code comparison is considered successful.
17
5 Conclusion
The motivation of the studies, performed herein is to validate THETA for wind turbine application.
For this purpose, the isolated NREL phase VI rotor under several wind conditions without yawing was
examined. Result’s characteristics at identic wind speeds and differing blade pitch angles show similar
behavior and point out issues for upcoming studies with THETA on wind turbines. Summarizing the
results of pressure distribution and rotor thrust, agreement with experiment is good to excellent and
in range of results publicized in literature. Regarding rotor thrust prediction, there is potential for
improvement of results.
THETA appears to have issues in correctly predicting the leading edge pressure. This issue should be
part of further investigations.
During the time step study, it was found that time steps of δt0 = 2.3148148148 · 10−03s or a rather
rotor advance ∆Ψ = 1◦ is sufficient to achieve completely time step converged solutions. Nevertheless,
computation stability appears to depend on the time step size such that the computation diverges for
time steps of 2 · δt0 or 1/10 · δt0. It is thus recommended to modify the THETA code such that stability
does not depend on the time step anymore. Moreover, it was found that both SA and Menter-SST model
are able to predict flow conditions and pressure distributions with good to excelent accuracy and results
of both models coincide. Thus, both models can be used for computation of wind turbines without
restrictions. Moreover it is recommended to perform all computations with at least second order spatial
discretization schemes (CDS or QUDS) because normalization pressure as well as leading edge pressure
are predicted with higher accuracy. Additionally, pressure distributions in regions with (partly) separated
flow are predicted more accurate.
Regarding the chimera overset grid technique, overlapping regions that are too close to the blade geometry
affect results accuracy and even have the power to destabilize computation. As long as the chimera
overlapping region is large enough, the chimera overset technique can be sused without significant losses
in accuracy.
A very brief comparison of THETA and TAU for one test case showed, that both codes result in almost
identic prediction of pressure distribution. Thus, extended code-to-code validation may be good for cases
where no experimental data exist.
After having successfully validated THETA against the NREL phase VI experiment, using the isolated
rotor, further steps can be undertaken to extend validation and improve reliability of the CFD solver.
These steps will also extend the validated application field and include
• improve prediction of leading edge pressure
• performing a grid convergence study
• investigate the impact on results accuracy and computation stability of 2nd order time discretization
schemes
• considering the impact of tower and nacelle
• further validate THETA with TAU on different rotors such as the NREL 5MW rotor
Moreover, it was found in section 4.5.1, that turbulent flow conditions still depend on the time step
size at the blade root. It may also be, that all results are grid dependent, because a grid convergence
study was not performed.
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A Figures
(a) Chord sections of pressure transducers (b) Spanwise pressure distribution tabs
Figure A.1: Sketches of the blade geometry, extracted from [1]
Figure A.2: Boundary layer grid of both blades
1
(a) Cut at the position r = 1m (b) Cut at the position r = 5m
Figure A.3: Cut through the O-O grid at differing span positions
Figure A.4: Nearfield grid of isolated rotor
Figure A.5: Farfield grid of isolated rotor, no chimera
2
Figure A.6: Farfield grid of isolated rotor, chimera
(a) C-topology around profile (b) C-H-topology around a rotor blade
Figure A.7: Example of C-H-topology at NREL6 rotor
Figure A.8: Iso-surface of residual in computation with C-H-topology
3
(a) Blade orientation (b) Detail of trailing edge
Figure A.9: Wall normals at blade tip
(a) O-topology around profile (b) O-O-topology around a rotor blade
Figure A.10: Example of O-O topology at NREL6 rotor
(a) O-topology at blade section (b) Detailed view, trailing edge
Figure A.11: Maximum included angle in an O-topology at root section of rotor
4
Figure A.12: Angle between grid line and blade surface; View on trailing edge of profile
Figure A.13: Point of divergence: acute pyramid with to large AR
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.14: Pressure distribution at blade sections; BL07 case
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(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.15: Pressure distribution at blade sections; BL10 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.16: Pressure distribution at blade sections; BL15 case
6
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.17: Pressure distribution at blade sections; BL25 case
(a) r = 1.51m (b) r = 3.17m (c) r = 4.78m
Figure A.18: Normal force coefficients at different radial sections; data extracted from [2]
(a) r = 1.51m (b) r = 3.17m (c) r = 4.78m
Figure A.19: Tangential force coefficients at different radial sections; data extracted from [2]
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(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.20: Pressure distribution at blade sections; LP07 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.21: Pressure distribution at blade sections; LP10 case
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(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.22: Pressure distribution at blade sections; LP15 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.23: Pressure distribution at blade sections; HP07 case
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(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.24: Pressure distribution at blade sections; HP15 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.25: Pressure distribution at blade sections; HP25 case
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(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.26: Time step study on BL07 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.27: Comparison of pressure distribution in dependence of turbulence model; BL15 case
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(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.28: Comparison of spatial discretization schemes; BL15 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.29: Comparison of pressure distribution without and with chimera; LP07 case
12
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.30: Comparison of pressure distribution without and with chimera; BL10 case
(a) r = 1.51m (b) r = 2.36m (c) r = 3.17m
(d) r = 4.02m (e) r = 4.78m
Figure A.31: Code-to-code comparison of pressure distribution at blade sections; BL07 case
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B Tables
Table B.1: Summary of grid characteristics
Grid part Boundary layer Nearfield Farfield
grid grid grid
δ[m] 2 · 10−6 0.12− 0.14 0.19− 10.1
R[m] - 5.8 100.58
d[m] - 1.35 75.4
No. of points [Mio.] 9.2 0.6 1.2
Table B.2: Run test cases on an isolated rotor configuration in rotating cylinder
Velocity Low Pitch Baseline High Pitch
[m/s]
7 X X X
10 X X
15 X X X
25 z X X
Table B.3: Recommended combination of spatial discretization schemes and limiters
Discretization Limiter momentum Limiter turbulence
scheme equation equation
UDS 0 (none)
CDS 1 NVD
QUDS 1 VENK
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Table B.4: Rotor thrust for BL case
Velocity Computation Exp. Mean Exp. max Exp. min
[m/s] [N ] [N ] [N ] [N ]
7* 1234.8 1149 1188 1076
7 1179.1 1149 1188 1076
10 1581.6 1663 1805 1500
15 2144.1 2278 2754 1383
25 3892.5 3883 4424 3429
Table B.5: Rotor torque for BL case
Velocity Computation Exp. Mean Exp. max Exp. min
[m/s] [Nm] [Nm] [Nm] [Nm]
7* 610.0 796.1 822.5 727.3
7 420.5 796.1 822.5 727.3
10 715.2 1313.4 1431.6 1206.4
15 219.3 1104.0 1622.3 682.4
25 332.9 1086.6 1497.7 839.9
Table B.6: Normalization pressure for BL07 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 104.6 118.4 127.9 106.2
46.9 220.6 232.9 241.5 222.4
63.0 376.0 396.4 410.0 379.4
79.9 589.8 608.1 631.8 585.7
95.0 824.4 844.3 866.2 815.7
Table B.7: Normalization pressure for BL10 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 139.2 151.3 159.7 140.7
46.9 254.6 252.2 266.2 237.4
63.0 409.1 412.6 430.3 393.1
79.9 623.1 630.0 652.3 602.6
95.0 854.3 875.3 902.4 849.1
Table B.8: Normalization pressure for BL15 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 217.2 216.0 232.6 199.2
46.9 335.4 327.0 343.2 310.5
63.0 490.4 491.1 522.8 462.5
79.9 702.8 683.3 721.3 637.7
95.0 933.2 884.9 925.2 845.0
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Table B.9: Normalization pressure for BL25 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 487.7 470.5 496.7 441.1
46.9 605.1 584.3 611.8 553.6
63.0 764.2 719.0 749.4 681.0
79.9 975.1 957.6 1002.8 902.6
95.0 1197.6 1155.2 1202.8 1107.3
Table B.10: Normalization pressure for LP07 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 112.0 111.5 119.0 101.9
46.9 227.5 214.3 224.3 203.0
63.0 382.5 383.4 396.9 368.2
79.9 594.5 603.9 621.0 587.5
95.0 828.4 820.6 843.1 799.6
Table B.11: Normalization pressure for LP10 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 144.1 147.4 158.0 134.7
46.9 261.0 251.8 266.3 236.9
63.0 416.7 403.7 422.9 381.9
79.9 627.4 610.6 630.6 588.3
95.0 859.0 844.5 872.3 820.2
Table B.12: Normalization pressure for LP15 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 216.9 218.8 236.0 203.7
46.9 335.8 331.5 349.9 309.9
63.0 490.8 499.6 528.5 470.0
79.9 704.5 694.8 730.6 657.9
95.0 935.5 911.1 963.3 857.7
Table B.13: Rotor thrust for LP case
Velocity Computation Exp. Mean Exp. max Exp. min
[m/s] [N ] [N ] [N ] [N ]
7 1375.2 1330.7 1359.3 1274.0
10 1634.5 1872.9 2065.5 1687.3
15 2343.3 2450.6 2863.8 2093.9
Table B.14: Rotor torque for LP case
Velocity Computation Exp. Mean Exp. max Exp. min
[m/s] [Nm] [Nm] [Nm] [Nm]
7 634.4 812.5 837.6 751.3
10 553.6 990.1 1157.9 881.6
15 195.6 481.3 920.0 119.9
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Table B.15: Normalization pressure for HP07 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 110.8 113.3 121.6 103.6
46.9 226.7 226.8 235.8 215.1
63.0 383.6 388.4 401.5 374.6
79.9 599.2 598.4 618.0 574.6
95.0 832.4 825.0 843.3 804.1
Table B.16: Normalization pressure for HP15 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 220.8 225.9 242.8 206.0
46.9 338.3 334.6 352.1 313.5
63.0 493.3 497.6 525.1 463.2
79.9 704.1 687.0 726.7 645.7
95.0 935.1 911.3 953.2 865.3
Table B.17: Normalization pressure for HP25 case
Position Computation Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa]
30.0 472.0 472.0 498.1 447.0
46.9 592.2 578.2 608.9 551.3
63.0 746.6 735.5 768.8 696.8
79.9 960.3 959.8 1012.5 900.2
95.0 1183.0 1154.5 1201.1 1099.3
Table B.18: Rotor thrust for HP case
Velocity Computation Exp. Mean Exp. max Exp. min
[m/s] [N ] [N ] [N ] [N ]
7 940.4 857.9 904.5 771.4
15 1963.6 2126.6 2521.8 1794.0
25 3686.4 3772.7 4597.5 3324.0
Table B.19: Rotor torque for HP case
Velocity Computation Exp. Mean Exp. max Exp. min
[m/s] [Nm] [Nm] [Nm] [Nm]
7 208.3 649.1 679.1 575.8
15 411.5 1615.4 2048.3 1252.0
25 264.6 1620.0 2116.8 1213.6
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Table B.20: Normalization pressure in dependence of time step size vor BL07 case
Position ∆Ψ = 1.0◦ ∆Ψ = 0.5◦ ∆Ψ = 0.05◦ Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa] [Pa] [Pa]
30.0 108.7 108.5 107.8 216.0 232.6 199.2
46.9 223.3 222.7 222.6 327.0 343.2 310.5
63.0 377.3 377.4 377.1 491.1 522.8 462.5
79.9 590.4 590.2 589.8 683.3 721.3 637.7
95.0 821.5 821.8 820.0 884.9 925.2 845.0
Table B.21: Comparison of normalization pressure with different turbulence models for BL10 case
Position Menter-SST SA Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa] [Pa]
30.0 139.2 143.8 151.3 159.7 140.7
46.9 254.6 259.4 252.2 266.2 237.4
63.0 409.1 414.3 412.6 430.3 393.1
79.9 623.1 627.9 630.0 652.3 602.6
95.0 854.3 858.9 875.3 902.4 849.1
Table B.22: Normalization pressure in dependence of spatial discretization schemes for BL15 case
Position UDS CDS QUDS Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa] [Pa] [Pa]
30.0 245.1 227.3 205.3 216.0 232.6 199.2
46.9 363.8 341.4 318.7 327.0 343.2 310.5
63.0 518.4 495.4 485.7 491.1 522.8 462.5
79.9 730.8 707.3 700.5 683.3 721.3 637.7
95.0 961.8 933.4 926.5 884.9 925.2 845.0
Table B.23: Comparison of normalization pressure with and without chimera for LP07 case
Position Plain Chimera Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa] [Pa]
30.0 112.0 110.8 111.5 119.0 101.9
46.9 227.5 225.5 214.3 224.3 203.0
63.0 382.5 380.1 383.4 396.9 368.2
79.9 594.5 591.8 603.9 621.0 587.5
95.0 828.4 826.1 820.6 843.1 799.6
Table B.24: Comparison of normalization pressure with and without chimera for BL10 case
Position Plain Chimera Exp. mean Exp. max Exp. min
[%] [Pa] [Pa] [Pa] [Pa] [Pa]
30.0 139.2 138.9 151.3 159.7 140.7
46.9 254.6 255.2 252.2 266.2 237.4
63.0 409.1 409.7 412.6 430.3 393.1
79.9 623.1 619.9 630.0 652.3 602.6
95.0 854.3 853.6 875.3 902.4 849.1
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C Source codes
C.1 Parameter file
################################################################################
# $Revision: 17254 $
# $Date: 2013-11-25 17:09:41 +0100 (Mon, 25 Nov 2013) $
# $Author: alexis.aposporidis $
################################################################################
--------------------------------------------------------------------------------
Files/IO
--------------------------------------------------------------------------------
Boundary mapping filename: (thisfile)
Primary grid filename: rotor-chimera_BL2.1.grid
Grid prefix: rotor-chimera_BL2.1.grid
Output files prefix: NREL6_BL_10mps
Restart-data prefix: (none)
Automatic parameter update (0/1): 1
Enable logfile output on all domains (0/1): 1
--------------------------------------------------------------------------------
Preprocessing
--------------------------------------------------------------------------------
Preprocessing for incompressible solver (0/1): 1
Translation factor for shifted boundary points: 1
Correct metric for boundary control volumes (0/1): 1
Project boundary control volumes coordinates (0/1): 1
Partitioning ------------------------------------: -
Use parallel initial partitioner (0/1): 0
Number of domains: 2
Number of multigrid levels: 4
Structured grid coarsening: 0.5
Type of partititioning (name): zoltan
Runtime optimisation ----------------------------: -
Cache-coloring (0/max_faces in color): 200000
Bandwidth optimisation (0/1): 0
Agglomeration -----------------------------------: -
Type of agglomeration: private
Agglomeration version: 1
Point fusing reward: 1.2
Surface agglomeration ratio: 0
Wallnormal agglomeration ratio: 0
Type of coarsening for MGridGen: 4
Type of refinement for MGridGen: 6
Minsize for the coarse graph for MGridGen: 2
Maxsize for the coarse graph for MGridGen: 4
Output MG agglomeration (0/1): 1
Output changed grid (0/1): 1
Output level: 10
--------------------------------------------------------------------------------
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Solver
--------------------------------------------------------------------------------
Computational quantities ---------------------------------: -
Discretization scheme for momentum (UDS/CDS/LUDS/QUDS): UDS
Use gradient limiter for momentum (0/1): 0
Time discretization scheme (Steady/EU_E/EU_I/TPB/CN): EU_I
Coordinates for monitoring point(s): 0 0 4.78 , 0 0 3.17, 0 0 1.51
List of monitoring variables: all
List of global monitor values: Resiudal_Mx_My_Mz_Fx_Fy_Fz
Timestepping Start/Stop ----------------------------------: -
Maximal time step number: 1080
Timestep Settings-----------------------------------------: -
CFL number or negative time step: -1.157407408e-03
Time-discretization fully implicit (0/1): 0
Activated models -----------------------------------------: -
Names of models to use: SST_KOM MOM_SRC
Reference quantitites ------------------------------------: -
Reference density: 1.225
Reference viscosity: 1.82e-5
Reference pressure: 0
Reference point coordinates: 0 0 0
Reference velocities: 10. 0.0 0.0
Projection -----------------------------------------------: -
Projection weighting factor: 1.0
Pressure equation solver ---------------------------------: -
Maximal number of iterations for pressure solver: 100
Minimum number of iterations for pressure solver: 5
Epsilon for pressure solver: 5.e-4
Type of solver for pressure equation: FGMRES
Preconditioning of pressure solver: MG
MG description filename for pressure solver: v4
Under-relaxation factor for MG pressure smoother: 0.8
Averaging parameter value for MG pressure solver: 1.2
Pressure multigrid type (STD/PFM/AMG): PFM
Max. number of iterations for coarse grid pressure solver: -1
Momentum equation solver ---------------------------------: -
Maximal number of iterations for momentum solver: 1000
Minimum number of iterations for momentum solver: 5
Epsilon for momentum solver: 5.e-4
Turbulence equation solver -------------------------------: -
Under-relaxation factor for turbulence equation: 0.7
Discretization scheme for turbulence (UDS/CDS/LUDS/QUDS): UDS
Use gradient limiter for turbulence quantities (VENK/NVD): (none)
SST limitation version: Strain_rate
Output level for turbulence (0/1): 1
Scalar equation solver -----------------------------------: -
Maximal number of iterations for scalar solver: 1000
Minimum number of iterations for scalar solver: 5
Epsilon for scalar solver: 1.e-4
Moving grid-----------------------------------------------: -
Suppress error on orphaned points (0/1): 1
Geometric conservation law (0/1): 1
Compute exact whirlflux (0/1): 1
Inviscid flux discretizazion type: Central
Central convective meanflow flux: Flux_of_average
Central convective turbulence flux: Flux_of_average
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Motion hierarchy filename: (thisfile)
Motion description filename: (thisfile)
Type of grid movement: rigid
Extended motion monitoring (0/1): 1
--------------------------------------------------------------------------------
Postprocessing
--------------------------------------------------------------------------------
Add residuals of scalar equations (0/1): 1
Surface output values: xyzgeod_yplus_cp_fxyz
Field output values: xyzgeod_vxyzgeod_l2_cp_notfound_blank_ipzone_fxyz
Output period: 10
----------------------------------------------------
tau2plt
----------------------------------------------------
Output Control ----------------------------------: -
Volume data output (0/1): 1
Surface data output (0/1): 1
Ascii (0/1): 0
Precision: 9
Chimera component output (Tecplot, Ensight Gold) (0/1): 1
Variable list: (none)
--------------------------------------------------------------------------------
bmap data
--------------------------------------------------------------------------------
Use Theta (0/1): 1
-----------------------------------------------------
Markers: 0
Type: chimera
Name: chimera
Multigrid priority: 1
block end
---------------------------
Markers: 1
Type: chimera
Name: chimera
Multigrid priority: 1
block end
---------------------------
Markers: 2
Type: chimera
Name: chimera
Multigrid priority: 1
block end
---------------------------
Markers: 3
Type: symmetry plane
Name: boundary euler
block end
---------------------------
Markers: 4
Type: inflow
Name: front
Mass flux: 0
Turb. degree: 0.01
Turb. length scale: 0.01
Velocity: 10. 0 0
block end
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---------------------------
Markers: 5
Type: outflow
Name: back
Extrapolate pressure (0/1): 0
Extrapolation direction: 1 0 0
block end
---------------------------
Markers: 6
Type: wall
Subtype: turbulent
Name: uebergang
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 7
Type: wall
Subtype: turbulent
Name: blade1surface
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 8
Type: wall
Subtype: turbulent
Name: blade1surface
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 9
Type: wall
Subtype: turbulent
Name: blade1surface
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 10
Type: wall
Subtype: turbulent
Name: blade2surface
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 11
Type: wall
Subtype: turbulent
Name: blade2surface
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 12
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Type: wall
Subtype: turbulent
Name: blade2surface
Calc force (0/1): 1
Write surface data (0/1): 1
block end
---------------------------
Markers: 13
Type: chimera
Name: chimera
Multigrid priority: 1
block end
---------------------------
Markers: 14
Type: chimera
Name: chimera
Multigrid priority: 1
block end
---------------------------
Markers: 15
Type: chimera
Name: chimera
Multigrid priority: 1
block end
--------------------------------------------------------------------------------
Motion definition
Evaluate forces and moments at node: rotor_head
--------------------------------------------------------------------------------
Node name: background
Node reference frame: inertial
Node controls grid block: 1
Node motion description id: static
hdf end
---------------------------------
Node name: rotor
Node reference frame: background
Node controls grid block: 2
Node motion description id: rotate
hdf end
---------------------------------
Motion description id: static
Type of movement: rigid
Origin of local coordinate system: 0 0 0
Degree of polynomial for rotation: 0
Polynomial coefficients for rotation yaw: 0 0
Polynomial coefficients for rotation pitch: 0 0
Polynomial coefficients for rotation roll: 0 0
mdf end
---------------------------------
Motion description id: rotate
Type of movement: rigid
Origin of local coordinate system: 0 0 0
Degree of polynomial for rotation: 1
Polynomial coefficients for rotation yaw: 0 0
Polynomial coefficients for rotation pitch: 0 0
Polynomial coefficients for rotation roll: 0 432
mdf end
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C.2 Extract blade sections from field solution
#!MC 1400
# Created by Tecplot 360 build 14.0.2.35002
#------------------------------------------
#Macro schreibt Daten in Datei --> Achtung Dateiname anpassen
# -->Achtung: Koordinatennormierung und Winkel fuer Rotation anpassen!
#------------------------------------------
$!VarSet |MFBD| = ’/home/laen_an/NREL6/Results/’
$!ACTIVEFIELDMAPS -= [1-3,11-13]
$!GLOBALTHREED SLICE{ORIGIN{Z = 1.51}}
$!CREATESLICEZONEFROMPLANE
SLICESOURCE = SURFACEZONES
FORCEEXTRACTIONTOSINGLEZONE = YES
COPYCELLCENTEREDVALUES = NO
$!GLOBALTHREED SLICE{ORIGIN{Z = 2.36}}
$!CREATESLICEZONEFROMPLANE
SLICESOURCE = SURFACEZONES
FORCEEXTRACTIONTOSINGLEZONE = YES
COPYCELLCENTEREDVALUES = NO
$!GLOBALTHREED SLICE{ORIGIN{Z = 3.17}}
$!CREATESLICEZONEFROMPLANE
SLICESOURCE = SURFACEZONES
FORCEEXTRACTIONTOSINGLEZONE = YES
COPYCELLCENTEREDVALUES = NO
$!GLOBALTHREED SLICE{ORIGIN{Z = 4.02}}
$!CREATESLICEZONEFROMPLANE
SLICESOURCE = SURFACEZONES
FORCEEXTRACTIONTOSINGLEZONE = YES
COPYCELLCENTEREDVALUES = NO
$!GLOBALTHREED SLICE{ORIGIN{Z = 4.78}}
$!CREATESLICEZONEFROMPLANE
SLICESOURCE = SURFACEZONES
FORCEEXTRACTIONTOSINGLEZONE = YES
COPYCELLCENTEREDVALUES = NO
$!EXTENDEDCOMMAND
COMMANDPROCESSORID = ’CFDAnalyzer4’
COMMAND = ’SetFluidProperties Incompressible=\’T\’ Density=1.225 SpecificHeat=2.5 UseSpecificHeatVar=\’F\’ SpecificHeatVar=1 GasConstant=1 UseGasConstantVar=\’F\’ GasConstantVar=1 Gamma=1.4 UseGammaVar=\’F\’ GammaVar=1 Viscosity=1.82e-05 UseViscosityVar=\’F\’ ViscosityVar=1 Conductivity=1 UseConductivityVar=\’F\’ ConductivityVar=1’
$!EXTENDEDCOMMAND
COMMANDPROCESSORID = ’CFDAnalyzer4’
COMMAND = ’SetFieldVariables ConvectionVarsAreMomentum=\’F\’ UVar=5 VVar=6 WVar=7 ID1=\’Pressure\’ Variable1=8 ID2=\’NotUsed\’ Variable2=0’
$!EXTENDEDCOMMAND
COMMANDPROCESSORID = ’CFDAnalyzer4’
COMMAND = ’Calculate Function=\’VORTICITYMAG\’ Normalization=\’None\’ ValueLocation=\’Nodal\’ CalculateOnDemand=\’T\’ UseMorePointsForFEGradientCalculations=\’F\’’
$!ALTERDATA [14-18]
EQUATION = ’v2=-v2’
$!ALTERDATA
EQUATION = ’{cp}=v8/v4/{v}/{v}*2’
#-----------------------------------------------------------------------
# Pitch 0deg
#$!ALTERDATA [14]
# EQUATION =’v2=(v2+0.207048224101)/(0.207048224101+0.482304334588)*100’
#$!ALTERDATA [15]
# EQUATION =’v2=(v2+0.187141533582)/(0.187141533582+0.436406337377)*100’
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#$!ALTERDATA [16]
# EQUATION =’v2=(v2+0.163262319106)/(0.163262319106+0.380901614682)*100’
#$!ALTERDATA [17]
# EQUATION =’v2=(v2+0.137167436518)/(0.137167436518+0.320106663912)*100’
#$!ALTERDATA [18]
# EQUATION =’v2=(v2+0.114802403291)/(0.114802403291+0.266671253942)*100’
#-----------------------------------------------------------------------
# Pitch 3deg
$!ALTERDATA [14]
EQUATION =’v2=(v2+0.204073329200)/(0.204073329200+0.475171332244)*100’
$!ALTERDATA [15]
EQUATION =’v2=(v2+0.186137821472)/(0.186137821472+0.433923374463)*100’
$!ALTERDATA [16]
EQUATION =’v2=(v2+0.162900202792)/(0.162900202792+0.379930699781)*100’
$!ALTERDATA [17]
EQUATION =’v2=(v2+0.137055734418)/(0.137055734418+0.319743736033)*100’
$!ALTERDATA [18]
EQUATION =’v2=(v2+0.114785144381)/(0.114785144381+0.266632848749)*100’
#-----------------------------------------------------------------------
#Pitch 6deg
#$!ALTERDATA [14]
# EQUATION =’v2=(v2+0.200550198198)/(0.200550198198+0.466671895549)*100’
#$!ALTERDATA [15]
# EQUATION =’v2=(v2+0.184623918945)/(0.184623918945+0.430254196978)*100’
#$!ALTERDATA [16]
# EQUATION =’v2=(v2+0.162092854901)/(0.162092854901+0.377921652471)*100’
#$!ALTERDATA [17]
# EQUATION =’v2=(v2+0.136570316659)/(0.136570316659+0.318508854880)*100’
#$!ALTERDATA [18]
# EQUATION =’v2=(v2+0.114455293892)/(0.114455293892+0.265877121930)*100’
$!PLOTTYPE = XYLINE
$!DELETELINEMAPS [1-18]
$!CREATELINEMAP
$!LINEMAP [14] NAME = ’&ZN&’
$!LINEMAP [14] ASSIGN{XAXISVAR = 2}
$!LINEMAP [14] ASSIGN{YAXISVAR = 1}
$!LINEMAP [14] ASSIGN{ZONE = 14}
$!LINEMAP [14] INDICES{IJKLINES = I}
$!ACTIVELINEMAPS += [14]
$!CREATELINEMAP
$!LINEMAP [15] NAME = ’&ZN&’
$!LINEMAP [15] ASSIGN{XAXISVAR = 2}
$!LINEMAP [15] ASSIGN{YAXISVAR = 1}
$!LINEMAP [15] ASSIGN{ZONE = 15}
$!LINEMAP [15] INDICES{IJKLINES = I}
$!ACTIVELINEMAPS += [15]
$!CREATELINEMAP
$!LINEMAP [16] NAME = ’&ZN&’
$!LINEMAP [16] ASSIGN{XAXISVAR = 2}
$!LINEMAP [16] ASSIGN{YAXISVAR = 1}
$!LINEMAP [16] ASSIGN{ZONE = 16}
$!LINEMAP [16] INDICES{IJKLINES = I}
$!ACTIVELINEMAPS += [16]
$!CREATELINEMAP
$!LINEMAP [17] NAME = ’&ZN&’
$!LINEMAP [17] ASSIGN{XAXISVAR = 2}
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$!LINEMAP [17] ASSIGN{YAXISVAR = 1}
$!LINEMAP [17] ASSIGN{ZONE = 17}
$!LINEMAP [17] INDICES{IJKLINES = I}
$!ACTIVELINEMAPS += [17]
$!CREATELINEMAP
$!LINEMAP [18] NAME = ’&ZN&’
$!LINEMAP [18] ASSIGN{XAXISVAR = 2}
$!LINEMAP [18] ASSIGN{YAXISVAR = 1}
$!LINEMAP [18] ASSIGN{ZONE = 18}
$!LINEMAP [18] INDICES{IJKLINES = I}
$!ACTIVELINEMAPS += [18]
$!DUPLICATELINEMAP
SOURCEMAP = 14
DESTINATIONMAP = 19
$!LINEMAP [19] NAME = ’&ZN&’
$!CREATELINEMAP
$!DUPLICATELINEMAP
SOURCEMAP = 15
DESTINATIONMAP = 20
$!LINEMAP [20] NAME = ’&ZN&’
$!CREATELINEMAP
$!DUPLICATELINEMAP
SOURCEMAP = 16
DESTINATIONMAP = 21
$!LINEMAP [21] NAME = ’&ZN&’
$!CREATELINEMAP
$!DUPLICATELINEMAP
SOURCEMAP = 17
DESTINATIONMAP = 22
$!LINEMAP [22] NAME = ’&ZN&’
$!CREATELINEMAP
$!DUPLICATELINEMAP
SOURCEMAP = 18
DESTINATIONMAP = 23
$!ACTIVELINEMAPS += [19-23]
$!LINEMAP [19-23] ASSIGN{YAXIS = 2}
$!LINEMAP [19-23] ASSIGN{YAXISVAR = 8}
$!XYLINEAXIS XDETAIL 1 {RANGEMIN = 0}
$!XYLINEAXIS XDETAIL 1 {RANGEMAX = 100}
$!XYLINEAXIS YDETAIL 1 {RANGEMIN = -0.5}
$!XYLINEAXIS YDETAIL 1 {RANGEMAX = 0.5}
$!XYLINEAXIS YDETAIL 2 {RANGEMIN = -2000}
$!XYLINEAXIS YDETAIL 2 {RANGEMAX = 1000}
$!LINEMAP [14-18] LINES{COLOR = BLACK}
$!LINEMAP [19-23] LINES{COLOR = BLUE}
$!LINEMAP [14-23] LINES{LINETHICKNESS = 0.2}
$!WRITEDATASET "|MFBD|/pressure_bl07.dat"
INCLUDETEXT = NO
INCLUDEGEOM = NO
INCLUDEDATASHARELINKAGE = NO
ZONELIST = [14-19]
VARPOSITIONLIST = [1-2,8,22]
BINARY = NO
USEPOINTFORMAT = YES
PRECISION = 9
TECPLOTVERSIONTOWRITE = TECPLOTCURRENT
$!RemoveVar |MFBD|
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C.3 Computation of rotor thrust and rotor torque
import os, shutil, math
data="./pressure_bl7.dat"
pow="power_bl07.dat"
Phi= 0.0
omega=432
Theta = [14.292, 4.615, 1.150, -0.381, -1.469]
r = [1.51, 2.36, 3.17, 4.02, 4.78]
l = [0.711, 0.625, 0.543, 0.457, 0.381]
spos = [100., 80., 68., 56., 36., 20., 10., 6.0, 4.0, 2.0, 1.0,0.5, 0, .5, 1.0, 2.0, 6.0, 14., 28., 44., 68., 92.]
cpos = [0.0, 0.039, 0.06156, 0.08503, 0.1002, 0.0850, 0.060, 0.04679, 0.03562, 0.02378, 0.01517, 0.0104, 0.0, -0.00849, -0.01315, -0.0196, -0.03939, -0.06914, -0.10174, -0.10456, -0.04721, -0.002416]
S = [0.476295, 0.51958, 0.44986, 0.3698975, 0.243423]
#---------------------------------------------------------------------------
i=0
j=0
k=0
flag=0
P_i = []
x = 0.0
y = 0.0
P = 0.0
Qc_N = []
Qc_T = []
Qc_TQ = [0.0, 0.0, 0.0, 0.0 ,0.0]
Qc_TH = [0.0, 0.0, 0.0, 0.0 ,0.0]
Qc_N_tmp = 0.0
Qc_T_tmp = 0.0
EAEROTH = 0.0
EAEROTQ = 0.0
Phi *=math.pi /180
for i in range (0,len(Theta)):
Theta[i] *=math.pi/180
i+=1
i=0
f_data = open(data,"r")
l_data = f_data.readlines()
f_data.close()
f_data = open(pow,"w")
f_data.write("Variables = \"x\" , \"y\", \"P\"\n")
for j in range (0,len(r)):
f_data.write(" ZONE T=\" %f\"\n"%r[j])
for lines in l_data:
if str(r[j]) in l_data[i] and "ZONE T=" in l_data[i]:
flag=1
i+=5
if flag==1:
#Leading edge
if k==0 or float(l_data[i].split(’ ’)[2])<1e-5 and k==12:
# Entnahme der x-Position aus spos[k])
P=float(l_data[i].split(’ ’)[3])
P_i.append(P)
k+=1
# Oberseite
elif (float(l_data[i].split(’ ’)[2])>spos[k] and float(l_data[i+1].split(’ ’)[2])<spos[k]) and k<12:
# Interpolation der Druckwerte
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P=(float(l_data[i].split(’ ’)[3])-float(l_data[i+1].split(’ ’)[3]))/(float(l_data[i].split(’ ’)[2])-float(l_data[i+1].split(’ ’)[2]))*(float(l_data[i].split(’ ’)[2])-spos[k])
P_i.append(float(l_data[i].split(’ ’)[3])-P)
k+=1
# Unterseite
elif (float(l_data[i].split(’ ’)[2])<=spos[k] and float(l_data[i+1].split(’ ’)[2])>spos[k])and k>12:
# Interpolation der Druckwerte
P=(float(l_data[i].split(’ ’)[3])-float(l_data[i+1].split(’ ’)[3]))/(float(l_data[i].split(’ ’)[2])-float(l_data[i+1].split(’ ’)[2]))*(float(l_data[i].split(’ ’)[2])-spos[k])
P_i.append(float(l_data[i].split(’ ’)[3])-P)
k+=1
if k==len(spos):
flag=0
i-=5
i+=1
i=0
for i in range (0,len(spos)):
if i<(len(spos)-1):
Qc_N_tmp += (P_i[i]+P_i[i+1])*(spos[i+1]-spos[i])/2/100
Qc_T_tmp += (P_i[i]+P_i[i+1])*(cpos[i+1]-cpos[i])/2
i+=1
else:
Qc_N_tmp += (P_i[i]+P_i[0])*(spos[0]-spos[i])/2/100
Qc_T_tmp += (P_i[i]+P_i[0])*(cpos[0]-cpos[1])/2
i+=1
i=0
k=0
Qc_N.append(Qc_N_tmp)
Qc_T.append(Qc_T_tmp)
Qc_N_tmp = 0
Qc_T_tmp = 0
for i in range (0,len(spos)):
f_data.write( "%10.5f %10.5f %10.5f\n"%(spos[i], cpos[i], P_i[i]))
i=0
P_i=[]
j+=1
i=0
k=0
j=0
for i in range (0,len(r)):
Qc_TQ[i] = Qc_N[i]*math.sin(Theta[i]+Phi)+Qc_T[i]*math.cos(Theta[i]+Phi)
Qc_TH[i] = Qc_N[i]*math.cos(Theta[i]+Phi)-Qc_T[i]*math.sin(Theta[i]+Phi)
i+=1
i=0
for i in range (0,len(r)):
EAEROTH += Qc_TH[i]*S[i]
EAEROTQ += Qc_TQ[i]*r[i]*S[i]
i+=1
EAEROTH *= 2
EAEROTQ *= 2
ROTPOW = EAEROTQ*math.pi/180*omega
f_data.write("\n")
for i in range (0,len(r)):
f_data.write("r: %5.2f Q*c_N: %10.5f Q*c_T: %12.5f Q*c_TH: %10.5f Q*c_TQ: %12.5f\n"%(r[i], Qc_N[i], Qc_T[i], Qc_TH[i], Qc_TQ[i]))
i+=1
f_data.write("\nEAEROTH: %10.5f\nEAEROTQ: %10.5f\nROTPOW: %10.5f\n"%(EAEROTH,EAEROTQ,ROTPOW ))
f_data.close()
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