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Abstract
We study long-time averaging for weighted ensemble, a particle method in which the
resampling is based on stratification, or binning, of state space. By analyzing the scaling of
the variance, we prove an ergodic theorem for weighted ensemble time averages. We show
that the ergodic theorem is very sensitive to the selection step, and in particular standard
sequential Monte Carlo methods do not satisfy an analogous ergodic theorem. Our time
averages, which do not require storage of particle ancestors, have smaller variances than
naive time averages over ancestral lines. We compare weighted ensemble with sequential
Monte Carlo and direct Monte Carlo in some simple numerical examples.
1 Introduction
Weighted ensemble [6, 11, 14, 15, 20, 22, 31, 35, 36, 45, 46, 47] is an interacting particle
method for sampling distributions with high dimensional, multiscale, or multimodal features.
In weighted ensemble, a collection of particles, or replicas of a Markov chain, with associated
weights is periodically resampled, while the weights are adjusted accordingly. In this way,
weighted ensemble resembles sequential Monte Carlo, another importance sampling method
using interacting particles. Weighted ensemble differs from sequential Monte Carlo in that it
has an unusual mechanism for resampling, based on a set of strata or bins. In weighted ensemble,
a prescribed number of replicas are allocated to each bin by copying or killing replicas as needed.
As a result, weighted ensemble can maintain more replicas in important or rare regions of state
space, compared to direct Monte Carlo (i.e., independent replicas).
Weighted ensemble was developed for applications in computational chemistry [31] ranging
from state space exploration [20] to protein association [31] and protein folding [48]. As an
example, the characteristic time for a protein to fold can be computed from the steady state
flux of replicas from the unfolded into the folded state. This characteristic time, which is large,
is the inverse of the flux, which is very small [2, 6, 30]. Thus, care must be taken to estimate
the flux with sufficient precision [6, 38]. Similar methods include Exact Milestoning [5], Non-
Equilibrium Umbrella Sampling [21, 41], Transition Interface Sampling [39], and Trajectory
Tilting [40], all of which use iterative procedures to reach some steady state of interest. Like
∗This work was supported by the National Science Foundation via the awards NSF-DMS-1818726 and NSF-
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those methods, weighted ensemble does not require reversibility of the underlying stochastic
dynamics, and the distribution of interest may not be known up to normalization. Unlike those
methods, weighted ensemble is unbiased [46] in a sense to be described below (Theorem 4.6).
This unbiased property allows for a relatively straightforward study of variance using martingale
techniques based on Doob decomposition [2, 3, 16, 19]. In this article we extend these techniques
to study the long-time stability of weighted ensemble, particularly the convergence of weighted
ensemble time averages. (See [1, 7, 8, 10] for related methods based on sampling “forward”
paths, e.g. paths going from the unfolded to the folded state in the example just cited.)
For our ergodic theorem, we do not consider weighted ensemble time averages over the
ancestral lines of replicas that survive up to the final time (Remark 3.4). As we show below, such
time averages can have large variances because they do not include contributions from replicas
that are killed before the final time. For this reason, we instead define time averages using
contributions from the weighted ensemble at each time up to the final time T (equation (13)).
Besides requiring no replica storage, our time averages should have smaller variances than naive
averages over ancestral lines (Section 6).
Our main results concern the stability of weighted ensemble over large times T : we prove an
O(1/T ) scaling of the L2 error (Corollary 4.13) and an ergodic theorem (Theorem 3.2) for our
time averages, and we show that the variances of time marginals (i.e., functions of the weighted
ensemble at a given time) are bounded in T (Proposition 4.14). Analogous results do not hold for
sequential Monte Carlo with resampling based on Gibbs-Boltzmann potentials [19], even when
the potentials are carefully designed (Section 7). The lesson is that long time computations are
very sensitive to the resampling or selection step (Remark 3.3). In a companion paper [3], we
show how to optimize the particle allocation for minimizing the variance of our time averages,
together with other issues related to implementing weighted ensemble. Another manuscript [2]
discusses optimization in the more standard finite time setting.
This article is organized as follows. In Section 2, we describe weighted ensemble in detail. In
Section 3, we define our time averages precisely and state our ergodic theorem (Theorem 3.2).
Proofs of the ergodic theorem and the unbiased property (Theorem 4.6), along with estimates for
the L2 error of time averages (Corollary 4.13), are in Section 4. Along the way, we compute the
contributions to the variance of weighted ensemble arising from particle evolution or mutation
(Lemma 4.9) and from resampling or selection (Lemma 4.10) at each time. These variances
may be useful for optimizing weighted ensemble, as explained below and in [2, 3]. In Section 5,
using our variance analysis, we explain why weighted ensemble can outperform direct Monte
Carlo, and in Section 6, we explain why our time averages are better than averages over surviving
ancestral lines. In Section 7, we compare weighted ensemble with sequential Monte Carlo. Using
a simple numerical example, we verify our ergodic theorem and variance scaling, and we show
that a class of sequential Monte Carlo methods does not satisfy an ergodic theorem.
2 Weighted ensemble
A weighted ensemble consists of a collection of replicas, or particles, living in a common
state space, with associated positive scalar weights. At each time, the particles are partitioned
among a collection B of bins. The particles and weights then undergo a resampling step and an
evolution step, to be described precisely below. During the resampling or selection step, inside
each bin u ∈ B we resample from the collection of parent particles to produce children, whose
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weights are adjusted appropriately. In the evolution or mutation step, all the children evolve
independently according to the same Markov kernel K, becoming the next parents.
2.1 Informal description
Algorithm 2.1 (Informal description of weighted ensemble). Choose N initial parents and
weights summing to 1. For time t = 0, 1, 2, . . . iterate the following steps:
Selection. In each bin u ∈ B, resample from parents with probability proportional to their
weights to get Nt(u) children. The sum of Nt(u) over all bins must equal N . Set the weight
of all children in bin u equal to the ratio ωt(u)/Nt(u), where
ωt(u) = total weight in bin u at time t prior to selection,
Nt(u) = number of children in bin u at time t after selection.
We assume that
Nt(u) ≥ 1 if ωt(u) > 0, Nt(u) = 0 if ωt(u) = 0. (1)
Mutation. Evolve the children independently using K to get the next generation of parents.
By construction, the total weight and number of particles are constant,
N∑
i=1
ωit =
∑
u∈B
ωt(u) = 1,
∑
u∈B
Nt(u) = N. (2)
The nonnegative integers Nt(u) define the particle allocation: how many children are in bin u
at time t. In general, the Nt(u) are random and can be defined adaptively, that is, chosen using
information from the weighted ensemble algorithm up to time t. To ensure total weight and
number of particles are preserved, we assume Nt(u) ≥ 1 if and only if ωt(u) > 0. Conservation
of total weight is essential for the ergodic theorem: see the discussion and comparison with
sequential Monte Carlo in Section 7 below.
2.2 Notation
The parent particles and weights at time t will be written, respectively,
ξ1t , . . . , ξ
N
t and ω
1
t , . . . , ω
N
t .
After selection, we denote the children particles and weights with a “hat” symbol,
ξˆ1t , . . . , ξˆ
N
t and ωˆ
1
t , . . . , ωˆ
N
t .
The following diagram illustrates the evolution of a weighted ensemble:
{ξit}i=1,...,N selection−−−−−→ {ξˆit}i=1,...,N mutation−−−−−→ {ξit+1}i=1,...,N ,
{ωit}i=1,...,N selection−−−−−→ {ωˆit}i=1,...,N mutation−−−−−→ {ωit+1}i=1,...,N .
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The particles belong a common state space. At each time, every particle is associated with a
unique bin. Writing bin(ξit) = u to indicate ξ
i
t is in bin u ∈ B, this means that∑
u∈B
1bin(ξit)=u
= 1, i = 1, . . . , N, (3)
where 1E is the indicator function of the event E, meaning 1E = 1 if E is true, else 1E = 0. This
association, like the particle allocation, can change in time, and it may be defined adaptively;
see the discussion in the next section. The bins may, but do not have to, be based on a partition
of state space. The weight of bin u at time t as
ωt(u) =
∑
i:bin(ξit)=u
ωit. (4)
By convention, the weight of an empty bin is zero, meaning ωt(u) = 0 if #{i : bin(ξit) = u} = 0.
Here and below, #S denotes the number of elements in the set S.
We write par(ξˆit) = ξ
j
t to indicate ξ
j
t is the parent of ξˆ
i
t. This is a slight abuse of notation
because a child always has exactly one parent, even if two parents occupy the same point in
state space. Thus par(ξˆit) = ξ
j
t really means the particle indexed by i after the selection step at
time t has parent indexed by j. So in particular, par(ξˆit) = ξ
j
t implies ξˆ
i
t = ξ
j
t . We write C
i
t for
the number of children of parent particle ξit . Children are associated with the same bin as their
parents, that is, bin(ξˆit) = bin(par(ξˆ
i
t)).
Throughout, g denotes an arbitrary bounded measurable function on state space, and c a
positive real constant whose value can change without explicit mention. We use the letters
i, j, k, ℓ for particle indices, u, v for bin indices, s, t for intermediate times, and S, T for final
times. We write ξ for a generic particle, x, y for generic points in state space, and Ai for a
generic measurable subset of state space associated with the ith particle.
2.3 Precise description
Below, we will use the following σ-algebras,
Ft = σ
(
(ξis, ω
i
s)
i=1,...,N
0≤s≤t , Ns(u)
u∈B
0≤s≤t, (1bin(ξis)=u)
u∈B,i=1,...,N
0≤s≤t , (ξˆ
i
s, ωˆ
i
s)
i=1,...,N
0≤s≤t−1, (C
i
s)
i=1,...,N
0≤s≤t−1
)
Fˆt = σ
(
(ξis, ω
i
s)
i=1,...,N
0≤s≤t , Ns(u)
u∈B
0≤s≤t, (1bin(ξis)=u)
u∈B,i=1,...,N
0≤s≤t , (ξˆ
i
s, ωˆ
i
s)
i=1,...,N
0≤s≤t , (C
i
s)
i=1,...,N
0≤s≤t
)
.
(5)
We think of Ft and Fˆt as the information from the weighted ensemble algorithm up to time
t inclusive, before and after the selection step, respectively. In particular, we require that the
particle allocation Nt(u)
u∈B and bin associations (1bin(ξit)=u)
u∈B,i=1,...,N are known at time t.
We assume that the state space of the particles is a standard Borel space. When we refer to
subsets of and functions on this space, we implicitly assume they are measurable.
The populations (ξit, ω
i
t)
i=1,...,N
t≥0 and (ξˆ
i
t, ωˆ
i
t)
i=1,...,N
t≥0 , and the numbers (C
i
t)
i=1,...,N
t≥0 of children
of the particles, are defined more precisely in Algorithm 2.2 below. This algorithm is identical
to the one in [3], except here we consider more general binning and particle allocation. The
form of our selection step, in which the total weight in each bin is constant after selection, was
proposed and shown to be optimal under an idealizing assumption in [14, 15]. It is slightly
different from, and simpler than, the selection step originally described by Huber [31].
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Algorithm 2.2 (Weighted ensemble).
• (Initialization step) Choose an initial probability distribution ν on state space. Pick the
initial particles and weights according to ν in the sense that (for any g)
E
[
N∑
i=1
ωi0g(ξ
i
0)
]
=
∫
g dν,
N∑
i=1
ωi0 = 1. (6)
Then for t = 0, 1, 2, . . ., iterate the following steps:
• (Selection step) For each u ∈ B, conditional on Ft, let (Cit)i:bin(ξ
i
t)=u be multinomial with
Nt(u) trials and event probabilities ω
i
t/ωt(u). Thus for each u ∈ B,
E

 ∏
i:bin(ξit)=u
1Cit=ni
∣∣∣∣∣∣Ft


=
Nt(u)!∏
i:bin(ξit)=u
ni!
∏
i:bin(ξit)=u
(
ωit
ωt(u)
)ni
1Nt(u)=
∑
i:bin(ξi
t
)=u
ni .
(7)
We assume that the selections in distinct bins are independent:
E

 ∏
i:bin(ξit)=u
1Cit=ni
∏
j:bin(ξjt )=v
1
Cjt=nj
∣∣∣∣∣∣∣Ft


= E

 ∏
i:bin(ξit)=u
1Cit=ni
∣∣∣∣∣∣Ft

E

 ∏
j:bin(ξjt )=v
1
Cjt=nj
∣∣∣∣∣∣∣Ft

 , if u 6= v ∈ B.
(8)
This defines the number of children of each parent:
Cit = #
{
j : par(ξˆjt ) = ξ
i
t
}
, i = 1, . . . , N. (9)
The children’s weights are
ωˆit =
ωt(u)
Nt(u)
, if bin(ξˆit) = u. (10)
• (Mutation step) Conditionally on Fˆt, the children evolve independently according to K:
E
[
N∏
i=1
1ξit+1∈Ai
∣∣∣∣∣ Fˆt
]
=
N∏
i=1
K(ξˆit, Ai). (11)
The corresponding weights are the ones defined during selection:
ωit+1 = ωˆ
i
t, i = 1, . . . , N. (12)
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Some remarks are in order. From Algorithm 2.2, equation (1) implies that (2) holds for all
times t ≥ 0. The indices of the children are unimportant, so (9), which gives the number of
children of each parent, suffices to define them. For the ergodic theorem (Theorem 3.2), the
details of the initialization step do not matter, though they are needed for the unbiased property
(Theorem 4.6).
In the selection step, we use multinomial resampling to define (Cit)
i=1,...,N . Multinomial
resampling is not normally used in practice due to poor variance properties. We present the
algorithm with multinomial resampling mainly because it simplifies our mathematical presenta-
tion and proofs. Our results are not limited to this setup, however: in Section 4.4 below we show
our ergodic theorem still holds for residual resampling (Corollary 4.16). Residual resampling is
a more practical method with variance on par with other commonly used resampling techniques
like stratified and systematic resampling [9, 12, 23, 42].
We do not explain how we choose the particle allocation Nt(u)
u∈B
t≥0 , besides requiring that (1)
holds. It turns out not to matter. This is because we are studying the limit T → ∞ and not
N → ∞. With appropriate conditions on Nt(u)u∈Bt≥0 , we expect to have an appropriate law of
large numbers or propogation of chaos result [16], along with a central limit theorem, as N →∞,
but we leave a study of this to future work. Actually in practice, N is often not so large. This
can make the question of particle allocation especially important. Traditionally, the particles are
evenly distributed throughout the occupied bins, Nt(u) ≈ N/#{u : ωt(u) > 0}. This can work
well but is ad-hoc and far from optimal for most choices of bins. We explain how to optimize
the particle allocation in our companion paper [3]. For a discussion of the scaling in N of the
variance, see Section 5 and the remarks surrounding equation (37) below. For numerical results
concerning scaling in N , see Sections 5 and 6.
We also did not explicitly define the bin associations (1bin(ξit)=u)
u∈B,i=1,...,N
t≥0 . To make things
clearer, we sketch a couple possibilities. Let S be a collection of disjoint sets whose union is all
of state space. We could define bins using this partition: simply let B = S and define bin(ξ) = u
when ξ ∈ u. The partition S could be random and time-dependent. We could also pick bins for
the merging and splitting procedure described by Huber in [31]. In this case, there are two types
of bins: bins u comprised of some particles we want to merge together (for instance, a group
of particles with small weights in some set in S), and bins v consisting of a particle we want
to split apart (for example, a particle with the largest weight in some set in S). Merging and
splitting then corresponds to Nt(u) = 1 for the first type of bin and Nt(v) ≥ 2 for the second
type. In this formulation, Huber’s merging and splitting step corresponds to multiple selection
steps of Algorithm 2.2. But since the number of such selection steps before each mutation step
is bounded in T , the arguments below show that our ergodic theorem still holds. For more
details about the bins, including descriptions of practical binning procedures, see the references
in the Introduction.
3 Ergodic theorem
Let f be a bounded real-valued function on state space, T ≥ 1 a deterministic time, and
θT =
1
T
T−1∑
t=0
N∑
i=1
ωitf(ξ
i
t). (13)
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Since f is bounded and
∑N
i=1 ω
i
t = 1 for each t ≥ 0, we have
|θT | ≤ sup |f |. (14)
Assumption 3.1. There a probability measure µ on state space, c > 0 and λ ∈ [0, 1) so that
‖Kt(x, dy)− µ(dy)‖TV ≤ cλt for all x and all t ≥ 0.
That is, K is uniformly geometrically ergodic [24] with respect to µ.
Theorem 3.2 (Ergodic theorem). If Assumption 3.1 holds, then
lim
T→∞
θT
a.s.
=
∫
f dµ.
Remark 3.3. Theorem 3.2 is very sensitive to the selection step; it fails for many closely related
importance sampling methods, including the one described in our earlier paper [2]. To illustrate
this, in Section 7 below we show how the ergodic theorem fails for standard sequential Monte
Carlo with resampling based on Gibbs-Boltzmann potentials [19]. In these cases, the ergodic
theorem fails despite the fact that the methods are unbiased in the sense of Theorem 4.6.
Notice the peculiar form of the time average in (13). This is not a time average over the
ancestral lines of particles that survive up to the final time T . Instead, it is an average over the
ensemble at each time. The time average (13) has favorable variance properties; see Section 6
below. It also does not require storage of particles and parents, which can be beneficial when
N,T , or the number of functions f considered is large.
Remark 3.4. We could also consider weighted ensemble time averages over ancestral lines that
survive up to time T . Indeed, we can consider ξit as a path-particle
ξit = (ξ
i
t,0, ξ
i
t,1, . . . , ξ
i
t,t),
where the vector is its ancestral history, and define time averages using
θ˜T =
1
T
T−1∑
t=0
N∑
i=1
ωiT−1f(ξ
i
T−1,t). (15)
Under appropriate assumptions, it should be possible to show that limT→∞ θ˜T
a.s.
=
∫
f dµ, though
we do not investigate this here. This result would not carry over to sequential Monte Carlo,
however. See Section 7 for discussion.
4 Proofs
This section is organized as follows. In Section 4.1, we compute the means and covariances
corresponding to one time step of weighted ensemble, by filtering through the σ-algebras Ft
and Fˆt. We use this to prove the unbiased property (Theorem 4.6). In Section 4.2, we in-
troduce a Doob decomposition to estimate the variance of θT (Lemma 4.12) and the L
2 error
(Corollary 4.13). In Section 4.3, we use the variance estimate to prove our ergodic theorem (The-
orem 3.2). In Section 4.4 we sketch some generalizations of our results, including an extension
of our ergodic theorem to residual resampling (Corollary 4.16).
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Below, some of our computations concerning the mutation mean and variance, as well as
the Doob decomposition, can be found in the same or similar form in [2, 3]. The results below
concerning the selection means and covariances, and scaling with respect to T of the overall
variance, do not appear in [2, 3]. Moreover, our formulas for the weighted ensemble mutation
and selection variance (Lemmas 4.9 and 4.10) are not direct consequences of analogous results
in [2]. As discussed above, an ergodic theorem will hold only for a carefully designed selection
step. We emphasize that the selection step in Algorithm 2.2 is different from the one described
in [2]. In particular the algorithm in [2], which is intended for the rare event setting and not
long time sampling, fails to satisfy an ergodic theorem.
Our results and proofs are different from the usual ones in sequential Monte Carlo [16, 17, 19,
26] for a few reasons. To our knowledge, sequential Monte Carlo is not normally used for steady
state importance sampling, namely estimating
∫
f dµ where µ is the stationary distribution of
a generic Markov chain. Moreover, since sequential Monte Carlo applications usually have a
finite time horizon, most analysis has focused on the limit N → ∞ and not T → ∞ (but not
all, see [16]). In sequential Monte Carlo, the classical analyses (see the textbook [16] and the
article [19]) are based on framing the particles and weights as empirical approximations of an
underlying (usually continuous) measure, such as a Feynman-Kac measure. By contrast, we
treat the particles and weights directly without appealing to approximating measures. As a
consequence, we believe our analyses are more straightforward and intuitive. In our companion
papers [2, 3] we use this perspective to directly minimize variance for finite N , instead of the
usual tactic of minimizing the asymptotic variance as N →∞ [13].
4.1 One step means and variances
Recall that g denotes an arbitrary bounded (measurable) real-valued function on state space.
To make notations more convenient, we adopt the convention that sums over the empty set
equal zero, and 0/0 = 0. For example, if ωt(u) = Nt(u) = 0, then ωt(u)/Nt(u) = 0.
Lemma 4.1. The one-step mutation mean for a single particle is
E
[
ωit+1g(ξ
i
t+1)
∣∣ Fˆt] = ωˆitKg(ξˆit).
Proof. From (11), E[g(ξit+1)|Fˆt] = Kg(ξˆit). Thus by (12),
E
[
ωit+1g(ξ
i
t+1)
∣∣ Fˆt] = ωˆitE [g(ξit+1)∣∣ Fˆt] = ωˆitKg(ξˆit).
Lemma 4.2. The one-step mutation covariance for two particles is given by
E
[
ωit+1ω
j
t+1g(ξ
i
t+1)g(ξ
j
t+1)
∣∣∣ Fˆt] =
{
ωˆitωˆ
j
tKg(ξˆ
i
t)Kg(ξˆ
j
t ), i 6= j(
ωˆit
)2
Kg2(ξˆit), i = j
Proof. From (11) and (12),
E
[
ωit+1ω
j
t+1g(ξ
i
t+1)g(ξ
j
t+1)
∣∣∣ Fˆt] = ωˆitωˆjtE [g(ξit+1)g(ξjt+1)∣∣∣ Fˆt] =
{
ωˆitωˆ
j
tKg(ξˆ
i
t)Kg(ξˆ
j
t ), i 6= j(
ωˆit
)2
Kg2(ξˆit), i = j
.
8
Lemma 4.3. The one-step selection mean in bin u is
E

 ∑
i:bin(ξˆit)=u
ωˆitg(ξˆ
i
t)
∣∣∣∣∣∣Ft

 = ∑
i:bin(ξit)=u
ωitg(ξ
i
t)
Proof. By (7), we have E[Cit |Ft] = Nt(u)ωit/ωt(u) if bin(ξit) = u. So by (9) and (10),
E

 ∑
i:bin(ξˆit)=u
ωˆitg(ξˆ
i
t)
∣∣∣∣∣∣Ft

 = ∑
i:bin(ξit)=u
E

 ∑
j:par(ξˆjt )=ξ
i
t
ωˆjt g(ξˆ
j
t )
∣∣∣∣∣∣∣Ft


=
∑
i:bin(ξit)=u
ωt(u)
Nt(u)
g(ξit)E
[
Cit
∣∣Ft] = ∑
i:bin(ξit)=u
ωitg(ξ
i
t).
Lemma 4.4. The one-step selection covariance in bins u, v is given by
E

 ∑
i:bin(ξˆit)=u
∑
j:bin(ξˆjt )=v
ωˆitωˆ
j
t g(ξˆ
i
t)g(ξˆ
j
t )
∣∣∣∣∣∣∣Ft


=


∑
i:bin(ξit)=u
∑
j:bin(ξjt )=v
ωitω
j
t g(ξ
i
t)g(ξ
j
t ), u 6= v
(
1− 1
Nt(u)
) ∑
i:bin(ξit)=u
ωitg(ξ
i
t)


2
+
∑
i:bin(ξit)=u
ωt(u)ω
i
t
Nt(u)
g(ξit)
2, u = v
.
Proof. By (7) and (8), if bin(ξit) = u and bin(ξ
j
t ) = v, with u 6= v, then
E[CitC
j
t |Ft] = E[Cit |Ft]E[Cjt |Ft] =
Nt(u)Nt(v)ω
i
tω
j
t
ωt(u)ωt(v)
, (16)
while if bin(ξit) = bin(ξ
j
t ) = u, then
E[CitC
j
t |Ft] =
(
Nt(u)
ωt(u)
)2
ωitω
j
t
(
1− 1
Nt(u)
)
+ 1i=j
Nt(u)ω
i
t
ωt(u)
(17)
Meanwhile for any u, v, by (10),
E

 ∑
i:bin(ξˆit)=u
∑
j:bin(ξˆjt )=v
ωˆitωˆ
j
t g(ξˆ
i
t)g(ξˆ
j
t )
∣∣∣∣∣∣∣Ft


=
∑
i:bin(ξit)=u
∑
j:bin(ξjt )=v
E

 ∑
k:par(ξˆkt )=ξ
i
t
∑
ℓ:par(ξˆℓt )=ξ
j
t
ωˆkt ωˆ
ℓ
tg(ξˆ
k
t )g(ξˆ
ℓ
t )
∣∣∣∣∣∣∣Ft


=
∑
i:bin(ξit)=u
∑
j:bin(ξjt )=v
ωt(u)ωt(v)
Nt(u)Nt(v)
g(ξit)g(ξ
j
t )E
[
CitC
j
t
∣∣∣Ft] ,
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which by (16) leads to the claimed formula when u 6= v. When u = v we get
E

 ∑
i:bin(ξˆit)=u
∑
j:bin(ξˆjt )=v
ωˆitωˆ
j
t g(ξˆ
i
t)g(ξˆ
j
t )
∣∣∣∣∣∣∣Ft


=
∑
i,j:bin(ξit)=bin(ξ
j
t )=u
(
ωt(u)
Nt(u)
)2
g(ξit)g(ξ
j
t )E
[
CitC
j
t
∣∣∣Ft]
which by (17) again leads to the stated formula.
Lemma 4.5. The one-step mean of the weighted ensemble is
E
[
N∑
i=1
ωit+1g(ξ
i
t+1)
∣∣∣∣∣Ft
]
=
N∑
i=1
ωitKg(ξ
i
t).
Proof. By (3) and Lemmas 4.1 and 4.3,
E
[
N∑
i=1
ωit+1g(ξ
i
t+1)
∣∣∣∣∣Ft
]
= E
[
E
[
N∑
i=1
ωit+1g(ξ
i
t+1)
∣∣∣∣∣ Fˆt
]∣∣∣∣∣Ft
]
= E
[
N∑
i=1
ωˆitKg(ξˆ
i
t)
∣∣∣∣∣Ft
]
=
∑
u∈B
E

 ∑
i:bin(ξˆit)=u
ωˆitKg(ξˆ
i
t)
∣∣∣∣∣∣Ft

 =∑
u∈B
∑
i:bin(ξit)=u
ωitKg(ξ
i
t)
=
N∑
i=1
ωitKg(ξ
i
t).
Theorem 4.6 (Unbiased property). Let (ξt)t≥0 be a Markov chain with kernel K and initial
distribution ξ0 ∼ ν. Weighted ensemble is unbiased in the sense that for each time T ≥ 0,
E
[
N∑
i=1
ωiTg(ξ
i
T )
]
= E[g(ξT )].
Proof. Equation (6) shows the result holds when T = 0. So fix a time T > 0 and consider the
(Doob) Ft-martingale (Mt)t≥0 defined by
Mt = E
[
N∑
i=1
ωiTg(ξ
i
T )
∣∣∣∣∣Ft
]
. (18)
By repeated application of the tower property and Lemma 4.5,
M0 = E
[
E
[
. . .E
[
N∑
i=1
ωiT g(ξ
i
T )
∣∣∣∣∣FT−1
]
. . .
∣∣∣∣∣F1
]∣∣∣∣∣F0
]
=
N∑
i=1
ωi0K
Tg(ξi0).
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Since (Mt)0≤t≤T is a Ft-martingale, E[MT ] = E[M0] and thus
E
[
N∑
i=1
ωiTg(ξ
i
T )
]
= E[MT ] = E[M0] = E
[
N∑
i=1
ωi0K
T g(ξi0)
]
=
∫
KT g(x)ν(dx) = E[g(ξT )],
where the second-to-last equality above uses (6).
Theorem 4.6 shows that the weighted ensemble is statistically exact: at each time T , the
weighted ensemble has the same distribution as a Markov chain driven by the underlying kernel
K. Note that if we consider ξT as a path particle, ξT = (ξT,0, ξT,1, . . . , ξT,T ) where the vector
is the particle’s ancestral line, then Theorem 4.6 shows that weighted ensemble is statistically
exact for functions on paths and not just functions at fixed times, as explained in [46].
4.2 Doob decomposition
Recall that θT =
1
T
∑T−1
t=0
∑N
i=1 ω
i
tf(ξ
i
t). For t ≥ 0 define
Dt = E[θT |Ft], Dˆt = E[θT |Fˆt]. (19)
Define also
ht(ξ) =
T−t−1∑
s=0
Ksf(ξ). (20)
Of course ht and Dt depend on T , but we leave this implicit to avoid cumbersome notation.
Lemma 4.7. The Doob martingales in (19) can be expressed as
Dt =
1
T
N∑
i=1
(
ωitht(ξ
i
t) +
t−1∑
s=0
ωisf(ξ
i
s)
)
, (21)
Dˆt =
1
T
N∑
i=1
(
ωˆitKht+1(ξˆ
i
t) +
t∑
s=0
ωisf(ξ
i
s)
)
. (22)
Proof. For the first equation (21), we have
Dt =
1
T
E
[
T−1∑
t=0
N∑
i=1
ωitf(ξ
i
t)
∣∣∣∣∣Ft
]
=
1
T
T−1∑
s=t
E
[
N∑
i=1
ωisf(ξ
i
s)
∣∣∣∣∣Ft
]
+
1
T
t−1∑
s=0
N∑
i=1
ωisf(ξ
i
s).
Repeated application of Lemma 4.5 with the tower property shows that, for s ≥ t,
E
[
N∑
i=1
ωisf(ξ
i
s)
∣∣∣∣∣Ft
]
= E
[
E
[
. . .E
[
N∑
i=1
ωisf(ξ
i
s)
∣∣∣∣∣Fs−1
]
. . .
∣∣∣∣∣Ft+1
]∣∣∣∣∣Ft
]
=
N∑
i=1
ωitK
s−tf(ξit).
Combining the last two displays leads to (21). Similarly, for (22),
Dˆt =
1
T
E
[
T−1∑
t=0
N∑
i=1
ωitf(ξ
i
t)
∣∣∣∣∣ Fˆt
]
=
1
T
T−1∑
s=t+1
E
[
N∑
i=1
ωisf(ξ
i
s)
∣∣∣∣∣ Fˆt
]
+
1
T
t∑
s=0
N∑
i=1
ωisf(ξ
i
s).
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Again repeatedly applying Lemma 4.5 with the tower property, and using Lemma 4.1, for s > t,
E
[
N∑
i=1
ωisf(ξ
i
s)
∣∣∣∣∣ Fˆt
]
= E
[
E
[
. . .E
[
N∑
i=1
ωisf(ξ
i
s)
∣∣∣∣∣Fs−1
]
. . .
∣∣∣∣∣Ft+1
]∣∣∣∣∣ Fˆt
]
= E
[
N∑
i=1
ωit+1K
s−t−1f(ξit+1)
∣∣∣∣∣ Fˆt
]
=
N∑
i=1
ωˆitK
s−tf(ξˆit).
Combining the last two displays gives (22).
Lemma 4.8. There is a FT−1-measurable random variable RT with E[RT ] = 0 such that
θ2T − E[θT ]2 = RT + (D0 − E[θT ])2 (23)
+
T−1∑
t=1
(
E
[(
Dt − Dˆt−1
)2∣∣∣∣ Fˆt−1
]
+ E
[(
Dˆt−1 −Dt−1
)2∣∣∣∣Ft−1
])
. (24)
Proof. Because of (14), (Dt)0≤t≤T and (Dˆt)0≤t≤T are square integrable. By Doob decomposing
D20 , Dˆ
2
0,D
2
1 , Dˆ
2
1, . . . with respect to the filtration F0, Fˆ0, F1, Fˆ1, . . ., we see that
D2t = D
2
0 +At +Bt, (25)
where Bt is a Ft-martingale with E[B0] = 0, and the predictable part At is
At =
t∑
s=1
(
E
[
D2s
∣∣ Fˆs−1]− Dˆ2s−1 + E [Dˆ2s−1∣∣∣Fs−1]−D2s−1)
=
t∑
s=1
(
E
[
(Ds − Dˆs−1)2
∣∣∣ Fˆs−1]+ E [(Dˆs−1 −Ds−1)2∣∣∣Fs−1]) ;
(26)
see e.g. [28]. Subtracting E[θT ]
2 in (25), substituting t = T − 1, and using DT−1 = θT ,
θ2T − E[θT ]2 = D20 − E[θT ]2 +AT−1 +BT−1
= (D0 − E[θT ])2 +AT−1 +BT−1 + 2(D0E[θT ]− E[θT ]2).
(27)
Let RT = BT−1 + 2(D0E[θT ] − E[θT ]2). Then RT is FT−1-measurable, and E[RT ] = 0 since
E[D0] = E[DT−1] = E[θT ] and E[BT−1] = 0. In light of (26)-(27) this completes the proof.
In Lemma 4.8, by taking expectations in (23)-(24), we obtain an expression for Var(θT ).
Lemma 4.8 decomposes this variance into a term from the initial condition along with terms
from each mutation and selection step in Algorithm 2.2, as follows. First, RT may be ignored
as it has mean zero. The term (D0 − E[θT ])2 in (23) gives the contribution to the variance
from the initial condition of Algorithm 2.2. The terms in (24) yield the contributions from
each time t in Algorithm 2.2. We refer to the summands in (24) as the mutation variance and
selection variance, since they correspond to the variances from the mutation and selection step
of Algorithm 2.2, respectively.
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Lemma 4.9. The mutation variance at time t is
E
[(
Dt+1 − Dˆt
)2∣∣∣∣ Fˆt
]
=
1
T 2
N∑
i=1
(
ωˆit
)2 [
Kh2t+1(ξˆ
i
t)− (Kht+1(ξˆit))2
]
. (28)
Proof. By Lemma 4.1,
E
[
ωit+1ht+1(ξ
i
t+1)ωˆ
j
tKht+1(ξˆ
j
t )
∣∣∣ Fˆt] = ωˆitωˆjtKht+1(ξˆit)Kht+1(ξˆjt ).
Using this and Lemma 4.7,
E
[(
Dt+1 − Dˆt
)2∣∣∣∣Ft
]
=
1
T 2
E

( N∑
i=1
ωit+1ht+1(ξ
i
t+1)−
N∑
i=1
ωˆitKht+1(ξˆ
i
t)
)2∣∣∣∣∣∣ Fˆt


=
1
T 2
E

( N∑
i=1
ωit+1ht+1(ξ
i
t+1)
)2∣∣∣∣∣∣ Fˆt

− 1
T 2
(
N∑
i=1
ωˆitKht+1(ξˆ
i
t)
)2
.
The result now follows from Lemma 4.2.
The term in square brackets on the right hand side of (28) can be written
VarK(ξˆit,·)
ht+1 = Kh
2
t+1(ξˆ
i
t)− (Kht+1(ξˆit))2.
This variance tends to be large when ξˆit is in a “bottleneck” of state space, where one time step of
a Markov chain with kernel K can have a large effect on the time average of f over subsequent
time steps. In [2, 3] we adopt variance optimization strategies based on minimizing mutation
variance. Such strategies are not practical to implement exactly, because computing the variance
of ht+1 with respect to K to a given accuracy is even more expensive than computing
∫
f dµ
with the same precision. The mutation variance could be computed approximately, however, by
using bin-to-bin transitions to obtain a coarse estimate of K. We discuss this more below.
Lemma 4.10. The selection variance at time t is
E
[(
Dˆt −Dt
)2∣∣∣∣Ft
]
=
1
T 2
∑
u∈B
ωt(u)
2
Nt(u)

 ∑
i:bin(ξit)=u
ωit
ωt(u)
(Kht+1(ξ
i
t))
2 −

 ∑
i:bin(ξit)=u
ωit
ωt(u)
Kht+1(ξ
i
t)


2
 . (29)
Proof. From (20), note that ht = Kht+1 + f . So in Lemma 4.7, we can rewrite Dt as
Dt =
1
T
N∑
i=1
(
ωitKht+1(ξ
i
t) +
t∑
s=0
ωisf(ξ
i
s)
)
.
By (3) and Lemma 4.3,
N∑
i,j=1
E
[
ωˆitKht+1(ξˆ
i
t)ω
j
tKht+1(ξ
j
t )
∣∣∣Ft] = N∑
i,j=1
ωitω
j
tKht+1(ξ
i
t)Kht+1(ξ
j
t ).
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Using the last two displays and Lemma 4.7,
E
[(
Dˆt −Dt
)2∣∣∣∣Ft
]
=
1
T 2
E


(
N∑
i=1
ωˆitKht+1(ξˆ
i
t)−
N∑
i=1
ωitKht+1(ξ
i
t)
)2∣∣∣∣∣∣Ft


=
1
T 2
E

( N∑
i=1
ωˆitKht+1(ξˆ
i
t)
)2∣∣∣∣∣∣Ft

− 1
T 2
(
N∑
i=1
ωitKht+1(ξ
i
t)
)2
.
Let us analyze the first term in the last line above. By (3) and Lemma 4.4,
E


(
N∑
i=1
ωˆitKht+1(ξˆ
i
t)
)2∣∣∣∣∣∣Ft


=
∑
u,v∈B
E

 ∑
i:bin(ξˆit)=u
∑
j:bin(ξˆjt )=v
ωˆitωˆ
j
tKht+1(ξˆ
i
t)Kht+1(ξˆ
j
t )
∣∣∣∣∣∣∣Ft


=
∑
u 6=v∈B
∑
i:bin(ξit)=u
∑
j:bin(ξjt )=v
ωitω
j
tKht+1(ξ
i
t)Kht+1(ξ
j
t ) (30)
+
∑
u∈B

(1− 1
Nt(u)
) ∑
i:bin(ξit)=u
ωitKht+1(ξ
i
t)


2
+
∑
i:bin(ξit)=u
ωt(u)ω
i
t
Nt(u)
(Kht+1(ξ
i
t))
2

 .
(31)
The last expression above, (30)-(31), rewrites as
(
N∑
i=1
ωitKht+1(ξ
i
t)
)2
+
∑
u∈B
ωt(u)
2
Nt(u)

 ∑
i:bin(ξit)=u
ωit
ωt(u)
(Kht+1(ξ
i
t))
2 −

 ∑
i:bin(ξit)=u
ωit
ωt(u)
Kht+1(ξ
i
t)


2
 .
Combining the last three displays gives the desired result.
The term in square brackets in (29) can be written as a variance of Kht+1 with respect to
a distribution supported in bin u; see the proof of Lemma 4.11 below. This means that the
selection variance is small when bins are “localized.” In particular, the selection variance is zero
if each bin corresponds to exactly one point of state space. This motivates our decision in [2, 3]
to minimize the mutation variance, once the bins have been chosen. This seems natural for
bins inside which the value of Kht+1 does not vary too much – for instance bins that are small
enough to resolve the metastable sets [32] of the dynamics driven by K. For more general bins,
one would hope a reduction in mutation variance (compared to direct Monte Carlo) would be
enough to offset the selection variance (which is zero for direct Monte Carlo).
In general, one could try to minimize the selection variance as well as the mutation variance.
A natural choice to estimate these variances is to look at bin-to-bin transitions and use the
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corresponding transition matrix as a coarse estimate of K; see [2, 3]. However this technique
– which can be applied when the bins correspond to a fixed partition of state space – treats
all particles in the same bin equally and therefore is uninformative for the selection variance.
One possible solution would be to use different, smaller “microbins” to estimate the selection
variance, and then larger bins – perhaps conglomerations of these microbins – to define the
selection step in Algorithm 2.2. These larger bins could be chosen in a way that approximately
minimizes the selection variance. We discuss these issues in detail in [3].
Lemma 4.11. Let Assumption 3.1 hold. Then the mutation and selection variances at time
t are O(1/T 2). That is, T 2E
[(
Dt+1 − Dˆt
)2∣∣∣∣ Fˆt
]
≤ c and T 2E
[(
Dˆt −Dt
)2∣∣∣∣Ft
]
≤ c where
c > 0 is a constant that does not depend on T .
Proof. For a probability measure η on state space, define Varη(g) =
∫
g2 dη − (∫ g dη)2. Define
ηmut(dy) = K(ξˆ
i
t, dy), ηsel =
∑
i:bin(ξit)=u
ωit
ωt(u)
δξit .
By (1)-(2), (10) and Lemmas 4.9 and 4.10, it suffices to show that the variances
Varηmut(ht+1) = Kh
2
t+1(ξˆ
i
t)− (Kht+1(ξˆit))2 (32)
and
Varηsel(Kht+1) =
∫
ηsel(dy)(Kht+1(y))
2 −
(∫
ηsel(dy)Kht+1(y)
)2
=
∑
i:bin(ξit)=u
ωit
ωt(u)
(Kht+1(ξ
i
t))
2 −

 ∑
i:bin(ξit)=u
ωit
ωt(u)
Kht+1(ξ
i
t)


2 (33)
are bounded in T . By Assumption 3.1, it is possible to choose λ ∈ [0, 1) and c > 0 such that
|Ktf(x)−Ktf(y)| ≤ cλt, for all x, y and all t ≥ 0. (34)
(See Theorem 6.1 of [24].) Choose n such that c
∑
s≥n λ
s < 1. Then
|ht+1(x)− ht+1(y)| ≤
n−1∑
s=0
|Ksf(x)−Ksf(y)|+ c
T−t−2∑
s=n
λs ≤ 2n sup |f |+ 1 := C,
where C is constant. Thus, for any probability measure η on state space,
Varη(ht+1) =
∫
η(dx)
(
ht+1(x)−
∫
η(dy)ht+1(y)
)2
=
∫
η(dx)
(∫
η(dy)[ht+1(x)− ht+1(y)]
)2
≤
∫
η(dx)
∫
η(dy) (ht+1(x)− ht+1(y))2 ≤ C2.
The same argument shows that |Kht+1(x)−Kht+1(y)| ≤ C and so Varη(Kht+1) ≤ C2. Thus,
the variances in (33) and (32) are smaller than a T -independent constant, as required.
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Lemma 4.12 (Scaling of the mean and variance). Let Assumption 3.1 hold. Then:
(i) There is a constant c > 0 such that E
[
(θT − E[θT ])2
]
≤ cT .
(ii) There is a constant c > 0 such that |E[θT ]−
∫
f dµ| ≤ cT .
Proof. By Lemma 4.7 and (20),
D0 =
1
T
N∑
i=1
ωi0h0(ξ
i
0) =
1
T
T−1∑
t=0
N∑
i=1
ωi0K
tf(ξi0).
Using this, the fact that (Dt)t≥0 is a Ft-martingale, and (6),
E[θT ] = E[DT−1] = E[D0] =
1
T
T−1∑
t=0
∫
Ktf(x) ν(dx).
Using Assumption 3.1, choose c > 0 and λ ∈ [0, 1) so that (34) holds. Then by (6),
|D0 − E[θT ]| ≤ 1
T
T−1∑
t=0
∣∣∣∣∣
N∑
i=1
ωi0K
tf(ξi0)−
∫
Ktf(x) ν(dx)
∣∣∣∣∣
≤ 1
T
T−1∑
t=0
N∑
i=1
ωi0
∫
|Ktf(ξi0)−Ktf(x)| ν(dx)
≤ c
T
T−1∑
t=0
λt ≤ c
(1− λ)T .
(35)
Meanwhile from Lemma 4.11,
E
[(
Dt − Dˆt−1
)2∣∣∣∣ Fˆt−1
]
+ E
[(
Dˆt−1 −Dt−1
)2∣∣∣∣Ft−1
]
≤ c
T 2
, (36)
with now a different c > 0. Combining Lemma 4.8 with (35) and (36) gives (i). For (ii),
∣∣∣∣E[θT ]−
∫
f dµ
∣∣∣∣ ≤ 1T
T∑
t=0
∣∣∣∣
∫
Ktf(x) ν(dx)−
∫
f dµ
∣∣∣∣
≤ 1
T
T∑
t=0
∫ ∣∣∣∣Ktf(x)−
∫
f dµ
∣∣∣∣ ν(dx) ≤ cT ,
with again a different c, where for the last inequality we used Assumption 3.1 again.
We comment briefly on the scaling in N in Lemma 4.12. Suppose that Assumption 3.1
holds. For the initial condition, define ωi0 = 1/N and let ξ
i
0, i = 1, . . . , N , be iid samples from ν.
Looking at the terms in the Doob decomposition for the variance (Lemma 4.8), we get
E
[
(D0 − E[θT ])2
]
= Var(D0)
=
1
NT 2
Var
(
h0(ξ
1
0)
) ≤ c
NT 2
,
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with the last inequality coming from the proof of Lemma 4.11. If we assume that
Nt(u) ≥ N0ωt(u)
where N0 is constant, then the results in Lemmas 4.9-4.12 are easily modified to show that
E[(θT − E[θT ])2] ≤ c
(
1
NT 2
+
1
N0T
)
, (37)
where c is a constant that does not depend on N0, N , or T . Since
∑
u∈B ωt(u) = 1, the largest
possible choice of N0 here is N0 = N , in which case the bound (37) gives, up to a constant c,
the same variance scaling as direct Monte Carlo (i.e., independent particles with no selection).
It is more delicate to see that the variance scaling of weighted ensemble can actually be better
than that of direct Monte Carlo. We outline how and why this can occur in Section 5.
Weighted ensemble can also be worse than direct Monte Carlo. One extreme case is if one
parent has exactly N children in each selection step, resulting in N copies of the same particle.
In this case the variance can be order 1 in N , instead of order 1/N as above. On the other hand,
if a particle is important – for instance if it lies in a “bottleneck” – it may be advantageous to
select it nearly N times. Because of the way we define time averages, this does not necessarily
cause a variance catastrophe. See the discussion in Section 6.
Corollary 4.13 (Scaling of the L2 error). Let Assumption 3.1 hold. Then
E
[(
θT −
∫
f dµ
)2]
≤ c
T
where c > 0 is constant.
Proof. This is an immediate consequence of Lemma 4.12 and (14).
Note that Corollary 4.13 already implies a weak form of the ergodic theorem. Importantly,
it gives a L2 rate of convergence for our time averages. The rate, O(1/T ), is the same as that
of a single particle, or weighted ensemble with 1 replica. For more discussion of the effects that
the number, N , of particles has on the variance and L2 error, see Sections 5 and 6 below.
4.3 Proof of ergodic theorem
We are now ready for the proof of our main result:
Proof of Theorem 3.2. Define M = sup |f |. Since ∑Ni=1 ωit = 1, we have |∑Ni=1 ωitf(ξit)| ≤ M
and |θt| ≤M for all t ≥ 0. Thus for 0 ≤ S ≤ T ,
|θT − θS | =
∣∣∣∣∣
(
S
T
− 1
)
θS +
1
T
T−1∑
t=S
N∑
i=1
ωitf(ξ
i
t)
∣∣∣∣∣ ≤ 2M
(
1− S
T
)
. (38)
From Lemma 4.12(i) and Chebyshev’s inequality, there is c > 0 such that for any α, n > 0,
P
(
|θT − E[θT ]| ≥ cn
α/2
√
T
)
≤ 1
nα
. (39)
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Fix β > α > 1 and set Tn = n
β. By (39) and the Borel-Cantelli lemma, there is n0 such that
|θTn − E[θTn ]| < cn(α−β)/2 a.s. for all n ≥ n0. (40)
From (38),
|θS − θTn | ≤ 2M
(
1−
(
n
n+ 1
)β)
, if Tn ≤ S ≤ Tn+1. (41)
Let ǫ > 0. Making n0 larger if needed, (40), (41) and Lemma 4.12(ii) show that∣∣∣∣θS −
∫
f dµ
∣∣∣∣ ≤ |θS − θTn |+ |θTn − E[θTn ]|+
∣∣∣∣E[θTn ]−
∫
f dµ
∣∣∣∣ < ǫ a.s. for all S ≥ nβ0 ,
where here we choose Tn so that Tn ≤ S ≤ Tn+1.
4.4 Remarks and extensions
Lemma 4.8 still holds when T is an stopping time with respect to Ft, thanks to Doob’s
optional sampling theorem [28] and boundedness of (Dt)t≥0. So some of the arguments above
generalize to the case where Algorithm 2.2 is stopped at suitable random times.
As discussed above, in the path-particle setting, Theorem 4.6 establishes that weighted
ensemble is unbiased for the ancestral lines of replicas [46]. Though we focus on time averages,
we could also study time marginals, without much extra work. To this end, define
θ¯T =
N∑
i=1
ωiT−1f(ξ
i
T−1). (42)
Then the following holds:
Proposition 4.14. For θ¯T defined in (42), we have
E
[(
θ¯T − E[θ¯T ]
)2] ≤ c,
where c > 0 is constant that does not depend on T .
Proof. This result follows from the fact that θ¯T is uniformly bounded in T . However, to under-
stand better the value of c here, we reproduce some arguments analogous to those above.
In Section 4.2, consider instead the Doob martingales Mt = E[θ¯T |Ft], Mˆt = E[θ¯T |Fˆt].
Arguments similar to those in the proof of Lemma 4.7 show that
Mt =
N∑
i=1
ωitK
T−t−1f(ξit), Mˆt =
N∑
i=1
ωˆitK
T−t−1f(ξˆit).
The Doob decomposition in Lemma 4.8 remains true when θ¯T and Mt, Mˆt take the places of
θT and Dt, Dˆt, respectively; see [2]. Write gt = K
T−t−1f . The mutation and selection variance
formulas in Lemmas 4.9 and 4.10 remain valid when Dt, Dˆt and ht are replaced by Mt, Mˆt and
Tgt, respectively. Using Assumption 3.1, choose λ ∈ [0, 1) and c > 0 such that
|gt+1(x)− gt+1(y)| ≤ cλT−t. (43)
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Following the arguments in the proof of Lemma 4.11, we find that
T−1∑
t=1
(
E
[(
Mt − Mˆt−1
)2∣∣∣∣ Fˆt−1
]
+ E
[(
Mˆt−1 −Mt−1
)2∣∣∣∣Ft−1
])
≤ c, (44)
where c is another constant that does not depend on T , whose value could, at least in principle,
be estimated from the formulas in Lemmas 4.9 and 4.10. Appropriately adjusting the proof of
Lemma 4.12, by adding to c in (44) a contribution from the initial condition of the weighted
ensemble, leads to the result.
Proposition 4.14 shows that the empirical distributions
∑N
i=1 ω
i
tδξit of weighted ensemble are
stable over long times. This is in contrast with sequential Monte Carlo, where the empirical
distributions exhibit variance blowup at large times. See Figure 7 in Section 7.
In Algorithm 2.2, we assumed multinomial resampling to simplify the mathematical expo-
sition. In practice, multinomial resampling is rarely used since it leads to significantly larger
variance compared to residual, stratified, or systematic resampling [24]. We now show that our
ergodic theorem also holds for residual resampling. (We expect it also holds for stratified and
systematic resampling, though the proofs will be more complicated.)
For residual resampling, we modify the selection step of Algorithm 2.2 as follows. Write
βit =
Nt(u)ω
i
t
ωt(u)
, δit = β
i
t − ⌊βit⌋, if bin(ξit) = u, (45)
where ⌊·⌋ is the floor function, and
δt(u) =
∑
i:bin(ξit)=u
δit. (46)
Conditionally on Ft, let (Rit)i:bin(ξ
i
t)=u be multinomial with δt(u) trials and event probabilities
δit/δt(u). Then redefine the (C
i
t)
i:bin(ξit)=u in each bin u using
Cit = ⌊βit⌋+Rit, (47)
and let the selections in distinct bins be independent as in (8). Observe that the means
E[Cit |Ft] = ⌊βit⌋+ E[Rit|Ft] = ⌊βit⌋+ δit = βit (48)
agree with the means defined by (7), though the covariances differ.
Proposition 4.15. Suppose we use residual resampling instead of multinomial resampling in
the selection step of Algorithm 2.2. That is, we use (47) instead of (7) to define (Cit)
i=1,...,N .
Then with δit and δt(u) defined by (45)-(46), the selection variance at time t is
E
[(
Dˆt −Dt
)2∣∣∣∣Ft
]
=
1
T 2
∑
u∈B
(
ωt(u)
Nt(u)
)2
δt(u)

 ∑
i:bin(ξit)=u
δit
δt(u)
(Kht+1(ξ
i
t))
2 −

 ∑
i:bin(ξit)=u
δit
δt(u)
Kht+1(ξ
i
t)


2
 .
(49)
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Proof. By definition of (Rit)
i:bin(ξit)=u we have
E[Rit|Ft] = δit, E[RitRjt |Ft] = δitδjt
(
1− 1
δt(u)
)
+ 1i=jδ
i
t, if bin(ξ
i
t) = u.
From this and (47),
E[CitC
j
t |Ft] = ⌊βit⌋⌊βjt ⌋+ ⌊βit⌋δjt + ⌊βjt ⌋δit + δitδjt
(
1− 1
δt(u)
)
+ 1i=jδ
i
t
= βitβ
j
t + 1i=jδ
i
t −
δitδ
i
t
δt(u)
, if bin(ξit) = bin(ξ
j
t ) = u.
Following the arguments in the proof of Lemma 4.4, we find that now
E

 ∑
i:bin(ξˆit)=u
∑
j:bin(ξˆjt )=v
ωˆitωˆ
j
t g(ξˆ
i
t)g(ξˆ
j
t )
∣∣∣∣∣∣∣Ft


=


∑
i:bin(ξit)=u
∑
j:bin(ξjt )=v
ωitω
j
t g(ξ
i
t)g(ξ
j
t ), u 6= v

 ∑
i:bin(ξit)=u
ωitg(ξ
i
t)


2
+
(
ωt(u)
Nt(u)
)2  ∑
i:bin(ξit)=u
δitg(ξ
i
t)
2 − 1
δt(u)

 ∑
i:bin(ξit)=u
δitg(ξ
i
t)


2
 , u = v
.
Repeating the arguments in the proof of Lemma 4.10 gives the result.
Next we show that the ergodic theorem still holds with residual resampling.
Corollary 4.16. Let Assumption 3.1 hold. Suppose we use residual instead of multinomial
resampling in the selection step of Algorithm 2.2. That is, we use (47) instead of (7) to define
(Cit)
i=1,...,N . Then the conclusion of the ergodic theorem (Theorem 3.2) still holds.
Proof. Note that we can write the quantity in square brackets in (49) as
Varη′
sel
(Kht+1) =

 ∑
i:bin(ξit)=u
δit
δt(u)
(Kht+1(ξ
i
t))
2 −

 ∑
i:bin(ξit)=u
δit
δt(u)
Kht+1(ξ
i
t)


2
 ,
where we define
η′sel(dy) =
∑
i:bin(ξit)=u
δit
δt(u)
δξit .
Now it is easy to check that the conclusion of Lemma 4.11 still holds by following the
arguments in the proof thereof. Corollary 4.16 follows from this, together with the fact that the
results above concerning one-step means remain valid.
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In more detail, only the selection step of Algorithm 2.2 has been changed, so Lemma 4.1 still
holds. Using (48), it is easy to check that the conclusion of Lemma 4.3 is still true. Thus, the
conclusions of Lemma 4.5 and so also Lemma 4.7 remain valid. Lemma 4.8 does not depend on
the selection step, so it still holds. Thus the conclusions of Lemma 4.12 and Lemma 4.13 still
hold. The same arguments from the proof of Theorem 3.2 now establish the ergodic theorem.
Proposition 4.14 also remains true for residual resampling.
5 Comparison with direct Monte Carlo
Weighted ensemble can outperform direct Monte Carlo simulations when
∫
f dµ is small.
Here we investigate why, in the context of our variance analysis above. By direct Monte Carlo
simulations, we mean independent replicas evolving via K, or equivalently weighted ensemble
without a selection step. Selection can be beneficial when it puts more particles in high variance
regions of state space, as we will now show.
To compare weighted ensemble with direct Monte Carlo, first consider the simple case where
each point is a bin: bin(ξit) 6= bin(ξjt ) whenever ξit 6= ξjt . In this case, Lemma 4.10 shows that the
weighted ensemble selection variance is zero [3]. Direct Monte Carlo also, obviously, has zero
selection variance. Thus, it suffices to consider the mutation variances. For weighted ensemble,
using Lemma 4.9, (10), and (54), the mutation variance visible at time t before selection is
E
[(
Dt+1 − Dˆt
)2∣∣∣∣Ft
]
=
1
T 2
∑
u∈B
E

 ∑
i:bin(ξˆit)=u
(
ωˆit
)2 [
Kh2t+1(ξˆ
i
t)− (Kht+1(ξˆit))2
]∣∣∣∣∣∣Ft


=
1
T 2
∑
u∈B
ωt(u)
2
Nt(u)
[
Kh2t+1(u)− (Kht+1(u))2
]
, for weighted ensemble.
(50)
Direct Monte Carlo can be seen as a modified version of Algorithm 2.2 where Cit ≡ 1, ωit = ωˆit ≡
1/N , and Nt(u) = Nωt(u) for all t ≥ 0, i = 1, . . . , N , and u ∈ B. In this case (50) becomes
E
[(
Dt+1 − Dˆt
)2∣∣∣∣Ft
]
=
1
T 2
∑
u
ωt(u)
N
[
Kh2t+1(u)− (Kht+1(u))2
]
, for direct Monte Carlo.
(51)
By (50)-(51), weighted ensemble can outperform direct Monte Carlo if ωt(u)
2/Nt(u)≪ ωt(u)/N
whenever Kh2t+1(u)− (Kht+1(u))2 is large. This informal condition rewrites as
Nt(u)≫ Nωt(u) whenever VarK(u,·)ht+1 is large. (52)
Recalling that Nωt(u) is the number of particles allocated to bin u for direct Monte Carlo,
condition (52) simply states that weighted ensemble should allocate more particles to u than
direct Monte Carlo when VarK(u,·)ht+1 is large. This can be sometimes be achieved even with
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a naive particle allocation, as we show below. The variance VarK(u,·)ht+1 tends to be large in
“bottlenecks” of state space, corresponding e.g. to energetic or or entropic barriers [3].
More generally, when bins contain multiple points, the selection variance is nonzero. In this
case, for weighted ensemble to have a gain over direct Monte Carlo, the benefit from putting more
particles in regions with large values of the variance VarK(ξ,·)ht+1 needs to offset the variance
cost from the selection step. We show this is also possible via a naive particle allocation; see
the numerical example in Section 7 along with Figures 6-7. As discussed above, the selection
variance is comprised of terms of the form VarηKht+1 where η are distributions supported in the
individual bins. These terms are small if the bins resolve the metastable sets of the dynamics
driven by K. Even if the metastable sets are not completely resolved, weighted ensemble may
still beat direct Monte Carlo, as the references in the Introduction attest.
We now give a simple example to illustrate how, in the context of the discussion surrounding
the mutation variance and (50)-(52), weighted ensemble can outperform direct Monte Carlo.
Consider state space consisting of three points, 1, 2, 3, each of which is a bin, meaning B =
{1, 2, 3} and bin(ξit) = u if and only if ξit = u. As discussed above, we only need to consider
mutation variance, as the selection variances of weighted ensemble and direct Monte Carlo are
zero in this case. The Markov kernel K can be interpreted as a transition matrix. We define
the transition probabilities as
K(1, 2) = K(2, 3) = δ, K(1, 1) = K(2, 1) = 1− δ, K(3, 1) = 1,
where δ is small. We take δ = 10−3 and and compute time averages of f(u) = 1u=3. The
initial distribution is ν = δ1, but it is unimportant for what follows. We assume N is an integer
multiple of 6, and the particles are allocated uniformly over the occupied bins,
Nt(u) =
{
N
#{u:ωt(u)>0}
, ωt(u) > 0
0, ωt(u) = 0
,
Direct calculations show that K satisfies Assumption 3.1 with
µ(u) = O(δ4) +


1− δ + δ2, u = 1
δ − δ2, u = 2
δ2 − δ3, u = 3
. (53)
Moreover,
lim
T→∞
Kh2t+1(u)− (Kht+1(u))2 = O(δ4) +


δ3, u = 1
δ − δ2 − 2δ3, u = 2
0, u = 3
. (54)
Below, we will assume T is large and ignore terms of higher order than δ3.
For weighted ensemble, using (50), the mutation variance visible at time t ≪ T before
selection is
E
[(
Dt+1 − Dˆt
)2∣∣∣∣Ft
]
=
1
T 2
∑
u∈B
ωt(u)
2
Nt(u)
[
Kh2t+1(u)− (Kht+1(u))2
]
≈ 1
T 2
(
ωt(1)
2
Nt(1)
δ3 +
ωt(2)
2
Nt(2)
(δ − δ2 − 2δ3)
)
.
(55)
22
0 200 400 600
0.85
0.9
0.95
1
1.05
1.1
1.15 10
-6
0 200 400 600
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5 10
-6
0 200 400 600
1
2
3
4
5
6
7
8
9 10
-6
Figure 1: Comparison of weighted ensemble with direct Monte Carlo when T = 500. Left: Aver-
age values of θT vs. N computed from 10
4 independent trials. Error bars are σT /10
2 where σ2T
are the empirical variances. Center: Weighted ensemble empirical standard deviation compared
with (58). Right: Direct Monte Carlo empirical standard deviation compared with (59).
For t≪ T , using the fact that N/3 ≤ Nt(u) ≤ N when ωt(u) > 0,
1
NT 2
(
E[ωt(1)
2]δ3 + E[ωt(2)
2](δ − δ2 − 2δ3))
/ E
[(
Dt+1 − Dˆt
)2]
/
3
NT 2
(
E[ωt(1)
2]δ3 + E[ωt(2)
2](δ − δ2 − 2δ3)) .
(56)
When t≫ 0 we have the estimates
ωt(1) ∼ µ(1) − µ(1)
Nt(1)
Binomial(Nt(1), δ) +
µ(2)
Nt(2)
Binomial(Nt(2), 1 − δ) + µ(3),
ωt(2) ∼ µ(1)
Nt(1)
Binomial(Nt(1), δ),
(57)
with the convention Binomial(0, δ) = 0. Provided (57) holds, from (53) we get
E[ωt(1)
2] = 1 +O(δ), δ2 +
δ − 3δ2
N
+O(δ3) ≤ E[ωt(2)2] ≤ δ2 + 3(δ − 3δ
2)
N
+O(δ3).
Putting this into (56), for 0≪ t≪ T we have
1
NT 2
(
2δ3 +
δ2 − 4δ3
N
)
/ E
[(
Dt+1 − Dˆt
)2]
/
3
NT 2
(
2δ3 +
3(δ2 − 4δ3)
N
)
.
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Figure 2: Comparison of weighted ensemble with direct Monte Carlo when N = 120. Left: Av-
erage values of θT vs. T computed from 10
4 independent trials. Error bars are σT /10
2 where σ2T
are the empirical variances. Center: Weighted ensemble empirical standard deviation compared
with (58). Right: Direct Monte Carlo empirical standard deviation compared with (59).
Thus the variance can be estimated by
1
NT
(
2δ3 +
δ2 − 4δ3
N
)
/ σ2T /
3
NT
(
2δ3 +
3(δ2 − 4δ3)
N
)
,
for weighted ensemble.
(58)
On the other hand, consider direct Monte Carlo, or independent particles. This is equivalent
to weighted ensemble, if we skip the selection step and instead set ξˆit = ξ
i
t and ωˆ
i
t = ω
i
t for each
t ≥ 0 and i = 1, . . . , N . The mean mutation variance at time t is
E
[(
Dt+1 − Dˆt
)2]
=
1
T 2N2
E
[
N∑
i=1
[
Kh2t+1(ξ
i
t)− (Kht+1(ξit))2
]]
≈ Nµ(1)δ
3 +Nµ(2)(δ − δ2 − 2δ3)
T 2N2
≈ δ
2 − δ3
T 2N
, 0≪ t≪ T.
Thus the variance is approximately
σ2T ≈ T ×
δ2 − δ3
T 2N
=
1
NT
(δ2 − δ3), for direct Monte Carlo. (59)
Observe the improved scaling in δ for (58) compared to (59) when N is of order 1/δ. The
mechanism for this, illustrated by (52) and the computations above, is the allocation of more
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particles to the bin, u = 2, with the largest value of the variance Kh2t+1(u)− (Kht+1(u))2. This
bin typically has much fewer particles in direct Monte Carlo. See Figure 1 and Figure 2 for
numerical verification of the estimates (58)-(59).
The example in this section is simple but the ideas hold generally: we expect “bottlenecks”
in state space to have a large value of the variance Kh2t+1− (Kht+1)2 but a small µ probability.
Allocating more particles to such bottlenecks in weighted ensemble leads to a smaller variance
compared to direct Monte Carlo.
6 Comparison of time averages
We expect our time averages (13) to have better variance properties than the naive averages
in (15). The reason is simple. For time averages defined by (15), we average over an ancestral
tree where the branches have many roots in common. These “duplicate” samples lead to a larger
variance. We give a simple but illuminating example of this below.
Consider again state space consisting of three points, 1, 2, 3, each of which is a bin, so
B = {1, 2, 3} and bin(ξit) = u if and only if ξit = u. As above, the Markov kernel K is now a
transition matrix. We define the transition probabilities as
K(1, 2) = 1/2 = K(1, 3), K(2, 1) = K(3, 1) = 1,
and consider f(u) = 1u=3. Though K is periodic and so does not satisfy Assumption 3.1, a
small modification to K could fix this without really changing the following argument. We use
the initial distribution ν = δ1. The particle allocation is as follows. For even t, Nt(1) = N and
Nt(2) = Nt(3) = 0, while for odd t, Nt(1) = 0 and
Nt(2) =


N2, ωt(2) > 0, ωt(3) > 0
N, ωt(2) > 0, ωt(3) = 0
0, ωt(2) = 0
, Nt(3) =


N3, ωt(3) > 0, ωt(2) > 0
N, ωt(3) > 0, ωt(2) = 0
0, ωt(3) = 0
,
where N2+N3 = N . The unique invariant measure µ for K satisfies µ(1) = 1/2, µ(2) = µ(3) =
1/4. The time averages in (13) and (15) converge to limT→∞ θT
a.s.
= limT→∞ θ˜T
a.s.
= 1/4.
We make some analytic estimates to compare the performance of (13) with (15). Assume
for simplicity that N and T are even, suppose N ≪ T , and let Y1, Y2, . . . be iid Bernoulli-1/2
random variables. Regardless of the choice of N2 and N3, at every odd time step, there are N
particles with equal weight 1/N arriving at u = 2 or u = 3 from u = 1, with Bernoulli-1/2
probabilities. Thus, the variance of (13) is estimated by
σ2T ≈ Var
(
Y1 + Y2 + . . .+ YNT/2
NT
)
=
1
8NT
. (60)
The variance of (15) depends on the particle allocation. Suppose first that N2 = 1 and
N3 = N − 1. At time 0 there are N distinct roots, while at each odd time step, some roots
are lost from selection. A rough approximation is that ≈ N/2k unique roots are lost at the
(2k − 1)st time step. This means a single root remains after O(logN) odd time steps. In other
words, the ancestral lines of the particles surviving until time T all share a single long root, with
a branch and leaf system of time length O(logN) that is small enough we ignore it. So at each
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Figure 3: Comparison of time averages θT and θ˜T defined in (13) and (15), for the example in
Section 6 when T = 1000 and N2 = 1, N3 = N − 1. Left: Average values of θT and θ˜T vs. N
computed from 104 independent trials. Error bars are σT /10
2 and σ˜T /10
2, where σ2T and σ˜
2
T
are the empirical variances of θT and θ˜T respectively. Center: Empirical standard deviation σT
vs. N compared to the prediction from (60). Right: Empirical standard deviation σ˜T vs. N
compared to the prediction from (61).
odd time step there are are ≈ N identical ancestors at either u = 2 or u = 3 with Bernoulli-1/2
probabilities. The variance is roughly
σ2T ≈ Var
(
NY1 +NY2 + . . . +NYT/2
NT
)
=
1
8T
, if N2 = 1, N3 = N − 1. (61)
Now suppose N2 = N3 = N/2. The dominant contribution to the variance is again a single
long root of all the ancestral lines, but now this root has a slightly smaller time length. At each
odd time step, there are on average ≈ N/2+0.4√N particles at either u = 2 or u = 3, an excess
of ≈ 0.4√N over the N/2 particles that will be selected. By analogy with the coupon collector
problem [34], the number of odd time steps before only one root remains is roughly
ℓN :=
N logN + γN
0.4
√
N
, γ ≈ 0.58.
By the same argument as above, we can estimate the variance by
σ2T ≈ Var
(
NY1 +NY2 + . . .+NY(T−ℓN )/2
NT
)
=
T − ℓN
8T 2
, if N2 = N3 = N/2. (62)
See Figures 3 and 4 for numerical simulations confirming these estimates.
Figures 3 and 4 show the variance of (13) is much smaller than that of (15). The example
above illustrates the simple mechanism behind this variance reduction. Our example also illus-
trates that the variance of (13), compared to (15), should be less sensitive to the choice of the
particle allocation Nt(u)
u∈B
t≥0 . This is a significant benefit, as for complicated systems it can be
difficult to know how many particles to keep in each bin.
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Figure 4: Comparison of time averages θT and θ˜T defined in (13) and (15), for the example
in Section 6 when T = 1000 and N2 = N3 = N/2. Left: Average values of θT and θ˜T vs. N
computed from 104 independent trials. Error bars are σT /10
2 and σ˜T /10
2, where σ2T and σ˜
2
T
are the empirical variances of θT and θ˜T respectively. Center: Empirical standard deviation σT
vs. N compared to the prediction from (60). Right: Empirical standard deviation σ˜T vs. N
compared to the prediction from (62).
7 Comparison with sequential Monte Carlo
Below, we contrast weighted ensemble with a well-known sequential Monte Carlo method.
See [19, 43] for a description in the context of rare events. (See also the textbooks [16, 25] for
more details.) This sequential Monte Carlo method follows the same rules as weighted ensemble
sampling except that the selection step of Algorithm 2.2 is replaced by:
• (sequential Monte Carlo selection step) Conditional on Ft, let (Cit)i=1,...,N be multinomial
with N trials and event probabilities Gt(ξ
i
t, . . .)/
∑N
i=1Gt(ξ
i
t , . . .)). The number of children
of particle ξit is defined by
Cit = #
{
j : par(ξˆjt ) = ξ
i
t
}
(63)
and the children’s weights are
ωˆit =
ωjt
Gt(ξ
j
t , . . .)
×
∑N
i=1Gt(ξ
i
t , . . .))
N
, if par(ξˆit) = ξ
j
t . (64)
Here, the Gibbs-Boltzmann potentials Gt(ξ
i
t, . . .) are positive-valued; we write (ξ
i
t , . . .) for
the argument of Gt to indicate that Gt may depend on the current position (represented by ξ
i
t)
along with the ancestral line (denoted by . . .) of a particle. Actually, it can be shown that the
best choice of Gt has the form [2, 13, 19]
Gt(ξ
i
t , . . .) =
Vt(ξ
i
t)
Vt−1(par(ξˆit−1))
(65)
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for t > 0, and G0(ξ
i
0) = V0(ξ
i
0), where the Vt are positive-valued functions on state space.
Informally, this choice is optimal because it turns a path-likelihood term defining the particle
weights into a telescopic product. However, there is still a term corresponding to the total
weight that leads to a selection variance blowup. We discuss this more below.
We will consider the case where the Gibbs-Boltzmann potential has the optimal form (65).
In this setup, by accounting for particle weights, the selection step can be rewritten without
reference to particles’ ancestral histories, as follows.
• (sequential Monte Carlo selection step using (65)) Conditional on Ft, let (Cit)i=1,...,N be
multinomial with N trials and event probabilities ωitVt(ξ
i
t)/
∑N
i=1 ω
i
tVt(ξ
i
t). The number of
children of particle ξit is
Cit = #
{
j : par(ξˆjt ) = ξ
i
t
}
(66)
and the children’s weights are
ωˆit =
1
Vt(ξ
j
t )
×
∑N
i=1 ω
i
tVt(ξ
i
t)
N
, if par(ξˆit) = ξ
j
t . (67)
To see that these selection steps agree when Gt is given by (65), note that by (67) and (12),
ωitVt(ξ
i
t) =
Vt(ξ
i
t)
Vt−1(ξ
j
t−1)
×
∑N
i=1 ω
i
t−1Vt−1(ξ
i
t−1)
N
, if par(ξˆit−1) = ξ
j
t−1.
It follows that when Gt is given by (65), the numbers C
i
t defined in (63) agree with those
in (66). That is, both selection steps lead to the same multinomial law for the number of children
of each particle. Equations (64) and (67) then also agree, since both say that the weight of a
child equals its parent’s weight divided by the expected number of children of the parent, i.e.,
ωˆit =
ωjt
E[Cjt |Ft]
, if par(ξˆit) = ξ
j
t . (68)
The rule (68) ensures that the unbiased property, Theorem 4.6, holds; see [2].
In (64) and (67), we think of ωjt /Gt(ξ
j
t , . . .) and 1/Vt(ξ
j
t ), respectively, as non-normalized
weights, and
∑N
i=1Gt(ξ
i
t, . . .)/N and
∑N
i=1 ω
i
tVt(ξ
i
t)/N , respectively, as the weight normalization
that is the same for every particle at time t. Because of the choice of Gibbs-Boltzmann potential
in (65), the non-normalized weights in (67) telescope and thus depend only on the current particle
position; compare this with (64) for general Gt, where the non-normalized weight ω
j
t/Gt(ξ
j
t , . . .)
depends on ωjt . This telescoping suggests why (66)-(67) gives better performance. In spite of
this, the variance still explodes at large times. Intuitively, this is due to randomness of the
weight normalization: this randomness leads to a order 1 contribution to the selection variance
at each time step. After T time steps this contribution is order T , as we show below. Contrast
this with weighted ensemble, where the total weight is equal to 1 at all times.
We begin by studying the selection and mutation variances for sequential Monte Carlo.
Proposition 7.1. The selection variance for sequential Monte Carlo at time t is
E
[(
Dˆt −Dt
)2∣∣∣∣Ft
]
=
1
T 2

 N∑
i=1
(ωit)
2
βit
(Kht+1(ξ
i
t))
2 − 1
N
(
N∑
i=1
ωitKht+1(ξ
i
t)
)2 .
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where βit is the expected number of children of ξ
i
t,
βit = E[C
i
t |Ft] =
NGt(ξ
i
t, . . .)∑N
i=1Gt(ξ
i
t , . . .)
. (69)
The mutation variances of sequential Monte Carlo and weighted ensemble are the same.
Proof. By definition the selection step for sequential Monte Carlo,
E[CitC
j
t |Ft] = βitβjt
(
1− 1
N
)
+ βjt1i=j .
Using this, and following calculations similar to the proof of Lemma 4.10,
E


(
N∑
i=1
ωˆitKht+1(ξˆ
i
t)
)2∣∣∣∣∣∣Ft


=
N∑
i=1
N∑
j=1
E

 ∑
k:par(ξˆkt )=ξ
i
t
∑
ℓ:par(ξˆℓt )=ξ
j
t
ωˆkt ωˆ
ℓ
tKht+1(ξˆ
k
t )Kht+1(ξˆ
ℓ
t )
∣∣∣∣∣∣∣Ft


=
N∑
i=1
N∑
j=1
ωitω
j
t
βitβ
j
t
Kht+1(ξ
i
t)Kht+1(ξ
j
t )E[C
i
tC
j
t |Ft]
=
(
1− 1
N
) N∑
i=1
N∑
j=1
ωitω
j
tKht+1(ξ
i
t)Kht+1(ξ
j
t ) +
N∑
i=1
(ωit)
2
βit
(Kht+1(ξ
i
t))
2.
It is straightforward to check that the conclusions of Lemmas 4.3 and 4.7 remain valid. Thus,
following the proof of Lemma 4.10, we have
E
[(
Dˆt −Dt
)2∣∣∣∣Ft
]
=
1
T 2
E


(
N∑
i=1
ωˆitKht+1(ξˆ
i
t)−
N∑
i=1
ωitKht+1(ξ
i
t)
)2∣∣∣∣∣∣Ft


=
1
T 2
E

( N∑
i=1
ωˆitKht+1(ξˆ
i
t)
)2∣∣∣∣∣∣Ft

− 1
T 2
(
N∑
i=1
ωitKht+1(ξ
i
t)
)2
.
Combining the last two displays gives the result for the selection variance. The mutation
variances of weighted ensemble and sequential Monte Carlo are the same because they share the
same mutation step.
Consider the sequential Monte Carlo selection variance multiplied by T 2,
N∑
i=1
(ωit)
2
βit
(Kht+1(ξ
i
t))
2 − 1
N
(
N∑
i=1
ωitKht+1(ξ
i
t)
)2
. (70)
In general, the expression in (70) will not be bounded in T . Instead (70) will typically be the
same size as (Kht+1)
2, which is order T 2. As a consequence the variance, σ2T , is of order T . This
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Figure 5: Scaling of the variance of sequential Monte Carlo for the example in Section 5 with
δ = 0.25, where Gt is defined by (65) with Vt(u) = u, u = 1, 2, 3. Left: Average values of θT
computed from 106 independent trials. Error bars, which are smaller than the data markers,
are σT /10
3, where σ2T is the empirical variance of θT . The exact value is limT→∞ θT ≈ 0.0476.
Center: Empirical standard deviations σT vs. T . Right: Scaled empirical standard deviations
(1/
√
T )× σT vs. T , demonstrating that σT ∼
√
T .
variance blowup occurs even when the Gibbs-Boltzmann potentials satisfy (65). See Figure 5
for numerical illustration. See also the center of Figure 6, where there is an initial decay of
the variance before the asymptotical growth. This problem is not particular to multinomial
resampling: variance blowup occurs with residual and other standard resampling methods.
A few exceptions and special cases are worth mentioning. First, notice that putting βit =
Nωit in (70) leads to the selection variance of weighted ensemble with 1 bin. This selection
step is commonly used in diffusion Monte Carlo [4, 29]. In this case, (70) can be seen as a
variance of Kht+1 and thus bounded in T ; see the proof of Lemma 4.11. However, in our
setting, which is different from diffusion Monte Carlo, this choice of selection gives no variance
reduction compared to direct Monte Carlo. We discuss this more below. Second, consider
βit = ω
i
tNt(u)/ωt(u), which most closely resembles weighted ensemble, but does not fix the total
weight or the number Nt(u) of children in each bin u. (Also, this choice of β
i
t does not quite fit
into the sequential Monte Carlo framework, as βit cannot be expressed in the form (69).) It can
be seen from (70) that the variance still explodes in this case. Lastly, consider
βit =
NωitKht+1(ξ
i
t)∑N
i=1 ω
i
tKht+1(ξ
i
t)
, (71)
and suppose f is strictly positive so that this expression makes sense. In this case, equation (71)
makes (70) equal to zero, so that the selection variance is exactly zero. This form of selection
is closely related to stochastic optimal control [37]. As with optimal control, it is not practical
to implement exactly, since computing the functions Kht+1 to a given precision is at least as
expensive as evaluating
∫
f dµ with the same accuracy. It is worth noting that for weighted
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Figure 6: Comparison of weighted ensemble, sequential Monte Carlo, and direct Monte Carlo
for estimating
∫
f dµ ≈ θT , with θT and f defined in (13) and (72). Left: Average values of θT
vs. T computed from 105 independent trials of each method. Error bars are σT /
√
105 where σ2T
is the empirical variance of θT . Center: Empirical standard deviations σT vs. T . The sequential
Monte Carlo variance is increasing at large times T . Right: Scaled empirical standard deviations√
T × σT vs. T for weighted ensemble and direct Monte Carlo. In all plots, β = 6.
ensemble, if the selection variance is already small due to a careful choice of bins, reducing the
mutation variance should be more important than minimizing the selection variance.
In sum, sequential Monte Carlo fails to satisfy an ergodic theorem except in very special
cases. This is despite the fact that sequential Monte Carlo is unbiased in the same sense as
weighted ensemble (Theorem 4.6). To investigate this in more detail numerically, we consider
the following toy model. Define
Xt+1 = mod
(
Xt − 2π sin(2πXt)δt+
√
2δtβ−1αt, 1
)
where Xt has values in R/Z (i.e., the interval [0, 1) with periodic boundary), δt = 0.001, β = 5
or 6, and (αt)t≥0 are iid standard Gaussians. The kernel K is from a ∆t-skeleton of (Xt)t≥0,
K(x, dy) = P(X∆t ∈ dy|X0 = x),
where ∆t = 10. It is easy to check that K satisfies a Doeblin condition, which means that K
satisfies Assumption 3.1 (see pgs. 168-169 in [24]). In Figures 6 and 7, we compare the per-
formance of weighted ensemble, sequential Monte Carlo, and direct Monte Carlo for computing∫
f dµ, where µ is the stationary distribution of K and
f(x) = 10.45≤x≤0.55. (72)
For sequential Monte Carlo, we use Gibbs-Boltzmann potentials Gt defined by (65) with Vt(x) =
exp(−10(x− 0.5)2), t ≥ 0. Notice that Gt favors particles moving toward the support of f . For
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Figure 7: Comparison of weighted ensemble, sequential Monte Carlo, and direct Monte Carlo for
estimating
∫
f dµ ≈ θ¯T , where θ¯T and f are defined in (42) and (72). Left: Average values of θ¯T
vs. T computed from 5× 105 independent trials of each method. Error bars are σ¯T /
√
5× 105,
where σ¯2T is the empirical variance of θ¯T . Center: Empirical standard deviation σ¯T of weighted
ensemble sampling and direct Monte Carlo vs. T . Right: Empirical standard deviation σ¯T of
sequential Monte Carlo vs. T . In all plots, β = 5.
weighted ensemble, we use 20 equally sized bins with Nt(u) ≈ N/20. Thus for u ∈ B =
{1, . . . , 20}, we define bin(ξit) = u if ξit ∈ [(u− 1)/20, u/20). The initial distribution is
ν(dx) =
exp(β cos(2πx)) dx∫ 1
0 exp(β cos(2πx)) dx
,
which is an approximation of µ. All simulations have N = 200 particles.
Pictured in Figure 6 are the average values of θT given by (13), with the corresponding
empirical variance σ2T , computed from 10
5 independent trials of weighted ensemble, sequential
Monte Carlo, and direct Monte Carlo. Figure 6 shows the variance blowup of sequential Monte
Carlo, along with the stability of weighted ensemble and direct Monte Carlo, with the variance
scaling implied by Lemma 4.12(i).
The variance explosion of sequential Monte Carlo is not particular to our time averages (13).
Indeed, for sequential Monte Carlo, the empirical distributions
∑N
i=1 ω
i
tδξit become unstable at
large t. See the right of Figure 7. In particular, the simpler ergodic theorem from Remark 3.4
also fails for sequential Monte Carlo. On the other hand, the corresponding weighted ensemble
distributions are stable in time T , in the sense that the variance of θ¯T from (42) is bounded in
T (Proposition 4.14). See the center of Figure 7 for numerical confirmation.
In diffusion Monte Carlo, it is possible to mitigate variance blowup with an ensemble refresh-
ment step which resamples from replicas proportionally to their weights [4, 33], or βit = Nω
i
t
in the notation above. This step, which corresponds to the selection step of weighted ensemble
with 1 bin, sets all the weights equal. In our setting, this does not seem to solve the vari-
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ance problem, as even if all the weights are equal, the term (70) is still order T 2, making the
selection variance order T . To verify this, in our numerical tests, we tried including such re-
freshment steps but were unable to improve the variance compared to the values pictured in
Figures 6 and 7. Anyway such refreshment would counteract the importance sampling effects
of the Gibbs-Boltzmann potential Gt.
Weighted ensemble and sequential Monte Carlo are importance sampling methods that aim
to place particles in important or low probability parts of state space. To attain this effect,
sequential Monte Carlo uses a selection importance function, the Gibbs-Boltzmann potential,
while in weighted ensemble, the importance sampling relies on a user-chosen allocation of par-
ticles throughout a collection of bins (the simplest case being uniform allocation as in the
numerical examples above). As the results in this section illustrate, this weighted ensemble par-
ticle allocation accomplishes an effect similar to a Gibbs-Boltzmann potential, without suffering
from the large time variance blowup characteristic of sequential Monte Carlo.
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