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Abstract—This paper investigates sparse signal recovery based
on expectation propagation (EP) from unitarily invariant mea-
surements. A rigorous analysis is presented for the state evolution
(SE) of an EP-based message-passing algorithm in the large
system limit, where both input and output dimensions tend to
infinity at an identical speed. The main result is the justification
of an SE formula conjectured by Ma and Ping.
I. INTRODUCTION
Consider the N -dimensional signal recovery from com-
pressed, linear, and noisy measurements y ∈ CM (N ≥M ),
y = Ax+w, w ∼ CN (0, σ2IM ), (1)
where x ∈ CN and A ∈ CM×N denote a sparse signal
vector and a measurement matrix, respectively. The goal is
to estimate the unknown signals x from the knowledge about
the measurement vector y and matrix A, as well as about the
statistics of all random variables. Throughout this paper, we
postulate the following mild assumptions:
Assumption 1: The signal vector x has independent and
identically distributed (i.i.d.) zero-mean non-Gaussian ele-
ments1 with unit variance and finite fourth moments.
Assumption 2: The Gram matrix AHA is unitarily invari-
ant [1]. Furthermore, the empirical eigenvalue distribution of
AAH converges almost surely to a deterministic distribution
ρ(λ) with finite fourth moments in the large system limit,
where both M and N tend to infinity while the compression
rate δ = M/N ∈ (0, 1] is kept constant.
For an i.i.d. Gaussian matrixA—satisfying Assumption 2—
the approximate message passing (AMP) [2] was proved in [3]
to be asymptotically Bayes-optimal when the compression rate
δ is larger than the so-called belief-propagation (BP) thresh-
old [4]. However, it has been recognized that the original AMP
fails to converge for non-i.i.d. measurement matrices [5], [6].
To solve this limitation, several message-passing algorithms
have been proposed on the basis of expectation propagation
(EP) [7], the expectation-consistent approximation [8], [9],
or of the turbo principle [10]–[12]. These algorithms are
essentially the same as each other, with the only exception of
[9]. In this paper, they are referred to as EP-based algorithms.
1 We require no additional assumptions for the prior distribution of each
signal to prove the main theorem, whereas it is practically important to
postulate some prior distribution indicating the sparsity of x.
The main advantage of EP-based algorithms is that they are
asymptotically Bayes-optimal for unitarily invariant measure-
ment matrices. This claim was conjectured in [11], by propos-
ing state evolution (SE) equations of the EP-based algorithms
based on two heuristic assumptions, and by investigating
the properties of the SE equations. However, the rigorous
justification of the conjecture is still open.2 The purpose of
this paper is to prove the conjecture by presenting a rigorous
derivation of the SE equations.
Notation: The notation o(1) denotes a vector with almost
surely vanishing Euclidean norm in the large system limit.
For a matrix M ∈ CM×N , the singular-value decomposition
(SVD) ofM is written asM = ΦM (ΣM ,O)Ψ
H
M for M ≤
N . The unitary matrixΨM = (Ψ
‖
M ,Ψ
⊥
M ) is divided into two
parts that correspond to the non-zero and zero singular values,
respectively. ForM > N , we haveM = ΦM (Σ
T
M ,O)
T
Ψ
H
M
and ΦM = (Φ
‖
M ,Φ
⊥
M ).
When M is full rank, the pseudo-inverse of M is denoted
by M † = MH(MMH)−1 for M ≤ N and by M † =
(MHM)−1MH for M > N . Furthermore, P
‖
M = MM
†
for M > N represents the orthogonal projection onto the
space spanned by the columns ofM , while P⊥M = IM−P
‖
M
denotes the projection onto the orthogonal complement.
II. EXPECTATION PROPAGATION
We start with an EP-based algorithm [7], [11], which is
message passing between two modules—called modules A
and B. Module A computes the extrinsic mean xtA→B and
covariance vtA→BIN of x in iteration t,
xtA→B = x
t
B→A + γ(v
t
B→A)W
t(y −AxtB→A), (2)
vtA→B = γ(v
t
B→A)− v
t
B→A ≡ ϕA→B(v
t
B→A), (3)
where xtB→A and v
t
B→AIN denote prior mean and covariance
of x provided from module B, while x0B→A = 0 and v
0
B→A =
2 A similar result [13] was posted on the arXiv a few months before the
first submission of this paper. The main difference between the two papers
is that we use a probabilistic approach, while the posted paper considered
a deterministic one based on pseudo-Lipschitz continuity. The deterministic
approach only provides results averaged over all elements of x. On the other
hand, the probabilistic one allows us to obtain results for individual elements,
while only averaged results are presented due to space limitation.
1 are used in the initial iteration. In (2), the linear minimum
mean-square error (LMMSE) filter W t is given by
W t = AH
(
σ2IM + v
t
B→AAA
H
)−1
. (4)
Furthermore, the function γ(vtB→A) ≡ γt is defined as
1
γ(vtB→A)
= lim
M=δN→∞
Tr(W tA)
N
a.s.
=
∫
δλdρ(λ)
σ2 + vtB→Aλ
, (5)
due to Assumption 2. As proved in Section IV, γt eliminates
dependencies between estimation errors in the two modules.
On the other hand, module B computes the posterior mean
η˜t(x
t
A→B) = E[x|x
t
A→B] and variance MMSE(v
t
A→B) =
N−1E[‖x− η˜t(x
t
A→B)‖
2|xtA→B] of x, by regarding the mes-
sage xtA→B as the additive white Gaussian noise (AWGN)
observation of x,
xtA→B = x+ ω
t, ωt ∼ CN (0, vtA→BIN ). (6)
If a termination condition is satisfied, module B outputs
η˜t(x
t
A→B) as an estimate of x. Otherwise, the extrinsic mean
xt+1B→A and covariance v
t+1
B→AIN are fed back to module A.
xt+1B→A = v
t+1
B→A
(
η˜t(x
t
A→B)
MMSE(vtA→B)
−
xtA→B
vtA→B
)
≡ ηt(x
t
A→B),
(7)
1
vt+1B→A
=
1
MMSE(vtA→B)
−
1
vtA→B
≡
1
ϕB→A(vtA→B)
. (8)
The following lemma is used to prove that (7) eliminates
dependencies between estimation errors in the two modules.
Lemma 1 (Ma and Ping [11]): Let zt ∼ CN (0, vtA→BIN )
denote an independent circularly symmetric complex Gaussian
random vector with covariance vtA→BIN . Then,
lim
‖ǫ‖→0
Ezt
[
(zt)Hηt(x+ ǫ+ z
t)
]
= 0, (9)
lim
‖ǫ‖→0
Ezt
[
(zt)∗η˜t(x+ ǫ+ z
t)
]
= NMMSE(vtA→B). (10)
III. MAIN RESULT
The following theorem is the main result of this paper,
which describes the rigorous dynamics of the mean-square
error (MSE) for the estimate η˜t(x
t
A→B) of the EP-based
algorithm in the large system limit.
Theorem 1: Define msetA→B = ϕA→B(mse
t
B→A) and
mset+1B→A = ϕB→A(mse
t
A→B) with mse
0
B→A = 1, in
which ϕA→B and ϕB→A are defined in (3) and (8). Then,
the instantaneous MSE mset = limM=δN→∞N
−1‖x −
η˜t(x
t
A→B)‖
2 for the EP-based algorithm converges almost
surely to MMSE(msetA→B) in iteration t.
Theorem 1 was originally conjectured in [11], and implies
that the EP-based algorithm predicts the exact dynamics of
the extrinsic variances in the large system limit. The fixed-
points (FPs) of the SE equations were proved in [11] to
correspond to those of an asymptotic energy function that
describes the Bayes-optimal performance—derived in [14] via
a non-rigorous tool in statistical physics. Thus, the Bayes-
optimal performance derived in [14] is achievable when the
SE equations have a unique FP, or equivalently when the
compression rate δ is larger than the BP threshold [4].
Let us prove Theorem 1. We first formulate the error
recursions of the EP-based algorithm. Let ht = x − xtA→B
and qt = x− x
t
B→A denote the estimation errors in modules
A and B, respectively. From (1), (2), (7), and the SVD
A = U(Σ,O)V H, we obtain the error recursions with the
initial condition q0 = x,
mt = bt − γtW˜ t{(Σ,O)bt + w˜}, bt = V
Hqt, (11)
qt+1 = q0 − ηt(q0 − ht), ht = V mt, (12)
with w˜ = UHw. In (11), the linear filter W˜ t is given by
W˜ t = (Σ,O)
H
(
σ2IM + v
t
B→AΣ
2
)−1
. (13)
We next introduce several notations to present a general
theorem, of which a corollary is Theorem 1. Let Qt =
(q0, . . . , qt−1) ∈ C
N×t. The matrices Bt ∈ CN×t, M t ∈
CN×t, and Ht ∈ CN×t are defined in the same manner. The
dynamics of the set Xt,t′ = {Qt+1,Bt′ ,M t′ ,Ht|B
H
t′M t =
QHt′Ht,M t′ = Gt′(Bt′),Qt+1 = F t(Ht, q0)} conditioned
on Θ = {Σ, w˜} is investigated for t′ = t or t′ = t + 1, in
which the τ th columns ofGt′(Bt′) and F t(Ht, q0) are equal
to the right-hand sides (RHS) on the first equations in (11) and
(12) with t = τ , respectively. The conditionBHt′M t = Q
H
t′Ht
imposes the unitary property on V , and is obtained from the
second equations in (11) and (12). The set Xt,t represents the
history of errors in all preceding iterations just before updating
(11), while Xt,t+1 does just before updating (12).
We define m
‖
t = P
‖
Mt
mt = M tαt, αt = M
†
tmt, and
m⊥t =mt −m
‖
t . See the end of Section I for the notations.
The vectors q
‖
t , q
⊥
t , and βt = Q
†
tqt are defined in the same
manner. For notational convenience, we define α0 = 0, β0 =
0, Q0 = O, B0 = O, M 0 = O, H0 = O, M
†
0 = O, and
Q
†
0 = O, implying P
⊥
M0
= IN and P
⊥
Q0
= IN .
Theorem 2: For any iteration τ = 0, 1, . . .,
(a) Each element in qτ+1 has finite fourth moments. Further-
more, the following limit exists for all τ ′ ≤ τ + 1:
ζτ+1,τ ′
a.s.
= lim
M=δN→∞
1
N
qHτ ′qτ+1. (14)
In particular, the properties ζτ+1,τ+1 = v
τ+1
B→A and
mseτ
a.s.
= MMSE(vτA→B) hold. The minimum eigen-
values of N−1MHτ+1M τ+1 and N
−1QHτ+2Qτ+2 are
strictly positive in the large system limit.
(b) Let {zτ ∼ CN (0, IN )} denote a sequence of indepen-
dent standard complex Gaussian vectors that are inde-
pendent of V . Let µτ
a.s.
= limM=δN→∞N
−1‖q⊥τ ‖
2 and
ντ
a.s.
= limM=δN→∞N
−1‖m⊥τ ‖
2, and define
b˜τ = Bτβτ +M τo(1) +Bτo(1) + µ
1/2
τ zτ , (15)
h˜τ =Hτατ +Qτ+1o(1) +Hτo(1) + ν
1/2
τ zτ . (16)
Then, for any k ∈ N, all k-tuples of the elements in bτ
conditioned on Θ and Xτ,τ and in hτ conditioned on Θ
and Xτ,τ+1 converge in distribution to the corresponding
k-tuples for b˜τ and h˜τ in the large system limit.
(c) Let ω ∈ CN denote any vector that is independent of V ,
and satisfies limN→∞N
−1‖ω‖2
a.s.
= 1. Suppose that D
is any N×N Hermitian matrix such thatD depends only
on Σ, and that N−1Tr(D2) is almost surely convergent
as N →∞. Then, for all τ ′ ≤ τ and τ ′′ ≤ τ + 1
lim
M=δN→∞
1
N
bHτ ω
a.s.
= 0, (17)
lim
M=δN→∞
1
N
bHτ ′Dbτ
a.s.
= ζτ,τ ′ lim
N→∞
1
N
Tr(D), (18)
lim
M=δN→∞
1
N
bHτ ′mτ
a.s.
= 0, (19)
lim
M=δN→∞
1
N
mHτ ′mτ
a.s.
= γτ,τ ′ − ζτ,τ ′ , (20)
lim
M=δN→∞
1
N
hHτ ′hτ
a.s.
= lim
M=δN→∞
1
N
mHτ ′mτ , (21)
lim
M=δN→∞
1
N
hHτ qτ ′′
a.s.
= 0, (22)
with
γt,t′ = γtγt′
∫
δλ(σ2 + ζt,t′λ)
(σ2 + vtB→Aλ)(σ
2 + vt
′
B→Aλ)
dρ(λ).
(23)
Theorem 1 follows immediately from Theorem 2. A sketch
for the proof of Theorem 2 is presented in the next section.
See [15] for the detailed proof.
IV. PROOF OF THEOREM 2
A. Technical Lemmas
The proof strategy is based on a conditioning technique used
in [3]. A challenging part in the proof is to evaluate the distri-
butions of the estimation errors in each iteration conditioned
on the estimation errors in all preceding iterations. Bayati
and Montanari [3] evaluated the conditional distributions via
the conditional distribution of the measurement matrix A.
Since the LMMSE filter is used in module A, the conditional
distribution of A can be regarded as the posterior distribution
of A given linear, noiseless, and compressed observations
of A, determined by the estimation errors in all preceding
iterations. For i.i.d. Gaussian measurement matrices, it is well
known that the posterior distribution is also Gaussian. The
proof in [3] heavily relies on this well-known fact.
The main contribution of this paper is to extend the argu-
ment in [3] to the case of the unitary matrix V . Assumption 2
implies that V is independent of U and Σ, and a Haar
matrix [1]—uniformly distributed on the space of all possible
N × N unitary matrices. Under coordinate rotations in the
row and column spaces of V , it is possible to show that
the linear, noiseless, and compressed observation of V is
equivalent to observing part of the elements in V . Since any
Haar matrix is bi-unitarily invariant [1], the distribution of V
after the coordinate rotations is the same as the original one.
Thus, evaluating the conditional distribution of V reduces to
analyzing the conditional distribution of a Haar matrix given
part of its elements. This argument was implicitly used in [3].
Evaluation of this conditional distribution is a technically
challenging part in this paper, while this part is not required
for i.i.d. Gaussian measurements. We use further coordinate
rotations to reveal the statistical structure of the conditional
Haar matrix. We know that a Haar matrix has similar prop-
erties to an i.i.d. Gaussian matrix as N → ∞. In particular,
a finite number of linear combinations of the elements in a
Haar matrix were proved to converge in distribution to jointly
Gaussian-distributed random variables as N →∞ [16]. Note
that the classical central limit theorem cannot be used, since
the elements of a Haar matrix are not independent. Using
this asymptotic similarity between Haar and i.i.d. Gaussian
matrices, we arrive at the following two lemmas:
Lemma 2: For t ≥ 0, t′ > 0, andN−t−t′ > 0, suppose that
V˜ is an (N−t−t′)×(N−t−t′) Haar matrix and independent
of V , and that both Qt′ ∈ C
N×t′ and M t ∈ CN×t are full
rank for t > 0. Let ǫ2,0 = ‖q0‖
−2bH0m0q0, and
ǫ1,t = Γ
H
t H
H
t q
⊥
t , ǫ2,t =∆
H
t B
H
t+1m
⊥
t (24)
for t > 0, with Γt =M
†
t −M
†
tBt(B
H
t P
⊥
Mt
Bt)
−1BHt P
⊥
Mt
and ∆t = Q
†
t+1 − Q
†
t+1Ht(H
H
t P
⊥
Qt+1
Ht)
−1HHt P
⊥
Qt+1
.
Then, the following properties hold:
bt ∼ Btβt + ǫ1,t +Φ
⊥
Mt
Ψ
⊥
V
t,t
01
V˜
H
(Φ⊥QtΦ
⊥
V
t,t
10
)Hqt (25)
conditioned on Θ and Xt,t for t > 0, and for all τ < t+ 1
V Hqτ ∼ bτ +Φ
⊥
Mt
Ψ
⊥
V
t,t+1
01
V˜
H
(Φ⊥Qt+1Φ
⊥
V
t,t+1
10
)Hqτ , (26)
ht ∼Htαt + ǫ2,t +Φ
⊥
Qt+1
Φ
⊥
V
t,t+1
10
V˜ (Φ⊥MtΨ
⊥
V
t,t+1
01
)Hmt
(27)
conditioned on Θ and Xt,t+1. In these expressions, V
t,t′
10 ∈
C(N−t
′)×t and V
t,t′
01 ∈ C
t′×(N−t) are given by
V
t,t′
10 = (Φ
⊥
Qt′
)HHtM
†
tΦ
‖
Mt
, (28)
V
t,t′
01 = (Q
†
t′Φ
‖
Qt′
)HBHt′Φ
⊥
Mt
, (29)
with V
0,1
01 = b
H
0 /‖q0‖. See the end of Section I for the other
notations, as well as Φ⊥M0 = IN and Φ
⊥
V
0,1
10
= IN−1.
Lemma 3: For t′ > t ≥ 0 and N − t− t′ > 0, suppose that
V˜ is the Haar matrix defined in Lemma 2. Let a ∈ CN−t−t
′
denote a vector that are independent of V˜ and satisfies
limN→∞N
−1‖a‖2
a.s.
= 1. Suppose that z ∈ CN is a vector
such that, for all k ∈ N, any k-tuple of the elements in z
follows CN (0, Ik) as N →∞.
• If the minimum eigenvalues of N−1MHt M t and
N−1BHt P
⊥
Mt
Bt are strictly positive in the large system
limit, then the convergence in distribution holds
Φ
⊥
Mt
Ψ
⊥
V
t,t
01
V˜
H
a
d
→ z +M to(1) + P
⊥
Mt
Bto(1) (30)
conditioned on a, Θ, and Xt,t in the large system limit.
• If the minimum eigenvalues of N−1QHt+1Qt+1 and
N−1HHt P
⊥
Qt+1
Ht are strictly positive in the large sys-
tem limit, then the convergence in distribution holds
Φ
⊥
Qt+1
Φ
⊥
V
t,t+1
10
V˜ a
d
→ z +Qt+1o(1) + P
⊥
Qt+1
Hto(1)
(31)
conditioned on a, Θ, and Xt,t+1 in the large system limit.
In order to prove Theorem 2, we need the strong law of
large numbers for the elements of a Haar matrix, which are
dependent random variables.
Lemma 4: Suppose that V is an N × N Haar matrix.
Let a ∈ CN and b ∈ CN denote random vectors that
are independent of V and satisfy limN→∞N
−1‖a‖2
a.s.
= 1,
limN→∞N
−1‖b‖2
a.s.
= 1, and limN→∞N
−1bHa
a.s.
= C.
Furthermore, we define a Hermitian matrix D ∈ CN×N such
that D is independent of V , and that N−1Tr(D2) is almost
surely convergent as N →∞. Then,
lim
N→∞
1
N
b
H
V a
a.s.
= 0, (32)
lim
N→∞
1
N
bHV HDV a
a.s.
= C lim
N→∞
1
N
Tr(D). (33)
B. Sketch of Proof by Induction
We are ready to prove Theorem 2. The proof is by induction.
We omit the proof for the case τ = 0, and only present a sketch
of the proof for a general case, because of space limitation.
We assume that Theorem 2 is correct for all τ < t, and
prove that Theorem 2 holds for τ = t. Note that we can use
Lemma 2, since the induction hypothesis (a) for τ < t implies
that M t and Qt′ are full rank for t
′ = t and t′ = t+ 1.
Convergence of bτ to (15) for τ = t: We first prove
ǫ1,t
a.s.
= o(1) in (25), given by (24). We use the submultiplica-
tive property of the Euclidean norm to obtain the upper bound
‖ǫ1,t‖2 ≤ ‖NΓt‖2‖N−1H
H
t q
⊥
t ‖
2.
Let us prove that N−1HHt q
⊥
t converges almost surely to
zero in the large system limit. By definition,
1
N
HHt q
⊥
t =
HHt qt
N
−
HHt Qt
N
(
QHt Qt
N
)−1
QHt qt
N
. (34)
The induction hypothesis (22) for τ < t implies that
N−1HHt qt and N
−1HHt Qt converge almost surely to zero.
Furthermore, the induction hypothesis (a) for τ < t im-
plies that ‖(N−1QHt Qt)
−1N−1QHt qt‖ is bounded. Thus,
N−1HHt q
⊥
t
a.s.
→ 0 holds in the large system limit.
In order to complete the proof of ǫ1,t
a.s.
= o(1), we need
to prove that ‖NΓt‖2 is bounded. The boundedness can be
proved in the same manner, although the details are omitted.
Thus, ǫ1,t
a.s.
= o(1) holds.
We next use Lemma 3 to evaluate the last term on the RHS
of (25). It is possible to confirm that the last term on the
RHS of (30) reduces to P⊥MtBto(1) = M to(1) +Bto(1).
Thus, we use (25) and Lemma 3 to find that, for all k ∈ N,
any k-tuple of the elements in bt conditioned on Θ and Xt,t
converges in distribution to the corresponding k-tuple for (15),
when µt in (15) is defined as
µt
a.s.
= lim
M=δN→∞
1
N
qHt Φ
⊥
Qt
P⊥
V
t,t
10
(Φ⊥Qt)
Hqt. (35)
In order to complete the proof, we shall evaluate (35). Since
we can show Φ⊥QtP
⊥
V
t,t
10
(Φ⊥Qt)
H = P⊥Qt −P
‖
P⊥
Qt
Ht
, we have
µt
a.s.
= lim
M=δN→∞
1
N
(
‖q⊥t ‖
2 − qHt P
‖
P⊥
Qt
Ht
qt
)
. (36)
It is possible to prove that the second term converges almost
surely to zero, by repeating the proof of ǫ1,t = o(1). Thus,
we have µt
a.s.
= limM=δN→∞N
−1‖q⊥t ‖
2.
Eqs. (17)–(20) for τ = t: We first prove (18) for τ = t.
We use (25), ǫ1,t = o(1), and Lemma 4 to have
lim
M=δN→∞
1
N
bHτ ′Dbt
a.s.
= lim
M=δN→∞
1
N
bHτ ′DBtβt (37)
conditioned on Θ and Xt,t for τ ′ < t. Using the induction
hypothesis (18) for τ < t, q
‖
t = Qtβt, and q
H
τ ′q
⊥
t = 0 yields
(18) for τ ′ < τ = t.
For τ ′ = t, (25) and Lemma 4 imply
1
N
bHt Dbt
a.s.
→
1
N
βHt B
H
t DBtβt
+
µt
N
Tr
{
DΦ⊥MtP
⊥
V
t,t
01
(Φ⊥Mt)
H
}
(38)
conditioned on Θ and Xt,t in the large system limit. The induc-
tion hypothesis (18) for τ < t implies that the fist term con-
verges almost surely to limM=δN→∞N
−1‖q
‖
t ‖
2N−1Tr(D).
Furthermore, it is possible to prove that the second term
converges almost surely to µtN
−1Tr(D) in the large system
limit, since N−1‖D‖2 is assumed to be bounded as N →∞.
Thus, (18) holds.
To prove (17) for τ = t, we repeat the same proof to obtain
lim
M=δN→∞
1
N
bHt ω
a.s.
= lim
M=δN→∞
1
N
βHt B
H
t ω
a.s.
= 0 (39)
conditioned on Θ and Xt,t, where we have used the induction
hypothesis (17) for τ < t.
Let us prove (19) and (20) for τ = t. Using (5), (13), (17),
and (18), we obtain
γt
N
bHτ ′W˜ t {(Σ,O)bt + w˜}
a.s.
→
1
N
bHτ ′bt (40)
in the large system limit. From (11) and (40), (19) holds.
Similarly, we use (11), (18), and (40) to obtain
mHτ ′mt
N
a.s.
→ −ζt,τ ′+
γτ ′γt
N
{(Σ,O)bτ ′ + w˜}
H
·W˜
H
τ ′W˜ t {(Σ,O)bt + w˜} (41)
in the large system limit. Using (13), (17), (18), and Assump-
tion 2, we find that the second term reduces to (23) for t′ = τ ′.
Thus, (20) holds for τ = t.
Convergence of hτ to (16) for τ = t: The proof for the
convergence of ht is omitted, since it is the same as for the
convergence of bt to (15).
Eq. (21) for τ = t: The proof of (21) for τ = t is omitted,
since it is the same as the proof for (18) with D = IN .
Eq. (14) for τ = t: We only prove the existence of (14)
for τ ′ ≤ τ = t, since the case τ ′ = t+1 can be proved in the
same manner. Using (12) yields
1
N
qHτ ′qt+1 =
qHτ ′q0
N
−
qHτ ′ηt(q0 − ht)
N
. (42)
The induction hypothesis (14) τ < t implies that the first term
is convergent in the large system limit.
In order to prove the existence of (14) for τ ′ ≤ τ = t, it is
sufficient to confirm
1
N
qHτ ′qt+1
a.s.
→ ζ0,τ ′ −
1
N
EZt
[
qHτ ′ηt(q0 − h
G
t )
]
(43)
in the large system limit. In (43), the expectation is over
independent standard complex Gaussian vectors Zt = {zτ :
τ = 0, . . . , t}. Furthermore, hGτ is recursively defined as
hGτ =H
G
τ ατ +Qτ+1o(1) +Hτo(1) + ν
1/2
τ zτ , (44)
with HGτ = (h
G
0 , . . . ,h
G
τ−1).
We use the strong law of large numbers [17, Theorem 6]
and the property (b) for τ = t to have
qHτ ′qt+1
N
a.s.
→ ζ0,τ ′ −
Ezt [q
H
τ ′ηt(q0 − h˜t)]
N
(45)
in the large system limit, where h˜t is given by (16). Repeating
the same argument in the order τ = t− 1, . . . , 0, we arrive at
(43). Thus, (14) exists for τ ′ ≤ τ = t.
Eq. (22) for τ = t: We shall prove (22) for τ = t. From
(12) and (26), we find
lim
M=δN→∞
1
N
h
H
t qτ ′
a.s.
= lim
M=δN→∞
1
N
mHt bτ ′ , (46)
conditioned on Θ and Xt,t+1 for τ
′ ≤ t, which is almost surely
equal to zero, because of (19) for τ = t. Thus, (22) holds for
τ ′ ≤ τ = t.
We use (12) and (22) for τ ′ = 0 and τ = t to have
lim
M=δN→∞
1
N
hHt qt+1
a.s.
= − lim
M=δN→∞
1
N
hHt ηt(q0 − ht)
(47)
for τ ′ = t+ 1. It is possible to prove
1
N
hHt qt+1
a.s.
→ −
1
N
EZt
[
(hGt )
Hηt(q0 − h
G
t )
]
, (48)
in the large system limit, by repeating the proof of (43).
Let us prove that the RHS of (48) is equal to zero. From (5),
(20), (21), (23), and the induction hypothesis ζt,t = v
t
B→A, we
find that the random vector hGt induced from the randomness
of Zt has i.i.d. proper complex Gaussian elements with
vanishing mean in the large system limit and variance vtA→B,
given by (3). We use Lemma 1 to find that the RHS of (48)
is equal to zero. Thus, (22) holds for τ = t.
Property (a) for τ = t: The proof for the existence
of the fourth moments is omitted. See [3, Lemma 1(g)] for
evaluating the minimum eigenvalues of N−1MHτ+1M τ+1 and
N−1QHτ+2Qτ+2 for τ = t.
We repeat the proof of (43) to obtain
mset
a.s.
= lim
M=δN→∞
1
N
E
[
‖q0 − η˜t(q0 − h
G
t )‖
2
]
, (49)
which reduces to MMSE(vtA→B).
Let us prove ζt+1,t+1 = v
t+1
B→A. Applying (7) to (12), and
using (8), we have
qt+1 =
vt+1B→A{q0 − η˜t(q0 − ht)}
MMSE(vtA→B)
−
vt+1B→A
vtA→B
ht. (50)
We use Lemma 1, (8), and (22) to evaluate (14) as
ζt+1,t+1
a.s.
=
(vt+1B→A)
2
MMSE(vtA→B)
−
(vt+1B→A)
2
vtA→B
= vt+1B→A. (51)
Thus, property (a) holds.
ACKNOWLEDGMENT
The author was in part supported by the Grant-in-Aid
for Exploratory Research (JSPS KAKENHI Grant Number
15K13987), Japan.
REFERENCES
[1] A. M. Tulino and S. Verdu´, Random Matrix Theory and Wireless
Communications. Hanover, MA USA: Now Publishers Inc., 2004.
[2] D. L. Donoho, A. Maleki, and A. Montanari, “Message-passing algo-
rithms for compressed sensing,” Proc. Nat. Acad. Sci., vol. 106, no. 45,
pp. 18 914–18 919, Nov. 2009.
[3] M. Bayati and A. Montanari, “The dynamics of message passing on
dense graphs, with applications to compressed sensing,” IEEE Trans.
Inf. Theory, vol. 57, no. 2, pp. 764–785, Feb. 2011.
[4] K. Takeuchi, T. Tanaka, and T. Kawabata, “Performance improvement
of iterative multiuser detection for large sparsely-spread CDMA systems
by spatial coupling,” IEEE Trans. Inf. Theory, vol. 61, no. 4, pp. 1768–
1794, Apr. 2015.
[5] F. Caltagirone, L. Zdeborova´, and F. Krzakala, “On convergence of
approximate message passing,” in Proc. 2014 IEEE Int. Symp. Inf.
Theory, Honolulu, HI, USA, Jul. 2014, pp. 1812–1816.
[6] S. Rangan, P. Schniter, and A. Fletcher, “On the convergence of
approximate message passing with arbitrary matrices,” in Proc. 2014
IEEE Int. Symp. Inf. Theory, Honolulu, HI, USA, Jul. 2014, pp. 236–
240.
[7] J. Ce´spedes, P. M. Olmos, M. Sa´nchez-Ferna´ndez, and F. Perez-Cruz,
“Expectation propagation detection for high-order high-dimensional
MIMO systems,” IEEE Trans. Commun., vol. 62, no. 8, pp. 2840–2849,
Aug. 2014.
[8] M. Opper and O. Winther, “Expectation consistent approximate infer-
ence,” J. Mach. Learn. Res., vol. 6, pp. 2177–2204, Dec. 2005.
[9] Y. Kabashima and M. Vehkapera¨, “Signal recovery using expectation
consistent approximation for linear observations,” in Proc. 2014 IEEE
Int. Symp. Inf. Theory, Honolulu, HI, USA, Jul. 2014, pp. 226–230.
[10] X. Yuan and J. Ma, “Iterative equalization for MIMO systems: Al-
gorithm design and evolution analysis,” in Proc. 2013 IEEE Wirel.
Commun. Netw. Conf., Shanghal, China, Apr. 2013, pp. 3974–3979.
[11] J. Ma and L. Ping, “Orthogonal AMP,” IEEE Access, vol. 5, pp. 2020–
2033, Jan. 2017.
[12] T. Liu, C.-K. Wen, S. Jin, and X. You, “Generalized turbo signal
recovery for nonlinear measurements and orthogonal sensing matrices,”
in Proc. 2016 IEEE Int. Symp. Inf. Theory, Barcelona, Spain, Jul. 2016,
pp. 2883–2887.
[13] S. Rangan, P. Schniter, and A. K. Fletcher, “Vector approximate message
passing,” [Online]. Available: http://arxiv.org/abs/1610.03082.
[14] K. Takeda, S. Uda, and Y. Kabashima, “Analysis of CDMA systems
that are characterized by eigenvalue spectrum,” Europhys. Lett., vol. 76,
no. 6, pp. 1193–1199, 2006.
[15] K. Takeuchi, “Rigorous dynamics of expectation-propagation-based sig-
nal recovery from unitarily invariant measurements,” submitted to IEEE
Trans. Inf. Theory. [Online]. Available: http://arxiv.org/abs/1701.05284.
[16] S. Chatterjee and E. Meckes, “Multivariate normal approximation using
exchangeable pairs,” ALEA Latin. Amer. J. Prob. Math. Stat., vol. 4, pp.
257–283, 2008.
[17] R. Lyons, “Strong laws of large numbers for weakly correlated random
variables,” Michigan Math. J., vol. 35, no. 3, pp. 353–359, 1988.
