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摘 要：MySQL数据库软件被广泛地应用于WEB项目中，因此它的安全性极为重要。本文针对
MySQL密码认证算法的FPGA实现以及应用进行研究，利用并行化、流水线架构实现MySQL认证算
法。提出一种基于BRAM的SHA-1算法流水线架构并对其流水线级数进行优化，从而实现高性能。同
时利用多模块并行，多密码验证算法，以提高硬件运行速度和计算资源的利用效率。通过优化，高性
能实现了基于FPGA硬件的MySQL认证算法，单块芯片的口令恢复速度为18亿个口令密码每秒，多
个FPGA构成子板的认证速度为72亿/秒，比采用GPU GTX 690平台的速度提高了5倍。
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1 引言
互联网时代的发展逐步进入大数据时代，而数
据库软件为我们提供了处理和存储数据的方式，其
中最流行的关系型数据库管理系统就是MySQL数
据库软件。在WEB应用方面MySQL是最好的关系
数据库管理系统之一。全球许多行业巨头（包括
Facebook、Google、Adobe、Alcatel Lucent和Zappos）
都使用 MySQL 来支持其高流量网站、关键业务系
统[1]。在这些大型网站架构中，MySQL扮演着最重要
的角色。 为了保障数据安全，MySQL数据库软件在
用户需要获得更高数据处理权限的时候需要用户
输入口令进行身份验证。
MySQL密码认证所用到的核心算法为SHA-1。
基于FPGA的SHA-1算法实现主要是利用流水线和
循环展开技术来提高吞吐率[2]，研究表明随着流水
线级数的增加，尽管资源消耗更多，但是吞吐率也随
之提高。由于单个FPGA内部的资源有限，至今尚未有
人实现全流水线结构。Makkad等人综合使用了循环
展开，预计算和流水线等优化手段，在Virtex-6器件上
实现的SHA-1算法吞吐率达到了8.6 Gbps[3]。目前被
广泛认可的优化方案主要有进位保存加法 [4]，它将
SHA-1算法中的关键路径中的加法分割为加和进位
两种运算，从而减小了关键路径的延时；循环展开通
过将SHA-1循环中的几轮运算合并来减少计算轮数，
提高轮计算的效率[5]；以及利用寄存器来减少关键路
径延时的流水线方案[6]等。
本文工作主要针对MySQL密码认证机制算法进
行FPGA硬件优化实现，使用并行框架下全流水线的
设计模式对其算法进行了资源和运行频率的优化，以
取得高吞吐率的效果。其最终的性能将和目前通用众
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核GPU平台的吞吐率进行比较，并最终应用到基于
FPGA的密码恢复应用系统方案中。基于这个目的，
本文将从系统架构， 全流水线模块设计和优化，多
密文匹配以及系统性能测试和分析几个方面详细
阐述。
2 系统构成
MySQL 的 密 码 认 证 机 制 （ 也 称 为
mysql_native_password）流程如图1所示：
根据用户输入的用户名，通过密码认证算法对
明文密码进行计算，计算后得出的校验值与该用户
在MySQL本地中存储的校验值进行匹配比对，如果
匹配则用户身份得到认证，登录成功，否则身份认
证失败，无法获取权限。MySQL的密码支持最长64
字节（512bit）的密码设置。
MySQL V4和V5版本的校验算法如下， 先把
密码明文Message根据SHA-1的要求进行扩充得到
64字节，进行一次SHA-1算法计算，得到散列的20
字节的哈希值 ，然后再把这哈希值作为第二次
SHA-1操作的输入进行扩充和再一次的SHA-1计
算，得到最后的20字节的校验值。V4版本的校验值
为10个字节，V5版本的校验值为20个字节[6]。因此，
MySQL密码认证机制中，SHA-1算法的实现和优化
至关重要。
2.1 系统硬件架构
整个系统架构分成两个部分，一部分是处理器
模块，系统利用ARM CPU对MySQL认证数据的进
行解析和处理，而后通过自定义的AXI-4总线将认
证数据和策略发送给认证算法模块（FPGA）进行认证
和校验运算。 另外一部分是由多个FPGA构成的并行
认证算法兑现模块。为了提高计算性能，我们在每个
芯片上尽可能多的实现多个并行运算的认证模块，并
以片选信号CS[j]进行不同策略分配。数据和策略包括
初始密码配置，密码字符集，密码最大长度，待匹配的
校验值以及相应的命令等信息。如下图所示，
图中每个MySQL密码认证模块包括：密码构造、
认证算法、多密文匹配模块。密码构造模块利用从处
理器接收到的策略进行密码构造，生成的密码输出给
认证算法模块进行认证。认证算法模块中以流水线的
方式工作，计算生成校验值。生成的校验值通过多密
文匹配模块进行多密文的同时匹配对比，若密文匹配
则对该密文的明文密码索引进行保存。在完成全部待
校验值匹配后或者完成密码遍历后，当所有并行运算
的认证模块中断都有效时, 触发处理器中断信号，通
知系统已经完成该次策略的计算。
2.2 流水线SHA-1算法实现
流水线型算法实现方式的优点是效率高、吞吐率
大，其缺点在于占用的硬件资源较多。从而限制了在
单个FPGA内部实现多个并行认证模块的数量。为此
我们提出了一种新的流水线型SHA-1算法实现方式，
利用FPGA芯片中硬核BRAM模块资源来实现SHA-1
算法中Wt数据的写入和读出，不但实现了全流水线
架构，而且节省了大部分的寄存器资源。具体实现如
下图所示：
图1 MySQL认证机制流程
图2 系统整体架构框图
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图5 基于BRAM模块实现流水线SHA-1算法框图
图3 全流水线型SHA-1算法实现框图
图中消息输入经过消息填充模块后，通过字扩
展模块将512-bit数据转换为W0-W79。 由公式1可
知，从W16开始，每间隔16个Wt是由前面的16个Wt计
算成的新的16个Wt，因此，我们将SHA-1算法的80
轮循环计算分为5组，分别对应框图中的rr0，rr1，
rr2，rr3，rr4。每一组的16个Wt输入字扩展模块生成
新的16个Wt输出，以提供给下一组循环进行使用。
计算好的W16-W79存放在各自的BRAM中，通过读取
各个出BRAM端口b_addr特定地址的数据值Wn，进
行每一轮的计算。
全流水线架构的核心在于保证输入的每一时
钟周期的消息块M都能处理到，并且最终的模块输
出时每一时钟周期输出一个消息摘要值，而这个消
息块M又是决定了SHA-1算法中W0~W79的值。为了
保证每一个时钟输入的消息块M能够进行处理，需
要不停的存储和转换新的数据Wt，其计算公式如
下：
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式中RotLx(y)表示对括号内的数进行循环左移x位。
从式中我们可以看到W16~18可以直接从W0~15得到，而
W19~21三个数据需要等待W16~18计算完成后才能计算
获得结果，即每间隔三个数据可以开始计算新的三
个数据，以此类推。根据这个计算规律，我们设计了Wt
数据转换模块，如下图所示，
利用FPGA芯片XC7K325T内部的六输入查表电
路，在第一个时钟周期实现4个输入的异或计算W16，并
且仅存储还未计算完成的Wt_TEMP值，只需要三个时
钟周期即可完成3个Wt的计算。每个SHA-1算法实现需
要用到4个字扩展模块构成流水线架构，如图3所示。
图5是基于BRAM模块实现流水线SHA-1算法框
图。在全流水线架构中，每一个时钟就输入一个消息
块Mn等待计算，rr0根据公式1将Mn分为W0,n~W15,n，其
中n表示不同时钟输入的消息块M，本设计中用一个
计数器变量w_addr进行时序控制，初始化w_addr=0，
在每个时钟延w_addr加1。在每一组W0,n~W15,n输入时，
将W2,n~W15,n共14个数据写入对应的14个BRAM中，写
入的端口地址a_addr为该时刻的w_addr的计数值。同
时第一个循环子算法模块Sub_core开始计算该Mn的
第一个循环，当流水线计算到Wt,n对应的第t个循环模块
时，BRAMt的读取地址b_addr[t]为：w_addr-2*DELT+
DELAY， 这里DELT为每个循环的内部流水级数，
DELAY为所需数据从BRAM读出到当前t模块需要的
延时时钟个数。在进行完16轮的计算后将rr0的结果
（1）
图4 Wt数据转换模块流程框图
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输出，依次进入rr1，rr2，rr3，rr4进行计算。
2.3 流水线架构优化
为了提高MySQL认证算法FPGA实现的吞吐率
(即单位时间内所处理的比特数)，可以通过提高时钟
频率，减少处理时延来实现。吞吐率的定义如下：
其中Throughput为吞吐率，block size是指每次处
理的数据块比特数，SHA-1算法的数据块大小是
512bit，frequency是指工作频率，latency是指处理所
需时钟数。
全流水线SHA-1架构的设计可以分为外部和
内部两级流水线。外部流水线的每一级从BRAM读
取数据Wt，作为SHA-1轮运算子模块的输入。内部
流水线设计主要针对SHA-1轮运算子模块，主要是
通过循环展开、 拆分关键时钟路径来进行优化。我
们可以把一个全流水的SHA-1的流水线级数配置
为（p0+p1*p2）级来进行优化，其中p0，p1和p2分别
表示预计算、外部和内部流水线级数。
内部流水级数p2的设计，主要增加中间寄存器
从而降低关键路径的延时，来提高工作频率。外部
流水线p1的设计主要根据循环展开轮数来确定。循
环展开是基于FPGA实现SHA-`1的常用优化方式，
它把两轮或者更多的哈希轮计算展开出来并压缩
在一轮来实现[8]。文章[8]通过比较不同展开级数的吞
吐率，得出两轮展开的实现方式能够获得最大的吞吐
率。经过2轮循环展开的SHA-1算法，其循环计算的路
径延迟增长一倍。为此引入预计算的优化方法来减少
计算延迟[6]。预计算把一个关键时钟路径的计算量分
开成几个互不联系的部分，在流水线架构的前一级预
先计算下一级流水线中关键时钟路径的中间值并通
过寄存器在两级流水线模块中传递。 通过这种方式，
把关键路径分割成并行的几部分进行计算，从而大大
的减少路径长度，提高算法的最大时钟频率。为此我
们配置和设计了一组流水线架构进行性能比较，如下
表所示。
根据上面的实验数据，当p0=2，p1=40，p2=2时，即
架构配置采用外部40级流水线设计，每级轮运算流水
线内部采用2级循环展开、预计算，并且以2级内部流
水线，能够得到最好的SHA-1吞吐率和TPS指标。
2.4 多密文匹配模块的实现
在实际的口令恢复应用中，往往会有大量的待解
析密钥值需要进行匹配和密码恢复。通常的密文匹配
方式仅进行单一密文匹配，没有充分利用通过复杂计
算得到的密文，为此，我们设计了的多密文匹配模块，
使得应用系统能够同时查找多个密码明文，完成对多
个待匹配密文的明文查找，有效地提高了密码恢复的
速度。为了实现多密文匹配，我们设计了三个表格进
行匹配遍历，通过低位匹配和间接寻址的方式来加快
匹配查找的速度，具体流程如下图所示：
(2)
表1 不同流水线架构的SHA-1算法性能比较
架构设计
（p0+p1*p2）
2+40*2(325T)
1+40*1(325T)
2+40*2 (V6)
1+40*1 (V6)
10*1[6] (V6)
20*1[6] (V6)
Virtex-6[7]
Virtex-6[7]
时钟频率
(MHz)
311.7
256.1
345.2
236.0
110.668
107.365
164.7
124.7
时延
1
1
1
1
4.1
2.05
10
5
Slice
Register
28457
20994
25849
20083
8313
16202
Slice Luts
11563
11966
19303
16131
12087
23523
BRAM
40(36k)
35(36k)
79(18k)
58(18k)
-
-
Slice
4803
4514
4908
4563
2807
4129
吞吐率
(Gbps)
159.590
131.123
176.743
120.832
13.820
26.815
8.4
12.8
TPS
(Mbps)/slice
33.23
29.05
36.01
26.48
2.99
3.10
注：TPS表示Throughput per slice, 325T表示基于XC7K325T芯片综合实现并且在板测试的数据，V6表示使用Virtex 6 ML605开发板使用
ISE4进行综合和实现的数据。
latency
frequencysizeblockThroughput ??＝ ×
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图中密文匹配是通过tab1和tab2， 其中tab2存
放待解析的160bit密文值，并将待解析密文值的低
九位作为表tab1的地址来存放该密文在表tab2的存
放地址，即tab1作为tab2的间接寻址索引。若不存在
待解析的密文，则tab1上对应的数据设置为无效地
址。每一个计算出来的密文先取其低九位作为tab1
的地址查找其在表tab1中的数据是否为有效地址，
有效则进一步读取tab2中存放的密文进行全字符
匹配，若匹配结果相同，则表示密码恢复成功并返
回对应明文密码的索引值。为了避免密文低九位冲
突的情况，我们还构造了表格tab11。当遇到相同的
低九位密文值时， 则在tab11表中填写冲突密文所
在tab2中的存放地址。发生冲突时，一次可能生成
多个需要匹配的密文， 所以引入FIFO队列来避免
tab1的数据丢失。
为了实现tab1，tab11，tab2以及FIFO模块之间
的同步，我们设置了cur_state状态字来表示匹配模
块的工作状态，IDLE表示空闲，BUSY表示工作。状
态转换如下图所示，
图中当处于空闲状态时，若fifo_empty为真，则表
示FIFO中没有等待匹配的密文值，后续状态为空闲状
态；若fifo_empty不为真，则需要读取FIFO进行后续匹
配，后续状态为工作状态。当处于工作状态时，需要判
断Busy_hd标识，即判断是否完成tab11遍历。遍历完
成时，busy_hd恢复为0，则后续状态变为空闲状态。
3 测试结果和分析
整个系统测试的硬件平台是自行设计的一块由1
个Znyq-7020和4个XC7K325T FPGA芯片所构成的
子板，其中Znyq-7020主要负责策略分配以及多FPGA
芯片之间的调度，XC7K325T主要实现和例化MySQL
密码认证算法模块，如下图所示。
在2.3节优化设计的基础上，可以在一个FPGA芯
片内部实现多个密码认证模块的并行架构，从而进一
步提高密码恢复的速度，如下表所示。
注：d表示并行模块的个数；文章[6]5*4，5表示流水的级数，4表示并行模块的个数。
图6 多密文匹配模块的设计流程图
图7 多密文匹配模块的转态转换流程
图8 系统测试的硬件平台
表2 多个密码认证模块的并行架构性能比较
架构配置
（p0+p1*p2）*d
（2+40*2）*1
（2+40*2）*6
文章[6]2*5
文章[6]10*2
文章[6]5*4
时钟频率
(MHz)
311.7
297.3
113.345
110.509
113.675
时延
1
1
20.5
4.1
8.2
Slice
Register
33003
196583
9786
16612
17398
Slice Luts
13702
81676
14562
24335
26042
Block
Ram
60
363
-
-
-
Slice
6328
37031
-
-
-
吞吐率
(Gbps)
159.590
913.306
14.154
27.600
28.391
TPS
(Mbps)/slice
25.220
24.663
-
-
-
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本文设计的运行频率比文章 [6] 高100MHz以
上 。 （2 +40*2）*6 的 架 构 配 置 吞 吐 率 达 到
913.306Gbps，是文章[6]的913.306/28.391=32.17倍。
此外，从表中可以看到并行架构配置会稍微降低系
统的工作频率， 但是整体的吞吐率性能提高很大。
预处理、2级循环展开以及2级内部流水线的配置在
并行实现6个模块后， 系统的吞吐率从159.590
Gbps提高到913.306 Gbps，提升了472.2%，转换成
认证密码次数为17.84亿/秒。
我们将MySQL密码认证算法的FPGA实现和目
前常用的基于GPU众核平台的实现进行性能对比，
如下表所示。
表中GPU性能数据是基于OpenCL库实现多线
程认证算法得到。可以看出，单个XC7K325TX芯片
的速度比GTX690的速度提高了6.64亿/秒， 比GTX
590的速度提高了7.46亿/秒。如果四个XC7K325T芯
片同时运行，系统的整体速率提升至72亿/秒，比
GTX 690提高了5.34倍。同时FPGA的整体功耗要
低于GPU显卡。
4 结论
本文针对MySQL密码认证算法的FPGA优化实
现进行研究，利用并行化、流水线架构来实现高速
的MySQL密码恢复应用。对关键的SHA-1、多密文
匹配等模块进行全流水线架构设计和实现。首次实
现了SHA-1算法全流水线架构，并对其进行优化设
计。同时设计了多密文匹配模块，以提高硬件运行
速度和计算资源的利用效率。通过优化，单块芯片
的口令恢复速度达到18亿个密码每秒，单块子板的
认证速度为72亿/秒。
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表3 基于GPU和FPGA实现认证算法的性能对比
解密平台
密码
认证机制
SHA-1
GTX 690
显卡单张[9]
（亿/秒）
11.36
GTX 590
显卡单张[10]
（亿/秒）
10.54
单个
XC7K325T
（亿/秒）
18
单块子板 4
个 XC7K325T
（亿/秒）
72
90
