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1 Contraste de bondad de ajuste
1.1 Prueba de chi2
La prueba chi-cuadrado para una muestra permite averiguar si la distribucio´n
emp´ırica de una variable catego´rica se ajusta o no a una determinada dis-
tribucio´n teo´rica (uniforme, binomial, multinomial, normal, etc.). Este contraste
de bondad de ajuste, se pone a prueba utilizando un estad´ıstico originalmente
propuesto por Pearson para comparar las frecuencias observadas o emp´ıricas
con las esperadas o teo´ricas de cada categor´ıa, es decir, un estad´ıstico disen˜ado
para comparar las frecuencias de hecho obtenidas en una muestra concreta (fre-
cuencias observadas: Oi) con las frecuencias que deber´ıamos encontrar si la
variable realmente siguiera la distribucio´n teo´rica propuesta en la hipo´tesis nula
(frecuencias esperadas: Ei).
Planteamiento del contraste:
H0 : la variable X se ajusta a la variable teo´rica
H1 : la H0 no es cierta
}
α = 0, 05
El estad´ıstico para resolver el contraste es χ2
χ2 =
(Oi − Ei)2
E2i
La frecuencias esperadas Ei se obtienen multiplicando la probabilidad teo´rica
de cada categor´ıa pii (la que corresponde a cada categor´ıa de acuerdo con la
hipo´tesis nula) por el nu´mero de casos va´lidos:
Ei = n.pii
Condicio´n: todos los valores esperados deben ser mayores o iguales a 5 (Ei > 5).
Si no existen casillas vac´ıas y el nu´mero de frecuencias esperadas menores
de 5 no superan el 20 % del total de frecuencias esperadas (Cochran, 1952), el
estad´ıstico χ2 se distribuye segu´n el modelo de probabilidad chi-cuadrado con
k−1 grados de libertad (donde k se refiere al nu´mero de categor´ıas de la variable
cuyo ajuste se esta´ intentando evaluar).
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1.2 Prueba de Kolgomorov-Smirnov
El me´todo de Kolgomorov-Smirnov es el adecuado cuando tenemos pocos datos
(menos de 20 datos). En esos casos, si elegimos el me´todo de χ2 no podr´ıamos
tener 5 intervalos, dado que no cumplir´ıa la condicio´n de Ei > 5.
Al igual que las pruebas χ2 para una muestra y binomial, la prueba de
Kolmogorov- Smirnov (K − S) para una muestra es una prueba de bondad de
ajuste: sirve para contrastar la hipo´tesis nula de que la distribucio´n de una
variable se ajusta a una determinada distribucio´n teo´rica de probabilidad. Pero
a diferencia de las primeras, que han sido disen˜adas ma´s bien para evaluar el
ajuste de variables catego´ricas, la prueba de K-S para una muestra se adapta
mejor a situaciones en las interesa evaluar el ajuste de variables cuantitativas.
Para contrastar la hipo´tesis nula de bondad de ajuste, la prueba de K − S
se basa en la comparacio´n de dos funciones de distribucio´n (o funciones de
probabilidad acumuladas): una funcio´n de distribucio´n emp´ırica F (Xi) y una
funcio´n de distribucio´n teo´rica F0(Xi).
Para obtener la funcio´n de distribucio´n emp´ırica F (Xi) se comienza orde-
nando los valores deXi de forma ascendente, es decir, desde el valor ma´s pequen˜o
X[1] hasta el ma´s grande X[n].
Tras esto, la funcio´n de distribucio´n emp´ırica para cada valor deXi se obtiene
de la siguiente manera:
F (Xi) =
i
n
Donde i es el rango correspondiente a cada observacio´n. La forma de obtener
la funcio´n de distribucio´n teo´rica depende de la distribucio´n concreta propuesta
en la hipo´tesis. Si la distribucio´n propuesta es, por ejemplo, la uniforme, la
funcio´n de distribucio´n teo´rica para cada valor de Xi se obtiene as´ı:
F0(Xi) =
(Xi–X[1])
(X[n]–X[1])
Si la distribucio´n teo´rica propuesta es, por ejemplo, la de Poisson, entonces
la funcio´n de distribucio´n teo´rica se obtiene de la siguiente manera:
F0(Xi) =
∑[
e−λ
λ
l!
]
Para l = 0− > i
Una vez obtenidas las distribuciones emp´ırica y teo´rica, el estad´ıstico de
K − S se calcula a partir de la diferencia D ma´s grande existente entre F (Xi)
y F0(Xi):
Z = ma´x |Di|
√
n
