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Abstract-Linear transformations are well-known in the theory of hypergeometric functions. In this note, it is 
indicated, both by analyses and by supporting numerical experiments, how these transformations can be 
applied to the computation of Legendre’s functions, the incomplete Beta function, and the variance-ratio 
probability distribution function. It is shown that a simple transformation can in many cases cause dramatic 
improvement in computation. 
1. INTRODUCTION 
Linear transformations are well-known in the theory of hypergeometric functions. They usually 
arise in the context of analytic continuation or linearly dependent solutions of the 
hypergeometric equation. For example, in the case of the well-known Gauss function ,F,(a, b; c; 
z), there exist linear relations connecting any 3 of Kummer’s 24 solutions to the differential 
equation, [1, Section 1.81. These relations also connect solutions valid in some segments of the 
complex plane of z to solutions in other segments, uch as the three zones IzI < 1 and RI(z) < l/2, 
)I- I) < 1 and RI(r) > l/2, and III> 1 and lz - 1) > I. The latter application is then one of the 
analytic continuation of, say, a particular solution. Beyond the linear transformations, there exist 
quadratic and cubic transformations inwhich the variables are connected by non-linear elations. 
While all these transformations are known since Gauss’ time and are well documented in 
standard References[2,3], there appears to have been no systematic application of these 
transformations to computation. There have been several isolated cases of computational 
applications of these transformations. The Landen transformation used in the computation of the 
complete elliptic integrals K and E [3, p. 5971 is a quadratic transformation of the special 
hypergeometric function 2Fl( + l/2, l/2; 1; x). For this case, the transformation preserves the 
parameters and therefore allows repeated application to either decrease or increase the argument 
toward a desired value. Since the original and transformed arguments are related quadratically, 
the rate of convergence is quadratic. But the success of this application is based on the special 
values of the parameters a = 5 l/2, b = l/2, and c = 1. This restrictiveness i  an important reason 
why there appears to have been no application of the quadratic transformation to other special 
cases of *F,. On the side of the linear transformations, the possible applications in computations 
have been mentioned in two prominent references, viz the Bateman Project [4, p. 641 and Slater 
[ 1, pp. 38-39.) However, in both cases the concern is confined to the convergence based on the 
value of the “geometric” argument z. For example, in the former reference, it is stated that “at 
any point z = zO, *F,( a, b ; c ; z) may be computed from a series which converges like a geometric 
series, unless z0 = exp (*h/3).” In the latter reference, a similar concern is voiced in the 
statement “‘when a, b, c, and x are all positive, a straight forward summation of the series *F,(a, 
b; c; x) will produce the numerical value of the Gauss function for all finite positive values of a, 
b,andc,andforO5x(1/2.When1/2<~<1,.. D , it is better to evaluate the Gauss function of 
1 - x, . . .” In other isolated applications e.g. [5], the same kind of emphasis is given to the 
“geometric” variable z. It is the purpose of this paper to show that these linear transformations 
can be used in a much more versatile manner in computational problems. In particular, more 
emphasis hould be given to the “hypergeometric” parameters o, b, and c. It is hoped that this 
study of particular cases of the Gauss series may lead to a systematic application of linear and 
even quadratic transformations in the computation of such series. The approach taken in this 
paper will be a combination of analyses and numerical experiments. 
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II. ERRORS IN THE TRUNCATION OF GAUSS SERIES 
Consider the Gauss series of variable x and parameters a, b, and c. 
#,(u,b;c;x)=~~o~~= ‘(‘) 2 ,4.x” 
. Ua)Ub) n=o 
(1) 
where 
A J(a +n)Ub +n) 
n r(c+n)r(i+ny 
Applying Stirling’s asymptotic formula for T(a + n), viz 
and similarly for r(b + n), T(c + n), and r(l + n ), we see that for fixed a, b, and c and large n, 
A.=exp[plogn-P/(l2n)+...l, @=u+b-c-l (2) 
From the addition theorem for Jr,, viz 
,F,(u,b;c;x+y)=g j$v #,(u+n,b+n;c+n;y) 
n-0. R 
(3) 
and applying Taylor’s formula for the remainder of truncating the above series after N terms, we 
obtain, 
R,= (a)iJb)N 
I 
X 
(C)NN! II 
(x-t)N,F,(u+N+l,b+N+l;c+N+l;t)dt 
= (~h(b)d’ I ’ (C)NN! Ll (l-z)NzF,(u+N+l,b+N+l;c+N+l;xz)~dz 
= (a)&)NxN 1 
tclNN, ~+1Z’,(a+N+l,b+N+1,l;c+N+l,N+1;x) 
[cf. 2, p. 399; p. 1121. 
For N sufficiently large, using Knottnerus’ result [8, p. 2421, 3F2 = 1 + O(N-‘). Thus we see the 
last term retained is a conservative stimate of the absolute rror in truncating the series (1) after 
N terms. In particular, applying equations (1) and (2), we find 
RN z exp (p log N + N log x), (5) 
where RN differs from fi, by the multiplicative factor r(c)/[r(u)I’(b)]. We see from this 
expression that as far as truncating errors are concerned, the values for the relevant parameter 
and argument to be most desired are large negative p and x close to zero. As mentioned above, in 
all of the applications in the literature, attention is usually paid solely to the variable x. It is hoped 
that this paper may alter that emphasis. Before we proceed to the special applications, we first list 
the four most fundamental linear transformations that will be referred to subsequently. 
#,(a, 6; c;x)= (1 -x)~-O-~~F,(C -a, c -b; c;x) (6) 
= (I- ~)-“$,(a, c - b ; c; x/[x - I]) (7) 
= (1 - x)-b$‘,(b, c -a; c; x/[x - 11) (8) 
= ryc)r(c -U -b) 
r(c - a)r(c - b) zF,(u,b;u+b-c+l;l-x) 
+(l -x)c-a--b 
r(c)r(a + b - c) 
r(u r(b) 
#,(c-u,c-b;c-a-b+l;l-x) 
(9) 
We shall place emphasis on real x in the range [0, I]. These two restrictions, however, do not 
contribute any loss to generality because the consideration ofcomplex does not essentially alter the 
main message of this paper while the range [l, Q)] can easily be tackled with more linear 
transformations, which is again in the spirit of this paper, but it may be omitted for conciseness. 
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The discussion here will be confined to the associated functions of the first kind, usually denoted 
as p ‘: (2). Similar applications to those of the second kind, uiz Q’:(z), follow in a straight forward 
manner. We start with the best-known hypergeometric series for these functions [3, eq. 8.1.21. 
l-x 
zF,(-v,v+l;l-v;~ (10) 
This expression, as it stands, is inconvenient for computation for the special case g = m, an 
integer, which is by far the most prevalent situation in real-life applications. However, applying 
the limiting process on the zF1, i.e. 
lim *F,(Q, b ; c ; z)/T(c) 
c-r-m 
= (a)m+db)m+l 
(m + l)! 
*F,(a + m + 1, b + m + 1; m + 2; z)zm+‘, 
p”(x) = (- JJ)m(v + oyl _X2)m,2y 
Y 
2"m ! 5 
(11) 
where, 
ys = zF, ( l-x -v+m,v+m+l;m+l;- 2 ) 
Application of the expression (5) to this series shows that the convergence is in general rather 
poor, except when x is close to 1. Straight forward applications of the transformations (6) to (8) 
yield the following series, with their associated /3 values: 
v+l,-v;m+l*- &,=-m-l (13) 
y7=zFI(-v+m,-v:m+1;-- p,=-2v-2 (14) 
( I-X ys=?FI v+m+l,v+l;m+l;-- > 1+x ’ p,=2v-1 (15) 
In the comparison of these series at least two factors should be taken into account. First, 
attention should be given to expression (5), which renders information on the truncation error. 
Second, in the course of transforming a positive series into an alternating series, what is the price 
being paid in terms of cancellation error introduced? This latter issue can be investigated inpart 
by Kahan’s algorithm [7] for summing a series, say, s. = U, + * * * + u., 
so=o, co= 0 
Forj=l,...,n 
Zj = (Uj + Cj-I)(1 + qj) 
Sj = (Sj-1 + Zj)(l + Tj) (16) 
Cj = [(Sj-I- Sj)(l + Uj)+ Zj](l+ yj) 
where the various quantities q, T, u, and -y represent round-off errors in floating point 
computation. With this algorithm the final s, represents the computed sum with c. a ‘measure’ of 
accumulated round-off error. Armed with such ammunitions, we can then proceed to perform 
numerical experimentation with the various series, having at stake the hypothesis that based on 
expression (5), we expect he series (13) and (14) to be quite a bit better than (12) and (15), even at 
the price of cancellation for expression (14). Table 1 summarizes partial results of such 
experiments in which we compute 20 terms for the series y5 through ys. For each case we also 
compute stimates for the relative truncation (T) and relative cancellation (C) errors, where T is 
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Table 1. Absolute values of truncation (T) and cancellation (C) errors of hypergeometric series for the associated legendre 
function 
x m Y (T) Y, (0 (r) ye (a cn y7 (0 (T) YS (0 
0.05 1.0 1.05 9.3E-9* 
0.50 1.0 1.05 2.4E-14 
0.05 20.0 1.05 8.78-2 
0.50 20.0 1.05 1.9E-4 
0.05 50.0 1.05 4.2E-1 
0.50 50.0 1.05 7.48-2 
0.05 1.0 10.05 1.9E-6 
0.50 1.0 10.05 2.48-12 
0.05 200 10.65 l.SE-2 
0.50 20.0 10.05 3.88-5 
0.05 50.0 10.05 4.1E-1 
0.50 50.0 10.05 6.58-2 
0.05 1.0 20.05 3.88-2 
0.50 1.0 20.05 1.4E-3 
0.05 20.0 20.05 2.5E-5 
0.50 20.0 20.05 6.1E-11 
0.05 50.0 20.05 3.7E-I 
0.50 50.0 20.05 4.28-2 
0.05 1.0 50.05 1.4EO 
0.50 1.0 50.05 l.SEO 
0.05 20.0 50.05 2.9EO 
0.50 20.0 50.05 4.6EO 
0.05 50.0 50.05 1.5E-4 
0.50 50.0 50.05 3.6E-IO 
7.68-a 9.lE-11 
5.4E-8 1.6E-16 
3.38-a 7.28-21 
7.68-a 1.98-26 
4.48-9 6.08-27 
2.8E-8 1.68-32 
4.48-4 1.3E-6 
8.28-6 l.lE-!2 
2.38-a 3.1E-I7 
9.1E-8 2.28-23 
4.28-9 5.28-24 
1.8E-8 8.4E-30 
5.4EO 4.28-2 
2.5E-1 4.3E-1 
9.48-a I.OE-1 
7.28-a 3.7E-10 
3.38-9 2.1E-II 
2.6E-8 7.98-18 
2.98-9 1.4EO 
7.1E-9 1.8EO 
7.1E-8 1.8EO 
2.0E-6 2.6EO 
7.98-8 2.4EO 
7.OE-8 3.7EO 
6.28-8 1.6E-9 
3.98-8 3.36-18 
1.2E-8 2.OE-6 
3.6E-9 5.9E-15 
9.9E-IO 4.OE-6 
3.OE-10 1.2E-14 
2.76-4 6.8E-19 
l.lE-5 1.78-26 
6 4E-9 5.78-15 
l.OE-a 1.28-22 
l.IE-a 2.78-13 
I .9E-9 I .3 E-20 
3.3E-I 7.78-39 
6.98-2 l.OE-14 
5.7E-1 2.6E-15 
1.9E-5 5.38-24 
1.7E-6 4.OE-9 
1.8E-a l.SE-15 
4.1E-IO 1.5EO 
l.lE-a 2.5EO 
2.OE-9 4.OEO 
3.OE-8 9.4EO 
1.3E-8 9.28-a 
2.88-6 1.8E-16 
?.6E-a 1.8EO 
1.9E-9 1.4E-8 
8.28-9 l.EEO 
6.IE-9 1.3E-8 
1.2E-8 1.8EO 
I.ZE-8 1.2-ES 
2.48-6 I.SEO 
8.68-7 2.4EO 
3.68-a 1.6EO 
3.36-a 2.6EO 
3.lE-8 1.7EO 
3.68-a I .9EO 
2.7E-4 1.3EO 
3.7E-5 1.8EO 
6.28-E 1.4EO 
2.5E-8 2.OEO 
7.IE-8 1.4EO 
6.98-a 2.2EO 
l.lE-9 l.lEO 
2.IE-8 1.3EO 
2.OE-7 l.lEO 
1.7E-3 1.4EO 
l.OE-7 1.2EO 
4.38-a 1.5EO 
0.0 
3.1E-8 
!.4E-8 
l.SE-8 
8.OE-9 
6.38-9 
5.66-9 
2.78-a 
7.6E-IO 
7.38-7 
1.7E-IO 
l.SE-6 
4.98-9 
9.78-9 
4.58-9 
4.7E-IO 
I.OE-a 
3.8E-8 
9.78-9 
5.3E-10 
7.7E-10 
7.88-9 
5.9E-9 
4.38-9 
*9.3E-9 means 9.3 X IO-‘. 
obtained from dividing the 20th term by the sum and C from czo/szO in (16). For x close to 1, the 
geometric haracter of all series dominate and they converge rapidly, as expected. Therefore, 
none of such results are presented here. A more interesting comparison occurs in the range 
x E [0, l/2]. Some observations may be made from this Table. First, the only non-alternating 
series, viz y,, does extremely well on cancellation problems but fails miserably on the truncation 
question. This latter performance is not surprising in view of the value of &. Second, y6 and y, 
are much better than the other two despite mild cancellation problems. Third, truncation and 
cancellation errors seem to go hand in hand, for the following reason. When a series converges 
rapidly, each term is substantially smaller than the previous one in magnitude, and therefore is 
subjected to mild or no cancellations. Fourth, as predicted by the values of & and /3,, the relative 
merit of y6 to y, is reflected by the ratio of v/m. For example, y6 does much better when v/m is small 
while the opposite is true with y,. Fifth, even though the theoretical prediction fails for either v or m 
or both exceeding N = 20, the experimental results how that y6 and y7 still work for some of those 
cases. This is consistent with our previous remark that the last term retained is a conservative 
estimate of the truncation error. 
While the previous paragraphs are concerned with the “how” question, i.e. the computational 
application of the *F, series for the Legendre function, it is important to address also the “why” 
question, viz the relevancy issue. The latter question concerns when the series representation 
should be used in place of other methods, such as recurrence relation, or how series may be used 
in combination with other techniques. To the best of our knowledge, the most comprehensive 
algorithm for P: published in the open literature is one by Gautschi[S]. That algorithm mainly 
uses backward recurrence technique similar to Miller’s algorithm for Bessel functions, and it is 
applicable for the argument larger than one. We can see two situations that the hypergeometric 
series may be used here. First, it may be used in conjunction with the backward (or even forward) 
recurrence, thus avoiding normalization and also the uncertainty of where to start the recurrence. 
Second, where isolated values instead of sequences of PT are required, it is often more efficient 
to apply the series computation. In any case, a general purpose algorithm for P’Z! certainly should 
include the hypergeometric series as an important module. 
IV. APPLICATION TO THE INCOMPLETE BETA AND THE 
F-DISTRIBUTION FUNCTIONS 
The incomplete beta function is well-known in the statistics and physics circles. Using the NBS 
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B,(a,b)= =P(l-t)“-‘dt, 
I 0 
(17) 
which satisfies the familiar symmetry relation 
&(a, b) = B(a, b)- B,_,(b, a). 
Here B(a, b) is a short hand notation for 
B,(a, b) = r(a)IYb)/r(a + b). 
(18) 
From the integral representation of $,, the hypergeometric property of &(a, b) is easily 
identified, viz 
B,(a,b)=~2F,(n,l_b;a+l;x) (19) 
It is interesting and instructive to see (18) as a special consequence of linear transformations of
*F,. Application of (9) to the right hand side of (19) gives 
which is readily identified as (18) with the aid of another linear transformation (i.e. 6): 
zF,(l,a-tb;b+l;l-x)=x-“,F,(b,l-a;b+l;l-x). (22) 
It is obvious that expression (19) is suitable for computation when x is close to zero while (20) is 
suitable when x is close to one. In fact, these are the criteria often referred to in applications. 
However, the less obvious but equally important roles of a and b are often overlooked. As in the 
case considered in the last section, our main message here is that in the context of computational 
problems, the geometric variable x and the hypergeometric parameters a and b should be given 
equal emphasis. In this particular case, an application of the expression (5) shows that (19) and 
(20) are, respectively, suitable for large x(x + 1) or a and large l/x or b. Table 2 in the following 
Table 2. Absolute values of truncation (T) and cancellation (C) errors of hypergeometric series for the 
incomplete beta function. 
X a b (T) Eq. 19 CC) (7’) Eq. 20 (Q 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
0.05 
0.50 
0.95 
I .os 
I .05 
I.05 
1 .os 
I .os 
1 .os 
1 .os 
1.05 
1 .os 
10.05 
10.05 
10.05 
10.05 
10.05 
10.05 
IO.05 
10.05 
10.05 
50.05 
50.05 
50.05 
50.05 
50.05 
50.05 
1.05 l.OE-30 
1.05 l.OE-IO 
I .05 3.98-5 
20.05 2.2E-30 
20.05 ISE-9 
20.05 1.2E-3 
50.05 3.96-14 
50.05 2SE-I 
50.05 1.7E-1 
1 .os 6.7E-30 
1.05 6.9E-IO 
1.05 2.7E-4 
20.05 2.3 E-29 
20.05 ?.OE-S 
20.05 l.?E-I 
50.05 8.9E-I3 
50.05 2.4E-1 
50.05 1.8E-0 
I .05 1.4E-29 
I .05 l.SE-9 
1.05 6.1E-4 
20.05 5.3E-29 
20.05 1.8E-6 
20.05 5.9E-i 
1.4E-8 3.9E-5 9.4E-8 
l.OE-IO 7.4E-8 7.46-8 
9.78-8 l.OE-30 1.4E-8 
l.9E-8 4.2E-4 8.9E-8 
6SE-1 I.OE-9 8.OE-8 
6.2E-4 l.OE-29 2.9E-8 
4.3E-9 6.1E-4 9.7E-8 
3.OE-8 l.SE-9 8.2E-8 
3.96-9 1.4E-29 2.98-8 
l.7E-8 S.OE-9 1.3E-5 
6.8E-8 6.8E-15 5.8E-9 
f.OE-7 1.6E-35 4.5E-9 
1.6E-8 5.4E-3 6.7E-1 
3.6E-2 4.IE-12 l.9E-S 
?.lE-1 2.0E-34 6.4E-9 
1.6E-8 2.48-2 6.6E-6 
4.38-8 8.OE-I2 4.OE-8 
4.8E-9 2.9E-34 3.4E-9 
3.OE-8 l.8E-0 3.88-9 
8.2E-8 2.5 E-O 3.OE-8 
l.OE-7 3.9E-I4 S.OE-9 
l.SE-8 1.7E-0 2.8E-9 
l.lE-3 24E-0 7.9E-9 
2.3E-I 1.5E-12 1.3E-9 
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pages ummarizes the results of numerical experimentation for the values x = 0.05,0.5,0.95; and 
n=O,l,... ,20. The parameters used are: Case (i) a = 10,50, 100; b = 2, 10; and Case (ii) a = 2, 
10; b = 10,50,100. The numerical results basically confirm our assertion above about he relative 
merit of (19) and (20). Before we discuss the relevancy question, we first turn to a statistical function 
closely related to the incomplete beta. 
The variance-ratio distribution function of statistics is a close kin of the incomplete beta 
function. It is basically the distribution of a ratio of two independent random variables following 
chi-square distributions with two different degrees of freedom (say, u, and YJ. Using the 
notations of the NBS Hand’oook [3, p. 9461, we may write 
t”,-*‘l*(V2 + y,f)-(Y>+Y2)‘2 dt (23) 
which is readily seen to be an incomplete beta function by the change of variable 
y = (I+ V,f/$‘. That is, in the notation of the present paper, 
Q(FIv,, V*) = B&2/2, v*l2)IW, b), 
where x = (1 + v,F/vJ’. The remarks for the incomplete beta functions essentially apply here. 
For the two functions considered in this section, the relevance issue applies in the same way 
as it did in the last section. Essentially the recurrence algorithm has been used [9]. Again here the 
hypergeometris eries can be used in a supplementary and complementary way. The 
supplementary application avoids the process of normalization and alleviates the uncertainty of 
where to start the (backward) recurrence. The complementary application is appropriate where 
isolated values instead of sequences are required. 
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