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1. Introduction and the main results
Let (Xn)n∈N be a sequence of independent, positive and square-integrable random variables deﬁned on some probability
space (Ω,F, P ). Let us introduce the following notation:
μn = E Xn, τ 2n = Var(Xn),
Sn =
n∑
k=1
Xk, σ
2
n = Var(Sn) =
n∑
k=1
τ 2k , for n ∈ N.
Arnold and Villaseñor [1] considered weak convergence of sums of records, their result was generalized by Rempała and
Wesołowski [8] who proved that if (Xn)n∈N is a sequence of i.i.d. positive and square-integrable random variables, then(∏n
i=1 Si
n!μn
) 1
γ
√
n d−→ e
√
2N , as n → ∞, (1)
where N is a standard normal variable and μ = μn and γ = τn/μn are the common mean and the coeﬃcient of variation
of the random variables. Limit theorems for sequences of i.i.d. random variables may be applied in mathematical statistics
in a rather routine way. The convergence in (1) may be used, for example, to construct the distribution free tests for the co-
eﬃcient of variation γ . In the presence of non-stationary data one needs rather results presented in our Theorem 1. Further
results concerning the applications of the limiting behavior of products of sums may be found in the book of Rempała and
Wesołowski [9]. The convergence described in (1) was extended in different directions by many authors who considered
dependent sequences, self normalized sequences or relaxed the assumption of the ﬁniteness of the second moments (see
[3,4,6,10] and references therein). Recently Zhang and Huang [10] proved the functional version of the convergence given in
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of the products of sums of dependent random variables. The method based on strong approximation was also studied inde-
pendently in [6]. Zhang and Huang do not impose any particular assumptions on the dependence of the random variables,
in the main theorem they assume that the sequence (Xn)n∈N satisﬁes the invariance principle, i.e.∑[nt]
i=1(Xi − μ)
σ
√
n
d−→W (t), as n → ∞, in D[0,1], (2)
for some μ and σ > 0, here and in the sequel W (t) denotes the standard Wiener process. It is known that from (2) it
follows that σ 2n = nh(n), where h is some slowly varying function, therefore the above approach is convenient in the case
of stationary sequences, in the case of non-identically distributed random variables the variance of the sum σ 2n is usually
not of this form (see [5]). The invariance principle for independent but not identically distributed random variables was
obtained by Prohorov in 1956 (see [2, Problem 8.4, p. 94] and [5]). In order to study the invariance principle in a general
case let us consider a sequence (kn)n∈N∪{0} of real numbers such that
0 = k0 < k1 < k2 < · · · (3)
and
lim
n→∞ max1in
ki
kn
= 0, (4)
where ki = ki − ki−1, i ∈ N . Let us deﬁne mn(t) = max{i: ki  tkn}, t ∈ [0,1], we shall consider conditions implying the
following convergence∑mn(t)
k=1 (Xk − μk)
σn
d−→W (t), as n → ∞, in D[0,1]. (5)
Let us observe that for kn = n we have mn(t) = [nt], it corresponds to the case (2). In the Prohorov’s theorem for independent
and non-identically distributed random variables one takes kn = Var(Sn) = σ 2n and the Lindeberg condition (8) is assumed
to hold. Let us note that the Lindeberg condition implies the Feller condition
lim
n→∞ max1in
τ 2i
σ 2n
= 0, (6)
which is (4) in this case. Furthermore the Feller condition in turn implies
lim
n→∞
σ 2n+1
σ 2n
= 1, (7)
the conditions (6) and (7) will be used further in the proofs.
Let us state our main result.
Theorem 1. Let (Xn)n∈N be a sequence of independent, positive and square-integrable random variables satisfying the Lindeberg
condition
lim
n→∞
1
σ 2n
n∑
i=1
E
(
(Xi − E Xi)2 I
[|Xi − E Xi | εσn])= 0, for ε > 0, (8)
and such that E Sn → ∞, as n → ∞ and
∞∑
i=1
τ 2i+1/(E Si)
2 < ∞. (9)
Then
Zn(t) :=
(mn(t)∏
i=1
(
Si
E Si
) τ2i+1 E Si
σ2i
) 1
σn
d−→exp
( t∫
0
W (x)
x
dx
)
in D[0,1], as n → ∞, (10)
where mn(t) = max{i: σ 2i  tσ 2n } and Zn(t) = 1 for t such that mn(t) = 0.
We shall use the ideas from the proof of Theorem 1 to obtain the following result.
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the interval [0,1]. Then
Vn(t) :=
(mn(t)∏
i=1
(
Si
E Si
)αi,n) 1σn
d−→exp
( t∫
0
f ′(x)W (x)dx
)
in D[0,1], as n → ∞, (11)
where αi,n = f ′( σ
2
i
σ 2n
)
τ 2i+1
σ 2n
E Si .
2. Proofs
Proof of Theorem 1. In the ﬁrst step we shall prove that
log Zn(t) = 1
σn
mn(t)∑
i=1
τ 2i+1
σ 2i
(Si − E Si) + An(t), (12)
where An
P−→0 in D[0,1], as n → ∞.
We use the expansion of the logarithm log(1 + x) = x + R(x), for |x| 1/2, where |R(x)| 2x2. Let us put Ci = Si−ESiE Si ,
then we get
log
(
Si
E Si
)
= Ci + R(Ci)I
[|Ci | 1/2]+ (log(1+ Ci) − Ci)I[|Ci | > 1/2]
and
log Zn(t) = 1
σn
mn(t)∑
i=1
τ 2i+1E Si
σ 2i
log
(
Si
E Si
)
= 1
σn
mn(t)∑
i=1
τ 2i+1E Si
σ 2i
Ci + 1
σn
mn(t)∑
i=1
τ 2i+1E Si
σ 2i
R(Ci)I
(|Ci | 1/2)
+ 1
σn
mn(t)∑
i=1
τ 2i+1E Si
σ 2i
[
log(1+ Ci) − Ci
]
I
[|Ci | > 1/2]
= 1
σn
mn(t)∑
i=1
τ 2i+1
σ 2i
(Si − E Si) + A′n(t) + A′′n(t), say.
Let us observe that
E max
0t1
∣∣A′n(t)∣∣ E max
0t1
1
σn
mn(t)∑
i=1
τ 2i+1E Si
σ 2i
∣∣R(Ci)∣∣I[|Ci | 1/2]
 E 1
σn
n∑
i=1
τ 2i+1E Si
σ 2i
∣∣R(Ci)∣∣I[|Ci | 1/2]
 2
σn
n∑
i=1
τ 2i+1E Si
σ 2i
E
(
Si − E Si
E Si
)2
 2
σn
n∑
i=1
τ 2i+1
E Si
. (13)
We shall prove that 2σn
∑n
i=1
τ 2i+1
ESi
→ 0. Let ε > 0 be ﬁxed, according to (9), we ﬁnd n0 such that ∑∞i=n0 τ 2i+1/(E Si)2 < ε.
Therefore, for n > n0, we have
2
σn
n∑
i=1
τ 2i+1
E Si
= 2
σn
n0−1∑
i=1
τ 2i+1
E Si
+ 2
σn
n∑
i=n0
τi+1
E Si
τi+1
 2
σn
n0−1∑
i=1
τ 2i+1
E Si
+ 2
σn
(
n∑
i=n0
τ 2i+1
(E Si)2
)1/2( n∑
i=n0
τ 2i+1
)1/2
 2
σn
n0−1∑ τ 2i+1
E Si
+ 2
σn
√
εσn+1,i=1
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∑n
i=1
τ 2i+1
ESi
 2
√
ε, for any ε > 0, proving that
E max
0t1
∣∣A′n(t)∣∣→ 0, as n → ∞. (14)
By our assumption (9) and the inequality τ 2i+1/(E Si+1)
2 < τ 2i+1/(E Si)
2 it follows that
∑∞
i=1 τ 2i /(E Si)
2 < ∞ and the strong
law of large numbers holds, according to Theorem 6.7 of [7], i.e. Cn = Sn−ESnE Sn → 0 almost surely as n → ∞. Thus
I(|Ci | > 1/2) = 0 almost surely for suﬃciently large i, so that
max
0t1
∣∣A′′n(t)∣∣ 1σn
n∑
i=1
τ 2i+1E Si
σ 2i
[
log(1+ Ci) − Ci
]
I
[|Ci | > 1/2]→ 0, almost surely, as n → ∞. (15)
Thus (12) follows from (14) and (15).
It suﬃces to show that
Yn(t) := 1
σn
mn(t)∑
i=1
τ 2i+1
σ 2i
(Si − E Si) d−→
t∫
0
W (x)
x
dx in D[0,1], as n → ∞. (16)
For a ﬁxed ε > 0 we deﬁne a mapping
Hε( f )(t) =
{∫ t
ε
f (x)
x dx, ε < t  1,
0, 0 t  ε
and a process
Yn,ε(t) =
⎧⎨⎩ 1σn
∑mn(t)
i=mn(ε)+1
τ 2i+1
σ 2i
(Si − E Si), ε < t  1,
0, 0 t  ε.
Let us observe that
E max
0t1
∣∣Yn(t) − Yn,ε(t)∣∣= E max
0tε
∣∣Yn(t)∣∣ E 1
σn
mn(ε)∑
i=1
τ 2i+1
σ 2i
|Si − E Si |
 σmn(ε)
σn
σmn(ε)+1
σmn(ε)
1
σmn(ε)+1
mn(ε)∑
i=1
τ 2i+1
σi
. (17)
In Lemma 3 we recall Stolz theorem, which applied to xn =∑ni=1 τ 2i+1σi and yn = σn+1 yields
xn − xn−1
yn − yn−1 =
τ 2n+1
σn(σn+1 − σn) =
σn+1 + σn
σn
→ 2
and
1
σn+1
n∑
i=1
τ 2i+1
σi
→ 2, as n → ∞.
By deﬁnition of the function mn(t) we have σ 2mn(ε)/σ
2
n  ε. Combining these remarks with (17) we get
limsup
n→∞
E max
0t1
∣∣Yn(t) − Yn,ε(t)∣∣ 2√ε. (18)
In the next step we prove that
t∫
ε
Wn(x)
x
dx = 1
σn
mn(t)∑
i=mn(ε)+1
τ 2i+1
σ 2i
(Si − E Si) + Bn(t), (19)
where Bn
P−→0 in D[0,1], as n → ∞ and
Wn(t) =
mn(t)∑
k=1
(Xk − μk)/σn.
Let us calculate the integral on the left-hand side
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ε
Wn(x)
x
dx =
σ 2mn(ε)+1/σ
2
n∫
ε
Wn(x)
x
dx+
mn(t)∑
i=mn(ε)+1
σ 2i+1/σ 2n∫
σ 2i /σ
2
n
Wn(x)
x
dx−
σ 2mn(t)+1/σ
2
n∫
t
Wn(x)
x
dx
= Smn(ε) − E Smn(ε)
σn
log
σ 2mn(ε)+1
εσ 2n
+
mn(t)∑
i=mn(ε)+1
Si − E Si
σn
log
σ 2i+1
σ 2i
− Smn(t) − E Smn(t)
σn
log
σ 2mn(t)+1
tσ 2n
:= B ′n + Y ′n,ε(t) − B ′′n(t), say. (20)
It is easy to see that for every t ∈ 〈0,1〉 we have
1 <
σ 2mn(t)+1
tσ 2n
 1+ τ
2
mn(t)+1
tσ 2n
 1+ 1
t
max1kn+1 τ 2k
σ 2n
(21)
thus σ 2mn(t)+1/tσ
2
n → 1, by the Feller condition (6). In consequence we get
E
∣∣B ′n∣∣→ 0, as n → ∞. (22)
Furthermore, from (21), we get for t ∈ 〈ε,1〉
0 < log
σ 2mn(t)+1
tσ 2n
 1
ε
max1kn+1 τ 2k
σ 2n
. (23)
Let us study the behavior of B ′′n(t), we ﬁx δ > 0
P
(
max
εt1
∣∣B ′′n(t)∣∣ δ) P(1ε max1kn+1 τ 2kσ 2n maxεt1
∣∣∣∣ Smn(t) − E Smn(t)σn
∣∣∣∣ δ)
 Var
(
Sn − E Sn
σn
)
1
ε2δ2
(
max1kn+1 τ 2k
σ 2n
)2
→ 0, as n → ∞, (24)
by the Kolmogorov inequality and the Feller condition.
Taking into account that τ 2i+1/σ
2
i → 0, we ﬁnd i0 such that for i  i0 we have τ 2i+1/σ 2i  1/2, then for suﬃciently large n
(such that mn(ε) + 1 i0) we obtain
E max
εt1
∣∣Yn,ε(t) − Y ′n,ε(t)∣∣ 1σn
n∑
i=mn(ε)+1
E|Si − E Si |
∣∣∣∣ log(σ 2i + τ 2i+1σ 2i
)
− τ
2
i+1
σ 2i
∣∣∣∣ 2σn
n∑
i=1
τ 4i+1
σ 3i
. (25)
We again apply Lemma 3 with xn =∑ni=1 τ 4i+1σ 3i and yn = σn+1 to obtain
xn − xn−1
yn − yn−1 =
τ 4n+1
σ 3n (σn+1 − σn)
= τ
2
n+1
σ 2n
σn+1 + σn
σn
→ 0
and
E max
εt1
∣∣Yn,ε(t) − Y ′n,ε(t)∣∣→ 0, as n → ∞. (26)
From (22), (24) and (26) the formula (19) follows.
By continuity of the mapping Hε(.) on D[0,1] we get
Yn,ε(t)
d−→ Hε(W )(t) in D[0,1] as n → ∞,
and the proof may be concluded similarly as in [10]. 
Proof of Theorem 2. Similarly as in the proof of Theorem 1, with Ci = Si−ESiE Si , we have
log Vn(t) = 1
σn
mn(t)∑
i=1
αi,n log
(
Si
E Si
)
= 1
σn
mn(t)∑
i=1
αi,nCi + 1
σn
mn(t)∑
i=1
αi,nR(Ci)I
(|Ci | 1/2)
+ 1
σn
mn(t)∑
αi,n
[
log(1+ Ci) − Ci
]
I
[|Ci | > 1/2].i=1
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may be proven in the following way
E max
0t1
∣∣∣∣∣ 1σn
mn(t)∑
i=1
αi,nR(Ci)I
(|Ci | 1/2)
∣∣∣∣∣
 2
σn
n∑
i=1
|αi,n|EC2i =
2
σn
n∑
i=1
∣∣∣∣ f ′(σ 2iσ 2n
)∣∣∣∣τ 2i+1σ 2n E Si σ
2
i
(E Si)2
 2C
σn
n∑
i=1
τ 2i+1
E Si
→ 0,
by the same argument as in (14), using max0x1 | f ′(x)| = C and σ 2i /σ 2n  1. Now, we apply the Taylor’s expansion
f (x+ h) = f (x) + f ′(x)h + f ′′(θx)2 h2, to obtain∣∣∣∣∣E Si
σ 2i+1/σ 2n∫
σ 2i /σ
2
n
f ′(x)dx− αi,n
∣∣∣∣∣ M · E Si
(
τ 2i+1
σ 2n
)2
,
where M := max0x1 | f ′′(x)|/2. Thus
E max
0t1
∣∣∣∣∣ 1σn
mn(t)∑
i=1
αi,nCi − 1
σn
mn(t)∑
i=1
E Si
σ 2i+1/σ 2n∫
σ 2i /σ
2
n
f ′(x)dx · Ci
∣∣∣∣∣
 M
σn
n∑
i=1
E Si
(
τ 2i+1
σ 2n
)2
E|Ci | M max
1in
τ 2i+1
σ 2n
n∑
i=1
τ 2i+1
σ 2n
σi
σn
 M
σ 2n+1
σ 2n
max
1in
τ 2i+1
σ 2n
→ 0,
by the Feller condition. Finally
1
σn
mn(t)∑
i=1
E Si
σ 2i+1/σ 2n∫
σ 2i /σ
2
n
f ′(x)dx · Ci =
t∫
0
f ′(x)Wn(x)dx
d−→
t∫
0
f ′(x)W (x)dt
by the continuity of the mapping H˜(g)(t) = ∫ t0 f ′(x)g(x)dx and the conclusion follows as in the proof of Theorem 1. 
Lemma 3. Let (xn)n∈N and (yn)n∈N be two sequences of real numbers such that yn < yn+1 and limn→∞ yn = +∞. If
limn→∞(xn − xn−1)/(yn − yn−1) = g then limn→∞ xn/yn = g.
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