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On the Zarankiewicz problem for graphs with bounded VC-dimension
Oliver Janzer∗ Cosmin Pohoata†
Abstract
The problem of Zarankiewicz asks for the maximum number of edges in a bipartite graph on
n vertices which does not contain the complete bipartite graph Kk,k as a subgraph. A classical
theorem due to Ko˝va´ri, So´s, and Tura´n says that this number of edges is O
(
n2−1/k
)
. An important
variant of this problem is the analogous question in bipartite graphs with VC-dimension at most d,
where d is a fixed integer such that k ≥ d ≥ 2. A remarkable result of Fox, Pach, Sheffer, Suk, and
Zahl with multiple applications in incidence geometry shows that, under this additional hypothesis,
the number of edges in a bipartite graph on n vertices and with no copy of Kk,k as a subgraph
must be O
(
n2−1/d
)
. This theorem is sharp when k = d = 2, because by design any K2,2-free graph
automatically has V C-dimension at most 2, and there are well-known examples of such graphs with
Ω
(
n3/2
)
edges. However, it turns out this phenomenon no longer carries through for any larger d.
We show the following improved result: the maximum number of edges in bipartite graphs with
no copies of Kk,k and VC-dimension at most d is o(n
2−1/d), for every k ≥ d ≥ 3.
1 Introduction
The problem of Zarankiewicz is a central problem in extremal graph theory. It asks for the maximum
number of edges ex(n,Kk,k) in a bipartite graph on n vertices, where each side of the bipartition
contains n/2 vertices and which does not contain the complete bipartite graph Kk,k as a subgraph.
In 1954, Ko˝va´ri, So´s, and Tura´n [13] proved that this number of edges is at most ckn
2− 1
k , for some
positive constant ck which depends only on k. Classical constructions of Reiman and Brown show that
this bound is tight for k = 2, 3 (see [15]). However, the Zarankiewicz problem for k ≥ 4 remains one
of the most challenging unsolved problems in combinatorics. The best lower bound for k = 4 simply
comes from the Brown construction [5], namely
ex(n,K4,4) ≥ ex(n,K3,3) = Ω
(
n5/3
)
.
For k = 5, 6, the best lower bounds are due to Ball and Pepe [2] and come from the norm graph
construction of Alon, Ro´nyai and Szabo´ [1] (originally considered for the asymmetric Zarankiewicz
problem regarding bipartite graphs containing no copies of K4,7), i.e.
ex(n,K6,6) ≥ ex(n,K5,5) = Ω(n
7/4).
For k ≥ 7, the best construction comes from a result of Bohman and Keevash [3] on random graph
processes, and is of the form
ex(n,Kk,k) = Ω
(
n2−2/(k+1)(log k)1/(k
2−1)
)
.
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An important variant of this problem is the analogous question in bipartite graphs with VC-dimension
at most d, where d is a fixed integer not larger than k. The VC-dimension of a set system F on the
ground set V is the largest integer d for which there exists a d-element set S ⊂ V such that for every
subset B ⊂ S, one can find a member A ∈ F with A ∩ S = B. The VC-dimension, introduced by
Vapnik and Chervonenkis [19], is one of the most useful combinatorial parameters that measures the
complexity of graphs and hypergraphs. Over the years it has proven tremendously important in many
areas in (and out of) combinatorics and mathematics, in general. We refer to [9] for a nice discussion
(and a further remarkable application). In order to define the VC-dimension of a bipartite graph
G = (A,B,E) with vertex set A ∪ B and edge set E ⊂ A × B, the standard convention is to make
a choice between A and B, and then define the VC-dimension of G = (A,B,E) with respect to A to
be the VC-dimension of the set system of neighborhoods of vertices b ∈ B (regarded as subsets of
A), and vice versa (see also [8]). In this paper, we will always choose the first side of the bipartition
A as the ground set, and so we shall say that the VC-dimension of a bipartite G = (A,B,E) is the
VC-dimension of G with respect to A.
With this terminology, we now state the following remarkable result of Fox, Pach, Sheffer, Suk and Zahl
from [8, Theorem 2.1], which goes below the Ko˝va´ri, So´s, and Tura´n upper bound for the Zarankiewicz
problem, in the presence of bounded VC-dimension.
Theorem 1 Let k and d be integers such that k ≥ d ≥ 2. Let G = (A,B,E) be a bipartite graph with
|A| = |B| = n/2 with VC-dimension at most d. Then, if G is Kk,k-free, we have
|E(G)| ≤ cn2−1/d,
for some positive constant c = c(d, k).
Using a slightly stronger version of Theorem 1 for bipartite graphs G = (A,B,E) with |A| and |B|
of possibly different sizes and with dual shatter function of degree at most d, the observation that
semi-algebraic bipartite graphs of bounded description complexity also have bounded VC-dimension (a
consequence of the Milnor-Thom theorem), and a standard amplification trick via the so-called cutting
lemma of Chazelle [6], the authors deduced the following general result.
Theorem 2 Let G = (P,Q,E) be a semi-algebraic bipartite graph in
(
R
d1 ,Rd2
)
such that E has
description complexity at most t, |P | = m, and |Q| = n. If G is Kk,k-free, then
|E(G)| ≤ c1
(
(mn)2/3 +m+ n
)
for d1 = d2 = 2, and
|E(G)| ≤ c2
(
m
d2(d1−1)
d1d2−1
+ǫ
n
d1(d2−1)
d1d2−1 +m+ n
)
for every ǫ > 0, for all d1, d2. Here c1 = c1(t, k) and c2 = c2(d1, d2, t, k, ǫ).
Since in this paper we will not be discussing anything specific to semi-algebraic graphs, we won’t
attempt to make Theorem 2 (and its connection to Theorem 1) more precise by providing the required
definitions, but we invite the interested reader to consult [8]. Nevertheless, it is worth mentioning at
least that this theorem has multiple applications in combinatorial geometry, as the case d1 = d2 = 2
already directly implies the celebrated Szemeredi-Trotter theorem [18].
2
The main result of this paper concerns Theorem 1. Going back to the statement, it is important to
note that it is sharp when k = d = 2. This is because, by design, every K2,2-free bipartite graph
has V C-dimension at most 2, and so the well-known examples of such graphs with Ω
(
n3/2
)
edges
automatically serve as constructions which match the upper bound from Theorem 1. However, it
turns out this phenomenon does not extend for larger k. For example, already when k = 3, it is
not difficult to check that the dense K3,3-free graph from Brown’s construction [5] has VC-dimension
equal to 4, so it does not anymore provide a matching lower bound. This suggests that a potential
improvement of Theorem 1 might be possible when k ≥ d ≥ 3.
In what follows, we confirm this suspicion by proving the following improved result.
Theorem 3 Let k and d be integers such that k ≥ d ≥ 3. Let G = (A,B,E) be a bipartite graph with
|A| = |B| = n/2 with VC-dimension at most d. Then, if G is Kk,k-free, we have
|E(G)| = on→∞
(
n2−1/d
)
.
We give the proof of Theorem 3 in Section 2. It is perhaps important to emphasize that, unlike
the argument used in [8], our method does not rely on the so-called packing lemma of Haussler [11].
Instead, our approach is similar in spirit to an argument used by Sudakov and Tomon [17] in a related,
but different context.
2 Proof of Theorem 3
Our notation is mostly standard. For a graph G and vertex v ∈ V (G), we write NG(v) for the set of
neighbors of v in G. When the graph is clear, we often write N(v) for the same set. If T ⊂ V (G), we
write N(T ) for the set of common neighbours of the set T .
Let G = (A,B,E) be a Kk,k-free bipartite graph with the number of edges satisfying |E(G)| ≥ cn
2−1/d
for some constant c > 0, and where |A| = |B| = n/2. In order to show that G has VC-dimension at
least d+ 1, we need to prove the existence of a set S of d+ 1 vertices in A, which is shattered by the
set system formed by the neighborhoods N(b) of the vertices b ∈ B; that is, a set S with |S| = d+ 1
such that for every subset S′ ⊂ S, there exist b ∈ B with the property that N(b) ∩ S = S′.
First, we move to a subgraph with large minimum degree and choose the vertex which will be a
neighbor to every vertex in S.
Proposition 1 Let G be a Kk,k-free bipartite graph with parts A and B and at least cn
2−1/d edges,
where c > 0 is a constant and |A|, |B| = n/2. Then G has an induced subgraph G′ with parts A′ ⊂ A
and B′ ⊂ B such that G′ has minimum degree at least c4n
1−1/d and there exists a vertex x ∈ B′ such
that |N(x′) ∩N(x)| = o(|N(x)|) holds for every x′ ∈ B′ \ {x}.
In the short proof we shall use the asymmetric Ko˝va´ri–So´s–Tura´n theorem.
Lemma 1 Let G be a Kk,k-free bipartite graph with parts of size m and n. Then G has at most
Ok(nm
1−1/k +m) edges.
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Proof of Proposition 1: First, by iteratively discarding vertices of degree less than c2n
1−1/d, we
find a non-empty subgraph G′′ which has minimum degree at least c2n
1−1/d. Let G′′ have parts A′′ and
B′′. Choose a vertex x ∈ B′′ arbitrarily. By Lemma 1, since G′′ is Kk,k-free and |NG′′(x)| ≥
c
2n
1−1/d,
it is easy to see that the number of vertices y ∈ B′′ such that |NG′′(y) ∩ NG′′(x)| ≥
|N
G′′ (x)|
logn is at
most n1/100. Write B′ for the set obtained from B′′ after removing these vertices (apart from x). Let
A′ = A′′ and let G′ be the induced subgraph of G′′ with parts A′ and B′. This choice of x and G′
satisfies the conditions in the statement of the proposition. ✷
The next proposition will be applied for the subgraph found in the previous result.
Proposition 2 Let G be a bipartite graph with parts A and B and with minimum degree satisfying
δ(G) = δ ≥ cn1−1/d for some constant c > 0, and where |A|, |B| ≤ n/2. Let r be a constant positive
integer and let x ∈ B. Then one of the following two statements must be true:
1. there exists a set R ⊂ N(x) of size r such that for every T ⊂ R of size d, we have |N(T )| ≥ r or
2. there exist Θ(|N(x)|r) sets R ⊂ N(x) of size r such that for every T ⊂ R of size d, we have
N(T ) \ {x} 6= ∅.
To prove this, we will use the so-called hypergraph removal lemma, proved independently by Nagle,
Ro¨dl, Schacht [14] and Gowers [10].
Lemma 2 Let r, d be positive integers. For every β > 0 there exists δ = δ(r, d, β) > 0 such that the
following holds. If H is a d-uniform hypergraph on N vertices such that one needs to remove at least
βNd hyperedges of H in order to make it free of copies of K
(d)
r , then H contains at least δN r copies
of K
(d)
r .
Proof of Proposition 2: Define a d-uniform hypergraph H on vertex set N(x) such that any
T ⊂ N(x) of size d is a hyperedge in H if and only if N(T ) \ {x} 6= ∅. Then outcome 2. is equivalent
to saying that H contains Θ(|N(x)|r) copies of K
(d)
r . If the first statement does not hold, by using
Lemma 2, it then suffices to prove that in order to destroy all copies of K
(d)
r in H, one needs to remove
Θ(|N(x)|d) hyperedges from H. To this end, we shall prove that this indeed holds provided that there
is no set R ⊂ N(x) of size r such that for every T ⊂ R of size d, we have |N(T )| ≥ r.
Color a d-set T ⊂ N(x) green if N(T ) = {x}, blue if 1 < |N(T )| < r and red if |N(T )| ≥ r. Note that
if y ∈ B \{x}, then any d-set T ⊂ N(x)∩N(y) is colored blue or red. If there exists some R ⊂ N(x) of
size r such that every T ⊂ R of size d is red, then condition 1. holds. However, if ℓ is sufficiently large,
by Ramsey’s theorem (see [16] or [12, Theorem 4.18]) we know that for every set L ⊂ N(x) ∩N(y) of
size ℓ, there exists a subset R ⊂ L of size r such that all d-sets in R have the same color.
Therefore each ℓ-set in N(x) ∩ N(y) contains a monochromatic blue r-set. Clearly any such r-set R
has the property that for every T ⊂ R of size d, we have N(T ) \ {x} 6= ∅. Hence, if we are to delete
all such r-sets from H, then we need to delete a blue edge from every ℓ-set in N(x) ∩N(y), for every
y ∈ B \ {x}. Hence, we need to delete at least
1
r
∑
y∈B\{x}
1(
ℓ
d
)
(
d(x, y)
d
)
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hyperedges, where d(x, y) = |N(x) ∩N(y)|. Clearly,
∑
y∈B\{x}
d(x, y) = e(B \ {x}, N(x)) ≥
∑
z∈N(x)
(d(z) − 1) ≥ d(x)(δ − 1).
Hence, by Jensen’s inequality,
∑
y∈B\{x}
(
d(x, y)
d
)
≥ Ω(n(d(x)δ/n)d) ≥ Ω(d(x)d) = Ω(|N(x)|d).
Note that in the first inequality we have used implicitly that d(x)δ ≥ (cn1−1/d)2 ≥ ω(n) as d ≥ 3.
Thus, we indeed need to delete Ω(|N(x)|d) hyperedges to destroy all copies of K
(d)
r in H. ✷
Proposition 3 Let q be a positive integer and let F be a Kk,k-free bipartite graph with parts B and
Q, where |Q| = q. Assume that there exists x ∈ B which is joined to all vertices of Q and that for
every T ⊂ Q of size d, we have |N(T )| ≥ q. If q is sufficiently large compared to d and k, then Q has
a subset of size d+ 1 that is shattered by {N(b) : b ∈ B}.
Proof of Proposition 3: Let Z be a uniformly random subset of Q of size d + 1. We shall prove
that Z is shattered with probability at least 1/2.
In order to do this, we show that with probability at least 1/2, the following property holds.
For every S ⊂ Z of size at most d and every z ∈ Z \ S, we have |N(S ∪ {z})| < 1d+1 |N(S)|.
For convenience, let us call this property by the name Property VC and see first why it implies that
the set Z is shattered. For each S ⊂ Z, we need to choose a vertex bS ∈ B such that N(bS) ∩ Z = S.
For S = Z, choose bS = x. Let S ⊂ Z be a set of size at most d. By Property VC, the number of
vertices in N(S) which have a neighbor in the set Z \S is less than (d+1) 1d+1 |N(S)| = |N(S)|. Hence,
we can pick some bS ∈ N(S) with N(bS) ∩ Z = S.
It remains to prove that Property VC holds with probability at least 1/2. Using the union bound
and conditioning on the d-subsets of Z, it suffices to prove that for any S ⊂ Q of size at most d, the
probability that there exists z ∈ Z \S with |N(S ∪{z})| ≥ 1d+1 |N(S)| is at most
1
2·2d+1
. However, note
that since |N(S)| ≥ q, where q is sufficiently large compared to d and k, and the induced subgraph of
F with parts Q and N(S) is Kk,k-free, it follows by Lemma 1 that the number of vertices y ∈ Q \ S
with |N(S ∪ {y})| ≥ 1d+1 |N(S)| is at most f(d, k) for some function f . Hence, if q is sufficiently large,
then with probability more than 1− 1
2·2d+1
, the random subset Z ⊂ Q avoids all these vertices. ✷
We are now in a position to prove Theorem 3.
Proof of Theorem 3: Suppose, for contradiction, that G has at least cn2−1/d edges for some constant
c > 0. Choose a subgraph G′ and a vertex x as in Proposition 1. In what follows, all neighborhoods
are defined in G′. By Proposition 2, one of the following two must hold.
1. there exists a set R ⊂ N(x) of size r such that for every T ⊂ R of size d, we have |N(T )| ≥ r, or
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2. there exist Θ(|N(x)|r) sets R ⊂ N(x) of size r such that for every T ⊂ R of size d, we have
N(T ) \ {x} 6= ∅.
If condition 1. holds, then by Proposition 3, G′ has VC-dimension at least d+ 1. This implies that G
also has VC-dimension at least d+ 1, which is a contradiction.
So we may assume that condition 2. holds. Let R ⊂ N(x) be a set of size r such that for every T ⊂ R
of size d, we have N(T ) \ {x} 6= ∅.
Let q be a constant which is sufficiently large compared to d and k. Now if r is sufficiently large, by
Ramsey’s theorem, there exists a set Q ⊂ R of size q such that either |N(T )| ≥ q for every T ⊂ Q of
size d, or |N(T )| < q for every T ⊂ Q of size d. In the former case, Proposition 3 shows that G′ has
VC-dimension at least d+ 1, which is a contradiction. Hence, |N(T )| < q for every T ⊂ Q of size d.
Since we can start with Θ(|N(x)|r) many possible sets R to get a subset Q ⊂ R as above, it follows
that there exist Θ(|N(x)|q) sets Q ⊂ N(x) such that for every T ⊂ Q of size d, we have N(T )\{x} 6= ∅
and |N(T )| < q.
Let Q be such a set. Assume that the sets N(T )\{x} are pairwise disjoint as T ranges over all subsets
of Q of size d. Then we distinguish between two cases.
Case (a) is when for every S ⊂ Q of size d − 1 we have |N(S)| ≥ q. In this case, if q is sufficiently
large compared to d and k, then using an argument very similar to the one in Proposition 3, Q has
a subset of size d + 1 which is shattered. In fact, just as in the proof of that proposition, a random
subset Z of size d+ 1 is shattered with probability at least 1/2. The only difference is that for every
set S ⊂ Z of size d, the vertex bS is chosen from the set N(S) \ {x}. Since these sets are disjoint, we
get a different vertex for each S, and we have N(bS) ∩ Z = S. Sets of size at most d − 1 are treated
just like in Proposition 3. Now G′ has VC-dimension at least d+ 1, which is a contradiction.
Otherwise, which we call case (b), there exists S ⊂ Q of size d−1 such that |N(S)| < q. However, note
that the number of q-sets for which case (b) can occur is o(|N(x)|q). Indeed, there are O(|N(x)|d−1)
ways to choose the set S and there are less than q ways to choose a common neighbor of the set S.
But any element z ∈ Q \ S has a neighbor in N(S) \ {x} (since N(S ∪ {z}) \ {x} 6= ∅), which leaves
o(|N(x)|) choices for each of these vertices. Altogether, we get only o(|N(x)|q) possibilities for Q.
It follows that the number of q-sets Q ⊂ N(x) such that for every T ⊂ Q of size d we have |N(T )| < q
and the sets N(T ) \ {x} are not pairwise disjoint is Θ(|N(x)|q). We now show that this is impossible
by upper bounding the number of such sets. Let us choose distinct sets T, T ′ ⊂ Q of size d such that
(N(T ) \ {x})∩ (N(T ′) \ {x}) 6= ∅. Note that there are at most |N(x)|d ways to choose T , given such a
choice there are at most |N(T )| < q ways to choose an element from (N(T )\{x})∩ (N(T ′)\{x}), and
given these there are at most o(|N(x)|) ways to choose each vertex in T ′\T . Every vertex in Q\(T ∪T ′)
can be chosen in at most |N(x)| many ways, so altogether we only have o(|N(x)|q) possibilities for Q,
which is a contradiction. ✷
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