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The concept of reversibility of a vector field is linked with an involution. More precisely, 
given a smooth ( G00 ) involution !p : mn' o --+ mn' o ( <p2 = id)' we say that a smooth germ 
vector field X defined on IRn, O is 4)-reversible of type ( n, k) if tp*X = -X o <p and the fixed 
point set of cp, S = Fix(~.p), is a k-dimensional submanifold. Each singular point of X in S 
is called a symmetric singular point of X. 
The main subjects of the present thesis can be described as follows. 
(1) Construct a fi.ltration in certain class contained in the space Vo of all these germs of 
vector fields, i.e., a sequence v;:, of semi-analytic closed sets of codimension i, such that v;;..,...1 c 
Vi and Vi+1 - Vi is a finite union of non singular connected manifolds Mij of codimension i 
having the property: "all germs in each Mij are equivalent and their versal unfoldings are 
equivalent". A germ in X E Vi - Vi+I is called singularity of codimension i. 
(2) Describe the bifurcation diagram and their normal forms. 
In this work, we develop this outline for the folowing sub-classes: (i) a class of the 
reversible vector field of type (2; O); (ii) a class of thereversible vector field of type (3; l); and 
(iii) a class of the reversible Hamiltonian vector fields of type (2; O). We classify, generically, 
the codimension one singularities (in (iii) the codimension two singularities) in each one of 
classes by presenting the normal forms and the corresponding unfoldings. 
Resumo 
O conceito de reversibilidade para campos vetoriais está ligado a uma involução. Mais 
precisamente, dada uma involução de classe coo, cp : IRn, O -+ JRn, O, ('i = I d), nós dizemos 
que um campo vetorial, C 00, X sobre mn é (f?-reversível do tipo (n, k) se r,p*X = -X o cp e 
o conjuntoS= Fix(cp) é uma subvariedade k-dimensional de mn. Todo ponto crítico de X 
em S é chamado uma singularidade simétrica de X. 
Vamos estabelecer uma linha de trabalho inspirada no seguinte programa de estudos: 
(1) construir uma filtração em uma certa classe contida no espaço Võ de todos os germes 
de campos de vetores, isto é, uma sequência Vi, de conjuntos fechados semi-analíticos de 
codimensão i, tais que v; :> Vi+l e tal que "Vi- Vi+1 seja uma união finita de variedades conexas 
não singulares Mij de codimensão i tendo a propriedade que todos os germes em Mij são 
equivalentes e admitem seus desdobramentos versais equivalentes. Um germe X E Vi - Vi+I 
chama-se singularidade de codimensão i. 
(2) descrever os diagramas de bifurcação e as respectivas formas normais. 
Neste trabalho, desenvolvemos este programa para as seguintes sub-classes; (i) classe 
dos campos de vetores reversíveis do tipo (2; O); (ii) classe do campos de vetores reversíveis 
do tipo (3; 1); e (iii) classe dos campos de vetores Hamiltonianos reversíveis do tipo (2; 0). 
Classificamos genericamente as singularidades de codimensão um ( em (iii) as singularidades 
de codimensão dois) em cada uma das classes, apresentando as formas normais e os corres-
pondentes desdobramentos. 
Introdução 
Algumas pessoas grosseiramente dizem que a física é o estudo das simetrias da natureza. 
Obviamente essa afirmação é exagerada, mas sob certo ponto de vista ela tem fundamento. 
De qualquer modo, as simetrias sustentam muitas das propriedades fundamentais de sistemas 
físicos ajudando na formulação matemática e na interpretação de fenômenos naturais. 
Neste trabalho discutiremos um tipo particular de simetria que é a "time-symmetrical 
reversing" em sistemas dinâmicos. Daqui por diante vamos nos referir a sistemas que possuem 
"time-symrnetrical reversing'' como reversíveis. 
Tais sistemas desempenham importante papel em vários ramos da física (ver Davies [9], 
Sachs [32], Thom [41, 42], Zocher e Torok [46]). Muitas das equações diferenciais da física 
são reversíveis. Isto foi percebido primeiramente por Loschmidt [21] no estudo de partículas 
movendo-se em uma certa classe de campo de forças. Boltzmann reconheceu a importância 
da reversibilidade e mostrou que as equações de Maxwell (mediante certas condições) são 
reversíveis [4]. Painlevé [28] apresentou uma aplicação da reversibilidade para as equações 
de Newton do movimento de um corpo em queda livre (ver [32]). As equações de Einstein 
da relatividade geral clássica são reversíveis [29], assim como as equações do famoso proble-
ma dos três corpos [22]. Finalmente Wigner ressaltou a importância da reversibilidade na 
mecânica quântica [44, 10]. 
O conceito de reversibilidade para campos vetoriais está intimamente ligado a uma in-
volução. Esta involução, em nosso contexto, induz sobre o fluxo do campo de vetores algumas 
propriedades simétricas, facilmente detectadas em sistemas mecânicos. Assim, dada uma in-
volução de classe C 00 , l.f!: JRn ---1- IRn, (rp2 = Id), nós dizemos que um campo vetorial, C 00 , 
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X definido em IRn é cp-reversível do tipo ( n, k) se rp*X = -X o r.p e o conjunto S = Fix( <p) é 
uma subvariedade k-dimensional de JRn. 
Da definição acima segue-se imediatamente que se x(t) é uma trajetória do campo '/)-
reversível X, então rp(x(-t)) também é trajetória do campo X. Um ponto crítico de X em 
Sé chamado uma singularidade simétrica de X. 
Veremos agora alguns exemplos de sistemas reversíveis [31] modelados a partir de fenô-
menos concretos. 
Exemplo 1: Alguns sistemas hamiltonianos 
Todos os sistemas hamiltonianos com uma função hamiltoniana H que satisfaz H(x, y) = 
-H ( -x, -y) é reversível, e nesse caso a involução associada é <p(x, y) = ( -x, -y ). Esse tipo 
de sistema hamiltoniano será objeto de estudo do capítulo 4. 
Exemplo 2: Fluxo ABC na hidrodinâmica (ver [31]) 
A equação associada a tal fenômeno é expressa por: 
i: = Asenz + C cosy 
iJ = Bsenx + Acosz 
i = Cseny + Bcosx 
onde A, B e C são parâmetros. A involução é dada por 
cp(x, y, z) = ('n:- x, -y, z). 
Exemplo 3: Lasers externamente injetados Rubi e C02 (ver (31]) 
A dinâmica desse sistema é descrita pelas seguintes equações : 
~ = cl - ~senif> 
E=WE+cos</J 
W=C,-E2 
onde E é a amplitude da cavidade do campo (na escala da frequência externa), cp é a fase, 
W é a inversão da população (em escala) e C1 e C 2 são parâmetros. Ternos que a involução 





Exemplo 4: Oscilador isotérmico (ver [31]) 
Um modelo para um oscilador harmônico mergulhado em água quente é: 
x=y 
y = -x- zy 
z = a(y2 - kT) 
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O termo kT é o produto da constante de Boltzmann pela temperatura e a é um parâmetro. 
A involução nesse caso é: 
X X 
'P y -y 
z -z 
Os exemplos 2, 3 e 4 são do tipo (3, 1)-reversíveis e serão tratados no capítulo 3. 
0.1 Desdobramentos Versais 
Considere o espaço dos germes de campos de vetores diferenciáveis (ou de classe cr, eco 
ou analítica) em (0, O) E IR?, que se anulam na origem. Dois germes de campos de vetores 
diferenciáveis X e Y em (0, O) são topologicamente equivalentes, se existir um germe de 
um homeomorfismo h : JR2 ------+ JR2 enviando as trajetórias de X sobre as trajetórias de Y, 
preservando a orientação, mas não necessariamente a parametrização (tempo). Se h preserva 
o tempo, isto é, h(</>~(x)) = <Pi(h(x)), onde~~ e ~i são os fluxos de X e Y, então X e Y 
são C 0-conjugados. 
Se h é um difeomorfismo de classe cr e satisfaz a igualdade h* X = Y o h, então dizemos 
que X e Y em (0, O) são cr -conjugados. Nesse caso os tempos dos correspondentes fluxos 
são preservados. 
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Um desdobramento de X é um germe de uma família de campos de vetores (analíticos 
ou de classe Cr) X>,, À E A) tal que X>.=o =X, (por simplicidade estaremos considerando o 
espaço de parâmetros A como sendo um espaço euclideano real). 
Dois desdobramentos X>.., À E A1 e X 11 , r; E A2 são topologicamente equivalentes se existe 
uma reparametrização <P : A1 --+ A2 em O, tal que os campos de vetores Y 11 e X.p(1J) re-
presentam germes de campos de vetores topologicamente equivalentes sobre uma vizinhança 
de (0, O) E IR?. Observamos que nos desdobramentos, discutidos nesta tese, não estaremos 
exigindo continuidade com relação aos parâmetros. 
Um desdobramento versa} de X é um desdobramento X>., À E A, de um germe X, tal que 
para qualquer desdobramento Y77, 17 E r, de X existe uma reparametrização <1>(77) =>..com 
a seguinte propriedade: "X<P(ry) é topologicamente equivalente a Y'l sobre uma vizinhança 
fixada da origem no plano". A grosso modo, a família X;.. contém todas as deformações 
possíveis de X, sob o ponto de vista da equivalência topológica. 
Obviamente podemos emitir conceitos similares para cr -conjugações. 
0.2 Programa 
Nesta tese tentaremos estabelecer uma linha de trabalho inspirada no seguinte programa de 
estudos: 
(i) construir uma filtração em uma certa classe contida no espaço Vo de todos os germes 
de campos de vetores, isto é, uma sequência Vi, de conjuntos fechados semi-analíticos de 
codimensão i, tais que Vi ::> Vi+l e tal que Vi- Vi+1 é uma união finita de variedades conexas 
e não-singulares Mij de codimensão i tendo a propriedade que todos os germes em Mij são 
equivalentes e admitem seus desdobramentos versais equivalentes. Um germe X E Vi - Vi+l 
é chamado uma singularidade de codimensão i. 
(ii) descrever os diagramas de bifurcação e as respectivas formas normais. 
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0.3 Alguns Resultados Conhecidos 
O programa acima foi provavelmente inspirado na teoria das singularidades de aplicações. 
Obviamente, sob um ponto de vista mais empírico ele foi iniciado por Poincaré e depois 
sistematizado e desenvolvido por Thom e Smale [25], Arnold [3], Sotomayor [35], Takens [37] 
e outros. Ele foi popularizado por Thom sob o nome de Teoria das Catástrofes [43]. É claro 
que tal programa pode ser concebido similarmente em dimensão superior (i.e. para germes 
de campos de vetores definidos em mn). 
Para começar a execução do programa de classificação sobre o espaço de germes de campos 
de vetores e suas deformações, nós introduzimos uma partição W = uf=1 Wi do espaço Vo tal 
que se X E Wi então sua parte linear Ai está na seguinte forma canônica de Jordan. 
(1) ou (i) A, = ( ~ ~ ) , "I O, /3 I o, j =o ou j = 1, se "= /3; 
ou (ii) A1 = ( ; -: ). o I O; 
(2) A2 = ( ~ : ) , o I O; 
(3) A, = ( ; -: ). /3 I O; 
(4) A4 = ( ooo1)·, 
(5) As= ( ~ ~ ) 
O conjunto W1 é um aberto de V0 (i.e. de codimensão zero), os conjuntos Wz e Ws têm 
codimensão 1. O conjunto W4 U W5 têm codimensão 2 e W5 têm codimensão 4. Seja 
V1 = W1 u W2 U Ws u W4 U Ws. O conjunto W1 = Vo - V1 é o conjunto das singularidades 
hiperbólicas. Pelo Teorema de Grobman-Hartman [12], uma singularidade hiperbólica é 
estruturalmente estável. Daí, o desdobramento universal de X E W1 é trivial, isto é, se 
reduz ao próprio X. 
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A realização do programa sobre W2 é fácil, pois utilizando o teorema da Variedade Central 
e o Teorema de Redução sobre a Variedade Central [8], a dinâmica de X E W2 se reduz à 
dinâmica sobre IR. O desdobramento versal deste germe é então estudado através do Teorema 
de Preparação de Weierstrass-Malgrange [36]. As bifurcações obtidas são as do tipo Sela-Nó 
e suas generalizações. 
J. Sotomayor e F. Takens estabeleceram uma filtração de W3 como no programa acimal 
assim como a descrição das bifurcações dos desdobramentos versais (de codimensão finita) 
dos germes pertencentes a W3 [35]. Elas são as bifurcações de Hopf e suas generalizações. 
Os conjuntos W4 constituem-se das singularidades nilpotentes e o conjunto W5 das sin-
gularidades com parte linear nula. Sobre esta última classe pouca coisa é conhecida, em-
bora existam alguns resultados de Takens [37] e Kenchichine [18] nesta direção. Os ger-
mes em W 4 tem sido objeto de estudos recentes desenvolvidos por Dumortier-Roussarie-
Sotomayor onde se mostra que toda singularidade de X E W4 pode ser colocada sob a forma 
j 2 (X) = (y, ax2 + bxy), através de uma mudança diferenciável de coordenadas [14]. Esta 
singularidade (quando ab -=f. O) é chamada ('cusp11 , e seu desdobramento versal é conhecido 
como Singularidade de Bogdanov-Takens. Ela é descrita por um germe de uma família a 
2-parâmetros e a classe de equivalência destes desdobramentos dependem somente dos sinais 
de a e b [14]. 
O dedobramento versal de um germe X E W4, com a =f. O, b = O e algumas condições 
suplementares foram dados por Sotomayor-Dumortier-Roussarie (13]. Esta singularidade é 
de codimensão 3. Dumortier realizou estudos dentro da subclasse a= O e b -=f. O [12]. 
Assim, dentro da classe Wi, podemos prosseguir com um sub-programa para estudo de 
singularidades de codimensão k. Encontramos na literatura então Bifurcações de Hopf de 
ordem k ou "cusps" de ordem k, etc ... 
O mesmo programa estabelecido anteriormente pode ser elaborado quando restringimos 
o nosso raio de ação a subclasse de germes de campos de vetores de interesse geral. Podemos 
citar por exemplo, as classes de campos: Hamiltonianos, Solenoidais, que Preservam Volume, 
Reversíveis, Gradientes, etc ... 
No aspecto global (por exemplo, para campos por exemplo definidos em uma variedade 
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compacta) a mesma filosofia do programa anterior pode ser usada, utilizando o conceito de 
famílias genéricas a k-parâmetros. Resultados nesta direção foram obtidos por Andronov-
Pontryaguin-Peixoto na classificação dos campos estruturalmente estáveis em 2D [25]. So-
tomayor possui trabalhos nessa direção na classificação de famílias genéricas a l-parâmetro 
definidas em uma variedade bidimensional [35]. Teixeira estendeu estes resultados para va-
riedades bidimensionais com bordo [39]. 
Teixeira classificou os desdobramentos versais de codimensão O, 1 e 2 na subclasse dos 
campos (2, !)-reversíveis [40]. Medrado e Teixeira classificaram os desdobramentos versais 
de codimensão O, 1 e 2 na subclasse dos campos (3, 2)-reversíveis [24]. 
0.4 Resultados Obtidos 
Na presente tese, desenvolvemos o programa citado anteriormente para três subclasses dis-
tintas. 
No capítulo 1, apresentamos apenas alguns conceitos básicos que serão utilizados no 
desenvolvimento da tese. 
No capítulo 2, estudamos o espaço dos germes de campos (2, 0)-reversíveis com uma 
singularidade na origem e munido com a topologia coo, denotado por X 2R, cujos resultados 
estão sumarizados no 
Teorema A 
I) Existe um conjunto BfiR c X 2R, aberto e denso formado por campos de vetores estrutu-
ralmente estáveis em X 2R tais que suas C0-formas normais são: 
1. X 01 = (x2 - y2 , 2xy); 
2. X02 = (-x2 - 2y2 ,xy); 
3. X03 = (2x2 - y
2 ,xy); 
4- X"= (-x2 - y2 , -2xy); 
5. Xos = (x2 - 2y2, -xy). 
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IJ) No espaço das famüias a l-parâmetro de campos vetoriais em X 2R, um subconjunto 
aberto e denso é formado por famüias genéricas tais que suas C 0 -formas normais são: 
1. As formas normais dadas em I); 
2. (X112), ~ ( -.\x2 - y2 + x4 , (1- .\)xy); 
3. (X121h ~ (.\x2 - y2 - x4 , (1 + .\)xy); 
4· (X134)A ~ (.\x2 + 2xy- y2 - x4 , (-1 + .\)xy + 2y2); 
5. (X1,,h ~ (-.\x2 + 2xy- y2 + x4 , ( -1- .\)xy + 2y2); 
6. (Xt45h~(.\x2 -y2 -x4 ,(-1+.\)xy); 
7. (X154),~(-.\x2 -y2 +x',(-1-.\)xy); 
8. (X113)A ~ ((2 + .\)x2 - y2 + x', -.\x2 + 2xy + y2); 
9. (X124), ~ (( -1 + .\)x'- xy- y2 + x4 , -.\x2 - xy). 
A principal ferramenta utilizada para demosnstrar o teorema é a técnica de Blow-up [12]. 
No capítulo 3, o objeto de estudo é o espaço dos germes de campos (3, 1)-reversíveis com 
uma singularidade na origem e tal que zero não é um autovalor triplo. Vamos admitir que 
este espaço está munido com a topologia coo. Este espaço será denotado por X 3R. Os 
resultados principais são: 
Teorema B 1 
Existe um conjunto .EÕR C X 3R, aberto e denso formado por campos de vetores estrutural-
mente estáveis tais que suas C0 -formas normais são: 
1. xl = (x 2 - y2 - z2 ' -z + 2xy, y + 2xz); 
3x -(' 2 2 +1 +1). . 3 - x - y - z , -z 2xy, y 2xz , 
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5. X 5 = (x2 + y2 + z2, -z + 2xy, y + 2xz); 
6. X,= (z, y2 , x). 
Observamos que se um germe de um campo de vetores pertence a ;I; 3R, então os au-
tovalores são (0, ±a) ou (0, ±aí). Não estudaremos as bifurcações quando o zero é um 
autovalor triplo. Veremos no capítulo 3, que a cada germe de campo de vetores X em $ 3R 
com autovalores (0, ±o:i) podemos fazer correspondê-lo biunivocamente a um germe de um 
campo X definido em IR?, O. O espaço dos germes X em 2D tal que X E X 3R será denotado 
por :J: 3R. 
Teorema B2 
I} No espaço das famüia8 a l-parâmetro de campos vetoriais em X 3R com autovalores 
(0, ±o:), um subconjunto aberto e denso é formado por famüias genéricas tais que suas C0-
formas normais são: 
J. X6 = (z,y',x); 
2. (X16)A= (z,Ày2 +y4 ,x). 
II) No espaço das famüias a l-parâmetro de campos vetoriais em X 3R, um subconjunto 
aberto e denso é formado por famüias genéricas tais que suas C0 -formas normais estão na 
lista abaixo. Mais ainda, dado qualquer famüia genérica a l-parâmetro x1) em X 3R X IR, 
temos que X 11 é C
0-equivalente a um dos (X1jk)À abaixo: 
3. (Xm), = (.\x2 + r2 + x4 , xr); 
5. (X131 ), = (x 2 + Àr2 + x', -xr); 
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7. (X133h = (x2 + Àr2 + x4, ~xr); 
8. (X134h = (x2 + Àr2 + x', 2xr); 
9. (Xl3sh = (x2 + Àr2 - x4 , -xr); 
10 (Xl36);. = (x2 + Àr2 - x 4 , ~xr); 
11. (X13 7 h_ = (x2 + Àr2 - x\ txr); 
12. (Xl38h = (x2 + Àr2 - x4, 2xr); 
13. (Xt4t)À = ((1 + À)x2 + r',xr); 
14 (X142h = ((1 + Jl)x2 - r 2 ,xr); 
15. (X1st)À = (x2 - r 2, Àxr + xr3 ); 
16. (Xt52h = (x'- r 2 , Àxr- xr3 ). 
É importante ressaltar que tiramos também importantes conclusões sobre a existência 
de órbitas homoclínicas e heteroclínicas, existência de toros invariantes e órbitas periódicas 
simétricas em X3R. 
As principais ferramentas utilizadas são ainda a técnica de Blow-up [12] e a forma normal 
de Poincaré-Dulac [1]. 
No capítulo 4, estudamos a classe dos campos hamiltonianos (2, 0)-reversíveis com topolo--
gia C00 , denotado por :J;H_ Fizemos um estudo dos germes de campos de codimensão O, 1 e 
2 e apresentamos as formas normais das singularidades simétricas de codimensão 2. Devemos 
destacar que para encontrar o desdobramento versa} das singularidades simétricas, tivemos 
que desenvolver uma teoria análoga a teoria ZZ2-invariante, para objetos anti-invariantes (ver 
apêndice), que inclusive pode ser aplicada na classificação de campos hamiltonianos em .IR2n. 
O principal resultado do capítulo 4 é: 
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Teorema C 
Existem subconjuntos E{!, E {f e Llf de X H que satisfazem 
1. L,{! é aberto e denso em XH. 
2. X é estruturalmente estável relativo a XH se, e somente se, X E L.{f. 
3. E~ é aberto e denso em X f= XH- E{!. 
4- X é estruturalmente estável relativo a X f se, e somente se, X E Ef. 
5. E~ é aberto e denso em X !f= X f- I:t{l. 
6. X é estruturalmente estável relativo a X!j se, e somente se, X E L/f. 
7. Não existem singularidades simétricas de codimensão O e 1. 
8. As formas normais para as famüias a 2-parâmetros genéricas de campos hamiltonianos 
reversíveis com singularidades simétricas são: 
1 {X=2xy+f.l 
a} X""' , i;=xz-yz-.\ 
Capítulo 1 
Conceitos Básicos 
Neste capítulo, iremos introduzir algumas definições e recordar alguns resultados co-
nhecidos. 
O conceito de reversibilidade para campos vetoriais está ligado à noção de involução. 
Mais precisamente: 
Definição 1.1 
Uma involução é um germe de um difeomorfismo r..p : lRn, O ----+ JRn, O, tal que r.p2 = I d. 
No trabalho, consideraremos r.p E c=. 
Definição 1.2 
Dado uma involução r.p : IR_n, O --+ IRn, O, nós dizemos que um campo vetorial X sobre !Rn é 
r.p-rever5Ível do tipo (n, k) se 
<p,X=-Xo<p (1.1) 
e o conjunto S = Fix( r.p) é uma subvariedade k- dimensional de IRn. 
Uma órbita 1 de X é dita simétrica se tp('y) = 'Y· Assim, todo ponto crítico de X em S 
é uma singularidade simétrica de X. 
Algumas propriedades clássicas de sistemas reversíveis são: 
• O retrato de fase de X é simétrico com relação a S. 
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• Qualquer ponto crítico simétrico ou órbita periódica simétrica não pode ser atratora e 
nem repulsora. 
o Se X(p) ~O e p f/ S, então X(I'(P)) ~O. 
• Se uma órbita regular "/ intersepta S em dois pontos distintos, então 'Y é uma órbita 
periódica. 
o Se X(p) #O e p E S, então X(p) f/ TpS-
Lema 1.3 
Seja X um campo de vetores ~?-reversível, isto é, Dl'(p) o X(p) ~ -X(I'(P)). Seja ainda .P 
uma mudança de coordenadas diferenciável. Então o campo X = DiJ>oX o<P~ 1 é 1-reversível, 
onde if; =<]?o tp o w-1. 
Demonstração: 
D<fy o X ~ D(<P o I' o g;-1 ) o D.P o X o g;- 1 ~ 
~ D.P o D<p o (D.P)-1 o D.P o X o g;-1 ~ 
= DtP oDI.{JoX o q.-1 = 
~ -D.PoX<p.P-1 ~ -D.PoX<J;-1 o.Po<po.P-1 ~ 
-X o q, 
O conceito de estabilidade estrutural vem da seguinte definição: 
Definição 1.4 
• 
Dois campos de vetores X1 e X2 são ditos C 0-equivalentes se existe um homeomorfismo h 
no espaço de fase que leva as trajetórias de X 1 nas trajetórias de X 2 preservando a ori-
entação, mas não necessariamente a parametrização (tempo). Se h preserva o tempo, isto é, 
h( <P;" (x)) ~ <Pi(h(x)), onde <P;" e <Pi são os fluxos de X e Y, então X e Y são C 0 -conjugados. 
Observação 1.5 Observamos que se nós multiplicamos um campo vetorial X por uma 
função positiva f, os dois campos X e f X são CO -equivalentes. 
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Considere a seguinte relação de equivalência: X1 ""' X2 se, e somente se, existe uma 
vizinhança V de (0 1 O) em m? tal que Xrlv = X2iv- Chamaremos a classe de equivalência de 
um campo vetorial X 1 por germe do campo vetorial X 1 , e, abusando da notação, usaremos 
o mesmo X 1 para denotar o germe X 1 : IR?, O ------+ JR2 , O. 
O espaço de germes de campos vetoriais reversíveis do tipo (2, O) com uma singularidade 
em (0, O) será denotado por X 2R. E o espaço dos germes de campos vetoriais reversíveis 
do tipo (3, 1) com uma singularidade em (0, O, O) será denotado por X 3R. Admitiremos que 
X 2R e $ 3R estão munidos com a topologia coo. 
Definição 1.6 
Sejam X e Y dois germes de campos de vetores. Então X e Y são {k-jato)-equivalentes, 
com k E l!.\f, se para representantes de X e Y, digamos X e Y, respectivamente, (e portanto 
para todos os representantes) tivermos 
X- Y = O(llxll'+'), 
i. e., oc >O, 035 >O t. q. II(X- Y)(x)ll S cllxll'+', llllxll < 5. Onde li li denota a norma 
euclideana de mn. 
Uma classe de equivalência desta relação é chamada um k-jato de um campo vetorial e 
será denotado por j,(X)(O). 
Como X é coo, nós podemos considerar sua aproximação de Taylor em O. É fácil mostrar 
que o k-jato de X expresso em um sistema de coordenadas é a aproximação de Taylor 
truncada de ordem k. Devido a esse fato, temos que existe uma correspondência biunívoca 
entre o espaço dos k-jatos dos campos vetoriais sobre IRn em O, Jk e o espaço dos campos 
vetoriais Y com Y(O) = O e tais que suas componentes são funções polinomiais de grau 
:S k. Esta correspondência induz em 1;: uma estrutura natural de m-espaço vetorial e uma 
topologia euclideana. A definição acima independe da escolha do sistema de coordenadas. 
Se l ;?::: k, as seguintes imersões são contínuas: 




j 1(X)(O) >---+ j,(X)(O) 
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Podemos definir o limite inverso dos conjuntos J[ pelas aplicações 7rtk· Vamos denotar 
por J::C, e chamar seus elementos de oo-jatos. Nós também ternos a aplicação j 00 : X ------+ J~, 
que é o limite inverso de Jk- X está denotando o espaço dos germes de campos de vetores 
coo. 
Em coordenadas locais um co-jato de algum germe X é a série de Taylor associada a X 
em O. Vamos denotar por j 00 (X)(O). O teorema de Borel [27] garante que j 00 é sobrejetora. 
Isto significa que cada elemento de J;, pode ser obtido como o co-jato de algum campo 
vetoriaL 





ioo(X)(O) e---+ jk(X)(O) 
Esses espaços de k-jatos nos permitem colocar uma topologia em X: a menor topologia 
para o qual todas as projeções jk : X ------+ IJ: são contínuas. 
Sobre J~ nós podemos fazer a mesma coisa para as aplicações 7rk· Esta escolha implica 
que J= : X ----+ J~ é contínua. 
Definição 1. 7 
Dois germes de campos vetoriais X1 ,X2 : IR2 ,0----+ IR2 ,0 são ditos C 0 -equivalentes se os 
representantes xl e x2 são C 0 -equivalentes. 
Proposição 1.8 
A definição 1. 'l não depende dos representantes da classe de equivalência. 
Demonstração: Sejam Xf e Xf representantes do germe X1 : IR, O ----+ IR, O e sejam xg 
e X§ representantes do germe X2 : IR, O ----+ IR, O. Logo existem vizinhanças V1 e V2 de O 
tais que Xf = X f restrito a V1 e xg = XJ" restrito a V2. Se h é urna C 0-equivalência entre 
xp e xg' tornando-se h restrito a vizinhança vl n v2 teremos uma C 0-equivalência entre os 
campos X} e X§, visto que os campos são iguais na restrição das vizinhanças. • 
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1.1 Teorema de Montgomery-Bochner 
O Teorema de Montgomery-Bochner (em [26] pp 206) diz que toda involução na vizinhan-
ça de um ponto fixo tal que dim(Fix(l'))= O, é 0 00 conjugada a l'(x, y) = (x, -y). Mais 
precisamente: 
Teorema 1.9 {26} 
Seja G um grupo compacto de transformações de uma variedade M de classe Ck (k 2: O) ou 
analítica. Suponha que cada transformação de G é de classe Ck ou analítica. Então numa 
vizinhança de um ponto fixo estacionário, coordenadas admissíveis podem ser escolhidas tais 
que as transformações sejam lineares. 
Usaremos esse teorema no caso em que o grupo que atua é G = {Id,r.p}, onde cp é uma 
involução, cuja demonstração é bem mais simples: 
Proposição 1.10 
Seja cjJ: IRn ----t !Rn uma involução tal que dim(Fix(cjJ)) = k, então cjJ é localmente conjugada 
com a involução linear r.p(x, y) ::::: (x, -y) com x E !Rk e y E IRn-k. 
Demonstração: Primeiro provaremos que ifJ é conjugada com sua parte linear D<f. Para 
isso considere a= I+ D<P o c/J, observe que Da= 21, portanto a é um difeomorfismo local. 
Temos que 
(1.2) 
Falta mostrar que D<P é conjugada com r.p. 
Observamos que se dim(Fix(.jJ)) = k e D.jJ é conjugada com q,, temos que Fix(D.jJ) é um 
espaço vetorial de dimensão k. 
Seja { v1 , v2 , ..• , v.} uma base de Fix(Dqy) e { w1, w,, ... , Wn-d uma base de (Fix(D</>))L 
Defina ui = wi - D<P( wi) e observe que DcjJ( Ui) = -ui. 
Afirmação 1.11 
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Somando 1.3 com 1.4 temos 
(1.5) 
Como { v1, ... , vk} é base, 
(!.6) 




Pela linearidade de DcjJ 
(1.9) 
Como Fix(D~) n [Fix(D~W ~{O} segue-se que 
ak+lwl + · · · + anWn-k =O. (I.! O) 
Donde concluímos a afirmação 1.11 e a proposição 1.10. • 
1.2 Blowing-up 
Recordaremos brevemente o método do blowing-up. Existe uma exposição detalhada em 
[12]. 
Seja X um germe de um campo vetorial em IR?, O e jk X seu primeiro jato não nulo. Seja 
S1 o círculo unitário em JR2 e B: lR2 \{0}-+ S1 x JR+ definido por B(w) ~ (1: 1, [w[). Para 
(r,8) E S1 x m+, seja B.X (r, e)~ DB(r, e) e X (r, e) ~ ,L B.X(r, e). 
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Takens (em [37]) provou que X é um campo vetorial C 00 e que X I S 1 x {O} é determinado 
por/ X. Além disso) uma condição suficiente para X e Y serem C 0-equivalentes (quando 
/X= lY) é que X e y sejam C0-equivalentes próximo a S1 X {0}. 
Dumortier provou o seguinte resultado: 
Lema 1.12 {12} 
Suponha que temos singularidades em IR? com "nice decomposítions" similares, i. e., X 1 O e 
Y, O tem a mesma sucessão de singularidades nos "blowíng-ups". Então, ambas singularida-
des tem a mesma decomposição em setores parabólicos, elípticos e hiperbólicos e como dois 
setores do mesmo tipo são sempre C0 -equivalentes. Essas equivalências setoriais nos dão 
uma C0 -equivalência entre as duas singularidades. 
Definição 1.13 
Dizemos que o germe de um campo vetorial X, definido em JRn, O satisfaz a desigualdade de 
Lojasiewicz se existe um inteiro k > O e c > O tal que: 
IIX(x)ll ::> cllxll' para todo x em uma vizinhança do ponto singular. 
Teorema 1.14 {12} 
Se o germe de um campo vetorial X definido em IR2 , O satisfaz a desigualdade de Lo-
jasiewicz e tem órbita caracterí.stica, então a singularidade é finitamente determinada por 
C0 -conjugação. Além disso, se duas singularidades finitamente determinadas no plano são 
C0 -equivalentes, então elas também são C 0 -conjugadas. 
1.3 Forma Normal de Poincaré-Dulac 
Nesta secção estudaremos a forma normal de Poincaré-Dulac que nos será útil no capítulo 
3. Dado um germe de campo de vetores X: JR3,0--> IR3 ,0, X(x) = Ax+f(x), sejam 
À1, .\2 , À3 os autovalores de A. 
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Definição 1.15 
Cada relação da forma 
(1.11) 
para i E {1, 2, 3}, é chamada uma relação ressonante, onde k1 + k2 + k3 2: 2, e o termo 
x~1 X~2 X~3 a~; é chamado um monômio ressonante de grau k1 + k2 + k3 (com relação a xi)· 
Definição 1.16 
Um campo vetorial X dado por 
x~Ax+f(x) (1.12) 
é dito estar em sua forma normal ressonante, ou forma normal de Poincaré-Dulac, se A 
está na forma canônica de Jordan e se a pa_rte néio linear f(x) consiste apenas de monômios 
ressonantes. 
Teorema 1.17 [2] 
Todo campo vetorial X é formalmente conjugado com sua forma normal de Poincaré-Dulac. 
1.4 Campos Hamiltonianos 
Vamos estudar os campos vetoriais hamiltonianos reversíveis, isto é, campos de vetores 
hamiltonianos X : JR2 ~ IR? que satisfazem r..p*X = -X o r.p, onde r..p é uma involução. 
Definição 1.18 
Um Campo X : IR? ------+ IR2 é hamiltoniano se existe uma função H : IR? ------+ IR tal que: 
X: 
X.~ 8H -ay 
iJ = ~ôH ax 
Veremos que se as funções H e K são equivalentes a direita, então os dois campos hamil-
tonianos XH e XK, provenientes das funções hamiltonianas H e K, respectivamente, são 
equivalentes. 
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Definição 1.19 
Sejam H e K duas funções definidas em uma vizinhança V. Dizemos que H é Ck-equivalente 
a direita a K se existe um difeomorfismo de classe Ck, ~ : V --t V tal que H = K o <I>. 
Sejam XH campo hamiltoniano relativo a função H e XK campo hamiltoniano relativo 
a função K, isto é: 
{ 
· _ 8H x-a X . y 
H. · 8H 
Y= -a; 
Definição 1.20 
XK: x= &;; . 
{ 
· 8K 
· 8K y=-ax 
(1.13) 
Dado um campo X H : B ---+ TE, e <I> : B ---+ B um difeomorfismo1 definimos o campo 
induzido de Xs por <I> da seguinte maneira: 
(1.14) 
Observe que Xs e <I>*(XH) são sempre conjugados. 
Lema 1.21 ([7]) 
Sejam H e K tais que H = K o <I>, onde <I> é um difeomorfismo de classe Ck. Sejam ainda 
XH e XK campos hamiltonianos relativos a H e K respectivamente. Então: 
(1.15) 
Demonstração: Como Xs é campo hamiltoniano relativo a H, recordemos que dH = 
w(Xs, .), onde w = dx 1\ dy denota a 2-forma de área em JR2. Vamos transportar a equação 
dH = w(XH, .) por <1>, colocando 




dK = d<I>,(H) = <l>,(w)(<i>,(XH), .). (1.18) 
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Mas como i!>,(w) = (detDi!>)- 1w, temos 
(1.19) 
e (detDi!>)-1i!>,(XH) = XK o que demonstra o lema. • 
A conclusão que tiramos desse lema é que se H = K o I!>, onde IP é um difeomorfismo Ck, 
então os campos hamiltonianos XH e XK são Ck-equivalentes. Mais ainda, se detDW = 1, 
então XH e XK são Ck-conjugados. 
Capítulo 2 
Campos Reversíveis do Tipo (2,0) 
Neste capítulo, nós estudamos (germes de) campos vetoriais c= sobre IR? com uma 
singularidade em O e tendo a origem como seu eixo de simetria. Nosso objetivo principal 
é fazer um estudo local dos campos vetoriais reversíveis do tipo (2, 0). Classificaremos, via 
C 0-equivalência, aquelas singularidades simétricas que ocorrem genericamente em famílias a 
l-parâmetro de campos vetoriais reversíveis. Nos casos de codimensão O e 1, apresentamos 
todos os tipos de singularidades simétricas de tais campos vetoriais, suas formas normais e 
respectivos desdobramentos. A ferramenta utilizada é o método de "blowing-up", seguindo 
a estratégia estipulada por Dumortier (em [12]). 
Nós mencionamos que em [40] as singularidades de campos vetoriais reversíveis do tipo 
(2, 1) estão genericamente classificadas, e para maiores referências e conexões com outros 
problemas sugerimos ao leitor ver [19]. 
2.1 Preliminares 
Seja rp: JR?,o --t JR?,o um germe de uma involução eco tal que Fix(rp) = {0}. 
Denotamos por X 2R o espaço de germes de campos rp-reversíveis sobre IR?, O com uma 
singularidade em O. 
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Suponhamos que X 2R está munido da topologia eco definida na página 28. 
Ao longo do capítulo, fixaremos as coordenadas (x, y) em IR2 , O tais que a ínvolução toma 
a forma canônica <p(x, y) = (-x, -y). 
Seja X um campo vetorial <p-reversível do tipo (2,0). Em nosso casoS= Fix(<p) = {0}, 
pois rp(x, y) = ( -x, -y). Daí a correspondente expansão de Taylor de X em O, até ordem 4, 
é dada por: 
Seja X E X 2R, com X = (X 1 , X 2) onde: 
X 1 (x, y) = (azox 2 + auXY + aozY2)+ 
( a4oX4 + as1x3y + a22x2y2 + a13xy3 + ao4Y4) + R1 (x, y) 
X'(x, y) = (b20 x2 + b11 xy + b0zy2)+ 
(b,,x 4 + b3rx
3 y + b,,x2 y2 + b1,xy3 + b,,y
4
) + Rz(x, y). 
Pelo nblowing-up" de X nós temos X= (R, 8), onde 
R(r, e) = r( azo cos3 e + ( au + bzo) cos2 Osent9 + ( a02 + b11 ) cos Bsen20+ 
bozsen3e) + r 3 h(r, e) + S1 (r, e) 
G(r, e) = bzo cos3 e+ (bu - a20) cos2 esene + (b02 - au) cos esen2e+ 
a,,sen3e + s,(r, e) 
A derivada de X em (D, e) é: 
onde 
e 
A(X)= [gr(e) O l' 
o 9,(e) 
9r(e) = Ozo cos3 e+ (ou+ bzo) cos2 esene+ 
( aoz + bu) cos fJsen20 + b0zsen38 
g,(e) = (bu -azo) cos3 e+ ( -3b20 + 2b02- 2au) cos2 esene+ 
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2.1.1 Uma Particularidade dos Campos (2,0)-Reversíveis 
Nesta secção, provaremos que um campo (2,0)-reversível não possui singularidade simétrica 
do tipo centro. 
Teorema 2.1 
Seja X um campo vetorial definido em JR2 que seja reversível pela involução rp(x,y) = 
( -x, -y) então X não possui uma órbita periódica r tal que a origem (O, O) esteja no interior 
de r. 
Demonstração: Vamos supor por absurdo que X possui uma órbita periódica f de período 
a tal que a origem está no interior de r. Então existe uma função ry : IR --+ JR2 tal que 
·y'(t) = X('y(t)) \lt E IR 
e ainda a é o menor valor tal que 1(0) ='r( a). 
Afirmação 2.2 
Existem t 1 , t2 E [0, a] tal que !(ti) = <p( 1( t2)) = -1( t 2). 
Tome uma reta r passando pela origem. Como a origem está no interior de r, tomemos 
os pontos f, i E [0, a] tais que: 
11-y(t)ll = máx{li'Y(t)ll: -y(t) E r} 
e 
lll(iJII = mín{li'Y(t)ll: 1(t) E r}. 
Se nós considerarmos a curva <p(f), isto é, { --y(t) : t E [O, a]} vamos observar que 
/(t) <;; int( <pf), 
pois caso contrário existiria i E [O, a] tal que 11- -y(t)ll = ll!(i)ll > ll!(t)ll· Usando o mesmo 
raciocínio e o fato que (0, O) E int(cpf) temos 
!(i)<;; ext(<pr). 
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Pelo teorema do valor intermediário temos que existe t 1 E [i, f] tal que !'(t1 ) E 'Pf, isto 
é, existe t2 tal que 7(t1) = -7(t2). 
Afirmação 2.3 
a( t) = 7( t + t 1 !t2 ) é solução do campo X. 
De fato temos o/(t) = -y'(t +''i'')= X(-y(t +''i''))= X(ac(t)). 
Afirmação 2.4 
(J(t) = -ac( -t) é solução do campo X. 
Observe que como cp(x, y) = ( -x, -y) temos que <.p*X =-X, logo vale X= X o r.p. Daí 
[cp(ac(t))]' = [-ac(t)]' = -ac'(t) = -X(ac(t)) = -X(cp(ac(t))). 
Portanto cp(ac(t)) é solução do campo -X, logo cp(ac( -t)) é solução do campo X. 
Portanto as afirmações 2.3 e 2.4 nos dizem que a(t) e {3(t) são soluções de X. Vamos 
calcular a e j3 em to = t2 zt) : 
e 
( ) - (t,-tr)- (t,-tr tr+t, 1_ () at0 -O: 2 -"'/ 2 + 2 -'Yt2 
(J( ) -(J(t,-11 )- (tr-t')- (tr-t, t1 +t,)- () to - 2 - -ac 2 - -'"( 2 + 2 - -'"( Ir . 
Pela afirmação 2.2 temos que o:(t0 ) = f3(t0 ). Pelo teorema de existência e unicidade de 
soluções temos que ac(t) = (J(t) 'i\. Em t =O temos que ac(O) = -ac(O), ou seja, ac(O) = (0, O) 
o que é um absurdo, pois a(O) = 'Y(t1!t2 ) e por hipótese (0,0) E int(r). Portanto não existe 
r órbita periódica. • 
Corolário 2.5 
Sejam r.p uma involução tal que Fix(rp) = {p} e X um campo vetorial rp-reversível tal que p 
é uma singularidade simétrica de X. Então p não pode ser do tipo centro. 
Demonstração: Suponha que p seja do tipo centro então para qualquer vizinhança arbi-
trariamente pequena de p possui uma órbita periódica. Pelo proposição 1.10 de Montgomery-
Bochner podemos supor que p = (0, O) e rp(x, y) = ( -x, -y) em uma vizinhança de (0, 0). 
Logo pelo teorema 2.1 chegamos a uma contradição. • 
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2.1.2 Polinômios Auxiliares 
Para cada X E X 2R nós derivamos de (2.4) e (2.5) alguns polinômios reais cúbicos que serão 
úteis. 
e 
Assumiremos por enquanto que 8 #- ~ and e # - ~. 
o caso que e= ±I será tratado separadamente. 
Denotando por a= tgB, de (2.2), nós obtemos as seguintes expressões: 
g,(~)B =f{ (01) = a20 + (au + b,o)Oi +(ao,+ bu)a2 + bo,a', 
cos 
8(0, B) x( ) 3 ( ) 2 ( ) 
3 B = f a = aoza + au - boz a + azo - bu a - bzo c os 
c~~~~~) =!f (01) = (bu- a,o) + ( -3b,o + 2bo,- 2au)üi+ 




A equação fx(a) =O genericamente possui uma raiz real e duas complexas conjugadas ou 
três raízes reais distintas. 
Lema 2.6 
Se fx(a) =O tem ou uma raiz real simples e duas raízes complexas conjugadas ou três raízes 
reais distintas, então g2 (B0 ) f' O onde a0 = tg(eo) e fx (Oi{))= O. 
Demonstração: Note que 8(0, e) = fx (tg(B)).cos(e). Derivando com respeito a e nós 
obtemos: 
g2 (e) = (!x)'(tg(B)).cos(B)- 3/x(tg(B).cos
2 (B).sen(B). 
Segue que 
g,(Bo) = (!x)'(üio).cos(Bo), 
onde a0 = tg(B0). Como B0 i±~ está assumido e como (fx)'(a0) i O do fato que a0 é uma 
raiz real simples de fx(a) =O o lema está provado. • 
40 CAPíTULO 2. CAMPOS REVERSíVEIS DO TIPO (2,0) 
2.2 Singularidades de Codimensão Zero 
Definição 2. 7 
Um campo vetorial X E X 2R é chamado elementar se uma das segu·intes condições são 
satisfeitas: 
i) o polinômio fx é do terceiro grau, tem somente uma raiz real aff e f{ (ai{) é não nulo. 
ii) o polinômio jX é do terceiro grau, tem três raízes reais distintas o:f e f.f(af), para 
~ = 1) 2, 3, são diferentes de zero. 
Seja BÕR o conjunto de todos os campos elementares em X 2R. 
Observação 2.8 Nós estamos impondo que e i= ±I e a02 1- O. Contudo, essas hzpóteses 
não são essencwzs, po2s B = ±~ é solução de() = O se1 e somente se, a02 = O. No caso 
aoz = O nós temos 
iJ = cos(B)[b02 cos'(B) + (bn- a20 )cos(B)sen(B)+ 
+(bo,- au)sen2 (0)] = cos(O)g(O). 
Agora nós observamos que g(±~) =O{:::::::::} boz - a11 =O. 
(2.9) 
Então temos que se a20 = O e boz - a11 # O então 8 = ±I é uma raiz real simples de 
e= o. 
Se houver outra raiz Bi para()= O, então Bi i-±~, logo: 
g(Oi) .2 
'(O) = (bo,- an)ty (Oi)+ (bu- a,o)tg(Oi) + b,o. 
cos i 
(2.10) 
Nesse caso, exigimos 6 = (bn - a,0 ) 2 - 4(bo, - au)b:w f' O. 
Nós concluímos que as condições de genericidade para o caso a02 =O são: 
(2.11) 
onde ()i são todas as possíveis raízes de g(()) =O. 
Com relação as bifurcações (Secção 2.3), se ou (i} b02 - a 11 = O e .6. i- O ou (ii) 
bo2 - an =j:. O e .6. = O é o mesmo que o caso de uma raiz real dupla e ele será considerado. 
Se todas as condições acima são nulas, então a codimensão da singularidade é maior do que 
1. 
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O próximo resultado é uma variação dos resultados de Kenchichine em [18] e Takens em 
[37]. Nós apenas adaptamos o seu enunciado para nosso contexto de reversibilidade e fizemos 
uma prova usando os polinômios auxiliares definidos na secção 2.1. 2. 
Teorema 2.9 
:EÕR é um conjunto aberto e denso de X 2R. 
A topologia que estamos considerando no espaço X 2R é a topologia eco definida na 
página 28, isto é, um sistema de vizinhanças básicas para X é: 
W(X, E)= {Y E X 2K sup{ia;J- a{; i, lb;j- b{;l : i+ j é par}< E}. (2.12) 
Seja P3 [a] o espaço dos polinômios de grau menor ou igual a três na variável a com a 
topologia dada pela seguinte norma: 
p(a) = ara3 + bra2 + cr<> + dr 
q(a) = aza3 + aza2 + cza + dz, 
llp(a)- q(a)ll = max{lar- azl, lbr- b,l, ler- czl, ldr- dzl}. 




ç : X'R ---; P,[a] 
Y ___, JY(a) 
{
. Y2+Y YZ+ x = a20 x a11 xy + a02y · · · dadoY: , 
. by 2 +by by 2 + y= 20X uXY+ o2Y ... 
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Demonstração: Vamos provar que Ç é contínua. Dado E > O nós podemos escolher '3 = ~, 
tal que se 
então 




lbô', - bô, I 
Nós provaremos que Ç é aberta. Seja X E X 2R fixo e seja W(X, e). 
Chamemos A€ o seguinte conjunto: 
~ { p(a) ~ aa3 + ba2 + ca + d t. q. max{la- a/;2 1, ld- bl;l} <E } 
~ . 
e max{lb- (bÕ,- af1)1, I c- (b[1 - ofo)l} < 2E 
(2.17) 
(2.18) 
Observe que Ç(W(X, E)) ~ A,. De fato a inclusão Ç(W(X, E)) C A, é óbvia. Nós 
afirmamos que ''se jb- (c- d)j < 2€ então existe b1 e b2 tal que b = 61 - b2 , jb1 - cj <é e 
jb2 - dj < e". Isto é facilmente provado escolhendo b1 = b+;+c e 62 = d+r". Isto implica que 
Ç(VV(X, E))~ A€. Mas o conjunto Ao é obviamente aberto, então Ç é uma aplicação aberta . 
• 
Dado X, se Ç(X) tem somente uma raiz real então existe uma vizinhança V de Ç(X) 
tal que para todo p(o:) E V então p(a) tem somente uma raiz real. Seja V= ç- 1(V) uma 
vizinhança de X em X 2R. Nós definimos 
6:V +-- IR 
Z c--> !f ( at) 
(2.19) 
Lema 2.11 
Se V é uma vizinhança em X 2R tal que a equação 2.19 está bem definida, então ó 1:. O. 
Demonstração: Seja X E V, se ó(X) f. O não há nada a fazer. Mas se c5(X) =O então 
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tem apenas uma raiz real ax e ()X= are tg(ax) é tal que 
JX(ex) ~ ofocos3 (ex) +(o?,+ bfo)cos'(ex)sen(ex) 
+(oó", + bj\)cos(ex)sen2 (8x) + bó",sen'(ex) ~O. 
(2.21) 
Tome uma perturbação X>. de X, tal que 
(2.22) 
então Ç(X,) ~ Ç(X) para todo À, e 
(2.23) 
Então o(XÀ) ;f O para todo À ;f O. • 
Demonstração do teorema 2.9: Se X é elementar, então nós podemos ter dois casos: 
fx(a) tem somente uma raiz real ou tem três raízes reais distintas. 
Caso 1: Se fx(a) tem somente uma raiz real ax, é possível tomar uma vizinhança V de 
fx (a) em P3[a] tal que para todo polinômio p(a) E V então p(a) tem somente uma raiz real 
simples. Mas f. é contínua, então tome uma vizinhança V de X em X 2R tal que Ç(V) C V. 
Nós definimos agora 
ooV --> IR 
y __, f'Wl 
(2.24) 
onde jY (BY) é definido poro se Y é como em (2.15), então 
(2.25) 
e ev ~are tg(o,Y} com ay a única raiz real simples de Ç(Y) ~ jY(a). 
É fácil provar que !j é contínua. Mas X é um campo vetorial elementar, então ó'(X) =!=O. 
Logo existe uma vizinhança V c V de X tal que lfY E V= J(Y) i O. Mas V c V então 
nós temos que Ç(Y) tem somente uma raiz real simples, portanto V c E5R. 
' ''"'" .. ,.,, '-'~ L ....-----· 
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Caso 2 Ç(X) = fx(cx) tem três raízes reais distintas, então existe uma vizinhança V' 
de jx(a) em P3[a] tal que para todo p(a) E V', p(o:) tem três raízes reais distintas. Pela 
continuidade de Ç existe uma vizinhança V' c X 2R tal que Ç(V') c V'. Nós definimos 
(2.26) 
onde jY está definido em (2.24) e er =are tg(aT) onde o{ para i= 1, 2, 3 são as raízes de 
Ç(Y). 
Nós temos que O' é contínua e ó'(X) #O, então existe uma vizinhança v' C V' tal que 
para todo Y E V' nós temos que ó' (Y) # O, provando que V' C E~R. 
Então I:6R é aberto. 
Vamos provar agora a densidade de :EõR, para isso considere X E X 2R e V uma vizinhança 
de X em ;pR Tome agora Ç(V), Ç(V) é aberto pelo lema 2.10. mas o conjunto dos 
polinômios P3 [o:] de grau três que possuem somente uma raiz real simples ou possuem três 
raízes reais distintas formam um conjunto denso em P3 [a], então existe um p(a) E Ç(V) tal 
que p(a) tem somente uma raiz real simples ou três raízes reais distintas. Mas p(a) E Ç(V), 
então existe Y E V tal que Ç(Y) = JY(et) = p(et). Nós podemos ter dois casos. 
Caso 1: Nós podemos ter JY(a) com somente uma raiz real simples. Nesse caso tome 
uma vizinhança V C V de Y tal que 
a:V ---> IR 
z ---> }Z(ez) 
(2.27) 
está bem definido. 
Usando o lema 2.11 tome t ,C O, tE o(V), então existe Z E V C V tal que o(Z) = t ,C O 
portanto Z E V n I:~R f- (i) 
Caso 2: Nós podemos ter JY(et) com três raízes reais distintas. Tome uma vizinhança V 
de X tal que: 
a' : v ___, IR 
z ---> min{IP(BiJI,IP(erJI,IP(e§JI} 
(2.28) 
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está bem definido. Por um resultado análogo ao lema 2.11 nós temos que existe tE V com 
t f O, isto é, existe Z E V C V tal que o'(Z) = t f 0, então Z E E~R n V. 
Os casos um e dois provam que L:ÕR é denso em X 2R. 
Então o teorema está provado. • 
2.2.1 Classes de Equivalência 
Daremos uma classificação dos elementos em ~ÕR, que nos será útil na sequência. 
Para X E :E~R, suponha fx(a) =O tenha três raízes reais distintas a 1 < a 2 < a 3 . Neste 
caso nós associamos a cada X, as seguintes relações binárias: 
0 { +lsejf(ao,)>O S1 (X)= 
-1 se J,X(aol) <O 
0 { +1 se Jf(ao1) >O s,(x) = 
-1 se Jf(ao1 ) <O 
0 {+lsejf(o:2)>0 S3 (X) = 
-1 se!{ (ao2 ) <O 
0 { +1 se f{(ao3 ) >O s,(x) = 
-1 se J{(ao3) <O 
Considere os seguintes subconjuntos de ~~R: 
EÕR(l) = {X E X 2R: fx tem somente uma raiz real simples a 0 e 
f{(ao).Jf(a0) >O}; 
:E6R(2) = {X E X 2R: fx tem somente uma raiz real simples o:0 e 
f{(ao)./{(ao0 ) <O}; 
:E~R(3) = {X E $ 2R : jX tem três raízes reais simples a1 < a 2 < a3 e 
Ili:::: 1 Sf >O e :::li0 E {1, 2, 3} t. q. S~.S?o+l > O}; 
:EÕR(4) = {X E X 2R: jX tem três raízes reais simples a 1 < a2 < a 3 e 
Tit:1 sp <o}; 
(2.29) 
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L;~R(5) = {X E X 2R: fx tem três raízes reais simples a1 < az < a 3 e 
ITt=l Sf > O e Sf .Sf+1 < O Vi = 1, 2, 3}. 
Proposição 2.12 
Dois campos vetoriais X e Y E B6R são C0 -equivalentes se eles pertencem ao mesmo L:6R( i) 
i= 1, 2, 3, 4, 5. 
Demonstração: Nós faremos a prova apenas para o caso :BfiR(4). Os casos restantes são 
completamente análogos. As possibilidades par:;t os sinais de sp no caso ~ÕR( 4) dá-nos oito 








Figura 2.1: Possibilidades dos Blow-ups no caso ~ÕR(4) 
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1) Sf > O, sg >o, S 0 >O e S 0 <O· 3 4 ' 
2) Sf > O, sg <o, S 0 >O e S 0 >o· 3 4 , 
3) Sf <O, sg >o, S 0 >O e S 0 >O· 3 4 , 
4) s? < o, sg <o, S 0 <O e S 0 >O· 3 4 ' (2.30) 
5) Sf < O, sg >o, S 0 <O e S 0 <O· 3 4 ' 
6) Sf > O, sg <o, S 0 <O e S 0 <O· 3 4 ' 
7) Sf > O, sg >O, S1 < O e s: > O; 
8) Sf < O, sg < O, sg > O e s: <O. 
Os tipos 7 e 8 não podem ocorrer devido ao fato (ver em [33]) que campos com singularidade 
em (0, O) cujo primeiro jato não nulo possui ordem d, então o número de setores elípticos 
é menor ou igual a 2d - 1, logo nossa singularidade tem no máximo 3 setores elípticos. 
Mencionamos que os tipos 1, 2 e 3 são simétricos aos tipos 4, 5 e 6 respectivamente. Agora 
aplicamos o lema 1.12 para terminar a prova. • 
Teorema 2.13 
X E X 2R é estruturalmente estável em X 2R se, e 80mente se, X E BER. 
Demonstração: Dado um campo vetorial X E E6R, temos que X E I:ÕR( i) para algum 
i= O, 1, 2, 3, 4, 5. Observe que EÕR(i) é aberto, com uma demonstração análoga ao teorema 
2.9. Daí seja V uma vizinhança de X contida em I;~R(i). Pelo teorema 2.12 temos que para 
todo Y E V, Y e X são C0-equivalentes, logo X é estruturalmente estável. 
Por outro lado, seja X um campo estruturalmente estável. Logo existe uma vizinhança 
v de X tal que todo y E v é 0°-equivalente a X. Como :E5R é denso em X 2R, temos que 
existe um campo Xo E V n :EÕR, logo X e Xo são 0°-equivalentes, isto é, X E :EÕR· • 
2.2.2 Formas Normais 
No que segue, nós aplicamos a proposição 2.12 para obter as C 0-formas normais de singu-
laridades de codimensão O. A prova do próximo resultado é imediata e será omitida. 
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2 
3 4 
Figura 2.2: Tipos topoógicos de X E z:~R 
Teorema 2.14 
Qualquer X E :SÕR é C 0 -equivalente a uma das seguintes formas normais: 
1. Xo1 = (x2 - y2 , 2xy) se X E l:ÕR(l); 
2. X 02 = ( -x2 - 2y2 , xy) se X E l:ÕR(2); 
3. X 03 = (2x2 - y2 ,xy) se X E l:ÕR(3); 
4- X,,= (-x2 - y2 , -2xy) se X E l:ÕR(4); 
5. X05 = (x2 - 2y2 , -xy) se X E l:ÕR(5). 
Observação 2.15 Esses 5 tipos topológicos que são genéricos no espaço X 2R, Khechichine 
{18} mostrou que eles são de codimensão 4 no mundo de todos os campos em JR2 . Ou seja, 
ela provou que eles são bifurcações genéricas e encontrou os desdobramentos a 4 parâmetros 
de tais singularidades. 
Os retratos de fase de X E ~~R(í) são ilustrados na figura 2.2. 
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2.3 Singularidades de Codimensão Um 
Seguindo a terminologia estipulada por Sotomayor em [35] denotaremos o conjunto de bi-
furcação de X 2R por XiR = xzR - EõR. 
Então X E XiR se alguma condição na definição de L:~R for violada. Nós estudaremos 
agora a estabilidade estrutural relativa a XiR. 
2.3.1 Algumas Observações 
Seja X E X 2R expresso por 
(2.31) 
recordamos que: 
fx(cx) =ex'+(""- b02)cx' + (""- bn)cx- bzo 




Vamos mudar a notação e vamos expessar fx introduzindo novos coeficientes: 
(2.34) 
Vamos definir: 
Q(X) = 3a2 ; ai; 
R(X) = 9a1a2 - 27a3 - 2al. 
54 ' 
(2.35) 
S(X) = ~R(X) + ,j(Q(X))3 + (R(X))2 ; 
T(X) =~R( X)- V(Q(X))3 + (R(X))2 . 
50 CAPíTULO 2. CAMPOS REVERSlVEIS DO TIPO (2,0) 
As raízes de f X são dadas por: 
a 1 = S(X) + T(X) - ~a1 
"' = -HS(X) + T(X))- ~a1 + ~iv'3(S(X)- T(X)) 
a 3 = -~(S(X) + T(X))- ~a1 - ~iJ3(S(X)- T(X)) 
Seja D(X) = (Q(X)) 3 + (R(X)) 2 Nós sabemos que: 
L Se D(X) > O nós temos uma raiz real simples e duas complexas conjugadas. 
2. Se D(X) < O nós temos três raízes reais distintas. 
(2.36) 
3. Se D(X) = O e R( X) f- O nós temos uma raiz real simples e uma raiz real dupla. 
4. Se D(X) = O e R( X) = O nós temos uma raiz real tripla. 
Nós também definimos: 
E,(X) =!{'(a,) 'f i= 1,2,3, (2.37) 
onde ai são as raízes de fx(a)_ 
Dessa maneira, as condições D(X) =j:. O e Ei(X) -=/=-O) i= 1, 2, 3 também caracterizam os 
campos vetoriais X em :E6R. 
Ainda nesta secção, vamos definir outro polinômio auxiliar, dessa vez de grau cinco. Da 
equação 2.2 na secção 2.1, defina: 
onde " = tan( e). 
c~\~~)= gx(a) = b04a 5 + (a04 + b13)à4 + (a13 + b22)a3+ 
+(a,+ b,1)a2 + (a31 + b40)a + ""• 
2.3.2 Genericidade em XiR 
Vamos definir os seguintes subconjuntos em XiR. 
L:iR(a) ={X E J:'R: D(X) =O, R(X) f' O, E,(X) f' O 'fi= 1, 2}, 
(2.38) 
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e BlR = BiR(a) U BiR(b). 
Iremos mostrar que :B~R coicide com o conjunto dos elementos os quais são estrutural-
mente estáveis relativo a XiR· 
Lema 2.16 
Seja X E X 2R tal que f f (ai) = O para todo i = 1, 2, 3. Existe um campo veton·al X>. 
arbitrariamente próximo a X tal que fx = jX>. e jX>-(ai) #O. 
Demonstração: Seja X E X 2R expresso por 
{ 
· _ X 2+ X + X'+ x - a20 x a 11 xy a02y · · · 
·-bx' ,x bx' Y- zoX +[Tú_XY+ ozY +··· 
Tome agora a seguinte família a l-parâmetro de campos vetoriais em X 2R 
Nós temos fx = jX, e J{'(a{) = Ji'(ai') + \(1 +(ai')'). • 
Teorema 2.17 
~?R é aberto e denso em XfR. 
Demonstração: Para a abertura. 
Seja X E EiR Se X E EiR(a) então D(X) = O, R(X) # O e E,(X) # O para todo 
z. Como R e Ei são aplicações contínuas, então existe uma vizinhança B C X 2R com 
X E B tal que R(Y) # O e E,(Y) # O para todo Y E B. Então D(Y) = O para todo 
Y E B' = B n XlR Portanto B' C EiR(a). 
Se X E z:~R(b) o argumento é análogo. 
Para a densidade. 
52 CAPíTULO 2. CAMPOS REVERSíVEIS DO TIPO (2,0) 
Seja X um campo vetorial em X~R- Se D(X) = O, nós mencionamos que existe uma 
família contínua X>.. em :J:2R tal que X>. ----+X quando À ---+O, ). E ( -€, é) com D(XÀ) =O 
e R(X>.) =j:. O. Observe que, se fx(a) = O tem uma raiz real dupla então nós apenas 
tomamos X>.. = X. Se fx(a) = (a- o:0) 3 , é fácil exibir uma família X>., satisfazendo 
fX'(o.) =(a- ao)'( a- ao+ À). Daí toda vizinhança B de X em x;R contém Xo tal que 
D(Xo) =O e R(Xo) #O. Pelo lema 2.16 existe um campo vetorial X 1 E B tal que E,(X1) #O 
para todo i. Portanto X 1 E B n L:iR. Se D(X) :/=-O então existem i 1 , i 2 E {1, 2, 3L i 1 :f i 2 
onde E,, (X)= E,(X) =O. Seja 
{
·_X2 X +X'+ x - a20 x + au xy a02 y · · · X: 
· _ bx 2 ,x bx 2 Y- 20X +u-üXY+ o2Y +··· 
Tome a seguinte família a l-parâmetro de campos vetoriais 
Então fx' = fx e f{'(a) = f{(o.) + (k + ko.2)(o.- o.,,). 
Nós temos f{' (o.,,) = O e f{' (o.,,) # O. 
Isto implica que xk E L;~R para k -:F o. 
2.3.3 Classes de Equivalência em xiR 
• 
No que segue nós definimos, como antes, sinais que nos permitirão caracterizar a estabilidade 
estrutural relativa em XiR 
Sj = { 
Sj = { 
+1 se Jf(o.1) >O ou (f{(a1) =O e gX(a1) >O) 
-1 se fi'(o. 1) <O ou (ff(a1 ) =O e gx(o.1 ) <O) 
+1 se Ji'(a2) >O ou (ff(o.2) =O e gx(o.2 ) >O) 
-1 se !f' (o.2) <O ou(!{' (a2) =O e g" (a2 ) <O) 
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1 { +I se fi'(cx3) >O ou (!{(cx3) =O e gx(cx3) >O) s, = 
-I se fi'(cx 3 ) <O ou (ff(cx3 ) =O e gx(cx3 ) <O) 
R1 _ 8 1. 1- 11 
1 { +I se fi'(cx1) >O ou (!('(o1) =O e gx(at) <O) R,= 
-I se Ji'(o1) <O ou (ff(o1) =O e gx(o1) >O) 
Ri= { +I se f{(cx2 ) >O ou (!{(o2 ) =O e gx(cx2 ) <o) 
-I se Jj'(a2) <O ou (ff(o2) =O e gx(o2 ) >O) 
Rl = { +1 se fi'(o,) >O ou (ff(cx3 ) =O e gX(a3 ) <O) 
-1 se Ji'(a3 ) <O ou (ff(a3 ) =O e gX(a3 ) >O) 
Considere os seguinte subconjuntos de ~iR: 
~fR(l; 2) = {X E X 2R: jX tem somente uma raiz real simples, 
Ji'(oo) =O e Ji'(ao).gx(ao) >O}; 
z=~R(2; 1) = {X E :f:2R: fx tem somente uma raiz real simples, 
/ 1X(ao) =O e J;"(ao).gx(a0) <O}; 
EiR(3; 4) = {X E X 2R : jX tem três raízes reais distintas, 
3lio t.q. f{(ai0 ) =O e IIS} >O e 3io S}0 .S}0+1 >O}; 
EiR(4; 3) = {X E X 2R: jX tem três raízes reais distintas, 
3!io t.q. f((o:t0 ) =O e ITR}> O e 3io R}0 .R}o+l >O}; 
EiR( 4; 5) = {X E X 2R : fx tem três raízes reais distintas, 
31io t.q. Ji'(o,,) =O e ITR)> O e R).R)+l <O Vi= 1,2,3}; 
EiR(5; 4) = {X E X 2R: fx tem três raízes reais distintas, 
3!io t.q. ff(a,,) =O e !IS) >O e S).S)+1 <O Vi= 1,2,3}; 
EiR(l; 3) = {X E X 2R: fx tem uma raiz real simples a1 
e uma raiz real dupla a 2 t.q. ff(cx1).gX(cx1) <O}; 
:EiR(2; 4) = {X E $ 2R: jX tem uma raiz real simples 0:1 
e uma raiz real dupla a 2 t.q. ff(cx1).gx(cx1) > 0}. 
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A prova do próximo resultado é similar a 2.12 e será omitida. Onde estamos usando o 
lema de Dumortier 1.12. 
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Lema 2.18 
Dois campo5 vetoriais X e Y em X iR são 0° -equivalentes se eles pertencem ao mesmo 
l:jR(i;j). 
Teorema 2.19 
(z) l:jR = uz:jR(i; j) 
{n) I:fR coincide com o conjunto dos campos vetoriais estruturalmente estáveis em XfR. 
Demonstração: A parte (i) é óbvia. Para (ü), nós observamos que cada :EiR(i;j) é aberto. 
Denote por Vij uma vizinhança (em EiR(i;j)) de X E I:iR(i;j). Graças ao lema 2.18, nós 
temos que Y E Vj,j é 0°-equivalente a X. • 
e 
e 
Considere os seguintes subconjuntos de l::iR: 
z:jR(J) ={X E X 2R' D(X) =O, R( X) i O, E,(X) i O \1 i= 1, 2}; 
z:fR(JI) ={X E X 2R' E1 (X) =O e gx(a1 ) i O e D(X) >O}; 
z:jR(III) ={X E X 2R' OJI í 0 t.q. E,,(X) =O e gx(a,0 ) i O e D(X) <O} 
!:lR(JI) ={X E z:;R(JI) 'Q(X) i 0). 
Então temos: 
Teorema 2.20 
z::tR é uma subvariedade de codimensão 1 de X 2R de classe 0 00 . 
Demonstração: Nós estamos usando conceitos básicos de variedades oo-dimensionais mo-
deladas em espaços de Banach e também o teorema das funções implícitas para esse tipo de 
variedades (ver [20]). 
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{ 
· Xo 2 + Xo + Xo 2 + x=azoX auxy aozY ... 
Xo' 
· Xo 2 Xo Xo 2 y=bzoX +buxy+bozY +··· 
(2.39) 
Caso 1 X0 E I;lR(J). 
Então D(Xo) =O, R(Xo) i O e E,(Xo) i O. 
Tomemos uma pequena vizinhança B C X 2R de X 0 tal que 'V Y E B tenhamos R(Y) =J. O 
e Ei(Y) =/=O. Definimos a seguinte função de classe C 00 : 
f, : Bc X'R --+ IR 
Y >---+ D(Y) 
(2.40) 
Observe que f,(Y) = O= Y E BlR(I) n B. 
Considere a seguinte curva diferenciável em B: 
(2.41) 
Nós temos R"= R+ À e Q" = Q. 
Além disso Ç(X") = D" = Q3 + R2 + 2ÃR + Ã2 e 
Então ç- 1(0) = :S~R(J) n B é uma subvariedade de codimensão 1 de classe eco de X 2R. 
Caso 2 X 0 E BlR(JI). 
Nós temos D(Xo) > O, gx'(a1) i O, Er(Xo) 
BC X'R tal que D(Y) >O, gy(ar) #O, V Y E B. 
A aplicação 
O. Tome urna pequena vizinhança 
IR 
E 1 (Y) 
(2.42) 
é de classe c=, pois Q(X) #O e daí R( X)± ,jQ3 (X) + R'(X) #O, dessa maneira, Ç(Y) = 
O= Y E BiR(JI) nB. 




. (x"+')'+x" +x"'+ À x= a2o /\ x anXY ao2Y ··· 
X: 
y = b!ftx2 + (b!i" + À)xy + 0o~Y2 + · · · 
Nesse caso temos 
À_ 
0:1 ~ 0:1 
o:i = 0:2 
a~= a3 
Daí 
Portanto ~IR(JI) é uma subvariedade de codimensão 1 e classe coo de X 2R_ 
Caso 3 X 0 E r,jR (II I). 
(2.43) 
(2.44) 
Como nesse caso temos que Q(X) i- O, então a demonstração é similar ao caso 2. • 
2.3.4 Formas Normais 
No lema 2.18 nós provamos que para todo X e Y em :EiR(i;j) são C0-equivalentes para cada 
(i; j) listada acima. Então nós temos que o seguinte resultado é óbvio. 
Proposição 2.21 
As formas normais dos campos vetoriais que estão em I;~R(l; 2), :EiR(2; 1), EiR(3; 4), 
ElR(4; 3), EjR(5; 4), r,;R(4; 5), EjR(!; 3), e EjR(2; 4) respectivamente são dadas por: 
Xm = (-y2 +x4 ,xy); 
Xm = (-y2 -x4,xy); 
xl34 = (2xy- y2 - x4 , -xy + 2y2); 
X 143 = (2xy- y2 + x4 , -xy + 2y2 ); 
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Xr45 = (-y2 - x4, -xy); 
xl54 = (-y2+x4,-xy); 
xll3 = (2x2 - y2 , 2xy + y2 ); 
2.4 Enunciado e Prova do Teorema A 
Nós sabemos que BiR é uma união disjunta de BiR(l; 2), I:iR(2; 1), L:fR(3; 4), I:iR(4; 3), 
J::iR(4; 5), J::iR(5; 4), J::iR(l; 3), J::iR(2; 4). Então as formas normais dadas no teorema 2.21 é 
de fato uma classificação de X E I:iR. 
Observação 2.22 Nós dizemos que duas famflias de campos vetoriais XÀ e Y" são C0-
equivalentes se existe uma reparametrização fJ = p,(),) tal que X>. e Y"(>.) são C 0 -equivalentes 
para todo >.. Aquí nós não estamos exigindo continuidade com respeito a ..\. 
Seja 8fR o seguinte conjunto: 
munido com a topologia C 1 . 
Seja 
Proposição 2.23 
rfR é aberto e denso em 8fR. 
Demonstração: De acordo com o teorema 2.20, temos que EYR é uma subvariedade, daí 
USandO O teorema da transversalidade [15] e a definição de riR, temos que fiR é aberto e 
denso em 8fR. • 
A prova do próximo resultado é imediata e é devida aos teoremas anteriores e a definição 
de nR. 
58 CAPíTULO 2. CAMPOS REVERSNEIS DO TIPO (2,0) 
Proposição 2.24 
Toda 1 E riR é C 0 -equivalente a uma das seguintes formas normais: 
1. Todas formas normais dadas pelo teorema 2.14-; 
2. (X112 ), = ( -Àx2 - y2 + x4 , (1- À)xy); 
3. (X121 ), = (.>.x'- y2 - x', (1 + .>.)xy); 
4. (X134), = (Àx 2 + 2xy- y2 - x', (À- l)xy + 2y2); 
5. (X143), = (-Àx2 + 2xy- y2 + x4 , (-À- 1)xy + 2y2); 
7. (X154),=(-Àx2-y2+x'.(->.-l)xy); 
8. (Xm), = ((2 + >.)x2 - y2 , -Àx2 + 2xy + y2); 
9. (X124), = (( -1 + .>.)x2 - xy- y2 , -Àx2 - xy). 
Essas bifurcações são ilustradas na figura 2.3. 
Teorema 2.25 (Teorema A) 
I) Existe um conjunto :S~R c X 2R, aberto e denso formado por campos de vetores estrutu-
ralmente estáveis tais que suas 0° -formas normais são: 
1. Xo1 = (x2 - y2, 2xy); 
2. X 02 = (-x'- 2y2 ,xy); 
3. X 03 = (2x
2
- y2 ,xy); 
4- X 04 = ( -x2 - y2, -2xy); 
5. X 05 = (x'- 21f, -xy). 
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II) No espaço das famüias a um-parâmetro de campos vetoriais em $ 2R, um subconjunto 
aberto e denso é formado por famz'lias genéricas tais que suas C 0 -formas normais são: 
1. As formas normazs dadas em I); 
2. (Xmh=(-.\x2 -y2 +x',(1-.\)xy); 
3. (X121 ); = (.\x2 - y2 - x', (l + .\)xy); 
4. (X13,), = (.\x' + 2xy- y2 - x4, ( -1 + .\)xy + 2y2); 
5. (X1d" = ( -Àx2 + 2xy- y2 + x 4, ( -1- À)xy + 2y2); 
6. (X145h = (Àx 2 - y2 - x 4 , ( -1 + A)xy); 
1. (X154); = ( -Àx2 - y' + x', ( -1- .\)xy); 
8. (Xnsh = ((2 + >.)x'- y2 + x4 , -.\x2 + 2xy + y2); 
9. (X124 )À = ((-1 + .\)x2 - xy- y' + x', -Àx2 - xy). 
Demonstração: A parte I) segue dos teoremas 2.9, 2.13 e 2.14. A parte II) segue das 
proposições 2.23 e 2.24. • 




Figura 2.3: Bifurcações Genéricas 
Capítulo 3 
Campos Reversíveis do Tipo (3,1) 
Neste capítulo, estudaremos os campos vetoriais reversíveis do tipo (3, 1), isto é, um 
campo rp-reversível, onde cp : JR_J, O ---t IR3, O é uma involução com dim(Fix( 47)) = 1. De 
acordo com a proposição 1.10 no capítulo 1, podemos supor que a involução possui localmente 
a forma <p(x, y, z) = ( -x, -y, z). 
Denotaremos por X 3R o espaço de germes de campos de vetores rp-reversíveis X : 
m?, O --+ JR3 , O, tendo a origem como singularidade simétrica e tal que não possuem o zero 
como autovalor triplo. Vamos supor que X 3R está munido com a topologia coo definida 
na página 28. Os principais resultados do capítulo incluem uma completa lista de todas as 
formas normais, desdobramentos versais e os diagramas de bifurcação de codimensão um em 
X 3R. Tiramos também importantes conclusões sobre a existência de órbitas homoclínicas e 
heteroclínicas, toros invariantes e órbitas periódicas simétricas. 
A estratégia usada é a seguinte: dado um campo em coordenadas locais X= (f(x, y, z), 
g(x, y, z), h(x, y, z)), primeiramente fazemos mudanças formais de coordenadas para reduzir 
X em sua forma normal de Poincaré-Dulac [1], depois re-escrevemos X na forma de coor-
denadas cilíndricas (juntamente com um possível re-escalonamento do tempo). Em coorde-
nadas cilíndricas o campo têm a forma X= (](x, r), §(x, r), 1). Podemos analisar o compor-
tamento qualitativo do sistema X considerando apenas o sistema planar restrito X= (], g). 
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Além disso, como as componentes do sistema planar são independentes da terceira coorde-
nada 7/J, podemos aplicar a técnica de Blow-up [12]. Por outro lado, o sistema planar restrito 
satisfaz a desigualdade de Lojasiewicz, portanto os resultados sobre C 0-equivalência podem 
ser substituídos por C 0-conjugação. 
Dado qualquer germe X, se-reversível, é fácil ver que a parte linear de X toma a forma 
(,u1 + ã)z!_ + (f.L2 + b)z:Y +(ex+ dy)gz, onde J..l~> J-L2, a, b, C, d são parâmetros. Como 
estamos interessados no comportamento local de campos de vetores reversíveis em torno de 
um ponto crítico simétrico, isto é, X(O) =O, então O E Fix(so). Portanto, vamos admitir que 
J-L1 = Jh = O. Consequentemente, temos que no caso genérico os autovalores de tais sistemas 
são (0, a 1 -a) ou (0, ai, -ai), onde a é um parâmetro real não-nulo. 
É importante observar que os sistemas no caso geral, (não necessariamente reversíveis) 
com autovalores (0, ai, -ai), tem sido estudado (ver, por exemplo, [16, 34]). Sistemas com 
tais autovalores podem ser encontrados em outros contextos, como por exemplo sistemas 
com divergência nula (solenoidal) [5]. Em [6] existe uma exposição entre vários contextos. 
3.1 Campos (3,1)-Reversíveis 
Dada uma involução IPI : IR3 , O --+ IR3 , O, tal que dim(Fix(IP)) = 1, temos, pela proposição 
1.10 do capítulo 1, que existe um sistema local de coordenadas no qual cp1 é dada por: 
'Pl (x, y, z) ~ ( -x, -y,.z) 
Seja X 1 um campo de vetores em JR3 , vamos escrevê-lo como: 
X = L aijkxiyj zk 
i; = L bijkXiyj zk 
Z = L CijkXiYj zk 




3.1. CAMPOS (3,1)-REVERSfVEIS 
Isto implica que: 
se i + j é impar ===? aijk = O 
se i + j é impar =::::} bijk = O 
se i+ j é par ::::=? ciJk = O 
3.1.1 Parte Linear dos Campos (3,1)-Reversíveis 
Olhando para a equação (3.4) vemos que a parte linear de X 1 é: 
Os autovalores de A são: 
Casol; ãc + bd > o. 
o o a 
A~ O O b 





No caso em que ac + bJ > O, vamos definir o:= .J aC + bd > O, logo os autovalores são: O, o: 
e -a. Calculando-se os autovetores associados, temos que são dados por: 





vo ~ (-d,c,O) 
Va = (ã, b, o:) 
V-a = { -ã, -b, o:) 
-d ã -ã 
c b -b 





+ O(lu, v, wl'). 
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Caso 2: ãC+bd <O. 
No caso em que ãC + bd < O vamos definir j3 = J -(ãc + bd), isto é, ãC + bd = -(32• Seja 
vo = (-cl,c,O) 
autovetor associado ao autovalor O, e sejam 
V[ = (0, 0, -j3) 
e 
Vz = (ã, b, 0) 
vetores tal que o espaço gerado por v1 e v2 , [v 1 , v2] é invariante por A e 
Seja {vo,v1 ,vz} uma base. 
A(vt) = -f3vz 
A(vz) = f3vt 






-d ã o 
c b o 




x, • fi= f3z + O(jx, fi, zi'J. 
z = -j3fi 
3.1.2 Termos Superiores de X nas Variáveis x, fj e i 
Considere a seguinte mudança de variáveis: 
X X -d ã o 
il>t y =T-t y onde T = c b o 
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De acordo com o lema 1.3, temos que o campo X 2 = D<h oX1 o<I>I
1 é r.p2-reversível, onde 
rpz = 1?1 o 'Pl o 1'11 , logo 
ipz = lfJ1 = 
-1 o o 
o -1 o 
O O I 
O campo X 2 nas coordenadas i, fJ e i possui a forma 
onde 
i = I: ãijkxiyj zk 
Xz: Y=LbiJki:ifPzk 
i = L CijâffJJ zk 
se i + j é impar ===} ãijk = O 
se i + j é impar ===} bijk = O 




Agora faremos uma mudança de variáveis <1>2 para tornar nosso campo de vetores em 
coordenas complexas: 
X=X 
y =i f)+ i 
z = f;+ii 




- 1-x = zx 
y = ~(-iy +Z) 
z = Hii- iz) 
x, : !i = f3iy + .. . 
i= -f3iz + .. . 
(3.20) 
(3.21) 
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3.1.3 Forma Normal de Poincaré-Dulac 
Como aplicação da teoria de Poincaré-Dulac, vamos calcular uma forma normal para o campo 
x3 que possui parte linear 
o o o 
o (3i o 
o o -(3i 
O~ Ok1 + (3ik2 + ( -(3i)k3 
(3i ~ Ok1 + (3ik2 + ( -(3i)k3 
-(3i ~ Ok1 + (3ik2 + ( -(3i)k3 
De 3.22 temos que k 1 é livre e k2 = k3 . 
De 3.23 temos que k1 é livre e k2 = ks + 1. 




Logo existe uma mudança formal de coordenadas 1>3 que transforma o campo X3 na sua 
forma normal de Poincaré-Dulac que é: 
it ~ J(x, fiz) 
x, : iJ ~ i(3fi + g(x, fiz)fi (3.25) 
2 ~ -i(3z + h(x, fiz)z 
Escrevendo como série temos: 
X= L ajkxjykzk 
X4: Y = if3Y +L bikxitl+Izk (3.26) 
Z = -i{Jz +L cjkxftlzk+l 
Mas as variáveis f) e Z são complexas, então para colocarmos nosso campo em coordenadas 
reais novamente, façamos a mudança inversa de coordenadas: 
- 1 -x = 2x 
<Jo, ~ <Jo,-'= j) ~ H -ifj +E) 
z ~ Hfi- iz) 
(3.27) 
3.1. CAMPOS (3,1)-REVERSíVEIS 
Nas variáveis X, fí, Z o campo fica 
:i:=~ a;,ii(y2 +i')' 
x, : ií = -f3z + ~ b;,i; (fí' + z')kfí + ~ c;,x; (fí' + z')k z 
i= !3ii + ~ -cJ,x'(ii' + z2)kfí + ~ bj,xJ(fí' + z')kz 
O campo 3.28 possui variáveis reais. 
3.1.4 Equivalência Orbital 
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(3.28) 
Nós observamos que se nós multiplicamos um campo vetorial X por uma função positiva f, 
os dois campos X e f X são C 0-orbitalmente equivalentes: isto é, existe um homeomorfismo 
que leva as órbitas de X em órbitas de f X preservando a orientação. Daí usaremos essa 
técnica para encontrar-mos uma forma normal topológica orbitalmente equivalente a 3.28. 
Considere g = ~ L:ciki:Í(fP + Z2)k_ Vamos multiplicar formalmente o campo 3.28 pela 
função positiva (1 + g + g2 + g3 +···),logo temos: 
X = I: aikJ) (f? + z2)k 
x,: !; = -f3z + ~bj,xJ(fj' + z')'fí 
i = !3fí + ~ bj,x; (fi' + z')' z 
3.1.5 Coordenadas Cilíndricas 
Considere agora a seguinte mudança de coordenadas: 
i=x 





Então o campo de vetores nas coordenadas x, r, 'lj;, fica com a seguinte expressão: 
i;= 'L a;kxir2k 
x7 : r ='L b;kxir2k+1 
1/!=l+··· 
(3.31) 
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Podemos considerar '1/J como sendo o tempo t, vamos analisar apenas o campo vetorial 
em dimensão dois nas variáveis x e r com 'ljJ sendo o tempo: 
{ 
X= ax2 + br2 + a3ox3 + a1zxr2 + 0 4 (x, r) 
r= cxr + bzlx2r + bo3r3 + 0 4(x, r) 
Façamos agora um "blow-up" polar: 
{ 
x = pcose 
r= psene ={ P·_x:i+ri - p iJ=xi r± 
p 




B = Q,(B) + pQ,(B) + · · · 
P,(e) = acos3B + (b + c)cosBsen2 B, 
Q3 (B) = -bsen'e +(c- a)senBcos'e e 





Vamos analisar o caso em que p = O, daí temos que Q3 (0) = O se, e somente se, () = O 
ou tanB = ±/f{!-. Observe que a parte linear do campo na vizinhanças de p =O e () = 80 , 
onde 
80 =O ou Bo = ±arctan(R), 
é dada por 
[
P,(B0 ) O]· 
O 8jf(Bo) 
(3.36) 
Convenção: Ao longo do capítulo, vamos convencionar que para cada X E X 3R, pode-
mos realizar o processo anterior, para encontrar um campo X da forma (3.32). Em outras 
palavras, dado X E X 3R, com ãC + bd < O, vamos denotar por X a correspondente forma 
normal reduzida em 2D. Vamos introduzir a notação X 3R para designar o conjunto dos X 
tal que X E X 3R com ãC+ bJ <O. Portanto existe uma correspondencia 1-1 entre X 3R com 
ac+bd<Oe X'R 
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Sejam os conJuntos 
>:!R(A) = {X E X 3R : ãc + bd > O e em (3.9) a2o # 0}, 
>:!R( E)= {X E X 3R: ãc + bd <O e em (3.32) b(c- a) <O e a# O} e 




I:~R é aberto e denso em X 3R. 
Demonstração: A prova desse teorema é similar a prova do teorema 2. 9. • 
Observação 3.3 No caso genérico, a classificação e as formas normais de tais sistemas 
são conhecidos. Existe uma exposição em {16, 38}. Nós rearanjamos em uma forma mais 
conveniente para a sequência do nosso trabalho. 
3.2.2 Classes de Equivalência 
Vamos considerar os seguintes subconjuntos de EJR: 
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BijR(J) ={X E X 3R' b(c- a)< O, ba < 0}, 
BijR(2) ={X E ;E3R 'b(c- a)< 0, ba > 0}, 
BijR(3) ={X E X 3R' b(c- a)> O, ba <O, bc < 0}, 
BijR(4) ={X E X 3R' b(c- a)> 0, ba < 0, bc > 0} e 
BijR(5) ={X E X'R' b(c- a) >O, ba > 0}. 
Teorema 3.4 Dois campos vetarias X e Y de :E~R são C 0 -conjugados se, e somente se, eles 
pertencem ao mesmo :E~R(i), para i= 1,2,3,4,5. 
Demonstração: : Nós observamos que se dois campos vetoriais tem as mesmas singulari-
dades no blow-up então eles são C 0-equivalentes (ver lema 1.12). Os conjuntos l::ÕR(i), com 
i = 1, .. , 5, tem a propriedade que se dois campos vetoriais X e Y estão no mesmo z::;gR(i) 
então eles tem as mesmas singularidades no blow-up. Portanto, se X e Y estão no mesmo 
:E8R(i), i= 1, .. , 5, eles são C0-equivalentes. Observamos que todos os campos em :EõR pos-
suem linhas características, e daí, devido ao teorema 1.14, temos que dois campos pertencem 
ao mesmo :E3R(i) se, e somente se, são C 0-conjugados. • 
Exemplo 3.5 
Neste exemplo, vamos analisar a classe Z:::3R(3). Como b(c- a)> O, então para r= O temos 
6 singularidades no Blow-up 8 =O, () = n, e tgfJ = ±jfff. Temos que 
aQ, 
i)0 le=O = C- a, 
e 
~ (b+c)(c-a) c-a 
P3 (±arc tg(y~J) =a+ b =c(!+ -b-). 
Suponha que a > O, como X E I:~R(3), temos que b < O, c >O, c-a< O e c(l + cb'") >O, 
logo o blow-up fica como na figura 3.1. Caso a < O, então b > O, c < O, c- a > O e 
c(l + cba) < O, logo o blow-up fica como na figura 3.2. Logo quaisquer dois campos em 
Z:::3R(3) são C0 -equivalentes. E como possui linha característica, então são C 0 -conjugados. 
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Figura 3.1: Blow-up de X E E5R(3) com a> O 
Figura 3.2: Blow-up de X E E!R(3) com a < O 
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Teorema 3.6 
Quaisquer dois campos em ~5R(A) são C0 -equivalentes. 
Demonstração: Basta usarmos o Teorema da Variedade Central. • 
Os conjuntos z:::gR(i) são abertos em E3R, então é fácil provar o seguinte teorema. 
Teorema 3.7 
X é estruturalmente estável em X 3R se, e somente se, X E :sgR. 
3.2.3 Formas Normais 
!\"ós podemos escolher em cada :E8R(i) um campo vetorial para ser a forma normal e depois 
fazer a mudança inversa de coordenadas para ficar no sistema original de coordenadas. 
Teorema 3.8 
Qualquer campo X E z:::~R em coordenadas (x,y,z) é C 0 -equivalente a uma das seguintes 
formas normais: 
1. X 1 = (x2 - y2 - z2 , -z + 2xy, y + 2xz); 
2. X 2 = (x2 + y2 + z2 , -z- 2xy, y- 2xz); 
3 X - ( 2 2 2 1 1 )· . 3 - x -y -z ,-z+ 2xy,y+ 2xz, 
5. X 5 = (x2 +y2 +z2 ,-z+2xy,y+2xz); 
6. X 6 = (z,y
2 ,x). 
3.3 Codimensão Um 
Seja X~R = X~R ~ l:;~R o conjunto de bifurcação dos campos vetoriais reversíveis de tipo 
(3i 1). Se nós procuramos por bifurcações genéricas, devemos violar alguma condição de 
genericidade. 
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3.3.1 Genericidade 
Observação 3.9 Para extrair do sistema reduzido as propriedades dinâmicas do sistema 
original, surgem algumas diferenças devido a reversibilidade. A hipótese da reversibilidade 
impõe certas restrições a forma normal de Poincaré-Dulac que reflete certa degenerecência 
do campo vetorial planar restrito. Como exemplo, quando a parte não linear é genérica, 
podemos ver que os termos de ordem 3 são nulos. 
Vamos analisar primeiro o caso em que ac + bd < O. 
Quatro casos devem ser considerados: 
1. a~ O. 
3. a= c. 
4. c~ o. 
No caso a = O, vamos considerar dois sub-casos, quando bc > O e bc < O. Em ambos 
casos, a equação 3.21 vem de um campo de vetores que satisfaz a equação 3.19. Daí aplicando 
a forma normal de Poincaré-Dulac temos que os termos de ordem três de X em 3.32 são 
nulos. Temos também que o sinal de ca40 é invariante por mudança de coordenadas e por 
multiplicação por função não nula. Pondo isso, os primeiros casos a serem considerados são: 
>=iR(l) ~{X E X 3R: ãc + bd <O e em (3.32) a~ O, bc >O e ca40 #O} 
e 
EiR(2) ~{X E X'R: ãc+ bit< O e em (3.32) a~ O, bc <O e ca40 # 0}. 
No caso b =O, vamos considerar que c- a# O, c# O e a# O. Nesse caso, como no caso 
a = O, podemos ver que os termos de ordem três são nulos. Além disso, pode-se mostrar que 
o sinal de aa04 é invariante por mudanças de coordenadas. Devemos considerar então o caso: 
>=iR(3) ~{X E X 3R: ãc + bd <O e em (3.32) b ~O, c- a# O, a# O, c# O e aa04 # 0}. 
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No caso a= c devemos considerar apenas que a f- O e b =f. O. 
No caso c = O, devemos supor que a i- O e b i- O. Pode-se mostrar que os termos de 
ordem três são nulos e que nos termos de ordem quatro, o sinal de abo3 + bb12 é invariante 
por mudanças de coordenadas e por multiplicações por funções que não se anulam. Logo 
temos 
B\R(5) ~{X E X3R' ac + bd <O e em (3.32) c~ O, b f O, a f O e ab13 + bb31 f 0}. 
?-Jo caso em que ãC + bd > O, ocorre bifurcação quando a20 
bifurcação seja genérica, vamos impor que a40 #- 0: 
O em 3.9. Para que a 
EfR(6) ~{X E X 3R' ac + bd >O e em (3.9) a20 ~O e a40 f 0}. 
Definição 3.10 
Sejam 
EfR ~ BfR(l) u EfR(2) u EfR(3) u EfR(4) u EfR(5) u EfR(6) 
EfR ~{X E X 3R' X E EfR(l) U EfR(2) U EfR(3) U EfR(4) U EfR(5)} 
Teorema 3.11 ~rR é aberto e denso em x~R-
Demonstração: A prova desse teorema se deve ao fato que a definição do conjunto "EiR é 
feita com condições algébricas que nos garantem que é aberto e denso em XiR. • 
3.3.2 Classes de Equivalência 
Vamos considerar os seguintes subconjuntos de EfR: 
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Teorema 3.12 
EjR(Ll) ={X E 
EjR(L2) ={X E 
ElR(2.1) ={X E 
ElR(2.2) ={X E 
EjR(3.1) ={X E 
EjR(3.2) ={X E 
:J;3R: a= O, bc <O, e ca40 >O); 
:z;sR: a= O, bc <O, e ca40 < O}; 
:J;3R: a= O, bc >O, e ca4o > O}; 
:J:3R: a= O, bc >O, e ca4o < O}; 
X'R: b =o, ~<o, e aa04 > O); 
X 3R : b = O, O < f. < l e aao4 > 0},· 
" 2' 
EjR(3.3) ={X E X 3R: b = 0, ~ < ~ < 1, e aa04 >O}; 
EjR(3.4) ={X E J:3R: b =O, ~ > 1, e aa04 > 0}; 
EjR(3.5) = {X E J:3R: b = 0, ~ < O, e aa04 < 0}; 
EjR(3.6) ={X E J:3R: b =O, O<~< t, e aa04 < 0}; 
EjR(3.7) ={X E X 3R: b =O, ~ < ~ < 1, e aa04 <O}; 
EjR(3.8) ={X E J:3R: b = 0, ~ > 1, e aa04 < 0}; 
EjR(4.1) ={X E J: 3R, a= c e ab > 0}; 
EjR(4.2) ={X E J:3R' a= c e ab <O}; 
EjR(5.1) ={X E X 3R' c= O, ab <O e ab13 + bb,l >O}; 
EjR(5.2) ={X E X 3R: c= O, ab <O e ab13 + bb31 < 0}. 
Se dois campos de vetores pertencem ao mesmo ~YR(i.j), então eles são C0 -conjugados. 
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Demonstração: Segue do fato que se dois campos possuem a mesma sucessão de singula-
ridades no blow-up, então eles são C0-equivalentes, e corno em todos os casos eles possuem 
órbita característica, podemos aplicar o teorema 1.14 e concluir que eles são C 0-conjugados . 
• 
Vamos escolher os casos :EfR(3.6) e EYR(3.7) e vamos observar os blow-up's. A figura 
3.3 mostra como são os blow-ups de um campo em E1R(3.6) e um campo em :E1R(3.7). Os 
outros casos são similares. 
Teorema 3.13 
X é estruturalmente estável relativo a X{R se, e somente se, X E :EiR· 
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Figura 3.3, Blow-ups dos casos EJR(3.6) e EJR(3.7) 
Demonstração: Segue do fato que cada L:iR(i.j) é aberto em r;yR, :EfR(6) é aberto e do 
teorema 3.12. • 
Teorema 3.14 
L;fR é uma sub variedade de codimensão 1 de $ 3R de classe c=. 
Demonstração: Vamos verificar que :SYR(Ll) é subvariedade de codimensão L Para isso, 
seja X 0 E r;yR(L1) 1 logo os coeficientes de X 0, aXo =O, bXocXo <O e cXoa[o0 <O. Logo existe 
uma vizinhança v c X 3R de X o, tal que para todo y E v temos by cy < o e cy aYo < o. 
Defina a aplicação 
Temos que Y E EJR(l.J) <==? Ç(Y) =O, logo ç-1(0) = E{R(l.l) n V. Ba.sta verificarmos que 
df, é sobrejetora. 
Considere a seguinte curva diferenciável, no sistema de coordenadas cilíndricas: 
Observe que Yo = Xo e que 
logo dE, é sobrejetora. • 
3.3. CODIMENSAO UM 77 
3.3.3 Formas Normais 
Teorema 3.15 
Qualquer campo vetorial X E ~fR em coordenadas (x,y,z) é C 0 -equívalente a uma das 
seguinte3 formas normais: 
1. xlll =(-y2 -z2 +x4,-z+xy,y+xz); 
3. xl21 =(+y2 +z2 +x\-z+xy,y+xz); 
4- x,,=(+y'+z2 -x4 ,-z+xy,y+xz); 
5 X ( 2 4 2 2 2 4 )· . 131 = x + y + y z + z , -z- xy, y- xz , 
7 X ( 2 4 2 2 2 4 3 3 )· . I33 = x + y + y z + z , -z + 4xy, y + 4xz , 
X ( 2 4 2 2 2 4 3 3 )· 11. 137 = x -y- yz -z,-z+4xy,y+4xz, 
12. xl38 = (x2 - y4 - 2y2z2 - z4, -z + 2xy, y + 2xz); 
13. x141 = (x2 + y2 + z2 , -z + xy, y + xz); 
17. X 16 = (z,y',x). 
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Demonstração: Devido ao teorema 3.12, simplesmente escolhemos em cada uma das classes 
EfR(i.j) um dos campos vetoriais X 1ij e tomamos o correspondente X 1ij· Por exemplo, na 
cla.sse .SfR(5.1) escolha o campo (x2- r2 , xr3 ), daí usando a mudança de coordenadas 
X=X 
y = rcos'lj; 
z = rsen'I/J 
temos a expressão x151 = (x2 - y 2 - z2 ) -z- xy3 - xyz2 : y- xy2z- xz3 ). 
O campo X 16 foi escolhido de forma que quando efetuamos a mudança de coordenadas 
(3.8) o campo assume a forma (u4 ,v,-w). • 
3.4 Enunciado e Prova do Teorema B 
Observação 3.16 Nós dizemos que duas jamz'lias de campos vetoriais X>, e YJ.t são C0 -
equivalentes se exzste uma reparametrização J.L = J-L(À) tal que X).. e Yp;(>.) 5ão C0-equivalentes 
para todo >... Aquí nós não estamos exigindo continuidade com respeito a À. 
Seja e~R o seguinte conjunto: 
munido com a topologia C 1 . 
Seja 
Proposição 3.17 
r~R é aberto e denso em 8~R-
Demonstração: De acordo com o teorema 3.14, temos que í:fR é uma subvariedade, daí 
usando O teorema da transversalidade e a definição de rrR, temos que r~R é abertO e denso 
• 
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Proposição 3.18 
Toda J E r1R é C 0 -conjugada a uma das seguintes formas normais: 
1. (X111h = (.\x2 - r 2 + x4 ,xr); 
2. (X112h = (.\x2 - r 2 - x4 , xr); 
3. (X121h = (.\x 2 +r2 +x4 ,xr); 
4. (X122h = (.\x2 + r 2 - x 4 , xr); 
5. (X131h = (x2 + .\r2 + x4 , -xr); 
6. (X132h = (x2 + Àr2 + x4 , ixr); 
7. (X133h = (x
2 + Àr2 + x4 , ~xr); 
8. (X134), = (x2 + Àr2 + x4 , 2xr); 
9. (Xls5h = (x2 + Àr2 - x4 , -xr); 
10. (X136h = (x2 + ),r2 - x4 , ixr); 
12. (X138h = (x2 + Àr2 - x 4 , 2xr); 
13. (X141h = ((1 + À)x2 + r 2 , xr); 
14. (X142h = ((1 + .\)x2 - r 2 , xr); 
15. (X151h = (x2 - r2 , .\xr + xr3 ); 
16. (X152h = (x2 - r 2,Àxr- xr3 ). 
Essas bifurcações são ilustradas nas figuras 3.4 e 3.5. 
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À<Ü À=Ü bO À<Ü À=Ü bO 
Caso 1.1 Caso 3.1 
Caso 1.2 Caso 3.2 
Caso 2.1 Caso 3.3 
Caso 2.2 Caso3.4 
Figura 3.4: Bifurcações Genéricas: casos 1.1, 1.2, 2.1, 2.2, 3.1, 3.2, 3.3 e 3.4 
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Figura 3.5: Bifurcações Genéricas: casos 3.5, 3.6, 3.7, 3.8, 4.1, 4.2, 5.1 e 5.2 
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Demonstração: Tome x!J. E fiR' Jogo existe to E [-E, t] tal que X to E :EiR. Vamos supor 
sem perda de generalidade que X 10 E I:{R(Ll), logo o coeficiente ato de Xto é nulo. E como 
para p, =1= t 0 temos que X,.. E :L8R podemos concluir que 
portanto: 
fJ > to =::::} aJI. > O 
J-L<to=:}aJI.<O 
ou vice~ versa, 
i"> to==> X" E í:CÕR(l) 
i" < to==> X" E í:CÕR(2) 
ou vice-versa. 
Podemos tomar a reparametrização J.i(Ã) =À- to ou JJ(À) = t 0 - À, conforme for o caso, 
• 
Teorema 3.19 (Teorema B) 
I) Existe um conjunto z:;~R c $ 3R, aberto e denso formado por campos de vetores estrutu-
ralmente estáveis tais que suas C0 -formas normais são: 
1. xl ~ (x2 - y2 - z', -z + 2xy, y + 2xz); 
5. X 5 ~ (x 2 + y2 + z2 , -z + 2xy, y + 2xz); 
6. X 6 ~ (z,y2 ,x). 
II) No espaço das famüias a l-parâmetro de campos vetoriais em $ 3R com autovalores 
(0, ±o:), um subconjunto aberto e denso é formado por famflias genéricas tais que suas C 0 -
formas normais são: 
1. X 6 ~ (z,y2 ,x); 
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III) No espaço das famüias a l-parâmetro de campos vetoriais em X 3R, um subconjunto 
aberto e denso é formado por famílias genéricas tais que suas C0 -formas normais estão na 
lista abaixo. Mais ainda, dado qualquer jamz1ia XTJ, temos que X 17 é C
0-equivalente a um 
dos (X1jk)>.. abaixo: 
3. (Xmh ~ (.\x2 + r 2 + x 4 , xr); 
4 (X122h ~ (.\x 2 + r 2 - x4 , xr); 
5. (X131 h ~ (x2 + .\r2 + x 4 , -xr); 
6. (X132h ~ (x2 + .\r2 + x4 , ixr); 
7. (Xl33L_ = (x2 + .\r2 + x4, ~xr); 
8. (X134h ~ (x2 + .\r2 + x4 , 2xr); 
9. (X135h ~ (x2 + .\r2 - x4 , -xr); 
12. (X136h ~ (x2 + .\r2 - x4 , 2xr); 
13. (X141h ~ ((1 + .\)x' + r2 , xr); 
14. (X,,,h ~ ((1 + .\)x2 - r2 ,xr); 
15. (X151h ~ (x2 - r 2 , .\xr + xr3 ); 
16. (X152h ~ (x2 - r 2, .\xr- xr3). 
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Demonstração: A parte I) segue dos teoremas 3.2, 3. 7 e 3.8. A parte II) segue do teorema 
da variedade central e do fato que a família (X16 );.. foi escolhida de forma que quando 
efetuamos a mudança de coordenadas (3.8) a família assume a forma ().u2 + u4 , v, -w). A 
parte III) segue das proposições 3.17 e 3.18. • 
À=O !.>0 
Figura 3.6: Diagrama de Bigurcação caso (X16 )). 
Observação 3.20 Nós observamos que a afirmação da proposição não implica que os cor-
respondentes desdobramentos em 3D XÀ =(X>., 1) são C0-estáveis no e8paço das jamüias a 
l-parâmetro de campos em X 3R. Em outras palavras, a forma normal X 0 = (X0 , 1), isto 
é, À = O somente nos fornece uma classificação topológica de singularidades de sistema 3D, 
não uma classificação dos desdobramenos dos sistemas. 
Observação 3.21 Na figura 3.5, os casos 3.6 e 3.7 aparentemente são topologicamente 
equivalentes, mas para À = O, podemos ver que a sucessão de Blowing-up's são distintos, 
como mostra a figura 3.3. 
Observação 3.22 Nas figuras 3.4 e 3.5, nos casos 3.1, 3.6, 3.7 e 3.8, aparecem singular-
idades do tipo foco-centro, pois os autovalores deles são imaginários puros. O argumento 
que nos permite garantir que tais pontos críticos são de fato centros é o seguinte: Em cada 
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caso, o par de pontos críticos do tipo centro corresponde a uma órbita periódica que é unica. 
Esta tal órbita periódica necessariamente é uma órbita simétrica. E uma importante pro-
priedade dos sistemas reversíveis é que não admüem órbitas periódicas simétrica8 atratoras 
ou repulsoras. Este fato nos permite afirmar com segurança que tais pontos críticos são de 
fato centros. 
Observação 3.23 Como ilustração vamos ver no caso 5.1 como traduzir o retrato de fase 
em duas dimensões nas coordenadas (x, r) para três dimensões nas coordenadas (x, y, z). 
Podemos pensar que 1/J é o tempo, então, quando 'lj; evolui, temos que o ângulo da posição 
da partícula com relação ao eixo x sempre aumenta, então a partícula desenvolve um movi-
mento circular em torno do eixo x. Os quatro pontos de equilfbrio que aparecem no desenho, 
quando À < O, correspondem a duas órbitas periódicas circulares ')'1 e ry2 . Pois em cada ponto 
crítico, a medida que 1j; evolui, temos que r e x são constantes. O par de pontos críticos 
atratores, que ficam do lado x < O, correspondem a uma órbita periódica circular atratora 
ry1, e o par de pontos críticos repulsores, do lado x > O, correspondem a uma órbita periódica 
circular repulsora ry2 • As separatrizes que ligam os pontos de equil~ôrio com a origem cor-
respondem a um cone invariante, onde as órbitas são repelidas da órbita 'Y2 e convergem 
para a origem. Do lado x < O, as órbitas sobre o cone são repelidas da origem e convergem 
para a órbita ry1 . As órbitas internas ao cone, do lado x > O, num primeiro momento, tem 
tendência a se aproximarem da origem, mas com o passar do tempo elas se afastam e se 
aproximam do eixo x, sempre desenvolvendo movimento circular como mostra a figura 3. 'l. 
Quanto à bifurcação, a medida que o parâmetró À evolui e se aproxima de O, temos que 
as órbitas ry1 e ry2 se colapsam na origem e para À < O não temos órbitas periódicaJ. 
' 3.5 Orbitas Periódicas Simétricas, Toros Invariantes, 
Órbitas Homoclínicas e Heteroclínicas 
Nesta secção, baseado na classificação dos sistemas em 2D obtidos nas secções anteriores, nós 
faremos uma análise dos sistemas originais 3D mostrando a existência de órbitas periódicas 
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simétricas, órbitas homoclínicas, toros invariantes e outras importantes propriedades. 
3.5.1 Órbitas Periódicas Simétricas e Toros Invariantes 
Considere a classificação e os desdobramentos dos sistemas reduzidos em 2D. Dos diagramas 
de bifurcação apresentados na figura 3.4 e 3.51 podemos ver que nos sistemas caso 3.1 com 
À < O, caso 3.6 com À > O, caso 3. 7 com À > O e caso 3.8 com À > O os correspondentes 
blow-up são do tipo centro-foco. Em cada caso, nós temos um par de singularidade com 
problema centro-foco. Observamos que essas duas singularidades simétricas do sistema 2D, 
de fato correspondem a uma órbita periódica simétrica do sistema original 3D. Consequente-
mente a órbita não pode ser atratora, nem repulsora. Isto implica que o tipo do sistema 2D 
é um centro. Em outras palavras, nós temos duas família de círculos centrados nessas singu-
laridades. Portanto, o correspondente sistema 3D admite uma família de toros invariantes 
que conectam essas duas famílias de círculos. 
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Os outros casos onde órbitas periódicas aparecem são: caso 3.2 com À < O, caso 3.3 com 
À <O, caso 3.4 com ,\ < 01 caso 3.5 com .\ >O. 
3.5.2 Órbitas Homoclínicas e Heteroclínicas 
No diagrama de bifurcação em 2D nós podemos ver que nos casos: caso 3.2 com À < O, caso 
3.3 com À < O, caso 3.4 com À < O e caso 3.5 com .\ > O os sistemas possuem um par de 
singularidades simétricas do tipo sela. Contudo, pode-se ver que em todos os casos, exceto o 
caso 3.5 com À > O, em todos os outros casos, em uma vizinhança da órbita periódica existe 
uma família de órbitas homoclínicas tendendo a O. 
Os outros casos onde aparecem urna famüia de órbitas homoclínicas são: caso 1.1 com 
À= O, caso 1.1 com.\ > O, caso 1.2 com.\ > O, caso 3.2 com .\ < O, caso 3.3 com À < O, 
caso 3.4 com À< O, caso 3.6 com À< O, caso 3.6 com À= O, caso 3.7 com À< O, caso 3.7 
com À = O, caso 3.8 com ), < O, caso 3.2 com À = O, caso 3.8 com À > O, caso 4.2 com ), < O, 
caso 4.2 com À :;;;: O, caso 4.2 com À > O, caso 5.1 com À= O, caso 5.1 com À > O e caso 5.2 
com À> O. 
De maneira análoga, podemos ver que o caso 5.1 com À < O e o 5.2 com À > O possui dois 
pares de singularidades simétricas. Por exemplo, para o o 5.1 com À < O existe um "loop" 
conectando as duas órbitas periódicas e o ponto de equilíbrio simétrico. Além disso, existe 
uma família de órbitas heteroclínicas conectando as duas órbitas periódicas. 
No caso 5.2 com À > O existe também uma família de órbitas heteroclínicas. 
Note que o sistema 3D correspondente ao caso caso 5.2 com À > O possui tanto órbitas 
homoclínicas como heteroclínicas. 
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Capítulo 4 
Campos Hamiltonianos Reversíveis 
Vamos denotar por :J;H o espaço dos germes de campos hamiltonianos reversíveis do tipo 
(2, 0). o objetivo deste capítulo é fazer uma classificação em xn dos germes de campos de 
codimensão O, 1 e 2. 
Veremos que existe um homeomorfismo Ç: XH --t 1-iR, onde 1-lR é o espaço das funções 
anti-invariantes. A técnica usada aqui consiste em fazer primeiro urna classificação em JíR 
e depois transportar, via homeomorfismo e, para XH. Para uma classificação dos germes 
de codimensão O, 1 e 2 em 1iR, nos orientamos pelo trabalho de J. Martinet [23]. Para 
descrever o desdobramento universal das singularidades simétricas, seguimos a estratégia de 
H. Hanf'mann em [17], que consiste .em aplicar a teoria Zl2-invariante desenvolvida em [30] 
para obter uma redução do número de parâmetros nos desdobramentos que são dados pela 
teoria de singularidades clássica (ver [1]). 
A principal dificuldade surgida é o fato de que a teoria Zl2-invariante não se aplica ao 
caso cp-reversível, com <p(x,y) = (-x, -y). Foi necessário desenvolver uma teoria Zlranti-
invariante para o nosso caso (ver apêndice). 
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4.1 Germes de Hamiltonianos Anti-Invariantes 
Vamos formalizar as definições. Para isso, considere uma involução tp de maneira que 
dim(Fix('!')) =O, isto é, Fix('!') é um conjunto discreto de pontos em IR2 Seja p E Fix(<p). 
Sem perda de generalidade, podemos supor que p = (0, 0). Pela proposição 1.10 do capítulo 1, 
temos que existe um sistema de coordenadas tal que, numa vizinhança V do ponto fixo p, a 
involução é dada por lf(x,y) = (-x,-y). Seja BC V uma bola compacta, contendo (0,0), 
onde <p(x, y) = ( -x, -y). 
4.1.1 Germes em B C IR2 
Identifiquemos por 1-l' o conjunto de aplicações H de classe C 00 definidas de IR? em IR. 
H'= {H: IR'------+ IR}. (4.1) 
Vamos considerar a seguinte relação de equivalência em 1-l'. Dizemos que H 1 !!.- H2 se 
existe uma vizinhança aberta BE, B~ J B, tal que H 1 ]8 • = H 2 ]8 •. Vamos denotar por [H] a 
classe de equivalência de H, isto é: 
[H]= {F E H': H"' F}. (4.2) 
Dizemos que [H] é o germe de H em B e escreveremos [H] : H12 , B ---+ m. Denotaremos 
o espaço quociente de H' pela relação de equivalência t!.- por H e chamaremos de espaço de 
germes de aplicações de classe coo em B, o conjunto: 
1i = 1i'/~ ={[H]: IR2 ,B------> IR t. q. H E H'}. 
Analogamente podemos definir o espaço de germes de campos vetoriais em B. 
Agora faremos uma definição de conjugação entre germes. 
Definição 4.1 
(4.3) 
Nós diremos que dozs germes [H] :IR?, B---+ 1R e [K] :IR?, B---+ IR são Ck-equivalentes 
a direita se existe um difeomorfismo Ck 1 h: IR
2 ---+IR? tal que [H]= [K o h], isto é1 H e 
K o h coicidem numa vizinhança Bf de B. 
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Proposição 4.2 
A definição 4.1 não depende dos representantes da classe de equivalência. 
Demonstração: Sejam [H] = [H0 ], [K] = [Ko] e h : IR' ----> IR2 , tal que [H] = [K o h]. 
Temos que existem vizinhanças VE e w€ de B tais que restrito ave, H= Ho e restrito a 
W", K = K 0 . Tome a restrição de h a V€ n W€. Logo, temos um difeomorfismo h tal que 
para todo x E V' n W' vale H = K o h= Ho = Ko o h= [Ho] = [Ko o h], isto é, [Ho] e 
[Ko] são Ck-equivalentes a direita. 
Definição 4.3 
Uma aplicação é anti-invariante em B se H(x,y) = -H(-x,-y) para todo (x,y) E B. 
Seja 
1lR ={[H] E 1l: H é anti-invariante}. 
Observe que se H E 1-lR, temos que o campo hamiltoniano XH dado por: 
é do tipo (2 1 0)-reversível. 
4.1.2 Germes em p E IR? 
. &H 
X= 7fY 
· aH Y =- 8x 
Vamos definir a seguinte relação de equivalência: 
H1 ~ H 2 se existe uma vizinhança aberta V de O tal que H 1 lv = H2 lv-
Vamos denotar por H a classe de equivalência de H, isto é: 
H= {F E 1l': H,'!, F}. 
• 
Dizemos que H é o germe de H em O, e escrevemos H : JR2 , O ---+ m. Denotaremos por 
H, o espaço quociente de 1{' pela relação de equivalência ,2,, e chamaremos de germes de 
aplicações de classe coo em p = (0, O), ao conjunto: 
1l = 1l' h = {H : IR2 , O ---->IR tal que H E 1l'}. 
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Definição 4.4 
Diremos que dois germes H: IR?, O ..-------v IR e K: IR?, O----------+ IR são Ck-equivalentes a direita 
se existe um difeomorfismo Ck, h: IR? ---------t IR? tal que H= K o h, zsto é, H e K oh coicidem 
em uma vizinhança V de O. 
Proposição 4.5 
A definição 4-4 não depende dos representantes da classe de equivalência. 
Demonstração: A demonstração é análoga a 4.2. 
4.2 Classificação dos Germes de Hamiltonianos Anti-
Invariantes 
Observamos que se um campo vetorial hamiltoniano XH é cp-reversível, então sua função 
hamiltoniana H satisfaz H o r.p = -H. 
Definição 4.6 
Uma aplicação H : JR2 --+ JR2 é rp-anti-invariante se H o r.p = -H. 
Proposição 4. 7 
O campo hamiltoniano XH : JR2 ---+ IR?, c=, é r.p-reversível se, e somente se, a função 
hamiltoniana H é cp-anti-invariante. 
Demonstração: Seja 
XH: {i;=~~ 
· 8H y=-a; 
Temos que XH é (,O-reversível se, e somente se, 
&H &H 
âx (x, y) = âx ( -x, -y) 
àH àH 
a:y(x,y) = ày (-x,-y). 
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Por outro lado, uma função H satisfaz as equaçoes ac1ma se, e somente se, H(x,y) 
-H(-x,-y), isto é, se H é <p-anti-invariante. • 
Vamos denotar o espaço dos germes de aplicações <p-anti-invariantes C 00 por 1-lR e o 
espaço dos germes de campos vetoriais hamiltonianos coo por XH. 
Observação 4.8 
Existe um homeomorfismo 
ç 1/R ---+ XH 
H ---+ XH 






Esses espaços estão munidos com a topologia C'XJ definida no capítulo 1. De acordo com o 
que vimos acima, classificaremos os campos hamiltonianos, através de funções hamiltonianas. 
No capítulo 1, vimos que os germes de campos reversíveis do tipo (2, O) na origem são 
escritos como: 
{ 
:i;= Po + P2 (x,y) + P4 (x,y) + · · · 
y=Qo+Q,(x,y)+Q,(x,y)+··· ' 
( 4.4) 
onde Pi e Qi são polinômios homogêneos de grau i nas variáveis x e y. Logo a expansão em 
série de Taylor de um germe de uma função hamiltoniana anti-invariante na origem e dada 
por: 
(4.5) 
onde Hi são polinômios homogêneos de grau i nas variáveis x e y. 
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Para uma classificação dos germes em (0, O) de Hamiltonianos, podemos ver em [23], que 
os germes de hamiltonianos de codimensão O, 1, 2, 3 e 4 na origem, são dados por: 
I:o ~ { H E 1(1 : H é equivalente a direita ao germe de ± x2 ± y2}, 
I:l ~ { H E }{I : H é equivalente a direita ao germe de ±x'+y'}, 
I:,~ { H E 1i' : H é equivalente a direita ao germe de ±x'±y'}, 
2:, = { H E H' :H é equivalente a direita ao germe de ±x"+y' 
ou o germe de x 3 ± xy2 } e 
I:,~ { H E Jl' : H é equivalente a direita ao germe de ± x2 ± Y6 
ou o germe de xy2 ± y4 .} 
4.2.1 Codimensão Zero 
Com objetivo de fazer uma classificação dos hamiltonianos anti-invariante, vamos fazer al-
gumas definições: 
Definição 4.9 
Se P0 é um ponto crítico de um germe [H] E H e Q0 é um ponto crítico de [K] E 1-l, dizemos 
que [H] em P0 é equivalente a direita a [K] em Q0 se H 1 é equivalente a direita a K', onde 
H'(x) ~ H(x- Po) e K'(x) ~ K(x- qo). 
Definição 4.10 
Diremos que uma aplicação H : JR2 --+ IR é de Morse em A C IR2 se em cada ponto 
crítico p E A de H, temos que o germe de H 1(x) = H(x- p) em O é equivalente a direita ao 
germe de J(x, y) ~ x2 + y2 ou f(x, y) ~ x2 - y2 em O. 
Diremos ainda que um germe [H] : JR? --+IR é de Morse em E se um representante, e 
portanto todos, for uma aplicação de Morse em uma vizinhança aberta B~ ~ B. 
Proposição 4.11 
Se V é uma vizinhança de O, tal que o germe [H] E 1í é de Morse em V, então O não é 
ponto crítico de H. 
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Demonstração: Sabemos, de acordo com (4.5), que o germe de H em O é da forma 
H(x,y) = H1(x,y) + H3 (x,y) + ···. Logo se O é ponto crítico de H, então o jato de or-
dem dois de H é nulo, ou seja, H não é equivalente a direita ao germe de f(x, y) = x2 ± y2 
na origem, então [H] não é de Morse em V. • 
Agora estamos prontos para definir o conjunto ~~, que será o conjunto dos germes em 
B de funções hamiltonianas anti-simétricas de codimensão zero. 
I:;~= { [H] E HR: H é Morse em B' e 
H não possui pontos críticos no mesmo níveL} 
Teorema 4.12 
L;~ é aberto e denso em 1-lR. 
Demonstração: Vamos mostrar primeiramente que I',~ é aberto. Para isso tome [H] E r,~, 
H é Morse em Bf e não possui pontos críticos no mesmo nível. Tome uma vizinhança V1 de 
[H] tal que para todo [F] E V1, F seja Morse em uma vizinhança de B. Tome V2 vizinhança 
de [H] tal que para toda [F] E V2 , F não possui pontos críticos no mesmo níveL Então 
V= V1 n V2 é uma vizinhança de [H] contida em Ef. 
Vamos mostrar agora que Ef é denso em HR. Seja [F] E 1-{R e VF uma vizinhança de 
[F] em HR Se (0, O) não é crítico de F seja F1 = F, mas se (0, O) é ponto crítico de F, 
tome Fi_ = F+ EX. Se E é pequeno o suficiente, então temos que [F1] E Vp e (0, O) não é 
crítico de F1 . Se F1 não é Morse, pela teoria de Morse (cf. [15] pp 79), podemos perturbar 
[F1] dentro de VF para encontrar uma [Fz] tal que F2 é Morse e (0, O) não é ponto crítico 
para F2 . Finalmente, se F2 possui pontos críticos no mesmo nível, podemos fazer pequenas 
perturbações em [Fz], para encontrar uma [Fg] E VF e [Fg] E L.f. Logo ~f é denso em 1[R.• 
Teorema 4.13 
[H] E JíR é estruturalmente estável se, e somente se, [H] E Et'. 
Demonstração: Vamos mostrar que se [H] é estruturalmente estável, então [H] E E~. 
Para isso seja VH uma vizinhança de [H] em HR, tal que para todo [G] E VH, eutão [G] é 
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equivalente a direita a [H]. Como já mostramos que L.~ é denso em JíR, segue que existe 
[H,] E VH tal que [H1] E B~, mas [H1] é equivalente a direita a [H], logo [H] E B~. 
Para verificarmos que se [H] E r:~, então [H] é estruturalmente estável, basta verificar-
mos os resultados da teoria de Morse geral (cf. [15] pp 79). • 
4.2.2 Codimensão Um 
Seguindo a terminologia estipulada por Sotomayor em [35], seja 'H r = H R - L-~, o conjunto 
de bifurcação em HR. Agora vamos procurar os hamiltonianos genéricos relativamente a 
1-lf. 
Se (0: O) é ponto crítico para um hamiltoniano anti-invariante H então H possui o jato 
de ordem dois nulo na origem. 
Proposição 4.14 
Se F é um hamiltoniano tal que [F] E Jif então o germe de F na origem F é tal que F 5t' L: 0 , 
F rt. Et e F rt. :E2, onde "f:o, E1 e :E2 estão definidos na página 94. 
Demonstração: Suponha que F E :E0, então F é equivalente a direita a uma das seguintes 
funções x 2 ± y2 em V uma vizinhança de (0, 0). Suponhamos sem perda de generalidade que 
F é equivalente a direita a f(x, y) = x2 + y2 . Logo existe um difeomorfismo G = (G1, G2 ) 
tal que f = F o G em V. Derivando em relação a x vem: 
(4.6) 
Derivando novamente em relação a x vem: 
(4.7) 
Como J 2(F) 
absurdo. 
O, temos que o segundo membro da equação 4. 7 é nulo, o que é um 
Analogamente prova-se que F rt :E1 e F rt :E2. • 
Concluímos que se [H] E Jíf, isto é, o germe de H em B pertence a 'Hf, então o germe 
de H em O, H está em 113 = 1i- (Bo U B1 U E2). 
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Observamos que se p E B é um ponto crítico de um germe [H] E }{R tal que existe uma 
vizinhança de p onde H é equivalente a direita a ±x2 + y3 , então existe uma vizinhança de 
-p onde H é equivalente a direita a ±x2 + y3. 
A proposição anterior e a observação acima nos motiva a definir. 
L:f(a) = { [H] E 1-LR: existe um único par de pontos críticos 
assimétricos {p, -p} de H tal que p é equivalente 
a direita a ± x2 + y3 em uma vizinhança de p e 
em uma vizinhança de -p, H é Morse em B - {p, -p} 
e não existem pontos críticos no mesmo nível}. 
Observe que se dois pontos críticos p e q estão no mesmo nível, então os pontos críticos 
-p e -q também estão no mesmo nível. 
L:f(b) = { [H] E 'H R: H é Morse em B e existem apenas dois níveis 
K e -K que possuem mais de um ponto crítico, de 
maneira que H possui um único par de pontos crí-
Vamos definir por 
ticos {p, q} no nível K, e automaticamente o par de 
pontos críticos { -p, -q} no nível -K}. 
L:f = L:f(a) U L:f(b). 
Observação 4.15 Na definição de Ef(b), podemo~ ter K =O, nesse caso, q = -p. 
Teorema 4.16 
"Ef é aberto e denso em tlf. 
Demonstração: Vamos provar que Ef(a) é aberto, para isso tome [H] E Ef(a). Seja p0 e 
-p0 os únicos pontos críticos degenerados de H em B. Temos que H é Morse em B-{p0 , -p0} 
e corno B é compacto: H tem um número finito de pontos críticos {Po, -po, P1, ... , Pn} e Pi 
é não degenerado para todo i = 1, 2, ... , n, Pi =j:. O para todo i = O, 1, ... , n, e ainda 
H(p;) -;f H(p;) para todo i -;f j. Vamos considerar o germe de H em Po, isto é, seja 
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H'(x) = H(x- p0 ) e considere H'. Pela definição de Z::f(a), temos que H' é equivalente 
a direita a ±x2 + y3 . Logo é possível escolher uma vizinhança Vier de [H] em ?íR tal que 
para todo [G] E Vk-, temos que (O, O) não é ponto crítico de G e os pontos críticos de G 
são em número finito {p~,-p~,pr.[, ... ,p~}. Para cada i= 1,2, ... ,n, temos que existem 
vizinhanças Vi e W; de Pie pf respectivamente e 1li: Vi---)- Wi tais que Hlv, = G o <I>;Iw, e 
ainda G(pf) # G(:pj). Se olharmos para VH =v;, n 1/.f, então para todo [G] E VH temos 
que p'g e -p~ são pontos críticos degenerados de G. Tome VH = {G' onde G'(x) = G(x-p~) 
tal que [GJ E VH} C H.1, mas H' E 'E1 . Como 'E1 é aberto em 1l1 , é possível encontrar uma 
vizinhança WH C VH de [H] em Jif tal que WH C I:11 então nesse caso WH C I:f(a). Daí 
I:f(a) é aberto. 
Vamos mostrar agora que Ef(b) é aberto. Tome [H] E E~(b). Logo (0, O) não é ponto 
crítico de H, H é Morse em E e existem apenas dois níveis K e ~ K com mais de um ponto 
crítico, de forma que os pontos críticos p1 e P2 estão no nível K e { -p1 , -p2 } estão no nível 
-K, isto é, H(p,) = H(p2 ) e H(-p,) = H(-p2 ). Sejam {p1,p2 ,-p1 ,-p2 ,q1 ,q2 , ... ,qn} os 
pontos críticos de H. É possível encontrar uma vizinhança Vff de [H] em JiR tal que para 
todo [G] E Vff, G não possui (0, O) como ponto crítico e os outros pontos críticos de G, 
{pf, pf, -pf, -pf, qf, ... , q~} são de Morse. Fazendo-se Vk n 1-lf = VH, então para toda 
[G] E VH, os pontos críticos {pf,pf} e { -pf, -pf} estão no mesmo níveL Logo VH C Ef(b) 
e portanto L;~(b) é aberto. 
Vamos mostrar que I:f é denso. Seja [H] E 1-lf e V uma vizinhança de [H] em 1-lf. 
Vamos dividir em casos e subcasos. 
Caso 1 : (0, O) é ponto crítico de [H]. 
Caso 1.1: H não é Morse em E- {(0, O)} ou possui pontos críticos no mesmo nível. Então 
podemos perturbar [H] para [H1] em V tal que (0, O) não é crítico para H 1. E daí seja V1 c V 
uma vizinhança de [Hl] onde (0, O) não é crítico para nenhuma [G] em V1 . 
Caso 1.1.1 : H 1 não é Morse em B- {(0, 0)}. Se H 1 não possui pontos críticos isolados, 
então podemos perturbar [H1] para uma [H2 ] E V1 tal que H2 possui pontos críticos isolados. 
Então existe uma vizinhança V2 c V1 de [H2] tal que para todo [G] E V2 , G não possui (0, O) 
como ponto crítico e todos os seus pontos críticos são isolados. Se H2 possui pontos críticos 
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no mesmo nível, basta uma pequena perturbação de H2 para uma Hs E V2 tal que H3 não 
possui pontos críticos no mesmo nível. Logo existe uma vizinhança V3 de [H3 ] tal que para 
todo [G] E V3 , (O, O) não é ponto crítico para G, os pontos críticos de G são isolados e G 
não possui pontos críticos no mesmo nível. Logo podemos ir usando "bump functions'' em 
vizinhanças dos pontos críticos de Hs para encontrar-mos urna função H4 E 1-lf n V3 onde 
(0, O) não é crítico para H4, H 4 não possui pontos críticos no mesmo nível e H4 é Morse em 
B, exceto em um par de pontos críticos p, -p E B. Seja V4 c Vs uma vizinhança de [H4] 
onde todos os germes [G] são como [H4]. Logo H4(x) ~ H,(x- p) é tal que H4 E 1i1 . Então 
pela densidade de :E1 em 1i1, temos que existe um H5 arbitrariamente próximo de H4 , isto 
é, H5 E V4 tal que H5 E I:1 , então [H5 ] E V n I:f(a). 
Caso 1.1.2: H1 é de Morse em B- {(0,0)}. Logo H1 possui pontos críticos no mesmo 
nível, então podemos ir perturbando usando "bump functions" em vizinhanças dos pontos 
críticos até encontrar-mos [H2] E V1 com H2 possuindo apenas dois pares {p, q} e { -p, -q} 
de pontos críticos no mesmo nível. Logo [H,] E I:f(b). isto é, V n I:f(b) o;b 0. 
Caso 1.2: Se H é Morse em B- {(0,0)} e não possm· pontos críticos no mesmo nível. 
Nesse caso é possivel fazermos uma pequena perturbação em H, para uma H 1 E V, tal que 
(0, O) não é ponto crítico para H1 , mas nesse caso H 1 possui um par de pontos críticos numa 
vizinhança de (0, O) que não é de Morse. Daí procedemos como no caso 1.1.1. 
Caso 2: (O, O) não é crítico para H. Como [H] E 1-lf, então H não é Morse em B ou possui 
pontos críticos no mesmo níveL 
Caso 2.1 : H não é de Morse em B. Caso análogo ao 1.1.1. 
Caso 2.2 : H é de Morse em B. Caso análogo ao 1.1.2. • 
Teorema 4.17 
[H] E 1fR é estruturalmente estável relativo a Hf se, e somente se, [H] E :Ef. 
Demonstração: Inicialmente vamos mostrar que se [H] é estruturalmente estável relativo 
a Hf, então [H] E :Ef. Se [H] é estruturalmente estável relativo a 1íf, então existe uma 
vizinhança VH de [H] em Jif tal que para todo [G] em VH, temos que [G] é equivalente a 
100 CAPíTULO 4. CAMPOS HAMILTONIANOS REVERSíVEIS 
direita a [H]. Como já provamos que :Ef é denso em 1-lf, temos que existe [H1] E :E1 n Vn, 
logo qualquer [GJ E Vg, [GJ é equivalente a direita a [H1 j, então [GJ E B~, ou seja, [H] E Bf. 
Vamos provar agora que se [H] E :Ef, então [H] é estruturalmente estável relativo a 1íf. 
Caso 1: [H] E E~( a). Então existe um único par de pontos críticos {p, -p} de H, H é de 
Morse em B - {p, -p} e H não possui valores críticos iguais. Tome uma vizinhança V~ de 
[HJ em Hf tal que para todo [GJ E v;,., G é de Morse em B- (V, u V_P), onde V, e V_P são 
vizinhanças de p e -p respectivamente. E G não possui valores críticos iguais, onde pG E Vp 
e -pG E V_P são pontos críticos de G equivalentes a direita a ±x2 + y3. Temos que para todo 
[GJ E v;,., G é equivalente a direita a H em B- (V, u v_p)- Observe que H'(x) ~ H(x- p) é 
tal que H' é equivalente a direita a ±x2 +y3 , isto é, H' E :E1. Portanto existe uma vizinhança 
V~ de [H] em 1íf, onde para todo [GJ E V~ temos G1 é equivalente a direita a ±x2 + y 3. 
Logo para todo [G] E VH, G é equivalente a direita a H em uma vizinhança v; de {p} e em 
uma vizinhança v~p de {-p}. Seja VH = v~nv~. Logo se [GJ E VH, então G é equivalente 
a direita a H em E- (V~ u V_p) e é equivalente a direita a H em v; e em V~p· Se v;- Vp f- 0 
ou V~P - V_P =j:. 0, usa-se o mesmo argumento de [15] pp 79, para mostrar que G e H são 
equivalentes a direita em B. Portanto [H] é estruturalmente estável relativo a 1-lf. 
Caso 2: [H] E E~(b). H é de Morse em E então existem dois níveis K e -K que possuem 
mais de um ponto crítico. Sejam {p, q} pontos críticos no nível K e { -p, -q} pontos críticos 
no nível -K. Seja v;,. uma vizinhança de [HJ tal que V [Gj E v;,., [GJ é de Morse em B e 
existem apenas dois pares de pontos críticos {PG 1 qG} no nível KG e { -pG 1 -qG} no nível 
- K 0 . Para cada [ G] E Vff, temos que G é equivalente a direita a H em B - (Vp U Vq U V_P U 
V_q), onde Vp, Vq, V_P e V_q são vizinhançru:; de p, q, -p e -q respectivamente. Restrito a 
Vp 1 H é de Morse e possui um único ponto crítico, então existe uma vizinhança VH de [H] 
tal que para todo [G] E VH temos que G é equivalente a direita a H em uma vizinhança de 
p. Existe também uma vizinhança Vlf de [H] tal que para todo [G] E Vlf, G é equivalente 
a direita a H em uma vizinhança de q. Seja VH = VH n V'f:r n V'};. Logo V [G] E VH, G é 
equivalente a direita a H em B- ("V; U V~ U V_P U V_q) e existe apenas dois pares de pontos 
críticos {pG 1 qG} no nível KG e { -pG, -q6 } no nível - KG. G é equivalente a direita a H 
em vizinhanças V~, v;, V~P e V~ª. Se Vp - V~ -f- 0 ou Vª - v; =j:. 0 ou V_P - V~P =j:. 0 ou 
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V_q - V!.q i- 0, usa-se o argumento de [15] pp 79 para mostrar que G é equivalente a direita 
a H em B, então [H] é estruturalmente estável. • 
4.2.3 Codimensão Dois 
Seja H.f = 1-lf - Ef o conjunto de bifurcação em 1-lf. Vamos procurar os germes de 
hamiltonianos genéricos relativamente a Hf. 
l:f(o) ~{[H] E 1-[R: - (0, O) é crítico de H tal que H é equivalente a di-
reita a x3 ± xy2 em uma vizinhança de (0, O) 
- H é Morse em B- {(0, O)} 
- H não possui pontos críticos no mesmo nível}, 
I:f(b) ~{[H] E 1-LR: -Existem dois pontos críticos Pr # p, de H 
e seus simétricos { -p1 , -p2} tais que H 
é equivalente a direita a ± x2 + y3 
em vizinhanças de p~, P2, -pl e -pz 
-H é Morse em B- {Pl,Pz, -ph -pz} 
- H não possui pontos críticos no mesmo nível}, 
:Ef(c) ={[H] E 1iR: -Existe apenas um ponto crítico p de H e seu si-
métrico -p tais que H é equivalente a direita a 
±x2 ± y4 em vizinhanças de p e -p 
- H é Morse em B - {p, -p} 
- H não possui pontos críticos no mesmo nível}, 
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Ef(d) ={[H] E 1/R: -H é Morse em B 
- Existem dois pares de pontos críticos {p1, P2} 
e { q~, q,} de H e seus simétricos { -p1 , -p2 } e 
{ -q1 , -q2 } tais que H(p1) = H(p2 ) e 
H(q1 ) = H(q2 ) 
- Os outros pontos críticos de H 
não estão no mesmo nível} e 
Z::f(e) ={[H] E 1-iR: -Existe um ponto crítico p de H e seu simétrico 
-p tais que H é equivalente a direita a ± x2 + y3 
em vizinhanças de p e -p 
- H é Morse em B - {p, -p} 
- Existe um par de pontos críticos {p1, P2} e seus 
simétricos { -p1 , -p2} no mesmo nível}. 
Teorema 4.18 
L,f é aberto e denso em 1íf. 
Demonstração: Vamos mostrar que Ef(a) é aberto. Seja [H] E E~(a), logo H E E 3 e, 
como :E3 é aberto em H 3 segue que existe uma vizinhança V~ de [H] tal que para todo 
[G] E Vk- temos que G é equivalente a direita a H, isto é, existe uma vizinhança da origem 
tal que G é equivalente a direita a H. Como [H] é de Morse em E- {(0,0)}, temos que 
existe uma vizinhança V;j de [H] tal que para todo [G] E V;j, [G] é de Morse em B- {(0, 0)}. 
Como [H] não possui pontos críticos no mesmo nível, então existe uma vizinhança V'í! de 
[H] tal que para todo [G] E V'jj, [G] não possui pontos críticos no mesmo níveL Tome 
VH = VH n VH n V'J!-, logo VH c E~( a). 
I:f(b) é aberto. Seja [H] E Ef(b), logo existem dois pontos críticos p1 e P2 de H em B e 
seus simétricos -p1 e -p2 tais que H é equivalente a direita a ±x2 + y3 em vizinhanças de 
p1, p21 -p1 e -pz, H é de Morse em B- {PIJPz, -p1 , -p2} e H não possui pontos críticos no 
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mesmo nível. Logo H'(x) = H(x -p1 ) e H"(x) = H(x-p2 ) são tais que H 1 e H" pertencem 
a E1 C 'H1 , como E1 é aberto em 1-l1 , temos que existe uma vizinhança Vif de [H] tal que 
para todo [GJ E Vff temos que G possui pontos críticos pC{ e P? em vizinhanças de p1 e p2 
respectivamente tais que nessas vizinhanças de pf e pf{, G é equivalente a direita a ±x2 + y3 . 
Da rnema forma existem vizinhanças de -pf e -p? tais que G é equivalente a direita a 
±x2 + y 3 . Como H é de Morse em E- {p1,p2, -p1, -p2}, segue que existe uma vizinhança 
V;i de [H] tal que para todo [G] E V;i, [G] é de Morse em B- {p{,p~, -p{, -p~}. O fato 
de [H] não possuir pontos críticos no mesmo nível, segue que existe uma vizinhança V'Jl de 
[H] tal que para todo [G] E V'fj, temos [G] não possui pontos críticos no mesmo nível. Tome 
VH = Vk- n V~ n V'fl, logo VH C Ef(b). 
I:f(c) é aberto. Seja [H] E I:f(c), logo existe um ponto crítico p de H e seu simétrico 
- P tais que em uma vizinhança de p e em uma vizinhança de -p, H é equivalente a direita 
a ±x2 ± y\ H é de Morse em E- {p, -p }, e H não possui pontos críticos no mesmo nível. 
Considere H'(x) = H(x-p), logo H' E 2::2 C 1-l2 , e portanto, do fato de :E3 ser aberto em 1-l3 , 
existe uma vizinhança V}r de [H] tal que para todo [GJ E VH temos que G possui um ponto 
crítico pG numa vizinhança de p e -pc numa vizinhança de -p tal que G é equivalente a 
direita a ±x2 ±y4 . Como [H] é de Morse em B-{p, -p}, segue que existe uma vizinhança V~ 
de [H] tal que para todo [G] E v;;, [G] é de Morse em B- {pa, -pa}. Como [H] não possui 
pontos críticos no mesmo nível, segue que existe urna vizinhança V'jj de [H] tal que para 
todo [G] E V'Jl, [GJ não possui pontos críticos no mesmo nível. Torne VH = VH n v~ n V'Jl, 
logo VH C I:f(c). 
Bf(d) é aberto. Seja [H] E Bf(d), logo H é de Morse em B, existem dois pares de 
pontos críticos {p1,pz} e {q1, Q2} de H e seus simétricos { -pl, -pz} e { -q1, -qz} tais que 
H(Ih) = H(y2) e H(ql) = H(q,) (e portanto H(-p,) = H(-p,) e H(-q,) = H(-q2)), e os 
outros pontos críticos de H, p1, j = 3, ... , n estão em níveis diferentes. Logo existe uma 
vizinhança Vk de [H] tal que para todo [G] E Vff temos que G possui pontos críticos v?, 
GG GG GG GG·-3 .. h d -p1 , p2 , -p2 , q1 , -q1 , q2 , -q2 , p1 , J - , ... , nem vtzm anças e p1 , -p1 , p2 , -p2 , 
q1 , -q1 , q2 , -q2 , p1 , j = 3, ... , n respectivamente tais que cada pf, j = 3, ... n está num 
nível diferente. Como [H] é de Morse em B, seja V_Z- uma vizinhança de [H] tal que para 
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todo [G] E v~. [G] é de Morse em B. Tome VH = VH n Vk, logo para todo [G] E VH, 
temos que G(pf) = G(pf), G(-pf) = G(-prj), G(qf) = G(qf) e G(-qf) = G(-qf), logo 
VH C B~(d). 
:E~(e) é aberto. Seja [H] E :E~( e), logo existe um ponto crítico p de H e seu simétrico 
-p tais que numa vizinhança de p, H é equivalente a direita a ±x2 + y3, H é de Morse em 
B- {p,-p} e, existe um par de pontos críticos {q1,q2} de H e seus simétricos {-q1,-q2} 
tais que H(q1 ) = H(q2 ) e cada um dentre os pontos críticos Pj, j = 1, ... , n está num nível 
diferente. Considere H'(x) = H(x- p), então H' E E1 . Logo existe urna vizinhança Vk- de 
H tal que para todo [G] E Vk, temos que G possui um ponto crítico pG numa vizinhança 
de p tal que G', onde G'(x) = G(x- pG), é equivalente a direita a ±x2 + y3. Como H é 
de Morse em B - {p, -p }, temos que existe uma vizinhança VZ. de [H] tal que para todo 
[G] E vz_, [G] é de Morse em B- {pc, -pc}. Como cada um dentre os pontos críticos 
PJ de H está em um nível diferente, existe uma vizinhança V'jj de [H] tal que para todo 
[G] E V'j.j, temos que G possui pontos críticos { qf, qf} e { -qf, -qf} em vizinhanças de 
{q1 , q2 } e { -q1 , -q2 }, e pf em vizinhanças de p1, e são tais que não existe dois no mesmo 
nível. Tome Vs = V_k n Vfl n V'jj, logo para todo [G] E Vs temos que os pontos críticos 
{ qf, qf]} devem estar no mesmo nível, assim como { -qf, -qf]} e daí VH C ~~(e). 
Vamos provar agora que ~~ é denso, para isso seja [H] E 1í!} e Vs uma vizinhança de 
[H] em 1í!}. Vamos considerar vários casos. 
Caso 1 : (0, O) é crítico de H. Vamos considerar vários subcasos: 
Caso 1.1 : H possui mais de dois pontos críticos degenerados em B- {(0, 0)}. Nesse caso, 
podemos perturbar [H] para uma [H1] E VH tal que [H,] não possui (0, O) como ponto 
crítico. Seja V,k uma vizinhança de [HI] contida em VH tal que para todo [G] E Vk temos 
que [G] não possui (0, O) como ponto crítico. Podemos agora perturbar [H1] para um germe 
[H2 ] E V1 tal que [H2] possui um par de pontos críticos degenerados {p, q} juntamente com 
os seus simétricos { -p, -q} e os outros possíveis pontos críticos são de Morse e ainda [H2] 
não possui pontos críticos no mesmo nível. Podemos então tomar uma vizinhança V1- de 
[H2] tal que para todo [G] E ViJ temos que [G] possui um par de pontos críticos degenerados 
{pc,qc} e seus simétricos {-pc, -qc} e nos outros pontos críticos [G] é de Morse. Logo 
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temos que os dois pontos críticos degenerados de [H2 ], p e q são tais que os germes pontuais 
H~ e Hf estão em 1i1 , onde H~(x) = H2(x- p) e H~(x) = H2(x- q). Pela densidade de :01 
em H" temos que é possível encontrar [H,] em Vi'J tal que H3 E ):;1 , logo [H3] E L;:(b). 
Caso 1.2 : Existe um único ponto crítico p e seu simétrico -p em E - {(0, O)} tal que 
H' E H 2 , onde H'(x) ~ H(x- p). Nesse caso podemos perturbar [H] para uma [H,] tal que 
(0, O) não é crítico para H1, H 1 possui um único ponto crítico p1 numa vizinhança de p e -p1 
numa vizinhança de -p, e H 1 é de Morse em B- {p1, -pi}. Tome uma vizinhança V1 c VH 
de [HI] tal que para todo G E Vfi, [G] possui um único ponto crítico degenerado pG numa 
vizinhança de p1 e -pG numa vizinhança de -pr, e [G] é de Morse em B- {pc, -pc}, e 
ainda, [G] não possui pontos críticos no mesmo nível. Como nós estamos trabalhando em 
'H~, ternos que H~ E 1-l2, onde H~(x) = H1(x- PI). Devido ao fato de Ez ser denso em 'H2 , 
temos que existe [H2] E V], tal que Hf E E2, logo [H,] E L;,(c). 
Caso 1.3: [H] possui um único par de pontos críticos degenerados {p, -p} e pelo menos 
um par de pontos críticos no mesmo níveL Podemos perturbar [H] para urna [Ht] E VH tal 
que (0, O) não é ponto crítico de [H!], [H1] possui apenas pontos críticos isolados, possui um 
único par de pontos críticos degenerados {PIJ -pl}, com p1 numa vizinhança de p e corno 
[HI] E 1{~ então [H1] possui pelo menos um par de pontos críticos no mesmo nível. Seja 
V1 c VH uma vizinhança de [HI] tal que para todo [G] E V,k temos que [G] possui um único 
par de pontos críticos degenerados {pG, -pG} com p0 numa vizinhança de p1 e os outros 
pontos críticos de [G] são de Morse, e ainda, [G] possui pelo menos um par de pontos críticos 
no mesmo nível. É possível perturbar [H1] para urna [Hz] E Vir tal que [Hz] possui um único 
par de pontos críticos no mesmo nível { q1 , q2 } e seus simétricos { -q1 , -q2}, e um único par 
de pontos críticos degenerados {pz, -p2}. Tome agora Vk C Vh- vizinhança de [H2] tal que 
todo [G] E V}; é tal que possui um único par de pontos críticos no mesmo nível. Observe 
que Hi E 'HIJ onde Hf(x) = Hz(x- pz). Devido ao fato de E1 ser denso em 1i1 temos que 
existe [H3] E Vf,. tal que [H3] E L;~( e). 
Caso 1.4: [H] é de Morse em E- {(0, O)} e possui pelo menos dois pares de pontos críticos 
{p,q} e {r,s}, e seus simétricos {-p,-q} e {-r,-s} em níveis K 1 , Kz, -K1 e -K2 res-
pectivamente. Nesse caso, podemos perturbar [H] para uma [HI] E VH tal que (0, O) não é 
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ponto crítico de [Ht], e [H1] é de Morse em B. Tome uma vizinhança Vfi C Vy tal que para 
todo [G] E V)r temos que [G] é de Morse em B, logo como VH c "ll.f, temos que cada [G] 
deve possuir pelo menos dois pares de pontos críticos {p0 ,q0 } e {r0 ,s0 }, e seus simétricos 
{ -p0 , -q0 } e { -r0 , -s0 } em níveis Kf, Kf, -Kf e -Kf respectivamente. Logo podemos 
ir perturbando [H1] dentro de Vk usando "bump functions" nos outros pontos críticos de 
H1 até encontrarmos [H2] E Vfr tal que [H2] possui apenas dois pares de pontos críticos no 
mesmo nível. Logo [H,] E 1:;2 (d). 
Caso 1.5: [H] é de Morse em B- {(0, O)} e tem menos de quatro pares de pontos críticos, 
cada par no mesmo nível. Nesse caso, como [H] E 1í~, então temos que (0, O) é um ponto 
crítico de H. Seja Vn uma vizinhança de [H] em 7-lf Se H possui um par de pontos críticos 
no mesmo nível, podemos perturbar [HJ para uma [HI] E VH tal que H1 não possui pontos 
críticos no mesmo nível. Seja VH1 C VH uma vizinhança de [H1] tal que para todo [G] E VH1 , 
G é de Morse em B- { (0, O)} e não possui pontos críticos no mesmo nível. Como VH1 C 1í:, 
segue que (0,0) é um ponto crítico para qualquer [GJ E VHP e nesse caso .fl(G) =O para 
todo [G] E VH,- Se J3 (H,) i O tome [H,]= [H1], mas se J 3 (H1 ) =O, perturbamos [H1] para 
uma [H,] E VH, tal que J 3 (H2 ) i O. Seja agora VH, C VH, tal que para todo [G] E VH, 
temos que J 3 (G) i O. De acordo com [23] (pp 203), pela ação do grupo linear GL(2JR), 
toda forma cúbica é isomorfa a um dos seguintes tipos: x 3 - xy2 , x 3 + xy2 , x 2y ou x 3• Logo 
se J3 (H2 ) não é isomorfo a x 3 ± xy2 , podemos fazer uma perturbação para [H3] E VH2 tal 
que J3 (H3 ) é isomorfo a x 3 ± xy'- Seja VH, c VH, tal que para todo [G] E VH, J3 (G) é 
isomorfo a x3 ± xy2 • Portanto agora podemos encontrar [H4] E VHs tal que H4 é equivalente 
a direita a x 3 ± xy'- Logo [H4] E VH n I;!}( a). 
Caso 2 : (0, O) não é ponto crítico de [H]. 
Caso 2.1 : H possui mais de dois ponto crítico degenerado em B- {(0, 0)}. Análogo ao caso 
1.1. 
Caso 2.2: Existe um único ponto crítico p e seu simétrico -p em B- {(0, O)} degenerados 
em 1íz. Análogo ao caso 1.2. 
Caso 2.3: [H] possui um único par de pontos críticos degenerados {p, -p} e pelo menos um 
par de pomos críticos no mesmo nível. Análogo ao caso 1.3. 
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Caso 2.4 : [H] é de Morse em B- {(0, O)} e possui pelo menos dois pares de pontos críticos 
{p, q} e {r, s} e seus simétricos { -p, -q} e {-r, -s} em níveis K 1, K 2 , -K1 e -K2 respec-
tivamente. Análogo ao caso 1.4. 
Caso 2.5: [H] é de Morse em B- {(0, O)} e tem menos de quatro pares de pontos críticos, 
cada par no mesmo nível. Não ocorre pois [H] E Ji:. • 
Teorema 4.19 
[H] E }{R é estruturalmente estável relativo a 1íf se, e somente se, [H] E Bf. 
Demonstração: Vamos provar que se [H] é estruturalmente estável relativo a 1if], então 
[H] E E~. Tome [H] e VH uma vizinhança de [H] tal que para todo [G] E VH temos que 
[G] é equivalente a direita a [H]. Como provamos que Br é denso em 1ír, temos que existe 
[H,] E VH n B~, e ainda [H,] é equivalente a direita a [H]. Logo [H] E Bf 
Provemos que se [H] E E§, então [H] é estruturalmente estável. 
Se [H] E E~(a), então H é de Morse em B- {(0, O)} e (0, O) é um ponto crítico de H 
tal que H equivalente a direita a x3 ± xy2 numa vizinhança de (0, O) e H não possui valores 
críticos iguais. Tome uma vizinhança VH de [H] em 1íf tal que para todo [G] E Vk-, G é de 
Morse em B- {(0,0)} e não possui valores críticos iguais. Escolha uma vizinhança V0 de 
(0, O) tal que para todo [G] E VÍf, G não possui outro ponto crítico em Vo além de (0, 0). De 
acordo com [15], existe uma outra vizinhança Vff C Vk- tal que para todo [G] E Vff, então G 
é equivalente a direita a H em B- Vo. Devido ao fato de H E E3 , existe uma vizinhança V~ 
de [H] em 1-lf tal que para todo [G] E V1{, então G é equivalente a direita a H, logo existe 
uma vizinhança Vc de (O, O) tal que G é equivalente a direita a H. Seja VH = VH n V'Jj. Se 
[G] E V8 , então G é equivalente a direita a H em Vc e em B- V0. Se Vo- Va f 0, usamos 
o mesmo argumento usado em [15] para provar que G e H são equivalentes a direita em E. 
Logo [H] é estruturalmente estável. 
Se [H] E Ef(b). Logo H possui dois pontos críticos {p1,p2} e seus simétricos { -p1, -p2} 
tais que [H] é equivalente a direita a ±x2 + y3 em vizinhanças de P1 ,p2 , -p1 e -p2 , H 
é de Morse em B- {p1 ,p2 , -p1, -p2 }, e ainda não possui pontos críticos no mesmo nível. 
Sejam V1, V2, V_1 e V_z vizinhanças de P1, P2, -pl e -p2 respectivamente, que não contém 
108 CAPíTULO 4. CAMPOS HAMILTONIANOS REVERSíVEIS 
outros pontos críticos de H. Logo existe uma vizinhança Vk de [H] em L;~(b) tal que para 
todo [GJ E Vk-, G possui dois pontos críticos v?, p~, -pf e -p~ em V1, 'V;, V_1 e V_ 2 
respectivamente e ainda C é equivalente a direita a H em B- (V1 U V2 uV_1 u V_2 ). Sabemos 
que H' e H" pertencem a B1 C 1l1, onde H'(x) = H(x- pr) e H
11 (x) = H(x- p2). Portanto 
existe uma vizinhança V~ de [H] em Ji~ tal que para todo [G] E V~, temos que G' e G11 
estão em I:1 . Então G e H são equivalentes a direita em vizinhanças V?, V2G, V3_ e V~. Se 
V1 - V1° # 0 ou V2 - V';0 #- Ql ou V_ 1 - V3_ #- 0 ou V_ 2 - V~ # 0, procedemos como em [15] 
para provarmos que G e H são equivalentes a direita em B. 
Os casos [H] E I:~( c), [H] E I:~(d) e [H] E I:~( e), são muito parecidos com os dois casos 
anteriores e por isso omitiremos a demonstração. • 
Teorema 4.20 
O desdobramento universal para [H] E ~~(a) é dado por F>.,JJ,(x, y) = xy2 ± tx3 + Àx + f-LY· 
Para provar esse teorema, precisaremos do auxilio da teoria 7l2-anti-invariante. Vamos 
usar a mesma estratégia de Han,Bmann, [17]. Hanf)mann utiliza a teoria de germes C-
invariantes em [30] para descrever o desdobramento universal de germes de aplicações C-
invariantes, isto é, aplicações em IR2 que satisfazem H(x, -y) = H(x, y). A diferença no 
nosso caso é que nossas aplicações anti-invariantes não são C-invariantes, então tivemos que 
definir funções C-anti-invariantes e desenvolver uma teoria análoga à [30] para fazermos 
aplicações como em [17]. 
Definição 4.21 
Considere G = (G, G 5 , Ga), onde G é um grupo compacto agindo sobre IR? tal que G = 
Ga U Gs e Ga n Cs = 0. Seja ainda f(x, y) E H. Dizemos que f é C-anti-invariante se: 
f(g(x, y)) =- f(x, y) Vg E G, e 
f(g(x, y)) = f(x, y) Vg E G,. 
A notação para o conjunto dos germes de funções que são C-anti-invariantes é 1f. 
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Como na secção A.l, um campo vetorial X(x, y) é dito G-equivariante se X(g(x, y)) = 
Tg(X(x,y)) = g(X(x,y)). Denotamos o conjunto dos germes de campos vetoriais G-
equivariantes por X 0 . 
Definição 4.22 
O ideal Jacobiano anti-invariante é definido por: 
Seja dJl-(9) uma medida de Haar em G tal que satisfaz: 
1 dfl(g)- 1 dfl(g) = 1, 
G, Ga 
e vamos definir a seguinte aplicação Av : 1í ------t 'Ff definida por 
Av(~Q(x,y)) = r l'(g(x,y))dfl(g)- r l'(g(x,y))dfl(g). 
las laa 
e Av : X ---+ Xc definida por: 
Teorema 4.23 
Seja f(x, y) E 'Ff tal que dimRTí/ J(f) < oc. Se as aplicações \'r, ... , \'k E 1í formam uma 
base para Tí/J(f), então Av(~Q1 ), ... , Av(~Qk) geram o espaço vetorial 'Ff /J0 (!). 
A demonstração deste teorema encontra-se no apêndice. 
Demonstração do Teorema 4.20: Considere G o grupo formado por g1 (x, y) = (x, y) 
e g2(x, y) = ( -x, -y). Seja ainda G, = {g,} e G" = {g2 }. Temos que a seguinte função é 
G-anti-invariante: 
1 
F(x,y) = xy2 'f Sx3 . 
Por outro lado, da teoria de singularidades (ver [1]), sabemos que 
1 
F;,p,v(x, y) = xy2 'f 3x3 + v(x2 ± y 2) + .\x + flY 
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é um desdobramento universal para f(x, y) E 1-l. 
Portanto 
\i'r(x,y) = ~~(x,y) =x2 ±y2 , 
l'z(x, y) = ~r (x, y) = x e 
\1'3(x,y) = ~;(x,y) = y 
formam uma base para H/J(f). 
Logo, pelo teorema 4.23 temos que Av(ft·Jt), Av(cp2), Av(<P3 ) geram o espaço vetorial 
-G 
H /JiJ(f). 
Observe que Av(rpt)(x, y) =O, logo a codimensão da singularidade é igual a dois e um 
desdobramento universal para F(x, y) é 
• 
Observação 4.24 
A título de completude é necessário provar o Teorema de Preparação de Malgrange para 
funções 'll2-anti-invaríantes e, consequentemente, que se um desdobramento 7l2-anti-ínvari-
ante é infinitesimalmente versal, então é versa!. Acreditamos que a prova de tais teoremas 
seguem a linha do trabalho de Poenaru {[30}). 
4.3 Enunciado e Prova do Teorema C 
Nós consideraremos a seguinte aplicação que vai do conjunto das aplicações hamiltonianas 
7l2-anti-invariantes no conjunto dos campos hamiltonianos reversíveis. 
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onde X H é dado por 
{ 
· OH x--
x . - 8y H· . 
· 8H y=-ax 
A aplicação Ç é um homeomorfismo de Jíc em XH. Estamos considerando a topologia 
coo. Mais ainda, temos que se duas aplicações anti-invariantes H e K são equivalentes a 
direita, então os campos hamiltonianos reversíveis XH e XK são C 0-equivalentes. 
Vamos definir os seguintes conjuntos em X H: 
E~= {X E XH :C1(XH) E Ef} e 
E!j ={X E XH: C'(XH) E Ei'}. 
Teorema 4.25 (Teorema C) 
1. ~{f é aberto e denso em X H. 
2. X é estruturalmente estável relativo a XH se, e somente se, X E E-!f. 
3. Ef é aberto e denso em xr = XH- E~. 
4- X é estruturalmente estável relativo a ${1 se, e somente se, X E :E·{l. 
5. E~ é aberto e denso em X f = Xf- Efl. 
6. X é estruturalmente estável relativo a xr se, e somente se, X E :E:. 
7. Não existem singularidades simétricas de codimensão O e L 
8. As formas normais para as famüias a 2-parâmetros genéricas de campos hamiltonianos 
reversíveis com singularidades simétricas são: 
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Demonstração: A demostração segue do fato de Ç ser um homeomorfismo e dos teore-
mas 4.12, 4.13, 4.16, 4.17, 4.18, 4.19 e 4.20. • 
As figuras 4.1 e 4.2 mostram o diagrama de bifurcação dos únicos dois tipos possíveis de 
singularidades simétricas de campos hamiltonianos reversíveis do tipo (2,0). 
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Apêndice A 
Funções G-Invariantes e 
G-Anti-Invariantes 
A.l Germes C-Invariantes 
Seja G um grupo de transformações agindo em IRn. Vamos definir função ou germe de função 
C-invariante. 
Definição A.l {{30}) 
Seja G um grupo agindo sobre IRn. 
1) Dizemos que uma função (germe) f : IR" ----+ IR é G-invariante se f(gx) = f(x) 
'<lg E G e '<lx E IR". 
2) Dizemos ainda que um campo vetorial X é G-equivariante se gX(x) = Tg(X(x)) = 
X(gx). 
Vamos denotar por H? a álgebra dos germes 0 00 C-invariantes. E por $ 0 os germes de 
campos de vetores G-equivartantes. 
Vamos definir agora o que é um desdobramento: 
Definição A.2 
Seja f(x) E 'Ff e F(x, f") tal que F(x, O)= f(x), então dizemos que F é desdobramento de 
f. 
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Vamos definir agora o que é um desdobramento versaL 
Definição A.3 
Um desdobramento F(x, !') de f(x) é versal se: dado H(x, v) outro desdobramento de f, 
então existe o seguinte diagrama comutativo: 
tal que: 
o}<l'lxx{O) = Idx; 
b }<l' e 1li são coo; 
X x V 
+ proj 
v 
~X X u 
+ proj , 
u 
c)<D é G-equivariante1 isto é1 <I>(gx 7 v)= g<'I>(x) v); 
d)H =F o <l'. 
Nós observamos que se f E 1f e X E XG, então temos que df(X) E 'Fi?. Essa afirmação 
não é difícil de ser provada e será provada na secção A.3. 
Definição A.4 
Definimos o ideal Jacobiano invariante por: 
Vamos fazer a seguinte hipótese. Suponha que dimR ~ / .JG(f) < oc. 
Definição A.5 
O desdobramento F(x, J.L), com f1 = (J.L1, ... , Jlk), é infinitesimalmente versal se: g~ (x, O), 
g:, (x, O), ... ,%/:. (x, O) E 1f I Jc(f), formam uma base para o espaço vetorial ]f I Jc(f). 
Agora, vamos enunciar o principal resultado que relaciona desdobramentos infinitesimal-
mente versais com versais. A demonstração deste próximo resultado pode ser encontrada 
em [30]. 
A.2. APLICAÇÕES DE GERMES C-INVARIANTES 117 
Teorema A.6 (da versa/idade} 
Se F(x, J.l) é um desdobramento infinitesimalmente versal de f(x), então F(x, IJ) é versal. 
Durante a demonstração em [30), temos um lema que nos será útil aqui. 
Lema A.7 
=" -
Se f(x) E 1-l tal que dimR 1-l/J(f) < oo. Então 
-G -
1) dimR 1-l !Ja(f) < dimR 1-l/J(f). 
2) Se cp 1 (x), cp2(x), ... , 'Pp(x) E 1-l formam uma base para o espaço vetorialtl/J(f), 
então Av(cp1), ... , Av(cp,) formam uma base para 'Ff / Ja(f). 
Agora vamos definir a aplicação Av : H ----+ 'Ff usada no lema anterior: 
Av : 1-l -+ 1-lG 
cp(x) >---+ Ia cp(gx)d!'(g) 
onde dp,(g) é uma medida de Haar sobre G tal que fad!'(g) = 1. 
O desdobramento versal é em alguns casos chamado de universal devido ao seguinte 
teorema de unicidade. 
Teorema A.8 (Unicidade} 
SeU= (u1, ... , uk) e V= (v1, ... , vk) são dois espaços de parâmetros e F1(x, u) e F2(x, v) 
são dois desdobramentos tais que os conjuntos {%e(x,O), ... , ~(x,O)} e {~(x,O), ... , 
fu8F (x, O)} são bases do mesmo espaço vetorial "H? j 3a(f). Então F1 e F2 são desdobramentos ,, 
equivalentes. 
A.2 Aplicações de Germes G-Invariantes 
Como uma aplicação desta teoria, suponha que G é um grupo, agindo em JR2 , compacto, na 
verdade finito, formado por dois elementos: a identidade g1{x, y) = (x, y) e por g2 (x, y) = 
(x, -y). Seja f(x, y) = xy2 - kx' E 1-/.G Da teoria de singularidades [1], temos que 
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é um desdobramento universal para f (x, y) = xy2 - kx3 , e portanto IPb rp2 e r.p3 dados por 
'Pr ~\(x,y) x2 + y2, 
'P2 ~:(x,y) xe 
'P3 ~~(x,y) y 
geram H/ :f(!). Agora aplicando o lema A.7 temos que Av(cp1), Av(<P2) e Av(<P3 ) geram 
~ 
H /:!c (f). Observe que 
Av(cp,)(x, y) ~ fc 'P3(g(x, y))d!'(g) ~ <,03(x, y) + cp3(x, -y) ~ y + ( -y) ~O 
Portanto um desdobramento universal para J(x, y) em 1f é 
A.3 Germes C-Anti-Invariantes 
.\Tão podemos usar o mesmo argumento usado em [17] para funções hamiltonianas que dão 
origem a campos hamiltonianos do tipo (2,0)-reversíveis. Pois o grupo que queremos aplicar 
a teoria é formado pela identidade g1(x, y) ~ (x, y) e por g2 (x, y) ~ ( -x, -y). Mas estamos 
interessados em estudar a função f(x, y) = xy2 +x3 . Mas observe que f(g2 (x, y)) =- f(x, y), 
portanto f não é C-invariante. 
A princípio, deveriamos estudar funções que satisfazem a condição f(g(x,y)) = -f(x,y) 
para todo g E G, contudo isso não é possível, pois se exigirmos que f (g ( x, y)) = ~f ( x, y) para 
todo g E C, a composição de dois elementos nos dão: f(g1gz(x, y)) ~- f(g2 (x, y)) ~ f(x, y). 
Uma alternativa é separar o nosso grupo G em duas componentes: G = GalJG8 • Ga é 
a componente formada por anti-simetrias e Gs é a componente formada por simetrias. A 
composição de urna anti-simetria com outra anti-simetria é uma simetria, e a composição 
de anti-simetria com simetria é anti-simetria enquanto que a composição de simetrias é uma 
simetria. Observe que Gs é um subgrupo de G. 
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Definição A.9 
Considere G = ( G, G s, G a), onde G é um grupo compacto agindo sobre IR2 tal que G = 
Ga U Gs e Ga n Gs = 0. Seja ainda f(x, y) E Jí. Dizemos que f é C-anti-invariante se: 
f(g(x, y)) ~- f(x, y) lfg E Ga e 
f(g(x, y)) ~ f(x, y) lfg E G,. 
A notação usada para o conjunto dos germes de funções C-anti-invariantes é 'Ff. 
Como na secção A.l, um campo vetorial X(x,y) é dito C-invariante se X(g(x,y)) = 
Tg(X(x, y)) = g(X(x, y)), e denotamos o conjunto dos germes de campos vetoriais G-
equivariantes por XG. 
Proposição A.lO 
Se f E H" então: 
<df(g(x,y)),.>=<df(x,y),g-1 > lfgEG, e 
< df(g(x, y)),. >=- < df(x, y), g-'. > Vg E Ga. 
onde < ., . > é o produto interno usual em IR?. 
Prova: Seja g E Gs, logo o diagrama seguinte é comutativo: 
X __!__, IR 
L, t /'f 
X 
Onde L9 é a multiplicação a esquerda por g, definida por: 
L9 : X -+X 
(x,y) >---+ g(x,y) 
Como G é um grupo compacto, pelo teorema de Montgomery-Bochner podemos tomar as 
ações lineares, logo: 
dL,,,,,,(v) = gv. 
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Olhando para as diferenciais temos que: 
dfcx,y) = dfg(x,y) O dL9(>;,y), 
daí 
= df9(x,y)(v) =< df(g(x,y)),v >. 




x -t m 
L 9 -!- /'f 
X 
-df(x,y) = d/g(x,y) O dL9 (:ro,y)' 
< df(x,y),g- 1v >=- < df(g(x,y)),v >. 
._....ã tY>G -G 
Se f E 1-l e X E "" , então df(X) E 11. . 
Prova: Pela proposição anterior nós temos que: 
então 
df(x,y) = djg(x,y) O dL9(x,y), 
dfg(x,yj(X (g(x, y))) = dfg(x,y)(g(X(x, y))) = 
= dfg(x,y) o dL91,,,1 (X(x, y)) = df(x,yj(X(x, y)). 
• 
• 
De posse dessa última proposição, estamos em condições de definir o ideal Jacobiano para 
funções C-anti-invariantes. 
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Definição A.12 
O ideal jacobiano anti-invariante é definido por: 
:Ta(!)= {df(X) =< df,X >:X E Xa}. 
Seja d!'(9) uma medida em G tal que satisfaz: 
e vamos definir a seguinte aplicação Av : 1i ---1- '1J? definida por 
Av(cp(x,y)) =la, cp(g(x,y))d!'(9) -la" cp(g(x,y))d!'(9) 
e Av : X ----> Xa definida por: 
Vamos enunciar e provar o principal resultado do apêndice. 
Teorema A.l3 
Seja f(x, y) E "'Jfl tal que dimR1i/ J(J) < oo. Se as aplicações 'Pll ... 1 ifk E 1l formam uma 
base para H/:T(f), então Av(cp1), ... , Av(cpk) geram o espaço vetorial'fl" /:Te(!). 
Prova: Seja h E H/ :T(f), então por hipótese existem .\, ... , Àk E me X E X tais que: 
k 
h(x,y) = I;À;cp;(x,y)+ < df(x,y),X(x,y) >. 
í=l 
Como f E 'fi5, usando a proposição A. lO temos: 
Av(< df(x,y),X(x,y) >) = 
= r < df(g(x,y)),X(g(x,y)) > d!'(g)-la, 
- r < df(g(x,y)),X(g(x,y)) > d!'(g) = la, 
= r < df(x, y), g-1X(g(x, y)) > d!'(g)+ 
la, 
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+ { < df(x,y),g- 1X(g(x,y)) > dJ1(g) ~ 
la. 
~ k < df(x, y), g-1 Y(g(x, y)) > dJ1(9) ~ 
~< df(x,y),Av(X(x,y)) >. 
Portanto, se h(x, y) E Jl? então 
k 
h(x,y) ~ Av(h(x,y)) ~ LÀ,Av(<p,)+ < df,Av(X) >, 
i=l 
e daí, temos que Av(<p1 ), ... ,Av('P<) geram 11G/J0 (!). • 
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