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Abstract 
In this note, we show under a less restrictive setting than previously that there exists a collision-brake orbit of 
prescribed energy to a certain second-order Hamiltonian system. 
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1. Introduction 
This note was motivated by recent work of Ambrosetti and Coti Zelati [l] and Tanaka [7]. 
They studied the existence of time-periodic solutions of second-order Hamiltonian systems: 
(HS) 4 + V’(q) = 0, 
where V(X) is singular, e.g., at x = 0. Ambrosetti and Coti Zelati treated (HS) for both the 
so-called (i) strong-force and (ii) weak-force cases. For (i), - V(x) blows up at least as rapidly 
as IX]-* as x + 0, while for (ii) - V(X) + 03 as x + 0 less rapidly than ) x ) -*. The concern 
here is only with (ii). 
For (i), I$J”~* solutions cannot enter the singularity, i.e., collisions are not possible. For (ii> 
however, it is possible that q(t) = 0 for some values of t, so collisions can occur. For such 
values of t, (HS) makes no sense. Thus one needs a notion of a generalized solution of (HS) to 
cover such situations. Such a notion was introduced in [2]: a function q : R + R” is said to be a 
generalized T-periodic solution of (HS) if q is continuous and T-periodic, Pr {t E [0, T] 1 q(t) = 
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0} is of measure 0, q E C*([O, T]\Y, W> and satisfies (HS) on LO, Tl\y, there is a constant h 
such that for t E [O, Tl\P, 
;14(t)l*+ I/(&)) =h 
and 
/,‘[: 14(f) I * + I V(4P)) I] dt < OcI* 
/ 
In Dl, 
F 
rosetti and Coti Zelati used a novel variational argument together with an 
approxi tion argument to prove that for any h < 0, there exists a T = T(h) > 0 and a 
corresponding generalized T-periodic solution of (HS) of energy h. Their assumptions on I/ 
were that 
I/E C2(Rn\ IO], q, (1.1) 
31/‘(q) ‘4 + V”(q)(q, 4) + 0, 4 E ~“\{OL (1.2) 
q&P-0, 4E~n\{O}, (1.3) 
there is an (Ye E (0, 2) such that 
V’(q) ‘4 2 -q(4), 4 E ~“\I013 (1.4) 
there is an a2 E (0, 2) and R, > 0 such that 
V’(q) .q < -a2V(q), 0 < Iq I <R,, (1.5) 
(1.6) 
Tanaka [7] treated the same problem under somewhat milder hypotheses than those of [ll 
and obtained a similar result. His assumptions were 
V-E C2(~“\{O), q, (1.7) 
q?) < 0, 4 E R”\{Oj, (W 
Q),v’(q)+O, as Id -3 (1.9) 
1413~‘(4), 1914~(q)+0, as Id -fO, (1.10) 
as well as (1.4) and (1.5). Tanaka used a rather different variational formulation of the problem 
from that of [l]. Moreover, under the further assumptions that n > 4, (Y E (0, 2) and 
1 
I/(q) = - m + W(q), (1.11) 
where 
I4 I LyJqq), I9 I (y+lw’(q), I4 I a+2w”(q) + 0, (1.12) 
as I q 1 + 0, Tanaka employed a Morse index argument to show that the generalized solution 
was in fact a classical solution if (Y E (1, 21, while if cr E (0, 11, there is a generalized solution 
with at most one collision. 
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In this note, simple minimization arguments will be used to prove directly that in a less 
restrictive setting than that of [1,7] there exists a collision-brake orbit of (HS) of prescribed 
energy h. More precisely, there exists a W’,2 solution of (HS) of energy h which at time 0 is at 
the singularity 0, and at some time T = T(h) satisfies V(q(T)) = h and G(T) = 0. Reflecting this 
solution as an even function about t = T yields a generalized 2T-periodic solution of (HS) of 
energy h. Combining this results with Tanaka’s shows that generalized periodic and classical 
periodic solutions can coexist on the same energy surface. 
The precise statement of our result and details of its proof will be carried out in Section 2. 
Ambrosetti and Tanaka have informed us that results related to ours but by different 
arguments have been obtained recently by Coti Zelati and Serra. Other work on periodic 
solutions of prescribed energy of singular Hamiltonian systems has been done in [3,4]. 
2. Collision-brake orbits 
The potential energy I/ is assumed to satisfy 
W,> I/E CW\{O], R>, n > 1; 
(V,) V(q)+ --co as q-+0; 
(V,) there exists 4 E W’,2([0, 11, Rn> such that 
4(O) =0 and -/“%(4(t)) dt < 00. 
For h E R, let R = L?(h) = {q E R” I V(q) <h} and let 9 =g(h) be the component of R 
containing 0. Assume that 
(V,) 9 is compact and T/’ f 0 on ag;. 
Our main result is the following. 
Theorem 2.1. Zf V satisfies (V,>-(V,) and 9th) f 0, then there is a T > 0 and a solution q of 
(HS) 0~1 (0, T) such that q E W132([0, Tl, Rn) n C2((0, T], WI, q(O) = 0, q(t) EL~\{O} for t E 
(0, T), V(q(T)) = h, G(T) = 0 and -1: V(q(t)) dt < ~0. 
As was mentioned in Section 1, the following is an immediate consequence of Theorem 2.1. 
Corollary 2.2. Under the hypotheses of Theorem 2.1, there exists a generalized 2T-periodic solution 
of &IS). 
Proof. Let q(t) be the solution of (HS) given by Theorem 2.1. Then 
ilG(t)12+V(q(t))=const.=a, tE(O,T], (2.1) 
and setting t = T shows a = h. Noting that G(T) = 0 and first extending 4 as an even function 
about T to [T, 2T] and then 2T-periodically to [w, it is easy to verify that q so extended is a 
generalized 2T-periodic solution of (HS) in the sense defined in Section 1. q 
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The proof of Theorem 2.1 will be carried out in a series of steps. Let 7 E (0, m> and 
Z, = (4 E Wl,*([O, ~-1, IF!“) I q(0) = 0, q(t) &(h) for t E [0, T] and V(q(7)) = h}. (2.2) 
Let 
E= qGV,~~(R+,lR”)f~~I* dt<m 
i 0 
under the norm 
(2.3) 
II 4 II * = lj-I 4 I * dt + I q(O) I *, 
and 
Z, = {q E E I q(0) = 0, q(t) EG for t E (0, a), and q(t) + a9 as t + a}. 
By (VJ, Z” # fl for each 7 E (0, ~1. Let 
r= u r,. 
O<T<rn 
For T E (0, ~1 and q E r,, set 
(2.4) 
(2.5) 
I,(q)=@ki*-&(q)] dt, (2.6) 
where V,(q) = V(q) -h. Since q E r,, V,(q(t)) a 0 for all t E [0, T] with equality if and only if 
q(t) E a9. 
Define 
c = _Fofml Z,(q)* (2.7) 
4=r, 
Proposition 2.3. Zf V satisfies (Vi)-(V,) and ~3 + Id, there is a T E (0, ~1 an< q E rT such that 
Z,(q) = c. 
Proof. Let 7,, 
qm to [W+ 
q, E ZTm be a minimizing sequence for (2.7). For technical convenience, extend 
via qm( t) = q,(T,J for t > 7,. Then along a subsequence, T, + T E LO, ~1. If T = 0, 
as m + W, since the form of Z,_ implies 
II 4, II LZ([O,r,]) G KIT 
with K, independent of m. But, 
(2.9) 
cl Q,(t) 1 dt > I q,(o) -9,(Tm) I > X%51 X I > 0, 
contrary to (2.8). Hence T > 0. 
(2.10) 
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By (2.9) and q,(O) = 0, (q,) is bounded in E. Hence there is a q E E such that q, converges 
to q weakly in E and q, + q in LQR’, KY>. Therefore q(O) = 0 and q(t) & for all t > 0. 
Suppose T < ~0. Then V(q(T)) = h and q E r,. Moreover, 
I,(q) G & &m(q,)> (2.11) 
m-m 
and therefore, by (2.7), I,(q) = c. To verify (2.111, let E > 0 and x,(s) = 1 if s 2 E, x,(s) = 0 if 
s < E. Then, 
~,,Jq,,J 2 /,‘“r + I& I * - Y&,)x,( 14, I)] dt. (2.12) 
By the L”;,, convergence of qm, (2.12) implies 
1 dt. (2.13) 
Since (2.13) holds for each E > 0, the Monotone Convergence Theorem yields (2.11). 
If 7, + ~0, the above argument shows 
h&r J&&n) 2 I,(q), (2.14) 
rn+oo 
for all r > 0. Hence (2.11) also holds if T = ~0. If q E r,, then I,(q) = c as above. Now q E r, if 
q(t) + a$3 as t -+ a. This follows, e.g., by an argument from [5]. Suppose first that q(t) avoids a 
uniform E-neighborhood of iX&. Then - Vb(q(t)) 2 (Y > 0 and 
I,(q) 2 /W - I/h(q) dt = 03, 
0 
contrary to (2.14). Thus there is a sequence s, + ~0 such that q(s,) + as. If qm(t) f, Z3 as 
t -+ 03, by the compactness 9, there is a ,.$ ES(h) and a,,, + CO such that q(am) + 5. Conse- 
quently, q oscillates between a neighborhood of 5 and a neighborhood of as infinitely many 
times. In particular if B,(t) denotes an open ball of radius r centered at 5, for p small, q 
crosses from Wp([) to aB 2(5) infinitely many times. By [5, Lemma 3.61, each such crossing 
contributes at least i 2p(p) p to I,(q) where F 
P(P) = &$$ 
P P/ 
2(5) - vh(x)* 
Hence I,(q) = w contrary to (2.14) again. Thus Proposition 2.3 is proved. q 
Remark 2.4. Suppose q(a) E &3 for some u E (0, T). Then q E r, and 
I,(q) ~&WY (2.15) 
with strict inequality unless 
I’i+ I4 I * - &(q)) dt = 0. (2.16) 
The minimal@ property of I,(q) provided by Proposition 2.3 implies that (2.16) must hold. 
Since (2.16) is only possible if q(t) = q(a) for t E [a, Tl, by choosing T appropriately, it can be 
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assumed that q(t) EJZ for t E [0, T). A related but simpler argument shows that q(t) Z 0 for 
t E (0, T). 
Proposition 2.5. q E C2((0, T), W> and satisfies (HS) for t E (0, T). 
Proof. $ C2([0, W) that = near and Then + E for 6 0 
and Proposition 
I,(q W) I,(q). 
Dividing by and 8 0 
~‘(@j-V’(q).+) (2.18) 
all $. argument [5, 3.181 shows q C2((0, WI 
satisfies on T). 
Remark 2.6. Since 4 E L2([0, T], W), q E C([O, T), Rn), and in fact if T < m, q E C([O, Tl, R”>. 
Moreover, if T < ~0, (HS) implies q extends as a C2 function to t = T. Thus to complete the 
proof of Theorem 2.1, it remains to show that T < ~0 and 4(T) = 0. 
Proposition 2.7. T < m. 
Proof. Suppose T = 00. Since q(t) -+ ag as t + m and as is compact by <V,>, there is an 
unbounded sequence t, and 5 E a9 such that q(t,) + 5 as m + cc). Being a solution of (HS), q 
satisfies 
f14(t)12+V(q(t))=H, =(O,w), (2.19) 
for some constant H. Setting t = t, and letting m + 03 shows H > h = V(&9>. If H > h, the 
fact that q(t) EL% for all t and (2.19) imply 
I q(t) I 2 > 2(H - h) > 0. (2.20) 
Consequently II 4 II Lo = 03, a contradiction. Therefore H = h and by (2.191, 
4(t) + 0 as t+w. (2.21) 
Now an argument from [6] will be employed. By (VJ, V’(t) z 0. Hence there is a neighborhood 
U of 5 such that 
IV’(“)-v’(t)1 ~;w’(~)I, XEU. (2.22) 
By (HS) and (2.22), Ii(t) I is bounded when q(t) E U. This bound and (2.22) yield a bound for 
14(t) 1 when q(t) E U. It follows that there is an m0 E IW and 6 > 0 such that for all m > m,, 
q(t) E U for t E (t,, t, + 8) and for such t, 
14(+4&J= I/+(&)) dsl = l(t-t,)v’(g)-/‘(V~(~)-V’(q(s))) dsl 
trn 6, 
a gt - t,) I fq6) I. (2.23) 
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Therefore, 
= ($‘I V’(cg I-6 I4(L) I)" (2.24) 
and 
Z,(q) > 2 ltm+‘; 14(t) I * df 2 & C(fs* I V’(6) I-6 I4(t,) I)” = m, (2.25) 
m0 m m0 
via (2.21). Thus T must be finite. 0 
Finally another argument from [6] completes the proof. 
Proposition 2.8. G(T) = 0. 
Proof. Let a E (0, T) and L > 1. Define 
q(t), 
w(t) = 
q T-a+ 
i 
t-(T-a) 
I L ) 
Then w E rT-a+La and by Proposition 
Z T-atLaW >Z,(q) 
or 
O<t<T-a, 
T-a<t<T-a+La. 
2.3, 
Dividing (2.28) by a and letting a -+ 0 yields 
&lG(T)l’ a + Ii(T) I *. 
Since L > 1, Q(T) = 0 and the proof of Theorem 2.1 is complete, q 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
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