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Abstract
The asymptotic dimension of metric spaces is an important notion in geometric
group theory introduced by Gromov. The metric spaces considered in this paper are
the ones whose underlying spaces are the vertex-sets of graphs and whose metrics are
the distance functions in graphs. A standard compactness argument shows that it
suffices to consider the asymptotic dimension of classes of finite graphs.
In this paper we prove that the asymptotic dimension of any minor-closed family,
any class of graphs of bounded tree-width, and any class of graphs of bounded layered
tree-width are at most 2, 1, and 2, respectively. The first result solves a question of
Fujiwara and Papasoglu; the second and third results solve a number of questions of
Bonamy, Bousquet, Esperet, Groenland, Pirot and Scott. These bounds for asymptotic
dimension are optimal and improve a number of results in the literature. Our proofs can
be transformed into linear or quadratic time algorithms for finding coverings witnessing
the asymptotic dimension which is equivalent to finding weak diameter colorings for
graphs. The key ingredient of our proof is a unified machinery about the asymptotic
dimension of classes of graphs that have tree-decompositions of bounded adhesion over
hereditary classes with known asymptotic dimension, which might be of independent
interest.
1 Introduction
The asymptotic dimension of metric spaces is an important notion in geometric group
theory introduced by Gromov [12]. (See [4] for a survey.) There are a number of equivalent
definitions for asymptotic dimension. Here we use the following version. For a nonnegative
integer n, the n-dimensional binding function of a metric space (X, d) is a function f :
R
+ → R+ such that for every positive real number r, there exist collections U1,U2, ...,Un+1
of subsets of X such that
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•
⋃n+1
i=1
⋃
U∈Ui
U ⊇ X ,
• for each i ∈ [n + 1], if U, U ′ are distinct elements of Ui, then d(x, x
′) > r for every
x ∈ U and x′ ∈ U ′, and
• for each i ∈ [n + 1] and U ∈ Ui, if x, x
′ ∈ U , then d(x, x′) ≤ f(r).
The asymptotic dimension of a metric space (X, d) is the least integer n such that there
exists an n-dimensional binding function.
In this paper we study the asymptotic dimension of the metric spaces defined by graphs.
For a nonnegative integer n, the n-dimensional binding function of a graph G is an n-
dimensional binding function of the metric space (V (G), dG), where for every x, y ∈ V (G),
dG(x, y) is the minimum number of edges of a path in G between x and y. We call dG(x, y)
the distance in G between x and y. The asymptotic dimension of a graph G is the minimum
n such that there exists an n-dimensional binding function of G. For a class F of graphs, the
asymptotic dimension of F , denoted by asdim(F), is the minimum n such that there exists
an n-dimensional binding function of all graphs in F .
Note that the asymptotic dimension of any finite graph is 0. So it is only interesting to
consider asymptotic dimension of an infinite graph or an infinite class of graphs. A simple
compactness argument shows that the asymptotic dimension of an infinite locally finite graph
is at most the asymptotic dimension of the class of its finite induced subgraphs.
Hence in this paper, we only consider the asymptotic dimension of classes of finite graphs.
From now on, graphs in this paper are finite, unless otherwise stated.
The work of this paper is motivated by the following question of Fujiwara and Papasoglu
[10] about asymptotic dimension and graph minors. A graph H is a minor of another graph
G if H is isomorphic to a graph that can be obtained from a subgraph of G by contracting
edges.
Question 1.1 ([10, Question 5.2]). Is there a constant M such that for every graph H, the
class of H-minor free graphs has asymptotic dimension at most M? Can we take M = 2?
Ostrovskii and Rosenthal [15] proved a bound depending on the graph H : for every
graph H , the class of H-minor free graphs has asymptotic dimension at most 4|V (H)| − 1.
Bonamy, Bousquet, Esperet, Groenland, Pirot and Scott [5] proved the case for bounded
maximum degree graphs: for every integer ∆ and graph H , the class of H-minor free graphs
of maximum degree at most ∆ has asymptotic dimension at most 2. Bonamy et al. [5] used
their result to answer a question of Ostrovskii and Rosenthal [15] by showing that for every
finitely generated group Γ with a symmetric finite generating set S, if there exists a graph
H such that H is not a minor of the Cayley graph for (Γ, S), then the asymptotic dimension
of the Cayley graph for (Γ, S) is at most 2. Bonamy et al. [5] also proved the case H = K3,t
for every positive integer t and the case that H is an apex-forest in Question 1.1.
One of the main results of this paper is a complete solution of Question 1.1 and hence
improves the aforementioned results of Ostrovskii and Rosenthal [15] and Bonamy et. al.
[5]. It also solves a question [5, Question 9] about the difference between forbidding minors
and forbidding “fat minors” and a question [5, Question 5] about forbidding Ks,t-minors in
a strong sense.
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Theorem 1.2. For every graph H, the asymptotic dimension of the class of H-minor free
graphs is at most 2.
Note that the number 2 in Theorem 1.2 is optimal if H is a non-planar graph, since the
class of 2-dimensional grids has asymptotic dimension 2 [12]. When H is planar, we prove
that the number 2 can be improved to be 1.
Theorem 1.3. For every planar graph H, the asymptotic dimension of the class of H-minor
free graphs is at most 1.
Bonamy et al. [5, Question 3] asked whether there exists a constant k such that for every
positive integer w, the class of graphs of tree-width at most w has asymptotic dimensional
at most k. A tree-decomposition of a graph G is a pair (T,X ) such that T is a tree and X
is a collection (Xt : t ∈ V (T )) of subsets of V (G), called the bags, such that
•
⋃
t∈V (T )Xt = V (G),
• for every e ∈ E(G), there exists t ∈ V (T ) such that Xt contains the ends of e, and
• for every v ∈ V (G), the set {t ∈ V (T ) : v ∈ Xt} induces a connected subgraph of T .
For a tree-decomposition (T,X ), the adhesion of (T,X ) is maxtt′∈E(T )|Xt ∩ Xt′ |, and the
width of (T,X ) is maxt∈V (T )|Xt| − 1. The tree-width of G is the minimum width of a tree-
decomposition of G.
Note that by the Grid Minor Theorem [16], excluding any planar graph as a minor is
equivalent to having bounded tree-width. Hence Theorem 1.4 which is an equivalent form
of Theorem 1.3 solves this question of Bonamy et al. in a strong sense.
Theorem 1.4. For every positive integer w, the asymptotic dimension of the class of graphs
of tree-width at most w is at most 1.
Bell and Dranishnikov [4] and Fujiwara and Papasoglu [10], respectively, showed that the
class of trees and the class of cacti, respectively, have asymptotic dimension 1. Note that
trees have tree-width at most 1 and cacti have tree-width at most 2. So Theorems 1.3 and
1.4 are optimal and generalize the results of Bell and Dranishnikov [4] and Fujiwara and
Papasoglu [10]. Theorems 1.3 and 1.4 also generalize results of Bonamy et al. [5] who proved
the same for the class of graphs of bounded path-width and proved the case with the extra
bounded maximum degree condition.
By using a trick in [5], we are able to obtain optimal results for asymptotic dimension
for graphs of bounded layered tree-width. A layering of a graph G is an ordered partition
(V1, V2, ...) of V (G) into (possibly empty) subsets such that for every edge e of G, there exists
ie such that Vie ∪ Vie+1 contains both ends of e. We call each Vi in (V1, V2, ...) a layer. The
layered tree-width of a graph G is the minimum w such that there exist a tree-decomposition
of G and a layering of G such that the size of the intersection of any bag and any layer is at
most w.
We prove the following result, improving a result of Bonamy et al. [5] who proved the
same for graphs of bounded layered path-width.
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Theorem 1.5. For every positive integer w, the asymptotic dimension of the class of graphs
of layered tree-width at most w is at most 2.
Layered tree-width is a common generalization of tree-width and Euler genus of graphs.
A number of classes of graphs with some geometric properties have bounded layered tree-
width. For example, Dujmovic´, Morin and Wood [9] showed that for every nonnegative
integer g, graphs that can be embedded in a surface of Euler genus at most g has layered
tree-width at most 2g + 3.
In fact, classes of graphs of bounded layered tree-width are of interest beyond minor-
closed families. Let g, k be nonnegative integers. A graph is (g, k)-planar if it can be drawn
in a surface of Euler genus at most g such that every edge crosses at most k other edges. So
(g, 0)-planar graphs are exactly the graphs of Euler genus at most g. It is well-known that
(0, 1)-planar graphs (also known as 1-planar graphs in the literature) can contain arbitrary
graph as a minor. So the class of (g, k)-planar graphs is not a minor-closed family. On the
other hand, Dujmovic´, Eppstein and Wood [7] proved that (g, k)-planar graphs have layered
tree-width at most (4g + 6)(k + 1).
Hence the following immediate corollary of Theorem 1.5 solves a question [5, Question 4]
about 1-planar graphs and generalizes a result of Fujiwara and Papasoglu [10] about planar
graphs and a result of Bonamy et al. [5] about graphs of bounded Euler genus.
Corollary 1.6. For any nonnegative integers g and k, the class of (g, k)-planar graphs have
asymptotic dimension at most 2.
Recall that Corollary 1.6 (and hence Theorem 1.5) is optimal since the class of 2-
dimensional grids has asymptotic dimension 2. Other extensively studied graph classes that
are known to have bounded layered tree-width include map graphs [7] and string graphs with
bounded maximum degree [8]. We refer readers to [7, 8] for the discussion for those graphs.
One weakness of layered tree-width is that adding apecies can increase layered tree-width
a lot. Note that for any vertex v in a graph G and for any layering of G, the neighbors of
v must be contained in the union of three consecutive layers. So if a graph has bounded
layered tree-width, then the subgraph induced by the neighbors of any fixed vertex must have
bounded tree-width. However, consider the graphs that can be obtained from 2-dimensional
grids by adding a new vertex adjacent to all other vertices. Since 2-dimensional grids can
have arbitrarily large tree-width, such graphs cannot have bounded layered tree-width.
In contrast to the fragility of layered tree-width about adding apecies, we show that
adding a bounded number of apecies does not increase the asymptotic dimension. Let F be
a class of graphs. For every nonnegative integer n, define F+n to be the class of graphs such
that for every G ∈ F+n, there exists Z ⊆ V (G) with |Z| ≤ n such that G−Z ∈ F . We also
denote F+1 by F+.
Theorem 1.7. Let F be a class of graphs. Let n be a nonnegative integer. Then the
asymptotic dimension of F+n equals the asymptotic dimension of F .
This leads to the following strengthening of Theorem 1.5.
Corollary 1.8. Let k be a nonnegative integer. Let w be a positive integer. Let F be a class
of graphs such that for every G ∈ F , there exists Z ⊆ V (G) with |Z| ≤ k such that G − Z
has layered tree-width at most w. Then the asymptotic dimension of F is at most 2.
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The key ingredient of the proof of our aforementioned results in this paper is the follow-
ing theorem that allows us to show that generating a new class of graphs from hereditary
classes by using tree-decompositions of bounded adhesion does not increase the asymptotic
dimension. We say that a class F of graphs is hereditary if for every G ∈ F , every induced
subgraph of G belongs to F . For a graph G and S ⊆ V (G), we denote the subgraph of G
induced by S by G[S].
Theorem 1.9. Let F and F ′ be hereditary classes of graphs. Let θ be a positive integer. Let
F∗ be a class of graphs such that for every G ∈ F∗, there exists a tree-decomposition (T,X )
of G of adhesion at most θ, where X = (Xt : t ∈ V (T )), such that for every t ∈ V (T ),
• G[Xt] ∈ F , and
• F ′ contains every graph that can be obtained from G[Xt] by adding new vertices and
new edges such that for each new vertex v, there exists a neighbor tv of t in T such
that the neighbors of v are contained in Xt ∩Xtv .
Then asdim(F∗) ≤ max{asdim(F), asdim(F ′), 1}.
Theorem 1.9 possibly can be further combined with Theorems 1.2, 1.4, Corollary 1.8, or
other classes with known asymptotic dimension in the literature to generate more compli-
cated classes of graphs without increasing the asymptotic dimension.
Indeed, the asymptotic dimension is closely related to the notion of weak diameter col-
oring. We need some definitions to formally state this relation.
Let G be a graph. The weak diameter in G of a subset S of V (G) is the maximum
distance in G of two vertices in S; the weak diameter in G of a subgraph H of G is the
weak diameter of V (H) in G. Let k be a positive integer. A k-coloring of G is a function
c : V (G)→ [k]. For a k-coloring c of G, a c-monochromatic component in G is a component
of the subgraph of G induced by {v ∈ V (G) : c(v) = i} for some i ∈ [k]. For an integer d, a
k-coloring c of G is of weak diameter in G at most d if every c-monochromatic component
in G has weak diameter in G at most d. For every positive integer ℓ, the ℓ-th power of G,
denoted by Gℓ, is the graph obtained from G by adding an edge xy for each pair of distinct
vertices of G with distance at most ℓ.
A simple observation obtained by extending [5, Observation 1.4] shows a relationship
between asymptotic dimension and weak diameter coloring. Given a covering (U1,U2, ...,Um)
of a metric space (X, d) for defining the asymptotic dimension, we may revise it such that
no element of X belongs to members of two distinct Ui’s, so each Ui gives a color class of
an m-coloring on X , and each member of Ui is a monochromatic component with bounded
weak diameter.
Proposition 1.10. Let F be a class of graphs. Let m be a positive integer. Then asdim(F) ≤
m− 1 if and only if there exists a function f : N→ N such that for every G ∈ F and ℓ ∈ N,
Gℓ is m-colorable with weak diameter1 in Gℓ at most f(ℓ).
1It is worthwhile to mention that for any function c : V (G) → [m], c is an m-coloring of G and an
m-coloring of Gℓ, but the c-monochromatic components in G are different from the c-monochromatic com-
ponents in Gℓ.
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An immediate corollary of Proposition 1.10 is the following.
Corollary 1.11. Let F be a class of graphs. Let ℓ be a positive integer. Let F ′ be the class of
graphs such that for every G ∈ F ′, G = Hℓ for some H ∈ F . Then asdim(F ℓ) ≤ asdim(F).
As pointed out in [5], weak diameter coloring is also studied under the name “weak
diameter network decomposition” in distributed computing. We omit the details about this
notion and refer readers to [2, 5].
Furthermore, for graphs of bounded maximum degree, weak diameter coloring is equiva-
lent to clustered coloring which is another notion of graph coloring that has attracted wide
attention recently (see [18] for a survey). For positive integers k and N , a k-coloring of a
graph G is said to have clustering N if every c-monochromatic component in G contains at
most N vertices. Clearly, a k-coloring of clustering N has weak diameter at most N . If the
maximum degree of G is at most ∆, and c is a k-coloring of G with weak diameter in G at
most w, then c is a k-coloring of clustering ∆w+1.
Hence Theorems 1.2 and 1.4 and Corollary 1.8 immediately imply that under the bounded
maximum degree condition, H-minor free graphs, bounded tree-width graphs, and graphs
obtained from bounded layered tree-width graphs by adding a bounded number of apecies
are 3-colorable, 2-colorable, and 3-colorable with bounded clustering which were proved by
the author and Oum [13], Alon, Ding, Oporowski and Vertigan [1], and the author and Wood
[14], respectively. Note that this was observed earlier by Bonamy et al. [5]; they pointed
out that their [5] results about asymptotic dimension of classes of graphs with bounded
maximum degree are enough to deduce the aforementioned results about clustered coloring.
A more interesting fact is that Theorem 1.9 and Corollary 1.11 also give similar results
for clustered coloring, as long as the bounded maximum degree condition can be preserved.
For example, as the ℓ-th power of a graph of maximum degree ∆ has maximum degree at
most ∆ℓ+1, Theorem 1.2 and Corollary 1.11 imply the following fact which seems unknown
in the literature.
Corollary 1.12. Let H be a graph. Let ℓ and ∆ be positive integers. Then there exists an
integer k such that for every H-minor free graph G of maximum degree at most ∆, Gℓ is
3-colorable with clustering ∆(k+1)(ℓ+1).
Note that the 2-th power of planar graphs can contain any graph as a minor. So the
graph class mentioned in Corollary 1.12 is not minor-closed. Hence Corollary 1.12 is not a
special case of [13].
Finally, we remark that our results for asymptotic dimension can be transformed into
polynomial time algorithms for finding the covering. Note that it is equivalent to finding
a weak diameter coloring: each Ui in the covering corresponds to a color class, and each
member of Ui is a monochromatic component.
Theorem 1.13. Let F be a class of graphs. Let w and ℓ be positive integers. Let H be a
graph.
1. If F is the class of graphs of tree-width at most w, then there exist an integer N and
an algorithm such that given G ∈ F , it finds a 2-coloring of Gℓ with weak diameter at
most N in time O(|V (G)|+ |E(G)|).
6
2. If F is the class of graphs of layered tree-width at most w, then there exist an integer N
and an algorithm such that given G ∈ F and a pair of layering and tree-decomposition
of G witnessing the layered tree-width of G, it finds a 3-coloring of Gℓ with weak
diameter at most N in time O(|V (G)|+ |E(G)|).
3. If F is the class of H-minor free graphs, then there exist an integer N and an algorithm
such that given G ∈ F , it finds a 3-coloring of Gℓ with weak diameter at most N in
time O(|V (G)|2).
2 Proof sketch and organization of the paper
In this section we sketch our proofs of the results mentioned in Section 1 and explain the
organization of this paper. As discussed in the previous section, it suffices to prove Theorems
1.2, 1.4, 1.5, 1.7, 1.9, 1.13 and Proposition 1.10.
Proposition 1.10 easily follows from the definition of the asymptotic dimension, but it is
useful as it allows us to use the terminology for coloring. From now on, it suffices to prove
that given a class F and a positive integer ℓ, there exists N such that for every G ∈ F , Gℓ is
m-colorable with weak diameter in Gℓ at most N , where m ∈ {2, 3} is the number of colors
required for the theorems. We include detailed proof of Proposition 1.10 in Section 3.
2.1 Proof of the existence of coloring
In this subsection we sketch of proofs of Theorems 1.2, 1.4, 1.5, 1.7 and 1.9. Theorem
1.13 can be proved by transforming the arguments in this subsection into algorithms, and
we will discuss it in Section 2.2.
2.1.1 Machinery for extending precoloring
In order to prove that Gℓ is m-colorable with bounded weak diameter in this paper,
we usually prove a stronger statement which roughly says that we can always extend a
precoloring on a “reasonable” set to a coloring with bounded weak diameter of the entire
graph. Here “reasonable” sets are the sets that are not far from a set of bounded size.
We need some definitions to make it formal. Let r and k be nonnegative integers. Let
G be a graph. For S ⊆ V (G), we define N≤rG [S] = {v ∈ V (G) : there exists a path in G
from v to S with length at most r}. We say that Z ⊆ V (G) is (k, r)-centered if there exists
S ⊆ V (G) with |S| ≤ k such that Z ⊆ N≤rG [S].
The first technical tool in this paper is Lemma 4.1 stating that if Z is a (k, r)-centered
set in G, then combining any m-coloring cZ on Z and any m-coloring c of (G − Z)
ℓ with
bounded weak diameter in (G−Z)ℓ gives an m-coloring of Gℓ with bounded weak diameter
in Gℓ. The proof of this lemma follows from induction on k. Let S be a set with |S| ≤ k
such that Z ⊆ N≤rG [S]. When there exist two vertices in S not very far from each other in
Gℓ, we can remove some vertex from S to show that Z is a (k − 1, r′)-centered set for some
r′ > r, so we are done by induction. So we may assume that the vertices in S are pairwise
far apart in Gℓ. Hence every c-monochromatic component M of (G− Z)ℓ can be close in G
to at most one vertex in S, as c has small weak diameter. If M is not close to any vertex in
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S, then M is far from Z, so M remains a monochromatic component in cZ ∪ c. If M is close
to one vertex s in S, then it can be enlarged into a (cZ ∪ c)-monochromatic component M
′,
but M ′ is still not far from s, so the weak diameter remains small.
So we complete the sketch of the proof of Lemma 4.1. Section 4 is dedicated to proving
Lemma 4.1 and its simple applications.
2.1.2 Using Theorem 1.9
The other technical tool in this paper is Theorem 1.9. Before sketching the proof of
Theorem 1.9, we explain how to derive all remaining results by combining Lemma 4.1 and
Theorem 1.9. These applications of Lemma 4.1 and Theorem 1.9 are included in Section 6.
• Theorem 1.7 immediately follows from Lemma 4.1, since every graph in F+n can be
made a graph in F by deleting a set of size at most n which is an (n, 0)-centered set.
• Theorem 1.7 immediately implies that classes of graphs with a vertex-cover of bounded
size have asymptotic dimension 0, since this class is F+n for some n, where F is the
set of edgeless graphs.
• Then the bounded tree-width result (Theorem 1.4) immediately follows from Theorem
1.9. If we set the class F∗ in Theorem 1.9 to be the class of graphs of bounded tree-
width, then the corresponding classes F and F ′ mentioned in Theorem 1.9 are the class
of graphs with a bounded number of vertices and the class of graphs with a vertex-cover
of bounded size, respectively.
• Using [5, Theorem 5.2] (Theorem 6.2 in this paper), the bounded layered tree-width
result (Theorem 1.5) immediately follows from Theorem 1.4.
• Then Corollary 1.8 immediately follows from Theorems 1.5 and 1.7.
• Structure theorems for excluding minor developed in [17] and [9] state that every H-
minor free graph has a tree-decomposition of bounded adhesion such that every torso
can be made a graph of bounded layered tree-width by deleting a bounded number of
vertices. If we set the class F∗ in Theorem 1.9 to be the class of H-minor free graphs,
then the corresponding F in Theorem 1.9 is a class mentioned in Corollary 1.8. It
can also be shown that the corresponding F ′ in Theorem 1.9 is also a class mentioned
Corollary 1.8. (See the proof of Theorem 6.5 for details.) So Theorem 1.2 follows from
Theorem 1.9 and Corollary 1.8.
2.1.3 Proof sketch of Theorem 1.9
Therefore, it suffices to prove Theorem 1.9, and it is the most technical part of the paper.
Section 5 is devoted to this task.
Let G ∈ F∗ and (T,X ) be a tree-decomposition of G as stated in Theorem 1.9. As (T,X )
has bounded adhesion, we can treat T as a rooted tree, and the bag of the root, denoted
by Xt∗ , has size at most the adhesion by creating a redundant bag if necessarily. We shall
prove a stronger statement: for every Z ⊆ N≤3ℓG [Xt∗ ], every precoloring c on Z extends to
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an m-coloring of Gℓ with bounded weak diameter in Gℓ, by induction on the adhesion of
(T,X ), and subject to this, induction on |V (G)|. (See Lemma 5.1 for a precise statement.)
By first extending c to N≤3ℓG [Xt∗ ], we may assume Z = N
≤3ℓ
G [Xt∗ ]. Hence the subgraph
T0 of T induced by the nodes whose bags intersect Z is a subtree of T containing t
∗. Let G0
be the subgraph of G induced by the bags of the nodes in T0. Let UE be the set of edges of
T with exactly one end in T0. For every e ∈ UE , let Ge be the subgraph of G induced by the
bags of the nodes in the component of T − e disjoint from T0. Then for each e ∈ UE , we can
partition V (G0) ∩ V (Ge) into sets such that any two vertices in V (G0) ∩ V (Ge) are not far
from each other in Ge if and only if they are contained in the same part in Pe. Note that it
can be done as |V (G0) ∩ V (Ge)| is bounded by the adhesion of (T,X ).
Note that Z is an (|Xt∗|, 3ℓ)-centered set, and G0−Z has a tree-decomposition of smaller
adhesion, so the precoloring c on Z can be extended to (G0 − Z)
ℓ by induction and hence
can be extended to Gℓ0 by Lemma 4.1. However, it is troublesome to further extend the
coloring to Gℓ, as no information about Ge for e ∈ UE can be seen from G0 and edges of G
ℓ
with ends in V (G0) cannot be completely told from G
ℓ
0. To overcome this difficulty, we add
“gadgets” to G0 to obtain a graph G
′
0 such that extending c from Z to (G
′
0)
ℓ gives sufficient
information about how to further extend it to Gℓ. The gadgets we added to form G′0 are a
vertex vY for each e ∈ UE and each part Y ∈ Pe, and the edges between vY and Y .
However, G′0 − Z possibly does not have a tree-decomposition of smaller adhesion, so
the induction hypothesis cannot be applied to G′0 − Z. Instead, we setup a more technical
induction hypothesis to overcome this difficulty. This is the motivation of (η, θ,F ,F ′)-
constructions mentioned in Section 5. So we can extend c to an m-coloring of (G′0)
ℓ by using
this technical setting.
Note that no vertex in Z is in
⋃
e∈UE
Ge. Then for each e ∈ UE , we color vertices in
Ge − V (G0) that have distance in Ge at most ℓ from V (Ge) ∩ V (G0) according to the colors
on vY for Y ∈ Pe. Call the set of vertices colored in this step Z1. Then we color every
vertex in Ge that have distance in Ge at most ℓ from Z1 color 1. Call the set of vertices
colored in this step Z2. Then we color every vertex in Ge that have distance in Ge at
most ℓ from Z2 color 2. It makes sure that no matter how we further color other vertices,
every monochromatic component intersecting G0 must be contained in V (G0)∪Z2; and the
information of the coloring on vY helps us show that such monochromatic components have
small weak diameter.
At this point, for every e ∈ UE , the vertices colored in Ge are contained in N
≤3ℓ
G [V (G0)∩
V (Ge)]. Hence for each e ∈ UE , we can extend this precoloring to an m-coloring of G
ℓ
e with
bounded weak diameter in Gℓe by induction, since Ge has fewer vertices than G. So every
monochromatic component not intersecting G0 must be contained in Ge for some e ∈ UE
and hence has small weak diameter. This completes the sketch of the proof of Theorem 1.9
(or Lemma 5.1).
2.2 Algorithmic aspects
In this subsection we prove Theorem 1.13 by transforming the arguments in the previous
subsection into algorithms.
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2.2.1 Algorithm for Lemma 4.1
Lemma 4.1 shows that simply combining anm-coloring of Z and anm-coloring of (G−Z)ℓ
gives an m-coloring of Gℓ with bounded weak diameter, so a desired m-coloring of Gℓ can
be obtained in linear time as long as the colorings of Z and (G− Z)ℓ are given.
2.2.2 Time complexity for Theorem 1.9
Now we consider the time complexity for applying Theorem 1.9. Assume that there exists
a function h such that for every graph G ∈ F ∪F ′, an m-coloring of Gℓ with bounded weak
diameter in Gℓ can be found in time h(|V (G)| + |E(G)|). Our proof of Theorem 1.9 (or
Lemma 5.1) implies that if a tree-decomposition (T,X ) of a graph G ∈ F∗ witnessing the
membership of G in F∗ (or more precisely, an (η, θ,F ,F ′)-construction of G mentioned in
Section 5) is given, then an m-coloring of Gℓ with bounded weak diameter in Gℓ can be
found in time O(h(2θ
2
· (|V (G)|+ |E(G)|))).
2.2.3 Proof of Theorem 1.13
First, we show the time complexity for our algorithm for the bounded tree-width classes
(Statement 1 of Theorem 1.13). Let F∗ be the class of graphs of tree-width at most w. The
corresponding classes F and F ′ in Theorem 1.9 are the class of graphs on at most w + 1
vertices and the class of graphs that have a vertex-cover of size at most w+1. Hence F ⊆ F ′.
Given a graph L ∈ F ′, we can obtain a vertex-cover S of L of size at most 2(w+1) in linear
time by collecting the ends of the edges in a maximal matching. Then by coloring every
vertex in S color 1 and coloring every vertex in L − S color 2, we obtain a 2-coloring of L
with bounded weak diameter by Lemma 4.1, since S is a (2w+2, 0)-centered set. Hence the
function h is a linear function. By a result of Bodlaender [3], given a graph G ∈ F∗, one can
find a tree-decomposition of G of width at most w in linear time. Since h is a linear function,
the algorithm given by the proof of Theorem 1.9 shows that one can find a 2-coloring of Gℓ
with bounded weak diameter in linear time. This proves Statement 1 of Theorem 1.13.
Next, we show the time complexity for the bounded layered tree-width case (Statement
2 of Theorem 1.13). Assume that G is a graph of layered tree-width at most w, and a pair of
witnessing layering and tree-decomposition is given. Since a 2-coloring with bounded weak
diameter of the ℓ′-th power of a graph of tree-width at most w can be found in linear time
for any fixed ℓ′, by the machinery developed in [5] (or [6]), a 3-coloring with bounded weak
diameter of Gℓ can be found in linear time. This proves Statement 2 of Theorem 1.13.
Finally, we show the time complexity for the class of H-minor free graphs (Statement 3 of
Theorem 1.13). Let F∗ be the class of graphs of H-minor free graphs. By a result of Grohe,
Kawarabayashi and Reed [11], there exist a quadratic time algorithm and an integer p (only
depending on H) such that given a graph G ∈ F∗, one can find a tree-decomposition (T,X )
of G of adhesion at most p such that for every t ∈ V (T ), one can find Zt ⊆ V (Gt) with
|Zt| ≤ p and a “p-nearly embedding” of Gt−Zt, where Gt is the graph obtained from G[Xt]
by adding edges such that Xt∩Xt′ is a clique for each neighbor t
′ of t in T . Since a p-nearing
embedding of Gt−Zt is given, the proof of a result of Dujmovic´, Morin and Wood [9] shows
that there exists an integer q (only depending on p) such that for every t ∈ V (T ), Gt − Zt
has layered tree-width at most q, and a pair of witnessing layering and tree-decomposition
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of Gt − Zt can be found in quadratic time. So the corresponding class F in Theorem 1.9
is W+pq , where Wq is the class of layered tree-width at most q. Lemma 6.4 shows that the
corresponding F ′ in Theorem 1.9 is W+pq+1, and whenever a pair of witnessing layering and
tree-decomposition of Gt − Zt is given, one can find in linear time a set Z
′
t ⊆ V (G
′
t) with
|Z ′t| ≤ p and a pair of layering and tree-decomposition of G
′
t−Z
′
t witnessing the membership
for G′t inW
+p
q+1, where G
′
t is the corresponding member of F
′ generated by G[Xt] stated in the
statement of Theorem 1.9. By Lemma 4.1 and Statement 2 of Theorem 1.13, the function
h for the time complexity is quadratic in the number of edges. Note that every graph in
W+pq+1 is (2q+2+p)-degenerate, so h is quadratic in the number of vertices. Therefore, there
exists a quadratic time algorithm to find a 3-coloring with bounded weak diameter of the
ℓ-th power of an H-minor free graph. This proves Statement 3 of Theorem 1.13.
3 Asymptotic dimension and weak diameter coloring
Proposition 3.1. Let F be a class of graphs. Let m be a positive integer. Then the following
are equivalent.
1. asdim(F) ≤ m− 1.
2. There exists a function f : R+ → R+ such that for every G ∈ F and r ∈ R+, there
exist m collections X1,X2, ...,Xm such that
•
⋃m
i=1
⋃
X∈Xi
X ⊇ V (G),
• for any i ∈ [m] and X ∈ Xi, the weak diameter of X in G is at most f(r), and
• for any i ∈ [m], distinct X,X ′ ∈ Xi and elements x ∈ X and x
′ ∈ X ′, the distance
between x and x′ in G is greater than r.
3. There exists a function f : N→ N such that for every G ∈ F and ℓ ∈ N, there exist m
collections X1,X2, ...,Xm such that
•
⋃m
i=1
⋃
X∈Xi
X ⊇ V (G),
• for any i ∈ [m] and X ∈ Xi, the weak diameter of X in G is at most f(ℓ), and
• for any i ∈ [m], distinct X,X ′ ∈ Xi and elements x ∈ X and x
′ ∈ X ′, the distance
between x and x′ in G is greater than ℓ.
4. There exists a function f : N → N such that for every G ∈ F and ℓ ∈ N, Gℓ is
m-colorable with weak diameter in G at most f(ℓ).
5. There exists a function f : N → N such that for every G ∈ F and ℓ ∈ N, Gℓ is
m-colorable with weak diameter in Gℓ at most f(ℓ).
Proof. Statements 1 and 2 are equivalent by the definition of the asymptotic dimension.
Statements 2 and 3 are equivalent since the distance between any two vertices in a graph is
an integer.
Now we show that Statement 3 implies Statement 4. Fix G and ℓ. For every v ∈ V (G),
define c(v) to be the minimum i ∈ [m] such that v ∈
⋃
X∈Xi
X . Then c is an m-coloring
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of G and hence an m-coloring of Gℓ. Let M be a c-monochromatic component in Gℓ. For
every edge uv ∈ E(M), since M ⊆ Gℓ, the distance between u, v in G is at most ℓ, so there
exists X ∈ Xc(u) such that X contains u and v. Hence there exists X ∈ Xc(M) such that
V (M) ⊆ X . Since the weak diameter of X in G is at most f(ℓ), so does V (M). Hence Gℓ
is m-colorable with weak diameter in G at most f(ℓ). So Statement 3 implies Statement 4.
Now we show that Statement 4 implies Statement 3. Fix G and ℓ. Let c be an m-coloring
of Gℓ with weak diameter in G at most f(ℓ). For each i ∈ [m], define Xi = {V (M) : M is
a c-monochromatic component in Gℓ with c(M) = i}. So
⋃m
i=1
⋃
X∈Xi
X ⊇ V (G). For each
i ∈ [m] and X ∈ Xi, the weak diameter of X in G is the weak diameter in G of some c-
monochromatic component in Gℓ, so it is at most f(ℓ). For each i ∈ [m], distinct X,X ′ ∈ Xi
and elements x ∈ X and x′ ∈ X ′, x and x′ belong to different c-monochromatic components
in Gℓ with the same color, so they are not adjacent in Gℓ, and hence the distance between
x and x′ in G is greater than ℓ. So Statement 4 implies Statement 3.
Now we show Statements 4 and 5 are equivalent. Note that a set S in a graph G has
weak diameter k in G implies S has weak diameter at most k in Gℓ since G ⊆ Gℓ for any
positive integer ℓ. A set S in a graph G has weak diameter k in Gℓ implies that for any two
vertices in S, there exists a path in Gℓ of length at most k between them, so there exists a
walk in G of length at most ℓk between them; hence the weak diameter of S in G is at most
ℓk. Therefore Statements 4 and 5 are equivalent.
4 Centered sets
Let r and k be nonnegative integers. Let G be a graph. Let S ⊆ V (G). We define
N
≤r
G [S] = {v ∈ V (G) : there exists a path in G from v to S with length at most r}. We say
that S is (k, r)-centered if there exists S ′ ⊆ V (G) with |S ′| ≤ k such that S ⊆ N≤rG [S
′].
For i ∈ [2], let fi be a function with domain Si. If f1(x) = f2(x) for every x ∈ S1 ∩ S2,
then we define f1∪f2 to be the function with domain S1∪S2 such that for every x ∈ S1∪S2,
(f1 ∪ f2)(x) = fix(x), where ix is an element in [2] such that x ∈ Six .
Lemma 4.1. For any nonnegative integers k, r and positive integers ℓ, N , there exists an
integer N∗ ≥ (k + 1)N such that the following holds. Let G be a graph. Let S ⊆ V (G) with
|S| ≤ k. Let Z ⊆ N≤rG [S]. Let m be a positive integer. Let cZ : Z → [m]. Let c be an
m-coloring of (G − Z)ℓ with weak diameter in (G − Z)ℓ at most N . Then the m-coloring
c ∪ cZ of G
ℓ has weak diameter in Gℓ at most N∗.
Proof. We define the following.
• Let f : (N ∪ {0})2 × N2 → N ∪ {0} be the function such that
– f(0, x, y, z) = 2x+ 2y + 2yz, and
– for every α ∈ N, f(α, x, y, z) = f(α− 1, 3x+ 2y + 2yz, y, z).
• Let k, r be nonnegative integers, and let ℓ, N be positive integers.
• Define N∗ = f(k, r, ℓ, N).
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Note that N∗ ≥ (k + 1)N .
We shall prove this lemma by induction on k. Let G, S, Z,m, cZ , c be the ones as defined
in the lemma. When k = 0, S = Z = ∅, and hence we are done since N∗ = f(0, r, ℓ, N) ≥ N .
So we may assume that k ≥ 1 and this lemma holds when k is smaller.
Assume that there exist distinct vertices s, s′ in S such that the distance between s and
s′ in G is at most 2r + 2ℓ + 2Nℓ. Let S ′ = S − {s}. Then Z ⊆ N≤3r+2ℓ+2NℓG [S
′]. Since
|S ′| ≤ k − 1, by the induction hypothesis, c ∪ cZ of G
ℓ has weak diameter in Gℓ at most
f(k − 1, 3r + 2ℓ+ 2Nℓ, ℓ, N) ≤ N∗.
So we may assume that for any two distinct vertices in S, the distance in G between
them is at least 2r + 2ℓ+ 2Nℓ + 1.
Claim 1: For any vertices u, v ∈ V (G), if there exists a c-monochromatic path Q in (G−Z)ℓ
connecting u and v, then the distance between u and v in G is at most Nℓ.
Proof of Claim 1: Since the weak diameter of c is at most N , there exists a path in
(G− Z)ℓ of length at most N between u and v. Hence there exists a path in G− Z ⊆ G of
length at most Nℓ between u and v. So the distance in G between u and v is at most Nℓ. 
Claim 2: For any vertices u, v ∈ V (G) with uv ∈ E(Gℓ) and uv 6∈ E((G − Z)ℓ), there
uniquely exists suv ∈ S such that {u, v} ⊆ N
≤r+ℓ
G [{suv}].
Proof of Claim 2: Since uv ∈ E(Gℓ), there exists a path P in G between u and v of length
at most ℓ. Since uv 6∈ E((G−Z)ℓ), V (P )∩N≤rG [S] ⊇ V (P )∩Z 6= ∅. So there exists suv ∈ S
such that V (P ) ∩N≤rG [{suv}] 6= ∅. Since the length of P is at most ℓ, {u, v} ⊆ N
r+ℓ
G [{suv}].
Since the distance between any two distinct vertices in S is greater than 2r + 2ℓ, suv is the
unique element such that {u, v} ⊆ N≤r+ℓG [{suv}]. 
Claim 3: For any vertices u, v ∈ N≤r+ℓG [S] and (c∪cZ)-monochromatic path Q in G
ℓ between
u and v, there uniquely exists sQ ∈ S such that V (Q) ⊆ N
≤r+ℓ+Nℓ
G [{sQ}].
Proof of Claim 3: Since u ∈ N≤r+ℓG [S] ∩ V (Q), there exists s ∈ S such that u ∈
N≤r+ℓG [{s}] 6= ∅.
Suppose V (Q) 6⊆ N≤r+ℓ+NℓG [{s}]. So there exists x ∈ V (Q) − N
≤r+ℓ+Nℓ
G [{s}] such that
V (Q′ − x) ⊆ N≤r+ℓ+NℓG [{s}], where Q
′ is the subpath Q′ of Q between u and x. Let Q′′ be
the shortest subpath of Q′ such that Q′′ is from x to a vertex, denoted by y, in N≤r+ℓG [{s}].
Since x 6∈ N≤r+ℓ+NℓG [{s}], y 6= x. So Q
′′ contains at least one edge.
Suppose there exists e ∈ E(Q′′)−E((G−Z)ℓ). We choose e such that the subpath Qe of
Q′′ between y and an end of e is as short as possible. Since Q′′ ⊆ Q ⊆ Gℓ, by Claim 2, there
exists se ∈ S such that both ends of e are in N
≤r+ℓ
G [{se}]. So Qe has one end y ∈ N
≤r+ℓ
G [{s}]
and one end, denoted by a, in N≤r+ℓG [{se}]. Since the end of e other than a is in N
≤r+ℓ
G [{se}],
by the minimality of the length of Q′′, s 6= se. In particular, y 6= a by the distance condition
for distinct elements of S. By the choice of e, E(Qe) ⊆ E((G−Z)
ℓ). Since y 6= a, E(Qe) 6= ∅,
so V (Qe) ⊆ V (G− Z). Hence Qe is a c-monochromatic path in (G− Z)
ℓ. By Claim 1, the
distance in G between y and a is at most Nℓ, so the distance in G between s and se is at
most 2(r + ℓ) +Nℓ, a contradiction.
So E(Q′′) ⊆ E((G − Z)ℓ). Since E(Q′′) 6= ∅, V (Q′′) ∩ Z = ∅. So Q′′ is contained in a
c-monochromatic component in (G − Z)ℓ. By Claim 1, the distance in G between x and y
is at most Nℓ. Since y ∈ N≤r+ℓG [{s}], x ∈ N
≤r+ℓ+Nℓ
G [{s}], a contradiction.
This shows that V (Q) ⊆ N≤r+ℓ+NℓG [{s}] and the existence of sQ. If there exists s
′ ∈
S −{s} such that V (Q) ⊆ N≤r+ℓ+NℓG [{s
′}], then N≤r+ℓ+NℓG [{s}]∩N
≤r+ℓ+Nℓ
G [{s
′}] 6= ∅, so the
distance in G between s and s′ is at most 2r+2ℓ+2Nℓ, a contradiction. So sQ is unique. 
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Claim 4: For any (c ∪ cZ)-monochromatic path Q in G
ℓ with one end in N≤r+ℓG [S], there
uniquely exists sQ ∈ S such that N
≤r+ℓ+Nℓ
G [{sQ}] contains all ends of Q.
Proof of Claim 4: By the distance condition for elements in S, it suffices to prove the
existence of sQ. Let u be an end of Q contained in N
≤r+ℓ
G [S]. If Q has no edge, then we
are done. So we may assume that Q has an end v other than u. If v ∈ N≤r+ℓG [S], then we
are done by Claim 3. So we may assume that v 6∈ N≤r+ℓG [S]. Hence there exists a shortest
subpath Q′ of Q between v and a vertex u′ in N≤r+ℓG [S]. By the minimality of the length of
Q′, V (Q′)∩N≤r+ℓG [S] = {u
′}. So E(Q′) ⊆ E((G−Z)ℓ) by Claim 2. Since u′ 6= v, E(Q′) 6= ∅,
so V (Q′)∩Z = ∅. Hence Q′ is a c-monochromatic path in (G−Z)ℓ. By Claim 1, the distance
in G between u′ and v is at most Nℓ.
Let s ∈ S such that u ∈ N≤r+ℓG [{s}]. By Claim 3, u
′ ∈ N≤r+ℓG [{s}]. Since the distance in
G between u′ and v is at most Nℓ, v ∈ N≤r+ℓ+NℓG [{s}]. This shows the existence of sQ. 
Claim 5: For any (c∪cZ)-monochromatic path Q in G
ℓ intersecting N≤r+ℓG [S], there uniquely
exists sQ ∈ S such that V (Q) ⊆ N
≤r+ℓ+Nℓ
G [{sQ}].
Proof of Claim 5: Let u ∈ V (Q) ∩ N≤r+ℓG [S]. For every v ∈ V (Q) − {u}, the subpath of
Q between u and v is a (c∪ cZ)-monochromatic path Q in G
ℓ with one end in N≤r+ℓG [S]. So
this claim follows from Claim 4. 
Claim 6: For any (c∪cZ)-monochromatic path Q in G
ℓ, the distance in G between the ends
of Q is at most 2r + 2ℓ+ 2Nℓ.
Proof of Claim 6: If V (Q) ∩ N≤r+ℓG [S] 6= ∅, then by Claim 5, the distance in G between
the ends of Q is at most 2r + 2ℓ+ 2Nℓ. So we may assume that V (Q) ∩N≤r+ℓG [S] = ∅. By
Claim 2, E(Q) ⊆ E((G − Z)ℓ). We may assume E(Q) 6= ∅, for otherwise we are done. So
V (Q) ∩ Z = ∅. Hence Q is a c-monochromatic path in (G− Z)ℓ. By Claim 1, the distance
in G between the ends of Q is at most Nℓ. 
For every (c∪ cZ)-monochromatic component M in G
ℓ, and for every x, y ∈ V (M), there
exists a (c∪ cZ)-monochromatic path in G
ℓ between x and y, so by Claim 6, the distance in
G between x and y is at most 2r + 2ℓ + 2Nℓ ≤ N∗. So the weak diameter of c ∪ cZ in G
(and hence in Gℓ) is at most N∗. This proves the lemma.
Let r and k be nonnegative integers. Let G be a graph. Let Z ⊆ V (G). We say that Z
is (k, r)-centered if there exists S ⊆ V (G) with |S| ≤ k such that Z ⊆ N≤rG [S].
Let ℓ, N,m be positive integers. We say a class F of graphs is (m, ℓ,N)-nice if for every
G ∈ F , Gℓ is m-colorable with weak diameter in Gℓ at most N .
Lemma 4.2. For any positive integers ℓ, N and nonnegative integer n, there exists N∗ such
that the following holds. Let m be a positive integer. If F is an (m, ℓ,N)-nice class of graphs,
then F+n is an (m, ℓ,N∗)-nice class.
Proof. Let ℓ, N be positive integers and let n be nonnegative integer. Define N∗ to be the
integer N∗ mentioned in Lemma 4.1 by taking (k, r, ℓ, N) = (n, 0, ℓ, N).
Let G ∈ F+n. So there exists Z ⊆ V (G) with |Z| ≤ n such that G − Z ∈ F . Since F
is an (m, ℓ,N)-nice class, there exists an m-coloring c of (G − Z)ℓ with weak diameter in
(G − Z)ℓ at most N . Let cZ be an m-coloring of Z. Since Z is (n, 0)-centered, by Lemma
4.1, (c ∪ cZ) is an m-coloring of G
ℓ with weak diameter in Gℓ at most N∗.
Therefore, F+n is an (m, ℓ,N∗)-nice.
Now we are ready to prove Theorem 1.7. The following is a restatement.
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Theorem 4.3. Let F be a class of graphs. Let n be a nonnegative integer. Then asdim(F+n) =
asdim(F).
Proof. By Proposition 3.1, there exists a function f : N → N such that for every ℓ ∈ N, F
is (asdim(F) + 1, ℓ, f(ℓ))-nice. By Lemma 4.2, there exists a function g : N → N such that
for every ℓ ∈ N, F+n is (asdim(F) + 1, ℓ, g(f(ℓ)))-nice. By Proposition 3.1, asdim(F+n) ≤
asdim(F). Since F+n ⊇ F , asdim(F+n) = asdim(F).
Lemma 4.4. For any nonnegative integers k and r and positive integer ℓ, there exists a
positive integer N such that the following holds. Let G be a graph. Let m be a positive
integer. If V (G) is (k, r)-centered, then any m-coloring of Gℓ has weak diameter in Gℓ at
most N .
Proof. Let k, r be nonnegative integers, and let ℓ be a positive integer. Define N to be the
integer N∗ mentioned in Lemma 4.1 by taking (k, r, ℓ, N) = (k, r, ℓ, 1) in Lemma 4.1. Since
G− V (G) has no vertex, every m-coloring of G− V (G) has weak diameter at most 0. Since
V (G) is (k, r)-centered, for every function c : V (G)→ [m], c is a m-coloring of Gℓ with weak
diameter in Gℓ at most N by Lemma 4.1.
A vertex-cover of a graph G is a subset S of V (G) such that V (G)− S has no edge.
Lemma 4.5. For any nonnegative integer k and positive integer ℓ, there exists a positive
integer N such that the following holds. Let m be a positive integer. If G is a graph that has
a vertex-cover of size at most k, then any m-coloring of Gℓ has weak diameter in Gℓ at most
N .
Proof. Let k be a nonnegative integer, and let ℓ be a positive integer. Define N to be the
positive integer N mentioned in Lemma 4.4 by taking (k, r, ℓ) = (k, 1, ℓ).
Let m be a positive integer. Let G be a graph that has a vertex-cover S of size at most k.
Let G1 = G[N
≤1
G [S]]. Since V (G1) is (k, 1)-centered, any m-coloring of G
ℓ
1 has weak diameter
in Gℓ1 at most N by Lemma 4.4. Since S is a vertex-cover, every component of G
ℓ either is
contained in Gℓ1 or consists of one vertex. So any m-coloring of G
ℓ has weak diameter in Gℓ
at most N .
Lemma 4.6. Let k be a nonnegative integer. Let F be a class of graphs such that every
graph in F has a vertex-cover of size at most k. Then asdim(F) ≤ 0.
Proof. Let k be a nonnegative integer. Define f : N → N to be the function such that for
every x ∈ N, f(x) equals the integer N mentioned in Lemma 4.5 by taking (k, ℓ) = (k, x).
Then for every graph G ∈ F , since G has a vertex-cover of size at most k, by Lemma 4.5,
for every ℓ ∈ N, Gℓ is 1-colorable with diameter in Gℓ at most f(ℓ). By Proposition 3.1,
asdim(F) ≤ 0.
5 Gluing along a tree
Let G be a graph, and let (T,X ) be a tree-decomposition of G, where X = (Xt : t ∈
V (T )). For every S ⊆ V (T ), we define XS =
⋃
t∈S Xt; for every subgraph H of T , we define
XH = XV (H).
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A rooted tree is a directed graph whose underlying graph is a tree such that there exists
a unique vertex r with in-degree 0. We call r the root of this rooted tree. A rooted tree-
decomposition of a graph G is a tree-decomposition (T,X ) of G such that T is a rooted
tree.
Let F and F ′ be classes of graphs. Let η, θ be nonnegative integers with η ≤ θ. We
say that a graph G is (η, θ,F ,F ′)-constructible if there exists a rooted tree-decomposition
(T,X ) of G of adhesion at most θ such that
• for every edge tt′ ∈ E(T ), if |Xt∩Xt′ | > η, then one end of tt
′ has no child, say t′, and
|Xt′ −Xt| ≤ 1,
• for every t ∈ V (T ),
– if t is the root of T , then |Xt| ≤ θ,
– if η > 0 and t is the root of T , then Xt 6= ∅,
– if t has a child in T , then G[Xt] ∈ F ,
– if t has no child in T , then G[Xt] ∈ F
+, and
– every graph that can be obtained from G[Xt] by for each child t
′ of t, adding new
pairwise non-adjacent vertices and new edges incident with new vertices such that
the neighbors of each of the new vertices are contained in Xt ∩Xt′ belongs to F
′.
In this case, we call (T,X ) an (η, θ,F ,F ′)-construction of G.
For every rooted tree T , define I(T ) be the set of nodes of T that have children.
Let G be a graph and m a positive integer. Let S ⊆ V (G). Let c : S → [m] be a function.
Let c′ be an m-coloring of G such that c′(v) = c(v) for every v ∈ S. Then we say that c can
be extended to c′.
Recall that a class F of graphs is hereditary if for every G ∈ F , every induced subgraph
of G belongs to F . Note that if F is hereditary, then so is F+.
Lemma 5.1. For any positive integers ℓ, N,m with m ≥ 2, every nonnegative integer θ and
any (m, ℓ,N)-nice hereditary classes F ,F ′, there exists a function f ∗ : N ∪ {0} → N such
that the following holds. Let η be a nonnegative integer with η ≤ θ. Let G be an (η, θ,F ,F ′)-
constructible graph with an (η, θ,F ,F ′)-construction (T,X ). Denote X by (Xt : t ∈ V (T )).
Let t∗ be the root of T . Let Z ⊆ N≤3ℓG [Xt∗ ]. If c : Z → [m] is a function, then c can be
extended to an m-coloring of Gℓ with weak diameter in Gℓ at most f ∗(η).
Proof. Let ℓ, N,m be positive integers with m ≥ 2, and let θ be a nonnegative integer.
By Lemma 4.2, there exists an integer NF+ such that F
+ is (m, ℓ,NF+)-nice. Note that
F ⊆ F+, so we may assume that NF+ ≥ N . We define the following.
• Let f1 : (N ∪ {0}) → N be the function such that for every x ∈ N ∪ {0}, f1(x) is the
integer N∗ mentioned in Lemma 4.1 by taking (k, r, ℓ, N) = (θ, 3ℓ, ℓ, x).
• Let Nθ be the integer N
∗ mentioned in Lemma 4.1 by taking (k, r, ℓ, N) = (θ, 0, ℓ, 1).
• Let N ′θ be the number N mentioned in Lemma 4.4 by taking (k, r, ℓ) = (θ, 3ℓ, ℓ).
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• Define f ∗ : (N∪ {0})→ N be the function such that f ∗(0) = NF+ +N
′
θ +Nθ + f1(N),
and for every x ∈ N, f ∗(x) = (14θ + 4)ℓ+ 7θℓ2f1(f
∗(x− 1)).
Note that f ∗ is an increasing function by Lemma 4.1.
Let η,G, (T,X ), t∗, Z, c be the ones as defined in the lemma. Suppose to the contrary
that c cannot be extended to an m-coloring of Gℓ with weak diameter in Gℓ at most f ∗(η),
and subject to this, the tuple (η, |I(T )|+ |V (G)−Z|+ |V (G)|) is lexicographically minimal.
Since (T,X ) is an (η, θ,F ,F ′)-construction, |Xt∗| ≤ θ. So Z is (θ, 3ℓ)-centered. If
Z = V (G), then c can be extended to an m-coloring of Gℓ with weak diameter in Gℓ at most
N ′θ ≤ f
∗(η) by Lemma 4.4, a contradiction.
So Z 6= V (G).
Claim 1: η ≥ 1.
Proof of Claim 1: Suppose to the contrary that η = 0. Let W = {tt′ ∈ E(T ) : Xt ∩Xt′ =
∅}. Note that for every component C, V (C) ⊆ XC′ for some component C
′ of T −W . Since
every component of Gℓ is Cℓ for some component C of G, there exists a component C of
G such that c|Z∩V (C) cannot be extended to an m-coloring of C
ℓ with weak diameter in Cℓ
at most f ∗(η). Let TC be the component of T −W with V (C) ⊆ XTC . Let tC be the root
of TC . Since (T,X ) is an (η, θ,F ,F
′)-construction, TC is a star, and G[XTC ] is obtained
from G[XtC ] by for each child t
′ of tC in TC , adding a vertex adjacent to some vertices in
XtC ∩Xt′ . So G[XTC ] ∈ F
′. Let GC = G[XTC ]− (Z ∩XTC ). Since F
′ is hereditary, GC ∈ F
′,
so GℓC is m-colorable with weak diameter in G
ℓ
C at most N ≤ NF+ ≤ f
∗(η). Since η = 0 and
Z ⊆ N≤3ℓG [Xt∗ ], if tC 6= t
∗, then Z ∩ V (C) ⊆ Z ∩XTC = ∅, so c|Z∩V (C) can be extended to an
m-coloring of Cℓ with weak diameter in Cℓ at most f ∗(η), a contradiction. Hence tC = t
∗.
So Z ∩ XTC = Z is (θ, 3ℓ)-centered in C. By Lemma 4.1, c|Z∩V (C) can be extended to an
m-coloring of GℓC with weak diameter in G
ℓ
C at most f1(N) ≤ f
∗(η), a contradiction. 
Claim 2: G is connected.
Proof of Claim 2: Suppose to the contrary that G is not connected. Since every component
of Gℓ is Cℓ for some component C of G, there exists a component C of G such that c|Z∩V (C)
cannot be extended to anm-coloring of Cℓ with weak diameter in Cℓ at most f ∗(η). Let TC be
the subtree of T induced by {t ∈ V (T ) : Xt∩V (C) 6= ∅}. Let XC = (Xt∩V (C) : t ∈ V (TC)).
If t∗ ∈ V (TC), then t
∗ is the root of TC and Xt∗∩V (C) 6= ∅, so (TC ,XC) is an (η, θ,F ,F
′)-
construction with (η, |I(TC)|+ |V (C)− (Z ∩V (C))|+ |V (C)|) lexicographically smaller than
(η, |I(T )| + |V (G) − Z| + |V (G)|), a contradiction. So t∗ 6∈ V (TC). Since Z ⊆ N
≤3ℓ
G [Xt∗ ],
Z ∩ V (C) = ∅. Let T ′C be the rooted tree obtained from TC by adding a node t
∗
C adjacent
to the root of TC , where t
∗
C is the root of T
′
C . Let the bag at t
∗
C be the set consisting of
a single vertex in the intersection of V (C) and the bag of root of TC . Then since η ≥ 1
by Claim 1, we obtain an (η, θ,F ,F ′)-construction of C with underlying tree T ′C . Since
t∗ 6∈ V (TC), (η, |I(T
′
C)| + |V (C) − (Z ∩ V (C))| + |V (C)|) is lexicographically smaller than
(η, |I(T )|+|V (G)−Z|+|V (G)|). Since Z∩V (C) = ∅, the minimality implies that c|Z∩V (C) can
be extended to an m-coloring of Cℓ with weak diameter in Cℓ at most f ∗(η), a contradiction.

Claim 3: Z = N≤3ℓG [Xt∗ ] and Z −Xt∗ 6= ∅.
Proof of Claim 3: Suppose to the contrary that there exists v ∈ N≤3ℓG [Xt∗ ] − Z. Let
Z ′ = Z ∪ {v}. Let c′ : Z ′ → [m] be the function obtained from c by further defining
c′(v) = m. Then the minimality of (η, |I(T )| + |V (G) − Z| + |V (G)|) implies that c′ (and
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hence c) can be extended to an m-coloring of Gℓ with weak diameter in Gℓ at most f ∗(η), a
contradiction.
So Z = N≤3ℓG [Xt∗ ]. Suppose to the contrary that Z ⊆ Xt∗ . So N
≤3ℓ
G [Xt∗ ] = Z ⊆ Xt∗ .
Since G is connected by Claim 2, V (G) = Xt∗ = Z, a contradiction. 
Note that Claim 3 implies that Z 6= ∅. And by Claim 1 and the definition of (η, θ,F ,F ′)-
constructions, Xt∗ 6= ∅.
For each v ∈ Xt∗ , let Tv be the subgraph of T induced by {t ∈ V (T ) : N
≤3ℓ
G [{v}]∩Xt 6= ∅}.
Since (T,X ) is a tree-decomposition, Tv is a subtree of T containing t
∗. So
⋃
v∈Xt∗
Tv is a
subtree of T containing t∗.
Let UE = {e ∈ E(T ) : exactly one end of e is in
⋃
v∈Xt∗
V (Tv)}. Let U = {t ∈⋃
v∈Xt∗
V (Tv) : t is an end of e for some e ∈ UE}. So for every t ∈ U , t has a child,
t ∈
⋃
v∈Xt∗
V (Tv), and for every et ∈ UE incident with t, the component of T − et disjoint
from t is disjoint from
⋃
v∈Xt∗
V (Tv).
For each e ∈ E(T ), define Xe to be the intersection of the bags of the ends of e; define
Te to be the component of T − e disjoint from t
∗. Since the adhesion of (T,X ) is at most θ,
|Xe| ≤ θ for every e ∈ E(T ).
For each e ∈ UE , define e to be the binary relation on Xe such that for any x, y ∈ Xe,
x e y if and only if there exists a path in G[XTe ] from x to y of length at most 7ℓ. Clearly,
for each e ∈ UE, e is reflexive and symmetric, and since |Xe| ≤ θ, there exists a partition
Pe of Xe such that two vertices x, y in Xe are contained in the same part in Pe if and only
if there exists a sequence a1, ..., aθ (with not necessarily distinct terms) such that a1 = x,
aθ = y, and ai e ai+1 for every i ∈ [θ − 1].
Let T0 =
⋃
v∈Xt∗
Tv. Let Z0 = N
≤3ℓ
G [Xt∗ ]. So Z0 = Z by Claim 3. And for every
t ∈ V (T0), Xt ∩ Z0 6= ∅; for every t ∈ V (T )− V (T0), Xt ∩ Z0 = ∅.
Define G0 to be the graph obtained from G[XT0 ] by for each e ∈ UE and Y ∈ Pe, adding
a new vertex vY and edges incident with vY such that vY is adjacent to every vertex in Y .
Note that Z = Z0 ⊆ V (G[XT0 ]) ⊆ V (G0).
Claim 4: There exists anm-coloring c0 of G
ℓ
0 with weak diameter in G
ℓ
0 at most f1(f
∗(η−1))
such that c0(v) = c(v) for every v ∈ Z.
Proof of Claim 4: Define T ′ to be the rooted tree obtained from T0 by for each e ∈ UE
and Y ∈ Pe, adding a node tY adjacent to the end of e in V (T0). For each t
′ ∈ V (T0), define
X ′t′ = Xt; for each t
′ ∈ V (T ′)− V (T0), t
′ = tY for some e ∈ UE and Y ∈ Pe, and we define
X ′t′ = Xe ∪ {vY }. Let X
′ = (X ′t : t ∈ V (T
′)).
Clearly, (T ′,X ′) is a tree-decomposition of G0 of adhesion at most maxe∈UE{θ, |Xe|} = θ.
For each tt′ ∈ E(T ′), say t′ is a child of t, if tt′ ∈ E(T0), then X
′
t = Xt, X
′
t′ = Xt′ , t has a child
in both T and T ′, and t′ has a child in T ′ if and only if t′ has a child in T ; if tt′ 6∈ E(T0), then
t ∈ V (T0) and t
′ 6∈ V (T0), and |X
′
t′ −X
′
t| = 1. Hence for every tt
′ ∈ E(T ′), if |X ′t ∩X
′
t′ | > η,
then one end of tt′, say t′, has no child, and |X ′t′ −X
′
t| ≤ 1.
Furthermore, t∗ ∈ V (T0) ⊆ V (T
′) and X ′t∗ = Xt∗ , so |X
′
t∗| = |Xt∗| ≤ θ. Since η ≥ 1
by Claim 1, X ′t∗ = Xt∗ 6= ∅. In addition, for every t ∈ V (T
′), if t has a child in T ′, then
t ∈ V (T0) ⊆ V (T ) has a child in T , so G[X
′
t] = G[Xt] ∈ F ; if t has no child in T
′, then
either t ∈ V (T ) has no child in T , or t ∈ V (T ′)− V (T ), so G[X ′t] ∈ F
+. And if t has a child
in T ′, then t ∈ V (T0) ⊆ V (T ), so every graph that can be obtained from G[X
′
t] = G[Xt] by
for each child t′ of t, adding at most 2θ new pairwise non-adjacent vertices and new edges
incident with new vertices such that the neighbors of each of the new vertices are contained
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in X ′t ∩X
′
t′ belongs to F
′.
Therefore, (T ′,X ′) is an (η, θ,F ,F ′)-construction of G0.
For every t ∈ V (T ′), let X ′′t = X
′
t−Z0. Let X
′′ = (X ′′t : t ∈ V (T
′)). So (T ′,X ′′) is a tree-
decomposition of G0 −Z0 of adhesion at most θ. Since for every t ∈ V (T0), Xt ∩Z0 6= ∅, we
know for every e ∈ E(T0), Xe ∩Z0 6= ∅. Note that X
′′
t∗ = Xt∗ −Z0 = ∅. If η− 1 = 0, then let
T ′′′ = T ′ and X ′′′ = X ′′; otherwise, η− 1 ≥ 1 by Claim 1, let t0 be a node of T
′ with X ′′t0 6= ∅
closest to t∗, let v0 be a vertex in X
′′
t0
, let T ′′′ be the rooted tree obtained from T ′ by adding
a new node t∗0 adjacent to t
∗, where t∗0 is the root of T
′′′, and let X ′′′ = (X ′′′t : t ∈ V (T
′′′)),
where X ′′′t∗
0
= {v0}, X
′′′
t = X
′′
t ∪ {v0} if t 6= t
∗
0 and t is in the path in T
′ between t∗ and t0,
and X ′′′t = X
′′
t otherwise.
Then (T ′′′,X ′′′) is a tree-decomposition of G0 − Z0. Since (T
′,X ′) is an (η, θ,F ,F ′)-
construction of G0, and G is connected, and F ,F
′ and F+ are hereditary, (T ′,X ′′) is an
(η − 1, θ,F ,F ′)-construction of G0 − Z0.
By the minimality of η, there exists an m-coloring c′0 of (G0 − Z0)
ℓ with weak diameter
in (G0 − Z0)
ℓ at most f ∗(η − 1). Let c0 = c ∪ c
′
0. By Lemma 4.1, c0 is an m-coloring of G
ℓ
0
with weak diameter in Gℓ0 at most f1(f
∗(η − 1)) with c0(v) = c(v) for every v ∈ Z. 
Let G1 = G[
⋃
e∈UE
XTe ]. By the definition of T0 and UE , Z ∩ V (G1) = ∅. Let S1 =⋃
e∈UE
Xe. For i ∈ [3], let Zi = N
≤iℓ
G1
[S1].
Claim 5: For every e ∈ UE , i ∈ [3] and v ∈ Zi ∩XTe −Xe, there exists Y ∈ Pe such that
v ∈ N≤iℓ
G[XTe ]
[Y ], and for every Y ′ ∈ Pe − {Y }, v 6∈ N
≤iℓ
G[XTe ]
[Y ′].
Proof of Claim 5: Since v ∈ Zi ∩ XTe − Xe, there exists a path P in G1 from v to Xe
internally disjoint from Xe of length at most iℓ. Since P is internally disjoint from Xe, P is
a path in G[XTe ]. Let y be the vertex in V (P )∩Xe. Let Y be the member of Pe containing
y. So v ∈ N≤iℓ
G[XTe ]
[Y ]. Let Y ′ be any member of Pe − {Y }. If v ∈ N
≤iℓ
G[XTe ]
[Y ′], then there
exists a walk in G[XTe ] from Y to Y
′ of length at most 2iℓ ≤ 6ℓ, so Y = Y ′ by the definition
of Pe, a contradiction. Hence v 6∈ N
≤iℓ
G[XTe ]
[Y ′]. 
For every v ∈ Z1 − V (G0) = Z1 − S1 ⊆ Z3 − S1, by Claim 5, there exists a unique pair
(ev, Yv) with ev ∈ UE and Yv ∈ Pe such that v ∈ N
≤3ℓ
G[XTev ]
[Yv].
Let c1 : Z1 → [m] be the function such that
• c1(u) = c0(u) for every u ∈ Z1 ∩ V (G0) = S1, and
• c1(u) = c0(vYu) for every u ∈ Z1 − V (G0) = Z1 − S1.
For each i ∈ {2, 3}, let ci : Zi → [m] be the function such that
• ci(v) = ci−1(v) for every v ∈ Zi−1, and
• ci(v) = i− 1 for every v ∈ Zi − Zi−1.
For every e ∈ UE , let Ge = G[XTe ] and Ze = Z3 ∩ V (Ge), and let ce : Ze → [m] such that
ce(v) = c3(v) for every v ∈ Ze. By Claim 5, for every e ∈ UE , Ze ⊆ N
≤3ℓ
Ge
[Xe].
Claim 6: For every e ∈ UE , ce can be extended to anm-coloring c
′
e of G
ℓ
e with weak diameter
in Gℓe at most f
∗(η).
Proof of Claim 6: Let e ∈ UE . If |Xe| > η, then since (T,X ) is an (η, θ,F ,F
′)-construction
of G, |V (Ge)| ≤ |Xe| + 1 ≤ θ + 1, so ce can be extended to an m-coloring of G
ℓ
e with weak
diameter in Gℓe at most |V (Ge)| ≤ θ + 1 ≤ f
∗(η).
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So we may assume that |Xe| ≤ η. If Xe = ∅, then V (Ge) = ∅ since G is connected and
Xt∗ 6= ∅ by Claims 1 and 2, so we are done.
So we may assume that Xe 6= ∅. Define Qe to be the rooted tree obtained from Te by
adding a node re adjacent to the end of e in V (Te), where re is the root of Qe. LetWre = Xe;
for every t ∈ V (Te), let Wt = Xt. Let W = (Wt : t ∈ V (Qe)). Then (Qe,W) is a rooted
tree-decomposition of Ge of adhesion at most θ such that |Wre| = |Xe| ≤ η. So if tt
′ ∈ E(Qe)
with |Wt∩Wt′ | > η, then tt
′ ∈ E(Te), so Wt = Xt and Wt′ = Xt′ . Since G[Wre] = G[Xe] and
F and F ′ are hereditary, (Qe,W) is an (η, θ,F ,F
′)-construction of Ge.
Note that I(Qe) = {re} ∪ (I(T )∩ V (Te)). Note that every vertex belongs to the shortest
directed path in T containing t∗ and e belongs to I(T ) − V (Te). So |I(Qe)| ≤ |I(T )|, and
equality holds only when t∗ is an end of e. If t∗ is an end of e, then since Xe 6= ∅, by Claim 3,
Xt ∩ Z ⊇ Xt ∩Xt∗ 6= ∅, where t is the end of e other than t
∗, so t ∈ V (T0), a contradiction.
Hence |I(Qe)| < |I(T )|.
Recall that Ze ⊆ N
≤3ℓ
Ge
[Xe] = N
≤3ℓ
Ge
[Wre ]. So by the minimality of (η, |I(T )| + |V (G) −
Z|+ |V (G)|), ce can be extended to an m-coloring of G
ℓ
e with weak diameter in G
ℓ
e at most
f ∗(η). 
Let c0 be the m-coloring mentioned in Claim 4. For every e ∈ UE , let c
′
e be the m-coloring
mentioned in Claim 6.
Define c∗ = c0|V (G)∩V (G0) ∪
⋃
e∈UE
c′e. Note that c
∗ is well-defined by the definition of c1,
and c∗ is an m-coloring of Gℓ that can be obtained from extending c by Claim 4. So there
exists a c∗-monochromatic componentM in Gℓ with weak diameter in Gℓ greater than f ∗(η).
Claim 7: There exists no e ∈ UE such that V (M) ∩ (Z1 − Xe) ∩ V (Ge) 6= ∅ and V (M) ∩
(Z3 − Z2) ∩ V (Ge) 6= ∅.
Proof of Claim 7: Suppose to the contrary that there exists e ∈ UE such that V (M) ∩
(Z1 −Xe) ∩ V (Ge) 6= ∅ and V (M) ∩ (Z3 − Z2) ∩ V (Ge) 6= ∅. Then there exists a path P in
M ⊆ Gℓ from V (M) ∩ (Z1 −Xe) ∩ V (Ge) to V (M) ∩ (Z3 − Z2) ∩ V (Ge). Hence P contains
an edge e1 between V (M) ∩ (Z1 − Xe) ∩ V (Ge) and V (M) ∩ (Z2 − Z1) ∩ V (Ge), and P
contains an edge e2 between V (M) ∩ (Z2 − Z1) ∩ V (Ge) and V (M) ∩ (Z3 − Z2) ∩ V (Ge). In
particular, M contains a vertex v1 in (Z2−Z1)∩V (Ge) and a vertex v2 in (Z3−Z2)∩V (Ge).
By the definition of ce, c2, c3, c
∗(v1) = c2(v1) = 1 and c
∗(v2) = c3(v2) = 2. So M is not
c∗-monochromatic, a contradiction. 
Claim 8: For every e ∈ UE , if V (M)∩(Z1−Xe)∩V (Ge) = ∅, then V (M)∩V (Ge)−Xe = ∅.
Proof of Claim 8: Suppose to the contrary that there exists e ∈ UE such that V (M) ∩
(Z1 − Xe) ∩ V (Ge) = ∅ and V (M) ∩ V (Ge) − Xe 6= ∅. Then V (M) ⊆ V (Ge) − Xe since
M ⊆ Gℓ. Since V (M) ∩ (Z1 −Xe) ∩ V (Ge) = ∅, V (M) ⊆ V (Ge)− Z1. Hence every edge in
M ⊆ Gℓ is an edge in Gℓe. So M is a c
′
e-monochromatic component in G
ℓ
e. Hence the weak
diameter of M in Gℓe is at most f
∗(η) by Claim 6. That is, for any vertices x, y in M , there
exists a path Px,y in G
ℓ
e between x and y of length at most f
∗(η). Since Ge ⊆ G, G
ℓ
e ⊆ G
ℓ.
So for any vertices x, y in M , Px,y is a path in G
ℓ between x and y of length at most f ∗(η).
Hence the weak diameter of M in Gℓ is at most f ∗(η), a contradiction. 
Let B = {e ∈ UE : V (M) ∩ V (Ge)−Xe 6= ∅}.
Claim 9: V (M) ⊆ (V (G0) ∩ V (G)) ∪
⋃
e∈B(XTe ∩ Z2).
Proof of Claim 9: For every e ∈ B, by Claim 8, V (M)∩(Z1−Xe)∩V (Ge) 6= ∅, so by Claim
7, V (M) ∩ (Z3 − Z2) ∩ V (Ge) = ∅. Hence for every e ∈ B, since M ⊆ G
ℓ, V (M) ∩ V (Ge) ⊆
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V (Ge) ∩ Z2 = XTe ∩ Z2. Therefore, V (M) ⊆ (V (G0) ∩ V (G)) ∪
⋃
e∈B(XTe ∩ Z2). 
Claim 10: For every x ∈ V (M)−(V (G0)∩V (G)), there exists e ∈ B with x ∈ XTe∩Z2−Xe,
there uniquely exists Yx ∈ Pe such that x ∈ N
≤2ℓ
G[XTe ]
[Yx], and c
∗(M) = c0(vYx).
Proof of Claim 10: Let x ∈ V (M) − (V (G0) ∩ V (G)). By Claim 9, there exists e ∈ B
such that x ∈ XTe ∩ Z2 − Xe. So by Claim 5, there uniquely exists Yx ∈ Pe such that
x ∈ N≤2ℓ
G[XTe ]
[Yx]. Furthermore, V (M) ∩ (Z1 −Xe) ∩ V (Ge) 6= ∅ by Claim 8. So there exists
x′ ∈ V (M)∩(Z1−Xe)∩V (Ge) such that c
∗(x) = c∗(x′) = c∗(M). By Claim 5, there uniquely
exists Yx′ ∈ Pe such that x ∈ N
≤ℓ
G[XTe ]
[Yx]. If Yx 6= Yx′, then there exists a walk in Ge from Yx
to Yx′ with length at most 2ℓ + ℓ ≤ 3ℓ, so Yx = Yx′ by the definition of Pe, a contradiction.
So vYx = vYx′ . Hence by the definition of c1, c
∗(M) = c∗(x′) = c1(x
′) = c0(vYx′ ) = c0(vYx). 
For every x ∈ V (M)− (V (G0) ∩ V (G)), define Yx to be one mentioned in Claim 10. Let
M ′ be the graph obtained from M by for each e ∈ B and Y ∈ Pe, identifying all vertices
x ∈ V (M)− (V (G0) ∩ V (G)) with Yx = Y into a vertex vY . So V (M
′) ⊆ V (G0).
Claim 11: M ′ is contained in a c0-monochromatic component in G
ℓ
0.
Proof of Claim 11: By Claim 10, for every x ∈ V (M)− (V (G0)∩V (G)), c
∗(M) = c0(vYx).
So all vertices in M ′ have the same color in c0. Hence to prove that M
′ is contained in a
c0-monochromatic component in G
ℓ
0, it suffices to prove that M
′ is a subgraph of Gℓ0. Since
V (M ′) ⊆ V (G0) = V (G
ℓ
0), it suffices to prove that E(M
′) ⊆ E(Gℓ0).
Note that for any e ∈ UE , distinct vertices x, y ∈ Xe and path P in G[XTe ] between x
and y internally disjoint from Xe of length at most ℓ having at least one internal vertex, the
ends of P are contained in the same part of Pe, so there exists a path P in G0 of length two
between x and y; since P has at least one internal vertex, the length of P is at most the
length of P . Hence, for every path P in G of length at most ℓ between two distinct vertices
in V (G0)∩V (G), we can replace each maximal subpath P
′ of P of length at least two whose
all internal vertices are not in V (G) by P ′ to obtain a walk P in G0 of length at most the
length of P having the same ends as P .
Hence if xy is an edge of M ′ with x, y ∈ V (G0)∩ V (G), then since M
′ ⊆ Gℓ, there exists
a path Pxy in G of length at most ℓ between x and y, so Pxy is a walk in G0 of length at
most ℓ between x and y, so xy ∈ E(Gℓ0).
Now assume that there exists an edge xy of M ′ with x ∈ V (G0) ∩ V (G) and y 6∈
V (G0) ∩ V (G). Since M
′ ⊆ Gℓ, there exists a path Pxy in G of length at most ℓ between
x and y. Since y 6∈ V (G0) ∩ V (G), there exists ey ∈ UE such that y ∈ XTey − Xey . Let y
′
be the vertex in V (Pxy) ∩ Xey such that the subpath of Pxy between y and y
′ is contained
in G[XTey ]. Then y
′ ∈ Yy by Claim 5, and y = vYy . So xP
′
xyy
′y is a walk in Gℓ0 of length at
most ℓ, where P ′xy is the subpath of Pxy between x and y
′. So xy ∈ E(Gℓ0).
Hence every edge of M ′ incident with a vertex of V (G0) ∩ V (G) is an edge of G
ℓ
0.
Now assume that there exist e ∈ B and distinct Y, Y ′ ∈ Pe such that vY vY ′ ∈ E(M
′). So
there exists ab ∈ E(M) such that a, b ∈ V (M) ∩XTe −Xe, Ya = Y and Yb = Y
′. By Claim
10, there exist a path Pa in G[XTe ] from a to Ya with length at most 2ℓ and a path Pb in
G[XTe ] from b to Yb of length at most 2ℓ. Since ab ∈ E(M) ⊆ E(G
ℓ), there exists a path Pab
in G of length at most ℓ from a to b. If V (Pab) ⊆ XTe, then Pa ∪Pab ∪Pb is a walk in G[XTe ]
from Ya to Yb of length at most 2ℓ+ ℓ+ 2ℓ < 7ℓ, contradicting that Ya = Y and Yb = Y
′ are
distinct parts of Pe. So V (Pab) 6⊆ XTe. In particular, there exist distinct a
′, b′ ∈ V (Pab)∩Xe
such that the subpath Pa′ of Pab between a and a
′ and the subpath Pb′ of Pab between b and
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b′ are contained in G[XTe ]. Since the length of Pa′ and Pb′ are at most ℓ, a
′ ∈ Ya and b
′ ∈ Yb
by Claim 5. So vY a
′P ′b′vY ′ is path in G0 of length at most the length of Pab, where P
′ is the
subpath of Pab between a
′ and b′. Hence vY vY ′ ∈ G
ℓ
0.
Finally, assume that there exist distinct e1, e2 ∈ B, Y1 ∈ Pe1 and Y2 ∈ Pe2 such that
vY1vY2 ∈ E(M
′). So for each i ∈ [2], there exists xi ∈ V (M) ∩ Z2 ∩XTei −Xei by Claim 10
such that Yxi = Yi, and there exists a path Px1x2 in G of length at most ℓ between x1 and
x2. For each i ∈ [2], let yi be the vertex in V (Px1x2) ∩ Xei such that the subpath of Px1x2
between xi and yi is contained in G[XTei ]. Then vY1y1P
′
x1x2
y2vY2 is a walk in G0 of length at
most ℓ, where P ′x1x2 is the subpath of Px1x2 between y1 and y2. Therefore, vY1vY2 ∈ E(G
ℓ
0).
This proves E(M ′) ⊆ E(Gℓ0), and hence the claim follows. 
Claim 12: For any two vertices x, y ∈ V (G) ∩ V (G0), if P is a path in G0 between x and
y, then there exists a walk Pˆ in G between x and y of length at most 7θℓ|E(P )|.
Proof of Claim 12: Let Q be a path in G0 such that there exists e ∈ UE such that
Q ⊆ G[XTe] is from Xe to Xe internally disjoint from Xe and contains at least one internal
vertex. Then Q has length two, and there exists YQ ∈ Pe containing both ends of Q. So
there exists a path Qˆ in G[XTe ] between the ends of Q of length at most 7θℓ by the definition
of Pe.
Let x, y ∈ V (G) ∩ V (G0). Let P be a path in G0 between x and y. Then by replacing
each subpath P ′ of P in which there exists eP ∈ UE such that P
′ ⊆ G[XTe′
P
] is from XeP ′ to
XeP ′ internally disjoint from Xe′P and contains at least one internal vertex by Pˆ
′, we obtain
a walk in G between x and y of length at most 7θℓ|E(P )|. 
By Claim 11, M ′ is contained in a c0-monochromatic component in G
ℓ
0. By Claim 4, the
weak diameter of M ′ in Gℓ0 is at most f1(f
∗(η − 1)).
For every vertex x ∈ V (M), if x ∈ V (G0)∩V (G), then define h(x) = x; otherwise, define
h(x) = vYx . Note that for every x ∈ V (M), h(x) ∈ V (M
′).
Claim 13: For any vertices x, y ∈ V (M), there exists a path in G between x and y with
length at most f ∗(η).
Proof of Claim 13: Since h(x), h(y) ∈ V (M ′) and the weak diameter of M ′ in Gℓ0 is at
most f1(f
∗(η − 1)), there exists a path P0 in G
ℓ
0 between h(x) and h(y) of length at most
f1(f
∗(η − 1)). So there exists a path P ′0 in G0 of length at most ℓ · f1(f
∗(η − 1)) between
h(x) and h(y).
For each u ∈ {x, y}, if h(u) ∈ V (G0) ∩ V (G), then h(u) = u, and we let h
′(u) = u and
h′′(u) = u; otherwise, by Claim 10, there exists e ∈ UE such that u ∈ (XTe−Xe)∩N
≤2ℓ
G[XTe ]
[Yu],
so there exists a path Pu in G[XTe ] from u to Yu with length at most 2ℓ, and we let h
′(u)
be the end of Pu in Yu, and let h
′′(u) be the neighbor of h(u) in P ′0. Note that for the latter
case, h′′(u) ∈ Yu by the definition of G0 and M
′. So for each u ∈ {x, y}, there exists a path
in G from u to h′(u) of length at most 2ℓ, and there exists a path in G from h′(u) to h′′(u)
of length at most 7θℓ by the definition of Pe, so there exists a walk Pu in G from u to h
′′(u)
of length at most (7θ + 2)ℓ.
Since h′′(x), h′′(y) ∈ V (M ′) and the weak diameter of M ′ in Gℓ0 is at most f1(f
∗(η− 1)),
there exists a path P in Gℓ0 between h
′′(x) and h′′(y) of length at most f1(f
∗(η − 1)). So
there exists a path P ′ in G0 of length at most ℓ · f1(f
∗(η − 1)) between h′′(x) and h′′(y).
Since h′′(x), h′′(y) ∈ V (G0) ∩ V (G), by Claim 12, there exists a walk Pˆ ′ in G between h
′′(x)
and h′′(y) of length at most 7θℓ|E(P ′)| ≤ 7θℓ2f1(f
∗(η − 1)). Therefore, Px ∪ Pˆ ′ ∪ Py is a
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walk in G from x to y of length at most 2(7θ + 2)ℓ+ 7θℓ2f1(f
∗(η − 1)) ≤ f ∗(η). 
Hence the weak diameter of M in G is at most f ∗(η) by Claim 13. Therefore, the weak
diameter of M in Gℓ is at most f ∗(η), a contradiction. This proves the lemma.
Now we are ready to prove Theorem 1.9. The following is a restatement.
Theorem 5.2. Let F and F ′ be hereditary classes of graphs. Let θ be a positive integer. Let
F∗ be a class of graphs such that for every G ∈ F∗, there exists a tree-decomposition (T,X )
of G of adhesion at most θ, where X = (Xt : t ∈ V (T )), such that for every t ∈ V (T ),
• G[Xt] ∈ F , and
• F ′ contains every graph that can be obtained from G[Xt] by adding new vertices and
new edges such that for each new vertex v, there exists a neighbor tv of t in T such
that the neighbors of v are contained in Xt ∩Xtv .
Then asdim(F∗) ≤ max{asdim(F), asdim(F ′), 1}.
Proof. By Proposition 3.1, there exists a function f : N→ N such that F∪F ′ is (asdim(F∪
F ′) + 1, ℓ, f(ℓ))-nice for every ℓ ∈ N. Define g : N → N to be the function such that for
every x ∈ N, g(x) = f ∗x(θ), where f
∗
x is the function f
∗ mentioned in Lemma 5.1 by taking
(ℓ, N,m, θ,F ,F ′) = (x, f(x),max{asdim(F ∪ F ′), 1}+ 1, θ,F ,F ′).
Let G ∈ F∗. So there exists a tree-decomposition (T,X ) of G of adhesion at most θ,
where X = (Xt : t ∈ V (T )), such that for every t ∈ V (T ), G[Xt] ∈ F , and F
′ contains every
graph that can be obtained from G[Xt] by adding new vertices and new edges such that
for each new vertex v, there exists a neighbor tv of t in T such that the neighbors of v are
contained in Xt∩Xtv . Let t0 be a node of T with Xt0 6= ∅, and let v0 be a vertex in Xt0 . Let
T ′ be the rooted tree obtained from T by adding a new node t′0 adjacent to t0, where t
′
0 is
the root of T ′. Let X ′
t′
0
= {v0}; for every t ∈ V (T ), let X
′
t = Xt. Let X
′ = (X ′t : t ∈ V (T
′)).
Then (T ′,X ′) is a (θ, θ,F ,F ′)-construction of G. For every ℓ ∈ N, applying Lemma 5.1
by taking (ℓ, N,m, θ,F ,F ′, η, Z) = (ℓ, f(ℓ),max{asdim(F ∪ F ′), 1} + 1, θ,F ,F ′, θ, ∅), Gℓ is
(max{asdim(F ∪ F ′), 1}+ 1)-colorable with weak diameter in Gℓ at most g(ℓ).
Hence F∗ is (max{asdim(F ∪ F ′), 1} + 1, ℓ, g(ℓ))-nice for every ℓ ∈ N. By Proposition
3.1, asdim(F∗) ≤ max{asdim(F ∪ F ′), 1} = max{asdim(F), asdim(F ′), 1}.
6 Applications to asymptotic dimension
Now we are ready to prove Theorem 1.4. The following is a restatement.
Theorem 6.1. Let w be a positive integer. Let F be the class of graphs of tree-width at most
w. Then asdim(F) = 1.
Proof. Let F1 be the class of graphs on at most w+1 vertices. Let F2 be the class of graphs
that have a vertex-cover of size at most w + 1. Note that F1,F2 are hereditary classes and
F1 ⊆ F2. So max{asdim(F1), asdim(F2)} = asdim(F2) ≤ 0 by Lemma 4.6.
Since for every graph G of tree-width at most w, there exists a tree-decomposition (T,X )
of G of adhesion at most w + 1, where X = (Xt : t ∈ V (T )), such that for every t ∈ V (T ),
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G[Xt] ∈ F1, and F2 contains every graph that can be obtained from G[Xt] by adding
new vertices and new edges such that for each new vertex v, there exists a neighbor tv of
t in T such that the neighbors of v are contained in Xt ∩ Xtv . Hence by Theorem 5.2,
asdim(F) ≤ max{asdim(F1), asdim(F2), 1} = 1.
Since every path has tree-width at most 1, and there exists no integer N such that every
path is 1-colorable with weak diameter at most N , asdim(F) ≥ 1. This shows asdim(F) = 1.
Note that Theorem 1.3 follows from Theorem 1.4 by the Grid Minor Theorem [16]. To
prove Theorem 1.5, we need the following.
Theorem 6.2 ([5, Theorem 5.2]). Let n be an integer such that for every nonnegative integer
k, the class of graphs of tree-width at most k has asymptotic dimension at most n. Then for
every positive integer w, the class of graphs of layered tree-width at most w has asymptotic
dimension at most n+ 1.
The following is a restatement of Theorem 1.5.
Theorem 6.3. Let w be a positive integer. Then the class of graphs of layered tree-width at
most w is at most 2.
Proof. It immediately follows from Theorems 6.1 and 6.2.
We need the following lemma in order to prove Theorem 1.2.
Lemma 6.4. Let p be a positive integer. For every positive integer x, let Fx be the class
of graphs of layered tree-width at most x. Let W be the class of graphs such that for every
G ∈ W, G can be obtained from a graph G′ ∈ F+pp by adding new vertices and new edges
incident with new vertices such that for each new vertex, its neighbors are contained in a
clique in G′. Then W ⊆ F+pp+1.
Proof. Let G ∈ W. So there exists H ∈ F+pp such that G can be obtained from H by
adding new vertices and new edges incident with new vertices such that for each new vertex,
its neighbors are contained in a clique in H . Since H ∈ F+pp , there exists Z ⊆ V (H)
with |Z| ≤ p such that H − Z ∈ Fp. Hence G − Z can be obtained from H − Z by
adding new vertices and new edges incident with new vertices such that for each vertex
v ∈ V (G)−(V (H)∪Z) = V (G)−V (H), its neighbors are contained in a clique Cv in H−Z.
Since H − Z ∈ Fp, there exist a layering (V1, V2, ...) of H − Z and a tree-decomposition
(T,X = (Xt : t ∈ V (T )) of H − Z such that the intersection of any Vi and Xt has size at
most p. For every v ∈ V (G)− V (H), since Cv is a clique in H − Z, there exist tCv ∈ V (T )
with Cv ⊆ XtCv and a positive integer iCv such that Cv ⊆ ViCv ∪ ViCv+1.
For each positive integer i, define V ′i = Vi∪{v ∈ V (G)−V (H) : i = iCv}. Then (V
′
1 , V
′
2 , ...)
is a layering of G− Z. Let T ′ be the tree obtained from T by for every v ∈ V (G)− V (H),
adding a new node tv adjacent to tCv . For every t ∈ V (T ), define X
′
t = Xt; for every
t ∈ V (T ′) − V (T ), t = tv for some v ∈ V (G)− V (H), and we define X
′
t = Cv ∪ {v}. Then
(T ′,X ′) is a tree-decomposition of G− Z.
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Let i be a positive integer, and let t ∈ V (T ′). If t ∈ V (T ), then X ′t ⊆ V (H) − Z, so
|X ′t ∩V
′
i | = |Xt∩Vi| ≤ p. If t ∈ V (T
′)−V (T ), then there exists v ∈ V (G)−V (H) such that
t = tv, so X
′
t ∩ V
′
i = (Cv ∩ Vi)∪ ({v} ∩ V
′
i ) ⊆ (XtCv ∩ Vi)∪ {v}, and hence |X
′
t ∩ V
′
i | ≤ p+ 1.
Therefore, the layered tree-width of G − Z is at most p + 1. So G − Z ∈ Fp+1. Hence
G ∈ F+pp+1. This shows W ⊆ F
+p
p+1.
Let G be a graph. Let (T,X ) be a tree-decomposition of G, where X = (Xt : t ∈ V (T )).
For every t ∈ V (T ), the torso at t is the graph obtained from G[Xt] by adding edges such
that for every neighbor t′ of t in T , Xt ∩Xt′ is a clique.
The following is a restatement of Theorem 1.2.
Theorem 6.5. Let H be a graph. Let F be the class of graphs with no H-minor. Then
asdim(F) ≤ 2.
Proof. For every positive integer x, let Fx be the class of graphs of layered tree-width at
most x. By [17, Theorem 1.3] and [9, Theorem 20], there exists a positive integer p such
that for every graph G ∈ F , there exists a tree-decomposition (T,X ) of G of adhesion at
most p such that for every t ∈ V (T ), the torso at t belongs to F+pp .
LetW be the class of graphs such that for every G ∈ W, G can be obtained from a graph
G′ ∈ F+pp by adding new vertices and new edges incident with new vertices such that for
each new vertex, its neighbors are contained in a clique in G′. By Lemma 6.4, W ⊆ F+pp+1.
Note that F+pp and F
+p
p+1 are closed under taking subgraphs. Hence for every G ∈ F , there
exists a tree-decomposition (T,X ) of G of adhesion at most p, where X = (Xt : t ∈ V (T )),
such that for every t ∈ V (T ), G[Xt] ∈ F
+p
p , and F
+p
p+1 contains every graph that can be
obtained from G[Xt] by adding new vertices and new edges such that for each new vertex v,
there exists a neighbor tv of t in T such that the neighbors of v are contained in Xt ∩Xtv .
Therefore, by Theorem 5.2, asdim(F) ≤ max{asdim(F+pp ), asdim(F
+p
p+1), 1} ≤ 2, where
the last inequality follows from Theorems 4.3 and 6.3.
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