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Objective: Executive functions (EF) are cognitive skills that are important for regulating behavior and for achieving goals. Executive function deﬁcits
are common in children who struggle in school and are associated with multiple neurodevelopmental disorders. However, there is also considerable
heterogeneity across children, even within diagnostic categories. This study took a data-driven approach to identify distinct clusters of children with
common proﬁles of EF-related difﬁculties, and then identiﬁed patterns of brain organization that distinguish these data-driven groups.
Method: The sample consisted of 442 children identiﬁed by health and educational professionals as having difﬁculties in attention, learning, and/or
memory. We applied community clustering, a data-driven clustering algorithm, to group children by similarities on a commonly used rating scale of EF-
associated behavioral difﬁculties, the Conners 3 questionnaire. We then investigated whether the groups identiﬁed by the algorithm could be distin-
guished on white matter connectivity using a structural connectomics approach combined with partial least squares analysis.
Results: The data-driven clustering yielded 3 distinct groups of children with symptoms of one of the following: (1) elevated inattention and
hyperactivity/impulsivity, and poor EF; (2) learning problems; or (3) aggressive behavior and problems with peer relationships. These groups were
associated with signiﬁcant interindividual variation in white matter connectivity of the prefrontal and anterior cingulate cortices.
Conclusion: In sum, data-driven classiﬁcation of EF-related behavioral difﬁculties identiﬁed stable groups of children, provided a good account of
interindividual differences, and aligned closely with underlying neurobiological substrates.
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252xecutive functions (EFs) are a collection of cognitive pro-
cesses that help to regulate thoughts and behavior. They
are critically involved when we make plans, solve prob-lems, and attain goals.1 Better EF is linked to many positive outcomes2
such as greater success in school,3,4 better physical and mental
health,5,6 and better overall quality of life.7 In contrast, deﬁcits in EF
are associated with slow school progress,8 difﬁculties in peer relation-
ships,9 and poor employment prospects.10 Behaviorally, EF deﬁcits
may manifest as distractibility, ﬁdgetiness, poor concentration, chaotic
organization of materials, and trouble completing work. EFs comprise
multiple dissociable domains,11 and children may show different pro-
ﬁles of strength and weaknesses across these domains. This is also the
case for diagnostic groups that are deﬁned by behaviors that relate to
EF, for example, attention-deﬁcit/hyperactivity disorder (ADHD).12 In
fact, difﬁculties in EF have been associated with several common
neurodevelopmental disorders, including ADHD,13 autism spectrum
disorder (ASD),14 and dyslexia.15 Despite the strong association be-
tween EF and outcomes highly relevant to children’s development, the
heterogeneity of EF difﬁculties across children makes it difﬁcult to
devise effective intervention strategies and to investigate etiological
mechanisms. The aim of the current study was to use a data-driven
approach to identify groups of children with similar proﬁles of EF-
associated behavioral problems and to relate these proﬁles to differ-
ences in white matter connectivity.www.jaacap.orgData-driven subgrouping can provide the practical advantage of
clearly deﬁned groups of children with highly similar behavioral prob-
lems. In turn, this may help with identifying the pathophysiological
mechanisms associated with those shared difﬁculties. The current study
used a data-driven community clustering approach to group children by
the similarity of their behavioral problems. In contrast to widely used
factor-analytic approaches that aim to reduce measured variables to a
smaller set of latent factors (e.g., grouping questionnaire items that relate
to hyperactivity or inattentiveness), the clustering approach that we used
groups children by similarities in their behavioral ratings. This alternative
approach is made possible by recent advances in network science
methods. Most clustering algorithms necessitate a priori assumptions,
such as the geometrical properties of the cluster shape, the tuning of some
parameters, or setting the number of desired clusters. These assumptions
are difﬁcult to make, but network science provides a possible solution.
Network science is the study of complex networks, which represent
relationships among data as a network of nodes connected by edges. This
methodological approach provides a mathematical tool for quantifying
the organization of networks and the relationships among the nodes
within them.16 Deﬁning subdivisions of highly connected nodes within a
network, so-called communities, is an area of network science that has
received considerable attention, as it applies to many real-world prob-
lems.17 In the case of psychometric data, the network can represent the
similarity of scores between participants. Community detection makes itJournal of the American Academy of Child & Adolescent Psychiatry
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FIGURE 1 Overview of Data Included in Behavioral and
Connectome Analysis
SUBTYPING EXECUTIVE FUNCTION BEHAVIORSpossible to deﬁne subgroups of participants that are most similar while
being as distinct as possible from other subgroups. Our aim was to
identify clusters in a large sample of children, according to the similarity
of their EF-related behavioral problems, using a community detection
approach based on the Conners questionnaire. This scale is routinely
administered in health care and educational settings in many clinics in
the United Kingdom.
We applied the data-driven clustering approach in a large sample of
children (N ¼ 442) identiﬁed as having problems in attention, learning,
and/or memory by educational and clinical professionals working in
various specialist children’s services. This sample includes common,
complex, and comorbid cases of behavioral and cognitive difﬁculties.
Many of these children would not be recruited by studies that use strict
exclusory criteria to identify rarer selective cases, but are routinely seen by
specialist clinicians and educators. This large heterogeneous group of
children provides a perfect dataset for testing data-driven grouping
methods. Moreover, understanding the proﬁles of EF-associated behav-
ioral difﬁculties in children currently receiving the attention of these
specialists may provide useful information for practitioners and may shift
research focus toward these relevant behavioral proﬁles.
An additional aim was to relate the proﬁles of EF-associated
behavioral problems to potential biological mechanisms. We explored
differences in white matter connectivity between the groups identiﬁed
through the community detection. White matter maturation is a crucial
process of brain development that extends into the third decade of life,18
and which relates closely to cognitive development.19-21 It is thought to
support cognitive development through better communication and
integration among brain regions, particularly over longer distances,22
Accordingly, the brain can be modeled as a network of brain regions
connected by white matter, commonly referred to as a connectome. Brain
regions vary in the number of their connections— their node degree—
which gives an indication of their importance for the network.23 To
explore which brain regions were most closely linked to the behavioral
proﬁles identiﬁed through community clustering, we used a multivariate
dimension-reduction technique called partial least squares (PLS).24 In our
analysis, PLS deﬁned brain components that maximally distinguished the
behaviorally deﬁned groups.Note: MRI ¼ magnetic resonance imaging.METHODS
Participants
The sample consisted of ratings on 442 children (age: mean ¼ 110.51
months; SE ¼ 1.24; range ¼ 62215; 295 male). The proportion of
boys was higher in this referred sample, in line with prevalence estimates
of ADHD in the UK (ADHD: 4:1 male:female).25 Behavioral difﬁculties
associated with ADHD were assessed using the Conners Parent Rating
Short Form 3rd edition,26 herein referred to as “Conners 3.” The ratings
were completed by parents or caregivers as part of a larger ongoing study
at the Centre for Attention, Learning and Memory (CALM) at the MRC
Cognition and Brain Sciences Unit, University of Cambridge. Children
were recruited to the CALM research clinic on the basis of having
problems in attention, learning, and/or memory that had come to the
attention of a professional working in schools (e.g., special needs teacher)
or specialist children’s community services (e.g., clinical or educational
psychologists, speech and language therapists, or pediatricians). During
the clinic visit, children completed a wide range of cognitive assessments,
and their parents/caregivers ﬁlled in questionnaires about their child’s
behavior. Children were also invited for magnetic resonance imaging
(MRI) (see Figure 1 for attainment). The data reported here include
those from 3 questionnaires and the MRI data. Exclusion criteria forJournal of the American Academy of Child & Adolescent Psychiatry
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lems in vision or hearing that were uncorrected, or a native language
other than English. This study was carried out in accordance with the
Declaration of Helsinki and was approved by the local NHS Ethics
committee (Reference: 13/EE/0157). Parents/caregivers provided written
consent, and children gave verbal assent.
Some children in the broad sample of children referred for problems
relating to attention, learning, and/or memory had received diagnoses
through standard community services (see Table 1 for a breakdown of
diagnoses). Among the children with a diagnosis, ADHD was the most
common. Other diagnostic labels were rare. Therefore, diagnostic labels
were grouped together. Primary diagnoses of dyslexia, dyscalculia, or
dysgraphia were summarized as “learning deﬁcits.” Primary diagnoses of
autism spectrum disorder, autism, or Asperger syndrome were summed as
“ASD.” Other labels, such as OCD, depression, anxiety, or develop-
mental delay occurred only in a few individuals and were grouped as
“other.”
Behavioral Analysis
Questionnaire Data. The Conners 3 scale26 is a parent questionnaire
designed to assess behavioral difﬁculties associated with ADHD and
related disorders. It is well validated, with good psychometric integrity
(internal consistency: Cronbach’s a ¼ 0.91 [range 0.850.94]; factorial
validity: root mean square error of approximation [RMSEA] ¼ 0.07
based on conﬁrmatory factor analysis in a replication sample; for details,
see Conners26). Questionnaire items are summarized into 6 subscales
(Inattention, Hyperactivity/Inattention, Learning Problems, Executive
Function, Aggression, Peer Problems), and a total ADHD score is also
derived. T scores of 60 and above are indicative of clinical levels of
problems. A high proportion of children in the sample had scored in this
range on each of the subscales (Table 2).www.jaacap.org 253
TABLE 1 Breakdown of Children by Pre-existing Diagnoses
and Referral Routes
Diagnosis Total %
None 302 76.7
ADHD 61 15.6
Learning deﬁcit 32 8.2
ASD 24 6.2
Other 23 5.9
Referrer Total %
SENCo 262 66.9
Pediatrician 82 21.0
Clinical psychologist 29 7.4
Speech and language Therapist 29 7.4
Specialist teacher 13 3.3
ADHD nurse practitioner 13 3.3
Educational psychologist 6 1.5
Family worker locality team 5 1.3
Child psychiatrist 2 0.5
Private tutor 1 0.3
Note: ADHD ¼ attention-deﬁcit/hyperactivity disorder; ASD ¼ autism spectrum
disorder; SENCo ¼ special educational needs coordinator.
TABLE 2 Scores on Each Scale of the Conners 3
Questionnaire (Inattention, Hyperactivity/Impulsivity,
Learning Problems, Executive Function, Aggression, Peer
Relationships) for the Entire Sample
Scale Mean SD Min Max T > 60 T > 60%
Inattention 79.74 11.955 40 90 398 90.0
Hyperactivity/Impulsivity 72.87 16.338 40 90 315 71.3
Learning Problems 75.95 11.912 42 90 390 88.2
Executive Function 73.81 12.906 40 90 363 82.1
Aggression 62.95 17.268 34 90 205 46.4
Peer Relationships 71.94 17.973 44 90 290 65.6
Note: The last 2 columns indicate the total number and the percentage of children
in the sample with T scores in the clinical range on each scale. Max ¼ maximum;
Min ¼ minimum.
BATHELT et al.The Conners 3 also contains 2 validity scales to detect response bias
(that is, the rater tries to convey an overly positive or negative impression
to secure a certain outcome).26 The validity scales indicated a possibly
overly negative response style for 80 responses. Highly negative scores
may indicate extreme problems in the rating domains or a negative bias of
the rater, which may overestimate the child’s difﬁculties. Analyses were
carried out including and excluding ratings with high negative impression
scores.
The Behavioral Rating Inventory of Executive Function (BRIEF) is
a questionnaire about behaviors associated with EF problems for parents
of children and adolescents 5 to 18 years of age.27 There are 8 subscales
measuring behavior problems related to inhibition, shifting, emotional
control, initiation, working memory, planning/organizing, organization
of materials, and monitoring.
The Strengths and Difﬁculties Questionnaire (SDQ) is a
parent-rated scale for children and adolescents 8 to 16 years of age. It
provides ratings for emotional symptoms and prosocial behavior as
well as scores for problems related to behavioral conduct, hyperactivity/
inattention, and peer relationships.Community Detection
Community detection is an optimization clusteringmethod. Networks in the
current analysis represented the child-by-child correlations across the 6 scales
of theConners 3 questionnaire.Questionnaire scales were used because the 4-
point range of individual items was too limited to distinguish individuals. The
community algorithm starts with each network node, namely, child, in a
separate community and then iteratively parcellates the network into com-
munities to increase the quality index (Q), which represents the segregation
between communities with higher values indicating stronger segregation,
until a maximum is reached. The current study used the algorithm described
by Rubinov and Sporns28 as implemented in the Brain Connectivity Toolbox
(https://sites.google.com/site/bctnet/) version of August 2016, which is an
extension of the method described by Blondel et al.29 to networks with
positive and negative edges. This algorithm is not deterministic andmay yield254 www.jaacap.orgdifferent solutions at each run. To reach a stable community assignment, we
applied the consensus clustering method described by Lancichinetti and
Fortunato30 (see Figure S1, available online, for a comparison with an alter-
native algorithm). In short, an average community assignment overmore than
100 iterations was generated. The community assignment was then repeated
further until the community assignment did not change between successive
iterations. The robustness of the community detection was tested with
simulated networks with known community structure varying the probability
of within-module versus between-module connections and adding random
noise. The results indicated that the implementation of the algorithm could
detect the community structure reliably over a range of these parameters (see
Supplement 1 andFigure S2, available online). The analysis was implemented
in Python 2.7.11. The code for the entire analysis is available online (https://
github.com/joebathelt/Conners_analysis). A comparison exploratory factor
analysis with principal component analysis is presented in the Supplement
(see Figure S3, available online).
Statistical Analysis
Groups deﬁned by the community detection algorithm were compared
on scales of the Conners 3 questionnaire. ShapiroWilk tests indicated
that scores within groups deviated from normality assumptions.31 Group
contrasts were therefore based on nonparametric MannWhitney U
tests. The Bonferroni method was used to account for multiple com-
parisons. Statistical tests were carried out using Scientiﬁc Python (SciPy)
version 0.17.0 implementation.32
Structural Connectome. The aim of this analysis was to explore
whether the data-driven grouping was related to differences in brain
structure. To this end, white matter connectivity of brain regions was
estimated from diffusion-weighted images. Next, we used a multivariate,
dimension-reduction technique to relate the white matter connectivity of
brain regions to the group assignment.
Participant Sample for the Connectome Analyses. A subset of
191 families agreed to participate in the neuroimaging part of the study.
A total of 43 scans were excluded for their poor quality, that is,
incomplete scan data, visually identiﬁed movement artifact, maximum
displacement in the diffusion sequence of more than 3mm as determined
by FMRIB Software Library (FSL) eddy (see Figure 1 for an overview of
attrition). The ﬁnal sample consisted of 148 complete data sets (behavior,
T1, diffusion-weighted images). The MRI sample did not signiﬁcantly
differ in age from the behavioral sample (MRI sample [months]: mean ¼
117.05, SD ¼ 27.436, t(359) ¼ 1.34, p ¼ 0.181). The ratio of groupsJournal of the American Academy of Child & Adolescent Psychiatry
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SUBTYPING EXECUTIVE FUNCTION BEHAVIORSdeﬁned in the analysis of the behavioral sample was similar in the MRI
subsample (MRI sample: C1: 0.36; C2: 0.33; C3: 0.30).
MRI Data Acquisition. Magnetic resonance imaging data were
acquired at the MRC Cognition and Brain Sciences Unit, University of
Cambridge. All scans were obtained on the Siemens 3 T Tim Trio system
(Siemens Healthcare, Erlangen, Germany), using a 32-channel quadra-
ture head coil. The imaging protocol relevant here consisted of 2 se-
quences: T1-weighted MRI and a diffusion-weighted sequence.
T1-weighted volume scans were acquired using a whole-brain
coverage 3D Magnetization Prepared Rapid Acquisition Gradient Echo
(MP RAGE) sequence acquired using 1-mm isometric image resolution.
Echo time was 2.98 milliseconds, and repetition time was 2,250
milliseconds.
Diffusion scans were acquired using echo-planar diffusion-weighted
images with an isotropic set of 60 noncollinear directions, using a
weighting factor of b ¼ 1,000 s 3 mm2, interleaved with a T2-
weighted (b ¼ 0) volume. Whole-brain coverage was obtained with 60FIGURE 2 Overview of Processing Steps for Structural Connecto
Note: ANTs ¼ Advanced Normalization Tools; DiPy ¼ Diffusion Imaging in Python; FSL
of functions in the software packages mentioned.
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time was 90 milliseconds, and repetition time was 8,400 milliseconds.
Structural Connectome Construction. The white matter con-
nectome reconstruction followed the general procedure of estimating the
most probable white matter connections for each individual and then
obtaining measures of fractional anisotropy (FA) between regions
(Figure 2). White matter connectome reconstruction was carried out as
previously described.33 Figure 2 provides an overview. The methodo-
logical details of the connectome construction are presented in
Supplement 1, available online.
Statistical Analysis of Connectome Data. For the analysis of the
connectome data, the node degree of each node in the network was
calculated for each participant. Partial least squares (PLS) regression was
used to identify the linear combination of brain areas that best explained
group membership for the groups identiﬁed through community clus-
tering. The PLS model was evaluated by ﬁtting the model to a randomme Estimation
¼ FMRIB Software Library; WM ¼ working memory. Other abbreviations are names
www.jaacap.org 255
FIGURE 3 Overview of Community Clusters and Their Behavioral Proﬁles
Note: (a) Proﬁle of ratings on the Conners 3 questionnaire in the 3 clusters indicated by the community detection algorithm. The top of the ﬁgure shows the mean of scores
in each group with 2 standard errors. The scores represent residuals after regressing the effect of age. The bottom ﬁgure shows the results of groupwise contrasts on each
scale. Red indicates a signiﬁcant difference between groups after Bonferroni correction. (b) Comparison of the groups on scores standardized with reference to the norma-
tive data of the Conners 3 questionnaire. (c) Child-by-child correlation matrix of Conners 3 scores after ordering the matrix according to the cluster assignment indicated by
community clustering. The order matrix shows a clear separation between the clusters. (d) Correlation matrix in a spring layout color-coded according to the cluster assign-
ment indicated by community clustering. The spring layout representation shows clear spatial separation between the clusters. C1 ¼ cluster 1 (inattention, hyperactivity/
impulsivity/executive function); C2 ¼ cluster 2 (learning problems); C3 ¼ cluster 3 (aggression, peer relations).
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SUBTYPING EXECUTIVE FUNCTION BEHAVIORSselection of 60% of the data and evaluating the model ﬁt in a test set of
40%. The root mean square error (RMSE) of a model based on the
training data was signiﬁcantly lower when assessed with the test data
compared to randomly shufﬂed samples (10-fold cross-validated RMSE:
mean ¼ 0.35, SE ¼ 0.025; permuted sample: mean¼ 0.81, SE ¼ 0.018;
permutation test: p ¼ 0.002).
The contribution of brain regions to the PLS latent variables was
evaluated in a bootstrap procedure in which 60% of the sample was
randomly selected and the PLS model was ﬁtted (1,000 permutations).
The loading of brain regions onto PLS latent variables was expressed as
the mean loading divided by the standard error across permutations.24 A
Procrustes rotation was applied to align the factor across iterations of the
permutation procedure. All procedures were implemented using sci-kit-
learn functions v0.18.1 under Python v2.7.12.34RESULTS
Community Detection Indicates 3 Subgroups
The current study used graph theory to derive clusters of children with
similar proﬁles across ratings on the Conners 3 questionnaire. The
community detection algorithm in conjunction with consensus clustering
arrived at a stable solution with 3 clusters. The quality index (Q ¼ 0.55)
indicated a good separation of the clusters (see Blondel et al.29 for quality
indices of reference networks). A highly similar, 3-cluster structure was
also detected when excluding participants with a high negative impres-
sion rating (Q ¼ 0.59) and when randomly selecting one-half (Q ¼ 0.6)
or one-fourth (Q ¼ 0.61) of the sample.
The cluster assignment resulted in roughly equal splits among the 3
clusters (cluster 1: 150 [33.93%]; cluster 2: 145 [32.80%]; cluster 3: 147
[33.25%]). There were signiﬁcant differences on all subscales of the
Conners 3 questionnaire between groups (Figure 3 and Table 3). Chil-
dren in the clusters were characterized either by problems associated with
cognitive control (C1: Inattention, Hyperactivity/Impulsivity/Executive
Function), learning difﬁculties (C2: Learning Problems), or behavioral
conduct problems (C3: Aggression, Peer Relations). There was no dif-
ference in age or gender distribution among the clusters (Table 4).
Standardized scores indicated that the majority of children in the current
sample scored in the elevated to highly elevated range across all Conners 3
subscales relative to age norms. The proﬁles based on scaled raw scores
were also apparent when using the age-standardized scores (Figure 3b).
Next, the prevalence of pre-existing diagnoses in each cluster was
evaluated. Children with a diagnosis of ADHD were overrepresented inTABLE 3 Scales of the Conners 3 Questionnaire: Inattention, Hy
(LearnProb), Executive Function (ExeFunc), Aggression, Peer Rela
Scale
Inattention/
Hyperactivity/
Executive
Function (C1)
Learning
Problems (C2)
Aggressio
Peer
Problems
Median MAD Median MAD Median
Inattention 0.11 0.810 0.71 0.404 0.01
HyperactImpuls e0.76 0.682 0.63 0.636 0.38
LearnProb 0.90 0.524 e0.15 0.642 e0.58
ExeFunc e0.10 0.760 0.60 0.599 e0.13
Aggression e0.59 0.497 e0.53 0.452 0.26
PeerRel e0.45 0.665 e0.56 0.571 0.67
Note: All p values are Bonferroni corrected. MAD ¼ median absolute deviance; U ¼ M
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Table 5 for a breakdown of diagnoses per cluster, c2(3,354) ¼ 72.87, p
< .001). Other diagnoses were equally distributed between the clusters;
ASD: c2(3,354) ¼ 0.06, p ¼ .971, Anxiety/Depression: c2(3,354) ¼
0.54, p ¼ .764, Learning Deﬁcit: c2(3,354) ¼ 3.88, p ¼ .144).
Subgroups Show Differences in Other Questionnaire
Measures of Executive Function and Everyday
Difﬁculties
Next, the groups deﬁned through community assignment based on
Conners 3 data were compared on other questionnaire measures of
behavioral problems linked to EF difﬁculties (BRIEF) and everyday
behavioral problems (SDQ). A comparison of these measures indicated
signiﬁcant differences between the groups. For the BRIEF, children in
Cluster 1 (Inattention/hyperactivity/Executive Function) had more
problems with working memory. Children in Cluster 2 (Learning
Problems) were rated as having fewer difﬁculties with inhibition and
monitoring. Children in Cluster 3 (Aggression/Peer Problems) were also
rated as having signiﬁcantly higher problems in emotional control
compared to the other groups (Figure 4a).
For the SDQ, children in Cluster 1 (Inattention/hyper-
activity/Executive Function) were characterized by high ratings for hy-
peractivity compared to Cluster 2 (Learning Problems), but lower
conduct and peer relationship problem ratings compared to Cluster 3
(Aggression/Peer Problems). Children in Cluster 2 (learning problems)
received signiﬁcantly lower ratings for problems related to hyperactivity.
Children in Cluster 3 (Aggression/Peer Problems) received signiﬁcantly
higher ratings for conduct and peer relationship problems (Figure 4b).
Data-Driven Grouping Leads to More Homogeneous
Behavioral Proﬁles
The novel recruitment method of our sample, which includes children
with speciﬁc, multiple, and no diagnoses, enabled us to explore the
homogeneity of the behavioral proﬁles within established diagnostic
categories by comparison with our data-driven groupings. For the sta-
tistical comparison, a random sample of 15 (65% of the smallest sample
size) was drawn from all participants within a group, and correlations
between their scales were calculated. This procedure was repeated 1,000
times to create a bootstrap sample of correlations. The correlations were
averaged over the 3 data-driven groups and over the 4 diagnostic cate-
gories (ADHD, ASD, Learning Deﬁcit, Other). The statisticalperactivity/Impulsivity (HyperactImpuls), Learning Problems
tionship Problems (PeerRel)
n/
(C3) 1 vs. 2 1 vs. 3 2 vs. 3
MAD U p U p U p
0.959 4867 <.001 6487 <0.001 120.26 1.00
0.886 3149 <.001 9294 0.133 7321 <.001
0.876 3269 <.001 9051 0.052 4137 <.001
0.953 5427 <.001 7027 <0.001 11782 1.00
1.048 7649 .843 6885 <0.001 6871 <.001
0.938 8085 1.00 5.744 <0.001 7099 <.001
ann Whitney U statistic.
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TABLE 4 Characteristics of Each Cluster
Group N
Sex Age, y
Male/Female c2 pa Mean (SD) T p
C1 150 110/40 0.01 .934 9.28 (2.427) 1 vs. 2 e0.02 .981
C2 145 80/65 0.08 .771 9.28 (2.143) 1 vs. 3 1.03 .304
C3 147 115/32 0.04 .842 9.01 (2.023) 2 vs. 3 1.12 .263
Note: ac2 test in each group relative to the sex distribution in the whole sample. C1 ¼ cluster 1 (inattention, hyperactivity/impulsivity/executive function); C2 ¼ cluster 2
(learning problems); C3 ¼ cluster 3 (aggression, peer relations).
ac2 test in each group relative to the sex distribution in the whole sample.
BATHELT et al.comparison indicated that the difference between correlations in the data-
driven groups and the diagnostic groups was signiﬁcantly above 0,
indicating higher correlations in the data-driven grouping (n ¼ 1,000,
mean ¼ 0.23, SE ¼ 0.001, p ¼ 0.001). Crucially, the similarity was also
signiﬁcantly higher when comparing the data-driven groups to diagnostic
groups on other questionnaires that were not used to inform the clus-
tering algorithm (BRIEF: mean ¼ 0.15, SE ¼ 0.001, p ¼ 0.001; SDQ:
mean ¼ 0.07, SE ¼ 0.001, p ¼ 0.026). This indicates that the data-
driven grouping identiﬁed groups of children with more common pro-
ﬁles of behavioral symptomatology than we would expect to ﬁnd in
children grouped on the basis of more traditional diagnostic criteria.
Subgroups Show Differences in the Structural
Connectome
Next, we investigated the relationship between white matter connectivity
and the groups deﬁned through community clustering using partial least
squares (PLS) regression. The ﬁrst 3 PLS components explained 48% of
variance in group membership (component 1: 21.23% [SD: 4.302];
component 2: 16.28% [SD: 5.944]; component 3: 10.57% [SD: 4.277],
bootstrapped mean and standard deviation [SD] more than 1,000 per-
mutations). Further components explained less than 5% of the variance
and were therefore dropped from the analysis. Comparison of component
loadings per group indicated signiﬁcant lower loading of C1 (Inattention/
Hyperactivity/Executive Function) compared to the other groups for PLS
component 1, signiﬁcantly higher loading in C1 (Inattention/Hyperac-
tivity/Executive Function) compared to C3 (Aggression/Peer Problems)
for PLS component 2, and signiﬁcantly lower loading in C1 (Inattention/
Hyperactivity/Executive Function) compared to C2 (Learning Problems)
for PLS component 3.
There were differences in the brain areas that distinguished the
groups. PLS 1, which distinguished between C1 (Inattention/TABLE 5 Breakdown of Diagnoses in Each Cluster Identiﬁed
Through Data-Driven Clustering
Diagnosis C1 C2 C3 Total
ADHD 33 4 24 61
ASD 13 5 6 24
Learning deﬁcit 3 22 7 32
Other 7 8 8 23
None 94 106 102 302
Total 150 145 147 442
Note: ADHD ¼ attention-deﬁcit/hyperactivity disorder; ASD ¼ autism spectrum
disorder; C1 ¼ cluster 1 (inattention, hyperactivity/impulsivity/executive function);
C2 ¼ cluster 2 (learning problems); C3 ¼ cluster 3 (aggression, peer relations).
258 www.jaacap.orgHyperactivity/Executive Function) and the other groups, loaded most
heavily on the rostral middle frontal, superior frontal, lateral orbito-
frontal, anterior cingulate, lateral occipital, and fusiform cortex
(Figure 5). The second PLS component, which distinguished between
C2 (Learning Problems) and C1 (Inattention/Hyperactivity/Executive
Function), loaded the most on the rostral middle frontal, lateral orbito-
frontal, anterior and posterior cingulate, and lateral occipital cortex. The
third PLS component, which distinguished C3 (Aggression/Peer Prob-
lems) from the other groups, loaded on the lateral orbitofrontal, anterior
cingulate, entorhinal and lateral occipital cortex, and also on connections
of the right pallidum and putamen (Table 6).
DISCUSSION
In this study, we used a data-driven clustering algorithm to group chil-
dren according to their similarity on ratings of executive function (EF)
related behavioral problems. Among a large sample of children with
common, complex, and comorbid behavioral problems, there exist
distinct behavioral proﬁles. Three groups were identiﬁed: one with
problems related to EF, inattention and hyperactivity; a second group
with severe learning difﬁculties; and a third group with behavioral
conduct problems. These groups were consistent in randomly selected
subsets of the sample, and were reliably reproduced in simulated data
with a known structure, even when adding considerable noise. The 3
behavioral proﬁles identiﬁed were evident in 2 additional parent rating
scales that were not used to inform the original algorithm. Furthermore,
comparison of white matter connectivity indicated that the data-driven
groups were distinguished by connectivity of the lateral prefrontal and
cingulate cortex
One of the subgroups was characterized by elevated symptoms of
inattention, hyperactivity/impulsivity, and EF. This group was also rated
as having increased difﬁculties with behaviors relating to working
memory, organization, planning, and hyperactivity on 2 other rating
scales that were not used as part of the clustering algorithm. This
behavioral proﬁle captures core problems associated with the ADHD
diagnostic label, which is also marked by high levels of inattention and
hyperactivity and EF problems.13,35-37 A disproportionate number of
children with an ADHD diagnosis were assigned to this cluster. How-
ever, this subtype was not synonymous with ADHD, as one-half of the
children with an ADHD diagnosis were split across the other 2 clusters
that were deﬁned by markedly different behavioral proﬁles.
A second subgroup had more severe learning deﬁcits relative to the
other 2 groups. On other questionnaires, they were rated as having fewer
problems with inhibition, attention, and other aspects of EF compared to
children in the other clusters. However, their scores on these scales were
in the elevated and clinical range when compared to age norms, indi-
cating that they fall below age expected levels for attention and EF, but
had less pronounced difﬁculties in these areas than children in the otherJournal of the American Academy of Child & Adolescent Psychiatry
Volume 57 / Number 4 / April 2018
FIGURE 4 Proﬁle of Ratings for Children in the Clusters
Deﬁned by Community Module Assignment on (a) a
Questionnaire on Executive Function Difﬁculties (BRIEF) and
(b) a Questionnaire on Strengths and Difﬁculties (SDQ)
Note: The lines indicate the mean of each group across the questionnaire scales,
with error bars showing 2 standard errors around the mean. The bottom of each
ﬁgure shows the binary outcome of t tests comparing the groups. Red indicates
a signiﬁcant result (pcorrected<.05). after Bonferroni correction. Note that higher
scores indicate a higher level of difﬁculties on each scale, apart from the Prosocial
Behavior (Prosoc) scale, where high scores indicate more prosocial behavior. C1 ¼
cluster 1 (inattention, hyperactivity/impulsivity/executive function); C2 ¼ cluster 2
(learning problems); C3 ¼ cluster 3 (aggression, peer relations); Cond ¼ Conduct
Problems; Emo ¼ Emotional Problems; EmotCont ¼ Emotional Control; Hyper ¼
Hyperactivity; Inh ¼ Inhibition; Init ¼ Initiate; Monit ¼ Monitoring; Org ¼ Organi-
zation of Materials; Peer ¼ Peer Problems; Prosoc ¼ Prosocial Behavior WM ¼
Working Memory.
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SUBTYPING EXECUTIVE FUNCTION BEHAVIORSclusters. Overall, this group displayed elevated symptoms of inattention
and EF difﬁculties combined with fewer problems with hyperactivity/
impulsivity. This proﬁle resembles that described for the inattentive
subtype of ADHD,38 but it should be noted that the most distinguishing
feature of this group was pronounced learning difﬁculties rather than
inattention.
A third subgroup was characterized by difﬁculties with aggression
and peer relationships. Children in this group were also rated as having
increased problems with behaviors related to emotional control and
conduct on the 2 rating scales that were not used as part of the clustering
algorithm. The distinction between groups with problems associated with
either EF or behavioral conduct is reminiscent of the debate surrounding
the overlap between ADHD and oppositional deﬁant disorder (ODD)/
conduct disorder (CD). Some authors have argued for a high degree of
overlap between these diagnostic groups,14 but evidence from genetic and
imaging studies suggested distinct pathophysiological mechanisms.39-41
Consistent with these results, the current study shows that behavioral
ratings of inattention/hyperactivity and aggression/peer relationship
problems form distinct clusters.
These results demonstrate that data-driven clustering using a com-
munity detection algorithm can be used to characterize common and
complex behavioral problems in children. The advantage of this approach
is that groups identiﬁed through the algorithm display maximally
homogeneous behavioral proﬁles. Greater behavioral homogeneity is
likely to align more closely with potential biological mechanisms. Indeed,
attempts to characterize subgroups based on brain function using similar
community clustering techniques seem to converge on a similar
distinction between children showing deﬁcits with either cognitive con-
trol (C1, C2) or behavioral/emotional regulation (C3).42 In the current
study, the exploratory analysis showed that our data-driven subgrouping
was associated with underlying differences in structural connectivity
between groups. The areas that distinguished the groups have been
suggested to play a role in relevant behaviors, making it possible to
formulate hypotheses about neurobiological mechanisms associated with
the different behavioral proﬁles. For instance, the group characterized by
problems relating to attention and EF showed differences in connectivity
of the prefrontal, anterior cingulate cortex, and lateral occipital cortex.
These differences in white matter connections of circuits related to
inhibitory control,43 goal-directed behavior,44 and visual attention45 may
play a role in the etiology of these behavioral problems. In contrast,
children with a proﬁle of problems relating to emotional regulation and
peer relationships were distinguished from the other groups by differences
in white matter connectivity of the rostrolateral prefrontal cortex, anterior
cingulate cortex, pallidum, and putamen. These ﬁndings may imply a
difference in integration between the prefrontal cortex and the basal
ganglia system.46,47 Brain differences associated with learning problems
are more difﬁcult to interpret because the majority of published studies
focuses on much rarer speciﬁc learning problems, for example, dyslexia,
dyscalculia, rather than general mechanisms of poor learning. Prefrontal
and cingulate areas implicated in the current analysis may suggest the
involvement of circuits involved in switching attention.48 Furthermore,
ventral temporal areas have been implicated in both reading49 and
mathematics,50 and may be related to mental imagery.51
It is important to be mindful of some caveats to our approach, and
to the utility of data-driven grouping more generally. First, the grouping
was based on parent-ratings, which have known limitations.52 Second,
the grouping was based on just one behavioral checklist. We believe that
it is important that these machine-learning approaches produce gener-
alizable groups: that is, the groups must differ on other data not intro-
duced to the algorithm. If groups can only be distinguished on thewww.jaacap.org 259
FIGURE 5 Relationship Between the Node Degree of Brain Regions in the Structural Connectome and Clusters Based on
Conners 3 Responses
Note: The brain maps show the score of partial least squares (PLS) components for brain regions that most strongly distinguished the group (top 25%). PLS scores above 2
are considered to be signiﬁcantly predictive. The graphs show the statistical comparison of groups on loadings for each component. *p < 0.05; **p < 0.01; ***p < 0.001.
C1 ¼ cluster 1 (inattention, hyperactivity/impulsivity/executive function); C2 ¼ cluster 2 (learning problems); C3 ¼ cluster 3 (aggression, peer relations).
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TABLE 6 Loading of Partial Least Squares (PLS) Components
on Subcortical Structures
Hemisphere Structure PLS 1 PLS 2 PLS 3
Left Accumbens 0 0 0
Amygdala 0 0 0
Caudate 0 0 75
Hippocampus 0 0 92
Pallidum 0 0 0
Putamen 0 0 80
Thalamus 0 0 0
Right Accumbens 0 0 0
Amygdala 0 0 0
Caudate 0 0 0
Hippocampus 0 0 0
Pallidum 0 0 0
Putamen 0 0 0
Thalamus 0 0 0
SUBTYPING EXECUTIVE FUNCTION BEHAVIORSmeasures introduced to the machine learning, this suggests that there is
not a genuine distinction between the groups, and instead the algorithm
is overﬁtting. Our groupings differ on other questionnaires that were held
out of the clustering process, but that are designed to tap similar con-
structs. Third, the diagnostic information was based on community
practitioner assessments rather than diagnosis by a single evaluator within
the research team. This approach is common with cohort studies that
make use of community-reported diagnoses (e.g., Russell et al.25).
Consequently, the diagnoses are reﬂective of children that typically
present at secondary and tertiary services, and may be more informative
about the children that these professionals routinely see. However, it is
important to note that we cannot guarantee that these diagnoses reﬂect a
diagnostic gold standard, which is sometimes sought for research pur-
poses but which may not be reﬂected in community clinical diagnoses.
Fourth, there were only a few cases with some diagnoses, for example,
anxiety or ASD. Therefore, the study was not adequately powered to
investigate homogeneity within these diagnostic groups.
In summary, clustering of similarities across behavioral problem
identiﬁed 3 groups with distinct proﬁles of difﬁculties that related toJournal of the American Academy of Child & Adolescent Psychiatry
Volume 57 / Number 4 / April 2018inattention, learning, and peer relationships, respectively. These groups
were also distinguished by the connectivity of circuits previously impli-
cated in executive function and behavioral regulation, including the
prefrontal cortex, cingulate cortex, and their subcortical connections.
These ﬁndings act as an important proof of principle: data-driven
proﬁling provides a means of distinguishing common and complex
behavioral problems in children that relate closely to neurobiological
mechanisms.Accepted January 31, 2018.
Drs. Bathelt, Holmes, and Astle are with the MRC Cognition and Brain Sciences
Unit, University of Cambridge, UK.
This work has been supported by Medical Research Council intramural
programs (MC-A0606-5PQ40 for J.H.; MC-A0606-5PQ41 to J.B. and D.A.).
The Centre for Attention Learning and Memory (CALM) research clinic is based
at and supported by funding from the MRC Cognition and Brain Sciences Unit,
University of Cambridge. Members of the CALM team have been involved in
the conceptualization of the study and have contributed important feedback
that informed the analysis. However, this was a collaborative contribution and
only the named authors meet all criteria for full authorship. The Principal
Investigators are Joni Holmes, PhD (Head of CALM), Susan Gathercole, PhD
(Chair of CALM Management Committee), Duncan Astle, PhD, Tom Manly,
PhD, and Rogier Kievit, PhD. Data collection is assisted by a team of
researchers and PhD students at the CBSU that includes Sarah Bishop, BSc,
Annie Bryant, BSc, Sally Butterﬁeld, MPhil, MA, Erica Bottacin, MSc, Lara
Bridges, BSc, Gemma Crickmore, BSc, Fanchea Daly, MSc, Laura Forde, MSc,
Andrew Gadie, BSc, Sara Gharooni, MSc, Erin Hawkins, PhD, Agniezska Jar-
oslawska, PhD, Amy Johnson, PhD, Silvana Mareva, MA, Sinead O’Brien, MSc,
Cliodhna O’Leary, MSc, Joseph Rennie, BSc, Ivan Simpson-Kent, BSc, Fran-
cesca Woolgar, BSc, and Mengya Zhang, MSc.
The authors thank the many professionals working in children’s services in the
South-East and East of England for their support, and to the children and their
families for giving up their time to visit the clinic.
Disclosure: Drs. Bathelt, Holmes, and Astle report no biomedical ﬁnancial
interests or potential conﬂicts of interest.
Correspondence to Joe Bathelt, PhD, MRC Cognition and Brain Sciences Unit,
University of Cambridge, 15 Chaucer Road, Cambridge CB2 7EF, UK; e-mail:
joe.bathelt@mrc-cbu.cam.ac.uk
0890-8567/$36.00/ª2018 American Academy of Child and Adolescent
Psychiatry. Published by Elsevier Inc. This is an open access article under the
CC BY license (http://creativecommons.org/licenses/by/4.0/).
https://doi.org/10.1016/j.jaac.2018.01.014REFERENCES
1. Anderson P. Assessment and development of executive function (EF) during childhood.
Child Neuropsychol. 2002;8:71-82.
2. Diamond A. Executive functions. Annu Rev Psychol. 2013;64:135-168.
3. Duncan GJ, Dowsett CJ, Claessens A, et al. School readiness and later achievement. Dev
Psychol. 2007;43:1428-1446.
4. St Clair-Thompson HL, Gathercole SE. Executive functions and achievements in school:
Shifting, updating, inhibition, and working memory. Q J Exp Psychol (Hove). 2006;59:
745-759.
5. Miller HV, Barnes JC, Beaver KM. Self-control and health outcomes in a nationally
representative sample. Am J Health Behav. 2011;35:15-27.
6. Taylor Tavares JV, Clark L, Cannon DM, Erickson K, Drevets WC, Sahakian BJ.
Distinct proﬁles of neurocognitive function in unmedicated unipolar depression and
bipolar II depression. Biol Psychiatry. 2007;62:917-924.
7. Brown TE, Landgraf JM. Improvements in executive function correlate with enhanced
performance and functioning andhealth-related quality of life: evidence from2 large, double-
blind, randomized, placebo-controlled trials in ADHD. Postgrad Med. 2010;122:42-51.
8. Morgan PL, Li H, Farkas G, Cook M, Pun WH, Hillemeier MM. Executive functioning
deﬁcits increase kindergarten children’s risk for reading and mathematics difﬁculties in
ﬁrst grade. Contemp Educ Psychol. 2017;50:23-32.
9. Tseng W-L, Gau SS-F. Executive function as a mediator in the link between attention-
deﬁcit/hyperactivity disorder and social problems. J Child Psychol Psychiatry. 2013;54:
996-1004.10. Bailey CE. Cognitive accuracy and intelligent executive function in the brain and in
business. Ann N Y Acad Sci. 2007;1118:122-141.
11. Miyake A, Friedman NP, Emerson MJ, Witzki AH, Howerter A, Wager TD. The unity
and diversity of executive functions and their contributions to complex “frontal lobe”
tasks: a latent variable analysis. Cogn Psychol. 2000;41:49-100.
12. Ozonoff S, Jensen J. Brief report: Speciﬁc executive function proﬁles in three neuro-
developmental disorders. J Autism Dev Disord. 29:171-177.
13. Willcutt EG, Doyle AE, Nigg JT, Faraone SV, Pennington BF. Validity of the executive
function theory of attention-deﬁcit/hyperactivity disorder: a meta-analytic review. Biol
Psychiatry. 2005;57:1336-1346.
14. Szatmari P, BoyleM,OffordDR. ADDH and conduct disorder: degree of diagnostic overlap
and differences among correlates. J Am Acad Child Adolesc Psychiatry. 1989;28:865-872.
15. Germano E, Gagliano A, Curatolo P. Comorbidity of ADHD and dyslexia. Dev Neu-
ropsychol. 2010;35:475-493.
16. Bullmore E, Sporns O. Complex brain networks: graph theoretical analysis of structural
and functional systems. Nat Rev Neurosci. 2009;10:186-198.
17. Barabasi AL. Communities. In: Network Science. Cambridge, UK; 2016:321-377.
18. Lebel C, Walker L, Leemans A, Phillips L, Beaulieu C. Microstructural maturation of the
human brain from childhood to adulthood. NeuroImage. 2008;40:1044-1055.
19. Clayden JD, Jentschke S, Mu~noz M, et al. Normative development of white matter
tracts: similarities and differences in relation to age, gender, and intelligence. Cereb
Cortex. 2012;22:1738-1747.www.jaacap.org 261
BATHELT et al.20. Stevens MC, Skudlarski P, Pearlson GD, Calhoun VD. Age-related cognitive gains are
mediated by the effects of white matter development on brain network integration.
NeuroImage. 2009;48:738-746.
21. Bathelt J, Gathercole SE, Johnson A, Astle DE. Differences in brain morphology and
working memory capacity across childhood. Dev Sci. 2017;19:e12579.
22. Collin G, van den Heuvel MP. The ontogeny of the human connectome: development
and dynamic changes of brain connectivity across the life span. Neuroscientist. 2013;19:
616-628.
23. van den Heuvel MP, Kahn RS, Goni J, Sporns O. High-cost high-capacity backbone for
global brain communication. Proc Natl Acad Sci U S A. 2012;109:11372-11377.
24. Krishnan A, Williams LJ, McIntosh AR, Abdi H. Partial least squares (PLS) methods for
neuroimaging: a tutorial and review. NeuroImage. 2011;56:455-475.
25. Russell G, Rodgers LR, Ukoumunne OC, Ford T. Prevalence of parent-reported ASD
and ADHD in the UK: ﬁndings from the Millennium Cohort Study. J Autism Dev
Disord. 2014;44:31-40.
26. Conners CK. Conners 3rd Edition Parent Short-Form. North Tonawanda, NY: Multi-
Health Systems Inc; 2013.
27. Gioia GA, Isquith PK, Retzlaff PD, Espy KA. Conﬁrmatory factor analysis of the
Behavior Rating Inventory of Executive Function (BRIEF) in a clinical sample. Child
Neuropsychol. 2002;8:249-257.
28. Rubinov M, Sporns O. Weight-conserving characterization of complex functional brain
networks—Google search. NeuroImage. 2011;56:2068-2079.
29. Blondel VD, Guillaume J-L, Lambiotte R, Lefebvre E. Fast unfolding of communities in
large networks. J Stat Mech. 2008;2008:P10008.
30. Lancichinetti A, Fortunato S. Consensus clustering in complex networks. Sci Rep. 2012;
2:336.
31. Shapiro SS, Wilk MB. An analysis of variance test for normality (complete samples).
Biometrika. 1965;52:591-611.
32. Oliphant TE. Python for scientiﬁc computing. Comput Sci Eng. 2007;9:10-20.
33. Bathelt J, Barnes J, Raymond FL, Baker K, Astle D. Global and local connectivity dif-
ferences converge with gene expression in a neurodevelopmental disorder of known
genetic origin. Cereb Cortex. 2017;27:1-12.
34. Pedregosa F, Varoquaux G, Gramfort A, et al. Scikit-learn: machine learning in Python.
J Machine Learn Res. 2011;12:2825-2830.
35. Barkley RA. Behavioral inhibition, sustained attention, and executive functions: con-
structing a unifying theory of ADHD. Psychol Bull. 1997;121:65-94.
36. Castellanos FX, Tannock R. Neuroscience of attention-deﬁcit/hyperactivity disorder: the
search for endophenotypes. Nat Rev Neurosci. 2002;3:617-628.
37. Pennington BF, Ozonoff S. Executive functions and developmental psychopathology.
J Child Psychol Psychiatry. 1996;37:51-87.262 www.jaacap.org38. Carlson CL, Mann M. Attention-deﬁcit/hyperactivity disorder, predominately inatten-
tive subtype. Child Adolesc Psychiatr Clin N Am. 2000;9:499-510.
39. Nadder TS, Rutter M, Silberg JL, Maes HH, Eaves LJ. Genetic effects on the variation
and covariation of attention deﬁcit-hyperactivity disorder (ADHD) and oppositional-
deﬁant disorder/conduct disorder (ODD/CD) symptomatologies across informant and
occasion of measurement. Psychol Med. 2002;32:39-53.
40. Rubia K, Smith AB, Halari R, et al. Disorder-speciﬁc dissociation of orbitofrontal
dysfunction in boys with pure conduct disorder during reward and ventrolateral pre-
frontal dysfunction in boys with pure ADHD during sustained attention. Am J Psy-
chiatry. 2009;166:83-94.
41. Banaschewski T, Brandeis D, Heinrich H, Albrecht B, Brunner E, Rothenberger A.
Association of ADHD and conduct disorder—brain electrical evidence for the existence
of a distinct subtype. J Child Psychol Psychiatry. 2003;44:356-376.
42. Costa Dias TG, Iyer SP, Carpenter SD, et al. Characterizing heterogeneity in children
with and without ADHD based on reward system connectivity. Dev Cogn Neurosci.
2015;11:155-174.
43. Miller EK, Cohen JD. An integrative theory of prefrontal cortex function. Annu Rev
Neurosci. 2001;24:167-202.
44. Fjell AM, Walhovd KB, Brown TT, et al. Multimodal imaging of the self-regulating
developing brain. Proc Natl Acad Sci U S A. 2012;109:19620-19625.
45. Castellanos FX, Proal E. Large-scale brain systems in ADHD: beyond the prefrontal-
striatal model. Trends Cogn Sci. 2012;16:17-26.
46. Finger EC, Marsh AA, Blair KS, et al. Disrupted reinforcement signaling in the orbi-
tofrontal cortex and caudate in youths with conduct disorder or oppositional deﬁant
disorder and a high level of psychopathic traits. Am J Psychiatry. 2011;168:152-162.
47. Rubia K. “Cool” inferior frontostriatal dysfunction in attention-deﬁcit/hyperactivity
disorder versus ‘hot’ ventromedial orbitofrontal-limbic dysfunction in conduct disor-
der: a review. Biol Psychiatry. 2011;69:e69-e87.
48. Leech R, Sharp DJ. The role of the posterior cingulate cortex in cognition and disease.
Brain. 2014;137:12-32.
49. Koyama MS, Di Martino A, Zuo X-N, et al. Resting-state functional connectivity indexes
reading competence in children and adults. J Neurosci. 2011;31:8617-8624.
50. Pyke AA, Fincham JM, Anderson JR. When math operations have visuospatial meanings
versus purely symbolic deﬁnitions: which solving stages and brain regions are affected?
NeuroImage. 2017;153:319-335.
51. Fulford J, Milton F, Salas D, et al. The neural correlates of visual imagery vividness—an
fMRI study and literature review. Cortex. 2017 Oct 3. pii: S0010-9452(17)30320-9;
https://doi.org/10.1016/j.cortex.2017.09.014 [Epub ahead of print].
52. Kagan J, Snidman N, McManis M, Woodward S, Hardway C. One measure, one
meaning: multiple measures, clearer meaning. Dev Psychopathol. 2002;14:463-475.Journal of the American Academy of Child & Adolescent Psychiatry
Volume 57 / Number 4 / April 2018
SUBTYPING EXECUTIVE FUNCTION BEHAVIORSSUPPLEMENT 1
METHOD
Formal Deﬁnition of the Quality Index Metric
We used a quality index that aims to maximise connections strength within
modules while minimizing connection strength between modules. The
metric described by Rubinov and Sporns1 as implemented in the Brain
Connectivity Toolbox (https://sites.google.com/site/bctnet/) was used
that incorporates positive and negative weights. The formal deﬁnition of
the quality index from the original paper is as follows:
The connection between nodes i and j with positive weight is
wþij ˛ð0; 1 and with negative weight is wij ˛½  1; 0Þ. The total sum of
all positive connections is vþ ¼ P
ij
wþij and all negative connections is
v ¼ P
ij
wij . The strength of the node i is s

i ¼
P
j
wij . The chance-
expected within-module connection weight is eþij ¼
sþi s
þ
j
vþ for positive
connections and eij ¼
si s

j
v for negative connections. dMiMj is 1 when
i and j are in the same module and 0 otherwise. The quality index is
deﬁned as Q ¼ 1vþ
P
ij
ðwþij  eþij ÞdMiMj  1vþþv
P
ij
ðwij  eij ÞdMiMj
Comparison Analysis Using Principal Components
Typically, factor analysis is based on the correlation or covariance between
measures, for example, scales of the questionnaire. The correlation or
covariance matrix is then decomposed into matrices that explain the
maximum amount of variance (principal component analysis) or that are
statistically independent (independent component analysis) using singular
value decomposition. These methods provide insight into the relationship
between the measures, for example, scales loading onto a common factor
that is aligned with a theoretical construct. In contrast, the network science
approach used in the current study investigates correlations across scales
between individuals. It is concerned with the similarity between individuals
rather than questionnaire scales. One of the advantages of using the
community clustering approach is that individuals get assigned to groups.
In contrast, applying a factor analysis would distribute loading on the same
individual, which is difﬁcult to interpret.
For comparison with the community clustering results, an exploratory
factor analysis using principal component analysis was carried out on the
scales of the Conners 3 questionnaire. This analysis was carried out using
the psych package v1.7.8 (http://www2.uaem.mx/r-mirror/web/packages/
psych/) under R v3.4.1. Varimax rotation was used to obtain orthogonal
factors. Inspection of the eigenvalues indicated that a 2-factor solution is
sufﬁcient to explain a maximum amount of variance (see scree plot in
Figure S3, available online). Using 2 factors, the factor with high loading on
Hyperactivity/Impulsivity, Aggression, and Peer Relationships, and a fac-
tor with high loading on Inattention, Learning Problems, and Executive
Function was found. Using a 3-factor solution, the PCA solution was
similar to the dimensions identiﬁed using community clustering
(Figure S3). The 3-factor PCA showed a factor with high loading on
Inattention, Hyperactivity/Impulsivity, and Executive Function, a second
factor with high loading on Aggression and Peer Relationships, and a third
factor with high loading on Learning Problems. Although this approach is
helpful to understand how scales relate to each other and may be related to
theoretical constructs, it is difﬁcult to group children based on these results.
Structural Connectome Construction
The white matter connectome reconstruction followed the general pro-
cedure of estimating the most probably white matter connections for eachJournal of the American Academy of Child & Adolescent Psychiatry
Volume 57 / Number 4 / April 2018individual, and then obtaining measures of fractional anisotropy (FA)
between regions (Figure 2). The details of the procedure are described in
the next paragraphs, and followed the same procedure as previously
used.2 In the current study, MRI scans were converted from the native
DICOM to compressed NIfTI-1 format (dcm2nii). Subsequently, a
brain mask was derived from the b0-weighted volume of the diffusion-
weighted sequence, and the entire sequence was submitted for
correction for participant movement and eddy current distortions
through the FMRIB Software Library (FSL) eddy tool. Next, nonlocal
means that de-noising3 was applied using the Diffusion Imaging in
Python (DiPy) v0.11 package4 to boost signal-to-noise ratio. The
diffusion tensor model was ﬁtted to the pre-processed images to derive
maps of fractional anisotropy (FA) using dtiﬁt in FSL v.5.0.6.5 A
constant solid angle (CSA) model was ﬁtted to the 60-gradient-
direction diffusion-weighted images using a maximum harmonic order
of 8 with DiPy. Next, probabilistic whole-brain tractography was
performed based on the CSA model with 8 seeds in any voxel with a
General FA value higher than 0.1. The step size was set to 0.5, and
the maximum number of crossing ﬁbers per voxel was set to 2.
For the region of interest (ROI) deﬁnition, T1-weighted images
were preprocessed by adjusting the ﬁeld of view using FSL robustfov;
nonlocal means denoising in DiPy, deriving a robust brain mask using
the brain extraction algorithm of the Advanced Normalization Tools
(ANTs) v1.9 (see Avants et al.),6 and submitting the images to recon-
all pipeline in FreeSurfer v5.3 (http://surfer.nmr.mgh.harvard.edu).
Regions of interests (ROIs) were based on the Desikan-Killiany par-
cellation of the MNI template7 with 34 cortical ROIs per hemisphere
and 17 subcortical ROIs (brainstem, and bilateral cerebellum, thal-
amus, caudate, putamen, pallidum, hippocampus, amygdala, and nu-
cleus accumbens). The surface parcellation of the cortex was
transformed to a volume using the aparc2aseg tool in FreeSurfer.
Furthermore, the cortical parcellation was expanded by 2 mm into the
subcortical white matter using in-house software. To move the par-
cellation into diffusion space, a transformation based on the T1-
weighted volume and the b0-weighted image of the diffusion
sequence was calculated using FreeSurfer bbregister and applied to the
volume parcellation. For each pairwise combination of ROIs, the
number of streamlines intersecting both ROIs was estimated and
transformed to a density map. A symmetric intersection was used; that
is, streamlines starting and ending in each ROI were averaged. The
weight of the connection matrices was based on fractional anisotropy
(FA). To obtain FA-weighted matrices, the streamline density maps
were binarized after thresholding, multiplied with the FA map, and
averaged over voxels to obtain the FA value corresponding to the
connection between the ROIs. This procedure was implemented in-
house based on DiPy v0.11 functions.4
SUPPLEMENTARY ANALYSES
Comparison Analysis With an Alternative Community
Detection Algorithm
The results of the clustering using an alternative community detection
algorithm were tested. The KerighanLin algorithm was used for the
comparison,8 which can incorporate signed edges like the algorithm used
in the main analysis. The results indicated that community clustering
used in the main analysis and the KernighanLin algorithm produced
identical results (Figure S1). This was reﬂected in the partition distance
metrics for the community afﬁliations produced by the algorithms
(normalized variance: 0; normalized mutual information: 1; calculated
using Brain Connectivity Toolbox functions).www.jaacap.org 262.e1
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To test the reliability of the community detection algorithm under
varying conditions, random networks with known community structure
were created. The networks consisted of 100 nodes with 4 modules. The
connection likelihood within and between clusters was systematically
varied between 0.1 and 0.9. The quality index of the community
structure was calculated at each combination of between- and within-
cluster connection likelihood. The results indicated a high-quality
index for network with higher within-cluster than outside-cluster
connection likelihood (Figure S2a). High connection density outside of
clusters had a large inﬂuence, even when the connection likelihood
within modules was very high.
For comparison with the empirical network of Conners 3 score
correlations, the connection density within and between networks was
calculated. To this end, all connections were binarized so that any
connection with a Pearson correlation coefﬁcient above 0 was set to 1.
The connection density was estimated as the ratio between existing
connections in the binarized empirical network and a fully connected
network of the same size. Connection density within modules based on
consensus clustering was 0.79 and connection density between modules
was 0.05. Together with the results of the simulated networks, these
connection densities indicate very high separation of the network
clusters.
We further tested the robustness of the community assignment by
adding increasing percentages of random Gaussian noise (m ¼ 0, s ¼ 1)
to the network matrix and repeated the consensus clustering procedure
(Figure S2a). The quality index indicated good separation of the clusters
between 5% and 30% noise (Q between 0.62 and 0.65). No stable
assignment could be reached at 35% of noise and above. These results
indicate that the community assignment is robust to a considerable
amount of noise.SUPPLEMENTARY REFERENCES
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FIGURE S1 (A) Community-Grouped Adjacency Matrix Based on the Community Clustering Algorithm Used in the Main
Analysis. (B) Community-Grouped Adjacency Matrix Based on the KernighanLin Algorithm
SUBTYPING EXECUTIVE FUNCTION BEHAVIORSFIGURE S2 Results of Robustness Testing
Note: (a) Quality indices of consensus clustering using simulated networks with varying levels of within (pin) and between (pout ) connections probabilities. High within-
cluster and low between-cluster connectivity led to high separation of clusters with consensus clustering, that is, high quality indices. (b) Consensus clustering using
the empirical child-by-child network of Conners 3 correlations with varying levels of added noise. The 3-cluster solution could be reconstructed up to 30% of added
Gaussian noise. At a higher level of noise, no clustering solution could be obtained.
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FIGURE S3 Principal Component Analysis (PCA) of the Conners 3 Scales
Note: The left panel shows the correlation matrix. The tables show the factor loadings and explained variance (prop. ¼ proportional; cumul. ¼ cumulative). The right ﬁgure
shows the eigenvalues of each component (scree plot).
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