Abstract-Optimization is one of the techniques used in the estimation of projects to obtain the optimal parameter sequence at different levels for the best project conditions, such as size, duration and function points.
I. INTRODUCTION
Software quality plays a vital role during the project development life cycle. From the customer point of view quality is important because the quality of the product is affected by the degree of customer satisfaction during the usage of the product [1] . Cost is another important parameter for developing the products. If the developed product cost is less than the market price, then the retailer industries make more profit. Hence quality and productivity are the main challenges for any company. But in many cases quality and productivity tend to be inversely proportional. So, this problem can be solved by setting the process parameters to maintain the quality. Hence, the process parameters are required to be optimized simultaneously.
In this context, much of the research has been carried out on the optimization of process parameters for various projects. GST is recently developed for system engineering theory established by Deng J [2] , it is well suited in different domains namely image processing, mobile communication, decision making and system control etc. The increasing applications of GST in various fields prompted the authors to develop into its application to software effort estimation. Grey Relational Analysis (GRA) is a popular method in Grey System Theory (GST) [3] . The grey relational analysis has been applied to optimize the quality parameters over multi objective process parameters for a given project. In this paper, Grey Relational Analysis (GRA) has been used to estimate the distance between parameters and it is used to reduce the uncertainties in the projects.
Taguchi method deals with the product design in which process and product optimizations are used to improve the product quality and also reduce the cost. As this method leads to robust and parameter design, it is also referred as robust design and parameter design. Dr.Taguchi's first work focuses on quality engineering. The Taguchi method is used to design the process parameters in order to boost the robustness in the products [4] [5] . The variants of orthogonal array (OA) are defined by fixing number of columns at different levels of the arrays termed after standard orthogonal array for dealing with projects and columns representing parameters defined for the project [6] . We suggest which levels of parameters are required to find out the minimum effort of software project. This can be proved by using Grey-Taguchi method.
II. RELATED WORK
Qinbao Song was used Grey Relational Analysis to predict the effort on small dataset [7] . Sun-Jen Huang proposed combination of Grey relational analysis with genetic algorithm to estimate the effort [8] . Geeta Nagpal proposed GRA method is combined with regression techniques to estimate the effort on different datasets [9] . M.Padmaja was used GRA method to estimate the effort and compare the results with existing methods [10] . This work extended using k-means clustering method to divide into clusters and applied GRA to find the effort estimation [20] . Padmaja was used BAT algorithm to estimate the effort and compare and evaluated with other models [19] .
Bose, G. K attempts Grey-Taguchi method to optimize machining parameters of Electro Chemical Grinding (ECG) while machining alumina-aluminium interpenetrating phase composites [11] . P. C. Mishra used Taguchi method and grey relational analysis during the turning process of AA 7075/SiC composite in dry and spray cooling environments to optimize multi response process parameters [12] .
Saikat Kumar Kuila, used Grey-Taguchi methodology to find the optimal parameters during Abrasive Water-Jet Machining (AWJM) process [13] . Different process parameters like pressure, feed rate, standoff distance and abrasive flow at three different levels are selected for optimization with two responses, higher MRR and low Ra, by a single parametric combination.
Sumit Ra, used the application of Grey-Taguchi technique for optimum parameters in Electro-Discharge Machining (EDM) of EN45 steel tool for minimum surface roughness (SR) and minimum overcut (OC) value [14] . In this paper to optimize the parameters a combination of lowest value of peak current, highest value of pulse on time, lowest value of pulse off time and voltage are applied.
The combination of these two techniques such as Grey relational analysis and Taguchi are most widely combined to optimize the parameter values and provide better performance in different related areas [15] [16] [17] [18] .
To the best of our knowledge, Grey-Taguchi method has not been used for software effort estimation and optimization and hence this combination is applied in this paper.
III. METHODOLOGY
In this work, Taguchi and Gray Relational Analysis methods are to be combined. Taguchi method is used to improve the quality of the project with usage of suitable parameter levels and the GRA provides the grades for the projects from the historical projects it will be help to predict the effort of a particular project. Through this combination, this paper aims in producing better parameter sequence at different levels for estimating the cost and effort for a given project. The process of obtaining this sequence is explained in the following subsections.
A. Taguchi Method
The Taguchi method is used in the area of an engineering approach and a statistical method to achieve the product quality. This method was proposed by Dr. Genichi Taguchi, it is a well-organized method to improve the process/product design with help of levels of significant parameters that affect to deliver the product [5] . To tune the parameter values in this use orthogonal array (OA) design [6] . From these levels we decide which level of all parameters required to developing the product with quality.
B. Grey Relational Analysis (GRA)
Grey System Theory was proposed by Deng in 1980. One of the method from the system is Grey relational analysis (GRA) is selected to work on uncertain conditions. It was helped to find nearest or similar projects of develop the current project from the historical projects.
Based on similar projects choose k nearest projects and estimate the effort of a developed project with the help of Grey Relational Garades (GRG).
a. Normalization
In order to develop the project, customer can provide the data dynamically, because they are not having complete idea of the product or project. The available data is converted into numeric data where priority given to all parameters equal. To avoid irregularity of parameters, data must be normalized using some methods. These methods used depend on nature of the data.
Here, Kemerer data set has been selected consisting of parameters such as duration, KSLOC and function points since they influence the effort estimation. To normalize the parameters this paper used, larger-the-better and smaller-the-better methods as shown in Equations (1) and (2) .
Upper-bound effectiveness (i.e., larger -the -better):
Here i = 1,2, , , , m and k = 1,2,3, , , , n Lower-bound effectiveness (i.e, smaller -the -better): 
b. Grey Relational Coefficient (GRC)
In the process of GRA, to find coefficients of current project with historical projects by using Grey Relational Coefficient (GRC).
To calculate coefficients of parameters in all projects, Equation (3) was used.
GRC can be calculated as,
Here  is the distinguishing coefficient. Depending on the practical requirements, the value of the distinguishing coefficient may be appropriately tuned.
c. Grey Relational Grade (GRG)
GRG is used to describe and explain the relation between two sets. GRG can be used to show the degree of similarity between the project to be estimated and its historical projects using Equation (4).
Where, i ϵ {1, 2, 3, , , n}, n is the number of response parameters
d. Grey Relational Rank (GRR)
Inorder to estimate the effort of a project, a historical project with highest GRG is to be selected among all projects [9] . Ranks should be assigned with respect to the GRG with most influenced project to find effort estimation of new project.
C. Grey-Taguchi Method
Grey-Taguchi method can be used for selection of optimal process parameters. GRA as a first step has been applied on experimental data to find the Grey Relational Grades (GRG). And then orthogonal arrays are used in this method to assign the levels of process parameters. Hence, a combination of GRA and Taguchi methods are used to find out the optimal parameters, naming this technique as Grey-Taguchi method. After calculating the optimal process parameters that are in sequence, ANOVA is used to analyze GRG to identify how each of the process parameter is contributing to the project development. As a last step experiments are conducted to improve GRG on the obtained optimal process parameters. Hence, through the application of GRA and Taguchi method some improvements on GRG are obtained as shown in the experimental results.
IV. EXPERIMENTAL RESULTS
To conduct experiments in this paper, a popular dataset (Kemerer dataset) was used, since it contains all the requisite parameters to deal with the efficiency of a project. The values of duration, size and different types of function points were obtained from various projects are shown in the below Table (1). As normalization plays a key role in achieving scalability of a project, all the parameters from the data set were normalized. To perform experimentations all, the parameters were normalized between a scale of [0, 1], because all parameters must be in between 0 and 1. To normalize 'duration parameters' in this work we used 'larger the better' method mentioned in Equation (1) and 'smaller the better' method using Equation (2) for the remaining values. The results of normalizing the parameters are shown in Table ( 2).
B. Grey Relational Coefficients (GRC)
The values of Deviation coefficients and grey relational coefficients with ζ = 0.5 are calculated and presented in Table ( 3) and Table (4) by using Equation (3). These coefficients of every parameter are initially obtained through estimating the deviations of every parameter with 1. Then coefficients of every parameter were calculated using Equation (3) as shown in Table (4) .
C. Grey Relational Grades (GRG)
After finding the Grey Relational Coefficients (GRC) of every parameter, Grey Relational Grades (GRG) was calculated using Equation (4) . Then ranks were assigned to every project as GRO. The respective GRG values and GRO's are presented in Table (5) . From the ranking of projects obtained the most influenced project that which has the highest order. From the Table (5) third project has the first rank so it is most influenced project to optimize the process parameters. Orthogonal Array (OA) is a statistical method of defining parameters that converts test areas into factors and levels. In this paper, a suitable orthogonal array design has been selected that suits for estimation and optimization. Also in this paper, the control parameters are fixed to a user defined value to evaluate the process performance.
Based on all parameters we apply orthogonal array by using MINITAB 16 on 16 projects. Table (6) shows L16 Orthogonal Array (OA). On actual data to conduct the experiments based on L16 Orthogonal Array process parameters and their corresponding levels are presented in Table (7) .
E. Parameter Sequence
Taguchi and Grey Relational Analysis methods are applied to generate response tables for evaluating the average grey relational grade to every factor level as shown in Table (8) . From the above experiment, the best process parameter levels can be considered as duration at L1, KSLOC at L3, AdjFP at L3, RAWFP at L3 as depicted in Figure (1) .
F. Analysis of Variance (ANOVA)
ANOVA is a statistical analysis method, is generally used to examine which of the parameters significantly influence the performance characteristics. ANOVA shows the Degree of Freedom (DOF), Sum of Squares (SS), Mean Squares (MS), F value, P value and percentage of contribution of every parameter. Contributions of the parameters are calculated in percentages, deciding which parameter has the high impact contribution presented at the significant level. Finally, all contributions of parameters reach at 100% including error contribution. This is shown clearly in Table (9) .
In this paper, ANOVA is applied over GRG to identify how each process parameters is contributing. Every parameter contribution is shown in Table (9) . If F value is more on any parameter then contribution of that parameter is considered to be more. This can also be observed in Table (9). From the above table AdjFP has more significant value is 49.17%, it is more influenced to estimate the effort, the next position on RAWFP parameter has 22.79% significant, the next position on Duration parameter is 13.54% and finally less significant value on KSLOC parameter is 5.45%. Finally, all parameter contributions including error contribution reach to 100%. If that contribution gets 100% then receive accurate results. We proved from the ANOVA method, it is shown in above Table (9) .
G. Experimental Result
The optimal levels of parameters are indicated based on results as presented in Table ( 8) . From these levels, GRG is estimated in subsequent experiments using Equation (5) .
Here Υ is the estimated GRG Υ m is the total average GRG Υ is the men of GRG at the optimal level And n is the number of process parameters The prediction values of optimal process parameters can be calculated by using optimal parameters on L16 orthogonal array with GRG's. Then every parameter from the initial process parameter is compared to predicted process parameters. It can be noticed that duration is minimum on predicted duration. Similarly, larger values are obtained on various parameters are size, AdjFP and RAWFP from initial process parameters to optimal process parameters. All parameters can be satisfied on the initial process parameters to predicted process parameters. This can be shown in Table ( 10) . It is found that the improvement in the grey relational grade is 0.4351 from the initial parameters to optimal parameters through experiment. When this is followed the optimized process parameters such as Duration, KSLOC and function points as specified by Grey-Taguchi method there is chance to minimize the effort of software project.
V. CONCLUSION AND FUTURE WORK
In this paper, the process parameters are optimized of software projects using Grey-Taguchi method. The optimized process parameter sequence at different levels generated in the empirical results proves that the proposed method is favorable. Also this work proves that the parameters that exhibit higher contribution value are the most significant parameters in project design. Finally, the feasibility of Grey-Taguchi method has been proven as best in solving multi-response optimization problems.
The extension of the proposed work can be done by applying the same mechanism on different datasets to obtain optimized parameter levels which helps in estimating effort effectively.
