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LEAST SQUARES ESTIMATION OF A MONOTONE QUASICONVEX
REGRESSION FUNCTION
SOMABHA MUKHERJEE, ROHIT K. PATRA, ANDREW L. JOHNSON, AND HIROSHI MORITA
Abstract. We develop a new approach for the estimation of a multivariate function based
on the economic axioms of monotonicity and quasiconvexity. We prove the existence of
the nonparametric least squares estimator (LSE) for a monotone and quasiconvex function
and provide two characterizations for it. One of these characterizations is useful from the
theoretical point of view, while the other helps in the computation of the estimator. We
show that the LSE is almost surely unique and is the solution to a mixed-integer quadratic
optimization problem. We prove consistency and nd nite sample risk bounds for the LSE
under both xed laice and random design seings for the covariates. We illustrate the
superior performance of the LSE against existing estimators via simulation. Finally, we use
the LSE to estimate the production function for the Japanese plywood industry and the cost
function for hospitals across the US.
1. Introduction
Production analysis has been an indispensable tool for economists, managers, and en-
gineers in evaluating a rm’s performance. Reliable estimates of production functions are
of great importance because they can assist in accurate decision making. In this context,
regression models enable us to identify relationships among resources and products.
Consider a production process that uses d dierent resources to produce a single product
or output, Y ∈ R. e resources consumed are called the inputs, and we denote their
quantity byX ∈ Rd. We consider the following regression model
Y = ϕ(X) + ε, (1.1)
where the random variable ε satises E(ε|X) = 0 and E(ε2|X) <∞ for almost everyX .
Suppose we have n i.i.d. observations {(Xj, Yj)}nj=1 from the regression model (1.1). e
goal of the paper is to estimate the unknown production function ϕ : Rd → R, subject to
some basic shape constraints imposed by economic axioms.
Production functions are linked to cost functions through a dual relationship, and both
are used to characterize production using the characteristics of production and the variables
that are observable and measurable. us, axioms that hold for production functions im-
ply similar axioms for cost functions (Shephard, 1953; Diewert, 1982). We will frame our
discussion of axiomatic properties primarily in terms of production functions, recognizing
that through duality similar axioms are required for cost functions.
Microeconomic theory oen implies qualitative assumptions on production functions,
and the most prominent of those assumptions is the monotonicity axiom (Varian, 1992, page
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6). e monotonicity axiom says that an increase in input resources should lead to no less
output. is argument is common and reasonable for establishments facing competition, see
e.g., Beaie et al. (1985, Pages 10–11) and Chambers et al. (1988). Formally, the monotonicity
axiom implies that
ifX1 4X2, then ϕ(X1) 4 ϕ(X2), (1.2)
where for two vectors a := (a1, . . . , ad), b := (b1, . . . , bd) ∈ Rd, we say a 4 b if ai ≤ bi for
all i ∈ {1, . . . , d}.
For a given output level y, dene the input requirement set1 V (y) ⊂ Rd as the set of all
input vectors x that produce at least y unit of output. Formally V (y) := {x : ϕ(x) ≥ y}.
Another prominent assumption about the production function is that input requirement set
V (y) is convex for every y ∈ R. Formally, the convexity axiom implies that
if x1,x2 ∈ V (y), then λx1 + (1− λ)x2 ∈ V (y) for all λ ∈ [0, 1]. (1.3)
e economic motivation for this assumption is based on the fact that for most produc-
tion technologies there are optimal proportions in which inputs should be used and that
deviations from the optimal proportion by decreasing the level of one input, such as capi-
tal, will require more than a proportional increase in another input, such as labor (Johnson
and Jiang, 2018). Furthermore Varian (1992, Page 82) argues that even if the production
technology does not justify convexity, if the prices for inputs are positive, then operating
in a nonconvex region of the input requirement set would be economically inecient and
should be avoided.
Estimates of production and cost functions are widely used in policy decisions. us
estimation of these functions has received wide aention and a variety of estimators have
been proposed; see e.g., the monographs Tirole (1988) and Jorgenson (2000). Nonparametric
smoothing methods (such as the Nadaraya-Watson or smoothing/regression splines estima-
tors) avoid the potential for functional misspecication and exibly capture the nuances of
the data. However, they are oen dicult to interpret economically, require choice of turn-
ing parameters whose values are hard to justify, and do not satisfy the basic axioms (1.2)
and (1.3). While parametric estimators (such as Cobb-Douglas (Varian, 1992, Page 4) and
translog estimators (Berndt and Christensen, 1973)) will satisfy the above economic ax-
ioms, they are likely to be misspecied because there is rarely a contextual motivation for
the parametric specication selected. In between these two extremes lie many shape con-
strained estimators. Semiparametric shape constrained models such as the monotone or
convex single index models (Kuchibhotla et al., 2017; Balabdaoui et al., 2019a,b) are not
guaranteed to satisfy the assumptions (1.2) and (1.3). e nonparametric monotonic esti-
mators of (Brunk, 1969; Keshvari and Kuosmanen, 2013; Han et al., 2019) satisfy (1.2) but do
not have convex input requirement sets. e monotonic and concave estimators (Seijo and
Sen, 2011; Kuosmanen, 2008; Lim and Glynn, 2012; Blanchet et al., 2019) and the recently
proposed S-shape estimator (Yagi et al., 2017) will satisfy (1.2) and (1.3)2. However, these es-
timators are based on further restrictive and unjustied assumptions about the production
function.
1We will use input set and input requirement set interchangeably in this paper.
2See also Regular ultra passum law described in Frisch (1964) and Olesen and Ruggiero (2014).
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Figure 1. Production surface estimates for the Japanese plywood industry
for the year 2007; Le panel: least squares Cobb-Douglas estimate; Right
panel: the Nadaraya-Watson estimate with bandwidth chosen through least
squares cross validation (Li and Racine, 2007, Page 69) using the np package
in R (Hayeld and Racine, 2008).
e following two datasets further illustrate that monotonicity and convex input require-
ment sets arise naturally in many real life examples and existing estimators can be unsatis-
factory; see Sections 6.1 and 6.2 for more details on the data examples.
Example 1.1 (Plywood production data). Foster et al. (2008) studied the production surface
in the US plywood industry. eir goal was to predict the value added by a company based on
two input variables: Total Employees and Assets. In this example, we consider the production
data of 78 Japanese mid to large plywood factories for the year 2007. To provide a preliminary
study of the production surface, we plot the least squares Cobb-Douglas 3 and the Nadaraya-
Watson estimates for the data in Figure 1. e least squares Cobb-Douglas estimate satises
the economic assumptions of monotonicity and convex input requirement set. Furthermore,
this parametric estimator suggests that output for the factories in the data increases by more
than the proportional change in inputs.4 is, however, is inconsistent with the common un-
derstanding of microeconomic theory, as the production data contains a mixture of young and
mature factories (List and Zhou, 2007; Haltiwanger et al., 2016). On the other extreme, the
wave-like behavior of the completely nonparametric Nadaraya-Watson estimator suggests that
the nonparametric estimator overts the data and fails to reect the basic economic axiom of
monotonicity. Finally, as there is a mix of young and mature factories, other shape constrained
3e least squares Cobb-Douglas estimator is the least squares estimator for the linear regression model be-
tween log of the inputs and log of the output; see Denition B.4 and Remark B.1 for more details on the
Cobb-Douglas production function.
4is property is called increasing returns to scale; see Denition B.1 and Remark B.1 in Appendix B for more
details.
4 SOMABHA MUKHERJEE, ROHIT K. PATRA, ANDREW L. JOHNSON, AND HIROSHI MORITA
Figure 2. Cost function estimates for the Hospital data on the convex hull
of the data for the year 2007. e number of Minor therapeutic and diag-
nostic procedures are held constant around their median values. Le panel:
t based on a quadratic regression model (without interaction); Right panel:
Nadaraya-Watson estimator with bandwidth chosen by least squares cross
validation using the np package in R.
estimators such as concave or S-shape estimator will impose additional unjustied structure
on the estimator.
Example 1.2 (Hospital cost data). Layer et al. (2020) studied the cost function for hospitals
across the US using the 2007 Annual Survey Database from the American Hospital Association.
Following Pope and Johnson (2013) and Layer et al. (2020), we use the following four aggre-
gated procedure categories “Minor Diagnostic”, “Minor erapeutic”, “Major Diagnostic”, and
“Major erapeutic” procedures to predict the costs for running the hospitals. To visualize our
estimator of the cost function, we hold the number of either the minor or major procedures (both
therapeutic and diagnostic) constant around their medians5 and use the other two variables to
predict the cost. In Figure 2, we plot the estimated cost functions using: (1) the t based on a
quadratic model without the interaction term (le panel); and (2) the Nadaraya-Watson esti-
mator with cross-validated choice of the tuning parameter (right panel). Even though the above
two estimators are two commonly used methods for estimating a cost function (Fa¨re et al., 2010;
Ferrier et al., 2018), it is abundantly clear that both of the estimators fail to t the data in our
case.
5In order to have a reasonable data size, when studying the relationship between the cost andmajor procedures,
we hold the number of minor therapeutic and diagnostic procedures in the hospital between their respective
rst and second sample quartiles.
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In both of the above examples, the Nadaraya-Watson estimator clearly overts the data.
However, it shows an overall increasing trend and its input requirement sets are approxi-
mately convex. Moreover, the existing shape constrained estimators do not adequately in-
corporate the known shape of the nonparametric function (e.g., the monotonic estimators)
or impose additional stronger conditions (e.g., the monotonic and concave or S-shape esti-
mators). is motivates us to propose an estimator that satises twomost basic assumptions
about production functions (1.2) and (1.3) without enforcing any additional structure.
asiconcave functions are dened as functions for which all upper level sets are convex.
us a function satises both (1.2) and (1.3) if and only if it is quasiconcave and increasing.
Note that, there is a very natural correspondence between quasiconcave, increasing func-
tions and quasiconvex, decreasing functions, namely, if f is a quasiconcave, increasing func-
tion, then −f is quasiconvex and decreasing. For notational convenience, in this paper, we
focus on the estimation of quasiconvex and decreasing functions, and propose a least squares
estimator that is guaranteed to be quasiconvex and decreasing. To be specic, we assume
thatϕ in (1.1) is quasiconvex and decreasing, and given observations {(Xi, Yi) ∈ Rd×R}ni=1
from the regression model in (1.1), we study the following least squares estimator (LSE):
ϕˆn ∈ arg min
ψ∈C
n∑
k=1
(Yk − ψ(Xk))2, (1.4)
where
C := {ψ : Rd → R ∣∣ψ is quasiconvex and decreasing}. (1.5)
An advantage of the above LSE is that it is tuning parameter free and thus avoids ing
issues related to tuning parameter selection for other nonparametric estimators.
Remark 1.1. If one aims to nd the quasiconcave and increasing LSE then she needs to
solve the problem (1.4) with {(Xi,−Yi)}ni=1 in place of {(Xi, Yi)}ni=1. e nal estimator is
then simply the negative of the above LSE. All our results/algorithms also hold for the qua-
siconvex and increasing LSE with obvious modications; see Remark 3.1 for more details.
1.1. Our contributions. To the best of our knowledge, this is the rst work studying the
quasiconvex and decreasing LSE (1.4). Below we list the main contributions of the paper.
(1) We provide two characterizations for C, the set of multivariate, decreasing, and qua-
siconvex functions. One of these characterizations helps prove the existence of the
estimator, and the other is useful in the computation of the LSE; see Lemmas 3.1
and 3.2.
(2) We show that the space of decreasing and quasiconvex functions is not convex, thus
validating a conjecture made by Guntuboyina and Sen (2018). However, despite the
nonconvexity of the function space, we show that the LSE (the minimizer of the
squared error loss over C) is unique with probability 1 when the error has a contin-
uous distribution; see eorem 3.1.
(3) Using one of our characterizations of C, we develop a mixed-integer quadratic opti-
mization (MIQO) algorithm for computing the LSE; see Section 3.2. e code to com-
pute the LSE is available online via an R package QuasiconvexLSE (Mukherjee
and Patra, 2020).
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(4) Under heteroscedastic Gaussian errors, we prove the consistency of the LSE and
provide nonasymptotic risk bounds for the LSE under a xed laice (Section 4.1)
and a random (Section 4.2) design framework. It should be noted that throughout
the paper we make no smoothness or continuity assumption on ϕ.
(5) We illustrate that the quasiconvex and decreasing LSE performs well in nite sample
through simulations, and analyze the datasets in Examples 1.1 and 1.2; see Sections 5
and 6.
A natural question that arises is what are the properties of the quasiconvex LSE, i.e., the
quasiconvex estimator without any monotonicity assumption. We discuss this in Appen-
dix A of the paper.
To the best of our knowledge, the only other estimator in the nonparametric regres-
sion framework that satises (1.2) and (1.3) without any additional assumptions is proposed
in Chen et al. (2018). Chen et al. (2018) propose a functional operator that can modify any
existing estimator and enforce the shape constraint of quasiconvexity and monotonicity.
eir procedure is very general and they show that “shape-enforced point estimates are
closer to the target function than the original point estimates.” However, their approach is
ex post and the performance of the shape enforced estimator is directly related to the ini-
tial estimator (such as the kernel or splines based estimators), the performance of which, in
turn, will oen depend on tuning parameters. us the improvement due to the operator is
only relative to the performance of the initial estimator. Furthermore, the estimator in Chen
et al. (2018) does not have a clear interpretation as a minimizer of any loss function.
1.2. Organization. Our exposition is organized as follows. In Section 2, we introduce some
preliminary notations and denitions that will be used throughout the paper. In Section 3,
we prove the existence and almost sure uniqueness of the LSE and provide an algorithm to
compute the LSE. In Section 4, we prove the consistency of the quasiconvex and decreas-
ing LSE in two dierent seings: xed laice design and random design. In Section 5, we
compare the performance of our quasiconvex and decreasing least squares estimator with
that of the Nadaraya-Watson estimator and the estimator due to Chen et al. (2018) through
simulations. In Section 6, we apply our techniques to Examples 1.1 and 1.2 described above.
e paper ends with Section 7, where we give a brief discussion and provide some exciting
future directions.
Appendix A discusses the quasiconvex LSE (without any monotonicity constraint). Ap-
pendix B provides a primer on some of the economic terms and denitions used in the paper.
e proofs of the results in the main paper can be found in Appendices C–J.
2. Notations and definitions
In this section, we introduce some notations and denitions that will be used throughout
the rest of the paper. We use bold leers to denote vectors, matrices, and tensors. e d-
dimensional vector with all entries equal to zero will be denoted by 0d. For any positive
integer m, we will denote the set {1, 2, . . . ,m} by [m]. For a function ψ : Rd → R and
α ∈ R, the α-lower level set of ψ is dened as:
Sα(ψ) := ψ
−1((−∞, α]) = {x ∈ Rd : ψ(x) ≤ α} .
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Figure 3. e set Cv({Xi : 1 ≤ i ≤ 15}) in R2 is shaded gray. e set
Cv†({Xi : 1 ≤ i ≤ 15}) in R2 is the union of areas shaded blue and gray.
ForX ∈ Rd and a set A ⊆ Rd, the upper orthants ofX and A are dened as
X† := {Y ∈ Rd : X 4 Y } and A† :=
⋃
X∈A
X†,
respectively; see Figure 3 for an illustration.6 e convex hull of a set A ⊆ Rd is denoted by
Cv(A), and is dened as the intersection of all convex subsets C of Rd such that A ⊆ C .
For notational convenience, we will use Cv†(A) to denote the upper orthant of Cv(A).
roughout the paper, ‖ · ‖ will stand for the Euclidean norm of a vector. For a subset
A ∈ Rd, A denotes the closure of A with respect the Euclidean topology. For two real
sequences an and bn, an . bn denotes an ≤ Cbn for all n and for some constant C that does
not depend on n. For two ⊗ki=1ni-tensors A and B, the Frobenius inner product of A and
B is dened as:
〈A,B〉F :=
n1∑
i1=1
. . .
nk∑
ik=1
Ai1...ikBi1...ik and ‖A‖F :=
√
〈A,A〉F .
Below, we dene the central objects of importance in this paper, namely quasiconvex and
decreasing functions with multivariate entries.
Denition 2.1. A function ψ : Rd → R is said to be quasiconvex, if ψ (λX + (1− λ)Y ) ≤
max {ψ(X), ψ(Y )} for allX,Y ∈ Rd and λ ∈ [0, 1], and decreasing, if ψ(X) ≥ ψ(Y ) for
allX 4 Y ∈ Rd.
e following alternative denition will turn out to be more useful in many of our proofs.
Denition 2.2. A function ψ : Rd → R is quasiconvex if Sα(ψ) is a convex set for all α ∈ R,
and is quasiconvex and decreasing if Cv† (Sα(ψ)) = Sα(ψ) for all α ∈ R.
6Two crucial properties of the setA†, whichwewill use later, are proved in Lemmas C.1 and C.2 in Appendix C.
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3. The qasiconvex-decreasing regression problem
Recall that the goal of the paper is to estimateϕ, the unknown quasiconvex and decreasing
function. In (1.4), we proposed the tuning parameter free least squares estimator ϕˆn based
on the data {(Xi, Yi)}ni=1. e rst observation is that the seemingly innite dimensional
optimization problem (1.4) can be reduced to a nite dimensional optimization problem by
observing that the loss function in (1.4) depends onψ only through its values atX1, . . . ,Xn.
Leing θˆ = (ϕˆn(X1), . . . , ϕˆn(Xn)), we have:
θˆ ∈ arg min
θ∈Q
n∑
k=1
(Yk − θk)2 (3.1)
where
Q := {(ψ(X1), . . . , ψ(Xn)) ∈ Rn : ψ ∈ C},
for C dened in (1.5). Some immediate and natural questions arise: (i) does θˆ exist? (ii)
is θˆ unique? and (iii) how can we compute θˆ? We answer the questions (i) and (ii) in the
armative in Section 3.1 and provide a way to compute θˆ in Section 3.2.
Observe that, θˆ is only the rst step in estimating ϕ.ere are indeed many quasiconvex
and decreasing functions satisfying ϕˆn(Xi) = θˆi for all i = 1, . . . , n. Any such function
can act as a least squares estimator.7 In this paper, however, we use a simple piecewise
constant version dened on the whole of Rd. e function can be computed from θˆ in an
inductive way. We describe the process now. First arrange the elements of θˆ in an increasing
order θˆ(1) ≤ θˆ(2) ≤ . . . ≤ θˆ(n), and suppose that X(i) is the data point corresponding
to the estimate θˆ(i). Set ϕˆn(X) = θˆ(1) for all X ∈ X†(1). Now, assume inductively, that
ϕˆn has been dened on Cv†({X(1), . . . ,X(m−1)}) for some 1 < m ≤ n. For all X ∈
Cv†({X(1), . . . ,X(m)})\Cv†({X(1), . . . ,X(m−1)}), we dene
ϕˆn(X) = θˆ(m) .
is completes the denition of ϕˆn on Cv†({X(1), . . . ,X(n)}) = Cv† ({X1, . . . ,Xn}) . Fi-
nally, we dene ϕˆn(X) = θˆ(n) for allX /∈ Cv† ({X1, . . . ,Xn}). e rather delicate issue of
dening the ordered entries θˆ(i) in case of the presence of ties in the entries of θˆ, is addressed
rigorously in the proof of Lemma 3.1.
3.1. Primary characterization, existence, and uniqueness. In this section, we provide
a characterization of the constraint space Q. is primary characterization will help us
prove the existence of the LSE. A secondary characterization ofQ (given in Section 3.2) will
be crucial for the computation of the LSE.
Let X := {X1, . . . ,Xn} and let L(X ) be dened as:
L(X ) := {(i, S) : i ∈ [n], S ⊆ [n], andXi ∈ Cv†({Xj : j ∈ S})}.
7is type of behavior is not uncommon in nonparametric maximum likelihood or least squares problem, e.g.,
see Saha and Guntuboyina (2019) for an example where the NPMLE exits but is not unique and see Seijo and
Sen (2011) for an example in the regression seing; also see Zheng and Glynn (2017).
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𝑧𝑧1
𝑧𝑧2
𝑧𝑧3
(0,1,0)(0, . 5, . 5)
(.5, . 5,0)
Figure 4. Figure for Example 3.2. Both the points (0, .5, .5) and (.5, .5, 0) are
projections of (0, 1, 0) onQ. e blue plane has equation z1 = z2 and the red
plane has equation z2 = z3.
Lemma 3.1 (Primary characterization).
Q =
{
z ∈ Rn : zi ≤ max
j∈S
zj for all (i, S) ∈ L(X )
}
.
e above characterization of Q (proved in Appendix D) will play a key role in proving
the existence and uniqueness of θˆ; see eorem 3.1 below. Furthermore, it will later help
us develop a method for its computation (see Section 3.2). A crucial dierence between
other shape constraints such as monotonicity (Brunk, 1969; Zhang, 2002) and convexity
(Seijo and Sen, 2011; Kuosmanen, 2008), and quasiconvexity, is that the setQ is not convex.
Consequently, aminimizer for (3.1) may not be unique. However, in the result below (proved
in Appendix E) we show that θˆ is unique almost surely if Y has a density with respect to
the Lebesgue measure on R.
eorem 3.1 (Existence and uniqueness). e optimization problem (3.1) has a minimizer θˆ
inQ. Moreover, if Y has a density with respect to the Lebesgue measure on R, then θˆ is unique
with probability 1.
Example 3.2 (Non-uniqueness of minimizer). Note that, the constraint spaceQ is not convex
and there are points lying outside Q that have two dierent projections on Q. Consequently a
minimizer of (3.1) may not be unique. For example, take n = 3, d = 2, X1 = (1, 0),X2 =
(0.75, 0.75), andX3 = (0, 1). It follows from Lemma 3.1 that Q = {z ∈ R3 : z2 ≤ z1 ∨ z3}.
One can easily check that both the points (0.5, 0.5, 0) and (0, 0.5, 0.5) are projections of the
point u := (0, 1, 0) on Q (see Figure 4). However as shown in the second part of the proof of
eorem 3.1, this happens only when u is in a set of Lebesgue measure zero. is example is
interesting from another aspect too. Since u /∈ Q, no function f : R2 → R passing through
(X1, u1), (X2, u2) and (X3, u3) (i.e. f(Xi) = ui for i = 1, 2, 3), is both quasiconvex and
decreasing. However, one can construct functions f1 : R2 → R and f2 : R2 → R passing
through (X1, u1), (X2, u2) and (X3, u3), such that f1 is quasiconvex and f2 is decreasing. is
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shows that the constraint space Q for the “quasiconvex and decreasing” regression problem is
not equal to, but a proper subset of the intersection of the constraint spaces for the quasiconvex
regression and the decreasing regression problems.
We now use the primal characterization of Q in Lemma 3.1 to construct an algorithm to
check if a given point inRn is in the feasible region. Algorithm 1 below determines whether
a set of n real values are realizations of a quasiconvex and decreasing function on the data
points. It may seem at rst that, in order to apply Lemma 3.1 for this purpose, we need to
go through each of the n data pointsX1, . . . , Xn and for each of the data points go through
the 2n subsets S of [n] and pull out all cases such that Xi ∈ Cv† ({Xj : j ∈ S}) to check
whether zi ≤ maxj∈S zj in each of these cases. In the following algorithm, we show that
this is not the case. In fact, we need to check only n subsets of [n]; see step 4 of Algorithm 1.
Algorithm 1: Checking whether a given point z belongs to Q.
Data: z,X1, . . . ,Xn
Result: out = 1 denotes z ∈ Q, out = 0 denotes z /∈ Q
1 i = 1;
2 out = 1;
3 while i ≤ n and out = 1 do
4 set S = {j ∈ [n] : zj < zi};
5 if Xi ∈ Cv†({Xj : j ∈ S}) then
6 out = 0;
7 else
8 i = i+ 1;
A short proof of the validity of Algorithm 1 is given in Appendix F. e if statements in
Algorithm 1 involves checking the condition whether a given point p ∈ Rn belongs to the
upper orthant of the convex hull of some other points p1, . . . ,pm ∈ Rn. is can be done
eciently by checking whether the following linear program (LP) has a feasible solution:
minimize
λ,v
0
subject to λ1, . . . , λm ≥ 0, v∈ 0†d,
m∑
i=1
λi= 1,
m∑
i=1
λipi= p− v.
(3.2)
where λ := (λ1, . . . , λm). us, Algorithm 1 has a complexity that is linear in the sample
size n, modulo performing the O(n)-many linear programs (3.2), and hence, is computa-
tionally ecient. One can alternatively use built-in soware functions to check whether a
multivariate point belongs to the convex hull of others, which will likely make the process
even more ecient. See Chazelle (1993) for a deterministic algorithm for computing the
convex hull of n points in Rd which has computational complexity O(n log n+ nbd/2c).
3.2. Secondary characterization and computation of the LSE. Although Lemma 3.1
can be used to (eciently) check if a vector is a feasible solution for the quadratic program in
(3.1), the primal characterization of the constraint spaceQ is not computationally amenable
to be used as a constraint in the quadratic program in (3.1). With this purpose in mind,
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we give a secondary characterization of Q. In this section, we will reduce (3.1) to a mixed-
integer quadratic optimization (MIQO) problem.
Lemma 3.2 (Secondary characterization). A vector z ∈ Q if and only if there exist vectors
ξ1, . . . , ξn ∈ 0†d such that
ξ>j (Xi −Xj) > 0 for every i, j such that zi < zj.
By Lemma 3.2, z ∈ Q if and only if the following LP (with variables ξ1, . . . , ξn) has a
feasible solution:
min 0 subject to ξ1, . . . , ξn ∈ 0†d and ξ>j (Xi−Xj) > 0, for every (i, j) such that zi < zj.
us, Lemma 3.2 enables us to rewrite the quadratic optimization problem in (3.1) as:
minimize
z,Ξ
n∑
k=1
(Yk − zk)2
subject to ξ1, . . . , ξn ∈ 0†d,
ξ>j (Xi −Xj) > 0, for every (i, j) such that zi < zj,
(3.3)
where z = (z1, . . . , zn) andΞ := (ξ1, . . . , ξn). We would also like to emphasize that, the set
of constraints also depends on z1, . . . , zn.e optimization problem (3.3) cannot be solved
in its exact form because of the presence of implication constraints that include the variables
of optimization (i.e., z1, . . . , zn). However, the implication constraint
zi < zj =⇒ ξ>j (Xi −Xj) > 0
in (3.3), can easily be framed as the following logical constraint
zj − zi ≤ 0 or ξ>j (Xi −Xj) > 0. (3.4)
Now note that, the or constraint in (3.4) can be converted into a standard constraint by
introducing binary variables uij . To elaborate, let us consider the following logical con-
straints:
zj − zi ≤Muij,
ξ>j (Xi −Xj) > M(uij − 1),
(3.5)
where uij ∈ {0, 1} andM is an arbitrarily large number. If uij = 0, then the rst constraint
in (3.5) reads zj − zi ≤ 0 and the second constraint becomes essentially unconstrained,
since M is large. On the other hand, if uij = 1, then the rst constraint in (3.5) becomes
essentially unconstrained, while the second constraint reads ξ>j (Xi −Xj) > 0. e above
discussion is formalized in Lemma 3.3 below and proved in Appendix H.
Lemma 3.3. Let
RM :=
{(
z>, ξ>1 , . . . , ξ
>
n ,((uij))i 6=j
) ∈ Rn × [0,∞)nd × {0, 1}n2−n :
zj − zi ≤Muij, ξ>j (Xj −Xi) > M(uij − 1) ∀ i 6= j ∈ [n]
}
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and letΠn denote the projection function onto the rstn coordinates of a vector. en,Πn(RM) ↑
Q asM → ∞. In fact, there existsM0 ≥ 1 such that Πn(RM) = Q for allM > M0. us
the minimizer of (3.6) matches θˆ (the minimizer of (3.1)) for large enoughM.
us the optimization problem (3.1) and (3.3) can be framed as the following mixed-
integer quadratic program:
minimize
z,Ξ,u
n∑
k=1
(Yk − zk)2
subject to zj − zi ≤Muij, ∀ i 6= j ∈ [n],
ξ>j (Xi −Xj) > M(uij − 1), ∀ i 6= j ∈ [n],
ui,j ∈ {0, 1}, ∀ i 6= j ∈ [n],
ξ1, . . . , ξn ∈ 0†d,
(3.6)
where z := (z1, . . . , zn), Ξ := (ξ1, . . . , ξn) and u := ((uij))1≤i 6=j≤n. e above MIQO is
implemented in the R package QuasiconvexLSE (Mukherjee and Patra, 2020).
Remark 3.1 (About the strict inequality in Lemma 3.3). It is very important to note that
there is a strict inequality in the constraints ξ>j (Xj −Xi) > M(uij − 1) in (3.6). It would be
incorrect to use ‘≥’ instead of ‘>’, since in that case, zi = Yi, ξi = 0d for all i, and uij = 1 for
all i 6= j would be a feasible solution of (3.6), which makes the optimal objective 0. However, in
case a closed constraint formulation is necessary, one can take a very small positive quantity
, and work with the slightly stricter (but closed) constraints ξ>j (Xj −Xi) ≥M(uij − 1) + .
As long as  > 0, smaller the value of  one takes, closer are the optimum objective values of
the new and the original problems. is is what we do in our implementation.
Remark 3.1 (A note on quasiconvex and increasing LSE). Suppose now that ϕ is known
to be quasiconvex and increasing. All the above discussion and results will go through with
only minor modications. Let
Q′ := {(ψ(X1), . . . , ψ(Xn)) ∈ Rn : ψ is quasiconvex and increasing}.
In this case, we dene the set L′(X ) as:
L′(X ) := {(i, S) : i ∈ [n], S ⊆ [n], andXi ∈ Cv†({Xj : j ∈ S})},
where for anyX ∈ Rd andA ⊂ Rd,X† andA† denote their lower orthants and are dened
as
X† := {Y ∈ Rd : Y 4X} and A† :=
⋃
X∈A
X†,
respectively. e primary characterization of the set Q′ becomes
Q′ =
{
z ∈ Rn : zi ≤ max
j∈S
zj for all (i, S) ∈ L′(X )
}
.
Needless to say that the only change in Algorithm 1 for checking whether a given point
z ∈ Q′, would be to replace the upper orthants of the convex hulls by their lower orthants.
For the secondary characterization of Q′, the only change in the statement of Lemma 3.2
would be ξ1, . . . , ξn 4 0d.
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4. Consistency of the qasiconvex-monotone LSE
e LSE obtained from problem (3.1) is almost surely unique but is not consistent without
any restriction on the design X . Probably the simplest example is to take X ⊂ {x ∈ Rd :
x 4 0d and ‖x‖ = 1} and assume that all elements of X are distinct. In this case, one
can verify that (i, S) /∈ L(X ) if i /∈ S, and hence, by the primary characterization of Q in
Lemma 3.1, Q = Rn. e problem (3.1) is thus unconstrained, the minimum is aained at
θˆ = Y , and the estimator is not consistent. e above example shows the need to impose
additional structure on the design points in order to have consistency.
In this section, we show that θˆ is consistent under two widely used design seings,
namely the xed laice design and the random design scenarios.
4.1. Fixed lattice design scenario. In this subsection, we are going to assume the follow-
ing model:
Yi1···id = ϕ(i1, . . . , id) + εi1...id for all (i1, . . . , id) ∈ [m]d, (4.1)
wherem is some positive integer andϕ : Rd → R is the unknown quasiconvex and decreas-
ing function. We further assume that εi1...id are independent, centered, and heteroscedastic
Gaussian random variables. Let θ∗i1...id := ϕ(i1, . . . , id), θˆi1...id := ϕˆn(i1, . . . , id), and sup-
pose that θ∗, θˆ, and ε denote the
(⊗di=1m)-tensors whose (i1, . . . , id)th elements are θ∗i1...id ,
θˆi1...id and εi1...id , respectively. Let n := md and for any θ ∈ Rm×···×m, dene:
V (θ) :=
1
n
‖θ − θ¯1‖2F =
1
n
m∑
i1=1
. . .
m∑
id=1
(θi1...id − θ¯)2,
where θ¯ := n−1
∑m
i1=1
. . .
∑m
id=1
θi1...id and 1 denotes the (⊗di=1m)-tensor with all entries
1. e following result, proved in Appendix I, nds a nite sample upper bound for the in
sample loss of the LSE θˆ of θ.
eorem 4.1. Suppose {εi1...id : (i1, . . . , id) ∈ [m]d} are independent, centered, and het-
eroscedastic Gaussian random variables and θˆ is the quasiconvex and decreasing LSE for the
model (4.1). en for d ≥ 2 and any α ≥ 1, there exists a constant Cd depending only on
d, and a positive integer Nα depending only on α, such that the following bound holds with
probability at least 1− 2n−α for all n ≥ Nα,
1
n
‖θˆ − θ∗‖2F ≤ Cd
σ2
n2/d
(log n)8 + Cd
√
σ2V (θ∗)
n2/d
(log n)8 ,
where σ2 := max(i1,...,id)∈[m]d Var(εi1...id).
eorem 4.1 not only shows consistency but also provides a nite sample upper bound
on the rate of convergence of the LSE. Observe that the upper bound behaves dierently
depending on the form of the true sequence θ∗, thereby describing the adaptive behavior of
the LSE. For example, if the true function is at (i.e., V (θ∗) = 0), then ‖θˆ − θ∗‖2F/n con-
verges to zero at rate (log n)8/n2/d, which is signicantly faster than the rate (log n)4/n1/d
achieved when V (θ∗) is a nonzero constant. e rst such result appeared in eorem 2.2
of Zhang (2002) for univariate isotonic functions; also see Chaerjee et al. (2015); Han et al.
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(2019); Bellec (2018) for recent advancements in this area for multivariate isotonic func-
tions. Unlike Zhang (2002); Chaerjee et al. (2015); Han et al. (2019), the constraint space
in our setup is nonconvex; see Chaerjee and Laerty (2019) for a similar complication.
However, the additional monotonicity constraint in our problem enables us to overcome
the nonconvexity of the constraint space. Our proof of the risk bound is closely related to
the techniques developed in Han et al. (2019). We do not know if the rate of convergence
in eorem 4.1 is optimal or not, but nding an optimal rate is not within the scope of this
paper. We hope to address this issue in the future.
A natural question at this point is to ask whether the estimator ϕˆn is also consistent for ϕ
in the L2(Λ) norm in Rd, where Λ denotes the Lebesgue measure in Rd. Let B∞(r) denote
the set of all functions ϕ bounded in absolute value by r. e following result (proved in
Appendix I.2) is a consequence of eorem 4.1.
Corollary 4.1. Suppose the assumptions of eorem 4.1 hold. en, for d ≥ 2 and any α ≥ 1,
there exists a constant Cd depending only on d, and a positive integerNα depending only on α,
such that the following bound holds with probability at least 1− 2n−α for all n ≥ Nα,
sup
ϕ∈C⋂B∞(1)
1
n
ˆ
[0,m]d
(ϕˆn − ϕ)2 dΛ ≤ Cd (log n)
4
n1/d
.
4.2. Random design scenario. Suppose, we have i.i.d. observations {(Xj, Yj)}nj=1 from
the following regression model:
Y = ϕ(X) + ε, (4.2)
whereX1, . . . ,Xn are sampled independently from some probability distribution supported
on [0, 1]d. We assume that the errors εi’s are independent (possibly heteroscedastic) Gauss-
ian random variables such that E(ε|X) = 0 and E(ε2|X) ≤ σ2 almost everyX . Further-
more, we assume that the density of X with respect to the Lebesgue measure is bounded
above and away from zero. Let θ∗i := ϕ(Xi) and θˆi := ϕˆn(Xi). Moreover, let θ∗, θˆ, and ε
denote the vectors whose i’th elements are θ∗i , θˆi, and εi, respectively. For any θ ∈ Rn,
dene V (θ) := n−1
∑n
i=1(θi − θ¯)2, where θ¯ := n−1
∑n
i=1 θi. Dene γ2 := 9/2 and
γd := (d
2 + d + 1)/2 for d ≥ 3. e following result, proved in Appendix J, gives a -
nite sample upper bound for the expected squared in sample loss of the LSE in the random
design scenario of (4.2).
eorem 4.2. Suppose {Xi, Yi}ni=1 ∈ [0, 1]d×R are i.i.d. observations from (4.2) and {εi}ni=1
are independent Gaussian random variables such that E(ε|X) = 0 and E(ε2|X) ≤ σ2 almost
everyX . Furthermore, suppose that the density ofX with respect to the Lebesgue measure is
bounded above and away from zero. en, for d ≥ 2, there exists a constant Cd depending only
on d, and a xed positive integer N ≥ 1, such that the following bound holds for all n ≥ N ,
1
n
E
[
‖θˆ − θ∗‖2
]
≤ Cd σ
2
n2/d
(log n)2γd + Cd
√
σ2V (θ∗)
n2/d
(log n)2γd .
Unlike eorem 4.1 which bounds the empirical mean-squared error between θˆ and θ∗
on sets with asymptotic probability 1, eorem 4.2 gives a bound on the expected mean-
squared error between θˆ and θ∗. e rate of convergence when the true function is at (i.e.,
V (θ∗) = 0), is once again faster than that when V (θ∗) is a nonzero constant, the former
ESTIMATION OF MONOTONE QUASICONVEX FUNCTIONS 15
being (log n)2γd/n2/d, and the laer being (log n)γd/n1/d. It should be noted, however, that
since γd > 4 for all d ≥ 2, the rate of convergence for the random design scenario is slightly
slower than that for the laice design scenario. is is because the set of all monotone
functions on the laice design has lower Gaussian complexity than on a random design.
e proofs of eorems 4.1 and 4.2 will make this clearer.
5. Simulation study
In this section, we illustrate the nite sample performance of the quasiconcave and in-
creasing LSE using synthetic data under the random design scenario in Section 4.2. In the
nonparametric regression set up of (4.2), the most widely used estimator is the Nadaraya-
Watson estimator. However, the kernel estimator is not guaranteed to be either quasicon-
cave or increasing. Chen et al. (2018) propose a functional operator that can enforce quasi-
concavity and monotonicity ex post on any estimator. Just as in Chen et al. (2018), we use
the Nadaraya-Watson estimator as the initial estimator and compute the shape enforced es-
timator. In this section, we compare the performance of the quasiconcave and monotone
LSE with the Nadaraya-Watson estimators as well its shape enforced version. In Figure 5,
we use ChenEtAl to denote the shape enforced estimator. For the kernel estimator, we
use the rule-of-thumb choice for the bandwidth (Li and Racine, 2007, Page 66). Note that
the shape enforcing operator of Chen et al. (2018) is tuning parameter free. e R code for
computing ChenEtAl was kindly provided to us by Sco Kostyshak via private commu-
nication.
We now describe the three bivariate regression models considered in this section. We
assume i.i.d. data from
Y = F0 (H0(X1, X2)) + ε,
where
F0(z) := 15/(1 + z
−5), ε ∼ N(0, σ2), (5.1)
and the design points
X := (ψ cos η, ψ sin η), where ψ ∼ Unif [0, 2.5] and η ∼ Unif [0.05, pi/2− 0.05].
Following Yagi et al. (2017) and Olesen and Ruggiero (2014), we consider three forms forH0
that satisfy the basic economic axioms in (1.2) and (1.3); see Yagi et al. (2019) and Olesen and
Ruggiero (2014) for detailed discussion and further motivation behind the simulation set-
tings. e exact forms ofH0 for the three seings are described below in (5.2), (5.3), and (5.4).
For the Seing I, we set
H0(X) :=
√
X1X2. (5.2)
while for the Seing II, we set
H0(X) :=
(
0.45X
s−1
s
1 + 0.55X
s−1
s
2
) s
s−1
, (5.3)
where we x s = 1.51 . In Seing III, H0 is dened in an implicit manner. First, for
s ∈ [0, 15], dene
β(s) = 0.3 +
0.25
15
s.
16 SOMABHA MUKHERJEE, ROHIT K. PATRA, ANDREW L. JOHNSON, AND HIROSHI MORITA
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll
l
l l
l
l
ll
1 2 3 4
Setting I
Setting II
Setting III
LSE Kernel ChenEtAl LSE Kernel ChenEtAl LSE Kernel ChenEtAl LSE Kernel ChenEtAl
0.4
0.8
1.2
1.6
0.4
0.8
1.2
1.6
0.4
0.8
1.2
1.6
In
 s
am
pl
e 
L 2
−
lo
ss
Figure 5. Box plots comparing the performance of the LSE, the Nadaraya-
Watson estimator, and the shape enforced estimator proposed in Chen et al.
(2018) applied to the Nadaraya-Watson estimator. Each row represents one
of the three dierent regression functions considered. Within each row the
variance increases from 1 to 4 as we go from le to right. For the kernel
estimator, the bandwidth was set according to the rule-of-thumb.
Next, dene a function G0
G0(X1, X2, y) :=
(
β(y)X
s−1
s
1 + (1− β(y))X
s−1
s
2
) s
s−1
,
once again with s = 1.51. e next step is to nd a solution q∗F0 : R
d → R to the equation:
q∗F0(X) = F0(G0(X, q
∗))
in the obvious range q∗ ∈ [0, 15], where F0 is dened in (5.1). us for Seing III, H0 is
dened as follows:
H0(X) = G0(X, q
∗
F0
(X)) (5.4)
Note that the function F0(H0(·)) in each of the three seings described above is quasicon-
cave and increasing.
In each of the above three seings, we consider three values of the noise standard devia-
tion namely σ ∈ {1, 2, 3}, and for each of these cases, we generated n = 100 observations.
Finally, we replicated each of these nine scenarios 200 times. In Figure 5, we show the box
plots of n−1/2‖θˆ − θ∗‖ for the three estimators. Chen et al. (2018) show that the shape en-
forcement operator is a “distance contraction” in L1metric, i.e., the L1 distance between the
shape enforced estimator and the truth is smaller than the L1 distance between the initial
estimator and the truth. However, the box plots in Figure 5 show that the same cannot be
said about the L2 distance.
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Figure 6. Plot for the Japanese plywood production data from 2007: Le
panel – contour plot for the upper level sets for the estimate of the produc-
tion function; Right Panel – plot of the estimated production function on the
convex hull of the observed input variables.
6. Analysis of production and cost data
In this section, we elaborate on the real datasets discussed in Examples 1.1 and 1.2, and
apply the developed methodology to estimate the production and cost functions.
6.1. Plywoodproduction data. Webriey recall the discussion in Example 1.1. e Japan-
ese plywood data is part of a larger dataset collected by the Japanese Ministry of Economy,
Trade, and Industry. e dataset contains production data for various Japanese industries.
Japanese industry data is considered to be of high quality for the following reasons: (1)
Japan has a large and developed manufacturing industry; (2) Japanese economy was stable
during the data collection period; (3) e work practices of the Japanese census are known
to be set at very high standards. e above factors result in a high-quality dataset compared
to many other countries (Japan’s Ministry of Economy, Trade, and Industry, 2010). In this
paper, we study the 2007 cross-sectional dataset. Foster et al. (2008) argue that plywood
production data is particularly suitable for production function estimation using cross es-
tablishment data, as plywood establishments produce physically homogeneous products.
As discussed in Example 1.1, the least squares Cobb-Douglas estimator fails to properly t
the data. e data contains both young and mature establishments as measured by the es-
tablishment date. Young and mature establishments are likely to have dierent returns to
scale8. However, Cobb-Douglas estimator can only have either increasing or decreasing re-
turns to scale. Furthermore, as all the establishments operate on a narrow cone of input
ratios, the model assumption of S-shape is also too restrictive for this data.
8See Denition B.1 in Appendix B for a denition.
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Figure 7. Estimated cost functions when regressing the operating cost of
hospitals across the US on the number of major diagnostic and therapeu-
tic procedures, while keeping the number of minor procedures xed around
their median. Le panel: contour plot for the lower level sets for the esti-
mated cost function; Right panel: estimated cost function on the convex hull
of the output variables.
It should be noted that the Nadaraya-Watson estimator is approximately increasing and
has approximately convex input requirement sets. is motivated us to t a quasiconcave
and increasing function. e le panel of Figure 6 shows the input requirement sets for
ϕˆn and the right panel shows the surface plot of the production function. Notice that as
value-added increases, the establishments becomemore capital intensive. is illustrates the
typical paern of capital deepening as production expands (Kumar and Russell, 2002). We
also observe that establishments are operating at dierent scales of production throughout
the domain of the production function. Our proposed estimator captures the characteristics
of the data as exibly as possiblewhilemaintaining the fundamental axioms ofmonotonicity
and quasiconcavity.
6.2. Hospital cost data. In this section, we analyze the cost variation across hospitals in
the US.e analyzed data is from the American Hospital Association’s Annual Survey Data-
base for 2007. e reported cost includes payroll, employee benets, infrastructure depre-
ciation, interest, supply, and other expenses. For every patient at each of the hospitals, all
procedures received are recorded via the International Classication of Diseases, Ninth Re-
vision, Clinical Modication (ICD9-CM) codes (Zuckerman et al., 1994). Following Pope and
Johnson (2013) and Layer et al. (2020), we map the codes into four categories of procedures,
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specically “Minor Diagnostic,” “Minor erapeutic,” “Major Diagnostic,” and “Major er-
apeutic”. Finally, we add up the number of procedures in each of the categories (for every
hospital) to construct the hospital specic output variables.
Aer some preliminary clean up of the data, there are 523 hospitals in our dataset. Layer
et al. (2020) conclude that the above four regressors are statistically signicant for predicting
the cost of the hospitals. However, to keep the results interpretable and be able to plot the
cost function, we x two of the four variables around their median and estimate the two
dimensional cost function assuming the two constrained variables to be constant, i.e., we
demonstrate the cost function estimator on a “slice” of the data. We consider two dierent
slices of the data. In the rst slice, we consider hospitals for which the number of both
Minorerapeutic and Diagnostic procedures are between their respective second and third
quartiles; see Figures 2 and 7. e second and third quartiles are chosen so that we have
a reasonable amount of the hospitals in the data slice. e estimates in Figures 2 and 7
are based on data from 92 hospitals. e second slice reverses the role of major and minor
procedures and Figure 8 is based on 73 hospitals. A quadratic model (without the cross-
product terms) is oen used in productivity and eciency analysis of healthcare data; see
e.g., Fa¨re et al. (2010), Layer et al. (2020), and Ferrier et al. (2018). However, in Figure 2,
we see that the quadratic cost estimate shows very lile substitutability between major
therapeutic andmajor diagnostic procedures in contrast to the nonparametric estimator. On
the other hand, the Nadaraya-Watson estimator overts the data and does not maintain the
monotonic structure implied by the standard axioms of the cost function, Shephard (1970).
In Figures 7 and 8, we t a quasiconvex and increasing function to the two slices of the
data. e quasiconvex and increasing LSE is able to estimate a function that characterizes
the trade-o between the two outputs for any given cost level, while still maintaining the
monotonic structure, implying increasing costs for increasing production, consistent with
the basic axioms of production.
7. Conclusion and future work
In this paper, we propose a tuning parameter free least squares estimator for a multi-
variate quasiconvex/quasiconcave and monotone regression function. We provide two new
characterizations for the space of multivariate quasiconvex/quasiconcave and monotone
functions. We use these characterizations to show that the LSE exits and is unique almost
surely when the error has a density with respect to the Lebesgue measure. We also devise
a mixed-integer quadratic program to compute the quasiconvex and monotone LSE. More-
over, under heteroscedastic Gaussian errors, we prove consistency and give nite sample
risk bounds for the LSE under two seings for the covariates: the xed laice design and
the random design seing. We use simulations to illustrate the superior performance of
the tuning parameter free LSE when compared to existing estimators. Finally, we apply our
technique in two dierent real life seings, namely, we estimate the production function
surface for the Japanese plywood industry and the cost function for hospitals across the US.
Several interesting future work directions follow. e optimality of the rates of conver-
gence appearing in eorems 4.1 and 4.2 is not known. We plan to study this in the near
future. Even though theMIQO developed in Section 3.2 is new, the R package Quasicon-
vexLSE (Mukherjee and Patra, 2020) uses CPLEX (an o-the-shelf program) to compute
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Figure 8. Estimated cost functions when regressing the operating cost of
hospitals across the US on the number of minor diagnostic and therapeu-
tic procedures, while keeping the number of major procedures xed around
their median. Le panel: contour plot for the lower level sets of the estimated
cost function; Right panel: estimated cost function on the convex hull of the
output variables.
the minimizer. e memory requirement for the proposed MIQO can make it prohibitive
when sample sizes are large (≥ 300). However, there have been recent developments (see
e.g., Dedieu et al. (2020)) that provide approximate solutions to mixed-integer programs. We
are currently working towards developing an approximate algorithm that is computation-
ally less expensive.
Appendix A. The qasiconvex regression problem
It is natural to ask what happens if the function ϕ in (1.1) is assumed to be quasiconvex
only (not necessarily decreasing), and one looks at the optimization problem
θ˜ ∈ arg min
z∈Q˜
n∑
k=1
(Yk − zk)2 (A.1)
where Q˜ := {(ψ(X1), . . . , ψ(Xn)) |ψ : Rd → R is quasiconvex}.
eorem A.1 (Existence and uniqueness). e optimization problem (A.1) has a minimizer
θ˜ in Q˜. Moreover, if Y has a density with respect to the Lebesgue measure on R, then θ˜ is
unique with probability 1.
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It turns out that the primal and dual characterizations of the space Q˜ are very similar to
those for Q. If we dene L˜(X ) as the set of all tuples (i, S) with i ∈ [n] and S ⊆ [n], such
thatXi ∈ Cv({Xj : j ∈ S}), then we have the following primal characterization of Q˜:
Lemma A.1 (Primal characterization).
Q˜ =
{
z ∈ Rn : zi ≤ max
j∈S
zj for all (i, S) ∈ L˜(X )
}
.
For the dual characterization of Q˜, all that we need to do, is drop the nonnegativity as-
sumptions of the vectors ξ1, . . . , ξn from the statement of Lemma 3.2. Formally, we have
Lemma A.2 (Dual characterization). z ∈ Q˜ if and only if there exist vectors ξ1, . . . , ξn ∈ Rd
such that
ξ>j (Xi −Xj) > 0 for every i, j such that zi < zj.
e proofs of eorem A.1, Lemma A.1, and Lemma A.2 are identical to the proofs of
eorem 3.1, Lemma 3.1, and Lemma 3.2 respectively, so we skip them. e code to compute
θ˜ is made available in the R package QuasiconvexLSE.
Appendix B. Economic background and terminologies
In this section, we review some key concepts and denitions from economics. e goal
is to provide a basic background behind the assumptions for the characteristics and shapes
of the production and cost functions.
Denition B.1 (Return to scale (Varian, 2010, Section 18.10)). A production function f is
said to exhibit constant returns to scale, if f(λx) = λf(x) for all inputs x and all λ > 0,
increasing returns to scale, if f(λx) > λf(x) for all inputs x and all λ > 1, and decreasing
returns to scale, if f(λx) < λf(x) for all inputs x and all λ > 1.
Denition B.2 (Homothetic functions (Aydin and Ergut, 2014)). A function f is called ho-
mothetic, if f = g ◦ h for some strictly increasing function g : R → R and a homogeneous
function h : dom(f)→ R. g is called a scale function and h is called a core function.
It is clear that a homothetic production function f has the following property
f(x) = f(y) =⇒ f(λx) = f(λy) for all λ > 0.
is implies that the isoquants of a homothetic production function are radial expansions
of one another. Also, a homogeneous production function is trivially homothetic, since the
scale function can be taken to be identity.
Denition B.3 (S-shaped production function (Yagi et al., 2017)). A production function
f : [0,∞)d → R is S-shaped if for any v ∈ [0,∞)d dening a ray from the origin in input
space αv with α > 0, ∇2vf(αv) > 0 for αv < x∗, and ∇2vf(αv) < 0 for αv > x∗ along a
ray from the origin, where ∇2vf is the directional second derivative of f along v. is implies
that for any ray from the origin of direction v, there exists a single inection point x∗ such that
∇2vf(x∗) = 0.
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Denition B.4 (Cobb-Douglas production function (Varian, 2010, Section 18.3)). e Cobb-
Douglas production function is dened as F (X1, X2) = AXα1X
β
2 , where α, β > 0 are the
output elasticities of the inputs X1 and X2, respectively.
Remark B.1. e Cobb-Douglas production function exhibits constant returns to scale if
and only if α + β = 1, increasing returns to scale if and only if α + β > 1, and decreasing
returns to scale if and only if α + β < 1.
Appendix C. Some technical results
is section contains some technical lemmas that can will be used later.
Lemma C.1. For a convex set S ⊆ Rd, the set S† is convex.
Proof. Take Y ,Z ∈ S† and λ ∈ [0, 1]. en, there existW ,X ∈ S, such thatW 4 Y and
X 4 Z . Hence, λW + (1− λ)X 4 λY + (1− λ)Z . Now, convexity of the set S implies
that λW + (1− λ)X ∈ S, and hence, λY + (1− λ)Z ∈ S†. 
Lemma C.2. For a compact set S ⊆ Rd, the set S† is closed.
Proof. For two setsS1 andS2 ⊆ Rd, if we deneS1+S2 := {s1+s2 : s1 ∈ S1, s2 ∈ S2}, then
note that S† = S + 0†d. Now, S being compact and 0
†
d being closed, the result follows. 
Lemma C.3. If θˆ := arg minθ∈Q ‖Y − θ‖, then ‖θˆ‖∞ ≤ ‖Y ‖∞.
Proof. Suppose, towards a contradiction, that ‖θˆ‖∞ > ‖Y ‖∞. Dene θ′ = (θ′1, . . . , θ′n) by
θ′i := θˆi1{|θˆi| ≤ ‖Y ‖∞}+ sgn(θˆi)‖Y ‖∞1{|θˆi| > ‖Y ‖∞}. en, we have:
‖Y − θ′‖2
=
∑
i : |θˆi|≤‖Y ‖∞
(Yi − θˆi)2 +
∑
i : θˆi>‖Y ‖∞
(Yi − ‖Y ‖∞)2 +
∑
i : θˆi<−‖Y ‖∞
(Yi + ‖Y ‖∞)2
<
∑
i : |θˆi|≤‖Y ‖∞
(Yi − θˆi)2 +
∑
i : θˆi>‖Y ‖∞
(Yi − θˆi)2 +
∑
i : θˆi<−‖Y ‖∞
(Yi − θˆi)2 = ‖Y − θˆ‖2 .
Note that the strict inequality above came from the fact that since ‖θˆ‖∞ > ‖Y ‖∞, i.e., there
exists i such that θˆi > ‖Y ‖∞ or θˆi < −‖Y ‖∞.
We will now show that θ′ ∈ Q, which will yield a contradiction. To this end, suppose
i ∈ [n] and S ⊆ [n] are such that Xi ∈ Cv† ({Xj : j ∈ S}). By Lemma 3.1, we have
θˆi ≤ max{θˆj : j ∈ S}. Now, suppose that |θˆi| ≤ ‖Y ‖∞. en, we have:
θ′i = θˆi ≤min
{
max{θˆj : j ∈ S}, ‖Y ‖∞
}
= max
{
min{θˆj, ‖Y ‖∞} : j ∈ S
}
≤max{θ′j : j ∈ S} .
If θˆi < −‖Y ‖∞, then θ′i = −‖Y ‖∞, and since θ′j ≥ −‖Y ‖∞ for all j, we trivially have
θ′i ≤ max{θ′j : j ∈ S}. Finally, if θˆi > ‖Y ‖∞, then θ′i = ‖Y ‖∞. But since max{θˆj : j ∈
S} ≥ θˆi, there exists j ∈ S such that θˆj > ‖Y ‖∞, so θ′j = ‖Y ‖∞. Hence, in this case,
max{θ′j : j ∈ S} = θ′i = ‖Y ‖∞. e proof of Lemma C.3 is now complete. 
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LemmaC.4. LetZ1, . . . , Zn be independent, centered Gaussian random variables with Var(Zi) =
σ2i , and dene σ
2 := max1≤i≤n σ2i . en for all α ≥ 1,
P
(
max
1≤i≤n
|Zi| > 2σ
√
2α log(2n)
)
≤ n−α .
Proof. Leing Xi := Zi/σi, we have for any t > 0, by a simple union bound,
P
(
max
1≤i≤n
|Xi| >
√
2 log(2n) + t
)
≤ e−t2/2 .
Taking t =
√
2α log n, we thus have:
P
(
max
1≤i≤n
|Xi| > 2
√
2α log(2n)
)
≤ P
(
max
1≤i≤n
|Xi| >
√
2 log(2n) +
√
2α log n
)
≤ n−α .
Lemma C.4 now follows on observing that max1≤i≤n |Xi| ≥ max1≤i≤n |Zi|/σ. 
Lemma C.5. Let g be a standard Gaussian random vector in Rp and suppose that Z ∼
Np(0,Σ). en, for every bounded Borel setW ⊆ Rp, we have:
E
[
sup
w∈W
w>Z
]
≤ ‖Σ1/2‖spE
[
sup
w∈W
w>g
]
,
where ‖ · ‖sp denotes the spectral norm of a matrix.
Proof. We will apply the Sudakov-Fernique inequality on the Gaussian processes Gw :=
w>Z and Hw := ‖Σ1/2‖spw>g indexed by w ∈ W . Note that, for any w1,w2 ∈ W , we
have:
E (Gw1 −Gw2)2 = Var
(
w>1 Z −w>2 Z
)
= (w1 −w2)>Σ(w1 −w2)
≤ ‖Σ1/2‖2sp‖w1 −w2‖2 = E (Hw1 −Hw2)2 .
Lemma C.5 now follows from the Sudakov-Fernique inequality (see eorem 1.1 in Chat-
terjee (2005)). 
Appendix D. Proof of Lemma 3.1
Let us dene
B :=
⋂
(i,S)∈L(X )
{
z ∈ Rn : zi ≤ max
j∈S
zj
}
.
We need to show that B = Q. First, we show that Q ⊆ B. To this end, choose z ∈ Q, and
let ψ ∈ C satisfy ψ(Xi) = zi for all i ∈ [n]. Choose any (i, S) ∈ L(X ). en, Xi ∈ X†
for some X ∈ Cv ({Xj : j ∈ S}). Since ψ is decreasing, ψ(Xi) ≤ ψ(X). Since ψ is
quasiconvex, ψ(X) ≤ maxj∈S ψ(Xj). us, zi ≤ maxj∈S zj , and hence, z ∈ B, showing
that Q ⊆ B.
Showing the other inclusion is a bit more involved. Choose z ∈ B, and dene a function
z∗ : [n] → [n] inductively, as follows. Let `1 := min{zi : i ∈ [n]}. Dene z∗(1) :=
min{i ∈ [n] : zi = `1}. Now, assume that z∗(1), . . . ,z∗(m− 1) have already been dened
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for some 1 < m < n. Dene `m := min{zi : i ∈ [n]\{z∗(1), . . . ,z∗(m − 1)}} and
z∗(m) := min{i ∈ [n]\{z∗(1), . . . ,z∗(m− 1)} : zi = `m}. Clearly,
z∗ is a bijection, and zz∗(i) ≤ zz∗(j), for all i < j. (D.1)
For example, if n = 9 and z = (4, 1, 1, 6, 1, 4, 6, 8, 2), then z∗(1) = 2, z∗(2) = 3, z∗(3) =
5, z∗(4) = 9, z∗(5) = 1, z∗(6) = 6, z∗(7) = 4, z∗(8) = 7 and z∗(9) = 8.
Now, dene ψ : Rd → R inductively, as follows. Set ψ(X) = zz∗(1) for allX ∈ X†z∗(1).
Suppose inductively, that ψ has been dened on Cv†({Xz∗(1), . . . ,Xz∗(m−1)}) for some
1 < m ≤ n. For allX ∈ Cv†({Xz∗(1), . . . ,Xz∗(m)})\Cv†({Xz∗(1), . . . ,Xz∗(m−1)}), dene
ψ(X) = zz∗(m) .
us, inductively, ψ is dened on Cv†({Xz∗(1), . . . ,Xz∗(n)}) = Cv† ({X1, . . . ,Xn}) . Fi-
nally, dene ψ(X) = zz∗(n) for allX /∈ Cv† ({X1, . . . ,Xn}).
Several things need to be checked in order, now. First, let us show that ψ(Xi) = zi
for all i ∈ [n], or equivalently, that ψ(Xz∗(m)) = zz∗(m) for all m ∈ [n]. Take an m ∈
[n], and suppose that Xz∗(m) ∈ X†z∗(1). Since z ∈ B, we must have zz∗(m) ≤ zz∗(1).
But the reverse inequality is true by (D.1). Hence, ψ(Xz∗(m)) = zz∗(1) = zz∗(m). So,
assume that Xz∗(m) /∈ X†z∗(1), whence there exists 1 < k ≤ m such that Xz∗(m) ∈
Cv†({Xz∗(1), . . . ,Xz∗(k)})\Cv†({Xz∗(1), . . . ,Xz∗(k−1)}). Since z ∈ B, wemust havezz∗(m) ≤
zz∗(k). But the reverse inequality is trivially true; see (D.1). Hence, ψ(Xz∗(m)) = zz∗(k) =
zz∗(m). is completes our rst verication.
Next, we show that the function ψ is decreasing. For this, takeX 4 Y ∈ Rd. We need to
show that ψ(X) ≥ ψ(Y ). SupposeX /∈ Cv†({X1, . . . ,Xn}), then ψ(X) = zz∗(n). Since
ψ is bounded above by zz∗(n), we are done. Now, suppose thatX ∈ Cv†({X1, . . . ,Xn}).
Let
` := inf{i ∈ [n] : X ∈ Cv†({Xz∗(1), . . . ,Xz∗(i)})}.
en, ψ(X) = zz∗(`). SinceX 4 Y , wemust haveY ∈ Cv†({Xz∗(1), . . . ,Xz∗(`)}). Hence,
ψ(Y ) = zz∗(k) for some k ≤ `. Since zz∗(k) ≤ zz∗(l), our second verication is complete.
Finally, we claim that the function ψ is quasiconvex. Towards showing this, take α ∈ R.
We must show that Sα(ψ) is a convex set. If α < zz∗(1), then Sα(ψ) = ∅, whereas if α ≥
zz∗(n), then Sα(ψ) = Rd, and in either case, we are done. So, let us assume that zz∗(1) ≤ α <
zz∗(n). en, there exists k ∈ [n− 1] such that zz∗(k) ≤ α < zz∗(k+1). Since ψ(X) ≤ zz∗(k)
for allX ∈ Cv†({Xz∗(1), . . . ,Xz∗(k)}), it is clear that Cv†({Xz∗(1), . . . ,Xz∗(k)}) ⊆ Sα(ψ).
On the other hand, suppose that X /∈ Cv†({Xz∗(1), . . . ,Xz∗(k)}). en ψ(X) = zz∗(j)
for some j ≥ k + 1, and hence, ψ(X) ≥ zz∗(k+1) > α. So, X /∈ Sα(ψ), showing that
Sα(ψ) ⊆ Cv†({Xz∗(1), . . . ,Xz∗(k)}). Hence, Sα(ψ) = Cv†({Xz∗(1), . . . ,Xz∗(k)}). Our
nal claim now follows from Lemma C.1.
We thus conclude that B ⊆ Q, and the proof of Lemma 3.1 is now complete.
Appendix E. Proof of Theorem 3.1
Existence of minimizer: We use the primal characterization of Q in Lemma 3.1 to prove
this. It follows from Lemma 3.1 that the set Q is a closed set. Let K := Q ∩ B‖Y ‖+1 (Y ),
where Y := (Y1, . . . , Yn). en, K is nonempty and compact (note that 0n ∈ K). Hence
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the continuous function z 7→ ‖Y − z‖ aains minimum over K at some z0 ∈ K . For any
z ∈ Q\B‖Y ‖+1 (Y ), we have ‖Y − z‖ > ‖Y ‖ + 1 > ‖Y − z0‖, as z0 ∈ B‖Y ‖+1(Y ).
Hence, the function z 7→ ‖Y − z‖ aains minimum over Q at z0 ∈ Q, proving existence
of a minimizer of (3.1).
Almost sure uniqueness of minimizer: Note that the function d : Rn → [0,∞) dened by
d(x,Q) := inf{‖x− θ‖ : θ ∈ Q} is Lipschitz on Rn. us, by Rademacher’s theorem (see
Nekvinda and Zajcek (1988); Alberti and Marchese (2016)), x 7→ d(x,Q) is dierentiable
Lebesgue almost everywhere on Rn. Now, if d(x,Q) is dierentiable at some x ∈ Rn, it
follows from Majer (2018) that there exists a unique θ ∈ Q such that d(x,Q) = ‖x − θ‖.
is shows that the set K := {x ∈ Rn : d(x,Q) = ‖x− θ‖ for more than one θ ∈ Q} has
Lebesgue measure 0. Hence, if Y has density with respect to the Lebesgue measure on R,
then so does Y with respect to the Lebesgue measure on Rn, and hence, P(Y ∈ K) = 0.
Appendix F. Proof of validity of Algorithm 1
By Lemma 3.1 it is clear that if z ∈ Q, then none of the if statements inAlgorithm 1will be
executed, and consequently, the algorithm will always output “out = 1”. On the other hand,
suppose that Algorithm 1 outputs “out = 1”. is means that none of the if statements was
executed, which in turn, implies that for every i ∈ [n],Xi /∈ Cv†({Xj : zj < zi}). Hence,
if Xi ∈ Cv† ({Xj : j ∈ S}) for some i ∈ [n] and S ⊆ [n], then S * {j ∈ [n] : zj < zi},
which implies that maxj∈S zj ≥ zi. By Lemma 3.1, we can then conclude that z ∈ Q. is
shows the validity of Algorithm 1.
Appendix G. Proof of Lemma 3.2
We need a preliminary lemma, to start with.
Lemma G.1. Let a,a1, . . . ,ak ∈ Rd be such that a /∈ Cv†({a1, . . . ,ak}).en, there exists
v ∈ 0†d , such that v>(ai − a) > 0 for all i ∈ [k].
Proof. Dene f : Cv†({a1, . . . ,ak})→ R as:
f(x) = ‖a− x‖2.
f being continuous, aains minimum on the compact set Cv†({a1, . . . ,ak})
⋂
B‖a−a1‖ (a)
at some point p, where Br(x) denotes the closed L2 ball of radius r centered at x. Clearly,
f(p) ≤ f(x) for all x ∈ Cv†({a1, . . . ,ak}). Take v := p − a . We rst claim that
v ∈ 0†d. Suppose, towards a contradiction, that pi < ai for some i ∈ [d]. Dene p˜ :=
(p1, . . . , pi−1, ai, pi+1, . . . , pd). Asp 4 p˜ andp ∈ Cv†({a1, . . . ,ak}),wehave p˜ ∈ Cv†({a1, . . . ,ak}).
However,
f(p˜) = f(p)− (ai − pi)2 < f(p) ,
contradicting theminimality of p and proving our claim. Next, we show that v>(ai−a) > 0
for all i ∈ [k]. As p is the projection of a onto Cv†({a1, . . . ,ak}) (a closed convex set), we
have 〈p− x,a− p〉 ≥ 0 for all x ∈ Cv†({a1, . . . ,ak}). erefore, for any i ∈ [k],
v>(ai − a) = 〈p− ai,a− p〉+ ‖p− a‖2 ≥ ‖p− a‖2 > 0 .
Note that the last inequality in the above chain uses the fact that a /∈ Cv†({a1, . . . ,ak})
and p ∈ Cv†({a1, . . . ,ak}), so a 6= p. e proof of Lemma G.1 is now complete. 
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We are now ready to prove Lemma 3.2. Dene
J :=
⋃
ξ1,...,ξn∈0†d
⋂
(i,j)∈U(X ,ξ1,...,ξn)
{z ∈ Rn : zi ≥ zj} ,
where
U(X , ξ1, . . . , ξn) := {(i, j) ∈ [n]2 : ξ>j (Xi −Xj) ≤ 0} .
Choose z ∈ J .en, there exist ξ1, . . . , ξn ∈ 0†d, such that zi ≥ zj for all i, j ∈ [n] such that
ξ>j (Xi−Xj) ≤ 0. Let j and S be such that j ∈ [n], S ⊆ [n], andXj ∈ Cv† ({Xi : i ∈ S}),
i.e., there exists a v ∈ 0†d and a nonnegative sequence {λi}i∈S satisfying
∑
i∈S λi = 1, such
thatXj =
∑
i∈S λiXi + v. We will now show zj ≤ max{zi : i ∈ S}. Suppose, towards a
contradiction, that zj > max{zi : i ∈ S}. en, ξ>j (Xi −Xj) > 0 for all i ∈ S. Hence,
ξ>j (λiXi − λiXj) ≥ 0 for all i ∈ S. However,
∑
i∈S ξ
>
j (λiXi − λiXj) = −ξ>j v ≤ 0, and
hence, ξ>j (λiXi − λiXj) = 0 for all i ∈ S. Hence, λi = 0 for all i ∈ S, contradicting∑
i∈S λi = 1. So, zj ≤ max{zi : i ∈ S}. By eorem 3.1, z ∈ Q. Hence, J ⊆ Q.
For showing the reverse inclusion, choose z ∈ Q. Fix j ∈ [n], and rst, suppose that
Sj := {i ∈ [n] : zi < zj} 6= ∅. By eorem 3.1,Xj /∈ Cv†({Xi : i ∈ Sj}). By Lemma G.1,
there exists ξj ∈ 0†d, such that ξ>j (Xi −Xj) > 0 for all i ∈ Sj . If Sj = ∅, dene ξj = 0d.
us, we have created n vectors ξ1, . . . , ξn ∈ 0†d, with the property that whenever zi < zj
for some i, j ∈ [n], we have ξ>j (Xi −Xj) > 0. So, z ∈ J , and hence, Q ⊆ J , completing
the proof of eorem 3.2.
Appendix H. Proof of Lemma 3.3
Note that for every M > 0 and any feasible solution (z>, ξ>1 , . . . , ξ>n , (uij)i 6=j) of the
MIQO problem (3.6), the vector z belongs toQ by Lemma 3.2. is direction does not need
M to be large and holds for anyM . Now, suppose that z ∈ Q. By Lemma 3.2, there exist
vectors ξ1, . . . , ξn ∈ 0†d such that zi ≥ zj for all i, j satisfying ξ>j (Xi −Xj) ≤ 0. For each
i 6= j, set
uij =
{
0 if ξ>j (Xi −Xj) ≤ 0,
1 if ξ>j (Xi −Xj) > 0.
en, it is easy to check that (z>, ξ>1 , . . . , ξ>n , (uij)i 6=j) is a feasible solution of the MIQO
problem (3.6) whenever M > maxi 6=j
{|zi − zj| ∨ ∣∣ξ>j (Xi −Xj)∣∣} =: M0. is is thus
the direction, where we need to take M large. e MIQO problem (3.6) is thus indeed
equivalent to the problem (3.1) for allM > M0. Lemma 3.3 now follows, by observing that
RM ⊆ RM+1 for allM ≥ 1.
Appendix I. Proof of Theorem 4.1 and Corollary 4.1
I.1. Proof of eorem 4.1. It follows from the denition of least squares estimator, that
‖θˆ − Y ‖2F ≤ ‖θ∗ − Y ‖2F ,
where Y := θ∗ + ε. Hence, we have
‖θˆ − Y ‖2F = ‖θˆ − θ∗ − ε‖2F = ‖θˆ − θ∗‖2F + ‖ε‖2F − 2〈θˆ − θ∗, ε〉F ≤ ‖ε‖2F ,
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which implies that ‖θˆ − θ∗‖2F ≤ 2〈θˆ − θ∗, ε〉F , from which we immediately have
1
2
‖θˆ − θ∗‖F ≤ 1‖θˆ − θ∗‖F
〈θˆ − θ∗, ε〉F . (I.1)
us an application of the Cauchy-Schwarz inequality yields
1
2
‖θˆ − θ∗‖F ≤ ‖ε‖F , (I.2)
also see Chaerjee and Laerty (2019). Now, let
A := {((ψ(i1, . . . , id)))(i1,...,id)∈[m]d : ψ ∈ C} and A1 := {‖ε‖2F < 5σ2n}.
It follows from Lemma 1 in Laurent and Massart (2000), that P(A1) ≥ 1− e−n, and on A1,
we have by (I.1) and (I.2), for any t > 0,
1
2
‖θˆ − θ∗‖F ≤ t
2
+
1
‖θˆ − θ∗‖F
〈θˆ − θ∗, ε〉F1{t < ‖θˆ − θ∗‖F < 2σ
√
5n}
≤ t
2
+ sup
θ∈A : t<‖θ−θ∗‖F<2σ
√
5n
〈ε,θ − θ∗〉F
‖θ − θ∗‖F =:
t
2
+Ht .
(I.3)
e next step is to bound Ht for every t ≥ 1. Observe that
Ht ≤ sup
0≤`<log2(2σ
√
5n)
sup
θ∈A : 2`t<‖θ−θ∗‖F<2`+1t
〈ε,θ − θ∗〉F
‖θ − θ∗‖F
≤ sup
0≤`<log2(2σ
√
5n)
sup
θ∈A : 2`t<‖θ−θ∗‖F<2`+1t
〈ε,θ − θ∗〉F
2`t
=
2
t
sup
0≤`<log2(2σ
√
5n)
sup
θ∈A : 2`t<‖θ−θ∗‖F<2`+1t
〈ε,θ − θ∗〉F
2`+1
=
2
t
sup
0≤`<log2(2σ
√
5n)
sup
w`∈A:‖w`−w∗` ‖F≤t
〈ε,w` −w∗` 〉F , (I.4)
where w∗` := 2−`−1θ∗. We thus have from (I.3) and (I.4),
1
2
‖θˆ − θ∗‖F ≤ t
2
+
2
t
sup
0≤l≤log2(2σ
√
5n)
W` , (I.5)
on A1 for every t ≥ 1, where
W` := sup
w`∈A:‖w`−w∗` ‖F≤t
〈ε,w` −w∗` 〉F ,
w∗` := 2
−`−1θ∗. SinceA is a closed set, Lemma A.2 in Chaerjee and Laerty (2019) implies
that W` is a t-Lipschitz function of ε. Following the steps in the proof of eorem 2.1 in
Chaerjee and Laerty (2019), we see that the event
A2 :=
{
max
0≤`≤log2(2σ
√
5n)
W` ≤ max
0≤`≤log2(2σ
√
5n)
EW` + tσx
}
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has probability at least 1 − (1 + log2(2σ
√
5n))e−x
2/2. To elaborate, let us denote by #»γ the
vectorized form of a tensor γ. Let us dene f : Rn → R as:
f(x) := sup
w`∈A:‖w`−w∗` ‖F≤t
〈x, # »w` − #  »w∗` 〉 .
Now, note that the covariance matrix Σ of #»ε is diagonal, with spectral norm σ2. Since f is
t-Lipschitz, the function h(x) := f(Σ1/2x) is tσ-Lipschitz. Since W`
D
= h(g) where g is a
standard Gaussian random vector, the Gaussian concentration theorem (see eorem 4.3 in
Chaerjee and Laerty (2019)) implies that for every x > 0,
P(W` ≤ EW` + tσx) ≥ 1− e−x2/2 . (I.6)
e claimed bound on P(A2) now follows from (I.6) by a simple union bound.
e task now is to bound the term max0≤l≤log2(2σ
√
5n) EW`. To this end, for any θ ∈
R⊗di=1m and r > 0, dene:
B(θ, r) := {κ ∈M : ‖κ− θ‖F ≤ r} ,
where
M :=
{
θ ∈ R⊗di=1m : θi1...id ≥ θj1...jd whenever is ≤ js for all s ∈ [d]
}
.
Clearly, A ⊆M. is, together with the fact that E(ε) = 0 implies that
EW` ≤ E sup
w`∈B(w∗` ,t)
〈ε,w` −w∗` 〉F = E sup
w`∈B(w∗` ,t)
〈ε,w` − w¯∗`J〉F , (I.7)
whereJ is the⊗di=1m- tensor having all entries 1 andwhere w¯∗` := n−1
∑m
i1=1
. . .
∑m
id=1
w∗`;i1...id .
It is easy to see that B(w∗` , t) ⊆ B(w¯∗`J , rt,`), where rt,` := t+
√
nV (w∗` ). Hence,
E sup
w`∈B(w∗` ,t)
〈ε,w` − w¯∗`J〉F = rt,l E sup
w∈B(0,1)
〈ε,w〉F . (I.8)
Combining (I.7) and (I.8), we get:
EW` ≤ rt,l E sup
w∈B(0,1)
〈ε,w〉F (I.9)
By Proposition 5 in Han et al. (2019) and Lemma C.5, we have:
E sup
w∈B(0,1)
〈ε,w〉F ≤ Cdσn1/2−1/d(log n)4,
for some constantCd that depends only on d. Consequently, from (I.9), we have for all t ≥ 1,
max
0≤`≤log2(2σ
√
5n)
EW` ≤ Cdσ(t+
√
nV (θ∗))n1/2−1/d(log n)4 .
Hence, by (I.5), on A1
⋂A2, we have:
‖θˆ − θ∗‖F ≤ inf
t≥1
(
t+ 4σ
(
Cdn
1/2−1/d(log n)4 + x
)
+
4Cdσn
1−1/d√V (θ∗)(log n)4
t
)
. σ1/2n1/2−1/2d(log n)2V (θ∗)1/4 + σn1/2−1/d(log n)4 + σx+ 2 .
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Taking x =
√
2 log
(
1 + log2(2σ
√
5n)
)
+ 2α log n, we have for large n, P (A1
⋂A2) ≥
1− 2n−α and
‖θˆ − θ∗‖F . σ1/2n1/2−1/2d(log n)2V (θ∗)1/4 + σn1/2−1/d(log n)4
on A1
⋂A2. us, for all large n, we have with probability at least 1− 2n−α,
1
n
‖θˆ − θ∗‖2F .
σ2(log n)8
n2/d
+
σ
√
V (θ∗)(log n)4
n1/d
.
e proof of eorem 4.1 is now complete.
I.2. Proof of Corollary 4.1. To start with, we may think of scaling the data points on [m]d
to the grid Pdm ⊂ [0, 1]d, where
Pm :=
{
1
m
,
2
m
, . . . ,
m− 1
m
, 1
}
,
by the simple transformation (i1, i2, . . . , id) 7→
(
i1
m
, i2
m
, . . . id
m
)
. In this context, let us de-
ne f0 : [0, 1]d → R by f0(x1, . . . , xd) = ϕ(mx1, . . . ,mxd), and fˆn : [0, 1]d → R by
fˆn(x1, . . . , xd) = ϕˆn(mx1, . . . ,mxd). Recall that n = md. us, it suces to show that:
sup
f0∈C
⋂
B∞(1)
ˆ (
fˆn − f0
)2
dΛ ≤ Cd (log n)
4
n1/d
.
For a function g : [0, 1]d → R, the functionRg : [0, 1]d → R is dened as
Rg(x) = g
(
i1
m
, . . . ,
id
m
)
if x ∈
d∏
k=1
(
ik − 1
m
,
ik
m
]
,
for some (i1, . . . , id) ∈ [m]d. Note thatRg is a piecewise constant function. Observe thatˆ (
fˆn − f0
)2
dΛ ≤ 3
ˆ (
fˆn −Rfˆn
)2
dΛ + 3
ˆ (
Rfˆn −Rf0
)2
dΛ + 3
ˆ
(Rf0 − f0)2 dΛ.
Now, observe thatˆ (
Rfˆn −Rf0
)2
dΛ =
∑
(i1,...,id)∈[m]d
ˆ
∏d
k=1(
ik−1
m
,
ik
m ]
(
Rfˆn −Rf0
)2
dΛ
=
1
n
∑
(i1,...,id)∈[m]d
(
fˆn
(
i1
m
, . . . ,
id
m
)
− f0
(
i1
m
, . . . ,
id
m
))2
=
1
n
‖θˆ − θ∗‖2F . (I.10)
Next, by Lemma 1 in Han et al. (2019) and monotonicity of both fˆn and f0, we haveˆ (
fˆn −Rfˆn
)2
dΛ ≤ 4dn−1/d‖fˆn‖2∞ and
ˆ
(Rf0 − f0)2 dΛ ≤ 4dn−1/d‖f0‖2∞ . (I.11)
Denoting ((Yi1,...,id))(i1,...,id)∈[m]d by Y , we have by Lemma C.3,
‖fˆn‖∞ = ‖θˆ‖∞ ≤ ‖Y ‖∞ ≤ ‖ε‖∞ + ‖θ∗‖∞ ≤ ‖ε‖∞ + ‖f0‖∞ .
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By Lemma C.4, ‖ε‖∞ ≤ 2σ
√
2α log(2n) with probability at least 1 − n−α. Corollary 4.1
now follows from (I.10), (I.11), and eorem 4.1.
Appendix J. Proof of Theorem 4.2
Let us start with a few denitions and notations taken from Han et al. (2019). For any X ,
dene a graphGX with verticesV (GX ) = {1, . . . , n} and edgesE(GX ) = {(i, j) ∈ [n] : Xi 4Xj}.
Note that GX is a directed acyclic graph if and only ifX1, . . . ,Xn are all distinct.9 Dene
M(GX ) := {θ ∈ Rn : θu ≥ θv for all (u, v) ∈ E(GX )}
Note that Q ⊆M(GX ). Dene θ∗i := φ(Xi) and θˆi = φˆ(Xi) for i ∈ [n]. Next, for a closed,
convex set S ⊆ Rn, let ΠS denote the projection operator onto S. Finally, let 1n denote the
vector of length n having all entries equal to 1.
To start with, assume that the Xi s are nonrandom, or equivalently, condition on the
Xi’s. As in the proof of eorem 4.1, note that on the event A1 := {‖ε‖2 < 5σ2n}, we
have:
1
2
‖θˆ − θ∗‖ ≤ t
2
+
2
t
sup
0≤l≤log2(2σ
√
5n)
W` , (J.1)
for every t ≥ 1, where
W` := sup
w`∈Q:‖w`−w∗` ‖≤t
〈ε,w` −w∗` 〉
and w∗` = 2−l−1θ∗. Once again, the event
A2 :=
{
max
0≤`≤log2(2σ
√
5n)
W` ≤ max
0≤`≤log2(2σ
√
5n)
EW` + tσx
}
has probability at least 1−(1+log2(2σ
√
5n))e−x
2/2. Taking rt,l := t+
√
nV (w∗` ), we have:
EW` = E sup
w`∈Q:‖w`−w∗` ‖≤t
〈ε,w` −w∗`1n〉 (since E〈ε,w∗`1n −w∗` 〉 = 0)
≤ E sup
w`∈Q:‖w`−w∗`1n‖≤rt,`
〈ε,w` −w∗`1n〉
≤ E sup
w`∈M(GX ):‖w`−w∗`1n‖≤rt,`
〈ε,w` −w∗`1n〉
= rt,` E sup
w∈M(GX ):‖w‖≤1
〈ε,w〉
≤ σrt,` E sup
w∈M(GX ):‖w‖≤1
〈g,w〉 (by Lemma C.5 where g ∼ Nn(0, I))
= σrt,`
ˆ
Rn
‖ΠM(GX )(z)‖(2pi)−n/2e−‖z‖
2/2 dz (J.2)
=: σrt,` ∆(M(GX )). (J.3)
9is is true with probability one.
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where (J.2) is true due to Lemma A.3 of Chaerjee and Laerty (2019). erefore, by (J.1)
and (J.3), on A := A1
⋂A2, we have for all t ≥ 1:
‖θˆ − θ∗‖ ≤ t+ 4σ∆(M(GX ))
√
nV (θ∗)
t
+ 4σ(∆(M(GX )) + x) .
Choosing t = max
{
(nV (θ∗))1/4
√
4σ∆(M(GX )) , 1
}
, we get:
‖θˆ − θ∗‖ ≤ 4(nV (θ∗))1/4
√
σ∆(M(GX )) + 4σ(∆(M(GX )) + x) + 2 .
Hence, using the fact that (a+ b+ c)2 ≤ 3(a2 + b2 + c2) for a, b, c ∈ R, we have on A:
‖θˆ − θ∗‖2 ≤ 48(nV (θ∗))1/2σ∆(M(GX )) + 48σ2(∆(M(GX )) + x)2 + 12 .
Since θˆ is the LSE, we have ‖θˆ − Y ‖ ≤ ‖θ∗ − Y ‖, and hence,
‖θˆ−θ∗‖2 ≤ 2‖θˆ−θ∗−ε‖2+2‖ε‖2 = 2‖θˆ−Y ‖2+2‖ε‖2 ≤ 2‖θ∗−Y ‖2+2‖ε‖2 ≤ 4‖ε‖2.
Taking x =
√
2 log
(
1 + log2(2σ
√
5n)
)
+ 2α log n, we have P(A) ≥ 1− 2n−α for large n.
Hence,
E
[
‖θˆ − θ∗‖21Ac
]
≤ 4E [‖ε‖21Ac] ≤ 4 n∑
i=1
√
Eε4i
√
P(Ac) ≤ 4
√
3σ2n
√
P(Ac) ≤ 4
√
6σ2n1−α/2 .
Hence, we have:
n−1E
[
‖θˆ − θ∗‖2
]
= n−1E
[
‖θˆ − θ∗‖21A
]
+ n−1E
[
‖θˆ − θ∗‖21Ac
]
≤ 48n−1/2(V (θ∗))1/2σ∆(M(GX )) + 48n−1σ2(∆(M(GX )) + x)2 + 12n−1 + 4
√
6σ2n−α/2.
(J.4)
Let us now come back to our actual random design scenario described in Subsection 4.2. In
this seing, (J.4) is actually an upper bound for n−1E
[
‖θˆ − θ∗‖2∣∣X ]. Dene
δ(M(GX )) :=
ˆ
Rn
‖ΠM(GX )(z)‖2(2pi)−n/2e−‖z‖
2/2 dz .
It follows from Han et al. (2019) (equation (22)), that:
Eδ(M(GX )) .d n1−2/d log2γd n .
By Jensen’s inequality, ∆(M(GX )) ≤
√
δ(M(GX )), and hence, by another application of
Jensen’s inequality, we have:
E∆(M(GX )) ≤
√
Eδ(M(GX )) .d n1/2−1/d logγd n (J.5)
We thus have from (J.4) and (J.5):
n−1E
[
‖θˆ − θ∗‖2
]
≤ 48n−1/2(V (θ∗))1/2σE∆(M(GX )) + 48n−1σ2E(∆(M(GX )) + x)2 + 12n−1 + 4
√
6σ2n−α/2
.d σ(V (θ∗))1/2n−1/d logγd n+ σ2n−1
[
n1−2/d log2γd n+ x2
]
+ n−1 + σ2n−α/2
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= σ(V (θ∗))1/2n−1/d logγd n+ σ2n−2/d log2γd n+ σ2n−1x2 + n−1 + σ2n−α/2 . (J.6)
Note that (J.6) holds for all α > 0, we can take α = 2, to get:
1
n
E
[
‖θˆ − θ∗‖2
]
.d
σ
√
V (θ∗) logγd n
n1/d
+
σ2 log2γd n
n2/d
+
σ2 log n
n
.
e proof of eorem 4.2 is now complete.
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