Abstract-In this article we present and test a specialized classifier, i.e., Fast Support Vector Classifier (FSVC), which is employed for multiple-instance human retrieval in video surveillance. Thanks to its low complexity and high performance in terms of computation and speed, FSVC is adapted to ease the generalization of the feature space using only a limited number of samples in the training process. To validate the performance, FSVC is evaluated on two standard video surveillance datasets. It obtains superior or similar results in terms of F2-Score compared to the close related state-of-the-art Support Vector Machines approaches.
INTRODUCTION
The importance of automated video surveillance is almost tangible -it increases efficiency of human operators while reducing the number of possible threats to continuously increasing urban population. Recent world events have prompted major players to redesign the concepts of physical security. Due to relatively ease of access to low cost hardware and high processing power, intelligent video surveillance gained large attention during last years and found rapidly applications in industry fields such as public safety. On these premises, a high performing automated video surveillance becomes essential.
As a basis for intelligent video surveillance, effective multipleinstance based object (e.g., humans) retrieval is a difficult and complex task due to the large volumes of stored footage and the variable conditions in which the target objects are recorded, e.g., recorded from different perspectives (multiple sources), different weather conditions, different setups (e.g., indoor vs. outdoor) and appearances, noise, etc. Although all mentioned conditions play an essential part in system's performance, the selection of the processing approach to solve the task is also critical due to current technological limitations.
One limitation of the current state-of-the-art classifiers is low generalization power when only few training samples are available. This is a particular issue in video surveillance, as most of the time, the available instances of the target object to be searched for is limited, i.e., only few seconds of footage, or only few images are available to formulate the query.
Another issue is the processing time of the classifiers which should cope with real-time scenarios, running time which is often in relation with algorithm processing complexity. The speed is playing usually an important role for efficient retrieval task. As the amount of data to be evaluated is usually huge, the performance of the classifier in terms of processing time could be an impediment, thus making it unsuitable for real-time applications.
With respect to the aforementioned limitations and drawbacks, the main goal of this article is to introduce an alternative to well established SVM classifiers, previously referred to as RBF-M [14] . Its adaptation to this new video surveillance scenario is herein nominated as Fast Support Vector Classifier (FSVC). It is specialized for content-based search of humans in video surveillance datasets.
The reminder of the paper is organized as follows: In Section II several relevant automated video surveillance approaches are identified in the context of our current work. The proposed content-based search system is presented in Section III while its performance is investigated and evaluated on various experiments in Section IV. Finally, Section V provides a brief summary and concludes the paper.
II. RELATED WORK
A significant number of methods are reported in literature relating to effective automated video surveillance methods and their impact on physical security [1, 2] . Most of the contributions are reported in the framework of finding automatic ways of describing video content while maximizing their representation power. They focus on understanding video contents using visual and spatio-temporal information [3] . Generally, all approaches exploit efficient content description and retrieval schemes. Many image feature extraction algorithms have been proposed and evaluated, e.g., shape [4] , texture [5] , color [6] or the popular feature point descriptors [7] . Their success is empowered by high invariance to rotation, change of scale, perspectives or even signal perturbations.
Other approaches are investigated in the framework of decision making. At this level, the decisions are usually powered by classifiers. Some of them are investigating methods of automatic pre-processing and refinement of input data in order to leverage classifier precision [8] . For instance, in [9] is model the relationship between low-level events (concepts) in a framework based on latent SVM. Anyway, most of the efforts of classifier optimization are channeled to parameter optimization during the training process [10, 11, 12] . Almost all of the described methods are focusing on current available classifiers in literature while very few of them are proposing new or adapted approaches.
The current research focuses mainly on addressing the performance of the classification process by adopting low complexity and fast predictors. Current paper contributes further to the work in [13] by implementing another classifier and conducting further experiments on new dataset and validation scenarios. Findings and output of this research are contributed to steady advances to specialized classifiers for automated contentbased search in large video sets acquired from video surveillance.
III. PROPOSED SYSTEM
The proposed system is composed of three different layers: object extraction layer -based on motion detection, feature extraction layer -based on video description, and prediction layer -based on the FSVC reasoning (see Figure 1 ). In the first step, the system extracts the objects from the video frames using motion detection (a background subtraction algorithm based on Gaussian mixture models -the motion of each track is estimated by a Kalman filter). Secondly, a set of state-of-the-art feature extractors are employed for shape, texture and color information description. Finally, the proposed FSVC classifier is employed to label the input data and return content-based retrieval results to the end-user.
A. The FSVC classifier
The Fast Support Vector Classifier (FSVC) was first introduced in [14] (RBF-M -Modified Radial Basis Function Network). The architecture is based on simple arithmetic operators and employs simple Least Mean Squares (LMS) training in an expanded feature space generated by Radial Basis Function (RBF) kernels centered on support vectors selected via a simple algorithm. Unlike in the SVM, where sophisticated mechanisms are needed to identify support vectors, the FSVC needs only one single epoch to select the support vectors among feature vectors in the training samples. Then, simple Adaline training is performed in the expanded space formed of RBF kernels centered on the previously discovered support vectors. The FSVC model may be regarded as a RBF network with the output calculated as [15] :
(1) where 0 , … , represents the weights of an outputted Adaline trained with LMS and represents the center vector selected as the sample from the N training samples. A sample of either test or training set is defined as a pair ( , ), where is an input vector (scaled between [0; 1]) with size n and is the training label that belongs to the set {-1, 1}, = 1 indicating that belongs to the search class. In any given classification scenario, both training (TR) and testing (TS) sets are available. The TR is used in one single epoch to select a set of m support vectors using the following support vector selection algorithm:
The result of the above algorithm is a set of indexes indicating which of the training samples are selected as RBF centers. Training of the FSVC involves basically the following steps:  Determine the RBF units using the above algorithm;  Initialize with 0 all weights values of the Adaline (eq.1) and initialize the percentage of incorrect classification -PIC with a large value (e.g., 50);  For the predefined Ne number of epochs alternate (eq.1)
Adaline offline training with testing (i.e., computing the PIC for the test set). If PIC < reference (best) PIC value, refresh both PIC and best weights accordingly.
B. Computational complexity
A detailed analysis of FSVC (RBF-M) versus SVM was performed in [21] for several benchmark classification problems (single and multiple-class). Compared to SVM, the computational complexity is reduced for the following reasons:  The training is much simpler, i.e., Adaline training, while only one epoch suffice to identify the support vectors; In practice several tens of epochs suffice to reach the maximal performance;  Unlike in the SVM, where kernels must satisfy the Mercer's condition there is no such restriction for the FSVC. Consequently, simple triangular kernels may replace Gaussian ones and Manhattan distances may replace the Euclidian one with no significant performance loss;  Unlike SVM where for multiclass problems different sets of support vectors are generated for each class, in the FSVC there is only one set of support vectors (and the same number of RBF- 
This results in a significantly lower number of kernel units than in the case of SVM. The effect is a much more compact classifier structure;  All the above makes FSVC a very attractive architecture for real-time task implementations in automated video surveillance. This solution has the advantage of a significantly lower cost of implementation due to simple arithmetic modules which map conveniently in common digital but also analogue implementation technologies.
IV. EXPERIMENTAL RESULTS
To test the proposed retrieval framework, experiments were conducted on two standard video datasets: SCOUTER 1 and PEVID-HD 2 . SCOUTER contains 30 videos and approximately 36,000 manually labeled frames (~10 fps, 704 x 675 pixels) and PEVID-HD is composed of 21 video clips and approximately 17,000 manually annotated frames (~25fps, 1920 x 1080 pixels). Selected datasets are rising particular video surveillance challenges due to the diversity of footages -shifting perspectives from camera to another (multiple source CCTV cameras), different weather conditions, different setups/lighting conditions and large variations of the subject to be found (a total of 16 scenarios involving people are labeled).
A. System evaluation Given the current task, i.e., content-based search in video surveillance, we consider Recall (accounts for the nondetections, FN) weight higher than Precision (accounts for the number of false positives, FP), i.e., we are interested in retrieving all of the existing instances while the number of false positives is of lower importance. We assess performance with the 2 -score is computed as:
where Precision is computed as TP/(TP+FP) and Recall is TP/(TP+FN), where TP are the true positives (good detections). In practice a high rate of Precision denotes that the FSVC 3 classifier returned substantially more relevant results than irrelevant, while a high value of Recall concludes that the FSVC classifier returned most of the relevant results.
B. Feature extraction
Competitive results have been obtained using these four descriptors on other surveillance datasets, selected also for providing complementary discriminative power:  Local Binary Pattern (LBP -256 dimensions) [17] has become an attractive approach in various applications, mainly because of its discriminative power and computational simplicity. LBP is powered by a simple texture operator which labels the pixels of an image by thresholding the neighborhood of each pixel using a pattern and generating the result as a binary number;  Histogram of Oriented Gradients (HoG -81 values) - [18] very popular for shape based representations, those features exploits local object appearance within an image via the distribution of edge orientations. The image is divided into small connected regions (cells) and for each of them building a pixel-wise histogram of edge orientations is computed. In the end, the combination of these histograms represent the final descriptor;  Color Naming histogram (CN -11 dimensions) describes the global color contents and uses the Color Naming (CN) Histogram proposed in [19] . We select this feature, instead of the classic color histogram, because the color naming histogram is designed as a perceptually based color naming metric that is more discriminative and compact. It maps colors to 11 universal color names: "black", "blue", "brown", "grey", "green", "orange", "pink", "purple", "red", "white" and "yellow";  Color moments (CM -225 dimensions) [20] provide a method for effective measurement for color similarity between image samples. There are three central moments of an image's color distribution: mean, standard deviation and skewness. The image is divided in a 5x5 grid, and a color moment descriptor is computed for each individual cell.
C. Parameter tuning
In order to achieve the best generalization performance for proposed FSVC, different training parameters need to be properly adjusted. First of all, we apply a Principal Component Analysis (PCA) transform on the feature space. In Figure 2 is represented the accuracy of the proposed classifier during the training process. For the given feature input distribution best results are obtain for a PCA dimension ranging between 15 and 30. Regarding the FSVC kernel, one of the important parameters influencing the generalization performance is the radius r, which must be heuristically optimized, much like the "gamma" parameter in the Gaussian kernel of SVM. This optimization was done by exhaustive searching (see Figure 2) within a large interval [0. 5;5] . Usually a rough search is first performed to locate a region where a finer search is performed next. 
D. Comparision with SVM
Experimental results obtained after evaluation of FSVC and SVM are described in Table 1 . Although FSVC performs well with individual descriptors, it denotes less performance than its SVM counterpart when feature space is fused. This is happening as SVM is less sensitive to dimension and noises of data input space.
As we address the issue of real-time processing, we consider the LBP -FSVC pair implementation is more suitable for our current task.
V. CONCLUSION
The FSVC classifier is considered as a low complexity alternative to SVM for the use of multiple instance human retrieval task. Evaluation results revealed similar or better performance when compared with established classifiers as Support Vector Machines. While it denotes low computational complexity (kernel powered by summation and absolute value operations) it obtains high performance on decisioner assignment and classification of information extracted from video surveillance datasets.
In this work we are focusing on the aspects of facile implementation and computational efficiency. Opposed to key points based techniques (e.g., SIFT, SURF) we have employed current video descriptors as they are fast to compute (e.g., on average ca. few milliseconds per ROI, respectively ca. 0.3 sec. for key-points approach) and robust to object dimension (feature vector size is constant), latter leveraging pre-procession and classification speed (common classifiers are not coping with variable input feature space).
Although the FSVC obtains better results that SVM on both selected databases, it shows a sensitivity of the performance to the range of the analyzed input data. Its performance is decreasing considerably without a PCA transform on the input data. Future work will address and investigate techniques to enhance further FVSC performance by employing specialized methods as ensemble learning and co-training which are adapted to the situation when very few training samples are available. 
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