This paper proposes Bayesian forecasting in a vector autoregression using a democratic prior. This prior is chosen to match the predictions of survey respondents. In particular, the unconditional mean for each series in the vector autoregression is centered around long-horizon survey forecasts. Heavy shrinkage toward the democratic prior is found to give good real-time predictions of a range of macroeconomic variables, as these survey projections are good at quickly capturing endpoint-shifts.
Introduction
Since the seminal paper of Sims (1980) , vector autoregressions (VARs) have become widely used for forecasting in macroeconomics and …nance. However, VARs can have a large number of parameters, and it was quickly recognized that forecast performance can accordingly be improved by adopting some kind of Bayesian shrinkage. This was the motivation of the Minnesota prior (Doan, Litterman and Sims (1984) and many papers since then). This paper considers a Bayesian approach to forecasting in a VAR but with a quite di¤erent prior. The prior that I use is instead centered around the parameters that are implied by survey responses. Speci…cally, the prior is that each variable follows a univariate autoregression in which the unconditional mean is set equal to the most recent long-run (…ve-to-ten-year-ahead) survey forecast. The persistence of each autoregression may also be set to match the properties of the short-term survey predictions for that variable. I call this the "democratic"prior. I …nd that Bayesian forecasts that shrink heavily toward this prior have excellent real-time forecasting performance for a range of macroeconomic variables.
It seems natural to shrink toward survey forecasts. Survey or other judgmental forecasts have been found to have excellent properties relative to a large battery of econometric predictions, especially for nominal variables (see e.g. Ang, Bekaert and Wei (2007) , Croushore (2008) and Faust and Wright (2009) ). Indeed, one might just use the surveys as forecasts, but unfortunately surveys are conducted only infrequently, and cover only some variables and some horizons. Besides, having a model-based forecast is useful for understanding the mechanisms underlying the predictions that are being made. All this motivates forecasting from a time-series method, but using survey evidence to construct an informative prior.
The plan for the remainder of this paper is as follows. In section 2, I discuss some standard priors for VARs and introduce the proposed democratic prior. Section 3 reports the results from applying these forecasting methods with real-time data, including comparison with a range of alternative prediction techniques. Section 4 concludes.
Priors in Vector Autoregressions
Consider the VAR y t = k + A 1 y t 1 + A 2 y t 2 ::: + A p y t p + u t
where y t is an nx1 vector and u t is i.i.d. N (0; ).
It is standard to estimate (1) by OLS and then iterate forward to construct forecasts. Alternatively, Bayesian approaches can be used. A standard Bayesian approach would be to use the normal-di¤use prior, where the priors for k, A = [A 1 A 2 ::: A p ] and are mutually independent with p(k)~N (0; I n )
p(vec(A 0 ))~N (0 np 2 x1 ; A )
and
where is a large number, A is a diagonal matrix, the prior variance for the ijth
, is a hyperparameter that measures the overall tightness of the prior and 2 i is the residual variance from …tting an AR(1) to y it . The prior for k and A is thus a variant of the Minnesota prior of Doan, Litterman and Sims (1984) that was adopted by Banbura, Giannone and Reichlin (2010) .
Write the VAR as a multivariate regression
where Y is a T xn matrix, X is of order T x(np
of order (np 2 + 1)xn, and U is a T xn matrix of errors that are independent over time and N (0, ). The prior for vec(B 0 ) can be written as N (0 (p+np 2 )x1 ; b ), and the Gibbs sampler can then be used to take draws from the posterior of the parameters.
Speci…cally, the posterior of vec(B) conditional on is
while the posterior for conditional on B is
where IW (:; :) denotes the inverse-Wishart distribution (see Kadiyala and Karlsson (1997) ). The Gibbs sampler builds up the posterior by iterating between equations (6) and (7).
The Minnesota prior has shown some improvements in forecasting relative to OLS estimation of the VAR. But one might search for other priors. For example, Ingram and Whiteman (1994) 
whereŷ i;h denotes the h-quarter ahead forecast for the ith variable. This is motivated by the fact that if the time series really were following an AR(1), then we would have The Minnesota prior is designed not to be informative about the intercept.
Nevertheless, I would argue that our strongest prior beliefs from surveys are precisely about the mean of macroeconomic time series. For implementing a prior on the 1 Blue Chip has long-term forecasts for about ten variables twice a year. The SPF did not begin asking any questions about long-term expectations until 1991Q4. Then, it asked questions about CPI in ‡ation every quarter and asked about four other variables in the …rst quarter of each year only. Recently, the SPF has expanded its long-term questions further, but the sample period is too short for a forecast evaluation exercise of the kind considered in this paper. mean based on this survey information, it will be convenient to adopt a di¤erent parameterization of the VAR:
Clearly equations (1) and (9) are equivalent, with = (I A 1 A 2 ::::
However, equation (9) 
In equation (10), the prior mean of A 1 is set to diag( 1 ; 2 ; ::: n ), while the remaining elements of A are equal to zero, and A is as before a diagonal matrix with the prior variance for the ijth element of A k being set to The prior for the steady state should be reasonably informative (small 0 ), because this gives good out-of-sample forecasting performance, as I shall show later. Moreover, Villani (2009) points out that if the VAR is nearly nonstationary and the steady-state prior is very uninformative, then the Gibbs sampler will have convergence problems.
The democratic prior that I propose in this paper is of the form of equations (10)- (12), letting = , the long-run survey means. All that remains is to specify the prior means of the autoregressive slope coe¢ cients ( 1 ; 2 ; ::: n ). For this, I consider three alternative approaches, giving three variants on the democratic prior:
Prior D1 sets 1 = 2 :::: = n = 0, as in Banbura, Giannone and Reichlin (2010) .
Prior D2 sets i = 0 for each real variable, but i = 0:8 for each nominal variable.
Prior D3 sets i = i , the slope coe¢ cient obtained from the optimization problem in (8).
The two hyperparameters of the model are and 0 , which determine the overall tightness of the prior for the slope coe¢ cients and mean, respectively.
Research that considers the role of judgment in forecasting faces the problem that judgment typically gives us information about future data points, whereas what we would really like is non-model information about the parameter value (see, for
example Manganelli (2009) ). An advantage of the parameterization in (9) combined with the long-horizon Blue Chip forecast is that they are one and the same thing-the long-term Blue Chip prediction is a survey-based estimate of the parameter . It is unfortunately not quite so easy for the autoregressive slope coe¢ cients, but the prior information on those turns out to be far less important anyway.
Of course, Blue Chip survey respondents had access to the same time series as the vector autoregression in making their forecasts. To the extent that their survey forecasts are in ‡uenced by these data, the Bayesian VAR with a democratic prior is e¤ectively using the data as a prior, which of course violates the principles of Bayesian statistical inference. However, the information underlying the survey is much richer than the series in the VAR. Besides, I am simply viewing the democratic prior as a pragmatic forecasting device, that should be assessed purely on the basis of its predictive performance. I turn to evaluating this in the next section.
3 Implementation and Real-Time Out-of-Sample Forecasting
The VAR considered in this paper is a medium-size system consisting of ten quarterly macroeconomic variables: real GDP growth, real GDP de ‡ator in ‡ation, CPI in ‡a-tion, industrial production growth, growth in nonresidential …xed investment, growth in real personal consumption expenditures, ten-year yields, three-month Treasury bill yields, housing starts and the unemployment rate. Yields, housing starts and unemployment rates are in levels; the other variables are all annualized growth rates. (ii) Using the Minnesota prior in equations (2)- (4), and (iii) Using the democratic prior proposed in this paper (variants D1, D2, and D3), employing in each case the most recent Blue Chip survey data. The forecasting exercise is out-of-sample and fully real-time. The data used for forecasting in quarter t are the data as observed in the middle of that quarter and consist of the observations from 1960Q1 up to and including quarter t 1 for all ten variables. Throughout this paper, I consider the forecasts of six variables: real GDP growth, GDP de ‡ator and CPI in ‡ation, industrial production growth, three-month yields and the unemployment rate, at horizons ranging from 0 to 13 quarters. 5 Realtime forecasting exercises require some de…nition of the "actual"data-the de…nition used in this paper is the data that are observed in the middle of the second quarter after the quarter to which they refer. For example, the "actual" values for 2009Q1
are the values observed in August of 2009. Table 1 shows the root-mean-square error (RMSE) of the OLS VAR forecasts.
The Bayesian forecasts depend on hyperparameters: in the case of the Minnesota prior, and both and 0 in the case of the democratic priors. Figure be reduced by as much as 20 percent. But, as shown in Figures 2-4 , the democratic prior gives substantially larger reductions in RMSE. 6 The forecasting improvements using the democratic prior are most notable for in ‡ation, and especially at long horizons. At the eight-quarter horizon, using the democratic prior yields more than a 40 percent reduction in RMSE. For in ‡ation, the improvement is largest when 0 is small, meaning that heavy shrinkage is optimal. The democratic prior works well for forecasting other variables too. For forecasting real GDP growth, using the democratic prior results in a 5-10 percent reduction in RMSE (relative to OLS) at horizons up to and including four quarters.
All three variants of the democratic prior beat OLS in forecast accuracy for nearly all variables and forecast horizons-and in the few cases in which this is not true, it is for all practical purposes a tie. The results using democratic priors D1, D2
and D3 are very similar to each other. This means that shrinkage toward the longrun survey forecast is key-virtually all of the improvement in the democratic prior comes from simply getting the end-point right. However, D2 seems to give slightly more accurate forecasts than D1, and D3 does better again. So although the device for estimating implied persistence in equation (8) is rather ad hoc, it still seems to help a little with forecasting. Figure 5 shows the Diebold-Mariano t-statistics testing the hypothesis that the RMSE of forecasts estimating the VAR by OLS and democratic prior D3 are 6 In democratic prior D3, the autoregressive parameter estimates implied by the surveys (the solutions to equation (8)) are volatile, but typically lie between 0.6 and 0.99 for all the variables being forecast in this paper. The autoregressive parameter estimates tend to be a little larger for in ‡ation and other nominal indicators than for real indicators.
equal (results comparing OLS with democratic priors D1 and D2 are similar, and not shown). These t-statistics are formed as described by Diebold and Mariano (1995) and are based on Newey-West standard errors with a lag truncation parameter equal to the forecast horizon. The t-statistics are again plotted against 0 . The t-statistics are signi…cant 7 at least at the 10 percent level at all horizons for both in ‡ation measures (and generally at the 5 percent level). Signi…cant values are also obtained for real GDP and industrial production growth at some horizons.
Bias in the forecasts and shifting endpoints
Estimating the VAR by OLS, or using the Minnesota prior, the forecast at distant horizons converges to the sample mean of the time series over the estimation period (the Minnesota prior uses a di¤use prior for the intercept). Meanwhile, the democratic prior gives a forecast that converges to a mixture of the sample average and the longrun survey forecast. If there are occasional shifts in the mean of the time series, along the lines of the "shifting endpoints" considered by Kozicki and Tinsley (2001) 8 , or the intercept shifts considered by Clements and Hendry (1998, 1999) , and the survey respondents are aware of these shifts in real time, then this will make the democratic prior perform better particularly at longer horizons. In e¤ect, the democratic prior is a rapidly adjusting and robust way of allowing for intercept shifts.
As an illustration, Figure 6 shows the time series of eight-quarter-ahead forecasts of in ‡ation (GDP de ‡ator) from OLS, the Minnesota prior, and democratic prior D3.
The actual value of in ‡ation eight quarters later is also plotted. The OLS estimates of the VAR are stationary and hence by construction give forecasts of in ‡ation that were rising up toward the sample mean of in ‡ation since 1960. Of course, these predictions turned out to be consistently too high. The Minnesota prior consistently overpredicted in ‡ation, for the same reason. The democratic prior did substantially better, because long-term survey forecasts of in ‡ation declined sharply over the 1980s and early 1990s.
The point is shown more generally in Table 2 , which shows the bias of the OLS forecasts and the forecasts using the Minnesota and democratic priors (D1, D2
and D3) with = 0:1 and 0 = 0:05. The forecasts for in ‡ation and real activity are generally upwardly biased over this period because of the disin ‡ation of the 1980s and 1990s and the productivity slowdown in the 1970s. This is true for the democratic prior as well. But, because the survey respondents learned about the disin ‡ation and productivity slowdown reasonably quickly, all variants of the democratic prior have substantially smaller bias than OLS or the Minnesota prior, especially at longer horizons. 
Setting the prior parameters in a training sample
The Minnesota and democratic priors depend on nuisance parameters: and 0 .
Viewing Bayesian forecasting as a pragmatic shrinkage device a natural approach is to select the values of these nuisance parameters to minimize RMSE over a training sample and then to hold them …xed at these values over all subsequent forecasts.
To implement this, I picked the values of the hyperparameters and 0 to minimize out-of-sample RMSE in the data as observed at the end of 1990 (a fairly short sample). And then, I used these values of and 0 for forecasting starting in 1991Q1, holding the hyperparameters …xed at these chosen values for the remainder of the sample period. Table 3 shows the resulting out-of-sample RMSE using the Minnesota prior and democratic priors D1, D2 and D3, relative in all cases to the RMSE from simply using OLS.
In some cases, notably long-horizon forecasting of in ‡ation, the democratic prior gives gains over OLS that are both economically and statistically signi…cant. In other cases, it is about a tie, but in no case does the democratic prior do much worse.
The gains are roughly comparable for all three versions of the democratic prior, but overall D3 does a little better than D2, which in turn has a small edge over D1.
The Minnesota prior also gives consistent, but more modest, gains. All this is in line with the results from Figures 1-4 , but avoids any dependence on somewhat arbitrarily chosen nuisance parameters.
Comparing the democratic prior with surveys
The generally strong performance of the VAR with the democratic prior in turn begs the question of how good the forecasting performance would be if we simply discarded the VAR and instead used the surveys-at least for those horizons for which a survey forecast is available. Table 4 accordingly compares the RMSE of the VAR forecasts obtained from OLS, the VAR forecasts using the Minnesota prior (with =0.1), the VAR forecasts using the three versions of democratic prior (with = 0:1 and 0 = 0:05), and the Blue Chip survey forecasts. These are the short-term Blue Chip survey forecasts for the next few quarters-not the …ve-to-ten-year ahead survey projections on which the democratic prior is based.
With any comparison between survey and time-series forecasts, thorny issues of timing arise. If we compare a VAR forecast based on data up to and including quarter t 1 with a survey taken during quarter t, then the survey respondents had access to some information from quarter t, giving the survey an arti…cial timing advantage.
On the other hand, if we use a survey taken during quarter t 1, then the survey respondents could have known only part of the data for quarter t 1, putting them at an unfair timing disadvantage. There is no way to structure the comparison so that the survey and VAR forecasts are based on identical information sets.
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In Table 4 , I adopt the convention of using the survey forecasts from the last month of quarter t 1, and compare these forecasts with VAR predictions that condition on all information up to and including quarter t 1. The forecasts are for quarters t, t + 1, t + 2, and t + 3: Quarterly survey forecasts are not always available at longer horizons. This timing convention means that the surveys are being put at something of a timing disadvantage.
Notwithstanding this timing disadvantage, the surveys do very well in the comparison in Table 4 . The RMSE from the raw surveys is about the same as that from the VAR with democratic prior D3-in some cases slightly higher, in other cases slightly lower. All in all, using survey data seems an excellent approach to forecasting and is very hard for econometric models to beat convincingly (as found by Ang, Bekaert and Wei (2007) and Croushore (2008) ). But VARs are a central tool in empirical macroeconomics used for purposes other than forecasting: including impulse response analysis, variance decompositions, or consideration of counterfactual scenarios, none of which can be undertaken from the raw survey predictions alone.
Also, the VAR allows econometricians to make forecasts at horizons not considered in the survey, for variables not predicted in the survey and to make projections at times when the survey is not being taken. Nonetheless, some researchers are reluctant to use VARs because their out-of-sample forecasting performance can be quite poor. The results in Table 4 indicate that this problem is solved by the use of the democratic prior: The democratic prior gets the VAR forecasts to be able to roughly match a tough benchmark.
Comparison with time-varying parameter methods
The democratic prior seems to work well because of its ability to adjust to intercept shifts. There are of course many more-standard econometric approaches to forecasting in the presence of possible structural changes. In this subsection, I compare forecasts using the democratic prior with some of these existing alternatives. Throughout this subsection, I am considering variant D3 of the democratic prior, with = 0:1 and 0 = 0:05.
I …rst consider forecasting in ‡ation using the unobserved components stochastic volatility (UCSV) model proposed by Stock and Watson (2007 Table 5 shows the out-of-sample RMSE of UCSV forecasts of in ‡ation (CPI and GDP de ‡ator) and also reports the out-ofsample RMSE of in ‡ation forecasts using the ten-variable VAR with the democratic prior. The UCSV model is a good benchmark, and gives more accurate long-horizon in ‡ation forecasts than are obtained from OLS estimation of the VAR (see Table 1 ).
Nonetheless, comparing the UCSV model and the VAR with the democratic prior, the latter gives reductions in RMSE for forecasting in ‡ation that are both economically and statistically signi…cant.
VARs with drifting parameters have become popular recently (Cogley and Sargent (2005) , Primiceri (2005) and Cogley, Primiceri and Sargent (2010) ). For computational reasons, they are used only with relatively small systems. For example, Primiceri (2005) considered a VAR with time-varying parameters and stochastic volatility and applied it to a system with three variables: in ‡ation, the unemployment rate and the federal funds rate. I applied Primiceri's VAR to forecasting GDP de‡ator in ‡ation, the unemployment rate and three-month Treasury bill yields. 11 Table   6 compares the out-of-sample RMSE of these time-varying VAR forecasts with the forecasts from the ten-variable VAR using the democratic prior. The two forecasts are roughly comparable in terms of forecast accuracy, with the democratic prior VAR 11 The priors are exactly as in Primiceri (2005) . The lag order is 2, again following Primiceri.
having a slight edge in most (but not all) cases.
Finally, another potential approach for forecasting in the presence of parameter instability is to use OLS estimation of a VAR but to do so in a rolling sample. This is a simple and yet widely-used method to account for the possibility of structural breaks without introducing any element of judgment from surveys. To assess how well a rolling-coe¢ cients VAR works, I computed the out-of-sample RMSE of the VAR forecasts using a 40-quarter rolling window. The results are shown in Table 7 , along with the out-of-sample RMSE of corresponding forecasts using the democratic prior 12 . As can be seen in Table 7 , using the rolling VAR is generally less accurate, and signi…cantly so in some cases.
4 Conclusion
Surveys give good predictions of many macroeconomic variables, perhaps in part because they are better able to adapt to low-frequency structural breaks than any statistical time series model. This seems particularly true for in ‡ation forecasts.
Nonetheless, time series forecasts are useful for a number of reasons, including the fact that they apply to variables and horizons that are not included in the survey, and can be worked out at any time. Besides, having a model-based forecast is useful for understanding the mechanisms underlying the predictions that are being made.
Models can be used for purposes such as impulse response analysis, or examining counterfactual scenarios, none of which can be obtained from raw surveys alone. It thus seems natural to estimate a VAR, but to do so with an informative Bayesian prior that shrinks toward the values implied by surveys.
In this paper I have proposed a concrete way of implementing such a Bayesian VAR. In a real-time forecasting exercise, I have found that it often outperforms both OLS estimation of the VAR and Bayesian VAR estimation using the Minnesota prior.
The improvements are most consistent for in ‡ation forecasting at longer horizons, and appear to owe mainly to the ability of the surveys to capture shifting end-points. Notes: This table reports the out-of-sample root-mean-square error (RMSE) of forecasts from real-time OLS estimation of the ten-variable VAR, as described in the text. The sample period is 1984Q2-2009Q1. The units of real GDP growth, GDP de ‡ator in ‡ation, CPI in ‡ation and IP growth are annualized quarter-over-quarter percentage changes (more precisely, 400 times log …rst di¤erences). The units of yields and the unemployment rate are percentage points. Notes: This table reports the out-of-sample root-mean-square error (RMSE) of forecasts from real-time Bayesian estimation of the ten-variable VAR described in the text over the period from 1991Q1-2009Q1. The values of the hyperparameters and 0 are set at those values that minimize RMSE over the training sample that consists of data starting 1984Q2 that was available in 1991Q4. In all cases, RMSE values are relative to those from OLS estimation of the VAR. In each case, a Diebold-Mariano test of the hypothesis that the population relative RMSE is equal to one was conducted. One, two, and three asterisks denote cases in which this test rejected the null hypothesis of equal forecast accuracy at the 10, 5, and 1 percent signi…cance levels, respectively. Notes: This table reports the out-of-sample root-mean-square error (RMSE) of forecasts using (i) OLS estimation of the ten-variable VAR described in the text over the period from 1984Q2-2009Q1, (ii) estimation of the same VAR using the Minnesota prior with =0.1, (iii) estimation of the VAR using the democratic priors D1-D3 with =0.1 and 0 =0.05, and (iv) the raw Blue Chip surveys. In these results, the raw Blue Chip surveys are given an arti…cial timing disadvantage, as described in the text. For each of the …ve VAR-based forecasts, a Diebold-Mariano test of the hypothesis that the population RMSE of that forecast is equal to the population RMSE of the corresponding survey forecast was conducted. One, two, and three asterisks denote cases in which this test rejected the null hypothesis of equal forecast accuracy at the 10, 5, and 1 percent signi…cance levels, respectively. (2005) allowing for time-varying parameters and stochastic volatility and from estimation of the ten-variable VAR using the democratic prior D3 with =0.1 and 0 =0.05. In the VAR with time-varying parameters, the three variables are the GDP de ‡ator in ‡ation, the unemployment rate and three-month Treasury Bill yields, and the priors are set following Primiceri. The sample period is 1984Q2-2009Q1. For each horizon and macroeconomic variable, a Diebold-Mariano test of the hypothesis that the two forecasts have equal population RMSE was conducted. One, two, and three asterisks denote cases in which this test rejected the null hypothesis of equal forecast accuracy at the 10, 5, and 1 percent signi…cance levels, respectively. Solid blue line: current-quarter forecast. Dashed red line: one-quarter-ahead forecast. Green dots and dashes: four-quarter-ahead forecast. Black dots: eight-quarter-ahead forecast. The figures plot the ratio of the root-mean-square prediction error of the VAR-based forecasts using the democratic prior D1 to that using the OLS estimates against the shrinkage parameter 0  . The sample period is 1984Q2-2009Q1, the value of  is 0.1, and the VAR contains ten variables, as described in the text. Solid blue line: current-quarter forecast. Dashed red line: one-quarter-ahead forecast. Green dots and dashes: four-quarter-ahead forecast. Black dots: eight-quarter-ahead forecast. The figures plot the ratio of the root-mean-square prediction error of the VAR-based forecasts using the democratic prior D2 to that using the OLS estimates against the shrinkage parameter 0  . The sample period is 1984Q2-2009Q1, the value of  is 0.1, and the VAR contains ten variables, as described in the text. Solid blue line: current-quarter forecast. Dashed red line: one-quarter-ahead forecast. Green dots and dashes: four-quarter-ahead forecast. Black dots: eight-quarter-ahead forecast. The figures plot the ratio of the root-mean-square prediction error of the VAR-based forecasts using the democratic prior D3 to that using the OLS estimates against the shrinkage parameter 0  . The sample period is 1984Q2-2009Q1, the value of  is 0.1, and the VAR contains ten variables, as described in the text.
Figure 5: Diebold-Mariano t-statistics testing Equality of Mean Square Prediction Errors Using democratic Prior D3 versus OLS-based Forecasts
Solid blue line: current-quarter forecast. Dashed red line: one-quarter-ahead forecast. Green dots and dashes: four-quarter-ahead forecast. Black dots: eight-quarter-ahead forecast. The figures show the tstatistic proposed by Diebold and Mariano (1995) testing the hypothesis that the mean square prediction errors are equal using the democratic prior and OLS-based forecasts. The t-statistics are plotted against the shrinkage parameter for the democratic prior, 0  . The sample period is 1984Q2-2009Q1, the value of  is 0.1, and the VAR contains ten variables, as described in the text.
