Abstract-Streaming video over the Internet, including cellular networks, has now become commonplace. Network operators typically use multicasting or variations of multiple unicasting to deliver streams to the user terminal in a controlled fashion. An emerging alternative is P2P streaming, which is theoretically more scalable but suffers from other issues arising from the dynamic nature of the system. User's terminals become streaming nodes but these are not constantly connected. Another issue is that they are based on logical overlays, which are not optimized for the physical underlay infrastructure. An important proposition is that of finding effective ways to increase the resilience of the overlay whilst at the same time not conflicting with the network. In this article we look at the combination of two techniques, multi-streaming (redundancy) and locality (network efficiency) in the context of both live and video-on-demand streaming. We introduce a new technique and assess it via a comparative, simulation-based study. We find that redundancy affects network utilization only marginally if traffic is kept at the edges via localization techniques.
INTRODUCTION
Overlays and P2P (peer-to-peer) systems, originally developed as an alternative to IP multicast and to provide file sharing services, have moved beyond that functionality. These technologies have deeply improved the distribution of information on the Internet by enabling resourceful cooperation among end consumers. With the growing bandwidth capacity provided by the Internet, they are also proving to be key technologies for the delivery of real-time video and of video-on-demand content.
By the cooperation among peers in helping each other in the network, P2P technology overcomes various limitations of the more conventional client-server paradigm to attain user and bandwidth scalabilities. In a P2P streaming application, multimedia contents are delivered to a large group of distributed users with low delay, high quality and high robustness [1] . P2P-based versions of IPTV, Video on Demand (VoD), and conferencing are thus becoming popular.
Many hosts can be supported by a P2P multimedia system, possibly in excess of hundreds or even millions, with miscellaneous heterogeneity in bandwidth, capability, storage, network, and mobility. Another aim is to maintain the stream even under dynamic user churn, frequent host failures, unpredictable user behaviors, network traffic and congestion. To accomplish these goals, it is imperative to address various challenges to achieve effective content delivery mechanisms, including routing and transport support.
In this article, we are primarily concerned with finding effective ways to increase the resilience and scalability of the overlay whilst at the same time minimizing the impact on the physical network (or underlay). We find that P2P frameworks mostly fail to address the latter issue and, in doing so, they tend to cause severe network operational and management issues. In turn, this limits P2P scalability when traffic streams traverse, and thus congest, large portions of the network. Another issue is that existing P2P streaming systems are intrinsically best-effort. This fact, combined with their network unfriendly behavior, often leads the operator to impair P2P traffic, with detrimental consequences for the resulting quality of service.
The key question we are addressing herein is whether and how it would be possible to increase the user quality of experience (QoE) in P2P streaming. A common technique is to increase redundancy, i.e. send multiple streams to the same user in order to reduce packet loss. The downside is that redundancy increases traffic, thus reducing network utilization and, hence, increasing congestion.
In order to retain the benefits of redundancy (QoE) and reduce its detrimental effects on the network, we study the combination of two techniques, multi-streaming and network locality. We find that by keeping traffic local among the peers and mainly at the edges of the network, the benefits of multi-streaming outweigh their shortcomings. We carry out a comparative evaluation using a popular P2P TV system, Joost, as benchmarking. Initial results indicate that QoE is significantly improved at little cost for the network.
II. RELATED WORK
As we are concerned with network QoS, P2P locality awareness, and stream redundancy in this paper, we give an overview of different studies that have looked at these topics individually.
Ways to pursue efficiency between overlay and underlay have started to be investigated only recently. Authors in [2] propose a technique, where the peers on the overlay are chosen based on their mutual physical proximity, in order to keep traffic as localized as possible. A similar approach is described in [3] , where they measure the latency distance between the nodes and appropriate Internet servers called landmarks. A rough estimation of awareness among nodes is obtained to cluster them altogether, as in [4] [5] .
On the other hand, another study in [6] proposes different techniques where the video stream is divided into different flows that are transmitted separately to increase parallelism and, hence, reduce transmission latency. The authors use the PSQA technique that gives estimates of the quality perceived by the user. This study was concerned on how to impact and improve on quality (as measured by PSQA). They introduce three cases: sending a single stream between nodes; sending two duplicate streams via different paths; and sending two disjoint sub-streams whose union recreates the original one. In our work we look at the case of multiple redundant streams, looking at the effects that redundant streams have on both the network and the user QoE. Also we emphasize on techniques to choose inter-communicating peers based on their mutual proximity, to keep traffic local and minimize the impact on the network.
Overlay locality is studied also by [7] , where the authors make use of network-layer information (e.g. low latency, low number of hops and high bandwidth). We use though a different distance metric, based on RTT (round trip time) estimations, to prioritize overlay transmissions. Additionally, we use a cluster management algorithm whereby intercommunicating peers are forced to periodically handover, in order to pursue computational as well as network efficiency (as explained in [13] and [14] ).
Hefeeda et al [8] have proposed a mechanism for P2P media streaming using Collectcast. Their work was based on downloading from different peers. They compare topologyaware and end-to-end selection based approaches.
The latter approach is also the subject of [9] , which employs a simpler version of our RTT approach based on continuous pinging of peers. Similarly, we adopt clustering to limit the signaling overheads associated with this process and prevent bottlenecks.
Other studies such as [10] , propose relevant methods to serve multiple clients based on utility functions or clustering. A dynamic overlay capable of operating over large physical networks is presented in [11] . In particular, they show how to maximize the throughput in divisible load applications.
Looking at previous studies, we can say that our main contributions are: 1) To study a new combination of existing techniques (crosslayer optimization, localization, forced handovers, and multi-streaming) 2) To take the perspective of the network operator, in trying to harmonize overlay and underlay networks 3) To look for trade-offs between redundancy levels (to increase QoE) and network efficiency.
III. PROPOSED APPROACH

A. Target Architecture
In our study we increase the number of redundant (multi) streams from 1 to 5 as shown in Figure 1 . Sources {S1…S5} are chosen based on locality and are also continuously (periodically) forced to handover, choosing new sources from a pot of available sources. These are prioritized based on mutual inter-peer distances to ensure that traffic is kept as local as possible. On the other hand, forced handovers ensure that the important feature of computational load-balancing is maintained -we have discussed this particular aspect in previous publications [13] [14] .
Figure 1 -Proposed architecture
Instead, herein we are mainly interested in understanding whether location-aware P2P techniques can actually reduce the detrimental effects of P2P redundant streaming. Under architectures other than P2P (unicast, multiple unicast and multicast), redundant streams increase QoE but have the side effect of increasing network congestion. An interesting proposition is that of finding the minimum redundancy level, which leads to the maximum QoE improvement. By contrast if we adopt a P2P approach that succeeds in keeping traffic away from the core network, we have a good chance that redundancy does not always result into network congestion. Our aim is to verify this hypothesis and better understand its implications.
B. Redundancy study
In order to study the effect of redundancy in relation to both QoS and QoE we first measure relevant parameters (as detailed in section IV) for a Joost-like system [17], which in practice chooses sources randomly, and use this as a benchmarking function. Redundancy is increased from 0 (1 source per destination) to 4 (5 sources per destination).
We then compare this with our proposed approach, in which sources are forced to handover continuously (as in Joost) -to ensure computational load balancing -but are not chosen randomly.
We prioritize the choice of sources based on their mutual distance from the destination. In essence we adopt a previously published hierarchical RTT monitoring approach Our hypothesis is that this forced handover strategy does not impact network congestion if traffic is kept away from the core network. We wish to establish, however, until which point we can increase redundancy without triggering network congestion.
IV. ASSESSMENT METHOD
We study the effects of redundancy on QoS and QoE, for each of the two cases under scrutiny: 1) Randomized scenario (new sources are chosen randomly); and 2) localized scenario (new sources are chosen based on minimal mutual distances from the recipient. We add background traffic into the simulated network in order to simulate lightly and heavily congested networks, respectively. Simulation parameters and design and describe below.
A. Evaluation metrics
Packets loss ratio: usually this is defined as the ratio between the dropped and transmitted data packets. This gives an account of efficiency and of the ability of the network to discover routes. However, in this study, a new way of calculating the packets loss ratio is presented in order to study the particular issues relating to redundancy. In our case a packet is actually transmitted by several sources. So a packet is considered lost if is never received through any of the streams. We use the following formalism: The decision as to whether a packet is lost or not will be according to the following Cartesian product:
Therefore, if P is the total number of packets forming a given stream, the packet loss ratio will be expressed as in 
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Figure 3 -Packets loss ratio -heavily loaded network
B. Simulation setup
The proposed approach was implemented and tested on the ns-2 network simulator [16] . Moreover, various parameters were set on the used topology. First of all, link bandwidth is distributed to all the links evenly (2 mbps) with the same delay; so, all the participants' peers have the same characteristics. IP as the network protocol and UDP as the transport protocol have been chosen. For simulation of video traffic, "Paris" sequence of CIF resolution with 4:2:0 formats, was H.264/AVC coded and its packets were sent from one and multiple peers to the receiver.
Secondly, in order to load the network, it was imperative to set CBR background traffic to vary network load and enable us to study the localized multi-stream approach under different conditions. The CBR traffic has been setup from different sources to different destinations, with a 512 byte packet size. This background traffic operates during the whole duration of the simulations. 3 show our findings about packet loss, for the cases of lightly and heavily networks, respectively. Noticeably from Figure 2 is that both scenarios do not lead to any packet loss up to a redundancy level equal to 4. This is because, although we are increasing the number of streams and, thus, traffic, the network only reaches a congestion state when 4 sources are in use. The benefits of the locality feature of our approach are apparent, since in our case the network can sustain up to 5 streams. By contrast, the Joost-like approach, by selecting sources randomly, distributes traffic across the network and incurs bottlenecks earlier on.
The network-friendly behavior of our approach is even more apparent from Figure 3 . In this case, the network is brought close to congestion levels by the background traffic (not by the P2P streams under scrutiny). Because of that, there is packet loss even when only one sender is in action.
When we do increase redundancy, we immediately observe that packet loss decreases thanks to the fact that multiple copies of the same packets are now sent to the recipient. In our case, packet loss goes down to zero when at least 3 senders are used, indicating that this would be the ideal choice for this particular configuration. 
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Figure 7 -PSNR -heavily loaded network
By contrast, the Joost-like approach cannot bring packet loss down to zero; since streams are not kept local and, thus, those streams actually contribute to packet loss by increasing the level of congestion.
Looking now at end-to-end delay (Figures 4 and 5) , we can draw similar conclusions and we can follow the same rationale as for packet loss. Localization does have a significant, positive effect on communication latency. More specifically, when we looked at the variation of E2E delay, i.e. jitter; we noticed that our approach is even more beneficial.
Having looked at the network QoS parameters, we now examine PSNR, a parameter that gives an account of the stream quality as perceived by the end user. We assume that the stream is coded and decoded using H.264/AVC encoder JM15. Figures 6 and 7 exhibit a behavior compatible with our QoS findings (Figures 2 to 5 ). When the network is lightly loaded, there is hardly any packet loss up to a redundancy of 4, at which point the randomized scenario generates congestions and, thus, a drop in PSNR. Our approach does not generate congestion (packet loss) and maintains a constant level of QoE even when we inject 5 redundant streams. Figure 7 is consistent with this rationale too. Noticeably, our approach improves PSNR steadily up to a redundancy of 3, when the quality reaches the maximum theoretically achievable (packet loss is zero at that point).
VI. CONCLUDING REMARKS
A large variety of popular applications, including VoD, live TV and video conferencing, make use of P2P streaming frameworks. These have emerged from the fundamental principles of insulation and abstraction between the network and the application layers. With this regard, several studies published recently (e.g. [19] ), including also some by the authors of this article (e.g. [14] [20] [21] ), have identified that when the P2P overlay is designed in isolation from the underlay physical network, the P2P stream has detrimental effects on the network itself. To aim for scalability and user QoE, P2P solutions adopt redundancy, caching, statistical handovers and other similar techniques, which generate substantial network management and control problems to the network operator.
This problem motivates our initial work aimed at studying ways to maintain the QoE and scalability of the overlay, whilst reducing its detrimental effects onto the underlay. This article represents our initial attempt to pursue network-friendly P2P streaming. Our initial hypothesis that the combination of network locality and multi-streaming can lead to significant improvements is reinforced by the initial findings presented herein.
The difficulty in realizing this approach in practical systems is that it entails breaking the concept of network insulation from the application. In our current work we plan to further study the potential of other cross-layer optimization techniques, which opens the way towards stimulating research. Once the overlay is made aware of the underlay, or vice versa, the potential of other techniques can be unleashed. For instance, we are studying the use of machine learning for the purpose of correlating network and application conditions and building a network-friendly overlay network.
