In this paper we explore how to embed symbolic relational graphs with unweighted edges in a pattern-space. We adopt a graph-spectral approach. We use the leading eigenvectors of the graph adjacency matrix to deÿne eigenmodes of the adjacency matrix. For each eigenmode, we compute vectors of spectral properties. These include the eigenmode perimeter, eigenmode volume, Cheeger number, inter-mode adjacency matrices and intermode edge-distance. We embed these vectors in a pattern-space using two contrasting approaches. The ÿrst of these involves performing principal or independent components analysis on the covariance matrix for the spectral pattern vectors. The second approach involves performing multidimensional scaling on the L2 norm for pairs of pattern vectors. We illustrate the utility of the embedding methods on neighbourhood graphs representing the arrangement of corner features in 2D images of 3D polyhedral objects. Two problems are investigated. The ÿrst of these is the clustering of graphs representing distinct objects viewed from di erent directions. The second is the identiÿcation of characteristic views of single objects. These two studies reveal that both embedding methods result in well-structured view spaces for graph-data extracted from 2D views of 3D objects.
Introduction
Relational graphs have proved alluring as structural representations for both 2D and 3D shape in computational vision. Barrow and Burstall [1] and Fischler and Enschlager [2] were among the ÿrst to demonstrate the potential of relational graphs as abstractions for pictorial information. Since then graph-based representations have been exploited widely for the purposes of shape representation, segmentation, matching and recognition. However, one of the problems that hinders the manipulation of large sets of graphs is that of measuring their similarity. This problem arises in a number of situations where graphs must be matched or clustered together. The large-scale matching problem arises in tasks involving recognition from image databases [3] . * Corresponding author. Tel.: +44-1904-433374; fax: +44-1904-432767.
E-mail address: erh@cs.york.ac.uk (E.R. Hancock).
The graph-clustering task arises when the unsupervised learning of the class-structure of sets of graphs is attempted. Concrete examples here include the organisation of large structural data-bases [4] or the discovery of the view-structure of objects [5] .
One of the problems that hinders this endeavour is that graphs are neither vectorial in nature nor easily transformed into vectors. The reasons for this are twofold. First, there is no canonical ordering of the nodes or edges of a graph. Hence, there is no natural way to map the nodes or edges to the components of a vector. Second, most graph-matching or graph manipulation problems are inexact in nature. That is to say that the graphs are noisy in nature and hence contain di erent numbers of nodes or edges. Hence, even if an ordering can be established then there needs to be a means of dealing with pattern-vectors of di erent length. Since they are not easily vectorised, it is not straightforward to characterise the mean and variance of a set of graphs. Hence, standard pattern recognition methods cannot be used to analyse
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or cluster sets of graphs. One way around this problem is to adopt a pairwise clustering approach [6] . This involves measuring the pairwise similarity of the graphs and clustering them by searching for sets of graphs which exhibit a strong mutual a nity to one-another.
There are a number of ways in which the similarity of graphs may be measured. One of the classical methods is to use the concept of graph edit distance. This is an extension of the classical string edit distance, or Levenshtein distance [7] , to graphs. The idea of using graph edit distance was ÿrst explored by Fu and his co-workers [8, 9] . Here edit distances are computed using separate costs for the relabeling, the insertion and the removal of both nodes and edges. Recently, Bunke [10, 11] has shown that the graph edit distance and the size of the maximum common subgraph are related under certain restrictions on the edge and node edit costs. Torsello and Hancock [12] have exploited this observation to e ciently compute tree-edit distance. By using the Motzkin-Strauss theorem they show how to compute an approximation to the edit distance using relaxation labelling. Another approach to computing graph similarity is to adopt a probabilistic framework. Here there are two contributions worth mentioning. First, Christmas et al. [13] have developed an evidence combining framework for graph-matching which uses probability distribution functions to model the pairwise attribute relations deÿned on graph-edges. Second, Wilson and Hancock [14] show how to measure graph-similarity using a probability distribution which models the number of relabeling and graph-edit operations when structural errors are present [14, 15] .
Although graph-matching allows the pairwise comparison of shock-graphs, it does not allow space of structural variations to be explored in detail. Graph-matching may provide a ÿne measure of distance between structures, and this in turn may be used to cluster similar graphs. However, it does not result in an ordering of the graphs that has metrical signiÿcance under structural variations due to graded shape-changes. Hence, we aim to address the problem of how to organise graphs into a pattern-space in which similar structures are close to one-another, and dissimilar structures are far apart. In particular, we aim to embed graphs in a vector-space where the dimensions correspond to principal modes in structural variation. There are a number of ways in which this can be achieved. The ÿrst is to compute the distance between graphs and to use multidimensional scaling (MDS) to embed the individual graphs in a low-dimensional space [12] . However, this approach does not necessarily result in a pattern-space where the dimensions re ect the modes of structural variation of the di erent graphs under study. The second approach is to extract feature vectors from the graphs. A pattern-space can be constructed from such vectors by performing modal analysis on their covariance matrix. Unfortunately, and for the reasons noted above, the process of embedding graphs in a vector-space is not a straightforward one.
To overcome the problem of how to map the structure of a graph onto a vector of ÿxed length, we turn to graph-spectral decomposition methods. Spectral graph theory is a branch in mathematics which aims to characterise the properties of unweighted graphs using the eigenvalues and eigenvectors of the adjacency matrix or the closely related Laplacian matrix [16] . There are a number of well-known results. For instance, the degree of bijectivity of a graph is measured by the eigenvalue gap, the distribution of cycle length can be computed using a moments expansion of the eigenvalues, and the steady-state random walk on a graph is given by the leading eigenvector of the adjacency matrix. Although conceptually alluring, the main problem with spectral properties is that they are notoriously sensitive to small changes in the structure of the adjacency matrix.
In this paper we work with the spectral decomposition (or eigendecomposition) of the adjacency matrix. Associated with each eigenmode is an adjacency matrix. We aim to investigate whether graphs can be represented in a stable way using vectors of spectral attributes for the leading eigenmodes of the adjacency matrix. The attributes studied include the perimeter length, the volume and the Cheeger constants for the mode adjacency matrices. We adopt the following procedure for vectorising the graphs. Each component of the vector is taken to represent a di erent spectral mode of the original graph adjacency matrix. The order of the components of the vector is the magnitude order of the eigenvalues of the adjacency matrix. For each spectral mode, we use the components of the associated eigenvectors to compute spectral attributes. In this way we solve the problem of ÿnding correspondences between nodes and vector-components.
Once the feature-vectors for the eigenmodes of the adjacency matrices are to hand, then we investigate two alternative routes to embedding them in a pattern-space. The ÿrst of these involves principal components analysis. Here we construct the covariance matrix for the spectral pattern vectors of the graphs. We project the pattern-vectors onto the leading eigenvectors of the covariance matrix to give a graph pattern-space. The second approach is based on MDS. Here we compute a matrix of pairwise similarities between pairs of graphs using the L2 distance norm.
Graph spectra
In this paper we are concerned with the set of graphs G 1; G2; : : : ; G k ; : : : ; GN . The kth graph is denoted by G k = (V k ; E k ), where V k is the set of nodes and E k ⊆ V k × V k is the edge-set. Our approach in this paper is a graph-spectral one. For each graph G k we compute the adjacency matrix A k . This is a |V k | × |V k | matrix whose element with row index i and column index j is
From the adjacency matrices A k ; k = 1; : : : ; N at hand, we can calculate the eigenvalues k by solving the equation |A k − k I | = 0 and the associated eigenvectors ! k by solving the system of equations A k
, where ! is the eigenmode index. We order the eigenvectors according to the decreasing magnitude of the eigenvalues, i.e.
The eigenvectors are stacked in order to construct the modal matrix k = (
With the eigenvalues and eigenvectors of the adjacency matrix to hand, the spectral decomposition for the adjacency matrix of the graph indexed k is
If k = diag( 1 k ; : : : ;
) is the diagonal matrix with the eigenvalues of A k as diagonal elements, then the spectral decomposition of the adjacency matrix can be written as
Associated with the eigenmode with index ! is the mode adjacency matrix:
The aim in this paper is to explore whether the properties of these matrices can be used to construct feature vectors for the graphs under study. We explore two di erent approaches. The ÿrst of these involves computing features for individual mode adjacency matrices. The second involves the use of relational features which describe the arrangement of mode adjacency matrices. For each graph, we use only the ÿrst n eigenmodes of the adjacency matrix. The truncated modal matrix is
Spectral features
Our aim is to use spectral features computed from the eigenmodes of the adjacency matrices for graphs under study to construct feature-vectors. To overcome the correspondence problem, we use the order of the eigenvalues to establish the order of the components of the feature-vectors. We study a number of features suggested by spectral graph theory.
Unary features
We commence by considering unary features for the eigenmodes of the adjacency matrix. The features studied are listed below.
Leading eigenvalues
Our ÿrst vector of spectral features is constructed from the ordered eigenvalues of the adjacency matrix. For the graph indexed k, the vector is
This vector represents the spectrum of the graph G k .
Eigenmode volume
The volume Vol(S) of a subgraph S of a graph G k is deÿned to be the sum of the degrees of the nodes belonging to the subgraph, i.e.
where
Ei;j is the degree of node i in the graph G k . If D k is the degree vector for the graph G k , then the vector of volumes for the eigenmodes is found using the projection
In other words, the volume associated with the eigenmode indexed ! in the graph-indexed k is
The eigenmodes volume feature-vector for the graph-indexed k is B k = (Vol k (1); Vol k (2)); : : : ; Vol k (n)) T .
Eigenmode perimeter
For a subgraph S the set of perimeter nodes is (
The perimeter length of the subgraph is deÿned to be the number of edges in the perimeter set, i.e. (S) = | (S)|. Again, by analogy, the perimeter length of the adjacency matrix for the eigenmode indexed ! is
The perimeter values are ordered according to the modal index to form the graph feature vector B k =( 
Cheeger constant
The Cheeger constant for the subgraph S is deÿned as
The analogue of the Cheeger constants for the eigenmodes of the adjacency matrix is
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is the volume of the complement of the eigenmode indexed !. Again, the eigenmode Cheeger numbers are ordered to form a spectral feature-vector B k = (H k (1); H k (2); : : : ; H k (n)) T .
Binary features
In addition to the unary features, we have studied pairwise attributes for the eigenmodes.
Inter-mode adjacency matrix
Our ÿrst pairwise representation is found by projecting the adjacency matrix onto the basis spanned by the eigenvectors. The projection or inter-mode adjacency matrix is given by
The element of the matrix with row index u and column index v is
These matrices are converted into long vectors. This is done by stacking the columns of the matrix U k in eigenvalue order. The resulting vector is B k = (U k (1; 1); U k (1; 2); : : : ; U k (1; n); U k (2; 1) : : : ; U k (2; n; ); : : : ; U k (n; n)) T . Each entry in the long-vector corresponds to a di erent pair of spectral eigenmodes.
Inter-mode distances
The between mode distance is deÿned as the path length, i.e. the minimum number of edges, between the most signiÿcant nodes associated with each eigenmode of the adjacency matrix. The most signiÿcant node associated a particular eigenmode of the adjacency matrix is the one having the largest co-e cient in the associated eigenvector. For the eigenmode indexed u in the graph indexed k, the most signiÿcant node is
To compute the distance, we note that if we multiply the adjacency matrix A k by itself l times, then the matrix (A k ) l represents the distribution of paths of length l in the graph G k . In particular, the element (A k ) l (i; j) is the number of paths of length l edges between the nodes i and j. Hence the minimum distance between the most signiÿcant nodes of the eigenmode indexed u and v is
If we only use the ÿrst n leading eigenvectors to describe the graphs, the between mode distances for each graph can be written as a n by n matrix which can be converted to a n × n long-vector B k = (d1;1; d1;2; : : : ; d1;n; d2;1 : : : dn;n)
T .
Embedding the spectral vectors in a pattern space
In this section we describe three methods for embedding graphs in eigenspaces. The ÿrst of these involves performing principal components analysis on the covariance matrices for the spectral pattern-vectors. The second involves independent component analysis (ICA). The third method involves performing MDS on a set of pairwise distance between vectors.
Pattern space embedding by PCA
Our ÿrst method makes use principal components analysis and follows the parametric eigenspace idea of Murase and Nayar [17] . The graphs extracted from each image are vectorised in the way outlined in Section 3. The N di erent image vectors are arranged in view order as the columns of the matrix:
Next, we compute the covariance matrix for the elements in the di erent rows of the matrix S. This is found by taking the matrix product:
We extract the principal components directions for the relational data by performing an eigendecomposition on the covariance matrix C. The eigenvalues i are found by solving the eigenvalue equation
and the corresponding eigenvaluesẽi are found by solving the eigenvector equation
We use the ÿrst 3 leading eigenvectors to represent the graphs extracted from the images. The co-ordinate system of the eigenspace is spanned by the three orthogonal vectors byẽ = (ẽ1;ẽ2;ẽ3). The individual graphs represented by the long vectors B k ; k = 1; 2; : : : ; N can be projected onto this eigenspace using the formulã
Hence each graph G k is represented by a three-component vectorx k in the eigenspace.
Pattern space embedding by ICA
Our second approach uses ICA to embed the graphs in a pattern space. We explore how to decompose a set of graphs into signiÿcantly di erent independent components. These can then be used for graph clustering by projecting the original graphs into the pattern space spanned by the independent components.
The ICA algorithm used in this paper is Cardoso and Soulourniac's JADE algorithm [3] . JADE is a statistically based algorithm. The main features of the algorithm are as follows. As with other ICA algorithms, the ÿrst step is data whitening or sphering. The aim is to eliminate correlations from the data. This can be achieved by removing the mean of the data and using PCA on the data covariance matrix. As a result, the whitened vector set is Z = WB, where W is the estimated whitening matrix. The second step of JADE is estimate the 4th-order cumulants Qz. In the noiseless case, Qz can be calculated as follows:
where In is the n-order identity matrix and E(·) is the expectation operator. Next, a joint diagonalisation is performed to ÿnd a matrixV to minimise the non-diagonal entries of the cumulants matrices,
Again we use the ÿrst 3 most signiÿcant independent components to represent the graphs extracted from the images. The co-ordinate system of the pattern-space is spanned by the three independent components byê = (V l ;V 2;V 3). The individual graphs represented by the long vectors Z k ; k = 1; 2; : : : ; N can be projected onto this pattern space using the formulax k =ẽ T Z k . Hence each graph G k is represented by a 3-component vectorx k in the pattern space.
Multidimensional scaling
MDS [18] is a procedure which allows data speciÿed in terms of a matrix of pairwise distances to be embedded in a Euclidean space. The classical MDS method was proposed by Torgenson [19] and Gower [20] . Shepard and Kruskal developed a di erent scaling technique called ordinal scaling [21] . Here we intend to use the method to embed the graphs extracted from di erent viewpoints in a low-dimensional space.
To commence we require pairwise distances between graphs. We do this by computing the L2 norms between the spectral pattern vectors for the graphs. For the graphs indexed i1 and i2, the distance is
The pairwise similarities di1;i2 are used as the elements of an N × N dissimilarity matrix D, whose elements are deÿned as follows:
In this paper, we use the classical MDS to embed the view-graphs in a Euclidean space using the matrix of pairwise dissimilarities D. The ÿrst step of MDS is to calculate a matrix T whose element with row r and column c is given by
is the average dissimilarity value over the rth row,d:c is the similarly deÿned average value over the cth column and
is the average similarity value over all rows and columns of the similarity matrix T . We subject the matrix T to an eigenvector analysis to obtain a matrix of embedding co-ordinates X . If the rank of T is k; k 6 N , then we will have k non-zero eigenvalues. We arrange these k non-zero eigenvalues in descending order, i.e. 
View-based object recognition
To provide an experimental vehicle for our eigen-space representation of graphs, we focus on the problem of view based object recognition. This topic has been studied in the computer vision literature for over three decades [22] [23] [24] . Stated simply, the idea is to compile a series of images of an object as the set of possible viewing directions is spanned. The images are then subjected to some form of dimensionality reduction [17] or information abstraction [24] . This is a process of learning [25, 26] that may involve either feature extraction, principal components analysis or the abstraction of the main structures using a relational description [27] . Once a condensed image representation is to hand, then the aim is to embed the di erent images in a low-dimensional representation which can be traversed with viewing direction. Recognition and pose recovery may be e ected by ÿnding the closest representative view. In other words, the aim is to embed high-dimensional view based image data in ( ) -
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a low dimensional structure which is suitable for view indexing. Broadly speaking there are two di erent approaches to this problem. The ÿrst of these is to construct an eigenspace [17] . This approach was ÿrst introduced by Murase and Nayar [17] , and has since been reÿned in a number of di erent ways [28, 29] . The idea is to perform principal components analysis on the images collected as the viewing direction and illumination direction [30] are varied. This is achieved by ÿrst storing each image as a long-vector. Next the covariance matrix for the long-vectors is found. The eigenvectors of the covariance matrix deÿne the directions of principal components in the space spanned by the long-vectors. Dimensionality reduction is achieved by projecting the original images onto the principal component directions and selecting the components corresponding to the leading eigenvectors. The method has mainly been applied to pixel based image representations.
The second approach to the problem is older and involves constructing a relational abstraction of the features present in the raw images [23, 22, 31] . The aim here is to extract surfaces or boundary groupings from 2.5D range data or 2D image data. From this data the view occurrence of the different image structures is noted. Hence a group of images which all yield the same feature conÿguration are deemed to belong to a common view [32] . View indexing can be achieved by matching a relational arrangement of image structures to the set of corresponding representative view graphs. This approach to the problem has its origins in the work of Freeman on characteristic views. It has also stimulated the study of aspect graphs [22] [23] [24] [33] [34] [35] [36] [37] . The topic draws heavily on work from psychology [38, 39] and di erential topology [40, 31] .
Experiments
Our experimental vehicle is provided by 2D views of 3D objects. We have collected sequences of views for a number of objects. For the di erent objects the image sequences are obtained under slowly varying changes in viewer angle. From each image in each view sequence, we extract corner features. We use the extracted corner points to construct Delaunay graphs. In our experiments we use three di erent sequences. Each sequence contains images with equally spaced viewing directions. For each sequence we show a sample of 10 images. In Fig. 1 we show the CMU/VASC model house image sequence and the associated graphs. In Fig. 2 we show the ÿrst ten samples of the raw images and extracted graphs for the INRIA MOVI toy house sequence. Finally, Fig. 3 shows the ÿrst ten samples of a third house sequence for a model of Swiss chalet. In Table 1 , we list the number of feature points for each view for the three di erent image sequences. There are a number of "events" in the sequences. For instance in the MOVI sequence, the right-hand gable wall disappears after the 12th frame, and the left-hand gable wall appears after the 17th frame. Several of the background objects also disappear and reappear. In the Swiss chalet sequence, the front face of the house disappears after the 15th frame.
We perform two di erent sets of experiments with this data. The ÿrst is to determine whether the spectral feature vectors can be used to cluster the di erent views of the same object together, and to di erentiate between di erent objects. Here we amalgamate 10 uniformly spaced images from each of the three di erent view sequences into a single data-base. The second set of experiments focuses on whether, the spectral feature vectors can be used for the ÿner task of determining the view structure of the individual objects. Here we treat each object sequence separately.
Graph clustering
In our ÿrst set of experiments, our aim is to investigate which combination of spectral feature-vector and embedding strategy gives the best set of graph-clusters. In other words, we aim to explore which method gives the best deÿnition of clusters for the di erent objects. The data-base used in our study contains 10 images from each of the CMU, MOVI and chalet sequences.
In Fig. 5 we compare the results obtained with the di erent spectral feature vectors. In the ÿgure we show the matrix of pairwise Euclidean distances between the feature-vectors for the di erent graphs (this is best viewed in colour). The matrix has 30 rows and columns (i.e. one for each of the images in the three sequences with the three sequences concatenated), and the images are ordered according to the position in the sequence. From left-to-right and top-to-bottom, the di erent panels show the results obtained when the feature-vectors are constructed using the eigenvalues of the adjacency matrix, the volumes, the perimeters, the Cheeger constants, the inter-mode adjacency matrix and the inter-mode distance. From the pattern of pairwise distances, it is clear that the eigenvalues and the inter-mode adjacency matrix give the best block structure in the matrix. Hence these two attributes may be expected to result in the best clusters.
To test this assertion, in Fig. 4 we show the leading eigenvectors of the embedding spaces for the spectral feature-vectors. The left-hand column shows the results obtained with PCA. The middle column shows the results obtained with independent component analysis. The right-hand column shows the results obtained with MDS. The di erent rows are for the di erent attributes. From the plots, it is clear that the best clusters are obtained when MDS is applied to the vectors of eigenvalues and the inter-mode adjacency matrix. PCA, on the other hand, does not give a space in which there is a clear cluster-structure. Fig. 5 shows the matrices of L2 distances between each pair of graphs. Clear block structures are present in the distance for the vector of leading eigenvalues and the inter-mode adjacency matrix. In other words, both of the vector of CMU  30  32  32  30  30  32  30  30  30  31  MOVI  140  134  130  136  137  131  139  141  133  136  Chalet  40  57  92  78  90  64  113  100  67  59 corresponding spectral feature vector in relevant eigenspace. In each case we visualise the thumbnails in the space spanned by the leading two eigenvectors generated by the embedding method (PCA, ICA or MDS). First, we investigate the clusters obtained from the vector of leading eigenvalues of the adjacency matrix. Fig. 6 shows the result obtained using PCA, Fig. 7 that obtained using ICA and Fig. 8 that obtained using MDS. There are a number of conclusions that can be drawn from these plots. First, the cluster associated with the Swiss chalet is always the least compact. Second, the best clusters are produces using MDS. That is to say the clusters are most compact and best separated. This is perhaps surprising, since this method uses only the set of pairwise distances between graphs, and overlooks the ÿner information residing in the vectors of spectral features. Although the clusters delivered by PCA are poorer, the results can be improved by using ICA. However, in none of the three cases is there any overlap between clusters. More importantly, they can be separated by straight-lines, i.e. they are linearly separable.
In Figs. 9-11, we repeat this sequence of experiments for the inter-mode adjacency matrix. This is a pairwise relational attribute. In each case the clusters are slightly improved. This is most marked when PCA is used to perform the embedding.
Finally, we compare the performance of the graph embedding methods using a measure of their classiÿcation accuracy. Each of the six graph spectral features mentioned above are used. We have assigned the graphs to classes using the K-means classiÿer. The classiÿer has been applied to the raw Euclidean distances, and to the distances in the reduced dimension feature-spaces obtained using PCA, ICA and MDS. In Table 2 , we list the number of correctly classiÿed graphs. From the table, it is clear that the eigenvalues and the inter-mode adjacency matrix are the best features since they return higher correct classiÿcation rates. Inter-mode distance is the worst feature for clustering graphs. We note also that classiÿcation in the feature-space produced by PCA is better than in the original feature vector spaces. However, the best results come from the MDS embedded class spaces. 
View structure
In the second set of experiments, we investigate the di erent image sequences separately. Here the aim is to determine whether the methods explored in the previous section can identify the ÿner view structure of the di erent objects. At this point it is important to note that we have used Delaunay graphs to abstract the corner features. Our view-based analysis explores how the edge-structure of the graphs changes with varying object pose. Since the Delaunay graph is the neighbourhood graph of the Voronoi tessellation, i.e. the locus of the median line between adjacent points, it may be expected to re ect changes in the shape of the arrangement of corner features. We investigate which combination of spectral feature-vector and embedding strategy gives the best view manifold for the di erent objects. In particular, we aim to determine whether the di erent views are organised into a well structured view trajectory, in which subsequent views are adjacent to one-another.
Figs. 12-17 show the results obtained with vectors of di erent spectral attributes. In each case, the top row shows the results obtained for the CMU sequence, the second row those for the MOVI house and the bottom row shows those for the chalet sequence. In the left-hand column of each ÿgure, we show the matrix of pairwise distances between the relevant spectral feature vectors. In the second column, we show the eigenspace extracted by applying PCA to the covariance matrix for the spectral feature vectors. The third column shows the eigenspace generated by applying ICA to the covariance matrix. Finally, the right-hand column shows the result of applying MDS to the matrix of distances.
Figs. 12-15 show the results obtained when the unary attributes are used. These are respectively vectors of ordered eigenvalues, volumes, perimeters and Cheeger constants. First, we compare the structure of the view-spaces obtained using PCA and MDS. Generally speaking, they are rather di erent. In the case of PCA, a cluster structure emerges. By contrast, in MDS the di erent views execute smooth trajectories. Hence, the output of PCA would appear to be best for locating clusters of similar views, while MDS provides information which might be more useful in constructing parametric eigenspaces. We now turn to the di erent spectral attributes in more detail. The vector of leading eigenvalues of the adjacency matrix give the smoothest and most uniformly distributed trajectories when used in conjunction with MDS. They also result in the least clustered distribution when PCA is applied. The volume and perimeter give the most marked clusters in the distribution of pairwise distances, where the view event-structure for the MOVI sequence and the Swiss chalet sequence is clearly seen as a block-structure in the plots. However, in the case of the PCA and MDS plots the similarities are less marked. In the case of the volume attribute, in the PCA plots there is a clear cluster-structure, while in the MDS plots there is a clear break in the trajectories. In the corresponding plots for the perimeter attribute there is neither clear cluster structure in the PCA plot, nor trajectory structure in the MDS plot. Finally, the Cheeger constant does not result in a clear block structure in the distance ( ) - plot. There is a good trajectory structure in the MDS plot for the Swiss chalet, but little structure of practical use in the remaining plots.
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To conclude this subsection, we turn our attention to the pairwise attributes. First we consider the inter-mode adjacency matrix. This is a relational quantity and re ects the arrangement of eigenmodes of the original adjacency matrix. From Fig. 16 we can see that this gives good clusters in the PCA plots and good trajectories in the MDS plots for all three data-sets. Our last experiment uses the cluster distance measure. Fig. 17 shows that in all the three cases the block structures are obvious. The trajectories for the MOVI sequence and the chalet sequence are particularly clear.
We now provide some comparison of the di erent spectral representations. To do this we plot the normalised squared eigenvalues against the eigenvalue magnitude order i:
In the case of the parametric eigenspace, these represent the fraction of the total data variance residing in the direction of the relevant eigenvector. In the case of MDS, the normalised squared eigenvalues represent the variance of the inter-graph distances in the directions of the eigenvectors of the similarity matrix.
In Fig. 18 , we show the eigenvalues of the spectral-vector covariance matrix. The plots in the left-hand column are for the CMU sequence, the plots in the middle column are for the MOVI sequence, and the plots in the right-hand column are for the chalet sequence. The top row is for the unary features while the bottom row is for the binary features. The main feature to note is that the vector of adjacency matrix eigenvalues has the fastest rate of decay, i.e. the eigenspace has a lower latent dimensionality, while the vector of Cheeger constants has the slowest rate of decay, i.e. the eigenspace has greater dimensionality. In the case of the binary attributes, the inter-mode adjacency matrix results in the eigenspace of lower dimensionality. In Fig. 19 we repeat the sequence of plots for the three house data-sets, but merge the curves for the unary and binary attributes into a single plot by using MDS space embedding. Again the vector of adjacency matrix eigenvalues gives the space of lower dimensionality, while the vector of inter-mode distances gives the space of greatest dimensionality.
Conclusions
In this paper we have investigated how vectors of graph-spectral attributes can be used for the purposes of embedding graphs in eigenspaces. The attributes studied are the leading eigenvalues, the volumes, perimeters, Cheeger numbers, inter-mode adjacency matrices and inter-mode edge-distance for the eigenmodes of the adjacency matrix. The embedding strategies are PCA, ICA and MDS. Our empirical study is based on corner adjacency graphs extracted from 2D views of 3D objects. We investigate two problems. The ÿrst of these is that of clustering the di erent views of the three objects together. The second problem is that of organising di erent views of the same object into well structured trajectories, in which subsequent views are adjacent to one another and there are distinct clusters associated with di erent views. In both cases the best results are obtained when we apply MDS to the vectors of leading eigenvalues.
Hence, we have shown how to cluster purely symbolic graphs using simple spectral attributes. The graphs studied in our analysis are of di erent size, and we do not need to locate correspondences. Our future plans involve studying in more detail the structure of the pattern-spaces resulting from our spectral features. Here we intend to study how support vector machines and the EM algorithm can be used to learn the structure of the pattern spaces. Finally, we intend to investigate whether the spectral attributes studied here can be used for the purposes of organising large image data-bases.
