Abstract. For the activation study of the brain, dipole localization from the scalp potential is one of the most promising techniques to realize a reasonable temporal resolution which cannot be realized in functional MR and PET. The goal of our study is to estimate inversely the electrical brain activity in the form of several dipoles from the scalp potential, using a network inversion technique. As a basic approach, we have inversely estimated several dipoles from the potential distribution on a spherical surface, in the homogeneous sphere model.
Inroduction
Nowadays, we can get the accurate information about histological distribution in the living body given by X ray-CT and MR techniques recently developed. But, the technique of visualizing the brain activity, for getting the diagnostic information especially in localizing the affected part as well as for obtaining scientific knowledge about the brain function, still has problems in spatial and temporal resolutions. To improve the temporal resolution, it seems to be effective to estimate an activity in the brain from the scalp potential, using a network inversion which is a technique for a neural network to solve inverse problems.
The goal of our study is to estimate inversely the electrical brain activity in the form of several dipoles from the scalp potential. As a basic approach, we have inversely estimated several dipoles from the potential distribution on a spherical surface, in the homogeneous sphere model (Fig.1) .
In our research, we train the network before the network inversion is performed. Redundant parameters are introduced in a dipole layer so that the network can easily learn a forward mapping in the training phase. Next, several dipoles are inversely estimated from an observed potential by using the network inversion. But, when the network inversion is done on the basis of evaluating only the output error, it leads to an inverse problem being mathematically ill-posed and has no unique solution. To avoid this ill-posedness, we have introduced a regularization term, in a wide sense(or a penalty term) to assure the existence of a unique solution by narrowing the solution space.
In addition to the above, we have supposed a consensus relation that the closer the distance between neighboring dipoles is, the closer should their vector orientations being arranged. By applying the consensus relation to 2 or 3 dipoles which are inversely estimated, we were able to evaluate the applicability of visualizing the actual brain activity, especially in the case of visual evoked potentials. Fig.2 shows the configuration of the network which would inversely estimate N dipoles from the spherical potentials. There are N neural networks to be used for inversely estimating N dipoles. These N networks are duplicated from the network which has learnt the mapping from a single dipole to the spherical potentials. In the following, we will define the n -th(
Network Inversion

The Configuration of the Network
The dipole layer n has one dipole vector ;
which is the potential to be measured by K electrodes on the sphere.
The network is trained to yield the potential which is generated by one dipole of unit magnitude.
is the magnitude of N dipoles. The potential which is generated by the n -th dipole of the magnitude n m is proportional to the one generated by the unit dipole. Therefore, it can be easily realized by multiplying 
is evaluated as a sum of the potentials which are generated by N dipoles of magnitude M .
The network inversion [1] iteratively modifies the input vector by backpropagating the mean square error between the network output and the target, supposing that the cause of the error is in the input vector. During the iteration, it can get a true input vector. In our research, the network inversion can get true several dipoles solution by modifying iteratively dipoles ( ) n D and their amplitudes, supposing that the cause of the mean square error between the total potentialT and the observed potential
The mathematical method of the network inversion is as in the following steps:
Giving random values to the dipole vectors in the N dipole layers. 2. (Calculation of the network outputs) : Each of the N networks evaluates the total potential T . The mapping from the dipole layer to the total potential layer is as follows.
where kj w and ji w are the weights connecting the hidden unit and the potential unit, the dipole unit and the hidden unit, respectively, and k b and j b are the bias weights connecting to the k th potential unit, j th hidden unit, respectively. 3. (Calculation of the error) : Calculate the mean square error between the total potential T and the observed potential O , which is generated by the solutions of N dipoles we have previously set,
where E is refferred to as the error energy function. 
where t is epoch, and η is the learning coefficient. Then return to 2.
Training Phase
A layered neural network has to learn the forward mapping before the network inversion is performed. We train the layered network with a training set of pairs -each pair consisting of a dipole vector in a sphere whose radius R is 0 . 1 , and a potential which the theoretical model (Kavanagh's model [2] ) evaluates from the dipole vector. As described previously, the norm of the dipole is 1.0.
Unknown parameters to be associated with a dipole vector in the dipole layer are the location ((
coordinates system) and the orientation ( )
. So, the dipole layer can be consisted of only 6 units. But, when the network was trained for the 6-unit case, the output error did not sufficiently reduce. This is caused by the parameters α , β being expressed in radians. The reasons are :
The theoretical model uses α , β as Therefore, it is supposed to be natural to introduce these trigonometric functions for the dipole layer. Consequently, the network inversion is performed with 6 units and 8 units supposed in the dipole layer. Fig.3 shows the forward training result. The figure shows that the error for 8-unit model is smaller than that for 6-unit. This is attributable to the fact that the network having a redundancy will easily learn the forward mapping. Therefore, the dipole layer is expanded to 8-unit. It is noted that the unit ( ) 
These relations are incorporated in the penalty term, as described later. Table 1 shows the number of the units of each layer, iteration times, and the final error. In our case, the network has learnt an upper-hemisphere with radius 0.4, and the ranges of the 8-unit of the dipole layer are as follows.
The Penalty Term
In the previous section, the parameters in the dipole layer satisfied conditions (7), (8), and (9). The solution which is inversely estimated has to satisfy these conditions. But, if the network inversion is performed without giving the dipole layer certain constraints, the solution does not satisfy these conditions. Thus, we suppose the penalty term 
By introducing this term to error energy function E , the solutions will satisfy conditions (7), (8), and (9).
The Consensus Term
In this section, the consensus term C E is defined in (15) to impose the consensus constraint between dipoles. Since the cortical activation will have a certain distribution, the consensus term among near-by dipoles will be a reasonable constraint, promoting that the inversion network might find a stable solution. Fig. 4 shows two dipoles i , j . In the figure, i O is the coordinate in the orthogonal coordinates system. 
(13) 15) where
Therefore, by introducing the penalty term P E and the consensus term C E to the error energy function, E is redefined as,
where ( )
is refferred to as the error term, P λ and C λ are coefficients of P E and C E , respectively.
Computer Simulation
Determination of P λ
In this section, the value of coefficient P λ is determined in the case of estimating 2 dipoles ( 2 = N ). As in the previously described result, P λ is determined to be a dynamic one [3] , not static. We describe the procedure as follows. In this case, we set . It is noted that though C E is not related to P λ , C E turns to be smaller.
3-Dipoles Localization
In this section, three dipoles (
) are inversely estimated under the assistance of the effect of the consensus term. The observed potential is evaluated by the theoretical model with respect to a true dipoles solution set of Fig. 6 . In the figure, the 3 dipoles
. The reason why the true dipoles are set as Fig. 6 is that the cortical activity will have certain spread, thus in most cases, near-by dipoles will have similar orientations, though in small number of cases near-by dipoles might have different orientations when the dipoles are discriminated by the fissure. 
Conclusion
The goal of our research is to estimate inversely the electrical brain activity in the form of several dipoles from the scalp potential. As a basic approach, we have inversely estimated several dipoles from the potential distribution on a spherical surface, in the homogeneous sphere model. In the training phase, by expanding input dimensions and giving the network input vector a redundancy, the network could easily learn the forward mapping. In the inversion phase, the network input vector space could be narrowed by introducing the penalty term.
It was very difficult for traditional methods [4] to localize three dipoles because of the large degrees of freedom. But by introducing a consensus term, which is supposed to models the characteristics of the cortical activity profile in the brain, the network inversion would visualize the actual brain activity, especially in the visual evoked potential cases. However, we still have many problems now, e.g., the range of the space to localize the dipoles is small, and in the inversion phase, the solution depends on initial conditions of the dipole layer indicating that the solution might have been falling into local minima. Further consideration have to be done to solve these problems. 
