A numerical algorithm integrating the 3N Cartesian equations of motion of a system of N points subject to holonomic constraints is formulated. The relations of constraint remain perfectly fulfilled at each step of the trajectory despite the approximate character of numerical integration. The method is applied to a molecular dynamics simulation of a liquid of 64 nbutane molecules and compared to a simulation using generalized coordinates. The method should be useful for molecular dynamics calculations on large molecules with internal degrees of freedom.
1. INTR~D~JCTI~N The method of molecular dynamics (MD), which has been widely used in the past for studying simple liquids and solids, has more recently been applied to molecular systems with internal degrees of freedom such as N, [l] , H,O [2] and even C,H,, [3] . In applying the MD method three problems arise: (a) the choice of a suitable mechanical model, (b) the derivation of the equations of motion of the system and (c) the choice of an efficient algorithm for the numerical integration of these equations.
In polyatomic molecules, the fast internal vibrations are usually decoupled from rotational and translational motions and can therefore be frozen by introducing a certain number of rigid bonds and angles in the skeleton of the molecule. For example, Nz becomes a rod, H,O a rigid triangle and C4H,, a nonrigid solid with one internal rotation [l, 2, 31. The classical way to treat such systems is in terms of generalized coordinates (Lagrange-Hamilton formalism), but as the number of internal degrees of freedom increases it rapidly becomes harder to write down explicitly the appropriate equations of motion.
Some time ago, Orban and Ryckaert [4] suggested the use of Cartesian equations of motion in order to describe the dynamical behavior of n-alkane chains, built up of n CH2 or CH, point units connected by n -1 rigid bonds and n -2 rigid angles between adjacent bonds. These equations are in fact the Lagrange equations of motion of the first kind [5] , in which the forces of constraint appear explicitly; the dependence of these forces on the positions and velocities of the centers of force is obtained from the relations of constraint (see Section 2 or [4] ). On integrating these equations numerically, Orban and Ryckaert obtained quite promising preliminary results. However, one difficulty remained in their approach. The constraints are satisfied exactly at some initial time, but not at later times, because in the numerical integration of a large set of coupled differential equations the computed trajectory deviates more and more from the true one as time proceeds. This is a consequence of the approximate character of the algorithm which is used, and in the present case means that the numerical values of the constrained bond lengths and angles gradually depart from their original values. It follows that after a sufficiently long time the character of the system is strongly modified. In principle, the time step can be reduced sufficiently to obtain an acceptable discrepancy in the constraints after the total time of integration, but this would be very inefficient. In order to avoid these difficulties in the numerical computations we have developed a method which is still based on Cartesian coordinates, but leads now to a trajectory in which all constraints are fulfilled exactly at each step of the integration. This is obtained without any loss of precision.
Consider a system of N interacting points subject to I holonomic constraints %(W) = 0 (k = I,..., I).
The force acting on each point can be divided into two contributions: the force Fi due to the potential energy and the force of constraint Gt due to all constraints ok involving the ith particle. Gi can be written [5] Gi = -ik X,(r) Via, , 1 where the {h,(r)} are a set of I Lagrangian multipliers depending only on time.
Let us suppose that the integration algorithm used takes into account the time derivatives of forces up to order n -2 (n is often equal to 2), and that it is equivalent to a Taylor expansion of the coordinates r(t + At) up to order (At)", where At is the time step. In order to be consistent with the integration algorithm, the derivatives of G, and hence of (A} also have to be known up to order n -2. To avoid the errors implied in the conservation of the constraints, which are accumulative, we employ a method by which the 1 relations of constraint are exactly fulfilled at time t + At.
Thus instead of solving for {hrP2' (t)}, a set of parameters (n} are obtained. In Section 2 we show that the substitution of (yk} for {h~-2) (t)} means that the calculation of coordinates at successive steps is stiI1 exact up to (dt)m, and thus can be applied in any molecular dynamics algorithm. In addition, the constraints are now automatically fulfilled.
In Section 3, we apply the procedure to the well-known algorithm used by Verlet [6] . This algorithm is particularly suitable for use with our method because the forces of constraint have not to be evaluated explicitly at time t. Their effect is obtained instead from the calculation of the set of 1 parameters {n}. The 1 equations giving them are quadratic in {y); they can be solved by an iterative process.
In Section 4 the method is applied to a liquid system of 64 n-butane molecules considered as a system of 256 CH, or CH, "particles," but subject additionally to five constraints per molecule (three rigid bonds and two rigid angles). A numerical comparison between the trajectory obtained by integration of the equations of the system in generalized coordinates, and the path obtained with the method described in Section 3, shows that for this relatively simple system the two methods are equally economic in terms of computing time.
In Section 5 an alternative iterative procedure is described that allows the constraints to be satisfied at each step without solving the equations for {n} explicitly. The method is based on successively satisfying each of the constraints and is suitable for straightforward application to large molecules with a complicated set of constraints.
The main advantage of the method introduced here is that it allows the use of equations of motion in Cartesian form in the simulation of the molecular dynamics of complex molecules, with elimination of the motion of irrelevant internal degrees of freedom. This opens the way to study complex (macro) molecular systems, where, on the one hand, the number of degrees of freedom must be reduced as much as possible and on the other hand, the use of generalized coordinates is prohibitively complicated. The application to the study of liquid n-alkanes (both pure liquid and mixtures) with arbitrary n is straightforward. In the Appendix we give explicitly the equations necessary to deal with such systems.
INTEGRATION OF THE CARTESIAN EQUATIONS OF MOTION OF AN N-POINT SYSTEM
SUBJECT TO HOLONOMIC CONSTRAINTS: METHOD OF LAGRANGIAN MULTIPLIERS Consider a system of N interacting particles. Let ri and ki be the position and the velocity of the ith particle (i = l,..., N) and let V ({r}) be the potential energy of the system. We suppose that the system is subject to I holonomic constraints:
where k is a label for the rigid bond (ij) of length dii . The 3N Lagrangian equations of motion of the first kind, in which the forces of constraint appear explicitly, are given [5] by
where Fi is the force on i resulting from the potential energy V, Gi is the force on i due to all constraints (2.1) involving i,. and h, are the Lagrangian' multipliers associated @l/23/3-8 with (sle. The 3N equations (2.2) and the 1 relations of constraint (2.1) together constitute 3N + I equations for 3N + I unknowns ({r(t)>, {h(t)}). If the initial configuration ({r,(O)}, {ii(O)]) is specified and all constraints are satisfied, the trajectory of the system is uniquely determined by (2.1) and (2.2).
Let us look for the analytical solution of the equations of motion (2.2) by writing X,(t) = f, gqt,) (t ; ,ro)" .
0
We can obviously calculate r,(t,{h(r)}) as an explicit function of the set {XCn)(l,)}. The latter, as we shall see, can easily be obtained from (2.1). With the use of (2.3) we find a Taylor expansion for the solution of (2.2) as and are the time derivative-of order s of the functions Fi and Gi computed at time t = to . In order to compute the set {hp'(t,)}, s = 0, I,..., we have merely to exploit the information contained in Eqs. (2.1). As these hold at any time, all time derivatives of (2.1) must vanish. We write the system of equations 2) are reduced to ordinary second order differential equations which can be integrated numerically [4] .
The difficulty now arises that the constraints are fulfilled only to the order in the time step which is implicit in the use of a specific algorithm, and the discrepancy will grow in time much more rapidly than linearly. To overcome this problem, we have developed a method that automatically incorporates the exact constraints (2.2), but does not introduce any additional errors in the computation of the trajectory.
Consider the case when the algorithm used involves an error in the coordinates of order (dt)m+l. In the simplest case of Taylor's expansion, this is the order of the first omitted term. If the algorithm uses the time derivatives of the forces up to order n -2, corresponding to the nth derivatives of the space coordinates, we have to compute {A(")(t,),..., A+*)(t,,)} and we will have at worst Thus, comparing again with Eq. (2.4), we see that the difference between the trajectory computed with yh(tO) and that computed with Ap-"'(to) is of O[(At)m+l]. This is of the same order as the error implicit in the algorithm, but the constraints are now perfectly fulfilled.
To make the discussion more specific, we write the value of ri(t, + dl), given by the algorithm, as the sum of two contributions: ri(rO + Ar, (h$"(t,,),..., hi?-3'(r,,), yk]) = ri'(to + At, {h$"(t,),..., hj;"-3'(to)}) + W,, + At, hi) (2.9)
such that ri' is independent of yk and 6ri is linear in ylc and depends further only on {ri(t,)}. Substituting Eq. (2.9) into (2.1), we find for the kth constraint involving the pair (i, j):
(2.10)
The 6ri are given in terms of Taylor's expansion by (Eq. (2.4)):
The resulting set of 1 equations (2.10) (one for each constraint) constitutes a matrix equation for the vector (yK}. Two remarks can be added. First, Eqs. (2.10) are nonlinear, but can be solved in a quite efficient way by iteration. This is justified for dt -+ 0 because then the terms nonlinear in yB are small. Thus the iteration procedure can be initiated by substituting {yk = 0} in all nonlinear terms, and the iteration always converges rapidly to the physical solution of the second-degree equations. Second, the method is particularly suitable and efficient for use with the simple algorithm of Verlet [6] . In this case n in Eq. (2.9) is equal to 2 and no h's have to be computed at all. In the next section we shall describe the method for this particular case in detail.
NUMERICAL INTEGRATION METHOD USING THE METHOD OF UNDETERMINED PARAMETERS
As we have already mentioned in the Introduction, our aim is to perform molecular dynamics calculations with the Cartesian equations of motion for polyatomic molecules visualized as systems of interacting point-atoms subject to rigid bonds. The method of undetermined parameters explained in the previous section has now to be combined with a specific integration scheme. In practice we have used the well-known algorithm [6] given by (h is the time step) Thus, the algorithm (3.3), (3.4) leads to the required trajectory exact up to the third order in h (as usual), but for which the constraints are now perfectly obeyed. Moreover, the {X,(O)} need no longer be evaluated: the computation of the forces of constraint at time t = 0 is now converted in the evaluation of 1 parameters (rk}. We can illustrate this last step in the procedure in the case of rigid constraints (2. I), i.e., (rj(t) -q(t))" -df' = 0, (3.6) where dij is the constant length of the (ij) pair. Following the methods already discussed we can obtain from (2.1 l),
If there are I rigid bonds ij, we have to solve a system of I quadratic equations in yk ; this can be achieved by means of the following iterative procedure. The nth iterated value {#I} is obtained by solving the linearized equations derived by substituting the (#-']} in the quadratic terms of (3.7). The process is initiated with {rkol = 0} and converges in a few steps because the quadratic terms in (3.7) are proportional to h4 and give only small contributions for the usual time steps used in molecular dynamics. In a numerical test of this method on liquid n-butane (Section 4), three or four itera-tions are sufficient to satisfy the constraints to a relative discrepancy in the displacements of order IO-lo.
In the Appendix, we give the explicit form of (3.7) for an n-point chain simulating an n-alkane; we consider the semirigid model of a chain for which all bonds between adjacent atoms of the chain and all angles between adjacent bonds are rigid, i.e., a total of (2~2 -3) rigid constraints.
Algorithm (3.3) is not self-starting; we must therefore evaluate two successive configurations of the system {r,(O)}, &(A)} . m order to initiate the integration. If ({rJO), ii(O)}) is the initial state of the system such that all constraints are satisfied, we can obtain {ri(h)} to a reasonable approximation (error in O(h3)) by applying the general method given in Section 2 to the Taylor expansion up to the second order. The method for computing the (rli} is identical to the procedure developed for the algorithm 
THE CASE OF ~-BUTANE: COMPARISON WITH INTEGRATION IN GENERALIZED COORDINATES
In order to compare our integration method in Cartesian coordinates with the classical method involving generalized coordinates, we have applied both methods to a system of 64 n-butane molecules. The model of the n-butane molecule was previously described in Ref. [3] . For present purposes we recall that the molecule is represented as a four-point system with three rigid bonds between adjacent points (C-C bonds) and two rigid angles of 109"28' between adjacent bonds (C-C-C angles). The whole system is enclosed in a cubical box with periodic boundary conditions; the density p = 0.675 g/cm3 matches that of liquid butane and the kinetic energy corresponds to a temperature of ~200°K.
Integration in Generalized Coordinates
Lagrange equations of the second kind are written in the following generalized coordinates [3] : three coordinates for the center of mass of each molecule; three Eulerian angles giving the orientation of a reference frame attached to the molecule; and one angle of internal rotation around the C-C central bond for each molecule. Those equations are integrated with the Gear algorithm used previously by Rahman and Stillinger [2] .
Integration in Cartesian Coordinates
Lagrange equations of the first kind are integrated by the method of undetermined parameters given in Section 3. These equations of motion and the equations giving the (yk} of n-butane are given in the Appendix for n-alkanes of any length.
Let {r(l)(t)} and (r(")(t)} be the trajectory of the system (256 CH, or CH2 particles) obtained, respectively, by methods 1 and 2, starting with the same initial cotiguration at t = to. ({r@)(t)} is calculated from the corresponding generalized coordinates at time t.) We define 256 xi (r,"'(t) -ri'2'(t))2/256 1'2, The calculations in each case were carried out with the same value of the time step, i.e., It = 1.95 lo-l5 set, over a period T = 1.56 lo-l3 set sufficiently long to observe an appreciable modification of the system (the normalized center of the mass velocityautocorrelation function decreases from 1 to 0.3 during this time interval). Equations Hence, after a time T, both numerical paths have diverged with a relative average discrepancy of 2.10-*. On a larger scale of time, no drift of the total energy was observed in either case. Instead, it oscillates around a stable value with an amplitude of ~10-~ of the kinetic energy. The computer times required for a single integration step were, respectively, 3.25 set in method 1 and 1.30 set in method 2 on an IBM 370/168.
Both methods seem then comparable in efficiency for an n-butane liquid. The advantage of the Cartesian method, as we mentioned earlier, is that it can be readily extended to larger n-alkanes.
AN ALTERNATIVE PROCEDUREFORCOORDINATERESETTING
The method described in Section 3 for "reseting" the coordinates by solving Eqs. (2.10) requires a matrix inversion at each step in order to compute the yk . An alternative method based on a physical picture of the process by which the constraints are corrected is described below. The procedure is valid for algorithms requiring no derivatives of the forces, such as the Verlet algorithm.
Let the kth constraint be given by ok = (ri -rj)" -df, = 0. (5.1)
In the method described in Section 3, the constraints are satisfied by adding displacement vectors 6ri to the vectors ri', which resulted from a nonconstrained time step, such that ok = 0 for {ri = ri' + 6ri). According to Eq. (3.3) the displacements are given for the Verlet algorithm by =-F tk ykrij(hA (5.2) where rij = ri -rj is the vector associated to the kth rigid bond. If We define gij = -2(4t)2 Yk , then gijrJt,J/mi is the contribution of the kth constraint to the displacement 6ri . Likewise gjirji(to)/mj is the contribution of the same constraint to the displacement 6ri . Obviously gii = gij . In a physical picture this means that constraint forces of equal magnitudes and opposite orientations are applied to the particles i and j, in the direction of the bond between i and j for the configuration of the system at time t, . Since the yk are uniquely determined, the gij are also uniquely determined. It thus follows that any convergent procedure that results in satisfying all constraints by displacements of the form while gj, = gij for all constrained pairs (i, j) and gij = 0 for all other pairs will give results equivalent to those of the method described in the previous sections.
Our alternative method, referred to as the procedure "SHAKE," is an iterative method that considers all constraints in successi0n.l Given the particle i the procedure corrects its position (and that of j) for the action of the kth constraint according to The fulfillment of the kth constraint partially destroys that of the previous constraints k' < k. Therefore the procedure is subsequently iterated until every ulc is less than a specified tolerance. As a result of the completed procedure a total correction {Sri} is obtained according to Eq. (5.3), where now gij is equal to the sum of all gij'S obtained in the successive iterations. For computational efficiency Eq. (5.6) is solved only to first order for each constraint, i.e., the term in g2 is neglected. The iterative nature of the procedure assures that each quadratic equation is finally also solved within the specified tolerance.
The procedure was compared with the matrix method for a molecular dynamics step on a single decane molecule with a time step of 4 x lo-l6 sec. Both the initial configuration {r(t,)} and the configuration (r'} after an unconstrained step were taken from the dynamics run. The relative performance of the two methods is very dependent on the required accuracy of the resetting procedure: the number of iterations required and the computer time for SHAKE resetting increase roughly proportional to the negative logarithm of the tolerance, while for the matrix method practically all the time is spent on matrix inversion and a high accuracy can be attained with little additional effort. Both methods give identical numerical results within the specified tolerance.
For a relative tolerance of lo-? in the constraints both methods used the same central processor time (90 msec on a CDC Cyber 74-16); for better accuracies the matrix method is faster, while for lower accuracies SHAKE is to be preferred. For a tolerance of IO-1a, SHAKE was roughIy twice as slow as for a tolerance of IO-'. SHAKE has the advantage of being generally applicabile also to very large molecules containing hundreds of atoms. For small molecules in accurate molecular dynamics runs, however, the matrix resetting method is to be preferred.
VI. CONCLUSIONS
In this paper, we have described an algorithm for the integration of the cartesian equations of motion of an N point system subject to holonomic constraints; the relations of constraint remain satisfied exactly at each step in the trajectory.
For liquid n-butane we have compared the method with the corresponding integration scheme in generalized coordinates. The two methods are of similar efficiency; this is expected to remain so for larger molecules. In fact, the suitable time step for the method of undetermined parameters is of the same order of magnitude as those generally chosen in other molecular dynamics studies [l, 2, 31.
For the n-butane case, the computer time per step is 2.5 times smaller in the Cartesian method although the calculation of the forces are performed once per step in both methods. The difference in the computer time is mainly due to the greater simplicity of the Cartesian method, in which all calculations are performed in a unique reference frame with a unique set of variables. For the same reason, there is no significant difference in the required storage of data used in both methods. We can therefore claim that if we add holonomic constraints to a system of N interacting free points, the numerical integration of the new equations of motion does not introduce new technical problems, the time step remains approximatively the same, and the computer time does not increase much, because the handling of the forces of constraint does not involve complicated manipulations. Apart from the calculation of these forces, the program remains exactly equivalent to that for simple liquids.
The new method would be adequate for the study of the physical properties of systems involving molecules with a large number of internal degrees of freedom, in which case the equations of motion in generalized coordinates become rather impractical.
Molecular dynamics studies of pure n-decane and n-decane-solvent mixtures are now in progress.
APPENDIX: CARTESIAN FORCES OF CONSTRAINTS FOR AN ~-POINT SEMIRIGID CHAIN @ALKANE)
The model of an n-alkane molecule is an extension of that used for n-butane [3] . It is a semirigid (linear) chain of n-CH, or CH, groups considered as interacting points: the rigidity of the chain results of (n -1) fixed bonds between adjacent groups (C-C bonds of length a = 1.53 A) and (n -2) fixed angles (C-C-C of angle 0 = 109O.28'). The internal motion of the chain results in (n -3) internal rotations around the C-C bonds. The physical forces in this system are due to all pair interactions (as Lennard-Jones interactions, for example) between groups belonging to different molecules or between groups belonging to the same molecule (from the third neighboring ones).
If we number i = 1, 2,..., n -1, n the groups from one terminal group to the other, let {r,}, (ei}, {Fi}, and {Gi} be, respectively, their positions, velocities, physical forces, and forces of constraint. All relations of constraint can be written as In order to obtain the solution of this set of (2n -3) quadratic equations in the (2n -3) {rlc} by the iterative procedure of Section 3, it is convenient to write them in the following matricial form where the kth line corresponds to the equation involving the kth constraint where A is a (2n -3, 2n -3) matrix whose elements are zero except for those given below, y is the column vector (yl , y2 ,..., Y.+~), and B is the column vector whose elements collect all terms nonlinear in y in the kth equation. 
