Results
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EchoNet-Dynamic has three key components ( Figure 1 ). First, we constructed a CNN model with 97 atrous convolutions for frame-level semantic segmentation of the left ventricle. Atrous 98 convolutions has been previously shown to perform well on non-medical imaging datasets 30 . The 99 standard human clinical workflow for estimating ejection fraction requires manual segmentation 100 of the left ventricle during end-systole and end-diastole. We generalize these labels in a weak 101 supervision approach with atrous convolutions to generate frame-level semantic segmentation 102 throughout the cardiac cycle in a 1:1 pairing with the original video. This automatic segmentation 103 improves the robustness of our model and make it more interpretable to clinicians.
105
Second, we trained a CNN model with residual connections and 3D spatiotemporal convolutions 106 across frames to predict ejection fraction. Unlike prior 3D CNN architectures for medical imaging 107 machine learning, our approach integrates spatial as well as temporal information with temporal 108 variation across frames as the third dimension in our network convolutions 25, 31, 32 . Spatiotemporal 109 convolutions, which incorporate spatial information in two dimensions as well as temporal 110 information in the third dimension has been previously used in non-medical video classification 111 tasks 31,32 , however has not been previously attempted on medical imaging given the relative 112 scarcity of video medical imaging datasets nor used for regression tasks instead of classification 113 tasks.
115
Finally, we make video-level predictions of ejection fraction for beat-to-beat estimation of cardiac 116 function. Each echocardiogram video typically includes multiple cardiac cycles, or beats, with 117 each cycle being sufficient to produce a point estimate for ejection fraction. Given variance in author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
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We worked with Stanford University and Hospitals to release our full dataset of 10,030 de-136 identified echocardiogram videos as a resource for the medical machine learning community for 137 future comparison and validation of deep learning models. To the best of our knowledge, this is 138 the largest labeled medical video dataset to be made publicly available and first large release of 139 echocardiogram data with matched labels of human expert tracings, volume estimates, and left 140 ventricular ejection fraction calculation. We expect this dataset to greatly facilitate new 141 echocardiogram and medical video based machine learning work.
143
In a test dataset not previously seen during model training, model performance on individual 144 subsampled video clips of approximately 1 second had a mean absolute error of 4.2% (95% CI 145 4.0% -4.3%), root mean squared error of 5.6% (5.7% -5.8%) and R 2 of 0.79 (95% CI 0.77 -0.81) 146 compared with the clinician report ( Figure 2) . Given that the model is agnostic to cardiac rhythm 147 disturbances, including premature atrial contractions, premature ventricular contractions, and atrial 148 fibrillation, we perform test time augmentation with beat-to-beat evaluation of ejection fraction.
149
The final model with augmentation has improved performance with mean absolute error of 4.1%, 150 root mean squared error of 5.3% and R 2 of 0.81 (95% CI 0.78 -0.82), which are within the range 151 of typical measurement variation between different clinicians. We compared EchoNet-Dynamic's 152 performance with that of several additional deep learning models that we trained on this dataset, 153 and EchoNet-Dynamic is consistently more accurate, suggesting the power of its specific 154 architecture ( Supplementary Table 1 ).
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The copyright holder for this preprint (which was not peer-reviewed) is the . https://doi.org/10.1101/19012419 doi: medRxiv preprint EchoNet-Dynamic was compared against human measurements on 55 patients prospectively 157 evaluated by two different sonographers on the same day. Each patient was independently 158 evaluated for global longitudinal strain (GLS) and ejection fraction by multiple methods as well 159 as our model for comparison ( Figure 2D ). EchoNet-Dynamic assessment of cardiac function had 160 the least variance on repeat testing (median difference of 2.6%, SD=6.4) compared to EF obtained 161 by Simpson's biplane method (median difference of 5.2%, SD=6.9, p < 0.001 for non-inferiority),
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EF from Simspon's monoplane method (median difference of 4.6%, SD=7.3 p < 0.001 for non-163 inferiority), or GLS (median difference of 8.1%, SD=7.4% p < 0.001 for non-inferiority). Of the 164 initial 55 patients, 49 patients were also assessed with a different ultrasound system never seen author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
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221
Correlating the model performance with improved clinical outcomes and health system costs will 222 also be required to determine potential impact. In addition to its application assessing left Medicine and Imaging (AIMI) and the University Privacy Office. In addition to masking of text,
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ECG information, and extra data outside of the scanning sector in the video files as described 278 All rights reserved. No reuse allowed without permission. author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
The copyright holder for this preprint (which was not peer-reviewed) is the . https://doi.org/10.1101/19012419 doi: medRxiv preprint below, each DICOM file's pixel data was parsed out and saved as an AVI file to prevent any 279 leakage of identifying information through public or private DICOM tags. Each video was 280 subsequently manually reviewed by an employee of the Stanford Hospital with familiarity with 281 imaging data to confirm the absence of any identifying information. The model was initialized with random weights, and was trained using a stochastic gradient 298 descent optimizer with a learning rate of 0.00001, momentum of 0.9, and batch size of 20 for 50 299 epochs. Our model with spatiotemporal convolutions was initialized with pretrained weights from 300 the Kinetics-400 dataset 33 . We tested three model architectures with variable integration of 301 temporal convolutions and ultimately chose decomposed R2+1D spatiotemporal convolutions as 302 the model with the best performance 31,32 . The models were trained to minimize the squared loss 303 between the prediction and true ejection fraction using a stochastic gradient descent optimizer with 304 an initial learning rate of 0.0001, momentum of 0.9, and batch size of 16 for 45 epochs. The 305 learning rate was decayed by a factor of 0.1 every 15 epochs was used during model training.
306
During training, clips of 32 frames were generated by sampled every other frame. To augment the 307 clips, all frames were padded with 12 pixels, and a random crop of the 112x112 pixel size was 308 All rights reserved. No reuse allowed without permission. author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
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