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Abstract The evolution in time of three-dimensional gravity and gravity–capillary free-surface flows generated
by a moving pressure distribution is considered. Solutions of the fully nonlinear equations in deep water are cal-
culated by boundary-integral-equation methods and marching in time. Comparisons between unsteady and steady
solutions are discussed.
Keywords Boundary-integral method · Free-surface flows · Gravity–capillary waves ·
Steady and unsteady forced waves · Time-dependent water waves
1 Introduction
The study of gravity–capillary free-surface flows generated by disturbances moving at a constant velocity is a
classical topic in fluid mechanics. Results have been obtained in both two and three dimensions. The disturbance
can be a submerged object (e.g. a submarine), a surface-piercing object (e.g. a ship or an insect) or a prescribed
distribution of pressure. The results presented in this paper are qualitatively independent of the type of disturbance
and we shall restrict our attention to distributions of prescribed pressure.
Often steady solutions are sought in a frame of reference moving with the disturbance (see [1]). Analytical results
can then be derived by assuming that the magnitude of the disturbance is small and by linearising the equations
around a uniform stream. However, it is found that when waves are present, the solutions of the resulting linear
equations are non-unique, unless a radiation condition is imposed. This condition requires that there is no energy
coming from infinity. Rayleigh [2] showed that a convenient way to impose the radiation condition is to introduce
some dissipation μ in the dynamic boundary condition, solve the problem and then take the limit as μ → 0. The
dissipation coefficient μ is known as the Rayleigh viscosity.
Steady two- and three-dimensional fully nonlinear solutions have been computed by using boundary-integral-
equation methods [1,3–8]. One important question is how to impose the radiation condition in the nonlinear regime.
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In the case of pure gravity flows (i.e., in the absence of surface tension), the radiation condition implies that the
waves (if present) are behind the disturbance and that the free surface is essentially flat at some distance in front of
the disturbance. This is relatively easy to impose numerically, by forcing the slope and/or the curvature of the free
surface to be zero at the mesh points in front of the disturbance which are further away from the disturbance [1].
The case of gravity–capillary free-surface flows is much harder because there are now waves both at the front and
at the back of the disturbance. The role of the radiation condition is then to select which of the waves are at the front
and which are at the back of the disturbance. This is not easy to impose numerically, even in the two-dimensional
case; see [9,10] for calculations describing these difficulties and for ways to overcome them.
In previous work we developed a method to impose numerically the radiation condition for fully nonlinear three-
dimensional gravity–capillary free-surface flows [6]. The idea was to use in the fully nonlinear regime the technique
used by Rayleigh for linear problems. In other words we solved numerically the nonlinear equations with a small
Rayleigh viscosity μ included in the dynamic boundary condition. Solutions with μ = 0 are then unique and satisfy
the radiation condition. However, the trains of waves are damped because the Rayleigh viscosity μ is different from
zero. It is therefore of interest to seek alternative methods that lead to solutions satisfying the radiation condition
but without damping. In this paper we show that a way to achieve this goal is to solve the time-dependent problem.
This is one of the motivations for the calculations presented in this paper.
Much progress on the numerical modelling of three-dimensional time-dependent free-surface flows has been
achieved over the years. For a recent review, see [11]. In most of these previous studies the effect of surface tension
was neglected. Here we develop an algorithm where the influence of surface tension is included in the dynamic
boundary condition. It is based on a boundary-integral-equation method coupled with marching in time. For sim-
plicity we restrict our attention to water of infinite depth. Our results extend previous studies in which gravity was
included but the effect of surface tension neglected.
The formulation of the problem and the numerical procedure are described in Sect. 2. The results are presented
in Sect. 3.
2 Formulation and numerical scheme
We consider a three-dimensional distribution of pressure moving at a constant velocity U at the surface of a fluid of
infinite depth. The fluid is assumed to be inviscid and incompressible and the flow to be irrotational. We choose a
frame of reference moving with the pressure distribution. We introduce Cartesian coordinates x, y, z with the z-axis
directed vertically upwards and z = 0 on the undisturbed level of the free surface. The x-axis is in the opposite
direction of the velocity U and we denote by z = ζ(x, y, t) the equation of the free surface. We use an Eulerian
formulation in a frame of reference moving with the pressure distribution.
The velocity potential ϕ(x, y, z, t) satisfies Laplace equation
∇2ϕ = 0, x, y ∈ R, z < ζ(x, y, t), (1)
in the flow domain. At infinity we require the flow to approach a uniform flow with constant velocity U in the x
direction by writing
ϕ → U x, as x2 + y2 + z2 → ∞. (2)
We denote by  = ϕ − U x the perturbation potential, which also satisfies the Laplace equation (1) and decays
to 0 at infinity in view of (2).
On the free surface, z = ζ(x, y, t), the full nonlinear kinematic condition and the dynamic boundary condition
are applied. In the moving Eulerian frame of reference, these conditions are
ζt + Uζx + (v · ∇)(ζ(x, y, t) − z) = 0, (3)
φt + Uφx + 12 (v · v) + gζ +
p
ρ
− T
ρ
⎡
⎣ ζx√
1 + ζ 2x + ζ 2y
⎤
⎦
x
− T
ρ
⎡
⎣ ζy√
1 + ζ 2x + ζ 2y
⎤
⎦
y
= 0, (4)
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where φ(x, y, t) = (x, y, ζ(x, y, t)), v = ∇ is the fluid velocity, T is the constant coefficient of surface tension,
g is the acceleration due to gravity and ρ is the fluid density.
We introduce dimensionless variables by using U as the unit velocity and L (the length of the support of the
pressure distribution) as the unit length.
We solve the problem by a boundary-integral-equation method coupled with marching in time. The boundary-
integral-equation method is similar to that used in [1], [4–8] for the steady case. Therefore we shall only describe
it briefly and the reader is referred to these papers for further details.
We apply Green’s theorem to  and the free-space Green function of Laplace’s equation,
G = 1
4π
1
((x − x∗)2 + (y − y∗)2 + (z − z∗)2)1/2 , (5)
in a domain whose surface S consists of a hemisphere of large radius, centred at the middle of the pressure dis-
turbance, bounded by the free surface (except for a small hemisphere around the point P∗(x∗, y∗, z∗) on the free
surface SF ). Then we take the limit as this radius tends to infinity. We obtain
− 2π(x∗, t) =
∫
S
(
(x, t)
∂
∂n
(
1
|x − x∗|
)
− ∂
∂n
(x, t)
1
|x − x∗|
)
dS, (6)
where x = (x, y, z) and the point x∗ = (x∗, y∗, z∗) is on the free surface. Here we use the unit outward normal at
P(x, y, z)
n = (−ζx ,−ζy, 1)
(ζ 2x + ζ 2y + 1)1/2
.
We treat the singularities in the integral (6) by following the analysis used in the steady case by Pa˘ra˘u and
Vanden-Broeck [1], Landweber and Macagno [12] and Forbes [3]. We add and subtract the null term
(x∗, t)
∫
S
∂
∂n
(
1
|x − x∗|
)
dS
to make the first integral in (6) non-singular, then we project it onto R2, the plane Oxy, to obtain
− 2π(x∗, t) =
∫
R2
((x, t) − (x∗, t))ζx (x − x
∗) + ζy(y − y∗) − (ζ − ζ ∗)
|x − x∗|3 dxdy
−
∫
R2
(ζ 2x + ζ 2y + 1)1/2
|x − x∗|
∂
∂n
(x, t)dxdy. (7)
At a given time we know  and ζ . We substitute these values in (7) and solve for ∂
∂n
(x, t). We can then calculate ζt
and φt from (3) and (4). The values of  and ζ at the next time step are then obtained by marching in time. Details
are given below.
The discretization involves a regular grid with n points in the x-direction, truncating (−∞,∞) and m points
in the y-direction, truncating (0,∞). The uniform mesh sizes on the x- and y-axes are denoted by δx and δy. It
should be noted that the grid points move with the speed of the pressure distribution, so the pressure will always be
centred at (0,0).
The remaining singularity in the second term of the integral in (6) is removed as in the steady case, by adding
and subtracting an appropriate quantity that can be evaluated in closed form; see [1,3].
All the integrals are calculated by using the trapezoidal rule with a sum over the mesh points and are evaluated
at the midpoints. Four-point finite-difference and interpolation formulae are used where needed.
The linear system to be solved by a direct method can be written in the form AU = B with the notation
U = (U1, . . . , UN ), where UI = ∂
∂n
(i, j),
for I = (i − 1)m + j, i = 1, . . . , n, j = 1, . . . , m and N = nm.
123
294 E. I. Pa˘ra˘u et al.
The boundary conditions (3)–(4) can be rewritten as
ζt = −ζx + n, z = ζ(x, y), (8)
φt = −φx − 12
[(
∂
∂n
)2
+ (1 + ζ
2
x )φ
2
y + (1 + ζ 2y )φ2x − 2ζxζyφxφy
1 + ζ 2x + ζ 2y
]
− ζ
F2
− εP + β
⎡
⎣ ζx√
1 + ζ 2x + ζ 2y
⎤
⎦
x
+ β
⎡
⎣ ζy√
1 + ζ 2x + ζ 2y
⎤
⎦
y
. (9)
Here
F = U√
gL
and β = T
ρU 2 L
.
Similar equations in a moving Eulerian frame of reference have been derived by other authors [13,14], but their
work neglects the surface tension that we include here.
After computing ∂
∂n
(x, t), we can find the shape of the free surface and the velocity potential at the next time
step by marching in time, i.e.,
ζ(x, t + δt) ≈ ζ(x, t) + δtζt (x, t), φ(x, t + δt) ≈ φ(x, t) + δtφt (x, t).
To do so we use a predictor-corrector method, with an intermediary step. For some solutions the stepping in time
was performed using the fourth-order Runge–Kutta method, to check the predictor-corrector method and very good
agreement was found.
At each time step we also impose the following far-field boundary conditions at the first and last row in the
x-direction and the last row in the y-directions
ζ1 j = 0, φ1 j = 0, ζn, j = 2ζn−1, j − ζn−2, j , φn, j = 0, ζi,m = 2ζi,m−1 − ζi,m−2, φim = 0.
Here we use the notation ζi j = ζ(xi , y j ), φi j = φ(xi , y j ), ζi j = ζ(xi , y j ) etc.
The dimensionless pressure distribution which models the disturbance, is chosen as
P(x, y) =
{
e
1
x2−1 +
1
y2−1 , |x | < 1 and |y| < 1,
0, otherwise.
(10)
Longuet-Higgins and Cokelet [15] found that in their two-dimensional problems, the free-surface profile may
develop, after some time, a saw-tooth instability. A similar problem occurred in some of our computations and we
then used the smoothing described in [15] to remove the instability. Also there are some disturbances which become
visible at the upstream boundary, due to numerical errors accumulating there. Here we remove these disturbances
by using a sponge or an absorbing beach on a narrow strip near the upstream boundary; see [11] and [16] for details.
3 Results
We used the scheme of Sect. 2 to compute solutions for various values of the parameters. We checked the accuracy
of the results by varying the time step δt , and the spatial grid intervals δx and δy.
We first validate our numerical approach by calculating solutions in the absence of surface tension. A typical
free-surface profile for F = 0.7 is shown in Fig. 1 for three different times. The Kelvin wake with the two wave sys-
tems of divergent and transverse waves is seen behind the pressure distribution. As t → ∞, the solutions approach
steady profiles. To confirm this, we compare in Fig. 2 a steady solution, computed using the algorithm described in
Pa˘ra˘u and Vanden-Broeck [1], with an unsteady solution calculated after a large number of time steps. A very good
agreement is found between the divergent and the transverse wave systems. This demonstrates that steady solutions
satisfying the radiation condition can be obtained as the long time behaviour of time-dependent solutions. There is
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Fig. 1 Time-dependent forced gravity waves. In this computa-
tion we have used n = 60, m = 20, δx = δy = 0.6, δt = 0.1.
The magnitude of the pressure is ε = 0.1
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Fig. 2 Time-dependent and steady forced gravity waves for
F = 0.7. In the upper part of the figure (y > 0) we plotted the
time-dependent solution at the time t = 10.8. In this computa-
tion we have used n = 60, m = 20, δx = δy = 0.6, δt = 0.1.
In the lower part of the figure (y < 0) we plotted the steady
solution
a slight difference in the amplitudes of the solutions, with the time-dependent algorithm overpredicting them. This
could be improved by decreasing δx and δy.
Next we present new results when both the effects of gravity and surface tension are included in the dynamic
boundary condition.
We introduce our time-dependent solutions by recalling the basic properties of steady solutions; see [4,17,18]
for more details. We introduce the parameter
α = β
F2
. (11)
It can be shown that linear waves can only occur on the free surface when α < 1/4. It is then necessary to impose
the radiation condition to calculate steady solutions. As explained in the introduction, this can be achieved by
introducing a small Rayleigh viscosity μ.
When α > 1/4, there are no waves and the free-surface profiles are symmetric in x with respect to x = 0 (for
distributions of pressure having the same symmetry). No radiation condition needs to be imposed in that regime.
For the two-dimensional theory, see [17], for numerical computations, [19, pp. 457–468], for early results and [18]
for a review of the subject. Numerical results in the three-dimensional case are presented in [4] and [5]. We shall
refer to the range α > 1/4 as the regime of strong surface tension.
We first describe our results for time-dependent gravity–capillary solutions in a region of strong surface tension
(i.e., for α > 1/4). In Fig. 3, solutions are shown for F = 1 and β = 2. Then α = 2 > 1/4 (see (11)). We present
the time-dependent solutions at three different times and we observe that a steady depression begin to forms below
the support of the pressure. There is another unsteady wave in front of the pressure distribution which travels faster
than the pressure distribution.
We compare in Fig. 4 a steady gravity–capillary solution computed using the algorithm described in [5], with
a time-dependent gravity–capillary wave solution obtained at t = 10.8. It can be observed that, neglecting the
unsteady wave which has detached from the pressure distribution, the solutions near the support of the pressure
distribution are very similar. This is confirmed further by drawing the centrelines of these time-dependent solutions
at various times and of the steady solution (see Fig. 5).
Our numerical scheme can be used to investigate the effect of varying the parameters β and F . For example in
Figs. 6 and 7 three solutions are plotted at the same time but for different values of F . Here β = 2. As F increases,
we observe that the depth of the depression under the pressure distribution increases. The time-dependent waves
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Fig. 3 Time-dependent forced gravity–capillary waves for
β = 2, F = 1 at different times t = 2.4, 6 and 10.8 (top/mid-
dle/bottom). In this computation we have used n = 60, m =
40, δx = δy = 0.6, δt = 0.1. Only half of the solutions
(y > 0) are plotted
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Fig. 4 Time-dependent forced gravity–capillary waves at t =
10.8 and steady forced gravity–capillary waves (lower part of
the graph) for β = 2, F = 1. Only half of the solutions (y > 0)
are plotted
Fig. 5 Centreline
z = ζ(x, 0) of the
time-dependent forced
gravity–capillary waves at
different times (solid lines)
and steady forced
gravity–capillary waves
(dashed line) for
β = 2, F = 1
−15 −10 −5 0 5 10
−8
−6
−4
−2
0
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t=2.4
t=6
t=10.8
steady
in front of the pressure distribution are seen to detach slower as F increases. Their amplitude is increasing with F .
A similar analysis can be performed by keeping F constant and varying β.
We now turn our attention to the case of weak surface tension (i.e., α < 1/4). We can then expect to find waves
on the free surface since the velocity U at which the pressure distribution moves is greater than the minimum phase
velocity of linear waves.
A linear analysis of the wave pattern was developed by Yih and Zhu [20] and Chen [21]. It is found that there is
a set of capillary waves ahead of the moving pressure and two different sets of waves behind the moving pressure.
One set of waves behind the moving pressure corresponds to the traditional Kelvin wake with transverse waves
and divergent waves. These waves are mostly dominated by gravity, but they are also affected by capillarity. They
have much larger wavelengths than the waves in front of the pressure distribution, so it is very difficult to capture
both sets of waves with a uniform grid. The other set of waves behind the pressure distribution is mostly dominated
by the capillarity. As the velocity of the moving pressure approaches the minimum phase velocity of linear waves,
the divergent waves from the Kelvin pattern disappear. The angle of the region within which the transverse waves
behind the pressure are confined increases from Kelvin’s angle, classically 38◦56′, and tends to 180◦.
We observed this variation of the angle behind the moving pressure and the influence of surface tension on the
wavelength of the waves behind the pressure (see Figs. 8, 9). In these figures, we kept F = 0.7 and we increased
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Fig. 6 Time-dependent forced gravity–capillary waves at a
fixed time (t = 10.8) for β = 2 and various F : 1, 1.5 and
2 (top/middle/bottom). Only half of the solutions (y > 0) are
plotted
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Fig. 7 Centreline ζ(x, 0) of the time-dependent forced grav-
ity–capillary waves at a fixed time (t = 10.8) for different
values of F , where β = 2
β from 0 to 0.1. In Fig. 8 the three-dimensional solutions are plotted, after a long time has passed so that they are
essentially steady. In Fig. 9 the transverse cuts of the solutions at a fixed location behind the pressure are presented.
In Fig. 10, where the centrelines in x-direction of the solutions are plotted, the variation of the wavelength of the
transverse waves with β can be observed and it is found that it decreases as β increases.
We also compare in Figs. 11–14 the steady gravity–capillary solutions obtained by Pa˘ra˘u et al. [6] using the
Rayleigh viscosity μ with an unsteady solution computed with the present algorithm. In this case the parameters
are F = √3 and β = 0.6, so we are close to the minimum phase velocity since α = 0.2, and we are in the
strong-surface-tension regime. In these computations the pressure distribution is chosen as
P(x, y) =
{
εe
25
x2−25 +
25
y2−25 , |x | < 5 and |y| < 5,
0, otherwise,
where ε = 0.1, in order to compare the unsteady solutions with the previously computed steady solutions.
We observe the capillary waves forming and developing in front of the pressure distribution. In the upper half
of Fig. 11 the artificial viscosity in the steady problem is relatively high (μ = 0.1), while in the upper half of the
Fig. 12 it is decreased to μ = 0.05. In both figures the lower half show the unsteady solution at t = 72. We can
observe that the agreement between the steady and unsteady solutions improves as μ decreases.
This can also be observed in Fig. 13 (for μ = 0.1) and Fig. 14 (for μ = 0.05), where only the centreline of the
solutions in the x-direction is presented. The solid line is the centreline of the solution obtained with the unsteady
algorithm, while in both cases the dashed line represent the solution obtained with the steady algorithm from [6].
The agreement between the solutions is very good under the support of the pressure.
Our findings show that there are two ways to compute steady gravity–capillary solutions when α < 1/4. The first
is to solve directly the steady equations by iterations (see [6]). It is then necessary to introduce a small dissipation μ
to satisfy the radiation condition. This gives good results but with a damping of the waves. The alternative approach
presented in this paper is to solve the time-dependent problem and to find numerically the long time behaviour. The
advantage is that there is no damping of the waves.
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Fig. 8 Surfaces of time-dependent forced gravity–capillary waves at a fixed time (t = 24) for F = 0.7 and various β. In these
computations we have used n = 60, m = 40, δx = δy = 0.2, δt = 0.05. As β increases no divergent waves are observed. The waves
behind the pressure are no longer confined within the Kelvin angle of 38◦56′
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Fig. 9 As Fig. 8. Transverse cuts at x = 3.8 in the y-direction
of time-dependent forced gravity–capillary waves at a fixed
time (t = 24) for F = 0.7 and various β. The waves behind
the pressure are no longer confined within the Kelvin angle
38◦56′
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Fig. 10 Centrelines in x-direction of time-dependent forced
gravity–capillary waves at a fixed time (t = 24) for F = 0.7
and various β. The wavelength of the transverse waves behind
the pressure is decreasing as β increases
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Fig. 11 Time-dependent and steady forced gravity–capillary
waves for F = √3, β = 0.6. In the upper part of the figure
(y > 0) the steady solution is shown with μ = 0.1, while in the
lower part (y < 0) the unsteady solution is shown at t = 72
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Fig. 12 Time-dependent and steady forced gravity–capillary
waves in infinite depth for F = √3, β = 0.6. In the upper
part of the figure (y > 0) the steady solution with μ = 0.05 is
shown, while in the lower part (y < 0) the unsteady solution
at t = 72 is shown
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Fig. 13 Centreline z = ζ(x, 0) of the unsteady gravity–capil-
lary waves at t = 72 (solid line) and steady gravity–capillary
waves (dashed line) for F = √3, β = 0.6. The Rayleigh vis-
cosity is μ = 0.1
−20 −15 −10 −5 0 5 10 15 20
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
x
z
Fig. 14 Centreline ζ(x, 0) of the unsteady gravity–capillary
waves at t = 72 (solid line) and steady gravity–capillary waves
(dashed line) for F = √3, β = 0.6. The Rayleigh viscosity is
μ = 0.05
4 Conclusion
We have presented a time-dependent method to study the fully-nonlinear unsteady gravity–capillary free-surface
flows. The algorithm uses a boundary-integral method coupled with marching in time. Free-surface flows generated
by a moving disturbance have been computed. Both gravity and surface tension were introduced in the dynamic
boundary condition. Steady solutions satisfying the radiation condition have been obtained as the long-time behav-
iour of unsteady flows. In particular, we recovered for strong surface tension the steady solutions computed by
Pa˘ra˘u et al. [5]. We also recovered steady solutions for weak surface tension. These solutions had been calculated
before by Pa˘ra˘u et al. [6]. However, these previous calculations used a Rayleigh viscosity to satisfy the radiation
condition. The present solutions were obtained without introducing any dissipation. In future we plan to investigate
the stability of fully localised solitary waves solutions; see [4]. We also plan to generalise the algorithm to calculate
time-dependent interfacial three-dimensional gravity–capillary flows.
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