Oriented cohomology theory on Deligne-Mumford stacks by Sun, Peng
Oriented cohomology theory on
Deligne-Mumford stacks
Dissertation
zur Erlangung des akademischen Grades eines
Doktors der Naturwissenschaften (Dr.rer.nat.)
von
Peng Sun
geboren in China
vorgelegt beim Fachbereich Mathematik
der Universita¨t Duisburg-Essen
Campus Essen
Essen 2014
Betreuer
Prof. Dr. Marc Levine
Gutachter
Prof. Dr. Marc Levine
Prof. Dr. Jerzy Weyman
Datum der mündlichen Prüfung 
Vorsitz
Prof. Dr. Jochen Heinloth
30. Juni 2014
Introduction
Motivations
In [14], Quillen introduced the notion of an oriented cohomology theory on the cat-
egory of differentiable manifolds. The crucial observation of Quillen is that the complex
cobordism theory MU∗ is the universal cohomology theory among all oriented cohomology
theories. In particular, the universality of MU∗ comes from the universal formal group law,
where the formal group law Ffgl(u, v) ∈ A∗(pt)[[u, v]] associated to an oriented cohomology
theory A∗ is defined as the expression of the first Chern class c1(L⊗M) of a tensor product
of line bundles as a power series in c1(L) and c1(M) by the following formula
c1(L⊗M) = Ffgl(c1(L), c1(M)).
Quillen’s theory of complex cobordism was extended to the algebraic setting by Levine
and Morel in [11]. They consider the category Smk of smooth quasi-projective k-schemes
with a fixed ground field k. They first consider cobordism cycles on a k-scheme of finite
type, then they impose axioms (Dim), (Sect) and (FGL) on the cobordism cycles functor,
giving rise to the theory of algebraic cobordism. (Dim) is just the usual dimension condi-
tion on cohomology theory, (Sect) is the classical cobordism and (FGL) gives the formal
group law on algebraic cobordism.
We observe that the fact that algebraic cobordism is an oriented cohomology theory is
highly non-trivial. In particular, a lot of technical results are needed to prove localization
sequence, the projective bundle formula and above all, Gysin pullbacks for l.c.i. morphisms.
The main result of Levine and Morel is the following:
Theorem 0.1 (Theorem 7.1.3 in [11]). Assume k admits resolution of singularities.
Then there exists a the universal oriented cohomology theory on Smk, the theory of algebraic
cobordism, denoted Ω∗.
Together with the following two theorems, we get interesting results on K0 and Ch
∗.
Theorem 0.2 (Theorem 7.1.4 in [11]). Assume k admits resolution of singularities.
The canonical morphism Ω∗ → K0[β, β−1] of oriented cohomology theories on Smk induces
an isomorphism
Ω∗ ⊗L Z[β, β−1]→ K0[β, β−1].
Theorem 0.3. Suppose that k has characteristic zero. Then the canonical morphism
Ω∗ad := Ω
∗(X)⊗L∗ Z→ Ch∗
induced from Ω∗ → Ch∗ is an isomorphism.
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In particular, these theorems tell us that Ch∗ is universal among oriented cohomology
theories with additive formal group laws, while K0[β, β
−1] is universal among oriented
cohomology theories with multiplicative and periodic formal group laws.
Essentially due to Quillen’s observation, there is another theorem that tells us informa-
tion about the algebraic cobordism with rational coefficients, i.e., by applying the twisting
construction we can get algebraic cobordism out of Ch∗.
Theorem 0.4. Let k be a field that admits resolution of singularities. Then the canon-
ical morphism
Ω∗ → Ω∗ad[t](t)
is an isomorphism after ⊗Q.
Overview of the thesis
The main theme of the thesis is to prove similar results in the setting of Deligne-
Mumford stacks.
In Chapter 1 we give the basic definitions and main examples we are interested in. The
notion of an oriented Borel-Moore homology theory is introduced since it’s defined on the
category DMk of Deligne-Mumford stacks, while an oriented cohomology theory is mainly
defined on SmDMk, the category of smooth Deligne-Mumford stacks. Similar as the case
of schemes, Chow groups functor is the main example of our theory. We recall the basic
definition of rational Chow groups and the proper push-forward, smooth pullback, together
with Gysin pullback, and various compatibilities from [17]. With slight modifications, we
are able to show certain l.c.i. pullback for an oriented theory.
Since we don’t find a nice reference for the proof of projective bundle formula, we give
a detailed proof of projective bundle formula in case of Deligne-Mumford stacks by using a
result of Kresch [9, Proposition 4.5.2-Proposition 4.5.5] on stratifications by global quotient
Deligne-Mumford stacks. The extended homotopy property, just like the case of schemes,
follows from the localization sequence and projective bundle formula.
In chapter 2, we first establish an equivalence of categories between oriented Borel-
Moore homology theories and oriented cohomology theories on SmDMk. We introduce
the first Chern class operator and show the elementary properties of c˜1, thus we can talk
about the formal group law on any theory A∗.
In section 2, we talk about Chern classes and Whitney product formula.
In section 3, we have to introduce an axiom (Complete), which turns out to be a
major difference from the case of schemes. Namely, the theory on schemes is automatically
complete but not on Deligne-Mumford stacks. In particular, Ch∗ always satisfies the axiom
(Complete).
In section 4, we introduce Todd classes and show its elementary properties. Todd
classes lie in the heart of Grothendieck-Riemann-Roch and also the idea of twisting, which
is exactly the topic of the last section of this chapter.
In chapter 3, we generalize two Riemann-Roch type theorems of Panin in [13]. Let
ϕ : A∗ → B∗ be a morphism of two oriented cohomology theories on SmDMk, i.e., a
natural transformation of the underlying functor, we would like to know when ϕ commutes
with push-forward. The answer is positive for strongly projective morphisms when ϕ sends
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first Chern class of A∗ to first Chern class of B∗, and even for projective morphisms if both
A∗ and B∗ satisfy the axioms (Complete) and (Extended FGL).
The proof of this theorem, just like the case of the schemes, is consisted of two steps.
The case of a closed immersion employs deformation to the normal cone first to reduce
to the case of an imbedding into the projective bundle of the normal bundle, then splitting
principle and induction allows us to reduce to the case of a line bundle. Then it is just a
direct computation.
The case of projections are consisted of two parts : projections to a point and projective
space bundle to the underlying space. The crucial lemma is the computation of the push-
forward of the diagonal imbedding. Then we do the explicit computation and use induction
to see that ϕ sends basis of A to basis of B. For the case of projective space bundle, we
have to make use of formal group law to make a change of basis.
For the second theorem, under some assumptions, we can find a Todd class operator
T˜ dτ such that
fB(T˜ dτ (TY ) ◦ ϕ(x)) = T˜ dτ (TX) ◦ ϕ(fA(x))
for any x ∈ A∗(Y ).
In chapter 4, we first use a Chern character map and the first Riemann-Roch the-
orem to deduce the universality of K0[β, β
−1] among oriented cohomology theories with
multiplicative and periodic formal group law, and K̂0[β, β
−1] among oriented cohomology
theories with multiplicative and periodic formal group law, which are also complete.
On the other hand, Edidin and Graham proves the following isomorphism with rational
coefficients :
K̂0(X)→ Ch∗(X)Q.
This result, together with Adams operation and the twisting construction, allows us to
prove the universality of Ch∗ among additive and complete theories.
Finally, we can apply the twisting construction to Ch∗ to get rational algebraic cobor-
dism.
Notations and Conventions
Unless otherwise mentioned, we work over a fixed ground field k.
An algebraic stack is an algebraic stack over k in the sense of [10], while a Deligne-
Mumford stack is an algebraic stack in the sense of [17], in other words an algebraic stack
that admits an etale surjective morphism from a scheme. We always assume the stack is
of fine type over k.
We will denote by DMk the category of separated stacks of finite type over Spec k.
SmDMk will then represent the full subcategory of DMk consisting of stacks smooth over
Spec k.
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CHAPTER 1
Definitions and examples of oriented cohomology theories
1. Oriented cohomology theories and oriented Borel-Moore homology theories
In this section we introduce the notions of oriented cohomology theory and Borel-
Moore oriented homology theory for Deligne-Mumford stacks following [11] with only minor
modifications.
Definition 1.1. Let V be a full subcategory of DMk. V is said admissible if it satisfies
the following conditions
(1) Spec k and the empty scheme ∅ are in V .
(2) If Y → X is a smooth morphism in DMk with X ∈ V , then Y ∈ V .
(3) If X and Y are in V , then so is the product X ×Spec k Y .
(4) If X and Y are in V , so is X∐Y .
In the following definition R∗ will denote the category of commutative, graded rings
with unit. Let us also recall that a functor A∗ : Vop → R∗ is said to be additive if A∗(∅) = 0
and for any pair (X, Y ) ∈ V2 the canonical ring map A∗(X∐Y )→ A∗(X)× A∗(Y ) is an
isomorphism. We also let V ′ denote the subcategory of V whose morphisms are proper.
Definition 1.2. Let f : X → Z, g : y → Z be morphisms in V , giving the cartesian
square
W
g′ //
f ′

X
f

Y
g // Z
We say that f and g are transverse in V if
(1) The fiber product W is in V .
(2) TorOZq (OY ,OX) = 0 for all q > 0.
Specifically, if V = SmDMk, we require that W is smooth with the condition that
dimkW = dimkX + dimkY − dimkZ.
Definition 1.3. Let V be an admissible subcategory of DMk. An oriented cohomology
theory on V is given by
(D1). An additive functor A∗ : Vop → R∗.
(D2). For each proper morphism f : Y → X in V of relative codimension d, a
homomorphism of graded A∗(X)-modules:
f∗ : A∗(Y )→ A∗+d(X) .
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Observe that the ring homomorphism f ∗ : A∗(X) → A∗(Y ) gives A∗(Y ) the
structure of an A∗(X)-module.
These satisfy
(A1). One has (IdX)∗ = IdA∗(X) for any X ∈ V . Moreover, given proper morphisms
f : Y → X and g : Z → Y in V , with f of relative codimension d and g of relative
codimension e, one has
(f ◦ g)∗ = f∗ ◦ g∗ : A∗(Z)→ A∗+d+e(X) .
(A2). Let f : X → Z, g : y → Z be transverse morphisms in V , giving the cartesian
square
W
g′ //
f ′

X
f

Y
g // Z
Suppose that f is proper of relative dimension d (thus so is f ′). Then g∗f∗ = f ′∗g
′∗.
(PB). Let E → X be a rank n vector bundle over some X in V , O(1) → P(E)
the canonical quotient line bundle with zero section s : P(E) → O(1). Let 1 ∈
A0(P(E)) denote the multiplicative unit element. Define ξ ∈ A1(P(E)) by
ξ := s∗(s∗(1)) .
Then A∗(P(E)) is a free A∗(X)-module, with basis (1, ξ, ...., ξn−1).
(EH). Let E → X be a vector bundle over some X in V , and let p : V → X be an
E-torsor. Then p∗ : A∗(X)→ A∗(V ) is an isomorphism.
(Weak Localization). For any D-M stack X in V with closed sub-stack Y and com-
plement U , the excision sequence A∗Y
i∗→ A∗X j
∗→ A∗U is exact. Here i, j are just
the inclusions.
A morphism of oriented cohomology theories on V is a natural transformation of func-
tors Vop → R∗, it is called an oriented morphism of oriented cohomology theories if fur-
thermore it commutes with the maps f∗.
Definition 1.4. Let V be an admissible subcategory of DMk. An oriented Borel-
Moore homology theory on V is given by
(D1). An additive functor A∗ : V ′ → Ab∗.
(D2). Pull-back maps as homomorphism of graded groups exist for any regular
local immersion or smooth morphism.
(D3). An element 1 ∈ A0(Speck) and, for each pair (X, Y ) of objects in V , a bilinear
graded pairing
A∗(X)⊗ A∗(Y )→ A∗(X ×Speck Y )
u⊗ v 7→ u× v
called the external product, which is associative, commutative and admits 1 as
unit element.
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These satisfy
(BM1). One has Id∗X = IdA∗(X) for any X ∈ V if we view IdX as either a smooth
morphism or a regular local immersion. Moreover, given composable regular local
immersions i1,i2, we have (i1i2)
∗ = i∗2i
∗
1, the same holds for composable smooth
morphisms p1, p2.
We also require that: given a smooth morphism p : X → Z and a regular local
immersion i : Z → X such that pi = Id∗Z , then i∗p∗ = Id.
(BM2). Let f : X → Z, g : Y → Z be transverse morphisms in V . Suppose that
f is proper and that g is an regular local immersion or smooth morphism, giving
the cartesian square
W
g′ //
f ′

X
f

Y
g // Z
Note that f ′ is proper and g′ is a regular immersion or smooth morphism. Then
g∗f∗ = f ′∗g
′∗.
Given the cartesian square
W ′
p′ //
i′

X ′
i

Y
p // Z ′
where i, i′ regular local immersions, p, p′ smooth, then p′∗i∗ = i′∗p∗.
(BM3). Let f : X ′ → X and g : Y ′ → Y be morphisms in V . If f and g are proper,
then for u′ ∈ A∗(X ′) and v′ ∈ A(Y ′) one has
(f × g)∗(u′ × v′) = f∗(u′)× g∗(v′) .
If f and g are regular local immersions or smooth morphisms, then for u ∈ A∗(X)
and v ∈ A∗(Y ) one has
(f × g)∗(u× v) = f ∗(u)× g∗(v) .
(PB). For L → Y a line bundle on Y ∈ V with zero-section s : Y → L, define the
operator
c˜1(L) : A∗(Y )→ A∗−1(Y )
by c˜1(η) = s
∗(s∗(η)). Let E be a rank n + 1 vector bundle on X ∈ V , with
projective bundle q : P(E)→ X and canonical quotient line bundle O(1)→ P(E).
For i ∈ {0, ...., n}, let
ξ(i) : A∗+i−n(X)→ A∗(P(E))
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be the composition of q∗ : A∗+i−n(X)→ A∗+i(P(E)) with c˜1(O(1))i : A∗+i(P(E)→
A∗(P(E))). Then the homomorphism
n∑
i=0
ξ(i) :
n⊕
i=0
A∗+i−n(X)→ A∗(P(E))
is an isomorphism.
(EH). Let E → X be a vector bundle of rank r over X ∈ V , and let p : V → X be
an E-torsor. Then p∗ : A∗(X)→ A∗+r(V ) is an isomorphism.
(Weak Localization). For any D-M stack X in V with closed sub-stack Y and com-
plement U , the excision sequence A∗Y
i∗→ A∗X j
∗→ A∗U is exact. Here i, j are just
the inclusions.
Remark 1.5. By [11, Section 5.2.4], a consequence of (Weak Localization) and other
axioms of oriented Borel-Moore homology theory is the so called cellular decomposition
axiom.
(CD). For integers r,N > 0, let W = PN ×Speck ... ×Speck PN (r factors), and let pi :
W → PN be the i-th projection. Let X0, ...., XN be the standard homogeneous coordinates
on PN , let n1, ...., nr be non negative integers, and let i : Z → W be the subscheme defined
by
∏r
i=1 p
∗
i (XN)
ni = 0. Suppose that Z is in V . Then i∗ : A∗(Z)→ A∗(W ) is injective.
A morphism of oriented Borel-Moore homology theories on V is a natural transforma-
tion of functors V ′ → Ab∗ which respects the element 1 and commutes with the external
product. It is called an oriented morphism if it commute with maps f ∗.
Lemma 1.6. If a regular immersion or a smooth morphism f : X → Y can be factored
as a regular local immersion i followed by a smooth morphism p, then f ∗ = i∗p∗.
Proof. Note that if pi and p are smooth, we have the conclusion that i is also smooth.
Recall that a local embedding just means a representable unramified morphism of finite
type. Then if pi and p are both local embeddings, we know that i is a local embedding.
But we know by assumption that p is smooth, pi is regular, so i is also regular.
Then the lemma is true because of (BM1) for composable maps.

Lemma 1.7. If a morphism f : X → Y can be factored as a regular local immersion
i : X → Z ×Speck Y followed by the projection p : Z ×Speck Y → Y , for some smooth DM
stack Z over k, then i∗p∗ is independent of the factorization for an Oriented Borel-Moore
homology theory . We set f ∗ = i∗p∗.
Proof. Suppose Z,Z ′, i1, p1, i2, p2 gives different factorizations, we just need to show
i∗1p
∗
1 = i
∗
2p
∗
2.
We just consider the following commutative diagram and use the previous lemma to-
gether with (BM1) for composable smooth morphisms.
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X
i1
!!
i2
))
(i1,i2)
%%
Y × Z × Z ′
q

p
//
r
''
Z ′ × Y
p2

Z × Y p1 // Y

Definition 1.8. We call f in the previous lemma a strongly local complete intersection
morphism. We usually denote it by strong l.c.i. morphism for short.
Lemma 1.9. Let f : X → Y and g : Y → Z be two strong l.c.i morphisms. Then gf is
still a strong l.c.i. morphism and (gf)∗ = f ∗g∗.
Proof. Suppose W,W ′, i1, p1, i2, p2 gives factorizations for f and g.
We consider the following commutative diagram.
X
##
i1 // Y ×W
p1

// Z ×W ′ ×W

Y
i2 //
''
Z ×W ′
p2

Z
This gives (gf)∗ the desired factorization of a regular local immersion followed by
a smooth projection. Note that the commutative square in the diagram is a cartesian
diagram, then (gf)∗ = f ∗g∗ follows from definition of f ∗ and (BM2).

Remark 1.10. From above lemmas, we can get a simpler but weaker version of an
oriented Borel-Moore homology theory. Namely, we have only strong l.c.i. morphisms
and proper morphisms, satisfying the usual compatibilities between functorial pull-back
and push-forward. Since in particular, we would like to apply the theory to arbitrary
morphisms between smooth DM stacks.
Lemma 1.11. Leg f : X → Y be an arbitrary morphism between smooth DM stacks .
Then f is a strong l.c.i. morphism.
Proof. We have the obvious graph inclusion ofX intoX×Y followed by the projection
into Y .
We are left to show that the graph inclusion γf = (1, f) is a regular local immersion.
Consider the following commutative diagram:
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X
γf //
idX
##
X × Y
p1

X
By [17, Lemma (1.3)], γf is representable since idX is representable. We are again in
the same situation where p1 is smooth, idX is a regular embedding. This implies that γf
is a regular local immersion. 
Remark 1.12. Specifically, we have (gf)∗ = f ∗g∗ in an oriented Borel-Moore homology
theory for f : X → Y and g : Y → Z where X, Y, Z are all smooth.
In the previous definition the abbreviations (PB) and (EH) stands respectively for
projective bundle formula and extended homotopy property. The morphisms f ∗ are called
pull-backs, while the morphisms f∗ are called push-forwards.
2. Recollection on Chow groups of Deligne-Mumford stacks
By a Deligne-Mumford stack, we mean an algebraic stack in the sense of [17] and [2].
In this section we recall some constructions of Chow groups for a Deligne-Mumford stack
and prove some elementary properties in the sense of [8]. These give examples of Oriented
Borel-Moore homology theories.
2.1. Chow groups for Deligne-Mumford stacks.
Definition 2.1. Let X be a D-M stack. A cycle of dimension n on X is an element of
the free abelian group Zn(X) generated by all integral closed sub-stacks of dimension n.
Set
Z∗(X) =
⊕
n
Zn(X).
The group of rational equivalences on X is
W∗(X) =
⊕
n
Wn(X)
where
Wn(X) =
⊕
G
k(G)∗.
The direct sum is taken over all integral sub-stacks G of X of dimension k + 1.
By restricting Z∗ and W∗ to the etale site of a D-M stack X, we get two sheaves on X,
denoted by Z∗ and W∗. Here the groups of global sections of W∗ and Z∗ coincide with the
W∗(X) and Z∗(X) defined above. There is a morphism of sheaves
∂ : W∗ → Z∗.
Hence we get a homomorphism
∂X : W∗(X)→ Z∗(X).
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Definition 2.2. The Chow group Ch∗(X) of X is the cokernel of ∂X . We also get the
rational Chow group Ch∗(X)Q of X by ⊗Q.
Let us also recall the definition of a quasi-coherent sheaf on a Deligne-Mumford stack.
Definition 2.3. A quasi-coherent sheaf F on X consists of the following data.
(i) For each atlas(an etale surjective morphism U → X), a quasi-coherent sheaf FU on
U .
(ii) For each morphism ϕ : U → V between atlases, it induces an isomorphism of of
sheaves FU → ϕ∗FV which satisfies the cocycle condition.
A coherent sheaf resp. vector bundle is a quasi-coherent sheaf F where FU is coherent
resp. coherent and locally free.
2.2. Flat pullback and proper push-forward. In this section, we review the con-
struction of Gillet and Vistoli [17] on flat pullback and proper push-forward.
Definition 2.4. Let f : X → Y be a separated dominant morphism of integral DM
stacks.
Define
deg(X/Y ) = deg(X ×Y V/V )
if f is representable and V → Y is an atlas of Y .
Define
deg(X/Y ) = deg(U/Y )/deg(U/X)
in general and U → X is an atlas of X.
The following lemma and proposition on properties of degree are from [17] , Section 1.
Lemma 2.5. The degree is well defined. If f : X → Y and g : Y → Z are separated
dominant morphisms of integral stacks, then
deg(X/Z) = deg(X/Y )deg(Y/Z).
For a DM stack X, let IX denote the inertia group stack of X see [Definition1.12] [17],
By [Lemma 1.13][17], IX → X is finite. Let δ(X) = deg(IX/X), i.e. δ(X) is the order of
the automorphism group of a general geometric point of X.
Proposition 2.6. Let f : X → Y be a separated dominant morphism of integral stacks,
then
deg(X/Y ) = δ(Y )/δ(X)[k(X) : k(Y )].
Now we can use degree to define flat pullback and proper push-forward.
Definition 2.7. Let f : X → Y be a morphism of DM stacks.
(i) If f is flat, we define the flat pullback
f ∗ : Z∗(Y )→ Z∗(X)
by f ∗[Y ′] = [Y ′ ×Y X] for any closed integral sub-stack Y ′ of Y .
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(ii)If f is proper(not necessarily representable), the proper push-forward
Z∗(X)Q → Z∗(Y )Q
is defined by f ∗[X ′] = deg(X ′/Y ′)[Y ′] where X ′ is an integral sub-stack of X and Y ′ is
its image in Y .
Proposition 2.8. The flat pullback and proper push-forward pass to rational equiva-
lence. Thus we get flat pullback
f ∗ : Ch∗(Y )→ Ch∗(X)
and proper push-forward
f∗ : Ch∗(X)Q → Ch∗(Y )Q.
Totether with the lemma and proposition before, we see that Ch∗ is a contravairant functor
for flat morphisms, and a covariant functor for proper morphisms.
Lemma 2.9. Given a cartesian square as follows.
W
g′ //
f ′

X
f

Y
g // Z
Here f is a proper morphism of stacks and g is flat. Then
g∗f∗ = f ′∗g
′∗ : Ch∗(X)Q → Ch∗(Y )Q
Proof. These are [3.6-3.9] in [17]. 
Definition 2.10. For i : D ↪→ X an inclusion of effective Cartier divisor, suppose Y
is a closed integral sub-stack of dimension n. We define D · Y as follows: if Y * D, D
restricts to a Cartier divisor i∗D on Y , we set the associated Weil divisor of j∗D as D · Y
in Chn−1(D); if Y ⊆ D, D ·Y is the class in Chn−1(D) represented by [C], for any effective
Cartier divisor C on Y such that OY (C) is isomorphic to i∗OX(D). Then we can define a
pullback i∗ : Ch∗(X)→ Ch∗−1(D) by
i∗(Y ) = D · Y
and extend linearly.
3. Localization sequence, Projective bundle formula and the extended
homotopy property
By mimicking Fulton’s proofs in [8] chapter 1-3, we would like to prove the exactness
of the localization sequence, the projective bundle formula and the extended homotopy
property hold for Ch∗ in this section.
Since the push-forward maps are only defined for rational Chow groups (in case the
morphism is not representable), from now on we only use Chow groups with rational
coefficients in order to make the whole theory work. We omit the Q from the notation for
convenience.
3. LOCALIZATION SEQUENCE, PROJECTIVE BUNDLE FORMULA AND THE EXTENDED HOMOTOPY PROPERTY9
In case of Deligne-Mumford stacks, most of the properties are exactly the same as in
the case of schemes. Here we just list the main ingredients below while going through the
proof of localization sequence.
The localization property we will prove is:
(Loc)For any D-M stack X with closed sub-stack Y and complement U , the excision
sequence ChkY
i∗→ ChkX j
∗→ ChkU → 0 is exact. Here i, j are just the inclusions.
The proof is the same as for schemes, using:
(i)The sequence ZkY
i∗→ ZkX j
∗→ ZkU → 0 is exact. This follows from the very
definitions of X, Y, U, and i∗, j∗.
(ii)R(W¯i) = R(Wi) for W sub-stacks of U . Here R(Wi) denotes groups of rational
functions on Wi and W¯i is the closure in X.
See the proof of Proposition 1.8 in [8].
3.1. Projective bundle formula. The projective bundle formula is:
(PB) For L→ Y a line bundle on Y with zero-section s : Y → L, define the operator
c˜1(L) : Ch∗(Y )→ Ch∗−1(Y )
by c˜1(η) = s
∗(s∗(η)). Let E be a rank n+ 1 vector bundle on X where X is a D-M stack,
with projective bundle q : P(E) → X and canonical quotient line bundle O(1) → P(E).
For i ∈ {0, ...., n}, let
ξ(i) : Ch∗+i−n(X)→ Ch∗(P(E))
be the composition of q∗ : Ch∗+i−n(X) → Ch∗+i(P(E)) with c˜1(O(1))i : Ch∗+i(P(E) →
Ch∗(P(E))). Then the homomorphism
n∑
i=0
ξ(i) :
n⊕
i=0
Ch∗+i−n(X)→ Ch∗(P(E))
is an isomorphism.
We first give a proof in case of schemes. Let X be a scheme of finite type over a ground
field.
Proposition 3.1. Let p : E → X be a trivial vector bundle of rank n, i.e. E = X×An.
Then the flat pull-back
p∗ : Ch∗(X)→ Ch∗+n(E)
is surjective for all k.
Proof. We may assume n = 1 and continue inductively. See the proof of [8, Proposi-
tion 1.9]

Proposition 3.2. (PB) hold for trivial vector bundles.
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Proof. In case of a trivial bundle E = On+1X , we have P(E) = PnX , and O(1) is the
invertible sheaf with q∗O(1) the OX-module generated by X0, ..., Xn.
Now everything is essentially a consequence of elementary properties and computations
of Chern classes of explicit vector bundles.
We show injectivity by constructing an inverse of
n∑
i=0
ξ(i) :
n⊕
i=0
Ch∗+i−n(X)→ Ch∗(P(E))
which we denote by
n∏
i=0
σ(i) : Ch∗(P(E))→
n⊕
i=0
Ch∗+i−n(X)
where σ0 := q∗(c˜1(O(1))n . We then define inductively
σm := q∗(c˜1(O(1))n−m(Id−
m−1∑
j=0
c˜1(O(1))jq∗σj)).
We can verify that
n∑
i=0
ξ(i)
n∏
i=0
σ(i) = Id
. See [Lemma 3.5.3] in [11] for example.
For surjectivity, we use induction. n = 0 is trivial.
Denote in−1 : Pn−1X → PnX ; let j : AnX → PnX be the open complement.
We consider the following commutative diagram, first arrow the evident inclusion,⊕n−1
i=0 Ch∗+i−n+1(X) //∑n−1
i=0 ξ
(i)

⊕n
i=0Ch∗+i−n(X)∑n
i=0 ξ
(i)

Ch∗(Pn−1X )
in−1∗ // Ch∗(PnX)
Since j∗(O(1)) is the trivial bundle, it follows that
j∗ξ(i) = 0
for i > 0.
Using the localization sequence
Chk(Pn−1X )→ Chk(PnX)
j∗→ Chk(AnX)→ 0,
we see that
∑n
i=0 ξ
(i) is surjective if
p∗ = j∗ξo : Ch∗−n(X)→ Ch∗(AnX)
is. That was shown in the previous proposition. 
Remark 3.3. The proof of injectivity actually works for arbitrary vector bundles.
3. LOCALIZATION SEQUENCE, PROJECTIVE BUNDLE FORMULA AND THE EXTENDED HOMOTOPY PROPERTY11
Proposition 3.4.
n∑
i=0
ξ(i) :
n⊕
i=0
Ch∗+i−n(X)→ Ch∗(P(E))
is surjective, thus an isomorphism.
Proof. For any vector bundle E we can find a closed subscheme Y of X such that
the complement U is an open set over which E is trivial. Using Noetherian induction and
(Loc), it suffices to prove it for X = U , which is shown in the previous proposition.

In the next step, we’d like to show projective bundle formula for global quotient Deligne-
Mumford stacks of the form X = [V/G] where V is a scheme and G is a group scheme over
the ground field acting on V .
Lemma 3.5. All the vector bundles on X = [V/G] is of the form [EV /G] where EV is
a vector bundle on V .
Proof. V ×X V ⇒ V → X gives a presentation of X where G acts on V . Suppose E
is a vector bundle on X. We consider the following G-equivariant cartesian diagram
EV

// E

V // X
Then EV ×E EV ⇒ EV → E gives the presentation of E with G acting on EV , this
presentation gives exactly the stack [EV /G]. 
Proposition 3.6. Let X = [V/G], E be a vector bundle on X. We have an isomor-
phism
n∑
i=0
ξ(i) :
n⊕
i=0
Ch∗+i−n(X)→ Ch∗(P(E))
Proof. From the previous lemma, we can identify P(E) with [P(EV )/G].
By [4, Proof of Theorem 3] we can interpret Ch∗(P(E)) as invariant Chow groups of
schemes, which we denote by Ch∗(P(EV ))G and
⊕n
i=0Ch∗+i−n(X) as
⊕n
i=0Ch∗+i−n(V )
G.
Then, the proposition follows from the projective bundle formula of schemes and the
fact that G-action of EV is induced from G-action of V . See the following diagram.
G× EV

// EV

G× V // V

The following proposition is taken from [9, Proposition 4.5.2-Proposition 4.5.5]. We
use it for the proof of surjectivity of (PB).
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Proposition 3.7. Every Deligne-Mumford stack Xadmits a stratification by global
quotient Deligne-Mumford stacks, i.e.,there exists a stratification of Xred by locally closed
sub-stacks Ui, here for each i,Ui is isomorphic to a stack of the form [Vi/Gi] where Vi is a
quasi-projective scheme and Gi is an algebraic group acting on Vi.
Remark 3.8. By our definition of Chow groups, Xred and X have the same Chow
groups which vanish for i < 0 and i > dimX.
We establish a lemma first which will be used for injectivity of (PB).
Lemma 3.9. For α in Ch∗+i−n(X), we always have
q∗ξ(i)(α) = 0, i < n
and
q∗ξ(i)(α) = α, i = n.
Proof. We can see that q∗ξ(i) sends Ch∗+i−n(X) to Ch∗(X). We may assume S to be
the integral sub-stack of dimension s representing α. Let f be the embedding f : S → X.
We have q∗ξ(i)(α) = f∗(q∗ξ
(i)
S (α)), here ξ
(i)
S we mean pulling back E to S. But ξ
(i)
S (α))
lies in Chs+iS = 0.
For i = n, we first notice
q∗ξ(n)(α) = m · α
where m is a rational number. To compute m, we may restrict to an open sub-stack of
X which is a global quotient [V/G]. Then all the computations are exactly the same as
the case of schemes as long as we remember that there is always a group action on E and
P(E) induced by the action on base scheme. There we have m = 1.

Theorem 3.10. (PB) holds for any Deligne-Mumford stack X.
Proof. We prove surjectivity first using localization sequence. By Proposition 3.7,
we may choose a sub-stack which contains the generic point in the stratification. Take
Y = X/U to be the closed complement.
Consider the following commutative diagram with exact rows⊕n
i=0Ch∗+i−n(Y )
i

//
⊕n
i=0Ch∗+i−n(X)∑n
i=0 ξ
(i)

//
⊕n
i=0Ch∗+i−n(U)
j

// 0

Ch∗(P(EY )) // Ch∗(P(E)) // Ch∗(P(EU)) // 0
We know j is surjective by the previous case and i is surjective by noetherian induction.
This gives surjectivity.
For injectivity, suppose we have (α0, ......, αn) goes to 0. We apply the lemma to deduce
αn = 0. Then we apply the lemma inductively to get αi = 0, for 0 ≤ i ≤ n.

3.2. The extended homotopy property. For the extended homotopy property, we
have the following proposition.
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Proposition 3.11. (EH)Let E → X be a vector bundle of rank n over some X , and
let p : V → X be an E-torsor. Then p∗ : Ch∗(X)→ Ch∗+n(V ) is an isomorphism.
Proof. Let F be the sheaf of sections of F , and F∨ be the dual. An affine bundle is
described as follow:
0→ F → E pi→ OX → 0
and V := pi−1(1) is the sheaf of sections of V .
Consider the dual sequence:
0→ OX → E∨ → F∨ → 0.
Denote by p : P(E∨)→ X and q : P(F∨)→ X , and the inclusion i : P(F∨)→ P(E∨). The
complement of P(F∨) in P(E∨) is isomorphic to V .
We have a localization sequence
Ch∗+n(P(F∨) i∗→ Ch∗+n(P(E∨) j
∗→ Ch∗+nV → 0.
There is also an obvious short exact sequence
n−1⊕
i=0
Ch∗+i+1(X)
κ→
n⊕
i=0
Ch∗+i(X)
µ→ Ch∗X → 0.
By projective bundle formula for P(F∨) and P(E∨), we have isomorphisms between Ch∗+n(P(F∨)
and
⊕n−1
i=0 Ch∗+i+1(X), Ch∗+n(P(E∨) and
⊕n
i=0Ch∗+i(X). By 5-lemma, it’s enough to
show the commutativity of the two short exact sequences below:
Ch∗+n(P(F∨)∑n−1
i=0 ξ
(i)

i∗ // Ch∗+n(P(E∨)∑n
i=0 ξ
(i)

j∗ // Ch∗+nV
p∗

// 0
⊕n−1
i=0 Ch∗+i+1(X)
κ //
⊕n
i=0Ch∗+i(X)
µ // Ch∗X // 0
Note that j∗O(1) = O and we also have c˜1(O) = 0 and commutativity of j∗ and c˜1.
This establishes the commutative square on the right.
For the commutativity of the left square: We need to show c˜1(OE(1))j◦p∗ = i∗c˜1(OF (1))j−1◦
q∗ for j ≥ 1, this could be achieved inductively from the case j = 1. This follows from the
fact that OE(1)has a section vanishing precisely on P(E∨).
4. Pull-back for regular local immersions
Let f : X → Y be a regular local immersion of codimension d, and g be a morphism
T → Y , where T is a pure dimensional DM stack. We form the cartesian diagram
W
f ′ //
g′

T
f

X
f // Y
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Here g′ is still a local immersion. Let CW/T be the normal cone to W in T , N = g′∗NX/Y
the pullback of the normal bundle to X in Y . There is a natural closed embedding of CW/T
into N . Let s : W → N be the 0-section of N . Let s∗ : Ch∗(N)→ Ch∗(W ) be the inverse
of the pull-back isomorphism for a vector bundle on a D-M stack.
Define the intersection product
(X.T ) ∈ Chk−d(W )
by
(X.T ) = s∗[CW/T ].
If Z is a D-M stack and Z → Y a morphism. Let y be a cycle on Y , y = ∑imi[Ti]
for sub-stacks Ti of Y . Set V = X ×Y Z and Wi = X ×Y Ti, we denote hi : Ti → V the
natural embedding.
Definition 4.1. The Gysin homomorphism
f ∗ : Z∗(Z)→ Ch∗(V )
is defined by
f ∗(y) =
∑
i
mihi∗(F.Ti).
The following theorems are due to Vistoli in Section 3 and Section 4, [17].
Theorem 4.2. Let f : X → Y be a regular local immersion of D-M stacks. If Z → Y
is a morphism of D-M stacks. Then the Gysin homomorphism
f ∗ : Z∗(Z)→ Ch∗(V )
passes to rational equivalence.
We also call the resulting homomorphism
f ∗ : Ch∗(Z)→ Ch∗(V )
the Gysin homomorphism.
Theorem 4.3. Consider a fiber diagram of D-M stacks
X ′
p //

X //

F
f

Y ′
q // Y // G
where f is a regular local embedding of stacks.
(i) If q is proper, then
f ∗q∗ = p∗f ∗ : Ch∗(Y ′)→ Ch∗(X).
(ii) If q is flat, then
f ∗q∗ = p∗f ∗ : Ch∗(Y )→ Ch∗(X ′).
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Theorem 4.4. Let be two f1 : F1 → G1 f2 : F2 → G2 be two regular local embeddings.
Consider the fiber diagram of D-M stacks below
Z //

X2 //

F2
f2

X1 //

Y //

G2
F1
f1 // G1
Then
f ∗1 f
∗
2 = f
∗
2 f
∗
1 : Ch∗(Y )→ Ch∗(Z).

Remark 4.5. (Ch∗ as an oriented Borel-Moore homology theory on DMk.) To get an
oriented Borel-Moore homology theory on DMk, we first need to see that external product
exist, which is exactly the same as in the case of schemes, see [Section 1.10] in [8].
From the very constructions and all the theorems of our pull-back, push-forward, Gysin
pull-back for regular local immersions, we see that (BM1)(BM2)(BM3)(PB)(EH) are all
satisfied. (Weak Localization), as a consequence of (Loc), is also satisfied.
Remark 4.6. From the very definitions and constructions, we see that they all agree
with the usual case of schemes when we require our Deligne-Mumford stack to be a scheme,
see [8] chapter 1-3 to compare with the definions there.

CHAPTER 2
Properties of oriented cohomology theories
1. Formal group laws on DMk
By a formal group law we mean a commutative 1-dimensional formal group law. In
this section we will produce formal group laws out of an oriented cohomology theory or
an oriented Borel-Moore homology theory. Before doing that, we first show how to get an
oriented cohomology theory out of an oriented Borel-Moore homology theory.
Let A∗ be an oriented Borel-Moore homology theory on SmDMk. For Y in SmDMk
of pure dimension d over k, let An(Y ) = Ad−n(Y ). Then we extend to any Y ∈ SmDMk
linearly over the connected components of Y . Y being smooth, we know that
δY : Y → Y ×k Y
is a regular embedding, so we can define a product on A∗(Y ) by
a ∪Y b : δ∗Y (a× b).
This makes A∗(Y ) into a commutative graded ring with unit 1Y , natural with respect to
pullbacks.
Similarly, for any morphism f : Z → Y in SmDMk, the graph embedding
(IdZ , f) : Z → Z × Y
makes A∗(Z) into a graded A∗(Y )-module by
a ∪f b : (IdZ , f)∗(a× b).
Conversely, if A∗ ia a cohomology theory on SmDMk, let A∗ be the corresponding
homological grading, An(X) = A
dimX−n(X). Define the external product by
a× b := p∗1(a) ∪ p∗2(b).
Definition 1.1. Let p : X → Spec k be a strongly l.c.i. morphism, X ∈ V . Define the
fundamental class of X, 1X ∈ A∗(X) by 1X = p∗X(1), where 1 ∈ A0(k) is the unit element.
Proposition 1.2. The operations A∗ → A∗, A∗ → A∗ gives equivalences of the cate-
gory of oriented Borel-Moore homology theories on SmDMk with the category of oriented
cohomology theories on SmDMk.
Proof. Suppose we are given an oriented Borel-Moore homology theory first. Most
of the properties of oriented cohomology theory are routinely checked using properties of
external product and the observation that any morphism X → Y in SmDMk is strongly
l.c.i. . To show that A∗ is an oriented cohomology theory on SmDMk, we need to show
that
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1. If f : Y → X is a proper morphism in SmDMk of relative dimension d, then the
push-forward f∗ : A∗(Y )→ A∗−d(X) is A∗(X)-linear.
2. For a line bundle p : L → X on X ∈ SmDMk, the Chern class endomorphism
c˜1 : A
∗(X) → A∗+1(X) is given by cup product with s∗(s∗(1X)) where s : X → L is the
zero section.
These two facts follow just from the definition and properties of oriented Borel-Moore
homology theory. We omit the details here. See the proof of [11] [Proposition 5.2.1].
On the other hand, given an oriented cohomology theory A∗ on SmDMk. Since all
the morphisms in SmDMk are strongly l.c.i., we get axioms of OBM homology theory
from OCT immediately except (BM3). For (BM3), we have the factorization (f × g)∗ =
(f × idY ′)∗ ◦ (idX × g)∗ and then we use (A1) and (A2).

Remark 1.3. For SmDMk, by [11] [Proposition 5.2.1], (CD) is a consequence of all
the axioms without (Weak Localization) in the definition of an oriented Borel-Moore
homology theory.
Lemma 1.4. Let A be an oriented Borel-Moore homology theory on some admissible
subcategory V of DMk. Take X ∈ V, L → X a line bundle with sheaf of sections L.
Let s : X → L a section such that the induced map ×s : OX → L is injective, and let
i : D → X be the divisor defined by s = 0. Suppose that D is in V. Then c˜1 = i∗i∗
Proof. Note first that i∗ is well defined since it is a regular embedding. Let s0 : X → L
be the zero section. Both s and s0 are regular embeddings. We show first
s∗0 = s
∗ : A∗(L)→ A∗−1(X).
We define the map s(t) : X × A1 → L defined by s(t) = ts + (1 − t)s0 where A1 has
parameter t. Note that
(s(t), IdA1) : X × A1 → L× A1
is a regular embedding, hence s(t) is strongly l.c.i. morphism.
Let i0, i1 : X → X × A1 be the sections with value 0, 1, it follows from (EH) that
i∗0 = i
∗
1. Then
s∗0 = i
∗
0s(t)
∗ = i∗1s(t)
∗ = s∗.
Next we consider the cartesian square
D
i

i // X
s0

X
s // L
By (BM2),
s∗s∗0 = i∗i
∗.
But we already have s∗0 = s
∗. This finishes the proof.

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Proposition 1.5. Let A be an oriented Borel-Moore homology theory on some admis-
sible subcategory V of DMk. We have the following properties:
1.(Sect) For any smooth D-M stack Y , any line bundle on Y and any section s of L
which is transverse to the zero section of L, one has
c˜1(1Y ) = i∗(1Z)
where Z is defined by s = 0 and i : Z → Y is the resulting closed immersion.
2. Let L be a line bundle on some X ∈ V. If f : Y → X is a smooth morphism in V,
then
c˜1(f
∗L) ◦ f ∗ = f ∗ ◦ c˜1(L).
If f : Y → X is a proper morphism in V, then
c˜1(L) ◦ f∗ = f∗ ◦ c˜1(f ∗L).
3. If L,M are line bundles on X ∈ V, then
c˜1(L) ◦ c˜1(M) = c˜1(M) ◦ c˜1(L).
4. Let X, Y ∈ V, and L → X be a line bundle on X. For α ∈ A∗(X), β ∈ A∗(Y ), we
have
c˜1(L)(α)× β = c˜1(p∗1L)(α× β)
where p1 is just the first projection from X × Y → X.
5. Let A be an oriented Borel-Moore homology theory on some admissible subcategory V
of DMk. Take X ∈ V, L→ X a line bundle that admits a section s of L which is transverse
to the zero section of L, i : Z → Y is the closed immersion and Z is defined by s = 0. Then
the image of c˜1 : A∗(X)→ A∗−1(X) is contained in the image of i∗ : A∗−1(Z)→ A∗−1(X)
Proof. The property (1) follows from the previous lemma and functoriality of pull-
back.
(2) follows from (BM1) and (BM2) applied to the transverse cartesian diagram
Y
f∗s

f // f ∗L
fL

X
s // L
(3) follows from (BM2) applied to the transverse cartesian diagram
X
sL

sM // L
s˜M

X
s˜L // L
⊕
M
(4) follows from (BM3).
(5) follows from the previous lemma since
c˜1(x) = i∗(i∗(x))
for any x ∈ A∗(X).
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
The following theorems are taken from [11] Section [4.1] and [5.2] once we only consider
Deligne-Mumford stacks that are already schemes.
Theorem 1.6. There is a unique power series
FA(u, v) =
∑
i,j
ai,ju
ivj ∈ A∗(k)[[u, v]]
with ai,j ∈ Ai+j−1(k), such that, for any integers n > 0,m > 0 we have in the endomor-
phism ring of A∗(Pn × Pm):
FA(c˜1(pr
∗
1(γn)), c˜1(pr
∗
x(γm))) = c˜1(pr
∗
1(γn)⊗ pr∗2(γm)).
Moreover, (A∗(k), FA(u, v)) is a commutative formal group law. Here γi denotes O(1) on
Pi.
Theorem 1.7. Let A be an oriented Borel-Moore homology theory on some admissible
subcategory V of Schk. Then for any smooth quasi-projective scheme Y and any L,M line
bundles on Y , one has
FA(c˜1(L), c˜1(M))(1Y ) = c˜1(L⊗M)(1Y ) ∈ A∗(Y ).
Here FA is the power series in theorem 1.6.
Remark 1.8. If we can apply Jouanolou’s trick for smooth Deligne-Mumford stacks,
i.e., there exist a vector bundle E → Y of rank r, and a torsor pi : T → Y under E → Y such
that T is an affine and smooth scheme with finite group action, we can show the same result
for DMk directly by reducing everything to projective spaces as in the case of 1.6 and then
the result follows from the theorem, namely: For A be an oriented Borel-Moore homology
theory on some admissible subcategory V of DMk. Y is a smooth Deligne-Mumford stack
and L,M any line bundle on Y , one has
FA(c˜1(L), c˜1(M))(1Y ) = c˜1(L⊗M)(1Y ) ∈ A∗(Y ).
Where FA is the power series in 1.6.
We conlcude this section with the following definitions concerning formal group laws.
Definition 1.9. Let A∗ be an oriented cohomology theory on SmDMk.
(1) We say that A∗ is ordinary if there is a formal group law FA(u, v) = u + v such
that
FA(c˜1(L), c˜1(M))(1Y ) = c˜1(L⊗M)(1Y ) ∈ A∗(Y )
for L,M line bundles on Y ∈ SmDMk.
(2) We say that A∗ is multiplicative if there is a formal group law FA(u, v) = u+v−buv
for some b ∈ A−1(k); moreover, if b is a unit, we say A∗ is periodic.
2. Chern classes in an OBM homology theory
In this section, A∗ will be an oriented Borel-Moore homology theory on some admissible
subcategory V of DMk.
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Let us recall (PB) first. For L→ Y a line bundle on Y ∈ V with zero-section s : Y → L,
define the operator
c˜1(L) : A∗(Y )→ A∗−1(Y )
by c˜1(η) = s
∗(s∗(η)). Let E be a rank n + 1 vector bundle on X ∈ V , with projective
bundle q : P(E)→ X and canonical quotient line bundle O(1)→ P(E). For i ∈ {0, ...., n},
let
ξ(i) : A∗+i−n(X)→ A∗(P(E))
be the composition of q∗ : A∗+i−n(X) → A∗+i(P(E)) with c˜1(O(1))i : A∗+1(P(E) →
A∗(Proj(E))). Then the homomorphism
n∑
i=0
ξ(i) :
n⊕
i=0
A∗+i−n(X)→ A∗(P(E))
is an isomorphism.
We consider
c˜i(E) : A∗(X)→ A∗−i(X)
for i ∈ {0, ...., n, n + 1}, with c˜o(E) = 1, and satisfying the equation below as homomor-
phisms A∗(X)→ A∗−1(P(E)):
n+1∑
i=0
(−1)ic˜1(O(1))n+1−i ◦ q∗ ◦ c˜i(E) = 0.
By the isomorphism in (PB), any element in A∗−1(P(E)) corresponds to a unique element
in
∑n
i=0 ξ
(i) :
⊕n
i=0A∗+i−n−1(X) via the map
∑n+1
i=0 (−1)ic˜1(O(1))n+1−i ◦ q∗, so c˜i(E) are
uniquely determined. The homomorphisms c˜i(E) are called the i-th Chern class operator
of E.
Theorem 2.1. The Chern class operators satisfy the following properties:
(1) Given vector bundles E → X and F → X on X ∈ V one has
c˜i(E) ◦ c˜j(F ) = c˜j(F ) ◦ c˜i(E)
for all i, j.
(2) For any line bundle L, c˜1(L) agrees with the one given in (PB) which occurs in
an oriented B-M homology theory.
(3) For any smooth equi-dimensional morphism Y → X in V and any vector bundle
E → X over X, one has
c˜i(f
∗(E)) ◦ f ∗ = f ∗ ◦ c˜i(E).
(4) For a short exact sequence of vector bundles over X,
0→ E1 → E2 → E3 → 0.
Then for any positive integer n one has the following equation in End(A∗(X))
c˜n(E2) =
n∑
i=0
c˜i(E1)c˜n−i(E3).
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(5) For any proper morphism Y → X in V, and any vector bundle E → X over X
one has
c˜i(E) ◦ f∗ = f∗ ◦ c˜i(f ∗E).
Moreover, the Chern class operators are characterized by (1− 4).
To prove the theorem, we first establish the following lemmas that are essentially from
[11, Lemma 4.1.18-4.1.19]. Only the proof of Lemma 2.2 differs from there.
With all these lemmas, the proof of the theorem is exactly the same as the proof of
[11, Proposition 4.1.15] where one uses splitting principle and naturality of c˜i.
Lemma 2.2. Let A∗ be an oriented B-M homology theory. Let X ∈ V, let D1, D2, ....., Dn
be effective Cartier divisors on X such that ∩ni=1Di = Ø. Let L1, ...., Ln be line bundles on
X, and let Mi = Li ⊗OX(D), i = 1, ...., n. Then
n∏
i=1
(c˜1(Mi)− c˜1(Li) = 0
as an operator on A∗(X).
Proof. Consider any α ∈ A∗(X). We would like to show
n∏
i=1
(c˜1(Mi)− c˜1(Li)(α) = 0.
For each i, take Ui to be the complement of Di in X.
Since Mi and Li are isomorphic on Ui, it follows that (c˜1(Mi)− c˜1(Li)(α) goes to 0 in
A∗(Ui).
Denote pi : Di → X. We can use (Weak Localization) for Ui, Di, X here to get
(c˜1(Mi)− c˜1(Li)(α) ⊂ pi(A∗(Di))
by the exactness in the middle.
Inductively, we have
n∏
i=1
(c˜1(Mi)− c˜1(Li)(α) ⊂ A∗(Ø) = 0.

Lemma 2.3. Let A∗ be an oriented B-M homology theory and X ∈ V. Let L1, ...., Ln
be line bundles on X and let E = ⊕ni=1Li. Then c˜p(E) is the p-th elementary symmetric
polynomial in the first Chern class operators c˜1(L1), ...., c˜1(Ln).
Remark 2.4. (1) Comparing to [11],we can’t use the same proof as there since
we don’t have a general formal group law on V . That’s why we have to add the
axiom (Weak Localization) which doesn’t show up in the case of schemes.
(2) In the proof of [11, Lemma 4.1.18], one needs to show
∏n
i=1(c˜1(Mi)− c˜1(Li) = 0
as an operator on A∗(X), but axiom (FGL) only allows one to apply the equation
of Chern class operators for fundamental class 1Y . In order to proceed in the proof
3. COMPLETION 23
of Whitney product formula, one can use (Extended Nilp) and (Extended FGL)
as mentioned in [11, Remark 5.2.9].
(Extended Nilp). For each smooth Deligne-Mumford stack Y there exists an
integer NY such that, for each family (E1, E2, ...., En) of vector bundles on Y with
n > NY , one has
c˜1(E1), ...., c˜1(En) = 0
as operators on A∗(Y ).
Note that our definition of (ExtendNilp) is slightly different from [11]. In the
original definition of Levine-Morel, they use line bundles instead of vector bundles.
We denote it by (Extended Nilp)′
(Extended Nilp)′. For each smooth Deligne-Mumford stack Y there exists an
integer NY such that, for each family (L1, L2, ...., Ln) of line bundles on Y with
n > NY , one has
c˜1(L1), ...., c˜1(Ln) = 0
as operators on A∗(Y ).
(Extended FGL). Let ϕA : L → A∗(k) be the homomorphism giving the
L-structure and let FA ∈ A∗(k)[[u, v]] be the image of the universal formal group
law FL ∈ L∗[[u, v]] by ϕA. Then for any smooth Deligne-Mumford stack Y and
any L,M line bundles on Y , one has
FA(c˜1(L), c˜1(M)) = c˜1(L⊗M)
as operators on A∗(Y ).
(3) (Extended Nilp)′ and (Extended FGL) are satisfied when we restrict our atten-
tion to the category of smooth quasi-projective schemes Smk. Indeed, we can
make use of Jouanolou’s trick to find X ′ affine scheme and p : X ′ → X smooth
and quasi-projective such that P ∗ : A∗(X)→ A∗+r(X ′) is an isomorphism.
For any L on X, we find a morphism f : X ′ → Pn such that p∗L ∼= f ∗(O(1)).
f gives A∗(X ′) the A∗(Pn)-module structure and we have
p∗(c˜1(L)(x)) = c˜1(p∗(L))(p∗(x)) = c1(O(1)) ∩f p∗(x)
for all x ∈ A∗(X), where c1(O(1)) := c˜1(O(1))(1Pn). Thus the operator being 0 is
reduced to the case applying the fundamental classes of projective spaces.
A similar proof gives us (Extended FGL) in this case.
In case of schemes, (Extended Nilp)′ and (Extended Nilp) agree because of
Whitney product formula. But Whitney product formula is a consequence of
(Extended Nilp)′ and (Extended FGL) in the case of schemes. See [11] [Section
4.1.7] for a complete proof.
3. Completion
Let A∗ be an oriented Borel-Moore homology theory on an admissible theory V of DMk
. For n ≥ 1, let I(n)A (X) be the A∗(k)-submodule of A∗(X) generated by
{c˜1(E1) ◦ c˜1(E2) ◦ ...c˜1(En)(α): Ei → X are vector bundles on X,α ∈ A∗(X)}.
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Remark 3.1. Let A∗ be the oriented cohomology theory associated to A∗ on V . Then
I
(1)
A (X) is just the A
∗(k)-ideal generated over A∗(k) by c1A(E) for all vector bundles E →
X. DenoteI
(1)
A (X) = IA(X), then we have
I
(n)
A (X) = IA(X)
n
for all n ≥ 1.
We can consider the completion, setting
Aˆ∗(X) = lim←−
n
A∗(X)
I
(n)
A (X)
.
Definition 3.2. (1) We say the theoryA∗ is complete if the natural mapA∗(X)→
Aˆ∗(X) is always an isomorphism for all X ∈ V .
(2) In general, an oriented Borel-Moore homology theory is not complete. We say the
theory A∗ satisfies the axiom (Complete) if A∗ is complete.
Remark 3.3. (1) Let A∗ be an oriented Borel-Moore homology theory on some
admissible subcategory V of DMk satisfying the axiom (Complete), it makes sense
to consider the axiom (Extended FGL), as the power series FA(c˜1(L), c˜1(M))
makes sense as an operator on A∗(Y ).
(2) As a ring homomorphism, any morphism of oriented cohomology theories is auto-
matically continuous with respect to the I
(∗)
A -adic topology.
(3) An oriented cohomology theory A∗ on an admissible subcategory V of Schk in the
sense of [11, Definition 1.1.2], it is always complete. The idea goes as follows.
First we use (EH) and Jouanolou’s trick to replace X by an affine torsor
pi : T → X. We may assume that all vector bundles are sums of line bundles. On
affine schemes all line bundles are very ample, by [11] [Lemma 2.3.9], we have
c1(L1) ◦ ... ◦ c1(Ln) = 0
for n bigger than the dimension of the scheme.
So IA(X)
n = 0 for n big enough.
(4) In general, (Extended Nilp) implies that I
(n)
A (X) = 0 for n big enough. So the
theory A∗ satisfying (Extended Nilp) is always complete.
4. Todd classes
Definition 4.1. Let A∗ be an oriented Borel-Moore homology theory on some admis-
sible subcategory V of DMk satisfying the axiom (Complete). Take τ = (τi) ∈
∏∞
0 Ai(k),
with τ0 = 1. Define the inverse Todd class operator of a line bundle L → X to be the
operator on A∗(X) given by the infinite sum
T˜ d
−1
τ (L) =
∞∑
i=0
c˜1(L)
iτi.
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Completeness of A∗ is needed here to make sure that T˜ d
−1
τ (L) is a well-defined degree 0
endomorphism of A∗(X).
Proposition 4.2. Let A∗ be an oriented Borel-Moore homology theory on some ad-
missible subcategory V of DMk satisfying (Complete). Take τ = (τi) ∈
∏∞
0 Ai(k), with
τ0 = 1. Then we can define an endomorphism
T˜ d
−1
τ (E) : A∗(X)→ A∗(X)
of degree 0 for each X ∈ V and every vector bundle E on X such that T˜ d−1τ (E) satisfies
and is uniquely characterized by the following properties:
(1) Given vector bundles E → X and F → X on X ∈ V one has
T˜ d
−1
τ (E) ◦ T˜ d
−1
τ (F ) = T˜ d
−1
τ (F ) ◦ T˜ d
−1
τ (E).
(2) For any line bundle L, we have
T˜ d
−1
τ (L) =
∞∑
i=0
c˜1(L)
iτi.
(3) For any smooth equi-dimensional morphism Y → X in V and any vector bundle
E → X over X, one has
T˜ d
−1
τ (f
∗(E)) ◦ f ∗ = f ∗ ◦ T˜ d−1τ (E).
(4) For a short exact sequence of vector bundles over X,
0→ E1 → E2 → E3 → 0.
one has the following equation in End(A∗(X))
T˜ d
−1
τ (E2) = T˜ d
−1
τ (E1)T˜ d
−1
τ (E3).
(5) For any proper morphism Y → X in V, and any vector bundle E → X over X
one has
T˜ d
−1
τ (E) ◦ f∗ = f∗ ◦ T˜ d
−1
τ (f
∗E).
T˜ d
−1
τ (E) is called the inverse Todd class operator of E.
Proof. Apply the splitting principle, we may assume that E1, E3 are both direct sum
of line bundles, and that E2 = E1⊕E3. Consider the power series f(t) :=
∑∞
i=0 τit
i, where
we give ti degree −1 and τi degree 0, then the product f(t1)....f(tn) is a sum
f(t1)....f(tn) =
∞∑
i=0
Pi(t1, ...., tn)
with Pi symmetric polynomial of degree−i . By construction, we would like our T˜ d
−1
τ (E)
to satisfy property (1) and (3). First we write
Pi(t1, ...., tn) = Qi,n(σ1(t∗), ...., σi(t∗))
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where σ1(t∗), ...., σi(t∗) are elementary symmetric polynomials. We observe that Qi,n is
independent of n for n ≥ i. Set Qi = Qi,i. For any vector bundle E → X, we set
T˜ d
−1
τ (E) =
∞∑
i=0
Qi(c˜1(E), ...., c˜i(E))
where c˜i(E) is set to be the zero endomorphism for i > rank(E). By construction and
properties of Chern class operators, the properties (1)− (5) are satisfied.

Corollary 4.3. The assignment E → T˜ d−1τ (E) ∈ Aut(A∗(X)) extends to a group
homomorphism:
T˜ d
−1
τ : K0(X)→ Aut(A∗(X)).
Proof. This follows from property (4) of the proposition above. 
5. Twisting a theory
The idea of this section goes back to Quillen in [14].
5.1. The twisting on DMk. Let A∗ be an oriented Borel-Moore homology theory
on some admissible subcategory V of DMk that satisfies the axiom (Complete) and τ =
(τi) ∈
∏∞
0 Ai(k), with τ0 = 1. We construct a new oriented Borel-Moore homology theory
on V , denoted by A(τ)∗ , as follows.
A
(τ)
∗ (X) = A∗(X) and the push-forward maps stay the same: f
(τ)
∗ = f∗.
For any smooth morphism f : Y → X we have the bundle of vertical tangent vectors
Tf , defined as the dual of the bundle with sheaf of sections the relative Kah¨ler differentials
Ω1Y/X . The virtual normal bundle of f , Nf , is the element of K0(Y ) defined by Nf := −Tf .
For a regular immersion i : Y → X, Ni is just the usual normal bundle. For a strong
l.c.i. morphism f : Y → X, one factors f as f = p ◦ i, with i : Y → P a closed immersion
and p : P → X a smooth morphism. Then define Nf ∈ K0(X) by
Nf := [Ni] + i
∗[Np] = [Ni]− i∗[Tp].
Note that the independence of the choice of factorization of f follows from [Appendix B.7]
in [8], especially B.7.4, B.7.4 and B.7.6
We define
f ∗(τ) := T˜ d
−1
τ (Nf ) ◦ f ∗.
For any line bundle L over X we define
c˜1
(τ)(L) := T˜ d
−1
τ (L) ◦ c˜1(L).
Noting that T˜ d
−1
τ has all the compatible properties with pullback and push-forward,
(BM1)− (BM3) are satisfied. Following with the fact that T˜ d−1τ (L) is an automorphism
of A∗(X), we wee that (PB), (EH), (Weak Localization) are satisfied. So we do get a new
oriented Borel-Moore homology theory on V .
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Suppose that A∗ satisfies (Extended FGL), let us have a look what happens to the
formal group law in the new theory. By the definition of c˜1
(τ)(L), we have
c˜1
(τ)(L) = λ(τ)(c˜1)
where λ(τ)(u) =
∑
i≥0 τi · ui+1 ∈ A∗(k)[[u]]. We observe that there is a unique power
series λ−1(τ)(u) such that λ
−1
(τ)(λ(τ)(u)) = u. Recall that the formal group law is given by the
equation
F
(τ)
A (c˜1
(τ)(L), c˜1
(τ)(M)) = c˜1
(τ)(L⊗M).
Inserting the identity
c˜1
(τ)(L) = λ(τ)(c˜1),
we have
F
(τ)
A (λ(τ)(u), λ(τ)(v)) = λ(τ)(FA(u, v)).
Finally we get the formal group law on the new theory as follows:
F
(τ)
A (u, v) = λ(τ)(FA(λ
−1
(τ)(u), λ
−1
(τ)(v))).
5.2. The twisting on SmDMk. If we restrict our attention to SmDMk we can do a
similar twisting. Let fτ (t) =
∑
i≥0 τit
i and we let τ−1 ∈ ∏∞0 Ai(k) be the sequence such
that
fτ (−1)(t) · fτ (t) = 1.
We define the Todd class of E for a vector bundle E → X, by
T˜ dτ (E) = T˜ d
−1
τ (−1)(E).
For X ∈ SmDMk, let TX be the tangent bundle of X. For an arbitrary morphism
f : Y → X in SmDMk, we have the virtual tangent bundle Tf ∈ K0(Y ):
Tf = [TY ]− [f ∗TX ] ∈ K0(Y ).
If we factor f as f = p◦i where i : Y → Y ×X the closed immersion and p : Y ×X → X
the projection, we know that the two definitions of Tf agree in K0 by [Appendix B.7] in
[8]. We still set Nf := −Tf .
Define the new theory Aτ∗ on SmDMk by A
τ
∗(X) = A∗(X), pullbacks stay the same.
For a proper morphism f : Y → X, we set
f τ∗ = f∗ ◦ T˜ dτ (Tf )
while
c˜1
τ (L) := T˜ d
−1
τ (L) ◦ c˜1(L) = T˜ dτ (−L) ◦ c˜1(L).
The same as in the previous subsection, we still get an oriented Borel-Moore homology
theory.
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Lemma 5.1. Let X ∈ SmDMk, with tangent bundle TX . Then the automorphism
T˜ d
−1
τ (TX) : A
(τ)
∗ (X)
∼→ Aτ∗(X)
gives an isomorphism of complete Borel-Moore homology theories on SmDMk. Thus they
have the same formal group law if it exist.
Proof. It follows from the easy computation that
T˜ d(TX) = (T˜ d
−1
τ (TX))
−1
and the corresponding equality for c˜1. 
Example 5.2. Let us consider the Borel-Moore homology theory on DMk
X  Ch∗(X)⊗Q[β, β−1]
obtained from Ch∗ by the extension of scalars Q ⊂ Q[β, β−1], here β has degree 1.
We apply our twisting for family τ given by
λτ (u) =
1− e−βu
β
.
We denote the new theory by Ch∗(X)⊗Q[β, β−1]td.
As we know the formal group law on Ch∗ is given by F (u, v) = u+ v, we can compute
the formal group law of Ch∗(X)⊗Q[β, β−1]td as the multiplicative one:
Fm(u, v) = u+ v − βuv.
Example 5.3. Let A∗ be an oriented Borel-Moore homology theory on some admissible
subcategory V of DMk, satisfying the axiom (Complete). Let t1, t2, . . . be variables, and
set t0 = 1. We consider the twisting
X  A∗(X)[t](t),
where τ = t = (t0, t1, . . .). We know that A∗[t](t) is still an oriented Borel-Moore homology
theory.
5.3. The case of schemes. Suppose we are working with the category of quasi-
projective schemes Schk, as introduced in [11]. We note that in Schk, proper morphisms
are projective morphisms, smooth schemes are additionally quasi-projective. Denote Ω∗ to
be the algebraic cobordism on Schk. We have the following theorems from [11] [Theorem
4.1.28] [Theorem 7.1.4].
Theorem 5.4. Let k be a field that admits resolution of singularities. We denote Ωad∗
to be the theory
X  Ωad∗ (X) := Ω∗(X)⊗L∗ Z.
Then the canonical morphism
Ω∗ → Ωad∗ [t](t)
is an isomorphism after ⊗Q.
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Theorem 5.5. Suppose furthermore that k has characteristic zero. Then the canonical
morphism
Ωad∗ → Ch∗
induced from Ω∗ → Ch∗ is an isomorphism.

CHAPTER 3
Theorems of Riemann-Roch type for oriented cohomology
theories
This chapter is inspired by the work of Panin in [13].
In [13, Section 1], Panin defines a ring cohomology theory, an integration on a ring
cohomology theory, Euler class, perfect integration, an oriented cohomology pre-theory
on the category of smooth schemes, morphisms and oriented morphisms between oriented
cohomology pre-theories. They correspond to an additive functor from SmDMk to R
∗ sat-
isfying (EH), push-forward and various compatibilities including (Weak Localization),
Chern class operator applied to the fundamental class, projective bundle formula, an ori-
ented cohomology theory on SmDMk, morphisms and oriented morphisms between ori-
ented cohomology theories.
1. The general Riemann-Roch theorem
We give the following definitions first.
Definition 1.1. (1) A strongly projective morphism in SmDMk is a morphism
f : X → Y that factors as a closed immersion i : X → PnY followed by a projection
p : PnY → Y .
(2) A projective morphism in SmDMk is a morphism f : X → Y that factors as a
closed immersion i : X → PY (E) followed by a projection p : PY (E)→ Y .
The goal is to prove the following theorem:
Theorem 1.2. (1) Let ϕ : A∗ → B∗ be a morphism of two oriented cohomology
theories on SmDMk, i.e., a natural transformation of the underlying functor.
Suppose ϕ(cA1 (L)) = c
B
1 (L) for any line bundle L. Then chA : ϕ : A
∗ → B∗
commutes with strongly projective morphisms, i.e., for f : X → Y a strongly
projective morphism, we have
fB ◦ ϕX = ϕY ◦ fA
where fA, fB denote the push-forward in theory A
∗ and B∗.
(2) Furthermore, if both A∗ and B∗ satisfy the axioms (Complete) and (Extended FGL).
Then chA : ϕ : A
∗ → B∗ commutes with projective morphisms, i.e., for f : X → Y
a projective morphism, we have
fB ◦ ϕX = ϕY ◦ fA.
By definition, push-forwards are compatible with composition, the theorem are reduced
to the following two lemmas.
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Lemma 1.3. Let ϕ : A∗ → B∗ be a morphism of two oriented cohomology theories on
SmDMk. Suppose ϕ(c
A
1 (L)) = c
B
1 (L) for any line bundle L. Then, for any i : X → Y a
closed immersion in SmDMk, we have
iB ◦ ϕX = ϕY ◦ iA.
The proof for the case of a closed immersion is the use of classical idea on deformation
to the normal cone. It doesn’t differ too much from the discussions in [11] [Section 4.2]
[Proposition 4.2.9] and [13] [Section 1.8] [Theorem 1.8.3]. The proof will be sketched in
the next section.
Lemma 1.4. (1) Let ϕ : A∗ → B∗ be a morphism of two oriented cohomology
theories on SmDMk. Suppose ϕ(c
A
1 (L)) = c
B
1 (L) for any line bundle L. For
X ∈ SmDMk, p : X × Pn → X we have
pB ◦ ϕX×Pn = ϕX ◦ pA.
(2) Furthermore, if both A∗ and B∗ satisfy the axioms (Complete) and (Extended FGL).
Then for any vector bundle E with sheaf of sections E, q : PX(E)→ X a projection
in SmDMk, we have
qB ◦ ϕPX(E) = ϕX ◦ qA.
The proof of this lemma is the main part of this chapter. It will be discussed later.
2. The case of a closed immersion
We prove Lemma 1.3 in this section. We recall the statement first.
Let ϕ : A∗ → B∗ be a morphism of two oriented cohomology theories on SmDMk.
Suppose ϕ(cA1 (L)) = c
B
1 (L) for any line bundle L. Then, for any i : X → Y a closed
immersion in SmDMk, we have
iB ◦ ϕX = ϕY ◦ iA.
Let i : Y → X be a closed imbedding of smooth Deligne-Mumford stacks with normal
bundle N = NX/Y . First we may assume that Y is connected since both A and B are
additive. Then the normal bundle has a constant rank. We prove the above statement for
the closed imbedding s : Y → P(1 ⊕ N) first, then we use the deformation to the normal
cone to deduce Lemma 1.3. See the next two lemmas for the precise statement.
Lemma 2.1. Let Y be smooth and E be a vector bundle of rank n over Y . Let p :
P(1 ⊕ N) → Y be the associated projective bundle. Let s : Y → P(1 ⊕ N) be a section
identifying Y with P(1) in P(1⊕N). Then Lemma 1.3 holds for s, i.e.,
sB ◦ ϕX = ϕY ◦ sA.
Proof. By splitting principle and extended homotopy property for both A and B, we
may assume that E is a sum of line bundles. Let E = L1 ⊕ L2 ⊕ ...⊕ Ln.
Let Fi = 1⊕L1⊕L2⊕ ...⊕Li and si : P(Fi−1)→ P(Fi) be the closed imbedding. Then
we have s = sn ◦ ... ◦ s1. Thus the statement of the lemma is reduced to s1.
2. THE CASE OF A CLOSED IMMERSION 33
For any α ∈ A(Y ), we have α = sA1 (β) for an element β ∈ A(P(1 ⊕ L1)) because of
projective bundle formula for A.Then we have
sB ◦ ϕY (α) = sB(ϕY (sA1 (β)) = sB(sB(ϕP(1⊕L1)(β))) = cB1 (L1) ∪ ϕP(1⊕L1)(β)
and
ϕ(sA(α)) = ϕ(sAs
A(β)) = ϕ(c1(L1) ∪ β) = ϕ(cA1 (L1)) ∪ ϕP(1⊕L1)(β).
Then the lemma follows from the assumption saying that ϕ(cA1 (L)) = c
B
1 (L) for any line
bundle L. 
The following lemma finishes the proof of Lemma 1.3.
Lemma 2.2. Let i : Y → X be a closed imbedding with normal bundle N = NX/Y . Let
p : P(1 ⊕N) → Y be the associated projective bundle. Let s : Y → P(1 ⊕N) be a section
identifying Y with P(1) in P(1 ⊕ N). If the statement of Lemma 1.3 holds for s, then it
holds for i as well.
Proof. We recall briefly the construction of deformation to the normal cone.
Consider the blow up Xt of X × A1 with center Y × 0. The pre-image of Y × 0 is
the projective bundle P(1 ⊕ N) and morphism is exactly p : P(1 ⊕ N) → Y . We have a
commutative diagram where both squares are transversal cartesian.
Y
p0 //
s

Y × A1
it

Y
p1oo
i

P(1⊕N) j0 // Xt Xj1oo
.Here 0 and 1 just means the inclusion at points 0 and 1. This gives commutative diagrams
for both theory A and theory B.
A(Y )
sA

A(Y × A1)p
A
0oo
(it)A

pA1 // A(Y )
iA

A(P(1⊕N)) A(Xt)
jA1 //
jA0oo A(X)
We have furthermore the following commutative diagram:
A(Y )
a0

A(Y × A1)p
A
0oo
at

pA1 // A(Y )
a1

B(P(1⊕N)) B(Xt)
jB1 //
jB0oo B(X)
Here a0 = sB ◦ ϕ− ϕ ◦ sA, at = (it)B ◦ ϕ− ϕ ◦ (it)A, a1 = iB ◦ ϕ− ϕ ◦ iA.
In order to finish the proof, we need to show a1 = 0 under the assumption that a0 = 0.
Since pA1 is an isomorphism, it’s enough to show that at = 0.
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Let Vt = Xt−Y ×A1, jt : Vt → Xt be the open inclusion. Then jBt ◦(it)B = jAt ◦(it)A = 0
because of the following transversal diagram and A(∅) = 0.
∅ //
i

X − Y
j

Y
i // X
So we have jBt ◦ at = 0. We also have jB0 ◦ at = 0 since a0 = 0.
Using (Weak Localization) on B and the geometry of the deformation to the normal
cone, we know that ker(jB0 )∩ker(jBt ) = 0(see [13] Lemma 1.4.2, for example ). So at must
be 0. 
3. The case of projections
Now let’s focus on the case of projections. To prove Lemma 1.4, we establish some
lemmas first.
Let A be an oriented cohomology theory. We set {Pr} = (pr)A(1) ∈ A(k), here pr :
Pr → pt is just the projection. Observe that {P0} = 1 by definition. Set ξm to be
c1(O(1)) ∈ A(Pm). We know that (1, ξ, ..., ξm) form a free basis of A(Pm) as A(k)-module.
Lemma 3.1. Let ir,n : Pr → Pn be the linear inclusion. Then (ir,n)A(ξjr) = ξj+n−rn in
A(Pn). In particular, (i0,n)A(1) = ξnn. Note that for any morphism f , we denote fA to be
the push-forward and fA to be the pullback in the theory A.
Proof. Let im : Pm−1 → Pm be the linear inclusion. Then we have a chain of relations
in A(Pn):
(im)A(ξ
j
m−1) = (im)A(i
A
m)(ξ
j
m)) = c1((O)(1)) · ξjm = ξj+1m .
Then we use
ir,n = in ◦ ... ◦ ir+1
to deduce the formula. 
Lemma 3.2. We have
(pn)A(ξ
r
n) = {Pn−r}.
In particular, we have
(pn)A(ξ
n
n) = 1.
Proof. By the previous lemma we have
(in−r,n)A(1) = (ξrn)
by setting j = 0 and r to be n− r. Then
(pn)A(ξ
r
n) = (pn ◦ in−r,n)A(1) = (pn−r)A(1) = {Pn−r}.

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Lemma 3.3. Let 4 : Pn → Pn×Pn be the diagonal imbedding. We identify A(Pn)⊗A(k)
A(Pn) with A(Pn × Pn) by cup-product. The relation in A(Pn × Pn) is given by
4A(1) = ξnn ⊗ 1 + 1⊗ ξnn +
∑
i>0,j>0
ai,jξ
i
n ⊗ ξjn
for elements ai,j in A(k).
Proof. We consider the transversal diagram.
pt
(id,j)−−−→ pt× Pn
j
y (j×id)y
Pn 4−−−→ Pn × Pn
Here j is just the inclusion of a point.
By the compatibility of transversal diagrams and the particular case of Lemma 3.1 we
have
(j × id)A(4A(1)) = (id, j)A(jA(1)) = ξnn .
By symmetry we have
(id× j)A(4A(1)) = ξnn .
We consider the commutative diagram of rings.
A(Pn)⊗A(k) A(Pn) β−−−→ A(Pn)⊕ A(Pn)
∪
y idy
A(Pn × Pn) α−−−→ A(Pn)⊕ A(Pn)
Here
α = ((j × id)A, (id× j)A), β(a⊗ b) = jA(a)b+ ajA(b).
The kernel of jA is the A(Pn)-module generated by ξn. So the kernel of β is generated by
ξin ⊗ ξjn with all i > 0 and j > 0. But
α(4A(1)) = α(ξnn ⊗ 1 + 1⊗ ξnn)
, we know that α(4A(1)) is exactly given by the desired formula.

3.1. The case for strongly projective morphisms. To prove part 1 of Lemma 1.4,
By (BM2) and the following cartesian square
Pn −−−→ pty y
X × Pn p−−−→ X
, it suffices to prove the statement for pn : Pn → pt. Note that we also know that
(1, ξ, ..., ξn−1) form a free basis of A(Pn) as A(k)-module for any oriented cohomology
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theory A or B. That is, we need to show ϕ((pn)A(ξ
i
A)) and (pn)B(ϕ(ξ
i
B)) coincide in A
∗(k)
for all i , where this A∗ is the theory mentioned in our lemma.
By assumption, we have ϕ(ξA) = ξB. Then we have ϕ(ξ
i
A) = ξ
i
B for any non-negative
integer i. By Lemma 3.2 we have
(pn)A(ξ
i
A) = {Pn−i}A
and
(pn)B(ξ
i
B) = {Pn−i}B.
So it’s enough to check the relation
ϕ({Pn−i}A) = {Pn−i}B
for all integers 0 ≤ i ≤ n.
This is the lemma below.
Lemma 3.4. Let ϕ : A∗ → B∗ be a morphism of two oriented cohomology theories on
SmDMk. Suppose ϕ(c
A
1 (L)) = c
B
1 (L) for any line bundle L. Then in B
∗(k) we always
have
ϕ({Pn}A) = {Pn}B
for any n non-negative integers.
Proof. We do induction on n. The case of 0 is nothing but the easy computation of
the basic definitions.
Now we assume that the relation ϕ({Pm}A) = {Pm}B holds for all m < n and we prove
the relation ϕ({Pn}A) = {Pn}B.
By Lemma 3.3 we have
4A(1) = ξnA ⊗ 1 + 1⊗ ξnA +
∑
i>0,j>0
bni,jξ
i
A ⊗ ξjA
in A(Pn × Pn) and
4B(1) = ξnB ⊗ 1 + 1⊗ ξnB +
∑
i>0,j>0
ani,jξ
i
B ⊗ ξjB
in B(Pn × Pn).
for some elements ani,j in A(k) and b
n
i,j in B(k).
Now we take the diagonal embedding 4 : Pn → Pn× Pn. Being a closed imbedding we
know that 4 commute with ϕ. On the other hand we have ϕ(ξA) = ξB. But in B(Pn×Pn)
we have ξiB ⊗ ξjB for i > 0, j > 0 are independent. This proves that
ϕ(ani,j) = b
n
i,j.
Consider pr2 : Pn×Pn → Pn be the projection to the 2-nd factor. Note that pr1 ◦4 =
idPn . Applying the push-forward to 4A(1) on both sides of the equation. We get
1 = 1 + {Pn}AξnA +
∑
i>0,j>0
ani,j{Pn−i}AξjA.
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But the family{1, ξA, ..., ξnA} form a free basis of the A(k)-module A(Pn). So the sum of
coefficients at ξnB is 0. This concludes
{Pn}A = −an1,n{Pn−1}A − an2,n{Pn−2}A − ...− ann,n{P0}A.
The same procedure gives us
{Pn}A = −an1,n{Pn−1}B − an2,n{Pn−2}B − ...− ann,n{P0}B.
By the inductive hypothesis we have
ϕ({Pm}A) = {Pm}B
holds for all m < n and we prove earlier that
ϕ(ani,j) = b
n
i,j
We get the required relation
ϕ({Pn}A) = {Pn}B.

3.2. The case for projective morphisms. To prove part 2 of Lemma 1.4, we are
interested in the projection p : PX(E)→ X. Thanks to splitting principle, we may assume
that E is the sum of line bundles E = ⊕ni=0Li for line bundles Li on X since by (EH) we
can check all the identities after pulling back.
Then we can replace ir,n : Pr → Pn by jr,n : PX(⊕n−ri=0 Li) → PX(⊕ni=0Li). We observe
that all the previous discussions still go through with minor modifications.
Specifically, we use the family {1, ξ1, ξ1ξ2, ..., ξ1...ξn} and {1, ξ, ..., ξn} at the same time.
We denote ξ(i) = ξ1...ξi where ξi = c1(O(1)⊗p∗L−1i ), p : PX(⊕ni=0Li)→ X is the projection,
and ξ = c1(O(1)) as before.
First we note that Lemma 3.2 and the special case of Lemma 3.1 still hold for ξ(i).
That is, we still have
(j0,n)A(1) = ξ
(n)
n
and
(pn)A(ξ
(r)
n ) = {PX(⊕n−ri=0 Li)}.
This gives us the same formula in Lemma 3.3 with the family {1, ξ(1), ξ(2), ..., ξ(n)}. For
Lemma 3.4, the same proof still goes through with the family {1, ξ(1), ξ(2), ..., ξ(n)} except
that we have to show that all the objects in this family are independent of each other
additionally. We notice that both theories A and B satisfy the axioms (Complete) and
(Extended FGL). With these ingredients, we have the following claim which finishes the
proof.
Claim. The family {1, ξ(1), ξ(2), ..., ξ(n)} is a change of basis for the free basis {1, ξ, ..., ξn}
of the A(X)-module A(PX(⊕ni=0Li))(respectively for theory B).
Proof. Suppose the formal group law of A is given by FA(u, v) = u+ v+
∑
i,j≥1 u
ivj.
Denote c1(p
∗L−1i ) = ζ.
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Then we have
ξi = c1(O(1)⊗ p∗L−1i ) = (1 +
∑
i≥0,j≥1
ξiζj)ξ + c1(p
∗L−1i ).
By the naturality of c1, we have c1(p
∗L−1i ) = p
∗(c1(L−1i )). So,
ξi = (1 +
∑
i≥0,j≥1
ξiζj)ξ + c1(p
∗L−1i ) = p
∗(1 +
∑
i≥0,j≥1
ξic1(L
−1
i )
j)ξ + p∗c1(L−1i ).
Since we assume the theory to be complete, 1 +
∑
i≥0,j≥1 ξ
ic1(L
−1
i )
j is a unit in A(X) since
j begins from 1. Taking the products, we have the following equation for each i.
ξ(i) = aiξ
i + ai−1ξi−1 + ...+ a0
where each ai is a unit in A(X). Then the transformation matrix is upper-triangular with
all diagonal elements being units. Thus the claim is proved.

4. The Riemann-Roch theorem with Todd classes
Applying the twisting construction, we can get a Riemann-Roch theorem which looks
like the classical Grothendieck-Riemann-Roch.
For any oriented cohomology theory B∗. We set B∗(P∞) to be
B∗(P∞) = lim←−
n
B∗(Pn).
By projective bundle formula, B∗(P∞) = B∗(k)[[t]] where t = cB1 (O(1)). Let ϕ : A∗ →
B∗ be a natural transformation of two oriented cohomology theories on SmDMk, then
ϕP
∞
(cA1 (O(1))) ∈ B∗(P∞), we set λ(t) ∈ B∗(k)[[t]] as
λ(t) = ϕP
∞
(cA1 (O(1)) =
∞∑
i=0
ai−1ti.
Note that ai ∈ Bi(k) since ϕ is homomorphism of graded rings. We are interested in the
natural transformation ϕ such that a−1 = 0, a0 = 1.
Definition 4.1. We say that ϕ is standard if a−1 = 0, a0 = 1.
Theorem 4.2. Let ϕ : A∗ → B∗ be a standard morphism of two oriented cohomology
theories on SmDMk. Furthermore, B
∗ satisfies the axioms (Complete) and (Extended FGL),
A∗ satisfies (Extended FGL).
In addition, suppose that ϕX(cA1 (L)) = λ(c
B
1 (L)) for any line bundle L → X on X.
Then for any projective morphism f : Y → X in SmDMk. There exists a Todd class
operator T˜ dτ such that
fB(T˜ dτ (TY ) ◦ ϕ(x)) = T˜ dτ (TX) ◦ ϕ(fA(x))
for any x ∈ A ∗ (Y ).
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Proof. Let’s assume that A satisfies the axiom (Complete) first. In order to apply
R-R Theorem in the previous section, we can use the twisting construction to change the
1st Chern class on B∗.
Let τ = (ai) ∈
∏∞
0 B
i(k). We consider the new oriented cohomology theory Bτ on
SmDMk. Recall that in the new theory, we have:
f τ∗ = f∗ ◦ T˜ dτ (Tf ),
and
cτ1(L) = λτ (c1(L)).
where Tf = [TY ]− [f ∗TX ] ∈ K0(Y ).
In particular, we have
cτ,B1 (L) = λ(c
B
1 (L)) = ϕ
X(cA1 (L))
for any line bundle L→ X. Then, by the Riemann-Roch theorem in the previous section,
we have
f τB(ϕ(x)) = ϕ(fA(x))
for any x ∈ A ∗ (Y ). Expressing this out, we get:
fB(T˜ dτ (Tf ) ◦ ϕ(x)) = ϕ(fA(x))
fB(T˜ dτ (TY ) ◦ T˜ d
−1
τ (f
∗TX) ◦ ϕ(x)) = ϕ(fA(x)).
By projection formula,
fB(T˜ dτ (TY ) ◦ ϕ(x)) = T˜ dτ (TX) ◦ ϕ(fA(x))
for any x ∈ A ∗ (Y ).
Now we can treat the case when A does not necessarily satisfy the axiom (Complete).
Via the completion process, we can see that all the properties of ϕ : A → B passes to
ϕˆ : Aˆ→ B except possibly that Aˆ might not satisfy (Weak Localization). Note that:
(1) It’s enough to prove the theorem for ϕˆ : Aˆ→ B under the same hypothesis except
that Aˆ might not satisfy (Weak Localization).
(2) We only use (Weak Localization) to prove Whitney product formula for Chern
classes and the case of a closed immersion.
(3) We are doing the twisting construction only on theory B which is already complete.
(4) In the process of proving Riemann-Roch in the previous section, we don’t make
use of Whitney product formula except the case of a closed immersion.
(5) As we have seen, we only use (Weak Localization) on theory B when we try to
show the lemma on deformation to the normal cone.
Thus the theorem still holds without assuming A to satisfy the axiom (Complete).

Remark 4.3. (1) The assumption saying that ϕX(cA1 (L)) = λ(c
B
1 (L)) for any line
bundle L→ X on X is automatic in case of projective schemes. The idea is easy
as follows:
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We first embed X into a projective space via i : X → Pn such that i∗(O(1)) =
L. We deduce that ai,L = ai,n in the series λ(t). Then for n < m, we consider the
linear embedding Pn → Pm to deduce that ai,n = ai,m. Pass to limit, we get the
desired result. Note that we are using [11] [Lemma 2.3.9] saying that for oriented
cohomology theory, we always have
c1(L1) ◦ ... ◦ c1(Lj) = 0
for j > dimk(X) and (L1, ..., Lj) a family of line bundles over X generated by its
global sections.
(2) The assumption is also satisfied for smooth quasi-projective scheme by using
Jouanolou’s trick. See for example the argument in part (3) of Remark 2.4.
CHAPTER 4
Universal theory in oriented cohomology theories
1. Completion and Riemann-Roch theorem for quotient Deligne-Mumford
stacks
In this section we introduce a Riemann-Roch theorem for quotient Deligne-Mumford
stacks due to Edidin and Graham, which suggests us to consider certain completion of an
oriented cohomology theory A∗.
1.1. A Riemann-Roch theorem. Let X = [V/G] be a quotient Deligne-Mumford
stack, denote G0(X) to be the Grothendieck ring of coherent sheaves on X, K0(X) to be
the Grothendieck ring of locally free sheaves on X. The ring K0(X) has a distinguished
augmentation ideal, and we denote by Ĝ0(X) the completion of G0(X)Q with respect to
the topology generated by this ideal. The following theorem is from [6, Theorem 3.5].
Theorem 1.1. There is a homomorphism τX : G0(X) → Ch∗(X)Q which factors
through an isomorphism Ĝ0(X) → Ch∗(X)Q. The map τX is covariant for proper repre-
sentable morphisms and when X is smooth and V a vector space then
τX(V ) = ch(V )Td(TX)
where ch is the Chern character and Td is the usual Todd class with exponential and TX
is the tangent bundle of X.
Remark 1.2. (1) Ch∗(X)Q is complete with respect to the topology generated
by the augmentation ideal J , see [5, Section 6]. Here J is the augmentation
ideal of A∗(X), note that here we mean A∗(X) by operational Chow group and
Chi(X) = Ai(X) is isomorphic when X is smooth, this is proved in [4, Theorem
4].
(2) K0(X) is naturally identified with the equivariant Grothendieck ring K0(G, V ),
andG0(X) is naturally identified with the equivariant Grothendieck ringG0(G, V ).
Furthermore, Ch∗(X) is defined to be the equivariant Chow groups Ch∗G(V ) which
agrees with Kresch’s integral Chow groups. Tensoring with Q, they all agree with
Vistoli’s rational Chow groups. See [6, Section 3.2].
(3) By a general theorem of Thomason, we have the following result:
(See [15] [Thm 2.18]) For X = [V/G] a Deligne-Mumford quotient stack over
a field, suppose V is a smooth quasi-projective scheme. Then X satisfies the
resolution property, namely, every equivariant coherent sheaf is a quotient of an
equivariant locally free sheaf.
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(4) If X is smooth and has the resolution property- that is, every coherent sheaf is
the quotient of a locally free sheaf, then the natural map K0(X) → G0(X) is an
isomorphism since we can always find a finite resolution of locally free sheaves for
any coherent sheaf on X. The finiteness comes from the regularity of X.
From now on we restrict our attention to the subcategory of SmDMk where all the
objects are quotient stacks of the form X = [V/G] where V is smooth and quasi-projective,
i.e., those Deligne-Mumford stacks that are already quotient stacks with smooth and quasi-
projective moduli spaces. Denote it by GQk.
From now on,we use the convention that all the theories we are interested in, either
Chow groups or Grothendieck groups, or even a general oriented cohomology theory, are
equipped with rational coefficients.
The condition of a Deligne-Mumford stack being a quotient stack is not very restrictive.
Indeed, we haven’t seen any example of a separated Deligne-Mumford stack that is not a
quotient stack. Moreover, there are lots of interesting results showing that certain kind
of Deligne-Mumford stacks are quotient stacks. For example, if X satisfies the resolution
property, then X is a global quotient, see [3] Theorem 2.14. Another interesting result of
Totaro in [16, Theorem 1.2] says:
Theorem 1.3. Let X be a smooth Deligne-Mumford stack over a field k. Suppose that
X has finite stabilizer group and that the stabilizer group is generically trivial. Let B be
the Keel-Mori coarse moduli space of X. If the algebraic space B is a scheme with affine
diagonal, then the stack X has the resolution property.
1.2. An aside on K0[β, β
−1]. For X smooth in GQk, we consider a graded ring
K0(X)[β, β
−1] := K0(X) ⊗Z Q[β, β−1], here Q[β, β−1] is the ring of Laurent polynomial
in a variable β of degree −1. View K0 as a functor on GQk, we would like to show that
K0[β, β
−1] is an oriented cohomology theory on GQk.
We may define the pull-backs for any morphism f : Y → X by the formula
f ∗([E ] · βn) := [f ∗(E)] · βn
for E a locally free coherent sheaf on X and n ∈ Z.
For each proper morphism f : Y → X of relative codimension d, we define
f∗([E ] · βn) :=
∑
i=0
(−1)i[Rif∗(E)] · βn−d ∈ K0(X)[β, β−1]
for E a locally free coherent sheaf on Y and n ∈ Z. By [7] or [12] we know the coherence of
[Rif∗(E)], but for smooth X we can identify G0(X) with K0(X) by taking a finite locally
free resolution of a coherent sheaf.
Using standard results of K-theory, we can see that this defines an oriented cohomology
theory on GQk. See [5] for example, where one identifies K̂0(X) with Ch
∗(X).
Furthermore, for a line bundle L → X with zero section s : X → L, projection
pi : L→ X and sheaf of sections L, one has
s∗(s∗(1X)) = s∗([Os(X)]β−1) = s∗(1− [pi∗(L∨])β−1 = (1− [L∨]β−1.
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So we have cK1 (L) = (1− [L∨])β−1.
By splitting principle, for any vector bundle E of rank n, we have cK1 (E) = (n−[E∨])β−1.
We notice that {cK1 (E)} for all vector bundles E generate the augmentation ideal of
K0(X)[β, β
−1].
From the relation
(1− [(L ⊗M)∨]) = (1− [L∨]) + (1− [M∨])− (1− [L∨])(1− [M∨]).
We know that the formal group law is
Fm(u, v) = u+ v − βuv.
1.3. A Chern character map. Let A∗ be an oriented cohomology theory on GQk,
we want to construct a morphism of functors on GQk from K0[β, β
−1] → A∗ if A∗ is
multiplicative and periodic. We will show that this morphism is compatible with pullback,
external products and c˜1, i.e., a morphism of oriented cohomology theories compatible with
1st Chern class.
For X ∈ GQk, let E be a vector bundle of rank r on X with sheaf of sections E , we
define chA : K0[β, β
−1]→ A∗ as follows:
chA(E · βn) := (r − b · c˜1A(E∨))bn(1X).
Now let L and M be line bundles on X ∈ GQk with sheaves of sections L and M. Since
we assume A∗ to be multiplicative and periodic, we have the formal group laws on c˜1.
c˜1(L⊗M)(1X) = (c˜1(L) + c˜1(M)− bc˜1(L)c˜1(M))(1X).
An easy computation shows that
chA(L ⊗M) = chA(L)chA(M)
and
chA(c
K
1 (L)(M)) = cA1 (L) ◦ chA(M).
For example, we have
chA(c
K
1 (L)(M)) = chA(β−1(1− [L∨])M)
= b−1(chA(M)− chA(L∨ ⊗M))
= b−1(bc˜1(L⊗M∨)(1X)− bc˜1(M∨)(1X))
= cA1 (L)(1− bc1(M∨))
= cA1 (L) ◦ chA(M).
Then, by the splitting principle, this tells us
Proposition 1.4. For all locally free sheaves E and F , and line bundles L, we have
chA(E ⊗ F) = chA(E)chA(F).
chA(c
K
1 (L)(E)) = cA1 (L) ◦ chA(E).
Still, by the splitting principle and properties of Chern class operator, especially the
naturality of c˜1. We see that chA is compatible with pullbacks and external products.
Recall the definition of oriented morphisms between oriented cohomology theories, we
notice that in order to show the universality of K0[β, β
−1], we still need to show that chA
44 4. UNIVERSAL THEORY IN ORIENTED COHOMOLOGY THEORIES
commutes with push-forward. That is essentially one form of Grothendieck-Riemann-Roch
which we have already established in the previous chapter.
1.4. Completion. Before we have seen the homomorphism τX : K0(X) → Ch∗(X)
that factors through an isomorphism K̂0(X) → Ch∗(X). Furthermore, we have the dia-
gram after extension of scalars.
K0(X)[β, β
−1]
Completion //
τX ((
K̂0(X)[β, β
−1]
∼
vv
Ch∗(X)[β, β−1]
In the previous section, we have constructed the morphism of oriented cohomology theories
chA : K0[β, β
−1]→ A∗ , a natural question is: is there a morphism of oriented cohomology
theories ϑA : Ch
∗[β, β−1]→ A∗?
The answer is yes: there is a morphism of oriented cohomology theories ϑA : Ch
∗[β, β−1]→
A∗ when the theory A∗ is complete with additive formal group law.
That is the reason we introduce the notion of the completion of a theory A∗ and the
axiom (Complete).
2. Universalities
To motivate, let us mention the theorems from [11] first.
Theorem 2.1 (Theorem 7.1.3 in [11]). Assume k admits resolution of singularities.
Then there exists a theory algebraic cobordism, denoted Ω∗, considered as an oriented co-
homology theory on Smk, is the universal oriented cohomology theory on Smk.
Theorem 2.2 (Theorem 7.1.4 in [11]). Assume k admits resolution of singularities.
The canonical morphism Ω∗ → K0[β, β−1] of oriented cohomology theories on Smk induces
an isomorphism
Ω∗ ⊗L Z[β, β−1]→ K0[β, β−1].
We assume that k admits resolution of singularities because it is needed to show that
Ω∗ is an oriented cohomology theory. In general, there is a theorem saying that:
Theorem 2.3 (Theorem 1.2.3 in [11]). Let k be an arbitrary field. Let A∗ be an oriented
cohomology theory with multiplicative and periodic formal group law on Smk, then there
exists one and only one morphism of oriented cohomology theories on Smk
K0[β, β
−1]→ A∗.
By Theorem 1.2 in Chapter 3, if we restrict our attention only to strongly projective
and projective morphisms in GQk in the definition of an oriented cohomology theory where
proper morphisms were originally considered. We have the following theorem.
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Theorem 2.4. (1) Let A∗ be an oriented cohomology theory with multiplicative
and periodic formal group law, then there exists one and only one oriented mor-
phism of oriented cohomology theories(with strongly projective push-forwards) on
GQk.
K0[β, β
−1]→ A∗.
(2) Let A∗ be an oriented cohomology theory with multiplicative and periodic formal
group law, which is also complete. then there exists one and only one oriented
morphism of oriented cohomology theories(with projective push-forwards) on GQk.
K̂0[β, β
−1]→ A∗.
Proof. The uniqueness of (1) follows from the requirement that the morphism is
oriented. Recall that oriented morphisms commute with pullbacks and push-forwards, but
we know that c˜1 = i∗i∗ for i a zero section of the line bundle. This implies that oriented
morphisms sends the first Chern class to the first Chern class. Recall that cK1 (L) =
(1 − [L∨])β−1, chA(cK1 (L)(M)) = cA1 (L) ◦ chA(M) for any M. Together with splitting
principle, we see that any oriented morphism must be give by the Chern character map.
Once we have a unique oriented morphism of oriented cohomology theoriesK0[β, β
−1]→
A∗, we can extend it uniquely to K̂0[β, β−1]→ A∗ since the ring homomorphism is contin-
uous with respect to the IK-topology.
Now the proof of the theorem is just applications of the results on Chern character map
and theorems in Chapter 3. We don’t need to assume any extra axiom since the theories
we begin with already satisfy those axioms.

Now let A∗ be any oriented cohomology theory with additive formal group law, which
is also complete.
Let us consider
X  A∗(X)⊗Q[β, β−1]
obtained from A∗ by the extension of scalars Q ⊂ Q[β, β−1], where β has degree 1.
We apply our twisting for family τ given by
λτ (u) =
1− e−βu
β
.
We denote the new theory by A∗[β, β−1]td.
Just like Example 5.2 in Chapter 2, we can compute the formal group law of A∗[β, β−1]td
as the multiplicative one:
Fm(u, v) = u+ v − βuv.
By the theorem above, we have an oriented morphism of oriented cohomology theo-
ries(with projective push-forwards) on GQk
K̂0[β, β
−1]→ A∗[β, β−1]td.
46 4. UNIVERSAL THEORY IN ORIENTED COHOMOLOGY THEORIES
Via the isomorphism K̂0(X)→ Ch∗(X) and commutative diagram
K0(X)[β, β
−1]
Completion //
τX ((
K̂0(X)[β, β
−1]
∼
vv
Ch∗(X)[β, β−1]
, where τX(V ) = ch(V )Td(TX), we get an oriented morphism of oriented cohomology
theories(with projective push-forwards) on GQk
chA : Ch∗(X)[β, β−1]td → A∗(X)[β, β−1]td.
Note that Ch∗[β, β−1]td is an oriented cohomology theory that is already complete since
Chn(X) = 0 for n > dimkX.
Definition 2.5. We define the Adams operation ψk onA
∗(X)[β, β−1]td = A∗(X)[β, β−1]
by ψk(αβ
n) = kiαβn where α ∈ Ai(X).
For K̂0(X)[β, β
−1], we have ψk(L) = L⊗k for any line bundle L on X.
Proposition 2.6. ψk commutes with ch
A.
Proof. It follows from the direct computation. Take L ∈ K̂0(X) for any L a line
bundle on X.
chA(ψkL) = ch
A(L⊗k) = 1−(1−e−βcA1 (L∨)) = eβcA1 (L) =
∑ βncA1 (L⊗k)n
n!
=
∑ βnkncA1 (L)n
n!
, the last equality comes from additive formal group law on A∗. On the other hand, we
have
ψ
A∗[β,β−1]
k (ch
A(L)) =
∑ βnkncA1 (L)n
n!
.

In particular, the oriented morphism chA : Ch∗(X)[β, β−1]td → A∗(X)[β, β−1]td com-
mutes with ψk.
We then apply the inverse Todd class to chA. Without confusion, we still denote the
oriented morphism by chA : Ch∗(X)[β, β−1]→ A∗(X)[β, β−1]. Note that it still commutes
with ψk.
Note that chA is a ring homomorphism which preserves degree, so β must go to some-
thing of degree −1. If chA(β) 6= mβ for some m ∈ A0, then chA will not commute with
ψk. For the same reason, we must have ch
A(Chn) ⊆ An.
We know that chA : Ch∗(X)[β, β−1] → A∗(X)[β, β−1] is an oriented morphism. Re-
stricting this oriented morphism to Ch∗(X) ⊂ Ch∗(X)[β, β−1], we finally get the following
theorem, analogous to the case of schemes:
Theorem 2.7. Let k be a field of characteristic 0. Let A∗ be any oriented cohomology
theory with additive formal group law, which is also complete. Then there exists a unique
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oriented morphism of oriented cohomology theories(for projective push-forwards)
ϑ : Ch∗ → A∗.
Remark 2.8. By Remark 3.3 in Chapter 2, an oriented cohomology theory A∗ on the
category of smooth quasi-projective schemes Smk is always complete.
We may also think of Smk as a full subcategory of SmDMk by requiring the Deligne-
Mumford stack to be a scheme. Then an oriented cohomology theory gives rise to an
oriented cohomology theory on Smk without too much difficulty. For example, Remark
4.6 of chapter 1 tells us Ch∗ restricted to Smk is an the usual oriented cohomology theory
Ch∗ on Smk. Thus Theorem 2.4 is a generalization of Theorem 2.3, while Theorem 2.7 is
a generalization of the case of schemes, as we have seen in Theorem 5.5 of Chapter 2.
3. Rational algebraic cobordism on Deligne-Mumford stacks
Following Quillen and Levine-Morel, we would like to prove the following theorem:
Theorem 3.1. Let k be a field of characteristic 0. Then Ch∗[t](t) is the universal theory
among complete theories, i.e., for any oriented cohomology theory A∗ on GQk such that it
satisfies (Extended FGL) and A∗(k) contains all rational numbers, there exists a unique
oriented morphism of oriented cohomology theories(for projective push-forwards)
ϑ : Ch∗[t](t) → A∗.
Note that t = (ti) where all ti are formal variables.
Proof. We notice first that Ch∗[t] satisfies the axiom (Complete) since Ch∗(X) = 0
for n > dimkX. Then Todd twist doesn’t change the completeness, so Ch
∗[t](t) satisfies
the axiom (Complete).
The proof uses the following classical lemma, see Corollary 7.15 in [1], for example.
Lemma 3.2. Let R be a commutative Q-algebra and let F (u, v) ∈ R[[u, v]] be a com-
mutative formal group law of rank one over R. Then there exists a unique power series
`F (u) =
∑
i τiu
i+1 ∈ R[[u, v]] such that τ0 = 1 and satisfying
`F (F (u, v)) = `F (u) + `F (v).
Let A∗ be an arbitrary theory satisfying the conditions in the theorem. Recall that
when we twist a theory by τ , the new formal group law is given by :
F
(τ)
A (u, v) = λ(τ)(FA(λ
−1
(τ)(u), λ
−1
(τ)(v))).
By the lemma and our assumption on A∗, there exists a unique τ as in the power series
`F (u) =
∑
i τiu
i+1 ∈ R[[u, v]] such that τ0 = 1, τi ∈ Ai(k) and satisfying
F
(τ)
A (u, v) = u+ v.
Thus Aτ is an additive theory, then there exists an oriented morphism of oriented coho-
mology theories
ϑ : Ch∗ → Aτ∗.
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Note that Ch∗(k)[t](t) = Ch∗(k)[t] by the definition of twisting. We define the ring homo-
morphism
ϕA : Ch
∗(k)[t]→ Aτ∗(k)
by t → τ−1 and Ch∗(k) → A∗(k) is just the restriction of ϑ : Ch∗ → Aτ∗ to a point.
Recall that τ−1 is the series given by fτ (−1)(t) · fτ (t) = 1. Recall that A∗(X) is always a
A∗(k)-module for any oriented cohomology theory A. We can extend ϕA to an oriented
morphism
ϕA : Ch
∗[t]→ Aτ∗.
Since we have t → τ−1, we can apply the twisting t to Ch∗[t] and τ−1 to Aτ∗ to get an
oriented morphism
ϑ : Ch∗[t](t) → A∗.

Remark 3.3. By Remark 2.8 of this chapter, the above theorem is a generalization of
Theorem 5.4 in chapter 2.
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