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Self-adjoint local boundary problems on
compact surfaces. I. Spectral flow
MarinaProkhorova
Abstract
The paper deals with first order self-adjoint elliptic differential operators on a
compact oriented surface with non-empty boundary. We consider such operators
with self-adjoint local boundary conditions. The paper is focused on paths in
the space of such operators connecting two operators conjugated by a unitary
automorphism. The first result is the computation of the spectral flow for such
paths in terms of the topological data over the boundary. The second result is
the universality of the spectral flow: we show that the spectral flow is a universal
additive invariant for such paths, if the vanishing on paths of invertible operators
is required.
In the next paper of the series we generalize these results to families of such
operators parametrized by points of an arbitrary compact space instead of an
interval. The integer-valued spectral flow is replaced then by the family index
taking values in the K1-group of the base space.
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1 Introduction
This paper is an essentially revised version of the preprint [18]. Some of results of
[18] are removed from the current version to make the exposition more clear; some
other are presented here in more general form.
Throughout the paper a “Hilbert space” always means a separable complex Hilbert
space of infinite dimension and a “surface” always means a smooth compact oriented
surface with non-empty boundary.
The spectral flow for unbounded operators. A closed linear operator A on a Hilbert
space H is a (not necessarily bounded) linear operator acting from a linear subspace
dom(A) ⊂ H to H such that its graph is closed in H⊕H. The natural topology on the
space of closed operators on H is the so-called graph topology induced by the metric
δ (A1,A2) = ‖P1 − P2‖, where Pi denotes the orthogonal projection of H⊕H onto the
graph of Ai.
The space FRsa(H) of regular (that is, closed and densely defined) Fredholm self-
adjoint operators on H equipped with the graph topology is path-connected, and its
fundamental group is isomorphic to Z. This isomorphism is given by the 1-cocycle on
FRsa(H) called the spectral flow, which counts with signs the number of eigenvalues
passing through zero from the start of the path to its end (the eigenvalues passing
from negative values to positive one are counted with a plus sign, and the eigenvalues
passing in the other direction are counted with a minus sign).
Local boundary value problems on a compact manifold. LetM be a smooth com-
pact Riemannian manifold with non-empty boundary ∂M, and let E be a Hermi-
tian vector bundle over M. Denote by E∂ the restriction of E to ∂M. Let A be a
first order formally self-adjoint elliptic differential operator acting on sections of E.
We consider only local, or classical, boundary conditions for A, which are defined
by smooth subbundles of E∂ (in particular, boundary conditions defined by general
pseudo-differential operators are not allowed). A smooth subbundle L of E∂ defines
the unbounded operator AL on L
2(E) with the domain
dom (AL) = {u ∈ H
1(E) : u|∂M is a section of L} ,
where H1(E) denotes the first order Sobolev space of sections of E.
The conormal symbol σ(n) of A defines the symplectic structure on the fibers of
E∂. For every non-zero cotangent vector ξ ∈ T
∗
x∂M the operator σ(nx)
−1σ(ξ) has no
eigenvalues on the real axis. The generalized eigenspaces E+(ξ) and E−(ξ) of this
operator corresponding to eigenvalues with positive, resp. negative imaginary part
are Lagrangian subspaces of Ex.
A local boundary condition L is called elliptic, or Shapiro-Lopatinskii, boundary con-
dition for A if Lx is a complementary subspace for each E
+(ξ), that is
(1.1) Lx ∩ E
+(ξ) = 0 and Lx + E
+(ξ) = Ex for every non-zero ξ ∈ T
∗
x∂M.
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If L is elliptic for A, then AL is a closed operator on H = L
2(E) with compact resol-
vents. If, in addition, L is a Lagrangian subbundle of E∂, that is
(1.2) σ(n)L = L⊥,
then AL is self-adjoint.
We denote by Ell(E) the space of all such pairs (A, L) equipped with the C1-topology
on symbols of operators, the C0-topology on their free terms, and the C1-topology
on boundary conditions. The natural inclusion Ell(E) →֒ FRsa(H) taking (A, L) to AL
is continuous, see Proposition 3.3. Thus the spectral flow sf (γ) is defined for every
continuous path γ : [0, 1]→ Ell(E).
We are interested in computation of the spectral flow for paths in Ell(E) with conju-
gate ends, since the spectral flow is homotopy invariant for such paths. In the paper
we consider the simplest non-trivial case, namely the case of a two-dimensionalman-
ifold M. For such M, we compute the spectral flow in terms of the topological data
extracted from the correspondent one-parameter family of operators and boundary
conditions.
Local boundary value problems on a surface. LetM be an oriented smooth compact
surface. Then T∗x∂M\ {0} consists of only two rays, so E∂ can be naturally decomposed
into the direct sum E+∂ ⊕E
−
∂ of two Lagrangian subbundles. Their fibers can be written
as E+x = E
+(ξ) and E−x = E
−(ξ), where (n, ξ) is a positive oriented frame in T∗xM.
The identity E+(ξ) = E−(−ξ) together with (1.2) allows to simplify ellipticity con-
dition (1.1). Namely, a self-adjoint elliptic local boundary condition for A is a La-
grangian subbundle L of E∂ satisfying
L ∩ E+∂ = L∩ E
−
∂ = 0.
We show in Proposition 4.3 that such subbundles L are in a one-to-one correspon-
dence with self-adjoint bundle automorphisms T of E−∂ . This correspondence is given
by the rule
(1.3) L = KerPT with PT = P
+
(
1 + iσ(n)−1TP−
)
,
where P+ denotes the bundle projection of E∂ onto E
+
∂ along E
−
∂ and P
− = 1 − P+. If
A is the Dirac operator, then E+∂ and E
−
∂ are mutually orthogonal; in this case L can
be written as L =
{
u+ ⊕ u− ∈ E+∂ ⊕ E
−
∂ : iσ(n)u
+ = Tu−
}
.
The topological data. We associate with an element (A, L) ∈ Ell(E) the vector sub-
bundle F = F(A, L) of E−∂ , whose fibers Fx, x ∈ ∂M, are spanned by the generalized
eigenspaces of Tx corresponding to negative eigenvalues.
Let γ : [0, 1] → Ell(E), γ = (At, Lt) be a continuous path such that γ(1) = gγ(0) for
some smooth unitary bundle automorphism g of E. With every such pair (γ, g) we
associate the vector bundle F(γ, g) over the product ∂M× S1 as follows. The one-
parameter family (Ft) of subbundles Ft = F(At, Lt) of E∂ defines the vector bundle
3
over ∂M× [0, 1]. The condition γ(1) = gγ(0) implies F1 = gF0. Gluing F1 with F0
twisted by g, that is identifying (u, 1) with (gu, 0) for every u ∈ F0, we obtain the
vector bundle F = F(γ, g) over ∂M× S1.
The product ∂M× S1 is a disjoint union of tori. The orientation on M induces the
orientation on ∂M× S1. Evaluating the first Chern class of the vector bundle F(γ, g)
on the fundamental class of ∂M× S1, we obtain the integer-valued invariant
Ψ(γ, g) = c1(F(γ, g))[∂M× S
1] =
m∑
j=1
c1(Fj)[∂Mj× S
1],
where ∂Mj, j = 1 . . . ,m, are the boundary components and Fj is the restriction of F
to ∂Mj.
The spectral flow formula. The first main result of the paper is the following for-
mula.
Theorem A (Theorem 11.1). Let γ : [0, 1]→ Ell(E) be a continuous path such that γ(1) =
gγ(0) for some smooth unitary bundle automorphism g of E. Then the spectral flow for γ can
be computed in terms of the topological data over the boundary:
sf (γ) = c1(F(γ, g))[∂M× S
1] = Ψ(γ, g),
This result was first announced by the author in [16, Section 8] (up to multiplication
by an integer constant depending only on the homotopy type ofM) and then in [17].
Point out that we do not require weak inner unique continuation property for oper-
ators γ(t). While Dirac operators always have this property, for general first order
self-adjoint elliptic operators this is not necessarily so.
Universality of the spectral flow. The second main result of the paper is universality
of the spectral flow for paths in Ell(E) with conjugate ends.
Denote by U(E) the group of smooth unitary bundle automorphisms of E. For g ∈
U(E) we denote byΩgEll(E) the space of continuous paths γ : [0, 1]→ Ell(E) such that
γ(1) = gγ(0), equipped with the compact-open topology.
Recall that every complex vector bundle overM is trivial and that Ell(E) is empty for
bundles E of odd rank. Denote by 2kM the trivial vector bundle of rank 2k overM.
Theorem B (Theorem 12.1). Let Λ be a commutative monoid. Suppose that we associate
an element Φ(γ, g) ∈ Λ with every path γ ∈ ΩgEll(2kM) for every k ∈ N and every
g ∈ U(2kM). Then the following two conditions are equivalent:
1. Φ is homotopy invariant, additive with respect to direct sums, and vanishing on paths
of invertible operators.
2. Φ has the form Φ(γ, g) = sf(γ) · λ for some (invertible) constant λ ∈ Λ.
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The homotopy invariance here is understood as the invariance with respect to a
change of a path in the space ΩgEll(E) of all paths in Ell(E) with ends conjugated
by a fixed unitary automorphism g of E. In other words, Φ is constant on path con-
nected components of ΩgEll(2kM).
By vanishing on paths of invertible operators we mean thatΦ vanishes onΩgEll
0(2kM)
for every k and g, where Ell0(E) denotes the subspace of Ell(E) consisting of all pairs
(A, L) such that the unbounded operator AL is invertible (or, what is the same, has no
zero eigenvalues).
The similar result holds also for invariants Φ defined only on loops γ ∈ ΩEll(2kM),
see Theorem 2 of the previous version of this paper [18]. We exclude this result from
the current version of the paper to make the exposition more clear. The generalization
of that result can be found in the next paper, see [19, Theorem 11.5].
It is known that the spectral flow is a universal homotopy invariant for loops in the
space FRsa(H), and that the spectral flow is additive with respect to direct sums and
vanishes on loops of invertible operators. But the space Ell(E) is only tiny part of
FRsa(L2(E)). Universality is usually lost after passing to a subspace, so we cannot
expect the spectral flow to be a universal invariant for loops in Ell(E). Indeed, for any
given E the map sf : [S1, Ell(E)] → Z is not injective. It is surprising that universality
can be restored by considering all vector bundles overM together.
Universality of Ψ. The proofs of Theorems A and B are based on the following
result, which we prove in Section 8 using topological means only.
Denote by Ell+(E), resp. Ell−(E) the subspace of Ell(E) consisting of all (A, L) with
positive, resp. negative definite T , where the bundle automorphism T = T(A, L) is
defined by formula (1.3).
Theorem C (Theorem 8.3). Let Λ be a commutative monoid. Suppose that we associate an
element Φ(γ, g) ∈ Λ with every path γ ∈ ΩgEll(2kM) for every k ∈ N and g ∈ U(2kM).
Then the following two conditions are equivalent:
1. Φ is homotopy invariant, additive with respect to direct sums, and vanishing on con-
stant loops in Ell(2kM) and on paths in Ell
+(2kM), Ell
−(2kM) for every k.
2. Φ has the form Φ(γ, g) = Ψ(γ, g) · λ for some (invertible) constant λ ∈ Λ.
The direction (2 ⇒ 1) follows immediately from the properties of Ψ. To prove (1 ⇒ 2),
we first notice that if an additive homotopy invariant Φ vanishes on ΩgEll
+(2kM)
and ΩEll−(2kM) for every k and g, then it depends only on the class of F(γ, g) in
K0(∂M× S1). Next we show that vanishing of Φ on ΩgEll
−(2kM) cancels the image
G∂ of the homomorphism K0(M× S1) → K0(∂M× S1) induced by the embedding
∂M× S1 →֒M× S1. Similarly, vanishing of Φ on constant loops cancels the im-
age G∗ of the homomorphism K0(∂M) → K0(∂M × S1) induced by the projection
∂M× S1 → ∂M. The subgroup of K0(∂M× S1) spanned by G∂ and G∗ is the ker-
nel of the surjective homomorphism ψ : K0(∂M× S1) → Z, which is given by the
rule ψ[V] = c1(V)[∂M× S
1] for every vector bundle V over ∂M× S1. It follows that
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Φ factors through ψ, that is Φ(γ, g) = ϑ ◦ψ[F(γ, g)] = ϑ(Ψ(γ, g)) for some monoid
homomorphism ϑ : Z → Λ. It remains to take λ = ϑ(1).
Invertible operators. Obviously, every constant loop γ ∈ ΩEll(E) is homotopic to
a constant loop γ ′ ∈ ΩEll0(E): one can just add a constant to the correspondent
operator.
Denote by Dir(E) the subspace of Ell(E) consisting of all pairs (A, L) such that A
is a Dirac operator which is odd with respect to the chiral decomposition. Two
subspaces of Dir(E) play special role: Dir+(E) = Dir(E) ∩ Ell+(E) and Dir−(E) =
Dir(E) ∩ Ell−(E). It can be easily seen that the unbounded operator AL is invertible
for every (A, L) ∈ Dir+(E) or Dir−(E), see Proposition 10.1 for detail. Thus both
ΩgDir
+(E) and ΩgDir
−(E) are subspaces of ΩgEll
0(E).
Deformation retraction. We show in Section 9 that the natural embedding Dir(E) →֒
Ell(E) is a homotopy equivalence. Moreover, we construct a deformation retraction
of Ell(E) onto a subspace of Dir(E) preserving the vector bundles E−∂ (A) and F(A, L),
see Proposition 9.6. Similarly, we construct a deformation retraction of ΩgEll(E)
onto a subspace of ΩgDir(E) preserving the vector bundles E
−
∂ (γ, g) and F(γ, g), see
Proposition 9.7. Restricting the last retraction to the special subspaces defined above,
we obtain a deformation retraction of ΩgEll
+(E) onto a subspace of ΩgDir
+(E) and a
deformation retraction of ΩgEll
−(E) onto a subspace of ΩgDir
−(E).
In particular, every path connected component of ΩgEll
+(E), resp. ΩgEll
−(E) con-
tains an element of ΩgDir
+(E), resp. ΩgDir
−(E). It follows that every function Φ
satisfying the first condition of Theorem B should satisfy also the first condition of
Theorem C. We use this result to deduce Theorems A and B from Theorem C.
Proof of Theorem A. To prove Theorem A, we use the homotopy invariance of the
spectral flow, its additivity with respect to direct sums, and vanishing of the spectral
flow on paths of invertible operators. In other words, the spectral flow considered
as a function sf : ΩgEll(E) → Z satisfies the first condition of Theorem B and thus
of Theorem C, with Φ = sf and Λ = Z. Theorem C implies that there is an integer
constant λ ∈ Z depending only on M such that sf(γ) = Ψ(γ, g) · λ for every γ ∈
ΩgEll(E).
It remains to find the factor λ = λM. Simple reasoning shows that λM depends only
on the diffeomorphism type ofM. We then reduce the computation of λM to the case
of the annulus, see Lemma 11.5. The factor λann was computed by the author in [16]
by direct evaluation. This gives λM = λann = 1 for any surface M and completes the
proof of Theorem A.
Proof of Theorem B. The spectral flow, as well as every its multiple, satisfies the first
condition of the theorem. Conversely, suppose that an additive homotopy invariant
Φ vanishes on ΩgEll
0(2kM) for every k ∈ N and g ∈ U(2kM). Then, as was stated
above, Φ satisfies also the first condition of Theorem C. It follows that there is an
(invertible) constant λ ∈ Λ such that Φ(γ) = Ψ(γ, g) · λ for every γ ∈ ΩgEll(2kM), k,
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and g. Substituting the value of Ψ given by Theorem A, Ψ(γ, g) = sf(γ), we obtain
the second condition of the theorem.
Continuity criteria. In the Appendix we give a general criterion of being graph con-
tinuous for families of closed operators in Hilbert and Banach spaces, see Proposition
A.8. Then we apply this criterion to elliptic boundary value problems. Proposition
A.9 gives a sufficient condition for continuity of d-th order differential operators with
general boundary conditions. Its particular case concerning first order differential op-
erators is used in Proposition 3.3 and Lemma 11.5 in the main part of the paper.
Motivation. The computation of the spectral flow for paths of first order self-adjoint
elliptic operators over a surface is important for some applications in condensed mat-
ter physics. For example, the Aharonov-Bohm effect for a single-layer graphene sheet
with holes arises if a one-parameter family of Dirac operators has non-zero spectral
flow. The varying free term of the Dirac operator corresponds to a varying mag-
netic field, while the path connecting two gauge equivalent operators corresponds to
the situation where magnetic fluxes through holes change by integer numbers in the
units of the flux quantum. The spectral flow for such paths of Dirac operators was
computed by the author in [16]. Later the results of [16] were improved and general-
ized to more general families of Dirac operators with local boundary conditions: for
even-dimensional compact manifolds by A. Gorokhovsky and M. Lesch in [6], and
for compact manifolds of arbitrary dimension by M. Katsnelson and V. Nazaikinskii
in [10]. Unfortunately, methods of both [6] and [10] use essentially the specific nature
of Dirac operators and cannot be applied to general self-adjoint elliptic differential
operators. However, some other possible realizations of the Aharonov-Bohm effect in
condensed matter physics are described by self-adjoint elliptic operators of non-Dirac
type. The initial motivation of the author in the present paper was to solve the arising
mathematical problem, namely to compute the spectral flow for such a family.
Generalization to arbitrary families. In the next paper [19] we generalize Theorems
A, B, and C to families of self-adjoint elliptic local boundary value problems on a
compact surface parametrized by points of an arbitrary compact space X. The spectral
flow then is replaced by the analytical index and the integer-valued invariant Ψ is
replaced by the topological index. Both the analytical and the topological index take
value in K1(X). The idea of proofs remains essentially the same, but constant loops
are replaced by “locally constant” families of boundary value problems, that is fixed
boundary value problems twisted by vector bundles over X.
Acknowledgments. The work was partially supported by the RFBR grants 15-01-
02352 and 15-51-06001 (Russia). It was partially done during my stay at the Max
Planck Institute for Mathematics (Bonn, Germany); I would like to thank this institu-
tion for the hospitality and the excellent working conditions. I would like to thank
Nikolai V. Ivanov for his support and interest in this paper.
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2 Spectral flow for unbounded operators
The space of regular operators. Recall that an unbounded operator A on H is a
linear operator defined on a subspace D of H and taking values in H; the subspace
D is called the domain of A and is denoted by dom(A). An unbounded operator A
is called closed if its graph is closed in H⊕H and densely defined if its domain is
dense in H. It is called regular if it is closed and densely defined.
Associating with a closed operator onH the orthogonal projection on its graph defines
an inclusion of the set of closed operators onH into the space Proj(H⊕H) ⊂ B(H⊕H)
of projections in H ⊕ H. Let R(H) be the set of regular operators on H together
with the topology induced from the norm topology on Proj(H⊕H) by this inclusion.
This topology is usually called the graph topology, or gap topology. On the subset
B(H) ⊂ R(H) it coincides with the usual norm topology [4, Addendum, Theorem 1].
So, B(H) is a subspace of R(H); it is open and dense in R(H) [1, Proposition 4.1].
Fredholm operators and the spectral flow. Denote by FR(H) the subspace of R(H)
consisting of regular Fredholm operators, and by FRsa(H) its subspace consisting of
regular Fredholm self-adjoint operators. The space FRsa(H) is path-connected and its
fundamental group is isomorphic to Z [8]. This isomorphism is given by the 1-cocycle
on FRsa(H) called the spectral flow. The definitions of the spectral flow can be found
in [15] for the case of bounded operators and in [1, 13] for the case of unbounded
operators.
The case where one or both of the endpoints of the path have zero eigenvalue re-
quires some agreement on the counting procedure. Yet if a path is a loop up to an
automorphism of H, the value of the spectral flow is independent of the choice of
definition. Since we consider only such paths in this paper, we do not specify the
counting agreement for the case of non-invertible endpoints: any such agreement
will suffice.
Properties of the spectral flow. It is well known that the spectral flow has a number
of nice properties:
(S0) Zero crossing. In the absence of zero crossing the spectral flow vanishes: if γ is a
continuous path in FRsa(H) such that none of the operators γ(t) has zero eigenvalue,
then sf (γ) = 0.
(S0’) The spectral flow of a constant path vanishes.
(S1) Homotopy invariance. The spectral flow along a continuous path γ in FRsa(H)
does not change if γ changes continuously in the space of paths in FRsa(H)with fixed
endpoints (the same as the endpoints of γ).
(S2) Additivity with respect to direct sum. Let H1, H2 be separable Hilbert spaces,
and let γi : [a,b]→ FR
sa(Hi) be continuous paths. Then sf (γ1⊕γ2) = sf (γ1)+sf (γ2),
where γ1 ⊕ γ2 : [a,b]→ FR
sa(H1 ⊕H2) denotes the pointwise direct sum.
8
(S3) Path additivity. Let γ, γ ′ be continuous paths in FRsa(H) such that the last point
of γ is the first point of γ ′. Then sf (γ.γ ′) = sf (γ) + sf (γ ′), where γ.γ ′ denotes the
concatenation of γ and γ ′.
(S4) Conjugacy invariance. Let g be a unitary automorphism of H, and let γ be a
continuous path in FRsa(H). Then sf (γ) = sf (gγg−1).
Paths with conjugate ends. In this paper we compute the spectral flow only for
paths with conjugate ends (in particular, for loops), so it is convenient to have a spe-
cial designation for the space of such paths. For a topological space X we denote by
ΩX the space of free loops in X with the compact-open topology. Here by a free loop
we mean a continuous map from a circle S1 to X, or, equivalently, a continuous map
γ : [0, 1] → X such that γ(0) = γ(1). If g is a homeomorphism of X, then we denote
by ΩgX the space of continuous paths γ : [0, 1]→ X such that γ(1) = gγ(0) equipped
with the compact-open topology. We say that paths γ,γ ′ ∈ ΩgX are homotopic if
they can be connected by a path in ΩgX.
The group U(H) of unitary automorphisms of H acts on the space FRsa(H) by conju-
gations: (A, g) 7→ gAg−1. We will write ΩgFR
sa(H) for g ∈ U(H) having in mind this
action.
In the proof of Theorem A we do not use all properties (S0-S4), but only the following
small part of them.
Proposition 2.1. The spectral flow satisfies the following properties.
(S0U) Zero crossing. Let γ ∈ ΩgFR
sa(H), g ∈ U(H). Suppose that γ(t) has no zero
eigenvalue for each t ∈ [0, 1]. Then sf(γ) = 0.
(S1U) Homotopy invariance. The spectral flow is constant on path connected components
of ΩgFR
sa(H) for each g ∈ U(H).
(S2U) Additivity with respect to direct sum. Let γi ∈ ΩgiFR
sa(Hi), gi ∈ U(Hi), i = 1, 2.
Then sf(γ1 ⊕ γ2) = sf(γ1) + sf(γ2).
Proof. Properties (S0U) and (S2U) are just weaker versions of (S0) and (S2) respec-
tively. To prove (S1U), we combine (S1), (S3), (S4), and (S0’). Let γs(t), s ∈ [0, 1] be
a homotopy between γ0 and γ1. Let the paths β,β
′,β ′′ : [0, 1] → FRsa(H) be given
by the formulas β(s) = γs(0), β
′(t) = γ1(t), β
′′(s) = γ1−s(1). Then γ0 is homo-
topic to β.β ′.β ′′ in the space of paths in FRsa(H) with the same endpoints as γ0.
Property (S1) implies sf (γ0) = sf (β.β
′.β ′′), and by (S3) the last value is equal to
sf (β) + sf (β ′) + sf (β ′′). Property (S4) implies sf (β) = sf (gβ). The path gβ is just the
path β ′′ passing in the opposite direction, so the concatenation of these two paths is
homotopic to the constant path (in the class of paths with fixed endpoints). By (S3),
(S1), and (S0’) we have sf (gβ) + sf (β ′′) = sf (gβ.β ′′) = 0. Taking all this together, we
obtain sf (γ0) = sf (β
′) = sf (γ1). 
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3 Local boundary value problems
This section is mostly devoted to standard facts about elliptic boundary value prob-
lems on compact manifolds, in the context of first order operators and local boundary
conditions. In the end of the section we give a criteria of continuity for families of
boundary value problems, which is a particular case of results obtained in the Ap-
pendix.
Operators. Let M be a smooth compact connected oriented manifold with non-
empty boundary ∂M and a fixed Riemannian metric, and let E be a smooth Hermitian
complex vector bundle overM. We denote by E∂ the restriction of E to the boundary
∂M.
Let A be a first order elliptic differential operator acting on sections of E. Recall that
an operator A is called elliptic if its (principal) symbol σA(ξ) is non-degenerate for
every non-zero cotangent vector ξ ∈ T∗M. Throughout the main part of the paper
(except for the Appendix) all differential operators are supposed to have smooth (C∞)
coefficients.
An operator A is called formally self-adjoint if it is symmetric on the domain C∞0 (E),
that is, if
∫
M 〈Au, v〉dvol =
∫
M 〈u,Av〉dvol for any smooth sections u, v of E with
compact supports inM \ ∂M.
Local boundary conditions. The differential operator A with the domain C∞0 (E) is
an unbounded operator on the Hilbert space L2(E) of L2-sections of E. This operator
can be extended to a closed operator on L2(E) in various ways, by imposing appro-
priate boundary conditions. We will consider only local boundary conditions that
are defined by smooth subbundles of E∂. For such a subbundle L, the corresponding
unbounded operator AL on L
2(E) has the domain
(3.1) dom (AL) = {u ∈ H
1(E) : u|∂M is a section of L} ,
where H1(E) denotes the first order Sobolev space (the space of sections of E which
are in L2 together with all their first derivatives). We will often identify a pair (A, L)
with the operator AL.
To give a precise meaning to the notation in the right-hand side of (3.1), recall that
the restriction map C∞(E)→ C∞(E∂) taking a section u to u|∂M extends continuously
to the trace map τ : H1(E) → H1/2(E∂). The smooth embedding L →֒ E∂ defines the
natural inclusion H1/2(L) →֒ H1/2(E∂). By the condition “u|∂M is a section of L” in
(3.1) we mean that the trace τ(u) lies in the image of this inclusion.
Decomposition of E. We will use the following properties of elliptic symbols.
Proposition 3.1. Let σ ∈ Hom(T∗M, End(E)) be a symbol of first order elliptic operator.
Let Π be an oriented two-dimensional plane in the cotangent bundle T∗xM, x ∈ M. Then for
any positive oriented frame (e1, e2) in Π the operator
Q = σ(e1)
−1σ(e2) ∈ End(Ex)
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has no eigenvalues on the real axis. It defines the direct sum decomposition Ex = E
+⊕E− (not
necessarily orthogonal), where E+ and E− are the generalized eigenspaces of Q corresponding
to the eigenvalues with positive and negative imaginary part respectively. This decomposition
depends only on Π and is independent of the choice of a frame (e1, e2).
If additionally σ is self-adjoint, then the ranks of E+ and E− are equal (so the rank of E is
even), and for every non-zero ξ ∈ Π the symbol σ(ξ) takes E+ and E− to their orthogonal
complements in Ex.
Proof. 1. Since σ is elliptic, the operator Q− t = σ(e1)
−1σ(e2 − te1) is invertible for
any t ∈ R. Hence Q has no eigenvalues on the real axis and Ex = E
+ ⊕ E−.
If we change (e1, e2) to (e1, e2 + te1), t ∈ R, then Q is changed to Q+ t Id. If we
change (e1, e2) to (e1 + te2, e2) then Q is changed to (Q
−1 + t Id)−1. In both cases E+
and E− do not change. Therefore, they do not change at any change of the frame
(e1, e2) preserving orientation, and thus depend only on Π.
2. Suppose now that σ is self-adjoint, that is σ(ξ) is self-adjoint for every ξ ∈ T∗M.
Let ξ ∈ Π be a non-zero vector. Choose a positive oriented frame (e1, e2) in Π such
that e1 = ξ. Denote σi = σ(ei), Vλ, k = Ker(Q− λ)
k, and Vλ = Vλ, dimE. We prove
by induction that σ1Vλ is orthogonal to Vµ for any λ,µ ∈ C with λ 6= µ. Indeed,
σ1Vλ, 0 = 0 is orthogonal to Vµ, 0 = 0. Suppose that σ1Vλ, l is orthogonal to Vµ,m for all
l,m > 0, l+m < k. Then for l+m = k, u ∈ Vλ, l, v ∈ Vµ,m we have
(λ− µ) 〈σ1u, v〉 = 〈σ1λu, v〉− 〈σ1u,µv〉+ 〈u,σ2v〉− 〈σ2u, v〉 =
= 〈σ1λu, v〉− 〈σ1u,µv〉+ 〈σ1u,Qv〉− 〈σ1Qu, v〉 = 〈σ1u, (Q− µ)v〉− 〈σ1(Q− λ)u, v〉 = 0
by induction assumption, since (Q− µ)v ∈ Vµ,m−1 and (Q− λ)u ∈ Vλ, l−1. Thus σ1Vλ
is orthogonal to Vµ if λ 6= µ.
The subspace E+ is spanned by
⋃
Vλ with λ running all eigenvalues ofQwith positive
imaginary parts. For every pair λ, µ of such eigenvalues (not necessarily distinct) we
have λ 6= µ, so σ1E
+ is orthogonal to E+. Similarly, σ1E
− is orthogonal to E−. We have
2dimE+ = dimE+ + dim(σ1E
+) 6 dimE+ + dim(E+)⊥ = dimEx
and, similarly, 2dimE− 6 dimEx. On the other hand, dimE
+ + dimE− = dimEx.
Therefore, dimE+ = dimE− = dimEx/2. 
Elliptic boundary conditions Let A be a first order elliptic operator acting on sec-
tions of E. The inverse image of a non-zero cotangent vector ξ ∈ T∗x∂M under the
restriction map T∗xM → T
∗
x∂M is an affine line in T
∗
xM parallel to the outward conor-
mal nx. Denote by Πξ the two-dimensional vector subspace of T
∗
xM spanned by this
line. Applying Proposition 3.1 to the plain Πξ, we obtain the decomposition of Ex
into the direct sum E+(ξ)⊕ E−(ξ).
A local boundary condition L is called elliptic for A if
(3.2) Lx ∩ E
+(ξ) = 0 and Lx + E
+(ξ) = Ex for every non-zero ξ ∈ T
∗
x∂M, x ∈ ∂M.
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If L is elliptic for A, then the adjoint to AL is A
t
N, where A
t is the differential operator
formally adjoint to A and N = (σ(n)L)⊥.
Self-adjoint elliptic boundary conditions Suppose now that an elliptic operator A
is formally self-adjoint. Then the conormal symbol σ(n) of A defines a symplectic
structure on fibers of E∂ given by the symplectic 2-form ωx(u, v) = 〈iσ(n)u, v〉 for
u, v ∈ Ex, x ∈ ∂M, where n is the outward conormal to ∂M. By Proposition 3.1 both
E+(ξ) and E−(ξ) are Lagrangian subspaces with respect to this symplectic structure.
The differential operator A with the domain C∞0 (E) is a symmetric unbounded oper-
ator on the Hilbert space L2(E) of L2-sections of E. This operator can be extended to a
regular self-adjoint operator on L2(E) by imposing appropriate boundary conditions.
For L satisfying ellipticity condition (3.2), the operator AL is self-adjoint if and only if
L is a Lagrangian subbundle of E∂.
For a Lagrangian subbundle L condition (3.2) can be written in simpler form:
(3.3) Lx ∩ E
+(ξ) = 0 for every non-zero ξ ∈ T∗x∂M, x ∈ ∂M.
Indeed, rank of both Lx and E
+(ξ) is half of rank Ex. Therefore, Lx ∩ E
+(ξ) = 0 if and
only if Lx + E
+(ξ) = Ex.
Finally, we obtain the following description of self-adjoint elliptic local boundary
value problems.
Proposition 3.2. LetA be a first order formally self-adjoint elliptic differential operator acting
on sections of E. Let L be a smooth Lagrangian subbundle of E∂ satisfying condition (3.3).
Then AL is a regular Fredholm self-adjoint operator on L
2(E). Moreover, AL has compact
resolvents, that is (AL + i)
−1 is a compact operator on L2(E).
Proof. Denote by D the domain of AL given by formula (3.1). It is dense in L
2(E) and
closed in H1(E). Equip D with the topology induced from H1(E).
Let τ : H1(E) → H1/2(E∂) be the trace map, and let P be the bundle endomorphism
projecting E∂ on L
⊥ along L. Condition (3.2) means that P : E+(ξ) → L⊥x is bijective
for every non-zero ξ ∈ T∗x∂M. It follows by [7, Theorem 20.1.2] that the operator
A⊕ Pτ : H1(E) → L2(E) ⊕ H1/2(L⊥) is Fredholm. Its restriction to the kernel of Pτ
is also Fredholm. But this restriction coincides with AL considered as a bounded
operator from D to L2(E). Hence AL is Fredholm.
In particular, V = Im(AL) is a closed subspace of L
2(E). Let U be the orthogonal
complement of the kernel of AL in L
2(E). The restriction A¯ of A to U is injective with
the image V . Therefore, the inverse operator A¯−1 : V → U is bounded and its graph
is closed in V ×U. Equivalently, the graph of A¯ is closed in U× V , which is a closed
subspace of L2(E)2. The graph of AL is the orthogonal sum of ker(AL) × {0} with
the graph of A¯ and therefore is closed in L2(E)2. In other words, the operator AL is
closed.
Green’s formula implies that AL is symmetric. Let (u, v) ∈ L
2(E)2 be an arbitrary
point of the graph of the adjoint operator. This means that for each w ∈ dom(AL) we
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have 〈u,Aw〉 = 〈v,w〉. By [12, Theorem 1], (u, v) lies in the closure of the graph of AL.
(The statement of this theorem of Lax and Phillips concerns only smooth domains in
Euclidean spaces and trivial vector bundles. But its proof is local, so it works for
general case without change.) Since AL is closed, u ∈ dom(AL). Therefore, AL is
self-adjoint.
The operator AL is bounded as an operator from a Hilbert space D to L
2(E). Since AL
is a closed self-adjoint operator on L2(E), the bounded operator AL + i : D → L
2(E)
is bijective and the inverse (AL + i)
−1 is a bounded operator from L2(E) to D [9,
Theorem V.3.16]. Composing it with the compact embedding D ⊂ H1(E) →֒ L2(E),
we see that (AL + i)
−1 is compact as an operator on L2(E). This completes the proof
of the proposition. 
The space of boundary value problems. Denote by Ell(E) the set of all pairs (A, L)
satisfying conditions of Proposition 3.2. The following result is a particular case of
Proposition A.11 from the Appendix.
Proposition 3.3. For the set Ell(E) equipped with the C0-topology on coefficients of operators
and the C1-topology on boundary conditions, the natural inclusion Ell(E) →֒ FRsa (L2(E)),
(A, L) 7→ AL is continuous.
Equivalently, the C0-topology on coefficients of operators can be described as the
topology induced by the inclusion Ell(E) →֒ B(H1(E), L2(E)).
4 Boundary value problems on a surface
From now on (except for the Appendix) we will consider only the case of dimension
two, that isM will be a smooth compact connected oriented surface with non-empty
boundary ∂M and a fixed Riemannian metric.
Let E be a smooth Hermitian complex vector bundle over M. Denote by Ell(E) the
set of first order formally self-adjoint elliptic differential operators with smooth coef-
ficients acting on sections of E.
Decomposition of a bundle. Since M is now two-dimensional, Proposition 3.1 al-
lows to define the global decomposition of E.
Proposition 4.1. Let A ∈ Ell(E). Then the symbol σ of A defines the decomposition of E
into the direct sum (not necessarily orthogonal) of two smooth subbundles E+ = E+(σ) and
E− = E−(σ) such that the following conditions hold:
1. E+x and E
−
x are the generalized eigenspaces of Qx = σ(e1)
−1σ(e2) as in Proposition 3.1,
where (e1, e2) is an arbitrary positive oriented frame in T
∗
xM.
2. Ranks of E+ and E− are equal, so the rank of E is even.
3. For every non-zero ξ ∈ T∗xM the symbol σ(ξ) takes E
+
x and E
−
x to their orthogonal
complements in Ex.
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Proof. The main part of the statement follows from Proposition 3.1. It remains to
show that E+x and E
−
x are fibers of smooth vector bundles E
+ and E−. Choosing a
local smooth frame (e1, e2) in T
∗M, we see that E+x and E
−
x smoothly depend on Qx,
which in turn smoothly depends on x. 
Self-adjoint elliptic boundary conditions. Denote by E+∂ , resp. E
−
∂ the restriction
of E+, resp. E− to ∂M. As before, the conormal symbol σ(n) defines the symplectic
structure on the fibers of E∂, and E
+
∂ , E
−
∂ are transversal Lagrangian subbundles of E∂.
The orientation on M induces the orientation on ∂M. Fibers of E±∂ can be written
as E+x = E
+(ξ) and E−x = E
−(ξ), where ξ is a positive vector in the oriented one-
dimensional space T∗x∂M. The identity E
+(ξ) = E−(−ξ) allows to write ellipticity
condition (3.2) in simpler form:
(4.1) L∩ E+∂ = L ∩ E
−
∂ = 0 and L+ E
+
∂ = L+ E
−
∂ = E∂.
If L is Lagrangian, then condition (4.1) can be simplified even further, cf. (3.3):
L ∩ E+∂ = L∩ E
−
∂ = 0.
As before, we denote by Ell(E) the set of all pairs (A, L) such that A ∈ Ell(E) and L is
a smooth Lagrangian subbundle of E∂ satisfying condition (4.1). Proposition 3.2 then
takes the following form.
Proposition 4.2. For every (A, L) ∈ Ell(E) the unbounded operator AL is a regular self-
adjoint operator on L2(E) with compact resolvents.
The correspondence between boundary conditions and automorphisms of E−∂ . For
every elliptic (not necessarily self-adjoint) symbol σ there is a one-to-one correspon-
dence between subbundles L of E∂ satisfying condition (4.1) and bundle isomor-
phisms R : E−∂ → E
+
∂ . Namely, L is the graph of R in E
−
∂ ⊕ E
+
∂ = E∂. Equivalently,
−R is the projection of E−∂ onto E
+
∂ along L.
If additionally σ is self-adjoint, then one can move further and construct a one-to-one
correspondence between Lagrangian subbundles L of E∂ satisfying (4.1) and self-adjoint
bundle automorphisms T of E−∂ .
Let us first describe this correspondence in the case of mutually orthogonal E+∂ and E
−
∂
(this holds, in particular, for Dirac type operators). Composing R with iσ(n) : E+∂ →
(E+∂ )
⊥ = E−∂ , we obtain the bundle automorphism T of E
−
∂ . Conversely, with ev-
ery bundle automorphism T of E−∂ we associate the subbundle L of E∂ given by the
formula
(4.2) L =
{
u+ ⊕ u− ∈ E+∂ ⊕ E
−
∂ = E∂ : iσ(n)u
+ = Tu−
}
.
As Proposition 4.3 below shows, T is self-adjoint if and only if L is Lagrangian, so we
obtain a bijection between the set of all self-adjoint elliptic local boundary conditions
for A and the set of all self-adjoint bundle automorphisms of E−∂ .
14
In general case, where E+∂ and E
−
∂ can be non-orthogonal, this construction should be
slightly modified. The composition T˜ = iσ(n)R acts from E−∂ to (E
+
∂ )
⊥, which now
does not coincide with E−∂ . In order to correct this, we compose T˜ with the orthogonal
projection P−ort of E∂ onto E
−
∂ . Since E∂ = (E
−
∂ )
⊥ ⊕ (E+∂ )
⊥, the restriction of P−ort to
(E+∂ )
⊥ is an isomorphism (E+∂ )
⊥ → E−∂ . Finally, we define the bundle automorphism
T = P−ort ◦ T˜ of E
−
∂ , so that the following diagram becomes commutative.
(4.3)
L E+∂ (E
+
∂ )
⊥
E−∂ E
−
∂
P−
P+ iσ(n)
P−ort
R
T˜
T
(P−)∗
Proposition 4.3. Let A ∈ Ell(E). Denote by P+ the projection of E∂ onto E
+
∂ along E
−
∂ and
by P− = 1 − P+ the projection of E∂ onto E
−
∂ along E
+
∂ . Then the following hold.
1. There is a one-to-one correspondence between smooth subbundles L of E∂ satisfying
condition (4.1) and smooth bundle automorphisms T of E−∂ . This correspondence is
given by the formula
(4.4) L = KerPT with PT = P
+
(
1 + iσ(n)−1TP−
)
,
where PT is the projection of E∂ onto E
+
∂ along L.
2. For L and T as above, L is Lagrangian if and only if T is self-adjoint.
If E+∂ and E
−
∂ are mutually orthogonal, then (4.4) is equivalent to (4.2).
In the rest of the paper we will sometimes write an element of Ell(E) as (A, T) instead
of (A, L).
Proof. The adjoint (P−)∗ projects E∂ onto (E
+
∂ )
⊥ along (E−∂ )
⊥, so its restriction to E−∂
is the inverse of P−ort : (E
+
∂ )
⊥ → E−∂ . All three solid arrows at the right half of Diagram
(4.3) are smooth bundle isomorphisms.
By Proposition 4.1 the conormal symbol σ(n) takes E−∂ and E
+
∂ to their orthogonal
complements. So (P−)∗ = σ(n)P+σ(n)−1 and σ(n)−1(P−)∗ = P+σ(n)−1. Therefore,
(4.4) can be equivalently written as
(4.5) PT = P
+ + iσ(n)−1(P−)∗TP−.
1. Let L be a smooth subbundle of E∂ satisfying (4.1). Then both solid arrows at
the left half of Diagram (4.3) are smooth bundle isomorphisms. There is a smooth
automorphism T of E−∂ making this diagram commutative, and such an automor-
phism is unique. Substituting R = (iσ(n))−1(P−)∗T to L = Ker(P+ − RP−), we obtain
L = Ker(P+ + iσ(n)−1(P−)∗TP−) = KerPT .
Conversely, let T be a smooth automorphism of E−∂ . The image of PT is contained
in E+∂ , while the restriction of PT to E
+
∂ is the identity. It follows that P
2
T = PT , that
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is PT is the projection of E∂ onto E
+
∂ along L = KerPT . This implies L ∩ E
+
∂ = 0 and
L + E+∂ = E∂. The projection PT smoothly depends on x ∈ ∂M and has constant
rank, so L is a smooth subbundle of E∂ with rank L = rankE∂ − rankE
+
∂ = rankE
−
∂ .
If u ∈ L ∩ E−∂ , then P
+u = 0 and Tu = P−ortiσ(n)P
+u = 0. Since T is invertible,
L∩ E−∂ = 0. This completes the proof of clause 1.
2. Let L, T be as in clause 1 and u1,u2 ∈ L. For u
−
j = P
−uj and u
+
j = P
+uj we have
(4.6)
〈
Tu−1 ,u
−
2
〉
=
〈
T˜u−1 ,u
−
2
〉
=
〈
iσ(n)u+1 ,u
−
2
〉
=
〈
iσ(n)u+1 ,u2
〉
,
using the orthogonality of T˜u−1 − Tu
−
1 = (1 − P
−
ort)T˜u
−
1 ∈ (E
−
∂ )
⊥ to u−2 ∈ E
−
∂ and the
orthogonality of iσ(n)u+1 ∈ (E
+
∂ )
⊥ to u2 − u
−
2 = u
+
2 ∈ E
+
∂ . Similarly,
(4.7)
〈
u−1 , Tu
−
2
〉
=
〈
u−1 , iσ(n)u
+
2
〉
= −
〈
iσ(n)u−1 ,u
+
2
〉
= −
〈
iσ(n)u−1 ,u2
〉
.
Subtracting (4.7) from (4.6), we obtain
(4.8) 〈iσ(n)u1,u2〉 =
〈
TP−u1,P
−u2
〉
−
〈
P−u1, TP
−u2
〉
for all u1,u2 ∈ L.
If L is Lagrangian, then (4.8) implies self-adjointness of T , since P− : L → E−∂ is sur-
jective. Conversely, if T is self-adjoint, then (4.8) implies iσ(n)L ⊂ L⊥; taking into
account that rankL = rankE∂/2, we see that L is Lagrangian.
3. If E+∂ and E
−
∂ are mutually orthogonal, then (P
−)∗ : E−∂ → (E
+
∂ )
⊥ is the identity, and
(4.5) takes the form (4.2). This completes the proof of the proposition. 
The subbundle F(A, L). With every (A, L) ∈ Ell(E) we associate the smooth sub-
bundle F(A, L) of E−∂ as follows. Let T be the self-adjoint automorphism of E
−
∂ given
by formula (4.4). We define Fx as the invariant subspace of Tx spanned by the gen-
eralized eigenspaces of Tx corresponding to negative eigenvalues. Subspaces Fx of
E−x smoothly depend on x ∈ ∂M and therefore are fibers of the smooth subbundle
F = F(A, L) of E−∂ .
Being a subbundle of E−∂ , F(A, L) is also a smooth subbundle of E∂. Sometimes it will
be more convenient for us to consider F(A, L) as a subbundle of E∂.
5 The space of boundary value problems on a surface
Topology on Ell(E). In section 3 we used the C0-topology on coefficients of opera-
tors. We will compute the spectral flow for the paths in Ell(E)which are continuous in
a slightly stronger topology, namely the C1-topology on symbols and the C0-topology
on free terms of operators. Let us describe it more precisely.
For a smooth complex vector bundle V over a smooth manifold N, we denote by
Gr(V) the smooth bundle over N whose fiber over x ∈ N is the complex Grassmanian
Gr(Vx). In the same manner we define the smooth bundle End(V) of fiber endomor-
phisms. We identify sections of Gr(V) with subbundles of V and sections of End(V)
with bundle endomorphisms of V .
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Let r = (r1, r0) be a couple of integers, r1 > r0 > 0. Denote by Ell
r(E) the set Ell(E)
equipped with the Cr1-topology on symbols and the Cr0-topology on free terms of
operators.
To be more precise, notice that the tangent bundle TM is trivial since M is a surface
with non-empty boundary. Thus we can choose smooth global sections e1, e2 of TM
such that e1(x), e2(x) are linear independent for any x ∈M. Choose a smooth unitary
connection ∇ on E. Each A ∈ Ell(E) can be written uniquely as A = σ1∇1 +σ2∇2 +a,
where the symbol components σi = σA(ei) are self-adjoint bundle automorphisms of
E, ∇i = ∇ei , and the free term a is a bundle endomorphism. Therefore the choice of
(e1, e2,∇) defines the inclusion
Ell(E) →֒ C∞ (End(E))2 ×C∞ (End(E)) , σ1∇1 + σ2∇2 + a 7→ (σ1,σ2,a) ,
where C∞ (End(E)) denotes the space of smooth sections of End(E). We equip Ell(E)
with the topology induced by the inclusion
Ell(E) →֒ Cr1 (End(E))2 ×Cr0 (End(E))
and denote the resulting space by Ellr(E). Equip Ell(E) with the topology induced
by the inclusion Ell(E) →֒ Ellr(E)×C1(Gr(E∂)), with the product topology on the last
space, and denote the resulting space by Ellr(E). Thus defined topologies on Ellr(E),
Ellr(E) are independent of the choice of a frame (e1, e2) and connection ∇.
By Proposition 4.2 the natural inclusion Ell (0,0)(E) →֒ FRsa (L2(E)) is continuous.
Since the (r1, r0)-topology on Ell(E) is stronger than the (0, 0)-topology, the inclusion
Ellr(E) →֒ FRsa (L2(E)) is continuous for every couple r of non-negative integers.
Convention. From now on we will use the (1, 0)-topology on Ell(E), that is, the C1-topology
on symbols and the C0-topology on free terms of operators. For brevity we will omit the
superscript, so further Ell(E) will always mean Ell(1,0)(E).
The following is an immediate corollary of Proposition 4.2.
Proposition 5.1. The natural inclusion Ell(E) →֒ FRsa (L2(E)), (A, L) 7→ AL is continuous.
Remark. We choose to use the stronger (1, 0)-topology on Ell(E) instead of the (0, 0)-
topology to simplify the proofs. Probably, all theorems in the paper remain valid
for (0, 0)-topology on Ell(E) as well, but the author did not check this. It can be
easily seen that Theorems B and C are valid (and their proofs remains the same) for
(r1, r0)-topology on Ell(E) with r1 − 1 > r0 > 0.
Continuity of the decomposition. We prove here a technical result that will be used
further in the paper.
Denote by Σ(E) the set of all smooth bundle morphisms σ : T∗M→ End(E) such that σ
is a symbol of a formally self-adjoint elliptic operator. Equip Σ(E) with the topology
induced by the inclusion Σ(E) →֒ C1(TM ⊗ End(E)). Then the natural projection
Ell(E) → Σ(E) is continuous, as well as the map Σ(E) → C1(End(E∂)) taking σ to
σ(n).
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For a smooth fiber bundle V over a smooth compact manifold N, we denote by
C∞,s(V) the space of smooth sections of V with the Cs-topology, that is, the topol-
ogy induced by the embedding C∞(V) →֒ Cs(V).
Let e1, e2 be global sections of T
∗M such that (e1(x), e2(x)) is a positive oriented
orthonormal basis of T∗xM for any x ∈M.
Proposition 5.2. The following maps are continuous:
1. Q : Σ(E)→ C∞,1(End(E)), σ 7→ Q = σ(e1)−1σ(e2);
2. E+,E− : Σ(E)→ C∞,1(Gr(E)).
Proof. 1. The maps from Σ(E) to C∞,1(End(E)) taking σ to σ(ei), i = 1, 2, are contin-
uous, so Q is also continuous.
2. The invariant subspace E−x of Qx spanned by the generalized eigenspaces of Qx
corresponding to eigenvalues with negative imaginary part is an analytic function of
Qx and hence an analytic function of σx. Therefore, for smooth σ, E
−(σ) is a smooth
subbundle of E, and the map E− : Σ(E) → C∞,1(Gr(E)) is continuous. The same is
true for E+ : Σ(E)→ C∞,1(Gr(E)).
Correspondence between L and T . Proposition 4.3 defines a one-to-one correspon-
dence between L and T . We will use it to construct homotopies in ΩgEll(E). To do
this, we need to show that the map (A, L) 7→ (A, T) is a homeomorphism.
Denote by Ell ′(E) the set of all pairs (A, T) such that A ∈ Ell(E) and T is a smooth
bundle automorphism of E−∂ (A). We equip Ell
′(E) with the topology induced by the
inclusion
(5.1) Ell ′(E) →֒ Ell(E)×C1(End(E∂)), (A, T) 7→ (A, T ⊕ Id(E−
∂
)⊥),
where (E−∂ )
⊥ is the orthogonal complement of E−∂ (A) in E∂. We introduce the auxiliary
self-adjoint automorphism
(5.2) T ′ = T ⊕ Id(E−
∂
)⊥
by technical reasons: T acts on the bundle E−∂ (A) which depends on A, while T
′ acts
on the fixed bundle E∂.
Proposition 5.3. The map Ell(E) → Ell ′(E) taking (A, L) to (A, T) is a homeomorphism.
The map F : Ell(E)→ C∞,1(Gr(E∂)) is continuous.
Proof. Denote by Gr(2)(E) the smooth subbundle of Gr(E) ×M Gr(E) whose fiber
over x ∈ M consists of pairs (Vx,Wx) of subspaces of Ex such that Vx ∩Wx = 0 and
Vx +Wx = Ex. For a smooth section (V ,W) of Gr
(2)(E) the projection PV ,W of E on
V along W is a smooth section of End(E). The map C∞,1(Gr(2)(E)) → C∞,1(End(E)),
(V ,W) → PV ,W is continuous. The same is true if we replaceM by ∂M and E by E∂.
Therefore, the composition
Σ(E)→ C∞,1(Gr(2)(E))→ C∞,1(Gr(2)(E∂))→ C∞,1(End(E∂)),
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σ 7→ (E+,E−) 7→ (E+∂ ,E
−
∂ ) 7→ PE+
∂
,E−
∂
= P+(σ), is continuous. Similarly, the map
P− : Σ(E)→ C∞,1(End(E∂)) is continuous.
Let T ′ be defined by formula (5.2). Since TP− = T ′P−, identity (4.5) can be equiv-
alently written as PT = P
+ + iσ(n)−1(P−)∗T ′P−. Hence PT , and also L = KerPT ,
continuously depend on (σ, T ′). It follows that the map (A, T ′) 7→ (A, L) is continu-
ous.
Conversely, for u ∈ E−∂ we have Tu = P
−
ortiσ(n)P
+PL,E+
∂
u, where P−ort = P
−(P− +
(P−)∗ − 1)−1 is the orthogonal projection of E∂ onto E
−
∂ (see (A.3) for the formula of
the orthogonal projection). This implies
T ′ = P−ort iσ(n) P
+ PL,E+
∂
P−ort + (1 − P
−
ort).
Since all elements of this expression continuously depend on (σ, L), the map (A, L) 7→
(A, T ′) is continuous. This proves the first part of the proposition.
By the definition of T ′, we have χ(−∞,0)(Tx) = χ(−∞,0)(T ′x), where χS denotes the
characteristic function of a subset S of R. Hence Fx considered as a point of Gr(Ex)
coincides with Im
(
χ(−∞,0)(T ′x)
)
and thus is an analytic function of T ′x. Therefore, F is a
smooth subbundle of E and continuously depends on T ′ in the C1-topology. Together
with the continuity of T ′ this implies continuity of the map F : Ell(E)→ C∞,1(Gr(E∂)).
This proves the second part of the proposition. 
6 The invariant Ψ and its properties
Gluing of bundles. Let γ ∈ ΩgEll(E), that is γ : [0, 1] → Ell(E) is a path in Ell(E)
such that γ(1) = gγ(0), g ∈ U(E). With every such pair (γ, g) we associate a number
of vector bundles.
First, lift E to the vector bundle Ê = E× [0, 1] over M× [0, 1]. Then form the vector
bundle E overM×S1 as the factor of Ê, identifying (u, 1)with (gu, 0) for every u ∈ E.
The one-parameter family E−t = E
−(γ(t)) of subbundles of E forms the subbundle Ê−
of Ê. The condition γ(1) = gγ(0) implies E−1 = gE
−
0 , so Ê
− descends onto M× S1
giving rise to the subbundle E− = E−(γ, g) of E such that the following diagram is
commutative:
Ê− Ê M× [0, 1]
E− E M× S1
In the same manner, from the one-parameter family of vector bundles E−∂ (γ(t)) ⊂ E∂
we construct the vector bundles Ê−∂ ⊂ Ê∂ over ∂M× [0, 1]. Twisting by g and gluing as
described above, we obtain the vector bundles E−∂ ⊂ E∂ over ∂M× S
1. Equivalently,
E∂ and E
−
∂ can be obtained as the restrictions of E and E
− to ∂M× S1.
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The one-parameter family Ft = F(γ(t)) of subbundles of E
−
∂ (γ(t)) forms the subbun-
dle F̂ of Ê−∂ . Again, the condition γ(1) = gγ(0) implies F1 = gF0, so F̂ descends
onto ∂M× S1 giving rise to the subbundle F = F(γ, g) of E−∂ such that the following
diagram is commutative:
F̂ Ê−∂ Ê∂ ∂M× [0, 1]
F E−∂ E∂ ∂M× S
1
If g = Id, then we will write F(γ) instead of F(γ, Id).
Definition of Ψ(γ, g). The orientation on M induces the orientation on ∂M. We
equip ∂M with an orientation in such a way that the pair (outward normal to ∂M,
positive tangent vector to ∂M) has a positive orientation.
The product ∂M× S1 is a two-dimensional manifold, namely a disjoint union of tori.
Let [∂M× S1] ∈ H2(∂M× S
1) be its fundamental class. The first Chern class c1(F) of
the vector bundle F is an element of the second cohomology group H2(∂M× S1), so
one can compute its value on [∂M× S1], obtaining the integer-valued invariant
(6.1) Ψ(γ, g) = c1(F(γ, g))[∂M× S
1].
If g = Id, then we will write Ψ(γ) instead of Ψ(γ, Id).
The homomorphism ψ. The first Chern class is additive with respect to direct sum
of vector bundles, so we can define the homomorphism of commutative groups
ψ : K0(∂M× S1) → Z by the rule ψ[V] = c1(V)[∂M× S
1] for any vector bundle V
over ∂M× S1. Then Ψ can be written as
Ψ(γ, g) = ψ[F(γ, g)].
Consider the following three subgroups of K0(∂M× S1):
• G∗ is the image of the natural homomorphism K0(∂M)→ K0(∂M× S1) induced
by the projection ∂M× S1 → ∂M.
• G∂ is the image of the homomorphism K0(M× S1) → K0(∂M× S1) induced by
the embedding ∂M× S1 →֒M× S1.
• G is the subgroup of K0(∂M× S1) spanned by G∗ and G∂.
Proposition 6.1. The homomorphism ψ is surjective with the kernel G. In other words, the
following sequence is exact:
0 G K0(∂M× S1) Z 0.
ψ
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Proof. Denote the connected components of ∂M by ∂M1, . . . , ∂Mm. The group
K0(∂M× S1) is isomorphic to Z2m, with the isomorphism given by
[V] 7→ (r1, . . . , rm,a1, . . . ,am),
where rj is the rank of the restriction Vj of a vector bundle V to ∂Mj × S
1 and aj =
c1(Vj)[∂Mj× S
1].
In this designations, the subgroup G∗ consists of elements with a1 = . . . = am = 0.
The subgroup G∂ consists of elements with r1 = . . . = rm and
∑
j aj = 0. The span
G of G∗ and G∂ consists of elements with
∑
j aj = 0. The homomorphism ψ takes
(r1, . . . , rm,a1, . . . ,am) to
∑
j aj, so it is surjective with the kernel G. This completes
the proof of the proposition. 
Special subspaces. The following two subspaces of Ell(E) will play special role:
• Ell+(E) consists of all (A, T) ∈ Ell(E) with positive definite T .
• Ell−(E) consists of all (A, T) ∈ Ell(E) with negative definite T .
Proposition 6.2. Let γ ∈ ΩgEll(E). Then the following holds:
1. F(γ, g) = 0 if and only if γ ∈ ΩgEll
+(E);
2. F(γ, g) = E−∂ (γ, g) if and only if γ ∈ ΩgEll
−(E).
Proof. It follows immediately from the definition of F. 
Properties of Ψ. Denote by Ω∗Ell(E) the subspace of ΩEll(E) consisting of constant
loops.
Proposition 6.3. Ψ satisfies the following properties:
(Ψ0) Ψ vanishes on Ω∗Ell(E), ΩgEll
+(E), and ΩgEll
−(E) for every g ∈ U(E).
(Ψ1) Ψ is constant on path connected components of ΩgEll(E) for every g ∈ U(E).
(Ψ2) Ψ(γ0⊕γ1, g0⊕g1) = Ψ(γ0, g0)+Ψ(γ1, g1) for γi ∈ ΩgiEll(Ei), gi ∈ U(Ei), i = 0, 1.
Proof. (Ψ0). If γ ∈ ΩgEll
+(E), then F(γ, g) = 0, so Ψ(γ, g) = 0.
If γ ∈ ΩgEll
−(E), then F(γ, g) is the restriction to ∂M × S1 of the vector bundle
E−(γ, g) overM× S1, so [F(γ, g)] ∈ G∂.
If γ ∈ Ω∗Ell(E), γ(t) ≡ (A, L), then F(γ) is the lifting to ∂M× S1 of the vector bundle
F(A, L) over ∂M, so [F(γ)] ∈ G∗.
In both last cases Proposition 6.1 implies vanishing of Ψ.
(Ψ1). If γ0 and γ1 are connected by a path (γs) in ΩgEll(2kM), then F0 = F(γ0, g) and
F1 = F(γ1, g) are homotopic via the homotopy s 7→ F(γs, g). It follows that the classes
of F0 and F1 in K
0(∂M× S1) coincide, and thus Ψ(γ0, g) = ψ[F0] = ψ[F1] = Ψ(γ1, g).
(Ψ2). Obviously, F(γ0 ⊕ γ1, g0 ⊕ g1) = F(γ0, g0)⊕ F(γ1, g1). Passing to the classes in
K0(∂M× S1) and applying the homomorphism ψ, we obtain the additivity of Ψ. 
21
7 Dirac operators
Odd Dirac operators. Recall that A ∈ Ell(E) is called a Dirac operator if σA(ξ)
2 =
‖ξ‖2 IdE for all ξ ∈ T
∗M. We denote by Dir(E) the subspace of Ell(E) consisting of all
odd Dirac operators, that is operators having the form
(7.1) A =
(
0 A−
A+ 0
)
with respect to the chiral decomposition E = E+(A)⊕ E−(A).
Denote by Dir(E) the subspace of Ell(E) consisting of all pairs (A, L) such that A ∈
Dir(E).
The following two subspaces of Dir(E) will play special role:
Dir+(E) = Dir(E)∩ Ell+(E), Dir−(E) = Dir(E) ∩ Ell−(E).
Realization of bundles. In the following we will need the possibility to realize some
vector bundles over ∂M× S1 as F(γ) for some γ. Recall that we denoted by kN the
trivial vector bundle of rank k over N.
Proposition 7.1. Every smooth vector bundle V over ∂M can be realized as F(A, L) for some
k ∈ N and (A, L) ∈ Dir(2kM).
Proof. V can be embed as a smooth subbundle to a trivial vector bundle k∂M of
sufficient large rank k. Choose a smooth global field (e1, e2) of positive oriented
orthonormal frames of TM and define the Dirac operator acting on sections of kM
(that is, Ck-valued functions on M) by the formula D = −i∂1 + ∂2. Let D
t be the
operator formally adjoint to D. Then
(7.2) A =
(
0 Dt
D 0
)
is an odd Dirac operator acting on sections of kM ⊕ kM, and E
−(A) = kM. Let V
⊥ be
the orthogonal complement of V in E−∂ (A) = k∂M, and let L be the boundary condition
for A defined by T = (−1)V ⊕ 1V⊥ . Then (A, L) ∈ Dir(2kM) and F(A, L) = V , which
proves the proposition. 
Proposition 7.2. Every smooth vector bundle V over ∂M× S1 can be realized as F(γ) for
some k ∈ N and γ ∈ ΩDir(2kM).
Proof. V can be embed as a smooth subbundle to a trivial vector bundle over ∂M×S1
of sufficient large rank k. Let (Vt), t ∈ S
1, be the correspondent one-parameter family
of subbundles of k∂M. Define the odd Dirac operator A ∈ Dir(kM ⊕ kM) by formula
(7.2). Let Lt be the boundary condition for A corresponding to the automorphism
T = (−1)Vt ⊕ 1V⊥
t
of kM. The element (A, Lt) ∈ Dir(2kM) depends continuously on t,
so the family (A, Lt) defines the loop γ ∈ ΩDir(2kM). By construction, F(A, Lt) = Vt,
so F(γ) = V , which completes the proof of the proposition. 
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Proposition 7.3. Let V be a smooth vector bundle over M× S1. Then the restriction V∂ of
V to ∂M× S1 can be realized as F(γ, g) for some γ ∈ ΩgDir
−(2kM), k ∈ N, g ∈ U(2kM).
Proof. Let k be the rank of V . The lifting of V by the map M× [0, 1] → M× S1 is
a trivial vector bundle kM×[0,1], so we can obtain V from this trivial bundle, gluing
kM×{1} with kM×{0} by some unitary bundle automorphism g ∈ U(kM). Let E =
kM ⊕ kM, g˜ = g⊕ g ∈ U(E), and A ∈ Dir(E) be given by formula (7.2). Since the
symbol of A is g˜-invariant, A1 = g˜Ag˜
−1 has the same symbol as A, so the path
[0, 1] ∋ t 7→ At = (1 − t)A+ tA1 is an element of Ωg˜Dir(E). It follows that the path γ
given by the formula γ(t) = (At,− Id) is an element of Ωg˜Dir
−(E). By construction,
F(γ, g) = V∂. This completes the proof of the proposition. 
Proposition 7.4. Every integer λ can be obtained as λ = Ψ(γ) for some k ∈ N and γ ∈
ΩDir(2kM).
Proof. Every integer λ can be obtained as the first Chern number of a smooth vector
bundle over a torus. Hence λ = ψ[V] for some smooth vector bundle V over ∂M× S1.
By Proposition 7.2 V can be realized as V = F(γ) for some γ ∈ ΩDirM. We obtain
λ = Ψ(γ), which completes the proof of the proposition. 
8 Universality of Ψ
Homotopies fixing the operators. In this section we will deal only with such de-
formations of elements of ΩgEll(E) that fix an operator family A = (At) and change
only boundary conditions (Lt).
Let us fix an odd Dirac operator D ∈ Dir(2M). Denote by δ
+ ∈ Ω∗Dir+(2M), resp.
δ− ∈ Ω∗Dir−(2M) the constant loop taking the value (D, Id), resp. (D,− Id). We
denote by kδ+, resp. kδ− the direct sum of k copies of δ+, resp. δ−. Notice that
E−∂ (kδ
+) = E−∂ (kδ
−) = F(kδ−) = k∂M×S1 and F(kδ
+) = 0.
Proposition 8.1. Let γ : t 7→ (At, Lt) and γ
′ : t 7→ (At, L
′
t), t ∈ [0, 1], be elements of
ΩgEll(E) differing only by boundary conditions. Then the following holds.
1. If F(γ, g) and F(γ ′, g) are homotopic subbundles of E−∂ (γ, g), then γ and γ
′ can be
connected by a path in ΩgEll(E).
2. If F(γ, g) and F(γ ′, g) are isomorphic as vector bundles, then γ⊕ kδ+ and γ ′ ⊕ kδ+
can be connected by a path in Ωg⊕IdEll(E⊕ 2kM) for k large enough.
3. If [F(γ, g)] = [F(γ ′, g)] ∈ K0(∂M× S1), then γ⊕ lδ− ⊕ kδ+ and γ ′⊕ lδ− ⊕ kδ+ can
be connected by a path in Ωg⊕Id⊕ IdEll(E⊕ 2lM⊕ 2kM) for l, k large enough.
Proof. Notice that E−∂ (γ, g) depends only on operators and does not depend on
boundary conditions, so E−∂ (γ, g) = E
−
∂ (γ
′, g). Denote E−∂ = E
−
∂ (γ, g), F = F(γ, g), and
F ′ = F(γ ′, g).
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1. Let A = (At) ∈ Ωg Ell(E) be the correspondent path of operators. Denote by
L(A, g) the space of all lifts of A to ΩgEll(E). Denote by L
u(A, g) the subspace
of L(A, g) consisting of paths (At, Tt) such that the self-adjoint automorphism Tt is
unitary for every t ∈ [0, 1]. The subspace Lu(A, g) is a strong deformation retract of
L(A, g), with the retraction given by the formula qs(At, Tt) = (At, (1− s+ s|Tt|
−1)Tt).
Since qs preserves F, it is sufficient to prove the first claim of the proposition for
γ,γ ′ ∈ Lu(A, g).
For a fixed A, an element γ ∈ Lu(A, g) is uniquely defined by a subbundle F(γ, g) of
E−∂ (γ, g), and every deformation of F uniquely defines the deformation of γ. Suppose
that F and F ′ are homotopic subbundles of E−∂ . A homotopy hs between F and F
′ can
be chosen smooth by x ∈ ∂M and continuous (in the C1-topology) by s, t ∈ [0, 1]. As
described above, such a homotopy defines a path connecting γ and γ ′ in Lu(A, g) ⊂
ΩgEll(E). This completes the proof of the first claim of the proposition.
2. If F and F ′ are isomorphic as vector bundles, then F⊕ 0 and F ′ ⊕ 0 are homotopic
as subbundles of E−∂ ⊕ k∂M×S1 for k large enough. It remains to apply the first part of
the proposition to the elements γ⊕ kδ+ and γ ′⊕ kδ+ of Ωg⊕IdEll(E⊕ 2kM).
3. The equality [F] = [F ′] implies that the vector bundles F and F ′ are stably isomor-
phic, that is F1⊕ l∂M×S1 and F2⊕ l∂M×S1 are isomorphic for some integer l. It remains
to apply the second part of the proposition to the elements γ⊕ lδ− and γ ′ ⊕ lδ− of
Ωg⊕IdEll(E⊕ 2lM). 
The case of different operators. For γ ∈ ΩgEll(E), γ(t) = (At, Tt), we denote by γ
+
the element of ΩgEll
+(E) given by the rule t 7→ (At, Id).
Let γi ∈ ΩgiEll(Ei), i = 1, 2. Consider the elements γ
′
1 = γ1 ⊕ γ
+
2 and γ
′
2 = γ
+
1 ⊕ γ2 of
Ωg1⊕g2Ell(E1 ⊕ E2). By Proposition 6.2 F(γ
′
i, g1 ⊕ g2) = F(γi, gi). On the other hand,
γ ′1 and γ
′
2 differ only by boundary conditions and thus fall within the framework of
Proposition 8.1. In particular, from the third part of Proposition 8.1 we immediately
get the following.
Proposition 8.2. Let γi ∈ ΩgiEll(Ei), i = 1, 2. Suppose that [F(γ1, g1)] = [F(γ2, g2)] ∈
K0(∂M× S1). Then
γ1 ⊕ γ
+
2 ⊕ lδ
− ⊕ kδ+ and γ+1 ⊕ γ2 ⊕ lδ
− ⊕ kδ+
can be connected by a path in Ωg1⊕g2⊕Id⊕ IdEll(E1 ⊕ E2 ⊕ 2lM ⊕ 2kM) if l, k are large
enough.
Semigroup of elliptic operators. The disjoint union
EllM =
∐
k∈N
Ell(2kM)
has the natural structure of a (non-commutative) graded topological semigroup with
respect to the direct sum of operators and boundary conditions.
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The point-wise direct sum of paths defines the map
ΩgEll(2kM)×Ωg′Ell(2k
′
M)→ Ωg⊕g′Ell(2(k+ k
′)M),
which induces the natural structure of a (non-commutative) topological semigroup
on the disjoint union
ΩUEllM =
∐
k∈N,g∈U(2kM)
ΩgEll(2kM) =
{
(γ, g) : γ ∈ ΩgEll(2kM), k ∈ N, g ∈ U(2kM)
}
.
The disjoint unions
ΩUEll
+
M =
∐
k,g
ΩgEll
+(2kM), ΩUEll
−
M =
∐
k,g
ΩgEll
−(2kM), and Ω
∗EllM =
∐
k
Ω∗Ell(2kM)
are subsemigroups of ΩUEllM.
Universality of Ψ. Now we are ready to state the main result of this section.
Theorem 8.3. Let Φ be a semigroup homomorphism fromΩUEllM to a commutative monoid
Λ, which is constant on path connected components of ΩUEllM. Then the following two
conditions are equivalent:
1. Φ vanishes on Ω∗EllM, ΩUEll
+
M, and ΩUEll
−
M.
2. Φ = ϑ ◦Ψ for some (unique) monoid homomorphism ϑ : Z → Λ, that is Φ has the form
Φ(γ, g) = Ψ(γ, g) · λ for some invertible constant λ ∈ Λ.
Here by “invertible” we mean that there is λ ′ ∈ Λ inverse to λ, that is such that
λ ′ + λ = 0.
Proof. (2 ⇒ 1) follows immediately from properties (Ψ0–Ψ2) of Proposition 6.3.
Let us prove (1 ⇒ 2). Suppose that Φ satisfies condition (1) of the theorem. By
Proposition 8.2 the equality [F(γ1, g1)] = [F(γ2, g2)] implies
(8.1) Φ(γ1 ⊕ γ
+
2 ⊕ lδ
− ⊕ kδ+, g1 ⊕ g2 ⊕ Id) = Φ(γ
+
1 ⊕ γ2 ⊕ lδ
− ⊕ kδ+, g1 ⊕ g2 ⊕ Id).
Since Φ vanishes on (γ+i , gi) ∈ ΩUEll
+
M, (δ
+, Id) ∈ ΩUEll
+
M, and (δ
−, Id) ∈ ΩUEll
−
M,
(8.1) implies Φ(γ1, g1) = Φ(γ2, g2). It follows that the homomorphism Φ : ΩUEllM →
Λ factors through the (unique) semigroup homomorphism ϕ : H → Λ, where H de-
notes the image of ΩUEllM in K
0(∂M× S1):
ΩUEllM
H
Z Λ
[F]
Ψ Φ
ψ ϕ
ϑ
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Suppose that ψ(h1) = ψ(h2) for h1,h2 ∈ H. By Proposition 6.1 this implies h1 − h2 =
µ∗ + µ∂ ∈ K0(∂M× S1) for some µ∗ ∈ G∗ and µ∂ ∈ G∂.
The element µ∂ can be written as the difference of classes [j∗V2] − [j
∗V1] for some
(smooth) vector bundles V1, V2 over M× S
1, where j denotes the embedding ∂M×
S1 →֒M×S1. By Proposition 7.3, [j∗Vi] can be realized as [F(βi, g
′
i)] for some (βi, g
′
i) ∈
ΩUDir
−
M, which gives µ
∂ = [F(β2, g
′
2)] − [F(β1, g
′
1)].
Similarly, by Proposition 7.1 µ∗ = [F(α2)] − [F(α1)] for some α1,α2 ∈ Ω
∗DirM.
Combining all this, for liftings (γi, gi) of hi to ΩUEllM we obtain
[F(γ1, g1)] + [F(β1, g
′
1)] + [F(α1)] = [F(γ2, g2)] + [F(β2, g
′
2)] + [F(α2)],
Applying ϕ to the both sides of this equality and taking into account that
ϕ
(
[F(γi, gi)] + [F(βi, g
′
i)] + [F(αi)]
)
= Φ(γi, gi)+Φ(βi, g
′
i)+Φ(αi, Id) = Φ(γi, gi) = ϕ(hi),
we obtain ϕ(h1) = ϕ(h2). Thus the equality ψ(h1) = ψ(h2) implies ϕ(h1) = ϕ(h2).
On the other hand, the homomorphism ψ : H → Z is surjective by Proposition 7.4.
It follows that ϕ factors through the (unique) semigroup homomorphism ϑ : Z → Λ.
Since ϑ(0) = Φ(Ω∗DirM) = 0, ϑ is a homomorphism of monoids.
Let λ = ϑ(1) and λ ′ = ϑ(−1). Then λ+ λ ′ = 0 and ϑ(n) = nλ for every n ∈ Z. This
completes the proof of the theorem. 
9 Deformation retraction
The main result of this section is Proposition 9.5, where we prove that the natural em-
bedding Dir(E) →֒ Ell(E) is a homotopy equivalence. In the rest of the paper we will
need only one corollary of this result, namely that every element of ΩgEll
+(E), resp.
ΩgEll
−(E) is connected by a path with an element of ΩgDir
+(E), resp. ΩgDir
−(E).
Sections. First we construct two sections, which will be used below for construction
of a deformation retraction.
Proposition 9.1. The map p : Ell(E) → Σ(E) is surjective and has a continuous section
r : Σ(E)→ Ell(E) such that r ◦ p is fiberwise homotopic to the identity map.
Proof. We define a section r : Σ(E)→ Ell(E) by the formula r(σ) = (σ1∇1 + σ2∇2) /2+
(σ1∇1 + σ2∇2)
t /2, where σi = σ(ei), (e1, e2) is a fixed global field of frames in TM,
∇ is a fixed smooth connection on E, and superscript t means taking of formally
adjoint operator. The operation of taking formally adjoint operator leaves invariant
symbol. Moreover, it defines a continuous transformation of the space of first order
operators with the topology defined by the inclusion to C1 (End(E))2 ×C0 (End(E)),
σ1∇1 + σ2∇2 + a 7→ (σ1,σ2,a). Thus r is a continuous section of p and defines a
trivialization of the affine bundle Ell(E) → Σ(E) with the fiber C∞,0 (Endsa(E)). Thus
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r ◦ p is fiberwise homotopic to the identity map, which completes the proof of the
proposition. 
Denote by ΣD(E) = p(Dir(E)) the subspace of Σ(E) consisting of symbols of Dirac
operators.
Proposition 9.2. The restriction of p to Dir(E) has a continuous section rD : ΣD(E) →
Dir(E).
Proof. Let σ ∈ ΣD(E) and A = r(σ). Denote by S the bundle automorphism of E,
whose restrictions on fibers are the orthogonal reflections in the fibers of E−(σ). We
define rD(σ) by the formula rD(σ) = (A− SAS)/2. Obviously, it is a Dirac operator,
which is odd with respect to the chiral decomposition E = E+(σ)⊕ E−(σ) and has
the same symbol σ as A. Since S depends continuously on σ, the map rD : ΣD(E) →
Dir(E) is a continuous section of p|Dir(E). This completes the proof of the proposition.

Retraction of symbols. The following proposition is the key result of this section.
Proposition 9.3. The subspace ΣD(E) is a strong deformation retract of Σ(E). Moreover, a
deformation retraction can be chosen U(E)-equivariant and preserving E−(σ).
Proof. For any σ ∈ Σ(E) the automorphism Q = σ(e1)
−1σ(e2) of E leaves the subbun-
dles E− = E−(σ) and E+ = E+(σ) invariant. Denote by Q− (resp. Q+) the restriction
of Q to E− (resp. E+). By the construction of E− and E+, all eigenvalues of Q−x (resp.
Q+x ) have negative (resp. positive) imaginary part for every x ∈M.
Denote by J the restriction of σ(e1) to E
−; it is a smooth bundle isomorphism from
E− onto its orthogonal complement (E−)⊥.
Finally, with every σ ∈ Σ(E) we associate the quadruple
(9.1) ϑ(σ) = (E−,E+, J,Q−).
Denote by Θ(E) the set of all quadruples (E−,E+, J,Q−) such that E−, E+ are transver-
sal smooth subbundles of E of half rank (that is, rankE− = rankE+ = 1
2
rankE), J is a
smooth bundle isomorphism of E− onto (E−)⊥, and Q− is a smooth bundle automor-
phism of E− such that all eigenvalues of Q−x have negative imaginary part for every
x ∈M.
Equip Θ(E) with the topology induced by the inclusion
Θ(E) →֒ C1 (Gr(E))2 ×C1 (End(E))2 ,
(E−,E+, J,Q−) 7→ (E−,E+, J⊕ 0E+ ,Q
−⊕ 0E+).
Lemma 9.4. The map (9.1) defines a homeomorphism between the spaces Σ(E) and Θ(E).
Proof. Let us show first that ϑ is a bijection. Let (E−,E+, J,Q−) ∈ Θ(E). Then σ−1 = J,
σ−2 = JQ
− are smooth bundle isomorphisms from E− onto (E−)⊥.
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The Hermitian structure on E defines the non-degenerate pairings E+x × (E
−
x )
⊥ → C
and (E+x )
⊥ × E−x → C for each x ∈ M. Hence there exist (unique) smooth bundle
isomorphisms σ+1 , σ
+
2 from E
+ onto (E+)⊥ such that
〈
σ+i u, v
〉
=
〈
u,σ−i v
〉
for any
u ∈ E+x , v ∈ E
−
x , x ∈ M. We define the endomorphism σi of E by the condition that
the restriction of σi to E
+, resp. E− coincides with σ+i , resp. σ
−
i .
Every elements u, v ∈ Ex can be written as u = u
++u−, v = v++v− with u+, v+ ∈ E+x ,
u−, v− ∈ E−x . We get 〈σiu, v〉 =
〈
σ+i u
+, v−
〉
+
〈
σ−i u
−, v+
〉
=
〈
u+,σ−i v
−
〉
+
〈
u−,σ+i v
+
〉
=
〈u,σiv〉. Thus σ1 and σ2 are self-adjoint.
Let (c1, c2) ∈ R
2 \ {0}. Then c1σ
−
1 + c2σ
−
2 = σ
−
1 (c1 + c2Q
−) is an isomorphism of E−
onto (E−)⊥. By definition of σ+i , 〈(c1σ
+
1 + c2σ
+
2 )u, v〉 = 〈u, (c1σ
−
1 + c2σ
−
2 )v〉 for any
u ∈ E+x , v ∈ E
−
x . Therefore, c1σ
+
1 + c2σ
+
2 is an isomorphism of E
+ onto (E+)⊥. The
direct sum decompositions E− ⊕ E+ = E = (E−)⊥ ⊕ (E+)⊥ imply that c1σ1 + c2σ2 is a
smooth bundle automorphism of E. Thus (σ1,σ2) determines the self-adjoint elliptic
symbol σ ∈ Σ(E), σ(ei) = σi.
The automorphism Q = σ−11 σ2 of E leaves E
− and E+ invariant, and the restriction
of Q to E− coincides with Q−. All eigenvalues of Q− have negative imaginary part.
Ranks of E− and E+ coincide, so by Proposition 4.1 all eigenvalues of the restriction
of Q to E+ have positive imaginary part.
By construction, ϑ(σ) = (E−,E+, J,Q−). The same construction shows that σ is de-
termined uniquely by the quadruple (E−,E+, J,Q−). Therefore ϑ defines a bijection
between Σ(E) and Θ(E).
By Proposition 5.2, ϑ is continuous. The construction of the inverse map given above
shows that ϑ−1 is also continuous. This completes the proof of the lemma. 
Continuation of the proof of Proposition 9.3. By this lemma, instead of a deformation
retraction of Σ(E)we can construct a deformation retraction of Θ(E) onto the subspace
ΘD(E) = ϑ(ΣD(E)) =
{
(E−,E+, J,Q−) ∈ Θ(E) : E+ = (E−)⊥, J ∈ U(E−,E+), Q− = −i Id
}
.
For fixed E−, all three ingredients of the triple (E+, J,Q−) can be deformed indepen-
dently of one another. We define a homotopy hs(E
−,E+, J,Q−) = (E−,E+s , Js,Q
−
s ) by
the formulas
Js =
(
s(JJ∗)−1/2 + 1 − s
)
J, Q−s = −is Id+(1 − s)Q
−,
and E+s be the graph of (1 − s)B, where B is the smooth homomorphism from (E
−)⊥
to E− with the graph E+.
Obviously, h0 = Id, the image of h1 is contained in Θ
D(E), and the restriction of hs to
ΘD(E) is the identity for all s ∈ [0, 1]. Thus h defines a deformation retraction of Σ(E)
onto ΣD(E). By construction, hs is U(E)-equivariant and preserves E
−(σ) for every
s ∈ [0, 1]. This completes the proof of the Proposition. 
Retraction of operators. Using results of Propositions 9.1–9.3, we are now able to
prove the following result.
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Proposition 9.5. The natural embeddingDir(E) →֒ Ell(E) is a homotopy equivalence. More-
over, there exists a deformation retraction H of Ell(E) onto a subspace of Dir(E) satisfying the
following properties for all s ∈ [0, 1] and A ∈ Ell(E), with As = Hs(A):
(1) E−(As) = E
−(A).
(2) The symbol of As depends only on s and the symbol σA of A.
(3) The map Hs : σA 7→ σAs defined by (2) is U(E)-equivariant.
(4) If A ∈ Dir(E), then σAs = σA.
(5) If A,B ∈ ImH1 and the symbols of A and B coincide, then A = B.
We will need only properties (1-3) in this paper. Properties (4-5) will be used in the
next paper [19].
Proof. Throughout the proof, we call a homotopy [0, 1]× Ell(E) → Ell(E) “nice” if
it satisfies conditions (1-3) of the proposition. Obviously, the set of nice homotopies
is closed under concatenation. We will construct a desired deformation retraction
H as the concatenation of three nice homotopies. Then we show that the resulting
homotopy satisfies conditions (4-5) as well.
Let r : Σ(E) → Ell(E) be a section from Proposition 9.1 and rD : ΣD(E) → Dir(E)
be a section from Proposition 9.2. The linear fiberwise homotopy q between r ◦ p
and the identity map is a nice deformation retraction of Ell(E) onto r(Σ(E)). The
composition r ◦ hs ◦ p gives a nice deformation retraction of r(Σ(E)) onto r(Σ
D(E)) ⊂
p−1(ΣD(E)); we will denote it by the same letter h. The linear fiberwise homotopy qD
between rD ◦ p and the identity map is a nice deformation retraction of p−1(ΣD(E))
onto rD(ΣD(E)) ⊂ Dir(E).
r(ΣD(E))
Dir(E) rD(ΣD(E)) p−1(ΣD(E)) r(Σ(E)) Ell(E)
ΣD(E) Σ(E)
p
qD1
p
h1
p
q1
r
rD
r
h1
Concatenating q, h, and qD, we obtain a nice deformation retraction H of Ell(E) onto
the subspace rD(ΣD(E)) of Dir(E):
Hs(A) =


q3s(A) for 0 6 s 6 1/3,
h3s−1q1(A) for 1/3 6 s 6 2/3
qD3s−2h1q1(A) for 2/3 6 s 6 1.
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If A ∈ Dir(E), then σA ∈ Σ
D(E), so the symbol of As is independent of s. If A ∈ ImH1,
then A = rD(σA). This proves conditions (4-5) of the proposition.
It remains to check that the natural embedding Dir(E) →֒ Ell(E) is a homotopy equiv-
alence. For every A ∈ Dir(E), the image H1(A) = A1 also lies in Dir(E), but we need
to be careful because As is not necessarily odd for s ∈ (0, 1). By property (4) the
symbols of A1 and A coincide. Thus the formula H
′
s(A) = (1 − s)A+ sH1(A) defines
a continuous map H ′ : [0, 1]×Dir(E) → Dir(E) such that H ′0 = Id and H
′
1 = H1. It
follows that the restriction of H1 to Dir(E) and the identity map IdDir(E) are homo-
topic as maps from Dir(E) to Dir(E). On the other hand, the map H1 : Ell(E)→ Ell(E)
is homotopic to IdEll(E) via the homotopy H. It follows that H1 : Ell(E) → Dir(E) is
homotopy inverse to the embedding Dir(E) →֒ Ell(E), that is this embedding is a
homotopy equivalence. This completes the proof of the proposition. 
Proposition 9.6. The natural embeddingDir(E) →֒ Ell(E) is a homotopy equivalence. More-
over, there exists a deformation retraction of Ell(E) onto a subspace of Dir(E) preserving both
E−(A) and F(A, L).
Proof. Since the deformation retraction H constructed in Proposition 9.5 preserves
E−(A), one can define the deformation retraction H¯ : [0, 1]× Ell(E) → Ell(E) cover-
ing H and satisfying the conditions of the proposition by the formula H¯s(A, T) =
(Hs(A), T) for (A, T) ∈ Ell(E). 
Retraction of paths. Applying the deformation retraction from last two propositions
point-wise and slightly correcting it on the ends of a path, we obtain a deformation
retraction of the space of paths in Ell(E) and in Ell(E).
Proposition 9.7. Let g ∈ U(E). Then the following holds.
1. There exists a deformation retraction of Ωg Ell(E) onto a subspace of ΩgDir(E) pre-
serving E−(γ, g) for every γ ∈ Ωg Ell(E).
2. There exists a deformation retraction of ΩgEll(E) onto a subspace of ΩgDir(E) pre-
serving both E−(γ, g) and F(γ, g).
Proof. 1. Let ρ0, ρ1 : [0, 1] → R be a partition of unity subordinated to the covering
[0, 1] = U0 ∪U1, U0 = [0, 2/3), U1 = (1/3, 1], that is suppρi ⊂ Ui and ρ0 + ρ1 ≡ 1.
Let h : [0, 1]× Ell(E)→ Ell(E) be a deformation retraction of Ell(E) onto a subspace of
Dir(E) satisfying conditions of Proposition 9.5. Then a desired deformation retraction
[0, 1]×Ωg Ell(E)→ Ωg Ell(E) can be defined by the formula
(9.2) (s,A) 7→ As = ρ0A
0
s + ρ1A
1
s, where A
0
s(t) = hs(A(t)), A
1
s(t) = ghs(g
−1A(t)).
Indeed, by property (3) of Proposition 9.5 the operators A0s(t) and A
1
s(t) have the
same symbols, so their convex combination As(t) lies in Ell(E) for every t ∈ [0, 1].
The symbols and the chiral decompositions of the odd Dirac operators A01(t) and
A11(t) coincide, so their convex combination A1(t) lies in Dir(E). For s = 0 we get
A00 = A
1
0 = A, so A0 = (ρ0 + ρ1)A = A. For each s ∈ [0, 1] we have
As(1) = A
1
s(1) = ghs(g
−1A(1)) = ghs(A(0)) = gA
0
s(0) = gAs(0),
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so As lies inΩg Ell(E). Since E
−(A) depends only on the symbol of A and is preserved
by hs, we get E
−(As, g) = E
−(A, g) for every s ∈ [0, 1].
2. We define the deformation retraction H : [0, 1] ×ΩgEll(E) → ΩgEll(E) by the
formula Hs(γ)(t) = (As(t), T(t)) for γ ∈ ΩgEll(E), where A is the projection of
γ to Ωg Ell(E), γ(t) = (A(t), T(t)), and As is defined by the formula (9.2). Since
E−(As, g) = E
−(A, g), Hs(γ) is correctly defined. 
Deformation retraction of special subspaces. Let Ell+(E), resp. Ell−(E) be the sub-
space of Ell(E) consisting of all (A, L) with positive definite T , resp. negative definite
T (see Proposition 4.3).
Proposition 9.8. For every g ∈ U(E), there exists a deformation retraction of ΩgEll
+(E)
onto a subspace of ΩgDir
+(E) and a deformation retraction of ΩgEll
−(E) onto a subspace of
ΩgDir
−(E).
Proof. Let H be a deformation retraction of ΩgEll(E) onto a subspace of ΩgDir(E)
satisfying conditions of Proposition 9.7.
For γ ∈ ΩgEll
+(E) and γs = Hs(γ) we have F(γs) = F(γ) = 0, so by Proposition 6.2
γs ∈ ΩgEll
+(E) for every s. In particular, γ1 ∈ ΩgEll
+(E)∩ΩgDir(E) = ΩgDir
+(E).
For γ ∈ ΩgEll
−(E) and γs = Hs(γ) we have F(γs) = F(γ) = E
−(γ) = E−(γs),
so by Proposition 6.2 γs ∈ ΩgEll
−(E) for every s. In particular, γ1 ∈ ΩgEll
−(E) ∩
ΩgDir(E) = ΩgDir
−(E). 
10 Vanishing of the spectral flow
Invertible Dirac operators. We have no means to detect the invertibility of an arbi-
trary element of Ell(E) by purely topological methods. However, there is a big class
of odd Dirac operators which are necessarily invertible.
Proposition 10.1. Let A ∈ Dir(E), that is, A is an odd Dirac operator. Let T be a positive
definite automorphism of E−∂ (A), and let L be the boundary condition for A defined by (4.2).
Then AL has no zero eigenvalues. The same is true for negative definite T . In other words,
both Dir+(E) and Dir−(E) are subspaces of Ell0(E).
This proposition explains why we distinguish odd Dirac operators. If T is definite,
but A is not odd, then AL no longer has to be invertible.
Proof. Let A be defined by formula (7.1). Denote the symbol of A+ by σ+. Let
u = (u+,u−) be a section of the vector bundle E = E+(A)⊕ E−(A). If u ∈ dom(AL),
then the restriction of u to ∂M satisfies iσ+(n)u+ = Tu−. Since A+ and A− are
formally conjugate one to another, Green’s formula gives
∫
∂M
〈
Tu−,u−
〉
dl =
∫
∂M
〈
iσ+(n)u+,u−
〉
dl =
∫
M
(〈
A+u+,u−
〉
−
〈
u+,A−u−
〉)
ds,
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where dl is the length element on ∂M and ds is the volume element onM.
Suppose now that ALu = 0. Then A
+u+ = A−u− = 0, so the last integral vanishes
and we obtain
∫
∂M 〈Tu
−,u−〉dl = 0. If T is positive definite or negative definite on
∂M, then the last equality implies vanishing of u− on ∂M. This together with the
boundary condition iσ+(n)u+ = Tu− implies vanishing of u+ on ∂M. By the weak
inner unique continuation property of Dirac operators [2], we get u ≡ 0 on whole
M. It follows that AL has no zero eigenvalues, which completes the proof of the
proposition. 
Vanishing of the spectral flow. Our next goal is to show that the spectral flow
satisfies the first condition of Theorem 8.3.
Proposition 10.2. Let γ be an element ofΩ∗EllM,ΩUEll
+
M, orΩUEll
−
M. Then γ is connected
by a path with an element of ΩUEll
0
M, and hence sf(γ) = 0.
Proof. Suppose that γ ∈ ΩgEll
+(E) or ΩgEll
−(E), g ∈ U(E). By Proposition 9.8, γ is
connected by a path with an element γ1 of ΩgDir
+(E) or ΩgDir
−(E) respectively. By
Proposition 10.1 γ1 ∈ ΩgEll
0(E).
Suppose that γ ∈ Ω∗ Ell(E), that is γ(t) ≡ (A, L). Since AL is Fredholm, AL − λ is
invertible for some λ ∈ R. The path γs(t) = (A− sλ, L) connects γ with the constant
loop γ1 ∈ Ω
∗ Ell0(E).
Since the spectral flow vanishes on paths in Ell0(E), sf(γ1) = 0. The homotopy in-
variance of the spectral flow implies sf(γ) = 0, which completes the proof of the
proposition. 
11 The spectral flow formula
Now we are ready to compute the spectral flow.
Theorem 11.1. Let γ : [0, 1]→ Ell(E) be a continuous path such that γ(1) = gγ(0) for some
smooth unitary bundle automorphism g of E. Then sf (γ) = Ψ(γ, g).
The proof consists of a sequence of lemmas.
Lemma 11.2. There is an integer λ = λM depending only onM such that
(11.1) sf (γ) = Ψ(γ, g) · λ
for every γ ∈ ΩgEll(E), g ∈ U(E).
Proof. The spectral flow defines the homomorphism sf : ΩUEllM → Z, (γ, g) 7→ sf(γ),
which is constant on path connected components ofΩUEllM. By Proposition 10.2, the
spectral flow vanishes on Ω∗EllM, ΩUEll
+
M, and ΩUEll
−
M. Thus Φ = sf and Λ = Z
satisfy the first condition of Theorem 8.3. By Theorem 8.3 there is a λ ∈ Z such that
(11.1) holds for every γ ∈ ΩgEll(2kM). Since every vector bundle over M is trivial,
this completes the proof of the lemma. 
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Lemma 11.3. The value of λ does not depend on the choice of a metric onM.
Proof. Let h, h ′ be two metrics onM. The Hilbert spaces L2(M,h;E) and L2(M,h ′;E)
are isomorphic, with an isometry given by the formula u 7→ cu, where c is the
positive-valued function on M defined by the formula c =
√
det(h ′)/det(h). This
isometry induces the bijection between the spaces Ell(M,h;E) and Ell(M,h ′;E) and
leaves invariant the spectral flow of paths. On the other hand, such an isometry leaves
invariant both the symbols of operators and local boundary conditions, so it leaves
invariant F(A, L). The conjugation by c also leaves invariant bundle automorphism
g. Therefore, the aforementioned bijection Ell(M,h;E)→ Ell(M,h ′;E) does not affect
F(γ, g). This implies that the factor λ in (11.1) is the same for metrics h and h ′. Since
h and h ′ are arbitrary metrics, λ does not depend on the choice of a metric. 
Lemma 11.4. IfM is diffeomorphic to the annulus, then λM = λann = 1.
Proof. This was proven by the author in [16, Theorem 4] (λann is denoted by c2
there). The proof is based on the direct computation of the spectral flow for the Dirac
operator on S1 × [0, 1] with varying connection and fixed boundary condition. 
Lemma 11.5. For any smooth oriented connected surface M the values of λM and λann
coincide.
Proof. There are different ways to reduce the computation of λM to the case of an an-
nulus. Here we describe one of them, namely the splitting ofM into two pieces: the
smaller surfaceM ′ diffeomorphic toM and the collarM ′′ of the boundary. Following
ideas of P. Kirk and M. Lesch from [11], we take the Dirac operator which has the
product form near boundary and choose mutually orthogonal boundary conditions
on the sides of the cut. Then the spectral flow overM coincides with the sum of spec-
tral flows over M ′ and M ′′. Since M ′′ is the disjoint union of annuli, this reasoning
allows to reduce the computation of λM to the computation for the annuli. Let us
describe this procedure in more detail.
Let U be a collar neighbourhood of ∂M in M; we identify U with the product
(−2ε, 0]× ∂M. Let (y, z) be the coordinates on U, with y ∈ ∂M, z ∈ (−2ε, 0], and
(∂z, ∂y) a positive oriented basis in TU. Equip M with a metric whose restriction to
U has the product form dl2 = dy2 + dz2.
Let D ∈ Dir(E) be an odd Dirac operator acting on sections of E = E+(D)⊕ E−(D)
with E+(D) = E−(D) = 2M. Adding a bundle automorphism to D if required, we can
ensure that the restriction of D to U has the product form D|U = −i(σ1∂z + σ2∂y),
where σ1 =
(
0 σ−1
σ+1 0
)
, σ2 = σ1Q, Q =
(
i 0
0 −i
)
.
Let F be a vector bundle of rank 1 over ∂M×S1 such that c1(F)[∂M×S
1] 6= 0. Choose
the smooth embedding of F into the trivial vector bundle of rank 2 over ∂M× S1.
Restricting this embedding to ∂M× {t}, we obtain the smooth loop (Ft)t∈S1 of smooth
subbundles Ft of 2∂M. Define the smooth automorphisms Tt of 2∂M by the formula
Tt = (−1)Ft ⊕ 1F⊥
t
. Let Lt ⊂ E∂ be the correspondent boundary condition for D (that
33
is, Lt is obtained from Tt as described in Proposition 4.3). Then F = F(γ) for the loop
γ ∈ ΩEll(E) defined by the formula γ(t) = (D, Lt). By Lemma 11.2,
sf (D, Lt) = c1(F)[∂M× S
1] · λM.
Let us cut M along N = {−ε} × ∂M ⊂ U. We obtain the disconnected surface
Mcut = M ′ ∐M ′′, where M ′′ = [−ε, 0] × ∂M is the disjoint union of annuli and
M ′ is diffeomorphic to M. Denote by Ecut = E ′ ∐ E ′′ the lifting of E onMcut, and by
Dcut = D ′ ∐D ′′ the lifting of D on Mcut. By N ′, N ′′ denote the sides of the cut, so
that ∂M ′ = N ′ and ∂M ′′ = N ′′ ∐ ∂M.
The restriction of Ecut to N ′ ∐N ′′ is isomorphic to the disjoint union of two copies of
E|N. Let us identify its sections with sections of the vector bundle E¯∂ = (E⊕ E)|N. The
diagonal subbundle ∆ = {u⊕ u} of E¯∂ defines the so called transmission boundary
condition on the cut. The natural isometry L2(E) → L2(Ecut) takes the operator DLt
to the operator Dcut∆∐Lt . Therefore, D
cut
∆∐Lt
is a self-adjoint Fredholm regular operator
on L2(Ecut), and
sf (D, Lt) = sf (D
cut,∆∐ Lt).
Extending the identification above to the identification of sections of Ecut
∣∣
U ′∐U ′′
with
sections of E¯ = (E⊕ E)|U ′ , where U
′ = (−2ε,−ε]× ∂M, U ′′ = [−ε, 0)× ∂M, we can
write Dcut in the collar of the cut as
D¯ = −i(σ¯1∂z¯ + σ¯2∂y), where σ¯1 =
(
σ1 0
0 −σ1
)
, σ¯2 =
(
σ2 0
0 σ2
)
,
and z¯ is the normal coordinate increasing in the direction of the cut (so z¯ = z on
U ′ and z¯ = −z− 2ε on U ′′). We also change the orientation on M ′, so that (∂z¯, ∂y)
becomes a negative oriented basis. Then Q¯ = −σ¯−11 σ¯2 = (−Q)⊕Q and
(11.2) E¯+ = E ′− ⊕ E ′′+, E¯− = E ′+ ⊕ E ′′−.
The restriction σ¯+1 of σ¯1 to E¯
+ has the form σ¯+1 = σ
−
1 ⊕ (−σ
+
1 ) with respect to decom-
positions (11.2).
Proposition 4.3 associates with every self-adjoint automorphism T¯ of E¯−∂ the subbun-
dle L¯(T¯) of E¯∂ given by the formula iσ¯
+
1 u¯
+ = T¯ u¯−. Each L¯(T¯) is a self-adjoint well
posed boundary condition for D¯ on the cut, so L¯(T¯)∐ Lt is a self-adjoint well posed
boundary condition for Dcut.
The transmission boundary condition ∆ corresponds to the unitary self-adjoint auto-
morphism
T¯∆ = iσ¯
+
1
(
0 1
1 0
)
=
(
0 iσ−1
−iσ+1 0
)
of E¯−∂ = 4∂M. Over every point x ∈ ∂M the trace of T¯∆ is zero, so it has exactly
two positive and two negative eigenvalues. T¯∆ can be identified with a map from
∂M to the complex Grassmanian Gr(2, 4). Since Gr(2, 4) is simply connected, every
two maps from ∂M to Gr(2, 4) are homotopic. Thus T¯0 = T¯∆ can be connected by a
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smooth homotopy (T¯s) with T¯1 = (−1)⊕ 1 in the space of (unitary) self-adjoint bundle
automorphisms of E¯−∂ .
Denote by L¯s the subbundle of E¯∂ corresponding to T¯s, and let L¯ = L¯1. Then L¯s ∐ Lt
is a self-adjoint well posed global boundary condition for Dcut, so Dcut
L¯s∐Lt
is a regular
self-adjoint Fredholm operator on L2(Ecut) for each s, t. By Lemma A.12 from the
Appendix, the map
[0, 1]× S1 → Gr
(
H1/2(E¯∂)⊕H
1/2(E∂)
)
∼= Gr
(
H1/2(Ecut∂ )
)
,
(s, t) 7→ H1/2(L¯s) ⊕ H
1/2(Lt), is continuous. By Proposition A.10, this implies the
continuity of the map
[0, 1]× S1 → FRsa(L2(Ecut)), (s, t) 7→ Dcut
L¯s∐Lt
.
Therefore, by the homotopy invariance property of the spectral flow we have
sf (Dcut,∆∐ Lt) = sf (D
cut, L¯∐ Lt).
The boundary condition L¯ is given by the formula iσ¯+1 u¯
+ = T¯1u¯
−. Coming back from
E¯∂ to E
cut
∣∣
N ′∐N ′′
, we obtain L ′ ∐ L ′′ in place of L¯, where L ′ is the subbundle of Ecut
∣∣
N ′
given by the formula i(−σ+1 )u
′+ = u ′− and L ′′ is the subbundle of Ecut
∣∣
N ′′
given by
the formula iσ+1 u
′′+ = u ′′−. Therefore, L¯∐ Lt is a local boundary condition for D
cut.
Applying Lemma 11.2 to the connected components ofMcut, we obtain
sf (Dcut, L¯∐ Lt) = sf (D
′, L ′) + sf (D ′′, L ′′ ∐ Lt) = sf (D
′′, L ′′ ∐ Lt) =(
c1(F
′′)[N ′′× S1] + c1(F)[∂M× S
1]
)
· λann = c1(F)[∂M× S
1] · λann,
since F ′′ is zero vector bundle.
Combining all this together, we obtain
c1(F)[∂M× S
1] · λM = sf (D, Lt) = sf (D
cut, L ′ ∐ L ′′ ∐ Lt) = c1(F)[∂M× S
1] · λann.
The value of c1(F)[∂M× S
1] does not vanish due to the choice of F. Therefore, λann =
λM, which completes the proof of the lemma and of Theorem 11.1. 
12 Universality of the spectral flow
The direct sum of two invertible operators is again invertible, so the disjoint union
Ell0M =
∐
k∈N
Ell0(2kM)
is a subsemigroup of EllM. The disjoint union
ΩUEll
0
M =
∐
k∈N,g∈U(2kM)
ΩgEll
0(2kM).
is a subsemigroup of ΩUEllM.
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Theorem 12.1. LetΦ be a semigroup homomorphism fromΩUEllM to a commutative monoid
Λ, which is constant on path connected components of ΩUEllM. Then the following two
conditions are equivalent:
1. Φ vanishes on ΩUEll
0
M.
2. Φ = ϑ ◦ sf for some (unique) monoid homomorphism ϑ : Z → Λ, that isΦ has the form
Φ(γ, g) = sf(γ) · λ for some invertible constant λ ∈ Λ.
In other words, the spectral flow defines an isomorphism of monoids
sf : pi0(ΩUEllM)/pi0(ΩUEll
0
M)→ Z.
Proof. (2 ⇒ 1) follows immediately from properties (S0-S2) of the spectral flow, see
Section 2.
Let us prove (1 ⇒ 2). Suppose that Φ satisfies condition (1) of the theorem. By
Proposition 10.2 Φ vanishes on Ω∗EllM, ΩUEll
+
M, and ΩUEll
−
M. Theorem 8.3 then
implies Φ = ϑ ◦Ψ for some (unique) monoid homomorphism ϑ : Z → Λ. By Theorem
11.1 Ψ is equal to the spectral flow. Taking this all together, we obtain Φ = ϑ ◦ sf.
Taking λ = ϑ(1), we obtain Φ(γ, g) = sf(γ) · λ, which completes the proof of the
theorem. 
A Appendix. Criteria of graph continuity
In this Appendix we give some general conditions describing if a family of closed
operators (in particular, differential operators on a manifold with boundary) is graph
continuous. We use the results of subsection A.5 in the main part of the paper for
two purposes. First, Proposition 3.3 arises as a particular case of Proposition A.11.
Second, Proposition A.10 and Lemma A.12 provide the continuity of the family of
global boundary value problems used in the proof of Lemma 11.5.
After the main part of the Appendix (namely, the case of Hilbert spaces) was written,
the author discovered that some of the results of subsections A.3 and A.4, though in a
different form and with different proofs, are contained in the Appendix to the recent
paper of Booss-Bavnbek and Zhu [3]. In particular, our Proposition A.5 is a corollary
of [3, Proposition A.6.2] and our Proposition A.7 is a special case of [3, Corollary
A.6.4]. Nevertheless, we leave these results and their proofs in the paper for the
sake of completeness, and also because their statements better meet our needs. For
Hilbert spaces, our proofs have the advantage of not using elaborated estimates and
inequalities. We also add more general case of Banach spaces to the Appendix with
the purpose of better matching the results of [3], though we use only Hilbert spaces
in the main part of the paper.
It is worth noticing that our Proposition A.4 gives an equivalent definition of the gap
topology on the space Gr(H) of all complemented closed linear subspaces of a Banach
space H. Namely, the gap topology on Gr(H) coincides with the quotient topology
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induced by the map Proj(H) → Gr(H), P 7→ ImP, where Proj(H) is the space of all
idempotents in B(H) with the norm topology. The author does not know if this fact
was noted before.
A.1 Complementary pairs of subspaces
Subspaces in a Banach space. Let H be a Banach space. Denote by B(H) the space
of all bounded linear operators on H with the norm topology. Denote by Proj(H) the
subspace of B(H) consisting of all idempotents.
A closed subspace L ⊂ H is called complemented if there is another closed subspace
M ⊂ H such that L ∩M = 0, L+M = H; such pair (L,M) is called a complementary
pair. Equivalently, L ⊂ H is complemented if it is the image of some P ∈ Proj(H);
(L,M) is a complementary pair if it is equal to (ImP, KerP) for some P ∈ Proj(H).
We denote by Gr(H) the set of all complemented closed linear subspaces of H, and
by Gr(2)(H) the set of all complementary pairs of subspaces of H. We will also write
Gr2(H) instead of Gr(H)2 for convenience.
For (L,M) ∈ Gr(2)(H) we denote by PL,M the projection of H onto L along M. For
M ∈ Gr(H) denote by GrM(H) =
{
L ∈ Gr(H) : (L,M) ∈ Gr(2)(H)
}
the set of all com-
plement subspaces forM.
Proposition A.1. Let H be a Banach space and P,Q ∈ Proj(H). Then the following two
conditions are equivalent:
1. Both (ImP, ImQ) and (KerP, KerQ) are complementary pairs of subspaces.
2. P−Q is invertible.
If this is the case, then for the projection S on ImP along ImQ and the projection T on KerP
along KerQ we have:
(A.1) S = P(P−Q)−1, T = (P − 1)(P−Q)−1, (P−Q)−1 = S− T ,
and P +Q = (2S− 1)(P−Q) is also invertible.
Proof. (1 ⇒ 2) Let (ImP, ImQ), (KerP, KerQ) ∈ Gr(2)(H). Denote by S, T the ele-
ments of Proj(H) corresponding these two pairs of complementary subspaces. Using
the identities SP = P, TQ = T , SQ = 0, and (1 − T)(1 − P) = 0, we obtain
(S− T)(P−Q) = T + P− TP = 1 − (1 − T)(1 − P) = 1.
Similarly, we have
(P−Q)(S− T) = Q+ S−QS = 1 − (1 −Q)(1 − S) = 1.
Therefore, P −Q is invertible with S− T the inverse operator.
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(2 ⇒ 1) Let P −Q be invertible. It vanishes on the intersections ImP ∩ ImQ and
KerP ∩ KerQ, so these intersections are trivial. Consider the operators S = P(P −
Q)−1 and S ′ = −Q(P −Q)−1. We have ImS = ImP, ImS ′ = ImQ, and S+ S ′ = 1,
so ImP + ImQ = H. Similarly, consider the operators T = (P − 1)(P −Q)−1 and
T ′ = (1 −Q)(P −Q)−1. We have Im T = KerP, Im T ′ = KerQ, and T + T ′ = 1, so
KerP+KerQ = H. All four subspaces ImP, ImQ, KerP, KerQ are closed. Therefore,
both (ImP, ImQ) and (KerP, KerQ) lie in Gr(2)(H).
The first equality of (A.1) implies (2S− 1)(P−Q) = 2P− (P −Q) = P+Q. Note that
invertibility of P+Q implies ImP+ ImQ = H, but does not imply ImP ∩ ImQ = 0. 
Subspaces in a Hilbert space. If H is a Hilbert space, then each closed subspace
of H is complemented, so Gr(H) is the set of all closed subspaces of H. The map
Im : Proj(H) → Gr(H) has a natural section taking a closed subspace L ⊂ H to the
orthogonal projection PL of H onto L. Applying Proposition A.1, we obtain the fol-
lowing result.
Proposition A.2. Let H be a Hilbert space. Then the following statements hold:
1. The pair (L,M) of closed subspaces of H is complementary if and only if PL − PM is
invertible. If this is the case, then
(A.2) PL,M = PL(PL − PM)
−1.
2. Let P ∈ Proj(H). Then the operator P+ P∗ − 1 is invertible, and the orthogonal projec-
tion on the image of P is given by the formula
(A.3) Port = P(P+ P∗ − 1)−1.
Proof. 1. If (L,M) ∈ Gr(2)(H), then also (L⊥,M⊥) ∈ Gr(2)(H). Applying Proposition
A.1 to the pair of orthogonal projections PL and PM, we obtain the first claim of the
Corollary.
2. 1 − P∗ is the projection on (ImP)⊥ along (KerP)⊥. Applying Proposition A.1 to
the pair of projections P and 1 − P∗, we see that P+ P∗ − 1 = P− (1− P∗) is invertible
and P(P+ P∗ − 1)−1 is the projection on ImP along (ImP)⊥. 
A.2 The gap topology on Gr(H)
For a Hilbert space H the map L 7→ PL given by the orthogonal projection allows to
identify Gr(H) with the subspace Projort(H) ⊂ Proj(H) of orthogonal projections in H.
The gap topology on Gr(H) is induced by the norm topology on Proj(H) ⊂ B(H).
For a Banach space H there is no natural section Gr(H)→ Proj(H), so the definition of
the gap topology on Gr(H) is slightly more complicated in this case. Usually the gap
topology on Gr(H) is defined as the topology induced by the gap metric
(A.4) δˆ(L1, L2) = max
i 6=j
{
sup
{
dist(u, Lj) : u ∈ Li, ‖u‖ = 1
}}
,
δˆ(0, 0) = 0, δˆ(0, L) = 1 for L 6= 0.
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For a Hilbert space H these two definitions of the gap topology coincide.
Proposition A.4 below gives an equivalent definition of the gap topology on the
Grassmanian of a Banach space in terms of projections, resembling the definition
of the gap topology for Hilbert spaces.
The gap topology on Gr(H) induces the topology on Gr2(H) and on its subspace
Gr(2)(H).
Proposition A.3. Let H be a Banach space. Then the following holds:
1. The map Im : Proj(H)→ Gr(H) is continuous.
2. The map ϕ : Proj(H) → Gr(2)(H) taking P ∈ Proj(H) to (ImP, KerP) ∈ Gr(2)(H) is
a homeomorphism.
3. Gr(2)(H) is open in Gr2(H).
We first give the proof in the case of a Hilbert space H, because it is simpler and
because we need only this case in the main part of the paper as well as in the proofs
of all the results below in the context of Hilbert spaces. After proving the “Hilbert
case” we give the proof of the general “Banach case”.
Proof. 1. Suppose first that H is a Hilbert space. The map Im : Proj(H) → Gr(H) is
continuous. Indeed, it is the composition of the two maps Proj(H) → Projort(H)
and Im : Projort(H) → Gr(H), where the first map is given by formula (A.3) and
Projort(H) is the subspace of Proj(H) consisting of orthogonal projections. The first
map is continuous and the second map is an isometry, so their composition is also
continuous.
The conjugation by the involution P 7→ 1 − P takes the map Im : Proj(H) → Gr(H) to
the map Ker : Proj(H) → Gr(H), so the second map is also continuous. Therefore, ϕ
is continuous. Obviously, ϕ is bijective.
The inverse map Gr(2)(H) → Proj(H) is given by formula (A.2) and therefore is con-
tinuous. Thus the map Proj(H)→ Gr(2)(H) is a homeomorphism.
To prove that Gr(2)(H) is open in Gr2(H), take arbitrary (L,M) ∈ Gr(2)(H). The opera-
tor PL − PM is invertible by Corollary A.2. Choose ε > 0 such that 2ε-neighbourhood
of PL−PM in B(H) consists of invertible operators. Then for any L
′,M ′ ∈ Gr(H) such
that ‖PL − PL ′‖ < ε, ‖PM − PM ′‖ < ε we have
‖(PL − PM) − (PL ′ − PM ′)‖ 6 ‖PL − PL ′‖+ ‖PM − PM ′‖ < 2ε,
so PL ′ −PM ′ is invertible. Applying again Corollary A.2, we obtain (L
′,M ′) ∈ Gr(2)(H).
This completes the proof of the proposition for Hilbert spaces.
2. Let now H be an arbitrary Banach space. The continuity of the map Im : Proj(H) →
Gr(H) follows from the inequality δˆ(ImP, ImQ) 6 ‖P −Q‖. As above, this implies
that ϕ is a continuous bijection. The continuity of the map Gr(2)(H) → Proj(H),
(L,M) 7→ PL,M follows from [14, Lemma 0.2]. By [5, Lemma 1 and Theorem 2],
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Gr(2)(H) is open in Gr2(H). This completes the proof of the proposition for Banach
spaces. 
Proposition A.4. Let H be a Banach space. Then the gap topology on Gr(H) coincides with
the quotient topology induced by the map Im : Proj(H)→ Gr(H), P 7→ ImP.
Proof. The projection p1 : Gr
2(H) → Gr(H) onto the first factor is an open contin-
uous map. By Proposition A.3, Gr(2)(H) is open in Gr2(H), so the restriction of p1
to Gr(2)(H) is also an open map. This restriction maps Gr(2)(H) continuously and
surjectively onto Gr(H). Therefore, the gap topology on Gr(H) coincides with the
quotient topology induced by the map p1 : Gr
(2)(H)→ Gr(H). To complete the proof,
it is sufficient to apply the homeomorphism ϕ : Proj(H)→ Gr(2)(H) from Proposition
A.3. 
A.3 Injective maps of Banach spaces
Proposition A.5. Let j ∈ B(H,H ′) be an injective map of Banach spaces. Denote by Grj(H)
the subspace of Gr(H) consisting of L with j(L) ∈ Gr(H ′). Then Grj(H) is open in Gr(H)
and the natural inclusion j∗ : Grj(H) →֒ Gr(H
′), L 7→ j(L) is continuous.
Proof. By Proposition A.3, GrM(H) is open in Gr(H). Thus the statement of the
proposition results from the following lemma.
Lemma A.6. Let L ∈ Grj(H), let M
′ ∈ Gr(H ′) be a complement subspace for L ′ = j(L),
and M = j−1(M ′). Then L ∈ GrM(H) ⊂ Grj(H), and the restriction of j∗ to Gr
M(H) is
continuous.
Proof of the Lemma. Denote by Q ′ the projection of H ′ onto L ′ along M ′. By the
Closed Graph Theorem, the bounded linear operator j|L : L→ L
′ is an isomorphism.
Thus the composition Q = ( j|L)
−1Q ′j is a bounded operator on H. Obviously, Q is an
idempotent, ImQ = L, and kerQ = M. This implies that L and M are complement
subspaces of H.
Let N ∈ GrM(H), N ′ = j(N). Then QN = jPN,M( j|L)
−1Q ′ is a bounded operator acting
on H ′. The kernel of QN isM
′ and the restriction of Q2N−QN to L
′ vanishes, so Q2N =
QN and QN ∈ Proj(H
′). The image of QN contains in N
′ andN ′ ∩M ′ = j(N∩M) = 0.
Therefore, QN = PN ′,M ′ , N
′ = ImQN ∈ Gr(H
′), and N ∈ Grj(H).
By Proposition A.3, the map N 7→ PN,M is continuous. Thus the map Gr
M(H) →
Proj(H ′), N 7→ QN is also continuous. Composing it with the continuous map
Im : Proj(H ′) → Gr(H ′), we obtain the continuity of the map j∗ : Gr
M(H) → Gr(H ′),
N 7→ j(N) = ImQN. This completes the proof of the lemma and of Proposition A.5.

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A.4 Closed operators
Let H and H ′ be Hilbert spaces. The space C(H,H ′) of closed linear operators from H
to H ′ is the subspace of Gr(H⊕H ′) consisting of closed subspaces of H⊕H ′ which
injectively projects on H. An element of C(H,H ′) can be identified with a linear (not
necessarily bounded) operator A acting to H ′ from (not necessarily closed or dense)
subspace dom(A) of H such that the graph of A is a closed subspace of H⊕H ′.
All results of this subsection are valid for Banach spaces as well. However, in this case
the space C(H,H ′) as we define it (namely, as a the subspace of Gr(H⊕H ′)) does not contain
all closed linear operators from H to H ′, but only those whose graphs are complemented sub-
spaces of H⊕H ′. Nevertheless, families of such operators often arise in applications,
so these results can be used for them as well. For example, for Banach spaces H,
H ′ and a linear operator A acting from D ⊂ H to H ′, if KerA ⊂ H and ImA ⊂ H ′
are closed complemented subspaces, then the graph of A is a closed complemented
subspace of H⊕H ′. In particular, every (not necessarily bounded) Fredholm operator
has this property.
Proposition A.7. LetH,H ′ be Banach spaces. Then the mapB(H,H ′)×Gr(H)→ C(H,H ′)
taking (A,D) to A|D is continuous.
Proof. For each A ∈ B(H,H ′) we define the automorphism JA of H⊕H
′ by the for-
mula JA(u⊕ u
′) = u⊕ (u ′ −Au). Both A 7→ JA and A 7→ J
−1
A are continuous maps
from B(H,H ′) to B(H⊕H ′). The formula f(A,Q) = J−1A QPH,H ′JA defines the contin-
uous map f : B(H,H ′)× Proj(H)→ Proj(H⊕H ′) (here PH,H ′ denotes the projection of
H⊕H ′ on H along H ′). Since JA takes the graph of A|D to D⊕ 0 for each D ∈ Gr(H),
f(A,Q) is the projection of H⊕H ′ onto the graph of A|ImQ. In other words, we have
the commutative diagram
B(H,H ′)× Proj(H) Proj(H⊕H ′)
B(H,H ′)×Gr(H) Gr(H⊕H ′)
f
Id× Im Im
g
where g is the map taking the pair (A,D) to the graph of A|D. The top and the right
arrows of the diagram are continuous maps, while the left arrow is a quotient map
by Proposition A.4. Therefore, g is also continuous. This completes the proof of the
proposition. 
Proposition A.8. LetW, H, H ′ be Banach spaces, and let j ∈ B(W,H) be injective. Denote
by Cj(W,H
′) the subspace of C(W,H ′) consisting of operators A : dom(A) → H ′ such
that the operator j∗A : j(dom(A)) → H
′, j∗A = A · j
−1 lies in C(H,H ′). Then the natural
inclusion j∗ : Cj(W,H
′) →֒ C(H,H ′) is continuous.
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Proof. Consider the following commutative diagram:
C(W,H ′) Cj(W,H
′) C(H,H ′)
Gr(W ⊕H ′) Grj(W ⊕H
′) Gr(H⊕H ′)
j∗
j∗
The spaces above are just subspaces on the spaces below, and Cj(W,H
′) = C(W,H ′)∩
Grj(W ⊕H
′). By Proposition A.5, the map j∗ : Grj(W ⊕H
′) → Gr(H⊕H ′) is contin-
uous. So the restriction of j∗ to Cj(W,H
′) ⊂ Grj(W ⊕H
′) is also continuous. This
completes the proof of the proposition. 
A.5 Differential and pseudo-differential operators
The results of the previous subsection can be used for differential and pseudo-differen-
tial operators acting between sections of vector bundles overM. To achieve continuity
of the corresponding families of closed operators, the relevant topology on the space
of differential operators will be the C0b-topology on their coefficients.
General framework. LetM be a smooth Riemannian manifold and E, E ′ be smooth
Hermitian vector bundles overM. For an integer d > 1, we denote by Opd(E,E ′) the
set of all pairs (A,D) such that
• A is a bounded operator from Hd(E) to L2(E ′),
• D is a closed subspace of Hd(E), and
• the restriction A|D of A to the domain D is closed as an operator from L
2(E) to
L2(E ′).
We equip Opd(E,E ′) with the topology induced by the inclusion
Opd(E,E ′) →֒ B(Hd(E), L2(E ′))×Gr(Hd(E)).
Here L2(E) is the Hilbert space of L2-sections of E and Hd(E) is the d-th order Sobolev
space of sections of E.
Proposition A.9. The map Opd(E,E ′)→ C(L2(E), L2(E ′)) taking (A,D) to A|D is contin-
uous.
Proof. Take W = Hd(E), H = L2(E), H ′ = L2(E ′), and let j be the natural embedding
W →֒ H. By Proposition A.7, the map Opd(E,E ′) ⊂ B(W,H ′)×Gr(W) → C(W,H ′)
is continuous. By definition of Opd(E,E ′), the image of this map is contained in
Cj(W,H
′). By Proposition A.8, the map j∗ : Cj(W,H
′)→ C(H,H ′) is continuous. Com-
bining all this, we obtain the continuity of the map Opd(E,E ′)→ C(H,H ′). 
This general result can be applied to differential or pseudo-differential operators A
of order d with domains D given by boundary conditions. We show below how
Proposition A.9 can be applied to boundary value problems for first order differential
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operators, in particular local boundary value problems. We omit discussion of higher
order operators because boundary conditions are slightly more complicated in that
case; however, Proposition A.9 works for higher order operators as well.
Boundary value problems for first order operators. Suppose now thatM is a com-
pact manifold. Denote by E∂ the restriction of E to the boundary ∂M.
Let A ∈ B(H1(E), L2(E ′)). In particular, A can be a first order differential operator
with continuous coefficients. For a closed subspace L of H1/2(E∂) we denote by AL
the operator A with the domain
dom (AL) = {u ∈ H
1(E) : τ(u) ∈ L} ,
where τ : H1(E) → H1/2(E∂) is the trace map extending by continuity the restriction
map C∞(E)→ C∞(E∂), u 7→ u|∂M.
Let O˜p(E,E ′) denotes the subspace of B(H1(E), L2(E ′))×Gr(H1/2(E∂)) consisting of
pairs (A,L) such that the operator AL is closed.
Proposition A.10. The map
O˜p(E,E ′)→ C(L2(E), L2(E ′)), (A,L) 7→ AL
is continuous.
Proof. The inverse image τ−1(L) is a closed subspace of H1(E). Since τ is bounded
and surjective, the map
τ∗ : Gr(H1/2(E∂))→ Gr(H
1(E)), L 7→ τ−1(L),
is continuous. Hence the map O˜p(E,E ′) → Op1(E,E ′) taking (A,L) to (A, τ−1(L)) is
also continuous. It remains to apply Proposition A.9. 
Local boundary value problems for first order operators. Denote by E˜ll(E,E ′) the
set of all pairs (A, L) such that
• A is a first order elliptic differential operator with smooth coefficients acting
from sections of E to sections of E ′, and
• L is a smooth subbundle of E∂ satisfying Shapiro-Lopatinskii condition (3.2).
Equip E˜ll(E,E ′)with the C0-topology on coefficients of operators and the C1-topology
on boundary conditions, that is the topology induced by the inclusion
E˜ll(E,E ′) →֒ B(H1(E), L2(E ′))×C1(Gr(E∂)).
Here Gr(E∂) denotes the smooth vector bundle over ∂M whose fiber over x ∈ ∂M is
the Grassmanian Gr(Ex), and sections of Gr(E∂) are identified with subbundles of E∂.
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The Sobolev space H1/2(L) can be naturally identified with the closed subspace of
H1/2(E∂) via the map H
1/2(L) ∋ u 7→ u⊕ 0 ∈ H1/2(L)⊕H1/2(L⊥) = H1/2(E∂). This
allows to associate with a pair (A, L) ∈ E˜ll(E,E ′) the unbounded operator AL acting
as A on the domain
dom (AL) =
{
u ∈ H1(E) : τ(u) ∈ H1/2(L)
}
.
By the classical theory of elliptic operators, AL is closed for every (A, L) ∈ E˜ll(E,E
′).
See, for example, Proposition 3.2, where it is proven for self-adjoint operators. Closed-
ness of a non-self-adjoint AL can be proven along the same lines, or can be ob-
tained directly from Proposition 3.2 by replacing a pair (A, L) with the pair (A ′, L ′) ∈
E˜ll(E⊕ E ′), where A ′ =
(
0 At
A 0
)
and L ′ = L⊕ (σA(n)L)
⊥ ⊂ E∂ ⊕ E
′
∂.
Proposition A.11. The natural inclusion E˜ll(E,E ′) →֒ C (L2(E), L2(E ′)), (A, L) 7→ AL is
continuous.
Proof. It is an immediate corollary of the following lemma applied to N = ∂M and
F = E∂ and of Proposition A.10. 
Lemma A.12. Let F be a smooth Hermitian vector bundle over a smooth closed Riemannian
manifold N. Then the map
(A.5) C∞,1(Gr(F))→ Gr(H1/2(F)),
taking a smooth subbundle L of F to H1/2(L) ⊂ H1/2(F), is continuous. Here C∞,1(Gr(F))
denotes the space of smooth sections of Gr(F) with the C1-topology, that is, the topology
induced by the embedding C∞(Gr(F)) →֒ C1(Gr(F)).
Proof. Operator of multiplication by a C1-function N → C is a bounded operator
on Hs(N) for every s ∈ [0, 1]. In particular, it is bounded as an operator acting
on H1/2(N), and the correspondent inclusion C1(N) →֒ B
(
H1/2(N)
)
is continuous.
Passing to bundles, we obtain the natural continuous inclusion
(A.6) C1(End(F)) →֒ B
(
H1/2(F)
)
.
The smooth map P : Gr(Cn)→ End(Cn), V 7→ PV , induces the continuous map
P∗ : C
1(Gr(F)) →֒ C1(End(F)),
which carries a subbundle L of F to the orthogonal projection P∗L of F onto L. Com-
posing it with the continuous inclusion (A.6), we obtain the continuous map
Q : C1(Gr(F)) →֒ B
(
H1/2(F)
)
.
For each smooth subbundle L of F the bounded operator Q(L) is an idempotent with
the image H1/2(L). By Proposition A.3(1), the map
Im : Proj
(
H1/2(F)
)
→ Gr
(
H1/2(F)
)
,
is continuous. Composing it with Q, we obtain continuity of (A.5). This completes
the proof of the lemma. 
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