In this work we study the set of eventually always hitting points in shrinking target systems. These are points whose long orbit segments eventually hit the corresponding shrinking targets for all future times. Even in the presence of mixing, this set can behave erratically due to the involvement of extremal rather than mean statistics. For that reason, we focus our attention on systems where translates of targets exhibit near perfect mutual independence. For such systems we present tight conditions on the shrinking rate of the targets so that the set of eventually always hitting points is a null set (or co-null set respectively).
Introduction
Let (X, µ, T ) be a measure preserving system, and let B = {B n : n ∈ N} be a sequence of measurable subsets of X. The hitting set H(B) is defined as the set of x ∈ X such that T n x ∈ B n for infinitely many n ∈ N.
(1.1)
If n µ(B n ) is finite, it follows from the Borel-Cantelli Lemma that H(B) has measure zero. Conversely, in many cases it can be shown that if n µ(B n ) is infinite and some additional conditions involving T and B are satisfied, then the hitting set has full measure. In other words, under certain assumptions it holds that n µ(B n ) < ∞ = ∞ ⇐⇒ H(B) has zero full measure.
( 1.2)
The earliest results of this type are due to J. Kurzweil [Ku] : for X = [0, 1] and T a rotation by α, he proved that (1.2) holds for any sequence of nested intervals (B 1 ⊃ B 2 ⊃ . . .) if and only if α is badly approximable. Later there was an important paper of W. Philipp: when X = [0, 1], B consists of (not necessarily nested) intervals and T is either the map x → βx mod 1 or the Gauß map x → 1/x mod 1, it was shown in [Ph] that (1.2) is always satisfied. See e.g. [S, KM, CK, HNPV, Ke, KY] for further results, and [A] for a survey.
Let us say that (X, µ, T, B) is a shrinking target system if the sets B n are nested and lim The set E m describes the collection of all points in the space X for which none of the first m iterates under the transformation T visits the target B m . Clearly for x ∈ H(B) it holds that O m (x) ∩ B m = ∅ for infinitely many m.
(1.5)
Conversely, if (1.5) is true, then either x ∈ H(B) or T m x ∈ n B n . Thus, under the additional assumption (1.3), H(B) essentially coincides with the set of points x such that for infinitely many m ∈ N there exists n ∈ {1, . . . , m} such that T n x ∈ B m . Now, following the terminology introduced by Kelmer [Ke] , we define the eventually always hitting set EAH(B) to be the set of x ∈ X such that for all but finitely many m ∈ N there exists n ∈ {1, . . . , m} such that T n x ∈ B m . In other words, X EAH(B) = lim sup E n := n∈N m n E m .
(1.6)
We see that, up to a set of measure zero, the eventually always hitting property is a strengthening of (1.1). It is not hard to show that in any ergodic shrinking target system, the set of eventually always hitting points obeys a zero-one law (cf. Proposition 2.1 below). It is therefore natural to ask under what conditions on the shirking rate of the size of the targets B n one can expect EAH(B) to have zero or full measure respectively.
In the set-up of [Ke] X was the unit tangent bundle of a finite volume hyperbolic manifold of constant negative curvature, T was the time-one map of the geodesic flow on X, and B consisted of rotation-invariant subsets of X. One of the results of [Ke] asserts that EAH(B) has full measure whenever the series ∞ j=1 1 2 j µ(B 2 j ) diverges. This was later generalized to the set-up of flows on higher rank homogeneous spaces in [KY] . More recently, several results in this direction were obtained by Kirsebom, Kunde and Persson [KKP] for some classes of interval maps, including the doubling map, some quadratic maps, the Manneville-Pomeau map and the Gauss map.
The main technical result
Our main technical result concerns systems whose targets satisfy a natural longterm independence property that arises in connection with rapid mixing. In such cases, our theorem gives sufficient conditions for the set of eventually always hitting points to either have zero or full measure. The class of systems to which this applies contains several relevant examples, such as product systems, Bernoulli schemes and the Gauß map.
The long-term independence property that we impose in our theorem asserts, roughly speaking, that any target B m ∈ B becomes "evenly spread out" under the transformation T in the sense that µ(B n ∩ T −k B m ) ≈ µ(B n )µ(B m ), where k = k(n, m) depends on n and m. The precise formulation is more technical and involves the algebra of subsets of X generated by {T −j B i : 1 i m, 0 j n}, which we denote by Ξ n,m . It states the following:
For all m, n ∈ N with n m, all A ∈ Ξ n,m , and all B ∈ Ξ m,m one has
where η : N → [0, 1] is some function that satisfies lim m→∞ η(m) = 0, and F : N → N is a function satisfying
for some δ > 0 and all large enough m ∈ N. (1.8) Theorem 1.1. Let (X, µ, T, B) be a shrinking target system satisfying (1.7). If
for some ε > 0, then EAH(B) has full measure. On the other hand, if
then EAH(B) has zero measure.
Applications

Product systems
For our first application of Theorem 1.1, fix an arbitrary probability space (Y, ν), and let A 1 ⊃ A 2 ⊃ . . . be a sequence of measurable subsets of Y with µ(A n ) → 0 as n → ∞. Consider the shrinking target system (X, µ, T, B), where X := Y N∪{0} , µ := ν ⊗N∪{0} , T : X → X denotes the left shift, and the shrinking targets B := {B 1 ⊃ B 2 ⊃ . . .} are defined as B n := {x ∈ X : x[0] ∈ A n }. The elements in B have the convenient property that 9) which immediately implies that the shrinking target system (X, µ, T, B) satisfies condition (1.7) with η(m) = 0 and F (m) = 0 for all m ∈ N.
Theorem 1.2. Let (X, µ, T, B) be the shrinking target system described above. If
for some ε > 0, then EAH(B) has full measure. On the other hand, if 
Bernoulli schemes
Another class of systems that satisfy (1.7) for a natural choice of shrinking targets are Bernoulli schemes. Let (X, T ) denote the full symbolic shift in 2 letters, that is, X := {0, 1} N∪{0} . Also, let T : X → X be the left shift on X, also known as the doubling map, and denote by µ the (1/2, 1/2)-Bernoulli measure on X. Given a non-decreasing unbounded sequence of indices (r m ) m∈N , consider the corresponding sequence of shrinking targets B = {B 1 ⊃ B 2 ⊃ . . .} defined as
Note that µ(B m ) = 2 −rm . It is then straightforward to verify that the resulting shrinking target system (X, µ, T, B) satisfies condition (1.7) with η(m) = 0 and F (m) = r m for all m ∈ N.
Theorem 1.4. Let (X, µ, T, B) be as above, and assume that either one of the following two conditions is satisfied:
for all but finitely many m ∈ N; (1.10) ∃ τ > 0 such that µ(B m ) 1 (log m) τ for all but finitely many m ∈ N.
(1.11)
In analogy to Corollary 1.3, we can derive from Theorem 1.4 the following corollary. It is worthwhile to compare the above corollary with [KKP, Theorem 1] , which also deals with the doubling map. There B is taken to be a nested sequence of shrinking intervals with arbitrary fixed center, and it is shown that EAH(B) has full measure if µ(B m ) ≫ (log m) 2 m , and has measure zero if µ(B m ) ≪ 1 m . We are able to weaken the assumptions on µ(B m ), but only for intervals shrinking to 0. It is likely that our methods are applicable in the generality of [KKP, Theorem 1] as well; this will be explored elsewhere.
The Gauß map
The Gauß map is a map T on the interval X := [0, 1] defined as
There is an explicit T -invariant Borel probability measure on 
We show in Section 6 that the shrinking target system (X, µ, T, B) satisfies condition (1.7) for any F (m) that satisfies (1.8) and η(m) = O exp(−C F (m)) for some universal constant C > 0. Combining this with Theorem 1.1 allows us to derive the following result. Theorem 1.6. Let (X, µ, T, B) be as described above, and assume that either there exists σ < 1 such that k m σm log log m for all but finitely many m ∈ N, or there exists τ > 0 such that k m (log m) τ for all but finitely many m ∈ N. If
for some ε > 0, then EAH(B) has zero measure. We remark that for (X, µ, T, B) as described above, the set EAH(B) coincides with
for all but finitely many m ∈ N ∃ n ∈ {1, . . . , m} with a n+1 ≥ k m .
(1.13)
It is proved in [KKP, Theorem 3] that the set (1.13) has measure zero when k m = cm for some c > 0, and has full measure when k m = cm (log m) 2 for small enough c > 0. This can easily be seen to be a consequence of Corollary1.7 above.
2 General properties of EAH sets 2.1 The zero-one law for eventually always hitting points
Proof. Let Y := {x ∈ X : T x ∈ B n for infinitely many n}. Since B n are nested, we have that Y = n∈N T −1 B n and, using µ(B n ) → 0 as n → ∞, it follows from the monotone convergence theorem that Y has zero measure. We now claim that if x ∈ EAH(B) Y , then T x ∈ EAH(B). To verify this claim recall that
is non-empty for cofinitely many n if and only if O n−1 (T x) ∩ B n = ∅ for cofinitely many n. Hence
where in the second to last implication we have used that B n ⊂ B n−1 . This proves that if x ∈ EAH(B) Y then T x ∈ EAH(B). Therefore
Since µ(Y ) = 0 and T is measure preserving, we conclude that
This finishes the proof.
General sufficient condition for µ EAH(B) = 1
which can also be written as
The following result is taken from [Ke] :
Lemma 2.2 ([Ke, Lemma 13]). Suppose there exists a non-decreasing sequence
m j such that ∞ j=0 µ(E m j−1 ,m j ) < ∞. Then µ EAH(B) = 1.
General necessary condition for µ EAH(B) = 1
Theorem 2.3. Let (m j ) j∈N be a non-decreasing sequence and (X, µ, T, B) a shrinking target system with the property that
where
For the proof of Theorem 2.3 we need the following lemma.
Proof. Recall Bernoulli's inequality, which asserts that (1 + y) r − 1 ry for all r ∈ (0, 1) and y > −1. If we apply this inequality with y = 1 qm − 1 and r = 2 n−m+1 we obtain 1 qm
This gives
Proof of Theorem 2.3. By way of contradiction, assume that ∞ j=1 µ(E m j ) = ∞. Let 1 j = 1 Em j denote the indicator function of E m j , and define q j := µ(E m j ). Consider the normalized deviation
Fix ε > 0. As guaranteed by (2.3), there exists m ∈ N such that for all s, t ∈ N with t m one has
This proves that D N 2 2 ε + o N →∞ (1) by Lemma 2.4 together with the assumption
The decay of the L 2 -norm of D N implies that lim sup E m j has full measure. Therefore µ(lim sup E n ) = 1, which, in view of (1.6), contradicts µ EAH(B) = 1.
Proof of the main technical result
In this section we present a proof of Theorem 1.1.
Proposition 3.1. Let (X, µ, T, B) be a shrinking target system satisfying (1.7). Let m, n, k ∈ N with kn m. Then
Here, the implicit constant in O may depend on k, but is otherwise universal.
For the proof of Proposition 3.1 it will be convenient to write E * n,m for the set
Note that E * n,m always contains E n,m as a subset. This inclusion follows quickly from the definition of E n,m (cf. (2.1) and (2.2)), because
In general, this inclusion is proper and the sets E n,m and E * n,m are not identical. However, they are approximately the same. Indeed, since we are only interested in the case where the quantity F (m) is much smaller than m, the difference in measure between E n,m and E * n,m becomes negligible (as we will see in the proofs of Proposition 3.1 and Lemma 3.4 below). For that reason, we suggest to think of E * n,m as an approximation of E n,m . The advantage of using E * n,m over E n,m is that for any ℓ ∈ N with ℓ n−F (m) and any set C ∈ Ξ ℓ,m one has
which follows directly from (1.7) by choosing A = C and B = E n−F (m),m .
Proof of Proposition 3.1.
We can split off the first F (m) terms in this intersection and thus write E n,m as the intersection of two sets,
where E * n,m is as defined in (3.2). We can think of E * n,m as the "main part" of E n,m and of R as the "remainder". Since
we can now write
which provides us with a suitable upper bound on µ(E kn,m ). We also want to find a good lower bound for µ(E kn,m ). Observe that the measure of R can trivially be bounded from below by µ(R) 1 − F (m)µ(B m ). Therefore, we can bound the measure of R ′ from below by µ(R) 1 − kµ(R c ) 1 − kF (m)µ(B m ). This gives the estimate
(3.5)
To finish the proof, we only have to apply (3.3) (k − 1) times to find that
Putting together (3.4), (3.5), (3.6), (3.7), and (3.8) proves (3.1).
From Proposition 3.1 we can now derive the following corollary.
Corollary 3.2. For any shrinking target system (X, µ, T, B) that satisfies (1.7) and any m, n, k ∈ N with kn m,
Proof. By Proposition 3.1,
Lemma 3.3. Let (X, µ, T, B) be a shrinking target system satisfying (1.7). Let k 2 and define
. Then m j−1 = kn j−1 . Observe that
and therefore kn j+1 − (k + 1)n j−1 = O(k).
Observe also that (k + 2)n j−1 = k+2 k+1 k+1 k m j−1 and hence |m j+1 − (k + 2)n j−1 | is bounded from above by 2k. Since k is fixed, we will view O(k) as O(1). It follows that |m j+1 − (k + 1)n j−1 | = O(1) and hence
In view of Corollary 3.2 we obtain
This completes the proof.
Independence of dyadic samples
Lemma 3.4. Let (X, µ, T, B) be a shrinking target system satisfying (1.7). For every s ∈ N let m s be a number in [2 s , 2 s+1 ). Then, for all t > s, the intersection of E ms with E mt has measure bounded from above by
Proof. It follows from the definition of E ms and E mt (cf. (2.1) and (2.2)) and the fact that B mt ⊂ B ms that E ms ∩ E mt = E ms ∩ T −ms E mt−ms,mt .
Since E mt−ms,mt is a subset of E * mt−ms,mt , we trivially have
It follows from (1.7) that
Putting together (3.9) and (3.10) we obtain
Let k := ⌊m t /m s ⌋− 1. In light of (3.11) we see that for the proof of Lemma 3.4 it is beneficial to find a good upper bound on the measure of the set E * mt−ms,mt , preferably in terms of the measure of E mt . In order to find such an upper bound, we will first prove the following inequality:
Since km j m t − m s , the set E * mt−ms,mt is a subset of E * kms,mt and hence µ(E * mt−ms,mt ) µ(E * kms,mt ). Therefore, instead of (3.12) it suffices to show µ(E * kms,mt )
Note that
Also observe that for any ℓ ∈ {1, . . . , k − 1},
This proves that
If we now apply property (1.7) to µ k−1 ℓ=0 T −ℓms E * ms,mt (k − 1) times, then we see that
This completes the proof of (3.13), and hence also of (3.12). Next, consider the trivial identity
.
(3.14)
Using (3.12) we get 
It follows that
Combining (3.11), (3.14), (3.15), (3.16) and (3.17) yields
This finishes the proof. 
Proof. In view of (3.18), there exists some c > 0 such that m j cσ j for all large enough j ∈ N. Hence from (1.8) we can conclude that
for all but finitely many j.
Since j∈N 1 j 1+δ k k+1 < ∞ for all k with k 2δ −1 , the claim follows.
Proof of Theorem 1.1. First assume there exists ε > 0 such that
By assumption, there exists δ > 0 such that F (m) log 1+δ (m)µ(B m ) −1 for all but finitely many m ∈ N. Fix such a δ. Pick now k ∈ N with 1/k < min{ε, δ/2}.
Next let (m j ) j∈N be defined as in Lemma 3.3, that is,
. It is easy to check that (3.18) holds, and, by combining Lemma 3.3 with Lemma 3.5 we see that the series j∈N µ(E m j−1 ,m j ) converges if and only if so does the series
For any n with m j n < m j+1 we have
< ∞, and therefore also j∈N µ(E m j−1 ,m j ) < ∞. In view of Lemma 2.2, this implies that EAH(B) has full measure, which completes the proof of the first part of Theorem 1.1.
For the second part, assume
In view of Lemma 3.4 and Lemma 3.5 we see that (2.3) is satisfied. Thus, by Theorem 2.3, we conclude that µ EAH(B) is not equal to 1. Therefore, since µ EAH(B) is essentially invariant (see Proposition 2.1), we must have µ EAH(B) = 0.
Shrinking target systems with independent targets
Proof of Theorem 1.2. If follows immediately from property (1.9) and the definition of E m (see (1.4)) that
Hence Theorem 1.2 follows from Theorem 1.1.
Proof of Corollary 1.3. First assume for all but finitely many m ∈ N that µ(B m ) C log log m m .
Choose any b ∈ (1, C). Using the inequality (1 + x y ) y e x , which holds for all y 1 and x > −1, we obtain (with x = C log k and y = ⌊b k ⌋) that
k C(1−ε) < ∞ for sufficiently small ε, it follows from Theorem 1.2 that EAH(B) has full measure.
The second part follows from an analogous calculation where instead of the inequality (1+ 2y , which also holds for all y 1 and x > −1.
5 Bernoulli schemes and a proof of Theorem 1.4
In this section we give a proof of Theorem 1.4. Let (r n ) n∈N and (X, µ, T, B) be as in Section 1.2.2. Given a point x ∈ X = {0, 1} N∪{0} we denote by
In order to derive Theorem 1.4 from Theorem 1.1 we first need to understand the measure of the set E n = n j=1 T −j B c n . Note that E n consists exactly of all the points x ∈ {0, 1} N∪{0} with the property that the word x[1, n + r n ] does not contain r n consecutive zeros. To estimate µ(E n ), it will therefore be convenient to beforehand estimate the average number of zeros in x[1, n + r n ]. For each n 1 and x ∈ X, let V n (x) := max{number of consecutive zeros in x[1, · · · , n]}. Let log 2 x := log x log 2 . Our main tool is the following estimate from [FS] .
Note that E n,m = {x ∈ X : V n+rm (x) < r m }.
(5.1)
Using this, we can get the first order asymptotics for µ(E n,m ).
Theorem 5.2. One has
Proof. We will write h n,m := r m − ⌊log 2 (n + r m )⌋. In view of (5.1),
We can replace O
From this the claim follows.
Choosing n = m in Theorem 5.2 yields the following corollary.
Corollary 5.3. One has
Remark 5.4. Theorem 5.2 can also be useful to estimate the measure of sets of the from E m j−1 ,m j , which are of interest because of Lemma 2.2. For the proof of Theorem 1.4, which we will present at the end of this section, we are particularly interested in the case where m j = ⌊b j ⌋ for some b > 1. In this case, it follows from Theorem 5.2 that
Since m j−1 m j c for all but finitely many j as long as c > b, we deduce from (5.2) that
for all c > b.
Theorem 5.5. Let (X, µ, T, B) be a shrinking target system. If there exists ε > 0 such that
Also, if
Proof. Using the basic inequality (1 + x) r exp(rx) it is straightforward to show that
follows. Vice versa, applying the inequality (1 + x) δr exp(rx), which holds for every δ < 1 and all negative x that are sufficiently close to 0, for δ =
where ε ′ > 0 can be any number that is strictly smaller than ε. This implies
Proof of Theorem 1.4. Recall that by assumption either (1.10) or (1.11) are satisfied. We will show below that (1.11) forces conditions (1.7) and (1.8) to be satisfied for an appropriate choice of F and η, which will allow us to derive the conclusion of Theorem 1.4 from Theorem 1.1. On the other hand, under the assumption (1.10) we cannot guarantee that (1.8) is satisfied, because the measure of the targets B m might not shrink sufficiently fast. In this case, instead of using Theorem 1.1, our argument will build on Remark 5 for all but finitely many m ∈ N (because lim m→∞ µ(B m ) = 0), we deduce that
Hence F satisfies (1.8). By construction, the shrinking target system also satisfies (1.7). In light of Corollary 5.3 we have
Hence Theorem 1.4 follows directly from Theorem 1.1 together with Theorem 5.5.
Corollary 1.5 can be derived from Theorem 1.4 the same way that Corollary 1.3 was derived from Theorem 1.2. Therefore we omit its proof.
Gauß map and Gauß measure
In this section let (X, µ, T, B) denote the shrinking target system considered in Section 1.2.3, where X is the interval [0, 1], T : [0, 1] → [0, 1] is the Gauß map, µ is the Gauß measure, and B = {B 1 ⊃ B 2 ⊃ . . .} was defined as
We begin this section by showing that for this shrinking target system condition (1.7) holds for any F (m) that satisfies (1.8) and η(m) = O(exp(−C F (m))) for some universal constant C > 0. The following result of Phillipp will be crucial for making this deduction.
Lemma 6.1 ([Ph]). There exists a constant λ ∈ (0, 1) such that for all sets of the form A = [a 1 , a 2 , . . .] : a 1 = r 1 , . . . , a n = r n , where k, n, r 1 , . . . , r n ∈ N are arbitrary, and all measurable set B ⊂ [0, 1] one has
Since sets of the form [a 1 , a 2 , . . .] : a 1 = r 1 , . . . , a n = r n form an algebra that contains Ξ n,m , it does indeed follow from Lemma 6.1 that (1.7) holds for any F (m) that satisfies (1.8) and η(m) = O exp(−C F (m)) for some universal constant C > 0.
Recall the definition of E n,m from (2.1) and (2.2).
Proposition 6.2. There exist constants C, D 1 such that
For the proof of Proposition 6.2 we will need the following lemma. 
Proof. Part (i) is immediate from (1.12). Part (ii) follows from a straightforward calculation:
Finally, for (iii), we have
Proof of Proposition 6.2. Consider the setẼ n,m :=
n,m and since the Gauß measure is invariant under T , the measure of E n,m with respect to µ equals the measure ofẼ n,m with respect to µ. Also, µ is absolutely continuous with respect to the Lebesgue measure λ, and so there exists some constant D 1 for which
Therefore, instead of (6.1), it suffices to prove the existence of some constant C 1 such that
(6.2) Moreover, using part (i) of Lemma 6.3, we see that (6.2) is equivalent to
Next, we observe that
is an interval and the Gauß map T is piecewise continuous, the setẼ n−1,m is a union of disjoint intervals (a t , b t ), i.e.,
Using the definition of the Gauß map, the pre-image ofẼ n−1,m under the transformation T can then be described as
Since B m consists only of numbers whose first coefficient in its continued fraction expansion is bigger than k m , we deduce that
Since the intervals Iterating (6.6) (n − 1) times finishes the proof of (6.3). Proof of Theorem 1.6. We begin with the case where there exists σ < 1 such that k m σm log log m for all but finitely many m ∈ N. Let σ ′ be any number satisfying σ < σ ′ < 1, and define C := σ ′ σ log 2 . Since µ(B m ) σ ′ km log 2 for all but finitely many m, it follows that µ(B m ) σ ′ log log m σm log 2 = C log log m m .
Then, repeating an analogous argument to the one used in the proof of Corollary 1.3, we can show that j∈N 1 − µ(B m j ) m j (log 2)/c < ∞ for any b, c ∈ [1, C) with b < c, where m j = ⌊b j ⌋. In view of (6.7), this means that j∈N µ(E m j−1 ,m j ) < ∞. Using Lemma 2.2, we conclude that EAH(B) has full measure. Next, we deal with with case where there exists τ > 0 such that k m (log m) τ for all but finitely many m ∈ N. Set F (m) = 1 (log m) 1+τ /2 µ (Bm) and note that F (m) converges to ∞ as m → ∞, because of the assumption that k m (log m) τ . Moreover, F satisfies (1.8) by construction and, as explained at the beginning of this section, (1.7) is satisfied for η(m) = O exp(−C F (m)) . Here, it is important that lim m→∞ F (m) = ∞, since this implies lim m→∞ η(m) = 0. In light of Corollary 6.4 we have Hence Theorem 1.6 follows directly from Theorem 1.1.
We omit the proof of Corollary 1.7, since it can be derived from Theorem 1.6 using (1.12) and the same argument that was used in the deduction of Corollary 1.3 from Theorem 1.2.
