Abstract-When appearance variation of object, partial occlusion or illumination change in object images occurs, most existing tracking approaches fail to track the target effectively. To deal with the problem, this paper proposed a robust visual tracking method based on appearance modeling and sparse representation. The proposed method exploits two-dimensional principal component analysis (2DPCA) with sparse representation theory for constructing appearance model. Then tracking is achieved by Bayesian inference framework, in which a particle filter is applied to evaluate the target state sequentially over time. In addition, to make the observation model more robust, the incremental learning algorithm is used to update the template set. Both qualitative and quantitative evaluations on four publicly available benchmark video sequences demonstrate that the proposed visual tracking algorithm performs better than several state-of-the-art algorithms.
I. INTRODUCTION
Visual tracking is very important in the field of computer vision. It is widely used in intelligent surveillance, human-computer interface, vehicle navigation, and traffic control, etc. Although many tracking algorithms have been presented in the past decades, the tracking of the non-stationary appearance of objects undergoing significant pose, illumination variations and occlusions still remains a challenge for the community [1] .In general, a tracking algorithm consists of three components [2] : an appearance model which estimates the similarity between observed images and the model; a motion model which aims to locate the target between consecutive frames over time; and a search strategy which finds the most likely state in the current frame. In our work, we focus attention on designing a robust appearance model to achieve reliable tracking.
A good appearance model will obtain good tracking results [3] .To achieve an effective appearance models, we should consider several factors which could affect the tracking results. In the process of tracking, target appearance will be changed due to non-rigid deformation, target moving, illumination change or occlusion, etc. In order to adapt to the variations of target appearance, we often employ a linear combination of multiple templates to represent the target appearance. Recently, a class of appearance modeling techniques named sparse representation [4] [5] [6] has been shown to give state-of-theart robustness against various disturbances. The methods based on sparse representation attempt to approximate the target state by finding a sparse linear combination over a basis library that contains target templates and trivial templates.
A variety of online tracking algorithms have been put forward to address these challenges. These methods can be formulated in two different ways: generative model and discriminative model [7] .Generative algorithms aim at modeling appearance and finding the minimum reconstruction error [8] , [9] . On the contrary, discriminative methods focus on searching a decision boundary which can differentiate the target from the background [10] , [11] . It has been shown that discriminative models perform better when the training set size is large, while generative models achieve higher generalization when limited data is available [12] .To address the difficulties mentioned above, we employ generative appearance model to alleviate tracking drift.
In this paper, a robust visual tracking algorithm based on appearance model and sparse representation is proposed. In our algorithm, 2DPCA and sparse representation were combined to represent the target appearance which can be reconstructed by the eigenbases and noise bases. Then tracking is achieved by Bayesian inference, in which a particle filter is applied to evaluate the target state sequentially over time. In addition, to make the observation model more robust, we exploit the incremental learning algorithm to update the template set.
The rest of the paper is organized as follows. Section II introduces the proposed appearance modeling and sparse representation algorithm. The combination of our appearance mode and particle filter for visual tracking is presented in Section III. Section IV demonstrates the experimental results. The paper is concluded in Section V.
II. APPEARANCE MODELING AND SPARSE REPRESENTATION
In this section, firstly, an appearance modeling method, which is modeled the target appearance with 2DPCA basis vectors is proposed. Then, the reconstruction error is defined with sparse representation to evaluate the similarity between a target candidate and the appearance model.
A. Appearance Modeling
Here, a straightforward image projection technique, called two-dimensional principal component analysis (2DPCA) is developed for image feature extraction [13] .2DPCA is based on 2D matrixes rather than PCA which is needed to be transformed two dimensional images into 1D vectors. In 2DPCA method, image features and covariance matrix can be obtained directly using the image matrixes. 2DPCA is easier to evaluate the covariance matrix accurately and require less time to determine the corresponding eigenvectors than PCA. Let to the identity orthogonal eigenvectors: 1 2 , , , , = k U u u u in this paper.
B. Sparse Representation
In this section, we use sparse representation framework [14] [15] to enhance the discrimination of the appearance model and to construct a robust similarity measure for tracking.
Given the target candidate 
a R is the eigenspace coefficient vector. Then, in order to exactly describe the appearance, we take into account image corruptions or sudden occlusion. Equation (1) should be modified to , ,
E e e e R that is an identity matrix to capture the image corruption or occlusion as: 
we use RE to evaluate the similarity between a target candidate and the appearance model.
C. Updating the Appearance
In the target tracking process, the target appearance may change due to pose changes, illumination variations and occlusion, etc. A fixed appearance model fails to deal with varieties of appearance changes [20] , [21] . So it is necessary to update the appearance model in time for visual tracking.
Suppose we have an existing image set 
III. TRACKING BY BAYSIAN INFERENCE
We embed the proposed sparse representation appearance model [22] , [23] into a Bayesian inference framework to form a robust tracking algorithm. A Markov model with hidden state variable is used to estimate the tracking result [24] . Given a set of observed images 1: 
x x p
denotes the dynamic (motion) model. In the particle filter framework [18] , the posterior distribution (14) where k is a normalization constant. The candidate samples { } (15) The samples are resampled to generate an unweighted particle set according to their importance weights to avoid degeneracy. In this paper, we choose 
A. Dynamic Model
In our tracking framework, we apply an affine image wrap to model target motion between two consecutive frames .The six parameters of the affine transform are used to model (17) where ψ is a diagonal covariance matrix whose elements are the corresponding variances of the affine transformation parameters, i.e., 
B. Observation Model
In the Bayesian inference framework, the observation model plays an important role in handling the unpredictable changes. Using the reconstruction error, the observation likelihood can be define as ( ) exp( ) = − p y x RE (18) It is evident that the reconstruction error between a target candidate and the appearance is smaller, the observation likelihood is greater and the candidate is more reliable. TABLE I gives a summary of our tracking algorithm.
IV. EXPERIMENTAL RESULTS AND ANAYSES
To evaluate the performance of the proposed algorithm, we run our tracking algorithm on four publicly available benchmark video sequences, which included illumination changes, significant occlusion, and pose variance, and so on. The main challenging factors of these image sequences are showed in TABLE II. The experiments are implemented in MATLAB R2012a on an Intel 2.5GHz Dual Core PC with 4GB memory. For each sequence, the initial position of the target is selected manually in the first frame. For 2DPCA representation, the size of each image is normalized to 32 32 × , 16 eigenvectors and 1024 noise bases are used in all experiments. 600 particles are used and the template set is updated in every 5 frames to balance the tracking accuracy and the computational efficiency. Additionally, we compare our tracking algorithm with Incremental Visual Tracking (IVT) tracker [9] , L1 tracker (L1) [19] and Multiple Instance Learning (MIL) [10] . Both qualitative and quantitative evaluations are demonstrated as follow.
A. Qualitative Evaluation
The David Indoor sequence is used to evaluate the performance of these four tracking algorithms when the target object undergoes significant illumination change and pose variation. Tracking results are show in Fig.1  (a) .We noted that the IVT and our tracker perform better than the others. MIL is sensitive to illumination change and gets lost in tracking the target. Fig.1 (b) shows the tracking results using the Deer sequence which exhibits challenges on abrupt motion and occlusion. The MIL and our tracker perform well in tracking the deer whereas the L1 and IVT methods drift away in early stage.
The Car4 sequence is used to test the performance of our tracking algorithm in drastic illumination changes. The IVT and Our tracking perform better than other trackers. The L1 tracker drifts away when the car goes underneath the overpass and the trees. We note that the MIL is sensitive to the effects and misses the target in later stage. For the OneLeaveShopReenter2cor sequence, it evaluates the robustness of the trackers when scale change occurs, when particle occlusion occurs or when similar objects occurs. The experimental results show that the MIL tracker drifts away when the target is occluded by a similar object. But after occlusion, all of the tracking algorithms track the object accurately again. 
B. Quantitative Evaluation
We use the location error that measures the Euclidean distance between the tracking window center and the ground truth to quantify the performance of our tracker and the reference trackers. The location error is defined as follows:
where ( , ) ′ ′ x y is the object position and ( , )
x y represents the ground truth. The maximum, mean and standard deviation of the location error are given in TBALE III. The values with underline show the best results. From the TBALE III, we can learn that our tracker and L1 tracker obtain the very close results in the David Indoor sequence. For the Deer sequence, our tracker and the MIL tracker can remain stably track the deer when occlusion appears. In the Deer and Car4 sequences, our tracker obtains the best results among four of trackers. In the OneLeaveShopReenter2cor sequence, our tracker has the lowest mean and standard deviation of the location errors. Taking into account overall performance, our tracker has the best effects in tracking process.
V. CONCLUSION
In this paper, the 2DPCA basis vectors are applied to represent images, and the sparse representation is used to linearly express the target. 2DPCA and sparse representation make the appearance model more robust to appearance and illumination variance. In order to reduce the storage space and improve the accuracy of appearance description, incremental learning algorithm is used for updating the target template set. Experiments on four publicly available benchmark video sequences demonstrate that our algorithm performs better accuracy and robustness than several state-of-the-art algorithms. However, in the matter of solving whole object occlusion problem, our algorithm performance is not very efficient. Our tracking algorithm only employs the global feature and ignores the local cues, so we will integrate multiple features to better describe the objects and explore more efficient algorithms in the future. 
