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Given a gauge theory with gauge group G, it is sometimes useful to find an
equivalent formulation in terms of a non-trivial gauge subgroup H ⊂ G. This amounts
to fixing the gauge partially from G down to H. We study this problem systematically,
both from the algebraic and the path integral points of view. We find that the usual
BRST cohomology must be replaced by an equivariant version and that the ghost
Lagrangian must always include quartic ghost terms, even at tree level. Both the
Cartan and Weil models for equivariant cohomology play a roˆle and find natural
interpretations within the physics framework. Applications include the construction
of D-brane models of emergent space, the ’t Hooft Abelian projection scenario in
quantum chromodynamics and the formulation of the low energy effective theories of
grand unified models.
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1 Introduction
1.1 General presentation
It is well known that the so-called gauge symmetry is a misnomer. A gauge sym-
metry is really a redundancy in the description of the model under consideration
and thus should better be referred to as a “gauge redundancy.” This redundancy
is usually introduced because it can yield great simplifications in the formulation of
the model. For example, in the theory of the fundamental interactions, the gauge
theoretic formulation provides a local and manifestly Lorentz invariant description of
the physics. However, to extract the physical information from the theory, the gauge
redundancy must be waived. This is done through a gauge-fixing procedure which,
morally speaking, amounts to picking a unique representative in field space on each
orbit of the gauge group. For example, in a gauge field theory with gauge group G
and fields Φ, we can impose conditions
FA(Φ) = 0 , 1 ≤ A ≤ dimG , (1.1)
chosen in such a way that there is one and only one solution on each orbit of G.
More generally, the gauge-fixing procedure can be done within the BRST framework
[1]. We enlarge the set of fields by adding so-called ghost fields, anti-ghost fields,
“Lagrange multiplier” fields, possibly ghosts for ghosts, etc., denoted collectively by
Φ˜. The field algebra generated by both Φ and Φ˜ is endowed with a grading, the ghost
number, and a graded differential, the nilpotent BRST operator s. The gauge fixing
is done by adding to the original gauge invariant action S(Φ) a gauge-fixing functional
−sΨ, where the gauge-fixing fermion Ψ(Φ, Φ˜) is of ghost number gh Ψ = −1. The
total action is thus
Stot(Φ, Φ˜) = S(Φ)− sΨ(Φ, Φ˜) . (1.2)
Of course, by construction, the total action is not gauge invariant. Nevertheless, the
gauge invariance of the original action implies that the expectation value of any gauge
invariant operator will be independent of the gauge-fixing fermion Ψ, within a broad
class of possible choices yielding consistent gauge-fixing terms. This is equivalent to
saying that the physics is encoded in the cohomology of the BRST operator s at
ghost number zero. Even more generally, the gauge fixing can be done within the BV
formalism [2]. This is most useful in particular in the case of open gauge algebras.
Even though the problem we consider in the present paper does share similarities
with the problem of open gauge algebras, as we shall briefly mention later, the BRST
framework, suitably generalized, will be perfectly appropriate for our purposes. We
shall also assume that the gauge theory we start with has a closed irreducible gauge
algebra, since the main applications we have in mind are in the context of Yang-Mills
gauge theories. The case of closed reducible algebras could certainly be treated with
only simple technical modifications; the case of open algebras would require us to
start with the BV framework.
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The problem we are going to focus on is a generalization of the standard gauge-
fixing procedure that we have just briefly reviewed, for which the gauge symmetry is
only partially fixed down to a non-trivial subgroup H ⊂ G. We shall see that there
are in general many ways to do this, the ambiguity in the procedure being governed
by an equivariant version of the BRST cohomology. All the resulting models are
physically equivalent gauge theories with gauge group H. Upon gauge-fixing H, they
yield the same partition function and gauge-invariant correlators as the original gauge
theory with gauge group G.
Amongst the possible applications of the partial gauge fixing procedure, we have
in mind especially three of them, which are related to our recent work [3].
Low energy effective actions in grand unified models: in this case one considers a gauge
theory with gauge group G in a Higgs phase. The low energy physics is then described
in general by a gauge theory with “unbroken” gauge group H ⊂ G. To derive and
study this low energy gauge theory, it is very natural to work in a framework where
the original gauge symmetry is partially fixed down to H. This point of view was
advocated in [4].
Abelian projection: as argued by ’t Hooft in [5], the monopole condensation picture
for confinement in QCD may be most naturally understood when the theory is refor-
mulated as an Abelian gauge theory. This amounts to partially fixing the gauge from
SU(3) down to the maximal Abelian subgroup U(1)2, or more generally from SU(N)
down to U(1)N−1. In spite of the enormous literature on this theme, a full analysis of
this partial gauge fixing does not seem to have appeared before. Our results clarify
some of the interesting literature on this subject.
D-brane models : on a stack of N D-branes in string theory lives a U(N) gauge
theory. It is sometimes useful to separate this stack of branes into several sets, for
example into two sets of N1 and N2 branes. The natural description of the physics
is then in terms of a U(N1)× U(N2) gauge group, which amounts to a partial fixing
of the original gauge symmetry. This point of view is particularly interesting when
N1  N2. In this limit, one can in principle replace the N1 branes with the emerging
holographic geometry sourced by the original gauge theory. The effective action for
the N2 branes should then coincide with a probe brane action for branes moving in
this emerging geometry! This is the point of view advocated in [6, 3]. Moreover, the
emerging geometry can in principle be read off from the effective action [6, 7, 3]. This
effective action is a U(N2) gauge theory, obtained by the partial gauge-fixing of the
original U(N1 +N2) gauge symmetry.
This last, most modern application was the main motivation to start the present
investigations. The gauge-dependence of the partially gauged-fixed effective action
seems to be related to the problem of bulk locality [3]. Actually, the D-brane pic-
ture reveals unexpected deep links between D-brane physics, holography, the Abelian
projection scenario, bulk locality and the low energy physics of gauge theories with a
broken gauge symmetry, as in grand unified models; eventually, these ideas lead to a
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new approach to gauge theories, see [3] for more details.
Short comments on the existing literature
In view of the many possible applications, in particular to the classic problems of
grand unification and the Abelian projection, to which a huge literature is devoted, it
may seem quite surprising that a full discussion of the partial gauge-fixing procedure,
from first principles, has never appeared before. However, in spite of a rather extensive
search, we have not been able to find any. The original reference, in which the problem
is very clearly stated, is [4]. However, very few details are given in this work and,
unfortunately, the ansatz which is proposed for the ghost Lagrangian is not correct.
Moreover, the BRST symmetry structure was not investigated at all in [4]. The
many works that subsequently refer to [4] seem to believe that the partial gauge-
fixing procedure studied in this reference is the same as a background field gauge.
The background field gauge and the partial gauge-fixing are actually two completely
distinct concepts and the background field gauge is not discussed at all in [4] or
in our present work.1 In the literature on the Abelian projection scenario, which
mainly focuses on the SU(2)→ U(1) partial breaking,2 very interesting remarks have
appeared about what could be the most appropriate ghost Lagrangian to use. In
particular, it was noticed in [8] that the introduction of a particular quartic ghost
term could greatly simplify the renormalization properties of the theory, see also [9].
Such a quartic ghost coupling in the SU(2) model was also considered in [10], with
a point of view and motivations coming from lattice gauge theories, see [11] for very
relevant further developments. An equivariant BRST differential was also built in [10],
which is a special (and truncated) case of the differential δ that we shall introduce
in our work. These papers on the Abelian projection and on the lattice can thus
be rightly regarded as precursors of some of our results which, in return, hopefully
illuminate and provide a full justification of the prescriptions used in [8, 10, 11].
However, the signification of the quartic ghost terms that emerges from our work
is very different from the one discussed in the Abelian projection literature (but is
consistent with [10, 11]). It turns out that the quartic ghost couplings play a central
roˆle in any partial gauge-fixing procedure G → H and must actually be present in
the tree-level ghost Lagrangian. This is totally independent of any renormalization
consideration. Instead, we shall see that the quartic ghost couplings are required by
gauge invariance, which would be violated if these terms were omitted! A very neat
1In the background field gauge approach, the gauge symmetry G is completely fixed, but with
a particular gauge choice which depends on a classical background gauge field, chosen in such a
way that a new gauge symmetry appears in the problem. In the partial gauge-fixing procedure,
the gauge symmetry is only partially fixed from G down to a non-trivial subgroup H. The unbroken
gauge symmetry H is then part of the original gauge group of the model and has nothing to do with
a classical background gauge field symmetry. This crucial difference implies in particular that the
structure of the ghost Lagrangian is completely different in the two cases.
2We shall see below that many simplifications occur in this case, mainly because SU(2)/U(1) is
a symmetric space.
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example of this phenomenon will be presented in [12] in the context of the zero-
dimensional one matrix model, where obviously renormalization is not an issue. Our
result about the quartic ghost terms is thus totally unrelated to the usual quartic
ghost couplings that are added to renormalize the (non gauge-invariant) 1PI effective
action when non-linear gauge-fixing conditions are used. In this latter traditional
and well-known case, the quartic ghost terms are BRST-exact terms that do not
contribute to the gauge-invariant observables.
1.2 Statement of the problem and its solution
Let us now state precisely the problem we want to solve and briefly explain the
solution we shall find. We work in Euclidean signature. Going to the Minkowskian
signature is trivial and essentially amounts to replacing the factors e−S in the path
integrals with eiS.
Let Z be the partition function for a gauge theory (think of a Yang-Mills model),
with gauge group G, defined by the path integral
Z =
∫
DΦDωADω¯ADλ¯A e
−S(Φ)+sGΨG(Φ,ω,ω¯,λ¯) , (1.3)
where 1 ≤ A ≤ dimG and ωA, ω¯A and λ¯A are the ghosts, antighosts and Lagrange
multiplier fields in the adjoint representation of G respectively. The gauge invariant
action S(Φ) may include sources for arbitrary gauge invariant operators. We can thus
think of Z as a generating functional encoding all the information about the theory.
The gauge-fixing fermion ΨG completely fixes the gauge for G in the usual way. The
differential sG is the standard BRST operator for the gauge group G.
Let H ⊂ G be a non-trivial subgroup of G. We split the set of fields Φ into two
subsets,
{Φ} = {ϕ, φ} , (1.4)
such that ϕ and φ each belong to a representation of H (i.e. ϕ and φ do not mix
under a gauge transformation belonging to H). This is the only condition we impose
on the splitting, which may otherwise be completely arbitrary and in particular is
not unique. In the application to the low energy effective actions in grand unified
models, as in [4], the fields ϕ are always chosen to be the low mass fields and φ the
unification-scale fields, but we emphasize that this distinction according to mass is
not necessary to develop the formalism and does not make sense a priori in the other
applications mentioned above.
Our goal is to find actions SH(ϕ), which are gauge invariant under H and thus
define gauge theories with gauge group H, which all have precisely the same partition
function Z (1.3) as the original gauge theory with gauge group G. In other words,
we want
Z =
∫
DϕDωaDω¯aDλ¯a e
−SH(ϕ)+sHψH(ϕ,ω,ω¯,λ¯) , (1.5)
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where 1 ≤ a ≤ dimH and ωa, ω¯a and λ¯a are the ghosts, antighosts and Lagrange
multiplier fields in the adjoint representation of H respectively. The gauge-fixing
fermion ψH completely fixes the gauge for H in the standard way, sH being the usual
BRST differential for the gauge group H.
We shall show that the possible (non-local) actions SH are given by a path integral
formula of the form
e−SH(ϕ;ψG/H) =
∫
DφDΩiDΩ¯iDΛ¯i e
−S(ϕ,φ)+δψG/H(ϕ,φ,Ω,Ω¯,Λ¯) , (1.6)
where 1 ≤ i ≤ dimG − dimH and Ωi, Ω¯i and Λ¯i are ghosts, antighosts and La-
grange multiplier fields that are required to gauge fix G down to H. The gauge-fixing
fermion ψG/H is a functional of ghost number ghψG/H = −1 which must be gauge
invariant under H. The operator δ is a graded derivation which is not nilpotent,
but whose square is a gauge transformation belonging to H (one says that δ is an
equivariant differential with respect to H) and which commutes with the H gauge
transformations.
The actions SH defined by (1.6) are manifestly gauge invariant under H. However,
they do depend on the choice of the gauge-fixing fermion ψG/H . The main point is
that the full partition function defined by the path integral (1.5) does not depend on
ψG/H (nor of course on ψH). All the actions SH , parameterized by the gauge-fixing
fermion ψG/H , are thus all physically equivalent to the original action S invariant
under G.
The most remarkable feature of the ghost Lagrangian produced by computing
δψG/H is that it always includes quartic ghost terms. This is a tree-level effect and is
required by consistency. Indeed, the remarkable property that the partition function
(1.5) does not depend on ψG/H , even though SH itself strongly depends on it, relies
crucially on the presence of the quartic ghost terms in the partially gauge-fixed ac-
tion. In other words, the quartic ghost terms are required by gauge invariance. A very
instructive example showing explicitly how this works is presented in [12]. This dis-
cussion also makes very clear a point that we have already emphasized in the previous
subsection: the tree-level quartic ghost terms that we find in the partial gauge-fixing
procedure are of a completely different nature than the well-known quartic ghost
counterterms that one has to include in loop calculations to define the renormalized
(and non gauge invariant) 1PI effective action when using a non-linear full gauge-
fixing condition. These latter traditional terms do not contribute to gauge-invariant
quantities.
Let us note that there is one very special case where we can actually do without
the quartic ghost terms. This case corresponds to non-renormalizable strict partial
gauge-fixing condition a` la Landau, imposed via a δ-function in the path integral.
This is very inconvenient. For practical calculations, one usually imposes the gauge-
fixing with a Gaussian weight, which then must necessarily come with quartic ghost
interactions in the tree-level ghost Lagrangian.
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1.3 Plan of the paper
There are two different routes that one can follow in order to study the partial gauge-
fixing procedure and in particular to derive Eq. (1.6).
The first route uses an abstract algebraic point of view, based on equivariant coho-
mology. This route delivers right away the full structure and deepest understanding
of the solution. The advantage of this approach is that it is completely straightfor-
ward and natural. This is how the results were originally derived by the author. Its
drawback is that one must be familiar with the Cartan and Weil models of equivariant
cohomology before starting.
The second route is completely elementary. It starts from (1.3) and goes to (1.5)
and (1.6) through a series of simple steps. This is undoubtedly the most straight-
forward and shortest route if one is only interested in the solution and on practical
calculations using this solution, being ready to give up a full, deeper understanding.
The main drawback of this route is that it uses some cunning tricks which seem to
work only by miracle. In the abstract algebraic approach, these tricks are automati-
cally implemented.
We shall present both routes in the following, devoting Sections 2 and 3 to the
algebraic point of view and Section 4 to the elementary approach. To make the
paper self-contained, we have included in Section 2 an introduction to the standard
algebraic notions underlying the BRST framework and equivariant cohomology. No
prior knowledge of the standard models (Cartan or Weil) of equivariant cohomology
is assumed in our presentation. The only original material in this Section seems to
be the notion of equivariant trivial pairs. In Section 3, we show that the ansatz (1.6)
follows immediately from the Cartan model of equivariant cohomology, which can
also be interpreted in the present physics context as a “ghosts for ghosts” approach
to the problem of partial gauge-fixing. We then prove, using the Weil model, that the
partition function (1.5) does not depend on the choice of ψG/H and coincides with the
partition function (1.3) of the original theory. In Section 4, we start our analysis anew
and rederive the results in a completely elementary way. This includes a path integral
analysis a` la Faddeev-Popov using a trick due to Zinn-Justin [13]. We have tried to
make this section independent of the material presented after Section 2.1, so that the
reader not interested in the algebraic point of view may jump directly from the end of
2.1 to Section 4. In particular, all the references we make to the rest of Section 2 and
to Section 3 are helpful to put into perspective the tricks used in the computations
but are not required to follow the derivations. In Section 5, we present the detailed
explicit formulas for a general “Yang-Mills D-brane system,” which corresponds to
the partial breaking U(N) → U(N1) × · · · × U(Nr) with
∑
I NI = N . The usual
Abelian projection is found when r = N and all the NI = 1, the case most studied in
the literature being N = 2, N1 = N2 = 1. Finally, we conclude in Section 6, providing
in particular a window on the use and interpretation of our results in the context of
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emergent space models [3].
Remark on notations : most of the time, we shall use a “super-index” notation, for
which the indices actually include both spacetime and group indices. For example, a
variable Ω¯i is really a field Ω¯i(x) and a sum over i like Ω¯iΛ¯i is really
∫
dx Ω¯i(x)Λ¯i(x).
2 Algebraic preliminaries
In this section, we introduce the algebraic framework in which the partial gauge-
fixing procedure can be naturally explained and understood. Most of this material is
of course not new. If not for the notion of equivariant trivial pairs presented in 2.3,
which does not seem to have been discussed before, the only claim of originality may
be in the style of presentation which is self-contained and adapted to the problem we
want to tackle. For more details, we refer the reader to [14] and references therein.
2.1 Group theory
We consider a gauge group G which is compact and semi-simple (the inclusion of U(1)
factors, like in the case of U(N), is straightforward). We denote by (τA)1≤A≤dimG a
basis of the Lie algebra g in which the Killing form is the unit matrix. In particular,
g and its dual g∗ are identified. The completely antisymmetric structure constants
fABC are such that
[τA, τB] = fABCτC (2.1)
and satisfy the Jacobi identity
fE[ABfC]DE = 0 . (2.2)
Let H be a subgroup of G. The basis (τA) of g is chosen in such a way that
(τa)1≤a≤dimH is a basis of the Lie algebra h of H. The other, “broken,” generators are
denoted as (τi)dimH+1≤i≤dimG and generate g/h. We have
g = h⊕ g/h . (2.3)
The indices A,B,C, etc., will always correspond to Lie algebra indices for G, the
“unbroken” indices a, b, c, etc., to Lie algebra indices for H and the “broken” indices
i, j, k, etc., to Lie algebra indices for the broken generators. When indices of a given
type are repeated, a sum is always assumed, as in (2.2). The commutation relations
(2.1) split as
[τa, τb] = fabcτc (2.4)
[τa, τi] = faijτj (2.5)
[τi, τj] = fijaτa + fijkτk . (2.6)
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The first relations (2.4) follow from the fact that H is a subgroup, which implies that
fabi = 0 . (2.7)
The second relations (2.5) follow from faib = −fabi = 0. They imply that the τi
transform in a real representation of H which we denote by RG/H . The generators in
this representation take the form
(τa)ij = −faij . (2.8)
The adjoint representation of G decomposes as
AdjG = AdjH ⊕RG/H , (2.9)
mimicking the decomposition (2.3).
Let us note that two special cases can occur. In the first case, the structure
constants fijk vanish. This yields interesting examples, for which the quotient G/H
is a symmetric space. In the second case, the faij’s vanish and thus g/h is itself a
Lie algebra. This case is trivial, because the problem of the partial gauge fixing of G
down to H is reduced to the standard full gauge fixing of the group G/H.
One can easily build group invariants. If XA, YA and ZA are in the adjoint of G,
then
XAYA = XaYa +XiYi , fABCXAYBZC (2.10)
are G-invariant. Similarly, if Xa, Ya and Za transform in the adjoint of H and xi, yi
and zi transform in the representation RG/H , then the following combinations
XaYa , xiyi , fabcXaYbZc , faijXayizj , fijkxiyjzk (2.11)
are H-invariant. This can be easily checked by using various special cases of the
Jacobi identity (2.2), where the indices A,B,C,D are chosen to be either unbroken
or broken indices.
2.2 g-differential algebras
Basic definitions
Let us consider a Z (or N) graded superalgebra A ,
A = ⊕An . (2.12)
We denote by  the Z2 grading associated with the commuting or anticommuting (even
or odd) nature of the variables and by gh the Z (or N) grading. A basic example is
the superalgebra of fields, in which case the Z-grading is the ghost number. Another
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classic example is the exterior algebra of differential forms over a manifold. The
N-grading is then the degree of the forms.
A graded derivation D of degree p on A is a linear map from the spaces An to
An+p such that
D(xy) = (Dx)y ± x(Dy) . (2.13)
The ± sign is always a + in the case of even graded derivations and is (−1)x in the
case of odd graded derivations. Note that, by (2.13), the action of a graded derivation
is known on the full algebra once it is known on a generating set. One can easily
check that the Z2-graded commutators of graded derivations are graded derivations.
For us, a differential is a nilpotent odd graded derivation of degree one.
The action of a group G on A defines an algebra of even graded derivations of
degree zero, denoted by LA and called the Lie derivatives, such that an infinitesimal
transformation reads
δx = −εALAx . (2.14)
The Lie derivatives automatically satisfy the Lie algebra commutation relations
[LA,LB] = fABCLC . (2.15)
A typical example is the action of a Lie group on a manifold. The action on the
exterior algebra of differential forms is then fixed by the action on the coordinates xµ
and the one-forms dxµ,
LAx
µ = ξµA(x) , LAdx
µ = ∂νξ
µ
A(x)dx
ν , (2.16)
where the ξA are the vector fields associated with the action of G on the manifold.
In this case, LA coincides with the ordinary Lie derivative with respect to ξA. When
A is the field algebra of a gauge theory, the action of G corresponds to the gauge
transformations. Remember that the formulas should then be interpreted in a “super-
index” notation where the indices actually include both spacetime and group indices.
Similarly, the gauge group is always really an infinite dimensional group which can
be viewed as the infinite direct product of the finite dimensional Lie group G defined
at each spacetime point. For example, a gauge group generator should be denoted as
τA,x, where x is a spacetime point. The action on the gauge potential reads
LA,xAµB(y) = ∂µδ(x− y) + δ(x− y)fABCAµC(y) . (2.17)
It is then more convenient to introduce
Lε =
∫
dx εA(x)LA,x , (2.18)
such that
LεAµB(x) = −∂µεB(x) + fABCεA(x)AµC(x) , (2.19)
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which is the more traditional form of the gauge transformations. This subtlety with
the notations should be kept in mind but will not be mentioned any longer.
A g-differential algebra (A , D,IA,LA) is a graded superalgebra A with an action
of G represented by the Lie derivatives LA and endowed with odd graded derivations
D and IA of degrees one and minus one respectively, such that
D2 = 0 , [IA,IB] = 0 , [IA, D] = LA (2.20)
[LA,LB] = fABCLC , [LA,IB] = fABCIC , [LA, D] = 0 . (2.21)
The bracket we use is a graded commutator, for example [IA, D] = IAD + DIA
whereas [LA,LB] = LALB −LBLA. The first relation in (2.20) says that D is a
differential. The third relation is known as the Cartan equation. The first relation in
(2.21) is a consequence of the fact that G acts on A . The third relation can actually
be deduced from D2 = 0 and the Cartan equation and thus could be omitted from
the definition.
The structure of g-differential algebra will be ubiquitous in the following. The
most classic example is again the exterior algebra of differential forms on a manifold,
D being the exterior derivative and IA the interior products with respect to the
vector fields ξA. We shall see several other examples below.
If (A , D,IA,LA) is a g-differential algebra and H ⊂ G is a subgroup of G, then
obviously (A , D,Ia,La) is an h-differential algebra. If (A (1), D(1),I
(1)
A ,L
(1)
A ) and
(A (2), D(2),I (2)A ,L
(2)
A ) are g-differential algebras, then (A
(1)⊗A (2), D,IA,LA) is a
g-differential algebra, with
D = D(1) ⊗ I(2) + (−1)(1) ⊗D(2) (2.22)
IA = I
(1)
A ⊗ I(1) + (−1)
(1) ⊗I (2)A (2.23)
LA = L
(1)
A ⊗ I(2) + I(1) ⊗L (2)A . (2.24)
The identity operators I(1) and I(2) act on A (1) and A (2) respectively; (1) is the
Z2-grading of the superalgebra A (1). The relations (2.22)–(2.24) will often be sim-
ply denoted D = D(1) + D(2), etc., keeping in mind the odd nature of the graded
derivations D and IA.
Connections and curvatures
An algebraic connection, or connection for short, of a g-differential algebra is a Lie-
algebra valued odd element θA such that
IAθB = δAB , LAθB = fABCθC . (2.25)
These equations translate algebraically the basic properties of a connection on a
principal bundle: the first condition says that θ projects on the vertical subspaces,
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which are generated by the action of G, along the horizontal subspaces; the second
condition, which tells that the connection transforms in the adjoint representation,
ensures the compatibility of the choice of horizontal subspaces with the group action.
In the present algebraic framework, no geometrical interpretation of the relations
(2.25) are needed; they are simply abstract algebraic requirements. In the same
spirit, we can define the algebraic curvature of the connection θ by the equation
FA = DθA +
1
2
fABCθBθC . (2.26)
Using the axioms of g-differential algebras, in particular the Cartan equation, one
then shows that
IAFB = 0 , LAFB = fABCFC , DFA = fABCFBθC . (2.27)
We see that the curvature automatically transforms in the adjoint representation and
satisfies the Bianchi identity.
The Weil algebra
The above discussion leads to a simple and very useful example of a g-differential
algebra, named after Andre´ Weil, which encodes abstractly the basic algebraic and
differential properties of a connection and its curvature. If Sg and Λg denote the
symmetric and exterior algebra over g respectively, the g-Weil algebra is the tensor
product
A gW = Sg⊗ Λg . (2.28)
It is generated by an odd element ωA of ghost number one and an even element ρA
of ghost number two, both in the adjoint representation. The odd graded derivations
dW and iA are defined by
dWωA = ρA − 1
2
fABCωBωC , dWρA = fABCρBωC (2.29)
iAωB = δAB , iAρB = 0 . (2.30)
It is straightforward to check that (A gW, dW, iA, lA) is a g-differential algebra, with
lAωB = fABCωC , lAρB = fABCρC . (2.31)
The defining axioms (2.29) and (2.30) show that ωA is a connection of curvature ρA.
It is interesting to note that, if (A , D,I ,L ) is any g-differential algebra endowed
with a connection θ, then there always exists a unique morphism A gW → A mapping
ω to θ and thus ρ to the curvature (2.26) of θ, called the Chern-Weil morphism. Many
results from the theory of characteristic classes, like the Weil transgression formula,
etc., then have a direct analogue in the present abstract algebraic framework [14].
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The standard BRST algebra
Let A = {Φ} be the algebra of physical local fields of a gauge theory of gauge group
G, with gauge transformations
δΦ = −εALAΦ . (2.32)
The algebra
ABRST = A ⊗ Λg (2.33)
can be endowed with a g-differential algebraic structure. The ghost number of the
fields inA is set to zero and the generators ΩA of Λg, called the ghosts, have gh ΩA = 1
and transform in the adjoint representation,
LAΩB = fABCΩC . (2.34)
The differential sG = s and interior products IA are defined by
sΦ = ΩALAΦ , sΩA = −1
2
fABCΩBΩC (2.35)
IAΦ = 0 , IAΩB = δAB . (2.36)
The axioms (2.20), (2.21) are then trivially satisfied. Of course, the differential s is
the standard BRST operator. Note that the ghost ΩA is a flat connection.
The minimal BRST algebra is often enlarged by including so-called “trivial pairs,”
which are needed to build appropriate gauge-fixing fermions. A trivial pair (q¯I , r¯I)
transforms in some representation (τA)
I
J of G,
LAq¯
I = −(τA)IJ q¯J , LAr¯I = −(τA)IJ r¯J . (2.37)
The elements q¯I and r¯I have opposite statistics,
q¯ = r¯ + 1 (2.38)
and ghost numbers such that
gh r¯ = gh q¯ + 1 . (2.39)
The definitions
sq¯I = −r¯I , sr¯I = 0 (2.40)
IAq¯
I = 0 , IAr¯
I = (τA)
I
J q¯
J (2.41)
ensure that the axioms (2.20) and (2.21) are still satisfied. The fields q¯ are usually
called “antighosts,” whereas the r¯’s are “Lagrange multipliers.”
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2.3 Cohomology theories
g-differential algebras and cohomology theories
Let (A , D,IA,LA) a g-differential algebra. We can naturally associate three coho-
mology rings to A . The first ring H∗(A ) is the cohomology ring of the differential
D acting on A . The second ring H∗(Ainv) is the cohomology ring of D acting on the
invariant subalgebra Ainv, which is the subalgebra of G-invariant elements,
Ainv =
⋂
A
kerLA . (2.42)
This is well-defined, because [LA, D] = 0 and thus Ainv is stable under D. Finally,
the last cohomology ring H∗(Abas) is associated with the so-called basic subalgebra
Abas =
⋂
A
(
kerLA ∩ kerIA
)
, (2.43)
which is also stable under D thanks to the Cartan’s identity. For example, in the
case of the minimal BRST algebra defined by (2.33)–(2.36), H∗(ABRST) is the usual
cohomology of the group G with values in A . If A = R with the trivial G action,
we get the de Rham cohomology of G. On the other hand, H∗(ABRST,bas) is simply
the set of physical observables (G-invariant elements of A ).
The Weil model of equivariant cohomology
The standard BRST algebra ABRST defined in (2.33)–(2.41), with BRST operator
sG = s computing the cohomology of the group G, is the basic framework in which
the gauge-fixing procedure of a gauge field theory is usually discussed. If one wishes
to fix the gauge only partially, from G down to a non-trivial subgroup H, the roˆle of
the group G is replaced by the quotient space G/H. Mathematically, going from G
to G/H is equivalent to going from the standard cohomology of G to the equivariant
cohomology of G with respect to H. It is thus extremely natural to guess that the
H-equivariant version of the BRST framework will be the correct tool to describe the
partial gauge-fixing procedure. This will indeed be fully justified in the next section.
A simple algebraic description of equivariant cohomology is the so-called Weil
model. One starts from a h-differential algebra (A , s, Ia, La) and builds the tensor
product algebra (A ⊗ A hW, σ,Ia,La) with the Weil algebra (A hW, dW, ia, la) as ex-
plained around (2.22)–(2.24). The equivariant cohomology ring is then defined to
be
H∗Equiv = H
∗((A ⊗A hW)bas) . (2.44)
For our purposes, we shall start with the usual BRST algebra associated with the
cohomology of the group G. This is a g-differential algebra and thus a h-differential
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algebra as well. Decomposing the adjoint variables as in (2.9), we find that the ghosts
Ωa and Ωi transform in the adjoint and RG/H representations of H respectively,
LaΩb = fabcΩc , LaΩi = faijΩj . (2.45)
The relations (2.35) and (2.36) read
sΦ = ΩaLaΦ + ΩiLiΦ (2.46)
sΩa = −1
2
fabcΩbΩc − 1
2
faijΩiΩj (2.47)
sΩi = ΩafaijΩj − 1
2
fijkΩjΩk (2.48)
IaΦ = 0 , IaΩb = δab , IaΩi = 0 . (2.49)
Let us note that, even though the g-connection ΩA was flat, the h-connection Ωa has
a non-zero curvature given by
Ra = −1
2
faijΩiΩj . (2.50)
To build the Weil model, we add the generators ωa and ρa of the Weil algebra, which
satisfy (2.29)–(2.31). These new generators turn out to have very natural physical
interpretations. For example, as will become clear in Sec. 3, the ρa play the roˆle of
ghosts for the ghosts Ωa. By definition, the operators σ, Ia and La of the total
space ABRST ⊗ A hW act on Φ, Ωa and Ωi as in (2.45)–(2.49) and on ωa and ρa as in
(2.29)–(2.31).
Since the relevant algebra for the equivariant cohomology (2.44) is included in
the kernel of the operators Ia = Ia + ia, it is very convenient to make the change of
variables
Ωa 7→ Ωa + ωa . (2.51)
The interior products Ia then act trivially except on ωa,
Iaωb = δab , Ia = 0 on all the other generators . (2.52)
Working in ∩a kerIa thus amounts to projecting out the ωa. The basic subalgebra is
then simply the H-invariant subspace of the so-called Cartan algebra
AC = ABRST ⊗ Sg , (2.53)
obtained from the usual BRST algebra by adding ρa.
For future reference, we list the action of σ = s+dW on the total algebra ABRST⊗
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A hW, taking into account the change of variables (2.51),
σΦ = (Ωa + ωa)LaΦ + ΩiLiΦ (2.54)
σΩa = Ra − ρa − 1
2
fabc(ΩbΩc + 2Ωbωc) (2.55)
σΩi = (Ωa + ωa)faijΩj − 1
2
fijkΩjΩk (2.56)
σωa = ρa − 1
2
fabcωbωc (2.57)
σρa = ωcfcabρb . (2.58)
The action of Ia is given in (2.52) and La = La + la acts in the natural way.
Let us mention that the transformation (2.51) is a special case of a more general
transformation due to Kalkman [15] that can be defined for any algebra A ⊗ A hW.
There is actually an infinite family of Kalkman automorphisms Kt, parameterized by
a real number t. In the BRST case, they act as Ωa 7→ Ωa + tωa. In general,
Kt = e
tωaIa . (2.59)
It is straightforward to show that Kt defined by this formula is an automorphism, in
particular Kt(xy) = Kt(x)Kt(y), and that the various operators transform as
KtσK
−1
t = s+ dW + t(ωaLa − ρaIa) +
1
2
t(1− t)fabcωbωcIa (2.60)
KtIaK
−1
t = ia + (1− t)Ia (2.61)
KtLaK
−1
t = La = la + La . (2.62)
For t = 1, one can easily check that (2.60) is consistent with (2.54)–(2.58) and that
(2.61) is consistent with (2.52).
The Cartan model of equivariant cohomology
The point of view of Henri Cartan on equivariant cohomology is to work directly with
the algebra (2.53). The advantage of this point of view is that the variable ωa, which
is eventually projected out in the Weil model after the change of variables (2.51) is
made, is never introduced. The disadvantage is that AC is not an h-differentiable
algebra and in particular is not stable under the differential σ. One has to introduce
on AC a new odd graded derivation of degree one, defined by
d = s− ρaIa . (2.63)
This derivation is not a differential. Instead, it satisfies
d2 = −ρaLa , [d,La] = 0 . (2.64)
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The square of d thus vanishes on H-invariants; one says that d is an equivariant dif-
ferential. Moreover, the invariant subalgebra of AC is stable under d. The associated
cohomology ring is the Cartan model for the equivariant cohomology,
H∗Equiv = H
∗(AC, inv) . (2.65)
The equivalence with Weil’s definition (2.44) is very easy to establish. Indeed, the
restriction of σ to the Cartan subalgebra is given by
σ|AC = d + ωaLa . (2.66)
This can be checked straightforwardly from (2.54)–(2.58), or equivalently from (2.60)
at t = 1. Thus, σ and d coincide on AC up to gauge transformations belonging to H
and thus in particular are equal on the invariant subalgebra.
For future reference, we list the explicit formulas for the action of d,
dΦ = ΩaLaΦ + ΩiLiΦ (2.67)
dΩa = Ra − ρa − 1
2
fabcΩbΩc (2.68)
dΩi = faijΩaΩj − 1
2
fijkΩjΩk (2.69)
dρa = 0 (2.70)
dRa = fabcRbΩc . (2.71)
Equivariant trivial pairs
The minimal constructions discussed above are insufficient for our purposes, because
all the variables have positive ghost numbers whereas the gauge-fixing fermion must
have ghost number minus one. Of course, this is already true in the standard BRST
framework, to which we must add trivial pairs (q¯, r¯) satisfying (2.37)–(2.41). Under
the Kalkman automorphism K1, see (2.59),
r¯I 7→ r¯I + ωa(τa)IJ q¯J . (2.72)
Using in particular (2.57) and (2.4), we can then compute
σq¯I = −r¯I − ωa(τa)IJ q¯J = −r¯I + ωaLaq¯I (2.73)
σr¯I = −(τa)IJ
(
ρaq¯
J + ωar¯
J
)
= −(τa)IJρaq¯J + ωaLar¯I (2.74)
Iaq¯
I = 0 , Iar¯
I = 0 . (2.75)
The action of the Cartan equivariant differential can also be found, e.g. from (2.66)
and (2.73), (2.74),
dq¯I = −r¯I , dr¯I = −(τa)IJρaq¯J . (2.76)
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Φ Ωi Ωa ωa ρa Ω¯i Λ¯i ρ¯a Λ¯a
parity  0 or 1 1 1 1 0 1 0 0 1
ghost number gh 0 1 1 1 2 −1 0 −2 −1
Table 1: List of physical fields Φ (whose parity is 0 or 1 according to whether they
are bosons or fermions), ghosts, antighosts and Lagrange multipliers used in the main
text, with their parity and ghost numbers.
Pairs satisfying (2.38), (2.39) and (2.73)–(2.75) (in the Weil model) or (2.76) (in the
Cartan model) are called equivariant trivial pairs.
In the following, we shall use two different equivariant trivial pairs: an (odd, even)
pair (Ω¯i, Λ¯i) in the representationRG/H with ghost numbers (−1, 0); and an (even, odd)
pair (ρ¯a, Λ¯a) in the adjoint representation with ghost numbers (−2,−1),
σΩ¯i = −Λ¯i + faijωaΩ¯j , σΛ¯i = faij(ρaΩ¯j + ωaΛ¯j) (2.77)
σρ¯a = −Λ¯a + fabcωcρ¯b , σΛ¯a = fabc(ρcρ¯b + ωcΛ¯c) (2.78)
dΩ¯i = −Λ¯i , dΛ¯i = faijρaΩ¯j (2.79)
dρ¯a = −Λ¯a , dΛ¯a = fabcρcρ¯b . (2.80)
2.4 Summary
On top of the physical fields Φ, we use the “ghosts” (Ωi,Ωa, ωa, ρa), “antighosts”
(Ω¯i, ρ¯a) and “Lagrange multipliers” (Λ¯i, Λ¯a). The pairs (Ω¯i, Λ¯i) and (ρ¯a, Λ¯a) are equiv-
ariantly trivial. The parity and ghost numbers of all the variables are indicated in
Table 1. The differential σ acts as indicated in (2.54)–(2.58) and (2.77), (2.78). Its
square is zero and it commutes with the action of the gauge group H. The Cartan
equivariant differential d acts as in (2.67)–(2.70) and (2.79), (2.80) (it does not act
on ωa). Its square (2.64) is zero on H-invariant operators and it commutes with the
action of H.
3 Equivariant gauge fixing
3.1 The Cartan model
Cartan model and ghosts for ghosts
From the physics point of view, the Cartan model can be interpreted as a “ghosts for
ghosts” [16] approach to the problem of partial gauge fixing. One starts with a ghost
ΩA suitable for the full gauge fixing of G. One then introduces ghosts for the ghosts
Ωa, in order to actually gauge fix G only down to H. The Cartan variables ρa have
18
all the right properties to play the roˆle of the ghosts for the ghosts, in particular their
parity and ghost number match the expected values. We also need the antighosts Ω¯i
and ρ¯a, which form equivariant trivial pairs (Ω¯i, Λ¯i) and (ρ¯a, Λ¯a) with the Lagrange
multipliers Λ¯i and Λ¯a. The field content is exactly as in Table 1, except for the Weil
variable ωa, which plays no roˆle in the Cartan construction.
The general Cartan ansatz for SH
Given a gauge-fixing fermion ψG/H built from the above variables, of ghost number
ghψG/H = −1 (3.1)
and invariant under gauge transformations belonging to H,
LaψG/H = 0 , (3.2)
we thus propose to define actions SH(ϕ;ψG/H) by the path integral
e−SH(ϕ;ψG/H) =
∫
DφDΩiDΩaDρaDΩ¯iDΛ¯iDρ¯aDΛ¯a e
−S(ϕ,φ)+dψG/H . (3.3)
The actions SH so defined are manifestely invariant under H gauge transformations.
Moreover, we claim, and this will be justified below, that all these actions are physi-
cally equivalent. They all yield the same partition function as the original G-invariant
gauge theory. However, let us emphasize that the actions SH themselves do depend
on the choice of gauge-fixing fermions ψG/H .
Building the gauge-fixing fermion
In order to build an H-invariant fermion ψG/H , we need partial gauge-fixing conditions
Fi(ϕ, φ) that transform covariantly under H. We thus impose that they belong to
the representation RG/H defined by(2.8),
LaFi = faijFj . (3.4)
Finding partial gauge-fixing conditions satisfying (3.4) is easy [4, 5]. For example, if
AµA is the gauge potential, one can check that the components A
µ
a and A
µ
i transform
under H as a gauge potential and in the representation RG/H respectively. One can
then pick a H-covariant Lorenz-like gauge,
Fi = ∇µAµi = ∂µAµi + faijAµaAµj , (3.5)
using the covariant derivative ∇ with respect to H.
The usual power-counting constraints from renormalization theory are also typi-
cally imposed. For example, in four dimensions, for standard gauge fixing functions
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Fi of engineering dimension [Fi] = 2 (as in (3.5)), the engineering dimensions of the
various variables are given by
[Ωi] = [Ωa] = [Ω¯i] = 1 , [Λ¯i] = [ρa] = [ρ¯a] = 2 , [Λ¯a] = [ψG/H ] = 3 . (3.6)
The most general gauge-fixing fermion then has the form
ψG/H = ψ
(1)
G/H + ψ
(2)
G/H + ψ
(3)
G/H , (3.7)
with
ψ
(1)
G/H = ρ¯aΩa (3.8)
ψ
(2)
G/H = Ω¯i
(
Fi(ϕ, φ)− ξ
2
Λ¯i
)
(3.9)
ψ
(3)
G/H =
1
2
αfijkΩ¯iΩ¯jΩk +
1
2
α˜fijaΩ¯iΩ¯jΩa . (3.10)
It is convenient to assume in all cases that the full dependence on the equivariant
trivial pair (ρ¯a, Λ¯a) comes from the term (3.8). Computing
− dψ(1)G/H = Λ¯aΩa + ρ¯a
(
ρa −Ra + 1
2
fabcΩbΩc
)
, (3.11)
we see that Λ¯a and ρ¯a both play the roˆle of Lagrange multipliers in the path integral
(3.3), imposing
Ωa = 0 , ρa = Ra = −1
2
faijΩiΩj . (3.12)
The “ghosts for ghosts” trick has allowed to eliminate Ωa from the game.
The restricted Cartan model
It is then very natural to work with a restricted Cartan algebra AC obtained from
AC by imposing the constraints (3.12), which are compatible with the action of d.
The algebra AC is thus generated by the physical fields Φ, ghosts Ωi and equivariant
trivial pair (Ω¯i, Λ¯i). If
f : AC −→ AC (3.13)
is the canonical surjective algebra homomorphism, we can define an equivariant dif-
ferential δ on AC by
fd = δf . (3.14)
Explicitly, we find
δΦ = ΩiLiΦ (3.15)
δΩi = −1
2
fijkΩiΩj (3.16)
δΩ¯i = −Λ¯i (3.17)
δΛ¯i = faijRaΩ¯j = −1
2
faijfaklΩkΩlΩ¯j . (3.18)
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The variable Ra being defined by (3.12), we also find
δRa = 0 (3.19)
and the crucial identities
δ2 = −RaLa , [La, δ] = 0 . (3.20)
The total gauge-fixed plus ghost action
It is most efficient to work directly with the algebra AC. We thus integrate over Λ¯a,
ρ¯a, Ωa and ρa in (3.3) to get
e−SH(ϕ;ψG/H) =
∫
DφDΩiDΩ¯iDΛ¯i e
−S(ϕ,φ)+δψG/H(ϕ,φ,Ωi,Ω¯i,Λ¯i) , (3.21)
with a gauge-fixing fermion depending on two free parameters ξ and α,
ψG/H = Ω¯i
(
Fi(ϕ, φ)− ξ
2
Λ¯i
)
+
α
2
fijkΩ¯iΩ¯jΩk . (3.22)
This is the most general four dimensional ansatz consistent with power counting for
gauge-fixing conditions Fi of engineering dimension two. Explicitly, the total partially
gauge-fixed plus ghost action reads
Stot = S − δψG/H = S(ϕ, φ)− ξ
2
Λ¯iΛ¯i + Λ¯i
(
Fi(ϕ, φ) + αfijkΩ¯jΩk
)
+ Ω¯iLjFiΩj
+
1
4
(
ξfaijfakl + αfmijfmkl
)
ΩiΩjΩ¯kΩ¯l . (3.23)
We can go on and integrate out Λ¯i, producing the Gaussian weight
1
2ξ
FiFi together
with an additional quartic ghost term and a Ω¯ΩF coupling,
Stot = S(ϕ, φ) +
FiFi
2ξ
+ Ω¯i
(
LjFi +
α
ξ
fijkFk
)
Ωj
+
1
4
(
ξfaijfakl + αfmijfmkl +
2α2
ξ
fmjkfmil
)
ΩiΩjΩ¯kΩ¯l . (3.24)
As far as practical calculations are concerned, the formulas (3.23) and (3.24) are
the most important of our work. One can directly start from them to compute the
effective action SH .
It is interesting to note that the formulas simplify considerably when G/H is a
symmetric space. In this case fijk = 0 and thus
Stot = S(ϕ, φ) +
FiFi
2ξ
+ Ω¯iLjFiΩj +
ξ
4
faijfaklΩiΩjΩ¯kΩ¯l . (3.25)
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The most salient qualitative feature of the results (3.23)–(3.25) is to show that
quartic ghost coupling must be included. This is an unavoidable property of the
partial gauge-fixing procedure and it is a purely tree-level effect, independent of any
consideration of renormalizability. The only exception would be the case ξ = α =
0 (or simply ξ = 0 when G/H is a symmetric space), but this corresponds to a
non-renormalizable gauge a` la Landau where the gauge-fixing conditions Fi = 0 are
imposed strictly via a δ-function in the path integral.
Let us now turn to the proof of the crucial claim that the partition functions
computed from the actions SH defined by (3.3) of equivalently (3.21) all match the
partition function of the original G-invariant gauge theory. This actually follows quite
simply from the Weil point of view on equivariant cohomology.
3.2 The Weil model and gauge-fixing independence
The restricted Weil model
It is convenient to introduce a restricted Weil model for which the constraints (3.12),
Ωa = 0 and ρa = Ra, are imposed. These constraints are compatible with the action
(2.54)–(2.58) and (2.73), (2.74) of σ. The corresponding restricted Weil algebra,
generated by the physical fields Φ, ghosts Ωi and ωa and equivariant trivial pair
(Ω¯i, Λ¯i) is thus endowed with a differential σˆ descending from σ. Explicitly, if f is the
canonical surjective morphism from the total algebra ABRST⊗A hW of the Weil model
onto the restricted algebra, σˆ is defined by (compare with (3.14))
fσ = σˆf . (3.26)
Explicitly, from (2.54)–(2.57) and (2.77), (2.78), we find
σˆΦ = ΩiLiΦ + ωaLaΦ (3.27)
σˆΩi = −1
2
fijkΩjΩk + faijωaΩj (3.28)
σˆωa = Ra − 1
2
fabcωbωc (3.29)
σˆΩ¯i = −Λ¯i + faijωaΩ¯j (3.30)
σˆΛ¯i = faij
(
RaΩ¯j + ωaΛ¯j
)
. (3.31)
We also have
σˆRa = fabcωcRb . (3.32)
Moreover, on the restricted Cartan algebra AC,
σˆ|AC = δ + ωaLa , (3.33)
which is the analogue of the relation (2.66).
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It is useful to extend the action of σˆ to a new ordinary trivial pair (ω¯a, λ¯a) in the
adjoint of H,
σˆω¯a = −λ¯a , σˆλ¯a = 0 . (3.34)
If we denote by AWeil the algebra generated by all the above variables, it is easy
to check that (AWeil, σˆ,Ia,La) is an h-differential algebra, the interior products Ia
acting trivially except for
Iaωb = δab , IaΛ¯b = −fabcω¯c . (3.35)
Most interestingly, the restricted Weil algebra (AWeil, σˆ,Ia,La) constructed above
is actually isomorphic to the standard BRST algebra for the group G, viewed as an
h-differential algebra, with ghosts ΩA = (ωa,Ωi), σˆ and Ia being identified with the
standard BRST operator s and interior product Ia acting as in (2.35), (2.36), (2.40)
and (2.41). Indeed, the action (3.27)–(3.29) and (3.34) of σˆ trivially matches the
action of the standard BRST operator on Φ, Ωi, ωa, ω¯a and λ¯a. The only apparent
mismatch is for the action (3.30), (3.31) on (Ω¯i, Λ¯i), which behaves as an equivariant
trivial pair and not as an ordinary BRST trivial pair. However, we know from our
discussion of the Kalkman automorphism in Sec. 2.3 that this can be undone by a
suitable change of variables (2.72). If we note
λ¯i = Λ¯i − faijωaΩ¯j , (3.36)
it is indeed straightforward to check that (Ω¯i, λ¯i) is an ordinary trivial pair for σˆ,
σˆΩ¯i = −λ¯i , σˆλ¯i = 0 (3.37)
IaΩ¯i = 0 , Iaλ¯i = −faijΩ¯j . (3.38)
These simple observations will be extremely useful in the next subsubsection.
The fundamental theorem
We now have all the tools to give a simple proof of the following fundamental theorem.
Theorem: Let SH(ϕ;ψG/H) be the H-invariant action defined by (3.21) and let
Z (ψH , ψG/H) =
∫
DϕDωaDω¯aDλ¯a e
−SH(ϕ;ψG/H)+sHψH(ϕ,ωaω¯a,λ¯a) , (3.39)
where sH is the usual BRST operator for the gauge group H, acting on the fields ϕ,
ghosts ωa and trivial pair (ω¯a, λ¯a). Then
Z (ψH , ψG/H) = Z (3.40)
is the partition function of the gauge theory defined by (1.3). In particular, the vari-
ations of Z with respect to the gauge-fixing fermions ψH and ψG/H vanish.
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This theorem ensures that all the H-invariant actions SH(ϕ, ψG/H), parameter-
ized by ψG/H , really define the same gauge theory, which is the original G-invariant
model; after standard gauge fixing of the H gauge symmetry, all the actions SH repro-
duce the same partition function Z. This fully justifies the general formulas (3.3) or
(3.21), which were proposed based on the abstract Cartan construction of equivariant
cohomology in the previous subsection. We can prove the theorem in three simple
steps.
Step one: if ψH and ψ
′
H are sufficiently close to each other,
Z (ψH , ψG/H) = Z (ψ
′
H , ψG/H) . (3.41)
This is the usual gauge-fixing independence of the standard BRST framework. It is
ensured by the H-invariance of SH , in particular by
sHSH(ϕ) = ωaLaSH(ϕ) = 0 . (3.42)
Step two: we use the step one to pick
ψ′H = ω¯aFa(ϕ) , (3.43)
where Fa is a set of standard gauge-fixing conditions for H. In particular, the Hessian
Hab(ϕ) = LbFa (3.44)
in an invertible matrix. Since
− sHψ′H = λ¯aFa + ω¯aLbFaωb , (3.45)
we have
Z (ψH , ψG/H) =
∫
DϕDωaDω¯aDλ¯aDφDΩiDΩ¯iDΛ¯i
e−S(ϕ,φ)−λ¯aFa−ω¯aLbFaωb+δψG/H(ϕ,φ,Ωi,Ω¯iΛ¯i) . (3.46)
Let us then make the change of variables
ωa 7→ ωa +H−1ab (ϕ)LiFb Ωi (3.47)
in the path integral (3.46). Noting that δψG/H does not depend on ωa and that
− σˆψ′H = λ¯aFa + ω¯aLbFaωb + ω¯aLiFaΩi , (3.48)
we find
Z (ψH , ψG/H) =
∫
DϕDωaDω¯aDλ¯aDφDΩiDΩ¯iDΛ¯i e
−S(ϕ,φ)+σˆψ′H+δψG/H . (3.49)
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Step three: we now use (3.33), the H-invariance of the fermion ψG/H and the fact
that it depends only on variables in the restricted Cartan algebra to get
δψG/H = σˆψG/H . (3.50)
The non-trivial point in this identity is that all the ωa-dependent terms in the right-
hand side of the equation cancel each other. Thus we have
Z (ψH , ψG/H) =
∫
DϕDωaDω¯aDλ¯aDφDΩiDΩ¯iDΛ¯i e
−S(ϕ,φ)+σˆ(ψ′H+ψG/H) . (3.51)
Since, as explained at the end of the previous subsubsection, σˆ is acting as the stan-
dard BRST operator for the gauge group G, up to the change of variable (3.36), we
see that the equation (3.51) is exactly of the form (1.3). This concludes the proof.
4 Elementary approach
We are now going to start our analysis anew, independently of the discussion of the
previous section. Our aim is to explain all the results in a completely elementary way.
In a sense, our presentation can be seen as a dissection of the abstract formalism that
we have used up to now.
4.1 Diagonalizing the ghost Lagrangian
General discussion
Let us start directly from the definition of the partition function (1.3). A typical
choice for the gauge-fixing fermion is
ΨG = ω¯A
(
FA(Φ)− ξ
2
λ¯A
)
, (4.1)
where FA, 1 ≤ A ≤ dimG, are the gauge fixing conditions. Since we aim at fixing
the gauge only partially down to H, we decompose the index A = (a, i) according to
(2.3) or (2.9) and use gauge-fixing conditions Fi that transform covariantly under H,
LaFi = faijFj . (4.2)
This is as in (3.4). We always note LA the action of the generator τA of the gauge
group. Moreover, we use gauge-fixing conditions Fa for H that depend only on the
fields ϕ in the decomposition (1.4). It is also natural in this context to slightly
generalize the ξω¯Aλ¯A term in (4.1) to ζω¯aλ¯a+ξω¯iλ¯i, preserving the H-invariance. We
thus consider
ΨG = ω¯a
(
Fa(ϕ)− ζ
2
λ¯a
)
+ ω¯i
(
Fi(Φ)− ξ
2
λ¯i
)
. (4.3)
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Written in this way, one might believe that the H-invariant second term in ΨG im-
plements the partial gauge-fixing G → H that we seek, the first term being added
on a second stage to gauge fix H → {Id}. However, this is misleading. Acting with
the BRST operator sG indeed yields (see Sec. 2.2 for a review of the standard BRST
algebra)
− sGΨG = λ¯aFa − ζ
2
λ¯aλ¯a + ω¯aLbFaωb + λ¯iFi − ξ
2
λ¯iλ¯i + ω¯iLjFiωj
+ ω¯aLiFaωi + ω¯iLaFiωa . (4.4)
The “off-diagonal” terms in the second line of the above equation mix up variables
which are na¨ıvely associated with the two steps G→ H and H → {Id} in the gauge
fixing and prevent the decomposition of the path integral as in (1.5), (1.6). What is
needed is a trick to diagonalize the ghost Lagrangian in the (a, i) indices.
A simple special case: ξ = 0
When ξ = 0, which is the case that was treated correctly in [4], the diagonalization
is actually trivial to perform. One first uses the change of variables
Λ¯i = λ¯i + faijωaω¯j (4.5)
which, by using (4.2), eliminates the ω¯iωa term from (4.4). One then redefines
ω′a = ωa +H
−1
ab LiFbωi , (4.6)
where H−1 is the inverse matrix of the Hessian Hab = LbFa (this Hessian is always
invertible for good gauge-fixing conditions Fa). This eliminates the ω¯aωi term and
thus achieves the diagonalization,
− sGΨG = λ¯aFa − ζ
2
λ¯aλ¯a + ω¯aLbFaω
′
b + Λ¯iFi + ω¯iLjFiωj . (4.7)
If we then define
e−SH(ϕ) =
∫
DφDωiDω¯iDΛ¯i e
−S(ϕ,φ)−Λ¯iFi−ω¯iLjFiωj
=
∫
DφDωiDω¯i δ(Fi) e
−S(ϕ,φ)−ω¯iLjFiωj ,
(4.8)
the partition function is given by the formula (1.5), ωa being renamed as ω
′
a, with
ψH = ω¯a
(
Fa(ϕ)− ζ
2
λ¯a
)
. (4.9)
We have thus obtained one possible solution to our problem. Its main drawback
is that it corresponds to a non-renormalizable gauge, the gauge-fixing conditions
Fi = 0 being imposed strictly in the path integral via a δ-function. This is usually
unacceptable for practical calculations.
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The general case
When ξ 6= 0, we can still use the change of variable (4.5) to eliminate the ω¯iωa term
in (4.4), but the − ξ
2
λ¯iλ¯i term then yields even more complicated-looking mixed cubic
and quartic terms,
− sGΨG = λ¯aFa − ζ
2
λ¯aλ¯a + ω¯aLbFaωb + ω¯aLiFaωi + Λ¯iFi − ξ
2
Λ¯iΛ¯i + ω¯iLjFiωj
+ ξ
(
faijΛ¯iωaω¯j +
1
2
faikfbjkωaωbω¯iω¯j
)
. (4.10)
This is where a miracle occurs. The unwanted mixed terms on the second line of
(4.10) can be canceled by adding the cubic ghost term
ξ
2
faijωaω¯iω¯j (4.11)
in the gauge-fixing fermion ΨG, at the expense of producing new crucial quartic ghost
couplings involving only ωi and ω¯i. Of course, from the standard BRST argument,
adding (4.11) to ΨG does not change the partition function Z. By carefully using the
Jacobi identity and the relation (4.5), we find precisely
− sG
(
ΨG +
ξ
2
faijωaω¯iω¯j
)
= λ¯aFa − ζ
2
λ¯aλ¯a + ω¯aLbFaωb + ω¯aLiFaωi
+ Λ¯iFi − ξ
2
Λ¯iΛ¯i + ω¯iLjFiωj +
ξ
4
faijfaklωiωjω¯kω¯l . (4.12)
We can then use the redefinition (4.6) to complete the diagonalization of the ghost
Lagrangian,
− sG
(
ΨG +
ξ
2
faijωaω¯iω¯j
)
= λ¯aFa − ζ
2
λ¯aλ¯a + ω¯aLbFaω
′
b
+ Λ¯iFi − ξ
2
Λ¯iΛ¯i + ω¯iLjFiωj +
ξ
4
faijfaklωiωjω¯kω¯l . (4.13)
Actually, this is not the most general form for the diagonal gauge-fixed action. We
can add an additional term
α
2
fijkω¯iω¯jωk (4.14)
to ΨG and show, using again (4.5) and the Jacobi identity, that all the terms con-
taining ωa cancel in the expression obtained by acting with sG. The resulting precise
dependence in α is indicated in Eq. (4.18) below.
Summary
We can summarize our findings as follows. By choosing the gauge-fixing fermion ΨG
in the path integral (1.3) defining the partition function as
ΨG = ω¯a
(
Fa(ϕ)− ζ
2
λ¯a
)
+ ω¯i
(
Fi(Φ)− ξ
2
λ¯i
)
+
1
2
(
ξfaijωaω¯iω¯j + αfijkω¯iω¯jωk
)
(4.15)
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and using the change of variables (4.5) and (4.6), we find
S(Φ)− sGΨG = −sHψH + Stot , (4.16)
where sH is the BRST differential for the group H acting in the usual way on
(Φ, ω′a, ω¯a, λ¯a),
ψH = ω¯a
(
Fa(ϕ)− ζ
2
λ¯a
)
, (4.17)
and
Stot = S(ϕ, φ)− ξ
2
Λ¯iΛ¯i + Λ¯i
(
Fi(ϕ, φ) + αfijkω¯jωk
)
+ ω¯iLjFiωj
+
1
4
(
ξfaijfakl + αfmijfmkl
)
ωiωjω¯kω¯l . (4.18)
If we then define the manifestly H-invariant action SH by
e−SH(ϕ) =
∫
DφDωiDω¯iDΛ¯i e
−Stot (4.19)
then, by construction, the partition function is automatically given by (1.5) (renaming
ω′a the dummy variable ωa). This yields a fairly general solution to our problem,
that allows in particular to deal with a Gaussian weight for the partial gauge-fixing
conditions. Let us emphasize that the action SH defined by (4.19) does depend on
the parameters ξ, α and on the choice of the conditions Fi. However, and this is the
crucial point, all these different possible actions SH are strictly equivalent, since they
yield by construction the same full partition function Z.
Some of the most important results of Section 3 have been reproduced. The
formula (4.18) for the total action matches the formula (3.23) obtained from the
Cartan model of equivariant cohomology (the ghosts and antighosts were denoted
by Ωi and Ω¯i in Sec. 3 instead of ωi and ω¯i presently). The miraculous cancellation
of all the mixed, ωa-dependent terms achieved by adding the contribution (4.11) to
ΨG is automatically implemented in the algebraic framework. The new terms are
generated by the equivariant trivial pairs transformation rules, e.g. (3.30), (3.31),
and the ωa-independence is ensured by identities like (3.33). The ωa-independence
of the terms generated by acting with the BRST differential on (4.14) is similarly
implied by (3.33). These properties will be further clarified below.
4.2 The equivariant differential
The partial gauge-fixing procedure just described turns out to be governed by an
analogue of the usual BRST structure. This is not obvious, at first sight, because the
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usual BRST differential sG does not act in a closed form on the fields Φ or on the
ghosts ωi,
sGΦ = ωiLiΦ + ωaLaΦ (4.20)
sGωi = −1
2
fijkωjωk − fijaωjωa = −1
2
fijkωjωk + ωaLaωi . (4.21)
Of course, the problem can be traced to the fact that the “algebra” generated by the
τi that we want to gauge fix is not closed. In this sense, our problem bears some
similarity with the usual problem of gauge fixing open gauge algebras (for a nice
review on this subject, see e.g. [17]). In our case, the “trivial” gauge transformations
are the H-gauge transformations. The difference from the usual open gauge algebras
is that H is not a normal subgroup of G, except in the trivial instance where we have
a product group structure. Moreover, in our case the actions SH we want to build are
not independent of the gauge-fixing fermion that implements the partial gauge fixing
from G down to H. Only the full partition function Z defined by (1.5) should be.
This being said, the transformation rules (4.20) and (4.21) are quite suggestive.
Since the modified BRST transformations we seek will act on a gauge-fixing fermion
which must be invariant under the gauge transformations belonging to H, we can a
priori forget about the terms in ωaLa in (4.20) and (4.21) and tentatively define an
odd graded derivation δ by
δΦ = ωiLiΦ , δωi = −1
2
fijkωjωk . (4.22)
It is then straightforward to check that the square of δ does not vanish in general but
instead satisfies
δ2 = −RaLa , (4.23)
where the so-called “curvature” Ra is defined by (see also (2.50))
Ra = −1
2
faijωiωj . (4.24)
One also has the useful identities
δRa = 0 (4.25)
and
[La, δ] = 0 . (4.26)
The relations (4.23) and (4.26) show that δ is an equivariant differential with respect
to H. In particular, its square vanishes on H-invariants.
Let us now introduce the trivial pair (ω¯i, λ¯i) on which the BRST differential acts
as sGω¯i = −λ¯i and sGλ¯i = 0. Using the Jacobi identity, one finds from the change of
variables (4.5) that
sGω¯i = −Λ¯i + faijωaω¯j = −Λ¯i + ωaLaω¯i (4.27)
sGΛ¯i = −1
2
faijfaklωkωlω¯j + faijωaΛ¯j = faijRaω¯j + ωaLaΛ¯i . (4.28)
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Following the same idea that led to the definitions (4.22) from (4.20) and (4.21), we
set
δω¯i = −Λ¯i , δΛ¯i = faijRaω¯j . (4.29)
One can then check that these definitions are consistent with the fundamental iden-
tities (4.23) and (4.26).
The equivariant differential δ that we have just defined matches with the restricted
Cartan operator δ used in Sec. 3, see Eq. (3.15)–(3.18). This is a basic ingredient of
the Cartan model of equivariant cohomology. The relations (4.29) define the notion of
equivariant trivial pair introduced in Sec. 3. This notion can be naturally understood
from the action of the Kalkman automorphism, which allows to make the link between
the Weil and Cartan models of equivariant cohomology. This is discussed in particular
at the end of Sec. 2.3.
Equipped with the equivariant differential δ, we can rewrite the total action (4.18)
in the form
Stot = S(ϕ, φ)− δψG/H , (4.30)
for a partial gauge-fixing fermion
ψG/H = ω¯i
(
Fi(ϕ, φ)− ξ
2
Λ¯i
)
+
α
2
fijkω¯iω¯jωk , (4.31)
a formula mimicking Eq. (3.22). We could then go on and show, in the same spirit as
for the usual BRST formalism, that actually any total action of the form (4.30), with a
H-invariant gauge-fixing fermion of ghost number ghψG/H = −1, is suitable to define
an action SH(ϕ;ψG/H) by the formula (4.19). It is straightforward to check, along the
lines explained previously, that all such actions SH define a unique partition function
(1.5) which coincides with the partition function (1.3) of the original, G-invariant
gauge theory. The main result of Sec. 3 is then reproduced.
4.3 The path integral approach
Let us now finally rederive once again some of our results, but this time from a
reasoning a` la Faddeev-Popov [18] in the context of the path integral. This will shed
an interesting new light on some aspects of the formalism, most notably on the quartic
ghost terms that are crucially needed in the partial gauge fixing.
Textbook full gauge-fixing in the path integral
To put things into perspective, let us briefly review the usual textbook approach.
One starts from the ill-defined path integral
Zill-defined =
∫
DΦ e−S(Φ) , (4.32)
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which is infinite because of the gauge invariance of the action S. The trick to obtain
a well-defined path integral is to factorize the volume of the gauge group. To do so,
one considers a set of gauge-fixing conditions FA and arbitrary external background
fields bA and sets
1
∆(Φ, b)
=
∫
DµG(g) δ
(
FA(g · Φ)− bA
)
, (4.33)
where DµG(g) denotes the Haar measure on the gauge group and g · Φ the action of
the gauge transformation g ∈ G on the physical fields. From the invariance of the
Haar measure under right multiplication, ∆(Φ, b) is automatically gauge invariant. If
we note gΦ,b the unique solution to the equations FA(g · Φ) = bA, we thus have
∆(Φ, b) = ∆(gΦ,b · Φ, b) = detLBFA(gΦ,b · Φ) , (4.34)
where the last equality comes from the fact that the corresponding integral (4.33) over
the gauge group is dominated by the infinitesimal neighbourhood of the identity (we
assume that there is no Gribov ambiguity and that the determinant on the right-hand
side of (4.34) is positive, as usual). One then writes formally∫
DΦ e−S(Φ) =
∫
DΦ e−S(Φ)
(
∆(Φ, b)
∫
DµG(g) δ
(
FA(g · Φ)− bA
))
(4.35)
=
∫
DµG(g) I(g, b) , (4.36)
where
I(g, b) =
∫
DΦ e−S(Φ)∆(Φ, b)δ
(
FA(g · Φ)− bA
)
. (4.37)
In the first line of (4.35), one has simply inserted 1 in the integrand of (4.32), and
in the second line one has formally inverted the integrals over Φ and over the gauge
group. Now, using the gauge invariance of the measure DΦe−S(Φ) and of ∆(Φ, b), it is
clear that I(g, b) actually does not depend on g (simply make the change of variable
Φ 7→ g−1 · Φ),
I(g, b) = I(b) . (4.38)
This has two useful consequences. First, the integral over the gauge group factorizes
in (4.36), as looked for,
Zill-defined = (volG)I . (4.39)
This also shows that I(b) = I cannot depend on b. Second, we can compute I(g, b)
by choosing g = Id in (4.37). Using (4.34), this yields
I =
∫
DΦ e−S(Φ)δ
(
FA(Φ)− bA
)
detLBFA(gΦ,b · Φ) . (4.40)
The δ-function insertion in (4.40) ensures that the only field configurations that can
contribute to the path integral are such that gΦ,b · Φ = Φ. We thus get
Z =
Zill-defined
volG
= I =
∫
DΦ e−S(Φ)δ
(
FA(Φ)− bA
)
detLBFA(Φ) . (4.41)
31
The determinant is dealt with in the usual way by introducing the anticommuting
ghosts and antighosts with the standard quadratic Faddeev-Popov Lagrangian,
detLBFA(Φ) =
∫
DωADω¯A e
−ω¯ALBFAωB . (4.42)
The interest in having introduced the arbitrary background fields bA is now apparent.
Since the partition function (4.41) does not depend on them, we can treat them
as Gaussian random variables and thus get rid of the strict δ-function gauge-fixing
conditions. Using for example a Gaussian weight of the form
e−
baba
2ζ
− bibi
2ξ , (4.43)
we obtain
Z =
∫
DΦDωADω¯A e
−S−FaFa
2ζ
−FiFi
2ξ
−ω¯ALBFAωB . (4.44)
We can then trivially integrate in the auxiliary fields λ¯a and λ¯i to put the partition
function in the form (1.3), with sGΨG being given by (4.4).
Strict partial gauge-fixing in the path integral
Let us now try to reproduce the above steps, but for a partial gauge-fixing of the
gauge symmetry G down to the non-trivial subgroup H. We thus use partial gauge-
fixing conditions Fi(Φ) which preserve H, by satisfying the fundamental constraints
(4.2). In order to insert the partial gauge-fixing conditions into the path integral, we
would like to define the analogue of ∆(Φ, b), mimicking Eq. (4.33),
1
∆H(Φ, b)
?
=
∫
DµG(g) δ
(
Fi(g · Φ)− bi
)
. (4.45)
With such a definition, ∆H(Φ, b) is automatically G-invariant, for any fixed back-
ground fields bi. However, the background fields bi break the H covariance of the
gauge-fixing conditions. In particular the volume of the group H will not factorize
in (4.45), as one would have expected for a correct implementation of partial gauge-
fixing conditions preservingH. This clash between the requirement of maintaining the
gauge invariance under H and the possibility to introduce the arbitrary background
fields bi in the gauge-fixing conditions is the path integral version of the difficulty
encountered before in Sec. 4.1 in the case ξ 6= 0. If we cannot use the background
field trick, we will not be able to get a Gaussian weight for the gauge-fixing conditions
as in (4.44).
Before explaining how to go around this difficulty in the path integral framework
(which we know from our previous discussion can be solved in principle by introducing
quartic ghost couplings), let us abandon the background field b and work with
1
∆H(Φ)
=
∫
DµG(g) δ
(
Fi(g · Φ)
)
. (4.46)
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Thanks to the covariance (4.2) of Fi with respect to H, the general solution to the
equations Fi(g ·Φ) = 0 is of the form hgΦ, for some gauge transformation gΦ and any
gauge transformation h ∈ H. The δ-function in (4.46) thus leaves free an integral
over H and the volume of H factorizes, yielding
∆H(Φ) =
1
volH
detLjFi(gΦ · Φ) . (4.47)
This formula is consistent in spite of the ambiguity in the definition of gΦ by left
multiplication by an arbitrary element of H, because the matrix LjFi transforms in
the real unitary representation RG/H ⊗ RG/H of H and the determinant is invariant
under such a transformation. Again, we have assumed that there is no Gribov ambi-
guity and that the determinant on the right-hand side of (4.47) is positive. Formally
inserting 1 in (4.32) by using (4.46), we can then proceed exactly as in the standard
Faddeev-Popov derivation, from Eq. (4.35) to (4.42). Implementing the δ-function
constraints with a Lagrange multuplier Λ¯i, we get in this way
Z =
1
volG
∫
DΦ e−S(Φ) =
1
volH
∫
DΦDωiDω¯iDΛ¯i e
−S(Φ)−Λ¯iFi−ω¯iLjFiωj . (4.48)
We have thus found again the correct partial gauge-fixing formula in the case of
gauge-fixing conditions imposed strictly, which corresponds to the total action (4.18)
with ξ = α = 0.
Partial gauge-fixing with a Gaussian weight in the path integral
How can we implement the partial gauge-fixing conditions with a Gaussian weight
in the path integral? Of course, we could now use the equivariant cohomological
method. Since we have just proven that the formula (4.30) is correct for the particular
gauge-fixing fermion (4.31) at ξ = α = 0, we could show directly using the standard
path integral argument based on δS(Φ) = 0 and (4.23) that it is also correct for
any H-invariant gauge-fixing fermion, in particular for (4.31) at any values of ξ and
α. But we rather seek here a direct path integral argument a` la Faddeev-Popov that
would automatically produce a Gaussian weight for the conditions Fi and the required
quartic terms in the ghost Lagrangian.
Since we cannot use the familiar trick of introducing external background fields, as
explained in the previous paragraph, the idea is to introduce instead new dynamical
fields. A trick of this kind was first used by Zinn-Justin in [13]. Of course, the
dynamics of these fields must not change the partition function Z and thus must be
essentially trivial. We shall simply consider an adjoint scalar field hA and modify the
original gauge theory by including a G-invariant quadratic term in h,
S(Φ)→ S(Φ) + hAhA
2ζ
· (4.49)
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Let us emphasize that it is crucial for the modification of the action to be G-invariant.
In this case one can prove straightforwardly, using a gauge-fixing condition that does
not depend on h, that the inclusion of h does not change Z.
Let us now consider strict partial gauge fixing conditions of the form
Fi = Fi − hi = 0 , (4.50)
where the Fi do not depend on h. Since these are strict conditions, we can use the
formula (4.48) derived in the previous paragraph without change if not for (4.49).
The crucial point is that since the hi are dynamical quantum fields, not classical
background fields, the gauge transformations act non-trivially on them and we have
LjFi = LjFi + fijkhk + fijaha . (4.51)
The integrals over ha and hi can then be done straightforwardly in (4.48), taking
into account the quadratic h-terms in (4.49) and the linear h-terms in (4.51). These
Gaussian path integrals automatically produce a Gaussian weight for Fi and quartic
ghost couplings! Actually, one can easily check, using the Jacobi identity, that the
resulting formula precisely matches the total action (4.18), with Fi replaced by Fi
and ζ = ξ = α.
Remark : the reader might wonder what happens if we use the above procedure in
(4.31), chosing Fi as in (4.50) and integrating out hA at the end. The result is that
one goes back to a total action of the form (4.18), with Fi replaced by Fi and the
parameters ξ and α both shifted by ζ.
5 Example: general Yang-Mills D-brane systems
As a simple application of our general formulas, let us present the case of the pure
(Euclidean, four dimensional) Yang-Mills theory with
G = U(N) , H = U(N1)× · · · × U(Nr) . (5.1)
Let us note that it is slightly more convenient to use G = U(N) instead of G = SU(N),
but the two cases are essentially equivalent since the global U(1) in the U(N) theory
decouples. As explained in [3], this example represents the general pure Yang-Mills
D-brane system, where we consider r stacks of branes each built from NI branes, with
N =
r∑
I=1
NI . (5.2)
When a subset of the {NI} are much larger than the others, it is natural to gauge
fix further down by eliminating the associated U(NI) factors and integrating out the
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associated fields. The resulting model then corresponds to probe branes moving in
the emergent holographic geometry sourced by the branes that have been integrated
out [3]. Another interesting special case is to take r = N and thus set all the NI = 1.
This is ’t Hooft Maximal Abelian Gauge.
Setting-up notations
The only physical elementary field Φ in this example is the vector potential Aµ. As
is usually done in the physics literature, we choose the Aµ to be Hermitian matrices.
They decompose as
Aµ = iAµAτA (5.3)
on our usual basis (τA) of the Lie algebra g = u(N). We also have the ghosts ω and
the equivariant trivial pair (ω¯, Λ¯), which decompose on the broken generators of g/h
only,
ω = iωiτi , ω¯ = iω¯iτi , Λ¯ = iΛ¯iτi . (5.4)
We decompose any Hermitian matrix M in block matrices M IJ of sizes NI ×NJ ,
corresponding to the various unbroken U(NI) factors. Explicitly, in terms of matrix
components,(
M IJ
)
αβ
= M∑
K<I NK+α,
∑
K<J NK+β
, 1 ≤ α ≤ NI , 1 ≤ β ≤ NJ . (5.5)
In particular, (
M IJ
)†
= MJI . (5.6)
If we write
M = iMAτA = iMaτa + iMiτi , (5.7)
the “diagonal” blocks M II correspond to the “unbroken” h-indices a and the “off-
diagonal” blocks M IJ for I 6= J correspond to the “broken” g/h-indices. For the
vector potential, it is convenient to introduce the notations
A IIµ = A
I
µ , A
IJ
µ = W
IJ
µ for I 6= J . (5.8)
For the other variables ω, ω¯ and Λ¯, only the off-diagonal blocks are present and thus
ωII = ω¯II = Λ¯II = 0 . (5.9)
The trace over the NI ×NI diagonal blocks will be denoted by trI . So, for example,
we can consider trIM
II (no sum over I!).
One last convention we are going to use to get rid of any ambiguity in our formulas
is that sums over indices of the type I, J,K, . . . , labeling the various block matrices
defined above will always be indicated explicitly with a sum sign. In particular, no
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sum is a priori implied if two such indices are repeated in an expression. An example
of this convention is the definition of the H-covariant derivative ∇µ, which acts as
∇µM IJ = ∂µM IJ + iAIµM IJ − iM IJAJµ . (5.10)
Of course, for all the other types of indices, the usual Einstein summation convention
is kept.
All we have to do now is to straightforwardly apply the formulas of the previous
sections, using the above notations which are specially adapted to the case (5.1).
The general case
The equivariant differential
Equations (3.15)–(3.18), or equivalently (4.22) and (4.29), yield
δAIµ = i
∑
J
(
ωIJW JIµ −W IJµ ωJI
)
(5.11)
δW IJµ = −∇µωIJ + i
∑
K
(
ωIKWKJµ −W IKµ ωKJ
)
(I 6= J) (5.12)
δωIJ = i
∑
K
ωIKωKJ (I 6= J) (5.13)
δω¯IJ = −Λ¯IJ , δΛ¯IJ =
∑
K
(
ω¯IJωJKωKJ − ωIKωKI ω¯IK) . (5.14)
The curvature is a matrix R with only diagonal blocks given by
RI = i
∑
J
ωIJωJI . (5.15)
In particular
δ2 = −LR , (5.16)
whereLε generates U(N1)×· · ·×U(Nr) gauge transformations with gauge parameters
εI ,
LεA
I
µ = −∇µεI , LεM IJ = i
(
εIM IJ −M IJεJ) . (5.17)
The matrices M IJ in the above equation could be W IJµ , ω
IJ , ω¯IJ or Λ¯IJ .
The gauge-fixing fermion
The gauge-fixing fermion (3.22) or (4.31) reads
ψG/H =
∫
dx
∑
I,J
trI ω¯
IJ
(
F JI − ξ
2
Λ¯JI − iα
∑
K
ω¯JKωKI
)
, (5.18)
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for gauge-fixing conditions
F IJ = ∇µW IJµ = ∂µW IJµ + iAIµW IJµ − iW IJµ AJµ , I 6= J . (5.19)
The partial gauge-fixing plus ghost terms
One can then compute
− δψG/H =
∫
dx
∑
I,J
trI
[
Λ¯IJ
(
F JI − ξ
2
Λ¯JI − iα
∑
K
(
ω¯JKωKI + ωJKω¯KI
))
+∇µω¯IJ∇µωJI + i∇µω¯IJ
∑
K
(
W JKµ ω
KI − ωJKWKIµ
)
+
∑
K
((
ωIJ ω¯JK − ω¯IJωJK)WKJµ W JIµ + ω¯IJ(W JKµ ωKJW JIµ +W JIµ ωIKWKIµ ))
− ξ
∑
K
ω¯IJ ω¯JIωIKωKI − α
∑
K 6=I,L
ω¯IJ ω¯JKωKLωLI
]
, (5.20)
consistently with (3.23) or (4.18).
Let us note that the formulas can be simplified a bit in the maximal Abelian
projection case U(N) → U(1)N , since then the variables are no longer matrices but
either commuting or anticommuting numbers.
The symmetric space case
At rank r = 2, the above formulas greatly simplify, because then fijk = 0 and the
quotient G/H is a symmetric space. In particular, the parameter α does not enter.
Since we then have only two types of off-diagonal blocks, M12 andM21, it is convenient
to note
M− = M12 , M+ = M21 =
(
M−
)†
. (5.21)
Equations (5.11)–(5.20) then simplify to
δA1µ = i
(
ω−W+µ −W−µ ω+
)
, δA2µ = i
(
ω+W−µ −W+µ ω−
)
(5.22)
δW∓µ = −∇µω∓ (5.23)
δω∓ = 0 , δω¯∓ = −Λ¯∓ (5.24)
δΛ¯∓ = ω¯∓ω±ω∓ − ω∓ω±ω¯∓ , (5.25)
δ2 = −LR (5.26)
R1 = iω−ω+ , R2 = iω+ω− , (5.27)
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LεA
1
µ = −∇µε1 , LεA2µ = −∇µε2 (5.28)
LεM
− = i
(
ε1M− −M−ε2) , LεM+ = i(ε2M+ −M+ε1) , (5.29)
ψG/H =
∫
dx
[
tr1 ω¯
−
(
F+ − ξ
2
Λ¯+
)
+ tr2 ω¯
+
(
F− − ξ
2
Λ¯−
)]
(5.30)
F∓ = ∇µW∓µ , (5.31)
− δψG/H =
∫
dx
[
tr1
[
Λ¯−
(
F+ − ξ
2
Λ¯+
)
+∇µω¯−∇µω+
+
(
ω−ω¯+ − ω¯−ω+)W−µ W+µ + 2ω¯−W+µ ω−W+µ − ξω¯−ω¯+ω−ω+]+ tr2[· · · ]] , (5.32)
where the · · · in the tr2
[· · · ] terms are exactly the same as in the tr1[· · · ] terms,
except that all the ∓ signs must be flipped to ±. The equations simplify even further
in the much studied case U(2)→ U(1)2, since then the variables are no longer matrices
but simply commuting or anticommuting numbers.
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6 Conclusion
We have provided a full solution to the problem of partially fixing the gauge from a
gauge group G down to a non-trivial subgroup H ⊂ G in standard gauge theories of
Yang-Mills type, as outlined in Sec. 1.2, using different points of view and methods.
The partial gauge fixing is governed by an equivariant BRST cohomology, yielding
many different H-invariant actions SH which are all strictly equivalent to the original
G-invariant model. A crucial feature of the partial gauge-fixing procedure is that the
ghost action includes quartic ghost terms, even at tree-level. These quartic ghost
terms are essential to ensure the gauge invariance of the model and in particular
the fact that all the actions SH , which strongly depend on the partial gauge-fixing
conditions one uses, all yield the same gauge-invariant partition function.
Several extensions and generalizations of our work seem possible and worth pur-
suing. First, it is likely that an equivariant anti-BRST symmetry associated with
the partial gauge-fixing exists, even though no sign of it seems to be present in the
standard models of equivariant cohomology. We leave this construction, which would
complement nicely the formalism we have developed, for a future work. Second, it
would be nice to explicitly generalize our formulas to the case of reducible gauge
symmetries and, even more interestingly, to open gauge algebras. A comprehensive
theory should look like some equivariant version of the BV formalism. Third, it is
very desirable to build a supersymmetric version of the partial gauge-fixing formal-
ism, for minimal and extended versions of supersymmetry, which could be used in
the context of supersymmetric gauge theories. The non-trivial goal is to define su-
persymmetric versions of our actions SH . This is particularly important in view of
applications to D-brane systems, since supersymmetric D-brane configurations have
been much studied and have remarkable properties. Finally, our analysis has been
limited to tree-level and a detailed study of the consequences of the equivariant BRST
symmetry at the quantum level is required. In this respect, the results in [9] seem
very encouraging.
Our prime motivation for the present work was to develop the required tools
to build holographic emergent space models based on the microscopic description of
probe D-branes [6, 3]. It was by working out these tools that we realized that there are
deep and unexpected connections between the D-brane story, the Abelian projection
scenario and the effective low energy description of gauge theories for which the
gauge group G is Higgsed down to H. As explained in [3], the holographic emergent
dimensions are the analogue of the gluon and ghost/antighost condensates considered
in the literature on the Abelian projection and much studied, in particular, in lattice
gauge theory (see e.g. [8, 10] and references therein). Moreover, the gauge-dependence
of the constructions, which, in our formalism, shows up through the dependence of the
actions SH on the partial gauge-fixing fermion ψG/H , is then related to the problem
of bulk locality in quantum gravity. This problem is itself mapped to the usual H-
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invariant, but not G-invariant, description of the low-energy physics in grand unified
models in which a grand unified gauge group G is broken down to H. We hope that
these new ideas will open the way for many interesting applications of our results.
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