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I derive classical and quantum lower error bounds for moment estimation in subdiffraction incoherent optical
imaging. While the end results are similar to earlier ones [Tsang, Phys. Rev. Res. 1, 033006 (2019); Phys. Rev.
A 99, 012305 (2019)], the present work avoids the flawed mathematical assumptions in the earlier works by
adopting a parametric-submodel approach from semiparametric statistics. With the rigorous bounds at hand and
redefining the parameter of interest, I show that an alternative measurement called spatial-mode demultiplexing
(SPADE) is superior to ideal direct imaging for a subdiffraction object, even if SPADE can measure only a finite
number of modes.
I. INTRODUCTION
The diffraction limit restricts the spatial bandwidth of an
optical imaging system [1]. Superresolution techniques that
discern features finer than the diffraction limit exist, but are
very sensitive to noise [2]. A statistical definition of resolution
is thus desirable [3–5]. For incoherent optical imaging, where
photon shot noise is often the most dominant and fundamen-
tal noise source, a rigorous and general theory of resolution
is difficult, but significant progress has been made in recent
years. In particular, by considering objects of subdiffraction
sizes, semiparametric moment estimation that works for any
extended source, and Crame´r-Rao bounds, Refs. [6–10] have
proposed classical and quantum limits to the estimation pre-
cision. Optical astronomy [11] and fluorescence microscopy
[12] are the obvious applications of the theory.
Unfortunately, Refs. [6–10] suffer from a few mathemati-
cal deficiencies. Reference [6] assumes that the point-spread
function is Gaussian, and although Refs. [7, 8] attempt to gen-
eralize the results for other point-spread functions, the tech-
nical assumptions made there for direct imaging are difficult
to check for non-Gaussian point-spread functions. This dif-
ficulty is a fundamental problem, as a Gaussian point-spread
function, despite being a common assumption in practice, im-
poses only a soft bandwidth limit, when a hard bandwidth
limit (in the sense that the Fourier transform of the point-
spread function has a bounded support) is the more physical
assumption. Here, I show that the assumptions in Refs. [7, 8]
actually become questionable when the bandwidth limit is
hard. A new theory is needed to address this case.
Another problem is with Refs. [9, 10]: to derive quantum
limits, they assume a parametric model in which only one ob-
ject moment is varied while all the other moments stay fixed.
It is unclear whether the object distribution stays nonnegative
and normalizable upon varying just one moment, so the model
may not be physical.
To solve these problems, here I adopt a different approach
based on the concept of parametric submodels [13–15]. The
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idea is that any parametric submodel of the full model can give
a lower error bound for the semiparametric case, and among
all the submodels, there often exists a least favorable one-
dimensional submodel that gives the tightest bound. Even if
the tightest bound is difficult to compute, one can still attempt
to obtain a decent bound by constructing a submodel that is
unfavorable to the estimation problem.
The end results here turn out to be similar to those in
Refs. [7–10], but given the fundamental importance of the
resolution problem, it is worthwhile to improve the rigor of
the results. A significant difference from the prior works oc-
curs when the point-spread function has zeros, and the bound
for direct imaging is reduced. This reduction is not observed
in Refs. [7–10] but is consistent with the works of Pau´r and
collaborators [16], which show that zeros in a point-spread
function can improve direct imaging in the special case of two
point sources.
It has been shown previously that an alternative measure-
ment called spatial-mode demultiplexing (SPADE) can be su-
perior to direct imaging and approach the quantum limits in
the resolution of two sub-Rayleigh point sources [5, 17] and
moment estimation [6–8]. Reference [8], in particular, derives
the Crame´r-Rao bound for the estimation of an even moment
with SPADE and the efficient estimator. In comparing the two
methods, Ref. [8] assumes ideal conditions for both measure-
ments, including an infinitesimal pixel size, an infinite number
of pixels or modes, and no excess noise. It is unclear, then,
whether SPADE can still maintain an advantage under more
practical conditions.
One of the more unrealistic assumptions about SPADE in
Ref. [8] is that all the modes can be measured. Here I show
that, even with one or few modes, SPADE can still demon-
strate an advantage over ideal direct imaging in the context
of unbiased semiparametric estimation. The trick is to take a
leaf from the “quantum supremacy” literature [18] and con-
sider what SPADE is naturally good at, rather than force it to
estimate a standard moment. By redefining the parameter of
interest as a generalized moment that can be estimated with-
out bias by SPADE, conclusions similar to Refs. [6–8]—but
with more rigor—can be drawn.
Beyond optics, the direct-imaging model here for a given
2number of detected photons is identical to the location mixture
model in semiparametric statistics [14, Example 4, pp. 262],
with the point-spread function playing the role of the mixing
density there. As the statistics literature also commonly as-
sumes that the mixing density is Gaussian or obeys a technical
condition that fails when there is a hard bandwidth limit, the
result here is relevant to more general problems in classical
statistics as well. In the quantum case, the model here also
describes a quantum particle under random displacements, so
the quantum limit here may be relevant to other quantum sens-
ing applications.
II. PHYSICS
Assume one-dimensional paraxial imaging of spatially in-
coherent sources [1, 11] and the same quantum model used in
Ref. [9]. LetM be the number of temporal modes and ǫ be the
expected photon number per temporal mode. At optical fre-
quencies, ǫ ≪ 1 is an excellent approximation [11], and the
density operator for each temporal mode on the image plane
can be approximated as
ρ ≈ (1− ǫ)ρ(0) + ǫρ(1), (2.1)
where ρ(0) is the vacuum state and ρ(1) is the one-photon den-
sity operator given by
ρ(1) =
∫ ∞
−∞
dXF (X)e−ikˆX |ψ〉 〈ψ| eikˆX , (2.2)
|ψ〉 =
∫ ∞
−∞
dkΨ(k) |k〉 , (2.3)
F is the normalized object intensity, X ∈ R is the object-
plane coordinate, |k〉 is the Dirac eigenket for the spatial-
frequency operator kˆ that obeys 〈k|k′〉 = δ(k − k′) and
kˆ |k〉 = k |k〉, and Ψ(k) is the optical transfer function of the
imaging system. All coordinates are normalized with respect
to the width ofΨ and the magnification factor, such thatΨ has
a width on the order of 1.
Direct imaging can be modeled as a measurement of the
position of each photon. The probability density of each ob-
served position is
f(x) ≡ 〈x| ρ(1) |x〉 =
∫ ∞
−∞
H(x−X)F (X)dX, (2.4)
|x〉 = 1√
2π
∫ ∞
−∞
dke−ikx |k〉 , (2.5)
H(x) ≡ |〈x|ψ〉|2 =
∣∣∣∣ 1√2π
∫ ∞
−∞
Ψ(k)eikxdk
∣∣∣∣
2
, (2.6)
where x ∈ R is the image-plane coordinate andH is the point-
spread function. Take the limit of ǫ → 0 andM → ∞, while
holding the expected photon number in all modes
N ≡Mǫ (2.7)
fixed. The direct-imaging measurement then gives a spatial
Poisson process with mean intensity given by Nf(x), in ac-
cordance with the usual semiclassical model [11, 19]. The
results in the following still hold when the experiment is con-
ditioned on the total photon numberL detected in all modes—
simply replaceN by L.
The analysis of SPADE is deferred to Sec. VII.
III. SEMIPARAMETRIC ESTIMATION
Suppose that the parameter of interest is a standard object
moment
β =
∫ ∞
−∞
XµF (X)dX, (3.1)
where µ ∈ N1 is a given positive integer, while F may be any
probability density, viz.,
F ∈ F ≡ set of all probability densities. (3.2)
The estimation problem is then called semiparametric [14].
Let the true density be F0, and all quantities are assumed to be
evaluated at the truth hereafter. Let E be the mean-square error
of any unbiased estimator of β and C˜ be the semiparametric
Crame´r-Rao lower bound [14]. Appendix A explains why the
methods used to compute C˜ for direct imaging in Refs. [7, 8]
may fail whenH observes a hard bandwidth limit, in the sense
that its Fourier transform
H˜(k) ≡ 1√
2π
∫ ∞
−∞
H(x)e−ikxdx (3.3)
possesses a bounded support, viz.,
sup
k∈supp H˜
|k| <∞, supp H˜ ≡
{
k : H˜(k) 6= 0
}
. (3.4)
The analysis of SPADE in Refs. [6–8], on the other hand, do
not suffer from the problems raised in Appendix A.
Instead of evaluating C˜, here I pursue a lower bound by con-
sidering a parametric submodel. If the submodel is a subset of
F and contains F0, its Crame´r-Rao bound C gives [14]
E ≥ C˜ ≥ C. (3.5)
There is no loss of generality in considering only one-
dimensional submodels, as the bound for a multidimensional
parametric model is simply equal to the bound of a certain
one-dimensional submodel [13]. To obtain a tight bound, one
should seek a submodel that is unfavorable to the estimation
problem. Often there exists a least favorable one-dimensional
submodel that gives C˜ = C [14].
Let the parametric submodel be
{Fθ(X) : θ ∈ Σ ⊆ R} ⊂ F , (3.6)
3whereΣ is an open set that contains θ = 0. For direct imaging
with Poisson noise, C is given by
C =
(∂β)2
NJ
, (3.7)
∂β =
∫ ∞
−∞
XµS(X)F0(X)dX, (3.8)
J ≡
∫ ∞
−∞
[∂fθ(x)]
2
f0(x)
dx, (3.9)
fθ(x) ≡
∫ ∞
−∞
H(x−X)Fθ(X)dX, (3.10)
∂fθ(x) =
∫ ∞
−∞
H(x−X)S(X)F0(X)dX, (3.11)
where
∂(·) ≡ ∂(·)
∂θ
∣∣∣∣
θ=0
(3.12)
and S is the score function with respect to Fθ , defined by
∂Fθ(X) = S(X)F0(X). (3.13)
In the quantum case, it is also possible to define a semipara-
metric Helstrom bound H˜ that gives
E ≥ H˜ (3.14)
for any quantum measurement [15], but the discussion in
Ref. [15, Sec. VI C] suggests that H˜ for the imaging prob-
lem is intractable via existing methods. Thus, I again seek a
looser bound via a parametric submodel. Let
ρ
(1)
θ ≡
∫ ∞
−∞
dXFθ(X)e
−ikˆX |ψ〉 〈ψ| eikˆX (3.15)
be the one-photon density operator in terms of the submodel
given by Eq. (3.6), and H be the Helstrom bound [3] in terms
of ρ
(1)
θ at θ = 0. In the imaging problem, the bound in terms
of ρ
(1)
θ is not just an approximation for ǫ≪ 1 but also a valid,
albeit looser, quantum bound for thermal states with any ǫ [9,
Appendix A]. With Eq. (3.15), the bound is given by
H =
(∂β)2
NK
, K ≡ tr s2ρ(1)0 , (3.16)
where s is a self-adjoint score operator that obeys
∂ρ
(1)
θ = s ◦ ρ(1)0 , (3.17)
and g ◦ h ≡ (gh + hg)/2 denotes the Jordan product. It is
known that [15, 20]
C ≥ H, H˜ ≥ H. (3.18)
Just as in the classical case, there is no loss of generality in
considering only one-dimensional submodels.
IV. A PRETTY UNFAVORABLE PARAMETRIC
SUBMODEL
To define the subdiffraction regime, let
F0(X) =
1
∆
W
(
X
∆
)
, (4.1)
where ∆ > 0 and W is a density with standard zeroth, first,
and second moments given by∫ ∞
−∞
W (ξ)dξ = 1, (4.2)∫ ∞
−∞
ξW (ξ)dξ = 0, (4.3)∫ ∞
−∞
ξ2W (ξ)dξ = 1. (4.4)
Then∆ is the standard deviation of F0, and since the width of
Ψ(k) is on the order of 1, I define the subdiffraction regime as
∆≪ 1 (4.5)
and pursue a perturbation approach with respect to a small∆.
A submodel affects C and H through the score function S
defined by Eq. (3.13) only. Here, I choose
S(X) = bµ
(
X
∆
)
, (4.6)
where bµ is an orthogonal polynomial of order µ with respect
toW [21], obtained by applying the Gram-Schmidt procedure
to the monomials {1, ξ, ξ2, . . . , ξµ} and the inner product
〈g, h〉W ≡
∫ ∞
−∞
g(ξ)h(ξ)W (ξ)dξ. (4.7)
The order of the polynomial is chosen to match the order of
the moment of interest given by Eq. (3.1). For bµ to be de-
fined, {1, ξ, ξ2, . . . , ξµ} should be linearly independent and
have finite norms (〈ξn, ξn〉W < ∞), so I make some benign
assumptions about F0 as follows:
1. The number of elements in suppF0 is larger than µ,
viz.,
#(suppF0) > µ, (4.8)
which ensures that
∫∞
−∞[p(X)]
2F0(X)dX > 0 for any
polynomial p of order ≤ µ and the Gram matrix with
respect to {1, ξ, ξ2, . . . , ξµ} is positive-definite.
2. ∫ ∞
−∞
X2µF0(X)dX <∞, (4.9)
which ensures | ∫∞
−∞
XrF0(X)dX | < ∞ for all 0 ≤
r ≤ 2µ [22, pp. 157] and therefore 〈ξn, ξn〉W < ∞
for all n = 0, 1, . . . , µ. In particular, if F0 has bounded
support, then all its moments with 0 ≤ r <∞ are finite.
4Using the basic properties
〈ξm, bn〉W = 0 if n > m, (4.10)
〈ξn, bn〉W 6= 0 (4.11)
for any nonnegative integers n and m, Appendix B explains
why Eq. (4.6) is a good choice when ∆ ≪ 1. Asymptotic
notations o[g(∆)] (order smaller than g(∆)), O[g(∆)] (order
at most g(∆)), Ω[g(∆)] (order at least g(∆)), Θ[g(∆)] (order
exactly g(∆)), and∼ (identical in the leading order) for∆→
0 [23] are used in Appendix B and the following.
With the chosen S, a parametric submodel can be con-
structed, as long as F0 is the true density and Fθ remains a
valid probability density for all θ in an open set. One such
construction is [14]
Fθ(X) =
Gθ(X)∫∞
−∞
Gθ(X)dX
, (4.12)
Gθ(X) ≡ {1 + tanh[θS(X)]}F0(X). (4.13)
One can check that, with
∫∞
−∞ S(X)F0(X)dX =∫∞
−∞ bµ(ξ)W (ξ)dξ = 〈bµ, 1〉W = 0, this model indeed
gives Eq. (3.13). The use of the tanh function ensures that
0 ≤ Gθ(X) ≤ 2F0(X) for any θ ∈ R even if S is unbounded,
and Gθ is nonnegative and normalizable.
V. BOUND FOR DIRECT IMAGING
With the submodel proposed in Sec. IV and Eqs. (4.10) and
(4.11), it is straightforward to show that
∂β = ∆µ 〈ξµ, bµ〉W , (5.1)
f0(x) = H(x) +
∆2
2
H(2)(x) + o(∆2), (5.2)
∂fθ(x) =
(−1)µ∆µ
µ!
〈ξµ, bµ〉W
[
H(µ)(x) + o(1)
]
, (5.3)
H(µ)(x) ≡ ∂
µH(x)
∂xµ
. (5.4)
The resultant bound is
C =
(µ!)2
NI(∆)
, (5.5)
I(∆) =
∫ ∞
−∞
[H(µ)(x) + o(1)]2
H(x) + ∆2H(2)(x)/2 + o(∆2)
dx. (5.6)
The exact I(∆) for ∆ > 0 must be finite, because the mono-
tonicity of the Fisher information [24, Theorem 7.2, pp. 70]
and the finite moments of F0 ensure that
J ≤
∫ ∞
−∞
[S(X)]
2
F0(X)dX <∞, C > 0. (5.7)
At ∆ = 0,
I(0) =
∫ ∞
−∞
[H(µ)(x)]2
H(x)
dx. (5.8)
If I(0) converges, it is reasonable to suggest that
I(∆) = Θ(1), C =
Θ(1)
N
. (5.9)
For example, if H(x) is standard Gaussian, it can be shown
that I(0) = µ! [6], and C coincides with the exact and at-
tainable C˜ computed in Refs. [6–8] in the limit of ∆ → 0.
For an H with a hard bandwidth limit, on the other hand, the
theory here is able to avoid all the problems mentioned in Ap-
pendix A. IfH has finite moments, then an unbiased estimator
that reaches an error ofΘ(1)/N can be constructed by relating
the object moments to the image moments [8].
For µ = 1 and a real 〈x|ψ〉,
I(0) = 4
∫ ∞
−∞
k2|Ψ(k)|2dk, (5.10)
and it is reasonable to take I(0) < ∞, I(∆) = Θ(1), and
C = Θ(1)/N . For µ ≥ 2, I(0)may not converge whenH has
zeros. For common point-spread functions, H is quadratic
near each zero, and the argument by Pau´r and collaborators in
Refs. [16] suggests that
I(∆) = Θ(∆−1), C =
Θ(∆)
N
, µ ≥ 2. (5.11)
Relative to Eq. (5.9), the bound has a lower order of magni-
tude. Appendix C presents a numerical analysis of a special
case that confirms theNC = Θ(1) behavior for µ = 1 and the
NC = Θ(∆) behavior for µ = 2, 3, . . . , 63. This reduction of
C is not observed in Refs. [6–8]. It remains an open question,
however, whether this bound is approachable in general.
In interpreting the results, one should bear in mind that
β = O(∆µ), (5.12)
and the signal-to-noise ratio (SNR)
β2
E
≤ β
2
C˜
≤ β
2
C
=
{
NO(∆2), µ = 1,
NO(∆2µ−1), µ ≥ 2, (5.13)
is the more important consideration. For a given µ, the SNR
limit exhibits a severe drop for smaller objects. For a given
object, Appendix C shows numerically that the prefactor of
NC(∆) increases quickly for higher µ, so the prefactor of the
SNR should also exhibit a severe drop for higher µ.
VI. QUANTUM BOUND
Even with the submodel in Sec. IV, the exact Helstrom
boundH remains difficult to compute, so I resort to the looser
bound in Ref. [9]. The bound, based on a purification of ρ
(1)
θ ,
is given by [9]
K ≤ K ′ ≡ 4 trΠ(∂Λ)(∂Λ)⊤, (6.1)
where tr denotes the trace and⊤ denotes the transpose,Π is a
matrix that depends on the moments of |Ψ(k)|2 and given by
Πpq ≡ i
p−q
p!q!
∫ ∞
−∞
|Ψ(k)|2 kp+qdk, (6.2)
5and Λ is the lower-triangular matrix obtained by the Cholesky
decomposition [25] of the object moment matrix M , defined
as
Mqp ≡
∫ ∞
−∞
Xq+pFθ(X)dX =
min{q,p}∑
r=0
ΛqrΛpr. (6.3)
In deriving Eq. (6.1), Ref. [9] further assumes |Ψ(k)|2 =
|Ψ(−k)|2 and #(suppF0) = ∞. With the latter condition,
M is positive-definite and all diagonal entries of Λ are posi-
tive.
Instead of assuming θ = β and ∂ = ∂/∂β as in Ref. [9],
I now depart from Ref. [9] by assuming the submodel in
Sec. IV. The θ = β assumption in Refs. [9, 10] implies a
one-dimensional submodel in which just one object moment
is varied, while all the other moments are fixed. It is unclear
whether such a submodel is physical, whereas the model in
Sec. IV is explicitly constructed to be physical.
Assume |Ψ(k)|2 6= δ(k) and all the moments of |Ψ(k)|2
are finite, so that 0 < Πpp <∞ for all p. Appendix D shows
that
K ′ = Θ
(
∆2⌈µ/2⌉
)
, (6.4)
where ⌈·⌉ denotes the ceiling function. Then
H ≥ H′ ≡ (∂β)
2
NK ′
=
Θ
(
∆2⌊µ/2⌋
)
N
, (6.5)
where ⌊·⌋ denotes the floor function. If attainable, Eq. (6.5)
is a substantial improvement over the direct-imaging bound
given by Eq. (5.9) or (5.11). Reference [8] proves that SPADE
can reach this order for even µ, while Refs. [6, 7] show that
SPADE with a finite number of modes can reach this order for
both even and odd moments if a small bias is tolerable. The
quantum limit to the SNR is
β2
H
≤ β
2
H′
= NO
(
∆2⌈µ/2⌉
)
, (6.6)
which still gets worse for smaller ∆ and higher µ, unfortu-
nately.
As detailed in Appendix D, the quantum bound here turns
out to be almost identical to the result in Ref. [9]. In retro-
spect, Ref. [9] is simply lucky to reach the right conclusion,
despite the use of a questionable model.
VII. ADVANTAGE OF SPADE WITH A FINITE NUMBER
OF MODES
SPADE involves the point-spread-function-adapted (PAD)
basis [7, 26] given by{
|φq〉 ≡ (−i)q
∫ ∞
−∞
dkΨ(k)gq(k) |k〉 : q ∈ N0
}
, (7.1)
where {gq} are the orthonormal polynomials with respect to
the inner product
〈g, h〉|Ψ|2 ≡
∫ ∞
−∞
|Ψ(k)|2g∗(k)h(k)dk. (7.2)
With a measurement in the PAD basis, the probability of each
photon being detected in the φq mode is
f(q) ≡ 〈φq | ρ(1) |φq〉 =
∫ ∞
−∞
Hq(X)F (X)dX, (7.3)
Hq(X) ≡
∣∣∣∣
∫ ∞
−∞
|Ψ(k)|2 gq(k)e−ikXdk
∣∣∣∣
2
(7.4)
∼
〈gq, kq〉2|Ψ|2
(q!)2
X2q. (7.5)
Hq(X) is close to a monomial for smallX ; this fact is used in
Refs. [6, 7] to show that the output of each φq mode can esti-
mate an even moment of order µ = 2q. But becauseHq(X) is
not exactly a monomial, the difference introduces a bias. Ref-
erences [7, 8] show that an unbiased estimator can, in prin-
ciple, be constructed with an infinite number of modes, and
the error is Θ(∆µ)/N , which is much lower than the direct-
imaging bound given by Eq. (5.11) and on the same order as
the quantum limit given by Eq. (6.5).
In practice, only a finite number of modes can be mea-
sured. An open question is then whether SPADE can still
demonstrate an advantage in the context of unbiased estima-
tion. Rather than forcing SPADE to estimate a standard mo-
ment, I now redefine the parameter of interest as a generalized
moment
β =
∫ ∞
−∞
Hq(X)F (X)dX, (7.6)
so that nq, the photon count for a φq mode, gives an exactly
unbiased estimator of β for any object by
βˇ =
nq
N
. (7.7)
With Poisson statistics, the mean-square error is
E =
β
N
=
Θ(∆2q)
N
. (7.8)
For direct imaging, on the other hand, the Crame´r-Rao bound
in Sec. V requires little modification to work for the β given by
Eq. (7.6). Assume S = bµ = b2q for the parametric submodel.
Only ∂β needs to be recalculated, viz.,
∂β =
∫ ∞
−∞
Hq(X)b2q(X)F0(X)dX = Θ(∆
2q), (7.9)
while J is unchanged. The bound becomes
C =
(∂β)2
NJ
=
Ω(∆)
N
, (7.10)
which is much higher than Eq. (7.8). Similarly, the quantum
bound in Sec. VI can be modified to give
H
′ =
(∂β)2
NK ′
=
Θ(∆2q)
N
, (7.11)
so SPADE is in fact quantum-optimal in terms of order.
6With a PAD mode,Hq(X) is even with respect toX for any
q. To measure odd moments as well, consider a variation of
the PAD modes called the interferometric PAD (iPAD) modes,
given by [7]
|φ+q 〉 ≡
1√
2
(|φq〉+ |φq+1〉) , (7.12)
|φ−q 〉 ≡
1√
2
(|φq〉 − |φq+1〉) , (7.13)
which lead to the probabilities
f+(q) ≡ 〈φ+q | ρ |φ+q 〉 (7.14)
=
1
2
∫ ∞
−∞
[Hq(X) +Hq+1(X) + ηq(X)]F (X)dX,
(7.15)
f−(q) ≡ 〈φ−q | ρ |φ−q 〉 (7.16)
=
1
2
∫ ∞
−∞
[Hq(X) +Hq+1(X)− ηq(X)]F (X)dX,
(7.17)
where
ηq(X) ≡ iq
〈
gq, e
−ikX
〉
|Ψ|2
(−i)q+1 〈gq+1, eikX〉|Ψ|2 + c.c.
(7.18)
∼ 2〈gq, k
q〉|Ψ|2〈gq+1, kq+1〉|Ψ|2
q!(q + 1)!
X2q+1, (7.19)
and c.c. denotes the complex conjugate. Define the parameter
of interest as
β =
∫ ∞
−∞
ηq(X)F (X)dX. (7.20)
With n+q photons detected in the φ
+
q mode and n
−
q photons
detected in the φ−q mode, an exactly unbiased estimator is
βˇ =
n+q − n−q
N
, (7.21)
the error of which is
E =
1
N
∫ ∞
−∞
[Hq(X) +Hq+1(X)]F0(X)dX =
Θ(∆2q)
N
.
(7.22)
Assuming S = bµ = b2q+1 for the parametric submodel,
the direct-imaging and quantum bounds for the β given by
Eq. (7.20) become
∂β =
∫ ∞
−∞
ηq(X)b2q+1(X)F0(X)dX, (7.23)
C =
(∂β)2
NJ
=
Ω(∆)
N
, (7.24)
H
′ =
(∂β)2
NK ′
=
Θ(∆2q)
N
, (7.25)
which lead to conclusions similar to those for the PAD modes
when q ≥ 1.
To illustrate the theory, Appendix E presents some plots of
Hq(X) and ηq(X), as well as a comparison of the SPADE
errors with the direct-imaging bounds.
If a number of PAD or iPAD modes can be measured simul-
taneously in an experiment, linear combinations of the outputs
can give unbiased estimators of a larger class of moments in
terms of linear combinations of Hq or ηq . The error analysis
here can be easily extended to demonstrate the advantage of
SPADE in a more general setting, as long as only the q ≥ 1
modes are involved.
VIII. CONCLUSION
While the lower error bounds and the SPADE performance
derived here are similar those in previous works [6–9], the im-
proved rigor solidifies their fundamental standing in the res-
olution problem. In view of the results here as well as all
the earlier theoretical and experimental evidence [5], there
should now be no question that SPADE, being superior to di-
rect imaging and close to quantum-optimal in many ways, will
be useful. The rest is engineering.
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Appendix A: Problems with Refs. [7, 8] for direct imaging with
a hard bandwidth limit
Define an inner product between two real functions g(x)
and h(x) with respect to the true image f0(x) as
〈g, h〉f0 ≡
∫ ∞
−∞
g(x)h(x)f0(x)dx, (A1)
and the Hilbert space with respect to the inner product as
L2 (f0) ≡
{
h : 〈h, h〉f0 <∞
}
. (A2)
Let the set of orthogonal polynomials {an(x) : n ∈
N0} be the orthogonal functions obtained by applying
the Gram-Schmidt procedure to the set of mononomials
{1, x, x2, x3, . . . } [21]. Some of the techniques in Refs. [7, 8]
rely on the assumption that {an} is a basis of L2(f0). For
this assumption to hold, the set of polynomials must be dense
in L2(f0), but this may not be true for imaging problems. In
particular, Ref. [27, Corollary 3.9.3] states that, if∫ ∞
−∞
− ln f0(x)
1 + x2
dx <∞, (A3)
7then polynomials are not dense. Roughly speaking, the tails
of f0 should have a somewhat slower decay than exponential
decay for Eq. (A3) to hold, and common point-spread func-
tions with a hard bandwidth limit indeed have heavy tails that
may make f0 satisfy Eq. (A3) and the orthogonal polynomials
incomplete. This implies that Refs. [7, 8] may underestimate
the Fisher information and overestimate the actual Crame´r-
Rao bound.
An alternative and more rigorous approach is to consider
the tangent space T formed by the closed linear span of the
score functions of all parametric submodels [14]. It can be
shown that, if the family
H ≡ {H(x−X) : X ∈ suppF0} (A4)
obeys a statistical property called completeness [28], then
T = {h ∈ L2(f0) : 〈h, 1〉f0 = 0} , (A5)
and the semiparametric bound becomes particularly simple to
compute [14, pp. 264]. As shown in Ref. [8], the result turns
out to be the same as that obtained using the orthogonal poly-
nomials. While a Gaussian H makes H complete as long as
suppF has a nonempty interior [28], it turns out that the com-
pleteness property is special as well as hard to prove. In par-
ticular, H is incomplete if H˜(k) = 0 for some k [29]. In-
completeness implies that T for an H with a hard bandwidth
limit has a lower dimension than that assumed in Ref. [8], and
Ref. [8] again overestimates the actual Crame´r-Rao bound.
The final problem with Refs. [7, 8] is that they assume all
moments of H to be finite. While a bandlimited H with fi-
nite moments exists as long as H˜ is infinitely differentiable,
commonmodels ofH , such as the sinc2 function and the Airy
disk in two dimensions, often have infinite moments.
These problems suggest that, whenH has a hard bandwidth
limit, the methods in Refs. [7, 8] are unlikely to work, and the
exact C˜ is harder to compute than previously realized.
Appendix B: Rationale for the choice of the score function in
Eq. (4.6)
Suppose that S is given by the expansion
S(X) =
∞∑
n=0
S˜nbn
(
X
∆
)
. (B1)
This expansion is always possible if all moments of F0 are
finite and S ∈ L2(F0). Note that the assumption of finite
moments for the object is much more benign that that for the
image in Appendix A. If #(suppF0) <∞, I assume bn = 0
for n ≥ #(suppF0).
To obtain nontrivial C and H, a requirement is that the ∂β
given by Eq. (3.8) is not zero. With Eq. (B1), ∂β becomes
∂β = ∆µ
∞∑
n=0
S˜n 〈ξµ, bn〉W = ∆µ
µ∑
n=0
S˜n 〈ξµ, bn〉W , (B2)
where the last step uses Eq. (4.10). To ensure ∂β 6= 0, not all
{S˜n : n = 0, 1, . . . , µ} can be set to zero.
The only other quantity in C that depends on S is ∂fθ in
Eq. (3.11), which becomes
∂fθ(x) =
∞∑
n=0
S˜n√
2π
∫ ∞
−∞
H˜(k)b˜n(k∆)e
ikxdk, (B3)
b˜n(k∆) ≡
∫ ∞
−∞
bn(ξ)W (ξ)e
−ik∆ξdξ (B4)
=
∫ ∞
−∞
bn(ξ)W (ξ)
∞∑
m=0
(−ik∆ξ)m
m!
dξ (B5)
=
(−ik)n∆n
n!
〈ξn, bn〉W + o(∆n). (B6)
The nth term in Eq. (B3) is O(∆n). For ∆ ≪ 1, it is thus
desirable to set as many S˜n’s with small n to zero as possible.
But since not all {S˜n : n = 1, . . . , µ} can be set to zero, the
next best choice is to set S˜n = 0 for n = 1, . . . , µ−1 and only
S˜µ 6= 0, leading to ∂fθ = O(∆µ). The n > µ terms introduce
only higher-order corrections to ∂fθ and can be omitted if one
is interested in the leading order only. I can also set S˜µ = 1
without affecting C, leading to Eq. (4.6).
Since H is a low-pass filter, it makes intuitive sense that
an unfavorable submodel should involve a high-frequency os-
cillation. An orthogonal polynomial is indeed oscillatory and
has more rapid oscillations for higher n. The choice of n here
ensures that the moment of interest is still sensitive to the os-
cillation.
The same argument leads to ∂ρθ having the smallest possi-
ble order of magnitudeO(∆µ) with ∂β 6= 0.
Appendix C: Numerical analysis of the Crame´r-Rao bound for
direct imaging
Assume
H˜(k) =
1|k|≤1√
2π
(1− |k|) , (C1)
W (ξ) =
1|ξ|≤γ/2
γ
, γ =
√
12, (C2)
where
1proposition =
{
1, proposition is true,
0, otherwise.
(C3)
The orthogonal polynomial can be expressed as
bµ(ξ) =
√
2µ+ 1Pµ
(
2ξ
γ
)
, (C4)
where Pµ is the Legendre polynomial of order µ [30]. This
definition of bµ makes 〈bµ, bµ〉W = 1. Then
f0(x) =
1
2π
∫ 1
−1
(1− |k|) b˜0(k∆)eikxdk, (C5)
∂fθ(x) =
1
2π
∫ 1
−1
(1− |k|) b˜µ(k∆)eikxdk, (C6)
b˜µ(k∆) = i
µ
√
2µ+ 1jµ
(
k∆γ
2
)
, (C7)
8where b˜µ is defined by Eq. (B4), the right-hand side of
Eq. (C7) comes from Ref. [30, Eq. (18.17.19)], and the def-
inition of jn, the spherical Bessel function of the first kind,
comes from Ref. [30, Eq. (10.47.2)].
The subsequent computation is performed with MATLAB
(MathWorks) on a personal computer. f0 and ∂fθ are com-
puted by the fft function, with L = 217 points and step
size dx = 3000γ/L ≈ 0.08 in x and step size dk =
2π/(3000γ) ≈ 6.0 × 10−4 in k. The 〈ξµ, bµ〉W in Eq. (5.1)
and J in Eq. (3.9) are computed by the trapz function. For
each µ = 1, . . . , 63, NC = (∂β)2/J is computed as a func-
tion of ∆ = 0.1, 0.102, 0.104, . . . , 0.3. For µ higher than 63,
numerical errors prevent the quantities from being computed
accurately. For each µ, a straight line is fitted to the numer-
ical ln(NC) versus ln∆ via the polyfit function, and the
coefficients of the straight line are recorded. The slope, which
approximates the exponent r in
NC ≈ c∆r, (C8)
is plotted against µ in the top figure of Figs. 1. Apart from
µ = 1, for which the slope is close to 0, all the other slopes are
close to 1. This behavior is indeed consistent with Eq. (5.11).
FIG. 1. Top: slope of the straight-line fit of the numerical ln(NC)
versus ln∆. Bottom: vertical intercept of the same straight-line fit.
In each plot, the horizontal axis µ is the order of the moment of
interest. All axes are dimensionless.
The bottom figure in Figs. 1 plots the vertical intercept of
the same straight-line fit against µ. The vertical intercept ap-
proximates the log of the prefactor c in Eq. (C8). The trend
suggests that the prefactor increases in a roughly exponential
fashion with respect to µ.
Appendix D: Derivation of Eq. (6.4)
To evaluate ∂Λ in Eq. (6.1), use Ref. [31, Theorem A.1] to
write
∂Λqr =
q∑
s=0
s∑
j=0
r∑
k=0
ΛqsTsr
(
Λ−1
)
sj
∂Mjk
(
Λ−1
)
rk
, (D1)
Tsr ≡


1 r < s,
1/2 r = s,
0 r > s.
(D2)
The Λ−1 matrix in the formula is understood to be the inverse
of the (q+1)×(q+1) upper-left submatrix of Λ. As the diag-
onal entries of a lower-triangular matrix are also its eigenval-
ues and Λ is assumed to have positive diagonal entries, Λ−1 is
well defined. Furthermore, for convenience, define Ξ and V
as the normalized versions ofM and Λ such that Ξ and V do
not depend on∆, viz.,
Mqp = ∆
q+pΞqp, (D3)
Ξqp ≡ 〈ξq, ξp〉W =
min{q,p}∑
r=0
VqrVpr , (D4)
Λqr = ∆
qVqr . (D5)
If I assume
bn(ξ) =
n∑
m=0
Bnmξ
m, 〈bn, bm〉W = δnm, (D6)
then
BΞB⊤ = I, B = V −1, (D7)
〈ξn, bm〉W =
(
B−1
)
nm
= Vnm, (D8)
where I is the identity matrix. Hence
∂Mjk = ∆
j+k
〈
ξj+k, bµ
〉
W
= ∆j+kVj+k µ, (D9)
∂Λqr = ∆
q
∑
s,j,k
VqsTsr(V
−1)sjVj+k µ(V
−1)rk. (D10)
V and T are by definition lower-triangular, and V −1 is lower-
triangular as well. For the terms in Eq. (D10) to be nonzero,
the indices must therefore observe
q ≥ s ≥ r, s ≥ j, r ≥ k, j + k ≥ µ. (D11)
These relations can be combined into
q ≥ s ≥ max {r, µ− r} . (D12)
Since
min
r
max {r, µ− r} =
⌈µ
2
⌉
, (D13)
9I can conclude that
∂Λqr = 0 if q <
⌈µ
2
⌉
. (D14)
The leading terms depend on whether µ is even or odd.
1. When µ is even, the leading term has row number q =
⌈µ/2⌉ = µ/2, and Eqs. (D11)–(D13) imply that the
indices of the nonzero terms must satisfy
q = s = r = j = k =
µ
2
, (D15)
leading to
∂Λqq = ∆
qVqqTqq(V
−1)qqVµµ(V
−1)qq =
∆qVµµ
2Vqq
, (D16)
where the fact (V −1)qq = 1/Vqq for a lower-triangular
V is used.
2. When µ is odd, the leading terms have row number q =
⌈µ/2⌉ = (µ + 1)/2, and Eqs. (D11)–(D13) imply that
the indices of the nonzero terms must obey either
q = s = j =
µ+ 1
2
, r = k = q − 1, (D17)
leading to
∂Λq q−1 =
∆qVµµ
Vq−1 q−1
, (D18)
or
q = s = r =
µ+ 1
2
, (D19)
(j, k) = (q − 1, q), (q, q − 1), (q, q), (D20)
leading to
∂Λqq = ∆
q
[
(V −1)q q−1Vµµ +
Vµ+1µ
2Vqq
]
. (D21)
For q > ⌈µ/2⌉, ∂Λqr = o(∆⌈µ/2⌉). With Π being indepen-
dent of∆ and Πqq > 0, I can hence conclude that
K ′ ∼ 4Πqq
[
(∂Λq q−1)
2
+ (∂Λqq)
2
]
, q =
⌈µ
2
⌉
, (D22)
leading to Eq. (6.4).
For an even µ with q = µ/2,
K ′
(∂β)2
∼ ∆
−µΠqq
(Vqq)2
, (D23)
which turns out to be the same as Eq. (4.10) in Ref. [9], and
the discussion in Ref. [9, Appendix D] regarding the decay of
the quantum SNR limit with increasing µ for a fixed object
remains valid. For an odd µ with q = (µ+ 1)/2,
K ′
(∂β)2
∼ 4∆−µ+1Πqq
{
1
(Vq−1 q−1)2
+
[
(V −1)q q−1 +
Vµ+1 µ
2VqqVµµ
]2}
, (D24)
which is the same as Eq. (4.13) in Ref. [9] if Vµ+1 µ happens
to be zero and the fact (V −1)q q−1 = −Vq q−1/(Vq−1 q−1Vqq)
for a lower-triangular V is used.
For the perturbation analysis to be valid, Eq. (6.1)must con-
verge. It can be shown thatK ′ <∞ ifW is any density with a
bounded support in the Szego˝ class [32] and |Ψ(k)|2 is either
Gaussian or any density with bounded support. As the proof is
similar to Ref. [9, Appendix B] and not very interesting, here
I give an outline only. Define matrices Π˜ and ∂Λ˜ with entries
Π˜pq ≡ wp+q
√
p!q!Πpq, ∂Λ˜qr ≡ 1√
q!wq
∂Λqr, (D25)
where w is a positive constant. Then
K ′ = 4 tr Π˜(∂Λ˜)(∂Λ˜)⊤, (D26)
and K ′ < ∞ if Π˜ is trace-class and ∂Λ˜ is Hilbert-Schmidt,
viz., the Hilbert-Schmidt norm ‖∂Λ˜‖2 is finite [33]. Refer-
ence [9, Appendix B] shows that Π˜ is trace-class for a certain
w if |Ψ(k)|2 is Gaussian or any density with bounded support.
The proof then boils down to proving
‖∂Λ˜‖22 =
∞∑
q=0
1
q!w2q
q∑
r=0
(∂Λqr)
2
<∞. (D27)
Following Eqs. (B32)–(B38) in Ref. [9], it can be shown that
Eq. (D10) here leads to
q∑
r=0
(∂Λqr)
2 ≤ 1
2
∆2qΞqq‖Ξ−1(q)‖‖R(q)‖2, (D28)
where Ξ−1(q) is the inverse of the (q + 1) × (q + 1) upper-left
submatrix of Ξ, ‖·‖ denotes the operator norm, and the matrix
R(q) is defined as[
R(q)
]
jk
≡ Vj+k µ, j = 0, 1, . . . , q, k = 0, 1, . . . , q.
(D29)
‖R(q)‖2 can be bounded as follows:
‖R(q)‖22 =
q∑
j=0
q∑
k=0
(Vj+k µ)
2
(D30)
≤
q∑
j=0
q∑
k=0
Ξj+k j+k (D31)
≤
q∑
j=0
q∑
k=0
γ2(j+k) (D32)
=
[
γ2(q+1) − 1
γ2 − 1
]2
≤ γ
4(q+1)
(γ2 − 1)2 , (D33)
where Eq. (D31) uses the fact Ξqq =
∑q
r=0(Vqr)
2 ≥ (Vqµ)2,
while Eq. (D32) uses the fact that, as long as the support ofW
is bounded, there exists a γ satisfying 1 < γ <∞ that gives
Ξnn =
∫ ∞
−∞
ξ2nW (ξ)dξ ≤ γ2n. (D34)
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Equation (D33) shows that ‖R(q)‖2 is bounded by an expo-
nential function of q. Equation (D34) implies that Ξqq in
Eq. (D28) is also bounded by an exponential function of q.
If W is in the Szego˝ class, ‖Ξ−1(q)‖, which is the inverse of
the smallest eigenvalue of Ξ(q), grows as Θ(q
−1/2τq) with a
1 < τ < ∞ for q → ∞ [32]. Thus, the right-hand side
of Eq. (D28) is bounded by an exponential function of q as
q →∞, and the left-hand side of Eq. (D27) converges for any
w and∆ by virtue of the ratio test and the comparison test.
Appendix E: Numerical analysis of SPADE
Figure 2 plots theHq(X) given by Eq. (7.4) and the ηq(X)
given by Eq. (7.18) for q = 1, 2, 3, 4, as well as their mono-
mial approximations given by Eqs. (7.5) and (7.19), assuming
Ψ(k) = 1|k|≤1/2, gq(k) =
√
2q + 1Pq(2k), (E1)
where Pq is the Legendre polynomial of order q [30]. As
shown in the log-log plots, the functions approximate the
monomials very well for small X .
Figure 3 plots, in log-log scale, the mean-square error of
SPADE given by Eq. (7.8) or (7.22) and the Crame´r-Rao
bound for direct imaging given by Eq. (7.10) or Eq. (7.24)
versus the object-size parameter∆, when the parameter of in-
terest is given by Eq. (7.6) or Eq. (7.20), the optical system
obeys Eqs. (E1), and the true object is given by Eq. (C2). The
direct-imaging bounds are computed numerically in the same
way as that described in Appendix C. The substantial gaps
demonstrate the superiority of SPADE for subdiffraction∆.
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FIG. 3. First column: The mean-square error (MSE) of SPADE
(solid lines, Eq. (7.8)) and the Crame´r-Rao bound for direct imaging
(dash lines, Eq. (7.10)) versus the object-size parameter∆ in log-log
scale, when the parameter of interest is β =
∫
∞
−∞
Hq(X)F (X)dX ,
the optical system obeys Eqs. (E1), and the true object is given by
Eq. (C2). Second column: similar to the first column, except that the
parameter of interest is β =
∫
∞
−∞
ηq(X)F (X)dX and Eqs. (7.22)
and (7.24) are plotted. All the vertical axes are scaled by the expected
photon number N . All axes are dimensionless.
