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Abstract. We collect different groups of data of the variation of the fine structure constant
to compare and verify the consistency between them using the Student test and Confidence
Intervals. We separate data sets in smaller intervals based on a proposed criterion. Another
statistical analysis is proposed that considers phenomenological models for the variation in
α. The results show consistency for a certain amount of reduced intervals, in contrast to
those obtained considering the mean values from the entire interval.
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1. Introduction
Since the large-number hypothesis (LNH) was
proposed (Dirac 1937), the variation of fun-
damental constants has been an important
subject of research. The leading astronomi-
cal method is based on the analysis of high-
redshift quasar absorption systems. Most of the
reported data are consistent with null varia-
tion of fundamental constants. The many mul-
tiplet method (MMM) (Dzuba et al. 1999;
Webb et al. 1999), gains an order of mag-
nitude in sensibility with respect to previ-
ously reported data. Only two research groups
(Webb et al. and Srianand et al.), which have
a considerable amount of data, have used this
method in 2 different telescopes (Keck/HIRES
and VLT/UVES) obtaining very different re-
sults:(Webb et al. 1999; Murphy et al. 2003)
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suggests α0 < αtoday, while (Srianand et al.
2004; Chand et al. 2004; Srianand et al. 2007)
arrived to α0 = αtoday, and (Webb et al. 2011;
King et al. 2012) suggets α0 > αtoday). In a pre-
vious paper (Landau and Simeone 2008) we
have pointed out that results calculated from
the mean value over a wide redshift range (or
cosmological time scale) are at variance with
those obtained considering shorter intervals.
Here, we show a condensed version of our arti-
cle (Kraiselburd et al. 2013) where we have re-
analyzed the available data obtained with the
many multiplet method with both telescopes,
using the statistical tools and method intro-
duced in (Landau and Simeone 2008). On top
of that, we propose another statistical method
for studying the discrepancy between Keck and
VLT data considering three phenomenologi-
cal models for the α variation: i) null varia-
tion, ii) time variation of α equal to the mean
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value of each data set, and iii) spatial varia-
tion of α following the dipole model proposed
by (King et al. 2012). In each case we com-
pute the amount of data of each group that lie
within the Gaussian distribution corresponding
to each model.
2. Statistical tools
The corresponding procedure for testing the
consistency of two independent experiments
is a test for the difference between two pop-
ulation means, which involves a statistic de-
fined in terms of two sample means and two
sample variances (Student test) (for details see
Landau and Simeone 2008; Kraiselburd et al.
2013). In practice, we used an algorithm that
yields a level λ∗ such that the obtained value
of the statistic lies within the associated rejec-
tion region. Hence, at level λ the null hypothe-
sis should be rejected when λ∗ ≤ λ. But, when
one of the experiments includes for a given in-
terval very few data (so that one cannot reason-
ably define a sample mean and a sample vari-
ance), the procedure to be followed involves
a confidence interval. This latter one is con-
structed from the sample values of the exper-
iment with a number of data that do make a
statistical treatment possible. In such way, to
test the consistency of a given observation 2
against observation 1, we constructed an inter-
val I of confidence 100 P% from the values of
group 1. Then, if the null hypothesis is true,
P = 1 − λ is the probability that the result of
an observation of group 2 lies within this con-
fidence interval, and the null hypothesis should
be rejected at level λ when this is not the case.
In order to avoid any biasing associated
with the arbitrary choice of location and size of
the intervals, we have followed the procedure
of (Landau and Simeone 2008): The first inter-
val (to be considered to apply the test) starts at
a redshift/angle a with fixed b width. The fol-
lowing i intervals start at redshift/angle a + i∗ c
with the same width; c = 0.1 for the selec-
tion according to redshift, and c = 0.025 when
selecting according to angular position. After
testing all these intervals, we changed the value
of b and performed the same analysis again. In
all cases we considered a minimum number of
data in each interval as a necessary condition
for applying the test.
A type II error is the failure to reject a false
null hypothesis and β is the associated proba-
bility. While the probability λ of type I error
can be fixed independent of the population or
sample values, the calculation of β requires the
choice of a definite alternative hypothesis; that
is, the inequality µ1 , µ2 must be speciali-
zed as a definite equality µ1 − µ2 = δ. β is
built from the normal cumulative distribution
functions Φ, which depend on: zλ (obtained by
inverting a normal N(0,1) distribution);δ; S 21,
S 22; n1, y n2. The probability β measures, for
a given alternative hypothesis and certain sam-
ple sizes, whether the data have led to a too
conservative result or not. More precisely, a
high value of β implies that the data variance
is larger than the difference between the null
hypothesis and a given alternative hypothesis,
which makes it difficult to resolve them. Small
sample sizes will often lead to such high values
of β.
2.1. Test of the null, mean value and
dipole models
We also propose another way to analyze data
on varying α, which is similar to some of the
analyses performed by (King et al. 2012).
However, in this case, we add the data reported
by Srianand (2013, private comm.) (which
come from the reanalysis (Srianand et al.
2007) of 21 observations made by (Chand et
al. 2004)) to the discussion and include the
null hypothesis as a possible model. We as-
sumed three phenomenological models for the
α variation: i) null variation, ii) the value of α
in the past was different from its actual value
and is a fixed number, and iii) the variation in
α follows the dipole model proposed by (King
et al. 2012). We proceeded as follows: for
each phenomenological model we constructed
the normal distribution asociated with its mean
value and standard deviation. Then, we calcu-
lated the amount of data from each group that
lies within the 3 and 6 standard deviations of
the proposed normal distributions. We tested
each data group separately. For the null distri-
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bution we took the standard deviation associ-
ated with the mean value reported by (Srianand
et al. 2007). For ii), we considered the mean
value and standard deviation reported by each
group. For the dipole model we have one dis-
tribution for each value of θ; and the value of
the dipole coordinates is equal to the one ob-
tained by (King et al. 2012) considering each
group of data separately.
3. Results
We analyze results of applying the Student test
and/or confidence interval method to recent
astronomical data. We consider the following
three groups of data to perform our statistical
analysis:
Group I: Data obtained with the Keck by
(Murphy et al. 2003) and (King et al. 2012)
(141 data points).
Group II: Data obtained with the VLT by
(King et al. 2012) (153 data points).
Group III: Data obtained with the VLT by
Srianand (2013, private comm.), details in
(Kraiselburd et al. 2013).
3.1. Redshift
To apply the Student test grouping the data
according to redshift, we considered datasets
where the lowest total number of data is equal
to 12 (n ≥ 12). The total redshift interval to be
tested is (0.440, 2.795); we applied the test to
shorter intervals of equal width (∆z = 0.35).
Fig. 1 shows the value of λ∗ obtained from
the comparison of data from group I with data
from group II. Not all values of λ∗ correspon-
ding to the redshift interval (1.470, 2.795) are
higher than 0.025 and therefore this interval
was discarded from the consistency interval.
We also performed the same test and changed
the value of the interval width ∆z and obtained
similar results. These results give evidence that
the variation in α may be relevant at higher
redshifts, as was pointed out by (Murphy et
al. 2003). The value of β was obtained using
the normal distribution (one-tail test, see sec-
tion 2); we considered the alternative hypoth-
esis equal to the mean value of ∆α
α
obtained
by each group: µ1 = −0.6 × 10−5 (Keck) and
Fig. 1. Results of Student test comparing data from
group I with data from group II. Data sets are se-
lected according to redshift; λ∗ is the calculated
level of the test for each redshift interval (the dot-
ted line indicates the λ∗ ≤ 0.025 rejection region).
µ2 = 0.2 × 10−5 (VLT). In all cases the value
of β was higher than 0.1, showing the difficulty
to distinguish the null hypothesis from the al-
ternative hypothesis with the present data sets.
We also performed the same analysis, but con-
strained the number of data to n ≥ 15 and
n ≥ 18 to obtain get lower values of β; and
changing the width interval as described above.
However, the analyses showed that the value of
β did not change significantly, while increasing
the lowest number of data in each data set in-
volves ruling out many intervals from the pos-
sible intervals to be tested.
In cases where we had to build a confidence
interval for a group of data and compared the
results with each single reported value of an-
other author we have chosen λ = 0.025. Again,
we decided on the bin size as the shortest inter-
val centered at the reported value, which con-
tains n data. The criterion for analyzing the re-
sults was the same as in (Landau and Simeone
2008)
We calculated confidence intervals for the
data from group II for redshift intervals cen-
tered on each value of data from group III
with the same telescope and containing at least
12 data points. The confidence intervals cal-
culated for z = 1.348, 2.022 do not over-
lap with the corresponding reported intervals.
Therefore, the redshift intervals (1.278, 1.419)
and (1.935, 2.110) should be discarded from
Kraiselburd et al: Statistic of ∆α
α
data 105
the consistency interval because the data from
group II used to calculate the confidence in-
tervals belong to this interval. Therefore, we
conclude that 19 data points from group III
are consistent with 113 data points from group
II over the redshift intervals (0.142, 1.278),
(1.419, 1.935) and (2.100, 2.429). In all cases
β is higher than 0.1, which indicates how dif-
ficulty it is to distinguish the null hypothe-
sis from the alternative hypothesis with the
present data sets. We also calculated the con-
fidence intervals for n ≥ 15 and n ≥ 18 in an
attempt to improve the value of β. However, the
values of β did not change significantly, while
including more data in each confidence interval
using the present data set leads to an enlarged
redshift interval for which the confidence inter-
val is calculated.
We also calculated confidence intervals
to compare the data points obtained with
the Keck Telescope (group I) with those ob-
tained with the VLT (group III). The red-
shift interval (1.233, 1.838) should be dis-
carded because the confidence intervals cal-
culated for z = 1.348, 1.555, 1.657 do not
overlap with the corresponding reported in-
tervals. Accordingly, the data points z =
1.439, 1.637 from group III should be dis-
carded as well. Consequently, the redshift in-
tervals (0.179, 1.233) and (1.838, 2.457) are
consistent, where there are 6 and 7 data points
from group III, and 54 and 28 from group I
respectively. A similar analysis was performed
previously (Landau and Simeone 2008), how-
ever, in the present work, we considered the en-
larged errors reported by Srianand (2013, pri-
vate comm.). The β values are again high, not-
ing that more data points are needed to reduce
the type II error probability.
3.2. Spatial variation
The selection according angular posistion was
performed as follows: The data set were se-
lected by their value of cos θ = X · D, where X
is the quasar position and D is the dipole direc-
tion obtained by (King et al. 2012) considering
the Keck and VLT datasets. The angular dis-
tribution of available data is as follows: Keck
data (group I) come from the region where
−1 ≤ cos θ ≤ 0.5, while the VLT (group II and
group III) reports data from the region where
−0.5 ≤ cos θ ≤ 0.9. Accordingly, the Student
test can be applied to reduced data sets from
both telescopes. Furthermore, we have to re-
duce the lowest total value of each data set (to
apply the test) to n ≥ 6. Figure 2 shows the re-
sults of the Student test performed for reduced
data set comparing group I with group II within
the interval −0.225 < cos θ < 0.225. The width
of the intervals for which the Student test was
applied is cos θ = 0.075.
It follows from Fig 2 that not all values of
λ∗ within the interval (0.075, 0.150) are higher
than 0.025. Since data belonging to this in-
terval were used to perform the Student test
of other intervals, we analyzed these intervals
again. For the interval (0.05, 0.075) there is
only one data set reported by Keck and four
data sets from the VLT. Therefore we cal-
culated a confidence interval with the VLT
data and compared the result with the reported
data from Keck, finding consistency within
this interval. For the interval (0.150, 0.225) the
Student test can be applied because there are
seven data sets from Keck and 12 data sets
from VLT. We obtained λ∗ = 0.17 for this in-
terval. To complete our analysis we performed
the Student test by changing the value of the
width interval for which the test is applied ar-
riving to similar results (cos θ = 0.070 and
cos θ = 0.080).
Almost all values of β are higher than 0.1,
showing the need for more data to reduce this
value. We also calculated the values of β for
other width intervals and found no significant
difference with results shown.
For the interval where cos θ > 0.225, we
calculated confidence intervals for the data
from group II for intervals centered on each
value of data from group I; and confidence in-
tervals haven been calculated for the data from
group I for intervals centered on each value
of data from group II for the interval where
cos θ < −0.225.
In summary, we analyzed the consistency
over the interval (−0.454, 0.497), comparing
87 data sets from group I with 121 data sets
from group II. From the Student test and con-
fidence interval calculation it follows that 68
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Fig. 2. Results of Student test comparing results
obtained with by group I with results obtained by
group II. Data sets are selected according to angular
position, λ∗ is the calculated level of the test for each
interval (the dotted line indicates the λ∗ ≤ 0.025
rejection region).
data sets from group I (79% of the analyzed
data) are consistent with 112 data sets from
group II (93% of the analyzed data) over the
intervals (−0.454,−0.429), (−0.327, 0.05), and
(0.150, 0.497).
We have also calculated confidence inter-
vals for the data from group II for cos θ in-
tervals (0.1 width) centered on each value of
the data from group III with the same tele-
scope and containing at least seven data points.
The quantity of testable intervals is reduced to
ten, because this is the number of quasars from
which the Srianand (2013, private comm.)
and (Srianand et al. 2007) data came from.
The results obtained with this method differed
enough with those obtained with the Sudent
test for the same analyzed intervals. Therefore,
we conclude that in this case the comparison
between a single quasar data set and a con-
fidence interval is not the appropiate tool for
testing the consistency between groups of data.
Thus, we performed a Student test using the
same procedure as we applied for the compar-
ison between Keck and VLT data reported by
the group of Murphy et al. reducing the low-
est total value of each data set to n ≥ 3, and
∆ cos θ = 0.075. Even though it is not ideal
to perform a Student test with such a reduced
data set, we considered that it is a better tool
for the analysis than the confidence interval
comparison presented above. Results show that
all intervals derived from the Srianand (2013,
private comm.) data are consistent with those
built from the (King et al. 2012) data, being
the tested interval (0.000, 0.625). Again, all β
values obteined in this case are again very high.
To compare data from group I and group III
we, again, calculated confidence intervals for
the data from group I for cos θ intervals (0.1
width) centered on each value of the data from
group III. Only ten data points from group III
(∼ 45% of the data) can be used, and these
in turn are able to form four intervals because
some of them arise from the same quasar (29
data points from Keck can be compared (21%
of the data)). The results show that the ana-
lyzed interval (4.70×10−4, 0.380) is consistent.
β values are very high in all cases, suggesting
again that a greater quantity of data is required
to improve these values.
3.3. Phenomenological models
In section 2.1 we have described another
method for analyzing the different groups of
data on varying α. The results are listed in
Table 1. Although it can be noted that the three
groups suit the dipolar model better than the
other two models, there is still a large amount
of data from group I and group II that is left out
of both distributions. Furthermore, it should
be noted data from the VLT (group II and
group III) favor the dipole model over the other
proposed phenomenlogical models, while data
from the Keck telescope cannot distiguish be-
tween the dipole model and the null distribu-
tion.
4. Summary and conclusions
Using statistical methods explored in a previ-
ous paper (Landau and Simeone 2008) we
have tested the consistency between different
recent astronomical data that indicate a pos-
sible variation in α; adding this time, more
data and grouped them according to redshift
and angular position. We also proposed some
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Table 1. Percentage of data within the SD of the mean. The dipole hypothesis implies a spatial
variation in α following the dipole model proposed by (King et al. 2012), the coordinates of the
dipole are those obtained by (King et al. 2012) considering each group of data separately; the
null hypothesis consists of a null mean and a standard deviation given by (Srianand et al. 2007)
and Srianand (2013, private comm.); and the mean value hypothesis contains the mean of the
data group and the corresponding standard deviation.
Data Group 3σ 6σDipole hyp Null hyp Mean value hyp Dipole hyp Null hyp Mean value hyp
Group I 21% 21% 15% 45% 38% 30%
Group II 46% 7% 16% 71% 37% 30%
Group III 95% 33% 38% 95% 81% 81%
phenomenological models for the variation in
α and computed the amount of data that lie
within 3 and 6 − σ of the asociated Gaussian
distribution.
Although results of the statistical analyses
by grouping in z show that the variation in α
is more relevant at higher redshift, from the
analysis by grouping the data in angular posi-
tion, they show consistency over most of the
analyzed intervals. In all cases, the high the
probabilty of the type II error (β) indicates the
imperious need for more data to reach strong
conclusions. Finally, the analysis of Gaussian
distributions of the proposed phenomenologi-
cal models suggests that although one cannot
rule out a possible variation in α, this may be
due not only to the angular position but also to
redshift. More data are required on this aspect
as well.
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