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Abstract
In this note we axiomatize the Πk+1-consequences in the set theory
KPΠN for ΠN -reflecting universes in terms of iterations of Πi-recursively
Mahlo operations for 1 ≤ k ≤ i < N .
1 Introduction
For set-theoretic formulas ϕ, let P |= ϕ :⇔ (P,∈) |= ϕ, where parameters
occurring in ϕ is understood to be in P . In what follows, V denotes a transitive
and wellfounded model of KPℓ, which is a universe in discourse. KPℓ introduced
in [6] denotes a set theory for universes in which there are unboundedly many
admissible sets. ON denotes the class of ordinals in V . P,Q, . . . denote non-
empty transitive sets in V ∪ {V }.
For k = 1, 2, 3, . . ., Πk-recursively Mahlo operation Mk is defined as follows.
Let X ⊂ V be a class.
P ∈Mk(X) ⇔ P is Πk-reflecting on X ⊂ V
⇔ for any Πk-formula ϕ with parameters from P,
if P |= ϕ, then Q |= ϕ for a Q ∈ X ∩ P
When P ∈ Mk :⇔ P ∈ Mk(V ), P is said to be Πk-reflecting universe. Note
that if P is Πk-reflecting on X , then it is Σk+1-reflecting on X .
For ordinals π ∈ ON , π is said to be Πk-reflecting on X ⊂ ON iff Lπ ∈
Mk({Lα : α ∈ X}).
It is easy to see from the existence of a universal Πk-formula that P ∈Mk(X)
is a Πk+1(X)-formula uniformly on admissible sets P : there exists an X-positive
Πk+1(X
+)-formula θk+1(X) such that for any admissible set P , P ∈Mk(X ) iff
(P,X ∩ P ) |= θk+1(X).
An iteration of the operation X 7→ Mk(X) along a ∆-relation ≺ is defined
by:
P ∈Mk(a;≺)⇔ P ∈
⋂
{Mk(Mk(b;≺)) : P ∋ b ≺ a}.
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Again we see that there exists a Πk+1-formula σk+1(a) such that for any admis-
sible set P and a ∈ P , P ∈Mk(a;≺) iff P |= σk+1(a).
Let ONε ⊂ V and <ε be ∆-predicates such that for any transitive and
wellfounded model V of the Kripke-Platek set theory KPω with the axiom of
Infinity, <ε is a well ordering of type εK+1 on ON
ε for the order type K of
the class ON in V . ONε is the class of codes ⌈α⌉ of ordinals α < εK+1. Each
admissible set P is assumed to be closed under addition (⌈α⌉, ⌈β⌉) 7→ ⌈α + β⌉
and exponentiation ⌈α⌉ 7→ ⌈ωα⌉ on codes besides {⌈K⌉} ∪ {⌈α⌉ : α ∈ P ∩ON}.
In other words, the order type of the set of codes ⌈α⌉ in P is the next epsilon
number above the order type of P ∩ON .
<ε is assumed to be a canonical ordering such that KPω proves the fact that
<ε is a linear ordering, and for any formula ϕ and each n < ω,
KPω ⊢ ∀x(∀y <ε xϕ(y)→ ϕ(x)) → ∀x <ε ⌈ωn(K + 1)⌉ϕ(x) (1)
In what follows let us write a < b for a <ε b and a, b ∈ ONε when no confusion
likely occurs.
By induction on ordinals a < εK+1(the next epsilon number above K) we
see that Mk+1 ⊂
⋂
a<εK+1
Mk(a;<
ε). In [2] it is shown that a set theory KPΠN
for ΠN -reflecting universes is ΠN -conservative over the theory KPω + {V ∈
MN−1(a;<
ε) : a ∈ ONε}. In other words, the set {V ∈ MN−1(a;<ε) : a ∈
ONε} axiomatizes the ΠN -consequences of KPΠN over KPω.
In this note we axiomatize the Πk+1-consequences of KPΠN for 1 ≤ k < N
through Πk+1-formulas V ∈Mk(~a) for a ramified iteration of operations Mi.
2 Ramified iterations of recursively Mahlo op-
erations
Inspired from M. Rathjen[7] let us introduce a ramified iterations of Mk. Let
N ≥ 2. In what follows let Λ = εK+1, and α, β, γ denote ordinals below Λ.
Definition 2.1 Let ~α = 〈αk, . . . , αN−1〉 and ~β = 〈βk, . . . , βN−1〉 be sequences
of ordinals αi, βi < Λ in the same length lh(~α) = lh(~β) = N − k > 0.
1. ~β < ~α :⇔ ∀i(βi < αi).
2. ~β • ~α = 〈~γk, . . . , ~γN−1〉 denotes the sequence of sequences ~γi of ordinals in
length lh(~γi) = N − i defined by ~γi = 〈βi, αi+1, . . . , αN−1〉.
Each sequence ~γi in the sequence ~β • ~α is the (i − k + 1)-th row in the upper
triangular matrix:

~γk
~γk+1
...
~γN−2
~γN−1


=


βk αk+1 αk+2 · · · αN−1
βk+1 αk+2 · · · αN−1
. . .
...
βN−2 αN−1
βN−1


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Definition 2.2 For 1 ≤ k < N and sequences ~α = 〈αk, . . . , αN−1〉 of ordinals
αi < Λ in length N − k, let us define a class Mhk(~α) as follows.
P ∈Mhk(~α) :⇔ ~α ∈ P & ∀~β ∈ P
[
~β < ~α⇒ P ∈Mk
(
Mhk(~β • ~α)
)]
where ~α ∈ P :⇔ ∀i(αi ∈ P ), and Mhk(〈~γk, . . . , ~γN−1〉) :=
⋂
i≥kMhi(~γi).
When k = N , i.e., ~α is the empty sequence ∅, set MhN (∅) := MN .
For exampleMhN−1(〈α〉) = MN−1(α) for ordinals α < Λ, and for αN−2, αN−1 ∈
P , P ∈ MhN−2(〈αN−2, αN−1〉) iff for any βN−2 ∈ P ∩ αN−2 and any βN−1 ∈
P ∩ αN−1, P is ΠN−2-reflecting on the intersection MhN−2(〈βN−2, αN−1〉) ∩
MN−1(βN−1), i.e., P ∈MN−2 (MhN−2(〈βN−2, αN−1〉) ∩MN−1(βN−1)) holds.
Again we see that there exists a Πk+1-formula σk+1(~a) such that for any
admissible set P and ~α ∈ P , P ∈Mhk(~α) iff P |= σk+1(~α).
Definition 2.3 For 1 ≤ k ≤ N , let T
(N)
k denote an extension of KPω by the
axioms V ∈Mhk(~α) with ~α = 〈αk, . . . , αN−1〉 for αi < Λ.
T
(N)
k := KPω + {V ∈Mhk(~α) : lh(~α) = N − k, ∀i ≥ k(αi < Λ)}.
T
(N)
N is defined to be the set theory KPΠN for ΠN -reflecting universes since
MhN(∅) = MN .
We show the following Theorem 2.4.
Theorem 2.4 For each 1 ≤ k < N , T
(N)
k+1 is Πk+1-conservative over T
(N)
k .
Corollary 2.5 T
(N)
N = KPΠN is Π3-conservative over T
(N)
2 . Moreover T
(N)
N is
Π2-conservative over T
(N)
1 .
First let us show that T
(N)
k is a subtheory of T
(N)
k+1.
Lemma 2.6 T
(N)
k+1 proves V ∈Mhk(~α) for each ~α with lh(~α) = N − k.
Proof. We show that T
(N)
k+1 proves ∀~α < ωn(K + 1)(V ∈ Mhk(~α)) for each
n < ω, where 〈αk, . . . , αN−1〉 < ωn(K + 1) :⇔ ∀i ≥ k(αi < ωn(K + 1)). Let
~α = 〈αk+1, . . . , αN−1〉 be a sequence of ordinals in length N − k − 1. Argue
in T
(N)
k+1. We have V ∈ Mhk+1(~α). We show by induction on ordinals αk <
ωn(K+1), cf. (1) that ∀αk < ωn (K+ 1)(V ∈Mhk(〈αk〉 ∗ ~α)), where 〈αk〉 ∗ ~α =
(αk, αk+1, . . . , αN−1).
Let 〈βk〉 ∗ ~β < 〈αk〉 ∗ ~α. We obtain ~β < ~α and V ∈ Mk+1(Mhk+1(~β •
~α)) by V ∈ Mhk+1(~α). On the other hand we have V ∈ Mhk(〈βk〉 ∗ ~α) by
IH and βk < αk. Since this is a Πk+1-sentence holding on V , which is in
Mk+1(Mhk+1(~β •~α)), we obtain V ∈Mk+1(Mhk(〈βk〉∗~α)∩Mhk+1(~β •~α)). On
the other side we see that (〈βk〉 ∗ ~β) • (〈αk〉 ∗ ~α) = 〈〈βk〉 ∗ ~α〉 ∗ (~β • ~α). Therefore
Mhk(〈βk〉 ∗ ~α) ∩Mhk+1(~β • ~α) = Mhk
(
(〈βk〉 ∗ ~β) • (〈αk〉 ∗ ~α)
)
. ✷
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3 Conservativity
Assume that T
(N)
k+1 ⊢ A for a Πk+1-sentence A. Pick a sequence ~α of ordinals
in length N − k − 1 such that KPω ⊢ V ∈ Mhk+1(~α) → A. We need to find a
longer sequence β such that KPω ⊢ V ∈Mhk(~β)→ A.
In what follows we work in the intuitionistic fixed point theory FiXi(T
(N)
k )
over T
(N)
k . In [3] it is shown that FiX
i(T
(N)
k ) is a conservative extension of T
(N)
k .
As in [2] KPω+ (V ∈Mhk+1(~α)) is embedded to an infinitary one-sided se-
quent calculus with inference rules (Mhk+1(~α, ~β)). In one-sided sequent calculi,
formulas are generated from atomic formulas and their negations a ∈ b, a 6∈ b
by propositional connectives ∨,∧ and quantifiers ∃, ∀. It is convenient for us to
have bounded quantifications ∃x ∈ a, ∀x ∈ a besides unbounded ones ∃x, ∀x.
The negation ¬A of formulas A is defined recursively by de Morgan’s law and
elimination of double negations. Also (A → B) :≡ (¬A ∨ B). The language of
the calculus is a set-theoretic language LV with names ca for each set a ∈ V .
Let us identify the name ca with the set a.
A finite set Γ of sentences, a sequent in the language LV is intended to
denote the disjunction
∨
Γ :=
∨
{A : A ∈ Γ}. A sequent Γ is said to be true in
P ∈ V ∪ {V } iff
∨
Γ is true in P .
We assign disjunctions or conjunctions to sentences as follows.
Definition 3.1 1. For a ∆0-sentence M
M :≃
{ ∨
(Aι)ι∈J if M is false in V∧
(Aι)ι∈J if M is true in V
with J := ∅.
In what follows we consider the unbounded sentences.
2. (A0 ∨A1) :≃
∨
(Aι)ι∈J and (A0 ∧A1) :≃
∧
(Aι)ι∈J with J := 2.
3. ∃x ∈ aA(x) :≃
∨
(A(b))b∈J and ∀x ∈ aA(x) :≃
∧
(A(b))b∈J with J := a.
4. ∃xA(x) :≃
∨
(A(b))b∈J and ∀xA(x) :≃
∧
(A(b))b∈J with J := V .
Definition 3.2 The depth dp(A) < ω of LV -sentences A is defined recursively
as follows.
1. dp(A) = 0 if A ∈ ∆0.
In what follows we consider unbounded sentences A.
2. dp(A) = max{dp(Ai) : i < 2}+ 1 if A ≡ (A0 ◦A1) for ◦ ∈ {∨,∧}.
3. dp(A) = dp(B(∅)) + 1 if A ∈ {(QxB(x)), (Qx ∈ aB(x)) : a ∈ V } for
Q ∈ {∃, ∀}.
Definition 3.3 1. For LV -sentences A, k(A) := {a ∈ V : ca occurs in A}.
2. For sets Γ of sentences, k(Γ) :=
⋃
{k(A) : A ∈ Γ}.
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3. For ι ∈ V and a transitive model P ∈ V of KPω, P (ι) ∈ V ∪ {V } denotes
the smallest transitive model of KPω such that P ∪{ι} ⊂ P (ι). Note that
V is assumed to be a model of KPℓ.
Inspired by operator controlled derivations due to W. Buchholz [5], let us
define a relation P ⊢αc Γ for transitive models P ∈ V ∪{V } of KPω. The relation
P ⊢αc Γ is defined as a fixed point of a strictly positive formula H
H(P, α, c,Γ)⇔ P ⊢αc Γ
in FiXi(KPℓ).
Note that P is closed under a 7→ rank(a) for rank(a) = sup{rank(b) + 1 :
b ∈ a}.
Definition 3.4 Fix a sequence ~α 6= 〈0, . . . , 0〉 of ordinals in length N − k − 1.
Let P ∈ V ∪ {V } be a transitive model of KPω, codes α < Λ and c < ω.
P ⊢αc Γ holds if
k(Γ) ∪ {α} ⊂ P (2)
and one of the following cases holds:
(
∨
) There is an A ∈ Γ such that A ≃
∨
(Aι)ι∈J , and for an ι ∈ J and an
α(ι) < α, P ⊢
α(ι)
c Γ, Aι.
P ⊢
α(ι)
c Γ, Aι
P ⊢αc Γ
(
∨
)
(
∧
) There is an A ∈ Γ such that A ≃
∧
(Aι)ι∈J , and for any ι ∈ J , there is an
α(ι) such that α(ι) < α and P (ι) ⊢
α(ι)
c Γ, Aι.
{P (ι) ⊢
α(ι)
c Γ, Aι : ι ∈ J}
P ⊢αc Γ
(
∧
)
(cut) There are C and α0 < α such that dp(C) < c, and P ⊢α0c Γ,¬C and
P ⊢α0c C,Γ.
P ⊢α0c Γ,¬C P ⊢
α0
c C,Γ
P ⊢αc Γ
(cut)
(
Mhk+1(~α, ~β)
)
There are a sequence ~β of ordinals in length N − k − 1, a
sequent ∆ ⊂ Σk+1 and αℓ, αr < α for which the followings hold: ~β < ~a
and ~β ∪ ~α ⊂ P . P ⊢αℓc Γ,¬δ for each δ ∈ ∆.
For each Q ∈Mhk+1(~β • ~α), P (Q) ⊢αrc Γ,∆
(Q) holds, where for sentences
δ, δ(Q) denotes the result of restricting each unbounded quantifier ∃x, ∀x
in δ to ∃x ∈ Q, ∀x ∈ Q, resp. ∆(Q) = {δ(Q) : δ ∈ ∆}.
P ⊢αℓc Γ,¬δ (δ ∈ ∆) P (Q) ⊢
αr
c Γ,∆
(Q) (Q ∈Mhk+1(~β • ~α))
P ⊢αc Γ
(
Mhk+1(~α, ~β)
)
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Lemma 3.5 (Embedding)
If KPω + (V ∈ Mhk+1(~α)) ⊢ A for sentences A, then there exist p, c < ω such
that P ⊢K·pc A holds for any transitive model P of KPω.
Proof. As in [2] we see by induction on rank(a) < K that P (a) ⊢
2d+3rank(a)
0
B, ∀x ∈ aA(x) for d = dp(A) and B ≡ (¬∀x(∀y ∈ xA(y)→ A(x))).
Next consider the axioms in KPω other than Foundation and ∆0-Collection.
It is a Π2-axiom ∀x, y∃z θ(x, y, z). Let a, b ∈ V . Since P (a, b) is a transitive
model of KPω and a, b ∈ P (a, b), pick a c ∈ P (a, b) such that the ∆0-formula
θ(a, b, c) holds in P (a, b), and in V . Since this is a true ∆0-sentence, we have
P (a, b) ⊢00 θ(a, b, c), and P ⊢
3
0 ∀x, y∃z θ(x, y, z).
To get a derivation of V ∈Mhk+1(~α), let ~β < ~α, and δ ∈ Σk+1 with k(δ) ⊂
P . We obtain P ⊢2d0 δ,¬δ for d = dg(δ) by tautology. Let Q ∈Mhk+1(
~β•~α)∩V .
We obtain P (Q) ⊢00 δ
(Q),¬δ(Q). Moreover P (Q) ⊢00 Q ∈ Mhk+1(
~β • ~α) since
Q ∈Mhk+1(~β • ~α) is a true ∆0-sentence. Hence P (Q) ⊢
1
0 δ
(Q), ∃x ∈Mhk+1(~β •
~α)¬δ(x). An inference rule (Mhk+1(~α, ~β)) yields P ⊢ω0 δ, ∃x ∈ Mhk+1(~β •
~α)¬δ(x).
∆0-Collection follows from V ∈Mhk+1(~α) for k ≥ 1. ✷
Lemma 3.6 (Predicative Cut-elimination)
For each n < ω the following holds:
For any transitive model P of KPω, c < ω and α < ωn(K+ 1), P ⊢αc+1 Γ⇒
P ⊢ω
α
c Γ.
Proof. This is seen from the fact that if P ⊢αc Γ,¬C and P ⊢
β
c C,∆ with
dg(C) ≤ c, then P ⊢α+βc Γ,∆, where C is either a ∆0-formula or an existential
formula. The fact is shown by induction on β < ωn(K+ 1). ✷
Lemma 3.7 (Elimination of (Mhk+1(~α, ~β)))
For each n < ω the following holds:
Let Γ ⊂ Πk+1. Suppose P0 ⊢α0 Γ with α < ωn(K + 1) and P0 ∈ P ∈
Mhk(〈α〉 ∗ ~α). Then Γ is true in P .
Proof. We show the lemma by induction on α < ωn(K + 1), cf. (1). Consider
the case when the last inference is an (Mhk+1(~α, ~β))) for ~β < ~α. There are
∆ ⊂ Σk+1 and αℓ, αr < α such that
P0 ⊢
αℓ
0 Γ,¬δ (δ ∈ ∆) P0(Q) ⊢
αr
0 Γ,∆
(Q) (Q ∈Mhk+1(~β • ~α))
P0 ⊢α0 Γ
(
Mhk+1(~α, ~β)
)
We obtain P ∈Mhk(〈α〉 ∗ ~α) ⊂Mhk(〈αr〉 ∗ ~α) by αr < α. Assume
P 6|=
∨
Γ (3)
IH yields P |=
∨
∆(Q), i.e.,
∀Q ∈Mhk+1(~β • ~α) ∩ P
[∨
∆(Q)
]
(4)
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On the other side let P0 ∈ Q ∈Mhk(〈αℓ〉 ∗ ~α). By IH we obtain
∀δ ∈ ∆
[
Q |=
∨
Γ ∨Q |= ¬δ
]
(5)
Now let P0 ∈ Q ∈Mhk(〈αℓ〉 ∗ ~α)∩Mhk+1(~β • ~α)∩P . From (4) there exists
a δ ∈ ∆ such that Q |= δ. For this δ we obtain Q |=
∨
Γ by (5).
Thus we have shown that
P0 ∈ Q ∈Mhk(〈αℓ〉 ∗ ~α) ∩Mhk+1(~β • ~α) ∩ P ⇒ Q |=
∨
Γ (6)
On the other side P ∈Mhk(〈α〉∗~α) ⊂Mk
(
Mhk(〈αℓ〉 ∗ ~α) ∩Mhk+1(~β • ~α)
)
holds by αℓ < α. Namely we have 〈αℓ〉 ∗ ~β < 〈α〉 ∗ ~α and (〈αℓ〉 ∗ ~β) •
(〈α〉 ∗ ~α) = 〈〈αℓ〉 ∗ ~α〉 ∗ (~β • ~α), and hence Mhk(〈αℓ〉 ∗ ~α) ∩Mhk+1(~β • ~α) =
Mhk
(
(〈αℓ〉 ∗ ~β) • (〈α〉 ∗ ~α)
)
.
From the assumption (3), P |= ¬
∨
Γ for ¬
∨
Γ ∈ Σk+1, we see that there
exists a Q such that P0 ∈ Q ∈Mhk((αℓ)∗~α)∩Mhk+1(~β•~α)∩P and Q |= ¬
∨
Γ.
This contradicts with (6). Therefore the assumption (3) is refuted, and we
conclude P |=
∨
Γ.
Other cases are seen easily from IH as in [2]. ✷
Proof of Theorem 2.4. Argue in the intuitionistic fixed point theory FiXi(T
(N)
k )
over T
(N)
k . Assume that T
(N)
k+1 ⊢ A for a Πk+1-sentence A. Pick a non-zero
sequence ~α such that KPω ⊢ V ∈ Mhk+1(~α) → A holds. Embedding 3.5
yields LωCK
1
⊢K·pc A for some p, c < ω. Predicative Cut-elimination 3.6 yields
LωCK
1
⊢α0 A with an α < ωc+1(K + 1). From Lemma 3.7 we see that A is true
in V such that LωCK
1
∈ V ∈ Mhk((α) ∗ ~α). Therefore FiX
i(T
(N)
k ) ⊢ A. We
conclude T
(N)
k ⊢ A by [3].
From Corollary 2.5 we see that T
(N)
N = KPΠN is Π3-conservative over T
(N)
2
[Π2-conservative over T
(N)
1 ], resp. However these reductions seem to be useless
in an ordinal analysis of the set theory KPΠN , since both of the classesMh2(~α)
and Mh1(~α) involve the higher Mahlo operations Mk with k > 2 when N > 3.
In the ordinal analysis of KPΠN in [4], Mahlo classes Mh
a
k(ξ) are introduced.
These classes are indexed by ordinals ξ up to the next epsilon number εK+2 to
Λ = εK+1. Namely as in [1], an exponential structure for indices emerges again.
Such a structure is needed to resolve the higher Mahlo operations Mk inside
the lower classes Mhi for i < k. A sequence 〈αk, . . . , αN−1〉 of ordinals αi < Λ
in this note corresponds to a tower tk < εK+2 of ordinals, where ti = Λ
ti+1αi
and tN−1 = αN−1.
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