Regarding β-expansion as a two-state Markov chain suggests that a negative eigenvalue of its associated transition probability matrix except 1 reduces the variance of quantization errors.
I. INTRODUCTION
A NALOG-to-digital (A/D) conversion is the essential t echnology in the information society where many applied technologies like audio, image, communication have been digitalized. Since A/D converters are analog circuits, we have the underlying problem that instability of circuit elements has much effect on the A/D conversion. There are a number of possible remedies to this problem.
Such an A/D conversion consists of sampling and quantization. Sampling is based on a well-konwn "sampling theorem" for a bandlimited function, denoted by f (x), i.e., its Fourier transform, denoted by f (ξ)
vanishes outside a bounded interval [−Ω, Ω]. The standard sampling theorem states that we can reconstruct the signal from its sample values on a sufficiently dense grid. Namely,
In practice, the above expression is impractical because the "sinc function" decays slowly. However, if instead of the sample sequence {f (nπ/Ω)} n∈Z the more closely spaced samples {f (nπ/M Ω)} n∈Z (with M > 1) are used, eq.(2) can be replaced by
T. Kohda where ϕ is any function such that ϕ is C ∞ , and ϕ(ξ) = 1 for |ξ| ≤ Ω and ϕ(ξ) = 0 for |ξ| ≥ M Ω. If ϕ is smooth with fast decay, this series now converges absolutely and uniform; moreover if the f nπ M Ω are replaced byf n = f nπ M Ω +ε n in (3), with ε n < ε, then the difference between the approximationf (x) and f (x) can be bounded uniformly:
where
does not depend on T . The above discussion insists that moving from "analog time" to "discrete time" can be done without any problems or serious loss of information: for all practical purposes, f is completely represented by the sequence f nπ M Ω . At this stage, each of these samples is still a real number.
Quantization, which will be our focus in this paper, is the transition to a discrete representation of each sample. Unlike sampling, quantization is not an invertible operation. Therefore, a quantization scheme is usually described by a pair of mappings, an encoder E and a decoder D. The encoder E maps functions of interest to bitstreams; the decoder D is designed to invert E as "closely" as possible. In general, however, D(Ef ) = f .
How the instabilty of circuit elements occurs when the A/D converter operates in the real world? In 2002, Daubechies et al. [1] , [2] , [3] , [4] introduced a new architecture for A/D converter that gives exponentially accurate conversion using inaccurate comparators and analyzed mathematically the effect of quantizer threshold imperfection on A/D converters such as pulse code modulation (PCM) [5] and sigma-delta (Σ∆) modulation [6] . A various kind of A/D, D/A conversions with interesting results were proposed. Among these topics are one-bit coding through over-sampled data [7] and highquality AD conversions using a coarse quantizer together with feedback [8] ; the concept of "democracy", in which the individual bits in a coarsely quantized representation of a signal have equal weights in the approximation [9] , and pipelined AD converter [10] .
Given a bandlimited function f , an L-bit PCM algorithm simply uses each sample value f (n/M ) with L bits: one bit for its sign, followed by the first L − 1 bits of the binary expansion of f (n/M ). One can show that for a bandlimited signal, this algorithm achieves precision of order O(2 −L ). On the other hand, Σ∆ modulation [11] , [12] , [13] , [14] , another commonly implemented quantization algorithm for a bandlimited function, achieves precision that decays like only an inverse polynomial in the bit budget L. For example, a kth-order Σ∆ scheme produces an approximation where the distortion is of order O(L −k ). Although PCM is superior to Σ∆ modulators in terms of distortion for a given bit budget, Σ∆ modulators have practical features in analog circuits. One of them is a type of selfcorrection property for quantizer threshold errors (bias) that is not shared by PCM. This is one of several reasons why Σ∆ modulators are preferred for A/D conversion in practice.
Moreover, Daubechies et al. introduced an A/D converter, called β-encoder [1] , [2] , [3] , [4] which utilizes the bit-budget efficiently, like PCM, but is robust with respect to inevitable imprecision errors in the (analog) circuit implementation, like Σ∆ modulators. These β-encoders are PCM-like in that they quantize each sample correctly and achieve exponential precision for the resulting approximation.
PCM is an A/D converter which realizes binary expansion in the analog world. Figure 1 shows a block diagram for the determination of the bits b 1,B , b 2,B , · · · , given a real number r ∈ [−1, 1]. The binary expansion of r has the form
where b 0,B = b 0,B (r) ∈ {−1, 1} is the sign bit, and b i,B = b i,B (r) ∈ {0, 1} i ≥ 1 are the binary digits of |r|. We define the quantizer function Q 1 (·) as
Then we have b i,B which can be computed in the following algorithm. Let u 1 = 2|r|; the first bit b 1,B is then given by b 1,B := Q 1 (u 1 ). The remaining bits are determined recursively; if u i and b i,B have been defined, then we can define as
and
respectively. Such a sequence is also obtained by using the Bernoulli shift map B(x) [15] , [16] , [17] , defined by
and its associated bit sequence b i,B (i = 1, 2, · · · ), defined by
Iterating B(x) for x ∈ [0, 1) gives
Then
. That is, we get the binary expansion of x:
Consider a situation that a threshold shift ρ occurs. Let B ρ (x) be the resulting map:
and b i,Bρ (i = 1, 2, · · · ) its bit sequence:
Then we have its associated binary expansion of x, defined as
When ρ > 0, we have
Suppose, conversely, that ρ < 0, we get
Both (18) and (19) tell us that an A/D conversion does not work well because quantization errors don't decay. Figure 2 shows the divergence of a value x in PCM when the threshold shift ρ > 0 occurs. Such a map must be into-(or onto-) mapping so that an A/D conversion operates normally. Fluctuations of the threshold are inevitable phenomena because every A/D converter is an analog circuit. However, β-encoders which realize β-expansion, using the expansion β ∈ (1, 2) as a radix, overcome this problem. The block diagram of a β-encoder, as shown in Fig.3 , is almost the same as that of PCM, as shown in Fig.1 , except the amplifier β ∈ (1, 2) and the quantizer Q ν . The quantizer Q ν is defined by
Even if the quantizer threshold ν fluctuates, β-encoder can perform normally as far as ν ∈ [1, (β − 1) −1 ). The bit sequences b i,C can be calculated recursively as follows: Let u 1 := βx; the first bit b 1,C is then given by b 1,C := Q ν (u 1 ). The remaining bits are obtained recursively; if u i and b i,C have been defined, we define u i+1 := β(u i − b i,C ) and
The β-expansion (β > 1, β ∈ Z) as a basis of β-encoder is a classic of ergodic theory [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] (Basics of ergodic and measure theory will be provided in Sec.III).
1 Rényi[18] defined the β-transformation: x → βx mod 1 for a real number x ∈ (0, 1] and a real number β > 1. Gelfond [19] and Parry [20] gave its finite invariant measure. Parry [21] defined the linear mod one transformation (or (β, α)-transformation, generalized Rényi map): x → βx + α mod 1 for a real number x ∈ (0, 1] and real numbers β ≥ 1, 0 ≤ α < 1 and gave a finite invariant measure for a (strong) ergodic linear mod one transformation (see Fig.5(b) ). Flatto and Lagarias [26] derived the explicit formula for its lap counting function, as a fundamental invariant of the behavior of iterates of this transformation. 2 Dajani [27] , [28] discussed the ergodic property of the transformation.
Using the Rényi map C β,ν (x), defined by
we obtain its associated bit sequence
Then we get the binary representation of x in β-expansion:
which implies that each x ∈ [0, (β − 1)
Introducing γ := 1/β enables us to get a more convenient form:
1 λ-expansion, discussed in [25] has a close relationship to β-expansion. 2 Readers interested in a lap counting number should read [26] and its cited references therein, for example. Furthermore, in order to show the self-correction property of the amplification factor β, Daubechies et al. [4] gave an equation of β governed by bit sequences of sample data as follows. Using the β-expansion sequences b i,C β,ν for x ∈ [0, 1) and c i,
II. NEW D/A CONVERSION AND OPTIMAL DESIGN OF QUANTIZER
Erdös [22] , [23] showed that the β-expansion has multirepresentations of a real number x ∈ [0, (β −1) −1 ) as follows.
Erdös introduced the lexicographic order −1 in the set of all expansions of x, there is a greatest and a smallest element with respect to this order: the so-called greedy and lazy expansion. (The greedy expansions were studied earlier in [18] where they were called β-expansions). A number x has a unique expansion if and only if its greedy and lazy expansions coincide.
Erdös defined the bit sequence of these expansions recursively as follows: if m ≥ 1 and if the bit sequence b i of the greedy expansion of x is defined for all i < m, then we put
If m ≥ 1 and if the bit sequence b i of the lazy expansion of x is defined for all i < m, then we put
Furthermore, Erdös [23] remarked the duality of greedy and lazy expansion as follows. Given x ∈ [0, (β −1)
Using the trivial relation
which shows a dual role of the greedy expansion {b i } of x and lazy expansion {b i } of x, i.e., greedy expansion {c i } of ψ(x). Let C β,1 (x) be the greedy expansion map (see Fig.4(a) ), defined by
and b i,C β,1 its associated bit sequence, defined by
Then the greedy expansion of x by the map C β,1 (x):
is obtained, i.e., we get
which enables us to rewrite eq.(33) as:
This suggests that b m,C β,1 in eq. (33) is equal to b m in eq. (26) . Let C β,(β−1) −1 (x) be the lazy expansion map (see Fig.4(b) ), defined by
Then the lazy expansion of x by the map C β,(β−1) −1 (x):
which enables us to rewrite eq.(37) as: (37) is equal to b m in eq. (27) .
. Several terms for a dynamical system are defined in sec.III.
On the contrary to Dajani's discussion [27] , 3 we can naturally conclude that there is no difference between the greedy and lazy expansions in terms of their quantization errors as follows. The greedy expansion of x and lazy expansion of ψ(x), respectively defined by
give the following lemma [27] :
3 Dajani and Kraaikamp [27] discussed difference between the greedy expansion's error of x, defined as γ L C β,1 (x) and the lazy expansion's one of x, defined as γ L C β,(β−1) −1 (x) and concluded that "on average for almost all x the greedy convergents, defined as
Here the terms for ergodic theory such as "average" and "for almost all" will be defined later.
which completes the proof. Such two expansions have the more important property: theorem 1: Let x L,C β,1 be the decoded value of x using its greedy expansion
Let ψ(x) L,C β,(β−1) −1 be the decoded value of ψ(x) using its
proof: Eqs. (43) and (44) give immediately
which together with eq. (42) complete the proof. The Rényi map C β,ν (x) (eq. (21)) gives the "cautious"
which gives its associated subinterval, defined by
In order to borrow Daubechies' idea for estimating β based on a root of the characteristic equation of β, let us introduce cautious expansions
for 4 Daubechies et.al. [3] used e x Daub
as the decoded value of x which is similar to Dajani's convergent [27] . Such a decoded value, however, works in the favor of the greedy expansion in terms of the variance of its quatization errors because invariant subinterval under the greedy map C β,1 (x), defined as [0, 1), is deviated from the center portion of the initial interval [0, (β − 1) −1 ) as shown in Fig.15 . See Figure16. The invariant subinterval will be defined later.
, which is characterized by an approximated transition probability matrix P (β, ν) and its estimated one
we can find such a locally eventually onto map is equivalent to the Parry's linear mod one transformation (or (β, α)-map) as shown in (b).
Eq.(49) makes us to define their decoded values, respectively given as
Then we get the relation
which gives a new characteristic equation for β: theorem 2: [29] The estimated value of γ is a root of
, however, plays an important role in estimating β and x both precisely as will be shown later. Namely, one should not take out the term such as the trash because information will be lost. This is one of main differences between Daubechies et al.'s DA conversion in β-encoder and ours defined here.
III. ASYMPTOTIC BEHAVIOR EXHIBITED BY β-MAP
We deal exclusively with the asymptotic behavior exhibited by a dynamical system. In particular, we limit ourselves to a map of an interval I into itself, called an interval map, which is a topic in the theory of dynamical systems with a long mathematical history. 5 A short review of fundamental subjects [31] is provided to understand dynamics in the β-maps as follows. definition 1: Given E ⊂ R and τ : E → E a continuous map, the set E and the map τ form a dynamical system, denoted by (E, τ ). For a given x ∈ I a sequence of forward iterates
is referred to as the forward trajectory ( or orbit) of x. definition 2: We say x ∈ I is a periodic point of period n (or simply, n-periodic) provided τ n (x) = x and τ
definition 3: Let p be periodic of period n. We say p is attracting provided there is an open set U ∋ p such that, for x ∈ U \ {p}, we have lim m→∞ τ nm (x) = p. We say p is repelling provided there is an open set U ∋ p such that, for
If x is a periodic point for a map τ , then the asymptotic behavior of eq. (53) is precisely the periodic orbit. To investigate the asymptotic behavior of eq. (53) it is natural to consider the accumulation points of eq. (53) . definition 4: Let (E, ρ) be a metric space and M ⊂ E, where ρ is a metric on a set E. A point x ∈ E is said to be an accumulation point of the set M provided that, for every open set U ∋ x, we have M ∩ (U \ {x}) = Ø. Let M ′ be the set of accumulation points of the set M . The closure of the set of M , denoted by M , is defined to be M ∪ M ′ . definition 5: A map τ of an interval I to itself is measurable if for any set E, so is τ −1 (E) = {x|τ (x) ∈ E}. Let m be its measure satisfying m(I) = 1. If, in addition, m(τ
Let (E, ρ) be a compact metric space and τ : E → E be continuous. For x ∈ E we define the ω-limit set of x under the map τ as:
ω(x, τ ) := {y ∈ E|there exists n 1 < n 2 < · · · with τ ni (x) → y} (54) That is, y ∈ ω(x, τ ) means that points from the orbit of x get arbitrarily close to y. We call x recurrent provided x ∈ ω(x, τ ). Hence, recurrence is a generalization of periodicity, in the sense that orbit of x need not return exactly to x but does return arbitrarily close to x. Often ω(x, τ ) is a Cantor set, i.e., ω(x, τ ) is compact, totally disconected, and perfect. definition 7: Let (E 1 , ρ 1 ) and (E 2 , ρ 2 ) be compact metric spaces and f : E 1 → E 2 . We call f a homeomorphism provided f is one-to-one and both f and f −1 are continuous. If, additionally, f is onto, we call f an onto homeomorphism. definition 8: Let f : A → A and g : B → B be given. We say f and g are topological conjugate provided there is an onto homeomorphism h :
a bijection that is continuous in both directions. h is referred to as the conjugacy between f and g. definition 9: We say a map τ with its invariant subinterval J is locally eventually onto privided that for every ε > 0 there exists M ∈ N such that, if U is an interval with |U | > ε and if n ≥ M , then τ n (U ) = J. In a dynamical system the main problem is to describe the distribution of orbits. Thus we wish to know how iterates of points under an interval map vary over the interval. Ergodic theory provides answers to such a question, particularly the notions of ergodicity and invariant measure. In general, such a map has an infinite number of invariant measures. However, computer simulations of orbits of the map τ reveal only one measure, the one that is absolutely continuous with respect to Lebesgue measure. 6 Such observations suggest the practical importance of invariant measures that are absolutely continuous with respect to Lebesgue measure. Let µ be an absolutely continuous invariant measure for the map τ , then we get [Birchoff Ergodic theorem]: [16] , [17] , [30] , [31] (i) Let τ be a measure preserving map of an interval I. Then for any integrable function h(x), the time average:
exists for almost all x ∈ I with respect to µ; (ii) If, in addition, τ is ergodic, then eq. (55) is equal to the space average: hdµ for almost every x with respect to µ. That is, the equality of time and space averages is true for almost x in the sense of Lesbesgue measure, even if the support of µ is not the entire space. The Birchoff Ergodic theorem tells us that, even though we cannot describe orbits of τ precisely, we can at least say what most orbits "do" on the average.
The first important result on the existence of an absolutely continuous invariant measure is now considered to be a folklore theorem which originated with the basic result due to Renyi [18] . His key idea has been used in more general proofs by Adler and Flatto [32] .
definition 10: Let I be an interval and {I i } a finite partition of I into subintervals. Let τ : I → I satisfy: 7 1) piecewise smoothness, i.e., τ | Ii has a C 2 extension to the closure I i of I i . 2) local invertibility, i.e., τ | Ii is strictly monotone. 3) Markov property, i.e., τ (I i ) = union of some I j 's. 4) Aperiodicity, i.e., there exists an integer p such that τ p (I i ) = I for all i. 6 Examples of maps having an absolutely continuous measure with respect to Lebesgue measure were known to Ulam and von Neumann [37] . Renyí [18] was the first one to define a class of maps that have an absolutely continuous invariant measure. 7 The Bernoulli shift map is a typical example of a map satisfying 1)-4).
Then τ has a finite Lebesgueequivalent measure m and furthermore dm = ρ(x)dx, where ρ(x) is piecewise continuous and D −1 < ρ < D for some D. Under conditions 1)-4), the converse of the folklore theorem also holds.
A comprehensive treatment of the linear mod one map was made by Gelfond [19] and Parry [20] , [21] .
[Parry's result]: [20] , [21] If τ is a linear mod one transformation (τ (x) = βx + α mod 1, β > 1, 0 ≤ α < 1), then
n , for α = 0, [19] , [20] (56)
If τ is strongly ergodic, then ρ(x) ≥ 0 for almost all x and ν is a finite positive measure invariant under τ . definition 11: Let τ : I → I be an interval map with a unique point of discontinuity c such that
To each x ∈ I we associate an element of {0, 1, * } N by listing in a sequence the adresses of the forward orbit of x, called the itinerary of x under the map τ (x), denoted as s τ (x) = (s 0 , s 1 , · · · , s n , · · · ), is defined by:
Let σ : Σ = {0, * , 1} N → Σ be the shift map:
If we make the convention that if, for some j, we have s j = * , then we stop the sequence, that is, the itinerary is a finite string. Hence, if τ n (x) = c for all n, then s τ (x) ∈ {0, 1} N . Figure 4 (a) (or (b) ) shows that the greedy (or lazy) expansion map C β,1 (x) (or C β,(β−1) −1 (x)) with a unique point of discontinuity c = γ (or c = γ(β − 1) −1 ) is locally eventually onto, and hence has its strongly invariant subinterval,
. Namely, such a map provides the greedy (or lazy) dynamical system, defined as
) which is illustrated with the bold lines in Fig.4 (a) (or (b) ). lemma 1 asserts that the greedy map C L β,1 (x) and the lazy map C L β,(β−1) −1 (x) are topological conjugate, i.e., many dynamical behaviors of the greedy dynamical system are preserved by the conjugacy; that is, the lazy dynamical system also has the behaviors. Hence there is a sense in which topologically conjugate systems are dynamically the same. However, not all dynamical behavior are preserved via a conjugacy. Typically, "topological behaviors", such as periodicity and recurrence, are preserved by conjugacies. Let µ β,1 be the greedy measure 8 and µ β,(β−1) −1 the lazy measure, then for any Lebesgue set A ⊂ [0, (β − 1)
8 ρ(x) for α = 0 provides the density of µ β,1 , i.e., dµ β,1 ∝ ρ(x)dx.
The cautious expansion map C β,ν (x), ν ∈ [1, (β − 1) −1 ] with a unique point of discontinuity c = γν has also its strongly invariant subinterval [ν − 1, ν] as well because the map C β,ν (x) is locally eventually onto as shown in Fig.5(a) . This map gives the cautious dynamical system, defined as ([ν − 1, ν), C β,ν (x)), which is illustrated with the bold lines in this figure. It is noteworthy that such a map restricted to the invariant subinterval with its discontinuous point c = γν is the same as Parry's (β, α)-map with its point of discontinuity c = γ(1 − α) [21] , as shown in Fig.5(b) , if α = β(ν − 1).
Throughout in this paper, we assume that the forward orbit of a point of discontinuity c = γν, 1 ≤ ν ≤ (β − 1)
under the β-expansion map C β,ν (x) is infinite and that c is not attracted to a periodic orbit (meaning that there does not exist an n-periodic point x such that lim k→∞ f kn (c) = x). Then, the binary sequence
is exactly the itinerary of x under C β,ν (x).
IV. INTERVAL PARTITION OF THE INTERVAL BY β-MAP
To clarify how to determine the decoded value x L,C β,ν of a sample x in the interval I L,C β,ν (x) governed by the map C β,ν (x), we review the arithmetic coding procedure which has its roots in the Shannon-Fano-Elias coding process [33] , [34] , [35] . 9 Let {X i } be an i.i.d. (independent and identically distributed) binary random variable generated by a stationary binary Markov chain with transition matrix [10] , [11] . All of 8 subintervals associated with sequence X 1 X 2 X 3 = x 1 x 2 x 3 are also given. In this figure, its associated Elias codes are assigned. Fig.6(b) shows another example of the arithmetic coding procedure by Markov information source
, where
is a sationary binary Markov chain with transition matrix [10] , [11] . All of 9 see [33] , [34] for review.
8 subintervals associated with sequence X 1 X 2 X 3 = x 1 x 2 x 3 are also given. In this figure, its associated Elias codes are assigned. Note that each sequence x 1 x 2 · · · x n , simply denoted 
(1)
Elias code by
Here F (x n ) and p(x n ) denote the cumulative distribution and probability of x n , respectively defined by
where χ denotes the set {0, 1}. If {X i } is i.i.d., then The crucial point here is that the arithmetic coding procedure provides disjoint interval partitions so that a real-valued point x ∈ (0, 1) is uniquely mapped into one subinterval containing it regardless of memoryless or Markovity.
We are now in a position to discuss interval partition process by the β-expansion. Consider the β-expansion of x with its binary sequence b j,C β,ν by the map C β,ν :
Let I i,C β,ν (x) = [l i , r i ), i ≥ 1 be its associated i-th interval, recursively defined by
"1" together with the initial interval I 0,C β,ν (x) = [l 0 , r 0 ), l 0 = 0, r 0 = (β − 1) −1 . Then we get the relation
Using two trivial relations: (β −1)
we can rewrite r i as
Then we obtain the useful relation:
Furthermore, we get lemma 2:
i.e., b i+1,C β,ν = 0, then the inequality ν < (β − 1) −1 , eq.(64) and the trivial relation: j>i+2 γ j = (β − 1)
This implies x ∈ I i+1,C β,ν (x) because l i+1 = l i . If, conversely, u i+1 ≥ ν, i.e., b i+1,C β,ν = 1, then the inequality ν ≥ 1 together with eq.(64) give
which implies x ∈ I i+1,C β,ν (x) because r i+1 = r i . This completes the proof. Namely, a renormalization rule is devised which maintains the onto-mapping by the map C β,ν . We have an example of overlapped interval partitions by β-expansion as illustrated in Fig.8 . Figure 8 shows that for bit budget L there are all possible This is a big difference between the PCM and β-encoder.
1-γ+γ
lemma2 together with eq. (48) yield an important result: theorem 3: [29] The decoded value of x using {b i,
should be defined by
For all L-bit precision, the approximation error between the original value x and its decoded x L,C β,ν is bounded by
This concludes the proof.
The above theorem suggests that we can write the bound on the quantization error which is independent of ν and that x L,C β,ν makes quantization error 3dB improved than the Daubechies' bound νγ
V. OPTIMAL DESIGN OF AMPLIFIER WITH SCALE-ADJUSTED MAP
In β-encoders, for a given quality of quantizer, i.e., quantizer tolerance σ ≤ (β − 1) −1 − 1, we must choose an appropriate quantizer threshold ν as well as the amplifier parameter β. The quantizer, however, is restricted by β because the scale of the map depends solely on β. This motivates us to introduce a new map with its scale s > 0, being independent of β, referred to as a scale-adjusted map, defined by
(74) which is illustrated in Fig. 9 . This is identical to the β-map when s = (β − 1) −1 . Let b i,S β,ν,s be its associated bit sequence, defined by
The invariant subinterval of S β,ν,s (x), defined as [ν − s(β − 1), ν) is similar to the one of β-expansions.
be a sequence generated by iterating the map
Using the relation S L β,ν,s (x) ∈ [0, s) gives its subinterval, defined by
which enables us to get readily the decoded value x L,S β,ν,s :
and its quatization error bounded as
Let us introduce an A/D converter which realizes the above expansion, called a scale-adjusted β-encoder as shown in Fig.  10 , where the scale s of S β,ν,s can be adjusted with the constant-voltage source s(b) defined by
The robustness to the fluctuation of the quantizer threshold ν is restricted by its tolerance σ β,s : Even if the amplification factor β is constant, the tolerance σ β,s can be set arbitrarily by selecting the constant-voltage source s. We get the following convenient lemma as a rule of thumb for AD/DA-converter designers: lemma 3: In a scale adjusted β-encoder, for a given bit budget L, scale s and quatizer tolerance σ β,s , the amplification factor β with its inevitable fluctuation is designed as
so that the quantization error is minimized.
Differentiating |I L,S β,ν,s (x)| with respect to β, we obtain
This completes the proof. This lemma shows that the amplification factor β minimizing the quantization error is not equal to 2 but the relation β = 2 as in PCM holds only if L → ∞. However, we must take care a little.
Let us assume that for an initial value of an A/D conveter
we should adjust the amplification factor and the constant-voltage source which satisfy β = 2L/(L + 1) and The map of the negative β-expansion:R β,ν,s (x). Its invariant subinterval is a function of ν (see Figs. 14(a),(b),(c) and 15(b) ).
NEGATIVE β-EXPANSION
In this section, we introduce expansions of a real value with a negative real value as a cardinal number, called a negative β-expansion, and discuss difference between the quantization errors by negative β-expansions and one by (scale-adjusted) β-expansions as well as their variances. Since such a negative expansion is an unusual one, it is somewhat intricate. So, let us consider a negative β-expansion as a map
as shown in Fig. 11 . Such a negative β-expansion gives a new A/D converter as shown in Fig.12 , called a negative β-encoder which improves the variance of the quantization errors in the greedy case ν = s(β − 1) and lazy case ν = s as follows. Let b i,R β,ν,s (x) be its associated bit sequence, defined by
is represented recursively by 
which gives
Using the relation R L β,ν,s (x) ∈ [0, s) gives its subinterval, defined by
which enable us to get readily the decoded value x L,R β,ν,s :
Then, its quantization error ǫ L,R β,ν,s (x) is bounded as
which is the same as in a β-expansion. Figure13 shows an example of interval partition by a negative β-encoder. Similarly, borrowing Daubechies' idea and using negative β-expansion sequences b i,R β,ν,s for x and c i,R β,ν,s for y = 1 − x (i = 1, 2, · · · , L), we can get the characteristic equation of β in a negative β-encoder as follows:
The quantization error between the sample x i and its Lbit quantized x i,L , i = 1, 2, · · · , N for sample number N is defined by
The invariant subinterval of the map R β,ν,s (x) consists of 2 line segments as shown in Fig.11 . The line segment in the graph of R β,ν,s (x) having its full range, referred to as full line segment. 10 There are three possible cases as follows: 10 In β-expansion, the greedy-expansion map (or the lazy-expansion map), restricted to its invariant subinterval has left (or right) full line segment as shown in Fig.4 (a) (or (b) ) but the cautious-expansion map, restricted to its invariant subinterval has no full line segment as shown in Fig.5 (a) . 1) the right segment is the full line segment (as shown in Fig. 14(a) ) whose invariant subinterval is given by
2) no full line segment (as shown in Fig. 14(b) ) whose invariant subinterval is given by
when
3) the left segment is the full line segment (as shown in Fig. 14(c) ) whose invariant subinterval is given by
when Since the quantization error in β-expansion is bounded as 
and (c) It is natural to assert that the quantization threshold ν with inevitable errors should be designed as nearly equal to
to reduce the variance of quantization errors (see Fig.16 ).
The invariant subinterval in β-expansion, given as [ν − s(β − 1), ν) as a function of ν is illustrated in Figure 15 (a). Hence the variance becomes lower when ν = βs 2 because the invariant subinterval is given by
. While, the variance in greedy (or lazy) expansion becomes higher because the invariant subinterval is given as [0, (β − 1)s) (or [s(2 − β), s)), which is deviated toward a left (or right) portion of the initial interval [0, s) as shown in Fig.15(a) .
On the contrary, the invariant subinterval in a negative β-encoder as a function of ν is illustrated in Figure 15(b) . In particular, both of the greedy expansion (ν = s(β − 1)) and lazy expansion (ν = s) have their invariant subintervals, given as [0, s), which is the same as the initial subinterval. Therefore, the variance of quantization errors becomes lower automatically in contrast to a β-expansion. While the invariant subinterval in a negative β-expansion with ν = sβ/2 is given by [s(1 − β/2), sβ/2], which is the same as in a β-expansion with ν = sβ 2 , so the variance gives comparable results. Figure16 shows numerical results of variances of quantization errors by several types of β-expansions. We can find that the variance of a negative β-encoder is improved even if ν is set to around greedy value and lazy value with its fluctuations, respectively. Figure 17 shows the error between β and the decoded valueβ, i.e., a root of the characteristic equation of 
VII. MARKOV CHAIN OF BINARY SEQUENCES GENERATED BY β-ENCODER
As discussed above, the localized invariant subinterval makes variance of quantization errors in greedy/lazyexpansions get worse than one of the cautious-expansion. Regarding a binary sequence generated by greedy/lazy and cautious expansions as a Markov chain generating binary sequences, we give another clear distinction among the two.
We begin to return examples of two arithmetic codings governed by a Markov chain with transition matrices P i.i.d. and P Markov whose eigenvalue except 1 is 0 and It is obvious that the cautious map C β,ν (x) with β = 2 and ν = 1 is identical to the Bernoulli shift map B(x).
Consider a special class of piecewise-linear Markov maps satisfying condition 1)-4) of definition10, in which in addition, each τ | Ii is required to be linear on I i and be an ontohomeomorphism, i.e., from I i , onto some connected union of subintervals. [17] 12 Such a map provides simply a transition probability matrix. 13 Kalman [38] gave a deterministic procedure for embedding a two-state Markov chain into chaotic dynamics of the piecewise-linear-monotonic onto maps. This procedure is closely related to the problem of random number generation [39] , [40] which is discussed deeply in the field of information theory, e.g., in source coding problems, there have been several attempts to construct a dynamical system with an arbitrarily precribed Markov information sources; in addition, in analogy with chaotic dynamics, arithmetic coding problems are also discussed. [41] , [42] , [43] , [44] , [45] , [46] (see, for example, the survey in [46] ). Relation between random number generation and interval algorithm has been discussed in [43] . However, few attempts or discussions in the following decades remind us that Kalman's embedding procedure is to be highly appreciated in the sense that Kalman replied to the question of whether irregular sequences observed in physical systems originated from determinism or not. 14 We turn now to the cautious-expansion map Fig.5(a) ). Such a situation compels us to introduce an approximated transition matrix of size 2 representing a two-state Markov chain [29] induced by the map C β,ν (x)| [ν−1,ν) as follows. Fig.18 show that for almost β and ν P (β, ν) has a negative eigenvalue of large magnitude except the cases (β = 1 and β = 2). To confirm this fact, we introduce another method for estimating eigenvalue of a two-state Markov chain except 1 as follows.
Let b 1 , b 2 , · · · , b N be a binary sequence generated by β-encoder. We regard {b i } as a two-state Markov chain with transition matrix P ({n ij }) [29] , defined as P ({n ij }) = 
where n 00 , n 01 , n 10 , n 11 , are frequencies defined as
(107) Such a matrix P ({n ij }) enables us to estimate the second eigenvalueλ provided that N is a sufficient large number e.g. N = 100, 000. The results illustrated in Fig.19 show that almost all eigenvalues are negative. Furthermore, the green (or blue) line shows thatλ of greedy (or lazy) scheme is larger than that of cautious scheme for almost all β, ν.
Such an important role of a negative eigenvalue except 1 of transition probability matrix is along the lines of designing spreading spectrum code generated by a Markov chain with its negative eigenvalue in an asynchronous direct spread code multiple accesss system to improve the bit error performance [50] , [51] , [52] . 15 VIII. CONCLUSION The following three facts have been given. (1) the new characteristic equation of an amplification factor β with the remaining term provides decoded values of β and a sample x with its high precisions; (2) negative β-encoder improves the variance of quantization errors in greedy/lazy scheme; (3) regarding a binary sequence generated by β-encoder as a twostate Markov chain states that the eigenvalue of the Markov transition matrix except 1 is negative; the absolute value of the eigenvalue in the cautious scheme is larger than the one in the geedy/lazy scheme. The third leads to the interesting conclusion that a negative eigenvalue of a binary sequence generated by a cautious-expansion map in a β-encoder is relevant to the precision of decoded values of β and x both. However, the optimum design to minimize the variance of quantization errors are omitted here because the variance as a function of β and ν shows complicated behaviors even for the transition probability matrix of size 2, P (β, ν). In general, β-expansions need more sophisticated discussion using Markov chain with transition probability matrix of size more than 2. Fig. 19 . For N = 100, 000 and x = ν − π/10, the distribution of second eigenvalue of approximated transition probability P ({n ij }) as a function of β and ν.
