Abstract: This paper introduces a new speech enhancement algorithm based on the adaptive threshold of intrinsic mode functions (IMFs) of noisy signal frames extracted by empirical mode decomposition. Adaptive threshold values are estimated by using the gamma statistical model of Teager energy operated IMFs of noisy speech and estimated noise based on symmetric Kullback-Leibler divergence. The enhanced speech signal is obtained by a semisoft thresholding function, which is utilized by threshold IMF coefficients of noisy speech. The method is tested on the NOIZEUS speech database and the proposed method is compared with wavelet-shrinkage and EMD-shrinkage methods in terms of segmental SNR improvement (SegSNR), weighted spectral slope (WSS), and perceptual evaluation of speech quality (PESQ). Experimental results show that the proposed method provides a higher SegSNR improvement in dB, lower WSS distance, and higher PESQ scores than wavelet-shrinkage and EMD-shrinkage methods. The proposed method shows better performance than traditional threshold-based speech enhancement approaches from high to low SNR levels.
Introduction
The corruption of speech signals by environmental noise negatively affects the quality and intelligibility of speech, resulting in a severe decrease in the performance of the applications. Speech enhancement is an important research field with applications in speech coding, automatic speech recognition systems, digital hearing aids, and mobile communication systems. Speech enhancement algorithms must be developed to minimize speech distortion while maximizing noise reduction. In recent years, various methods have been developed to reduce noise while maintaining the quality and intelligibility in speech enhancement problems. These methods are divided into three basic groups based on the time, frequency, and time-frequency domains.
Time domain methods include the subspace enhancement method [1] and frequency domain methods include spectral subtraction [2, 3] , MMSE estimators [4] , and Wiener filtering [5, 6] . The time-frequency methods include wavelet transform [7, 8] and empirical mode decomposition (EMD) methods [9] [10] [11] [12] . In speech enhancement, time domain methods such as the subspace approach give rise to speech distortion and residual noise and it is very difficult to use them in real time in terms of computational load. The spectral subtraction approach is historically one of the first algorithms based on a simple principle that is recommended for noise reduction. In this method, the speech signals are degraded by unwanted disturbing sound known as "musical noise". Many algorithms aim to eliminate these undesired sounds [3] . The frequency domain methods, which are statistical model-based speech enhancement algorithms such as MMSE and log-MMSE estimators, focus on the nonlinear estimation of the amplitude from the discrete Fourier coefficients of the signal complexity using various statistical models and optimization criteria [13] . One of the major problems of these methods is that the variance of the spectral coefficients is quite large. Nonlinear time-frequency domain methods such as wavelet transform and empirical mode decomposition are proposed to overcome these shortcomings in speech enhancement algorithms.
In the methods based on wavelet transform [14, 15] , noisy speech is decomposed and then the enhanced speech can be obtained by using threshold values, which are the decision criteria. A fixed threshold value is applied to all wavelet coefficients and this may cause elimination of speech components. Thus, adaptive threshold techniques are preferred in noisy speech enhancement. However, there are some disadvantages of speech enhancement by wavelet transform. These disadvantages are the use of the fixed mother wavelet and the variation of the number of subbands used in perceptual wavelet packet transform. Therefore, EMD, a new temporal signal decomposition method in recent years, has been proposed to analyze nonstationary and nonlinear time series. In this adaptive method, the signal decomposes into oscillatory components that are called intrinsic mode functions (IMFs). It is based on the principle of decomposing a signal into the sum of high and low frequency components. The greatest advantage of the method is that the basis functions are extracted from the signal itself. Therefore, the decomposition is adaptive, unlike the existing state-of-the-art algorithms in which basis functions are fixed.
In speech enhancement problems, filtering based on EMD [9, 16] or threshold approaches [12, 17] are proposed to reduce noise. However, in the EMD method, setting a fixed threshold value can cause elimination of the component of the speech besides the noise. Therefore, the adaptive threshold values from the IMF coefficients instead of using a fixed threshold value give better improvement for noisy speech [18] . The adaptive threshold values can be determined using the Teager energy operator (TEO) as well as an enhancement technique based on wavelet transform [19] [20] [21] .
In this study, we have developed a new approach to the adaptive threshold of IMF coefficients to obtain enhanced speech. In our proposed method, a suitable statistical model of the energy of the IMF coefficients of speech and nonspeech regions is derived unlike other EMD-based speech enhancement methods. By using the statistical distribution, the adaptive threshold values are determined based on the possibility of speech or the possibility of noise for noisy speech signals. In this proposed approach, the noisy speech signals are decomposed to IMFs and residual signal by the EMD method and the TEO is applied to these IMFs. The probability density function of noisy speech and noise are obtained by the gamma distribution of Teager energy (TE) operated IMFs for noisy speech. Symmetric Kullback-Leibler (SKL) divergence is used to identify the suitable threshold values for each mode. Unlike traditional hard or soft thresholding functions, a semisoft thresholding function is utilized to get enhanced speech.
The paper is structured as follows. In Section 2, the algorithm for determining the adaptive threshold values is explained. In Section 3, the speech quality and intelligibility measures are briefly explained. In Section 4, the results obtained via the proposed method are presented and compared with traditional shrinkage methods. Finally, Section 5 contains some concluding remarks.
Proposed method
The steps of the proposed speech enhancement approach are given in Figure 1 . As shown in Figure 1 , noisy input speech is separated into frames. Since the noise characteristic plays an important role in improving the noisy speech signals, noise is first obtained by a noise estimation algorithm from the noisy speech signal. Then the EMD method is applied to each frame of noisy speech and the estimated noise signal. The TEO is applied to noisy speech and noise and the adaptive threshold values are calculated based on distributions of the TEO for each mode. After this process, IMF coefficients of noisy signals are thresholded. On the threshold of the IMF coefficients, the semisoft thresholding function, which is frequently used in recent years, has been used. Finally, an enhanced signal is achieved with inverse empirical mode decomposition and the overlap-and-add method. 
Noise estimation
In speech enhancement, determining the characteristic of the noise is important in improving the performance of enhanced speech. Recently, the optimally modified log-spectral amplitude estimator (OMLSA) algorithm [22] has been frequently used as a noise estimation method in speech enhancement studies [23, 24] . The traditional speech enhancement approaches seek to obtain the spectrum of clean speech under the speech presence hypothesis. However, a modified estimator is determined the characteristic of noise under a speech absence probability and this approach performs better when the enhanced speech is obtained [25, 26] . This noise estimator, developed by Eprahim and Mallah [22] , is obtained by multiplying the spectral gain in the frequency domain and the estimated probability of speech presence.
Empirical mode decomposition
EMD, a fundamental part of the Hilbert-Huang transform (HHT), is an adaptable algorithm for nonstationary signals. The EMD method decomposes the signal into a sum of oscillating components. It is an adaptable method unlike Fourier transform (FT) or Wavelet transform (WT). EMD is preferred over other decomposition methods due to the basis functions used for signal decomposition being obtained from the signal itself. Therefore, unlike other methods that use fixed basis functions, this method is also adaptable to signal analysis and decomposition [27] . EMD can be viewed as a type of decomposition that is used to separate the original signal from the high-frequency components into the low-frequency components. Any complex signal can be decomposed by EMD into IMFs that are used as a set of basis functions to express the signals.
The sifting process separates the signal into IMFs via the following steps:
1) Identify all extrema (local minima and maxima) of the original signal, x(t).
2) The extrema are calculated by cubic spline interpolation to obtain the upper e max (t) and lower e min (t) envelopes.
3) The average value of the upper and lower envelopes ( m 1 (t) = (e max (t) + e min (t))/2) is calculated and subtracted from the original signal to obtain
is evaluated as it provides two IMF conditions, which are given below:
a) The difference between the number of extrema and zero crossings is no more than one.
b) The average value of the upper and the lower envelopes is zero. If h 1 (t) satisfies the condition of being an IMF, the first IM F 1 (t) is accepted as IM F 1 (t) = h 1 (t).
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If h 1 (t) cannot meet the above conditions, it is considered as a new signal and it is repeated over Steps 1-4 on h 1 (t) to form h 2 (t). The sifting process is repeated until h 2 (t) is considered as an IMF. If h 2 (t) cannot meet two conditions, the stopping criterion is calculated to complete the sifting process. The stopping criterion can be defined as follows:
Generally, the SD range is between 0.2 and 0.3. If h 2 (t) satisfies SD, then it is accepted as IM F 1 (t) = h 2 (t) . If h 2 (t) does not satisfy the criterion, operations are repeated over h 2 (t) and it is calculated as
, and residual sequence r n (t) . Finally, the original signal is defined as: Figure 2 shows the first five IMFs and residual signal obtained from decomposing a signal with different frequency components. As can be seen from Figure 2 , the EMD method decomposes the signal from high frequencies to low frequencies. Res dual S gnal 
Teager energy operator
The TEO is an effective and powerful operator for nonstationary signals and it has been widely used in various speech applications [28, 29] . The discrete-time TEO for signal y[n] is expressed as:
The TEO is almost instantaneous because it just requires three samples of a signal. The TEO can be used to determine the activity of speech or nonspeech since it is able to predict the energy of the nonstationary signals. Then it provides a suitable threshold value for speech or nonspeech regions. However, when the TEO is used directly in noisy speech, unwanted disturbance effects (artifacts) and amplified noises can occur. Hence, it is more plausible to apply the TEO of the IMFs instead of applying the TEO to the noisy speech [18] . The determination of threshold values using the TEO provides greater potential for enhanced noisy speech [30] . The noisy speech signals are first separated into IMFs and residual signals by the EMD method and then the TEO is applied to each mode as follows:
where k and m represent each mode and frame, respectively.
Generalized gamma statistical model
The performance of threshold-based speech enhancement methods depends primarily on the threshold value and thresholding function. It is not sensible to use a fixed threshold value for all EMD modes in the improvement of noisy speech. The threshold value for each mode must be adaptable in order to increase the speech quality and ensure intelligibility. Considering the probability distribution function (pdf) of the signal energy E k (t) , an appropriate similarity measure should be used to find a more accurate threshold value [21, 31] . Due to the nonstationary structure of speech, the correct pdf estimate of speech or its energy is difficult. Therefore, instead of extracting the pdf of the speech energy directly, it would be more appropriate to extract the appropriate probability distribution over the empirical histogram of the speech energy. The determination of the most appropriate probability distribution function to fit the empirical histogram of the speech energy is important in determining the threshold values. The Gaussian, exponential, Rayleigh, and gamma distributions are investigated in order to determine the optimal distribution to fit the empirical histogram in white, car, and babble noise conditions at seven different SNR levels ranging from -15 dB to 15 dB. Figure 3 shows the empirical histogram, Gaussian, and gamma distributions of the TEO applied to IMF coefficients at -10, 0, and 10 dB SNR levels for the car noise condition. Similarly, Figure 4 shows the distributions of the TEO-applied IMF coefficients of the estimated noise signal for the same noise and SNR levels. These figures show that the gamma distribution clearly fits the empirical histogram of the TE of noisy speech and noise. Therefore, the gamma distribution function is used to determine the threshold values that are adaptable for each mode. 
Proposed adaptive threshold calculation
It is proposed to determine the threshold values by using the probability distribution of the energy of the IMF coefficients instead of directly using the Teager energy of these coefficients of each mode separated by EMD. It is expected that the energy distribution of noisy speech and noise will be similar at a certain range. Also, outside this range, it is expected that the probability distribution of clean speech and the energy of noisy speech will be equal. Thus, the threshold value is correctly obtained by using an appropriate model mapping scheme or similarity level among the probability distributions. The widely used Kullback-Leibler divergence similarity criterion is used to determine the distance between two distributions [32, 33] . The K-L divergence is zero if the distributions of the noise and noisy speech are exactly the same. Otherwise, it must be positive. In this study, SKL divergence is used and it can be expressed as:
where p and q denote the gamma probability density functions of the energy of noisy speech and noise calculated from related histograms with N number of bins. KL(p, q) is calculated as:
p i (E k,m (t)) and q i (E k,m (t)) are the approximate gamma probability distribution function of the energy of the noisy speech and noise E k,m (t) , respectively. For adaptive threshold values λ , the SKL divergence between
) is approximately zero:
The generalized gamma probability distribution function is expressed as [34, 35] :
Γ(.) represents the gamma function, and β and v represent the scale parameter associated with the a priori SNR and shape parameter of the generalized gamma function, respectively. In Eq. (8), the γ , β , and v parameters significantly affect the probability distribution of the IMF coefficients in each mode. The γ parameter is usually chosen to be 1 or 2 [35] . In this study, the γ and β parameters were chosen as 1 and the v parameter was chosen as 2. In this case, the gamma probability distribution function for p i (E k,m (t)) and q i (E k,m (t)) can be expressed as: The threshold value λ is obtained by Eqs. (7), (9) , and (10):
Given that I 1 = ln( 
where γ(k) represents the segmental SNR values of the k th EMD mode and can be defined as:
The adaptive threshold values obtained by the proposed method for the first 10 IMF coefficients of the noisy speech signal that is corrupted by babble noise are given in Figure 5 . Threshold values show differences in terms of noise type, SNR level, and mode number. As the amount of noise increases, the segmental SNR ( γ(k) ) value decreases and threshold values increase accordingly as given in Eq. (12) . Also, since the noise is reduced after the 10th mode, the threshold values are decreasing and almost all the components of the noisy speech pass through the threshold. 
Thresholding function
The soft thresholding strategy is a powerful technique for removing the noise components from the noisy signal in many speech enhancement applications [15, 30, 36, 37] . The soft thresholding function, defined as the threshold λ 1 and determined by Eq. (12), is applied to the m th frame of the k th mode of IM F k,m (t) . It has been proved that the soft thresholding function removes time-frequency discontinuities. However, IM F k,m (t) coefficients are shifted by λ 1 (k) when using soft thresholding. A semisoft thresholding function is used to overcome the shift problem. In this case, the shift of the coefficients according to the amount of the threshold value is prevented. In this study, we propose to use a semisoft function for thresholding the IMF coefficients.
Letting λ 2 (k) = √ 2(λ 1 (k)), the semisoft thresholding function is defined as: F k,m (t) ).G , otherwise,
wheref k,m (t) denotes the IM F k,m (t) coefficients of the semisoft thresholded EMD modes. Figure 6 shows the relationship between input IMF coefficients and output thresholded IMF coefficients for hard, soft, and semisoft thresholding functions. 
Inverse empirical mode decomposition
The enhanced speechŝ[n] is obtained by the inverse EMD of frame-based thresholded IMFs. The standard overlap-and-add method is used to reconstruct the frames. Then the enhanced speech frames are reconstructed and the enhancement process is completed. The enhanced speech is defined as:
Objective and subjective speech quality measures
This section presents the objective quality and intelligibility measures accepted for the evaluation of speech enhancement methods. In addition, spectrogram representations are examined for subjective evaluation of speech enhancement methods. While the speech quality is evaluated by segmental SNR (SegSNR) and weighted spectral slope (WSS), the intelligibility is evaluated by the perceptual evaluation of speech quality (PESQ) measure.
The segmental SNR is calculated by using the time or frequency domain. Since the calculation of the SegSNR in the time domain is simple, it is widely used. The energy of the speech signal changes with time and in the majority of these time periods the signal has large energy and the noise is relatively inaudible. Therefore, the SNR is calculated in a short period of time and the average is called the SegSNR [38] . The SegSNR improvement in dB is taken into account in the objective evaluation of speech enhancement methods.
The WSS, which is another objective quality measure, is calculated between spectral slopes of clean and enhanced speech signals. These spectral slopes are extracted from each frequency band. The fact that the WSS value is low means that the speech enhancement method is successful at noise reduction.
The PESQ measure is used to objectively assess the intelligibility of speech enhancement methods. The PESQ is a standard measure recommended by ITU-T for speech intelligibility evaluation [39] . The PESQ is a measure that can be used to estimate the mean opinion score (MOS) of clean speech and its degraded speech.
The PESQ scores provide information on the intelligibility of enhanced speech and a higher PESQ score indicates better intelligibility for enhanced speech.
Experimental results
The proposed method was tested on English sentences taken from the NOIZEUS database [40] . The sampling frequency of the speech signals was 8 kHz. The clean speech signals were corrupted by white, car, and babble noises from the NOISEX92 [41] database with SNR levels ranging from -15 dB to 15 dB. The performance of the proposed method was compared with two speech enhancement algorithms, including wavelet-shrinkage [15] and EMD-shrinkage [9, 27] . The Hamming window function was used to get frames and frame length was set to 64 ms with 32 ms overlapping. The noisy speech signals and estimated noise were decomposed into 7 IMFs by the EMD method. In order to obtain the gamma probability density functions of TE-operated IMFs, γ and β parameters were chosen as 1 and the v shape parameter was chosen as 2. In the wavelet-shrinkage method, db8 was used as the basis function and the signals were decomposed into 8 levels. In order to obtain the enhanced speech, the semisoft thresholding function was used for the proposed method and the soft thresholding function was used for wavelet-shrinkage and EMD-shrinkage methods.
Objective evaluation

Results for white noise-corrupted speech
The proposed method has been compared with traditional shrinkage methods according to SegSNR improvement in dB, WSS, PESQ scores, and spectrogram representation. The overall output segmental SNR improvement of the proposed and other methods for white noise is shown in Figure 7 .
In Figure 7 , the performance of the proposed method is superior to the other methods in terms of SegSNR improvement and WSS values. As the SNR level increases for all methods, the segmental SNR improvement decreases. Figure 7 shows the WSS values of the proposed and other methods for speech signals degraded by white noise at different SNR levels. It can be seen from this figure that the proposed method has much lower WSS values than the other methods at all SNR levels for white noise.
The PESQ scores are given in Table 1 for speech signals that are corrupted at different SNR levels with white noise. As seen in Table 1 , higher PESQ results are obtained with the proposed method at all SNR levels. As a result of the PESQ scores, the proposed method is more effective and superior to other methods in providing intelligibility of speech. 
Results for car noise-corrupted speech
The SegSNR improvement in dB, WSS, and PESQ of the proposed and other methods is shown in Figure 8 and Table 2 for car noise. In Figure 8 , the evaluation results of the proposed method are compared with the other methods in the car noise condition for all SNR levels in terms of SegSNR improvement in dB. It is seen in Figure 8 that the proposed method provides the best SegSNR improvement for different SNR levels. The segmental SNR improvement increases as SNR decreases for all methods. Figure 8 demonstrates the WSS values of the proposed and other methods. As shown in this figure, the proposed method using the semisoft thresholding function gives the lowest WSS value. According to these results, the proposed method is more effective than the other methods as improved speech is assessed by the WSS objective quality measure. Also, the WSS value increases as SNR decreases for all methods.
The PESQ results of speech enhancement methods are given in Table 2 for speech degraded by car noise at different SNR levels. In Table 2 , it can be seen that higher PESQ results are obtained with the proposed method. These PESQ scores show that the proposed method is more effective and superior to other methods in providing intelligibility of speech.
Results for babble noise-corrupted speech
The SegSNR improvement in dB, WSS values, and PESQ scores of the proposed and other methods is shown in Figure 9 and Table 3 for babble noise. In Figure 9 , the evaluation results of the proposed method are compared Figure 9 that the proposed method provides higher SegSNR improvement and lower WSS values for different SNR levels. The segmental SNR improvement and WSS values increase as SNR decreases for all methods.
The PESQ results of speech enhancement methods are given in Table 3 for speech degraded by babble noise at different SNR levels. In Table 3 , it can be seen that higher PESQ results are obtained with the proposed method. These PESQ scores show that the proposed method is more effective and superior to other methods in providing intelligibility of speech.
Subjective evaluation
In order to obtain a subjective quality evaluation of improved speech signals, the spectrogram representation is used. In Figure 10 , the spectrogram representations of enhanced speech are given for all methods. As can be seen in this figure, the high-frequency components of speech are also thresholded with noise in the waveletshrinkage method. The high-frequency components of the speech are eliminated with noise and this elimination negatively affects the intelligibility of speech as shown in Table 2 . In the EMD-shrinkage approach, which is another method that is used, it is observed that all components of speech are protected as much as possible while noise is not sufficiently thresholded. It is clear from Figure 10 that the high-frequency components of speech are not eliminated and also the noise is significantly reduced in the proposed method.
Conclusions
This study has proposed a novel speech enhancement algorithm based on the gamma statistical model of TEoperated IMFs using the EMD signal decomposition method. The gamma statistical model is adopted to identify the adaptive threshold values by using TE-operated IMFs of noisy speech and estimated noise. The threshold values here are set according to speech and nonspeech regions instead of a unique threshold value. Then the IMFs of noisy speech are thresholded by a semisoft thresholding function. The proposed method improved segmental SNR, WSS, and PESQ, which are highly correlated with speech quality and intelligibility. Simulation results show that the proposed methods are effective and outperformed in terms of higher segmental SNR, lower WSS values, and higher PESQ scores compared with the wavelet-shrinkage and EMD-shrinkage methods for different SNR levels. In order to confirm the results obtained, spectrogram representations of enhanced speech were evaluated for all methods and it is clear that the high-frequency components of speech are not eliminated and also the noise is significantly reduced in the proposed method. 
