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Abstract
The modeling and prediction of quantum mechanical phenomena is key to the continued
development of chemical, material, and information sciences. However, classical computers
are fundamentally limited in their ability to model most quantum effects. An alternative
route is through quantum simulation, where a programmable quantum device is used to
emulate the phenomena of an otherwise distinct physical system. Unfortunately, there
are a number of challenges preventing the widespread application of quantum simulation
arising from the imperfect construction and operation of quantum simulators. Mitigating
or eliminating deleterious effects is critical for using quantum simulation for scientific
discovery. This dissertation develops strategies for implementing quantum simulation and
simultaneously mitigating error through the use of device control and calibration. First, an
example of the benefits of calibration and control on simulator performance is provided
through a case study on simulating the classical Shastry-Sutherland Ising model using
quantum annealing. Motivated by the increased precision and accuracy provided by such
strategies, a paradigm for parameterized Hamiltonian simulation using quantum optimal
control is proposed and validated through numerical simulation. Finally, we apply the
methods developed to demonstrate the feasibility of using optimal control for simulation
of exotic, dynamical quantum phenomena.

Specifically, we demonstrate that quantum

optimal control can realize the quantum simulation of string order melting in superconducting
quantum devices. These results affirm the utility of quantum optimal control methods
for quantum simulation tasks and establish new opportunities for applications of quantum
computing to the study of phenomena in quantum physics.
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Chapter 1
Introduction
The ability to harness, distribute, and transform energy has allowed human society to develop
at a pace never seen before. But as society has advanced so has its demand for technologies to
sustain, and accelerate, its growth. To support such growth, powerful information processing
systems - computers - have become extremely useful tools for scientific discovery and their
continued development has become critical for the future of science.
Computers are not necessary for scientific discovery but they are remarkably beneficial
in practice. In a phrase, computers catalyze the scientific method; they make scientific
discovery faster, cheaper, and more reliable. It is precisely these reasons why computers
have become pervasive in modern science, because without them scientific discovery would
slow to a crawl.
To maintain, and hasten, the rate of scientific discovery it is critical to understand what
problems a computer is capable of solving efficiently and why these problems are so difficult
in the first place. Moreover, there are various ways to implement computers so it is useful
to understand which computers are best for which tasks.
Perhaps the most common type of computers are those operated on principles of classical
physics. These classical computers have been developed and used for science since their
creation. Today, the most powerful classical computers provide insight into problems ranging
from genomics and healthcare to fundamental mathematics and physics. However, some of
the most critical scientific challenges seem to elude their capabilities.

1

Some problems which are notoriously difficult for classical computers to solve are those in
which quantum physics plays a significant role. These problems usually involve phenomena
that depend on the individual or collective behavior of elementary particles or atoms.
While at first this may seem like a small set of problems, many scientific challenges found
in chemistry, biology, physics, and engineering can be traced back to problems determined
by quantum physics. In fact, the inability to solve quantum physics problems with classical
computers is a challenge to scientific discovery in many fields.
These observations motivate a solution: develop computers capable of solving quantum
physics problems more efficiently than is possible with classical computers. It was this
exact line of thinking that motivated a field we now call quantum computing. The field of
quantum computing aims to understand the extent to which quantum physics can be used
for information processing.
When the idea of quantum computing blossomed in the 1980s, it was unclear if quantum
computers could provide anything that classical computers could not. It wasn’t until the
1990s that a distinction between the utility of quantum computers and classical computers
began to emerge [3, 4]. The most exciting indication for such a distinction appeared in 1994
with the definition of a quantum algorithm for integer factoring [5].
The integer factoring algorithm, also eponymously called Shor’s algorithm after its
discoverer, indicated for the first time that quantum computers are capable of efficiently
solving a problem that many believe cannot be solved efficiently on a classical computer.
This result suggested a strong distinction between the computational power of quantum
computers and classical computers, motivating many to explore the ultimate capability of
quantum computers [4, 6].
Following the integer factoring algorithm, it was shown in 1996 that quantum computers
could, indeed, solve many quantum physics problems efficiently [7]. Around this same
time, some of the first quantum computers were being developed, and since the turn of
the millennium, the fervor for quantum computing has only grown [8].
While there are still many open questions regarding the extent of quantum computing’s
utility, it is believed that quantum computers provide a way to address many of the scientific
challenges being faced in domain sciences revolving around quantum physics. This subject
2

is broadly known as quantum simulation - the use of a quantum device to emulate another,
distinct quantum system [9]. However, the development and use of quantum computers is
still in its relative infancy and many critical challenges remain before quantum computers
will make a profound impact on scientific discovery [8].
Some of the most critical challenges facing the field of quantum simulation is the robust
operation of quantum devices. All quantum devices of today are prone to errors and nonideal effects but the specific challenges vary depending on how one decides to implement the
quantum device. Regardless of device hardware, however, unwanted effects can generally be
mitigated at either the software level, the hardware level, or some combination of the two.
Improving quantum devices at the software level typically refers to the development
of error detection and correction schemes [10]. These techniques allow one to access and
manipulate quantum information robustly by periodically detecting and correcting errors.
Such quantum error correction methods are only one part of the solution, however. A
complementary technique aims to improve the usefulness of quantum devices by utilizing
the intrinsic physics of the quantum device.
Quantum devices used for computing or simulation are fundamentally described by
quantum physics. However, they are fabricated, controlled, and operated classically and,
in general, there are many possible architectural designs and operational techniques for
a quantum device.

In this dissertation, rather than defining new or improved designs

for quantum devices, new operational techniques which enable quantum simulation are
developed and assessed.
The process of operating quantum devices is called control and the refinements of those
controls to achieve a desired outcome is referred to as calibration. The goal of this dissertation
is to demonstrate and understand how to combine control and calibration techniques to
enable quantum simulation on quantum devices.
This document is broken up into three components, each individually representing a
novel scientific contribution within the area of quantum simulation and control. The first
result, presented in Chapter 3, is an application of a particular type of quantum computing,
known as quantum annealing, to simulate a class of magnetic systems. In that work it is
demonstrated that quantum device control and calibration is critical to achieving accurate
3

and precise results. Those results serve to motivate the subsequent projects within this
dissertation.
The second result, shown in Chapter 4, demonstrates that the theory of quantum optimal
control can be used to discover device controls which enable efficient Hamiltonian simulation
(a particular instance of quantum simulation). Supported by classical numerical calculations,
the work provides evidence that such an approach could even be utilized on currently
existing quantum devices constructed of superconducting materials. The work also discusses
a number of avenues for future research.
The work which will conclude the dissertation is detailed in Chapter 5. This final
result applies the methods developed in Chapter 4 to the task of quantum simulation of
exotic dynamical phenomena in an emerging class of superconducting quantum devices. In
particular, the work demonstrates that simulations of string order melting within chains of
spin-1 particles can be accurately and efficiently modeled within superconducting devices
composed of transmons. The chapter outlines how the assumed device architecture is chosen
to coincide with the intended simulation application and how one can utilize optimal control
theory to identify high-fidelity device controls capable of generating the desired string order
melting dynamics. The chapter also outlines various paths for further research of both a
theoretical and experimental nature.
Finally Chapter 6 concludes this dissertation with a discussion of key results and their
significance.
Before continuing with the three works covered in this dissertation, the next chapter
reviews a number of important concepts.

4

Chapter 2
Background

5

2.1

Quantum systems

The study of quantum physics has led to one of the most accurate and well-tested
mathematical models of the physical world.

Within the standard theory of quantum

mechanics, the instantaneous state of an isolated quantum system is identified with a vector
in a Hilbert space, H. This dissertation uses the so-called “Dirac notation” in which quantum
state vectors are represented as “kets”; for example, an arbitrary quantum state labeled by
the symbol α is written as |αi, where |αi ∈ H [11, 12].
The Hilbert space used within quantum mechanics is a vector space defined over the field
of complex numbers, C. The dimension of the Hilbert space used to describe a quantum
system is provided by the number of possible classical configurations in which the quantum
system may be found in. These classical configurations are contained within the set of
possible quantum states and, moreover, form a complete basis for the Hilbert space. Thus,
any quantum state |αi can be defined as a complex, linear combination over the set of
potential classical states {|ii}:
|αi =

N
X

ai |ii ,

(2.1)

i=1

where the (complex) coefficient ai is given by the inner product between |αi and |ii:
ai = hi|αi. The standard theory of quantum mechanics postulates that the probability
of observing a classical outcome |ii from the quantum state |αi is given as P (i) = | hi|αi |2
where | · |2 is the squared modulus of the complex number ai [11, 12].
In order to obtain unity probability when considering all possible classical states there is
P
a requirement that the quantum state be normalized, i.e i |ai |2 = 1. This requirement is
mathematically equivalent to requiring that the standard inner product for a quantum state
α with itself, hα|αi, be unity too.
If all quantum states must be normalized, then it follows that any transition between two
quantum states (also called a quantum evolution), say from |αi to |βi, must be obtained via
a norm-preserving operation. Mathematically, this is equivalent to requiring every quantum
evolution be represented via a unitary operator. This requirement is entirely consistent
with the standard postulate that all quantum evolutions are generated by the Schrödinger
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equation:
i~

∂
|α(t)i = H(t) |α(t)i
∂t

(2.2)

where |α(t)i is the quantum state at time t, H is a Hermitian operator (H † = H) known as
the Hamiltonian of the quantum system (which will be discussed in some detail later) and ~
is Planck’s constant. The formal solution to this differential equation, with initial condition
|α(t0 )i is given as


i
|α(t)i = T exp −
~

Z

t


dτ H(τ ) |α(t)i

(2.3)

t0

where T denotes time-ordering, which arises from the fact that the Hamiltonian may not
commute between two different times: [H(t1 ), H(t2 )] 6= 0. We can alternatively express
quantum evolution by defining the time evolution operator :


i
U (t, t0 ) = T exp −
~

Z

t


dτ H(τ )

(2.4)

t0

which is a unitary operator (U † U = U U † = I).
A single quantum system may be composed of multiple, elementary quantum systems;
such composite systems are often referred to as many-body systems. This turns out to be the
case in many scenarios and therefore a description of composite quantum systems is necessary.
Given two quantum systems α and β each with state spaces Hα and Hβ , respectively, the
composite quantum system of α and β has a state space Hα ⊗ Hβ , where ⊗ is the tensor
product of vector spaces. A basis for Hα ⊗ Hβ is inherited from the individual Hilbert spaces
and is given by the set of all tensor products of the elements of the individual bases, i.e.,
{|ii ⊗ |ji} where i and j are possible classical states of the spaces Hα and Hβ , respectively.
With the definition of composite systems we now discuss the concept of entanglement,
which is a critical subject for future discussions. Mathematically, a composite quantum
system in state |ψi ∈ Hα ⊗ Hβ is called entangled if and only if |ψi cannot be written as
the tensor product of states in Hα and Hβ , i.e., there does not exist two vectors |αi ∈ Hα ,
|βi ∈ Hβ such that |ψi = |αi ⊗ |βi.
A mathematically equivalent formulation of quantum systems which makes dealing with
some situations more convenient is often called the density matrix formalism. A density
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matrix (or density operator) is interpreted as a classical probability distribution over pure
quantum states [12]. In particular, given a quantum system which has probability pi of being
in state |αi i, the density matrix ρ is defined as
ρ=

X

pi |αi i hαi |

(2.5)

i

where hαi | = |αi i† and |αi i hαi | is an operator formed by taking the outer product of a vector
with its dual. When using the density matrix formalism one often refers to the state of a
quantum system as a mixed state.
Using the density matrix formalism is advantageous when their is classical uncertainty
about the state of a quantum system and when discussing subsystems of composite quantum
systems [12]. In particular, the density matrix ρα of a subsystem α of a composite quantum
system in the state ρ is given by
ρα = T rβ (ρ)

(2.6)

where we introduced a bipartition of the Hilbert space Hα ⊗ Hβ and the operation of a
partial trace over the space of Hβ .
In order for a density matrix ρ to be interpreted as a classical probability distribution
over quantum states, there are a number of requirements: 1) T r(ρ) = 1 and 2) ρ > 0, i.e., ρ
is a positive operator. It also follows from Eq. 2.5 that ρ must be a Hermitian operator [12].
Density matrices are also very convenient when discussing entanglement. In fact, one
can quantify the entanglement between a bipartition of a composite Hilbert space using a
concept called entanglement entropy [12, 13]:
S(ρα ) = T r(ρα log(ρα )).

(2.7)

Entanglement entropy is a key quantity when discussing the classical representability of
quantum states and when discussing potential advantages of quantum computing and thus
it aides in motivating much of the work in this dissertation [13, 14].
We now turn to a discussion on some of the most important operators within the
formalism of quantum mechanics: Hermitian operators. The class of all Hermitian operators
8

are particularly special within quantum mechanics because they represent quantities which
can be directly extracted from a quantum system. One of the most common quantities
which can be measured is energy and the energy of the quantum system is determined by a
Hermitian operator called the Hamiltonian. Specifically, the energy of a quantum system in
state |αi is defined as hα| H |αi (or T r(Hρα ) for a mixed state).
As discussed above, the Hamiltonian (represented as H) is the primary element of the
Schrödinger equation which generates dynamics of a quantum system. It is typically observed
that Hamiltonians arising in nature are local [13–15]. The characteristic of locality can be
defined in various ways and has some subtle interpretations, but in this dissertation we will
provide a loose definition which will be sufficient for the content covered.
We define many-body local Hamiltonians on a composite Hilbert space of a countable
N
number of D-dimensional quantum systems, H = i Hi , where each Hamiltonian is a sum
of k-local operators. A k-local operator acts as the identity on all but k of the D-dimensional
local Hilbert spaces, Hi . We will refer to Hamiltonians that are the sum of k-local operators
as k-local Hamiltonians [15].
Much work has been done to study local Hamiltonians and we will use these works
to discuss concepts in quantum information and quantum simulation. Perhaps the most
physically relevant property of local Hamiltonians (and Hamiltonians in general) is their
low-energy spectrum, i.e., the set of quantum states with lowest energy (as measured by the
Hamiltonian) [13, 16]. Phenomena involving these low-energy states are often referred to
as low-energy physics. This is a regime typically observed in experiments where quantum
effects are significant.
We will review some paradigmatic examples of local Hamiltonians that are discussed
throughout this dissertation. The most typical versions of these models, sometimes called
lattice models, are interpreted as particles interacting in a discrete space. The interactions
between particles permit one to assign energies for both the dynamic movement of particles
between sites (kinetic energy) and the static relationships between particles (potential
energy). One class of these models are called Hubbard models and can even be further
distinguished by the type of particles being assumed: either Bose-Hubbard models or FermiHubbard models when the particles are Bosons or Fermions, respectively [17–20].
9

Both Hubbard models are defined on a graph G = (V, E) where V is a set of nodes
(representing sites or locations of particles) and E is a set of edges of tuples of elements
of V , e.g., (n1 , n2 ) ∈ E for n1 , n2 ∈ V . The edges represent the interactions between
particles and the graphs we will consider are undirected ((n1 , n2 ) = (n2 , n1 )). Within the
field of condensed matter physics the graphs tend to be regular lattices. Using this notation
we can define the Fermi-Hubbard model for spin-1/2 particles as [18, 20]
HF H = −t

X

X 

ciσ c†jσ

+

c†iσ cjσ


+U

X

ni,↑ ni,↓

(2.8)

i∈V

σ∈{↑,↓} (i,j)∈E

where the operators ci,σ are Fermionic operators obeying the relations {cj , c†k } = δjk ,
{cj , ck } = 0 and ni,σ = c†i,σ ci,σ . Here the scalars t and U quantify the kinetic energy and the
potential energy, respectively. Extensions and/or alternative versions of this model can be
obtained depending on the physical system being described [18, 20].
A Bosonic version of the Hubbard model can be similarly defined as the Fermi-Hubbard
model where one replaces the Fermionic operator with Bosonic operators [19, 20]. An
example of a spin-less Bose-Hubbard model is
HBH = −t

X 

bi b†j

+

b†i bj


+U

X
i∈V

(i,j)∈E

ni (ni − 1) + µ

X

ni

(2.9)

i∈V

where the operators bi are Bosonic operators obeying the relations [bj , bk ] = 1 and ni = b†i bi .
Here the scalars t and U quantify the kinetic energy and the potential energy as before and
µ is an additional potential energy term. Extensions to this model are common and will
even be considered later in Chapter 4 [19].
Finally, perhaps the most common local Hamiltonian models are those defined for
interacting spins [20–22]. These systems (often called spin models or spin systems) are
commonly realized as an effective description of a Fermionic or Bosonic system when the
low-energy physics of such systems are primarily determined by the internal spin degree of
freedom of each particle - not the collective kinetic and potential energy of the particles.
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One of the most common examples of a spin model is called the Heisenberg model with
Hamiltonian [21]
HHeisenberg


X 
=J
Xi Xj + Yi Yj + Zi Zj

(2.10)

(i,j)∈E

and where X, Y, Z are the standard spin-1/2 Pauli matrices. Another common model is the
transverse field Ising model with the Hamiltonian [21, 23]
HT F IM = J

X

Zi Zj + hx

(i,j)∈E

X

Xi

(2.11)

i∈V

which will be discussed extensively in Chapter 3.
For all of these local Hamiltonians, the specific choice of parameters, graph, and
interaction type can lead to dramatically different phenomena. Moreover, these variables
will affect the ability to study these model systems with classical computing methods [20].
In this dissertation local Hamiltonian models such as the ones presented above are studied
because they represent many common systems found within condensed matter physics and
material science, making their phenomena of primary interest to many ongoing scientific
efforts.

2.2

Entanglement and Complexity

As discussed above, local Hamiltonians are rather simple models of paradigmatic systems
found in condensed matter and material science domains. However, these models provide a
wealth of information about fundamental concepts in quantum mechanics and also provide
a rich language in which to represent problems in computation [14]. For local Hamiltonians
a primary interest is the determination and analysis of the quantum states that minimize a
system’s energy, i.e., ground states.
It turns out that determining ground states of local Hamiltonians underlies the practical
difficulty of simulating any quantum system. This phenomena is quantified within the theory
of computational complexity, which aims to classify how hard a class of problems is as a
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function of the worst-case computational resources required to determine a solution [12]. For
classical computers the best known algorithm to determine the ground state of a Hamiltonian
requires, in the worst case, an exponential amount of space and logical operations as a
function of problem size, placing this problem in the classical complexity class known as
non-deterministic polynomial-time (NP) hard [12, 24].
Intuitively, a quantum system may be expected to be significantly better than a classical
system at determining ground states of quantum systems. However, it has also been shown
that this problem is complete for the quantum computational complexity analog of NP,
Quantum Merlin-Arthur (QMA). This strongly suggests that determining the ground state
of an arbitrary Hamiltonian will take an exponential amount of logical operations on an ideal
quantum computer [14].
In fact, it has been shown that some of the most studied local Hamiltonian problems
like the Bose-Hubbard model and two-local Heisenberg spin-1/2 model are complete for the
class QMA [14, 25, 26]. But these worst case analyses provide only a coarse partitioning of
the problem space. In fact, it is suspected that physical Hamiltonians (of which many are
local) may not be typical in a complexity theoretic sense.
The field of Hamiltonian complexity theory has developed methods to identify the
properties of a Hamiltonian that contribute to the computational hardness on both classical
and quantum computers. It has been shown that parameter regimes, interaction types,
and the geometry of the underlying problem all contribute to the complexity of finding and
representing the ground state [14].
Quantum computers are not likely to provide an exponential speedup in finding the
ground state of an arbitrary Hamiltonian.

However, they are expected to provide an

exponential advantage in the space complexity of representing a quantum state and
performing certain operations on it [12]. This is because an arbitrary quantum state |ψi
composed of N interacting d-level quantum systems requires, in general, dN complex numbers
to represent the state on a classical computer, i.e., representing a quantum state on a
classical computer is exponentially inefficient. Alternatively, on a quantum computer the
same state can be explicitly represented in a quantum state of only N d-level systems,
therefore, providing a one-to-one representation.
12

Fortunately, certain classes of quantum states do permit an efficient representation on
classical computers and the origin of this efficiency is attributed to the lack of significant
quantum entanglement [13, 27]. The entanglement in a generic many-body quantum state
can be quantified by measuring the scaling of the von-Neumann entropy of a subsystem as
a function of sub-system size, commonly referred to as the entanglement entropy scaling.
Thus by analyzing the scaling of entanglement entropy one can classify quantum states, and
therefore Hamiltonians with those states as ground states.
For a generic quantum many-body state the entanglement entropy scales proportionally
to the volume of the subsystem on which it is bi-partitioned, i.e., given a bipartition of
the Hilbert space, HA ⊗ HB , SA ≈ O(|A|). But considerable evidence suggests that for
many local Hamiltonians found in physics the ground state entanglement entropy grows
proportionally to the boundary of the subsystem SA ≈ O(∂A) yielding a so-called area law.
This suggests that ground states of local Hamiltonians are particularly special, non-generic
states in Hilbert space [13, 16].
This observation has driven the development of classical data structures of quantum states
with specific scaling of entanglement entropy, however, these data structures are expected to
fail when the scaling of entanglement entropy becomes sufficiently large [27–30]. The specific
scaling of entanglement entropy for a system depends on properties of the Hamiltonian like
the spatial dimension, spectral gap, and proximity to quantum critical points. Critical
quantum systems with highly connected particles are expected to host ground states with
sufficient amounts of entanglement such that the states cannot be represented efficiently on
a classical computer [27].
Provided with a quantum state, low energy or not, determining the time evolution of
observables on that state enables the study of many exotic dynamical quantum phenomena
[31]. Calculating the time evolution of a quantum state with respect to a time-independent
Hamiltonian H takes an exponential amount space on a classical computer because the
dimension of H grows exponentially and, therefore, the size of the time-evolution operator
U (t) grows with it.
However, unlike finding ground states, quantum computers posses an exponential
advantage over classical computers in implementing quantum dynamics on a quantum state,
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assuming that the time evolution operator U (t) can be decomposed efficiently into local
operations [12, 32]. In fact, it was shown early in the development of quantum computing
that for Hamiltonians that are the sum of k-local operators one can efficiently decompose a
global U (t) into a product of k-local unitary operations with bounded error in polynomial
time [7].
In tandem with the ability to calculate the time evolution of a state, the measurement of
expectation values of observables is necessary to extract physical insight into the dynamics
of the system under study. In general, calculating the expectation value hψ(t)| O |ψ(t)i of an
operator O on a quantum state |ψ(t)i should also require an exponential amount of memory
on a classical computer. While some efficient data structures have been constructed for
this task, they are limited to states with low entanglement entropy scaling [29]. Quantum
computers do not have this limitation and there are near optimal algorithms known to
calculate expectation values in non-exponential time [33]. This gives further indication that
the most advantageous use of quantum computers is the time evolution and measurement of
observables on highly entangled quantum states.
While the QMA-completeness of a Hamiltonian strongly suggests that determining the
ground state on either a classical or quantum computer should take an exponential amount
of time, the precise parameter regimes under which this occurs is not well understood. The
exponential advantage of a quantum computer is expected when the states of interest are
highly-entangled, such that they cannot be represented efficiently on a classical computer.
Moreover, the calculation of time dynamics and measurement of observables should highlight
the inherent advantage of quantum computers in operating on highly entangled states.
In order to evaluate this expected advantage one can identify physically motivated
Hamiltonians which are expected to host highly entangled ground states and aim to
simulate these systems on quantum computers. In particular, highly connected lattices in 3dimensions of geometrically frustrated spins or fermions near a quantum critical point provide
an excellent starting place in which to highlight the advantages of quantum computers.
Moreover, the addition of disorder into a local Hamiltonian can dramatically increase the
difficulty in finding the ground state of a system and drive violations of area-law scaling
entanglement entropy [26, 27, 30].
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2.3

Quantum Simulation

The term quantum simulation refers to the practice of using a known, controllable quantum
system to estimate the properties of a different quantum system. The former quantum
system is often called the quantum simulator and the latter system is often referred to as
the model or system of interest [9].
Every quantum simulation has three primary steps: state preparation, state evolution,
and information extraction. In each of these steps one specifies a unitary operator on the
Hilbert space of the quantum simulator such that, given an arbitrary input quantum state,
the output quantum state is an approximation to the quantum state in the system of interest.
Distinct types of quantum simulation arise when one considers how to implement the unitary
operator for each of these steps [9].
In all cases, however, the goal is to identify some quantum process or sequence of quantum
processes which will approximate the unitary operator for either state preparation, state
evolution, or information extraction. Since this dissertation involves the introduction and
analyses of different quantum simulation processes, in this section we provide a summary of
different approaches to quantum simulation.

2.3.1

Digital Quantum Simulation

One of the primary approaches to quantum simulation is known as digital quantum simulation
which is part of the field of digital quantum computation [9, 12]. Within the context
of quantum computation the quantum simulator is abstracted as a register of N , d-level
quantum systems. The most common type of system is one consisting of two-level quantum
systems (also referred to as qubits) therefore we will restrict our discussion to digital quantum
computing on qubits.
A digital quantum computer composed of a register of N qubits has an overall Hilbert
space dimension of 2N . Information processing occurs on this system by applying sequences
of single and multi-qubit quantum logic gates. A quantum logic gate is realized as a unitary
matrix and is typically chosen from a set of universal quantum gates [12]. Using a set of
universal quantum logic gates ensures that any operation on the registers (i.e., any unitary
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in SU (N )) can be realized as a sequence of gates which grows no larger than a polynomial
function of N . Thus, by defining a sequence of single and two-qubit quantum logic gates one
is capable of realizing any unitary operator and therefore to simulate nearly any quantum
systems of interest [7, 9, 12].
Performing state preparation on a digital quantum computer can be accomplished
through various quantum algorithms.

The most well known quantum algorithms for

performing state preparation are those based on quantum phase estimation, which allows
one to successively increase the overlap between an input quantum state and the quantum
state of interest (usually specified as the ground state of some physical Hamiltonian)
[9, 12, 34–36]. There are both generalizations, extensions, and improvements of the original
phase-estimation algorithm but all of these algorithms have similar scalings of resource
requirements.
These algorithms, while efficient for universal quantum computers, tend to have large
resource requirements in terms of qubits and quantum circuit depth. Because of this,
the algorithms are not feasible to be used with noisy quantum computers because errors
compound and lead to unreliable results [8]. Phase-estimation based algorithms are expected
to become more achievable through the use of quantum error correction - which is a technique
used to detect and correct quantum errors - but as of writing this dissertation, quantum
error correction has not been demonstrated at a scale necessary for scientific discovery with
quantum phase estimation.
An alternative option to prepare quantum states is through the use of an adiabatic
evolution between two Hamiltonians [37, 38]. In this case a known quantum state is evolved
into the ground state of a particular Hamiltonian by implementing a discretized quantum
evolution. This digitized-adiabatic state preparation can be seen as a particular instance of a
much larger class of algorithms regarded as Hamiltonian simulation, where the unitary time
evolution operator generated by a Hamiltonian (Eq. 2.4) is approximated via a sequence of
quantum logic gates [38, 39].
There are a variety of Hamiltonian simulation algorithms developed for use on digital
quantum simulators.

However the most common of these algorithms can be broadly

characterized into two categories depending on how the global quantum evolution operator
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is approximated - either by a product of matrix operations or by a sum of matrix operations
[7, 32, 40]. Methods in the former category are usually referred to as product formulas
and methods in the latter as linear combinations. While the former category tends to have
higher asymptotic error estimates the latter category is the most infeasible for applications
on error-prone quantum devices because of large resource costs [32]. In particular, product
formulas do not require the use of any ancilla quantum states and thus it is of critical interest
for quantum devices of limited size. Moreover, emerging research indicates that the typical
error in product formula methods may be significantly lower than the worst-case scenarios
determined analytically [41].
Because this dissertation makes great use of product formulas we will briefly discuss
perhaps the most well known of these methods: the Lie-Trotter-Suzuki (or, commonly,
Trotter) decomposition [7, 42, 43]. Formally, the Trotter decomposition can be given for
any two complex square matrices A, B:
A+B

e


q
A/q B/q
= lim e e
q→∞

(2.12)

where eA is the matrix exponential defined via a formal Taylor series. This decomposition
can also be generalized to the sums of many operators and even truncated at finite order to
obtain a bounded error [7, 9, 43]. For example, consider a Hamiltonian that is the weighted
P
sum of terms: H(~λ) = l λl Hl . A unitary operator generated by such a Hamiltonian after
evolving for a time T would be given by:


iT ~
~
U (λ, T ) = exp − H(λ)
~

(2.13)

which can be approximated with a qth order Trotter decomposition (typically referred to as
Trotterization):
U

(q)

(~λ, T ) =

Y
l
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H
− iT
q~ l

e

q
(2.14)

with a conservative error given by [7, 9, 41, 43]
U (~λ, T ) − U

(q)

 3
M
2 X
T
T
(~λ, T ) =
[λl Hl , λm Hm ] + O 2 .
2q l>m=1
q

(2.15)

By choosing q >> 1, an accurate approximation to the global unitary operator can be
found by applying a product of unitaries. If each term in the Hamiltonian is k-local, then
this decomposition leads to a product of k-local unitary operators. Trotterization is a critical
idea for the ideas developed in Chapter 4 and applied in Chapter 5 and thus it is important
to understand and appreciate the usefulness and simplicity of the method itself.

2.3.2

Analog Quantum Simulation

An alternative paradigm to digital quantum simulation is analog quantum simulation. In
analog quantum simulation, rather than seeking to generate a unitary operator via sequences
of quantum operations (like quantum logic gates) one instead seeks to identify the natural
evolution of the quantum simulator to the evolution of the quantum system of interest
[9]. In many cases, this task is mathematically realized by finding a mapping between the
simulator Hamiltonian and the model Hamiltonian. This mapping is often injective and
under certain circumstances can even be bijective. After a mapping is defined, dynamics are
straightforward by simply letting the quantum simulator evolve naturally [9].
Just like digital simulation, analog simulators need to prepare quantum states and evolve
quantum states under a desired evolution. The former is completed automatically when the
Hamiltonians of the simulator and the model system of interest are identified. Thus the
most difficult task within analog quantum simulation is often state preparation. There are
two primary ways to prepare quantum states on analog simulators: adiabatic evolution and
dissipative evolution [9, 37, 44].
The use of adiabatic quantum evolution, in which the simulator’s Hamiltonian is slowly
and smoothly deformed into another Hamiltonian, can be used to prepare quantum states.
If the simulator was initially in the ground state of the Hamiltonian at the start of the
protocol and the evolution is performed slowly enough then the quantum state at the end
of the evolution will be very close to the ground state of the Hamiltonian at the end of
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the evolution [37]. Details of the process and properties of the Hamiltonian determine
how quickly this evolution can be completed [9, 37, 45]. This phenomena is universal to
all quantum systems and thus adiabatic quantum evolution can be used in any quantum
simulator. Thus it tends to be the most common way of preparing quantum states in analog
quantum computers.
An alternative way to prepare quantum states on an analog quantum computer is by
engineering an interaction between the quantum simulator and it’s environment, often called
dissipation [9, 44, 46]. In general there is always some very weak connection between the
quantum simulator and the environment but this interaction is usually minimized in order
to ensure that the quantum simulator has very little error. However, if the dissipation
between the simulator and environment is controllable, this permits the use of dissipation in
a beneficial way, and in particular as a way to force the quantum simulator into particular
quantum states [44, 46].
The most common type of dissipation is energy relaxation, which allows energy from
the quantum system to escape into the environment. This allows one to prepare ground
states with the lowest possible energy, by simply letting the simulator passively interact
with the environment [9]. While this approach is used in some experiments to prepare
ground states of relevant Hamiltonians it is often difficult to engineer these interactions
for very general applications. Thus using dissipation to prepare ground states tends to be
much more application specific [9]. However, for some applications where dissipation may
be a natural part of the quantum system of interest, dissipation may be useful even if not
controllable.
Analog quantum simulation has some distinct advantages and disadvantages from digital
methods. One key advantage is that the analog simulation is typically fast because the
dynamics of the simulator are mapped directly to the dynamics of the system of interest
rather than approximated by a sequence of evolutions (which themselves take some finite
time to implement). However, the main disadvantage of analog simulators is their tendency
to be highly specified, in the sense that analog simulators are often designed and engineered
for a particular quantum system of interest, limiting their broader applicability [9]. It is for
this reason that analog simulators are often called application-specific.
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2.3.3

Other Paradigms of Quantum Simulation

Digital and analog quantum simulators are not the only kind. In fact, there are a number
of intermediate paradigms which borrow certain aspects of each. These emerging simulation
paradigms have been developed because of the difficulty of realizing purely digital quantum
simulators or purely analog ones; with the hope that intermediate paradigms may offer more
practical routes to quantum simulation being used in scientific discovery.
Several approaches have combined digital quantum logic with analog quantum evolution,
especially for quantum simulation [47–55]. However these methods are still susceptible to
the issues with analog quantum simulation regarding over-speciality. Recent work to address
the limitations of traditional analog simulation have been presented and implemented by
[56, 57] where the authors proposed quantum simulation through the use of optimal control
by decomposing the global unitary evolution operator of the target model into a product of
global short-time unitary evolutions - a digital approach.
However, because numerical quantum optimal control requires the iterative solution to
the Schrödinger equation, the strategies used by [56, 57] are limited to small system sizes
due to the exponential growth of memory requirements with increasing quantum system
size, e.g., systems larger than O(10) qubits. Additionally, the strategies used by [56, 57] do
not address a common pitfall of numerical optimal control: to perform control optimization
requires fixing a unitary operator, which means that performing simulations of a model with
a parameterized Hamiltonian will require re-optimization of the controls for every instance
of the model parameter. As part of this dissertation we sought to remedy some of the issues
with utilizing optimal control for quantum simulation and our solutions are presented in
Chapter 4. Most notably, it was found that quantum simulation can be enabled efficiently
using quantum optimal control, opening new avenues for quantum simulation research and
implementation.

2.4

Superconducting Quantum Devices

Systems which can be used for quantum information processing and quantum simulation
must have dynamics which are dominated by quantum physics. This is most typically found
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in systems which are extremely small; for example, at the scale of atoms. However, there
are some examples of macroscopic quantum phenomena and perhaps the most well known
is the phenomena of superconductivity [58, 59].
Superconductivity, a property of materials characterized by vanishing electrical resistance
and expulsion of magnetic fluxes, has many disruptive applications and therefore has
received significant interest [59]. While there are various proposed microscopic models of
superconductivity, the most well known, and the most relevant for discussions here, is
given by Bardeen–Cooper–Schrieffer theory [58]. Within this theory, at sufficiently low
temperatures electrons in materials condense into pairs (known as Cooper pairs) which can
freely flow through a material without resistance. This theory is extremely effective in
describing certain materials. These conventional superconducting materials are the ones
which are mostly considered when constructing quantum devices because their underlying
physics are so well understood [60–62].
One can use superconducting materials to construct lumped element circuits, similar
to conventional electrical circuits, but whose circuit elements are implemented with
superconductors rather than typical electrical conductors [60–62].

At sufficiently low

temperatures, when the superconductivity becomes more significant than thermal effects, a
superconducting circuit becomes a fundamentally quantum system. By varying parameters
of the lumped elements and the topology of the superconducting circuit, one can engineer
the device to have a variety of coherent quantum effects [62–67].
While general circuits have typical lumped elements such as capacitors, resistors, or
inductors, superconducting devices host another element called the Josephson junction
[62].

A Josephson junction (JJ) is composed of an insulator sandwiched between two

superconductors. When the insulating material is sufficiently thin, cooper pairs begin to
quantum tunnel through the barrier creating a unique current-voltage-flux relationship [62].
Using Josephson junctions in lumped-element superconducting circuits introduces a nonlinearity which is useful for developing addressable quantum bits [62, 67].
In each of these superconducting circuits, the system is composed of islands of
superconductive material in an otherwise insulating sea. For each island, the fundamental
degrees of freedom are the superconducting phase φ and a conjugate variable n, the number
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of cooper pairs, on each superconducting island. These variables are analogous to position
and momentum, respectively [62]. These variables are continuous and thus require an infinite
dimensional Hilbert space. Interactions between superconducting islands (mediated by either
electric or magnetic fields) lead to an exchange in the flux or charge on each island, thus
suggesting that interacting quantum systems can be realized in superconducting circuits
[60, 61, 67].
The most common type of superconducting-circuit-based element, the transmon, has
only 1-2 superconducting islands [67]. A lumped element example of a transmon is shown in
Fig. 2.1. Some next-generation superconducting circuits such as the fluxonium or rhombiarray qubits may have many tens or hundreds of such islands [63–68]. However, because of
the overwhelming prevalence of superconducting transmon devices, this dissertation focuses
primarily on systems of interacting transmons.
Transmons act effectively as anharmonic quantum oscillators [67]. This is due to the
nonlinearity of the Josephson junction and a large shunt capacitance which makes the
superconducting island insensitive to changes in the number of cooper pairs on each island.
A Hamiltonian of fixed-frequency transmon has the form:
 
H = 4EC n̂ − EJ cos φ̂
2

(2.16)

where EC = e2 /2(CJ + C) is the charging energy of the transmon and EJ = Ic Φ0 /2π is the
Josephson energy of the transmon derived from the critical current of the junction Ic . The
transmon regime is found where EJ /EC > 50 [67].
An alternative definition of the transmon Hamiltonian is found by expanding the cosine
function in the above equation to quadratic order. Then, because [φ̂, n̂] = i we can define
φ̂, n̂ in Bosonic creation and annihilation operators [62, 67]:

1/4
EJ
n̂ =
i(b̂ − b̂† ) = nzpf i(b̂ − b̂† )
32EC

1/4
2EC
φ̂ =
(b̂ + b̂† ) = φzpf (b̂ + b̂† ).
EJ
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(2.17)
(2.18)

Figure 2.1: Fixed-frequency transmon. The lumped element model of the transmon made
with a conventional superconducting material. The Josephson junction is shown as a crossed
box and the capacitor is given by a typical parallel-plate picture. Lj is the Josephson
junction inductance, Cj is the junction capacitance, C is the shunt capacitor, and φ is the
superconducting phase on the top island.
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The constants φzpf , nzpf are the “zero point fluctuations” for the oscillator and are specific
to each transmon because they are functions of the transmon’s charging and Josephson
√
energies. Finally, using the qubit frequency ωq = ( 8EC EJ − EC )/~ and the anharmonicity
δ = −EC the effective transmon Hamiltonian becomes [67]:
δ
HT = ωq n̂ + n̂(n̂ − 1)
2

(2.19)

where n̂ = b̂† b̂ is the excitation number operator of the transmon oscillator. This tends to
be the most common representation of the Hamiltonian for a single transmon and is most
accurate in the low energy regime [67]. A system described by a Hamiltonian like the one
above is sometimes referred to as a Duffing oscillator.
Controlling a transmon is done through the use of microwave electric fields. This is
accomplished by capacitively coupling the superconducting island to an AC voltage source.
This introduces a modulation of the total number of excitations of the transmon and can be
approximated via a perturbation on the transmon Hamiltonian via a term [67]
HM W = ε(t)(b̂ + b̂† ).

(2.20)

Depending on the waveform ε(t) various driven dynamics can be observed, and even
universal quantum computation can be achieved. However, when considering the system
with a Hamiltonian H = HT + HM W care must be taken to define a computational basis in
which the information processing will occur. This is made clear in the next section.

2.4.1

Rotating frames

The typical Hamiltonian of an experimentally controllable quantum system is given as a sum
of time-independent drift terms and time-dependent control terms
H(t) = Hdrif t + Hc (t).

(2.21)

Any experiment can then be decomposed into a set of idling and control times during
which the control terms are ||Hc (t)|| = 0 and ||Hc (t)|| 6= 0, respectively. However, when the
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system is idling the state is still undergoing (usually unwanted) state evolution given by the


unitary Udrif t = exp − ~i Hdrif t tidle . In a realistic experiment with many control sequences
this uncontrolled evolution will compound and may lead to significant errors. Moreover,
these errors are challenging to quantify because they are state-dependent. There are multiple
strategies to mitigate these errors that can be broadly classified into two categories: passive
and active. In this section we will discuss a passive strategy known as the rotating frame
[67, 69, 70].
As in all quantum information processing one has a choice of computational basis. The
rotating frame is a specific realization of that idea in which one selects a time-dependent
computational basis chosen specifically to simplify the dynamics of the problem [69].
For example, consider a orthonormal basis set {|ni}. This is usually chosen as the
eigenbasis of the drift Hamiltonian Hdrif t , Hdrif t |ni = En |ni (commonly referred to as the
“lab” frame). Then one defines a new orthonormal basis by constructing a time-dependent


unitary transformation between the lab basis and the rotating basis V (t) = exp ~i Hdrif t t
which yields the orthonormal basis {eitEn |ni}.
This time-dependent basis choice gives rise to a new effective Hamiltonian (derived from
the total system Hamiltonian H(t)) with respect to this basis and is easily derived from the
Schrödinger equation [69]:






i~∂t V (t) |ψ(t)i = i~ (∂t V (t)) |ψ(t)i + V (t)∂t |ψ(t)i


1
= i~ (∂t V (t)) + V (t) H(t) |ψ(t)i
i~


1
†
†
= i~ (∂t V (t))V (t) + V (t)H(t)V (t) V (t) |ψ(t)i
i~


= Hef f (t) V (t) |ψ(t)i .

(2.22)
(2.23)
(2.24)
(2.25)

Thus this effective Hamiltonian is the one which drives dynamics within the timedependent choice of basis known as the rotating frame. For a given rotating frame one
must then define measurement, state preparation, and control with respect to this basis
[71, 72]. Usually, the rotating frame is chosen such that Hef f has a simple analytic form
in which control operations are clear and which (ideally) the Hamiltonian does not have a
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drift component (thus leading to no unwanted unitary dynamics) [69]. In the case where the
rotating frame is given by the drift Hamiltonian this is known as the interaction frame or
interaction picture [11, 69, 70].
As a concrete example we will consider a single transmon modeled as a Duffing oscillator
with frequency ω and anharmonicity δ. Additionally, we will consider the case where the
system has only capacitive control generating a Hamiltonian (in the lab frame of timeindependent basis kets):
δ
H(t) = ωn̂ + n̂(n̂ − 1) + ε(t)(â† + â)
2
= Hdrif t + Hc (t).

(2.26)
(2.27)

One possible choice of basis is the eigenstates of the number operator {|ni}, but in this basis
the Hamiltonian clearly has drift terms (as a function of ω, δ that can never be turned off).
This motivates a choice of basis which will lead to an effective Hamiltonian without drift
terms. To generate this basis consider a unitary operator


 X
it
δ̃
V (t) = exp
eiẼn t/~ |ni hn|
(ω̃n̂ + n̂(n̂ − 1)) =
~
2
n

(2.28)

where we have not specified the parameters ω̃, δ̃ yet. Clearly this unitary commutes with
the drift-component of H(t) (because they share the eigenstates {|ni} by construction) and
is the solution to a wave equation defined by
δ̃
i~∂t V (t) = −(ω̃n̂ + n̂(n̂ − 1))V (t).
2

(2.29)

Using the equation derived above for the effective Hamiltonian with respect to this
rotating frame one can show
Hef f (t) = i~(∂t V (t))V † (t) + V (t)H(t)V † (t)
δ̃
= −(ω̃n̂ + n̂(n̂ − 1))V (t)V † (t) + V (t)[Hdrif t + Hc (t)]V † (t)
2
δ̃
= −(ω̃n̂ + n̂(n̂ − 1)) + Hdrif t V (t)V † (t) + V (t)Hc (t)V † (t)
2
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(2.30)
(2.31)
(2.32)

(δ − δ̃)
n̂(n̂ − 1) + V (t)Hc (t)V † (t)
2
(δ − δ̃)
= (ω − ω̃)n̂ +
n̂(n̂ − 1) + ε(t)V (t)[â† + â]V † (t)
2
(δ − δ̃)
= (ω − ω̃)n̂ +
n̂(n̂ − 1)
2


X
√
√
it(En −En−1 )/~
−it(En −En−1 )/~
+ ε(t)
e
n |ni hn − 1| + e
n |n − 1i hn| .
= (ω − ω̃)n̂ +

(2.33)
(2.34)
(2.35)
(2.36)

n

Examining this new effective Hamiltonian we see that if we choose our rotating basis
with ω = ω̃, δ = δ̃ then the only terms in the effective Hamiltonian are off-diagonal terms
scaled by the control amplitude ε(t). Furthermore if this choice of basis is selected then by
turning the control amplitude ε(t) = 0 there are no dynamics during uncontrolled periods
thereby eliminating any unwanted evolution during idling. In fact, the choice of rotating
basis defined by ω = ω̃, δ = δ̃ is the one most commonly used in superconducting quantum
processors and is usually referred to as “the frame rotating at the qubit frequency.” It is
in this reference frame that the hardware measurement is defined and so any information
processing should be performed within this basis [69, 71, 72].

2.4.2

Frequency selectivity

The phenomena of frequency selectivity within superconducting circuits plays a key role in
addressing transmons with fixed frequencies and is intimately related to the concept of a
rotating basis. As mentioned in Appendix 2.4.1 the rotating basis that is most commonly
used is the frame rotating at the qubit frequency (ω = ω̃, δ = δ̃) which has an effective
Hamiltonian given by:
X
√
Hef f (t) = ε(t)
eit(En −En−1 )/~ n |ni hn − 1|

(2.37)

n

+e

−it(En −En−1 )/~

√
n |n − 1i hn|
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(2.38)

where we will use the convention that

En −En−1
~

= ωn is the transition frequency between

states n and n − 1. And we will expand this into real and imaginary parts:
Hef f (t) = ε(t)

X 


√
cos(ωn t) + i sin(ωn t) n |ni hn − 1|

(2.39)

n


+ cos(ωn t) − i sin(ωn t)
= ε(t)

X


√


n |n − 1i hn|

cos(ωn t)X̂n + sin(ωn t)Ŷn

(2.40)
(2.41)

n

√
where we have defined (for convenience) X̂n = n(|ni hn − 1| + |n − 1i hn|) and Ŷn =
√
i n(|ni hn − 1| − |n − 1i hn|). We can further expand the control field as a sum of (not
P
necessarily orthonormal) sinusoids ε(t) = l Al (t) sin(ωl t + φl ):
Hef f (t) =

X

X

Al (t) sin(ωl t + φl )
cos(ωn t)X̂n + sin(ωn t)Ŷn

=

X

X

Al (t)
sin(ωl t + φl ) cos(ωn t)X̂n + sin(ωl t + φl ) sin(ωn t)Ŷn

=

(2.43)

n

l

X

(2.42)

n

l


X
sin(ωl t + φl ) cos(ωn t)X̂n + sin(ωl t + φl ) sin(ωn t)Ŷn
Al (t)

l

(2.44)

n

Using some trigonometric identities we can further simplify this to:



1 X
Al (t)
Hef f (t) =
sin(ωl t + φl − ωn t) + sin(ωl t + φl + ωn t) X̂n
2
n
l

 
+ cos(ωl t + φl − ωn t) − cos(ωl t + φl + ωn t) Ŷn



X
1 X
=
Al (t)
sin(∆ωlm t + φl ) + sin(δωlm t + φl ) X̂n
2 n
l

 
+ cos(∆ωlm t + φl ) − cos(∆ωlm t + φl ) Ŷn
X

(2.45)
(2.46)
(2.47)
(2.48)

where we have introduced the frequency differences and sums as ∆ωln = ωl − ωn and δωln =
ωl + ωn , respectively.
Now we must make a few assumptions in order to arrive at the notion of frequency
selectivity. The first thing we remark on is that ωn is a fixed parameter of the system
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derived from the static Hamiltonian and we have a choice of drive frequencies ωl . If we wish
to generate a Hamiltonian that only drives transitions between the m and m − 1 levels then
this means we want to arrive at a Hamiltonian with significant matrix elements corresponding
to X̂m , Ŷm .
Let us consider only a single drive l ∈ {1} then we can choose ωl = ωm . In this regime,
known as resonant driving the Hamiltonian has a few key terms corresponding to ∆ωlm =
0, δωln >> 0 ∀ n 6= m. The latter constraint is only satisfied if the transition frequencies for
different energy levels are significantly different (an approximation that is valid depending
on the parameters of the problem). It is here that an approximation is made in order to
disregard the terms in Hef f (t) that correspond to the high frequencies |δωln | >> 0 ∀ n 6= m,
|∆ωln | >> 0 ∀ n 6= m, known as the rotating wave approximation (RWA) [73].
The RWA is key in order to derive the effective frequency-selective Hamiltonian but relies
two assumptions: Al (t) << 1 and T >>

1
.
δωln

The RWA uses an intuitive notion that the

fast oscillating terms in the Hamiltonian will average to zero over a sufficiently long time
(the characteristic time of the ∆ωlm ) and thus can be neglected [73]. Using the RWA we
arrive at a Hamiltonian:


1
Hef f (t) = A(t) sin(φ)X̂n − cos(φ)Ŷn
2

(2.49)

in which we observe that by just changing the phase of the driving field we are able to
selectively drive the m and m − 1 transition via X̂n , Ŷn . Thus this gives the notion of
frequency selectivity. But this is just an approximation to the true dynamics of the system.

2.5

Quantum Optimal Control

The theory of quantum optimal control describes situations in which a set of controls
(parameters which determine the dynamics of a quantum system) must be identified such that
the dynamics of the quantum system meets a particular criterion [74–76]. This dissertation
considers applying this theory to the study of unitary dynamics with applications in quantum
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computing and simulation. Therefore this section is intended to provide a brief overview of
the unitary theory of optimal control.
As described in previous sections, the evolution of a quantum system is governed by
that systems Hamiltonian. We consider situations in which the Hamiltonian of a quantum
system can be defined a priori by a set of control parameters α
~ . These parameters are
commonly realized as classical degrees of freedom such as the amplitude, frequency, or phase
of an electric or magnetic field, but could also represent the position between two atoms or
macroscopic variables such as temperature or pressure. In general, there are generalizations
of this paradigm where a quantum system controls another quantum system, but we will not
consider this generalization [77].
In any scenario, once the control parameters have been defined the Hamiltonian is given
as H(~
α, t) and therefore the unitary evolution generated by evolution under the Schrödinger
equation for a control time Tc is given by


i
U (~
α, Tc ) = T exp −
~

Z

Tc


dτ H(~
α, τ ) .

(2.50)

0

We now consider that there is some quantity defined by a functional J[U (~
α, Tc )] which
we wish to minimize, i.e., we wish to solve the following problem:
min J[U (~
α, Tc )].
α
~

(2.51)

The functional J is called the objective and there are a number of objectives which are of
interest for quantum information processing [74–76]. This dissertation is mostly interested
with a particular objective: unitary synthesis [78, 79]. In other words, we wish to use
the formalism of optimal control to determine control parameters which produce a desired
unitary evolution on the controlled quantum system.
There are a variety of objective functions which can be used for gate synthesis but in
this work we will use one derived from the Hilbert-Schmidt inner product [78, 79]. This
objective, commonly referred to as the infidelity, measures the projective distance between
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two unitary operators and ranges from 0 to 1:
G(U, V ) = 1 −

T r(U † V )
d2

2

(2.52)

where d is the dimension of the Hilbert spaces on which U, V act, and | · |2 is the squared
modulus of a complex number [78, 79].
Minimizing the infidelity with respect to the control parameters will then allow one to
determine the control parameters which will generate a quantum evolution that is sufficiently
close to some desired unitary operator.
In addition to quantifying the infidelity between any two unitary operators, one can
define objective functionals which take into other phenomena, such as control limitations
[74–76, 80]. This is done by adding an additional functional to the infidelity which penalizes
certain, unsatisfactory controls. For example, perhaps one wishes for the quantum evolution
operator at intermediate times (t < Tc ) to meet some special criteria or for the power of a
control pulse to be bounded. In either case, an additional functional can be formulated to
ensure that the criteria is met. Defining objective functionals of this way is an application
of the Lagrange multiplier formalism within the theory of optimization.
Before continuing on to numerical methods for finding optimal controls, we first
describe a critical idea within quantum optimal control known as controlability [75, 81, 82].
Controlability refers to the existence of controls α
~ ∗ such that the objective function can be
minimized. For example, when the controlled system can generate any quantum evolution,
the system is called completely controllable.
Another important phenomena is the idea of a quantum speed limit [83–86]. For unitary
optimal control the quantum speed limit determines the shortest possible control time which
can generate a unitary operator, and it is unitary operator specific. Comparing this idea to
the notion of controlability suggests that when searching for optimal controls one must often
consider the interplay between how fast an operation can be implemented and whether or not
control exist which will generate the desired unitary operation [83, 86]. These phenomena
therefore provide some intuition when numerically searching for optimal controls as will be
shown in Chapter 4.
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2.5.1

Algorithms

In order to utilize the theory of optimal control in a practical setting one needs to develop
numerical methods capable of determining the controls which optimize a desired functional
[75, 87–89]. There are a variety of algorithms which have been proposed but all rely on
iterating between three main steps: 1) solving the Schrödinger equation, 2) evaluating the
objective, and 3) updating the control parameters to improve the objective. The different
quantum optimal control algorithms are therefore classified by how they implement each of
these steps.
Perhaps the most well-known method within numerical optimal control is known as
GRadient Ascent Pulse Engineering (GRAPE) [90]. This method determines the number of
control parameters via discretizing the time domain into sufficiently small steps. Then the
control parameters are the amplitudes of the control fields at every point in time.
The GRAPE method allows nearly arbitrary optimal controls to be found quickly because
it is possible to calculate the gradient of the dynamics with respect to each control field.
Thus allowing one to use gradient-based optimization methods [90]. However, because high
accuracy is often necessary in quantum information tasks, this requires GRAPE methods to
discretize the time domain into extremely small steps, which therefore increases the number
of parameters to optimize and the overall complexity of the problem [88–90].
Motivated to curtail some of the challenges with the GRAPE method, other numerical
quantum optimal control algorithms have been proposed [75, 88, 91, 92]. Recent alternative
methods utilize an analytic parametrization of the control fields, i.e., an oscillating electric
field may be modeled directly by specifying the waveform by defining the frequency and
phase, rather than approximating the waveform digitally (like GRAPE) [88, 91].
Of particular note for this dissertation is a method known as Gradient Optimization
of Analytic Controls (GOAT) [88]. In this technique an analytic parameterization of the
control fields is specified a priori and gradients are calculated directly through numerical
integration of a differential equation. While this incurs additional overhead, the calculation
of the objective’s gradient results in typically faster optimization [88].

32

We will now present a detailed explanation of the GOAT algorithm when used for unitary
control optimization with additional constrains; relevant for Chapter 4. In particular, we
consider a constraint where the goal is to implement a unitary evolution (generated by
optimal controls) on a particular subspace of the full system’s Hilbert space. We call this
chosen subspace the computational subspace and define the infidelity as
G(~
α) = 1 −

1
†
T r(Utarget
Pc U (~
α, Tc )Pc )
dim(U)

2

(2.53)

where α
~ is the vector of parameters to optimize over, Pc is a projector onto a desired
computational subspace, Utarget is the desired unitary operator to implement in the
computational subspace, and U (~
α, Tc ) is the time evolution operator over the full system
Hilbert space at time Tc given by


−i
U (~
α, Tc ) = T exp
~

Z

Tc


dτ H(~
α, τ ) .

(2.54)

t0

The GOAT algorithm considers Hamiltonians that are a linear combination of “drift”
terms, which are constant, and time-dependent control channels [88]:

H(~
α, t) = Hdrif t +

K
X

εk (αk , t)Hk

(2.55)

k

and expands each driving field in a superposition of functions

ε(αk , t) =

N
X

fn (αk , t)

(2.56)

n

which need not necessarily be orthogonal or complete. Some example basis functions might
be obtained from a Fourier basis, wavelet basis, polynomial basis, or could even be Gaussian
functions. The choice of basis may lead to different number of parameters per basis function.
For example, if a sinusoidal parameterization is chosen
fn (αk , t) = ak,n sin(ωk,n t + φk,n )
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(2.57)

then αk = {(ak,n , ωk,n , φk,n ) ∀n} is a set of N 3-tuples and the entire set of parameters is of
size M = N × K × 3. Generally, if there are K control channels expanded in a combination
of N functions each with Q parameters then the optimization is over M = N × K × Q
parameters.
However, the main benefit is that the optimized fields are analytic and thus are easily
interpreted and potentially easier to implement. To perform a gradient based search over
the set of parameters we take the derivative of the objective function with respect to each
parameter
 


1
†
∂α G = −
Tr Utarget
Pc ∂α U (~
α, Tc )Pc Tr U † (~
α, Tc )Utarget
dim(U)




†
†
+ Tr Utarget U (~
α, Tc ) Tr Pc ∂α U (~
α, Tc ) Pc Utarget
 



2
†
†
α, Tc )Pc Utarget
Re Tr Utarget Pc ∂α U (~
α, Tc )Pc Tr Pc U (~
=−
dim(U )

(2.58)
(2.59)
(2.60)

where we identify that we must find ∂α U (~
α, Tc ) in order to compute this value. But there
doesn’t exist an analytic expression for this operator in general. Thus it was proposed to find
this quantity via an alternative equation of motion derived from the Schrödinger equation
[88]. The procedure is to take the Schrödinger equation for the unitary operator
∂t U (t) =

−i
H(t)U (t)
~

(2.61)

and take its partial derivative with respect to a parameter α


−i
∂α H(t)U (t) + H(t)∂α U (t)
∂α ∂t U (t) =
~

(2.62)

and exchange the order of the second derivative on the left side leading to an equation of
motion for the ∂α U (~
α , Tc )


−i
∂t ∂α U (t) =
∂α H(t)U (t) + H(t)∂α U (t)
~
which leads to a set of coupled differential equations:
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(2.63)











0
U (t)
∂  U (t)  −i  H(t)

.
=
∂t ∂α U (t)
~ ∂α H(t) H(t)
∂α U (t)

(2.64)

Thus the GOAT algorithm has two primary steps: (1) solution of the coupled Schrödinger
equations for every instance of the parameters, and (2) the optimization of the parameters to
minimize the objective function G. A custom implementation of the GOAT algorithm was
developed for use in this dissertation. In this implementation (1) is done using an explicit
Runge-Kutta method with an adaptive step size (RK 4/5 is typical) and the optimization
is done via a limited-memory gradient-based optimization method (usually the L-BFGS
optimization algorithm).
In this dissertation we consider optimal control of Transmon systems. These systems
have local Hilbert spaces of infinite dimensions, however optimal control algorithms require
truncating the local Hilbert space in order to perform the optimization.

In addition,

sometimes there are quantum states which are undesired to populate during a quantum
evolution. These states are typically called leakage states and may be avoided for a number
of reasons (such as less accuracy due to a truncated infinite Hilbert space or more noise in
realistic systems).
Thus, to achieve higher fidelity simulations and applicability when simulating transmon
systems we require the controls to suppress leakage at every point in time. To achieve this
we must penalize the objective function G proportional to the quantity of unwanted leakage
as a function of time. For a transmon system with d levels, leakage occurs at a time t if for
any basis states n < d the matrix elements hd + m| U (~
α, t) |ni =
6 0, where m ≥ 0 determines
the degree of the leakage suppression.
However, this matrix element is generally a complex number so in order to get a real
quantity we will use the square modulus of the matrix element and integrate over the control
time. Thus we can determine the leakage as the sum of undesirable matrix elements over
the control time:
1
h(~
α) =
Tc

Z

Tc

dτ
0

d−1
X

| hd| U (~
α, τ ) |ni |2

n=0
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(2.65)

1
=
Tc

Z

Tc

dτ
0

d−1
X

hn| U † (~
α, τ ) |di hd| U (~
α, τ ) |ni

(2.66)

n=0

Z

1 Tc
=
dτ Tr Pc U † (~
α, τ ) |di hd| U (~
α, τ )Pc
Tc 0
Z

1 Tc
dτ Tr Pc U † (~
α, τ )Pd U (~
α, τ )Pc
=
Tc 0

(2.67)
(2.68)

where we have defined Pc as the projector onto the computational subspace of the transmon
and the projector Pd as the projector onto the first leakage state of the transmon.
Again, in order to perform gradient based optimization we require the gradient of this
function with respect to a parameter α:
Z

1 Tc
∂α h = ∂α
dτ Tr Pc U † (~
α, τ )Pd U (~
α, τ )Pc
Tc 0
Z

1 Tc
=
dτ ∂α Tr Pc U † (~
α, τ )Pd U (~
α, τ )Pc
Tc 0

Z
1 Tc
=
dτ Tr Pc ∂α U † (~
α, τ )Pd U (~
α, τ )Pc
Tc 0
†

(2.69)
(2.70)
(2.71)


+ Pc U (~
α, τ )Pd ∂α U (~
α, τ )Pc

(2.72)

and we see that calculating this gradient requires only knowledge of ∂α U (~
α, t), which is
already obtained by evolving the coupled equations of motions derived earlier [88].
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Chapter 3
Simulating the Shastry-Sutherland
Ising model using quantum annealing

37

A version of this chapter was originally published by Paul Kairys, Andrew D. King, Isil
Ozfidan, Kelly Boothby, Jack Raymond, Arnab Banerjee, and Travis S. Humble:
Kairys, Paul, et al. “Simulating the Shastry-Sutherland Ising model using quantum
annealing.” PRX Quantum 1.2 (2020): 020320.
Prior to publication the manuscript underwent peer review and the version printed here is
the version accepted for publication by the editor of PRX Quantum. P.K., A.D.K., I.O, A.B.,
and T.S.H. conceived the project. A.D.K, I.O., K.B., and J.R. developed the embedding and
boundary conditions. P.K., A.D.K., and I.O. implemented and performed simulations and
data analysis. P.K, A.D.K, A.B., and T.S.H. analyzed the results and developed conclusions.
All authors contributed in writing and editing the manuscript.

Abstract
A core concept in condensed matter physics is geometric frustration which leads to emergent
spin phases in magnetic materials. These distinct phases, which depart from the conventional
ferromagnet or the antiferromagnet, require unique computational techniques to decipher.
In this study, we use the canonical Ising Shastry-Sutherland lattice to demonstrate new
techniques for solving frustrated Hamiltonians using a quantum annealer of programmable
superconducting qubits. This Hamiltonian can be tuned to produce a variety of intriguing
ground states ranging from short- and long-range orders and fractional order parameters.
We show a large-scale finite-field quantum annealing experiment is possible on 468 logical
spins of this model embedded into the quantum hardware.

We determine microscopic

spin configurations using an iterative quantum annealing protocol and developed mean-field
boundary conditions to attenuate finite size and defects. We not only recover all phases
of the Shastry-Sutherland Ising model – including the well-known fractional magnetization
plateau in a longitudinal field – but also predict the spin behavior at the critical points with
significant ground state degeneracy and in the presence of defects. The results lead us to
establish the connection to the diffuse neutron scattering experiments by calculation of the
static structure factors.
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3.1

Introduction

Frustration is an essential feature for the exotic behavior of several magnetic materials and
occurs when the geometry of the system prohibits all local constraints in the microscopic
Hamiltonian being satisfied simultaneously. This frustration leads to ground state degeneracy
and even the emergence of novel phases of matter. Antiferromagnetic spins on a triangular
lattice form the simplest frustrated geometry in 2D and extrapolate to a large collection of
geometrically frustrated lattices – including the Kagome and triangular lattices – promising
a variety of emergent, unconventional phases of matter such as spin liquids [93], spin ices [94,
95], and stripe phases [96]. Among these, the geometrically-frustrated Shastry-Sutherland
[97] model, with Hamiltonian

H = J1

X

z
z
σ(i)
σ(j)
+ J2

hi,ji

X
hi,ji

z
z
σ(i)
σ(j)
+ hz

X

z
σ(i)
,

(3.1)

i

defined over the lattice shown in Fig. 3.1(a), is one in a rare class of exactly soluble
geometrically-frustrated Hamiltonians.

The frustration originates from incompatibility

between the nearest-neighbor J1 interactions on a square sublattice and the next-nearest
neighbor J2 interactions, which form triangular motifs on the square grid. The Ising ShastrySutherland model exhibits multiple phases including a trivial ferromagnetic (FM) phase
when hz  J1 , J2 , a Néel anti-ferromagnetic (AFM) phase when J1  hz , J2 , and a more
interesting AFM spin-dimer phase when J2  hz , J1 [2]. Intriguingly, for J1 ≈ J2 > 0,
a non-trivial phase arises in which the magnetic susceptibility shows a 1/3 magnetization
plateau. This plateau arises from a 6-fold spin degenerate solution when above a critical
longitudinal field strength [2, 98, 99].
The exact solubility of the Shastry-Sutherland models and unique magnetization plateaus
have generated significant interest in the physics community, stoked by the fact that the Ising
Shastry-Sutherland model and its variations may explain the magnetism in real materials,
such as the rare-earth tetraborides (RB4 ), which exhibit several magnetic plateaus with
fractional magnetization [2, 99–101]. Existing literature suggests that sampling ground
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states of this model is not computationally hard in the non-critical phases, but there
has not been a detailed study on the ground-state magnetic ordering near the critical
points and the computational complexity of sampling ground states near critical points
[98]. The square topology, unique magnetic physics, and potential material realizations of
this model make a compelling testbed to evaluate the efficacy of quantum annealing (QA)
to address fundamental materials physics and presents new paths for the cross-examination
of simulation and experimental data.
Determining low energy microscopic spin ensembles using QA relies on fundamentally
different principles as compared to conventional classical computing methods. Whereas
traditional simulated annealing uses thermal excitations and the ergodic principle to find
the energetic ground state [102], quantum annealing uses a quantum tuning parameter
such as a transverse magnetic field to drive transitions between quantum states [103, 104].
The dynamics induced by the transverse field allows QA to explore the energy landscape,
potentially faster than classical approaches [105].
We use a programmable quantum annealer realized by a two-dimensional lattice of
superconducting qubits. This device implements a transverse-field Ising model (TFIM)
defined by [104]
H(s) = A(s)

X

x
σ(i)

i
X

X
z
z
z
+ B(s)
hi σ(i) +
Jij σ(i) σ(j)
i

(3.2)

hi,ji

where amplitudes A(s) and B(s) determine the relative strength of the transverse field and
Ising terms and are controlled through the dimensionless annealing parameter s ∈ [0, 1]
representing the depth of the anneal. These amplitudes are smooth functions of s with
A(0) >> B(0) and A(1) << B(1).

The parameters Jij and hi define tunable Ising

interactions and a per-qubit tunable longitudinal magnetic field, respectively, which enables
the realization of various magnetic systems and lattice geometries within the processor.
The available couplers are arranged in a “Chimera” graph [106], used by several recent
examples to validate materials simulations using QA. This includes the simulation of the
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three-dimensional (3D) spin-glass transition [107] and the demonstration of the Berezinskii–Kosterlitz-–Thouless (BKT) transition in a two-dimensional TFIM [108].
We examine the behavior of the Ising Shastry-Sutherland model across all its phases
by sampling the low-energy microscopic states using QA. Our approach goes beyond
conventional QA approaches by using an iterative simulation protocol known as Quantum
Evolution Monte Carlo (QEMC) chaining [105, 108] to sample the ground-state manifold of
the frustrated Ising Hamiltonian. In order to accurately simulate the bulk behavior, we also
apply a technique for mean-field boundary conditions [109, 110] to mitigate finite-size effects
as well as the presence of defects in the quantum annealer. The microscopic ensemble of states
obtained from QA allows us to compute the phase diagram for the frustrated Hamiltonian
as well as its static structure factor – observables directly accessed in material experiments
[100]. These results establish the use of programmable quantum annealing as an avenue
to understanding frustration in a magnetic Hamiltonian with the potential to simulate the
behaviors of two dimensional spintronic materials for future experimental comparison.

3.2

Results

We start by mapping the Shastry-Sutherland Hamiltonian, defined in equation (3.1) and
shown in Fig. 3.1a, into the native architecture on a D-Wave 2000Q quantum annealer
[111], known as a “Chimera” graph. The embedding of the Hamiltonian into the processor
uses strongly-coupled ferromagnetic chains to encode each logical spin site [112]. Shown in
Fig. 3.1b, the embedding encodes a single logical spin to a cyclic chain of 4 physical qubits,
each logical dimer bond to 8 physical internal couplers, and each logical square bond to
one physical external coupler. This so-called ”half-cell” embedding exploits the symmetries
of the Shastry-Sutherland lattice and the Chimera graph to reinforce spatial uniformity,
i.e. dimer bond maps to internal couplers and square bonds map to external couplers (see
Appendix: Embedding). This scheme results in a large lattice of 468 logical spins from the
1,872 functioning qubits as shown in Fig. 3.1c.
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Figure 3.1: Embedding the S-S lattice in the D-Wave quantum annealer. a, The
Shastry-Sutherland lattice showing the nearest neighbor square (solid black lines) and the
next-nearest neighbor dimer (dashed black lines) interactions. Highlighted in grey is the
logical unit cell with 8 spins labeled. b, The embedding of the logical unit cell from a into a
Chimera graph (full embedded graph shown in 3.5). This “half-cell” embedding maps each
logical spin to a chain of 4 ferromagnetically connected qubits (solid color lines) and each
dimer pair to a single Chimera unit cell. Each logical square bond is mapped to 1 external
coupler (solid black lines) between Chimera unit cells and each dimer bond is mapped to 8
internal couplers (dashed black lines) within a Chimera unit cell. This embedding preserves
the symmetry of the logical problem and ensures that every physical qubit experiences similar
local environments which prevents chain breaking. c, The embedding of a 468-spin lattice
in the quantum annealer. Missing lattice sites in the underlying Chimera graph reveal
defects that originate from defective qubits or bonds in the annealer. Effects from these
defects, as well as from finite boundaries, were mitigated by applying self-consistent meanfield boundary conditions (see text). These boundary conditions are applied on both the
external boundaries and the internal boundaries (qubits surrounding defects) simultaneously.
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The limited sizes of near-term quantum devices, and the presence of defects pose a
challenge to calculating results for materials in the thermodynamic limit. Here we apply selfconsistent mean-field boundary conditions [110] in the embedded Hamiltonian by leveraging
the independent control over the longitudinal magnetic fields on each qubit. Specifically,
we iteratively determine boundary magnetic fields such that the magnetization is uniform
and translationally invariant (see Appendix: Chi-compensation, Appendix: Flux-bias offset
calibration, and Appendix: Mean-field boundary conditions for all calibration methods used).
This is an effective technique to screen away the defects and boundaries and preserve the
integrity of the Hamiltonian, allowing us to observe microscopic structures found in the
thermodynamic limit, which we present in subsequent sections.
The third major challenge in applying QA technologies is limited control over device
dynamics. Conventional QA of equation (3.2) relies on controlling the amplitudes A(s)
and B(s) through an adiabatic evolution from s = 0 to s = 1 to prepare ground states.
However, the adiabatic condition is difficult to satisfy due to limits on device control, qubit
coherence, and other factors [113]. To overcome this we use the technique of QEMC chaining
[105, 108] that relaxes the system through an iterative sequence of equilibrations at a fixed
transverse field strength. This method has two parameters sp and tp which control the
magnitude of the transverse field (i.e. the quantum tunneling energy) in equation (3.2)
and the equilibration time, respectively (see Appendix: Quantum Evolution Monte Carlo
Chains). This unconventional QA protocol allows us to mitigate the limitations of adiabatic
QA by once again taking advantage of the programmable control features of annealing
devices. In the next section we lay out a protocol to determine optimal QEMC parameters
for an embedded spin system.
An essential step towards the optimal performance of the QEMC protocol is determining
the values of sp and tp (pause/equilibration time) which produce the lowest energy classical
ground states in the fewest iterations. In Fig. 3.2a we show that by probing different sp values
we can determine that sp = 0.4 produces the lowest energy classical ground states upon
equilibration. Empirically, this value signifies the right balance between tunneling dynamics
and classical energy (see Appendix: Quantum Evolution Monte Carlo Chains). Under these
conditions, the system is able to converge from an initial state far from the solution to the
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Figure 3.2: Optimal QEMC annealing parameters. a, Simulated energy distributions
using a chain of QEMCs at (J1 = 1, J2 = 1, hz = 2.1) with tr = 1 µs ramps and tp = 1998 µs.
The energies displayed are re-scaled according to the lowest energy configuration observed
in experiment. Two values, sp = 0.7, sp = 0.8, are omitted from a for clarity because
hH(sp = 0.7)i ≥ 600 and hH(sp = 0.7)i ≥ 700 lie far outside of the domain shown in a.
The inset is an alternative view of a that clearly shows the parabolic energy curve as a
function of sp with a minimum at sp = 0.4. b, The convergence of the magnetization from
a ferromagnetic state at (J1 = 1, J2 = 1, hz = 2.1) with tr = 1 µs ramps and tp = 1998 µs
to the 1/3 magnetization plateau (shown in black). For sp < 0.5 convergence to the bulk
magnetization occurs in < 5 iterations, however these states are not energetically optimal
and convergence to the correct microscopic order takes many tens of iterations. c, The
average returned energy as a function of sp and tp with tr = 1 µs. Unless sp is sufficiently
strong such that the timescale of tunneling dynamics is much shorter than the anneal time,
increasing pause time has a dramatic effect in finding low energy solutions.
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optimal magnetization in a few iterations. An example is demonstrated in Fig. 3.2b where
the system anneals from an initial FM configuration to the optimal magnetization of 1/3 in
a single iteration, however it takes 40-50 QEMC iterations to converge to the appropriate
microscopic order. In Fig. 3.2c we show that increasing the value of tp leads to significantly
lower energy and therefore we choose the maximum equilibration time of tp = 1998 µs for
our experiments. These optimal annealing parameters allow us to rapidly arrive at accurate
low energy states without having to satisfy the adiabatic condition - a key impediment in
traditional QA.
Determining the optimal annealing parameters permit us to confidently explore the low
energy solutions for a large parameter space of the microscopic Hamiltonian, equation (3.1).
We simulated an ensemble of low-energy states for the Shastry-Sutherland Ising model
over the range of parameters hz ∈ [−8, 8] and J2 /J1 ∈ [0, 3], from which we computed
the phase diagram shown in Fig. 3.3a. The results not only identified all four long-range
ordered phases – including the 1/3-magnetization plateau, for which a cross-sectional plot
is shown in Fig. 3.3b – but we also obtained excellent agreement with the expected location
of the phases and phase transitions across the entire parameter range, indicated by the
overlapping theoretical predictions in Fig. 3.3a. This reflects the symmetry of the underlying
Hamiltonian and robustness of our simulation to the imperfections in the annealing device.
While not explicitly compared here, we generally find that our magnetization results from
QA are similar to magnetic susceptibility measurements observed in Shastry-Sutherland
candidate materials such as the rare-earth tetraborides [100, 114, 115]. Moreover, real
material synthesis is susceptible to defect formation which indicates a potentially beneficial
connection between the defects present in both the QA hardware and the defects in single
crystals of candidate Shastry-Sutherland materials.
Quantum annealing also allows us to identify the critical regimes for the phase
transitions. These are indicated in Fig. 3.3b by the white stripes between the ordered
phases, corresponding to where the derivative of the magnetization is largest. The critical
regimes are locations where the long-range spin order breaks down leading to spin textures
and an increased sensitivity to defects [116]. A real-space examination of this result from
the QA processor is presented in Fig. 3.3c-f, showing the microscopic ordering expected in
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Figure 3.3: Phase diagram and spin structures. a, Phase diagram obtained by QEMC
chains with tr =1 µs, tp =1998 µs and s=0.4. The simulated phase boundaries, shown by red
Xs, are determined by calculating the point of steepest slope of magnetization. This helps
to distinguish the 1/3rd plateau, the dimer, FM and the Néel states. The white lines outline
the exact phase diagram as determined analytically by Dublenych [2]. A slice of the phase
diagram at J2 /J1 = 1 shown in b. b, Slice of phase diagram at (J1 = 1, J2 = 1) obtained
by QEMC chains with tr =1 µs, tp =1998 µs and s=0.4. The observed phase transition
is broadened compared to exact results due to a number of compounding effects, most
notably are bond disorder of J1 , J2 , residual effects of point defects and finite lattice size,
non-negligible persistent transverse field, and temperature effects. Each data point is the
average of 100 QEMC chains each of 100 iterations in which we sample the last 50, providing
5000 spin configurations per data point. We observe that the standard deviation of the
magnetization, σhmi , lies within the range 0.002 ≤ σhmi < 0.03 and has characteristic peaks
within the critical regimes. We find that σhmi is sufficiently small that the round markers
obscure the plotted error bars completely and so it is plotted above the magnetization for
clarity. Four points are labeled c, d, e, and f which correspond to the structures shown in c-f.
The critical regimes are highlighted in white. c, d, The real-space spin motifs determined
by QEMC chains in the Néel AFM and critical AFM to plateau phase calculated at the
points labeled in b. In d we observe a coexistence between the Néel and plateau orderings
separated by domain walls. e,f, Two degenerate solutions within the plateau phase. The
black and red squares represent spin up and down, respectively.
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the different phases as we tune the longitudinal field. The location of these structures are
indicated in Fig. 3.3b. We show that in Fig. 3.3c we obtain the typical Néel AFM ordering
with zero average magnetization. Fig. 3.3d shows the spin texture at the critical point from
the Néel phase, showing clearly the increasing sensitivity to defects. These defects act as
nucleation points for the horizontal FM chains that are precursors of the 1/3rd plateau phase.
In Fig. 3.3e,f we display two of these six observed degenerate spin structures found within
the plateau phase, each with hmi = 1/3. In our various QA simulations we are able to recover
all six degenerate solutions for the 1/3rd plateau. Additionally, the spin textures around the
defects (white dots) are obvious in Fig. 3.3c-f. Deeper in the 1/3rd phase the presence of the
defects does not destroy the local magnetic Hamiltonian which speaks to the effectiveness
of the mean-field boundary conditions. Our simulations predict that one should expect a
different degeneracy of the 1/3rd plateau solution around the defects in small domains as
shown in Fig. 3.3d,f in the complete absence of boundary conditions.
The microscopic real-space structures obtained directly from the QA method can be
verified using magnetic microscopy (such as Lorentz-force microscopy), however, such
techniques are challenging for 2-D materials in a magnetic field. A preferred experimental
technique for studying magnetic ordering is in the Fourier space via measurement of the
static structure factor obtained from diffuse neutron scattering. To elucidate the connection
between our annealing results with this experimental technique we compute the static
structure factor S(~q), defined in terms of the two-point correlation function as
S(~q) =

X

~

~

z
z
hσ(i)
σ(j)
iei~q·(Ri −Rj )

(3.3)

i,j

~ ij is the relative position of two spins and ~q is the wave vector in reciprocal space. The
where R
static structure factor provides a Fourier decomposition of the spatial correlations encoded
by the spin system and quantifies the ordering of different magnetic phases. The calculated
correlations for the Néel AFM, dimer AFM, and 1/3 plateau phase are shown in Fig. 3.4a-c
and agree with theoretical expectations [2]. Because the static structure factor is directly
measured by the neutron diffuse scattering spectrum, we anticipate similar QA results for
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Figure 3.4: Static structure factors in equilibrium and at criticality. a, Structure
factor of the Néel AFM phase at J1 = J2 = 1, hz = 0. The high symmetry points of this
model are labeled in white along with a cut-path used in e, these points are (qx = 0, qy = 0),
(qx = π, qy = 0) and (qx = π, qy = π). b, Structure factor of the Dimer AFM phase at
J1 = 1, J2 = 3, hz = 0. c, Structure factor of the 1/3 plateau phase at J1 = J2 = 1, hz = 2.1.
d, Structure factor in the transition between Néel AFM and 1/3 plateau phases at J1 = J2 =
1, hz = 1.8. e, A cut along the symmetry points shown in a of the structure factor through
the Néel to plateau transition. The inset figure shows the color scale corresponding to the
longitudinal field across the phase transition at J2 /J1 = 1.
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appropriately modified Hamiltonians will enable comparisons with real Shastry-Sutherland
magnets in the future.
Unlike the standard forward-annealing use of QA, QEMC chains allow us to probe
ordering and statistical convergence near critical regimes [105] including, for example, the
first-order transition from the Néel AFM to the 1/3 plateau. However, while theory predicts
a sharp discontinuity in the magnetization, our annealing simulations produce a more gradual
change as shown in Fig. 3.4e. We surmise that the origin of this smoothing includes bond
disorder in J1 , J2 that is intrinsic to the annealer and uncorrected by our boundary conditions,
residual effects from point defects and finite lattice size, as well as non-negligible transversefield effects persisting near the phase transition. It has also been shown in previous work that
temperature can contribute to smoothing the phase transitions [98]. However, the relative
(14 mK)
strength of thermal to coupling energies used in this device ( (kJb T1 B(s=1)
≈ 0.02) was found

to be sufficiently small to ignore the finite temperature broadening observed in [98].
We compute the structure factors near the critical regime from the Néel to plateau
phases, where intermediate spin structures are observed that do not exist in either phase.
Sweeping through the critical regime yielded a smoothed interpolation between the Néel and
plateau structures, examining the structure factor at an intermediate point in this transition
enables us to predict the spin structures and their spatial correlations near criticality. Shown
in Fig. 3.4d is the structure factor corresponding to the spin texture in Fig. 3.3d at the
critical point between Néel and plateau phases. This reveals an asymmetric broadening of
the peaks in the static structure factor, reminiscent of fluctuations across length-scales –
phenomena observed experimentally in continuous phase transitions (see, for e.g., [117]) –
revealing a pathway to characterize complex short-range correlated physics near a phase
boundary, physics that is extremely relevant to novel spin ice materials [95]. Our results
show that the current generation of QA has the maturity to explore critical phenomena
in frustrated magnets and predict experimentally accessed results relevant to a variety of
spintronic materials - opening a new paradigm for QA.

49

3.3

Discussion

To conclude, we have used the Shastry-Sutherland model to successfully demonstrate how
QA may be used to investigate the short-ranged, highly degenerate states and phase
diagrams in a general class of frustrated magnetic systems. This demonstration required
addressing hardware limitations such as defects and finite size, in addition to optimization
of the annealing protocol. Specifically, we apply novel boundary conditions and a tunable
annealing protocol, known as QEMC chaining, to simulate the low-energy manifold of a
complex Ising Hamiltonian over a range of model parameters. The fidelity of our simulations
further demonstrates that qubit and bond imperfections inherent in near-term annealers,
as well as limited system control, can be effectively mitigated by taking advantage of other
programmable features of QA devices. Taken together with the computation of the structure
factor, QA provides a new utility for predicting the emergence of spin behavior in statistical
systems across length scales.
This work indicates that experimental data analyses based on quantum annealing
simulations of complex Hamiltonians is no longer a conceptual challenge, but rather a
technical one and we anticipate that these results coupled with next-generation annealers
[118] will play an important role in the future of condensed matter physics. This work opens
a route for a practical application of qubit-based quantum annealers in material physics
applications and new possibilities for understanding real materials using quantum hardware
in ways that have historically been difficult or impossible to achieve.
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3.4

Embedding

The D-Wave 2000Q quantum annealer is constructed of superconducting flux-qubits coupled
together in the Chimera topology [111]. The quantum annealer has two types of couplers:
internal unit cell couplers, which control interactions within a unit cell, and external couplers,
which mediate interactions between unit cells. Here we present an embedding, shown in
Fig. 3.1 and Fig. 3.5, which places one logical dimer onto each Chimera unit cell and realizes
square bonds between dimers through inter-cell Chimera couplers. This embedding leverages
the natural structure of the quantum annealer architecture to reinforce the symmetries of
the logical model.
Sometimes the ferromagnetic chains that represent a single logical spin become misaligned
– this is called a chain break – which often leads to incorrect logical solutions. The observed
probability for a chain break is estimated (from the phase diagram data shown in Fig. 3.3) to
be less than 0.02% and, therefore, we did not employ methods for decoding embedded chains
to logical values, but rather use the first physical spin (determined by the smallest linear
qubit index) of each chain as representative of the logical spin. While this does introduce
some additional error, the contributions is very small relative to other sources of noise. The
low probability of chain breaking is due primarily to the cyclic nature of the chains and the
symmetry preservation of the embedding.
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Figure 3.5: Half-cell embedding into the D-Wave quantum annealer with unit cell as
depicted in Fig. 3.1b. This is rotated 45 degrees to obtain the lattice shown in Fig. 3.1c.
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3.5

Chi-compensation

The radio-frequency SQUID flux qubits in the D-Wave 2000Q system do not perfectly
implement the TFIM Hamiltonian. Specifically, each qubit mediates an effective coupling
between neighboring qubits regardless of the existence of a physical coupler. Additionally
there is leakage of an applied h bias from a qubit to its neighbors. The strength of these
additional effects are dependent on the normalized background susceptibility χb = MAF M χq
where MAF M is the maximum available AFM mutual inductance and χq is the physical qubit
susceptibility. These effects lead to a first-order modification to the embedded hs and Js as
shown below.

Ji,k (χb ) = Ji,k +

X

χb Ji,j Jj,k

(3.4)

j

hi (χb ) = hi +

X

χb Ji,j hj

(3.5)

j

For the low-noise D-Wave 2000Q system used in this work, χb varies as a function of the
anneal parameter s, for the regime of 0.4 < s < 0.6 probed χb = −0.03 ± 0.01. Along with
the J1 , J2 , h parameters J3 is the strength of the FM chains that describe a single logical
spin, and is fixed in all experiments to J3 = −1. For the half-cell embedding presented
here it was sufficient to derive expressions of the impact of these interactions on the logical
problem, which are given below. We used these expressions to determine the correct input
such that the embedded system corresponded to the correct logical problem instance.

J2 (χb ) = J2 (1 + 4χb J3 )

(3.6)

J1 (χb ) = J1 (1 + 4χb J3 + 2χb J2 )

(3.7)

h(χb ) = h(1 + χb J1 + 2χb J2 + 2χb J3 )
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(3.8)

3.6

Flux-bias offset calibration

The D-Wave 2000Q system is calibrated as a quantum annealer to perform well under a
variety of input types, and the unique problem here permits the re-calibration of the device for
improved performance. This calibration should be done to reinforce the expected symmetries
in the system, and in the absence of an applied longitudinal field the system is invariant
under a spin-flip operation. Using this symmetry we determine flux-bias offsets for each
qubit with a gradient descent method such that the average qubit magnetization is zero.
The measurement of this magnetization is performed via forward anneals in this work but
is generally a function of anneal schedule.
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3.7

Mean-field boundary conditions

Due to the nature of the half-cell embedding, any missing qubit or coupler on the D-Wave
2000Q chip leads to a missing qubit or coupler in the logical SS graph, respectively. Due to
the finite size of the chip and the presence of these defects appropriate boundary conditions
must be chosen in order to recover the expected solutions in the thermodynamic limit.
Here we implement a form of mean-field boundary conditions [109, 110] which are found
via an optimization over the longitudinal magnetic fields of qubits on external and internal
boundaries. Specifically, we seek to determine the appropriate magnetic fields such that the
magnetization of boundary qubits is equivalent to the magnetization of bulk qubits and is
defined as
min

~hbound.

hmibulk − hmibound.
(3.9)

s.t. sign(~hbound. ) = sign(hbulk ),
where ~hbound. is the vector of longitudinal magnetic fields on the boundary and hmibulk ,
hmibound. are the magnetization of the bulk and boundary qubits, respectively. This ensures
homogeneous magnetization between interior and boundary qubits, which reinforces the
translational invariance of the order parameter. The sign constraint is used to restrict the
boundary fields to physically realistic local environments.
The optimization is done via a simple gradient descent method that updates each
boundary longitudinal field according to

z
ht+1
= hti + δh(hσ(i)
i − hmibulk ),
i

(3.10)

z
where hσ(i)
i is the average magnetization of qubit i over all samples and 0 ≤ δh ≤ 0.05

is the step size. We typically see convergence of this parameterization up to statistical noise
in at most 400 iterations. Some points used additional iterations and served as a check that
400 was a sufficient maximum number of iterations. We observed no significant correlation
between iteration count and problem parameters.
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3.8

Quantum Evolution Monte Carlo Chains

In quantum annealing the goal is to evolve a system adiabatically from an eigenstate of the
transverse field at s = 0 to an eigenstate of the Ising model at s = 1. However for systems
composed of chains of ferromagnetically coupled qubits there may be a value of s at which
the spins of the chain fail to evolve meaningfully and freeze [113]. This freeze out point is a
function of the average length of the chains and for chains of 4-qubits the freeze out point
for this annealer is approximately s = 0.4, where the transverse field is non-negligible. If the
system freezes near this position in the anneal then the collected measurement statistics will
not resemble a classical Ising model but the TFIM. Shown in Fig. 3.6a is the relative energy
scale of the individual terms in the Hamiltonian equation (3.2) as a function of s compared
to the characteristic thermal energy of the system.
Here we adapt a technique used by King et al. and chain together a sequence of QEMC
steps [108], individually referred to as reverse anneals. In a reverse anneal the system is
initiated in a classical state at s = 1, follows an anneal schedule, and then is read out to
obtain a new classical state. The anneal schedule used here is shown in Fig. 3.6b: rapidly
reverse-anneal to a point in the anneal schedule with non-negligible transverse field, pause
to allow the system to thermalize and populate low energy intermediate states, and forward
anneal to finish the protocol. It is not immediately obvious that this anneal schedule will
allow us to probe classical states, however, since each lattice site is represented by a cyclic
chain of four physical qubits the effective tunneling in the logical model is much smaller than
the tunneling of individual qubits, suggesting that at sp = 0.4 the system is still sufficiently
classical with a weak transverse field. In the Shastry-Sutherland Ising model, where even in
the dimer phase, ground states are separated by 2 logical-spin flips. The relevant physical
tunneling is therefore not a four-qubit term but an eight-qubit term, which is very small
even when the transverse field is moderate, as in our situation.
When repeated many times, this protocol resembles a Markov chain Monte Carlo and
enables the determination of ground states through an iterative refinement of solutions shown
in Fig. 3.6c. This repeated process resembles the Markov chain Monte Carlo method, but fails
to be perfectly Markovian due to correlations between iterations. Just as in a conventional
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Figure 3.6: a, The annealing parameter s controls amplitudes A(s) and B(s) in the
device Hamiltonian, equation (3.2). Q(s) quantifies the relative strengths of these terms
as a function of s. Also shown is the dependence on s of the ratio to amplitude B(s)
and the characteristic thermal energy of the system at the operating temperature of 14
mK. b, A single Quantum Evolution Monte Carlo (QEMC) anneal schedule that shows the
initialization of the annealer with an eigenstate of the classical Hamiltonian (A(s) << B(s))
at t = 0, reverse annealing for time tr , pausing for time tp at sp (where Q(s) ≥ 1), and
forward annealing for time tr . c, An iterative protocol where multiple QEMCs are chained
together by re-programming the next QEMC with the output from the previous QEMC. The
first half of the samples are discarded as burn-in steps while the chain equilibrates and the
last half of the samples are collected and used for analysis.
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Markov chain simulation, we discard the first half of the iterations as burn-in steps while
the system equilibrates and then sample from the last half of the chain. The size of chain
length depends greatly on the pause point sp as can be seen in Fig. 3.2b.
Additionally, during long pause times we don’t expect to completely prepare a quantum
thermal state of the instantaneous device Hamiltonian H(sp ), although we do expect to
approach it. In fact, we know that we do not prepare quantum thermal states because if we
did we would observe that QEMC chain converges instantly because in a quantum thermal
state (i.e. at equilibrium) all information about the initial state should be lost, which is
not the case in our results, as seen in Fig. 3.2b. So we prefer a faster forward anneal tr to
permit a longer pause, which is shown in Fig. 3.2c to result in lower energy states. Due
to the experimental constraints we were unable to probe the trade-off between pause and
forward-anneal times at longer anneal times.
The strength of the transverse field is determined by the pause position sp , and a value
of sp ≈ 0.4 returns an ensemble of states with minimal experimental variance and the
lowest observed energies over all experiments. For s > 0.4, we found the solution quality
declined rapidly because the transverse field was insufficient to drive tunneling through
energy barriers, while for stronger transverse fields (s < 0.4), we observed the sampling
statistics were distorted by the transverse field. As shown in Fig. 3.2b, higher transverse
field strengths increased the rate of convergence but converged to an ensemble with higher
average energy relative to those observed at sp = 0.4. As shown in Fig. 3.2c, the prepared
ensembles were found to be sensitive to the pause duration tp in the range of 1 µs to 1998 µs
for sp = 0.4.
All experiments performed in this work used the same reverse anneal time, tr = 1 µs and
used a chain length of 100, so that 50 steps were used for chain equilibration and 50 states
are used for statistical sampling. For the system under study the time scale of dynamics is
assumed to be much larger than the time scale of the anneal and readout, therefore a rapid
forward anneal permits more time to pause and thermalize while not populating high energy
states during the forward anneal. Finally, the initial state to begin each QEMC chain in this
work was chosen to be the, FM, all spin-up state. We found little dependence of the final
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state of the chain on the initial state if sp was small enough such that the transverse field
was significantly strong (sp ≤ 0.6), as can be seen in Fig. 3.2b.
During the pause at sp the persistent current flowing in the superconducting device
generates a magnetic field that acts to polarize the ensemble of spins, an effect called spinbath polarization (SBP). This effect is typically stronger for long pause times, however in this
work we have used a D-Wave 2000Q LN (lower noise) processor, which has roughly 1.5x-2x
less mid-band noise than the processor used in the SBP measurements in [119] (These fab
processes are FAB2-INT and FAB2 in the D-Wave white-paper [120]). In our experiments
we insert a depolarization time (also known as “readout thermalization”) of 100 µs, which
significantly lowers the SBP effect between anneals. Additionally, each data point in this
work is the average over multiple QEMC chains, and the timescales between QEMC chains
is long enough to nullify any inter-call spin-bath polarization effect.
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Chapter 4
Parametrized Hamiltonian simulation
using quantum optimal control
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Abstract
Analog quantum simulation offers a hardware-specific approach to studying quantum
dynamics, but mapping a model Hamiltonian onto the available device parameters requires
matching the hardware dynamics. We introduce a paradigm for quantum Hamiltonian
simulation that leverages digital decomposition techniques and optimal control to perform
analog simulation. We validate this approach by constructing the optimal analog controls for
a superconducting transmon device to emulate the dynamics of an extended Bose-Hubbard
model. We demonstrate the role of control time, digital error, and pulse complexity, and
we explore the accuracy and robustness of these controls. We conclude by discussing the
opportunity for implementing this paradigm in near-term quantum devices.

4.1

Introduction

Estimating dynamical properties of entangled many-body quantum states is critical for
scientific discovery and engineering robust quantum technologies [9, 121]. Unfortunately,
even the most sophisticated algorithms are limited to simulating quantum dynamics at small
times due to the exponential growth in memory requirements with increasing quantum state
entanglement [122–125]. Quantum computers, on the other hand, are capable of efficient
simulation of quantum dynamics because even highly entangled quantum states can be
represented efficiently in a quantum register [12].
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Simulating the dynamics of a model quantum system using a controllable quantum device
is referred to as quantum simulation [9]. Two leading paradigms for quantum simulation
are based on digital and analog representations. In digital quantum simulation, sequences
of discrete quantum logic gates are compiled to generate unitary operators that implement
time evolution of the model system, while in analog quantum simulation the quantum device
is controlled so that its own evolution imitates the dynamics of the model system [9].
Several approaches have combined digital quantum logic with analog quantum evolution,
especially for quantum simulation [47–55]. These approaches augment digital simulation
methods with specialized analog evolution to extend the types of quantum states that can
be prepared. However, a typical hurdle for analog quantum simulation is the design or
discovery of a controllable quantum device whose Hamiltonian is isomorphic to the model
Hamiltonian [9]. In many cases, construction of the device itself limits this isomorphism to
small regime of model parameters and, therefore, the class of possible simulations.
Recent work to address the limitations of traditional analog simulation have been
presented and implemented by [56, 57] where the authors proposed quantum simulation
through the use of optimal control by decomposing the global unitary evolution operator
of the target model into a product of global short-time unitary evolutions.

However,

because numerical quantum optimal control requires the iterative solution to the Schrödinger
equation, the strategies used by [56, 57] are limited to small system sizes due to the
exponential growth of memory requirements with increasing quantum system size, e.g.
systems larger than O(10) qubits.
Additionally, the strategies used by [56, 57] do not address a common pitfall of numerical
optimal control: to perform control optimization requires fixing a unitary operator, which
means that performing simulations of a model with a parametrized Hamiltonian will require
re-optimization of the controls for every instance of the model parameter.
In this work we show these challenges can be overcome by reducing the problem of
optimizing a global unitary (which may be exponentially large) into a linear number of
optimizations of local unitaries of fixed size.

Additionally, we present a way to avoid

performing additional control optimizations for parametrized Hamiltonian simulation, and
in particular, perform a minimum number of optimizations for any parametrization of the
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model Hamiltonian evolution. Thus, this work shows that the use of optimal control for
quantum simulation is scalable; this result has not been addressed rigorously by previous
literature.
We structure the remainder of the work as follows: in Sec. 4.2 we describe our proposed
simulation paradigm. In Sec. 4.3 we demonstrate the feasibility of the paradigm in three
steps: Sec. 4.3.1 defines the model system of interest, Sec. 4.3.2 defines the controllable
device, and Sec. 4.3.3 discusses the numerical results of our demonstration. We conclude
and discuss these results in Sec. 4.4.

4.2

Parametrized simulation with optimal control

Quantum simulations require specification of a model quantum system and a controllable
quantum system.

Typically, this is accomplished by defining a parametrized model

Hamiltonian HM (~λ) and a parametrized, time-dependent device Hamiltonian HD (~
α, t). The
parameters of the device Hamiltonian α
~ represent controllable parameters such as tunable
electric or magnetic fields. The parameters of the model Hamiltonian ~λ are specified over
some finite range λl,min ≤ λl ≤ λl,max on which interesting dynamical physics are sought.
The task of quantum simulation is that the dynamics of the quantum device over a control
time Tc ,


i
UD (~
α, Tc ) = T exp −
~

Z

Tc


HD (~
α, τ )dτ ,

(4.1)

0

and the dynamics of the model system over a time Ts ,


iTs
~
~
UM (λ, Ts ) = exp −
HM (λ) ,
~

(4.2)

are equivalent. In practice, this equivalence is replaced by requiring the dynamics to be
sufficiently close according to a chosen distance measure. We consider the measure between
two unitary operators given by the infidelity
1
g(U1 , U2 ) = 1 − 2 Tr(U1† U2 )
d
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2

(4.3)

where d is the dimension of the Hilbert space on which operators U1 and U2 act. The
infidelity is invariant to a global phase on either unitary and takes a positive value between
zero and one [79].
We assume the Hamiltonians are defined on a composite Hilbert space of a countable
N
number of D-dimensional quantum systems, H = i Hi , where each Hamiltonian is a sum
of k-local operators. A k-local operator acts as the identity on all but k of the D-dimensional
local Hilbert spaces, Hi . We will assume that the model Hamiltonian has the form
HM (~λ) =

L
X

λl HM,l ,

(4.4)

l=0

where HM,l is k-local.

Then, we consider a device Hamiltonian composed as a linear

combination of operators with the same locality as the model Hamiltonian,

HD (~
α, t) =

L
X

HD,l (~
α, t),

(4.5)

l=0

i.e., both HM,l and HD,l act on the same k-local subspace l. Furthermore, we assume that the
subspaces acted on by each local term are addressable via a chosen set of device parameters,
i.e., ∀ l ∃ α
~ s.t. HD,l0 (~
α, t) = 0 ∀ l0 6= l. This structure of the device Hamiltonian ensures
that any subspace on which model evolution occurs can be addressed independently by a
choice of device parameters.
One approach to realizing quantum simulation is to numerically determine the parameters
α
~ for a control time Tc that generates the target unitary dynamics for a specific parameter
set ~λ and model simulation time Ts as
min g(UD (~
α, Tc ), UM (~λ, Ts )).
α
~

(4.6)

There are two consequences of this approach. First, the numerical representations of the
model and device unitaries become exponentially large with increasing quantum system size.
Second, for every desired set of the parameters ~λ and Ts , a new set of control parameters
and control time must be determined. This strategy is more than exponentially inefficient.
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We overcome these bottlenecks by assuming the model Hamiltonian parameters are
bounded and discretely parametrized. Explicitly, we assume that each parameter is bounded
as λl,min ≤ λl ≤ λl,max ∀ l and discretized as a grid with step size ∆λl > 0 for each parameter
l such that λl = λl,min + nl ∆λl . Next, we use the Trotter decomposition to convert the global
model unitary operator into a product of k-local unitary operators [7, 9].




L
X
iT
iT
s
s
UM (~λ, Ts ) = exp −
HM (~λ) = exp −
λl HM,l
~
~ l=0



L 
iTs X
λl,min + nl ∆λl HM,l
= exp −
~ l=0
Y

q
L
iTs
= lim
(λl,min + nl ∆λl )HM,l
exp −
q→∞
q~
l=0
Y



nl q
L
iTs
iTs
= lim
λl,min HM,l exp −
∆λl HM,l
exp −
q→∞
q~
q~
l=0

n q
Y


L
Ts l
Ts
= lim
UM,l ∆λl ,
UM,l λl,min ,
q→∞
q
q
l=0


(4.7)

(4.8)

(4.9)

One typically truncates the series at an order q >> 1 that gives a desirable global error
defined by the conservative error bound [7, 9]
M
T2 X
(q)
UM (~λ, Ts ) − UM (~λ, Ts ) = s
[λl Hl , λm Hm ]
2q l>m=1
 3
T
+ O s2 .
q

(4.10)

Based on Eq. (4.9), a target unitary generated by a Hamiltonian of L parameters requires
determining only 2L unitaries. Furthermore, to implement these unitary operators in a
quantum device, one solves 2L optimization problems corresponding to λl,min as
min g(UD,l (~
α, Tc ), UM,l (λl,min , Ts /q)),
α
~
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(4.11)

and ∆λl as
min g(UD,l (~
α, Tc ), UM,l (∆λl , Ts /q))

(4.12)

α
~

where UD,l is the unitary operator generated by addressing the subspace on which HM,l acts
as


i
UD,l (~
α, Tc ) = T exp −
~

Z

Tc


HD,l (~
α, τ )dτ .

(4.13)

0

To argue for useful applications of this methodology, we briefly discuss the expected
classical computational cost of numerically optimizing the device controls. There are two
computational costs associated with the quantum optimal control problem: solution of the
Schrödinger equation and optimization of control parameters. The former generally has
exponential space complexity due to the exponential growth of Hilbert space with increasing
quantum particle number. However, we have shown in Eq. (4.9) that the size of the requisite
Hilbert space can be bounded in practice to a constant size by using Trotterization to
decompose the global unitary evolution operator into a set of k-local operators. This reduces
the scaling of the computation to the time complexity required for solving the linear ODE of
the Schrödinger equation. There are various methods for solving ODEs that can be tailored
to the uniqueness to the problem, the representation, and the boundary conditions, many of
which have distinct computational complexity and performant implementations [126, 127].
The second computational cost is associated with optimization of the control parameters.
Identifying the best methods for parameter optimization is an outstanding challenge, and
several works conjecture that quantum optimal control with no constraints should lack local
minima [128]. Based on numerical and analytical arguments, these results indicate that a
local optimizer will not become trapped in local minima. In addition, it has been shown that
introducing constraints (such as limits on pulse amplitude or bandwidth) can create local
minima in which the optimizer may become trapped, intuitively increasing the computational
cost associated with the optimization [80, 128].
In practice, additional structure to the model Hamiltonian permits more efficient
implementations. For example, if the model Hamiltonian is sufficiently uniform, HM,l ≈
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HM,l0 ∀ l, l0 , and the device Hamiltonian is sufficiently uniform, HD,l ≈ HD,l0 ∀ l.l0 , then one
can develop control ansatze that are capable of determining the controls across any subset of
the device, requiring only minor parameter refinements (or calibrations) for each subsystem
[88, 129].
The former condition implies that the model Hamiltonian has internal symmetry as is
common in condensed matter or chemical physics [9]. The latter condition, that the quantum
device is relatively uniform, will typically be satisfied from an engineering perspective as it
decreases device complexity and cost [130, 131].
We next discuss the gate depth required for Eq. (4.9) to emphasize the practicality of the
decomposition. We define “gate depth” as the maximum number of Trotter-step unitaries
applied to any subsystem Hi . There are three primary quantities in Eq. (4.9): the Trotter
decomposition order q, the number of terms in the Hamiltonian L, and the index of the
parameter space nl . The Trotter decomposition order q defines a number of “layers” in
which the individual (1 + nl ) Trotter unitaries are applied for each l. Thus the depth of the
circuit varies depending upon the parametrized unitary one is trying to prepare.
We have assumed that the parameter space is bounded and discretized, such that each
parameter index satisfies nl ≤ Nl with λl,max = λl,min + Nl ∆λl . Then maximizing circuit
depth corresponds to the choice nl = Nl ∀l. Therefore the total number of applied unitaries,
P
( Ll=0 (1 + Nl ))q, provides an upper bound on the depth and scales linearly on the Trotter
decomposition order q. We remark that this bound is only saturated when each term in
the Hamiltonian is global (operates on all subsystems non-trivially) which is not the typical
situation, or the one considered here. In order to obtain a tighter estimate of the depth
requires specifying the connectivity of the Hamiltonian’s terms and the locality of each
term, k.
Finally, prior to the demonstration of this method, we briefly outline the implementation
of this technique in practice. Beginning with the specification of the model and device
Hamiltonians, the first step is to decompose the global unitary evolution of the model into a
product of local unitary evolutions as described by Eq. (4.9). Then, each unitary is mapped
appropriately onto the desired subsystem(s) of the device. The next step is to determine
the optimal controls that implement the desired local unitary operators to an acceptable
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precision and truncation error on the device. These controls may be further refined by
iteratively tuning the applied controls on a real device with respect to a desired metric, such
as process fidelity, until an acceptable threshold is reached. Details of control calibration in
real devices has been a topic of previous research and is not discussed in this work [129, 132].
We discuss extensions of Eq. (4.9) and other applications of this Trotter-based decomposition approach in Appendix 4.5.

4.3

Demonstration

We next demonstrate the validity and feasibility of optimal control based quantum
simulations through a demonstration emulating the dynamics of the extended Bose-Hubbard
(EBH) model in a device of interacting transmon superconducting circuit elements.

4.3.1

Application to Bose-Hubbard dynamics

The Bose-Hubbard (BH) model describes spinless bosons moving on a lattice. The BH
model is particularly relevant to studying ensembles of cold atoms in optical lattices, lightmatter interactions, multi-particle quantum walks, and dynamical quantum phase transitions
[125, 133–135]. The EBH model includes an additional term that has been shown to be a
building block for novel phases of matter including topologically entangled quantum spin
liquid phases, making it of immediate interest for near-term quantum simulation [136].
Recently, analog quantum simulations of the BH model have been performed in systems
of capacitively-coupled, tunable-frequency transmons [135, 137]. This is possible because
capacitively coupled transmons in the dispersive regime have a Hamiltonian isomorphic to
the BH Hamiltonian. However, parameter ranges for the simulation are limited due to
hardware constraints and the device hardware used in these simulations do not support
analog implementations of the EBH model, which is the sum of the typical BH model
Hamiltonian with an additional extension term [138].
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For a one-dimensional chain of lattice sites, the instance of the EBH Hamiltonian
considered in this work is
HEBH = J

N
X

(b̂†i b̂i+1

+

b̂i b̂†i+1 )

i=0

+V

N
X

n̂i n̂i+1

(4.14)

i=0

= HBH + HE ,

(4.15)

where V quantifies the strength of the two-site potential, J quantifies the kinetic energy of
particle hopping, and the operators b̂†i , b̂i , n̂i are the bosonic creation, annihilation operators,
and number operators acting on site i, respectively. In this representation, HEBH , is the
sum of two-local operators and thus is a variant of Eq. (4.5).
In our demonstration, we explore dynamical properties in the subspace spanned by states
of {|0ii , |1ii } ∀ i for various parameter values V /J = −1, −2, or −3. This is accomplished
by fixing J = −0.1/2π GHz, Vmin = ∆V = 0.1/2π GHz. Then, the Hamiltonian Eq. (4.14)
is parametrized by a single, discrete parameter nv = 1, 2, 3 that corresponds the weight V /J,
according to the decomposition presented in Sec. 4.2.
Following with the approach outlined in Sec. 4.2, we transform the global time-evolution
operator into a product of two-site unitary operators using a Trotter decomposition as



iTs
UEBH (nv , Ts ) = exp −
(HBH + nv HE )
~
 nv q
Y
 
N
i,i+1 Ts
i,i+1 Ts
= lim
UBH
UE
,
q→∞
q
q
i=0

(4.16)

where the parameter nv determines the magnitude of V /J, as in Eq. (4.7). We note that for
each pair of sites, i, i + 1, there is the BH evolution unitary
i,i+1
UBH



Ts
q






iTs
†
†
= exp −
J(b̂i b̂i+1 + b̂i b̂i+1 )
~q

(4.17)

and the EBH potential evolution unitary
UEi,i+1



Ts
q






iTs
= exp −
V n̂i n̂i+1 .
~q
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(4.18)

As mentioned in Sec. 4.2, these operators are locally the same for any two sites i, j and
i0 , j 0 . In general, as shown in Eq. (4.9), finding optimal controls to drive evolution on the
whole device requires 2(N + 1) optimizations. These optimization problems can be split into
two classes: one is for implementing BH evolution,

min g(UD,l (~
α, Tc ), UBH
α
~


Ts
)
q

(4.19)


Ts
),
q

(4.20)

and the other one is for EBH potential evolution

min g(UD,l (~
α, Tc ), UE
α
~

where the superscripts labeling sites i, i + 1 have been removed for clarity. Provided that
the device Hamiltonian is sufficiently uniform, we will assume that a suitable control ansatz
used to find optimal controls for a single pair of sites will also be valid for any other pair of
sites across the whole device.
The lone hyper-parameter introduced in Sec. 4.2 is the order of the Trotter decomposition,
q. An accurate simulation requires that the ratio Ts /q << 1. However, varying q also changes
the unitaries to determine via optimal control, and we evaluate the role of q on the fidelity
of the optimal controls by fixing Ts = 1 ns and varying the Trotter order 1 < q < 10 in
Sec. 4.3.3.

4.3.2

Device Hamiltonian

Quantum devices composed of superconducting circuits are a leading paradigm for quantum
computing and systems of tunable-coupling, tunable-frequency transmons are a particularly
mature instance of that technology at large scales [1, 130, 139–141]. Tunable couplers can
be used to effectively turn-off interactions between transmons when those interactions are
undesired. This allows addressing subsystems of the quantum device with high fidelity; one
of the primary assumptions in deriving our main result of Sec. 4.2 [140].
It is common to model such devices as systems of interacting Duffing oscillators on a
planar lattice with a tunable coupling [135]. The local Hilbert space of each transmon is
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a Fock space, isomorphic to the local Hilbert space of a lattice site in the Bose-Hubbard
model. Thus we map the model Hilbert space to the device Hilbert space by mapping each
lattice site i in the model Hamiltonian Eq. (4.14) to a single transmon i. This allows us to
write down a device Hamiltonian with the same geometry as the model Hamiltonian as, i.e.
a one dimensional chain of N + 1 transmons

HD (~γ ) =

N
X

ωi n̂i +

i=0

δi
n̂i (n̂i − 1)
2

+ ωi+1 n̂i+1 +

δi+1
n̂i+1 (n̂i+1 − 1)
2

+ γi,i+1 (t)(a†i ai+1 + ai a†i+1 ),

(4.21)

where ωi , δi are the frequency and anharmonicity of transmon i, respectively, and γi,i+1 is
the controllable (time-dependent) coupling of transmon i to transmon i + 1. The tunable
coupling addresses pairs of transmons individually from the rest of the device. When a pair
of transmons interact, the strength of the interaction is related to the the strength of the
coupling γi,i+1 and the relative detuning of the transmon frequencies ωi −ωi+1 . The strongest
interaction is present when the transmons are tuned to the same frequency, ωint. , which is the
case we will consider here [67]. Thus, the Hamiltonian governing dynamics of an interacting
two-transmon subsystem is

δi
n̂i (n̂i − 1)
2
δi+1
+ ωint. n̂i+1 +
n̂i+1 (n̂i+1 − 1)
2

i,i+1
HD
(γi,i+1 ) = ωint. n̂i +

+ γi,i+1 (t)(a†i ai+1 + ai a†i+1 ).

(4.22)

Moreover, quantum information processing in transmon systems is performed in reference
to a pre-calibrated rotating frame associated with the idling frequency of each transmon.
This transformation is given by the unitary transform
Ri,i+1 (t) = Ri (t) ⊗ Ri+1 (t)
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(4.23)






it
it
= exp
ωidle,i n̂i ⊗ exp
ωidle,i+1 n̂i+1
~
~

(4.24)

which yields an effective Hamiltonian in this rotating frame,
†
i,i+1
†
R
Hi,i+1
(γi,i+1 ) = i~(∂t Ri,i+1 (t))Ri,i+1
(t) + Ri,i+1 (t)HD
(γi,i+1 )Ri,i+1
(t),

(4.25)

and the corresponding time-ordered evolution operator for control time Tc of a two-transmon
subsystem is
R
Ui,i+1
(γi,i+1 , Tc )



i
= T exp −
~

Z

Tc



R
dτ Hi,i+1
(t, γi,i+1 )

.

(4.26)

0

As shown in Sec. 4.3.1, we decompose the quantum simulation into two classes of
minimization problems for each model device subsystem, Eq. (4.19) and Eq. (4.20). Given
the device Hamiltonian for a two-transmon system, we specify these optimization problems
as

Ts
)
q

(4.27)


Ts
),
q

(4.28)



R

min g(U (γ(t), Tc ), UBH
γ(t)

and


R

min g(U (γ(t), Tc ), UE
γ(t)

where we drop site labels for clarity. Again we emphasize that to implement a set of controls
for evolution on the whole device requires 2(N + 1) optimizations, but assuming that the
device Hamiltonian is sufficiently uniform, one can identify a suitable control ansatz that
will also be valid for any other pair of sites across the whole device.
We remark that the first optimization problem Eq. (4.27) is trivial to solve in the
computational subspace because the model and device Hamiltonians in this subspace are
isomorphic. We use a single Gaussian function describing γ(t) to achieve infidelities below
10−6 .
The non-trivial optimization problem given by Eq. (4.28) requires numerical exploration.
We note that Eq. (4.28) is currently framed as a functional minimization problem, of γ(t).
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However, to minimize this function numerically requires expressing γ(t) with a finite number
of parameters. We choose to do this by decomposing the coupling as the sum of multiple
Gaussian functions
M
X

(t − µm )2
γ(~
α, t) =
am exp
2
2σm
m=0




where we define the parameter vector α
~ = [a0 , µ0 , σ0 , . . . , aM , µM , σM ].

(4.29)

This yields a

numerical optimization task


R

min g(U (γ(~
α, t), Tc ), UE
α
~


Ts
),
q

(4.30)

The total number of Gaussian functions M is varied to understand the impact of control
complexity on the optimal infidelities. In addition to bounding the pulse complexity, we
have also included constraints on the total control amplitude that are derived from recent
experimental work, ensuring that the optimized controls are more experimentally reasonable.
These bounds as well as assumed device parameters are reported in Table 4.1.
A detailed discussion of optimization methods, including discussion of leakage levels,
algorithms, and implementations are detailed in Appendix 4.7

4.3.3

Numerical Results

A quantum simulation enabled by optimal control requires understanding the relationship
between the control time Tc and the Trotter decomposition order q. We evaluate this
parameter space over a grid of control times 25 ns ≤ Tc ≤ 200 ns and Trotter order 1 ≤ q ≤ 10
by performing an ensemble of optimizations at each (Tc , q) instance. Figure 4.1 plots for each
pair of parameters (a) the minimum observed infidelity and (b) the mean observed infidelity
obtained from each ensemble (maximum observed infidelities are reported in Appendix 4.6).
In Fig. 4.1a, two distinct regimes appear that correspond to infidelities of approximately
10−3 and 10−12 . We refer to these regions as high-infidelity and low-infidelity regimes,
respectively.
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Table 4.1: Parameters used in this work to specify the device Hamiltonian, taken from
Ref. [1]
Parameter
ω1,idle /2π
ω2,idle /2π
δ1 /2π
δ2 /2π
ωint. /2π
min(γ12 )/2π
max(γ12 )/2π

Value (GHz)
4.16
4.00
-0.220
-0.210
4.16
-0.04
0.002
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Figure 4.1: Amplitude constrained infidelities. a, heat-map showing the minimum observed
infidelities after optimization for control times (y-axis) and Trotter decomposition order q (xaxis). For each parameter pair (pixel coordinate) 10 optimizations were run with independent
initial parameter choices for a control ansatz of 20 Gaussian functions. A q-dependent
infidelity is observed demonstrating approximate control times of 75 ns required to obtain
arbitrarily low infidelity. b, heat-map showing the average observed infidelities of all 10
optimization instances for each parameter pair. The slow, monotonic decrease in infidelity
below Tc = 75 ns is due to increasing q decreasing the norm of Trotter-step unitary and
therefore the norm of the infidelity.
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In Fig. 4.1a, we observe that control times below 75 ns are unable to achieve infidelities of
10−12 regardless of the Trotter-decomposition order. This may result from a quantum speed
limit on the controls, which represents a lower bound on the time required to implement
a unitary operator with zero infidelity [85, 142, 143]. A crucial feature of quantum speed
limits is observed here in the sharp decrease of the infidelity between regimes as the control
time is increased [143]. We also observe that for Tc & 75 ns, the boundary between high and
low-infidelity regimes is a function of the Trotter order q, such that larger Trotter orders yield
lower infidelities for shorter control times. Hence, the optimal analog quantum simulation
of the EBH model on this transmon device is both fast and accurate.
In Fig. 4.1b, we present the mean of the infidelity.

Regions with small minimum

infidelities typically have small mean infidelities. We also observe a general decrease in
infidelity with increasing q. This is due to the Trotter-step unitary, Eq. (4.18), converging to
the identity operator with large q. The identity operator is a trivial solution for the optimal
control problem, thus the controls which generate the identity are a type of attractor for the
optimization routine, leading to lower fidelity solutions with increasing q.
Our simulations have used control pulses as linear combinations of Gaussian functions
since Gaussian pulses permit control over the pulse bandwidth and are commonly used
in experimental superconducting systems [70, 144]. However, pulse complexity impacts
how accurately the target unitaries are prepared [87, 145]. We evaluate the dependence
of infidelity on pulse complexity in Fig. 4.2 by fixing Tc = 100 ns and varying the number
of Gaussian functions from 5 to 35. We did not observe significant changes in the minimum
and mean infidelities when using a control pulse with more than 35 Gaussians.
In Fig. 4.2a, we show a high-infidelity regime and a low-infidelity regime with a sharp
transition from ≈ 10−4 infidelity to ≈ 10−12 infidelity, respectively. The boundary between
the regime is a function of control complexity and Trotter order. The dependence on these
parameters is qualitatively different from Fig. 4.1 in that given sufficient pulse complexity,
the transition between high and low-infidelity regions is only dependent on q, and dependence
on the number of Gaussians vanishes. This is to be expected, as the optimal configuration
of N Gaussians exist as an optimal configuration to a parametrization of N + 1 Gaussians.
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Figure 4.2: Parametrization constrained infidelities. a, heat-map showing the minimum
observed infidelities after optimization for control times (y-axis) and Trotter decomposition
order q (x-axis). For each parameter pair (pixel coordinate) 10 optimizations were run with
independent initial parameter choices for a control time of 100 ns. We observe that the
infidelity has a strong dependence on pulse complexity, as determined by the number of
Gaussian basis functions. b, heat-map showing the average observed infidelities of all 10
optimization instances for each parameter pair. The slow, monotonic decrease in the mean
infidelity is due to increasing q decreasing the norm of Trotter-step unitary and therefore
the norm of the infidelity.
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In Fig. 4.2b, we observe that increasing the number of Gaussians leads to a decrease in the
mean observed infidelity, regardless of Trotter order q. However, we observe a discrepancy
in the trend in infidelity with increasing q for N = 10 and N = 35 Gaussians. These pulse
complexities typically have higher mean infidelities with increasing q compared to other pulse
complexities N , which demonstrates that the optimization landscape is a function of pulse
complexity [142]. The maximum observed infidelities as a function of pulse complexity are
reported in Appendix 4.6
We present a family of optimal pulses in Fig. 4.3 that are obtained by running 10
optimizations at control time Tc = 100 ns and Trotter decomposition order q = 6 with
a control ansatz of 20 Gaussian functions.

In Fig. 4.3a, we present the time-domain

representation of the optimal pulses. We note that the family of optimal pulses share a
number of common features: ramps to positive coupling, sharp dips into negative coupling,
then back to positive coupling and ramps to zero coupling. In particular, the family of lowest
infidelity pulses vary slightly in the location of the negative amplitude peak, indicating some
insensitivity of the infidelity on peak location within the range 40 − 60 ns.
Periodograms of the optimal pulse family are shown in Fig. 4.3b. Nearly all of the spectral
intensity is concentrated in frequency components ≤ 1 GHz. Finally, in Fig. 4.3c, we show
the convergence of the pulse optimization for each pulse in the family. We observe that the
optimal pulses with the best fidelity converged most quickly, typically within 200 iterations.
As mentioned previously, we have constrained the pulse amplitude to within experimentally relevant regimes (see Appendix 4.7.3) and we have limited the pulse complexity by
fixing the number of parameters to a small count. We do observe (based on Fig. 4.3c) local
minima in which the optimizer becomes trapped, however, from the results alone, we can
neither conclude that the presence of local minima are directly induced by the constraints
nor can we quantitatively estimate the scaling of the optimization with increasing parameter
size.
A final demonstration of the ability to compile optimized analog pulses into sequences
permitting simulation with variable Hamiltonian parameters is shown in Eq. (4.9). For
the EBH model from Eq. (4.16), the unitary evolution governed by an EBH Hamiltonian
for different ratios of |V /J| is generated by repeated application of multiple Trotter steps
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Figure 4.3: Optimal pulse family. a, family of optimal pulses obtained from different
initial guesses. Each optimal pulse used a control time of Tc = 100 ns and a Trotter
decomposition order q = 6. The GOAT ansatz parametrized the coupling control as a
function of 20 Gaussian pulses with variable amplitude, mean, and standard deviation.
During the optimization the control amplitude was constrained within the bounds shown
in Table 4.1. We observe a saturation of the upper bound and a sharp dip approaching
the lower bound as a general topological feature of the pulse family. The control pulses are
smooth and start and stops at zero with slow ramp times. b, periodograms for the family
of pulses shown in a. For the optimum pulse (darkest blue) spectral density is concentrated
within the range of [0, 1] GHz. This is expected due to the sharp dip in negative amplitude
of the control pulse centered around 55 ns and the resonant transmon frequencies. c, The
convergence of the GOAT optimization routine for various initial guesses. The most optimal
pulses converge within 200 iterations however some take longer to converge. The maximum
permitted iterations were 500, which was saturated by two optimizations out of the ten run.
Detailed information about the optimization procedure can be found in Appendix 4.7.2.
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of Eq. (4.18). We use the lowest infidelity pulse from Fig. 4.3a that generates evolution
of UE (Ts /q) and compile it with the single Gaussian pulse that generates UBH (Ts /q) for
variable |V /J|. In Fig. 4.4, we show the real and imaginary components of the probability
amplitude of the state |11i as a function of the number of applied unitaries, UE (Ts /q). We
observe that by compiling pulses found via optimal control, dynamics can be generated for
Hamiltonians with variable ratios of |V /J|. This evolution is visualized as a quantum circuit
for clarity, but represents a smooth analytic pulse formed by concatenating the individual
pulses that generate UE (Ts /q) and UBH (Ts /q).

4.4

Discussion and Conclusion

Analog and digital quantum simulation are both promising approaches to studying Hamiltonian dynamics of quantum states. While several recent approaches to combine these ideas
are driven by digital quantum computation [48, 49, 56], we have introduced a paradigm
that uses optimal quantum control to implement Hamiltonian simulation protocols. First,
we have shown how a parametrized Trotter decomposition of a target unitary propagator
limits the number of local optimal control problems to a linear function of the device
Hamiltonian parameters. We then compiled the resulting optimal pulses to simulate the
target Hamiltonian for arbitrary model parameter values.
We have demonstrated Hamiltonian simulation by considering a dynamics simulations of
the extended Bose-Hubbard model within a system of superconducting transmons. Notably,
the model Hamiltonian is not isomorphic with the target Hamiltonian and the model
parameter values lie outside of the device parameter regimes. Using an ensemble of numerical
simulations we have explored the role of the control time, Trotter decomposition order, and
control complexity on the obtainable infidelities using these optimal control pulses.
Our numerical demonstration shows that fast, high-fidelity control pulses exist in a system
of tunably-coupled transmons over a range of Trotter orders and pulse complexities. The
discovered optimal controls are smooth and concentrated in the low frequency domain, which
indicates that implementation in real devices is not unreasonable. The results presented in
this work used a purely unitary simulator and an approximate device Hamiltonian. Future
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Figure 4.4: parametrized Phase tracking. In each column the real (middle row) and
imaginary (bottom row) components of the phase accumulated on the |11i state when timeevolved under the EBH Hamiltonian. The Trotterized BH evolution UBH (1/6) is generated
using a 50 ns Gaussian pulse, with parameters a = −2.07 MHz, µ = 25 ns, σ = 6.36 ns,
which we found provided infidelity below 10−6 . The EBH Trotter-step unitary and the BH
Trotter-step unitary are then repeatedly applied to the initial state up to N = 60 times
because the Trotterized time step is 1/6 (ns). In each column the number of applications
of UE (1/6) is varied so that the equivalent ratio of V /J = 1, 2, 3 for columns 1,2, and 3,
respectively. This generates the discrete evolution plotted as orange circles and is compared
with the exact evolution shown in blue lines. This demonstrates that by selectively compiling
the bare pulses that generate the individual Trotter steps, it is possible to reconstruct the
dynamics of an EBH Hamiltonian with arbitrary V /J.

83

work will require more detailed simulations of noise phenomena, control filtering, and device
physics to design optimal controls that can be implemented in real devices.
While in this work we have chosen a specific device-model pairing for demonstrating
the use of optimal control to perform simulation, we emphasize that there are numerous
applications for experimental demonstration of this paradigm. The only requirement of the
method presented is the ability to implement and calibrate high-fidelity device controls,
which is a key requirement in the development of nearly all quantum technologies. Thus we
are optimistic that, in addition to tailor-made device architectures for implementing optimal
control, even commercially accessible quantum devices will soon reach a threshold where
optimal control enables quantum simulation [57, 146].
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4.5

Extensions

In Section 4.2, we decompose the global unitary time evolution of a model Hamiltonian into
a sequence of local unitary evaluations using the Trotter decomposition, and demonstrate
how one can further decompose the evolution into a small number of local unitaries when the
Hamiltonian is appropriately parametrized. This decomposition is not unique and depending
on the application, alternative decompositions may prove to be more practical. Here we
consider another example of a parametrized model Hamiltonian in which each the parameters
of ~λ lie in a finite range around zero: λl,min ≤ 0 ≤ λl,max and the parameter range is
discretized on a fixed grid with spacing ∆λl > 0. Then we can define an arbitrary point
in the parameter space by two parameters 0 ≤ nl,− ≤ Nl,− and 0 ≤ nl,+ ≤ Nl,+ with an
expression λl = (nl,+ − nl,− )∆λl .
Using the above parametrization, we consider the Trotter decomposition of the global
unitary operator into a product of k-local unitary operators to produce a modified version
of Eq. (4.7) and Eq. (4.9)





iTs
iTs X
~
~
UM (λ, Ts ) = exp −
HM (λ) = exp −
λl HM,l
(4.31)
~
~ l




iTs X
= exp −
(nl,+ − nl,− )∆λl HM,l
(4.32)
~ l
Y

q
L
iTs
((nl,+ − nl,− )∆λl )HM,l
= lim
exp −
q→∞
q~
l=0
Y

nl,−

nl,+ q
L
iTs
iTs
= lim
exp −
(−∆λl )HM,l
exp −
∆λl HM,l
q→∞
q~
q~
l=0
Y

n

 n q
L
Ts l,−
Ts l,+
= lim
UM,l − ∆λl ,
UM,l ∆λl ,
(4.33)
q→∞
q
q
l=0
Comparing this decomposition to Eq. (4.7) and Eq. (4.9), we see that depending on the
parametrization of the Hamiltonian, a decomposition of the time evolution operator can be
chosen to limit the total number of unitary applications per Trotter step. For example, if
the goal is to simulate a Hamiltonian with λl = 2∆λl then the above decomposition requires
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only two unitaries to be applied per Trotter step, whereas if one were to use Eq. (4.9) this
same simulation would require Nl,− + 2 applied unitaries per Trotter step.
In addition to selecting a preferred decomposition based on the Hamiltonian parametrization, we also remark on the ability to add local disorder to the quantum dynamics simulation.
In this case we can consider that a particular instance of the model Hamiltonian HM (λ~l ) is
perturbed by some vector ~l . For simplicity, we will assume that each local perturbation l
is chosen from a range of perturbation strengths l,max ≤ 0 ≤ l,min that are discretized on a
grid with spacing ∆l > 0. Then any perturbation can be described as l = (nl,,+ −nl,,− )∆l ,
using the same notation as introduced above.
Using the above decomposition, we consider the Trotter decomposition of the global
unitary operator into a product of k-local unitary operators to produce a modified version
of Eq. (4.7) and Eq. (4.9)


iTs
~
~
UM (λ + ~, Ts ) = exp −
HM (λ + ~l )
(4.34)
~



L 
iTs X
= exp −
λl,min + nl ∆λl + (nl,,+ − nl,,− )∆l HM,l
~ l=0
q

Y
L
iTs
(λl,min + nl ∆λl + (nl,,+ − nl,,− )∆l )HM,l
= lim
exp −
q→∞
q~
l=0

Y


n
L
Ts
Ts l
= lim
UM,l λl,min ,
UM,l ∆λl ,
q→∞
q
q
l=0
nl,,−

n q

Ts l,,−
Ts
UM,l ∆l ,
(4.35)
UM,l − ∆l ,
q
q
This result indicates that adding additional unitaries into each Trotter step of Eq. (4.9)
yields a quantum simulation of a Hamiltonian that has local disorder, weighted by the number
of times each perturbation unitary is applied in each trotter step. For additional clarity we
consider a case where ∆λl = ∆l . Then one can simplify Eq. (4.35) into
UM (~λ, Ts ) = lim

q→∞

Y
L




Ts
UM,l λl,min ,
·
q
l=0

n +n −n q
Ts l l,,+ l,,−
UM,l ∆λl ,
.
q
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(4.36)
(4.37)

which still requires finding optimal controls for 2L unitary operators but permits quantum
simulation of Hamiltonians with local disorder.
Finally, we have focused on the case of time-independent problem Hamiltonians but
in principle they may be time dependent as well. We speculate that in the case of a
time-dependent Hamiltonian one could combine our strategy with digital methods for timedependent Hamiltonians such as the one proposed in Ref. [39], but we do not consider that
generalization in this work.
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4.6

Maximum observed infidelities

For each combination of parameters (Trotter order, number of basis functions, and maximum
control time) we have completed 10 control optimizations from varying initial guesses. The
minimum and mean observed infidelities were reported in Fig. 1 and Fig. 2 and discussed
in Results.

Here we report the maximum observed infidelities for the same numerical

simulations in Fig. 4.5.
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Figure 4.5: Maximum observed infidelities. a, the maximum infidelities obtained over ten
independent optimizations as a function of control time and Trotter order q with the number
of Gaussian basis functions fixed at N=20. b, the maximum infidelities obtained over ten
optimizations as a function of number of basis functions and Trotter order q at a fixed control
time Tc = 100 ns.
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4.7
4.7.1

Methods
Problem formulation

As discussed in Section 4.3, in order to implement a quantum simulation requires determining
a set of control parameters α
~ such that the unitary operator generated by the device
evolution, Eq. (4.26), is sufficiently close to a chosen Trotter-step unitary, according to
some distance measure. In this work we consider a measure between two unitary operators
given by the infidelity:
1
†
g(~
α) = 1 − 2 T r(UM
Pc UD (~
α, Tc )Pc )
d

2

(4.38)

where α
~ is the vector of parameters to optimize over, Pc is a projector onto a
desired computational subspace, UM is the desired unitary operator to implement in the
computational subspace of dimension d, and UD (~
α, Tc ) is the time evolution operator over
the full system Hilbert space at time Tc given by Eq. (4.26).
In this work we demonstrate quantum simulation by considering a system of two
transmons with a tunable interaction. The local Hilbert space of each transmon Hi is an
infinite-dimensional Fock space, and the composite space of two transmons i = 1, j = 2, is
given by H1 ⊗ H2 . However, a computation of these systems requires first choosing a finite
subspace of this composite Hilbert space.
In the dispersive regime, the effective Hamiltonian between two transmons interacting
via a tunable coupling transmon, is given by Eq. (4.5). In the rotating frame defined by
Eq. (4.23) this takes the form:

δi+1
δi
R
Hi,i+1
(γi,i+1 ) = (ωint. − ωi,idle )n̂i + n̂i (n̂i − 1) + (ωint. − ωi+1,idle )n̂i+1 +
n̂i+1 (n̂i+1 − 1)
2
2

X it
√
√
+ γi,i+1 (t)
e ~ (ωi,idle −ωi+1,idle ) n1 + 1 n2 |n1 + 1, n2 − 1i hn1 , n2 |
n1 ,n2
− it
(ωi,idle −ωi+1,idle ) √
~

+e

√



n1 n2 + 1 |n1 − 1, n2 + 1i hn1 , n2 | .
(4.39)
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We note that this Hamiltonian is block-diagonal in the total excitation number basis,
due to the fact that the interaction term conserves the total number of excitations. Thus,
if we are interested in preparing a unitary operator in the qubit subspace spanned by the
orthonormal basis {|00i , |01i , |10i , |11i}, we need only consider the Hilbert space composed
of the first three levels of each transmon because this includes the subspace with total
excitations n1 + n2 = 0, 1, 2 and the device Hamiltonian does not permit population transfer
between blocks of different excitation number.
By taking into account the first three levels of each transmon in our simulations any state
overlapping |11i will populate the states |02i , |20i during the control time. This is due to the
fact that these quantum states share a total number of excitations N = 2. This phenomena
is referred to as “leakage,” and is a common issue in superconducting systems. We note that
the formulation of the infidelity function, Eq. (4.3), will penalize unitary operators that,
couple |11i to |02i or |20i at the final time Tc . However, it will not penalize unitaries that
couple these states at intermediate control times T < Tc , which is not generally possible
given the form of Eq. (4.21).
Based on these facts we remark that the optimal controls found in this work minimize
leakage outside of the computational subspace only at the final time, not intermediate times.
At first glance this seems like an unwanted effect. However, due to the device Hamiltonian,
dynamics in the N = 2 excitation subspace are necessary to generate the correct final-time
unitary. I.e, the additional basis states |02i , |20i are actually being used for information
processing in a beneficial way, and are necessary to implement the desired evolution in the
computational subspace.

4.7.2

Optimal Control with GOAT

There are numerous quantum optimal control algorithms for optimizing a problem like the
one above, here we focus on the recently developed gradient optimization of analytic controls
(GOAT) algorithm [88]. This method was chosen because of it’s rapid convergence to optimal
solutions and the ability to determine low parameter-count controls which may be easier to
calibrate on real quantum devices [88, 143].
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The GOAT algorithm considers Hamiltonians that are a linear combination of drift
Hamiltonians that are constant and control channels that are parametrized and timedependent:

H(~
α, t) = Hdrif t +

K
X

εk (αk , t)Hk

(4.40)

k

and expands each driving field in a superposition of functions

εk (αk , t) =

N
X

fn (αk , t)

(4.41)

n

which need not necessarily be orthogonal or complete. For example each function might
be pulled from a Fourier basis or could be Gaussian shaped pulses, which may lead to different
number of parameters per basis function.
To perform a gradient based search over the set of parameters we take the derivative of
the objective function w.r.t each parameter

 


1
†
∂α g = −
Tr Utarget
Pc ∂α U (~
α, Tc )Pc Tr U † (~
α, Tc )Utarget
dim(U)




†
†
+ Tr Utarget U (~
α, Tc ) Tr Pc ∂α U (~
α, Tc ) Pc Utarget
 



2
†
†
Re Tr Utarget Pc ∂α U (~
α, Tc )Pc Tr Pc U (~
α, Tc )Pc Utarget
=−
dim(U )

(4.42)
(4.43)
(4.44)

where we identify that we must find ∂α U (~
α, Tc ). But there doesn’t exist an analytic
expression for this operator in general. Thus it was proposed to find this quantity via an
alternative equation of motion derived from the Schrödinger equation. The procedure is to
take the Schrödinger equation for the unitary operator

∂t U (t) =

−i
H(t)U (t)
~
93

(4.45)

and take its partial derivative w.r.t a parameter α



−i
∂α H(t)U (t) + H(t)∂α U (t)
∂α ∂t U (t) =
~

(4.46)

and exchange the order of the second derivative on the left side leading to an equation
of motion for the ∂α U (~
α , Tc )


−i
∂t ∂α U (t) =
∂α H(t)U (t) + H(t)∂α U (t)
~

(4.47)

which leads to a set of coupled differential equations










0
U (t)
∂  U (t)  −i  H(t)


=
∂t ∂α U (t)
~ ∂α H(t) H(t)
∂α U (t)

(4.48)

Thus the GOAT algorithm has two primary steps: (1) solution of the coupled Schrödinger
equations for every instance of the parameters, and (2) the optimization of the parameters
to minimize the objective function g. By iterating these steps until a convergence threshold
is reached, we are able identify a set of control parameters that are a minimum of the
infidelity, Eq. (4.3). The main advantage to using the GOAT algorithm over other optimal
control methods are that the optimized fields are analytic and thus easily interpreted, and
potentially easier to calibrate because the number of parameters is independent of the control
time, unlike other methods [88].

4.7.3

Implementation

We implement the GOAT algorithm using the programming language Julia and various opensource packages 1 . Our implementation uses the Julia package DifferentialEquations.jl to
numerically solve the coupled GOAT equations of motion, Eq. (4.48) using a order 5/4 RungeKutta method with adaptive time stepping [147]. For the gradient-based optimization we use
1

All code and data associated with this work is available upon reasonable request
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a limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm with a backtracking linesearch method, both implemented in the Optim.jl package [148]. We limit each optimization
routine to a maximum of 500 iterations and define a stopping criteria when the infinity-norm
of the gradient falls below 1e-5.
For each of the parameters in Figures 4.1 and 4.2 we run 10 optimization problems
each with various initial guesses. The initial guesses for the gradient-based optimization are
chosen as the guesses with minimal infidelity observed from an ensemble of 10000 guesses
based on a uniform random sampling of each parameter guess range. This large number
of initial guesses was chosen to mitigate traps in local minima and because evaluating the
infidelity of a control is less computationally expensive than performing optimization using
GOAT. For each Gaussian basis function we select an initial guess from the parameter ranges
−0.005 GHz ≤ a ≤ 0.003 GHz

(4.49)

Tc
2Tc
ns ≤ µ ≤
ns
3
3

(4.50)

1 ns ≤ σ ≤ 10 ns.

(4.51)

These parameter regimes were selected to bias the optimization a priori towards optimal
solutions that are more experimentally feasible, i.e. low amplitude, low frequency controls
that start and end smoothly at zero amplitude.
In all of the numerical optimizations performed we constrain the control amplitude to
within a range specified by experimental restrictions, shown in Table 4.1. To implement this
constraint we construct a saturation function based on a generalized logistic function defined
by:

S(ε(t)) = A −

B−A


1 − Q exp − 2gε(t)
B−A

(4.52)

where A = min(g12 ), B = max(g12 ), g = 4 are the lower asymptote, upper asymptote,
and maximum gradient of the sigmoid, respectively. The additional, variable Q = − 2A−B
A
is chosen such that S(0) = 0. Normally, the logistic function is non-constant within a finite
domain around [A, B] thus the control field is linearly re-scaled within the specified amplitude
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range [A, B] by the ratio of (B − A)/2 which gives the magnitude of the input amplitude
relative to the desired range.
This amplitude saturation function acts to bound the field amplitude in a continuous
manner and leads to a vanishing gradient component w.r.t the control amplitude when
the control amplitude lies outside [A, B], thus implementing a barrier for gradient based
optimization. Then, the controls interact with the Hamiltonian as

H(t) = Hdrif t +

X

Sk (εk (t))Hk

(4.53)

k

and (for the purposes of the GOAT algorithm) the partial derivative of H(t) w.r.t. a
parameter α is given by
∂H(t)
∂α

=
t

∂S
∂ε
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∂ε
Hk .
ε(t) ∂α t

(4.54)

Chapter 5
String order melting of spin-1 particle
chains in superconducting transmons
using optimal control
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Abstract
Utilizing optimal control to simulate a model Hamiltonian is an emerging strategy that
leverages the intrinsic physics of a device with digital quantum simulation methods. Here we
evaluate optimal control for probing the non-equilibrium properties of symmetry-protected
topological (SPT) states simulated with superconducting hardware. Assuming a tunable
transmon architecture, we cast evolution of these SPT states as a series of one- and two-site
pulse optimization problems that are solved in the presence of leakage constraints. From
the generated pulses, we numerical simulate time-dependent melting of the perturbed SPT
string order across a six-site model with an average state infidelity of 10−3 . The feasibility
of these pulses as well as their efficient application indicate that high-fidelity simulations of
string-order melting are within reach of current quantum computing systems.

5.1

Introduction

Understanding the static and dynamical properties of quantum states is of paramount
interest to the physical sciences. One route to enable these studies uses quantum devices
and quantum information processing in protocols known as quantum simulation [9]. There
are several unique approaches to quantum simulation; from purely digital approaches on
universal quantum computers to purely analog approaches using tailor-made quantum
devices. Recent work suggests that there are also a number of intermediate paradigms
capable of realizing quantum simulation [47–55, 149].
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Quantum simulation based on quantum optimal control (QOC) permits one to take
advantage of the natural device dynamics and Hilbert space while also enabling the use
of digital decomposition methods [149]. In principle, this permits efficient use of coherent
resources within quantum hardware. One of the most common applications of QOC is to
identify the device controls which realize a desired unitary evolution [75]. Unitary evolution
can then be used to preform state preparation, dynamical evolution, or even mitigate errors
to improve information extraction [75].
As a leading case study for quantum simulation, topological physics provide a route
for both scientific discovery and engineering as well as the validation of quantum devices
and simulation protocols. One of the primary drivers of interest in these exotic phases of
matter are their potential use within quantum information processing as robust quantum
memories [150, 151]. Some of these topological phases are well understood via both analytical
and numerical methods that may be used for validating quantum simulation while others
represent key open problems for the field [151].
Consider the example of one-dimensional symmetry-protected topological (SPT) phases,
which exhibit interesting static and dynamical properties that are still under much study
[152]. One of these phases, known as the Haldane phase, is realized in chains of interacting
spin-1 particles that can be characterized by phenomena such as edge modes, degenerate
entanglement spectra, and dilute (or hidden) antiferromagnetic order [153–156]. A number
of studies have shown that the latter phenomena, also called string order, can undergo a
dynamic process called melting that leads to infinitesimally fast vanishing of string order
under symmetry-breaking quantum quenches [156].
Here we test the feasibility of studying string order melting using quantum simulation
based on QOC. Our approach considers the simulation performed on superconducting
quantum devices composed of coupled transmons operated as three-level (qutrit) systems.
Transmon technology has matured significant over the past decade and such devices are
currently available in configurations of up to 100 transmons. Notably, these hardware systems
are driven by analog control pulses that make them well suited for quantum simulation
[130, 157, 158]. In modeling the physics of these superconducting transmon devices, we
demonstrate that control optimization can determine the local unitary evolutions that
99

generate a symmetry-breaking quantum quench. These results are validated using exact
numerical simulation which confirm that feasibility of simulating string order melting in
superconducting quantum devices.
The remainder is outlined as follows: In Section 5.2, the phenomena of string order
melting is defined and strategies to observe the phenomena are discussed, based on Ref. [156].
In Section 5.3, we outline our quantum simulation protocol of the quench dynamics and
string order measurement. In Section 5.4, the device architecture is introduced and aspects
of controlling this architecture are discussed. We report a set of optimal controls for this
device architecture in Section 5.5 and we validate that these controls enable the study of
string order melting in Section 5.6. Finally, we conclude and discuss avenues for future
experimental demonstrations in Section 5.7.

5.2

String order melting

Studying dynamical many-body quantum systems is a classically challenging task because it
requires integration of the Schrödinger equation on a Hilbert space which grows exponentially
with increasing particle number. This difficulty motivates quantum simulation protocols to
be used when studying such phenomena [9]. In this work we propose a quantum simulation
protocol to study string order melting analogous to the classical simulations performed by
Calvanese et al. in Ref. [156] via classical numerical methods.
The simulation of string-order melting requires evolving a quantum state with string
order under symmetry-breaking time evolutions and observing the dynamics of string order
as a function of string length, time, and direction. One of the best known models with string
order is given by the AKLT model, named for Affleck, Kennedy, Lieb, and Tasaki. The
AKLT Hamiltonian is defined as [153]

ĤAKLT =

N
X

P (si + si+1 = 2) =

i=1

N
X
i=1
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Pi,i+1 ,

(5.1)

where N is the number of spin-1 particles, si is the total spin of the particle on site i, and
P (si + si+1 = 2) = Pi,i+1 is the projector onto the subspace between two particles i and i + 1
with total spin equal to two: si + si+1 = 2.
It was shown that this Hamiltonian has a unique set of ground states corresponding to
the the mutual eigenvectors with eigenvalue 0 for all the projectors Pi,i+1 . These states
are known as valence bond solids and are naturally defined by projecting pairs of spin-1/2
particles in a singlet state into the spin-1 triplet subspace formed between singlets [153, 159].
The ground states of the AKLT Hamiltonian are contained within a phase called the Haldane
phase which is a symmetry-protected topological phase with string order preserved by certain
symmetries [153, 154, 156].
To define string order one first defines an operator

α
Ôk,l

:=

Ŝkα

 Y
l−1

α
iπ Ŝn

e



Ŝlα

(5.2)

n=k+1

where indices k, n, l are lattice sites and Ŝiα is the spin-1 operator acting on lattice site i
α
which generates rotations around the α = x, y, z axes. The expectation value of Ôk,l
can be

used to define an order parameter known as a string order parameter:
α
Ostring
(ψ) =

α
lim hψ| Ôk,l
|ψi .

|l−k|→∞

(5.3)

α
When Ostring
(ψ) 6= 0 the system is said to have string order and this order parameter is used

to quantify string order melting. As defined in Ref. [156], string order melting refers to the
the decay of string order in the long-range limit of |l − k| → ∞ at infinitesimal times. This
phenomena is in stark contrast to typical Landau theory order parameters which cannot
vanish instantly because of the continuity of time evolution [156]. Thus string order melting
represents a fascinating class of dynamical quantum physics in which quantum simulators
may be particularly useful in studying.
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Following Ref. [156], we consider a Hamiltonian under which the AKLT model is quenched
to be a modified version of the spin-1 XXZ Hamiltonian:

Ĥ(λ, b) =

N 
X
i=1
N
X

+b

x
Ŝix Ŝi+1

+

y
Ŝiy Ŝi+1

+

z
λŜiz Ŝi+1

Ŝix



(5.4)

i=1

where λ, b are two competing energy scales to be parameterized. It is known that for b = 0
and λ ≤ λc ≈ 1.186 the ground state of the Hamiltonian is within the Haldane phase, the
same phase as the AKLT ground states [160]. The string order found within the Haldane
phase is known to be preserved under perturbations invariant to the action of a symmetry
group [154]
G = {1̂, eiπ

P

i

Ŝix

, eiπ

P

i

Ŝiy

, eiπ

P

i

Ŝiz

}.

(5.5)

This symmetry group is a specific representation of the dihedral group D2 and any evolution
which is invariant under the action of all elements of G will preserve string order. The
P
x
transverse field term b N
i=1 Ŝi in Eq. (5.4) is not invariant under the action of all elements
of G and therefore will lead to the loss of string order. However, in this case, the perturbation
is invariant under the action of subsets of G, which therefore preserves string order in the
x direction [156]. The perturbation thus leads to melting of string order in the z and y
directions only. We consider the implementation of quantum evolution under Eq. (5.4).
The simulation proceeds by initially preparing a ground state of the AKLT model on an
open chain, evolving the state under Eq. (5.4) with λ = 0.2 for a maximum time T = 2.5
α
(here ~ = 1). At discrete time steps spaced by δt = 0.1, the string order observables Ôk,l

are calculated and the dependence on the length of the operator l − k, the direction α, and
the transverse field perturbation, b, are probed. These parameters are precisely the ones we
will use to demonstrate that string order melting can be observed by quantum simulation
enabled with optimal control however, other types of symmetry-breaking quenches could be
explored in the future [154, 156].
We compare the observed simulation results against a numerical simulation using exact
diagonalization for N = 6 spin-1 sites. From a physical point of view, this small size does
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not allow one to observe the large-N effects which define string order melting. However,
it does provide validation that the optimal controls found in this work enable quantitative
simulation of the phenomena associated with string order melting.

5.3

Quantum simulation of string order melting

We consider generating dynamics of the Hamiltonian in Eq. (5.4) with the transverse field
strength parameter given as b = ∆bnx , where ∆b is the interval of b on which we wish to
explore quench dynamics and nx is an integer that determines the total magnitude of b. This
re-parametrization allows us to decompose the global parameterized time evolution of the
quantum quench into a product of local evolutions via Trotterization [149]. In this work, the
time evolution operator can be defined as

iTs
H(λ, b)
U (λ, b, Ts ) = exp −
~
Y
   nx q
N
Ts
i,i+1 Ts
UXY Z
= lim
UX
,
q→∞
q
q
i=1


(5.6)

where the XY Z unitary determined by λ is given by
i,i+1
UXY
Z



Ts
q




= exp



iTs x x
y y
z z
Ŝ Ŝ + Ŝi Ŝi+1 + λŜi Ŝi+1
−
q~ i i+1

(5.7)

and the X field unitary is given by

UX

Ts
q




N
iTs ∆b X x
= exp −
Ŝ
q~ i=0 i


N
Y
iTs ∆b x
=
exp −
Ŝ .
q~ i
i=0


(5.8)

(5.9)

For the numerical demonstrations below, we consider ∆b = 0.2 and λ = 0.2.
By truncating the limit in Eq. (5.6) one obtains a qth-order approximation to the global
evolution operator.

Alternatively, we choose to use another common definition of the

Trotter decomposition order given by a step size τ = Ts /q. In this work we use optimal
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control methods to determine a set of device controls which generate the individual, local,
Trotter evolutions. Then, by composing the local optimal controls in sequence, one is able
approximate to the desired global quantum dynamics [149].
We now show how to measure the string observables. We first introduce our notation for a
system of N spin-1 particles and demonstrate how measurements of the expectation value of
the string-order operator can be evaluated. Consider the spin-1 operators Ŝ α with directional
component α = x, y, z. These operators obey the angular momentum commutation relations
[Ŝ α , Ŝ β ] = i~εαβγ Ŝ γ , where εαβγ is the Levi-Civita symbol. The eigenvectors of each local
operator are given by Ŝ α |sα i = s |sα i where s = 0, or ± labels the vectors with eigenvalues
0 and ±1, respectively. One can convert from eigenstates of Ŝ β to eigenstates of Ŝ α via the
unitary operator ûα,β defined as:
ûα,β = |−α i −β + |0α i 0β + |+α i +β .

(5.10)

A tensor product of eigenstates with the same component α can be labeled via a string s
α
α
α
α
as |sα i = ⊗N
i=1 |si i, where si is the ith element of the string s . Here |s i is a state in

the composite Hilbert space of N spin-1 particles and the set of all states formed by all
possible strings s form a complete orthonormal basis for the composite Hilbert space, i.e.,
P
Iˆ = s |sα i hsα |. Moreover, one can transform between tensor product basis states using
N
α,β
:
Û α,β = N
i=1 û
N
O
α
α,β
β
|s i = Û
s =
ûα,β sβ
(5.11)
i=1

We will now consider the expansion of an expectation value of a string order operator upon
a particular direction α for an arbitrary state |ψi (See Appendix 5.8 for full derivation)

α
hψ| Ôk,l

  Y
 
l−1
α
α
iπ Ŝn
|ψi = hψ| Ŝk
e
Ŝlα |ψi

(5.12)

n=k+1

 
l−1
X  Y
iπsn
=
sk
e
sl hsz | Û αz |ψi
s

n=k+1
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2

(5.13)

where we have Û z,α to convert from the Ŝ α basis to the Ŝ z basis. This decomposition
shows that by applying Û z,α after preparing the state |ψi permits measurements in the
standard Ŝ z basis that are the same as measuring in the Ŝ α basis. Then, when we observe
a measurement outcome string s we can calculate the weights in the sums of Eq. (5.13).
Once we have the weights and the probabilities of measuring a particular string, we can
α
|ψi on a classical computer. Therefore, to estimate the string order
easily estimate hψ| Ôk,l

operator expectation value on a device requires implementing Û xz and Û yz . We define Û xz
and Û yz in the standard Ŝz basis in Eqs. (5.25) and (5.26), respectively.

5.4

Device architecture and problem mapping

There are a variety of routes to realize quantum simulation of spin-1 systems. One route is
to construct tailored quantum devices with spin-1 degrees of freedom, such as cold atoms,
trapped ions, or strongly correlated superconducting circuits [161–168]. However such devices
have either not been constructed or their construction and control may be infeasible with
current technology. Development and engineering of such novel quantum devices would
require significant, and potentially unknown, time and cost.
An alternative route is to adapt currently developed quantum hardware to perform
the desired simulation, leveraging a tremendous body of work in the understanding and
engineering of such devices. There are a number of existing device paradigms which can
enable quantum simulation of spin-1 systems via qubit-based digital quantum computing.
Unfortunately, there is a distinct overhead in using qubits to model spin-1 systems that
will be particularly inconvenient for near- and mid-term realizations. This overhead arises
because the local Hilbert space of each spin-1 particle is of dimension three, requiring at
least two qubits to represent each spin-1 particle.
To eliminate this overhead it is therefore natural to consider quantum devices in which
the basic physical element has local Hilbert space of at least three. One of the leading
device paradigms which can satisfy this requirement are superconducting devices based on
transmons [67]. Each transmon is a nonlinear oscillator and computations can be performed
in the low energy subspace of these systems, allowing one to create, in principle, systems
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of qudits [67, 146]. Recently, systems of multiple interacting transmons operated as qutrits
have been demonstrated, suggesting a feasible route for enabling quantum simulations of
interacting spin-1 systems [157].
We choose a mapping of the device-model Hilbert spaces that identifies the eigenstates
of the local spin-1 z operator Ŝ z (|−i , |0i , |+i) with the eigenstates of the local excitation
number operator n̂ (|0i , |1i , |2i) of each transmon:
|−i → |0i

(5.14)

|0i → |1i
|+i → |2i .
This composite Hilbert space formed by a system of N spin-1 particles can be realized by a
system of N transmons. For all discussions that follow this mapping will be used.
Having selected the basic quantum information element, we now state our assumptions
about the device architecture. A variety of superconducting device architectures based on
transmons have been developed, including multiple types of transmons and modalities of
transmon interactions [67]. We consider an architecture of tunable-frequency transmons
mediated by tunable couplers [1, 140, 169]. Similar architectures have been generalized to
large devices with more than 50 transmons operating at high fidelity [130].
Within this architecture, transmons are modeled as coupled anharmonic (Duffing)
oscillators with interactions between transmons mediated by a tunable coupler [1, 67, 140,
169]. The effective device Hamiltonian then becomes
N 
X
δi
H=
ωi n̂i + n̂i (n̂i − 1)
2
i=1

+ δωi (t)n̂i +
+

X

εi (t)(â†i


+ âi )

gi,j (t)(â†i âj + âi â†j )

(5.15)

hi,ji

where the operators â†i , âi are Bosonic creation and annihilation operators, respectively, and
n̂i = â†i âi is the Bosonic number operator. The parameters ωi , δi are the idling frequency and
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anharmonicity of transmon i. The time-dependent functions in Eq. (5.15), are the frequency
detunings δωi (t) of each transmon, the local microwave controls are given by εi (t), and the
tunable coupling is given by gi,j (t).
The density and layout of the transmons in a real system depends on a number of practical
limitations such as calibration complexity and noise [130]. since we are only considering
a one-dimensional chain of spin-1 particles, it suffices to assume that each transmon is
connected to at most two neighboring transmons in order to form the needed one dimensional
topology. This ensures that the unitaries implemented via optimal controls are local within
the device. Additional connections to ancilla transmons may be useful for state preparation
or observable measurements but we do not consider these possibilities here.
We consider a general task of embedding a spin-s particle into the first 2s + 1 levels
of an oscillator. This can be done compactly by defining a map between the eigenvalues
n of the excitation number operator n̂ and the eigenvalues of the spin-s z operator Ŝz :
Ŝz |ni = (n + s) |ni for n ≤ (2s + 1), where n̂ |ni = n |ni are the eigenvectors of the local
excitation number operator.
P
(i)
We define the z component of the total-spin operator for M spins as Jˆz = M
i=1 Sz ,
which satisfies the eigenvalue equation Jˆz |mi = m |mi. Now, we consider the action of Jˆz
on a state with a fixed excitation number |ψi = ⊗M
i=1 |ni i with ni ≤ (2s + 1):
Jˆz |ψi = ⊗M
i=1 Ŝz |ni i

(5.16)

= ⊗M
i=1 (ni + s) |ni i
Y

M
=
(ni + s) |ψi .

(5.17)
(5.18)

i=1

In other words, the z component of total spin of state |ψi is

QM

i=1 (ni + s).

Most importantly,

we note that the eigenvalue of Jˆz will be the same for every state with the same number
Q
of excitations because the eigenvalue m = M
i=1 (ni + s) is invariant to permutations of the
number of excitations between sites.
Intuitively, this means that all states with a fixed z component of total spin m lie within
the subspace spanned by states with a fixed particle number. This is important when
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considering implementing evolutions which will preserve the z component of total spin, which
(i)

(j)

(i)

(j)

are common. For example, typical two-local interactions of the form Ŝ+ Ŝ− + Ŝ+ Ŝ− ∝
(i)

(j)

(i)

(j)

Sx Sx +Sy Sy preserve the z component of total spin (as do Heisenberg-type interactions),
and, therefore, any action generated by such terms would be constrained to operate within
a fixed particle-number block of the oscillator system.
These considerations limit the dynamics for the two-site Trotter step defined in Eq. (5.7)
to a block-diagonal representation of the total particle number basis for the transmon system.
Therefore, analog device controls which preserve total particle number are the most natural
controls to use to attempt to generate the unitary defined in Eq. (5.7).
Examining the assumed device Hamiltonian reveals that all the terms in the Hamiltonian
except for the microwave control will preserve particle number. Thus we generate the desired
two-site Trotter step unitary, Eq. (5.7), using only transmon frequency and coupling controls.
This choice of device controls reduces simulation complexity and potentially reduces the
complexity of pulse calibration/characterization because the dynamics during gate operation
are constrained to blocks of total particle number.

5.5

Optimal control results

In Section 5.3, we outlined a set of four unitary operations to simulate and observe the
phenomena of string order melting within a superconducting transmon device. The first two
sets of unitaries, Eqs. (5.7) and (5.8), simulate the time dynamics of string order melting.
The second two, Û zx (Eq. (5.25)) and Û zy (Eq. (5.26)), rotate into the correct basis so that
string order information can be extracted from the device.
In this section, we analyze a set of optimized device controls capable of generating these
unitaries. We begin by analyzing the unitaries defined on single transmons: Eqs. (5.8), (5.25),
and (5.26) and then proceed to discuss optimal controls for a two-transmon system which
generate Eq. (5.7). The numerical methods used to generate these controls are detailed in
Appendix 5.9.
The Trotter-step unitary for a single-site transverse field perturbation is defined in
Eq. (5.8) and can be generated by modulating microwave-frequency controls at the transition
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frequencies of the transmon. In Fig. 5.1, we show a set of optimal pulses at the two main
transmon frequencies, ω01 and ω12 . These plots compare optimal controls for Trotter-step
sizes τ = 0.1 and τ = 0.01 with infidelities (as defined in Eq. (5.34)) of ≈ 5 × 10−10 and
≈ 1 × 10−10 , respectively.
From the results shown in Fig. 5.1, we find that the optimal control pulses for a 50
ns control time have high fidelity for two key reasons: 1) the pulses are well localized in
the frequency domain which prevents transitioning population to higher levels and 2) the
amplitude of the control pulses are very low, which suppresses the off-resonant excitations.
The next results are for the basis changes needed to measure string order in the transmon
system: Û zx (Eq. (5.25)) and Û zy (Eq. (5.26)). The optimal microwave controls which generate
both unitaries were defined to be 50 ns and are shown in Fig. 5.2. In both cases, we observe
similar pulse characteristics such as amplitude limits and shifts in the frequency domain
around the primary drive frequencies. The primary difference between the pulses is the
small phase offset of the ω01 drive and large phase offset of the ω12 drive. The phase of the
pulses that generate Û zy are offset from those that generate Û zx because the phase of the
microwave control pulses selects the axis of rotation in the x − y plane [144]. Another slight
difference is the infidelity of the pulses, which is ≈ 3 × 10−6 and ≈ 2 × 10−5 for Û zx and Û zy ,
respectively.
The difference in infidelity is due to different amounts of residual leakage outside of the
computational subspace. It can be seen in the power spectrum of the optimal ω12 drive
for Û zy has about an order of magnitude more amplitude on the ω23 transition frequency,
contributing more to leakage. Why the optimizer was unable to find a better solution is
most likely due to the presence of a local minima in the optimization landscape induced
by our pulse constraints [80] and would probably be resolved by more exhaustive numerical
searches. However, we do not perform such exhaustive search because these pulses need only
be applied once after the state evolution and therefore achieving significantly higher fidelity
only negligibly affects the overall simulation accuracy.
For the two-transmon optimal controls, in Fig. 5.3 we show a set of optimal controls
for Trotter-step sizes τ = 0.1 and τ = 0.01 with infidelities of ≈ 4 × 10−6 and ≈ 4 × 10−8 ,
respectively. The similarity between the optimal pulses is primarily in the transmon detuning
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Figure 5.1: Optimal microwave controls for a single transmon that generates the single-site
Trotter evolution for the quench dynamics for two different Trotter-step sizes τ = 0.1 and
τ = 0.01. (Top panels) The optimal pulse envelopes found via optimal control modulated at
the transmon 0 → 1 frequency ω01 . The frequency spectrum of these pulses in the lab frame
are shown to the right of the time-domain pulses, with key transition frequencies labeled.
(Bottom panels) The optimal pulse envelopes modulated at the transmon 1 → 2 transition
frequency ω12 . The frequency spectrum of these pulses in the lab frame are shown to the
right of the time-domain pulses. The solid lines and dashed-dot lines refer to the optimal
pulses that generate the Trotter-step unitary Eq. (5.8) at τ = 0.1 and τ = 0.01, respectively.
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Figure 5.2: Optimal microwave controls for a single transmon that generates the rotation
operators Û zx and Û zy , enabling measurement of the string order parameter in the assumed
device architecture. (Top panels) The optimal pulse envelopes found via optimal control
modulated at the transmon 0 → 1 frequency ω01 . The frequency spectrum of these pulses in
the lab frame are shown to the right of the time-domain pulses, with key transition frequencies
labeled. (Bottom panels) The optimal pulse envelopes modulated at the transmon 1 → 2
transition frequency ω12 . The frequency spectrum of these pulses in the lab frame are shown
to the right of the time-domain pulses. The solid lines and dashed-dot lines refer to the
optimal pulses that generate the unitaries Eq. (5.25) and Eq. (5.26).
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Figure 5.3: Optimal controls for a two-transmon system that generates the two-site Trotter
evolution for the quench dynamics (Eq. (5.7)) for two different Trotter-step sizes τ = 0.1
and τ = 0.01. (Top panels) The optimal coupling controls found via optimal. The frequency
spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses.
(Middle panels) The optimal detuning controls for transmon 1 found via optimal. The
frequency spectrum of these pulses in the lab frame are shown to the right of the timedomain pulses. (Bottom panels) The optimal detuning controls for transmon 2 found via
optimal. The frequency spectrum of these pulses in the lab frame are shown to the right of
the time-domain pulses. The solid lines and dashed-dot lines refer to the optimal pulses that
generate the Trotter-step unitary Eq. (5.7) at τ = 0.1 and τ = 0.01, respectively.
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(lower two rows) because the optimal controls for τ = 0.1 were used as the starting point
for the optimization of τ = 0.01. However, there is a striking difference between the optimal
coupling controls in the average amplitude of the coupling, which corresponds to 0 GHz
in the frequency domain. This decrease can be empirically understood as leading to less
generated rotation around the desired axis during the control time.
Overall, the optimal controls we identified meet a number of criteria necessary for
implementation in real devices. All of the pulses we found are well within experimental
bandwidth limitations and the control amplitudes are also within feasible limits [1, 67, 169].
Moreover, each control pulse requires about 60 parameters to describe via the control
ansatz we used (defined in Appendix 5.9); perhaps fewer if a more optimal basis is chosen.
This suggests that implementing and calibrating these pulses should be feasible in modern
superconducting devices [1, 129, 130, 169].

5.6

Validation of melting dynamics with optimal control

We now present results from numerical simulations to validate that the optimal controls
identified enable the simulation of string order melting. We first extract the unitaries
generated by the optimal controls in the previous section. For computational convenience,
we choose to make a Markovian assumption about the device dynamics, where we neglect
population generated outside of the computational subspace. This leads to a non-unitary
simulation but we find that the errors introduced by our optimal controls are less than those
induced by Trotter error.
First, in Fig. 5.4 we plot the time dynamics of the string observables for each spatial
direction as a function of time and string length for a weak transverse field perturbation
b = 0.2. We observe that there is an initial decrease in the string order parameter in every
direction between t = 0 and t = 1 which is in agreement with Ref. [156] for short strings.
Importantly, we observe that the Trotter step of τ = 0.1 is capable of tracking the qualitative
dynamics for each observable with only limited quantitative error.
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Figure 5.4: Time dynamics of the string observable in different directions α = x, y, z
(left to right) for a 6-site AKLT model as a function of string length when b = 0.2. The
solid lines are exact dynamics generated by numerical diagonalization of the global 6-site
quench Hamiltonian, Eq. (5.4). The markers represent the approximate Trotterized dynamics
generated via repeated application of the final-time unitaries identified via optimal control
for two different Trotter step sizes τ = 0.1 and τ = 0.01.
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Next, in Fig. 5.5, we plot the dynamics of the l = 6 string order operator in each spatial
direction. We observe that for increasing strength of the perturbation increases the rate of
string order destruction for hÔy (t)i and hÔz (t)i but leads to less destruction of string order
for hÔx (t)i. This is understood because the perturbation being applied only partially breaks
the protecting symmetry and no string order melting occurs in the x direction. This is, again
in qualitative agreement with the observations made in Ref. [156] for small string lengths.
Finally, in Fig. 5.6 we show the state fidelity as a function of perturbation and for the
Trotterized dynamics generated by the optimal controls. As expected, we see that the
smaller Trotter-step size yields a lower state fidelity and we observe that the infidelity is
much less dependent on the perturbation strength for τ = 0.01. Importantly, we observe
a non-monotonic change in state fidelity for the larger Trotter step size and a monotonic
one for τ = 0.01. This indicates that choosing an optimal Trotter step size for this problem
may be difficult, depending on the timescale of dynamics one wishes to observe. Because
string order melting is a fast dynamical phenomena a smaller τ may be better because the
accuracy of the simulation as determined by state fidelity seems to change logarithmically
at short times.

5.7

Conclusion

In this work we have presented a path towards quantum simulation of string order dynamics
in a superconducting transmon architecture. We have used quantum optimal control to verify
that the necessary quantum processes can be implemented and our numerical simulations
based on these optimal controls indicate that experimental observation of string order melting
should be feasible in the a near generation of superconducting devices. Our approach to
designing these simulations uses superconducting transmons to simulate spin-1 particles,
microwave control lines to generate excitations, and tunable couplers and tunable frequency
transmons to drive excitation-conserving evolution that generates entanglement between
transmons.
We employed numerical optimization methods to generate device controls that are
capable of driving the designed unitary evolutions with high fidelity. The characteristics
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Figure 5.5: Time dynamics of the l = 6 string observable in different directions α =
x, y, z (left to right) for a 6-site AKLT model as a function of perturbation strength b.
The solid lines are exact dynamics generated by numerical diagonalization of the global
6-site quench Hamiltonian, Eq. (5.4). The markers represent the approximate Trotterized
dynamics generated via repeated application of the final-time unitaries identified via optimal
control for two different Trotter step sizes τ = 0.1 and τ = 0.01. The single-transmon optimal
controls were intended to generate a perturbation of b = 0.2, thus to realize b = 0.2n the
single-transmon optimal controls are applied n times per Trotter layer.
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Figure 5.6: Time dynamics of state infidelity for a 6-site AKLT state generated by
the Trotterized quench dynamics found via optimal control for increasing strengths of
the symmetry-breaking perturbation. The two different marker types represent dynamics
approximating the true dynamics at two different Trotter step sizes τ = 0.1 and τ = 0.01.
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of these controls indicate that optimal pulses could be implemented within existing devices,
even when accounting for known hardware limitations. We have used these controls to
simulate the time dynamics of the AKLT state in the presence of a quantum quench, and we
have verified that these simulations predict a number of qualitative and quantitative markers
of string order melting for SPT states.
The analyses of these simulations have further quantified the dependence of state fidelity
on evolution time, perturbation strength, and Trotter decomposition order. We found that
a choosing smaller time step τ is significantly less sensitive to the perturbation strength and
generally leads to a monotonic decrease in state fidelity. However, it is important to note
that a smaller choice of τ requires a proportionally longer evolution time because the number
of repeated applications of the Trotter step. In this case, τ = 0.01 requires a factor of 10
more gates to realize the same simulation time of τ = 0.1. In the presence of decoherence
or control errors, the well known trade off in errors generated by Trotterization versus gate
depth are expected to limit the total time simulated [47, 170].
Our results support simulating the dynamics of string order melting in a transmon
architecture as experimentally feasible, but there are still a number of challenges for
implementation that require further consideration. The most immediate route of future
work is through additional numerical simulations.
A clearer understanding of the relationships between the duration of the controls, their
infidelity, and ultimately their robustness to noise is needed. We have fixed the pulse duration
for single (50 ns) and two-transmon (100 ns) optimal control simulations but optimal controls
with comparable fidelities may exist at smaller control times [83, 143]. Optimal pulses with
smaller control times would enable the observation of longer time dynamics within the same
device coherence times. Furthermore, quantifying or improving the robustness of controls
against noise within the applied field will aide in their implementations [57, 129].
Another challenge is state preparation of the entangled spin-1 states within the Haldane
phase, such as the AKLT state. There are a variety of routes to achieve this that may
be feasible for near-term devices, for example, variational state preparation and adiabatic
or digitized adiabatic evolution [38, 171]. In particular, because the Haldane phase is a
symmetry-protected topological phase, any state within it can be adiabatically connected to
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a product state via an evolution that breaks all of the symmetries that protect the phase;
therefore it can be efficiently prepared via adiabatic methods [154].
Another approach to state preparation that is less efficient, but perhaps complimentary,
is to prepare the AKLT state by projecting into the ground-state subspace via a sequence
of parity measurements. This can be achieved by noting that the AKLT Hamiltonian is a
sum of Hermitian projectors that can be converted to involutory Hermitian operators. These
projections can be implemented by controlled evolution using an ancilla qubit to perform a
type of parity measurement that projects the state into a subspace where the AKLT state
lies (See Appendix 5.10 for details). This non-unitary route to preparing the AKLT state
would also enable direct measurement of the terms within the Hamiltonian or even a route
for dissipative state preparation [44, 172].
In conclusion, we have shown how quantum simulation using quantum optimal control
offers a unique approach to study the static and dynamical properties of a model
Hamiltonian. Using numerical simulations, we have confirmed that the quantum simulation
of dynamical topological phenomena such as string order melting are feasible in current
superconducting devices. This affords many new opportunities for the implementation and
optimization of quantum simulations.
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5.8

String order parameter measurement

In this section we present the derivation of Eq. (5.13) for the expectation value of a string
order operator for an arbitrary state |ψi in the direction α:

α
hψ| Ôk,l

  Y
 
l−1
α
α
iπ Ŝn
|ψi = hψ| Ŝk
e
Ŝlα |ψi

(5.19)

n=k+1

  Y
 
l−1
X
α
α
iπ Ŝn
=
hψ| Ŝk
e
Ŝlα |sα i hsα |ψi
s

=

X

(5.20)

n=k+1

  Y
 
l−1
iπsn
hψ| sk
sl |sα i hsα |ψi
e

s

(5.21)

n=k+1

 
l−1
X  Y
iπsn
=
sk
e
sl hψ|sα i hsα |ψi
s

(5.22)

n=k+1

 
l−1
X  Y
iπsn
=
sk
e
sl hψ| U zα† U zα |sα i hsα | U zα† U zα |ψi
s

(5.23)

n=k+1

 
l−1
X  Y
iπsn
=
sk
e
sl hψ| U αz† |sz i hsz | U αz |ψi .
s

(5.24)

n=k+1

Using the definitions of the spin-1 operators and the commutation relations, we express the
unitary operators Û z,α in the basis of eigenvectors of Ŝ z :
Û

zx



√
1
= |−i h+| − 2 h0| + h−|
2


1
+ √ |0i − h+| + h−|
2


√
1
+ |+i h+| + 2 h0| + h−|
2

(5.25)

and
Û

zy



√
1
= |−i − h+| + i 2 h0| + h−|
2


1
+ √ |0i h+| + h−|
2


√
1
+ |+i − h+| − i 2 h0| + h−| .
2
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(5.26)

5.9

Numerical methods

We utilize numerical optimal control techniques to simulate the dynamics generated by
Eq. (5.15) and iteratively optimize the time-dependent device controls to minimize the
infidelity between the evolved system dynamics and a target unitary operator.

These

methods and implementations follow what has been discussed in previous work [149, 173]
and we review the details for completeness and convenience.
We identify optimal controls that generate four unitary operators as defined in Eqs. (5.6),
(5.25), (5.26), and (5.7). The first three unitaries are each defined on a single-transmon
Hilbert space and therefore we use a single transmon Hamiltonian derived from Eq. (5.15)
that omits the frequency detuning control and uses only microwave control parameters:
HD = ω1 n̂1 +

δ1
n̂1 (n̂1 − 1) + ε1 (t)(â†1 + â1 ).
2

(5.27)

For the two-site Trotter step unitary, we use a two-transmon Hamiltonian derived from
Eq. (5.15) omitting the microwave control lines because the target unitary, Eq. (5.7), is
block-diagonal in the total particle number basis, such that
δ1
n̂1 (n̂1 − 1) + δω1 (t)n̂1
2
δ2
+ ω2 n̂2 + n̂2 (n̂2 − 1) + δω2 (t)n̂2
2

HD = ω1 n̂1 +

+ g1,2 (t)(â†1 â2 + â1 â†2 ).

(5.28)
(5.29)
(5.30)

In both cases, quantum information processing is performed in reference to a pre-calibrated
rotating frame associated with the idling frequency of each transmon. This transformation
is given by the unitary transform
R(t) =

O

=

O

Ri (t)

(5.31)

i

i



it
exp
ωi n̂i
~

123


(5.32)

which yields an effective Hamiltonian in this rotating frame, H R = i~(∂t R(t))R† (t) +
R(t)HD R† (t), and the corresponding time-ordered evolution operator for control time Tc
of a transmon system is


i
UD (Tc ) = T exp −
~

Z

Tc


dτ H (τ ) .
R

(5.33)

0

We then use the Gradient Optimization of Analytic Controls (GOAT) algorithm to evaluate
gradients of the objective function with respect to control parameters [88]. Our primary
objective function to be minimized is the unitary infidelity of a quantum processes using a
projective SU measure derived from the Hilbert-Schmidt inner product [79]:
1
g(~
α) = 1 − 2 T r(UT† Pc UD (~
α, Tc )Pc )
d

2

(5.34)

where UT is the target unitary operator we wish to prepare, UD (~
α, Tc ) is the unitary evolution
operator for the device with control parameters α
~ and control time Tc , Pc is a projection onto
the desired computational subspace and d is the dimension of the computational subspace.
Within the GOAT algorithm, each control field f (t) (e.g., δωi (t), εi (t), gi,j (t)) is
decomposed into a (not-necessarily orthonormal) function basis which is parameterized by
a set of real numbers – enabling traditional numerical optimization techniques to be used to
optimize the device controls.
Here we describe each control field via a functional form which includes both the control
parameters to be optimized as well as additional functions which constrain the optimization
to a class of practical pulses. For all of our optimizations we describe each control field f (t)
(e.g., δωi (t), εi (t), gi,j (t)) as
f (~
α, t) = Ω(t) cos(ωt)S(h(~
α, t))

(5.35)

Where we have defined a carrier frequency ω, a window function Ω(t) to ensure that the pulse
turns on and off smoothly, a saturation function S(x) to ensure that the optimal pulses stay
within a pre-specified amplitude range, and the parameterized function h(~
α, t). The window
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function is a flat-top cosine defined as


1−cos(πt/τr )


Ωm

2


Ω(t) = Ωm





 1−cos(π(τc −t)/τr ) Ωm
2

0 ≤ t ≤ τr
τr ≤ t ≤ (τc − τr )

(5.36)

(τc − τr ) ≤ t ≤ τc ,

where τc = Tc is the total control time, Ωm scales the magnitude of the control pulse, and
τr is the ramp time, which was chosen to be 0.3τc to reduce spectral leakage [174]. The
saturation function is a generalized logistic function defined as
S(x) = −B −

2B

1 − 3 exp − 4x
B

(5.37)

where B = 0.08 GHz/2π for microwave controls, B = 0.5 GHz/2π for frequency detuning
controls, B = 0.01 GHz/2π for coupling controls. These parameters were chosen to agree
roughly with control limitations currently observed in superconducting transmon devices
of the assumed architecture [1, 169]. Finally, we expand each control field as a linear
combination of N analytic functions, which we choose to be sinusoidal functions with varying
amplitude, frequency, and phase:

h(~
α, t) =

X
N


αn,1 sin(αn,2 t + αn,3 ) .

(5.38)

n

For the microwave controls operating on a single transmon we optimize two drive channels
as in Eq. (5.35) each at a different carrier frequency ω = ω01 , ω12 , which are the transition
frequencies between the transmon levels |0i → |1i and |1i → |2i, respectively. We also
assume the control time for a single qutrit operation is Tc = 50 ns. For each channel we set
N = 10 in Eq. (5.38). This means that each of the single-transmon control pulses require
optimization of 60 parameters.
For the coupling control and frequency detuning controls we choose a carrier frequency
of ω = 0, which places the dynamics within those typically used to generate resonant twoqubit gates on superconducting hardware [1, 67]. We assume a control time of 100 ns for

125

the two-transmon evolution because this coincides with experimental timescales realizable
in current devices [1, 169]. Moreover, we set N = 7 in Eq. (5.38) for each control channel
which gives a total of 63 total parameters for optimization.
For the microwave controls we penalize controls with intermediate-time leakage to higher
subspaces by computing a functional and adding it to the infidelity in Eq. (5.34):
1
L(~
α) =
Tc

Z

Tc

dτ Tr Pc U † (~
α, τ )Pd U (~
α, τ )Pc



(5.39)

0

where we have defined Pc as the projector onto the computational subspace of the transmon
(In our simulations of spin-1 particles, this means span({|0i , |1i , |2i}) and the operator Pd
assigns weights to specific leakage levels depending on the importance that little intermediate
population lie in that state. In our simulations we set Pd = 0.1 |3i h3| + 1 |4i h4| to weakly
penalize leakage to |3i and strongly on |4i.
The precise choice of weights for the leakage subspaces was not significant as we
constrained the optimizer to look for pulses well localized within the frequency domain
at the allowed transition frequencies. However the leakage penalty does help ensure that the
optimal pulses identified will generalize to a true anharmonic quantum oscillator with an
infinite number of energy levels.
In order to perform gradient based optimization we require the gradient of this function
with respect to a parameter α we derive the gradient of the leakage penalty as
Z

1 Tc
∂α L = ∂α
dτ Tr Pc U † (~
α, τ )Pd U (~
α, τ )Pc
Tc 0
Z

1 Tc
=
dτ ∂α Tr Pc U † (~
α, τ )Pd U (~
α, τ )Pc
Tc 0

Z
1 Tc
=
dτ Tr Pc ∂α U † (~
α, τ )Pd U (~
α, τ )Pc
Tc 0
†

+ Pc U (~
α, τ )Pd ∂α U (~
α, τ )Pc

(5.40)
(5.41)
(5.42)

(5.43)

and we see that calculating this gradient requires only knowledge of ∂α U (~
α, t), which is
obtained through the GOAT method [88]. A leakage penalty was not added to the two-site
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operator optimization because non-computational states are actively being used for quantum
information processing in that case [149].
In all simulations, we do not implement the rotating wave approximation to ensure a more
accurate estimate of gate fidelity. Moreover, we model each transmon as a 5-level system to
fully account for leakage in the two-transmon evolutions and to accurately quantify leakage
in the single transmon simulations.
We perform optimizations to identify controls that generate the Trotter-step operators
(Eqs. (5.7) and (5.8)) at two Trotter step sizes: τ = 0.1 and τ = 0.01. We seed the
optimization for Trotter step size τ = 0.1 with a random initial guess and τ = 0.01 with the
optimal controls obtained for τ = 0.1.
We use experimental hardware parameters for the frequency and anharmonicity of each
transmon derived from Ref. [157] in which a system of transmons are used as qutrits.
Specifically we define ω1 = 5.634 GHz/2π, δ1 = −0.266 GHz/2π, ω2 = 5.447 GHz/2π, and
δ2 = −0.270 GHz/2π.
We implement the GOAT algorithm using the programming language Julia and various
open-source packages [175]. Our implementation uses the Julia package DifferentialEquations.jl to numerically solve the coupled GOAT equations of motion using a order 5/4
Runge-Kutta method with adaptive time stepping [147]. For the gradient-based control
optimization of α
~ , we use a limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)
algorithm with a backtracking line-search method which are implemented in the Optim.jl
package and LineSearches.jl package, respectively [148]. We limit each optimization to 2000
iterations of L-BFGS and define a stopping criteria when the infinity-norm of the gradient
falls below 1e-9 or the relative change in the objective function is below 1e-8. For further
details on the derivations of gradients via the GOAT algorithm we refer the reader to our
previous work [149].
Finally, to validate that our resulting optimal controls should enable the observation of
string order melting in real superconducting hardware we perform a numerical simulation to
observe the dynamics of string order under the optimized controls. Specifically, we compute
the dynamics of a 6-site spin-1 system using the resulting optimal controls and compare the
results obtained via exact numerical integration of the model. We initialize the system in
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the AKLT state obtained via diagonalization of the AKLT Hamiltonian Eq. (5.1). Then, we
evolve the state under the exact quench dynamics given by Eq. (5.4) and compare these with
the dynamics generated by two sets of Trotterized dynamics generated via optimal controls
for two different Trotter step sizes: τ = 0.1 and τ = 0.01. We then compute the string order
operator expectation value and state fidelity to draw our final conclusions.
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5.10

AKLT state preparation

The AKLT Hamiltonian, Eq. 5.1, is the sum of two-site projectors and the global ground
states of the Hamiltonian are the mutual eigenstates with eigenvalue zero of each twosite projector. Thus, the AKLT Hamiltonian belongs to a larger class of “frustration-free”
Hamiltonians
H=

N
X

hi .

(5.44)

i=1

Frustration-free Hamiltonians have the special property that the ground state of the
global Hamiltonian, H, is also the ground state of every term in the Hamiltonian, hi . In
this case we wish to consider how one can prepare the ground state of such a system.
For our discussion we will restrict ourselves to frustration-free Hamiltonians which are the
sum of involutory, Hermitian operators h2i = I. We remark that the AKLT Hamiltonian
can be transformed into such a form by modifying each projector in Eq. 5.1 according to
Pi,i+1 → (2Pi,i+1 − I) and defining hi = 2Pi,i+1 − I.
Given a frustration-free Hamiltonian that is the sum of involutory, Hermitian operators
we will denote the eigenstates of these operators as H |Em i = Em |Em i and hi |eim i =
eim |eim i. We note that because h2i = 1, hi has eigenvalues ±1. And since hi is also Hermitian
it is therefore also unitary. These properties allow us to denote the global ground state |E0 i
s.t. hi |E0 i = (−1) |E0 i = (−1) |ei0 i for all i. Then we will define two sets for each hi :
e+
i := {|eim i |eim = +1} which is composed of all eigenvectors of hi with eigenvalue +1 and
e−
i := {|eim i |eim = −1} \ |E0 i which is composed of all eigenvectors of hi with eigenvalue
−1, excluding the global ground state |E0 i (which is shared by all hi ).
Now consider a parity measurement operation where an ancillary qubit is prepared as
√1 (|0i + |1i)
2

and then is coupled to a quantum system in state |ψ0 i via a controlled unitary

where the unitary applied is hi . This produces the state

√1 (|0i |ψ0 i
2

+ |1i hi |ψ0 i). Finally, a

Hadamard gate is applied to the ancillary qubit to obtain the state 21 (|0i [|ψ0 i + hi |ψ0 i] +
|1i [|ψ0 i − hi |ψ0 i]). We consider the case where we measure the ancilla and obtain an
outcome of |1i, which has a probability Pψ0 (1) =

1
(1
2

− hψ0 | hi |ψ0 i). After this ancilla

measurement, the system is now in the state |ψ1 i = |ψ0 i − hi |ψ0 i. It is then easy to verify
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that hi |ψ1 i = hi |ψ0 i − h2i |ψ0 i = hi |ψ0 i − |ψ0 i = (−1) |ψ1 i. Therefore, the state after
measurement lies within the subspace spanned by eigenvectors of hi with eigenvalue −1.
To understand precisely what quantum state has been prepared after the parity
measurement and its relationship to the global ground state |E0 i, we consider an arbitrary
initial state written in the basis of hi , which is orthonormal and complete:
X

|ψ0 i = c0 |E0 i +

X

cα |αi +

|αi∈e−
i

cβ |βi

(5.45)

|βi∈e+
i

we will now consider the post-measurement state
|ψ1 i = |ψ0 i − hi |ψ0 i
X
X
cβ |βi
cα |αi +
= c0 |E0 i +
|αi∈e−
i

X

+ c0 |E0 i +

X

(5.48)

cβ |βi

(5.49)

X

(5.50)

|βi∈e+
i

X

cα |αi −

|αi∈e−
i

= 2c0 |E0 i + 2

cβ hi |βi

|βi∈e+
i

cα |αi +

|αi∈e−
i

X

cα hi |αi −

|αi∈e−
i

X

(5.47)

|βi∈e+
i

− c0 hi |E0 i −
= c0 |E0 i +

(5.46)

X

cβ |βi

|βi∈e+
i

cα |αi .

(5.51)

|αi∈e−
i

This state is not generally normalized, so we consider
X

hψ1 |ψ1 i = 4|c0 |2 + 4

|cα |2

(5.52)

|αi∈e−
i

X

=4−4

|βi∈e+
i
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|cβ |2

(5.53)

and normalize the state with the scalar

q
p
P
hψ1 |ψ1 i = 2 1 − |βi∈e+ |cβ |2 to obtain the
i

normalized post-measurement state:

ψ̃1

E

P
2c0 |E0 i + 2 |αi∈e− cα |αi
i
q
=
P
2 1 − |βi∈e+ |cβ |2
i
P
c0 |E0 i + |αi∈e− cα |αi
i
= q
.
P
1 − |βi∈e+ |cβ |2

(5.54)

(5.55)

i

Now, let us consider the fidelity of the global ground state prior and post parity measurement.
Prior to the parity measurement the fidelity with the global ground state is given by
| hE0 |ψ0 i |2 = |c0 |2 but the fidelity after the parity measurement (with outcome of |1i on
the ancilla) is given as
D

E0 ψ̃1

E

2

c0
= q
P
1 − |βi∈e+ |cβ |2

2

(5.56)

i

2

=

1−

|c |
P 0

|βi∈e+
i

|cβ |2

.

(5.57)

Thus, if the initial state |ψ0 i has some nonzero overlap with the global ground state, then
the parity measurement of any hi will always improve the fidelity with the global ground
state by a factor that is proportional to the population lost during the projection.
Now suppose we consider performing a sequence of parity measurements for different
hi . If the result of the ancilla measurement is |1i at every step in the sequence, then the
projections will annihilate population on basis states which do not commute between the −1
sectors of any two operators hi , hj . But, since the global ground state is shared, the relative
population of that state will only increase.
Now let us consider preparing the ground state of the AKLT model via a sequence of
parity measurements. If we perform a sequence of N parity measurements, one for each
hi , and observe N outcomes of |1i on the ancilla qubits, then we know that the state has
been prepared in the mutual eigenstate with eigenvalue −1 for all hi . Because the model is
frustration-free, this is also the global ground state of the AKLT model. Therefore, one way
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to prepare the AKLT state is by repeatedly performing parity measurements of the operators
hi until we observe a sequence of N correct ancilla measurements.
The AKLT Hamiltonian defines a set of N operators Pi,i+1 which can be used to perform
these parity measurements to prepare the mutual ground state, however, the precise sequence
in which the measurements are performed matters because the operators do not commute,
[Pi,i+1 , Pi+1,i+2 ] 6= 0. In general, this means that the overall probability of success depends
on a precise choice of the measurement sequence. However, if we consider repeating the
sequence a number of times M then we show that the probability of success is not a function
of the sequence and only the initial state.
Consider an arbitrary ordered set S of the N projectors Pi,i+1 from the AKLT
Hamiltonian. We will denote the the ith element of S as Si . The quantum state after
a parity measurement with ancilla outcome |1i is written recursively as
|ψn i = |ψn−1 i − (2Sn − I) |ψn−1 i

(5.58)

= 2(I − Sn ) |ψn−1 i

(5.59)

= 2Qn |ψn−1 i

(5.60)

∝ Qn |ψn−1 i

(5.61)

where Qn = I − Sn and can be understood as a projector onto the subspace with total spin
s 6= 2 between two neighboring sites (the precise set of sites is given by the nth operator
of the sequence S). Note, additionally that Qn |AKLT i = |AKLT i because Sn |AKLT i =
Pi,i+1 |AKLT i = 0 |AKLT i. Normalizing this state we find
|ψ˜n i = q
=p

Qn |ψn−1 i

(5.62)

hψn−1 | Q†n Qn |ψn−1 i
Qn |ψn−1 i
hψn−1 | Qn |ψn−1 i
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(5.63)

where we have used the properties Qn = Q†n and Q2n = Qn . Thus the probability of observing
an ancilla outcome of |1i at iteration n + 1 is given by
1
(1)
Pn+1 = (1 − hψ˜n |(2Sn+1 − I)|ψ˜n i)
2
= hψ˜n |(I − Sn+1 )|ψ˜n i
= hψ˜n |Qn+1 |ψ˜n i.

(5.64)
(5.65)
(5.66)

Using this form of the probability we now define the probability of success Ps (M ) as the
probability of preparing the AKLT state from a given initial state |ψ0 i after M repetitions of
the N parity measurements defined in sequence S. This probability of success is also equal
to the cumulative probability of obtaining the ancilla outcome of |1i on all ancillas, defined
by

Ps (M ) =
=

M
N
Y

hψ˜n |Qn+1 |ψ˜n i

(5.67)

n=1
M
N
Y

hψn−1 | Qn Qn+1 Qn |ψn−1 i
hψn−1 | Qn |ψn−1 i
n=1

= ψM N −1 QM N QM N +1 QM N ψM N −1
Y
†
Y

M Y
N
M Y
N
Qn QM N +1
Qn |ψ0 i
= hψ0 |
i=1 n=1

(5.68)
(5.69)
(5.70)

i=1 n=1

where we have used the recursive relation in Eq. 5.58 in deriving the last equality. Finally,
Q QN
we note that the projector M
i=1
n=1 Qn converges to a projector onto the AKLT state in
Q QN
the large M limit. This can be seen because applying M
i=1
n=1 Qn to an arbitrary state
|φi will only lead to an increase in the quantum state’s overlap with the AKLT state, which
is consistent with the analysis above. In other words, in the large M limit the sequence of
Q QN
2
projectors M
i=1
n=1 Qn → |AKLT i hAKLT |, which implies that Ps (M ) → | hψ0 |AKLT i | .
Therefore the overall probability of success for a large number of parity measurements is
dependent only on the initial state’s overlap with the AKLT state.
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Chapter 6
Conclusion
In Chapter 1 we motivated the use of quantum information processing for the modeling
and analysis of important computational tasks found primarily within quantum physics – a
process known as quantum simulation. The background information presented in Chapter 2
reviews elements of quantum computer science and quantum physics that support and
compliment the novel scientific content of further chapters.
The first academic contribution of this dissertation is presented in Chapter 3 where a
quantum annealer was utilized to simulate the behavior of models of magnetic materials. It
was shown that optimizing and calibrating the quantum annealer’s operation enabled more
accurate and precise simulation of the underlying model – observations which motivate the
following two technical works in this document.
The second scholarly achievement of this dissertation, presented in Chapter 4, formalizes
the use of device control and calibration for quantum simulation applications. In particular,
the work demonstrates that the theory of quantum optimal control can be used efficiently
to perform Hamiltonian simulation and uses numerical methods for verification.
Finally, the third technical result of this dissertation is presented in Chapter 5 and
provides a demonstration of the methods developed in Chapter 4 as applied to a quantum
simulation task. The task considered is the quantum simulation of string order melting
using optimal control and the results of the work indicate that such a quantum simulation
is feasible in emerging superconducting device architectures.
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In conclusion, this dissertation has demonstrated, formalized, and validated the use of
control and calibration techniques for quantum simulation. The various scholarly results
presented here utilized techniques and results developed within various areas of physics,
computer science, and computational science. However, it is precisely this interdisciplinary
quality of the work that implies so many future avenues for scientific discovery.
Perhaps the most fascinating avenue for further scientific inquiry is the merging of
computational modeling and experimental device operation. Applying the techniques and
tools developed here to study the operation of quantum devices could enable the discovery
or understanding of new physical phenomena, engineering principles, or computational
methods.
As mentioned in the introduction, one primary reason to utilize quantum information
processing is to enable the simulation of quantum mechanical phenomena. The methods
developed in this dissertation could be utilized in the operation of quantum simulators and
enable the modeling of chemical or material systems with potential industrial applications.
While the results of this dissertation provide one route to utilizing quantum simulators
efficiently they are only one strategy for doing so. As mentioned previously, software-level
methods like quantum error correction methods also aim to enable quantum simulation.
Therefore it will be important to understand the interplay between quantum error correction
and control strategies.
Given the results presented in this dissertation an immediate question is to what degree
error correction techniques can interface with control and calibration strategies. It is more
than likely that future quantum simulation paradigms will design control strategies alongside
error correction methods in order to operate the devices at high efficiencies. This suggests a
self-reinforcing structure to the development of quantum simulators: design and optimization
of quantum simulators will itself require emulation of the quantum simulators.
Overall, the development and application of quantum simulators is still in relative
infancy – only about 25 years have passed since the idea’s formalization. Given the rapid,
positive, development within that quarter century, as well as the results presented within
this document, it is only natural to be optimistic that quantum simulators can realize their
potential and develop into useful tools for scientific discovery.
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F. K. Wilhelm. Optimized cross-resonance gate for coupled transmon systems. Physical
Review A, 97(4):042348, April 2018. doi: 10.1103/PhysRevA.97.042348. URL https:
//link.aps.org/doi/10.1103/PhysRevA.97.042348. 78, 92, 118
[144] D. C. McKay, C. J. Wood, S. Sheldon, J. M. Chow, and J. M. Gambetta. Efficient ZGates for Quantum Computing. Physical Review A, 96(2):022330, August 2017. ISSN
2469-9926, 2469-9934. doi: 10.1103/PhysRevA.96.022330. URL http://arxiv.org/
abs/1612.00858. 78, 109
[145] S. Lloyd and S. Montangero. Information Theoretical Analysis of Quantum Optimal
Control. Physical Review Letters, 113(1):010502, July 2014. ISSN 0031-9007, 10797114. doi: 10.1103/PhysRevLett.113.010502. URL https://link.aps.org/doi/10.
1103/PhysRevLett.113.010502. 78
[146] Xian Wu, S. L. Tomarken, N. Anders Petersson, L. A. Martinez, Yaniv J. Rosen,
and Jonathan L. DuBois.
Superconducting Qudit.

High-Fidelity Software-Defined Quantum Logic on a
Physical Review Letters, 125(17):170502, October 2020.

ISSN 0031-9007, 1079-7114. doi: 10.1103/PhysRevLett.125.170502. URL https:
//link.aps.org/doi/10.1103/PhysRevLett.125.170502. 84, 106
156

[147] C. Rackauckas and Q. Nie. Differentialequations.jl–a performant and feature-rich
ecosystem for solving differential equations in julia. Journal of Open Research Software,
5(1), 2017. 94, 127
[148] P. K. Mogensen and A.N. Riseth. Optim: A mathematical optimization package for
Julia. Journal of Open Source Software, 3(24):615, 2018. doi: 10.21105/joss.00615. 95,
127
[149] Paul Kairys and Travis S. Humble.
quantum optimal control.

Parametrized hamiltonian simulation using

Phys. Rev. A, 104:042602, Oct 2021.

doi: 10.1103/

PhysRevA.104.042602. URL https://link.aps.org/doi/10.1103/PhysRevA.104.
042602. 98, 99, 103, 104, 123, 127
[150] Austin G. Fowler, Matteo Mariantoni, John M. Martinis, and Andrew N. Cleland.
Surface codes: Towards practical large-scale quantum computation. Phys. Rev. A, 86:
032324, Sep 2012. doi: 10.1103/PhysRevA.86.032324. URL https://link.aps.org/
doi/10.1103/PhysRevA.86.032324. 99
[151] Barbara M Terhal. Quantum error correction for quantum memories. Reviews of
Modern Physics, 87(2):307, 2015. 99
[152] T. Senthil.

Symmetry-Protected Topological Phases of Quantum Matter.

Annual Review of Condensed Matter Physics,
10.1146/annurev-conmatphys-031214-014740.

6(1):299–324,

2015.

doi:

URL https://doi.org/10.1146/

annurev-conmatphys-031214-014740. 99
[153] Ian Affleck, Tom Kennedy, Elliott H. Lieb, and Hal Tasaki. Rigorous results on
valence-bond ground states in antiferromagnets.

Physical Review Letters, 59(7):

799–802, August 1987. ISSN 0031-9007. doi: 10.1103/PhysRevLett.59.799. URL
https://link.aps.org/doi/10.1103/PhysRevLett.59.799. 99, 100, 101
[154] Frank Pollmann, Ari M. Turner, Erez Berg, and Masaki Oshikawa. Entanglement
spectrum of a topological phase in one dimension. Physical Review B, 81(6):064439,

157

February 2010. ISSN 1098-0121, 1550-235X. doi: 10.1103/PhysRevB.81.064439. URL
https://link.aps.org/doi/10.1103/PhysRevB.81.064439. 101, 102, 119
[155] Frank Pollmann and Ari M. Turner. Detection of symmetry-protected topological
phases in one dimension. Physical Review B, 86(12):125441, September 2012. ISSN
1098-0121, 1550-235X. doi: 10.1103/PhysRevB.86.125441. URL https://link.aps.
org/doi/10.1103/PhysRevB.86.125441.
[156] Marcello Calvanese Strinati, Leonardo Mazza, Manuel Endres, Davide Rossini, and
Rosario Fazio. Destruction of string order after a quantum quench. Physical Review
B, 94(2):024302, July 2016. ISSN 2469-9950, 2469-9969. doi: 10.1103/PhysRevB.94.
024302. URL https://link.aps.org/doi/10.1103/PhysRevB.94.024302. 99, 100,
101, 102, 113, 115
[157] MS Blok, VV Ramasesh, T Schuster, K O’Brien, JM Kreikebaum, D Dahlen,
A Morvan, Beni Yoshida, NY Yao, and I Siddiqi. Quantum information scrambling on
a superconducting qutrit processor. Physical Review X, 11(2):021010, 2021. 99, 106,
127
[158] David C McKay, Thomas Alexander, Luciano Bello, Michael J Biercuk, Lev Bishop,
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