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Abstract
In this paper we study a random walk in a one-dimensional dynamic random
environment consisting of a collection of independent particles performing simple
symmetric random walks in a Poisson equilibrium with density ρ ∈ (0,∞). At
each step the random walk performs a nearest-neighbour jump, moving to the
right with probability p◦ when it is on a vacant site and probability p• when it
is on an occupied site. Assuming that p◦ ∈ (0, 1) and p• 6= 12 , we show that the
position of the random walk satisfies a strong law of large numbers, a functional
central limit theorem and a large deviation bound, provided ρ is large enough.
The proof is based on the construction of a renewal structure together with a
multiscale renormalisation argument.
MSC 2010. Primary 60F15, 60K35, 60K37; Secondary 82B41, 82C22, 82C44.
Key words and phrases. Random walk, dynamic random environment, strong law
of large numbers, functional central limit theorem, large deviation bound, Poisson
point process, coupling, renormalisation, regeneration times.
1 Introduction and main results
Background. Random motion in a random medium is a topic of major interest in
mathematics, physics and (bio-)chemistry. It has been studied at microscopic, meso-
scopic and macroscopic levels through a range of different methods and techniques
coming from numerical, theoretical and rigorous analysis.
Since the pioneering work of Harris [14], there has been much interest in stud-
ies of random walk in random environment within probability theory (see [17] for an
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overview), both for static and dynamic random environments, and a number of deep
results have been proven for various types of models.
In the case of dynamic random environments, analytic, probabilistic and ergodic
techniques were invoked (see e.g. [1], [4], [7]–[11], [12], [13], [19], [27], [28]), but good
mixing assumptions on the environment remained a pivotal requirement. By good mix-
ing we mean that the decay of space-time correlations is sufficiently fast – polynomial
with a sufficiently large degree – and uniform in the initial configuration. More re-
cently, examples of dynamic random environments with non-uniform mixing have been
considered (see e.g. [15], [24], [6], [2]). However, in all of these examples either the
mixing is fast enough (despite being non-uniform), or the mixing is slow but strong
extra conditions on the random walk are required.
In this context, random environments consisting of a field of random walks moving
independently gained significance, not only due to an abundance of models defined in
this setup, but also due to the substantial mathematical challenges that arise from their
study. Among various conceptual and technical difficulties, slow mixing (in other words,
slow convergence of the environment to its equilibrium as seen from the walk) makes
the analysis of these systems extremely difficult. In particular, in physical terms, when
ballistic behaviour occurs the motion of the walk is of “pulled type” (see [31]).
In this paper we consider a dynamic random environment given by a system of
independent random walks. More precisely, we consider a walk particle that performs
a discrete-time motion on Z under the influence of a field of environment particles
which themselves perform independent discrete-time simple random walks. As initial
state for the environment particles we take an i.i.d. Poisson random field with mean
ρ ∈ (0,∞). This makes the dynamic random environment invariant under translations
in space and time. The jumps of the walk particle are drawn from two different random
walk transition kernels on Z, depending on whether the space-time position of the walk
particle is occupied by an environment particle or not. For reasons of exposition we
restrict to nearest-neighbour kernels, but our analysis easily extends to the case where
the kernels have finite range.
Model. Throughout the paper we write N = {1, 2, . . . }, Z+ = N ∪ {0} and Z− =
−N ∪ {0}. Let {N(x) : x ∈ Z} be an i.i.d. sequence of Poisson random variables with
mean ρ ∈ (0,∞). At time n = 0, for each x ∈ Z place N(x) environment particles
at site x. Subsequently, let all the environment particles evolve independently as “lazy
simple random walks” on Z, i.e., at each unit of time the probability to step −1, 0, 1
equals 1
2
(1− q), q, 1
2
(1− q), respectively, for some q ∈ (0, 1). The assumption of laziness
is not crucial for our arguments, as explained in Comment 5 below.
Let T be the set of space-time points covered by the trajectory of at least one
environment particle. The law of T is denoted by P ρ (see Section 2.1 for a detailed
construction of the dynamic environment and the precise definition of T ). Note that T
does not have good mixing properties. Indeed,
Covρ(1(0,0)∈T ,1(0,n)∈T ) ∼ c(ρ) 1
n1/2
, (1.1)
where Covρ denotes covariance with respect to P
ρ (see (2.9)–(2.11) in Section 2.1.)
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Given T , let X = (Xn)n∈Z+ be the nearest-neighbour random walk on Z starting at
the origin and with transition probabilities
P T (Xn+1 = x+ 1 | Xn = x) =
{
p◦, if (x, n) /∈ T ,
p•, if (x, n) ∈ T , (1.2)
where p◦, p• ∈ [0, 1] are fixed parameters and P T stands for the law of X conditional
on T , called the quenched law. The annealed law is given by Pρ(·) = ∫ P T (·)P ρ(dT ).
We will denote by
v◦ = 2p◦ − 1 and v• = 2p• − 1 (1.3)
the drifts at vacant and occupied sites, respectively. Following the terminology estab-
lished in the literature on random walks in static random environments (see [32], [33]),
we classify our model as follows.
Definition 1.1. The model is said to be non-nestling when v◦v• > 0. Otherwise it is
said to be nestling.
We are now in the position to state our main results.
Theorem 1.2. Let v• 6= 0 and v◦ 6= −sign(v•). Then there exist ρ? ≥ 0 and γ > 1 such
that for all ρ ≥ ρ? there exist v = v(v◦, v•, ρ) ∈ [v◦ ∧ v•, v◦ ∨ v•] and σ = σ(v◦, v•, ρ) ∈
(0,∞) such that:
(a) Pρ-almost surely,
lim
n→∞
n−1Xn = v. (1.4)
(b) Under Pρ, the sequence of random processes(
Xbntc − bntcv
n1/2σ
)
t≥0
, n ∈ N, (1.5)
converges in distribution (in the Skorohod topology) to the standard Brownian motion.
(c) For all ε > 0 there exists c = c(v◦, v•, ρ, ε) ∈ (0,∞) such that
Pρ
(∃ t ≥ n : |Xt − tv| > εt) ≤ c−1e−c logγ n ∀ n ∈ N. (1.6)
Moreover, in the non-nestling case ρ? can be taken equal to 0.
The difference between the nestling and the non-nestling case can be seen in the state-
ment of Theorem 1.2: in the non-nestling case we can prove (a)–(c) for any ρ ≥ 0, in
the nestling case only for ρ ≥ ρ?, where ρ? will need to be large enough.
Theorem 1.2 will be obtained as a consequence of Theorems 1.4–1.5 and Remark 1.6
below. Before stating them, we give the following definition that will be central to our
analysis.
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Definition 1.3. For fixed v◦, v•, ρ and a given v? ∈ [−1, 1], we say that the v?-ballisticity
condition holds when there exist c = c(v◦, v•, v?, ρ) > 0 and γ = γ(v◦, v•, v?, ρ) > 1 such
that
Pρ
(∃n ∈ N : Xn < nv? − L) ≤ c−1e−c logγ L ∀L ∈ N. (1.7)
Condition (1.7) is reminiscent of ballisticity conditions in the literature on random walks
in static random environments, such as Sznitman’s (T ′)-condition (see [32]).
The next theorem shows that, if the model satisfies (1.7) with v? > 0 as well as an
ellipticity condition, then the asymptotic results stated in Theorem 1.2 hold.
Theorem 1.4. Let v• > 0, v◦ > −1 and ρ ∈ (0,∞). Assume that (1.7) holds for some
v? ∈ (0, 1]. Then the conclusions of Theorem 1.2 hold with v ≥ v?.
Our last theorem shows that (1.7) holds when v◦ ≤ v? < v• and ρ is large enough.
Theorem 1.5. If v◦ < v•, then for all v? ∈ [v◦, v•) there exist ρ? = ρ?(v◦, v•, v?) ∈
(0,∞) and c = c(v◦, v•, v?) ∈ (0,∞) such that (1.7) holds with γ = 32 for all ρ ≥ ρ?.
Remark 1.6. If v◦ ∧ v• > 0, then (1.7) holds for all ρ ∈ (0,∞) and v? ∈ (0, v◦ ∧ v•)
by comparison with a homogeneous random walk with drift v◦ ∧ v•. In fact, in this case
the bound in the right-hand side of (1.7) can be made exponentially small in L.
Theorem 1.2 now follows directly from Theorems 1.4–1.5 and Remark 1.6 by noting
that, when v• 6= 0, by reflection symmetry we may without loss of generality assume
that v• > 0. Note that Theorem 1.5 is only needed in the nestling case.
The proofs of Theorems 1.4 and 1.5 are given in Sections 4 and 3, respectively.
They rely on the construction and control of a renewal structure for the random walk
trajectory, respectively, on a multiscale renormalisation scheme. The latter is used to
show that the random walk stays to the right of a point that moves at a strictly positive
speed. The former is used to show that, as a consequence of this ballistic behaviour,
the random walk has a tendency to outrun the environment particles, which only move
diffusively, and to enter “fresh territory” containing particles it has never encountered
before. Therefore the random walk trajectory is a concatenation of “large independent
random pieces”, and this forms the basis on which the limit laws in Theorem 1.2 can
be deduced (after appropriate tail estimates). None of these techniques are new in the
field, but in the context of slow mixing dynamic random environments they are novel
and open up gates to future advances.
Comments.
1. It follows from Theorem 1.5 (and reflection symmetry in the case v• < v◦) that
lim
ρ→∞
v(v◦, v•, ρ) = v•, (1.8)
where v = v(v◦, v•, ρ) is as in (1.4). This can also be deduced from the following
asymptotic weak law of large numbers derived in [16]:
lim
ρ→∞
lim sup
n→∞
Pρ
(|n−1Xn − v•| > ε) = 0 ∀ ε > 0. (1.9)
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In fact, [16] considers the version of our model in Zd, d ≥ 1, in continuous time and
with more general transition kernels.
2. It can be shown that the asymptotic speed and variance v and σ in Theorem 1.2 are
continuous functions of the parameters v◦, v• and ρ. (See Remark 4.8 in Section 4.3.)
3. We expect Theorem 1.2 to hold when v◦ 6= 0, v• 6= −sign(v◦) and ρ is small. In the
non-nestling case, this already follows (for any ρ ≥ 0) from Theorem 1.4, but in the
nestling case we would have to prove the analogue of Theorem 1.5 for v• < v◦ and ρ
small.
4. Our techniques can potentially be extended to higher dimensions. The restriction
to the one-dimensional setting simplifies the notation and allows us to avoid certain
technicalities.
5. Our dynamic random environment is composed of lazy random walks evolving in
discrete time. This assumption was made for convenience in order to simplify some
technical steps. However, as discussed in Remark C.4, our analysis can be extended
to symmetric random walks with bounded steps that are aperiodic or bipartite (in the
sense of [20]), or that evolve in continuous time.
6. It is a challenge to extend Theorem 1.2 to other environments, in particular to
environments where the particles are allowed to interact with each other. The renor-
malisation scheme is robust enough to show that the ballisticity condition (1.7) holds
as long as the environment satisfies a mild decoupling inequality (see Section 3.5 for
specific examples). On the other hand, the regeneration structure is more delicate, and
uses model-specific features in an important way. A recent development can be found in
[18], where the authors consider as dynamic environment the simple symmetric exclusion
process in the regimes of fast or slow jumps. While their proofs differ significantly from
ours, their methods are in spirit close. It remains an interesting question to determine
how far both methods can be pushed (see also Section 4.4).
7. After the preprint version of the present article appeared, it was brought to our
attention that a regeneration argument similar to the one used to prove Theorem 1.4
appears in [3], where the authors consider a different model in the same random envi-
ronment (in continuous time). We believe, however, that our approach is simpler and
is better suited to the ballisticity condition (1.7) (which is mildly stronger than the one
used in [3]).
Organization of the paper. In Section 2 we give a graphical construction of our
random walk in dynamic random environment. This construction will be convenient
during the proofs of our main results. In Section 3 we set up a renormalisation scheme,
and use this to show that, for large densities of the particles, the random walk moves
with a positive lower speed to the right. This lower speed of the random walk plays the
role of a ballisticity condition and is crucial in Section 4, where we introduce a random
sequence of regeneration times at which the random walk “refreshes its outlook on the
random environment”, and show that these regeneration times have a good tail. In
5
Section 4.3 the regeneration times are used to prove Theorem 1.4. Appendices A–E
collect a few technical facts that are needed along the way.
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2 Preliminaries
In this section we give a particular construction of our model, supporting a Poisson point
process on the space of two-sided trajectories of environment particles (Section 2.1) and
an i.i.d. sequence of Uniform([0, 1]) random variables that are used to define our random
walk (Section 2.2). This formulation is equivalent to that given in Section 1, but has
the advantage of providing independence and monotonicity properties that are useful
throughout the paper (see Definitions 2.1–2.2 and Remark 2.3 below).
Throughout the sequel, c denotes a positive constant that may depend on v◦, v• and
may change each time it appears. Further dependence will be made explicit: for exam-
ple, c(η) is a constant that depends on η and possibly on v◦, v•. Numbered constants
c0, c1, . . . refer to their first appearance in the text and also depend only on v◦ and v•
unless otherwise indicated.
2.1 Dynamic random environment
Let
S = (Sz,i)i∈N,z∈Z with Sz,i = (Sz,in )n∈Z (2.1)
be a doubly-indexed collection of independent lazy simple random walks such that
Sz,i0 = z for all i ∈ N. By this we mean that the past (Sz,in )n∈Z− and the future
(Sz,in )n∈Z+ are independent and distributed as symmetric lazy simple random walks as
described in Section 1.
Let (N(z, 0))z∈Z be a sequence of i.i.d. random variables independent of S. Then,
the process N(·, n) defined by
N(x, n) =
∑
z∈N
∑
1≤i≤N(z,0)
1{Sz,in =x}, (x, n) ∈ Z2, (2.2)
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(with 0 assigned to empty sums) is a translation-invariant Markov process representing
the number of environment particles at site x and time n. For any density ρ > 0, the
process N is in equilibrium when we choose the distribution of N(·, 0) to be product
Poisson(ρ). Denote by Pρ the joint law of N(·, 0) and S in this case.
It will be useful to view N as a subprocess of a Poisson point process on a space of
trajectories as follows. Let
W =
{
w = (w(n))n∈Z : w(n) ∈ Z, |w(n+ 1)− w(n)| ≤ 1 ∀n ∈ Z
}
, (2.3)
denote the set of two-sided nearest-neighbour trajectories on Z. Endow W with the
sigma-algebra W generated by the canonical projections Zn(w) = w(n), n ∈ Z. A
partition of W into disjoint measurable sets is given by {Wx}x∈Z, where Wx = {w ∈
W : w(0) = x}.
We introduce the space Ω¯ of point measures on W as (be careful to distinguish ω
from w)
Ω¯ =
{
ω =
∑
j∈Z+
δwj : wj ∈ W ∀ j ∈ Z+, |ω(Wx)| <∞ ∀x ∈ Z
}
, (2.4)
and define a random point measure ω ∈ Ω¯ by the expression
ω =
∑
z∈Z
∑
1≤i≤N(z,0)
δSz,i . (2.5)
It is then straightforward to check that, under Pρ, ω is a Poisson point process on W
with intensity measure ρµ, where
µ =
∑
x∈Z
Px (2.6)
and Px is the law on W , with support on Wx, under which Z(·) = (Zn(·))n∈Z is dis-
tributed as a lazy simple random walk on Z. Moreover, we have that
N(x, n) = ω({w ∈ W : w(n) = x}), (x, n) ∈ Z2. (2.7)
For w ∈ W , let Trace(w) = {(w(n), n)}n∈Z ⊂ Z2 be the trace of w, and define the
total trace of the environment trajectories as the set
T = T (ω) =
⋃
z∈Z
⋃
1≤i≤N(z,0)
Trace(Sz,i). (2.8)
We can now justify (1.1). Noting that {(x, k) /∈ T } = {ω(w(k) = x) = 0}, compute
Pρ
[
(0, 0) /∈ T , (0, n) /∈ T ] = Pρ [ω(w(0) = 0 or w(n) = 0) = 0]
= exp
{−ρµ(w(0) = 0 or w(n) = 0)} . (2.9)
Now,
µ
(
w(0) = 0 or w(n) = 0
)
= µ
(
w(0) = 0
)
+ µ
(
w(n) = 0 6= w(0))
= 1 + P0(Zn 6= 0) = 2− P0(Zn = 0),
(2.10)
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where we used the symmetry of Z. Hence,
Covρ
(
1{(0,0)∈T },1{(0,n)∈T }
)
= Covρ
(
1{(0,0)/∈T },1{(0,n)/∈T }
)
= e−2ρ
(
eρP0(Zn=0) − 1) ∼ c(ρ)n− 12 (2.11)
since P0(Zn = 0) ∼ cn− 12 .
2.2 Random walk in dynamic random environment
In order to define the random walk on our dynamic random environment, we first enlarge
the probability space. To that end, let us consider a collection of i.i.d. random variables
U = (Uy)y∈Z2 , independent of the previous objects, with each Uy uniformly distributed
on [0, 1]. Set Ω = Ω¯× [0, 1]Z2 , and redefine Pρ to be the probability measure giving the
joint law of N(·, 0), S and U .
Given a realisation of ω and U and y ∈ Z2, define the random variables Y yn , n ∈ Z+,
as follows:
Y y0 = y,
Y yn+1 =

Y yn + (1, 1), if Y
y
n ∈ T (ω) and UY yn ≤ p•
or Y yn 6∈ T (ω) and UY yn ≤ p◦,
Y yn + (−1, 1), otherwise.
(2.12)
In words, Y y = (Y yn )n∈Z+ is the space-time process on Z2 that starts at y, always moves
upwards, and is such that its horizontal projection Xy = (Xyn)n∈Z+ is a random walk
with drift v• = 2p• − 1 when Y y steps on T (ω) and drift v◦ = 2p◦ − 1 otherwise. Note
that Y y depends on T (ω), but this will be suppressed from the notation. Also note
that, for any y ∈ Z2, the law of Xy under Pρ coincides with the annealed law described
in Section 1. So from now on X = X0 will be the random walk in dynamic random
environment that we will consider. We may also write Yn to denote Y
0
n .
Definition 2.1. For ω, ω′ ∈ Ω¯, we say that ω ≤ ω′ when T (ω) ⊂ T (ω′). We say that
a random variable f : Ω → R is non-increasing when f(ω′, ξ) ≤ f(ω, ξ) for all ω ≤ ω′
and all ξ ∈ [0, 1]Z2. We extend this definition to events A in Ω by considering f = 1A.
Standard coupling arguments imply that Eρ′(f) ≤ Eρ(f) for all non-increasing random
variables f and all ρ ≤ ρ′.
Definition 2.2. We say that a random variable f : Ω→ R has support in B ⊂ Z2 when
f(ω, ξ) = f(ω′, ξ′) for all ω′, ω ∈ Ω¯ with T (ω) ∩ B = T (ω′) ∩ B and all ξ, ξ′ ∈ [0, 1]Z2
with ξ(v) = ξ′(v) for all v ∈ B.
Remark 2.3. The above construction provides two forms of monotonicity:
(i) Initial position: If x ≤ x′ have the same parity (i.e., x′ − x ∈ 2Z), then
X
(x,n)
i ≤ X(x
′,n)
i ∀n ∈ Z ∀ i ∈ Z+. (2.13)
(ii) Environment: If v◦ ≤ v• and ω ≤ ω′, then
Xyi (ω) ≤ Xyi (ω′) ∀ y ∈ Z2 ∀ i ∈ Z+. (2.14)
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3 Proof of Theorem 1.5: Renormalisation
In this section we prove Theorem 1.5, which shows the validity of the ballisticity con-
dition in (1.7) when v◦ < v• and ρ is large enough. This will be crucial for the proof of
Theorem 1.4 later.
In Section 3.2 we introduce the required notation. In Section 3.3 we devise a renor-
malisation scheme (Lemmas 3.2–3.3) to show that under a “finite-size criterion” the
random walk moves ballistically, and we prove that for large enough ρ this criterion
holds (Lemma 3.4). In Section 3.4 we show that the renormalisation scheme yields
the large deviation bound in Theorem 1.5 (Lemma 3.5). This bound will be needed in
Section 4, where we show that, as the random walk explores fresh parts of the dynamic
random environment, it builds up a regeneration structure that serves as a “skeleton”
for the proof of Theorem 1.4. In Section 3.5 we comment on possible extensions.
3.1 Space-time decoupling
In order to implement our renormalisation scheme, we need to control the dependence
of events having support in two boxes that are well separated in space-time. This is
the content of the following corollary of Theorem C.1, the proof of which is deferred to
Appendix C.
Corollary 3.1. Let B1 = ([a, b] × [n,m]) ∩ Z2 and B2 = ([a′, b′] × [−n′, 0]) ∩ Z2 be
two space-time boxes (observe that their time separation is n) and assume that n ≥ c.
Recall Definitions 2.2 and 2.1, and assume that f1 : Ω → [0, 1] and f2 : Ω → [0, 1] are
non-increasing random variables with support in B1 and B2, respectively. Then, for any
ρ ≥ 1,
Eρ(1+n−1/16)[f1f2] ≤ Eρ(1+n−1/16)[f1] Eρ[f2] + c
(
per(B1) + n
)
e−cn
1/8
, (3.1)
where per(B1) stands for the perimeter of B1.
The decoupling in Corollary 3.1, together with the monotonicity stated in Defini-
tion 2.1, are the only assumptions on our dynamic random environment that are used in
the proof of Theorem 1.5. Hence, the results in this section can in principle be extended
to different dynamic random environments. (See Section 3.5 for more details.)
3.2 Scale notation
Define recursively a sequence of scales (Lk)k∈Z+ by putting
L0 = 100, Lk+1 = bL1/2k cLk. (3.2)
(The choice L0 = 100 has no special importance: any integer ≥ 4 will do, as long as
it stays fixed.) Note that the above sequence grows super-exponentially fast: logLk ∼
(3/2)k logL0 as k →∞. For L ∈ N, let BL be the space-time rectangle
BL =
(
[−L, 2L]× [0, L]) ∩ Z2 (3.3)
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and IL its middle bottom line
IL = [0, L]× {0} ⊂ BL (3.4)
(see Fig. 1). For m = (r, s) ∈ Z2, let
BL(m) = BL(r, s) = (r, s)L+BL, IL(m) = IL(r, s) = (r, s)L+ IL. (3.5)
For k ∈ N, let
Mk =
{
(r, s) ∈ Z2 : BLk(r, s) ∩BLk+1 6= ∅
}
(3.6)
denote the set of all indices whose corresponding shift of the rectangle BLk still intersects
the larger rectangle BLk+1 = BLk+1(0, 0).
−L 0 L 2L
0
L
t t
Figure 1: Picture of BL (rectangle) and IL (middle bottom line).
Fix v < v•, let δ = 12(v• − v), and define recursively a sequence (vk)k∈N of velocities
by putting
v1 = v• − δ, vk+1 = vk − δ
(
6
pi2
)
1
k2
. (3.7)
Since
∑
k∈N 1/k
2 = pi2/6, it follows that k 7→ vk decreases strictly to v. The reason why
we introduce a speed for each scale k is to allow for small errors as we change scales.
(The need for this “perturbation” will become clear in (3.15) below.)
We are interested in bounding the probability of bad events Ak on which the random
walk does not move to the right with speed at least vk, namely,
Ak(m) =
{
∃ (x, n) ∈ ILk(m) : X(x,n)Lk − x < vkLk
}
, k ∈ N,m ∈ Z2. (3.8)
Note that Ak(m) is defined in terms of the dynamic random environment and the
random walk within BLk(m), so that 1Ak(m) is a random variable with support in
BLk(m), in the sense of Definition 2.2. We say that BLk(m) is a slow box when Ak(m)
occurs. Since we are assuming that v• > v◦ (recall (1.6)), for each k and m the random
variable 1Ak(m) is non-increasing in the sense of Definition 2.1.
Define recursively a sequence (ρk)k∈Z+ of densities by putting
ρ0 > 0, ρk+1 = (1 + L
−1/16
k )ρk. (3.9)
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Again, we introduce a density for each scale k in order to allow for small errors. (The
need for this “sprinkling” will become clear in (3.18) below.) Observe that ρk increases
strictly to ρ? defined by
ρ? = ρ0
∞∏
l=0
(1 + L
−1/16
l ) ∈ (ρ0,∞). (3.10)
Finally, define
pk = Pρk(Ak(0)) = Pρk(Ak(m)), k ∈ N, (3.11)
where the last equality holds for all m ∈ Z2 because of translation invariance.
3.3 Estimates on pk
Lemmas 3.2–3.4 below show that pk decays very rapidly with k when ρ0 is chosen large
enough.
The first step is to prove a recursion inequality that relates pk+1 with pk:
Lemma 3.2. Fix ρ0 ≥ 1. There is a k0 = k0(δ) such that, for all k > k0(δ),
pk+1 ≤ c1L2k
[
p2k + Lke
−c2L1/8k
]
. (3.12)
Proof. Let k0 = k0(δ) be a non-negative integer such that, for all k ≥ k0(δ),
δ
(
6
pi2
)
1
k2
≥ 4
bL1/2k c
. (3.13)
The existence of k0 follows from the fact that Lk increases faster than exponentially in
k. We begin by claiming the following:
For all k ≥ k0, if Ak+1(0) occurs, then there are at least
three elements m1 = (r1, s1), m2 = (r2, s2), m3 = (r3, s3) in Mk,
with si 6= sj when i 6= j, such that Ak(mi) occurs for i = 1, 2, 3.
(3.14)
The proof is by contradiction. Suppose that the claim is false. Then there are at most
two elements m = (r, s), m′ = (r′, s′) in Mk, with s 6= s′, such that BLk(m) and BLk(m′)
are slow boxes. It then follows that, for any (x, n) ∈ ILk+1 ,
X
(x,n)
Lk+1
− x = ∑bL1/2k cj=1 [X(x,n)jLk −X(x,n)(j−1)Lk]
≥ −2Lk + vkLk
(
Lk+1
Lk
− 2
)
≥ −4Lk + vkLk+1,
(3.15)
where the terms in the sum correspond to the displacements over the bL1/2k c time layers
of height Lk in the box BLk+1 . The term −2Lk appears in the right-hand side of the
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first inequality because there are at most two layers (associated with the two slow boxes
mentioned above) in which the total displacement of the random walk is at least −Lk,
since the minimum speed is −1. The second inequality uses that vk ≤ 1.
By the definition of k0(δ) we get,
−4Lk + vkLk+1 =−4Lk +
[
δ
(
6
pi2
)
1
k2
]
Lk+1 + vk+1Lk+1
=− 4bL1/2k cLk+1 +
[
δ
(
6
pi2
)
1
k2
]
Lk+1 + vk+1Lk+1
≥ vk+1Lk+1.
(3.16)
Substituting this into (3.15) we get
X
(x,n)
Lk+1
− x ≥ vk+1Lk+1 ∀ (x, n) ∈ ILk+1 , (3.17)
so that Ak+1(0) cannot occur. This proves the claim (3.14).
Thus, on the event Ak+1(0), we may assume that there exist m1 = (r1, s1), m3 =
(r3, s3) in Mk such that s3 ≥ s1+2, meaning that the vertical distance between BLk(m3)
and BLk(m1) is at least Lk. It follows from Corollary 3.1 and the fact that the events
Ak(m) are non-increasing that
Pρk+1 (Ak(m1) ∩ Ak(m2)) ≤ Pρk+1 (Ak(m1))Pρk (Ak(m3))
+c [per(BLk) + Lk] e
−cρkL1/8k
≤ Pρk (Ak(m1))2 + c [per(BLk) + Lk] e−cρkL
1/8
k
≤ p2k + cLke−cL
1/8
k ,
(3.18)
where per(BLk) denotes the perimeter of BLk , and in the last inequality we use that
ρk ≥ ρ0 ≥ 1. Since there are at most c(Lk+1/Lk)4 = cbL1/2k c4 possible choices of pairs
of boxes BLk(m1) and BLk(m3) in Mk, it follows that
pk+1 ≤ cL2k
[
p2k + Lke
−cL1/8k
]
, (3.19)
which completes the proof of (3.12).
Next, we prove a recursive estimate on pk.
Lemma 3.3. There exists a k1 = k1(δ) ≥ k0(δ) such that, for all k ≥ k1,
pk < e
− log3/2 Lk =⇒ pk+1 < e− log3/2 Lk+1 . (3.20)
Proof. Suppose that pk < e
− log3/2 Lk for some k ≥ k0(δ). For such a k, Lemma 3.2 gives
pk+1 ≤ c1L2k
[
p2k + Lke
−c2L1/8k
]
≤ c1L2k
[
e−2 log
3/2 Lk + Lke
−c2L1/8k
]
. (3.21)
Pick k1 = k1(δ) ≥ k0(δ) such that
c1L
2
k
(
e−(1/10) log
3/2 Lk + Lke
−c2L1/8k +log3/2 Lk+1
)
< 1 ∀ k ≥ k1, (3.22)
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which is possible because limk→∞ Lk = ∞. Dividing (3.21) by e− log3/2 Lk+1 , recalling
from (3.2) that Lk+1 ≤ L3/2k and using (3.22), we get
pk+1 e
log3/2 Lk+1 ≤ c1L2k
[
e−
>(1/10)︷ ︸︸ ︷
(2−(3/2)3/2) log3/2 Lk + Lke−c2L
1/8
k +log
3/2 Lk+1
] (3.22)
< 1,
(3.23)
which completes the proof of the (3.20).
Finally, we show that if ρ0 is taken large enough, then it is possible to trigger the
recursive estimate in 3.3.
Lemma 3.4. There exist ρ0 large enough and k2 = k2(δ) ≥ k1(δ) such that pk2 <
e− log
3/2 Lk2 .
Proof. Recall (3.3), (3.8) and (3.11). Recall also from (2.2) that N(x, n) denotes
the number of particles in our dynamic random environment that cross (x, n) (i.e.,
N(x, n) = ω({w ∈ W ;w(n) = x})), and let
Ck =
{
N(x, n) ≥ 1 ∀ (x, n) ∈ BLk
}
(3.24)
be the event that all space-time points in BLk are occupied by a particle. Estimate
pk ≤ Pρk(Ak(0) | Ck) + Pρk(Cck). (3.25)
The first term in the right-hand side of (3.25) can be estimated from above by
Pρk(Ak(0) | Ck) ≤ LkPρk(X0Lk < vkLk | Ck)
≤ LkPρk(X0Lk < v1Lk | Ck)
= LkPρk
(
X0Lk
Lk
< v• − δ | Ck
)
,
(3.26)
where the last inequality uses (3.7). On the event Ck, all the space-time points of BLk in
the dynamic random environment are occupied, and so the law of (X0n)0≤n≤Lk coincides
with that of a nearest-neighbour random walk with drift v• starting at 0. Therefore, by
an elementary large deviation estimate, we have
Pρk(Ak(0) | Ck) ≤ Lke−c(δ)Lk , k ∈ N, (3.27)
independently of the choice of ρ0. We can therefore choose k2 = k2(δ) large enough so
that
Pρk(Ak2(0) | Ck2) ≤ 12e− log
3/2 Lk2 . (3.28)
Having fixed k2, we next turn our attention to the second term in the right-hand
side of (3.25). Recalling that, under Pρk2 , the random variables (N(x, n))x∈Z are
Poisson(ρk2), we have Pρk2 (Cck2) ≤ 3L2k2e−ρk2 . Since this tends to zero as ρ0 → ∞
(recall (3.9)), we can take ρ0 large enough so that
Pρk2 (Cck2) ≤ 12e− log
3/2 Lk2 . (3.29)
Combine (3.25), (3.28) and (3.29) to get the claim.
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3.4 Large deviation bounds
Together with Lemmas 3.3–3.4, the following lemma will allow us to prove Theorem 1.5.
Define the half-plane
Hv,L =
{
(x, n) ∈ Z2 : x ≤ nv − L}. (3.30)
Lemma 3.5. Fix v < v• and ρ > 0. Suppose that Pρ(Ak) ≤ e− log3/2 Lk for all k ≥ c3
(where Ak is defined in terms of v as in (3.8)). Then, for any ε > 0,
Pρ
(
∃n ∈ N : Yn ∈ Hv−ε,L
)
≤ c(ε, c3)L7/2 e−c log3/2 L ∀L ∈ N. (3.31)
Proof. We first choose k0 = k0(ε) such that Lk+1/Lk > 1 + 2/ε for all k ≥ k0. A trivial
observation is that we may assume that L > 2Lk0∨c3+2, as this would at most change
the constant c(ε, c3) in (3.31). We thus choose kˇ such that
2Lkˇ+2 ≤ L < 2Lkˇ+3. (3.32)
Note that kˇ ≥ k0 by our assumption on L.
We next define the set of indices (see Fig. 2)
M ′k = {m ∈Mk : BLk(m) ⊆ BLk+2(0)}, k ∈ Z+, (3.33)
and consider the event
Bkˇ =
⋂
k≥kˇ
⋂
m∈M ′k
Ak(m)
c. (3.34)
This event has high probability. Indeed, according to our hypothesis on the decay of
Pρ(Ak), and since kˇ ≥ c3, we have
Pρ(Bc
kˇ
)≤
∑
k≥kˇ
∑
m∈M ′k
Pρ(Ak(m)) ≤
∑
k≥kˇ
c
(Lk+2
Lk
)2
e− log
3/2 Lk
≤ c
∑
l≥Lkˇ
l5/2e− log
3/2 l ≤ cL7/2
kˇ
e− log
3/2 Lkˇ ≤ cL7/2e−c log3/2 L,
(3.35)
where in the fourth inequality we use Lemma D.1, while in the last inequality we use
that Lkˇ > L
(3/2)−3
kˇ+3
≥ cL(3/2)−3 (see (3.2) and (3.32)) and that 2Lkˇ < L. It is therefore
enough to show that the event in (3.31) is contained in Bc
kˇ
.
Define the set of times
Jkˇ =
⋃
k≥kˇ
Lk+2/Lk⋃
l=0
{lLk} ⊂ Z+. (3.36)
We claim that on the event Bkˇ,
Xj ≥ vj ∀ j ∈ Jkˇ. (3.37)
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Figure 2: Illustration of space-time points m ∈ M ′k, for k = 0, 1, 2. The boxes Bk(m) for
which Ik(m) intersects the line of constant speed v are shaded. The set J0 is drawn on the
left: different scales appear with different tick lengths.
To see why this is true, fix some k ≥ kˇ as in the definition of Jkˇ. It is clear that
the inequality holds for j = 0. Suppose by induction that XlLk ≥ vlLk for some
l ≤ Lk+2/Lk. Observe that YlLk belongs to some box Bk(m) with m ∈ M ′k ⊂ M ′kˇ. It
even belongs to the corresponding interval ILk(m) as defined in (3.5). Since we are on
the event Ak(m)
c, this implies that
X(l+1)Lk = XlLk +X
YlLk
Lk
−XlLk ≥ v(l + 1)Lk, (3.38)
which shows that the bound in (3.37) holds for l + 1. Since this can be done for any
k ≥ kˇ, we have proven (3.37) by induction.
We now interpolate the statement in (3.37) to all times n > 2Lkˇ+2(> Lkˇ+2 + Lkˇ).
More precisely, we will show that, on the event Bkˇ,
Xn ≥ (v − ε)n ∀n ≥ 2Lkˇ+2. (3.39)
Indeed, given such a n ≥ Lkˇ+2 + Lkˇ, we fix k¯ to be the smallest k such that
∃ l ≤ Lk¯+2/Lk¯ : n ∈
[
lLk¯, (l + 1)Lk¯
)
, (3.40)
and we write l¯ for this unique value of l. Noting that
k¯ > kˇ ≥ k0 and l¯ ≥ Lk¯+1/Lk¯ − 1 > 2/ε, (3.41)
we can put the above pieces together and estimate
Xn = Xl¯Lk¯ +X
Yl¯Lk¯
n−l¯Lk¯ −Xl¯Lk¯ ≥ vl¯Lk¯ − Lk¯ = Lk¯(vl¯ − 1)
= Lk¯
(
(v − ε)l¯ + εl¯ − 1) ≥ Lk¯((v − ε)l¯ + 1)
≥ max (Lk¯(l¯ + 1)(v − ε), Lk¯ l¯(v − ε)) ≥ (v − ε)n, (3.42)
where the first inequality uses (3.37), k¯ ≥ kˇ and the definition of l¯, the second inequality
uses that l¯ > 2/ε, the third inequality uses that v−ε ≤ 1 and, for the fourth inequality,
we use (3.40) considering separately the cases v − ε ≥ 0, v − ε < 0. This proves (3.39).
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To complete the proof, we observe that, since X is Lipschitz, having (as in (3.39))
Xn ≥ (v − ε)n for any n ≥ 2Lkˇ+2 we get Xn ≥ (v − ε)n − 2Lkˇ+2 ≥ (v − ε)n − L for
all n ∈ Z+. Thus, we have proved that the event appearing in the right-hand side of
(3.31) is contained in Bc
kˇ
, so that its probability is bounded as in (3.35).
Proof of Theorem 1.5. Put v = v?+ε, let ρ0 be large enough to satisfy Lemma 3.4, and
take ρ? as in (3.10). Recalling that Xn is the horizontal projection of Yn and that, by
monotonicity,
Pρ? (Ak(0)) ≤ pk ∀ k ∈ N, (3.43)
we see that Lemmas 3.3–3.5 prove the large deviation bound in Theorem 1.5.
Remark 3.6. Note that the speed in Lemma 3.5 was not chosen arbitrarily below the
speed given by the law of large numbers in (1.4). What we have obtained is that for any
v < v• there exists a density ρ0(v) such that (3.31) holds for ρ ≥ ρ0(v).
3.5 Extensions
The ballisticity statement in Theorem 1.5 holds under mild conditions on the underlying
dynamic random environment. Indeed, the only assumptions we have made on the law
of T are:
(i) The monotonicity stated in Definition 2.1 (see (3.18)).
(ii) The decoupling provided by Corollary 3.1 (used in (3.18)).
(iii) The perturbative condition limρ→∞ Pρ[0 ∈ T ] = 1 (used to trigger (3.29)).
Let us elaborate a bit more on the space-time decoupling condition given by Corol-
lary 3.1. This condition was designed with our particular dynamic random environment
in mind, which lacks good relaxation properties. However, several dynamic random en-
vironments satisfy the simpler and stronger condition
Eρ[f1f2] ≤ Eρ[f1]Eρ[f2] + c per(B1)ce−cnκ , (3.44)
for some κ > 0 and all f1 and f2 with support in, respectively, B1 = [a, b]× [n,m] and
B2 = [a
′, b′]× [−n′, 0]. It is important to observe that the constants appearing in (3.44)
are not allowed to depend on ρ, since the triggering of (3.29) is done after the induction
inequality of Lemma 3.3. The condition in (3.44) holds, for instance, when the dynamic
random environment has a spectral gap that is bounded from below for ρ large enough.
Such a property can be obtained for a variety of reversible dynamics with the help of
techniques from Liggett [21].
The contact process. It can be shown that (3.44) holds for the supercritical contact
process for non-increasing f1, f2, uniformly in infection parameters that are uniformly
bounded away from the critical threshold. A proof can be developed using the graphical
representation (see e.g. Remark 3.7 in [15]) and the strategy of Theorem C.1. Note,
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however, that the results in [15] already imply stronger results for the large deviations
of the random walk in the regime of large infection parameter, namely, (1.6) with
exponential decay.
Independent renewal chains. Let us mention another model for which our tech-
niques can establish a ballistic lower bound for the random walk. Consider the prob-
ability distribution p = (pn)n∈Z+ on Z+ given by pn = exp[−n1/4]/Z, where Z =∑
n∈Z+ exp[−n1/4]. Define the Markov chain transition probabilities given by
g(l,m) =
{
δl−1(m), if l ∈ N,
pm, if l = 0.
(3.45)
This Markov chain moves down one unit a time until it reaches zero. At zero it jumps
to a random height according to distribution p. We call this the renewal chain with
interarrival distribution p. It has stationary measure q = (qn)n∈Z+ given by
qn =
1
Z ′
∑
j≥n
exp[−j1/4], Z ′ =
∑
n∈Z+
∑
j≥n
exp[−j1/4]. (3.46)
For each site x ∈ Z, we produce an independent copy N(x, n)n∈Z+ of the above Markov
chain. Denote by Pν the law of one chain started from the probability distribution
ν. We define as a dynamic random environment the field given by these chains when
starting from the stationary distribution q.
We fix ρ ≥ 0 and set T = {(x, n) : N(x, n) < ρ}, so that we can define the random
walk (Yn)n∈Z+ as in (2.12).
In order to prove Corollary 3.1 for this dynamic random environment, we would
like to couple two renewal chains N(0, n), N ′(0, n), starting, respectively, at δ0 and q,
in such a way that they coalesce at a random time T . Using Proposition 3 of [22],
we obtain such a coupling with Eδ0,q[exp[T
1/8]] < ∞ (note that p is aperiodic, i.e.,
gcd(supp(p)) = 1).
We now fix any events A ∈ σ(N(0,m) : m ≤ 0) and B ∈ σ(N(0,m) : m ≥ n), and
estimate Pq[A∩B]−Pq[A]Pq[B]. For this, we first check whether N(0,m) reaches zero
before n/2 and, if so, we try to couple it with an independent N ′(0,m) starting from
the stationary distribution. This leads to
Pq
[
A ∩B] ≤ Pq[N(0, 0) > n/2] + Pq[A] sup1≤j≤n/2 Pδj[B]
≤ Pq[N(0, 0) > n/2] + Pδ0,q[T ≥ n/2] + Pq
[
A
]
Pq
[
B
]
≤ Pq
[
A
]
Pq
[
B
]
+ c exp[−cn1/8],
(3.47)
where in the last inequality we use the definition of q and the Markov inequality for
exp[T 1/8]. Repeating this for every chain N(x, n) with x ∈ [a, b], we prove (3.44) for T
with κ = 1
8
. It is clear that limρ→∞ P [0 ∈ T ] = 0. Thus, the conclusion of Theorem 1.5
holds for the dynamic random environment T .
In fact, also Theorem 1.4 holds in this case, as a simple regeneration strategy can
be found; see Section 4.4. As a consequence, the statements of Theorem 1.2 are true
for this example.
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Remark 3.7. Observe that T is not uniformly mixing. Indeed, given any n ∈ Z+, we
can start our Markov chain in events with positive probability (say, N(0, 0) = 2n) such
that the information at time zero is not forgotten until time n.
4 Proof of Theorem 1.4: Regeneration
In this section, we state and prove two results about regeneration times (Theorems 4.1–
4.2) that are then used to prove Theorem 1.4 in Section 4.3. A discussion about exten-
sions is given in Section 4.4.
In Section 4.1 we introduce some additional notation in order to define our regener-
ation time. This definition is made in a non-algorithmic way and does not immediately
imply that the regeneration time is finite with probability 1. Nonetheless, in the latter
event we are able to show in Theorem 4.1 that a renewal property holds for the law
of the random walk path. The next step is to prove Theorem 4.2, which shows that
the regeneration time not only is a.s. finite but also has a very good tail. This is ac-
complished by finding a suitable upper bound, which consists of two main steps. First,
we define what we call good record times and show that these appear very frequently
(Proposition 4.6). This is done in an algorithmic fashion, but only by exploring the
system locally at each step. Second, we show that, outside a global event of small
probability, if we can find a good record time then we can also find nearby an upper
bound for the regeneration time.
4.1 Notation
Suppose that ρ ∈ (0,∞), v? ∈ (0, v•) and c ∈ (0,∞) satisfy (1.7). Conditions for this
are given in Theorem 1.5 and Remark 1.6. In the sequel we abbreviate P = Pρ.
y
Figure 3: An illustration of the sets ∠(y) (represented by white circles) and ∠(y)
(represented by filled black circles), with y = (x, n) ∈ Z2.
Define v¯ = 1
3
v?. Let ∠(x, n) be the cone in the first quadrant based at (x, n) with
angle v¯, i.e.,
∠(x, n) = ∠(0, 0) + (x, n), where ∠(0, 0) = {(x, n) ∈ Z2+;x ≥ v¯n}, (4.1)
and
∠
(x, y) the cone in the third quadrant based at (x, n) with angle v¯, i.e.,
∠
(x, n) =
∠
(0, 0) + (x, n), where
∠
(0, 0) = {(x, n) ∈ Z2− : x < v¯n}. (4.2)
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(See Figure 3.) Note that (0, 0) belongs to ∠(0, 0) but not to ∠(0, 0).
Define the following sets of trajectories in W :
W∠x,n = trajectories that intersect ∠(x, n) but not
∠
(x, n),
W
∠
x,n = trajectories that intersect
∠
(x, n) but not ∠(x, n),
W ]x,n = trajectories that intersect both ∠(x, n) and
∠
(x, n).
(4.3)
Note that W∠, W
∠
and W ] form a partition of W . As above, we write Yn to denote
Y 0n . For y ∈ Z2, define the sigma-algebras
GIy = σ
(
ω(A) : A ⊂ W Iy , A ∈ W
)
, I = ∠, ∠, ], (4.4)
and note that these are jointly independent under P. Also define the sigma-algebras
U∠y = σ (Uz : z ∈ ∠(y)) ,
U
∠
y = σ (Uz : z ∈
∠
(y)) ,
(4.5)
and set
Fy = G
∠
y ∨ G ]y ∨ U
∠
y . (4.6)
Next, define the record times
Rk = inf{n ∈ Z+ : Xn ≥ (1− v¯)k + v¯n}, k ∈ N, (4.7)
i.e., the time when the walk first enters the cone
∠k = ∠((1− v¯)k, 0). (4.8)
Note that, for any k ∈ N, y ∈ ∠k if and only if y+ (1, 1) ∈ ∠k+1. Thus , Rk+1 ≥ Rk + 1,
and XRk+1 −XRk = 1 if and only if Rk+1 = Rk + 1.
Define a filtration F = (Fk)k∈N by setting F∞ = σ (ω(A) : A ∈ W) ∨ σ(Uy : y ∈ Z2)
and
Fk =
{
B ∈ F∞ : ∀ y ∈ Z2, ∃By ∈ Fy with B ∩ {YRk = y} = By ∩ {YRk = y}
}
, (4.9)
i.e., the sigma-algebra generated by YRk , all Uz with z ∈
∠
(YRk) and all ω(A) such that
A ⊂ W ∠YRk ∪W
]
YRk
. In particular, (Yi)0≤i≤Rk ∈ Fk.
Finally, define the event
Ay =
{
Y yi ∈ ∠(y) ∀ i ∈ Z+
}
, (4.10)
in which the walker remains inside the cone ∠(y), the probability measure
P∠(·) = P ( · ∣∣ ω(W ]0 ) = 0, A0) , (4.11)
the regeneration record index
I = inf
{
k ∈ N : ω(W ]YRk) = 0, AYRk occurs } (4.12)
and the regeneration time
τ = RI . (4.13)
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4.2 Regeneration theorems
The following two theorems are our key results for the regeneration times.
Theorem 4.1. Almost surely on the event {τ <∞}, the process (Yτ+i− Yτ )i∈Z+ under
either the law P( · | τ, (Yi)0≤i≤τ ) or P∠( · | τ, (Yi)0≤i≤τ ) has the same distribution as
that of (Yi)i∈Z+ under P∠(·).
Theorem 4.2. There exists a constant c4 > 0 such that
E
[
ec4 log
γ τ
]
<∞ (4.14)
and the same holds under P∠.
4.2.1 Proof of Theorem 4.1
Proof. First we observe that, for all k ∈ N and all bounded measurable functions f ,
E
[
f
(
(YRk+i − YRk)i∈Z+
)
, AYRk | Fk
]
= E∠ [f((Yi)i≥0)]P
(
A0 | ω(W ]0 ) = 0
)
a.s. on ω(W ]YRk
) = 0.
(4.15)
Indeed, we have
E
[
f((Y yi )i≥0), A
y, By, ω(W ]y ) = 0, YRk = y
]
= E∠ [f((Yi)i≥0)]P
(
A0 | ω(W ]0 ) = 0
)
P
(
By, ω(W ]YRk
) = 0, YRk = y
) (4.16)
for all By ∈ Fy because
(1) ω(W ]y ), {YRk = y} ∈ Fy.
(2) On ω(W ]y ) = 0, f((Y
y
i )i≥0)1Ay ∈ G∠y ∨ U∠y .
(3) The joint distribution of f((Y yi )i≥0), A
y and ω(W ]y ) under P does not depend on y.
By summing (4.16) over y ∈ Z2, we get (4.15).
Next, let Fτ be the sigma-algebra of the events before time τ , i.e., the set of all
events B ∈ F∞ such that, for each k ∈ N, there exists a Bk ∈ Fk such that B ∩ {I =
k} = Bk ∩ {I = k}. Note that τ and (Yi)0≤i≤τ are measurable with respect to Fτ . Let
Γk = {ω(W ]YRk ) = 0} ∩ A
YRk , and note that for each 0 ≤ k ≤ n ∈ N there exists a
Dk,n ∈ Fn such that Γk ∩ Γn = Dk,n ∩ Γn. In particular, there exists a Cn ∈ Fn such
that
{I = n} =
n−1⋂
k=1
Γck ∩ Γn = Cn ∩ Γn. (4.17)
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Thus, for B ∈ Fτ and f bounded measurable, we may write
E
[
f
(
(Yτ+i − Yτ )i∈Z+
)
, B, τ <∞
]
=
∑
n∈N
E
[
f
(
(YRn+i − YRn)i∈Z+
)
, Bn, Cn,Γn
]
=
∑
n∈N
E
[
Bn, Cn, ω(W ]YRn ) = 0,E
[
f
(
(YRn+i − YRn)i∈Z+
)
, AYRn | Fn
]]
. (4.18)
By (4.15), the right-hand side equals
E∠ [f(Y )]
∑
n∈N
P
(
Bn, Cn, ω(W ]YRn ) = 0
)
P
(
A0
∣∣ ω(W ]0 ) = 0) , (4.19)
which, again by (4.15), equals
E∠ [f(Y )]
∑
n∈N
E
[
Bn, Cn, ω(W ]YRn ) = 0,P
(
AYRn | Fn
) ]
= E∠ [f(Y )]
∑
n∈N
P (Bn, I = n)
= E∠ [f(Y )]P (B, τ <∞) , (4.20)
which proves the statement under P(·). To extend the result to P∠ = P(· | Γ0), note
that Γ0 ∈ Fτ because Γ0 ∩ Γn = D0,n ∩ Γn with D0,n ∈ Fn, and so we may apply (4.20)
to B ∩ Γ0.
4.2.2 Proof of Theorem 4.2
In what follows the constants may depend on v◦, v•, v? and ρ. We begin with a few
preliminary lemmas.
Define the influence field at a point y ∈ Z2 as
h(y) = inf
{
l ∈ Z+ : ω(W ]y ∩W ]y+(l,l)) = 0
}
. (4.21)
Lemma 4.3. There exist constants c5, c6 > 0 (depending on v?, ρ only) such that, for
all y ∈ Z2,
P[h(y) > l] ≤ c5e−c6l, l ∈ Z+. (4.22)
Proof. By translation invariance, it is enough to consider the case y = 0. By the
definition of h(0), we know that
{h(0) > l} ⊆ {∃ y ∈ ∠(0, 0), y′ ∈ ∠(l, l) : ω(Wy↔y′) > 0}, (4.23)
where W(x,n)↔(x′,n′) = {w ∈ W : w(n) = x,w(n′) = x′} (recall (2.8)). It follows that
P(h(0) > l) ≤
∑
y∈ ∠(0,0)
∑
y′∈∠(l,l)
P(ω(Wy↔y′) > 0)
=
∑
y∈ ∠(0,0)
∑
y′∈∠(l,l)
(
1− e−ρµ(Wy↔y′ )) ≤ ∑
y∈ ∠(0,0)
∑
y′∈∠(l,l)
ρµ(Wy↔y′).
(4.24)
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Recall from Section 2.1 that Px stands for the law on Wx under which the family
(Zn)n∈Z given by Zn(w) = w(n) is distributed as a two-sided simple random walk
starting at x. We write y = (x, n) and y′ = (x′, n′), use translation invariance of µ, and
use Azuma’s inequality, to get
µ(Wy↔y′) = P0(Zn′−n = x′ − x) ≤ P0(Zn′−n ≥ x′ − x) ≤ exp
{
− (x
′ − x)2
2(n′ − n)
}
. (4.25)
Combining (4.24–4.25) and noting that n′ − n ≤ (x′ − x)/v¯, we get
P(h(0) > l) ≤ ρ
∑
(x,n)∈ ∠(0,0)
∑
(x′,n′)∈∠(l,l)
exp
{−1
2
v¯(x′ − x)} . (4.26)
For fixed x = −k, there are at most k/v¯ space-time points (x, n) ∈ ∠(0, 0). Analogously,
for fixed x′ = k′ + l, there are at most (k′ + 1)/v¯ space-time points (x′, t′) ∈ ∠(l, l).
Therefore, using (4.26) we obtain
P(h(0) > l) ≤ ρ
v¯2
∑
k,k′∈Z+
k(k′ + 1) e−v¯(k+k
′+l)/2 ≤ ρ
v¯2
e−v¯l/2
( ∑
k∈Z+
(k + 1)e−v¯k/2
)2
. (4.27)
By choosing the constants c5 and c6 properly, we get the claim.
Choose
δ =
1
4 log
(
1
p◦∧p•
) ,  = 1
4
(c6δ ∧ 1), (4.28)
and put, for T > 1,
T ′ = bT c, T ′′ = bδ log(T )c. (4.29)
Define the local influence field at (x, n) as
hT (x, n) = inf
{
l ∈ Z+ : ω(W∠x−b(1−v¯)T ′c,n ∩W ]x,n ∩W ]x+l,n+l) = 0
}
. (4.30)
Lemma 4.4. For all T > 1,
P
(
hT (y) > l
∣∣ Fy−(b(1−v¯)T ′c,0)) ≤ c5e−c6l, P-a.s. ∀ y ∈ Z2, l ∈ Z+, (4.31)
where c5, c6 are the same constants as in Lemma 4.3.
Proof. The result follows from Lemma 4.3 by noting that hT (y) is independent of
Fy−(b(1−v¯)T ′c,0) and smaller than h(y).
We say that Rk is a good record time (g.r.t.) when
hT (YRk) ≤ T ′′, (4.32)
UYRk+(l,l) ≤ p◦ ∧ p•, ∀ l = 0, . . . , T ′′ − 1, (4.33)
ω(W∠YRk ∩W
]
YRk+(T
′′,T ′′)) = 0, (4.34)
{YRk+T ′′+1, . . . , YRk+T ′} ⊂ ∠(YRk+T ′′ ). (4.35)
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(1− v¯)T ′
YRk−T ′
YRk
(4.33)
hT (YRk) ≤ T ′′, (4.32)
YRk+T ′′
T ′′
(4.35)
YRk+T ′
Figure 4: Illustration of a good record time Rk. Note the validity of the conditions (4.32),
(4.33) and (4.35).
Note that, when (4.33) occurs, YRk + (T
′′, T ′′) = YRk+T ′′ (see Fig. 4).
The idea is that, when Rk is a good record time, Rk+T ′′ is likely to be an upper
bound for the regeneration time. In Proposition 4.6 below we will show that when
many records are made, with high probability good record times occur. First, we need
an additional lemma.
For y ∈ Z2, denote by
κ(y) := max{k ∈ N : y ∈ ∠k} (4.36)
the index of the last cone containing y. Note that κ(YRk) = k. Then define, for t ∈ N,
the space-time parallelogram
Pt(y) =
(
∠(y) \ ∠κ(y)+t
) ∩ (y + {(x, n) ∈ Z2 : n ≤ t/v¯}) (4.37)
and its right boundary
∂+Pt(y) = {z ∈ Z2 \ Pt(y) : z − (1, 0) ∈ Pt(y)}. (4.38)
We say that “Y y exits Pt(y) through the right” when the first time i at which Y yi /∈
Pt(y) satisfies Y yi ∈ ∂+Pt(y). Note that, when y = YRk , this implies Y yi = YRk+t .
Lemma 4.5. There exists a constant c7 > 0 such that, for all t ∈ N large enough,
P (Y y exits Pt(y) through the right | Fy) ≥ c7 P-a.s. ∀ y ∈ Z2. (4.39)
Proof. If v◦ ≥ v•, then the claim follows from simple random walk estimates, since
0 < v¯ < v•. Therefore we may assume that v◦ < v•.
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First note that, for fixed y and t large enough (e.g. t > 3),
P (Y y exits Pt(y) through the right | Fy) ≥ P (Y yn − y /∈ Hv?,1 ∀n ∈ Z+ | Fy) (4.40)
where Hv,L is as in (3.30). Reasoning as for (4.16), we see that the latter equals
P
(
Yn /∈ Hv?,1 ∀n ∈ Z+
∣∣ ω(W ]0 ) = 0) P-a.s. on the event {ω(W ]y ) = 0}. (4.41)
By monotonicity, if ω(W ]y ) > 0, then Y
y can only be further to the right. Hence
P (Y y exits Pt(y) through the right | Fy)
≥ P (Yn /∈ Hv?,1 ∀n ∈ Z+ ∣∣ ω(W ]0 ) = 0) P-a.s., (4.42)
so we only need to show that this last probability is strictly positive. To that end, fix
L > 1 large enough such that
P
(∃n ∈ Z+ : Yn ∈ Hv?,bL(1−v?)c) ≤ 12 P (ω(W ]0 ) = 0) , (4.43)
which is possible by (1.7). If t is large enough (e.g. t > 2), then
P
(
Yn /∈ Hv?,1 ∀n ∈ Z+, ω(W ]0 ) = 0
)
≥ P (U(i,i) ≤ p◦ ∀ i = 0, . . . , L− 1, Y (L,L)n /∈ Hv?,0 ∀n ∈ Z+, ω(W ]0 ) = 0)
≥ pL◦
{
P
(
ω(W ]0 ) = 0
)− P (∃n ∈ Z+ : Yn ∈ Hv?,bL(1−v?)c)}
≥ 1
2
pL◦P
(
ω(W ]0 ) = 0
)
, (4.44)
which concludes the proof.
The following proposition is the main step in the proof of Theorem 4.2.
Proposition 4.6. There exists a constant c8 > 0 such that, for all T > 1 large enough,
P [Rk is not a g.r.t. for all 1 ≤ k ≤ T ] ≤ e−c8T 1/2 . (4.45)
Proof. First we claim that there exists a c > 0 such that, for any k ≥ T ′,
P
[
Rk is a g.r.t.
∣∣Fk−T ′] ≥ cT δ log(p◦∧p•) a.s. (4.46)
To prove (4.46), we will find c > 0 such that
P
[
(4.32)
∣∣ Fk−T ′] ≥ c a.s., (4.47)
P
[
(4.33)
∣∣ Fk] ≥ T δ log(p◦∧p•) a.s., (4.48)
P
[
(4.34)
∣∣ (4.33),Fk] ≥ c a.s., (4.49)
P
[
(4.35)
∣∣ Fk+T ′′] ≥ c a.s. (4.50)
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(4.47): For B ∈ Fk−T ′ , write
P
(
hT (YRk) > T
′′, B
)
=
∑
y1,y2∈Z2
P
(
hT (y2) > T
′′, YRk = y2, YRk−T ′ = y1, By1
)
≤
∑
y1∈Z2
∑
y2∈∂+PT ′ (y1)
P
(
hT (y2) > T
′′, YRk−T ′ = y1, By1
)
+
∑
y1∈Z2
P
(
Y y1 does not exit PT ′(y1) through the right, YRk−T ′ = y1, By1
)
≤
{
c5T
′e−c6T
′′
+ 1− c7
}
P (B) ≤
{
c5e
c6T−
3
4
δc6 + 1− c7
}
P (B) , (4.51)
where for the second line we use Lemmas 4.4–4.5 and |∂+Pt(y)| ≤ t/v¯, while for the
third we use the definition of . Thus, for T large enough, (4.47) is satisfied with
c = c7/2.
(4.48): This follows from the fact that (UYRk+(l,l))l∈N0 is independent of Fk.
(4.49): We may ignore the conditioning on (4.33) since this event is independent of
the others. For B ∈ Fk, write
P
(
ω(W∠YRk ∩W
]
YRk+(T
′′,T ′′)) = 0, B
)
=
∑
y∈Z2
P
(
ω(W∠y ∩W ]y+(T ′′,T ′′)) = 0, YRk = y,By
)
=
∑
y∈Z2
P
(
ω(W∠y ∩W ]y+(T ′′,T ′′)) = 0
)
P (YRk = y,By)
≥ P (ω(W ]0 ) = 0)P (B) , (4.52)
where the second equality uses the independence of G∠y and Fy, and the last step uses
the monotonicity and translation invariance of ω.
(4.50): For B ∈ Fk+T ′′ , write
P
({YRk+T ′′+1, . . . , YRk+T ′} ⊂ ∠(YRk+T ′′ ), B)
≥ P
(
Y
YRk+T ′′ exits PT ′(YRk+T ′′ ) through the right, B
)
=
∑
y∈Z2
P
(
Y y exits PT ′(y) through the right, YRk+T ′′ = y,By
)
≥ c7P (B) (4.53)
by Lemma 4.5.
Thus, (4.46) is verified. Since {Rk is a g.r.t.} ∈ Fk+T ′ , we obtain, for T large enough,
P (Rk is not a g.r.t. for any k ≤ T ) ≤ P
(
R(2k+1)T ′ is not a g.r.t. for any k ≤ T/3T ′
)
≤ exp
{
− c
4
T 1+δ log(p◦∧p•)
T ′
}
≤ exp
{
− c
4
T
1
2
}
(4.54)
by our choice of  and δ.
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We are now ready to finish the proof of Theorem 4.2.
Proof of Theorem 4.2. Since P∠(·) = P(·|Γ0) with P(Γ0) > 0, it is enough to prove the
statement under P. To that end, let
E1 = {∃ y ∈ [−T, T ]× [0, T ] ∩ Z2 : h(y) ≥ T ′/2},
E2 = {∃ y ∈ [−T, T ]× [0, T ] ∩ Z2 : Y y touches y +Hv?,bT ′/2c}. (4.55)
Then, by Lemma 4.3, (1.7) and a union bound, there exists a c > 0 such that
P (E1 ∪ E2) ≤ c−1e−c logγ T ∀T > 1. (4.56)
Next we argue that, for T large enough, if Rk is a g.r.t. with k ≤ v¯T and both E1 and
E2 do not occur, then τ ≤ Rk+T ′′ ≤ T . Indeed, if T ′′ < T ′ < v¯T/2, then on Ec2 we have
Rbv¯T c+T ′ ≤ T , since otherwise Y touches Hv?,bT ′/2c. Thus, all we need to verify is that
ω(W ]YRk+T ′′
) = 0 (4.57)
and that
A
YRk+T ′′ occurs (4.58)
under the conditions stated.
To verify (4.58), note that YRk+T ′ ∈ [−T, T ]× [0, T ] ∩ Z2 on Ec1 ∩ Ec2. Therefore
YRk+T ′+l ∈ ∠(YRk+T ′′ ) ∀ l ∈ Z+ (4.59)
on Ec2, and (4.58) follows from (4.59) and (4.35).
To verify (4.57), first note that, by (4.32) and (4.34), we only need to check that
ω(W ]YRk+T ′′
∩W ]YRk ∩W
]
YRk−(b(1−v¯)T ′c,0)
) ≤ ω(W ]YRk ∩W
]
YRk−(b(1−v¯)T ′c,0)
) = 0. (4.60)
To that end, define
L = ∠(YRk − (b(1− v¯)T ′c, 0)) ∩ Z× [0,∞). (4.61)
Note that ∂+L ⊂ [−T, T ]× [0, T ] on Ec1 ∩ Ec2. Furthermore, since the paths in W take
nearest-neighbour steps, we have
{ω(W ]YRk ∩W
]
YRk−(b(1−v¯)T ′c,0)
) > 0} ⊂ {∃ y ∈ ∂+L : h(y) ≥ T ′/2} (4.62)
and the latter set is empty on Ec1 ∩ Ec2. Thus, (4.60) holds.
In conclusion, for T large enough we have
P (τ > T ) ≤ P(E1 ∪ E2) + P (Rk is not a g.r.t. ∀ k ≤ v¯T )
≤ c−1e−c(log T )γ + e−c8(v¯T )1/2 , (4.63)
which concludes the proof.
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4.3 Proof of Theorem 1.4
We begin by making the following observation.
Theorem 4.7. On an enlarged probability space there exists a sequence (τn)n∈N of ran-
dom times with τ1 = τ such that, under P and with Sn =
∑n
i=1 τi,(
τn+1, (XSn+s −XSn)0≤s≤τn+1
)
n∈N
(4.64)
is an i.i.d. sequence, independent of (τ, (Xs)0≤s≤τ ), with each of its terms distributed as
(τ, (Xs)0≤s≤τ ) under P∠.
Proof. The claim follows from Theorem 4.1 and the fact that τ <∞ a.s., exactly as in
Avena, dos Santos and Vo¨llering [2, Proof of Theorem 3.8].
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. We start with (c). Let
ι := E∠[τ ] and v :=
E∠[Xτ ]
E∠[τ ]
. (4.65)
By Theorems 4.2 and 4.7 and Lemma E.1, for any ε > 0 we have
P (∃ i ≥ n : |XSi − Siv| ∨ |Si − iι| > εi) ≤ c−1e−c log
γ n (4.66)
for some c > 0.
Next define, for t ≥ 0, kt as the random integer such that
Skt ≤ t < Skt+1. (4.67)
Since Sn > t if and only if kt < n, for any ε > 0 we have
P (∃ t ≥ n : |kt − t/ι| > tε) ≤ P (∃ i ≥ δ′n : |Si − iι| > ε′i) (4.68)
for some δ′, ′ > 0 and large enough n. On the other hand, since X is Lipschitz we have
|Xt − tv| ≤ |XSkt − Sktv|+ (1 + |v|) {|Skt − ktι|+ |ktι− t|} , (4.69)
and therefore for any ε > 0
P (∃ t ≥ n : |Xt − tv| > εt) ≤ P (∃ t ≥ n : |kt − t/ι| > tε′)
+ P (∃ i ≥ δ′n : |XSi − Siv| ∨ |Si − iι| > εi) (4.70)
for some δ′, ε′ > 0. Combining (4.66)–(4.70), we get (c), and (a) follows by the Borel-
Cantelli lemma.
To prove (b), let σˆ2 be the variance of Xτ − τv under P∠, which is finite because
of (4.14) and strictly positive because Xτ − τv is not a.s. constant. For the process
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(Yk)k∈N defined by Yk = XSk − Skv, a functional central limit theorem with variance
σˆ2 holds because, by Theorems 4.2 and 4.7, the assumptions of the Donsker-Prohorov
invariance principle are satisfied.
Now consider the random time change ϕn(t) = knt/n. We claim that
lim
n→∞
sup
t∈[0,L]
∣∣∣∣ϕn(t)− tE∠ [τ ]
∣∣∣∣ = 0 P-a.s. ∀L > 0. (4.71)
To prove (4.71), fix δ >  > 0 and recall (4.65). Reasoning as for (4.68), we see that
P (∃ t ∈ [δc, L] : |ϕn(t)− t/ι| > ) ≤ P (∃ k ≥ δ′n : |Sk − kι| > ′k) (4.72)
for some δ′, ′ > 0 and large enough n. By (4.66), the right-hand side of (4.72) is
summable, and hence
lim sup
n→∞
sup
t∈[0,L]
|ϕn(t)− t/ι| ≤ 2δ a.s. (4.73)
Since δ > 0 is arbitrary, (4.71) follows. In particular, ϕn converges a.s. in the Skorohod
topology to the linear function t 7→ t/E∠ [τ ].
Define Y
(n)
t = n
−1/2Ybntc. With a time-change argument (see e.g. Billingsley [5, Eqs.
(17.7)–(17.9) and Theorem 4.4]), we see that (Y
(n)
ϕn(t)
)t≥0 converges weakly to a Brownian
motion with variance
σ2 =
E∠
[
(Xτ − τv)2
]
E∠[τ ]
. (4.74)
To extend this to X, note that, for any T > 0,
sup
0≤t≤T
∣∣∣∣Xbntc − bntcv√n − Y (n)ϕn(t)
∣∣∣∣ ≤ 1√n sup0≤t≤T (∣∣Xbntc −XSknt ∣∣+ v |Sknt − bntc|)
≤ |v|+ 1√
n
sup
1≤k≤nT+1
|τk| , (4.75)
which tends to 0 a.s. as n→∞ by Theorems 4.2 and 4.7.
Remark 4.8. One may check that the statement of Theorem 4.2 is uniform over com-
pact intervals of the parameters v◦, v•, ρ. Using this and the formulas (4.65) and (4.74),
it is possible to show continuity of v and σ in these parameters by approximating certain
relevant observables of the system up to the regeneration time by observables supported
in finite space-time boxes. See e.g. Section 6.4 of [15].
4.4 Extensions
As mentioned in Section 1, finding a regeneration structure is usually a delicate matter,
as often one needs to rely on precise features of the model at hand. Approximate
renewal schemes are more general, but do not usually give as much information as full
regeneration.
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Let us mention other examples of dynamic random environments where a renewal
strategy can be found. For the simple symmetric exclusion process, such a renewal
structure was developed in [2]. There, the tail of the regeneration time is controlled by
imposing a non-nestling condition on the random walk drifts. Using the techniques of
this section, it would be possible to extend these results (i.e., obtain Theorem 1.2) to
the nestling situation, provided one manages to prove the analogue of Theorem 1.5 for
the exclusion process.
Another example where a regeneration strategy is useful is the independent renewal
chain discussed in Section 3.5. Indeed, a regeneration time can be obtained as follows.
Recall that, for large enough ρ, we obtain the ballisticity condition (1.7) for some v? > 0.
Retaining the notation of Section 4.1 for v¯, ∠(y), Rk and Ay, we define
I = inf{k ∈ N : AYRk occurs} and τ := RI . (4.76)
We may then verify that τ satisfies analogous properties as stated in Theorems 4.1 and
4.2. Hence, by the exact same arguments as in Section 4.3, Theorem 1.2 holds also in
this case.
The remainder of this paper consists of five appendices. All we have used so far
is Theorem C.1 in Appendix C (recall Section 3.1), which is a decoupling inequality,
Lemma D.1 in Appendix D (recall Section 3.4), which is a tail estimate, and Lemma E.1
in Appendix E (recall Section 4.3), which is an estimate for independent random vari-
ables satisfying a certain tail assumption. Appendices A–B are preparations for Ap-
pendix C.
A Simulation with Poisson processes
In this section we recall some results from Popov and Teixeira [26] about how to simulate
random processes with the help of Poisson processes. Corollary A.3 will be used in
Section B to prove a mixing-type result for a collection of independent random walks
(Lemma B.3 below).
Let (Σ,B, µ) be a measure space, with Σ a locally compact Polish metric space, B
the Borel σ-algebra on Σ, and µ a Radon measure, i.e., every compact subset of Σ has
finite µ-measure. The set-up is standard for the construction of a Poisson point process
on Σ. To that end, consider the space of Radon point measures on Σ× R+,
M =
{
m =
∑
i∈N
δ(zi,vi) : zi ∈ Σ, vi ∈ R+,m(K) <∞∀K ⊆ Σ× R+ compact
}
. (A.1)
We can canonically construct a Poisson point processm on the measure space (M,M,Q)
with intensity µ ⊗ dv, where dv is the Lebesgue measure on R+. (For more details on
this construction, see e.g. Resnick [29, Proposition 3.6].)
Proposition A.1 below provides us with a way to simulate a random element of Σ
by using the Poisson point process m. Although the result is intuitive, we include its
proof for the sake of completeness.
29
Proposition A.1. Let g : Σ → R+ be a measurable function with
∫
Σ
g(z)µ(dz) = 1.
For m =
∑
i∈N δ(zi,vi) ∈M , define
ξ = inf{t ≥ 0: ∃ i ∈ N such that tg(zi) ≥ vi} (A.2)
(see Fig. 5). Then, under the law Q of the Poisson point process m,
(1) A.s. there exists a single ıˆ ∈ N such that ξg(zıˆ) = vıˆ.
(2) (zıˆ, ξ) has distribution g(z)µ(dz)⊗ Exp(1).
(3) Let m′ =
∑
i 6=ıˆ δ(zi,vi−ξg(zi)). Then m
′ has the same distribution as m and is
independent of (ξ, ıˆ).
Proof. For measurable A ⊂ Σ, define the random variable
ξA = inf{t ≥ 0: ∃ i ∈ N such that t1A(zi)g(zi) ≥ vi}. (A.3)
Elementary properties of Poisson point processes (see e.g. Resnick [29][(a-b), pp. 130])
yield that
ξA is exponentially distributed with parameter
∫
A
g(z)µ(dz), and if A and
B are disjoint, then ξA and ξB are independent.
(A.4)
Property (1) follows from (A.4) because Σ is separable and two independent exponential
random variables are a.s. distinct. Moreover, since
Q[ξ ≥ α, zıˆ ∈ A] = Q[ξΣ\A > ξA ≥ α], (A.5)
Property (2) also follows from (A.4) by using elementary properties of the minimum of
independent exponential random variables. Thus it remains to prove Property (3).
We first claim that, conditional on ξ, m′′ =
∑
i 6=ıˆ δ(zi,vi) is a Poisson point process
that is independent of zıˆ and has intensity measure 1{v>ξg(z)}[µ(dz)⊗ dv]. Indeed, this
is a consequence of the strong Markov property for Poisson point processes together
with the fact that {(z, v) ∈ Σ × R+ : v ≤ ξg(z)} is a stopping set (see Rozanov [30,
Theorem 4]).
Now, given ξ, m′ is a mapping of m′′ (in the sense of Resnick [29, Proposition 3.7]).
This mapping pulls back the measure 1{v>ξg(z)}[µ(dz) ⊗ dv] to µ(dz) ⊗ dv. Since the
latter distribution does not involve ξ, we obtain Property (3).
In Proposition A.2 below we use Proposition A.1 to simulate a collection (Zj)j∈N
of independent random elements of Σ using the single Poisson point process m defined
above. Formally, suppose that in some probability space (M,M,P) we are given a col-
lection (Zj)j∈N of independent (not necessarily identically distibuted) random elements
of Σ such that
the distribution of Zj is given by gj(z)µ(dz), j ∈ N. (A.6)
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zi1zi2
ξ1g(z)
ξ2g(z|Z1) + ξ1g(z)
(zi, vi)
R+
Σ
Figure 5: An example illustrating the definition of ξ and ıˆ in Proposition A.1, and the
definition of ξ1, Z1 and ξ2, Z2 in (A.7)
.
In the same spirit as the definition of ξ in Proposition A.1, we define what we call the
soft local time G = (Gj)
k
j=1 associated with a sequence (gj)
k
j=1 of measurable functions:
ξ1 = inf
{
t ≥ 0: tg1(zi) ≥ vi for at least one i ∈ N
}
,
G1(z) = ξ1 g1(z),
...
ξk = inf
{
t ≥ 0: tgk(zi) +Gk−1(zi) ≥ vi for at least k indices i ∈ N
}
,
Gk(z) = ξ1 g1(z) + · · ·+ ξk gk(z)
(A.7)
(see Fig. 5 for an illustration of this recursive procedure).
Proposition A.2. Subject to (A.6–A.7),
(ξj)
J
j=1 are i.i.d. EXP(1). (A.8)
A.s. there is a unique iJ such that GJ(ziJ ) = viJ . (A.9)
(zi1 , . . . , ziJ )
d
= (Z1, . . . , ZJ). (A.10)
m′ =
∑
i 6∈{i1,...,iJ}
δ(zi,vi−GJ (zi)) is distributed as m and is independent of the above. (A.11)
Proof. Apply Proposition A.1 repeatedly, using induction on J .
We close this section by exploiting the above construction to couple two collections
of independent random elements of Σ using the same Poisson point process as basis.
The following corollary will be needed in Appendix B.
Corollary A.3. Let (gj(·))Jj=1 be a family of densities with corresponding ξj, Gj, ij,
j = 1, . . . , J , as in (A.7–A.8). Then, for any ρ > 0,
Q
[∑
j≤J
δzij ≥
∑
i : vi<ρ
δzi
]
≥ Q[GJ ≥ ρ]. (A.12)
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Note that the right-hand side of (A.12) only depends on the soft local time, which may
e.g. be estimated through large deviation bounds.
B Simulation and domination of particles
B.1 Simple random walk
In this section we collect a few facts about the heat kernel of random walks on Z. Let
pn(x, x
′) = Px(Zn = x′), x, x′ ∈ Z, where Px stands for the law of a lazy simple random
walk Zn on Z as defined in Section 1, i.e., p1(0, x) > 0 if and only if x ∈ {−1, 0, 1} and
p1(0, 1) = p1(0,−1). Then there exists constants C, c > 0 such that the following hold
for all n ∈ N:
sup
x∈Z
pn(0, x) ≤ C√
n
, (B.1)
|pn(0, x)− pn(0, x′)| ≤ C|x− x
′|
n
∀ x, x′ ∈ Z, (B.2)
P0(|Zn| >
√
n log n) ≤ Ce−c log2 n. (B.3)
For (B.1), see e.g. Lawler and Limic [20, Theorem 2.4.4]. To get (B.2), use [20, Theorem
2.3.5], while (B.3) follows by an application of Bernstein’s inequality.
The above observations will be used in the proof of Lemma B.2 below, which deals
with the integration of the heat kernel over an evenly distributed cloud of sample points
and is crucial in the proof of Theorem C.1 in Section C. In order to state this lemma,
we need the following definitions.
Definition B.1. (a) For H ⊂ Z and L ∈ N, we say that a collection of intervals
{Ci}i∈I indexed by a subset I ⊂ Z is an L-paving of H when H ⊂ ∪i∈ICi and there is
an x ∈ Z such that
{Ci}i∈I = {[0, L) ∩ Z+ Li+ x : i ∈ I}. (B.4)
(b) We say that a collection of points (xj)j∈J ⊂ Z is ρ-dense with respect to the L-paving
{Ci}i∈I when
#{j : xj ∈ Ci} ≥ ρL ∀ i ∈ I. (B.5)
We know that
∑
x∈Z pn(0, x) = 1. The next lemma approximates this normalization
when the sum runs over a dense collection (xj)j∈J .
Lemma B.2. Let {Ci}i∈I be an L-paving of H ⊂ Z and (xj)j∈J be a ρ-dense collection
with respect to {Ci}i∈I . Then, for all n ∈ N,∑
j∈J
pn(0, xj) ≥ ρ
{
P0 (Zn ∈ H)− cL log n√
n
}
. (B.6)
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Proof. For each i ∈ I, choose zi ∈ Ci such that
pn(0, zi) = min
x∈Ci
pn(0, x). (B.7)
Then we have ∑
j∈J
pn(0, xj) ≥
∑
i∈I
∑
j : xj∈Ci
pn(0, xj) ≥
∑
i∈I
ρLpn(0, zi)
≥ −ρ
∑
i∈I
∑
x∈Ci
|pn(0, x)− pn(0, zi)|+ ρP0(Zn ∈ H). (B.8)
On the other hand, by (B.2)–(B.3) we have∑
i∈I
∑
x∈Ci
|pn(0, x)− pn(0, zi)| ≤ 2P0(|Zn| >
√
n log n) +
∑
|x|≤√n logn
cL/n
≤ cL log n/√n (B.9)
and the claim follows by combining (B.8) and (B.9).
B.2 Coupling of trajectories
Given a sequence of points (xj)j∈J in Z, let (Zjn)n∈Z+ , j ∈ J , be a sequence of inde-
pendent simple random walks on Z starting at xj, and let
⊗
j∈J Pxj denote their joint
law. The next lemma, which will be needed in Appendix C, provides us with a way to
couple the positions of these random walks at time n with a Poisson point process on
Z. This lemma is similar in flavor to [25, Proposition 4.1].
Lemma B.3. Let (xj)j∈J ⊂ Z be ρ-dense with respect to the L-paving {Ci}i∈I of H ⊂ Z.
Then for any ρ′ ≤ ρ there exists a coupling Q of ⊗j∈JPxj and the law of a Poisson point
process
∑
j′∈J ′ δYj′ on Z with intensity ρ
′ such that
Q
[
1H′
∑
j∈J
δZjn ≥ 1H′
∑
j′∈J ′
δYj′
]
≥ 1− |H ′| exp
{
−(ρ− ρ′)L+
(
c9ρL
2 log n√
n
)}
(B.10)
for all H ′ ⊂ Z such that {z ∈ Z : dist(z,H ′) ≤ n} ⊂ H and all n ≥ c10L2.
Proof. By Corollary A.3, there exists a coupling Q such that
Q
[
1H′
∑
j∈J
δZjn ≥ 1H′
∑
j′∈J ′
δYj′
]
≥ Q[GJ(z) ≥ ρ′ ∀ z ∈ H ′], (B.11)
where GJ(z) =
∑
j∈J ξj pn(xj, z) with (ξj)j i.i.d. EXP(1) random variables. We will
estimate the right-hand side of (B.11) using concentration inequalities. First, noting
that Pz(Zn ∈ H) = 1 for any z ∈ H ′, we use Lemma B.2 to estimate
EQ[GJ(z)] =
∑
j∈J
pn(z, xj) ≥ ρ
(
1− cL log n√
n
)
, z ∈ H ′. (B.12)
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Next, estimate
Q
[∃ z ∈ H ′ : GJ(z) < ρ′] ≤ |H ′| sup
z∈H′
Q[GJ(z) < ρ′]
≤ |H ′| eρ′L sup
z∈H′
EQ
[
exp{−LGJ(z)}
]
. (B.13)
Now note that, for any z ∈ Z,
EQ
[
exp{−LGJ(z)}
]
=
∏
j∈J
EQ
[
exp{−Lξjpn(xj, z)}
]
=
∏
j∈J
(
1 + Lpn(xj, z)
)−1
. (B.14)
Assuming that n ≥ (cL)2 ∨ e, we can use (B.1) to obtain that
sup
x∈Z
Lpn(0, x) ≤ cL√
n
≤ 1
2
. (B.15)
A simple Taylor expansion shows that log(1 + u) ≥ u − u2 for every |u| ≤ 1
2
. Hence
1 + u ≥ exp{u(1− u)} and∏
j∈J
(1 + Lpn(z, xj))
−1≤
∏
j∈J
exp
{− Lpn(z, xj)(1− Lpn(z, xj))}
≤ exp
{
−
∑
j∈J
Lpn(z, xj)
(
1− sup
x∈Z
Lpn(0, x)
)}
≤ exp
{
− ρL(1− cL logn√
n
)(
1− cL√
n
)}
≤ exp
{
− ρL(1− 2cL logn√
n
)}
.
(B.16)
where the third inequality uses (B.12) and (B.15). Inserting this estimate into (B.13),
we get the claim.
C Decoupling of space-time boxes
In this section we prove a decoupling inequality on two disjoint boxes in the space-time
plane Z+ × Z.
C.1 Correlation
Intuitively, if two events depend on what happens at far away times, then they must
be close to independent due to the mixing of the dynamics. This is made precise in the
following theorem.
Theorem C.1. Let B = ([a, b]× [n, n′])∩Z2 be a space-time box as in Fig. 6 for some
n ≥ c11, and let D = Z× Z− be the space-time lower halfplane. Recall Definitions 2.1–
2.2, and assume that f1 : Ω → [0, 1] and f2 : Ω → [0, 1] are non-increasing random
variables with support in D and B, respectively. Then, for any ρ ≥ 1,
Eρ(1+n−1/16)[f1f2] ≤ Eρ(1+n−1/16)[f1] Eρ[f2] + c
(
per(B) + n
)
e−cρn
1/8
, (C.1)
where per(B) stands for the perimeter of B.
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Note that, by the FKG-inequality, we have Eρ[f1f2] ≥ Eρ[f1]Eρ[f2]. Thus, the bound
in (C.1) shows that f1, f2 are almost uncorrelated.
To prove Theorem C.1, we need the following definition. For a box B = ([a, b] ×
[n, n′]) ∩ Z2 in the space-time upper halfplane Z× Z+, let C(B) be the cone associated
with B, defined as (see Fig. 6)
C(B) =
∞⋃
k=0
(
[a− k, b+ k]× {n′ − k}). (C.2)
This cone can be interpreted as the set of points that can reach B while traveling at
speed at most one, and encompasses every space-time point that can influence the state
of B.
Given a box B and a halfplane D as in Theorem C.1, we denote by H and H ′ the
separating segments (see Fig. 6)
H ′ = C(B) ∩ (Z× {n}), H = C(B) ∩ (Z× {0}). (C.3)
The next lemma states a Markov-type property.
H
n
n′
H ′
D
0
B
Figure 6: Box B and lower halfplane D as in Theorem C.1. The dark gray area
corresponds to the cone associated with B, containing the separating segments H and
H ′.
Lemma C.2. Let B = [a, b] × [n, n′] ∩ Z2, and let C(B) and H be as in (C.2–C.3).
Then, for any function f : Ω→ R with support in B,
E
[
f
∣∣∣N(y), y ∈ D] = E[f ∣∣∣N(y), y ∈ H], (C.4)
where N(y) is the number of trajectories crossing y (recall (2.2)).
Proof. Since y ∈ T if and only if N(y) ≥ 1, f is a function of (Uy, N(y))y∈B. Noting that
(N(y))y∈B is a function of (N(y))y∈H and (Sy,in )y∈H,i∈N,n∈Z+ only, we get the claim.
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C.2 Proof of Theorem C.1
In the following we will abuse notation by writing H,H ′ to denote also the projection on
Z of these sets. We start by choosing an L-paving {Ij}j∈J of H, composed of segments
of length L = bn1/4c (the choice of exponent 1/4 is arbitrary: any choice in (0, 1
2
) will
do). Note that
no more than 1 + (per(B) + 2n)/L such segments are needed to cover H, (C.5)
i.e., we may take |J | ≤ 1 + (per(B) + 2n)/L. Note also that |H ′| ≤ per(B) + 1.
We take c11 so large that
n > c11 ⇒ L > n1/4/2, n > c10L2 and n1/8 > 16c9 log n. (C.6)
Abbreviate ρr = ρ(1 + rn
−1/16) for r ∈ [0, 1]. Note that the two densities appearing
in the statement of Theorem C.1 are ρ = ρ0 and ρ(1 + n
−1/16) = ρ1. We introduce the
events
E =
{
at least ρ1/2L trajectories cross H ∩ Ij for all j ∈ N
}
. (C.7)
Then, by Lemma C.2 and f1, f2 ≤ 1,
Eρ1 [f1f2]≤Pρ1 [Ec] + Eρ1
[
f11EEρ1
[
f2
∣∣N(y), y ∈ D]]
=Pρ1 [Ec] + Eρ1
[
f11EEρ1
[
f2
∣∣N(y), y ∈ H]]. (C.8)
To estimate the first term in the right-hand side of (C.8), we do a moderate deviation
estimate. For every θ > 0, by (C.5),
Pρ1 [Ec] ≤ ∣∣{j ∈ N : Ij ∩H 6= ∅}∣∣Pρ1[∑
y∈Ij
N(y) < ρ1/2L
]
≤
(
1 + L−1(per(B) + 2n)
)
exp
{
ρ1/2Lθ − ρ1L(1− e−θ)
}
,
(C.9)
since N(y) has law Poisson(ρ1). Since 1− e−θ ≥ θ − θ2, we have
exp
{
ρ1/2Lθ−ρ1L(1− e−θ)
}
≤ exp
{
ρ1/2Lθ − ρ1Lθ + ρ1Lθ2
}
= exp
{
Lθρ0
[
(1 + 1
2
n−1/16)− (1 + n−1/16) + 2θ]}
= exp
{
Lθρ0[−12n−1/16 + 2θ]
}
.
(C.10)
Choosing θ = 1
8
n−1/16, we see that the above equals
exp{−1
4
Lθρ0n
−1/16} = exp{− 1
32
ρ0Ln
−1/8} ≤ exp{− 1
64
ρ0n
1/8}. (C.11)
where the second inequality uses (C.6).
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Next, we employ Lemma B.3 to estimate the second term in the right-hand side of
(C.8). To that end, note that on the event E the collection of points that hit H is ρ1/2-
dense with respect to the L-paving {Ij}j∈J . Moreover, {z ∈ Z : dist(z,H ′) ≤ n} ⊂ H.
Therefore, applying Lemma B.3 with the densities ρ0 ≤ ρ1/2 (recall (C.6)), we have
1EEρ1
[
f2 | N(y), y ∈ H
] ≤ Eρ0[f2]+ |H ′| exp{− (ρ1/2 − ρ0)L+ c9ρ1/2L2 log n√
n
}
≤ Eρ0[f2]+ |H ′| exp{− (ρ02 )n−1/16L+ 2c9ρ0 log n}. (C.12)
By (C.6), we have
r.h.s.(C.12) ≤ Eρ0[f2]+ |H ′| e−18ρ0n1/8 . (C.13)
Combine (C.8–C.9), to obtain
Eρ1 [f1f2] ≤ c
(
1 + L−1(per(B) + 2n)
)
e−cρ0n
1/8
+ Eρ1 [f1]
(
Eρ0 [f2] + |H ′| e−cρ0n1/8
)
≤ Eρ1 [f1]Eρ0 [f2] + c(per(B) + n) e−cρ0n1/8 ,
(C.14)
which yields the claim in (C.1).
Remark C.3. It is important that the constants in Theorem C.1 do not depend on ρ,
in accordance with our convention. This is crucial for our proof in Section 3 to work.
Moreover, by translation invariance we can apply the result for general boxes B and
half-spaces D as long as their vertical distance is at least c11.
Remark C.4. The proof of Theorem C.1 holds almost without modification in the more
general case of aperiodic symmetric random walks with bounded steps. Indeed, since
properties (B.1)–(B.3) still hold in this case, the proofs of Lemmas B.2–B.3 immediately
extend. The only change that is needed is in the definition of H, which must be made
larger according to the bound on the size of the random walk steps.
In the case of bipartite random walks, however, the aforementioned lemmas are no longer
true as stated. Indeed, (B.2) does not hold for such walks. Nonetheless, Theorem C.1
is still true in this situation. The proof can be adapted through the following two steps:
(1) In the statement of Lemmas B.2–B.3, we suppose that the collection (xj)j∈J is
dense in both of the sets Ci ∩ 2Z and Ci ∩ Z \ 2Z. Since (B.2) still holds when
x, x′ have the same parity, and (B.1) and (B.3) are still valid, the proofs of the
lemmas go through with this modification.
(2) In the proof of Theorem C.1, we modify E to be the event where enough trajectories
cross both of the sets H ∩ Ii ∩ 2Z and H ∩ Ii ∩ Z \ 2Z, which allows us to use
Lemmas B.2–B.3 with the new statements.
In the case of continuous-time symmetric random walks with bounded jumps, (B.1)–
(B.3) and Lemma B.2 remain true. However, the random walk is no longer almost
surely Lipschitz, and this property is used in Lemmas B.3 and C.2, Theorem C.1 and in
several other places throughout the paper. Nonetheless, the random walk is still Lipschitz
with high probability, and this is enough to adapt all arguments to this case.
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D Tail estimate
The following lemma consists of a simple estimate on the tail of an infinite series, used in
(3.35). Its proof is inspired by similar arguments in Mo¨rters and Peres [23, Lemma 12.9,
p. 349].
Lemma D.1. Let a be a positive integer. Then, for all β > 0 there exists a c = c(β)
such that ∑
l>a
lβe− log
3/2 l ≤ caβ+1e− log3/2 a. (D.1)
Proof. It is enough to consider the case a ≥ α0 = e(β+1)2 . If g(x) = xβ exp{− log3/2 x},
then g′(x) = xβ−1 exp{− log3/2 x}[β− 3
2
√
log x] < 0 for all x ≥ α0 because α0 > e(4/9)β2 .
It follows that ∑
l>a
lβe− log
3/2 l ≤
∫ ∞
a
xβe− log
3/2 xdx. (D.2)
Let
D = max
{
2
∫ ∞
α0
xβe− log
3/2 xdx,
4
β + 1
}
,
f(a) = Daβ+1e− log
3/2 a −
∫ ∞
a
xβe− log
3/2 xdx.
(D.3)
We claim that lima→∞ f(a) = 0, f(α0) > 0 and f ′(a) < 0 for all a ≥ α0. The first claim
is immediate. The second claim follows from
f(α0) = De
logα0{(β+1)−
√
logα0} −
∫ ∞
α0
xβe− log
3/2 xdx
= D −
∫ ∞
α0
xβe− log
3/2 xdx > 0,
(D.4)
where the last inequality follows from D ≥ 2 ∫∞
α0
xβe− log
3/2 xdx. To get the third claim,
note that
f ′(a) = aβe− log
3/2 a [(β + 1)D − 3
2
D
√
log a+ 1] (D.5)
and, for a ≥ α0, we have that [(β + 1)D − 32D
√
log a + 1] ≤ −1
2
D(β + 1) + 1 ≤ −1,
where the last inequality follows from D ≥ 4/(β + 1).
In particular, f(a) ≥ 0 for all a ≥ α0, and hence∑
l>a
lβe− log
3/2 l ≤
∫ ∞
a
xβe− log
6/5 x dx ≤ Daβ+1e− log3/2 a, (D.6)
which concludes the proof.
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E Rate of convergence
In this section we state and prove a basic fact about independent random variables that
is used in the proof of Theorem 1.4(c) in Section 4.3.
Lemma E.1. Let Xi, i ∈ N, be independent random variables with joint law P such
that
E[Xi] = 0 ∀ i ∈ N, sup
i∈N
E
[
exp{K(log+ |Xi|)γ}
]
<∞ (E.1)
for some K > 0 and γ > 1, where log+ x = max(log x, 0). Then, for all ε > 0, there
exists a c > 0 such that
P
(
∃ k ≥ n :
∣∣∣∣∣
k∑
i=1
Xi
∣∣∣∣∣ > εk
)
≤ c−1e−c logγ n ∀ n ∈ N. (E.2)
Proof. Let
X
(n)
i = Xi1{|Xi|≤
√
n} − E[Xi1{|Xi|≤√n}]. (E.3)
We claim that
P
(
∃ k ∈ N :
∣∣∣∣∣
k∑
i=1
Xi −X(n)i
∣∣∣∣∣ > εk
)
≤ Ce−c logγ n. (E.4)
Indeed, since E[Xi] = 0, setting
X
>(n)
i = Xi1{|Xi|>
√
n} − E[Xi1{|Xi|>√n}] (E.5)
we have Xi − X(n)i = X>(n)i for all i ∈ N. Moreover, by the Marcinkiewicz-Zygmund
and Minkowski inequalities,
E
∣∣∣∣∣
k∑
i=1
X
>(n)
i
∣∣∣∣∣
4
 12 ≤ C k∑
i=1
E[|X>(n)i |4]
1
2 ≤ Ck e−c logγ n (E.6)
by (E.1). Therefore
P
(
∃ k ∈ N :
∣∣∣∣∣
k∑
i=1
X
>(n)
i
∣∣∣∣∣ > εk
)
≤ Ce−c logγ n
∞∑
k=1
k−2 (E.7)
and (E.4) follows. Thus, it suffices to prove (E.2) for X
(n)
i . To that end, we use
Bernstein’s inequality to write
P
(∣∣∣∣∣
k∑
i=1
X
(n)
i
∣∣∣∣∣ > u
)
≤ 2 exp
{
−c u
2
k +
√
nu
}
. (E.8)
Taking u = εk, we obtain
P
(
∃ k ≥ n :
∣∣∣∣∣
k∑
i=1
X
(n)
i
∣∣∣∣∣ > εk
)
≤ 2
∞∑
k=n
e
− c√
n
k
=
2e−c
√
n
1− e− c√n
≤ Ce−c
√
n, (E.9)
which concludes the proof.
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