A PROP is a symmetric monoidal category whose objects are the nonnegative integers and whose tensor product on objects is addition. A morphism from m to n in a PROP can be visualized as a string diagram with m input wires and n output wires. For a field k, the PROP FinVect k where morphisms are k-linear maps is used by Baez and Erbele to study signal-flow diagrams. We aim to generalize their result characterizing this PROP in terms of generators and relations by looking at the PROP Mat(R) of matrices with values in R, where R is a commutative rig (that is, a generalization of a ring where the condition that each element has an additive inverse is relaxed). To this end, we show that the category of symmetric monoidal functors out of Mat(R) is equivalent to the category of bicommutative bimonoids equipped with a certain map of rigs; such functors are called algebras. By choosing R correctly, we will see that the algebras of the PROP FinSpan of finite sets and spans between them are bicommutative bimonoids, while the algebras of the PROP FinRel of finite sets and relations between them are special bicommuative bimonoids and the algebras of Mat(Z) are bicommutative Hopf monoids.
Introduction
Product and permutation categories, or PROPs for short, are tools used to describe the algebraic structure of an object. They were introduced by Mac Lane for the purposes of universal algebra, generalizing Lawvere's notion of an algebraic theory [10, 11] .
Formally, a PROP is a symmetric monoidal functor whose objects are the natural numbers and whose tensor product on objects is given by ordinary addition. If T is a PROP and C is a symmetric monoidal category, we define an algebra of T over C to be a symmetric monoidal functor T → C . We say that T is the PROP for a category A if the category of algebras over T is equivalent to A .
PROPs are useful in providing a mathematical formalization of various sorts of diagrams used in physics and engineering, such as signal-flow diagrams [5, 8] . For example, a morphism m → n can be visualized as a black box diagram with m inputs and n outputs. The monoidal category structure provides us with different ways of sticking components togethercomposing two morphisms f : m → n and g : n → p lets us connect the outputs of f to the inputs of g, while tensoring provides a way of placing two circuits side-by-side. A rig is generalization of a ring (with unit) where elements are not required to have additive inverses. Some common examples include the natural numbers N and the two-element Boolean rig B where 0 and 1 are the truth values FALSE and TRUE, respectively, and where addition is given by OR and multiplication by AND. For a commutative rig R, we define a PROP Mat(R) by letting morphisms m → n be n×m matrices with values in R. Note that Mat(R) includes some famous categories as particular cases; for example, Mat(B) is equivalent to the category FinRel of finite sets and relations between them, and Mat(N) is equivalent to the category FinSpan of finite sets and spans between them. If k is a field, Mat(k) is equivalent to the category of FinVect k of finite k-vector spaces and linear maps between them.
Note that Mat(R) generalizes Heisenberg's matrix mechanics; R = C gives the familiar case. If we let R = [0, ∞), then Mat(R) gives an analogue of matrix mechanics where relative probabilities replace amplitudes. If R is the Boolean rig B, relative possibilities replace amplitudes instead.
We will show:
Theorem. Let R be a commutative rig. Then Mat(R) is the PROP for bicommutative bimonoids A equipped with a rig map from R to the rig of bimonoid endomorphisms on A.
In the case that k is the field R(s) of rational functions in one variable, the string diagrams of the PROP Mat(k) are the signal-flow diagrams studied by Baez and Erbele and Sobociński et al. [5, 7, 8] . Baez and Erbele show that, when coming up with a set of generators and relations of the category Mat(k) where k is a field, the additive and multiplicative inverses do not play a role [5] . Instead of describing the PROP in terms of generators and relations, our focus on describing functors out of Mat(R) give a similar characterization, but the proof is much more efficient. Our method also allows Mat(R) to be compared to PROPs describing similar structures, such as the one for bimonoids without unit or counit given in [12] . Some consequences of our theorem are that
• FinSpan is the PROP for bicommutative bimonoids;
• FinRel is the PROP for special bicommutative bimonoids; and • Mat(Z) is the PROP for bicommutative Hopf monoids.
Bicommutative Bimonoids
Fix a monoidal category C with symmetry functor τ AB . A commutative monoid is an object A ∈ C with functors µ A : A ⊗ A → A and η A : I → A, called multiplication and the unit respectively, satisfying associativity, the unit laws, and commutativity. Diagrammatically, we represent the multiplication and unit operations as and the relations they must satisfy are depicted as
We define a monoid homomorphism to be a function f : A → B between monoids that commutes with the multiplication and unit maps; that is, µ B ( f ⊗ f ) = f µ A and f η A = η B . This is represented pictorally as
Note that the composition of two monoid homomorphisms is a monoid homomorphism.
A cocommutative comonoid A ∈ C has the maps comultiplication ∆ A : A → A ⊗ A and the counit ε A : A → I represented as These maps satisfy inverted versions of the axioms for a commutative monoid:
We can also define a comonoid homomorphism:
Comonoid homomorphisms are again closed under composition.
A bicommutative bimonoid A is a commutative monoid and a cocommutative comonoid such that certain distributive laws hold; namely, that maps defining the monoid structure commute with the maps defining the comonoid structure, so that 
Note that the above axioms are equivalent to saying that ∆ A and ε A are monoid homomorphisms, or that µ A and η A are comonoid homomorphisms. Bimonoid homomorphisms f : A → B are morphisms that are both monoid and comonoid homomorphisms; they, too, are closed under composition. If C consists of k-vector spaces and k-linear maps for some field k, then we call the above constructions commutative algebras, cocommutative coalgebras, and bicommutative bialgebras respectively.
Given two bicommutative bimonoids A, B ∈ C , we can give A ⊗ B the structure of a bicommutative bimonoid by setting
, and ε A⊗B = ε A ⊗ ε B . In this way we may make A ⊗m into a bicommutative bimonoid for each m ≥ 2.
Since the symmetry τ is natural, the bimonoid homomorphisms of A ⊗ B → A ′ ⊗ B ′ are exactly f ⊗ g where f : A → A ′ and g : B → B ′ are bimonoid homomorphisms.
We will write µ n A for the functor A ⊗n → A given inductively by µ 0
can be depicted as any tree with n leaves; coassociativity means a similar statement holds for ∆ n A . We define Bimon to be the subcategory of C whose objects are bicommutative bimonoids and whose morphisms are the bimonoid homomorphisms between them. Lemma 1. The category Bimon may be enriched over commutative monoids.
; note that this is a composition of bimonoid homomorphisms and is hence a bimonoid homomorphism. We need to show that addition defines a commutitive monoid structure on Hom Bimon (A, B) and that the composition map Hom Bimon (B,C) ⊗ Hom Bimon (A, B) → Hom Bimon (A,C) is a monoid homomorphism. For the former, associativity occurs since
where the third equality follows from the associativity of B and the coassociativity of A. The zero element of Hom Bimon (A, B) is 0 = ε B η A ; the unit laws of Hom Bimon (A, B) follow from the unit laws of B and the counit laws of A, for instance
To check commutativity, let τ A : A ⊗ A → A ⊗ A be the symmetry map. Then, by the commutativity of B and the cocommutativity of A,
We now show that the composition map Hom Bimon (B,C) × Hom Bimon (A, B) → Hom Bimon (A,C) is bilinear, so it induces a monoid map Hom Bimon 
and similarly (
Using this enriched structure as addition and composition as multiplication, we can make Hom Bimon (A, A) into a rig for all A ∈ Bimon. We will call this rig End(A).
For an arbitrary commutative rig R, we define a category Bimon R whose objects are pairs (A, φ A ) where A is a bimonoid in C and where φ A is a rig homomorphism R → End(A). The morphisms f :
commutes for all r ∈ R.
The PROP Mat(R)
For a given commutative rig R, we define Mat(R) to be the PROP where Hom Mat(R) (m, n) consists of n × m R-valued matrices and where composition is defined by matrix multiplication. The tensor product of two matrices f ⊗ g is given by the block diagonal matrix
Note that, since there is exactly one matrix with n rows and no columns and that its transpose is the unique matrix with no rows and n columns, 0 is both the initial and terminal object in Mat(R). Also note that the symmetry is given by 0 1 1 0 .
If f and g are m × n matrices, we can define an enriched structure on Mat(R) (see Lemma 1 below) by letting f + g be the usual matrix addition. We can also equip the object 1 ∈ Mat(R) with a bicommutative bimonoid structure where (abusing notation slightly) µ R = 1 1 and η R = 0 : 0 → 1 are the multiplication and unit maps. The comultiplication ∆ R and counit ε R are defined by the transposes of these matrices. Checking the axioms now amounts to multiplying matrices; for instance, associativity holds since
Transposing matrices gives a self-inverse contravariant endofunctor on Mat(R); this functor allows us to extend results shown for the monoid (Mat(R), µ R , η R ) to the comonoid (Mat(R), ∆ R , ε R ).
Lemma 2.
For any rig R, the object 1 together with the morphisms µ R , η R , ∆ R , and ε R defined above as well as the map r : 1 → 1 for every r ∈ R generate Mat(R).
Proof. Any object n ∈ Mat(R) is equal to 1 ⊗n .
If (r i j ) is an arbitrary m × n matrix, we have that
where (r i j ) i is the jth column of the matrix (r i j ), since
Algebras over Mat(R)

Lemma 3. If A is a bicommutative bimonoid, R is a commutative rig, and φ : R → End(A) is a map of rigs, then there is a unique strict monoidal functor F A enriched over commutative monoids from Mat(R)
to Bimon such that
This functor is necessarily symmetric.
Proof. By Lemma 2 and by the fact that we wish F A to be a strict monoidal functor, the given information shows how F A behaves on generators and is therefore enough to define F A on all of Mat(R). We are required to set F A (1) = A; on all other objects, the monoidal structre of F A gives us F A (n) = A ⊗n . Note that F A is also determined on morphisms; in particular, if (r i ) is a 1×n matrix, define F A (r i ) = µ A (φ (r 1 )⊗ · · · ⊗ φ (r n )), and if (r i j ) is an arbitrary m × n matrix, define
is a composite of bimonoid maps, and is thus itself a bimonoid map. Note also that, since we have stipulated its values on the generators of Mat(R), F A is necessarily unique.
To see that F A preserves the enriched structure l, first let (r i ) and (s i ) be 1 × n matrices. Then
For the general case, assume (r i j ) and (s i j ) are m × n matrices. Then
We now show F A is a functor. Because we already checked that F A preserves the enriched structure, it suffices to show that F A preserves composition for matrices of the form
since every matrix is the sum of matrices which are zero everywhere except at one place. Note that
To see that F A is symmetric, we have, by the naturality of τ AA ,
Lemma 4. If R is a commutative rig and F : Mat(R) → C is an algebra over the PROP Mat(R), then there exists some
, and φ A (r) = F(r : 1 → 1). Furthermore, F is an enriched functor.
Proof. The axioms for A being a bicommutative bimonoid follow from the respective axioms of Mat(R) and the fact that F is a monoidal functor.
We still need to show that F is an enriched functor. Let X and Y be m × n matrices; then
We now prove our main theorem:
Theorem 5. If R is a commutative rig, then Mat(R) is the PROP for bicommutative bimonoid A equipped with a map of rigs φ : R → End(A).
Proof. We begin by giving a functor F from Bimon R to the category of algebras over Mat(R). Given an element (A, φ A ) ∈ Bimon R , let F(A, φ A ) be the functor indicated by Lemma 3; note in particular that A = F(A, φ (A))(1) and φ (r) = F(A, φ A )(r : 1 → 1) for all r ∈ R. Suppose f : (A, φ A ) → (B, φ B ) is a morphism in Bimon R . We must define a natural transformation F( f ) from F(A, φ A ) to F(B, φ B ); let F( f )(n) = f ⊗n . We need to show that for every n × m matrix X with coefficients in R, the diagram
commutes. Because of the enriched structure on the functors F(A, φ A ) and F(B, φ B ), it suffices to check this condition for matrices with precisely one nonzero entry. For 1 × 1 matrices (r), this becomes f φ A (r) = φ B (r)( f ), which is true since f is a morphism in Bimon R . It is also true when m or n is 0 since (F(A, φ A ))(0) is both an initial and terminal object. Since each matrix with one nonzero entry is a tensor product of matrices of these types, we know that F is a functor. Now we want a functor G from the category of algebras over Mat(R) to Bimon R ; letting G be the functor indicated by Lemma 4, we have G(F : Mat(R) → C ) = (F(1), F(Hom Mat(R) (1, 1)) ). Our functor sends the natural transformation α : F → G to the component α 1 . This is well-defined since
commutes. We know G is a functor because composition of natural transformations is defined componentwise. By the way we have defined F and G, we can see that GF = id Bimon R and FG is the identity functor on the category of algebras of Mat(R), so we have an isomorphism of categories.
The fact that φ : R → End(A) is a rig homomorphism has the following diagrammatic representation, letting a triangle containing the variable r ∈ R represent φ (r):
These diagrams, together with those in Section 2, constitute the entire set of relations given by Baez and Erbele for Mat(k), where k is a field [5] .
Examples
As noted earlier, Mat(R) is equivalent to some famous PROPs for the right choices of R. The only possible two-element rigs are the Boolean rig B where 1 + 1 = 1 and F 2 where 1 + 1 = 0. We define FinRel to be the category whose objects are finite sets and whose morphisms are relations between them. Because all sets of the same cardinality are isomorphic in this category, we can make FinRel into a PROP by choosing one representative of each cardinality and defining the tensor product on objects to be the disjoint union of sets. A relation from m to n can be defined as a Boolean-valued matrix by letting the ith row and jth column be 1 if and only if i relates to j. Relations can also be visualized as string diagrams, where i relates to j if and only if a path connects the two; an example is given in Figure 1 . If A is an algebra over Mat(B) equippped with a map of rigs φ : B → End(A) and a ∈ End(A), then
, so the algebras of Mat(B) are exactly those where a + a = a for all a ∈ End(A).
Let A be a bimonoid; we say A is special if µ A ∆ A = id A . Note that
so it follows that a + a = a for all a ∈ End(A) if and only if A is special. Therefore we have Corollary 6. The category FinRel whose objects are finite sets and whose morphisms are relations between them is the PROP for special bicommutative bimonoids.
Replacing 1 R + 1 R = 1 R with 1 R + 1 R = 0 R gives us a + a = 0 for all a ∈ End(A), so the above discussion yields: An equivalent version of this result was proved by Lack [4, 9] . For a symmetric monoidal category C , define a Hopf monoid A over C to be a bimonoid equipped with an additional morphism S : A → A satisfying
In the case where C is the category of vector spaces over a field k, we call A a Hopf algebra; thorough explainations of Hopf algebras are given in [6, 13] . We know that S is a bimodule antihomomorphism [13] , so if A is bicommutative, S is a bimodule homomorphism. Therefore the enriched structure on End(A) simplifies the above axiom to S + id A = 0 A . Now that we know that S is a bimodule homomorphism, we can say that
from which it follows that S 2 = id A .
Corollary 9. Mat(Z) is the PROP for bicommutative Hopf monoids.
Proof. We must show that a bicommutative Hopf monoid is exactly a bicommutative bialgebra A equipped with a rig homomorphism φ : R → End(A).
If A is such an algebra, then A is a bicommutative Hopf monoid with antipode φ (−1), since Conversely, Let A be a bicommutative Hopf monoid with antipode S. We need to show that φ (−1) = S extends uniquely to a rig homomorphism φ : Z → End(A). We are locked into choosing φ (0) = 0, φ (n) = id A + φ (n − 1), and φ (−n) = S + φ (−n + 1) inductively for each positive integer n. Since S + id A = 0 is the antipode axiom, we have that φ is an additive homomorphism of commutative monoids. That φ is a homomorphism of rigs now follows from the distributive law for rigs and the fact that S 2 = id A since A is a bicommutative Hopf monoid.
