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Abstract
Controllable, partially isolated few level systems in semiconductors have recently gained multidisci-
plinary attention due to their widespread nanoscale sensing and quantum technology applications. Quanti-
tative simulation of the dynamics and related applications of such systems is a challenging theoretical task
that requires faithful description not only the few level systems but also their local environments. Here, we
develop a method that can describe relevant relaxation processes induced by a dilute bath of nuclear and
electron spins. The method utilizes an extended Lindblad equation in the framework of cluster approxima-
tion of a central spin system. We demonstrate that the proposed method can accurately describe T1 time of
an exemplary solid-state point defect qubit system, in particular NV center in diamond, at various magnetic
fields and strain.
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I. INTRODUCTION
Controllable solid-state spin systems have attracted considerable scientific and technological
interest over the last decades. Point defect-based applications are among the most recent use of
solid-state spins that allow full control over a set of electron and nuclear spins. The NV center,
substitution nitrogen-carbon vacancy complex point defect in negative charge state in diamond1–5
is a magneto-optically active electron spin system that can be isolated to a large degree from the
environmental disturbances. The NV center’s triplet electron spin can be initialized by pump-
ing through optically excited triplet and meta stable singlet states.3 The very same process gives
rise to spin dependent optical decay that allows high fidelity read-out even at single NV center
level.6–8 In association with nuclear spins, NV center can implement few qubit nodes to realize
high fidelity gates.9 Coherence time may exceed a millisecond10 and the qubit nodes can operate
even above 600 K.11 These attributes made NV center interesting for a broad range of quantum
technology applications, especially in the field of quantum sensing12–15 and quantum informa-
tion processing2,16,17. Besides NV center, there have been several akin point defect qubit systems
demonstrated in various wide band gap semiconductors.18–20
Environmental spins, such as point defect and nuclear spins, play a crucial role in spin relax-
ation and decoherence processes that are often the major limiting factors in quantum technology
applications. Due to the complexity of some environmental spins’ inner energy level structure,
decay processes often depend on external control parameters, such as magnetic, electric, and mi-
crowave fields. In case of strong qubit-environment couplings, pumped point defect qubit systems
serve as efficient spin polarization sources that can be utilized in hyperpolarization applications21,22
either for enhancing the sensitivity of magnetic resonance experiments or for cooling environmen-
tal spins to reduce local magnetic field fluctuations.
Deeper understanding and numerical description of decoherence, spin relaxation, and polar-
ization transfer over a wide range of environmental conditions are essential for advanced future
applications. Lindblad master equation that describes Markovian decay processes is frequently
applied when dynamical properties are considered. On the other hand, this approach relies on ex-
perimental decay rates and neglects the complexity of environmental interactions that may cause
loss of quantitative accuracy and predictive power. To overcome these limitations numerous theo-
retical studies have been recently reported in this subject.
Several powerful theoretical tools have been developed to describe decoherence processes. For
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example, quantum cluster expansion23,24, linked cluster expansion25, nuclear pairwise model26,
disjoint cluster model27, semi-classical magnetic field approximation28,29, ring diagram approximation30,
analytic approaches31–33, spin-coherent P-representation method34 and cluster-correlation expan-
sion (CCE)35–39 have been utilized to calculate T2 and T?2 times of point defect qubit systems.
Temperature dependence of spin-phonon-coupling induced spin relaxation of NV center was
recently studied by analytic4,40,41 and ab initio42 approaches. Theoretical studies on spin bath
induced spin relaxation processes have focused on strong environmental coupling regions where
dynamical nuclear polarization can be achieved.21,43–46 Much less attention has been paid, how-
ever, to the calculation of spin bath assisted relaxation processes and related decay time T1 of
point defect qubits at general control parameter settings where spin flip-flops are suppressed to a
large degree. In a very recent study, CCE method was generalized to describe spin flip-flops of a
NV center interacting with a bath of 13C nuclear spins.47 Time-dependent mean field algorithm48
applied successfully to quantum dot systems49 is a promising alternative approach.
The rest of the article is organized as follows. Section II describes the formulation of the
theoretical approach and details of the implementation. Section III discusses time evolution of an
exemplary spin system at different level of approximation. Section IV provides numerical results
on the spin relaxation of NV center in diamond. Finally, section V summarizes and concludes our
findings.
II. METHODOLOGY
In this section we discuss cluster approximation of a many particle system in the framework
of an extended Lindblad formalism to simulate spin relaxation processes. Hereinafter, we use the
following terminology. We regard subsystems of a closed or open system as spins. Spins are either
elementary building blocks of the system or complex, many-level systems. In the latter case spins
can be defined based on the difference of internal and external coupling strength. We assume that
inter-spin couplings are weaker than intra-spin couplings. Furthermore, we name processes that
change the diagonal elements of spins’ reduced density matrices as spin flip-flop processes.
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FIG. 1. Cluster approximations of a many-spin system S. (a) S consists of a central spin s0 and number
of n coupled spins si that couple only to the central spin s0. (b) First order cluster approximation of S that
comprises n+1 cluster systems c0 and ci. c0 includes the central spin s0 only, while ci for i 6= 0 includes a
pair of spins, s0 and si. (c) Second order cluster approximation of S that comprises n/2+1 cluster systems
cI , where each cluster system contains s0 and two coupled spins sI where 1 ≤ I ≤ n/2. c0 includes solely
the central spin s0.
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A. First order cluster approximation
Let us consider an open system S that consists of a central spin s0 and a number of environ-
mental or bath spins si, where i = {1, ..., n}. Furthermore, let us denote the dimension of the
Hilbert space of the central and environmental spins by d0 and di, respectively. First, we assume
that si couples only to the central spin, see Fig. 1(a).
The master equation of the open system S can be written as
%˙S = − i~ [H0, %S ] + E(%S) , (1)
where the Hamiltonian H0 can be written as
H0 = h0 +
n∑
i=1
(hi + h0i) , (2)
where h0 is the Hamiltonian of the central spin, hi is the Hamiltonian of the coupled spin si, and
h0i describes the coupling of the central spin and the bath spin si. The last term on the right hand
side of Eq. (1) accounts for environmental effects, such as temperature dependent effects and spin
relaxation due to spins that are not included in S, through the Lindbladian E . The size of the
problem, i.e the dimension of the Hilbert space, increases exponentially with n, which makes an
exact solution unfeasible for large n.
To model the dynamics of S we divide it into a cluster CN of overlapping cluster systems,
where N is the order of the cluster approximation. In first order cluster approximation cluster C1
consists of n + 1 cluster systems c0 and ci, where i ∈ {1, ..., n}. Expect for c0, which includes
only s0, all other cluster systems include the central spin and one coupled spin si, see Fig. 1(b) for
illustration. Hamiltonians of the cluster systems can be written as,
hc0 = h0, (3)
hci = h0 + hi + h0i. (4)
We may rationalize the above clustering by considering each ci cluster system as an implement
to measure spin flip-flops induced by the coupled spin si. Cluster system c0 serves as a reference
system where the central spin evolves freely without interacting with other spins.
Master equations of the cluster systems can be written as
%˙c0 = −
i
~
[hc0 , %c0 ] + Ec0(%c0) , and %˙ci = −
i
~
[hci , %ci ] + Eci(%ci) , (5)
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where the dimensions of the density matrices are given by dim(%ci) = d0di. Ec0 and Eci describe
environmental effects not induced by the spin bath of S. The density matrix of the coupled spin si
can be determined by tracing over s0 in ci,
%si = Tr0(%ci) . (6)
As the central spin is included in all cluster systems, there are altogether n + 1 definitions for the
reduced density matrix of the central spin, i.e.
%c0s0 = %c0 and %
ci
s0
= Tri(%ci) . (7)
In the following subsections, we introduce couplings between the cluster systems to approxi-
mate the dynamics of the many spin system S. First, we extend Eq. (3) and Eq. (4) to account
for an effective intra-spin bath field that time dependently shifts energy eigenvalues and preserves
diagonal elements of the reduced density matrix of the central spin. Second, we extend Eqs. (5) by
additional time dependent Lindbladian terms to account for interactions that induce spin flip-flops
and cause variation of the diagonal elements of the central spin’s density matrix.
1. Mean intra-spin bath field
The interaction Hamiltonian h0i may include terms that do not induce spin flip-flops of the
central spin but rather shift the energy levels. As such interactions alter the energy level structure
of the system, they may affect the dynamics of the central spin too. According to Eq. (4) and
Eq. (5), cluster system ci describes energy shifts solely due to spin-bath spin si, as the Hamiltonian
hci does not depend on other spin-bath spin degrees of freedom. Energy shifts due to other spins,
however, may be taken into account by introducing an effective field acting on the central spin.
This field is of course different in all cluster systems.
In order to account for the effective field of environmental spins included in other cluster sys-
tems, we extend h0 as
hc00 = h0 + β0 and h
ci
0 = h0 + βi, (8)
where β0 and βi describe effective fields acting on s0 in cluster system c0 and ci, respectively.
To define βi, we first calculate the internal field αi in each cluster system ci obtained from the
polarization of the environmental spin si through a semi-classical formula
αi = Tri(h0i ◦ (Id0 ⊗ Tr0%ci)) , (9)
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where Id0 is the identity matrix of d0 dimension and (A ◦B)mn = AmnBmnδmn, where δmn is
the Kronecker delta. To elucidate this definition, let us assume that the interaction Hamiltonian
h0i contains a single term γSs0z S
si
z , where γ is the coupling strength and S
s0
z and S
si
z are spin z
operators. For this Hamiltonian αi is equal to γ 〈Ssiz 〉Ss0z , where 〈Ssiz 〉 is the expectation value of
Ssiz .
From αi we can define the effective field of environmental spins included in other cluster sys-
tems as
β0 =
n∑
i=1
αi (10)
and
βi =
n∑
j=1,j 6=i
(αj ⊗ Idi) , (11)
where Idi is the identity matrix of di dimension. The extended Hamiltonians of the cluster systems
can be written as,
h˜c0 = h
c0
0 , (12)
h˜ci = h
ci
0 + hi + h0i. (13)
We note that the effective internal field defined by Eq. (10) and Eq. (11) act solely on the
central spin. Note furthermore that the total effective field in each cluster systems is equal to β0 as
Tri(βi + αi) = β0. When a nuclear spin bath is considered, the effective field β0 of the polarized
nuclear spin bath may be referred to as the Overhauser field. Finally, note that the internal effective
field can be utilized to account for dephasing effects in a semi classical approximation. Study of
such processes is outside the scope of the present article.
2. Extended Lindbladian
Faithful description of spin flip-flops of the central spin due to the interaction with the spin
bath requires additional extension. Without coupling between the cluster systems, the central spin
s0 in a cluster system ci undergoes environmental spin induced flip-flops that are solely driven by
environmental spin si. In order to simulate the dynamics of the many spin system S , we require
through a non-unitary coupling between the cluster systems that the central spin in all cluster
systems undergoes spin flip-flops induced by all the environmental spins. This effectively ensures
that the diagonal elements of the reduced density matrix of the central spin are identical in all
cluster systems.To this end we introduce an extended, time dependent Lindbladian.
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First of all, we extend the master equations of cluster systems c0 and ci by adding time depen-
dent Lindbladian terms Lc0 and Lci , as
%˙c0 = −
i
~
[
h˜c0 , %c0
]
+ Lc0(%c0) + Ec0(%c0) (14)
and
%˙ci = −
i
~
[
h˜ci , %ci
]
+ Lci(%ci) + Eci(%ci) , (15)
where the Lindbladians are defined in the form of
Lc0
({
b˙0l
}
, {C0l} ; %c0
)
=
∑
l
b˙0l
Tr
(
C†0lC0l%c0
) (C0l%c0C†0l − 12 (%c0C†0lC0l + C†0lC0l%c0)
)
(16)
and
Lci
({
b˙il
}
, {Cil} , %ci
)
=
∑
l
b˙il
Tr
(
C†ilCil%ci
) (Cil%ciC†il − 12 (%ciC†ilCil + C†ilCil%ci)
)
, (17)
where b˙0l and b˙il ≥ 0 are time dependent rates and C0l and Cil are Lindblad operators. We
consider C0l and Cil operators that describe solely spin flip and flop transitions of the central spin.
Therefore, C0l and Cil operators can be written as
C0l = Cl and Cil = Cl ⊗ Ii, (18)
where Cl Lindblad operators of d0 dimension are identical for all cluster systems. Altogether
d0 (d0 − 1) number of independent Cl operators can be defined. We define these operators as
Cl = |m〉〈n| (19)
where |m〉 and |n〉 are states of an orto-normal basis that spans the Hilbert space of s0 and m 6=
n. Hereinafter, we use l index as a shorthand notation of mn indices. Note that {Cl} includes
operators that drive spin flip-flops both forward and backward, i.e. Ck and C
†
k ∈ {Cl}. This
condition is required by the irreversible effect of the extended Lindbladians in Eq. (16) and (17)
and the positivity of b˙0l and b˙il rates. Furthermore, we note that Eq. (16) and (17) require that
Tr
(
C†ilCil%ci
)
= Tr
(|n〉〈n| %cis0) = (%cis0)nn 6= 0, (20)
i.e. |m〉〈n| spin flip-flop processes are only possible when the population in the initial |n〉
state is non-zero. To explicitly handle the exception when Tr
(
C†ilCil%ci
)
= 0, we define
b˙ilTr−1
(
C†ilCil%ci
)
= 0.
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Furthermore, we draw attention to a specific property of the definitions
dtLc0
({
b˙0l
}
, {C0l} ; %c0
)
kk
=
∑
n6=k
dtb˙0(kn) −
∑
m 6=k
dtb˙0(mk) (21)
and
dtLci
({
b˙il
}
, {Cil} ; %ci
)
kk
=
∑
n6=k
dtb˙i(kn) −
∑
m 6=k
dtb˙i(mk) (22)
where we explicitly use l = (mn) indices and dt is an infinitesimal time period. The right hand
side of Eq. (21) and Eq. (22) describe how the diagonal elements of the density matrix %c0 and %ci
change due to Lc0 and Lci over dt propagation, respectively. Note that the variation of the diagonal
elements is irrespective of the density matrix and determined solely by time dependent rates b˙0l
and b˙il.
We utilize Lc0 and Lci Lindbladians to carry out such spin flip-flops of the central spin in c0
and ci that happen in cluster system cj due to coupling to sj for j 6= i. This effectively makes the
diagonal elements of the reduced density matrix of the central spin to be identical in all cluster
systems during the time evolution, i.e.
diag%c0s0 = diag%s0 , and diag%
ci
s0
= diag%s0 (23)
for any i at any time t, where diag% is the vector of diagonal elements of %. We utilize time
dependent rates b˙0l and b˙il in Eqs. (14)-(15) to achieve this goal.
Before defining b˙0l and b˙il, we need to quantify internal flip-flop rates in each cluster systems.
To do so, we define a˙0l and a˙il positive rates in such a way that the following equality are satisfied,
diag
(
e−
i
~(hc0 .−.hc0)t%c0(t = 0)
)
= diag%c0s0(t) =
diag
(
%c0(t = 0) +
∫ t
0
Lc0({a˙0l(τ)} , {C0l} ; %c0(τ)) dτ
)
, (24)
and
diag Tri
(
e−
i
~(hci .−.hci)t%ci(t = 0)
)
= diag%cis0(t) =
diag Tri
(
%ci(t = 0) +
∫ t
0
Lci({a˙il(τ)} , {Cil} ; %ci(τ)) dτ
)
. (25)
Note that the parentheses on the left hand side of Eq. (24) and Eq. (25) contain the general solution
of Eqs. (5), while the parentheses on the right hand side of Eq. (24) and Eq. (25) contain the general
solution of %˙c0 = Lc0({a˙0l} , {C0l} ; %c0) and %˙ci = Lci({a˙il} , {Cil} ; %ci), respectively. The above
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equality ensure that the time dependence of the diagonal elements of the density matrix of s0 can
be obtained by evaluating either the right hand side or the left hand side of Eq. (24) and Eq. (25).
Rates a˙0l and a˙il that fulfill Eq. (24) and Eq. (25) thus determine flip-flops rates of the central spin
due to the corresponding Hamiltonian hc0 and hci of the cluster systems. For practical reasons,
calculation of a˙0l and a˙il rates may include additional simplifications and approximations, see
section II C.
To measure differences of the spin flip-flop rates between cluster systems c0 and ci during the
time evolution, we calculate
∆a˙il = a˙il − a˙0l for a˙il > a˙0l and ∆a˙il = 0 for a˙il < a˙0l. (26)
The role of cluster system c0 that includes only the central spin is apparent from Eq. (26). As s0 in
c0 interacts with no environmental spin directly, a0l measure flip-flop rates intrinsic to the central
spin. Thus ∆a˙il quantifies spin flip-flop rates of the central spin induced solely by environmental
spin si in cluster system ci.
Finally, let us define the time dependent rates b˙0l and b˙il entering Eq. (16) and Eq. (17) as
b˙0l =
n∑
i=1
∆a˙il (27)
and
b˙il =
n∑
j=1,j 6=i
∆a˙jl, (28)
respectively. b˙0l determine spin flip-flop rates of the central spin induced by all the environmental
spins, while b˙il determine spin flip-flop rates of the central spin induced by environmental spins
other than si.
The central assumption of the proposed method is that the self consistent solution of Eq. (14)
and Eq. (15) with the time dependent Lindbladian given in Eq. (16) and Eq. (17) coupled through
the time dependent rates defined in Eq. (27) and Eq. (28) approximately describes spin flip-flop
processes of the many spin system S. A cornerstone of the approximation in Eq. (27) and Eq. (28)
is the additivity of the time dependent rates ∆a0l and ∆ail. In Appendix A, we demonstrate
that additivity is a good approximation for a non-entangled or partially entangled central spin
system over an infinitesimal dt time evolution. Note that the first order cluster approximation, that
neglects entanglement within the spin bath, and self-consistent solution of the equations ensure
that the additivity holds at any time t during the time evolution of C1.
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It is clear from the above discussion that the main approximation in the description of the
central spin-spin bath coupling is the assumption of a non-entangled spin bath. This may be
a good approximation when the coherence time of the spin bath specimens is shorter than the
inverse coupling strength between the central spin and the spin bath specimens, i.e.
T i2 <<
1
|h0i| . (29)
As we will see in the numerical calculations, this approximation is either satisfied or not satisfied
depending on the type of environmental spins. Note, however, that in the latter case the approx-
imation can be systematically improved by including spin bath interactions and inter spin bath
correlations in higher order cluster approximations, see section II B.
It is apparent from the equations that the method does not require additional approximation of
the Hamiltonian beyond the central spin approximation. Furthermore, restrictions due to central
spin approximation can be remedied by using higher order cluster approximations, see section II B.
Note however that the approximation depends somewhat on the choice of the basis states used to
span the Hilbert space of s0. In addition, the formalism ensures that conservable quantities are
conserved in the cluster model. Let us assume that the h0 and hi are defined so that extensive
quantity E is preserved in all cluster systems c0 and ci. Properties shown in Eqs. (21)-(22) and
the summation in Eq. (27) and Eq. (28) make E conserved in the cluster model C1 too. Finally,
we note that phase information of the central spin can be lost due to the non-unitary Lindbladian
drive utilized in the method. Due to this and the conservation property, C1 may be considered as a
partially open model of the many spin system S.
B. Higher order cluster approximations
In higher order cluster approximation CN , where N is the order parameter, cluster systems cI
for I ∈ {1, ..., n/N} contain a number of N environmental spins. Cluster system c0 contains
the central spin only. The central spin is included in all other cluster systems and each of the
environmental spins is included only in a single cluster system as illustrated in Fig. 1(c). While
first order cluster approximation is unique in all cases, higher order cluster approximations can be
defined differently depending on how the environmental spin are clustered. For simplicity, here
we assume that clustering is based on the indices of the environmental spins.
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The Hamiltonian of higher order cluster system cI can be defined as
hcI = h0 +
NI∑
i=1+N(I−1)
(hi + h0i) +
NI∑
i=1+N(I−1), j=i+1
hij , (30)
where hij describes interactions of environmental spins. The Lindblad equation of the density
matrix %cI of cluster system cI can be written as
%˙cI = −
i
~
[hcI , %cI ] + EcI (%cI ) . (31)
We note that definitions for the reference system c0 are the same in every order of the cluster
approximation. Furthermore, the definitions and approximations introduced in section II A 1 and
II A 2 are irrespective of the order of the cluster approximation. In general the corresponding
definitions can be obtained by substituting index i with index I .
Note that the approximations introduced in section II A 1 and II A 2 are systematically improv-
able by increasing the clustering order. Larger cluster systems describe coupling and entanglement
that are completely neglected in first order cluster approximation. Ultimately, forN = nwe return
to the exact case.
C. Numerical implementation
While analytic solution of the extended coupled Lindblad equations in cluster approximation
is hard even for simple systems, numerical propagation of the model is straightforward and can be
efficiently implemented for parallel computing. In Fig. 2, we schematically summarize the most
important computational steps for sequential propagation of the cluster model. Certain steps can
be calculated in parallel while others require the calculation of common quantities of the systems,
see Fig. (2). Next, we go through the time propagating cycle step by step.
(i) Let us assume that at time t the density matrices of the cluster systems %c0(t) and %ci(t) are
given. (ii) The internal effective field αi is calculated through Eq. (9) in all cluster systems ci that
include an environmental spin. (iii) From αi, the effective field of the spin bath β0 is calculated
for cluster system c0 and effective fields of environmental spins j 6= i are calculated for cluster
systems ci through Eq. (10) and Eq. (11), respectively. (iv) Hamiltonians of the cluster systems
are calculated from Eq. (8) and Eq. (12) and Eq. (13).
After the cluster dependent part of the Hamiltonians is determined, in step (v) the cluster sys-
tems are propagated according to their independent master equations, given in Eq. (5), over a short
12
ϱc0(t)
α2α1
ϱc2(t)ϱc1(t)
βi =
∑
j ̸=i αj ⊗ Idiβ0 =
∑
i αi
αn
dϱhEcn (t)dϱ
hE
c2
(t)dϱhEc1 (t)dϱ
hE
c0
(t)
ϱcn(t)
cnc2c1c0
lo
op
++
Eq. (9)
Eqs. (10)-(11)
Eqs. (12)-(13)
Eqs. (31)-(32)
Eqs. (35)-(36)
Eqs. (37)-(38)
h˜c0 h˜cnh˜c2h˜c1
danlda2lda1lda0l
dϱLcn(t)dϱ
L
c2
(t)dϱLc1(t)dϱ
L
c0
(t) Eqs. (40)-(41)
ϱcn(t + dt)ϱc2(t + dt)ϱc1(t + dt)ϱc0(t + dt) Eqs. (42)-(43)
db0l dbil =
∑
j ̸=i∆dajl
FIG. 2. Time propagation cycle. Each rectangle indicates a computational task. Tasks are calculated
either parallel for all the cluster systems (individual rectangles) or by using common operations (shared
rectangles).
period of time dt in order to obtain the variation of the density matrix d%hEc0 and d%
hE
ci
caused by
Hamiltonian h˜ci and Lindbladian Eci , i.e.
d%hEc0 (t) = −
idt
~
[
h˜c0 , %c0(t)
]
+ dtEc0(%c0(t)) (32)
and
d%hEci (t) = −
idt
~
[
h˜ci , %ci(t)
]
+ dtEci(%ci(t)) . (33)
To eliminate errors up to O(dt5) we utilize Runge-Kutta method in this step.
In step (vi) of the propagation cycle, we quantify in each cluster system the spin flip-flops
occurred during the short propagation calculated in the previous step. To do so, we restrict Eq. (24)
and Eq. (25) to infinitesimal time evolution and obtain
diag d%hEc0 (t) = diag Lc0({da0l} , {C0l} ; %c0(t)) (34)
and
diag Trid%hEci (t) = diag TriLci({dail} , {Cil} ; %ci(t)) , (35)
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where da0l = a˙0ldt and dail = a˙ildt.
Before discussing the next step of the cycle, we discuss through a few examples how to obtain
da0l and dail in practice. da0l and dail describe infinitesimal population transitions of the diagonal
elements of %c0 and %ci , respectively. Based on Eqs. (21)-(22), we can rewrite Eq. (34) as(
d%hEc0
)
jj
=
∑
n6=j
da0(jn) −
∑
m6=j
da0(mj), (36)
and Eq. (35) as (
Trid%hEci
)
jj
=
∑
n6=j
dai(jn) −
∑
m6=j
dai(mj). (37)
The first (second) summation on the right hand side adds up transition amplitudes of flip-flop
processes that transform population to (from) state |j〉. From the solution of the above systems of
linear equations one can obtain da0l and dail.
It is important to notice that, da0l and dail are not always uniquely defined. Altogether
d0 (d0 − 1)/2 number of transition amplitudes can be nonzero simultaneously in a given clus-
ter system ci. On the other hand, maximally d0 − 1 independent linear equations can be defined
from the diagonal elements of Trid%hEci in the cluster system. Therefore, dail are unambiguously
defined only for d0 = 2. We note, however, that the number of required Cl operators may be
reduced by invoking system dependent physical considerations. It is often the case that only
∆q = ±1 spin flip-flop processes are possible in a basis defined by q quantum number. When the
required number of Cl operators is either equal to or less than 2 (d0 − 1) all dail amplitudes can
be uniquely defined. Finally, in Appendix B we discuss how to determine dail in cases when the
number of possible non-zero dail amplitudes is larger than d0 − 1.
Having all da0l and dail transition amplitudes defined, in step (vii) of the propagation cycle we
compute
db0l = b˙0ldt =
n∑
i=1
∆dail (38)
and
dbil = b˙ildt =
n∑
j=1,j 6=i
∆dajl, (39)
where
∆dail = dail − da0l. (40)
In step (viii), we determine the variation of the density matrices due to the extended Lindbladian
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defined in Eq. (14) and Eq. (15) as
d%Lc0(t) = Lc0({db0l} , {C0l} ; %c0(t)) (41)
and
d%Lci(t) = Lci({dbil} , {Cil} ; %ci(t)) . (42)
In step (ix) of the propagation cycle, the cluster density matrices at t+ dt are determined as
%c0(t+ dt) = %c0(t) + d%
hE
c0
(t) + d%Lc0(t) (43)
and
%ci(t+ dt) = %ci(t) + d%
hE
ci
(t) + d%Lci(t) . (44)
Finally, repetition of this procedure by substituting %c0(t) and %ci(t) by %c0(t+ dt) and
%ci(t+ dt) allows one to simulate the dynamics of the many spin system S.
III. SPIN DYNAMICS IN CLUSTER APPROXIMATION
In order to elaborate on the properties of the proposed method, first we study the time evolution
of an exemplary spin system obtained from different level of approximation and exact propagation.
The considered system consists of seven spin-1/2 spins in a central spin arrangement. We write
the Hamiltonian of the system as
H0 = BSz +
6∑
i=1
AiSIi, (45)
where S and Ii are spin operator vectors of the central and environmental spins, Sz is the spin z
operator of the central spin, andAi = 1/iMHz are the coupling constants for i goes from 1 to 6. B
is set either to zero or to 100 MHz that represent either strong or week coupling limit, respectively.
At t = 0 the central spin is polarized in the |+1/2〉 state, while the environmental spins are in the
|−1/2〉 state.
Time evolution of selected spins, such as the central spin and the two strongest coupled environ-
mental spins, of the strongly coupled central spin model is depicted in Fig. 3. Exact propagation of
the closed system shows coherent oscillations. We also see coherent oscillations in all approximate
solutions, however, the amplitude of these oscillations decays. This is due to the neglect of the
intra-spin bath entanglement and the Lindbladian drive of the different cluster systems. Timescale
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FIG. 3. Comparison of exact and approximate time evolution. (a), (b), and (c) show the time evolution of
the projection 〈+1/2|mS〉, of the central spin, the strongest coupled environmental spin, and the second
strongest coupled environmental spin in a central spin arrangement of seven (1+6) spin-1/2, respectively.
Light blue and gray, teal, and plum curves depict the exact time evolution of the closed system and the time
evolution obtained in order 3, 2, and 1 cluster approximations.
of the approximation caused decoherence extends, however, with increasing cluster approxima-
tion orders. In addition, fine structure of the coherent beatings is also improved in higher order
approximations, see for example Fig. 3(c).
To further investigate the nature of the spurious decoherence, we compare the time evolution
16
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
T2 = 5 ms
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
order 3
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
order 3
T2 = 5 ms
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
T2 = 1.5 ms
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
order 2
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
order 2
T2 = 1.5 ms
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
T2 = 0.5 ms
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
order 1
0 5 10
0.0
0.5
1.0
Time (ms)
p +
1/2
order 1
T2 = 0.5 ms
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
FIG. 4. Time evolution and dephasing. (a), (b), and (c) show Lindbladian time evolution of the 7-spin
central spin system assuming dephasing of the environmental spins on time scale T2. (d), (e), and (f)
depict the time evolution obtained from order 3, 2, and 1 approximation, respectively, with no additional
Markovian dephasing, while (g), (h), and (i) depict the time evolution of the various cluster approximations
including Markovian dephasing of time scale T2. In all cases plum and thin solid lines represent the time
evolution of the central spin and the six environmental spins, respectively
of the model system subject to Markovian dephasing of the environmental spins, Fig. 4(a)-(c),
with the cluster approximation method either excluding, Fig. 4(d)-(f), or including, Fig. 4(g)-
(i), additional Markovian dephasing of the environmental spins. As can be seen in Fig. 4(a)-(c)
dephasing of the environment does give rise to decay of the coherent oscillations of the central and
the environmental spins, similarly to the approximate solution seen in Fig. 4(d)-(f) for different
orders. There are two differences between the characteristics of the decaying curves. 1) Coherent
oscillations decay exponentially due to Markovian decoherence, while the envelop of the decaying
curves in the cluster approximation follows more like a stretched exponential exp (−tα), where
α < 1. It is worth mentioning that after combining Markovian decoherence with different order of
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cluster approximation the decaying curves resemble exponential decaying coherent oscillations. 2)
Polarization of weakly coupled environmental spins increases faster than in the Markovian case.
All of the curves shown in Fig. 4 preserve the net spin quantum number of the model system,
therefore decaying curves of all the spins approach the value of 1/7 that corresponds to equal
polarization of the spins.
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order 3
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FIG. 5. Time evolution of a decoupled spin system. Solid light blue curve shows time evolution of a closed
central spin system, where the splitting of the central spin’s energy levels is two orders of magnitude larger
than the strongest environmental coupling. Solid gray, teal, and plum curves show time evolution the same
system in order 3, 2, and 1 cluster approximations of the central spin. Dashed curves depict time evolution
of open systems where Markovian dephasing of the environmental spins are assumed.
Finally, we investigate weakly coupled cases when the couplings to the environmental spins
are largely suppressed by a B = 100 MHz splitting introduced between the energy levels of the
central spin. Fig. 5 summarizes our findings. Exact time evolution of the closed system show very
fast oscillations modulated by lower frequency oscillations. It is important to notice that the curve
does not decay. In cluster approximations, the curves miss the fast coherent oscillations, except the
very beginning, and decay stretched exponentially. In both cases exponential decay of the initial
high polarization can be induced by additional Markovian dephasing of the spin bath.
IV. CASE STUDY: T1 OF NV CENTER IN DIAMOND
In this section, we computationally demonstrate through the example of NV center in dia-
mond that the above described method can account for spin relaxation processes in different spin
environments at various external fields. First, we provide spin Hamiltonians for the considered
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systems, then we describe the details of our ab initio density funtional theory calculations used
to parameterize NV center-nuclear spin bath interactions. In the subsequent sections we study
different spin bath induced relaxation processes of an NV center’s spin polarization.
A. Background and methodology
1. Spin Hamiltonian
We study NV center-spin bath coupled systems. In particular, we consider P1 center (neu-
tral substitutional nitrogen atom with spin-1/2 ground state), NV center, and 13C nuclear spin
reservoirs interacting with the central NV center (s0). For simplicity, we ignore NV centers’ ni-
trogen nuclear spin that gives rise only to a fine structure at the ground state level anti crossing
(GSLAC)43. The nitrogen nuclear spin of the P1 center is, however, taken into consideration due
to its strong, O(100 MHz) hyperfine coupling. The spin Hamiltonian hcNV of the central spin, hP1i
of P1 centers, heNVi of environmental NV centers, and h
13C
i of
13C nuclear spins can be written as,
hcNV = D
(
S2z −
2
3
)
+ geµBBzSz + d‖S2z + d⊥
({Sx, Sz}+ {Sy, Sz}+ {Sx, Sy}+ S2y − S2x) ,
(46)
where Sz is the spin z operator defined in a coordinate system with z-axis parallel to the NV axis,
D = 2.870 GHz6 is the zero field splitting, ge is the electron g-factor, µB is the Bohr magneton,
and d‖ and d⊥ account for parallel and perpendicular strain coupling50, respectively,
hP1i = geµBBzSi,z + S˜iA˜J˜i + P
(
J˜2i,z −
2
3
)
+ g14NµNBzJi,z, (47)
where variables with tilde symbol are defined in a coordinate system with z-axis parallel to the
C3v axis of the Jahn-Teller distorted configuration of P1 center, Ji is the 14N nuclear spin operator,
P = 5.01 is the quadrupole splitting for which we use the value of the NV center51, A is the
hyperfine tensor whose diagonal elements, Azz = 114 MHz and Axx = Ayy = 81 MHz, are
determined by our first principles electronic structure calculations, see below, g14N = 0.4038 is
the nuclear g-factor of the spin-1 14N nucleus, µN is the nuclear magneton,
heNVi = D
(
S˜2i,z −
2
3
)
+geµBBzSi,z+d‖S˜2z+d⊥
({
S˜x, S˜z
}
+
{
S˜y, S˜z
}
+
{
S˜x, S˜y
}
+ S˜2y − S˜2x
)
,
(48)
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where S˜i is the spin operator defined in a coordinate system with z axis parallel to the symmetry
axis of the environmental NV center, and
h13Ci = g13CµNBzIi,z, (49)
where Ii and g13C = 1.4048 are the nuclear spin operator and the nuclear g-factor of the spin-1/2
13C nucleus, respectively.
Coupling tensors between the central NV center’s spin and electron spin bath specimens, such
as P1 centers and environmental NV centers, are obtained by neglecting spatial distribution of the
spin densities through the dipole-dipole interaction Hamiltonian,
hSS0i = −
µ0
4pi
g2µ2B
|r0i|3
(3 (S0r0i) (Sir0i)− S0Si) , (50)
where S0 and Si are spin operators of the central spin and the coupled spin, respectively, µ0 is the
vacuum permeability, and r0i is a vector pointing from the central spin to the coupled spin. When
a nuclear spin bath is considered, NV center-nuclear spin couplings are described by the hyperfine
interaction Hamiltonian,
hSI0i = S0AiIi, (51)
where Ii and Ai are the nuclear spin operator and the hyperfine coupling tensor in cluster system
j, respectively.
The following cluster Hamiltonians are used to model different spin environments,
hP1c0 = h
NV
c0 = h
13C
c0 = h
cNV, (52)
hP1ci = h
cNV + hP1i + h
SS
0i , (53)
hNVci = h
cNV + heNVi + h
SS
0i , (54)
h13Cci = h
cNV + h13Ci + h
SI
0i . (55)
2. First principles electronic structure calculations
Hyperfine coupling tensors are key quantities when a 13C nuclear spin bath is considered. We
use first principles Density Functional Theory (DFT) electronic structure and subsequent hyperfine
tensor calculations to obtain relevant coupling tensors of NV center and P1 center spin systems
in diamond. In our DFT calculations we use a 1728 atom supercell, HSE06 hybrid functional52,
PAW core potentials53, and plane wave basis set of 420 eV as implemented in VASP54.
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It is possible to calculate hyperfine interaction with high accuracy55 for atomic sites in close
vicinity of the NV center, however, for farther sites the hyperfine interaction suffers from consid-
erable finite size effects in supercell methods56,57. To overcome this issue we utilize a real space
grid combined with the PAW method to calculate hyperfine tensors. The Fermi contact term,
dipole-dipole interaction within the PAW sphere, and core polarization corrections are calculated
within the PAW formalism55 from the convergent spin density. The dipolar hyperfine contribution
from spin density localized outside the PAW sphere is calculated by using a uniform real space
grid. This procedure allows us to obtain hyperfine coupling tensors excluding effects from pe-
riodic replicas of the spin density due to the periodic boundary condition. Additionally, we can
calculate hyperfine tensors for atomic sites outside the boundaries of the supercell by neglecting
Fermi contact interactions in that region.
B. Results
In the following computational example, we study the NV center’s longitudinal spin relaxation
in different spin environments over a wide range of external magnetic fields and strain. In the
simulations, we neglect spin-orbit and phonon assisted decay processes. The former effect is
negligible in the ground state of the NV center, while the latter approximation is valid at low
temperatures (below ≈50 K).
First, we investigate spin relaxation due to P1 center spin environment. In the simulations, we
considered an ensemble of 50 randomly generated configurations of 31 P1 centers. The concen-
tration of the P1 center spin bath is set to 50 ppm, which corresponds sample S2 in Ref. [58].
Except for c0, each ci cluster system include the central NV center (s0) and one P1 center (si) from
the environment. The interaction between the environmental spins is neglected. We note that P1
centers in diamond can have different orientations depending on whether their symmetry axis is
parallel or 109◦ aligned to the axis of the external magnetic field and the central NV center. Relax-
ation effects due to differently oriented electron spin defects are studied separately. The density
matrices of the cluster systems at t = 0 describe the central NV center polarized in mS = 0 and
a non-polarized P1 center. Four Cl Lindblad operators are defined to account for |0〉 ↔ |±1〉
transitions of the central spin. Spin dynamics simulations model the time evolution of the coupled
system over 1 ms time period, during which the central spin slowly looses its polarization. The
decay time T1 is obtained by fitting an experiential function to the resultant polarization curve of
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the central NV center.
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FIG. 6. Spin relaxation in P1 center environment. (a) Energy level structure of NV-P1 two electron spin
system as a function of external magnetic field. (b) Magnetic field dependence of the spin relaxation rate
(1/T1). Light blue, plum, teal, and gray curves show the largest (Max), average (Mean), most probable
(Mode), and lowest (Min) relaxation rates obtained in an ensemble of 50 randomly generated arrange-
ments of 31 P1 centers that corresponds to 50 ppm defect concentration on average. (c) and (d) depict
the fine structure of spin relaxation rate at 51 mT and 102 mT, respectively, for a representative P1 center
arrangement. Teal and plum curves show the contributions of parallel and 109◦ aligned P1 centers of equal
concentration.
Spin relaxation rate (1/T1) as a function of the external magnetic field is depicted in Fig. 6(b).
Note that the distribution of the relaxation rates over the considered ensemble is highly asym-
metric, meaning that there is a low but non-zero probability of finding centers with very large
relaxation rates. Such a distribution cannot be faithfully characterized by the usual statistical quan-
tities, such as mean and standard deviation, therefore in Fig. 6(b), we provide additional quantities
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to properly describe the relaxation rate distribution. We depict the relaxation rate of configurations
with the lowest (Min) and the highest (Max) relaxation rates, as well as, the mean (Mean) and the
mode (Mode) of the distribution. Note that the mean and mode relaxation rates are different due
to the asymmetric distribution, implying that the average T1 time can, in general, be shorter than
the most probable T1 time of individual centers in an ensemble.
The simulations reveal two magnetic field values, 51 mT and 102 mT, where enhanced spin
relaxation takes place. By looking at the energy level structure of NV-P1 coupled system depicted
in Fig. 6(a), the relaxation peaks can be assigned to level crossings. Reduction of energy gaps en-
hances spin flip-flop rates, which is captured by the simulations. We note that at 0 mT, no enhanced
relaxation can be observed despite the crossing of the levels at this field. This is due to the fact
that the spin-1 NV center exhibits a large zero-field splitting, while electron spin sublevels of the
P1 center are degenerate at zero magnetic field. Therefore, couplings are efficiently suppressed.
The relaxation peak at 51 mT exhibits a fine structure not fully resolvable in Fig. 6(b). In
Fig. 6(c), we depict the relaxation rate of a representative spin bath configuration, including ei-
ther parallel or 109◦ aligned P1 centers. In both cases a five-peak fine structure can be seen with
different spacings due to the different orientation of the hyperfine principal axis in the two cases.
Related structures were recently observed in electron paramagnetic resonance (EPR)59, photo lu-
minescence (PL)60–62, and NMR measurements45,63.
A different fine structure is obtained at 102 mT, see Fig. 6(d). The peaks at 51 mT are due to
spin flip-flop interactions between the NV center and P1 centers, while the central peak at 102 mT
is due to the precession of the NV spin in the transverse magnetic field of the P1 centers, and the
side peaks near 102 mT are due to three spin processes assisted by the 14N nuclear spin of the P1
center. Related PL signatures were recently reported in Ref. [62].
The main approximation of the methodology proposed in this article is the neglect of entan-
glement between environmental spins. For P1 center spin bath we obtained T1 > 1 ms for most
of the magnetic field values considered in the simulations. As the T P12 time of the P1 centers at
50 ppm is expectedly much shorter than 1 ms, the relation T P12 << T
NV
1 is satisfied. This validates
the approximation of non-entangled spin bath.
Next, we investigate the magnetic field and strain dependence of the spin relaxation rate of
a central NV center interacting with a number of environmental NV centers. Settings for the
simulations are the same as for P1 center environment, except the defect concentration, which is set
to 12 ppm, in accordance with sample S2 in Ref. [58], and the initialization of the environmental
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FIG. 7. Spin relaxation in NV center environment. (a) Energy level structure of central NV-109◦ aligned NV
two spin system as a function of external magnetic field. (b) Magnetic field dependence of the corresponding
spin relaxation rate (1/T1). Light blue, plum, teal, and gray curves show the largest (Max), average (Mean),
most probable (Mode), and lowest (Min) relaxation rates obtained in an ensemble of 50 randomly generated
arrangements of 31, 109◦ aligned NV centers that corresponds to 8 ppm defect concentration on average.
(c) Energy level structure of central NV center-parallel NV center system as a function of external magnetic
field. (d) Magnetic field dependence of ensemble averaged spin relaxation rate due to parallel (teal) and
109◦ aligned (plum) NV centers.
NV centers, where we set 90% polarization in the mS = 0 state.
The energy level structure and the corresponding theoretical spin relaxation rate of a central NV
center in 109◦ aligned NV center environment are depicted in Fig. 7(a) and (b), respectively. We
obtain highly anisotropic distributions for the relaxation rates characterized by the minimal, max-
imal, mean, and mode values in Fig. 7(b). Three relaxation peaks can be found in the investigated
magnetic field interval at 0 mT, 59 mT, and 102 mT. Related PL features at 59 mT were reported in
experiment.60,62 The peaks correspond to crossings between the energy levels of the coupled two
NV center systems depicted in Fig. 7(a). Since the central NV center and the environmental NV
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centers exhibit the same zero-field splitting, spin states can be mixed at zero magnetic field that
gives rise to a relaxation peak, in contrast to the P1 center environment.
A magnetic field oriented NV center environment gives rise to a distinct relaxation pattern,
see Fig. 7(d). The obtained high and constant relaxation rate can be explained by looking at
the energy level structure of mutually aligned NV center pair system in Fig. 7(c). One can see
that two pairs of energy levels, correspond to |0,−1〉 and |−1, 0〉 states and |0,+1〉 and |+1, 0〉
states, are degenerate irrespective of the magnetic field. This is due to the identical Hamiltonian
of the two centers. The degenerate states can be mixed by the dipole-dipole coupling which
gives rise to a constant very high relaxation rate. We note that this high relaxation rate can be
substantially reduced in experiment due to two effects. (i) The relaxation rate is depends linearly
on the polarization difference between the central NV center and the environmental NV centers. In
our simulations we set a 10% difference, which may be higher than in sample upon measurement.
(ii) In the simulation the states are degenerate due to the identical level structures of the two
centers, however, magnetic field and strain inhomogeneities may make the centers distinguishable.
In order to investigate these effects in NV center-NV bath systems, we actuate parallel and per-
pendicular strain on the central spin and environmental NV centers of parallel and 109◦ alignment.
In Fig. 8(a), polarization dependence of the 109◦ aligned NV center bath induced spin relaxation
rate is depicted. We find that the relaxation rate is approximately a factor of three larger in the
case of the polarized, 90% in mS = 0 state with 109◦ aligned quantization axis, NV center bath.
Due to the optical pumping, polarization of the NV bath is expected, however, at magnetic field
strengths with enhanced coupling to other spin species, e.g. at B = 59 mT, low polarization is
more probable.
Strain dependence of the relaxation rate at specific magnetic fields is depicted in Fig. 8(b)-(c)
and Fig. 8(d) for 109◦ aligned and parallel NV center environments, respectively. At B = 0,
both parallel and perpendicular strain applied on central and environmental NV centers effectively
lower the relaxation rate due to the opening of small gaps between the degenerate states. Note
that the coupling of the NV center to perpendicular strain is an order of magnitude larger than the
coupling to parallel strain, thus the range of considered strain field is larger in the former case.
Note furthermore that, similar but reduced effects can be found at B = 59 mT, not shown. At
B = 102 mT we see, however, distinct behavior. Relaxation rate appears insensitive to parallel
strain to a large extent, when applied on the central NV center and to both parallel and perpendic-
ular strain applied on environmental NV center. On the other hand perpendicular strain applied on
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FIG. 8. Bath polarization and strain dependence. (a) Magnetic field dependent relaxation rate of a central
NV center interacting with non-polarized (teal) and 90% polarized (plum) 109◦ aligned NV center bath of 8
ppm concentration. (b) and (c) depict strain dependence of the relaxation rate of NV center in 109◦ aligned
NV center environment at B = 0 and B = 102 mT, respectively. Effects of different strain components are
considered separately. (d) Strain dependence of the spin relaxation rate due to parallel NV environment of
4 ppm concentration.
the central NV center mixes the spin states efficiently50 which gives rise to a prominent increase
of the relaxation rate. Relaxation rate distribution of NV centers in parallel aligned NV center
environment is characterized in Fig. 8(d). It is apparent from the figure that the strain shift reduces
the relaxation rate substantially. This effect, however, vary considerably with the spin bath con-
figurations. When the central spin-environment couplings are weak, even a small strain shifts can
induce large reductions in the rates.
Similar to the P1 center environment, the condition TNV2 << T
NV
1 is expectedly satisfied in the
modeled sample. Therefore, the approximations of the applied method hold.
Next, we investigate NV center-13C spin bath systems. The settings for the simulations are
similar as for the P1 center environment, except for the concentration of the spin defects, for
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FIG. 9. Spin relaxation in 13C nuclear spin environment. (a) Energy level structure of NV-13C system
as a function of external magnetic field. (b) Magnetic field dependence of the spin relaxation rate (1/T1).
Light blue, plum, teal, and gray curves show the largest (Max), average (Mean), most probable (Mode), and
lowest (Min) relaxation rates obtained on an ensemble of 50 randomly generated arrangements of 31 13C
nuclear spin corresponds to 1.07% abundance.
which we used the natural abundance of 13C. Due to the fairly simple level structure of the NV
center-13C nuclear spin system, see Fig. 9(a), the relaxation rate curves shown in Fig. 9(b) exhibit
only a single peak at 102 mT that correspond to the GSLAC43.
For simplicity, here we use the same, first order cluster approximation as before, i.e. cluster
systems include the central spin and only one nuclear spin. As the nuclear spins have very long
coherence time, the relation T 13C2 << T
NV
1 , where T
NV
1 is solely due to
13C spins, may not be
satisfied. In this case an overestimation of the relaxation rates is expected. Therefore, the re-
sults presented in Fig. 9(b) may be considered as an upper bound for the 13C spin bath induced
relaxation.
Finally, we combine our theoretical results in order to compare with experimental measure-
ments reported for sample S2 in Ref. [58]. The total spin relaxation rate can be given as
1
T tot1
=
1
T P11
+
1
T cNV-basal1
+
1
T cNV-para1
+
1
T 13C1
. (56)
The theoretical relaxation rate curves with uncertainties deduced from experimental uncertainties
in the defect concentrations are depicted in Fig. 10(a) and (b). To determine the uncertainties, we
use a linear concentration dependence for the relaxation rates58. As there is no available data on
the strain and magnetic field inhomogeneity nor for the polarization variation of parallel and 109◦
aligned NV centers in the sample modeled here, we make the following assumptions. We assume
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FIG. 10. Comparison between simulation and measurements carried out on sample S2 at 20K in Ref. [58].
(a) and (b) depict theoretical spin relaxation rates for (a) 13C (plum) and P1 center (teal) spin environments
and (b) 109◦ aligned (plum) and parallel (teal) NV center spin environments. Colored areas show estimated
uncertainties in the theoretical results due to the error bar of the defect concentrations reported in Ref. [58].
(c) Combined theoretical relaxation rate is compared with the experimental spin relaxation rate reported in
Ref. [58] for sample S2 at low temperature.
1) O(0.1 MHz) parallel strain and magnetic field inhomogeneity, 2) O(1 MHz) perpendicular
strain, and 3) 1% variance in the polarization of parallel NV centers. The resultant curves are
plotted in Fig. 10(b). It is apparent from the results that environmental NV centers have a dominant
effect on the spin relaxation rate.
When compared with experiment, we find that the theoretical curve follows the measurements
within error bars over a wide range of the magnetic field considered in the experiment. Higher
discrepancy can be seen at B = 59 mT, where the theoretical curve overestimates the experimen-
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tal relaxation rate. This can be attributed to the neglect of depolarization of the environmental
NV centers. As we have seen in Fig. 8(a), depolarization of the bath reduces relaxation rate.
Depolarization of parallel and 109◦ aligned NV centers is expectedly mutual when they couple
at B = 59 mT. Inclusion of this effect can lower the theoretical relaxation rate to the level of
experimental measurements.
The numerical results demonstrate that the proposed theoretical method can account for the
reported magnetic field dependent spin relaxation patterns induced by P1 centers, NV centers, and
13C nuclear spins. This is due to the non-approximate description of the pair interactions between
the central spin and the environmental spins. Furthermore, numerical simulations validate the
approximations introduced by first order cluster approximation in the case of P1 center and NV
center spin environments. This makes it possible to obtain quantitative results comparable with
experiment.
V. SUMMARY
In summary this paper describes a microscopic spin bath model for calculating spin relaxation
effects in central spin approximation. To this end an extended Lindbladian formalism was in-
troduced to account for spin flip-flops in a many spin system. Validity of the approximation is
determined mainly by the relation of environment induced spin flip-flop rates of the central spin
and decoherence rate of the spin bath. The method does not rely on approximation of the Hamil-
tonian beyond the central spin approximation. By increasing the order of cluster approximation,
errors can be systematically eliminated.
In the numerical simulations NV center’s spin relaxation rate (1/T1) was investigated. P1 center,
NV center, and 13C spin baths are considered at various magnetic fields and strain. The method
captures all the known characteristics of the relaxation rate of specific spin bath systems. By
taking all the relevant relaxation effects into account, the theoretical spin relaxation rate curve is
quantitatively comparable with the measured one over a wide range of magnetic fields.
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Appendix A: Summation approximation
Let us consider a closed system S in central spin arrangement as described in section II A.
From the general solution of the master equation, one can obtain the reduced density matrix %0(t)
at a given time t
%0(t) = Trenv%S(t) = Trenve−
i
~ (HS .−.HS)%S , (A1)
where Trenv means trace over all the environmental spin degrees of freedom and
HS = h0 +
n∑
i=1
(hi + h0i) . (A2)
Let us assume that at time t the system is non-entangled and the density matrix of the many spin
system can be written as
%S =
n⊗
i=0
%i. (A3)
Considering an infinitesimal time period dt, the reduced density matrix evolves as
%0(t+ dt) ≈ Trenv
(
1− dt i
~
(HS .− .HS)
)
%S , (A4)
from which we obtain
d%0 = −dt i~Trenv
[
h0 +
n∑
i
(hi + h0i) ,
n⊗
i=0
%i
]
. (A5)
By tracing out the unaffected environmental spin degrees of freedom in each terms of the summa-
tion, we can rewrite Eq. (A5) as
d%0 = −dt i~
(
[h0, %0] +
∑
i
Tri [h0i, %0 ⊗ %i]
)
. (A6)
The equation above shows that spin flip-flops of the central spin induced by coupling terms h0i are
additive for dt time evolution while the spin bath is non-entangled. Note that this argument can be
30
generalized to partially entangled density matrices, such as
%iS = %0i ⊗
(
n⊗
j=1,j 6=i
%j
)
. (A7)
for which one gets
d%0 = −dt i~
(∑
j 6=i
Tri,j [h0 + hi + hj + h0i + h0j, %0i ⊗ %j]
)
. (A8)
Appendix B: Alternative definition of da0l and dail
As mentioned in the main text, complete definition of da0l and dail from the variation of the
reduced density matrices d%hEc0 and d%
hE
ci
through Eq. (36) and Eq. (37) is not always possible. One
can overcome this issue by noticing that d%hEc0 and d%
hE
ci
contains the summed up effect of all the
terms in hc0 and hci . To obtain more equations for da0l and dail one may split the Hamiltonian and
thus the variation of the reduced density matrix into terms like hci = δh
′
ci
+ δh′′ci + δh
′′′
ci
+ ... and
d%ci = δ%
′
ci
+ δ%′′ci + δ%
′′′
ci
+ ...,where
δ%′ci = −
idt
~
[
h′ci , %ci
]
. (B1)
Each δ%ci terms may define an independent set of equations similarly to Eq. (36) and Eq. (37). This
way all d0 (d0 − 1)/2 transition amplitudes can be determined in all cluster systems in principle.
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