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We report here numerical results of the low-temperature behavior of a dipolar spin ice in a magnetic field
along the [100] direction. Tuning the magnetic field, the system exhibit a half-magnetization plateau at low
temperature. This half-polarized phase should correspond to a quantum solid phase in an effective 2D quantum
boson model, and the transition from the Coulomb phase with a power-law correlation to this state can be
regarded as a superfluid to a quantum solid transition. We discuss possible experimental signatures of this
half-polarized state.
PACS numbers: 02.70.-c, 75.10.Pq, 05.10.Cc
Topological phases of matter is one of the most fascinating
phenomena in condensed matter systems. Fractional quantum
Hall states,1 spin liquids,2 and recently proposed topological
insulators3 are some well-known examples. Spin ice, a geo-
metrically frustrated magnet with Ising spins on a pyrochlore
lattice of corner-sharing tetrahedra,4, at low temperatures ex-
hibits a “Coulomb” phase with dipolar correlation and frac-
tionalized monopole excitations.5–7 This phase emerges due
to a local constraint, the “ice rule”, with two spins pointing
in and two out of each tetrahedron. The ice rule can be re-
garded as a conservation law of an emergent gauge field,5–7
and it gives rise to the dipolar correlation among spins. This
local constraint leads to an extensive ground state degeneracy,
and at low temperature, the spin ice has an extensive resid-
ual entropy, S0 ≈ (kB/2) ln(3/2) per spin, first estimated by
Pauling for the water ice.8
Starting from the nearest-neighbor spin ice (NNSI) and
adding perturbation such as an external magnetic field or
further-neighbor dipole-dipole interaction, the system can un-
dergo a phase transition from the Coulomb phase to an or-
dered state at sufficiently low temperature. This confinement
transition is highly unconventional, and can not be described
by the Landau-Ginzburg-Wilson paradigm. The transition to
a non-magnetic state can be regarded as a Higgs transition
involving condensation of an emergent matter field coupled
to the U(1) gauge field.8 Applying an external magnetic field
along the [100] direction, the transition from an ordered q = 0
fully polarized (FP) state to a Coulomb phase corresponds to
a three-dimensional Kasteleyn transition, which is first-order
like on the one side and continuous on the other.9 This transi-
tion corresponds to a proliferation of string excitations along
the [100] direction, which corresponds to the condensation of
bosons in an effective two-dimensional hardcore boson model
through a classical to quantum mapping,10
On the other hand, in real spin ice materials, such as
Dy2Ti2O7 (DTO) and Ho2Ti2O7 (HTO), the rare earth ions
have large magnetic moments (∼ 10µB),11 and the long-
range dipole-dipole interaction can not be ignored. The low-
temperature states of the dipolar spin ice (DSI) also satisfy the
ice rule, and it is shown that the NNSI and the DSI are projec-
tively equivalent apart from small interactions decaying with
the separation, r, faster than 1/r3.12 At very low temperature,
this residual interaction selects a q = (001) long-range or-
der, and the Pauling’s residual entropy is released through a
first-order phase transition.13 This Melko-den Hertog-Gingras
(MDG) phase is non-magnetic and has so far escaped exper-
imental observation, although recent specific heat measure-
ment in a thermally equilibrated DTO sample shows possible
signatures of such an ordered phase.14
The natural question arises: What kind of low-temperature
ordered phase will emerge if one applies a [100] magnetic
field in a DSI? How to characterize the phase transition from
the disordered Coulomb phase to the ordered state? In this
Letter, using large-scale Monte Carlo (MC) simulations of the
DSI in a [100] magnetic field, we find a new ordered state with
half of the saturated magnetization stabilized by the dipolar
interaction. Starting from the MDG phase with zero magne-
tization at low field, the DSI transitions to the half-polarized
(HP) state upon the increase of the magnetic field, before the
system finally reaches an FP state at high field. This should
be contrasted with the half-magnetization plateau found in
the Heisenberg model, which is stabilized by either the lat-
tice distortion,15 or the quantum effects.16 Through a classical
to quantum mapping,10 the HP state should correspond to a
quantum solid (QS) in a two-dimensional (2D) quantum bo-
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FIG. 1. (Color online). (Left) Pyrochlore lattice showing the HP
state. (Right) The HP state projected along the z-axis. The com-
ponent of each spin parallel to the z axis is indicated by + and −
sign.
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2son model, and the Coulomb to the HP state transition would
correspond to a superfluild (SF) to a QS transition.17 Signa-
tures of this HP state may have been observed in the mag-
netization and neutron scattering measurements of DTO and
HTO.18
Model and Method.– The Hamiltonian of a dipolar spin ice
in an applied [100] magnetic field is given by
H =
J
3
∑
〈(i,a),(j,b)〉
σai σ
b
j
+Dr3nn
∑
i<j,a,b
(
na · nb
|Rabij |3
− 3(n
a ·Rabij )(nb ·Rabij )
|Rabij |5
)
σai σ
b
j
− B√
3
∑
i,a
σa
′
i , (1)
where i, j are the tetrahedron indices, a, b corresponds to the
sub-lattices inside each tetrahedron and na is the local 〈111〉
axis. The Ising variable σ = ±1 denotes spin pointing into
or out of the tetrahedron and σ′ denotes the sign of the z-
component of the spin. J is the NN exchange interaction,
D = (µ0/4pi)µ
2/r3nn is the strength of the dipolar interaction,
and rnn is the pyrochlore NN distance. The long-ranger dipo-
lar interaction is taken into account using the Ewald method
to avoid any truncation effects. In the following, we will use
the parameters for DTO with µ ≈ 10µB , rnn = 3.54A˚,
J = −1.24K, and D = 1.41K.19
We perform classical Monte Carlo simulations on this
model in a conventional cubic unit cell of edge size L with
a total number of spins N = 16L3. We remain in the spin-
ice manifold with two-in-two-out spin configurations on each
tetrahedron and update the configuration using both the loop
and worm algorithms.9,13,20,21 The spin configurations remain
in the spin-ice manifold after these updates. In order to incor-
porate the long-range dipolar interaction in the worm updates,
we first generate a loop using the worm algorithm for the
NNSI,9,21 and then compute the energy change ∆Edip from
the dipolar interaction. We then flip the spins on the loop with
the Metropolis probability, P = min(1, exp(−β∆Edip)).
The conventional loop update is necessary as the accep-
tance rate of the worm updates drops significantly at low
temperatures.22 In addition to these updates, we perform par-
allel tempering in either the temperature or the magnetic field
domain to avoid freezing in the algorithm.23 One MC step in
our simulation consists of loop moves of each type, and we
perform parallel tempering swap after 100 MC steps. In a
typical simulation, at least 6× 106 MC steps is carried out for
equilibration at each temperature(field), and another 6 × 106
MC steps for data production. The temperature(field) inter-
vals in the tempering scheme are selected to achieve constant
acceptance rates for swaps. Due to the long-range nature of
the dipolar interaction, the computation scales as O(N2), and
our largest simulation is thus limited to L = 5 withN = 2000
spins. Although this size is small compared to a largest NNSI
simulation with L = 100,9 L = 5 is the largest-size simu-
lation for a DSI.13,24 In our simulations, we do not observe
strong size dependence for L = 4 and 5; however, we can
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FIG. 2. (Color online). Magnetization (in units of 10µB) versus
temperature and magnetic field. Three magnetization plateaus exist
at low temperature, which corresponds to three ordered states: the
MDG state (cyan), the HP state (light green) and the FP state (pur-
ple). Notice the temperature axis is inverted for clarity.
not rule out the possibility that there might exist lower energy
configurations which can not fit into our simulation cell.
Results and Discussion.– Figure 2 shows the magnetization
as a function of magnetic field and temperature. There ex-
ist three magnetization plateaus at low temperature: the MDG
state with zero magnetization, the HP state with half of the sat-
urated magnetization, and the FP state. Upon raising the tem-
perature, the half-magnetization plateau becomes less stable
and eventually disappears at high temperature. Figure 3 shows
the details of the magnetization curves at different tempera-
tures. At T = 0.22K, the magnetization curve shows a collec-
tive paramagnetic behavior without any signature of a plateau,
and the system is in the disordered Coulomb phase. At 0.20K,
a small half-magnetization plateau appears near B = 0.035T.
The crossover becomes more step-like as the temperature is
lowered, and the zero magnetization plateau of the MDG state
emerges at small field. At 0.07K, sharp plateau transitions
are observed. These behavior can be understood by consid-
ering the field dependence of the energy for the three ordered
states:22 the MDG state is non-magnetic, the HP state has half
of the saturated moment, and the FP state has the saturated
moment, and they have different field dependence; therefore,
there exist two level crossings as one tunes the magnetic field.
These level crossings give rise to the plateau transitions at low
temperatures. The high temperature crossovers can be also
understood from the free energy of the system, and we refer
the readers to the Supplemental Materials for details.22
Closer examination of the spin configurations at the half-
magnetization plateau, we find the configuration can be re-
garded as a half-half mixture of the non-magnetic MDG and
the saturated FP states (Fig. 1). It contributes to half of the
saturated magnetization since two of the tetrahedra in the cu-
bic unit cell have magnetic moments along the direction of
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FIG. 3. (Color online). Magnetization (in units of 10µB) curves at
T =(a) 0.22K, (b) 0.20K, (c) 0.18K, and (d) 0.07K for L=4 (black
square) and 5 (red circle).
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FIG. 4. (Color online) Temperature dependence of the magnetiza-
tion at different magnetic fields along the [100] direction. Magneti-
zation is in units of 10µB , and the magnetic fields are in Tesla.
applied field, similar to those from the saturated FP state. The
magnetic moments from the other two tetrahedra cancel as in
the MDG state.
Figure 4 shows the temperature dependence of the mag-
netization at different magnetic field strength. At low fields
B < 0.017T, the systems enters from the Coulomb phase
to the MDG phase with zero magnetization at low temper-
atures. For intermediate fields, the system transitions into
the HP state. At fields larger than 0.05T, a rounded Kaste-
leyn transition from the disordered Coulomb phase to a FP
q = (000) state is observed.9,25 This rounding might be either
due to the finite-size effect, or the high magnetic field. The
low-temperature ground state is very sensitive to the delicate
balance between the magnetic field and the dipolar interac-
tion. Two magnetization curves with slightly different mag-
netic fields may have similar temperature dependence at high
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FIG. 5. The phase diagram of the dipolar spin ice in a [100] field.
Blue squares are the transition points estimated from the Binder ra-
tio. The solid curves are drawn as a guide for the eye. See text for
description of the phases.
temperature; however, the states at low temperature will settle
to different magnetization plateaux (Fig. 4) .
The thermal phase transition from the Coulomb phase to
the ordered states show sharp specific heat anamoly due to
the strongly first-order nature of the transition, and the large
residual entropy is released at the transition.22 In contrast, the
transitions between the ordered states show relatively small
specific heat anomaly as these are ordered states with differ-
ent magnetizations. Experimentally, it has been difficult to
observe the MDG phase due to the increase of the spin relax-
ation time as temperature is lowered, and the system is hard to
reach thermal equilibrium.26 On the other hand, the FP state
can be easily reached at high temperature and in large field.27
Here we propose another route to reach the MDG phase: First,
the system is cooled down in a large [100] field from the high
temperature disordered Coulomb phase to the FP state. Then,
the magnetic field is lowered at low temperature. The transi-
tion from the FP state to the MDG state through an intermedi-
ate HP state can be more easily reached experimentally since
they go through transitions between ordered states.
Figure 5 shows the phase diagram of the DSI for fields ap-
plied along the [100] direction, using the DTO parameters.
The phase boundaries are estimated using the Binder ratio
(blue squares).28 At high temperature, the system is in the
disordered Coulomb phase with dipolar correlations.6 As the
temperature is lowered, the combination of the magnetic field
and the dipolar interaction will select either the MDG or the
HP state. It should be noted that there exists slight reentrant
behavior near the phase boundaries between the MDG and the
HP phases, and between the HP and the MDG phases. The
thermal transitions from the Coulomb to the MDG phase, and
to the HP phase are first-order, and they merge at the tip of the
HP lobe as a (putative) critical point. Through the quantum
mapping,10 the MDG phase corresponds to a MI, the HP phase
corresponds to a half-filled checkerboard QS (density wave)
in a 2D extended Bose-Hubbard model,17 and the Coulomb
4phases corresponds to a superfluid (SF) phase. The transition
from the Coulomb phase to an ordered state thus corresponds
to a SF-MI or SF-QS transition in the quantum model. In this
mapping, the [100] field B is proportional to µ, and the mag-
netic moment M would correspond to the average boson den-
sity ρ. Interestingly, the magnetization (Fig. 2) and the phase
diagram (Fig. 5) show great resemblance to their counterparts
in a 2D extended hardcore Bose-Hubbard model on a square
lattice,17
H = −t
∑
〈ij〉
(
b†i bj + h. c.
)
+ V
∑
〈ij〉
ninj − µ
∑
i
ni, (2)
where bi and b
†
i are the annihilation and creation operators of
hardcore bosons on site i, ni is the boson density, µ is the
chemical potential, and V is the nearest-neighbor repulsive
interaction. The HP phase can be identified as a half-filled
checkerboard QS (density wave) in this model. The SF-QS
transition in the bosonic model is generally first-order as the
two phases break different symmetries,17 and similarly for the
phase transition from the Coulomb to HP phase. Further anal-
ysis based on symmetries is required to construct an effective
quantum model.8,10
What are the possible experimental signatures of the HP
state? One should observe a clear half-magnetization plateau
at low temperatures in magnetization measurements. The sys-
tems should also exhibit magnetic susceptibility anomalies
near the plateau transitions.22 Since the HP phase is a mixture
of the q = (000) and (001) states, one should observe in neu-
tron scattering two peaks at (000) and (001), and the spectral
weights for each peak should be a fraction of that observed in
the MDG and the FP phase, respectively. The available mag-
netization data show no signs of the magnetization plateau at
temperature as low as 0.6K and the system remains paramag-
netic up to saturation.25,27 On the other hand, the integrated
intensity at (000) obtained from neutron scattering on DTO at
T=0.05K shows steps with hysteresis at B ∼ 0.2T 18. More
interestingly, the ordered moment in HTO at T=0.05K shows
a plateau of 6µB near B ∼ 0.4T. Also, the diffuse scattering
at (001) persists in finite field and shows a steplike decrease in
commensuration with the steplike increase in the (000) scat-
tering between B ∼ 0.2 to 0.5T (Fig. 8 in Ref. 18 ). These
features have been previously attributed to the lack of relax-
ation of the magnetic moments at low temperatures, and the
system is trapped in a metastable state. On the other hand,
these features resemble the signatures of a HP state, although
the field range observed experimentally is one order of mag-
nitude larger than our prediction, and the signatures disappear
upon cycling through the field.18 Further experiments are nec-
essary to determine whether these indicate the existence of the
HP phase.
Conclusion.– Using large-scale Monte Carlo simulations,
we construct the full phase diagram of a DSI in a magnetic
field along the [100] direction. We find a new intermedi-
ate HP phase with half of the saturated magnetization, which
should correspond to a QS phase in a 2D quantum boson
model. The transition from the Coulomb phase to this phase
thus corresponds to a SF-QS transition in the bosonic model.
This points to a new direction which can be further explored
through the classical to quantum mapping. More theoretical
analysis based on symmetry considerations has to be done to
determine the general form for the quantum Hamiltonian, and
the corresponding continuum quantum field theory that de-
scribes the characteristics of the phase transition, in particular
near the putative critical point at the tip of the HP phase. In
other words, studying the purely classical DSI in a magnetic
field may provide useful information regarding the quantum
phase transitions in a 2D quantum boson model,17 and exotic
phases such as the supersolid phase in the lattice boson model
may also be realized in the DSI.29 On the experimental side,
we believe the data presented in Ref. 18 indicates possible sig-
natures of this phase in both DTO and HTO, and our results
will stimulate further experimental efforts to resolve this is-
sue. It will also be interesting to see what are the quantum
effects on the magnetic plateau in the quantum spin ice.30
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Appendix A: Comparison of loop and worm updates
Two types of cluster updates were used in our simulation:
the loop13 and worm algorithms9,21. In the loop algorithm, a
loop is randomly generated and is flipped with a Metropolis
move. It depends strongly on the energy difference involved
between the initial and proposed states of the the loop move
and can possibly be rejected13. For simulations in a field, this
algorithm becomes less efficient as the rejection rate can be
very high. On the other hand, in the worm algorithm, the de-
tailed balance condition is imposed along the construction of
the loop, and it allows to flip a long loop of spins in a field
without rejection for the NN spin ice model9,21. In our imple-
mentation of the worm algorithm, the loop is generated using
the transition probabilities specified in the nearest-neighbor
spin ice (NNSI) model, and the loop is flipped with the
Metropolis probability P = min(1, exp(−β∆Edip)), where
∆Edip is the energy change due to the dipolar interaction.
Figure 6 shows the acceptance rates of the loop and the worm
updates at a field of B = 6.696× 10−2T. The worm update is
more efficient at high temperatures since the loop can be gen-
erated without any backtracks9,21. However, the worm update
become inefficient when temperature is lower than 0.81K.
This temperature roughly coincides with the Kasteleyn tran-
sition temperature Tk = 2h√3 ln 2 for the NNSI, below which the
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FIG. 6. (Color online) Comparison of the conventional loop and di-
rected loop updates at B = 6.696× 10−2T. Worm updates becomes
less efficient below T = 0.81K.
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FIG. 7. (Color online). Field dependence of the energy (E) per spin
for the MDG phase (black square), the HP phase (red circle) and
the FP (blue upper triangle). The level crossings correspond to the
plateau transitions at zero temperature. Also plotted is the free en-
ergy (G) per spin at T=0.22K (purple left triangle), 0.20K (green
diamond), and 0.18K (pink down triangle).
backtracking must be included to ensure a physically mean-
ingful solution for the transition probability, and the loop may
terminate prematurely. On the other hand, the loop in the loop
update is generated by random walks through tetrahedra13,
and there still exists finite probability to update the system.
Appendix B: Level crossings
To better understand the temperature evolution of the field
dependence of the magnetization, we examine the energy of
the possible ordered states and the free energy density of the
system at different temperatures in Fig. 7. First, we consider
the field dependence of the energy for the ordered states: the
MDG state (black square), the HP state (red circle), and the
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FIG. 8. (Color online.) The specific heat data showing very sharp
anomalies at the thermal transitions from the Coulomb to the ordered
states. In contrast, relatively small specific heat anomaly is observed
for the low-temperature transitions between the ordered states.
FP state (blue upper triangle). There exist two level cross-
ings at B = 0.018, and 0.052T respectively, which corre-
sponds to the plateau transitions at low temperature. We also
compute the the free energy G = E − TS at T = 0.18K,
0.20K and 0.22K from the simulation data. The entropy is
obtained by numerically integrating the specific heat data. At
T = 0.22K (purple left triangle), none of the ordered states
has the lowest free energy and the system remains disordered.
At 0.20K (green diamond), the free energy curve touches the
HS state near B = 0.035T, indicating the appearance of the
half-magnetization plateau. At 0.18K (pink down triangle),
for B < 0.01T, the MDG state has the lowest free energy,
for B=0.025 to 0.045T, the HP state is the ground state and
for B > 0.052T, the system enters the fully polarized state.
Between these plateaus, the system remains in the disordered
Coulomb phase. These results are consistent with what is ob-
served in the field dependence of the magnetization (Fig. 3 in
the main text).
Appendix C: Specific heat and magnetic susceptibility
Figure 8 shows the specific heat data for L = 5. The ther-
mal transitions from the spin ice state to the ordered states
show sharp peaks due to the release of the large residual en-
tropy at the transition. In contrast, the transitions between the
ordered states show relatively small specific heat anomaly as
these are ordered states with different magnetizations. Fig-
ure 9 shows the magnetic susceptibility versus temperature
and magnetic field for L = 5. Strong magnetic susceptibility
anomalies can be observed near the plateau transitions. This
should be contrasted with the specific heat plot where it shows
small signature of anomalies near the plateau transitions since
the states are all ordered states with different magnetization.
6FIG. 9. (Color online) Magnetic susceptibility versus temperature
and magnetic field. Strong magnetic susceptibility anomalies can be
observed near the plateau transitions.
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