Mixture models are an interesting and flexible model family. The different uses of mixture models include for example generative component models, clustering and density estimation. Moreover, mixture models have been successfully used in various kinds of tasks such as modelling failure rate data, clustering teaching behaviour and in general for modelling large heterogeneous populations. The first step, when using mixture models, is to define a suitable model for the data. Next the parameter of the model must be estimated from data. This phase is called parameter estimation or parameter learning. Another important task is finding the number of subpopulations that the data supports and this problem is called model learning. In this paper we will discuss both issues and cover the basic methods. We also introduce some modern methods and give numerous examples.
Introduction
In many statistical applications the observed data can be seen as stemming from multiple populations. It is of interest to build a generic model, which allows us to combine the samples from different populations. Consider for example the problem of modelling the average height of a finnish person. If we consider all the Finns as a single population, then the estimates we obtain from the model are error prone. If we instead divide the population into multiple subpopulations based on age and/or gender, then we get much better estimates for the quantities of interest (the height of an unseen person).
Assume now that we have formed subpopulations from the population of Finnish people by dividing the age interval suitably. For example we can have a class that represents ¢ ¡ ¤ £ ¦ ¥ ¢ ¡ years old Finns. Assume next that we take a sample of the Finnish population that consists of the height measurements of § people, where § is sufficiently large. We will use© to denote the individual observations. Assume next that we can divide the sample population into subpopulations and that each subpopulation has a weight " ! so that # ! " ! $ & % and ¡ ( ' " ! ' % 0 ) 1 . Next we will build a probability model for each of the subpopulations by composing a probability density function, which gives the probability of seeing a height value 2 4 3 in the subpopulation . We will use 5 ! to denote the density function of the subpopulation and 5 ! 7 6 2 8 3 ¢ 9 to denote the probability that measurement/observation @ is seen in the B A D C subpopulation. Next we will define the density
Clearly also these functions are probability densities and thus we have built a probability model that combines the subpopulations. This was also our ultimate goal. The kind of densities that are shown in equations 1 and 2, are called mixture densities and the models that can be described with such a density are called mixture models. If the number of subpopulations is finite, then we call these models finite mixture models [MP01] and otherwise continuos mixture models. In this paper we will concentrate on the general theory of mixture models, but all the examples that are given use finite mixture models. The subpopulations are usually called mixture components or just components. 8 7 A @ $ . Each component/subpopulation has its own parameters, which define the probability density functions 5 ! . We will use B t o denote the parameters. Figure 1 gives an graphical illustration of a simple generative model of the subpopulation. Naturally the subpopulation can be more complex. Typically the parameters B are unknown and we must estimate them from data. It often is the case that we do not know how many components the model should have and we must discover the optimal number of components from the data. The task of estimating the parameters is called parameter estimation and it is discussed is section 3. The task of finding the optimal number of components is called model learning and that will be the topic of section 4. The model learning task can also be explained in a more intuitive manner by looking at Figure 2 . Each branch under the root node is a component and our goal is to find the optimal number of branches. As it can be understood from this example, we build trees with different number of branches and evaluate them using some evaluation criteria. The tree that is best according to the evaluation criteria is the best possible tree according to this evaluation criteria and the number of branches in that tree is the optimal number of components.
In our example we divided the population into subpopulations based on the age of the persons. However, in many cases we only know that the data has components and our goal is to find a suitable division of the samples. This kind of tasks are typically done via model based clustering methods, in which we have a cluster model and our goal is to divide the data optimally into the clusters. Consider again the problem of modelling the heights of the Finnish people. Assume that we know that the data consists of eight components, but we have no idea, what the components are. This situation is illustrated on the left hand side of Figure 3 . Next our goal is to find parameters B! t hat best describe the components and also to label the data points so that we can point the component to which they belong. The final results of the clustering are shown on the right-hand side of Another task where mixture models are useful is density estimation, which is the task of finding a suitable approximation for the (posterior) density. The simplest approach is to draw a hypercube around each observation. This results in an histogram of the data as illustrated in Figure 4 . Another possibility is to insert a Kernel density function [KT03] , such as a Gaussian shape, around each observation point. The probability estimate at an arbitrary point is then obtained by summing up the densities of the Kernel functions at that point. This approach is called Kernel density estimation and it clearly results in a smooth and good estimation. However, the number of estimator functions used is typically huge, which makes this approach infeasible. The solid shape in Figure 4 illustrates using mixture models for density estimation. As it clearly can be seen from the figure, mixture models provide a much simpler approach that also gives a reasonable approximation. In this case we only needed three components to describe the whole data set. To completely understand this point, figure 5 gives some examples of the shapes that the mixture densities can take. As we can see from the figure, the shapes can be quite arbitrary. At this point we can conclude that mixture models are first and foremost a flexible tool for modelling and that they can be used in various kinds of (modelling) tasks. The rest of the paper is organized in the following way. Section 2 gives an example of using mixture models. In section 3 we look at parameter learning/estimation. To cover all the steps in the modelling process, we will discuss model learning in section 4. Section 6 will conclude the paper and in the appendices we will cover more mathematical aspects.
Example: Fault Rate Modelling with Finite Mixture Models
Assume that we want to build a probability model, which tells us the probability of a fault at a certain time. Consider the case, where we know all the possible faults or at least we have access to enough data so that we can estimate the number of faults reliably. We can model the intensity (=occurrence rate) of the failure type with a Poisson process, in which the intensity parameter can be interpreted as the estimated number of failures/time unit. Figure 6 gives an example of a possible model. Clearly if we have access to enough data we can build an intensity model for each fault type. Also we can calculate the number of times each fault occurred in the data and use these as estimators for the component weights. If we are interested in the probability of a fault in general, then we can build a finite mixture model, where each component is a different fault type and the mixing proportions are estimated from the data as described. This is a very simple and intuitive example of how mixture modelling can be used and if one understands this example, then it is not difficult to think of other applications of mixture models.
Parameter Learning
In this section we will cover maximum likelihood (ML) [KT03] based parameter learning for mixture models. This is a widely used approach both in standard statistics and in Bayesian data analysis. The likelihood of the data given the parameters is defined as the conditional probability 1622 B9
. To be more general we will use the notation 5 6 2 ¡ © B9
t o denote an arbitrary density function 5 , with parameters
B
. If we assume that the data are IID (independent and identically distributed), then we can define the joint likelihood of the samples as the product . We will also use the logarithmic transformation and define the function ¤ in the following way:
B that maximizes the score value defined in equation 3. A necessary condition for this point is that the derivative is zero. So ! $ ¡ holds at the estimate. This theory forms the basis of the EM-algorithm (Expectation Maximization) [MK97] .
The EM and GEM algorithms
In the parameter learning phase we assume that each observation was generated by one the component distributions. However, we do not know the component that generated an individual data point, which means that we have missing data. We will use $ 6 2 ¢ ¡ 9 to denote a data point. The random variable is called the complete data. The variable 2 denotes our observations and ¡ represents the cluster labels, which are missing. A widely used approach for this kind of problems is to use the EM-algorithm.
In the EM-algorithm we initially fix some estimates (B A £ ) for the parameters. These estimates can be (quite) arbitrary, but their selection will (usually) affect the final result. We then calculate the expectation of the complete data log likelihood ( BA f or the parameters. Our goal is to calculate the value . Using the factorization rule, we can write the probability 162 ¢ ¡ 2 B9
i n the following form:
The density
16¡2 B9
i s usually estimated from the data and thus it is not dependent of the selection of parameters and it can be left out. The expectation can be now written in the following form:
This follows directly from the definition of expectation. The expectation in equation 5 is usually denoted by 6 B2 BA © 9 in the literature (e.g. [MP01] , [GCSR04] , [MK97] ). Formally the M-step can be defined in the following way:
Thus we only need to find some parameters values so that the expectation increases. This more general approach is called the General expectation maximization algorithm or GEM [MK97] .
If we want to use the EM-algorithm with mixture models, then the parameter values include the weights of the mixing proportions , and the parameters of each component. The formulas for the EM-algorithm are given in equation 9 and their derivation is given in appendix B.
The rest of the parameters depend on the used distribution so their maximization steps are not be given here.
Variational Extension to EM
The standard EM-algorithm is widely used, but it suffers from some major drawbacks. Because the algorithm is nothing more than a gradient descent in the parameter space, it is guaranteed to find only a local optimum. This is why the initial selection of parameters is very important and there are heuristic methods for selecting suitable starting parameters. A recent extension uses a mathematical optimization method called variational calculus to avoid local optimum. The derivation of the variational EM-algorithm is very easy, but the underlying math is quite complex. Nevertheless we introduce the variational extension here because the algorithm is fast and it can avoid local optima. Intuitively, the algorithm works by increasing a lower bound on the marginal log-likelihood of the complete data. A graphical interpretation of this is given in Figure 7 
We have transformed the original problem into the problem of maximizing the lower bound (=likelihood of the distribution ). Because variational calculus has its origins in quantum mechanics, the distribution is usually called a free energy distribution. Assume first that we can select a suitable distribution . Then the difference between the distributions is defined as the Kullback-Leibler (KL) divergence [KT03] , which is given in the equation below:
The starting values are set so that 
This step simply calculates the expected number of observations that fall into cluster . The iterations are continued in similar fashion until we achieve convergence. Another example is illustrated in the figures 8 -10. The original data is illustrated in Figure 8 and the results obtained by the EM-algorithm are shown in the Figure  9 . Clearly we can see that the algorithm got stuck in a local optimum. A simple way to try to avoid local maxima is allow random restarts with random initial parameters. This approach gives better results as it can be seen from Figure 10 . 
Model Learning
In Figure 2 we illustrated the hierarchical nature of mixture models. Each subtree represents a different component in the tree and the selection of subtrees to be included in the final model is called model learning. Typically model learning is done by calculating a score value and selecting the model, which gives the best score. We will first look at information theoretic criteria and after that move on to Bayesian approaches. We also illustrate using the reversible jump Markov chain Monte-Carlo (RJMCMC) method for assessing the number of mixture components. Other methods for obtaining the number of components include various statistical methods, classification based methods and methods that are based on data compression. For information about these, the reader is encouraged to look at [MP01] . 
Information Theoretic Approaches
The score values that are used in the information theoretic approaches are derived from the Kullback-Leibler (KL) divergence, which is given in equation 16. 
If we select 6 9 to be the true distribution and 6 9 as the approximate distribution then because the first term on the right-hand hand side does not depend on the model parameter we can focus on the second term . Because the KL-divergence is a measure of difference we want to minimize the error. This is equivalent to minimizing the value of the integral Here all the terms denoted by are obtained from the bootstrap sample.
As the last information theoretic score value we will introduce the cross-validation information criteria (CVIC). In CVIC the model is chosen on the basis of the cross-validated log likelihood: 
The variations of this method are widely used so we will focus more on this approach. The standard approach is the leave-one-out cross-validation, which builds estimators ¥! § 
Bayesian Approaches
The Bayesian approaches are based either on the posterior-odds factor or on the prior predictive distribution. The posterior-odds is defined in the following way. Thus the posterior-odds factor is the same as the likelihood § prior odds-ratio. Moreover, if we assign an uniform model prior, then we need to consider only the log-likelihood factor.
Another way is to calculate the prior predictive probability at the¨¤ estimate and use this as the score value. The prior predictive is calculated in the following way: 
Thus in this approach we find the ML estimator or use the maximum a posterior estimator (MAP) for the parameters (for a fixed model) and calculate the probability of the data. The model, which gives the highest probability for the data is the best model.
A possible way to approximate the prior predictive probability is to use the Laplace criterion/approximation at the posterior mode 
In the last phase we have multiplied the equation by £ , which will give a positive score value for the posterior predictive prediction.
Reversible Jump Markov Chain Monte-Carlo
The methods that have been presented so far are the normal way to assess the number of component. In this section we consider an ad hoc way that uses a fully Bayesian approach. This means that we encode the model as an additional parameter. We use to denote the model parameter. The value of indicates the number of components. The joint probability distribution of the parameters and the (complete) data can be written in the following form: 
This follows from the factorization rule of conditional probability. We will assume some additional independencies in the model, as was done in [RG97] , and write the conditional probability in the following form: We will focus on a particular case that will also serve as an example. In particular we are interested in sampling the posterior distribution of the parameters with the reversible jump MCMC-method, which allows us also to perform a random walk in the component space. The distribution of interest is the marginal distribution of the component parameter , which can be obtained from the conditional posterior distribution by integrating over the nuisance (=other) parameters and data. Formally the marginal distribution is given by the following equation:
Figure 12: A graphical illustration of the hierarchical model used in [RG97] .
Here is the prior distribution of the model and ¡ is an auxiliary random variable, which is then used to balance the dimensionality of the models in the linear transformation.
Because this kind of illustration of the algorithm is hard to grasp, we will give the pseudocode of the algorithm: 1) Update weights w 2) Update mean and variance parameters 3) Update allocation z 4) Update hyperparameter beta 5) Split one mixture component into two or combine two into one 6) Create or kill an empty component Thus the random walk will
consider new parameters and ¢ 9 consider different models. In the table below we give some values of the empirical marginal posterior distribution
" 9
, when used on a enzyme data set. The problem with these numbers is that the method was tested against an unknown data set so the method can not be compared to other methods. Another curious aspect of this method is that the priors can be quite arbitrary and it is hard to evaluate what kind of priors one should use. Also the computational complexity of this method puts constraints on the usage of this method.
Comparison
The following results and experiments are from [MP01] . The authors tested different information criterions on three different data sets. The first data set consists of ¤ samples of four-dimensional data, which were generated by sampling from a mixture of five normal distributions. The parameters of the components are given below:
From the parameters we can clearly see that this time the variance between the components is much greater than in the first example. The results are given in the Thus in this case only the BIC results in the correct result. The authors use also a complex data set consisting of two normal components and in this data set the BICcriterion fails to find the correct number of components. The AIC criterion suggests five components so it is clearly really bad in this case. The EIC-criterion suggest three component so one should favor EIC before AIC. For very complex data sets one should also select a more advanced evaluation metric than the ones presented in this paper.
Conclusions
As it can be seen even from this paper, mixture models are a widely researched topic. The research in the parameter learning problem has mostly focused on finding optimizations and variants for the EM-algorithm; many of which are presented in [MK97] . Nowadays, after Tommi Jaakkola's dissertation [Jaa97] , variational methods offer an interesting alternative and the reseach in parameter learning mostly focuses on variational methods (e.g. [CB01] ). Variational methods are nice because they are efficient and because they (usually) find the global optimum. Also it is possible to apply variational methods for finding the optimal number of components. Thus variational methods are an interesting future prospect that can replace many of the existing methods.
The research in the model learning communities has focused on deriving new scoring criterions, which can be harshly divided into three categories namely statistical, Bayesian and information theoretic approaches. The research in this field has also been very useful for Bayesian networks as most of the methods that are used to learn Bayesian networks are based on the same scoring criterions as the ones used for mixture models. Other more advanced methods have also been developed and they are typically fully Bayesian in the sense that the model is a parameter among others. The reversible jump MCMC method is one such approach and the variational approach is another. Corduneanu and Bishop [CB01] report that their variational method found the correct number of components in all the test that they run. Although all the tests were done on a similar data set these results are promising.
To conclude this paper, we want to emphasize that mixture models are a flexible and useful modelling tool. But as with many other methods, also mixture models need to be used with care.
