The Effect of Sample Size
The purpose of the present investigation is to examine the influence of sample size on different goodness-of-fit indicators used in confirmatory factor analysis (CFA) . While the present investigation is limited to CFA, the problems, issues and results also generalize to the analysis of covariance structures. The advantages of the use of CFA are well known and numerous introductions to the LISREL approach used in the present investigation are available elsewhere (e.g., Bagozzi, 1980; Joreskog & Sorbom, 1981; Long, 1983; Marsh & Hocevar, 1985; Pedhauzur, 1982) . Briefly, in CFA, responses to p observed variables by N subjects are summarized by a (p x p) sample covariance matrix and it is hypothesized that the corresponding population covariance matrix can be summarized by .c; true but unknown parameters (Bentler & Bonett, 1980) . The q parameters in the present investigation are the factor loadings, the factor variances and covariances, and the error/uniquenesses. To the extent that the inferred population covariance E derived from these parameters corresponds to the observed sample covariance matrix S, the model is supported. The problem of goodness of fit is how to decide whether E is sufficiently similar to S to justify the conclusion that a specific model adequately fits a particular set of data (Hoelter, 1983) .
In the maximum likelihood approach to CFA a discrepancy or loss function is sAimized with respect to the q parameters such that its value approaches zero as the S and E become identical (Bentler & Bonett, 1980; Joreskog & Sorbom, 1981) . If all the observed variables have a multivariate normal distribution, if the sample size is large, and if the model is correct, the2 n N -1 times the minimum value of the loss function can be interpreted as a X test statistic with degrees of freedom (df) equal to .5 x p x (p + /) -q. As typically used the model is rejected if the X is large relative to the df, 2 and accepted if the X is nonsignificant or small. However, Bentler and Bonett (1980) warn that the probability of detecting a false model increases with N even when the model is minimally false (i.e., differences between E and S are trivial) so that for very large sample sizes nearly all models are reje2 cted.
(It is important to note that for a true model the expected value of X is equal to the df and does not vary with sample size.) Because e. the 2 apparently restrictive assumptions underlying the X test statistic and because of the power of the test for large sample sizes, Marsh and Hocevar (1985) concluded that "most applications of confirmatory factor analysis require a subjective evaluation of whether or not a statistically significant chi-square is small enough to constitute an adequate fit" (p. 567), that this ;:i;=,--tz,l'"-Goodness Of fit 2 subjectivity undermines some of the rigor that is possible with CFA, and that "this issue will continue to be an important one in the future development of this statistical procedure" (p.568). Bentler and Bonett (1980) no to the dubious logic of inferring support for 2 a model from a nonsignificant X (i.e., attempting to prove the null hypothesis) since the X can be made small simply by reducing the sample size.
Because of this influence of sample 2 size, a poor fit based on a :small sample size may result in nonsignificant X , whereas a good Zit based on a large sample size may result in statistically significant X . The substantial influence of sample size an X for a false model may lead to a counterproductive practice in CFA. In order to obtain a nonsignificant X , or at least cl't!% that is acceptably low, researchers may be tempted to limit analyses to a small number of cases, or if their sample size is large to analyze only a subsample of their data. For example, Bentler and Bonett (1980, p. 571) assert that "one's favorite model will stand the best chance of being accepted when tested against the data of small samples " and Fornell (1983, p. 446) suggests that one could "make sure the sample size is not large enough to reveal a difference between the model and the data". As emphasized by these authors, and by common sense, such a practice is counter-productive and Hoelter (1983, p. 328) stated that:
"sacrificing the power of a test by utilizing small sample sizes simply blinds the researcher to significant differences between a model and the data" and "testing models with large samples is alHays desirable, and the question that needs to be addressed deals with how well a model looroximetes the observed data rather than whether of not the model fits the data."
Because of the substantial influence of sample size on X , researchers have developed a variety of goodness-of-fit indices that they claim to be unaffected by sample size, and these are among the fit indices considered in the present investigation.
Goodness of Fit Indicators. 2 2 X and X /df Ratio. These two indices continue to be the most frequently used goodness-of-fit indicators. As noted above, the X for a false model varies directly with sample size, but the X for a true model does not. In CFA the df doe2 s not vary with the sample size, so that the effect of sample size on the X /df must necessarily be the same as for the X . Hence, while these indicators do not vary with sample size for a true model, they are substantially influenced by sample size when the model is false and this dependence on sample size is larger for poorer models.
GOadhcss of fit
Insamtat#1 Eit Indium: Bentler and Bonett (1980) proposed that valuable information could be obtained by comparing the ability of nested models to fit the same data. In particular, for CFA it is useful to compare the fit of a null model in which all the p variables are assumed to be uncorrelated with the fit of the proposed model. If the fit of a null model is reasonable, because the sample size is small or because the measured variables are relatively uncorrelated, then the fit rf target model will automatically be reasonable. However, if the increment in the goodness-of-fit is small, then there may be no basis of support for the model. Bentler and Bonett (1980) presented two incremental fit indices. First they described the Tucker-Lewis Index (TLI) and a more general version of this index. Second, they proposed an alternative index, called the Bentler-Bonett Index (BBI) for purposes of the present investigation. They specifically noted that these indices are useful for comparing the fit of a particular model across samples that have unequal sizes. They cautioned that the absolute value of these indices may be difficult to interpret, but that vAlues of less than .9 usually mean that the model can be improved substantially. Much of the value-of these indices is based on the assumption that they are independent of sample size, and this assumption will be tested in the present investigation.
Other 4it indices c2m2ute § by LISREL, Joreskog and Sorbom (1981) describe three other indices that are computed by LISREL: the goodness-of-fit index (GFI), the adjusted GFI (AGFI), and the root mean square residual (RMS). They describe GFI as "a measure of the relative amount of variances and covariances 2 jointly accounted for by the model" and assert that "unlike X , GFI is independent of the sample size" while the adjusted GFI (AGFI) "corresponds to using mean squares instead of total sums of squares" (Joreskog & Sorbom, 1981, p. I. 40-41) . The RMS, based on the differences between the elements in the observed and inferred covariance matrices, is easily interpreted when correlation matrices are analyzed. For the examination of covariance matrices RMS still has a lower-bound of zero but its upper bound is indeterminant. Thus RMS must be interpreted in relation to the size of the variances and covariances of the measured variables, and cannot be compared across applications based on different variables. Joreskog and Sorbom suggest that GFI and AGFI will generally fall between 0 and 1, but that it is possible for them to be negative. Again, much of the value of these indicators is based on the assumption that they are independent of sample size, and this assumption will be tested in the present investigation.
Critical N. Hoelter (1983, p. 528) argued that "rather than ignoring or completely neutralizing sample size we can estimate the size that a sample must reach in order to accept the fit of a given model on a statistical basis. was a reasonable starting point for suggesting that differences between the model and data may be unimportant. The usefulness of CN also rests on the assumption that its value is independent of sample size, and this assumption will be tested in the present investigation.
The Sobel eag pghrhgtedt mrochs. For purposes of the present investigation only two models, a null model and a target model, are fit to each covariance matrix. However, as emphasized by. Sobel and Bohrnstedt (1985) , by Bentler and Bonett (1980) , and by Marsh and Hocevar (1984; 1985) in most substantive applications a variety of nontrivial models can be generated on the basis of previous research or the logic of the data. Often these nontrivial models will differ from each other according to strict statistical criteria, but differences may not be of practical importance. Goodness-of-fit indicators in which each of the competing nontrivial models is compared to the null model may, perhaps, provide an externally meaningful, well defined, absolute scale for determining whether the statistically significant differences are of practical importance (e.g., Marsh & Hocevar, 1984; 1985) . Sobel and Bonrnstedt (1985) contend that the use of the null model t.o determine one end-point for incremental fit indices is only appropriate for exploratory studies in which nontrivial alternative models are unavailable.
Instead, they argue that a more parsimonious nontrivial model shoulJ be used to define the lower-end of the goodness-af-4it index. However, there are two important problems with their approach. First, the use of the null model to define one end-point of goodness -of -fit indices does not preclude the comparison of alternative nontrivial models and need not be limited to exploratory studies (e.g., Marsh, 1985; Marsh & Hocevar, 1984; 1985) . Second, and more importantly, if their recommendation were followed then the scale of their goodness-of-fit indices would be arbitrarily determined by the idiosyncratic choice of nontrivial models in a particular study, thus precluding inferences of practical significance of differences between competing nontrivial models on a nonarbitrary scale. Furthermore, for the incremental fit indices they considered and considered here, the value obtained from the Sobel/lohrnstedt approach is just a linear transformation of the one based on the null model. Whether the promise of an externally meaningful, well-defined, absolute scale for goodness-of-fit indicators can be 41, -y,-; .;
Goodness of fit 5 fulfilled by existing fit indices is an empirical question that is addressed in part by the present study, but the promise cannot be fulfilled if the Sabel/Bohrnstedt approach is adopted. It should also be noted that if the sample size affects goodness of fit as used in the present approach based on the null model, it mast also affect goodness of fit as defined with the Sobel/Bohrnstedt approach.
flip Emstat IamtstiestionL
For purposes of the present investigation, it is proposed that an ideal goodness-of-fit index should:
1) be relatively independent of sample size;
2) be valid, that is accurately and consistently reflect differences in goodness of fit for competing models of the same data (e.g., nested models)
and for the same model applied to different data;
3) vary along an externally meaningful, well-defined, absolute continuum so that its value can be easily interpreted.
The present investigation emphasizes the examination of the first criterion, but its violation would also undermine the second and particularly the third criteria. In order to examine the first criterion the same threef actor, simple-structure model was fit to data from four data sets. The first two data sets, based on real data, were derived from large normative samples of responses to a multidimensional self-concept (SC) instrument and to a multidimensional instrument used to assess students' evaluations of teaching effectiveness (SET). Based on the a priori design of each instrument, the selection of variables, and the results of previous research, a three-factor model is reasonable. However, only the SC data approximates a simple structure so that it should be better fit by the model than should the SET data.
The third and fourth data sets are based on simulated data. In the third, data were generated according to the model to be tested, so that E and S differ only due to random chance. In the fourth, data were generated according a three-factor model that did not have a simple structure. Hence, goodness of fit indices should be better for the third data set than for the fourth, and also better for the third than either of the first two.
For each of the four data sets, ten random samples were generated with sample sizes of 25, 50, 100, 200, 400, 800, and 1600, and the same threef actor model was fit to 280 covariance matrices derived from the four data sets. To the extent that the values of a particular index of fit are similar across the seven sample sizes, then there is support for its independence of sample size.
Method
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The CFA Model and Analyses.
All analyses were conducted with the commercially available LISREL V package (Joreskog & Sorbom, 1981) . The target model in each of the analyses contained 21 estimated parameters: six factor loadings (in LAMBDA Y), three factor variances (in PSI), three factor covariances (in PSI), and nine error/uniquenesses (in THETA EPSILON). The first measured variable for each factor was designated to be a reference indicator and given a factor loading of 1.0, while loadings for the other two variables were estimated. Hence the df (.5 x 9 x 10 -21 = 24) was constant for all the analyses, In addition to the target model, a null model was tested for each covariance matrix such that the reproduced covariance matrix was a diagonal matrix of variances and the nine measured variables were posited to be uncorrelated. The df for the null model (.5 x 9 x 10 -9 = 36) was also constant for all the analyses. The same
null and hypothesized models were tested for each of 280 covariance matrices described below. (Also, in order to test the generality of findings to be described latter, one additional set of analyses was conducted on a 14-variable, 4-factor model described latter).
The Data.
Tne Sample Sizes. The seven sample sizes to be rmensidered in the present investigation, 25, 50, 100, 200, 400, 800 and 1600, were selected to span the range of sample sizes typically considered in CFA. Hoelter (1983) and Bentler and Bonett (1980) each considered a sample size of 23 for a similar purpose, and so 25 appeared to be a reasonable lower limit. The upper limit of 1600 was arbitrary, but it is apparently larger than the sample sizes typically used in CFA. (Also, in order to test the generality of findings to be described latter, one additional set of analyses was conducted with a sample of 32,000).
Self-concept (SC) pates. The SC data came from the normative archive of over 4,000 sets of responses to the Self Description Questionnaire (Marsh, 1986) . For purposes of the pretent investigation the first three indicators were selected from the Physical Ability, Reading, and Math scales. Previous research (e.g., Marsh & Hocevar, 1985; Marsh, Smith & Barnes, 1985) suggests that the simple structure model should provide a reasonable fit for this data.
A random sample of 3175 cases was divided into sets of 25, 50, 100, 200, 400, 800, and 1600, and this process was repeated 10 times so that a total of 70 covariance matrices were created. The hypothesized and null models were fit to the a 9 x 9 covariance matrix derived from this data set.
gtudents' evaluations of teaching ,SET). This data came from the cet of 4,471 sets of class-average responses to the Students' Evaluation of Educational Quality instrument that was factor analyzed by Marsh (1983; 1984) . For purposes of the present investigation the first three items were selected from the Leaning/Value, Organization, and workload /Difficulty scales. Previous factor analyses suggest that while the three factors are well defined, several of the items load on more than one factor so that solution is not "simple." As with the SC data, the null and hypothesized model were fit to 70 covariance matrices.
agog Itcystmg gigglgted data IESSEL The nine measured variables were defined with the random number generator from the commercially available SPSS package (Hull & Nie, 1981) . Each variable was defined to reflect only one factor and a normally distributed random error component, and the three factors were defined to be correlated (see Appendix I). A total a 31,750 cases were generated and divided into 70 sets of data such that each sample size was represented by 10 covariance matrices, and the null end hypothesized models were fit to the 70 covariance matrices.
Complex gtrgEtgcg giggited pats (pSHIL The nine measured variables were defined as with the SSSD except that six of the nine measured variables --two for each factor --were defined such that each should have had a small loading on one factor in addition to the one it was designated to reflect (see Appendix I). Again a total of 31,750 cases were generated and divided into 70 sets of data such that each sample size was represeAted by 10 covariance matrices, and the null and hypothesized models were fit to the 70 covariance matrices.
GpsdngsE gf Eit Indiaatocgs.
2 2 Six goodness-of-fit indicators --X , X /df, GFI, AGFI, RMS, and CN --were examined that did not require results from a corresponding null model. Two forms of an incremental fit index described by Bentler and Bonett (1980) were used to reflect a scaled difference between the goodness of fits for the null and hypothe2 sizld models. One form is illustrated by the BBI; the difference in X for the Null and tested model divided by the X for the null Goodness o fit 8 data tested with a priori models. The set of 12 fit indicators, as defined in Appendix II, was used to assess the goodness of fit in all 280 CFAs.
Results & Discussion
One-way ANOVAs (Table 1 ) and a visual inspection of graphs ( Figure 1) were used to assess the sample size effect on each index for the four data sets. The effect of sample size varies dramatically depending on the index. Of the 12 indices considered, only the TLI and the conceptually similar MB2 are relatively independent of sample size. For the other 10 indices, the sample size effect varies with both the sample size and the data set. For 7 of these 2 2
10 indices --all but X , X /df, and CN --most of the sample size effect occurs for the smallest sample sizes (25, 50, 100 & 200) . Ths. sample size afloat for all but TLI and M82 also appears to vary with the data being con2 sidered. In particular, the sample size effect for all the indices except 2 X , X /df, TLI and M82 are substantially larger for the SSSD data that was simulated to be best fit by the model than for the SC and/or SET data.
Insert Table 1 and Figure 1 About Here
Though not the primary focus of the present investigation, the four data sets were constructed so as to vary in their ability to be fit by the target model. In particular, the SSSD data were sisulated to be best fit by the model, and the SC data were selected so as to be better fit by the 2 model than 2 were the SET data. This ordering is accurately reflected by X , X /df, GFI, AGFI, CN, TLI and MB2, but not by BBI, MB1, incremental RMS, incremental CN --all of which are incremental indices. (Note that the RMS was not considered since it is dependent on the size of variances and covariances in the particular application and so is clearly not comparable across applications unless analyses are based on the correlation matrices.) It was also assumed that the fit for the target model should always be better than for the corresponding null model. However, AGFI and occasionally GFI had negative values for the target model whereas the corresponding null models always had positive values. Thus, at least for these cases, GFI and AGFI did not accurately reflect differences in the ability of the two models to fit the same data. These findings suggest that the five incremental indices other than TLI and MB2, and perhaps GFI and AGFI, in addition to being substantially influenced by sample size, may not validly reflect real differences in goodness of fit.
Contrary to claims by Bentler and Bonett (1981) , their BBI is substantially related to sample size in all four data sets. Contrary to claims.
by Joreskog and Sorbom (1981) For the SSSD data, the RMS reflects only random variance and the amount of random variance is inversely related to sample size. Thus RMS also varies 2 inversely with sample size. The BBI is based on the 2 ratio of the X s for the null and target model, but for the SSSD data the X for the null model varies substantially with sample size while the X for the target model does not.
Thus BRI must also vary with sample size. CN is based on the unstated assumption that the proportion of random variance will not vary with sample size, but this assumption is false.
For the SSSD data with n=25 CN is small (41) because the proportion of random variance is relatively large, whereas for n=1600 CN is much larger (3114) because the proportion cf random variance is relatively small. If the SSSD were tested with a sample size of 41 and the proportion of random variance was the same as it was in a sample size of 25, then Halter's claim of the independence of CN and sample size would be satisfied. However, as empirically demonstrated in the present investigation, the claim is false, and this is because the proportion of random variance will not be the same in samples of 25 and 41. Mote also that if a covariance matrix based on 1600 cases is used but LISREL is told that it is based on only 2 100 cases, a much smaller X will be obtained than if a covariance based on a random sample of 100 of the 1600 cases is used.] GFI and AGFI, as measures of the relative variance that is accounted by the target model, will also vary with sample size since the amount of random variance that is unexplained by the model varies with sample size. Hence, RMS, CFI, AGFI, CN, and BBI all vary .12
Goodness of fit 10 with sample size because the proportion of random variance varies with sample size. For real data the situation is complicated by the existence of uniqueness in addition to random and explained variance. However, even though it may be difficult to separate random error and uniqueness, the proportion of random variance still depends on sample size so that the logic of the present explanation generalizes to these data as well. The purpose of the 32,000-case analysis was to determine the behavior of the fit indices when the sample size was extremely large. Although the interpretation of the values is difficult for many of the indices that are approaching their optimum values for n=1600, only the TLI and MB2 appeared be 2 2 unaffected by this large jump in sample size. The X and X /df for the 32,000
cases were substantially larger (poorer) compared to values for 800 and 1600 cases, CN was substantially larger (improved), and the other indices --except TLI and MB2 --were marginally improved (see footnote 1). These findings support the generality of the findings summarized earlier, but do nct indicate whether or not the indices will continue to change as sample size approaches infinity.
The purpose of the new data set with 14 variables was to explore the generality of the sample size effect found with the 9 variable model. While the sample size effect was statistically significant for all fit indices, the size of the effect was substantially smaller for the TLI and MB2 than for any other fit indices (see footnote 2). Furthermore, the group based on samples sizes of 25 was the only group to differ significantly from any other group for TLI and MB2, whereas nearly all possible pair-wise comparisons between different samples sizes were statistically significant for the other indices. These results also support that the generality of the findings summarized earlier.
Summary
The promise of an externally meaningful, well-defined, absolute scale does not appear to be fulfilled by most of the goodness-of-fit indices considered in the present investigation. First, when the variables to be fit
and the model to be tested are held constant, values for 10 of the 12 fit indices are substantially affected by sample size. Furthermore, this sample size effect cannot be easily characterized Once it varies depending on the particular index, the data set that is bei 4 considered, and the range of sample sizes being considered. Second, when the model to be tested and the sample size are held constant, the fit indices may not be comparable across different data sets. In particular, the SSSD data was constructed so that it (.928). Compared to indices for samples of 800 and 1600 with the same CSSD data (see Table 1 ), the values for the TLI and M82 did not differ, values for GFI, AGFI, RMS, BBI, MB1, incremental RMS, and incremental CN were 2 2 marginally improved, values for X and X /df were substantially poorer, and the value for CN was substantially improved.
2
Procedureli similar to those used for the CSSD data were used to generate 14 random variables that reflected 4 correlated factors. The first nine variables were defined as with the CSSD data, and the fourth factor was defined by five additional variables that were constructed to reflect it.
The data was fit with a simple structure model even though the simulated structure was complex. For just this analysis, 10 sets of 14 variables were generated with sample sizes of 25, 100, 400, and 1600. LISREL was used to Appendix I
The following set of compute statements were used with SPSS (Hull & Niel 1981) in order to create 31,750 sets of nine variables (xl -x9) to represent the SSSD and CSSD data sets. Subsequent CFA analyses were based on 70 covariance matrices --10 for each of 7 sample sizes --derived from these nine variables.
SSSD Data Set compute v = normal (1) compute fl = .2 * v + normal (1) compute f2 = .4 * v + normal (1) compute f3 = .6 * v + normal (1) compute xl = .6 * fl + normal (1) compute x2 = .7 * fl + normal (1) compute x3 = .8 * fl + normal (1) compute x4 = .6 * f2 + normal (1) compute x5 = .7 * f2 + normal (1) compute x6 = .8 * f2 + normal (1) compute x7 = .6 * f3 + normal (1) compute x8 = .7 * f3 + normal (1) compute x9 = .8 * f3 + normal ( (1) compute f3 = .6 * v + normal (1) compute xl = .2 * f2 + .6 * fl + normal (1) compute x2 = .2 * f3 + .7 * fl + normal (1) compute x3 = .8 * fl + normal (1) compute x4 = .2 * fl + .6 * f2 + normal (1) compute x5 = .2 * f3 + .7 * f2 + normal (1) compute x6 = .8 * f2 + normal (1) compute x7 = .2 * fl + .6 * f3 + normal (1) compute x8 = .2 * +2 + .7 * f3 + normal (1) compute x9 = .8 * f3 + normal ( is an ideal or optimum value for x. These are called form 2 incremental indices for purposes of the present investigation.
Stand Alone Indices. (see Joreskog & Sorbom, 1981) 2 2) X /df where df =C .5 x p x (pig) 3 -q T T -1 2 -1 2 3) GFI = 1 -E (tE (E x S -I) /(tE E S ) (see Joreskog & Sorbom (1981, p. 1.40) .
4) AGFI = 1 -Cp x (p+1)/2df 3 x (1 -GFI) T (see Joreskog & Sorbom (1981, p. 1.40 Joreskog & Sorbom (1981, p. 1.41 ).
1/2 2 2 6) CN = CCz + (2 x df -1) 3 /C2 x X /(N -1)) +1 where criC T T z = the critical value from a normal curve table for a given cri C probability level --1.96 in the present investigation (see Hoelter, 1983, p. 31) .
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Incremental Form 1 Indices. 2 2 2 2 7) Incremental Form 1 index for X = BBI = (X -X )/ (X ) where
the subscripts a and T refer to the null and target models (see Bentler & Bonett, 1980) . We know of no previous descriptions of these goodness of fit indicators. The X for the null model is presented to illustrate the substantial effect that sample size has on its value. * p < .05; ** p < .01. Figure I . The sample size effect for selected fit indices in each of the 2 four data sets. Since the form of the sample size effect was similar for X 2 and X /df, for BBI and MB2, and for TLI and MB2, only the first of each of these pairs is presented. However, the values for the fit indices not included in Figure 1 are presented in Table L 
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