Abstract-In view of modeling accuracy problems of General Regression Neural Network (GRNN), the improved GRNN has been used to forecast wind speed. Firstly, K-fold cross validation was used to select smooth parameter of GRNN, and the influence of K value was analyzed. Then, Markov Chain (MC) was introduced to correct the results of GRNN to improve the accuracy of GRNN. And C-average clustering algorithm was used to state division, the number of state and correction results were emphatically discussed. Finally, the improved GRNN was applied to wind speed forecasting by use of the actual data gathered from a wind farm in Shanxi province to further test the proposed method. The experimental results show that the superiority of the proposed method compared with GRNN.
INTRODUCTION
Wind energy has been recognized as a kind of ample, secure, clean energy. People from all over the world paid more attention to it. The principle of wind power generation is to convert wind energy to power through wind turbines. The random, intermittence and uncontrollability of wind speed causes the volatility and intermittence of wind power [1] . Therefore, wind speed forecasting is the foundation of wind power prediction, and it is also an effective method of improving the power quality.
At present, there are three different approaches to forecast wind speed. The first one is physical approaches such as Numerical Weather Prediction model [2] . The second one is statistical techniques such as times series method [3] and Kalman filters [2] . The last one is intelligent method such as BP neural network [4] , and wavelet neural network [5] .
General Regression Neural Network (GRNN) is a remarkable method based on statistical theory and kernel regression. Its advantages include less initialization parameter, efficient convergence, robustness to noise, precise forecasting compared with other types of neural networks. It has been successfully applied to short-term wind power prediction, surface deformation prediction and traffic volume [6] . In this paper, the improved GRNN is used to forecast wind speed based on the above characteristics. The smooth parameter has a significant influence on the predictable performance. It is optimized by K-fold cross validation based on the advantages such as obtaining more information from learned metrics, avoiding the local minimum point effectively and over-fitting problem to some degree [7] . It is essential to improve the predictable accuracy of GRNN to enhance the generalization ability of network since predictable errors of GRNN increase in the condition of volatile wind speed. According to relevant literatures of the generation of synthetic wind speed and wind power time series, Markov Chain (MC) is proposed to revise the results of GRNN.
The paper is organized as follow: Section II describes the GRNN model based on wind speed forecasting. The optimal parameter and wind speed forecasting are given in Section III. Section IV demonstrates the Markov Chain and discusses its revised results. The conclusion is in the section V.
II. GRNN MODEL BASED ON WIND SPEED FORECASTING
GRNN is a kind of feed forward network based on the nonparametric kernel regression, which takes sample data as a posterior condition and exploits the maximum a posterior criterion to calculate its output. GRNN for prediction can be achieved as follow [8] :
and Y is corresponding output) is the sample set composed of random variable X and Y. The number of sample set is expressed in S. δ is the smooth parameter. GRNN model based on wind speed forecasting is established on the foundation of (1), which composes of input layer, pattern layer, summation layer and output layer [7] as shown in Figure 1 . Based on our previous study, the temperature, barometric pressure and humidity at the moment of t, wind speed at the moments of t, t-1, t-2, t-3 are adopted as input vector of neurons of input layer, and the input layer has the same numbers as the dimensions of vector. Gauss function is chosen as the transfer function of neurons in pattern layer which shares the same numbers with wind speed sample set S. Summation layer consists of two kinds of neurons, one is applied to calculate the weighted summation of each output in the second layer, where the weights is replaced by the values of wind speed sample Y s . The other is employed to calculate the sum of pattern layer. The wind speed at the moment of t+1 is adopted as output.
FIGURE I. GRNN MODEL BASED ON WIND SPEED FORECASTING

III. K-FOLD CROSS VALIDATION FOR GRNN
A. Wind Farm Data
The real data is obtained from a wind farm in Shanxi province. It refers to average values collected every five minutes from wind towers. Data sieving, abnormal data erasing and interpolation are the prior steps of data processing. Then, the processed data is converted into information collected every 30 minutes to reduce the random influence of wind speed. The processed half-hour wind speed series of June in 2014 (including 1400 data) at a height of 70 meters (the installation height of wind turbines is usually higher than 50 meters in china) are applied in this part because of the limitation of space. The proposed method is used to forecast wind speed for half-hour ahead, where the first 1300 values of these data are used for training and the last 100 values are used for validation.
B. Parameter of GRNN
Smooth parameter is a critical parameter which has a significant influence on predictable performance of GRNN. During the process of optimization, the parameter is made large, making the curve of output more smooth and the network training complicated, and small smooth parameter will result in inaccuracy of forecasting. In this paper K-fold cross validation is chosen to optimize the smooth parameter. The optimizing principals are: the learning samples are divided into K groups firstly, then K-1groups of samples are used to establish GRNN model. In the meanwhile, the remaining group is used to test the performance of model with Mean Absolute Error (MAE) inaccuracy of forecasting. In this paper, Analysis of influence of different K values until all the groups have the same time for testing. Finally, the optimum parameter is determined by the one corresponding to the minimum value of MAE [9] . However, K value is made certain, the smooth parameter is determined. Therefore, how to determine K value is the key problem to solved in next part. 
C. Evaluation and the Selection of K Value
For all performed experiments, mean absolute error (MAE), mean absolute percentage error (MAPE) and root-mean-square error (RMSE) are utilized as evaluation criteria for evaluating the predictable performance [5] . Considering the volatility of neural network, all the results are the average values of series of simulation experiments. The influence of different K values on forecasting results and simulation times are shown in Table  1 . It shows that there is a progressive increment in simulation time. However, the forecasting results have no progressive decrement, and smooth parameter is comparatively stable as K value increases. K=5 is an appropriate value for forecasting when evaluation criteria and simulation times are considered together. In comparison of the results, it shows that the MAPE of GRNN is all greater than 18%, which is not accurate enough for application. Therefore, it is necessary to take necessary measures to improve the precision.
IV. ERROR CORRECTION OF GRNN BASED ON MC
GRNN for wind speed forecasting is based on the historical sequences of wind speed and relevant factors with function of nonlinear mapping. It is inevitable to cause forecasting error. Therefore, it is necessary to make further revision for results of GRNN to improve wind speed forecasting accuracy. Markov Chain is a method of predicting the future state and 77development trend by state transition probability. It has been successfully applied to many fields such as hydrology, communications and geotechnical engineering [12] .
A. Key Techniques and Process of Correction of MC
At present, there is no uniformed method for Markov Chain for state division, which has a significant effect on revision. Firstly, fuzzy C-average clustering algorithm is applied in state division to avoid the influence of artificial factors Then, the autocorrelation coefficient of error sequence is normalized as the weights of state probability to synthesize each kind of state probability Finally, the leveled characteristic value is used to judge the state of current wind speed in order to consider the influence of all state probability instead of maximum probability [12] . The flow chart of Markov chain prediction is shown in Figure 2 . It should be noted that the boundary between two states can be obtained by calculating the average of lower bound in previous state and upper bound in later state. The weight w is a k-dimension row vector. Transition probability matrix ( ) k P consists of ( ) k ij P , which is equal to the radio between the number of state i shifting to state j by jumping k steps and the number of state j. P(0) is a matrix of k rows and c columns. Table 2 demonstrates the impact of c value on prediction at K=5. It is shown that c value causes the different errors. It has no effect or weakly negative effect on prediction of GRNN at c = 3 and c=10. In the meantime, it has the strongest effect on prediction at c=8 when comparing with the result at K=5 in Table 1 . Consequently, the historical errors of GRNN are divided into eight intervals. The results of state division using fuzzy C-average clustering algorithm are shown in Table 3 .
FIGURE II. THE FLOW CHART OF MARKOV CHAIN
B. Discussion of the Vital Parameter of Markov Chain
According to Section II, previous four moments of errors are used to calculate the autocorrelation coefficient as previous four moments of speed. k (k=1,2,3,4）order autocorrelation coefficient, r k, and its normalized values w k are calculated. Then, the corrections of wind speed are obtained from it. The comparative analysis of wind speed forecasted by GRNN and the modified GRNN (MC-GRNN) are listed in Table 4 , and the corrections corresponding to wind speed are also listed in Table 4 .
It is noticed that the results of GRNN are no obvious improvement after correction when compared Table 1 with  Table 2 . However, the results of simulation tests show that the current correction will cause a passive effect when the sign of next correction is changed as shown in Table 4 . Therefore, the current correction is changed plus-minus to have a positive effect on the result of GRNN under this condition. Table 5 shows the comparison of the wind speed forecasting improvements in MAE, MAPE and RMSE of MC-GRNN and GRNN. They are reduced by 26.28%, 27.77%, 20.41%, respectively. The result of comparison shows the superiority and effectiveness of MC-GRNN in the nonstationary wind speed forecasting. -0.5<J-j<0.5? Figure 2 shows that forecasting values of GRNN become better in different degrees after correction. For example, there is a large result improvement of MC-GRNN around the point at 18. However, there is a small improvement around the point at 45. Figure 2 and Table 5 show that MC-GRNN method has better forecasting ability of forecasting wind speed series. In this paper, the improved GRNN has been used to forecast wind speed of the wind tower based on real data. K value of K-fold Cross validation has a significant influence on the performance of GRNN. The qualified results can be obtained at K=5 according to our experiments. Markov chain is used to correct the results of GRNN to improve its performance, and the number of state division is discussed. On the basic of the results, dividing wind speed errors into eight states can be a reference for the future research. In order to compare the performance of the proposed method and GRNN, the real data collected from a wind farm in Shanxi province is used for evaluating the proposed method. The numerical results demonstrate the superiority of the proposed method.
