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Vorwort 
In den Lehrbüchern der Algebra, die heute üblicherweise benutzt werden — als besonders 
einflußreich seien genannt die Bücher von van der Waerden [vdW], Jacobson [JBA] und 
Lang [LaA] — wird reelle Algebra erst in späten Kapi te ln und dann in sehr bescheidenem 
Umfang dargeboten (bei Jacobson ist es etwas mehr). Das große Lehrwerk Elements de 
Mathematique von Bourbaki zeigt ein ähnliches B i l d : In seinem Buch Algebre kann man 
immerhin ein kurzes Kap i te l (Chap. 6, Groupes et corps ordonnes) der reellen Algebra 
zurechnen. Hingegen wird der kommutativen Algebra ein eigenes Buch mit inzwischen 
neun K a p i t e l n gewidmet, wobei Bourbaki durchaus i m elementaren Tei l der Theorie 
verbleibt, nach seinen und heutigen Maßstäben nur das für eine Grundlegung unbedingt 
Notwendige zur Sprache bringt. 
Dementsprechend scheinen heute nicht allzu viele Algebraiker die reelle Algebra über-
haupt als eigenen Zweig der Algebra wahrzunehmen. Das ist nicht immer so gewesen. 
Im neunzehnten Jahrhundert erlebte die relle Algebra eine Zeit der Blüte. Die Lehre von 
den reellen Nullstellen eines reellen Polynoms in einer Variablen stand während dieses 
ganzen Jahrhunderts im Zentrum des algebraischen Interesses und war ein unverzichtbarer 
Bestandteil jeder höheren mathematischen Ausbildung. 
Davon legt noch das große dreibändige Lehrbuch der Algebra von Heinrich Weber [W] 
Zeugnis ab. Obwohl Weber in seiner Forschung vorwiegend an Zahlentheorie, insbesondere 
komplexer Mult ip l ikat ion und Klassenkörpertheorie, interessiert war und hierauf sein 
Lehrbuch vornehmlich ausrichtete, widmete er doch gleich i m ersten Band weit über 
hundert Seiten den reellen Nullstellen reeller Polynome. 
In unserem Jahrhundert ist ein drastischer Abfal l des Interesses an reeller Algebra zu 
verzeichnen. Dieser Trend scheint sich erst seit Ende der siebziger Jahre zu ändern. Dies 
ist umso erstaunlicher, als die wesentlichen Keime einer modernen reellen Algebra, wie 
wir sie heute verstehen, bereits alle in zwei Arbeiten von A r t i n und Schreier aus den 
zwanziger Jahren ([AS], [Aj) vorhanden sind. 
Was also ist reelle Algebra? W i r versuchen jetzt nicht, eine formale Definition dieses 
Gebietes zu geben — was schwierig wäre —, sondern antworten lieber mit einer Analogie, 
welche die reelle Algebra in Parallele zur kommutativen Algebra setzt. Man. darf die 
kommutative Algebra als den Tei l der Algebra ansehen, der die für die algebraische 
Geometrie (vornehmlich in ihrer modernen abstrakten Ausprägung) typisch wichtigen 
algebraischen Grundlagen enthält; und algebraische Geometrie ist letztlich die Lehre 
von den Lösungsmengen von Systemen polynomialer Gleichungen (F(xi,..., xn) = 0) 
und Nichtgleichungen (F(xi,..., xn) / 0). Dementsprechend stellt die reelle Algebra 
algebraische Methoden bereit, die als Werkzeug typisch sind für die reelle algebraische 
Geometrie, insbesondere die semialgebraische Geometrie. Letztere ist die Lehre von 
den Lösungsmengen von Systemen polynomialer Ungleichungen ( J P ( X J , . . . yxn) > 0 oder 
F(xi,..., ccn) > 0), wobei als Koeffizientenbereich klassisch der Körper der reellen Zahlen, 
allgemeiner ein angeordneter Körper zugrunde gelegt wird. 
Diese Analogie macht plausibel, warum in unserem Jahrhundert bisher ein so viel 
stärkeres Interesse an kommutativer als an reeller Algebra zu verzeichnen war. Die 
algebraische Geometrie hat ja i m zwanzigsten Jahrhundert einen kontinuierlichen und 
schließlich triumphalen Aufschwung genommen, während reelle algebraische Geometrie 
nur isoliert und dann meist mit transzendenten Methoden betrieben wurde. Somit war 
von der geometrischen Seite her über viele Jahrzehnte kein Motor vorhanden, der die 
reelle Algebra hätte vorantreiben können. 
Erst 1987 ist überhaupt ein erstes Lehrbuch [BCR] über reelle algebraische Geometrie 
erschienen. W i r verweisen auf den letzten Abschnitt der Einleitung dieses verdienstvollen 
Werkes [loc.cit., p. 4f], in dem die Autoren Bedenkenswertes über den merkwürdigen 
Dornröschenschlaf der reellen algebraischen Geometrie (soweit sie mit algebraischen Me-
thoden betrieben wurde) mitteilen. 
Inzwischen ist dieser Schlaf einer lebhaften Entwicklung gewichen. A l s wichtigstes 
auslösendes Moment hierfür sehen wir die Einführung — oder besser: Entdeckung — 
des reellen Spektrums Speryl eines kommutativen Ringes A durch Miche l Coste und 
Marie-Frangoise Roy u m das Jahr 1979 an. 
M a n darf Sper A in Analogie zu dem von Grothendieck eingeführten Zariski-Spektrum 
S p e c A sehen. Der Begriff des Zariski-Spektrums ist bekanntlich der Schlüssel zu Crothen-
diecks abstrakter algebraischer Geometrie. Ebenso ist der Begriff des reellen Spektrums 
der Schlüssel zu einer abstrakten semialgebraischen Geometrie. (E in Unterschied: Im Ge-
gensatz zu Spec A scheint S p e r A (mindestens) zwei wichtige Strukturgarben zu tragen, 
die von Coste und Roy eingeführte Garbe der abstrakten Nash-Funktionen [R] und die 
von G . Brurhfiel und N . Schwartz eingeführte Garbe der abstrakten semialgebraischen 
Funktionen [Bru3], [Schwl], [Schw2].) 
Reelle Algebra tut not, um die jüngsten Entwicklungen in der reellen algebraischen 
Geometrie zu verstehen und der in der Zukunft zu erwartenden intellektuellen Herausfor-
derung auf diesem Gebiet gewachsen zu sein. Damit kommen wir zu der Zielsetzung des 
vorliegenden Buches. 
Unser Buch geht von zwei Einsichten aus: Reelle Algebra ist ein in ihren Grundlagen 
weitgehend autonomer Zweig der Algebra mit für diesen Zweig spezifischen Methoden. 
Diese Grundlagen können schon bei Vorliegen einiger Standard-Kenntnisse aus der l i -
nearen Algebra, der Gruppen-, Körper- und Ringtheorie, etwa i m Umfang einer heute 
üblichen einsemestrigen Algebra-Vorlesung, mit Erfolg gelehrt werden. 
Genauer unterscheiden wir zwischen einer elementaren und einer höheren reellen Alge-
bra. Erstere kann ohne besondere Vorkenntnisse entwickelt und mit Nutzen in der reellen 
algebraischen Geometrie angewendet werden. Letztere benutzt ernstlich M i t t e l aus ande-
ren Zweigen der Mathematik , insbesondere reelle algebraische Geometrie, kommutative 
Algebra, algebraische Geometrie, Modelltheorie und Theorie der quadratischen Formen, 
aber gelegentlich auch algebraische Topologie, reelle Analysis , komplexe Analysis. (Man 
kann die Liste sicher verlängern.) Eine analoge Unterscheidung kann man bei der kom-
mutativen Algebra treffen. Dabei ist eine Abgrenzung zwischen „elementar" und „höher" 
auf beiden Gebieten nicht völlig objektiv möglich, sondern dem persönlichen Standpunkt 
und Geschmack unterworfen. Außerdem, je höher es hinaufgeht, um so fließender und 
willkürlicher wird die Grenze von beiden Arten der Algebra zu den entsprechenden Geo-
metrien. 
Unser Buch ist der in obigem Sinne elementaren reellen Algebra gewidmet. E i n weiteres 
Buch [HRA] über höhere reelle Algebra ist geplant. Im jetzigen Buch kommen wir 
tatsächlich mit Vorkenntnissen in dem oben angedeuteten Umfang aus. W i r hätten 
durch Hinzufügen von weiteren zwanzig bis dreißig Seiten die Voraussetzungen weiter 
herunterschrauben können und zum Beispiel alles, was an kommutativer Algebra und 
Theorie der quadratischen Formen gebraucht wird, hier auch entwickeln können. E i n 
Ehrgeiz in dieser Richtung schien uns aber nicht mehr sinnvoll zu sein. W i r vermuten, 
daß ein Student, der sich für reelle Algebra interessiert, ohnehin die in dem jetzigen Buche 
nötigen Voraussetzungen fast alle mitbringt und das Wenige, was i h m zufällig fehlen mag, 
leicht anderswo findet. 
Auf ein Spezifikum der reellen Algebra sei besonders hingewiesen: Die große Rolle, die 
hier allgemeine (= Krullsche) Bewertungsringe spielen. In den meisten Teilen der kom-
mutativen Algebra werden Bewertungsringe, die nicht diskret sind, nur als Hilfsmittel 
angesehen, auf das man oft auch verzichten kann. Hingegen sind allgemeine Bewertungs-
ringe in der reellen Algebra ein durchweg natürlicher und sogar zentraler Begriff. Der 
Grund ist, daß jeder konvexe Teilring eines angeordneten Körpers ein Bewertungsring 
ist, aber nur in seltenen Fällen ein diskreter Bewertungsring. Dies hat schon K r u l l in 
der Einle i tung zu seiner Pionier-Arbeit „Allgemeine Bewertungstheorie" [Kr] festgestellt. 
(Vorgeformt, noch ohne den Begriff des Bewertungsringes, findet man es bei A r t i n und 
Schreier [AS, p. 95].) K r u l l erkennt auch in der Theorie der angeordneten Körper ein 
wichtiges Anwendungsfeld der allgemeinen Bewertungstheorie, widmet den angeordneten 
Körpern aber dann doch nur einen - allerdings inhaltsreichen - Abschnitt" seiner großen 
Arbeit [Kr, §12]. 
Unser Buch ist in drei Kapi te l gegliedert. Das erste Kap i te l enthält, neben der A r t i n -
Schreierschen Theorie der angeordneten Körper und den elementaren Beziehungen zwi-
schen Anordnungen und quadratischen Formen, einiges aus der reellen Algebra, des neun-
zehnten Jahrhunderts. Dabei werden verschiedene Verfahren zur Bestimmung der Anzahl 
der reellen Nullstellen eines reellen Polynoms behandelt (Sturmscher Algorithmus, Her-
mites Methode mittels quadratischer Formen, Satz von Hurwitz ) . E in weiterer Abschnitt 
ist der Beziehung zwischen dem Cauchy-Index und der Hankelform sowie der Bezoutiante 
einer rationalen Funktion gewidmet. 
Das zweite Kap i te l handelt von reeller Bewertungstheorie. Dabei wird alles, was wir an 
allgemeiner Bewertungstheorie brauchen, von Anfang an entwickelt. Das Kapi te l gipfelt 
in einer Darstellung von Art ins Lösung des 17. Hilbertschen Problems. 
Das dritte Kap i te l schließlich ist dem reellen Spektrum gewidmet. Nach einem kurzen 
Steilkurs über das Zariski-Spektrum wird das reelle Spektrum ausführlich auf seine Eigen-
schaften untersucht, allerdings nur als topologischer Raum. Eine Strukturgarbe wird noch 
nicht eingeführt. Dabei werden auch die verschiedenen Interpretationen der Punkte und 
gewisser Teilmengen des reellen Spektrums durch Filtersätze i m geometrischen Fall (affine 
Algebren über reell abgeschlossenen Körpern) vorgestellt. In den letzten fünf Paragraphen 
des Kapitels kommen wir dann auf einige Teile der reellen Algebra zu sprechen, in denen 
das reelle Spektrum sich als klärend und hilfreich erweist, wie reduzierter VVittriug eines 
Körpers, Positivstellensätze, Präordnungen von Ringen, konvexe Ideale, Holomorpliiering 
eines Körpers. Dabei kommen noch einmal viele der früher entwickelten Techniken und 
Begriffe zum Einsatz. 
Für den Kenner sei angemerkt, daß das Buch durchweg ohne das Tarski -Prinzip aus-
kommt. (Wir hoffen, daß er ein wenig überrascht ist, wieviel reelle Algebra man sinnvoll 
darstellen kann, ohne dieses Pr inz ip zu benutzen.) Zwar halten wir das Tarski -Prinzip für 
äußerst wichtig und keineswegs für besonders schwierig, rechnen es aber doch schon zur 
höheren reellen Algebra. 
Das Buch ist aus einer vierstündigen Vorlesung des ersten Autors in Regensburg im 
Wintersemester 1986/87 entstanden. Auf diese Vorlesung folgte ein ausgedehnter Kurs 
über Modelltheorie, in dem das Tarskiprinzip ziemlich bald und schmerzfrei nach dem 
Vorbild von Prestel [Pr2] bewiesen wurde, sodann eine Vorlesung über höhere reelle 
Algebra. 
In dem Buch haben wir zu dem Stoff der ersten Vorlesung hier und da einzelne A b -
schnitte hinzugefügt, so daß es jetzt mehr umfaßt, als in einem Semester bewältigt werden 
kann. Dajedoch einige Abschnitte ohne Folgen für das weitere Verständnis übersprungen 
werden können, dürfte sich das Buch trotzdem gut als Anhal t für eine einsemestrige Vor-
lesung eignen. 
W i r möchten dem Mißverständnis vorbeugen, daß unser Gegensatzpaar „elementar -
höher" stark mit dem Paar „leicht - schwer" korreliert ist. W i r halten die elementare reelle 
Algebra, wie sie hier dargestellt wird , für nicht immer leicht. Es sind für den Anfänger 
doch einige lernpsychologische Barrieren zu überwinden. Besonders im dritten K a p i t e l 
mag manches auf den ersten Bl i ck fremdartig anmuten. Auch ist unser Text durchaus 
knapp gehalten und erfordert eine intensive Mitarbeit des Lesers mit Papier und Bleistift. 
Unser Ziel war, den Anfänger zu erfreuen, zu motivieren und zu aktivieren, aber nicht, 
ihm durch langatmige Ausführungen, die ja auch ermüden können, alle Steine aus dem 
Weg zu räumen. 
W i r danken dem Herausgeber der Serie „Aufbaukurs Mathemat ik" , Gerd Fischer, sowie 
dem Vieweg-Verlag, und hier besonders Ulrike Schmickler-Hirzebruch, für viel Verständnis 
und Einfühlungsvermögen während der Vorbereitung des Manuskripts. M a r i n a Franke 
hat mit Geduld und Kompetenz zahlreiche Versionen des Manuskripts in ITpyX gesetzt: 
Uwe Helmke, Roland Huber und Michael Prechtl haben Korrektur gelesen und uns durch 
Anregungen und Verbesserungsvorschläge sehr geholfen. Ihnen allen sei an dieser Stelle 
herzlich gedankt. 
Manfred Knebusch 
Claus Scheiderer Regensburg, i m Januar 1989 
Kapitel I 
Angeordnete Körper und ihre reellen Abschlüsse 
§1. Anordnungen und Präordnungen von Körpern 
Sei K ein Körper. 
Definition 1. Eine Anordnung (engl.: ordering) von K ist eine Teilmenge P von Ky 
welche 
(1) P + P C R P P C P , 1 
(2) P O ( - P H ( O ) , 
(3) P U ( - P ) = K 
erfüllt. Das Paar (Ky P) bezeichnet man als einen angeordneten Körper. 
Bemerkungen. 
1. Unter Voraussetzung von (1) und (3) ist (2) äquivalent zu 
(2') - 1 £ P . 
2. Ist P eine Anordnung von K, so wird durch 
a < b b-a e P (a,b E K) 
eine totale Ordnung < auf der Menge K definiert, welche für alle a, by c E 
(i) a < i ^ a - | - c < H c und 
(ii) a < 6, c > 0 => ac < 6c 
erfüllt (Verträglichkeit mit -f und •). Umgekehrt definiert jede (i) und (ii) erfüllende 
Totalordnung < auf K wieder eine Anordnung P von A ' , nämlich P := {a E Ä" : fl > 0}, 
und man sieht sofort, daß die beiden Zuordnungen invers zueinander sind. Daher ist es 
üblich, auch die Totalordnungen von Ky welche (i) und (ii) erfüllen, als Anordnungen von 
K zu bezeichnen. 
Definition 2. Eine Praordnung von K ist eine Teilmenge T von A ' , welche 
(1) T + T C TyTT C Ty 
(2) m ( - T ) = {0}, 
(4) K2 C T , d.h.. a 2 E P für alle a E 
erfüllt. 
Bemerkungen. 
3. Setzt man (1) und (4) voraus, so ist wieder (2) äquivalent zu 
(2') - 1 ¢ 7 . 
M a n beachte, daß (4) wegen (1) eine Abschwächung von (3) ist: Jede Anordnung ist also 
eine Präordnung. 
4. Ist T eine Präordnung von / i , so wird durch 
a<b b-aeT (ay b E K) 
1P + P := {a + b : a, 6 G P}. Analog P P . 
eine i .a . nur noch partielle Ordnung < auf K definiert, die mit -f und • verträglich ist. 
5. Ist T = {Ta: a G 1) eine nicht-leere Familie von Präordnungen von A , so ist auch 
C\aTa eine Präordnung; ist zudem T aufsteigend filtrierend (d.h. gibt es zu a,ß G / stets 
7 G / mit Ta U Tß C T 1 7 ) , so ist auch UaTa eine Präordnung. Insbesondere gibt es in K 
eine kleinste Präordnung, vorausgesetzt, daß es überhaupt eine gibt! 
W i r setzen stets YiK2 := {a\ + • • • + a\\n G IN, a i , . . . , an G K}. Es ist klar, daß S A " 2 
in jeder Präordnung von K enthalten ist. Andererseits ist S A " 2 genau dann selbst eine 
Präordnung, wenn — 1 0 S A " 2 ist. 
Definition 3. Der Körper K heißt formal reell, wenn — 1 0 S A ' 2 ist, d.h. wenn —1 in A 
nicht als Summe von Quadraten geschrieben werden kann. 
Die vorausgegangene Überlegung zeigt, daß ein Körper K genau dann eine Präordnung 
besitzt, wenn er formal reell ist. Ist dies der Fa l l , so ist S A " 2 die kleinste Präordnung von 
K. M a n beachte, daß alle formal reellen Körper die Charakteristik 0 haben! 
W i r wollen nun einsehen, daß die Präordnungen genau die Durchschnitte von Anord -
nungen sind. 
L e m m a 1. Sei T eine Präordnung von K und sei a G K mit a 0 T. Dann ist auch 
T — ciT — {b — ac:b,c G T} eine Präordnung von K. 
Beweis. (1) und (4) sind klar für T - aT. W i r zeigen (2'): Wäre - I e T - a T , etwa 
— 1 = b — ac mit b, c G T , so wäre c ^ 0 und daher a = c~2 • c ( l -f b) G T , Widerspruch. • 
L e m m a 2. Zu jeder Präordnung T von K gibt es eine Anordnung P von K mit TCP. 
Beweis. Sei M : = {T1 C KiT1 ist Präordnung und T C T1}. M ist durch Inklusion 
geordnet, M ^ 0, und das Zornsche Lemma ist anwendbar (Bemerkung 5). Daher gibt 
es eine maximale* Präordnung P von K mit T C P . Dieses P ist eine Anordnung von Ki 
denn ist a G A", a 0 P , so ist P = P - aP wegen Lemma 1 und der Max imal i tat von P , 
also — a G P. • 
Theorem 1. Jede Präordnung T von K ist Durchschnitt von Anordnungen von K. 
Beweis. T C n { P : P i s t Anordnung und T C P} ist t r iv ia l . Ist a G K,a 0 T, so ist 
T — aT eine Präordnung, also in einer Anordnung P von K enthalten (Lemma 2). Wegen 
-a G P und a ^ O folgt a £ P. • 
Korol lar 1. Genau dann hat K eine Anordnung, wenn K formal reell ist. 
(Das folgt schon aus Lemma 2.) 
Korol lar 2 (E. A r t i n [A]). Sei char K ^ 2 und a G K. Genau dann ist a > O bezüglich 
jeder Anordnung von Ki iuenn a Summe von Quadraten ist. 
Beweis. Ist K formal reell, also YK2 eine Präordnung, so folgt die Behauptung aus 
Theorem 1. Ist K nicht formal reell und char K ^ 2, so ist YK2 — Ki denn 
gilt für jedes a E K. • 
M a n muß natürlich char A ' ^ 2 voraussetzen, da S A ' 2 in Charakteristik 2 ein i .a . echter 
Teilkörper von K ist. 
W i r werden später noch vielen Beispielen von Anordnungen begegnen. Vorerst nur 
diese: 
Beispiele. 
1. Der Körper IR der reellen Zahlen (und damit auch jeder Teilkörper) besitzt die Anord -
nung, die jeder kennt. 
2. Sei Q(£) der rationale Funktionenkörper in einer Variablen über Q, sei d E IR eine 
(über Q) transzendente Zahl . Für jedes / E Q(J) ist f(d) eine wohldefinierte reelle Zahl , 
und die Teilmenge 
f = { / 6 Q ( i ) : / W > 0 } 
ist eine Anordnung von Q( i ) . Es handelt sich dabei u m die durch die Körpereinbettung 
Q(t) *-» I R , / h-> / ( $ ) , auf Q(i ) induzierte Anordnung. 
3. Sei (F , <) ein angeordneter Körper, und F(t) der rationale Funktionenkörper einer 
Variablen über F. Für jedes a E F ist 
i V := {0} U {(t - a ) r / ( t ) : r E Z , / E F ( t ) mit f(a) ^ co und / (a ) > 0} 2 
eine Anordnung von F(I)i ebenso 
/ V == {0} U {(a - t)Tf[t):r G ZJ € mit / (a ) ^ oo und / (a ) > 0}. 
Beide Anordnungen setzen die Anordnung von F fort. Die Bezeichnung der Anordnungen 
erklärt sich so: Bezüglich Pa,+ gilt a < t < b für alle b E F mit 6 > a. Es wird also F(t) 
dadurch angeordnet, daß man die Transzendente t auf der „Geraden." F „unmittelbar 
rechts von a" einordnet. Analog liegt t unter Pa- unmittelbar links von a. 
Bezeichnungen. 
Ist (KiP) ein angeordneter Körper, so bezeichnen wir mit signp\ K —-> { — 1,0,1} die 
Vorzeichenfunktion bezüglich P (es ist also signp(O) = 0, und für a E K* ist signp(a) = 1 
oder —1, je nachdem ob a E P oder a 0 P ist). Wie üblich sei | • \p:K —> P , 
|ö,|p := a • sigiip(a), der Absolutbetrag. Besteht über P kein Zweifel, so werden wir 
den Index P auch weglassen. 
2 H i e r u n d i n Z u k u n f t m e i n e n w i r m i t f(a) oo , daß f(t) i n t = a k e i n e n P o l h a t . A l s d a n n 
ist f(a) E F w o h l d e f m i e r t . Insbesondere i m p l i z i e r t die Schre ibweise f(a) = b für a ,6 6 F , daß 
/ ( a ) ^ oo i s t . 
Ebenso ist klar, was unter den verallgemeinerten Intervallen [a,6]p, [a, b[p, ]a, b]p, 
]a,6[p für a,6 E AT U { — 0 0 , + 0 0 } zu verstehen ist (etwa [a,b[p= {x E K:a < x < b 
bezüglich P } , ]a,oo[p= {x E A^: x > a bezüglich P } , usw.). Auch hier werden wir den 
Index P oft unterdrücken, dafür manchmal [a, b]x usw. schreiben, wenn mehrere Körper 
i m Spiel sind. 
§2. Quadratische Formen, Wittringe, Signaturen 
Im Rahmen dieses Kurses ist es uns unmöglich, eine tiefer gehende Einführung in die 
algebraische Theorie der quadratischen Formen zu geben. W i r müssen ans daher in 
den nächsten Abschnitten darauf beschränken, die Grundlagen dieser Theorie so weit zu 
entwickeln, wie wir sie bei späteren Anwendungen in der reellen Algebra benötigen werden. 
Insbesondere wird es dabei um die Beziehungen zwischen quadratischen Formen und 
Anordnungen gehen. Als Quellen sowohl zum Nachschlagen als auch für eine intensivere 
Beschäftigung mit quadratischen Formen seien die Werke von L a m [LQF] und Scharlau 
[Sch] empfohlen, ferner der schmalere Band [KK] über Wittr inge. 
In diesem Abschnitt ist K stets ein Körper mit char K ^ 2. Al le Vektorräume sind 
eiidlich-diinensional. Sei V ein A -Vektor raum. Eine symmetrische Bilinearform auf V 
(über A') ist eine A'-bilineare Abbi ldung b: V x V —> K mit b(viw) = b(w,v) (v,w E 
V). Eine quadratische Form auf V (über K) ist eine Abbi ldung q:V —» Ki für die 
q(av) = a2 q(v) (a E A", v E V) gilt und die Abbi ldung bq:V x V —> Ki bq(viw) = 
q(v zu) — q(v) — q(iu) eine (symmetrische) A r -Bi l inearform ist. Für jede symmetrische 
Bilinearform b auf V ist durch qb{v) := b(v, v) eine quadratische Form qi auf V definiert. 
Wegen 2 ^ 0 sind b »-* qb und q »-» \bq zueinander inverse Bijektionen zwischen den 
symmetrischen Bilinearformen und den quadratischen Formen auf Vi weshalb man beide 
Konzepte häufig identifiziert. 
Die Paare <p = (Vi b) bzw. <j> = (Vi q) werden als bilineare bzw. quadratische Räume 
bezeichnet. Zwei quadratische Räume (Vi q) und (Vi^) heißen isomorph (oder isome-
trisch), i .Z . (Vi q) = (ViO1)i wenn es einen Vektorraum-Isomorphismus (p:V —> V mit 
q — q' o (p gibt. Quadratische Räume lassen sich am einfachsten durch symmetrische M a -
trizen beschreiben: Ist B = (bij) E Mn(K) symmetrisch, so definiert B den quadratischen 
Raum 6ß = (KniQQ)i wobei 
ist. Für symmetrische BiB' E Mn(K) ist bekanntlich ^B- äquivalent zur Existenz 
eines S E GLn(K) mit B1 = SBSt. Ist /? = diag ( a j , . . . , an) eine Diagonalmatrix, so 
schreibt man für <ßß kurz (a i , . . . , « , , . } . Jeder quadratische R a u m ist diagonalisierbar, also 
zu einem Raum ( a i , . . . , a n ) isomorph. M i t H bezeichnet man den durch B — 
definierten quadratischen R a u m , die hyperbolische Ebene] in Diagoncilform ist (etwa) 
/ / = ( 1 , - 1 ) . Falls über den Grundkörper K Unklarheit bestehen könnte, werden wir 
Notationen wie ( « i , . . . ian)i{ oder Hg verwenden. 
Sind <j> = (Vi b) und <j>' = (ViV) bilineare Räume, so kann man aus ihnen neue bilden, 
nämlich ihre orthogonale Summe (j> _L <f>( = (V © Vi b J_ 6') und ihr Tensorprodukt 
¢(3(1)' = (V&V, b<8)b(). Dabei sind b _L V bzw. b®b' erklärt durch (6 _L b')(v+v',w+w') = 
b(v.w) + b'(v'iwt) bzw. (b <g) b')(v <g) V1iW <g) t</) = b(viw) b'(v'\w'). In Matrixnotation: 
Werden <^>' durch Matrizen BiB' beschrieben, so wird </> _L <f>' durch o/J u n c ^ ¢(8) 4>l 
n 
durch B ® B' (Kronecker-Produkt) beschrieben. Insbesondere ist also 
(aii...iam) J_ (6 i , . . . , 6 n > = ( a i , . . . , a m , 6 i , . . . , 6 n > 
und 
(«l, • • • , ½ ) ® • • • A ) =±{a{bj) . 
Die ?z-fache Summe <j> ± — - ± <j> kürzt man ab durch n • ¢, das n-fache Tensorprodukt 
(p ® • • • <g) ^ durch </;®n . Schließlich schreiben wir —<p für (V, — 6 ) , wenn <j) — (V, 6) ist. 
Sei 6 = (V,b) ein bilinearer Raum und U C V eine Teilmenge. Dann ist U1- : = { i ; G V : 
b(u,v) = 0 für alle u G (/} ein linearer Teilraum von V. Ist V r j - — 0 , so heißt ^ (oder 
6, oder (2) nicht-ausgeartet (oder regulär), andernfalls ausgeartet (oder singulär). Für 
symmetrische Matrizen i? ist <j)ß genau dann ausgeartet, wenn det B = 0 ist. Man 
bezeichnet V1- auch als das Radikal Rad (¢) und codim\/(V _ L ) als den A<:m# rang (<p) 
von Für jeden quadratischen R c i u m (f> gibt es einen (bis auf Isomorphie eindeutigen) 
nicht-ausgearteten quadratischen Raum d> mit cj) = cj)' _L Rad (<y6), weshalb meist nur 
nicht-ausgeartete Räume betrachtet werden. Tr iv ia l , aber wichtig, ist folgende Tatsache: 
'Ist (V1C/) ein quadratischer R a u m und W C V ein Tei lraum, für den (IV1 q\W) nicht-
ausgeartet ist, so ist V — W T V F j - . 
Die einfachsten Invarianten nicht-ausgearteter quadratischer Räume sind ihre Dimen-
sion und ihre Determinante. Dabei ist det(V, q) := ( d e t P ) A ' * 2 G A ' * / A ' * 2 , wenn 
.B eine r/ beschreibende Matr ix ist. Es gilt det(<^ _L $ ) = det(^) • det(</>') und 
det(<£<g> <£') = ( d e t ^ ) d i m * ' • (det<£') d i m«\ Von fundamentaler Bedeutung ist der 
Kürzungssatz von W i t t : Sind ^1 ,^2 wnrf ?/> quadratische Räume und ist <j)\ T ?/> = 
-L 5 0 = <p2-
Den Beweis findet man in jedem Lehrbuch über quadratische Formen ( [LQF] , [Seh], 
[KK]) , aber auch in einigen Algebra-Lehrbüchern ([LaA], [ J A A ] , [JBA]) . 
Eine quadratische Form q auf V stellt ein Element a G Ä' dar, wenn es ein O ^ v G V 
mit q(v) = a gibt. Nützlich ist folgende Beobachtung: W i r d a\ G A"* von q dargestellt, 
so gibt es ö 2 , . . . , a 7 i £ mit q = (a\, « 2 , • • • , « n ) ( n — d i m V ) . Der quadratische 
Raum (V, </) heißt isotrop, wenn # die Nul l darstellt, andernfalls anisotrop. Jeder nicht-
ausgeartete quadratische Raum <j> hat eine orthogonale Witt-Zerlegung cj) = ¢0 _L n • Ii 
mit ?i > O und anisotrop (II ist die hyperbolische Ebene). Nach dem Kürzungssatz 
sind dabei (J)Q (bis auf Isomorphie) und n wohlbestimmt. M a n nennt die Kernform 
und n den Witt-Index von cj). Ist 4>o = 0 , also <f> = n • / / , so heißt ^ hyperbolisch. E i n 
quadratischer R a u m ^ = (V, #) ist genau dann hyperbolisch, wenn er nicht-ausgeartet ist 
und ein Teilraum U von V mit U = UA- existiert. 
Bis auf Widerruf seien nun in diesem Abschnitt alle quadratischen Räume nicht-
ausgeartet. 
Definition 1. Zwei quadratische Räume heißen Witt-äquivalent, i .Z . (j> ~ <p', wenn 
ihre Kernformen isomorph sind. M i t [<^>] wird die Klasse aller zu <j> Witt-äquivalenten 
quadratischen Räume (die Witt-Klasse von 6) bezeichnet, und W(K) bezeichnet die 
Menge aller W 7Itt-Klassen (nicht-ausgearteter) quadratischer Räume über K. 
L e m m a 1. Seien ^1(J)' ^ 1 iß' quadratische Räume. 
a) 6 ~ iß es gibt Hi1 n > O mit <j> JL m • II = iß _L ?z • / / . 
b) (f> II = (>) A- ( — (j)) ist ein hyperbolischer Raum. 
c) Witt-Äquivalenz ist verträglich mit J_ imcZ (g>, cüi. aus <ß ~ $ und iß ~ folgen 
(ß Liß ~ <ß' 1. iß' und <ß®iß ~ <ß' ® ^ L 
Beweis, a) folgt aus der Eindeutigkeit der Witt-Zerlegung. — b) Wegen A r = ( 1 , - 1 ) ist 
o (2) II ~ (p _L ( — 0). D a ^ diagonalisierbar ist, genügt es, den Fal l <j> ~ (a) (a G K*) zu 
behandeln. W i r d <ß ® II bezüglich einer Basis (e , / ) durch die M a t r i x ^jgJ beschrieben, 
so bezüglich der Basis ( e , a - 1 / ) durch jjj) * ^ e s z e * g t $ ® H — — c ) schließlich 
folgt aus a) und b). • 
Theorem 1. Durch 
{<j>} + [,/>] := [4, ± V] 
und 
werden auf W(K) (wohldefinierle) Verknüpfungen -f ima7 • erklärt, die W(K) zu ei-
nem kommutativen Ring mit Eins [(1)] machen. Man nennt W(K) den Wi t t r ing des 
Körpers K. 
Beweis. Die WolildeIiniertheit von -f und • folgt aus Lemma 1 c). Nach Lemma 1 b) ist 
! {(p] + [—(/>} = 0 in W(K) für alle <j>. Die übrigen Ringaxiome sind trivialerweise erfüllt. • 
U m die Notation nicht übermäßig zu befrachten, werden wir statt [(a\,..., an)] gele-
gentlich nur ( « i , . . . , a n ) schreiben. Es kann also ( a i , . . . , « n ) sowohl eine quadratische 
Form als auch ihre Wittklasse bezeichnen. 
W i r wollen nun den W i t t r i n g von Ä' mit den Anordnungen von K in Verbindung 
IJ ringen. 
D e f i n i t i o n 2. Sei (A', P) ein angeordneter Körper und (ß — (V1 q) ein quadratischer Raum 
über AL Dann heißt <f> (oder q) positiv dejinit bezüglich P1 wenn q(v) > O (bezüglich P) 
für alle O ^  v G V ist. Ist —q positiv definit, so heißt q negativ dejinit. 
Wolilbekannl ist 
Satz 2 (SyIvcstersclier Trägheitssatz). Sei <ß ein (eventuell ausgearteter) quadratischer 
Raum über K und P eine Anordnung von K. Dann gibt es einen bezüglich P positiv 
dejiniten Raum ¢»+ und einen negativ definiten Raum <p-, so daß <j> = <j>+ _L <j>—L Rad(</>) 
ist. Dabei hängen dim ci>+ und d im </>_ nur von <j> (also nicht von <ß+ und <ß-) ab. 
Beweis. W i r können R a d (<j>) — O annehmen. Die Existenz von ¢+ und folgt aus der 
Diagonalisierbarkeit der Form. Sei (ß = 6+ JL <ß- = iß+ T iß-1 mit </>+,iß+ positiv definit, 
(ß-1 iß- negativ definit. Seien <j> auf V1 <j>± auf V± und iß± auf W± definiert. W i r fassen V± 
und VFlj- als Teilräume von V auf. Wäre etwa dim. V+ < d im VV + , so VL Pl Wl+. ^ O wegen 
dim V- -f d im W+ > d im V . Aber das ist ein Widerspruch, da die Form auf 11 H 11 + 
positiv und negativ definit ist. • 
Definition 3. Ist <ß ein quadratischer Raum über K und P eine Anordnung von K, sowie 
(j) = ± <ß L Rad (¢) eine Zerlegung wie in Satz 2, so bezeichnet man die Zahl 
Signp(J) := dim(^-|_) — dim(<3>_) 
als Sylvester-Signatur des Raumes <j> bezüglich P. 
L e m m a 2. Sei (K1P) ein angeordneter Körper. Dann definiert [6] H-> s\gnp$ einen 
Ringhomomoiphisrnus signp von I V ( A ' ) au/Z. 
Beiueis. M a n prüft unmittelbar nach: 
sign7)(</; J_ iß) = signpo + s ignp^, 
s ign P (> ® iß) = (signP(ß) • (signpiß), 
SignpII = 0 . 
Daraus die Behauptimg. • 
Entscheidend ist nun, daß auch umgekehrt jeder Ringhomomorphismus W(K) —• Z auf 
diese Weise entsteht, daß also Anordnungen von K und Homomorphismen I F ( A A ) —* Z 
,,dasselbe" sind: 
Theorem 3. Die Sylvester-Signatur definiert eine Bijektion sign: P »—»• sigiip von der 
Menge der Anordnungen von K auf die Menge der Ringhomomorphismen I F ( A R ) —> Z. 
Beweis, sign ist injektiv wegen P = {0} U {a G K*: sign_p[(a)] = 1}. Sei <p:W(K) —> Z 
ein Homomorphismus. Definiere X'M(* ~^ Z durch x(a) ;— lPlia)]- Wegen x ( l ) = 1 und 
X ( a 6 ) = x ( a )x (^) £ Ä'*) ist X1 K* ~> { ü } e m Gruppen-Homomorphismus. W i r 
müssen, zeigen, daß P :— {0} U k e r n x eine Anordnung von K ist (dann folgt <p = sigiip 
von selbst). Wegen [(1)] + [(-1)] = 0 in W(K) ist v?[(-l)] = x ( - T ) = - 1 , also - 1 £ P . 
Damit ist auch P U (-P) = A r k lar , und PP C P folgt aus der Ilomomorphie von v- Urn 
P + P £ P zu zeigen (und damit den Beweis abzuschließen), brauchen wir 
L e m m a 3. Für a,b G K* mit a •f 6 ^ O zsi 
(a, 6) = (a + 6, (a + b)ab) . 
Beenden wir zunächst den. Beweis von Theorem 3 . Seien a, b G P . W i r können 
a^b.a + 6 O voraussetzen. Wendet man 9? auf [(«,&)] an, so folgt nach Lemma 3 : 
X(a) + X(b) = x (a + 6) • ( l -f X (a)x ' (6)) , und x ( a ) = xW = 1 gibt x(a + 6) = 1. 
Es bleibt das L e m m a zu zeigen. D a a + b von (a,b) dargestellt wird , ist (a,b) = 
(a -f b.c) für ein c G A " * . Vergleich der Determinanten gibt ab = (a + 6)cmod A ' * 2 , also 
c = (a + 6)a&mod A ' * 2 , und folglich die Behauptung. • 
Die Aussage von Theorem 3 rechtfertigt 
D e f i n i t i o n 4. Eine Signatur eines Körpers K ist ein Ringhomomorphismus W(K) —> Z. 
B e m e r k u n g . E i n Körper besitzt also genau dann eine Signatur, wenn er formell reell 
ist. Für jeden Körper K (mit char .A ^ 2) gibt es immerhin einen Ringhomomorphis-
mus e:W(K) —• Z / 2 Z , definiert durch e[<£] := ( d i m m o d 2 Z . Für jede Signatur er 
kommutiert dabei das Diagramm 
Z 
°/ 
W(K) i 
Z / 2 Z 
D e f i n i t i o n 5. M a n bezeichnet e : W(K) —» Z / 2 Z als Dimensions-Index und seinen Kern 
als das Fundamentalideal I(K) von VF(A r ) . (J(A r ) besteht also aus den Witt -Klassen 
gerade-dimensionaler quadratischer Räume.) 
B e i s p i e l e . 
1. Falls K2 = {a2:a G A } eine Anordnung von K ist — das ist der Fal l etwa für K = IR, 
allgemeiner für jeden, reell abgeschlossenen Körper (§4) —, so ist es die einzige Anordnung 
von A", und die Sylvester-Signatur liefert einen Isomorphismus von W(K) auf Z. 
2. Ist K ein quadratisch abgeschlossener Körper (also K2 = A r ) , so ist jede nicht-
ausgeartete quadratische Form durch ihre Dimension bestimmt, also e ein Isomorphismus 
von IF(A r ) auf Z / 2 Z . 
§3. Fortsetzung von Anordnungen 
K sei stets ein Körper mit char K ^ 2. 
Sei L/K eine Körpererweiterimg. Ist <j> — (V1I)) ein bi linearer Raum über A ' , so 
bezeichnet <pi — (Vi^bi) den aus (f> durch Konstantenerweiterung entstehenden bilinearen 
R a u m über L (es ist also Vi = V(S)KL und bi definiert durch bi(v(g)a, v'®a') — b(v1 v')aa' 
für a ,a ' G L1V1V1 G V ) . Ist die zu <£> gehörende quadratische Form (über A') , so 
bezeichnet qi die zu <j>i gehörende quadratische Form (über L). W i r d <j> durch eine 
M a t r i x B beschrieben, so auch (pi (nun B aufgefaßt als M a t r i x über L). 
Genau dann ist OJJ nicht-ausgeartet, wenn. <j) nicht-ausgeartet ist. Ist <f> hyperbolisch, 
so auch (J)I1 aber hier ist die Umkehrung i.a. nicht richtig (Beispiel?). Folglich drückt 
sich <j> h-• <j>i auf die Wittklassen durch; die induzierte Abbi ldung ijj n'-W(K) —> W(L) 
ist ein Ringhomomorphismus. Ist MjL eine weitere Körpererweiterung, so gilt ij\f/j{ = 
HI/L 0 H/K-
Definition 1. Sei LjK eine Körpererweiterung. 
a) Eine Anordnung Q von L heißt Fortsetzung einer Anordnung P von K1 wenn PCQ 
(und damit P = Kn Q) ist. 
b) Eine Signatur r von L heißt Fortsetzung einer Signatur a von K , wenn o — r o ii/j{ 
ist. W i r schreiben dafür auch r\cr. 
M a n überzeuge sich davon, daß für Anordnungen P von K und Q von L gilt: Genau 
dann wird P von Q fortgesetzt, wenn sigiip von sigiig fortgesetzt wird . 
Satz 1. Sei LjK eine Körpererweiterung und P eine Anordnung von K. Dann sind 
äquivalent: 
(i) Es gibt eine Forlsetzung Q von P auf L; 
(ii) der von P und E A 2 in L erzeugte Halbring1 T enthält —1 nicht; 
(iii) jede quadratische Form ( p i , . . . , p n ) mit p i , . . . , p n G P* := P — {0} ist über L 
anisotrop. 
Eine weitere äquivalente Bedingung wird in §4 (Satz 2) angegeben werden. 
Beweis, (i) => (iii) . Sind & i , . . . , bn G L mit P 1 ^ f + - • •+P rA 2 l — 0> s o ^ S t = ' ' ' — bn = 0 
durch Betrachtung der Anordnung Q. 
(iii) (ii). Es ist T = {Plb\ + • • • + p m 6 2 n : m > 1, p t G P * , 6,- G A}. Wäre - 1 G T , etwa 
— 1 = Plb\ + • • • -f- pmb;nl so wäre die Form ( l , p i , . . . ,Pm.) über L isotrop, 
(ii) => (i). Nach Voraussetzung ist T eine Präordnung von L. Jede Anordnung Q von L 
mit Q D T (§1 , Lemma 2) setzt P fort. " • 
Satz 2. 6 V i P eine Anordnung von K, sei d G K und L = K(Vd). Genau dann hat P 
eine Fortsetzung auf L, wenn d G P ist. 
1Cilso die kleinste Teilmenge T von L mit P U E L 2 C 7^  und mit T + TC T j T T C T. 
Beweis. Ist d ^ P , so hat P keine Fortsetzung wegen d G J * 2 . Sei also d G P und o.E. 
A' ^ A. W i r verifizieren (ii) aus Satz 1. Angenommen, in L gäbe es eine Gleichung 
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- l = ^ T ^ K + ^ v ^ ) 2 
i = i 
mit > 1, pi G P , aj ,6i G A". Dann folgt (durch Koeffizienten vergleich bezüglich der 
m 
A-Bas i s (I jVcZ) von L) insbesondere —1 = J2Pi(al + c ^i)» a ^ s o — * ^ ^ Widerspruch. 
z=l • 
Später Aver den wir sehen, daß es i m Fall d G P (und. y/d £ tf) genau zwei Fortsetzungen 
von P auf L - A ' ( V 5 ) gibt (§11, Korol lar 2). 
Die folgenden Sätze behandeln Körpererweiterungen, bei denen jede Anordnung fort-
sei zbar ist: 
S a t z 3. Sei LjK eine endliche Körpererweiterung von ungeradem Grad. Dann läßt sich 
jede Anordnung von K auf L fortsetzen. 
Dies folgt wegen Satz 1 aus 
Satz 3a ( T . A . Springer). Ist LjK eine endliche Körpererweiterung von ungeradem Grad, 
und ist q eine anisotrope quadratische Form über K, so ist auch qi über L anisotrop. 
Beweis von Satz 3a. O . E . sei L = K(a) eine einfache Körpererweiterung. Sei / G K[l] 
das Minimalpo^ynorn von a über A . W i r beweisen durch Induktion nach n = [L: K] = 
dag f. Sei n > 1 ungerade, und der Satz für alle kleineren Grade schon gezeigt; sei 
Q ~ (ah- •• ,am) eine anisotrope Form über K. Angenommen, qi ist isotrop. Dann gibt 
es fji,... Ii G K[t] mit dcggt < n(i = 1,...,?/?,), nicht alle gi = 0, so daß 
aj g} (I)1 + • • • - f am gm(t)2 = f(l) h(t) (*) 
in A [/] gilt. Man kann dabei ggT (< / i , . . . ,gm) — 1 annehmen. 
Sei d das Max imum der Grade der <y/. Dann ist n -f deg Ii — 2c/, da q anisotrop ist. 
Wegen d < n ist somit deg h < n und ungerade. Insbesondere hat h einen irreduziblen 
Faktor h\ -- li\(l) von ungeradem Grad. Für den Oberkörper E — K[t]j(hi) v o n K 
ist also [E : K] < n und ungerade, andererseits aber qß isotrop wegen (*). Das ist ein 
Widerspruch zur Induktionsvoraussetzung. • 
S a t z 4. Ist LjK eine rein transzendente Körpererweiterung (nicht notwendig endlich 
erzeugt), so läßt sich jede Anordnung von K auf L fortsetzen. 
M i t dem Zornsclien Lemma kann man L = K(t) als einfach transzendent annehmen 
und dann explizite Fortsetzungen angeben (siehe §1, Beispiel 3). E i n anderer Beweis 
ergibt sich (wieder mit Satz 1) aus 
Satz 4a. Ist LjK rein transzendent und q eine anisotrope quadratische Form über K, so 
ist auch qi anisotrop. 
Beweis. O . E . ist L = K(t) einfach transzendent. Ist etwa q = ( a i , . . . , a m ) (mit 
CL{ G K*) und qi isotrop, so gibt es Polynome </i,...,<7m £ M> nicht alle 0, mit 
a I t f i ( O 2 + ' ' • + aTntfmOO2 ~ 0 m Betrachtet man wieder den höchsten vorkommenden 
Grad , so folgt: q ist isotrop. • 
Bemerkung. Aus den Sätzen 3a und 4a folgt insbesondere, daß der Homomorphismus 
ILfK-W(K) —> W(L) injektiv ist, falls LjK endlich von ungeradem Grad oder rein 
transzendent ist. 
§ 4 . Die Primideale des Wittrings 
Sei K ein Körper mit char K ^ 2. 
W i r kennen bereits gewisse Primideale des Wittr ings W(K)1 nämlich das Fundamen-
talideal / (A ' ) sowie die Kerne der Signaturen von A ' . W i r werden sehen, daß dies im 
wesentlichen schon alle Primideale sind. Wittr inge haben also eine sehr einfache und 
überschaubare Primidealstruktur, eine Tatsache, die erst überraschend spät bemerkt wor-
den ist (J . Leicht, F . Lorenz in [LoLe] und D . K . Harrison in [Ha], beide 1970). 
Theorem 1 (Primideale von W(K)). 
a) Ist K nicht formal reell, so ist I(K) das einzige Primideal von W(K). 
h) Ist K formal reell, so sind die Kerne pa der Signaturen a von K genau die minimalen 
Primideale von W(K). Jedes andere Primideal p ist entweder gleich I(K), oder es 
hat die Form p = pa - f p - W(K) für eine Signatur er und eine Primzahl p ^ 2. Dabei 
sind im letzleren Fall a und p durch p eindeutig bestimmt. 
Für jede Signatur a ist also pa 4-2- W(K) = I(K). Dies wurde auch schon in §2 bemerkt. 
Beweis. Sei p ein Pr imidcal von Wr(K)1 sei n(p) = Quot W(K)/p und ir:W(K) —> 
I F ( A ) Z p die Rcstklassenabbildung. Die Komposit ion <p: Z - » W(K)J^W(K)Jp ist sur-
jektiv, denn die Wittklassen £ - [(a)\ (a G A'*) erzeugen VF(A r) als Ring , und es gilt 
(2 -1 = 0 i n IF(AT), a l s o C = 1 o c l e r C = ~ l modp . 
Zunächst sei char/c(p) = 0. Dann ist <p auch injektiv, also ein Isomorphismus, und p 
ist der K e r n der Signatur <p~1 o TT. 
Es bleibt der Fall char/v(p) = p > 0. Iiier induziert p> einen Isomorphismus 
<p:Z/p7j-^W(K)/p. Sei zunächst p = 2. Dann ist p = I(K)1 denn es gibt nur 
einen einzigen Ringhomomorphismus IF (A') —> Z / 2 Z (die Erzeuger [(a)], a G A"*, 
sind Einheiten in I-F(A)) . Sei also p > 2. Dann ist -fT ^ —1 (in Z / p Z ) , und 
X'-ci »-+ <p~l o 7r[(a)] (a G A'*) definiert einen Gruppenhomomorphismus X- K* ~^ { Ü } -
(x(K*) Q { Ü } &'di nach obiger Überlegung.) Dieser erfüllt X{ — 1) — —1- Wörtlich wie 
im Beweis von §2, Theorem 3 folgt nun, daß P := {0} U kern \ eine Anordnung von A 
ist. Sei er :— s\g\\p. Da Cp ein Isomorphismus ist, folgt eins dein kommutativen Diagramm 
W(K)-^W(K)IP 
* 1 V * T 0 
Z — • Z / p Z 
daß p = kern (TF (A)--^+Z -* Z / p Z ) , also p = pa + p • VF(A r ) ist. Aus dem Beweis ist 
ferner klar, daß a und p durch p eindeutig bestimmt sind, womit Theorem 1 bewiesen ist. 
• 
D a in jedem (kommutativen) R ing das Nilraclikal (also die Menge der nilpotenten 
Elemente) der Durchschnitt aller Primideale ist ( [JBA], [LaA], [Ku], siehe auch III, §1, 
Satz 3), folgt sofort 
Korollar 1. Sei 4> ein nicht-ausgearteter quadratischer Raum über K. Dann sind 
äquivalent: 
(i) <j)®n ist hyperbolisch für ein n G I N ; 
(ii) dim<25> ist gerade, und für jede Anordnung P von K ist signpcf> = 0. • 
Ist K formal reell, besitzt also eine Anordnung, so kann man in (ii) die Paritätsbedin-
gung an dim</> natürlich weglassen. 
Anwendung von Korollar 1 auf ^ = ( 1 , 1 ) = 2 - ( 1 ) gibt 
Korollar 2. Ist K nicht formal reell, so gibt es ein n G IN mit 211 • W(K) = 0. • 
M i t der Kenntnis der Primideale von W(K) können wir ein weiteres Kr i t e r ium für die 
Fortsetzbarkeit von Anordnungen angeben: 
Satz 2. Sei LjK eine KÖrpererweiierung. Eine Signatur von K besitzt genau dann eine 
Forlsetzung auf L, wenn sie auf dem Kern von %ijRiW(K) —> W(L) verschwindet. 
W i r benötigen eine einfache Tatsache aus der kommutativen Algebra: 
Hilfssatz. Ist (p: A —> B ein injektiver Ringhomomorphism.us und p ein minimales 
Primideal von A, so gibt es ein Primideal q von B mit p = (^ _ 1(q). 
Beweis. D a S := (p(A — p) die N u l l nicht enthält, ist S~lB ^ 0, und für jedes Primideal 
q' von S~XB ist p = p~l (j~l(q')), wobei j: B —> S~lB der kanonische Ilomomorpliismus 
ist. 
Beiueis von Satz 2. W i r setzen 7 := kernz^/A"- Sei a eine Signatur von K. Hat a 
eine Fortsetzung r , so ist <J = r o Z/^/A' , also er(I) — 0. Umgekehrt sei cr(I) = 0, d.h. 
7 Q Pa kern er. Nach Theorem 1 ist pa/I ein minimales Primideal von W(K)/1. Nach 
dem Hilfssatz (angewandt auf W(K)/1 W(L)) gibt es ein Primideal q von W(L) mit 
pa = iJjK(q). VVegen Z = W(K)Jpff <-> W(L)/q und wiederum Tlieorem 1 folgt, daß 
W(K)/pa W(L)/q ein Isomorpliismus ist, d.h. q gibt eine Fortsetzung r von a. • 
In §3 haben wir die Injektivitat von IJJ/K für Erweiterungen LjK gezeigt, die ungeraden 
Grad haben oder rein transzendent sind. Hier wollen wir nun auch für quadratische 
Erweiterungen den Kern von ip/K bestimmen (und damit wegen Satz 2 einen neuen 
Beweis von Satz 2 in §3 geben): 
Satz 3. Sei a G K* — K*2 und L = K(y/ä). Dann ist der Kern von %IJK ^AS V O N (1> ~ a ) 
in W(K) erzeugte Ideal. 
Genauer gilt 
Satz 3a. Sei q eine anisotrope quadratische Form über K. Dann gibt es quadratische 
Formen q',qn über K mit q = q' ± (1, — a) (g) cj", so daß c/L anisotrop ist. 
Beweis. Induktion nach d img . Der Fal l dim q = 1 ist klar. Sei also d imo > 2 und o.E. 
qi isotrop. Ist (V^b) der zu q gehörende bilineare R a u m , so gibt es iu G V , nicht beide 
nul l , mi t 
0 = qL(v + y/aw) = q(v) + a • q(w) -F y/ä • b(v,w). 
Folglich ist q(v) -F aq(iu) = 0 = b(v,iu). D a g anisotrop ist, sind q(v),q(w) ^ 0. Sei 
I F := Kv -F A R I ^ C F . Dann ist d im I F = 2 (wären IÜ linear abhängig, so wäre 
b(v,iu) 0), und q\W = ( —ac, c) = ( 1 , - a ) ® (c) für c := fl(iü). Insbesondere ist q\W 
nicht-ausgeartet. Wegen V = VF JL V F j - kann man daher die Induktionsvoraussetzung auf 
anwenden und erhält damit die Behauptung für q. • 
§5. Reell abgeschlossene Körper und ihre körpertheoretische 
Charakterisierung 
Nach dem Ausflug in die Theorie der quadratischen Formen kehren wir nun zur reellen 
Algebra i m engeren Sinne zurück. Dieser Abschnitt ist grundlegend für alles Weitere. 
Definition 1. E i n Körper K heißt reell abgeschlossen, wenn K formal reell ist, aber keine 
echte formal reelle algebraische Körpererweiterung besitzt. 
Jeder kennt mit dem Körper IR der reellen Zahlen zumindest einen reell abgeschlossenen 
Körper. 
Satz 1. Für jeden Körper K sind äquivalent: 
(i) K ist reell abgeschlossen; 
(ii) es gibt eine Anordnung P von Ki die auf keine echte algebraische Eriveilerung fort-
gesetzt werden kann; 
(iii) K2 = {a2:a G K} ist eine Anordnung von K, und jedes Polynom ungeraden Grades 
über K (in einer Variablen) hat eine Nullstelle in K. 
Sind diese Bedingungen erfüllt, so ist überdies K2 die einzige Anordnung von K. 
Beweis. Die Zusatzbemerkung ist klar wegen (iii) (für jede Anordnung P ist K2 C P). 
(i) => (ii) ist evident, da ein Körper (genau dann) eine Anordnung besitzt, wenn er formal 
reell ist. 
(ii) ( i i i ] . Wäre K2 ^ P , so gäbe es d G P mit \f~cl $ A , und P hätte eine Fortsetzung 
auf K(Vd) (§3, Satz 2), Widerspruch. Wegen §3, Scitz 3 hat ferner K keine echten 
Erweiterungen von ungeradem Grad. 
(iii) =>• (i). Sei L D K eine endliche echte Körpererweiterung von K. Nach Voraussetzung 
(iii) ist [L: K) eine 2-Potenz. Wie man in der elementaren Galoistheorie lernt, folgt daraus 
die Existenz eines Zwischenkörpers KCFC L mit [F: K] = 2. (Für die galoissche Hülle 
Li von L über K ist Ga l (Li/K) eine endliche 2-Gruppe, enthält also eine Untergruppe 
vom Index 2, welche die Fixgruppe von L enthält.) Es gibt also a G K mit F — K(\/a). 
D a K2 eine Anordnung von K und a ¢ K2 ist, gibt es 6 G K* mit a — —b2. Folglich ist 
— 1 = (y/ä/b)2 ein Quadrat in F, also F (und damit auch L) nicht formal reell. • 
Bemerkung. Bedingung (iii) aus Satz 1 ist offensichtlich äquivalent zu 
(iii') K ist formal reell, für jedes a G A ist a oder — a ein Quadrat in K, und jedes Polynom 
ungeraden Grades über A hat eine Nullstelle in A . 
Es ist in der Literatur vielfach üblich, reell, abgeschlossene Körper mit den Buchstaben 
R, 5 ' , . . . zu bezeichnen, eine Konvention, der wir häufig folgen werden. 
Theorem 2 (Fundamentalsatz der Algebra). Ist R ein reell abgeschlossener Körper, so 
ist R(y/—T) algebraisch abgeschlossen. 
Beweis (Gauß). W i r benutzen Eigenschaft (iii) aus Satz 1. Jede endliche Erweiterung von 
R (und daher auch jede solche von G :— R(i), i := >/-"!) n a t 2-Potenzgrad. Angenommen, 
C = R(i) sei nicht algebraisch abgeschlossen. Wie im Beweis von Satz 1 folgt, daß C eine 
Erweiterung F mit [F: C] — 2 hat. Es gibt also a, b G R, so daß a \ — a-\-bi kein Quadrat in 
C ist. Es folgt b ^ 0. D a ß 2 eine Anordnung von A ist, gibt es ein c G A mit a2 -f fr2 = c2 
und c > 0, sowie x,?/ G A mit x > 0, sign?/ = sign b und x2 — (c + a ) /2 , y 2 = (c — a)/2. 
(c ± a sind positiv — alle Vorzeichen verstehen sich natürlich in bezug auf die einzige 
Anordnung von R\) Nun ist (x -f iy)2 = (x 2 — ?/2) -f cIxyi1 sowie x 2 — y2 — a und 
(2xy)2 = b2. Wegen sign(x?/) = sign 6 ist 2x?/ = 6, und es folgt (x -F ^2/)2 — a - Damit ist 
ein Widerspruch zu y/a $ G herbeigeführt. • 
Im nächsten Paragraphen werden wir sehen, daß dieser Satz auch, eine sehr starke 
U m kch r u n g besitzt. 
Korol lar . Sei R ein reell abgeschlossener Körper und K C R ein Teilkörper. Genau 
dann ist K reell abgeschlossen, wenn K in R (relativ) algebraisch abgeschlossen ist. 
Beweis. Sei K in R algebraisch abgeschlossen, sei i — \/- -T. Dann ist auch K(i) in R(i) 
algebraisch abgeschlossen. Denn ist a = a -f bi G R(iJ algebraisch über K(i) (a,6 G A ) , 
so auch über A ' , und dasselbe gilt für ä = a — bi, also auch für a = (a -f 07)/2 und 
6 = i (ä — a:)/2. Folglich sind a,b G A", also a G A r(z). Nach Theorem 2 ist also Ar(Z) 
algebraisch abgeschlossen, woraus die reelle Abgeschlossenheit von K sofort folgt. — Die 
umgekehrte Beweisrichtung ist t r iv ia l nach Definition. • 
Eine weitere Eigenart reell abgeschlossener Körper ist ihre relative Starrheit: 
Satz 3. Sei R ein reell abgeschlossener Körper. 
a) Jeder (Ring-) Endomorphismus ip von R ist ordnungstreu, es gilt also a < b => 
^(«) < ^p(b) für alle a.b G R. 
b) Ist K C R ein Teilkörper and R/K algebraisch, so ist die Identität der einzige K-
Auiomorphismus von R. 
Beweis, a) folgt sofort aus A 2 = {a G R : a > 0}. — b) Sei <p G Aut jv (A) und a G R. 
Da RjK algebraisch ist, ist {tpn(a) : n G IN} eine endliche Menge. Wäre <p(a) ^ a, etwa 
ip{a) > a, so folgte aus a) induktiv a < tp(a) < p>2(a) < • • •, Widerspruch. • 
Ist R reell abgeschlossen, so wird künftig die eindeutig bestimmte Anordnung von R ohne 
Kommentar mit < bezeichnet (wir haben das oben schon einige Male getan). 
§6. Galoistheoretische Kennzeichnung der reell abgeschlossenen Körper 
K ist ein Körper beliebiger Charakteristik. 
Inhalt dieses Abschnittes ist der Beweis des folgenden schönen Resultats von A r t i n und 
Schreier [AS]: 
Theorem (E. A r t i n , 0 . Schreier 1927). Sei K ein Körper beliebiger Charakteristik mit 
algebraischem Abschluß K. Ist K ^ K und [K: K] < oo. so ist K reell abgeschlossen und 
K = K(y/=l). 
Der folgende elementare Beweis geht auf J . Leicht [Le] zurück. W i r gliedern ihn in 
mehrere Schritte. Es sei stets n = [K: K}. 
(1) Der Körper K ist perfekt. 
Angenommen falsch. Dann ist char K = p > 0, und es gibt a G K mit a : = al^v ¢ K. Nun 
ist aber auch aL/p ¢ K(Ct)1 denn wäre a = ßp mit ß G K(Ct)1 so folgte (Nj{^ayj{(ß))v = 
NK((X)IK(OL) = ( — \)v~la — a (beachte ( — l ) p _ 1 = 1). Iteriert man diesen Schritt , so erhält 
man Körpererweiterungen aller Grade P1P21P31... von K1 i m Widerspruch zu [K: K] < oo. 
Folglich ist KjK eine endliche Galois-Erweiterung. Sei L ein maximaler von K ver-
schiedener Zwischenkörper von KjK1 und sei q := [K: L}. (q ist prim!) 
(2) char K ± q. 
Angenommen, char A r — p — q. Die Artin-Schreier-Theorie für Galois-Erweiterungen vom 
Grad p in Charakteristik p besagt, daß A ' A-isomorph ist zu L[t]j(tp — t — a)1 für ein a G L 
(siehe z.B. [JBA] vol. II, §8.11, oder [LaA] V I I I , §6). W i r benötigen nur die Folgerung, 
daß für die durch ip(b) : = bv - b definierte Abbi ldung ¢: K -> K gilt : tj;(L) ^ L._ M a n 
beachte, daß ?/> additiv ist, d.h. daß ip(b -F b') = xb(b) + ib(b') gilt. Sei tr = t r # / j 6 : K -> L 
die Spurform (vgl. §8). Dann ist tr o i\) = (tp\L) o tr: Ist nämlich b G K und sind b\,..., bp 
die A-Konjugierten von 6 in K1 so sind ?/>(&t),... ,'0(¾;) die A-Konjugierten von ip(b), und 
es folgt tr(?/>(6)) = X]V ;(^') — ^ ( / C ^ O = iß(kvb). Es kommittiert also das Diagramm 
i ?' 
A - ^ U A 
•0 1 i £ 
D a •0 und tr surjektiv sind (letzteres wegen der Separabi Ii tat von K/L), ist auch ?/;|A: A —• 
A surjektiv, Widerspruch. 
(3) Es ist q = 2 (und char K ^ 2). 
L enthält die q-ten Einheitswurzeln, da [K:L] = q ist und das q-te Kreisteilungspolynom 
den Grad q — 1 hat. Wegen char .A ^ q gibt es also ein a G L mit .A = L(alIq) (siehe 
etwa [JBA] vol. 1, §4.7 oder [LaA] VII I , §6). Für ß : = a1'* ergibt sich wie unter (1): 
(Ni\'/i(ß))q = ( — iyj~la. D a a in L keine q-te Potenz ist, muß q gerade, also q — 2 sein. 
(4) K = A ( T = T ) . 
Sei i = \f—l G A r , und seien a G A und /? G A ' wie in (3). Wäre z G A , so wäre 
(NRJI(iß))" — —{NKji(ß)Y — a irn Widerspruch zu >/ä ¢ A. Somit ist 2 ¢ L und 
Ä - A(z). 
(5) A = A ' ; «Ao K = K(i). 
Wäre A r ^ A , so auch A'(z') ^ AT. M a n könnte nun die Schritte (1)—(4) für K(i) statt K 
durchführen und erhielte bei (4) einen Widerspruch. 
(6) K ist formal reell (und somit reell abgeschlossen). 
Wegen i 0 K genügt es, zu zeigen: Die Summe zweier Quadrate in K ist ein Quadrat (§5, 
Satz 1). Seien also a.b G K*. D a A" algebraisch abgeschlossen ist, gibt es c,d G K mit 
a -F 6z = (c -F <A)2- Es folgt a — bi = (c — di)2 und a 2 -F = (c 2 -F d2)2, wie gewünscht. 
Dcimit ist das Theorem bewiesen. • 
Korollar 1 (zum Beweis). Ist K ein Körper mit char K ^ O und gilt [Ks: K] < oo für 
den separablen algebraischen Abschluß Ks von Kf so ist K — Ks. 
(Die Schritte (2) - (6) können genauso mit Ks statt K durchgeführt werden.) 
W i r geben noch eine Konsequenz des Satzes von A r t i n und Schreier für die absoluten 
Galoisgruppen von Körpern an. Diese sind proendliche Gruppen (d.h. projektive Limites 
endlicher Gruppen). Uber die grundlegenden Fakten der unendlichen Galoistheorie kann 
man sich z .B. in [JAA] (vol. III, §IV.2), [JBA] (vol. II, §8.6) oder [BA] (ch. V , §10) 
informieren. Für das Verständnis des Weiteren ist dies jedoch nicht erforderlich. 
Korollar 2. Sei A ein Körper mit scparablem algebraischem Abschluß Ks und absoluter 
Galoisgruppe V — Gal ( K s / K ) . Dann gilt: Alle Elemente von endlicher Grdnung > 1 in 
Y sind Involutionen (d.h. haben Ordnimg 2), und die Zuordnung r i—> F i x ( r ) (Fixkörper 
von T in Ks — K) gibt eine Bijektion von der Menge der Involutionen in Y auf die Menge 
der reell abgeschlossenen Oberkörper von K in K. Insbesondere enthält Y genau dann 
Elemente endlicher Ordnung > 1, wenn K formal reell ist. • 
§7. Zählen ree l l e r N u l l s t e l l e n v o n P o l y n o m e n (ohne V i e l f a c h h e i t e n ) 
In diesem Paragraphen ist R stets ein reell abgeschlossener Körper. 
Eines der ältesten Probleme in der reellen Analysis ist die Frage nach Anzahl und 
Lage der reellen Nullstellen eines Polynoms f(t) mit reellen Koeffizienten. Die erste 
allgemeine Antwort hierauf gab J . C . F . Sturm (1803 - 1855) in Form eines Algorithmus, 
der sogenannten Sturmschen Kette. Dieser liefert für jedes Intervall die Anzahl der 
darin gelegenen Nullstellen von / , gezählt ohne Vielfachheiten. Eine andere Lösung 
des Problems, die auf der Betrachtung geeigneter quadratischer Formen beruht, wurde 
von C h . IIermite (1822-- 1901) gefunden. Beide Verfahren, sollen in diesem Abschnitt 
dargestellt werden. 
Es sei angemerkt, daß diese Resultate noch zur Zeit der Jcilirhundertwende zum festen 
Bestand eines jeden Mathematikstudiums gehörten (man vergleiche etwa II. Webers Lehr-
buch der Algebra [We]). Heute dagegen finden sie nur selten Eingang in Vorlesungen oder 
(Pro-) Seminare. 
Die von Sturm i m Jahre 1829 gefundene Lösung (der vollständige Beweis wurde von 
Sturm erst 1835 veröffentlicht) leitete eine historisch sehr interessante, teilweise stürmische 
Periode der reellen Algebra ein. Der Satz von IIermite (Theorem 5a in diesem Abschnitt) 
wurde von C . G . J . Jacobi (1804 - 1851) und dessen Schüler und Freund C . W . Borchardt 
(1817 - 1880) vorbereitet (Theorem 5); bewiesen wurde er i m Jahre 1853 von Hermite und 
- weitgehend unabhängig von diesem - auch von J . J . Sylvester (1814 - .1897). Außerdem 
stellten Sylvester, A . Cayley (1821 - 1895) und Sturm interessante Querverbindungen 
zwischen den Sätzen von Sturm und Hermite her. Der Leser findet Näheres zu dieser 
Historie, neben genauen Verweisen auf die Originalliteratur, in der großen Arbeit [KN] 
von Kre in und Naimark, ferner etwa in [Fit] (um auch eine Arbeit jüngsten Datums zu 
zitieren, die das in der Gegenwart neu erwachte Interesse an Problemen über Nullstellen 
reeller Polynome dokumentiert). 
W i r beginnen mit einigen klassischen Sätzen, die aus der reellen Analysis wohlbekannt 
sind, die bei Beschränkung auf rationale Funktionen ihre Gültigkeit aber auch über 
beliebigem reell abgeschlossenem Grundkörper behalten. 
S a t z 1. Sei f(t) — In -f a\tn~l + ••• + o« G R[t] ein normiertes Polynom. Dann liegen 
alle reellen Nullstellen1 von f im Intervall [—M1M}, wobei M : = i n a x { l , \cij\-\ r|an|} 
sei. 
Beweis. Ist a G R* mit f(a) = 0, so ist a — (a\ + aoa~l + • • • + a n a 1 _ n ) , also \a\ < 1 
oder \a\ < |ai| + • • • + \an\ nach, der Dreiecksungleichung. • 
S a t z 2 (Zwischenwertsatz). Seien f G R(t) und a,b G R mit a < b, so daß f in [a,6] 
keinen Pol hat. Ist f(a)f(b) < 0, so hat f in ]a,b[ ungerade viele Nullstellen, wenn man 
die Vielfachheiten berücksichtigt. 
1 C L h . natürlich: a l l e N u l l s t e l l e n v o n / in R. 
Beweis. Ist / = cjjh mit Polynomen wobei /1 in [a,6] nicht nul l wird , so können wir 
/ durch fh2 — gh ersetzen, also 0 ^ / G A[£] annehmen. Seien a\ < • • • < a r die mit 
Vielfachheiten gezählten reellen Wurzeln von / (r > 0). Aufgrund des Fundamentalsatzes 
der Algebra (§5, Theorem 2) gibt es ein c G R* und irreduzible normierte quadratische 
Polynome p\, ...,ps (s > 0) mit f (t) = c• (t - a{) • • • (* - aT)pi(l) • • • p. s(t). D a die p*. nur 
positive Werte annehmen, folgt 
. / ( c O TT • Cl-CLj 
f(h) fJi 6 - aJ 
Die Anzahl der j mit a < aj < 6 ist also ungerade. • 
Lemma. Sei 0 ^ / G it("0 eine rationale Funktion und a G R eine Nullstelle von f. 
Dann wechselt die logarilhmische Ableitung f'/f von f in t = a das Vorzeichen von 
minus nach plus (in t — a hat sie einen Pol), d.h. es gibt £ > 0, so daß f'/f negativ auf 
}a — e,a[ und positiv auf ]a,a + e[ ist. 
Beweis. Es gibt g,h G R[t] mit g{a)h(a) ^ 0 und f(t) = (i - a)dg(t)/h(t) für ein d G IN. 
Dann ist 
/ ' ( 0 _ d 'At) h'jt) 
f(t) t - a + g(t) h(t) ' 
woraus die Behauptung folgt. • 
Satz 3. Sei 0 =fi f G R(t) eine rationale Funktion und seien a,6 G R mit a < b und 
/ ( 0 O — /(^) — 0- / ? ' n ] a j ' ; [ weder Pole noch Nullstellen, so ist die mit Vielfachheiten 
genommene Anzahl der Nullstellen von f in ]a,b[ ungerade. 
Korollar (Satz von Rolle). Ist f G R(t), ist f(a) = f(b) G R für a,b G R,a < b, und hat 
f in [a,b] keine Pole, so hat f in ]a1b[ eine Nullstelle. 
Reweis von Satz 3. Sei e > 0 derart, daß / ' in Jc/., a + e] und in [b — £,b[ keine Nullstellen 
hat und a -f £ < b — e ist. Nacli dem Lemma ist 
ß a + e) f i b - e ) 
f(a + e) f(b-e) ' ' 
und nach Satz 2 ist die Zahl der Nullstellen von f'/f in ]a -f b — e[ ungerade. Diese ist 
gleich der ZaIil der Nullstellen von / ' in }a,b[. • 
Im folgenden sei / G R[t] ein festes nicht-konstantes Polynom, und es seien a,ö G R 
mit a < b und f(a)f(b) ^ 0. Bis auf Widerruf erfolgt ab jetzt die Zählung von Nullstellen 
stets ohne Berücksichtigung der Vielfachheiten! 
W i r formulieren die 
Sturmsche Aufgabe: Bestimme die Anzahl der verschiedenen reellen Nullstellen des 
Polynoms / i m Intervall [a,6] ! 
Definition 1. Die Slunnsche Kette zu / ist die rekursiv wie folgt definierte Folge 
( / 0 , / 1 , - - - , / 1 - ) von Polynomen: M a n setzt / 0 = / , / 1 = f und 
Dabei sei r > 1, seien / 0 , . . . , fr, q\,..., qr G R[t], und es gelte J1 ^ 0 und deg/,- < 
deg fi-i für i — 2 , . . . , r. Hierdurch sind r sowie die /,• (und qi) eindeutig bestimmt. 
Verwandelt man auf den rechten Seiten die Minus- in Pluszeichen, so ergibt sich die 
übliche Version des euklidischen Algorithmus für das Paar / , / ' . Dieser Vorzeichen-
Unterschied ist für die Lösung der Sturmschen Kette entscheidend, spielt aber bei der 
Berechnung des ggT keine Rolle. Insbesondere ist fr = g g T ( / , / ' ) . 
Bezeichnungen: Für (CQ, . . . , e r) G Rr+1 sei V a r ( c o , . . . , c r ) die Anzahl der Vorzeichen-
wechsel nach Streichung aller Nullen in der Folge. M a n setzt V a r ( 0 , . . . ,0) := —1. Für 
die Folge ( 1 , 0 , - 2 , 1 , 0 , 4 , - 1 , 1 , 0 ) ergibt sich beispielsweise Var = 4. Für x G R setzen 
wir V(x) := V a r ( / 0 ( 2 ) , / 1 ( 2 ) , . . . , fr(x)), wobei ( / 0 , . . . , fr) die Sturmsche Kette zu / sei. 
Theorem 4 (Sturm 1829). Sei f G R[t] ein nicht-konstantes Polynom, und seien a,b G R 
mit a < b und f(a) f(b) ^ 0. Dann ist die Anzahl der verschiedenen Nullstellen von f im 
Intervall ]a,6[ gleich V(a) — V(b). 
Beweis in zwei Schritten. 
(1) Sei (</o,... ,#r) e I n e Folge in R[t] — {0}, welche die folgenden Eigenschaften (a) - (d) 
hat: 
(a) go(a)gQ(b) ^ 0; 
(b) gr{a)gr{b) 7^ 0, und gr ist semidefmit auf [a,6] (d.h. entweder gilt gr[x) > 0 oder 
gr(x) < 0 für alle x G [«,&]); 
(c) ist c G [a,b] und go(c) = 0, so wechselt go(x)g\(x) in x — c das Vorzeichen von 
minus nach plus; 
(d) ist c G [a,b] und gt(c) = 0, 0 < i < ry so ist gl-\(c)gl+](c) < 0. 
Für x G R sei W(x) := Var(<7o(#)>... ,gr{x))- W i r behaupten, daß dann #0 in [a,6] genau 
IF(a) — W(b) verschiedene Nullstellen hat. 
Hierzu bemerkt man zunächst, daß für jedes c G R mit go(c) • • • gr{c) ^ 0 die Funktion 
W(x) in einer Umgebung von x = c konstant ist. Sei # :~ go • • • gr> und c G [a,6] eine 
Nullstelle von g. W i r unterscheiden drei Fälle: 
Ist go(c) = 0, so ist a < c < 6, und die Funktion x «-> Var (/70(3;) ,^i ( a O) hat auf ]c — c, c[ 
den Wert 1 und auf [c, c + e[ den Wert 0, für ein e > 0. Dies folgt aus (c). 
Ist gi(c) = 0, 0 < i < ?*, so gibt es wegen (d) ein e > 0, so daß gt-i(x)gl+\(x) negativ 
ist auf ]c — e, c + e[. Folglich ist x »-» V a r ( ^ _ i ( x ) , ^( .r ) , #+1(^)) konstant gleich 1 auf 
}c- e.c-T e[ (für jedes a G R ist V a r ( - l , a , l ) = V a r ( l , a , - 1 ) = 1 !). 
/ 0 
/ 1 
qih - / 2 , 
¢ 2 / 2 - / 3 , 
fr-2 
fr-1 
cIr-I fr-l — fr 
<7r fr -
Ist gr(c) = 0, und go(c) 0 oder r > 1, so ist # r_j(c) ^ 0 wegen (cl), und x »-> 
Var(# r _] (x), fjr(x)) ist konstant auf {x:0 < |x — c| < e} für ein £ > 0, da gr semideünit 
auf [a,b] ist. 
Aus der Betrachtung dieser drei Fälle folgt für alle c G [a,6]: Ist g$(c) gr(c) ^ 0, so 
ist W(x) in einer Umgebung von x = c konstant; ist go(c) ^ 0, so ist W(x) in einer 
punktierten Umgebung von x = c konstant; ist go(c) = 0, so gibt es e > 0 und A" G Z mit 
VF(x) = A r für c - e < x < c und VF(x) = A r — 1 für c < x < c-\- e. — D a #0 und gr in 
den l landpunktcn a,b nicht verschwinden, folgt hieraus die Behauptung (1). 
(2) Nun sei / wie im Theorem vorausgesetzt und ( /o , . . . , / r ) die Sturmsche Kette zu / . 
W i r setzen gl := JiJfr G A[/] (i = 0 , . . . , r ) und VF(x) := Var (tfoO), • • •, <7rO)) (s € A ) . 
Dann gilt: Die Folge (<7o> • • • > <7r) erfüllt (a)—(d) aus (1). In der Tat, da — higi — 
(JlJrI (i = 1 , . . . , r — 1) und gr-\ — Jirgr für geeignete Jii G R[t] gelten, und da gr = 1 
ist, haben gL-\ und gi keine gemeinsame Nullstelle (z = l , . . . , r ) , und (d) folgt aus der 
Rekursion. (a) und (b) sind klar , und (c) folgt aus dem Lemma, da g$g\ — ff'/fr ist. 
Weiter haben go und fo — f dieselben Nullstellen (ist fr(c) = 0, so auch f(c) = 0, 
und die Nullstelle c hat in / eine größere Vielfachheit als in fr !). Aus (1) folgt also, 
daß / genau W(a) — VF(6) verschiedene Nullstellen in [a,6] hat. Bemerkt man noch, daß 
V (et) — W(a) und V(V) — W(V) wegen fr(a) fr(b) ^ 0 gilt, so ist der Satz bewiesen. • 
W i r geben noch eine von Sturm selbst herrührende allgemeinere Fassung des Theorems 
an. Dazu dient 
Definition 2. Sei / G R[t] und seien a,b G A mit a < b und f(a)f(b) ^ 0. Eine 
verallgemeinerte Sturmsche Kette zu / auf [a,b] ist eine Folge (/o,. • . , / r ) in R[t] — {0} 
mit r > 1 und folgenden Eigenschaften: 
( O / o = / ; 
(2) fr(a) fr(b) 0, und fr ist semideflnit auf [a,6] ; 
(3) für 0 < i < r und c G ja, 6] mit fi(c) — 0 ist / ; _ i ( c ) / ;+i(c) < 0 . 
(Vorsicht: Die Sturmsche Kette von / ist i.a. keine verallgemeinerte Sturmsche Kette zu 
f im Sinne von Definition 2 !) 
Seien / G R[l] und a, 6 wie in Definition 2, und sei (/o, •••,/?•) eine verallgemeinerte 
Sturmsche Kette zu / auf [a. b}. Wi r setzen wieder V(x) : = Var (/o(x),. . . , / r ( x ) ) (x G A) . 
rTheorem 4a (Sturm). 
V'(a) - V(b) = 
# { c G }aJ)[:f(c) — 0, und ffi wecJiselt in c das VorzeicJien von — nach +} 
minus 
#{c G ]aj.)[: f(c) = G\ und f f\ wechselt in c das Vorzeichen von + nach —}. 
Das ist aufgrund des Beweises von Theorem 4 klar! (Man hat jetzt lediglich die Vorzei-
chenwechsel von ffi verschieden zu zählen.) • 
Bemerkung. Wie man aus dem. Beweis erkennt, sind Vereinfachungen des originalen 
Sturmschen Algorithmus möglich. Zum Beispiel: 
a) Die originale Sturnische Kette /o = / , /1 = / \ . . . darf bei fs abgebrochen werden, 
sofern fs(a)fs(b) ^ 0 und fs auf [a,6] semideflnit ist. 
b) Be im modifizierten euklidischen Algorithmus (Definition 1) darf man bei einem Rest 
/ t-+i solche Faktoren weglassen, die auf [a,ö] semideflnit sind und in a.b nicht verschwin-
den. 
W i r kommen nun zur Methode von IIcrmite. Sei zunächst K ein beliebiger Körper 
und f(t) = tn + a\tn~l + — - + an G K[t] ein normiertes Polynom (n > 1). Es seien 
o r i , . . . , an die Nullstellen von / im algebraischen Abschluß von K. Für r = 0,1, 2 , . . . sei 
s r 1= sr(f) := -f • • • -f QrJl. D a s r ( / ) symmetrisch in den Q , ist, ist sr(f) G AT. In der 
Tat gibt es nur von n abhängende ganzzahlige Polynome pT in den Koeifizicnten von / , so 
daß sr(f) = p r ( a i , . . . .Ct1l) ist, wie man in der Algebra-Vorlesung lernt (vgl. [LaA, V , §9] 
oder [ J B A vol. I, §2.13]). So ist etwa s0(f) = n, si(f) — - Q i , s2(f) = a\ - 2a2, 5 3 ( / ) = 
—a\ + Saia2 — 3«3 usw. 
Definition 3. Die durch die symmetrische n X n -Matr ix 
( 5 i + * - 2 ( / ) ) 
definierte n-dimensionale quadratische Form über K nennen wir die Sylvesterform von / 
n 
und bezeichnen sie mit S(f). Es ist also S(f)(x\,... , x n ) = ^ Sj+k-2{f) Xj^k-
/ M - 1 
Theorem 5 (Jacobi, Borchardt, Hermite). Sei R ein reell abgeschlossener Körper und 
f G R[t] ein normiertes nicht-konstantes Polynom. Dann ist der Rang von S(f) gleich der 
Anzahl der verschiedenen Wurzeln von f im algebraischen Abschluß C — R(\/^l) von R, 
iLnd die Signatur von S(f) ist gleich der Anzahl der verschiedenen reellen Wurzeln von f. 
M a n beachte, daß also S(f) stets nicht-negative Signatur hat! 
Beweis. Es seien /¾,. . . , /?». die paarweise verschiedenen reellen Wurzeln von / und 
T l , 7i\ • • •, 7s, Ts die paarweise verschiedenen nicht reellen Wurzeln von / (r, s > 0: a »-> ä 
bezeichnet den nicht-trivialen A-Automorphismus von C). Die Vielfachheit von ßj sei my, 
die von Ty sei n y Sei i = ^f^\ G C , und seien R e a 5 I m a für a G C wie üblich definiert. 
Es ist 
s ( / ) ( * : , . . . , * „ ) = X ) 4 + ' ~ 2 ^ = E ( i > ^ ) 2 = 
l<? ,<M<n >=1 JL-I 
3=1 k j=l k k 
= E ^ ( E / T * * ) 2 + 2 E n,- [ ( E i f e t f - 1 )**) 2 - ( E M i f - 1 )**)2] • 
J=I k J=I k k 
Damit ist S(f) diagonalisiert: Setzt man 
k 
VJ(X) : = ^ 1 ^ ( 7 * - 1 ) ¾ IUj(X):= Y . k ^ t l ) x * U = I , . - . , * ) , 
k k 
so ist also 
r s 
5 ( / ) = ^ ™j ^j + 2 ] C n > ( u i ~ ™i) > 
j=l j=l 
und die Linearformen u i , . . . , u r , . . . , V 5 , I Ü s sind linear unabhängig. (Die Uber-
gangsmatrix geht durch zwei elementare Umformungen aus der Vandermonde-Matrix zu 
/¾, . . . , /¾- , 7 i , 7 i \ • -Is-.Ts hervor.) Daher ist 
S(f) =i r - (1) _L s • JL (n - r - 2s) • (0) , 
und man liest direkt ab: rang S(f) = r -f 2s, sign 5 ( / ) = r . • 
Die folgende Modil iz ierung ermöglicht es, auch die reellen Nullstellen in Intervallen zu 
zählen: 
Definition 4. Sei K ein Körper, / G K[t] ein normiertes Polynom vom G r a d n > 1, und 
A G 7v. Die Sylvesterform von f zum Parameter A ist die quadratische Form 
( x i , . . . , X N ) i-> ^ (Asy+fc_2(/) - 5 J + A : _ i ( / ) ) . T ^ T / C 
l<j,k<n 
über Jv und wird mit S\(f) bezeichnet. 
Theorem 5a (Hermite, Sylvester, 1853). Sei R reell abgeschlossen und f G R[t] normiert 
vom Grad n > 1. Für A G R ist dann 
r a n g S A ( / ) = # { « £ R{V-i): / ( « ) = 0 und « ^ A } , 
s i g n,S ' A ( / ) = #{a G Ä: / (o) = 0, a < A} - #{a G Ä : / ( a ) = 0, a > A} . 
Bezueis. W i r übernehmen die Bezeichnungen des letzten Beweises. 
n 2 
S A ( / ) (*!,..., = E ( A ~ « > j + ' ~ 2 ^ / - ] T ( A - a ^ Q T ^ 1 ^ ) -
l<j,k,l<n J = I k 
T S 
Weitere Urnformung von [• - •] gibt 
[...] = (A - 7y + A - T 7 X ^ - wj) + 2z(A - T 7 - A + 7J)VJIOJ = 
= 2(A - Re 7 , ) ( 1 ^ - w | ) + 4 1 1 1 1 ( 7 ^ ) ^ 1 ^ = : 2tpj{vj,Wj). 
Daher ist 
r 5 
J=I i = i 
Die Formen ipj sind hyperbolisch (j = 1, . . . , 5 ) , denn ist 7 ; = O 7 - f mit G j - , bj G /?, so 
wird <pj beschrieben durch die Matr ix 
(X ~ aj bj \ 
und diese hat wegen bj =fi O negative Determinante. Somit ist 
Sx{f) = {\-ßu..-,\-ßr)± s-H l ( n - r - 2 5 ) . ( 0 ) . • 
§8. Begriffliche Deutung der Sylvesterform 
Sei K ein Körper mit char K ^ 2. 
Im folgenden Abschnitt soll die Sylvesterform, eines Polynoms eine konzeptionellere 
Deutung erfahren, nämlich als die Spurform einer geeigneten Algebra. W i r beginnen mit 
Allgemeinheiten über solche Spurformen. 
Eine K-Algebra A bedeutet in diesem Paragraphen stets eine kommutative (und asso-
ziative) Jv-Algebra mit Eins von endlicher Dimension über K. Für a G A sei X(a) der 
A'-lineare Endomorphismus b »-» ab von A, und tr A/K (ci) die Spur von A(a) (über K). Die 
A r -Linearform tvA/K'-A —> K heißt die Spurvon A über K (nach englisch „trace"). 
Folgende Regeln kann man unmittelbar verifizieren: 
Lemma 1. 
a) Ist K11K eine Körpererweiterung und A' — A($j( K(, so ist 
tT/\/j{(a) = tr ,4 ' / / i ' (a ® 1) für alle a G A. 
b) Sind Ai,..., Ar K-Algebren und ist A = A\ x • • • x Ar, so ist 
r 
^AfKiaIi- • • » Clr) = Y tvAi/K(ai) ß r a l l t ( A I » • • • » CLr) € A • 
z = l 
c) t r ^ / j ^ N i l A ) = O (wo6d wie üblich N i l A = {a G / F a u = O / ü r ein n G I N } • 
Nun sei speziell A = K[t]/(f), wobei / G K[i] ein normiertes Polynom vom Grad n > 1 
sei. Das B i l d von t in /1 bezeichnen wir mit r . Seien a i , . . . , a n die Nullstellen von / im 
algebraischen Abschluß K von K. 
Satz 1. F ü r g G A[/,] is* tr / V A - (g{r ) ) = Egia1). 
Beweis. Wegen a) aus Lemma 1 kann man A ' = K annehmen. Seien ßi,...,ßr die 
verschiedenen Wurzeln von / und e i , . . . , er ihre Vielfaelilleiten, also f(t) = (l — ß\)ei • • • 
(t - ßr)er. Sei A1 = K[i]/(t - ßt)e' [i = l , . . . , r ) . Nach dem Chinesischen Restsatz 
ist A A i x • • • x A r ein Isomorphismus, und wegen. Lemma lb ) kann man r = 1 
annehmen, also f(t) = (/ - ß)e. Es gibt / i G K[t] mit <7(t) = #(/?) + (t - ß)h(t). Wegen 
(r — ß)h(r) G N i l / 1 und Lemma 1c) ist tr^/zf (</(r)) - txAfK(g(ß)) = e • #(/?). • 
Bezeichnungen. 
a) Ist A eine A ' -Algebra und a G /1, so bezeichne [/l,a]/^ den durch die quadratische Form 
x 1-» tVy\/K(ax2) auf A definierten quadratischen Raum über K. 
b) Für Polynome f,g G K[t], f 0, sei 
SylA-(/;5) := [/vt<]/(/) i 5(r)]A. 
und 
S V I a ( Z ) :^ 1 , , ( / : 1 ) . 
Den Index K werden wir häufig weglassen. 
Aus Lemma 1 erhält man sofort folgende Regeln für das Rechnen mit diesen Formen: 
Lemma 2. Seien A , A ' , A i , . . . , Ar K-Algebren. 
a) Ist ip: A —> A' ein K-Algebren-Isomorphismus, so ist 
[A,a] = [A1,(f(a)] für alle a G A. 
b) Ist K'IK eine Körpererweiterung, so ist für alle a £ A 
[A, a]K ®K K1 = [A ®K K',a ® %' (über K'). 
c) [ A i X - - X Ar,(Ci1,...,ar)} =i [A i ,a ; l ] J _ • • • JL [Ar,ar] (at G A1). 
d) N i l A C Rad [A, a] für alle a G A . • 
Lemma 3. Seien /,<y G A'[t], 
a) ist K11K eine Körpererweiterung, so ist 
Syl*-( / ;5) ® A ' A " = Hy l A - ( / ;< / ) ( M « - /v ' ) . 
b) Sind f\,... ,fr G K[t] paarweise teilerfremd, so ist 
Syl (fi '"fr; g) = Syl ( J 1 ; g) JL • • • JL Syl (/ r ; </). 
c) Sy l ( / e ; (7 ) ^ ( e ) ® S y l ( / ; ( / ) ± (0 , . . . , 0 ) (c G LN) . 
d) FÄra G tf* zst Syl (a/ ; (?) = S y l ( / ; $ ) tmd Syl (/; ag) = (a) ® S y l ( / ; </). 
e) FwV a G TT ist Syl (t - cr,g(t)) = (g(a)). 
Beweis, a), b) folgen aus Lemma 2, und d), e) sind klar. W i r zeigen c): Sei A = 
K[t]/(fe), A1 = A ' [ t ] / ( / ) , und 7r: A -+ A ' die Restklassenabbildung. Wegen Satz 1 ist 
teA/I{(a) — e ' tryt ' /A'( 7 r c O für alle a G A , woraus die Behauptung folgt. • 
Korollar. Für f,g G K[t], f ^ 0, s m d äquivalent: 
(i) Syl j ^(Zig) ist nicht-ausgeartet; 
(ii) / ist separabel, und f und. g sind teilerfremd. 
Beweis. D a (i) und (ii) gegen Körpererweiterung invariant sind, können wir A ' = K als 
algebraisch abgeschlossen annehmen. Seien aj,...,cxr die verschiedenen. Nullstelleii von 
/ , mit den Vielfaxhheiten e\,..., er G IN. Nach Lemma 3 folgt 
Syl ( / ; , ? )= I Syl ( ( * - « , - ) ' > ; </(*)) 
£? JL 1 [(C i) «» Syl (t - aj;g(t)) ± (e, - 1) • (0)] 
* .1 [ ( ^ ( a y ) ) -L (e, - 1) • (0>] , 
woraus man die Behauptung abliest. • 
Satz 2. Ist f G F[t] ein normiertes Polynom vom Grad n > 1 und S(f) seine Sylve-
sterform, so ist S(f) = Syl( j f ) . Für die Sylvesterform S\(f) von f zum Parameter A gilt 
Sx(I) = Sy\(f;X-t). 
Beweis. Seien a\,... ,an die Nullstellen von / in K und sei g G K[t] beliebig. Bezüglich 
der Basis l , r , . . . , T n - 1 von A : - AT[i]/(Z) wird Sy l (Z jg ) dargestellt durch, die Matr ix 
(fyfc)i<j,fc<n, mit = trA/K(TJ+k~2g(T)). Nach Satz 1 ist bjk = X > ; + f c ~ 2 
Hieraus folgen die Behauptungen mit g = 1 bzw. g = A — t. 1 = 1 • 
W i r zeigen abschließend, daß sich die im vorigen Abschnitt bereits bewiesenen Sätze 
von Sylvester und Hermite (§7, Sätze 5 und 5a) unter Verwendung des Spurformenkalküls 
recht einfach ergeben. 
Sei also A ' = R reell abgeschlossen, sei f G R[f] normiert vom Grad n > 1 mit den 
verschiedenen reellen Wurzeln ß\,...,ßr und den verschiedenen nicht-reellen Wurzeln 
7i>7i\ * * • ? 7s 5 Ts- Seien wieder nij bzw. nj die Vielfachheiten der ßj bzw. jj. W i r setzen 
q3(t) := (t - 7 7 ) ( t - 7~) (j = 1 , . . . , s). Dann ist 
r s 
und folglich nach Lemma 3 für alle g G R[t] 
Syl (/;<,) = I Syl ((< - &)•»';<,) JL i S y l ( ^ 5 ) 
b) J = I J = I 7 
^ JL Syl (i - /¾; g) J_ I Syl fo; g) J_ ( ü , . . . , 0) 
c) J = I J = I 
= ), • • • Mßr)) -L i , Syl (¾; tf) JL (0,. . . , 0) . 
e) J = I 
Dabei sind alle Formen Syl (qj;g) hyperbolisch (oder null , falls qj\g), denn R[t}/(cjj) ist 
als i?-Algebra zu C = T Z ( V c i I ) isomorph, und für alle o? G C f* ist [C\ a}R ~ (1, - 1 ) = II. 
(Wählt man ß G C mit 2a/? 2 = z, so erhält man für [C;a]ji bezüglich der Basis ß,—iß 
die Matr ix ^ . ) 
Somit ist Syl (f; g) ^ (g(ßi),..., #(&)) JL * • / / .1 (n - r - 2t) • (0) für ein 0 < t < s. 
Insbesondere ergeben sich S(f) = Syl (f) = Syl (f; l ) = r - (1) _L 5 • # ± (n - r - 2s) • (0) 
und Syl (Z; A - t) = (X - ßu .. . , A - ßr) 1 5 • H JL (n - r - 2s) • (0). Daraus liest man 
die Aussagen der Sätze von. Sylvester und ILermite direkt ab. 
Neben den schon erwähnten Arbeiten [KN] und [Fu] vergleiche man zu diesem und zu 
verwandten Themen auch den Art ike l [BeSp], welcher interessante historische Bemerkun-
gen über Sylvester enthält. 
§9. Cauchy-Index einer rationalen Funktion, Bezoutiante und Hankelformen 
Im weiteren Verlauf dieses Buches wird dieser Abschnitt , ebenso wie der folgende, nicht 
mehr benötigt und kann daher bei der ersten Lektüre überschlagen werden. Andererseits 
gehört sein. Inhalt zum klassischen Bestand der reellen Algebra und ist für das Verständnis 
der historischen Entwicklung der Matl iematik im 19. Jahrhundert unentbehrlich. Daneben 
hat er auch in vielen Anwendungen Bedeutung erlangt, etwa bei der Stabilität von 
Bewegungen oder in der Kontrolltheorie. 
W i r folgen der Arbeit [KN] von Kre in und Naimark, können jedoch aus Platzgründen 
nur einen kleinen Ausschnitt davon darstellen. Der interessierte Leser sei daher auf diese 
Arbeit selbst verwiesen. 
Sei stets R ein reell abgeschlossener Körper. 
Definition 1. Sei ip(t) — g(t)/f(t) G R(t) eine rationale Funkt ion, wobei g und / 
teilerfremde Polynome über R seien. 
a) Sei a. G R eine Polstelle von ip (also eine Nullstelle von / ) . Der Cauchy--Index inda(<^) 
von (p in a wird wie folgt definiert: M a n setzt mda(ip) : = + 1 , falls der Wert von (p(t) bei 
t = a von —oo nach +oo springt, inda.(c^) : = — 1 , falls er von +oo nach —co springt, und 
ind a((^) := O sonst. 
b) Der Cauchy-Index von <p im offenen Intervall }aib[ C R ( ± c o als Intervallgrenzen sind 
zugelassen) ist definiert als die Summe der Cauchy-Indizes zu den in ]a, b[ gelegenen Polen 
von (p. W i r schreiben dafür Ib(iP)- Falle a = —oo, b = +oo spricht man vom globalen 
Cauchy-Index von ip. 
Der Cauchy-Index von cp(t) = f('t)/g(t) i m Po l t — a ist also + 1 , —1 oder 0, je nachdem 
ob das Polynom f(t)g(t) in t = a das Vorzeichen von minus nach plus, von plus nach 
minus oder überhaupt nicht wechselt. 
Beispiele. 
1. Sei / G R[t] ein nicht konstantes Polynom, und sei <p> — f'/f seine logarithmische 
Ableitung. Sind Q? i , . . . , ay die verschiedenen reellen Nullstellcn von / und m\,...,mr 
ihre Vielfachheiten, so ist 
<p(t) = m + E . 
wobei ip eine rationale Funktion ohne reelle Pole ist. Somit hat ip — f'/f genau r reelle 
Pole a i , . .. , a r , und in jedem von diesen den Cauchy-Index +1 
2. Etwas allgemeiner: Seien fji G R[t) und sei / ^ 0. Für (p = hf'/f ist dann 
^ r - S M - # { a G : f(a) = O und h(a) > 0} - # { a G R : f(a) = O und h{oc) < 0} , 
wie man sich leicht überzeugt. 
Wie kann man die ganze Zcihl Iba(^p) aus den Koeffizienten von (p bestimmen? Eine 
Lösung wurde schon in §7 gegeben: Man führe den Sturmschen Algorithmus mit den 
Polynomen f,g (statt wie damals / , / ' ) durch und wende das dortige Theorem 4a auf 
die entstandene verallgemeinerte Sturmsehe Kette an. Diese Prozedur wurde schon i m 
letzten Jahrhundert zu praktischen Verfahren für die Bestimmung von Ib(^p) ausgebaut. 
Für einen wichtigen Spezialfall, das sogenannte Routh-Hurwitz -Problem, verweisen wir 
auf [Ga, §16]. 
W i r wollen jetzt einen Zusammenhang zwischen dem globalen Cauchy-Index und ge-
wissen quadratischen Formen herstellen. Dazu müssen wir etwas ausholen. Für (p = g/f 
können wir stets degg < d e g / voraussetzen, da sich die Cauchy-Indizes bei Addit ion 
eines Polynoms nicht ändern. 
Seien also 
f(t) = aQtn + C1In-1 + • • • + an und g(l) = b0tn + M n " " 1 + ••• + &„ 
zwei Polynome mit Koeffizienten in einem Körper A ' (char K ^ 2) und sei ao ^ 0. W i r 
ordnen dem Paar (/, g) wie folgt zwei quadratische Formen über K zu. 
Sind .x und y neue Variable, so ist das Polynom f(x)g(y) — f(y)g(x) durch x — y teilbar. 
Gienauer gilt 
f(x)g(y)-f(y)g(x) 
hJ=0 
wobei 
i 
C1J — ^ dk^+j^-k mit Cllj := an-jbn-i - an_ibn_j 
i s t 1 . Unabhängig von diesen Formeln ist klar, daß C1 j = Cjl für alle i.j = 0 , . . . yn — 1 gilt. 
Definition 2. Die symmetrische x n -Matr ix (cji)o<ij<n-i heißt die Bezoutmatrix 
zu / und g und wird mit B(f,g) bezeichnet. Die zugehörige quadratische Form über K 
heißt die Bezoutiante zu / und g. W i r bezeichnen sie ebenfalls mit B(f,g), schreiben also 
« - 1 
B(fi<l) ix0i • • • » x n - l ) = ] P CijXlXj . 
Andererseits können wir wegen degg < deg / die rationale Funktion ip(i) — g(t)/f(l) 
als eine formale Potenzreihe in l~{ schreiben: 
tp(t) = 5 _ i + s o « " 1 -I- s . T r 2 -I- • • • . 
Definition 3. Die symmetrische n x n-Matrix (si+j)n<ij<n-\ heißt die IIankelmatrix zu 
/ und g und wird mit II(/,g) bezeichnet 2 . Wiederfassen wir II(f}g) auch als quadratische 
Form auf, 
71-1 
H(f,g)(xQ,...,Xn-1) = Y Si+jXiXj, 
1 W i r werden diese e x p l i z i t e n F o r m e l n n i c h t weiter b e n u t z e n . 
2 A l l g e m e i n n e n n t m a n jede q u a d r a t i s c h e M a t r i x ( a j ; ) , b e i der der E i n t r a g n u r v o n i-\- j a b h ä n g t , 
eine Ilankelmatrix. 
und sprechen dann von der Hanhelform zu / und g. Für 1 < p < n wird die gestutzte 
M a t r i x (si+j)o<i,j<p-i Hp(f,g) bezeichnet. 
Bemerkung. OfFensichtlich hängt / /( / ,g) nur von n und von der rationalen Funktion 
<p = g/f ab. Allgemeiner kann man zu jeder formalen Potenzreihe (p(t) G A'[[2 - 1]] in t~l 
und jedem n > O eine Hankelmatrix Hn((p) wie in Definition 3 bilden. E in bekannter 
(elementarer) Satz von Frobenius besagt, daß ip(t) genau dann rational (d.h. ip(t) G K(t)) 
ist , wenn es ein n > O mit det Hrn (ip) = O für alle m > n gibt. Ist dies der Fa l l , 
so ist überdies das kleinste solche n der Gracl des Nenners von (p in einer gekürzten 
Bruchdarstel lung, und jede Matr ix Hrn(tp) mit m > n hat den Rang n. Siehe hierzu etwa 
[Ga, §16.10]. 
Beispiel 3. Sei / G K[t] ein nicht konstantes Polynom. W i r wollen die Hankelform 
H(f,f) berechnen. Ist f(i) — a(t — a\) - • • (t — an) die Zerlegung von / über dem 
algebraischen Abschluß von A", so ist (geometrische Reihe!) 
r , . = > = > s . t - - 7 - 1 mit S 7 — a] . 
f(t) t-ai J J k 
J v ; i=l 1 J=O k=i 
Somit ist H(f,f) gerade die in §7 betrachtete Sylvesterform S(f) zu / . 
Anmerkung zur Terminologie. W i r werden gleich sehen, daß H(f>g) zu B(f,g) isometrisch 
ist. In manchen modernen Arbeiten und Büchern (etwa [BCR]) wird deshalb die Form 
S(f) — H(f,f) als „Bezoutiante von / " bezeichnet. W i r halten diesen Sprachgebrauch 
für unglücklich, weil er nicht mit der im 19. Jahrhundert entwickelten Terminologie 
harmoniert. Damals wurde konkreter gerechnet, als es heute oft üblich ist, und zwischen 
einer quadratischen Form und ihrer Isometrieklasse scharf unterschieden. U m solchen 
Kol l is ionen aus dem Weg zu gehen, haben wir S(f) die Sylvesterform von / genannt, was 
wegen Sylvesters Pionierleistung auf diesem Gebiet sicher gerechtfertigt ist. 
Satz 1. Die Bezoutiante B(f,g) ist zur Hankelform H(fyg) isometrisch. 
Beweis. Sei wieder ip(t) = g(t)/f(t). Dann gilt 
E ^ y = / w / w ^ ) = / ( . ) / ( , ) i > , ^ -
oo i—1 
1=1 J = O 
CO 
= f(x)f(y) $ > * + , * - ( t + V ( / + 1 ) 
JU=O 
C O 
= £ s k + l ( a o -T " - * " 1 + • • • + O n I - ' - 1 ) (aoy"- '- 1 + • • • + any-l~l). 
Jk 1 J=O 
D a auf der linken Seite keine negativen Potenzen von x oder y vorkommen, können wir 
auch auf der rechten Seite alle solchen Terme weglassen und erhalten 
n — l n—l 
C13X11P = YJ S M { a * x n - k - 1 + • • • + a n _ f c _ i ) ( O o y n " ' " 1 + • • • + a n _ / _ i ) . 
i,j=0 IciI=Q 
Nimmt man die Variablentransformation 
UQ := a o X n _ i + Cl[Xn-2 "I + CLN-IXQ 
Ui := UQXn^o + • • • + a n - 2 x o 
Un-I = 
vor, so ergibt sich daraus 
a 0 x 0 
#(/></) {XQ, ... , . T n - I ) = H(f,g) (wo, • • . , U n - l ) . 
Wegen aQ ^  0 gibt dies die Behauptung. 
Korollar. Für die Minoren 
Bp := det (cij)n-p<ij<n-i (1 < P < 
de?* Bezoutmatrix B(f,g) (die „Hauptminoren von rechts unten ausu) gilt 
Bp = Ctlp det Hp(/,</). 
(1) 
• 
(2) 
Beweis. In der Identität (1) setze, man xo ~ • • • — S n - J , - 1 = 0, also uv = • • • = u n _ i = 0, 
lese die neue Identität als eine Gleichung von symmetrischen Matr izen und gehe zu den 
Determinanten über. • 
Satz 2 (Hurwitz) . 
Bp = 
ClQ 
Cl] h 
0 
ClQ 
0 
bo 
&2p-\ b>2v-\ 0<2p-2 Hp-2 
0 0 
0 0 
CLp b p 
(3) 
wobei Cti — bi = 0 /uV z > n zu lesen ist. 
Beweis. Aus der Identität g(t) — f(t)(p(t) erhält man die Rekursionsformeln 
bi = CLQS1-I + aiSi-2 H h a r s _ i (4) 
für alle i > 0. M i t ihrer Hilfe kann man die Identität (2) wie folgt umformen: 
0 0 ••• 0 
0 0 ••• 0 
a0Bp = ( -1 ) 
(2) 
ELB=H 2p+1 0 0 
0 5 _ l 
0 0 
0 0 
0 1 
Sp-2 Sp-I 
Sp-Z Sp-o 
S-I 
>2p-2 
5 2p-3 
Sp-I 
1 0 0 0 0 
0 5-1 -50 51 S2p-2 
0 1 0 0 0 
0 0 5-1 50 52p-3 
0 0 0 0 • • 1 0 • 0 
0 0 0 0 • • 0 s-i • • Sp-I 
0 0 0 0 • • 0 1 • 0 
«0 
0 
0 
CL1 Cto 
ao a\ 
0 «o 
0 0 0 
«2p 
« 2 p - l 
«0 i 
Ausmultipl iz ieren der Matr izen gibt 
a0Bp = ( - 1 ) " 
( 4 ) 
ao CL1 a 2 • «2p 
0 bo k • ' &2p- l 
0 a0 a i • • &2p-\ 
0 0 bo • * &2/>-2 
0 0 0 • • bP 
0 0 0 • ap 
bo h • • b2p-1 
ao CL1 • • «2p-1 
0 b0 • • bop-2 
0 0 • •• bp 
0 0 • av 
Nach Permutation der Zeilen und Transposition erhält man die Behauptung (3). • 
Definition 4. A l s Resultante R(J1Cj) von / und cj bezeichnen wir hier die 2?2-reihige 
Determinante 
Cl0 CL1 • Chi 0 0 • • 0 
0 CL0 • • « n - 2 Cln-I Cln 0 • • 0 
0 0 • «0 CL1 CL3 • • CLn 
k bi ' • bn-l bn. 0 0 • • 0 
0 b0 • • bn-o bn-l bn 0 • • 0 
0 0 • • b0 bi b2 63 • • 6« 
Ist bo y£ 0, so ist dies die Resultante von / und cj i m üblichen Sinn der Algebra (vgl. 
[LaA] , [vclW], [JBA] ) . Ist dagegen deg(g) = m < n = deg( / ) , so erhält man R(f.g) aus 
der üblichen Resultante durch Mult ipl ikat ion mit dem (unwesentlichen) Faktor a0l~m. 
Satz 2 besagt i m Falle n = p: 
det5( / , f f ) = ( - 1 ) ^ ^ ( / , 5 ) . (5) 
D a die Resultante zweier Polynome genau dann verschwindet, wenn diese einen gemein-
samen Teiler haben (siehe [vdW], . . . ) , erhalten wir die 
Folgerung. Die Bezoutiante von f und g ist genau dann nicht ausgeartet, wenn f und 
g teilerfremd sind. • 
Bezeichnen wir den quadratischen Raum (Kn,B(f,g)) mit V (/,#), so gilt allgemeiner: 
S a t z 3. Sei D = tq + d\iq~l + — --\-dq der größte gemeinsame Teiler von f und g, und sei 
f = f° . D, g = <7° • D. Dann hat das Radikal Rad V(/,</) von V(f,g) (§2) die Dimension 
q, und der quadratische Raum V ( / , # ) / R a d V(f,g) ist zu V( / ° ,< / ° ) isometrisch. 
Beweis. Sei (C0ij) := B(f\g°). Dann gilt 
n I(xMv) ~ f(v)9{x) > C1JX yJ = 
~ x — y 
< x , x f(x)cjHy) - f°(y)g°(x) 
= D(x)D(y) J { ) J _ J K J ) J K 1 
n—q — 1 
= D(x)D(y) £ 4 X - V 
i\i=o 
= £ Cnil [ckx<l+> + •••+ClqXi) {Chy''^ + . . .+d 4 y>) , 
I J = O 
wobei CIQ : = I. Sind a*o,..., x n _ i unabhängige. Variable, so bi lden wir die neuen n — q 
iinabhängigen Variablen 
U0 = d(jXo 4- dq-ixi - f • • • + ^ 0 ½ 
Wl = dtfXi+ • • • + ^ l X 7 + ClQXqjrI 
Un-q-i = dqXn-q-i+ ••• + 4 ^ n - l 
(CIQ :— 1). Aus der obigen Identität liest man dann ab: 
^(Lg) (£0 , • • • , S n - l ) = B(f°,g°) ( « o , • • • , U n - g - l ) • 
Da B(f,g°) nach der Folgei 'ung aus Satz 2 nicht ausgeartet ist , folgt daraus die Behaup-
tung. • 
Von nun an sei wieder K = R reell abgeschlossen. Wie zuvor seien / bzw. g Polynome 
vom Grad n bzw. höchstens ??,, und sei Lp : = g/f. 
Theorem 4. Der globale Cauchy-Inclex It%%(<p) ist gleich der Signatur der Ilankelforin 
H(f^g), also auch gleich der Signatur der Bezoutiante B(f,g) von f und g. 
Aufgrund von Satz 3 können wir / und g ohne Einschränkung als teilerfremd, also 
H(f,g) als nicht ausgeartet, voraussetzen. 
W i r führen den Beweis jetzt i m Falle R = IR mit funktionentheoretischen M i t t e l n , 
nämlich durch Berechnung der Residuen eines Differentials u> = <p(z){)(z)2 dz. Dabei sei 
z eine komplexe Variable und 
ß(z) = X 0 -f xiz H h xn-izn~l 
mit unabhängigen reellen Parametern X Q 1 . .. , U m das Residuum von LÜ in z = oo 
zu berechnen, führen wir bei co die lokale Koordinate ( = z~1 ein. Dann ist 
also — Res 0 0 (a;) der Koeffizient von ( in der Laurent-Entwicklung von Lp(z)ö(z)2 nach (. 
Aus 
n - 1 
cp(z) ti(zf = ( s - i + S0C + S 1 C 2 + •••)• £ X 3 X k C ^ k 
liest man ab: 
n - 1 
- R e s 0 0 ( u ) = ] P s3+kXjXk = H(f,g)(x0,... ,Xn-i). (6) 
j,k=o 
Nach dem Residuensatz ist dies gleich der Summe der Residuen von co in den i m Endlichen 
gelegenen Polen von to, also in den Nullstellen von / . 
Sei also z = a eine (komplexe) Nullstelle der Vielfachheit m von f(z). M a n hat eine 
Laur en t- E n twi ck Iung 
<p(z + a) = coz~m + dz'™+1 + • - -
mit komplexen Koeffizienten CJ und CQ ^ 0. Ist a G IR, so sind auch die c.} reell. Weiter 
ist 
d(z + a) = X0 -F xi(z + a) + • • • + xn-i(z + a ) n _ 1 
= U 0 + uiz H- h I i n -X-ST n - 1 , 
wobei W Q , . . . , un-i Linearkombinationen von , . . . , xn-i sind, deren Koeffizienten ganz-
zahlige (universelle) Polynome in a sind. Somit ist 
Res a(u;) = C M ^ 1 U Q + 2c,„^2Wo«i + \- c o ( u o « m - i + • • • + um-iuo) • 
Ist m = cIr gerade, so können wir schreiben 
Res a(u;) = U0VQ -F u m H + u r _ i i v - i (A) 
mit geeigneten Linearkombinationen V3 von XQ1 . . . , x n _ i , deren Koemzienten ganzzahlige 
Polynome in a , CQ1 •. . , c m - i sind. 
Ist dagegen m — 2r + 1 ungerade, so können wir 
Res a(o;) = U0VQ -f h u r _ i t ? r _ i -f C 0Ii 2. (-#) 
schreiben, mit Linearkombinationen wie zuvor. 
Ist cv E IR, so haben alle Linearkombinationen U 3 1 V 3 reelle Koeffizienten. Sei jetzt a ¢ 
E l , etwa I m ( a ) > 0. Dann ist auch ä Nullstelle von / von derselben Vielfachheit wie a , 
und i m Residuum R e s a (u?) treten gerade die konjugiert komplexen Linearkombinationen 
Uj1V3 auf. U m die U 3 1 V 3 i m Real- und Imaginärteil zu zerlegen, schreiben wir für 0 < j < 
U 3 = p3 + V c i I P3 , Vj = CJ3 - x / 1 7 ! q'j 
mit reellen Linearkombinationen p3li/,•,¾', 43 v o n ^o, • • • , ^ n - i ; i m Falle m = 2r + 1 sei 
mit reellen Linearkombinationen pr,p'r-
Dann erhält man i m Pralle m = 27' 
r—1 r—1 
ResQ.(u) + Res a(u;) = ] T (UJVJ + U 3 V 3 ) ^ 2 ] T (p3q3 + p^-) , (C) 
dagegen i m F a l l m = 2r 4- 1 
r - 1 
Res a(u;) -r Res a (cj) ^ 2 ^ (p3q3 + ^ ¾ ) + 2c 0 (p 2 - Pr2). (£) 
J = O 
In den Identitäten ( A ) , (B) (für a reell) und (C) , (D) (für a nicht reell) treten insgesamt 
genau n reelle Linearformen auf, da / mit Vielfachheiten genau n Nullstellen besitzt. M i t 
dem Residuensatz erhält man aus (6) für H(f^g) eine Darstellung als quadratische Form in 
diesen n Linearformen. Diese müssen linear unabhängig sein, da sonst FI(fyg) ausgeartet 
wäre. Weiter ist H(f,g) die orthogonale Summe der durch (A) , (B) für a G IR und 
durch (C) , (D) für Im (a) > 0 gegebenen quadratischen. Formen. Offensichtlich sind die 
zu (A) , (C) und. (D) gehörenden Formen hyperbolisch, während die zu. (B) gehörende 
Form orthogonale Summe einer hyperbolischen Form mit der Form CQIL21. ist, somit als 
Signatur das Vorzeichen von CQ hat. M a n beachte nun, daß für a G IR der Cauchy-Index 
inda((ro) = 0 ist, falls rn gerade ist, dagegen inda(<^) = sgn CQ für ungerades m gilt. Also 
ist tatsächlich 
s i g n / / ( / , , / ) = Y, mdtt(v>) = 7+~ (y.). 
Q G 1 R ( / ( Q ) = 0 
U m Theorem 4 über einem beliebigen reell abgeschlossenen Körper R zu beweisen, 
bieten sich nun zwei Wege an. Z u m einen kann man einen rein algebraischen Residuensatz 
für rationale Differentialformen über R(y/^l) benutzen. In der Tat kann man für die obige 
Form uo über jedem algebraisch abgeschlossenen Körper in allen Polen formale Laurent-
Entwicklungen finden, mit ihrer Hilfe die Residuen vonw definieren und beweisen, daß ihre 
Summe null ist. Der oben gegebene Beweis bleibt dann Wort für Wort gültig. Vergleiche 
dazu etwa [Se, p. 31]. 
Die andere Möglichkeit besteht darin, das Tarski-Prinzip anzuwenden (siehe etwa [ P r l , 
§5] oder [Pr2, §4.2]). Dieser modelltheoretische Satz besagt unter anderem, daß jede 
„elementare Aussage" in der Sprache der angeordneten Körper, welche über IR richtig ist, 
auch über jedem reell abgeschlossenen Körper gilt. Auch wenn man sich nur sehr wenig 
mit Modelltheorie befaßt hat, erkennt man leicht, daß sich Theorem 4 als eine solche 
elementare Aussage fassen läßt. Das Tarski -Prinzip spielt in der höheren, reellen Algebra 
eine wichtige Rolle (siehe die Einleitung), wird aber in diesem Band ansonsten vermieden. 
Damit erklären wir Theorem 4 für bewiesen. Aus diesem Resultat gewinnt man sofort 
eine Möglichkeit, die Cauchy-Indizes Ifl(^p) a u I > endlichen offenen Intervallen }a,b[ durch 
Signaturen von „modifizierten" Bezoutianten auszudrücken. Ohne Beschränkung der A l l -
gemeinheit nehmen wir degg < deg / an und definieren zu jedem XeR die quadratische 
Form 
Bx(f,g):=B(f,{\-t)g). 
Ihre Signatur sei mit p(X) bezeichnet. Ist A höchstens ein P o l erster Ordnung von Lp1 so 
ist 
nach Theorem 4. Sind also a,b höchstens Pole erster Ordnung von i? und ist a < b, so 
folgt 
P(b) = I-oo(v) + inda(v) + /«*(¥>) - It0(V), 
p(a) = Il00(V) - It(V) ~ ind6(v>) - IS0(V), 
und daraus 
Folgerung. Hat Lp in a und b höchstens einfache Pole und ist a < b, so ist 
2Iha{u?) = p(b) - p(a) - mda(üp) - mdb(Lp). • 
In unserem Beweis von Theorem 4 wurde nur mit der IIankelform H(j\g) gearbei-
tet. Die Bezoutiante B(f,g) ging lediglich indirekt ein, indem über die Theorie der 
Bezoutianten gezeigt wurde, daß man / und g als teilerfremd und damit H(f,g) als nicht 
ausgeartet voraussetzen darf. Daher könnte der Eindruck entstehen, daß die LIankelform 
i m Zentrum des Interesses steht und der Bezoutiante eher eine IIilfsfunktion zukommt. 
Tatsächlich gibt es aber zwei Gründe, die die Bezoutiante als das zentrale Objekt 
erscheinen lassen. Der erste ist formaler Natur: B(j\g) läßt sich wie in Definition 2 
für beliebige Polynome / und g ohne Gradbeschränkung definieren, während für H(f,g) 
der natürliche Deffnitionsbereic.il degg < deg / (oder sogar degg < d e g / ) ist. In jüngster 
Zeit wurde zudem erhärtet, daß die im 19. Jahrhundert so beliebte, dann weitgehend 
vergessene Bezoutiante B(fyg) faszinierende Eigenschaften hat, die von H(f,g) nicht 
geteilt werden. Siehe dazu [Fülle], [He] und die dort angegebene Literatur. 
Z u m zweiten hat B(f,g) praktische Vorteile gegenüber //(/,</), denn die Koeffizienten 
von B(f)g) lassen sich schnell aus jenen von / und g gewinnen (siehe die eingangs ange-
gebenen Formeln), während die Taylorkoeffizienten von gj/, welche in H(f,g) eingehen, 
in komplizierter Weise von / und g abhängen 3. Daher läßt sich auch bei variierendem 
/ und g die Änderung von B(f,g) besser studieren als jene von H(f,g), was etwa für 
Anwendungen in der Regelungstechnik wichtig ist. 
M i t dem Satz 2 von Hurwitz hat man außerdem die Signatur von B(f,g) gut i m Griff. 
Als Il lustration erwähnen wir 
Satz 5 (Hurwitz) . Seien f,g Polynome über R wie oben (deg g < deg / = n). Dann sind 
äquivalent: 
(i) Alle Wurzeln von f sind ideell und einfach, und zwischen je zweien von ihnen liegt 
eine Wurzel von g; 
(ii) in der Folge der Determinanten 
ao b0 0 0 ••• 0 0 
a i b\ ao bo • • • O O 
« 2 n - l hn-l Osin-tI Hn-2 ' ' ' Cln bn 
sind entweder alle Glieder positiv, oder die Glieder sind abwechselnd positiv und 
negativ. 
Beweis. Bedingung (i) bedeutet IZ^ (g/f) = ±vz, während nach Satz 2 die Bedingung an 
die Determinanten sign B(j\g) — ±n besagt. Die Behauptung folgt daher aus Theorem 4. 
• 
ao h 
Ci1 bi 
3 A n c I e r e r s e i t s h a t die M c i t r i x H(f,g) eine einfachere G e s t a l t als B(f,g). 
§10. Eine obere Abschätzung für die Anzahl reeller Nullstellen 
(mit Vielfachheiten) 
R sei stets ein reell abgeschlossener Körper. Im Gegensatz zum bisherigen Brauch werden 
jetzt alle Nullstellen mit Berücksichtigung ihrer Yielfachhciten gezählt. 
Sei / G R(t) eine nicht-konstante rationale Funktion ohne Pole im Intervall [a,b] 
(a,6 G R1 a < b). W i r fixieren ein n > 1 mit f(n\a)f(n\b) ^ 0 und bezeichnen mit 
Ni die Anzahl der reellen Nullstellen der 2-ten Ableitung in }a.b] (i = 0 , 1 , . . . , n); 
insbesondere sei N := NQ die Anzahl der Nullstellen von f in ]a,6]. Für x G [a,6] setzen 
wir V(x) := V a r ( Z ( ^ ) 1 Z X r ) , . . . , / H ( I ) ) (vgl. §7). 
Theorem (Hurwitz) . 7_?.s ^zfci em v G INo m%l 
N = NN + V(a)-V{b)-2v. 
Korollar 1 (Buclan - Fourier). Ist f G R[t] ein Polynom vom Grad n > 1. so ist 
N = V(a) - V(b) - 2v 
für ein v G INo-
Bevor wir das Theorem beweisen, wollen wir noch einige interessante Folgerungen 
daraus (genauer: aus Korollcir 1) ableiten. Sie zeigen, daß man ohne jede Rechnung 
allein aus der Vorzeichenfolge der Koeffizienten eines Polynoms bereits bemerkenswerte 
Schlüsse über seine reellen Wurzeln ziehen kann! 
Es sei dazu f(t) = Cotn -F C 1 Z n - 1 + ••• + C N G R[t] mit n > 1 und co =fi 0. W i r führen 
folgende Bezeichnungen ein: 
p := Anzahl der strikt positiven Wurzeln von / , 
p := Anzahl der strikt negativen Wurzeln von / , 
V := V a r ( c 0 , . . . , c n ) , 
VI : = Var (c 0 , - c . i , C 2 , . . . , ( - 1 )ncn) . 
Korollar 2. 
a) (Regel von Descartes) Es gibt V1 v' G INo mit p = V — 2v und p' = V — 2v(. 
b) Ist cn 0 und sind alle Wurzeln von f reell, so ist p = V und pl -- V1. 
c) Ist cn ^ 0 und ist c{-\ = ci = 0 für ein i mit 1 < i < n, so hat j nicht-reelle Wurzeln. 
Beweis. 
a) V(O) = V a r ( c n , 1! c n _ i , . . . , ? ? . ! Co) = V und V(b) = 0 für b >^ 0 geben zusammen mit 
Korol lar .1 die erste Formel. Für die zweite ersetze man f(t) durch f( — t). 
b) Sei / 
IF (x) := Var(co -F X1..., cn -f x) und 
W\x) := Var(co + x,-(C1 + x),..., ( - l ) n ( c „ + a:)) 
(x G R). Für alle x G R mit O < x < min{|q|: C{ ^ 0} ist dann W(x) + W'(x) = n sowie 
IFr(o;) > V und VF'(x) > V . Es ist also V + V1 < n , und aus a) folgt + p' < V + V . 
Andererseits ist nach Voraussetzung in b) p 4- p' = n , also folgt = V,p' = V . 
c) Mein wiederhole das in b) gegebene Argument, indem man die Stellen i — 1 und z in 
den Folgen wregläßt. • 
Für den Beweis des Satzes von Hurwitz stellen wir zwei Hilfssätze bereit. 
Hilfssatz 1 (Taylor). Sei 0 ^ / G R(t) und a G R eine Nullstelle der Vielfachheit m > 0 
von f. Dann gibt es ein g G R(t) mit g(0) ^ oo und 
f{a + t) = —Jm\a)tm + tm+Jg(t). 
Beweis. Es gibt h G R(t) mit A(O) ^ oo, A(O) ^ 0 und mit f{a + t) = tmh(t). Die Leibniz-
Regel gibt f(m\a) = m! A(O). Es gibt g G -ß(i) mit g(0) ^ oo und A(£) = A(O) -f- tg(t), 
woraus die Behauptung folgt. • 
Hilfssatz 2. Seien a,6 G R1 a < b, und f G R(t) ohne Pole in [a,b]. 
a) Ist f ohne Nullstellen in [a,6[ ; ist f(b) = 0 und f'(a) ^ 0, so ist die Anzahl der 
Nullstellen von fl in ]a,6[ 
f gerade fürf(a)f'(a) < 0 
I ungerade für f(a)f (a) > 0. 
b) Ist f ohne Nullstellen in ]a,b], ist f(a) = 0 und f'(b) ^ 0, so ist die Anzahl der 
Nullstellen von f in ]a,6[ 
J ungerade für f(b)f (b) < 0 
\ gerade fürf{b)f(b) > 0 . 
Beweis. Aus Symmetriegründen genügt es, a) zu zeigen. Nach dem Lemma in. §7 ist 
f{b-e) f'(b-e) < 0 für kleines e > 0. Aus der Voraussetzung folgt f(a)f(b-e) > 0. Ist 
f{a) f'(a) > 0 (bzw. < 0), so haben also f'(a) und f'(b — e) verschiedenes (bzw. gleiches) 
Vorzeichen, die Anzahl der Niillstellen von / ' in [a,6 — e] ist also ungerade (bzw. gerade). 
• 
W i r kommen jetzt zum Beweis des Theorems und übernehmen die bei seiner Formulie-
rimg eingeführten Voraussetzungen und Bezeichnungen. 
Für alle x G R mit f(x) ^ oo definieren wir 
o(x) := ^ ( l - s i g n ( / ( . r ) / ' ( * ) ) ) 
(wf)(x) •.= I A 1 - sWifW H * ) ) ) . m i n i m a l i s t m i t f(k){x) ^ o 
l 0 falls f(x) = 0. 
Hilfssatz 3. Es gelte f{a)f'(a) f(b)f'(b) ^ 0. Dann gibt es v G I N 0 mit N - N1 = 
w(a) — w(b) — 2v. 
Seien c i , . . . , c r die verschiedenen Nullstellen von / in mit den Vielfachheiten 
rai,...,77ir, sei a < C1 < • • • < cr < b. Nach §7, Satz 3 hat / ' in ]c 2 _i , c t [ unge-
rade viele Nullstel len (i — 2 , . . . , r ) , außerdem in C1 eine genau (Inl — 1)-fache Nullstelle 
(i = 1 , . . . , r ) . In [ci, cr] hat / ' also genau 
(r - 1) + 2u + ( m a - ! ) + ••• + ( m r - 1) = iV + 2u - 1 
Nullstellen, für ein u G INo- Weiter ist die Zahl der Nullstellen von / ' in ]a,cj[ bzw. in 
]cr,b[ gleich 1 — w(a) + 2u\ bzw. gleich w(b)+2it2> für u i , W 2 € INo (Hilfssatz 2). Es ergibt 
sich also 
N1 = (N + 2w - 1 ) + ( 1 - iü(a) + 2ui) + (w{b) + 2u 2 ) 
d.h. 
N1 = N — w(a) -f + 2v mit u := u + wi + t*o. o 
(Die Voraussetzung aus Hilfssatz 3 sei nun wieder aufgehoben.) 
Hilfssatz 4. Für alle x G R mit f(x) ^ oo gilt (Wf)(x) = w(x -f h) für alle hinreichend 
kleinen h > 0. 
W i r unterscheiden drei Fälle: 
1. Ist f(x) = 0, so ist (Wf)(x) — 0, und w(x -f h) = 0 für kleines / i > 0 nach §7, Lemma. 
2. Ist /(x) ^ 0 und / '(z) = 0, so sei k > 1 minimal unter f(k\x) ^ 0. Nach Hilfssatz 1 
gibt es g G mi t g(0) ^ oo und 
Daraus folgt sign f'(x -f h) = sign f^(x) für kleines / i > 0, also io(x + /i) = ('Il7f)(x) für 
eventuell noch kleineres h > 0. 
3. Ist f(x)f(x) ^ 0, so ist (W/)(a;) = iü(.r) - IÜ(S + h) für kleines /?, > 0. o 
Hilfssatz 5. Es gibt v0 G I N 0 mit N - N1 = (Wf)(a) - {Wf)(b) - 2v0 . 
Sei Ii > 0 so kle in , daß / • / ' keine N u l l - oder Polstellen in ]a,a + h] U ]b,b + /?,] hat, so 
daß also N bzw. A^ die Anzahl der Nullsteilen von / bzw. / ' in [a -f h,b -f Ii] ist. Aus 
Hilfssatz 3 folgt N - N1 = u>(a + h) - w(6 + /¾) - 2v0 für ein u 0 > 0, und Hilfssatz 4 gibt 
die Behauptung. o 
Dieses Ergebnis kann man nun iterieren. D a die für / gemachten Voraussetzungen auch 
für / ' , . . . , / ( " - 1 ) gelten, hat man 
N - Ni = (Wf)(a) - (Wf)(b) - 2v0 , 
N1 - N2 = (Wf')(a) - (Wf){b) - 2Vl , 
tf„_i - Nn = (Wf*-V)(a) - (Wfln-»)(b) - 2vn-! 
{voy • • • > v n - i > 0, ganz), und somit 
- Nn = W{a) - W(b) - 2v , 
wobei wir W := V V / -F W / ' -F h V F / t 7 1 - 1 ) und u = V 0 + U 1 -F • • • + ? j n _ i gesetzt haben. 
N u n ist aber gerade W{x) = Var(f(x), f'(x),... , / ( n ) (^ ) ) = V{x), falls / ( n ) (x ) ^ 0 ist 
(und damit sind wir fertig)! In der Tat: Ist k > 1 minimal unter f(k\x) ^ 0, so ist nach 
Definition 
{ w f ) { x ) = h falls Z ( * ) Z ( f c ) ( * ) > 0 , 
l 1 sonst. 
Seien 0 < k\ < • • • < kr = 7¾ genau die Indizes k £ {0 , . . . ,?¾} mi t f(k\x) ^ 0. Unter 
den {WfW){x) (i = 0 , . . . , ? 2 ) können höchstens die (Wf(kj))(x) ungleich nul l sein, und 
es gilt (Wf(k^)(x) = 1 genau dann, wenn f^(x) f^\x) < 0 ist (j = 1 , . . . , r - 1). 
Somit ist 
( 1 K / ) ( . T ) = V a x ( Z ^ ) ( S ) , . . . , / < * ' ) ( * ) ) = V a i - ( Z ( * ) , Z ' ( * ) , - . - , / ( B ) ( s ) ) = V ( s ) . • 
Bei unserem Beweis des Satzes von Budan-Fourier über obiges Theorem von Hurwitz 
sind wir dem Buch [Ob] von N . Obreschkoff gefolgt [loc.cit. §15]. M a n findet dort auch 
einen wesentlich anderen Zugang zum Satz von Budan-Fourier [loc.cit. §14] sowie weitere 
Untersuchungen zu diesem Thema. W i r weisen insbesondere auf einige interessante Sätze 
von Laguerre hin [loc.cit. §16], die die Regel von Descartes in anderer Weise verallgemei-
nern als der Satz von Buclan-Fourier. 
§11. Der reelle Abschluß eines angeordneten Körpers 
Definition 1. Sei K ein Körper. 
a) Sei P eine Anordnung von K. E i n reeller Abschluß von (K. P) ist ein reell abgeschlos-
sener Oberkörper R von Ki der über K algebraisch ist und dessen Anordnung P fortsetzt. 
b) E i n reeller Abschluß von K ist ein über K algebraischer Oberkörper von Ky der reell 
abgeschlossen ist. 
Wegen Satz 1 in §5 (Äquivalenz von (i) und (ii)) folgt mit Hilfe des Zornsclien Lemmas 
die Existenz eines reellen Abschlusses für jeden angeordneten Körper. Dieser ist eindeutig 
bestimmt (ähnlich dem algebraischen Abschluß eines Körpers), und dies sogar bis auf 
eindeutige Isomorphie (was beim algebraischen Abschluß nicht gilt) : 
Theorem 1. Sei (KyP) ein angeordneter Körper, sei R ein reeller Abschluß von (KyP) 
und Lp: K —> S ein (bezüglich P) Ordnung streu er Hoinomorphismus in einen weiteren 
reell abgeschlossenen Körper S. Dann gibt es genau einen Homomorphismus R —• S, 
welcher ip fortsetzt. 
Korollar 1. Sind R/K und R!/K reelle Abschlüsse von (KyP), so gibt es genau einen 
K -Isomorphismus R —> Rl. • 
Wegen Korollar 1 werden wir in Zukunft von dem reellen Abschluß von (Ky P) sprechen. 
N u n zum Beweis von Theorem 1. Der erste Schritt ist 
Hilfssatz. Ist LfK eine endliche Körpererweiterung mit KQLQ R, so hat Lp eine 
ordnungstreue Forlsetzung ipi:L —> S. (Hier bezieht sich „ordnungstreu" auf die von R 
auf L induzierte Anordnung). 
Beweis. Sei a E L mit L = K(a)y und sei / £ K[t] das Minimalpo lynom von a. Nach 
dem Satz von Iiermite (§7, Theorem 5) hat die Sylvesterforrn S(f) von / positive Signatur 
über Ry und damit auch über S. Wiederum nach diesem Satz hat / also auch in S eine 
Nullstelle, und somit gibt es Fortsetzungen x' A —> S von Lp. Seien x i , • • • , X r a-lle solchen 
(r > 1). Wäre keines der Xi ordnungstreu, so gäbe es a\y.. . , ar E L mit ci{ > O (in R)y 
aber Xi(ai) < O O n S). Betrachten wir dann L1 := L(yja~\,..., >/ö7) Q R- Es wäre auch 
VjK endlich, aber es gäbe überhaupt keine Fortsetzungen x': L1 —» S von Lp auf L1 (denn 
x'\L müßte eines der Xi sein, d.h. es wäre ,^ ' ( (v^) 2 ) < O für ein i)y Widerspruch zum 
Satz von Hermite. • 
Das Zornsche Lemma liefert die Existenz eines Zwischenkörpers K'/K von RjK und 
einer maximalen ordnungstreuen Fortsetzung IJJ1 : K' —> S von Lp. Aus dem Hilfssatz aber 
folgt Kt = Ry womit die Existenz von i\> gezeigt ist. Zur Eindeutigkeit vergleiche man die 
folgende Bemerkung. • 
Bemerkung. M a n kann die Fortsetzung ip von Lp aus Theorem 1 „angeben": Ist a E R 
Nullstelle des Polynoms O ^ / E K[t]y und sind a\ < • • • < ay die verschiedenen 
Nullstellen von / in R sowie ß \ < • • • < ß s die verschiedenen Nullstellen von (dem 
durch ip nach S übertragenen Polynom / ) in 5, so ist r = s nach Hermi te, und es 
muß ib(cxi) = ßi sein, i = l , . . . , r . (Ein auf diese Definition gestützter Nachweis der 
Homomorphie von ip ist allerdings mühsamer, vgl. [AS, p. 93].) 
Theorem 2. Sei LjK eine algebraische Körpererweiterung und p: K —> S ein Homo-
morphismus in einen reell abgeschlossenen Körper S. Sei P die durch p auf K indu-
zierte Anordnung. Dann besteht eine Bijektion zwischen den Fortsetzungen xp: L S 
von p auf L und den Fortsetzungen Q der Anordnung P auf L; sie ist gegeben durch 
<P^Q := , / , - 1(5 2 ) . 
Beweis. Für jede Fortsetzung xp von <p ist i / ; _ 1 ( S 2 ) eine Fortsetzung von P. Sei umgekehrt 
Q eine Anordnung von L mit P C Q, und sei R der reelle Abschluß von ( L , Q) (also auch 
von (K,P)). Nach Theorem 1 gibt es eine Fortsetzung R —> S von. p, und für deren 
Restriktion xp auf L gilt Q = xp~1(S2). Sind schließlich xpi,xp2 - Lz^ S Fortsetzungen von 
p> mit xp^l(S2) = Q = ^ 1 ( S 2 ) 5 so gibt es Fortsetzungen Xi'-R ~^ S von xpi (i = 1,2) 
(Theorem 1). Wegen xi\K = P = X2\K ist Xi — X 2 , also auch xp\ = x'po- • 
Korollar 2. Sei (K,P) ein angeordneter Körper mit reellem Abschluß R, und sei 
LjK eine endliche algebraische Körpererweiterung. Ist L = K(cx) und f G K[t] das 
Minimalpolynom von a über K, so entsprechen die Fortsetzungen von P auf L bijektiv 
den Nullstellen von f in R. Insbesondere hat P auf L höchstens [L: K] verschiedene 
Fortsetzungen. • 
Der nächste Scttz knüpft an §6, Korol lar 2 an: 
Theorem 3 (Anordnungen und Involutionen in der Galoisgruppe). 
Sei K ein Körper (beliebiger Charakteristik) mit absoluter Galoisgruppe T — Ga l (KS/K). 
Dann gibt es eine natürliche Bijektion $ von der Menge aller Konjxigationsklassen [r] von 
Involutionen in T auf die Menge der Anordnungen von K. Genauer: $([r]) ist die durch 
die Inklusion K F i x (r) auf K definierte Anordnung f F i x ( r ) ist reell abgeschlossen 
nach §6j, also explizit (I>([r]) = {a G K:r{y/a) = y/a). 
Beweis (Skizze). $ ist wohldefiniert wegen F i x (ara~l) = <j(Fixr) (<r,r E P). Die 
Injektivitat von p> folgt aus Theorem 1, die Subjektivität aus der Existenz des reellen 
Abschlusses und den Ergebnissen aus §6. Die (nicht schwierigen) Details überlassen wir 
dem Leser. • 
Ist T eine Involution in P, so ist der Zentralisator von r in P gleich { l , r } — das ist nur 
eine andere Formulierung von Aut (F\x(r)/K) = {1} (§5, Scitz 3b). Folglich stehen die 
Konjugierten von r in Bijektion zu den Elementen des homogenen Raumes r / { l , r } . 
Abschließend wollen wir nun die erhaltenen Resultate in der Sprache der Wittringe 
und Signaturen ausdrücken. Sei K ein Körper mit char ^ 2. Nach §2 entsprechen 
sich Anordnungen von K und Signaturen von K in bijektiver Weise. Jeder Homo-
morphismus p: K —> R in einen reell abgeschlossenen Körper R liefert eine Signatur 
W(tp) := IR/K:W(K) -> W{R) = Z von K (§2, Beispiel 1), und auf diese Weise erhält 
man alle Signaturen, sogar mit Rfip(K) algebraisch (Existenz des reellen Abschlusses). 
Sind Lp: K —• R1 Lp': K —* R' IIomomorphismen in reell abgeschlossene Körper Rj R1. und 
ist Rfip(K) algebraisch, so ist genau dann W(ip) = W(Lp1)y wenn ein .A'-Homoinorphismus 
R —> R! existiert (Eindeutigkeit des reellen Abschlusses). 
Theorem 2 läßt sich so formulieren: Ist LfK eine algebraische Körperer Weiterung und 
Lp: K —> R ein Homomorphismus in einen reell abgeschlossenen Körper Ii. sowie er = W(Lp) 
die induzierte Signatur von A , so entsprechen die I7Ortsetzungen ip: L —* Il von Lp lnjektiv 
den Signaturen r von L , welche a fortsetzen (d.h. für die er = Toifj/^ ist), v ia r = W(ih). 
§12. Verlagerung quadratischer Formen 
Alle Körper in diesem Abschnitt haben Charakteristik ^ 2. 
Ist LjK eine beliebige Körpererweiterung, so erhält man aus der Funktorialität des 
Wittr ings einen Ringhomomorphismus iifio W(K) —> W(L). Ist [L: K] endlich, so 
definiert jede A^-Linearform s auf L eine Abbi ldung s* in umgekehrter Richtung, die 
Verlagerung mittels s. Diese freilich ist nur noch ein Homomorphismus der additiven 
Gruppen. Der Spezialfall 5 = trL/K führt zu einer Spurformel für die Fortsetzung von 
Signaturen. 
Sei i m folgenden stets LjK eine endliche KÖrpererWeiterung und s: L —> K eine von 
null verschiedene Linearform auf dem A-Vektor raum L. 
Definition 1. Sei </> = (V1 b) ein bilinearer R a u m über L. Dann ist die Verlagerung 
(engl.: transfer) s*0 von <j> (nach A ' , vermöge s) der bilineare R a u m s*<^> = (V, s o b) über 
K (wobei V als A a -Vektorraum aufgefaßt wird) . 
Lemma 1. Sei W C V ein L-Untervektorraum. Dann gilt für alle v G V: 
b(v,W) = 0 (sob)(v,W) = 0. 
Beweis. Eine Richtung ist tr iv ia l . Für die andere bemerken wir zunächst, daß die K-
Bilinearform ß: L x L —• K1 ß(a,a') := s(aa')} nicht-ausgeartet ist. (Nach Voraussetzung 
gibt es ao G L mit s(ao) ^ 0; ist also O ^ a G A, so ist ß(a,a~lao) ^ 0.) Ist also 
(s o 6)(v, PF) = O und w G VF, so ist O = s(b(v,aw)) = s(a • b(u,tu)) = ß(a,b(v,w)) für 
alle a G A , und daher b(vyiv) = 0. • 
Lemma 2 (Einfache Eigenschaften der Verlagerung). Seien (f). <j>1 bilineare Räume über 
L, und sei s wie oben. 
a) dim/ v- .s + e> = [L: K] • dim/ , cb ; 
b) s ^ ^ ^ ^ ^ s ^ l s ^ ' ; 
c) Ra.d ((f>) = Rad (s+(j)); insbesondere ist s+d> genau dann nicht-ausgeartet, wenn eh 
n ich f. - a u sg ea riet is l; 
d) 'is/ (J) hyperbolisch, so auch sM<j>. 
Beweis, a) und b) sind klar, c) folgt aus Lemma 1. Zu d): <j> = (V,b) hyperbolisch heißt, 
daß <j> nicht-ausgeartet ist und ein Teilraum U C V mit U — U1- existiert (§2). Beides 
überträgt sich auf s*(j> wegen Lemma 1. • 
Hieraus erhalten wir sofort 
Satz 1. Sei LjK eine endliche Körpererweiterung und s: L —> A ' eine K-Linearform ^ 0. 
Dann induziert s* einen Homomorphismus s*: IF(A) —* W(K) der additiven Gruppen 
(der jedoch i.a. nicht midtiplikativ ist). • 
Bemerkung. Die additive Untergruppe s ^ W (L) von W(K) hängt nicht von 5 ab. Ist 
nämlich auch s':L —» A ' A'- l inear, s' ^ 0, so gibt es a G L* mit s'(b) = s(ab) für alle 
b G L , und es folgt s'+(??) = st((a) -n) für 7/ G VK(L). Der folgende Satz zeigt insbesondere, 
daß s JV(L) ein Ideal in W(K) ist: 
Satz 2 (Projektionsformel). FwV a//e £ G I F ( A ) ?mc/ 7/ G W(L) gilt 
{iL/K'(0 • v) = f ' 5* (17) • 
Insbesondere ist die Komposition S+OZ'A/A' gerade die Multiplikation mit s*((l)) m I V ( A ) . 
Beweis. Seien £ bzw. ?/ repräsentiert durch bilineare Räume (V,b) über A ' bzw. (VF, c) 
über X . Dann wird £ • 5+(77) repräsentiert durch ( V 0A~ IP, 6 0 (5 o c)), und .s* (?'i,/A'(£) '7Z) 
repräsentiert durch ((V r 0 A" L ) 0 1 VF, s o ((6 0 1) 0 c)))- Zur Abkürzung schreiben wir 
6' : = 6 0 (5 o c), c' := (b 0 1) 0 c; es ist also 6' A'-bil inear auf V 0 A' IP und c' L-bil inear 
auf (V ®K L) ®L W. 
Es gibt einen kanonischen AT-Vektorraum-Isomorphismus <p: (V0A'L)0/,VF — > V ® K W , 
gegeben durch ip((v 0 A) 0 w) = v 0 Xw. Dieses 9? ist eine Isometrie bezüglich 5 0 c' und 
b'; mit x := (v 0 A) 0 to, #' := (¾/ 0 A') 0 t</ gilt nämlich 
(s o c ' ) ( ^ ' ) = s((6 0 l)(v 0 A , t / 0 A') • c(u>, u/)) 
= s(6(u, t/) • AA' • c(w, zu')) 
= b(v, v)-so C(Xu)i X'iu) 
= b'(v 0 Xxo, VT 0 X'w') = b'((px, <pxf). • 
Die Aussage der Projektionsformel ist gerade, daß s* ein Homomorphismus von VF(A')-
M o d u l n ist (wobei die PP(Ar)-Modul-Struktur auf W(L) durch ii/K definiert ist). 
Korol lar 1. Es sei W(LfK) der Kern von %L}lO W(K) —• VP(L) . Dann gilt 
S^(W(L))-W(LfK) = O. • 
Ist also o~ eine Signatur von K und gibt es ein 7/ G W(L) mit (7(5*7/) ^ 0, so hat a eine 
Fortsetzung auf L ! (§4, Satz 2). 
Theorem 3 (Spurformel). Sei L / A ' eme endliche Korpererweitcrungi tr: = iri/K die 
Spurform, und sei a: W(K) —»• Z eme Signatur von K. Dann gilt für alle 77 G VF(L ) ; 
a ( t i v ? ) = r ( 7 ?) 
r|(j 
(Summe über alle Signaturen r von L , welche a fortsetzen). 
Beweis. Da Af formal reell ist, ist CharA r = 0, also tr 7^  0, und tr* ist definiert. Sei R der 
reelle Abschluß von K bezüglich a. Nach dem Satz vom primitiven Element ([JBA] vol. I, 
§4.14, [LaA] §VII.6) gibt es ein a G L mit L = K(a). Sei / G K[t] das Minimalpolynom 
von a über Af, seien a i , . . . , a r die Nullstellen von / in R und ^ l : L —> L£ die durch 
ipi(a) = O1 definierten Einbettungen über K (i = 1 , . . . , r ) . Nach §11, Korol lar 2 sind die 
T1 : = VF(^ z ) (z = 1 , . . . ,7*) genau die er fortsetzenden Signaturen von L. 
Wegen der Additivität von tr* genügt es, die Behauptung für 77 = (ß) zu zeigen, ß G L*. 
Sei g G K[t] mit ß = </(a). W i r halten fest: Für i = 1 , . . . , r ist 
T 2 (Ty) = s ign Ä 5f(ö j ) . (•) 
Andererseits aber ist tr*(7?) gerade die Sylvesterform Syl j{{f\g) (§8)- M i t Lemma 3a) in 
§8 folgt 
a(tr*(r7)) = a(Syl/f( / ;</)) = s i g n Ä S y l Ä ( / ; (/) = 
^sign j Rflr(Qfi) = ^ r;(r/) = ^ T ( ? ? ) • 
z = l v ; 1=1 r|(7 
Hier folgt die Identität (**) aus der expliziten Berechnung der Sylvesterformen über reell 
abgeschlossenen Körpern (siehe Ende von §8). • 
Korollar 2. Unter den Voraussetzungen von Theorem 3 ist cr(tr*((l)^)) gerade die 
Anzahl der Fortsetzungen von a auf L. • 
Hier schließt sich der Kreis : D a tr*( ( l )x) = S y l A - ( / ; l ) , also <r(tr*((l)jr)) = 
si.gn_ß Syl jß(/; 1) = signRS(f) (§8, Satz 2) die Signatur der Sylvesterform von / ist, haben 
wir in diesem Spezialfall wegen §11, Korol lar 2 den in §7 (und erneut in §8) bewiesenen 
Satz von Hermite vor uns. 

Kapitel II 
Konvexe Bewertungsringe und reelle Stellen 
§1. Konvexe Teilringe angeordneter Körper 
Definition 1. Ist (M1S) eine (partiell) geordnete Menge und X C M eine Teilmenge, so 
heißt X konvex in M, wenn für alle x,?/, z G M gilt: 
x < z <y und x,y £ X z £ X . 
Beliebige Durchschnitte und aufsteigend filtrierende Vereinigungen von konvexen Teil-
mengen sind wieder konvex. Insbesondere gibt es zu jeder Teihnenge Y C M eine kleinste 
konvexe Obermenge X von Y in M1 die konvexe Hülle von Y in M. 
Definition 2. 
a) Eine angeordnete abelsche Gruppe ist ein Paar ( P , ^ ) 1 , wo T eine (meist additiv 
geschriebene) abelsche Gruppe und < eine totale Ordnung auf der Menge F derart ist, 
daß für alle a , ß,i G P gilt: 
b) E i n Homomorphismus 99: P --> T7 zwischen angeordneten ab eischen Gruppen heißt 
Ordnungstreu1 wenn für alle a G P gilt: a > 0 => <p(a) > 0. 
Definition 3. Sei P eine angeordnete abelsche Gruppe und A < F eine Untergruppe. 
Für a G F setzen wir \a\ := a oder — a , je nachdem ob a > 0 oder a < 0 ist. 
a) E i n Element 7 G F heißt unendlich klein bezüglich A , falls n-y < \S\ für alle 0 ^ S G A 
und alle n G Z gilt . Umgekehrt heißt 7 bezüglich A unendlich groß, falls 6 < I7I für alle 
S G A gilt. 
b) F heißt archimedisch über A , falls es in F keine bezüglich A unendlich großen Elemente 
gibt. F heißt (schlechthin) archimedisch, falls für alle a,ß G F mit ß 7^  0 ein n G Z mit 
ü < n|/?| existiert (also falls F über jeder von {0} verschiedenen Untergruppe archimedisch 
ist). 
Bemerkungen. 
1. M a n kann eine angeordnete abelsche Gruppe natürlich auch definieren als ein Paar 
(F, II), F eine abelsche Gruppe und H C F eine Teilmenge mit H-f H C II, Hn(—H) = {0} 
u n d I I U ( - r i ) = r . 
2. Für jeden angeordneten Körper (K1 <) sind (K, - f ,<) und (7v l , - ,< ) angeordnete 
abelsche Gruppen. (Hier bezeichnet K+ die Menge der positiven Elemente in K.) 
3. Angeordnete abelsche Gruppen sind torsionsfrei (d.h. für O ^ a G f und 0 ^ n G Z ist 
auch n a / 0). 
S i n d ke ine M i ß v e r s t ä n d n i s s e z u e r w a r t e n , so werden w i r < me i s t weglassen. 
4. Sei P eine angeordnete abelsche Gruppe. Die konvexen Hüllen von Untergruppen von 
T sind wieder Untergruppen. Eine Untergruppe A ist genau dann konvex, wenn aus 
7 G T, S G A und 0 < 7 < S folgt: 7 G A . Die konvexen Untergruppen von P bilden eine 
Kette (d.h. je zwei sind bezüglich Inklusion vergleichbar). 
5. Ist p: F —> T1 ein ordnungstreuer Plomoraorphismus angeordneter abelscher Gruppen, 
so ist kem(p) konvex in V. Umgekehrt gibt es zu jeder konvexen Untergruppe A von 
T genau eine Ordnung H auf F = F / A , die T zu einer angeordneten abelschen Gruppe 
und TT: T —•> F ordnungstreu macht, nämlich H = 7r(H), wobei n := {cv G F: a > 0} 
(Bemerkung 1). Stets wird F = F / A mit dieser Ordnung versehen. Es besteht ein 
offensichtlicher Homomorphiesatz für angeordnete abelsche Gruppen. 
6. In der Literatur werden die konvexen Untergruppen häufig auch als die isolierten 
Untergruppen bezeichnet (etwa in [ B A C , chap. VI]). 
Beispiele. 
1. Seien T i , . . . , T r angeordnete abelsche Gruppen. Versieht man r = Ti x • • • x Tr mit 
der lexikographischen Ordnung (i.e. ( 7 1 , . . . , 7 r ) > O <=•> es gibt einz G { 0 , . . . , r — 1} mit 
7 i — *' * — H — O u n d 7J+I > 0), so wird F zu einer angeordneten abelschen Gruppe, 
die wir mit {V\ x • • • x T r ) i e x bezeichnen. Die Projektionen P —> ( P i x • • • x r,-)iex> 
i = 0 , . . . , r , sind ordnungstreu, ihre Kerne A 1- also konvexe Untergruppen von T, und es 
gilt r = Ao 2 A i 3 * • • 3 A r = 0. Sind die Pt- überdies archimedisch, so sind Ao , - . . , A r 
die einzigen konvexen Untergruppen von P. 
2. Im Spezialfall P i = • • - = P r = Z nennen wir ( e i , . . . , e r) die lexikographische Basis 
von Z J e x (e,- := i-ter Einheitsvektor). 
Im folgenden sei (A', P ) ein angeordneter Körper. Hier und auch später werden wir die 
Anordnung P nicht immer explizit erwähnen, solange es sich von selbst versteht, worauf 
sich Konvexität, <-Zeichen usw. beziehen. 
Satz 1. Sei A ein Teilring von K. 
a) Die konvexe Hülle von A in K ist ein Teilring von K. 
b) A ist konvex in K genau dann, wenn [0,1] C A gilt. Insbesondere ist mit A auch 
jeder Oberring von A in K konvex. 
Beweis, a) ist klar, b) Offenbar ist [0,1] C A notwendig für die Konvexität von. A. G i l t 
umgekehrt [0,1] C A und sind a G /1 , b G K mit 0 < b < a , so ist ba~l G A und daher 
b = ba~l • a G A. • 
Definition 4. Sei (KyP) ein angeordneter Körper und A C K ein Teilring. 
a) Die konvexe Hülle von A in K (bezüglich P) wird mit Op(KjA) oder auch nur o(KjÄ) 
bezeichnet. Der kleinste bezüglich P konvexe Teilring von A ' ist Op(K) := Op(KjZ). 
b) Sprechen wir von unendlich kleinen oder großen Elementen von K in bezug auf A (und 
P ) , so beziehen wir uns stets auf die unterliegenden additiven Gruppen. Insbesondere 
heißt (KyP) über A archimedisch, wenn Op(KjA) = K ist; der angeordnete Körper 
( A r 7 P ) heißt archimedisch, wenn Op(K) = K ist, also wenn A ' keine echten konvexen 
Teilringe besitzt. (Letzteres ist äquivalent zum bekannten „Axiom des Archirnedes", 
welches besagt, daß für alle a G K ein n G IN mit a < n existiert.) 
M a n beachte, daß ein gegebener (formal reeller) Körper i .a. sowohl archimedische als 
auch nicht-archimedische Anordnungen besitzt. (Für die einfach-transzendente Erweite-
rung Q(£) von Q wurden in I, §1 Beispiele beider Fälle angegeben.) 
W i r wollen in einem (nicht-trivialen) Beispiel die konvexe Hülle eines Teilkörpers ex-
plizit bestimmen. 
Beispiel 3. Sei (F1P) ein angeordneter Körper, sei A ' = F(t) der rationale Funktio-
nenkörper in einer Variablen über F1 und sei Q : = PQ,+ C ^ E M I> §1> Bespiel 3 beschriebene, 
P fortsetzende Anordnung von K (unter welcher t positiv und unendlich klein gegenüber 
F ist). W i r zeigen OQ(KJF) = F[t]{ty In (K1Q) gilt \alr\ < \b\ für alle r G IN und alle 
a,6 G F * . Ist also g(t) = aold + f- cid £ F[t] mit g(0) = a(\ ^ 0, so gilt 
\W)\ < ItfOOI < 2\g{0)\ 
in (K1Q). Hieraus folgt 
;l/(0)|< 1/(01 < 4|/(0)| 
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für alle / G F(t) mit / (0) £ {0,oo}. Sei nun h(t) = tr f(t) G F(t)\ wobei r G Z und 
/ G F(t) mit / (0) 0 {0, oo) sei. Nach dem eben Gezeigten gibt es a,6 G F mit 0 < a < b 
und a£ r < \h(t)\ < btr. Hieraus folgt: 
h(t) G oQ(K/F) r > 0 <=* h(t) G F[t\{t). 
Der folgende klassische Scitz von Holder gibt (im Prinzip) einen Uberblick über alle 
archimedisch angeordneten abelschen Gruppen und Körper: 
Theorem 2 (O. Holder [Hö] 1901). 
a) Sei T eine archimedisch angeordnete abelsche Gruppe, und sei 0 < 7 G T- Dann gibt 
es genau einen Ordnung.streuen injektiven Gruppenhomomorphismus Lp: F IR mit 
b) Ist (K1 P) ein archimedisch angeordneter Körper und Lp: K <—> IR gemäß a) die ord-
nungstreue Einbettung von (K1jT1P) mit Lp(I) = 1, so ist Lp ein Ringhomomorphis-
mus. 
Koroilar 1. Bis auf ordnungsverträgliche Isomorphie sind die archimedisch angeordneten 
abelschenGruppen genau die Untergruppen von (!!,-{-), und die archimedisch angeordneten 
Körper genau die Teilkörper von IR (jeweils mit der von IR induzierten Anordnung). • 
Korollar 2 (Satz von Staudt). Die Identität ist der einzige Endomorphismus des Körpers 
IR der reellen Zahlen. • 
Korollar 3. Ein echter Oberkörper von IR besitzt keine archimedischen Anordnungen. • 
Beweis des Theorems. M i t etwas Heuristik sieht man rasch, wie man den Beweis führen 
muß. Falls nämlich ein p wie in a) existiert, so gilt für alle a G F und m G Z, n G IN: 
m 
— < (^(a) <=> 77299(7) < nip(a) <==> 7777 < na . 
n 
Daher definiert man für a G F: 
772 777. 
U(a) : = { — : 772 G Z,?7 G IN, 7727 < 72a}, 0(a) := {—: m G Zy n G IN, 7777 > 77a}. 
72 ' 72 
Das Paar (U(cx)yO(a)) bildet einen echten Declekindschnitt von (Q. Das heißt (vgl. §9, 
Definition 1): 
(1) ( /(a)UO(a) = Q ; 
(2) U(a)yO(a) sind nicht leer; 
(3) für alle a G U(a) und b G O(a) gilt a < b. 
Hierbei ist (1) tr iv ial , bei (2) braucht man die Archimedizität und bei (3) die Torsions-
freiheit von T. 
In der axiomatischen Einführung der reellen Zahlen werden diese bekanntlich gerade 
durch solche Schnitte definiert. Zu jedem a G P gibt es also genau ein <p(a) G IR, so 
daß U(a) = ]—oo,(^(a)] I R Pl Q und O(a) = ](^(a),oo[ I R H Q sind. M a n verifiziert für 
alle a,/? G I\ daß U(a) + U(ß) C U(a + /?) und 0{a) + 0(/9) C 0 ( a + /9) gelten, 
woraus y>(ct + ß) = <p(a) -f v(/?) folgt. Aus 7 > O und der Archimedizität von P folgt die 
Ordnungstreue von p, und wegen kern(v?) = {a G P: — 7 < ?2a < 7 für alle 72 G Z} ist 9 
injektiv. 
Ist i m Fal l b) T = K ein angeordneter Körper und 7 = 1, so ist (p auch multipl ikativ: 
Hier ist (wegen Q C K) nämlich U(a) = ] - o o , a ] ^ n Q und 0(a) = ]a, oo[KC\ Q (a G K), 
woraus die Homomorphie von p> folgt. • 
Vorsicht! Nach dem Satz von Holder liegt Q in jedem archimedisch angeordneten 
Körper (KyP) dicht (bezüglich der durch P auf K induzierten rPopologie, vgl . §6). Die 
zunächst naheliegende Vermutung, dies müsse bei archimedischen. Erweiterungen KjL 
angeordneter Körper stets so sein, ist aber falschl Es gibt sogar einen angeordneten 
Körper (A r , <) und einen Teilkörper Ly so daß K über L endlich algebraisch ist, aber 
Elemente ayb G K existieren mit a < b und [ayb]j{ Pl L — 0. (Es genügt, K :-- F(I) und 
L := F(t2) zu nehmen, wobei K wie in Beispiel 3 angeordnet sei. Das Intervall [ty2t]j{ 
enthält keine Elemente aus L.) 
Als eine in bezug auf angeordnete Gruppen, Ringe und Körper sehr ausführliche Quelle 
sei an dieser Stelle das Buch [PC] genannt. 
§2. Bewertungsringe 
W i r beginnen hier mit den Grundlagen der Krullschen Bewertungstheorie. Diese bewegt 
sich u m drei Grundkonzepte: Bewertungen, Bevvertungsringe und Stellen. Alle drei sind 
mehr oder weniger zueinander äquivalent, aber je nach gegebener Situation kann eines 
von ihnen günstiger als die anderen sein. Daher ist es wichtig, mit allen drei Begriffen 
vertraut zu werden und je nach Bedarf von einem zum anderen übersetzen zu können. 
Bewertungen werden in §4 und Stellen in §8 eingeführt werden. 
Definition 1. E i n Teilring A eines Körpers K heißt ein Bewertungsring von K, wenn für 
jedes a G K* gilt: a G A oder a~l G A. E i n beliebiger Ring A heißt ein Bewertungsring, 
wenn er nullteilerfrei ist und ein Bewertungsring seines Quotientenkörpers ist. 
Definition 2. E i n Ring A heißt lokal, wenn A ^ 0 ist und A nur (genau) ein maximales 
Ideal besitzt. Dieses wird meist mit oder m bezeichnet. Weiter setzen wir K(A) : = 
A/xn^ und nennen K(A) den Restklassenkörper von A. 
Satz 1. Jeder Bewertungsring ist ein lokaler Ring. 
Beweis. Sei A ein Bewertungsring. W i r haben zu zeigen, daß m := A — A* ein Ideal in 
A ist. K l a r ist am C m für a G A. Seien also 0 ^ a, b G m, und o. E . ab~l G A. Dann ist 
a — b = (ab~l — 1)6 G m. Folglich ist m ein Ideal. • 
Die folgende Tatsache ist zwar fast t r iv ia l , aber von großer Bedeutung für reelle Algebra 
und Geometrie: 
Satz 2. Ist (K,P) ein angeordneter Körper, so ist jeder bezüglich P konvexe Teilring von 
K ein Bewertungsring von K. 
Beweis. Sei A C A ' ein konvexer Teilring und a G A '* . Ist \a\ < 1, so ist a G A, andernfalls 
ist er1 G A. • 
Definition 3. E i n Bevvertungsring A heißt residuell reell, wenn der Körper K(A) — Afxnj^ 
formal reell ist. 
Bemerkungen. 
1. Sei (K, P) ein angeordneter Körper, A C A" ein konvexer Teilring von K und 7r: A —> 
/c(A) = A/TX\A der Restklassenhomomorphismus. M a n überzeugt sich sofort, daß P : — 
T r ( A f l P ) eine Anordnung des Restklassenkörpers K(A) ist; insbesondere ist A also residuell 
reell. M a n nennt P die von P auf K(A) induzierte Anordnung. 
2. Sei (KyP) ein angeordneter Körper und L C K ein Teilkörper. Das maximale Ideal 
des Bewertungsringes Op(KfL) besteht genau aus den bezüglich L unendlich kleinen 
Elementen von K (also aus den a G K mit n\a\ < \b\ für alle n G IN und. 0 ^ b G L). 
Satz 3. Sei (K,P) ein angeordneter Körper und A C K ein Bewertungsring von K. 
Dann sind äquivalent: 
(i) A ist konvex in K; 
(ii) Trtv4 ist konvex in K; 
(Yn) mA ist konvex in A ; 
(iv) mA C ] - l , l [ ; 
(v) l + m A > 0 ; 
(vi) Op(K) C A. 
Beweis, (i) (ii) Seien ayb £ K mit O < 6 < a und a G m^. Aus a'1 0 /1 und 
0 < a'1 < b'1 folgt b~l ¢ A , also b G TTi j 4 . 
(ii) => (iii) (iv) (v) sind tr iv ial . 
(v) (vi) Sei 0 < a G Op(K) und sei n G IN mit a < n. Wäre a 0 A , so a'1 G H i j 4 , und 
1 — 72a - 1 < 0 gäbe einen Widerspruch zu (v). 
(vi) => (i) folgt aus §1, Satz 1. • 
Weitere Beispiele von Bewertungsringen erhält man aus 
Satz 4. Ist A ein faktorieller Ring und ir G A ein Primelement, so ist die Lokalisierung 
A W A ein Bewertungsring (genauer: ein diskreter Bewertungsring vom Rang eins, vgl. § 4 / 
Beweis. Jedes 0 ^ b G Quot A hat eine Darstellung der Form 6 = Tie • a/a/ mit e G Z und 
aya' G A nicht durch TT teilbar. Ist e > 0, so ist b G A 7 r v 4 , andernfalls ist b~l G A 7 r y 4 . • 
W i r kommen jetzt zu einem wichtigen Zusammenhang zwischen den Primidealen eines 
Bewertungsringes A und seinen Oberringen in Ä' := Q u o t A M a n beachte, daß jeder 
Oberr ing von A in K selbst ein Bewertungsring von K ist (wie sofort aus der Definition 
folgt). 
Satz 5. Sei A ein Bewertungsring von K. 
a) Für jedes Primideal p von A gilt p = pAp. Es ist also p das maximale Ideal des 
Bewertungsringes B := A p . 
b) Für jeden Oberring B von A in K ist p := m# in A enthalten, also ein Primideal 
von A} und es ist B = A p . 
c) Die Menge der Oberringe von A in K ist bezüglich Inklusion total geordnet. Dasselbe 
gilt für die Menge der Primideale von A . 
Korol lar 1. Es besteht eine inklusionsumkehrende Bijektion zwischen den Primidealen p 
von A und den Oberringen B von A in K, gegeben durch p t—>• A p =: B. Die Inverse ist 
B f—• n\ß = : p. Beide Mengen sind (durch Inklusion) total geordnet. • 
Korol lar 2. Für je zwei Bewerlungsringe AyB von K gilt: 
ACB <^=> mA D vciß . • 
Beweis des Satzes. 
a) Seien a G p, b G A - p. Wäre ab~l (jt A , so (ab'1)'1 = ba'1 G A , und folglich 
b — (ba~x)a G p, Widerspruch. Es ist also ab'1 G A , und aus a = (ab~1)b und b ¢ p folgt 
ab'1 G p. 
b) Für alle O ^ b G m# =: p ist b'1 ¢ By also auch b'1 £ A , also 6 G A . Dies zeigt p C A . 
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Die Inklusion A p C B folgt aus A-pCB-p = B*. Urngekehrt sei b G B. Ist b £ A , so 
ist J r 1 G A und 6 _ 1 ¢ p = mB. Folglich ist b = l/b~l G A p . 
c) Seien i ? , J B ' Oberringe von A in A . Angenommen, es gäbe b G B-B1 und V £ B' — B. 
Betrachte a := 6 - 1 ¾ 7 G AT*. Es ist a 0 P (sonst wäre 6' = ba G .B) und < 2 _ 1 ¢ P ' (sonst 
wäre b = 6 ' a " 1 G Insbesondere ist a ^ A und a - 1 $ A , Widerspruch. Somit gilt 
B C F oder £ ' C i? . • 
In §4 werden wir sehen, daß sogar je zwei beliebige Ideale eines Bewertungsrings mi t -
einander vergleichbar sind. 
§3. Ganze Elemente 
Definition 1. Sei B ein Ring und ACB ein Teilring. 
a) E i n Element b G B heißt ganz über A1 wenn es n E IN und Cii1... , a n G A gibt mit 
bn -f- aibn~l -\ + a „ = 0 . 
(Entscheidend ist, daß 6 n den Koeffizienten 1 hat!) 
b) Ist jedes b G B ganz über A , so heißt B ganz über A1 oder A C Z? eine ganze 
Ring er Weiterung. 
Satz 1. 7s£ P ein uru/ A C P ein Teilring, so bilden die über A ganzen Elemente 
von B einen Teilring von B. 
Bekanntlich heißt ein A - M o d u l M Ireu1 wenn für jedes O / a E / 1 gilt aM ^ 0. W i r 
benötigen folgendes 
L e m m a . Ein Element b G B ist genau dann ganz über A, wenn es einen treuen A[b]-
Modul M gibt, der als A-Modul endlich erzeugt ist. 
Beweis des Lemmas. Ist b ganz über A1 so ist A[b] ein endlich erzeugter A - M o d u L 
Umgekehrt gebe es ein M wie i m Lemma; sei etwa M = Aui + • • • + Aun. Es gibt 
Elemente at-j G A (1 < iyj < n) mit bui = ciijUj für i = I1... ,n. wir haben also ein 
Gleichungssystem 
(a;y — bS{j) Uj = O (i = 1, . . . , n) 
i 
(Sij = Kronecker-Symbol). Sei f(t) G A[t] das charakteristische Polynom der Matr ix (a{j). 
D a für jede n X n -Matr ix S (über A) 55" — SS = det(S) • 1 gilt (5 := Adjungierte von 
5 ) , folgert man = 0 für i = 1 , . . . , n , also / ( 6 ) M = 0. D a M treu ist, ist /(6) = 0, 
und man hat eine Ganzheitsgleichung für b wie in Definition Ia gewonnen. • 
Beweis von Satz 1. Sind 6,6' G B ganz über A1 so ist A[6, 6'] als A[6]-Modul und A[b] als 
A - M o d u l , also auch A[6, 6'] als A - M o d u l endlich erzeugt. Dieser ist ein treuer A[c]-Modul 
für jedes c G A[b1b'}1 und die Behauptung folgt aus dem Lemma. • 
Definition 2. 
a) Ist B ein Ring und A Cz B ein Teilring, so heißt der Teilring der über A ganzen Elemente 
von B der ganze Abschluß von A in B. 
b) E i n R i n g A heißt ganz abgeschlossen, wenn er nullteilerfrei ist und mit seinem ganzen 
Abschluß in Quot A übereinstimmt. 
Ist {Aa} eine Familie von Teilringen eines Rings B und sind alle Aa ganz abgeschlossen 
in B , so ist auch (°| Aa ganz abgeschlossen in B. 
Ot 
T h e o r e m 2 (Cohen-Seidenberg). Sei ACB eine ganze Ringerweiterung. 
a) Für jedes Primideal p von A gibt es ein Primideal q von B mit p = A O q. 
b) Für jedes Primideal q von B gilt: q ist maximal in B <=> ADq ist maximal in A. 
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Beweis. W i r zeigen zunächst b). Hierfür genügt es, für jede ganze Erweiterung KCL 
von nullteilerfreien Ringen Ky L zu zeigen: Genau dann ist K ein Körper, wenn L einer ist 
(man betrachte die ganze Erweiterung A / A F l q C B/q). Ist K ein Körper und 0 b G Ly 
so gibt es ein normiertes irreduzibles Po lynom / G K[t] mit /(&) = 0, und es folgt 6 - 1 G X . 
Ist L ein Körper und 0 / a G K, so gibt es a i , . . . , a n G Iv mit a ~ n + a i a 1 ~ n + - • • - T a n = O, 
und Mult ip l ikat ion mit a n _ 1 zeigt a~l G A r . 
N u n zum Beweis von a). Sei p ein Primideal von A und sei S := A — p. Der natürliche 
Homomorphismus / I p = S - 1 A —• S~LB ist injektiv, und A p C S~LB ist ebenfalls eine 
ganze Ringerweiterung. Wählt man ein maximales Ideal q' von S~LBY so ist q 'P lA p = p A p 
nach b) ( A p ist lokal), und folglich ist q Pl A = p für das Urb i ld q von q ; in B. • 
S a t z 3. Bewertungsringe sind ganz abgeschlossen. 
Beweis. Sei A ein Bewertungsring von Ky seien b G K und « ] , . . . , an G A mit bn = 
Ctifc n" 1 + Y an. Wäre 6 ¢ A , so 6 _ 1 G m^, und folglich. 1 = a\b~l H h anb~n G m ^ , 
Widerspruch. • 
Es ist also auch jeder Durchschnitt von Bewertungsringen eines Körpers ganz abge-
schlossen. Hiervon gilt auch die Umkehrung: 
T h e o r e m 4 ( K r u l l [Kr]). Sei K ein Körper und A C K ein Teilring, sowie A\ der ganze 
Abschluß von A in K. 
a) A i ist der Durchschnitt aller Bewertungsringe B von K mit AC B. 
b) Man kann sich in a) sogar auf diejenigen Bewertungsringe B von K mit ACB 
beschränken, für die p := A H ein maximales Ideal von A und A / p C K(B) eine 
algebraische Körpererweiterung ist. 
Vor dem Beweis noch eine 
D e f i n i t i o n 3. Sind AYB lokale Teilringe eines Körpers Ky so sagt man, daß A von B 
dominiert wird , wenn ACB und C m_g (also = A f l m/j) gelten. Ist dies der 
Fa l l , so induziert A C B eine Einbettung « (A) C K(B). 
Man beachte, daß die Relation des Dominierens transitiv ist, also eine partielle Ordnung 
auf der Menge der lokalen Teilringe von K bildet. 
Beweis von Theorem 4. 
A\ C OB folgt aus Satz 3. Umgekehrt sei nun x G K nicht ganz über A , d.h. x A\. 
Da.nn ist x ¢ A [ . T _ 1 ] , denn sonst bestünde eine Gleichung xn = a\xn~l + • • • + an mit 
at G A . Folglich hat A [ x _ 1 ] ein maximales Ideal q mit x~] G q. Sei p := A Pl q. Dann ist 
A / p ~> A [ . T - 1 ] / q ein Isomorphismus, insbesondere ist p ein maximales Ideal, von A . 
Sei A1 := A [ ^ - 1 ] q . Nach Zorn gibt es einen lokalen Ring BCKy der maximal ist unter 
1) B dominiert A ' , und 
2) K(B) ist algebraisch über /c(A'). 
Wegen a : - 1 G q C mA> C ist x 0 B. Das Theorem ist bewiesen, wenn gezeigt ist, daß 
B ein Bewertungsring von K ist. Sei dazu y G A '* ; zu zeigen ist y G B oder y"" 1 G B. 
Sei zunächst y nicht ganz über B. Indem man in der bisherigen Argumentation A durch 
B und x durch y ersetzt, erhält man einen lokalen Ring C C K1 welcher B dominiert und 
für den y~l G C und K(C) algebraisch über K(B) ist. Dann erfüllt C auch 1) und 2); aus 
der Maximalität von B folgt also B = C1 und somit y~l G B. 
Ist dagegen y ganz über B1 so hat B[y] nach Theorem 2 ein maximales Ideal n mit 
xx\B = Bf]n. Der lokale R ing C := B[y]n dominiert also B. Die Erweiterung K(B) C K(C) 
ist zudem algebraisch, da Jc(Cf) durch die Restklasse von y über K(B) erzeugt wird , und 
eine Ganzheitsgleichung für y die gewünschte Relation gibt. Folglich ist wieder B = C1 
also y G B. • 
Korol lar 1. Die Bewertungsringe von K sind genau diejenigen lokalen Teilringe, die von 
keinem anderen lokalen Teilring echt dominiert werden. 
Beweis. Aus Theorem 4 folgt, daß der ganze Abschluß eines lokalen Teilrings A C K der 
Durchschnitt aller Bewertungsringe von K ist, welche A dominieren. W i r d also A von 
keinem lokalen Teilring echt dominiert, so muß A ein Bewertungsring sein. Die umgekehrte 
Richtung aus §2, Satz 5. • 
Korol lar 2. Zu jedem Teilring A eines Körpers K und jedem Primideal p von A gibt 
es einen Bewertungsring B von K mit ACB und p = A DTVXb, für den K(B) über 
/c(p) = Quot Ajp algebraisch ist. 
Beweis. M a n wähle B so, daß B den lokalen Ring Ap dominiert und K(B) über K(Ap) = 
K(P) algebraisch ist (Theorem 4). Dann ist AD mB = A D Ap Pl mB = Af) p Ap = p. • 
Korol lar 3. Die Körper K ohne echte (d.h. von K verschiedene) Bewertungsringe sind 
genau die algebraischen Körpererweiterungen endlicher Körper. 
Beweis. Sei K über F p algebraisch. D a jeder Teilring von K den Primkörper Fp enthält, 
ist K der einzige in K ganz abgeschlossene Teilring von K. Umgekehrt sei A ' ein Körper 
ohne Bewertungsringe ^ K. Dann ist charA" =: p > 0, denn sonst wäre K nach 
Theorem 4 ganz über Z i m Widerspruch dazu, daß Z in Q ganz abgeschlossen ist. Gäbe 
es ein über Fp transzendentes t G AT, so wäre t - 1 nicht ganz über Fp[t], Widerspruch. • 
§4. Bewertungen, Ideale von Bewertungsringen 
K sei ein Körper. 
Ist T eine angeordnete abelsche Gruppe, so bezeichnen wir mit F U o o stets die disjunkte 
Vereinigung F U {oo} (mit einem zu F fremden Element oo). W i r fassen T U oo als eine 
total geordnete Halbgruppe auf, indem wir für alle a G F definieren: a < oo, und 
Of-foo = co-j -ct = oo + oo = oo. 
D e f i n i t i o n 1. Sei K ein Körper und F eine angeordnete abelsche Gruppe. Eine ( K n i l l - ) 
Bewertung1 von K mit Werten in F ist eine Abbi ldung v: K —• F U oo mit 
(1) v(a) = oo <£> a = 0; 
(2) v(ab) = v{a) + v{b); 
(3) v(a + b) > mm{v(a),v(b)} 
für alle a, b G A ' . Gibt es ein a G A'* mit u(a) ^ 0, so heißt v nicht-trivial, andernfalls 
trivial Die angeordnete abelsche Gruppe v(K*) heißt die Wertegruppe von v und wird 
mit Tv bezeichnet. 
Bemerkungen. Sei v: K —> T U oo eine Bewertung von K. 
1. v ist durch seine Restriktion auf K* festgelegt. M a n kann Bewertungen von K auch 
definieren als solche Homomorphismen A r * —• T, welche (3) für alle a, b G A r * mit a-f 6 ^ O 
erfüllen. 
2. Für alle Einheitswurzeln a G A '* ist v(a) = 0, da F torsionsfrei ist. 
3. Für alle a, 6 G A r mit v(a) 7^  v(6) gilt sogar u(a -f 6) = min{v(a) , v(6)}. Denn 
ist etwa o. E . u(a) < v(6), so würde aus v(a + 6) > v(a) wegen v( — b) = v(b) folgen 
v(a) = v((a jT b) — b) > min{v(a + b),v(b)} > v(a), was unsinnig ist. 
Beispiel 1. Ist A ein faktorieller Ring und A' := Quot A, so definiert jedes Primelement 
TT von A eine Bewertung vn: K* —> Z von A", die Ordnung in ir: V7r ist definiert durch 
vK(7re ab~l) — e für e G Z und a, 6 G A nicht durch n teilbar. Der Bewertungsring ARA 
von A' (vgl. §2, Satz 4) ist der „zu vK gehörende Bewertungsring" i m Sinne von 
Satz 1. Ist v: K —> F U 00 eine Bewertung von K, so ist Ov := {a G K:v(a) > 0} ein 
Bewertungsring von K mit maximalem Ideal xx\v := {a G K:v(a) > 0}. Man nennt Ov 
den zu v gehörenden Bewertungsring von K. 
Beweis. Ist a G K und a ¢ o„, so ist v(a) < 0, also a - 1 G mv wegen v ( a _ 1 ) = — v(a) > 0. 
• 
Wir wollen nun einsehen, daß auch umgekehrt jeder Bewertungsring von einer ( im 
wesentlichen eindeutigen) Bewertung herkommt (daher der Name). 
Die hier definierten Bewertungen werden gelegentlich auch als Krull-Bewertungen bezeichnet, um 
sie von den Absolutbeträgen (§6) zu unterscheiden. 
Sei dazu v: K* —> P eine Bewertung, die wir als surjektiv voraussetzen. Dann lassen 
sich v und T aus dem Bewertungsring O v rekonstruieren: Zunächst induziert v wegen 
kernt» = 0* einen Gruppenisomorphismus v: IC/o*—>T. D a für a, b G A'* gilt 
v(a) < v(b) <=> v(a~xb) > 0 a~lb G Oy , 
wird v ein ordnungstreuer Isomorphismus, wenn man K*/o* anordnet durch 
a o* < b o* 4=> a _ 1 6 G O v . 
(Der Leser lasse sich nicht dadurch verwirren, daß jetzt eine multipl ikativ geschriebene 
angeordnete abelsche Gruppe vorliegt!) 
Ist nun A ein beliebiger Bewertungsring von Ky so definieren wir analog 
aA* < bA* a~lb eA (aybe IC), 
und man überzeugt sich sofort, daß K*/A* durch diese Definition zu einer angeordneten 
abelschen Gruppe wird. 
Definition 2. Sei A ein Bewertungsring von K. Die Wertegruppe von A ist die wie 
oben angeordnete abelsche Gruppe Ta : = IC/A*. Den kanonischen Epimorphismus 
vA:IC —* TA bezeichnet man als die zu A gehörende kanonische Bewertung von K. 
Die zweite Bezeichnung wird gerechtfertigt durch 
Satz 2. Sei A ein Bewertungsring von K. Dann ist v A\ K —> TA U OO eine Bewertung 
von Ky und für den zugehörigen Bewertungsring gilt oVA = A. 
Beweis. vA\K* ist ein Homomorphismus, es bleibt also nur (3) zu prüfen. Seien a, b G IC 
mit a-f b ^ 0 und vA(a) < vA(b). Dann ist a^b G Ay und es folgt vA(a + b) = (a + b)A* = 
a ( l + a~]b)A* > aA* = vA(a). K l a r ist oVA =A. • 
Ist umgekehrt v: K —> T U oo eine Bewertung mit Bewertungsring A := Ov , so existiert 
genau eine ordnungstreue Einbettung i:TA T mit v = iovA. Eine Bewertung von 
K läßt sich daher auffassen als ein Paar (Ay i)y wo A ein Bewertungsring von K und 
i: TA T eine ordnungstreue Einbettung angeordneter abelscher Gruppen ist. 
Definition 3. Sind v und v' Bewertungen von A ' , so heißt v eine Vergröberung von v', 
wenn Ov C Ov/ ist. Ist Ov = O v/, so heißen v und v1 äquivalent. 
Lemma. Seien v: IC —• P w?ic? v1: IC —» P' Bewertungen von K1 und sei v surjektiv. 
Dann sind äquivalent: 
(i) ist Vergröberung von v*; 
(Ti) es gibt einen ordnungstreuen Homomorphismus cp: T —> T' m i i v' = p> o v. 
Beweis, (i) (ii): Sei A := Ot,, A ' := ov>. Bezeichnet ir:K*/A* -> IC/A'* den 
kanonischen. Epimorphismus, so hat man ein kommutatives Diagramm 
r ic -U TF 
* T - Sv* vA>\ T *' > 
J T / A * - • IC/Ä* 
wo z, z ; ordnungstreu sind und i ein Isomorphismus ist. Setze tp : = i' o -K O i - 1 . 
(ii) (i) ist tr iv ia l . • 
D e f i n i t i o n 4. Ist (A', P) ein angeordneter Körper und v: K —» F U o o eine Bewertung von 
A r , so heißen u und P miteinander verträglich, wenn O v ein bezüglich P konvexer Teilring 
von A r ist. Eine Reihe äquivalenter Bedingungen wird durch §2, Satz 3 gegeben. 
Beispiele. 
2. Jede angeordnete abelsche Gruppe F kommt als Wertegruppe einer surjektiven Be-
wertung vor. Sei dazu k ein Körper und A := k[T+] die Iialbgruppenalgebra von 
r + := {cx G F : cx > O}. (A hat also eine Vektorraumbasis {xQ: cx G r+} über k (xa ^ Xß 
für cx =fi ß), und die Mult ip l ikat ion von A ist definiert durch xaXß = xa+ß (cx,ß G T+).) 
Zu O / a = ^Caer+ a » x Q ' £ ( m ^ a a £ & und fast allen a ö . = 0) sei 
v(a) := min {a G r + : a a ^ 0}. 
M a n verifiziert leicht für 0 ^ a,6 G A , daß v(ab) = i>(a) -f- t>(6) und v(a + 6) > 
min{t>(a), gelten (letzteres, falls a-f-6 ^ 0 ist). Sei A r := Quot A (A ist nullteilerfrei). 
Dann setzt sich v eindeutig zu einem surjektiven Homomorphismus v: IC —• T fort, und 
v ist eine Bewertung von K. 
3. W i r bleiben in der eben skizzierten Situation und nehmen zusätzlich an, daß k eine 
Anordnung P trägt. Dann gewinnen wir aus P eine Anordnung Q auf K, die sich wie 
folgt beschreiben läßt: W i r definieren für O ^ a = Y^a aaxoc € A den „Leitkoeffizienten" 
von a als 
: = a v ( a ) ( G A:*). 
Dann sei Q {0} U {|:0 7^  a, 6 G A und A(a6) G P} . Q ist tatsächlich eine Anordnung 
von K1 denn für 0 ^ a, 6 G A ist L(ab) = L(a)L(b) und, falls a -P fr ^  0 ist, 
J Z(a) + A(6) falls v(a) - v(b) und + A(6) ^ 0 L ( a + 6) - I L ^ f a J l s < ^ 
W i r behaupten, daß der Bewertungsring Ov konvex in K bezüglich Q ist. Sei dazu 
0 7^  x G TTi v . Es gibt a,6 G A mit v(a) = v(b) = 0 und 0 < cx G T mit X = X0e- a/b. 
Es folgt l + x = b~2 (b2 + abxa) G Q , denn A(6 2 + abxa) = L(b)2 G P. W i r haben also 
1 + TTiv C Q gezeigt, woraus die Behauptung nach §2, Satz 3 folgt. 
4. N u n sei (AT, P ) ein angeordneter Körper, F C AT ein Teilkörper und A = Op(KfF) 
seine konvexe Hülle in A' . M a n kann TA und wie folgt beschreiben: W i r nennen 
a,b G A r * archimedisch äquivalent über P , wenn es A , / J G P * gibt mit |a| < X\b\ und 
l&l < A iI aI- Dann ist YA die (multiplikative) Gruppe der entsprechenden Aquivalenzklassen, 
angeordnet durch den inversen Absolutbetrag, und VA ist die Restklassenabbildung. 
5. Für jeden Bewertungsring A eines reell oder algebraisch abgeschlossenen Körpers ist die 
Wertegruppe YA d ividierbar 2 (also ein Q-Vektorraum), da im Körper beliebige Wurzeln 
aus positiven bzw. aus beliebigen Elementen existieren. 
W i r kommen nun zur Idealtheorie von Bewertungsringen. Dabei wird folgende Sprech-
weise vereinbart: Ist ( M , <) eine geordnete Menge und X C M eine Teilmenge, so nennen 
wir X eine obere Teilmenge von M , falls aus x £ X,y £ M und x < y stets y G X folgt 
(X = 0 ist erlaubt). 
Satz 3 (Ideale von Bewertungsringen). Sei A ein Bewertungsring von K mit surjektiv er 
Bewertung v = VA- K F U co. Sei := {a G V: a > 0}. 
a) Durch a i—• v(a — {0}) wird eine mfc/uszonserhaltende Bijektion zwischen den Idealen 
von A und den oberen Teilmengen von F+ definiert. Die Inverse ist gegeben durch 
M »-> v~l(M U {oo}). 
b) Durchp »-» v(Ap) = v(A—p)U(—v(A — p)) wird eine inklusionsumkehrende Bijektion 
zwischen den Primidealen von A und den konvexen Untergruppen von Y definiert. Die 
Inverse ist A i-> {0} U ( r + - A ) . 
c) Die Ideale von A bilden eine Kette (sind also durch Inklusion total geordnet). 
d) A ist ein Bezoutring, d.h. A ist nulIteilerfrei und jedes endlich erzeugte Ideal ist 
ein Hauptideal. Genauer gilt für a i , . . . , a n G A und a = Aa\ - f • • • - f Aan: Ist 
v(a\) < v(ai), i = 1,... , n , so ist a = Aa\. 
e) Ist a T/Z A ein Radikalideal (d.h. gilt a = y/ä), so ist a ein Primideal. 
Beweis, a) und b) sind elementar, c) folgt sofort aus a), und d) ist klar, e) Seien a,ö G A 
mit ab G a. W i r können a\b in A annehmen, also b = ac mit c G A . Dann ist b2 = abc G a, 
also 6 G a. • 
Satz 4. 5efen A , i ? Bewertungsringe von Kf und es gelle AC B. Sei ir: B —• de7^  
Restklassenhomomoiyhismus von B. 
a) C := TT(A) = AIxnB ist e i n Bewertungsring von K(B). 
b) Es besteht eine natürliche kurze exakte Sequenz3 
0-+YC->YA^YB->0 
aus ordnungstreuen Homomorphismen. 
Beweis, a) Ist c G K(B)* und b e B* mit c = 7r(6), SO ist 6 G /1 oder b~l G A , also 
c G C oder c - 1 = T T ^ - 1 ) G C. — b) Wegen A * C B* hat man einen ordnungstreuen 
Epimorphismus Ya = K*/A* —» K*/B* = F p , dessen K e r n die (konvexe) Untergruppe 
2 E i n e abelsche Gruppe G heißt dividierbar, wenn nG = G für alle n > 1 ist. Die torsionsfreien 
dividierbaren abelschen Gruppen sind genau die Q-Vektorräume. 
3 E i n e Sequenz • • • —+ Gi-\ i G ; — v o n Homomorphismen abelscher Gruppen heißt 
exakt, wenn Bild(y>t-_i) = K e r n ( ^ ) für alle i gilt. Sequenzen der Form 0 —• G' -+ G —• G" 0 
heißen £urz. 
B* JA* =: TB/A von ist. Weiter ist 7r|j5*: B* -> K(B)* ein Epimorphismus, und es gilt 
7 r _ 1 ( C * ) = A * . Folglich induziert 7r einen Isomorphismus TßJA = B*/A* — • K(B)*/C* = 
Tci den man sofort als ordnungstreu erkennt. • 
Korol lar . Sei A ein Bewertungsring von K mit natürlicher Bewertung VA'- K* —* TA-
Dann besteht eine kanonische inklusionstreue Bijektion von der Menge der Oberringe B 
von A in K auf die Menge der konvexen Untergruppen A von TA, nämlich 
B ~ T B / A ~ B* I A* =VAiBt). 
Die Inverse ist A >—> {0} U V A 1 ( A U F+). Weiter hat man dabei für jeden Oberring B von 
A einen kanonischen ordnungstreuen Isomorphismus 
FA/FB/A —> . 
Beweis. §2, Korol lar 1 und Sätze 3 und 4. • 
Definition 5. 
a) Sei F eine angeordnete abelsche Gruppe. Der Rang rang T von T ist die Anzahl der 
von F verschiedenen konvexen Untergruppen von T (also eine ganze Zahl oder oo). 
b) Sei A ein Bewertungsring. Der Rang rang A von A ist definiert als der Rang der 
Wertegruppe TA = K * / A * (K = Quot A). 
Bemerkungen. 
4. Manche Autoren (z.B. Bourbaki) bezeichnen den Rang von F als die Höhe von I\ 
5. Nach dem Korol lar und nach §3 ist der Rang eines Bewertungsringes A auch gleich der 
Anzah l der von {0} verschiedenen Primideale von A (der „Krull-Dimension" von A ) , oder 
auch gleich der Anzahl der von K verschiedenen Oberringe von A in K. 
(). Die Bewertungsringe vorn Rc ing 0 sind die Körper. Die angeordneten abelschen Grup-
pen vom Rang 1 sind genau die nicht-trivialen Untergruppen von (IR, -f) (§1, Theorem 2). 
Die einzigen „diskreten" unter diesen sind die unendlich zyklischen Gruppen, weshalb man 
definiert: 
Definition 6. E i n Bewertungsring A heißt diskret vom Rang eins, wenn die Wertegruppe 
Pyl unendlich zyklisch ist. 
Satz 5. Sei A ein Bewertungsring, kein Körper. Dann sind äquivalent: 
(i) A ist diskret vom Rang eins; 
(ii) A ist noethersch; 
(Iii) A ist ein IIauptidealring. 
Beweis, (i) => (ii) folgt aus Satz 3a, (ii) => (iii) aus Satz 3d. (iii) (i) Sei = ATT1 
also insbesondere 7r ein Primelement von A . Ist irf ein weiteres Primelement von A , so 
gilt 7r\7r( oder 7rf\n (da A ein Bewertungsring ist), und folglich sind n und w1 assoziiert, 
d.h. A-K = Air1. D a A faktoriell ist, hat jedes A die Form a = Uire mit u G A* 
und e > 0. Somit ist P^ zyklisch mit positivem Erzeuger v(ir). • 
§5. Restklassenkörper und Teilkörper von konvexen Bewertungsringen 
Sei K ein Körper. 
Theorem 1. Sei A ein Bewertungsring von Ki und « (A ) = A/Xxxji. 
a) Ist K algebraisch abgeschlossen, so auch « ( A ) . 
b) Ist K reell abgeschlossen, so gilt: 
« ( A ) reell abgeschlossen <!==> ^ « (A ) A ist konvex in K. 
Beweis. Sei / G A[t] ein normiertes Polynom. Hat / in K eine Wurzel , so liegt diese 
wegen der ganzen Abgeschlossenheit von A schon in A. Insbesondere hat dann auch das 
mod XXXA reduzierte Polynom eine Wurzel in « ( A ) . Hieraus folgt a) sofort. 
Sei jetzt K reell abgeschlossen. M i t dem eben gegebenen Argument folgt, daß « ( A ) 
keine echten Körpererweiterungen von ungeradem Grad hat und daß P := « ( A ) 2 die 
Axiome (1) und (3) einer Anordnung erfüllt (I, §1). Daher ist « ( A ) genau dann reell 
abgeschlossen, wenn —1 $ « ( A ) 2 ist (I, §5, Satz 1). 
Ist A in K konvex, so ist n [l,oo[ = 0 (§2, Satz 3). Es ist also 1 -f a2 $ xxx^ für 
a G A , folglich - 1 ^ « ( A ) 2 . Sei umgekehrt A nicht konvex. Dann gibt es ein a G K 
mit 1 -f- a2 G xxx^ (§2, Satz 3). Es ist a G A , denn sonst wäre a~l G xxxA und somit 
1 = a " 2 ( l + a2) - a~2 G xxxA. Folglich ist - 1 G « ( A ) 2 . • 
Sei A ein Bewertungsring von K. Ist K angeordnet und A in K konvex, so enthält 
A Teilkörper von K (z.B. (Q). Allgemeiner sieht man leicht, daß A genau dann einen 
Teilkörper enthält, wenn CharA r = char « (A ) ist (sogenannter „charakteristik-gleicher 
F a l l " ; der Charakteristik-ungleiche Fal l tr itt nur ein, wenn char K = 0 und char « (A ) > 0 
ist). Jeder Teilkörper F von A ist in einem maximalen Teilkörper von A enthalten 
(Zornsches Lemma). W i r betrachten F v ia A1 <-» A —• « (A ) stets auch als Teilkörper 
von « ( A ) . 
Satz 2. Sei A ein Bewertungsring von K und F ein maximaler Teilkörper von A. Dann 
ist F in K algebraisch abgeschlossen, und die Körpererweiterung « (A) /A 1 ist algebraisch. 
Beweis. A ist ganz abgeschlossen in A ' , enthält also den algebraischen Abschluß von F 
in A ' . Sei ix: A —> « (A ) der Restklassenhomomorphismus. Gäbe es ein a G A , für welches 
7r(a) über TT(F) transzendent ist, so wäre F[a] D = {0} und folglich F ^ F(a) C A , 
Widerspruch zur Maximalität von F. • 
Satz 3. Sei R ein reell abgeschlossener Körper, A ein konvexer Teilring von R und F 
ein maximaler Teilkörper von A. Dann ist die Restriktion von 7r: A —> « (A ) auf F ein 
Isomorphismus von F auf « ( A ) . 
(Im algebraisch abgeschlossenen Fal l gilt die analoge Aussage für beliebige Bewertungs-
ringe des Körpers.) 
Beweis. F ist algebraisch abgeschlossen in R (Satz 2), also selbst reell abgeschlossen (I, §5, 
Korol lar) . D a « (A ) über TT(F) algebraisch (Satz 2) und « (A ) formal reell ist (Theorem 1), 
ist « (A ) = Tr(F). • 
Satz 4. Sei (KyP) ein angeordneter Körper und A ein konvexer Teilring von K. Dann 
ist A die konvexe Hülle eines jeden seiner maximalen Teilkörper. 
Beweis. Sei F ein maximaler Teilkörper von A und B := Op(KfF)y sowie a G A. Nach 
Satz 2 gibt es ein n G IN und Elemente b u . . . , b n G F mit an + ^ a n " 1 + • • • + 6 n 
G C m ^ . Wäre a ¢ By so wäre a - 1 G TT15, und Mult ip l ikat ion mit a ~ n ergäbe 
1 - f (ha'1 + • • • + bna~n) G Tti j 5 , Widerspruch. • 
Nennt man einen Teilkörper F von K archimedisch saturiert in K (bezüglich P ) , wenn 
K keine echten Oberkörper F1 von P enthält , die über P archimedisch sind, so folgt: 
Uie in K archimedisch saturierten Teilkörper sind genau die maximalen Teilkörper der 
konvexen Teilringe von K. 
Satz 5. Ist A ein konvexer Teilring eines angeordneten Körpers K und FCA ein 
Teilkörper, so ist tr.deg.(AT/P) > rang A. 
Beweis. Sei A = AQ ^ A i ^ • • • ^  Ar = K eine Kette von Oberringen von A . Sei Po 
ein maximaler Oberkörper von P in Ao, und F{ ein maximaler Oberkörper von P ; _ i in 
Aly i = 1 , . . . ,7\ Wegen A{ = O(KfFl) (i = 0 , . . . , r ) sind die Pj alle verschieden. Nach 
Satz 2 ist t r . d e g . ( F j / F ; _ i ) > 1 (i = 1 , . - . , 0 , also t r .deg . (pyP) > r . • 
Satz 6. Sei K ein reell abgeschlossener Körper und F C ein Teilkörper. Sind 
FQ F0 £ F 1 £ • • • p F r = A" 
F C F 1 ; J F[^ • • • J F1s = K 
zwei nicht mehr verfeinerbare Ketten von archimedisch saturierten Teilkörpern FiyF- von 
K, so ist r = s, und F1 = P- für i = 0 , . . . , r. 
Beweis. D a die o(KfFi) bzw. die o ( i i / P - ) genau die verschiedenen konvexen Oberringe 
von P in K sind (Satz 4), ist r = s = rang o(7v/P) und o ( /v /P 2 ) = O(7Y/P^) für 
z = 0 , . . . , r . Nach Satz 3 ist P 1- ^ K . ( o ( / i / P ? ) ) = P 1 ' . • 
B e i s p i e l (E . Ar t in ) . Für die Isomorphie F1 = P- kann man auf die reelle Abgeschlossen-
heit von. K nicht verzichten! 
Sei Po der reelle Abschluß von Q (also der relative algebraische Abschluß von. Q in IR) 
und P der relative algebraische Abschluß von Q(e) in IR (e = 2.71828 . . . transzendent). 
Sei weiter K ~ F(t)y versehen mit der Anordnung PoJ-J- (I, §1, Beispiel 3). Es ist also 
0 < t < a für alle 0 < a G F. Sei schließlich F1 := R0(e + t) C K. D a P ' nicht reell 
abgeschlossen ist, sind P und F1 nicht isomorph. Aber wir behaupten, daß sowohl F als 
auch F1 in A ' archimedisch saturiert sind. Für P ist dies klar. U m es für F' einzusehen, 
müssen wir einen Satz aus der Körpertheorie zitieren (siehe etwa [ J A A , vol. 3, p. 199]): 
Ist Efk eine Körper erweit er ung, so daß k in E (relativ) algebraisch abgeschlossen ist, und 
ist E(x)f E eine einfach transzendente Erweiterung, so ist auch k(x) in E(x) algebraisch 
abgeschlossen. 
In obiger Situation reicht es, die algebraische Abgeschlossenheit von F' in K nachzu-
weisen, denn t r .deg . (A /A ' ) = 1 und O(KfFt) = o(K/Z) ^ K. Dies aber ist eine direkte 
Anwendung des zitierten Satzes (Ao ist in F algebraisch abgeschlossen und K = F(e + t)). 
M a n beachte in diesem Beispiel auch, daß es mit Ro(e) einen zu F' ordnungsisomorphen 
Teilkörper von K gibt, der in K nicht archimedisch saturiert ist (F ist archimedisch über 
Äo(e)) . 
§6. D i e Topologie von angeordneten und bewerteten Körpern 
Sei (K1P) ein angeordneter Körper. Dann bilden die offenen Intervalle 
}a1b[p = K:a < x < b bezüglich P} 
eine offene Basis einer Topologie auf A r , die wir mit Tp bezeichnen. Auch die auf 
Kn (n > 1) induzierte Produkttopologie wird mit Tp bezeichnet; sie macht Kn zu einem 
Hausdorffraum. Außerdem ist (K1Tp) ein topologischer Körper (das bedeutet, daß die 
Abbildungen (x,y) H-> X — y, (x,y) i - * xy von K x K in K sowie die Abbi ldung K* —• K*, 
x i—• x - 1 , stetig sind). Für jede rationale Funktion / = g/h G K(t\,... ,tn) (g,h seien 
Polynome) ist daher auch die Auswertungsabbildung x i-» f(x) von {x G Kn:h(x) ^ 0} 
nach K stetig. W i r bezeichnen Tp häufig als die starke Topologie auf AT n (bezüglich P)1 
um sie von der „schwächeren" Zariski-Topologie zu unterscheiden (siehe III, §1). 
Es gibt jedoch nur einen einzigen F a l l , in dem die Topologie Tp wirklich befriedigende 
Eigenschaften hat, nämlich den Fall K = IR. Dies ist einer der Gründe, welche die Verwen-
dung der semialgebraischen Topologie (siehe [DK 1 — 3] und die in [DK3] zitierte Literatur) 
unentbehrlich machen, wi l l man Geometrie über beliebigen reell abgeschlossenen Körpern 
treiben: 
Satz 1. Sei (K1P) ein angeordneter Körper. Ist K ^ IR, so ist der topologische Raum 
(K1Tp) total unzusammenhängend. Für a,6 G K mit a < b ist das Intervall [a,6] nicht 
kompakt, insbesondere ist (K1Tp) nicht lokalkompakt. 
Beweis. Ist (AT, P) archimedisch, so gibt es eine ordnungstreue Einbettung K <—> IR, und 
Tp ist gerade die von IR auf K induzierte Teilraum-Topologie. Ist K ^ IR, so prüft man 
die Behauptungen direkt nach. 
Sei jetzt (K1 P) nicht archimedisch. Dann gibt es einen echten konvexen Teilring A 
von K1 und A ist offen und abgeschlossen in K. Sei x G K und O < e G K. Wählt 
man ein a G A * mit e/a £ A1 so ist x + aA C }x — S1X -f £[, und x + aA ist eine offen-
abgeschlossene Umgebung von x. Das zeigt, daß K total unzusammenhängend ist. Seien 
weiter a, /; G K mit a < b. Dann gibt es ein e G Ki e > 0, mit ne < b — a für alle n G IN 
(ist b — a G vaAl so kann man £ = (b — a)2 wählen, andernfalls genügt e G m ^ ) . Die 
Familie { ]x — e,x + e[: x G K} enthält keine endliche Teilüberdeckung von [a, 6]. • 
N u n sei K ein beliebiger Körper und v: K —> F U oo eine surjektive Bewertung von K. 
Darm bilden die Mengen 
Ba(a) := {x G K: v(x - a) > a} (a G K1 a G F) 
eine offene Basis einer Topologie Tv auf AT. Auch hier ist (K1 Tv) ein topologischer Körper. 
Genau dann ist Tv die diskrete Topologie, wenn v die triviale Bewertung (also F = O) ist. 
Die „verschärfte Dreiecksungleichung" (3) in §4, Definition 1 hat zur Folge, daß alle 
Mengen v _ 1 ( a ) (a G T) offen in K sind (für jedes a G K mit v(a) = a ist Ba(a) C 
ü - 1 ( a ) ) . Wegen /\" - v~l(a) = Ba(O) U U^<Q- v~1(ß) ^ s t ^ - H 0 O auch abgeschlossen. Al le 
Mengen Ba(a) in der Tv definierenden Basis sind also offen-abgeschlossen, insbesondere 
ist (K1Tv) total unzusammenhängend. Insbesondere ist auch die vielleicht naheliegende 
Vermutung, Abschluß bzw. Rand von Ba(a) seien {x: v(x — a) > a} bzw. {x: v(x—a) = a} , 
falsch. 
S a t z 2. Sei (K1P) ein angeordneter Körper und v: K —> T U oo eine mit P verträgliche 
nicht-triviale surjeklive Bewertung. Dann stimmen Ordnungs- und Bewertungstopologie 
auf K überein: Tp = Tv. 
Beweis. Zu jedem 0 < a G K gibt es ein cv G F mit Ba(O) C ] — a , a [ , etwa a = v(a). 
Ist nämlich x G K und t?(a:) > a = v(a)y so ist x/a G m v C ] —1,1[ , also \x\ < a. 
Umgekehrt gibt es zu jedem a G F ein 0 < a G A r mit ] — a, a[ C J9 a (0) — man wähle 
a so, daß t>(a) > a ist; ist nämlich \x\ < Ci1 so \x/a\ < 1, also v(xja) > 0, und folglich 
> u(a) > a . • 
Die Umkehrung dieses Satzes ist nicht richtig, d.h. es kann Bewertungen geben, die 
nicht mit P verträglich sind, aber die gleiche Topologie wie P induzieren. Dies folgt leicht 
aus der folgenden Tatsache: Sind V1 v' surjektive nicht-triviale Bewertungen von A r und 
ist v' eine Vergröberung von V1 so ist Tv = Tv>. Der Leser mag dies als (einfache) Übung 
beweisen. 
Vor allem in der Zahlentheorie braucht man neben Krull -Bewertungen auch das folgende 
Konzept : 
D e f i n i t i o n . Sei A^ ein Körper. E i n Absolutbetrag1 auf K ist eine Abbi ldung f:K —> IR, 
so daß für alle a1 b G K gilt: 
(1) f(a) > 0, und f(a) = O ^ a = O; 
(2) f(ab) = f(a)f(b); 
(3) / ( a + 6) < / ( a ) + / (*) . 
G i l t statt (3) sogar 
(4) f(a + b) < max{ / (a ) , / (6 ) } für alle a,b G K, 
so heißt / ein ultrametrischer Absolutbetrag. 
Bemerkungen. 
1. Ist tp: K C eine Körpereinbettung, so ist a f-> \<p(a)\ ein nicht ultrametrischer A b -
solutbetrag auf K. Hiervon gilt i m wesentlichen auch die Umkehrung, wie der folgende 
klassische Scitz von A . Ostrowski ([Os], 1918) zeigt: 
Ist f:K —* IR ein nicht ultrametrischer Absolutbetrag eines Körpers A", so gibt es eine 
Einbet tung tp: K C und eine reelle Zahl 5, 0 < 5 < 1, so daß f(a) = \<p(a)\s für alle 
a G K gi lt . (Siehe etwa auch [ J B A , vol. II, §9.5].) 
2. Ist v: K —> r U 00 eine surjektive Bewertung mit archimedischer VVertegruppe T1 so 
erhält man auf K einen ultrametrischen Absolutbetrag / „ wie folgt: M a n wählt eine ord-
nungstreue Einbettung i: F IR (§1) sowie eine reelle Zahl c mit 0 < c < 1 und setzt 
1 I n der Literatur findet man häufig auch die Bezeichnung „Bewertung" für einen Absolutbetrag. Je 
nachdem, ob dieser ultrametrisch ist oder nicht, wird diese „Bewertung" dann „nicht-archimedisch" 
oder „archimedisch"genannt. Dies kann natürlich leicht zu Mißverständnissen führen. 
fv(a) := CiMaV ( a ^ 0), fv(0) := 0. Umgekehrt gibt jeder ultrametrische Absolutbe-
trag durch „Logarithmieren" wieder eine Bewertung vom Rang < 1. Definiert man in 
naheliegender Weise einen Aquivalenzbegriff für Absolutbeträge, so folgt, daß auf diese 
Weise eine bijektive Korrespondenz zwischen den Aquivalenzklassen von Bewertungen 
vom Rang < 1 und jenen von ultrametrischen Absolutbeträgen hergestellt wird. Zusam-
men mit Bemerkung 1 erhält man so also eine Ubersicht über alle Absolutbeträge eines 
Körpers. 
Jeder Absolutbetrag / auf K definiert durch (a, b) \-> f(a — b) eine Metr ik auf K 
und macht K zu einem metrischen topologischen Körper. W i r bezeichnen die zugehörige 
Topologie mit Tf. 
S a t z 3. Sei (AT, P) ein angeordneter Körper, und K sei entweder archimedisch oder 
enthalte einen echten konvexen Teilring von endlichem Rang. Dann gibt es einen Abso-
lutbetrag f auf K mit Tp = Tf (insbesondere ist also Tp metrisierbar). 
Beweis. Ist (K, P) archimedisch und ip: K IR die ordnungstreue Einbettung, so erhält 
man / wie in Bemerkung 1. Im anderen Fall hat K einen maximalen echten konvexen 
Teilring A ; die Bewertung vA = v hat Rang 1, und man erhält / wie in Bemerkung 2. Es 
ist klar, daß Tf = Tv ist, und Satz 2 gibt Tf = Tp. • 
§7. Der Satz von B a e r - K r u l l 
W i r haben gesehen, daß für jeden konvexen Teilring A eines angeordneten Körpers (A", P) 
eine Anordnung P auf dem Restklassenkörper « (A ) induziert wird (§2, Bemerkung 1). 
Seien umgekehrt ein Bewertungsring A eines Körpers K und eine Anordnung Q von « (A) 
gegeben. Gibt es dann eine Anordnung P von A ' , die A konvex macht und für die P = Q 
ist? 
Hierauf gibt der Satz von B a e r - K r u l l eine (positive) Antwort. Die Aussage ist sogar 
noch wesentlich präziser, da alle solchen Anordnungen Q bestimmt werden. 
Sei also v: K* —» T eine surjektive Bewertung und A := Ov. Durch v wird ein surjektiver 
Homomorphismus v^ K*/K*2 —» r / 2 T induziert. Sei {7^:2 G 1} C T eine Teilmenge, für 
die { 7 ; -f 2 r : i G 1} eine Basis des F2 -Vektorraums F / 2 F ist und 7,- > 0 (? G I) gilt. W i r 
wählen Elemente TT{ G A"* mit v(TTi) = 7,- (i G /)• Al le TT{ liegen in m^. 
Das System {ir^i G 1} wird im folgenden festgehalten und als ein quadratisches 
Repräsentatensystem von K bezüglich A bezeichnet. Jedes a G A"* hat nämlich eine 
Darstellung der Form 
a = UC2 JJ TTj (*) 
je J 
mit JCI endlich, c G Kif und u G A * , wobei J durch a eindeutig bestimmt ist. ( J ist 
charakterisiert durch ^(aAT* - ) = ^ ( 7 j + ^T); wegen v(a 
J l ^ - 1 ) G 2 r erhält man dann 
die Form (*).) i^J 
Theorem ( B a e r - K r u l l ) . Sei A ein Bewertungsring von Ki Q eine Anordnung auf K(A) 
und {TTf. i G 1} ein quadratisches Repräsentantensystem wie oben. Es sei YQ die Menge 
aller Anordnungen P von Ki für die A konvex und Q = P ist. Dann ist die Abbildung 
P 1-» ( s ignp(7r 2 ) ) i e / eine Bijektion von der Menge YQ auf die Menge { ± 1 } 7 . 
Insbesondere sagt das Theorem, daß YQ im Falle 7 = 0, d.h. F = 2T, genau ein Element 
enthält. 
Beweis. W i r bezeichnen den Homomorphismus A —> K(A) mit Ö H Ä , Sei e = [£i)i£i G 
{ ± 1 } 7 . Dann gibt es höchstens ein P G YQ mit signp(7r;) = C1 (i G 7), denn für jedes 
a G K* ist das Vorzeichen von a bezüglich P durch (•) bestimmt. U m die Existenz eines 
solchen P G YQ Z U zeigen, können wir ei = 1 für alle i annehmen (man ersetze Tri- durch 
Zitu i G 7). 
. Sei a G A"*, und seien 
a = U C2 JJ TTj = Xl C 2 JJ TTj 
je J je J 
zwei Darstellungen der Form (•). Dann ist •p G A * , und wegen u' = (fi)2 u folgt 
signg(u ; ) = Signg(Zl) . Somit ist a: a »-» Signg(Ii) eine wohldefinierte Abbi ldung <J: 7 i* —> 
{ ± 1 } . Diese ist homomorph, denn sind 
a = u c2 JJ TTj und b = v d2 JJ TT\ 
jeJ IeL 
Darstellungen der Form (*), so gibt es eine Darstellung 
ab = we2 JJ 7rTn 
der Form (•) mit w = uv. 
W i r zeigen, daß P := {0} U kern(a) eine Anordnung von. K ist. Wegen a( — 1) = —1 
sind PP C P , P U ( - P ) = A r und P H ( - P ) = {0} klar, zu zeigen bleibt P + P C P . 
Seien also 0 ^ a, 6 G P mit a -h 6 7^  0, und 
a = U C 2 JJ 7Tj , 6 = l> c/2 JJ 7T/ 
i € J /GL 
Darstellungen der Form (•). Es sind ü,v G Q. W i r unterscheiden zwei Fälle. 
L F a l l : J = L. Nach eventuellem Vertauschen von a und b ist x := J G A , und folglich 
a + ö = ( i ic 2 + vd 2 ) JJ 7Ty = (ux2 JT v) • d2 JJ 7ry , 
jeJ jeJ 
woraus man wegen Tix2 + v G Q abliest: <j(a + 6) = 1, also a -f ö G P . 
2. F a l l : J ^ L. Wieder nach etwaigem Vertauschen gilt v(a) < v(b). Es gibt also 
x G rn,4 mit b = ax, und es folgt 
a + 6 = (1 + z )a = (1 + z )u • c 2 JJ Tr j , 
also a -f 6 E P . Damit ist gezeigt, daß P eine Anordnung von K ist. Aus der Definition 
folgen unmittelbar die Konvexität von A bezüglich P (wegen 1 + TTiy4 C P ) , sowie P = Q. 
• 
K o r o l l a r . Ist A ein residuell reeller Bewerlungsring von K (§2, Definition 3), so gibt es 
eine Anordnung von K, welche A konvex macht. • 
Ein Spezialfall hiervon ist in §5, Theorem 1 enthalten. 
B e m e r k u n g . Die hier gegebene Formulierung des Satzes von B a e r - K r u l l enthält mit der 
Auswahl eines Repräsentantensystems noch eine gewisse Willkür. W i r erwähnen kurz, 
wie man die Aussage des Theorems „invarianter" fassen kann. 
Sei also v: K* -» T eine surjektive Bewertung mit Bewertungsring A. Sei k := /c(A), sei 
Y die Menge der Anordnungen P von A ' , welche A konvex machen, und sei Xk die Menge 
aller Anordnungen von k. Für abelsche Gruppen G bezeichnen wir mit G := H o m ( G , S1) 
ihre Charaktergruppen (S1 = {( G C : \(\ = 1}). Indem wir eine Anordnung P von K mit 
dem Charakter ap: aK*2 1—> sigiip(a) von K*/K*2 identifizieren, fassen wir P als Element 
von (K*/K*2y auf. Insbesondere wird Y so zu einer Teilmenge von (K*/K*2)". 
E i n quadratisches Repräsentantensystem II = {iti'.i G 1} ist nichts anderes als 
ein Homomorphismus s: T/2T —> K*/K*2 mit Vo o s = i d r /2r (H korrespondiert zu 
ji + 2 r H4 TTiK*2). Hält man einen solchen Schnitt s fest, so hat man eine Abbi ldung 
Y —• ( r / 2 r ) A x Xky nämlich P »-» (ap o 5, P ) . Die Aussage von B a e r - K r u l l ist, daß diese 
eine Bijektion ist. 
U m in der Formulierung nun auch die willkürliche Auswahl eines Schnittes s zu ver-
meiden, beachten wir, daß der Epimorphismus V2: K*/K*2 —» F / 2 T durch Dualisieren 
eine Einbettung v2:(T/2Ty^ {K*/K*2y induziert (für x £ {T/2TY ist v2{x) = X 0^)-
Faßt man ( T / 2 r ) A v ia V2 als Untergruppe von (K*/K*2y auf (und Y als Teilmenge von 
(K*/K*2Y, wie oben erklärt), so ist ( r / 2 T ) A . Y C Y1 d.h. ( F ^ F ) ' operiert durch Trans-
lation auf Y. Das ist es nämlich gerade, was wir im wesentlichen Schritt des Beweises des 
Theorems gezeigt haben. Für x G (F /2F)* und P G Y ist die Anordnung Q := \ ' P v o n 
K durch folgende Signatur gegeben: 
a H-> x(via) + 2T) • signp(a) (a G A ' * ) . 
Dabei ist die Abbi ldung P^P von Y nach A'/ c invariant unter dieser Operation von 
( r / 2 T ) A und nimmt auf verschiedenen Bahnen verschiedene Werte an. W i r haben also 
das 
Theorem von B a e r - K r u l l („Invariante" Formulierung). Sei v: K* —» F eine surjektive 
Bewertung mit Bewertungsring A und Reslklass enkörper k = A/xx\A. Sei Y die Menge 
aller mit v verträglichen Anordnungen von K und Xfc die Menge aller Anordnungen von 
k. Dann gibt es eine natürliche freie Operation von ( F / 2 F ) " auf Y und eine kanonische 
Bijektion Y/(T/2Ty - * Xk. 
§8. Reelle Stellen 
K. L seien stets Körper. 
M i t K bezeichnen wir die disjunkte Vereinigung K = KU {00}. Die Verknüpfungen + 
und • werden auf K durch folgende Definition partiell fortgesetzt: 
a-j-oo = oo-|-a = oo (a G K) 
a • 00 = 00 • ei = 00 ( a G l ( , a / 0 ) . 
Nicht definiert sind also 00 + 0 0 , O • 00 und 00 • 0. Die Inversenbildung bezüglich -f und • 
wird fortgesetzt durch 
— 00 = 00 ; O - 1 — 0 0 , o o - 1 = 0. 
M a n schreibt wieder x — y = x -f (~y) und | = xy~l, sofern die rechten Seiten definiert 
sind. M a n kann nachprüfen, daß Assoziativ- und Distributivgesetz erfüllt sind, so lange 
,.alles" definiert ist. 
D e f i n i t i o n 1. Eine Stelle von K mit Werten in L ist eine Abbi ldung A: K —+ L derart, 
daß für alle a, b G K gilt: 
(1) X(a) -f X(b) ist definiert => a -f b ist definiert, und A(a H- b) = A(a) -f A(6); 
(2) X(a) X(b) ist definiert ab ist definiert, und X(ab) — X(a)X(b); 
(3) A(I) = 1. 
Ist k C A r ein Teilkörper, ist j:k A eine feste Einbettung und gilt X(a) = j (a) für alle 
a G /c, so heißt A eine Stelle über k (bezüglich j). W i r schreiben dafür A: K-g>L (bezüglich 
j wird es keine Zweifel geben). 
Beispiele. ; - . 
1. Sei A ein Bewertungsring von K und L := ^c(A), sowie a 1—> a der Restklassenhomo-
morphisrnus A —> A. Definiert man A: A ' —> A durch A(a) = ä für a G A und A(a) '= 00 
für a G A" — /1, so ist A eine Stelle. W i r schreiben häufig A =: XA und nennen die 
kanonische Stelle von K zum Bewertungsring A. 
2. Jeder Körperhomomorphismus ip\ K —> L definiert eine Stelle (p\ K —> L durch <p\R- = 
und c^(oo) = co. Solche Stellen heißen trivial 
W i r werden gleich sehen, daß diese Beispiele von Stellen im wesentlichen die einzigen 
sind. 
Eigenschaften von Stellen. Sei X: K —> L eine Stelle. 
a) A(O) = 0, A(oo) = 0 0 . 
b) A ( - a ) = - A ( a ) , X(a~l) = A ( a ) - 1 für alle a G K. 
c) Ist L —> 7lf eme weitere Stelle, so ist auch /i'-o A: K —> M eine Stelle. 
Beweis, a) Wäre A(oo) ^ 0 0 , so wäre A(oo) -f A(oo) definiert, also auch 00 -f 00 , 
Widerspruch zu (1). Wäre A(O) / 0, so wäre A(O) • A(co) definiert, also auch 0 • 00 , 
Widerspruch, zu (2). — b) ist klar für a G {0,oo} wegen a). Sei a G A"*. Ist X(a) = 
A(—a) = 0 0 , so gilt A(—a) = —X(a). Andernfalls ist A(a) + X(—a) definiert, und nach a) 
folgt A(a) H- A(—a) = A(O) = 0, also X(—a) = —X(a). Analog sieht man A ( a _ 1 ) = A ( a ) - 1 . 
— c) ist t r iv ia l ! • 
Satz 1 (Zusammenhang zwischen Stellen und Bewertungsringen). 
a) Ist X: K —• L eine Stelle, so ist A := A - 1 (A) ~ {a e K: X(a) ^ co} ein Bewertungs-
ring von K mit maximalem Ideal m = A - 1 ( 0 ) . Es gibt genau einen Homomorphismus 
ip: « (A ) —> L, so daß X = (p o A^ ist (vgl. Beispiele 1 und 2). 
b) Ist umgekehrt A ein Bewertungsring von K und (p: « (A) —> L ein Homomorphismus, 
so gilt für die Stelle X := (p o A^ : K —> L, daß A = A - 1 (L) ist. 
Kurz: Eine Stelle von K mit Werten in L ist „dasselbe" wie ein Bewertungsring A von 
K zusammen mit einem Homomorphismus « (A ) —+ A. 
Beweis, a) K l a r ist, daß A ein Teilring von K und A|A: A —> L ein Homomorphismus ist. 
Ist a £ K und a ^ A , so ist A(a) = co, also X(a~l) = 0 nach Eigenschaft b). Folglich ist 
A ein Bewertungsring von K und A _ 1 ( 0 ) sein maximales Ideal, sowie ip: « (A) —> L der 
durch A|A induzierte Homomorphismus. — b) ist klar. • 
Bezeichnungen. 
a) Ist X: K L eine Stelle, so schreiben wir dafür in Zukunft A: K —» A U c o . Ist (p: K —> L 
ein Homomorphismus, so bezeichnen wir die zugehörige triviale Stelle K —> AUco ebenfalls 
mit y> (statt mit wie bisher). 
b) Sei A: A r —• AUco eine Stelle. Den Bewertungsring A - 1 (L) von K bezeichnen wir mit o^, 
sein maximales Ideal mit und seinen Restklassenkörper 0\/r\\\ mit K\. W i r schreiben 
A für den induzierten Homomorphismus K\ —+ L . Schließlich bezeichnet T\ :— A r * / d i e 
Wertegruppe von OA und : A'* —» F A die zugehörige kanonische Bewertung. 
M i t dem StellenbegriiT steht nun eine andere Sprechweise für Aussagen über Bewertun-
gen und Bewertungsringe zur Verfügung. Hier einige Beispiele für die Ubersetzung bereits 
bekannter Resultate: 
Satz 2. Sei A C K ein Teilring. Ein Element a G K ist genau dann ganz über A, wenn 
X(a) co ist für jede auf A endliche Stelle X von K. 
Beweis. §3, Theorem 4a. • 
Theorem 3 (Chevalley) (Fortsetzung von Stellen). Sei ACK ein Teilring des Körpers 
K und tp: A —> L ein Homomorphismus in einen algebraisch abgeschlossenen Körper L. 
Dann läßt sich ip zu einer L-wertigen Stelle von K fortsetzen, d.h. es gibt eine Stelle 
X: K —> L U co mit X\A = (p. 
Beweis. Sei p = kerne/? und ip': K(p) = Ap/p Ap —> L der von ip induzierte Homomorphis-
mus. Nach §3, Theorem 4 gibt es einen Bewertungsring B von .A, welcher Ap dominiert 
und für den K(B) über « (p ) algebraisch ist. Folglich faktorisiert <p>' durch einen Homo-
morphismus iß': K(B) —> L. Die Komposit ion A := iß! o Xp leistet das Verlangte. • 
W i r betrachten nun Stellen auf angeordneten Körpern. 
D e f i n i t i o n 2. 
a) Eine Stelle A: K —> L U oo heißt reell, wenn L formal reell ist. 
b) Seien P bzw. Q Anordnungen von K bzw. L. Eine Stelle A: K —> L U oo heißt mit P 
und Q verträglich (oder ordnungstreu bezüglich P und Q)y wenn A(P) C Q U {oo} gilt. 
S a t z 4. ,Seze?! (KyP) und (LyQ) angeordnete Körper sowie A: K —» A U oo eme Stelle. 
Dann sind gleichwertig: 
(i) A ist mit P und Q verträglich; 
(ii) i s i em bezüglich P konvexer Teilring von K, und der Homomorphismus X\ K\ —> L 
ist ordnungstreu bezüglich P und Q. 
Deweis, (i) => (ii) Aus A ( l -f- m^) = {1} folgt 1 + w\ Q P , also die Konvexität von 
bezüglich P . Die Ordnungstreue von Ä ist klar. — (ii) => (i) Sei a G P Fl und a das 
B i l d von a in AC,\. Dann ist a G P , also A(a) = A(ä) G Q . • 
K o r o l l a r 1. Sei A: 7f —> A U oo eme Stelle. Zu jeder Anordnung Q von L gibt es eine 
Anordnung P von K. so daß X mit P und Q verträglich ist. 
Beweis. Das folgt aus dem Satz von Baer -Kru l l (§7) und aus Satz 4. • 
B e i s p i e l 3. Ist K reell abgeschlossen und (LyQ) ein angeordneter Körper, so ist jede 
Stelle K —+ L U oo ordnungstreu bezüglich Q. 
W i r wollen nun einen Fortsetzungssatz für reelle Stellen beweisen. Zunächst zwei 
Lemmata: 
L e m m a 1. Sei K C L eine Körpererweiterung und BQL ein Bewertungsring von L. 
Dann ist A : = K Pl B ein Bewerlungsring von K, und es ist = A^ Pl TTI#. Ist L über 
K algebraisch , so auch K(B) über K(A). 
Beweis. Es ist klar, daß A ein Bewertungsring von A' ist. Für a G K* gilt : a G 
a~l 0 A <=> a~[ ¢ B <==> a G m^. Sei nun A über A r algebraisch und b G JB. Es 
gibt a o , . . . yan G A' mit an 0 und an&n + * • • + an = 0. Sei m der kleinste Index i mit 
l ? / i («i) 5: t ? / l ( a j ) ^ r j = 0,. .. , n . Division durch am gibt 
Tn — rn . , T n — m— 1 , , „ n 
in K-(B), wobei die C 7 - = aj+m/am in /c(A) liegen. Also ist b algebraisch über K(A). • 
L e m m a 2. 5ei A ' C L eine algebraische Körpererweiterung und seien B,C Bewertungs-
ringe von L mit KDB = K D C und B C C. Dann ist B = C. 
Beweis. Sei A : = K Pl B — K Pl C Dann hat man Inklusionen K(A) = A/mA <—> 
Bfmc <—> C/mc = K(C). D a B/mc ein Bewertungsring von K(C) ist (§4, Satz 4a) und 
K(C) über K(A) algebraisch ist nach Lemma 1, folgt B/mc = K-(C)Y also B = CY denn 
Bewertungsringe sind ganz abgeschlossen. • 
Theorem 5 (Fortsetzung von reellen Stellen). Sei (K1P) ein angeordneter Körper und 
A: K —• R U oo eine mit P verträgliche Stelle in einen reell abgeschlossenen Körper R. 
Sei LDK eine algebraische Körpererweiterung und Q eine Fortsetzung der Anordnung 
P auf L. Dann gibt es genau eine mit Q verträgliche Stelle fi: L —» R U co, welche A 
fortsetzt. 
Beweis. A := 0\ ist ein bezüglich P konvexer Teilring von K1 und A: « (A ) —> R ist 
ordnungstreu bezüglich P (Satz 4). Sei B die (J-konvexe Hülle von A in L. Nach Lemma 1 
ist K(B) über « (A ) algebraisch, und Q ist eine Fortsetzung von P. Folglich gibt es (genau) 
einen ordnungstreuen Homomorphismus IpiKL(B) —• R mit ^|«(A) = A (Eindeutigkeit des 
reellen Abschlusses, I, §11, Theorem 1). Die Stelle / i := ip o Ap : L —» A U oo erfüllt also 
/JI/Y" = A und ist mit Q verträglich. — Zur Eindeutigkeit von /i: Sei auch /./: A —• R U oo 
eine Q-verträgliche Fortsetzung von A, sei B' := oß'. Es genügt, B = B1 zu zeigen. D a 
B1 konvex bezüglich Q und K D B( = K f) B = A Ist1 folgt B C Bf, und Lemma 2 gibt 
5 = B'. • 
Korollar 2. Sei X: K —» A U co eine Stelle in einen reell abgeschlossenen Körper R. 
Es gibt einen reellen Abschluß S von Ki für den eine Fortsetzung A^: S —» R U oo von 
A existiert. Genauer gilt für jeden reellen Abschluß S von K: X hat genau dann eine 
Fortsetzung A 5 : S -> i ? U oo ; wenn X mit der durch S auf K induzierten Anordnung 
verträglich ist. 
Beweis. Theorem 5 und Korol lar 1. • 
§9. Die Anordnungen von R(t), R({t)) und QuotIR(J) 
R sei stets ein reell abgeschlossener Körper. W i r werden in diesem Abschnitt die Anord-
nungen der in der Uberschrift erwähnten Körper explizit bestimmen. 
Zunächst betrachten wir den rationalen Funktionenkörper R(t) in einer Variablen. Sei 
c e R. Dann bestimmt c eine Stelle A c : R(t) —> A U oo, nämlich A c ( / ) = f(c) (wobei wie 
üblich f(c) = oo zu setzen ist, wenn / in c einen Po l hat). (Dieses Beispiel erklärt die 
Verwendung des Wortes „Stelle"!) Der Bewertungsring zu A c ist A[t]^_ c ) ; er ist diskret 
vom Rang eins, und t — c ist ein Erzeuger des maximalen Ideals. Nach. B a e r - K r u l l hat 
R(t) genau zwei mit A c verträgliche Anordnungen P C ) + und P C - , und diese sind durch 
t - ce PC,+ und - (t - c) = c - t G P C -
charakterisiert. Es handelt sich dabei natürlich um die in I, §1 explizit angegebenen 
Anordnungen. 
Es gibt noch eine weitere jR-wertige Stelle von R(t), nämlich A 0 0 : R(t) —> R U oo. 
Sie ist definiert durch A 0 0 := Ao o <r, wobei er der A-Automorphismus von R(t) mit 
cr(t) = t~l sei. Bei richtiger Interpretation gilt also auch A 0 0 ( Z ) = / (oo) , für / G R(t). 
Der Bewertungsring von A 0 0 ist 
R[t~\->) = {-• Ua e R[i}t g ± 0, d e g / < Cle g f f } . 
Sein maximales Ideal wird von t~l erzeugt, und wie oben gibt es genau zwei mit A 0 0 
verträgliche Anordnungen P 0 0 + und P 0 0 _ , charakterisiert durch £ - 1 G P 0 0 + und —t~l G 
1 CO.— • 
Die folgende geometrische Deutung der Anordnungen ist hilfreich. Ist O ^  / G R{t), 
so hat / nur endlich viele Nullstellen und Pole. Daher macht es für jedes c G R, Sinn, 
von dem Vorzeichen von / unmittelbar rechts oder links von c zu sprechen. Es bedeutet 
also etwa „ / > O unmittelbar rechts von c", daß es ein e > O gibt mit f(a) > O für alle 
a C- ]c, CjT e[. Ebenso hat f(c) für c —> -fco bzw. c --> —oo wohlbestimmte Vorzeichen. 
M i t diesen Bezeichnungen ist 
PcM-) = W U {f e PitY'- f > 0 unmittelbar rechts (links) von c] , 
POOM-) = W u {/ e R(t)*-f(c) > 0 K r O O (c < O)}. 
S a t z 1. Die Anordnungen A C ) + und Pc- f c G A U {oo}^ sind genau sämtliche Anordnun-
gen von R(t), die über R nicht-archimedisch sind. Ist R — IR, so sind es alle Anordnungen 
von JR(t). 
Beweis. Sei P eine über A nicht-archimedische /Vnordnung von R(t), und sei A : = 
Op(R(t)/R) die konvexe Hülle von R. Sei zunächst t G A. Dann ist p := mA Pl R[t] 
ein Primideal von R[t] (das Zentrum von A in A[i]). Wegen R[t]p Q A und A ^ 7?(t) 
1 In gewissem Sinne wäre die umgekehrte Bezeichnung konsistenter. Vergleiche aber die nachfolgende 
geometrische Deutung. 
folgt p ^ (0), also p = R[t] • / für ein normiertes irreduzibles / G R[i\. D a K(A) formal 
reell und R[t]/(f) ein Teilkörper von K(A) ist, gibt es c G R mit f = t — c. D a P[£]( f_ c) 
ein Bewertungsring von P(£) ist (§2 , Satz 4) und von A dominiert wird , ist A = R[t]^t_c^ 
(§3, Korol lar 1), und es folgt P = Pc,+ oder P = Pc- wie oben. 
Ist dagegen t ^ A I so substituiert man u : = t~l und findet wie eben A = R[u)^y also 
P = P 0 O,+ oder P = P0CJ- . Der Zusatz über IR folgt aus §1 , Korol lar 3. • 
K o r o l l a r 1 (zum Beweis). Ist k (irgend) ein Körper, so sind die k enthaltenden nicht-
trivialen Bewertungsringe von k(t) genau die folgenden: 
1) A = für f G k[t] normiert und irreduzibel; 
2) , 4 - / . V " 1 ] , ; / - ) . 
Die Wertegruppe ist jeweils TJ, und der Restklassenkörper ist eine endliche einfache (d.h. 
von einem Element erzeugte) Körpererweiterung von k. • 
Zur Bestimmung der übrigen Anordnungen von R(t) setzen wir für jede Anordnung P 
von R(t) 
Up := {a G R'.t-ae P} und Op := {a G R: a - t G P } . 
Das Paar r\p = (UpyOp) ist ein verallgemeinerter Dedekindschnitt von R im Sinne von 
D e f i n i t i o n 1. Sei (My<) eine total geordnete Menge. E i n (verallgemeinerter) Dedekind-
schnitt von M ist ein Paar (UyO) von Teilmengen von M mit U U O = M und u < v 
für alle u G Uy v G O. Sind U und O nicht leer, so spricht man von einem echten 
Dedekindschnitt. 
Die bisher gefundenen Anordnungen von R(t) liefern also 
für P - P00i+ bzw. P 0 0 j - Ifip = (Ry 0) bzw. (0, Ä) ; 
für P = P C ) + b z w . P c > _ : r)p = (]—oo, c] , ]c, oo[) bzw. (] — oo, c[, [c, oo[). 
Diese Dedekindschnitte sind nicht frei: 
D e f i n i t i o n 2. Ein Dedekindschnitt (UyO) von M heißt /rez, wenn er echt ist und weder 
U ein größtes noch O ein kleinstes Element enthält. 
Es ist klar, daß die nicht-freien Dedekindschnitte von R genau die i]p sind, wo P die 
über 7^  nicht-archimedischen Anordnungen von R(t) durchläuft. 
Sei daher £ = (UyO) ein freier Dedekindschnitt von R. W i r konstruieren dazu, eine über 
P archimedische Anordnung P = P^ von P( / ) mit £ = np wie folgt. Sei 0 •=/=• f G 7?(£). 
Sind — oo < ci < • • • < cr < oo die verschiedenen N u l l - und Polstellen von / in Ry so 
hat / auf den Intervallen Io := } — co,ci[ , A' := (i = 1 , — 1) , Ir := ]c r,oo[ 
jeweils konstante Vorzeichen £o,^i, (I, §7, Satz 2) . Es gibt genau ein i G {0 , . . . ,r} 
mit !{DU 0 A H 0 , und wir sagen, / habe bei £ das Vorzeichen £j. Setzen, wir also 
P^ := {0} U { / G / ist positiv bei £} -
= { / G P(£): es gibt u G G Oy so daß / in. keinen Pol hat und > 0 ist} , 
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so ist unmittelbar klar, daß P : = P^ eine Anordnung von R(t) und daß £ = r/p ist. 
Tatsächlich haben wir damit alle Anordnungen, gefunden: 
S a t z 2. Für jede über R archimedische Anordnung P von R(t) ist n := i]p ein freier 
Dedekindschnitt von R, und es ist P = Piv Es besteht also eine kanonische Bijektion 
{P: P ist eine überR archimedische Anordnung vonR(t)} ^ 
{rj: rj ist freier Dedekindschnitt von R} , 
gegeben durch P^np und n ^ Pv. 
Beweis. Sei P archimedisch über R und n := rjp = (Up1Op). Dann ist Up ^ 0 ^ Op. 
und zu jedem a G Up gibt es ein O < b G R mit b < t — a (sonst wäre £ — a unendlich 
klein gegenüber R). also mit a + b e Up. Daher enthält Up kein größtes Element. Analog 
sieht man, daß Op kein kleinstes Element besitzt, also np frei ist. U m P = Pv zu zeigen, 
genügt es, P Pl jR[t] = Pv n A[t] zu beweisen. Sei O^fe R[t], etwa 
r .s 
•=1 j=i 
mit Q G A * , allb]1cj G A und cy ^ 0 (z = l , . . . , r , j = l , . . . , s ) . Die quadratischen 
Faktoren sind positiv unter jeder Anordnung von R(t), und für i = l , . . . , r gilt nach 
Definition: t — G A 4=> G L r P <^ => £ — a z G A 7 7 . Somit gilt auch / G A f € Pv, 
w.z.b.w. • 
K o r o l l a r 2. As besteht eine natürliche Bijektion zwischen den Anordnungen von R(i) 
und den verallgemeinerten Dedekindschnitten von R. • 
N u n sei A = # [ [£ ] ] der Ring der formalen Potenzreihen (einer Variablen) über R1 
und R((t)) sein Quotientenkörper (also der Körper der formalen Laurentreihen Yli>nait\ 
n G Z , cii G R). Indem man für O f(t) = Y2i>n ai^ r m ^ ö n ^ definiert v(f) := ra, erhält 
man eine Bewertung i ; von R{{t)) mit Bewertungsring /1, maximalem Ideal = t/1, 
Wertegruppe Z und Restklassenkörper A / m ^ = R. D a für jedes / G Tin^ das Element 
ein Quadrat in A ist (binomische Reihe!) , ist A unter jeder Anordnung von R{(t)) konvex. 
Nach B a e r - K r u l l (§7) hat R{{t)) also genau zwei Anordnungen, nämlich 
p+ = {0} u {tnf(ty.n e z , / e Aj(O) > 0} 
und 
P- = {0} U {(-l)nf(t): n €Z,f€A, / ( O ) > 0} . 
Abschließend sei B := lK{t} der R ing der konvergenten Potenzreihen (in einer Var i -
ablen) über IR, also der Ring aller in N u l l reell-analytischen reellen Funktionskeime, und 
K = Quot B C lR((t)) sein Quotientenkörper. Durch Restriktion der oben betrachteten 
Bewertung von IR((£)) a u i " K erhält man eine Bewertung w von K mit Bewertungsring 
B und Wertegruppe Z. Das gleiche Argument wie eben zeigt, daß K genau zwei Anord-
nungen hat, nämlich die Restriktionen der beiden Anordnungen von ]R((£)). 
§10. Komposition und Zerlegung von Stellen 
K, A , M seien Körper. 
Satz 1 (Faktorisierung von Stellen). Seien X: K —> L U oo WTU/ /J: Ä ' —> A / U oo Stellen, 
und sei (i eine Vergröberung von A (also Ofi C O ^ Y ) . / 5 / A surjektiv, so gibt es genau eine 
Stelle v\ Ii —> M U 0 0 mit \x = 1/ o X, und dabei gilt Ou = X(of(). 
Beweis. Seien A : = 0\, B : = Ofi und C := X(B)] nach §4, Satz 4 ist C ein Bewertungsring 
von A . Die Restriktion A|JB induziert einen Isomorphismus B/xnA—>C und folglich einen 
Isomorphismus a: K(B)-^->K(C), für den 
B ^ C 
K(B)-^K(C) 
Q 
kommutiert. Sei fr. K(B) —> M die durch / i induzierte Einbettung und xf) : = / i o a _ 1 : 
« ( C ) —» M , sowie v := I/J o XQ\L —• M U 0 0 die durch ^ induzierte Stelle. Dann ist 
Ov = C , und es gilt / i = z/ o A . Die Eindeutigkeit von v ist klar (A ist surjektiv). • 
W i r formulieren Satz 4 aus §4 für Stellen: 
Satz 2. Seien X: K —• A U 0 0 imd //: A —• M U 0 0 Stellen. Ist X surjektiv, so besteht eine 
kanonische exakte Sequenz 
0 -> r „ - IVoA -> r A -> 0 
aus ordnungstreuen Homomorphismen. • 
In manchen Fällen kann man in dieser Situation F i , ^ aus Tu und V\ berechnen, wenn 
nämlich die exakte Sequenz spaltet. (Man sagt, daß eine kurze exakte Sequenz 0 —> G1 —> 
C — > G " —» 0 abelscher Gruppen spaltet, wenn es einen Homomorphismus s : G " —• C mit 
7r o s = idc» gibt (einen Schnitt von 7r) . Alsdann ist C —> G" x G'', ;r »-> (7ra;,x — .STT.X), 
ein Isomorphismus.) 
L e m m a . 5eie?i F 5 F ^ F ' ' ' angeordnete abelsche Gruppen und sei 0 —* F ' —* F - ^ V F " —» 0 
eine kurze exakte Sequenz aus ordnungstreuen Homomorphismen. Hat 71 einen Schnitt s 
(als Gruppenhomomorphismus), so ist 
ip: a \-+ (ira. a — sira) 
ein ordnungstreuer Isomorphismus von F auf (Y" X r ' ) j e x . (Wir identifizieren hierbei V 
mit seinem Bild in T.) 
Beweis. ip ist ein Isomorphismus abelscher Gruppen. Sei 0 < a G F. Ist a G F ' , so ist 
<p(a) = (0 , a) > 0. Ist a ¢ T', so ist <p(a) > 0 wegen ir(a) > 0. • 
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Ist zum Beispiel V" eine freie abelsche Gruppe, so hat TT stets einen Schnitt. Dasselbe 
gilt , wenn F dividierbar, also ein Q-Vektorraum ist (denn dann ist auch F " ein Q-
Vektorraum, und TT ist Q-linear). 
Seien nun wieder X: K —» L U oo und v: L —->• M U oo Stellen, und A sei surjektiv. 
W i r setzen voraus, daß v\ diskret vom Rang eins, also Y\ = Z ist. Nach Satz 2 und 
dem L e m m a gibt es dann einen (i.a. nicht eindeutigen) ordnungstreuen Isomorphismus 
L^oA—*• (TA x Li/)lex — (Z x r i / ) i e x , den wir explizit beschreiben wollen, um vv0\ aus v\ 
und vv zu erhalten. 
Dazu sei h G tn^ ein Erzeuger von m^, also cvo := vx(h) der positive Erzeuger von 
Y x. Nach Wahl von h erhalten wir einen Schnitt s: Y\ —• Yvo\ von TT\YV0\ —* L A , 
via s(ao) = ^;/OA(^)- Sei <p: YvoX-*(Y\ x Yv)\ex der wie i m Lemma zu s konstruierte 
Isomorphismus. Unter Identifizierung von kern (TT) = o^/o* o A mit Yv (via A, vgl. §4, Satz 
4) folgt 
^ ^ o A ( / ) = M / ) , ^ o A ( / / r ^ ) ) ) 
für alle / G K*. Damit ist die Aufgabe gelöst, die Bewertung vvox mit Hilfe von v\,vu 
und A auszudrücken. (Natürlich funktioniert dies auch ohne die spezielle Voraussetzung 
ein Yx, doch wird dann i .a . die Angabe eines Schnittes s komplizierter sein.) 
W i r wollen nun diese Überlegungen auf Stellen von rationalen Funktionenkörpern (in 
mehreren Variablen) anwenden. Sei k ein beliebiger Körper, seien £ i , . . . , £ r algebraisch 
unabhängige Variable über k und sei Ki := ^ ( J 1 , . . . , t{) (0 < i < r). Zu gegebenem 
c= ( c i , . . . , cr) G kT konstruieren wir eine Stelle A: Kr —• k U co mit A ( / ) = f(c) für alle 
/ G k[t\,..., J r] wie folgt. 
Für jedes i = l , . . . , r gibt es genau eine Stelle Ai-: K1 —> A r t - - I U 0 0 über J v l - I mit 
Xi(tj) = C1 (§9, Korollar 1). W i r setzen A := A 1 o • • • o A r . Wegen F^. = Z (i = 1 , . . . , r) 
findet man mit Satz 2 und dem Lemma induktiv , daß Yx = Z j e x ist. U m die Bewertung 
explizit anzugeben, bezeichnen wir mit Z J i n t i l e x die antilexikalisch angeordnete Gruppe 
Z r (d.h. die positiven Elemente sind die ( V 1 , . . . , a 5 , 0,. . . , 0), 1 < s < r , mit as > O) 1 : für 
a = ( Q 1 , . . . ,Q: ?.) G Z r sei wie üblich (t - c ) a := (J 1 - C 1 ) 0 ' 1 • • • (J r - cr)ar G AT r. Ist nun 
/ G A : [J i , . . . , J r ] , so hat / eine eindeutige Darstellung der Form 
/ = ^2 a<x(l ~ c f (aa 6 k, fast alle fla = 0). 
Q-GZ; 
Durch induktives Anwenden der oben beschriebenen Überlegung findet man: v\(f) ist 
der in Z ^ n t J j e x kleinste Index mit aa ^ 0. Insbesondere folgt 
Satz 3. Zur oben beschriebenen Stelle X: k(ti,... , J r ) —> k U co ???iJ A ( / ) = f(c) für alle 
f G k[t\,..., J r] gehört die Bewertung v: Zc fJ 1 , . . . , J r ) * —•> Z J u u i l e x , welche durch 
v((h -C1)0' •••(tr -Cr)*') = ( a u . . . , a r ) 
definiert ist. Insbesondere ist v(tr — c r ) , . . . , ^ (J 1 — C 1 ) die lexikographische Basis von Yx-
• 
1 Naturlicb ist Z 7 a n l i l e x = Z j e x als angeordnete abelsche Gruppe. Wir benutzen die antilexikalische 
Anordnung nur zur Vereinfachung der Notation. 
Es sei angemerkt, daß es natürlich noch viele weitere Stellen A': Je(i) —> Je U oo über Je 
gibt mit X'(t) = c. M a n kann etwa eine andere Transzendenzbasis u = (uiy... yur) mit 
Je[t] = k[u] wählen und hat dann c durch u(c) zu ersetzen. 
Sei jetzt speziell Je = R reell abgeschlossen, K : = R(t\y... ytr) und A: K —> R U oo die 
oben beschriebene Stelle. Sei P eine mit A verträgliche Anordnung von. K (nach Baer-
K r u l l gibt es genau T solche !) und 5' der reelle Abschluß von (KY P). Nach §8, Theorem 5 
hat A genau eine Fortsetzung \i\ S —* R U oo. 
S a t z 4. r ; i ist zu Q [ e x isomorph. 
Allgemeiner gilt nämlich 
S a t z 5. Sei L 5 K eme algebraische Körper er Weiterung und sei L reell oder algebraisch 
abgeschlossen. Ist f.t: L —» F U c o eine Stelle und A := ß\K, so gibt es einen Ordnung streuen 
Isomorphismus T\ ® Q—>Tß. 
(Für jede angeordnete abelsche Gruppe T hat F <g) Q genau eine Anordnung, welche die 
Einbettung r > F(g) Q ordnungstreu macht. M i t dieser Anordnung wird Tx® Q in obiger 
Aussage versehen.) 
Beiüeis. Durch K* C L* wird eine ordnungstreue Einbettung F A C Tfl induziert. Dabei 
ist TflJTx eine Torsionsgruppe. Sei nämlich b G A* , seien an, - . . , an G K mit a n 6 n + • • • -f 
a i 6 + a n = 0 und an ^ 0. Dann gibt es iyj mit 0 < i < j < n und vfL(aibl) = Vf^ajO3) < oo 
(sonst wäre Vfi(Y^akbfc) = mmv^- fc* ) < oo), und es folgt (j — i)vfl(b) = € T^. — 
D a A reell oder algebraisch abgeschlossen ist, ist Tfl dividierbar (jedes positive bzw. jedes 
Element in A besitzt beliebige Wurzeln) , und folglich ist Tfl = Q • F A = T\ (g) Q. • 
Sei Je ein Körper, sei KQ := Jc und K{ : = A ^ _ i ((£;)) = Quot AT 1 - - I [[ ]] (¾ = 1,2,. . . ) . 
(Vorsicht: Für r > 2 ist Je((tiy... ylr)) ein ecJiter Teilkörper von KR = • • • ((*r))0 
Sei A1-: K{ —> ATi_i U oo die zum Bewertungsring A^_i[[U]] gehörende Stelle über K{-\Y 
und sei A = Ai o • • • o A r : KR —* Je U oo. Wie in Scitz 3 folgt, daß T\ = Z[ mit lexikogra-
phischer Basis v\(tr)y... , ist. Ist also Jc C A a C A R R irgend ein Zwischenkörper mit 
Iiy... ytr G A ' , so ist auch FA|/V' = Z[ e x . 
Unter Verwendung von mehr kommutativer Algebra gewinnt man daraus eine interes-
sante Anwendung. Diese wird jedoch im folgenden nicht weiter benutzt: 
Sei A eine lokale reguläre noethersche Jc-Algebra mit K(A.) = Jc und A — l i m A / m ^ 
ihre Komplett ierung, sowie ( J 1 , . . . , / r ) ein minimales Erzeugendensystem von m^. Dann 
gibt es bekanntlich, einen Isomorphismus A-^-*Je[[ti,... ytr ]] mit fi > t{ (i = ly...yn) 
( [Ma, p. 206] oder [ B A C , ch. I X , §3, no. 3]). Sei K := Quot A . Wegen K C Q u o t i ^ 
Je((t\y... yir)) C KR hat die Stelle A|A' : K -^Je U oo ebenfalls Wertegruppe Z[ e x , mit lexi-
kographischer Basis (v(fr)y..., t>(/i)) (t> : = wA|A')> u n ^ m r Bewertungsring dominiert A . 
§11. Existenz von reellen Stellen auf Funktionenkörpern 
Es sei kurz an einige Tatsachen aus der Körpertheorie erinnert. Ist L D K eine 
Körpererweiterung, so haben je zwei maximale Familien von über K algebraisch un-
abhängigen Elementen aus L dieselbe Mächtigkeit. Jede solche Familie heißt eine Trans-
zendenzbasis von L über A ' , und ihre Mächtigkeit wird als Transzendenzgrad tr .deg. (A/A' ) 
bezeichnet. Man nennt L einen cZ-dimensionalen. Funktionenkörper über K1 wenn L über 
K endlich erzeugt und tr.deg.(A/A") = d ist. (Die Bezeichnung rührt daher, daß dies bis 
auf A'-Isomorphie genau die Körper der rationalen Funktionen auf irreduziblen algebrai-
schen A^-Varietäten der Dimension d sind. V g l . [Sf, I §3] oder [H].) 
Das Ziel dieses Abschnitts ist der Beweis von 
T h e o r e m 1. Sei R ein reell abgeschlossener Körper und K ein r-dimensionaler formal 
reeller Funktionenkörper über R. Sei ( J i , . . . , t r ) eine feste Transzendenzbasis von K 
über R. Dann gibt es Elemente a 2 , bi G A mit ai < bi (i = 1, . . . , r ) , so daß für jeden reell 
abgeschlossenen Oberkörper S D R gilt: Zu jedem c = ( c i , . . . , c r ) G Sr mit cii < C{ < bt 
(i = 1 , . . . , r ) gibt es eine Stelle X: K —• S U co über R, mit X(ti) = c,-, i = 1 , . . . , ?\ 
M a n beachte, daß eine solche Stelle A tr iv ia l (d.h. ein Homomorphismus) sein muß, 
sobald c\,..., cT über A algebraisch unabhängig sind (denn wegen R[t\,..., tr] Pl A " 1 (O) = 
{0} ist dann R(t\,. ••,J r) C o^, also = K wegen der Ganz-Abgeschlossenheit von o^). 
Korol lar (Einbettungssatz von S. Lang). Ist R reell abgeschlossen und K ein formal 
reeller Funktionenkörper über R, so gibt es zu jedem reell abgeschlossenen Oberkörper S 
von R mit tr.deg.(S'/A) > tr .deg. (A r /A) einen R-Ilomomorphismus K —> S. 
Beweis. Das folgt aus Theorem 1 und der anschließenden Bemerkung, da es Elemente 
Ci G S mit Cil < C1 < bi (i = 1 , . . . , r) so gibt, daß c i , . . . , cr über R algebraisch unabhängig 
sind — dies ist klar für r — 1 und folgt mitteis Induktion für alle r. • 
Zunächst werden zwei Hilfssätze bereitgestellt. 
Lemma 1. Sei L D K eine endliche Körpererweiterung, sei B ein Bewertungsring 
von L und A = A ' 0 B. Dann sind der Verzweigungsindex e — [Vjy. Fy\] und der 
Restklassengrad / = [K(B): K(A)] endlich, und es gilt ef < [L: K]. 
Beweis. Sei v = Vß, seien 6 i , . . . , br G B — {0} derart, daß die Bi lder der V(I)1) in F ^ / F / i 
verschieden sind, und seien c i , . . . , C 5 G B derart, daß die Bi lder c j der CJ in K(B) linear 
unabhängig über K(A) sind. W i r zeigen für alle Cilj G K (1 < i < r , 1 < j < s): 
Insbesondere sind dann also die biCj über K linear unabhängig. 
M a n kann annehmen, daß zu jedem i G { l , . . . , r } ein j G { l , . . . , s } mit a%j / O 
existiert (andernfalls kann bi weggelassen werden). Zu jedem i G { ! , . . . ,r} wird ein 
8 6 Kaintel II 
k(i) G { 1 , . . . , 5 } mit u(at'fc(«)) = minv(a^) gewählt. Dann ist a{k(i) 0 , und folglich gilt 
für alle i 3 
s^alJblCj = aik(i)bi ^ Q j j C 7 -
j J 
mit al- := a.ijl(iik{i) G A . D a die cj über AC(A) linear unabhängig sind (und Ct1ik^ = 1 ist), 
st YlaIjcJ € P * , also 1 
v(jLjaiJbici) = u ( a « * ( « ' ) ) + ( i = l , . . . , r ) . 
Diese Werte sind nach Voraussetzung alle verschieden, und es folgt 
(JTj Yla13b1c3) = mm(v(atk(i)) + = min v(a,j&j) . • 1; 
L e m m a 2. 5ez Af ein Körper und L ein Funktionenkörper über K, sowie n : = 
tr.deg.(A/AT). Sei B ^ L ein echter Bewertungsring von L mit K C B. Dann ist 
tr.deg.(/c(2?)/AT) < n — l, und im Falle tr.deg.(/c(A?)/A') = n — 1 is£ JB diskret vom Rang 
eins und K(B) ein Funktionenkörper (d.h. endlich erzeugt) über K. 
Beweis. Seien U\,..., u r G P derart, daß ihre Bilder IT f , . . . , w7 in /c(73) algebraisch un-
abhängig über K sind. Dann sind auch u i , . . . , t t r (in A) über A a algebraisch unabhängig, 
also ist r < n. Weiter ist K[u\,..., ur] Pl m# = { 0 } , somit K(u\,..., ur) C B. Wäre 
r = n , so wäre A über A ^ ( u i , . . . , ur) algebraisch, also ganz, und folglich B = L, W i -
derspruch. Sei nun r = tr.deg. (K,(B)/K) = n — 1. Setze F := A ' ( u i , u n _ i ) , und 
wähle £ G A derart, daß ( i t i , . . . , u n _ i ,£ ) eine Transzendenzbasis von LfK bildet. Dann 
ist A := B f l A(£) ein echter Bewertungsring von F(t), und F C A . Nach § 9 (Korollar 1 ) 
ist [/C(A)IA1] < 0 0 und TA — Z , und nach Lemma 1 sind [K(B): K(A)] und T B I^A endlich. 
Folglich ist K(B)IK endlich erzeugt und F# = Z . • 
U m Theorem 1 zu beweisen, zeigen wir zunächst, daß es genügt, für alle r > 1 die 
folgende schwächere Aussage ( T r ) zu zeigen: 
( T r ) Die Voraussetzungen seien wie in Theorem 1. Dann gibt es ai,bi G R mit 
&i < h (i = 1 , . . . , r ) , so daß es zu jedem reell abgeschlossenen S D R and jedem 
c = ( c i , . . . , c r ) G Sr mit a{ < ct- < b{ (i = Ij...,r) und über R algebraisch 
unabhängigen c i , . . . , c r einen Homomorphismus (p: K —> S mit <p(ti) = Ci 
(1= l , . . . , r ) gibt. 
Bezeichnen wir mit ( T r ) die Aussage von. Theorem 1 (zu festem r > 1 ) , so gilt 
H i l f s s a t z 1. (Tr) impliziert (Tr), für alle r > 1. 
Beweis. Sei c G Sr mit a,- < < 6,- und nicht notwendig über R algebraisch unabhängigen 
C i , . . . , c r . Seien u\,...,ur über S unabhängige Variable und T1 := S(u\,..., u r ) der 
r - dimensionale rationale Funktionenkörper über S. Sei / i ' : T ' —• 5 U 00 die in § 1 0 
beschriebene Stelle über S mit p!(ui) = 0 , i = 1,. . . , r. Nach § 8 , Korol lar 2 gibt es einen 
reellen Abschluß T von T1 zusammen mit einer Fortsetzung p,\ T —> S U oo von p!. D a 
die Ui unendlich klein gegenüber S sind, gilt a{ < C1 -f ui < ^ für i = 1 , . . . , r , und wegen 
der algebraischen Unabhängigkeit der Cj + Ii2- über A gibt ( T r ) einen Flomomorphismus 
(p: K -± T mit ip(t{) = C1 -f u»-. Für die Stelle A := \i o cp: K —> A U oo ist dann /*(£;) = c t, 
z = . . , r . • 
W i r beweisen nun zunächst ( T i )• Dazu seien also r = 1 und A , K wie in Theorem 1, 
sowie F := R(t) (t := J 1 ) . Sei tr: A ' —» A die Spur der endlichen Erweiterung K D A , und 
seien g\,...,gn G F* mit tr*( ( l )#) = (# i , . . . ,# n). M a n kann die gi mit den Quadraten 
der Nenner multiplizieren und so o .E. gi E R[t] annehmen. Es seien d\ < • • • < djy die 
verschiedenen Nullstellen von gi - - • gn in A , sowie cfo : = —co, d/v+i := -fco. A u f 
(aufgefaßt in A , oder auch in einem beliebigen angeordneten Oberkörper von R) hat jedes 
gi ein festes Vorzeichen eij G { ± 1 } (j = 1 , . . . , AT + 1, i = 1 , . . . , n). 
D a A formal reell ist, gibt es eine Anordnung Q von K. Sei P := F D Q, und sei 
j G {1, . . . ,A/"} bestimmt durch d 7 _ i < J < (bezüglich P). Dann ist s i g i i p ^ ) = Sij 
(i = 1 , . . . , n) , und da 
n 
^ e u - = s ignptr* ((!)/<-) 
i=i 
die Anzahl der Fortsetzungen von P auf AT ist (I, §12, Korollar 2) , ist diese Zahl > 1. 
Wir zeigen, daß ( T i ) für jede Wahl von a i , b\ mit ] a i , 6i[ C , <i/[ erfüllt ist. 
Sei S ein reell abgeschlossener Oberkörper von A und c G 5 — A mit ^ _ i < c < c/j, 
sowie ip: F —• A der A-Homomorphismus mit t/>(£) = c. Die Fortsetzungen A ' —> 5 von 
V> stehen nach I, §11, Theorem 2 in Bijektion zu den Fortsetzungen der durch ip auf F 
induzierten Anordnung Pc auf K. Ihre Anzahl ist gleich 
n n 
i=l i=l 
insbesondere gibt es eine solche Fortsetzung (p, w.z.b.w. 
Bevor wir Theorem 1 im allgemeinen Fall zeigen, ziehen wir aus dem schon bewiesenen 
(Ti ) einige Folgerungen. Zunächst ein lli lfssatz: 
H i l f s s a t z 2. Ist A: A^ —» L U oo eine reelle Stelle, sind z\,... ,zn G A ' und ist X(Y^^) 
^ oo, so ist auch X(Z1) ^ oo für i = 1 , . . . , ?2. 1 
Beweis. Es gibt eine mit A verträgliche Anordnung P von K (§8, Korollar 1). D a 
konvex bezüglich P und O < z\ < z\ + • • • + z\ G ist, folgt zf G o^, also Z1 G 
(i = l , . . . , n ) . • 
T h e o r e m 2 (Stellensatz von Art in-Lang) . Sei R reell abgeschlossen und K ein formal 
reeller Funktionenkörper über R. Zu je endlich vielen z\,...}zn G K gibt es dann eine 
Stelle X: K —> A U oo über R mit X(zi) ^ oo für i = 1 , . . . ,n. Es gibt sogar eine solche 
mit T\ = Z [ , wobei r = t r .deg . (A ' /A) . 
Beweis. Wegen Iiilfssatz 2 können wir n = 1 annehmen. Induktion nach r ; der Beginn 
r = 0 ist t r iv ia l (A' = R). Im Fall ?" = 1 folgt die Existenz von A aus ( T i ) , und 
hier ist Y\ = X für jedes solches A (Lemma 2). Sei also r > 1 und t\,..., Ir eine 
Transzendenzbasis von A ' / A ! mit z G A ( / i , . . . , £ r - i ) —'• F. Sei T ein reeller Abschluß 
von K und S' der algebraische Abschluß von F in T , sowie A := A ' S (der von A r und S 
erzeugte Teilkörper von T). D a A ein eindimensionaler formal reeller Funktionenkörper 
über S ist, gibt es eine Stelle F-^-S U co (Fall r = 1), und per Restriktion erhält man 
eine Stelle p: K-p>S U oo. Diese ist wegen tr .deg . (AyA) = 1 (und S/F algebraisch) 
nicht-trivial und erfüllt p(z) ^ oo. Sei A := oß und A^: K —* AC(A) U oo die kanonische 
Stelle zu A . Nach L e m m a 2 ist [K(A): F] < oo und F ^ = Z. D a außerdem AC(A) formal 
reell und t r .deg . ( / c (A ) /A ) = t r .deg . (A /A) = r — 1 ist, gibt es nach Induktionsannahme 
eine Stelle v: K(A) -> Ä U OO über R mit z/(A y^z)) ^ co und F^ = Z J e " 1 . Setzt man 
A := v o XA: K-gRU oo, so ist X(z) ^ oo und Tx = Z f e x nach §10. ' • 
T h e o r e m 3 (Verschärfter Stellensatz von Art in-Lang) . In der* Situation von Theorem 2 
sei zusätzlich eine Anordnung Q auf K vorgegeben. Dann gibt es eine Stelle XiK-^RUoo 
wie dort, für die außerdem Signq(Zi) = sign X(zi) (i = 1 , . . . , n) gilt. 
Beweis. Nach Mul t ip l ikat i on von z{ mit Signg(Z L ) erreicht man o.E. Zi > 0 unter Q 
(i = 1 , . . . ,n ) . Wendet man Theorem 2 an auf Af7 := K(y/z[,..., •^/¾ und die Elemente 
2 i , . . . , zn, ^ I Z G AT', so erhält man eine Stelle A': K ' R U oo mit X1(Z1) £ {0,oo}, und 
folglich mit X1(Z1) = X((y/z~)2 > 0 (i = 1 , . . . ,n ) . Setze A := X'\K. Da T V / r A endlich ist 
(Lemma 1), ist rang F ^ = rang T\i = r , und man folgert leicht, daß auch F A = Z [ e x ist. • 
N u n können wir den Beweis von Theorem 1 vollenden, indem wir (T r) für r > 2 
zeigen. Sei also t\,.. ., tr eine Transzendenzbasis von K/R und F := R(ti,..., tr). Seien 
wieder g\,...,gn G £ [ * i , . . . , tr] mit tr* ( ( l ) A - ) ^ (# i , . . . , gn) (n = [K:F]). Es gibt 
eine Anordnung Q von K. M i t Theorem 3 finden wir eine Stelle f.r.K-^R U oo mit 
Ii(U) ^ oo (i = l , . . . , r ) , ^(^) ^ oo und s ign^ (^ ) = s i g n Q ( ^ ) (j = l , . . . , n ) . W i r 
setzen p := ( / / ( * i ) , . . . , ß(tr)) G A r und P := F f)Q. Wie zuvor folgt 
n n n 
1 < s ign i >tr* ( ( l ) A ' ) = ^ s i g n p (#) = ^ sign / i (^ ) - ] T sign 
J = I j = i J = I 
(letzteres wegen fi(f) = f(p) für alle / G R[t\,... , t r ] ) . W i r brauchen nun 
Hilfssatz 3. Ist g G R[x\,... ,xr] ein Polynom und p G Rr mit g(p) ^ 0, so gibt es 
e G R, £ > 0, so daß für jeden reell abgeschlossenen Oberkörper S von R, und jedes q G Sr 
mit pi — e < qi < pi -f S (i = 1,. . . , r) gilt: 
sign g(p) = sign ( 7 (¢ ) . 
Beenden wir zuerst den Beweis von Theorem 1. Sei ein 0 < e G R zu p und simultan zu 
gi,...,gn wie i m Iiilfssatz gewählt. Sei 5' D A ein reell abgeschlossener Oberkörper 
und c = ( c i , . . . , c r ) G Sr mi t über A algebraisch unabhängigen c i , . . . , c r , für die 
Pi — e < C1 < Pi + £ (i = 1 , . . . , r ) gilt . Sei iß: F —> S die durch iß (U) = Ci gegebene 
Einbettung und Pc die mittels iß auf F zurückgezogene Anordnung. W i e i m Beweis von 
( T i ) folgt 
n n n 
Signp e tr*((1) K ) = ^ S i g n p c ( # ) = ^ s i g n ^ ( c ) = ] T s i g n # ( p ) > 1 . 
i = i J=I ( H S 3 ) i = i 
Gemäß I, §§ 11 und 12 hat iß also eine Fortsetzung ip: K —» 5 , wie gewünscht. 
Nachzutragen bleibt der Beweis von Hilfssatz 3. Sei x = ( x 1 ? . . . , x r ) und 
g(p + x) -g(p) = ^ c 0 - Z a 
Qf 
die Taylorentwicklung von g in p (die Summe über alle INQ , fast alle cQ = 0). Ist 
a G A7" mit |aj| < e < 1 (i = 1 , . . . , r) , so folgt \g(p + a) — g(p)\ < e^|ca.|. Es genügt also, 
c > 0 so zu wählen, daß e • \ca \ < \g(p)\ und e < 1 ist. 0 1 • 
§12. Artins Lösung des 17. Hilbertschen Problems und das Zeichenwechsel 
Kri ter ium 
Ist (/e, P) ein fester angeordneter Körper, so versehen wir stets Icn mit der starken Topolo-
gie Tp (§6). Im folgenden seien J 1 , . . . , In stets über k algebraisch unabhängige Variable; 
wir schreiben oft t für ( J i , . . . , tn). 
Satz 1. Sei (k,P) ein angeordneter Körper und U C kn eine nicht-leere offene Teilmenge, 
sowie J G &[Ji, • • • ytn] e^n auJ U identisch verschwindendes Polynom. Dann ist J = 0. 
Beweis durch Induktion nach n. Der Satz ist klar für n = 1 und sei für n — 1 
schon bewiesen. Sei t' := ( J i , . . . , J n _ i ) und / = / ( i ' , * n ) = Jo(t') • / f + ••• H- / , / ( 0 
(d > 0, / o , . . . , / d G &[j']). M a n kann o.E. annehmen, daß (7 die Form (/ = Jl }an bi[ 
i = i 
n - 1 
hat (a2-,6j G fc). Für jedes c' £ [ / ' : = Yl ] a n M verschwindet das Polynom / ( c ; , J n ) = 
i=i 
M<f)ti H- ••• + ^(c 7) identisch auf ]a n , 6n[, woraus / 0(c') = ••• = fd{c') = 0 folgt. 
Die fj verschwinden also identisch auf U1, woraus nach Induktionsvoraussetzung folgt 
h = ••• = Id = O. • 
Die Nullstellenmenge von Polynomen / ^ 0 in kn ist also dünn in dem Sinne, daß ihr 
Inneres leer ist. 
Definition 1. Sei k ein Körper, t = (t\...., tn). 
a) Für ein Polynom / G k[t] sei Zjc(J) (oder nur Z(f)) die Nullstellenmenge von f in 
ifcn, also Z j k (Z) = {a G * n : / ( a ) - 0}. 
b) Für eine rationale Funktion / G k(t) mit gekürzter Darstellung / — gjh (g,h G fc[J], 
/ i 0) sei Dfc(J) (oder nur D(f)) der Definitionsbereich von / in fcn, also Dfc(J) — 
{a G fcn: Ä(a) ^ 0}. Ferner setzen wir Zk(J) := H £ * ( / ) . 
Ist /c angeordnet, so ist der Definitionsbereich jeder rationalen Funktion offen und dicht 
in kn unter der starken Topologie (Satz 1). 
Definition 2. Sei (k,P) ein angeordneter Körper und / G k(t). 
a) Für eine Teilmenge M C Dfc(J) heißt / positiv definit auf M (bzw. positiv semidejinil 
(p.s.d.) auf M ) , wenn / (a ) > 0 (bzw. J(a) > 0) für alle a G M gilt . Ist M = Dk(J)i so 
heißt / einfach positiv (semi-) definit über k. 
b) / heißt negativ (semi-) definit (auf . . . ) , falls — / positiv (semi-) definit (auf . . . ) ist. 
c) / heißt indefinit (auf . . . ) , wenn / weder positiv noch negativ seinidefinit (auf .. .) ist. 
Satz 2. Sei (k,P) ein angeordneter Körper. 
a) Ist f G k(t) p.s.d. auf einer offenen dichten Teilmenge von Dk(J), so ist J p.s.d. 
über k. 
b) Die über k p.s.d. Funktionen bilden eine Präordnung von k(l). 
Beweis, a) folgt aus der Stetigkeit der Auswertungsabbildung Dfc(J) —> /c, a H-> f(a). 
b) Seien G p.s.d. über fc. D a / + (/ und auf der dichten offenen Teilmenge 
Dk(f) Afc (tf) v o n p.s.d. sind, sind sie p.s.d. über k nach a). Analog sieht man, daß 
f2 p.s.d. ist für jedes / G k(t). • 
B e m e r k u n g 1. Sei (k.P) ein angeordneter Körper mit reellem Abschluß R. Aus Satz 
2b) folgt, daß jede Funktion der Form alf2 + h arf2 mit a; G P und /»• G p.s.d. 
über A ist. Eine über p.s.d. Funktion / braucht jedoch i .a. über R nicht mehr p.s.d. 
zu sein! Das liegt daran, daß k in R in der Regel nicht dicht liegt und / (über R) in den 
„Lücken" auch negativ werden kann. (Man konstruiere ein Beispiel zur eben aufgestellten 
Behauptung — vgl. §1.) 
Im Jahre 1900 hielt D . Hilbert auf dem Internationalen Mathematikerkongreß in Paris 
seinen berühmt gewordenen Vortrag, der die Formulierung von 23 ungelösten mathema-
tischen Problemen enthielt. Die Bemühungen der Mathematiker haben seither nicht nur 
zur Lösung vieler dieser Probleme, sondern oft auch zur Entwicklung gänzlich neuer Me-
thoden geführt. Dies trifft insbesondere zu für das siebzehnte Problem, „Darstellung 
definiter Formen durch Quadrate" , und seine Lösung durch E . A r t i n im Jahre 1927 ([A], 
[AS]). A r t i n fand dabei den Begriff der Anordnung eines Körpers und setzte ihn überaus 
elegant und erfolgreich ein. Art ins Ideen gaben die Initialzündung für eine Entwicklung 
der reellen Algebra in unserem Jahrhundert auf neuen Bahnen (vgl. Vorwort). 
Das 17. IIilbertsche Problem läßt sich sinngemäß wie folgt formulieren: 
H i l b e r t s 17. P r o b l e m . Gegeben sei ein positiv semidefinites Polynom / = 
/(^i> • • • •> In) £ I R [ t i , . . . ,tn\. Gibt es ein r > 1 und rationale Funktionen . . . ,gr G 
^ ! , . . . , ^ m i t / = ^ + . . - + ^ ? 
Zusatz: Falls k C IR ein Teilkörper ist, der die Koeffizienten von / enthält, kann man 
dann auch die g\. in k(t\y... An) finden? 
B e m e r k u n g e n . 
2. In der Formulierung des (auch von Hilbert stammenden) Zusatzes zum eigentlichen 
Problem sollte man besser von Darstellungen wie in Bemerkung 1 sprechen, da sonst die 
Unmöglichkeit der Lösung im allgemeine]! Fall sofort klar ist. 
3. Zunächst wird man sich fragen, ob man nicht sogar eine Darstellung / = g\ -f- • • • -f g2 
mit Polynomen g\,... ,gr erreichen kann. Schon 1888 hatte Hilbert gezeigt, daß dies für 
??. - 1 zutrifft, für n > 2 aber im allgemeinen unmöglich ist. (Hilberts Beweis gab noch 
genauere Informationen.) Dcis erste Beispiel eines p.s.d. Polynoms, welches nicht Summe 
von Quadraten von Polynomen ist, wurde jedoch erst 1967 von Motzk in veröffentlicht 
[Mo], und zwar (in homogener Form) 
f(x,y, z) = x\j2 + X2y4 + z 6 - Zx1v1Z2 . 
Die positive Semidefinitheit von / folgt aus 
l ( * y + * y + * 6 ) > V ^ W 
das arithmetische M i t t e l ist nicht kleiner als das geometrische. E i n weiteres Beispiel ist 
/ \ 4 2 , 4 2 . 4 2 o 2 2 2 
9(x,y,z) = x y + y z + z x - 3x y z . 
In [CL] findet man eine einfache Methode für den Nachweis, daß / und g nicht Summen 
von Quadraten von Polynomen sind, sowie verwandte Beispiele. 
Hier nun die Lösung des 17. Hilbertschen Problems: 
Theorem 3 (E. Ar t in ) . Sei (k,P) ein angeordneter Körper mit reellem Abschluß R, und 
sei f G k(t\,..., tn) eine über R positiv semideflnite rationale Funktion. Dann gibt es 
ein r > 1 sowie Funktionen ^ 1 , . . . , # r E k(t\,... , J n ) und (bezüglich P) positive Elemente 
a i , . . . , ar G k mit 
f = ai9i -T-'-T- aT(j; . 
Beweis. Der Beweis ist nicht konstruktiv. Betrachte 
T := {aig\ + • • • + arg2T: r > 1, a% G P, g% G k{t)} . 
T ist eine Präordnung von fc(J), und ist daher genau der Durchschnitt aller Anordnungen 
Q von k(t) mit P C Q (I, §1 , Theorem 1). Wäre die Aussage falsch, so gäbe es eine 
Anordnung Q von k(t) mit P C Q und f Q. Ist S der reelle Abschluß von k(t) bezüglich 
Q, so kann man R als Teilkörper von S auffassen (I, §11, Theorem 1) und insbesondere den 
Teilkörper R(t) von S mit der induzierten Anordnung Q' betrachten. Wegen / ^ Q' gibt es 
eine Stelle A: R(t)-g>R U oo mit A (J 1 ) ^ oo , . . . , A ( J n ) ^ oo, A ( / ) ^ oo und A ( / ) < 0 (§11 , 
Theorem 3). Für a := ( A ( J 1 ) , . . . , A ( J n ) ) G A n ist dann f(a) = X(f) < 0, Widerspruch zu 
/ p.s.d.! • 
Damit ist die von Hilbert gestellte Frage völlig beantwortet. Dennoch schließen sich 
viele weitere Fragen an dieses Problem an, die zum Teil noch ungeklärt sind. So möchte 
man wissen, ob es (zu festem k,P und n) eine Zahl r gibt, so daß jede über R p.s.d. 
Funktion / G ^ ( J 1 , . . . , J n ) eine Darstellung / = axg\ -F • • • -F dTgl der Länge r wie im 
Theorem erlaubt, und weiter, welches das kleinste r ist. W i r bezeichnen es mit r(k1n). 
(Genauer müßte man rp(k,n) schreiben. Aber in den folgenden Beispielen hat k jeweils 
nur eine Anordnung.) M a n weiß zum Beispiel für reell abgeschlossenes k = A , daß 
r ( A , l ) = 2 und n + 1 < r(R,n) < 2n für alle n gilt (Cassels [Ca], Pfister [Pf]), sowie 
r ( A , 2 ) = 4 (Cassels, El l ison, Pfister [CEP]) . Für den Grundkörper ^ = Q ist bekannt 
r ( Q , l ) = 5 (Pourchet [Pou]) und. r (Q ,2 ) < 8 (Kato, Colliot-Thelene [KCT] ) . Aber man 
weiß nicht einmal, ob r ( Q , 3 ) endlich ist. 
Als eine Anwendung von Theorem 3 beweisen wir das folgende „Zeichenwechsel Kr i t e -
r i u m " : 
Theorem 4 (D. Dubois, G . Efroymson). Sei (k,P) ein angeordneter Körper mit reellem 
Abschluß R, und f G k[ti,. • • , J n ] ein nicht-konstantes irreduzibl.es Polynom. Dann sind 
äquivalent: 
(i) Die Anordnung P läßt sich auf den Funktionenkörper K = Quot & [ J i , . . . , tn]/(f) 
fortsetzen; 
(ii) / ist indefinit über R. 
(Die Bezeichnung des Kriter iums erklärt sich aus Bedingung (ii), welche besagt, daß / „in" 
der Hyperfläche LI :— {/ = 0} das Vorzeichen wechselt. K ist der Körper der rationalen 
Funktionen auf II, wie man in der algebraischen Geometrie lernt.) 
Beweis, (i) => (ii). Es sei / semidefinit, o .E. / > 0 auf Rn. Nach A r t i n besteht dann eine 
Gleichung 
T 
mit 0 / G A , gtJi G k[t] und (o.E.) g g T ( # i , . . . , gr, h) = 1. Folglich teilt / nicht alle 
gi, d.h. modulo (/) verschwinden nicht alle Summanden der rechten Seite. Dann kann P 
aber keine Fortsetzung auf A ' haben (I, §3, Satz 1). 
(ii) (i). Nun sei / indefinit über R. Über R braucht / nicht mehr irreduzibel zu 
sein, hat aber mindestens einen indefiniten irreduziblen Teiler Ji in R[t]. O . E . komme 
die Variable tn in Ji (also auch in / ) tatsächlich vor. W i r setzen t' := (t\,..., tn-i), 
A : = k[t'], E := k(t'), B := Ä[t'], F := R(t') und betrachten das kommutative Diagramm 
k[t)/(f) =A[tn]/(f) BUIUI)= R[t]/(fi) 
i i (*) 
£ [ * » ] / ( / ) f w / a i ) 
in dem die Pfeile die kanonischen Homomorphismen bezeichnen. 
H i l f s s a t z . Ist A ein Jaktorieller Ring. E = Q u o t A und J G A[u] — A ein in A[u] 
irreduzibles Polynom in einer Variablen u, so ist A[u]/(J) —» E[u]/(J) injektiv, und 
E[u]/(J) ist ein Körper (also der Quotientenkörper von A[u]/(J)). (Beweis später.) 
Aus dem IIilfssatz folgt, daß in (*) x\) eine Körpereinbettung von K = Quot k[t]/(J) = 
E[tn]/(J) in A := Quot R[l]/(Ji) = IpItn]/{Ji) ^ s t - Es genügt zu zeigen, daß A formal reell 
ist, denn jede Anordnung von L gibt auf K eine Fortsetzung von P. W i r können also o.E. 
k = 7?. und / = Ji annehmen und müssen zeigen, daß K formal reell ist. 
Ist n = 1, so ist / linear, also K — R. Sei daher n > 2, und seien p,q G Rn mit /(;;) < 
O < /(7) gewählt. Nach linearein Koordinatenwechsel kann man p = ( a i , . . . , a n _ i , 6) und 
q — ( a i , . . . , a n _ i , c) annehmen. Sei weiter = ( / ] , . . . , i n _ i ) , A := R(t'), und Q eine 
Anordnung von A , die alle t{ — ai (i = 1 , . . . ,72 — 1) unendlich klein gegenüber A macht 
(§10). Dann ist / = J(t\tn) G F[tn] indefinit über F bezüglich Q: denn mit 0 : = OQ(F/R) 
gilt ti = ai mod m 0 (i = 1 , . . . , n — 1), also / (£ ' , 6) = / ( a j , . . . , a n , 6) = / (p) mod m 0 , also 
6) < 0, und analog / ( t ' , c ) > 0. Gemäß dem Hilfssatz ist / irreduzibel in F[tn]. Nach, 
dem. schon erledigten Fal l n = 1 hat daher A [ T J „ ] / ( / ) eine Anordnung, welche Q fortsetzt, 
und die Einbettung K f—• F[tn]/(J) (siehe Hilfssatz) zeigt, daß K formal reell ist. — 
Beweis des Hilfssatzes: Dieser folgt unmittelbar daraus, daß mit A auch A[u] faktoriell 
ist (eine Konsequenz des Gaußschen Lemmas, siehe etwa [LaA] V , §6 oder [JBA] vol . I, 
§2.16): Ist g G A[u], h G E[u) mit g = / / i in E[u), so gibt es 0 ^ a G A und h1 G A[u] 
mit ag = Jh' (in A[u]). D a / kein Teiler von a ist, folgt /|<? in A[u]. Genauso leicht sieht 
man, daß / in E[u] irreduzibel bleibt. • 

Kapitel III 
Das reelle Spektram 
Das zentrale Objekt in diesem Kapite l ist das reelle Spektrum eines Rings, wie es um 
1979 von M . F . Roy und M . Coste gefunden wurde, mit seinen elementaren Eigenschaften. 
Dabei arbeiten wir meist mit ganz allgemeinen kommutativen Ringen. Jedoch ergeben 
sich in der „geometrischen Situat ion" , also für die Koordinatenringe affin er Varietäten 
über reell abgeschlossenen Grundkörpern, zum Teil spezieile Aspekte. 
D a das reelle Spektrum viele Analogien zum üblichen Zariski-Spektrum aufweist (man 
betrachtet im wesentlichen Homomorphismen in reell abgeschlossene statt in algebraisch 
abgeschlossene Körper), und da wir die einfachsten Eigenschaften des letzteren verwen-
den, erschien es nicht überflüssig, in einem ersten Abschnitt einige Gruncltatsachen zum 
Zariski-Spektrum zusammenzustellen. Sowohl Zariski- wie auch reelles Spektrum werden 
hier nur als topologische Räume betrachtet, wir gehen also nicht auf die Strukturgarben 
ein. Der Begriff der affinen Varietät wird i m Sinne von A . Weil gebraucht, da Reduziert-
heitsfragen keine Rolle spielen werden und so der technische Aufwand geringer gehalten 
werden kann. W i r empfehlen jedoch jedem, der es noch nicht getan hat, sich mit der mo-
derneren Sprache der algebraischen Geometrie anzufreunden (wie sie etwa in dem Buch 
[Ha] von Hartshorne entwickelt wird). 
§1. D a s Z a r i s k i - S p e k t r u m . A f f i n e Varietäten 
Sei A ein Ring (das heißt stets: ein kommutativer Ring mit Eins) . W i r erinnern daran, 
daß für jedes Ideal ci in /1 die Menge 
\/a = {a G A: an G a für ein n G IN} 
ein ideal in A ist, das Radikal von n. Ist a = >/n, so heißt ci ein Radikalideal. Man be-
zeichnet N i l A := y/{0) als das Nilradikal von. A , und A heißt reduziert, wenn N i l A — (O) 
ist. Ublicherweisesetzt man A r e c J : = A / N i l A . 
D e f i n i t i o n 1. Das (Zariski-) Spektrum SpecA von A ist die Menge aller (von. A ver-
schiedenen) Primideale p von A . Zu jedem, p G SpecA gehören der Restklassenkörper 
KA(P) - « (p) = Quot A/p 
und der Ausioertungs-Homomorphismus 
PA,p = Pp- A - » /c(p), / ^ / m o d p . 
Dabei schreiben wir f(p) für pp(f) = / modp . 
Bemerkungen. 
1. Ist A der Nul l r ing , so ist S p e c A = 0. Für jeden anderen Ring ist S p e c A ^ 0. 
2. Es ist oft nützlich, die folgende Vorstellung von Spec A im K o p f z u behalten: Man denkt 
sich die Elemente f € A als „Funktionen" auf der Menge (bzw. dem topologischen Raum, 
siehe Definition 2) Spec A . Jedem Punkt p G S p e c A wird unter / der Funktionswert 
f(p) = / r n o d p € « ( p ) zugeordnet. (Man beachte, daß die Funktionswerte in jedem 
Punkt in einem anderen Körper liegen!) Formal gesprochen betrachtet man also den 
Ringhomomorphismus 
PGSpec A 
Dieser hat den K e r n f] p = N i l A (siehe Satz 3), ist also genau dann injektiv, wenn 
peSpecA 
A reduziert ist. In diesem Fall kann man A via p als einen Teilring von Y[ n(p) auffassen. 
P 
Im allgemeinen lassen sich die Funktionswerte von / in verschiedenen Punkten p nicht 
vergleichen, da sie in verschiedenen Körpern liegen. Aber man kann z .B . sinnvoll von der 
Nullstellenmenge von / sprechen (das ist also {p G S p e c A : / G p } ) . Die Idee bei der 
Definition der Zariski-Topologie ist es, diese Nullstellenmengen von Funktionen / G A als 
Erzeuger für die abgeschlossenen Mengen zu nehmen: 
Definition 2. a) Für / G A setzt man 
DA(f) 'MP G Spec A:f {p) ^ O } - {p G S p e c A : / £ p} , 
VA(f) -={P e Spec A : / ( p ) - O}= {p G S p e c A : / G p] , 
und allgemeiner für Teilmengen T von A 
DA(T) := f | DA(f), VA(T) := f | V A ( / ) 
feT feT 
(die Indizes A werden wir häufig weglassen). 
b) Die Zariski-Topologie auf S p e c A hat {DA(f):f G A} als Subbasis offener Mengen. 
W i r fassen S p e c A stets als topologischen R a u m auf. M a n beachte, daß die Subbasis 
{D(f):f G A} sogar eine Basis der Topologie bildet, denn für f,g G A ist D(f) Pl D(g) = 
D(fg). Nach Definition sind alle Mengen V(T) (T C A ) abgeschlossen. 
Satz 1. 
a) Für TCA ist V(T) = V(^fa), wobei a := YteT^t das von T erzeugte Ideal ist. 
b) Jede abgeschlossene Teilmenge von SpecA hat die Form V(a) für ein (Radikal-) Ideal 
a von A. 
Beweis, a) Wegen T C y/ä ist „ D " tr iv ia l . Umgekehrt sei p G V(T) und / G y/ä. Dann 
gibt es r , n G IN und t{ G T , at G A (i = 1 , . . . , r ) mit / n = ai<i + • • • + artr. Wegen 
t , - e p ( i = l , . . . , r ) folgt / G p , also p G V ( / ) . — b) folgt aus a) und daraus, daß jede 
offene Teilmenge Vereinigung von Mengen D(f) mit / G A ist. • 
Definition 3. Für eine Teilmenge Y von S p e c A bezeichnet 
I(Y) :={feA:f\Y = 0}= f | p 
PeY 
das (Radikal-) Ideal der auf Y verschwindenden Funktionen. 
Satz 2. Für jede Teilmenge Y von SpecA ist Y = V(X(Y)). 
Beweis. „ C " wegen Y C V {X(Y)) und der Abgeschlossenheit von V {X(Y)). Umgekehrt 
sei a ein Ideal in A mit Y = V(a) (Satz 1). Dann ist a C J ( F ) C 2 ( 7 ) , also Y = V(a) D 
Korollar 1. Die abgeschlossenen Punkte von S p e c A sind genau die maximalen Ideale 
von A. • 
In der Regel ist die Zariski-Topologie also sehr schwach und nicht einmal eine T i -
Topologie. Das To-Trennungsaxiomist allerdings stets erfüllt (Übung). 1 
Lemma. Sei S eine multiplikalive Teilmenge von A (d.h. es gelte SS C S und 1 G S). 
Dann ist jedes bezüglich a Cl S = 0 maximale Ideal a von A ein Primideal. 
Beweis: Übung, oder ein beliebiges Buch über elementare kommutative Algebra. • 
Satz 3 (Abstrakter oder Schwacher Nullstellensatz). Ist a ein Ideal von A, so gilt 
I(V(o)) = 
Korollar 2. Für je zwei Ideale a, b von A gilt: V(a) C V(b) yß D Vb. . 
Beweis von Satz 3. M a n muß zeigen, daß y/ä = f l { p G Spec A : a C p} ist, wobei C klar 
ist. Sei also / G A , / ^ A / Q . Es gibt ein a umfassendes Ideal p , welches maximal unter 
p H {1, / , /2,...} = 0 ist (Zornsches Lemma). Nach dem Lemma ist p ein Primideal , und 
es ist / ¢ p . • 
Für ci — O besagt Satz 3, daß N i l A der Durchschnitt aller Primicleale von A ist. 
Wir sehen insbesondere, daß A und A r e c I „dasselbe" Zariski-Spektrum besitzen (genauer: 
A —• A r e<i induziert einen Flomöomorphismus S p e c A r e J —-• Spec A ) . 
Definition 4. E i n topologischer R a u m X heißt irreduzibel, wenn er nicht Vereinigung 
von zwei echten abgeschlossenen Teilräumen ist. E i n Punkt x G X heißt ein generischer 
Punkt von A r , falls A r = {x} ist. 
Besitzt X einen generischen Punkt , so ist X irreduzibel. Häufig interessiert man sich 
für die Umkehrung. M a n beachte, daß X höchstens einen generischen Punkt haben kann, 
falls X ein To-Raum ist (also z .B . Teilraum eines Spec A ) . 
1 E i n topologischer Raum X heißt bekanntlich ein To-Raum, wenn für je zwei verschiedene Punkte 
XiIf £ X gilt: x 0 {y} oder y ¢ {a:}. Ersetzt man „oder" durch „und", so erhält man das T 1 - A x i o m . 
S a t z 4. Jeder nicht-leere abgeschlossene irreduzible Teilraum, von SpecA besitzt (genau) 
einen generischen Punkt. Die nicht-leeren abgeschlossenen irreduziblen Teilmengen von 
S p e c A sind also genau die V(p), p G Spec A . 
Deweis. Sei I / F C S p e c A abgeschlossen und irreduzibel, und sei a := T(Y). Nach 
Satz 2 ist zu zeigen, daß a ein Primideal ist. Wegen Y ^ 0 ist a ^ A. Sind /,g G A mit 
/<7 G a, so ist Y C V ( / ) U V(g), also o .E. etwa. Y C V(f) wegen der Irreduzibilitat von 
Yi und insbesondere / G ü. • 
S a t z 5. Für jedes f G A zs£ D ( / ) quasikompakt} Insbesondere ist SpecA 
quasikompakt. 
Beweis. Für jede Teilmenge 7' von A gilt: 
^ V ( / ) D V ( T ) 
D(I) 
(Korollar 2) 
/ ^ Aff für ein endliches T ' C T 
gerP 
D(J) C |J D(</) für ein endliches T ' C T. 
geT' 
• 
B e m e r k u n g 3. M i t /S(SpecA) bezeichnen wir die Menge aller endlichen Vereinigungen 
D ( Z i ) U - • •UD(Zr) (r > 1, Ze ^ A ) . Wegen Satz 5 besteht £(Spec A) genau aus den offenen 
quasikompakten Teilmengen von Spec A . Insbesondere ist AC(SpecA) allein durch den 
topologischen Raum SpecA bestimmt, während dies für die offene Basis {D(f): f G A } 
i .a. nicht richtig ist. (Vergleiche auch §4.) 
Nun zum funktoriellen Verhalten des Zariski-Spektrums. Sei ip: A —> B ein Homomor-
phismus von Ringen (mit 1 H 1, wie stets). Für jedes q G Spec IJ ist ^ _ l ( q ) ein Primideal 
in A . Daher induziert <p eine Abbi ldung 
Spec B —* Spec A , q i-> ^ _ 1 ( q ) 
der Spektren (in umgekehrter Richtung), die mit Specc^ oder ip* bezeichnet wird. Wegen 
(Specc^) - 1 (DA(J)) = Dß((p(f)) für / G A ist diese stetig; Spec ist also ein Funktor von 
der Kategorie der kommutativen Ringe in die Kategorie der topologischen Räume. 
2 W i e üblich bezeichnen wir einen topologischen Raum nur dann als kompakt, wenn er quasikompakt 
ist und das HausdorfTsche TYennungsaxiom erfüllt. 
Weiter induziert <p Einbettungen der Restklassenkörper: Ist q G Speci? , so wird durch 
die Einbet tung A/<p~l(q) <-+ B/q eine Körpereinbettung ipq: Ac i 4(V 3 + cI) ^c( cI) induziert. 
Es kornmutiert also 
A B 
Dies zeigt: Faßt man (wie in Bemerkung 2 erklärt) die Ringe als Ringe von Funktionen 
auf ihren Spektren auf, so ist A —> B nichts anderes als Zurückziehen von Funktionen 
auf S p e c A mittels ip*:SpecB —> SpecA und mittels der Einbettungen <pq der Restklas-
senkörper. 
W i r betrachten zwei Spezialfälle etwas näher. Sei zunächst S eine multiplikative Teil -
menge von A und 25: A —> S - 1 A der kanonische Homomorphismus a i-> a /1 . 
S a t z 6. Spec(z's) = z'J: Spec S - 1 A —+ SpecA ist ein HomÖomorphismus von S p e c S - 1 A 
auf den Teilraum DA(S) von Spec A . Alle Restklassenhomomorphismen (is)q fur cI £ 
S p e c S - 1 A sind Isomorphismen. 
Beiueis. Zu i*s invers ist die Abbi ldung 
DA(S) -> S p e c S - l A , p ^ S - 1 p := ( S - 1 A ) • z 5 (p) = {^: a G P , 5 G 5 } . 
D a für f G S-1A gilt : * J 0¾-1 A ( J ) ) = #A(<0 n A 4 ( S ) , ist z j offen aufs B i l d , also ein 
HomÖomorphismus. Für die zweite Behauptung sei q G S p e c S - 1 A und p := i$(c[) = 
7 S 1 ( c I ) ( a - l s o cI = ^ " 1 P ) - Zu zeigen ist, daß die Einbettung A / p <-> ( S - 1 A ) / ( S - 1 p ) einen 
Isomorphismus der Quotientenkörper induziert. Aber das ist unmittelbar klar. • 
Wegen Satz 6 kann man S p e c S - 1 A mit dem Teilräum DJIl(S) — {p G Spec A : p H S = 0} 
von Spec A identifizieren. Insbesondere kann jede basische offene Menge DA(I) a ^ s Zariski-
Spektruin eines Ringes interpretiert werden, nämlich von f~°° A (wobei wir / " 0 0 A : = 
S ~ ' A für S :== { l , / , / 2 , •. •} gesetzt haben). 
Nun sei 0 C A ein Ideal und ip: A —» A / a der Restklassenhomomorphismus. 
S a t z 7. (p*: Spec A / a —> S p e c A zsi ezn HomÖomorphismus von Spec A / a auf den ab-
geschlossenen Teilraum V^(a) vcm SpecA . A//e Einbettungen <pq (q G Spec A / a ) c/er 
Restklassenkörper sind Isomorphismen. 
Beweis. Analog wie bei Satz 6. Hier ist (p*(DA/a(f + a)) = A 4 ( Z ) H V y i (a ) für / G A . • 
Für die Ringe A / a gilt mutatis mutandis das eben für S - 1 A gesagte. Auch die 
abgeschlossenen Teilräume von SpecA sind also Spektren von Ringen. 
Zum Schluß soll nun noch erklärt werden, was wir unter affinen Varietäten über einem 
Körper verstehen wollen. Dabei nehmen wir im wesentlichen den VVeilschen Standpunkt 
ein (alle Varietäten sind also reduziert) und zeigen, wie man durch Betrachtung da-
zugehörigen Funktionenalgebren eine koordinatenfreie Darstellung gewinnt. 
Sei k stets ein Körper mit algebraischem. Abschluß k. Ist KDk ein Oberkörper, T 
eine Teilmenge von k[t\,... , £„] und V eine Teilmenge von Kni so schreiben wir 
ZK(T) : = {x G Kn: f(x) - 0 für alle feT} 
und 
Ik(V) := { / G k[tu.. . , * „ ] : f(x) = 0 für alle x G V}. 
Definition 5. Eine affine k-Varietät ist eine Teilmenge V von kn der Form V = Zk(a), 
für ein Ideal a C k[ti,..., tn]. Ist k C K C k ein Zwischenkörper, so nennt man die 
Elemente von V(K) := V f l Ä ' n die K-rationalen Punkte von F . Sind F C und 
VF C & n affine k-Varietäten, so heißt eine Abbi ldung y>: V —• VF ein k-Morphismus von V 
nach VF, wenn Polynome / i , . . . , fn G . . . , t m ] mit <p(x) = (fi(x),..., fn(x)) (x G V ) 
existieren. 
Bemerkungen. 
4. Es genügt nicht, nur die ^-rationalen Punkte V(k) von V zu betrachten, da sie i .a . zu 
wenig Information über V enthalten. Z u m Beispiel kann V(k) leer sein, ohne daß V die 
leere Varietät ist (etwa für die durch 1 -f t\ +1\ — 0 definierte Hl-Varietät in der Ebene). 
5. Ist V C Jcn eine k-Varietät, so ist offensichtlich Ik(V) das größte Ideal a in k[ti,... , J n ] 
mit V = Zj (O) . 
6. Die gegebene Definition ist abhängig von der Wahl von Koordinaten, was in vielfa-
cher Hinsicht unbefriedigend ist. W i r werden gleich sehen, wie man affine k-Varietäten 
koordinatenfrei beschreiben kann. 
Dazu sei weiterhin V C Jcn eine affine k-Varietät. W i r setzen 
k[V] : = Jn}/h(V) 
und nennen k[V] die affine (k-)Algebra von'V. Offenbar ist k[V] eine affine (d.h. endlich 
erzeugte) reduzierte k-Algebra, die man als die Algebra der k-Morphismen V —> k 
interpretieren kann. Ist <p: V —• VF ein &-Morphismus affiner fc-Varietäten, so induziert Kp 
einen Homomorphismus <£>*:&[ VF] —* k[V] von k-Algebren durch „Zurückziehen". 
W i r wollen nun einsehen, daß V und k[V) bis auf Isomorphie „dasselbe" sind, genauer: 
V ist dasselbe wie k[V] plus Wahl von Koordinaten. Dazu beobachten wir, daß für jeden 
Oberkörper K von k eine kanonische Bijektion 
Homk(k[V]J<) ZK(Ik(V))i x ^ 
besteht 3 (wobei J ; := t{ -F Zjt(Fr) G &[V]), insbesondere für K — k also eine Bijektion 
Horn*(&[V],fc) —• V . Daher definieren wir: 
3 Homjt(-,-) meint stets die Homomorphismen von ^-Algebren. 
D e f i n i t i o n 6. Ist A eine affine k-Algebra und K ein Oberkörper von Ae, SO setzen 
wir VA(K) := H o m f c ( A 5 Z v ) . Speziell heißt VA := VA(JC) = H o m f c ( A j ) die (abstrakte) 
Varietät von A . Zu jedem Homomorphismus <p\ A B affiner Ac-Algebren gehört eine 
Abbi ldung (p*K:Vß(K) —* (/<"), nämlich y > y o <p. Insbesondere induziert (p eine 
Abb i ldung (/?*: V # —> VrA der Varietäten. 
Ähnlich wie beim Zariski-Spektrum fassen wir die Elemente / G A als Funktionen (mit 
Werten in Äe) auf der Varietät VA auf, indem wir setzen /(re) := x(f) (x G V A )• 
Wählt man ein System u j , . . . ,un von Erzeugern von A , so kann man mit einer af-
finen Ae-Varietät im Sinn von Definition 5 identifizieren, denn die Auswertungsabbildung 
VA -> (xi\(x),..., un(x)) ist eine Bijektion von VA auf die k-Varietät Z~k(a) C 
(a := K e r n des Homomorphismus Ae[ i i , . . . , tn] —• A , t{ f—• U 1 - ) . E i n anderes Erzeugenden-
system von A gibt eine dazu Ae-isomorphe Ac-Varietät. W i r haben der Ac-Algebra A also 
mit VA eine (k-) Isomorphieklasse von affinen Ac-Varietäten zugeordnet; die Wahl eines 
Repräsentanten dieser Isomorphieklasse entspricht der Wahl von Erzeugern von A . 
Weiter ist klar , daß für jeden Homomorphismus ip: A —> B affiner fc-Algebren die 
Abbi ldung ip*:Vß —* VA ein Ae-Morphismus der Ae-Varietäten (Definition 5) ist (für jede 
Wahl von Koordinaten). 
W i r wollen einsehen, daß die beiden Zuordnungen V »—• k[V] und A »—> VA invers 
zueinander sind, wenn wir uns bei der zweiten auf reduzierte Ae-Algebren beschränken. 
Zunächst sei V C Aen eine affine Ae-Varietät, und sei A := k[V] — k[t\,... ,tn]/Ijc(V). 
Wählt man als Erzeuger von A — k[V] gerade die t,- = t{ + Ik(V) (i = I7-••^n)? s o 
gibt die Auswertungsabbildung von VA = Hom f c (A.k) nach Aen eine Bijektion von V 4 auf 
Zjc^IfZ(V)) = V. Die Ae-Varietät VA kann daher in kanonischer Weise mit V identifiziert 
werden. 
U m für reduziertes A umgekehrt einzusehen, daß k[VA] zu A isomorph ist, braucht 
man einen fundamentalen Satz der algebraischen Geometrie, den wir hier nicht beweisen 
wollen: 
T h e o r e m (Hilberts Nullstellensatz). Ist A eine affine k-Algebra, so ist N i l A der Durch-
schnitt aller maximalen Ideale m von Ai und für jedes solche m ist der Körpergrad [ A / m : Ae] 
endlich. 
Die wesentliche Arbeit besteht darin, zu zeigen, daß A / m eine endliche Körperer-
weiterung von k ist für jedes maximale Ideal m einer endlich erzeugten Ae-Algebra A . 
Häufig wird auch nur diese Aussage als Hilbertscher Nullstellensatz bezeichnet. Durch 
Lokalisieren folgert man daraus leicht, daß die abgeschlossenen Punkte von SpecA in 
Spec A dicht liegen, woraus wegen dem schwachen Nullstellensatz (Satz 3) das Theorem 
folgt. Für einen Beweis von Hilberts Nullstellensatz siehe z .B . [Ku], [ B A C , ch. V , §3.3]. 
Ist nun A eine affine reduzierte Ae-Algebra, so besagt Hilberts Nullstellensatz gerade, 
daß zu jedem O / / G A ein x G VA mit f(x) ^ 0 existiert. Das aber heißt, daß der 
kanonische Homomorphismus A —• k[VA] — Aj f] kern(a:) ein Isomorphismus ist. 
x€VA 
Zusammenfassung: W i r haben gesehen, daß eine affine /.-Varietät V C Jcn „dasselbe" 
ist wie eine affine reduzierte fc-Algebra A zusammen mit einem System von Erzeugern 
von A . W i r werden daher in Zukunft unter einer affinen Varietät meist eine affine 
reduzierte k-Algebra A zusammen mit der Menge VA ~ Horrig (A , Ä:) verstehen, was den 
Vorteil der Koordinatenfreiheit hat. 
Bemerkung 7. Die Beschränkung auf reduzierte affine Algebren ist künstlich, wie schon 
Grothendieck erkannte. U m nicht-reduzierte fc-Algebren geometrisch zu verstehen, muß 
man den Standpunkt aufgeben, eine algebraische Funktion V —• k (auf einer k-Varietät 
V C kn) sei schon durch ihre Werte in den Punkten von V bestimmt. Hierfür, sowie für 
das Studium nicht-affiner Varietäten, ist der Garbenbegriff das geeignete Hil fsmittel . Für 
unsere Zweckejedoch genügt die vorgestellte „naive" Interpretation von Varietäten. 
W i r bemerken abschließend, daß die ^-rationalen Punkte einer affinen fc-Varietät in 
kanonischer Weise als Teilmenge des Zariski-Spektrums aufgefaßt werden können. Ist 
nämlich A eine affine ^-Algebra, so ist 
VA(IZ) Spec/1, x H-» kernrr 
eine Bijektion von VA(k) = Horn*(A, k) auf die Menge aller maximalen Ideale m von A , für 
die k —> A —> A / m ein Isomorphismus (d.h. A = m -f k -1) ist. Die von S p e c A auf VA(k) 
induzierte Topologie wird auch als die Zariski-Topologie auf VA(k) bezeichnet. Dagegen 
läßt sich (für k ^ k) die Varietät VA = VA(JC) von A i .a . nicht in SpecA hineinzwängen: Ist 
m G SpecA ein abgeschlossener Punkt , so gibt es i .a . mehrere Einbettungen A / m <—• k, 
und entsprechend mehrere zu m gehörende Punkte in VA. 
Ist jedoch k — k algebraisch abgeschlossen, so ist x >^ kernx eine Bijektion von 
VA auf den R a u m der abgeschlossenen Punkte in Spec A . M a n nennt daher die durch 
VA SpecA auf VA induzierte Topologie auch die Zariski-Topologie der Varietät VA . 
Historisch gesehen war es freilich umgekehrt, denn 0 . Zariski studierte die nach ihm 
benannte Topologie auf k-Varietäten V C kn schon lange, bevor der Begriff des Spektrums 
in den 1950er Jahren geprägt wurde. 
§2. Realität in kommutativen Ringen 
A sei stets ein (kommutativer) Ring . Wie schon früher bezeichnet TJA2 := {a\ H- • • • H- an: 
n > l,a{ G A] den kleinsten in A enthaltenen Halbring. 
W i l l man den Begriff der (formalen) Realität von Körpern auf beliebige Ringe übertra-
gen, so führen die beiden über Körpern äquivalenten Bedingungen bei allgemeinen Ringen 
zu verschiedenen Konzepten. Daher unterscheiden wir reelle und halbreelle Ringe. 
Definition 1. 
a) A heißt halbreell, falls —1 0 E A 2 ist. Ist A nicht halbreell (d.h. gibt es a\,..., a n G A 
mit 1 -I- Ct21 -f • • • + a\ = 0), so nennen wir A unreell. 
b) A heißt reell (oder auch formal reell), falls für a i , . . . , an G A gilt: a\ H- • • • H- a 2 = 0 => 
a\ = • • • = an = 0. 
c) E i n Ideal, ci C A heißt halbreell bzw. ree//, falls der R ing A / a halbreell bzw. reell ist. 
In der Literatur sind die Bezeichnungen für diese Eigenschaften leider uneinheitlich. 
W i r folgen einem Vorschlag von T . Y . L a m [ L RA] , der sich gut zu bewähren scheint. 
Bemerkungen. 
1. Der Nul lr ing ist reell, aber nicht halbreell. Jeder andere reelle Ring ist auch halbreell. 
Der Ring ]R[x,y]/(x2 A y2) ist halbreell (Bemerkung 5), aber nicht reell. 
2. Ist A reell, so auch reduziert, und jeder Teilring ist auch reell. 
3. E i n nullteilerfreier R ing A {0} ist genau dann reell, wenn sein Quotientenkörper dies 
ist. E i n Körper K ist genau dann (halb-) reell, wenn er eine Anordnung besitzt (I, §1). 
4. E i n Bewertungsring A ist genau dann reell, wenn er halbreell ist. Dies ist z .B . der Fa l l , 
wenn A residuell reell ist (II, §7), aber i .a . nicht umgekehrt. (Beweis: Sei A halbreell und 
a 2 H- • — h a 2 = 0 mit aj G A , a; ^ 0. Man kann v(a\) < • < v(an) < co annehmen, und 
es folgt für b{ :— a{ja\ G A (i — 1 , . . . ,n): 1 H- b2 + * • • H- b2n = 0, Widerspruch. — Der 
Zusatz aus Bemerkung 5.) 
5. Ist ip\ A —> B ein Ilomomorphismus und ist B halbreell, so auch A . 
6. Ist 'p: A —> 7? ein Homomorphismus und b C B ein reelles bzw. halbreelles Ideal, so ist 
auch ip'~l(b) reell bzw. halbreell. Ist ip surjektiv, so ist b genau dann (halb-) reell, wenn 
V? _ 1 (b) dies ist. 
7. E in direktes Produkt A = A i x • • • x A R (mit A{ ^ 0) ist genau dann (halb-) reell, wenn 
alle Faktoren dies sind. 
8. Ist S C A eine muItiplikative Teilmenge mit 0 0 SI so gilt: 
A reell = > , S - 1 A reell S - 1 A halbreell A halbreell, 
aber i.a. keine der Umkehrungen. (Beweis der ersten Implikation: Aus Yli{ai/Si)2 — 0 in 
S " [ A folgt ^iiaitl)2 — 0 in A für geeignete tx G 5. Ist A reell, so folgt also a{t{ = 0 und 
damit a;/s2- = 0 für alle i.) 
Bezeichnung. Es sei ( S p e c A ) r e die Menge aller reellen Primicleale von A , d.h.. 
( S p e c A ) r e := {p G SpecA:Ac(p) ist reell}. 
W i r können nun die reellen Ringe auch auf andere Weise charakterisieren: 
S a t z 1. Für einen Ring A sind äquivalent: 
(i) A ist reell; 
(ii) A ist reduziert, und alle minimalen Primideale von A sind reell; 
(iii) A ist reduziert, und ( S p e c A ) r e ist dicht in Spec A; 
(iv) der Durchschnitt aller p G ( S p e c A ) r e ist {0}. 
Beweis, (i) => (ii) Für jedes Prirnideal p von A ist Ap reell (Bemerkung 8), also auch 
reduziert (Bemerkung 2). Ist p min imal , so ist pAp das einzige Primideal von Ap. Folglich 
ist pAp = 0 und somit Ap = Ac(p), d.h. p ist reell. 
(ii) => (iii) ist klar (in jedem Ring A ist die Menge der minimalen Primideale dicht in 
Spec A ) . 
(iii) (iv) D a ( S p e c A j 1 0 dicht in SpecA ist, ist f l {p :p G (SpecA) r e } = fl{p: p G 
SpecA} = N i l A (§1, Satz 3), also gleich (0), da A reduziert ist. 
(iv) =>• (i) Seien a\y...,ar G A — {0}. Nach Voraussetzung (iv) gibt es ein p G ( S p e c A ) r e 
mit a i 0 p. D a p reell ist, ist a\ -f • • • - f a 2 0 p, also insbesondere ^ 0. • 
K o r o l l a r 1. Dze reellen Ringe sind genau die Teilringe von (i.a. unendlichen) direkten 
Produkten formal reeller Körper. • 
U m auch die halbreellen Ringe zu charakterisieren, führen wir folgende Sprechweise ein: 
E i n Ideal a G A heißt maximal reell, wenn o reell, a ^ A und a maximal unter diesen 
Eigenschaften ist (d.h. aus a C a! und a' reell folgt a' = a oder a' = A ) . Analog wird 
maximal halbreell definiert. 
S a t z 2. Ein Ideal von A ist genau dann maximal reell, wenn es maximal halbreell ist. 
Die maximal (halb-) reellen Ideale sind genau die bezüglich p O (1 + E A 2 ) = 0 maximalen 
(Prim-) Ideale p von A. 
Beweis. Sei 5 = 1 + S A 2 . Die halbreellen Ideale von A sind genau die Ideale a mit 
a f l S = 0. O . E . sei 0 0 S, also A halbreell, da sonst nichts zu zeigen ist. Jedes echte Ideal 
b von S - 1 A ist (in S - 1 A ) halbreell, denn aus 1 + ( f^ ) 2 + • • • + (fr)2 G b (at G A,s% G S) 
folgt b := s 2 + a f + • • • + « ' r 2 G b für geeignete s G S, G A (Hauptnenner), ein 
Widerspruch wegen b G S. Ist nun a ein maximal halbreelles Ideal von A , so ist a ein 
Primideal (§1, Lemma). D a S _ 1 a ein maximales Ideal von S - j A ist, ist nach dem eben 
Gesagten S~lA/S~lü ein reeller Körper. Aus der Einbettung A / a S - 1 Aj'S-1 a folgt, 
daß a reell ist. — Ist umgekehrt a ein maximal reelles Ideal, so ist wegen der schon 
gezeigten Richtung a auch maximal halbreell. • 
K o r o l l a r 2. Ein Ideal a von A ist genau dann halbreell, wenn es ein p G (Spec A ) r e mit 
a C p </z6£. Speziell: Ein Ring A ist genau dann halbreell, wenn er ein reelles Primideal 
enthält (also wenn S p e r A ^ 0 ist, siehe § 3 / 
Beweis. Ist a halbreell, so ist a in einem maximal halbreellen Ideal p enthalten, und 
P G ( S p e c A ) r e nach Satz 2. Die Umkehrung ist klar. • 
A u f andere — überraschende — Weise ausgedrückt heißt das: 
Korol lar 3. Ist —1 eine Summe von Quadraten in jedem Restklassenkörper von A, so 
auch schon in A selbst! • 
Im reellen Kontext gibt es, analog zum klassischen Fal l (§1), einen schwachen und einen 
starken Nullstellensatz. Der schwache Nullstellensatz beschreibt den Durchschnitt aller 
reellen Primideale in. einem beliebigen Ring : 
Satz 3 (Schwacher reeller Nullstellensatz). Ist a C A ein Ideal, so sind für f G A 
äquivalent: 
(i) / G p für alle reellen Primideale p D a; 
(ii) es gibt N G IN und au..., a r G A mit f2N + a\ + h a 2 G a. 
Beweis. Indem man zu dem Ring A/a übergeht, kann man o = (0) annehmen. 
(i) (ii) Die Voraussetzung besagt DA(f) Pl ( S p e c A ) r e = 0 , also (Spec f~°°A)re = 0. 
Nach Satz 2 besteht in f~°°A eine Gleichung 
/ 0,-1 x 2 / Clr x 2 
1 ^ i p +••• + ( ^ ) = o -
Es folgt f2m(f2n -F a\ + • • • + a2) = 0 in A für ein m > 0, also (ii). 
(ii) =$> (i) Für p G ( S p e c A ) r e folgt aus (ii) f2N G p , also / G p . • 
Definition 2. Ist a C A ein Ideal, so ist das reelle Radikal > /ä von a definiert als der 
Durchschnitt aller reellen Primideale p D a. 
Bemerkungen. 
9. E i n R ing ist genau dann reell, wenn r\/(0) = (0) ist (Satz 1), also wenn er „reell 
redIiziert i i ist. 
10. Nach Satz 3 ist 
<fä = { / G A : 3 A/" G IN, 3 au .. ., ar G A mit f2N + a 2 -f • • • + a 2 G o}. 
W i l l man direkt einsehen, daß die rechte Seite ein Ideal bildet, so bereitet die Abgeschlos-
senheit unter der Addi t ion Mühe. M a n kann so vorgehen: Es gelte f2M -\-a2-f • • - - f - a 2 G a, 
<72A' + + • + 6 2 G a. Man kann dabei M = N annehmen. Nun ist ( / + g)/{N + (/-g)iN 
S u m m e von Elementen der Form f2mg2n m i t ???. + /?. = 2N. In jedem solchen Term ist also 
m > N oder n > N. Daher ist - f2mg2n rnodulo a eine Summe von Quadraten, woraus 
man eine Darstellung (/ H- g)'iN - f c\ + • • • -f c2 G a gewinnt. 
Sei jetzt R ein reell abgeschlossener Körper, C = i?(\/^T), und A eine affine i?~ 
Algebra, sowie VA = H o m ^ ( A 5 C ) die Varietät zu A . Wir interpretieren wieder Va(R) --
IIom^(A, R) als Teilraum von SpecA (§1), tatsächlich sogar von ( S p e c A ) r e , und geben 
neue Formulierungen der in Kap i te l II bewiesenen Sätze von Artin. und Lang: 
Theorem 4 (Stellensatz). Eine affine R-Algebra A ist genau dann halbreell, wenn die 
Varietät Va reelle Punkte besitzt, d.h. 'wenn VA(R) ^ 0 ist. 
Beweis. Eine Richtung ist klar. Sei daher A halbreell. Dann gibt es p G ( S p e c A ) r e 
(Korollar 2), und K := /c(p) ist ein reeller Funktionenkörper über R. Seien / i , . . . , / r 
Erzeuger von A und / i , . . . , / r ihre Bilder in A\ Nach II, § 1 1 , Theorem 2 gibt es eine 
Stelle A: K —> R U oo über /2 mit X(J1) ^ oo, z = 1 , . . . , ?\ Die Komposit ion A o p p ist ein 
Element aus VA(R)- • 
Tatsächlich gilt sogar die folgende stärkere Aussage: 
K o r o l l a r 4. Für jede affine R-Algebra A ist VA(R) Zariski-dicht in ( S p e c A ) r e . 
Beweis. Sei / G A mit DA(J) PI ( S p e c A ) r e 7^  0. Dann ist f~°°A eine halbreelle affine 
JR-Algebra, also YLomJI( J ~ 0 0 A, R) ^ 0 nach Theorem 4. Jedes Element darin gibt (durch 
Komposit ion mit A —> / ~ ° ° A ) ein Element in DA(J) PI V^(^) - • 
Der folgende (starke) reelle Nullstellensatz ist daher eine Kombination aus schwachem 
reellem Nullstellensatz und dem Satz von A r t i n - L a n g : 
T h e o r e m 5 (Reeller Nullstellensatz, D . W . Dubois, J . - J . Risler 1 9 6 9 / 7 0 ) . 
Sei A eine affine R-Algebra und J G A . Genau dann verschwindet J auf' VA(R), wenn es 
N G IN und au ..., ar G A gibt mit J 2 N + a\ -f h a 2 = 0 . 
Beweis. J verschwindet auf VA(R) <=> J G 1 (VA(R))- Nach Korol lar 4 ist . ! ( 1 / 4 (^ ) ) = 
X ( ( S p e c A ) r e ) , und die zweite Menge wird in Satz 3 beschrieben. • 
§3. Definition des reellen Spektrums 
Sei A ein R ing . 
Definition 1 ( M . Coste, M . - F . Roy, 1979). 
a) Das reelle Spektrum1 Sper A von A ist die Menge aller Paare a — (PiT)i wo p G SpecA 
und T eine Anordnung des Körpers K(P) — Quot Afp ist. M a n bezeichnet p als den Träger 
von a , i .Z . p = supp a. 
b) Für ex — ( P I T ) G S p e r A bezeichnet k(a) den reellen Abschluß von n(p) bezüglich T. 
Es besteht ein kanonischer Homomorphismus 
ra: A-^K(P) ^ k(a); 
statt ra(f) schreiben wir f(a) für / G A . Relationen wie „ / ( a ) > 0" beziehen sich stets 
auf die eindeutige Anordnung von k(a). 
c) Für Teilmengen T von A setzen wir 
HA(T) := {a G Sper A : /(<*) > 0 für alle / G T } , 
/Z j 4 (T ) := {a G Sper A : / ( a ) > 0 für alle / G T} , 
Z y l ( T ) := {a G Sper A : / ( a ) = 0 für alle / G T} 
(den Index A werden wir häufig unterdrücken). Ist T = { / i , . . . , / r} endlich, so schreiben 
wir natürlich HA(fi,..., / r ) etc. anstelle von HA({f\i • • •» /r } ) e ^ c -
d) Die Iiarrison-Topologie auf S p e r A ist die von 7¾^ :— {HA(f): f G A} als Subbasis 
offener Mengen erzeugte Topologie; TLA wird als die IIarrison-Subbasis bezeichnet. W i r 
fassen Sper A stets als topologischen R a u m auf. 
Bemerkungen. 
1. Anders als beim Zariski-Spektrum bildet die Harrison-Subbasis i .a. keine offene Basis; 
eine solche ist etwa { / / (Z 1 , . . . , fr):r > I 1 J 1 E A} . M a n beachte Z(f) = H(-f2) und 
Z(fu..., fr) - Z(ff 4 - . . . 4 - / 2 ) = / / ( _ / 2 / 2 ) . Al le Mengen 7?(T) und Z(T) 
(T C A beliebig) sind abgeschlossen. 
2. Die Schreibweise f(a) für ?^(/) signalisiert, daß wir die Elemente / G A wieder als 
„Funktionen" auf S p e r A auffassen, analog wie beim Zariski-Spektrum erläutert (§1). 
Auch hier variieren also die Wertekörper k(a) von Punkt zu Punkt . Diese Interpretation 
ist „treu" (d.h. r = (ra): A —> Yl k(a) ist injektiv) genau dann, wenn A reell ist (§2, 
Satz 1). oeSpeiM 
3. Jeder Homomorphismus tp: A —* K in einen angeordneten Körper (A", P) definiert ein 
Element in Sper A , nämlich Oip :— (kern«/?, T ' ) , wo P1 die durch P auf /c(kern</>) 
induzierte Anordnung ist. M a n kann S p e r A daher auch definieren als die Menge aller 
Homomorphismen von A in angeordnete (oder: reell abgeschlossene) Körper, modulo 
einer geeigneten Aquivalenzrelation. W i r gehen nicht näher darauf ein (vgl. [ B C R , §7.1]). 
4. Ist speziell A — k ein Körper, so ist Sperfc der R a u m alier Anordnungen von k. D a 
Es sind auch die Notationen S p e c r A oder S p e c f i A i m Gebrauch. Für eine Motivation unserer 
Bezeichnung siehe §6. 
IIJC(J) = IIk(J) für alle / G fc* gilt, sind alle Mengen der IIarrison-Subbasis offen und 
abgeschlossen. Insbesondere ist Sperfc ein total unzusammenhängender Hausdorff-Raum. 
(Da S p e r A stets quasikompakt ist — das wird in §4 gezeigt — , ist Sperfc ein Boolescher 
Raum, also kompakt und total unzusammenhängend.) IIarrison hat diese Topologie (im 
Fal l von Körpern) um 1970 gefunden, daher unsere Bezeichnung „Harrison-Topologie" 
auch im allgemeinen Fal l . 
5. E i n Ring A ist genau dann halbreell, wenn Sper A ^ 0 ist. Das folgt aus §2, Korollar 2. 
S a t z 1. Die Abbildung supp: S p e r A —> SpecA ist stetig und hat als Bild den Teilraum 
( S p e c A ) r e der reellen Primideale. 
Beweis: s u p p - 1 (DA(J)) = HA(J2)- Die zweite Behauptung ist klar. • 
D a eine Anordnung T von K(P) durch T f l ( A / p ) , also durch Pp1(T), bestimmt ist, kann 
man die Elemente von S p e r A auch als gewisse Teilmengen von A interpretieren. Für 
a = ( p , T ) G S p e r A sei Pa := Pp1(T) = { / G A:f(a) > O}. Dann gilt für P = Pa : 
(1) P + P C P1 PP C P ; 
(2) P U ( - P ) = A ; 
(3) s u p p P := P H ( —P) ist ein Primideal von A . 
D a (1) und (2) schon implizieren, daß supp P ein Ideal in A ist, kann man (3) ersetzen 
durch 
(3') a 0 P , 6 0 P -ab ^ P (a, b G A ) . 
M a n sieht leicht, daß jede Teilmenge P C A mit (1) - (3) ein Element ap G S p e r A 
definiert, nämlich ap = ( p , P ) , wobei p := supp P und P die von P auf K(P) induzierte 
Anordnung ist (für a,b G A,b 0 p gilt: pp(a)/pp(b) G P <^ => a6 G P ) . Daher 
D e f i n i t i o n 2. Eine Ordnung von A (engl.: ordering, cone, prime cone) ist eine Teilmenge 
P von A , welche (1) - (3) erfüllt. 
W i r haben also gesehen: 
S a t z 2. S p e r A kann auch als die Menge aller Ordnungen von A interpretiert werden. 
Die Topologie wird durch die offene Subbasis {IIA(J): f G A} erzeugt, wobei HA(J) die 
Menge aller Ordnungen P von A mit —J $ P ist. • 
Uns stehen daher für die Punkte von S p e r A zwei mögliche Deutungen zur Wahl . Ist 
P C A eine Ordnung, so schreiben wir wieder fc(P) für den reellen Abschluß von «(supp P ) 
unter P , J(P) für das B i l d von / G A in fc(P), usw. 
D e f i n i t i o n 3. Sei X ein topologischer Raum und seien x,y G X. Ist y G so heißt 
y eine Spezialisierung von x und x eine Generalisierung von y, i .Z . x >- ?/. Ist Ayr ein 
To-Raum, so ist durch x < y <^=> x y y eine (partielle) Ordnung auf X definiert. 
Ist X = Spec A , so gilt für p , q G X: p >- q <^ => p C q, d.h. die Spezialisierungsrelation 
ist die Enthaltensrelation. Ahnliches gilt auch im reellen Spektrum: 
Satz 3. Sind P , Q G S p e r A Ordnungen von A, so ist P >- Q (in S p e r A J äquivalent zu 
PQQ-
Beweis. P >- Q 
für / e A m i t Q e H(J) ist P G H(J) 
4==> für g G A mit g G P ist # G Q 
4=> P C Q . • 
Korollar 1. S p e r A ist ein To-Raum. • 
Korollar 2. 7s£ a G S p c r A itnc? supp (a) ez*7i maximales Ideal von A, so ist a ein 
abgeschlossener Punkt in Sper A. • 
(Die Umkehrung ist falsch, siehe Beispiele 2 weiter unten.) 
Bevor^wir einige Beispiele näher betrachten, kommen wir noch zum funktoriellen Ver-
halten von Sper. Hier ist die Situation ähnlich wie be im Zariski-Spektrum. 
Ist <p: A —> B ein Ringhomomorphismus und QQB eine Ordnung von P , so ist (p~l(Q) 
eine Ordnung von A . Daher induziert tp eine Abbi ldung 
Spev (p = </?*: S p e r P —> Sper A , Q H-> C/? - 1 ( (Q) . 
S p e r i s t stetig wegen (Sper<p>)~1 (HA(J)) — Hß(ip(f))- Auch Sper ist also ein Funk-
tor von kommutativen Ringen zu topologischen Räumen. (Wegen supp^ o (Sper9?) = 
(Spec<^>) osupp^ ist überdies supp ein Morphismus Sper —» Spec von Funktoren.) Durch 
(p werden des weiteren Einbettungen der reell abgeschlossenen Körper induziert: Für 
ß G S p e r P und a = <P*(ß) € S p e r A induziert <p eine (bezüglich a,ß) ordnungstreue 
Einbettung ^ s u p p ß \ K ( s u p p a) <—> «(supp/?), also auch <pß-.k(a) c—> k(ß) (I, §11)- Es 
kommittiert also (p := supp a , q := supp/?) 
« ( P ) — J 2 s — ^ « ( q ) 
I A-^B i 
k(a) Kß) 
Wieder kann man (p als Zurückziehen der auf Sper B definierten. „Funktionen" g G B 
mittels Sper (p (und mittels der Einbettungen ipß) deuten, wie beim Zariski-Spektrum. 
Satz 4. Sei S C A eine multiplikative Teilmenge und 25: A —> S - l A c/er kanonische 
Homomorphismus. Dann ist Sper (25) ein HomÖomorphismus von Sper 5 - 1 A auf den 
Teilraum {cx G Sper A : S Pl supp OJ = 0} = f]seS HA (s2) von Sper A . Für ß G Sper S ' - 1 A 
und a = (Sper is)(ß) ist <pß: k(a) —* k(ß) ein Isomorphismus. 
S a t z 5. Sei a C A ein Ideal und TT: A —> Aja die Reslklassenabbildung. Dann ist 
Sper 7r ein Homöomorphismus von Sper Aja auf den abgeschlossenen Teilraum ZA(a) — 
{a E Sper A: a C supp a} von Spcr A. Für ß E Sper Aja und ex = (Sper7r)(ß) ist 
ipß: k(a) —-> k(ß) ein Isomorphismus. 
Beweis von Satz 4 (Satz 5 geht ähnlich): Sei X : = f]seSIIA(s2). Die Inverse X —> 
Sper S " 1 A von Sper (is) ist P ^ S~2P := {f/s2:f E -P5 s E 5} ( P E X ) . Die 
Homöomorphie folgt aus 
(Sperz s ) # S - M ( - , • • - , - ) = ^ n / / ^ i / j , . . . , s r / r ) . 
V S i S r / 
D a ipsxxppß ein Isomorphismus ist (§1) und ordnungstreu ist, ist auch ipß ein Isomorphis-
mus. • 
K o r o l l a r 4. Für p E S p e c A besteht ein natürlicher Homöomorphismus Sper «(p) —> 
{a E Sper A : s u p p a = p}, induziert durch pp\ A —> /c(p). • 
B e i s p i e l e . 
1. Sei R ein reell abgeschlossener Körper und A = der R ing der formalen Po-
tenzreihen über i?. In A gibt es nur die Primideale (0) und ITi j 4 = (I)1 und es ist 
AC(A) = AjmA = P . Nach II, §9 besteht S p e r A folglich aus drei Ordnungen P 0 , P _ , P+ 
von A , wobei supp Po = ITtj4 und supp P- — supp P + = (0) ist. Wegen P L U P+ C P 0 ist Po 
abgeschlossen und hat P _ und P + als Generalisierungen (in den folgenden symbolischen 
Diagrammen sind Spezialisierungen durch Pfeile dargestellt): 
Po 
P - P+ 
2. Sei weiter R reell abgeschlossen und A = R[t]. Die reellen Primideale von R[t] sind 
(0) und alle (t — c), c E /£. Die Anordnungen von R(I) wurden in II, §9 bestimmt. Die 
Punkte in SperR[t] sind daher genau die folgenden: 
1. zu jedem c E R ein abgeschlossener Punkt Pc sowie zwei Genera-Iisierungen 
Pc- und P C ) + von P c (wir schreiben kurz c, c_, c + ) ; 
2. abgeschlossene Punkte P - Q 0 1 P-foo mit Träger (0) (kurz: —co, -}-oo); 
3. zu jedem freien Dedekindschnitt £ von R ein abgeschlossener Punkt P^ 
(kurz: £) mit Träger (0). 
Dabei existieren die Punkte vom Typ 3 nur für R ^ IR. 
• / \ ••• / \ / \ ••• 
a _ a + &_ b+ £ c_ c + - f c o 
Das B i l d zeigt, daß man auf Sper J2[i] eine natürliche lineare Ordnung „ < " hat, welche 
die Anordnung von. R fortsetzt. Die Topologie von SpevR[t] hat alle offenen Intervalle 
]a,6[, sowie die [—00, ö[, ]a,oo] (a, b G R) als offene Basis (wobei z .B . ]a.b[ := {a G 
Spev R[t]: a < a < b} die Punkte G + , 6_ enthält, die Punkte ci-,a,b,b+ dagegen nicht). 
M a n kann sich an diesem konkreten Beispiel leicht klarmachen, daß Sper P [ t ] quasikom-
pakt ist und daß die auf R C S p e r P [ t ] induzierte Teilraumtopologie gerade die starke 
Topologie von R ist. Dies ist ein ganz allgemeines Phänomen, wie wir jetzt sehen werden. 
Sei R ein reell abgeschlossener Körper, C — R(^J-A)1 A eine affine P-Algebra und 
V :— VA = Ilomji(A1C) ihre Varietät, sowie V(R) : = VA(R) die Menge ihrer reellen. 
Punkte . Durch Identifikation von x G V(R) mit := kern (x) hatten wir V(R) als 
Teilmenge von S p e c A aufgefaßt (§1). D a K(TV\X) = R genau eine Anordnung trägt, kann 
man V(R) auch mit einer Teilmenge von Sper A identifizieren, d.h. es gibt eine kanonische 
Injektion 
V(R) ^ Sper A , x ^ Px := { / G A: f(x) > 0} 
(deren B i l d aus allen P G S p e r A besteht, für die R —> A-^k(P) ein Isomorphismus ist). 
Nach Korol lar 2 besteht dabei V(R) aus abgeschlossenen. Punkten von Sper A . 
Seien U],..., un Erzeuger von A und sei j: V(R) <-+ Rn die zugehörige Einbettung, also 
j(x) = (u\(x),... ,un(x)). Die starke Topologie auf Rn (II, §6) induziert v ia j auf V(R) 
eine Topologie, die wir ebenfalls die starke Topologie nennen. (Wir werden sogleich sehen, 
daß sie nicht von der Einbettung j abhängt.) Die folgende Tatsache ist ein Indiz für die 
Nützlichkeit des reellen Spektrums beim Studium der Geometrie reeller Varietäten: 
S a t z 6. Die Relativtopologie von VA(R) in S p e r A stimmt mit der starken Topologie auf 
VA(R) überein. Insbesondere ist die letztere unabhängig von der Wahl einer Einbettung 
VA(R) ^ R N . 
Beweis. Eine Basis für die starke Topologie auf V(R) ist gegeben durch das System aller 
Mengen {x G V(R): fi(x) > 0 , . . . , / r ( x ) > 0} (r > IJ1 G A ) . Aber diese Menge ist 
gerade V(R)DIIA(f\,. . . , / / ) (wobei V(R) mit seinem B i l d in SperA identifiziert wurde). 
• 
B e m e r k u n g 6. Die reellen Punkte von V , versehen mit der starken Topologie, bilden also 
einen Tei lraum von Sper A , d.h. beim Ubergang zu Sper A hat man keine Information über 
V(R) eingebüßt. Zudem hat aber Sper A gegenüber V(R) einen großen Vortei l : Während 
V(R) für R ^ ILl topologisch schlechte Eigenschaften hat (total unzusammenhängend, 
feist nie (lokal) kompakt), ist S p e r A quasikompakt und hat (das zeigen wir hier nicht, 
siehe etwa [ B C R , §7.5] und [IIRA]) nur endlich viele Zusammenhangskomponenten, was 
die Definition eines nicht-trivialen Zusammenhangsbegriffs auch für R IR ermöglicht2. 
Durch die Ii inzunahme „idealer'' Punkte hat man also einen sehr viel geometrischeren 
Raum gewonnen. Es läßt sich schon am Beispiel der affinen Geraden (A = R[t]> s.o.) 
sehr gut beobachten, wie die zusätzlichen Punkte in S p e r A „die Löcher schließen" (für 
R ^ IR) und den R a u m quasikompakt machen. 
2 Einen anderen Zugang ohne Verwendung des reellen Spektrums findet man in [ D K l ] . 
Tatsächlich ist V(R) als Teilraum von S p e r A dicht! Das ist eine unmittelbare Folgerung 
aus dem Satz von A r t i n - Lang: 
T h e o r e m 7. VA(R) ist ein dichter Teilraum von Sper A. 
Beweis. Seien / i , . . . , / r G A mit II(fu... ,fr) ^ 0, etwa mit a = (p ,T) G H(f\,.... fT). 
Dann ist /c(p) ein Funktionenkörper über i2 und T eine Anordnung von diesem, unter 
welcher / i , . . . , / r > 0 sind (/; := pp(fi) G « ( p ) ) . Nach II, §1.1, Theorem 3 gibt es 
einen /L-Homomorphismus ip:A/p —» P mit <p(fi) > 0, z = 1,...,?\ Die Komposiuon 
x: A^ A/p^R ist ein Punkt in V(R) Ci Ii'(/i,..., / r ) . • 
In §5 (Theorem 1) wird diese Aussage noch wesentlich verallgemeinert werden. 
§4. Konstruierbare Teilmengen und spektrale Räume 
A sei stets ein Ring. 
Es wird jetzt auf SperA eine zweite Topologie eingeführt, die sich vielfach als nützlich 
erweist. Dennoch betrachten wir die Harrison-Topologie als die „eigentliche" Topologie 
von Sper A , während der „konstruierbaren Topologie" eher eine Hilfsfunktion zukommt. 
W i r d daher in topologischen Aussagen über Sper A die Topologie nicht präzisiert, so ist 
stets die Harrison-Topologie gerneint. 
Definition 1. 
a) Eine partiell geordnete Menge ( L , <) heißt ein Verband (mit O und 1), falls jede endliche 
Teilmenge XCL eine größte untere Schranke inf X und eine kleinste obere Schranke 
supJV in L hat. Insbesondere existieren O := s u p 0 = inf L und 1 inf 0 = sup L. M a n 
schreibt für x,y G L kurz 
x A y := inf {x, y] , x W y := sup{x, y} . 
b) E i n Boolescher Verband ist ein Verband (L,<) mit folgenden Eigenschaften: 
(1) x A (y V z) — (x A y) V (x A z) (x,y,z£L) (Distributivität); 
(2) für x G L existiert x' G L mit x A xf — O und x V i ' = l (Komplement). 
Bemerkungen (siehe etwa [Gr]). 
1. In Booleschen Verbänden ist das Komplement x' von x eindeutig bestimmt, und es gilt 
auch die zu (1) duale Identität (bei der die Zeichen A und V vertauscht sind). 
2. Boolesche Verbände kann man auch als diejenigen Z /2Z -A lgebren B definieren, welche 
x2 — x für alle x G B erfüllen (Boolesche Algebren). E i n Boolescher Verband L bildet 
nämlich mit 
x + V := (x A y') V (a;' A y) und xy := x A y 
eine solche Algebra, und umgekehrt jede Boolesche Algebra durch 
x A y :— xy , x V y := x -\- y + xy , x' := 1 -j- # 
einen Booleschen Verband. 
Definition 2. 
a) M i t /C(SperA) wird der von der Harrison-Subbasis Tij\ von S p e r A in der Potenzmenge 
2 S p e r / 4 erzeugte Boolesche Teilverbancl bezeichnet. Die Elemente aus AC(SperA) heißen 
die konstruierbaren Teilmengen von Sper A . W i r setzen 
/C(SperA) := {Y G JC(Sper A): Y ist offen}, 
^ ( S p e r A ) := {Y G /C (SperA) : Y ist abgeschlossen}. 
b) Die konstruierbare Topologie auf Sper A ist die von /C(Sper A) als offener Basis erzeugte 
Topologie. 
B e m e r k u n g e n . 
3. /C(SperA) ist die kleinste Teilmenge /C von 2 S p e r v 4 mit HA C JC1 welche unter B i ldung 
von endlichen Durchschnitten und von Komplementen stabil ist. /C(SperA) besteht genau 
aus den endlichen Vereinigungen von Mengen der Form 
IlA(fu-.-Jr)C\IIA{gu...,gs) {Jll9j G A ) , 
oder aus solchen der Form 
HA(fu...Jr)nzA(g) ( / , , s e / i ) , 
oder aus solchen der Form 
{a G S p e r A : s g n / i ( a ) = eu ..., sgn / r ( a ) = er} (J1 G A1S1 G { -1 ,0 ,1} ) . 
4. Die konstruierbare Topologie ist feiner als die Harrisonsche. Ist A = k ein Körper, so 
stimmen beide überein, da die Harrison-Subbasis komplementstabil ist ((Sper k) —Hjc(J) = 
# * ( - / ) , für f£K*). 
W i r werden jetzt sehen, daß die konstruierbare Topologie dennoch grob genug ist, um 
angenehme Eigenschaften zu besitzen. Der Beweis von Theorem 1 hat primär mit reeller 
Algebra gar nichts zu tun und gehört eigentlich in die Modelltheorie. 
T h e o r e m 1. S p e r A , versehen mit der konstruierbaren Topologie, ist ein total unzu-
sammenhängender kompakter (Hausdorff-) Raum. Die konstruierbaren Teilmengen sind 
genau die darin offenen und abgeschlossenen Mengen. 
Beweis. Zunächst zur letzten Aussage: Sper A trage die konstruierbare Topologie. Nach 
Definition sind alle Y G /C(SperA) offen und abgeschlossen. Ist umgekehrt Y C S p e r A 
offen und abgeschlossen, so ist Y wegen der (noch zu zeigenden) Kompaktheit von Sper A 
Vereinigung von endlich vielen konstruierbaren Mengen und daher selbst konstruierbar. 
Für den Kompaktheitsbeweis sei Z = YlfeA^^}^ v e r s e ^ e n der Produkttopologie. 
Z ist total unzusammenhängend und, nach Tykhonov, kompakt. W i r identifizieren ein 
Element (e/)f^A der Teilmenge {/ G A:ej = 1} von A , also Z mit der Potenzmenge 
von A . Daher definiert j(a) := {J G A : J(a) > 0} = Pct eine Injektion j: Sper A <-» Z1 
und die durch Z (via j) auf S p e r A induzierte Topologie ist genau die konstruierbare 
Topologie (Bemerkung 3). W i r haben also die Abgeschlossenheit von j(SperA) in Z 
zu zeigen, bzw. die Offenheit von Z - J ( S p e r A ) . Dazu sei S C A eine Teilmenge mit 
S $ j (Sper A ) , d.h. S sei keine Ordnung von A . Eines der folgenden Axiome ist dann 
verletzt (§3): 
(1) S+ S CS, 
(2) SS C S1 
(3) S U ( - S ) = ,4, 
(4) a £ S1 b £ S -ab £ S (a, 6 G A ) . 
Damit aber ist das betreffende A x i o m auch in einer Umgebung von 5 in Z verletzt! 
W i r zeigen dies am Beispiel von (4): Es gebe a,6 G A-S mit —ab G S. Dann ist 
U := {T C A : a ¢ T1 b £ T1 -ab G T} eine Umgebung von S in Z1 und für alle T G /7 ist 
(4) aus demselben Grund verletzt, wie es für S der Fal l war. • 
Korol lar 1. Die Harrison-Topologie auf Sper A ist quasikompakt. 
(Denn, sie ist gröber als die konstruierbare.) • 
Sei (p: A —> B ein Ringhomomor ph i smus. Dann ist Soer^ : Sper B —• S p e r A auch stetig 
in den konstruierbaren Topologien, denn (Sperc/?) - 1 (liA(f)) — Kß(^>(f)) (f £ ^)? unc^ 
Urbildnehmen vertauscht mit den Booleschen Operationen. Jedoch ist das Bilcl einer 
konstruierbaren Menge i .a. nicht mehr konstruierbar (der Leser zeige dies für R[ t ] <—> R(t) 
und die Menge Sper R(t)). Daher ist es vielfach notwendig, allgemeinere Teilräume zu 
betrachten. 
Definition 3. Eine Teilmenge Y von Sper A heißt prokonstruierbar, wenn Y Durchschnitt 
von (beliebig vielen) konstruierbaren Teilmengen von S p e r A ist, oder äquivalent, wenn Y 
abgeschlossen in der konstruierbaren Topologie ist. 
Bemerkungen. 
5. Die Äquivalenz folgt daraus, daß das Komplement einer Teilmenge Y , welche abge-
schlossen in der konstruierbaren Topologie ist, Vereinigung von konstruierbaren Teilmen-
gen von Sper A ist. 
6. Beispiele prokonstruierbarer Teilräume von Sper A sind Sper S - 1 A und Sper A / a . Sind 
S (als Halbgruppe) bzw. o (als Ideal) endlich erzeugt, so sind diese konstruierbar. Je ein 
weiteres Beispiel bilden die Mengen HA(T) und HA(T) ( T U beliebig). 
Satz 2. Für jeden Homomorphismus tp: A —> B ist Sper ip stetig in den konstruierbaren 
Topologien. Urbilder und Bilder prokonstruierbarer Teilmengen sind wieder prokonstru-
ierbar. 
Beweis. Die erste Aussage wurde schon bemerkt. Ist Y C Sper B prokonstruierbar, so 
ist Y kompakt in der konstruierbaren Topologie. Dasselbe gilt also auch für (Sperc^)(Y), 
d.h. (Sperc^)(F) ist abgeschlossen in S p e r A in der konstruierbaren Topologie. • 
Korollar 2 (zu Theorem 1). 
a) Ist Y eine prokonstruierbare Teilmenge von Sper A, so hat jede Uberdeckung von Y 
durch konstruierbare Teilmengen von Sper A eine endliche Teilüberdeckung. 
b) Hat eine Familie prokonstruierbarer Teilmengen von S p e r A leeren Durchschnitt, so 
gilt dies auch schon für eine endliche Teilfamilie. • 
Zum Beispiel ist eine offene Teilmenge von S p e r A genau dann prokonstruierbar, wenn 
sie quasikompakt, also .konstruierbar (d.h. in /C(SperA)) ist. Diese Mengen sind demnach 
genau die endlichen Vereinigungen von Mengen der Form H(fi,..., fr)-
Eine sehr wichtige Konsequenz ist auch 
Satz 3. Für jede prokonstruierbare Teilmenge Y von S p e r A ist Y — IJ {y} (bezüglich 
der IIarrison-Topologie). 
Korollar 3. Eine prokonstruierbare Teilmenge von S p e r A ist genau dann (Ilarrison-) 
abgeschlossen, wenn sie stabil unter Spezialisierung (in SperA y ) ist. Eine konstruierbare 
Teilmenge ist genau dann offen, wenn sie stabil unter Generalisierung ist. 
Beweis von Satz 3. Nur „ C " ist nicht t r iv ia l . Sei z G Y, und sei {Uf.i G /} die Familie 
der offenen konstruierbaren Umgebungen von z in S p e r A . Für alle i ist Y Fl U% ^ 0, und 
demnach Y PI f| Ui ^ 0 nach Korol lar 2. Für y G Y Pl f] U1 ist z G {y}. • 
t€/ iei 
Während der Abschluß prokonstruierbarer Mengen trivialerweise wieder prokonstru-
ierbar ist, gibt es Fälle, in denen der Abschluß einer konstruierbaren Menge nicht mehr 
konstruierbar ist. Dies kann allerdings in den reellen Spektren von affinen Algebren über 
Körpern (allgemeiner: von exzellenten Ringen) nicht passieren. Vergleiche hierzu [ A B R , 
Theorem 3.1]. 
Korollar 4. Ist Y eine abgeschlossene irreduzible Teilmenge von S p e r A und Y ^ 0, so 
besitzt Y (genau) einen generischen Punkt. 
Beweis. Sei Z der Durchschnitt von Y mit allen U G /C(SperA) , für die Y Pl U ^ 0 ist. 
D a Y irreduzibel ist, trifft Y den Durchschnitt von je endlich vielen solcher [/, es ist also 
Z ^ 0 nach Korol lar 2. Für z G Z ist Y = {2} , denn gäbe es y G Y — {z}, so hätte y eine 
Umgebung V mit 2 ^ V , Widerspruch. • 
Bemerkungen 
7. Ist A ein noetherscher R ing , etwa eine affine Algebra über einem Körper, so hat 
X = S p e c A nur endlich viele irreduzible Komponenten (d.h. A hat nur endlich viele 
minimale Primideale) , welche in der algebraischen Geometrie eine wichtige Rolle spielen. 
Im Gegensatz dazu haben die Räume X = S p e r A , auch in der „geometrischen" Situation, 
fast immer unendlich viele minimale Punkte , weshalb hier der Begriff der irreduziblen 
Komponenten nicht so nützlich sein dürfte. 
W i r verlassen nun (vorübergehend) die reelle Algebra und unternehmen einen Exkurs 
in die mengentheoretische Topologie. Den nun zu definierenden spektralen Räumen kom-
men alle topologischen Eigenschaften zu, die wir bisher für Zariski-Spektrum und reelles 
Spektrum fanden. Auf diese Weise wird die Grenze zwischen reell-algebraischen und rein 
topologischen Argumenten verdeutlicht. Außerdem erhält man die gemachten Aussagen 
sogleich für eine Vielzahl neuer Räume, die beim Studium der Spektren in. natürlicher 
Weise auftreten (z .B. sind prokonstruierbare Teilräume selbst spektral). Neben den reel-
len Spektren sind vor allem die Zariski-Spektren die Hauptbeispiele für spektrale Räume; 
tatsächlich sind es sogar alle Beispiele, wie Höchster [Ho] gezeigt hat. 
Definition 4. 
a) E i n spektraler Raum ist ein topologischer R a u m X mit folgenden Eigenschaften: 
(1) X ist ein quasikompakter To-Raum; 
(2) der Durchschnitt von je zwei offenen quasi kompakten Teilmengen von X ist 
wieder quasikompakt; 
(3) die offenen quasikompakten Mengen bilden eine Basis der Topologie von X; 
(4) jeder nicht-leere abgeschlossene irreduzible Teilraum von X hat (genau) 
einen generisehen Punkt , 
b) Eine spektrale Abbildung f:X —> Y zwischen spektralen. Räumen X1Y ist eine A b -
bildung, bei der für alle VCY gilt: Ist V offen und quasikompakt, so auch / _ 1 ( V ) . 
(Insbesondere ist / stetig.) 
D e f i n i t i o n 5. Sei X ein spektraler Raum. 
a) JC(X) bezeichnet den von den offenen quasikompakten Teilmengen von X (in 2X) 
erzeugten Booleschen Verband. Die Elemente aus JC(X) heißen die konstruierbaren Teil-
mengen von X\ JC(X) bzw. JC(X) bezeichnen das System der offenen bzw. der abge-
schlossenen konstruierbaren Mengen. 
b) Die konstruierbare Topologie auf X hat JC(X) als offene Basis. Den mit dieser Topolo-
gie versehenen R a u m X bezeichnen wir mit X c o n und nennen die originale Topologie von 
X zur Unterscheidung manchmal auch die spektrale Topologie von X. 
Beispiele 
1. Die spektralen Abbildungen sind diejenigen stetigen Abbildungen X —> Y1 für die auch 
Kcon —• ^ con stetig ist. 
2. Sper A ist ein spektraler R a u m , und die Definition der konstruierbaren Teilmengen 
stimmt mit der früheren überein. Sperc/? ist eine spektrale Abbi ldung. Ebenso ist SpecA 
ein spektraler R a u m und Spece^ eine spektrale Abbi ldung (tp ein Ringhomomorphismus). 
3. Jeder Boolesche (d.h. kompakte und total unzusammenhängende) Raum ist spektral. 
Die konstruierbaren Mengen sind genau die offen-abgeschlossenen Mengen, weshalb hier 
spektrale und konstruierbare Topologie übereinstimmen. Die Booleschen. Räume sind 
genau die HausdorfFschen spektralen Räume. 
S a t z 4 . Sei X ein spektraler Raum. Dann ist Xcon kompakt und total unzusam-
menhängend. Die identische Abbildung Xcon —• X ist spektral, und (Xcon)con = Xcon. 
Beweis. Der Beweis ist komplizierter als bei Theorem 1, da uns die „Modelltheorie" fehlt. 
Einzig nicht-trivial ist die Quasikompaktheit von J c o i h d.h. die endliehe Durchschnitts-
Eißenscha.ft für JC(X). Dajedes konstruierbare Y C X endliche Vereinigung von Mengen 
der Form U-V mit U1 V offen quasikompakt ist, genügt es, zu zeigen: Ist y = {Yi'. i £ 1} 
eine Familie von offen-quasikompakten oder abgeschlossenen Mengen in X mit f] Yj 0 
für alle endlichen J C I1 so ist f| Y1 ^ 0. 
i£l 
O.E. sei y unter der angegebenen Eigenschaft maximal (Zorn). Ist Z der Durchschnitt 
der abgeschlossenen Mengen in yi so ist Z ^ 0 (da X quasi kompakt ist) , also auch Z £ y. 
Wir zeigen, daß Z irreduzibel ist. Wäre Z = Z\ U Z2 mit abgeschlossenen Z{ ^ Z1 so 
gäbe es wegen Z{ ^ y offene Ui1Ui E y mit Ui Pl Zi — 0 (i = 1,2), insbesondere mit 
(Ui PI U2) H Z = 0. Aber U\ D U2 E V wegen der Maximalität von y, Widerspruch. Nun 
ist klar , daß der generische Punkt von Z in f]Y{ liegt. • 
K o r o l l a r 5. JC(X) besteht genau aus den offenen quasikompakten Teilmengen von X. • 
Definition 6. Sei X ein spektraler Raum. Eine Teilmenge Y von X heißt prokonstru-
ierbar, wenn Y Durchschnitt konstruierbarer Teilräume ist (äquivalent: wenn Y in - Y c o n 
abgeschlossen ist). 
Wie früher ergibt sich 
Korollar 6. Sei X ein spektraler Raum. 
a) Jede Uberdeckung einer prokonstruierbaren Menge durch konstruierbare Mengen hat 
eine endliche Teilüberdeckung. 
b) Hat eine Familie prokonstruierbarer Mengen in X leeren Durchschnitt, so gilt dies 
schon für eine endliche Teilfamilie. 
c) Für jede prokonstruierbare Teilmenge Y von X ist Y — IJ {y}. • 
y£Y 
Ebenso gilt Korol lar 3 ganz entsprechend. 
Satz 5. Sei X ein spektraler Raum und Y ein Teilraum von X. 
a) Y ist genau dann prokonstruierbar in X, wenn Y selbst ein spektraler Raum und die 
Inklusion Yt-^X spektral ist. 
b) Sei Y prokonstruierbar. Dann gelten 
JC(Y) = YD JC(X)1 JC(Y) = YD JC(X)1 JC(Y) = Yn JC(X) 
(hier schreiben wir Y Pl JC(X) für {Y Fl K:K G JC(X)}, usw.). Die konstruierbare 
Topologie auf Y ist die Spurtopologie der konstruierbaren Topologie von X. 
Beweis. Dies folgt leicht mit Hilfe von Satz 4. Die Einzelheiten, seien dem Leser überlassen. 
• 
Z u m Abschluß sei noch ein oft nützliches Konzept vorgestellt: 
Definition 7. Sei X ein spektraler Raum. M i t X* bezeichnen wir die Menge X1 versehen 
mit der durch K(X) als offener Basis erzeugten Topologie, und nennen X* den zu X 
inversen spektralen Raum. 
Die Bezeichnung wird gerechtfertigt durch 
Satz 6. Sei X ein spektraler Raum. Dann ist auch X* ein spektraler Raum, und für 
X1Xj G X gilt: x y y in X y y x in X\ Es ist K(X*) = JC(X), K(Xif) = JC(X), 
JC(X*) = JC(X), also auch (X*)con = Xcon und X** = X. 
Beweis. Für x,y G X gilt : x y y in X <==> für alle Y G K(X) mit x G Y ist 
y G Y -<==> y y x in X*. Somit ist X* ein To-Raum. Weiter besteht JC(X) genau 
aus den in X* offenen und quasikompakten Mengen, denn jedes Y G K(X) ist wegen 
der Kompaktheit von X c o n quasikompakt in X*. D c i m i t sind die Eigenschaften (1) - (3) 
eines spektralen Raums für X* schon klar. Zu (4): Sei 0 ^ Y C X1 abgeschlossen und 
irreduzibel in X\ und sei Z := {Z G JC(X): Y Ci Z ^ 0}. Für je endlich viele Z1 G Z ist 
Y n Z\ n • • • n Zr ^ 0 (Irreduzibilität), außerdem ist Y ein Durchschnitt von Mengen aus 
K(X)1 also prokonstruierbar in X. Nach. Korollar 6b) gibt es also ein y G yC\f]Z€Z %'> u n ^ 
y ist generischer Punkt für den Teilraum Y von X*. Damit ist X* als spektral erkannt, 
und die restlichen Behauptungen folgen sofort. • 
§5. Die geometrische Situation: Semialgebraische Mengen und Filtersätze 
M i t „geometrischer Situation" ist der Fal l einer affinen Varietät (bzw. einer affinen Alge-
bra) über einem reell abgeschlossenen Körper gemeint. Hier gibt es eine recht anschauliche 
geometrische Interpretation von SperA und seinen konstruierbaren Teilräumen durch se-
mialgebraische Teilmengen, von VA(R). 
Sei stets R ein reell abgeschlossener Körper, A eine affine /^-Algebra, V = VA = 
EomR(A1C) ihre Varietät und V(R) = VA(R) = IioniR(A1R) deren reelle Punkte. W i r 
fassen V(R)1 versehen mit der starken Topologie, als Teilraum von SperA. auf, wie in §3 
erklärt. Für jede Teilmenge Y von S p e r A kann man dann die Teilmenge Y Fl V(R) von 
V(R) betrachten. 
Definition 1. a) W i r setzen 
G(V(R)) := V(R)HJC(SpevA) = {Yf) V(R): Y G K(SpevA)} 
und nennen die Mengen M G &(V(R)) die semialgebraischen Teilmengen von V(R). 
Allgemeiner sei für M G S {V(R)) 
S(M) := M H A C ( S p e r A ) = M f l & ( V ( R ) ) = {N G &(V(R)):N Q M} 
die Menge der semialgebraischen Teilmengen von M. Offensichtlich ist 6 ( M ) ein Boole-
scher Tei l verband von 2M. 
b) Für jede semialgebraische Teilmenge M von V(R) sei 
S(M) := {N G 6 ( M ) : A M s t offen in M} , 
S(M) := {N G S(M): N ist abgeschlossen in A f } , 
bezogen jeweils auf die starke Topologie. 
Bemerkung 1. Die semialgebraischen Teilmengen von V(R) sind also genau diejenigen 
Teilmengen, welche sich durch endlich viele (Gleichungen und) Ungleichungen beschreiben 
lassen, also die endlichen Vereinigungen von Mengen der Form 
{x G V(R): f(x) = 0, gi(x) > 0 , . . ..,gr(x) > 0} 
(r > 0, /,</],• •. ,</r e A) (vgl. §4). Für A = R[t] etwa, wo also V(R) = R ist, handelt es 
sich genau um die Vereinigungen von endlich vielen (eventuell degenerierten) Intervallen. 
Entscheidend ist nun, daß beim Ubergang von einer konstruierbaren Teilmenge Y von 
S p e r A zur semialgebraischen Teilmenge Y f l V(R) von V(R) keine Information verloren 
geht, daß man also Y auch, wieder zurückgewinnt! Der Grund ist wieder der Satz von 
A r t i n - L a n g : 
Theorem 1. Für jede konstruierbare Teilmenge Y von S p e r A ist YH V(R) dicht in Y 
bezüglich der konstruierbaren Topologie (und erst recht bezüglicJi der Harrison-Topologie). 
Beweis. Es genügt zu zeigen, daß für Y ^ 0 auch Y Fl V(R) ^ 0 ist. O . E . sei Y = 
ZAU) n HA(gil.. .l9r) (fig% G A ) . Sei B := A/Af und W(R) := VB(R) = Eomn(B1R) 
(die reellen Punkte der Varietät von B). Zu zeigen ist W(R) D Hß(g\y..., g^) ^ 0 
(gi := B i l d von gi in B). Nach Voraussetzung ist i / ß (</T,..., <fr) zZ1 0, die Behauptung 
folgt also aus der Dichtheit von W(R) in Sper B (§3, Theorem 7). • 
Korollar 1. Für x G S p e r A ist {x} genau dann konstruierbar, wenn x G V(R) ist. • 
Korollar 2. Durch Y Y D V(R) ist ein Isomorphismus JC(SpevA) —» S(V"(jß)) der 
Booleschen Verbände definiert. Allgemeiner ist für jede konstruierbare Teilmenge Z von 
S p e r A und für M := ZDV(R) die AbbildungY v-» YnV(R) ein Verbandsisomorphismus 
von JC(Z) auf S(AT). • 
Definition 2. Die z u F ^ F f l V(R) inverse Abbi ldung S ( V ( # ) ) -> /C(SperA) wird 
mit ~ (tilde) bezeichnet. Für eine semi algebraische Teilmenge M von V(R) ist also M 
die (eindeutig bestimmte) konstruierbare Teilmenge von Sper A mit M = MD V(R), und 
zwar ist M der Abschluß von M in Sper A unter der konstruierbaren Topologie. 
Dabei ist folgende Tatsache sehr wichtig, die wir jedoch erst i m zweiten Band [HRA] 
beweisen werden: 
Theorem. Seien M1N semialgebraische Teilmengen von V(R) mit N C M. Ist N 
in M offen, so auch N in M (die Umkehrung gilt trivialerweise). Es gilt also auch 
6 ( M ) = M H Z C ( S p e r A ) und S(M) = M n Z C ( S p e r A ) . 
Eine äquivalente Formulierung ist 
T h e o r e m ' (Endlichkeitssatz). Seien U1M C V(R) semialgebraisch mit U C M, und sei 
U offen in M. Dann ist U Vereinigung von endlich vielen Mengen der Form {x E M: 
J1(X) > O 1 . . .,fr(x) > 0} (r € I N , Z l l . . . , fr E A). 
Beispiel 1. Sei A = R[t], also V(R) — R. Eine explizite Beschreibung von Sper A findet 
sich in §3; wir verwenden die natürliche totale Ordnung < auf Sper R[i\. Die Abbi ldung 
~: 6(V(R)) -+ JC(Sper Ä[t]) hat auf den Intervallen M C R folgende Gestalt: 
[a,6], 
[a,6[ = [a ,6_ ] , 
]a,6[ = [a+,6_] 
(die Intervalle M beziehen sich, natürlich auf Sper jR[t] und die Ordnung < dort). Man 
beachte, daß stets noch andere, nicht konstruierbare Teilmengen Y ^ M von SperR.[t) 
mit M = V(R) n F existieren (z .B. ist Y := [a_ ,6+] eine solche Menge für M = [a,6], 
welche sogar ebenfalls abgeschlossen ist). Eine Bijektion erhält man also nur, wenn man 
sich auf konstruierbare Teilräume von S p e r A beschränkt. 
Für das Weitere werden einige Begriffe gebraucht. Sei X eine Menge und L ein 
Teilverband von 2X (d.h. es ist {0,^} C L, und L ist unter endlichen Durchschnitten 
und Vereinigungen abgeschlossen). 
für M = [a,6] ist M 
für M = M t ist M 
für M = ]a,6[ ist M 
für M = 1 —co, a\ ist M 
D e f i n i t i o n 3. Sei L ein Teilverband von 2X. 
a) E i n Filter in L ist eine nicht-leere Teilmenge F von L mit 0 ^ E , für die gelten: 
(1) A,B € F An B e F; 
(2) Ae F1 B e L1 AQ B ^ B e F. 
b) E i n F i l t e r F heißt Primfilter von L , wenn für alle A1B £ L gilt : 
A U ^ G J F => AeF oder 5 G F. 
c) Die maximalen Fi l ter von L heißen Ultrafilter. 
d) Die Mengen der F i l ter , Primfi lter , Ultrafilter auf L bezeichnen wir mit Filt(Zz), P r i m ( L ) , 
U l t r a ( L ) . 
B e m e r k u n g e n . 
2. Ist E eine Teilmenge von L mit P U e E 7 A 7^  0 für alle endlichen C E , so ist E in 
einem Fi l ter von L enthalten. Der kleinste solche ist 
{BeL: es gibt eine endliche Teilmenge Ef C E mit |^ | A C E } . 
E i n F i l ter F ist also genau dann ul tra , wenn für alle BeL-F' ein A G F 1 mit A f l E = 0 
existiert. Jeder Ultrafdter ist ein Primfdter. 
3. Ist L ein Boolescher Teilverband von 2X (d.h. ist mit AeL auch I - A G L ) , so 
sind P r i m - und Ultrafilter in L dasselbe. Es sind dies genau die Fi l ter F mit A G F oder 
X - A G E , für alle AeL. 
Die folgende Bezeichnung wurde ad hoc gewählt: 
D e f i n i t i o n 4. E i n Teilverband L von 2X heiße kontrollierbar, wenn, für alle Teilmengen E 
von L und alle BeL mit p| A C E eine endliche Teilmenge E' von E mit f] A C E 
existiert. M i t a ^ e a ^ e ' 
pro-L : = | y C X : es gibt E C L mit f] A ] 
bezeichnen wir den Verband der pro-L-Mengen in X". 
B e i s p i e l 2. Ist X ein spektraler R a u m , etwa X = S p e r A , so sind / C ( X ) , / C ( X ) , £ ( X ) 
kontrollierbare Teilverbände von 2X\ zudem ist JC(X) Boolesch. W i r werden gleich sehen, 
daß die Fi l ter dieser Verbände eine andere Möglichkeit der Beschreibung von X bieten. 
L e m m a . Sei X eine Menge und L ein kontrollierbarer Teilverband von 2X . Dann ist die 
Abbildung 
F i l t ( L ) -> (pro-L) ~ { 0 } , E ^ Q A , 
AeF 
eine inklusionsumkehrende Bijektion. Die Umkehrabbildung ist 
Y ^ Fy := { E G L : F C E } . 
Beweis. K l a r ist, daß Fy ein Fi lter in L ist für 0 =fi Y C X. Ist F G F i l t ( L ) und 
Y = C\AeF >^ s o ' s^ — z u zeigen, wobei „D" tr iv ial ist. Die umgekehrte Inklusion 
folgt aus der Kontrollierbarkeit von L . • 
Hieraus folgt unmittelbar 
K o r o l l a r 3. 5ez L ein kontrollierbarer Teilverband von 2X. Unter obiger Dijektion 
F i l t ( L ) —• (pro-L) — {0} entsprechen 
a) die Primfilter von L den pro-L-Mengen 0 ^ Y C X mff: 
A , £ G L , Y C AUB => y C A oder Y C B : 
b) die Ultrafilter von L den minimalen nicht-leeren pro-L-Mengen. • 
Sei jetzt X ein spektraler Raum. Bevor wir zur angekündigten Beschreibung von X 
durch Fi l ter auf Verbänden konstruierbarer Teilmengen kommen, noch eine 
D e f i n i t i o n 5. Ist X ein spektraler R a u m , so setzen wir 
X m a x :={xeX:ye{x$=>y = x}, Xmhl := {x 6 X:x ejy} V = *} • 
Es handelt sich also um die bezüglich der Spezialisierungsrelation maximalen bzw. 
minimalen Punkte . M a n beachte, daß X m a x genau die Teilmenge der abgeschlossenen 
Punkte von X ist, und daß X m i n = ( X * ) m a x und X m a x - ( X * ) r a i n gelten (A'* = zu X 
inverser spektraler R a u m , §4). 
S a t z 2. Sei X ein spektraler Raum. 
a) Es besteht eine kanonische inklusionsumkehrende Bijektion 
F i l t K ( X ) {Y C X: Y ist abgeschlossen und Y ^ 0} , 
nämlich F (-> f]AeFA. Die Inverse ist Y ^ Fy = {A G £ ( X ) : Y C A } . 
b) L s besteht eine kanonische Bijektion 
X -> P r i m y C ( X ) , x h-* L 1 2. = {A G £ ( X ) : z G A} . 
c) Dze Abbildung aus b) induziert eine Bijeklion 
X m a x -> UltraZC(A r ) , s •-> . 
Beweis, a) folgt aus dem Lemma wegen pro-£(A') = { Y C X : Yabgeschlossen}. Aus 
Korollar 3 folgt, daß unter der Bijektion a) P r i m ZC(X') den abgeschlossenen irreduzi-
blen Teilmengen Y ^ 0 von X entspricht; indem wir Y mit seinem generischen Punkt 
identifizieren, erhalten wir b) und c). • 
Durch Interpretation von JC(X) als ZC(X*) und von JC(X) als JC(Xcon) gewinnt man 
weitere derartige Aussagen: 
S a t z 3. Sei X ein spektraler Raum. Dann besieht eine Bijektion 
X -> FnmJC(X)1 x h-> Fx = {A G JC(X): x G A} , 
•welche eine Bijektion Xmm —•> UltraZC(X) induziert. • 
S a t z 4. Sei X ein spektraler Raum. Es besteht eine Bijektion 
Fi l tZC(X) ^ { F C X : Y ist prokonstruierbar und Y ^ 0} , 
nämlich F H / i e F ^ diverser Y Fy = {A G Z C ( A a ) : Y C A } . Diese induziert 
eine Bijektion ' X -> Pr imZC(X) = Ul t raZC(X) , x F x = {A G Z C ( X ) : x G A } . • 
Vor allem der letzte Satz wird häufig in der geometrischen Situation benutzt: 
K o r o l l a r 4. Sei R reell abgeschlossen, A eine affine R-Algebra und V(R) die Menge der 
reellen Punkte der Varietät V = Va von A. 
a) (Ultrafiltersatz, L . Bröcker 1981) Es besteht eine Bijektion 
S p e r A - » U l t r a S ( V ( E ) ) v x t-> FX = {M: x G M} 
mit Inverser F t—> H M G F M. 
b) Es besteht eine Bijektion von F i l t (3 (V(R)) auf die Menge der nicht-leeren prokon-
struierbaren Teilmengen von Sper A ; nämlich F i—> C\M€F^- ^ 
Sei weiterhin A eine affine Algebra über einem reell abgeschlossenen Körper R und V = 
VA die zugehörige Varietät. W i r geben i m folgenden einige Beispiele, die die Entsprechung 
zwischen reellem Spektrum und Ultrafi ltern illustrieren sollen. Für x G S p e r A sei stets 
Fx = {M G 6 ( V ( R ) ) : x G M} der zugehörige Ultrafi lter. Unter Identifikation von SperA 
mit U l t r a 6 (V(R)) ist also M = { F : Af G F } , für semialgebraisches Af C V(R). 
B e i s p i e l 3. Sei A = /?.(/.], also V(R) = E (siehe §3, Beispiel 2). Die Korrespondenz 
SperA —> U l t r a o ( E ) sieht wie folgt aus: 
für x G Sper A besteht E x aus allen M mit 
i = c G E c G M 
2: = c- (c G E ) ]c — e, c[ C M für ein £ > O 
x = c + (c G R) ]c,c + e[ C Affür eine > O 
X = — CO ] —co,a[ C Af für e ina G R 
x = -fco ]a, co[ C Af für ein a G R 
x = £ (freier Schnitt) 3 a , 6 m i t a < £ < bund ]a, 6[ C Af 
Beispiel 4. Betrachten wir die Elemente von S p e r A als Ultrafilter auf S ( F ( P ) ) , so 
lassen sich die zugehörigen Ordnungen von A leicht angeben. Für x G Sper/1 und / G A 
§ l l t f(x) > 0 es gibt M G Fx mit / | M > 0 , 
f(x) > 0 <=> es gibt M G Fx mit /| Af > 0 , usw. 
Der Träger p = supp (x) von x läßt sich so beschreiben: Die zu p gehörende Untervarietät 
W := V^/p von F ist die kleinste abgeschlossene Untervarietät von V mit VF(P) G Fx: 
also VF(P) = p|VVr, W1(R)1 Durchschnitt über alle abgeschlossenen Untervarietäten W' 
von. V mit W1(R) G F r c . 
Beispiel 5. Für x,y G S p e r A gilt: 
x y y (d.h. y e n © ( V R ( A ) ) Fy n 6 ( V ( Ä ) ) C . F X . 
Ist M C V ( A ) semialgebraisch und x G M 5 so ist genau dann x G Mnmx1 wenn es für 
jedes N G S ( M ) mit N G P x ein in M abgeschlossenes N1 G P x gibt mit Nf C A r . 
Beispiel 6. Sei A = R[x,y]. Betrachte die Homomorphismen 
tpQ:A->R , / - / ( 0 , 0 ) 
W A - » P ( x ) , / H-> / ( X , 0 ) 
</?2: A Ä ( z , y ) , / • - > / . 
Sei R(x,y) so angeordnet, daß x gegenüber i2 und y gegenüber R(x) jeweils unendlich 
klein und positiv sind; R(x) trage die induzierte Anordnung. Sei a ; G Sper A der durch 
ipi (und diese Anordnungen) definierte Punkt , i = 0,1,2 (§3, Bemerkung 3). Es ist 
supp(öJ2) — (0) Q s u P p ( c ^ i ) = (y) Q supp (ao) = (x,y), und man überzeugt sich 
leicht, daß a2 >- c*i y ao in S p e r A gilt. Die zugehörigen Ultrafilter lassen sich wie 
folgt beschreiben. Für semialgebraisches M C R2 gilt 
a 0 G M a 0 = (0,0) G M ; 
A I G M < ^ 3s > 0 mit ]0,e[ x {0} C M ; 
Cx2 G M 3e > 0, 3g G P[/] mit g(t) > 0 für t G ]0,e[ , 
so daß {(a, 6) G P 2 : 0 < a < e, 0 < b < g(a)} C M . 
l 
G M a«. G M E M 
(Die Verifikation bereitet nur bei a2 Mühe. D a a2 G (Sper A ) m m ist, gilt : a2 G M <=> es 
gibt Z 1 , ...Jn G A mit a2 G HA(h,..., / n ) und ^{x G E 2 : fi(x) > 0} C M . M a n muß 
sich nun überlegen, daß für jedes / G A mit / (a ' 2 ) > 0 die Menge {x G B2J(X) > 0} 
eine Menge der oben angegebenen Form enthält.) 
M a n kann sich also a i als den K e i m des positiven Astes der x-Achse i m Ursprung 
vorstellen, und a2 als den K e i m des „oberen. Ufers" der durch die positive x-Acbse 
halbierten rechten Halbebene. W i r sehen daher, daß cvo = (0,0) eine Generalisierungskette 
der (maximal möglichen) Länge 2 hat. Man kann leicht zeigen (§7, Beispiel 2), daß jeder 
Punkt x G Rn in Rn eine Generalisierungskette der Länge n hat. (Allgemeiner gilt die 
analoge Aussage für glatte R-Varietäten.) 
B e i s p i e l 7. Sei A null teilerfrei und K = Quot A. Die Anordnungen von K kann 
man wie folgt in V(R) „sichtbar" machen. W i r nennen eine semialgebraische Teilmenge 
M C V(R) dünn, wenn M in SpecA nicht Zariski-dicht ist . 1 Für x G S p e r A ist genau 
dann, supp (x) = 0 (d.h. x G SperA r C S p e r A ) , wenn Fx keine dünnen Mengen enthält. 
Man kann das auch so ausdrücken: Auf &(V(R)) wird durch 
M ~ N <=> M A A r := (M - N) U (N - M) ist dünn 
eine Aquivalenzrelation definiert, und die Quotientenmenge S(V(R))I ~ trägt eine von 
S (V(R)) induzierte Verbandsstruktur. Dabei entsprechen die Ultrafdter von S (V(R)) / ~ 
genau den Ultrafi ltern von S(V(R))1 welche keine dünnen Mengen enthalten. Es gilt also 
S a t z ( G . W . Brumhel) . Es besteht eine kanonische Bijektion 
Sper K U l t r a (S(V(R))I ~) . • 
A n m e r k u n g . W i r haben gezeigt, daß für jeden spektralen Raum. X eine natürliche 
Bijektion X —> PrimAC(A y r) existiert. M a n kann also die Menge X aus dem Verband 
Ks(X) wieder „erkennen". Tatsächlich geht die Beziehung viel weiter, denn da man aus 
IC-(X) auch wieder die Topologie von X erhält, sind (der topologische Raum) X und 
(der distributive Verband) JC(X) im wesentlichen dasselbe. Diese Dualität sei hier (ohne 
Beweis) kurz skizziert. 
Ist JJ ein distributiver Verband (mit 0 und 1), so trägt die Menge P r i m L eine natürliche 
Topologie, bei der die UX := {F G P r i m L : x G F} (x G L ) eine offene Bcisis bilden. Dieser 
topologische R a u m heißt der Stone-Raum St (L) von L . E r ist ein spektraler Raum, und 
L ist (via x t—> UX) kanonisch zu JC(St(L)) isomorph. Ist umgekehrt X ein spektraler 
Raum, so ist X kanonisch zu St JC(X) hornöomorph (die Bijektion haben wir beschrieben). 
Es gilt (siehe etwa [Gr, p. 103], [Jo, p. 65 f.]) die 
Stone-Dual i tät . Die Zuordnungen X \-> JC(X) und L H-> St L liefern eine Dualität (= 
Anti-Äquivalenz) zwischen der Kategorie der spektralen Räume (und spektralen Abbildun-
gen) und der Kategorie der distributiven Verbände. 
1 Definiert man die Dimension einer semialgebraischen Teilmenge als Dimension ihres Zariski-
AbschIusses in Spec A, so ist M genau dann dünn, wenn d i m M < cl imA = tr.deg. (K/R) - dim V 
ist. 
§6. Der R a u m der abgeschlossenen Punkte 
Erstmals begegnen wir nun Eigenschaften der reellen Spektren, welche für allgemeine 
spektrale Räume ganz falsch sind. Sei A stets ein Ring . 
Satz 1. Ist X ein quasikompakter To-Raum und X m a x der Teilraum seiner abgeschlosse-
nen Punkte, so ist X m a x quasikompakt, und für alle x G X ist {x} Pl A ^ m a x ^ 0. 
Beweis. Es genügt, {x} D A r m a x ^ 0 für x G X zu zeigen, denn daraus folgt, daß X 
die einzige Umgebung von A r m a x in X ist. Sei also x G X und Y := {x}. Dann ist Y 
durch y < y' y >~ yl geordnet. Ist M eine total geordnete Teilmenge von Y1 so ist 
C\yeM iy} 7^  0, da y quasikompakt ist. Nach Zorn enthält Y ein maximales Element. • 
Bemerkungen. 
1. Ist X spektral, so folgt die Aussage schon aus §5, Satz 2. Durch Ubergang zum 
inversen spektralen R a u m X* sieht man, daß X= (J {x} ist (aber A T m i n ist i .a . nicht 
quasikompakt!). z e * m i n 
2. Wegen §4, Korol lar 6c) ist der Teilraum A r m a x eines spektralen Raums X genau dann 
prokonstruierbar, wenn er abgeschlossen, ist. Das braucht aber in der Regel nicht der Fal l 
zu sein. Ist etwa A eine affine ß-Algebra mit Varietät V (R reell abgeschlossen) , so ist 
nach §5 sogar schon V(R) dicht in Sper A , erst recht also (Sper A ) m a x . 
3. Sei R reell abgeschlossen und X = Sper R[t]. Dann besteht A r m a x aus R\J { — oo, + 0 0 } 
und allen freien Dedekindsehnitten von R. Ist speziell R = H l , so ist A ' m a x = IR U { ± 0 0 } 
die natürliche Kompaktif izierung (mit zwei Enden) von IR! 
Wie schon angekündigt, kommen wir jetzt an eine Stelle, wo die reellen Spektren von 
Ringen speziellere Eigenschaften als allgemeine spektrale Räume aufweisen. So einfach 
das nächste Lemma ist, so weit reichen seine Konsequenzen! 
Lemma. Seien P und Q Ordnungen von A. Dann sind äquivalent: 
0) P^Q und Q 2 P (d.h. bezüglich Spezialisierung sind P und Q unvergleichbar); 
(ii) es gibt f G A mit P G IiA(f) und Q G HA(—f); 
(iii) es gibt offene U1V C SperA mit UnV = 9 und PeUyQeV. 
Beweis, (i) => (ii). Wähle a G P-Q und b G Q-P. Dann leistet / := a — b das Verlangte: 
Wäre nämlich — / G P1 so auch b = a — f G P\ wäre / G Q1 so auch a = b -F / G Q; 
beides ein Widerspruch. — (ii) (iii) => (i) ist tr iv ia l . • 
Theorem 2. Sei X ein prokonstruierbarer Teilraum von Sper A . Dann ist A m a x 
IIausdorff, also kompakt. 
Beweis. Unmittelbar aus dem Lemma und Satz 1. • 
Bemerkungen. 
4. Die Aussage von Theorem 2 ist für das Zariski-Spektrum i .a. völlig falsch: Ist A eine 
affine C-Algebra mit Varietät V = V(C)1 so trägt ( S p e c A ) m a x = V(C) die (induzierte) 
Zariski-Topologie, welche hochgradig nicht-Hausdorff ist, falls nur d im A > 0 ist. 
5. Sei R reell abgeschlossen und A eine affine R-Algebra mit Varietät V = VA. D a 
V(R) in (Sper A ) m a x dicht liegt, ist (Sper A ) m a x eine natürliche Kompaktif izierung von 
V(R). Ist X 1 , . . . , x n ein Erzeugendensystem von A und a G (Sper A ) m a x , so ist, wie wir 
noch einsehen werden, genau dann k(a) archimedisch über R1 wenn es ein c G R mit 
x\(et)2 H h ^ n ( ö ) 2 < c gibt. (Die Bedingung ist offenbar äquivalent zur Archimedizität 
von A / s u p p ( a ) über R; in §7 werden wir sehen, daß k(a) über A/supp (a) archimedisch 
ist für alle a G (Sper A ) m a x . ) Die a G ( S p e r A ) m a x mit k(a)/R archimedisch nennen 
wir die endlichen Punkte1 alle übrigen a G (Sper A ) m a x die unendlich fernen Punkte 
von (Sper A ) m a x . Die Menge der endlichen Punkte bildet also einen offenen dichten 
Teilraum von (Sper A ) m a x (sie ist gleich (Sper A ) m a x D \JceRRA(C - xf X2N)). 
Das ist besonders i m Fal l R = IR interessant, da hier die Menge der endlichen Punkte 
gerade V(IR) ist (II, §1). W i r sehen also, daß V(IR) als offener dichter Teilraum in seiner 
Kompaktif izierung (Sper A ) m a x enthalten ist. Diese Tatsache ist von G . W . Brumfiel für 
eine Interpretation der Thurstonschen Kompaktifizierung von Teichmüller-Räumen mit 
Hilfe des reellen Spektrums benutzt worden [Bru4]. 
Eine weitere, mindestens ebenso fundamentale Konsequenz ist 
T h e o r e m 3. Für jedes x G S p e r A bildet {x} bezüglich Spezialisierung eine Kette, d.h. 
für Ij1Z G S p e r A gilt: 
x >- y und x X z =>> y >- z oder z y y . 
K o r o l l a r . Sei X C Sper A prokonstruierbar. Für alle x G X enthält {x} O A ^ m a x genau 
ein Element. • 
Beweis des Theorems. Für jede Umgebung U von y und V von z ist x G U Fl V . N u n das 
Lemma. • 
B e m e r k u n g e n . 
6. Für jedes x G S p e r A kann man sich, {x} als „Speer" vorstellen, mit der abgeschlossenen 
Spezialisierung von x als Spitze. Die Bezeichnung Sper für das reelle Spektrum spielt 
darauf an, ebenso auf den französischen Terminus „spectre reel". 
7. Auch Theorem 3 ist für Zariski-Spektren i .a. ganz falsch. Man sieht insbesondere, 
daß nur ganz spezielle spektrale Räume zu reellen Spektren homöomorph sein können 
(im Gegensatz zu Zariski-Spektren). Ob etwa die Eigenschaft aus Theorem 3 die reellen 
Spektren unter den spektralen Räumen charakterisiert, scheint nicht bekannt zu sein. 
8. In §5 wurde erwähnt, und in §7 wird gezeigt, daß es zu jedem Punkt X U G Rn 
einen Speer xn >- xn-\ >- ••• >~ x\ >- X U (x{ ^ X i - I 1 i — l , . . . , n ) der Länge n in 
Rn = Sper R[ti,..., tn] gibt, der in XQ endet. Geht man umgekehrt von einem beliebigen 
Punkt a G Sper R[ti,..., tn] mit supp (a) — (O) aus, so folgt aus Sätzen der kommutativen 
Algebra und aus Theorem 3 leicht, daß a höchstens n verschiedene Spezialisierungen hat. 
(Man betrachte die Träger ideale der Spezialisierungen: Sie bilden eine Kette.) In der Tat 
kann aber der Speer {a} kürzer sein, und zwar aus zwei Gründen: Erstens braucht die 
abgeschlossene Spezialisierung von a nicht in Rn zu liegen (z .B. a — ± o o in R). Und 
zweitens kann der Speer „Lücken" haben. Dies sei an folgendem Beispiel im IR 2 erläutert. 
Sei P := {/ G IR[a:,y]:3 £ > O mit / ( t ,e* - 1) > O für O < * < e}. Dann ist P eine 
Ordnung von IR[a:,y] mit supp (P) = PD(-P) = (O)1 und es ist klar, daß (0,0) G IR 2 die 
abgeschlossene Spezialisierung von P in SperIRfo;,?/] ist. M a n kann sich nun überlegen, 
daß IR(x,y) nur einen nicht-trivialen konvexen Teilring (bezüglich der durch P induzierten 
Anordnung) besitzt, nämlich die konvexe Hülle o ( lR(x, y) /IR) von IR. Dies impliziert 
(wie in §7 gezeigt wird) , daß P tatsächlich nur eine echte Spezialisierung hat. Heuristisch 
gesehen ist das ziemlich klar , denn hätte P eine eindimensionale Spezialisierung, so könnte 
deren Träger nur die Kurve y + 1 = ex sein — aber diese ist nicht algebraisch. 
Satz 4 („Normalität" von Sper A ) . SindY1Z abgeschlossene disjunkte Teilmengen von 
Sper A1 so gibt es offene quasikompakte Umgebungen U von Y und V von Z mit UD V = 0 . 
Beweis. Ist X C S p e r A abgeschlossen und y G S p e r A mit {y} D X = 0 , so hat jedes 
x £ X eine offene quasikompakte Umgebung Ux mit {y} D Ux = 0 . D a X quasi kompakt 
ist, wird X von endlich vielen Ux überdeckt, es gibt also U C Sper A , offen quasikompakt, 
mit XCU und {y} D U = 0 . Seien nun {U1: i G /} bzw. {V3: j G J} die Systeme 
der offenen quasi kompakten Umgebungen von Y bzw. Z. Nach dem eben Gesagten ist 
QU1 = {x G Sper A : {x} H Y ^ 0 } , analog für die Vy Folglich ist 
i 
Ci* D Ovj = 0 , 
»e/ jeJ 
denn für £ in dem Durchschnitt, mit abgeschlossener Spezialisierung X1 wäre x G Y D Z. 
Nach §4 (Korollar 2) gibt es endliche V C I1 J' C J1 so daß für U := f| U t- und 
V := n Vj s c h o n # n V = 0 ist. • 
je J' 
Bemerkung 9. Der Beweis zeigt, daß ein spektraler R a u m X die Normalitätseigenschaft 
aus Satz 4 hat, wenn nur H A T m a x I = 1 für alle x G X erfüllt ist. Hiervon gilt auch 
die Umkehrung [CC]. Ebenso bleiben die Sätze 5 und 6 für diese sogenannten normalen 
spektralen Räume richtig. M a n beachte aber, daß die (für Sper A stets erfüllte) Eigenschaft 
aus Theorem 3 noch spezieller ist. 
Definition. Sei X C S p e r A prokonstruierbar. M i t p = px-K — X m a x wird die durch 
p(x) G {x} D A T m a x (x G AT) eindeutig bestimmte Abbi ldung bezeichnet. Es ist p2 = p, 
wir bezeichnen p als die kanonische Retraktion von AT auf A T m a x . 
Satz 5. Sei X C S p e r A prokonstruierbar. Die kanonische Retraktion p: X —> A T m a x ist 
eine stetige und abgeschlossene Abbildung. 
Beweis. Für abgeschlossenes Y C X ist p(Y) = YD A r m a x abgeschlossen in A r m a x . Zur 
Stetigkeit: Sei YI C X m a x abgeschlossen in X m a x , etwa Y1 = F n A r m a x für abgeschlossenes 
Y CX. Dann ist 
p-\Y') = {xeX:{x}DY^$} = f)Ul1 
iei 
Durchschnitt über alle quasikompakten offenen Umgebungen von Y (siehe Beweis von 
Satz 4). Insbesondere ist p~L(Y') prokonstruierbar, und somit abgeschlossen, da p~L(Y') 
unter Spezialisierung stabil ist. • 
S a t z 6. Sei X C Sper A prokonstruierbar. Dann ist Y »-> p(Y) eine Bijeklion von der 
Menge der Zusammenhangskomponenten Y von X auf die Menge der Zusammenhangs-
komponenten Y1 von X m a x . Dze Inverse ist Y' H-> p~l(Y'). 
Beweis. Es genügt zu zeigen, daß jedes abgeschlossene Y C X , für das p(Y) zusam-
menhängend ist, selbst zusammenhängend ist. Sei Y = Y\ U Y2 mit Y i , Y2 abgeschlossen, 
Y 1 n Y2 = 0. Dann ist auch p{Y\) fl p(Y2) = 0, und P(Yi)1 p(Y2) sind abgeschlossen in 
X m a x (Satz 5). Daraus die Behauptung. • 
M a n erkennt also, daß die Räume X m a x ( X C Sper A prokonstruierbar) nicht nur wegen 
ihrer Kompaktheit topologisch angenehm sind, sondern auch, weil sie noch einige Informa-
tionen über den R a u m X enthalten. So kann man z .B . p dazu benutzen, die Kohomologie 
von X auf jene von X m a x zurückzuführen; beide haben isomorphe Kohomologie [CG]. In 
der geometrischen Situation scheint es wichtig zu sein, M m a x als natürliche Kompaktiü-
zierung von M C V(R) zu betrachten. Trotz all dem dürfte jedoch S p e r A das zentrale 
Objekt und (Sper A ) m a x eher ein nützlicher Hilfsraum sein. 
§7. Spezialisierungen und konvexe Ideale 
A sei stets ein beliebiger Ring . 
Sei P C A eine Ordnung von A und p := supp (P). W i r bezeichnen mit n:A —» 
den natürlichen Homomorphismus und mit P C n(p) die durch P induzierte Anordnung 
von /c(p). W i l l man die bezüglich P konvexen Ideale von A/p studieren, gelangt man zu 
folgender 
Definition 1. E i n Ideal Q von A heißt P-konvex, wenn für alle f,g G P gilt : 
f + g G a=> f,g G a. 
Lemma 1. Durch a H-» TT(Ü) ist eine Bijektion von der Menge der P-konvexen Ideale von 
A auf die Menge der (in A/p) bezüglich P konvexen Ideale von A/p gegeben. Die Inverse 
ist a H-+ 7 r - 1 ( ä ) . 
Beweis. A/p sei mit der durch P induzierten totalen Anordnung versehen. D a / G P 
und — / G P für jedes / G p gilt , ist p in jedem P-konvexen Ideal enthalten, weshalb die 
beiden Zuordnungen invers zueinander sind. Ist a C A ein P-konvexes Ideal, so ist 7r(a) in 
A/p konvex, denn sind a G o, / G A mit 0 < 7 r ( / ) < 7r(a), so / G P und a — f G P , also 
/ G a nach Voraussetzung. Ist umgekehrt ä C A/p ein konvexes Ideal und sind f,g G P 
mit f + g e a := 7 r _ 1 ( ä ) , so ist 0 < n(f) < n(f + (j) e ö, also auch 7r(/) G Ö. • 
Korollar 1. 
a) Die P-konvexen Ideale bilden eine Kette, und p = supp (P ) zsi das kleinste unter 
ihnen. 
b) Für jedes P-konvexe Ideal a von A ist P -f a = P U a . 
Beweis, a) II, §1, Bemerkung 4. — b) Seien p G P und a G a. Ist p -f a ^ P , so ist 
— (p -f- a) G P , und aus —a = p — (p-\-a)£ a folgt p + a G a . • 
Theorem 2. Sei P G S p e r A eine Ordnung von A und p = supp(7 J ) . Dann stehen 
folgende Mengen zueinander in kanonischer Bijeklion: 
(1) {P} (die Menge der Spezialisierungen Q von P in Sper A); 
(2) die Menge der P-konvexen Primideale q von A; 
(3) die Menge der bezüglich P konvexen Primideale q von A/p. 
Die Bijektion (1) —* (2) ist durch Q H-* supp (Q) gegeben, die Umkehrabbildung durch 
q H-> P -f q = P U q. Die Bijeklion zwischen (2) ?.mc/ (3) ist durch q H-» 7r(q) bzw. 
q H-> 7 r _ 1 ( q ) gegeben. 
Beweis. Die Bijektion zwischen (2) und (3) wurde i m Lemma gezeigt. Sei QDP 
eine Ordnung von A und q := Q f l Seien f,g G P mit / + (7 G q. Wegen 
— / = g — (f + g) G Q "folgt daraus / G q . Also ist q P-konvex, und es ist auch wieder 
Q = P U q ( C : i s t / 6 ( J - q , so ist - / £ Q, also - / 0 P , also / G P ) . Umgekehrt sei q 
ein P-konvexes Primideal . Dann ist Q := P + q = P U q eine Ordnung von /1 mit Träger 
q; denn Q H ( - Q ) = ( P H - P ) U ( P H q) U (q D - P ) U q = q ist ein PrimideaL •. 
W i r sehen erneut, daß {P} stets eine Kette bildet. 
B e i s p i e l 1. Sei A: K —» L U oo eine surjektive Stelle mit Bevvertungsring P = 0^. 
Identifizieren wir Sper /v" bzw. S p e r L mit denjenigen Punkten von Sper By welche Träger 
(0) bzw. reiß haben, so gilt für x G Sper K: Genau dann ist A mit x verträglich, wenn x 
eine Spezialisierung y mit Träger m ß hat; ist dies der Fa l l , so ist y die von x auf L = B/mß 
induzierte Anordnung i m Sinne von II, §2. Den Satz von Baer - K r u l l (II, §7) können wir 
daher so formulieren: Ist T die Wertegruppe von A und y G S p e r P mit supp(y) = m # , so 
operiert ( F / 2 r ) ^ transitiv und frei auf der (nicht-leeren) Menge der Generalisierungen von 
y mit Träger (0). Ist also etwa T = Z f e x und sind (0) = Po C • • • C pn = mB die Primideale 
von By so besitzt jedes y G S p e r P mit supp(?/) = genau 2 n _ l Generalisierungen mit 
Träger p z (i = 0 , . . . yn). 
D e f i n i t i o n 2. Ist B ein Bewertungsring und A ein Teilring von P , so wird das Primideal 
A D xx\ß von A als das Zentrum von B auf A bezeichnet. Analog nennt man für eine 
Stelle A: K —» L U oo und einen Teilring A von Ky auf dem A endlich ist, den Kern des 
Homomorphismus A|A: A —> L das Zentrum von A a u / A . 
B e i s p i e l 2. Sei A: K — L U oo eine Stelle und A ein Teilring von 7v, auf dem A endlich 
ist und das Zentrum p hat. Induziert durch die Homomorphismen A C o\-^L hat man 
Abbildungen Sper L —> Sper —> Sper A ; diese Komposit ion sei mit A* bezeichnet. Dann 
folgt aus Beispiel 1: Für jedes z G S p e r P hat das Element A*(z) G S p e r A (mit Träger p) 
eine Generalisierung mit Träger (0) in Sper A . 
Sei allgemeiner A — A n o • • • o A i : Ä" —> L U oc eine Komposit ion von Stellen, die auf 
A C K endlich ist und Zentrum p hat, und sei P 1 das Zentrum von A.; o • • • o Ai auf A 
(i = 0 , . . . , n ) . Dann ist (0) = po C P 1 C • • • C p n = p, und für jedes z G S p e r L hat 
\*{z) eine Generalisierungskette mit den p{ als Trägern, d.h. es gibt yoy.. . , ? / n G S p e r A 
mit S u p p ( ^ i ) = pty so daß y 0 >- Ui >- • • • 2/n = A*(^) gilt. 
Dies zeigt beispielsweise, daß für einen reell abgeschlossenen Körper R jeder Punkt 
a G Rn in Sper R[t\,..., in) Generaiisierungsketten der Länge n hat: In II, §10 wurde 
nämlich eine Stelle A = A n o • • • o A i : R(t\,... ytn) —> R U oo über R konstruiert, für die 
X1 o • • • o Ai auf R[t\y.. . , tn] das Zentrum (tn — any.. . , J n - J + 1 — «n-f-f >) n ^ t (z — 0 , . . . , n). 
D e f i n i t i o n 3. E i n Bewertungsring P heißt ree// abgeschlossen, wenn Q u o t P ein reell 
abgeschlossener Körper und B residuell reell ist (zur zweiten. Bedingung äquivalent ist: B 
ist konvex in Quot B — II, §5). 
S a t z 3. Ist B ein reell abgeschlossener Bewertungsring, so ist supp: Sper P — S p e c P 
ein Homöomorphismus, und für alle p G S p e c P ist /c(p) reell abgeschlossen (für alle 
a G S p e r P ist also k(a) = Z c ( S u p p a ) y ) . 
Beweis. Sei p G Spec P . M i t P ist auch P p in R := Quot P konvex, und folglich /c(p) = 
Pp/p.Pp = « (Pp) reell abgeschlossen (II, §5, Theorem 1). Daraus die Bijektivität von 
supp. W i r zeigen, daß supp auch offen ist. Sei / G B. Ist / < 0 (in R)y so ist Hß(f) = 0. 
Andernfalls gibt es g G P mit / # 2, und es folgt Hß(f) = {a G Sper P : / ( a ) ^ 0}, also 
supp HB(f) = DB(f). ' O 
Sei jetzt R ein reell abgeschlossener Körper und ACR ein Teilring. M i t Mc bezeichnen 
wir die konvexe Hülle einer Teilmenge M CRmR; speziell sei B := Ac die konvexe Hülle 
von A. Sei Po '• — {a G A: a > 0} G S p e r A ; die Po-konvexen Ideale von A sind einfach die 
in A (bezüglich der von R induzierten Totalordnung) konvexen Ideale. 
Für jedes Ideal a C A ist ac ein Ideal von P , und genau dann ist a Po-konvex, wenn 
a = A f l a c ist. Es ist also b M A Pl b eine Surjektion 
{Ideale von B} — » {Po-konvexe Ideale von A} . 
Ist p C A ein Po-konvexes Pn'mideal , so braucht pc nicht pr im zu sein. Trotzdem gilt 
aber 
L e m m a 2. Die Abbildung 
S p e c P —>• {Po-konvexe Primideale von A}, q »—• A Cl q 
ist surjektiv. 
Beweis. Ist p ein Po-konvexes Primideal von A , so ist y/p^ ein Pr imideal von B (II, §4, 
Satz 3e), und es ist A O ^ / p = x/p = P- • 
K o r o l l a r 2. 7s£ C ein konvexer Oberring von A in Ry so ist A D ein P^-konvexes 
Primideal von A, und die Abbildung S p e c C —» S p e c A hat als Bild genau die Po-konvexen 
Primideale p von A mit p C A D m ^ . 
Beweis. K l a r , wegen C = Bmc (B , §2). • 
Wegen Theorem 2 und Satz 3 kann man diese Tatsachen auch anders formulieren (A sei 
jetzt ein beliebiger Ring) : 
S a t z 4. Sei tp: A —> R ein Homomorphismus in einen reell abgeschlossenen Körper, sei B 
die konvexe Hülle von ip(A) in R und <po: A —» B der induzierte Homomorphismus. Dann 
besteht das Bild von Sper(^o genau aus den Spezialisierungen von CYip in S p e r A . Hierbei 
ist Ctip das durch tp definierte Element in SperA. (siehe §3, Bemerkung 3). 
Beweis. Für den generischen Punkt /¾ von S p e r P ist = (Sper^o ) (A ) , woraus 
B i l d (Sper (po) C {a^} folgt. Sei P = [0, co [ Ä die zu Cxlf gehörende Ordnung von A . 
Nach Lemma 2 und Satz 3 gibt es zu jedem P-konvexen Primideal q von A ein ß G Sper B 
mit supp ((Sper <£>())(/?)) = cI- Wegen Theorem 2 folgt die Behauptung. • 
S a t z 5. Sei tp: A —> B ein Homomorphismus in einen reell abgeschlossenen Bewer-
tungsring B, seien ßoyßi generischer und abgeschlossener Punkt von SperB, und sei 
ai = (Sper(p)(ßi) (i = 0,1). Dann ist das Bild unter S p e r ^ genau das „InlervaWi 
{a G Sper A : ÖJQ >~ et y cti}. 
Beweis. Das folgt mit Korol lar 2 wie bei Satz 4. • 
Seien A1 B beliebige Ringe. Ist y>: A —» B ein ganzer Homomorphismus (d.h. ist B über 
ip(A) ganz), so ist wohlbekannt, daß Specip eine abgeschlossene Abbi ldung ist. (Dies 
ist eine Umformulierung des sogenannten „Going-Upw Theorems von Cohen-Seidenberg, 
welches aus II, §3, Theorem. 2 sofort folgt, vgl. [ B A C , ch. V , §2, no. 1] oder [Ku, p. 49].) 
Als Anwendung des Bisherigen zeigen wir, daß dasselbe auch für S p e r y gilt: 
S a t z 6. Ist ip\ A —¥ B ein ganzer Ringhomomorphismus, so ist Spevtp eine abgeschlossene 
Abbildung. 
Beweis. Sei ip* := Spery?. Ist Y C S p e r P abgeschlossen, so ist <p*{Y) prokonstruierbar, 
es reicht also, die Stabilität unter Spezialisierung zu zeigen. Sei daher ß G S p e r P 
und a = ip*(ß)> zu zeigen ist <p*{ß} = {cx}. Sei rß'.B —> k(ß)1 b i - * b(ß)1 der zu ß 
gehörende Auswertungshomomorphismus, sowie C die konvexe Hülle von rß(p(A) in k(ß). 
Da B über A1 also auch rß(B) über r#y>(A), ganz ist, ist auch rß(B) C C Definiere 
ip: A —> C1 r : P —> C durch das kommutative Diagramm 
A - ^ P 
C—>k(ß) . 
Nach Satz 4 ist r*(Sper C ) - {ß} und (Sper C ) = {o}, woraus y>*{/ff = {"af folgt. • 
W i r wollen die Aussage von Lemma 2 bzw. Satz 4 noch etwas präzisieren. M a n kann 
Lemma 2 auch so formulieren, daß zu jedem Po-konvexen Pr imideal p von A ein konvexer 
Oberring C von A mit Zentrum p auf A existiert. Genauer: 
S a t z 7. Sei R ein reell abgeschlossener Körper, A C P e in Teilring und P = A n [ 0 , o o [ ß . 
/5/. p C A e i n P-konvexes Primideal, so ist C := (Ap) c der kleinste und Cc, vnit c := yffi, 
der größte konvexe Oberring von A in R mit Zentrum p auf A. 
Beweis. Sei BCR ein konvexer Oberring von A mit Zentrum p auf A . Dann ist Ap C P , 
also auch C = ( A P ) C C P , und P = Cq für ein Primideal q von C Wegen p C m# — q 
muß auch p c C q und c = x /p 3 C q, d.h. B C Cc sein (c ist ein Primideal in Cy vgl. 
Lemma 2). • 
K o r o l l a r 3. Sei A ein beliebiger Ring. Zu Cx1 ß G S p e r A mit cx y ß gibt es einen 
Homomorphismus tp: A —* B in einen reell abgeschlossenen Bewerlungsring B, so daß 
Spev(p als Bild genau das „Intervall" { 7 G S p e r A r a >- 7 >- ß] hat. 
Beweis. Sei q := supp ß sowie A' := ra(A) und q' := ra(q). Es genügt, für B die konvexe 
Hülle von Atq, in k(a) zu nehmen (und (p induziert durch ra: A —» • 
K o r o l l a r 4. („Konvexität" von Spery ) Sei (p: A1 —> A e in Homomorphismus zwischen 
beliebigen Ringen, und seien ß G SperA m i ^ et y ß. Dann ist das Bild des Intervalls 
{ 7 G S p e r A : a >- 7 >- ß} in S p e r A 7 wieder ein Intervall, d.h. zu 7 ' G S p e r A 7 mit 
{Spev (p)(a) y 7 ' >- (Sper #i&£ es ein Urbild 7 von 7 7 mit a y j y ß. 
Beweis. Direkte Folgerung aus Korol lar 3 und Satz 5. • 
K o r o l l a r 5. Sei a G Sper A. Genau dann ist ex abgeschlossen in Sper Ai wenn k(a) über 
ra(A) archimedisch ist. 
Beweis. W i r können o.E. supp cx = (0), also R := k(a) als reellen Abschluß von K : = 
Quot A voraussetzen. D a R über K archimedisch ist (I, §7, Satz 1), ist C = R für p = (OJ 
in Satz 7, d.h. jeder von R verschiedene konvexe Oberring B von A induziert eine echte 
Spezialisierung von a. Genau dann also ist {a) = {cx}, wenn es keinen solchen gibt. • 
D a konvexe Bewertungsringe eines reell abgeschlossenen Körpers R und reelle Stellen 
R —> S U oo i m wesentlichen dasselbe sind, lassen sich die vorangegangenen Aussagen 
auch in der Sprache der Stellen formulieren. W i r geben ein Beispiel. 
Sind R1S reell abgeschlossene Körper, ist ip: A —> R ein Homomorphismus und A: R —> 
S U 00 eine Stelle, die auf (p(A) endlich ist, so ist das Element ct\0(p eine Spezialisierung 
von Cx^ in Sper A , und zu jeder Spezialisierung von Cxip gibt es solch ein A. Genauer: 
D e f i n i t i o n 4. E i n Homomorphismus ip: A —* R in einen reell abgeschlossenen Körper 
heiße straff, wenn R über Quot <p(A) archimedisch ist. 
S a t z 8. Sei <p:A —> R ein Homomorphismus in einen reell abgeschlossenen Körper. 
Zu jeder Spezialisierung ß von gibt es eine surjektive, auf ^p(A) endliche Stelle A = 
\ß\R —>• S U 00 in einen reell abgeschlossenen Körper S, so daß Xoip straff und a\0(p = ß 
ist. Ist 7 eine weitere Spezialisierung von Cxip, so gilt: ß >- 7 <==> A 7 faktorisiert durch 
SU 00 
A/3 / 
A^-*R 
A 7 \ 
T U 00 
Beweis. Das ist nur eine Umformulierung der schon erzielten Ergebnisse. • 
§8. Das reelle Spektrum und der reduzierte Wittr ing eines Körpers 
Im vorigen Abschnitt haben wir die Spezialisierungsketten — die „Speere" — im reellen 
Spektrum eines Rings näher untersucht. Zu diesen liegen, anschaulich gesprochen, die 
Fasern der Trägerabbildung supp: S p e r A —+ S p e c A transversal, da jeder Speer mit solch 
einer Faser höchstens einen Punkt gemeinsam hat. Diese Fasern sind gerade die reellen 
Spektren der Restklassenkörper von A (§3, Korollar 4). U m den spektralen R a u m S p e r A 
besser zu verstehen, liegt es daher nahe, allgemein das reelle Spektrum von Körpern 
eingehender zu studieren. Damit soll in diesem Abschnitt begonnen werden. 
Sei im folgenden F stets ein Körper, den wir o .E. als formal reell voraussetzen. Der 
Kürze halber schreiben wir Xp statt Sper F. Der spektrale R a u m Xp ist Hausdorffsch, 
also kompakt und total unzusammenhängend, seine (Ilarrison-) Topologie stimmt mit 
der konstruierbaren Topologie überein, und die konstruierbaren Teilmengen von Xp 
sind genau die offen-abgeschlossenen Teilmengen (vgl. §3, Bemerkung 4, und §4). Sind 
a i , . . . , an Elemente von F*, so schreiben wir einfach HF(a\1..., an) oder Ii(ai,..., an) 
für HF{ai,...,an) = HF(au ..., an). 
Als topologischer R a u m ist also Xp = Sper F ziemlich uninteressant. Durch die Ele-
mente des Körpers bzw. die durch sie gegebenen Vorzeichenverteilungen auf Xp steht 
jedoch eine stärkere Struktur zur Verfügung. U m diese nutzbar zu machen, kehren wir 
zu quadratischen Formen zurück. Es hat sich gezeigt, daß die Theorie der quadratischen 
Formen ein äußerst wichtiges Werkzeug für reelle Algebra und Geometrie darstellt. Dabei 
muß man auch quadratische Formen über allgemeineren (kommutativen) Ringen studie-
ren, was allerdings dem zweiten Band [HRA] vorbehalten bleiben soll. Hier werden wir nur 
einige elementare Gesichtspunkte i m Wechselspiel von quadratischen Formen und reellem 
Spektrum eines Körpers behandeln. 
Es sei daran erinnert, daß jede Anordnung P von F einen Ringhomomorphismus 
S i g n j p A F ( F ) —• Z definiert, die Signatur bezüglich P (I, §2). 
Definition 1. Für (p G W(F) heißt die Abbi ldung 
sign <p: Xf —> Z, P >-» signp(y>) 
die totale Signatur von tp. 
Bezeichnen wir den Ring der stetigen (= lokal konstanten) Abbildungen von Xp nach 
Z mit C(Xp1Z)1 so gilt 
Satz 1. Für jedes <p> G W(F) ist die totale Signatur von <p eine stetige Abbildung von Xp 
nach Z. Die so definierte Abbildung 
sign: W(F) -> C(XFl Z), ip )-> s i g n ^ 
(die totale Signatur von F) ist ein Ringhomomorphismus und hat als Kern genau das 
Nilradikal von W(F). 
Beweis. D a die sigrip Iiomomorph sind, ist <p i—• sign ip ein Homomorphismus von W(F) 
in den Ring aller Abbildungen Xp —• Z. Für tp = (a) (a G F*) ist die Stetigkeit von 
sign cp offensichtlich, somit ist signxp stetig für alle (p G W(F). Der Kern von sign ist der 
Durchschnitt der Kerne aller signp, und diese sind genau die minimalen Primideale von 
W(F) (I, §4), woraus die Behauptung folgt. • 
Definition 2. M a n nennt 
W(F) := W(F)red = W(F)I N i l W(F) 
den reduzierten Wittring von F. M i t I(F) = I(F)/ KilW(F) wird das Bi ld des Funda-
mentalideals I(F) in W(F) bezeichnet. 
Für ip G W(F) bezeichnen wir das B i l d von (p in W(F) mit y?. Nach Satz 1 kann man 
W(F) kanonisch mit einem Teilring von C(Xf1Z) identifizieren, was wir auch meist tun 
werden; unter dieser Identifikation wird also <p = sign 9 . 
Für die zweidimensionale Form (p = ( l , a ) (a G F*) etwa ist (p = 2 • XH(a) ( w u ' ^e-
zeichnen mit XY die charakteristische Funktion einer Teilmenge Y C Xf). D a I(F) als 
additive Gruppe von den Formen (1, a) erzeugt wird (es ist (1, a) _L (—1, b) ~ (a, b) I), wird 
/ ( F ) in C ( A r j P 5 Z ) als additive Gruppe von den Funktionen 2 • XH{a) mit a G F * erzeugt. 
M a n beachte V F ( F ) = Z + J ( F ) , und somit W(F) C Z + 2 • C ( X F , Z ) . 
Definition 3. Eine quadratische Form der Gestalt ( l , a i ) (8)---(8) ( l , a n ) ( m ^ a«" G F*) 
heißt eine n-fache Pfisterform über F . 
Für </? = (I j f l i ) ® * * • ® (1, ön) offensichtlich Cp-cIn- XH(ax,...yan)- JK JO V O N C ^ E N 
1-fachen Pfisterformen additiv erzeugt wird, wird die n-te Potenz In(F) := I(F)n von den 
71-fachen Pfisterformen additiv erzeugt, und somit In(F) := I(F)71 von den Funktionen 
2 n • Xff(ai,..'.,a„), mit a i , . . . , a n G F*. 
L e m m a 1. Sei Y eine konstruierbare Teilmenge von Xp. Dann gibt es eine endliche 
Folge a i , . . . , a n von Elementen in F*, so daß Y (disjunkte) Vereinigung von Mengen der 
Form / / ( e i a i , . . . ,enan) mit ei G { ± 1 } ist. 
Beweis. Es gibt endliche Teilmengen Su ..., Sr von F * , so daß Y = H(Si)U-• -UH(Sr) ist. 
Sei { a i , . . . , an] := S i U - • - U 5 r . D a die Elemente der S1 auf jeder Menge H(e\a 1 , . . . ,enan) 
konstantes Vorzeichen haben, ist jedes H(Si) (und damit auch Y) Vereinigung von solchen 
Mengen. • 
Satz 2. Die abelsche Gruppe C(Xp1Z)ZW(F), also der Kokern der totalen Signatur von 
F, ist eine 2-primäre Torsionsgruppe. 
Beweis. Jedes Element aus C(Xp1 Z) hat eine Darstellung der Form TniXY1 H H m r X r r 
mit r > 1, rrti G Z und Yi C A r jF konstruierbar. Nach Lemma 1 wird also C(Xf1Z) als 
additive Gruppe von den / = Xll(au...,an) n > 1, ai G F * erzeugt. Für solches / ist 
2 n / G W r ( F ) , woraus die Behauptung folgt. • 
Definition 4. Die kleinste Zahl s > 0 mit 2S • C(XF,Z) C J Y ( F ) (bzw. 5 = oo, falls es 
keine solche gibt) wird Stabilitätsindex von F genannt und mit S t ( F ) bezeichnet. 
Der Stabilitätsindex hat sich als eine in reeller Algebra und Geometrie sehr bedeutsame 
Invariante eines formal reellen Körpers erwiesen. In vielen wichtigen Fällen ist s t (F) 
endlich, und häufig auch gut berechenbar. 
Wegen W(F) C Z + 2 • C(XF,Z) ist s t (F ) = 0 offenbar gleichwertig dazu, daß F nur 
(genau) eine Anordnung besitzt. W i r charakterisieren nun die Körper mit s t (F ) < 1. 
Lemma 2. Ist Y C Xf konstruierbar, und ist 2 • XY € W(F), so gibt es ein a G F * mit 
Y = H(a). 
Beweis. Sei ip = ( a j , . . . , ct2n) e m e Form mit = 2 • x y (notwendigerweise hat gerade 
Dimension). Dann hat a := a\ • • • a2n auf Y das Vorzeichen ( — l ) n _ 1 und auf X p - F das 
Vorzeichen ( - l ) n . Somit ist Y = oder V r = Ii(-a). • 
Definition 5. Der formal reelle Körper F heißt SAP-Körper ( S A P = strong approxima-
tion property 1 ) , wenn zu je zwei disjunkten abgeschlossenen Teilmengen Y und Y1 von 
Xp ein a G F * mit a|Y > 0 und a|Y' < 0 existiert. 
Satz 3. Für einen formal reellen Körper F sind äquivalent: 
0) st(F) < 1 : 
(ii) jede konstruierbare Teilmenge von Xf hat die Gestalt H(a), a G F * ; 
( i i i ) W(F) = Z + 2 - C ( X 1 Z ) ; 
(iv) F i s i ein SAP-Körper. 
Beweis, (i) =4> (ii) Ist Y C XF konstruierbar, so ist 2 • XY £ VF(F ) wegen (i), also 
Y — üT(a) für ein a G F * nach Lemma 2. — (ii) (iii) Für jedes konstruierbare Y C I f 
ist 2 • XY G V F ( F ) , folglich 2 • C ( A T I T j Z ) C I F ( F ) . — (iii) (i) ist t r iv ia l . (ii) & (iv) 
Sind Y, Y ' C ATp abgeschlossen und disjunkt, so gibt es eine konstruierbare Umgebung Z 
von Y mit Z D Y ' = 0. Jedes a G F + mit Z = 7/(a) trennt Y und Y ' . Umgekehrt folgt 
(ii) für konstruierbares Y C X F , indem man die SAP-Eigenschaft auf die Mengen Y und 
Y1 := A ^ - Y anwendet. • 
U m ein besseres Gefühl für den Stabilitätsindex zu vermitteln, seien hier zwei Sätze 
angeführt, die wir erst i m zweiten Band beweisen werden: 
Theorem I (Spezialfall von [Brö], Satz 4.8). Sei R ein reell abgeschlossener Körper, und 
sei K ein reeller n-dimensionaler Funktionenkörper über R. Dann ist st(Ä') = n. 
Theorem II (Spezialfall von [BeKö], Satz 15). Sei F formal reell und n G IN mit 
n > s t ( F ) . Zu jeder (n-\-l)-fachen Pfisterform <p über F gibt es eine (n-fache) Pfisterform 
über F mit (p = 2xj). 
Wir vermeiden hier den Gebrauch des Terminus „starke Approximation" , da dieser schon eine andere 
wichtige Bedeutung in der Zahlentheorie erlangt hat. 
Aus Theorem II kann man unschwer neue Charakterisierungen von s t (F ) ableiten. Da 
wir Theorem II hier nicht bewiesen haben und das folgende Korollar i m Rest dieses Bandes 
nicht verwenden werden, überlassen wir seinen Beweis dem Leser als Übungsaufgabe. 
K o r o l l a r zu Theorem II. Ist F formal reell, so sind für jedes s G IN äquivalent: 
(0 s t (F ) < s; 
(ii) jede Menge H(a\,... , a^y) mit a{ G F * und N > 1 kann in der Form H(b\,. .., bs) 
mit bj G F * geschrieben werden; 
(iii) für jede (s -\-\)-fache Pfisterform <p über Fexistiert eine (s-fache) Pfislerform ip über 
F mit (p = 2ij); 
(iv) IS+1(F) = 2 P ( F ) . 
Die Bezeichnung Stabilitätsindex für st (F) erklärt sich aus der Charakterisierung (iv): 
s t (F ) ist der kleinste Index, von dem an die Folge {In(F) : n — 1,2,. . .) stabil im Sinne 
von (iv) w i r d . 2 
W i r wenden uns abschließend endlich erzeugten Körpererweiterungen zu. Ist F C K 
eine Körpererweiterung, so schreiben wir r^yp für die Restriktionsabbildung von X/{ : = 
SperA r nach Xp = Sper F . Zunächst betrachten wir endliche Körpererweiterungen: 
S a t z 4. Sei K ~D F eine Körpererweiterung vom Grad n < oo. Dann gilt: 
a) r := rj{/p:Xj{ —» Xp ist eine offene (und abgeschlossene) Abbildung, d.h. die Bilder 
konstruierbarer Mengen sind konstruierbar. 
b) Die Fasern r~l(x) (x G Xp) sind endlich, und für ihre Mächtigkeiten t gilt t < n 
und t = n mod 2. 
c) Setzt man Ut := {x G Xp: #r~x(x) = t} (t > 0), so ist jedes Ut konstruierbar} und 
r ist über jedem Ut topologisch trivial (d.h. es gibt eine Zerlegung von J^1(Ut) in t 
disjunkte offene Teilmengen W\,..., Wi, so daß r\Wx ein HomÖomorphismus von W1 
auf Ut ist für jedes i = 1 , . . . , t). 
d) Die Abbildung f:XF Z, x >-> #r~l(x), liegt in W(F). 
Beweis. Für die Spurform (p := tr*((I)A') zu KjF ist f — (p nach Korol lar 2 aus I, §12, 
womit d) sowie die Konstruierbarkeit der Ut gezeigt ist. Außerdem folgt sofort b) wegen 
dhmp — n. W i r zeigen a): Wie jede stetige Abbi ldung zwischen kompakten Räumen ist ?' 
abgeschlossen. Des weiteren ist zunächst r(X j{) = U\ U - • -UUn konstruier bar in Xp. Sind 
a i , . . . , a m G A '* , so ist HK(ai,..., am) = rIJk(XL) für L := K(^/a~(,..., y/a~^) (I, §3, 
Satz 2), und folglich ist auch rK/p(lIK(au ... ,am)) = rK/F(rL/K(XL)) = rL/F(XL) 
konstruierbar in Xp. D a diese Hj{(a\...., a m ) eine Basis der Topologie von Xj{ bilden, 
folgt a). 
Es bleibt die zweite Aussage von c) zu zeigen. Sei dazu i > O und ein x G Ut fixiert. 
Ist r _ 1 ( x ) = {?/!,..., yt), so gibt es paarweise disjunkte konstruierbare Umgebungen W-
der yi in ^1(Ut) (i = 1 , . . . ,t). Dann ist V(x) := r(W{) D • • -Hr(Wl) eine konstruierbare 
Umgebung von x in Ut1 und die Restriktion von r auf jedes W1(X) := W- H r~l (V(x)) ist 
ein HomÖomorphismus auf V(x). 
2 E s handelt sich hier um eine Stabilität im Sinne der AT-Theorie, siehe etwa [M]. 
N u n überdeckt man Ut durch endlich viele V(x{) (i = 1 , . . . , N) und macht diese 
Überdeckung durch eventuelles Verkleinern der V(X1) disjunkt. Zu jedem 1 < i < N 
ist r"1 (V(xi)) = U j = I V/J(X{) (disjunkte Vereinigung), und r\W3(xi) ist ein Homöomor-
phismus von Wj(xi) auf V(X1). Setzt man also Wj := I J - ^ 1 Wj(xi) (j = 1 , . . . ,2) , so 
leisten Wi1... 1 Wt das Verlangte. • 
Aussage a) aus Satz 4 können wir mit Hilfe des Zeichenwechsel Kriteriums (II, §12) auf 
endlich erzeugte Körpererweiterungen verallgemeinern: 
S a t z 5 (R. E l m a n , T . Y . L a m , A . Wadsworth [ELW]). Ist K D F eine endlich erzeugte 
Körper er Weiterung, so ist TKJF-XK —> Xp eine offene (und abgeschlossene) Abbildung. 
Beweis. Das i m Beweis von Satz 4a) verwendete Argument zeigt, daß es genügt, r K J P ( X K ) 
als offen in Xp nachzuweisen. Sei a\,..., eine Transzendenzbasis von K über F1 und 
sei ß G K derart, daß K = F(&[....,a^, ß) ist (Satz vom primitiven Element). Ist 
p G F[t\...., td+i] = F[t] ein irreduzibles Polynom mit p(a\,..., a</,ß) = 0, so ist der 
Quotientenkörper von F[t]/(p) über F isomorph zu K (vgl. den Hilfssatz in II, §12). 
Sei x G ITKJF(XK) vorgegeben, sei k(x) der zugehörige reelle Abschluß von K. Nach 
dem Zeichenwechsel Kr i ter ium (II, §12) gibt es a, b G k(x)d+1 mit p(a) < 0 < p(b). Sei 
L = F(a,b) die von den Koordinaten von a und b in k(x) über F erzeugte endliche 
Erweiterung von F1 und sei x1 die Restriktion der Anordnung von k(x) auf L. Es ist 
X1 G II[j(—p(a)1p(b)). Nach Satz 4 ist Y := fijpHi(—p(a)^p(b)) eine konstruierbare 
Umgebung von x in A^?. Aus dem Zeichenwechsel Kr i te r iumfo lg t nun Y C TKJF(XK)'' 
Denn ist ?/ G Hi(—p(a),p(b)) und ?/ — rijp(y') G Y , so ist fc(y) = k(y') ein Oberkörper 
von L1 und nach Wahl von y' ist p über &(?/) indefinit. Dies impliziert , daß y eine 
Fortsetzung auf K hat, wie gewünscht. • 
B e m e r k u n g . Lbiter Verwendung von modelltheoretischen Argumenten (Quantoreneli-
mination in der Theorie der reell abgeschlossenen Körper) haben Coste und Roy in [CR] 
eine weitreichende Verallgemeinerung von Satz 4a) bewiesen: Ist ip: A —> B ein Ring-
homornorphismus von endlicher Präsentation (d.h. ist B als / ! -A lgebra endlich erzeugt 
und kern ip ein endlich erzeugtes Ideal von A ) , so ist Spery?: Sper B —» S p e r A eine offene 
Abbildung bezüglich der konstruierbaren Topologien. Benutzt man dieses Resultat, so 
ergibt sich auch ein weiterer Beweis von Satz 5. 
§9. Präordnungen von Ringen und Positivstellensätze 
A sei stets ein Ring. 
Das Ziel dieses Abschnitts ist eine Untersuchung der folgenden Frage: Sei X C Sper A 
ein Durchschnitt von Mengen der Form {/ > 0} , { / > 0}, { / = 0} ( / E A ) , und als 
solcher explizit beschrieben. Welches sind dann die auf X positiven (bzw. nicht-negativen, 
bzw. verschwindenden) Funktionen in A? 
D e f i n i t i o n 1. Eine Präordnung von A ist eine Teilmenge TCA mit 
(1) T + T C T1 TTC T (T ist Teilhalbring von A ) ; 
(2) a2 £T für alle a E A. 
Gi l t zusätzlich 
(3) - 1 £ T , 
so heißt T eine echte, andernfalls eine unechte Präordnimg von A. 
Beispiele und Bemerkungen. 
1. Ist A = k ein Körper, so hatten wir früher (I, §1) als Präordnungen bezeichnet, was wir 
jetzt echte Präordnungen nennen. Diese Inkonsistenz sollte jedoch zu keinen Irritationen 
führen. 
2. Die Urbilder von (echten) Präordnungen unter Homomorphismen sind wieder (echte) 
Präordnungen; Bilder von Präordnungen unter surjektiven Homomorphismen sind wieder 
Präordnungen. 
3. Jede Ordnung von A ist eine echte Präordnung von A. Beliebige Durchschnitte und 
aufsteigend gerichtete Vereinigungen von Präordnungen sind wieder Präordnungen. Die 
kleinste Präordnung von A ist E A 2 . Genau dann also besitzt A eine echte Präordnung, 
wenn A halbreell ist. 
4. Ist 1/2 E A1 so ist T = A die einzige unechte Präordnung von A (wegen 4 a = 
(« + U 2 - ( « - I ) 2 ) -
5. Für eine Teilmenge F C A bezeichne P[F] die von F (in A ) erzeugte Präordnung. 
P[F] besteht aus den endlichen Summen von Elementen der Form a • f\ • • • fni a E S A 2 , 
n > / i > - - - , / n E F (o.E. paarweise verschieden). Man beachte insbesondere, daß 
Ha(F) = HA(P[F}) gilt (denn D ist tr iv ia l , und C folgt aus der gegebenen Beschrei-
bung). 
6. Für Körper k mit charfc ^ 2 (insbesondere für reelle Körper) ist E / r der Durch-
schnitt aller (An-)Ordnungen von k (I1 §1) . Für Ringe gilt so etwas i .a . nicht — z .B . ist 
A = IR[<i , . . . , tn] ein reeller R ing , in dem E A 2 für n > 2 vom. Durchschnitt aller O r d -
nungen verschieden ist. Ist nämlich K = Quot A1 so kann man (SperA) 1 1 1 1 1 1 mit SperA ' 
identifizieren (das haben wir nicht ganz gezeigt, vgl. aber §7, Beispiel 2 ) , und der Durch-
schnitt der Ordnungen von A ist daher A n E A ' " , besteht also aus den positiv semidefmiten 
Polynomen. Für n > 2 ist aber nicht jedes solche eine Summe von Quadraten in A (vgl. 
I I , §12) . 
Wie bei Körpern gilt jedoch 
S a t z 1. Jede echte Präordnung von A ist in einer Ordnung enthallem. 
Beweis. Es genügt, von maximalen, echten Präordnungen zu zeigen, daß sie Ordnungen 
sind (Zornsches Lemma). Dazu dient 
L e m m a . Ist TCA eine echte Präordnung und a G Ai so gilt 
a) (aT) H (1 + T) = 0 oder (-aT) H (1 -F T ) = 0; 
b) ist {aT) D (1 -F T ) = 0, so zsi auc/i T — aT eine echte Präordnung von A. 
Beweis, a) Wäre as = 1 + s' und — = 1 -F t' mit sysl,t,t' G T , so folgte —a2st = 
1 4- .sr + t' + s ' i ' , also -1 = a2st + 5 ' 4- *' 4- s ' i ' G T , Widerspruch. 
b) -1 G T - a T ist zu aT 0 (1 + T ) ^ 0 äquivalent. • 
Sei also T eine maximale echte Präordnung. Aus dem Lemrnafolgt sofort TU(—T) — A. 
Damit ist p := T Pl (—T) ein Ideal in A U m zu zeigen, daß p ein Pr imideal ist, nehmen 
wir an, es gebe a, b G A — p mit a& G p. Dann können wir auch a, b G T annehmen, also 
a, 6 ¢ - T . Nach Teil b) des Lemmas ist (aT) D (1 + T) ^ 0 und (6T) H (1 4 T) ^ 0, etwa 
0 5 = 14-5' und M = 14-* ' ( 5 , 5 ' M ' e r ) . 
Durch Mult ip l ikat ion folgt 
06s* = 1 + ^ + ^ 4 - s ' i ' , 
also -1 = ( -a6 )s< -f s' + *' 4- s't' G T , Widerspruch. • 
Die folgenden Sätze beschreiben die auf Mengen der Form HA(F) positiv (semi-) 
deüniten Funktionen: 
S a t z 2. Sei F eine Teilmenge von A und T = P[F] die erzeugte Präordnung. Dann sind 
für a G A äquivalent: 
(i) a > O auf IIa(F);1 
(ii) es gibt t,tl G T mif a* = 1 + 
(iii) es gibt t,t' G T mit a ( l 4- <) = 1 4-
Beweis, (i) =-> (ii) Ist - 1 G T , so ist Ha(F) = / / y l ( T ) = 0, und man kann * = 0, t' = - 1 
wählen. Daher sei —1 ^ 7'; angenommen ( a T ) f l ( l 4 -T ) = 0. Nach dem Lemma und nach 
Satz 1 gibt es dann eine Ordnung P von A mit P D T — aT D T\ wegen a(P) < 0 und 
P G HA(IP) E M Widerspruch. 
(ii) => (iii) Aus at = 1 4- t' folgt a ( l 4- 0 = a2t, und Addit ion ergibt a ( l 4 t 4- 0 = 
l + ( a 2 *4 -* ' ) -
(iii) (i) Für a G ist i(a) > 0, i ' (a) > 0, also a(a) > 0. • 
K o r o l l a r 1. Ist FY eine Teilmenge von A und T = P[F], so sind für a G /1 äquivalent: 
(i) a verschwindet nirgends auf Ha(F); 
(ii) a teilt ein Element aus 1 -f T. 
Beweis. Für (i) => (ii) kann man a durch a 2 ersetzen und Satz 2 anwenden, und (ii) 
(i) ist klar . • 
gemeint ist natürlich „a(a) > 0 für alle a G HA(T)uI analog in allen weiteren Fällen. 
K o r o l l a r 2. Sei A = R[t\,..., tn] (R ein reell abgeschlossener Körper) und B : = 
{f/d'-fid G A , g(x) ^ 0 für alle x G Rn} Q Quot A der Ring der auf Rn regulären 
Funktionen. Dann ist B = S~1A, mit S := 1 + T J A 2 . (Ein analoges Resultat besteht für 
eine beliebige affine R-Algebra A mit VA(R) statt Rn.) 
Beweis (von C ) . Ist g G A mit g(x) ^ O auf Rny so verschwindet g auf Sper A nirgends, 
da ZA(g) konstruierbar ist (§5, Theorem 1). Nach Korol lar 1 gibt es s G S und a G A 
mit ag = 5, also mit ^ = j . • 
S a t z 3. Se i F eine Teilmenge von A und T := P[F]. Für ei G A sind äquivalent: 
(i) a>0 aufHA(F); 
(ii) es t,t' G T und n > O mit atf = a 2 n -F t1; 
(iii) es ^ff6/ 2,/ ' e T und n > O mit a(a2n + /) = a 2 n + 
(iv) es gibt t,t' G T und n > O m# a ( a 2 n + 2) = t'. 
Beweis, (i) => (ii). Sei F := ^ 0 0 A und C/ := { t / a 2 n : ? i > 0, t G T} die von T in F 
erzeugte Präordnung. W i r identifizieren S p e r B mit HA(a2) C S p e r A (siehe §3). D a a 
auf Hß(U) positiv ist, gibt es (nach Satz 2) m,n > 0 und IyI1 G T mit 
a •-^—= 1 + - ^ - mB. 
a2m a2n 
M a n kann o .E. m = n annehmen, und es folgt 
at = a2n + t! in B , 
also 
a-a2Nt = a2(N+^ + a2Ntf in A 
für ein N > 0. Das ist eine Relation der Form (ii). 
(ii) (iii) A u s at = a2n + folgt wieder a ( a 2 n + 27) = a2t, also durch Addit ion 
a(a2n -f 2 -F = a 2 n + (a 2 * + *'), eine Relation der Form (iii) . 
(iii) => (iv) und (iv) (i) sind klar. • 
W i r kommen nun zu Verallgemeinerungen dieser Sätze, die die auf A' positiv (semi-) 
definiten Funktionen nicht nur für Mengen des Typs X — IIA(F), sondern für allgemeinere 
prokonstruierbare Mengen X beschreiben. 
Dazu seien F,G, E C A Teilmengen und X die folgende prokonstruierbare Teilmenge 
von Sper A : 
X = HA(F)H HA(G)H ZA(E), 
also 
X = {a< G Sper A : f(a) > 0 V / G F , g(a) > 0 Vg G G', e(a) = 0 Ve G E} . 
(Wegen Za(a) = HA(—a2) = IiA(a)C\IiA(-a) wäre der Antei l ZA(E) für die Beschreibung 
von X nicht nötig, macht aber natürlich manchmal die Darstellung einfacher.) Es sei S 
die von F in A erzeugte Halbgruppe (beachte 1 G Si), T = P [ F U G] die von F und G 
erzeugte Präordnung, a = ^ Ae das von F erzeugte Ideal. 
Theorem 4 (Positivstellensatz). Für a E A sind äquivalent: 
(i) a > 0 auf X; 
(ii) 3s E S, 3t, t 7 E T mit at = 5 -F t 'mod a; 
(iii) 3s E 5', 3t, t' E T mit a(s + t) = s - f -t 'mod a. 
Theorem 5 (Nichtnegativstellensatz). Fwr a E A sind äquivalent: 
(i) a > 0 a w / X ; 
(ii) 3s E 5, 3t, t' E T , 3n > 0 mit at = a 2 n s + t' mod a; 
(iii) 3s E 5, 3t, t' E T , 3n > 0 mit a ( a 2 n s + t) = a2ns + t' mod a. 
Theorem 6 (Nullstellensatz). Für a E A sind äquivalent: 
(i) a verschwindet identisch auf X; ' /v /O? / 
(ii) 3s E 5, 3t E T, 3n > 0 mit a2ns + t E a. 
Theorem 4 enthält Satz 2, Theorem 5 enthält Satz 3 und Theorem 6 enthält den 
schwachen reellen Nullstellensatz (§2, Satz 3) als Spezialfall. 
Beweise. 
Zunächst ist es eine einfache, wenn auch etwas langwierige Aufgabe, zu zeigen, daß man 
sich auf den F a l l a = 0 beschränken kann. W i r überlassen sie dem Leser und setzen also 
o.E. E = 0 voraus. Sei B := S'1 A und U = { t / s 2 : t E T, s E S} die von T in B erzeugte 
Präordnung. Identifizieren wir Sper i? kanonisch mit einem Tei lraum von S p e r A , so ist 
X C SperJ?, genauer X = IIß(U). Für alle a E A gilt also: 
« > 0 (> 0, = 0) auf X C Sper A ^ > 0 (> 0, = 0) auf X C Sper £ . 
M a n beachte, daß alle s E .S' auf X positiv und alle t E T auf A ' nicht-negativ sind. 
Theorem 4. 
(i) (ii) Sei a > 0 auf A ' . Nach Satz 2 (angewandt auf B) gibt es s , s ' E 5, t , t ' E T mit 
t t' 
a • — = 1 -F — in B . 
5 - s'~ 
Umformung gibt die Existenz eines s" E 5 mit 
a(s's")2t = [ss1's")2 •F ( s s " ) 2 t ' in A , also (ii). 
(ü) => (iü) folgt mit demselben Trick wie im Beweis von Satz 2, und (iii) (i) ist klar. 
Theorem 5. 
(i) => (ü) Sei a > 0 auf A' . Nach Satz 3 gibt es s, s' E 5, t, I1 E T und n > 0 mit 
t ^ t j t , 
Es gibt also s " E S mit 
a(s's")2* = o 2 n(ss'a") 2 + in / 1 , 
eine Identität der Form (ii). 
(ii) (iii) folgt wie bei Satz 3, und (iii) => (i) ist klar. 
Theorem 6. 
(i) (ii) Sei a = 0 auf X. Nach dem schon bewiesenen Theorem 5 gibt es S L J S 2 £ £\ 
^1, t\, t 2 , £2 G T und m, n > 0 mit 
j 2/7? 2 , ./ i j 2n 2 , ,1 
at\ = a S 1 + I 1 und — Cii 2 =1Ci S 2 - F t 2 . 
Mult ipl ikation ergibt 
- a 2 M 2 = a 2 ( r o + n ) ( s i s 2 ) 2 + * 
für ein f 6 T , also eine Identität der Form (ii). Die Umkehrung ist wieder klar. • 
A n m e r k u n g . Sei R ein reell abgeschlossener Körper und A eine affine R-Algebra mit 
Varietät V. Sind F1G1E C A und alles weitere wie zuvor, so erhält man geometrische 
Stellensätze, wenn man F und G als endlich voraussetzt. Dann nämlich ist X konstruier-
bar (da A noethersch ist, spielt die Kardinalität von E keine Rolle) , und in den Theoremen 
4 - 6 kann man in (i) jeweils X durch X(R) := X Fl V(R) ersetzen. 
B e i s p i e l . Aus Theorem 5 kann man die Lösung des 17. Hilbertschen Problems ableiten: 
Ist A — R[t\,..., tn} und a G A positiv semidehnit auf Rn1 so gibt es f,g G S A 2 und 
m > O mit a = (a2m + /) / (a2m + g) (und a2m + # ^ 0) . Nach Erweiterung wird 
a = ( a 2 m + / ) ( f l 2 m + f l ) 
Ä ( a 2 m -F (?)2 
als Summe von Quadraten in Quot A erkennbar. M a n kann also zudem erreichen, daß 
die Nenner der in dieser Darstellung auftretenden rationalen Funktionen höchstens in 
Nullstellen von a verschwinden. 
Zur Illustration des Erreichten geben wir zwei Anwendungen von Prestels Positivstel-
lensatz (Satz 2) und eine Anwendung des Nullstellensatzes (Theorem 6) . 
Sei A ein beliebiger kommutativer Ring und P eine Ordnung von A . W i r geben 
eine Beschreibung der maximalen Spezialisierung Q von P in S p e r A (vgl. §6, Korol lar) . 
Bezeichnet Q J R dcis Komplement von q := supp Q in Q1 so ist A die disjunkte Vereinigung 
von Q ^ 1 -Q+ und q, insbesondere ist also Q durch Q+ bestimmt. 
Satz 7. ist die Menge aller a G P, die in A ein Element aus l -\- P teilen. 
Beweis. D a der Speer {P} = HA(B) aus Generalisierungen von Q besteht, ist Q+ die 
Menge aller a G A1 die auf HA(P) positiv sind. Die Behauptung folgt also aus Satz 2 
(angewandt auf T = P)1 denn aus ap = I - F p ' mit a G A1 p, p' G P folgt a G P. • 
W i r leiten jetzt einen Spezialfall eines Satzes von Hörmander über das Wachstum von 
Polynomen in mehreren Variablen, her ([Hör], siehe auch [Sw, p. 224]). Verfeinerungen 
dieses Satzes ( locc it . , [Go], [Ch], . . . ) sind in der Theorie der partiellen Differential-
gleichungen (insbesondere bei konstanten Koeffizienten) von Nutzen, die überhaupt ein 
reiches Feld für Anwendungen der reellen Algebra ist. 
Sei R ein reell abgeschlossener Körper. M i t bezeichnen wir die euklidische Norm 
auf Rn, also ||x||2 = x\ + • • - + X 2 n . 
S a t z 8. Seien f G R[ti,..., tn] und ein r > 0 in R gegeben, so daß f(x) ^ 0 für alle 
x G Rn mit IIxII > r gilt. Dann gibt es eine Konstante C > 0 in R und eine natürliche 
Zahl N, so daß 
\f(x)\>C(l + \\xfyN 
für alle x G Rn mit \\x\\ > r ist. 
Beweis. W i r setzen g(tu ... , i „ ) := t\ + • • • + t\ - r2 und M := {x G Rn-g(x) > 0}. 
Nach Voraussetzung verschwindet / nirgends in Af . Nach Korol lar 1 (angewandt auf 
A = R[t\,..., tn] und F = {(/}) gibt es daher ein Polynom h G R[t\,..., t n ] , so daß 
> 1 für alle x G M (*) 
gilt. Ist N der Totalgrad von / i , so hat / i die Gestalt 
h(t) =Y.CQ ^ 
\a\<N 
mit Konstanten Cot G Fi. (Hier durchläuft a = ( a i , . . . , a n ) G INQ die Multi-Indizes mit 
M = a i + • • • + a „ < N . ) Wegen < 1 + ||o:||2 ist 
I A W I < E M ( i + N I 2 ) W < ( E K l ) ( i - M I ^ ! l 2 ) i V 
W\<N \a\<N 
für alle x G Rn, und die Behauptung folgt aus (*). • 
Wir kehren zu einem beliebigen kommutativen Ring A zurück. 
S a t z 9. Sei X eine abgeschlossene Teilmenge von Sper /1 . und seien f,g G A derart, daß 
für jedes x G X mit f(x) = 0 auch g(x) = 0 ist. Dann gibt es ein a G A und ein n G IN, 
so daß 
g(x)2» < (1 + « ( x ) 2 ) / ( . T ) 2 
für alle x G X gilt. 
Ist umgekehrt eine solche Ungleichung für alle x G X erfüllt, so verschwindet g natürlich 
in den Nullstellen von / in X. 
Beweis. Nach Voraussetzung ist X D ZA(f) Q ZA{Q)- Da, X Durchschnitt von abge-
schlossenen konstruierbaren Teilmengen von S p e r A und ZA(g) konstruierbar ist, gibt es 
eine konstruierbare abgeschlossene Obermenge Y von X mit Y Pl ZA(f) C ZA(g) (§4, 
Korollar 2). W i r können X durch Y ersetzen, also o.E. X als konstruierbar voraussetzen. 
Es gibt dann (endlich erzeugte) Präordnungen T i , . . . , T r von A mit 
X = HA(T1)U •••U HA(TT). 
(Um dies einzusehen, stelle man das Komplement von X als endliche Vereinigung von 
Mengen der Form HAÜI* - - - •> IN) dar.) Anwendung des Nullstellensatzes (Theorem 6) 
gibt uns Gleichungen 
92ni + U = atf2 
mit iii G IN, ti E T{ und a,- G A (i = 1 , . . . , r ) , und nach. Mult ip l ikat ion mit Potenzen von 
g2 erreichen wir ni = - • - = nT =: n. Für x G IIA(TI) ist 
5 ( x ) 2 " < I a i W I / ( x ) 2 < ( I - H a i ( X ) 2 ) / ^ ) 2 . 
Daher gilt für jedes x G AT 
g(x)2n < (1 + O 1 ( S ) 2 + . . . + a r(a:) 2) / ( x ) 2 < ( l + a (s ) 2 ) f(x)2 
mit a := 1 + a 2 + h a 2 . • 
H i s t o r i s c h e B e m e r k u n g e n . Der erste Nichtnegativstellensatz (unser Satz 3 i m wesent-
lichen) stammt nach unserem Wissen von G . Stengle [St]. Stengle arbeitet dort in der 
geometrischen Situation, beweist zunächst einen „semialgebraischen Nullstellensatz" (un-
ser Theorem 6 mit F — 0 und G endlich) und leitet daraus den Nichtnegativstellensatz 
ab. Der hier gegebene Beweis fußt auf einer Idee von Prestel [ P r l , p. 56L], der über obiges 
Lemma 1 seinen „strikten" Positivstellensatz (Satz 2 oben) gewinnt. Heute findet man 
in der Literatur zahlreiche Varianten und Kombinationen der Methoden von Stengle und 
Prestel, um zu den Sätzen in diesem Abschnitt zu gelangen. A l s historisch von Stengle 
und Prestel weitgehend unabhängige Zugänge seien [Brul] und [Sw, §10] genannt. 
Lojasiewicz bewies 1959 [L] in der geometrischen Situation eine zu Satz 9 ähnliche 
Aussage über semi algebraische Funktionen (das sind stetige Funktionen mit semialge-
braischem Graphen). W i r verweisen auf [ B C R , §2.6] für eine moderne Darstellung dieser 
berühmten und wichtigen Ungleichung von Lojasiewicz über einem beliebigen reell abge-
schlossenen Körper R. Die Theorie der abstrakten semialgebraischen Funktionen (siehe 
[Schwl] oder [Schw2]) führt zu der Einsicht, daß Satz 9 mit der Lojasiewicz Ungleichung 
nicht nur verwandt ist, sondern geradezu eine abstrakte Version derselben ist. (Lojasiewicz 
bewies seine Ungleichung — natürlich für R ~ IR — sogar für semianalytische Funktionen. 
Es scheint möglich, die Ungleichung auch in diesem Fal l auf Satz 9 zurückzuführen.) 
§10. Die konvexen Radikalideale zu einer Präordnung 
Sei A stets ein Ring . 
Nachdemwir in §7 die bezüglich einer Ordnung P von A konvexen Ideale studiert haben, 
führen wir jetzt allgemeiner den Begriff der Konvexität bezüglich einer Präordnung T ein. 
Die Stellensätze aus §9 werden ein geometrisches Verständnis zumindest der T-konvexen 
Radikalideale ermöglichen. 
Fast alle hier bewiesenen Resultate über T-konvexe Radikalideale gehen auf G . Brumfiel 
zurück [Bru 1], [Bru 2]. E r und sein Schüler R. Robson haben auch erfolgreich über 
allgemeinere T-konvexe Ideale gearbeitet („completely convex ideals", [Bru 2], [Ro]). 
Sei T eine Präordnung von A. W i r definieren die Relation • < • (T) auf A durch 
a<b(T) b-aeT. 
Dann ist • < • (T) reflexiv und transitiv, aber nur dann antisymmetrisch (und damit 
eine Ordnungsrelation auf A ) , wenn T Fl (—T) = O ist. (Jedoch kann • < • (T) stets als 
Anordnung der abelschen Gruppe A / T F l (—T) aufgefaßt werden.) Für jede Untergruppe 
G der additiven Gruppe (A , - f ) sind äquivalent: 
(i) Aus t,t' G T und t + t1 G G folgt t G G (und t1 G G ) ; 
(ii) aus a, 6 G G, c G A und a < c < b (T) folgt c G G ; 
(iii) aus a G G1 c G A und O < c < a (T) folgt c G G . 
(Für (i) => (ii) setze man t : - c — e, t' := b — c, für (iii) =4> (i) a := t -F t\ c :=. t. 
Hierfür spielt die multiplikative Struktur von A keine Rolle , T braucht also auch keine 
Präordnung zu sein.) 
Definition 1. Sei T eine Präordnung von A. Eine Untergruppe G der additiven Gruppe 
von A heißt T-konvex (oder konvex bezüglich T ) , wenn die äquivalenten Bedingungen 
(i)-(iii) erfüllt sind. 
Dies verallgemeinert Definition 1 aus §7; vgl. auch II, §1, Definition 1. In diesem 
Abschnitt interessieren wir uns nur für T-konvexe Ideale von A1 im nächsten dann für 
7'-konvexe Teilringe. Dajeder Durchschnitt von T-konvexen Untergruppen von A wieder 
T-konvex ist, gibt es zu jeder Untergruppe (jedem Ideal, jedem Teilring) von A eine klein-
ste 7-konvexe Untergruppe (ein kleinstes T-konvexes Ideal, einen kleinsten T-konvexen 
Teilring) von A1 welche(r) das gegebene Objekt enthält. 
IstT-A die triviale (unechte) Präordnung, so ist A die einzige T-konvexe Untergruppe 
von A1 dieser Fal l ist also uninteressant. Für die kleinste Präordnung To = S A 2 von A 
ist ein Ideal a genau dann To-konvex, wenn es reell ist (also wenn der R ing A/a reell ist). 
Da für Präordnungen T C T1 jede T'-konvexe Untergruppe auch T-konvex ist, folgt aus 
§9, Satz 1 und aus §7, daß zu jeder echten Präordnung T auch ein von A verschiedenes 
T-konvexes Ideal existiert. 
W i r wollen zunächst zeigen, daß jedes bezüglich der Eigenschaft p F l ( l + T ) — 0 maximale 
Ideal p von A konvex bezüglich T ist. Sei stets T eine Präordnung von A . Ohne Mühe 
verifiziert man die beiden ersten Lemmata: 
L e m m a 1. Ist a ^ A ein T-konvexes Ideal, so ist a Fl (1 -F T) = 0. • 
L e m m a 2. / 5 / S ^ 0 eme m 1 -F T enthaltene multiplikalive Teilmenge von A, so ist 
Tf := {a E A : es gibt 5 E S mit as E T} 
eme T umfassende echte Präordnung von A. • 
L e m m a 3. Für alle a E A #e//e „2a G T 4 a E T " fdies z./?. erfüllt, falls 2 eme 
Einheit ist). Dann ist 0 := T H (—T) das kleinste T-konvexe Ideal von A. 
Beweis, a ist eine additive Untergruppe von A , welche „2c E a => c E a" und c 2 a C a für 
jedes c E A erfüllt. D a für alle a E ci und 6 E A 
26a = (1 + 6) 2a - 6 2 a - a 
gilt und die rechte Seite in 0 liegt, ist auch, ba E fl, und folglich ist a ein Ideal. Die 
T-Konvexitat von a folgt sofort (sind t,tl E T mit £ -F E 0, so ist < -F <£' E - T 1 , also 
t = (t -F £') — £' E — T ) , und es ist klar, daß 0 in jedem T-konvexen Ideal von A enthalten 
ist. • 
S a t z 1. Sei T eine Präordnung von A, und sei das Ideal p von A maximal bezüglich der 
Eigenschaft p Pl (1 -F T) = 0. Dann ist p ein T-konvexes Primideal. 
Beweis. Nach dem Lemma in §1 ist p ein Primideal . W i r betrachten die echte Präordnung 
U := T + p von A und die multiplikative Teilmenge S := {2n:n > 0} C 1 + U. Die 
bezüglich S aus U wie in Lemma 2 gebildete Präordnung U1 = {a £ A : 2na e U für ein 
n > 0} erfüllt die Eigenschaft aus Lemma 3, folglich ist p' := U1 C\(~Ul) ein p umfassendes 
Ut-konvexes, also auch T-konvexes, Ideal. Nach Lemma 1 ist insbesondere P 7 P l ( I - F T ) = 0, 
und somit p' = p. • 
Aus Satz 1 folgert man wegen Lemma 1, daß die maximalen von A verschiedenen T-
konvexen Ideale von A genau die unter p PI (1 + T) = 0 maximalen (Prim-) Ideale p von 
A sind. M a n beachte, daß im Falle T 0 = E A 2 die Bedingung a PI (1 + T) = 0 gerade 
die halbreellen Ideale a von A charakterisiert (§2); dci die 7b-konvexen Ideale genau die 
reellen Ideale sind, haben wir in diesem Spezialfall gerade Satz 2 aus §2 vor uns. 
S a t z 2. Sei a ein T-konvexes Ideal von A. Dann ist auch jedes minimale Primoberideal 
von a T-konvex. 
Beweis. Sei p ein minimales Primoberideal von A . Dann ist U := {• t E T, s E A — p} 
eine echte Präordnung von A p . Wäre nämlich —1 E 6'r, so gäbe es s E A — p mit 
s 2 E T Pl (—T) C a, ein Widerspruch, zu a C p und p pr im. Das (echte) Ideal aAp ist 
(/-konvex in Ap , also nach Zorns Lemma und mit Satz 1 in einem /7-konvexen Primideal 
von Ap enthalten. Aber pAp ist das einzige Primoberideal von a A p in A p , und folglich 
ist p A p [/-konvex. Hieraus schließt man leicht, daß p T-konvex in A ist. • 
F o l g e r u n g : Sei a ein echtes Ideal von A. 
a) Mit a ist auch yfä T-konvex. 
b) Ist a ein Radikalideal, so ist a genau dann T-konvex, wenn alle seine minimalen 
Primoberideale dies sind. • 
In §9 wurde schon bemerkt, daß eine Präordnung i m allgemeinen nicht Durchschnitt 
von Ordnungen ist. W i r zeigen als nächstes, daß man sich jedoch beim Studium von 
T-konvexen Radikalidealen auf diesen Fal l beschränken kann; Satz 2 erlaubt dabei die 
Reduktion auf Primideale. 
L e m m a 4 (A. Klapper , vgl . [Bru 1], p. 63). Sind T und Tf Präordnungen von A und ist 
p ein (T(1 T')-konvexes Primideal, so ist p konvex bezüglich T oder bezüglich T'. 
Beweis. W i r verwenden wieder die Relation • < • (T) vom Beginn dieses Abschnitts. Sind 
a ,a ' , b,b' e A und gelten 0 < a < b (T) und 0 < a' < V (T) , so ist auch 0 < aa' < bb' (T). 
Wäre p weder T - noch T'-konvex, so gäbe es a, b G p und u,v G A — p mit 
0 < u < a (T) und 0 < v < b (T1). 
Es folgt 0 < u2 < a2 (T) und 0 < v2 < b2 (T ; ) , und daraus 
0 < U2V2 < a2v2 < O2V2 + b2u2 (T) und 0 < u2v2 < u2b2 < a2v2 + u2b2 (T'), 
also 0 < Ii2V2 < O2V2 - i - Iru2 ('T C\T'). Wegen a2v2 -f Iru2 G P und v2v2 ¢ p ist das ein 
Widerspruch zur (T Fl T ;)-Konvexität von p . • 
D e f i n i t i o n 2. Für eine Präordnung T von A bezeichnen wir mit T den Durchschnitt 
aller Ordnungen P von A mit P D T (für T = A ist also T = A). Ist T ~- T , so nennen 
wir T saturiert. 
Nach §9, Satz 1 ist mit T auch T eine echte Präordnung. Nach dem Nichtnegativstel-
lensatz §9, Satz 3 gilt 
f - {a G A : -a2n G T - aT für ein n > 0} 
= {a G A : es gibt t,t' G T und n > 0 mit a(a2n + t) == /'} 
für jede Präordnung T von /1. 
S a t z 3. Sei T eine Präordnung von A. und a ein Radikalideal von A. Dann ist a genau 
dann T-konvex, wenn es T-konvex ist. 
Beweis. W i r können a = p als pr im voraussetzen (Folgerung b) aus Satz 2). Nur eine 
Beweisrichtung ist nicht-tr ivial . Angenommen, p sei T-konvex, aber nicht T-konvex. 
Dann gibt es a,b G T mit a 4- b G p und a, 6 ^ p. Es gibt u,u',v,v{ G T und m , n > 0 
mit au = a 2 m + ti 7 und bv = b2n -f v1. Beide Elemente liegen in T , aber nicht in p , denn, 
p ist T-konvex. Folglich liegen auch c := a • aubv und d \— b • aufev in T , aber nicht in p. 
Wegen c + d = (a -f b)aubv G P ist das ein Widerspruch zur T-Konvexität von p . • 
Aus Korol lar 1 in §9 folgt sofort, daß 1 -f-T aus Teilern von Elementen aus 1 + T besteht. 
Das erhält man jetzt auch aus den Sätzen 1 und 3. (Wäre a G T und 1 - f a kein Teiler eines 
Elementes aus 1 -f T1 so gäbe es nach Satz 1 ein T-konvexes Primidecil p mit 1 -f- a G p; 
dieses ist natürlich nicht T-konvex, Widerspruch.) 
D e f i n i t i o n 3. W i r nennen eine abgeschlossene Teilmenge X von S p e r A basisch, wenn 
sie die Gestalt X = IIA(F) für eine Teilmenge F von A hat. D a der Durchschnitt 
von basischen abgeschlossenen Mengen wieder basisch ist, gibt es zu jeder Teilmenge 
X C Sper A eine kleinste basische abgeschlossene Obermenge von X, die wir mit A ' 
bezeichnen. 
Ist X eine Teilmenge von Sper A 1 so schreiben wir künftig 
P(X) := {a G A : a(x) > 0 \/x G A'} . 
Dies ist eine Präordnung von A , und ist gerade der Durchschnitt aller Elemente aus 
XI wenn man diese als Ordnungen von A interpretiert. Die Präordnungen der Gestalt 
P(X) sind also genau die saturierten Präordnungen von A . Im Falle A r = {x} ist 
P(x) := P({#}) nichts anderes als x selbst, aufgefaßt als eine Ordnung von A (vgl. §3). 
M a n kann die Beziehung zwischen Präordnungen von A und basischen abgeschlosse-
nen Teilmengen von Sper A formal wie folgt fassen. W i r haben ordnungsumkehrende 
Abbildungen 
H 
{Teilmengen von A} ( ) {Teilmengen von S p e r A } 
P 
zwischen den Potenzmengen von A und S p e r A erklärt. Für jede Teilmenge F Q A ist 
dabei 
P{H(F)) = P[F}, 
die Saturierung der von F in A erzeugten Präordnung, und für jede Teilmenge X von 
Sper A ist 
H(P(X))=X, 
die kleinste X enthaltende basische abgeschlossene Teilmenge von Sper A . Schränkt man 
II bzw. P ein auf die saturierten Präordnungen von A einerseits und die basischen abge-
schlossenen Teilräume von Sper A andererseits, so vermitteln diese Operatoren, zueinan-
der inverse ordnungsumkehrende Bijektionen zwischen den jeweiligen Mengen: Saturierte 
Präordnungen von A und basische abgeschlossene Teilräume von Sper A können via II 
und P also miteinander identifiziert werden. W i r werden im weiteren den Teilräumen 
von S p e r A häufig den Vorzug geben, da diese den Vorteil einer größeren geometrischen 
Anschaulichkeit besitzen. 
Ist X C Sper A 1 so sprechen wir daher in der Folge häufig auch von X-konvexen 
Untergruppen (Idealen, Teilringen) anstelle von P(A r)-Ivonvexen Untergruppen etc. (Ist 
X = {x}, so sprechen wir auch von in x konvexen Untergruppen, . . . ) Satz 3 besagt 
also für Radikalideale a und beliebige Präordnungen T1 daß a genau dann T-konvex ist, 
wenn es / / (T) -konvex ist. Eine Untergruppe von A ist genau dann A'-konvex, wenn sie 
Af-konvex ist. 
D a für Teilmengen Y C X C S p e r A trivialerweise jedes Y-konvexe Ideal auch X-
konvex ist, ist insbesondere für jedes x G X das Ideal supp (x) X-konvex. W i r zeigen 
nun, daß hiervon auch die Umkehrung gilt , falls X abgeschlossen ist. 
L e m m a 5. Ixt X eine prokonstruierbare Teilmenge von S p e r A und p ein Primideal von 
A, welches in keinem x G X konvex ist, so gibt es eine abgeschlossene konstruierbare 
Menge Y D X, so daß p nicht Y-konvex ist. Insbesondere ist p nicht X-konvex. 
Beweis. Zu jedem x G X gibt es Elemente ax,bx G A — p mit ax(x) > 0, bx(x) > 0 
und ax -f bx G p. Die Mengen Y(x) := II(ax, bx) (x G X) bilden dann eine Uberdeckung 
von X durch abgeschlossene konstruierbare Mengen. Wegen der Kompaktheit der kon-
struierbaren Topologie (vgl. §4, Korol lar 2a) gibt es endlich viele x\,...,xT G X mit 
X C Y1U • • • U v r =: Y , wobei Y1 := Y(X1). Für kein i G {1, . . . , r } ist p ^-konvex. Aus 
Lemma 4 folgt, daß p nicht Y-konvex ist, wegen P(Y) = P(Yi). • 
T h e o r e m 4. 5ez A" eme abgeschlossene Teilmenge von S p e r A . Dann sind die X-
konvexen Primideale von A genau die Träger supp (x) aller Punkte x G X. 
Beweis. Die Ideale supp (x) (x G X) sind A'-konvex, wie schon bemerkt wurde. Umge-
kehrt sei p ein AL-konvexes Primideal . Nach Lemma 5 ist p konvex in einem x G A T , also 
p = supp(y) für eine Spezialisierung y von x (§7, Theorem 2). D a X abgeschlossen ist, 
ist y e X. • 
Aus Theorem 4 läßt sich eine sehr anschauliche geometrische Interpretation der X-
konvexen Radikalideale herleiten. Ist X C S p e r A eine Teilmenge, so nennen wir im 
folgenden eine Teilmenge Z von X algebraisch in X, wenn es ein Ideal a C A gibt mit 
Z = Zx(a) := X O ZA(a) = {x G X : a ( s ) - 0 für alle a G o}. Schreiben wir 
/ ( Y ) := p| supp (y) = {a G A : a(y) = 0 für alle y G Y"}, so gilt 
y£Y 
T h e o r e m 5. Sei X abgeschlossen in S p e r A . Dann entsprechen die X -konvexen Radikal-
ideale a von A bijektiv den in X algebraischen Teilmengen Z von X, vermöge 
Z=Zxi^) u n d a = I(Z). 
Beweis. Wegen Zx 0 10 Z\ = Zx ist Zx 0 1(Z) = Z für jede in X algebraische Teilmenge 
Z. Umgekehrt sei a ein AT-konvexes Radikalideal; klar ist a C I(Zx(&))- Ist / ¢ a, so 
gibt es nach Satz 2 ein X-konvexes Primidea.1 p D a mit / ^ p . Nach Theorem 4 ist 
p — supp (x) für ein x G A ' , also x G zF\'(p) Q ^A"( a ) - Andererseits ist f(x) ^ 0, also 
f$ l{Zx(a)). ' D 
Was bedeutet Theorem 5 i m „geometrischen Fal l "? Sei V eine affine Varietät über 
einem reell abgeschlossenen Körper R und A := R[V] die zugehörige R-Algebra. Sei 
M C V(R) eine abgeschlossene semialgebraische Teilmenge der Form 
r 
M = U J z e V(A) : Z i 1 ( I ) > 0 , . . . , fts{t)(x) > 0} (*) 
mit endlich vielen fij G A. (Nach dem (hier noch unbewiesenen) Endlichkeitssatz (§5) hat 
jedes abgeschlossene semialgebraische M die Form_(*^. W i r brauchen diese Voraussetzung 
nur, u m sicherzustellen, daß M abgeschlossen in V(R) ist.) Die zu M korrespondierende 
(abgeschlossene) konstruierbare Teilmenge M von Sper A ist der Abschluß von M in 
S p e r A (bezüglich konstruierbarer oder Harrison-Topologie), somit gilt P(M) = P(M) 
für die zugehörigen (saturierten) Präordnungen von A. 
Sei a ein Radikal ideal von A und W die zugehörige abgeschlossene Untervarietat von V. 
Nach Theorem 5 ist a genau dann M-konvex, wenn a = l(Zj^(a)) = l(M Pl Za(G)) gilt. 
N u n ist aber ZA(a) = W(R)1 also M H Z 4 (Ci) = (M H W(R)) ~. Wegen I(N) = I(N) 
für semialgebraisches N C F ( A ) können wir Theorem 5 im vorliegenden Fal l also so 
formulieren: 
T h e o r e m 5a . Sei V eine affine R-Varietät, sei M eine eibgeschlossene semialgebraische 
Teilmenge von V(R) (der Form (*)) und a ein Radikalideal von R[V], sowie W die zu a 
gehörende Untervarietät von V. Genau dann ist a konvex bezüglich M, wenn M Fl W(R) 
Zariski-dicht in W ist. 
W i r kehren zu einem beliebigen kommutativen R ing A zurück und ziehen aus den 
Theoremen 4 und 5 zwei Folgerungen. Sei T eine Präordnung und a ein Ideal von A. 
D e f i n i t i o n 4. cip(a) bezeichne den Durchschnitt aller T-konvexen Oberideale b von a 
(also das kleinste T-konvexe Ideal b D a). (Hier steht ci für „convex ideal".) 
S a t z 6. Für jedes Ideal a von A ist 
\JciT(a) = {a £ A : es gibt n > 0 und t G T mit ei2n - M G a } . 
Beweis. Zunächst ist c : = %JCir(O) das kleinste T-konvexe Radikalideal D a (Folgerung 
a) aus Satz 2). Sei X := H(T)1 also P(X) = T . D a c nach Satz 3 auch Ar-Ivonvex ist, ist 
c erst recht das kleinste Af-konvexe Radikalideal D a. Theorem 5 gibt nun c = 7(zTx(a)). 
Nach dem Nullstellensatz §9, Theorem 6 (angewandt auf F = G = T, E = a) ist 
l(Zx(a)) gerade die rechte Seite in der Behauptung. • 
M a n beachte, daß Satz 6 eine Verallgemeinerung des schwachen reellen Nullstellensatzes 
(§2, Satz 3) ist (dieser entspricht dem Fall T -- S A 2 ) ; das reelle Radikal rfa von a ist 
gerade V ^ i E y l * ( a ) . 
Der folgende direkte Beweis von Satz 6 findet sich in [Bru 2], p. 59: Sei b = {a G A : 
a2n •F t G ö für ein n > O und ein t G T} . Offenbar ist b C yjci]r(a), und es genügt zu 
zeigen, daß b -f b C b ist. Seien also 6, b' G b und b2m -F t = a G a, b'2n -F I1 = a' G a mit 
t,t' G T ; wir können rn = n annehmen. Es ist 
((6 + 6') 2 + (6 - Vffn = (26 2 + 2¾' 2) 2" = b2nu + b2nu' 
mit u, u' £ T, also 
((6 + b')2 + (b - 6')2) + tu + t'u = au + a'u1 £ a 
D a die linke Seite die Form (b + 6 ' ) 4 n + v mit v G T hat, folgt b + 6' G b. 
Der nächste Satz betrifft die Beziehung zwischen einer Teilmenge X von S p e r A und 
der von ihr erzeugten basischen abgeschlossenen Menge X: 
S a t z 7. Ist X C S p e r A abgeschlossen, so haben X und X unter der Trägerabbildung 
supp : S p e r A —» S p e c A dasselbe Bild. 
Beweis. Das folgt sofort aus Theorem 4, denn es ist P(X) = P(X). • 
Es scheint ein interessantes und wohl auch schwieriges Prob lem zu sein, in vernünftigen 
Situationen die Beziehungen zwischen X und X zu klären. Ist etwa 
T 
eine explizit gegebene abgeschlossene konstruierbare Teilmenge von Sper A , wie läßt sich 
dann X durch die beschreiben? In welchen Fällen ist X wieder konstruierbar? 
§11. Beschränktheit 
In II, §1 war schon der Begriff einer bezüglich einer festen Anordnung archimedischen 
Körpererweiterung eingeführt worden. Dieses Konzept wird jetzt in zweifacher Hinsicht 
verallgemeinert: A n die Stelle von Körpererweiterungen treten beliebige Ringerweiterun-
gen A D A , und statt einer festen (An-) Ordnung werden beliebige Teilmengen X von 
Sper A betrachtet. So gelangt man zum Begriff des archimedischen Abschlusses von A 
in A auf A r , welcher in diesem Abschnitt verschiedene Charakterisierungen erfahren wird. 
Tatsächlich läßt sich das Konzept des archimedischen Abschlusses auch als B i ldung der 
konvexen Hülle eines Teilrings bezüglich einer Präordnung verstehen, wie weiter unten 
erläutert wird. 
Im folgenden sei stets (p: A —> A ein Ringhomomorphismus. 
Definition 1. Sei X C Sper A eine Teilmenge. 
a) E i n Element a G A heißt auf X beschränkt über A (oder bezüglich <p). wenn es ein 
A e A gibt mit 
|a(x)| < (<p\)(x) 
für alle x G X. Die auf X über A beschränkten Elemente von A bilden offensichtlich einen 
< (^A) umfassenden Teilring von A , der mit Ox(AfA) oder Ox(A1^p) bezeichnet wird. Ist 
X = {x} einelementig, so schreiben wir Ox(AfA) := 0 | x j ( A / A ) . 
b) A heißt auf X archimedisch über A (oder bezüglich <^ ), wenn Ox(AfA) = A ist. Ist 
A ein Teilring von A und ^p die Inklusion, so nennt man Ox(AfA) den archimedischen 
Abschluß von A in A auf X. Ist dabei A = ( A / A ) , so heißt A auf X archimedisch 
abgeschlossen in A . 
Ersetzt man (p durch die Inklusion des Teilrings ^p(A) von A , so ändert sich Ox(AfA) 
nicht. Daher kann man sich A stets als Teilring von A (und (p als die Inklusion) denken. 
E i n Element a G A ist (schon) genau dann auf X beschränkt bezüglich (p, wenn ein 
p G A existiert mit 
|a(i)| < I(W)(Z)I 
für alle x G X (man nehme etwa A = I + p2). Die Bezeichnung von Ox(AfA) als 
archimedischem Abschluß (von A in A auf X) ist gerechtfertigt, da Ox(AfA) ersichtlich 
der größte Teilring B von A ist, welcher über A archimedisch auf dem B i l d von A ' in 
Sper B ist. 
M a n becichte, daß in Definition 1 eine (auf X) gleichmäßige Beschränkung durch Ele -
mente aus A gefordert wird, d.h. es handelt sich um eine bezüglich X globale Bedingung. 
W i r werden jedoch sehen, daß diese für prokonstruierbares X zur entsprechenden lokalen 
Bedingung äquivalent ist (Korollar 6). 
Tatsächlich handelt es sich beim Begriff des archimedischen Abschlusses eines Teilrings 
von A u m die Bi ldung einer konvexen Hülle bezüglich einer Präordnung. Sei nämlich 
X C S p e r A , und T := P(X) die zugehörige Präordnung, vgl . §11; wie dort sprechen wir 
von AT-Konvexität anstelle von T-Konvexität. Die Relation • < • (T) auf A interpretiert 
sich als 
a < b (T) <=> a(x) < b(x) für alle x G X. 
Ist nun A C A ein Teilr ing, so überzeugt man sich sofort, daß der Teilring Ox(AfA) 
nichts anderes ist als die A^-konvexe Hülle von A in A (welche in der gegebenen Situation 
also wieder ein Teilring ist). Daher handelt dieser Abschnitt i m Grunde über bezüglich 
einer Präordnung konvexe Teilringe eines Rings; so ist A genau dann in A archimedisch 
abgeschlossen auf AT, wenn A X-konvex in A ist. 
Die Bi ldung des archimedischen Abschlusses ist in folgender Weise funktoriell: Ist 
A ' A / l 
T T 
A ' — A 
ein kommutatives Diagramm von Ringhomomorphismen und sind X C Sper A1 XI C 
Sper A1 Teihmengen mit (Sper c*)(Ar) C X 1 1 so ist a(ox>{Ä/A')) C Ox(AfA). (Beweis 
klar.) 
Beispiele und Bemerkungen. 
1. Ist A = K ein Körper, A ein Teilring von K und besteht A ' = {x} aus nur einer 
Anordnung von K1 so haben wir den Teiking Ox(KfA) schon in II, §1 , Definition 4 
eingeführt: Ox(KfA) ist die konvexe Hülle von A in K bezüglich x. 
2. In der allgemeinen Situation gilt für jede Teilmenge X von Sper A 
O ^ ( Z t M ) = O j r ( A M ) = O j t ( A M ) , 
wobei X der von X erzeugte basische abgeschlossene Teilraum ist (§10) . Denn defini-
tionsgemäß liegt ein Element a E A genau dann in Ox(AfA)1 wenn es ein A E A gibt 
mit X C Ll((p(\)2 — a2). (Da es sich bei den Ringen um. konvexe Hüllen bezüglich 
Präordnungen handelt, folgt die Identität auch aus P(X) — P(X) — P(X).) 
Definition 2. Ist X eine Teilmenge von Sper A1 so setzen wir ox(A) : = Ox(AfZ) und 
nennen die Elemente aus Ox(A) die auf X absolut beschränkten Elemente von A . (Dies 
versteht sich natürlich in bezug auf den eindeutigen Homomorphismus Z —> A.) Im 
Falle X = Sper A heißen die Elemente aus o(A) : — O s p e r A(A) die absolut beschränkten 
Elementevon A . Ist A = K ein Körper, so nennt man o(K) den (reellen) Llolomorphiering 
von K. In §12 werden wir diesen eingehender studieren. 
Aus der oben erwähnten Funktorialitat des archimedischen Abschlusses folgt für jeden 
Homomorphismus a: A1 —* A1 daß a(o(A)) C o(A') gilt. Allgemeiner ist a(ox(A)) C 
oX'(Ä) für alle Teilmengen X C Sper A und X1 C Sper Af mit (Sper a)(X') C X. 
Beispiel 3. Sind a i , . . . , a r E A und ist 1 + a\ + • • • + a 2 eine Einheit in A1 so ist 
a j ( l -F a\ + • • • + a2)-1 E o(A) , also absolut beschränkt. Insbesondere sind in einem 
formal reellen Körper F alle Elemente a\(\ -\-a\-\ VCL71)-1 (mit a i , . . . , a r 6 F ) absolut 
beschränkt. Allgemeiner ist für eine Präordnung T von A jedes Element b E A absolut 
beschränkt auf LI(T)1 zu dem es eine Gleichung 6(1 + a2 -F t) = a mit a E A , t E T gibt. 
Beispiele von archimedischen Ringerweiterungen erhält man aus 
S a t z 1. Jede ganze Ringenoeiterung A ^ A ist archimedisch (auf ganz Sper A). 
Beweis: Jedes a G A genügt einer Gleichung 
mit A1- E A . Daraus folgt für jedes x G Sper A 
\a(x)\ < m a x { l , |Ai(a;)| + • • • + |A„(x)|} 
(I, §7, Satz 1), also etwa 
\a(x)\ < (n + l + A^ + --- + A n ) (o ; ) , 
da |A| < 1 + A 2 in jedem angeordneten Körper gilt. • 
W i r beweisen jetzt ein Resultat, welches über Satz 1 wesentlich hinausgeht und den 
archimedischen. Abschluß eines Teilrings A auf einer Teilmenge des reellen Spektrums 
charakterisiert. Dabei können wir c h a r A = 0, also ZQA voraussetzen, da sonst 
Sper A = 0 ist und die Begriffe inhaltsleer werden. 
D e f i n i t i o n 3. Sei A ein R ing mit Z C A . W i r nennen ein Polynom f(t) G A[t] fast 
normiert, falls sein Leitkoefhzient eine natürliche Zahl ist. 
T h e o r e m 2 ( G . W . Brumfiel [ B r u l , ch. VI]). Sei A ein Ring mit ZCA und A ein Teilring 
von A, sowie X eine Teilmenge von Sper A. Dann sind für jedes a G A die folgenden 
Aussagen gleichwertig: 
(i) a G Ox(A/A), d.h. a ist auf X beschränkt über A ; 
(ii) es gibt ein fast normiertes nicht-konstantes Polynom f(t) G A[t) mit f(a?) < 0 auf 
X; 
(iii) es gibt ein fast normiertes nicht-konstantes Polynom f(t) G A[t] von geradem Grad 
mit f(a) < 0 auf X. 
(Für b G A soll „6 < 0 auf Xu natürlich heißen, daß b(x) < 0 für alle x G X ist.) 
Ist a G Ox(A/A) und A G A mit \a(x)\ < X(x) für alle x G X1 so erfüllt das Polynom 
f(t) = t — A 2 die Bedingung (ii). Die Implikation (ii) =>• (iii) ist tr ivial (ersetze f(t) durch 
f(t2)), es bleibt also (iii) => (i) zu zeigen. Hierzu dient das folgende bemerkenswerte 
L e m m a ( G . W . Brumhel) . Sei n G IN und seien I 1 U i 1 • • • y^2n unabhängige Variable über 
Q ; sei u : = ( u i , . . . , t t 2 n ) - Dann gibt es ein k G IN und Polynome b(u) G Q[u] sowie 
h\(U12),..., /ijt(w> t) G Q[w, t] mit 
k 
2 = 1 
Ist also A ein R i n g mit Z C A und / E A.[t] ein fast normiertes Polynom von geradem 
Grad 2n, so gibt es eine natürliche Zahl 5 , ein ß(f) G A und ein Polynom h(t), welches 
Summe von Quadraten in A[t] ist, mit ß(f) — sf(t) — h(t). Wendet man dies in der 
Situation von Theorem 2, Voraussetzung (iii) auf die Polynome f(t) + t und f(t) — t an, 
so erhält man eine natür liehe Zahl 5 , Elemente ß,ß G A mit ß = s(f{t) + i ) - /i(t) und 
ß — s(—/(2) + + /i(2), wobei h, /1 Summen von Quadraten, in A[t] sind. Einsetzen von 
t = a gibt dann 
£(ar) < sa(x) < ß(x) 
für alle x G A r , woraus sofort (i) folgt. 
Das Lemma selbst wird durch Induktion nach n bewiesen, wobei der Induktionsbeginn 
aus 
2 
* 2 + + W 2 = 0 + y ) + ( " 2 - j ) 
folgt. Ist n > 1, so nehmen wir die „Tschirnhausen-Transformation" 5 : = t — |£ vor und 
erhalten 
i 2 " + « J « 2 " - 1 + • • • + U 2 n = S 2 n + ü 2 6 - 2 n - 2 + V 3 S 2 n - 3 +•••+V2n 
mit G Q[u]. Schreibt man die rechte Seite als 
( > + ü i ^ I s n - 2 f + ( , 2 - 2 + ^ 2 . - 3 + ^ _ ( « 2 ^ 1 ) 2 ) , 2 . - 4 + . . 
so kann man auf den zweiten Summanden die Induktionsvoraussetzung anwenden und 
erhält so die Behauptung des Lemmas auch für n. • • 
A n m e r k u n g . Brumfiel benutzt den nach Theorem 2 naheliegenden Terminus „semi-
integrally closed" für unser „archimedisch abgeschlossen". Zu einer wörtlichen E i n -
deutschung fehlte uns hier der M u t . 
Wir kommen zu einer anderen Beschreibung des archimedischen Abschlusses von A in 
A auf A ' , bei der stärker die Präordnung P(AT) der auf X nicht-negativen Elemente aus 
A im Vordergrund steht. Ist T eine beliebige Präordnung von A, so schreiben wir auch 
oT(A/A) für Off(T)(A/A) (und oT(A) für Or(AfZ)). Es ist also Or(AfA) die T-konvexe 
Hülle von A in A. Aufgrund von Beispiel 2 hat jeder Ring Ox(AfA) die Gestalt Or(AfA)1 
etwa mit T = P(X). 
S a t z 3. Sei A ein Teilring von A und T eine Präordnung von A. 
a) Ein Element a G A liegt genau dann in Or(AfA), wenn es A G A und t G T gibt mit 
(1 + t)(\2 + a) G T und (l + t)(\2 - a) £ T. 
b) Ein Element a G A liegt genau dann in Or(A), wenn es n G IN und t G T gibt mit 
(1 + t)(n + a) G T und (1 + *)(n - a) G T. 
Beweis: Aus der Existenz von A (bzw. n) und t wie in den beiden Aussagen folgt 
- A 2 < a < A 2 (bzw. —n < a < n) auf X : = R(T). Es genügt daher, die umgekehrte 
Richtung im Falle a) zu verifizieren. Ist also a G Op(AfA) gegeben, so wählen wir ein 
M E A mit \a(x)\ < \fi(x)\ für alle x G X und setzen. A := 1 + ^ 2 - AVegen \a\ < \p\ < A < A 2 
auf X sind A 2 =La positiv auf AT, und die Behauptung folgt aus Prestels Positivstellensatz 
(§9, Satz 2, Implikation (i) => (iii)). • 
Korol lar 1. Ist jedes Element aus l -\-T eine Einheit in A (etwa A ein Körper und T 
eine echte Präordnung), so ist 
Op(AfA) = {a G A: es gibt A G A mit A 2 ± a G T} 
und 
oT(A) = {a e A: es gibt n G IN mit n±a G T } . • 
Korol lar 2. Ist jedes Element aus 1 -f S A 2 eme Einheit in A, so ist 
o ( o ( A / A ) I A) = o ( A / A ) . 
Beweis: Sei 5 := o ( A / A ) . M a n muß zeigen, daß jedes b £ B auf ganz Sper B beschränkt 
über A ist. Anwendung von Korollar 1 (mit T = E A 2 ) gibt A G A , a l 5 . . . , a r G A und 
eine Gleichung 
- b2 = a\ + • • • + a2 . 
Jedes \a{\ ist auf ganz Sper A durch A 2 beschränkt, weshalb die a; in B liegen. Somit ist 
|6| auf ganz Sper B durch A 2 beschränkt. • 
Im Körperfall läßt sich aus Korollar 1 eine Parametrisierung der Elemente aus Ojt(AfA) 
gewinnen: 
Satz 4. Sei K ein Körper, T eine echte Präordnung von K und A C K ein Teilring. 
Dann ist Oj(KfA) die Menge aller Elemente 
Xa 
1 + a2 + t 
mit A G A , a G K und t G T . 
Beweis: Jedes solche Element liegt in Oj(KfA) (Beispiel 3). Ist umgekehrt ein Element 
z ^ 0 in Oj(KfA) gegeben, so gibt es nach Korol lar 1 ein A G A mit A 2 — z2 G T , also 
mit t :— (j)~ — 1 G T . Setzt man. a := j , so ist 2 - a = 2 a 2 = 1 + a 2 + t, woraus man 
- 2Aa 
1 + a2 -F * 
erhält, wie gewünscht. • 
Korollar 3. Ist K ein Körper, X eine Teilmenge von Sper K und A ein Teilring von K, 
so ist 
ox(K/A) = A-Ox(K) = {Xz:XeA,ze ox(K)} . • 
Korollar 4. Ist K ein Körper und T eine echte Präordnung von K, so wird Ox(K) als 
additive Gruppe von den Elementen 1/(1 -f-1) mit t G T erzeugt. 
Beweis: Das folgt aus Satz 4 und der Identität 
2a _ (a + l ) 2 - ( q - l ) 2 
1 + a2 + t ~ (a + 1)2 + (a - l)2 + 2t" ° 
W i r kehren zu einem beliebigen (kommutativen) Ring A zurück und fragen jetzt bei 
festgehaltenem Teilring A nach der Abhängigkeit der Ringe Ox(AfA) von der Teilmenge 
X C Sper A. D a aus YCX ganz allgemein Oy(AfA) D Ox(AfA) folgt, ist stets 
Ox(AfA)C f] Ox(AfA), 
xex 
aber i .a. gilt hier keine Gleichheit: 
Beispiel 4. Sei R ein reell abgeschlossener Körper, sei A = R[t] der Polynomring in 
einer Variablen und A = R. Jedes nicht-konstante Polynom / G R[t] ist in genau zwei 
Punkten aus Sper R[t] unbeschränkt über R, nämlich in ± o o (vgl. §3, Beispiel 2). Aber 
auf der offenen Teilmenge X := (Sper R[t}) — { i o o } von Sper R[t] sind nur die konstanten 
Polynome archimedisch über R, es ist also 
ox{R[t]/R)=R ? R[l} = H ox(R[t]/R). 
xex 
Wir werden jedoch sogleich sehen, daß dies bei prokonstruierbarem X nicht passieren 
kann. Zuvor 
Satz 5. Sei A ein Teilring von A. Fur jedes a G A ist der ,,Unbeschranklheilsortci 
ü(afA) := {x G Sper A : a 0 ( A / A ) } 
?;o/i a über A abgeschlossen in Sper A und enthält mit jedem Punkt auch dessen Genera-
lisierungen. 
Beweis: Es ist 
ü(afA) = {xe Sper A : V A G A |a(x)| > |A(s)|} = f] ^ a 2 - A 2 ) . 
Da man hierbei das > durch ein > ersetzen kann, ist auch 
Ü(afA) - p | II(a2 - A 2 ) . 
AGA 
Aus diesen beiden Darstellungen folgen die Behauptungen. • 
Korol lar 5. Sind x,y G Sper A mit y >- x, so ist Oy(AfA) — Ox(AfA). • 
Beispiel 5. Sei wieder R ein reell abgeschlossener Körper, und sei V eine affine R-Varietät 
mit zugehöriger Koordinatenalgebra A = i£[V]. Seien U i 1 . . . ,w 7 l Erzeuger von R\V} über 
R und sei a : = u\ H — • + u\ G A. Dann besteht Q(afR) aus allen x G Sper A = V(R)1 für 
die der „Abstand von x zum Ursprung" (bei der durch, , . . . ,un gegebenen Einbettung 
von V in den affinen R a u m A n ) unendlich groß gegenüber R ist. Nach Satz 5 besteht 
Cl(a/R) genau aus allen Generalisierungen von Punkten aus 
Üm*x(a/R) := Sl(a/R) H (Sper A ) m a x . 
Aus §7, Koro l lar 5 folgt 
ÜmKX(a/R) = {x G (Sper A ) m a x : k(x) ist nicht archimedisch über R} . 
Insbesondere ist Q(a/R) von der W a h l der Erzeuger von R[V] unabhängig und kann daher 
als Menge der unendlich fernen Punkte i n V(R) bezeichnet werden. Dies harmoniert auch 
mit §6, Bemerkung 5. 
Satz 6. Sei A ein Teilring von A und X eine prokonstruierbare Teilmenge von Sper A. Ist 
a G A in jedem x G X beschränkt über A, so gibt es eine offene konstruierbare Umgebung 
U von X in Sper A, auf der a über A beschränkt ist. 
Beweis: Nach Satz 5 ist a auch in jedem x G X beschränkt über A , weshalb wir X = X 
annehmen können. Z u jedem x G X gibt es ein Xx G A mit \a(x)\ < Xx(x). Da X 
quasikompakt ist, gibt es endlich viele x\,... ,x^ G X mit 
N 
X C \J{yeSper A:\a(y)\<XXt(y)} =:U. 
Die Menge U ist eine offene konstruierbare Umgebung von X = X1 und mit A : = 
l + A ^ + . - . + A 2 ^ gilt \a(y)\ < X(y) für alle yeU. • 
Korol lar 6. Sei A ein Teilring von A und X eine prokonstruierbare Teilmenge von 
Sper A. Dann ist 
ox(A/A) = p l Ox(AfA)1 
xex 
und man kann sich auf der rechten Seite sogar auf die Punkte x aus X m a x oder aus Xmm 
beschränken. 
Beweis: Satz 6 und Korol lar 5. • 
Bemerkung. Sei V eine affine Varietät über einem reell abgeschlossenen Körper R und 
A = R[V] ihre Koordinatenalgebra. Ist M eine semi algebraische Teilmenge von V(R) 
und M die zugehörige konstruierbare Teilmenge von Sper A, so liegt es nahe zu fragen, 
ob o^(AfA) schon der Durchschnitt der Ringe Ox(AfA) mi t x G M ist , etwa für A = R. 
Dies ist jedoch im allgemeinen zu verneinen. Trivialerweise ist Ox(AfR) = A für alle 
x G V(R), während nur in besonderen Fällen die R-wertige Funkt ion x ^ a(x) für jedes 
a G A auf M beschränkt ist. In allen anderen Fällen ist Oß(AfR) ein echter Teilring 
von A. A n dieser Stelle wird in Verbindung mit Koro l lar 6 erneut die Nützlichkeit „idealer 
Punkte" in M deutlich: Zu jeder auf M nicht beschränkten polynomialen Funkt ion / G A 
gibt es einen solchen Punkt in M , in welchem / tatsächlich einen bezüglich R unendlich 
großen Funktionswert annimmt. 
§12. Prüferringe und reeller Holomorphiering eines Körpers 
Dieser letzte Abschnitt ist einem näheren Studium des Holomorphieringes o(F) eines 
(formal reellen) Körpers gewidmet. Die mittlerweile weit entwickelte Theorie des Iiolo-
morphierings — und allgemeiner der Ringe Op(F) — sowie interessante Anwendungen 
auf Potenzsummen in Körpern verdankt man vornehmlich E . Becker und seinem Schüler 
H . - W . Schülting ([Schü], [Bei] , [Be2], . . . ) . E i n Schlüsselbegriff für diese Fragen ist das 
Konzept des Prüferrings (siehe unten). W i r werden hier nur die Anfangsgründe dieser 
Theorie erklären, welche zu einem wichtigen Teil schon auf D . W . Dubois zurückgehen 
[Du]. Unsere Darstellung unterscheidet sich dabei von diesen älteren Arbeiten durch die 
(stärkere) Verwendung des reellen Spektrums, welches sich auch hier häufig als klärend 
und hilfreich erweist. 
Definition 1. 
a) E i n Integritätsbereich A heißt Prüferring, falls jede Lokalisierung Ap von A in einem 
Primideal p ein Bewertungsring ist. Ist A dabei Teilring eines Körpers F und ist zusätzlich 
F der Quotientenkörper von A , so heißt A ein Prüferring von F. 
b) Der Prüferring A heißt residuell reeller Prüferring, falls die Restklassenkörper /c(p) = 
ApfpAp (p G Spec A) sämtlich formal reell sind (d.h. falls die Bewertungsringe Ap 
sämtlich residuell reell i m Sinne von II, §2 sind). Analog wird der Begriff resieluell reeller 
Prüferring von F erklärt. 
Bemerkungen. 
I . Jeder Bewertungsring B ist ein Prüferring. Ist dabei K(B) = Bfxx\ß formal reell, so 
ist B konvex in F : = Quot (B) bezüglich einer Anordnung P von F (II, §7, Korol lar) . 
Dasselbe gilt dann auch für jeden Oberring von B in F, und folglich ist BpfpBp formal 
reell für jedes p G Speci? . Dies zeigt, daß die beiden für Bewertungsringe gegebenen 
Definitionen von „residuell reell" (Definition Ib und II, §2, Definition 3) äquivalent sind. 
2. Ist A ein Prüferring von F, so ist auch jeder Oberring B von A in F ein Prüferring, 
denn für q G Spec B ist Bq ein Oberring von Aqr\A in F. Ebenso ist jeder Oberring (in 
F) eines residuell reellen Prüferrings von F wieder ein residuell reeller Prüferring (vgl. 
Bemerkung 1). 
3. Sei A ein nullteilerfreier Ring. Sind alle Lokalisierungen Am nach maximalen Idealen 
von A Bewertungsringe (bzw. residuell reelle Bewertungsringe), so ist A schon ein 
Prüferring (bzw. ein residuell reeller Prüferring). Denn für p G SpecA mit p C m ist 
Ap ein Oberring von A m i m Quotientenkörper von A . 
4. Ist A null teilerfrei und F = Quot A , so ist A = H m A m , wobei der Durchschnitt über alle 
maximalen Ideale m von A in F gebildet wird. (Das ist leicht zu sehen: Zu vorgegebenem 
A G F l m A m ist das Ideal aller Elemente a von A , für die aA G A ist, in keinem maximalen 
Ideal von A enthalten, also das Einsideal.) Daher ist jeder Prüferring von F Durchschnitt 
von Bewertungsringen von F, insbesondere also ganz abgeschlossen. 
5. Ist A ein Prüferring von F und K ein weiterer Körper, so besteht eine natürliche Bijek-
tion von der Menge der auf A endlichen Stellen A: F —• / i U oo auf H o m ( A , K), nämlich 
A H-> A|A. (Hier und später bezeichnet Hom(-,-) die Menge der Ringhomomorphismen.) 
Denn jeder Homomorphismus <p: A —> K hat eine eindeutige Fortsetzung zu einem Homo-
morphismus von einem A enthaltenden Bewertungsring (nämlich A k e r n ^) nach K, also zu 
einer (auf A ganzen) Stelle F —> K U co. 
6. Ist A ein Prüferring von F1 so ist die Abbi ldung p Av eine Bijektion von SpecA 
auf die Menge aller A enthaltenden Bewertungsringe B von F. Die Umkehrabbildung 
ist B »-> A D mB. (Klar ist p = A n pAp für p G Spec A . Sei umgekehrt # D A ein 
Bewertungsring und p := A f l m 5 , Dann ist B = A p zu zeigen, wobei D sofort klar ist. 
Ist c G F , c ^ A p , so ist c~l G p A p , also c " 1 = afb mit a G p, 6 G A , 6 ¢ p. Folglich ist 
6 G .B*, a G Hiß, also c = 6/a ¢ £ . ) 
Die Bedeutung von Prüferringen für die reelle Algebra ergibt sich aus dem folgenden 
Satz von A . Dress [Dr] (vgl. auch [ L O Y , p. 86]): 
Satz 1. Sei F ein Körper. Dann ist der von allen Elementen 
1 + er 
erzeugte Teilring A von F ein Prüferring von F. 
Beweis. Sei p ein Pr imideal von A und B := Ap1 sowie ein x G F * vorgegeben: zu zeigen 
ist x G B oder x~l G B. Zunächst ist x2 G B oder x~2 G B. Dies ist klar, falls x2 = —1 
ist. Andernfalls folgt es aus der Identität 
1 1 
+ , , _ 0 - 1, 1 -f x2 1 -f .T-
da nicht beide Summanden der linken Seite in p liegen, also einer von beiden in B 
invertierbar ist. W i r können o.E. x2 G B annehmen. Sei y := 1 -+ X'. Ist y2 G ß , so 
ist 2x y2 — 1 - x2 G B1 also a; G ß . Andernfalls ist y ^ O und y~2 G ß . Wegen 
(y -I)2 = x2 e B folgt auch 
also ?y _ 1 G B. Aus 1 — x = y~l(l — x2) schließt man nun x G B1 wie gewünscht. • 
W i r erinnern daran, daß o(F) den reellen Holomorphiering von F bezeichnet (§11, 
Definition 2). 
T h e o r e m 2. Sei F ein formal reeller Körper. Für jeden Teilring A von F sind äquivalent: 
(i) o(F) C A ; 
(ii) A ist ein residuell reeller Prüferring von F; 
(iii) A ist archimedisch abgeschlossen in F, d.h. o(F/A) = A; 
(iv) A ist ein EF 2 -konvexer Teilring von F; 
(v) es gibt einen Teilring A von F und eine Teilmenge X von S p e r F mit A = Ox(F/A). 
Insbesondere ist der reelle Holomorphiering o (F ) von F der kleinste residuell reelle 
Prüferring von F. 
Beweis. 
(i) => (ii). D a o(F) alle Elemente (1 + a 2 ) " 1 (a G F) enthält, ist o(F) ein Pri i ferring 
von F wegen Satz 1. Sei B ein Bewertungsring von F mit o (F) C B. Wäre 5 nicht 
residuell reell, so gäbe es 6 i , . . . , 6 r G B mit 1 + b\ -F • • • -F ö 2 G Hiß, was wegen 
(1 + 6 2 H- • • • -F & 2 ) - 1 G o (F) C B nicht sein kann. Somit ist A ein residuell reeller 
Prüferring von F. 
(ii) => (iii). Es genügt, die archimedische Abgeschlossenheit von residuell reellen Be-
wertungsringen in F nachzuweisen, da Durchschnitte von archimedisch abgeschlossenen 
Teilringen von F wieder archimedisch abgeschlossen in F sind. Ist B ein residuell reeller 
Bewertungsring von F1 so ist B konvex in F bezüglich einem x G Sper F (II, §7). Folglich 
ist Ox(FfB) = B1 erst recht also o(FfB) = O3pexF(FfB) = B. 
Die Implikationen (iii) => (iv) (v) => (i) sind tr iv ial . • 
K o r o l l a r 1. Der reelle Holomorphiering o(F) ist der Durchschnitt aller residuell reellen 
Bewertungsringe von F. • 
B e m e r k u n g . 
7. Dieses Korol lar ist schon in früheren Ergebnissen enthalten: Nach §11, Korol lar 6 ist 
nämlich o(F) der Durchschnitt der residuell reellen Bewertungsringe Ox(F)1 x G S p e r i 7 1 , 
und nach II, §7 enthält jeder residuell reelle Bewertungsring von F solch ein Ox(F). 
Allgemeiner ist nach §11 jeder R ing Ox(FfA) (mit X C Sper F und einem Teilring A C F) 
Durchschnitt der residuell reellen Bewertungsringe Ox(FfA) mit x G X. 
Im folgenden halten wir einen Körper F fest, der o .E. als formal reell vorausgesetzt sei, 
und untersuchen das reelle Spektrum seines Iiolomorphieringes O(F) etwas näher. Zur 
Abkürzung schreiben wir o := o(F). 
S a t z 3. Sei A ein residuell reeller Prüferring von F. Faßt man Sper F in der üblichen 
Weise als Teilraum von S p e r A auf, so ist S p e r i r = (Sper A ) m i n . 
Beweis. Sei x G S p e r A und p := supp(rc), sowie B := Ap und x die von x auf 
/c(p) = Bfvtiß induzierte Anordnung. Nach B a e r - K r u l l gibt es eine Anordnung y von 
F1 welche B konvex macht und auf B/xr\ß die Anordnung x induziert. Faßt man y und 
x als Elemente von S p e r B auf, so ist sofort klar, daß dort y >- x gilt ; die Inklusion 
S p e r B C S p e r A zeigt also, daß y eine Generalisierung von x in S p e r A mit Träger (O) ist. 
• 
Wie steht es mit den maximalen (= abgeschlossenen) Punkten von Spero? Sei 
x G Sper O1P := supp(x) und x die induzierte Anordnung von /c(p). Nach §7, K o -
rollar 5 ist x genau dann ein abgeschlossener Punkt , wenn n(p) über o/p archimedisch 
bezüglich x ist. D a o/p nach Definition von O archimedisch über Z bezüglich x ist, ist 
die Abgeschlossenheit von x äquivalent dazu, daß x eine archimedische Anordnung von 
K(p) ist, also zur Existenz einer ordnungstreuen Einbettung /c(p) IR. D a diese durch 
x eindeutig bestimmt ist, erhält man 
Satz 4. Die kanonische Abbildung Hom(o ,IR) —> Sper o ist eine Bijektion von Hom(o ,IR) 
a u / ( S p e r o ) m a x . • 
Korol lar 2. Ist IR in F enthalten, so liefert die Trägerabbildung supp: Sper o —» Spec o 
eine Bijektion von (Sper o ) m a x auf den Raum ( S p e c o ) m a x der maximalen Ideale von 0. 
M a n beachte aber, daß diese Bijektion i .a . kein HomÖomorphismus ist. 
Beweis. D a der Körper IR keine echten Endomorphismen besitzt (II, §1), ist jeder 
Homomorphismus (p: o —> IR surjektiv, und ip ist durch seinen K e r n bestimmt. Nach Satz 
4 ist supp(rr) also ein maximales Ideal für jedes x G (Sper o ) m a x . D a alle Primideale von 
o reell sind, ist supp: (Sper o ) m a x —> ( S p e c o ) m a x surjektiv. Im kommutativen Diagramm 
Hom(o ,IR) 
S \ ,kern 
(Sper o ) m a x * (Spec o ) m a x 
ist kern injektiv; wegen Satz 4 ist also supp auch injektiv. • 
Durch Identifizierung von Hom(o ,IR) mit (Sper o ) m a x erhält man also eine kompakte 
(HausdorfF-) Topologie auf Hom(o, IR) (§6, Theorem 2). Diese läßt sich auch ohne Bezug-
nahme auf das reelle Spektrum einfach beschreiben: 
Satz 5. Die durch Hom(o , lR) C Spero auf Hom(o ,IR) induzierte Topologie stimmt mit 
der Teilraumtopologie von Hom(o ,IR) in IR 0 = überein. 
o 
Beweis. Sei T bzw. Tf die Teilraumtopologie von Hom(o , lR) in Sper o bzw. in IR 0 . Eine 
Subbasis offener Mengen von T wird gebildet von allen 
S(a) := { ^ G H o m ( O 5 I R ) : <p(a) > 0} 
(a G A ) , denn S(a) = Hom(o,IR) Pl H0{a). D a alle S(a) T'-offen sind, ist T1 feiner als 7. 
Eine Subbasis offener Mengen von T1 wird gegeben durch alle Mengen 
S(a1p1q) :-- {ip G Hom(o ,IR): p < <p(a) < q) 
mit a G A und p,q G Q , p < q. N u n ist S(a, p, q) = S(a - p) Ci S(q - a) (beachte Q C o ) , 
und somit auch T feiner als T1. • 
W i r bezeichnen i m folgenden den kompakten R a u m Hom(o,IR) mit Y und studieren 
den Ringhomomorphismus 
r : o C ( F 5 I R ) , O H A . 
Hier bezeichnet C(Y1Jli) den R ing der stetigen IR-wertigen Funktionen, auf Y1 und für 
a G o ist ä definiert durch ä(ip) := <p(a) (ip G Y). 
Unmittelbar aus der Definition folgt, daß die Funktionen ä die Punkte von Y trennen. 
Weiter ist Q in o enthalten. M i t dem Satz von Stone-Weierstraß [ B T G , chap. 10, §4, T h . 3] 
erhält man also, daß r(o) ein dichter Teilring von C(Y1JR) ist, bezüglich der Topologie 
der gleichmäßigen Konvergenz. 
Im Pung C ( F 5 I R ) ist die Teilmenge C + ( F 5 I R ) der nicht-negativen Funktionen eine 
Präordnung (identisch mit der Menge der Quadrate). Für ihr Urb i ld unter r gilt 
Satz 6. Für a E O ist genau dann ä E C + ( V r 7 I R ) , wenn a -F ^ /itV jedes n E IN Summe 
von Quadraten (in F oder in o) ist. 
Beweis. Zunächst ist klar, daß E o 2 = o D E F 2 gilt , denn ist a 2 H h a 2 beschränkt über 
Z (auf Sper F ) , so auch jedes der a{. Ist nun a -F ^ E E F 2 , so ist a -F ^ E C + ( V , IR); gilt 
dies für alle n E IN, so folgt ä E C+(Y, IR). Umgekehrt folgt aus ä E C + ( Y , IR), daß a als 
Funktion auf (Sper o ) m a x nicht negativ ist (Satz 4). Für alle n E IN ist daher der Schnitt 
der abgeschlossenen Menge 
H0(-a--) = I x E S p e r O : - + a ( : r )<0 } 
n n 
mit (Sper o ) m a x leer, und somit H0(—a — ~) = 0, also a + ^ > 0 auf Sper o. Insbesondere 
ist a + ^ positiv auf S p e r F (Satz 3), also Summe von Quadraten (I, §1). • 
Korollar 3. Der Kern von r: 0 —• C(Y1JR) besteht genau aus allen a E F, für die ^ ± a 
/wr a//e n E IN Summen von Quadraten sind (in o oder F,), also aus den auf ganz S p e r F 
bezüglich Q „infinitesimalen" Elementen von F. • 
Ebenso wie für (Sper o ) m m gibt es auch für (Sper o ) m a x eine rein körpertheoretische 
Beschreibung, die auf o nicht Bezug nimmt. Hierzu definieren wir 
Definition 2. Die Menge aller IR-wertigen Stellen F -> IR U oo von. F wird mit M(F) 
bezeichnet. 
Nach Korol lar 1 ist jedes A E M(F) endlich auf 0, man hat also eine natürliche 
Abbi ldung M(F) —• Hom(o , IR), A i-> A|o. Nach Bemerkung 5 ist diese eine Bi jekt ion, so 
daß wir die Menge M(F) i m folgenden mit Y = Hom(o ,IR) identifizieren können. M a n 
beachte, daß somit M(F) auch zu (Sper o ) m a x in natürlicher Bijektion steht (Satz 4). 
U m die (kompakte) Topologie von Hom(o ,IR) bzw. (Sper o ) m a x (Satz 5) auf M(F) 
zu übertragen, fassen wir die Elemente A E M(F) auf als Abbildungen von F in den 
kompakten Raum P 1 ( I R ) (die projektive Gerade über IR), indem wir c E IR mit dem 
Punkt (c : 1) und oo mit ( 1 : 0 ) (homogene Koordinaten!) identifizieren. Für später sei 
noch vermerkt, daß durch (c : d) \-> (d : c) eine stetige Involution, i von P 1 ( I R ) definiert 
ist, welche 0 und oo vertauscht und c E IR in 1/c überführt. 
Für a E F definieren wir die Auswertungsabbildung ä: M(F) — Y —* IR U oo = P 1 ( I R ) 
durch ä(X) = X(a). Diese Definition stimmt für a E o mit der früheren überein (oo wird 
dann von ä als Wert nicht angenommen), und es gilt 
Satz 7. Für jedes a E F ist die Abbildung ä:M(F) = K—» P 1 ( I R ) stetig (wobei Y die 
früher definierte Topologie trage). Daher ist die Topologie von M(F) auch die gröbste 
Topologie, welche alle ä (a E F ) stetig macht. 
Beweis. Sei o .E. a ^ 0, und sei ein A E M(F) vorgegeben; wir zeigen die Stetigkeit von 
ä in A. Ist zunächst X(a) ^ oo, so gibt es 6, c E o mit a = b/c und X(c) ^ 0. A u f der 
offenen Umgebung [u E M(F) : p,(c) ^ 0} von A stimmt ä mit der stetigen Funktion b/c 
überein, woraus die Stetigkeit von ä in A folgt. Ist dagegen X(a) = oo, so beachte man, 
daß ä = i o (l/a) gilt (t ist die oben erwähnte Involution von P 1 ( I R ) ) ; aus dem schon 
bewiesenen Fal l folgt also die Stetigkeit von a in A. • 
Bemerkung. 
8. Sei p: Sper o —* (Sper o ) m a x = M(F) die (stetige) kanonische Retraktion, die jedem 
x G Sper o die Spitze des Speeres {x} in Sper o (also die abgeschlossene Spezialisierung von 
x in Sper o) zuordnet, vgl . §6. Es ist leicht, p(x) zu gegebenem x G S p e r F = (Sper o ) m m 
anzugeben, ohne auf den Holomorphiering O Bezug zu nehmen: p(x) ist nämlich die 
zur Anordnung x von F gehörende sogenannte „kanonische" Stelle F —• IR U oo, also 
die eindeutig bestimmte mit x verträgliche Stelle, deren Bewertungsring die konvexe 
Hülle Ox(F) von Z in F bezüglich, x ist. Die Restriktion S p e r F —> M(F) von p stellt 
dabei M(F) als topologischen Quotientenraum von Sper F dar (denn die Abbildung ist 
abgeschlossen). 
W i r müssen es uns hier versagen, zu einem tieferen geometrischen Verständnis des Stel-
lenraums M(F) vorzudringen (etwa i m Fal l von Funktionenkörpern über reell abgeschlos-
senem Grundkörper), da dies weiter reichende Kenntnisse in algebraischer Geometrie (z.B. 
Aufblasungen) erfordern und somit den Rahmen dieses Buches überschreiten würde. Doch 
geben wir zur Illustration zwei Beispiele. Diese sind recht speziell, weil „eindimensional". 
Es sei daher betont, daß der Holomorphiering o (F) und der R a u m M(F) gerade auch für 
die mehrdimensionale Geometrie von Nutzen sind. 
Beispiel 1 (Schülting [Schü, pp. Ilff.]). Sei N eine eindimensionale reell-analytische 
Mannigfaltigkeit und M eine nicht-leere kompakte zusammenhängende Teilmenge von Ar. 
Es sei O(M) : = l i m O ( U ) 1 wobei U die offenen Umgebungen von M durchläuft und O(U) 
den Ring der reell-analytischen Funktionen U —• IR bezeichnet. Dann ist O(M) nulltei-
1 erfrei. Sei F der Quotientenkörper von O(M)1 also der Körper der „auf M meromorphen 
Funktionen". W i r setzen voraus (was de facto stets der Fal l ist [Schü, p. 13]), daß die 
Funktionen aus O(M) die Punkte von Af trennen. Dann ist O(M) = o(F). und die kano-
nische Auswertungsabbildung M —* Hom(o(F) 1 Hl) ist ein HomÖomorphismus. Es findet 
sich also M mit seiner Topologie als Stellenraum M(F) wieder, und der Holomorphiering 
o(F) entspricht den darauf holomorphen Funktionen. 
Zum Beweis: Jeder Punkt x G M liefert eine diskrete Bewertung vx von F mit Rest-
klassenkörper 1R, nämlich die (Nullstellen-) Ordnung in x. Dabei ist O(M) = {/ G F : 
vx(f) > O für alle x G A f } , woraus o (F) C O(M) folgt. Umgekehrt ist jedes / G O(M) 
auf Af , also auch auf einer offenen Umgebung U von M1 beschränkt, da M kompakt 
ist. Ist etwa n G IN mit |/(a;)| < n auf U gewählt, so sind \Jn dt / analytisch auf U. 
Somit sind n ± f Quadrate in F1 woraus / G o folgt. Es gilt also o (F) = O(M). Sei 
jetzt o := o(F) = O(M). Die Auswertungsabbildung M —> Hom(o , lR) ist trivialerweise 
stetig und ist nach Voraussetzung injektiv. D a beide Räume kompakt sind, genügt es, ihre 
Surjektivität nachzuweisen. Sei also (p: o —> IR ein Homomorphismus, und sei p sein Kern . 
Wegen IR C o ist p ein maximales Ideal von o. Zu / G o sei Z(f) := {x G M: f(x) = G*}. 
Wäre der Durchschnitt aller Z(f) mit / G p leer, so gäbe es endlich viele f\1..., fr Gp mit 
2(f\)n- • •DZ(J r ) = 0, da M kompakt ist. Dann wäre aber g := Z 1 2H Vf2 nullstellenfrei 
auf einer Umgebung von M1 also l/g G o, was zum Widerspruch 1 = ( / 2 H V fr) 19 £ P 
führt. Ist nun x G M mit f(x) = O für alle / G p, so folgt aus der Maximalität von p 
sofort, daß <p(f) = f(x) für alle / G o gilt . • 
Dieses Beispiel illustriert die Vorstellung, die zu dem Terminus „Holomorphiering" 
geführt hat: Ist F ein Körper, so denkt man sich die Elemente von F als stetige P 1 ( I R ) -
wertige Funktionen auf dem kompakten Raum M(F) („meromorphe Funktionen") ; die 
Elemente von o(F) sind dann genau diejenigen Funktionen, die nirgends unendlich wer-
den, also die „holomorphen Funktionen". 
B e i s p i e l 2. Hier werden ein paar elementare Tatsachen aus den Anfangsgründen der 
algebraischen Geometrie benutzt, siehe etwa [Sf], [H, chapter I]. Sei V eine glatte pro-
jektive irreduzible Kurve , welche über IR definiert (also durch homogene Polynome mit 
Koeffizienten in IR beschrieben) ist, und sei F = IR(V) ihr Funktionenkörper. Bekanntlich 
definiert jeder Punkt x G V ( C ) einen diskreten Bewertungsring OX von F (den R i n g der 
in x regulären Funktionen), wobei genau dann OX residuell reell (mit Restklassenkörper 
1R) ist, wenn x G V(IR) ist. (Überdies gilt OX = OY genau dann, wenn x und y komplex 
konjugiert sind.) D a die OX (x G V ( C ) ) sämtliche nicht-trivialen Bewertungsringe von 
F über IR sind, ist o(F) = 0 ( V ( I R ) ) , der Ring der auf ganz V(IR) regulären Funktio -
nen, und man hat eine kanonische Bijektion e: V(IR) —> M(F). Versieht man V(IR) wie 
üblich mit seiner starken (= klassischen) Topologie, so ist V(IR) kompakt. Die auf V(IR) 
regulären Funktionen / : V r ( I i ) —> IR sind natürlich stetig. M i t Satz 5 folgert man, daß e 
stetig, also ein HomÖomorphismus ist. W i r können also V(IR) mit M(F) identifizieren. 
W i r wollen nun einige Aspekte des Verhaltens von Präordnungen und (residuell reellen) 
Prüferringen unter (reellen) Stellen diskutieren. 
Sei X: F —» K U oo eine surjektive Stelle und T eine Präordnung von F. Dann ist 
X(T D 0\) eine Präordnung von K (§9, Bemerkung 2; O^ ist der Bewertungsring zu A), 
die wir — etwas nachlässig — mit A(T) bezeichnen. 
Definition 3. Die Stelle A heißt mit T verträglich, wenn - 1 £ A(T) , also A(T) eine echte 
Präordnung von K ist. 
Bemerkungen. 
9. Genau dann ist A mit der Präordnung T1F2 von F verträglich, wenn A reell (also K 
formal reell) ist, und dann gilt A ( E F 2 ) = T , K 2 . 
10. Ist T = P eine Anordnung von F , so ist A genau dann mit P verträglich, wenn A(P ) 
eine Anordnung von K ist. Dies ist also äquivalent zur Existenz einer Anordnung Q von 
KY so daß A mit P und Q verträglich im Sinne von II, §8 ist (und dann ist notwendigerweise 
Q = A(P) ) . 
W i r werden bald eine ganze Liste von Bedingungen angeben, die sämtlich zur Verträg-
lichkeit von A mit T äquivalent sind. Gleichzeitig ergibt sich dabei eine Charakterisierung 
aller Stellen A von F mit OT(F) C 0\ (man beachte, daß O j ( P ) der Durchschnitt a l l 
dieser O^ ist). Zunächst jedoch einige Vorbereitungen. 
L e m m a 1. Sei T eine echte Präordnung von F und A ein Oberring von Op(F) in F. 
Dann ist jedes Ideal von A konvex in F bezüglich T. Insbesondere ist A ein T-konvexer 
Teilring von F. 
Beweis. Seien a E A und b E F mit O < b < a (T). Ist a = 0, so auch 6 = 0. Andernfalls 
folgt 0 < 6 a - 1 < 1 (T) , also ba~l E oT(F) C A (denn oT(F) ist die T-konvexe Hülle von 
Z in F ) , und somit 6 = (ba~l)a E Aa. • 
Dies zeigt insbesondere, daß die T-konvexen Teilringe von F genau die Oberringe der 
T-konvexen Hülle Op(F) von Z in F sind. 
Lemma 2. Sei T eine echte Präordnung von F, sei A ein Prüferring von F und p ein-
Primideal von A. Dann sind äquivalent: 
(i) Ap ist konvex in F bezüglich T; 
(ii) p ist konvex in A bezüglich T H A. 
Beweis. Aus (i) folgt nach Lemma 1 die T-Konvexität von pAp in F1 also auch die T f l A -
Konvexität von p = (pAp) D A in A. Umgekehrt gelte (ii) , und seien a E Ap1 6 E F 
mit 0 < 6 < a (T) ; angenommen, 6 ¢ Ap. Dann ist 6 _ 1 E pAp1 also auch ab'1 E PAp1 
und 0 < 1 < ab~l(T). Es gibt C1S E A mit c G p , ^ | 3 und a 6 _ 1 = e s " 1 . Dann liegt 
(c — 5 ) 5 = s2(ab"1 — 1) in T D A1 aber nicht in P1 und 
s 2 4- (c — s)s = es E p 
gibt einen Widerspruch zur T PI A-Konvexität von p. • 
Lemma 3 (G . Brumfiel) . Sei A ein Integritätsbereich, p ein Primideal von A und T eine 
echte Präordnung des Quotientenkörpers F von A. Dann sind äquivalent: 
(i) p ist ein T O A-konvexes Primideal von A; 
(ii) es gibt eine Anordnung P von F mit P DT, so daß p ein P f l A-konvexes Primideal 
von A ist. 
Beweis. (1) => (ii) M i t dem Zornschen Lemma erhält man eine Präordnung U 3 T 
von F1 für die p noch U Pl A-konvex ist und die maximal unter dieser Eigenschaft ist. 
Angenommen, U sei keine Anordnung von F . Es gibt also a E F1 a $ U U ( — (J)1 und 
folglich sind Ui := U-\-aU und U2 :•- U — aU echte Präordnungen von F (I, §1, Lemma 1). 
W i r zeigen U\ H U2 — U. Dazu sei 6 E U\ D t/2 gegeben, etwa 6 = w + = u ' — a?/ mit 
U1Ut1V1V1 E t / . Es folgt 
6(v + V1) = uv + uv E t / , 
und daraus b e U1 denn ist v -f v r = 0, so auch v = vf = 0. Es ist also insbesondere 
UnA = (UiHA)D (U2 H A ) . Nach dem. Lemma von Klapper (§10, Lemma 4) ist p konvex 
bezüglich einem der Ui DA1 ein Widerspruch zur Maximalität von U. Die Implikation (ii) 
=> (i) ist t r iv ia l . • 
W i r kommen nun zu den angekündigten äquivalenten Beschreibungen der Verträglich-
keit einer Stelle mit einer Präordnung. Wie früher bezeichnet 0^ den Bewertungsring 
einer Stelle A von F und xt\\ dessen maximales Ideal. 
Theorem 8. Sei A: F —» K U co eine surjektive Stelle von F, und sei T eine echte 
Präordnung von F. Es bezeichne o := o(F) den Holomorphiering von F. Die folgenden 
Aussagen sind äquivalent: 
(i) A ist mit T verträglich; 
(ii) m A n ( l + T ) = 0; 
(iii) A ist endlich auf Ot(F) (also Ot(F) C 0\); 
(iv) ox ist T-konvex; 
(v) es gibt eine Anordnung PDT von F. so daß Ox P-konvex ist; 
(vi) es gibt ein x G Hf(T), so daß A mit x verträglich ist; 
(vii) es gibt eine Vergröberung p von A in M(F) (also OFL C oAy) ; welche mit T 
verträglich ist. 
Für die weiteren Aussagen sei A als reell vorausgesetzt. Dann ist o C Ox, und für das 
Primideal p := o Pl m A von o gilt Ox = Op. Zu den obigen Aussagen sind auch äquivalent: 
(viii) Das Primideal p von o ist T Pl o-konvex; 
(ix) es gibt ein y G II0(T D o) mit supp(y) = p ; 
(x) p n (1 + T n o) = 0. 
Beweis. Die nötige Beweisarbeit ist schon getan, man muß nur die bisherigen Resultate 
zusammenfügen: 
Die Äquivalenz von (i) und (ii) folgt direkt aus Definition 3, jene von (iii) und (iv) aus 
Lemma 1. D a OT(F) nach § 1 1 , Korol lar 4 von allen (1 + t)~x mit t G T erzeugt wird, 
sind (ii) und (iii) äquivalent. Die Äquivalenz von (v) und (vi) ist klar nach Bemerkung 
10 (vgl. II, § 8 , Satz 4) , und (v) => (iv) ist tr iv ial . Umgekehrt folgt aus (iv) nach Lemma 
2, daß m A konvex bezüglich T n oA ist; nach Lemma 3 gibt es also eine Anordnung PDT 
von F, so daß m A konvex bezüglich P f) Ox ist, und nochmalige Anwendung von Lemma 
2 gibt (v). (v) => (vii): Wählt man P wie in (v) und p als Stelle mit Bewertungsring 
O p ( F ) , so ist p mit T verträglich, vergröbert A, und p G M(F). Umgekehrt folgt (vii) 
=> (iii) durch Anwendung der schon bewiesenen Implikation (i) => (iii) auf p. Damit ist 
schon die Äquivalenz von (i)—(vii) bewiesen. 
N u n sei A reell, also o C Ox (Theorem 2). Die Gleichheit oA = 0p wurde schon in 
Bemerkung 6 gezeigt, und aus Lemma 2 folgt die Äquivalenz von (iv) und (viii). Die 
Äquivalenz von (viii) und (ix) folgt aus § 1 0 , Satz 3 und Theorem 4, und (ii) => (x) ist 
t r iv ia l . Umgekehrt gelte jetzt (x). Ist q ein unter q n (1 + T n o) = 0 maximales Ideal 
von o, so ist q prim und konvex in o bezüglich TH o ( § 1 0 , Satz 1), also O q T-konvex in 
F nach der schon bewiesenen Implikation (viii) => (iv). Aus Oq C Op und L e m m a 1 folgt 
dann die T -Konvex i tat von 0p = 0x, also (iv). Damit ist das Theorem bewiesen. • 
Satz 9. Sei A: F —» K U co eine surjektive Stelle und T eine Präordnung von F. Ist A 
mit T verträglich, so gilt 
A ( o T ( F ) ) = Ox(T)(K). 
Inbesondere gilt A(o (F) ) = o(K), falls A reell ist. 
Beweis. Nach § 1 1 , Korollar 4 wird oT(F) von allen (1 + t ) - 1 mit t G T erzeugt. Die 
Voraussetzung besagt, daß A auf OT(F) endlich ist (Theorem 8) . Für t G T ist aber 
X (-L-) = / l/(l + A(0) falls t G T n o A , 
yI +t} \ 0 falls ^ O A . 
Wegen A(T) = A ( T f l 0\) folgt daraus die erste Behauptung. Die zweite ist der Spezialfall 
T = E T 2 (also A(T) = E K 2 ) , vgl . Bemerkung 9. • 
D a sich die Primideale p von o(F) und die residuell reellen Bewertungsringe von F 
entsprechen (via p i—• o(F)p, siehe Bemerkung 6 und Theorem 2), kann man die zweite 
Aussage in Satz 9 auch so formulieren: Ist p ein Primideal von O(F)i so ist o(F)/p der 
Holomorphiering des Quotientenkörpers /c(p) von o(F)/p. 
Korol lar 4. Ist A ein residuell reeller Prüferring von F und A: F — » K U oo eine 
surjektive Stelle, die auf A ganz ist, so ist X(A) ein residuell reeller Prüferring von K. 
Beweis. Nach Theorem 2 ist o(F) C A , also o(K) C X(A) nach Satz 9. Nun erneut 
Theorem 2. • 
Satz 10. Sei T eine Präordnung von F und X: F —-» K U oo eine mit T verträgliche 
surjektive Stelle. Sei Q eine Anordnung von K. Genau dann ist Q D X(T), wenn es eine 
mit X verträgliche Anordnung P D T von F mit Q — A(P) gibt. 
Beweis. Für die nicht-triviale Richtung sei Q D A(T) , sei Q* := Q — {0}. Ist P eine 
Anordnung von F mit T U A _ 1 ( Q * ) C P , so erfüllt P offenbar das Verlangte. Daher ist 
zu zeigen, daß T U A -^ 1(Q 5 l t) eine echte Präordnung von F erzeugt. Wäre dies falsch, so 
gäbe es S1 G A " 1 (Q + ) , U G T (i = 1 , . . . , N) mit 
1 4- «Mi H- • • • H- Sfftw = 0 . 
Für mindestens ein i ist dann A(/,;) = oo. Sei v die zu A gehörende Bewertung, und sei 
etwa v(t\) < - • • < v(tw). Dann erhält man 
t\l + s\ H- S 2 ^ 7 2 H- h S J V ^ = 0 5 
wobei ^ j " 1 und alle = IlJti in T f l o A liegen. Anwendung von A auf diese Identität ergibt 
einen Widerspruch. • 
Korollar 5. Sei A ein residuell reeller Prüferring von F und T eine Präordnung von F. 
Dann ist IIA(TC)A) der Abschluß von HF(T) in S p e r A (wobei S p e r F = (Sper A ) m m als 
Teilraum von S p e r A aufgefaßt wird). 
Beweis. Wegen IIp(T) C IIA(T D A ) muß man zeigen, daß jedes y G HA(T H A) eine 
Generalisierung in Hp(T) hat. Sei p := supp(?/) und B := Ap. W i r fassen y auch als 
Punkt in Sper B (mit Träger m#) auf. Dann ist y G IIB(TDB). N u n folgt die Behauptung 
durch Anwendung von Satz 10 auf die zu B gehörende Stelle F —> tc(B) U oo. • 
Abschließend diskutieren wir die Beziehungen zwischen den reellen Spektren von o := 
o(F) und anderen residuell reellen Prüferringen von F . 
S a t z 11 . Sei A ein residuell ideeller Prüferring von F, also ein Oberring von o in F, und 
sei y (A) das Bild von S p e r A unter der Restriktionsabbildung rA: S p e r A —> Sper o. 
a) Y(A) ist ein unter Generalisierung in Sper O stabiler prokonstruierbarer Teilraum 
von Sper o, und rA ist ein Homöomorphismus von S p e r A auf Y(A); 
b) Y(A) besteht aus allen x G Sper O mit o s u p p( x ) D Ai oder äquivalent, mit A-supp(a:) ^ 
A (hier bezeichnet A • supp(a;) wie üblich das von supp(x) in A erzeugte Ideal); 
c) Y(A) ist die Vereinigung aller Y(B), wo B die Bewertungsringe von F mit ACB 
durchläuft. 
Beweis. Sei p ein Primideal von A. D a aus Bemerkung 6 Opno = Ap folgt (beide 
Bewertungsringe haben dasselbe Zentrum in o), kommutiert 
S p e c A —> { Bewertungsringe von F/A} 
i n 
Speco —> { Bewertungsringevon F/o} 
wobei die horizontalen Pfeile die Bijektionen aus Bemerkung 6 (Lokalisierung) sind. Daher 
ist die Restriktionsabbildung SpecA —• Spec O injektiv und erhält die Restklassenkörper, 
woraus schon folgt, daß rA injektiv und Y(A) = {x G Sper 0: A C o s u p p( x )} ist. Damit ist 
c) evident und außerdem, klar, daß Y(A) stabil unter Generalisierung ist. A p r i o r i ist Y(A) 
prokonstruierbar. Ist a = b/c G A mit O 6, c G o, so ist rA(HA(A)) — H0(bc) D Y(A); 
folglich ist rA ein Homöomorphismus auf Y(A). Es bleibt noch die zweite Aussage unter 
b) zu zeigen. Ist q G Speco und A C o q , so folgt A q C A D q O q ^ A. Ist umgekehrt 
A q C p mit p G SpecA , so folgt A C Ap = O p n o C o q . Damit ist der Satz bewiesen. • 
K o r o l l a r 6. Sind A und A' residuell reelle Prüferringe von F mit Y(A) = Y(A1)i so ist 
A = A1. 
Denn nach Satz 11 enthält O q für ein Primideal q von 0 genau dann A , wenn es At enthält, 
und A bzw. At ist der Durchschnitt all dieser o q . • 
Wegen Satz 11 kann man S p e r A mit dem Teilraum Y(A) von Spero identifizieren. 
Dieser läßt sich wie folgt recht anschaulich beschreiben. Sei y G SperF = (Sper o ) m m . 
V i a x i-> o s l i p p ( r ) entsprechen die Spezialisierungen x von y in Sper o eineindeutig den 
bezüglich y konvexen Teilringen B von F. (Dies folgt aus Theorem 8 und Bemerkung 6.) 
Diese Entsprechung ist ordnungsumkehrend; es entspricht also y dem größten solchen 
Tei lr ing (nämlich B = F) und die abgeschlossene Spezialisierung y von y in Sper 0 dem 
kleinsten solchen Teilring (nämlich B = Oy(F)). Ist nun eine Spezialisierung x von y 
gegeben, so liegt x nach Satz 10b) genau dann in Y(A) = Sper A , wenn A in O s u p p ^ 
enthalten ist. Insbesondere hat die in S p e r A abgeschlossene Spezialisierung von y als 
Trägerideal genau das Zentrum von A • Oy(F) (der y-konvexen Hülle von A ) in o. 
M a n kann nun für die Ringe A = Op(F) zu echten Präordnungen T von F ähnliche 
Resultate beweisen, wie wir sie in den Sätzen 4 bis 7 für den Holomorphiering o(F) gezeigt 
haben. W i r deuten diese nur an und überlassen die Beweise dem Leser. 
Die kanonische Abbi ldung Hom(A 5 IR ) —> S p e r A ist eine Bijektion auf die Teilmenge 
S p e r A PI (Sper o) 
von ( S p e r A ) m a x . Diese Teilmenge enthält die Spitzen aller Speere {x} in Spero für 
x G Hf(T)1 ist aber i m allgemeinen größer. Weiter steht H o m ( A 5 I R ) in natürlicher 
Bi jekt ion zu 
M(FfT) := {A G M(F): A und T sind verträglich} , 
einem abgeschlossenen (also kompakten) Teilraum von M(F). Satz 5 gilt entsprechend 
auch für A1 und Satz 6 verallgemeinert sich wie folgt: Ist a G A und bezeichnet 
ä: H o m ( A 5 I R ) —> IR die Auswertungsabbildung, so ist genau dann ä > 0, wenn 
a + - G T für alle n G IN 
n 
ist. 
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