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Analytic Deformations of Minimal Networks
A. Ivanov A. Tuzhilin
Abstract
A behavior of extreme networks under deformations of their boundary sets is in-
vestigated. It is shown that analyticity of a deformation of boundary set guarantees
preservation of the networks types for minimal spanning trees, minimal fillings and
so-called stable shortest trees in the Euclidean space.
Introduction
An interest to the behavior of shortest networks under deformations of their boundary sets
goes back to the works devoted to Steiner ratio of Euclidean plane investigations. In 90th,
in Australian school, some non-trivial estimates on the Steiner ratio for small boundary sets
were obtained by means of so-called variational approach, i.e., using a control on behavior
of the length functions of minimal spanning tree and shortest tree under small deformations
of a boundary set (which are sometimes referred as variations), see [1], [2], and [3].
Investigation of the length functions of extreme networks were continued by the authors.
In paper [4], for shortest trees and for minimal spanning trees in the Euclidean space it
is proved an existence of the derivative of their length functions with respect to one-
parametrical deformations of the boundary sets, and formulas for those derivatives were
derived. Namely, it turns out that the derivative is equal to the derivative of some minimal
parametric tree (a tree with a fixed combinatorial structure) which is a shortest one (a
minimal spanning one, respectively) for the initial boundary.
But it is not true that for a sufficiently small deformation of the boundary a structure
of shortest tree or of minimal spanning tree can be chosen changeless. A corresponding
example can be easily constructed even for a three-point boundary set in the Euclidean
plane, see Figure 1. One fixed vertex O of the triangle is located in the origin, the other
fixed vertex A belongs to the ray forming the angle of 2π/3 with the abscissa axis, and
the third vertex B is located at the abscissa axis in the initial time and moves along an
oscillating curve which makes infinitely many oscillations around the abscissa axis in any
neighborhood of the initial point. When the point B is in the upper half-plane, then the
shortest network for the set AOB has an additional vertex, where three its edges meet each
other, and when B is in the lower half-plane, then the shortest network for AOB consists
of two segments, [A,O] and [O,B].
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Figure 1: A smooth deformation generating infinitely many changes of the shortest tree
structure.
This example can be modified easily to generate infinitely many changes of non-degenerate
shortest tree structures. Consider a convex quadrangle in the plane, and let O be the inter-
section point of its diagonals. Assume that the vertices of this quadrangle can be connected
by two locally minimal binary trees (here binary tree is a tree, whose boundary vertices
have degree 1, and all the other ones have degree 3). For each such tree consider the pair of
vertical angles having vertex at O and subtending the sides connecting adjacent boundary
vertices. Then, in accordance with [5], the tree corresponding to the least angle is shorter,
and hence, is a shortest one, i.e., it is a Steiner minimal tree (and if the angles are equal o
each other, then the both trees are shortest).
Take a square as the quadrangle. Then its vertices are connected by two shortest
binary trees, see Figure 2. Let us move one of the vertices of the square similarly to the
previous example, namely, its trajectory oscillates around the straight line passing through
the correspondent diagonal of the square. Then the shortest tree connecting the four point
set consisting of the three fixed vertices of the square and the moving one changes its type
each time as the moving vertex passes across the straight line (the combinatorial structure
of the binary tree remains the same, but the way the tree is attached to the boundary set
changes spasmodically).
Notice that both our examples are based on the same effect, namely, on an infinite
number of oscillations in a finite interval of the parameter changing. The deformation
constructed are smooth but not analytic.
The main result of the present paper describes a class of deformations which such
effects are impossible under. Main Theorem (Theorem 1) gives an answer for a sufficiently
general case (see below a general statement of the problem in terms of so-called metric
functionals). As applications, the classical cases of shortest trees and minimal spanning
trees in Euclidean space are considered. It is shown (see Corollary 4.3) that if under a
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Figure 2: A smooth deformation of the boundary generating infinitely many changes of
non-degenerate shortest tree structures.
one-parametric deformation Wt, t ∈ [0, 1], each point of an initial boundary set W0 moves
along an analytic curve, then for sufficiently small positive values of the parameter t the
families Nt of the combinatorial types of the minimal spanning trees with the boundary Wt
are the same and contained in N0. To prove similar result for shortest trees we need an
additional assumptions of so-called stability, see below, of all shortest trees with the initial
boundaryW0, see Corollary 4.15. The case of minimal fillings of finite metric spaces is also
investigated, see Corollaries 5.3 and 5.4. Besides, for convenience, we include well-known
formulas of the first and the second variation of the length of a segment in the Euclidean
space, see Assertions 6.1 and 6.2.
1 Basic Notations and General Construction
Let V be some finite set, whose elements are referred as vertices, and X be an arbitrary
set which is called an ambient space. By M(V,X) we denote the set of all mappings
from V to X. Let a numeration V = {v1, . . . , vn} of the vertices be fixed. Then each
mapping f ∈ M(V,X) is uniquely defined by the “vector”
(
f(v1), . . . , f(vn)
)
of its values
that defines natural isomorphism between the set M(V,X) and the Cartesian power Xn.
Let D(X) be the set of all semi-metrics on X, then for each f ∈ M(V,X) and each ρ ∈
D(X) the semi-metric f∗(ρ) ∈ D(V ) is defined as follows: f∗(ρ)(vi, vj) = ρ
(
f(vi), f(vj)
)
.
Since each semi-metric from D(V ) is uniquely defined by the set of its m = n(n − 1)/2
values on all pairs of distinct vertices from V , then the space D(V ) can be identified with
the subset Dm of the Euclidean space Rm consisting of all the vectors with non-negative
coordinates such that some of their triplets meet the triangle inequalities. In more detail,
Dm ⊂ Rm is the subset of points of the following form:(
r12, . . . , r1n, r23, . . . , r2n, . . . , rn−1n
)
,
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such that the inequalities rij ≥ 0 and
∣∣rij − rjk∣∣ ≤ rik ≤ rij + rjk are valid for all 1 ≤ i <
j < k ≤ n. Thus, the vector f∗(ρ) has the above form, where rij = f
∗(ρ)(vi, vj).
Each function L : D → R, where D ⊂ Dm, is referred as a metric functional. A
functional L is said to be continuous, if L is a continuous function. A functional L is said
to be smooth (analytic), if it is a restriction of a smooth function (an analytic function,
respectively) defined in an open subset Ω ⊂ Rm, Ω ⊃ D. Similarly, continuous, smooth
and analytic curves in D ⊂ Dm are defined.
By a curve in a set W passing through a point w ∈ W in instant t0 ∈ [a, b] we call a
mapping γ : [a, b]→ W such that γ(t0) = w. If t0 = a, then one says that the curve γ goes
out w, and if t0 = b, then γ comes to w. A deformation ft of a mapping f ∈ M(V,X)
is a curve in M(V,X) passing through f . For each metric ρ ∈ D(X) the deformation ft
generates the deformation f∗t (ρ) of the metric f
∗(ρ) which is a curve in Dm passing through
the point f∗(ρ) ∈ Dm.
Let L = {L1, . . . , Lp} be a non-empty family of metric functionals, and D ⊂ Dm be the
intersection of their domains. Then
Lmin = min
i
Li and Lmax = max
i
Li
are defined on D. For each r ∈ D by Imin(L, r) we denote the set of the indices i such
that Lmin(r) = L
i(r). Similarly, by Imax(L, r) we denote the set of the indices i such that
Lmax(r) = L
i(r).
2 Analytic Functions and Main Theorem
The following result from Analytic Functions Theory is key one in our considerations.
Proposition 2.1. Let f(x) and g(x) be real functions defined in an open domain in the
real line R analytic at a point x0, and f(x0) = g(x0). Then there exists a neighborhood U
of the point x0 such that either f and g coincide with each other in it, or f(x) 6= g(x) for
all x ∈ U \ {x0}.
The following general result follows directly from the above definitions and Proposi-
tion 2.1.
Theorem 1. Let L = {L1, . . . , Lp} be a family of metric functionals having a nonempty
intersection D ⊂ Dm of their domains. Consider an arbitrary mapping f ∈ M(V,X) and
its deformation ft, t ∈ [a, b], where f = ft0 , t0 ∈ [a, b]. Let = ρ ∈ D(X) be an arbitrary
semi-metric. Consider the corresponding semi-metric f∗(ρ) ∈ Dm and the corresponding
curve γ(t) = f∗t (ρ) in D
m generating a deformation of the latter semi-metric. Let the curve
γ lie in D, so the set Imin(t) = Imin
(
L, γ(t)
)
is defined for all t ∈ [a, b]. Besides, let γ be
analytic at t0, and all the functionals L
i be analytic at γ(t0). Then
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(1) There exists a neighborhood U ⊂ [a, b] of the point t0, such that the sets Imin(t) are
the same for all t ∈ U ∩ {t > t0} (for all t ∈ U ∩ {t < t0}, respectively) and they are
contained in Imin(t0);
(2) if also Imin(t) = Imin(t0) for some t ∈ U \ {t0}, then the sets Imin(t) are the same for
all t ∈ U .
Remark 2.2. A similar result is valid for Imax(t) = Imax
(
L, γ(t)
)
also.
We also need the following analytic version of Implicit Function Theorem, see, for
example [6].
Proposition 2.3. Let fj(z, w), j = 1, . . . ,m, be a set of real functions on real variables
(z, w) = (z1, . . . , zm, w1, . . . , wn), which are analytic in a neighborhood of a point (z0, w0),
and let fj(z0, w0) = 0, j = 1, . . . ,m, and
det
( ∂fj
∂zk
)m
j, k=1
6= 0 at the point (z0, w0).
Then in some neighborhood of the point w0 the equation system fj(z, w) = 0, j = 1, . . . ,m,
has uniquely defined analytic solutions zk(w), k = 1, . . . ,m, such that z(w0) = z0.
3 Main Theorem in the Case of Networks
For an arbitrary set W by P(W ) we denote the set of all its subsets, and let W (k) ⊂ P(W )
stand for the set of all k-element subsets of W .
By an edge set E on a set V we call an arbitrary subset of V (2). Elements e = {v,w} ∈ E
are referred as edges and are denoted by vw or wv for brevity. Each edge set E generates
the corresponding metric functional LE on D
m as follows: if E = ∅, then put LE = 0,
otherwise,
LE(r12, . . . , rn−1n) =
∑
vivj∈E
rij ,
where r12, . . . , rn−1n are Cartesian coordinates in R
m. It is clear that the functional LE is
analytic.
A pair G = (V,E), where E ⊂ V (2), is called by a (simple) graph. A generalized network
of the type G in X is a mapping Γ: V → X, and a deformation Γt of the mapping Γ is a
deformation of the generalized network Γ. The number LE
(
Γ∗(ρ)
)
is called the length of
the generalized network Γ with respect to the semi-metric ρ and is denoted by Lenρ(Γ).
Let E = {E1, . . . , Ep} be a non-empty family of edge sets on V , and G =
{
(V,E1), . . . , (V,Ep)
}
be the corresponding family of the graphs Gi = (V,Ei). Put Li = LEi , and form the fam-
ily L = {L1, . . . , Lp} of functionals on Dm. Then Lmin is called the length of minimal
generalized network of the type G.
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Further, let (X, ρ) be a semi-metric space. Then for each f ∈ M(V,X) the family of
generalized networks N = N (G) = {Γi} is defined, where Γi stands for the network of the
type Gi that coincides with f as a mapping from V to X. For each generalized network
Γi from this family its length Lenρ(Γ
i) is defined. Each generalized network Γi such that
Lenρ(Γ
i) = Lmin
(
f∗(ρ)
)
is called a minimal generalized network in the family N .
Corollary 3.1. Let (X, ρ) be an arbitrary semi-metric space, and N (G) = {Γi} be the fam-
ily of generalized networks generated by a family of graphs G and a mapping f ∈ M(V,X).
Consider a deformation ft, t ∈ [a, b], of these networks. Assume that the corresponding
curve γ(t) = f∗t (ρ) in D
m is analytic at the point t0. Then
(1) There exists a neighborhood U ⊂ [a, b] of the point t0 ∈ [a, b] such that the types of
minimal generalized networks in the family N are the same for all t ∈ U ∩ {t > t0}
(for all t ∈ U ∩ {t < t0}, respectively) and they are contained among the types of
minimal generalized networks in N for t = t0;
(2) If also the sets of types of minimal generalized networks in the family N are the same
for some t ∈ U \ {t0} and t0, then these sets are the same for all t ∈ U .
For example, if G is the family of all spanning trees on the set V , then Lmin is called
the length of minimal spanning tree, and each minimal generalized network in this family
is referred as a minimal spanning tree.
Corollary 3.2. Let (X, ρ) be an arbitrary semi-metric space, and ft, t ∈ [a, b], be a
deformation of some mapping f ∈ M(V,X). Assume that the corresponding curve γ(t) =
f∗t (ρ) in D
m is analytic at the point t0. Then
(1) There exists a neighborhood U ⊂ [a, b] of the point t0 ∈ [a, b] such that the types of
minimal spanning trees are the same for all t ∈ U ∩{t > t0} (for all t ∈ U ∩{t < t0},
respectively), and they are contained in the set of types of minimal spanning trees for
t = t0;
(2) If also the types of minimal spanning trees are the same for some t ∈ U \ {t0} and
t0, then these types are the same for all t ∈ U .
4 Networks in Euclidean Space
In this Section the ambient space is the space Rk endowed with the Euclidean distance ρ2.
Let V = {v1, . . . , vn} be a finite set, and f : V → R
k be an embedding. Put W = f(V ) ⊂
R
k. If f(vi) = wi = (w
1
i , . . . , w
k
i ), i = 1, . . . , n, then
f∗(ρ2)(vi, vj) = ρ2
(
f(vi), f(vj)
)
= ρ2(wi, wj) =
√∑
α
(wαi − w
α
j )
2.
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Each deformation ft, t ∈ [a, b], of the embedding f generates the one-parametric family
of sets Wt = ft(V ) ⊂ R
k which is defined by the set of curves wi(t), i = 1, . . . , n. In
coordinates the curve γ(t) = f∗t (ρ2) in D(V ) has the following form:
rij(t) = f
∗
t (ρ2)(vi, vj) = ρ2
(
wi(t), wj(t)
)
=
√∑
α
(
wαi (t)− w
α
j (t)
)2
.
Assertion 4.1. Under the above notations, if all the curves wi(t) are analytic at t0, and
all the points wi(t0), i = 1, . . . , n, are pairwise distinct, then the curve γ(t) is analytic at
the point t0 ∈ [a, b].
4.1 Minimal Networks without Additional Vertices
The next two results follows directly from Corollaries 3.1, and 4.3, and Assertion 4.1.
Corollary 4.2. Let N = {Γi}pi=1 be a family of generalized networks generated by a family{
Gi = (V,Ei)
}
of graphs and by a fixed embedding f : V → Rk. Put W = f(V ) =
{w1, . . . , wn}, and let Wt, t ∈ [a, b], be a one-parametric deformation of the set W given by
a set of curves wi(t), t ∈ [a, b]. Assume that all the curves wi(t) are analytic at the point
t0 ∈ [a, b] and that the points wi(t0), i = 1, . . . , n, are pairwise distinct. Then
(1) There exists a neighborhood U ⊂ [a, b] of the point t0 such that the types of minimal
generalized networks in the family N connecting the sets Wt are the same for all
t ∈ U ∩{t > t0} (for all t ∈ U ∩{t < t0}, respectively) and they are contained among
the types of the minimal generalized networks in the family N connecting the set Wt0 ;
(2) If also the sets of types of minimal generalized networks in the family N connecting
the sets Wt and Wt0 coincides withe each other for some t ∈ U \ {t0}, then these sets
are the same for all t ∈ U .
Corollary 4.3. Let Wt, t ∈ [a, b], be a one-parametric deformation of a finite subset
W = {w1, . . . , wn} ⊂ R
k, oven by a set of curves wi(t), t ∈ [a, b]. Assume that all the
curves wi(t) are analytic at the point t0 ∈ [a, b], and that the points wi(t0), i = 1, . . . , n,
are pairwise distinct. Then
(1) There exists a neighborhood U ⊂ [a, b] of the point t0 such that the types of minimal
spanning trees spanning the sets Wt are the same for all t ∈ U ∩ {t > t0} (for all
t ∈ U ∩ {t < t0}, respectively) and they are contained among the types of minimal
spanning trees connecting Wt0 ;
(2) If also the types of minimal spanning trees spanning Wt and Wt0 are the same for
some t ∈ U \ {t0}, then these sets are the same for all t ∈ U .
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Remark 4.4. The above construction, Assertion 4.1 and Corollaries 4.2 and 4.3 can be
generalized word-byword to the case of the space Rk endowed with the metric ρp, 1 < p <
∞, where
ρp(wi, wj) = p
√∑
α
(wαi − w
α
j )
p, wi = (w
1
i , . . . , w
k
i ) ∈ R
k.
More general, the same results are valid for a normed space with a norm that is analytic
everywhere except zero.
4.2 Necessary Information from Graph and Network Theory
As above, a pair G = (V,E), where E ⊂ V (2), is referred as a (simple) graph. Since we
are interested in boundary problems, we always assume that for each graph G = (V,E)
under consideration a set of its vertices that are referred as boundary is chosen; the set of
boundary vertices is the boundary of the graph G which is denoted by ∂G. Due to specifics
of the boundary problem under consideration, we always assume that ∂G contains all the
vertices of degree 1 and 2 of the graph G. The remaining non-boundary vertices of the
graph G are referred as interior or movable.
Let G = (V,E) be tree with a boundary ∂G, and v ∈ ∂G be a boundary vertex of
degree d ≥ 2. Represent the tree G as a union of its subtrees in such a way that the degree
of the boundary vertex v in each these subtree is equal to 1. To do that consider all the
edges ei = uiv, i = 1, . . . , d, of the graph G that are incident to v and through out of the
graph G all the edges ei except some single ej . By Gj we denote the unique connected
component of the resulting graph that contains the edge ej . Evidently, Gj is a subtree
in G, and the degree of the vertex v in it i.e. equal to one. Put ∂Gj = Vj ∩ ∂G, where
Gj = (Vj , Ej). It is clear that the tree G is the union of its subtrees Gj , j = 1, . . . , d. We
say that the subtrees Gj are obtained from G by cutting it by the boundary vertex v. If one
cuts a tree G consecutively by all its boundary vertices of degree more than one, then the
boundaries of the resulting subtrees consist exactly of all their vertices of degree 1. These
subtrees are referred as regular components of the tree G.
We call a tree (with a boundary) binary, if all its vertices have degrees either 1 or 3,
and its boundary consists exactly of all its vertices of degree 1. A pair of adjacent edges
of a binary tree, each of which is incident to a bounder vertex is called moustaches. Each
binary tree with three or more boundary vertices has moustaches.
Let B be an arbitrary finite set. By BT (B) we denote the set of all binary trees with
the boundary B considered up to an isomorphism preserving B.
Let G = (V,E) be a tree with a boundary ∂G, and Ed be an arbitrary family of edges of
the tree G. By G1, . . . , Gk we denote the components of the forest (V,Ed), by Vi we denote
the vertex set of the tree Gi, and putW = {Vi}. ThenW is a partition of the set V that is
said to be generated by the family Ed. By π : V → W we denote the canonical projection,
i.e., π(v) = Vi, if and only if v ∈ Vi. For any edge e ∈ E \Ed its vertices belong to distinct
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sets Vi, therefore π(e) ∈W
(2). Since distinct Vi and Vj are connected by at most one edge
of the tree G, then the mapping π : E \ Ed → W
(2) is injective. Put F = π(E \ Ed). It is
easy to see that H = (W,F ) is a tree. Since each Vi that is connected with other Vj by at
most two edges contains a vertex from ∂G, then all the vertices of degree 1 and 2 of the
tree H belong to π(∂G). Thus, the set π(∂G) can be chosen as a boundary ∂H of the tree
H. The resulting tree H with the boundary ∂H is called the quotient of the tree G or the
result of factorization of the tree G over the family Ed of edges. The quotient is denoted
by G/Ed.
Remark 4.5. The factorization operation defined above differs from the standard factor-
ization over a subset, under which the whole subset turns into a single element: the vertex
sets of distinct connected components Gi go to distinct vertices of the quotient.
If Ed consists of a single edge e, then we say that H is obtained from G by degenerating
or by contracting of the edge e, and G is obtained from H by splitting of the vertex w, where
w ∋ π(e). A factorization of a tree G can be represented as a consecutive contracting of its
edges; conversely, each tree G can be repaired from its quotient by a consecutive splitting
of its vertices.
Generally speaking, splitting of a vertex is defined ambiguously. Namely, the edges
incident to the initial vertex can be distributed between the new vertices in different ways,
and if the initial vertex is a boundary one, then the resulting vertices can be differently
distributed between boundary and interior vertices. In the latter case we always assume
that t least one of the new vertices is referred to the boundary, and that all the new vertices
of degree 1 or 2 are also boundary ones.
Each tree is a quotient of some binary tree that is ambiguously defined in general.
Let G = (V,E) be an arbitrary tree, X be a set, and f : V → X be an arbitrary
mapping. Transform the graph Γf of the mapping f into a combinatorial graph as follows:
chose Γf as a vertex set, and connect
(
u, f(u)
)
and
(
v, f(v)
)
by an edge, if and only if
uv ∈ E. As a result, we obtain a tree which is isomorphic to G with the corresponding
boundary. This resulting tree is called a network in X of the type G = (V,E).
Agreement 4.6. For convenience of networks operating we make the following agreements:
• Identify the mapping f and its graph Γf and denote them by the same symbol, say
by Γ;
• Denote a vertex
(
v,Γ(v)
)
of the network Γ by xv and identify it with Γ(v) (compare
with the notation xn for elements of a sequence of reals, which can be defined as a
mapping from N to R), so, even if Γ(u) = Γ(v), but u 6= v, then the corresponding
vertices xu and xv of the network Γ are considered as different ones;
• On the other hand, to distinct the sets {xv}v∈V of the vertices of a network Γ and
the corresponding subset of X, we denote by imΓ the latter one (considering Γ as a
mapping), in particular, ∂Γ = {xv}v∈∂G and im ∂Γ = Γ(∂G);
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• Identify edges e = uv of the tree G with the corresponding edges xuxv of the network
Γ.
In fact, a network Γ is obtained from a tree G by “assignment” a “location” Γ(v) in X to
each vertex v ∈ V .
An edge xuxv of a network Γ of a type G is called degenerate, if Γ(u) = Γ(v). The
corresponding edge of the tree G is called Γ-degenerate. A network without degenerate
edges is called non-degenerate.
Let S be a subfamily of the set of degenerate edges of a network Γ, and H = G/S =
(W,F ), W = {Vi}, be the corresponding quotient. Since the mapping Γ maps each Vi to a
single point, then the mapping ∆: W → X such that ∆(Vi) = Γ(v), where v ∈ Vi, is well-
defined. The network ∆ of the type H is called the quotient of the network Γ with respect
to the edge set S and is denoted by Γ/S. If S is chosen to be the set of all degenerate edges
of Γ, then the network ∆ = Γ/S is called the trace of the network Γ and is denoted by
τ(Γ). By Definition the trace of an arbitrary network dose not contain degenerate edges. If
A is a family of networks, then by τ(A) we denote the set of all the traces of the networks
from A.
Let ∆ = τ(Γ) be the trace of some network Γ, and H be the type of the network
∆. By B(∆) we denote the set of all binary trees T that can be obtained from H by
splitting of vertices. Notice that the tree H can be obtained from each such binary tree T
by factorization over some appropriate set of edges ST . For each T ∈ B(∆) the network
ΓT of the type T , such that ΓT /ST = ∆ is uniquely defined. The set of degenerate edges
of the network ΓT coincides with ST , so ∆ = τ(ΓT ). The set B(∆) is called the binary type
of the trace ∆.
We say that a network Γ in X connects a finite subset M of the set X, if im ∂Γ = M .
By N (X,M) we denote the set of all the networks connecting M .
Each mapping ϕ : ∂G→ X is referred as a boundary one. Let some boundary mapping
ϕ be fixed. We say that a network Γ connects a setM ⊂ X by the mapping ϕ, if Γ(v) = ϕ(v)
for all v ∈ ∂G, and im ∂Γ =M . By [G,ϕ] we denote the set of networks parameterized by
a tree G and connecting some set M by a given mapping ϕ.
Now let (X, ρ) be a metric space, and Γ be some network. As in the case of a generalized
network, by the length of an edge xuxv of the network Γ we call the number ρ(xu, xv), i.e.,
the length between the vertices xu and xv. The sum of lengths of all the edges of the
network Γ is called the length of this network and is denoted by Lenρ(Γ). Notice that if ∆
is a quotient of the network Γ, then Lenρ(Γ) = Lenρ(∆).
Let M be a finite subset of X. Put
smt(M) = inf
{
Lenρ(Γ) | Γ ∈ N (X,M)
}
.
The number smt(M) is called the minimum length of networks on M . Each network
Γ ∈ N (X,M) such that Lenρ(Γ) = smt(M) is called a shortest network.
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A shortest network can have degenerate edges. The trace of a shortest network has no
degenerate edges, i.e., is a non-degenerate tree and called a Steiner minimal tree on M .
By SMT(M) we denote the set of all Steiner minimal trees on M .
Let G be a fixed tree, and ϕ : ∂G→ X be some boundary mapping. Put
mpnG(ϕ) = inf
{
Lenρ(Γ) | Γ ∈ [G,ϕ]
}
.
The number mpnG(ϕ) is called the minimum length of networks of the type G with the
boundary ϕ. Each network Γ ∈ [G,ϕ] such that Lenρ(Γ) = mpnG(ϕ) is called a minimal
parametric network of the type G with the boundary ϕ. By MPN(G,ϕ) we denote the set
of minimal parametric networks of a type G with a boundary ϕ.
The set SMT(M) of shortest networks for a given boundary M can be empty. The set
of all parametric networks of a given type with a fixed boundary an be also empty.
In what follows we need the following Assertions, see, for example, [7] and [10], or
book [9].
Assertion 4.7. Let M ⊂ X and B be arbitrary sets consisting of n elements, and ϕ : B →
M be some bijection. Then
smt(M) = min
{
mpnG(ϕ) | G ∈ BT (B)
}
,
SMT(M) =
⋃
{G∈BT (B)|mpnG(ϕ)=smt(M)}
τ
(
MPN(G,ϕ)
)
.
Assertion 4.8. Let M be a finite subset of the space Rk endowed with Euclidean metric,
G be a tree with a boundary B, and ϕ : B →M be an arbitrary bijection. Then MPN(G,ϕ)
is non-empty. If at the same time G is a binary tree and the network Γ ∈ MPN(G,ϕ)
is non-degenerate, then Γ is unique minimal parametric network of the type G with the
boundary ϕ, and the segments corresponding to adjacent edges of the network meet at a
common vertex by the angle of 2π/3.
Assertion 4.9. Let M be a finite subset of the space Rk endowed with Euclidean metric,
and Γ be the trace of a shortest tree connecting M . Then the segments corresponding to
adjacent edges of the network Γ meet at a common vertex by angle which is greater than or
equal to 2π/3. In particular, the degrees of vertices of the network Γ does not exceed three,
and at each vertex of degree three the angles between adjacent edges are equal to 2π/3.
Let Γ be the trace of a minimal parametric network of of a type G, where G is a binary
tree from Assertion 4.8. The regular components {Γ1, . . . ,Γm} of the tree Γ are binary
trees, distinct Γi and Γj intersect each other by at most one common boundary vertex.
Each network Γi is a non-degenerate minimal parametric binary tree connectingMi. If two
regular components meet at a boundary vertex xv, then the angle between the segments
corresponding to the edges incident with xv is greater than or equal to 2π/3, and if there
are three such components, then the corresponding angles are equal to 2π/3. If the initial
tree Γ is a shortest, then each its regular component Γi is a shortest tree connecting the
corresponding Mi.
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4.3 Non-Degenerate Minimal Parametric Binary Trees and Non-Degenerate
Shortest Trees
Again consider the space Rk endowed with Euclidean distance ρ2 as an ambient space. Let
B = {v1, . . . , vn} be a finite set, and ϕ : B → R
k be an embedding. Put M = ϕ(B) ⊂ Rk.
Fix some binary tree G ∈ BT (B). Put G = (V,E) and I = V \ B. As it is known, see
Assertion 4.8, there exists a minimal parametric tree Γ ∈ MPN(G,ϕ) of the type G with
the boundary ϕ. Moreover, if all the edges of the tree Γ are non-degenerate, then it is
unique, in other words in this case the location of non-boundary vertices of the tree Γ is
uniquely defined. Therefore, the mapping ϕ can be uniquely extended to the mapping Γ
defined at the set V , and hence, a mapping Υ arises that maps a set of boundary vertices
M = (m1, . . . ,mn) ∈ R
nk to the corresponding set Z = Γ(I) = (z1, . . . , zn−2) ∈ R
(n−2)k of
movable vertices of the minimal parametric network Γ (the mapping Υ depends evidently
on the enumeration of the vertices of the tree G).
Assertion 4.10. Assume that all edges of a minimal parametric binary tree Γ0 with a
boundary M0 are non-degenerate. Then the mapping Z = Υ(M) is defined in a neighbor-
hood of the point M0 and is analytic at the point M0.
Proof. Since each network Γ ∈ [G,ϕ] is uniquely defined by the images Γ(s) of its movable
vertices s ∈ I, i.e. by the vector Z = Γ(I) = (z1, . . . , zn−2) ∈ R
(n−2)k, then the function
ℓG(Z,M) of the length of the network Γ with the set of interior vertices Z and the set of
boundary vertices M is defined. By the assumptions, all the edges of the minimal tree Γ0
with the boundary M0 are non-degenerate, therefore the function ℓG(Z,M) that is equal
to the sum of the lengths of the corresponding straight segments is analytic at the point
(Z0,W0), where Z0 corresponds to the interior vertices of the network Γ0 with the boundary
M0. The minimal parametric network Γ0 with the boundary ϕ is the unique extremum of
the function h(Z) = ℓG(Z,M0). Therefore, the locations of interior vertices Z are uniquely
defined by the condition of the partial derivatives ∂ℓG/∂z
j
i , i = 1, . . . , n − 2, j = 1, . . . , k,
vanishing, where zi = (z
1
i , . . . , z
k
i ) ∈ R
k are the coordinates of the movable vertices.
Lemma 4.11. The matrix ( ∂2ℓG
∂zji ∂z
q
p
)
of the second derivatives is non-degenerate at the point (Z0,M0).
Proof. The function h(Z) = ℓG(Z,M0) is the sum of the lengths of non-degenerate straight
segments which are the edges of the parametric tree of the type G with the boundary M0
and the interior vertices Z. The point Z0 corresponding to the minimal parametric network
is the point of a proper local minimum of the function h, therefore all the first partial
derivatives ∂h/∂zji = ∂ℓG/∂z
j
i are equal to zero at this point, and the second differential is
a symmetric bilinear form. This form is non-degenerate, if and only if the corresponding
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quadratic form Q is non-degenerate, and the value of the latter one at an arbitrary vector
ξ can be calculated as follows:
Q(ξ) =
d2
dt2
∣∣∣
t=0
h(Z + tξ).
The second derivative of the length of a straight segment under a linear deformation is
calculated in Assertion 6.1 which implies that this derivative is non-negative. Therefore,
Q(ξ) = 0, if and only if the second derivative of the length vanishes for each edge of the
network. Show that the latter is impossible.
Consider an arbitrary mustaches of the binary tree G, and let z be the common vertex
which the edges zw and zw′ of the mustaches meet at. By Assertion 6.1, the second deriva-
tive of the length of a straight segment is equal to zero, if and only if the difference of the
deformation velocity vectors at its ends is parallel to the segment itself. The deformations
under consideration remain fixed the boundary vertices, therefore the deformation velocity
vectors are equal to zero at the points w and w′. But the deformation velocity vector at the
vertex z can not be parallel to the straight segments zw and zw′ simultaneously, because
the angle between these segments is equal to 2π/3 in accordance with Assertion 4.8. Hence,
the second derivatives of the lengths of the straight segments zw and zw′ can not vanish
simultaneously. Thus, Q(ξ) 6= 0 for any non-zero vector ξ. Lemma is proved.
Lemma 4.11 implies that the equations system ∂ℓG/∂z
j
i = 0, i = 1, . . . , n − 2, j =
1, . . . , k, satisfies the conditions of Proposition 2.3, therefore it is solvable in a neigh-
borhood of the point M0, namely, there exist uniquely defined analytic functions zi =
zi(m1, . . . ,mn), i = 1, . . . , n − 2, determining the location of the interior vertices of the
minimal parametric network Γ of the typeG with the boundaryM . Assertion is proved.
Corollary 4.12. Assume that all the edges of a minimal parametric binary tree Γ with a
boundary M are non-degenerate. Then each analytic deformation Mt of the boundary set
generates an analytic deformation Γt(V ) of the whole vertex set of the minimal parametric
network Γt of the type G = (V,E) with the boundary Mt.
Corollary 4.13. Assume that all the shortest trees connecting a boundary set M =
{m1, . . . ,mn} ⊂ R
k are non-degenerate. Let a one-parametric deformation Mt of the
boundary set be given, such that each curve mi(t) is analytic at the point t = t0, Mt0 =M .
Then
(1) There exists a neighborhood U ⊂ [a, b] of the point t0, such that for all t ∈ U∩{t > t0}
(for all t ∈ U ∩ {t < t0}, respectively) the types of the shortest trees connecting the
sets Mt are the same, and these types are contained among the types of the shortest
trees connecting the initial set Mt0 ;
(2) If also the sets of types of the shortest networks connecting Mt and Mt0 are the same
for some t ∈ U \ {t0}, then these sets coincide with each other for all t ∈ U .
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4.4 Stable Minimal Parametric Binary Trees and Stable Shortest Trees
Fix the notations from the previous Subsection, and consider an arbitrary minimal para-
metric binary tree Γ of a type G connecting a finite set M ⊂ Rk. Consider the trace ∆ of
the network Γ. Its regular components satisfy the conditions of Assertion 4.10, therefore,
the interior vertices of each such component depend analytically on its boundary vertices.
And if the regular components meet each other at the vertices of degree two only, then
B(∆) = {G}, and so the following result holds.
Corollary 4.14. Assume that the regular components of a shortest tree Γ with a boundary
Mt0 =M meet each other at boundary vertices of degree two only, and all the angles between
the corresponding segments are strictly greater than 2π/3. Then for any sufficiently small
analytic deformation Mt of the boundary the decomposition of the minimal parametric
network Γt of the type G = (V,E) with the boundary Mt into regular components is the
same for all t and Γt(V ) is an analytic deformation of the whole vertex set of the network
Γt.
A shortest tree Γ is said to be stable, if its regular components meet each other at
the boundary vertices of degree two only and all the angles between the corresponding
segments are strictly greater than 2π/3. Corollary 4.14 and Theorem 1 imply the following
result.
Corollary 4.15. LetMt be a one-parametric deformation of a boundary setM = {m1, . . . ,mn} ⊂
R
k, such that each curve mi(t) is analytic at the point t = t0, Mt0 = M , and let all the
shortest trees connecting the set M be stable. Then
(1) There exists a neighborhood U ⊂ [a, b] of the point t0, such that the binary types
of the traces of the shortest networks connecting the sets Mt are the same for all
t ∈ U ∩{t > t0} (for all t ∈ U ∩{t < t0}, respectively), and these types are contained
among the binary types of the traces of the shortest trees for Mt0 ;
(2) If also the binary types of the traces of the shortest trees connecting Mt and Mt0 are
the same for some t ∈ U \ {t0}, then they are the same for all t ∈ U .
The length of shortest tree connecting Mt is analytic on t.
5 Minimal Fillings of Finite Metric Spaces
The problem on minimal fillings of finite metric spaces appeared in [12] as a result of
a synthesis of two classical problems, namely, Steiner problem on shortest networks and
Gromov problem on minimal fillings of Riemannian manifolds, see [11]. The details can be
found in [12], and here we include necessary concepts and results only.
Let G = (V,E) be a graph and ω : E → R be an arbitrary function on its edge set, which
is usually referred as a weight function. In this case the pair (Γ, ω) is called a weighted
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graph. The value of a weight function on an edge is called the weight of this edge. For
each subgraph H in G its weight ω(H) is defined as the sum of all its edges. Similarly, the
weight ω(γ) of each rout γ is defined. If the graph G is connected and the function ω is
non-negative, then a semi-metric dω arises on the vertex set V of the graph G, namely, the
value dω(x, y) is equal to the least possible weight of a rout in G connecting x and y.
Let (X, ρ) be a semi-metric space, and G = (V,E) be a connected graph with a bound-
ary X and a non-negative weight function ω. Weighted graph (G,ω) is called a filling of
the space (X, ρ), if for any points x and y from X the inequality ρ(x, y) ≤ dω(x, y) is valid.
The value
mpf(X, ρ,G) = inf
{
ω(G) | ω : (G,ω) is a filling of the space (X, ρ)
}
is called the weight of minimal parametric filling of the type G of the space X, and each
weighted graph (G,ω) which the infimum is attained at is called a minimal parametric
filling of the type G of the space X. Further, the value
mf(X, ρ) = inf
{
mpf(X, ρ,G) | G is a connected graph with the boundary X
}
is called the weight of minimal filling of the space X, and each weighted graph (G,ω) which
the infimum is attained at is called a minimal filling of the space X.
In paper [12] it is shown that for any semi-metric space (X, ρ) and any connected
graph with the boundary X there exists a minimal parametric filling of the type G, and for
any semi-metric space (X, ρ) there exists a minimal filling. Moreover, among the minimal
fillings one can always find a minimal filling, whose type is a binary tree with the boundary
X. If the space (X, ρ) is assumed to be a metric space in addition, then there also exists
a minimal fillings, whose type is a tree and whose weight function is strictly positive.
Since the number of binary trees with a boundary consisting of a fixed number of points
is finite, then the problem of minimal filling of a finite metric space finding can be reduced to
a finite enumeration of minimal parametric fillings (but an exponential one), each of which
(i.e., the corresponding weight function in fact) can be found by linear programming. But
it turns out that the weight of minimal filling of a space (X, ρ) can be expressed as a
combinatorial formula also, that represents it as a function on the distances between the
points from X.
An existence and possible form of such formula were conjectured in [12]. Later on
it turns out that to obtain a correct expression one need to generalize the concept of a
parametric filling in the case of trees permitting negative weights of edges [13]. Namely, a
weighted tree (T, ω) with the boundary X is called a generalized filling of a semi-metric
space (X, ρ), if for any pair of points x and y from X the inequality ρ(x, y) ≤ ω(γxy) is
valid, where γxy is the unique path in the tree T connecting x and y. The value
mpf−(X, ρ, T ) = inf
{
ω(T ) | ω : (T, ω) is a generalized filling of the space (X, ρ)
}
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is called the weight of generalized minimal parametric filling of the type T of the space X,
and each weighted tree (T, ω) which the infimum is attained at is referred as a generalized
minimal parametric filling of the type T of the space X. Further, the value
mf−(X, ρ) = inf
{
mpf−(X, ρ, T ) | T is a tree with the boundary X
}
is called the weight of generalized minimal filling of the space X, and each weighted tree
(T, ω) which the infimum is attained at is called a generalized minimal filling of the space
X.
It is not difficult to construct an example of a metric space (X, ρ) and a tree T such that
mpf−(X, ρ, T ) < mpf(X, ρ). But as it is shown in paper [13], mf−(X, ρ) = mf(X, ρ), there-
fore, the weight of minimal filling can be calculated as the minimal weight of generalized
minimal fillings whose types are binary trees.
The final combinatorial formula for the weight of generalized minimal parametric fill-
ing is obtained in [14] in terms of so-called tours [12] and multi-tours. Here we list the
corresponding definitions.
Let S be a finite set consisting of n elements. By a multi cyclic order of multiplicity k
on the set S we call a mapping π : Znk → S such that
(1) π(j) 6= π(j + 1) for any j ∈ Znk, and
(2) for any element s ∈ S its pre-image under the mapping π consists of k elements
exactly.
The value
p(X, ρ, π) =
1
2k
∑
j∈Znk
ρ
(
π(j), π(j + 1)
)
is called the multi-perimeter of the space (X, ρ) with respect to the multi cyclic order π
Let T = (V,E) be a tree with a boundaryM . For each its edge e the forest
(
V,E \{e}
)
consists of two subtrees T1 and T2. Put Mi = M ∩ Ti, i = 1, 2. A multi cyclic order on
M is called a multi-tour of the tree T , if there exists k such that for any e ∈ E and each
Mi there exist exactly k elements p ∈ Znk such that π(p) ∈Mi, but π(p+1) /∈Mi. This k
is called the multiplicity of the multi-tour ; a multi-tour of multiplicity k is also referred
as a k-tour. It is clear that if a multi cyclic order is a multi-tour, then its multiplicity as
the one of a multi cyclic order coincides with its multiplicity of a multi-tour. By O(T ) we
denote the set of all multi-tours of the tree T .
Notice that since any pair of vertices in the tree T is connected by the unique path,
then each k-tour π of the tree T defines the set of non-empty paths γj , j ∈ Znk, in the tree
T connecting its boundary vertices π(j) and π(j + 1), j ∈ Znk. Each edge of the tree T
belongs to 2k such paths exactly. The union of all these nk paths forms an Euler cycle in
the graph obtained from T by changing of each its edge by the family of 2k multiple edges,
and the multi-tour can be considered as a walk along this Euler cycle by the consecutive
paths γj .
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In paper [14] the following formula
mpf−(X, ρ, T ) = max
pi∈O(T )
p(X, ρ, π)
is proved, and thus,
mf(X, ρ) = min
T
max
pi∈O(T )
p(X, ρ, π),
where the minimum is taken over all binary trees T with the boundary X.
An essential defect of those formulas is that the set O(T ) which the maximum is taken
over is infinite. To discard this defect so-called irreducible multi-tours are defined [14].
Notice that for any two multi-tours π and σ of the tree T there sum π + σ is naturally
defined as the consecutive walk along the corresponding Euler cycles. In particular, for
any positive integer n the multi-tour nπ is defined. A multi-tour π is called irreducible,
if for any positive integer m the multi-tour mπ can not be decomposed into a non-trivial
sum of multi-tours, namely, if mπ = π1 + π2, then πi = miπ, i = 1, 2, and m1 +m2 = m.
It can be shown that a binary tree with n boundary vertices has at most C2n−3
C2n
irreducible
multi-tours, in particular, the set On(T ) of all irreducible multi-tours of an arbitrary binary
tree T is finite. The following result holds, see [14].
Assertion 5.1. For an arbitrary finite semi-metric space (X, ρ) and an arbitrary binary
tree T with the boundary X the weight of generalized minimal parametric filling of the type
T can be calculated as the following maximum over a finite set of linear functions on the
distances between the sets from the space X:
mpf−(X, ρ, T ) = max
pi∈On(T )
p(X, ρ, π).
The weight of minimal filling can be calculated as the following finite minimax :
mf(X, ρ) = min
T
max
pi∈On(T )
p(X, ρ, π),
where the minimum is taken over all the binary trees T with the boundary X.
Theorem 1, Assertion 5.1 and analyticity of linear functions imply the following result.
Corollary 5.2. Let (X, ρ) be an arbitrary semi-metric space, and ρt, t ∈ [a, b], be a
deformation of the semi-metric ρ = ρτ0 , which is analytic at t = t0. Then
(1) for any binary tree T with the boundary X there exists a neighborhood U of the
point t0 ∈ [a, b] such that the sets of multi-tours of the tree T which the weight of
generalized minimal parametric filling of the type T of the space (X, ρt) is attained
at are the same for all t ∈ U ∩ {t > t0} (for all t ∈ U ∩ {t < t0}, respectively) and
these types are contained in the set of such multi-tours for t = t0;
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(2) if these sets of multi-tours coincide with each other for some t ∈ U \ {t0} and t0 in
addition, then these sets are the same for all t ∈ U .
Corollary 5.3. Let (X, ρ) be an arbitrary semi-metric space and ρt, t ∈ [a, b], be a defor-
mation of the semi-metric ρ = ρτ0 , which is analytic at t = t0. Then
(1) there exists a neighborhood U of the point t0 ∈ [a, b] such that the sets of types of
minimal fillings of the space (X, ρt) are the same for all t ∈ U∩{t > t0} (respectively,
for all t ∈ U∩{t < t0}), and all these sets are contained in the set of types of minimal
filings of the space (X, ρt0);
(2) if these sets of types coincide for some t ∈ U \{t0} and t0 in addition, then these sets
are the same for all t ∈ U .
Corollary 5.4. Let Mt, t ∈ [a, b], be a one-parametric deformation of a finite subset
Mt0 = {m1, . . . ,mn} of the space R
k such that each point mi moves along the corresponding
curve mi(t) that is analytic at the point t0. At each set Mt we consider the metric induced
from Rk. Then
(1) there exists a neighborhood U of the point t0 ∈ [a, b] such that the sets of types of
minimal fillings of the space Mt are the same for all t ∈ U ∩ {t > t0} (respectively,
for all t ∈ U∩{t < t0}), and all these sets are contained in the set of types of minimal
filings of the space Mt0 ;
(2) if these sets of types coincide for some t ∈ U \{t0} and t0 in addition, then these sets
are the same for all t ∈ U .
6 Segment’s Length Derivatives under Linear Deformations
Let AB be an arbitrary non-degenerate straight segment in the Euclidean space Rk. Con-
sider its one-parametric linear deformation A(t)B(t), where A(t) = A + u t and B(t) =
B + v t, and the length function ℓ(t) = ‖A(t)B(t)‖. Put x = B − A and w = v − u, then
ℓ(t) =
√
〈x+ w t, x+ w t〉.
Assertion 6.1. If ℓ(t) is non-zero, then the function ℓ is infinitely differentiable at the
point t, and under the above notations its first and second derivatives have the form
ℓ′(t) =
〈w, x+ w t〉
‖x+ w t‖
, ℓ′′(t) =
〈w,w〉〈x + w t, x+ w t〉 − 〈w, x+ w t〉2
‖x+ w t‖3
.
In particular,
ℓ′(0) = 〈w, τ〉, ℓ′′(0) =
〈w,w〉〈x, x〉 − 〈w, x〉2
‖x‖3
=
〈w, ν〉2
‖x‖
,
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where τ = (B − A)/‖AB‖ is the unit vector of the segment’s direction, and ν is any
unit vector orthogonal to the segment. In particular, the second derivative is always non-
negative.
Now consider a two-parametric linear deformation A(t)B(s) of the segment [A,B],
where A(t) = A + u t, t ∈ [−ε, ε] and B(s) = B + v s, s ∈ [−ε, ε], ε > 0, and the length
function ℓ(s, t) = ‖A(t)B(s)‖. Put x = B−A, then ℓ(s, t) =
√
〈x+ v s− u t, x+ v s− u t〉.
Assertion 6.2. If the value ℓ(s, t) is non-zero, then the function ℓ is infinitely differentiable
at the point (s, t), and under the above notations its first partial derivatives have the form
∂ℓ
∂t
= −
〈u, x− u t+ v s〉
‖x− u t+ v s‖
,
∂ℓ
∂s
=
〈v, x− u t+ v s〉
‖x− u t+ v s‖
.
In particular,
∂ℓ
∂t
(0, 0) = −〈u, τ〉,
∂ℓ
∂s
(0, 0) = 〈v, τ〉,
where τ = (B −A)/‖AB‖ is the unit vector of the segment’s direction.
The second partial derivatives at the point (0, 0) have the form
∂2ℓ
∂t2
(0, 0) =
〈x, x〉〈u, u〉 − 〈u, x〉2
‖x‖3
,
∂2ℓ
∂s ∂t
(0, 0) =
〈x, u〉〈x, v〉 − 〈x, x〉〈u, v〉
‖x‖3
,
and the formula for ∂2ℓ/∂s2 can be obtained from the one for ∂2ℓ/∂t2 by changing u to
v. The numerators of these expressions are the minors of the Gram matrix of the vectors
{x, u, v}, and the minors corresponding to ∂2ℓ/∂t2 and ∂2ℓ/∂s2 are principal, and hence,
are non-negative.
7 Multidimensional Generalizations
Instead of the edge sets one can consider simplicial sets changing the family V (2) by V (k),
k > 2. Then one can consider metric functionals corresponding to the volumes of the
Euclidean simplices using Cayley–Menger determinants, instead of edges lengths. For such
functionals an analogue of Theorem 1 also holds.
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