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Introduction
Auditory Processing
One of the most studied and least understood functions of the auditory system is the
capacity to process temporally complex sounds. In particular, social communication calls have
myriads of constituent sounds that are temporally and spectrally dynamic. The auditory system
must have processes in place to quickly decode and encode all ethologically relevant features of
an auditory signal to elicit an appropriate response. For example, mouse pups emit ultrasonic
vocalizations (>25kHz) within the first few postnatal weeks when in isolation from their mothers.
These calls signal distress amongst the pups and they elicit a search and retrieval behavior by the
mother (Ferhat et al., 2016). There are specialized mechanisms in the auditory system of the dam
to preferentially sense these calls (Liu et al., 2006). Similar to the mouse model system that exhibit
more than the dam-pup social communication, most organisms have diverse ensembles of social
calls that are used to navigate their environment for survival and reproduction (Sewall et al., 2016).
The goal of this study is to interrogate the complex circuit mechanisms that are involved in the
processing of temporally complex signals that constitute social communication calls.
Auditory transduction is the process by which social calls are processed by the structures
of the ear and the subsequent parts of the auditory system. Beginning at the external and middle
ear, sound waves are collected, and their pressure is amplified to allow the sound energy to be
transmitted to the cochlea of the inner ear. Mechanotransduction of the inner sensory hair cells
begin a series of biochemical processes enabling the frequency, amplitude, and phase of the
original signal to be transduced (Purves, Neuroscience 6th edition). Cochlear tonotopy, a spatial
arrangement of frequency representation, is a product of this acoustical transformation and
decomposition (Purves, Neuroscience 6th edition). Tonotopy organizes the cochlea into a gradient
of systematic representation of sound frequencies to deal with the range of frequencies that

constitute natural social calls. The tonotopic map of the cochlea allows for the inner hair cells to
convert their mechanical movement into electrical activity that is encoded by the auditory nerve
fibers and transmitted to the cochlear nucleus of the brainstem (Kandel, Principles of Neural
Science 5th edition). The inner hair cells of the cochlea can generate sinusoidal receptor potentials
in response to sinusoidal stimuli, accurately preserving the temporal information up to frequencies
of approximately 3kHz (Palmer and Rusell, 1986). For stimuli above 3kHz, these hair cells lose
the ability to represent the temporal integrity of the signal, despite still being able to send signals
regarding stimulus information, such as the frequency of the stimulus. The basilar membrane’s
alternative to temporal coding are labeled line mechanism where the frequency information of the
signal is preserved by the tonotopic axis of the cochlea and a rate code mechanism that averages
across populations of neurons (Vollrath et al., 2017).
Central processing of auditory signals and social calls begins at the cochlear nucleus, where
information diverges into several parallel central pathways (Purves, Neuroscience 6th edition). One
target of the cochlear nucleus is the medial geniculate nucleus (MGN) of the auditory thalamus
which is crucial for relaying auditory information onto the auditory cortex (ACx) within the
temporal lobe. The wiring of the axons leaving the cochlear nucleus of the brainstem and synapsing
onto the MGN preserves the tonotopic organization within the auditory system, which is relayed
onto the ACx as well (Raele & Imig, 1980). The numerous amounts of stations between the
auditory periphery and the ACx exceeds those in other sensory systems suggesting that perception
of social calls is a highly intensive process that is critical for survival (Pickles, 2015).
Properties of the Primary Auditory Cortex (A1)
Similar to the cochlea, neurons at the level of primary ACx (A1) can accurately represent
sinusoidal sounds of up to 3kHz, while employing labeled lines and rate codes. Along with these

mechanisms, neurons within A1 possess very specific tuning properties because they receive input
from subcortical structures allowing them to extract relevant meaning from sinusoidal auditory
signals. As previously mentioned, tonotopy throughout the ACx exists in an anterior to posterior
gradient of high frequency representation to low frequency representation, respectively. These
cells also exhibit very short-latency peak responses to pure tones and high spike rates (Carruthers
et al., 2015). These very specific properties, along with sideband inhibition, sharpens the tuning of
neurons to a preferential frequency, termed their “best frequency (BF)” (O’Connell et al., 2011;
Jen et al., 1989).
Complex receptive field properties arise as early as A1 because of the laminar differences
in dominant cell types and diversity of inputs into each layer (Linden & Schreiner, 2003; Winer &
Prieto, 2001). Thalamo-recipient layers (L4, L6) tend to have the shortest latency responses, while
the superficial layers (L2/3) have longest response latencies. This is consistent with findings that
supragranular (L2/3) layers had the longest excitatory and inhibitory latencies (Atencio et al.,
2009). Differential excitatory and inhibitory subfields have different firing rates, in which
infragranular layers (L5, L6) have reported the highest firing rates and supragranular layers the
lowest. Amongst all these variations across lamina, the most profound observed difference is
perhaps in the feature selectivity of A1 neurons. Neurons in granular layers appeared to be the
most feature selective, while infragranular and supragranular layers had the lowest feature
selectivity (Atencio et al., 2009; Carruthers et al., 2015). The likely cause for the differences in
feature selectivity is that the dominant output layers of A1 have more complex receptive fields and
transform incoming responses to a more feature-invariant form before being passed along the
auditory hierarchy (Atencio et al., 2009; Carruthers et al., 2015).

Temporal- and spectral-modulation processing also exhibits laminar variations. Granular
layers have the highest preferred modulation frequencies, while Layers II/III and VI had the lowest,
consistent with the idea that supragranular and infragranular layers have the lowest feature
selectivity (Atencio & Schreiner, 2010). For spectral modulations, however, lower layers
processed the greatest range of frequencies (Atencio & Schreiner, 2010). Spectral modulation
processing is believed to be a mechanism for encoding frequency modulated (FM) sweeps, which
are dynamic sounds that change in frequency with respect to time and provide important temporal
cues in communication signals. They are often used as a proxy for components of natural
vocalizations in auditory studies as natural sounds are characterized by their modulation in
frequency and intensity composition over time. Cells within A1 have displayed a preference for
the direction of FM sweeps, and the development of sweep direction selectivity is critical for
auditory function. There are have been studies reporting that FM direction selectivity is not
variable across cortical depths (Macias et al., 2019).
Lateralization as a Comparative Tool
Although there have been no reported laminar differences in sweep direction selectivity
there are lateralized differences in sweep direction selectivity that underlie the specific function of
each hemisphere. In the left ACx, there is pervasive preference for downward sweeps throughout
the tonotopic map of A1. This preference is not preserved on the right, where there is an inverse
relationship between BF and sweep direction selectivity. Cells that are tuned to higher frequencies
tend to prefer downward sweeps while cells that are tuned to lower frequencies prefer upward
sweeps (Levy et al., 2019; Zhang et al., 2003) (Figure 1B; Figure 1C). Sweep direction selectivity
is not the only function of the auditory system that displays a lateralized difference.

Figure 1-Lateralization of processes within the ACx. (A-D) The differences in inputs and outputs within the ACx as well as in the
amount of immediate early gene cFos, a marker for neural activity, expressed in each hemisphere. A) Positioning of the ACx. BC) Laser scanning photostimulation (LSPS) experiment showing the differences in inputs into L3 of the ACx. B) L3 of the left
ACx receives many of its projections from anterior portions of deeper layers (L6). C) L3 of the right ACx receives its projections
from both anterior and posterior portions. These differences signify differences in the sweep selectivity properties of each
hemisphere, with the left preferring down-sweeps throughout the entire tonotopic axis, while the anterior portion of the right ACx
prefers down-sweeps and the posterior portion prefers up-sweeps. D) LSPS matrices of inputs and outputs throughout the ACx of
the mouse. The output matrices display differences between the left and right ACx. The right ACx shows greater recurrent
connectivity in the superficial layers of the cortex. The hotspot in the upper left corner of the right plot shows the amount of preand post-synaptic activity occurring in L2/3 of the right ACx that is not replicated in the left ACx.

Human studies have shown lateralization in the encoding of human speech. The human
superior temporal gyrus (STG) houses populations of acoustic-phonetic feature detectors that are

sensitive to certain features of phonemes such as fricatives, plosives, and vowels (Yi et al., 2019).
Amplitude envelopes are important for syllable level cues (Blevins, 1995; Byrd, 1996; Zec, 1995)
as well as playing a role in comprehension and coherence of spoken sentences (Drullman et al.,
1994; Rosen, 1992; Shannon et al., 2005). Lateralized differences manifest as differences in the
comprehension of specific structures of speech signals. The left STG is more capable of integrating
information over a shorter timescale and plays a greater role in speech perception and phonological
processing than the right (Boatman, 2004; Boatman et al., 2005). Phonological processing seems
to be specialized for the left STG as there is an increased incidence of gamma oscillations, which
are better for fast temporal modulations (Ahissar et al., 2001, Poeppel 2003; Nourski et al., 2009;
Mesgarani & Chang, 2012; Morillon et al., 2012). On the other hand, the right STG is dominated
by theta oscillations, which have longer but slower temporal integration windows to subserve the
processing of syllables (Arnal et al., 2015; Giraud & Poeppel, 2012; Hyafil et al., 2004; Edwards
& Chang, 2013).
Neural oscillatory differences between hemispheres are differences seen in populations of
neurons without understanding the activity of single units, which is a major limitation of human
studies. Studies of animal models can provide more mechanistic insight regarding the function and
motifs, connectivity patterns, of auditory circuits. Studies in rodent models, such as mice, gerbils,
and rats, have reported lateralized differences in circuit connectivity, processing of FM sweeps,
the memory constraints of the auditory system, and temporal fidelity. The studies discussed use
thorough circuit interrogation of each hemisphere to justify the means of rodent models in auditory
neuroscience and contribute to our goal in this study. Through in vivo electrophysiological
techniques, we wish to tease out the various circuit mechanisms underlying lateralized differences
in the temporal processing of ACx.

Lateralization in the Rodent Model System
Studies beginning in the 1980s have laid the groundwork that establish that rodents
recapitulate foundational mechanisms and meet basic criteria of evolutionary conserved
characteristics of auditory physiology that make rodents a good model to study lateralization in
the ACx. Rodents, specifically mice, use a wide collection of social calls. Pup vocalizations in the
ultrasonic range are distress signals that elicit a search-and-retrieval behavior by the dam, as
mentioned previously. Hallmark studies involving the plugging of ears have identified a left ACx
bias in the processing of these ultrasonic vocalizations (Ehret, 1987) when compared to neutral
sounds of the 20kHz range. More recent studies using muscimol to inactivate hemispheres have
confirmed a left ACx bias in a behavioral setting for the processing of these pup vocalizations
(Marlin et al., 2015).
Behavioral studies that lesion areas of the ACx have reported even further asymmetric
circuit connectivity motifs. Studies using FM sweeps and both go/no-go and two-alternative forced
choice tasks (2AFC) have provided the most insight on the behavioral significance of each
hemisphere. Inactivation of the left ACx almost completely abolished the ability to discriminate
between stimuli of different temporal characteristics, i.e. duration and repetition rates (Screven &
Dent, 2016; Rybalko et al., 2010; Gaese et al., 2006). When the right ACx was inactivated, there
was a deficit in discrimination of the direction of sweeps, signifying an importance for spectral
features of auditory signals (Screven & Dent, 2016; Rybalko et al., 2010; Gaese et al., 2006). These
results were replicated in studies using rat, mouse, and gerbil subjects showing how these are likely
evolutionarily conserved mechanisms. All of these studies confirmed a specialization of the left
ACx for coding temporal features of auditory signals, while the right is more specialized for
spectral content.

A difference in the global and local processing cues are believed to underlie these
differences in functionality, in which the right ACx uses global cues while the left ACx uses local
cues. Global cues of auditory signals include direction of FM sweeps, while local cues include
gaps or segmentations in an auditory stimulus. The right ACx tends to create a global view of the
modulation in frequency to help with detection of directional changes in auditory signals. The left
ACx uses a more localized view to aid in gap detection within auditory stimuli (Wetzel et al.,
2017). Lateralization of global and local processing schemes could offer greater variety to the
function of each individual ACx. The differences in the processing schemes of both ACx could
arise as a result of differences in connectivity or of differences in the temporal integration windows
of each ACx.
Data from our lab has supported the theory that differences in processing of each ACx may
arise as a result of differences in the connectivity of the circuits within each hemisphere. Circuit
mapping in vitro laser scanning photostimulation (LSPS) experiments have shown differences in
the way that neurons are connected (Levy et al., 2019). Layer VI of A1 is a thalamic input layer
along with Layer IV. In A1 of the mouse, Layer III neurons receive out-of-column inputs from
neurons in an anterior portion of Layer VI. These neurons are integrating over multiple frequency
channels, allowing for the encoding of FM sweeps, since sweeps are spectrotemporally dynamic
signals that sweep through auditory space activating neurons of many different BFs. However,
similar to sweep direction selectivities, this connectivity scheme is not uniform between the two
hemispheres. In left A1, Layer III cells receive input only from Layer VI cells of higher frequency
bands (i.e. neurons in the anterior portion). In right A1, Layer III cells can receive and integrate
inputs from Layer VI cells that are of higher, lower, or the same frequency band (Oviedo et al.,
2010). Further interrogation of the circuits in vitro has also revealed that there is greater excitatory

recurrent connectivity in the superficial layers of the right ACx compared to the left ACx (Figure
1D).
This difference in the connectivity schemes of the two ACx could potentially explain a
popular theory of lateralization from human studies. The Asymmetric Sampling in Time (AST)
(Poeppel, 2003) theory states that there is a difference in the temporal integration windows of the
two hemispheres, with each hemisphere sampling information over different timescales as a result
of different neuronal ensembles. It is proposed that the left ACx samples information over shorted
timescales and is specialized for processing phonemic transitions in human speech (Arnal et al.,
2015). Meanwhile the right ACx samples information over longer timescales and is specialized for
processing syllabic or even word transitions (Arnal et al., 2015). The basis of this believed
lateralization in the temporal integration windows suggests that there is a difference in the
cytoarchitecture of the cortices (Arnal et al., 2015). The data from our lab from rodents that shows
differences in the recurrent connectivity could be a possible underlying mechanism of the AST
seen in humans.
Temporal processing in the ACx
One possible aspect of temporal processing that could be affected by the differences in
connectivity and size of temporal integration windows is temporal fidelity. Temporal fidelity is
the ability of auditory neurons to faithfully follow a modulating stimulus. Ascending the auditory
pathway, neurons progressively lose their temporal fidelity (Navntoft & Adenis, 2018). The ACx
must use a combination of both stimulus-synchronized populations and non-synchronized
populations to encode the temporal information of an auditory signal (Wang et al., 2018). Neurons
that were part of the synchronized populations could faithfully follow stimulus presentation rates
up to 10Hz (Kilgard and Mezernich, 1999). Human studies on speech perception report that

synchronized populations phase lock to the amplitude envelope of an auditory signal and time
aligns spikes to the stimulus (Wang, 2007; Wang et al., 2008) which encodes for amplitude
modulations through spike synchrony, representing slower modulations (Arnal et al., 2015). The
non-synchronized population encodes for amplitude modulations through a mean population firing
rate, representing fast modulations of signals. As discussed earlier, the left ACx is the dominant
one in speech perception and so it is believed contains more synchronized populations which is
important for faithfully following a modulating stimulus such as speech (Scott & McGettigan,
2013). The increase in temporal fidelity of the left ACx is believed to be conserved across species
and so our study will look to characterize a difference in temporal fidelity between hemispheres.
Another possible aspect that may be affected by the stronger recurrent connectivity of the
right ACx is recurrent activity. Recurrent, or reverberating, synapses are believed to mediate
memory aspects of the auditory system as well as playing a role in the temporal processing of
sounds. Recurrent activity can be used as a means to test for the memory capacity of individual
neurons which gives insight into the memory capacity of the entire circuit. Feedback excitation
and inhibition through circuit helps keep the information within the circuit reverberating. This type
of recurrent activity keeps a neuron or circuit of neurons continuously firing throughout a
stimulation which is thought to play a role in multiple functions. Recurrent activity could play a
prominent role in echoic memory to keep a memory trace of a signal that has quickly disappeared
(Huang et al., 2016) which is of particular importance as auditory signals are evanescent. Memory
of some auditory stimuli could play a role during passive listening behaviors, despite the dogmatic
view that memory traces are formed, stored and used only in working memory tasks (Cooke et al.,
2018).

Aspects of temporal processing, temporal fidelity and recurrent activity, are not necessarily
mutually exclusive. The two could be intimately related due to differences in the circuit
connections of each ACx that we have previousl characterized in vitro as well as differences in the
temporal integration properties of each ACx seen in human studies. Our overarching goal is to
determine whether there is a lateralization of temporal integration in vivo manifesting as a
consequence of the differences seen in vitro. Through electrophysiological single-unit recordings
of awake mice (Figure 2), we can gauge differential responsiveness to different auditory stimuli.
The previous studies and data discussed have led us to hypothesize that differences in recurrent
connectivity will manifest as an increase in recurrent activity in the right ACx, and a difference in
the encoding of temporal fidelity between the left and right ACx.

Figure 2- (A and B) A schematic of our recording set-up. A) A side view of a mouse head-fixed on top of a freely-rotating wheel
before a recording session. The speaker is located 6 inches from the ear contralateral to the recording site. B) A top view of the
head-fixed state. The metal bars on the side hold the implanted head-piece in place to ensure a stable recording from the mouse
when running on the wheel. C) Brightfield microscope image of the Right ACx of a mouse brain. The site of recording can be seen
in the left-middle picture, surrounded by a black box. D) The difference in signal in a cell-attached recording as opposed to a multichannel recording. We targeted cell-attached recordings as they reduce the noise in the signal and we can get a clearer sense of the
circuit properties.

Materials and Methods
Subjects and Surgery
14 CBA/J mice, aged P30+, were used in accordance with the National Institute of Health
guidelines, as approved by the City College of New York Institutional Animal Care and Use
Committee. We administered ketamine(75mg kg-1)/medetomidine (0.5mg kg-1) before a
stereotactic surgery was performed to allow for awake recordings. The scalp from the entire top
of the skull was removed to reveal Bregma and Lambda, barely exposing the muscle of the
temporal bone. A metal plate was bound to the exposed bone via two layers of Metabond and a
single layer of Vitribond, followed by a covering of dental cement.
Electrophysiology
Mice were allowed at least 24 hours post-surgery to recover before any recording
sessions began. Following administration of ketamine (75mg kg-1)/medetomidine (0.5mg kg-1)
mice were head-fixed on a freely rotating wheel inside a sound-proof chamber (Figure 2A-B).
We made a small craniotomy and durotomy over the auditory cortex. The position of the
auditory cortex was determined by the relative positions of bregma and lambda, as well as the
specific bone sutures of the temporal bone (Figure 2C). Craniotomies were 1-2mm in diameter to
provide stability to our recordings. A single craniotomy was made each recording session.
Following the completion of a recording session the craniotomies were covered with a layer of
silicone.
During the recording sessions we targeted neurons in superficial layers (L2/3, L4; 150450µm below cortical surface) (Finn et al., 2019) for cell-attached recordings. We performed
cell-attached recordings in the Left and Right ACx of awake mice. We chose the awake
preparation because anesthesia can reduce network activity. Because the goal of the project is to

test the impact of recurrent connectivity, we reasoned that anesthesia might negatively impact
reverberant network activity (Gaese & Otswald, 2003). We used the cell-attached recording
technique as opposed to multi-unit electrodes because cell-attached recordings are not biased
toward active and responsive neurons. Furthermore, this technique is also not biased to neurons
with large action potentials, provides excellent single unit isolation and has a high signal-to-noise
ratio (Figure 2D). Cell-attached recordings (Figure 2D) were done using the standard blind cellattached technique (Hromadka et al., 2008).
Electrodes were pulled from a glass borosilicate filament and filled with either
physiological saline (0.9% NaCl) or intracellular solution ((in mM) 128 K-methylsulfate, 4
MgCl, 10HEPES, 1EGTA, 4NaATP, 0.3NaGTP, 10 Na-phos-phocreatine) and had resistances
between 4-8MW. Recordings were obtained using Axopatch 200B (Axon Instruments) and
custom electrophysiological software from MATLAB (Mathworks). We detected the presence of
cells in the cortex based on changes in pipette resistance. Cells that were attached to were usually
recorded from for 20 minutes with a number of different acoustic stimuli.
Acoustic Stimuli
A soundproof chamber was used to conduct all recordings. We used a custom built realtime Linux system (200 kHz sampling rate) driving a high-end Lynx L22 audio card (Lynx
Studio Technology Inc., Newport Beach, CA) with an ED1 electrostatic speaker (Tucker-Davis
Technologies, Alachua, FL) in free-field configuration (speaker located 6 inches lateral to, and
facing, the contralateral ear). The stimuli were generated with custom MATLAB scripts. Mice
were presented with 3 different ensembles (described below).
To compute tuning curves of our cells’ best frequency we used a set of pure tones that
lasted 100ms long of 16 different frequencies at 3 intensity levels (20dB, 50dB, 80dB). Tuning

curves were only used to test the position of our recording set to ensure that we were within the
ACx. No tuning curves are shown below.
To test for recurrent activity within the cortex, we used a set that included 35 separate
stimuli, 32 of which were pure tones that lasted 500ms (16 frequencies at 50dB; 16 frequencies
at 80dB). One of the stimuli was a white noise burst, and the final two were sweeps (one upward,
one downward) that lasted 213 ms (25 oct s-1). The ISI between stimuli was 1s. This set
contained longer tones because they are believed to activate recurrent synapses (Cooke et al.,
2018).
The final stimulus set was click trains of 4 different rates. The click trains contained 10
clicks that were 5ms long and varying inter-click intervals (ICIs; 32ms, 64ms, 128ms, and
256ms).
Data Analysis
All data collected were input into MATLAB for spike detection and extraction to
generate the dot rasters. The dot rasters were then analyzed to generate statistical analyses for the
various acoustic stimuli. For each of the analyses below (repetition rate transfer function, firing
rate, recurrent firing rate), the analysis of responses was specific to the stimulus set that
generated the cell’s responses. Each stimulus set required unique analysis. Plots were created via
either GraphPad Prism 8.0 (GraphPad Software) or MATLAB.
Repetition Rate Transfer Function (RRTF)
Our criteria only included spikes that were evoked within a specific 30ms fixed time
window after presentation of each click. The firing rate to each click was averaged over all trials
and normalized by the average number of spikes to the first click in the train. Normalized spike
rates for each click were then averaged across all clicks to generate the RRTFs
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; fr indicates firing rate to an individual click (i extends from the 2nd

click in the stimulus (i=2) to the last click in the stimulus (i=10)), fr(1) is the firing rate to the
first click within a click train) for each individual cell. An RRTF value of 1 indicates no
adaptation or facilitation to the click train, such that the cell responded with an equal number of
spikes across all trials to each click. An RRTF value of >1 indicates facilitation, where the cell
increased its firing rate to the subsequent clicks within the train following presentation of the
first click. An RRTF value of <1 indicates depression or adaptation to the stimulus, in which the
cell decreased its firing rate. A Wilcoxon rank sum test was used to test for significance.
Firing Rate
The firing rate of each cell was calculated as the number of spikes evoked within specific
fixed time windows. Because each stimulus has different temporal dynamics, the time window
varied between stimulus sets. All spikes during stimulus presentation as well as 30ms following
stimulus offset were included for this analysis. The post-stimulus period was not accounted for
within this analysis. Our analysis was only conducted on the PSTH that was averaged across all
trials.
Normalized Post-Stimulus Firing Rate
To probe cells for lateralized differences in recurrent network activity and recurrent
connectivity within circuits, post-stimulus firing rate was calculated which is indicative as
recurrent activity. For analysis we included all spikes occurring in the 500ms post stimulus
offset. We normalized the post-stimulus firing rate by dividing by the pre-stimulus firing rate.
The pre-stimulus period was defined to be the 300ms before stimulus onset. A normalized firing
rate of 1 indicates a steady-state response in which the neuron neither increased nor decreased its
firing from baseline within the post-stimulus period. A normalized firing rate >1 indicates

increased activity within the post-stimulus activity suggestive of reverberating activity
throughout the circuit. Our analysis was only conducted only on the PSTH averaged across all
trials. A Wilcoxon rank sum test was used to test for significance.
Results
Temporal Fidelity
Repetition Rate Transfer Functions (RRTFs) were calculated as a means of comparing
the temporal modulation preferences in the superficial layers of Auditory Cortices. RRTFs were
calculated for a total of 24 cells (Figure 3) from responses to trains of ten clicks at 4 separate
repetition rates (3.8Hz, 7.5Hz, 14.5Hz, and 27Hz). Despite there being 12 cells recorded from
each hemisphere, only a portion of those cells responded to every single click rate, yielding
RRTF values for each click rate (termed “responsive cells” in Figure 3). The first difference
between hemispheres noticed is the greater number of responsive cells recorded from the left
hemisphere. Clicks lasted 5ms and were used as a broadband frequency stimulus to activate
multiple frequency bands throughout A1. Hemispheric differences were analyzed with respect to
responses to each click within a stimulus set, as well as response the ability to faithfully follow
an entire click train.

Left Hemisphere Right Hemisphere

Figure 3- Total number of responsive cells to each click rate for each hemisphere. The total number of recorded cells was 24 (12
from each hemisphere).

The RRTFs were calculated by measuring the firing rate of the cell within a 30ms fixed
time window after each click. For each repetition rate, the firing rate to a single click was
normalized by the firing rate to the first click within the train. The dot rasters (Figure 4) below
show the response of various cells to each of the four click trains. Blue vertical lines within the
dot rasters show the stimulus, while the pre-stimulus period is highlighted green and the poststimulus period is highlighted gray. The post-stimulus period varied depending on the time
length of each click train. The rasters seen in Figure 4A show how the cell responds most when
the click rate is at 7.5Hz. This specific cell’s properties are representative of the Left ACx
population of cells that show band-pass filtering properties. Plots next to the dot rasters show the
RRTF of each individual cell, while the solid line at a value of 1 shows the adaptation of the cell
to the stimulus. An RRTF value of 1 indicates that there was no adaptation, such that the cell
responded equally to each click. RRTF values of >1 indicates an increase in firing rate over time,
and values of <1 indicates a depressed firing rate over time.
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Figure 4- Dot rasters along with RRTFs for two cells recorded. On the left side of the figure is the dot rasters, which show the
pre-stimulus period highlighted in green, and the post-stimulus period highlighted in gray. Each raster has 10 vertical blue lines,
indicating the onset of a specific click within the train. On the right side of the figure is the RRTFs for the respective cells, with a
horizontal line through the value of 1, indicating no facilitation or depression to the presentation of the click trains. A) Cell
20200106-008’s dot rasters show specific onset firing to the first click in each of the four click trains. This cell was recorded
from the Left ACx. B) Cell 20200213-005’s dot rasters and RRTF show that the cell displays a low-pass filter and was recorded
from the right ACx.

Cells that were recorded from in the Left ACx typically responded most strongly to the
7.5Hz click rate, with the number of spikes per click train decreasing to the other rates presented.
On average, these cells were observed to have an increase in their firing rate to the subsequent
clicks in the click train following the presentation of the first when the stimulus was presented at
7.5Hz (RRTF = 3.9982 ± 2.0883) and a decrease their firing rate to the other stimulus
presentations. This band-pass behavior was prevalent in the Left ACx. Band-pass filtering allows
signals within a specific frequency modulation rate to be followed better than frequency

modulations of other rates. In this case, the 7.5Hz modulation rate is encoded better by the Left
ACx cells, as there was a peak in the RRTF for this click rate. The standard deviation of the
normalized firing rate, which is important for showing variation in response properties, for these
cells (Figure 5) followed the same trend as the RRTFs, with the range of the filter properties
ranging from significant facilitation to depression (Figure 5).

Figure 5- Population data for all of the cells recorded from. In both A and B the blue lines represent the left ACx population,
while the red lines represent the right ACx. A) The RRTF for the left ACx shows band-pass filtering, and a statistically
significant difference for the click presentation rate of 7.5Hz. B) The standard deviation of the normalized firing rate for both
hemispheres. There is a great variety in the response properties of all the neurons recorded, with both hemispheres showing much
facilitation and depression.

In contrast to the band-pass properties in the Left ACx, cells in the right ACx behaved
generally as low-pass filters (Figure 4B). Low pass filtering follows the slowest click modulation
rate (3.8Hz) best and attenuates its firing to the modulating stimulus of other rates. The dot raster

(Figure 4B) also show how less likely cells within the right ACx were to follow a train of clicks
when compared to the Left ACx. The specific raster shown in Figure 4B show the low-pass
filtering property that was characteristic of the Right ACx. On average, these cells showed a
depressed firing rate for each click rate. The hemispheric difference between the filtering
properties of cells is statistically significant for the 7.5Hz click rate (p = 0.0326). Trends of
standard deviation of the normalized firing rate was the same in as the RRTF trend, indicating
that the some right ACx cells did show facilitation in their firing rate depending on the stimulus
presentation. Both cortices showed variety in the response properties of their neurons, with there
being a range of neurons showing massive facilitation and/or depression to the click trains
(Figure 5B). The importance of the trend in standard deviation suggests that there is a range of
filtering properties within both hemispheres and may represent an important coding strategy for
temporal information.
The firing rate and normalized firing rate to each click rate also shows statistically
significant differences between the hemispheres (Figure 6). First, cells from the left ACx showed
greater firing rate to all click rates than cells from the right (p>0.001). However, in terms of
normalized firing rate (firing rate for clicks 2-10 normalized by the firing rate to the first click)
showed a statistically significant increase in the right ACx cells to the 3.8Hz click rate (p=
0.004). The left ACx cells showed greater normalized firing rates to the 7.5Hz and 14.5Hz click
rates (p>0.001), while the fastest click rate of 27Hz didn’t show a difference in normalized firing
rate. There was also a slight trend for an exponential drop in the firing rate during the clicks in
the left ACx but not in the right, as seen in both graphs of firing rate. This is further evidence of
differences in filtering properties.

Population Firing Rate

A
**

**

B

**

**

Population Normalized Firing Rate

*

**

**

Figure 6- The population firing rate and normalized firing rate (normalized by the firing rate to the first click) for all four clicks is
shown. A) The firing rate for each click rate shows a statistically significant increase (p>0.001) in the firing rate of cells recorded

from the Left ACx for all click rates. B) The normalized firing rate to clicks 2-10 in the train, normalized by the firing rate to the
first click. The 3.8Hz click rate shows greater normalized firing rate in the first click rate (p = 0.004) in the right ACx cells, while
the 7.5Hz and 14.5Hz shows greater normalized firing rate (p>0.001) in the left ACx cells.

Recurrent Activity
Preliminary in vitro data from this lab has shown that there is a greater amount of recurrent
connectivity within the superficial layers of the right ACx (Figure 1). To test potential functional
impact of the differences in recurrent connectivity in vivo we recorded from a total number of 15
cells, with 10 of the cells being from the left ACx and 5 from the right. Despite the big discrepancy
in the number of cells recorded, we see a greater normalized firing rate in the post-stimulus period
within the right ACx for the loudest tones (80dB; Figure 7).
The dot rasters below are for cells recorded from both left and right ACx (Figure 7). Peristimulus time histograms (PSTHs) were plotted to extract normalized firing rates from. A
normalized firing rate >1 indicates greater activity in the post-stimulus period as compared to the
baseline, spontaneous activity of the cell, and is also an indication of reverberating activity within
the cortical circuit. The use of two amplitudes (50dB and 80dB) in our stimulus set was to increase
incidence of reverberating activity. On average, cells within the right ACx increased their firing
rate in the post-stimulus period following presentation of 80dB tones. Our results trended towards
statistical significance (p = 0.0829) (Figure 8).

A

LEFT AUDITORY CORTEX
20200108-001 PSTH
Offset

RIGHT AUDITORY CORTEX

B

20200115-004 PSTH

Figure 7- The dot rasters and PSTHs for two specific cells. The stimulus in the dot rasters begins at t = 0 and lasts 500ms (0.5
seconds; the x-axis is given in seconds). The recurrent firing rate was calculated using the firing that occurred in the poststimulus period (from t = 0.5 – 1). Each PSTH shows the 300ms of the pre-stimulus period (opaque) overlaid with the first 300ms
of the post-stimulus period (shaded in red). The arrow in the PSTH points to an offset response of the cell 20200108-001. A) The
dot raster and PSTH for cell 20200108-001 which showed a very good onset response to tones of both amplitudes as well as high
firing during the post-stimulus period. The normalized firing rate of 1.3860 spikes/second to the 80dB tones. This cell was
recorded from the left ACx. B) The dot raster and PSTH for cell 20200115-004 which also showed very good onset response and
an increase in its firing rate during the post-stimulus period. The spontaneous firing rate of this cell was very low resulting in a
high normalized firing rate for the post-stimulus period to be 3.2496 spikes/second. This cell was recorded from the right ACx.

Figure 8- The normalized firing rate in the post-stimulus period for each population of neurons. The right ACx neurons (B) seems
to have an increased firing rate during the post-stimulus period for tones of 80dB. Although the difference between the left (A)
and right cortices are not statistically significant difference, the results seem to trend towards significance.

Discussion
The goal of this project was to investigate whether lateralized differences in recurrent
connectivity in the superficial layers of the ACx translate into differences in temporal processing.
Mouse A1 neurons within the left ACx tended to display band-pass filtering by showing a
statistically significant difference in the RRTF values to the click rate of 7.5Hz when compared to
the right ACx. Right ACx neurons tended to display low-pass filtering by exhibiting the highest
temporal fidelity to the slowest click rate of 3.8Hz. The population of neurons within the right
ACx also show greater variability in their response properties to the presentation of click rates.
Despite the general low-pass filter property of the right ACx, there was far less variability in the
responses of neurons as seen in the population RRTF. The generality amongst responses in the
right ACx differs vastly from the sharply tuned preferential responses of the left ACx suggesting
more specificity within this population for click rates.
These results are consistent with the previously reported functional differences in the
cortices when looking at FM sweep selectivity patterns throughout the tonotopic axis. It has been
reported that cells within the right ACx follow an inverse relationship between best frequency
and sweep direction selectivity, where neurons in the anterior portion of A1 prefer downward
sweeps, while neurons in the posterior portion prefer upward sweeps, and in the middle
intermediate sweep preferences (Zhang et al., 2003). However, neurons in the left ACx display
greater specificity in the sweep direction selectiveness by showing a widespread preference for
downward sweeps throughout the entire tonotopic axis (Levy et al., 2019). In spite of the fact
that there are differences between the acoustic stimuli of FM sweeps and click trains, the
biological implications seem to be consistent. Neurons within the left ACx display greater
specificity and selectivity in their tuning properties when compared to neurons in the right ACx.

Although our results seem to be consistent with previously reported results, the major
biological implications of our findings seem to be in the temporal integration properties respective
to each ACx. It has been postulated that the circuitry of the left ACx is better suited for fast
processing of acoustic stimuli and has much shorter temporal integration windows. Previous
studies on human subjects have suggested that the left ACx preferentially integrates information
on the phoneme timescale (Arnal et al., 2015). The right ACx, however, integrates information on
the syllable timescale (250ms timescale; Arnal et al., 2015). Although the exact timescales that the
integration windows within the mouse may vary from the difference in species, the trend in our
results seem consistent with this model.
Differences in the filtering properties of the two hemispheres may exist as differences in
the temporal integration windows of the mouse. Our results also seem to be consistent with the
AST theory mentioned previously. The statistical difference in temporal fidelity at the click rate
of 7.5Hz indicates that the left ACx is better at processing modulating stimuli on a 7.5Hz
modulation rate. The question now is: why does the left ACx have a sensitivity to the 7.5Hz
modulation rate? Other groups have also shown a sensitivity to stimuli temporally modulated
around 5-6Hz in the ACx of the mouse (Froemke, unpublished data). This potentially hardwired
preference could result from differential adaptation rates for mouse-call evoked excitation and
inhibition. Having a robust temporal processing preference can potentially allow an animal to
generalize and respond more reliably in a noisy environment.
Differences in connectivity in the superficial layers of the ACx could explain the difference
in temporal fidelity, as well explaining the differences in recurrent activity that we noticed (Figure
8). Although we did not obtain enough data to establish statistical significance, the trend observed
was higher post-stimulus activity in the right ACx. This is indicative of greater reverberant activity

in a network with strong recurrent synaptic connectivity. Stronger recurrent activity in the right
ACx suggests a capacity for enhanced echoic memory: holding a brief memory of auditory signals.
This feature would be necessary to compute information at slower temporal timescales, such as
prosody and intonation.
These two aspects of temporal processing could be intimately related and manifest as
differences in the connectivity schemes. It is believed that highly recurrent neural networks create
delay lines in the sampling of information, decreasing the frequency at which those networks can
sample information (Bi & Zhou, 2020). The increase in the number of recurrent synapses and
connections keeps a signal reverberating through the circuit longer, which decreases the frequency
at which a cell fires to a stimulus. From our data set, the right ACx having stronger recurrent
connectivity could mean that the sampling timescale of the right ACx increases which is why it
shows a low pass filter and greater recurrent activity. The left ACx having weaker recurrent
connectivity allows sampling over a shorter timescale and also explains the lesser recurrent
activity.
One possible future direction for this study is to the cellular factors contributing to the
increased recurrent activity seen in the right ACx. The stronger recurrent connectivity is a
possible circuit mechanism, but interrogating the cellular properties would give us insight into
the method by which signals reverberate. One theory states that it could occur through plateau
potentials, when there is an after-depolarization response in the neurons to move the potential to
a more depolarized potential before eventually decaying back to rest (Zylberberg & Strowbridge,
2017). Plateau potentials extend firing rate beyond the presented stimulus and is mediated by Ltype voltage-gated Ca2+ channels which work through positive feedforward inward Ca2+ current
loops. Persistent firing is sensitive to the chelation of Ca2+ ions, which can affect intracellular

signaling cascades triggered by Ca2+ itself. The specific cascades affected and the role they play
in persistent firing is still unclear as ion channels mediating these signaling responses are
sensitive to flufenamic acid which is a non-specific agent that excessively blocks K+ channels as
well (Haj-Dahmane & Andrade, 1996; Lei et al., 2014).
A separate theory states that due to their slow temporal dynamics, NMDA-Receptors can
provide a stable firing rate past a stimulus presentation (Wang, 1999). Computational models
have shown that for recurrent excitatory connections to achieve a persistent firing rate, they must
be dominated by the slow temporal component of NMDA-Rs. Given that there are greater
recurrent connections seen throughout the right ACx one possibility is that in the right ACx,
there is a greater number of NMDA-Rs to facilitate recurrent connections. One future direction
could be to stain slices of brains for the NR1 subunit of the NMDA-Rs and quantify differences
between hemispheres.
Another future direction could be to use a Cre-driver line strategy and lentiviral approach
to increase inhibition within the superficial layers. Our virus will specifically target inhibitory
neurons within the superficial layers of the ACx to express ChR2 that can then be
optogenetically manipulated to induce firing of the inhibitory neurons, spreading inhibition
throughout the cortical circuits. The strong temporal dynamics of the optogenetic approach allow
us to silence the circuit during our in vivo recording sessions. By silencing the circuit on a trialby-trial basis throughout our recordings, we can gain insight into how increased inhibition can
influence temporal fidelity and recurrent activity. A 2-alternative forced choice (2AFC)
behavioral task can then be done to show us the behavioral implications of the increased
inhibition throughout the circuit. Using the 7.5Hz click rate and the 3.8Hz click rate, we can see

whether the lateralization of temporal fidelity reported earlier have behavioral effects during
bouts of increased inhibition throughout either the right or left ACx.
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Figure 8- A schematic of what recurrent pathways could possibly look like given the in vitro circuit mapping data and in vivo
recurrent firing rate data we have. There is greater recurrent connectivity throughout the right ACx which could be the cause for
the differences seen between the hemispheres both in vitro and in vivo.
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