This paper is devoted to the study of a particular form of deterministic chaos, here called peakto-peak dynamics (PPD). When a continuous-time system of order n has PPD, the amplitude and the time of occurrence of the next peak of its output variable can be predicted from information concerning at most two previous peaks. In other words, n differential equations can be substituted by a reduced order model, if attention is restricted to the peaks of the variable of concern. The observation of the output peaks is equivalent to the observation of the system on a Poincaré section. This is why the existence of PPD is simply related to the dimension of the attractor. The usefulness of peak-to-peak analysis for the retrieval of onedimensional dynamics within the attractor and for the estimate of the first Liapunov exponent is demonstrated through examples. Particular attention is devoted to the possibility of exploiting the PPD reduced order models for forecasting the next peak and for the regularization of the dynamics of chaotic systems by means of piecewise constant controls.
Introduction
We consider in this paper the nth order continuoustime dynamical systemṡ x(t) = f(x(t)) x ∈ R n (1) observed through a single output variable y(t) = g(x(t)) y ∈ R
Our attention is focussed only on the attractors of the system. More precisely, we are interested in discussing under which conditions the dynamics within the attractor of system (1) can be described by a reduced order model involving only the output variable. To be more specific, consider a continuous record of the output variable and denote by y i the value of the ith peak, as shown in Fig. 1 , where the time of occurrence t i of each peak and the return time τ i = t i − t i−1 are also indicated. Assuming that the output variable has been recorded only after the system has reached its attractor, we say that the system has peak-to-peak dynamics (PPD) if a finite number m (called memory) of past peaks approximately determine the next peak, i.e. if we can write y i+1 = Y (y i , . . . , y i−m+1 )
If the attractor is a cycle, PPD exist but are trivial. Hence, we are interested only in the case in which the attractor is a torus or a strange attractor. When the memory in Eq. (3) is 1, i.e. when
we say that PPD are simple, while in all other cases we say that they are complex. Simple PPD have been discovered by Lorenz [1963] in his pioneering paper on chaos, and for this reason map (4), here called peak-to-peak map, is sometimes called Lorenz map [Strogatz, 1994] (others call it next-amplitude map [Olsen & Degn, 1985] or next-maximum map [Scott, 1994] ). Later, PPD, i.e. relationships of the form (3), have been noticed by various authors. In some fields, like ecology, they have been discovered exclusively through simulations of mathematical models [Funasaki & Kot, 1993; Boer et al., 1998; Rinaldi & Solidoro, 1998; Rinaldi et al., 2001] , while in other fields, like biochemistry and electrochemistry [Olsen & Degn, 1985; Basset & Hudson, 1988; Albahadily et al., 1989] , epidemiology [Drepper et al., 1994] , physics [Hübner et al., 1993] and electronics [Abarbanel et al., 1997] , they have also been pointed out by analyzing laboratory or field data.
Despite the relatively high number of contributions dealing with PPD, almost no effort has been devoted to cast the various findings into a compact theoretical framework. Even simple questions, like "when are PPD simple?" have not been clearly answered yet, while more subtle problems like "does the memory m in Eq. (3) have an upper bound?" have not even been posed. The aim of this paper is to answer these and other general questions and to point out the most relevant potential applications of PPD without hiding the most important practical obstacle, namely the difficulty of identifying PPD from noisy time series.
Peak-to-Peak Plots and Skeletons
Once the series of the peaks has been extracted from the output record, each peak can be plotted versus the previous one, thus giving a set S, called peakto-peak plot (PPP). In other words, the PPP is the set S of all points (y i , y i+1 ). Figure 2 reports six PPP's obtained from signals recorded during specific experiments. The first (a) is derived from the EEG of an individual during a crisis of epilepsy and indicates that the attractor Fig. 2 . Six peak-to-peak plots obtained experimentally: (a) EEG during a crisis of epilepsy [Balduzzo et al., 1999] ; (b) measles epidemics in New York City [Drepper et al.; ; (c) electrochemical system ; (d) nonlinear electrical circuit [Abarbanel et al., 1997] ; (e) emission intensity of a laser system [Hübner et al., 1993] ; (f) EEG of an individual at rest: α rhythm [Balduzzo et al., 1999] . (2): (a) Forest fire model [Casagrandi & Rinaldi, 1999] ; (b) Lorenz system with b = 8/3, r = 28, σ = 10 and y = x3 [Lorenz, 1963] ; (c) Chua's circuit [Pivka et al., 1997] ; (d) Electron beam [Summers et al., 1997] ; (e) Lorenz system with b = 8/3, r = 28, σ = 10 and y = x2 [Lorenz, 1963] ; (f) SIR model [Kuznetsov & Piccardi, 1994] .
is roughly a cycle with three peaks per period. The last (f) is also derived from an EEG (individual at rest: α rhythm) and does not point out any particular relationship between subsequent peaks. By contrast, the other four PPP's are filiform, i.e. their points are roughly distributed along one or more curves. To what extent these sets are filiform can be quantified by evaluating their fractal dimension which is, indeed, close to 1. Most likely, these PPP's would be thinner if the measurement noise, inevitably present during the experiments, would have been smaller. Figure 3 reports six PPP's obtained with models (see caption) of the kind (1)-(2), among which are the famous Lorenz and Chua systems. Here and in the following no details on the models used for deriving the various diagrams are given. For this reason the range of the peaks y i (as well as that of the return times τ i ) is not even indicated in the plots. Nevertheless, a file (available on request) contains the following information for each figure of the paper: Model equations, parameter values, ranges of y i and τ i , initial conditions (if relevant), reference(s). The first PPP in Fig. 3 indicates that the attractor is a limit cycle, while the last does not suggest any particular relationship between subsequent peaks. As in Fig. 2 , the remaining four PPP's are filiform. When the set S is filiform, it can be approximated with a set S * of curves, as shown in Fig. 4 . The set S * is called peak-to-peak skeleton (PPS) and can be described by a k-value function Y(·) that can be interpreted as follows: Given the ith peak y i , the next peak y i+1 is approximately one of the k elements of the set Y(y i ). When k = 1 the PPS is called simple and Y(·) reduces to a map Y (·), while when k > 1 the PPS is called complex. For example, the first three PPS's in Fig. 4 are simple, while the last one is complex with k = 2. When the PPS is simple Eq. (4) holds, i.e. there are simple PPD. We will show in the next section that when the PPS is complex, PPD exist and are complex. In other words, the forecast of the next peak y i+1 , based on the last peak y i is ambiguous (there are k > 1 possible values for y i+1 ), but the ambiguity can be resolved using the information concerning previous peaks.
It is worth noting that in order to rigorously define the PPS associated with system (1) and (2) one should specify the criterion used to approximate the PPP with the skeleton, but even if this criterion is specified, the estimated skeleton depends upon the particular output record used for the analysis. Obviously, these problems are pratically irrelevant if the output records are sufficiently long and if the PPP's are thin.
A trivial but more interesting remark is that the PPS can be simple or complex depending upon the output variable [i.e. depending upon Eq. (2)]. For example, the PPS's of Figs. 3(b) and 3(e) refer both to the Lorenz system, but y = x 3 in Fig. 3(b) , while y = x 2 in Fig. 3(e) . Thus, in order to have higher chances to detect simple PPD one should try to observe the system from different angles, i.e. through different output variables.
Peak-to-Peak Dynamics
When the output variable is stationary (i.e. wheṅ y = 0), the state of the system is on the manifold Σ given by ∂g ∂x
Consider the manifold Σ as a Poincaré section and call A its intersection with the attractor of the system and P the subset of A corresponding to peaks of the output variable (see Fig. 5 ). If the dimension of the attractror is 2 or close to 2, then the dimension of A and, hence, of P is 1 or close to 1, i.e. the set P is filiform and can be approximated with skeleton P * (not shown in Fig. 5 ). Since P * is one-dimensional it can be coordinated by a real variable p with 0 ≤ p ≤ 1. Thus, each value of p unambiguously identifies one state x of the system on P * and, hence, through the Poincaré map, the next . A segment of trajectory of a third-order system: Σ is the manifold on which the output y is stationary; P is the set of points of the attractor for which y is maximum; the set P can be approximated by its skeleton P * (not shown in the figure) which is a curve coordinated by a variable p, with 0 ≤ p ≤ 1; each value of p identifies a point x ∈ P * and hence the point of first return x which is approximately on P * .
point x on P * (or very close to P * ), namely the next point p in the skeleton P * . In other words, a one-dimensional map describes the sequence of the points of P * approximately visited by the system. While a unique value of the output variable is associated with each point of the skeleton through the output transformation (2), in general the converse is not true. In fact, some lines y = const. on Σ can have k > 1 intersections with P * . Let us consider, for example, the Lorenz system with b = 8/3, r = 28, σ = 10, for two different output variables, namely y = x 3 and y = x 2 . In the first case [ Fig. 6(a) ] each contour line intersects P * at a single point, while in the second case [ Fig. 6(b) ] some contour lines intersect P * twice, i.e. k = 2. When k = 1, the value y i of the ith peak uniquely identifies a point in the skeleton P * and hence the next point, which corresponds to a peak y i+1 . This means that the peak-to-peak skeleton S * is simple [compare with Fig. 3(b) ]. By contrast, when k > 1, some peaks y i identify k points in the skeleton P * and, hence, k next points, each one of them corresponding to a different output peak y i+1 . Thus, in this case the peak-to-peak skeleton S * is complex and described by a k-value function Y(·) [compare with Fig. 3(e) ]. For clarity we summarize the above discussion in the following proposition. Proposition 1. If the dimension of the attractor of system (1) is equal or approximately equal to 2, the PPP of system (1)- (2) is filiform and its PPS can be either simple or complex. In the first case, there are simple peak-to-peak dynamics, i.e.
while in the second case
Since in the case of complex PPD the forecast of the next peak is not possible if the available information concerns only the last peak, we must find out which extra information is needed to perform the task. Let us first give a general but abstract answer to this question. For this, recall that the knowledge of y i allows one to identify k points on the skeleton P * because the curve y = y i on Σ intersects P * at k points of coordinates p 1 (y i ), p 2 (y i ), . . . , p k (y i ). Since the state of the system at time t i is approximately one of these k points, it can be identified by the pair (y i , α i ), where α i ∈ {1, 2, . . . , k} is simply a pointer that indicates which one of the k potential states is the correct one. But the knowledge of the coordinate p α i (y i ) allows the determination, through the Poincaré map, of the next point on Σ, which (being either on P * or very close to it) is uniquely identified by a new pair (y i+1 , α i+1 ). Thus, in conclusion, we can approximately write
Equation (5) describes a first-order discretetime system depending upon the input α i ∈ {1, 2, . . . , k}, while Eq. (6) describes a finiteautomaton driven by a continuous input variable y i (of course, from the continuity of the solutions of differential equations, it follows that the function A * must be piecewise constant with respect to y i ). Thus, Eqs. (5) and (6), describe a hybrid system, called peak-to-peak canonical form, composed of the feedback connection of a first-order discrete-time system and a finite automaton, as shown in Fig. 7 . The association of some physical meaning to the pointer α i might be useful, but experience and intuition on the system are needed for this. For example, in a study on plankton-fish interactions [Rinaldi & Solidoro, 1998 ] it has been shown that the peak of "young of the year" planktivorous fish, that systematically occurs every year during the summer, can be described by a canonical form (5) and (6) with the pointer α i equal to 1, 2 or Fig. 7 . The canonical form of peak-to-peak dynamics composed of a first-order discrete time system with a finite input and a finite-automaton with a continuous input.
3 depending upon the fact that the (i − 1)th peak occurs in June, in July-August or in September. Thus, the forecast of the next fish peak y i+1 can be performed on the basis of the last peak y i and of the time of occurrence t i−1 of the previous peak. Notice, however, that the extra information associated with the pointer is somehow a surrogate information. In fact, the exact date t i−1 of the previous peak is not needed, since only the month during which the peak occurred is important.
The canonical form (5) and (6) says that the system describing the dynamics of the peaks is slightly more complex than a first-order discretetime system, but definitely less complex than a second-order discrete-time system. Indeed, the number of feasible states of the hybrid system is k · ∞ 1 , namely greater than ∞ 1 but smaller than ∞ 2 . On the other hand, we know that in a generic single-output nth order system (1)-(2) n samples of the output variable are equivalent to a single sample of the n-dimensional state vector [Takens, 1981] . This implies that the knowledge of a single peak y i is, in general, not sufficient for predicting the future peak y i+1 . By contrast, the knowledge of the pair (y i−1 , y i ) is more than strictly needed for the same task. In other words, a recurrent relationship of the kind (3) with m = 2 exists. One must recall, however, that such a relationship is restricted to the dynamics within the attractor, i.e. the peaks y i−1 , y i , y i+1 in Eq. (3) with m = 2 are peaks of the output variable recorded while the system behaves on its attractor.
We can summarize the above discussion with the following proposition.
Proposition 2. If the PPP of system (1)- (2) is filiform and its PPS is complex, there are complex PPD approximately described by
From an operational point of view, the function Y (·, ·) in Eq. (7) can be determined as shown in Fig. 8 , which makes reference to a particular marketing model describing the chaotic fluctuations of the production of a commodity [Feichtinger et al., 1995] . Once the skeleton S * [identified by a k-value function Y(·)] has been obtained, it can be partitioned into k subsets S * j , j = 1, 2, . . . , k (k = 2 in Fig. 8 ) with the constraint that each one of them is identified by one component of the k-value function Y(·), namely by a function Y j (·), defined for a suitable range (the partition indicated in Fig 8(c) , clearly satisfies this property). Since each point (y i , y i+1 ) either belongs to S * or is very close to it, we can also partition the set S, namely the PPP, into k subsets S j , j = 1, 2, . . . , k, each one of them having S * j as skeleton. Then, we can partition the set S into k subsets S 
The recursive use of Eq. (8) with (y 0 , y 1 ) ∈ S * creates pairs (y i , y i+1 ) ∈ S * for i = 1, 2, . . . . As such, Eq. (8) cannot be used for the real time forecast of the next peak, because the information available in such a case is a pair of measurements (y i−1 , y i ) which, in general, does not belong to S * . Thus, in practice, one is forced to define the function Y (·, ·) on a larger set, for example on an ε-tube T (S * , ε) around S * , in the following way
where T (S * − j , ε) is the ε-tube around S * − j . Although Eq. (9) produces a pair (y i , y i+1 ) ∈ S * , it does not require that the pair (y i−1 , y i ) belongs to the skeleton S * . [Feichtinger et al., 1995] : (a) the pattern of production rate; (b) peak-to-peak plot S; (c) peak-to-peak skeleton
and S * − 2 ; (e) determination of yi+1 from yi−1 and yi (point I is a predecessor of point I and point II is a predecessor of II ).
Finally, it is worth to remark that Eq. (8) confirms that the knowledge of y i is not sufficient for predicting the next peak, but that the extra information needed to accomplish the task is a surrogate information of the previous peak. Indeed, Fig. 8(e) shows that given y i , two values are possible for the next peak y i+1 and that the ambiguity can be resolved provided it is known if the previous peak y i−1 was "small" [i.e. smaller than the y i coordinate of the point separating S * − 1 from S * − 2 in Fig. 8(d) ] or "large".
Return Times and Their Dynamics
Let us now turn our attention to the times of occurrence of the peaks, denoted by t i , and to the so-called return times τ i = t i − t i−1 (see Fig. 1 ). Integrating the differential equation (1) from a point x on the Poincaré section Σ one obtains the point x of first return as well as the return time τ . Thus, a return time is associated to each point of the skeleton P * . But we have seen in the previous section that in the most general case each point x ∈ P * is identified by a pair (y i−1 , y i ) ∈ S * , so that we can immediately conclude that
In other words, the time separating the ith peak from the next one is determined by the amplitudes of the ith peak and of the previous one. Of course if the PPS is simple, the peak y i identifies a unique point on P * and, hence, a unique return time, i.e. Figure 9 shows two examples of return time plots which are the sets of all points (y i , τ i+1 ) extracted from an output record. They both refer to the Lorenz system, but y = x 3 in Fig. 9 (a) and y = x 2 in Fig. 9 (b) (compare with Figs. 3(b) and 3(e), respectively). Figure 9 (a) indicates that the return time is simply determined by the amplitude of a single peak, while Fig. 9(b) shows that a relationship of the kind (10) holds when y = x 2 . In the case of complex PPD, the computation of the return time τ i+1 can be performed by making use of the predecessors S * − j . Thus, for example, the analogous of Eq. (8) will be
But more can be said on return times. In fact, in the case of low dimensional attractors the next return time can be determined from the previous return times, as first pointed out through very simple experiments on dripping faucets [Shaw, 1984] . In particular, if the attractor has dimension equal or approximately equal to 2 the return times explicitly follow the laws of a dynamical system
This can be easily justified using the same arguments of the previous section. In fact, since each curve τ = const. on Σ can have multiple intersections with the skeleton P * , it follows that a single return time τ i is, in general, not sufficient to identify the next return time τ i+1 . By contrast, two subsequent return times (τ i−1 , τ i ) are more than what is strictly required to identify a unique point in the skeleton P * and, hence, the next return time τ i+1 . Figure 10 shows two examples. The first one [ Fig. 10(a) ] points out simple dynamics of the return times and refers to the minima of a consumer population in a model which is chaotic for suitable values of its parameters [Hastings & Powell, 1991] . The second example [see Fig. 10(b) ] refers to the same marketing model used to derive Fig. 8 and points out that the return times have complex dynamics. This result is not a consequence of the complex PPD already pointed out in Fig. 8 . In fact, in principle, it might be that for a given system (1)-(2) the curves y = const. on Σ intersect the skeleton P * at more than one point, while the curves τ = const. intersect the same skeleton at one point. When this is the case, one can describe the dynamics of the peaks with a first-order discrete-time system of the form
while the standard approach described in the previous section would require the more complex model (8). [Hastings & Powell, 1991] ; (b) complex dynamics in an advertising diffusion model [Feichtinger et al., 1995] .
Identification of Attractors
The identification of the attractor of a dynamical system from the observations of a single variable is a problem of major concern, which is usually solved through relatively complex techniques such as spectral analysis and reconstruction of strange attractors. By contrast, peak-to-peak analysis, namely the determination of the PPP associated with a recorded time series, is an almost trivial operation that can even be performed by hand. Nevertheless, it can be very successful, as shown in the following with a few examples. First of all suppose that we want to detect if the behavior of a system is quasi-periodic or chaotic through the analysis of a record of its output variable. The answer can rarely be given by inspection. Figure 11 shows, for example, two output records, one of which is chaotic while the other is quasiperiodic. Deciding by inspection which one of the two records is quasi-periodic is practically impossible. One could, therefore, compute the power spectra of the two signals and find out which one of the two signals is quasi-periodic. But the answer is more quickly obtained by simply plotting the two PPP's as shown in Fig. 12 . In fact, since the intersection of a torus with our Poincaré section Σ is a set of closed lines, the PPS associated with a torus is also a set of closed lines so that one can immediately recognize from Fig. 12(b) that the quasi-periodic signal is that of Fig. 11(b) (indeed, Fig. 11(a) corresponds to the Lorenz attractor, while Fig. 11(b) has been obtained with a model of a periodically forced biological oscillator [Gragnani & Rinaldi, 1995] ). This test of quasi-periodicity is so powerful (in particular, when the signals are not contaminated by noise), that it has been recently preferred to numerical bifurcation analysis for detecting torus destruction routes to chaos [Dercole, 1999] .
A second advantage of peak-to-peak analysis is that it is a very effective tool for discovering if the dynamics within the attractor can be described by a one-dimensional map. The traditional approach for solving this problem consists of two steps. First the attractor is reconstructed, following the procedure proposed by Packard et al. [1980] , and then a Poincaré section transversal to the attractor is used to identify the Poincaré map and check if it is approximately one-dimensional. Figure 13 shows one of the first successful applications of this approach, namely the analysis of a chemical reaction (involving more than 30 chemical species!) observed through bromide ion potential [Roux et al., 1983] . A segment of the output record is shown in Fig. 13(a) , while Figs. 13(b) and 13(c) report a two-dimensional projection of the reconstructed strange attractor and a one-dimensional map extracted from the Poincaré section σ indicated in Fig. 13(b) . This map was obtained by numerically analyzing more than 30,000 samples of the output record. By contrast, the two PPP's shown in Figs. 13(d) and 13(e) have been obtained by hand, using only the 16 minima and the 16 maxima of the output record of Fig. 13(a) . Nevertheless, these two PPP's allow one to draw the same conclusion, namely that the dynamics within the attractor can be described by a one-dimensional map. Moreover, the two maps reported in Figs. 13(d) and 13(e) are of greater significance than the map of Fig. 13(c) , because they refer to the minima and the maxima of the bromide concentration. From this example we can conclude that before performing any analysis of a recorded time series, it is worth to extract its PPP to check if it is really justified to proceed further with more sophisticated methods.
Finally, it is also important to recall that whenever PPD exist it is possible to estimate the first Liapunov exponent L of the attractor by computing the Liapunov exponentL of the reduced order model describing the dynamics of the peaks. For example, if the PPD are simple, Eqs. (4) and (11) hold andL
where the series y 1 , y 2 , . . . , y h is any series generated by Eq. (4) starting from an arbitrary initial condition y 0 [Shaw, 1981] . But, if the output record is sufficiently long, in the sense that it contains a high number N of peaks, one can also approximate the first Liapunov exponent with the formulâ
where T is the length of the output record and y i are the recorded peaks. These two formulas give, in general, very satisfactory results [Candaten, 1998 ]. For example, the first formula applied to the Lorenz system using for Y (·) the skeleton of the PPP shown in Fig. 3(b) and for T Y (·) the skeleton derived from Fig. 9 (a) givesL = 0.9004145 which compares favorably with other estimates [Peitgen et al., 1992] . Fig. 13 . The retrieval of one-dimensional maps in a chemical reaction: (a) a segment of the output record; (b) a twodimensional projection of the reconstructed strange attractor and a transversal Poincaré section σ; (c) the reconstructed one-dimensional map on σ; (d) the peak-to-peak plot associated with the maxima of the output record; (e) the peak-to-peak plot associated with the minima of the output record. Figures 13(a) -13(c) are taken from [Roux et al., 1983] .
Next Peak Forecast
We have seen in Secs. 3 and 4 that the output peak y i+1 and the return time τ i+1 can be approximately determined from the peaks (y i−1 , y i ) or from the return times (τ i−1 , τ i ) if the attractor of system (1) is a torus or a strange attractor with dimension close to 2. Figure 14 summarizes these results and points out that various schemes can be proposed for forecasting the amplitude and the time of occurrence of the next peak. Although, in principle, these forecasting schemes are equivalent, in practice they are not, because the peak amplitude can be known for higher or lower precision than the time of occurrence. For example, in many ecosystems the time of occurrence of recurrent extreme episodes is well known, while the severity of each episode can be hardly evaluated. Thus, in such cases the formulâ
wheret i+1 is the forecast and t i , t i−1 , t i−2 are measurements, must be preferred to the alternative one, namelyt
Fig. 14. Summary of the various options for predicting the next peak from the information available for the previous peaks.
Another reason for preferring one forecasting scheme to another is dimensionality. In fact, it can happen (as already pointed out at the end of Sec. 4) that the map Y (and, hence, T Y ) has different dimension than the map T (and, hence, Y T ). For example, two data, namely (y i , t i ), might suffice to predict the next peak through the formulaŝ
while three data, namely (t i−2 , t i−1 , t i ) could be required by the alternative schemê
It is worth noticing, however, that one might also exploit, if that is feasible, all the possibilities proposed in Fig. 14. A double check on the forecast is in fact always recommended, in particular when some of the functions Y , Y T , T and T Y are highly sensitive to y i and τ i .
Controlled Peak-to-Peak Dynamics
Expanding on the ideas pointed out in [Gutiérrez et al., 1996] , we show in this section how PPD can be controlled and how this fact can be used for regularizing the behavior of chaotic systems. For this, consider a single-input single-output continuoustime nonlinear dynamical system described bẏ
and assume that system (13)- (14) has PPD for each constant value of the control variable u in a given interval U . This implies that a peak-to-peak canonical form (5)-(6) exists for each value of u ∈ U , namely
Moreover, noticing that the pair (y i , α i ) identifies a unique point on the skeleton P * , we can also write
Let us now assume that the control u is constant between two successive peaks of the output variable, but can vary after each peak, i.e.
Since Eqs. (15)- (17) describe the dynamics of the peaks when u is constant and only after the state of the system has reached the attractor, it is not justified to use Eqs. (15)- (17) with u replaced by u i . In fact, at time t i , when the control is switched from u i−1 to u i , system (13) is not on the attractor corresponding to u i and will therefore need some time to reach this attractor. This means that the next peak y i+1 will be different from Y * (y i , α i , u i ). Nevertheless, if the transient time is short (with respect to return times) and the difference between u i−1 and u i is not too large, it is reasonable to expect that the dynamics of the peaks of the output variable can be fairly well described by the following reduced order model
The validity of Eqs. (18)- (20) is difficult to be assessed a priori, but all the applications performed until now (see below) seem to prove that the use of these equations in the control system design is useful and robust. In many problems the peaks of the output variable are associated with high costs, so that it is natural to refer to the reduced order model (18)- (20) and formulate an optimal control problem involving only the peaks y i , their return times τ i , and the control efforts u i . Since the feasible states of the hybrid system (18)- (20) are k · ∞ 1 , the solution of the optimal control problem can be obtained very easily through dynamic programming after discretization of the state space. The result is a feedback controller
namely a rule that specifies the control to be applied after each peak.
This method has been first tested on the Lorenz system with u = r, σ = 4, b = 1 and y = x 3 . Such a system has simple PPD for all values of u in the interval U = [23, 33] and an unstable cycle with peak y = 8.2 for the central value u of the control variable. Thus, the standard quadratic performance index
can be minimized and the result is a controller (21) that stabilizes the unstable cycle. This means that the same result obtained with relatively sophisticated controllers (see e.g. [Ott et al., 1990; Chen, 1994; Fradkov & Pogromsky, 1998; Hammad et al., 1996] ) can be obtained with a very simple piecewise constant control based only on the knowledge of the peaks of an output variable. So far, this method has been applied to three different problems. The first is the regularization of the production pattern of a commodity through a suitable advertising policy. The model has complex PPD, as already shown in Fig. 8 for a particular value of the advertising effort. The use of a quadratic performance index gives rise to a stabilizing controller, as in the case of the Lorenz system. The second problem is the control of a chemical reactor (modeled by Peng et al. [1991] ) where the state variables are concentrations of reactants and the control variable is the inflow concentration (see [Piccardi & Rinaldi, 1999] for details). A minmax optimal control problem has been solved in this case, namely the minimization of the maximum output concentration. The result is a controller which, in ideal conditions, stabilizes an unstable limit cycle characterized by a peak which is much smaller than the highest peak of the uncontrolled strange attractor. The robustness of the min-max controller has also been tested. This is particularly important when the system is contaminated by noise and characterized by frequent peaks. Indeed, in such a case a great part of the time interval separating two successive peaks might be necessary to ascertain the occurrence of the last peak, so that the switch to the new control value might be performed too late. The example of the chemical reactor suggests that it might be rewarding to find out reasonable tradeoffs between the speed of intervention and the risk of creating false peaks. Heuristic adaptive filtering might be the proper tool for obtaining satisfactory solutions.
The third application is a typical example of biological control in the context of natural resource management and concerns insect-pest outbreaks in forests [Rinaldi et al., 2001] . The model used for the analysis is a sixth-order model proposed by Gragnani et al. [1998] in which y is the biomass of the defoliators. The model turns out to be chaotic but admits simple PPD for each value of the control variable (the rate at which birds are stocked in the forest). Each peak of the output variable corresponds to a pest outbreak damaging the forest. Three different control problems have been solved using the reduced order model (18)- (20) namely the minimization of the mean flow of damages, the minimization of the maximum damage and the maximization of the maximum return time. Each optimal controller corresponds to a particular stocking rule giving rise to improved dynamics of the outbreaks.
Concluding Remarks
We have shown in this paper that the analysis of the peaks of the output variable of a continuous-time dynamical system can often be rewarding. This is not surprising since the observation of subsequent output peaks is nothing but the observation of the dynamics of the system on a particular Poincaré section. Thus, when the attractor of the system is a torus or a strange attractor with dimension close to 2, the PPP, namely the plot of all pairs of output peaks, has a filiform structure. The PPP can be used to derive a reduced order model for the description of peak-to-peak dynamics (PPD), and in the most complex cases such a model is the feedback connection of a first-order system and a finite automaton called PPD canonical form. Moreover, under the same conditions, also the dynamics of the return times can be described through a reduced order model.
The numerous examples presented in this paper suggest that PPD are rather frequent. Indeed, a systematic analysis of a great number of chaotic models used in the last decades in all fields of science has shown that the existence of PPD is almost the rule [Candaten, 1998] . By contrast, less frequent is the evidence of PPD in data. One reason for this discrepancy is that models are simplified interpretations of reality and, as such, they might have the tendency to produce extremely crude dynamics. A second and perhaps more credible reason might be the poor quality of the data sets available in most fields. But there is also a peculiar reason, related to peak-to-peak analysis. In fact, the presence of a false peak y * (due to measurement or process noise) between two correct peaks y and y has a great impact on the PPP because it introduces two false points, (y , y * ) and (y * , y ) and hides the correct point (y , y ). This means that the identification of PPD from recorded time series will, in any case, be problematic whenever the system is affected by high frequency noise. Of course, this can be compensated by filtering the data before extracting the peaks. Encouraging results along this line can be found in a study of PPD in ecology .
We have also shown that by inspection of the PPP one can easily distinguish between chaotic and quasi-periodic regimes and discover if the dynamics within the attractor is one-dimensional or not. Of course the same answers can be given through spectral analysis and reconstruction of the strange attractor, but peak-to-peak analysis is incomparably easier.
Once a reduced order model for PPD has been identified, it can be used for estimating the first Liapunov exponent of the strange attractor. But the most interesting potential applications of these models are the real time forecast and control of the amplitude and of the time of occurrence of the peaks. These applications are particularly important when the peaks of the output variable correspond to extreme events involving high economic or social costs. Actually, when the peaks are the most crucial episodes, the only available informations on the past history of the system are often the times of occurrence of the last peaks, namely exactly what is needed to forecast the next peak or to exert the next control action suggested by the reduced order model: a very fortunate situation, indeed.
Although the reason for the existence of PPD and their importance in applications have now been understood, a lot remains to be done. First, one could try to extend some of the results we have shown, in particular the canonical form, to other classes of dynamical systems.
Discretetime systems and, in particular, one-dimensional maps, have already been shown to enjoy particular properties [Candaten, 1998 ], but a general theoretical frame is still missing. The extension to timedelay systems, as well as to distributed parameter systems observed through a lumped variable and to neural networks seems also promising. Another interesting line of research has to do with the possibility of detecting reduced order models for the dynamics of the chaotically recurrent high frequency bursts characterizing some intermittent systems [Chay, 1985; Terman, 1991; Kuznetsov & Rinaldi, 1996] . In these cases the return time should not be the time separating two peaks but, instead, the time separating two successive bursts. The first encouraging result on this topic, obtained on purely empirical grounds, can be found in [Rinaldi et al., 2000] . Specific applications are also needed in order to further evaluate the performance and the robustness of forecasting algorithms and feedback controllers based only on information concerning past peaks. Moreover, by focussing on special systems, particular, but interesting, properties can emerge. For example, in a recent study on food chains we have shown that PPD are more easily detectable by observing the population at the highest tropic level, a simple property that might be useful for field surveys.
But the problem that certainly deserves more attention is the identifiability of PPD from noisy data. Of course, the general conclusions emerging from all the experiences concerning the retrieval of various invariants [Eckmann et al., 1986; Farmer & Sidorowich, 1987; Terman, 1987; Abarbanel et al., 1990; Casdagli, 1991; Kennel & Isabelle, 1992; Mitschke & Damming, 1993; Aguirre & Billings, 1995] certainly hold for PPD identification. But there is here a very specific feature, namely the fact that the structure of the PPP is sensitive to high frequency noise. We believe that general and effective countermeasures to this peculiar weakness will be hard to discover, but the challenge is worth trying. Alternatively, the study of particular cases might be illuminating and suggest how to circumvent specific obstacles. This is, for example, what has been done in a study of a plankton-fish model [Rinaldi & Solidoro, 1998 ] where the impact on PPD identifiability of the sampling period and of measurement and process noise has been evaluated together with the efficiency of various prefiltering techniques.
