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Abstract
Let G be a unitary group of an ǫ-hermitian form h given over a
non-Archimedian local field k of residue characteristic not two. Let V
be the vector space on which h is defined. We consider minimal skew-
strata, more precisely pairs (β, a) consisting of a Lie algebra element
β and a hereditary order a stable under the adjoint involution of h,
such that β generates a field whose multiplicative group is a subset
of the normalizer of a, and some more conditions, see [BK93]. We
prove that if two minimal skew-strata (βi, a), i = 1, 2 interwine by an
element of G, i.e.
g(β1 + aνa(β1))g
−1 ∩ (β2 + aνa(β2)) 6= ∅,
for some g ∈ G, then they are conjugate under G, i.e. there is a g ∈ G
such that
g(β1 + aνa(β1))g
−1 = β2 + aνa(β2).
1 Introduction
For this introduction let k be a non-Archimedean local field of residue char-
acteristic not two. In the field local representation theory of classical groups
on complex vector spaces many researches, e.g. C. Bushnell, P. Kutzko,
V. Secherre, S. Stevens and P. Broussous, to mention some of them, have
made big progress in classifying supercuspidal representations. For example
the cases of GLm(D) where D is a central finite skew-field over k has been
studied completely. The case of a unitary group U(h) of a signed hermitian
form
h : V × V→k
1
is also not far of being completely studied as Shaun Stevens anounced re-
cently. What is missing is to understand how far two simple types are related
if both represent a given supercuspidal representation of U(h). In the case
of GLm(D) the authors mentioned above and in addition M. Grabitz have
considered rigid objects which they call simple strata. Essentially for k = D
a simple stratum is a coset β + aνa(β) consisting of a hereditary order a of
Endk(V ), which has a filtration a∗ of a-lattices in Endk(V ), and an element
β ∈ Endk(V ) generating a field over k whose non-zero elements normalize
a and some more conditions which we skip because of clearness reasons. In
[BK93] C. Bushnell and P. Kutzko proved that two simple strata βi+ aνa(βi),
i = 1, 2, of Endk(V ) which intertwine under Autk(V ), i.e.
gβ1 + aνa(β1)g
−1 ∩ (β2 + aνa(β2)) 6= ∅,
for some g ∈ Autk(V ), are conjugate under Autk(V ). P. Broussous and
M.Grabitz proved it for the case of GLm(D) under the assumption that both
strata have the same embedding type [BG00]. For the case of the group
U(h) such a statement is still missing. Here we do futher assume the simple
strata to be skew, i.e. that β is skew-symmetric and a is stable under the
action of the adjont involution σ of h. We recall that the involution σ|k is
part of the data given by h by the definition of a signed hermitian form.
S. Stevens anounced a reduction to all simple strata if one can solve the
case of a minimal simple skew-stratum. This article is devoted to the latter,
more precisely we prove that two minimal simple skew-strata with the same
hereditary order are conjugate under U(h) if they intertwine under U(h).
Let us be more precisely to explain the steps for the proof. Let (β1, a)
and (β2, a) be two intertwining minimal skew-strata and let Ei be the field
generated by βi and E
′
i its maximal tamely ramified subextension. Let us
denote U(h) ∩ a× by U(a). We have two main steps:
1. Firstly we show that there is an element g ∈ U(a) such that gE ′1g
−1 is
equal to E ′2. This step uses that the strata intertwine. See Proposition
4.
2. Step 1 allows to assume that E1|k and E2|k are purely wildely ramified.
And we show in section 4.3 that the strata are conjugate.
Step 1: For the sake of simplicity we assume Ei = E
′
i. The minimality of
βi, i = 1, 2, and the intertwining of the strata imply that the field extensions
E ′1|k and E
′
2|k are σ-equivariantly k-algebra isomorphic, see Proposition 2.
Thus we have two structures on V as an E1-vector space. It is a purely
functorial property under a fixed non-zero σ-equivariant k-linear map λ from
2
E1 to k, that one can find unique signed hermitian forms h˜i, i = 1, 2, with
respect to the E1-structures on V and (E1, σ|E1) such that
λ ◦ h˜i = h, i = 1, 2.
To prove the assertion of the first step it is enough to show that the hermitian
spaces (V, h˜1) and (V, h˜1) are isomorphic, see Proposition 1. The motivation
of the latter Proposition is taken from [BH96]. The signed hermitian spaces
above are isomorphic if and only if the signed hermitian forms h˜1(∗, β1∗) and
h˜1(∗, β2∗) denoted by h˜β1 and h˜β2 give E1-isomorphic hermitian spaces. To
establish the last isomorphism we consider sequences of sesqui-linear forms.
This is an abuse of notation, more precisely the self-dual lattice chain L
corresponding to a defines two sequences
h˜j,Lβi : L
#
h˜βi
j+1 /L
#
h˜βi
j × Lj/Lj−1→κE1 ,
for i = 1, 2, and j ∈ Z. Here M
#
h˜βi denotes the dual of an oEi-lattice M in
V , i.e.
M
#
h˜βi := {v ∈ V | h˜βi(v,M) ⊆ pEi}.
The intertwining implies precisely that the sesqui-linear forms h˜j,Lβ1 and h˜
j,L
β2
are in a simultanous way κE-isomorphic. Comparing Gram matrices of h˜β1
and h˜β2 we get in the proof of Proposition 4 that the hermitian spaces are
E1-isomorphic.
Step 2: The whole section 4.3 is devoted to that step. Here let us assume
that Ei|k is purely wildely ramified. The fields Ei need not to be isomorphic,
and thus the strategy of step 1 is not working. We consider both fields as
valued k-vector spaces and we construct a continuous linear and σ-equivariant
isomorphism φ from E1 to E2 and a map λ
′ from E2 to k such that
(λ′ ◦ φ)(xy) = λ′(φ(x)φ(y)),
for all x, y ∈ E1. After normalizing λ
′ and λ′ ◦ φ to λ1 and λ2 we consider
the lifts h˜i. The sequences of sesqui-linear forms (h˜
j,L
1 )j and (h˜
j,L
2 )j are equal
because the field extensions Ei|k are purely ramified. This allows to consider
Gram matrices with entries in k and the construction of an element of U(a)
which conjugates the stratum (β1, a) to (β2, a).
I have to thank Shaun Stevens very much for fruitful conversations dur-
ing my visit at UEA Norwich financed by the EPSRC grant EP/G001480.
Further I want to thank the DFG for the financial support of my position
at Munster University in the working group “Geometry, topology and group
theory”.
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2 Notation
Let k be a non-Archimedean local field of residue characteristic not two. We
use usual notation, i.e. ok, pk, κk, ν for the valuation ring, the valuation
ideal, the residue field and the valuation. We also adapt the above notation
for all other fields E, but the valuation νE is assumed to be normalized. Let
h be an ǫ-hermitian form on a finite dimensional k-vector V corresponding
to an involution ρ on k, and let G = U(h) be the unitary group of h. The
set of fixed points of ρ in k is denoted by k0. The adjoint involution of h is
denoted by σ. Let [βi, n − 1, n, a], i = 1, 2, be two simple skew-strata with
minimal elements βi, i.e.
1. a is a hereditary order of Endk(V ) and βi generates a field Ei := k[βi]
such that E×i is a subset of the normalizer a in Endk(V ),
2. νa(βi) = n and n is prime to the ramification index e(Ei|k) where νa is
defined via
νa(γ) := sup{l ∈ Z | γ ∈ al}, γ ∈ Endk(V ).
3. β
e(Ei|k)
i π
ω + pEi generates the residue field extension κEi|κk for ω :=
νEi(βi).
We denote k[βi] by Ei.
Remark 1 The lattice sequence (Li)i in V associated to the hereditary order
a defines again a lattice sequence (ai)i in Endk(V ), via
ai := {a ∈ Endk(V ) | aLl ⊆ Ll+i, ∀l ∈ Z}.
We refer to [BL02] for more details about lattice chains.
The goal of this article is the following theorem.
Theorem 1 If both strata are intertwining over G, i.e.
∃ g ∈ G : (β1 + a1−n)
g ∩ (βi + a1−n) 6= ∅,
then there are conjugate under G, i.e. there is a g′ ∈ G such that
g′(β1 + a1−n)g
′−1 = (βi + a1−n).
From now on we assume that the both given strata interwine.
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3 Conjugacy of field extensions
Let E be a field extension of k. For this section let us assume that there are
two k-algebra isomorphisms
φi : (E, σ
′)→ (Ei, σ|Ei), i = 1, 2
which are σ′-σ-equivariant and let E0 be the set of σ
′-fixed points of E. In the
manner of Broussous and Stevens given in [BS09] we fix a non-zero k-linear
σ′-σ-equivariant map λ from E to k such that
pE0 = {e ∈ E0 | λ(eoE0) ⊆ pk0}. (1)
We attach to φi an ǫ-hermitian form
h˜i : V × V→E
with respect to σ′ such that
h = λ ◦ h˜i. (2)
For the proof see [BS09]. The ǫ-hermitian forms h˜i differ because we have
different E-actions on V.
Proposition 1 If (V, h˜1) is isomorphic to (V, h˜2) as hermitian E-spaces.
Then there is an element g of U(a) such that
φg1(x) := gφ1(x)g
−1 = φ2(x),
for all x ∈ E.
We follow the proof given in [BH96, 1.6]. Given a lattice chain L the
sequence of natural numbers
di(L) := dimκD(Li/Li+1)
is called the invariant of L. Analogously we define di for lattice sequences
and lattice functions. We recall that h defines the notion of the dual of a
lattice. More precisely if M is an ok-lattice in V the dual of M with respect
to h is defined to be
M# := {v ∈ V | h(v,M) ⊆ pk}.
We call a lattice chain L on V self-dual with respect to h if L equals either
(L#−i)i∈Z (type I) or (L
#
−i+1)i∈Z (type II). In particular we have
L#0 = L0 (I) or L
#
1 = L0 (II).
5
Lemma 1 If two self-dual lattice chains L and L′ on V have the same type
and the same invariants, then there is an element g of G such that the lattice
chains gL and L′ equal.
Proof: There is a Witt decomposition {Wi | i ∈ I} of V with respect to h
which splits both lattice chains. W.l.o.g. we can assume that the anisotropic
part W0 of the Witt decomposition is trivial, because L and L
′ equal on W0
by [BT87, 2.9]. Let r be the period of L. We choose a decomposition of I
into two disjoint sets I+ and I− such that
σ(I+) = I−.
Futher we define
W+ := ⊕i∈I+Wi, W
− := ⊕i∈I−Wi
and
L+ := L ∩W+, L− := L ∩W−.
Let µ(L, j) be the set of indexes i ∈ I for whichWi∩Lj differs fromWi∩Lj+1.
Analogously we define µ(L+, j) and µ(L−, j), but one of them can be empty.
Case 1: We assume that L is of type (I) and r is even. We choose, for
0 ≤ j < r
2
, injective maps
φ+j : µ(L
+, j)→µ(L′, j), φ−j : µ(L
−, j)→µ(L′, j) \ im(φ+j ).
Such a choice is possible because dj(L) equals dj(L
′). We define
I ′+ :=
⋃
0≤j< r
2
(im(φ+j ) ∪ σ(im(φ
−
j ))),
and we put I ′− to be the complement of I ′+ in I. Because of
i ∈ µ(L′, j) if and only if σ(i) ∈ µ(L′,−j − 1), (3)
for all i ∈ I, we have that I ′+∩σ(I ′+) is empty, and by symmetry I ′−∩σ(I ′−)
is empty too. Thus
σ(I ′+) = I ′−.
This new decomposition of I defines
W
′+ := ⊕i∈I′+Wi, W
′− := ⊕i∈I′−Wi, L
′+ := L′ ∩W
′+, L′− := L′ ∩W
′−.
By construction L′+ and L+ are lattice sequences with the same invariants,
and there is an isomorphism u of k-vector spaces from W+ to W
′+ such that
uL+ equals L′+. The map
g := (u, 0) + σ((u−1, 0)) : W+ ⊕W−→W
′+ ⊕W
′−
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is an element of G and gL equals L′.
Case 2: The type of L is (I) and r is odd. We can construct W
′+ and
W
′− as in case 1, but the only thing we have to change is the definition of
φ+r−1
2
. Because of (3) the set µ(L′, r−1
2
) is invariant under the action of σ, i.e.
since L and L′ have the same invariants we can choose φ+r−1
2
such that
σ(im(φ+r−1
2
)) ∩ im(φ+r−1
2
) = ∅.
We now comclude as in case 1.
Case 3: The type of L is (II). Different to the cases before we have
i ∈ µ(L′, j) if and only if σ(i) ∈ µ(L′,−j), (4)
We follow the proof of the cases 1 and 2, but with the following differences:
1. We consider 0 ≤ j ≤ r
2
, i.e. if r is even the index r
2
is considered too in
all formulas.
2. The set µ(L′, 0) is σ-equuivariant.
3. If r is even the set µ(L′, r
2
) is σ-equivariant.
For the σ-equivariant sets we apply the procedure of case 2 for the choice of
the map φ+j . After these preparations we conclude as in case one to finish the
proof. q.e.d.
Proof: [of proposition 1] We only need to consider the self-dual lattice
chain L whose hereditary order is a.
As in [BH96, 1.6]. we consider V as a hermitian E-vector space Vi via φi
and h˜i. By [BS09, 5.5] we have
L#,hi = L
#,h˜1
i = L
#,h˜2
i ,
for all integers i. Thus L seen as an oE-lattice chain in V1 has the same type
and the same invariants as it has in V2. Thus, since V1 and V2 are isomorphic
hermitian spaces and because of Lemma 1, there is an isomorphism u of
hermitian spaces from V1 to V2 such that
u(Li) = Li
for all integers i. By (2) the map u is an element of G, and being E-linear
implies
φu1 = φ2.
q.e.d.
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4 Intertwining implies conjugacy for simple
stata
We do not consider at all simple strata. Shauns Stevens proposed a reduction
to the case given in the notation section. Recall that the intertwining of both
strata implies
1. that the elements β
e(Ei|k)
i π
ω+pEi, i = 1, 2, have the same characteristic
and the same minimal polynomial over κk.
2. The field extensions Ei|k, i = 1, 2, have the same ramification index
and the same inertia degree.
4.1 Decent
We consider the maximal tamely ramified subextension E ′i and the maximal
unramified subextension E ′′i of Ei|k. We want to find proper elements β
′
i and
β ′′i generating E
′
i and E
′′
i respectively, such that the stata (β
∗
i , a) are still
simple with minimal elements. Moreover we show that the fields E ′1 and E
′
2
are σ-equivariantly isomorphic.
Notation 1
e′ := [E ′i : E
′′
i ], p
l := [Ei : E
′
i], e := p
le′.
Lemma 2 We can choose π in a way such that
1. σ(π) ∈ {π,−π} and
2. π has an e′th root in E ′1.
Proof: Indeed if k|k0 is unramified then E
′
1|(E
′
1)0 is too and there is an
e′th root in (E ′1)0 of some prime-element of k0. If k|k0 is ramified then there
is a skew-symmetric prime-element π′ in k and there is unit u of ok such that
uπ′ has an e′th root in E ′1. To be ramified implies that there is a unit u0 of
ok0 such that
u0
u
is one in κk, i.e. has an e
′th root by Hensel’s lemma. Thus
u0π
′ fullfils the above conditions. q.e.d.
We take an element γi of o
×
E′′i
representing βei π
ω, such that σ(γi) ∈
{γi,−γi}. We define the element β
′′
i of E
′′
i to be γiπ
−ω.
Lemma 3 The strata (β ′′1 , a) and (β
′′
2 , a) are simple strata with minimal
elements, such that
σ(β ′′i ) ∈ {β
′′
i ,−β
′′
i }.
They intertwine and there is a σ-equivariant field isomorphism from E ′′1 to
E ′′2 which sends β
′
1 to an element congruent to β
′′
2 .
8
Proof: The intertwining follows from taking eth powers and using the
intertwining of (βi, a), i = 1, 2. Let µi be the minimal polynomial of β
′′
i over
k. Then Qi := π
deg(µi)ωµi(Xπ
−ω) is the minimal polynomial of β ′′1π
ω. By
inertwining the reductions of Qi to κk equal. Thus there is a skew-symmetric
root β˜ ′′2 ∈ E
′
2 of µ1 which is congruent to β
′
2. We map β
′
1 to β˜
′′
2 . q.e.d.
Note by the above lemma that the element π has an e′th root in E ′2. Thus
the polynomial
Pi := X
e′ − γiπ
−ω
has a skew-symmetric root β ′i ∈ E
′
i congruent to β
pl
i , i = 1, 2. Then (β
′
i, a) are
intertwining simple strata with minimal elements. The element β ′i generates
E ′i because e
′ is prime to ω = −νE′i|E′′i (β
′
i), i.e. Pi is the minimal polynomial
of β ′i.
Proposition 2 The field E ′1 is σ-equivariantly k-algebras isomorphic to E
′
2,
such that β ′1 is mapped to a skew-symmetric element of E
′
2 congruent to β
′
2.
Proof: Because of Lemma 3 we can assume that E ′′1 = E
′′
2 =: E
′′ and β ′′1
is congruent to β ′′2 , i.e. we consider E
′
1 embedded in an algebraic closure of
E ′2 via an extension of the isomorphism of Lemma 3. Let πi be an e
′th root
of π in E ′i. Now we apply Hensel’s lemma. Since β
′
1π
ω
1 is a root of
Q := Xe
′
− γ1,
the polynomial must have a root of the form β˜ ′2π
ω
2 in E
′
2, which is a lift of
the residue class of β ′1π
ω
1 .
The polynomial Q has the property that if two roots are congruent then
they equal. Thus σ(P1) also has this property. That implies that β˜
′
2 is skew-
symmetric. We map β ′1 to β˜
′
2, i.e. we can assume E
′
1 = E
′
2 = E
′. The
fact
(
β ′1
β ′2
)e
′
− 1 ∈ pE′
1
implies that there is an e′th root ζ of unity in E ′′ congruent to
β′
1
β′
2
. The
elements ζ and σ(ζ) are congruent and the separability of
Xe
′
− 1
over κE′′ implies that ζ is symmetric. We map β
′
2 to β
′
2ζ. This proves the
proposition. q.e.d.
Notation 2 To summarize: We have given
β1, β2, β
′
1, β
′
2, β
′′
1 , β
′′
2 , E1, E2, E
′
1, E
′
2, E
′′
1 , E
′′
2 .
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4.2 Hermitian forms
We attach to the ǫ-hermition form h and the to a corresponding selfdual
lattice chain L a sequence of sesquilinear forms. For that we abbreviate
(Li)−k := Li−k. The map h induces maps
hj,L : ((Lj)
#
−1/(Lj)
#)× (Lj/Lj+1)→κk.
Definition 1 Let (E, σE)|k be a finite field extension with an involution
σ′ on E which is an extension of σ. We also assume that we have given a
σE-σ-equivariant k-linear non-zero map
λ : E→k,
such that λ satisfies (1). Let h′ and h′′ be two ǫ-hermition forms on finite
dimensional k-vector spaces V ′ and V ′′ respectively, such that (E, σ′)|k can
be embedded into (Endk(V
′), σh′) and into (Endk(V
′′), σh′′). We fix for each
pair one embedding. Let L′ and L′′ be two self-dual oE-lattice chains in V
′
and V ′′ respectively both of period r. The sequences (h′j,L
′
)j and (h
′′j,L′′)j
are said to be E|k-isomorphic if there is a k-linear isomorphism f from V ′
to V ′′ such that
1. f(L′i) = L
′′
i and f((L
′
i)
#) = (L′′i )
# for all i ∈ Z and
2. for all x ∈ E and all integers j the κk-linear map
f¯j : (L
′
j/L
′
j+1)→(L
′′
j/L
′′
j+1)
satisfies
f¯j(xv′) = xf(v′) ∈ (L
′′
j+rνE(x)
/L′′j+1+rνE(x)),
in particular f¯j is κE-linear,
3. and such that forall j we have
h′′j,L
′′
◦ (f¯j′−1 × f¯j) = h
′j,L′,
if (L′j)
# = L′j′.
Proposition 3 Under the notation of Definition 1 assume that (h′j,L
′
)j and
(h′′j,L
′′
)j are E|k- isomorphic. Then the lifts (V
′, h˜′) and (V ′′, h˜′′) of (V ′, h′)
and (V ′′, h′′) to E are isomorphic ǫ-hermitian spaces over E.
To prove the above proposition we analize how h˜′ depends on hj,L.
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Definition 2 Let A be a subset of k. A Witt basis of V with respect to h
with values in A adapted to L is a basis (vi)i∈I0∪I+∪I− such that there are
bijections
− : I+→I−, − : I−→I+, − ◦ − = id,
such that
1. h(vi, v−i) = 1, i ∈ I+, and h(vi, vj) = 0 for all i, j ∈ I+∪I− with i 6= −j,
2. h(vi, vj) = 0 and h(vl, vl) ∈ A for all i, l ∈ I0 and all j ∈ I0 ∪ I+ ∪ I−
with i 6= j,
3. The vector space spanned by the vi with i ∈ I0 is anisotropic, and
4. kvi ∩ L0 = okvi for all i ∈ I+ and (vi)i is a splitting basis for L.
Remark 2 If in the above definition A only consists of elements of valuation
0 or 1 then kvi ∩ L0 = okvi for all i ∈ I0.
Proof: [of Prop. 3] We fix a non-square unit z of oE and a prime element
πE of E such that πE is symmetric or skew-symmetric. We take a Witt basis
(v′i)i∈I0∪I+∪I− of V
′ with respect to h˜′ {1, z, π1, zπ1} adapted to L. Let r be
the period of the lattice chain L over E. The type and the period of L depend
only on E. The map λ can be reduced to a map
λ¯ : κE→κk,
because of (1), more precisely we have
1. λ(oE) ⊂ ok and λ(pE) ⊂ pk and
2. λ¯ is non-zero equivariant and κk-linear.
One proves that in considering the cases E = E0, E 6= E0 and E|E0 is
ramified or unramified. By uniqueness of the lift from κk to κE the lift of
(h′j,L)j to κE equals (h˜′
j,L
)j and the same is true for h
′′.
We only have to prove that the entries of the anisotropic part of h˜′ are
detected by (h˜′
j,L
)j. Analogous to the proof of Lemma 1 we define µ(L, j) to
be the set of all indexes i such that Ev′i ∩Lj is different from Ev
′
i ∩Lj+1, i.e.
we have the identity
Lj/Lj+1 =
⊕
i∈(I0∪I+∪I−)∩µ(L,j)
(Ev′i ∩ Lj)/(E1v
′
i ∩ Lj+1) (5)
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Let i be an element of I0. We want to analyze for which j it is possible
that i ∈ µ(L, j). Say that i ∈ µ(L, j) and 0 ≤ j ≤ r − 1. Then
0 ≤ j ≤
r
2
.
Let j′ be the index such that L#j = Lj′. Then r is a divisor of (j
′ − 1 − j),
i.e. we only have the possiblilities
1. j = 0 = j′ − 1, or
2. j − j′ + 1 = r.
• Case 1: L is of type (I) and r is even: Then j′ = −j and thus I0 is
empty.
• Case 2: L is of type (I) and r is odd: Then j′ = −j and j = r−1
2
and
h˜1(vi, vi) equals π1 or zπ1. The form h˜
r−1
2
,L
1 induces a signed hermitian
form on Lj/Lj+1 via
(v¯, w¯) ∈ (Lj/Lj+1)× (Lj/Lj+1) 7→ h˜
r−1
2
,L
1 (π
−1
E v, w¯).
As an abuse of notation we still denote h˜
r−1
2
,L
1 as an ǫ-hermitian form.
The direct sum over I0 in (5) gives the anisotropic part of h˜
r−1
2
,L
1 and one
gets the Gram matrix for the vectors (v′l)l∈I0 after multiplying Gram
matrix of the anisotropic part of h˜′ with π−1E and taking residues modulo
pE . Thus we recover the Gram matrix of h˜′ from a Gram matrix of
h˜′
r−1
2
,L
.
• Case 3: L is of type (II) and r is odd: Then j′−1 = j = 0 and h˜1(v
′
i, v
′
i)
equals 1 or z. We now argue analogously to Case 2.
• Case 4: L is of type (II) and r is even: Here we have a mixure of Case
2 and Case 3. The form h˜′
0,L
detects the entries 1 and z, and h˜′
r
2
,L
detects the entries πE and zπE .
Now we could have assumed that each entry z and π1z accurs at most one
time. Then by the argument above we can deduce from (h˜′
j,L
)j the size and
the entries of the anisotropic part of the given Gram matrix of h˜′. This proves
Proposition 3. q.e.d.
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Definition 3 Let γ be a skew-symmetric element of Autk(V ).We define the
signed hermitian form
hγ : V × V→k
via
hγ(v, w) := h˜i(v, γw), v, w ∈ V.
Corollary 1 Let γ be a skew-symmetric element such that
γ + a1+νE1 (β1) = β1 + a1+νE1(β1),
then the lifts of (V, hγ) and (V, hβ1) to E1 are E1-isomorphic signed hermitian
spaces.
Proof: One takes for f the identity and for L′ and L′′ the lattice chain
L, up to a shift. q.e.d.
For the rest of this section we assume that Ei|k is tamely ramified.
Proposition 4 The stata (β1, a) and (β2, a) are conjugate under an element
of G, i.e. under an element of U(a).
Proof: Indeed the condition on βi to be minimal and the intertwining
of the strata imply that E1 is σ-equivariantly k-algebra isomorphic to E2,
in the way such that the image of β1 is congruent to β2 (see Proposition 2).
W.l.o.g. we assume that β1 is mapped to β2.We want to apply Proposition 1,
i.e. we have to prove that the ǫ-hermitian spaces (V, h˜1) and (V, h˜2) are E1-
isomorphic. The latter is equivalent to the existence of an E1-isomorphism
from (V, h˜β1) to (V, h˜β2). The rest of the proof is devoted to prove the latter
statement:
Let g be an element of G which intertwines (β1, a) and (β2, a) That implies
that there are skew-symmetric elements b1 ∈ β1 + a1+νa(β1) and b2 ∈ β2 +
a1+νa(β2) such that gb1g
−1 = b2. Now [BH96, 1.6] provides an element t ∈ a
×
such that
tβ1t
−1 = β2,
because E×1 and E
×
2 normalize a. Thus gt
−1 intertwines (β2, a) with itself,
i.e. by [BK93, 1.5.8] there are elements u and u′ of 1 + a1 and an element b
of CAutk(V )(E2) such that
gt−1 = ubu′
and we efine
f := bu′t = u−1g.
By Corollary 1 it suffices to consider hb1 and hσ(u)b2u. The map f is a
k-isomorphism between the two signed hermitian spaces. We want to apply
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Proposition 3 and we consider L′ := L and L′′ := bL up to a shift. Both
are oE1-lattice chains but for the different E1-actions. It is enough to show
property 2 of Definition 1. We have
fj−nβ1v = bj−nu′β2tv = bjβ2u′tv = bβ2u′tv = β2f(v),
for all v¯ ∈ L′j/L
′
j+1. The last equalty is true, because b commutes with β2.
Note that β1v, u′β2tv ∈ L
′
j−n/L
′
j−n+1 and β2f(v) ∈ L
′′
j−n/L
′′
j−n+1.
From the minimality of β1 we get
fjxv = x ∗ f(v),
for all x ∈ E1 all j ∈ Z and all v ∈ L
′
j . More precisely: It holds for every
element of k and for β1, thus by minimality of β1 it is true for every element
of o×E1 and for a prime element of E1, i.e. for every element of E1. Thus
the lifts of hb1 and hσ(u)b2u to E1 are E1-isomorphic signed hermitian forms.
q.e.d.
In general in the non-tamely ramified case the fields Ei are not isomorphic.
To solve this case we use that they are isomorphic k-vector spaces.
4.3 Conjugacy in the general case
We could have defined λ by taking
λtr : E
′
1→k and λwr : E1→E
′
1
and composing λ := λwr ◦λtr.We now can consider extensions of h to E
′
1 and
E1. W.l.o.g. we can assume that E
′
1 = E
′
2 By Proposition 4. We call them
E ′. Further we can assume and β ′1 and β
′
2 to be congruent, in particular the
classes βp
l
1 π
ω + κE′ and β
pl
2 π
ω + κE′ equal.
We are going to prove the following:
Lemma 4 There is an element g ∈ AutE′(V ) ∩G such that
(β1 + a1−n)
g = β2 + a1−n,
where n := −νa(β1).
Proof: W.l.o.g. we assume that E ′ equals k. The first step is to find a
map φ from E1 to E2 and a σ|E2-σ|k equivariant and k-linear non-zero map
λ′ such that
λ′(φ(ab)) = λ′(φ(a)φ(b)), (6)
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for all a, b ∈ E1. This is a problem of linear algera. We can choose a prime
element π of k, such that π is symmetric if k|k0 is unramified, and π is
skew-symmetric if k|k0 is ramified. Note that
[k : k0] = [E1 : (E1)0] = 2.
By Bezout’s Theorem there are integers z and z′ such that
ze + z′ω = 1.
i.e.
πi := β
−z′
i π
z, i = 1, 2,
are prime elements for E1 and E2 respectively. Note that both are symmetric
or skew-symmetric. We define φ to be the k-linear homomorphism which
maps πj1 to π
j
2, for j = 0, . . . , e − 1,. To get (6) we solve a linear equation
system. It is enough to find values for λ′(πj2), for j = 0, . . . , e − 1. We are
done, if we find λ′ such that
λ′(φ(πj1)) = λ
′(πj2), j = e, . . . , 2e− 2. (7)
Let
f(X) =
e∑
i=0
aiX
i, g(X) =
e∑
i=0
biX
i,
be the minimal polynomial of π1, π2, respectively. The equation system 7 is
equivalent to
e−1∑
i=0
(ai − bi)λ
′(πj+i2 ) = 0, j = 0, . . . , e− 2. (8)
We have the following restriction on λ. let τ be a skew-symmetric element
of k. Then λj ∈ k0 if σ(π
j
2) = π
j
2 and λj ∈ k0τ if σ(π
j
2) = −π
j
2.
From 8 we get e− 1 equations with coeffitients in k0 on e variables, more
precisely on the k0 part of λj ∈ k0∪k0τ. Thus the set of all solutions is a one
dimensional k0-vector space. Let us take one non-zero solution λ
′. There is
an even exponent α and an exponent γ, such that t1 := π
α
1 π
γ and t2 := π
α
2 π
γ
are symmetric and
λ2(∗) := λ
′(t2∗), λ1(∗) := λ
′(φ(t1∗)),
fulfill (1). We choose γ = 0 if k|k0 is ramified, and we choose γ = −1 if k|k0is
unramified. We now use the λi to get the lifts h˜i. Because of
h˜j,L1 = h
j,L = h˜j,L2 , j ∈ Z,
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we can choose Witt basis (vi) and (wi) adapted to L with entries in
{1, z, π, zπ},
where z is a symmetric or skew-symmetric fixed non-square in o×k such that
each z and zπ accur at most one time, and such that:
1. µ(L, j)h˜1 = µ(L, j)h˜2, for all j ∈ Z. We mean the sets µ(L, j) but with
respect to the considered signed hermitian forms.
2. For all indexes i, i′ we have h˜1(vi, vi′) = h˜1(wi, wi′).
We the sake of completness we want to recall where the signed hermitian
family (h˜j,L1 )j detects the values zπ and π. If L is of type (I) and the period r
is odd then the signed hermitian form h˜
r−1
2
+ e−1
2
r,L
1 detects these values, and
if L is of type (II) and the period r is even then h˜
r
2
+ e−1
2
r,L
1 detects them.
We now change both basis simultaniously to (v˜i) and (w˜i), by multiplica-
tion with apropriate powers of π1 and π2 respectively, such that the entries
of the Gram matrices are elements of t−11 k and t
−1
2 k respectively. Indeed we
put v˜i := t
−1
1 vi, for i ∈ I+, v˜i := vi, for i ∈ I−, and v˜i := π
−α
2
1 vi. Analogously
we define w˜i.
We define a k-linear map g from V to V by
πj1v˜i 7→ π
j
2w˜i.
We have g ∈ G. Indeed, if
h˜1(v˜i, v˜i′) =: t
−1
1 a ∈ t
−1
1 k
then
h˜2(w˜i, w˜i′) =: t
−1
2 a
and
λ1(h˜1(v˜iπ
q
1, v˜i′π
q′
1 )) = λ1(t
−1
1 aσ(π1)
qπq
′
1 )
= λ′(φ(aσ(π1)
qπq
′
1 ))
= aλ′(σ(π2)
qπq
′
2 )
= λ′(t2t
−1
2 aσ(π2)
qπq
′
2 )
= λ′(t2h˜2(w˜iπ
q
2, w˜i′π
q′
2 ))
= λ2(h˜2(w˜iπ
q
2, w˜i′π
q′
2 )),
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for q, q′ ∈ {0, . . . , e− 1}. Note that g is an element of U(a) by definition.
As the next step we prove that
gπ1g
−1 − π2 ∈ ae˜+1 (9)
where
e˜ := e(a|oE1) = e(a|oE2) = νa(π1) = νa(π2).
to get (6) it is enough to show
(gπ1g
−1 − π2)(π
e−1
2 w˜j) ∈ π
e+1
2 oE2w˜j .
Note that for vectors πi2w˜j the difference is zero for i from 0 to e− 2.
Now to the equation we have
g(πe1v˜j)− π
e
2w˜j = g(
e−1∑
c=0
(−acπ
c
1)v˜j)− π
e
2w˜j
=
e−1∑
c=0
(−acπ
c
2)w˜j)− π
e
2w˜j
= (
e−1∑
c=0
(bc − ac)π
c
2)w˜j
The last coeffitient is an element of πe+12 oE2 because the minimal polynomials
are Eisenstein polynomials and the classes of πe1π
−1 and πe2π
−1 equal in κk,
i.e. ν(a0 − b0) > ν(π).
To finish the proof we need to show:
gβ1g
−1 − β2 ∈ a−νa(β1)+1. (10)
We see that from the definition of π1 follows:
β1 = π
−ω
1 (β
e
1π
ω)z
= π−ω1 ((β
e
1π
ω)z − x) + xπ−ω1 ,
for an x ∈ ok congruent to (β
e
1π
ω)z in κk. In particular the first summand lies
in a−νa(β1)+1.We now take the analogous equation for β2 and the observations
above imply (10). q.e.d.
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