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H2-gap model reduction for stabilizable
and detectable systems
T. Breiten and C. A. Beattie and S. Gugercin
Abstract We formulate here an approach to model reduction that is well-suited
for linear time-invariant control systems that are stabilizable and detectable but
may otherwise be unstable. We introduce a modified H2-error metric, the H2-gap,
that provides an effective measure of model fidelity in this setting. While the di-
rect evaluation of the H2-gap requires the solutions of a pair of algebraic Riccati
equations associated with related closed-loop systems, we are able to work entirely
within an interpolatory framework, developing algorithms and supporting analysis
that do not reference full-order closed-loop Gramians. This leads to a computation-
ally effective strategy yielding reduced models designed so that the corresponding
reduced closed-loop systems will interpolate the full-order closed-loop system at
specially adapted interpolation points, without requiring evaluation of the full-order
closed-loop system nor even computation of the feedback law that determines it. The
analytical framework and computational algorithm presented here provides an effec-
tive new approach toward constructing reduced-order models for unstable systems.
Numerical examples for an unstable convection diffusion equation and a linearized
incompressible Navier-Stokes equation illustrate the effectiveness of this approach.
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1 Introduction
Consider a linear time-invariant (LTI) control system
Ûx(t) = Ax(t) + Bu(t), x(0) = x0,
y(t) = Cx(t),
(1)
where A ∈ Rn×n and B ∈ Rn×m and C ∈ Rp×n. The quantities x(t),u(t) and y(t)
denote respectively the state, control and output of the system, viewed as vector-
valued functions of time. In practical applications, for example when (1) is obtained
by a (method-of-lines) semidiscretization of a partial differential equation, the di-
mension n of the state space can remain very large; indeed, often large enough
to impede subsequent analysis. In this case, model reduction provides useful tools
for constructing simpler surrogates or reduced-order models (ROMs) that produce
dynamics analogous to (1):
Û̂x(t) = Âx̂(t) + B̂u(t), x̂(0) = x̂0,
ŷ(t) = Ĉx̂(t),
(2)
where Â ∈ Rr×r and B̂ ∈ Rr×m and Ĉ ∈ Rp×r are to be determined so that r ≪ n and
ŷ(t) ≈ y(t) for all t ≥ 0 and all u ∈ U, where, e.g., U = L2(0,∞;Rm). Assuming
null initial conditions for (1) and (2), wemay transform (1) and (2) into the frequency
domain and introduce the corresponding transfer functions, G(s) = C(sI − A)−1B
and Ĝ(s) = Ĉ(sI − Â)−1B̂, defined for s ∈ C with Re(s) > α for α ∈ R sufficiently
large. Observing that G and G˜ are each rational functions of s, the model reduction
problem may be restated as a rational approximation problem
G˜ = argmin
dim(Ĝ)=r
‖G − Ĝ‖ (3)
with respect to an appropriately chosen norm. For example, in case thatA is asymp-
totically stable (i.e., eigenvalues of A lie in the open left half-plane, C−), the most
prominent choices are theH∞ and the H2-norms. The H∞ and the H2 spaces with
the associated norms are given by
H2 =
{
F : C+ → Cp×m | F is analytic , ‖F‖H2 :=
(
sup
σ>0
∫ ∞
−∞
‖F(σ + ıω)‖2F dω
) 1
2
< ∞
}
,
H∞ =
{
F : C+ → Cp×m | F is analytic , ‖F‖H∞ := sup
z∈C+
‖F(z)‖2 < ∞
}
.
We focus primarily on cases where A is unstable, i.e., having at least one eigen-
value in C+. The complementary case where A is asymptotically stable is a standard
setting that assures whenever u ∈ L2(0,∞;Rm), then also x ∈ L2(0,∞;Rn) and
y ∈ L2(0,∞;Rp). When A is unstable, the potential for explosive growth of system
state and output may reflect features that are fundamental to the modeled dynamics,
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either naturally so (e.g., linearizations of energetic gyres in ocean circulation) or by
design (e.g., agile flight vehicles that depend on active control strategies to survive
high-speed maneuvers).
For such systems a variety of model reduction strategies have been proposed.
One possibility is to consider the model reduction problem on a finite time horizon
[0,Tmax]; see for example, [14,17,21,28]. In cases that σ(A) ∩ ıR = ∅, an alternative
approach is to decouple the (unstable) system as G = Gs +Gu, into a purely stable
and a purely anti-stable part, then perform model reduction on each of these two
subsystems, as was done e.g., usingH2-optimal interpolation techniques in [23]. Yet
another approach extends balanced truncation to unstable systems [5, 9, 31] using
frequency domain definitions of the system Gramians.
In this work, we also focus on potentially unstable systems, but we do assume
that (A,B) is stabilizable and (A,C) is detectable, a circumstance that commonly
occurs. It is well known ( [25]), that in this case it is possible to factorize the transfer
function asG =M−1N,with transfer functionsM,N ∈ H∞. By introducing a similar
representation for the reduced transfer function, Ĝ = M̂−1N̂,we consider anH2-type
best-approximation problem having the form
[M˜, N˜] = argmin
dim(M̂)=r
dim(N̂)=r
[M,N] − [M̂, N̂]
H2
, (4)
which can be interpretted as seeking reduced order factors that are as close as possible
to the corresponding factors of the original system. We refer to the error measure
in (4) as the H2-gap. Our approach is motivated by the method of linear quadratic
Gaussian (LQG) balancing ( [12, 20, 24]) which introduces a similar approximation
problem, but using the H∞-norm instead of the H2-norm as we have posed it
here. Besides the evident applicability to unstable systems that is our focus, the
H∞-induced metric also carries particular significance for associated closed-loop
behavior, see, e.g., [29].
Starting in Section 2, we will introduce our approximation problem in more detail
and review some known results on left-coprime factorizations for stabilizable and
detectable LTI systems. We will show that our approximation problem has a natural
connection to anL2(ıR)-model reduction problem. Section 3 provides a pole-residue
expansion for the H2-gap and analyzes individual error terms. We suggest a mod-
ification of the iterative rational Krylov algorithm (IRKA) in order to eliminate
portions of this error expression. In Section 4, we consider some numerical exam-
ples that suggest the competitiveness of our approach relative to existing methods.
Conclusions with perspectives for future research are given in Section 5.
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2 Left-coprime factorizations and the gap metric
In this section, we provide additional details for the specific error measure described
in (4). Since we do not assume the system matrix A to be asymptotically stable, the
H2-norm of G(·) = C(·I − A)
−1B may not be finite. However, as has been shown
in, e.g., [29, Lemma 6.1], for a stabilizable and detectable LTI system, we can select
any matrix F so that AF := A − FC is asymptotically stable, and then
M(s) = I − C(sI − AF)
−1F N(s) = C(sI − AF)
−1B (5)
defines a left-coprime factorization of G(s) = C(sI − A)−1B. In particular,
G(s) = [M(s)]−1N(s), where [M(s)]−1 = I + C(sI − A)−1F. (6)
In the context of LQG-balanced truncation, e.g., in [24], the stabilizing matrix F is
been chosen as F = PCT where P = PT  0 denotes the solution of the algebraic
Riccati equation
AP + PAT − PCTCP + BBT = 0. (7)
Note that asymptotic stability of the systemmatrixAF is ensured by the stabilizability
and detectability properties of (A,B) and (A,C), respectively. Throughout the rest of
this work, we assume that F = PCT and refer to AF = A−PC
TC as the closed-loop
system matrix.
Similarly, for a stabilizable and detectable reduced system (Â, B̂, Ĉ), we denote
by F̂, M̂, N̂, P̂ the equivalent reduced-order expressions; in particular,
Ĝ(s) = [M̂(s)]−1N̂(s), M̂(s) = I − Ĉ(sI − Â
F̂
)−1F̂, and N̂(s) = Ĉ(sI − ÂF)
−1B̂.
(8)
Moreover, it holds that M, M̂ ∈ H∞ and N, N̂ ∈ H∞ ∩ H2. Define the two new
systems
GF(s) := [M(s),N(s)], ĜF(s) := [M̂(s), N̂(s)]. (9)
Using (5) and (9), we can compute a state-space realization forGF:
GF(s) = [M(s),N(s)] = [I − C(sI − AF)
−1F, C(sI − AF)
−1B]
= [I, 0] + C(sI − AF)
−1[−F, B]. (10)
A state-space realization for ĜF can be obtained similarly:
ĜF(s) = [I, 0] + Ĉ(sI − ÂF)
−1[−F̂, B̂]. (11)
Note that GF and ĜF are dynamical systems with m + p inputs and p outputs. LQG
balanced truncation exploits that the Gramians of GF and ĜF are closely related to
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P, P̂ and their dual counterpartsQ, Q̂, which satisfy
ATQ +QA −QBBTQ + CTC = 0 and
ÂT Q̂ + Q̂Â − Q̂B̂B̂T Q̂ + ĈT Ĉ = 0.
In fact, as shown in [12], the controllability and observability Gramians Lc and Lo
of GF are given by
Lc = P, Lo = Q(I + PQ)
−1.
Based on these relations, balancing and truncation with respect to P andQ allows to
construct a reduced-order model that satisfies an error bound of the following type[M,N] − [M̂, N̂]
H∞
≤ 2
n∑
i=r+1
σi, (12)
where σi are the Hankel singular values of GF.
While balanced truncation is primarily related to theH∞-norm, we are interested
in the case when the deviation betweenGF and ĜF is measured using theH2-norm.
Thus we define G − Ĝ
H2-gap
:=
[M,N] − [M̂, N̂]
H2
. (13)
Note that even thoughM, M̂ < H2, the previous expression is well-defined since
M(·) − M̂(·) = Ĉ(·I − ÂF)
−1F̂ − C(·I − AF)
−1F ∈ H2.
If G and Ĝ have no poles on the imaginary axis, we show below that the H2-gap,
(13), provides a bound to the L2(ıR)-error. For this purpose, as in [3, Section 5] we
define
L2(ıR) :=
{
H : C→ Cp×m | H is meromorphic , ‖H‖L2 :=
(∫ ∞
−∞
‖H(ıω)‖2F dω
) 1
2
< ∞
}
,
L∞(ıR) :=
{
H : C→ Cp×m | H is meromorphic , ‖H‖L∞ := sup
ω∈R
σmax(H(ıω)) < ∞
}
.
In particular, we have the orthogonal decomposition L2(ıR) = H2(C
−) ⊕ H2(C
+).
Next, we prove a similar result as in [26, Lemma 2.2].
Proposition 1 Let (A,B,C) and (Â, B̂, Ĉ) be two stabilizable and detectable LTI
systems with σ(A) ∩ ıR = ∅ = σ(Â) ∩ ıR. Let further GF = [M,N], ĜF = [M̂, N̂] be
left-coprime factorizations with F = PCT and F̂ = P̂ĈT . Then,
‖G − Ĝ‖L2 ≤ ‖M̂
−1‖L∞
(
‖G‖L∞ ‖M − M̂‖H2 + ‖N − N̂‖H2
)
, (14)
and, thus
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‖G − Ĝ‖L2 ≤ ‖M̂
−1‖L∞
(
1 + ‖G‖L∞
) G − Ĝ
H2-gap
. (15)
Proof By using the left-coprime factorizations ofG and Ĝ, we obtain
G − Ĝ = G − M̂−1N̂ = M̂−1(M̂G − N̂)
= M̂−1(M̂G −MM−1N + N − N̂)
= M̂−1
(
(M̂ −M)G + (N − N̂)
)
.
Since A and Â are assumed to have no purely imaginary eigenvalues, we know
that G ∈ L∞(ıR) and M̂
−1(·) = I + Ĉ(·I − Â)−1F̂ ∈ L∞(ıR). The assertion (14)
then follows from the fact that ‖GH‖L2 ≤ ‖G‖L∞ ‖H‖L2 for all G ∈ L∞ and
H ∈ L2. In particular, note that M − M̂ ∈ H2 and N − N̂ ∈ H2, which implies
‖M − M̂‖L2 = ‖M − M̂‖H2, ‖N − N̂‖L2 = ‖N − N̂‖H2 . Finally, the assertion (15)
directly follows from (14) and the definition of theH2-gap in (13). 
Remark 1 Note that if we split G = Gs +Gu and Ĝ = Ĝs + Ĝu into their stable and
unstable parts and use the orthogonal decomposition L2(ıR) = H2(C−) ⊕ H2(C+),
we also obtain bounds for ‖Gs − Ĝs ‖H2(C+) and ‖Gu − Ĝu ‖H2(C−):
max
(
‖Gs − Ĝs ‖H2(C+), ‖Gu − Ĝu ‖H2(C−)
)
≤ ‖M̂−1‖L∞
(
1 + ‖G‖L∞
) G − Ĝ
H2-gap
.
Proposition 1 bounds the L2 distance between the full model G(s) and the reduced
model Ĝ(s) with the H2-gap distance between full closed-loop system GF(s) and
the reduced one ĜF(s). This immediately motivates a model reduction approach in
which one tries to minimize theH2-gap. This is what we investigate next.
3 H2-gap model reduction
In this section, we analyze the H2-gap in more detail. We begin with the deriva-
tion of a pole-residue formula that extends the one discussed for the standard case
in, e.g., [16]. Subsequently, we discuss the individual error terms from a rational
interpolation-based perspective which suggests the use of an iterative algorithm
generalizing IRKA.
3.1 Pole-residue formulae for theH2-gap measure
Recall the state-space representation of GF(s):
GF(s) = [I, 0] + C(sI − AF)
−1[−F, B]. (10)
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Let wi denote the left eigenvector of AF associated with the eigenvalue λi , i.e.,
wT
i
AF = λiw
T
i
1. For simplicity of presentation, assume the poles λi are semi-
simple and write WTAF = ΛW
T where W = [w1, w2, . . . , wn] ∈ C
n×n and Λ =
diag(λ1, λ2, . . . , λn) ∈ C
n×n . Define V = W−T . Then, a state-space transformation
byWT in (10) yields the pole-residue representation of GF(s):
GF(s) = [I, 0] +
n∑
i=1
ci[f
T
i
, bT
i
]
s − λi
, (16)
where
bi = B
Twi, fi = −F
Twi = −CPwi, and ci = Cvi . (17)
We follow the same line of arguments to obtain the pole-residue representationof ĜF.
Let ŵj be the left eigenvector of ÂF associated with the eigenvalue λ̂j . Assume the
poles λ̂j are semi-simple, and define Ŵ = [ŵ1, ŵ2, . . . , ŵr ] ∈ C
r×r and V̂ = Ŵ−T .
Then,
ĜF(s) = [I, 0] +
r∑
j=1
ĉj [̂f
T
j
, b̂T
j
]
s − λ̂j
, (18)
where
b̂j = B̂
T ŵj, f̂j = −F̂
T ŵj = −ĈP̂ŵj, and ĉj = Ĉv̂j . (19)
Now, using the representations (16) and (18), we extend the pole-residue based
formula for theH2-norm to theH2-gap norm.
Proposition 2 Let G and Ĝ be stabilizable detectable with coprime factorizations
in (6) and (8). Further, let GF and ĜF have the pole-residue representations in (16)
and (18). Then,
‖G − Ĝ‖2
H2-gap
=
n∑
i=1
cTi (GF(−λi) − ĜF(−λi))
[
fi
bi
]
+
r∑
j=1
ĉTj (ĜF(−λ̂j) −GF(−λ̂j))
[
f̂j
b̂j
]
.
(20)
Proof First, we rewrite the error as
‖G − Ĝ‖2
H2-gap
= ‖GF − ĜF‖
2
H2
= ‖(GF − [I, 0]) + ([I, 0] − ĜF)‖
2
H2
.
Note that (GF − [I, 0]) ∈ H2 and ([I, 0] − ĜF) ∈ H2. For a transfer functionH ∈ H2
with pole-residue representationH(s) =
∑n
k=1
hk g
T
k
s−µi
, theH2 norm satisfies ‖H‖
2
H2
=∑n
k=1 h
T
k
H(−µk)gk; see, e.g., [16, Lemma 2.4] for the SISO version and [4, Lemma
1 We define the left eigenpair via the relationship wT
i
AF = λiw
T
i
as opposed to the more usual
definition: w∗
i
AF = λiw
∗
i
. Even though wi is potentially a complex vector, the version we adopt
eliminates the need to use wi in many definitions and equations that follow.
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1.1] for theMIMO version. Then, the result (20) follows from applying thisH2 norm
formula to the pole-residue representation ofGF − ĜF, which can be obtained from
(16) and (18) by eliminating the leading (constant) terms. 
3.2 H2-gap formula and interpolation.
Proposition 2 reveals two components that contribute to theH2-gap, in a way that is
similar to the standardH2-errormeasure, The first component is due to the mismatch
of the transfer functionsGF and ĜF at themirror images of the full-order closed-loop
poles, λi , and the second component reflects the mismatch at the mirror images of
the reduced-order closed-loop poles, λ̂i. In order to reduce theH2-gap, a reasonable
approach might be to eliminate terms from these two components. For example, if
one enforces (GF(−λi) − ĜF(−λi))
[
fi
bi
]
= 0, then the ith term from the first term
will be eliminated. This condition is referred to as right-tangential interpolation;
more specifically, we state ĜF(s) tangentially interpolatesGF(s) at the interpolation
point −λi along the right-tangential direction
[
fi
bi
]
; see [2, 4] for further details. We
can eliminate the ith term in the first sum by enforcing cT
i
(GF(−λi) − ĜF(−λi)) = 0
as well. This is referred to as left-tangential interpolation. The terms in the second
sum can be similarly eliminated. This interpretation of the H2-error norm and
elimination of the error terms via interpolation have been proposed in the regular
H2-error measure [15]. Since the second-term depends on the reduced-model to-
be-computed and are not known a priori, [15] proposed eliminating the dominant
terms from the first term. Even though this is not an optimal reduction strategy, this
approach has worked well in various examples. The situation is rather different here.
In order to minimize the H2-gap, we construct a reduced model Ĝ from G. Yet
Proposition 2 shows that the error depends on GF and ĜF, which we do not have
direct access to. Consider the H2-gap once again: ‖G − Ĝ‖H2-gap = ‖GF − ĜF‖H2 .
In order to minimize the H2-gap, suppose we perform an optimal H2 reduction on
GF, and let V ∈ R
n×r andW ∈ Rn×r be the corresponding optimal model reduction
bases withWTV = I. The state-space representation for the reduced Ĝ is given by
ĜF(s) = [I, 0] + Ĉ(sI − ÂF)
−1[−F̂, B̂]
= [I, 0] + CV(sI −WTAV −WTFCV)−1[−WTF, WTB].
Weneed to extract the corresponding reducedmodel Ĝfrom this reduced closed-loop
model ĜF(s). One might reasonably assume that Ĉ = CV, B̂ = W
TB, F̂ = WTF,
and Â =WTAV. However, these reduced quantities need also to satisfy F̂ =WTF =
WTPC = P̂ĈT where P̂ solves ÂP̂ + P̂ÂT − P̂ĈT ĈP̂ + B̂B̂T = 0. Clearly, this is
not true in general and we cannot expect to extract a reduced system Ĝ that would
have created the reduced closed-loop model ĜF(s). A similar issue arises in the
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weightedH2 model reduction problem, where, given a weighting functionsWo(s),
one tries to minimize the weighted error ‖Wo(G− Ĝ)‖H2 . As [1] and [10] prove, in
the weighted-H2 problem, the error (and optimality) requires that a function of G
interpolates a function of Ĝ, leading to the same issue that we encounter here.
To address this issue at least partially, Lemmas 1–2 enable us to rewrite the
H2-gap formula in (20) as a function ofG and Ĝ. The result in Theorem 1 will, then,
form the foundation of the proposed method outlined in Algorithm 1.
Lemma 1 Let G be a stabilizable and detectable linear system with coprime fac-
torization in (6). Further, let GF = [M N] have the pole-residue representation
GF(s) = [I, 0] +
∑n
i=1
ci [f
T
i
,bT
i
]
s−λi
as in (16). Assume that σ(A) ∩ σ(−AF) = ∅. Then,
G(−λi)bi = −fi and GF(−λi)
[
fi
bi
]
= 0, for i = 1, . . . , n. (21)
Proof Let wi denote the left eigenvector of AF associated with the eigenvalue λi,
i.e., wT
i
AF = λiw
T
i
. Definition of bi in (17) yields
G(−λi)bi = C(−λiI − A)
−1BBTwi . (22)
Using the fact that AF = A− PC
TC, the Riccati equation (7) can be rewritten as the
Sylvester equation AP + PAT
F
+ BBT = 0. Postmultiplication with wi then yields
Pwi = (−λiI − A)
−1BBTwi .
Inserting this last expression into (22) leads to
G(−λi)bi = CPwi = −fi,
which proves the first assertion in (21). To prove the second assertion, we compute
GF(−λi)
[
fi
bi
]
= [M(−λi) N(−λi)]
[
fi
bi
]
=M(−λi)fi + N(−λi)bi
=M(−λi)(fi + [M(−λi)]
−1N(−λi)bi)
=M(−λi)(fi +G(−λi)bi) = 0,
where, in the last step we used the just-proven first assertion in (21). 
Lemma 2 Let G be a stabilizable and detectable linear system with the closed-loop
transfer functionGF(s) = [MN] = [I, 0]+
∑n
i=1
ci [f
T
i
,bT
i
]
s−λi
as in (16). Let ĜF = [M̂ N̂]
denote the closed-loop transfer function of a stabilizable and detectable system
reduced model Ĝ. If σ(A) ∩ σ(−AF) = ∅, then
ĜF(−λi)
[
fi
bi
]
= −M̂(−λi)
(
G(−λi) − Ĝ(−λi)
)
bi, for i = 1, . . . , n. (23)
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Proof Using Ĝ(s) = [M̂(s)]−1N̂(s), we evaluate
ĜF(−λi)
[
fi
bi
]
= M̂(−λi)fi + N̂(−λi)bi
= M̂(−λi)(fi + [M̂(−λi)]
−1N̂(−λi)bi)
= M̂(−λi)(−G(−λi)bi + Ĝ(−λi)bi),
where in the last step we used the first assertion in (21). 
As a direct consequence of Proposition 2, and Lemmas 1 and 2, we obtain an
alternative representation of theH2-gap error, one of our main results.
Theorem 1 Let G and Ĝ be stabilizable and detectable with coprime factorizations
in (6) and (8). Further, let GF and ĜF have the pole-residue representations in (16)
and (18). Then,
‖G − Ĝ‖2
H2-gap
=
n∑
i=1
cTi M̂(−λi)
(
G(−λi) − Ĝ(−λi)
)
bi
+
r∑
j=1
ĉTj M(−λ̂j )
(
Ĝ(−λ̂j) −G(−λ̂j)
)
b̂j .
(24)
Proof Consider the first sum in theH2-gap formula in (20), i.e.,
∑n
i=1 c
T
i
(GF(−λi) −
ĜF(−λi))
[
fi
bi
]
. First using the second assertion of Lemma 1 and then using Lemma
2 yield
n∑
i=1
cTi (GF(−λi)−ĜF(−λi ))
[
fi
bi
]
= −
n∑
i=1
cTi ĜF(−λi )
[
fi
bi
]
=
n∑
i=1
cTi M̂(−λi)
(
G(−λi) − Ĝ(−λi)
)
bi,
which is the first sum, indexed by i, in (24). The second part of (24) follows similarly
by interchanging the roles of GF and ĜF in Lemmas 1 and 2. 
Theorem 1 achieves what we were set to accomplish; representing the H2-gap in
terms of the model to be reduced,G, and the reduced model itself, Ĝ. Now, we can
reduceG, e.g., via interpolatory projection-based methods, to construct the reduced
model Ĝ that tangentially interpolates G and then we eliminate the selected terms
from the error formula in (24). We will make this interpolation aspect more concrete
next.
The following result is a direct consequence of Lemmas 1 and 2.
Corollary 1 Assume the same set-up in Lemmas 1 and 2.
If Ĝ(−λi)bi = G(−λi)bi, then ĜF(−λi)
[
fi
bi
]
= GF(−λi)
[
fi
bi
]
= 0 for i = 1, . . . , n.
(25)
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Moreover,
If Ĝ(−λ̂j )̂bj = G(−λ̂j )̂bj, then ĜF(−λ̂j)
[
f̂j
b̂j
]
= GF(−λ̂j)
[
f̂j
b̂j
]
= 0, for j = 1, . . . , r .
(26)
Corollary 1 first reveals that we can enforce the closed-loop systems GF and ĜF to
tangentially interpolate each other by forcing interpolation ofG and Ĝ. The resulting
interpolation is occurring at specially adapted points, namely at the mirror images
of the full- or reduced-order closed-loop poles. Moreover, the interpolated value is
zero. It is worth mentioning that reduced-order closed-loop poles have also been
studied in the context of rational Krylov subspace methods for solving the algebraic
Riccati equation in [22]. In that work, the authors showed that the rational Krylov
subspace method coincides with a subspace iteration if the shifts are chosen as the
mirrored reduced-order closed-loop poles.
Corollary1 also reveals thatwe can enforce interpolationof the closed-loopmodel
GF without ever constructing GF, i.e., without needing to solve the (large-scale)
Riccati equation (7) to compute P. This will have substantial numerical advantages
in the large-scale settings, because unlike most methods used for model reduction
using the gap measure, one does not need to solve for the Gramian P. Next, we will
discuss the numerical framework to enforce these desired interpolation conditions.
3.3 Model reduction with respect to theH2-gap measure
First, we review briefly the projection-based tangential interpolation framework.
For details, we refer the reader to, e.g., [2, 4, 13, 18]. Let G(s) = C(sI − A)−1B
denote the transfer function of the full-model with m-inputs and p-outputs. Suppose
the left-interpolation points {µ1, µ2, . . . , µr } ∈ C are chosen together with non-
trivial left-directions {ℓ1, ℓ2, . . . , ℓr } ∈ C
p . Also suppose the right-interpolation
points {σ1, σ2, . . . , σr } ∈ C are chosen together with non-trivial right-directions
{r1, r2, . . . , rr } ∈ C
m. Construct the model reduction bases Vr ∈ C
n×r and Wr ∈
C
n×r :
Vr =
[
(σ1I − A)
−1Br1, (σ2I − A)
−1Br2, . . . , (σr I − A)
−1Brr
]
and
Wr =
[
(µ1I − A
T )−1CT ℓ1, (µ2I − A
T )−1CT ℓ2, . . . , (µr I − A
T )−1CT ℓr
]
.
Assume, without loss of generality that a basis transformation is performed and
WTr Vr = Ir . Construct the reducedmodel Ĝ(s) = Ĉ(sI− Â)
−1B̂ via Petrov-Galerkin
projection, i.e.,
Â =WTr AVr, B̂ =W
T
r B, and Ĉ = CVr .
Then, the reduced model Ĝ tangentially interpolatesG in the sense that
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G(σj )r j = Ĝ(σj )r j, ℓ
T
j G(µj ) = ℓ
T
j Ĝ(µj ), ℓ
T
j G(σj )r j = ℓ
T
j Ĝ(σj )r j,
for j = 1, 2, . . . , r. Moreover, if σk = µk , then one additionally satisfies a tangential
Hermite interpolation, namely ℓT
k
G′(σk)rk = ℓ
T
k
Ĝ′(σk)rk where “
′ " denotes the
derivate with respect to s. Therefore, if the interpolation points and directions are
specified, then constructing a reduced interpolatory transfer function can be easily
constructed as described, with the main cost of solving the shifted linear systems
in computing V and W. Then, the natural question to ask is how to choose the
interpolation points and directions to minimize an error measure. This question has
been answered using the regular H2 error measure. Let Ĝ(s) =
r∑
j=1
ℓ j r
T
j
s + σj
be the
pole-residue decomposition. If Ĝ(s) is the H2-optimal approximation to G(s) in
the H2 norm, then, G(σj )r j = Ĝ(σj )r j , ℓ
T
j G(σj ) = ℓ
T
j Ĝ(σj ), and ℓ
T
j G
′(σj )r j =
ℓ
T
j Ĝ
′(σj )r j , for j = 1, 2, . . . , r. Therefore, tangential Hermite interpolation is a
necessary condition for H2 optimality. Note that optimal interpolation points are
{σj }, the mirror images of the poles of the reduced model Ĝ(s), and the optimal
tangential directions are based on the residues of Ĝ(s); neither known a priori. The
Iterative Rational Krylov Algorithm (IRKA) of [16] and its variants [6, 7, 11, 30]
resolve this issue by iteratively correcting the interpolation points and directions
until the desired optimality conditions are met. For details, we refer the reader
to [2, 4, 16, 18] and the references therein.
The situation is similar in the H2-gap problem we consider here. First, leave the
question of optimality aside and focus on reasonable/well-informed interpolation
points and directions selection. Recall the H2-gap error formula in (24). We can
eliminate the ith term in the first sum by choosing σi = −λi as an interpolation point
and r i = bi as an interpolation direction. Clearly, the first sum has n components
and one can only eliminate r conditions from there using r interpolation points. One
can choose the poles λi with dominant residue terms cib
T
i
, for example. However,
this requires that we compute the full-order closed-loop poles λi by solving for the
Gramian P. Also, as discussed above, the regularH2 minimization via interpolation
reveals that the optimal interpolation points are determined by the reduced-order
poles, not the full-order ones.
To eliminate the jth term from the second sum in (24), we can enforce
Ĝ(−λ̂j )̂bj = G(−λ̂j )̂bj . This puts us in the framework of the regular H2 prob-
lem. The interpolation points σj = −λ̂j and the tangental directions r j = b̂j , for
j = 1, 2, . . . , r, depend on the reduced-model Ĝ (or more precisely ĜF) we want to
compute; thus the interpolation data is not known a priori. Thus, as in IRKA, this
requires an iterative algorithm that adaptively corrects the interpolation data. The
major advantage compared to eliminating terms from the first sum in (24) is that this
adaptive correction process does not require computing full-order closed-loop poles,
i.e., computing P. Yet, as Corollary 1 illustrates, we are still able to interpolate the
full-order closed-loop model.
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Algorithm 1 gives a sketch of the proposed numerical scheme. Starting with
an initial selection of interpolation data, the algorithm computes an interpolatory
reduced model Ĝ (Lines 2–4) and then computes the pole-residue representation
of the reduced-order closed-loop model Ĝ (Lines 5–6). Note that these compu-
tations are trivial since it is performed at the reduced-order dimension. Line 7
updates the interpolation data so that upon convergence of Algorithm 1, we have
σj = −λ̂j and r j = b̂j , for j = 1, 2, . . . , r, as we wanted to accomplish. Upon
convergence of Algorithm 1, we enforce Ĝ(−λ̂j )̂bj = G(−λ̂j )̂bj and the second
sum in (24) is completely eliminated; thus leading to the eventual H2-gap error
‖G − Ĝ‖2
H2-gap
=
n∑
i=1
cTi M̂(−λi)
(
G(−λi) − Ĝ(−λi)
)
bi .
Algorithm 1 gap-IRKA
Input: {σ1, . . . , σr }, {r1, . . . , rr } and {ℓ1, . . . , ℓr }.
Output: Â, B̂, Ĉ
1: while relative change in {σj } > tol do
2: Compute Vr andWr from
Vr = [(σ1I − A)
−1Br1, . . . , (σr I − A)
−1Brr ],
Wr = [(σ1I − A
T )−1CT ℓ1, . . . , (σr I − A
T )−1CT ℓr ].
3: Perform basis change Wr ←Wr (V
T
r Wr )
−1 so thatWTr Vr = Ir .
4: Update ROM: Â =WTr AVr, B̂ =W
T
r B, Ĉ = CVr .
5: Solve ÂP̂ + P̂ÂT − P̂ĈT ĈP̂ + B̂B̂T = 0.
6: Compute ĜF(s) = [I, 0] +
r∑
j=1
ĉ j [̂f
T
j
, b̂T
j
]
s − λ̂ j
.
7: σj ← −λ j , r j ← b j , and ℓ j ← c j for j = 1, 2, . . . , r .
8: end while
3.4 Algorithm 1 andH2-gap optimality.
So far we havemotivatedAlgorithm1 as a way to eliminate the contribution from the
second-sum in the error expression (24). However, the reduced model Ĝ from Algo-
rithm 1 achieves more. First, recall that ‖G − Ĝ‖H2-gap = ‖GF − ĜF‖H2 . Therefore,
if we interpret the problem as the H2 optimal model reduction of the closed-loop
model GF, the H2 optimal reduced closed-loop model (or equivalently H2-gap
optimal closed-loop model) ĜF(s) = [I, 0] +
r∑
j=1
ĉj [̂f
T
j
, b̂T
j
]
s − λ̂j
satisfies
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GF(−λ̂j) − ĜF(−λ̂j)
) [
f̂j
b̂j
]
= 0, ĉTj
(
GF(−λ̂j) − ĜF(−λ̂j)
)
= 0,
and ĉTj
(
G′F(−λ̂j) − Ĝ
′
F(−λ̂j)
) [
f̂j
b̂j
]
= 0, for j = 1, 2, . . . , r . (27)
Therefore, upon convergence, Algorithm 1 enforces the first set of necessary condi-
tions in (27), namely the right-tangential interpolation conditions.
One can also think about the necessary and sufficient conditions for the restricted
setting. Assume that the reduced closed-loop poles {λ̂j } and the reduced closed-
loop left residue-directions {̂cj } are fixed. Thus, the only variables in ĜF are the
right residue-directions {[̂fT
j
b̂T
j
]}. As [7] showed, for fixed reduced poles and left
residue-directions, ĜF minimizes ‖GF − ĜF‖H2 = ‖G − Ĝ‖H2-gap if and only if(
GF(−λ̂j) − ĜF(−λ̂j)
) [
f̂j
b̂j
]
= 0; thus the right tangential interpolation at the mir-
ror images of the reduced poles become necessary and sufficient conditions for
optimality. Therefore, for the converged reduced closed-loop poles and left residue-
directions, Algorithm 1 gives the global minimizer. We end this discussion with a
warning. The optimality conditions that we argue Algorithm 1 satisfies view ĜF as
the variable to minimize the error. Corollary 1 reveals that we can enforce these
optimality conditions via choosing Ĝ appropriately.However, theH2-gap optimality
conditions with respect to Ĝ will be different than those in (27). Those conditions,
together with an algorithm to satisfy them, will be the topic of future work.
4 Numerical examples
In this section, we present two numerical examples resulting from spatial semidis-
cretizations of partial differential equations. We compare Algorithm 1 with the
method of LQG balanced truncation as well as the standard version of IRKA. Note
however that both examples in fact result in unstable dynamical systems such that
the application of IRKA needs further explanation. IRKA is a method for optimal
H2 model reduction of asymptotically stable dynamical systems. However from a
computational perspective its implementation does not prevent one from using it on
reducing unstable systemswith no poles on the imaginary axis. This has been studied
extensively in [27] showing that IRKA applied to unstable systems with a modest
number of unstable poles produces accurate approximations. We have chosen this
formulation of IRKA as opposed to the modified version in [23] for unstable systems
since the latter requires a full stable-unstable decomposition of the full model.
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4.1 An unstable convection diffusion equation.
The first example is a (scalable) finite-difference discretization of the following
controlled convection diffusion equation on the unit square
vt = ∆v − 20 · sin(x)vx + 50 · v + χω · u(t) in (0, 1)
2 × (0,T ),
v(x, 0, t) = v(0, y, t) = v(x, 1, t) = v(1, y, t) = 0 in (0, 1) × (0,T ),
v(x, y, 0) = v0(x, y) = 0 in (0, 1)
2.
Here, by χ we denote the characteristic function on the control domain ω =
[0.2, 0.3] × [0.2, 0.3]. We augment the system by an output variable y(t) corre-
sponding to the mean value in an observable domain
y(t) =
∫ 0.7
0.5
∫ 0.9
0.7
v(x, y, t) dx dy.
We present the results for a system of dimension n = 400 corresponding to a uniform
20 × 20 grid. The discretized system matrix A has 12 eigenvalues in the right half
plane but the pairs (A,B) and (A,C) satisfy the required stabilizability assumptions.
‖GF − ĜF‖H2
r IRKA LQG-BT gap-IRKA
1 - 5.34 · 10−1 5.34 · 10−1
2 3.09 · 10−1 1.03 · 10−1 1.03 · 10−1
3 1.02 · 10−1 1.51 · 10−2 1.47 · 10−2
4 1.09 · 10−2 7.00 · 10−3 5.89 · 10−3
5 1.38 · 10−3 9.16 · 10−4 9.04 · 10−4
6 2.23 · 10−4 6.91 · 10−5 6.83 · 10−5
7 6.01 · 10−5 5.88 · 10−5 5.78 · 10−5
8 6.24 · 10−6 5.23 · 10−6 5.18 · 10−6
9 7.78 · 10−7 4.08 · 10−7 3.98 · 10−7
10 3.11 · 10−7 3.06 · 10−7 3.02 · 10−7
11 2.11 · 10−8 1.86 · 10−8 1.85 · 10−8
12 1.45 · 10−8 2.77 · 10−9 2.69 · 10−9
‖GF − ĜF‖H∞
IRKA LQG-BT gap-IRKA
- 2.29 · 10−1 2.28 · 10−1
5.66 · 10−2 1.87 · 10−2 1.86 · 10−2
4.80 · 10−2 4.75 · 10−3 4.28 · 10−3
1.12 · 10−3 7.87 · 10−4 2.38 · 10−3
1.57 · 10−4 9.21 · 10−5 7.54 · 10−5
3.70 · 10−5 7.59 · 10−6 8.35 · 10−6
3.56 · 10−6 3.58 · 10−6 3.45 · 10−6
4.31 · 10−7 3.48 · 10−7 3.34 · 10−7
1.01 · 10−7 3.99 · 10−8 4.49 · 10−8
1.23 · 10−8 1.34 · 10−8 1.21 · 10−8
2.39 · 10−9 7.19 · 10−10 6.41 · 10−10
2.79 · 10−9 5.37 · 10−10 5.07 · 10−10
Table 1: Approximation error ‖GF − ĜF‖H2 (left) and ‖GF − ĜF‖H∞ (right).
Table 1 shows the error of different reduced-order systems with respect to the gap
topology as well as the newly introducedH2-gap. Note that in all cases, the reduced-
order systems computed via the proposed method gap-IRKA yield smaller H2-gap
errors than LQG balanced truncation as well as IRKA. The results are missing for
r = 1 for IRKA since it did not converge. Even for theH∞-gap, in all but three cases,
gap-IRKA outperforms the other methods. OutperformingLQB balanced truncation
with respect to the H∞-gap without ever computing large-scale Riccati solutions
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is a remarkable demonstration of the effectiveness of the proposed interpolatory
framework in reducing unstable systems.
4.2 Linearized Navier-Stokes equations
In this example, we consider a linearization of the incompressible Navier-Stokes
equations around an unsteady flow profile. In particular, we consider the Stokes-
Oseen system
vt = ν∆v − (v · ∇)z − (z · ∇)v − ∇p + Bu in Ω × (0,T ),
div v = 0 in Ω × (0,T ),
v = 0 on Γ × (0,T ),
v(0) = 0, in Ω,
(28)
where ν = 1
Re
=
1
90
and the geometry Ω = (0, 2.2) × (0.41) describes the flow
around a cylindric obstacle. The precise setup together with a description of the
control and observation operators Band, respectively, is given in [8] which we
also refer the reader to for more details. We used the semi-discretized model from
[8] corresponding to a Taylor-Hood finite element discretization of the Navier-
Stokes equations with n = nv + np = 9356 + 1289 degrees of freedom. Since
the original systems results in a differential algebraic system, here we explicitly
eliminated the pressure term by means of the algebraic approach described in [19].
Note that the system matrices of the transformed ODE are dense and an explicit
computation generally should be avoided. In our case, the dimension of the ODE
is n = nv − np = 8067 and can still be handled by direct solvers in MATLAB; we
refrain from a more sophisticated approach here.
We repeat the similar experiments as in Example 4.1 and compare the proposed
method to IRKA and LQG balanced truncation. The results are depicted in Table
2 where the missing data for r = 2 for IRKA is due to non-convergence. As Table
2 illustrates, the reduced systems generated by Algorithm 1 in all cases, except for
one, yield the smallestH2-gap error. Moreover, eight out of twenty cases tested, the
proposed method, without computing a large-scale Riccati-based Gramians, once
again outperforms the LQG balanced truncation in terms of the H∞-gap as well
despite not being developed for this measure.
H2-gap model reduction for stabilizable and detectable systems 17
‖GF − ĜF‖H2
r IRKA LQG-BT gap-IRKA
2 - 5.69 · 10−1 5.67 · 10−1
4 2.42 · 10−1 1.99 · 10−1 1.93 · 10−1
6 1.08 · 10−1 1.84 · 10−1 1.01 · 10−1
8 8.56 · 10−2 9.33 · 10−2 8.28 · 10−2
10 5.78 · 10−2 7.02 · 10−2 5.63 · 10−2
12 3.25 · 10−2 3.38 · 10−2 2.98 · 10−2
14 1.79 · 10−2 1.96 · 10−2 1.71 · 10−2
16 1.12 · 10−2 1.34 · 10−2 1.13 · 10−2
18 7.84 · 10−3 9.62 · 10−3 7.19 · 10−2
20 4.79 · 10−3 5.25 · 10−3 4.66 · 10−3
22 3.52 · 10−3 4.29 · 10−3 3.44 · 10−3
24 2.49 · 10−3 2.69 · 10−3 2.38 · 10−3
26 1.89 · 10−3 2.51 · 10−3 1.87 · 10−3
28 1.39 · 10−3 1.89 · 10−3 1.38 · 10−3
30 1.22 · 10−3 1.41 · 10−3 1.21 · 10−3
32 8.94 · 10−4 1.01 · 10−3 8.78 · 10−4
34 7.01 · 10−4 8.52 · 10−4 6.89 · 10−4
36 5.31 · 10−4 6.08 · 10−4 5.17 · 10−4
38 3.60 · 10−4 4.02 · 10−4 3.53 · 10−4
40 2.51 · 10−4 2.85 · 10−4 2.45 · 10−4
‖GF − ĜF‖H∞
IRKA LQG-BT gap-IRKA
- 3.76 · 10−1 3.70 · 10−1
9.84 · 10−2 8.26 · 10−2 7.52 · 10−2
5.11 · 10−2 9.02 · 10−2 5.11 · 10−2
5.10 · 10−2 4.01 · 10−2 4.86 · 10−2
3.01 · 10−2 2.47 · 10−2 3.01 · 10−2
9.68 · 10−3 1.15 · 10−2 9.63 · 10−3
7.16 · 10−3 7.45 · 10−3 6.62 · 10−3
5.15 · 10−3 3.73 · 10−3 4.70 · 10−3
4.78 · 10−3 3.14 · 10−3 4.44 · 10−3
2.44 · 10−3 1.28 · 10−3 2.38 · 10−3
1.12 · 10−3 9.55 · 10−4 1.06 · 10−3
5.81 · 10−4 7.38 · 10−4 5.67 · 10−4
5.52 · 10−4 8.33 · 10−4 5.58 · 10−4
4.41 · 10−4 4.39 · 10−4 4.44 · 10−4
4.39 · 10−4 2.91 · 10−4 4.32 · 10−4
2.63 · 10−4 2.02 · 10−4 2.60 · 10−4
2.47 · 10−4 1.62 · 10−4 2.47 · 10−4
1.22 · 10−4 1.35 · 10−4 1.21 · 10−4
7.54 · 10−5 6.71 · 10−5 7.53 · 10−5
5.30 · 10−5 6.20 · 10−5 5.12 · 10−5
Table 2: Approximation error ‖GF − ĜF‖H2 (left) and ‖GF − ĜF‖H∞ (right).
5 Conclusion
We have presented a new approach for model reduction of linear stabilizable and
detectable control systems. Based on the theory of left-coprime factorizations and
a newly introduced H2-gap, we have derived pole-residue formulae that suggest
tangentially interpolating the original transfer function at the mirrored closed-loop
reduced system poles. Since these are not known a priori, we modified the iterative
rational Krylov algorithm accordingly. Two numerical examples associatedwith (un-
stable) partial differential equations illustrate the applicability and good performance
of the new approach.
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