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                                                           Penulis
	
INTISARI
Jaringan saraf tiruan backpropagation adalah jaringan saraf tiruan yang menerapkan salah satu metode pelatihan jaringan dengan cara mengirimkan umpan balik kesalahan. Backpropagation juga dikenal sebagai multilayer perceptron, karena pada dasarnya jaringan saraf tiruan metode backpropagation adalah sebuah jaringan perceptron dengan menggunakan lebih dari satu lapisan. Lapisan tambahan yang digunakan adalah lapisan tersembunyi.
Penelitian ini adalah membahas mengenai implementasi jaringan saraf tiruan metode backpropagation untuk pengenalan huruf atau angka pada sebuah citra bitmap dengan format 8 bit atau greyscale. Data piksel pada citra bitmap digunakan sebagai masukan jaringan dengan terlebih dulu mengkonversinya menjadi bilangan 0 dan 1. Keluaran program adalah berupa notifikasi status apakah jaringan dapat mengenali karakter atau tidak.
Untuk mempercepat proses pembelajaran maka dalam memperhitungkan perubahan bobot digunakan momentum. Momentum digunakan untuk mencegah perbedaan perubahan bobot yang terlalu ekstrim yang dapat mengakibatkan jaringan membutuhkan waktu lama untuk mencapai pembelajaran yang optimal.



































3.2.1	Arsitektur Jaringan Saraf Tiruan	9
3.2.2	Rancangan Flow Chart Sistem	11
3.2.3	Rancangan Struktur Data	16
3.2.4	Rancangan Antarmuka	18

















 TOC \h \z \c "Tabel" Tabel 3.1 Tabel penyimpanan pola pelatihan	17
Tabel 3.2 Tabel penyimpanan bobot input	17







 TOC \h \z \c "Gambar" Gambar 3.1 Rancangan Arsitektur Jaringan Saraf Tiruan	10
Gambar 3.2 Flow Chart Sistem Pengenalan Huruf dan Angka	12
Gambar 3.3 Flow Chart Sub-Sistem Proses Simpan Data Pelatihan	13
Gambar 3.4 Flow Chart Sub-Sistem Proses Pelatihan Jaringan	14
Gambar 3.5 Flow Chart Sub-Sistem Proses Pengujian Jaringan	16
Gambar 3.6 Form Pemasukan Data Pelatihan	18
Gambar 3.7 Form Pengenalan Citra Bitmap	19
Gambar 4.1 Form Utama Program	29
Gambar 4.2 Form Penyimpanan Pola Pelatihan	30
Gambar 4.7 Form Pengujian Jaringan	31













Pengenalan pola dapat dibagi menjadi 2 (dua), yaitu: mengenali obyek konkret dan mengenali obyek abstrak. Mengenali obyek konkret membutuhkan pengenalan-pengenalan dan informasi yang bersifat fisik, misalnya mengenali pola sidik jari atau mengenali karakter pada sebuah citra. Sedangkan mengenali obyek abstrak membutuhkan pengenalan-pengenalan dan informasi berupa diskusi atau pendapat, dalam kata lain hal ini merupakan mengenali obyek yang tidak secara fisik terlihat.
Penelitian yang akan dilakukan adalah menggunakan pengolahan citra digital untuk mengolah tulisan dalam citra bitmap dan hasil dari pengolahan tersebut digunakan sebagai input dari jaringan syaraf tiruan Propagasi Balik (Back Propagation) dengan fungsi sebagai pengambil keputusan.
1.2	Rumusan Masalah
	Dalam penelitian ini akan diangkat permasalahan bagaimana jaringan saraf tiruan dapat digunakan untuk mengenali huruf dan angka pada sebuah citra bitmap. Algoritma pembelajaran yang digunakan pada jaringan adalah Propagasi Balik.
1.3	Ruang Lingkup
Proyek akhir ini meliputi beberapa ruang lingkup materi studi yaitu pengolahan citra, jaringan saraf tiruan propagasi balik.
Batasan permasalahan yang akan dikerjakan dalam proyek ini adalah:
1.	Data yang diolah berasal dari sebuah file gambar (*.bmp) dengan citra karakter berwarna hitam dan warna latar belakang putih.
2.	Karakter tersebut berupa satu buah huruf alphabet atau angka (a – z, A – Z, 0 - 9).
3.	Karakter yang digunakan adalah tipe standar yang ada pada Microsoft Office Word seperti Verdana, Times New Roman dan Courier New. 
1.4	Tujuan Penelitian














Skripsi yang ditulis oleh Anas Taufan tahun 2006 dengan judul ”Pengenalan Pola Huruf Menggunakan Jaringan Syaraf tiruan dengan Metode Backpropagation”. Pada penelitian tersebut input yang digunakan adalah huruf kecil dengan output yang diinginkan adalah huruf besar. Pelatihan yang digunakan dengan metode backpropagation.
Pada penelitian ini mengembangkan dari penelitian sebelumnya yaitu input yang digunakan adalah sebuah huruf atau angka pada citra bitmap, kemudian dengan jaringan Propagasi Balik akan dilakukan pengenalan pada karakter-karakter tersebut.
2.2	Dasar Teori
Jaringan saraf tiruan (JST) adalah sebuah pendekatan baru yang mengikuti jalan yang berbeda dari metode komputasi tradisional untuk memecahkan masalah. Yang artinya, metode komputasi tradisional hanya dapat memecahkan masalah-masalah yang kita sudah memahami dan mengetahui bagaimana harus memecahkannya.
Dalam hal ini JST mempunyai kemampuan lebih karena JST mampu memecahkan permasalahan-permasalahan yang kita belum mengetahui bagaimana cara memecahkannya. JST juga mempunyai kemampuan untuk menyesuaikan diri, belajar, menyamaratakan dan mengelola data. Banyak sekali jenis jaringan antara lain: Perceptron, Adaline, Madaline, Kohonen, Backpropagation, dan lain sebagainya. Diantara sekian banyak jenis jaringan, Backpropagation atau Propagasi Balik merupakan salah satu jaringan yang paling umum digunakan, yang sangat sederhana dalam penerapannya dan efektif. 
Jaringan JST Propagasi Balik memuat satu atau lebih lapisan (layer) yang masing-masing lapisan terhubung ke lapisan selanjutnya. Lapisan pertama disebut lapisan masukan (input layer) yang menerima data-data pembelajaran atau pola yang akan dikenali oleh jaringan, dan lapisan terakhir disebut lapisan keluaran (output layer) yang menyimpan nilai hasil identifikasi berdasarkan data-data masukan. Lapisan yang ada di antara lapisan masukan dan lapisan keluaran adalah lapisan tersembunyi (hidden layer) yang digunakan untuk melakukan propagasi maju hasil keluaran lapisan sebelumnya ke lapisan selanjutnya dan melakukan propagasi balik untuk kesalahan lapisan selanjutnya ke lapisan sebelumnya.








ANALISIS DAN PERANCANGAN SISTEM
3	Bab 3
3.1	Analisis Sistem




Dengan analsis sistem ini diharapkan aplikasi yang dibuat dapat sesuai dengan tujuan dari penelitian ini. Berikut ini akan dijabarkan analisis spesifikasi sistem dan analisis kebutuhan sistem yang merupakan penguraian kebutuhan sistem untuk aplikasi yang akan dibuat.
3.1.1	Analisis Spesifikasi Sistem
Aplikasi yang dibuat berdasarkan rumusan dan batasan masalah pada penelitian ini mempunyai dua bagian aplikasi, yaitu:
1)	Pelatihan Jaringan
Bagian ini digunakan untuk melakukan optimalisasi bobot pada tiap node-node pada jaringan yang telah disiapkan sebelumnya.
2)	Pengenalan Citra Bitmap
Bagian ini digunakan untuk langkah pengujian jaringan dengan memberikan masukan berupa citra bitmap.
3.1.2	Analisis Kebutuhan Sistem
Kebutuhan sistem meliputi kebutuhan masukan dan keluaran, yang dapat dijabarkan antara lain:
1)	Kebutuhan Data
Kebutuhan data meliputi:
a.	Data yang diperlukan adalah berupa vektor (pixel / pictures element) dari citra bitmap yang akan dikenali
b.	Data biner untuk menentukan target 
2)	Kebutuhan Antarmuka
a.	Antarmuka pemasukan data pelatihan
b.	Antarmuka pengujian jaringan
3.1.3	Spesifikasi Perangkat
Dalam penelitian ini digunakan perangkat keras dengan spesifikasi minimal Pentium III atau yang lebih tinggi, dengan kapasitas memory RAM 256 MB atau lebih tinggi.
Sedangkan perangkat lunak yang digunakan adalah:
1)	Sistem operasi Microsoft Windows XP
2)	Aplikasi lingkungan pemrograman Delphi 7.0
3)	Database Paradox
3.2	Perancangan Sistem
Perancangan sistem dijabarkan berdasarkan analisis kebutuhan sistem. Perancangan meliputi rancangan antarmuka, rancangan diagram alir sistem, rancangan diagram alir data dan rancangan struktur basis data.
3.2.1	Arsitektur Jaringan Saraf Tiruan
Jaringan saraf tiruan yang digunakan dalam penelitian ini mempunyai 1024 node input dengan 1 node bias, 1024 node hidden dengan 1 node bias, dan 7 node output.

Gambar 3.1 Rancangan Arsitektur Jaringan Saraf Tiruan
Jumlah node input yang berjumlah 1024 adalah untuk menerima masukan pixel dari citra bitmap yang berukuran 32 pixel x 32 pixel. Sedangkan node keluaran yang berjumlah 7 node adalah untuk target yang harus dicapai untuk pola masukan tertentu.
Laju pembelajaran untuk pelatihan jaringan ditentukan nilainya sebesar 0.2, nilai ini adalah nilai yang optimal, dimana jaringan menjadi tidak terlalu lama dalam proses pelatihan.
Pada penelitian ini nilai konstantan momentum ditentukan sebesar 0,5. Konstantan momentum digunakan untuk menyeimbangkan perubahan bobot yang terlalu mencolok nilainya. 
Mekanisme pengecekan kesalahan jaringan menggunakan MSE atau Mean Square Error. Nilai MSE akan selalu dibandingkan dengan Epsilon, dimana jaringan akan dianggap terlatih ketika MSE lebih kecil nilainya dari Epsilon. Dalam penelitian ini nilai Epsilon ditentukan sebesar 0,04.
3.2.2	Rancangan Flow Chart Sistem
Flow Chart merupakan bagan yang menunjukkan alur di dalam program atau sistem prosedur secara logika. Flow Chart berikut ini merupakan bagan alir yang ada pada sistem yang meliputi proses-proses pemasukan data-data pelatihan, pelatihan jaringan dan pengujian jaringan.
Flow chart pada gambar 3.2 menggambarkan suatu diagram alir sistem secara garis besar. Dimana terdapat 3 proses utama yaitu:
1)	Proses simpan data pelatihan
2)	Proses pelatihan jaringan
3)	Proses pengujian jaringan
Proses simpan data pelatihan adalah proses dimana dilakukan penyimpanan data-data pelatihan yang terdiri dari vektor pola dan vektor target.

Gambar 3.2 Flow Chart Sistem Pengenalan Huruf dan Angka

Flow chart pada gambar 3.3 menggambarkan suatu diagram alir sub-sistem proses simpan data pelatihan. Dimana terdapat 2 proses utama yaitu:
1)	Proses pengecekan data pelatihan, proses ini dilakukan untuk mencegah data pelatihan yang sama disimpan lebih dari satu kali.
2)	Proses simpan data pelatihan

Gambar 3.3 Flow Chart Sub-Sistem Proses Simpan Data Pelatihan

Flow chart pada gambar 3.4 menggambarkan suatu diagram alir sub-sistem proses pelatihan jaringan. Dimana terdapat 6 proses utama yaitu:
1)	Proses penyiapan jaringan dan inisialisasi bobot
2)	Proses penyiapan data pelatihan, pada proses ini data pelatihan disiapkan dalam bentuk larik (Array)
3)	Proses penghitungan nilai keluaran di tiap-tiap node hidden dan node output.
4)	Proses penghitungan kesalahan nilai keluaran di tiap-tiap node hidden dan node output.
5)	Proses modifikasi bobot, atau penghitungan bobot baru berdasarkan faktor perubahan bobot.
6)	Proses penghitungan kesalahan jaringan dengan MSE

Gambar 3.4 Flow Chart Sub-Sistem Proses Pelatihan Jaringan
Flow chart pada gambar 3.5 menggambarkan suatu diagram alir sub-sistem proses pengujian jaringan. Dimana terdapat 3 proses utama yaitu:
1)	Proses penyiapan jaringan dan inisialisasi bobot yang diambil dari database (bobot terakhir hasil proses pelatihan jaringan)
2)	Proses penghitungan nilai keluaran di tiap-tiap node hidden dan node output.
3)	Proses konversi vektor dari node output menjadi bilangan desimal




Gambar 3.5 Flow Chart Sub-Sistem Proses Pengujian Jaringan

3.2.3	Rancangan Struktur Data
Sebagai sarana penyimpanan pasangan data pelatihan berupa vektor pola dan vektor target, serta data bobot dari hasil pelatihan jaringan yang terbaru, maka digunakan database dengan struktur data sebagai berikut:
1)	Tabel Penyimpanan Pola Pelatihan
Nama Tabel		: pattern.db
Jumlah Field	: 4 field
Keterangan		: Penyimpanan vektor pelatihan dan vektor 
			   target
Tabel 3.1 Tabel penyimpanan pola pelatihan
No.	Nama Field	Tipe	Ukuran	Keterangan
1	NoUrut *	+	-	Nomor urut dengan tipe autoincrement bilangan integer







2)	Tabel Penyimpanan Bobot Input
Nama Tabel		: inpw.db
Jumlah Field	: 1 field
Keterangan		: Penyimpanan bobot input






Jumlah Field	: 1 field
Keterangan		: Penyimpanan bobot hidden





Antarmuka adalah dimana pengguna atau entitas di luar sistem berinteraksi dengan sistem, baik itu untuk keperluan pemasukan dan presentasi data.
Berikut ini adalah gambar rancangan antarmuka pelatihan jaringan saraf tiruan. Terdiri dari tampilan list vector input, simbol yang merepresentasikan citra bitmap, dan vektor target.

Gambar 3.6 Form Pemasukan Data Pelatihan

	Gambar di bawah ini menggambarkan rancangan form pengenalan citra bitmap untuk proses pengujian jaringan yang telah dilatih pada bagian sebelumnya, yaitu bagian pelatihan jaringan.














Aplikasi jaringan saraf tiruan untuk pengenalan huruf dan angka ini dibagi menjadi 3 bagian yaitu:
1)	Pengelolaan pola untuk pembelajaran
2)	Pelatihan jaringan
3)	Pengujian jaringan atau proses pengenalan huruf dan angka





Berikut ini adalah salah satu contoh pengujian terhadap salah satu karakter dengan menginputkan nilai laju pembelajaran (alpha) yang berbeda dalam tiap pelatihannya. 
Pelatihan dan pengenalan Karakter A dengan alpha yang berbeda:
Dengan alpha = 0,4 Gambar hasil Pelatihan dan pengenalanya:


Dengan alpha = 0,05 Gambar hasil Pelatihan dan pengenalannya:






Tabel 4.1 pengujian karakter A





Pelatihan untuk pola karakter A dengan tiga nilai Alpha yang berbeda terjadi perbedaan kecepatan selama pelatihan dengan melihat grafik MSE ( di sumbu y) dan Epoch (di sumbu x). Output terakhir yang dihasilkan selama tiga kali pelatihan dengan alpha yang berbeda nilainya mendekati vector target karakter A = 1000000 .
4.1.3	Proses Pemasukan Data Pelatihan
Implementasi kode program untuk penyimpanan data pelatihan adalah sebagai berikut:
  with qpat do begin
    _md5 := MD5Print(MD5String(eVekIn.Text));
    Close;
    SQL.Clear;
    SQL.Add('SELECT NoUrut FROM pattern WHERE MD5 = :md5');
    ParamByName('md5').AsString := _md5;
    Open;

    if (RecordCount = 0) then begin
      Close;
      SQL.Clear;
      SQL.Add('INSERT INTO pattern (MD5,Pola,Target,TargetDec,Kar,Font) VALUES (:md5,:pola,:target,:targetdec,:kar,:font)');
      ParamByName('md5').AsString := _md5;
      ParamByName('pola').AsMemo := VektorToString(vinp_train, FALSE);
      ParamByName('target').AsString := eVekOut.Text;
      ParamByName('targetdec').AsInteger := targetdec;
      ParamByName('kar').AsString := kar;
      ParamByName('font').AsInteger := ftype;
      ExecSQL;

      eVekIn.Clear;
      cbKar.ItemIndex := -1;
      eVekOut.Clear;
      RefreshGrid;
    end else
      ShowMessage('Pola vektor masukan sudah ada pada pustaka');
    Close;
  end;

Vektor pola masukan dikonversi terlebih dulu ke dalam teks terenkripsi MD5 yang nantinya digunakan sebagai pencegahan pola yang sama disimpan lebih dari satu kali. Format enkripsi MD5 mempunyai panjang string yang tetap yaitu 32 karakter.
4.1.4	Proses Pelatihan Jaringan
Pelatihan jaringan terbagi menjadi 3 bagian, yaitu:
1)	Propagasi Maju
Implementasi kode program untuk propagasi maju adalah sebagai berikut:
  // hitung semua keluaran dari node hidden
  for j := 1 to 1024 do begin
    znet := 0;
    for i := 0 to 1024 do begin
      // Sigma nilai input dikali bobot input ke hidden
      znet := znet + (in_layer.value[i] * in_layer.weight[i, j]);
    end;
    // simpan nilai keluaran node hidden
    // FUNGSI AKTIVASI SIGMOID BINER
    hid_layer.value[j] := 1 / (1 + Exp(-znet));
  end;

  // hitung semua keluaran dari node output
  for k := 0 to 6 do begin
    ynet := 0;
    for j := 0 to 1024 do begin
      ynet := ynet + (hid_layer.value[j] * hid_layer.weight[j, k]);
    end;
    // simpan nilai keluaran node putput
    // FUNGSI AKTIVASI SIGMOID BINER
    out_layer.value[k] := 1 / (1 + Exp(-ynet));
  end;
2)	Propagasi Balik
Implementasi kode program untuk propagasi balik adalah sebagai berikut:
  // hitung faktor kesalahan di node output
  for k := 0 to 6 do begin
    out_layer.delta_k[k] := (out_layer.target[k] - out_layer.value[k]) * out_layer.value[k] * (1 - out_layer.value[k]);
  end;

  // hitung suku perubahan bobot dari node hidden ke node output
  for k := 0 to 6 do begin
    for j := 0 to 1024 do begin
      out_layer.delta_wjk[j, k] := BackPro.alpha * out_layer.delta_k[k] * hid_layer.value[j];
    end;
  end;

  // hitung faktor kesalahan keluaran di node hidden
  for j := 0 to 6 do delta_net[j] := 0;
  
  for j := 1 to 1024 do begin
    for k := 0 to 6 do begin
      delta_net[j] := delta_net[j] + (out_layer.delta_k[k] * hid_layer.weight[j, k]);
    end;
  end;
  
  for j := 1 to 1024 do begin
    hid_layer.delta_j[j] := delta_net[j] * hid_layer.value[j] * (1 - hid_layer.value[j]);
  end;

  // hitung suku perubahan bobot dari node input ke node hidden
  for j := 1 to 1024 do begin
    for i := 0 to 1024 do begin
      hid_layer.delta_vij[i, j] := BackPro.alpha * hid_layer.delta_j[j] * in_layer.value[i];
    end;
  end;
3)	Perubahan Bobot
Implementasi kode program untuk perhitungan perubahan bobot adalah sebagai berikut:
  in_bobot_tmp := in_layer.weight;
  hid_bobot_tmp := hid_layer.weight;

  // Membuat bobot baru untuk node hidden ke node output
  for k := 0 to 6 do begin
    for j := 0 to 1024 do begin
      hid_layer.weight[j, k] := hid_layer.weight[j, k] + out_layer.delta_wjk[j, k] + (momentum * (hid_layer.weight[j, k] - hid_layer.old_weight[j, k]));
      //hid_layer.weight[j, k] := hid_layer.weight[j, k] + out_layer.delta_wjk[j, k];
    end;
  end;

  // Membuat bobot baru untuk node input ke node hidden
  for j := 1 to 1024 do begin
    for i := 0 to 1024 do begin
      in_layer.weight[i, j] := in_layer.weight[i, j] + hid_layer.delta_vij[i, j] + (momentum * (in_layer.weight[i, j] - in_layer.old_weight[i, j]));
      //in_layer.weight[i, j] := in_layer.weight[i, j] + hid_layer.delta_vij[i, j];
    end;
  end;

  in_layer.old_weight := in_bobot_tmp;
  hid_layer.old_weight := hid_bobot_tmp;

4.1.5	Proses Pengujian Jaringan
Proses pengujian jaringan pada prinsipnya adalah proses perhitungan pada jaringan dengan menggunakan propagasi maju sebanyak satu kali.
4.2	Pembahasan Sistem
Penggunaan program dapat diakses pertama kali melalui form utama. Pada form utama terdapat beberapa menu antara lain:
1)	Jaringan
a.	Pelatihan, tidak menampilkan form, hanya memicu pemanggilan prosedur untuk memulai proses pelatihan pada jaringan yang telah di-inisialisasi.
b.	Pengenalan, menampilkan form pengenalan karakter dan melakukan pemanggilan untuk memulai proses pengujian jaringan atau pengenalan karakter. Karakter diambil dari berkas citra yang dimasukkan oleh pengguna.
2)	Sistem 
a.	Set Pola Latihan, menampilkan form pemasukan data pelatihan. Pengguna menentukan berkas citra yang akan dijadikan pembelajaran. Berkas citra dikonversi menjadi vektor dan pengguna mendefinisikan target keluaran untuk vektor pola tersebut. Kemudian vektor masukan dan vektor target disimpan ke dalam penyimpanan data.
b.	Reset Bobot, tidak menampilkan form, hanya memicu pemanggilan prosedur untuk proses melakukan reset bobot yang ada pada penyimpanan data.

Gambar 4.1 Form Utama Program

4.2.1	Proses Pemasukan Pola Pelatihan
Proses pemasukan pola pelatihan langkah-langkahnya adalah pengguna memilih menu Set Pola Pelatihan. Seperti pada gambar.

Gambar 4.2 Form Penyimpanan Pola Pelatihan

Pengguna memilih berkas citra berformat .bmp yang memuat satu citra karakter di dalamnya, seperti pada gambar. Selanjutnya akan tampil pemetaan bit-bit yang berupa bilangan biner 1 dan 0, seperti pada gambar. Kemudian pengguna harus mendefinisikan vektor target untuk vektor pola tersebut, yaitu dengan memilih karakter yang merepresentasikan citra karakter tersebut. 
Langkah terakhir adalah pengguna menekan tombol Simpan Pola, maka pola akan tersimpan pada penyimpanan pasangan data vektor pola pelatihan dan vektor pola target.
4.2.2	Proses Pelatihan Jaringan
Proses pelatihan dilakukan pengguna dengan memilih menu Pelatihan dari form utama yang kemudian akan tampil form seperti pada gambar 4.3 .

Gambar 4.3 Form Pelatihan Jaringan
Setelah penekanan tombol Uji Jaringan maka proses propagasi maju akan dilakukan untuk mengenali karakter yang dipilih. Apabila citra tidak dikenali maka akan muncul pemberitahuan bahwa citra tidak dikenali, dan apabila jaringan berhasil mengenali citra maka akan ditampilkan karakter yang merepresentasikan citra tersebut, seperti pada gambar 4.4.













Penelitian ini dapat ditarik beberapa kesimpulan antara lain:
1)	Pada metode Back Propagation ini baik digunakan apabila nilai laju pembelajaran (alpha) yang diinputkan mendekati 0 karena selama melakukan pelatihan akan menghasilkan output bobot yang mendekati vector target karakter yang diinginkan dengan range minimal,dan pengenalan lebih akurat.











Agar system ini dapat digunakan secara maksimal maka diberikan saran antara lain:
1)	Ketika melakukan pelatihan input nilai laju pelatihan (alpha) jangan dimasukan nilai yang mendekati 1 karena menghasilkan output bobot target yang tidak signifikan terhadap vector target yang diinginkan dan pola tidak dapat dikenali.







Arief Hermawan, Jaringan Syaraf Tiruan Teori Dan Aplikasi, Penerbit Andi,  Yogyakarta

Jong jek siang, 2005, Jaringan Syaraf tiruan & Pemrograman Menggunakan Matlab, Andi, Yogyakarta.

LiMin Fu, 1994, Neural Networks In Computer Intelligence, The MIT Press and McGraw Hill Inc.

Murat Firat, 2007, Image Recognition with Neural Networks, http://www.codeproject.com/AI,%20Expert%20System,%20Neural%20Net/Neural%20Network%20&%20Image%20Processing/BackPropagationNeuralNet.aspx.htm#	

Neural Networks, Wikipedia http://wikipedia.org/Neural_Networks.htm

Wahana Komputer, 2003, Pemrograman Borland Delphi 7.0,Andi                 Offset Yogyakarta


	


LAMPIRAN KODE PROGRAM




xii



