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In this paper, two methods for solving a nonlinear differential equation known as
He’s variational iteration and homotopy perturbation methods are applied to derive
the approximate kink-type soliton solutions for a new (2+1)-dimensional simplified
generalized Broer–Kaup system. Furthermore, the solutions obtained are compared with
the corresponding exact solution to show the applicability, accuracy and, finally, efficiency
of the present methods in solving a large class of nonlinear physics and engineering
problems without substantial noisy sensitivity to the nonlinear terms or any restrictive
assumptions or transformations that may change the physical behavior of the problems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
As we all know, studying the solutions of the associated equations [1] will help one to understand the physical problems
better. However, obtaining exact solutions for these problems is a great taskwhich has been quite untouched. Fortunately, in
recent years, numerical analysis [2] has been considerably developed, to be used for addressing nonlinear partial differential
equations (PDEs) that have special kinds of solutions: the solitary waves, and the property of existence of a finite number of
quantities conserved by the solutions.
In this paper, we propose to present, firstly, the basic ideas of He’s variational iteration method (VIM) and homotopy
perturbation method (HPM) [3–10] and, secondly, their implementations on a new (2+1)-dimensional simplified
generalized Broer–Kaup system (SGBKs), on one hand, to demonstrate the accuracy and efficiency of the methods and, on
the other hand, to show that they do not have the limitations of traditional classical techniques. Having available the exact
soliton solution of the special form of the corresponding equations would provide us with an admissible comparison of the
results which supports the applicability, accuracy and efficiency of the proposed methods.
2. Variational iteration method
2.1. The basic idea
Consider a (2+1)-dimensional partial differential equation:
LH(x, y, t)+ NH(x, y, t) = g(x, y, t), (1)
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where L is a linear operator,N a nonlinear operator and g(x, y, t) a heterogeneous term.He [11,12] introduced the variational
iteration method (VIM) where the correction functional is as follows:
Hn+1(x, y, t) = Hn(x, y, t)+
∫ t
0
λ{LHn(x, y, τ )+ NHˇn(x, y, τ )− g(x, y, τ )}dτ , (2)
where Hˇ is considered as in He’smonographs, i.e. δ(Hˇ) = 0. To find the optimal value ofλ, wemake the correction functional
stationary, in the following form:
δHn+1(x, y, t) = δHn(x, y, t)+
∫ t
0
δλ{LHn(x, y, τ )+ NHˇn(x, y, τ )− g(x, y, τ )}dτ , (3)
which results in the stationarity condition and consequently the optimal value of λ is obtained. Finally, the solution of the
(2+1)-dimensional differential equation is considered as the fixed point of the derived functional under a suitable choice of
the initial term H0(x, y, t).
2.2. The application
Recently, by means of the Painlevé analysis, Zhang et al. [13] extended the (1+1)-dimensional Broer–Kaup system
(BKs) [14,15]
ut = uux + vx − 12uxx, (4)
vt = (uv)x + 12vxx, (5)
to a new (2+1)-dimensional nonlinear evolution equations (Eqs. (16) in [13]):
ht − hxx + 2hhx + ux + Au+ Bg = 0, (6)
gt + 2(gh)x + gxx + 4A(gx − hxy)+ 4B(gx − hyy)+ C(g − 2hy) = 0, (7)
uy − gx = 0, (8)
which is called the (2+1)-dimensional generalized Broer–Kaup system (GBKs). They gave some special exact solutions of
Eqs. (6)–(8) by using the truncated Painlevé expansion. To conveniently consider system (6)–(8), differentiating Eq. (6) with
respect to variable y once and substituting Eq. (8) into Eq. (6), we can obtain the simplified form (A = α, B = 0, C = β, h =
H, g = G) of Eqs. (6)–(8) as follows:
(Ht − Hxx + 2HHx)y + Gxx + αGx = 0, (9)
Gt + 2(GH)x + Gxx + 4α(Gx − Hxy)+ β(G− 2Hy) = 0, (10)
where α, β are arbitrary constants. In what follows, we will consider the simplified generalized Broer–Kaup system (9) and
(10) (SGBKs).
To solve the new (2+1)-dimensional SGBKs (9) and (10), we take the following Bäcklund transformations of Eqs.
(9) and (10):
H = fx
f
+ H0(x, t), G = 2
(
fxy
f
− fxfy
f 2
)
, (11)
which can be obtained from the standard Painevé truncation expansion with H0(x, t), an arbitrary function of {x, t}.
It is easy to deduce from Eq. (11) that
G = 2Hy, (12)
which leads to a simple transformation from H to G. Substituting Eq. (12) into Eqs. (9) and (10), we can reduce system (9)
and (10) to a single differential equation:
(Ht + Hxx + 2HHx)y + 2αHxy = 0. (13)
It is equivalent to
Ht + Hxx + 2HHx + 2αHx = R(x, t), (14)
where R(x, t) is an arbitrary function of the variables indicated. In what follows, we only consider R(x, t) = 0. It is easy to
find that solutions of Eq. (14) are also solutions of Eq. (13). So we can find solutions of Eqs. (9) and (10) by solving Eq. (14).
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Now, seeking the approximate soliton solution of Eq. (14) through the VIM, we construct the correction functional for
Eq. (14):
Hn+1(x, y, t) = Hn(x, y, t)+
∫ t
0
λ{Hnt + Hˇnxx + 2HˇnHˇnx + 2αHˇnx}dτ , (15)
where λ is the general Lagrangemultiplier and its optimal value is found via variational theory;H0 is a initial approximation.
Also Hˇn is chosen suitably to satisfy the restricted variation condition, i.e. δHˇn = 0. Making the above correction functional
stationary in the following form:
δHn+1(x, y, t) = δHn(x, y, t)+ δ
∫ t
0
λ{Hnt + Hˇnxx + 2HˇnHˇnx + 2αHˇnx}dτ , (16)
we obtain the following stationarity condition:
1+ λ(τ)|τ=t = 0. (17)
The Lagrange multiplier, therefore, can be defined as
λ(τ) = −1. (18)
Substituting Eq. (18) into the correction functional system (15) results in the following iteration formula:
Hn+1(x, y, t) = Hn(x, y, t)−
∫ t
0
{Hnt + Hˇnxx + 2HˇnHˇnx + 2αHˇnx}dτ . (19)
Each result obtained from Eq. (19) is known as H(x, y, t), but it is worth noting that the best accuracy is supported by the
result of the highest number of iterations. Using the iteration formula (19) and the following initial condition:
H0 = −2αk1(y)+ k3(y)2k1(y) + k1(y) tanh(k1(y)x+ k2(y)), (20)
where k1(y), k2(y) and k3(y) are arbitrary functions of the variable y, two iterations are made: the first iteration is
H1 = −2αk1(y)+ k3(y)2k1(y) + k1(y) tanh(k1(y)x+ k2(y))+ sech
2(k1(y)x+ k2(y))k1(y)k3(y)t, (21)
while the second iteration results in
H2 = −2αk1(y)+ k3(y)2k1(y) + k1(y) tanh(k1(y)x+ k2(y))+ sech
2(k1(y)x+ k2(y))k1(y)k3(y)t
− tanh(k1(y)x+ k2(y)) sech2(k1(y)x+ k2(y))k1(y)k23(y)t2
+ 4
3
tanh(k1(y)x+ k2(y)) sech4(k1(y)x+ k2(y))k31(y)k23(y)t3, (22)
and in the samemanner, the rest of the components of the iteration results can be obtained using theMathematica package.
According to Eq. (12), the corresponding first and second iterations of the function G of SGBKs (9) and (10) can also be
obtained.
3. Homotopy perturbation method
3.1. The basic idea
To illustrate the basic ideas of this method, we consider the following nonlinear differential equation [5]:
A(H)− f (r) = 0, r ∈ Ω, (23)
with the boundary condition of
B(H, ∂H/∂n) = 0, r ∈ Γ , (24)
where A is a general differential operator, B a boundary operator, f (r) a known analytical function and Γ is the boundary of
the domainΩ .
Generally speaking, the operator A can be divided into two parts which are L and N , where L is linear, but N is nonlinear.
Therefore, Eq. (23) can be rewritten as follows:
L(H)+ N(H)− f (r) = 0. (25)
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By the homotopy technique, we construct a homotopy V (r, p) : Ω × [0, 1] → R, which satisfies
M(V , p) = (1− p)[L(V )− L(H0)] + p[A(V )− f (r)] = 0, p ∈ [0, 1], r ∈ Ω, (26)
or
M(V , p) = L(V )− L(H0)+ pL(H0)+ p[N(V )− f (r)] = 0, (27)
where p ∈ [0, 1] is an embedding parameter, H0 is an initial approximation of Eq. (23), which satisfies the boundary
condition. Obviously, from Eq. (26) or Eq. (27), we have
M(V , 0) = L(V )− L(H0) = 0, (28)
M(V , 1) = A(V )− f (r) = 0, (29)
and the process of changing of p from zero to unity is just that of V (r, p) from H0(r) to H(r). In topology, this is called
deformation, and L(V )− L(H0) and A(V )− f (r) are called homotopic.
According to the HPM, we can first use the embedding parameter p as a small parameter, and assume that the solution
of Eq. (26) or Eq. (27) can be written as a power series in p:
V = V0 + pV1 + p2V2 + · · · . (30)
Setting p = 1 results in the approximate solution of Eq. (23):
H = lim
p→1 V = V0 + V1 + V2 + · · · . (31)
The combination of the perturbationmethod and the homotopymethod is called the homotopy perturbationmethod (HPM),
which has eliminated the limitations of the traditional perturbation methods. On the other hand, this technique can take
full advantage of the traditional perturbation techniques.
The series (31) is convergent formost cases. However, the convergence rate depends on the nonlinear operator A(V ). The
following opinions are suggested by He [3]:
(1) The second derivative of N(V ) with respect to V must be small because the parameter p may be relatively large,
i.e., p→ 1.
(2) The norm of L−1∂N/∂V must be smaller than 1 so that the series converges.
3.2. The application
With the same assumption as mentioned previously, the corresponding equation is
Ht + Hxx + 2HHx + 2αHx = 0, (32)
where H ≡ H(x, y, t) is a function of variables {x, y, t}, with the initial condition of
H0 = −2αk1(y)+ k3(y)2k1(y) + k1(y) tanh(k1(y)x+ k2(y)), (33)
where k1(y), k2(y) and k3(y) are arbitrary functions of the variable y.
Substituting Eq. (32) into Eq. (26) and then substituting V from Eq. (30) and rearranging it as a power series in p, we
have one equation system including n + 1 equations which are to be simultaneously solved; n is the order of p in Eq. (30).
Assuming n = 3, the system is as follows:
H0,t + 2H0H0,x + 2αH0,x + H1,t + H0,xx = 0,
2H1H0,x + 2H0H1,x + 2αH1,x + H2,t + H1,xx = 0,
2H1H1,x + 2H2H0,x + 2H0H2,x + 2αH2,x + H3,t + H2,xx = 0,
(34)
On can now try to obtain a solution for system (34) in the form of
H1 = k1(y)k3(y) sech2(k1(y)x+ k2(y))t,
H2 = −k1(y)k23(y) tanh(k1(y)x+ k2(y)) sech2(k1(y)x+ k2(y))t2,
H3 = −13k1(y)k
3
3(y) sech
2(k1(y)x+ k2(y))(1− 3 tanh2(k1(y)x+ k2(y)))t3.
(35)
Having Hi (i = 1, 2, 3), the solutions H(x, y, t) and G(x, y, t) are
H(x, y, t) =
3∑
i=0
Hi(x, y, t), (36)
G(x, y, t) = 2Hy(x, y, t). (37)
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Fig. 1. ((a)–(d)) Graphs of the VIM (dots) result (22) and HPM (line) (36), with the parameters k1 = 0.75, k2 = 0.1y, k3 = 0.3 and the variable x = 2. The
surface shows the exact solitary wave solution (38) for the time t = 0.286 and the parameters are the same as for (a)–(d).
4. Numerical results of the methods
In fact, we can derive the following kink-type solitary wave solution of the (2+1)-dimensional simplified generalized
Broer–Kaup system (9) and (10):
H = −2αk1(y)+ k3(y)
2k1(y)
+ k1(y) tanh(k1(y)x+ k2(y)+ k3(y)t), (38)
G = −k1k3y − k1yk3
k21
+ 2k1y tanh(k1(y)x+ k2(y)+ k3(y)t)
+ 2k1(k1y + k2y + k3yt) sech2(k1(y)x+ k2(y)+ k3(y)t), (39)
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Table 1
The results forH(x, y, t) andG(x, y, t) for the second-iteration results of the VIM, for the first three approximations of theHPM, in comparisonwith an exact
solitary wave solution (38) and (39) when the parameters are chosen as k1 = 0.75, k2 = 0.1y, k3 = 0.3 and the variables are taken as x = 2, t = 0.286
and y = −40,−30,−20,−10, 0, 10, respectively.
|Hexact − Hvariational| |Hexact − Hhomotopy| |Gexact − Gvariational| |Gexact − Ghomotopy|
0.923E−5 0.337E−6 0.382E−5 0.119E−6
0.776E−4 0.100E−5 0.333E−4 0.139E−6
0.287E−3 0.677E−5 0.534E−4 0.884E−6
0.377E−3 0.658E−5 0.710E−4 0.131E−5
0.557E−5 0.102E−5 0.144E−4 0.801E−7
0.692E−5 0.317E−6 0.229E−5 0.113E−6
where k1(y), k2(y) and k3(y) are arbitrary functions of the variable y. From this point of view, solutions (35) are the first
three terms of the Taylor series of the exact solution (38).
To demonstrate the convergence of these methods, the results for the numerical examples are presented and only a
few terms are required to obtain accurate solutions. The accuracy of the VIM and the HPM for the (2+1)-dimensional
SGBKs is controllable, and absolute errors are very small with the present choice of x, y and t . The results are listed in
Table 1. Moreover, as the two methods do not require discretization of the variables time and space, they are not affected
by computation round-off errors and one is not faced with the necessity of large computer memory and time. For an initial
condition, we achieve a very good approximation to the partial exact solution by using just a few terms of the decomposition
series, which shows that the speed of convergence of the methods is very high. It is evident that the overall errors can
be made smaller by adding new terms of the decomposition series. Both the exact results and the approximate solutions
obtained are plotted in Fig. 1 for Eqs. (9) and (10). It is evident that on computing more terms for the decomposition series,
the numerical results get much closer to the corresponding exact solution with the initial condition of Eqs. (9) and (10).
5. Conclusion
In this paper, variational iteration and homotopy perturbation methods have been successfully applied to find the kink-
type solitary wave solutions of the (2+1)-dimensional simplified generalized Broer–Kaup system. The solutions obtained
are comparedwith the exact solution. All the examples show that the results from the proposedmethods are in approximate
agreement with those from the exact solutions. This approximation ismore appropriate for t > 0.3. It is of great importance
to notice that higher numbers of iterations and higher order of p are needed to gain more accuracy via VIM and HPM,
respectively. The number of iterations and the order of p depend on the nonlinear terms of the equations: the higher the
power of the nonlinear terms, the greater the number of iterations required.
Another point to be interpreted is that the accuracy decreases near the point (x, y) = (2,−10). For larger values of√
(k1(y)x)2 + k22(y) in comparison with |k3(y)t|, tanh2(k1(y)x + k2(y) + k3(y)t) → tanh2(k1(y)x + k2(y)). Therefore, the
error caused by t vanishes. Conversely, as
√
(k1(y)x)2 + k22(y)→ 0, the errors are clearly seen.
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