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Abstract
The modelling of ocean waves is an integral part of coastal and offshore engi-
neering. Both theoretical and experimental modelling methods are available and
are commonly used in support of each other. In particular, due to the difficulty
in measuring the velocity throughout the water column, the wave kinematics are
often derived, by means of wave theory, from a measurement of the free surface
elevation. However, wave theory is often based upon idealistic conditions, such
as infinite spatial domains and time lengths. The question therefore arises, how
well are the wave kinematics in an experimental wave tank described by wave
theory? The present paper compares theoretical solutions against experimental
data, for the free surface elevation and the velocity throughout the water col-
umn, to assess the ability of Stokes’ wave theory to describe the kinematics of
regular waves in a short, physical, wave flume. Experimentally, the free surface
elevation is measured with a set of resistive wave probes, while wave kinematic
data is acquired with particle image velocimetry (PIV). For this study, ten dif-
ferent regular waves, of varying steepness, are generated in a 35m long and
0.7m deep wave flume. The theoretical solutions are computed based on Stokes
2nd order wave theory. The presented results show error values of the order of
10–20%, indicating validity of the employed wave theory as a function of the
reflection coefficient achieved in the physical wave flume. These result highlight
the potential inaccuracies incurred in any wave tank if the wave theory is used
to derive the kinematics from the free surface elevation without having detailed
knowledge of the reflection characteristics at the point of interest in the tank.
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1. Introduction
Waves transport energy, via oscillations of the air-water interface, in the
Earth’s vast oceans and coastal areas. The energy carried by waves is of the
order of 40–60kW m−1, for over 70% of the Earth’s surface [1]. The large mass
density of water (1000 times greater than air), and the large spatial area which
the energy transfer from the wind to the ocean is integrated, results in enormous
amounts of momentum transported by the waves. Understanding and modelling
the kinematics of water waves is, therefore, important in fields such as coastal
protection [2], naval architecture [3], offshore oil and gas [4], and marine renew-
ables [5]. For example, Gudmestad [4] highlights the importance of the accurate
description of the wave kinematics, stating that the use of different kinematic
models, can lead to differences of up to 75% in the estimated load on offshore
structures.
1.1. Wave analysis
Analysis of wave kinematics and wave structure interaction (WSI), is com-
monly performed based on experimental data or theoretical models and their
analytical/numerical solution. Physical wave tank experiments provide a real
world truth. The laboratory environment allows substantial benefits compared
to testing in the open ocean, in terms of: (1) control of the experiment param-
eters, (2) ability to repeat experiments, (3) relatively low cost, and (4) ability
to conduct frequent calibration of the measuring instruments. However, while
measurement of the free surface elevation (FSE) is relatively simple and inex-
pensive, obtaining physical measurements of the velocity throughout the water
column is significantly more challenging. Due to the relative difficulties involved
in directly measuring the wave kinematics, a common approach is to derive the
velocity values, throughout the water column or at points of interest, using wave
theory based on the measured FSE.
Numerical wave tanks (NWTs) are commonly used in the field of ocean and
coastal engineering [6–10], providing several advantages to testing in physical
wave tanks, in terms of: (1) cost, (2) access and availability, (3) the ability
to limit reflections from the tank walls, and (4) the ability to non-intrusively
measure any variable at any location. The main disadvantage of NWTs is the
requirement for validiation against experiments before the simulation results
can be fully trusted. Wave theory is also employed in NWTs, through the
numerical wave makers, used to generate and absorb the waves into/out of the
tank. The numerical wave makers are generally based on algorithms employing
a theoretical description of the wave kinematics (i.e. wave theories) [11, 12].
Wave theory, therefore, plays an important role across the range of exper-
imental and theoretical analysis methods for water waves. Three main ap-
proaches are employed to describe ocean waves: (1) regular waves, consisting
of a monochromatic representation of the water surface, (2) irregular waves,
comprising the summation of a finite number of harmonics, and (3) a full spec-
tra, containing an infinite summation of Fourier components [13]. Thus, regular
waves provide the basic building block upon which more realistic and complex
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descriptions of ocean waves can be derived [14]. Several theories have been
developed to mathematically describe the kinematics of regular waves. Wave
theories such as Stokes [15], Cnoidal [16], and Fourier [17] are commonly ap-
plied in analyses [18]. However, in addition to assuming the fluid to be inviscid
and irrotational, such wave theories are generally derived under the simplifying
assumption of infinite spatial and temporal domains.
Given that physical wave tanks are inherently of finite length, it is important
to understand the limitation of wave theory in describing the kinematics within
a wave tank. Sobey [19], for instance, states that laboratory measurements of
regular waves are notoriously irregular due to the influence of harmonic contam-
ination from the wave maker, reflections from the beach and the wave maker,
resonant modes within the flume, and bound long wave motions, all of which
violate the basic assumptions of steady wave theory.
1.2. Comparison of theoretical wave kinematics with wave tank measurements
The comparison of wave theory to measurements of the fluid velocity in a
physical wave tank has been performed for a range of scenarios, such as: bi-
chromatic waves [20, 21], irregular waves [22–26], extreme waves/focused waves
[27–33], internal waves [34–36] and the investigatioon of the higher order drift
effects [37–41]. Considering the fundamental case of regular waves, several stud-
ies can be found in the literature performing experimental measurements of the
wave kinematics and comparing the results to wave theories.
The earliest studies predominately utilised Laser Doppler Anemometry (LDA)
[42] measurements at several points within the wave column for comparison
against theory. Swan [43], motivated by wave loading, focuses on the wave
kinematics just beneath the wave crest. The comparison with established wave
theories shows “a very good description” of the wave kinematics by steady wave
theory when Eulerian back–flow is included. Zhang et al. [44] compare the mea-
sured wave kinematics of regular and dual component wave trains against linear
wave theory, finding good agreement. Kim et al. [28, 29], during the investi-
gation of extreme/rogue waves, also perform tests of a large regular wave for
comparison and compare the results with Stokes 3rd order wave theory, finding
good agreement when Wheeler stretching is included. In addition to irregular
waves, Choi et al. [25] also consider regular waves, comparing the results of
the horizontal velocity under the wave crests against linear theory and a fully
nonlinear NWT, finding that the NWT more closely matches the experimental
data. From the results, Choi et al. deduce a negative mean flow when a positive
mean flow would be expected from the second-order Stokes wave theory.
The main limitation of the LDA method, is that it provides a point mea-
surement only, requiuring the LDA to repositioned in multiple repeat tests to
gather kinematic data throughout the water column. The more modern studies
therefore favour Particle Tracking Velocimetry (PTV) [45], which allows the vi-
sualisation of particle paths, and Particle Image Velocimetry (PIV) [46], which
provides velocity field data in a defined interrogation window. Choi [47] per-
forms both LDA and PIV experiments for regular waves, finding agreement
between the two methods. Examining the measured velocities under the wave
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crest, Choi finds that the velocity magnitude may correlate with the wave eleva-
tion, however as the wave slope increases the ability of 3rd order Stokes theory
to match the data decreases.
As part of their PIV investigation into the kinematics of rogue waves Choi et
al. [33, 48] and Jung et al. [32] also perform tests of a large regular wave for
comparison. unlike the majority of other studies, the quality of the incoming
wave field is quantified, providing the root-mean-square error between the wave
height of consecutive wave periods and the mean wave height. Error values of
less then 1% suggest good consistency of wave propagation. For the velocity
profiles, overall good agreement between the phase-averaged experimental data
and 3rd order Stokes theory is found, with the errors increasing for the waves
with larger slopes to a maximum value of 9.6%.
Jensen et al. [49] present a two-camera PIV system to measure the acceler-
ation field for a range of wave lengths and heights, representing deep and finite
depth conditions. Comparing the results against linear wave theory, qualita-
tively good agreement is found. A quantitative assessment is only presented
for the scatter in the experimental data, using the relative standard deviations
as a metric. An analysis of the surface elevation data is omitted in the study
and only the measurement uncertainty in the wave probes (3%) is stated. Kris-
tiansen et al. [50] perform PIV measurement for propagation of regular waves
as well as wave diffraction due to the interaction with a fixed cylinder, specifi-
cally for the purpose of CFD validation. Generally, good qualitative agreement
between the physical measurements, linear wave theory, and CFD is found for
the wave propagation test cases. Umeyama [37] utilises PIV to investigate the
trajectory of water particles under a wave. Satisfying agreement is found in the
qualitative comparison of the measured horizontal and vertical velocity under a
crest, trough and zero-crossings, against third-order Stokes wave theory.
The same author presents coupled PTV and PIV measurements for regular
waves, with and without a current in [51]. The measured FSE and the wave
kinematics are compared to 3rd order Stokes wave theory, finding good agree-
ment qualitatively. Grue et al. [52] investigate the kinematics near the breaking
limit, using PTV measurements. Comparison of the results against calculations
based on Fenton’s method [53], reveal that the measured waves display a large
degree of asymmetry compared to the theoretical wave with perfect symmetry.
1.3. Objectives and motivations of the present paper
The objective of the present paper is to assess the ability of Stokes wave
theory to describe the wave kinematics of swell waves, based on measurement
of the FSE, in a short physical wave flume. The motivation for specifically
considering a short wave flume is to enable the applicability of the results to
practical wave tank testing situations, in which the finite length of the tank
has a non-negligible effect on the wave kinematics. While several studies have
investigated the ability of wave theory to describe the wave kinematics measured
in a physical wave tank, they have done so under ideal conditions, performing
the measurements close to the wave maker, utilising a long enough wave tank
and short enough time window to eliminate the effect of reflections [33, 48, 49].
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However, in many practical cases, the experiment can not fulfil these criteria,
since the testing location in the tank may be set by other requirements (e.g. the
position of a gantry) or the duration of the experiment may need to encompass
many wave periods.
Given that, in the vast majority of testing campaigns, the only measurement
of the wave kinematics is the FSE, from which velocity data must be inferred
from wave theories1, there is a clear motivation to assess the validity of this
approach in realistic experimental conditions. Indeed, the problem of estimating
the velocity data in the water column from a measurement of the FSE is explored
in Johannessen [55], for irregular waves and focussed wave groups; however, no
reflection analysis is presented in [55]. Likewise, although some of the studies
reported in Section 1.2 do not consider the ideal conditions of testing in long
tanks for short durations, the analysis of the reflection characteristics of the wave
tank is either omitted entirely or very limited and generalised. For example, [37]
states that the wave absorber “limited the reflection to 5 per cent over a wide
range of water depth, wave period and wave height.”
The contribution of the present study is to provide a rigorous measurement
of the reflection coefficient for each individual test, and investigates through
quantitative analysis, the effect which this has on the measured kinematics for
regular waves. The provision of a quantitative analysis represents another gap in
the literature which the present study aims to fill, with the majority of existing
comparisons between wave theory and measurements of the wave kinematics
performed on a qualitative basis only. The present study considers a set of
10 regular waves, with varying steepness and water depth conditions. After
performing both reflection and repeatability analyses for the considered regular
waves, the experimental FSE and kinematics data are compared to wave theory.
The remainder of the paper is organised as follows. Section 2 describes the
experimental test campaign. Section 3 introduces the wave theory used for the
comparison with the experimental data. The results of the comparative analysis
are then presented in Section 4. Finally, conclusions are drawn in Section 5.
2. Experimental study
The physical wave tank setup is detailed in this Section. Section 2.1 de-
scribes the wave flume, Section 2.2 provides information on the measurement
equipment, i.e. the wave probes and the PIV system. Section 2.3 then intro-
duces the test matrix of the experimental test campaign.
2.1. Physical wave flume
The experiments were conducted in the 35m long and 0.6m wide wave flume
in the COAST laboratory at the University of Plymouth, UK. For the present
study, the water depth in the flume is set to 0.7m. The wave flume is equipped
1Although interestingly, one recent paper attempts to do the opposite and estimate the
FSE from velocity measurements [54]
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with an Edinburgh Designs Ltd. (EDL) piston-type wave maker. An absorbing
beach, constructed from wave-absorbing foam, is installed towards the end of the
wave flume. A photograph of the experimental test facility and a 3D schematic
of the beach is shown in Figure 1. A schematic of the experimental set-up







Figure 1: Photograph of the wave flume, showing the high–speed camera for the PIV measure-
ments and the wave probes, looking down-wave towards the beach (a) and up-wave towards
the wavemaker (b). Top view photograph of the absorbing beach (c) and a 3D schematic of
the beach set-up (d).
2.2. Measuring equipment
Resistive wave probes are used to measure the FSE. A PIV system is em-
ployed for measurement of the water particle velocities.
2.2.1. Resistive wave probes
Eight commercially available, resistive EDL wave probes [56] (labelled WP
in Figure 2) are located in the tank. The probes are constructed of two parallel
vertical wires, immersed in water. The electrical conductivity between the two
wires correlates linearly with their depth of immersion, allowing the measure-
ment of the FSE. For this study, an accuracy of ±0.5mm is assumed for resistive
wave probes. A five–point calibration method, with 0.05m steps, was used re-
















Figure 2: Schematic of the wave flume with the main dimensions in [m]. Eight wave probes,
labelled WP, are located in the tank. Wave probe 3 is located at the centre of the PIV
interrogation window (green colour coded rectangle). An absorbing beach is installed at the
end of the wave flume, opposite the wavemaker (yellow colour coded triangle).
details on the specifications of the wave probes, the interested reader is referred
to [56].
Wave probes 1 and 2, closest to the wavemaker paddle, are located at the
same horizontal distance from the wavemaker (i.e. 16.69m). Wave probe 1 is
located on the centre line of the wave flume, while wave probe 2 is installed
off centre, to identify any inconsistencies in the along-crest direction. The re-
maining wave probes (3–8) are all aligned with wave probe 1, along the centre
line of the wave flume. Wave probe 3 is located at the centre of the PIV inter-
rogation window (green colour coded rectangle in Figure 2). Wave probes 4–8
are installed for the determination of the reflection coefficient within the wave
flume.
2.2.2. Particle image velocimetry
PIV allows the instantaneous horizontal and vertical velocities in the water
flow to be measured, using sequential pairs of images of small tracers suspended
in the water, recorded by a high-speed camera [57]. A thin sheet of laser light
illuminates the flow over a defined area, to ensure good visualization of the
tracers.
In this study, time resolved PIV is employed, where velocity measurements
are taken over a temporal interrogation window of of five consecutive wave
periods. A single camera, a VDS Vosskühler CMC-4000, with a frame rate of
up to 400 fps and a resolution of 2320×1726 pixels [37] is used for this study.
A Nd:YAG laser Litron NANO L 50-100 [38] is used to illuminate the flow
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field. The calibration, data logging, and post-processing is performed with the
Dantec DynamicStudio software [39]. For the calibration, the DantecDynamic
software prescribes a standardised procedure, ensuring the correct alignment of
the camera with the laser sheet.
In this study, the interrogation window spans 270mm in the wave direction
(horizontally) and 382mm perpendicular to the wave direction (vertically). The
image field is divided into 64×64 pixel interrogation windows. In each interro-
gation window, a cross-correlation analysis between the two images of a pair is
performed to determine the velocity field data. After post-processing, velocity
vector fields (see Figure 4 (b)) with a spatial resolution of 37×52 vectors in the
horizontal and vertical direction are generated every 0.04s within the temporal
interrogation window.




























Figure 3: Example photograph of the particle trajectory during the PIV experiment, recorded
with a DSLR camera with long exposure (a) and an example velocity vector field, post-
processed from the PIV data (b).
2.3. Test matrix
Ten different regular waves are considered in this study. The waves can be
clustered in two groups of different wave periods, T , and corresponding depth
conditions. Waves I1–I5 are inspired by [51] and have a wave period of 1.53s,
resulting in a wave length λ of 3.21m and, thus, intermediate water conditions
at the tested water depth of 0.7m. The wave height parameter space has been
extended in this study, compared to [51], to cover a wider range of Stokes
2nd order theory. To also cover deep water conditions and, thus, comply with
the assumption in the wave theory, waves D1-D5 have a wave period of 0.94s,
resulting in a wave length of 1.36m. The wave height, H, varies from 0.024m,
for the smallest wave, to 0.144m, for the largest wave. The characteristics (i.e.
T , H, wave length, λ, wave steepness, H/λ, and water depth over wave length,
d/λ), for the individual waves, are listed in Table 1.
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Table 1: Wave period, T , wave height, H, wave length λ, wave steepness, H/λ, and wave depth
over wave length, d/λ, of the ten considered regular wave test cases
Case ID T [s] H [m] λ [m] H/λ [–] d/λ [–]
I1 1.53 0.025 3.21 0.0078 0.22
I2 1.53 0.034 3.21 0.0106 0.22
I3 1.53 0.055 3.21 0.0171 0.22
I4 1.53 0.080 3.21 0.0249 0.22
I5 1.53 0.101 3.21 0.0315 0.22
D1 0.94 0.021 1.36 0.0154 0.51
D2 0.94 0.032 1.36 0.0235 0.51
D3 0.94 0.054 1.36 0.0397 0.51
D4 0.94 0.085 1.36 0.0625 0.51
D5 0.94 0.112 1.36 0.0824 0.51
3. Wave Theory
For linear, regular waves, which are sinusoidal in nature, the following con-
ditions must hold; (1) Small amplitude (relative to the wave length), and (2)
Intermediate to deep water (water depth/wavelength ≥ 0.05). The relevance of
these two conditions can be observed by the location within the Le Méhauté dia-
gram [58] where linear wave theory is valid (see Figure 4). Under these physical
conditions, the FSE and the wave kinematics, are analytically well described
by linear wave theories, such as: 1st order Stokes theory [15]. Beyond these
ideal conditions, the wave kinematics become nonlinear, with the nonlinearity
increasing in prevalence for larger wave height and steepness, as well as towards
shallow water conditions. For these larger waves or in shallow water conditions,
the linear assumptions are violated, resulting in inaccurate solutions from lin-
ear wave theory. Higher order Stokes’ wave theory extends linear wave theory,
better describing the kinematics of nonlinear waves up to the breaking limit.
The nonlinearity of the wave kinematics also increases with the proximity
to the free surface, especially for the crest phases [59]. However, the analytical
solutions of the wave kinematics are linearised around the mean water level and
do not readily provide solutions within the wave crest [19, 51]. To calculate the
solutions for the wave kinematics within the wave crest, as well as underneath
the wave trough, for nonlinear waves, additional models have been developed,
such as Wheeler stretching or linear extrapolation techniques [3] (see Section 3).
For the present study, the set of 10 regular waves listed in Table 1 are located
on the Le Méhauté diagram in Figure 4). It can be seen that the considered
regular waves fall within the range of Stokes 2nd and 3rd order wave theory.
Investigating the difference between the results from Stokes 2nd and 3rd order
wave theory for the two 3rd order waves, i.e. D4 and D5, negligible differences
(approx. 1%) between the theoretical FSE profiles are found. Thus, in the
following, only Stokes 2nd order is considered for the comparative analysis of
the experimental results and wave theory. This section gives a brief overview of
9











Figure 4: Location of the tested regular waves in the Le Méhauté diagram [58]. H denotes
the wave height, T the wave period, g the gravitational acceleration, and d the water depth.
3.1. Free surface elevation
Under the assumptions of inviscid and irrotational fluid in an infinite domain,
the FSE, η(1)(t), of a linear, first order Stokes wave at a given location x can
be described by:
η(1)(t) = a · cos(θ) , (1)
where a denotes the wave amplitude. θ denotes the phase function kx−ωt, with
the wave number k = 2π/λ, the space variable in wave propagation direction x,
and time t. With increasing wave height and steepness, linear, first order wave
theory can be extended, from Equation (1), to capture non-linear effects, using
2nd order Stokes wave theory, which describes the FSE as:





· [2 + cosh(2kd)] cos(2θ) , (2)
where d denotes the water depth.
3.2. Velocity profiles
Based on the FSE, the velocity profile in the water column can be obtained
from Stokes wave theory. For first order linear waves, the horizontal, u(1), and














where z denotes the vertical depth within the water column, with negative z
values towards the sea floor. Extending the description of the wave velocity to
second order, delivers:
























Due to linearisation around the free surface, the descriptions of the horizontal
and vertical wave velocities, delivered by Stokes wave theory, are only available
up to the still water level. Additional theoretical models, such as extrapolation
or stretching, have to be used to describe the in-crest velocities [3].
Employing the linear extrapolation technique, the values for the horizontal
and vertical velocities are calculated up to the still water level. Within the wave
crest, the velocity at the still water level is then extrapolated, to accommodate
positive values of z.
Using the Wheeler stretching method, proposed in [60], a new vertical coor-
dinate, zs(t), from the sea floor to the free surface, −d < zs(t) < η(t), is defined.
Following Equation (7), zs(t) can be related to the z coordinate lying between





While the linear extrapolation method does not alter the velocity profile below
the still water level, compared to linear wave theory, Wheeler stretching implies
changes to the velocity profile over the entire depth of the water column. The
influence of extrapolation and Wheeler stretching is illustrated in Figures 5 (a)
and (b), showing the horizontal velocity profiles underneath the wave crest and
trough, for the regular waves I1–I5 (a) and waves D1–D5 (b), for extrapolation
















Figure 5: Horizontal velocity profiles, using velocity extrapolation (solid lines) and Wheeler
stretching (dashed lines), underneath crests (v(2) > 0) and troughs (v(2) < 0), for waves I1–I6
(a) and D1–D5 (b).
4. Results and discussion
This section presents the analysis of the experimental results. Section 4.1
details the results of the reflection analysis, with Sections 4.2 and 4.3 presenting
the analysis of the FSE and velocity data, respectively. A discussion of the
results is provided in Section 4.4.
4.1. Wave reflection
The efficient absorption of waves, to eliminate contamination due to re-
flections from the tank end wall, is crucial for the replication of open ocean
conditions in a physical wave flume. To assess the wave absorption effectiveness
within the test facility, for a specific wave, the reflection coefficient, R, can be
calculated, which is defined as the ratio between incident and reflected wave
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· 100% , (8)
where Ŝη I is the peak value of the spectral density of the incident wave at a
frequency fp. ŜηR is the spectral density of the reflected wave at fp. To separate
the incident and reflected wave field, a three point method is proposed in [61],
where the FSE time traces are measured at three different wave probes, spaced
at specific relative distances from each other. Based on the guidelines provided
in [61], the distance between the first and the second wave probes is λp/10,
and the distance between first and the third wave probes is λp/4. Accordingly,
WP4 – WP6 are considered for the determination of the reflection coefficient for
waves D1–D5, while WP6 – WP8 are considered for waves I1–I5. The reflection
coefficient results for all waves are listed in Table 2.
Table 2: Reflection coefficients for waves I–I5 and D1–D5











4.2. Free surface elevation
Here the FSE measurements are analysed, first in terms of repeatability, in
Section 4.2.1, and then by comparison with wave theory, in Section 4.2.2. For
the analysis, the FSE data from WP3 is considered, whose location coincides
with the centre of the PIV interrogation window.
1Note that the reflection coefficient varies between 0% and 100%, where 100% refers to full
reflection and 0% to full absorption
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4.2.1. Repeatability
Repeatability considers if the regular wave is identical between consecutive
wave periods of the same experimental run and between different experimental
runs. Phase averaged FSE data is utilised to assess repeatability, following the
phase averaging procedure demonstrated in [12]. The FSE signal is broken into
individual wave periods, then the FSE value at each phase of the wave cycle is
averaged across individual wave periods.
The entire FSE signal is not utilised to assess repeatability, rather a temporal
interrogation window is manually selected, which exhibits a steady–state–wave
time trace. Any remaining unsteady characteristic of the FSE trace is accounted
for in the phase averaging procedure by means of the standard deviation, σ,
between consecutive periods. By way of example, Figure 6 shows the time trace
of the measured FSE (at WP3), for wave I3, with the interrogation window for
the phase-averaging procedure framed in blue.
Illustrative examples of the phase-averaged FSE, for waves I1 and D5 (the
least and most steep amongst the considered waves) are shown in Figures 7 (a)
and (b), respectively. The figures show the mean, phase-averaged FSE (solid
line) ± the 95% confidence interval2 (dashed line). Furthermore, results for
two independent experimental runs of the same wave are plotted (blue and red
colour coded)3.
Figure 6: Complete time trace and for case I3. The interrogation window for the phase-
averaging procedure is frame in light blue.
295% confidence interval = 1.96σ, where σ denotes the standard deviation
3Note that Figures 7 (a) and (b) also include time traces for the solution of the free surface
elevation based on 2nd order Stokes wave theory. In this section, no comparison between the
experimentally measured data and the theoretical solution is undertaken. For the comparative
analysis see Section 4.2.2.
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(a) I1 (b) D5
Figure 7: Wave elevation repeatability for case (a) I1 and (b) D5
Analysing the repeatability between the two independent experimental runs,
close agreement can be observed in Figures 7 (a) and (b), where the results for
the two runs virtually overlay each other. The high repeatability negates the
requirement to perform multiple runs of each experiment; thus, only data from
a single run are considered for the following analyses.
Regarding the repeatability of the FSE between consecutive periods, the
95% confidence interval can be consulted. From a qualitative analysis, based
on Figures 7 (a) and (b), it can be stated that, compared to wave D5, wave I1
shows a smaller confidence interval, representing a more consistent steady state
solution, thus, better repeatability.
For a quantitative analysis, the standard deviation values, listed in Table 3,
show values ranging from 1.17·10−4m to 5.2·10−3m, with a general trend towards
larger standard deviations for the shorter period waves, D1 – D5. Normalisation
by the mean wave height results in relative standard deviations between 0.36%
and 4.63%. According to [62], the typical accuracy for resistive wave gauges,
as used for this experimental study, is ±0.5mm. Thus, the standard deviation,
for most of the considered regular waves, falls within the range of accuracy
achievable with the measurement equipment.
4.2.2. Comparison to wave theory
Figures 7 (a) and (b) include the FSE described by 2nd order Stokes wave
theory. Qualitatively, a relatively close match between the theoretical and ex-
perimental data can be observed. For a quantitative analysis, the normalised
Mean Absolute Percentage Error (nMAPE), between the experimental and the-
oretical phase-averaged FSE, is considered.










Table 3: Phase-averaged wave height and standard deviation at WP3
Case ID Standard Mean wave Normalised standard
deviation [m] height [m] deviation [%]
I1 1.17 · 10−4 0.025 0.47
I2 2.81 · 10−4 0.034 0.83
I3 3.56 · 10−4 0.055 0.65
I4 1.10 · 10−3 0.080 1.37
I5 7.72 · 10−4 0.101 0.76
D1 5.49 · 10−4 0.021 2.59
D2 1.10 · 10−3 0.032 3.47
D3 1.40 · 10−3 0.054 2.59
D4 2.30 · 10−3 0.085 2.71
D5 5.20 · 10−3 0.112 4.63
In Equation (9), ηth denotes the theoretical FSE, and η̄exp the mean experimen-
tal FSE from phase-averaging. The nMAPE is normalised by the maximum el-
evation of the considered wave. The results of the nMAPE, for waves I1–I5 and
D1–D5, are plotted on the Le Méhauté diagram in Figure 8. Overall, relatively
small nMAPE values, between 0.3% and 5%, are found. A trend towards bet-
ter agreement with wave theory can be noted for the short-period, deep water
waves D1–D5. Furthermore, within the two groups of waves, a trend towards






Figure 8: MAPE between experimental and theoretical elevations.
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4.3. Velocity measurements
In this section, the water velocities beneath wave crests and troughs are anal-
ysed, comparing the PIV measurements against the theoretical results. Since
the vertical velocity is zero directly beneath the crests and troughs, the anal-
ysis considers the horizontal water velocity component only. The zero vertical
velocity characteristic is exploited to define the time instance of a wave crest or
trough in the measured PIV data. In an iterative process, the vertical velocities
at the available time instances from the PIV data set are analysed, and the
time instance with vertical velocities closest to zero are defined as crest and
trough events. Thus, the time instance of the crests and troughs are identified
to within ±0.023s. For the comparison with wave theory, the experimental re-
sults are averaged over 4 crests and troughs. The theoretical velocity values are
computed based on Stokes 2nd order wave theory, either employing both linear
extrapolation and Wheeler stretching.
4.3.1. Velocity field data
The ability of PIV to generate velocity field data, spanning a defined in-
terrogation window, provides a useful means to visualise the wave kinematics.
For example, Paprota [63] demonstrates the application of PIV to measuring
the kinematics of a standing wave near a fully reflective wall and provides a
qualitative analysis of the measured velocity fields (although no comparison to
theory is presented). For the present study, the visualisation of the horizontal
velocity fields, beneath the crests and the troughs, is shown in Figures 9 and
10, for case I1 (the least steep) and case D5 (the most steep), respectively. In
these figures, the theoretical horizontal velocity fields, calculated using the ex-
trapolation technique, are also provided for comparison, in addition to the the
relative error, e, between the theoretical, uth and average experimental, ūexp,
velocity values:
e(x, z) =
u(x, z)th − ū(x, z)exp
u(x, z)th
· 100% . (10)
Qualitatively, the kinematics for the steeper wave, D5, appear to agree quite
well with theory, whereas the kinematics for case I1 do not seem to match as
closely with the theoretical results. Examining the quantitative comparison,
provided by the relative error, the measured kinematics are generally within
±5 − 15% of the theoretical values, except for beneath the wave trough for I1,
































































































































































































































































































































































































































Figure 10: Contour plots of the horizontal velocity under crests and troughs for case D5
4.3.2. Velocity profile
While the velocity field data provides an insightful visualisation, the reduced
dimensionality of the velocity profile allows multiple attributes to be viewed si-
multaneously. For example, the experimental data in Figure 11, shows the
mean value and the 95% confidence interval (based on measurements of 4 wave
periods), and is compared against theoretical values from both the linear extrap-
olation and Wheeler stretching methods. A qualitative analysis of the results
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from the longer period waves, I1 and I5 in Figures 11 (a) and (b), reveals a
consistent under–prediction of the theoretical velocity profile (for both extrap-
olation and Wheeler stretching) compared to the measured velocity profile. For
the shorter period waves, D1 and D5 in Figures 11 (c) and (d), the experimen-
tal data is seen to agree well with the theoretical values, and also shows much
smaller confidence intervals than for the longer period waves.
I
I5
Figure 11: Experimental and theoretical horizontal velocity profiles under the crests and




Cont. Figure 11: Experimental and theoretical horizontal velocity profiles under the crests
and troughs for cases I1 (a), I5 (b), D1 (c), and D5 (d)
For a quantitative comparison of the measured velocity profiles versus theory,
for all the 10 wave cases, two different metrics are used:
1. The relative error, as defined in Equation 10, for each sample point along
the velocity profile at x = 0, compared to both the extrapolation technique
and Wheeler stretching, as shown in Figure 12.
2. The nMAPE, as defined in Equation 9, giving a single mean value for
the error along the the velocity profile at x = 0, compared to both the
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Figure 12: Relative deviation between experimental and theoretical horizontal velocity profiles
under crests and troughs
Figures 12 (a)–(e) and (f)–(j), show the relative error for waves I1–I5 and
D1–D5, respectively. For waves I1–I5, a larger error can generally be observed
for the troughs (approx. 30%) compared to crests (10-20%). For waves D1–D5,
more consistency between wave crests and trough is observed for relative error,
and with generally smaller values (approx 10%). Furthermore, while the errors
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calculated for waves I1–I5 indicate consistent under–prediction of the velocities,
the errors for waves D1–D5 indicate both over– and under–prediction. Regard-
ing the difference between the extrapolation technique and Wheeler stretching,
neither approach delivers consistently better results. While, for some cases,
the extrapolation technique results in smaller errors, for other cases Wheeler
stretching results in better agreement with the experimental data.
Figure 13: nMAPE between PIV data and theoretical velocity profiles under wave crests and
troughs using the extrapolation technique and Wheeler stretching
Considering the nMAPE values in Figures 13, for the longer period waves,
I1–I5, a clear trend towards larger error values beneath the wave troughs
(> 20%), compared to wave crests (15%), is visible. Interestingly, while the
extrapolation technique shows larger nMAPE values underneath the trough,
compared to Wheeler stretching, this trend is reversed underneath wave crests.
For the shorter period waves, D1–D5, overall consistent nMAPE values of < 15%
are calculated underneath wave crests and troughs, with no significant depen-
dency of the nMAPE on the use of either the extrapolation technique or Wheeler
stretching.
4.4. Discussion
In consideration of the objectives; to provide a quantitative assessment of the
ability of Stokes wave theory to describe the wave kinematics in practical wave
tank testing situations, in which the finite length of the tank has a non-negligible
effect, the following observations can be made.
The results show that the reflection coefficient varies for different wave-
lengths (Table 2). The installed beach has a fixed length, which appears to be
more efficient for the wavelength of cases D1–D5, with larger reflection coeffi-
cients presenting for the longer waves, I1–I5. Furthermore, a dependency on
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the wave height can be observed, where the reflection coefficient increases with
increasing wave height. Overall, the achieved reflection coefficients (7% – 19%)
fall within the common range of experimental test facilities [64].
Considering the FSE, Figure 8 shows that the error between the measured
and theoretical values is generally larger for the cases with larger reflection
coefficients (however case I1 is an outlier to this trend). An unexpected result,
seen in Table 3, is that the standard deviation does not show proportionality
to the determined reflection coefficients. In fact, larger standard deviations
are calculated for waves D1–D5, while these waves show the smaller reflection
coefficients than waves I1–I5.
For the wave kinematics, comparison of the measured velocity profiles against
theory reveals that the error depends more on the wavelength than it does on
the reflection coefficient. For a given wavelength, larger reflection coefficients
generally lead to larger errors. However, all of the longer period waves, I1–I5,
have significantly larger errors than all of the short period waves, D1–D5, even
though D5 has a larger reflection coefficient than I1 and I2. A hypothesis to
explain this observation is that the phase of the reflected wave, at the point of
interest, is also as important as the reflection coefficient.
In this study, the distance from the measurement location (WP3) to the end
of the tank and back is 25.49m. For the longer period waves, I1–I5, this dis-
tance relates to 7.94 wavelengths, meaning the reflected wave is approximately
180 degrees out of phase with the incident wave (since there is a 180 degrees
phase shift at the reflection boundary). Therefore, at the measured crests and
troughs of the incident waves, the reflected waves are approximately troughs
and crests, thus will subtract from the measured wave height but add to the
measured horizontal velocity (since the reflected wave is travelling in the op-
posite direction). Given that the theoretical velocity profiles are derived from
the measured wave heights, the 180 degrees phase shift effectively doubles the
influence of the reflective wave on the error in the velocity profile. For the short
period waves, D1–D5, the distance from the measurement location to the end
of the tank and back is 18.74 wavelengths, meaning the reflected wave is ap-
proximately 90 degrees out of phase with the incident wave. In this case, at
the measured crests and troughs of the incident waves, the reflected waves are
approximately zero-crossings, thus have negligible effect on the measured wave
height and horizontal velocities.
5. Conclusions
The ability of Stokes wave theory to represent the wave kinematics in a
short, physical wave flume is assessed based on a quantitative analysis of the
measured FSE and velocity profile beneath wave crests and troughs, as well
as the specific reflection coefficient for each different wave series. A set of ten
regular wave series are investigated, spanning two different wavelengths and five
amplitudes for each wavelength. The reflection coefficient is found to be depen-
dent on the wavelength and amplitude, being larger on average for the longer
period waves and also increasing with the wave amplitude, ranging from 7.3%
23
to 18.5%. Comparison of the measured FSE time series against theory shows
a dependency on the reflection coefficient, with the error generally increasing
for the wave series with larger reflection coefficients, ranging from 0.3% to 5%.
However, when comparing the measured velocity profiles against theory, the
error is seen to not only depend on the reflection coefficient value, but also on
the relative phase of the reflected wave, with respect to the incident wave, at
the measurement location. Therefore, when conducting wave tank experiments
in which reflections are present, in order to determine the wave kinematics from
the FSE measurement using wave theory, it is not only necessary to the quan-
tify the reflection coefficient value for each individual wave, but also the relative
phase of the reflected wave at the point of interest.
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