A deep neural networks (DNN) based close talk speech segregation algorithm is introduced. One nearby microphone is used to collect the target speech as close talk indicated, and another microphone is used to get the noise in environments. The time and energy difference between the two microphones signal is used as the segregation cue. A DNN estimator on each frequency channel is used to calculate the parameter masks. The parameter masks represent the target speech energy in each time frequency (T-F) units. Experiment results show the good performance of the proposed system. The signal to noise ratio (SNR) improvement is 8.1 dB on 0 dB noisy environment.
Introduction
The noise is a big problem in speech communications and sound collections. It distorts the clean speech and reduces its intelligence, and make the speech hard to understanding. How to get the clean target speech in noisy is always a challenge task. We usually use close talk microphone to collect the speech with small distance between the microphone and mouth. Such as mobile phone, headset microphone and so on, they can get better result than faraway microphone. But the close talk system also has bad performance on noisy environments.
While human listening has excellent speech tracing performance on noisy conditions. It separates the target speech and tracks it. With the development of auditory scene analysis (ASA), scientists conclude and simulate the ability of hearing system with the computational auditory scene analysis (CASA) algorithm [1] . In this frame work, the auditory signal is first decomposed to various frequency channels and generated as the time frequency (T-F) units. The auditory features are extracted from T-F unit to discriminate the target speech and environment noise, such as onset/offset, pitch, MFCC and GFCC. The relationship between the features and the sound sources is hard to describe. The supervised and unsupervised methods of the machine learning algorithms are used to train these algorithms [2] . With the rapid development of deep neural networks (DNN) [3] , it provides another method for such speech enhancement system, and gets good results in binary classification systems. In this paper, the DNN [4] is used as a signal to noise ratio (SNR) estimator to calculate the energy in each T-F unit with a parameter mask. The calculated SNR value is used to generate the parameter mask for target speech resynthesize.
In the following section, we present an overview of the parameter mask speech segregation algorithm for close talk system. Section 3 describes the auditory features extraction, labels automatic generation and DNN estimator training. We present several experiments in Section 4 and conclude the paper in Section 5.
System overview
The proposed close talk parameter masks algorithm consists of four stages. As shown in Figure 1 . Two microphones are used to collect the target speech and noise simultaneous. The mouth is closer to one microphone than another microphone. The noise is far away from the two microphones.
In the first stage, the same two auditory filter banks are used to decompose the inputs into T-F units respectively. A gammatone filter bank is used as the auditory filter bank to simulate frequency decomposes processing of the human hearing system. The gammatone filter bank has simple time domain form [5] . In this paper we use a 64 channels gammatone filter banks, which central frequencies are equally distributed on the Bark scale from 50Hz to 8000Hz. A time frame is used to separate the output signals to T-F unit. A T-F unit corresponds to a certain frequency and time frame signal. A rectangle window is used, which has 20ms length and 10ms overlap. In this way, we represent the input signal with a matrix T-F units.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License 4.0, which permits distribution, and reproduction in any medium, provided the original work is properly cited. In the second stage, the two-microphone features are extracted from the two microphone T-F unit pairs, which are be used to estimate the parameter mask. The features include the time and energy difference between two microphones. These features are indicate the locations difference between the target speech and noise, which are used as the inputs of the DNN.
In the third stage, a DNN estimator is used on each frequency channel to calculate the parameter mask in each T-F unit with the binaural features. The SNR of the T-F unit means the ratio of the target speech energy in the mixture. The estimated SNR is used to generate a parameter mask, and separate the energy of the target speech from the mixture.
In the final stage, the parameter masks are used with the close mixture signals to resynthesize the target speech.
Auditory feature and DNN estimator
The auditory feature is the cue to separate the target speech and noise. The relation between the auditory feature and the target energy is complex. We use the DNN to learn and describe it.
A 64 channels gammatone cochlear model is used to decompose the input signal to various frequency channels signal as the human auditory filter bank do. It is first proposed by Roy Patterson to simulate the hearing function in time domain. Fellow the ideal of interaural intensity difference (IID) and interaural time difference (ITD) in general two microphones systems, the energy and time difference between the two microphones in close talk system is introduced as dual microphone energy difference (DMED), dual microphone crosscorrelation (DMCC). The DMED is a 2 dimensions feature, and the DMCC is a 32 dimensions feature.
Above all, the 34 dimensions auditory feature (DMED+DMCC) is extracted from each T-F unit pair, and used as the input of the DNN estimator to estimate the SNR.
Parameter masks
The speech and noise is additive and uncorrelated. The mixture is described as Eq.1.
x=s + n
(1) the x indicates the mixture signal. s indicates the target speech signal. n indicates the noise signal. In order to estimate the speech energy in T-F unit, the ideal parameter masks are calculate from the SNR directly to get energy ratio of the target speech in T-F unit as Eq.2.
The pm indicates parameter masks, the c, m indicates the frequency channel and time frame respectively. While S is the speech energy of the target speech. N indicate the noise energy. In training stage, the ideal parameter masks are calculated by the known target speech and noise energy in T-F unit with simulated training data.
DNN estimator
A DNN architecture with two hidden layers is used to estimate the parameter masks by the auditory feature, which is illustrated in lecture [3] . The DNN consists one real input layer, two hidden binary layers and a real output layer with one neuron.
In this paper, the 34 dimensions real two microphone auditory features of one T-F units are used as the DNNs real inputs. Each hidden layer has 200 binary hidden neurons. The output is a real neurons, which indicates the SNR in the T-F unit. We follow the approaches in [3] to initial the parameter of DNN, where the restricted Boltzmann machines (RBM) are used with unsupervised learning method together.
The labelled data are provided by the ideal parameter masks. The training goal is to maximize the accuracy rates, which indicates the difference between the labels and the estimated outputs. In test processing, the DNN estimator outputs the label for each T-F units as an estimated ideal parameter masks. 
Experiments and results
An actual recording data collected with a dualmicrophone system in an office environment is used to train the algorithm and evaluate its performance. The recording corpus record the target speeches, include 600 short Chinese utterances. There are 200 Chinese names, 200 stock names and 200 Chinese place names. All materials are collected with two male speakers and one female speaker in quiet office rooms. The babble, white, m109 and machinegun, from NOISE 92 databases is used as the noise. All noise sources are presented at a distance of 1.5 m from the target speaker, located at azimuth 0°, 45°, 90°, 135° and 180° unless otherwise specified.
The recording speech and noise data are split to two half parts. One half part for training, and other half part for test. In training stage, the noise signal is randomly pick up and mixture with speech to generate the 0dB SNR training data. The segment SNR of T-F unit is calculated to generate the ideal parameter masks, which is be used as the label for training and test. In the test stage, the speech and noise is used to generate the test corpus with various SNR from -15dB to 15dB. The performance of the proposed system is show in Table 1 . The proposed method gets the positive results on all conditions. Even on -15dB condition, the algorithm gets 15.0dB SNR improvements. Compare to the ideal parameter masks, the proposed method is 2dB lower than the ideal parameter masks (IPM).
Conclusion
With DNN estimator, the SNR of each T-F unit is calculated, which is used to generate the parameter masks for the close talk system. The parameter masks indicate the energy of target speech in each T-F unit. Results with recording data show the parameter masks have good performance on low SNR conditions, even on -10dB condition. More test will do in the future work. 17004-p.3
