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We consider ``geometric'' scattering for a Laplace]Beltrami operator on a
compact Riemannian manifold inserted between ``wires,'' that is, two half-lines. We
discuss applicability and correctness of this model. With an example, we show that
such a scattering problem may exhibit unusual properties: the transition coefficient
has a sequence of sharp peaks which become more and more distant at high energy
and otherwise turns to zero. Q 1997 Academic Press
INTRODUCTION
In this paper we consider certain boundary value problems, namely, the
one-dimensional scattering on two- or three-dimensional compact Rieman-
nian manifolds. The motivation for studying these problems is twofold. The
w xfirst comes from the paper of J. Avron, P. Exner, and Y. Last 2 , who
discussed the problem of approximating the scattering properties of d 9-
potential by certain graphs. By d 9-potential we mean the boundary condi-
 .  .  .  .  .tion of the type u9 qa s u9 ya , u qa y u ya s a u9 a imposed on
the functions from the domain of the operator at the given point a. We
recall that for one-dimensional scattering on the line on a sufficiently
rapidly decaying potential, it is typical that the transition coefficient tends
to one at high energies. On the other hand, the d 9-potential has in this
 .respect very different properties: the transition coefficient t l turns to 0
as l ª ` at the rate ly1r2. This feature leads to important spectral
consequences for d 9 Wannier]Stark ladders. Namely, the absolutely con-
tinuous spectrum in a system of periodic d 9 interactions with electric field
*Current address: MSRI, 1000 Centennial Drive, Berkeley, CA 94720. E-mail:
kiselev@msri.org.
263
0022-247Xr97 $25.00
Copyright Q 1997 by Academic Press
All rights of reproduction in any form reserved.
ALEXANDER KISELEV264
w xis void 4 under very general assumptions on the coupling constants. This
is a very special phenomena in the sense that one cannot have such an
effect if d 9 is replaced by some smooth potential with compact support.
Avron, Exner, and Last suggested that certain geometric scatterers may
w xpossess the properties similar to those of d 9. In 2 , they showed that the
transition coefficient for an ``onion''}N segments of equal length l glued
together at two points, to which two half-axes are attached}may approxi-
mate the behavior of the d 9 transition coefficient on an arbitrary large
scale of energy, if one adjusts N and l in a suitable way. Eventually,
w xhowever, as is typical for all graphs of this type 6 , the behavior of the
transition coefficient is periodic in energy. The example we will consider in
this paper shows that one can find some geometric structures for which the
transition coefficient will in general decay at infinity, without being peri-
odic. There will be present a sequence of sharp resonances, however}an
interesting phenomenon on its own.
The second motivation comes from the fact that in some situations, the
boundary value problems we consider here are known to approximate, in a
certain sense, the corresponding ``real'' boundary value problems. In our
situation it would be a scattering problem for a Laplace]Beltrami operator
on the manifold with two thin half-infinite tubes attached to it. We will
discuss the known results in more detail in Section 1, when we explain the
choice of the boundary conditions at the contact points. We do not expect,
however, a straightforward analogy in the case we study here, since by
taking a line instead of a tube we ignore the effects due to the transverse
modes existing in the tube, which is essential for the high-energy limit. It is
reasonable, however, to expect that the model problem will approximate
the real one on a certain scale of energies related to the size of the
channel in a real problem.
The paper is organized as follows: in Section 1, we formally define the
Laplace operator on our domain and discuss natural restrictions and
choice of the boundary conditions. In Section 2, we compute the transition
coefficient in a general situation. Section 3 is devoted to a specific
example, when we take a sphere as a manifold.
1. SETUP OF THE PROBLEM
We would like to consider a scattering problem for a Laplacian on the
compact smooth Riemannian manifold M inserted between two half-lines
Rq and Ry. We will assume, unless stated otherwise, that M is a C`
manifold without boundary. Let x , x be the points at which the half-lines1 2
join the manifold: x s Ryl M and x s Rql M. We denote by V the1 2
union Ryj Rqj M. yD will stay for the Laplace]Beltrami operator onM
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M and D for the operators of double differentiation on R. with.
Dirichlet boundary conditions at x or x correspondingly. To define a1 2
Laplace operator on the domain V, we proceed in a classic way: first
define some symmetric operator given by the differential expression of
Laplacian on the set of infinitely differentiable functions vanishing in the
neighborhood of the special points x , x and then consider its self-adjoint1 2
extensions. Namely, on the set of functions
C` D , x , x s C` Rq j C` Ry j C` M , x , x .  .  .  .0 1 2 0 0 0 1 2
described above, we define an operator D , which acts on the function f as0
¡ 2d
q yy f x , x g R or R ; .~ 2D f x s . dx0 ¢yD f x , x g M . .M
Hence, D acts as a double differentiation operator on half-axes and as a0
Laplace]Beltrami operator on M. The closure of this operator D is0
clearly symmetric but not self-adjoint. Among the obvious self-adjoint
extensions of D is the operator D [yD [ D , and the operators0 y M q
with other than Dirichlet boundary conditions at x , x , but still without1 2
interaction between half-lines and the manifold. We are of course inter-
ested in the Laplacians on V not splitting into a direct sum with sum-
mands acting on different geometric components. Therefore, we look for
some boundary conditions at the points x , x other than leading to1 2
orthogonal sums. The range of the applicability of our model is given by
the following.
PROPOSITION 1.1. Suppose that dim M s 2 or 3. Then the closure D is0
 .a symmetric operator with deficiency indices 4, 4 . If M has higher dimension,
 .the deficiency indices are 2, 2 .
Proof. The function f from the deficiency subspace N of the operatorl
yD corresponding to some regular value l of the spectral parameter is0
an L2-function which should satisfy
 :yD y l g , f s 0 .0
` .  :for any g g C V, x , x , where , stays for the scalar product in0 1 2
2 .  .L V . Equivalently, yD y l f is a distribution supported on x and x .1 2
By D we mean here a differential expression for the Laplacian. The action
of D is defined on f in the distributional sense. By well-known facts from
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distribution theory, it follows that
w a x w a xyD y l f s a d x y x q a d x y x , 1 .  .  .  . . 1, a 1 2, a 2
a
where on the right-hand side we have a sum of some derivatives of
d-functions at x and x . In other words, f should be a linear combination1 2
of the Green's function of D and its derivatives. It is a standard fact that
two dimensions of the defect subspace arise from the operator on the
half-axes R.. One can take as defect elements corresponding to a given
y q’ .regular value of energy l solutions exp " l x on R and R , with the
 .sign in the exponent chosen depending on the sign of J l and x, so that
2 ".these solutions are correspondingly in L R . For the manifold M,
we consider a scale of the Sobolev spaces associated with the Laplace]
w xBeltrami operator. For the relevant definitions and facts, we refer to 13 .
 .The second Sobolev space H M coincides with the domain of the2
 . 2 .Laplace]Beltrami operator. yD y l maps H M onto L M for anyM 2
2 .regular value of l. Furthermore, for such l, yD y l maps L M onto
 .  .  .H M , the dual space of H M . Hence, for Eq. 1 to have a solution iny2 2
2 .L M , the d-function and perhaps some of its derivatives should be in
 . w xH M . It follows from the Sobolev embedding theorems 1 that this isy2
only the case when n - 4. Moreover, if 2 F n F 3, only the d-function
 . 2  .belongs to H M and hence the only L solutions of 1 supported ony2
 .M are the linear combinations of the Green's functions G x, x , l ,M i
i s 1, 2. This proves the lemma.
Remark. For the sake of simplicity we restricted ourselves to the case
when M has no boundary; but the approach certainly works in many cases
for manifolds with boundary, in particular, when the contact points belong
to ­ M. For example, when M is a bounded domain with smooth boundary
in Rn, we replace everywhere in the above Laplace operator by the
Neumann Laplacian and all considerations clearly remain true. The prob-
w xlems of this type have been studied in particular in 9, 3, 10, 8 , where one
can also find more references. We stress, however, that for the Dirichlet
boundary condition the presented approach does not work even for n s 2,
 .since there is obviously no d x functional over the domain of the
operator if x is on the boundary and one has to start from d w a x functionals
 . w xin Eq. 1 . See, for example, 11 for more details on this matter and an
approach to the construction of similar models in this case.
For the rest of the paper we assume that dim M is equal to 2 or 3.
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PROPOSITION 1.2. Fix some negati¨ e number l . E¨ery function f from0
 U . Uthe domain D yD of the adjoint operator yD may be represented as0 0
¡ f yu x , x g R .y
f f f~a G x , x , l q a G x , x , l q u x , x g Mf x s  .  .  . . 1 M 1 0 2 M 2 0
f q¢u x , x g R . .q
2 .
f  .. f  .Here u g H R and u g H M .. 2 2
Proof. Only the representation for x g M needs comments. From the
 w x.theorems on self-adjoint extensions of symmetric operators see, e.g., 12 ,
it follows that
dim D yDU rD yD s 2 .  .0 M
 < .exactly the deficiency indices of yD . On the other hand, everyM0
negative number and hence l is a regular value of the spectral parame-0
 .  U .ter. Therefore, the G x, x , l , i s 1, 2, belong to the domain of D yDM i 0 0
  U .  . .and yD y l G x, x , l s 0 . These functions are linearly indepen-0 0 M i 0
 . dent over H M because of the singularities at the different points x2 1
.and x and hence they, together with the functions from H , span the2 2
U .whole D D .0
 U .For a given function f g D yD , let us denote0
b f s a fG N x , x , l q u f x , i s 1, 2. .  .i i 1 2 0 i
We have the following:
PROPOSITION 1.3. The boundary form of the operator yDU is gi¨ en by0
U U :  :yD f , g y f , yD g0 0
f g f g f 9 g f g 9 <s y a b y b a y u u y u u x .  .1 1 1 1 y y y y 1
f g f g f 9 g f g 9 <y a b y b a q u u y u u . 3 .x .  .2 2 2 2 q q q q 2
Proof. The second and fourth terms on the right-hand side of the
equation are standard boundary terms of the double differentiation opera-
tor on the half-line. The other two terms are obtained by a direct
 U .computation using the representation for a function from D D on M0
 U . N .and the facts that yD y l G x, x , l s 0 and that yD is con-0 0 i 0 M
Utained in D .0
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The self-adjoint extensions of yD are given by the subspaces of the0
 .eight-dimensional space, spanned by the coefficients entering 3 corre-
sponding to a function f , which nullify the boundary form. A complete
description of all possible self-adjoint boundary conditions in such a
w xsituation may be found, for example, in 5 . We will not be concerned here
with studying the properties of all possible boundary conditions. Our main
goal in this paper is to try to give some interesting examples, rather than to
present a complete study of the model. We will consider the following
family of boundary conditions:
a f s yb u f 9 x , a f s b u f 9 x , .  . .  .1 y 1 2 q 2
4 .f f f f u x s b b , u x s b b . .  .y 1 1 q 2 2
Our family depends on two parameters b and l . It would be reasonable0
 .  .to denote the self-adjoint operator defined by 4 as D b , l . Since, forV 0
our purpose, virtually all essential properties of this family of the operators
will turn out to be independent of b and l , we will often omit these0
indices and talk about D .V
 .Remark. We note that the family of boundary conditions 4 is natural
w xin the following sense. In 8 , following the scheme introduced above, the
Neumann Laplacian on a ``dumbell'' domain, composed from two disjoint
regions in Rn, n s 2, 3, connected by segment, was studied. It is known
that in the corresponding ``real'' problem for the Neumann Laplacian on
the dumbell domain V , composed from two regions V , V connected byD 1 2
a thin channel P , the eigenvalues of yDN turn to the eigenvalues of thev V DN D N  Ddirect sum yD [ yD [ yD where yD is an operator of theV P V P1 0 2 0
double differentiation on the segment P with Dirichlet boundary condi-0
. w xtions as the width of the channel v goes to zero. In 7 , the first term of
the asymptotics in v for the eigenvalues of yDN was obtained in theV Dw xcase n G 3. One can see from 8 that in the case n s 3 the eigenvalues of
 .  .the operator yD b , l defined by 4 have the same first term of theV 0 ’asymptotics in b as b goes to zero as in the real problem if we let b s v .
 .Hence, the operator yD b , l ``approximates'' in a certain sense theV 0
Neumann Laplacian, at least for the small width of the channel.
Now we are done with all the formal preparations and we are ready to
study the scattering properties of the system. For the reader's convenience,
we summarize the given information about the operator yD we consider:V
 .1 yD is defined on the functions f which have the representationV
 .  .2 with the coefficients which satisfy 4 .
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 . q2 yD acts as an operator of double differentiation on R andV
y  .R . On the functions from H M , yD acts as a Laplace]Beltrami2 V
 .  .operator while yD y l G x, x , l s 0. This defines the action ofV 0 V i 0
yD completely.V
2. TRANSITION COEFFICIENT AND TRANSFER MATRIX:
GENERAL CASE
 .In this section we are going to compute the matrix L l connecting the
 . values and derivatives of the function f x, l solving the equation yDV
.  . .y l f x, k s 0 at the points x , x on R . This will help us to compute1 2
the transition coefficient in the scattering problem. Let us arrange the
eigenvalues of yD in increasing order counting multiplicities. We willM
 .denote the nth eigenvalue l and the corresponding eigenfunction f x .n n
The following are the key expressions which naturally enter the calcula-
tions and contain all the necessary spectral information about the operator
yD :M
<g l s G x , x , l y G x , x , l .  .  . . xsxi M i M i 0 i
` 2< <f x .n is l y l ; . 0 l y l l y l .  .n 0 nns1
` f x f x .  .n 1 n 2
h l s G x , x , l s G x , x , l s . .  .  . M 1 2 M 2 1 l y l .nns1
Henceforth we will assume that l is different from any of l . For suchn
values of l, the expressions above are well-defined. The treatment of the
eigenvalue frequencies presents purely technical difficulties; we will define
 .the values of the transition coefficient t l by continuity.n
We need the following lemmas:
LEMMA 2.1. Suppose dim M s 2 or 3. Then for any two regular ¨alues of
 .  .the spectral parameter l , l , the function q x, x , l , l s G x, x , l y1 2 i 1 2 M i 1
 .  .G x, x , l belongs to H M .M i 2 2
 .Proof. Certainly the Green's function G x, x , l of the Laplace]M i
 .Beltrami operator itself is not from H M ; it may have stronger singulari-2
ties at the points x . The lemma says that these singularities do not dependi
on the spectral parameter l. For the proof, we use the well-known
properties of the action of yD on the scale of the associated SobolevM
 w x .spaces we refer to 13 for these facts . We have
y1G x , x , l s yD y l d x y x . .  .  .M i 1 1 i
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By the resolvent identity we find that
G x , x , l y G x , x , l .  .M i 1 M i 2
y1 y1s l y l yD y l yD y l d x y x . .  .  .  .1 2 1 2 i
 .  .The function on the right hand side is from H M since d x y x is from2 i
 .H M under the conditions of the lemma and the action of the resol-y2
vent of yD at the regular point increases by two the index of SobolevM
space to which the function belongs.
 .LEMMA 2.2. Suppose that the function f x, l satisfies
yD y l f x , l s 0, 5 .  .  .V
 .l / l for any n. Then f x, l has the representationn
y y y¡ ’ ’c exp i l x q c exp yi l x , x g R .  .1 2
f f~a G x , x , l q a G x , x , l , x g Mf x , l s 6 .  . .  .1 M 1 2 M 2
q q q¢ ’ ’c exp i l x q c exp yi l x , x g R . .  .1 2
The coefficients in the formula abo¨e should be chosen in order to satisfy the
 .boundary conditions 4 .
Proof. The representation on the half-axes is obvious. Since the opera-
U  .  .tor yD is a restriction of yD , we have that yD y l G x, x , l s 0,M 0 M M i
 .i s 1, 2. On the other hand, suppose that some function f from D yDM
 .  .and hence with representation 2 satisfies Eq. 5 . Consider the function
q x s f x y a fG x , x , l y a fG x , x , l . .  .  .  .1 M 1 2 M 2
 .  .Then q x also satisfies Eq. 5 on M, and by Lemma 2.1 it is from
 .  .H M . But on the functions from H M , the operator yD acts as a2 2 V
Laplace]Beltrami operator yD . Hence, since l / l for any n, we mustM n
 .have q x s 0.
 .  .Now we compute the matrix L l , using the representation 6 and
 .  .  .boundary conditions 4 . Substituting 6 into 4 we get
a f s yb u f 9 x ; b a f g l q a f h l s u f x .  .  .  . .  .1 y 1 1 1 2 y 1
f f a s b u x ; b a g l q a h l s u x . .  .  .  . .2 q 2 2 2 1 q 2
 .Solving these equations for the matrix L l such that
u f 9 x u f 9 x .  . .  .q 2 y 1s L l , .f f /  /u x u x .  .q 2 y 1
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we find that
1
g l .1 1 2bL l s . .
h l . 22 0b g l g l y h l g l .  .  .  . .1 2 2
 .  .To evaluate the transition coefficient t l , we seek the solutions f x, l of
 .Eq. 5 in the form of scattered waves:
y’ ’exp i l x q r l exp yi l x , x g R ; . .  .
f x , l s . q ’t l exp i l x , x g R . .  .
 .We have the following linear system from which we can determine t l
1 1 1
t l y r l L l s L l . .  .  .  .’ ’ ’ /  /  /i l yi l i l
An easy computation gives the result:
’2 i l h l .
t l s . . 22 2 ’y1rb q lb g l g l y h l q i l g l q g l .  .  .  .  . . .1 2 1 2
7 .
3. THE SPHERE EXAMPLE
In this section we will study the transition coefficient in the particular
situation when the manifold M is a two-dimensional sphere with radius
one. We assume that the half-lines R. are joined to M at the opposite
points x , x . We will use the following well-known information about the1 2
eigenvalues and eigenfunctions of the Laplace]Beltrami operator on the
sphere:
 .  .1 The eigenvalues l , m s yl, . . . , 0, . . . , l are equal to l l q 1l, m
with the degeneracy 2 l q 1.
 . 2 The corresponding normalized eigenfunctions spherical harmon-
.ics are
< <2 l q 1 l y m ! .  .
m < m <f u , f s P cos u exp imc , .  .  .l l( < <4p l q m ! .
ALEXANDER KISELEV272
< m <  .where P are adjoint Lagrange polynomials and u , c are the standardl
coordinates on the sphere.
Let us choose the coordinate system on the sphere so that the points x1
and x have the coordinates u s 0 and p , respectively. The adjoint2
Lagrange polynomials have the following well-known properties:
lm 0 0P "1 s 0, if m ) 0; P 1 s 1 and P s y1 . .  .  .l l l
Hence, all the eigenfunctions which correspond to the index m / 0 vanish
at the points x and x and therefore need not be taken into account. The1 2
 .  .key expressions h l and g l, l do not depend on the eigenfunctions0
which vanish at the joint points we note that in our case because of the
 .  .symmetry g l, l s g l, l ; henceforth, we may denote this function1 0 2 0
 . .by g l , not showing explicitly dependence on l . Therefore, the ``input''0
spectral information for our particular example is
2 l q 1 2 l q 1 l
l s l l q 1 ; f x s and f x s y1 . .  .  .  .( (l l 1 l 24p 4p
Remark. We note that due to the symmetry of the problem we can view
our construction as a coupling of two half-lines to the singular
Sturm]Liouville operator on the segment which in our case is given by
.the Lagrange differential expression . Indeed, the Laplace]Beltrami oper-
ator for a sphere in parabolic coordinates r, x, f decomposes into a direct
sum of the one-dimensional operators Hm
d d m2
2H s 1 y x q .m 2 /dx dx 1 y x
 .  .acting on the subspaces of the functions of type f x exp .mf . When
m ) 0, due to the singularity of the potential these operators are limit
point at the end points .1 and hence may not be coupled to the half-lines.
The author is grateful to Professor P. Exner for this remark.
Now we prove several technical lemmas which describe the behavior of
the functions h and g at high energies. First, let us write an explicit
formula for these functions in the sphere case:
l`1 2 l q 1 y1 .  .
h l s 8 .  .4p l l q 1 y l . .ls0
`1 2 l q 1 .
g l s l y l . 9 .  .  .04p l l q 1 y l l l q 1 y l .  . .  .0ls0
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 . <  . <LEMMA 3.1. For e¨ery real ¨alue of l, we ha¨e g 9 l ) h9 l q
’ .1r 20 l .
Remark. Certainly the constant is far from optimal. We need only the
fact that the function g changes faster than h by some fixed constant at
any point.
Proof. The proof is straightforward. We compute that
`1 2 l q 1
g 9 l s ; .  24p < <l l q 1 y l .ls0
l`1 2 l q 1 y1 .  .
h9 l s . .  24p < <l l q 1 y l .ls0
Therefore,
`1 2 2 l q j q 1 . .
< <g 9 l y h9 l G max . .  .  24p < <js0, 1 2 l q j 2 l q j q 1 y l .  .ls0
All terms in the last sum are positive. Estimating the minimum of the sum
of the two terms closest to the given l, we obtain the statement of the
lemma.
  .  ..LEMMA 3.2. For e¨ery l in energy inter¨ al l l y 1 , l l q 1 , the func-
 .tion h l has the following asymptotic beha¨ior as l ª `,
1 2 l y 1 2 l q 1 lh l s y q y1 q O 1 , 10 .  .  .  . /4p l l y 1 y l l l q 1 y l .  ..
 . qwith O 1 being uniform for all l g R .
 .   . Proof. We need to estimate the sum 8 on the interval l l y 1 , l l q
..  .1 with two singular terms deleted. The sum 8 on this interval is actually
 .a sum with terms changing signs. If both singular terms in 8 are positive
 .which is the case when l is even , then both second terms ``going from l''
are negative, then comes a pair of positive terms, and so on. A simple
calculation shows that if we write h as a sum of such a sign-changing
series, the absolute value of each summand is greater than that of the next
 .one. Hence, it is enough to estimate the first non-singular pair of the
summands
1 2 l y 3 2 l q 3
q /4p l y l y 1 l y 2 l q 1 l q 2 y l .  .  .  .
  .  ..for the values of l in l l y 1 , l l q 1 . The first summand is maximal
 .  .  .when l s l l y 1 , with maximal value equal to 2 l y 3 r2 l y 1 . The
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 .second summand is maximal at l s l l q 1 and hence does not exceed
 .  .2 l q 3 r2 l q 1 . Taking into account the factor of 1r2p , we see that the
maximal value of the sum on the interval of interest to us is smaller than
1r2p . Hence, we see that
1 2 l y 1 2 l q 1 1
h l y q - . .  /4p yl l y 1 q l l l q 1 y l 2p .  . .
This proves the lemma.
  .  ..LEMMA 3.3. Let l g l l y 1 , l l q 1 . Then, for l large enough, the
 .following representation for the function g l is ¨alid in this inter¨ al:
1 2 l y 1 2 l q 1 1
g l s q y log l q O 1 , 11 .  .  . /4p l l y 1 y l l l q 1 y l 2p .  .
 . qwith O 1 being uniform for all l g R .
Proof. Again, we single out two terms which are singular on the
considered interval and estimate the remaining sum. First, note that
l y l 2 l y 1 2 l y 1 .  .0 y
l l y 1 y l l l y 1 y l l l y 1 y l .  .  . . .0
2 l y 1
s s O 1rl .
l l y 1 y l . 0
so that we can replace the cumbersome singular terms which we have in a
 .  .formula 9 for g by the ones we use in 11 . To see the behavior of the
rest of the sum for g, let us split it into two groups:
ly2 2m q 1
g l, l s l y l .  . y 0 m m q 1 y l m m q 1 y l .  . . .0ms0
and
` 2m q 1
g l, l s l y l . .  . q 0 m m q 1 y l m m q 1 y l .  . . .0mslq1
 .The function g is a negative part of the summands in a sum 9 for g,y
while g is a positive part. The following estimate is standard:q
2 x q 1ly2
g l, l s l y l dx q O 1 . .  .  .Hy 0 x x q 1 y l x x q 1 y l .  . . .1 0
12 .
Indeed, we can estimate the series for g by the integral from above andy
below, depending on whether we include or omit several summands which
 .are of order O 1 uniformly in l. We can further simplify the expression
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 .12 by writing an equality
2 x q 1ly2
l y l dx .H0 x x q 1 y l x x q 1 y l .  . . .1 0
dxly2
s 2l q O 1 , .H x x x q 1 y l . .1
which is easy to verify keeping in mind that l is a once and for all fixed0
negative number. The latter integral may already be estimated by easily
computable integrals:
dxly2
2 l l y 1 .H x x x q 1 y l l q 1 .  . .1
for the lower bound and
dxly2
2 l l q 1 .H x x q 1 y l l y 1 .  . .1
for the upper. Let us compute, for example, the upper bound integral,
1
x x q 1 y l l y 1 .  . .
1 1 1 1
s y q
l l y 1 x 2 l y 1 l y 1 x y l q 1 .  .  .  .
1 1
q ,
2 l y 1 l x q l .  .
and hence
dxly2
2 l l q 1 .H x x q 1 y l l y 1 .  .1
s y2 log l y log l q log 2 l y log l q O 1 . .
 .Therefore, the upper bound integral behaves as y3 log l q O 1 for l
 .large. The uniformity of O 1 in l is easy to check. The computation of
the lower bound integral proceeds in a similar way and gives the same
asymptotic behavior. This proves that
g l, l s y3 log l q O 1 .  .y
 .as l ª ` with O 1 uniform in l. For the function g we get anq
analogous estimate that
` dx
g l, l s 2l q O 1 . .  .Hq x x x q 1 y l . .lq1
Again, we can estimate the latter integral from above and below using the
assumptions on the interval where l varies. The two integrals which stay
ALEXANDER KISELEV276
as bounds in this estimate turn out to have identical asymptotic behavior
up to a uniform constant term. Let us for example evaluate the upper
bound:
` dx
2 l l q 1 . .H x x x q 1 y l l q 1 .  . .lq1
First we find that
1
x x x q 1 y l l q 1 .  . .
1 1
s y
l l q 1 x .
1 1
q
l 2 l q 1 x y l .  .
1 1
q .
l q 1 2 l q 1 x q l q 1 .  .  .
Next we compute that
` dx
2 l l q 1 .H x x x q 1 y l l q 1 .  . .lq1
1 2 l l q 1 1 .A A
s lim y2 dx q dxH H x l 2 l q 1 x y lAª`  .lq1 lq1
2 l l q 1 1 . A
q H /l q 1 2 l q 1 x q l q 1 .  . lq1
2 l q 1 .
s y2 log A y log l q 1 q log A y l .  . .
2 l q 1
2 l
q log A q l q 1 y log 2 l q 1 .  . .
2 l q 1
s log l q O 1 . .
 .It is easy to conclude from the calculations that the O 1 in the last
formula is uniform in l. Together with the expressions for g , the lasty
formula concludes the proof of the lemma. One has to add the asymptotic
expressions for g and g and remember about the 1r4p , which wey q
omitted in the series for g ..
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Remark. One can notice that the asymptotic in high energy behavior of
the function g, with two terms singular on the given energy omitted, is
identical to the behavior of the singularity of the Green's function in space
  .as a coordinate x turns to the singular point x , G x, x , l s0 0 0
 . < <  ..y 1r2p log x y x q O 1 . Intuitively, by the scaling argument, a simi-0
lar relation may also be true in a more general situation.
Now we have all the necessary tools to study the transition coefficient
 .  .  .t l . The formula 7 for t l suggests that one can expect the decay of the
transition coefficient as l ª `. Indeed, the highest power of l in the
’denominator is one, while in the numerator we have only l . However, h
and g may have singularities, which might dominate any l-growth at
certain intervals. Also, g 2 y h2 may have zeros, which will kill the l-growth
for some energies. The composition of all these factors shapes the behav-
 .ior of t l .
The following lemma describes the zeros of the expression g 2 y h2.
  .  ..LEMMA 3.4. For l sufficiently large in each inter¨ al l l y 1 , l l q 1 ,
2 . 2 .there exists a unique number m such that g m y h m s 0. The positionl l l
of m satisfies the conditionl
y1l l q 1 y m s 2 l log l 1 q o 1 . 13 .  .  .  . .l
2 2  . .  .  .Proof. g y h s g y h g q h . Using the formulas 10 and 11 it is
 . leasy to check that for l large enough, the function g y y1 h is always
 . lnegative, while g q y1 h s 0 has a root m satisfyingl
4 l q 2
y 2 log l q O 1 s 0. .
l l q 1 y m . .l
But the equation g q h s 0, as well as g y h s 0, has always a unique, if
  .  .. any, root on the interval l l y 1 , l l q 1 this follows easily from Lemma
 . <  . < .3.1, g 9 l ) h9 l for every l . This implies, for l large enough, the
uniqueness of the root of g 2 y h2 in the stated interval. From the
 .equation above follows 13 .
Now we are in a position to prove the main result of this section:
q `   . .y 2THEOREM 3.5. Let K s R _j m y e l log l , m qe ls 2 l l
 . .y2 .  .e l log l where e x is a positi¨ e monotonously increasing to q`
<  . <function, satisfying e x F x log x. Then, as l ª ` on K , the transitione
y1’ .coefficient turns to zero at the rate e l . More precisely, there exists a
  .  ..  .constant C such that for e¨ery l g K l l l y 1 , l l q 1 we ha¨e t l Fe
 .y1Ce l .
 .  .y1 .On the other hand, t m s 1 q O l log l , so that for l large enough,l
 .   .  ..t l has sharp peaks on each inter¨ al l l y 1 , l l q 1 .
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Remarks. 1. It may seem somewhat surprising that the high energy
resonances do not lie close to the eigenvalues of D , but rather areM
connected with more subtle spectral information.
 .  .’2. Note that if e x does not have big jumps, namely, if e l l q 1 .
y1’ .  .  .’re l l y 1 is bounded as l ª `, we may write just t l F Ce l .
for some constant C may be different from one in the formulation of
.Theorem and all l.
Proof. The idea of the proof is that the term containing l in the
 .   ..denominator of t l see 7 dominates unless we are close to the roots ml
 2 2 .of the expression g y h . The set K is chosen exactly in a way that wee
are never ``very close'' to m . Let us now make these arguments exact.l
 .y1Consider the neighborhoods I of the numbers m of size 2 l log l :l l
y1 y1I s m y 2 l log l , m q 2 l log l . .  . .l l l
 .  .Then for every l g I we find, looking at 10 , 11l
1 4 llg 9 l q y1 h9 l G .  .  . y1 24p < <4 l log l 1 q o 1 .  . .
2y1G C l log l . 14 .  .1
 .Therefore, by 14 and Lemma 1.3, we have that for every l g K ,e
l y2 2y1 y1< <g l q y1 h l G e l log l C l log l s C l e l . 15 .  .  .  .  .  .  .  .1 1
 .Now we are in a position to estimate t l . First let us consider the case
  .  ..  .  .  .when l g l l y 1 , l l q 1 and l F m . Then by 10 , 11 , and 15 wel
have
li y 2 l y 1 r l l y 1 y l q log l q O 1 y1 .  .  .  . . .
t l s . . y1 2’O 1 q C e l l l b 2 l y l r l l y 1 y l .  .  .  . .1
ylog l q O 1 q 4 ip g l .  ..
 .Note that we can dismiss the term 2 ig l from the denominator making
 .the value of t only larger and omit O 1 terms since they are dominated by
other terms for large l. We find that for the case we consider
y1< <t l F C e l , .  .2
  .  ..with C independent of l. Now suppose l ) m , l g l l y 1 , l l q 1 .2 l
Then we obtain
i 2 l q 1 r l l q 1 y l q O 1 .  .  . . .
t l s . . 2’O 1 q 4 ip g l y b l 1r2p .  .  .
= log l q O 1 2 l q 1 r l l q 1 y l y log l q O 1 .  .  .  . .  . .
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 .  ..The term 1r2p log l q O 1 in the denominator corresponds here to
 .  . l  .g l y y1 h l , while the rightmost term in the brackets stays for
 .  .  . l  .  .1r2p g l q y1 h l . As in the previous case, we can drop the O 1
terms and 4 ip g term in the denominator. Recall that for every l g K le
  .  ..l l y 1 , l l q 1 we have
l y1< <g l q y1 h l G C e l l . .  .  .  .1
We note that in the calculation that follows, C will denote independent of
l constants which may, however, differ from equation to equation. Suppose
first that
2 l q 1
F 2 log l.
l l q 1 y l .
Then
log l y1< <t l F C F Ce l . .  .y1’l log le l l .
Now if
2 l q 1
) 2 log l ,
l l q 1 y l .
we obtain
< <2 l q 1 r l l q 1 y l .  . .
< <t l F C . ’l log l 1r2 2 l q 1 r l l q 1 y l q O 1 .  .  .  . . . .
1
F C .’l log l
<  . <Given that e l F l log l, we get
y1< <t l F Ce l . .  .
 .For the proof of the second claim ``sharp peaks'' , we notice that
h m .l y1< <t m s s 1 q O l log l , .  . .l 2’y1r2 i l b q g m .l
<  . < <  . <  .  .since h m s g m and 13 together with the representations 10 andl l
 .11 allow us to compute the order of their common value as
1
< < < <h m s g m s log l 1 q o 1 . .  .  . .l l 4p
 .We note that varying the function e x , we get different pictures: if we
take e , for example, to be equal to log x, we have peaks in the intervals of
 .y1  .   ..y1size log l around m and the decay of t l proportional to log ll
 .for the rest of the energies. Taking e x equal to x log x, we get the decay
y1’ .   .of t l on K proportional to log l l , but now the segments we hade
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 .y1to exclude are not small: they are of the size l log l on the intervals
  .  ..l l y 1 , l l q 1 and hence may be considered ``small'' only relatively.
These two choices characterize to a certain degree the properties of the
transition coefficient at high energies: the sharpness of peaks and the
regions of fast decay.
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