suggested that an important difference between raised-line drawings and real 3-D objects is that identifying drawings requires shape to be extracted, whereas for 3-D objects other cues, such as texture, are available. However, the results of previous studies do not permit strong conclusions to be drawn about the importance of non-shape information in producing the recognition advantage for real 3-D objects over raised-line drawings since their identification was not directly contrasted across comparable sets of stimuli. Heller et al (2006) suggested that``haptic pictures can yield high levels of performance, and need not suffer when compared with 3-D objects'' (page 1417) and noted that performance in their experimentsötesting the matching of raised-line drawings to 3-D geometric shapes (pyramid, cube, etc)öwas often superior to the haptic recognition of human faces. However, comparing results across such poorly-matched stimuli does not provide strong support for their claim.
In the present study, we investigated how the availability of depth information and restrictions on exploratory strategies influenced people's ability to haptically recognise stimuli which were matched except for the presence of depth cues to shape. The real 3-D objects tested by Lawson (2008, 2009a) , Klatzky et al (1985 Klatzky et al ( , 1993 , and Lawson and Edwards (2011) had more depth information than raised-line drawings, but also many other potential sources of information about object identity, such as size and hardness. The results of Lawson (2011) suggest that these latter cues may play an important role in recognition. Lawson (2011) tested the speeded naming of visually and haptically presented plastic small-scale models of familiar objects. Haptic naming was poor (9 s RT, 44% errors) and visual naming of the same stimuli was also quite difficult (1.3 s RT, 15% errors). This relatively poor performance may have been in part due to the use of stringent criteria for correct responses and the inclusion of similarly shaped items. However, it was probably also due to the lack of non-shape cues (such as size and texture) for these scale models. People's ability to haptically identify 3-D models of objects in Lawson (2011) fell between the efficient recognition of freely explored real everyday objects (Klatzky et al 1985) and the very poor recognition of drawings whose very nature (raised lines on a flat surface) greatly restricts what information is available and which exploratory strategies are useful.
Shape information usually dominates over other cues for visual object recognition but this may not be the case for haptics. Cooke et al (2007;  see also Cooke et al 2010) reported that multidimensional scaling analyses using similarity ratings from 3-D novel objects indicated that texture and shape information were similarly important for haptics, whereas shape cues were much more important than texture cues for vision (see also Lakatos and Marks 1999) . This is consistent with Klatzky et al's (1985) suggestion that extra non-shape cues might explain much of the recognition benefit for 3-D over raised-line drawings. In addition, many of the raised-line drawings used previously were nonrealistic representations of objects and included pictorial conventions, such as perspective information, which may not have been interpreted appropriately. Klatzky et al (1993) came closest to directly comparing the effects of depth cues on haptic object recognition. Their participants wore a thick glove to haptically explore real 3-D objects. The glove attenuated non-shape information such as temperature, hardness, and texture. Performance was compared to bare-handed exploration of raised-line drawings produced from two-thirds-real-size fixed-view photographs of the same 3-D objects, so relative size information was preserved. Raised-line drawings of objects remained much harder to recognise, at around 80 s RT and 75% errors, for both wholehand and single-finger exploration, with rather worse performance in the latter case. In contrast, recognition of the 3-D objects was quite good despite the glove. Indeed, free exploration with a glove (16 s RT, 7% errors) was about as accurate as barehanded exploration (6 s RT, 5% errors) although much slower. Single finger exploration with a glove (45 s RT, 26% errors) was substantially worse, but remained much better than the recognition of raised-line drawings.
However, Klatzky et al's (1993) glove manipulation did not permit a pure test of the contribution of depth information to haptic object recognition. First, it did not eliminate all non-shape cues, such as hardness. Second, the glove removed some fine, structural information, so it influenced the availability of shape as well as non-shape cues. In a second experiment, the gloved conditions were repeated but with cutaway fingertips, making available information about the object's material and fine spatial detail. Here, overall performance was similar to when the full glove was worn, suggesting that the information removed by preventing direct skin contact was helpful to recognition but was not the primary source of identity cues.
Instead of using Klatzky et al's technique of indirectly varying which cues to identity were available, in the present experiments non-shape information was removed from the stimulus itself. The availability of depth cues was then manipulated across matched versions of the same object. This permitted a direct test of the ability of the bare hand to identify different versions of the same objects using shape information alone. In order to vary depth cues whilst keeping all other aspects of the stimulus (object material, texture, size, and so on) constant, the 3-D stimuli were represented by non-realistic small-scale plastic models rather than by real everyday objects. Useful depth information was then progressively removed from these 3-D models until only its outline contour provided identity-specific information for the cookie-cutter stimuli (see figure 1) .
Finally, it is worth considering whether such outline contours are meaningful stimuli for haptics. Visual object recognition of line drawings is extremely good and is broadly comparable to that of other types of stimuli such as photographs and shaded drawings (Brodie et al 1991; Cole et al 2009; Wagemans et al 2008) . This is likely, because line drawings preserve most of the important shape information about an object, since this can usually be derived from the occluding contour of an object. In normal circumstances, the loss of information from shading, colour, texture, and so on has only modest effects on visual object recognition since the occluding contour provides rich and salient shape information. However, shape seems to be more important for vision than for haptics (Cooke et al 2007 (Cooke et al , 2010 . Furthermore, defining the occluding contour of an object requires specifying a fixed viewpoint, since the occluding contour is the edge on the object's surface that is tangential to the line of sight from that viewpoint. Object surfaces beyond this edge are hidden from view by other parts of the object. Monocular vision provides a single, fixed viewpoint while binocular vision provides little extra information about the self-occluded back half of an object. Head movements are necessary to see occluded sides of the object but are not usually required to recognise objects visually. In contrast, objects presented haptically do not self-occlude in the same well-specified manner, since the hand can usually touch all or most sides of an object. The haptic equivalent of the occluding contour for vision occurs only in unusual situations, such as if an object is part-buried in concrete. Thus, haptics might have difficulty in interpreting stimuli like line drawings, because these stimuli do not map readily onto the information available from feeling a 3-D object. This observation can be countered in two ways. First, there is excellent crossmodal transfer of object information between vision and haptics (Easton et al 1997a (Easton et al , 1997b Lawson 2009; Newell et al 2001; Norman et al 2004; Reales and Ballesteros 1999) . Thus, even if the input from haptically explored outline contours is not directly interpretable by haptics, it could be identified efficiently by matching it to stored visual representations. Second, the claim that haptics do not perceive occluding contours is not universally acknowledged. For example, Kennedy and Juricevic (2006, page 82) argued that``curved surfaces [such as the sides of a wine bottle] have occluding boundaries between front and back for haptics, much as they do in vision''. In addition, the results of studies by Heller and colleagues (Heller et al 2002 (Heller et al , 2006 (Heller et al , 2009 suggest that the occluding contour has some meaning haptically since even early-blind participants who have had no visual experience can interpret raised-line drawings. Notwithstanding these results we would argue that, unlike with vision, most parts of an object can be explored haptically (at least for those like the relatively small moveable objects tested here) and there is typically no well-specified occluding contour.
In experiment 1, we compared people's recognition of five versions of the same set of everyday objects which systematically varied the amount of depth information available. Versions with no useful or with full depth information were then presented again in two further studies. In experiment 2, people's exploration strategies were manipulated. One group was restricted to using a single finger to feel the stimuli and another group could only feel the stimuli indirectly, using probes (two pens). Their performance was compared to that of the people tested in experiment 1 who freely explored the stimuli with both hands. Finally, in experiment 3, we tested whether plane misorientation effects occur for haptics as they do for subjects using vision.
2 Experiment 1 Different versions of 18 familiar, nameable objects (eg cup, pear) were presented haptically to five groups in experiment 1 (see figures 1, 2, and 3). The depth cues available ranged from full information for the 3-D model of the object, through partial information for the squashed and half object versions, to no depth information for the raised surface (plane) and the raised-outline (cookie-cutter) versions of the object.
Squashed stimuli were distorted versions of the 3-D objects in which the axis perpendicular to the axis of bilateral symmetry was reduced by 50%. This altered the stimulus shape (so the cup cross-section was elliptical rather than circular) but retained all parts in the same relative positions. Half stimuli comprised one half of the 3-D object, which was split along the axis of bilateral symmetry. There was thus no shape information from one side but full, accurate information from the other side.
The cookie-cutter and plane versions comprised only the outline contour of a side-on view of the 3-D object taken perpendicularly to the axis of bilateral symmetry. Thompson et al (2003) reported that plane versions (32% errors) were identified more accurately than raised-line versions (43% errors) of the same set of objects. This advantage could be because only plane versions explicitly and locally specify the inside versus the outside at any point along an edge. Alternatively, it might be because edge detection is easier for plane stimuli. Most previous studies presenting raised-line drawings used special, swell paper which produces lines raised up to only around 1 mm above the background paper, and often much less than this (for example just 0.2 mm for Scocchia et al 2009). One important reason for the poorer performance of haptic than visual object recognition is the relatively slow, sequential acquisition of information by haptics (see Craddock et al, submitted; Loomis et al 1991; Martinovic et al, submitted) . The disadvantage for serial processing may be exacerbated if raised-lines are used which are difficult to track by touch. Magee and Kennedy (1980) found superior recognition of raised-line drawings when the participant's finger was guided by an experimenter, suggesting that planning motor actions interferes with identification. Performance in this experimenter-guided condition was similar even when there was no raised-line to follow, suggesting that cutaneous information did not substantially supplement kinaesthetic information from tracking the position of the limb and finger in space. In contrast to swell paper raised-line drawings, the cookie-cutter stimuli used here were raised several millimetres above the base providing a distinctive, well-defined edge. If difficulty in tracking the lines was an important reason why previous studies found very poor recognition of raised-line drawings, then performance should be better with the present cookie-cutter stimuli. Any such effect could, in turn, have important implications for the design of outline pictures and diagrams for the blind.
2.1 Method 2.1.1 Participants. Sixty volunteers took part in the study (eleven male, seven left-handed, mean age 19 years). No participant in the experiments reported in this paper took part in more than one study.
2.1.2 Materials and apparatus. Five small-scale representations of each of 18 familiar, 3-D objects were printed in plastic using a 3-D printer. Each of these 90 stimuli was mounted onto a plastic base (a CD case) which was 14 cm wide612 cm high. The 3-D objects were bilaterally symmetrical or nearly so. Their axis of symmetry was oriented to be parallel to the base. All five versions of each object were attached to the base at the same orientation and location. Each set comprised: a full 3-D model; a squashed version of the 3-D model which was distorted (squashed) by reducing the axis which ran perpendicular to the base by 50% relative to the two orthogonal axes; the upper half of the 3-D model, divided along the axis of symmetry; the filled-in outline contour of the 3-D model (plane) for a view perpendicular to the axis of symmetry; and the plane version without internal fill (cookie-cutter) (see figures 1, 2, and 3). The outline contour is equivalent to the occluding contour given an infinite viewing distance. The lines in the cookie-cutter version were 1^2 mm thick. In contrast to many previous studies which used raised-line drawings, no internal edges were represented in the cookiecutter versions and no pictorial conventions were included to suggest perspective. For example, only two of the chair legs were depicted, rather than all four being shown with the furthest two being shorter and to the side of the nearer legs. This was done to control the shape information available across the five versions.
The maximum depth of the object along the axis perpendicular to the base was identical for the half, squashed, plane, and cookie-cutter versions, and it was twice as deep for the 3-D stimuli. The two other orthogonal dimensions of the object (its height and width for the two axes parallel to the base) were identical for all 5 versions. The depth, height, and width varied across the 18 objects. (1) The average depth was 4 cm for the 3-D versions and 2 cm for the other versions, and the average height and width was 8 cm (maximum 20 cm). The stimuli were placed in a fixed location on a table. This location was marked with fixed plastic blocks (see figure 4 ). To the left and right of this location were small plastic squares on which participants rested their hands in-between each trial. A curtain blocked the participant's view of the stimuli.
2.1.3 Design and procedure. On each trial, the experimenter placed the stimulus in front of the participant, in-between his/her hands. Stimuli were oriented to be upright relative to the participant (ie with the bottom of the object nearest to the participant and the top furthestösee figure 4) with the base flat on the table. The experimenter then pressed (1) Printing and mounting issues meant that a few of the stimuli were not as described. The 3-D (and, to a lesser extent, the squashed) versions of some of the objects, especially the bell and iron, had to be mounted at a slight tilt, since the bottom of the object was wider than the top. This meant that the axis of symmetry was not parallel to the base, unlike in the half, plane, and cookie-cutter versions. For the bell, the cookie-cutter version was larger than the other versions in experiments 1 and 2 only, and the cookie-cutter and plane versions were not as deep as the half and squashed versions. The half, plane, and cookie-cutter versions of the dolphin were mounted on a printed plastic background rather than on a CD case. In experiment 1, the half version of the hand had the little finger misprinted, whilst in experiments 1 and 2 the 3-D version of the hand had the index finger misprinted. In experiment 1 the half version of the toilet faced left, whereas it faced right in the other four versions. Similarly, the half and 3-D versions of the head faced right, whereas it faced left in the cookie-cutter, plane, and squashed versions. There was a small dent in the 3-D version of the head. The stem of the squashed version of the pear had a different size and position relative to the other four versions. a key on the computer keyboard to trigger an auditory signal``Go'' which told the participants that they could move their hands from their resting position to touch the stimulus. People could use both hands but they were not allowed to rotate, move, or pick up the stimulus. They had unlimited time to name the object. They were instructed to respond accurately as their main priority, but also to name objects as rapidly as possible, and to guess if necessary. As soon as the participant had named the object the experimenter pressed a key on the computer keyboard. The computer recorded the interval from the``Go'' signal to this time as the participant's RT to name the object. The experimenter then typed in the participant's response while the participant returned his/her hands to the resting position. Everybody completed one block of 18 trials. Separate groups of twelve people felt the 3-D, squashed, half, plane, and cookie-cutter stimuli. Half of each group felt the objects in one fixed order and the other half felt them in the reverse order. One of the two block orders was dolphin, chair, hand, hammer, bottle, gun, head, saucepan, banana, scissors, bell, tap, shark, toilet, pear, lamp, cup, iron. The experiment took around 15 min to complete and there were no practice trials. Afterwards, people were asked whether they had seen any of the stimuli and what their strategy had been to try to recognise the objects.
Before the start of the experiment, the experimenter described the type of stimuli that people would feel. They were told that the stimuli would be small plastic models of familiar objects and they were shown pictures to illustrate the stimuli. For the 3-D and squashed stimuli, they were shown a picture of a toy 3-D duck. For the half stimuli they were shown a picture of a bas-relief sculpture. For the cookie-cutter and plane stimuli they were shown a picture of a set of animal cookie-cutters and animalshaped cookies and they were told that they would feel something like the cutters or the cookies, respectively.
Results
In this experiment and in experiments 2 and 3 no participant was replaced, nobody reported having seen any of the stimuli during the experiment, and many participants said that they tried to use visual imagery to recognise the stimuli. ANOVAs were conducted on the inverse of the mean correct RT to reduce the influence of long RT outliers (Ratcliff 1993 ) and on the percentage of errors (see figure 5 ). There was one empty cell in the by-participants RT analyses and 13 empty cells in the by-items RT analyses. These cells were replaced by the mean for the appropriate condition. In the analyses there was one between-subjects but within-items factor of depth (the object version: 3-D, squashed, half, plane, or cookie-cutter). Here, and in experiments 2 and 3, the results for the F-value in the by-participants and by-items analyses are reported using superscripts: F p and F i , respectively. Unless otherwise stated, all pairwise differences noted below were significant ( p 5 0X05) in by-participants and by-items a-posteriori Newman^Keuls analyses.
Depth was significant for RT (F p 4 60
For RT, plane (9.8 s), cookie-cutter (10.0 s), and squashed (9.9 s) versions were all named slower than half (8.0 s; in the by-items but not the by-participants a-posteriori analyses) and 3-D (7.1 s) versions. Accuracy was worst for plane (68% errors) and cookie-cutter (65% errors) versions, which were named less accurately than the other three versions. In addition, squashed versions (49% errors) were named less accurately than 3-D versions (25% errors), with half versions (36% errors) of intermediate accuracy. There were no significant differences in accuracy between 3-D and half, between half and squashed, and between plane and cookiecutter versions. half and squashed versions of objects were identified quite accurately. Importantly, the poor recognition of the plane and cookie-cutter versions was not because people just did not try to identify them, since people spent more time exploring these stimuli. Instead, these results show that integrating sequentially acquired haptic information from the outline contour of an object is extremely difficult. These results reveal that depth information is a critical factor in determining the efficiency of haptic object identification. It is, though, also important to note that in experiment 1 even the 3-D models with full depth information were difficult to recognise. The present results cannot be directly compared with those of other studies since different stimuli and tasks were used. However, error rates for the 3-D versions here (25%) were at least twice as high as in previous studies presenting real everyday objects for free exploration with both hands (4%^12% for Lawson 2008, 2009a; Klatzky et al 1985 Klatzky et al , 1993 . Furthermore, error rates for the present 3-D versions were more similar to those found in studies presenting a different set of small-scale plastic models of objects (Lawson 2009 (Lawson , 2011 . These two comparisons suggest that perceptual information other than depth, such as size, texture, and hardness, provides crucial extra cues for haptic object recognition.
Unlike accuracy, the speed of identifying the 3-D stimuli (7 s) was broadly similar to that reported for other 3-D objects which could not be moved or lifted (2^6 s for Lawson 2008, 2009a; Klatzky et al 1993; Lawson 2009 Lawson , 2011 . In contrast, the cookie-cutter versions were identified several times faster (12 s) than has typically been reported for the recognition of raised-line drawings. There was also no difference between the plane and cookie-cutter versions, contrary to the findings of Thompson et al (2003) . Details were not provided in their paper, but the description of their stimuli suggests that the lines defining their raised-line stimuli were harder to detect than the edges of their plane stimuli. Their raised-line drawings were produced with swell paper so were probably under 1 mm high and similarly narrow and difficult to trace; mean RTs were 35 s. In contrast, little motor control was needed to run a finger along the top of the well-defined edges of our cookie-cutter stimuli and responses were three times faster. Note that no useful information about identity was available from the height of our cookie-cutter stimuli. This height was constant for a given stimulus; only the 2-D location of the outline was informative. Specifying contours with plastic lines rather than swell paper may allow people to extract information much faster and this, in turn, may aid haptic recognition. If so, then this could provide a simple means to improve pictures and diagrams made for partially sighted and blind people. We intend testing this hypothesis directly by comparing the recognition of the same outline stimuli produced with swell paper versus plastic printing.
Experiment 2
In experiment 2 the way people could acquire information from the 3-D and plane versions was restricted to determine whether the advantage for full-depth stimuli found in experiment 1 remained when both versions had to be explored with similar movements. The 3-D and plane versions were tested because they spanned the range from full to no depth information and they were, respectively, the easiest and hardest stimuli to identify in experiment 1. Relative to the two-handed exploration permitted in experiment 1, haptic exploration was restricted in two ways. One group could only use one finger to explore, whilst a second group had to use probes (two pens) to feel the objects indirectly. The motivation for testing these two manipulations are considered in turn below. Lederman and Klatzky (1987; see also Klatzky et al 1987; Klatzky 1990, 2004) classified the main types of hand movements used for exploring real everyday 3-D objects. Important exploratory procedures included lateral movement to test texture or roughness, pressure to assess hardness, unsupported holding to indicate weight, enclosure for global shape and contour-following for local shape. Only enclosure and contour-following code for shape properties. The other exploratory procedures would be uninformative for the plastic models tested here (see also Cooke et al 2010) . Relative to the more specialised procedure of contour-following, enclosure is usually faster and is employed earlier in exploration. Typically, enclosure provides more gross large-scale shape information than contour-following , though for speeded responses enclosure can be informative about salient local features (Plaisier et al 2009) .
In experiment 1, people freely explored the stimuli using both hands. This may have benefitted the 3-D, squashed, and half versions because enclosure with the whole hand could quickly extract overall, global shape. In contrast, observation of people feeling the cookie-cutter and plane stimuli revealed that they often only used contourfollowing, sequentially feeling with one finger along the outline edge of the stimulus.
It is not yet known what determines when people spontaneously use a single finger versus one hand or both hands to explore haptic stimuli. Many aspects of the stimulus (such as size, symmetry, and depth cues) and other factors (such as individual differences and whether the participant is seated or standing) may play a role. Symmons and Richardson (2000) found that single-finger exploration was used about two-thirds of the time when people had to haptically recognise raised-line drawings similar in size to our stimuli. The next most common strategy was holding multiple fingers close together to form a single, larger surface. People rarely used multiple fingers of one hand to simultaneously explore different parts of the stimulus. In contrast, Wijntjes et al (2008a) reported that both hands were used about two-thirds of the time during free exploration of raised-line drawings. They used both small (10 cm, similar to our stimuli) and large (35 cm) stimuli. However, here the preference for two-handed exploration of small stimuli may have been because the two sizes of stimuli were presented in an alternating sequence.
In experiment 2, rather than just observing people's preferred exploration strategies, we restricted which strategies could be used. Requiring single-finger exploration prevented objects from being enclosed. Since there were no non-shape cues to identity, this forced people to rely on contour-following. This was only expected to disadvantage the recognition of 3-D versions, since enclosure was not predicted to be useful for identifying plane versions. Requiring the use of probes (pens) to feel the stimuli assessed the importance of accurately accumulating depth information available from direct skin contact. Unlike probes, the finger pad provides information about fine-scale shape over a small area. Pilot testing revealed that it was extremely hard to recognise stimuli with a single probe, so people were given two probes to try to make the task easier. With two probes, one could be kept as a static marker, so that exploration was relative to a fixed point, which could help to define a spatial reference frame during exploration.
Similar manipulations to those used in experiment 2 have been tested in previous studies of haptic object recognition. Klatzky et al (1993) and Lederman and Klatzky (2004) investigated how restricting haptic exploration influenced the recognition of everyday real objects and a matched set of raised-line drawings. Exploration of real, 3-D objects with both hands (6 s RT, 5% errors) was much faster than single-finger exploration (31 s RT, 8% errors) which, in turn, was far superior to the use of a single probe (85 s RT, 40% errors). The single probe was a 15 cm shaft with a 2^4 mm elliptical tip, so was similar to the pen probes used in experiment 2. Raised-line drawings were much harder to recognise than 3-D objects whether exploration was with the whole hand (around 75 s RT, 70% errors) or a single-finger (90 s RT, 83% errors). Similarly, Wijntjes et al (2008b) found 10% more errors for one-handed than for two-handed exploration of raised-line drawings. In contrast, Loomis et al (1991) failed to find a difference between one-finger versus two-finger exploration for the recognition of raisedline drawings. However, this null finding may have been because their manipulation did not produce a sufficiently large change in the field of`view', particularly since people were told to hold both fingers together in the two-fingered condition.
In summary, restricting exploration from two hands to one hand or to just one finger or only allowing indirect stimulus contact via a probe usually slows exploration and/or increases errors. However, the 3-D stimuli tested by Klatzky et al were real everyday objects. In contrast, experiment 2 compared people's ability to identify 3-D and plane stimuli which lacked non-shape cues to identity (such as hardness, size, texture) and which differed only in the amount of depth information provided. Performance by the two-pens group was extremely poor so, in addition, four experts were tested in this condition to test the effect of prior knowledge of the stimuli.
3.1 Method 3.1.1 Participants. Forty-eight volunteers with no prior experience of the stimuli took part in the study (eleven male, two left-handed, mean age 21 years). Of these, twentyfour were allocated to the one-finger group and twenty-four to the two-pens group. In addition, four experts were tested in the two-pens condition, all of whom were visually familiar with the objects. These experts (one male, none left-handed, mean age 29 years) comprised the first author, the two research assistants who tested most of the participants in experiments 1 and 2, and a graduate student who was given a 20 min visual training session with the stimuli immediately before being tested. They had little or no experience of haptically recognising the stimuli.
3.1.2 Materials and apparatus. These were identical to those in experiment 1. In addition, two identical pens with caps were used. These were 145 mm long and the tips of their caps were approximately 2 mm in diameter.
3.1.3 Design and procedure. The procedure was identical to that in experiment 1 except for the mode of exploration. Participants in the one-finger group were told to feel the stimuli with the index finger of their preferred hand. They were monitored to ensure compliance with this instruction. Participants in the two-pens group were given one pen to hold in each hand. They could hold the pen at any point but they were told not to touch the pen caps and to feel the stimuli with the tips of the caps only. They were instructed not to touch the stimuli with any part of their hand and the experimenter checked that they did not do this. The experimenter told the participants in both groups where to move their fingers or pens if they failed to locate the stimulus at the start of the trial or if they moved away from the stimulus during a trial. In both groups, twelve people felt the 3-D versions and twelve felt the plane versions. The experts felt the 3-D and the plane versions in two separate blocks, with stimulus order counterbalanced across the four participants. Two new item orders were generated for the experts since three experts were familiar with the orders used in experiments 1 and 2.
Results
ANOVAs were conducted on the inverse of the mean correct RT and on the percentage of errors for the one-finger and two-pens group in experiment 2 and the 3-D and plane bothhands group from experiment 1. The analyses included data from seventy-two people in three haptic exploration groups (one finger, two pens, and both hands) with each group comprising twelve people who felt 3-D versions and twelve who felt plane versions.
Empty cells were filled with the mean for the appropriate condition. In the by-participants RT analyses there was 1 empty cell in the both-hands group and 6 empty cells in the two-pens group. In the by-items RT analyses there were 6 empty cells in the both-hands group, 1 empty cell in the one-finger group, and 22 empty cells in the two-pens group. In all analyses there were two factors: depth (3-D or plane) and exploration (one finger, two pens, or both hands). These factors were both between-subjects for the by-participants analyses and were both within-subjects for the by-items analyses. Unless otherwise stated, all pairwise differences noted below were significant ( p 5 0X05) in by-participants and by-items a-posteriori Newman^Keuls analyses.
Depth was significant for RT (F 
). There were substantial differences between all three conditions. Naming was faster and more accurate for the both-hands group (8.2 s RT, 47% errors) than the one-finger group (26.0 s RT, 55% errors) which, in turn, was faster and more accurate than the two-pens group (38.4 s RT, 93% errors). The nearfloor performance of the two-pens group was not due to people giving up after only briefly exploring the stimulus. The mean RT for all of their trials (rather than only the correct trials as reported above) was 66.9 s and 74.6 s for plane and 3-D versions, respectively so, typically, over a minute was spent trying to recognise each object. This effort was, though, to no avail. On average, people in the two-pens group recognised just one object.
Finally, the interaction of depth6exploration was significant for RT (F (9.8 s RT and 68% errors versus 7.1 s RT and 25% errors) and the one-finger group (33.1 s RT and 72% errors versus 21.3 s RT and 38% errors; though the RT difference for the by-participants a-posteriori analysis was not significant). However, performance was similarly poor for both versions for the two-pens group (37.6 s RT and 93% errors versus 39.2 s RT and 94% errors). For plane versions, using both hands was faster but no more accurate than a single finger, which, in turn, was more accurate but no faster than using two pens. For 3-D versions, using both hands was faster and more accurate than a single finger which, in turn, was faster and more accurate than using two pens (the latter difference was not significant for RT for the by-participants a-posteriori analysis).
3.2.1 Experts using two pens. Novices in the two-pens group identified a maximum of 4 of the 18 items, with most identifying either none or just one (38.4 s RT, 93% errors). However, they were unfamiliar with the stimuli. In stark contrast, the four experts were quite good at identifying both the 3-D (20.8 s RT, 10% errors) and plane (25.0 s RT, 10% errors) versions. Thus, useful information could be extracted using two pens given sufficient visual familiarity with the stimuli and knowledge of the object set. Interestingly, though, as for the novice two-pens group, the experts were no better at identifying the 3-D than the plane stimuli, unlike the results for the both-hands and single-finger groups. The experts did not have the problem of the floor effect for the two-pens novice group. Indeed, RT for the experts fell between that for the both-hands and single-finger groups and accuracy was superior to both groups (see figure 5) . Introspective reports by the experts indicated that they often engaged in explicit hypothesis-testing (does the item have a concavity? is it elongated?) rather than trying to perceive the overall shape of the object.
Discussion
Altering the mode of haptic exploration had a dramatic effect on the ease of recognising stimuli. The 3-D versions were identified slower and less accurately when a single finger was used rather than both hands. Thus, preventing people from using an enclosing exploratory procedure disrupted recognition when full-depth information was available. In contrast, single-finger exploration of the plane versions was no less accurate than with the use of both hands. This suggests that the plane stimuli were recognised by contour-following, and that enclosure was not a useful exploratory procedure. However, this interpretation is complicated by the observation that people were over three times slower to recognise the plane versions with a single finger (33 s) compared to when they could use both hands (10 s). Clearly, exploration was not identical in the two cases. Using both hands probably helped to guide the finger during contour following and it may also have aided location of the most informative parts of the contour, speeding up exploration. Nevertheless, the present results suggest that information could eventually be accumulated and integrated just as successfully with the use of only one finger. Further research is needed to investigate why slowing exploration did not reduce accuracy in this case. It has usually been assumed that a major reason why haptic object recognition is worse than visual object recognition is its reliance on slow, sequential accumulation of information (Craddock et al, submitted; Loomis et al 1991) . It is therefore surprising that a manipulation which slowed responses over three-fold did not increase errors. Importantly, although the advantage in accuracy for 3-D over plane versions was significantly reduced when objects were explored with just one finger (33% benefit) rather than with both hands (43% benefit), most of this advantage remained. Thus the bulk of the benefit in providing full-depth information in the 3-D versions is not simply because 3-D stimuli enable a wider variety of exploratory strategies to be used. Instead, most of this advantage appears to come from the extra shape information per se and this could be extracted even by a single finger moving sequentially across the surface of an object.
Finally, performance was extremely slow and inaccurate when either 3-D or plane versions were explored with two pens rather than by direct skin contact. Lederman and Klatzky (2004) reported similarly poor performance whether objects were explored with a rigid plastic finger sheath or with a long probe. This suggests that using a probe is not harder simply because the hand is then further from the object's surface than when exploring with a fingertip. The rigid sheath used by Lederman and Klatzky was individually moulded to the participant's index finger and was only around 1.5 mm thick, yet it did not improve the recognition of real everyday objects over that when exploring with a 15 cm long probe like the pens used here. In contrast, haptic object recognition with gloves is quite good (Klatzky et al 1993) , so being able to feel with a flexible surface may be the critical factor for successful identification. The poor performance of novices in experiment 2 was not because it was impossible to use probes to gain shape information indirectly. Experts who were visually familiar with the stimuli performed quite well in the two-pens condition despite having little experience in recognising the stimuli haptically or in using probes to identify objects by touch. The three experts with most experience with the stimuli made just 3% errors. Nevertheless the experts, like the novices, showed no advantage for the 3-D over the plane versions so the use of a probe eliminated the advantage to recognition of providing full-depth cues.
Experiment 3
Experiment 3 was designed to compare people's ability to recognise upright and 1808 plane-misoriented versions of the 3-D and cookie-cutter stimuli. Extensive research on presenting line drawings of objects visually has established that there is a complex but systematic relationship between the plane orientation of a picture of a familiar object relative to its usual, canonical upright orientation, and both the speed (eg Jolicoeur 1985; Jolicoeur and Milliken 1989) and accuracy (eg Jolicoeur 1999, 2003) of recognition (see Lawson 1999 for a review). In contrast, as far as we are aware, the effect of plane misorientation on haptic object recognition has not been tested directly. However, some related studies are reviewed below.
As discussed in section 1, if the haptic recognition of pictures is mediated by visual imagery because the occluding contour which defines them is only meaningful to vision, not to haptics, then the cookie-cutter versions might be especially susceptible to the effects of plane misorientation. This is because there is good evidence that stored visual representations of familiar objects are coded with respect to the usual, upright orientation of the object. In addition, plane rotation disrupts the haptic recognition of both letters and Braille (Heller 1987 (Heller , 1992 . Plane-misoriented 3-D stimuli might also be expected to be harder to recognise, given that haptic object recognition is influenced by orientation in depth in both short-term matching (Lawson 2009 ) and longer-term memory tasks (eg Lawson 2008, 2010; Ernst et al 2007; Newell et al 2001) . In addition, Woods et al (2008) found that there were preferred, canonical views of both familiar and novel 3-D objects.
In addition, two recent studies showed that the visual reference frame and the ability to use vision to augment haptically acquired representations can both influence the haptic recognition of raised-line drawings. First, Scocchia et al (2009) reported that raised-line drawings were easier to recognise haptically when blindfolded people had their head and eyes directed towards the stimulus (57% errors) than when their heads were turned 908 away from it (68% errors). Second, Wijntjes et al (2008b) found that people who had failed to identify a raised-line drawing were often able to recognise it later, after viewing a sketch they made of what they had felt. This benefit only occurred if they were able to see their sketch, not if they just made the sketch or if they could only feel their sketch. Thus, visually externalising people's haptically acquired mental images aided recognition, similar to the advantage for drawing images that occurs for verbally defined stimuli (Finke et al 1989) . Also, an interesting series of studies has found that several different reference frames (centred on the hand, the body, or the environment) can all influence haptic object perception (eg Kappers 2004 Kappers , 2007 Volcic et al 2007 Volcic et al , 2009 ). However, note that in the present study all of these spatial reference frames were both fixed and approximately aligned with each other, with the object being 1808 plane-rotated within these frames.
Of most direct relevance to experiment 3, Heller and colleagues (2002 Heller and colleagues ( , 2006 Heller and colleagues ( , 2009 found that people are fairly good at haptically matching 3-D objects to raised-line drawings representing an object from different viewpoints (top, side, perspective). In particular, Heller et al (2006) tested simultaneous haptic matching of novel 3-D objects to plane-rotated, raised-line drawings of these objects. Performance for objects with the same orientation as the drawings (experiment 2) was similar to that when the objects were plane-rotated by 458 (experiment 3). However, participants in experiment 2 were subsequently tested in experiment 3, so similar performance across both studies might be either because there was no cost for plane rotation or because beneficial practice effects counteracted a cost for plane rotation. Heller et al also tested 12 naive people in experiment 3. Participants in this group were not compared statistically to those in the equivalent group tested in experiment 2, but were somewhat less accurate which, in turn, suggests that there might have been a cost for plane rotation. Any cost could, though, have resulted from the plane-rotated 3-D objects being presented at 458, rather than being due to plane-rotation per se. It may be easier to represent and explore stimuli where the main axis of elongation and symmetry run along the plane of the body midline. In summary, Heller et al's (2006) results show that people can match plane-rotated stimuli but these studies were not designed to assess whether plane-rotated stimuli are harder to recognise haptically than upright stimuli. This was the aim of experiment 3. 4.1 Method 4.1.1 Participants. Thirty-two volunteers took part in the study (ten male, two left-handed, mean age 21 years) with sixteen feeling 3-D versions and sixteen feeling cookie-cutter versions.
4.1.2 Materials and apparatus. These were identical to those in experiment 1 except for the following points. The materials were the 3-D and cookie-cutter versions of the stimuli used in experiment 1, except that the scissors and hammer were removed from the experimental set because they do not have a canonical upright orientation, the dolphin was removed because it was on a different-sized base (see footnote 1), and 5 new objects were added to increase the set size from 18 to 20. The new objects were a traffic cone, glass, camel, light bulb, and shoe, and the stimulus presentation order is given in figure 6 . The shark, which was mounted diagonally in experiments 1 and 2, was re-mounted so that its main axis was horizontal and parallel to the bottom of the base (see figure 6 ). An angled stand (a CD holder) replaced the location where stimuli were presented in experiment 1 (see figure 7) . Stimuli on this stand were at an angle of 318 from the horizontal, where 908 would mean that the stimuli were presented vertically. Stimuli were not positioned vertically, first, because this would make them difficult to explore since the participant's hands would have to flex back to feel them and, second, because it was not possible to firmly fix the heavier stimuli at steep angles. 4.1.3 Design and procedure. The procedure was identical to that in experiment 1 except that all stimuli were placed on an angled stand rather than flat on the table. Each stimulus was placed on the stand either upright (08, with the top of the object furthest away from the participant and higher than the base of the object) or upside-down (rotated by 1808 relative to the upright orientationösee figure 7). It could be argued that . The 20 object categories were chair, hand, bottle, gun, head saucepan, banana, bell, tap, shark, toilet, pear, lamp, cup, iron, traffic cone, glass, camel, light bulb, and shoe. Objects were presented in this order to half of the participants and in the reverse order to the remaining participants. it makes no sense to refer to a plane rotation for haptics since no plane of rotation has a special significance for haptics, whereas the picture plane (perpendicular to the line of sight of the viewer) is always uniquely defined for vision. However, the hand is often partially or fully restricted to exploration within one plane which is then privileged, especially for 2-D stimuli like Braille letters and raised-line drawings. Furthermore, our manipulation altered the position of the top relative to the bottom of the stimulus within hand, body, and allocentric reference frames, all three of which have been found to be important for haptics (Volcic et al 2009) . Thus, regardless of whether the term plane rotation' is appropriate to describe our manipulation, it influenced the perceived orientation of the object, the similarity of this orientation to that object's usual orientation as experienced in the world, and the relation of this orientation to stored visual representations of the object. The stimuli were presented twice, in two blocks. The orientation of the first stimulus in the first block (08 or 1808) was counterbalanced across participants, giving eight people in each subgroup. Object orientation (08 or 1808) alternated on each subsequent trial. The 20 objects felt in the first block were shown in the same order in the second block, but with the other orientation (1808 or 08). Within each subgroup of eight people, four felt the stimuli in one presentation order and the other four felt stimuli in the reverse order. People were told that objects would either be placed in their usual, upright orientation or that they would be rotated by 1808 in the plane to be upside-down. Two practice trials (presenting the scissors and hammer) were given prior to each experimental block.
Results
ANOVAs were conducted on the inverse of the mean correct RT and on the percentage of errors (see figure 8 ). Empty cells were filled with the mean for the appropriate condition. In the by-participants RT analyses there were no empty cells for the 3-D group and 9 empty cells for the cookie-cutter group. In the by-items RT analyses there was 1 empty cell for the 3-D group and 18 empty cells for the cookie-cutter group. much better performance than no depth cues. Experiment 2 showed that the advantage of having depth information was not simply because it allowed more exploratory strategies to be used, although being able to enclose an object to quickly gain information about global shape played a minor role in the 3-D advantage. In contrast to the modest cost of limiting exploration to a single finger rather than both hands, restricting people to using probes to indirectly explore objects produced a dramatic drop in performance, whether or not depth information was available. Finally, experiment 3 showed that, unlike visual object recognition, plane misorientation did not disrupt haptic recognition, irrespective of whether depth information was available.
No previous study has systematically varied the amount of depth information available to aid the haptic recognition of objects. These results provide an important advance on earlier research by assessing the benefit to haptics of depth information about shape whilst controlling for the presence of other cues to identity. The current findings show that 3-D stimuli are easier to identify even after removing non-shape cues such as texture and hardness. Indeed, most of the advantage of depth information remains even if exploration is limited to using just one finger. It was only eliminated when people had to explore stimuli using probes rather than direct skin contact, indicating that contact with a flexible surface is necessary for efficient haptic identification (see also Lederman and Klatzky 2004; Klatzky et al 1993) .
In order to match the different versions of each object, the cookie-cutter and plane versions tested here were outlines with no internal detail. An artist's drawing of many of the objects would have used extra lines, for example to indicate the ear for the head. The present study might, therefore, have underestimated people's ability to haptically recognise pictures of objects. However, the purpose of this study was to directly compare stimuli which varied in the amount and type of depth information available, not to determine whether other cues (for example, lines to indicate perspective) can be used to compensate for the lack of this information.
Finally, the contours of the cookie-cutter stimuli used here were defined clearly, using hard plastic lines which were raised well above the background surface. These stimuli are probably easier to explore than raised-line drawings made with swell paper or similar material. Since plastic outline stimuli can now be printed quite easily, this difference may be of practical importance when producing pictures or diagrams for partially-sighted or blind people. However, the recognition of matched plastic versus swell-paper raised-line stimuli needs to be compared directly before such a recommendation can be made.
In conclusion, these results indicate that spatial information plays a different role in haptic compared to visual object recognition. Haptics, unlike vision, is extremely sensitive to the availability of depth information. In contrast, vision, but not haptics, is sensitive to whether objects are presented at their usual plane orientation. These findings extend a recent body of evidence suggesting that the achievement of object constancy for vision and haptics is broadly similar in many situations, but that these superficial similarities may be misleading since there are important differences between the two modalities. For example, there are similar costs to generalising over changes in depth rotation (Craddock and Lawson 2008; Lawson 1999 Lawson , 2009 Newell et al 2001) , mirror-image reflection (Craddock and Lawson 2009a) , and object size Lawson 2009b, 2009c) . However, there are also significant differences (eg Lawson 2009; Martinovic et al, submitted) . The present results supplement this evidence for differences between visual and haptic object processing.
