Are the phonological representations of printed and spoken words isomorphic? This question is addressed by investigating the restrictions on onsets. Cross-linguistic research suggests that onsets of rising sonority are preferred to sonority plateaus, which, in turn, are preferred to sonority falls (e.g., bnif bdif lbif). Of interest is whether these grammatical preferences constrain the recognition of auditory and printed words by speakers of English-a language in which such onsets are unattested. Five experiments compare phonological lexical decision responses to nonwords, including unattested onsets, through either aural or visual presentation. Results suggest that both hearers and readers are sensitive to the phonotactics of unattested onsets. However, the phonotactic generalizations of hearers and readers differ on their scope and source. Hearers differentiated all three types of onsets (e.g., bnif, bdif, and lbif), and their behavior implicated both grammatical and statistical constraints. In contrast, readers were able to differentiate only those structures similar to attested English onsets from dissimilar structures (i.e., bnif vs. bdif or lbif), and their preferences reflected statistical knowledge alone. These findings suggest that the phonological representations informing lexical decision to spoken and printed words are not isomorphic.
Many complex cognitive skills are erected on domain-specific systems of core knowledge (Spelke, 2000) . Reading is a case in point. Reading is the skill of mapping spelling onto phonological representations (Perfetti, 1985) . There is ample evidence that readers routinely assemble phonological representations from print, and such representations specify various aspects of linguistic knowledge (e.g., Berent, Shimron, & Vaknin, 2001; Treiman, Fowler, Gross, Berch, & Weatherston, 1995) . However, the nature of such knowledge and representations is not entirely clear. Is the computation of phonology from print shaped by the same knowledge available in the representation of spoken language?
1 Is the phonological representation from print isomorphic to the one computed on spoken language?
Understanding the linguistic phonological constraints on reading requires an account of linguistic knowledge and representations. These, however, are subject to an ongoing debate. Consider, for example, the restrictions on the structure of onset clusters (e.g., bl in block). Most English speakers would agree that blif is a possible English word whereas lbif is not. Although such intuitions are uncontroversial, the knowledge guiding these judgments is highly contentious. One view attributes phonological knowledge to a domain-general mechanism of statistical learning that tracks the co-occurrence of linguistic tokens (e.g., specific phonemes, such as b and l) in speakers' linguistic experience (e.g., Dell, Reed, Adams, & Meyer, 2000; Rumelhart & McClelland, 1986) . For example, the preference for blif over lbif might be due to the fact that many English words begin with a bl, whereas none begin with lb. According to an alternative account, such intuitions might be due to grammatical knowledge that is potentially specific to language (Chomsky, 1980; Pinker, 1994) . Grammatical knowledge encodes the constituent structure of mental variables (e.g., Fodor & Pylyshyn, 1988; Marcus, 2001; Pinker & Prince, 1988; Smolensky, 2006) . Specifically, the grammatical knowledge of onset structure might concern two classes of segments, defined by the variables obstruents (e.g., b, p) and sonorants (e.g., l, r) . Unlike statistical knowledge, grammatical knowledge extends to all members of a class equally, irrespective of their frequency in speakers' linguistic experience. For example, knowledge regarding the class of obstruents might apply equally to the frequent English phoneme b and to the foreign phoneme x (as in chanukkah; see Berent, Marcus, Shimron, & Gafos, 2002) . Moreover, several linguistic theories propose that all grammars include universal restrictions on language structure (e.g., Chomsky, 1980) . Optimality theory (Prince & Smolensky, 2004) further predicts that speakers possess universal constraints regarding structures that may be unattested in their language. In the previous example, the dispreference for lb might reflect a universal grammatical constraint that identifies sonorant-obstruent onsets as dispreferred relative to obstruent-sonorant onsets (Smolensky, 2006) . Crucially, such universal preferences might be present even if bl and lb are both absent in the language.
Past research has attempted to probe for such universal preferences in the representation of spoken language (e.g., Berent, Steriade, Lennertz, & Vaknin, 2007; Davidson, 2006a; Moreton, 2002; Wilson, 2006; Zuraw, 2005) . Here, I examine whether universal grammatical constraints on spoken language extend to the representation of print. My case study concerns the abovementioned restrictions on onset clusters. Across languages, certain onsets are preferred to others: Onsets such as bn are preferred to onsets such as bd, which, in turn, are preferred to onsets such as lb (e.g., Smolensky, 2006) . Previous research has shown that English speakers are sensitive to the entire hierarchy of onsets (e.g., bn bd lb) even though none of these onsets is attested in their lexicon (Berent et al., 2007) . These findings suggest that speakers are equipped with broad preferences concerning onset structure. The goal here is determine whether such preferences constrain silent reading. This, in turn, might help to determine whether the representations of printed and spoken words are isomorphic.
The isomorphism of phonological representations computed across different modalities is potentially informative not only for reading research but also for phonological theory. Recent work in phonology underscores the articulatory and auditory basis of sound patterns (e.g., Browman & Goldstein, 1989; Hayes, Kirchner, & Steriade, 2004) . The intimate link between phonology and phonetics raises the possibility that many phonological constraints are conditions relating to phonetic implementation factors: perceptibility, effort, or articulatory timing. Silent reading offers a unique opportunity to dissociate phonological knowledge from constraints that are strictly linked to phonetic processing. A convergence between the representation of spoken and printed language would strongly implicate a common representational system that is general with respect to stimulus properties. A divergence might indicate among other possibilities that certain phonological computations are contingent on the phonetic properties of auditory inputs.
Before describing the manipulation, it is first necessary to review the restrictions on onset structure (summarizing the discussion in Berent et al., 2007) . The next sections proceed to test whether such restrictions shape the representation of print.
Sonority-Related Constraints on the Representation of Spoken Language
Many languages allow syllables that begin with a consonant cluster. However, the range of admitted clusters is strictly constrained. English, for example, allows combinations such as bl but disallows combinations like lb. The restrictions on the cooccurrence of consonants have been characterized in terms of their sonority (Blevins, 1995; Clements, 1990 )-a scalar property that correlates with the loudness of a segment (Ladefoged, 1975) . Louder segments (e.g., l) are more sonorous than quieter segments (e.g., b) . Although the precise definition of sonority is debated (e.g., J. J. Ohala, 1990) , most linguists agree that vowels and glides (e.g., a and e vs. y and w, respectively) are the most sonorous segments, followed by liquids (e.g., l, r), nasals (e.g., n, m), and obstruents (e.g., s, sh, z, f, v, th, p, b, t, d, k, g) .
One can use the sonority scale to capture the properties of the clusters allowed by a given language. For example, English clusters such as bl manifest an abrupt, large rise in sonority from the obstruent b to the liquid l, whereas Russian allows even onsets of falling sonority (e.g., rzhan "zealous," a liquid-obstruent cluster). Although languages differ on the sonority profiles they allow, the types of allowable profiles are systematically constrained. First, large sonority rises are more frequent than smaller ones (including plateaus and falls). Second, languages that tolerate small sonority rises tend to allow larger ones, but not vice versa (Berent et al., 2007) .
Such distributional asymmetries are of interest because they might reflect universal grammatical restrictions. Prince and Smolensky (2004) proposed that there exists a set of universal markedness restrictions, present in the grammar of all individual speakers. Markedness restrictions are grammatical constraints that disfavor certain linguistic structures (e.g., syllables beginning with a complex onset, such as play). Structures that violate markedness constraints are marked, that is, tagged by the grammar, in contrast to unmarked structures, which escape constraint violation and are consequently more frequent. In the present case, the grammar of all speakers might include statements that render onsets with sonority falls (e.g., lb) as more marked than onsets with sonority plateaus (e.g., bd), which are more marked than onsets with small rises (e.g., bn); small rises, in turn, are less marked than large rises (e.g., bl)-the least marked onset type on the sonority hierarchy.
Of interest, then, is whether the entire hierarchy of onset structure is, in fact, available to all speakers and whether it constrains reading. To address these questions, it is necessary to examine whether people are sensitive to the markedness of onsets that are unattested in their language. Although there has been much research investigating sonority-related preferences, most of the existing evidence concerns clusters that are attested in one's language (e.g., Gierut, 1999; D. K. Ohala, 1999; Romani & Calabrese, 1998; Treiman, 1984) . The handful of studies investigating the production of unattested onsets suggests that onsets that are universally unmarked are judged as more frequent (Pertz & Bever, 1975) and are easier to produce (Broselow & Finer, 1991; Davidson, 2000) . Other studies have compared the perception of unattested clusters with other clusters, either attested (Dupoux, Kakehi, Hirose, Pallier, & Mehler, 1999; Dupoux, Pallier, Kakehi, & Mehler, 2001; Hallé, Segui, Frauenfelder, & Meunier, 1998; Massaro & Cohen, 1983; Pitt, 1998) or unattested (Moreton, 2002) . Their findings demonstrate that clusters that are both marked and unattested tend to be misperceived compared with less marked, typically attested clusters, but because markedness is typically covaried with familiarity and assessed by only a handful of items, it is unclear whether the misperception of such items is due to their sonority profile, their unfamiliar character, or some other idiosyncratic property.
A recent investigation (Berent et al., 2007) specifically links the misperception of marked clusters to their sonority profile. Berent and colleagues examined the perception of auditory clusters with a small sonority rise, plateau, or fall (e.g., bnif, bdif, and lbif, respectively) by speakers of English-a language in which these clusters are unattested. The results showed that speakers were more likely to misperceive marked clusters as disyllabic (e.g., lbif as lebif) 2 compared with relatively unmarked clusters (e.g., bdif). Specifically, in a syllable judgment task (e.g., participants had to decide whether lbif has one syllable or two), marked clusters were more likely to be classified as disyllabic. Likewise, marked clusters were misperceived as identical to their disyllabic counterparts in a task eliciting identity judgments (e.g., participants had to decide whether lbif is identical to lebif). Berent and colleagues attributed the misperception of marked onsets to a process that repairs illicit clusters by the epenthesis of a schwa (e.g., lbif 3 lebif)-a process seen also in inflection (buss ϩ s 3 busses; see Anderson, 1974) . Several aspects of the results suggest that the epenthetic representation of marked onsets is unlikely to result from an inability to encode their surface phonetic form. Moreover, the effect of markedness remained significant even after controlling for various statistical properties of the items by means of a regression analysis. Accordingly, the systematic misperception of marked clusters might reflect grammatical preferences (i.e., the ranking of the markedness constraints banning such clusters above constraints that ensure their faithful encoding; see also Gierut, 2004; Pater, 2004) . Such preferences favor unmarked clusters over marked ones even when all clusters are unattested in the language.
Does Grammatical Sonority-Related Knowledge Constrain
Silent Reading?
The present research seeks to determine whether the sensitivity to the structure of unattested onsets generalizes to silent reading. Readers' sensitivity to onset structure is gauged with the visual lexical decision task-a task that has been frequently used in reading research. To interpret the findings with printed words, however, it is necessary to evaluate them against a comparable task with aural material. Accordingly, the present investigation compared the sensitivity of English speakers to the markedness of auditory and visual nonwords by means of parallel experiments with visual and auditory materials. In each trial, participants were presented with a stimulus, either printed or spoken, and they were asked to determine whether this stimulus is an existing English word (for auditory stimuli) or sounds like one (for printed stimuli). To encourage the assembly of phonology from print, I used pseudohomophones (e.g., klip) for all visual targets. Of interest are the responses to nonword foils, especially those with unattested onsets. The following experiments investigate whether phonotactic preferences for novel onsets depend on input modality, examine the knowledge informing such preferences, gauge their scope, and probe their effect on the perception of marked onsets. In so doing, I address the following questions:
1. Does the sensitivity to phonotactics depend on input modality? The primary question of interest here is whether speakers' sensitivity to phonotactics is modulated by stimulus modality. If the phonological representation assembled from print is isomorphic to the one computed from the acoustic signal, then similar phonotactic preferences should emerge in the two modalities. Differences would suggest that responses to auditory and printed words in these experiments are informed by distinct phonological representations 2. The nature of phonotactic knowledge. A second question concerns the nature of phonotactic knowledge available to participants: Is the distinction among onset types determined by grammatical knowledge related to their sonority or by their statistical properties? Previous research (Berent et al., 2007) gauged the contribution of grammatical sonority-related knowledge by using tasks that require an explicit phonological judgment (e.g., syllable judgment, identity judgment). Of interest here is whether such knowledge constrains online responses to auditory and printed words in lexical decision. The following experimental investigation first probes for the scope of phonotactic preferences; their source (i.e., grammatical or statistical) will then be assessed by means of regression analyses presented in the General Discussion.
3. The scope of sonority-related generalizations. In view of the rapid, superficial discrimination required for lexical decision (e.g., Balota & Chumbly, 1984) , it is conceivable that the scope of phonotactic knowledge tapped by this task is reduced compared with the tasks used in previous research (Berent et al., 2007) , which elicited explicit judgments of onset structure. To quantify speakers' sensitivity to the phonotactic properties of novel onsets, the following experiments compare three types of unattested onsets that differ in their structural and statistical similarity to English onsets. One type of onset has a small sonority rise (e.g., bnif)-a profile similar to the structural and statistical properties of English onsets, which likewise rise in sonority (albeit to a larger extent) and include an obstruent and a sonorant in the first and second positions. The two other types of onsets have either a sonority plateau (e.g., bdif) or a fall in sonority (e.g., lbif). Not only are onsets with such sonority profiles disallowed in English, 3 but their statistical properties differ from those of onsets of rising sonority. A distinction among these clusters thus requires a broader generalization. Of interest is whether such generalizations are available to speakers and readers in the lexical decision task.
If lexical decision allows for the computation only of coarse phonotactic distinctions (either grammatical or statistical), then participants might exhibit a narrow preference for unattested onsets of rising sonority (onsets that resemble English clusters), but fail to distinguish among onsets with plateaus and falls (which are less similar to English onsets). To the extent that lexical decision responses are constrained by broad, fine-grained phonotactic distinctions, unattested onsets with a sonority plateau (e.g., bdif) should be favored over those with a sonority fall (e.g., lbif).
4. The scope of repair. The predictions so far have concerned speakers' preferences for novel clusters, but they have not specified how these preferences might modulate responses to such nonwords in the lexical decision task. It is well known that ill-formed foils are easier to reject (e.g., Stone & Van Orden, 1993) , and it is also clear that marked onsets are inherently ill-formed. However, previous research has demonstrated that marked onsets are not represented faithfully. Instead, they are systematically repaired in perception as disyllabic forms with a simple onset (e.g., lbif 3 lebif; Berent et al., 2007) -forms that are preferred (i.e., grammatically less marked and statistically more frequent) relative to complex ones (Prince & Smolensky, 2004) . Because the effect of markedness is modulated by repair, and because the use of repair in online lexical decisions is unknown a priori, I consider three general scenarios regarding the scope of repair and its effect on the markedness manipulation:
No repair: One possibility is that lexical decision response is utterly unaffected by repair. If speakers are nonetheless sensitive to markedness, then nonwords with marked onsets should be perceived as less wordlike (i.e., easier to reject) than unmarked ones.
Broad repair: A second possibility is that lexical decision is broadly sensitive to repair. As markedness increases, so, too, should the likelihood of repair. Because the repaired output is preferred to any type of onset cluster, marked clusters should be paradoxically harder to reject than unmarked clusters.
Repairing the most marked: A third possibility is that lexical decision allows for repairing only the most marked onsets of falling sonority, a possibility discussed in detail below. For now, suffice it to note that such a scenario will result in a complex nonlinear relationship between markedness and rejection difficulty: Repaired onsets of falling sonority should be harder to reject than the unrepaired, less marked onsets with plateaus. Conversely, onsets with sonority plateaus should be easier to reject than less marked onsets of rising sonority, as both are unrepaired.
Although the direction of phonotactic effects cannot be determined a priori, their presence can be clearly discerned: To the extent that responses to marked items differ from those observed with unmarked items, one might conclude that speakers are sensitive to broad phonotactic preferences. Of interest is whether such preferences apply to both auditory and printed materials. Experiments 1 and 2 compare narrow generalization (e.g., bnif vs. bdif) for spoken and printed words, respectively. Experiments 3-5 extend this test to broader generalizations (e.g., bdif vs. lbif).
Narrow Generalizations

Experiment 1: Auditory Stimuli
In Experiment 1, I examined the sensitivity of English speakers to the phonotactics of novel onset clusters presented aurally. English manifests onset clusters with rising sonority, either obstruent-liquids (e.g., play) or obstruent-glides (e.g., twin). Of interest is whether English speakers generalize their phonotactic knowledge to unattested onsets with rising sonority-onsets whose statistical and structural properties are close to English onsets. To examine this question, in Experiment 1 I compared the acceptability of nonword foils with unattested onsets, either a sonority rise (e.g., bnif) or a plateau (e.g., bdif). If English speakers have productive knowledge of onset structure, and if the activation of such knowledge is sufficiently fast to constrain lexical decision, then responses to auditory clusters with a sonority rise should differ from onsets with a sonority plateau. The direction of this difference depends on the representation of those unattested clusters. To the extent that these clusters are represented faithfully, then marked onsets that are relatively dissimilar to English words (e.g., bdif) should be perceived as less wordlike and, hence, easier to reject than unmarked ones (e.g., bnif). To further probe into the effect of similarity, I included a third set of English words with attested onset clusters (e.g., blif) as well. If the rejection of nonwords reflects their (grammatical or statistical) similarity to English words, then nonwords with attested English onset clusters should be perceived as more wordlike, hence harder to reject than ones with unattested clusters.
Method
Participants. Twenty-two native English speakers, students at Florida Atlantic University, participated in the experiment in partial fulfillment of a course requirement.
Materials. The materials comprised 90 English words and 90 nonword foils, presented aurally. Targets and foils were monosyllabic strings with an onset cluster. The foils had a consonantconsonant-vowel-consonant (CCVC) structure. They were composed of three matched types (see Appendix A), including either an attested English onset with a large sonority rise (e.g., blif) or an unattested onset-either with a smaller sonority rise (e.g., bnif) or with a sonority plateau (e.g., bdif). The three types were arranged in trios, matched for all phonemes except for the second onset consonant. To minimize the effect of lexicalization, I avoided using nonwords whose C 2 VC 3 portion is an existing word (e.g., bdish, which includes the word dish). I also designed the stimuli to minimize the effects of phonotactic restrictions that are unrelated to sonority, such as the tendency of obstruent-obstruent onsets to agree on voicing and the tendency of all onsets to avoid the same place of articulation (Greenberg, 1978) . Onsets with sonority plateaus invariably agreed on voicing. Likewise, most (80 out of 90) onsets comprised consonants with a different place of articulation.
The statistical properties of the nonwords with unattested onsets were estimated with three sets of measures. The first involved indices of phone co-occurrence computed over the entire word. These indices include the position-sensitive probability of each of the four segments (i.e., the probability that a given phoneme occurs at a specific word position, summed across the word's four phonemes), their position-sensitive biphone probability (i.e., the probability that any combination of adjacent two-phones occurs at a given word position, summed across those three biphones), the number of phonological neighbors (the number of words generated by substituting, deleting, or adding a single phoneme), and their summed frequency. The measures of phone and biphone probability were computed on the Phonotactic Probability Calculator (2004; Vitevitch & Luce, 2004) , whereas neighborhood calculations were based on the Speech & Hearing Lab Neighborhood Database (http://128.252.27.56/Neighborhood/Home.asp). These phonotactic and neighborhood properties were calculated based on an electronic version of the Merriam-Webster Pocket Dictionary of 1964. Word frequencies are based on Kucera and Francis (1967) .
A second set of statistical measures assessed statistical properties related to the onset cluster alone based on the Speech & Hearing Lab Neighborhood Database. These properties include the number of four-phoneme words that share the target's first consonant in the first position, the summed frequency of the above words, the number of four-phoneme words that share the target's second consonant in the second position, and the summed frequency of the above words.
A final set of statistical measures included the transitional probability of the item's phonemes (averaged across the word's four phonemes), the position-independent probability of the first and second phonemes, and the position-independent probability of the first bigram. The statistical properties for the nonwords with unattested sonority rises and plateaus (used in Experiment 1) as well as the set of onsets with sonority falls (used in Experiment 3) are provided in Table 1 .
I conducted a series of one-way analyses of variance (ANOVAs) to determine whether the three types of unattested onsets differ on each of these statistical indices. The main effect of cluster type was significant for the measures of segment probability, F 2 (2, 58) ϭ 20.92, p Ͻ .002, 2 ϭ .420; biphone probability, F 2 (2, 58) ϭ 3.98, p Ͻ .025, 2 ϭ .121; number of C 1 words, F 2 (2, 58) ϭ 41.20, p Ͻ .0002, 2 ϭ .587; number of C 2 words, F 2 (2, 58) ϭ 11.04, p Ͻ .0002, 2 ϭ .276; frequency of C 2 words, F 2 (2, 58) ϭ 15.29, p Ͻ .002, 2 ϭ .841; position-independent C 1 probability, F 2 (2, 58) ϭ 48.91, p Ͻ .0002, 2 ϭ .627; positionindependent C 2 probability, F 2 (2, 58) ϭ 20.21, p Ͻ .0002, 2 ϭ .410; and the position-independent C 1 C 2 biphone probability, F 2 (2, 58) ϭ 13.90, p Ͻ .0002, 2 ϭ .326. These significant effects were next interpreted with Scheffé's tests. The results, summarized in Table 1 , make it clear that the markedness of a cluster correlates with its frequency. 4 The auditory materials used in Experiments 1 and 3 were recorded by a female native English speaker. Words and nonwords were recorded in separate lists. Words and nonwords with attested onsets were produced naturally. I generated nonwords with unattested onsets by splicing out the vowels from the recordings of their disyllabic counterparts (e.g., excising [bdIf] from [bədIf]) through visual and auditory scrutiny of their waveforms. The mean length of the nonwords with sonority rise, plateau, and fall is provided in Table 2 . The spliced materials were inspected to ensure that the splicing procedure effectively eliminated the traces of the initial vowel in the disyllabic source. These items were also judged as monosyllabic by a group of seven speakers of Russian (whose language manifests a wide range of onset clusters with sonority rises, plateaus, and falls).
5
Procedure. Participants wearing headphones were seated in front of a computer monitor. Each trial began with a fixation point and a message indicating the trial number, presented at the center of the screen. Participants initiated the trial by pressing the space 4 The only exception is the position-independent probability of C 1 , which yielded a higher estimate for the most marked onsets of falling sonority. Because most of the onsets of falling sonority began with a coronal consonant, this result probably reflects the overall frequency of coronal sonorants relative to labials and dorsals-which were the first consonants in onsets with plateaus and rises. However, the adequacy of position-independent measures as accounts of phonotactic knowledge is questioned by speakers' clear sensitivity to segment ordering.
5 Participants were presented with a randomized list that included the 90 nonwords with unattested onset clusters used in the present experiment (the 60 nonwords with a sonority rise or plateau used in Experiment 1 and the additional 30 nonwords with a sonority fall from Experiment 3) mixed with their disyllabic counterparts. Participants were asked to determine whether each stimulus had one syllable or two. The mean response accuracy for monosyllabic and disyllabic words was 86% and 88%, respectively. Furthermore, the mean response accuracy for the monosyllabic words whose clusters had a sonority rise (82%), plateau (89%), and fall (88%) did not differ significantly, F 1 (2, 12) ϭ 1.02, MSE ϭ .011, p Ͻ .39; F 2 (1, 58) ϭ 1.76, p Ͻ .19, ns. Note. Values given are means, with standard deviations in parentheses. All significant differences reflect p values of .05 or better on a Scheffé post hoc test. C ϭ consonant; PS ϭ position sensitive; PI ϭ position independent. a Significant difference between the statistical property of a given onset type and the immediately more marked onset on the sonority hierarchy (i.e., between sonority rises and plateaus, and between plateaus and falls). b Significant difference between the properties of sonority rises and falls.
bar. Their response triggered a delay of 500 ms followed by the presentation of an auditory stimulus. The auditory stimulus was presented until participants had responded (or after a maximum of 3,500 ms). Participants were asked to determine whether the stimulus was a real English word and to indicate their response by pressing the appropriate key (1 ϭ yes, 2 ϭ no) as fast and accurately as possible. Slow (responses slower than 3,000 ms from the stimulus onset) or incorrect responses triggered negative feedback from the computer. The order of trials was random. To familiarize participants with the experimental task, I presented them with a practice session of twelve trials (six words and six nonwords) that did not appear in the experimental session. Participants were tested in small groups of up to 3 people at a time. The experiment was conducted with MEL software (Schneider, 1990) on Dell 5100 personal computers.
Results and Discussion
Correct responses falling 2.5 standard deviations above or below the mean (2.4% of the correct responses) were eliminated from the analyses of response latency. Mean correct response time and response accuracy are presented in Table 3 . In this and all subsequent experiments, the analyses of response accuracy were conducted on the proportion of correct responses. Response times are reported from the onset of the stimulus.
As a preliminary test of participants' sensitivity to the properties of onset clusters, I first compared responses to attested and unattested onsets (collapsing over the distinction between sonority rise and plateau) in a one-way ANOVA using participants (F 1 ) and items (F 2 ) as random variables. As expected, responses to attested onsets were significantly slower-F 1 (1, 21) ϭ .380 -relative to unattested onsets. To determine whether participants were also sensitive to the phonotactics of unattested onsets, I next compared responses to unattested onsets with sonority plateaus and rises. Response accuracy to onsets with sonority rises did not differ from those with sonority plateaus (F Ͻ 1). However, the two onsets significantly differed on their response time: Participants took longer to reject nonwords with an unattested sonority rise compared with a plateau, F 1 (1, 21) ϭ 9.32, MSE ϭ 1,693, p Ͻ .007, 2 ϭ .307; F 2 (1, 29) ϭ 10.68, MSE ϭ 2,325, p Ͻ .003, 2 ϭ .269. These results suggest that unattested onsets with sonority rises were preferred to onsets with sonority plateaus. In Experiment 2, I examined whether these preferences generalize to printed words.
Experiment 2: Printed Stimuli Method
The materials were printed letter strings, including 90 targets and 90 foils (see Appendix B). The targets were pseudohomophones (e.g., klip; see Appendix C), whereas the foils corresponded to the auditory nonwords used in Experiment 1. As in Experiment 1, I computed several statistical measures of wordwise letter co-occurrence, including Coltheart N (the number of neighbors-words that match the item's length and differ from it on one letter), the summed frequency of those neighbors, bigram count (the number of words that share the item's bigrams-combinations of two consecutive letters at the same word position), and bigram frequency (the summed frequency of the words that share the item's bigrams). A second set of statistical measures captures several characteristics of the onset consonants, including the number of four-letter words that share an item's initial consonant, the summed frequency of those words, the number of four-letter words sharing the item's second consonant, and their summed frequency. The neighborhood counts were based on the Speech & Hearing Lab Neighborhood Database (http://128.252.27.56/Neighborhood/ Home.asp), whereas the bigram calculations were based on Kucera and Francis (1967) . These statistical properties are listed in Table 4 .
An ANOVA assessing the statistical properties of these materials across the three types of sonority profiles (sonority rise, plateau, and falls) yielded significant main effects of bigram count, Table 4 , suggest that the markedness of a cluster is inversely related to its statistical frequency.
The procedure was as in Experiment 1 with the exception that participants were now asked to determine whether the printed letter string sounded like an English word. As in Experiment 1, at the beginning of the trial, participants saw a fixation point (ϩ) presented at the center of the screen. Participants initiated the trial by pressing the space bar, resulting in the immediate presentation of a fixation point (a series of eight Xs) for a duration of 500 ms, followed by the presentation of the visual letter string. Response times are reported from the onset of the visual stimulus. Slow (responses slower than 1,800 ms) or incorrect responses triggered negative feedback from the computer.
Results and Discussion
Correct responses falling 2.5 standard deviations above the mean or faster than 200 ms (2.9% of the total correct responses) were excluded from the analyses of response time. Mean correct response times and response accuracy are presented in Table 5 .
An inspection of the means suggests that responses to printed words follow the same pattern observed with their auditory counterparts. As in Experiment 1, nonwords with attested clusters yielded slower responses-F 1 (1, 21) 
Broad Generalizations
The results of Experiments 1 and 2 demonstrate that not all unattested onsets are perceived alike: Unattested onsets with a sonority rise are preferred to those with a plateau, and this preference was independent of stimulus modality. However, unattested onsets of rising sonority are rather similar to English onsets on both their sonority profile and their statistical properties. Experiments 3 and 4 probe for broader generalizations of phonotactic preferences by examining whether onsets with a sonority plateau (e.g., bdif) are preferred to onsets with a sonority fall (e.g., lbif). For comparison with previous experiments, I also included unattested onsets of rising sonority (e.g., bnif).
Replicating Experiments 1 and 2, onsets with sonority rises (e.g., bnif) should be preferred and, hence, harder to reject compared with plateaus (e.g., bdif) with either auditory or visual materials. Of main interest are the plateaus and the falls. If English speakers possess only coarse phonotactic preferences (either grammatical or statistical) for sonority rises, then they might ignore the difference between such onsets. Conversely, if English speakers 
, lbif).
The effect of such preferences on behavior depends on how marked clusters are represented. If highly marked onsets are encoded faithfully (i.e., without repair), then they should be less acceptable and, hence, easier to reject compared with clusters with sonority plateaus. Alternatively, the strong markedness of onsets with sonority falls might trigger their selective repair (e.g., lbif 3 lebif). This might happen either because their repair is mandatory or because it is faster to emerge and, hence, more likely to affect a fast response. Either way, onsets of falling sonority would be selectively repaired. Because the resulting simple onset is preferred to any complex onset (Prince & Smolensky, 2004) , such repair would paradoxically result in difficulty in rejecting sonority falls compared with plateaus. In Experiment 3, I examine these predictions with auditory words. In Experiment 4, I extend the investigation to printed materials.
Experiment 3: Auditory Stimuli Method
Participants. Twenty-two native English speakers, students at Florida Atlantic University, participated in the experiment in partial fulfillment of a course requirement Materials. The materials consisted of the 90 words used in Experiment 1 and 90 nonword foils with unattested onset clusters. The nonwords were arranged in trios (see Appendix A). One trio member had an onset with a sonority rise (e.g., bnif); a second member had an onset with a sonority plateau (e.g., bdif); the third member had an onset of falling sonority (e.g., lbif). The members with sonority rises and plateaus were used in Experiment 1. Within each trio, members had identical rhymes. Their statistical properties and sonority profiles are listed in Table 1 . The procedure was the same as in Experiment 1.
Results
Correct responses that fell 2.5 standard deviations above or below the mean (2.7% of the correct responses) were eliminated from the analysis of response latency. Mean correct response time and response accuracy are given in Table 6 .
The one-way ANOVAs (3 cluster type: unattested rise, plateau, fall) yielded a significant effect of cluster type in response time, F 1 (2, 42) ϭ 9.67, MSE ϭ 2,140, p Ͻ .0005, 2 ϭ .315; F 2 (2, 58) ϭ 12.48, MSE ϭ 2,600, p Ͻ .0002, 2 ϭ .301. The effect of cluster type was not significant in the analyses of response accuracy, F 1 (2, 42) Ͻ 1, MSE ϭ .0115, 2 ϭ .014; F 2 (2, 58) Ͻ 1, MSE ϭ .0018, 2 ϭ .014. Narrow and broad generalizations were next tested by means of planned comparisons.
In agreement with the findings of Experiment 1, results showed that participants were slower to reject unattested onsets with sonority rises compared with those with plateaus, F 1 (1, 42) ϭ 15.73, p Ͻ .0003; F 2 (1, 58) ϭ 20.24, p Ͻ .0001. These results suggest that participants (narrowly) extended the English preference for a sonority rise to novel clusters: Unattested onsets of rising sonority were considered more wordlike compared with clusters with sonority plateaus.
Of interest is whether phonotactic preferences generalize broadly to favor sonority plateaus over sonority falls-onsets whose statistical and grammatical properties are further from attested English onsets. Response time to onsets with sonority plateaus differed significantly from onsets with sonority falls, F 1 (1, 42) ϭ 13.05, p Ͻ .0008; F 2 (1, 58) ϭ 17.07, p Ͻ .0002. However, onsets with sonority falls were harder to reject, suggesting that they were perceived as more wordlike than sonority plateaus. Responses to onsets with sonority falls did not differ from sonority rises (all Fs Ͻ 1).
Discussion
In Experiment 3, I examined the ability of English speakers to generalize phonotactic preferences concerning onset structure. The results suggest that hearers extend their phonotactic preferences not only to unattested, rising sonority onsets, onsets whose profile is similar to the ones attested in English (narrow generalizations), but also to clusters that are quite distant from the English inventory-a broad generalization of phonotactic knowledge. In particular, speakers exhibit distinct preferences for onsets with sonority plateaus compared to those with sonority falls. Remarkably, the relatively unmarked onsets with sonority plateaus (e.g., bdif) were easier to reject (i.e., dispreferred) compared with the falling sonority onsets (e.g., lbif). This inverse relation between markedness and speakers' preference could indicate the epenthetic repair of highly marked onsets. The insertion of a vowel yields a simple onset (e.g., lbif 3 lebif), so the repaired output (e.g., lebif) is less marked and more frequent than any complex onset.
6 Consequently, such foils are harder to reject.
To evaluate the repair account, it is necessary to seek empirical support for its predictions and to compare it against alternative interpretations. In what follows, I offer converging evidence that the auditory materials used in these experiments are repaired in perception. I next demonstrate that the representation of marked onsets as disyllabic is a reliable phenomenon that cannot be explained by stimulus artifacts. I finally show that highly marked onsets are indeed preferred to their less marked counterparts.
Are marked onsets perceived as disyllabic? Previous research has directly demonstrated that highly marked onsets are misperceived as disyllabic (Berent et al., 2007) . In the lexical decision 6 The finding that the repaired output (e.g., lebif) is not preferred to clusters with sonority rise (e.g., bnif) suggests that speakers register the presence of the cluster (possibly due to the encoding of its phonetic traces), rendering the repaired outputs less optimal than true disyllabic inputs. task, however, repair is expressed indirectly, in the difficulty to reject nonwords with clusters of falling sonority. To show that perceptual repair specifically applies to the materials used here, I asked a group of 16 participants (Florida Atlantic University students who were native English speakers) to transcribe the auditory materials using English spelling. If marked onsets are repaired by epenthesis, then most erroneous responses should reflect the epenthesis of a vowel. An inspection of the transcription data (see Figure 1 ) supports this prediction. Most responses (59% of the total responses) manifested the epenthesis of a vowel, and in most cases (97% of the epenthetic responses), the vowel was inserted between the two initial consonants (e.g., lbif 3 lebif). Note, however, that in the spelling task, epenthetic repair was not limited to onsets of falling sonority. In fact, such repair was the most frequent response to each of the three types of unattested clusters. The high rate of epenthesis might be due to the greater memory demands of the spelling task: The need to maintain the transcribed input in phonological working memory might have prompted its repair. Although the demands of the spelling task differ from online lexical decision, its results converge with previous research (Berent et al., 2007) to show that marked, unattested onsets are subject to epenthetic repair. Why lbif is perceived as lebif-the role of stimulus artifacts. The discussion so far has attributed the misperception of highly marked onsets to a phonological process that perceptually recodes them as disyllabic. But according to an alternative explanation, this misperception is due to stimulus artifacts. Because the materials were generated by splicing (e.g., lbif was spliced from the recording of lebif), it is possible that the traces of the vowels were not fully eliminated from onsets with sonority falls. As reported in the Experiment 1 Method section, the three types of clusters were considered (equally) monosyllabic by Russian speakers (whose grammar tolerates sonority plateaus and falls). Nonetheless, it is useful to demonstrate that the findings do not depend on this particular set of materials. To this end, I conducted two replications of Experiment 3. The first used another set of newly recorded and spliced items that largely overlap with those used in Experiment 3. The results (N ϭ 16 participants; see Table 7 for response time and accuracy) remain unchanged: Unattested onsets with sonority rises were harder to reject compared with those with sonority plateaus, F 1 (1, 30) ϭ 11.13, p Ͻ .003; F 2 (1, 58) ϭ 12.22, p Ͻ .001. Conversely, onsets with sonority plateaus were rejected significantly more quickly compared with those with sonority falls-F 1 (1, 30) ϭ 6.29, p Ͻ .02; F 2 (1, 58) ϭ 5.92, p Ͻ .02-suggesting that onsets with sonority falls are repaired.
A second replication used unspliced materials recorded by a native Russian speaker. 7 The results (N ϭ 28 participants) are presented in Table 7 . Once again, the responses of English speakers to clusters with sonority falls were slower compared with clusters with sonority plateaus, F 1 (1, 54) ϭ 19.93, p Ͻ .0002; F 2 (1, 28) ϭ 14.99, p Ͻ .0006. In addition, speakers had more errors in the rejection of unattested onsets with sonority rises compared with sonority plateaus, F 1 (1, 30) ϭ 64.12, p Ͻ .0001; F 2 (1, 28) ϭ 2.66, p Ͻ .12. These findings suggest that the 7 The materials corresponded to a subset of 15 trios selected from the set of 30 nonword trios used in Experiment 3. This subset excludes clusters that begin with r because the trill in the Russian pronunciation might offer participants with an obvious phonetic cue for the classification of these items as foreign to English. difficulty in rejecting onsets of falling sonority is not due to stimulus artifact.
Do speakers prefer lbif to bdif? The persistent difficulty in rejecting nonwords with sonority falls is attributed to their repair as more preferred (i.e., less marked and more frequent) structures (e.g., lbif as lebif). To directly show that (the repaired representations of) marked onsets are preferred to their (unrepaired) less marked counterparts, I next asked a group of native English speakers to compare the onsets with plateaus versus falls. In each trial, participants were presented with two auditory nonwords, corresponding to a matched pair of unattested onsets that differed on their sonority profile (with order counterbalanced). They were asked to determine which stimulus sounded better as an English word. When comparing sonority rises with sonority plateaus (e.g., bnif vs. bdif), participants favored clusters with sonority rises (i.e., the relatively unmarked option) on 56% of the trials, a preference that was significantly higher than chance, t 1 (47) ϭ 4.58, p Ͻ .0001; t 2 (29) ϭ 3.64, p Ͻ .002. Conversely, when clusters with sonority plateaus were compared with those with sonority falls (e.g., bdif vs. lbif), participants favored clusters with sonority falls (i.e., the most marked option) on 56% of the trials, a preference that was significantly greater than chance in the analysis by participants, and marginally so by items, t 1 (47) ϭ 3.31, p Ͻ .002; t 2 (29) ϭ 1.93, p Ͻ .07. These results demonstrate that nonwords with sonority falls are preferred to less marked onsets with sonority plateaus. Past research (Berent et al., 2007) has shown that such items are repaired in perception. It thus appears that the paradoxical difficulty to reject the most marked items reflects a process of repair, triggered by the dispreference for such clusters.
8 Before moving to examine readers' sensitivity to such broad generalizations, I should briefly comment on the modulation of repair by task demands. Using syllable and identity judgment of auditory materials, past researchers have observed a linear relationship between markedness and repair: As the markedness of the onset cluster increased, participants were more likely to judge them as disyllabic (Berent et al., 2007) . In contrast, the present lexical decision task implicates repair only of extremely marked onsets of falling sonority. The divergence might well reflect differences in task demands. Syllable-and identity-judgment tasks require explicit evaluation of the structure of the auditory stimulus, whereas lexical decision elicits a fast discrimination between words and nonwords. The temporal properties of the lexical decision task could have either attenuated its sensitivity to the (slower, but presumably automatic) repair of less marked onsets or reduced the scope of repair, eliminating it in all but the most marked onsets of falling sonority. Despite these divergent manifestations, both tasks implicate sensitivity to broad phonotactic preferences. In Experiment 4, I examined whether such broad preferences extend to reading by replicating Experiment 3 with printed materials.
Experiment 4: Printed Stimuli Method
The materials corresponded to the same items used in Experiment 3. The procedure, a phonological lexical decision task, is as described in Experiment 2.
Results and Discussion
Correct responses falling 2.5 standard deviations above the mean and responses faster than 200 ms (3.6% of the correct responses) were excluded from the analysis of response latency. Mean correct response time and response accuracy are presented in Table 8 .
An inspection of the means suggests that participants were once again sensitive to the distinction between onsets of sonority rise and plateaus. But unlike the responses to auditory words, there was no evidence that nonwords with falling sonority were harder to reject. The ANOVA yielded a significant effect of onset type in response accuracy-F 1 (2, 42) ϭ 7.01, MSE ϭ .002, p Ͻ .003, 2 ϭ .248; F 2 (2, 58) ϭ 3.36, MSE ϭ .007, p Ͻ .05, 2 ϭ .104 -and a marginally significant effect in response time-F 1 (2, 42) ϭ 3.16, MSE ϭ 1,602, p Ͻ .06, 2 ϭ .131; F 2 (2, 58) ϭ 4.96, MSE ϭ 2,060, p Ͻ .02, 2 ϭ . 146. Planned comparisons suggested that unattested onsets with rising sonority elicited significantly slower responses-F 1 (1, 42) ϭ 4.15, p Ͻ .05; F 2 (1, 58) ϭ 5.0, p Ͻ .03-compared with onsets with sonority plateaus. A similar trend was observed in the analysis of response accuracy, F 1 (1, 42) ϭ 4.28, p Ͻ .05; F 2 (1, 58) ϭ 2.11, p Ͻ .17. However, responses to onsets with sonority plateaus and falls did not differ reliably: in response time, F Ͻ 1; in response accuracy, F 1 (1, 42) ϭ 2.78, p Ͻ .12; and F 2 (1, 58) ϭ 1.25, p Ͻ .27.
Experiment 5: Printed Stimuli
The contrast in the findings of Experiment 3 versus Experiment 4 implies differences between the phonological representations 8 According to an alternative explanation, the distinction between sonority falls and plateaus could be informed by the linguistic experience of English speakers. As noted earlier (see footnote 3), English tolerates s-obstruent onsets, onsets that, on some accounts, reflect a fall in sonority (Kiparsky, 1979) . The difficulty experienced by participants in rejecting onsets of falling sonority could thus reflect the effect of familiarity, rather than of repair. However, this account fails to explain why onsets of falling sonority are perceived as disyllabic (Berent et al., 2007) . The hypothesis that such onsets are repaired in perception explains both their misperception as disyllabic and their preference. assembled to spoken and printed words. Unlike the representation of spoken language, the representation of printed words appears to be insensitive to broad phonological generalizations. Because this conclusion is based on a null result, it is important to demonstrate the consistency of this finding and its generality. For example, one might worry that the failure to distinguish items with sonority plateaus and falls might be due to the overall phonological illegality of this set of nonwords. This could have allowed for a fast discrimination between printed targets and foils and reduced the specificity of phonological computation. To address this concern, Experiment 5 reexamines responses to foils with sonority plateaus and falls (e.g., bdif, lbif) in the context of foils with attested onset clusters (e.g., blif). Because the phonological structure of such foils is similar to existing English words, their inclusion is expected to slow down the discrimination and to encourage attention to phonotactics. If readers in the phonological lexical decision task access the full range of (grammatical or statistical) phonotactic constraints on spoken language, then the distinction between sonority plateaus and falls might emerge when attention to phonology is encouraged. In contrast, if readers are unable to broadly generalize their knowledge of onset structure, then they should remain insensitive to the distinction between onsets of level and falling sonority despite greater attention to the phonological structure of the stimuli.
Method
Participants. Twenty-eight English speakers, students at Florida Atlantic University, took part in the experiment in partial fulfillment of a course requirement.
Materials. The materials were identical to Experiment 4, the only exception being that the group of foils with unattested sonority rises was replaced by the group of items with attested onset clusters used in Experiment 2. All other aspects of the procedure remained unchanged.
Results and Discussion
Outliers (correct responses slower than 2.5 standard deviations from the mean or faster than 200 ms) were removed from the analyses of response time. This procedure resulted in the exclusion of 2.8% of the total correct responses. Mean response times and response accuracy are given in Table 9 .
An inspection of the means confirms that responses in Experiment 5 were slower and less accurate compared with Experiment 4, suggesting that the presence of foils with attested onsets rendered the discrimination task more difficult. Nonetheless, the pattern of results remains unchanged. An ANOVA yielded a significant effect in both response time-F 1 (2, 54) In agreement with previous experiments, foils with attested clusters were more difficult to reject than were those with unattested clusters, either clusters with sonority plateaus-F 1 (1, 54) ϭ 30.91, p Ͻ .0001; F 2 (1, 58) ϭ 97.51, p Ͻ .0001; F 1 (1, 54) ϭ 143.77, p Ͻ .0001; F 2 (1, 58) ϭ 171.55, p Ͻ .0001 (in response time and accuracy, respectively)-or falls-F 1 (1, 54) ϭ 33.41, p Ͻ .0001; F 2 (1, 58) ϭ 109.62, p Ͻ .0001; F 1 (1, 54) ϭ 164.35, p Ͻ .0001; F 2 (1, 58) ϭ 169.19, p Ͻ .0001 (in response time and accuracy, respectively). Crucially, responses to clusters with sonority plateaus did not differ from clusters of falling sonority (all Fs Ͻ 1). This finding converges with the outcome of Experiment 4 to suggest that the phonotactic preferences of readers in these experiments are narrower than those of hearers.
General Discussion
This research investigated whether the phonological representation of print is isomorphic to that of spoken language. As a case study, I examined the restrictions on onset structure. Previous research (Berent et al., 2007) has suggested that, across languages, onsets with small sonority rises are preferred to onsets of level sonority, which, in turn, are preferred to onsets of falling sonority (e.g., bnif bdif lbif). Such universal preferences further constrain the identification of auditory words by speakers of English despite the absence of such sonority profiles in their language. The goal here was to test whether similar phonotactic preferences constrain the representation of printed words online, in silent reading. To address this question, I compared responses to auditory and printed nonwords presented as foils in the lexical decision task.
The results of five experiments demonstrate that English speakers manifest preferences regarding unattested onsets and such preferences are found with either spoken or printed materials. However, the scope of those preferences was modulated by the modality of the input-visual or auditory. The results of Experiments 1 and 2 showed that hearers and readers had greater difficulties rejecting nonword foils of rising sonority compared with plateaus, suggesting that onsets with sonority rises are preferred irrespective of stimulus modality. Input modality, however, did modulate the distinction between sonority plateaus and fallsprofiles that are markedly dissimilar from English onsets. When presented with spoken stimuli (in Experiment 3), nonword foils with marked onsets of falling sonority were rejected more slowly (i.e., preferred) than onsets with sonority plateaus, a finding attributed to the repair of marked onsets as disyllabic (e.g., lbif as lebif). In contrast, no difference between onsets with plateaus and falls was observed when the materials were presented visually (in Experiments 4 and 5).
The contrast between the scope of phonotactic distinctions available to hearers and readers raises the possibility that the phonological representations mediating responses in the two modalities are not isomorphic. As noted in the introduction, the three types of unattested onsets under investigation differ on both their grammatical and statistical properties. The difference between the scope of the generalizations with spoken and printed words could thus reflect the differential contribution of statistical and grammatical constraints to the representation of printed and spoken materials in these experiments. To address this possibility, I next compare the sensitivity of hearers and readers to grammatical knowledge related to sonority. The initial set of analyses examines the effect of grammatical constraints with auditory words; subsequent parallel analyses are conducted for the printed materials. The final section discusses some explanations for the distinct behaviors of hearers and readers.
Are Hearers Sensitive to Grammatical Sonority-Related
Knowledge?
The first set of analyses examines hearers' sensitivity to grammatical sonority-related knowledge by means of several stepwise multiple regression analyses using hierarchical procedures (i.e., forced entry of predictors in steps). To control for the contribution of statistical knowledge, I first forced into the model several indices of whole-word segment co-occurrence (position-specific phoneme frequency, biphone frequency, the number of neighbors, and their frequency, listed in Table 1 ). These analyses also assessed the possibility that the distinction between unattested onsets might be due to phonological factors unrelated to sonority. Greenberg (1978) noted the tendency of onset consonants to avoid sharing the same place of articulation (i.e., onsets containing homorganic consonants are dispreferred), and this constraint appears to modulate the perception of unattested clusters in laboratory tasks (Hallé et al., 1998) . Accordingly, homorganicity was forced as a second predictor into the regression model. The effect of sonority was entered as the third and last predictor. As shown in Table 10 , the effect of sonority was marginally significant in Experiment 1 and significant in Experiment 3 after controlling for these factors.
A second analysis examined the possibility that the effect of sonority might be specifically due to the statistical properties of onset consonants. To this end, the regression analysis was repeated while first forcing into the model the onset properties listed in Table 1 (the number of four-phoneme words sharing the cluster's first and second consonants and their frequency); homorganicity was forced as a second predictor, whereas sonority was entered as the third and last predictor. Once again, the effect of sonority was significant after controlling for the clusters' statistical properties and homorganicity (see Table 11 ).
A third analysis examined whether hearers' knowledge of phonotactics reflects the frequency of specific features at onset clusters. This possibility is far more difficult to assess, as there are no widely available statistical databases of feature co-occurrence. To make a first approximation, I thus focus on the frequency of a single feature that is characteristic of English onsets. Most (27 of the 36) biconsonantal onsets in English include a coronal segment as their second consonant. The next most frequent place of articulation for the second consonant-labial-is far less frequent (8 cases), and the mean biphone probability of consonant-labial onsets (.0025) is less than half the probability of onsets whose second consonant is a coronal (.0051). If the preference for onsets of rising sonority reflects only the statistical frequency of features in the English lexicon, then the effect of markedness should be modulated (or even subsumed) by the effect of feature frequency. However, a comparison of the responses to items including either coronals or noncoronals as the second onset consonant did not yield a significant effect of feature frequency in either Experiment Finally, I considered the possibility that the experimental findings reflect the co-occurrence of consonants in fast speech. English speakers are known to reduce pretonic schwas (e.g., believe 3 b'lieve). Such reductions could potentially give rise to onset clusters that are otherwise unattested in their lexicon (e.g., beneath 3 b'neath; debate 3 d'bate). However, the rate of reduction does not agree with the preferences implicated by the present results. For example, the results suggest that stop-nasal sequences are preferred to stop-stop sequences, but the rate of reduction for stop-schwa-nasal and stopschwa-stop sequences approaches zero (Davidson, 2006b) .
The experimental results suggest that hearers possess productive grammatical knowledge that is irreducible to various statistical measures of segment and feature co-occurrence either in their lexicon or in fast speech. It is important to note that the contribution of the grammar is inferred from the failure of a specific set of statistical indices to account for the findings. Such a failure, however, cannot rule out the possibility that some other statistical indices could capture the results. But even if the findings were compatible with either statistical or grammatical optimality theoretic explanations, the grammatical account is arguably preferable for its ability to offer a principled explanation of the statistical properties of the typology, in general, and the linguistic experience of English speakers, in particular. Note, however, that hearers' putative sensitivity to grammatical phonological constraints does not negate their demonstrable sensitivity to statistical structure (Dell et al., 2000; Frisch, Large, & Pisoni, 2000; Luce & Pisoni, 1998; Vitevitch, Luce, Pisoni, & Auer, 1999) . A final regression analysis (see Table 12 ) indeed suggests that statistical properties uniquely account for the auditory lexical decision results in Experiment 3 even after controlling for the grammatical properties of the materials in the initial steps. The conclusion that hearers are sensitive to the statistical properties of spoken language is indeed uncontroversial. The novel contribution of the present findings is in showing that the online representation of spoken words might also be shaped by grammatical constraints related to sonority.
Do Readers Constrain the Sonority of Printed Words?
In view of the grammatical constraints on the representation of spoken language, one wonders whether such constraints shape the representation of print. Because participants in these experiments were explicitly required to determine whether an item sounded like a real word, and because all targets (i.e., "yes" responses) consisted of pseudohomophones (e.g., klip), readers must have assembled some phonological structure for these items. Of interest is whether this representation is isomorphic to the one computed by hearers. Readers' insensitivity to the distinction between sonority plateaus and falls-a distinction that constrains the processing of spoken language-could suggest that the phonotactic knowledge available to them is more limited than the broad grammatical distinctions consulted by hearers.
To determine whether readers are sensitive to the grammatical structure of novel onsets, I conducted two sets of regression analyses. The initial analysis probed for the contribution of grammatical knowledge after controlling for the whole-word statistical properties listed in Table 4 (bigram count, bigram frequency, number of neighbors, and neighbor frequency). These statistical properties were forced as the first predictor. As in the analyses of auditory items, I also assessed the possibility that the dispreference for marked onsets might be due to the homorganicity of a few of the items by entering this factor as a second predictor. In each case, the effect of sonority (entered last) remained significant after controlling for the statistical properties of onsets with rises versus plateaus (see Table 13 ).
This unique effect of sonority could reflect the effect of grammatical constraints on reading. Alternatively, this result might be due to a failure to fully control the statistical properties of these items. Indeed, the measure of bigram frequency disregards the frequency of individual C 1 and C 2 letters. For example, the bigram measure renders the onsets bn and bd equally frequent (a bigram frequency of zero) even though they differ considerably on the frequency of their second letter: n frequently occurs second in four-letter English words (there are 33 such words), whereas d is far less frequent (13 such words). To control for the frequency of the onset consonants, I conducted a second analysis that considers the indices of C 1 and C 2 frequency in four-letter words, listed in Table 4 . This additional control changed the results quite dramatically: Once the frequency of onset consonants was accounted for, the grammatical effect of sonority was no longer significant in any of the visual experiments (see Table 14 ). Conversely, a final regression analysis in which the grammatical properties of the items were entered first yielded a reliable effect of statistical properties as the last predictor (see Table 15 ).
These findings suggest some principled differences in the knowledge and representations available to hearers and readers in these experiments. Hearers were sensitive not only to the statistical structure of novel spoken words but also to grammatical constraints that extend to all three types of novel onsets studied in the present experiments, including the distinction between sonority plateaus and falls-onsets that greatly differ from attested English onsets on both their grammatical and statistical properties. Unlike hearers, readers considered only the statistical properties of the items, and they were insensitive to the broad grammatical distinctions between sonority plateaus and falls.
Phonological Representations of Spoken and Printed
Words: Why Do They Differ?
What is the source of the differences between the representations of printed and spoken language? Consider two replies to this question. One answer attributes the divergent outcomes with printed and spoken words to systematic differences between the representations computed by readers and hearers-differences that generalize beyond the particular circumstances of the present experiments. In this view, the representations assembled to print do not support grammatical generalizations related to sonority. This could happen for two different reasons. One is that the relevant grammatical constraints concern only the phonetic properties of various onset cluster (e.g., their perceptibility; see Wright, 2004) rather than their sonority profile. In the absence of phonetic input, readers might be unable to extend these constraints to print. Conversely, the grammar might include phonological knowledge regarding the markedness of sonority profiles, but such knowledge might be inaccessible in reading. Regardless of why readers are unable to consult grammatical knowledge related to sonority, the first set of explanations assumes that such knowledge invariably does not constrain the representation of print.
As an alternative explanation, the representations of printed and spoken words are potentially isomorphic. Readers' insensitivity to grammatical knowledge is caused by the different temporal characteristics of responses to aural and printed stimuli, rather than by stimulus modality per se.
9 A comparison of Experiments 1 and 3 with Experiments 2 and 4 clearly shows that responses to auditory words were slower than responses to visual materials. The faster time course of visual lexical decisions could have either attenuated grammatical phonological computation or merely reduced the sensitivity of the task to presumably mandatory but slower-emerging grammatical constraints. If this explanation is correct, then the effect of grammatical sonority-related constraints on reading could emerge under conditions that encourage the assembly of a detailed phonological representation to print (e.g., when readers attempt to maintain information in phonological working memory). Whether some future experimental conditions might allow for the computation of isomorphic representations for spoken and printed words remains to be seen. In the present experimental conditions, the scope of phonotactic preferences and their nature depends on stimulus modality. Well-established links between reading and spoken language notwithstanding, the phonological representations computed in the two modalities are not always isomorphic.
9 Differences between the behaviors of readers and speakers could potentially reflect the contribution of spelling to reading. Because spelling provides readers with unambiguous cues for presence of a cluster, it could have attenuated the repair of marked onsets in reading even if the phonological constraints on reading and spoken language were isomorphic. Such an account, however, incorrectly predicts that, like speakers, readers should have been sensitive to the effect of grammatical markedness-a prediction that is inconsistent with the present results. 
