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Abstract—Stringent mobile usage characteristics force wire-
less networks to undergo a paradigm shift from conventional
connection-centric to content-centric deployment. With respect
to 5G, caching and heterogenous networks (HetNet) are key
technologies that will facilitate the evolution of highly content-
centric networks by facilitating unified quality of service in terms
of low-latency communication. In this paper, we study the impact
of transceiver caching on the latency for a HetNet consisting of
a single user, a receiver and one cache-assisted transceiver. We
define an information-theoretic metric, the delivery time per bit
(DTB), that captures the delivery latency. We establish coinciding
lower and upper bounds on the DTB as a function of cache
size and wireless channel parameters; thus, enabling a complete
characterization of the DTB optimality of the network under study.
As a result, we identify cache beneficial and non-beneficial channel
regimes.
Index Terms—Transceiver caching, latency, 5G, information
theory, relay
I. INTRODUCTION
In recent years, mobile usage characteristics in wireless net-
works have changed profoundly from conventional connection-
centric (e.g., phone calls) to content-centric (e.g, HD video)
behaviors. As a result, content caching and heterogenous net-
work (HetNet) technology are two major solutions for next
generation (5G) mobile networks. Advantages of these solutions
are two-fold: Firstly, caching the most popular contents in
network edges, e.g., base stations and relays, alleviates backhaul
traffic and reduces latency. Secondly, seamless uniform quality
of service through improved performance, particularly, at cell
edges is guaranteed. It is therefore to be expected that future
networks will be heterogenous in nature, vastly deploying relay
nodes (RN) (e.g., in LTE-A [1]) endowed with (adaptive) cache
capabilties. A simplistic HetNet modeling this aspect is shown
in Fig. 1. In this model, the RN acts as a cache-aided transceiver.
Thus, aspects of both transmitter and receiver caching in a
single RN is captured through this network model enabling
low-latency transmission and reception of requested files by
RN and the user equipment (UE). In this work, we focus
on characterizing the fundamental trade-off on latency of this
particular network.
Various works showed that both receiver (Rx) and transmitter
(Tx) caching offer great potential for reducing latency. Rx
caching, on the one hand, was first studied in [2] for a shared
link with one server and multiple cache-enabled receivers. The
authors show that caching can exploit multicast opportunities
and as such significantly reduces the delivery latency over the
shared link. On the other hand, the impact of Tx caching
on the latency has mainly been investigated by analyzing the
latency-centric metric; the inverse degrees-of-freedom (DoF),
for Gaussian networks. To this end, the authors of [3] developed
a novel achievability scheme characterizing the metric as a
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Fig. 1: System model of cloud-aided HetNet for (a) Gaussian and (b)
Linear Deterministic model
function of the cache storage capability for a 3-user Gaussian
interference network. The cache placement was designed to
facilitate transmitter cooperation such that interference coordi-
nation techniques can be applied. A converse on this metric was
developed in [4] for a network with arbitrary number of edge
nodes and users showing the optimality of schemes presented in
[3] for certain regimes of cache sizes. Extensions of this work
include the characterization of the latency-memory tradeoff
to cloud and cache-assisted networks [5]. Two new lines of
research are to determine the fundamental limits of joint Tx-
Rx caching at distinct nodes [6] and transceiver caching. This
paper focuses on the latter.
In this paper, we are studying the fundamental limits on the
latency for a transceiver cache-aided HetNet consisting of a
donor eNB (DeNB), a transceiver and a user. We measure the
performance through the latency-centric metric delivery time
per bit (DTB). To this end, we establish coinciding lower
(converse) and upper bounds (achievability) on the DTB for the
linear deterministic model (LDM) [7] of our proposed network
for various channel regimes. Hereby, the LDM serves as an
approximation of the additive Gaussian noise model.
Notation: For any two integers a and b with a ≤ b, we
define [a : b] , {a, a + 1, . . . , b}. When a = 1, we simply
write [b] for {1, . . . , b}. The superscript (·)† represents the
transpose of a matrix. Furthermore, we define the function
(x)+ , max{0, x}.
II. SYSTEM MODEL
We study the downlink of a cache-aided HetNet as shown
in Fig. 1. The HetNet consists of a causal full-duplex RN and
a macro donor eNB (DeNB) which serve a single user – a
small-cell user (UE) – over a wireless channel. Simultaneosuly,
the RN also acts as a user requesting information from the
DeNB. At every transmission interval, we assume that RN and
UE request files from the set W of N popular files, whose
elements are all of L bits in size. The transmission interval
terminates when the requested files have been delivered. The
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system model, notation and main assumptions for a single
transmission interval are summarized as follows:
•Let W = {W1, . . . ,WN} denote the library of popular files,
where each file Wi is of size L bits. Each file Wi is chosen
uniformly at random from [2L]. RN and UE request files Wdr
and Wdu from the library W , respectively. The demand vector
d = (dr, du)
† ∈ [N ]2 denotes the request pattern of RN and
UE.
•The RN is endowed with a cache capable of storing µNL
bits, where µ ∈ [0, 1] corresponds to the fractional cache size.
It denotes how much content can be stored at the RN relatively
to the entire library W .
•The cloud server has access to all N files. The DeNB is
connected to the cloud via a fronthaul link of infinite capacity
CF =∞ bits per channel use.
•Global channel state information (CSI) for a single trans-
mission interval is summarized by the channel vector h =
(hd, hr, hs)
† ∈ C3, where on the one hand hd and hs represent
the complex channel coefficients from DeNB to the UE and RN,
respectively. On the other hand, hr is the channel from RN to
UE. We assume that all channel coefficients are assumed to be
drawn i.i.d. from a continuous distribution and are kept fixed
over a transmission interval.
Communication over the wireless channel occurs in two consec-
utive phases, placement phase followed by the delivery phase.
In the following, we will describe the modeling of placement
and delivery phase and the key performance metric termed as
delivery time per bit (DTB) formally.
1) Placement phase: During this phase, the RN is given full
access to the database of N files. The cached content at the
RN is generated through its caching function.
Definition 1. (Caching function) The RN maps each file Wi ∈
W to its local file cache content
Si = φi(Wi), ∀i = 1, . . . , N.
All Si are concatenated to form the total cache content
S = (S1, S2, . . . , SN )
at the RN. Hereby, due to the assumption of symmetry in
caching, the entropy H(Si) of each component Si, i =
1, . . . , N , is upper bounded by µNL/N = µL. The definition of
the caching function presumes that every file Wi is subjected to
individual caching functions. Thus, permissible caching policies
allow for intra-file coding but avoid inter-file coding. Moreover,
the caching policy is typically kept fixed over multiple trans-
mission intervals. Thus, it is indifferent to the user’s request
pattern and of channel realizations.
2) Delivery phase: In this phase, a transmission policy at DeNB
and RN is applied to satisfy the given user’s requests d under
the current channel realizations h.
Definition 2. (Encoding functions) The DeNB encoding func-
tion
ψS : [2
NL]× [N ]2 × C3 → CT
determines the transmission signal xTs subjected to an average
power constraint of P . Hereby, the codeword xTs is a function
of W,d and h conveyed to both RN and UE over T channel
uses. The encoding function of the causal full-duplex RN at the
t–th time instant is defined by
ψ[t]r : [2
µNL]× Ct−1 × [N ]2 × C3 → C, t ∈ [1 : T ].
For any time instant t, ψ[t]r accounts for the simultaneous
reception and transmission through incoming and outgoing
wireless links at the RN. To be specific, at the t–th channel
use the encoding function ψ[t]r maps the cached content S, the
received signal yt−1r (see Eq. (2)), the demand vector d and
global CSI given by h to the codeword xr[t] while satisfying
the average power constraint given by the parameter P .
Definition 3. (Decoding functions) The decoding operation at
the UE follows the mapping
ηu : CT × [N ]2 × C3 → [2L].
The decoding function ηu takes as its arguments h, the available
demand pattern d and the channel outputs yTu given by
yTu = hdx
T
s + hrx
T
r + z
T
u (1)
to provide an estimate Wˆdu = ηu
(
yTu ,d,h
)
of the requested
file Wdu . The term z
T
u denotes complex i.i.d. Gaussian noise of
zero mean and unit power. In contrast to decoding at the UE,
the RN explicitly leverages its cached content according to
ηr : CT × [2µNL]× [N ]2 × C3 → [2L]
to generate an estimate Wˆdr = ηr
(
yTr , S,d,h
)
on the requested
file Wdr . Hereby, y
T
r is the received signal
yTr = hsx
T
s + z
T
r (2)
corrupted through additive zero mean, unit-power i.i.d. Gaus-
sian noise zTr at the RN in T channel uses.
A proper choice of a caching, encoding and decoding function
that satisfies the reliability condition; that is, the worst-case
error probability
Pe = max
d∈[N ]2
max
j∈{r,u}
P(Wˆdj 6= Wdj ) (3)
approaches 0 as L→∞, is called a feasible policy.
Definition 4. (Delivery time per bit) [4] The DTB for given
request pattern d and channel realization h is defined as
∆(µ,h, P ) = max
d∈[N ]2
lim sup
L→∞
T (d,h)
L
. (4)
The minimum DTB ∆∗(µ,h, P ) is the infimum of the DTB of
all achievable schemes.
Remark 1. The DTB measures the per-bit latency, i.e., the
latency incurred when transmitting the requested files through
the wireless channel, within a single transmission interval for
the worst-case request pattern of RN and UE.
To gain initial insight into the DTB for the Gaussian system
model, we suggest to approximate (1) and (2) by the linear-
deterministic model (LDM) [7]. In the LDM, input symbols at
the DeNB and RN are given by the binary input vectors xs
and xr ∈ Fq2 where q = max{nd, nr, ns}. Hereby, the integers
nk ∈ N>0, k ∈ {d, r, s}, given by
nk = dlog
(
P |hk|2
)e (5)
approximate the number of bits per channel use which can
be communicated over each link reliably. The channel output
2
symbols yTr and y
T
u received in T channel uses at the UE and
RN are given by deterministic functions of the inputs; that is,
yTr = S
q−nsxTs , (6a)
yTu = S
q−ndxTs ⊕ Sq−nrxTr , (6b)
where S ∈ Fq×q2 is a down-shift q × q matrix defined by
S =
(
0†q−1 0
Iq−1 0q−1
)
. (7)
The input-output equation (6) approximates the input-output
equation of the Gaussian channel given in (1) and (2) in the high
SNR regime. A graphical representation of the transmitted and
received binary vectors xl[i] and yj [i], l ∈ {r, s}, j ∈ {r, u},
in the i-th channel use is shown in Fig. 3a. Each sub-block of
length (rate) R in the figure represents a sub-signal being able
to hold R bits for transmission. For any wireless link of the
network under study, only the most n = (nd, nr, ns)† signifi-
cant bits are received at the destinations while less significant
bits are not. We denote the DTB for the LDM by ∆det(µ,n).
The remainder of this paper focuses on characterizing the DTB
on the basis of the LDM.
III. MAIN RESULT
In this section, we state our main results on the optimal
DTB ∆∗det(µ,n) for various channel regimes. This results in
Theorems 1 and 2. To state these theorems we define the
following disjoint channel regimes {Ci}4i=1:
C1 =
{
nd ≥ max{nr, ns}
}
C2 =
{
nr ≥ nd ≥ ns
}
C3 =
{
min{nr, ns} ≥ nd
}
C4 =
{
ns ≥ nd ≥ nr
} . (8)
First, we provide the following lemma that explains sub-channel
regimes derived from Ci that are utilized in the theorems in
greater detail.
Lemma 1. For the LDM-based cache-aided HetNet in Fig. 1
with µ = 0, the optimal DTB is given by
∆∗det(µ = 0,n) = max
{
2
max{nd, ns} ,
1
ns
,
1
max{nd, nr}
}
.
(9)
Proof: For µ = 0, the RN has no relevant information on
its own and on the UE’s requested file Wdr and Wdu . Thus, the
DeNB is involved in broadcasting files Wdr and Wdu to RN
and the UE while the RN acts as a transceiver. The resulting
channel constitutes a broadcast channel with one-sided noisy
receiver cooperation. For a feasible scheme, either user can
reliably decode Wdj (Wdr and Wdu ), j = {r, u}, if it is
aware of yTj (S
q−max{nd,ns}xTs ). These observations can be
used to generate lower bounds on the DTB ∆∗det(µ = 0,n)
that correspond to elements in the outer max-expression of (9).
Since the requested files are of the same size, an optimal scheme
that minimizes the latency would try to split the transmission
load equally to the UE and RN. Depending on the channel
conditions, the load balancing is done as follows. For instance,
when nd ≥ ns, nd/2 bits can be send in one channel use
from the DeNB to both RN and UE, if the weaker channel
ns is stronger than nd/2, i.e., nd/2 ≤ ns. On the other hand
if nd ≥ ns and nd/2 ≥ ns, the latency is governed by the
weaker channel and ns bits are transmitted in one channel use
to each user. In summary, for nd ≥ ns we can reliably convey
min{nd/2, ns} bits per channel use to each user, or in other
words, ∆∗det(µ = 0,n) = max{2/nd, 1/ns} channel uses are
needed to provide each user with one bit. For nd ≤ ns, a
similar observation holds. Details for this case are omitted to
conserve space. This concludes the proof.
Remark 2. It is easy to verify from Lemma 1 that the
optimal DTB corresponds to 2/nd (2/ns) for I0 =
{
2ns ≥
nd ≥ ns
} (I1 = {2 max{nd, nr} ≥ ns ≥ nd}) and
to 1/ns (1/max{nd,nr}) for IC0 =
{
2ns ≤ nd}
(IC1 ={
2 max{nd, nr} ≤ ns
})
.
Now we are able to state the theorems. We make the
distinction between the cases when the direct channel is either
weaker or stronger than the DeNB-RN channel (nd ≥ ns and
nd ≤ ns).
Theorem 1. (nd ≥ ns) For the LDM-based cache-aided HetNet
in Fig. 1 with µ ∈ [0, 1], the optimal DTB in channel regimes
R1 = C1 ∩ I0
R′1 = C1 ∩ IC0
R2 = C2 ∩ I0
R′2 = C2 ∩ IC0
, (10)
is given by
∆∗det(µ,n) =

2−µ
nd
for n ∈ R1
max
{
2−2µ
nd
, 2−µnr
}
for n ∈ R2
max
{
1−µ
ns
, 2−µmax{nd,nr}
}
for n ∈ R′1,R′2
.
(11)
Theorem 2. (nd ≤ ns) For the LDM-based cache-aided HetNet
in Fig. 1 with µ ∈ [0, 1], the optimal DTB in the channel
regimes 
R31 = C3 ∩ {nd ≤ ns ≤ 2nd}
R32 = C3 ∩ {2nd ≤ ns ≤ 2nr}
R′3 = C3 ∩ IC1
R4 = C4 ∩ I1
R′4 = C4 ∩ IC1
, (12)
corresponds to
∆∗det(µ,n) =
max
{
2−2µ
ns
, 2−µns+(nr−nd)+ ,∆LB(n)
}
for n ∈ R31
max
{
2−2µ
ns
,∆LB(n)
}
for n ∈ R32
max
{
2−µ
ns+(nr−nd)+ ,∆LB(n)
}
for n ∈ R4
∆LB(n) for n ∈ R′3,R′4
,
(13)
where ∆LB(n) = 1/max{nd,nr}.
Proof: (Theorems 1 and 2) The lower bound (converse)
on the DTB is provided in section IV. The upper bound
(achievability) can be found in section V.
Remark 3. In all channel regimes of (10) and (12) (except
of R′3 and R′4), caching at the RN decreases the latency
with increasing fractional cache size (cf. Fig. 2) until the best
possible latency ∆∗det(1,n) = ∆LB(n) is achieved at some
µ′′(n). This latency is identical to the optimal DTB when the
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Fig. 2: DTB as a function of µ for n ∈ R31
RN acts as an additional transmitter with access to the entire
library of files (µ = 1). Interestingly, our results reveal that
for nd ≤ ns only, a fractional cache size µ′′(n) ≤ 1 suffices
to attain the exact same performance. For nd ≥ ns, however
µ′′(n) = 1 to achieve a DTB of ∆LB(n).
Remark 4. In all channel regimes R′3 and R′4 (R′3 ∪ R′4 =
IC1 ), transceiver caching is not beneficial. The optimal latency
corresponds to the optimal DTB given in Lemma 1 for n ∈ IC1
(see Remark 2).
IV. LOWER BOUNDS ON DTB (CONVERSE)
In this section, we develop lower bounds on the DTB
∆det(µ,n) to settle the optimality of our proposed achievability
scheme for various regimes of channel parameters nd, nr and
ns. For the sake of notational simplicity, we outline the proof
as if there were only N = 2 files. Nonetheless, the lower
bound remains valid for N > 2. We consider one option of
a worst-case demand pattern d = (dr, du)† = (1, 2)†; that is,
RN and UE request distinct files Wdr = W1 and Wdu = W2.
Throughout this section, we will use L to denote the Fano term
with its property L → 0 as L → ∞ [8]. For a given channel
realization n = (nd, nr, ns)†, we establish lower bounds on the
delivery time T as the converse on ∆det(µ,n). To this end, we
deploy distinct subsets of information resources B1, . . . ,B5 that
allow for reliable decoding of its corresponding message set as
L→∞. This is defined as follows:
B1 = {yTr , S1, S2|W2} →W1
B2 = {yTu } →W2
B3 = {Sq−ndxTs ,yTr , S1, S2} →W1,W2
B4 = {yTu , S1} →W1,W2 for nd ≥ ns
B5 = {xTs,[nd+1:ns],yTu , S1} →W1,W2 for ns ≥ nd.
For instance, we can write H(W1,W2|B5) ≤ LL. As
opposed to B2, subsets B1,B3,B4 and B5 include cached
content(s) S1 (and S2) of requested file(s) W1 (and W2).
Thus, applying standard information theoretic bounding tech-
niques with subsets B as side information will generate cache-
dependent and independent bounds through B1,B3,B4,B5 and
B2, respectively. The reasoning behind the choice of subsets
B1–B4 are rather intuitive and we omit further details on
them for the sake of brevity. We will explain the choice of
B5 in the next paragraph. In accordance with the ordering of
the information subsets, when using B1–B5 we arrive at the
following five inequalities bounding T :
T ≥ (1− µ)L
ns
− LL
ns
, (14)
T ≥ L
max{nd, nr} −
LL
max{nd, nr} , (15)
T ≥ (2− 2µ)L
max{nd, ns} −
LL
max{nd, ns} , (16)
T ≥ (2− µ)L
max{nd, nr} −
LL
max{nd, nr} , (17)
T ≥ (2− µ)L
ns + (nr − nd)+ −
LL
ns + (nr − nd)+ . (18)
Dividing inequalities (14)–(18) by L and taking the limit for
L→∞ will yield the desired lower bounds.
In the remainder of this section, we will explain the intuition
behind the choice of B5 = {xTs,[nd+1:ns],yTu , S1} applicable for
ns ≥ nd only. We note that knowing yTr on top of B5 suffices
for reliable decodability. In fact, we will show that yTr can be
directly recovered from B5. To understand this fact, we make
two key observations:
(A) First, we note that through the channel output yTu ⊆ B5
spanning T channel uses, any hypothetical decoder obtains
file W2 and ultimately S2 since S2 = φ2(W2) (yTu →
W2 → S2).
(B) Second, any decoder can retrieve yTr from
{xTs,[nd+1:ns],yTu , S1, S2} in a recursive manner.
Note that (B) presumes observation (A) due to the awareness of
S2 from yTu . Key observation (B) can be explained thoroughly
through T recursive steps t = 1, . . . , T . In this context, the
terms steps and channel use are equipollent. We now describe
the main operations of step t = 1 in detail. First, all arguments
of RN’s encoding function for channel use t = 1 are readily
available allowing for the recovery of xr[1] according to
xr[1] = ψ
[1]
r (S1, S2,yr[0] = ∅,d,h). (19)
Next, one can obtain the top most nd samples of xs[1] specified
by xs,[1:nd][1] from the known vectors xr[1] and yu[1] in
Equation (6b). Concatenating xs,[1:nd][1] and xs,[nd+1:ns][1] to
a single vector generates xs[1]; thus, also yr[1] (cf. (6a)). With
yr[1] in place, the RN encoding function ψ
[2]
r at channel use
t = 2 can be invoked, and, therefore step t = 2 initiates. The
decoder proceeds this way in the remaining T−1 steps until all
instances (up to the T–th instance) of yTr have been generated.
Finally, now having yTr ∪B5, decoding of W1 and W2 becomes
possible. On the example of B5, the main bounding techniques
applied to establish the lower bounds look as follows:
2L = H
(
W1,W2
)
= I
(
W1,W2;x
T
s,[nd+1:ns]
,yTu , S1
)
+H
(
W1,W2|xTs,[nd+1:ns],yTu , S1
)
(a)
≤ H(xTs,[nd+1:ns])+H(yTu )+H(S1)+ LL
(b)
≤ T (ns + (nr − nd)+)+ µL+ LL, (20)
where (a) follows from Fano’s inequality and the fact that
conditioning does not increase entropy and (b) is because the
Bern(1/2) distribution maximizes the binary entropy of each
element of xTs,[nd+1:ns] and y
T
u as well as H
(
S1
) ≤ µL.
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Fig. 3: Achievability scheme for corner points (a) B and (b) C in channel regime R31 when nr ≥ ns. The length of each sub-block
represents the entropy of the corresponding messages. For instance in (a) H(W c¯2 ) = ns/2.
V. ACHIEVABILITY OF MINIMUM DTB
In this section, we provide details on our scheme that
achieves the minimum DTB. Due to page limitations, the
scheme is described for the single channel regime R31. Details
on the achievability for the remaining channel regimes follow
similar lines of argument. We first observe that the minimum
DTB is a convex function of the fractional cache size µ.
Lemma 2. The minimum DTB ∆∗det(µ,n) is a convex function
of µ ∈ [0, 1] for any given channel n.
Proof: The proof is omitted due to lack of space.
Due to the convexity of the DTB, we infer that it suffices
to establish the achievability of the corner points A , B and
C (cf. Fig. 2). In fact, the optimal DTB at fractional cache
size µ which lies between two neighboring corner points (say
A and B for instance) cache sizes’ is achieved through file
splitting and time sharing between the policies at those two
corner points. This strategy is only operational at a channel
regime under which the transmission policy at A , RA, and
the transmission policy at B , RB , are both feasible. This is
given by the non-empty setRA∩RB . The next two sub-sections
establish the achievability for A , B and C , respectively.
In either sub-section, it is assumed that the RN and the UE
request different files denoted by W1 and W2.
A. Achievability at µ = 0
For µ = 0, we can directly apply the results of Lemma
1. For RA = I1 ⊇ {nd ≤ ns ≤ 2nd}, this establishes the
achievability of a 2/ns-DTB.
B. Achievability at µ′(n) and µ′′(n)
The optimal schemes at both µ′(n) and µ′′(n) operate
over one single channel use under the same channel regime
RB = RC = R31. Both transmission schemes are very much
alike as they are based upon the same premise. That is, the
DeNB transmits parts of the requested files W1 and W2 that
are not cached (W c¯1 and W
c¯
2 ) at the RN. The RN, on the other
hand, applies receiver caching for its own sake and transmitter
caching for the sake of the UE to make the remaining, cached
parts of W1 and W2 (W c1 and W
c
2 ) available. As µ increases,
more information on the requested files are available locally
at the RN; thus, reducing, the required rates on W c¯1 and W
c¯
2 .
The proper rate allocation of W c¯i and W
c
i , i = 1, 2, at µ
′(n)
and µ′′(n) (µ′(n) ≤ µ′′(n)) is specified in Figs. 3a and 3b,
respectively. The required fractional cache size at these corner
points corresponds to
µ =
H(W ci )
H(Wi)
, i = 1, 2. (21)
As the transmission schemes need one channel use to convey
transceiver RN and the UE with files Wi of equal rate, the
achievable DTB becomes the inverse of the file rate, i.e., 1/L,
where L = H(W ci )+H(W
c¯
i ). This establishes the achievability
for corner points B and C .
VI. CONCLUSION
In this paper, we have studied the fundamental latency of the
transceiver cache-aided wireless HetNet in the downlink given
in Fig. 1. We utilize the DTB as the performance metric that
captures the worst-case delivery latency of requested files. The
LDM is used as an approximation method for Gaussian chan-
nels, to completely characterize the optimal tradeoff between
storage and latency for the given HetNet in various channel
regimes.
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