We present direct subset automata constructions for asynchronous (asynchronous cellular, resp.) automata. This provides a solution to the problem of direct determinization for automata with distributed control for languages of nite traces. We use the subset automaton construction and apply Klarlund's progress measure technique in order to complement non-deterministic asynchronous cellular B uchi automata for in nite traces. Both constructions yield a super-exponential blow-up in the size of local states sets.
Introduction
In nite Mazurkiewicz traces provide a sound framework for studying non-terminating concurrent systems, such as e.g. distributed operating systems or transaction systems. Basically, a concurrent system is viewed as a labelled partial order of a special form. The labelling corresponds to a ( nite) set of atomic actions. The partial ordering is based on a xed symmetric, re exive dependence relation D , denoting pairs of actions which cannot be executed in parallel. Especially interesting are systems where the behaviour can be described by nite state devices. The family of recognizable languages of in nite traces, Rec(R( ; D)), has been introduced by means of recognizing homomorphisms 9]. Various characterizations have been obtained for this class, including automata-theoretic and logical aspects 10, 6, 8] , which generalize the well-understood framework of !-languages. We are interested in automata with distributed control, more precisely in asynchronous (asynchronous cellular, resp.) automata. They play a basic role in the theory of Mazurkiewicz traces, as nite automata do for sequential systems. For example, Zielonka's important theorem states the equivalence between recognizability for languages of nite traces and acceptance by deterministic asynchronous cellular automata. For languages of in nite traces a natural counterpart of the classical B uchi acceptance condition 10] yields the equivalence between Rec(R( ; D)) and the class of languages of in nite traces which are accepted by non-deterministic B uchi asynchronous cellular automata. As in the special case of !-languages, recognizability of languages of in nite traces can also be characterized by deterministic automata, by using the analogue of the more powerful Muller acceptance condition 6]. This generalizes McNaughton's theorem to languages of in nite traces. All these results hold also for the asynchronous automaton model, due to a straightforward transformation from asynchronous cellular to asynchronous automata. The closure of Rec(R( ; D)) under complementation is easily seen from the denition by recognizing homomorphisms (or the acceptance by deterministic Muller automata). We present in this paper a direct proof based on automata by exhibiting a complementation procedure for non-deterministic asynchronous cellular B uchi automata. We use the notion of progress measures, which has been introduced by Klarlund 11] for complementing B uchi (and Streett) !-automata. We will apply progress measures locally to computation subgraphs of asynchronous automata. A basic component of several constructions for !-automata 20, 11] is the usual subset automaton of Rabin and Scott. In the case of asynchronous automata, no subset construction has been so far available, in spite of several attempts 18, 5] . We present in Sect. 3 subset constructions for asynchronous (asynchronous cellular, resp.) automata relying on Cori/M etivier's notion of asynchronous mapping 2]. Based on the bounded time-stamping of Zielonka's construction we exhibit natural mappings which turn out to be asynchronous and thus can be directly translated into asynchronous (asynchronous cellular, resp.) automata. The deterministic automata obtained provide the full information of asynchronous subset automata. The highly technical part is the proof of correctness, i.e. showing that the above mappings are asynchronous, which requires a detailed analysis of pre x relations in a given trace. We consider here two models of trace automata with distributed control (asynchronous and asynchronous cellular, resp.), due to size considerations which may be signi cant and determine their practical use. Asynchronous automata seem to be more advantageous, since they are more compact, in general; the cellular model is easier to understand, due to canonical relations to the pre x structure of a trace. The determinization ideas are closely related and in both cases a superexponential blow-up of size results. However we are interested in the precise size of the subset automata obtained. Related ideas with respect to determinization have been developed independently in 12], where a subset construction for asynchronous automata essentially matching the lower bound is presented. We note that the superexponential lower bound for the size blow-up obtained in 12] holds by the same argument for the cellular model, too. We consider in nite traces only in Sect. 4 , where we use the subset automaton introduced previously and apply the progress measure of Klarlund 11 ] to asynchronous cellular B uchi automata. We obtain a size blow-up for the global state space of 2 N O (1) . Note that we can obtain a deterministic automaton for the complementation problem using deterministic asynchronous Muller automata, applying the algebraic construction given in 6]. This yields however a blow-up for the set of global states at least doubly exponential, since we have to compute the syntactic monoid and to apply usual determinization, as well as Zielonka's construction. A preliminary version of this paper appeared in 16] . In this paper we additionally consider the asynchronous model with regard to determinization constructions. Moreover, we present here a more involved subset construction which improves the size of the subset automata.
Preliminaries
Throughout this paper we denote by ( ; D) a nite dependence alphabet, i.e. a nite alphabet together with a re exive, symmetric dependence relation D . The complementary relation I = ( )nD, called independence relation, induces an equivalence relation I on , generated by the pairs (uabv; ubav), with u; v 2 , (a; b) 2 I. The relation I turns out to be a congruence. The quotient monoid M ( ; D) = = I was called trace monoid by Mazurkiewicz 13] and it was rst used in combinatorics for rearrangement problems 1]. The canonical surjective homomorphism associated to I will be denoted by ': ! M ( ; D). For a 2 , A , let D(a) = fb 2 j (a; b) 2 Dg and D(A) = S a2A D(a). By de nition, a trace t is a congruence class of words and it may be represented by words. A natural, unique representation is given by considering labelled partial orders. We identify a trace t with a dependence graph, i.e. with a (isomorphism class of a) labelled directed, acyclic graph G = V; E; ], where : V ! is the labelling of the vertex set and edges exist between (di erent) vertices with dependent labellings, i.e. for every u; v 2 V we have ( (u); (v)) 2 D if and only if u = v or (u; v) 2 E E ?1 . Given the trace t = a 1 a n ], we de ne the associated dependence graph by taking n vertices V = f1; : : : ; ng labelled as (i) = a i , with edges (i; j) 2 E for 1 i < j n whenever (a i ; a j ) 2 D.
In this paper we consider nite and in nite dependence graphs with countable vertex sets, such that ?1 (a) is well-ordered for every a 2 . The set of dependence graphs satisfying these properties is denoted by G ( ; D Zielonka 21] . By asynchronous automata we mean two types of automata of equal expressive power, both of which have distributed control and memory. The di erence consists mainly in the kind of restriction imposed on the concurrent access to common data. Asynchronous automata belong to the Exclusive-Read-Exclusive-Write type, while asynchronous cellular automata correspond to the Concurrent-Read-Owner-Write access restriction.
An asynchronous cellular automaton A = ((Q a ) a2 ; ( a ) a2 ; q 0 ; F) has for each a 2 a set of local states Q a and a local transition relation a ( T Q a2 P(Q a ), i.e. we are given a tuple A = ((Q a ) a2 ; ( a ) a2 ; q 0 ; F; T ). Consider an in nite transition path = (q 0 ; a 0 ; q 1 ; a 1 ; : : : ) in A, with q n 2 Q a2 Q a , a n 2 and q n+1 2 (q n ; a n ) for n 0. For each a 2 we are interested in the set of local a-states which occur in nitely often in , i.e. in the set inf a ( ) = fq a 2 Q a j (q n ) a = q a for in nitely many ng. The path is accepted by A with the B uchi acceptance condition if for some T = (T a ) a2 2 T we have inf a ( ) T a for every a 2 . (Viewing A as a Muller automaton, is accepted if for some T = (T a ) a2 2 T , inf a ( ) = T a for every a 2 ). An in nite trace t 2 R( ; D) is accepted if there exists a path as above labelled by some representing word of t, i.e. t = '(a 0 a 1 : : : ), which is accepted. (The local acceptance condition ensures that this notion of acceptance is well-de ned, i.e. it does not depend on the representing word, 10]). Finite traces are accepted in the usual way, by reaching a nal state from F. Similar de nitions apply to the asynchronous model, where the acceptance depends on the sets inf i ( ) = fq i 2 Q i j (q n ) i = q i for in nitely many ng.
We denote by R A (t) the set of runs of an asynchronous cellular automaton A on t 2 R( ; D), starting with the initial state q 0 of A. We view a run r 2 R A (t) as a labelling r: V (t) ! a2 Q a of the dependence graph of t, V (t); E(t); ( We close this section with some general notations. For t 2 R( ; D), a 2 we denote by jtj a the number of occurrences of a in t; by alph(t) = fa 2 j jtj a > 0g the alphabet of t; nally, by alphinf(t) = fa 2 j jtj a = 1g the alphabet at in nity of t. The pre x order on R( ; D) is de ned by u t if t = uv for some v 2 R( ; D). For t = uv let u ?1 t = v. As usual, u u v is the greatest lower bound of u; v. Whenever it exists, the least upper bound of u; v is denoted by u t v. For m 2 N let m] be the set f1; : : : ; mg. The complement of a set X is denoted X, while P(X) denotes the powerset of X.
Determinization for asynchronous automata
We present in this section subset constructions for asynchronous (asynchronous cellular, resp.) automata relying on the notion of asynchronous mapping introduced by Cori/M etivier 2]. While the underlying idea of the rst construction is more intuitive, the second one achieves a better bound for the size of the subset automata obtained. Asynchronous mappings re ect the functional aspect of asynchronous automata. As de ned below, a mapping : M ( ; D) ! S is asynchronous if it can be computed stepwise in a distributed way, thus being easily transformed into an equivalent deterministic asynchronous (cellular) automaton. (For more details and general notions on traces and asynchronous automata see Ch. 7,8 in 7] .) Before recalling the de nition, let us introduce a basic notation for trace pre xes. For t 2 M ( ; D), a 2 and A let @ a (t) = uf u t j jtj a = juj a g and @ A (t) = F a2A @ a (t) (In particular @ ; (t) = 1 and @ (t) = @ max(t) = t:) Thus, @ a (t) resp. @ A (t) = F fu t j max(u) Ag is the minimal pre x of t containing all a, resp. all letters a 2 A from t. Especially we have @ a (ta) = @ D(a) (t)a. In the following we will use the notation @ a;A (t) instead of @ a (@ A (t)) (or simply @ a;b (t), if A = fbg). left to the reader to verify that is the transition function of an asynchronous automaton accepting ?1 (R). 2. Consider a non-deterministic asynchronous (asynchronous cellular, resp.) automaton A. It will su ce to obtain an asynchronous mapping : M ( ; D) ! S based on A, with S nite and such that ?1 (L(A)) = L(A). The asynchronous (cellular) subset automaton will be then directly constructed as just described.
As previously mentioned, we will use throughout our determinization constructions Zielonka's labelling function : M ( ; D) ! f0; : : : ; j jg , which is dened inductively for a; b 2 , t 2 M ( ; D) by:
(1)(a; b) = 0.
If t 6 = @ a;b (t) then (t)(a; b) = (@ a;b (t))(a; a). If t = @ a (t) and t 6 = 1 then (t)(a; a) = minfn > 0 j n 6 = (t)(a; c) for every c 6 = ag:
Note that (@ A (t))(c; a) = (t)(c; a) for every a 2 A.
The labelling function is a time-stamping function, allowing to determine the actuality of information received in a distributed way. In particular, it provides information about ordering of pre xes of the form @ a (t 2. Suppose that we are given the value (t) or both values (@ A (t)), (@ B (t)).
Then we can determine the set C a;b := fc 2 j @ c;a (t) = @ c;b (t)g, for every a; b 2 A B. Moreover, we can determine for every c 2 which of the following holds: @ c;A (t) = @ c;B (t) ; resp. @ c;A (t) < @ c;B (t) ; resp. @ c;B (t) < @ c;A (t) :
3. is an asynchronous mapping.
A simple determinization construction
The crucial idea for the determinization constructions presented in the sequel is to augment the time-stamping mapping by a mapping depending on the given non-deterministic asynchronous (asynchronous cellular, resp.) automaton A.
We start considering the cellular model and denote in the following by Q the set of local states, Q = _ S a2 Q a of an asynchronous cellular automaton A = ((Q a ) a2 ; ( a ) a2 ; q 0 ; F). Proof: By assumption, we have @ b;a (t) = @ b;a (t 2 ) t 1 u t 2 . Using the common pre x s := t 1 u t 2 can be determined, since we have max(s) C, with C = fc 2 j @ c (t 1 The asynchronous mappings considered in Prop. 3.4 and Rem. 3.7 lead together with Rem. 3.2(2) to determinization constructions for both asynchronous automata models as stated in the following theorem. Recall that the size of an asynchronous (cellular) automaton corresponds to the total number of local states.
Theorem 3.8 1. Let A be a non-deterministic asynchronous cellular automaton of size n. Then a deterministic asynchronous cellular subset automatonÃ of size 2 O(n j j
2 ) e ectively exists with L(A) = L(Ã).
2. Let A be a non-deterministic asynchronous automaton of size n with m processors. Then a deterministic asynchronous subset automatonÃ of size 2 O(n m 2 ) e ectively exists with L(A) = L(Ã), having the same read-and-write-domains as A.
An improved determinization construction
We consider in this section further mappings for both asynchronous models, which lead to determinization constructions with improved bounds w.r.t. size. More precisely, we obtain a size blow-up of 2 n O(j j) for the asynchronous cellular model, resp. 2 n O(m) for the asynchronous one, where m is the number of processors. However, the correctness proof is more involved and the de nition of these mappings is less intuitive. We denote in the following by Q the set of global states of an asynchronous cellular automaton A, Q = Q a2 Q a .
Proposition 3.9 Given a complete non-deterministic asynchronous cellular automaton A = ((Q a ) a2 ; ( a ) a2 ; q 0 ; F). Let : M ( ; D) ! P(Q Q P( ) ) be de ned for t 2 M ( ; D) by: (t) := f(q; q 0 ; A; a) j 9r 2 R A (t) : (r; @ A (t)) = q and (r; @ A fag (t)) = q 0 g:
Then the mapping = ( ; ) is asynchronous.
Moreover, we have L(A) = ft 2 M ( ; D) j 9q 2 F : (q; q; ; a) 2 (t); 8a 2 g: Proof: Let rst t = @ D(a) (t) and t 0 = ta, for a 2 . Note that for X , @ X (t 0 ) = @ X (t) if a = 2 X, resp. @ X (t 0 ) = t 0 if a 2 X. For B , b 2 , and given (t) and a we de ne a set R as the least subset of Q Q P( ) satisfying the following: 2. If b = a = 2 B, then let (q; q 0 ; B; b) 2 R if some q 00 2 Q exists such that (q 00 ; q 00 ; ; a) 2 (t), q 0 2 (q 00 ; a) and q 00 2 (q; @ B (t) ?1 t). Note that the last condition can be checked by augmenting B stepwise by letters from D(a). 3 . If a 2 B, then let (q; q; B; a) 2 R if q 2 (q 0 ; a), for some (q 0 ; q 0 ; ; a) 2 (t).
By the previous remark, it is easy to see that R (t 0 ) holds. The converse inclusion (t 0 ) R is immediate. For the second property of asynchronous mappings let A; B and consider t = @ A B (t) with t 1 = @ A (t) = su, t 2 = @ B (t) = sv, where alph(u) alph(v) I.
We denote by C the alphabet C = fc 2 j @ c (t 1 ) = @ c (t 2 )g, and recall that C can be computed from the values (t 1 ); (t 2 ) of the labelling function . Recall further that s = @ C (s) = @ C (t i ), i = 1; 2. Let E , a 2 and assume without loss of generality @ a (t 2 ) @ a (t 1 ). Let y = @ E (v) and note that we have @ E (t) = @ E (t 1 v) = @ E F (t 1 )y, where F = D(alph(y)). The idea of this construction is to determine runs on @ E (t) by applying to more information than necessary in order to build the run (see also Fig. 2 ): we combine a run r 1 2 R A (@ E F (t 1 )) with a run r 2 2 R A (@ C E (t 2 )) to a run r on @ E (t) corresponding to r 1 on @ E F (t 1 ), respectively to r 2 on y. For the consistency note rst that @ f (t 1 ) = @ f (s) for every f 2 F, since F D(alph(v)) and alph(u) alph(v) I. Moreover, in order to combine consistent runs we need the state reached by a run on @ E (t 2 ) = @ E F (s)y on the pre x @ E F (s) (actually, only the F-components are needed). This information cannot be provided by supplying the global state on @ E (t 2 ), only. Therefore, we consider the run r 2 on the larger pre x @ C E (t 2 ) = sy, and we additionally assume the existence of a third run r 3 on s, such that r 2 is an extension of r 3 and r 1 agrees with r 3 in the F-components. Formally, consider a run r 3 2 R A (s) and let q 1 = (r 1 ; @ E F (t 1 )), q 2 = (r 2 ; @ C E (t 2 )), and q 3 = (r 3 ; s). Suppose that q 2 2 (q 3 ; y) and (q 1 ) f = (q 3 ) f , for every f 2 F. We claim that the following mapping r: V (@ E (t)) ! S a2 Q a , which labels the vertex set V (@ E (t)) of @ E (t) by local states, is a well-de ned run on @ E (t): r(w) := ( r 1 (w) if w 2 V (@ E F (t 1 )) r 2 (w) if w 2 V (y);
with V (@ E F (t 1 )) resp. V (y) denoting the vertex set of @ E F (t 1 ) resp. y. To see the claim, note that given a run r 0 on @ C E (t 2 ) = sy and a run r 00 on s with (r 0 ; s) f = (r 00 ; s) f for all f 2 F, we can combine r 0 ; r 00 to a third run r 000 on @ C E (t 2 ), corresponding to r 00 on s, resp. to r 0 on y. This property is mainly due to F = D(alph(y)), together with the de nition of read-domains of an asynchronous cellular automaton. Recall also @ f;E F (t 1 ) = @ f (t 1 ) = @ f (s), for f 2 F. 
4.
q e = q 0 e = (q 2 ) e , if @ e;C (t 2 ) < @ e;E (t 2 ). q e = (q 1 ) e resp. q 0 e = (q 4 ) e , if @ e;E (t 2 ) @ e;C (t 2 ). By the remarks above we see R (t), whereas the converse inclusion is again immediate, using the fact that the transition relations of A are totally de ned.
Note also that the sets C; F and the conditions concerning the pre xes @ a (t 2 ), @ a (t 1 ), @ e;E (t 2 ), @ e;C (t 2 ) can be checked using the values (t 1 ), (t 2 ). 2 Remark 3.10 The idea of the improved construction for asynchronous cellular automata based on Prop. 3.9 can be adapted also to asynchronous automata. Prop. 3.9 and the above remark yield the improved constructions for asynchronous (asynchronous cellular, resp.) subset automata:
Theorem 3.11 1. Let A be a non-deterministic asynchronous cellular automaton of size n. Then a deterministic asynchronous cellular subset automatonÃ of size 2 n O(j j) e ectively exists with L(A) = L(Ã).
2. Let A be a non-deterministic asynchronous automaton of size n with m processors. Then a deterministic asynchronous automatonÃ of size 2 n O(m) e ectively exists with L(A) = L(Ã), having the same read-and-write-domains as A.
We conclude this section with remarks concerning related subset constructions. As previously mentioned, Klarlund, Mukund and Sohoni presented independently a solution to the determinization problem for asynchronous automata 12]. Their construction yields a blow-up in size of 2 n O(m 3 ) , where n denotes the size of the input automaton (as the maximal size of local states sets) and m is the number of processors. This paper also contains a nice example for the lower bound of 2 n m =m .
A less direct subset construction can be achieved by using an alternative determinization procedure given in 3]. Here, we view e.g. a non-deterministic asynchronous cellular automaton A as a sequential automaton with transition relation Q Q, where jQj n j j denotes the set of global states. After determinizing A (and possibly minimizing it) we obtain a deterministic automaton with at most 2 n j j states, having the I-diamond property (i.e., for every states q; q 0 and letters (a; b) 2 I: q 0 = q ab , q 0 = q ba). This sequential automaton can be used as input for the alternative construction of deterministic asynchronous automata mentioned above (see 3]). One obtains an equivalent asynchronous cellular automaton with at most 2 O(n) j j local states. For practical use, this oline approach may be less e cient than the direct constructions of Thm. 3.8 and 12], since simulating the subset automaton is done by table lookup instead of updating local information. Moreover, direct subset constructions are more exible w.r.t. modi cations of the input automaton or to partial determinization. Note also that direct constructions take only reachable local states into account.
Complementing B uchi asynchronous cellular automata
The complementation procedure for asynchronous cellular B uchi automata presented in this section applies the progress measure technique proposed by Klarlund 11], and uses the subset automaton construction given in Sect. 3. Progress measures have been devised in a more general setting for verifying sequential programs, and provide optimal complementation procedures for e.g. B uchi and Streett !-automata. Our starting point is a slightly di erent B uchi acceptance condition, which restricts the accepted inputs to some set Inf(A), A , and speci es for each letter at most one local state to be repeated in nitely often. Formally, we consider a tuple A = ((Q a ) a2 ; ( a ) a2 ; q 0 ; T ) with T Q P( ) P( ), where Q = Q a2 Q a . A table element is a triple (p; A; fa 1 ; : : : ; a k g) satisfying the following condition: we require a i 2 A i for every 1 i k, with A = _ Sk i=1 A i being the decomposition of A in connected components (i.e. every A i induces a connected subgraph of ( ; D) and A i A j I for i 6 = j).
Throughout this section we use the standard representation for dependence graphs, introduced in Sect. 2.
A run r 2 R A (t) on t is accepted by the table element (p; A; fa 1 ; : : : ; a k g) if A = alphinf(t) and For every a 2 A fa 1 ; : : : ; a k g we have p a 2 inf a (r), where inf a (r) := fq a 2 Q a j 8n < jtj a 9n m < jtj a : r(a; m) = q a g.
Hence, this local acceptance condition speci es halting states for letters a = 2 alphinf(t) and recurrent states for the designated letters a i . Note that an asynchronous cellular B uchi automaton with acceptance table T Q a2 P(Q a ) as de ned in Sect. 2 can be easily transformed into an equivalent one with acceptance table as above: for t with alphinf(t) = A the letters a i 2 A i can be used for checking that all local states from S a2A i T a occur in nitely often, where T = (T a ) a2 2 T . The converse transformation is straightforward, since we only have to check additionally that the input trace belongs to some (recognizable) set Inf(A), A .
For t 2 R( ; D), a 2 , 0 n < jtj a , let t a; n] = ufu t j juj a = n + 1g be the least pre x of t containing the rst n+1 occurrences of a (note max(t a; n]) = fag, if jtj a > 0). Furthermore, let us de ne U a (t) Q N by U a (t) = f(q; n) j 0 n < jtj a ; q 2 (q 0 ; t a; n])g: U a (t) is the vertex set of a directed graph containing the information about the global states reached by pre xes t a; n], n 0. The edges are given by (q; n) a;t ! (q 0 ; n+1) for q 2 U a (t) and q 0 2 (q; t a; n] ?1 t a; n+1]), when n+1 < jtj a .
Throughout this section we use the notion of transition graph with the meaning of a subgraph of (U a (t); a;t !). Moreover we use the abbreviation U i (t) for U a i (t), 1 i k. The basic idea for Klarlund's progress measure method is to express a global property of an in nite (transition) graph by the existence of a suitable mapping, which associates with each vertex a nite amount of information. This information quanti es progress towards satisfying the required condition. For complementing e.g. B uchi automata, the condition expresses that certain states are visited nitely often, i.e. they are not recurrent. In our distributed setting, we have to assume the existence of several progress measures, one for each connected component of alphinf(t) (i.e., for each designated letter). The next proposition gives the basis for the complementation procedure. Recall Q = Q a2 Q a and let N := jQj. Let i (q; n) i (q 0 ; n + 1) i (q; n) = i (q 0 ; n + 1) =) q 0 = (V i (t); E i (t)). For a set V U i (t) we denote in the following by N V (q; n) the set of proper successors of (q; n) 2 U i (t) from U i (t) n V , i.e., N V (q; n) := f(q 0 ; m) j m > n; 9q = q n ; q n+1 ; : : : ; q m = q 0 ; (q 0 ; m) 2 U i (t) n V with (q k ; k) a i ;t ! (q k+1 ; k + 1); for every n k < mg : The transition graph (V i (t); E i (t)) and the progress measure~ i : U i (t) ! ! 1 are now de ned inductively: let V 0 = V i (t) = ;. Assume that for < ! 1 , the sequence (V ) < of pairwise disjoint subsets of U i (t) is already de ned, with V i (t) = < V .
If either U i (t) = V i (t), or N V i (t) (q; n)\(F i N) 6 = ; holds for all (q; n) 2 U i (t)nV i (t), then let V := U i (t) n V i (t) and V := ; for every < < ! 1 and we are done. Otherwise choose (q; n) 2 U i (t) n V i (t) satisfying N V i (t) (q; n) \ ( 
By construction we obtain a countable ordinal 0 with V 0 = U i (t) n V i (t), such that 0 = tf < ! 1 j V 6 = ;g. Note that we have either V 0 = ;, or for every (s n ; n) 2 V 0 there is an in nite transition path (s n ; n) 
The second step of Klarlund's construction 11] uses the bounded width N of the given transition graph for modifying the progress measure to a quasi-progress measure mapping with nite range. Given < ! 1 , let the predicate const( ) be true, if there is an in nite path (q n ; n) For (q; n) 2 U i (t) n V i (t) let i (q; n) = 2N + 1.
The mapping i satis es the condition of real progress (Cond. (3)): assume by contradiction that an in nite transition path (q n ; n) and the way we choosed the designated letters a i . Let t = t 0 t 1 t k with alph(t i ) = A i for every i. Due to (q i ; n i ) 2 U i (t) n V i (t) we obtain by Eq. (2) an in nite path i in the subgraph of (U i (t); a i ;t !) induced by U i (t)nV i (t), such that i starts in (q i ; n i ) and visits in nitely often the set F i N. Since alph(t ?1 0 t) = A every path i de nes (a set of) runs on the connected su x t i of t, starting with the state q i . Moreover, every run r i associated to i repeats in nitely often the local state p a i . For each i we choose a run r i on t i associated to i as above. With V i , 0 i k, denoting the vertex set of t i in the dependence graph of t, we de ne r 0 2 R A (t) by r 0 j V 0 := r and r 0 j V i := r i , 1 i k. Obviously, we obtained an accepting run on t, since p a 2 inf a (r 0 ) for every a 2 A fa 1 ; : : : ; a k g. Hence, a contradiction follows. In this setting B guesses at the same time the transition graphs (V i (t); E i (t)) covered by i . The automaton recognizing the complement language relies on the subset automaton of the given asynchronous cellular automaton ((Q a ) a2 ; ( a ) a2 ; q 0 ), dened in Sect. 3 for an asynchronous mapping = ( ; ) (we omit nal states).
Let A = ((Q a ) a2 ; (~ a ) a2 ;q 0 ) denote the subset automaton obtained from . For the subset construction of Prop. 3.4, the above condition is equivalent to the following one: ifq a = ( (u); (u)), then we let (f(b; a)) b2 2 dom( a ), for some f 2 (u). If we use instead the subset construction given in Prop. 3.9 then we simply let q 2 dom( a ), whenever (q; q; fag; a) 2 (u). A 0 a = (u) ); (@ a (u))) labels the last avertex in t, i.e. (a; jtj a ? 1). Finally, the synchronization condition (Cond. 4) in 4.1 ensures that there is no run r 2 R A (@ M (u)) satisfying both (r; @ M (u)) a = p a , for all a 2 A, and a ( (r; @ a (u))) 6 = 2N + 1 for all a 2 fa 1 ; : : : ; a k g (recall that a i (q) = 2N + 1, for all q = 2 V i (t)). For the converse let t 2 L(B) be accepted by a B-run r by (z; A; fa 1 ; : : : ; a k g) 2 T , hence alphinf(t) = A. Once again, there is a canonical de nition for (V i (t); E i (t)) and i , 1 i k. For a = a i , n 0, let (q a ; a ; A a ) = (r; t a; n]) a . Furthermore, for q 2 dom( a ) de ne (q; n) 2 V i (t) if and only if a (q) 6 = 2N + 1 and let i (q; n) = a (q). Since for any a 2 fa 1 ; : : : ; a k g, z a = (q a ; a ; ;) for somẽ q a 2Q a , a 2 2N + 1] Q , we directly obtain that the real progress condition (Cond. (3) Asynchronous (cellular) automata viewed as sequential automata satisfy the Idiamond property, as we already mentioned in Sect. 2. This means that for every pair of states q; q 0 and independent letters (a; b) 2 I: q 0 2 (q; ab) holds if and only if q 0 2 (q; ba). This property expresses a reduced view of concurrency, the interleaving viewpoint. We note that non-deterministic B uchi !-automata satisfying the I-diamond property which accept closed languages from 1 characterize precisely Rec(R( ; D)) (a language L is closed if ' ?1 ('(L)) = L, with ' denoting the canonical mapping). If we were only interested in B uchi automata A with I-diamond property, then we could apply for complementing A a simple construction proposed by P ecuchet 17]. All we need is a homomorphism h: ! S to a nite monoid recognizing L(A) and satisfying h(ab) = h(ba), for all (a; b) 2 I. Then the size of the automaton for the complement language obtained in 17] is O(jSj 2 ). Note that the syntactic morphism of a closed language L 1 satis es this property. Moreover, the size of the syntactic monoid of L is bounded by 2 O(N 2 ) , with N denoting the size of A.
