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外れ値に頑健な推定方法は,これまでも多くの研究がなされている (例えば,[7], [8] を
















そこで [6] では,汚染分布を用いた外れ値の定義からdensity‐power divergenceを用いて,
頑健な事後分布を構成する方法を提案している.また,[10] では,  $\gamma$‐divergenceを用いて,
[6] と同様に頑健な事後分布を構成している.これらのようにdivergenceを用いることで,
多変量への拡張も容易である.
本稿では,通常の事後分布と [6] で提案された擬似的な事後分布 (DP‐posterior), [10] で






の形から divergence を用いた事後分布の構成方法を紹介し,[6] と [10] で提案された外れ
値に頑健な事後分布 DP‐posterior と  $\gamma$‐posteriorの定義を述べる.
まず,divergence による推定について紹介する.  f, g を密度関数とする.このとき,
divergence D はcross entropy d を用いて次のように表せる.
\mathcal{D}(g, f)=-d(9,g)+d(g, f)
また,divergence と cross entropy は次の性質を満たす.
(a) \mathcal{D}(g, f)\geq 0 で,等号成立は g=f のときに限る.
(b) d(9, f) \geq d(g, g) で,等号成立は 9=f のときに限る.
そのため、divergence は g からの f への擬似的な距離と考えることができる.ここで,9
を真の分布とすれば,divergence を最小にするような f を選べば良いことがわかる.しか
し, g は実際には未知であるから,9をデータの経験分布 \overline{g} で置き換え,候補モデルの中で
cross entropy を最小にするように推定する.特に,本稿で取り扱う divergence は以下の
3つである.ここでは,各divergence に対応する cross entropy を示す.
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\bullet K‐L divergence
 d_{KL}(g, f)=-\displaystyle \int g\log fdx
\bullet density power divergence
 d_{ $\beta$}(g, f)=-\displaystyle \int 9f^{ $\beta$}dx+\int f^{1+ $\beta$}dx
\bullet  $\gamma$‐divergence
 d_{ $\gamma$}(g, f)=-\displaystyle \log\int 9f^{ $\gamma$}dx+\log\int f^{1+ $\gamma$}dx
ただし,  $\beta$,  $\gamma$>0 である.density‐power divergence は [2],  $\gamma$‐divergenceは[5] でそれぞ
れ外れ値に頑健なdivergenceとして提案されている.
次に,ベイズ推論について議論を行う.データ  x_{1} , . . . x_{n} が密度関数 g の分布に独立同
一に従うとし, f を知りたい分布とする.通常のベイズ推論は候補モデルを f_{ $\theta$}( $\theta$\in $\Theta$) に
対して,次の事後分布を考える.
 $\pi$( $\theta$|X_{n})\displaystyle \propto\prod_{i=1}^{n}f_{ $\theta$}(x_{i}) $\pi$( $\theta$)
=\exp\{\log f_{ $\theta$}(x_{i})\} $\pi$( $\theta$)
=\exp\{-d_{KL}(\overline{9}, f_{ $\theta$})\} $\pi$( $\theta$) .
ここで, \overline{9} は X_{n} =(x\mathrm{l}, . . . x_{n}) の経験分布である.この形から,事前分布が一様分布の
場合の MAP 推定量と divergence 最小化による推定量が同等であることがすぐにわかる.
通常の事後分布は g\in\{f_{ $\theta$}| $\theta$\in $\Theta$\} を仮定しているが,今データの分布は f に従うデータ
に汚染分布  $\delta$ に従うデータが混ざっている.すなわち  g=(1- $\epsilon$)f+ $\epsilon \delta$ のような分布に
従う.そのため,通常のベイズ推定では大きなバイアスを持ってしまう.そこで,[6] では
density‐power divergecnce を用いて,擬似的事後分布を構成している.通常の事後分布の
 d_{KL} . ) の部分を d_{ $\beta$} . ) に変えることで,次のような擬似的な事後分布を構成している.
定義2.1 (DP‐posterior).  $\beta$>0 とする.  $\pi$( $\theta$) を事前分布, f_{ $\theta$} を候補のモデルとしたと
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き, DP‐poste短or を次で定義する.
$\pi$^{( $\beta$)}( $\theta$|X_{n})=\displaystyle \frac{\exp\{Q_{n}^{( $\beta$)}( $\theta$)\} $\pi$( $\theta$)}{\int\exp\{Q_{n}^{( $\beta$)}( $\theta$)\} $\pi$( $\theta$)d $\theta$}
=\displaystyle \frac{\prod_{i=1}^{n}\exp(q_{ $\theta$}^{( $\beta$)}(x_{i})) $\pi$( $\theta$)}{\int\prod_{i=1}^{n}\exp(q_{ $\theta$}^{( $\beta$)}(x_{i})) $\pi$( $\theta$)d $\theta$} (1)
\displaystyle \propto\prod_{i=1}^{n}\exp(q_{ $\theta$}^{( $\beta$)}(x_{i})) $\pi$( $\theta$) ,
ただし,
q_{ $\theta$}^{( $\beta$)}(x)=\displaystyle \frac{1}{ $\beta$}f_{ $\theta$}^{ $\beta$}(x)-\frac{1}{1+ $\beta$}\int f_{ $\theta$}^{1+ $\beta$}\mathrm{d}x.
[6] では DP‐posterior に関する漸近性質や頑健性が述べられている.そこで,[10] では
denstiy‐power divergence に変えて,次のような  $\gamma$‐divergenceを用いた擬似的な事後分
布の構成を行い,その性質を導出している.
定義2.2 (  $\gamma$‐posterior).  $\gamma$>0 とする.  $\pi$( $\theta$) を事前分布, f_{ $\theta$} を候補のモデルとしたとき,
 $\gamma$ ‐poste幅or を次で定義する.
 $\pi$^{( $\gamma$)}( $\theta$|X_{n})=\displaystyle \frac{\exp\{Q_{n}^{( $\gamma$)}( $\theta$)\} $\pi$( $\theta$)}{\int\exp\{Q_{n}^{( $\gamma$)}( $\theta$)\} $\pi$( $\theta$)d $\theta$}
=\displaystyle \frac{\prod_{i=1}^{n}\exp(q_{ $\theta$}^{( $\gamma$)}(x_{i})) $\pi$( $\theta$)}{\int\prod_{i=1}^{n}\exp(q_{ $\theta$}^{( $\gamma$)}(x_{i})) $\pi$( $\theta$)d $\theta$} (2)
\displaystyle \propto\prod_{i=1}^{n}\exp(q_{ $\theta$}^{( $\gamma$)}(x_{i})) $\pi$( $\theta$) ,
ただし,
q_{ $\theta$}^{( $\gamma$)}(x)=\displaystyle \frac{1}{ $\gamma$}f_{ $\theta$}^{ $\gamma$}(x)\{\int f_{ $\theta$}^{1+}ツ \displaystyle \mathrm{d}x\}^{- $\gamma$/(1+ $\gamma$)}-\frac{1}{ $\gamma$}.
3  $\gamma$‐posteriorに基づくベイズ推定量の漸近性質
この節では [10] で示されている  $\gamma$‐posteriorに関する漸近性質の結果を紹介する.まず,
以下の条件を考える.  $\theta$_{g} を d_{ $\gamma$}(g, f_{ $\theta$}) を最小にする点とする.
(A1) f_{ $\theta$} の台は未知パラメータに依らない. f_{ $\theta$} は $\theta$_{g} の近傍 U で3回微分可能である.
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(A2) 微分と積分の交換は可能とし, E_{g}[\partial_{iq^{( $\gamma$)}}($\theta$_{g};X_{1})] と E_{g}[\partial_{i}\partial_{jq^{( $\gamma$)}}($\theta$_{g};X_{1})] は存在
し,さらにすべての i,j, k=1 , . .. , p に対して,次を満たす萄k(X) が存在する.
\displaystyle \sup_{ $\theta$\in U}|\partial_{i}\partial_{j}\partial_{k}q^{( $\gamma$)}( $\theta$;x)| \leq M_{ijk}(x) and E_{9}[M_{ijk}(X1)] <\infty,
ここで, \partial_{i}=\partial/\partial$\theta$_{i}, \partial=\partial/\partial $\theta$ である.
(A3) 任意の  $\delta$>0 に対して,十分大きな n すべてに対して,確率1で次を満たす  $\epsilon$>0
が存在する.
\displaystyle \sup n^{-1}\{Q_{n}^{( $\gamma$)}( $\theta$)-Q_{n}^{( $\gamma$)}($\theta$_{g})\}<- $\epsilon$.\Vert $\theta-\theta$_{9}\Vert> $\delta$
注意3 \bullet1. (A1) , (A2) の条件はモデルの正則条件である.また, (Aのの条件は n が十分
大きいとき,Qn (  $\theta$) の最大化点がただ一つ  $\theta$_{g} であるという条件である.これは $\theta$_{g} の定義
から自然である.
次に, Q_{n}^{( $\gamma$)}( $\theta$) を最大化する推定量を \tilde{ $\theta$}_{n}^{( $\gamma$)} , 事後期待値を \hat{ $\theta$}_{n}^{( $\gamma$)} とする.また,対称行列
I( $\theta$) と J( $\theta$) を次で定義する.
I( $\theta$)=E_{g}[\partial q^{( $\gamma$)}( $\theta$;X_{1})\partial^{\mathrm{T}}q^{( $\gamma$)}( $\theta$;X_{1})],
J( $\theta$)=-E_{g}[\partial\partial^{\mathrm{T}}q^{( $\gamma$)}( $\theta$;X_{1})].
さらに, I( $\theta$) と J( $\theta$) は正定値行列とする.このとき,次の定理が成り立つ.
定理3.1. 仮定 (Al)-(Aのと \tilde{ $\theta$}_{n} は \partial Q_{n}^{( $\gamma$)}(\tilde{ $\theta$}_{n}^{( $\gamma$)})=0 と \tilde{ $\theta$}_{n}^{( $\gamma$)} \rightarrow^{p}$\theta$_{g}(n\rightarrow\infty) を満たすと
する.このとき,任意の事前分布の密度関数  $\pi$( $\theta$) が連続で $\theta$_{g} で正ならば,次が成り立つ.
\displaystyle \int|$\pi$^{*( $\gamma$)}(t|X_{n})-(2 $\pi$)^{-p/2}|J($\theta$_{0})|^{1/2}\exp(-\frac{1}{2}t^{\mathrm{T}}J($\theta$_{0})t)|dt\rightarrow^{p}0 (n\rightarrow\infty)_{0} (3)
ここで, $\pi$^{*( $\gamma$)}(t|X_{n}) は t=\sqrt{n}( $\theta$-\tilde{ $\theta$}_{n}) の  $\gamma$‐posteriorである.
定理3.2. 定理3.1の仮定に加えて,事前分布  $\pi$( $\theta$) が期待値を持つとする.このとき,
\sqrt{n}(\hat{ $\theta$}_{n}-\tilde{ $\theta$}_{n})\rightarrow^{p}0(n\rightarrow\infty) が成り立つ.
系3.1. 定理3.2の仮定を満たすとする.もし
\sqrt{n}(\tilde{ $\theta$}_{n}^{( $\gamma$)}-$\theta$_{9})\rightarrow dN_{p}(0, V($\theta$_{0})) ,
ならば,次が成り立つ.
\sqrt{n}(\hat{ $\theta$}_{n}^{( $\gamma$)}-$\theta$_{g}) \rightarrow dN_{p}(0, V($\theta$_{0})) .
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以上のことから,  $\gamma$‐posteriorは  n が大きいところでは事前分布の影響を受けない.ま
た,  $\gamma$‐posteriorに関する事後平均は,漸近的に  $\gamma$‐divergence最小化の推定量と一致し,さ
らに漸近正規性を持つこともわかる.
4 数値実験
この章では,第2章で紹介した DP‐posterior と  $\gamma$‐posteriorの数値比較を行う.基
本的な設定としては,1000回のモンテカルロシミュレーションを用いて,標本数  n =
20 , 50, 100, 汚染の割合  $\epsilon$=0.00 , 0.05, 0.20の場合について,事後平均のバイアスを見て
いく.また,事後平均は重点サンプリングで導出する.
4.1 正規分布
この節では,正規分布:N (  $\mu$ )  $\sigma$^{2} ) の場合を考える.データ発生分布を
(1- $\epsilon$)N(0,1)+ $\epsilon$ N(6,1)
とし,候補モデルを N( $\mu,\ \sigma$^{2}) とする.事前分布としては一様分布と Jeffreys の事前分布,
正規分布の共役事前分布である正規‐逆ガンマ分布を用いる.
すべての表から通常の事後平均よりも DP‐posterior と  $\gamma$‐posteriorはバイアスが小さ
いことがわかる.また,表1と表3, 表5からわかるようにDP‐posterior と  $\gamma$‐posteriorは





表1 The empirical bias of the Bayes estimators for mean parameter under uniform prio
表2 The empirical bias of the Bayes estimators for varlance parameter under
uniform prior
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表3 The empirical bias of the Bayes estimators for mean parameter under the
Jeffreys prior
表4 The empirical bias of the Bayes estimators for variance parameter under
the Jeffreys prior
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表5 The empirical bias of the Bayes estimators for mean parameter under the
normal and inverse‐gamma prior
表6 The empirical bias of the Bayes estimators for variance parameter under
the normal and inverse‐gamma prior
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4.2 指数分布
次に,以下の指数分布  Ex( $\lambda$) の場合を考える.
f(x; $\lambda$)= $\lambda$ e^{- $\lambda$}忽.
データ発生分布を
(1- $\epsilon$)Ex(1)+ $\epsilon$ Ex(0.1)
とし,候補モデルを Ex (  $\lambda$) とする.事前分布としては一様分布と Jefffreys の事前分布を用
いる.
表7から  $\epsilon$ が大きくなるにつれて,  $\lambda$ の通常の事後平均はバイアスが大きくなってい
ることがわかる.また,DP‐posterior は全体的に安定していることがわかる.一方で,
 $\gamma$‐posteior}よ  n が小さいときにバイアスが大きくなっている. n が十分大きければ,改善













表7 The empirical bias of the Bayes estimators for  $\lambda$ under uniform prio
表8 The empirical bias of the Bayes estimators for  $\lambda$ under Jeffreys prior
65
参考文献
[1] Andrade, J. A. A. and OHagan, A. (2006). Bayesian robustness modelhng reg‐
ularly varying distributions. Bayesian Anal., 1169‐188.
[2] Basu, A., Harris, I., Hjort, N. and Jones, M.C. (1998). Robust and efficient
estimation by minimising a density power divergence. Biometrika, 85, 549‐559.
[3] Dawid, A. P. (1973). Posterior expectations for large observations. Biometrika,
60, 664‐667.
[4] Desgagné, A. (2015). Robustness to outliers in location‐scale parameter model
using \log‐regularly varying distributions. Ann. Statist., 43, 1568‐1595.
[5] Fujisawa, \mathrm{H} and Eguchi, S. (2008). Robust parameter estimation with a small
bias against heavy contamination. J. Multivantate Anal., 99, 2053‐2081.
[6] Ghosh, A. and Basu, A. (2016). Robust Bayes estimation using the density power
divergence. Ann. Inst. Statist. Math., 68, 413‐437.
[7] Hampel, F. R., Rousseeuw, P. J., Ronchetti, E. M. and Stahel, W. A. (1986).
Robust Statistics. The Approach Based on Influence Functions. Wiley, New York.
[8] Huber, P. J. (1986). Robust Statistics. Wiley, New York.
[9] Jones, M. C., Hjort, N. L., Harris, I. R. and Basu, A. (2001), A comparison of
related density‐Uased minimum divergence estimatiors. Biometrika, 88, 865‐873.
[10] Nakagawa, T. and Hashimoto, S. (2017). Robust Bayesian inference based on
quasi‐posterior under heavy contamination. Hiroshima Research Group Technical
Report, TR17‐5.
66
