Abstract-This paper provides a survey on the evolution of the evolving connectionist systems (ECOS) paradigm, from simple ECOS introduced in 1998 to evolving spiking neural networks (eSNN) and neurogenetic systems. It presents methods for their use for spatio-and spectro temporal pattern recognition. Future directions are highlighted.
I. EVOLVING CONNECTIONIST SYSTEMS (ECOS)
Evolving connectionist systems (ECOS) are modular connectionist based systems that evolve their structure and functionality in a continuous, self-organised, on-line, adaptive, interactive way from incoming information [1] [2] [3] [4] . They can process both data and knowledge in a supervised and/or unsupervised way [5] . ECOS learn local models from data through clustering of the data and associating a local output function for each cluster represented in a connectionist structure. They can learn incrementally single data items or chunks of data and also incrementally change their input features [6, 7] . Elements of ECOS have been proposed as part of the classical NN models, such as SOM, RBF, FuzyARTMap, Growing neural gas, neuro-fuzzy systems, RAN (see [4] ). Other ECOS models, along with their applications, have been reported in [8, 5] .
Here we will briefly illustrate the concepts of ECOS on two implementations, EFuNN [2] and DENFIS [3] . Examples of EFuNN and DENFIS are shown in Fig. 1 and Fig. 2 respectively. In ECOS clusters of data are created based on similarity between data samples either in the input space (this is the case in some of the ECoS models, e.g. the dynamic neuro-fuzzy inference system DENFIS [3] , or in both the input and output space (this is the case e.g. in the EFuNN models [2] . Samples that have a distance to an existing node (cluster center, rule node) less than a certain threshold are allocated to the same cluster. Samples that do not fit into existing clusters, form new clusters. Cluster centers are continuously adjusted according to new data samples, and new clusters are created incrementally.
ECOS learn from data and automatically create or update a local output function for each cluster, the function being represented in the connection weights, thus creating local models. Different functionalities of ECOS have been introduced and studied in [9, 4, 8] such as: on-line or off-line neuron aggregation and pruning; "sleep"-learning; fuzzy rule extraction and rule adaptation; using SVM as local models; evolutionary optimisation of features and parameters of ECOS; and others. [3] Applications of ECOS span across domain areas [4, 8] , e.g. bioinformatics; speech and image processing; multimodal audio-visual information processing; ecological modelling; robot control; personalised modelling [10, 11] ; neuroinformatics and brain study; financial applications [12] . Software environment Neucom (www.theneucom.com) has been developed to include some of the ECOS methods. A detailed survey on ECOS can be found in [8, 13] .
A special direction of ECOS was transductive reasoning and personalised modelling. Instead of building a set of local models (e.g. prototypes) to cover the whole problem space and then use these models to classify/predict any new input vector, in transductive modelling for every new input vector a new model is created based on selected nearest neighbour vectors from the available data. Such ECOS models are NFI and TWNFI [8, 10] . In TWNFI for every new input vector the neighbourhood of closets data vectors is optimised using both the distance between the new vector and the neighbouring ones and the weighted importance of the input variables so that the error of the model is minimised in the neighbourhood area.
While the classical ECOS use a simple McCulloch and Pitts model of a neuron, the further developed evolving spiking neural network (eSNN) architecture use a spiking neuron model, but same or similar ECOS principles and applications are applicable.
II. EVOLVING SPIKING NEURAL NETWORKS
Based on the ECOS principles, an evolving spiking neural network architecture (eSNN) was proposed in [14, 8, 15] which was initially designed as a visual pattern recognition system. The first eSNNs were based on the Thorpe's neural model [16] , in which the importance of early spikes (after the onset of a certain stimulus) is boosted called rank-order coding and learning. Synaptic plasticity is employed by a fast supervised one-pass learning algorithm that is explained as part of this section. Following eSNN architectures used both rank-order and time-based learning methods to account for spatiotemporal data [17] . A probabilistic spiking neuron model [28] A single biological neuron and the associated synapses is a complex information processing machine that involves short term information processing, long term information storage, and evolutionary information stored as genes in the nucleus of the neuron. Some of the-state-of-the-art models of a spiking neuron include: early models by Hodgkin and Huxley [18] An important part of a model of a neuron is the model of the synapses. Most of the neuronal models assume scalar synaptic efficacy parameters that are subject to learning, either on-line or off-line (batch mode). The total post synaptic potential PSPi(t) of the probabilistic spiking neuron n i is calculated using the following formula [28] : A neurogenetic model of a neuron is proposed in [14] and studied in [29, 30] . It utilises information about how some proteins and genes affect the spiking activities of a neuron such as fast excitation, fast inhibition, slow excitation, and slow inhibition. An important part of the model is a dynamic gene/protein regulatory network (GRN) model of the dynamic interactions between genes/proteins over time that affect the spiking activity of the neuron.
A. Single spiking neuron models
               0 , ,., ,., 1 , 2 , 1 0 t t t w p t p f p t p f e t PSP i j t t p m j i sj i cj j i                 
B. Learning and memory in a spiking neuron
A learning process has an effect on the synaptic efficacy of the synapses connected to a spiking neuron and on the information that is memorized. Memory can be:
 Short-term, represented as a changing PSP and temporarily changing synaptic efficacy;
 Long-term, represented as a stable establishment of the synaptic efficacy;
 Genetic (evolutionary), represented as a change in the genetic code and the gene/ protein expression level as a result of the above short-term and long term memory changes and evolutionary processes.
Learning in SNN can be: Unsupervised -there is no desired output signal provided; Supervised -a desired output signal is provided; Semi-supervised. Several biologically plausible learning rules have been introduced so far, depending on the type of the information presentation: Rate-order learning, that is based on the average spiking activity of a neuron over time; Temporal learning, that is based on precise spike times [31, 21, 32, 33] ; Rank-order learning, that takes into account the order of spikes across all synapses connected to a neuron [16, 34] . Rate-order information representation is typical for cognitive information processing. Temporal spike learning is observed in the auditory, the visual and the motor control information processing of the brain. Its use in neuro-prosthetics is essential, along with applications for a fast, real-time recognition and control of sequence of related processes.
Temporal coding accounts for the precise time of spikes and has been utilised in several learning rules, most popular being Spike-Time Dependent Plasticity (STDP) [33] and Spike Dependent Synaptic Plasticity (SDSP) [21] . Temporal coding of information in SNN makes use of the exact time of spikes (e.g. in milliseconds). Every spike matters and its time matters too.
C. Evolving Spiking Neural Networks
eSNN evolve their structure and functionality in an on-line manner, from incoming information. For every new input pattern, a new neuron is dynamically allocated and connected to the input neurons (feature neurons). The neurons connections are established for the neuron to recognise this pattern (or a similar one) as a positive example. The neurons represent centres of clusters in the space of the synaptic weights. In some implementations similar neurons are merged [4, 8] . That makes it possible to achieve a very fast learning in an eSNN (only one pass may be necessary), both in a supervised and in an unsupervised mode ( fig. 5 ). Figure 5 . eSNN used as a spatio-temporal pattern classifier. A reservoir filter is used to store a larger 'chunks' of spatio-temporal input data streams (from [35] ).
III. ESNN FOR SPATIO/SPECTRO-TEMPORAL PATTERN RECOGNITION (STPR)

A. Spatio-and specro temporal data and the pattern recognition problem
Most problems in nature require spatio-or/and spectrotemporal data (SSTD) that include measuring spatial or/and spectral variables over time. It is important for a computational model to capture and learn whole spatio-and spectro-temporal patterns from data streams in order to predict most accurately future events for new input data. Examples of problems involving SSTD are: brain cognitive state evaluation based on spatially distributed EEG electrodes; fMRI data; moving object recognition from video data [35] ; spoken word recognition based on spectro-temporal audio data; evaluating risk of disease, e.g. heart attack; evaluating response of a disease to treatment based on clinical and environmental variables, e.g. stroke [36] ; prognosis of outcome of cancer; modelling the progression of a neuro-degenerative disease, such as Alzheimer's Disease [30] ; modelling and prognosis of the establishment of invasive species in ecology [8] . The prediction of events in geology, astronomy, economics and many other areas also depend on accurate SSTD modelling.
The commonly used models for dealing with temporal information based on Hidden Markov Models (HMM) [37] and traditional artificial neural networks (ANN) [5] have limited capacity to achieve the integration of complex and long temporal spatial/spectral components because they usually either ignore the temporal dimension or over-simplify its representation. A new trend in machine learning is currently emerging and is known as deep machine learning [38] .
The human brain has the amazing capacity to learn and recall patterns from SSTD at different time scales, ranging from milliseconds to years and possibly to millions of years (e.g. genetic information, accumulated through evolution). Thus the brain is the ultimate inspiration for the development of new machine learning techniques for STPR. Indeed, braininspired Spiking Neural Networks (SNN) have the potential to learn SSTD by using trains of spikes (binary temporal events) transmitted among spatially located synapses and neurons. Both spatial and temporal information can be encoded in an SNN as locations of synapses and neurons and time of their spiking activity respectively. Spiking neurons send spikes via connections that have a complex dynamic behaviour, collectively forming an SSTD memory.
B. STPR in a single neuron
In contrast to the distributed representation theory and to the widely popular view that a single neuron cannot do much, some recent results showed that a single neuronal model can be used for complex STPR. A single LIF neuron, for example, with simple synapses can be trained with the STDP unsupervised learning rule to discriminate a repeating pattern of synchronised spikes on certain synapses from noise. Single neuron models have been introduced for STPR, such as: Temportron [32] ; Chronotron [39] ; ReSuMe [40] ; SPAN [41, 42] . Each of them can learn to emit a spike or a spike pattern (spike sequence) when a certain STP is recognised. Some of them can be used to recognise multiple STP per class and multiple classes [41, 42] .
C. The EvoSpike architecture for STPR
A general framework of eSNN for STPR is shown in fig.6 . It consists of the following blocks: Input data encoding block; Machine learning block (consisting of several sub-blocks); Output block.
In the input block continuous value input variables are transformed into spikes. Different approaches can be used: population rank coding; thresholding the input value, so that a spike is generated if the input value (e.g. pixel intensity) is above a threshold; Address Event Representation (AER) -thresholding the difference between two consecutive values of the same variable over time as it is in the artificial cochlea and artificial retina devices. The input information is entered either on-line (for on-line, real time applications) or as a batch data. The time of the input data is in principal different from the internal SNN time of information processing.
The framework from fig.6 supports the creation of a multimodular integrated system, where different modules, consisting of different neuronal types and genetic parameters, represent different functions (e.g.: vision; sensory information processing; sound recognition; motor-control) and the whole system works in an integrated mode. Different realisation of the framework from fig.6 have been explored so far. One of them uses a reservoir filter [43] and an eSNN classifier ( fig.5 ). Other adaptive classifiers can be explored for the classification of the reservoir state into one of the output classes, including: statistical techniques, e.g. regression techniques; MLP; nearestneighbour techniques; incremental LDA [7] . State vector transformation, before classification can be done with the use of adaptive incremental transformation functions, such as incremental PCA [6] . [29, 30] . It uses as a main principle the analogy with biological facts about the relationship between spiking activity and gene/protein dynamics in order to control the learning and spiking parameters in a SNN when SSTP are learned. Biological support of this can be found in numerous publications.
A major problem with the CNGM from fig.7 is how to optimize the numerous parameters of the model. One solution could be using evolutionary computation, such as the recently proposed quantum inspired evolutionary computation technique [44, 45, 46] and quantum inspired PSO [47] . The latter can deal with a very large dimensional space as each quantum-bit chromosome represents the whole space, each point to certain probability. Such algorithms are faster and lead to a close solution to the global optimum in a very short time.  Moving object recognition [35] ;  EEG and fMRI data modelling and pattern recognition [8, 48] (fig.8) ;
 Robot control through EEG signals (www.kedri.info, fig.9 ) and robot navigation [49] ;
 Sign language gesture recognition (e.g. the Brazilian sign language;
 Risk of event evaluation, e.g. prognosis of establishment of invasive species [8] ; stroke occurrence [36] , etc.
 Cognitive and emotional robotics [50] and neurorehabilitation robots [30] ;
 Modelling the progression or the response to treatment of neurodegenerative diseases [30] ;
 Modelling financial and economic problems (neuroeconomics) [12] ;  Personalized modeling [11] ;
 Neuromorphic computation [51, 52, 53] . 
