We analyzed RXTE/PCA and HEXTE data of the transient black hole binary GX 339-4, collected over a time span of eight years. We studied the properties and the behavior of low frequency quasi periodic oscillations (QPOs) as a function of the integrated broad-band variability and the spectral parameters during four outbursts (2002, 2004, 2007, 2010). Most of the QPOs could be classified following the ABC classification that has been proposed before. Our results show that the ABC classification can be extended to include spectral dependencies and that the three QPO types have indeed intrinsically different properties. In terms of the relation between QPO frequency and power-law flux, type-A and -C QPOs may follow the same relation, whereas the type-B QPOs trace out a very different relation. Type-B QPO frequencies clearly correlate with the powerlaw-flux and are connected to local increases of the count rate. The frequency of all QPOs observed in the rising phase of the 2002, 2007 and 2010 outburst correlate with the disk flux. Our results can be interpreted within the framework of recently proposed QPO models involving Lense-Thirring precession. We suggest that type-C and -A QPOs might be connected and could be interpreted as being the result of the same phenomenon observed at different stages of the outburst evolution, while a different physical process produces type-B QPOs.
INTRODUCTION
Quasi-periodic oscillations (QPOs) have been discovered in many systems and are thought to originate in the innermost regions of the accretion flows around stellar-mass black holes. Low-frequency QPOs (LFQPOs) with frequencies ranging from a few mHz to ∼10 Hz are a common feature in almost all black hole X-ray binaries (BHB) and were already found in several sources with Ginga and divided into different classes (see e.g. for the case of GX 339-4 and Takizawa et al. 1997 for the case of GS 1124-68). Observations performed with the Rossi Xray Timing Explorer (RXTE) have led to an extraordinary progress in our knowledge on properties of the variability in BHBs (see van der Klis 2006 , Belloni 2010 for recent reviews) and it was only after RXTE was launched that LFQPOs were detected in most observed BHBs (see van der Klis 2004 . Three main types of LFQPOs, dubbed types A, B, and C, originally identified in the Power Density Spectra (PDS) of XTE J1550-564 (see Wijnands et al. 1999; Homan et al. 2001; Remillard et al. 2002) , have been seen in several sources.
The systematic variations in the energy spectra of transient BHBs can be identified in terms of a pattern described in an X-ray hardness-intensity diagram (HID) (see Homan et al. 2001; Belloni et al. 2005 , Belloni 2010 ). In many black hole candidates (BHC), different states are found to correspond to different branches/areas of a q-shaped HID pattern. Four main bright states (in addition to the quiescent state) have been identified in these sources, based on their spectral and timing properties (for a review Belloni 2010) . In particular, the analysis of the fast timing variations observed in the PDS plays a fundamental role in the state classification (see , Belloni 2010 ).
Even though the general evolution and the main transitions become apparent in the HID, providing a general description of the BHB evolution, it is not enough for detailed studies. Many observed properties change smoothly throughout the basic diagrams (HID, see e.g. Homan et al. 2001 ; rms vs. hardness diagram, see e.g. Belloni 2010; rms-intensity diagram, see Muñoz-Darias et al. 2011 ), but some do not. It is the inspection of the fast-variability properties which indicates the presence of abrupt variations that can be taken as landmarks to separate different states. In proximity of the HIMS/SIMS transition timing properties (in particular the appearence of different types of QPOs in the PDS) constitute the sole way to distinguish between HIMS/SIMS/HSS given the absence of differences in the spectral shape.
The different types of QPOs are currently identified on the basis of their intrinsic properties (mainly centroid frequency and width, but energy dependence and phase lags as well), of the underlying broad-band noise components (noise shape and total variability level) and of the relations among these quantities. Despite LFQPOs being known for several decades, their origin is still not understood and there is no consensus about their physical nature. However, the study of LFQPOs provides an indirect way to explore the accretion flow around black holes (and neutron stars). In particular, their association with specific spectral states and their phenomenology suggests that they could be a key ingredient in understanding the physical conditions that give origin to the different states.
Several models have been proposed to explain the origin and the evolution of LFQPO in X-ray binaries. The geometry described in Esin et al. (1997) and Done et al. (2007) allow to explain the spectral evolution seen in BHBs and forms the basis for the LFQPO model proposed by Ingram et al. (2009) , Ingram & Done (2010) and Ingram & Done (2011) , which invokes Lense-Thirring precession. We shall refer to this model as the precession model. For the case of the neutron star source 4U 1728-34, Titarchuk & Osherovich (1999) show that LFQPO frequency is associated with radial oscillations in the boundary layer and the break frequency associated to the broad band noise in the PDS is determined by the characteristic diffusion time of the inward motion of the matter in the accretion flow. Tagger & Pellat (1999) associate the existence of LFQPO in X-ray binaries to an instability occurring in the inner part of disks threaded by a moderately strong vertical poloidal magnetic field.
In this paper, we examine the QPO parameters and compare them with the results of a complete spectral analysis. Since the presence and the properties of QPOs in BHBs are related to the spectral characteristics of the source, our goal is to identify the link between the spectral and fast timing variability properties and to highlight possible physical differences between the three types. The precession model explains both the type-C QPO frequencies and the presence of the associated broad-band variability (see also Tagger & Pellat 1999 for an alternative in the case of BHs) and most of spectral properties. For this reason, given the success of this model to explain many of the observed properties we will interpret our results in the context of the precession model and we will attempt to extend its predictions to the three types of QPOs.
GX 339-4
GX 339-4 is a Low Mass X-Ray Binary (LMXB) harboring a > 6M⊙ accreting black hole (Hynes et al. 2003; Muñoz-Darias et al. 2008) . Since its discovery (Markert et al. 1973) , the system has undergone several outbursts, becoming one of the most studied X-ray transients. The intense monitoring carried out by RXTE during the 2002, 2004, 2007 and 2010 outburst has yielded detailed studies on the evolution of black hole states throughout the outburst (see e.g. Belloni et al. 2005) , making the source an ideal candidate for an extensive study on the spectral-timing properties of BHBs. Here, we use this rich data set to study the relation between the spectral and variability properties of GX 339-4 across the different outbursts. The symbols follow the same criteria as in Fig. 1 
OBSERVATIONS AND DATA ANALYSIS
We examined 1007 RXTE public archival observations of GX 339-4 from 2002, 2004, 2007 and 2010 outburst and selected for our analysis only observations where somewhat narrow (i.e. Q 2) feature was identifiable on top of peaked or power-law shaped noise components. The selection has been done by eye, then we fitted the PDS (see below) and non-significant (below 3σ) detections were excluded from the subsequent analysis. A total of 115 observations and 117 oscillations have been considered.
The RXTE data were obtained in several simultaneous modes.
STANDARD 2 and STANDARD modes for the PCA and HEXTE instruments respectively were used to create background and dead time corrected spectra. We extracted energy spectra from PCA and HEXTE for each observation using the standard RXTE software within HEASOFT V. 6.9. Only Proportional Counter Unit 2 from the PCA was used since only this unit was on during all the observations. A systematic error of 0.6% was added to the PCA spectra to account for residual uncertainties in the instrument calibration 1 . , we used only data coming from HEXTE/Cluster B, which was correctly working in that period. Since HEXTE/Cluster B encountered technical problems at the end of 2009 2 , we decided to use data coming from HEXTE/Cluster A to analyze observations taken subsequently. We followed the standard procedure described in the RXTE cookbook 3 to produce source and background spectra, using data coming from HEXTE/Cluster B to produce a preliminary background from which we derived a background spectrum to be used together with HEXTE/Cluster A spectrum.
We accumulated background corrected PCU2 rates in the Standard 2 channel bands A = 4 -44 (3.3 -20.20 keV), B = 4 -10 (3.3 -6.1 keV) and C = 11 -20 (6.1 -10.2 keV). A is the total count rate, while the hardness was defined as H = C/B .
PCA+HEXTE spectra were fitted with XSPEC V. 11 in the energy range 4 -40 keV 4 and 20-200 keV respectively for data taken in 2002, 2004 and 2007 outbursts. For HEXTE spectra produced from data collected during 2010 we considered only the 20 -150 keV spectral band. The reason for this was to exclude the harder part of the spectra that in some cases was affected by systematic problems due to an incorrect estimation of the background. For the same reason we ignored the energy range 50 -80 keV, where line-like residuals can be found in the spectral fits 5 . We calculated unabsorbed fluxes for different spectral components from the best fit to the energy spectra (see Sec. 2.2). We measured the total flux between 2.0 and 20.0 keV and the disk flux between 2 and 20 keV. We also measured the power-law flux in the 6 -20 keV energy band. Since the spectral deconvolution can be problematic, we choose this energy interval to avoid contamination due to the confusion between disk and power-law component at lower energies. All the fluxes were normalized by the Crab flux in the respective energy bands in order to correct the fluctuations due to the variations in the instrument properties. For each outburst we used a Crab spectrum coming from an observation as close as possible to the central part of the outburst. The fluxes used for the correction are summerized in Table 1. For our timing analysis, we used GOODXENON, EVENT and SINGLE BIT data modes. We used custom software under IDL and for each observation we produced power density spectra (PDS) from stretches 16 seconds long in the channel band 0-35 (2-15 keV). We averaged the PDS and subtracted the contribution due to Poissonian noise (see Zhang et al. 1995) . The PDS were normalized according to Leahy et al. (1983) and converted to square 1 http://www.universe.nasa.gov/xrays/programs/rxte/pca/doc/rmf/pcarmf-11.7 for a detailed discussion on the PCA calibration issues. 2 http://heasarc.gsfc.nasa.gov/docs/xte/xhp new.html 3 http://heasarc.gsfc.nasa.gov/docs/xte/recipes/hexte.html 4 In principle it is possible to fit RXTE/PCA spectra starting from 3 keV. However, especially with sources affected by low interstellar absorption, when fitting energy spectra residuals that cannot be explained can appear. Therefore we decided to fit spectra starting from 4 keV. fractional rms (Belloni & Hasinger 1990) . The integrated fractional rms was calculated over the 0.1 -64 Hz band. PDS fitting was carried out with the standard XSPEC fitting package by using a oneto-one energy-frequency conversion and a unit response. Following Belloni et al. (2002) , we fitted the noise components with three broad Lorentzian shapes, one zero-centered and other two centered at a few Hz. The QPOs were fitted with one Lorentzian each, only occasionally needing the addition of a Gaussian component to better approximate the shape of the narrow peaks and to reach values of reduced χ 2 close to 1. We examined PDS in the form of dynamical power density spectra (DPDS), computing Fast Fourier Transforms of windows of data 16s long. In some cases we used shorter time windows to better follow the evolution of a narrow feature. Where transitions between different power spectral shapes were seen, we separated different time intervals in order to obtain average power spectra for each shape.
The QPO classification
We have classified the QPOs following Casella et al. (2004) . The properties that allow one to classify the QPOs are the quality factor (Q = ν centroid /F W HM ) and the shape of the noise associated with the oscillation. Frequency does not allow a classification, as the characteristic frequency intervals where the three types of QPOs appear largely overlap, nor does the rms. Casella et al. (2004) and Muñoz-Darias et al. (2011) quantify the noise level associated to the QPOs in terms of the total 6 fractional rms (0.1-64). We could classify ∼98% of the QPOs of GX 339-4 (see 3.1). In Table 3 we summarize the QPOs classification and in Fig. 3 we report one example for each type of QPO.
In Figure 1 we show the HID of GX 339-4 (top panel) and the rms versus hardness diagram (bottom panel, see Belloni 2010) including all the RXTE observations collected during 2002, 2004, 2007 and 2010 outbursts. Type-A, -B, -C QPOs are marked with green triangles, red squares and blue circles respectively. The HID is tracked counterclockwise, starting from the bottom right corner of the track. The upper and lower horizontal branches in the HID roughly correspond to the HIMS and SIMS, while the right and left vertical branches correspond respectively to the LHS and HSS. We will refer to the first part of the loop (from the right vertical branch to the left end of the top horizontal branch) as softening phase of the outburst and to the last part (from the left end of the bottom horizontal branch back to the right vertical branch) as to the hardening phase.
In the following we summarize the results of the ABC classification applied to our sample.
Type-C QPO -In the early stages of all the four outbursts of GX339-4 (late LHS and HIMS, see Tab. 3 for details), two main components can be identified in the PDS: a strong flat-top noise and one or more QPO peaks. When more than one peak is observed, the peaks are harmonically related. The strongest and narrowest peak, which is usually the central one, is taken as the fundamental. When the identification of the fundamental remained difficult because of the presence of strong harmonic peaks, we followed the evolution of the PDS shape for the selection. In Tab. 4 we report parameters for the strongest peak in the PDS.The QPO is usually strong and narrow (Q 6) and the centroid frequency varies in the 0.2-9 Hz range. Only in some cases, when the oscillations are weak and appear at very low frequencies, the Q-factor is slightly lower than 10. The addition of a Gaussian component to the multi-Lorentzian model is required in a few observations in order to better approximate the peak shape. Type-C QPOs are observed also in the late stages of all the outbursts. We refer to type-C QPOs observed in the lower branch as type-C * . The PDS shows a noise component in the form of a broad Lorentzian and a QPO peak broader than at the beginning of an outburst. During the 2002 outburst, the type-C * QPOs frequencies span the 4-9 Hz range, while in the 2004 only one Type-C * QPO (at ∼ 3 Hz) is observed. In the 2007 outburst Type-C * QPOs are seen in a slightly lower frequency interval (2-4 Hz). A second harmonic peak is sometimes present in the PDS. Even though the Type-C * QPO centroid frequency ranges, rms properties and Q-values are different from the case of Type-C QPOs, it is possible to demonstrate that the properties of the two kinds of QPOs are continuously connected when ordered for increasing QPO frequency (see Sec. 3; see also Casella et al. 2005 ).
Type-A QPO -Type-A QPOs are observed in 2002 and 2004 during the SIMS, when the flux of the source is close to its maximum. The PDS show a broad QPO (Q 3) with centroid frequency between 7.1 and 8.1 Hz associated to a weak power-law noise. Neither a subharmonic nor a second harmonic is observed. The PDS showing a Type-A QPOs have the lowest total fractional rms values of the sample. Type-B QPO -They are observed in the SIMS and the oscillations that appear in the PDS (Q 6) are observable in the frequency ranges 0.8-6.4 Hz. All the type-B QPOs seen at low frequencies (i.e. below ∼ 3 Hz) belongs to the lower branch in the HID, while all the QPOs at higher frequencies are observed in the upper branch in the HID. The noise seen in the PDS is weak and the QPO peak shape is often more similar to a Gaussian rather than a Lorentzian, therefore we had to combine both components (Gaussian + Lorentzian) to obtain better fits. A weak second harmonic is often present in the PDS. Sometimes the hint of a sub-harmonic appears.
Spectral Analysis
In order to obtain good fits and acceptable physical parameters, a model consisting of an exponentially cut off power law spectrum reflected from neutral material (Magdziarz & Zdziarski 1995) was used (pexrav in XSPEC). The reflection parameter was left free to vary, while the inclination angle was fixed at 30 degrees (notice that the results only weakly depend on the inclination value assumed). A multi-color disk-blackbody (diskbb) was added to the model and a Gaussian emission line with centroid allowed to vary between 6.4 and 6.7 keV was further needed in order to obtain acceptable fits. The line width was constrained between 0.1 and 1.0 keV to prevent artificial broadening due to the response of XTE/PCA at 6.4 keV. The hydrogen column density (wabs), was frozen to 0.5 × 10 22 cm −2 (Zdziarski et al. 2004 ). The addition of an iron edge, justified by the presence of the iron line, does not improve the fits significantly. In Table 4 we show the relevant spectral parameters for the best fits.
Where Type-C QPOs are detected, the photon index is seen to rise from ∼1.5 to ∼2.8 and back to ∼1.5 as a function of time, consistently with what previously observed (see e.g. Motta et al. 2009 ). Following the loop in the HID the source becomes soft while approaching the HSS and subsequently becomes hard again going back to the LHS. As a consequence the photon index increases, remains almost constant (between ∼2.6 and ∼2.8) for a while and then decreases. When Type-A and B QPOs (during the softening phase) are seen in the PDS, the photon index is at its maximum. When type-B QPOs are observed in the hardening phase, they are associated to lower values of the photon index. Indeed, the spectra from SIMS observations in the hardening phase always show systematically lower photon indices. For a detailed analysis of the transitions between soft and hard state in GX 339-4 during 2010 outburst, see Stiele et al. (Submitted) . The photon index also correlates with the LFQPO frequency, as was already noticed by Vignarca et al. (2003) in the cases of GRS 1915+105, GRO 1655-40, XTE J1550-564, XTE J1748-288 and 4U 1630-47. The same behavior was observed in H1743-322 by McClintock et al. (2009) . All type-C QPOs follow the same relation rather than several branches depending on the outburst. Type-C and type-B QPOs also overlap quite well covering the same photon index interval.
The parameters associated to the iron line and to the reflection components do not show any clear correlations with the presence of the different types of QPOs and/or particular states.
As one can see from Table 4 , not all the components of the model are present in all the observations. In all the observations where a Type-B or Type-A QPO is detected, a disk component (diskbb) is visible in the spectrum. When the Type-C QPOs are detected at hardness larger than 0.6 no disk component is observed. The disk appears at hardness 0.2 -0.6 during the softening phase. During the hardening phase a disk component was needed only in some of the spectra from 2002. All the other spectral components (i.e. iron line, power-law and reflection components) are always necessary to obtain good fits.
Examining the parameters related to the disk-blackbody component, it is clear that our constrains on the disc parameters are usually poor. Even when a soft component is clearly present in the spectra and is required in order to obtain good fits, it is often only marginally significant. This is expected since the working range of PCA (3-40 keV) allows to see only the high energy part of the disc black body component, above the Wien peak. It is also known that, even if the diskbb model provides a good description of the thermal component, the derived spectral parameters should not be interpreted literally (see e.g. Merloni et al. 2000 . However, when the thermal component is dominant, the parameters can be taken as reliable.
Disentangling the different spectral components could be problematic when using spectra from RXTE. If one assumes that the hard x-ray emission comes from Comptonization of the soft disk photons on hot electrons, it is known that a simple power-law (or a power-law-like component, such as pexrav) is not appropriate for the description of the hard Comptonization tail of the spectrum at lower energies (i.e. where the hard component overlaps with the soft emission from the disk blackbody). A simple power-law does not have the low-energy cutoff that is typical of a proper comptonization model (i.e. eqpair or compTT in XSPEC) and therefore could affect the real contribution of the disk. However, when using RXTE data the adoption of a simple power-law (or power-lawlike) component is justified because the energy range where PCA spectra can be analyzed (above 3 keV) does not cover this problematic overlapping zone (just below the Wien peak of the multicolor disk-blackbody). Therefore, a simple power-law or a power-lawlike model such as pexrav is appropriated for the description of PCA spectra (see . Despite the poor constraints on the disk parameters, the energy spectra are well fitted by the model used and the measures of the disk-fluxes reported in this work are to be considered reliable. This is supported by the fact that the disk flux correlates with the disk temperature.
RESULTS

Rms-frequency relation
Once the QPOs of our sample were classified according to the ABC scheme, following Casella et al. (2004) , we plotted the integrated fractional rms of each PDS versus the centroid frequency (see Fig.  4 ) to probe the link between the main QPO property (the frequency) and the total variability of the source. Several groups of points, associated to the Type-A, -B, -C QPOs, can be identified.
• Type-C QPOs cover the frequency range 0.1 and 9 Hz and the rms range 10-35%. Type-C QPO frequency is clearly anticorrelated with total fractional rms.
• Type-A QPOs form a group at frequencies in the range ∼7 -8 Hz and rms of ∼3%. • Type-B QPOs are located at a slightly higher rms (∼ 5-10%) in the 1-7 Hz range.
As one can see from Figure 4 , the softening phase (solid lines) for each outburst shows lower rms than the hardening (dashed lines). This property has already been observed in other sources (see e.g. MAXI J1659-152, Muñoz-Darias et al. 011a) and can probably be understood in terms of a lower disk contribution to the emission. Only two outliers (i.e. the squares above and below the 5-10% of rms in Fig. 4 ) can be identified in Fig. 4 (Obs. #10, #15). Obs. #10 shows the typical PDS shape of a type-B QPO, even though with higher rms, while Obs. #15 shows a much more noisy PDS. Both the points lay far both from the type-C and -B region in Fig. 4 . However, since they follow a relation similar to type-B QPOs in a flux-frequency plot (see 3.3), we tentatively classify those QPOs as Type-B. We notice that both the observations are taken in the decay phase of the outburst (2004 and 2007 respectively).
Frequency-Power-law flux relation
Since LFQPOs are known to be usually associated to the hard tail of the spectrum (see Churazov et al. 2001 and Sobolewska &Życki 2006 , but also Rodriguez et al. 2004 and Rodriguez et al. 2008 , who showed tha LFQPO spectra display a moving high energy cutoff), we started investigating the relations between LFQPO frequencies and the power-law fluxes. The frequency-power-law flux relation is shown in Fig. 5 . We refer to power-law flux as the Crab corrected flux from the power-law component in the 6 -20 keV energy band (see Sec. 2.2) 7 . Different symbols represent the Type of QPOs and colors differentiate the four outbursts. For each outburst, a solid line connects in time all the QPOs from the first type-C to the first type-B QPO. The typical time interval between the last type-C and first type-B QPO is ∼1 day, even though sometimes other types of PDS are observed in between, especially if the transition period is not densely observed. When this happens, it might be possible to miss the appearance of a transient type-B QPO and see a type-A QPO after a type-C QPO. In Figure 5 , the different QPO types follow clear and separate relations as function of the hard flux.
• Type-C QPOs (stars) lie on the right part of the diagram. The points trace well-defined tracks at different flux levels for each outburst (see the solid lines in the plot). The whole 0.1 -9 Hz frequency range is spanned. Each track roughly correspond to the late LHS and HIMS observed in the softening phase of each outburst.
• Type-C * QPOs follow tracks on the left part of the diagram. Those QPOs were observed in all the outbursts. Differently from what happens in the right part of the diagram, points belonging to different outburst span different and smaller frequency ranges. However, the maximum frequency reached is consistent with the softening tracks. We ascribe the fact that no QPO appear at lower frequencies to the count rate being very low.
• Type-A QPOs (triangles) cluster on a quite narrow frequency and flux range, close in frequency to the last Type-C QPOs seen before the transition to the SIMS, but at slightly lower fluxes (see Fig. 4 ). Type-A QPOs always appear in time after the detection of a type-B QPO. No Type-A QPO is observed in the left part of the plot, i.e. during the hardening phase at the end of the outburst (see also Fig. 1 ). 4.
• Type-B QPOs (squares) are sharply correlated with the power-law flux and the relation between frequency and powerlawflux is well described by a power-law of the form y = Ax B + C (where A = 19.4(8) , B = 0.18(6), C= -6.1(2), see Fig. 6 ). This correlation holds for a large range of flux, showing that these oscillations frequencies depend directly on the hard X-ray flux. However, unlike type-C QPOs, the points do not follow a clear path as a function of time. No oscillations are seen in a given flux range in the middle of the plot. As happens for type-C and type-C * QPOs, this is due to the fact that also the SIMS (where type B QPOs are observed) is crossed two times, at either high or low fluxes.
Since type-B QPO are found in a small hardness range, it might be argued that they behave like type-C QPOs when observed in a small hardness range. For this reason we checked whether type-C QPOs show a behavior similar to type-B QPOs once grouped in subsamples selected as a function of the hardness. We divided type-C QPOs in six subsamples and for each group we plotted the QPO centroid frequency as a function of the power-law flux. The result is shown in Fig. 7 .
Type-C QPOs' frequencies only show a weak anti-correlation with the power-law flux, especially at high frequencies. When type-C QPOs' range overlaps the hardness range where type-B QPOs are found (red points in Fig. 7 in the hardness range 0.2-0.3) the (weak) correlation that they follow is exactly opposite to the one shown by type-B QPOs. This fact further strengthens the difference between type-C and B QPOs.
Frequency-Disk flux relation
In Fig. 8 we show the relations between frequency and disk flux. Symbols and colors follow the same criteria of Fig. 5 . We re- We identify also a number of outliers, which correspond to two branches at different flux levels, forming other two tentative correlations. The clearest of the two is formed by all the type-C QPOs observed during the hardening phase (black points in the left upper corner of Fig. 8 ). Only during 2002 outburst it was possible to measure the disk flux during the lower branch. We ascribe this to the disk being fainter and/or colder during other outbursts than in 2002.
Association of Type-B QPOs with local peaks in the light curve
In Fig. 9 we plot sections of the light curves (PCU data, 2-20 keV) of the four outburst of GX 339-4. From this figure it is clear that most of the type-B QPOs are found at times of local peaks in the light curve. In all the cases where different types of QPOs are observed within a short time interval, they follow a precise count rate segregation: type-B QPOs at highest count rates, Type-C QPOs immediately below and type-A QPOs are found at lower count rates. A relation QPO-type/count rate therefore seems to exist, although it is different from what Casella et al. (2005) observed in XTE J1859+226, where type-A QPOs are seen at highest count rates and type-B and -C appears below, even though they are not clearly separated in count rate. We notice that in all the outbursts, there is always a B at lower flux than some C in the same outburst, therefore the segregation in count rate in not absolutely true all along the outburst, but only for certain intervals (see Fig. 9 ). We also notice that outbursts 2002 and 2004 had a different initial evolution in comparison to 2007 and 2010, where the count-rate peak was reached after a monotonic rise. Despite a difference segregation in count rate, also in XTE J1859+226 type-B QPOs are always found at hardness higher than that of type-A QPOs and lower than that of type-C QPOs. In the case of XTE J1859+226 a certain overlap was observed, while there is no overlapping in the case of GX 339-4 during a single outburst. A similar correlation between QPO types and hardness was found in XTE J1550-564 (Homan et al. (2001) ). 
Timing and spectral evolution
In four observations of our sample the PDS show rapid transitions between different shapes. In all cases the transitions involve type-B QPOs.
In Fig. 10 and 11 we show two examples of different behaviors, for Obs. #1/#35 and #4/#36-#37 respectively. In the case of Obs. #1/#35 (Obs. ID 70109-01-07-00, Fig. 10 ), a type-A QPO (∼7 Hz) is present in the first part of the observation, when the observed count rate was low. In the second part the light curve shows a net increase in count rate and simultaneously the onset of a type-B QPO (∼6 Hz) is observed (see Nespoli et al. 2003 for details) . At the same time, an increase of the hard flux (from ∼ 11% to ∼13% of the total flux) is observed, as the variation in hardness suggests (see Tab. 3).
During Obs. #4/#36-#37 (Obs. ID 70108-03-02-00, second PCA orbit, Fig. 11 ) a similar situation can be observed. In the first orbit the PDS shows a type-A QPO (∼7 Hz). In the second orbit the source count rate dropped abruptly from ∼2200 counts/s to ∼2100 counts/s 8 in few seconds. A type-B QPO (∼5.6 Hz), that was visible in the first part of the observation disappears leaving place to a type-A QPO (∼7 Hz), observable until the end of the interval and during the complete third orbit. Analogous to the previous case, a variation in flux takes place. When the type-B QPO disappears, the power-law flux is seen to decrease abruptly (from ∼ 15% to ∼11% of the total flux in ∼1s). The frequency of the type-A QPO before the appearance of the type-B QPO and and after its disappearance in the light curve is the same.
Two other cases are found in Obs. #5 and #30 (Obs. ID 70110-01-47-00 and 95409-01-19-00), where, in correspondence of a rise in the count rate, a type-B QPO takes the place of power-lawshaped noise (i.e. no type-A or C QPO is observable before the onset of the type-B QPO). In all the mentioned cases it is clear that spectral differences can be very subtle, much more than the timing changes.
Similar fast transitions between different types of QPOs have already been observed in GX 339-4 and in other sources, such as XTE J1859+226 (Casella et al. 2004) and GS 1124-68 (Takizawa et al. 1997 ). For XTE J1859+226, the type-B QPO seems to be associated to a flaring behavior. However, also in this source the type-A QPO is always seen at slightly higher frequencies than the type-B QPOs.
As it happens for type-A/B QPOs, direct switching from/to type-C/type-B can be observed in GX339-4 as in other sources (see e.g. , Takizawa et al. 1997 ). However, the switch between type-B and -C QPOs is not as sharp as in the case of type-B and type-A QPOs: the transition between the two types usually comes with a complex behavior and Type-B QPOs appears in correspondence to peaks in the light curve (occurring at timescales of few seconds), consistently with what described in Sec. 3.4, and type-C QPOs are seen where the count rate drops. For this reason, transitions between/from type-C and type-B QPOs are not easily detectable and are worthy of a more detailed analysis that is beyond the scope of this work. For a more detailed study, see Homan et al. (in prep) . 
DISCUSSION
We analyzed RXTE/PCA and HEXTE data collected over eight years of observations of the transient BHB GX 339-4 to study the properties and the behavior of LFQPOs. 115 out of 117 oscillations could be classified into the three main types (A, B, C). The coherent scenario we constructed can be compared to that of other systems (such as XTE 1859+226 and XTE J1550-564) for which the ABC classification has been performed. Different properties and relations emerge from the analysis, allowing a better characterization of the different types of QPOs. Our results confirm that the ABC classification can be extended to include spectral dependencies. The main parameters of the different types of LFQPOs observed in GX 339-4 are summarized in Table 2 . Fig. 4 ). Type-C QPOs form a clear but complex pattern in a frequency versus power-law-flux plane. The frequency type-C QPOs correlates with the disk flux and form different branches in a frequency versus disk-flux plane, corresponding to the softening and hardening phases. Type-C QPO frequencies correlates well with the hardness, stressing a clear dependence on the spectral shape.
Type-C QPO: this oscillation is found in LHS and HIMS (see
Type-A QPO: this QPO is usually observed in the SIMS, which is indeed defined on the basis of the appearance of type-A and -B QPOs. It is found in a narrow hardness (0.20 -0.22), frequency (6.5 -8.0 Hz) and rms (∼ 2 -3%) range. The frequency at which they are found is always very close to the frequency of the last type-C QPOs observed before the transition to the SIMS. We observed type-A QPO only during the softening phase (i.e. along the upper horizontal branch in HID). The lack of this type of QPO during the hardening phase can however be ascribed to the lower statistics, as the feature is weak and broad. This is the QPO type that is found to be associated to the lowest total fractional rms in our sample. In a frequency versus power-law-flux plot, type-A QPOs appear to be grouped close to the high-frequency end of the tracks defined by the type-C QPOs and are found around the same frequency of the type-C QPOs observed close to the transition to the SIMS.
Type-B QPO:
its presence defines the SIMS. The frequency range where it is observed is 0.8 -6.4 Hz. In addition, all type-B QPOs are observed at lower frequencies with respect to the type-C QPOs observed just before the transition to the SIMS. As for type-C QPOs, these oscillations are seen in both the softening and hardening outburst phase. Total fractional rms and hardness values are lower than in the case of type-C, but higher than for type-A QPOs, ranging in the intervals 5 -10% and 0.2 -0.3 respectively. It is noticeable that between 5 and 10% broad band total fractional rms only type-B QPOs are observed (see Muñoz-Darias et al. 2011 ). This type of QPO follows a sharp frequency-flux correlation for both disk and powerlaw flux ( Fig. 5 and 8) . 
Similarities and differences: a common origin for QPO-types?
The different types of QPOs often show similar/compatible properties (eg. centroid frequency range, QPO profile, quality factor values), some of which suggest that there could be a common origin for the different classes. However, there are systematic differences that cannot be ignored. As is clear from Fig. 4 , a stringent relation between the total (0.1 -64 Hz) fractional rms values and QPO-type exists and the different types of QPOs correspond to different and well separated rms ranges (see Casella et al. 2004 and Muñoz-Darias et al. 2011) . At the same frequency two or sometimes even three different types of QPOs can be seen (not simultaneously) depending on the variability level at which the system is observed.
Despite the clear separation in rms, type-C and type-A QPOs follow a similar hard-flux/frequency relation. In addition, type-A QPOs and the type-C QPOs observed just before the HIMS/SIMS transition show very similar frequencies (see 4 and Tab. 3), while type-B QPOs are systematically found at lower frequencies. Unfortunately type-A QPOs constitute only a small part of our entire sample of QPOs (8 out of 117), therefore it is not possible to completely exclude a bias in the frequency association due to the small number of detections.
It is clear that Type-A and -C QPOs are significantly different timing features, in particular for what concerns the broad band noise associated to the two types of oscillations (strong broad band noise in the case of type-C QPOs and weak power-law or weak peaked noise in the case of type-A QPOs). However, this is not enough to rule out the possibility that type-A and type-C QPOs share a common physical origin.
Here we discuss the evolution of the LFQPOs in the framework of the model proposed by Done et al. (2007) , that also suggest possible explanation of the simultaneous spectral transition seen during an outburst. In the geometry that these authors assume, the outer accretion flow takes the form of a cool, geometrically thin, optically thick accretion disk truncated at some radius, which is larger than the last stable orbit (in the HIMS). The inner accretion flow, instead, forms a hot, geometrically thick, optically thin configuration. The inward movement of the truncation radius with increasing mass accretion rates within the hard states gives a physical basis for the hard-soft transition when the disk finally reaches the last stable orbit. The inner disk radius evolution gives also a possible origin for the LFQPOs and to the associated noise observed in the power density spectra. In this scenario LFQPOs (and in particular type-C QPOs) arise from the vertical Lense-Thirring precession (Stella & Vietri 1998) of the misaligned inner hot flow, while the broad band noise arises from propagation of Magneto Rotational Instability (MRI, Balbus & Hawley 1991 9 ) fluctuations of the same hot flow (see Ingram et al. 2009 , Ingram & Done 2010 , Ingram & Done 2011 10 . The QPO frequency depends on the truncation radius and also on the optical depth of the inner hot flow that produces them, as well on the inclination of the system (see also and to the optical depth of the precessing inner hot flow. In this scenario, the fact that type-A QPOs and the type-C QPOs observed close to the transition are seen at the same frequency, suggest either that they are produced in a region at similar radii or in a medium at the same physical conditions (i.e. same optical depth). This second possibility is supported by the clear difference in broad-band noise level in the PDS, that is thought to be related to MRI. The type-C QPO width sets the typical timescale for the QPO signal to remain coherent. Since the QPO is not always present in the light curve, there also exists an excitation timescale responsible for the QPO appearance (Lachowicz & Done 2010) . The QPO can be broadened if the excitation timescale becomes shorter than the QPO timescale, as the excitation presumably interrupts the coherent QPO light curve by phase randomizing it. In the framework set by the global LenseThirring precession of the hot flow model (Fragile et al. 2007; Ingram et al. 2009; Ingram & Done 2011 ) the QPO could be triggered by turbulence, resulting in a vertical kick applied by the bending waves propagating in the outer accretion flow to the precessing inner hot flow at random phase. If more than one kick occur within the QPO timescale, the QPO coherent light curve is interrupted by a random phase shift. As a result, the type-C QPO would evolve in a broader and fainter feature (Chris Done, private communication). Thus, type-A and -C QPOs could be the result of the same physical process, i.e. Lense-Thirring precession. However, given the undeniable link between the type-A QPOs and very weak noise, it remains a fact that whatever process broadens and weakens the QPOs, should be also responsible for the collapse of the noise.
The peculiar case of the type-B QPO
Type-B QPOs show properties that differentiate them from the other two classes. Analyzing the frequency-hard flux relation and the frequency-rms relation, it is evident that there is a clear discontinuity within the pattern defined by type-B QPOs and other types of QPOs. While all the QPO frequencies seem to correlate with the soft flux, only type-B QPOs show a sharp correlations with the hard flux. This is remarkable because when type-B and type-A/-C QPOs are seen at similar hardness (type-C QPOs observed just before the transition and all type-A QPOs), there are no differences in the spectral shape, as one might deduce from the HID, but only in flux (see below). In addition, type-B QPOs are systematically found at lower frequencies with respect to the last type-C QPOs and type-A QPOs (see 4 and 5). Type-B QPOs can be transient (i.e appear/disappear in few seconds and are observable only for short periods, see also Takizawa et al. 1997 ) and vary significantly around their centroid frequency, with a characteristic time scale of ∼10s (see Nespoli et al. 2003) . Also type-C QPOs can appear and disappear in few seconds, but they remain observable for long periods and can be easily followed in their frequency evolution during the hardto-soft or soft-to-hard transition. Because of its intrinsic faintness, type-A QPOs cannot be followed as can be done for type-B and -C QPOs, (see Nespoli et al. 2003) .
A noticeable peculiarity of type-B QPOs is the association to flux peaks. This is particularly evident for a direct switch from or to a type-B QPO (see Sec. 3.5). The association of type-B QPOs with increases in the count rate can be seen both in the total light curve (i.e. peaks in the count rate observed in the total light curve of the source, see also Fender et al. 2009 ) and on shorter timescales (i.e. when sudden increases in count rate take place during a single RXTE pointing). Under the assumption that the count rate tracks the accretion rate, type-B QPOs would be related to increases of the local accretion rate. Alternatively, the increase in the count rate associated to those QPOs could be related to the presence of a jet component that would contribute to the hard emission. A third possibility is that type-B QPOs might occur simultaneously to sudden changes in the geometry or radiative efficiency, which would possibly cause variations in the relative contribution of the emitting component to the spectrum and in the flux.
Starting from the precession model and following a reasoning similar to that described above, we argue that type-B QPOs are either produced in a different region located at larger radii (with respect to the region where the type-C QPOs close to the transition and type-A QPOs might originate, to match the lower frequencies observed) or coming from a modulation operated by a medium with different physical properties. In the first case, it is necessary to find a process different from the vertical Lense-Thirring precession, that would be able to produce modulations at larger radii. This hypothesis is supported by the fact that when fast switches from/to type-A/-B QPOs are observed, the type-A QPOs is consistent with being still present when the type-B QPOs appears (see also Nespoli et al. 2003) . This is also valid for type-A and -B detected in separated observations. Such a property suggests that two different, eventually simultaneous mechanisms, might be responsible of the production of type-C/A QPOs and type-B QPOs. For the second case, a process able to trigger fast transitions in the physical properties of the plasma would be needed. This hypothesis is supported, as for type-A QPOs, by the fact that the transition to type-B QPOs is associated to the significant difference in the PDS broad band noise level. There is also a third possibility: type-B QPOs could be produced in the same region where type-C QPOs come from, but thanks to a different pecession mode. In the precession model the QPO arises from the surface density-weighed Lense-Thirring-precession over the inner hot flow. A sudden change in the surface density profile -for example due to a jet ejection from the very inner regions of the accretion flow -would result in a different weighing and also a different precession frequency.
CONCLUSIONS
The large amount of RXTE observations of GX 339-4 in the past eight years allowed us to analyze the spectral and temporal behavior of the source over four outbursts. We considered all the observations where a low frequency oscillation was observed and performed a complete spectral and timing analysis. Almost all the oscillations observed in the PDS could be classified following the ABC classification and the three types of QPOs display different dependences on the spectral and timing parameters, further strengthening their intrinsic differences.
We conclude that type-B QPOs show properties that clearly differentiate them from other types of QPOs. Their frequencies clearly correlate with the powerlaw flux, tracing a complete different pattern with the respect to type-A and -C QPOs. Type-B QPOs follow a different behavior also in a rms vs rms plane. In addition, they show a peculiar association to increases in count rate that could reflect changes in accretion rate and/or geometry in the system.
All the types of QPOs can be explained through the precession model (Ingram et 
