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REPRESENTATIONS OF FINITE DIMENSIONAL POINTED
HOPF ALGEBRAS OVER Zn
YING ZHANG AND HUI-XIANG CHEN
Abstract. In this paper, we study the representations of the new finite-
dimensional pointed Hopf algebras in positive characteristic given in [6]. We
find that these Hopf algebras are symmetric algebras. We determine the simple
modules and their projective covers over these Hopf algebras. We show that
these Hopf algebras are of wild representation type.
1. Introduction and Preliminaries
The construction and classification of Hopf algebras play an important role in
the theory of Hopf algebras. During the last few years several classification results
for pointed Hopf algebras were obtained based on the theory of Nichols algebras
[1, 2, 3]. In [6], Cibils, Lauve and Witherspoon studied Nichols algebras via an
embedding in Hopf quiver algebras. They constructed some new finite dimensional
Hopf algebras in positive characteristic p, which are pointed Hopf algebras over Zn,
the cyclic group of order n, where p|n. In this paper, we study these Hopf algebras.
We organize the paper as follows. In this section, we recall some properties of
projective cover and representation theories of Artin algebras, and integrals in a
finite dimensional Hopf algebra, which can be found in [4, 9, 11]. In Section 2, we
introduce the Hopf algebras B(V )#kG and its “lifting” H(λ, µ) given in [6], and
investigate some properties of H(λ, µ). We show that B(V )#kG and H(λ, µ) are
symmetric algebras. In Section 3, we describe the simple modules over H(λ, µ).
Then we consider the tensor products of simple module by using the idea of [5]
and prove that the tensor product of any two simple modules is indecomposable.
Through computing idempotent elements, we find the projective covers of these
simple modules. In Section 4, we compute the extensions of some simple modules
over the Hopf algebras and prove that these Hopf algebras are of wild representation
type.
Now we recall some general facts about the representation theory of a finite
dimensional algebra. Let A be a finite dimensional algebra over an algebraically
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closed field and Â = {S1, · · · , Sn} be a complete set of non-isomorphic simple A-
modules. Let P (S) denote the projective cover of S, S ∈ Â. It is well-known that
AA ∼=
⊕
S∈Â
P (S)dimS as left A-modules by Wedderburn-Artin theorem.
Let H be a finite-dimensional Hopf algebra. A left integral in H is an element
t ∈ H such that ht = ε(h)t for all h ∈ H . A right integral in H is an element t′ ∈ H
such that t′h = ε(h)t′ for all h ∈ H .
∫ l
H
denotes the space of left integrals, and
∫ r
H
denotes the space of right integrals. H is called unimodular if
∫ l
H
=
∫ r
H
. Note that∫ l
H
and
∫ r
H
are each one-dimensional (see [11]).
A k-algebra A is called symmetric if there exists a nondegenerate k-bilinear form
β : A × A → k, which is associative and symmetric. A symmetric algebra A is
self-injective, that is, the left regular module A is injective. A finite dimensional
Hopf algebra H is a symmetric algebra if and only if H is unimodular and S2 is
inner, where S is the antipode of H [10, 12].
Throughout this paper, we work over an algebraically closed field k with a positive
characteristic p. All algebras, Hopf algebras and modules are finite dimensional over
k. Unless otherwise stated, all maps are k-linear, dim and ⊗ stand for dimk and
⊗k, respectively.
2. The Hopf Algebras B(V )#kG and H(λ, µ)
Let n > 1 be a positive integer with p|n. Let G = 〈g〉 be the cyclic group of
order n. Then kG has a 2-dimensional indecomposable right-right Yetter-Drinfeld
module V . V has a basis {v1, v2} such that the right kG-action and kG-coaction
are defined by
v1 · g = v1, v2 · g = v1 + v2, ρ(v) = v ⊗ g, v ∈ V.
Then one can form a Nichols algebra B(V ) and the corresponding pointed Hopf
algebra B(V )#kG. B(V )#kG is a finite dimensional graded Hopf algebra, which is
generated as an algebra by three elements g, a and b (see [6]).
When p = 2, the generators g, a and b of B(V )#kG are subject to the relations:
gn = 1, g−1ag = a, g−1bg = a+ b,
a2 = 0, b4 = 0, baba = abab, b2a = ab2 + aba.
When p > 2, the generators g, a and b of B(V )#kG are subject to the relations:
gn = 1, g−1ag = a, g−1bg = a+ b,
ap = 0, bp = 0, ba = ab+ 12a
2.
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The coalgebra structure and the antipode of B(V )#kG are determined by
△(g) = g ⊗ g, △(a) = a⊗ 1 + g ⊗ a, △(b) = b⊗ 1 + g ⊗ b;
ε(g) = 1, ε(a) = ε(b) = 0;
S(g) = g−1, S(a) = −g−1a, S(b) = −g−1b.
Note that kG is the coradical of B(V )#kG and kG is a Hopf subalgebra of B(V )#kG.
Furthermore, one may construct filtered pointed Hopf algebras as “lifting” of
B(V )#kG, that is those whose associated graded algebra is B(V )#kG. In the
case of p > 2, Cibils, Lauve and Witherspoon gave some examples of liftings of
B(V )#kG, which can be described as follows.
Assume p > 2, and let λ, µ ∈ k. The Hopf algebra H(λ, µ) is generated, as an
algebra, by g, a and b with the relations
gn = 1, g−1ag = a, g−1bg = a+ b,
ap = λ(1 − gp), bp = µ(1 − gp), ba = ab+ 12a
2.
The coalgebra structure and the antipode of H(λ, µ) are determined by the same
equations as B(V )#kG. Note that kG is the coradical of H(λ, µ) and kG is a Hopf
subalgebra of H(λ, µ). Moreover, when λ = µ = 0, H(0, 0) = B(V )#kG.
Lemma 2.1. When p = 2, in B(V )#kG we have
(1) bgi = igia+ gib, i > 0. In particular, g2 is central in B(V )#kG.
(2) B(V )#kG is a symmetric Hopf algebra.
Proof. (1) It can be proved by induction on i from the relation g−1bg = a+ b.
(2) Let H = B(V )#kG. Then the set {giabab3|0 6 i 6 n − 1} are linearly in-
dependent in H by [6, Theorem 3.1 and Corollary 3.4]. Let t = (
∑
06i6n−1
gi)abab3.
Then t is a non-zero element of H . Since gn = 1, g(
∑
06i6n−1
gi) =
∑
06i6n−1
gi.
It follows that gt = t = ε(g)t. By the definition of H , we also have at =
(
∑
06i6n−1
gi)a2bab3 = 0 = ε(a)t and bt = (
∑
06i6n−1
bgi)abab3 =
∑
06i6n−1
(igia +
gib)abab3 =
∑
06i6n−1
gibabab3 =
∑
06i6n−1
giabab4 = 0 = ε(b)t. Since g, a, b are
generators of H , it follows that
∫ l
H
= kt. On the other hand, we have a(a + b) =
a2+ab = ab and bg = g(a+b). Hence tg = (
∑
06i6n−1
gi)abab3g = (
∑
06i6n−1
gi)ga(a+
b)a(a + b)3 = (
∑
06i6n−1
gi)abab3 = ε(g)t. We also have ta = (
∑
06i6n−1
gi)abab3a =
(
∑
06i6n−1
gi)abab(ab2 + aba) = (
∑
06i6n−1
gi)baba(ab2 + aba) = 0 = ε(a)t and tb =
(
∑
06i6n−1
gi)abab4 = 0 = ε(b)t. Thus,
∫ r
H
= kt =
∫ l
H
, and so H is unimodular. It
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is easy to check that S2(g) = g, S2(a) = g−1ag and S2(b) = g−1bg. Hence S2 is
inner since S2 is an algebra automorphism. It follows that H is a symmetric Hopf
algebra. 
In the rest of this section, we assume p > 2. Let n = pst with p ∤ t and s > 1.
Let λ, µ ∈ k. Now we give some properties of H(λ, µ).
Lemma 2.2. In H(λ, µ), we have
(1) bgi = igia+ gib, baj = ajb+ j2a
j+1 and bgiaj = (i+ j2 )g
iaj+1 + giajb for all
i, j > 0. In particular, gp is central in H(λ, µ).
(2) If 1 6 m 6 p− 1, then
abm =
∑
06i6m
αm,ib
m−iai+1,
where αm,i ∈ k with αm,0 = 1, αm,1 = −
m
2 and αm,2 =
1
4m(m− 1).
(3) If 1 6 m 6 p− 1, then
gbm =
∑
06i6m
βm,ib
m−igai,
where βm,i ∈ k with βm,0 = 1, βm,1 = −m and βm,2 =
3
4m(m− 1).
Proof. (1) The first two equalities can be proved by induction on i and j, respec-
tively. The third one follows from the first two equalities.
(2) By the relations of the generators, abm can be expressed as abm =
∑
06i6m
αm,ib
m−iai+1
for some αm,i ∈ k. Then for 1 6 m < p− 1, by Part (1) we have
abm+1 = (
∑
06i6m
αm,ib
m−iai+1)b
=
∑
06i6m
αm,ib
m−i(ai+1b)
=
∑
06i6m
αm,ib
m−i(bai+1 −
i+ 1
2
ai+2)
=
∑
06i6m
αm,ib
m+1−iai+1 −
∑
06i6m
i+ 1
2
αm,ib
m−iai+2.
Hence one gets that αm+1,0 = αm,0, αm+1,m+1 = −
m+1
2 αm,m and αm+1,i = αm,i−
i
2αm,i−1 for all 1 6 i 6 m. From the definition of H(λ, µ), we know that α1,0 = 1
and α1,1 = −
1
2 . Then by induction on m, it is easy to check that αm,0 = 1,
αm,1 = −
m
2 and αm,2 =
1
4m(m− 1) for all 1 6 m 6 p− 1.
(3) It is similar to Part (2). We also have β1,0 = 1, β1,1 = −1, βm+1,0 = βm,0,
βm+1,m+1 = −
m+2
2 βm,m and βm+1,i = βm,i −
i+1
2 βm,i−1 for all 1 6 i 6 m <
p− 1. 
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Lemma 2.3. H(λ, µ) is a symmetric Hopf algebra.
Proof. From gn = 1 and chark = p, it is easy to check that g(
∑
06i6n−1
gi) =∑
06i6n−1
gi and (1 − gp)(
∑
06i6n−1
igi) = 0. Since {giap−1bp−1|0 6 i 6 n − 1}
are linearly independent (see [6]), t = (
∑
06i6n−1
gi)ap−1bp−1 is a non-zero ele-
ment of H(λ, µ). Then we have gt = t = ε(g)t, at = ap(
∑
06i6n−1
gi)bp−1 =
λ(1− gp)(
∑
06i6n−1
gi)bp−1 = 0 = ε(a)t and
bt = (
∑
06i6n−1
bgiap−1)bp−1
= [
∑
06i6n−1
(i+
p− 1
2
)giap + giap−1b]bp−1
= ap(
∑
06i6n−1
igi)bp−1 +
p− 1
2
ap(
∑
06i6n−1
gi)bp−1 + bp(
∑
06i6n−1
gi)ap−1
= 0 = ε(b)t.
Since g, a, b are generators of H(λ, µ), one gets that
∫ l
H
= kt. On the other hand,
since ba = a(b + 12a), we have (a + b)
p−1 = bp−1 + a
∑
06j6p−2
αja
jbp−2−j for some
αj ∈ k. Hence
tg = (
∑
06i6n−1
gi)ap−1bp−1g
= (
∑
06i6n−1
gi)ap−1g(a+ b)p−1 (by bg = g(a+ b))
= (
∑
06i6n−1
gi)ap−1[bp−1 + a
∑
06j6p−2
αja
jbp−2−j ]
= t+ ap(
∑
06i6n−1
gi)(
∑
06j6p−2
αja
jbp−2−j)
= t = ε(g)t,
ta = (
∑
06i6n−1
gi)ap−1bp−1a
= (
∑
06i6n−1
gi)ap−1a(b+
1
2
a)p−1 (by ba = a(b+
1
2
a))
= ap(
∑
06i6n−1
gi)(b+
1
2
a)p−1
= 0 = ε(a)t
and
tb = bp(
∑
06i6n−1
gi)ap−1 = 0 = ε(b)t,
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where we use the facts that ap = λ(1− gp) and bp = µ(1− gp) are central elements
in H(λ, µ). Thus,
∫ r
H
= kt =
∫ l
H
, and so H is unimodular. It is easy to check that
S2 is inner. It follows that H is a symmetric Hopf algebra. 
Lemma 2.4. Let J be the Jacobson radical of H(λ, µ). Then
(1) If t = 1, then a, b ∈ J .
(2) If t > 1 and λµ 6= 0, then a, b 6∈ J .
Proof. (1) Assume t = 1. Then n = ps. Since chark=p and ap = λ(1− gp), we have
an = ap
s
= [λ(1 − gp)]p
s−1
= λp
s−1
(1 − gp
s
) = λp
s−1
(1 − gn) = 0. On the other
hand, we have ag = ga and ab = ba− 12a
2 = (b− 12a)a. Hence aH(λ, µ) = H(λ, µ)a,
and consequently H(λ, µ)a is equal to the ideal 〈a〉 of H(λ, µ) generated by a. It
follows that (H(λ, µ)a)n = H(λ, µ)an = 0. Thus, H(λ, µ)a ⊆ J , and so a ∈ J .
Similarly, we have bn = 0. Consider the quotient algebra H(λ, µ)/〈a〉 of H(λ, µ)
modulo 〈a〉. Then H(λ, µ)/〈a〉 is generated, as an algebra, by g and b. In this case,
we have gb = bg. It follows that the ideal 〈b〉 of H(λ, µ)/〈a〉 generated by b satisfies
〈b〉n = 0. Therefore, b ∈ J .
(2) Assume t > 1 and λµ 6= 0. Then gp
m
6= 1 for all m > 0. Hence ap
m
=
λp
m−1
(1 − gp
m
) 6= 0 for all m > 0. This means that a is not a nilpotent element,
and so a /∈ J . Similarly, b /∈ J . 
Lemma 2.5. If λ 6= 0, then H(λ, µ) ∼= H(1, λ−1µ).
Proof. Assume λ 6= 0. Let g, a, b and g0, a0, b0 denote the generators ofH(λ, µ) and
H(1, λ−1µ), respectively. Then in H(1, λ−1µ) we have gn0 = 1, g
−1
0 (λ
1
p a0)g = λ
1
p a0,
g−10 (λ
1
p b0)g0 = λ
1
p a0 + λ
1
p b0. (λ
1
p a0)
p = λ(1 − gp0), (λ
1
p b0)
p = µ(1 − gp0), and
(λ
1
p b0)(λ
1
p a0) = (λ
1
p a0)(λ
1
p b0) +
1
2 (λ
1
p a0)
2. It follows that there is an algebra map
ϕ : H(λ, µ) → H(1, λ−1µ) such that ϕ(g) = g0, ϕ(a) = λ
1
p a0 and ϕ(b) = λ
1
p b0.
It is easy to see that ϕ is a Hopf algebra homomorphism. Similarly, there exists
a Hopf algebra homomorphism ψ : H(1, λ−1µ) → H(λ, µ) such that ψ(g0) = g,
ψ(a0) = λ
−
1
p a and ψ(b0) = λ
−
1
p b. Obviously, ϕ ◦ ψ = id and ψ ◦ ϕ = id, and so
H(λ, µ) ∼= H(1, λ−1µ). 
3. Simple modules and Projective Modules over H(λ, µ)
Throughout this section, assume p > 2. Let n = pst with p ∤ t and s > 1. Let
ξ be a t-th primitive root of unity in k. Let λ, µ ∈ k. We will investigate simple
modules and projective modules over H(λ, µ) in this section. Note that kG is the
coradical of H(λ, µ).
Since p|n, we know that kG is not semisimple. It has t non-isomorphic sim-
ple modules, which are all 1-dimensional and given by the corresponding algebra
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homomorphisms ρi : kG → k, ρi(g) = ξ
i, 0 6 i 6 t − 1. Moreover, kG has n
non-isomorphic indecomposable modules, which can be described by the matrix
representations as follows:
ρr,i(g) =

ξi 1 · · · 0 0
0 ξi · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · ξi 1
0 0 · · · 0 ξi

r×r
where 1 6 r 6 ps and 0 6 i 6 t− 1 (see [7]).
Theorem 3.1. If t = 1, there is only one simple module S over H(λ, µ), which
is 1-dimensional and given by g · v = v, a · v = 0 and b · v = 0 for all v ∈ S. In
particular, H(λ, µ) is a local algebra in this case.
Proof. Assume t = 1. Then by Lemma 2.4(1), we know that a, b ∈ J , the Jacobson
radical of H(λ, µ), and H(λ, µ)/〈a, b〉 ∼= kG, where 〈a, b〉 is the ideal of H(λ, µ)
generated by a and b. Hence the theorem follows. 
In the rest of this section, assume t > 1.
Lemma 3.2. Let M be an H(λ, µ)-module. If there exists an element 0 6= v ∈ M
such that g · v = αv and a · v = βv for some α, β ∈ k with β 6= 0, then the following
statements holds:
(1) If 1 6 m 6 p− 1, then
abm · v =
∑
06j6m
αm,jb
j · v and gbm · v =
∑
06j6m
βm,jb
j · v,
where αm,j , βm,j ∈ k with αm,m = β, αm,m−1 = −
m
2 β
2, βm,m = α, and βm,m−1 =
−mαβ.
(2) N = span{v, b · v, · · · , bp−1 · v} is an submodule of M .
(3) {v, b · v, · · · , bp−1 · v} are linearly independent.
(4) Consider the actions of g and a on N . Then α and β are the only eigenvalues
of g and a, respectively, with multiplicity p. Moreover, v is the unique common
eigenvector of g and a up to a non-zero scale multiple.
(5) N is a simple H(λ, µ)-module.
Proof. (1) It follows from Parts (2) and (3) of Lemma 2.2.
(2) Since bp = µ(1 − gp), it follows from Part (1).
(3) Suppose that {v, b · v, · · · , bp−1 · v} are linearly dependent. Since v 6= 0, there
exists anm with 0 6 m < p−1 such that {v, b·v, · · · , bm·v} are linearly independent,
but {v, b ·v, · · · , bm ·v, bm+1 ·v} are linearly dependent. Hence there are some αi ∈ k
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such that bm+1 · v =
∑
06i6m
αib
i · v. Thus, abm+1 · v =
∑
06i6m
αiab
i · v. By Part (1),
we have abm+1 · v =
∑
06j6m+1
αm+1,jb
j · v = βbm+1 · v +
∑
06j6m
αm+1,jb
j · v and∑
06i6m
αiab
i · v =
∑
06i6m
∑
06j6i
αiαi,jb
j · v
= αmβb
m · v +
∑
06j6m−1
γjb
j · v,
where γj ∈ k for 0 6 j 6 m− 1. Hence we have
abm+1 · v − βbm+1 · v =
∑
06j6m
αm+1,jb
j · v
= −m+12 β
2bm · v +
∑
06j6m−1
αm+1,jb
j · v
and
a(
∑
06i6m
αib
i · v)− β(
∑
06i6m
αib
i · v) =
∑
06j6m−1
(γj − αjβ)b
j · v.
It follows that −m+12 β
2bm · v +
∑
06j6m−1
αm+1,jb
j · v =
∑
06j6m−1
(γj − αjβ)b
j · v.
Since −m+12 β
2 6= 0, one gets that {v, b · v, · · · , bm · v} are linearly dependent, a
contradiction.
(4) It follows from Parts (1) and (3).
(5) Let N0 be a non-zero submodule of N . Then N0 must contain a common
eigenvector of g and a. Hence v ∈ N0 by Part (4), and so N0 = N . This shows that
N is a simple module. 
Now we will compute simple modules overH(λ, µ). Note thatH(λ, µ) = B(V )#kG
if λ = µ = 0. We first consider the case of λ = 0.
Theorem 3.3. Let µ ∈ k. Then there are t non-isomorphic simple modules Ti over
H(0, µ), 0 6 i 6 t− 1. Each Ti is 1-dimensional and given by
g · v = ξiv, a · v = 0, b · v = µ
1
p (1− ξi)v, v ∈ Ti.
Proof. Let 0 6 i 6 t − 1. Then it is easy to see that there is an algebra map
ρi : H(0, µ) → k such that ρi(g) = ξ
i, ρi(a) = 0 and ρi(b) = µ
1
p (1 − ξi). It follows
that T0, T1, · · · , Tt−1 given in the theorem are non-isomorphic 1-dimensional simple
H(0, µ)-modules.
By the proof of Lemma 2.4(1), one knows that the ideal 〈a〉 of H(0, µ) gener-
ated by a is equal to H(0, µ)a = aH(0, µ). Since ap = 0, 〈a〉p = (H(0, µ)a)p =
H(0, µ)ap = 0. Hence 〈a〉 ⊆ J , the Jacobson radical of H(0, µ). Thus, any simple
H(0, µ)-module is a simple module over the quotient algebra H(0, µ)/〈a〉. How-
ever, H(0, µ)/〈a〉 is a commutative algebra and k is an algebraically closed field.
It follows that any simple H(0, µ)-module is 1-dimensional and determined by an
algebra map from H(0, µ) to k. Now let ρ : H(0, µ)→ k be an algebra map. Then
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ρ(a) = 0. Since ρ(g)n = ρ(gn) = ρ(1) = 1, ρ(g) = ξi for some 0 6 i 6 t − 1.
Since bp = µ(1 − gp), ρ(b)p = µ(1 − ρ(g)p) = µ(1 − ξip) = (µ
1
p (1 − ξi))p, and so
ρ(b) = µ
1
p (1− ξi). Thus, ρ = ρi. This completes the proof. 
For the case of λ 6= 0, by Lemma 2.5, we may assume λ = 1. Let S0 be the trivial
H(1, µ)-module given by the counit ε : H(1, µ)→ k. Then dimS0 = 1, and
g · v = v, a · v = 0, b · v = 0, v ∈ S0.
Now let A be the subalgebra of H(1, µ) generated by g and a. Then A is a Hopf
subalgebra of H(1, µ). Hence H(1, µ) is a free right (left) A-module [11]. Note that
A is a commutative algebra. For 1 6 i 6 t− 1, there is an algebra map ρi : A→ k
defined by ρi(g) = ξ
i and ρi(a) = 1 − ξ
i. Let Xi denote the corresponding left
A-module. Then dimXi = 1, g · x = ξ
ix and a · x = (1 − ξi)x for all x ∈ Xi. Let
Si = H(1, µ)⊗A Xi. Then Si is a non-zero left cyclic H(1, µ)-module generated by
1⊗ x, where 0 6= x ∈ Xi.
Theorem 3.4. Let 0 6 i 6 t− 1. Then we have
(1) S0, S1, · · · , St−1 are non-isomorphic simple H(1, µ)-modules.
(2) If i 6= 0, dimSi = p and there is a 0 6= v ∈ Si such that g · v = ξ
iv and
a · v = (1 − ξi)v. Moreover, {v, b · v, · · · , bp−1 · v} is a basis of Si.
(3) If M is a simple H(1, µ)-module, then M is isomorphic to some Si.
Proof. We have already known that S0 is a simple H(1, µ)-module and dimS0 = 1.
Now let 1 6 i 6 t − 1 and take 0 6= x ∈ Xi. Let v = 1 ⊗ x ∈ Si. Then g · v = ξ
iv
and a · v = (1− ξi)v. Since Si is a cyclic H(1, µ)-module generated by v, it follows
from Lemma 3.2 that Si is a simple H(1, µ)-module with dimSi = p. Moreover,
{v, b · v, · · · , bp−1 · v} is a basis of Si, and v is the unique common eigenvector of
the actions of g and a on Si up to a non-zero scale multiple. Thus, S0, S1, · · · , St−1
are non-isomorphic simple H(1, µ)-modules. This shows Parts (1) and (2).
Now let M be a simple H(1, µ)-module. Since k is an algebraically closed field
and ga = ag, there is a non-zero vector v ∈ M such that g · v = αv and a · v = βv
for some α, β ∈ k. Hence A · v = kv. Since gn = 1, αn = αp
st = (αt)p
s
= 1.
Hence αt = 1, and consequently α = ξi for some 0 6 i 6 t − 1. Since ap = 1 − gp,
we have βp = 1 − ξip = (1 − ξi)p. It follows that β = 1 − ξi. Since M is a
simple H(1, µ)-module and H(1, µ) =
∑
06j6p−1
bjA, one gets thatM = H(1, µ) ·v =
span{v, b · v, · · · , bp−1 · v}. We divide the discussion into the following two cases.
For the case: i = 0. In this case, g · v = v, a · v = 0 and bp · v = µ(1− gp) · v = 0.
Hence there is an integer m with 0 6 m 6 p−1 such that bm ·v 6= 0 but bm+1 ·v = 0.
If m = 0, then g · v = v, a · v = 0 and b · v = 0. Hence M = kv ∼= S0 since M is
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simple. If m > 0, then by Lemma 2.2 it follows that abm ·v = 0 and gbm ·v = bm ·v.
Thus, k{bm · v} is a non-zero H(1, µ)-submodule of M , and so M = k(bm · v) ∼= S0
since M is simple. In this case, v = γbm · v for some 0 6= γ ∈ k, which implies that
b · v = 0, and so m = 0, a contradiction.
For the case: 1 6 i 6 t − 1. In this case, a · v = (1 − ξi)v 6= 0. Since M is a
simple H(1, µ)-module, it follows from Lemma 3.2 that k{v, b · v, · · · , bp−1 · v} is a
basis of M . In this case, M is isomorphic to Si. In fact, let 0 6= x ∈ Xi. Then
there is an A-module isomorphism f : Xi → kv, f(x) = v, where kv is obviously an
A-submodule ofM . SinceM = H(1, µ)·v, we have an H(1, µ)-module epimorphism
ψ : Si = H(1, µ)⊗A Xi
id⊗f
−−−→ H(1, µ)⊗A (kv)
·
−→M
given by ψ(h⊗ x) = h · f(x) = h · v, h ∈ H(1, µ). Since both Si and M are simple,
ψ must be an isomorphism. 
For any integer i, let 0 6 i 6 t− 1 with i ≡ i (mod t). For any positive integer
m, let Im denote the identity m ×m-matrix over k. For any matrix X over k, let
r(X) denote the rank of X .
For 1 6 i, j 6 t − 1, let {bi1 · v}06i16p−1 and {b
j1 · w}06j16p−1 be the basis of
Si and Sj as stated in Theorem 3.4, respectively. Then {b
i1 · v⊗ bj1 ·w}06i1,j16p−1
is a basis of Si ⊗ Sj . For any 0 6= u =
∑
xi1,j1b
i1 · v ⊗ bj1 · w ∈ Si ⊗ Sj , let
h(u) = max{i1 + j1|xi1,j1 6= 0} and let
u(1) = max{i1|xi1,j1 6= 0 for some j1} and u(2) = max{j1|xu(1),j1 6= 0}.
With the above notations, we have the following lemma.
Lemma 3.5. Let 0 6= u ∈ Si ⊗ Sj with h(u) = u(1) = l > 0. Assume v1 =
g · u− ξi+ju 6= 0. Then
(1) h(v1) < l.
(2) If v1(2) = 0, then there is an element u
′ ∈ Si⊗Sj with h(u
′) 6 l and u′(1) =
v1(1) such that g ·u
′′−ξi+ju′′ = 0, or (g ·u′′−ξi+ju′′)(1) < v1(1), where u
′′ = u+u′.
(3) If v1(2) > 0, then there is an element u
′ ∈ Si⊗Sj with h(u
′) 6 l and u′(1) =
v1(1) such that g · u
′′ − ξi+ju′′ = 0, or (g · u′′ − ξi+ju′′)(1) < v1(1), or (g · u
′′−
ξi+ju′′)(1) = v1(1) and (g · u
′′ − ξi+ju′′)(2) < v1(2), where u
′′ = u+ u′.
Proof. Let v1(1) = m and v1(2) = s.
(1) It follows from Lemma 3.2(1).
(2) Assume s = 0. By Part (1), we have 0 6 m < l. Hence v1 = αb
m · v ⊗
w +
∑
i1<m
αi1,j1b
i1 · v ⊗ bj1 · w for some α, αi1,j1 ∈ k with α 6= 0. Take u
′ =
αξ−(i+j)(1 − ξj)−1bm · v ⊗ b · w and let u′′ = u + u′. Then h(u′) = m + 1 6 l,
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u′(1) = m and
g · u′ − ξi+ju′ = −αbm · v ⊗ w +
∑
i1<m,j161
βi1,j1b
i1 · v ⊗ bj1 · w.
Since g · u′′ − ξi+ju′′ = v1 + g · u
′ − ξi+ju′, we know that g · u′′ − ξi+ju′′ = 0, or
(g · u′′ − ξi+ju′′)(1) < m.
(3) Assume s > 0. Then
v1 =
∑
06j16s
αj1b
m · v ⊗ bj1 · w +
∑
i1<m
αi1,j1b
i1 · v ⊗ bj1 · w
for some αj1 , αi1,j1 ∈ k with αs 6= 0. Note that m+ s 6 h(v1) < l 6 p− 1. Hence
s < p−1 and so 1 < s+1 < p. Let u′ = αs(s+1)
−1ξ−(i+j)(1−ξj)−1bm ·v⊗bs+1 ·w
and u′′ = u+ u′. Then h(u′) = m+ s+ 1 6 l, u′(1) = m and
g·u′−ξi+ju′ = −αsb
m·v⊗bs·w+
∑
j1<s
βj1b
m ·v⊗bj1 ·w+
∑
i1<m,j16s+1
βi1,j1b
i1 ·v⊗bj1 ·w.
Since g · u′′ − ξi+ju′′ = v1 + g · u
′ − ξi+ju′, we know that g · u′′ − ξi+ju′′ = 0, or
(g ·u′′−ξi+ju′′)(1) < m, or (g ·u′′−ξi+ju′′)(1) = m and (g ·u′′−ξi+ju′′)(2) < s. 
Theorem 3.6. Let 0 6= u ∈ Si⊗Sj with h(u) = u(1) = l > 0. If g ·u 6= ξ
i+ju, then
there is an element u ∈ Si ⊗ Sj with h(u) 6 l and u(1) < l such that g · u = ξ
i+ju,
where u = u+ u.
Proof. Let u1 = u, v1 = g · u1 − ξ
i+ju1 6= 0, m1 = v1(1) and s1 = v1(2). Then it
follows from Lemma 3.5 that m1 < l and there is an elements u
′
1 ∈ Si ⊗ Sj with
h(u′1) 6 l and u
′
1(1) = m1 < l such that g ·u2 = ξ
i+ju2, or (g ·u2−ξ
i+ju2)(1) < m1,
or (g · u2 − ξ
i+ju2)(1) = m1 and (g · u2 − ξ
i+ju2)(2) < s1, where u2 = u1 + u
′
1. If
g · u2 = ξ
i+ju2, then the theorem follows. Otherwise, let v2 = g · u2 − ξ
i+ju2 6= 0,
v2(1) = m2 and v2(2) = s2. Since u1(1) = l and u
′
1(1) = m1 < l, u2(1) = l, and
so h(u2) = l. By replacing u1 with u2, it follows from Lemma 3.5 that there is an
u′2 ∈ Si ⊗ Sj with h(u
′
2) 6 l and u
′
2(1) = m2 < l such that g · u3 = ξ
i+ju3, or
(g ·u3− ξ
i+ju3)(1) < m2, or (g ·u3− ξ
i+ju3)(1) = m2 and (g ·u3− ξ
i+ju3)(2) < s2,
where u3 = u2+u
′
2. Since h(u
′
1) 6 l and h(u
′
2) 6 l, h(u
′
1+u
′
2) 6 l. Furthermore, we
have u′2(1) = m2 < m1 = u
′
1(1), or u
′
2(1) = m2 = m1 = u
′
1(1) and u
′
2(2) = s2 < s1.
It follows that (u′1+ u
′
2)(1) 6 m1 < l. We also have u3 = u2+ u
′
2 = u1+ u
′
1+ u
′
2. If
g · u3 = ξ
i+ju3, then the theorem follows. Otherwise, let v3 = g · u3 − ξ
i+ju3 6= 0,
v3(1) = m3 and v3(2) = s2. Since u2(1) = l and u
′
2(1) = m2 < l, u3(1) = l,
and so h(u3) = l. Then we may repeat the above procedure by replacing u2 with
u3, and continue. Thus one may get a series of elements u
′
1, u
′
2, u
′
3, · · · in Si ⊗ Sj
with h(u′q) 6 l and u
′
q(1) = mq < l such that g · uq+1 = ξ
i+juq+1, or mq+1 :=
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(g · uq+1 − ξ
i+juq+1)(1) < mq, or mq+1 := (g · uq+1 − ξ
i+juq+1)(1) = mq and
sq+1 := (g · uq+1 − ξ
i+ju1)(2) < sq, where uq+1 = uq + u
′
q, q = 1, 2, 3, · · · .
We claim that the above procedure will stop. In fact, if vq = g · uq − ξ
i+juq 6= 0
for all q > 1, then mq+1 < mq, or mq+1 = mq and sq+1 < sq for all q > 1. Since
l > m1 > m2 > m3 > · · · > 0, there is a q > 1 such that mq = mq+1 = mq+2 = · · · .
Then it follows that sq > sq+1 > sq+2 > · · · > 0. This is impossible. Thus, there
exists an integer m > 1 such that vq = g · uq − ξ
i+juq 6= 0 for all 1 6 q 6 m, but
g · um+1 − ξ
i+jum+1 = 0. Then the theorem follows. 
Theorem 3.7. Let {Si}06i6t−1 be the complete set of non-isomorphic simple H(1, µ)-
modules defined in Theorem 3.4. Then soc(Si
⊗
Sj) ∼= Si+j and Si
⊗
Sj is inde-
composable. In particular, S0 ⊗ Si ∼= Si and Si ⊗ S0 ∼= Si. Here 0 6 i, j 6 t− 1.
Proof. It is obvious that S0 ⊗ Si ∼= Si and Si ⊗ S0 ∼= Si for all 0 6 i 6 t− 1. Now
let 1 6 i, j 6 t− 1. Let {bi1 · v|0 6 i1 6 p− 1} and {b
j1 · w|0 6 j1 6 p− 1} be the
bases of Si and Sj as stated in Theorem 3.4, respectively. Then {b
i1 · v⊗ bj1 ·w|0 6
i1, j1 6 p− 1} is a basis of Si
⊗
Sj . By Lemma 3.2(1), the matrix of the action of
g on Si
⊗
Sj with respect to the basis {v⊗w, v⊗ b ·w, · · · , v⊗ b
p−1 ·w, b · v⊗w, b ·
v⊗ b ·w, · · · , b · v⊗ bp−1 ·w, · · · , bp−1 · v⊗w, bp−1 · v⊗ b ·w, · · · , bp−1 · v⊗ bp−1 ·w}
has the form
G0 =

G11 G12 · · · G1p
0 G22 · · · G2p
· · · · · · · · · · · ·
0 0 · · · Gpp

where each Gst (s 6 t) is a upper triangular p× p-matrix, and Gss has the form
ξi+j α12 ∗ · · · ∗
0 ξi+j α23 · · · ∗
0 0 ξi+j . . . ∗
· · · · · · · · · · · · · · ·
0 0 0 · · · ξi+j

with αi1,i1+1 6= 0. Hence ξ
i+j is the unique eigenvalue of the action of g on Si
⊗
Sj .
Moreover, r(ξi+jIp−Gss) = p−1. It follows that r(ξ
i+jIp2 −G0) > p(p−1). Thus,
dimVξi+j 6 p, where Vξi+j is the eigenspace of the action of g on Si ⊗ Sj .
Obviously, u0 = v ⊗w ∈ Vξi+j . For any 1 6 l 6 p− 1, let u(l) = b
l · v ⊗w. Then
h(u) = u(1) = l > 0. It follows from Lemma 3.2(1) that g ·u(l) 6= ξ
i+ju(l). Then by
Theorem 3.6, there is an element u′(l) ∈ Si⊗Sj with h(u
′
(l)) 6 l and u
′
(l)(1) < l such
that g ·ul = ξ
i+jul, where ul = u(l)+u
′
(l). Obviously, ul(1) = l and h(ul) = l for all
0 6 l 6 p − 1. It follows that {u0, u1, · · · , up−1} ⊂ Vξi+j are linearly independent
over k. Thus, {u0, u1, · · · , up−1} is a k-basis of Vξi+j .
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Let vl = g ·u(l)− ξ
i+ju(l). Then it follows from Lemma 3.2 that vl = −lξ
i+j(1−
ξi)bl−1 · v ⊗ w +
∑
i1<l−1
αi1b
i1 · v ⊗ w. Hence vl(1) = l − 1 and vl(2) = 0. Since
g · ul − ξ
i+jul = 0, vl + g · u
′
(l) − ξ
i+ju′(l) = 0. Hence (g · u
′
(l) − ξ
i+ju′(l))(1) =
l − 1 and (g · u′(l) − ξ
i+ju′(l))(2) = 0. By Lemma 3.2, we know that l − 1 =
(g · u′(l) − ξ
i+ju′(l))(1) 6 u
′
(l)(1) < l, which forces that u
′
(l)(1) = l − 1. Since
u′(l)(1) + u
′
(l)(2) 6 h(u
′
(l)) 6 l, u
′
(l)(2) 6 1. If u
′
(l)(2) = 0, then it follows from
Lemma 3.2 that l − 1 = (g · u′(l) − ξ
i+ju′(l))(1) < u
′
(l)(1) = l − 1, a contradiction.
Therefore, u′(l)(2) = 1, and so h(u
′
(l)) = l. Thus we have
u′(l) = αb
l−1 · v ⊗ b · w + βbl−1 · v ⊗ w +
∑
i1<l−1
αi1,j1b
i1 · v ⊗ bj1 · w.
Again by Lemma 3.2, one gets
g · u′(l) − ξ
i+ju′(l) = −αξ
i+j(1− ξj)bl−1 · v ⊗ w +
∑
i1<l−1
βi1,j1b
i1 · v ⊗ bj1 · w.
Since vl + g · u
′
(l) − ξ
i+ju′(l) = 0, α = −l(1− ξ
i)(1 − ξj)−1, and hence
u′(l) = −l(1− ξ
i)(1− ξj)−1bl−1 · v⊗ b ·w+ βbl−1 · v⊗w+
∑
i1<l−1
αi1,j1b
i1 · v⊗ bj1 ·w.
Since ga = ag, a · Vξi+j ⊆ Vξi+j . Consider the action of a on Vξi+j . Then a · u0 =
(1 − ξi+j)u0. For 1 6 l 6 p− 1, let u = ul + α1ul−1 + . . .+ αlu0 be an element in
Vξi+j . If a ·u = αu for some α ∈ k, then by comparing their coefficients of the item
bl ·v⊗w, we find that α = 1− ξi+j. It follows that 1− ξi+j is the unique eigenvalue
for the action of a on Vξi+j . Using Lemma 3.2, one finds that the coefficient of the
item bl−1 ·v⊗w in a ·u−(1−ξi+j)u is − l2 (1−ξ
i)(1−ξi+j). We divide the discussion
into the following two cases.
For case 1: i+ j 6= t. In this case, a · u− (1− ξi+j)u 6= 0, and hence u is not an
eigenvector of the action of a. It follows that u0 is the unique common eigenvector
of the action of g and a up to a non-zero scale multiple. It follows from Theorem
3.4 that soc(Si ⊗ Sj) ∼= Si+j .
For case 2: i+ j = t. In this case, 1 is the unique eigenvalue of the action of g. It
follows from Theorem 3.4 that any simple submodule of Si⊗Sj is isomorphic to S0,
and is spanned by a non-zero vector v′ with g · v′ = v′, a · v′ = 0 and b · v′ = 0. Now
we have g ·u0 = u0 and a·u0 = 0. By Lemma 2.2(2), it follows that g ·(b
l ·u0) = b
l ·u0
and a · (bl ·u0) = 0 for all 1 6 l 6 p−1. Since ∆(b) = b⊗ 1+g ⊗ b, one can see that
(bl · u0)(1) = l, (b
l · u0)(2) = 0. It follows that {u0, b · u0, · · · , b
p−1 · u0} are linearly
independent and contained in Vξi+j = V1. Furthermore, b · (b
p−1 · u0) = b
p · u0 = 0.
Thus, soc(Si ⊗ Sj) = k(b
p−1 · u0) ∼= S0.
This completes the proof. 
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Now we are going to investigate the indecomposable projective modules over
H(λ, µ).
Let ei =
1
t
∑t−1
j=0(ξ
−ipsgp
s
)j . Then {e0, e1, · · · , et−1} is a set of primitive or-
thogonal idempotents in kG since ξp
s
is also a t-th primitive root of unity. Now
we have (1 − ξ−ip
s
gp
s
)ei =
1
t
[1 − (ξ−ip
s
gp
s
)t] = 0, that is, gp
s
ei = ξ
ipsei. Hence
{gi1ei|0 6 i1 6 p
s − 1} is a basis of kGei and dimkGei = p
s. Under this basis, the
matrix of the action of g on kGei is
0 0 · · · 0 ξip
s
1 0 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 0 0
0 0 · · · 1 0

ps×ps
.
The characteristic polynomial of g is p(x) = xp
s
−ξip
s
= (x−ξi)p
s
. Acting on kGei, g
has a unique eigenvalue ξi with multiplicity ps. By Lemma 2.2, gp ∈ Z(H(λ, µ)), the
center ofH(λ, µ). Hence {e0, e1, ·, et−1} is a set of central orthogonal idempotents of
H(λ, µ). It follows that H(λ, µ) =
⊕
06i6t−1H(λ, µ)ei is a decomposition of the left
regular module H(λ, µ), which is also a composition of H(λ, µ) as two-sided ideals.
Thus, the action of g on H(λ, µ)ei has the unique eigenvalue ξ
i (with multiplicity of
ps+2). So g has the unique eigenvalue ξi when it acts on every principal projective
module occurring in H(λ, µ)ei.
Note that dimH(λ, µ)=dim(B(V )#kG) = p2n = ps+2t and
H(λ, µ)ei = span{g
i1ai2bi3ei|0 6 i1 6 p
s − 1, 0 6 i2, i3 6 p− 1}.
Hence dimH(λ, µ)ei = p
s+2 and {gi1ai2bi3ei|0 6 i1 6 p
s − 1, 0 6 i2, i3 6 p− 1} is a
basis of H(λ, µ)ei.
Now we can prove the main results of this section.
Theorem 3.8. Let {T0, T1, · · · , Tt−1} be the complete set of non-isomorphic simple
H(0, µ)-modules given in Theorem 3.3. Let P (Ti) denote the projective cover of Ti.
Then P (Ti) ∼= H(0, µ)ei, where 0 6 i 6 t− 1.
Proof. Since ξi is an eigenvalue of the action of g on Ti ∼= P (Ti)/rad(P (Ti)), ξ
i is
the unique eigenvalue of the action of g on P (Ti). It follows that P (Ti) must be the
unique summand ofH(0, µ)ei up to isomorphism ofH(0, µ)-modules. Since dimTi =
1, the left regular moduleH(0, µ) has the decompositionH(0, µ) ∼=
⊕
06i6t−1 P (Ti),
which forces that P (Ti) ∼= H(0, µ)ei. 
Now we are going to consider the case of λ = 1. Let us first show the following
lemma for the case of µ = 0.
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Lemma 3.9. In the Hopf algebra H(1, 0), we have
bmabp−1 =
m!
2m
am+1bp−1, m > 0.
Proof. We prove the equation bmabp−1 = m!2m a
m+1bp−1 by induction onm. Ifm = 0,
it is obvious. Now let m > 0 and assume bmabp−1 = m!2m a
m+1bp−1. Since bp = 0, by
Lemma 2.2(1) we have
bm+1abp−1 = m!2m ba
m+1bp−1
= m!2m (a
m+1b+ m+12 a
m+2)bp−1
= m!2m (a
m+1bp + m+12 a
m+2bp−1)
= (m+1)!2m+1 a
m+2bp−1.
This completes the proof. 
Theorem 3.10. Let {S0, S1, · · · , St−1} be the complete set of non-isomorphic sim-
ple H(1, µ)-modules described as Theorem 3.4. Let P (Si) denote the projective cover
of Si. Then
(1) P (S0) ∼= H(1, µ)e0 and dimP (S0) = p
s+2.
(2) Let 1 6 i 6 t − 1. Then dimP (Si) = p
s+1. Moreover, if µ = 0, then
P (Si) ∼= H(1, 0)b
p−1ei and {g
i1ai2bp−1ei|0 6 i1 6 p
s − 1, 0 6 i2 6 p − 1} is a
basis of H(1, 0)bp−1ei. If µ 6= 0 and s = 1, then P (Si) ∼= H(1, µ)b
p−1
0 ei, and
H(1, µ)bp−10 ei has a basis {g
i1ai2bp−1ei|0 6 i1 6 p
s − 1, 0 6 i2 6 p − 1}, where
b0 = b+ α0 and α0 = µ
1
p (ξi − 1).
Proof. (1) Since ξi is an eigenvalue of the action of g on Si = P (Si)/rad(P (Si)), ξ
i
is the unique eigenvalue of the action of g on P (Si). It follows that P (Si) must be
the unique summand of H(1, µ)ei up to the isomorphism of H(1, µ)-modules. By
Wedderburn-Artin Theorem, the left regular module H(1, µ) has the decomposition
H(1, µ) ∼=
⊕
06i6t−1 P (Si)
dimSi , where P (Si)
m denotes the direct sum of m copies
of P (Si). It follows that H(1, µ)ei ∼= P (Si)
dimSi as left H(1, µ)-modules. Since
dimS0 = 1, one gets that P (S0) ∼= H(1, µ)e0 and dimP (S0) = p
s+2.
(2) Let 1 6 i 6 t − 1. Since dimSi = p and dimH(1, µ)ei = p
s+2, H(1, µ)ei ∼=
P (Si)
p, the direct sum of p copies of P (Si). Hence dimP (Si) = p
s+1.
Assume µ = 0. Then by Lemma 3.9 we have bp−1abp−1 = (p−1)!2p−1 a
pbp−1. Let e˜i =
ap
s
−p+1bp−1ei. Since a
p = 1 − gp and gp ∈ Z(H(1, 0)), we have ap ∈ Z(H(1, 0)).
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Therefore, we have
e˜i
2 = ap
s
−p+1bp−1ap
s
−p+1bp−1ei
= a2(p
s
−p)+1bp−1abp−1ei
=
(p− 1)!
2p−1
a2(p
s
−p)+1apbp−1ei
=
(p− 1)!
2p−1
ap
s
−p+1ap
s
bp−1ei
=
(p− 1)!
2p−1
ap
s
−p+1bp−1(1− gp
s
)ei
=
(p− 1)!
2p−1
(1 − ξip
s
)ap
s
−p+1bp−1ei
=
(p− 1)!
2p−1
(1 − ξip
s
)e˜i.
Then e˜i
2 = αe˜i with α =
(p−1)!
2p−1 (1 − ξ
ips) 6= 0 in k. Let êi = α
−1e˜i. Then êi
2 = êi.
Hence H(1, 0)êi is a summand of H(1, 0)ei as a left H(1, 0)-module. It follows that
H(1, 0)êi ∼= P (Si)
m for some 1 6 m 6 dimSi. Obviously,H(1, 0)êi ⊆ H(1, 0)b
p−1ei.
Since ap = 1 − gp and bp = 0, it follows from Lemma 2.2(1) that H(1, 0)bp−1ei =
span{gi1ai2bp−1ei|0 6 i1 6 p
s − 1, 0 6 i2 6 p − 1}. Hence p
s+1 = dimP (Si) 6
dim(H(1, 0)êi) 6 dim(H(1, 0)b
p−1ei) 6 p
s+1. This implies that dim(H(1, 0)êi) =
dim(H(1, 0)bp−1ei) = p
s+1. Hence P (Si) ∼= H(1, 0)êi = H(1, 0)b
p−1ei, and conse-
quently H(1, 0)bp−1ei has a basis {g
i1ai2bp−1ei|0 6 i1 6 p
s − 1, 0 6 i2 6 p− 1}.
Now assume µ 6= 0 and s = 1. Let α0 = µ
1
p (ξi − 1) ∈ k ⊆ H(1, µ) and
b0 = b + α0 ∈ H(1, µ). Then b
p
0 = µ(ξ
ip − gp) = µ(ξi − g)p, and so bp0ei = 0.
Since gp ∈ Z(H(1, µ)), bp0 ∈ Z(H(1, µ)). An argument similar to Lemma 3.9 shows
that bm0 ab
p−1
0 ei =
m!
2m a
m+1bp−10 ei for all m > 0. Let e
′
i =
2p−1
(p−1)! (1 − ξ
ip)−1abp−10 ei.
Then it follows from an argument similar to the case of µ = 0 that (e′i)
2 = e′i,
P (Si) ∼= H(1, µ)e
′
i = H(1, µ)b
p−1
0 ei and {g
i1ai2bp−10 ei|0 6 i1 6 p
s−1, 0 6 i2 6 p−1}
is a basis of H(1, µ)bp−10 ei. 
Remark 3.11. If p = 3, 5, 7, 11, we find that bp1 = [b + µ
1
p (g − 1)]p = 0. Then the
argument in the proof of Theorem 3.10 can be applied to H(1, µ) with µ 6= 0 and
s > 1. In this case, we have that P (Si) ∼= H(1, µ)b
p−1
1 ei and {g
i1ai2bp−11 ei|0 6 i1 6
ps − 1, 0 6 i2 6 p− 1} is a basis of H(1, µ)b
p−1
1 ei, where 1 6 i 6 t− 1.
Corollary 3.12. If t > 1, then {e0, e1, · · · , et−1} is a set of central orthogonal
primitive idempotents of H(λ, µ).
Corollary 3.13. If t > 1, then each block H(λ, µ)ei of H(λ, µ) is a symmetric
algebra. Moreover, H(λ, µ)e0 is a local symmetric algebra.
Proof. It follows from Lemma 2.3 and [8, Lemma I.3.3] 
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4. Representation types of B(V )#kG and H(λ, µ)
In this section, we will consider the representation types of B(V )#kG andH(λ, µ).
Let us first consider the simple modules and their projective covers over B(V )#kG.
When p > 2, B(V )#kG = H(0, 0) as noted in the last section. In this case, the
simple modules and their projective covers over B(V )#kG have been described in
the last section, see Theorems 3.3 and 3.8.
Now let us assume p = 2 and n = 2st with 2 ∤ t and s > 1. Let ξ be a t-th
primitive root of unity in k. We denote by H the Hopf algebra B(V )#kG defined
in Section 2.
Since H is a finite dimensional graded Hopf algebra H =
⊕
m>0Hm with H0 =
kG and a, b ∈ H1, a left H-module M is a simple H-module if and only if M is a
simple kG-module and a ·M = b ·M = 0. Hence we have the following proposition.
Proposition 4.1. Up to isomorphism, there are t simple left H-modules Si, which
are all 1-dimensional and defined by
g · x = ξix, a · x = b · x = 0, x ∈ Si,
where 0 6 i 6 t− 1. In particular, if t = 1, then H is a local algebra.
Let ei =
1
t
∑t−1
j=0(ξ
−i2sg2
s
)j . Then {e0, e1, · · · , et−1} is a set of primitive orthog-
onal idempotents in kG and g2
s
ei = ξ
i2sei. {g
i1ei|0 6 i1 6 2
s − 1} is a basis of
kGei and dimkGei = 2
s. By Lemma 2.1, g2 ∈ Z(H), the center of H . Hence
{e0, e1, · · · , et−1} is a set of central orthogonal idempotents of H . It follows that
H =
⊕
06i6t−1Hei is a decomposition of the left regular module H , which is also
a composition of H as two-sided ideals. By a discussion similar to that for H(λ, µ)
in Section 3, we have the following result from Lemma 2.1 and [8, Lemma I.3.3].
Theorem 4.2. Let {S0, S1, · · · , St−1} be the complete set of non-isomorphic simple
H-modules given in Proposition 4.1. Let P (Si) denote the projective cover of Si.
Then
(1) P (Si) ∼= Hei, where 0 6 i 6 t− 1.
(2) H has t blocks Hei. Moreover, each block Hei is a local symmetric algebra.
Lemma 4.3. Let 0 6 i 6 t− 1. Let M be an indecomposable module of dimension
2 over the block Hei. Then M has one of the following structures:
(1) There is a k-basis {v1, v2} in M such that g · v1 = ξ
i · v1, g · v2 = ξ
i · v2,
a · v1 = a · v2 = 0, b · v1 = 0 and b · v2 = v1.
(2) There is a k-basis {v1, v2} in M such that g · v1 = ξ
iv1, g · v2 = ξ
iv2 + v1,
a · v1 = a · v2 = 0, b · v1 = 0 and b · v2 = γv1 for some γ ∈ k.
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Proof. Let M be a left Hei-module of dimension 2. Then M is a kGei-module.
Since g2
s
ei = ξ
i2sei, there is a basis {v1, v2} of M such that the corresponding
matrix G1 of the action of g on M is one of the followings:(
ξi 0
0 ξi
)
,
(
ξi 1
0 ξi
)
.
Let A and B denote the matrices of the actions of a and b with respect to the basis
{v1, v2} of M , respectively.
Assume G1 =
(
ξi 1
0 ξi
)
. Since ga = ag, AG1 = G1A. Hence A =
(
α1 α2
0 α1
)
for some α1, α2 ∈ k. Since a
2 = 0, A is a nilpotent matrix, and so α1 = 0.
From bg = ga + gb, one knows that BG1 = G1B + G1A. Then it follows that
B =
(
β + ξiα2 γ
0 β
)
for some β, γ ∈ k. Since b4 = 0, B is a nilpotent matrix.
Hence β + ξiα2 = β = 0, and so α2 = 0. Thus, A = 0 and B =
(
0 γ
0 0
)
. In this
case, M has the structure described in (2).
Assume G1 =
(
ξi 0
0 ξi
)
. Then G1B = BG1. Since BG1 = GB+G1A, G1A = 0,
and so A = 0. In this case, under any basis of M , the matrix of the action of g is
always G1 and A is always 0. If b ·M = 0, then M ∼= Si⊕Si, a semisimple module.
Hence b ·M 6= 0. So we may choose a basis {v1, v2} of M such that B =
(
0 1
0 0
)
since b is a nilpotent element of H . Thus, M has the structure described in (1).
This completes the proof. 
Let 0 6 i 6 t− 1. For γ ∈ k, let M(γ) denote the 2-dimensional module over the
block Hei described as in Lemma 4.3(2).
Lemma 4.4. Let 0 6 i 6 t− 1 and γ1, γ2 ∈ k. Then M(γ1) ∼= M(γ2) if and only
if γ1 = γ2.
Proof. Let G1 =
(
ξi 1
0 ξi
)
, B1 =
(
0 γ1
0 0
)
and B2 =
(
0 γ2
0 0
)
. IfM(γ1) ∼=M(γ2),
there exists an invertible matrix F ∈M2(k) such thatG1F = FG1 and B1F = FB2.
Then one can get that γ1 = γ2. 
Remark 4.5. Let 0 6 i 6 t − 1 and β, γ ∈ k. Then there is an algebra map
f : H →M2(k) defined by
f(g) =
(
ξi β
0 ξi
)
, f(a) =
(
0 0
0 0
)
, f(b) =
(
0 γ
0 0
)
.
Let M(β, γ) denote the corresponding H-module. Obviously, M(β, γ) is a module
over the block Hei. One can easily check that M(β, γ) ∼= M(β
′, γ′) if and only if
(β, γ) = α(β′, γ′) in k×k for some 0 6= α ∈ k. If β = γ = 0, then M(β, γ) ∼= Si⊕Si.
Otherwise, M(β, γ) is indecomposable.
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Let {v1, v2} be the basis of M(β, γ) such that the corresponding matrix represen-
tation are given as above. Fix a non-zero element v ∈ Si. Then there is an exact
sequence
0→ Si
θ
−→M(β, γ)
η
−→ Si → 0
given by θ(v) = v1, η(v1) = 0 and η(v2) = v. Denote by E(β, γ) the extension of Si
by Si. Then a straightforward verification shows that two extensions E(β, γ) and
E(β′, γ′) are equivalent if and only if (β, γ) = (β′, γ′). Thus, we have the following
corollary.
Corollary 4.6. Let 0 6 i, j 6 t− 1. Then
dim(Ext(Si, Sj)) =
{
2, if i = j
0, if i 6= j
Now we will consider the representation type of H . Since H has t blocks Hei,
we only need to consider the representation type of each block Hei. Let
I = {1, a, b, ab, ba, b2, aba, ab2, bab, b3, abab, ab3, bab2, abab2, bab3, abab3}.
Then by [6, Theorem 3.1 and Corollary 3.4], H is a 2s+4t-dimensional graded Hopf
algebra with a basis {gjx|0 6 j 6 2st − 1, x ∈ I}. Since g2
s
ei = ξ
i2sei, by a
discussion similar to that for H(λ, µ) in Section 3, one gets that each block Hei is
2s+4-dimensinal with a basis {gjxei|0 6 j 6 2
s − 1, x ∈ I}, where 0 6 i 6 t− 1.
Note that deg(a) = deg(b) = 1 in the graded Hopf algebra H .
Theorem 4.7. Let 0 6 i 6 t−1. Then the block Hei is of wild representation type.
Proof. Let 0 6 i 6 t − 1. Then {(g − ξi)jxei|0 6 j 6 2
s − 1, x ∈ I} is also
a basis of Hei. Let J denote the Jacobson radical of Hei. Since Si is the unique
simple module over the block Hei, it follows from Proposition 4.1 that J has a basis
{(g − ξi)jxei|0 6 j 6 2
s − 1, x ∈ I, j + deg(x) > 1}. Since g−1bg = a + b, we have
b(g− ξi)m = (g− ξi)mb+m(g− ξi)ma+mξi(g− ξi)m−1a for all m > 1 by induction
on m. By these relations and the other relations of H , it is easy to check that
N = span{(g− ξi)jxei, aei|0 6 j 6 2
s− 1, j+deg(x) > 2} is a left ideal of Hei and
N ⊆ J2. Observe that dim(J/N) = 2. By [4, Proposition III.1.14] and Corollary
4.6, we have dim(J/J2) = dim(Ext(Si, Si)) = 2. It follows that J
2 = N . Let
M = span{(g− ξi)jxei, (g− ξ
i)aei, abei, baei|0 6 j 6 2
s− 1, j +deg(x) > 3}. Then
it is easy to check thatM is a left ideal ofHei andM ⊆ J
3. Moreover, one can check
that J2/M is a semisimple Hei-module, and so J
3 ⊆M . Thus J3 =M . Obviously,
J2/M = span{ae0, (g − ξi)2ei, (g − ξi)bei, b2ei}, where y = y+M in J
2/M for any
y ∈ J2. Note that (g − ξi)2ei = 0 when s = 1. Hence 3 6 dim(J
2/M) 6 4. Since
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Hei is a local symmetric algebra by Theorem 4.2 and dim(J
2/J3) > 3, it follows
from [8, Lemma III.4] that Hei is of wild representation type. 
Corollary 4.8. Assume p = 2. Then B(V )#kG is of wild representation type.
In the rest of this section, assume p > 2 and λ, µ ∈ k. We will consider the rep-
resentation type of H(λ, µ). Let {e0, e1, · · · , et−1} be the set of central orthogonal
primitive idempotents of H(λ, µ) described as in the last section. Then H(λ, µ) has
t blocks H(λ, µ)ei. Hence we only need to consider the representation type of each
block H(λ, µ)ei. We first consider the case of λ = 0. From Theorems 3.3 and 3.8,
one knows that H(0, µ) is a basic algebra and that Ti is the unique simple module
over the block H(0, µ)ei, where 0 6 i 6 t− 1. Moreover, each block H(0, µ)ei is a
local symmetric algebra by Lemma 2.3 and [8, Lemma I.3.3].
Lemma 4.9. We have dim(Ext(Ti, Ti)) = 2 over each block H(0, µ)ei, where 0 6
i 6 t− 1.
Proof. Let 0 6 i 6 t − 1. Then it follows from Theorems 3.3 and 3.8 that there is
only one simple module Ti over the block H(0, µ)ei. Let β, γ ∈ k. Then there is an
algebra map f : H(0, µ)→M2(k) defined by
fγ(g) =
(
ξi β
0 ξi
)
, fγ(a) =
(
0 0
0 0
)
, fγ(b) =
(
µ
1
p (1− ξi) γ
0 µ
1
p (1− ξi)
)
.
Let N(β, γ) be the corresponding H(0, µ)-module. Obviously, N(β, γ) is a module
over the block H(0, µ)ei. An argument similar to H shows that any 2-dimensional
module over the block H(0, µ)ei is isomorphic to some N(β, γ) and that N(β, γ) ∼=
N(β′, γ′) if and only if (β, γ) = α(β′, γ′) for some 0 6= α ∈ k. It follows that
dim(Ext(Ti, Ti)) = 2 from an argument similar to the case p = 2. 
Theorem 4.10. Each block H(0, µ)ei is of wild representation type, where 0 6 i 6
t− 1.
Proof. Let 0 6 i 6 t− 1. Since {gi1aj1bk1ei|0 6 i1 6 p
s − 1, 0 6 j1, k1 6 p− 1} is a
basis ofH(0, µ)ei, {(g−ξ
i)i1aj1(b−µ
1
p (1−ξi))k1ei|0 6 i1 6 p
s−1, 0 6 j1, k1 6 p−1}
is also a basis of H(0, µ)ei. Let J denote the Jacobson radical of H(0, µ)ei. Then
it follows from Theorem 3.3 that the set(g − ξi)i1aj1(b− µ 1p (1− ξi))k1ei
∣∣∣∣∣∣
0 6 i1 6 p
s − 1,
0 6 j1, k1 6 p− 1,
1 6 i1 + j1 + k1

is a basis of J . From g−1bg = a+ b and ba = ab+ 12a
2, one can easily check that
(b− µ
1
p (1− ξi))(g − ξi)m
= (g − ξi)m(b− µ
1
p (1 − ξi)) +m(g − ξi)ma+mξi(g − ξi)m−1a
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for all m > 1 and
(b− µ
1
p (1− ξi))a = a(b − µ
1
p (1 − ξi)) +
1
2
a2.
Put
N = span
(g − ξi)i1aj1(b − µ 1p (1 − ξi))k1ei, aei
∣∣∣∣∣∣
0 6 i1 6 p
s − 1,
0 6 j1, k1 6 p− 1,
2 6 i1 + j1 + k1
 .
Then from the first one of the above two equalities, one can see that N ⊆ J2.
Obviously, dim(J/N) = 2. By [4, Proposition III.1.14] and Lemma 4.9, we have
dim(J/J2) = dim(Ext(Ti, Ti)) = 2. It follows that J
2 = N . Now put
M = span
 (g − ξi)i1aj1(b− µ
1
p (1− ξi))k1ei,
(g − ξi)aei, a
2ei, a(b − µ
1
p (1 − ξi))ei
∣∣∣∣∣∣
0 6 i1 6 p
s − 1,
0 6 j1, k1 6 p− 1,
3 6 i1 + j1 + k1
 .
Since J2 = N , M ⊆ J3. Now from the two equalities given above and ga = ag, one
can check that M is a left ideal of H(0, µ)ei and J
2/M is a semisimple module over
H(0, µ)ei. Hence J
3 ⊆M and so J3 =M . Obviously,
J2/M = span
{
(g − ξi)2ei, aei, (g − ξi)(b− µ
1
p (1− ξi))ei, (b− µ
1
p (1− ξi))2ei
}
is 4-dimensional, where x = x+M in J2/M for any x ∈ J2. Hence dim(J2/J3) = 4.
Since H(0, µ)ei is a local symmetric algebra, it follows from [8, Lemma III.4] that
H(0, µ)ei is of wild representation type. 
Now we consider the case of λ 6= 0. We only consider the representation type
of the block H(1, µ)e0. From Theorems 3.4 and 3.10, the trivial module S0 is the
unique simple module over the block H(1, µ)e0, and H(1, µ)e0 is a basic and local
algebra. Furthermore, H(1, µ)e0 is a symmetric algebra by Lemma 2.3 and [8,
Lemma I.3.3]. Then by setting i = 0 in the proofs of Lemma 4.9 and Theorem 4.10,
one can get the following Lemma 4.11 and Theorem 4.12
Lemma 4.11. We have dim(Ext(S0, S0)) = 2 over the block H(1, µ)e0.
Theorem 4.12. The block H(1, µ)e0 is of wild representation type.
For the case of t > 1, we don’t know whether H(1, µ)ei is of tame or wild
representation type, where 1 6 i 6 t− 1.
Summarizing the above discussion, we have the following result.
Theorem 4.13. Assume p > 2. Then H(λ, µ) is of wild representation type for
any λ, µ ∈ k. In particular, B(V )#kG is of wild representation type.
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