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We perform statistically rigorous uncertainty quantification (UQ) for chiral effective field theory
(χEFT) applied to infinite nuclear matter up to twice nuclear saturation density. The equation
of state (EOS) is based on high-order many-body perturbation theory calculations with consistent
nucleon-nucleon and three-nucleon interactions up to fourth order in the χEFT expansion. From
these calculations our newly developed Bayesian machine-learning approach extracts the size and
smoothness properties of the correlated EFT truncation error. We then propose a novel extension
that uses multi-task machine learning to reveal correlations between the EOS at different proton
fractions. The inferred in-medium χEFT breakdown scale in pure neutron matter and symmetric
nuclear matter is consistent with that from free-space nucleon-nucleon scattering. These significant
advances allow us to provide posterior distributions for the nuclear saturation point and propagate
theoretical uncertainties to derived quantities: the pressure and incompressibility of symmetric
nuclear matter, the nuclear symmetry energy, and its derivative. Our results, which are validated by
statistical diagnostics, demonstrate that an understanding of truncation-error correlations between
different densities and different observables is crucial for reliable UQ. The methods developed here
are publicly available as annotated Jupyter notebooks.
I. INTRODUCTION
Calculations of observables in chiral effective field the-
ory (χEFT) [1–4] are truncated at a finite order in the
EFT expansion, leaving a residual error that should be
quantified to enable robust comparisons to experiment
and competing theories [5]. While χEFT is widely used
to predict the nuclear-matter equation of state (EOS) [6–
19] (see also Refs. [20–22] for recent reviews), a proper
statistical analysis of the χEFT truncation errors for the
EOS and associated observables is lacking. This work
fills that gap. Implications for neutron-rich matter are
elucidated in a companion paper [23].
In a recent paper, a Bayesian model for EFT trunca-
tion errors was developed that included their correlation
across continuous independent variables, such as energy
or scattering angle [24]. The model uses machine learn-
ing (ML) to determine the convergence and correlation
pattern of the χEFT expansion by calibrating Gaussian
processes (GPs) to the computed orders; this leads to sta-
tistical estimates of the omitted higher orders. Here we
extend this method and apply it to many-body observ-
ables in infinite (nuclear) matter computed using consis-
tent χEFT nucleon-nucleon (NN) and three-nucleon (3N)
interactions up to next-to-next-to-next-to-leading order
(N3LO)—specifically, to the EOS in the limits of pure
neutron matter (PNM) and symmetric nuclear matter
(SNM).
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Our Bayesian model incorporates two types of corre-
lations in the χEFT truncation error for different quan-
tities. Given an observable y(x), we diagnose and assess
the impact of:
• (Type-x): Correlations between y(x) and y(x′). In
infinite matter, the input points x could be Fermi
momentum kF or the density n. Type-x correla-
tions are quantified and propagated via the ML
truncation-error model proposed in Ref. [24].
• (Type-y): Correlations between discrete observ-
ables yi(x) and yj(x′), e.g., between the EOS of
PNM and SNM. This can include type-x correla-
tions if the observables are considered at different
input locations. Type-y correlations also include
correlations between an observable and its deriva-
tives [25–28]. We expand upon our ML framework
to incorporate these novel correlations using multi-
task ML algorithms [29–32].
Both types are not only crucial to a robust uncertainty
quantification (UQ) in infinite matter but also reveal
physics about the system. In particular, type-x corre-
lations tell us the persistence of information in χEFT
across different densities; building them into our error
model facilitates the reliable computation of derivatives
of y(x).
Our previous applications of Bayesian analysis to
χEFT truncation errors focused on NN observables cal-
culated using Weinberg power counting [24, 33–35]. Ref-
erence [24] developed both the truncation-error model
with correlations and statistical model-checking diagnos-
tics (see also Ref. [36]) to check the validity of the model’s
postulated order-by-order convergence pattern and cor-
relation structure. For some NN potentials we found a
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2validation of basic EFT convergence expectations, with
a breakdown scale Λb that is consistent with 600MeV—
despite the lack of renormalization-group (RG) invari-
ance with this power-counting scheme. For other poten-
tials our diagnostics clearly show deviations from these
expectations, which were attributed to regulator arti-
facts. Thus, the statistical tools offer not only theoretical
uncertainty bands, but also an alternative to RG diag-
nostics of whether an EFT is performing as advertised.
The stage is set for more wide-ranging applications
and tests of these tools. There are three main reasons
why infinite matter provides an attractive laboratory for
studying their use and what they tell us about the con-
vergence pattern of χEFT. First, translational invari-
ance provides many simplifications in characterizing the
system: it permits clear focus on the bulk properties
of nuclear matter without confusion from surface effects
that might complicate observables’ convergence pattern
in finite nuclei. Second, the densities of relevance for
infinite matter are higher than for light nuclei, which
provides a different perspective on the convergence of
χEFT. Also, the controlled specification of density can
help to illuminate the nature of that convergence, which
can be obscured in applications to observables in finite
nuclei. Third, 3N interactions drive nuclear saturation in
SNM. They are quantitatively important at every pro-
ton fraction at nuclear saturation density n0 ≈ 0.16 fm−3
(ρ0 ≈ 2.7× 1014 g cm−3) and above.
Calculations of infinite matter with the N3LO χEFT
interactions we use for our study are feasible because
many-body perturbation theory (MBPT) is available as
a controlled and computationally efficient many-body
method. The technology from Refs. [16, 18] extends to
high enough order in MBPT to ensure adequate many-
body convergence for these χEFT NN and 3N potentials.
Furthermore, the ability of MBPT to isolate contribu-
tions from different classes of diagrams can provide new
insights into what determines the convergence pattern:
calculations with and without 3N forces can be directly
compared.
Given the marked difference in density between the NN
system and infinite matter the reader may doubt that the
same χEFT convergence pattern prevails in the two sys-
tems. 3N forces are present in infinite matter but, tauto-
logically, not in the NN system. Many-body effects such
as Pauli blocking may also affect the way that different
χEFT orders contribute to observables. The diagnostics
used to check that truncation errors were behaving as ad-
vertised in Refs. [24, 33, 34] can also be applied to χEFT
calculations of the EOS. They allow us to determine
whether the EFT breakdown scale in infinte matter is
consistent with that found from analyses of few-nucleon
observables.
The paper is organized as follows. The statistical
model of Ref. [24] is briefly reviewed in Sec. II, includ-
ing an explanation of the model’s treatment of type-x
correlations. In Sec. III we present the EOS for recent
chiral NN and 3N interactions up to N3LO, analyze the
corresponding order-by-order EFT coefficients, obtain a
Bayesian posterior for the EFT breakdown scale, provide
error bands for the EOS in the limit of SNM and PNM,
and present error ellipses for the predicted nuclear sat-
uration point. We then study type-y correlations (those
between observables) in Sec. IV and thereby derive un-
certainty bands for the symmetry energy as a function
of density. This is followed by new results for derivatives
of the SNM EOS: order-by-order uncertainty estimates
for the pressure and incompressibility. Section V has our
summary and outlook. Further details—the order-by-
order values of the SNM and PNM EOS, on derivatives
of GPs and multi-task GPs, and regarding our statisti-
cal model-checking diagnostics—are presented in Appen-
dices B–A. Additional figures are given in the Supple-
mental Material.
Although some results for PNM are presented here,
this paper focuses on SNM. A companion paper [23] dis-
cusses the parallel analysis for PNM, and provides error
estimates for the symmetry energy and its slope param-
eter that include the impact of both type-x and type-y
correlations. The results presented in these two papers
do not constitute an exhaustive study; rather we identify
trends and issues and anticipate future refinements of our
approach.
II. A MODEL OF EFT TRUNCATION ERRORS
THAT INCLUDES CORRELATIONS
A. Previous work
In previous works we proposed a pointwise Bayesian
statistical model to estimate EFT truncation errors for
predicted observables y [33, 34]. This model formalizes
the notion of convergence of y at a single sampling point
to allow one to credibly assess whether experimental data
are consistent with theory. The convergence pattern
should be a consequence of the EFT power counting. We
incorporate this “expert knowledge” of the convergence
pattern in our prior probability distributions. Those be-
liefs are subsequently updated using the actual order-by-
order EFT results {y0, y1, y2, . . . , yk} [37]. Note that
y1 ≡ 0 in χEFT.
The authors of Ref. [38] applied the simplest version of
the pointwise model from Ref. [33] to Brueckner-Hartree-
Fock calculations of infinite matter based on an NN-only
chiral potential. They used Q = kF/Λb as the expan-
sion parameter and found credibility intervals for PNM
and SNM. They then followed Ref. [33] and applied a
consistency check on the empirical coverage to validate
their choice of Λb. The present work goes significantly
beyond that of Ref. [38] in using a much more accurate
many-body method, including 3N forces, analyzing and
accounting for correlations within and between observ-
ables, applying a suite of model-checking diagnostics—
not just one—, and deriving posteriors for Λb.
3B. Including correlations
To include the effects of correlations between EFT
predictions at different values of independent variables,
generically denoted as x, we extended the pointwise
model to functions y(x), encoding the idea of curve-
wise convergence for observables via GPs [24]. GPs are
powerful tools for both regression and classification, and
have become popular in many fields, including statis-
tics, physics, and applied mathematics [39–41]. The GP
parameters are interpretable from an EFT convergence
standpoint, and can be easily calibrated against known
order-by-order predictions.
We give here a brief overview of the statistical model
and refer the reader to Ref. [24] for details and examples
(including a Jupyter notebook that reproduces the figures
in that paper). The model for the truncation error δyk(x)
at order k in the EFT expansion (e.g., k = 4 at N3LO)
is based on the decomposition
δyk(x) = yref(x)
∞∑
n=k+1
cn(x)Q
n(x) , (1)
where yref(x) is a dimensionful quantity that sets the ref-
erence scale of variation with x, Q(x) is a dimensionless
expansion parameter, and the cn(x) are dimensionless
coefficients. The observable yk(x) itself at order k is de-
composed as
yk(x) = yref(x)
k∑
n=0
cn(x)Q
n(x) , (2)
where the observable coefficients cn(x) are extracted from
the order-by-order calculations, given yref(x) and Q(x),
using
y0(x) ≡ yref(x)c0(x) , (3)
∆yn(x) ≡ yref(x)cn(x)Qn(x) . (4)
Here, ∆yn(x) is the order-n correction to the observable.
Since all scales have been factored into yref(x) and Q(x),
the cn(x) are expected to be natural, or, in other words,
of order 1, assuming there are no systematic cancellations
(e.g., fine-tuning) that would make the coefficients much
smaller than the reference size.
We postulate that the properties of the unobserved
cn>k(x) are the same as the observed cn≤k(x). Specif-
ically, our model assumes that all the cn(x) are in-
dependent and identically distributed (i.i.d.) random
curves. We formalize the EFT convergence assump-
tions by modeling the coefficients cn(x) as independent
draws from a single underlying GP. A brief introduc-
tion to GPs in this context is given in Ref. [24], whose
notation is GP[m(x), κ(x, x′)] for some mean function
m(x) and positive-semidefinite covariance function (also
called kernel) κ(x, x′). For more in-depth discussions,
see Refs. [41–43]. We adopt m(x) = 0 since corrections
are just as likely to be positive as they are to be negative,
and κ(x, x′; c¯, `) = c¯2 r(x, x′; `), so that1
cn(x) | c¯2, ` iid∼ GP[0, c¯2r(x, x′; `)] . (5)
We choose the correlation function r(x, x′; `) to be a
radial basis function (RBF), which ensures that the cn(x)
are very smooth functions (up to numerical noise that is
handled by a white-noise term),
r(x, x′; `) = exp
[
− (x− x
′)2
2`2
]
. (6)
The length scale ` controls how quickly the cn(x) vary as
a function of x; a small length scale implies that the cn(x)
vary quickly, whereas a large length scale implies the op-
posite. Importantly, this kernel is stationary, meaning
that it only depends on the absolute difference |x − x′|.
Stationarity implies that the cn(x) should share similar
correlation properties across all x, up to fluctuations. For
example, the curves should not vary rapidly at small x
and flatten out at large x.
To update the c¯2 based on observed cn(x) requires a
prior. We choose the scaled inverse-chi-squared distri-
bution [24] with ν = 10 degrees of freedom and scale
parameter τ2 = (ν − 2)/ν. This informative prior on c¯2
has a mean value of 1, which builds in our assumption
that the coefficients should be naturally sized.
Thus, in summary, the cn(x) are modeled as random
functions. These functions share a common variance c¯2,
and should each look like random draws from a GP with
an RBF kernel κ(x, x′; `).2 The hyperparameters c¯2 and
` can be learned from the order-by-order χEFT predic-
tions, see Ref. [24].
Some intuition about the nature of the GPs used to
model cn(x) in this work can be gleaned from Fig. 1.
In each subplot are four random draws from a GP with
an RBF kernel. The GPs have an arbitrary mean and
marginal variance that are the same in all panels. Each
row depicts a different GP, with increasing length scale
` from the top row to the bottom. Comparing differ-
ent columns illustrates the nature of the fluctuations one
should expect when working with only a few samples.
The smoothness of the coefficient functions cn(x)—a fea-
ture of the RBF kernel—is consistent with expectations
and observations from EFTs; e.g., compare to the real
cn(x)s from NN scattering in Fig. 10 of Ref. [34] and
from nuclear matter in Figs. 2 and 3. We contend that
the modeling of cn(x) as draws from GPs is supported by
1 We use the common shorthand notation in statistics, in which
z ∼ · · · reads as “the variable z is distributed as · · · .” Some
authors also use pr(z) = · · · . See also Ref. [24]. The “i.i.d.”
above the ∼ indicates that the cns are a set of i.i.d. random
curves.
2 Generalizations of this model are discussed in Ref. [24]; Ap-
pendix A considers relaxing the assumption of a single GP in
favor of separate GPs for NN and 3N contributions.
4FIG. 1. The three columns show three sets of random functions. For each column the three rows show the output of GPs that
have the same (arbitrary) mean and marginal variance, but differ in their radial basis function (RBF) kernel: a different length
scale is used in each of the three rows. The length scales are indicated by the double-headed arrow at the bottom of each panel
Each panel then contains four functions, i.e., four draws from the GP. The x-axis could represent an independent variable such
as energy, angle, or density and the y-axis can be thought of as the order-by-order EFT coefficients for an observable of interest.
The dark (light) shaded bands represent one (two) standard deviations from the mean.
the examples shown in Fig. 1. However, it is easy to be
fooled by visual evidence. We therefore rely on the model
checking diagnostics in Appendix A to validate the GP
hypothesis.
Once we make the inductive step that the higher-order
coefficients (which we do not have) also obey Eq. (5), it
follows that the truncation error δyk(x) defined by Eq. (1)
is a geometric sum over independent normally distributed
variables. Its distribution is [24]
δyk(x) | c¯2, `, Q ∼ GP[0, c¯2Rδk(x, x′; `)] , (7)
with
Rδk(x, x
′; `) ≡ yref(x)yref(x′)
× [Q(x)Q(x
′)]k+1
1−Q(x)Q(x′) r(x, x
′; `) .
(8)
The marginal variance of Eq. (7) is x dependent in gen-
eral and equal to c¯2Rδk(x, x; `) [24].
Note that one can embed our truncation error model
within a Bayesian parameter estimation framework to
find posteriors for the low-energy constants (LECs) of
χEFT interactions [35, 44]. Here we will take the LECs
as given for our analysis of infinite matter. An important
subject for future work is a complete Bayesian analysis
that consistently combines uncertainties on LECs from
fitting nuclear interactions to data with truncation errors
in order to find the full uncertainty in χEFT predictions.
III. RESULTS FOR PNM AND SNM
This Section describes how we incorporate type-x cor-
relations in our model of EFT convergence, i.e., account
for the fact that the truncation error varies smoothly
with density. With the Bayesian framework described in
Sec. II, it is straightforward to analyze the convergence
patterns of the energy per particle in PNM (E/N) and
SNM (E/A) and obtain the size and correlation structure
of the truncation error. We then extract first posterior
distributions for the predicted saturation point of SNM.
A. Nuclear-Matter Equation of State
Our analysis is based on the MBPT calculations of
E/N(n) and E/A(n) up to 2n0 in Refs. [18, 23] and
Refs. [18, 45], respectively, equidistantly sampled at n =
0.05, 0.06, . . . , 0.34 fm−3. These high-order MBPT cal-
culations are driven by the novel Monte Carlo framework
introduced in Ref. [18]. In this framework, arbitrary
interaction and many-body diagrams can be efficiently
evaluated using automatic code generation, which en-
ables calculations with controlled many-body uncertain-
ties for the employed NN and 3N interactions (see the
references for details).
The authors of Ref. [18] combined NN potentials de-
veloped by Entem, Machleidt, and Nosyk [46] with con-
sistent 3N forces3 to construct a set of order-by-order NN
and 3N interactions up to N3LO. The two 3N LECs cD
and cE that govern, respectively, the intermediate- and
short-range 3N contributions at N2LO, were adjusted to
3 Consistent NN and 3N forces means here that these forces are
considered at the same chiral order and with equal momentum
cutoffs. See Ref. [18] for details.
5TABLE I. NN and 3N interactions considered in this
work [18]. The interactions are based on the order-by-order
NN potentials by Entem, Machleidt, and Nosyk [46] (EMN)
with momentum cutoffs Λ = 450 and 500MeV and consistent
3N forces up to N3LO. Reference [18] fit the two 3N LECs cD
and cE to the triton binding energy and the empirical satura-
tion point of SNM. Chiral 3N forces up to N3LO also depend
on the NN LECs CS and CT as well as the piN LECs c1, c3,
and c4. Their values were taken from the associated NN po-
tential. The applied LO and NLO potentials are NN-only and
therefore omitted. More details can be found in Ref. [18] and
its Supplemental Material.
Chiral Order NN Potential cD cE
N2LO EMN 450MeV 2.25 0.07
N2LO EMN 500MeV −1.75 −0.64
N3LO EMN 450MeV 0.00 −1.32
N3LO EMN 500MeV −3.00 −2.22
the triton binding energy and the empirical saturation
point of SNM. For the momentum cutoffs Λ = 450 and
500MeV, three 3N forces with different combinations of
cD and cE and reasonable saturation properties were ob-
tained at N2LO and N3LO. However, the terms of the
3N forces proportional to cD and cE do not contribute
to PNM with nonlocal regulators [47], so there is only
one neutron-matter EOS determined for each momentum
cutoff and chiral order. And even our results for SNM
at a given cutoff do not differ significantly for the differ-
ent 3N fits. We therefore restrict the discussion here to
one Hamiltonian for each cutoff as summarized in Table I.
Additional figures focusing on the 450MeV potentials are
given in the Supplemental Material.
B. Extracting Observable Coefficients
The observable coefficients cn(x) form the backbone
of the convergence model and the training of the GP
hyperparameters. To extract the coefficients, we need to
assign values to x, yref(x), and Q(x) based on the system
under consideration.
For the independent variable x we have two clear
choices: kF or the density n = g k3F/(6pi2) with the spin-
isospin degeneracy g = 2 for PNM and g = 4 for SNM.
The choice of x is important because we assume a GP
kernel for cn(x) that is stationary, i.e., the variance and
correlation length are the same across the entire space
of the independent variable selected. In other words, we
want the cn(x) to be approximately as curvy at low den-
sity as at high density, and this will (presumably) be
better satisfied for one of these two regions than for the
other. Since we do not have strong theoretical arguments
regarding stationarity of the EFT truncation error in ei-
ther kF or n, we instead rely on empirical evidence. When
plotting the observable coefficients as functions of n, they
are more compressed at low density and stretched out at
high density; when plotting versus kF, the coefficients
appear to have a slightly more homogeneous correlation
structure. Therefore, although the evidence is only slight,
we choose our GP input space to be kF. Because readers
usually want to know the density dependence of results,
we still display graphs in which n varies linearly and is
the main independent variable. But it should be borne
in mind that the type-x correlations are actually formu-
lated in kF. Predictions across a larger range of kF would
be needed to provide more conclusive evidence for this
choice of x.
Although we have chosen kF as the GP input space,
we could, in fact, have defined the input space with kF
replaced by γkF for some constant γ > 0. However, we
emphasize that our analysis is actually independent of
the choice of γ. This is because the RBF kernel (6) is
stationary and we use a scale invariant prior on ` for each
system. Therefore, the posterior for c¯ and ` contain the
same information regardless of how we scale kF. The only
effect of the choice of γ is a cosmetic one: the posterior
in ` will be scaled by that factor too. We return to this
point when discussing the nuclear symmetry energy in
Sec. IVA.
We choose the reference scale for nuclear-matter EOS
to be
yref(kF) = 16MeV×
(
kF
kF,0
)2
, (9)
where kF,0 is the Fermi momentum associated with
n0 = 0.16 fm−3; i.e., kPNMF,0 = 1.680 fm
−1 and kSNMF,0 =
1.333 fm−1. Our findings indicate that this is a good ap-
proximation to the size of the LO predictions of E/N(n)
and E/A(n), and sets a reasonable scale for the conver-
gence for higher χEFT orders.
A natural choice for the expansion parameter based on
experience with free-space NN scattering is Q ∝ kF/Λb.
Conceptually, we might want to consider Q = γkF/Λb,
where the constant prefactor γ > 0 arises, e.g., from an
average of momenta over the Fermi sea (γ =
√
3/5) [18].
In fact, because our statistical model only constrains
Q(kF), different choices of γ are implicitly considered if
we take the simplest choice:
Q(kF) =
kF
Λb
. (10)
A soft scale γkF with γ 6= 1 will give the same results we
find with Eq. (10) as long as the inferred value of Λb is
also rescaled to γΛb. This means we cannot make a con-
nection to NN scattering results, where Λb ≈ 600MeV
is favored, solely based on the results of the statistical
analysis. If Λb = 600MeV were asserted to be the break-
down scale we could infer γ. Conversely, if theoretical
arguments for a particular γ were adduced we could de-
termine Λb. For this first study we take the simplest
choice, Eq. (10), let Λb adopt a value learned from the
data, and reserve speculation over the broader meaning
of the result found.
6FIG. 2. Observable coefficients, cn, for E/N(n) up to N3LO,
as a function of density n, obtained using the Λ = 500MeV
interactions in Table I. Markers indicate training points, gray
lines indicate 2c¯, and colored bands are 68% credible intervals
of the interpolating GPs. The estimated hyperparameters are
given by c¯ = 1.0 and ` = 0.97 fm−1. Note that the secondary
x-axis (at the top of the figure) is not linear in kPNMF .
However, the choice of the soft scale in the numera-
tor of Eq. (10) is not clear when computing a quantity,
such as the symmetry energy, that is obtained from both
E/N(n) and E/A(n) at a specific density. Then kPNMF
and kSNMF differ, and this would have to be accounted
for when defining the Q used to extract the coefficients.
Ultimately this issue does not affect our results though:
we deal with it through the use of multi-task GPs (see
Sec. IVA).
The EFT expectation is then that each successive or-
der ∆yn(x) should decrease by about a factor of Q =
kF/Λb & 1/3 (depending on density)—except for ∆y2,
where the change from LO to NLO leads to Q2 improve-
ment. Tables II and III of Appendix B show that the
predicted energy per particle for PNM and SNM is con-
sistent with this convergence pattern, as long as we allow
for statistical variations of the coefficients c2(kF), c3(kF),
and c4(kF) in Eq. (4).
Reference [18] showed that the residual MBPT uncer-
tainty is much smaller than the estimated χEFT trun-
cation error for the interactions considered here. Never-
theless, to be conservative, we assign an (uncorrelated)
uncertainty of 0.1% (or > 20 keV, whichever is greater)
to the total energy per particle in order to account for
this residual uncertainty. That is, when predicting the
EOS with theory uncertainties given by Eqs. (7), we add
a white noise term to the truncation error kernel, Rδk, of
Eq. (8).
But, before making those predictions, we need to ob-
tain the GP hyperparameters from the convergence pat-
FIG. 3. Observable coefficients cn for E/A(n) up to N3LO, as
a function of density n, using the Λ = 500MeV interactions
in Table I. See Fig. 2 for the notation. The estimated hyper-
parameters are given by c¯ = 2.9 and ` = 0.48 fm−1. Note that
the secondary x-axis (at the top of the figure) is not linear in
kSNMF .
tern of χEFT. Because each cn(kF) is extracted using
a different power of Q(kF), even this small noise in the
many-body calculations gets magnified as the EFT or-
der n grows. Our GP approach can straightforwardly
account for such uncertainties in the training data. We
smooth the EOS by fitting a GP at each order before
computing the observable coefficients to obtain a noise
level that is approximately constant in EFT order. This
has no noticeable effect on the total energy per particle.
We then include a white noise term (called a nugget in
this context) in the RBF kernel [Eq. (6)] when training
the GP hyperparameters. This regularizes the matrix in-
version of our GP framework. The variance of the white
noise is chosen to be σ2 = 5× 10−4.
With choices for x, yref(x), and Q(x) in hand, we can
make the observations of the previous paragraph rigor-
ous through a statistical analysis of the convergence pat-
tern of E/N(n) and E/A(n). The corresponding observ-
able coefficients cn(kF) have been extracted in Figs. 2
and 3 using Λb = 600MeV. (We return to the choice
of Λb shortly.) Each curve appears to be naturally sized
and relatively smooth across this range of density. Below
N2LO, where only NN forces are present in χEFT, the
coefficients have particularly large length scales, whereas
the higher orders exhibit greater curvature because 3N
contributions affect their density dependence. The GP
hyperparameters, c¯ and `, are trained on all coefficients
except c0 (LO), and hence find values that represent the
features of all cn(kF) simultaneously. (The leading-order
term is often disregarded when we perform this induction
on the cn(kF) because it informed the selection of yref .)
7FIG. 4. The posteriors for the EFT breakdown scale Λb using
orders through N2LO (blue bands) and N3LO (red bands)
corresponding to Figs. 2 and 3. The upper pair of posteriors
comes from analyzing E/N , the middle pair from E/A, and
the bottom from a combined analysis. In all cases a Gaussian
prior centered at Λb = 600± 150MeV is used. The combined
N3LO posterior is consistent with the Λb ≈ 600MeV found
when considering free-space NN scattering observables [34].
As a test that these hyperparameters are appropriate, we
plot in Figs. 2 and 3 also the GP interpolants (colored
1σ-bands) with these c¯ and ` values. These smoothly
interpolate the density-dependence of each coefficient—
including the untrained data.
The hyperparameter c¯ is easily updated due to its con-
jugate prior, whereas ` is determined by optimizing the
log-likelihood. To support the use of Λb = 600MeV as
a point estimate for the EFT breakdown scale, along
with the fit values of `, we provide posterior distri-
butions pr(Λb, ` | D) trained on each E/N(n), E/A(n),
and both simultaneously (assuming that they are inde-
pendent data). The marginal posteriors pr(Λb | D) and
pr(` | D) can then be obtained by integrating over ` and
Λb, respectively. We use a Gaussian prior pr(Λb) =
600±150MeV for the breakdown scale, and a scale invari-
ant prior pr(`) = 1/` for the each length scale of E/N(n)
and E/A(n).
Figure 4 shows the posteriors for Λb. We compute
the posteriors using observable coefficients up to N2LO
and N3LO (neglecting LO) as a check of the robustness
of our analysis. It is clear that the results behave con-
sistently between orders and between observables, with
E/A(n) possibly preferring a smaller breakdown scale
than E/N(n). When combined, the posterior has a me-
dian around Λb ≈ 560MeV with a 1σ spread of over
FIG. 5. Length-scale posteriors organized similarly to Fig. 4.
A scale-invariant prior proportional to 1/` is used, and each
length scale is relative to the kF of each system. If we were
to use a single kF prescription, the length scales in PNM and
SNM, `PNM and `SNM, respectively, would transform just as
kF, making the posteriors shift towards agreement. See the
discussion of the input space in the main text.
50MeV. This is consistent with Λb ≈ 600MeV as ex-
tracted from np cross sections and angular observables of
free-space NN scattering. Thus, we choose Λb = 600MeV
here for simplicity. We reiterate that, in reality, only
the ratio Q(kF) = kF/Λb is determined by this analysis,
and hence extracting Λb is contingent on our choice of
the numerator, kF. If, for example, kPNMF were used for
E/A(n), this would bring the Λb posteriors to even better
agreement, with a median value Λ & 600MeV. Because
kPNMF > k
SNM
F for a given density, and with the estimate
Λb ' 600MeV, the truncation error of E/A(n) would
then grow accordingly.
Figure 5 depicts the length scale posteriors for the ob-
servable coefficients in PNM and SNM. If the length
scales were put on a common scale then the posteri-
ors would become more aligned. The fact that the
cn(kF) from PNM and SNM could share a common length
scale in the appropriate units could prove useful when
modeling the correlations of the convergence patterns in
E/N(n) and E/A(n). We return to this in Sec. IVA.
Both length scales are relatively large given the range of
kF used in this work. This implies that the truncation
error is a highly correlated quantity, and hence that an
estimate of this correlation will prove crucial to a robust
UQ in infinite matter.
We have provided one reasonable implementation of
a GP-based EFT convergence model in this Subsection.
Other choices for x, yref(x), and Q(x) could be made.
We provide an example of an alternative yref(x) in Ap-
pendix A, which also provides model checking diagnostics
for the interested reader to verify our convergence model
for these systems. We find evidence that c3(kF) may be
an outlier in terms of the large effect of the 3N contribu-
tions that enter χEFT at N2LO. If one does not believe
8FIG. 6. Energy per particle in PNM with truncation errors
using the Λ = 500MeV interactions in Table I. From left
to right, top to bottom, the panels show the order-by-order
progression of EFT uncertainties as the χEFT order increases.
The bands indicate 68% credible intervals.
that such large corrections will continue, it may prove
useful to leave c3(kF) (N2LO) out of our inductive model
for higher-order terms.
Additionally, the diagnostics point to the possibility
that the NN-only coefficients c0(kF) (LO) and c2(kF)
(NLO) may have a different correlation structure than
higher orders. As noted above, this is suggested by a
visual inspection of Figs. 2 and 3, where c0(kF) and
c2(kF) appear much flatter than c3(kF) (N2LO) and
c4(kF) (N3LO). An investigation in this direction is pre-
sented in Appendix A. There we have attempted to iso-
late the strongly repulsive 3N contributions that change
the correlation structure by splitting the coefficients into
NN-only and residual 3N coefficients with each having
different kF dependence in yref(x). in This succeeds in
making the coefficients more uniform and improves the
diagnostics for PNM, but does not improve SNM signif-
icantly. Crucially, the order-by-order uncertainty bands
for PNM and SNM presented in the next section are al-
most unchanged when this alternative model is used; the
saturation ellipses do become slightly larger though. We
provide these details, along with annotated Jupyter note-
books [48] that generate them, to promote further inves-
tigation, possibly with other EFT implementations, into
the systematic convergence of infinite matter.
FIG. 7. Similar to Fig. 6 but for SNM. The gray box depicts
the empirical saturation point, n0 = 0.164± 0.007 fm−3 with
E/A(n0) = −15.86±0.57MeV, obtained from a set of energy-
density functionals [18, 49] (see the main text for details).
FIG. 8. Credible-interval diagnostics for the E/N(n) (left-
hand side) and E/A(n) uncertainty bands (right-hand side)
for the Λ = 500MeV interactions in Table I; for details see
Ref. [24]. At each order we construct an uncertainty band for
the upcoming correction (not the full truncation error) and
test whether the next order is contained within it at a specific
credible interval. The expected size of fluctuations due to the
finite effective sample size of the curves is depicted using dark
(light) gray bands for the 68% (95%) interval. Both bands are
quite large, which shows that correlations are crucial to assess
whether truncation errors have been properly assigned.
C. Quantified Uncertainties for PNM and SNM
The GP truncation error model described in Sec. II
combined with the hyperparameter estimates now permit
the first statistically rigorous χEFT uncertainty bands
9in infinite matter. Figures 6 and 7 depict predictions
of E/N(n) and E/A(n), respectively, up to N3LO with
68% credible intervals (colored bands). From left to right,
top to bottom, the panels show the order-by-order pro-
gression of EFT uncertainties as the χEFT order in-
creases. The gray box in Fig. 7 represents the em-
pirical saturation point, n0 = 0.164 ± 0.007 fm−3 with
E/A(n0) = −15.86 ± 0.57MeV, obtained from a set of
energy-density functionals in Ref. [16, 18]. We stress,
however, that the quoted uncertainty in the empirical
saturation point does not permit a statistically interpre-
tation (e.g., 1σ credibility interval) in contrast to the
results discussed this work.
In these figures, one might be tempted to count how
frequently 1σ bands from one order contain the predic-
tion of the subsequent orders, and to compare the fre-
quency to the nominal value of 68%. If the bands are
too conservative (aggressive), more (less) than 68% of
the points will lie within the bands. But the highly cor-
related nature of the truncation error renders such an
assessment difficult: if any point along a given curve is
contained (not contained) within an uncertainty band,
nearby points will also likely be inside (outside) the band.
Long correlation lengths indicate that the effective sam-
ple size, Neff , is much smaller then the number of data
points.
√
Neff fluctuations mean that the bands, within
which statistically consistent truncation-error prescrip-
tions fall, are wider.
This is not a failure of our convergence model; these
correlations are real and must be dealt with one way or
another. On the contrary, we can provide estimates of
exactly how correlated the truncation error is, and use
that to inform us how perturbed we should be by any
perceived “failure” of the uncertainty bands to align with
our intuitions. We show a useful diagnostic tool in Fig. 8,
which plots the empirical coverage of the credible inter-
vals versus the choice of credible interval [24, 34]. Impor-
tantly, we provide gray bands which account for random
fluctuations due to the finite sample size Neff . As an-
ticipated, the bands are very large due to the presence
of correlations, much larger than the binomial bands one
would obtain by naïve counting (compare to Figs. 11 to
20 in Ref. [34]). The upshot is that in this case the em-
pirical coverage is statistically consistent for all credible
intervals.
Next, we determine the location of the nuclear sat-
uration point (i.e., the minimum of E/A(n)). Ours is
the first analysis to do this with fully correlated trun-
cation errors. To assess saturation properties of nuclear
interactions, one could follow a “Coester plot” approach
(see, e.g., Refs. [16, 18]) and ask whether the uncer-
tainty bands in Fig. 7 overlap with the empirical satu-
ration point (gray box) at a certain credibility level and
how close the mean values are to that region. For exam-
ple, while the N2LO band completely overlaps, the N3LO
does so only partially.
Instead, we create here the foundation for a statistical
analysis of nuclear saturation properties and obtain the
joint posterior pr(E/A(n0), n0 | D) given D, the order-
by-order predictions of E/A(n) up to 2n0. We compute
this distribution by sampling thousands of curves from
the GP interpolant of E/A(n) and extracting for each
of them the minimum. The resulting posteriors at N2LO
(blue bands) and N3LO (red bands) are depicted in Fig. 9
with 2σ ellipses. They are well-approximated at N2LO
and N3LO by a two-dimensional Gaussian. The mean
and covariance of the highest-order prediction, is given
by[
n0
E
A (n0)
]
≈
[
0.170
−14.3
]
and Σ ≈
[
0.0162 −0.015
−0.015 1.02
]
(11)
for the Λ = 500MeV potentials [Fig. 9(a)] and by[
n0
E
A (n0)
]
≈
[
0.173
−14.9
]
and Σ ≈
[
0.0142 −0.014
−0.014 1.12
]
(12)
for the Λ = 450MeV potentials [Fig. 9(b)] in Table I.
The off-diagonal terms in the covariance matrices render
the posteriors elliptical, rotated at an angle such that the
N3LO bands barely (if at all) overlap with the empirical
saturation point. These findings are consistent with the
conclusions in Ref. [18], albeit that work did not employ
the statistical tools presented here.
IV. RESULTS FOR DERIVED QUANTITIES
This Section describes the second set of correlations
addressed in this work: “type-y” correlations between
observables. Section IVA proposes a novel correlation
structure between E/N(n) and E/A(n), prescribing how
they combine to yield the symmetry energy, whereas
Sec. IVB discusses how the energy per particle is cor-
related with its derivatives and related quantities.
A. Nuclear Symmetry Energy
The nuclear-matter EOS at zero temperature as a func-
tion of the total nucleon density n = nn +np and isospin
asymmetry β = (nn−np)/n can be expanded about SNM
(β = 0),
E
A
(n, β) ≈ E
A
(n, β = 0) + β2 S2(n) , (13)
with the neutron (proton) density given by nn (np). Mi-
croscopic calculations based on chiral NN and 3N in-
teractions up to . n0 have shown that the standard
(quadratic) expansion (13) works reasonably well [9, 49]
(see also Refs. [50, 51]). The density-dependent nuclear
symmetry energy S2(n) is then given by the difference,
S2(n) ≈ E
N
(n)− E
A
(n) . (14)
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FIG. 9. Predicted nuclear saturation point of SNM at N2LO (blue) and N3LO (red) with 95% (2σ) credible interval ellipses
including correlated truncation errors. Panels (a) and (b) show the Λ = 500MeV and Λ = 450MeV interactions described
in Table I, respectively. The colored crosses depict the minimum of each EOS obtained at that order without accounting for
truncation errors. In contrast, each dot is the minimum of a curve sampled from the corresponding E/A(n) GP in Fig. 7, which
are used to fit the ellipses. These should be compared to the 2σ uncertainty bands in the same color, which are estimated using
Λb = 600MeV. The gray box again depicts the empirical saturation point.
That is, S2(n) is determined by the energy per particle in
PNM (β = 1) and SNM. Hence, treating the truncation
error of S2(n) completely uncorrelated with the errors of
E/N(n) and E/A(n) is questionable. But how can the
correlations between the convergence pattern of E/N(n)
and E/A(n) be estimated and incorporated into our UQ
model?
The contribution to the energy per particle from each
χEFT order is dictated by observable coefficients cn(kF).
We take a first step towards quantifying the extent to
which the cn(kF) in PNM are correlated to those of
SNM—and hence, quantifying the correlations between
their truncation errors. To this end, we calculate the
empirical Pearson correlation coefficient ρ between the
coefficients evaluated at the same density, assuming they
have mean zero. For the Λ = 500MeV interactions, we
find a very strong [52, 53] correlation ρ ≈ 0.94 that is
visualized in Fig. 10(a). For the Λ = 450MeV interac-
tions, there exists a strong [52, 53] correlation ρ ≈ 0.75;
see Fig. 10(c).
But we cannot simply propose an arbitrary correlation
structure between E/N(n) and E/A(n′) at any given
n and n′ because the covariance must remain positive
semi-definite. As described in Secs. II and III, the trun-
cation errors of each EOS is treated as an output from
a GP. Correlations between discrete outputs of various
GPs have been addressed in the literature by multi-task
GPs, also known as co-kriging [29, 30].
Since we use the RBF kernel (6) for each individual ob-
servable, the correlations between E/N(n) and E/A(n′)
can be directly modeled. Furthermore, if the correla-
tion lengths in PNM and SNM, are permitted to differ
between the observables, we can model this dependence
using an RBF cross covariance kernel with a length scale
and correlation coefficient ρ that are determined by each
individual correlation length [30], see Eq. (C16). We
choose to employ this model for the Λ = 500MeV in-
teractions, where the predicted ρ accurately matches the
empirical correlation. Appendix C 2 describes this multi-
task model and also proposes an alternative where ρ can
be tuned to the data. This modified model is applied to
the Λ = 450MeV interactions, since it can better fit the
empirical correlation.
We make use of the scale independence of the GP input
in kF, as discussed in Sec. III B, so that we can define a
space where E/N(n) and E/A(n) at the same kF are also
at the same density. Concretely, we simply use kPNMF as
the input space for E/A(n). This only involves scaling
the cn(kF) length scale to leave the RBF kernel invariant,
but the Q and yref defined in Sec. III B for E/A(n) still
use kSNMF , and hence remain the same. This is a neces-
sary step in correlating E/N(n) with E/A(n′) such that
points with n = n′ are the most highly correlated, while
the correlations drop as distance |n− n′| grows.
We take the point estimates of c¯i and `i in PNM and
SNM, as determined in Sec. III B, and use them to con-
struct the total covariance matrix within and between
PNM and SNM. Remarkably, the predicted correlation
coefficient for the Λ = 500MeV interactions is ρ = 0.949,
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FIG. 10. Correlations between the observable coefficients cn(kF) from E/N(n) and E/A(n). The points on each coefficient
curve are at the same density. (a) The coefficients from the Λ = 500MeV interactions. (b) Toy coefficients created using a
correlated multi-output GP trained on the coefficients shown in (a). Each dimension of the multi-output GP ellipse takes into
account the associated c¯ from Figs. 2 and 3, which need not be the same as the empirical variances of the ellipse in (a). For
the Λ = 450MeV interactions, the corresponding plots are shown in (c) and (d).
which agrees with the empirical value to two digits.4 We
can then emulate cn(kF) from our correlated PNM–SNM
system as shown in Fig. 10(b). The emulated coefficients
appear quite similar to the actual cn(kF), in that we could
not tell them apart if they were not already distinguished.
This gives us confidence in our approach. The total corre-
lation matrix describing correlations within and between
PNM and SNM is given in Fig. 11.
The correlation between PNM and SNM is somewhat
weaker (but still strong) for the Λ = 450MeV interac-
tions, see Fig. 10(c). This cross correlation is not well pre-
dicted by Eq. (C16), so we present a different approach
to modeling ρ in this case. One can tune ρ, which we take
to be equal to the empirical correlation ρ = 0.75, so long
as we make the reasonable approximation `PNM ≈ `SNM
(see Appendix C 2 for details). The samples from this
tuned multi-task GP look similar to the actual cn(kF),
see Figs. 10(d). This shows that our multi-task kernels
4 This should likely not be taken as anything other than coinci-
dence, as ρ was not tuned to the empirical correlation. Rather,
ρ is a prediction based on the individual length scales of each
marginal process. Tuning of ρ can be done if the length scales of
PNM and SNM are the same, see Appendix C 1.
are a flexible way to introduce correlations between ob-
servables.
With the full correlation structure of PNM and SNM
in hand, we can compute S2(n) with truncation errors.
The results for the Λ = 500MeV interactions are shown
in Fig. 12. If correlations between PNM and SNM had
instead been neglected, i.e., truncation errors simply
added in quadrature, the size of the truncation uncer-
tainty would be > 5 times larger (≈ 2 times larger for
Λ = 450MeV). This factor is particularly important for
constraining S2(n) and its (rescaled) density dependence,
L(n) = 3n
d
dn
S2(n) , (15)
as discussed in the companion paper [23]. Computing
L(n) with full uncertainty propagation requires a discus-
sion of how to take derivatives of GPs, the topic of the
next Subsection and Appendix C 1.
B. Derivatives and Related Observables
An important feature of GP interpolants is that they
allow straightforward computation of derivatives that are
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FIG. 11. Total correlation matrix of E/N(n) and E/A(n)
assuming a multi-task GP model that was trained to order-by-
order results of the Λ = 500MeV interactions. Each subma-
trix uses the same grid spaced linearly in kF. The diagonal
blocks show the autocorrelation, and the off-diagonal block
is known as the cross correlation. All use RBF kernels (see
Eqs. (6), (C12), and (C16)). The length scale of the E/A(n)
blocks has been transformed to kPNMF as discussed in the text.
Hence, points of equal density between E/N(n) and E/A(n)
lie on the diagonal band of the off-diagonal blocks, making
them the most highly correlated, but the E/A(n) autocorre-
lation is unchanged. The length scales were determined by
fitting to the E/N(n) and E/A(n) coefficients independently
as shown in Sec. III B. The correlation ρ = 0.95 is a predic-
tion (which agrees with the empirical correlation) given these
length scales.
smooth and have theoretical uncertainties that are fully
propagated from their anti-derivatives. Finite differenc-
ing and parametric fits do not achieve this. In the fol-
lowing, we discuss how to evaluate first- and second-order
derivatives in SNM using GPs and refer to the companion
publication [23] for a detailed discussion of PNM.
Specifically, we consider here the pressure,
P (n) = n2
d
dn
E
A
(n) , (16)
and the incompressibility,
K = 9n20
d2
dn2
E
A
(n)
∣∣∣∣
n=n0
. (17)
Notice that K is evaluated at the predicted (not at the
empirical) saturation density, n0. We thus need to ac-
count for the uncertainties in n0 in addition to the ones in
E/A(n) and its derivatives. The χEFT truncation errors
FIG. 12. Similar to Fig. 6, but these are the order-by-
order predictions of the symmetry energy S2(n) for the Λ =
500MeV interactions.
in E/A(n) lead to a distribution for n0. In Sec. III C we
derived the posterior pr(n0 | D), which is approximately
Gaussian. Hence, we can estimate K and its full uncer-
tainty at any given n0 by computing pr(K | D, n0), and
subsequently sum over all plausible n0 values via
pr(K | D) =
∫
pr(K | D, n0) pr(n0 | D) dn0 . (18)
We perform a similar summation in Ref. [23] to compute
the posterior for the symmetry energy [Sv = S2(n0)] and
its slope parameter [L = L(n0)] evaluated at the pre-
dicted range for n0.
GPs have advantages over parametrizations of the EOS
(e.g., series expansions) when derivatives up to high
densities are desired. In particular, second-order (and
higher) derivatives tend to magnify numerical instabili-
ties in these parametrizations. We have verified this in-
stability by performing a global Bayesian fit of a power
series in kF [49],
E
A
(
n; {dν}Mν=2
)
=
M∑
ν=2
dν
(
n
n0
) ν
3
, (19)
to E/A(n), with M ≥ 2 assigned by maximizing the
Bayesian evidence in an attempt to prevent overfitting.
Despite using the evidence as a safeguard, we obtained
fit coefficients dν that are unnaturally large in magni-
tude and that alternated in sign—a classic symptom of
over-fitting. (Similar symptoms are seen in the fit coeffi-
cients presented in Table II of Ref. [49].) Consequently,
our parametric fits of Eq. (19) were unable to predict,
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FIG. 13. Order-by-order predictions of the pressure P (n) of
SNM, including differentiation and truncation uncertainty, for
the Λ = 500MeV interactions. See the main text for details.
e.g., K reliably. In contrast, GPs are like splines [42] in
being more sensitive to local information than a global
parametric fit like Eq. (19). Our GP model therefore
yields more reliable derivatives. Its locality does mean,
though, that there are possible edge effects when comput-
ing derivatives—especially higher derivatives—near the
edge of the region where there is data.
Honest UQ for these observables is only possible with
a correlated model of uncertainty. If correlations are
neglected, as in the “standard EFT” error prescrip-
tion [54, 55], then derivatives can be arbitrarily uncer-
tain and thus unrealistic. See Appendix C 1 for details
on how to compute the corresponding GP for derivative
quantities.
Figure 13 shows the pressure of SNM with 68% cred-
ible intervals. Although LO and NLO have negative
mean values across all shown densities, nuclear satura-
tion (i.e., P = 0) near n0 could be achieved within the
large uncertainties—even for these NN-only interactions.
Indeed, the wide range of densities at which the pressure
could cross zero at LO and NLO suggests that the nu-
clear saturation point is somewhat fine tuned. Perhaps
this is not surprising: in EFT, if an observable that is not
zero at LO has a zero crossing, the position of that cross-
ing is, by definition, sensitive to higher-order corrections
because lower orders must cancel there. From a χEFT
consistency point of view it is reassuring that N2LO and
N3LO are consistently within the bands of the previous
orders at . n0. They do, however, begin to diverge at
higher densities. As with E/N(n) and E/A(n) we stress
that the consistency of the uncertainty bands is difficult
FIG. 14. Violin plots of the incompressibility K of SNM,
shown order-by-order for the Λ = 500MeV interactions.
Curves show the entire smoothed posterior (and its reflec-
tion). Each posterior includes differentiation and truncation
uncertainty, and are marginalized over all plausible saturation
densities n0 = 0.17± 0.01 fm−3, see the main text. Dots and
bars indicate the mean value, along with the 1σ and 2σ un-
certainties. The black line and gray band extends the N3LO
mean and 1σ uncertainty to more easily compare chiral or-
ders.
to gauge due to the long correlation length of the trunca-
tion error, and hence small effective sample size of data.
Figure 14 shows our order-by-order results for K based
on the Λ = 500MeV interactions. These predictions use
our best estimate for n0 in the integral (18)—the Gaus-
sian posterior n0 = 0.17±0.01 fm−3 at N3LO determined
in Sec. III C. At LO and NLO, where the empirical satu-
ration point is typically not well reproduced, this choice
leads to wide-spread distributions whose 1σ regions reach
K < 0, even though nuclear saturation requires K > 0.
In general, the uncertainty bands are consistent across
chiral orders and settle at 260± 54MeV (292± 54MeV)
for the N3LO interaction with Λ = 500MeV (450MeV).
V. SUMMARY AND OUTLOOK
Order-by-order predictions of a well-behaved EFT
should converge regularly towards the all-orders value.
We have formalized this idea into a falsifiable EFT
convergence model using Bayesian statistics and pre-
sented the first application to infinite matter up to
2n0. The EOS is based on order-by-order calculations
in MBPT with consistent NN and 3N interactions up to
N3LO [18, 23, 45]. While this work focuses on key proper-
ties of SNM, our companion publication [23] is dedicated
to PNM and its astrophysical applications. Together,
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they set a new standard [48] for UQ in infinite matter
calculations.
Section III provides the first truncation error bands
for infinite matter that account for correlations in den-
sity. Our findings indicate that the truncation errors
are highly correlated, rendering the qualitative judgment
of credible intervals more difficult. A full understand-
ing, therefore, requires the diagnostic tools discussed in
Ref. [24]. Specifically, we have verified the importance of
truncation error correlations between
i) the EOS at different densities,
ii) different observables, such as E/N(n) and E/A(n)
to determine S2(n), and
iii) the EOS and its derivatives.
Our truncation error model also allows us to do the
first efficient and accurate propagation of EOS theoret-
ical uncertainties (including χEFT truncation errors) to
derived quantities. We have pointed out the advantages
of our approach over global parametrizations of the EOS
such as fitted series expansions: even maximizing the
Bayesian evidence could not prevent overfitting of the
series expansion (19). Such numerical instabilities are
magnified when computing derivatives: especially second
and higher derivatives. Our nonparametric GP approach
does not suffer from these instabilities.
We then studied nuclear saturation properties, includ-
ing the incompressibility and pressure of SNM, and sym-
metry energy, with theoretical uncertainties fully quan-
tified. We have also provided the first probability distri-
butions for the predicted saturation region by sampling
from our correlated error model. Our findings indicate
that taking into account the correlations in density is
necessary to quantify these properties. The methods de-
veloped here are publicly available as annotated Jupyter
notebooks. [48].
In Sec. I we raised several points about the in-medium
convergence of χEFT. Here are some of our conclusions:
• The convergence plots for PNM and SNM show reg-
ular convergence with increasing order, as seen for
NN observables.
• The statistical model formulated with Q(kF) =
kF/Λb and yref(kF) = 16MeV×(kF/kF,0)2 provides a
reasonable characterization of the convergence pat-
tern in infinite matter. This yields consistent uncer-
tainty bands for both E/N(n) and E/A(n), within
statistical fluctuations.
• With our model checking diagnostics given in Ap-
pendix A, we have found evidence that 3N interac-
tions show somewhat different characteristics (e.g.,
different length scales), and the N2LO coefficient
c3(kF) may be an outlier due to the first nonvan-
ishing 3N contributions at this order. This points
to the possibility that one should not use c3(kF)
to infer truncation error properties, though more
work along these lines with different interactions is
needed.
• The posterior for Λb calculated using Q(kF) =
kF/Λb is consistent with determinations from NN
observables.
Calculations of finite nuclei with χEFT potentials have
often been found to predict too-small radii [56–58]. Since
the link between infinite matter, heavy to medium-mass
nuclei, and few-body systems has yet to be fully under-
stood [59, 60], examining the statistical correlation of
radius systematics with the predicted saturation density
in SNM could clarify the origin of these deficiencies. The
methods developed here could facilitate the statistically
consistent inclusion of empirical saturation properties in
fits of χEFT potentials (cf. Refs. [18, 61].
Future studies will extend our analysis to asymmet-
ric matter with arbitrary proton fractions (e.g., neutron-
star matter) and finite temperature. In this case, the
discrete correlations between E/N(n) and E/A(n) found
here could be naturally handled by cn(kF) that are cor-
related in both density and proton fraction. To elucidate
the full dependence of the EOS on the nuclear interac-
tions, however, improved order-by-order NN and 3N in-
teractions need to be developed up to N3LO [60]. Our
physically motivated GP model can also be applied to
account for uncertainties in the fits of the LECs using
Monte Carlo sampling [35, 44, 62] and to efficiently com-
pute nuclear saturation properties using Bayesian opti-
mization frameworks [63, 64].
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Appendix A: Model-Checking Diagnostics
In this Appendix we provide more details on our
model-checking diagnostics.
There are three underlying assumptions in our statis-
tical model for EFT truncation errors that we seek to
validate [24]. First, the coefficients cn(x) at each order
are well-characterized as independent draws (i.i.d. real-
izations) from a single GP. Second, the parameterized
mean and covariance functions that characterize this GP
have been correctly estimated (i.e., we have found a con-
sistent mean, variance, and correlation length). Third,
the GP learned from the known coefficients predicts a
statistically meaningful distribution for the truncation
error.
For this validation we adopt here the preferred menu of
model-checking diagnostics advocated in Ref. [24]. These
are:
i) Distribution of Mahalanobis distance (MD) for the
order-by-order coefficients. To check if pointwise
data from a coefficient {cn(xi)}i followed an uncor-
related normal distribution, we would calculate the
sum of squares of the scaled residuals and compare
to the χ2 distribution with the appropriate num-
ber of degrees of freedom. The generalization for
a multivariate correlated normal distribution—that
is, when cn(x) is correlated in x, as in our case—is
to calculate the MD for the extracted cn(kF) at a
specific order n at M validation kF’s and compare
to a reference distribution. For a GP that is a χ2
distribution with M degrees of freedom.
ii) Pivoted Cholesky (PC) decomposition of the MD
plotted graphically against the index and compared
to a standard normal distribution. This provides
specific information about mis-estimated variance
(too large or small values across all indices) or cor-
relation structure (failing distribution at large in-
dex).
iii) Credible interval diagnostic (CID). A plot of the
CID for truncation error shows whether a 100α%
credible interval learned up to a given order con-
tains approximately 100α% of a set of validation
points representing the next order result. This test
can be carried out at k − 1 orders, where k is the
number of χEFT coefficients in hand, since it re-
quires knowledge of the result one order beyond
that at which validation is being carried out.
Examples and associated Python code for carrying out
these diagnostics are given in Refs. [24, 65].
The observable coefficients for the Λ = 450MeV inter-
actions of Table I are shown in Fig. 15. The two panels
are the analog of those shown for the Λ = 500MeV inter-
actions in Figs. 2 and 3. The MD and PC diagnostics are
applied to the Λ = 450MeV and Λ = 500MeV observable
coefficients in Figs. 16 and 17 respectively. The reference
scale (9) and expansion parameter (10) are used in all of
these figures.
The CID for Λ = 450MeV is very similar to Λ =
500MeV, which was shown in Fig. 8. The MD diagnostics
for the two PNM cases are also similar. Both show that
the c3(kF) coefficient may be an outlier. This supports
the qualitative observation, apparent in Fig. 2 and the
right-hand panel of Fig. 15, and discussed in Sec. III B,
that c3(kF) has a different shape to c0(kF) and c2(kF).
We reiterate that this presumably happens because of
the 3N contributions that enter χEFT at N2LO. The
PC diagnostic, while behaving well at small index, shows
a decreased range of points at the highest index for both
PNM and SNM. This happens because of the size of the
white noise term σ2 = 5×10−4 that was used for numer-
ical stability (see Sec III B). The MD diagnostics for the
two SNM cases show larger discrepancies with the refer-
ence distributions, with no points lying within the 50%
credible intervals.
As pointed out in Sec. III B, this problem reflects a
mismatch of the assumed NN-only and 3N correlation
structures. To explore this further, we consider an al-
ternative χEFT convergence model. In particular, we
split the coefficients into NN-only and residual 3N coef-
ficients, c(2)n (kF) and c
(3)
n (kF), and assign different kF de-
pendencies to the yref(kF) associated with each. In this
variant of the truncation-error model we use a constant
yref(kF) = 16MeV for the c
(2)
n (kF) coefficients, while for
the c(3)n (kF) coefficients we use
yref(kF) = 16MeV×
(
kF
kF,0
)3
. (A1)
Here, as in Eq. (9), kF,0 is the Fermi momentum associ-
ated with n0 = 0.16 fm−3, namely kPNMF,0 = 1.680 fm
−1
and kSNMF,0 = 1.333 fm
−1. This form is chosen to roughly
capture the extra kF dependence of 3N contributions rel-
ative to leading NN contributions.
The observable coefficients for E/N(n) (PNM) for the
alternative model are given in Fig. 18 along with the MD
and PC diagnostics. Comparing to Fig. 2, we see that
the observable coefficients have less variability with the
alternative reference scale. This is verified by the diag-
nostic plots, which show reasonable distributions for MD
and the PC at each index, with the c(3)3 (kF) coefficient
being less of an outlier than the combined c3(kF) coeffi-
cient in Fig. 17. The order-by-order credible intervals for
E/N(n) obtained with this alternative truncation-error
model are not shown, but are very close to those from
using Eq. (9). The Λb posterior (Fig. 20) is compatible
with that shown in the main text (Fig. 4) although the
maximum a posteriori (MAP) value is somewhat larger
here. The posterior for `, Fig. 21, has a smaller MAP
value than the one shown in Fig. 5, but is consistent
with Fig. 18(a).
The observable coefficients and diagnostics for E/A(n)
(SNM) for the alternative model are given in Fig. 19.
Here we see the c(3)3 (kF) coefficient has become even more
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(a) (b)
FIG. 15. Observable coefficients for (a) E/A(n) (SNM) and (b) E/N(n) (PNM) up to N3LO using the Λ = 450MeV
interactions in Table I. Markers indicate training points, gray bands indicate 2c¯ and colored bands are 68% credible intervals
of the interpolating GPs. The estimated hyperparameters are given by c¯ = 3.0 and ` = 0.50 fm−1 for SNM and c¯ = 0.96 and
` = 0.81 fm−1 for PNM.
(a) (b)
FIG. 16. Model checking diagnostics applied to (a) SNM and (b) PNM coefficients from the Λ = 450MeV interactions in
Fig. 15. The MD computed against the underlying process is shown in the left panel of each subplot. The interior line, box
end caps, and whiskers on the box plot show the median, 50% credible intervals, and 95% credible intervals, respectively. The
right panel shows the PC diagnostic DPC vs index, with gray lines that represent its 2σ error bands. Both diagnostics point to
the c3(kF) coefficient as a possible outlier. See Ref. [24] for more details about analyzing these plots.
of an outlier than it was in the approach used in the main
text, so the model with split yref(kF)’s has not succeeded.
We invite the reader to take advantage of the freely
available Jupyter notebooks [48] to further investigate
these issues.
Appendix B: Tabulated values for the EOS
Tables II and III give numerical values for the EOS in
the limit of SNM (left-hand side) and PNM (right-hand
side) up to N3LO. The NN and 3N interactions in Table I
are used. See the captions for more details.
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TABLE II. Energy per particle in MeV for SNM (left-hand side) and PNM (right-hand side) at four orders in the χEFT
expansion for the interactions with Λ = 450MeV in Table I. The density n is given in units of fm−3 and the Fermi momentum
kF in fm−1. Notice that kSNMF and kPNMF at same density are different.
Symmetric Nuclear Matter (SNM)
n kSNMF LO NLO N2LO N3LO
0.05 0.90 −7.40 −9.12 −8.60 −8.41
0.06 0.96 −7.93 −9.99 −9.46 −9.22
0.07 1.01 −8.39 −10.87 −10.30 −10.01
0.08 1.06 −8.79 −11.71 −11.13 −10.78
0.09 1.10 −9.16 −12.55 −11.94 −11.50
0.10 1.14 −9.49 −13.36 −12.70 −12.20
0.11 1.18 −9.79 −14.14 −13.41 −12.80
0.12 1.21 −10.12 −14.90 −14.04 −13.36
0.13 1.24 −10.43 −15.62 −14.58 −13.82
0.14 1.27 −10.71 −16.34 −14.98 −14.19
0.15 1.30 −10.99 −17.01 −15.29 −14.47
0.16 1.33 −11.27 −17.69 −15.46 −14.66
0.17 1.36 −11.50 −18.32 −15.51 −14.72
0.18 1.39 −11.79 −18.92 −15.39 −14.65
0.19 1.41 −11.99 −19.51 −15.13 −14.50
0.20 1.44 −12.29 −20.08 −14.69 −14.23
0.21 1.46 −12.48 −20.61 −14.14 −13.83
Pure Neutron Matter (PNM)
n kPNMF LO NLO N2LO N3LO
0.05 1.14 8.64 7.25 7.22 7.02
0.06 1.21 9.72 7.96 8.07 7.81
0.07 1.27 10.73 8.61 8.91 8.60
0.08 1.33 11.69 9.21 9.76 9.40
0.09 1.39 12.60 9.77 10.64 10.22
0.10 1.44 13.48 10.32 11.56 11.09
0.11 1.48 14.32 10.84 12.51 12.01
0.12 1.53 15.14 11.35 13.51 12.97
0.13 1.57 15.94 11.86 14.56 14.01
0.14 1.61 16.71 12.36 15.66 15.10
0.15 1.64 17.46 12.86 16.81 16.26
0.16 1.68 18.20 13.36 18.02 17.48
0.17 1.71 18.93 13.85 19.27 18.75
0.18 1.75 19.62 14.35 20.56 20.10
0.19 1.78 20.32 14.86 21.90 21.49
0.20 1.81 20.99 15.36 23.27 22.94
0.21 1.84 21.67 15.87 24.70 24.41
TABLE III. Same as Table II but for the interactions with Λ = 500MeV in Table I.
Symmetric Nuclear Matter (SNM)
n kSNMF LO NLO N2LO N3LO
0.05 0.90 −6.86 −8.82 −8.26 −8.37
0.06 0.96 −7.34 −9.68 −9.00 −9.20
0.07 1.01 −7.72 −10.52 −9.73 −9.97
0.08 1.06 −8.05 −11.33 −10.43 −10.71
0.09 1.10 −8.34 −12.11 −11.10 −11.40
0.10 1.14 −8.60 −12.89 −11.74 −12.01
0.11 1.18 −8.84 −13.63 −12.32 −12.57
0.12 1.21 −9.06 −14.33 −12.83 −13.05
0.13 1.24 −9.28 −15.00 −13.25 −13.46
0.14 1.27 −9.46 −15.65 −13.60 −13.76
0.15 1.30 −9.67 −16.28 −13.84 −13.97
0.16 1.33 −9.88 −16.89 −13.95 −14.10
0.17 1.36 −10.06 −17.46 −13.96 −14.14
0.18 1.39 −10.24 −17.99 −13.86 −14.04
0.19 1.41 −10.46 −18.52 −13.62 −13.88
0.20 1.44 −10.60 −19.00 −13.24 −13.59
0.21 1.46 −10.74 −19.48 −12.67 −13.23
Pure Neutron Matter (PNM)
n kPNMF LO NLO N2LO N3LO
0.05 1.14 8.59 7.23 7.11 6.96
0.06 1.21 9.66 7.92 7.91 7.71
0.07 1.27 10.66 8.55 8.70 8.45
0.08 1.33 11.62 9.14 9.50 9.19
0.09 1.39 12.54 9.69 10.31 9.94
0.10 1.44 13.42 10.22 11.16 10.72
0.11 1.48 14.26 10.75 12.05 11.53
0.12 1.53 15.09 11.26 12.99 12.39
0.13 1.57 15.88 11.77 13.97 13.30
0.14 1.61 16.66 12.28 15.02 14.27
0.15 1.64 17.41 12.78 16.12 15.29
0.16 1.68 18.15 13.29 17.29 16.38
0.17 1.71 18.88 13.82 18.52 17.53
0.18 1.75 19.58 14.35 19.81 18.74
0.19 1.78 20.27 14.89 21.17 20.01
0.20 1.81 20.97 15.43 22.59 21.37
0.21 1.84 21.63 16.00 24.06 22.78
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(a) (b)
FIG. 17. Similar to Fig. 16 but for the Λ = 500MeV interactions in Figs. 2 and 3.
(a) (b)
FIG. 18. Observables coefficients and model diagnostics for E/N(n) (PNM) up to N3LO for the Λ = 500MeV interactions in
Table I using separate reference scales for NN-only (denoted with a superscript “(2)”) and 3N contributions (denoted with a
superscript “(3)”). The model for yref(kF) is explained in the text [see Eq. (A1)].
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(a) (b)
FIG. 19. Same as Fig. 18 but for E/A(n) (SNM).
FIG. 20. The posteriors for the EFT breakdown scale Λb
as in Fig. 4 but using the alternative model for yref(kF) as
explained in the text [see Eq. (A1)].
Appendix C: Multi-Task Gaussian Processes
In this Appendix, we provide more technical details on
modeling with multi-task GPs, with particular emphasis
on two cases: (1) a function and its derivatives, and (2)
multiple generic functions. Multi-task GPs, also known
as multi-output GPs, are used to model multiple curves
FIG. 21. Length-scale posteriors as in Fig. 5 but using the
alternative model for yref(kF) as explained in the text [see
Eq. (A1)].
yi(x) simultaneously, while possibly learning about their
interdependencies to improve predictions.
1. A Function and Its Derivatives
The derivative is a linear operator, so a Gaussian ran-
dom variable remains closed under this operation. As-
sume that f(x) is distributed as GP[m(x), κ(x, x′)]. The
joint distribution of a function f(x) and its derivative
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∂xf(x) is then[
f(x)
∂xf(x)
]
∼ GP [m∇(x), κ∇(x, x′)] , (C1)
with m∇(x) =
[
m(x)
∂xm(x)
]
, and (C2)
κ∇(x, x′) =
[
κ(x, x′) ∂ᵀx′κ(x, x
′)
∂xκ(x, x
′) ∂x∂
ᵀ
x′κ(x, x
′)
]
, (C3)
where ∂x is a d-dimensional vector if x ∈ Rd, making
m∇(x) and κ∇(x, x′) then (d + 1)- and (d + 1) × (d +
1)-dimensional, respectively. For example, if f(x) has a
prior mean of 0 and has been estimated by fitting to a
set of training points (x, y), then the conditional mean
and variance are given by
m˜(x) = κ(x, x)K−1y , (C4)
κ˜(x, x′) = κ(x, x′)− κ(x, x)K−1κ(x, x′) , (C5)
where K = κ(x, x) (see also Refs. [24, 41]). Then the
distribution of f(x) with any of its derivatives would in-
volve differentiating m˜ and κ˜, which includes at least two
derivatives of the kernel κ. The generalization to higher
derivatives follows straightforwardly.
For the squared exponential kernel (RBF) employed
here, an analytic expression for an arbitrary number of
derivatives exists. Consider the nth order (scalar) mixed
partial derivative,
∂nn1,n2,...,nd ≡
∂n
∂xn11 ∂x
n2
2 · · · ∂xndd
, (C6)
with ∂n
′
n′1,n
′
2,...,n
′
d
defined similarly for x′. Stationary ker-
nels like the RBF kernel obey ∂x′κ(x, x′) = −∂xκ(x, x′),
which implies
∂nn1,...,nd∂
n′
n′1,...,n
′
d
κ(x, x′) = (−1)n′∂NN1,...,Ndκ(x, x′) ,
(C7)
where Ni = ni + n′i and all derivatives act on x. To
compute this Nth order derivative, we make use of the
(physicists’) Hermite polynomial relation
Hn(z) = (−1)nez2 d
n
dzn
e−z
2
. (C8)
The squared exponential covariance function is given by
κ(x, x′) = c¯2e−
1
2 (x−x′)ᵀL−1(x−x′) , (C9)
where we assume a diagonal correlation length matrix
L = diag(`21, `
2
2, . . . , `
2
d). Now it is useful to make a
change of variables z = L−1/2(x− x′)/√2, from which it
follows that
d
dxi
=
1√
2`i
d
dzi
. (C10)
This transformation allows the kernel to be separable in
z, i.e., κ(x, x′) = c¯2
∏d
i=1 e
−z2i . Using Eq. (C8) the de-
sired derivative follows as
∂nn1,n2,...,nd∂
n′
n′1,n
′
2,...,n
′
d
κ(x, x′)
= (−1)n′ c¯2
[
d∏
i=1
(
1√
2`i
)Ni ∂Ni
∂zNii
e−z
2
i
]
,
= (−1)n
[
d∏
i=1
(
1√
2`i
)Ni
HNi(zi)
]
κ(x, x′) .
(C11)
Certain observables require the sum of a function with
one or more of its derivatives. The distribution of such
a sum follows straightforwardly as the sum of correlated
Gaussians. If X and Y are distributed jointly as[
X
Y
]
∼ N
([
µX
µY
]
,
[
KXX KXY
KY X KY Y
])
, (C12)
then
AX +BY ∼ N (µ,Σ) , (C13)
µ = AµX +BµY , and (C14)
Σ = KXX +KY Y
+BKY XA
ᵀ +AKXYBᵀ .
(C15)
2. Two Generic Functions
Equations (C13)–(C15) appear simple enough, and for
derivatives the cross covariance KXY = KᵀY X is given by
Eq. (C3). However, the form this cross-covariance takes
is less clear in the case of generic multi-task Gaussian
processes. One of the main difficulties with using GPs
in the generic multi-task setting is coming up with valid
covariance functions that accurately model the relation-
ships in the data.
In this work, we are interested in a multi-task GP that
describes E/N(n) and E/A(n). This means we have two
processes, each individually distributed as a GP with an
RBF kernel—and whose outputs are correlated with one
another. Reference [30] showed that if each autocovari-
ance, KXX and KY Y , is generated from RBF kernels
κ1(x, x
′;σ1, `1) and κ2(x, x′; σ2, `2), then their cross co-
varianceKXY can be written as another RBF kernel with
a correlation length ` =
√
(`21 + `
2
2)/2 and correlation co-
efficient ρ:
κ(x, x′; σ1, σ2, `1, `2) = σ1σ2ρ exp
[
− (x− x
′)2
`21 + `
2
2
]
,
(C16)
with ρ =
√
2`1`2
`21 + `
2
2
. (C17)
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Note that ρ is uniquely determined by `1 and `2, and,
as `1 → `2, the two outputs become 100% correlated.
For the Λ = 500MeV interactions this model accurately
reproduces the correlations found between the observable
coefficients of SNM and PNM.
If one instead makes the constraint `1 = `2, or, more
generally, that the same correlation kernel is used for each
output, then Eq. (C17) need not be enforced. Rather,
in this case, one can use the intrinsic coregionalization
model [29]
κjoint(x, x
′) = C ⊗ κ(x, x′) , (C18)
where C is a positive semi-definite matrix called the core-
gionalization matrix and ⊗ denotes the Kronecker prod-
uct. C imposes the correlation structure between curves,
while κ(x, x′) imposes a correlation structure within each
curve. The off-diagonal components of C can then be
tuned to data if desired, as long as C remains positive
semidefinite.
We use the intrinsic coregionalization model,
Eq. (C18), for the Λ = 450MeV interactions. We
choose the diagonal components to be c¯2 of E/N(n)
and E/A(n), and the off-diagonal component of C to be
c¯PNMc¯SNMρ, where ρ is the empirical correlation of the
cn. For Eq. (C18), which is combined with Eqs. (C12)–
(C15) to compute S2(n), we must choose a common
length scale for κ. We take this to be (`PNM + `SNM)/2,
with `SNM on the kPNMF scale (i.e., it has the appropriate
factor of 3
√
2). Note, however, that the individual length
scales are still used for all predictions requiring only
PNM or SNM.
The total covariance of the truncation error model then
follows directly from the total covariance of the coeffi-
cients κ:
Σij(x, x
′) ≡ yref i(x)yref j(x′)
× [Qi(x)Qj(x
′)]k+1
1−Qi(x)Qj(x′) κij(x, x
′) ,
(C19)
where i and j denote the observable, here E/N(n) or
E/A(n). For i = j, this reduces to Eq. (8), but this
extension describes correlations between the SNM and
PNM truncation errors when i 6= j.
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