The one-shot method: function space analysis and algorithmic extension by adaptivity by Kaland, Lena
The One-Shot Method:
Function Space Analysis and
Algorithmic Extension by
Adaptivity
Von der Fakultät für Mathematik, Informatik und Naturwissenschaften der
RWTH Aachen University zur Erlangung des akademischen Grades einer
Doktorin der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Dipl.-Math. Lena Kaland
aus Hamburg
Berichter: Univ.-Prof. Dr.rer.nat. Nicolas Ralph Gauger
Prof. Ph.D. Juan Carlos De los Reyes
Tag der mündlichen Prüfung: 28.11.2013
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar

Abstract. This thesis is concerned with the function space analysis of the one-shot method as
well as its algorithmic extension by adaptivity. The convergence of the method is investigated
in a general setting and afterwards specified for certain model problems. After analyzing the
behavior for the solid fuel ignition model, the results for the viscous Burgers as well as the in-
compressible Navier-Stokes equations are presented. Starting with distributed optimal control
for the first two problems, we additionally consider the boundary control case for the Navier-
Stokes equations. Furthermore, the one-shot algorithm is completed with a grid refinement
routine. Numerical results for this method are presented for all three model problems. The
method is finally applied to a shape optimization problem, where the optimal shape of an airfoil
is requested.
Zusammenfassung. Diese Dissertation befasst sich mit der funktionalanalytischen Analysis
der One-Shot-Methode wie auch ihrer algorithmischen Erweiterung durch Adaptivität. Die Kon-
vergenz dieser Methode wird sowohl in einem allgemeinen Rahmen als auch für verschiedene
Modellprobleme untersucht. Nach der Betrachtung des Verhaltens für das Solid Fuel Igni-
tion Modell folgen die Ergebnisse für die viskose Burgers Gleichung und die inkompress-
iblen Navier-Stokes Gleichungen. Ausgehend von einem Optimierungsproblem mit verteilter
Steuerung für die ersten beiden Probleme, wird das Vorgehen auf ein Randsteuerungsprob-
lem für die Navier-Stokes Gleichungen erweitert. Der One-Shot-Algorithmus wird zusätzlich
durch eine Gitterverfeinerung vervollständigt. Es werden numerische Ergebnisse für alle drei
Modellprobleme präsentiert. Letztlich wird das Verfahren in der Formoptimierung für ein opti-
males Tragflügelprofil angewendet.
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Chapter 1
Introduction
Optimization with partial differential equations (PDEs) has gained a lot of attention in research
over the past years. Given that many physical phenomena are modeled by PDEs, they often
arise in an optimization context as part of the feasible set. In a more abstract setting, this leads
to an optimization problem, in which an objective, also referred to as target or cost functional,
is to be minimized or maximized such that a PDE is satisfied.
The variable controlling the optimization process might be diverse in nature. For example, in
many civil engineering problems the question arises how to optimally distribute the materials so
as to maximize the stiffness. This problem leads to the field of topology optimization, where the
whole structure of the model, i.e., the topology, can be adapted. Alternatively, the application of
finding the optimal shape of an airfoil in order to minimize the drag leads to a standard shape
optimization problem. In contrast to the first case, the topology remains fixed whereas the
shape of the airfoil, i.e., the computational domain, is modified during the optimization process.
Finally, another popular area for optimization with PDEs are optimal control problems. A typical
example involves the best possible approximation of a given temperature distribution, where
the temperature in the domain is controlled by the temperature on part of the boundary. In this
work, we deal with the latter two cases, i.e., shape optimization and optimal control problems.
Deterministic optimization algorithms for these classes of problems aim to satisfy the neces-
sary first-order optimality conditions, which are typically related to the gradient of the reduced
objective function. One example class includes so-called gradient-based methods. Here, one
typically seeks to minimize the objective by iterating along the direction of steepest descent
[JS04, NW06]. When used in conjunction with a step-size strategy, these methods are often
globally convergent under reasonable assumptions. Nevertheless, they generally suffer from a
poor, i.e., linear rate of convergence. Another alternative would be to use second-order deriva-
tive information in the context of Newton-type algorithms, which are based on the exact or
approximate Hessian of the objective. These methods enjoy fast, i.e., quadratic or at least su-
perlinear convergence, but must be globalized, for example using a line-search or trust-region
method.
Many optimization methods depend on gradient information of the target functional. The vari-
ation of the control or design leads to sensitivities of the state variable that is described by
the PDE, also referred to as the state equation. To compute these sensitivities directly, one
needs to solve the linearized PDE for each direction in the design space. Instead of solving
the linearized state equation for all the directions of the design to obtain the gradient, the com-
plexity can be reduced by solving the adjoint PDE instead. The adjoint equation arises from
a reformulation of the gradient expression with the help of the linearized PDE. Its solution, the
adjoint state, is then used to obtain the relevant gradient. Summarizing, adjoint-based methods
9
1. Introduction
use the solution of both the state equation as well as the linear adjoint state equation for the
computation of the reduced gradient.
The coupling of these steps is given by the first-order optimality system, also called the Karush-
Kuhn-Tucker (KKT) system. A convenient way to compute the KKT system is given by the La-
grangian with the adjoint variable as Lagrange multiplier.
The optimization methods in this thesis use either one of two approaches for solving the KKT
system. One possibility is to first optimize the problem, i.e., to set up the optimality system,
followed by an optimization routine to solve it, at which point a discretization step is carried out
[IK08, HPUU09]. This first optimize-then discretize approach is used for infinite-dimensional
optimization and particularly in this work. Here, it is important to formulate the problem in
the correct function spaces. The first discretize-then optimize approach on the other hand is
based on a finite-dimensional approximation of the optimization problem. Afterwards, an opti-
mization algorithm is applied to the discretized KKT system [NW06]. One possibility to obtain
the necessary finite-dimensional sensitivity information is algorithmic differentiation (AD), see
[GW08, GGR08, ÖG09, ÖG10]. A good overview and comparison of the two approaches is
given in [Gun03].
Solving the continuous or discrete first-order optimality system can be done consecutively.
After the state equation has been satisfied, the adjoint equation is solved, and finally the gra-
dient information can be evaluated. Afterwards, an optimization procedure, e.g., given by a
steepest descent or Newton method, can be applied [KS87, KS99, IK08, HPUU09].
Alternatively, the optimality system can be solved in a direct or simultaneous way, where an
iterative scheme will only be used to solve the nonlinear equations but not to improve the op-
timization directly [BG05a, Hei98, HH06, IK08, TV01, ZU11]. The latter is also known as the
all-at-once approach and has been investigated by several authors for a wide range of prob-
lems. This approach leads to the sequential quadratic programming (SQP) method or, by
projection onto a suitable subspace, to the reduced SQP (RSQP) method. Of special interest
in this approach is the procedure of solving the generated system not exactly, but inexact by
applying iterative methods for example [BCN08, HR11, HV01, ZU11].
The assumption that the state equation is given a priori by an iterative method in terms of a
fixed-point solver necessitates a similar iterative treatment of the adjoint equation. This ap-
proach leads to the so-called one-shot method and is especially interesting for applications
in aerodynamics [GGR08, ÖG09, ÖG10, GGH`12]. The one-shot approach is based on a
fixed-point reformulation of the optimality system. Nevertheless, it is closely related to the SQP
approach. In [HSBG05, Ghe07, IKSG10] an iterative scheme based on an approximate RSQP
method is applied and the authors refer to this simultaneous treatment of the optimality sys-
tem as one-shot. Avoiding the immediate inclusion of the new iterate into the iterative scheme
as is done in SQP-based methods leads to the one-shot method as in [HG10, HG11]. Here,
the coupled update of state, adjoint, and design equation only depends on the old iterate and
therefore, enables a complete simultaneous treatment. Although this may lead to a slower al-
gorithmic behavior for simple problems, it may be of advantage in complex situations, where
the state equation can only be solved with a fixed-point solver or a complete parallel treat-
ment of the KKT system is desired, especially in combination with an AD tool. A convergence
analysis in a finite-dimensional setting is available for an appropriately chosen preconditioner
in [HG10, HG11]. A comparison of these two one-shot algorithms can be found in [Gün12].
We emphasize that in this work we refer to the one-shot method as the complete simultaneous
treatment introduced in [HG10].
In recent years, optimization methods have been extended to include adaptive mesh refinement
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procedures [HHIK08, LLMT02, ZU11, Lu05]. The iteration can be accelerated significantly by
starting on a coarse mesh. During the optimization an error estimator is evaluated and the
mesh appropriately refined to obtain better accuracy in relevant regions of the domain. Espe-
cially for optimization purposes such an error estimator with respect to the target functional is
of interest. Handling optimization algorithms in combination with adaptivity requires the formu-
lation of the optimization procedure in various dimensions. The treatment of the problem in a
dimension-independent and therefore, infinite-dimensional setting is necessary. The simulta-
neous approach of optimization and grid refinement necessary for this step was considered in
[ZU11] in an SQP setting.
This thesis has been motivated and for the most part achieved within the scope of the research
project DGHPOPT1 of the Federal Ministry of Eduaction and Research (BMBF2). One aim of
the project was the development and implementation of an optimization routine combined with
hp-adaptivity. On the basis of the one-shot method, one essential step was the construction
of appropriate state and adjoint fixed-point iterations. Furthermore, the optimization method
needs to be capable of dealing with various dimensions in order to handle the additional adap-
tive procedure. Hence, also for the one-shot method the question concerning the analysis in a
function space setting arises.
In this work, we close the gap between the finite-dimensional setting of the one-shot method
as in [HG10] and the extension by adaptivity. We present a formulation of the method in Hilbert
spaces as in [KDLRG13] and prove a convergence result by extending the proof techniques
developed in [HG10]. In a first attempt to combine the method with an adaptivity technique,
we consider a strategy for the computation of the solution by adapting the grid along with the
one-shot algorithm. We analyze this method for several model problems in more detail and
finally present an application in aerodynamics.
The thesis is structured as follows. We start with an overview of the preliminaries necessary for
the subsequent chapters. In particular, this will include some important definitions and results
concerning function spaces and classical optimization theory in infinite-dimensional spaces.
In chapter 3, we introduce the one-shot method along with important details regarding this
method in finite dimensions. To obtain a dimension-independent formulation, we extend the
analysis to a functional analytic setting. After an appropriate convergence analysis, we include
an additional adaptive step in the optimization algorithm and give an overview of two important
error estimators also used in this work.
The first model problem is represented by the distributed optimal control of the solid fuel ignition
model in chapter 4. We apply the one-shot method by choosing the necessary operators and
preconditioner in an easy and appropriate way, such that this example serves as a good first
test to study the behavior of the method in function spaces. Additionally, the advantageous
structure of the iterative method enables the simplification of some steps in the convergence
analysis. We close the chapter by including some numerical results. In particular, we consider
the behavior for variable dimensions and the combination with adaptivity.
We continue in chapter 5 with the optimal control of the viscous Burgers equation. Here, a more
complicated structure of the fixed-point iteration is given, which still fits into the general frame-
work of the one-shot method in function spaces. Again, the relevant steps of the convergence
analysis are discussed. The numerical results presented in the following once more motivate
1Diskontinuierliche Galerkin-Verfahren für den robusten aerodynamischen Entwurf auf effizienten Rechnerarchitek-
turen in der Luftfahrt
2Bundesministerium für Bildung und Forschung
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the extension by adaptivity.
In order to apply the one-shot method in a more complicated setting, we consider the optimal
control of the incompressible Navier-Stokes equations in chapter 6. In addition to distributed
control, we also deal with the boundary control case. Additionally, we handle a more com-
plicated structure of the preconditioner. Fixed-point iterations as well as the preconditioner
originate from a further reduction of the RSQP method to obtain the typical structure of the
one-shot method. The numerical behavior will be presented.
Chapter 7 is concerned with a real world application of the one-shot method, specifically the
shape optimization of an airfoil with the state equation given by the compressible Navier-Stokes
equations. We introduce the algorithmic details of the given simulation code PADGE and the
extensions carried out related to the optimization. An iterative adjoint solver is set up and the
computation as well as the smoothing of the gradient are explained. Numerical results for the
minimization of the drag are presented for the standard one-shot method as well as the new
adaptive extension.
The work is closed with some concluding remarks and possible future work.
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Chapter 2
Preliminaries and Notation
We start this work with an overview of the theoretical background and the notations the following
chapters are based on. Here, we mainly focus on functional analysis and optimization issues.
None of the proofs will be given, but they can all be found in the relevant literature.
Section 2.1 is primarily based on [AF03, Alt06, AH01], but a good overview can also be found
in [HPUU09]. For the optimization in section 2.2 we mainly refer to [Lue69, Lio72, IK08, Trö05,
HPUU09]. Additionally, [Gun03] should be mentioned, which provides an excellent abstract
introduction to optimization.
2.1 Functional Analysis
Let X and Y be Hilbert spaces with the corresponding inner products p¨, ¨qX and p¨, ¨qY . The
associated norm to the scalar product p¨, ¨qX will be denoted by } ¨ }X . In the following, we will
state important definitions and theorems. We only note here that some of them can also be
generalized to Banach spaces. See the relevant literature for details.
Definition 2.1. The space of linear and bounded operators T : X Ñ Y is denoted by LpX, Y q.
The norm of T P LpX, Y q is defined by
}T }LpX,Y q :“ sup
}v}X“1
}T pvq}Y “ sup
}v}Xď1
}T pvq}Y .
Notation 2.1. We omit the subscript notation in the general operator norm, therefore, it is
}T } :“ }T }LpX,Y q.
Definition 2.2. The space X 1 :“ LpX,Rq, consisting of the linear and bounded functionals on
X, is called the dual space of X. The duality pairing of v P X and f P X 1 is denoted by
ă f , v ąX1,X :“ f pvq.
For the norm it holds
}f }X1 “ sup
}v}X“1
|f pvq|.
Definition 2.3. Let X and Y be Hilbert spaces with their dual spaces X 1 and Y 1. For T : X Ñ Y 1
we define the dual or adjoint operator T˚ : Y Ñ X 1 by
ă v , T˚pwq ąX,X1“ă T pvq, w ąY 1,Y for all v P X, w P Y.
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The next important theorem states the existence of an isometric isomorphism from X to X 1.
Theorem 2.1 (Riesz representation theorem). Let X be a Hilbert space with the dual space X 1.
For every f P X 1, there exists an unique xf P X, such that
ă f , v ąX1,X“ pxf , vqX for all v P X.
Additionally, it holds }xf }X “ }f }X1 .
Proof. For the proof we refer to [AH01], p. 64.
Next, the Lax-Milgram theorem is stated, which provides existence and uniqueness arguments
for linear partial differential equations.
Theorem 2.2 (Lax-Milgram theorem). Let X be a Hilbert space and ap¨, ¨q : X ˆ X Ñ R a
bilinear form that is continuous and coercive. For every f P X 1, there exists an unique u P X,
such that
apu, vq “ă f , v ąX1,X for all v P X.
Proof. The proof is given in [AH01], p. 246.
For existence and uniqueness of an optimal solution we further need to introduce sequences
of functions and an important result about their boundedness.
Definition 2.4. tvnunPN converges weakly to an element v P X, denoted by vn á v for n Ñ 8,
if
lim
nÑ8 ă f , vn ąX1,X“ă f , v ąX1,X for all f P X
1.
Theorem 2.3. Every bounded sequence in a Hilbert space contains a weakly convergent sub-
sequence.
Proof. The proof can be found in [Alt06], p. 234.
The next definition is needed for the final step of the existence of an optimal solution.
Definition 2.5. The functional J : X Ñ R is called weakly lower semicontinuous (w.l.s.c.), if for
every txnunPN with xn á x for n Ñ8, it follows
lim inf
nÑ8 Jpxnq ě Jpxq.
It is easy to verify, that the norm function } ¨ }X is w.l.s.c., see p.106 in [AH01].
Next, we review the definition of a compact operator and a result for its characterization, which
is, e.g., important for the embeddings of Sobolev spaces.
Definition 2.6. A linear operator T P LpX, Y q is called compact, if T maps bounded sets from
X into precompact sets in Y , i.e.,
M Ă X bounded ñ T pMq Ă Y compact.
Theorem 2.4. Let T P LpX, Y q. If T is a compact operator, then it maps weakly convergent
sequences into strongly convergent sequences and vice versa.
Proof. We refer to [Alt06], p. 316.
For the Sobolev embeddings we need the following definition.
Definition 2.7. X is continuously embedded in Y , denoted by X ãÑ Y , if X is a linear subspace
of Y and the identity operator I : X Ñ Y is continuous. If, additionally, I is a compact operator,
then X is called compactly embedded in Y , denoted by X ãÑãÑ Y .
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2.1.1 Function Spaces
In the following, let Ω Ă Rd be open and bounded with Lipschitz boundary Γ “ BΩ. The space
of infinitely differentiable functions with compact support will be denoted by DpΩq “ C80 pΩq.
Furthermore, the space of distributions is given by its dual space D1pΩq.
Next to the spaces of p-integrable functions LppΩq, we will deal with the Sobolev spaces
Wm,ppΩq, and Wm,p0 pΩq respectively. Of noticeable importance is the case m “ 1 and p “ 2, for
which we obtain H1pΩq and H10pΩq. The dual space of H10pΩq is given by H´1pΩq.
Notation 2.2. For norms with respect to Ω we will leave out the dependence on the domain in
the norm notation, e.g., } ¨ }L2 “ } ¨ }L2pΩq.
Next, we will state the important Hölder’s inequality.
Theorem 2.5 (Hölder’s inequality). Let ϕ P LppΩq, φ P LqpΩq with 1p ` 1q “ 1, then ϕφ P L1pΩq
and it holds ż
Ω
|ϕpxqφpxq| dx ď }ϕ}Lp}φ}Lq .
Proof. The proof is given in [AH01], p. 34.
Furthermore, embeddings of Sobolev spaces are given according to the following result.
Theorem 2.6. Let m ě 1 and 1 ď p ă 8, then it holds
a) Wm,ppΩq ãÑ LqpΩq if mp ą n and p ď q ď 8
b) Wm,ppΩq ãÑ LqpΩq if mp “ n and p ď q ă 8
c) Wm,ppΩq ãÑ LqpΩq if mp ă n and p ď q ď npn´mp .
These embeddings are additionally compact in the cases a) and b), and also for c) if q ă npn´mp .
Proof. We refer to [AF03], p. 85 for the continuous embeddings as well as p.168 for the compact
embeddings.
We mention the special case of H1pΩq. For n ď 3 we obtain H1pΩq ãÑ L6pΩq and
H1pΩq ãÑãÑ L4pΩq, for n “ 2 these embeddings even map H1pΩq to LqpΩq for 1 ď q ă 8.
Boundary values are assigned by the trace operator.
Theorem 2.7. For all 1 ď p ď 8 there exists a continuous linear mapping
γ0 : W
1,ppΩq Ñ LppΓq,
such that γ0v “ v |Γ for all v P W 1,ppΩq X CpΩq. γ0v is called the trace of v on Γ.
Proof. For the proof see [AF03], p. 164.
Particularly, we obtain γ0 : H1pΩq Ñ L2pΓq. It can be shown, that for a sufficiently smooth
boundary, it even holds γ0 : H1pΩq Ñ H1{2pΓq.
With the next theorem, the equivalence of the H10-norm and the H
1-norm follows.
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Theorem 2.8 (Poincaré’s inequality). There exists a constant CΩ ą 0, such that
}v}L2 ď CΩ}v}H10 .
Proof. The proof is given in [AF03], p. 183.
In general, CΩ depends on the domain. For the unit square it is CΩ “ 1?2 .
Notation 2.3. We will use the bold notation to denote the product of Sobolev spaces. For a
two-dimensional space as in chapters 5 and 6 we define, e.g.,
L 2pΩq “  vj P L2pΩq for j “ 1, 2( ,
H 1pΩq “
"
v P L 2pΩq : BvjBxk P L
2pΩq, j, k “ 1, 2
*
,
H 10pΩq “
 
v P H 1pΩq : v “ 0 on Γ( .
Tensor-Valued Function Spaces
In addition to the above introduced vector-valued function spaces, we will also need tensor-
valued function spaces in the application chapter 7. There, the vector-valued spaces will not
depend on the dimension of the domain but rather on the dimension of the fluxes, so that we will
skip the bold notation in chapter 7 and denote the vector-valued analogue of a function space
V for a four-dimensional flux by rV s4. Considering a two-dimensional domain, we further need
to handle tensor-valued spaces like rV s4ˆ2.
Most of the operations working on these spaces are given by treating elements in rV s4 as
vectors in R4 and elements in rV s4ˆ2 as matrices in R4ˆ2. In this way, the gradient of v P rV s4
is given by ∇v P rV s4ˆ2. The outer product is given by v b n and also defines an element in
rV s4ˆ2. Multiplying a tensor-valued function w P rV s4ˆ2 with the normal vector n P R2 selects
the appropriate component vector so that w ¨n P rV s4. The divergence is denoted by∇¨w P rV s4.
Additionally, we define the product of two elements v , w P rV s4ˆ2 by
v : w :“
ÿ
i ,j
vi jwi j .
Since the following equivalence will be used frequently in chapter 7, we also note that for a
fourth-order tensor G P rV s4ˆ4ˆ4 and v , w P rV s4ˆ2 with G v P rV s4ˆ2 we haveż
Ω
pG vq : w dx “
ż
Ω
v :
`
GTw
˘
dx.
2.2 Optimization
For optimization problems we first state the definition and notation of derivatives.
Definition 2.8. Let f : X Ñ Y , if there exists f 1pxq P LpX, Y q, such that
lim
}h}XÑ0
}f px ` hq ´ f pxq ´ f 1pxqh}Y
}h}X “ 0
at some point x P X, then f 1pxq is called the Fréchet derivative of f at x.
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The Fréchet derivative defines a bounded and linear mapping f 1pxq : X Ñ Y . For a functional
f : X Ñ R it therefore holds f 1pxq P X 1 with f 1pxqh “ă f 1pxq, h ąX1,X , h P X.
For Banach spaces X, Y , Z and L : X ˆ Y Ñ Z, the partial Fréchet derivatives with respect
to px, λq P X ˆ Y are denoted by Lx px, λq and Lλpx, λq with Lx px, λq P LpX,Zq as well as
Lλpx, λq P LpY, Zq. For a product space X “ Y ˆU, L1px, λq denotes the derivative with respect
to x “ py , uq. We refer to the complete derivative of L or its Riesz representative by ∇L.
For second derivatives it holds f 2pxq P LpX,LpX, Y qq. For h1, h2 P X we define
f 2pxqrh1, h2s :“ pf 2pxqh1qh2.
2.2.1 Optimality Conditions
Let X, Y be Hilbert spaces and J : X Ñ R a given Fréchet differentiable cost functional. We
now state necessary and sufficient optimality conditions for the general optimization problem
min Jpxq s.t. epxq “ 0, (2.1)
where e : X Ñ Y 1 is the equality constraint of the optimization problem. In the following
chapters, epxq “ 0 will be given in terms of a PDE.
Remark 2.1. To keep the notation as simple as possible here, we restrict the observations to
simple PDE-constrained optimization problems as treated in this work. Additional constraints,
in particular on the state, are not included. For the more general case see [MZ79, IK08, Trö05].
In order to guarantee the existence of a Lagrange multiplier, some kind of regularity condition
needs to be fulfilled. This condition is also known as constraint qualification and reduces to the
surjectivity of e1pxq in the case of equality constraints.
Definition 2.9. x‹ P X is called a regular point of e, if e1px‹q maps X onto Y 1, or equivalently
e1px‹qX “ Y 1.
Theorem 2.9. Let x‹ be a regular point and a local optimal solution of problem (2.1), then there
exists λ‹ P Y , such that
J 1px‹q ´ e1px‹q˚λ‹ “ 0.
Proof. For the proof we refer to [Lue69], p. 243.
This condition can also be expressed in terms of the Lagrangian functional defined by
Lpx, λq “ Jpxq´ ă λ, epxq ąY,Y 1 .
Hence, the necessary optimality conditions of Theorem 2.9 are given by
L1px‹, λ‹q “ 0. (2.2)
In the next theorem, we state sufficient second order optimality conditions.
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Theorem 2.10. If there exists λ‹ P Y and δ ą 0, such that
L2px‹, λ‹qrh, hs ě δ}h}2X for all h P kerpe1px‹qq,
then problem (2.1) has a local optimal solution at x‹, i.e., there exist ε ą 0 and σ ą 0, such that
Jpxq ě Jpx‹q ` σ}x ´ x‹}2X
for all x P X with }x ´ x‹}X ď ε.
Proof. We refer the reader to [MZ79], Theorem 5.6.
Remark 2.2. In finite dimensions, one possibility for the regularity condition to guarantee exis-
tence of a Lagrange multiplier is the LICQ condition (linear independence constraint qualifica-
tion), which assumes the constraint gradients to be linearly independent. Then, in the same way
as for infinite dimensions, the first-order necessary optimality condition (2.2) holds. Similarly,
the sufficient second order optimality condition states the positive definiteness of the Hessian
L2px‹, λ‹q for all directions satisfying the linearized constraint. Equivalently, one can ask for the
positive definiteness of the reduced Hessian. We refer to [NW06] for details.
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Chapter 3
General Setting of the One-Shot
Method
This chapter introduces the one-shot method and is further dealing with its convergence anal-
ysis. We consider the general optimization problem
min Jpy , uq s.t. epy , uq “ 0, (P)
where epy , uq “ 0 with e : Y ˆ U Ñ Y 1 displays a partial differential equation with a state y P Y
and a control u P U. Y and U are appropriate Hilbert spaces and J : Y ˆU Ñ R is the objective
functional.
The idea of the one-shot method relies on the fact that the PDE, epy , uq “ 0, can be reformu-
lated in terms of a fixed-point equation
y “ Gpy , uq,
with G : Y ˆ U Ñ Y . Therefore, we consider the following optimization problem instead
min Jpy , uq s.t. y “ Gpy , uq. (PG)
For example, this reformulation can be done by discretizing the corresponding problem (P) in-
cluding the PDE. Resulting in a finite-dimensional formulation of the state equation, we can
obtain a fixed-point equation by solving the finite-dimensional system with an iterative process.
On the other hand we can stay in the function space formulation, but therefore, we need a
strategy to obtain a fixed-point formulation out of the partial differential equation directly.
Given a fixed-point formulation for the state equation, the appropriate adjoint formulation needs
to be found. We refer to the subsequent chapters 4 to 6 for examples in the function space
setting. The aim of many optimization algorithms is the solution of the first-order optimality
system. Instead of treating the incorporating equations consecutively, the one-shot approach
aims at solving the KKT system simultaneously.
Ta’asan et al. suggested this procedure in a multigrid framework for elliptic PDE’s [Ta’91] as
well as for aerodynamic applications [KTS95]. Further theoretical and numerical investigations
in finite dimensions can be found in [GF02, GK04] for the coupling of primal and dual iteration
as well as in [Gri06, GGR08, HG10, HG11, ÖG09, ÖG10] for the simultaneous solution of the
whole KKT system. [KTS95, GGR08, ÖG09, ÖG10] concentrate on applications of the method
in aerodynamics.
This chapter starts in section 3.1 with the first approach described above in finite dimensions
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and gives an overview about the method and the idea of the convergence proof. A detailed
description can be found in [HG10] and [HG11]. A further improvement and extension of the
method can be achieved by introducing an additional adaptive step into the optimization algo-
rithm [KDLRG13]. Especially for large application problems it is of importance to adapt the
mesh during the iteration. To overcome the problem of a multi-dimensional formulation in case
of an adaptive strategy as explained below, the one-shot method is formulated in a new setting,
in section 3.2, in a functional analysis framework, which corresponds to the second approach
above to obtain (PG). A corresponding convergence proof is presented. The chapter is closed
with an algorithmic extension of the one-shot method by adaptivity and a presentation of the
error estimators used in this work.
3.1 The One-Shot Method in Finite Dimensions
A discretization of problem (P) yields a finite-dimensional formulation with Y “ Rn and U “ Rm.
The fact that ey py , uq is always nonsingular ensures that for every control u P U there exists
a state y P Y , such that the PDE is satisfied. Further, assuming that this problem can be
transformed into (PG) using some iterative method, we are interested in solving
min Jpy , uq s.t. y “ Gpy , uq. (3.1)
The one-shot method in this setting was introduced in [Gri06] and further analyzed in [HG10]
and [HG11]. All the subsequent theorems and their proofs can be found therein, so that we will
only give an overview here.
As in the whole work, we assume f and G to be sufficiently differentiable. Moreover, we assume
lim
}py,uq}2Ñ8
Jpy , uq “ 8,
which ensures that all level sets are bounded as well as the existence of a solution (see e.g.
[BGLS06]). Here, } ¨ }2 corresponds to the Euclidian norm. To further assure the convergence
of the iteration
y k`1 “ Gpy k , uq
for a fixed u, the iteration function G needs to have a contraction factor less than one, i.e.,
}Gy py , uq} ď ρG ă 1. (3.2)
Here, the operator norm } ¨ } corresponds to the induced matrix norm. From the mean value
theorem we obtain that G is contractive and hence, for every fixed control we obtain an unique
state ypuq due to the Banach fixed-point theorem.
Example. As an example, consider the finite-dimensional distributed control problem
min Jpy , uq “ 1
2
}y ´ yd}22 ` µ2 }u}
2
2
s.t. Ay “ u,
,/./- (3.3)
for the domain Ω “ r0, 1s2 as well as y P Rn, u P Rm, yd P Rn, A P Rnˆm and the regularization
parameter µ ą 0. The linear system Ay “ u corresponds to the discretization of a PDE and
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might be solved with the Jacobi iteration. Therefore, consider a decomposition of the matrix A
into its diagonal D, strict upper part ´U and strict lower part ´L, i.e.,
A “ D ´ U ´ L.
The Jacobi iteration corresponds to solving the fixed-point equation
y “ D´1pD ´ Aqy `D´1u.
Therefore, the fixed-point operator in (3.1) is defined by
Gpy , uq “ pI ´D´1Aqy `D´1u.
The assumption (3.2) is fulfilled, if
}I ´D´1A} ă 1.
This result corresponds to the standard convergence assumptions for iterative methods [Saa03].
In order to compute the necessary optimality conditions, we define the Lagrangian function
associated to the constrained optimization problem (3.1):
Lpy , λ, uq “ Jpy , uq ` pGpy , uq ´ yqTλ,
with the adjoint λ P Rn. Defining the auxiliary function, also called the shifted Lagrangian in the
following,
Npy , λ, uq :“ Jpy , uq ` Gpy , uqTλ, (3.4)
we obtain the relation
Lpy , λ, uq “ Npy , λ, uq ´ λT y .
Therefore, a KKT point py‹, λ‹, u‹q P Rn ˆ Rn ˆ Rm needs to satisfy the following first-order
optimality conditions:
y‹ “ Gpy‹, u‹q, (3.5a)
λ‹ “ Ny py‹, λ‹, u‹qT “ Jy py‹, u‹qT ` Gy py‹, u‹qTλ‹, (3.5b)
0 “ Nupy‹, λ‹, u‹qT “ Jupy‹, u‹qT ` Gupy‹, u‹qTλ‹. (3.5c)
A standard optimization technique would solve (3.5a) for some initial u “ u0 to get y , calculate
λ with these values using (3.5b) and finally update u using some optimization strategy involving
the reduced gradient (3.5c). Instead, following the approach in [Gri06], the iterative one-shot
method
y k`1 “ Gpy k , ukq, (3.6a)
λk`1 “ Ny py k , λk , ukqT , (3.6b)
uk`1 “ uk ´ pBkq´1Nupy k , λk , ukqT , (3.6c)
is introduced, with a preconditioner Bk that needs to be derived for the method to converge. An
overall aim is to limit the complexity for an optimization compared to a single simulation by a
moderate factor.
In [GF02, GK04, Gri06, HG10] the coupled iteration of the primal and adjoint variable (3.6a)
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and (3.6b), also called Piggy-Backing, was analyzed. Since the adjoint problem depends on the
state, it cannot be expected to converge faster. It was investigated that the dual iterates typically
lag a little bit behind, but that the number of dual correction steps asymptotically catches up with
the number of primal correction steps. A special focus in these works lies in the use of AD to
obtain the necessary derivative information. Further, in [Gri06] the asymptotic rate of the whole
coupled iteration (3.6a)-(3.6c) was studied and necessary conditions have been found. In order
to obtain sufficient conditions, the following technique of an exact penalty function was used in
[HG10, HG11].
The convergence analysis of the one-shot method is based on the augmented Lagrangian La
defined as
Lapy , λ, uq “ Lpy , λ, uq ` α
2
}Gpy , uq ´ y}22 ` β2 }Ny py , λ, uq
T ´ λ}22, (3.7)
where α ą 0 and β ą 0 are penalty parameters and act as weighting coefficients for the primal
and dual residual. By showing that La serves as an exact penalty function for certain penalty
parameters, a local minimizer of the optimization problem (3.1) is also a local minimizer of La
([NW06], p. 507). Additionally, it will be shown that the increment vector of the one-shot iteration
yields descent on the augmented Lagrangian. To fulfill these properties, we need the following
relation:
Proposition 3.1. The full gradient of La is given by
∇Lapy , λ, uq “ ´M spy , λ, uq, where M “
»–α∆GTy ´I ´ βNyy 0´I β∆Gy 0
´αGTu ´βNTyu B
fifl ,
∆Gy “ I ´ Gy and s is the step-increment vector of the extended iteration (3.6)
spy , λ, uq “
»–∆y∆λ
∆u
fifl “
»– Gpy , uq ´ yNy py , λ, uqT ´ λ
´B´1Nupy , λ, uqT
fifl . (3.8)
It follows immediately that a stationary point of (3.1), i.e., s “ 0, is also a stationary point of La.
The following corollary gives a condition on the weighting coefficients α and β to additionally
ensure the opposite direction.
Corollary 3.1. There is a 1-1 correspondence between the stationary points of La and the roots
of s wherever
detrαβ∆GTy ∆Gy ´ I ´ βNyy s ‰ 0,
which is implied by αβ p1´ ρGq2 ą 1` β}Nyy }.
The exactness of the augmented Lagrangian therefore follows from the positive definiteness of
its Hessian.
Corollary 3.2. If the condition
αβ∆GTy Gy ą I ` βNyy
holds, then La has a positive definite Hessian at a stationary point of (3.1) if and only if the
reduced Hessian related to (3.1) is positive definite at that point.
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So far the local minimum of La coincides with the local minimum of (3.1). The next proposition
gives a condition so that the increment vector s, as introduced in (3.8), yields descent on the
augmented Lagrangian.
Proposition 3.2. The step-increment vector s yields descent on La for all large positive B if
αβ∆G¯y ą
ˆ
I ` β
2
˙`
∆G¯y
˘´1 ˆ
I ` β
2
˙
, (3.9)
where ∆G¯y “ 12 p∆Gy ` ∆GTy q. The condition (3.9) is implied by the inequalitya
αβp1´ ρGq ą 1` β
2
}Nyy }. (3.10)
After all, condition (3.10) ensures that La is an exact penalty function, on which the one-shot
iteration yields descent.
In order to obtain an explicit condition for the preconditioner B, the next theorem gives a lower
bound [HG11].
Theorem 3.1. Let α and β satisfy (3.10) and the preconditioner B accordingly
B ě B0 “ 1
σ
pαGTu Gu ` βNTyuNyuq, (3.11)
with
σ “ 1´ ρG ´ p1`
}Nyy }
2 βq2
αβp1´ ρGq .
Then, the increment vector s, given by (3.8), yields descent on the augmented Lagrangian La.
According to [HG11] the parameters α and β need to fulfill
β “ 3a}Nyy }2 ` 3qp1´ ρGq2 ` }Nyy }2 and α “ q
βp1` }Nyy }2 βq
1´ }Nyy }2 β
(3.12)
in order to maximize the inverse of the preconditioner and therefore, in order to make relevant
design updates while still satisfying (3.10). Here,
q “ max
z
}Nyuz}22
}GTu z}22
measures the change in the adjoint equation caused by a design variation z relative to the
change in the primal equation. Specifically, for q “ 0, a suitable choice is given by
α “ 4}Nyy }p1´ ρGq2 and β “
2
}Nyy } . (3.13)
An appropriate preconditioner B satisfying (3.11) can be found by considering
min
∆u
Lapy ` ∆y , λ` ∆λ, u ` ∆uq
and afterwards identifying B from ∆u “ ´B´1NTu (see (3.8)). Using a quadratic approximation
of La, we can reformulate the above minimization problem as
min
∆u
sT∇Lapy , λ, uq ` 1
2
sT∇2Lapy , λ, uqs,
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with s as defined in (3.8). Equivalently, this yields
min
∆u
Ep∆uq,
where E is the quadratic function, which considers only the terms including design updates
Ep∆uq :“ ∆uT pLau ` Lauy∆y ` Lauλ∆λq ` 12 ∆u
TLauu∆u
« ∆uTLaupy ` ∆y , λ` ∆λ, uq ` 12 ∆u
TLauu∆u.
By the assumption that Lauu is positive definite, the solution of this optimization problem is given
by
∆u “ Lauupy , λ, uq´1Laupy ` ∆y , λ` ∆λ, uq. (3.14)
Besides, assuming Nuu to be positive semidefinit, we can define B with respect to the condition
(3.11) as
B “ B0 ` 1
σ
Nuu
“ 1
σ
pαGTu Gu ` βNTyuNyu ` Nuuq. (3.15)
From ∆u “ ´B´1NTu and (3.14), we obtain that B « Lauu . Furthermore, reaching primal and
dual feasibility as ∆y Ñ 0 and ∆λ Ñ 0, it turns out that, except for the factor 1σ scaling the
step size, B “ Lauu . Having in mind that La is an exact penalty function, we obtain the positive
definitness of ∇2La and particularly B in a neighborhood of a local minimum.
Example. Consider the example as in (3.3) with the fixed-point operator
Gpy , uq “ pI ´D´1Aqy `D´1u
and the contraction factor given by
}I ´D´1A} ď ρG ă 1.
The shifted Lagrangian (3.4) is defined by
Npy , λ, uq :“ 1
2
}y ´ yd}22 ` µ2 }u}
2
2 ` rpI ´D´1Aqy `D´1usTλ,
which yields the adjoint fixed-point formulation
λ “ y ´ yd ` pI ´D´1Aqλ.
Further, it holds }Nyy } “ 1, Nyu “ 0, Nuu “ µI as well as Gu “ D´1 and we obtain the
parameters according to (3.13)
α “ 4p1´ ρGq2 and β “ 2,
which fulfill (3.10). Additionally, the preconditioner according to (3.11) and (3.15) is chosen as
B “ 1
σ
pαD´TD´1 ` µIq,
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with σ “ 12 p1´ ρGq.
To avoid the costly computation of the matrix derivatives, B´1 is updated by the BFGS approach
(due to Broyden, Fletcher, Goldfarb and Shanno, see [NW06]). Since B « Lauu the secant
equation for the update of Hk “ pBkq´1 is given by
Hk`1Rk “ ∆uk with Rk :“ Laupy k , λk , uk ` ∆ukq ´ Laupy k , λk , ukq.
The curvature condition
pRkqT∆uk ą 0 (3.16)
and therefore positive definiteness of Hk can be guaranteed by restrictions on the line-search
procedure via the second Wolfe’s condition [HG11, NW06] or alternatively by updating with
Hk`1 “ Hk or Hk`1 “ I respectively. Once (3.16) holds, Hk can be updated by
Hk`1 “ pI ´ r k∆ukpRkqT qHkpI ´ r kRkp∆ukqT q ` r kp∆ukqT∆uk , where r k “ 1pRkqT∆uk .
In order to ensure global convergence for the iteration starting with an arbitrary initial point,
line-search strategies can be applied. This ensures that all iterates lie in the initial level set.
The next theorem further states the boundedness of the level sets of La.
Theorem 3.2. If
lim
}py,uq}2Ñ8
inf
J
}Jy }22
ą 0, (3.17)
then there exist α and β fulfilling (3.10) such that
lim
}py,λ,uq}2Ñ8
Lapy , λ, uq “ 8. (3.18)
Furthermore, if the limit in (3.17) is 8, then (3.18) holds without any restriction on α and β.
With this theorem the angle condition is satisfied, i.e., the angle θ between the steepest descent
´∇La and the search direction s is bounded away from pi2 , given by the condition
cospθq “ ´ s
T∇La
}∇La}}s}2 ě C ą 0
for a constant C and all py , λ, uq in a level set N . Global convergence, i.e.,
lim
kÑ8 }∇L
apy k , λk , ukq} “ 0,
can be inferred by the standard properties of line-search algorithms [NW06, BGLS06].
3.1.1 Limits of the Finite-Dimensional Approach
In order to extend the one-shot method even further, we couple the optimization strategy with
adaptivity. Therefore, during the optimization we adapt, i.e., refine or coarsen the mesh. Deal-
ing with this idea, one faces several difficulties.
For the adaptation process of the mesh, suitable error estimators need to be found that indicate
whether a cell needs to be refined or coarsened. There are several approaches in optimization
that consider, amongst others, residual based error estimators [BR03, HHIK08] as well as the
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dual weighted residual (DWR) error estimator [BKR00, BR01]. We give an overview of these
error estimators in section 3.3 and apply them in the subsequent chapters to the model prob-
lems.
The error estimator is usually computed after a feasible step in the primal and adjoint equation,
i.e., primal as well as adjoint equation are fully converged. In the one-shot method we cou-
ple a feasibility step with an optimization step, and we even extend this by an adaptation step.
Therefore, the question arises how good primal and adjoint equation need to be approximated
in order to compute an error estimator that yields plausible results.
Once the error estimator is computed and the mesh refined, we deal with a different number of
unknowns. During the optimization we need to handle various dimensions of the primal, adjoint
and control variable, but so far, we do not know how the method behaves in this context.
In the next section, we first overcome the latter problem by formulating the one-shot method
in a dimension-independent way. We set up the method as well as the convergence analysis
in a function space setting. Finally, we extend the method algorithmically by adaptivity and
present the relevant error estimators. The mesh-independent behavior of the method, which is
presented for the model problems in the subsequent chapters, once more motivates this step.
3.2 The One-Shot Method in Function Spaces
We again consider the general optimization problem with a fixed-point formulation of the PDE
min Jpy , uq s.t. y “ Gpy , uq, (3.19)
with J : Y ˆU Ñ R, G : Y ˆU Ñ Y and Y and U appropriate Hilbert spaces. In order to achieve
this, we assume that, for a given PDE epy , uq “ 0, there exists F : Y Ñ LpY, Y 1q well-defined
with F pyq P LpY, Y 1q bounded, bijective and sufficiently differentiable as well as a fixed-point
operator Gpy , uq with
}Gy py , uq} ď ρG ă 1, (3.20)
so that
epy , uq “ F pyqry ´ Gpy , uqs. (3.21)
Further, assuming that ey py , uq is continuously invertible guarantees the existence of the adjoint
variable λ P Y , and it holds
ă λ, epy , uq ąY,Y 1“ă F pyq˚λ, y ´ Gpy , uq ąY 1,Y .
Therefore, defining the problem specific adjoint operator ϕpy , λq :“ F pyq˚λ, the Lagrangian
functional given by
Lpy , λ, uq :“ Jpy , uq´ ă ϕpy , λq, y ´ Gpy , uq ąY 1,Y (3.22)
is equivalent to the standard Lagrangian
Lpy , λ, uq “ Jpy , uq´ ă λ, epy , uq ąY,Y 1 .
As a first example, we consider the solid fuel ignition model (see chapter 4) with
epy , uq “ ´∆y ´ δ ey ´ u “ ´∆py ´ p´∆q´1pδ ey ` uqq
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for a constant δ ą 0. With Gpy , uq “ p´∆q´1pδ ey ` uq it follows that F pyq “ F “ ´∆ and
ϕpy , λq “ ϕpλq :“ ´∆λ. For the Burgers equation (see chapter 5) with
epy , uq “ ´ν∆y ` py ¨∇qy ´ u “ p´ν∆` y ¨∇qpy ´ p´ν∆` y ¨∇q´1puqq,
ν ą 0 denoting the viscosity parameter, we choose F pyq “ p´ν∆ ` y ¨ ∇q and therefore
ϕpy , λq :“ ´ν∆λ´ py ¨∇qλ´ divpyqλ. We refer to the mentioned chapters for details.
With the help of the Lagrangian (3.22) we formally obtain the optimality conditions by differen-
tiation. For the adjoint equation we need to take the dependencies on the state into account.
Therefore, with w P Y it holds
ă Ly py , λ, uq, w ąY 1,Y “ă Jy py , uq, w ąY 1,Y ´ ă Fy pyq˚w λ, y ´ Gpy , uq ąY 1,Y
´ ă F pyq˚λ,w ´ Gy py , uqw ąY 1,Y
“ă Jy py , uq, w ąY 1,Y ´ ă λ, Fy pyqwpy ´ Gpy , uqq ąY,Y 1
` ă F pyq˚λ,Gy py , uqw ąY 1,Y ´ ă F pyq˚λ,w ąY 1,Y .
If we now define the operator Φ : Y ˆ Y ˆ U Ñ Y as in [KDLRG13] by
ă F pyq˚Φpy , λ, uq, w ąY 1,Y :“ă Jy py , uq, w ąY 1,Y
´ ă λ, Fy pyqwpy ´ Gpy , uqq ąY,Y 1 ` ă F pyq˚λ,Gy py , uqw ąY 1,Y , (3.23)
it follows that
ă Ly py , λ, uq, w ąY 1,Y“ă F pyq˚Φpy , λ, uq, w ąY 1,Y ´ ă F pyq˚λ,w ąY 1,Y . (3.24)
We note that it follows directly that Φ is well-defined, because of (3.24) and the fact that the
Lagrangian as well as F are well-defined.
Finally, the KKT system for problem (3.19) at a stationary point py‹, λ‹, u‹q P Y ˆ Y ˆ U reads
as follows
y‹ ´ Gpy‹, u‹q “ 0 in Y, (3.25a)
Φpy‹, λ‹, u‹q ´ λ‹ “ 0 in Y, (3.25b)
Lupy‹, λ‹, u‹q “ 0 in U. (3.25c)
Hence, Φ is the iteration operator for the adjoint problem. In finite dimensions, it was introduced
as the derivative of the shifted Lagrangian, see (3.5b). We note that we define it here directly. A
correspondence as in finite dimensions is only possible in a linearized manner (3.24), because
of the reformulation of the PDE to the fixed-point equation with respect to the dual product.
As in the finite-dimensional approach, a standard optimization technique would solve (3.25a)
with u “ u0, followed by a solve for λ using (3.25b) and finally an update of u involving (3.25c).
Instead, we again introduce the iterative one-shot method
y k`1 “ Gpy k , ukq (3.26a)
λk`1 “ Φpy k , λk , ukq (3.26b)
uk`1 “ uk ´ pBkq´1Lupy k , λk , ukq, (3.26c)
with some preconditioning operator Bk , that needs to be determined. (3.26a), (3.26b) and
(3.26c) operate fully independently in each iteration step. The one-shot algorithm is given by
Algorithm 1 on page 28.
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Algorithm 1 One-Shot Method
1: Choose u0, y0, λ0, tol ą 0
2: for k “ 0, 1, 2, . . . do
3: if res ă tol then
4: STOP
5: end if
6: Compute y k`1, λk`1 and uk`1 using (3.26a), (3.26b) and (3.26c)
7: end for
A possible choice for the residuum of the coupled iteration is
res :“ }y k`1 ´ y k}˚ ` }λk`1 ´ λk}˚ ` }uk`1 ´ uk}˚ (3.27)
in a suitable norm } ¨ }˚. Typical stopping criteria for descent methods suggest to consider
the norm of the gradient Lu directly [Kel95]. Therefore, substituting the norm }uk`1 ´ uk}˚ by
}Lupy k`1, λk`1, uk`1q}˚ might be a better choice and is independent of the preconditioner.
For the derivative of G with respect to y , which is needed in the convergence analysis, we state
the following lemma:
Lemma 3.1. Let X, Y be Banach spaces. Further, let f : X Ñ Y be the inverse operator
defined by f : x ÞÑ x´1. Then, the derivative of f at some x0 P X in direction h P X is given by
f 1px0qh “ x´10 p´hqx´10 .
Proof. By definition and with a Neumann series we obtain
f px0 ` thq ´ f px0q “ px0 ` thq´1 ´ x´10
“ rpI ` thx´10 qx0s´1 ´ x´10
“ x´10
8ÿ
n“0
p´thx´10 qn ´ x´10
“ ´tx´10 hx´10 `Opt2q
Dividing by t and taking the limit as t Ñ 0 finishes the proof.
For the more general form f pgpyqq we obtain by the chain rule
fy pgpyqqw “ f 1pgpyqqrg1pyqw s. (3.28)
This gives us the general form of the derivative of Gy py , uq as stated below.
Remark 3.1. If the contraction factor of the primal iteration is given by
}Gy py , uq} ď ρG ă 1, it is obvious by (3.23) that the contraction factor of the dual iteration
is the same if Fy pyq “ 0. This occurs, e.g., for the solid fuel ignition model.
In general, from epy , uq “ F pyqry ´ Gpy , uqs we have Gpy , uq “ F pyq´1rF pyqy ´ epy , uqs and
therefore, for the derivative (see Lemma 3.1)
Gy py , uqw “ F pyq´1pp´Fy pyqwqF pyq´1rF pyqy ´ epy , uqsq
` F pyq´1rFy pyqwy ` F pyqw ´ ey py , uqw s
“ F pyq´1pp´Fy pyqwqGpy , uqq
` F pyq´1rFy pyqwy ` F pyqw ´ ey py , uqw s
(3.29)
“ F pyq´1pFy pyqwpy ´ Gpy , uqq ` pI ´ F pyq´1ey py , uqqw.
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Using (3.29) in the general definition (3.23) yields
ă F pyq˚Φpy , λ, uq, w ąY 1,Y “ă Jy py , uq, w ąY 1,Y ´ ă λ, Fy pyqwpy ´ Gpy , uqq ąY,Y 1
` ă λ, p´Fy pyqwqGpy , uq ąY,Y 1
` ă λ, Fy pyqwy ` F pyqw ´ ey py , uqw ąY,Y 1
“ă Jy py , uq, w ąY 1,Y ´ ă λ, Fy pyqwy ąY,Y 1
` ă λ, Fy pyqwy ` F pyqw ´ ey py , uqw ąY,Y 1
“ă Jy py , uq, w ąY 1,Y ` ă λ, F pyqw ´ ey py , uqw ąY,Y 1 .
With w “ F pyq´1w˜ we obtain
ă Φpy , λ, uq, w˜ ąY,Y 1 “ă Jy py , uq, F pyq´1w˜ ąY 1,Y
` ă λ, F pyqF pyq´1w˜ ´ ey py , uqF pyq´1w˜ ąY,Y 1 .
For the derivative with respect to the adjoint variable λ this becomes
ă Φλpy , λ, uqv , w˜ ąY,Y 1 “ă v , F pyqF pyq´1w˜ ´ ey py , uqF pyq´1w˜ ąY,Y 1
and therefore
Φ˚λpy , λ, uqw˜ “ pI ´ ey py , uqF pyq´1qw˜ .
The only difference between Φ˚λpy , λ, uqw˜ and Gy py , uqw is given by the term
F pyq´1pFy pyqwpy ´ Gpy , uqq. (3.30)
Therefore, the contraction factors of the primal and the dual iteration differ only by a shift in the
current iterate y and the next iterate Gpy , uq given in (3.30).
3.2.1 Convergence Analysis
For a convergence proof we proceed in the same way as for finite dimensions. Therefore, we
start by showing that an augmented Lagrangian acts as an exact penalty function. Afterwards,
we compute conditions for the one-shot iteration to yield descent on the augmented Lagrangian.
We start by introducing the augmented Lagrangian
Lapy , λ, uq :“ Lpy , λ, uq ` α
2
}Gpy , uq ´ y}2Y ` β2 }Φpy , λ, uq ´ λ}
2
Y (3.31)
with α, β ą 0 and
s “
¨˝
s1
s2
s3
‚˛:“
¨˝
Gpy , uq ´ y
Φpy , λ, uq ´ λ
´B´1Lupy , λ, uq
‚˛. (3.32)
The first theorem states the correspondence of the stationary points of optimization problem
and augmented Lagrangian.
Theorem 3.3. If there exist constants α ą 0 and β ą 0 such that the following conditions are
fulfilled
αp1´ ρGq ą }F pyq} ` β
2
}Φy }, (3.33a)
βp1´ ρGq ą }F pyq} ` β
2
}Φy }, (3.33b)
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for a positive preconditioner B with pBh, hqU ě γ}h}2U for all h P U and }Φλ} ď ρG ă 1, then a
point is a stationary point of La if and only if it is a solution of the optimality system (3.25).
Proof. For the derivative we obtain with (3.32) that
Lay py , λ, uqw “ Ly py , λ, uqw ` αpGpy , uq ´ y , pGy py , uq ´ IqwqY
` βpΦpy , λ, uq ´ λ,Φy py , λ, uqwqY
“ă F pyq˚s2, w ąY 1,Y `αps1, pGy py , uq ´ IqwqY
` βps2,Φy py , λ, uqwqY ,
Laλpy , λ, uqv “ Lλpy , λ, uqv ` βpΦpy , λ, uq ´ λ, pΦλpy , λ, uq ´ IqvqY
“ă v , F pyqs1 ąY,Y 1 `βps2, pΦλpy , λ, uq ´ IqvqY ,
Laupy , λ, uqh “ Lupy , λ, uqh ` αpGpy , uq ´ y , Gupy , uqhqY ` βpΦpy , λ, uq ´ λ,Φupy , λ, uqhqY
“ ´pBs3, hqU ` αps1, Gupy , uqhqY ` βps2,Φupy , λ, uqhqY .
Since we aim to find a descent direction later, we look at ´∇La. If s “ 0 it follows directly that
´∇La “ 0. Therefore, every stationary point of the optimization problem is a stationary point
of the augmented Lagrangian. For the other direction, we first observe that the equation for s3,
namely Laupy , λ, uqh “ 0 decouples from the other two equations and s3 can be derived once
s1 and s2 are known with a positive operator B. We then interpret Layw ` Laλv “ 0 as the weak
formulation of a system of partial differential equations in s1 and s2. If the related bilinear form
is continuous and coercive for all pw, vq P Y ˆ Y , then there exists a unique solution due to the
Lax-Milgram theorem and therefore s “ 0.
The bilinear form reads
Bppw, vq, pw, vqq :“ ´2 ă v , F pyqw ąY,Y 1 `αpw,w ´ GywqY ´ βpv ,ΦywqY ` βpv , v ´ΦλvqY .
We need to verify a constant C ą 0 such that
Bppw, vq, pw, vqq ě Cp}w}2Y ` }v}2Y q.
We apply Young’s inequality
ab ď a
2
2ν
` νb
2
2
with the parameter ν chosen as 1, consider ρG and }Φy } and combine it with (3.20). We further
need to assume that }Φλ} ď ρG ă 1. Finally, it follows that
Bppw, vq, pw, vqq ě ´}F pyq}}v}2Y ´ }F pyq}}w}2Y ` α}w}2Y ´ α2 ρG}w}
2
Y ´ α2
1
ρG
ρ2G}w}2Y
´ β
2
}Φy }}v}2Y ´ β2
1
}Φy }}Φy }
2}w}2Y ` β}v}2Y ´ β2 ρG}v}
2
Y ´ β2
1
ρG
}Φλ}2}v}2Y
ě }w}2Y pαp1´ ρGq ´ }F pyq} ´ β2 }Φy }q ` }v}
2
Y pβp1´ ρGq ´ }F pyq} ´ β2 }Φy }q.
Therefore, assuming
αp1´ ρGq ´ }F pyq} ´ β
2
}Φy } ą 0,
βp1´ ρGq ´ }F pyq} ´ β
2
}Φy } ą 0,
we obtain positivity.
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In the next theorem, stronger conditions ensure the descent property of the one-shot method.
Since the dependence on the control in the adjoint equation is not relevant for our model prob-
lems in distributed and boundary control, we assume in the following that Φupy , λ, uq “ 0.
Theorem 3.4. If there exist constants α ą 0 and β ą 0 such that the following conditions are
fulfilled
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ą }F pyq} ` β
2
}Φy }, (3.34a)
βp1´ ρGq ą }F pyq} ` β
2
}Φy }, (3.34b)
γ ą γ˜
2
, (3.34c)
for a positive preconditioner B with pBh, hqU ě γ}h}2U for all h P U, }Φλ} ď ρG ă 1 and a constant
γ˜ ą 0, then a point is a stationary point of La if and only if it is a solution of the optimality system
(3.25). Additionally, s is a descent direction for La.
Proof. We again consider ´∇La as in the proof of Theorem 3.3. Obviously, s “ 0 yields
´∇La “ 0 again. For the other direction, we now interpret the whole form Layw `Laλv `Lauh “ 0
as the weak formulation of a system of PDEs in s1, s2 and s3. This bilinear form is given by
Bppw, v, hq, pw, v, hqq :“ ´2 ă v , F pyqw ąY,Y 1 `αpw,w ´ GywqY ´ βpv ,ΦywqY
` βpv , v ´ΦλvqY ` pBh, hqU ´ αpw,GuhqY .
Showing the existence of a constant C ą 0 such that
Bppw, v, hq, pw, v, hqq ě Cp}w}2Y ` }v}2Y ` }h}2Uq
in combination with the Lax-Milgram theorem then yields s “ 0.
Young’s inequality is now applied with the parameter ν chosen as 1, ρG , }Φy } and additionally
α}Gu}2{γ˜. With the property (3.20) as well as }Φλ} ď ρG ă 1 and for a positive operator B with
pBh, hqU ě γ}h}2U for all h P U, it follows that
Bppw, v, hq, pw, v, hqq ě ´}F pyq}}v}2Y ´ }F pyq}}w}2Y ` α}w}2Y ´ α2 ρG}w}
2
Y
´ α
2
1
ρG
ρ2G}w}2Y ´ β2 }Φy }}v}
2
Y ´ β2
1
}Φy }}Φy }
2}w}2Y ` β}v}2Y
´ β
2
ρG}v}2Y ´ β2
1
ρG
}Φλ}2}v}2Y ` γ}h}2U ´ α2
α}Gu}2
γ˜
}w}2Y
´ α
2
γ˜
α}Gu}2 }Gu}
2}h}2U
ě }w}2Y
„
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ´ }F pyq} ´ β
2
}Φy }

` }v}2Y
„
βp1´ ρGq ´ }F pyq} ´ β
2
}Φy }

` }h}2U
„
γ ´ γ˜
2

.
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Therefore, from hypotheses (3.34)
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ´ }F pyq} ´ β
2
}Φy } ą 0,
βp1´ ρGq ´ }F pyq} ´ β
2
}Φy } ą 0,
γ ´ γ˜
2
ą 0,
we obtain positivity. Since we have the positivity condition for all pw, v, hq P Y ˆ Y ˆ U, it also
holds for s. Consequently, s is a descent direction for La.
Remark 3.2. There are no further assumptions on the constant γ˜ ą 0. For tracking-type cost
functionals of the form
Jpy , uq :“ Ψpyq ` µ
2
}u}2U ,
with Ψ P Y 1 and the regularization parameter µ ą 0, an adequate choice might be γ˜ “ µ. This
choice yields good numerical results for the solid fuel ignition model (see chapter 4).
We still need to show, that the stationary point is a local minimizer of La. In the following, we
assume for a minimum py‹, u‹q and the corresponding Lagrange multiplier λ‹ of the optimization
problem (P) the sufficient second order condition [Trö05]
L2py‹, λ‹, u‹qrw, hs2 ě C}h}2U ,
for all pw, hq P Y ˆ U that satisfy the linearized equation
ey py‹, u‹qw ` eupy‹, u‹qh “ 0.
Therefore, there exist constants C ą 0 and ε ą 0 such that for py , uq P Y ˆ U with
}y ´ y‹}Y ` }u ´ u‹}U ď ε it holds
}u ´ u‹}2U ď CpJpy , uq ´ Jpy‹, u‹qq
“ CpLpy , λ, uq` ă F pyq˚λ, y ´ Gpy , uq ąY 1,Y ´Lpy‹, λ‹, u‹qq
“ CpLapy , λ, uq ´ Lapy‹, λ‹, u‹q` ă F pyq˚λ, y ´ Gpy , uq ąY 1,Y
´ α
2
}Gpy , uq ´ y}2Y ´ β2 }Φpy , λ, uq ´ λ}
2
Y q
Under the assumption
ă F pyq˚λ, y ´ Gpy , uq ąY 1,Y ď α
2
}Gpy , uq ´ y}2Y ` β2 }Φpy , λ, uq ´ λ}
2
Y (3.35)
this results in
}u ´ u‹}2U ď CpLapy , λ, uq ´ Lapy‹, λ‹, u‹qq. (3.36)
Therefore,
Lapy‹, λ‹, u‹q ď Lapy , λ, uq,
for any py , λ, uq in a neighborhood of py‹, λ‹, u‹q. Note that α and β must be large enough to
fulfill (3.35).
So far, we know that any minimizer of problem (3.19) is also a minimizer of the augmented La-
grangian. Under slightly stronger conditions than (3.34), we obtain a result stating the sufficient
decrease in a neighborhood of the minimizer for a continuous operator B.
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Theorem 3.5. Let B be continuous and positive with pBh, hqU ě γ}h}2U for all h P U and assume
that the following inequalities hold:
αp1´ ρGq ´ α
2
2γ˜
C2Gu ą CF `
β
2
CΦy ,
βp1´ ρGq ą CF ` β
2
CΦy ,
γ ą γ˜
2
,
(3.37)
where γ˜ ą 0 and CF , CΦy and CGu are constants, that are independent of any iterates py k , λk , ukq
with
}F pyq} ď CF , }Φy py , λ, uq} ď CΦy and }Gupy , uq} ď CGu (3.38)
in a level set N0. Additionally, let }Φλ} ď ρG ă 1 and (3.35) be satisfied. Then, the angle
condition holds in a neighborhood Upy‹, u‹q of the optimum py‹, u‹q, i.e.,
p´∇La, sq
}∇La} 9 s9 ě C ą 0 (3.39)
with 9s92 :“ }s1}2Y ` }s2}2Y ` }s3}2U . Here p¨, ¨q denotes a suitable scalar product in the corre-
sponding product space.
Proof. For a given starting iterate py0, λ0, u0q we consider the level set
N0 :“ tpy , λ, uq P Y ˆ Y ˆ U : Lapy , λ, uq ď Lapy0, λ0, u0qu. (3.40)
For the angle condition we obtain with the same arguments as in the proof of Theorem 3.4 and
(3.38) that
p´∇La, sq ě }s1}2Y pαp1´ ρGq ´ α
2
2γ˜
C2Gu ´ CF ´
β
2
CΦy q
` }s2}2Y pβp1´ ρGq ´ CF ´ β2CΦy q ` pγ ´
γ˜
2
q}s3}2U ,
i.e., with (3.37) we get
p´∇La, sq ě C1 9 s 92 .
Here, the constant C1 is independent of any iterates. Additionally, we get by definition
}Lay } “ sup}w}Y“1
|Layw | “ sup}w}Y“1
| ă F pyq˚s2, w ąY 1,Y `αps1, pGy ´ IqwqY ` βps2,ΦywqY |
ď sup
}w}Y“1
r}F pyq}}s2}Y }w}Y ` αp1` ρGq}s1}Y }w}Y ` β}s2}Y }Φy }}w}Y s
“ }F pyq}}s2}Y ` αp1` ρGq}s1}Y ` β}Φy }}s2}Y ,
}Laλ} “ sup}v}Y“1
|Laλv | “ sup}v}Y“1
| ă F pyqs1, v ąY 1,Y `βps2, pGy ´ IqvqY |
ď }F pyq}}s1}Y ` βp1` ρGq}s2}Y ,
}Lau} “ sup}h}U“1
|Lauh| “ sup}h}U“1
| ´ pBs3, hqU ` αps1, GuhqY |
ď CB}s3}U ` αCGu}s1}Y ,
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with a constant CB ą 0. Therefore, with (3.38) it follows
}∇La} ď }s1}Y rαp1` ρGq ` CF ` αCGu s ` }s2}Y
“
CF ` βCΦy ` βp1` ρGq
‰` CB}s3}U
ď C2 9 s9,
for C2 ą 0. Finally, we obtain
p´∇La, sq
}∇La} 9 s9 ě C1 9 s92C2 9 s 9 9s9 ą 0.
In combination with a standard line-search procedure this gives the desired global convergence
result.
The above theorems offer a convergence result for the one-shot method in its general form.
Unfortunately, they are difficult to verify. In the following, we simplify the convergence conditions
for problems with the operator F pyq independent of y . Therefore, we assume
epy , uq “ F ry ´ Gpy , uqs.
For example, this is fulfilled for the solid fuel ignition model in chapter 4. Additionally, in chapter
7, the operator F acts as a preconditioner, in which the dependency on the state is omitted, see
Remark 7.11.
For these kind of problems, the dual product formulation in the general approach reduces to
a scalar product formulation as explained in the following. The first step in the convergence
analysis is a reformulation of the Lagrangian in terms of the scalar product with the help of the
Riesz representative
Lpy , λ, uq “ Jpy , uq´ ă F ˚λ, y ´ Gpy , uq ąY 1,Y“ Jpy , uq ´ pλ˜, y ´ Gpy , uqqY , (3.41)
where λ˜ is the Riesz representative of F ˚λ. For Y “ H10pΩq for example, it is
pλ˜, vqH10 “ă F ˚λ, v ąH´1,H10 for all v P H10pΩq.
We note that for problems with F “ ´∆ and zero Dirichlet boundary conditions, this directly
yields λ˜ “ λ. In the following, we therefore consider
Lpy , λ˜, uq “ Jpy , uq ´ pλ˜, y ´ Gpy , uqqY .
It follows for w P Y that
ă Ly py , λ˜, uq, w ąY 1,Y “ă Jy py , uq, w ąY 1,Y ´pλ˜, w ´ Gy py , uqwqY
“ă Jy py , uq, w ąY 1,Y ´ ă F ˚λ,w ´ Gy py , uqw ąY 1,Y
“ă Ly py , λ, uq, w ąY 1,Y .
Defining
pΦ˜py , λ˜, uq, wqY :“ă Jy py , uq, w ąY 1,Y `pλ˜, Gy py , uqwqY ,
we obtain the equivalent formulation for the adjoint equation with
Ly py , λ˜, uqw “ă Ly py , λ˜, uq, w ąY 1,Y“
`
Φ˜py , λ˜, uq, w˘
Y
´ `λ˜, w˘
Y
.
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Denoting the Riesz representative of Jy py , uq by J˜y py , uq, an explicit expression of the adjoint
fixed-point operator is given by
Φ˜py , λ˜, uq “ J˜y py , uq ` Gy py , uq˚λ˜.
This corresponds to the form of the fixed-point operator in finite dimensions as given in (3.5b).
We further obtain the same contraction factor, i.e., it is }Φ˜λ˜} ď ρG ă 1. It holds
Lλ˜py , λ˜, uqv “ ´pv , y ´ Gpy , uqqY
and since F is bijective
Lλ˜py , λ˜, uqv “ 0 ô Lλpy , λ, uqv “ 0.
Therefore, the stationary points coincide. Since Ly py , λ˜, uqw “ Ly py , λ, uqw , it follows`
Φ˜py , λ˜, uq, w˘
Y
´ `λ˜, w˘
Y
“ă F ˚Φpy , λ, uq, w ąY 1,Y ´ ă F ˚λ,w ąY 1,Y
and hence, Φ˜py , λ˜, uq is the Riesz representative of F ˚Φpy , λ, uq.
Here, the augmented Lagrangian is defined as
Lapy , λ˜, uq :“ Lpy , λ˜, uq ` α
2
}Gpy , uq ´ y}2Y ` β2 }Φ˜py , λ˜, uq ´ λ˜}
2
Y (3.42)
with α, β ą 0 and
s “
¨˝
s1
s2
s3
‚˛:“
¨˝
Gpy , uq ´ y
Φ˜py , λ˜, uq ´ λ˜
´B´1Lupy , λ˜, uq
‚˛. (3.43)
We note that, equivalently
Lapy , λ, uq “ Lpy , λ, uq ` α
2
}Gpy , uq ´ y}2Y ` β2 }F
˚Φpy , λ, uq ´ F ˚λ}2Y 1 .
The next theorem is the corresponding simplification of Theorem 3.3 and states the correspon-
dence of the stationary points of the optimization problem and the augmented Lagrangian.
Theorem 3.6. If there exist constants α ą 0 and β ą 0 such that the following conditions are
fulfilled
αp1´ ρGq ą 1` β
2
}Φ˜y }, (3.44a)
βp1´ ρGq ą 1` β
2
}Φ˜y }, (3.44b)
for a positive preconditioner B with pBh, hqU ě γ}h}2U for all h P U, then a point is a stationary
point of La if and only if it is a solution of the optimality system (3.25).
Proof. The proof follows the same steps as the proof of Theorem 3.3 and we first compute the
derivative of the augmented Lagrangian with (3.43) and obtain
Lay py , λ˜, uqw “ Ly py , λ˜, uqw ` αpGpy , uq ´ y , pGy py , uq ´ IqwqY
` βpΦ˜py , λ˜, uq ´ λ, Φ˜y py , λ˜, uqwqY
“ ps2, wqY ` αps1, pGy py , uq ´ IqwqY ` βps2, Φ˜y py , λ˜, uqwqY ,
La
λ˜
py , λ˜, uqv “ Lλ˜py , λ˜, uqv ` βpΦ˜py , λ˜, uq ´ λ˜, pΦ˜λ˜py , λ˜, uq ´ IqvqY
“ pv , s1qY ` βps2, pΦ˜λ˜py , λ˜, uq ´ IqvqY ,
Laupy , λ˜, uqh “ Lupy , λ˜, uqh ` αpGpy , uq ´ y , Gupy , uqhqY ` βpΦ˜py , λ˜, uq ´ λ˜, Φ˜upy , λ˜, uqhqY
“ ´pBs3, hqU ` αps1, Gupy , uqhqY ` βps2, Φ˜upy , λ˜, uqhqY .
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With the same argumentation as in Theorem 3.3, s “ 0 implies ´∇La “ 0. Additionally, for
the other direction, s3 can be derived once s1 and s2 are known for a positive operator B. The
related bilinear form to Layw ` Laλ˜v “ 0 for all pw, vq P Y ˆ Y is given by
Bppw, vq, pw, vqq :“ ´2pv , wqY ` αpw,w ´ GywqY ´ βpv , Φ˜ywqY ` βpv , v ´ Φ˜λ˜vqY .
Again, we apply Young’s inequality with the parameter ν chosen as 1, ρG , }Φ˜y } and }Φ˜λ˜} ap-
propriately and use (3.20). This yields
Bppw, vq, pw, vqq ě ´}v}2Y ´ }w}2Y ` α}w}2Y ´ α2 ρG}w}
2
Y ´ α2
1
ρG
ρ2G}w}2Y ´ β2 }Φ˜y }}v}
2
Y
´ β
2
1
}Φ˜y }
}Φ˜y }2}w}2Y ` β}v}2Y ´ β2 }Φ˜λ˜}}v}
2
Y ´ β2
1
}Φ˜λ˜}
}Φ˜λ˜}2}v}2Y
ě }w}2Y pαp1´ ρGq ´ 1´ β2 }Φ˜y }q ` }v}
2
Y pβp1´ ρGq ´ 1´ β2 }Φ˜y }q.
Therefore, assuming
αp1´ ρGq ´ 1´ β
2
}Φ˜y } ą 0,
βp1´ ρGq ´ 1´ β
2
}Φ˜y } ą 0,
we obtain positivity. This yields s “ 0.
The descent condition according to Theorem 3.4 is stated next. Here, we again assume
Φupy , λ, uq “ 0 and therefore Φ˜upy , λ˜, uq “ 0.
Theorem 3.7. If there exist constants α ą 0 and β ą 0 such that the following conditions are
fulfilled
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ą 1` β
2
}Φ˜y }, (3.45a)
βp1´ ρGq ą 1` β
2
}Φ˜y }, (3.45b)
γ ą γ˜
2
, (3.45c)
for a positive preconditioner B with pBh, hqU ě γ}h}2U for all h P U and a constant γ˜ ą 0, then
a point is a stationary point of La if and only if it is a solution of the optimality system (3.25).
Additionally, s is a descent direction for La.
Proof. As in the proof of Theorem 3.4, s “ 0 yields ´∇La “ 0 and we additionally interpret
Layw `Laλ˜v `Lauh “ 0 as the weak formulation of a system of PDEs in s1, s2 and s3. The bilinear
form is given by
Bppw, v, hq, pw, v, hqq :“ ´2pv , wqY ` αpw,w ´ GywqY ´ βpv , Φ˜ywqY
` βpv , v ´ Φ˜λ˜vqY ` pBh, hqU ´ αpw,GuhqY .
In order to show the existence of a constant C ą 0 such that
Bppw, v, hq, pw, v, hqq ě Cp}w}2Y ` }v}2Y ` }h}2Uq
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we apply Young’s inequality with ν chosen as 1, ρG , }Φ˜y }, }Φ˜λ˜} and additionally α}Gu}2{γ˜. With
the property (3.20) and a positive operator B this finally yields
Bppw, v, hq, pw, v, hqq ě ´}v}2Y ´ }w}2Y ` α}w}2Y ´ α2 ρG}w}
2
Y
´ α
2
1
ρG
ρ2G}w}2Y ´ β2 }Φ˜y }}v}
2
Y ´ β2
1
}Φ˜y }
}Φ˜y }2}w}2Y ` β}v}2Y
´ β
2
}Φ˜λ˜}}v}2Y ´
β
2
1
}Φ˜λ˜}
}Φ˜λ˜}2}v}2Y ` γ}h}2U ´
α
2
α}Gu}2
γ˜
}w}2Y
´ α
2
γ˜
α}Gu}2 }Gu}
2}h}2U
ě }w}2Y
„
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ´ 1´ β
2
}Φ˜y }

` }v}2Y
„
βp1´ ρGq ´ 1´ β
2
}Φ˜y }

` }h}2U
„
γ ´ γ˜
2

.
Therefore, from hypotheses (3.45)
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ´ 1´ β
2
}Φ˜y } ą 0,
βp1´ ρGq ´ 1´ β
2
}Φ˜y } ą 0,
γ ´ γ˜
2
ą 0,
we obtain positivity. Again, this condition also holds for s, yielding the descent property of the
one-shot iteration.
The assumption (3.35) appropriately reads
pλ˜, y ´ Gpy , uqqY ď α
2
}Gpy , uq ´ y}2Y ` β2 }Φ˜py , λ˜, uq ´ λ˜}
2
Y . (3.46)
For a continuous operator we obtain the next theorem stating the sufficient decrease as in
Theorem 3.5.
Theorem 3.8. Let B be continuous and positive with pBh, hqU ě γ}h}2U for all h P U and assume
that the following inequalities hold:
αp1´ ρGq ´ α
2
2γ˜
C2Gu ą 1`
β
2
CΦ˜y ,
βp1´ ρGq ą 1` β
2
CΦ˜y ,
γ ą γ˜
2
,
(3.47)
where γ˜ ą 0 and CΦ˜y , CGu are constants that are independent of any iterates py k , λk , ukq with
}Φ˜y py , λ˜, uq} ď CΦ˜y and }Gupy , uq} ď CGu (3.48)
in a level set N0. Additionally, let (3.46) be satisfied. Then the angle condition holds in a
neighborhood Upy‹, u‹q of the optimum py‹, u‹q, i.e.,
p´∇La, sq
}∇La} 9 s9 ě C ą 0, (3.49)
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with 9s92 :“ }s1}2Y ` }s2}2Y ` }s3}2U and p¨, ¨q denoting a suitable scalar product in the corre-
sponding product space.
Proof. The outline of the proof is the same as in Theorem 3.5. For a given starting iterate
py0, λ0, u0q we consider the level set
N0 :“ tpy , λ, uq P Y ˆ Y ˆ U : Lapy , λ, uq ď Lapy0, λ0, u0qu. (3.50)
Finally, with (3.48) it is
p´∇La, sq ě }s1}2Y pαp1´ ρGq ´ α
2
2γ˜
C2Gu ´ 1´
β
2
CΦ˜y q
` }s2}2Y pβp1´ ρGq ´ 1´ β2CΦ˜y q ` pγ ´
γ˜
2
q}s3}2U ,
and with (3.47) we get
p´∇La, sq ě C1 9 s 92 .
Again, the constant C1 is independent of any iterates. Further, it follows
}Lay } “ sup}w}Y“1
|Layw | “ sup}w}Y“1
|ps2, wqY ` αps1, pGy ´ IqwqY ` βps2, Φ˜ywqY |
ď sup
}w}Y“1
“}s2}Y }w}Y ` αp1` ρGq}s1}Y }w}Y ` β}s2}Y }Φ˜y }}w}Y ‰
“ }s2}Y ` αp1` ρGq}s1}Y ` β}Φ˜y }}s2}Y
}La
λ˜
} “ sup
}v}Y“1
|La
λ˜
v | “ sup
}v}Y“1
|ps1, vqY ` βps2, pΦ˜λ˜ ´ IqvqY |
ď }s1}Y ` βp1` ρGq}s2}Y
}Lau} “ sup}h}U“1
|Lauh| “ sup}h}U“1
| ´ pBs3, hqU ` αps1, GuhqY |
ď CB}s3}U ` αCGu}s1}Y
with a constant CB ą 0. The condition (3.48) therefore yields
}∇La} ď }s1}Y rαp1` ρGq ` 1` αCGu s ` }s2}Y
”
1` βCΦ˜y ` βp1` ρGq
ı
` CB}s3}U
ď C2 9 s9,
for C2 ą 0 and we end up with
p´∇La, sq
}∇La} 9 s9 ě C1 9 s92C2 9 s 9 9s9 ą 0.
Example. To clarify the assumptions for the theorems above, which guarantee convergence of
the one-shot method, we consider the simple optimal control problem
min Jpy , uq “ 1
2
}y ´ yd}2L2 `
µ
2
}u}2L2
s.t. ´ ∆y “ u in Ω,
y “ 0 on Γ,
,////.////- (3.51)
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for the domain Ω “ r0, 1s2 as well as y P Y “ H10pΩq, u P U “ L2pΩq, yd P L2pΩq and the
regularization parameter µ ą 0. The verification of the optimality system in strong form is
standard and given by
´∆y “ u,
´∆λ “ y ´ yd ,
µu ` λ “ 0,
next to homogeneous boundary conditions for the state and the adjoint λ P H10pΩq. We can
construct the one-shot iteration easily by
y k`1 “ Gpy k , ukq “ p´∆q´1uk ,
λk`1 “ Φpy k , λk , ukq “ p´∆q´1py k ´ yd q,
uk`1 “ uk ´ 1
γ
pµuk ` λkq,
for a preconditioning constant γ ą 0. Since the primal and adjoint iteration operators do not
depend on the iteration variable here, state and adjoint equation can be solved directly and the
one-shot iteration corresponds to a steepest descent method. Nevertheless, we want to verify
the assumptions of Theorem 3.7. With F “ ´∆ we obtain for the Riesz representative λ˜ “ λ
and Φ˜ “ Φ. This leads to }Gy } “ }Φ˜λ˜} “ ρG “ 0 and the assumptions reduce to the existence
of α, β ą 0 such that
α´ α
2
2γ˜
}Gu}2 ą 1` β
2
}Φy },
β ą 1` β
2
}Φy },
γ ą γ˜
2
.
Therefore, we need to consider upper bounds for the relevant operator norms }Gu} and }Φy }.
With Guh “ p´∆q´1h and Φyw “ p´∆q´1w for h P L2pΩq and w P H10pΩq, we obtain
}Gu} ď }p´∆q´1} and }Φy } ď CΩ}p´∆q´1}. The inverse Laplace operator is discretized us-
ing finite differences as in [BIK99], which yields }p´∆q´1} « 0.0507. With the Poincaré constant
CΩ “ 1?2 for the unit square and choosing γ˜ “ 0.1, the above inequalities are, e.g., fulfilled for
α “ β “ 2.
Remark 3.3. We note again, the fact that λ˜ “ λ and Φ˜ “ Φ can be used, whenever F “ ´∆,
i.e., also for the solid fuel ignition model in chapter 4. Nevertheless, there we can modify the
structure even further by using the space H10pΩq directly.
Remark 3.4. For general fixed-point operators, an estimation of the contraction factor ρG is
given in [HG10] and relies on the fact, that for fixed u, it is
}Gpy k , uq ´ Gpy k´1, uq}Y ď ρG}y k ´ y k´1}Y .
For an initial value ρ0G , the contraction factor is updated by
ρk`1G “ max
ˆ}y k`1 ´ y k}Y
}y k ´ y k´1}Y , τρ
k
G
˙
(3.52)
for τ P p0, 1q.
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3.3 Algorithmic Extension by Adaptivity
The analysis in a dimension-independent setting, as in the previous section, motivates to ex-
tend the one-shot method algorithmically by an additional adaptive step. The considered mesh
is refined or coarsened and therefore, the dimension of the corresponding state, adjoint and
control variables changes.
In the following, we assume a partition of the computational domain Ω into a mesh Th con-
sisting of elements κ. The one-shot optimization method (3.26) will be approximated by some
discretization technique, e.g., the finite element method, and we will denote the corresponding
discretizations of the state y , the adjoint λ and the control u by yh, λh and uh respectively. The
discretized one-shot iteration reads
y k`1h “ Gpy kh , ukh q
λk`1h “ Φpy kh , λkh , ukh q (3.53)
uk`1h “ ukh ´ pBkh q´1Lupy kh , λkh , ukh q.
A discretized method at hand, the aim of a posteriori error control is to approximate and locate
a relevant error by an error estimator η. This is done elementwise, i.e., for each element κ
we compute an error estimator ηκ. According to this estimator the mesh can be refined in
those regions, where the error is large and hence, where the computation lacks the desired
amount of accuracy. Adapting the mesh in this way is referred to as h-adaptivity. Alternatively,
one can vary the polynomial degree of the ansatz and test functions (p-adaptivity) or use a
combination of both (hp-adaptivity). In this work, we concentrate on the first option. Ideally, the
error estimators are reliable and efficient, i.e., they yield upper and lower bounds for the error. In
the aim of a short introduction, we do not deal with these aspects in detail here. Further below,
we will give an overview of two common error estimators, namely, the residual error estimator
and the dual weighted residual error estimator, which will also be used for the applications in
this work. More information on these estimators as well as other possibilities and a general
introduction on a posteriori error control can be found in [AO00, BR03, BC04, Bra07].
First, we state the general adaptive one-shot method in Algorithm 2. The residual res might be
a discretization of (3.27), i.e.,
res :“ }y k`1h ´ y kh }˚ ` }λk`1h ´ λkh}˚ ` }uk`1h ´ ukh }˚.
Algorithm 2 Adaptive One-Shot Method
1: Choose u0h , y
0
h , λ
0
h, tol1 ą tol2 ą 0, max_ref ine_steps ą 0
2: for k “ 0, 1, 2, . . . do
3: if (res ă tol1 and ref ine_steps ă max_ref ine_steps) then
4: Calculate ηκ for all κ and refine or coarsen the mesh
5: Interpolate the solution vectors to the new mesh
6: ref ine_steps “ ref ine_steps ` 1
7: end if
8: Compute y k`1h , λ
k`1
h and u
k`1
h using (3.53)
9: if res ă tol2 then
10: STOP
11: end if
12: end for
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If the residual reaches a prescribed tolerance tol1, the mesh will be refined. Since an interpo-
lation error will be introduced with every refinement, we have to limit the number of refinement
steps by max_ref ine_steps. Once the residual reaches the tolerance tol2, the algorithm will
finally be terminated.
In the following, we give an overview of the relevant estimators in this work. We start with the
description based on the approximation of a PDE only. Afterwards, we extend the considera-
tions to optimal control problems. We only consider model problems, which are handled in the
given literature. The estimators applied to the model problems in this work can be found in the
relevant chapters.
3.3.1 Residual Error Estimator
For the introduction of the residual based error estimator we consider the PDE
´ ∆y “ f , (3.54)
with homogeneous Dirichlet boundary conditions and a general right hand side f .
In the following, Bκ denotes the edges of an element κ. The set of all interior edges is given
by ΓI . If we evaluate the PDE with the computed solution yh, we obtain a cell residual for each
element
rκpyhq “ ∆yh ` f for κ P Th.
Since the gradient of the computed solution might have jumps between the elements, we intro-
duce the edge-based residuals re
repyhq “ v∇yhw for e P ΓI .
Here, e is an interior edge between two elements κ` and κ´ with corresponding unit outward
normal vectors n` and n´, where v¨w defines the jump over the edge e, i.e.,
vww :“ w |κ` n` ` w |κ´ n´ for e “ Bκ` X Bκ´.
Next, we consider a weak formulation of our example problem, with y P V “ H10pΩq satisfying
apy , vq “ p∇y ,∇vqL2 “ pf , vqL2 for all v P H10pΩq. (3.55)
Its discretization by finite elements is given by yh P Vh Ă H10pΩq and fulfills
p∇yh,∇vhqL2 “ pf , vhqL2 for all vh P Vh.
Vh Ă V is the finite element space, e.g., consisting of piecewise continous polynomials. Con-
sidering the residual rpyhq “ f ´ apyh, ¨q P V 1, we obtain
ă rpyhq, v ąV 1,V “ pf , vqL2 ´ apyh, vq “ pf , vqL2 ´ p∇yh,∇vqL2
“ pf , vqL2 ´
ÿ
κPTh
p∇yh,∇vqL2pκq
“ pf , vqL2 ´
ÿ
κPTh
˜
p´∆yh, vqL2pκq `
ÿ
ePBκ
p∇yh ¨ n, vqL2peq
¸
“
ÿ
κPTh
prκpyhq, vqL2pκq ´
ÿ
ePΓI
prepyhq, vqL2peq.
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Since ă rpyhq, v ąV 1,V“ă rpyhq, v ´ Ihv ąV 1,V for an approximation Ihv P Vh of v , an upper
bound of the cell and edge based norms of v ´ Ihv is needed. There are several possibilities
for the choice of Ihv that all satisfy an approximation property in the sense of (see [AO00], p.
14) ÿ
κPTh
h´2κ }v ´ Ihv}2L2pκq `
ÿ
ePΓI
h´1e }v ´ Ihv}2L2peq ď C}∇v}2L2 ,
with a constant C ą 0. Therefore, it follows
ă rpyhq, v ąV 1,V ď
˜ÿ
κPTh
h2κ}rκpyhq}2L2pκq
¸1{2 ˜ÿ
κPTh
h´2κ }v ´ Ihv}2L2pκq
¸1{2
`
˜ÿ
ePΓI
he}repyhq}2L2peq
¸1{2 ˜ÿ
ePΓI
h´1e }v ´ Ihv}2L2peq
¸1{2
ď Cη }∇v}L2
with
η2 :“
ÿ
κPTh
h2κ}rκpyhq}2L2pκq `
ÿ
ePΓI
he}repyhq}2L2peq. (3.56)
Hence, the residual error estimator is based on the cell and edge residuals. The local contribu-
tion for an element is given by
ηκ :“
˜
h2κ}rκpyhq}2L2pκq `
1
2
ÿ
ePBκ
he}repyhq}2L2peq
¸1{2
, (3.57)
with the cell diameter hκ and the edge length he . It holds
η2 “
ÿ
κPTh
η2κ.
For the Poisson problem (3.54) it follows immediately
}y ´ yh}H1 ď C
˜ÿ
κPTh
η2κ
¸1{2
.
A detailed analysis of this error estimator is given, e.g., in [Ver94, Bra07].
Remark 3.5. We note that usually some higher order terms are included in the global error
estimator, which depend on the smoothness of the given data (see [BC04]). Often, these terms
are omitted during the process of choosing the cells for refinement.
Given an error estimator for a single PDE, we now consider the simple distributed optimal
control problem in order to minimize the functional
Jpy , uq “ 1
2
}y ´ yd}2L2 `
µ
2
}u}2L2 ,
for µ ą 0, such that py , uq satisfy (3.54). The control u P L2pΩq acts as the right hand side. The
primal and adjoint equation in variational form are given by
p∇y ,∇vqL2 “ pu, vqL2 for all v P H10pΩq,
p∇λ,∇vqL2 “ py ´ yd , vqL2 for all v P H10pΩq.
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The discretized form reads
p∇yh,∇vhqL2 “ puh, vhqL2 for all vh P Vh,
p∇λh,∇vhqL2 “ pyh ´ yd , vhqL2 for all vh P Vh.
Following the approach in [HHIK08], we define a residual based a posteriori error estimator for
the optimal control problem with respect to the state as well as the adjoint equation. Hence,
next to (3.57) for the state
ηκ,y :“
˜
h2κ}rκpyhq}2L2pκq `
1
2
ÿ
ePBκ
he}repyhq}2L2peq
¸1{2
,
we also define
ηκ,λ :“
˜
h2κ}rκpλhq}2L2pκq `
1
2
ÿ
ePBκ
he}repλhq}2L2peq
¸1{2
,
with rκpyhq “ ∆yh ` uh, rκpλhq “ ∆λh ` yh ´ yd for κ P Th and repyhq “ v∇yhw, repλhq “ v∇λhw
for e P ΓI . Finally, it is
η2κ :“ η2κ,y ` η2κ,λ.
In [HHIK08] estimators of this kind were shown to satisfy reliability and efficiency conditions for
some model problems.
3.3.2 Dual Weighted Residual Error Estimator
In many applications one is interested in the approximation of the error of a given target func-
tional. This situation occurs naturally in the context of optimization. For introducing the dual
weighted residual error estimator we follow the approach in [BR01]. Therefore, consider a func-
tional L : X Ñ R for a function space X. Suppose that we are trying to find a stationary point
x P X in the sense that
∇Lpxqv “ 0 for all v P X.
Additionally, consider the discretized problem using Xh Ă X
∇Lpxhqvh “ 0 for all vh P Xh.
According to [BR01], the error in the functional can be represented by
Lpxq ´ Lpxhq “ 1
2
min
vhPXh
∇Lpxhqrx ´ vhs ` Rh. (3.58)
The remainder term Rh, given in terms of the error e “ x ´ xh, is of third order. Since Rh will
usually be neglected in the error estimators and we only give a brief overview here, we do not
state the explicit form of any remainder terms Rh in the following. We only note, that in the case
of a linear state equation and a quadratic cost functional, the term Rh cancels out. We refer to
[BR01] for details.
We now consider the general optimization problem in y P V for a Hilbert space V
min Jpyq s.t. ă Apyq, v ąV 1,V“ă f , v ąV 1,V for all v P V.
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Here, A is a given differential operator in y . The functional of interest L is represented by the
Lagrangian
Lpy , λq “ Jpyq´ ă Apyq ´ f , λ ąV 1,V
with x “ py , λq. As an example for A, consider the Laplacian as in (3.54) with its weak formu-
lation (3.55). We seek a stationary point with ∇Lpxq “ 0 or, equivalently,
ă Apyq, v ąV 1,V “ă f , v ąV 1,V for all v P V,
ă Ay pyqv , λ ąV 1,V “ Jy pyqv for all v P V.
Additionally, in a discretized manner it holds
ă Apyhq, vh ąV 1,V “ă f , vh ąV 1,V for all vh P Vh Ă V, (3.59)
ă Ay pyhqvh, λh ąV 1,V “ Jy pyhqvh for all vh P Vh Ă V. (3.60)
Note that the second equation defines the adjoint equation. The relation
Lpy , λq ´ Lpyh, λhq “ Jpyq ´ Jpyhq,
together with (3.58) applied to the Lagrangian, yields the following error representation
Jpyq ´ Jpyhq “ 1
2
min
vhPVh
ă rpyhq, λ´ vh ąV 1,V `1
2
min
vhPVh
ă rpλhq, y ´ vh ąV 1,V `Rh,
where the primal and adjoint residuals are given by rpyhq “ă f ´ Apyhq, ¨ ąV 1,V P V 1 and
rpλhq “ Jy pyhq´ ă Ay pyhq¨, λh ąV 1,V P V 1. Further reformulations of the the adjoint residual in
terms of the primal residual (see [BR01]) finally yields
Jpyq ´ Jpyhq “ min
vhPVh
ă rpyhq, λ´ vh ąV 1,V `Rh.
Remark 3.6. An alternative derivation of the error in the functional, without the remainder term,
is possible by considering the following adjoint problemż 1
0
ă Ay pyh ` seqv , λ ąV 1,V ds “
ż 1
0
Jy pyh ` seqv ds for all v P V, (3.61)
with the error e “ y ´ yh. Then, it follows for an arbitrary vh P Vh
Jpyq ´ Jpyhq “
ż 1
0
Jy pyh ` seqe ds “
ż 1
0
ă Ay pyh ` seqe, λ ąV 1,V ds
“ă Apyq, λ ąV 1,V ´ ă Apyhq, λ ąV 1,V
“ă Apyq, λ´ vh ąV 1,V ´ ă Apyhq, λ´ vh ąV 1,V
“ă f , λ´ vh ąV 1,V ´ ă Apyhq, λ´ vh ąV 1,V
“ă rpyhq, λ´ vh ąV 1,V
and therefore
Jpyq ´ Jpyhq “ min
vhPVh
ă rpyhq, λ´ vh ąV 1,V .
Since the adjoint problem (3.61) depends on the exact solution, one needs to replace y by a
suitable approximation. The obvious choice yh reduces (3.61) to the standard adjoint problem
ă Ay pyhqv , λ ąV 1,V“ Jy pyhqv for all v P V.
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Overall, omitting the remainder term and choosing a suitable approximation vh “ Ihλ, one is left
with the error representation
Jpyq ´ Jpyhq «ă rpyhq, λ´ Ihλ ąV 1,V , (3.62)
where still an approximation of the adjoint needs to be chosen. Obviously, λ cannot be approx-
imated in Vh. Often, one chooses a higher polynomial degree to get an approximation that we
denote by λ¯h. Furthermore, after a distribution over the cells, we are left with
Jpyq ´ Jpyhq «ă rpyhq, λ¯h ´ Ihλ ąV 1,V“
ÿ
κPTh
ηκ. (3.63)
Here, ηκ denotes the local error estimator that consists of local primal residuals weighted with
the discrete adjoint solution.
For the application in optimal control, we follow [BKR00, BR01] and consider specifically the
linear model problem
´∆y ` y “ 0 in Ω,
Bny “ u on Γu,
Bny “ 0 on BΩzΓu.
Therefore, the control acts as a Neumann boundary on Γu Ă BΩ. The objective functional is
given by
Jpy , uq “ 1
2
}y ´ yd}2L2pΓd q `
µ
2
}u}2L2pΓuq,
where Γd Ă BΩ. We obtain the first order optimality system in variational form by computing the
stationary points py , λ, uq P H1pΩq ˆH1pΩq ˆ L2pΓuq for the Lagrangian
Lpy , λ, uq “ Jpy , uq ´ p∇y ,∇λqL2 ´ py , λqL2 ` pu, λqL2pΓuq,
and therefore
p∇y ,∇vqL2 ` py , vqL2 ´ pu, vqL2pΓuq “ 0 for all v P H1pΩq,
p∇λ,∇vqL2 ` pλ, vqL2 “ py ´ yd , vqL2pΓd q for all v P H1pΩq,
pµu ` λ, qqL2pΓuq “ 0 for all q P L2pΓuq.
Its discretization reads with Vh Ă V :“ H1pΩq, Uh Ă U :“ L2pΓuq
p∇yh,∇vhqL2 ` pyh, vhqL2 ´ puh, vhqL2pΓuq “ 0 for all vh P Vh, (3.64a)
p∇λh,∇vhqL2 ` pλh, vhqL2 “ pyh ´ yd , vhqL2pΓd q for all vh P Vh, (3.64b)
pµuh ` λh, qhqL2pΓuq “ 0 for all qh P Uh. (3.64c)
We apply the above formalism, (3.58) with x “ py , λ, uq, to the Lagrangian, which leads to an
error representation similar to (3.62) consisting of weighted primal, adjoint as well as control
residual. For the example problem the remainder term cancels, and we obtain the exact error
representation
Jpy , uq´Jpyh, uhq “ 1
2
ă rpyhq, λ´Ihλ ąV 1,V `1
2
ă rpλhq, y´Ihy ąV 1,V `1
2
ă rpuhq, u´Ihu ąU1,U
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for suitable approximations Ihλ, Ihy , Ihu and the residuals defined by (3.64). Integration by parts
finally yields an upper bound of weighted cell and edge residuals. Hence, we define the cell
residuals
rκpyhq “ ∆yh ´ yh,
rκpλhq “ ∆λh ´ λh,
as well as the edge residuals
repyhq “
$’’&’’%
1
2v∇yhw if e R BΩ
Bnyh if e P BΩzΓu
Bnyh ´ uh if e P Γu,
repλhq “
$’’&’’%
1
2v∇λhw if e R BΩ
Bnλh if e P BΩzΓd
Bnλh ` yh ´ yd if e P Γd ,
repuhq “
#
µuh ` λh if e P Γu
0 if e R Γu.
We then obtain the upper bound
|Jpy , uq ´ Jpyh, uhq| ď
ÿ
κPTh
ηκ “
ÿ
κPTh
`
ηyκω
λ
κ ` ηλκωyκ ` ηuκωuκ
˘
with
ηyκ “ }rκpyhq}L2pκq ` h´1{2κ }repyhq}L2pBκq,
ωλκ “ }λ´ Ihλ}L2pκq ` h1{2κ }λ´ Ihλ}L2pBκq,
ηλκ “ }rκpλhq}L2pκq ` h´1{2κ }repλhq}L2pBκq,
ωyκ “ }y ´ Ihy}L2pκq ` h1{2κ }y ´ Ihy}L2pBκq,
ηuκ “ h´1{2κ }repuhq}L2pBκq,
ωuκ “ h1{2κ }u ´ Ihu}L2pBκq.
Remark 3.7. We note that the dual weighted residual error estimator formally contains the
components of the primal, adjoint and design residuals. Nevertheless, we use it in the applica-
tion chapter 7 for a shape optimization problem with the primal residual distribution only. This
reduction relies on the use of existing routines in the provided code. An error estimator based
on primal and adjoint residual for shape optimization is used in [Lu05].
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Chapter 4
Optimal Control of the Solid Fuel
Ignition Model
In this chapter, we consider the one-shot optimization algorithm applied to the stationary solid
fuel ignition model. The PDE occurs, e.g., in combustion processes in chemical reactors
[BE89]. In a function space setting, we construct a suitable and easy fixed-point iteration for the
state as well as the adjoint state according to the general setting in section 3.2. The solid fuel
ignition model is attractive in the sense that it provides an easy construction of the fixed-point
iteration incorporating the Laplacian. Therefore, it can be studied easily in function spaces.
Still, it inhabits an interesting nonlinearity.
Its optimal control was studied in [CKP98, BK00, IK02]. To guarantee the existence of an
optimal solution, the gradient of the state can be included in the cost functional [IK02]. This
technique is also applied in [BK00], where the authors alternatively include the exponential
term. In this work, we will assume a bound on the nonlinearity directly. The optimal control of
the time-dependent solid fuel ignition model is handled in [Kau98, KK00, IK02].
We start this chapter by introducing the state equation and continue with an existence proof for
the optimal control problem. The convergence analysis of the one-shot method will be speci-
fied in section 4.3. Here, the special structure of the problem as well as the easy choice of the
preconditioner offers several simplifications. The most important step is the reduction of dual
product to scalar product formulations. We close the chapter by numerical results that clearly
show the mesh-independent behavior of the optimization method. This motivates to further
include an adaptive step in the algorithm.
4.1 Governing Equations
The stationary solid fuel ignition model is given by the following PDE
∆y ` δ ey “ 0 in Ω,
y “ 0 on Γ, (4.1)
where Ω Ă R2 is an open, bounded domain with Lipschitz boundary Γ :“ BΩ and δ P R`. The
existence and uniqueness of solutions for (4.1) depends on the domain Ω as well as the positive
constant δ [BE89]. More precisely, depending on Ω, there exists δ¯ P p0,8q, so that there exists
at least one solution y P CpΩ¯q X C2pΩq for δ P p0, δ¯q, but no such solution if δ P pδ¯,8q. In the
case of the unit ball, it is even possible to state the solutions explicitly and also to give conditions
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on the precise number of solutions depending on δ and the dimension of the domain [Kau98].
For example, in R2, it is δ¯ “ 2 and there exist exactly two solutions if δ P p0, δ¯q, one solution for
δ “ δ¯ and no solution if δ P pδ¯,8q. By introducing a source term u, the PDE may admit solution
pairs py , uq for some values of δ, for which (4.1) does not have a solution. Therefore, we first
define an appropriate concept of a solution of
∆y ` δ ey ` u “ 0 in Ω,
y “ 0 on Γ. (4.2)
Definition 4.1. Let u P L2pΩq. A function y P H10pΩq is called a solution of (4.2) if ey P L1pΩq
and y satisfies (4.2) in the distributional sense.
4.2 Problem Formulation
For the optimal control of the solid fuel ignition model we consider a tracking-type cost functional
combined with a control acting as the source term in (4.2):
min Jpy , uq “ 1
2
}y ´ yd}2L2 `
µ
2
}u}2L2
s.t. ∆y ` δ ey ` u “ 0 in Ω,
y “ 0 on Γ.
,////.////- (4.3)
Here, it is y P Y “ H10pΩq, u P U “ L2pΩq as well as yd P L2pΩq and µ ą 0. We obtain
boundedness of y through the right hand side in ´∆y “ δ ey ` u, which necessitates the
boundedness of the nonlinearity ey . As mentioned in the introduction, this can be done by
bounding the term in the cost functional as in [Kau98, BK00, IK02]. Here, we assume an
explicit bound on the nonlinearity
eypxq ď M, for a.e. x P Ω (4.4)
to get existence of a solution for problem (4.3).
Theorem 4.1. Let Tad :“ tpy , uq P H10pΩq ˆ L2pΩq, s.t. (4.2) and (4.4) are satisfiedu, then (4.3)
admits an optimal solution py‹, u‹q P Tad .
Proof. Since the feasible set Tad is nonempty and the cost functional is bounded from below,
there exists a minimizing sequence tpyn, unqu P Tad with
lim
nÑ8 Jpy
n, unq “ inf
py,uqPTad
Jpy , uq.
Since Jpy , uq Ñ 8 for }u}L2 Ñ 8, tunu is bounded in L2pΩq. Therefore, there exists a subse-
quence that converges weakly to a limit u‹ in L2pΩq. Next, we need to show the convergence
of a subsequence of tynu in H10pΩq. Since for tpyn, unqu P Tad , teynu is bounded in L2pΩq, there
is a subsequence, which converges weakly to an element w‹. pyn, unq is a solution to (4.2) for
every n and therefore, yn solves the linear boundary value problem
´∆yn “ Rn in Ω,
yn “ 0 on Γ,
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with Rn “ eyn`un. tRnu converges weakly to w‹`u‹ in L2pΩq. Additionally, Rn ÞÑ yn is a linear
and continuous mapping from L2pΩq to H10pΩq and therefore weakly sequentially continuous.
We obtain the weak convergence of tynu to y‹ in H10pΩq, up to a subsequence. Summarizing,
we obtain yn á y‹ in H10pΩq, un á u‹ in L2pΩq and eyn á w‹ in L2pΩq.
We still need to show that py‹, u‹q is a solution of (4.2). Since H10pΩq is compactly embedded in
L2pΩq, it follows that yn Ñ y‹ in L2pΩq. Because of the continuity of the superposition operator,
it follows that eyn Ñ ey‹ in L2pΩq. For every v P H10pΩq the expression
pyn, vqH10 ´ δpey
n
, vqL2 “ pun, vqL2
converges to
py‹, vqH10 ´ δpey
‹
, vqL2 “ pu‹, vqL2 .
Since J is weakly lower semicontinuous it follows that py‹, u‹q is optimal.
We can reformulate the state equation (4.2) as a fixed-point equation
y “ Gpy , uq :“ p´∆q´1pδ ey ` uq (4.5)
and assume a contraction factor of ρG , i.e.,
}Gy py , uq} ď ρG ă 1. (4.6)
Therefore, it holds as in (3.21)
epy , uq “ F pyqry ´ Gpy , uqs,
with F pyq “ F “ ´∆. Formally, we can derive the optimality system for problem (4.3) as
∆y ` δ ey ` u “ 0, y |Γ “ 0, (4.7a)
∆λ` δ λey ` y ´ yd “ 0, λ|Γ “ 0, (4.7b)
µu ` λ “ 0, a.e.in Ω. (4.7c)
For a detailed reference on the existence of Lagrange multipliers we refer to [IK02]. Note that
due to (4.6) there exists a solution of the linearized fixed-point equation
x “ Gy py , uqx.
Consequently, there exists a unique adjoint λ that solves (4.7b).
4.3 Convergence Analysis
Concerning the one-shot method, one can exploit the special structure of the solid fuel ignition
model to obtain better convergence conditions. Particularly, the chosen operator F pyq has a
simple structure, namely F pyq “ F “ ´∆, and the dual product incorporating the operator F
reduces to the scalar product in H10pΩq. Hence, the Lagrangian (3.22) in the general approach
given by
Lpy , λ, uq “ Jpy , uq´ ă ´∆λ, y ´ Gpy , uq ąH´1,H10
reduces directly to
Lpy , λ, uq “ Jpy , uq ´ pλ, y ´ Gpy , uqqH10 .
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For this problem, we can define the shifted Lagrangian as in the finite-dimensional approach
directly by
Npy , λ, uq :“ Jpy , uq ` pλ,Gpy , uqqH10 .
Note that
λ “ Ny py , λ, uq “ Φpy , λ, uq in H10pΩq
corresponds to the adjoint fixed-point equation. Additionally, it holds λ˜ “ λ and Φ˜ “ Φ in (3.41).
Remark 4.1. Notice that, since }Gy py , uq} ď ρG ă 1 holds, the adjoint equation has the same
contraction factor ρG , see also Remark 3.1. In fact, from
Ny py , λ, uq “ Jy py , uq ` Gy py , uq˚λ
we get
Nyλpy , λ, uq “ Gy py , uq˚
and therefore }Nyλpy , λ, uq} “ }Gy py , uq˚} “ }Gy py , uq} ď ρG ă 1.
For the analysis of the one-shot method for this first model problem, we easily choose B “ γI,
γ ą 0. Then, according to (3.26), the one-shot iteration can be written as
y k`1 “ Gpy k , ukq “ p´∆q´1pδ ey k ` ukq, (4.8a)
λk`1 “ Ny py k , λk , ukq “ p´∆q´1pδ λkey k ` y k ´ ydq, (4.8b)
uk`1 “ uk ´ 1
γ
Nupy k , λk , ukq “ uk ´ 1
γ
pµuk ` λkq. (4.8c)
We can also get the iterative method (4.8) directly from the optimality system (4.7). How the
constant γ can be set will be determined in the subsequent analysis.
A first step in the convergence proof of Theorem 3.6 was to show that every stationary point is
a stationary point of the augmented Lagrangian. In the case of the solid fuel ignition model, or
any fixed-point iteration with F “ ´∆, the equivalence between stationary points of the control
problem and the augmented Lagrangian can be obtained under less restrictive assumptions
on the constants α and β. In the following, we will set without loss of generality δ “ 1. The
augmented Lagrangian (3.42), which is needed for the convergence analysis in this chapter, is
given by
Lapy , λ, uq “ Lpy , λ, uq ` α
2
}Gpy , uq ´ y}2H10 `
β
2
}Ny py , λ, uq ´ λ}2H10
“ 1
2
}y ´ yd}2L2 dx `
µ
2
}u}2L2 ´
`
λ, y ´ p´∆q´1pδ ey ` uq˘
H10
` α
2
}p´∆q´1pδ ey ` uq ´ y}2H10 `
β
2
}p´∆q´1pδ λey ` y ´ ydq ´ λ}2H10 .
Theorem 4.2. If there exist constants α ą 0 and β ą 0 such that the following condition is
fulfilled
αβp1´ ρGq2 ą 1` C2Ω β }λey ` 1}L2 , (4.9)
where CΩ is the Poincaré inequality constant, then a point is a stationary point of La if and only
if it solves the optimality system (4.7).
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Proof. We start by computing the gradient of La. For v , w P H10pΩq and h P L2pΩq we obtain
Lay py , λ, uqw “ py ´ yd , wqL2 ´ pλ,wqH10 ` pλ, p´∆q´1peywqqH10
` αpp´∆q´1pey ` uq ´ y , p´∆q´1peywq ´ wqH10
` βpp´∆q´1pλey ` y ´ yd q ´ λ, p´∆q´1pλeyw ` wqqH10 ,
Laλpy , λ, uqv “ pp´∆q´1pey ` uq ´ y , vqH10
` βpp´∆q´1pλey ` y ´ yd q ´ λ, p´∆q´1pvey q ´ vqH10 ,
Laupy , λ, uqh “ µpu, hqL2 ` pλ, hqL2 ` αpp´∆q´1pey ` uq ´ y , p´∆q´1hqH10 .
Since we aim to find a descent direction later, we write this in the form
´Lay py , λ, uqw “ ´ps2, wqH10 ` αps1, w ´ p´∆q´1peywqqH10 ´ βps2, p´∆q´1pλeyw ` wqqH10 ,
´Laλpy , λ, uqv “ ´ps1, vqH10 ` βps2, v ´ p´∆q´1pvey qqH10 ,
´Laupy , λ, uqh “ γps3, hqL2 ´ αps1, p´∆q´1hqH10 ,
with
s “
¨˝
s1
s2
s3
‚˛“
¨˚
˝ Gpy , uq ´ yNy py , λ, uq ´ λ
´ 1γNupy , λ, uq
‹˛‚“
¨˚
˝ p´∆q´1pey ` uq ´ yp´∆q´1pλey ` y ´ yd q ´ λ
´ 1γ pµu ` λq
‹˛‚. (4.10)
If s “ 0, it follows immediately that ´∇La “ 0. For the other direction, we can write down
´∇La “ 0 as the system of partial differential equations
∆s2 ´ αs1ey ´ α∆s1 ´ βs2λey ´ βs2 “ 0,
∆s1 ´ β∆s2 ´ βs2ey “ 0,
γs3 ´ αs1 “ 0.
Since s3 is only present in the third equation and it is uniquely determined once s1 is known, we
restrict our attention to the first two equations. From ´Laλpy , λ, uqv “ 0 it follows
ps1, vqH10 “ βps2, v ´ p´∆q´1pvey qqH10 “ βps2 ´ p´∆q´1ps2ey q, vqH10
and therefore
ps1, w ´ p´∆q´1peywqqH10 “ βps2 ´ p´∆q´1pey s2q, w ´ p´∆q´1peywqqH10 .
We plug this into ´Lay py , λ, uqw “ 0 and obtain the variational equality
apw, vq :“´ pv , wqH10 ` αβpv ´ p´∆q´1peyvq, w ´ p´∆q´1peywqqH10
´ βpv , p´∆q´1pλeyw ` wqqH10
“0.
Taking v “ w we get
apw,wq ě ´}w}2H10 ` αβ}w ´ p´∆q
´1peywq}2H10 ´ C
2
Ωβ}λey ` 1}L2}w}2H10
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and
}w ´ p´∆q´1peywq}H10 ě p1´ ρGq}w}H10
for a contraction factor ρG . It then follows that
apw,wq ě ´}w}2H10 ` αβp1´ ρGq
2}w}2H10 ´ C
2
Ω β}λey ` 1}L2}w}2H10
“ pαβp1´ ρGq2 ´ 1´ C2Ω β}λey ` 1}L2q}w}2H10 .
Therefore, from (4.9) we obtain coercivity.
Furthermore, the minimization property (3.46) for this problem reduces to
pλ, y ´ p´∆q´1pey ` uqqH10 ď
α
2
}p´∆q´1pey ` uq ´ y}2H10
` β
2
}p´∆q´1pλey ` y ´ yd q ´ λ}2H10 .
(4.11)
For the descent condition (3.45) we choose γ˜ “ µ for the solid fuel ignition model, as mentioned
in Remark 3.2.
Theorem 4.3. If there exist constants α ą 0 and β ą 0 such that the following conditions are
fulfilled
αp1´ ρGq ´ }p´∆q´1}2 α
2
2µ
ą 1` C2Ω β2 }λe
y ` 1}L2 , (4.12a)
βp1´ ρGq ą 1` C2Ω β2 }λe
y ` 1}L2 , (4.12b)
γ ą µ
2
, (4.12c)
then the one-shot iterate yields descent on La.
Proof. The bilinear form is given by
Bppw, v, hq, pw, v, hqq :“ ´2pw, vqH10 ` αpw,w ´ p´∆q´1peywqqH10
´ βpv , p´∆q´1pλeyw ` wqqH10 ` βpv , v ´ p´∆q´1peyvqqH10
` γph, hqL2 ´ αpw, p´∆q´1hqH10
with pw, v, hq P H10pΩq ˆ H10pΩq ˆ L2pΩq. Following the same steps as in Theorem 3.7 and
choosing γ˜ “ µ, we obtain the result.
Remark 4.2. From (4.12a) and (4.12b) we obtain estimates for α. (4.12a) yields
αrp1´ ρGq ´ }p´∆q´1}2 α
2µ
s ą 1` C2Ω β2 }λe
y ` 1}L2 ą 1 ą 0 (4.13)
and therefore
p1´ ρGq ´ }p´∆q´1}2 α
2µ
ą 0 ñ α ă 2µ}p´∆q´1}2 p1´ ρGq.
Additionally, from (4.13) we get the lower bound
p1´ ρGq ´ }p´∆q´1}2 α
2µ
ą 1
α
.
The case α ă 1 yields p1´ ρGq´ }p´∆q´1}2 α2µ ą 1 and therefore α ă ´ 2ρGµ}p´∆q´1}2 , which results
in a contradiction. Therefore, we have α ą 1.
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In the same way, the assumptions for the sufficient decrease in Theorem 3.8 can be specified.
Theorem 4.4. If there exist constants α ą 0 and β ą 0 such that the following conditions are
fulfilled
αp1´ ρGq ´ }p´∆q´1}2 α
2
2µ
ą 1` CNyy β2 , (4.14a)
βp1´ ρGq ą 1` CNyy β2 , (4.14b)
γ ą µ
2
, (4.14c)
where CNyy is independent of any iterates py k , λk , ukq, the angle condition (3.49) is satisfied in
a neighborhood of the local optimum.
Proof. We refer to the proof of Theorem 4.3 and Theorem 3.8.
The contraction factor can be approximated as explained in Remark 3.4. Alternatively, with
Gy py , uqw “ p´∆q´1pδeywq an upper bound of }Gy py , uq} is given directly by
}Gy py , uq} ď CΩ}p´∆q´1}}δey }L2 . (4.15)
}p´∆q´1} corresponds to CGu in Theorem 3.8. The term C2Ω}λey ` 1}L2 in (4.12a) and (4.12b)
corresponds to }Φy py , λ, uq} “ }Nyy py , λ, uq}. In fact, it is
}Nyy py , λ, uq} :“ sup
}v}
H1
0
“}w}
H1
0
“1
|Nyy py , λ, uqrv , w s|
“ sup
}v}
H1
0
“}w}
H1
0
“1
ˇˇˇˇż
Ω
vwp1` λey q dx
ˇˇˇˇ
(4.16)
ď C2Ω}λey ` 1}L2 .
This yields the upper bound CNyy , because it follows
}Nyy py , λ, uq} ď C}λ}L2}ey }L2 ,
for some constant C that may still depend on the domain. The term }ey }L2 is bounded due to
(4.4), and with (4.7c) we obtain
}Nyy py , λ, uq} ď C}u}L2 .
For a given starting iterate py0, λ0, u0q we consider the level set
N0 :“ tpy , λ, uq P H10pΩq ˆH10pΩq ˆ L2pΩq : Lapy , λ, uq ď Lapy0, λ0, u0qu.
From (3.36), i.e.,
}u ´ u‹}2L2 ď CpLapy0, λ0, u0q ´ Lapy‹, λ‹, u‹qq
for py , λ, uq P N0, it follows in particular
}u}2L2 ď CpLapy0, λ0, u0q ´ Lapy‹, λ‹, u‹q ` }u‹}2L2q
and finally, since the right hand side is independent of any iterates,
}Nyy py , λ, uq} ď CNyy .
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4.4 Implementation and Numerical Results
We test the one-shot method applied to the solid fuel ignition model for several functions yd . In
the following, we briefly describe the aspects concerning the discretization of the PDEs. The
problems were solved using the finite element library deal.II1.
4.4.1 Discretization
We consider the domain Ω “ r0, 1s2 subdivided into a shape-regular mesh Th consisting of
quadrilaterals κ. The optimization problem is solved by discretizing the PDEs involved in the
one-shot method (4.8) with continuous piecewise linear finite elements [QV08, Bra07]. We
denote the space of polynomials of degree less than or equal to one by P1. Let
Vh :“ tvh P C0pΩq : vh|κ P P1pκq, κ P Thu,
then yh, λh, uh P Vh denote the finite element approximations to the primal y , the dual λ and the
control u. Therefore, in every iteration step of the one-shot method, we solve the finite element
problem
p∇y k`1h ,∇vhqL2 “ pδ ey
k
h ` ukh , vhqL2 , vh P Vh, (4.17a)
p∇λk`1h ,∇vhqL2 “ pδ λkh ey
k
h ` y kh ´ yd , vhqL2 , vh P Vh, (4.17b)
uk`1h “ ukh ´
1
γ
pµukh ` λkhq. (4.17c)
4.4.2 Numerical Results
We update yh, λh and uh according to (4.17). As a stopping criteria we verify that the following
residual of the coupled iteration is less than some given tolerance tol , i.e.,
res “ }y k`1h ´ y kh }H10 ` }λk`1h ´ λkh}H10 ` |Lupy k`1h , λk`1h , uk`1h q| ď tol . (4.18)
For all the computations we set tol “ 10´5. We start with u0h ” 1, y0h ” 1, λ0h ” 0 and
ydpx1, x2q “ x1x2. The numerical results for µ “ γ “ 0.005 and δ “ 1 can be seen in Figure 4.1
on page 55.
The choice of δ has an important effect on the solutions. The control for different values of δ
and µ “ γ “ 0.01 is shown in Figure 4.2 on page 56.
We first analyze the convergence behavior for the coupled one-shot iteration for µ “ 0.01 and
γ “ 0.02. Figure 4.3 on page 57 shows the primal residual }y k`1h ´ y kh }H10 , the dual residual
}λk`1h ´ λkh}H10 as well as the total residual as given in (4.18). Primal and dual iteration develop
the same convergence behavior and the same convergence rate can be seen clearly. In addi-
tion, we numerically investigate the assumptions of the main convergence theorem 4.3 for the
local optimum py‹, u‹q with corresponding dual λ‹. With the approximation of the contraction
factor ρG given by (4.15), we obtain ρG « 0.0383. The relevant norm }λ‹ey‹ ` 1}L2 is given by
0.99. With CΩ “ 1?2 for the unit square, the conditions (4.12) are, e.g., satisfied for α “ 3 and
β “ 2.
1http://www.dealii.org
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Figure 4.1: Numerical solution for µ “ γ “ 0.005, δ “ 1 and yd “ x1x2
The number of iterations for a complete one-shot optimization are displayed in Tables 4.1 to 4.3
on pages 57 and 58 for various regularization parameters µ, preconditioners γ and degrees
of freedom (Dofs). Here, δ is fixed to 1. The symbol 8 indicates divergence of the one-shot
method.
For all choices of µ and γ the number of iterations seem to be independent of the number of
grid points. The best results are obtained for γ close to µ. More precisely, for µ “ 0.1 the best
results are obtained for γ “ µ, but for µ “ 0.01 and µ “ 0.005 they are obtained for γ “ 2µ.
Remark 4.3. This optimal choice of γ with respect to µ cannot be generalized. Numerical
experiments for other desired states indicate different optimal values for γ.
In all three cases the numerical results reflect the condition (4.12c) in Theorem 4.3. The method
diverges if the condition is violated, i.e., if γ ď µ{2.
The numerical mesh-independent behavior motivates the idea of applying the adaptive one-
shot strategy in Algorithm 2. Therefore, we extend (4.17) by an additional adaptive step, i.e.,
we refine or coarsen the grid according to an error estimator and interpolate the solutions to
the new mesh. For the refinement process we choose a residual type error estimator for the
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Figure 4.2: Control for µ “ γ “ 0.01 and yd “ x1x2
cells and the faces with respect to the state and adjoint, as explained in section 3.3.1:
η2κ,y “ h2κ}∆yh ` δ eyh ` uh}2L2pκq `
1
2
ÿ
ePBκ
he}v∇yhwe}2L2peq,
η2κ,λ “ h2κ}∆λh ` δ λheyh ` yh ´ yd}2L2pκq `
1
2
ÿ
ePBκ
he}v∇λhwe}2L2peq,
η2κ “ η2κ,y ` η2κ,λ.
If the residual, as defined in (4.18), is small enough and reaches a given tolerance tol1, the
mesh will be refined. If the residual reaches tol2, we will stop the one-shot iteration.
The 40% of the cells with the largest error indicator are refined, those 20% with the smallest are
coarsened. This error estimate may not be optimal for the problem but serves as a good test.
The final adaptively generated grids after 6 refinement steps are plotted for µ “ γ “ 0.1, δ “ 1
in Figure 4.4a and δ “ 2 in Figure 4.4b on page 58 respectively. The initial grids were equally
distanced with 81 degrees of freedom.
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Figure 4.3: Residuals for µ “ 0.01, γ “ 0.02 and yd “ x1x2
# Dofs γ “ 0.05 γ “ 0.06 γ “ 0.08 γ “ 0.1 γ “ 0.2 γ “ 0.5
81 8 36 14 12 15 38
289 8 37 14 12 15 38
1089 8 37 14 12 15 38
4225 8 37 14 12 15 38
Table 4.1: Number of iterations for solid fuel ignition model with µ “ 0.1,
δ “ 1 and yd “ x1x2
#Dofs γ “ 0.005 γ “ 0.007 γ “ 0.01 γ “ 0.02 γ “ 0.05 γ “ 0.1
81 8 77 28 25 35 70
289 8 80 28 26 35 70
1089 8 80 28 26 35 70
4225 8 80 28 26 35 70
Table 4.2: Number of iterations for solid fuel ignition model with µ “ 0.01, δ “ 1
and yd “ x1x2
Remark 4.4. As far as we know, there is no theory about the optimal choice of the percentage
giving the amount of cells to be refined or coarsened. The values here were chosen out of
experiments and reflect the good resolution of the solution behavior.
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#Dofs γ “ 0.0025 γ “ 0.004 γ “ 0.005 γ “ 0.01 γ “ 0.05 γ “ 0.1
81 8 131 57 40 69 134
289 8 139 59 40 69 135
1089 8 141 60 40 69 135
4225 8 142 60 40 69 135
Table 4.3: Number of iterations for solid fuel ignition model with µ “ 0.005, δ “ 1
and yd “ x1x2
(a) δ “ 1 (b) δ “ 2
Figure 4.4: Adaptively generated grids for µ “ γ “ 0.1, tol1 “ 10´4, tol2 “ 10´5 and yd “ x1x2
As a second example we consider yd “ x1x2px1 ´ 1q with δ “ 1. The solutions for µ “ 0.0001
and γ “ 0.0055 can be seen in Figure 4.5 on page 59. Again, the mesh-independent behavior
can be seen in Table 4.4 for µ “ 0.001 and Table 4.5 for µ “ 0.0001.
#Dofs γ “ 0.004 γ “ 0.006 γ “ 0.008 γ “ 0.01 γ “ 0.015 γ “ 0.02
81 8 106 65 54 76 99
289 8 106 65 54 76 99
1089 8 101 69 57 76 99
4225 8 115 59 57 76 99
Table 4.4: Number of iterations for solid fuel ignition model with µ “ 0.001, δ “ 1
and yd “ x1x2px1 ´ 1q
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Figure 4.5: Numerical solution for µ “ 0.0001, γ “ 0.0055, δ “ 1 and yd “ x1x2px1 ´ 1q
#Dofs γ “ 0.004 γ “ 0.005 γ “ 0.0055 γ “ 0.006 γ “ 0.0065 γ “ 0.007
81 8 330 233 251 269 287
289 8 396 242 259 278 297
1089 8 411 246 260 278 297
4225 8 437 246 260 279 298
Table 4.5: Number of iterations for solid fuel ignition model with µ “ 0.0001, δ “ 1
and yd “ x1x2px1 ´ 1q
Figure 4.6 on page 60 shows the convergence progress including 4 adaptive steps. The inter-
polation error after adapting the grid can be seen clearly. The complete refined grid is given in
Figure 4.7 on page 60.
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Figure 4.6: Residuals for µ “ 0.0001, γ “ 0.0055 and yd “ x1x2px1 ´ 1q
Figure 4.7: Adaptively generated grid for µ “ 0.0001, γ “ 0.0055, tol1 “ 10´4, tol2 “ 10´5 and
yd “ x1x2px1 ´ 1q
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Chapter 5
Optimal Control of the Viscous
Burgers Equation
In this chapter, we consider the application of the one-shot method to the stationary viscous
Burgers equation. A similar approach as in the previous chapter, i.e., considering the inverse of
the Laplacian in the iteration, would lead to the same convergence analysis as before. Unfor-
tunately, the resulting one-shot method does not yield stable numerical results, which requires
the extension of the relevant iteration operators here. Simplifications as in chapter 4 are not
possible anymore and instead, we have to deal with the general approach in chapter 3.
The optimal control of the Burgers equation was primarily studied in the one-dimensional set-
ting. In [Vol97] the stationary as well as the time-dependent control based on the augmented
Lagrangian-SQP method was considered. Furthermore, [DLR03] analyzes the optimal control
with pointwise control constraints.
Again, this chapter starts with existence and uniqueness results concerning the governing
equations as well as the optimization problem. The emphasis lies in the two-dimensional case,
for which we could not find appropriate results in the literature, especially concerning the op-
timality system. We continue in section 5.3 with the relevant convergence results focusing on
the Burgers equations and finally, we close this chapter with numerical results for the one and
two-dimensional case.
5.1 Governing Equations
Originally, Burgers introduced the equation
yt ` yy 1 “ νy2 (5.1)
in [Bur40] as the simplest model for viscous fluids and ever since it was studied analytically
and numerically (see e.g. [Hop50]). Here, we are concerned with the stationary case with
homogeneous Dirichlet boundary conditions, i.e.,
´νy2 ` yy 1 “ f in Ω,
y “ 0 on Γ, (5.2)
which generalizes in a two-dimensional setting to
´ν∆y ` py ¨∇qy “ f in Ω,
y “ 0 on Γ. (5.3)
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The parameter ν ą 0 denotes the viscosity coefficient and f P L2pΩq a general right hand side
for the open and bounded domain Ω Ă R2. We note that we will consider the more general two-
dimensional setting here and in the following, so that the appropriate product vector spaces will
be used. The weak formulation of the Burgers equation is given by: Find y P H 10pΩq such that
apy , vq ` bpy , y , vq “ pf , vqL2 for all v P H 10pΩq, (5.4)
with the bilinear form a : H 10pΩq ˆ H 10pΩq Ñ R defined by apu, vq :“ νpu, vqH 10 and the trilinear
form b : H 10pΩqˆH 10pΩqˆH 10pΩq Ñ R defined by bpu, v , wq :“ ppu ¨∇qv , wqL2 . The next theorem
can be found in [Vol97] and states an existence and uniqueness result for the one-dimensional
case (5.2) with Ω “ p0, 1q.
Theorem 5.1. For any f P L2p0, 1q there exists at least one solution y P H10p0, 1q of (5.4). The
solution is unique, if ν2 ą }f }H´1 .
For the two-dimensional case, we obtain existence and uniqueness of solutions for the Burgers
equation by combining the ideas in [Bou90] and [DI94]. It is clear that apu, vq is continuous and
coercive. For the trilinear form b we have the following properties:
Lemma 5.1. bpu, v , wq is continuous and it holds
|bpu, v , wq| ď Cb}u}H 10}v}H 10}w}H 10 , (5.5)
for all u, v , w P H 10pΩq and a constant Cb ą 0. Furthermore, it satisfies
(a) bpu, v , wq “ pp∇vqTw, uqL2
(b) bpu, v , wq “ ´pu ¨∇w, vqL2 ´ pdivpuqw, vqL2 “ ´bpu, w, vq ´ pdivpuqw, vqL2 .
Proof. The continuity follows from bpu, v , wq “ şΩ ři ,j uiBivj wj dx , Hölder’s inequality withˇˇˇˇż
Ω
uiBivj wj dx
ˇˇˇˇ
ď }ui}L4}Bivj}L2}wj}L4
and the continuous injection H 10pΩq ãÑ L4pΩq. Property (a) follows immediately from the defini-
tion above. Additionally, with integration by parts and vanishing boundary conditions, it holdsż
Ω
ÿ
i ,j
uiBivj wj dx “ ´
ż
Ω
ÿ
i ,j
uiBiwj vj dx ´
ż
Ω
ÿ
i ,j
Biui wj vj dx,
which implies (c).
The following proofs rely on the assumption that ν ą Cbr with
r :“ ν ´
a
ν2 ´ 4Cb}f }H´1
2Cb
. (5.6)
The latter implies that r “ }f }H´1ν´Cbr (see [Bou90]).
Theorem 5.2. For f P L2pΩq such that ν´Cbr ą 0, there exists at least one solution y P H 10pΩq
of (5.4) with }y}H 10 ď r .
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Proof. We define the map T : H 10pΩq Ñ H 10pΩq by z “ T pyq with a given y P H 10pΩq, }y}H 10 ď r ,
where z is the solution of the linearized equation
apz, vq ` bpy , z, vq “ pf , vqL2 for all v P H 10pΩq. (5.7)
The existence and uniqueness of (5.7) is obtained by the Lax-Milgram Lemma and (5.5) with
apv , vq ` bpy , v , vq ě ν}v}2H 10 ´ Cb}y}H 10}v}
2
H 10
“ pν ´ Cb}y}H 10q}v}2H 10
ě pν ´ Cbrq}v}2H 10 .
The fixed-points of T are the solutions of (5.4). We choose v “ z in (5.7) and therefore, we
obtain }z}H 10 ď
}f }H´1
ν´Cbr “ r . Hence, it is T : R Ñ R, where R :“ tw P H 10pΩq | }w}2H 10 ď ru is
a bounded closed convex subset of H 10pΩq. There exists a weakly convergent sequence, i.e.,
yn á y in H 10pΩq and therefore yn Ñ y in L4pΩq. With zn “ T pynq and z “ T pyq it follows that
apzn ´ z, vq ` bpyn ´ y , zn, vq ` bpy , zn ´ z, vq “ 0
and, therefore, taking v “ zn ´ z
0 ě ν}zn ´ z}2H 10 ´ C}yn ´ y}L4}zn}H 10}zn ´ z}H 10 ´ Cb}y}H 10}zn ´ z}
2
H 10
ě pν ´ Cbrq}zn ´ z}2H 10 ´ C}yn ´ y}L4}zn}H 10}zn ´ z}H 10
for a constant C ą 0, and finally
pν ´ Cbrq}zn ´ z}H 10 ď C}yn ´ y}L4}zn}H 10 .
Thus, zn converges strongly to z in H 10pΩq, which means that T is a compact operator. Due to
Schauder‘s fixed-point theorem ([AH01], p.160) there exists y P R with y “ T pyq.
Theorem 5.3. If ν2 ą 4Cb}f }H´1 , then there exists a unique solution y of the Burgers equation
(5.4) such that }y}H 10 ď r .
Proof. Let y1 and y2 be two different solutions of (5.4). With y “ y1 ´ y2 it follows that
apy , vq ` bpy2, y , vq ` bpy , y1, vq “ 0 for all v P H 10pΩq,
and taking v “ y
ν}y}2H 10 ´ Cb}y2}H 10}y}
2
H 10
´ Cb}y1}H 10}y}2H 10 ď 0.
Since }y1}H 10 ď r , and the same holds for y2, we obtain that
pν ´ 2Cbrq}y}2H 10 ď 0.
Due to (5.6) it follows that ν ´ 2Cbr “
a
ν2 ´ 4Cb}f }H´1 and therefore, by assuming
ν2 ą 4Cb}f }H´1 we obtain that y “ 0.
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5.2 Problem Formulation
We consider the distributed optimal control problem
min Jpy , uq “ 1
2
}y ´ yd}2L2 `
µ
2
}u}2L2
s.t. ´ ν∆y ` py ¨∇qy “ u in Ω,
y “ 0 on Γ,
,////.////- (5.8)
where u P U “ L2pΩq acts as the right hand side in (5.3), respectively in (5.2). In a weak sense,
the control-state pair therefore satisfies
apy , vq ` bpy , y , vq “ pu, vqL2 for all v P H 10pΩq. (5.9)
Again, we refer to [Vol97] for the aspect of existence of an optimal solution of (5.8) in the
one-dimensional case. Further, we use a similar technique as in Theroem 5.2 for proving the
existence for the two-dimensional case.
Theorem 5.4. Let
Tad :“ tpy , uq P H 10pΩq ˆ L2pΩq, s.t. (5.9) is satisfied, }y}H 10 ď r and ν2 ą 4Cb}u}H´1u,
then there exists an optimal solution py‹, u‹q P Tad of (5.8).
Proof. The objective function is bounded from below and so there exists a minimizing sequence
tpyn, unqu P Tad with limnÑ8 Jpyn, unq “ infpy,uqPTad Jpy , uq. The boundedness of the sequence
follows from Jpyn, unq ě µ2 }un}2L2 and }yn}H 10 ď r . Therefore, there exists a weakly convergent
subsequence, which we denote with the same indices, i.e., yn á y‹ in H 10pΩq and un á u‹ in
L2pΩq. We have to show that py‹, u‹q is a solution of the Burgers equation. As a first step, we
define the mapping T : H 10pΩq Ñ H 10pΩq by z‹ “ T py‹q, where z‹ is the solution of
apz‹, vq ` bpy‹, z‹, vq “ă u‹, v ąH´1,H 10 for all v P H 10pΩq. (5.10)
Let zn “ T pynq, i.e., zn is a solution of
apzn, vq ` bpyn, zn, vq “ă u‹, v ąH´1,H 10 for all v P H 10pΩq. (5.11)
For yn á y‹ and with the same arguments as in Theorem 5.2 we get that }zn ´ z‹}H 10 Ñ 0 or
}T pynq ´ T py‹q}H 10 Ñ 0. (5.12)
In the second step, we define the mapping T n : H 10pΩq Ñ H 10pΩq by φn “ T npynq with φn being
a solution to the problem
apφn, vq ` bpyn, φn, vq “ă un, v ąH´1,H 10 for all v P H 10pΩq. (5.13)
For this mapping yn is a fixed-point, i.e., yn “ T npynq. Next, we show that T npynq Ñ T py‹q. For
}T npynq ´ T py‹q}H 10 ď }T npynq ´ T pynq}H 10 ` }T pynq ´ T py‹q}H 10 (5.14)
the last term tends to 0 thanks to (5.12). For the first term, noting that zn “ T pynq and
φn “ T npynq, we subtract (5.11) from (5.13) and obtain
apφn ´ zn, vq ` bpyn, φn ´ zn, vq “ă un ´ u‹, v ąH´1,H 10 for all v P H 10pΩq.
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Choosing v “ φn ´ zn we get that
pν ´ Cbrq}φn ´ zn}H 10 ď }un ´ u‹}H´1 .
The right term tends to 0 and we obtain T npynq Ñ T pynq. Thanks to (5.14) and since yn is a
fixed-point of T n, it follows that yn Ñ T py‹q in H 10pΩq. Because yn á y‹, we obtain y‹ “ T py‹q
and therefore, py‹, u‹q is a solution of the Burgers equation.
Lower semicontinuity of the objective function implies the optimality of py‹, u‹q.
Theorem 5.5. Let py‹, u‹q be a local optimal solution to (5.8). There exists λ‹ P H10pΩq such
that the following optimality system holds in the variational sense:
´ν∆y‹ ` py‹ ¨∇qy‹ “ u‹, y‹|Γ “ 0, (5.15a)
´ν∆λ‹ ´ py‹ ¨∇qλ‹ ´ divpy‹qλ‹ ` p∇y‹qTλ‹ “ y‹ ´ yd , λ‹|Γ “ 0, (5.15b)
µu‹ ` λ‹ “ 0 a.e. in Ω. (5.15c)
Proof. The weak formulation of the Burgers equation
epy , uq “ ´ν∆y ` py ¨∇qy ´ u “ 0
is defined by
ă epy , uq, v ąH´1,H 10“
ż
Ω
ν∇y∇vdx `
ż
Ω
py ¨∇qyvdx ´
ż
Ω
uvdx “ 0
for all v P H 10pΩq. The derivative with respect to y is given by
ă ey py , uqw, v ąH´1,H 10“
ż
Ω
ν∇w∇vdx `
ż
Ω
pw ¨∇qyvdx `
ż
Ω
py ¨∇qwvdx
for all v P H 10pΩq, and therefore, for a given functional φ P H´1pΩq there exists, due to the
Lax-Milgram Lemma and the assumption ν2 ą 4Cb}u}H´1 , a unique solution w to
ă ey py , uqw, v ąH´1,H 10“ă φ, v ąH´1,H 10 .
This shows the surjectivity of ey py , uq and hence, the regular point condition is fulfilled. With
Lemma 5.1 it follows
ă ey py , uq˚v , w ąH´1,H 10 “
ż
Ω
ν∇w∇vdx `
ż
Ω
p∇yqT vwdx ´
ż
Ω
py ¨∇qvwdx
´
ż
Ω
divpyqvwdx,
therefore, there exists λ P H10pΩq such that ey py , uq˚λ “ Jy py , uq or, equivalently, (5.15b).
Finally, the reduced gradient is given by eupy , uq˚λ “ Jupy , uq, which results in (5.15c).
5.3 Convergence Analysis
In order to obtain a numerically stable method, we choose, next to B “ γI for the precon-
ditioner, F pyq “ p´ν∆ ` y ¨ ∇q and get with F pyq˚ “ p´ν∆ ´ y ¨ ∇ ´ divpyqq the following
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one-shot iteration:
y k`1 “ p´ν∆` y k ¨∇q´1pukq, (5.16a)
λk`1 “ p´ν∆´ y k ¨∇´ divpy kqq´1py k ´ yd ´ p∇y kqTλkq, (5.16b)
uk`1 “ uk ´ 1
γ
pµuk ` λkq. (5.16c)
For the convergence analysis we define the Lagrangian as in the general setting to be
Lpy , λ, uq :“ Jpy , uq´ ă ϕpy , λq, y ´ Gpy , uq ąH´1,H 10
with the operator
ϕpy , λq :“ F pyq˚λ “ ´ν∆λ´ py ¨∇qλ´ divpyqλ
for the adjoint λ P H 10pΩq. Additionally, we define
Gpy , uq :“ p´ν∆` y ¨∇q´1puq. (5.17)
Several times we will need the derivative of Gpy , uq. The derivative with respect to u can be
obtained directly by
Gupy , uqh “ p´ν∆` y ¨∇q´1phq for h P L2pΩq. (5.18)
For Gy it follows with Lemma 3.1, or respectively (3.28) and gpyq “ ´ν∆ ` y ¨ ∇, that for
w P H10pΩq
Gy py , uqw “ p´ν∆` y ¨∇q´1p´pw ¨∇qp´ν∆` y ¨∇q´1puqq
“ p´ν∆` y ¨∇q´1p´pw ¨∇qGpy , uqq. (5.19)
Here, we again need the general assumption
}Gy py , uq} ď ρG ă 1
for the fixed-point iteration to converge. The restriction to the parameters of the problem by this
condition is given below. Notice that at a stationary point, (5.19) yields
Gy py , uqw “ p´ν∆` y ¨∇q´1p´pw ¨∇qyq.
Remark 5.1. Proceeding formally, the optimality system can be obtained in a standard way by
differentiating the Lagrangian defined above. With Lemma 5.1 and (5.19) we obtain
Ly py , λ, uqw “ py ´ yd , wqL2 ´
ż
Ω
p´pw ¨∇q ´ divpwqqλpy ´ Gpy , uqq dx
´
ż
Ω
p´ν∆´ py ¨∇q ´ divpyqqλpw ´ p´∆` y ¨∇q´1p´pw ¨∇qGpy , uqqq dx
“ py ´ yd , wqL2 ´
ż
Ω
pw ¨∇qy λ ´ pw ¨∇qGpy , uqλdx
´
ż
Ω
λp´ν∆w ` y ¨∇w ` pw ¨∇qGpy , uqq dx
“ py ´ yd , wqL2 ´
ż
Ω
p´ν∆´ py ¨∇q ´ divpyqqλw ` p∇yqTλw dx “ 0.
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Similarly, we can compute the derivative with respect to the adjoint
Lλpy , λ, uqv “ ´
ż
Ω
p´ν∆´ py ¨∇q ´ divpyqqv py ´ Gpy , uqq dx
“ ´
ż
Ω
vp´ν∆y ` py ¨∇qy ´ uq dx “ 0,
and finally
Lupy , λ, uqh “ µpu, hqL2 `
ż
Ω
p´ν∆´ py ¨∇q ´ divpyqqλGupy , uqh dx
“
ż
Ω
pµu ` λqh dx “ 0.
The convergence proof is given in Theorem 3.4, with the operator Gpy , uq for the primal iteration
as defined in (5.17), and the operator Φpy , λ, uq defined by
Φpy , λ, uq “ p´ν∆´ y ¨∇´ divpyqq´1py ´ yd ´ p∇yqTλq. (5.20)
We will specify the relevant norms, especially for Theorem 3.4 in the following. In general,
upper bounds can be obtained by estimating every component of the operator norm. Another
possibility is given via the weak formulation as presented below. In a first step, we investigate
the contraction factor that is supposed to be less than one. For
}Gy } “ sup
}w}H1
0
ď1
}Gy py , uqw}H 10
we consider the norm of
z :“ Gy py , uqw “ p´ν∆` y ¨∇q´1p´pw ¨∇qGpy , uqq,
i.e., z corresponds to a solution of the PDE
p´ν∆` y ¨∇qz “ ´pw ¨∇qGpy , uq.
We obtain the weak formulation
apz, vq ` bpy , z, vq “ ´bpw,Gpy , uq, vq, for all v P H 10pΩq,
and by continuity of the trilinear form and choosing v “ z , it follows that
pν ´ Cbrq}z}H 10 ď Cb}w}H 10}Gpy , uq}H 10 .
Since yˆ :“ Gpy , uq fulfills the partial differential equation p´ν∆ ` y ¨∇qyˆ “ u, we obtain in the
same way
pν ´ Cbrq}yˆ}H 10 ď }u}H´1 ,
and finally
}Gy } ď Cbpν ´ Cbrq2 }u}H´1 . (5.21)
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In order to obtain a contraction factor less than one, the following inequality has to hold:
}u}H´1 ă
pν ´ Cbrq2
Cb
and therefore
}u}H´1 ` 2νr ă
ν2
Cb
` Cbr2.
If we assume ν ´ Cbr ą 0 (see Theorem 5.3) it follows that
}u}H´1 ` 2νr ă
2ν2
Cb
.
Hence, the viscosity must not become too small. We proceed for the dual iteration with the
operator (5.20) and the derivative
zˆ :“ Φλpy , λ, uqv “ p´ν∆´ y ¨∇´ divpyqq´1p´p∇yqT vq.
The function zˆ fulfills the weak formulation
apzˆ , wq ` bpy , w, zˆq “ p´p∇yqT v , wqL2 , for all w P H 10pΩq
and therefore
pν ´ Cbrq}zˆ}H 10 ď Cb}y}H 10}v}H 10 .
For the contraction rate of the dual iteration it holds, with }y}H 10 ď r “
}u}H´1
ν´Cbr , that
}Φλ} ď Cbpν ´ Cbrq2 }u}H´1 . (5.22)
Primal and dual iteration therefore have the same contraction rate. In Theorem 3.4 we addi-
tionally used the norms }Gu} and }Φy }. Now z :“ Gupy , uqh “ p´ν∆` y ¨∇q´1h yields
}Gu} ď CΩ
ν ´ Cbr .
For
Φyw “ p´ν∆´ y ¨∇´ divpyqq´1pw ¨∇` divpwqqp´ν∆´ y ¨∇´ divpyqq´1py ´ yd ´ p∇yqTλq
` p´ν∆´ y ¨∇´ divpyqq´1pw ´ p∇wqTλq
we first consider the middle part z1 :“ p´ν∆ ´ y ¨∇ ´ divpyqq´1py ´ yd ´ p∇yqTλq that yields
the following weak formulation
apz1, vq ` bpy , v , z1q “ py ´ yd ´ p∇yqTλ, vqL2 for all v P H 10pΩq,
and therefore
pν ´ Cbrq}z1}H 10 ď CΩ}y ´ yd}L2 ` C}y}H 10}λ}L4
for a constant C ą 0. Now, we consider z2 :“ Φyw and obtain the partial differential equation
p´ν∆´ y ¨∇´ divpyqqz2 “ pw ¨∇` divpwqqz1 ` w ´ p∇wqTλ.
This gives
pν ´ Cbrq}z2}H 10 ď 2Cb}w}H 10}z1}H 10 ` C2Ω}w}H 10 ` C}w}H 10}λ}L4 ,
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and then
}Φy } ď 1
ν ´ Cbr p
2Cb
ν ´ Cbr pCΩ}y ´ yd}L2 ` C}y}H 10}λ}L4q ` C
2
Ω ` C}λ}L4q.
With these upper bounds one can apply Theorem 3.4 formally and obtain a convergence result
for the one-shot method. We note that these conditions are not optimal in the sense that they
cannot be verified numerically.
5.4 Implementation and Numerical Results
We test the one-shot method for the one and two-dimensional Burgers equations on r0, 1s and
r0, 1s2 respectively. Again, the computational domain is subdivided into a shape-regular mesh
Th with elements κ.
5.4.1 Discretization
Without loss of generality we will consider the two-dimensional case to introduce the discretiza-
tion. In every iteration step we need to solve
p´ν∆` y k ¨∇qy k`1 “ uk ,
p´ν∆´ y k ¨∇´ divpy kqqλk`1 “ y k ´ yd ´ p∇y kqTλk ,
uk`1 “ uk ´ 1
γ
pµuk ` λkq.
The Burgers equations are discretized using piecewise linear finite elements, again by defining
Vh :“ tvh P C 0pΩq : vh|κ P P 1pκq, κ P Thu.
Let yh, λh, uh P Vh, then the corresponding finite element approximation in every iteration step
reads for vh P Vh
νp∇y k`1h ,∇vhqL2 ` ppy kh ¨∇qy k`1h , vhqL2 “ pukh , vhqL2 ,
νp∇λk`1h ,∇vhqL2 ´ ppy kh ¨∇` divpy kh qqλk`1h , vhqL2 “ py kh ´ yd ´ p∇y kh qTλkh , vhqL2 , (5.23)
uk`1h “ ukh ´
1
γ
pµukh ` λkhq.
If the viscosity is too small, the state and adjoint equation are dominated by the advection term
and the finite element formulation becomes unstable. In order to avoid this situation, a stream-
line upwind Petrov-Galerkin (SUPG) scheme, which adds artificial diffusion in the direction of
the streamlines, is implemented [CH02, QV08].
Hence, for the discretized state equation
νp∇y k`1h ,∇vhqL2 ` ppy kh ¨∇qy k`1h , vhqL2 “ pukh , vhqL2 ,
the consistent stabilization is
νp∇y k`1h ,∇vhqL2 ` ppy kh ¨∇qy k`1h , vhqL2 `
ÿ
κPTh
δκ
`´ν∆y k`1h ` py kh ¨∇qy k`1h , py kh ¨∇qvh˘L2pκq
“ pukh , vhqL2 `
ÿ
κPTh
δκ
`
ukh , py kh ¨∇qvh
˘
L2pκq ,
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where the parameter δκ ą 0 depends on the local mesh size. For piecewise bilinear elements
on parallelogram meshes the Laplacian vanishes and we finally obtain
νp∇y k`1h ,∇vhqL2 ` ppy kh ¨∇qy k`1h , vhqL2 `
ÿ
κPTh
δκ
`py kh ¨∇qy k`1h , py kh ¨∇qvh˘L2pκq
“ pukh , vhqL2 `
ÿ
κPTh
δκ
`
ukh , py kh ¨∇qvh
˘
L2pκq ,
The discretized adjoint equation is stabilized in the same manner and therefore given by
νp∇λk`1h ,∇vhqL2 ´ ppy kh ¨∇` divpy kh qqλk`1h , vhqL2
´
ÿ
κPTh
δκ
`
y kh ¨∇` divpy kh qλk`1h q,´py kh ¨∇qvh
˘
L2pκq
“ py kh ´ yd ´ p∇y kh qTλkh , vhqL2 `
ÿ
κPTh
δκ
`
y kh ´ yd ´ p∇y kh qTλkh ,´py kh ¨∇qvh
˘
L2pκq .
5.4.2 Numerical Results
We choose again res “ }y k`1h ´ y kh }H 10 ` }λk`1h ´ λkh}H 10 ` |Lupy k`1h , λk`1h , uk`1h q| ď tol with
tol “ 10´5. We first consider the one-dimensional case, where the discretized system (5.23)
reduces to
νppy k`1h q1, v 1hqL2 ` py kh py k`1h q1, vhqL2 “ pukh , vhqL2 ,
νppλk`1h q1, v 1hqL2 ´ py kh pλk`1h q1, vhqL2 “ py kh ´ yd , vhqL2 ,
uk`1h “ ukh ´
1
γ
pµukh ` λkhq.
In Figure 5.1 on page 71 we analyze the convergence behavior for µ “ 0.01, ν “ 0.01 and
yd “ 1. The primal, dual and total residual are plotted and represent the same convergence
rate of primal and dual iteration.
As a first example, we choose yd “ 1, µ “ 0.1 and ν “ 0.1 with u0h ” 0, y0h ” 1 and λ0h ” 0.
The optimal control and the corresponding state and adjoint state can be seen in Figure 5.2 on
page 72.
Table 5.1 shows the number of iterations for various degrees of freedom and preconditioning
constants γ. Mesh-independence can be inferred.
#Dofs γ “ 0.1 γ “ 0.5 γ “ 0.8 γ “ 1 γ “ 1.2 γ “ 2 γ “ 3 γ “ 5
33 8 8 136 99 105 169 252 418
65 8 8 138 99 105 169 252 419
129 8 8 138 99 105 169 252 419
257 8 8 138 99 105 169 252 419
Table 5.1: No. of iterations for 1D Burgers equation with µ “ 0.1, ν “ 0.1 and yd “ 1
Additionally, Table 5.2 on page 71 shows the results for ν “ 0.01 and u0h ” 1, y0h ” 1 as well as
λ0h ” 0. Again, a mesh-independent behavior of the one-shot method can be seen clearly.
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Figure 5.1: Residuals for 1D Burgers equation with µ “ 0.01, ν “ 0.01, γ “ 1.7 and yd “ 1
#Dofs γ “ 1 γ “ 2 γ “ 2.2 γ “ 2.4 γ “ 2.5 γ “ 3
33 8 225 214 224 230 274
65 8 217 212 223 230 275
129 8 215 212 223 230 276
257 8 215 212 223 231 276
Table 5.2: No. of iterations for 1D Burgers equation with µ “ 0.1,
ν “ 0.01 and yd “ 1
As a second example we choose yd pxq “ sinp13xq with the same initial guesses. The solutions
are displayed in Figure 5.3 on page 72 for µ “ 0.1 and ν “ 0.1. Table 5.3 and Table 5.4 on
page 73 show the number of iterations for a complete optimization and different choices of the
viscosity and regularization parameter. Again, the one-shot method results in the same con-
vergence behavior for all considered meshes.
#Dofs γ “ 1 γ “ 2 γ “ 2.3 γ “ 2.5 γ “ 3 γ “ 4
33 8 306 211 229 275 367
65 8 311 211 229 275 367
129 8 312 211 229 275 367
257 8 312 211 229 275 367
Table 5.3: No. of iterations for 1D Burgers equation with µ “ 0.1,
ν “ 0.1 and yd pxq “ sinp13xq
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Figure 5.2: Solution to 1D Burgers equation with µ “ 0.1, ν “ 0.1 and yd “ 1
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Figure 5.3: Solution to 1D Burgers equation for µ “ 0.1, ν “ 0.1 and yd “ sinp13xq
Although the number of iterations increase in total the more complicated the problem gets, all
cases in the one-dimensional setting illustrate, that the number of iterations change barely while
increasing the number of degrees of freedom.
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#Dofs γ “ 0.016 γ “ 0.018 γ “ 0.02 γ “ 0.021 γ “ 0.022 γ “ 0.03
33 8 356 186 159 162 215
65 8 351 186 159 162 215
129 8 351 186 159 162 215
257 8 351 186 159 162 215
Table 5.4: No. of iterations for 1D Burgers equation with µ “ 0.001, ν “ 1 and
yd “ sinp13xq
This can also be seen in two space dimensions for the Burgers equation with yd “ 1. In every
iteration step the linear system (5.23) needs to be solved. The results for µ “ 0.1, ν “ 0.1,
u0h ” 1, y0h ” 0 and λ0h ” 0 are shown in Table 5.5. The iteration counts for µ “ 0.01 and
ν “ 0.1 are given in Table 5.6. Here, the solver is more sensitive to changes in degrees of
freedom compared to the one-dimensional case, but still the optimization seems to behave
mesh-independently.
#Dofs γ “ 0.4 γ “ 0.7 γ “ 0.8 γ “ 1 γ “ 1.2 γ “ 2
882 8 99 84 96 115 190
1922 8 139 106 96 114 189
3362 8 154 114 96 114 188
5202 8 163 119 96 114 188
Table 5.5: No. of iterations for the 2D Burgers equation with µ “ 0.1,
ν “ 0.1 and yd “ 1
#Dofs γ “ 0.5 γ “ 0.55 γ “ 0.6 γ “ 0.65 γ “ 0.7
882 389 424 460 497 534
1922 8 429 459 494 530
3362 8 8 460 493 529
5202 8 8 463 493 528
Table 5.6: No. of iterations for the 2D Burgers equation with
µ “ 0.01, ν “ 0.1 and yd “ 1
Taken this as an motivation, we add adaptation steps as in Algorithm 2. Again, we use the resid-
ual type error estimator as proposed in section 3.3.1, which is given for the Burgers equation
as
η2κ,y :“ h2κ} ´ ν∆yh ` pyh ¨∇qyh ´ uh}2L2pκq `
1
2
ÿ
ePBκ
he}ν v∇yhwe}2L2peq,
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as well as
η2κ,λ :“ h2κ} ´ ν∆λh ´ pyh ¨∇qλh ´ divpyhqλh ´ yh ` yd ` p∇yhqTλh}2L2pκq
` 1
2
ÿ
ePBκ
he}ν v∇λhwe}2L2peq
and
η2κ :“ η2κ,y ` η2κ,λ.
After 3 adaptive steps on a starting grid with 100 cells, with 40% of the cells being refined and
20% of the cells being coarsened, the grid exhibits a fine region near the boundary. The solu-
tion on this adaptively generated grid is illustrated in Figure 5.4.
(a) First component of primal (b) Second component of primal
(c) First component of control (d) Second component of control
Figure 5.4: Solution to 2D Burgers equation on adaptively refined grid for µ “ 0.1, ν “ 0.1,
yd “ 1, tol1 “ 10´4 and tol2 “ 10´5
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Figure 5.5: Residuals for 2D Burgers equation with µ “ 0.1, ν “ 0.1, γ “ 1 and yd “ 1
The convergence progress including the 4 adaptation steps can be seen in Figure 5.5.
The numerical results of the Burgers equation indicate that the choice of the preconditioning
constant as well as the fixed-point iteration need to be improved. The easy setting so far
enabled an analysis of the one-shot method in a function space setting. Additionally, no second-
order information needed to be evaluated. Nevertheless, particularly when the nonlinearity
becomes more complicated, this choice does not suffice to obtain satisfactory numerical results.
Hence, we will deal with the problem to find a better preconditioner and fixed-point operator for
more advanced problems in the next chapter.
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Chapter 6
Optimal Control of the
Incompressible Navier-Stokes
Equations
In this chapter, we will extend theoretical as well as numerical considerations for the one-shot
method done so far. We will consider the stationary viscous incompressible Navier-Stokes
equations. Compared to the Burgers equation in chapter 5 the system of equations is enlarged
by introducing the pressure of the fluid and an incompressibility condition. Next to the dis-
tributed control case we will additionally consider the boundary control problem.
Optimal control of the incompressible Navier-Stokes equations has been studied recently by
many authors. Analytical and numerical examinations were done for distributed as well as
boundary control, e.g., in [DI94, GB97, GHS91, Hei98, BG05b, HH06]. Here, we will deal with
the problem of finding better fixed-point operators for the state and the adjoint equations. How-
ever, the main focus lies in the improvement of the preconditioner for the one-shot method.
A promising approach to treat the optimal control problem is given by a quasi-Newton or RSQP
method. In [Hei98] the author introduces a RSQP framework coupled with an approximation
of the reduced Hessian by the BFGS method. With a control variable given, one first solves
the linearized Navier-Stokes equations for the state, which is used for an update in the adjoint
variable afterwards. With the new state and adjoint, we can finally solve for the control and
update the BFGS matrix. The similar treatment of forward and adjoint equations as well as
the better conditioned optimality system makes the RSQP method very attractive. Neverthe-
less, for every BFGS update we need to solve two additional linearized equations, next to the
state and adjoint system solves in every optimization step. Therefore, in [BG05a] the authors
suggest to couple the treatment of the full system with the advantages of reduced methods.
They solve the optimality system with a Newton method, but they precondition each step with
a quasi-Newton RSQP method. By choosing this preconditioner in various ways, they obtain
several resulting optimization matrices, even yielding a diagonal structure. Here, we come back
to reduced space methods, but are trying to achieve a computational efficient optimization al-
gorithm containing a diagonal optimality matrix as in [BG05a], so that the method fits into the
general one-shot setting. We reduce the RSQP-BFGS method further by dropping some lin-
earization terms. In this way, the state, adjoint and control iteration operate fully independently
again and the method offers the possibility of computational parallel treatment. The transition
from RSQP based methods to one-shot methods as in this work is also mentioned in [IKSG10].
After introducing the governing equations and the optimal control problem, we continue in sec-
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tion 6.3 by describing the so-called OS-RSQP method. In this manner, we review the basic
structure of the quasi-Newton reduced SQP method and explain the further reduction that we
carried out. With respect to the general setting, we comment on the convergence analysis of
the OS-RSQP method in section 6.3.3 and concentrate on its application to the Navier-Stokes
equations. We finish with some numerical results concerning distributed and boundary control
for a cavity flow problem.
6.1 Governing Equations
The stationary viscous incompressible Navier-Stokes equations for an open bounded domain
Ω Ă R2 with Lipschitz boundary Γ “ BΩ read:
´ν∆y ` py ¨∇qy `∇p “ f , (6.1a)
divpyq “ 0, (6.1b)
y |Γ “ g, (6.1c)
with f P H´1pΩq and g P H 1{20 pΓq. Here, the boundary space is defined by
H 1{20 pΓq :“ tv P H 1{2pΓq :
ż
Γ
v ¨ n ds “ 0u,
which ensures the compatibility of (6.1b) and (6.1c). As in chapter 5, ν ą 0 denotes the viscosity
and y the velocity of the fluid. Further, p displays the pressure and f a given body force.
For a weak formulation we introduce the constrained space
L20pΩq :“
"
q P L2pΩq :
ż
Ω
q dx “ 0
*
.
This space is needed for the pressure, which can only be determined up to an additive arbitrary
constant due to (6.1). A weak formulation is therefore given by: Find y P H 1pΩq and p P L20pΩq
such that
apy , vq ` bpy , y , vq ` cpv , pq “ă f , v ąH´1,H 10 for all v P H 10pΩq,
cpy , qq “ 0 for all q P L2pΩq, (6.2)
γ0y “ g.
Here, the bilinear form ap¨, ¨q and the trilinear form bp¨, ¨, ¨q are given as in (5.4) by
apu, vq “ νp∇u,∇vqL 2 and bpu, v , wq “ ppu ¨∇qv , wqL 2 for u, v , w P H 10pΩq.
The bilinear form c : H 10pΩq ˆ L20pΩq Ñ R is denoted by
cpv , qq :“ ´pdivpvq, qqL 2 .
The incompressibility condition can be incorporated into the function space defined by
V :“  v P H 1pΩq | divpvq “ 0( ,
as well as
V 0 :“
 
v P H 10pΩq | divpvq “ 0
(
.
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An alternative weak formulation is given by: Find y P V such that
apy , vq ` bpy , y , vq “ă f , v ąV 10,V 0 for all v P V 0, (6.3a)
γ0y “ g. (6.3b)
The next theorem ensures the opposite direction.
Theorem 6.1. Let Ω be an open set in Rn and f P D1pΩq. A necessary and sufficient condition
that
f “ ∇p
for some p P D1pΩq, is that
ă f , v ąD1pΩq,DpΩq“ 0 for all v P DpΩq with divpvq “ 0.
Proof. The proof can be found in [Tem77], p. 10.
Hence, if y P V satisfies (6.3a) and therefore, ă ´ν∆y ` py ¨∇qy ´ f , v ąD1pΩq,DpΩq“ 0 for all
v P V 0, there exits p P L20pΩq so that (6.1a) is fulfilled.
The properties of bp¨, ¨, ¨q as stated in Lemma 5.1 can be extended to the case of divergence
free functions.
Lemma 6.1. bpu, v , wq is continuous with
|bpu, v , wq| ď Cb}u}H 1}v}H 1}w}H 1 , (6.4)
for all u, v , w P H 1pΩq and a constant Cb ą 0. Furthermore, it satisfies
(a) bpu, v , wq “ pp∇vqTw, uqL2 ,
(b) bpu, v , wq “ ´bpu, w, vq for all u P V with u ¨ n|Γ “ 0 and v , w P H 1pΩq,
(c) bpu, v , vq “ 0 for all u P V with u ¨ n|Γ “ 0 and v P H 1pΩq.
Proof. The proof is similar than the one of Lemma 5.1 and can also be found in [GR84].
In the following, we state existence and uniqueness results for the incompressible Navier-
Stokes equations, which are based on [GR84, Tem77]. We first concentrate on the homo-
geneous case of (6.1), i.e., g “ 0.
Theorem 6.2. For f P H´1pΩq problem (6.3) with homogeneous boundary conditions has at
least one solution y P V0 and there exists p P L20pΩq such that (6.1) is satisfied. Additionally, it
holds
}y}V0 ď 1ν }f }V 10 .
Proof. For the existence we refer to [GR84], p. 285. Taking y as a test function in (6.3a)
combined with the Cauchy-Schwarz inequality for the right hand side yields the estimate.
Similar as in Theorem 5.3 for the Burgers equations, there exists a unique solution if ν is
sufficiently large.
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Theorem 6.3. If ν2 ą N }f }V 10 , where
N “ sup
u,v ,wPV 0
|bpu, v , wq|
}u}V 0}v}V 0}w}V 0 ,
then there exists a unique solution of (6.3) with g “ 0.
Proof. The proof is given in [GR84], p. 287.
We need the following lemma for existence and uniqueness in the case of nonhomogeneous
boundary conditions. With its help one can transform the problem to one with homogeneous
boundary conditions.
Lemma 6.2. For every ε ą 0, there exists some yg P H 1pΩq satisfying divpygq “ 0, γ0yg “ g,
and
|bpv , yg, vq| ď ε}v}2V0 for all v P V0.
Proof. We refer the reader to [Tem77], p. 117.
Theorem 6.4. For f P H´1pΩq and g P H 1{20 pΓq there exists at least one solution y P H 1pΩq of
(6.3). Further there exists p P L20pΩq such that (6.1) is satisfied.
Proof. We refer to [GR84], p. 291.
Theorem 6.5. If ν2 ą 4N }fˆ }V 10 with
fˆ “ f ` ν∆yg ´ pyg ¨∇qyg
and yg sufficiently small so that
|bpv , yg, vq| ď ν
2
}v}2V0 for all v P V0,
then there exists a unique solution py , pq of (6.2). Furthermore, the solution satisfies
}y}V ď 2pCΩ ` 1q
ν
}fˆ }V 10 ` }yg}V. (6.5)
Proof. The proof can, e.g., be found in [DLR03].
6.2 Problem Formulation
In this section, we consider the optimal control of the Navier-Stokes equations. For the dis-
tributed control case the control acts as a body force on the domain. This problem is formulated
and analyzed with respect to existence and uniqueness in the following subsection. In 6.2.2, we
focus on the boundary control case. Here, the control serves as a Dirichlet boundary condition
for the flow. For both problems we consider tracking-type functionals.
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6.2.1 Distributed Control
With the control space given by U :“ L 2pΩq, the distributed control problem reads: Find
ppy‹, p‹q, u‹q P H 1pΩq ˆ L20pΩq ˆ U that solve
min Jpy , uq “ 1
2
}y ´ yd}2L2 `
µ
2
}u}2U
s.t. apy , vq ` bpy , y , vq ` cpv , pq “ pu, vqL2 for all v P H 10pΩq,
cpy , qq “ 0 for all q P L2pΩq,
γ0y “ g.
,///////.///////-
(6.6)
The constraint operator e : H 1pΩqˆL20pΩqˆUÑ H´1pΩqˆL2pΩqˆH 1{20 pΓq is therefore defined
by
ppy , pq, uq ÞÝÑ
¨˝
apy , ¨q ` bpy , y , ¨q ` cp¨, pq ´ pu, ¨qL2
cpy , ¨q
γ0y ´ g
‚˛
and can be written in the strong form as
eppy , pq, uq “
¨˝´ν∆y ` py ¨∇qy `∇p ´ u
divpyq
γ0y ´ g
‚˛“ 0.
The Frechét derivative is given by
e1ppy , pq, uqrpw1, w2q, hs “
¨˝
apw1, ¨q ` bpy , w1, ¨q ` bpw1, y , ¨q ` cp¨, w2q ´ ph, ¨qL2
cpw1, ¨q
γ0w1
‚˛,
for rpw1, w2q, hs P H 1pΩqˆL20pΩqˆU. For completeness we will sketch the proof for the existence
of an optimal solution, which can also be found in [DLR03].
Theorem 6.6. Let
Tad :“ tppy , pq, uq P H 1pΩq ˆ L20pΩq ˆ U, s.t. eppy , pq, uq “ 0 is satisfied u,
then there exists an optimal solution ppy‹, p‹q, u‹q P Tad for the optimal control problem (6.6).
Proof. Due to the existence theorem the feasible set is nonempty. As explained above, it is
possible to reformulate the Navier-Stokes equations without the pressure as in (6.3). There-
fore, we write py , uq P Tad instead and consider a minimizing sequence tpyn, unqu P Tad , with
limnÑ8 Jpyn, unq “ infpy,uqPTad Jpy , uq and satisfying
apyn, vq ` bpyn, yn, vq “ pun, vqL2 for all v P V 0,
γ0y
n “ g.
The boundedness of tunu follows from Jpyn, unq ě µ2 }un}2L2 . Let yg be chosen such that Lemma
6.2 is satisfied for ε ă ν. Taking wn :“ yn ´ yg P V 0, it holds
apwn, vq ` bpyg, wn, vq ` bpwn, yg, vq ` bpwn, wn, vq “
pun, vqL2 ´ apyg, vq ´ bpyg, yg, vq for all v P V 0
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and therefore, choosing v “ wn
apwn, wnq ` bpwn, yg, wnq “ pun, wnqL2 ´ apyg, wnq ´ bpyg, yg, wnq.
Exploiting continuity, coercitivity and Lemma 6.2, we obtain
ν}wn}2V 0 ´ ε}wn}2V 0 ď }un}L2}wn}L2 ` ν}yg}V 0}wn}V 0 `N }yg}2V 0}wn}V 0
and with Poincaré’s inequality
}wn}V ď CΩ ` 1
ν ´ ε
`}un}L2 ` ν}yg}V 0 `N }yg}2V 0˘ .
Using wn “ yn ´ yg , we finally obtain
}yn}V ď CΩ ` 1
ν ´ ε
ˆ
}un}L2 ` pν `
ν ´ ε
CΩ ` 1 q}yg}V 0 `N }yg}
2
V 0
˙
.
Hence, tynu is also uniformly bounded and there exists a weakly convergent subsequence,
which we denote with the same indices, so that yn á y‹ in V and un á u‹ in U. The nonlin-
earity is weak sequentially continuous, see [GR84] p. 286, and therefore, it also follows that
bpyn, yn, vq á bpy‹, y‹, vq. The point py‹, u‹q finally satisfies
apy‹, vq ` bpy‹, y‹, vq “ pu‹, vqL2 for all v P V 0,
γ0y
‹ “ g.
Because the objective function is lower semicontinuous, the optimality of py‹, u‹q follows.
Now, it is possible to state the following existence theorem for the Lagrange multipliers.
Theorem 6.7. Let ppy‹, p‹q, u‹q P H 1pΩq ˆ L20pΩq ˆ U be an optimal solution for (6.6) that
satisfies the regular point condition. Then there exist Lagrange multipliers ppλ‹, θ‹q, ξ‹q P
H 10pΩq ˆ L20pΩq ˆ H´1{20 pΓq such that the following system is satisfied in the variational sense:
´ν∆y‹ ` py‹ ¨∇qy‹ `∇p‹ “ u‹,
divpy‹q “ 0,
y‹|Γ “ g,
´ν∆λ‹ ´ py‹ ¨∇qλ‹ ` p∇y‹qTλ‹ ´∇θ‹ “ y‹ ´ yd ,
divpλ‹q “ 0,
λ‹|Γ “ 0,
µu‹ ` λ‹ “ 0.
Proof. If the regular point condition is fulfilled, then there exist ppλ‹, θ‹q, ξ‹q due to the Lagrange
multiplier existence theorem, so that
J 1py‹, u‹q ´ 〈ppλ‹, θ‹q, ξ‹q, e1ppy‹, p‹q, u‹q〉 “ 0,
with the suitable dual product ă ¨, ¨ ą for the product space above, and therefore
py‹ ´ yd , w1qL2 ` µpu‹, hqL2 ´ apw1, λ‹q ´ bpy‹, w1, λ‹q ´ bpw1, y‹, λ‹q ´ cpλ‹, w2q ` ph, λ‹qL2
´ cpw1, θ‹q ´ 〈γ0w1, ξ‹〉H 1{20 ,H´1{20 “ 0 for all ppw1, w2q, hq P H
1pΩq ˆ L20pΩq ˆ U.
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Choosing h “ 0 as well as γ0w1 “ 0 for the test functions, we obtain
apw1, λ‹q ` bpy‹, w1, λ‹q ` bpw1, y‹, λ‹q ` cpλ‹, w2q ` cpw1, θ‹q “ py‹ ´ yd , w1qL2
for all pw1, w2q P H 10pΩq ˆ L20pΩq,
which corresponds to the weak formulation of
´ν∆λ‹ ´ py‹ ¨∇qλ‹ ` p∇y‹qTλ‹ ´∇θ‹ “ y‹ ´ yd ,
divpλ‹q “ 0,
λ‹|Γ “ 0.
Choosing w1 “ w2 “ 0 as test functions yields
µu‹ ` λ‹ “ 0.
Remark 6.1. The regular point condition is fulfilled if e1ppy , pq, uq is surjective, which holds if the
hypothesis of Theorem 6.4 is satisfied (see [DLR03]).
6.2.2 Boundary Control
For the boundary control problem we consider a part of the boundary Γu Ă Γ, on which the
control acts. The control space is defined by U :“
!
v P H 10pΓuq :
ş
Γu
v ¨ n ds “ 0
)
. Therefore,
the task is to find ppy‹, p‹q, u‹q P H 1pΩq ˆ L20pΩq ˆ U that solve
min Jpy , uq “ 1
2
}y ´ yd}2L2 `
µ
2
}u}2U
s.t. apy , vq ` bpy , y , vq ` cpv , pq “ 0 for all v P H 10pΩq,
cpy , qq “ 0 for all q P L2pΩq,
γ0y “ g ` Bu,
,///////.///////-
(6.7)
with B P LpH 10pΓuq,H 1{2pΓqq that maps the control from Γu to the whole boundary by
Bu “
#
u on Γu
0 on ΓzΓu
.
The control space is equipped with the H10-scalar product on the boundary, which is given by
pu, vqU “ p∇Γu,∇ΓvqL2 . The operator ∇Γ denotes the surface gradient (see [SZ92], pg. 85).
We define the constraint operator e : H 1pΩq ˆ L20pΩq ˆ UÑ H´1pΩq ˆ L2pΩq ˆ H 1{20 pΓq by
ppy , pq, uq ÞÝÑ
¨˝
apy , ¨q ` bpy , y , ¨q ` cp¨, pq
cpy , ¨q
γ0y ´ g ´ Bu
‚˛
or in strong form
eppy , pq, uq “
¨˝´ν∆y ` py ¨∇qy `∇p
divpyq
γ0y ´ g ´ Bu
‚˛“ 0
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with the Fréchet derivative
e1ppy , pq, uqrpw1, w2q, hs “
¨˝
apw1, ¨q ` bpy , w1, ¨q ` bpw1, y , ¨q ` cp¨, w2q
cpw1, ¨q
γ0w1 ´ Bh
‚˛.
We note, that Remark 6.1 also holds for the boundary case.
Theorem 6.8. Let
Tad :“ tppy , pq, uq P H 1pΩq ˆ L20pΩq ˆ U, s.t. eppy , pq, uq “ 0 is satisfied u,
then there exists an optimal solution ppy‹, p‹q, u‹q P Tad for the optimal control problem (6.7).
Proof. The proof follows the same steps as the proof of Theorem 6.6. For the minimizing
sequence tpyn, unqu P Tad the boundedness of tunu in U and tynu in L2pΩq is given implicitly
by the target functional. Due to Proposition 2.1 in [DLRY09], the state satisfies the following
estimate for a constant C ą 0
}yn}H 1 ď C
`}g} ` }yn}4L2 ` }yn}4L8 ` }un}2U˘ .
Since tynu satisfies the state constraints, it is also bounded in L8pΩq and therefore in H 1pΩq.
Hence, we obtain weakly convergent subsequences yn á y‹ in H 1pΩq and un á u‹ in U. The
optimality of py‹, u‹q follows as in Theorem 6.6.
Theorem 6.9. Let ppy‹, p‹q, u‹q P H 1pΩq ˆ L20pΩq ˆ U be an optimal solution for (6.7) that
satisfies the regular point condition. Then there exist Lagrange multipliers ppλ‹, θ‹q, ξ‹q P
H 10pΩq ˆ L20pΩq ˆ H´1{20 pΓq such that the following system is satisfied in the variational sense:
´ν∆y‹ ` py‹ ¨∇qy‹ `∇p‹ “ 0,
divpy‹q “ 0,
y‹|Γ “ g ` Bu‹,
´ν∆λ‹ ´ py‹ ¨∇qλ‹ ` p∇y‹qTλ‹ ´∇θ‹ “ y‹ ´ yd ,
divpλ‹q “ 0,
λ‹|Γ “ 0,
´µ∆Γu‹ ´ B˚
ˆ
ν
Bλ‹
Bn ` θ
‹n
˙
“ 0.
Here, ∆Γ denotes the surface Laplace operator, also called Laplace-Beltrami operator (see
[SZ92]).
Proof. Since the regular point condition is fulfilled, there exist ppλ‹, θ‹q, ξ‹q P H 10pΩq ˆ L20pΩq ˆ
H´1{20 pΓq, so that
J 1py‹, u‹q ´ 〈ppλ‹, θ‹q, ξ‹q, e1ppy‹, p‹q, u‹q〉 “ 0
holds, which corresponds to
py‹ ´ yd , w1qL2 ` µpu‹, hqU ´ apw1, λ‹q ´ bpy‹, w1, λ‹q ´ bpw1, y‹, λ‹q ´ cpλ‹, w2q
´ cpw1, θ‹q ´ 〈γ0w1 ´ Bh, ξ‹〉H 1{20 ,H´1{20 “ 0 for all ppw1, w2q, hq P H
1pΩq ˆ L20pΩq ˆ U.
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Again, we choose h “ 0 to obtain
apw1, λ‹q ` bpy‹, w1, λ‹q ` bpw1, y‹, λ‹q ` cpλ‹, w2q ` cpw1, θ‹q
´ 〈γ0w1, ξ‹〉H 1{20 ,H´1{20 “ py
‹ ´ yd , w1qL2 for all pw1, w2q P H 1pΩq ˆ L20pΩq,
which yields, applying integration by parts
ă ´ν∆λ‹´py‹ ¨∇qλ‹`p∇y‹qTλ‹´∇θ‹, w1 ąH´1,H 1 ` ă ν
Bλ‹
Bn ` θ
‹ ¨n` ξ‹, γ0w1 ąH´1{20 ,H 1{20
` pdivpλ‹q, w2qL2 “ py‹ ´ yd , w1qL2 for all pw1, w2q P H 1pΩq ˆ L20pΩq.
Choosing w1 and w2 appropriately results in the adjoint system of partial differential equations
´ν∆λ‹ ´ py‹ ¨∇qλ‹ ` p∇y‹qTλ‹ ´∇θ‹ “ y‹ ´ yd ,
divpλ‹q “ 0,
λ‹|Γ “ 0,
as well as the relation
´ ν Bλ
‹
Bn ´ θ
‹n “ ξ‹ (6.8)
on the boundary. Choosing w1 “ w2 “ 0 as test functions yields
µpu‹, hqU ` 〈Bh, ξ‹〉H 1{20 ,H´1{20 “ 0 for all h P U,
and with partial integration along the boundary and (6.8) finally
´µ∆Γu‹ ´ B˚
ˆ
ν
Bλ‹
Bn ` θ
‹n
˙
“ 0.
6.3 The OS-RSQP Method
To improve the fixed-point point iteration of the primal and adjoint equations as well as the
preconditioner for the one-shot method, we introduce a new method called RSQP-BFGS one-
shot (OS-RSQP) method. This method is based on the reduced SQP method using a BFGS
update for the reduced Hessian. By further reduction we obtain a complete parallel iteration
procedure, which fits into the one-shot framework, where the convergence analysis of section
3.2 can be applied.
6.3.1 The RSQP-BFGS Method
In this section, we review the RSQP method as described in [IK08] or [Hei98]. The starting
point is the general optimization problem as in section 3.2
min Jpy , uq s.t. epy , uq “ 0, (6.9)
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with y P Y , u P U, for which the necessary optimality condition at a KKT point py‹, λ‹, u‹q is
given by
Ly py‹, λ‹, u‹q “ Jy py‹, u‹q ´ ey py‹, u‹q˚λ‹ “ 0,
Lupy‹, λ‹, u‹q “ Jupy‹, u‹q ´ eupy‹, u‹q˚λ‹ “ 0,
Lλpy‹, λ‹, u‹q “ epy‹, u‹q “ 0,
with the Lagrangian defined by
Lpy , λ, uq :“ Jpy , uq´ ă λ, epy , uq ąY,Y 1 . (6.10)
We obtain the SQP method by applying a Newton step to the necessary optimality condition
∇L “ 0¨˝
Lyy py , λ, uq Lyupy , λ, uq ´ey py , uq˚
Luy py , λ, uq Luupy , λ, uq ´eupy , uq˚
´ey py , uq ´eupy , uq 0
‚˛¨˝δyδu
δλ
‚˛“ ´
¨˝
Jy py , uq ´ ey py , uq˚λ
Jupy , uq ´ eupy , uq˚λ
´epy , uq
‚˛. (6.11)
For the RSQP method we consider the isomorphism T py , uq : U Ñ kerpe1py , uqq with
T py , uq “
ˆ´ey py , uq´1eupy , uq
I
˙
.
Notice that kerpe1py , uqq “ tpδy , δuq : δy “ ´ey py , uq´1eupy , uqδuu. From the linearized state
equation
ey py , uqδy ` eupy , uqδu “ ´epy , uq (6.12)
we obtain the relationˆ
δy
δu
˙
“
ˆ´ey py , uq´1epy , uq
0
˙
looooooooooooomooooooooooooon
“:qpy,uq
`
ˆ´ey py , uq´1eupy , uq
I
˙
δu.
With L2py , λ, uq denoting the second derivative with respect to y and u, we can therefore rewrite
the first two equations in (6.11) as
L2py , λ, uqpqpy , uq ` T py , uqδuq ´ e1py , uq˚δλ “ ´pJ 1py , uq ´ e1py , uq˚λq.
Multiplying by T py , uq˚ and since T py , uq˚e1py , uq˚ “ 0, we arrive at
T py , uq˚L2py , λ, uqT py , uqδu “ ´T py , uq˚pJ 1py , uq ` L2py , λ, uqqpy , uqq. (6.13)
The equation (6.13) is the first part of the decomposition of the full SQP step into an update in
u, an update in y according to (6.12) and an update in λ by
ey py , uq˚δλ “ Jy py , uq ´ ey py , uq˚λ` Lyy py , λ, uqδy ` Lyupy , λ, uqδu. (6.14)
The reduction consists of two parts. First, the linearizations in y and u in the adjoint update
(6.14) are neglected, and we obtain
ey py , uq˚δλ “ Jy py , uq ´ ey py , uq˚λ, (6.15)
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or, equivalently, using the iterations y k , uk and λk as well as δλ “ λk`1 ´ λk
ey py k , ukq˚λk`1 “ Jy py k , ukq.
Additionally, the term L2py , λ, uqqpy , uq in (6.13) is dropped and the control update reduces to
T py , uq˚L2py , λ, uqT py , uqδu “ ´T py , uq˚J 1py , uq. (6.16)
The right hand side T py , uq˚J 1py , uq is the reduced gradient, since for Jˆpuq “ Jpypuq, uq it holds
T py , uq˚J 1py , uq “ ´eupy , uq˚pey py , uq˚q´1Jy py , uq ` Jupy , uq
“ ´eupy , uq˚λ` Jupy , uq
“ Jˆ 1puq.
As soon as the update in the adjoint is given by (6.15), the control can be updated by (6.16) or
T py k , ukq˚L2py k , λk , ukqT py k , ukqδu “ eupy k , ukq˚λk`1 ´ Jupy k , ukq
“ eupy k , ukq˚λk ´ Jupy k , ukq ` eupy k , ukq˚δλ,
followed by a final update of the state given by (6.12). Therefore, the RSQP method can be
written in the following matrix notation¨˝
0 0 ´ey py , uq˚
0 T py , uq˚L2py , λ, uqT py , uq ´eupy , uq˚
´ey py , uq ´eupy , uq 0
‚˛¨˝δyδu
δλ
‚˛“ ´
¨˝
Jy py , uq ´ ey py , uq˚λ
Jupy , uq ´ eupy , uq˚λ
´epy , uq
‚˛.
Remark 6.2. The reduced Hessian Spy , λ, uq :“ T py , uq˚L2py , λ, uqT py , uq is given by
S “ ´Luye´1y eu ` Luu ` eu˚ pey˚ q´1pLyye´1y eu ´ Lyuq
and serves as the Schur complement for the Newton system that is given by (6.11) with
Jy py , uq ´ ey py , uq˚λ “ 0 as well as epy , uq “ 0 (see [IK08]) .
For a further simplification and to avoid second order derivatives, we approximate the reduced
Hessian T˚L2T by a matrix B, which will be updated using the BFGS method. Here, we use
the BFGS update as given in [Hei98] and that reads
Bk`1 “ Bk ` r b rpr, δuqU ´
Bkδu b Bkδu
pδu,BkδuqU , (6.17)
where pv b wqh “ pw, hqU v and with xk “ py k , ukq
r “ T pxk ` T pxkqδuq˚J 1pxk ` T pxkqδuq ´ T pxkq˚J 1pxkq. (6.18)
The computation of (6.18) requires two additional linear system solves, which can be seen in
the following. Since
xk ` T pxkqδu “
ˆ
y k
uk
˙
`
ˆ´ey py k , ukq´1eupy k , ukqδu
δu
˙
“:
ˆ
y˜ k
u˜k
˙
,
we first solve the linearized equation
ey py k , ukqδy˜ “ ´eupy k , ukqδu
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to obtain y˜ k “ y k ` δy˜ and u˜k “ uk ` δu “ uk`1. For the reduced gradient at this intermediate
value we solve a second linearized equation
ey py˜ k , u˜kq˚λ˜k “ Jy py˜ k , u˜kq
to get
T pxk ` T pxkqδuq˚J 1pxk ` T pxkqδuq “ T py˜ k , u˜kq˚J 1py˜ k , u˜kq “ ´eupy˜ k , u˜kq˚λ˜k ` Jupy˜ k , u˜kq.
With the reduced Hessian approximation at hand, the RSQP-BFGS method in matrix notation
finally reads¨˝
0 0 ´ey py , uq˚
0 B ´eupy , uq˚
´ey py , uq ´eupy , uq 0
‚˛¨˝δyδu
δλ
‚˛“ ´
¨˝
Jy py , uq ´ ey py , uq˚λ
Jupy , uq ´ eupy , uq˚λ
´epy , uq
‚˛. (6.19)
6.3.2 Extension to the One-Shot Formulation
The RSQP-BFGS method in (6.19) consists of an update in the adjoint
ey py , uq˚δλ “ Jy py , uq ´ ey py , uq˚λ,
that one uses for the update in the control
Bδu “ ´Jupy , uq ` eupy , uq˚λ` eupy , uq˚δλ. (6.20)
The last step is to solve the linearized state equation
ey py , uqδy “ ´epy , uq ´ eupy , uqδu.
Therefore, every update depends on the previous step, which can also be seen by the off-
diagonal structure of the system (6.19). In the spirit of the one-shot method, we reduce this
system even further to obtain complete independent update steps in the state, the adjoint and
the control.
A first reduction is obtained by omitting the linearization of the control in the linearized state
equation. This yields
ey py , uqδy “ ´epy , uq.
Further, we drop the linearization of the adjoint in the control update (6.20) and obtain
Bδu “ ´Jupy , uq ` eupy , uq˚λ. (6.21)
We call this approach OS-RSQP method, which is represented by the following system¨˝
0 0 ´ey py , uq˚
0 B 0
´ey py , uq 0 0
‚˛¨˝δyδu
δλ
‚˛“ ´
¨˝
Jy py , uq ´ ey py , uq˚λ
Jupy , uq ´ eupy , uq˚λ
´epy , uq
‚˛. (6.22)
Formulation (6.22) offers a full parallel treatment of the state, the adjoint state and the control.
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6.3.3 Convergence Analysis
In this section, we clarify the steps of the one-shot setting in section 3.2 for the OS-RSQP
method.
The linearization step of the state equation is given by
ey py , uqδy “ ´epy , uq.
This corresponds to an update in y according to
ey py k , ukqy k`1 “ ey py k , ukqy k ´ epy k , ukq,
and therefore
y k`1 “ ey py k , ukq´1pey py k , ukqy k ´ epy k , ukqq.
Hence, we define the fixed-point operator as
Gpy , uq :“ y ´ ey py , uq´1epy , uq (6.23)
to obtain the fixed-point formulation of the state equation as in section 3.2, i.e.,
y “ Gpy , uq.
We assume that the PDE, epy , uq “ 0, decouples in the primal and control variable. This is the
case for the distributed and boundary control of the incompressible Navier-Stokes equations as
introduced in (6.6) or (6.7). We denote this fact by omitting the dependencies in the relevant
terms. Therefore, it is ey py , uq “ ey pyq.
The definition in (6.23) gives the relation
epy , uq “ ey pyq
“
y ´ y ` ey pyq´1epy , uq
‰
and therefore epy , uq “ F pyqry ´ Gpy , uqs with F pyq “ ey pyq. The Lagrangian is finally given by
Lpy , λ, uq “ Jpy , uq´ ă ey pyq˚λ, y ´
`
y ´ ey pyq´1epy , uq
˘ ąY 1,Y
“ Jpy , uq´ ă ey pyq˚λ, ey pyq´1epy , uq ąY 1,Y .
(6.24)
Remark 6.3. We note that according to Lemma 3.1 the Fréchet derivative of the fixed-point
operator is given by
Gy py , uqw “ w ´ ey pyq´1p´eyy pyqwqey pyq´1epy , uq ´ ey pyq´1ey pyqw
“ ey pyq´1 peyy pyqwq ey pyq´1epy , uq.
(6.25)
With (6.24), it is also easy to verify the update in the adjoint variable λ. In fact, it directly follows
Ly py , λ, uqw “ Jy py , uqw´ ă eyy pyq˚wλ, ey pyq´1epy , uq ąY 1,Y
´ ă ey pyq˚λ,w ´ ey pyq´1 peyy pyqwq ey pyq´1epy , uq ąY 1,Y
“ Jy py , uqw´ ă ey pyq˚λ,w ąY 1,Y ´ ă eyy pyq˚wλ, ey pyq´1epy , uq ąY 1,Y
` ă λ, peyy pyqwq ey pyq´1epy , uq ąY,Y 1
“ Jy py , uqw´ ă ey pyq˚λ,w ąY 1,Y . (6.26)
From Ly py , λ, uq “ 0 the adjoint equation ey pyq˚λ “ Jy py , uq and additionally, the update in the
adjoint
ey py kq˚λk`1 “ Jy py k , ukq
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follows, which corresponds to the update due to the OS-RSQP method in (6.22). It holds, with
Φpy , λ, uq “ pey pyq˚q´1Jy py , uq and F pyq˚ “ ey pyq˚, that
λ “ Φpy , λ, uq
and hence
ă Ly py , λ, uq, w ąY 1,Y“ă F pyq˚Φpy , λ, uq, w ąY 1,Y ´ ă F pyq˚λ,w ąY 1,Y .
Therefore, the primal and adjoint fixed-point operators of the OS-RSQP method fit into the
general framework of the one-shot method in section 3.2. Note that the adjoint fixed-point
formulation here corresponds to the standard direct solution of the linear adjoint system, and
we obtain Φλpy , λ, uq “ 0.
The easy structure of the adjoint equation yields }Φλ} “ 0. The conditions of Theorem 3.4
therefore simplify to
αp1´ ρGq ´ α
2
2γ˜
}Gu}2 ą }F pyq} ` β
2
}Φy },
β ą }F pyq} ` β
2
}Φy },
γ ą γ˜
2
,
for a BFGS matrix B with pBh, hqU ě γ}h}2U for all h P U. With (6.23) it follows
Gupy , uqh “ ´ey pyq´1eupuqh.
Further, for our model problem we have }eupuq} “ 1 and it follows
αp1´ ρGq ´ α
2
2γ˜
}ey pyq´1}2 ą }ey pyq} ` β
2
}Φy }, (6.27a)
β ą }ey pyq} ` β
2
}Φy }, (6.27b)
γ ą γ˜
2
. (6.27c)
For the tracking-type functional in (6.6) and (6.7), it is Jy py , uq “ y´yd as well as Jyy py , uqw “ w
and we obtain for the derivative of the adjoint fixed-point operator with respect to the state
Φy py , λ, uqw “ pey pyq˚q´1peyy pyqwqpey pyq˚q´1py ´ yd q ` pey pyq˚q´1w.
As for the Burgers equation, these conditions formally offer a convergence result for the OS-
RSQP method but are not optimal and cannot be verified numerically. Nevertheless, we inves-
tigate the numerical behavior for the distributed and boundary control problem. First, we clarify
the necessary operators and update steps.
6.3.4 Distributed Control
For the application of the above method to the distributed control of the Navier-Stokes equa-
tions, we formulate the state equations in the following way
eppy , pq, uq “
¨˝´ν∆y ` py ¨∇qy `∇p ´ u
divpyq
γ0y ´ g
‚˛“ 0.
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The partial Fréchet derivatives are given by
epy,pqppy , pq, uqrpw1, w2qs “
¨˝´ν∆w1 ` pw1 ¨∇qy ` py ¨∇qw1 `∇w2
divpw1q
γ0w1
‚˛
and
euppy , pq, uqh “
¨˝´h
0
0
‚˛.
With Theorem 6.7 we obtain the adjoint derivative operators
epy,pqppy , pq, uq˚rpv1, v2q, v3s “
ˆ´ν∆v1 ´ py ¨∇qv1 ` p∇yqT v1 ´∇v2
divpv1q
˙
and
euppy , pq, uq˚rpv1, v2q, v3s “ ´v1.
With
Jpy,pqpy , uq “
ˆ
y ´ yd
0
˙
,
this yields the update in the adjoint according to (6.22), which reads
´ν∆λk`1 ´ py k ¨∇qλk`1 ` p∇y kqTλk`1 ´∇θk`1 “ y k ´ yd ,
divpλk`1q “ 0.
Further, since
Jupy , uq “ µu,
the reduced gradient is given by
T ppy , pq, uq˚J 1py , uq “ Jupy , uq ´ euppy , pq, uq˚rpλ, θq, ξs
“ µu ` λ,
and we obtain the following control update in the OS-RSQP method (6.22) as
´Bδu “ µuk ` λk
with uk`1 “ uk ` δu. Finally, the state update is given by¨˝´ν∆δy ` pδy ¨∇qy k ` py k ¨∇qδy `∇δp
divpδyq
γ0δy
‚˛“ ´
¨˝´ν∆y k ` py k ¨∇qy k `∇pk ´ uk
divpy kq
γ0y
k ´ g
‚˛,
followed by y k`1 “ y k ` δy .
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6.3.5 Boundary Control
For the boundary control case, the state equations and Fréchet derivatives are given by
eppy , pq, uq “
¨˝´ν∆y ` py ¨∇qy `∇p
divpyq
γ0y ´ g ´ Bu
‚˛“ 0,
epy,pqppy , pq, uqrpw1, w2qs “
¨˝´ν∆w1 ` pw1 ¨∇qy ` py ¨∇qw1 `∇w2
divpw1q
γ0w1
‚˛
and
euppy , pq, uqh “
¨˝
0
0
´Bh
‚˛.
The adjoint operators of the derivatives were computed in Theorem 6.9. Therefore, it holds
epy,pqppy , pq, uq˚rpv1, v2q, v3s “
ˆ´ν∆v1 ´ py ¨∇qv1 ` p∇yqT v1 ´∇v2 ` rν Bv1Bn ` v2 ¨ n ` v3sΓ
divpv1q
˙
and
euppy , pq, uq˚rpv1, v2q, v3s “ ´B˚v3.
With
Jpy,pqpy , uq “
ˆ
y ´ yd
0
˙
,
this yields the update in the adjoint according to (6.22), which reads, omitting the boundary
term,
´ν∆λk`1 ´ py k ¨∇qλk`1 ` p∇y kqTλk`1 ´∇θk`1 “ y k ´ yd ,
divpλk`1q “ 0.
Furthermore, we obtain
Jupy , uq “ ´µ∆Γu
so that the reduced gradient is given by
T ppy , pq, uq˚J 1py , uq “ Jupy , uq ´ euppy , pq, uq˚rpλ, θq, ξs
“ ´µ∆Γu ` B˚ξ
“ ´µ∆Γu ´ B˚pν BλBn ` θ ¨ nq.
The control update according to (6.22) is given by uk`1 “ uk ` δu, where δu solves
´ Bδu “ ´µ∆Γuk ´ B˚pBλ
k
Bn ` θ
k ¨ nq. (6.28)
The last step in the one-shot iteration is the state update given by¨˝´ν∆δy ` pδy ¨∇qy k ` py k ¨∇qδy `∇δp
divpδyq
γ0δy
‚˛“ ´
¨˝´ν∆y k ` py k ¨∇qy k `∇pk
divpy kq
γ0y
k ´ g ´ Buk
‚˛,
followed by y k`1 “ y k ` δy .
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6.4 Implementation and Numerical Results
In this section, we present some numerical results of the OS-RSQP method for the incompress-
ible Navier-Stokes equations and compare it to the standard RSQP approach. We consider the
driven cavity problem on the unit square r0, 1s2 as described below.
6.4.1 Discretization
In order to introduce the discretization for the incompressible Navier-Stokes equations by finite
elements, we concentrate, w.l.o.g., on the boundary control case. Using the approximations
pyh, phq P H h ˆ Lh and uh P Uh with the discrete function spaces H h, Lh and Uh, the finite
element approximation of the state update in the OS-RSQP method reads for all vh P H h,
qh P Lh
νp∇δyh,∇vhqL2 ` ppy kh ¨∇qδyh, vhqL2 ` ppδyh ¨∇qy kh , vhqL2 ´ pdivpvhq, δphqL2 ` pdivpδyhq, qhqL2
“ ´ “νp∇y kh ,∇vhqL2 ` ppy kh ¨∇qy kh , vhqL2 ´ pdivpvhq, pkh qL2‰ ,
δyh|Γ “ ´y kh |Γ ` Bukh , (6.29)
y k`1h “ y kh ` δyh,
pk`1h “ pkh ` δph.
The spaces H h and Lh need to satisfy the following compatibility condition in order to guarantee
a unique and stable solution of the finite-dimensional problem (6.29). This condition is also
known as inf-sup condition [GR84, Gun89, Tur99] and reads
inf
qhPLh
˜
sup
vhPH h
cpqh, vhq
}qh}L2}vh}H 10
¸
ě C ą 0,
with the constant C independent of h. There are several possibilities to choose the spaces.
Here, we use piecewise biquadratic polynomials for the velocity and piecewise bilinear polyno-
mials for the pressure. This combination is also referred to as Taylor-Hood element. The finite
element spaces are therefore given by
H h :“ tvh P C 0pΩq : vh|κ P P 2pκq, κ P Thu,
Lh :“ tqh P C0pΩq : qh|κ P P1pκq, κ P Thu.
Uh is chosen to be the restriction of H h in the first component on the boundary. Therefore, we
approximate the control by piecewise biquadratic elements. We note that we are dealing with
conforming finite elements here. However, there are also possibilities to choose the relevant
discrete spaces in a nonconforming way. In this case, the bi- and trilinear forms in (6.29) as
well as the relevant norm in the inf-sup condition need to be defined elementwise.
The adjoint equation is discretized in the same way and we can directly solve
νp∇λk`1h ,∇vhqL2 ´ ppy kh ¨∇qλk`1h , vhqL2 ` pp∇y kh qTλk`1h , vhqL2 ` pdivpvhq, θk`1h qL2
`pdivpλk`1h q, qhqL2 “ py kh ´ yd , vhqL2 ,
λk`1h |Γ “ 0,
for pλk`1h , θk`1h q P H h ˆ Lh. Finally, we need to approximate the reduced gradient and solve for
the update in the control due to (6.28) followed by the BFGS update. We note, that one needs
to be careful with the update (6.17) and incorporate the scalar product p¨, ¨qU in terms of the
Laplace-Beltrami matrix as well as some numerical integration.
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6.4.2 Numerical Results
The desired state yd for distributed as well as boundary control is computed by solving the
Navier-Stokes equations with constant horizontal velocity on the upper wall set to one, i.e.,
y top1 “ 1. All the other boundary conditions are set to zero. As a second example for the
distributed control problem we additionally consider the horizontal velocity on the lower wall to
be constant, therefore y top1 “ ybot1 “ 1. The latter case results in a flow separation in the middle
of the domain. The results for ν “ 0.01 can be seen in Figure 6.1.
(a) y top1 “ 1 (b) y top1 “ ybot1 “ 1
Figure 6.1: Desired states for cavity flow for ν “ 0.01
For the distributed control problem, we are trying to reach the desired state with all boundary
conditions set to zero. In the case of the boundary control problem, the horizontal velocity on
the top of the state is given by the control. All the results are again obtained with the help of the
deal.II library. For the stopping criteria we choose
res “ }y k`1h ´ y kh }H 10 ` }pk`1h ´ pkh}L2 ` }λk`1h ´ λkh}H 10 ` }θk`1h ´ θkh}L2 ` }uk`1h ´ ukh }U ď tol ,
with tol “ 10´5. For all the computations the initial values are set to y0h ” 0 and u0h ” 0. The
initial adjoint variable λ0h was obtained by solving the adjoint system with y
0
h .
Distributed control
We compare the convergence behavior of the RSQP and the OS-RSQP method. The residuals
are plotted in Figure 6.2 on page 95 for µ “ 0.1, ν “ 0.1 and y top1 “ 1. Additionally, we
approximate the contraction factor ρG with Remark 3.4 and obtain ρG « 0.365. As expected,
omitting the linearization terms in the control and state update for the OS-RSQP method results
in a higher number of iterations. Nevertheless, it offers a complete simultaneous treatment.
The total number of iterations for the RSQP and the OS-RSQP method are given in Tables 6.1
and 6.2 on page 95, for the desired state computed with y top1 “ 1.
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 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 0  5  10  15  20  25
Residual RSQP
Residual OS-RSQP
Figure 6.2: Residuals for distributed control with µ “ 0.1 and ν “ 0.1 for y top1 “ 1
#cells RSQP OS-RSQP
100 8 29
225 8 29
400 8 29
625 8 29
(a) µ “ 0.1 and ν “ 0.1
#cells RSQP OS-RSQP
100 16 49
225 16 49
400 16 48
625 16 48
(b) µ “ 0.001 and ν “ 1
Table 6.1: Number of iterations for distributed control with y top1 “ 1
#cells RSQP OS-RSQP
100 30 181*
225 30 186*
400 30 186*
625 30 186*
(a) µ “ 0.1 and ν “ 0.01
#cells RSQP OS-RSQP
100 89 357*
225 90 364*
400 90 365*
625 90 365*
(b) µ “ 0.01 and ν “ 0.01
Table 6.2: Number of iterations for distributed control with y top1 “ 1
In some cases we obtain better results by reducing the control step size by 0.5. This is indicated
by * after the iteration number. All the iteration counts indicate a mesh-independent behavior.
Reducing the system in the OS-RSQP method naturally results in an increase of the number
of iterations. The optimal states for ν “ 0.01, µ “ 0.1 and µ “ 0.01 are given in Figure 6.3 on
page 96.
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(a) µ “ 0.1 (b) µ “ 0.01
Figure 6.3: Optimal state for distributed control with y top1 “ 1 and ν “ 0.01
As a second example we consider the distributed control problem trying to reach the state with
y top1 “ ybot1 “ 1. The number of iterations for the two methods and several choices of the
regularization and viscosity parameter are given in Tables 6.3 and 6.4. The solutions can be
seen in Figure 6.4 on page 97.
#cells RSQP OS-RSQP
100 7 18
225 7 18
400 7 18
625 7 18
(a) µ “ 0.1 and ν “ 0.1
#cells RSQP OS-RSQP
100 9 35
225 9 24
400 9 35
625 9 35
(b) µ “ 0.001 and ν “ 1
Table 6.3: Number of iterations for distributed control with
y top1 “ ybot1 “ 1
#cells RSQP OS-RSQP
100 29 163*
225 29 167*
400 29 167*
625 29 167*
(a) µ “ 0.1 and ν “ 0.01
#cells RSQP OS-RSQP
100 24 81*
225 25 81*
400 25 79*
625 25 79*
(b) µ “ 0.01 and ν “ 0.1
Table 6.4: Number of iterations for distributed control with
y top1 “ ybot1 “ 1
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(a) µ “ 0.1 and ν “ 0.01 (b) µ “ 0.001 and ν “ 1
Figure 6.4: Optimal state for distributed control with y top1 “ ybot1 “ 1
Again, the two methods work stable and independent of the mesh. Nevertheless, for smaller
problem parameters the OS-RSQP method needs observable more iterations.
Boundary control
We also compare the RSQP to the OS-RSQP method for the boundary control problem. A
comparison of the residuals can be found in Figure 6.5.
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 0  2  4  6  8  10  12  14  16
Residual RSQP
Residual OS-RSQP
Figure 6.5: Residuals for boundary control with ν “ 0.1 and µ “ 0.1
The total number of iterations for several parameters is given in Table 6.5 on page 98. The
solution for µ “ 0.1 and ν “ 0.01 is shown in Figure 6.6 on page 98. Further, Table 6.5 again
indicates a mesh-independent behavior of the two optimization methods.
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#cells RSQP OS-RSQP
100 10 16
225 10 17
400 10 17
625 10 17
(a) µ “ 0.1 and ν “ 0.1
#cells RSQP OS-RSQP
100 10 16
225 9 17
400 8 17
625 7 17
(b) µ “ 0.1 and ν “ 0.01
Table 6.5: Number of iterations for boundary control
(a) Optimal state (b) Control
Figure 6.6: Solution for boundary control with µ “ 0.1 and ν “ 0.01
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Chapter 7
Application to Aerodynamic Shape
Optimization
In this last chapter, we consider the shape optimization of an airfoil as an application of the
one-shot method. The industrial code PADGE (Parallel adaptive discontinuous Galerkin en-
vironment), which offers the simulation of the compressible Navier-Stokes equations around
an airfoil, was developed and provided by the German Aerospace Center (DLR1). We refer to
[HHLP10] for an introduction into some components of the PADGE code. While the improve-
ment of the simulation code is still in progress at the DLR in terms of high performance and
multigrid aspects, our aim of the DGHPOPT project was the development of an optimization
routine combined with hp-adaptivity as mentioned in the introduction. The relevant partial dif-
ferential equations are discretized by the discontinuous Galerkin method.
Adjoint-based optimization methods for the shape optimization of aerodynamical applications
have gained a lot of attention in the past years. The justification of the one-shot method is
based to a large extent in this research field. The optimization of an airfoil based on the Euler
equations is treated in [Gau03, HSBG05, Ghe07, Sch10, ÖG09, SIGS08], the viscous case
is considered in [JMP98, Ghe07, ÖG10]. In [JMP98, SIGS08] the deformation of the shape
is accomplished by the steepest descent, whereas [HSBG05, Ghe07, Sch10] use a RSQP-
based method. The complete simultaneous treatment of the optimality system according to
[Gri06, HG10], and reviewed in section 3.1, is handled in [GGR08, ÖG09, ÖG10, GGH`12].
Furthermore, in [KTS95] shape optimization based on a one-shot multigrid technique has been
studied. Similar to this chapter, [Lu05] investigates shape optimization coupled with p-adaptivity
for the Navier-Stokes equations discretized by the discontinuous Galerkin method. There, many
important aspects are addressed concerning the adjoint consistent discretization as well as the
iteration process that we also study here.
Compared to classical optimal control problems as considered in chapters 4 to 6, shape opti-
mization necessitates a complete different treatment analytically as well as numerically. While
the control variable acts as the right hand side for distributed control, or a boundary term for
boundary control in the previous PDEs, here, the optimized target functional will be determined
by the shape, i.e., the computational domain. Computing the necessary sensitivities for the
optimization asks for a special treatment of the integral terms that depend on the domain. In
this manner, the concept of shape derivatives can be applied to obtain the adjoint equation
and, especially, the reduced gradient [SZ92, Sch10]. Another possibility is given by the use of
AD, where the differentiation of the simulation routine leads to a consistent adjoint equation as
1Deutsches Zentrum für Luft- und Raumfahrt
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well as the requested sensitivities [GGR08, ÖG09, ÖG10]. Once the shape is updated, also
the computational domain around it needs to be transformed. Special deformation tools will
transfer the deformation of the shape into the domain.
This chapter describes the main steps of the simulation and optimization routine that was imple-
mented into the PADGE code. It starts with an overview of the provided simulation components.
Next to a description of the compressible Navier-Stokes equations and their discretization by
the discontinuous Galerkin method, we will introduce the backward Euler-Newton solver for the
discretized system in sections 7.1 to 7.3. For the new implemented one-shot method, we will
start in section 7.4 by introducing the adjoint equations and the relevant adjoint solver. Avoid-
ing the use of AD, we set up an adjoint fixed-point iteration, which fits in a linearized manner
into the general framework of the one-shot method introduced in chapter 3. We will continue
with a short introduction on shape derivatives. Finally, the one-shot method is completed by
an adaptive routine. We close this chapter in section 7.5 with numerical results presenting the
behavior of the coupled primal-dual iteration, the one-shot routine as well as the optimization
coupled with adaptivity.
7.1 Governing Equations
Laminar fluid flow can in general be described by the compressible Navier-Stokes equations.
Omitting external volume forces, they are given by the following system of partial differential
equations [Bla05]:
Bρ
Bt ` divpρvq “ 0, (7.1a)
Bpρvq
Bt ` divpρv b v ` pIq “ divpτq, (7.1b)
BpρEq
Bt ` divpρHvq “ divpK∇T ` τvq, (7.1c)
with the density ρ, the pressure p, the total energy E, the enthalpy H, the viscous stress tensor
τ , the temperature T and the thermal conductivity K. The term ρv b v denotes the tensor
rpρvqivj si ,j“1,2. Additionally, I is the identity matrix and the fluid velocity is now denoted by
v “ pv1, v2qT . The total energy E is given by the internal energy e and the kinetic energy
E “ e ` 1
2
}v}22.
Equation (7.1a) describes the conservation of mass. The system of partial differential equations
(7.1b), which describes the conservation of momentum, is not closed and some additional
assumptions are necessary. The simplest one is that the fluid is Newtonian, which results in a
relation between the stress tensor and the other variables. Examples of Newtonian fluids are
air or water and for those fluids it holds
τ “ µLp∇v ` p∇vqT q ´ 2
3
µL divpvqI, (7.2)
where µL is the dynamic viscosity for laminar flow. Finally, (7.1c) describes the conservation of
energy.
Remark 7.1. For non-Newtonian fluids, such as blood, toothpaste or ketchup, the stress tensor
is related to the velocity by a system of partial differential equations.
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Next to (7.2), even more conditions are necessary to close the system of PDEs (7.1a) - (7.1c).
The missing link can be given by the formulation for a perfect gas. In this case, the pressure
satisfies
p “ pγ¯ ´ 1qρpE ´ 1
2
}v}22q,
and the internal energy e is related to the temperature by
e “ cvT.
Here, γ¯ “ cpcv is the adiabatic index and defines the ratio of the heat capacity at constant
pressure cp and the heat capacity at constant volume cv . This, as well as the Prandtl number
P r “ µLcpK can be specified for dry air as γ¯ “ 1.4 and P r “ 0.72. Another important property is
the relation of the velocity v to the speed of sound c , given by the Mach number
M “ }v}2
c
.
Appropriate boundary conditions for the compressible Navier-Stokes equations will be given
below.
Remark 7.2. By the assumption that the density ρ is constant, the energy equation (7.1c)
decouples from the system (7.1). Considering a time-independent flow and using the relation
for the kinematic viscosity ν “ µL{ρ, we obtain the momentum and mass equations of the
incompressible Navier-Stokes equations given by (6.1a) and (6.1b).
In the following, we are considering the steady-state compressible Navier-Stokes equations.
Adapting the notation in [Har08], we can write system (7.1) as
∇ ¨ pFcpyq ´ Fv py ,∇yqq ”
2ÿ
k“1
„ B
Bxk f
c
k pyq ´ BBxk f
v
k py ,∇yq

“ 0 (7.3)
with the vector of conservative variables
y “
»——–
ρ
ρv1
ρv2
ρE
fiffiffifl ,
the convective flux Fcpyq “ pf c1 pyq, f c2 pyqqT with
f c1 pyq “
»——–
ρv1
ρv21 ` p
ρv1v2
ρHv1
fiffiffifl and f c2 pyq “
»——–
ρv2
ρv1v2
ρv22 ` p
ρHv2
fiffiffifl ,
as well as the vicsous flux Fv py ,∇yq “ pf v1 py ,∇yq, f v2 py ,∇yqqT with
f v1 py ,∇yq “
»———–
0
τ11
τ21
τ11v1 ` τ12v2 `K BTBx1
fiffiffiffifl and f v2 py ,∇yq “
»———–
0
τ12
τ22
τ21v1 ` τ22v2 `K BTBx2
fiffiffiffifl .
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Remark 7.3. System (7.1), or respectively (7.3), is usually transformed to dimensionless form
by scaling with appropriate reference values. Here, we use the reference values at the farfield,
denoted by the subscript 8
p8 “ 1
ρ8 “ 1
T8 “ 1.
Due to the non-dimensionalization, the Reynolds number
Re “ ρ }v}2Lref
µL
with the characteristic length Lref occurs. Re8 as well as the reference Mach number M8 are
externally given.
The Navier-Stokes equations are completed by boundary conditions regarding the inflow and
outflow boundary Γin and Γout as well as appropriate conditions on the wall Γw . Therefore,
consider a domain Ω with Γ “ BΩ and Γ “ Γin Y Γout Y Γw . An example is given by the domain
around an airfoil in Figure 7.1 with angle of attack α¯. We note that ΓinYΓout corresponds to the
boundary of the farfield.
Ω
Γw
Γin
Γout
α¯
Figure 7.1: Computational domain Ω around an airfoil with freestream angle
of attack α¯, inflow boundary Γin, outflow boundary Γout and solid wall Γw
For Γin and Γout usually subsonic or supersonic behavior is considered, meaning that the fluid
velocity is below or above the speed of sound. Whereas the velocity and the density are given
by Dirichlet boundary conditions determined by the reference values on all the inflow boundary,
the pressure will only be given explicitly on the supersonic inflow part. On the subsonic inflow
boundary it will be computed from the flow field. For the outflow this setting is reversed. While
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the pressure is given by a Dirichlet boundary condition on the subsonic part, the other vari-
ables are determined by the flow field. Supersonic outflow behavior corresponds to Neumann
boundary conditions for the whole flow field. This behavior is motivated by an analysis of the
corresponding characteristics, see [Har08] for more details on these conditions and an explicit
form. Additionally, we have homogeneous Dirichlet boundary conditions on the solid wall
v “ 0 on Γw .
This condition is well known as the no-slip condition, commonly used for viscous flows. Finally,
the temperature will adapt Dirichlet or Neumann boundary conditions on Γw “ Γiso Y Γadia,
which is split into the two corresponding parts Γiso and Γadia. The former conditions are called
isothermal boundary conditions and given by
T “ Tw on Γiso .
Adiabatic boundary conditions describe that there is no heat transfer through the wall, they are
given by
n ¨∇T “ 0 on Γadia,
where n denotes the outward normal of Γadia.
In the following section, we discretize the Navier-Stokes equation by rewriting (7.3) as a first-
order system using the fourth-order homogeneity tensor Gpyq defined by
f vk py ,∇yq “
2ÿ
l“1
Gklpyq BuBxl , k “ 1, 2.
Therefore, it is
G11pyq “ µL
ρ
¨˚
˚˝ 0 0 0 0´ 43v1 43 0 0´v2 0 1 0
´p 43v21 ` v22 ` γ¯P r pE ´ }v}22qq p 43 ´ γ¯P r qv1 p1´ γ¯P r qv2 γ¯P r
‹˛‹‚,
G12pyq “ µL
ρ
¨˚
˚˝ 0 0 0 023v2 0 ´ 23 0´v1 1 0 0
´ 13v1v2 v2 ´ 23v1 0
‹˛‹‚, G21pyq “ µLρ
¨˚
˚˝ 0 0 0 0´v2 0 1 0
2
3v1 ´ 23 0 0
´ 13v1v2 ´ 23v2 v1 0
‹˛‹‚,
G22pyq “ µL
ρ
¨˚
˚˝ 0 0 0 0´v1 1 0 0´ 43v2 0 43 0
´pv21 ` 43v22 ` γ¯P r pE ´ }v}22qq p1´ γ¯P r qv1 p 43 ´ γ¯P r qv2 γ¯P r
‹˛‹‚,
and (7.3) becomes
∇ ¨ pFcpyq ´ Gpyq∇yq “ 0. (7.4)
Remark 7.4. Note that the convective part of (7.4)
∇ ¨ Fcpyq “ 0,
with appropriate boundary conditions describes the compressible Euler equations.
Remark 7.5. An existence and uniqueness concept for the general form of the Navier-Stokes
equations is not known. Only for specific simplified formulations this can be provided, see
[CGH`01, Pri10, PS12] and references therein.
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7.2 The Discontinuous Galerkin Method
The Navier-Stokes equations are discretized by the discontinuous Galerkin method. Here, we
only give an overview regarding the specific discretization of the system (7.4) based on [Har08].
For a general introduction to the discontinuous Galerkin method we refer to [ABCM02], for the
Navier-Stokes equations discretized by the discontinuous Galerkin method see also [Pri10].
For the discretization we will assume that Ω Ă R2 can be subdivided into a shape-regular mesh
Th “ tκu with quadrilateral elements κ, where each κ is the image of the reference unit square
under some smooth and bijective mapping.
For the weak formulation we need to introduce broken Sobolev spaces, which are related to
the triangulation Th and consist of all the functions, whose restriction on one element belongs
to the Sobolev space defined on that element, e.g.,
HspThq “ tv P L2pΩq : v |κ P Hspκq, κ P Thu.
Furthermore, for the broken Sobolev spaces an appropriate notation for the gradient and the
divergence is necessary, which is given by the broken gradient operator ∇h : H1pThq ÝÑ
rL2pThqs2 with
p∇hvq|κ :“ ∇pv |κq for v P H1pThq,
and the broken divergence operator p∇h ¨ q : rH1pThqs2 ÝÑ L2pThq with
p∇h ¨ wq|κ :“ ∇ ¨ pw |κq for w P rH1pThqs2.
The traces of v P H1pThq belong to the space T pThq :“śκPTh L2pBκq and might have two values
for x P ΓI , where ΓI denotes the union of all interior faces. Therefore, we denote by vκ` and vκ´
the inner and outer trace of a function v P H1pThq relative to an element κ. In the following, we
suppress the index κ, if it is clear on which element we are working on.
We first rewrite (7.4) as a first-order system
σ “ Gpyq∇y , ∇ ¨ pFcpyq ´ σq “ 0. (7.5)
Multiplying (7.5) by test functions w P rH1pThqs4ˆ2 and v P rH1pThqs4, integrating by parts
over an element κ and finally summing all elements, yields the weak dG-formulation: Find
y P rH1pThqs4 and σ P rH1pThqs4ˆ2 so thatÿ
κPTh
ż
κ
σ : w dx “ ´
ÿ
κPTh
ż
κ
y ∇h ¨
`
GT pyqw˘ dx ` ÿ
κPTh
ż
Bκ
y
`
GT pyqw˘ ¨ n ds,
ÿ
κPTh
ż
κ
pFcpyq ´ σq : ∇hv dx “
ÿ
κPTh
ż
Bκ
pFcpyq ´ σq ¨ n v ds,
for all v P rH1pThqs4, w P rH1pThqs4ˆ2, where n denotes the unit outward normal vector to Bκ.
For the discrete counterpart we use discontinuous vector-valued polynomial functions vh P V ph
of degree p with
V ph “ tvh P rL2pΩqs4 : vh|κ P rQppκqs4u
and discontinuous tensor-valued functions wh P Σph of degree p with
Σph “ twh P rL2pΩqs4ˆ2 : vh|κ P rQppκqs4ˆ2u.
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Here, Qppκq is the space of polynomials that are linear combinations of polynomial products of
degree at most p in every coordinate direction. In order to pass on to the discontinuous Galerkin
discretization, we replace y and v by yh, vh P V ph as well as σ and w by σh, wh P Σph. Since yh and
σh might be discontinuous across the element boundaries BκXBκ1 for two neighboring elements
κ and κ1 , we additionally need to replace all the fluxes over the boundary by numerical fluxes.
We denote by yˆh, σˆh approximations to y and σ, as well as by Hpy`h , y´h , nq the numerical flux
of Fcpyq ¨ n, which incorporates interior and outer trace of yh on Bκ. Since it is not relevant for
this work, we will not specify the numerical flux Hpy`h , y´h , nq here, but we just mention the two
most important properties, which it has to satisfy, in the following definition.
Definition 7.1. The numerical flux is called
1. consistent, if
Hpv , v , nq|Bκ “ Fcpvq ¨ n, for all κ P Th,
2. conservative, if for any two neighboring elements κ and κ1 from Th, it holds at each point
x P BκX Bκ1 ‰ H that
Hpv , w, nκq “ ´Hpw, v,´nκq,
noting that nκ1 “ ´nκ.
Some possibilities for the numerical flux are given in [Har08]. Overall, this leads to the dis-
continuous Galerkin discretization of (7.5) in the so-called flux formulation: Find yh P V ph and
σh P Σph such thatż
Ω
σh : wh dx “ ´
ż
Ω
yh∇h ¨
`
GT pyhqwh
˘
dx `
ÿ
κPTh
ż
Bκ
yˆh
`
GT pyhqwh
˘ ¨ n ds, (7.6)ż
Ω
pFcpyhq ´ σhq : ∇hvh dx “
ÿ
κPTh
ż
Bκ
`Hpy`h , y´h , nq ´ σˆh ¨ n˘ vh ds, (7.7)
for all vh P V ph , wh P Σph. In order to eliminate σh in this first-order system, we continue with
an additional integration by parts in (7.6), choosing wh “ ∇hvh and finally substituting this into
(7.7) to obtainż
Ω
Fcpyhq : ∇hvh dx ´
ż
Ω
Gpyhq∇hyh : ∇hvh dx ´
ÿ
κPTh
ż
Bκ
pyˆh ´ yhq
`
GT pyhq∇hvh
˘ ¨ n ds,
“
ÿ
κPTh
ż
Bκ
`Hpy`h , y´h , nq ´ σˆh ¨ n˘ vh ds. (7.8)
To transform the above cell-based form to a face-based form, in which every face e “ BκX Bκ1
is treated only once, we introduce the following mean-value and jump operators for the traces.
Definition 7.2. Let e P ΓI be an interior edge of two adjacent elements κ` and κ´ with corre-
sponding unit outward normal vectors n` and n´, or let e P Γ be a boundary edge. Furthermore,
let v P rT pThqs4 and w P rT pThqs4ˆ2 be the traces of vector-valued and tensor-valued functions.
The mean value operator t ¨u is defined by
t vu :“ 1
2
pv` ` v´q on e P ΓI , t vu :“ v` on e P Γ,
twu :“ 1
2
pw` ` w´q on e P ΓI , twu :“ w` on e P Γ.
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The jump operator v¨w is defined by
vvw :“ v` b n` ` v´ b n´ on e P ΓI , vvw :“ v` b n` on e P Γ,
vww :“ w`n` ` w´n´ on e P ΓI , vww :“ w`n` on e P Γ.
The following lemma offers a transformation from a cell-based formulation to a face-based
formulation.
Lemma 7.1. Let v P rT pThqs4 and w P rT pThqs4ˆ2. It holdsÿ
κPTh
ż
Bκ
pw`n`q ¨ v` ds “
ż
ΓIYΓ
twu : vvw ds `
ż
ΓI
vww ¨ t vu ds.
Proof. See [Har08].
By using Lemma 7.1 for (7.8) twice, with w “ GT pyhq∇hvh, v “ yˆh ´ yh and w “ σˆh, v “ vh, we
obtain the face-based discontinuous Galerkin formulationż
Ω
Fcpyhq : ∇hvh dx ´
ż
Ω
Gpyhq∇hyh : ∇hvh dx
´
ż
ΓYΓI
`vyˆh ´ yhw : tGT pyhq∇hvhu ´ t σˆhu : vvhw˘ ds (7.9)
“
ÿ
κPTh
ż
Bκ
Hpy`h , y´h , nqvh ds `
ż
ΓI
`t yˆh ´ yhu vGT pyhq∇hvhw ´ vσˆhwt vhu ˘ ds.
In order to obtain a representation on the boundary as well, we introduce the notation of the
boundary value function yΓpyq in the following. yΓpyq represents the corresponding inflow, out-
flow and wall boundary conditions. In [Har08] an explicit form of the boundary value function is
presented. For boundary faces y´h will be replaced by yΓpy`h q.
The specific form of the discretization depends on the choice of the numerical fluxes yˆh and σˆh.
Here, we will introduce the so-called symmetric interior penalty Galerkin (SIPG) method. The
numerical fluxes for the SIPG method are given by
yˆh “ t yhu and σˆh “ tGpyhq∇hyhu ´ δpyhq on ΓI ,
yˆh “ yΓpy`h q and σˆh “ FvΓ py`h ,∇y`h q ´ δΓpy`h q on Γ.
Here,
FvΓ py`h ,∇y`h q “ Fv pyΓpy`h q,∇y`h q “ GpyΓpy`h qq∇y`h
and δ, δΓ are penalization terms given by
δpyhq “ Cip p
2
he
tGpyhqu vyhw on ΓI ,
δΓpyhq “ Cip p
2
he
GpyΓpyhqqpyh ´ yΓpyhqq b n on Γ,
with a positive and sufficiently large constant Cip and he given by
he “ min pmeaspκq,measpκ1qq {measpeq,
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where κ and κ1 are the two adjacent cells of the edge e. With the above choice we have
vyˆhw “ 0, t yˆhu “ t yhu and vσˆhw “ 0. Therefore, (7.9) reduces to
´
ż
Ω
Fcpyhq : ∇hvh dx `
ż
Ω
Gpyhq∇hyh : ∇hvh dx ´
ż
ΓYΓI
vyhw : tGT pyhq∇hvhu ds
´
ż
ΓYΓI
t σˆhu : vvhw ds `
ÿ
κPTh
ż
Bκ
Hpy`h , y´h , nqvh ds “ 0.
With the help of the boundary value function yΓpyq, we finally obtain the dG discretization of the
Navier-Stokes equations: Find yh P V ph so that
Nhpyh, vhq “ 0 for all vh P V ph , (7.10)
where
Nhpyh, vhq “ ´
ż
Ω
Fcpyhq : ∇hvh dx `
ÿ
κPTh
ż
BκzΓ
Hpy`h , y´h , nqv`h ds `
ż
Ω
Gpyhq∇hyh : ∇hvh dx
´
ż
ΓI
vyhw : tGT pyhq∇hvhu ds ´
ż
ΓI
tGpyhq∇hyhu : vvhw ds `
ż
ΓI
δpyhq : vvhw ds
` NΓ,hpyh, vhq,
and the boundary term is given by
NΓ,hpyh, vhq “
ż
Γ
HΓpy`h , yΓpy`h q, nqv`h ds ´
ż
Γ
`FvΓ py`h ,∇y`h q ´ δΓpy`h q˘ : pv`h b nq ds
´
ż
Γ
`
GTΓ py`h q∇v`h
˘
:
``
y`h ´ yΓpy`h q
˘b n˘ ds,
with HΓpy`h , yΓpy`h q, nq “ n ¨ FcpyΓpy`h qq and GTΓ py`h q∇v`h “ GpyΓpy`h qq∇v`h .
Remark 7.6. Next to the SIPG method, there are other possibilities to choose the numerical
fluxes, e.g., the non-symmetric interior penalty Galerkin (NIPG) method, the DG discretization
of Bassi and Rebay or the method of Baumann-Oden. These methods will not be considered
here, we refer to [Har08] for details.
Remark 7.7. The SIPG discretization of the Navier-Stokes equations above is consistent, i.e.,
(7.10) is fulfilled for the exact solution y
Nhpy , vq “ 0 for all v P rH1pThqs4,
provided the numerical flux Hp¨, ¨, ¨q as well as the boundary function yΓp¨q are consistent, i.e.,
Hpy , y , nq|Bκ “ Fcpyq ¨ n for all κ P Th and yΓpyq “ y on Γ for y sufficiently smooth. The concept
of consistency ensures that the continuous solution fulfills the discretized system and will play
an important role for the adjoint equations as well.
7.3 The Backward Euler-Newton Method
In order to solve (7.10), a pseudo-timestep is added to the nonlinear system of the Navier-
Stokes equation. After a semidiscretization in space with the discontinuous Galerkin method
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as described above, we obtainˆ
d
dt
yhptq, vh
˙
L2pΩq
` Nhpyhptq, vhq “ 0 for all vh P V ph , t P p0, T q,
yhp0q “ y0h ,
with a given initial solution y0h . Here and in the following, p¨, ¨qL2pΩq denotes the scalar product
with respect to rL2pΩqs4. The same holds for p¨, ¨qL2pΓq in the next section. The time will be
discretized using time steps 0 “ t0 ă t1 ă . . . with ∆tk “ tk`1 ´ tk and a backward Euler
method, which yields˜
y k`1h ´ y kh
∆tk
, vh
¸
L2pΩq
` Nhpy k`1h , vhq “ 0 for all vh P V ph .
The implicit term Nhpy k`1h , vhq will be linearized with respect to the state according to
Nhpy k`1h , vhq “ Nhpy kh , vhq ` N 1hpy kh , vhqpy k`1h ´ y kh q,
so that we are left with˜
y k`1h ´ y kh
∆tk
, vh
¸
L2pΩq
` N 1hpy kh , vhqpy k`1h ´ y kh q “ ´Nhpy kh , vhq for all vh P V ph . (7.11)
Here, N 1hpy , vqw denotes the derivative of Nhpy , vq with respect to y in the direction w . This
scheme is equivalent to a generalized Newton scheme, where the Jacobian is augmented by a
term given through
´
y k`1h ´y kh
∆tk
, vh
¯
L2pΩq
. In detail, consider a basis pΦ1,Φ2, . . . ,ΦNq of V ph and let
y kh “ yhptkq “
Nÿ
j“1
Y kj Φj
with Y k P RN , rY k sj :“ Y kj , j “ 1, . . . , N. Plugging this into (7.11) and choosing vh “ Φi ,
i “ 1, . . . , N yields the systemˆ
M
∆tk
` N 1pY kq
˙`
Y k`1 ´ Y k˘ “ ´NpY kq for k “ 0, 1, 2, . . . , (7.12)
with the mass matrix rMsi j :“ pΦi ,ΦjqL2pΩq and the Jacobian and residual vector given by
rN 1pY kqsi j :“ N 1h
˜
Nÿ
j“1
Y kj Φj ,Φi
¸
pΦjq and rNpY kqsi :“ Nh
˜
Nÿ
j“1
Y kj Φj ,Φi
¸
for i , j “ 1, . . . , N. Therefore, by considering M
∆tk
` N 1pY kq as an augmented Jacobian, (7.12)
can be interpretetd as a Newton step. The detailed form of the derivativeN 1hp¨, ¨qp¨q of the Navier-
Stokes equations will be given below in (7.18) for the discretization of the adjoint equations.
The time step length ∆tk in (7.12) will be updated in every step [Pri10]. For ∆tk Ñ 8, (7.12)
reduces to the standard Newton scheme.
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7.4 Optimization
In the following, we introduce the additional components needed for the one-shot optimization
routine. We start with a formulation of the shape optimization problem and continue with the
adjoint Navier-Stokes equations, an appropriate iterative adjoint solver as well as the gradient
information.
7.4.1 Problem Formulation
We consider a shape optimization problem of the following form
min Jpy ,Ωq s.t. epy ,Ωq “ 0. (7.13)
Here, Ω is the computational domain as, e.g., given in Figure 7.1 on page 102. Compared
to the classical optimal control problems in chapter 4 to 6, the control here is given by Γw and
therefore, implicitly by Ω. The constraint epy ,Ωq “ 0 represents the compressible Navier-Stokes
equations (7.3), and we consider target functionals given by the drag or lift coefficient
Jpy ,Ωq “ 1
C8
ż
Γw
ppn ´ τnq ¨ ψds (7.14)
with ψ P tψd , ψlu, ψd “ pcospα¯q, sinpα¯qqT for the drag and ψl “ p´ sinpα¯q, cospα¯qqT for the lift.
Further, α¯ is the freestream angle of attack (see Figure 7.1 on page 102) and
C8 “ 12ρ8}v8}22Lref , see Remark 7.3.
7.4.2 The Adjoint Equation
In order to derive the adjoint equations for a given functional Jpy ,Ωq and the Navier-Stokes
equations given by
∇ ¨ pFcpyq ´ Fv py ,∇yqq “ 0, (7.15)
we follow the approach in [Har08], linearize the variational formulation of (7.15) and choose the
sufficiently smooth adjoint state λ as a test function to obtain`∇ ¨ pFcy pyqw ´ Fvy py ,∇yqw ´ Fv∇y py ,∇yq∇wq, λ˘L2pΩq “ Jy py ,Ωqw, (7.16)
for all sufficiently smooth test functions w . In the following, Fv∇y :“ BFv py ,∇yq{B∇y ,
Fvy :“ BFv py ,∇yq{By as well as Fcy :“ BFcpyq{By denote the partial derivatives of the vis-
cous and convective flux. To compute a strong form of the adjoint equation, we integrate by
parts twice in (7.16), which yields
´
´
w,
`Fcy ´ Fvy ˘T ∇λ¯
L2pΩq
´ `w,∇ ¨ `pFv∇y qT∇λ˘˘L2pΩq ` `w, n ¨ `pFv∇y qT∇λ˘˘L2pΓq
`
´
w,
`
n ¨ `Fcy ´ Fvy ˘˘T λ¯
L2pΓq
`
´
∇w, `n ¨ Fv∇y˘T λ¯
L2pΓq
“ Jy py ,Ωqw.
For a target functional given as the drag or lift coefficient, the derivative is given by
Jy py ,Ωqw “
ˆ
w,
1
C8
ppyn ´ τynq ¨ ψ
˙
L2pΓw q
´
ˆ
∇w, 1
C8
pτ∇ynq ¨ ψ
˙
L2pΓw q
,
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and the strong form of the adjoint equation therefore reads
´ `Fcy ´ Fvy ˘T ∇λ´∇ ¨ `pFv∇y qT∇λ˘ “ 0 in Ω,`
n ¨ `Fcy ´ Fvy ˘˘T λ` n ¨ `pFv∇y qT∇λ˘ “ 0 on Γin Y Γout ,`
n ¨ Fv∇y
˘T
λ “ 0 on Γin Y Γout ,`
n ¨ `Fcy ´ Fvy ˘˘T λ` n ¨ `pFv∇y qT∇λ˘ “ 1C8 ppyn ´ τynq ¨ ψ on Γw ,`
n ¨ Fv∇y
˘T
λ “ 1
C8
pτ∇ynq ¨ ψ on Γw .
The boundary values on the far field are fulfilled for λ “ 0 and n ¨ `pFv∇y qT∇λ˘ “ 0, so that the
adjoint Navier-Stokes equations are given by
´ `Fcy ´ Fvy ˘T ∇λ´∇ ¨ `pFv∇y qT∇λ˘ “ 0 in Ω, (7.17a)
n ¨ `pFv∇y qT∇λ˘ “ 0 on Γin Y Γout , (7.17b)
λ “ 0 on Γin Y Γout , (7.17c)`
n ¨ `Fcy ´ Fvy ˘˘T λ` n ¨ `pFv∇y qT∇λ˘ “ 1C8 ppyn ´ τynq ¨ ψ on Γw , (7.17d)`
n ¨ Fv∇y
˘T
λ “ 1
C8
pτ∇ynq ¨ ψ on Γw . (7.17e)
The boundary conditions on the wall can be specified in more detail if the behavior of the state
is exploited. Since this is not important for our work, we refer to [Har08] for details.
Remark 7.8. An alternative derivation of the adjoint Navier-Stokes equations based on a La-
grange function can be found in [Soe97].
The Discontinuous Galerkin Discretization
The discretized adjoint problem reads: Find λh P V ph , so that
N 1hpyh, λhqwh “ Jy pyh,Ωqwh for all wh P V ph , (7.18)
with
N 1hpyh, λhqwh “´
ż
Ω
wh
`Fcy pyhq˘T ∇hλh dx ` ÿ
κPTh
ż
BκzΓ
w`h
`H1y`py`h , y´h , n`q˘T vλhw ¨ n ds
`
ż
Ω
wh pGy pyhq∇hyhqT ∇hλh dx `
ż
Ω
wh∇h ¨
`
GT pyhq∇hλh
˘
dx
´ 1
2
ÿ
κPTh
ż
BκzΓ
pGy pyhqwh∇hyhq : vλhw ds ´ 1
2
ÿ
κPTh
ż
BκzΓ
pGpyhq∇hwhq : vλhw ds
´ 1
2
ÿ
κPTh
ż
BκzΓ
`
GTy pyhqwh∇hλh
˘
: vyhw ds ` 1
2
ÿ
κPTh
ż
BκzΓ
whvGT pyhq∇hλhw ds
`
ÿ
κPTh
ż
BκzΓ
δy pyhqwh : pλh b nq ds `
ż
Γ
`
GT pyhq∇hλh
˘
: pwh b nq ds
` N 1Γ,hpyh, λhqwh
110
7.4. Optimization
and the boundary term
N 1Γ,hpyh, λhqwh “
ż
Γ
n ¨ `FcΓ,y py`h qwh˘λ`h ds ` ż
Γ
δΓ,y py`h qwh : pλ`h b nq ds
´
ż
Γ
`FvΓ,y py`h ,∇hy`h qwh ` FvΓ,∇y py`h ,∇hy`h q∇hwh˘ : pλ`h b nq ds
´
ż
Γ
`
GTΓ,y py`h qwh∇hλ`h
˘
:
``
y`h ´ yΓpy`h q
˘b n˘ ds
´
ż
Γ
`
GTΓ py`h q∇hλ`h
˘
:
``
w`h ´ yΓpy`h q
˘b n˘ ds.
We achieve this by a suitable discretization of the adjoint equations in (7.16) utilizing partial
integration and broken Sobolev spaces as for the compressible Navier-Stokes equations. Using
partial integration, it can be seen clearly that N 1hpyh, λhqwh is the linearization of Nhpyh, λhq in
(7.10) with respect to yh in the direction wh. For a detailed derivation see [Kuh11].
Adjoint Consistency
Similar as in Remark 7.7, we discuss the importance of consistency for the adjoint equations.
The discretization (7.18) is said to be adjoint consistent, if the exact solution y to the primal
problem and the exact solution λ to the adjoint problem satisfy
N 1hpy , λqw “ Jy py ,Ωqw for all w P rH1pThqs4, (7.19)
which means that the discretization of the adjoint problem is consistent to the continuous ad-
joint problem.
An adjoint consistent discretization ensures optimal order of convergence as well as smooth-
ness of the discrete adjoint solution [Har07, Har08]. The SIPG method fulfills this property for
many problems in contrast to the NIPG method. Nevertheless, it has been investigated that
for specific target functionals even the SIPG discretization might behave adjoint inconsistent
and therefore leads to non-smooth adjoint solutions [HGS04]. Hence, it might be necessary to
modify the target functional in a consistent way to guarantee (7.19).
This situation as well occurs for the discretization of the adjoint Navier-Stokes equations with
the usually adjoint consistent SIPG method [Lu05]. A detailed analysis can be found in [Har07,
Har08] and reveals, that some components of the wall boundary terms do not vanish for
N 1hpy , λqw ´Jy py ,Ωqw so that (7.19) is not fulfilled. We therefore follow the approach in [Har07]
and consider the following modification for the given target functional Jpyh,Ωq
J˜pyh,Ωq “ Jpyh,Ωq `
ż
Γw
rJpyhq ds,
which is said to be consistent, if J˜py ,Ωq “ Jpy ,Ωq for the exact solution y . rJp¨q is chosen such
that it holds
N 1hpy , λqw “ J˜y py ,Ωqw for all w P rH1pThqs4 (7.20)
instead of (7.19). A suitable rJp¨q is given by
rJpyhq “ δΓpy`h q : pλΓ b nq ´
`
GTΓ py`h q∇hλΓ
˘
:
``
y`h ´ yΓpy`h q
˘b n˘
with λΓ “ λ|Γw . The discretized adjoint problem is finally given by: Find λh P V ph , so that
N 1hpyh, λhqwh “ J˜y pyh,Ωqwh for all wh P V ph (7.21)
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with
J˜y pyh,Ωqwh “ Jy pyh,Ωqwh `
ż
Γw
r 1Jpyhqwh ds
and
r 1Jpyhqwh “ δΓ,y py`h qwh : pλΓ b nq ´
`
GTΓ py`h q∇hλΓ
˘
:
``
wh ´ yΓ,y py`h qwhq
˘b n˘
´ `GTΓ,y py`h qwh∇hλΓ˘ : ``y`h ´ yΓpy`h q˘b n˘ .
Remark 7.9. The adjoint problem (7.21), as well as (7.18), displays a linear system in λh. Using
the same argumentation as in section 7.3 this yields a system of linear equations with a matrix,
that is the transpose matrix of the Jacobian used in the Newton iteration. Therefore, we end up
with the discrete adjoint system
pN 1pY qqTΛ “ J˜ Y , (7.22)
where rΛsj :“ Λj , j “ 1, . . . , N is the discrete adjoint vector and the right hand side is given by
rJ˜ Y si “ J˜y přNj“1 YjΦj ,ΩqΦi , i “ 1, . . . , N. The provided PADGE code solves this system directly
applying the GMRES method.
7.4.3 The Adjoint Backward Euler-Newton Method
In a coupled iteration of the primal and dual equation it is desirable to compute the exact iterative
dual in every primal iteration step. Using a pseudo-time step for the primal will hence lead to a
pseudo-time step in the adjoint iteration and therefore the same convergence behavior.
In [Gil00, Pri10] the exact dual iteration for a linear iterative system is formulated in general
and used for a generalized Runge-Kutta time-marching method. In more detail, consider the
general iterative procedure for a linear system LY “ f of the form
Y k`1 “ Y k ` Rpf ´ LY kq
with the matrix R depending on the iterative method. Let the corresponding linear functional of
the optimization problem be given by JpY q :“ pj, Y q, with a suitable inner product p¨, ¨q and a
general j . Then the dual iteration for the adjoint system LTΛ “ j is called exact dual, if for every
iteration step k it holds
JpY kq “ pj, Y kq “ pΛk , f q.
Following [Gil00], the dual iteration satisfying this reads
Λk`1 “ Λk ` RT pj ´ LTΛkq.
Although this approach is rigorous only for linear systems, we adopt it to set up a dual itera-
tion for the adjoint Navier-Stokes equations, as it was also done in [Lu05, NLPD04]. For the
backward Euler-Newton iteration in section 7.3 given byˆ
M
∆tk
` N 1pY kq
˙`
Y k`1 ´ Y k˘ “ ´NpY kq for k “ 0, 1, 2, . . . , (7.23)
and while omitting the dependency on the state in the augmented Jacobian, this yields the
following dual iterationˆ
M
∆tk
` N 1pY kq
˙T `
Λk`1 ´ Λk˘ “ J˜ Y ´ N 1pY kqTΛk for k “ 0, 1, 2, . . . . (7.24)
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This corresponds to a reduced backward Euler-Newton step for the dual problem. To see this,
consider the dual system (7.21) augmented by a pseudo-timeˆ
d
dt
λhptq, wh
˙
L2
` N 1hpyhptq, λhptqqwh ´ J˜y pyhptq,Ωqwh “ 0 for all wh P V ph , t P p0, T q,
λhp0q “ 0.
A discretization in time with the backward Euler method and linearization of the implicit term in
the direction of the dual only yields for all wh P V ph˜
λk`1h ´ λkh
∆tk
, wh
¸
L2
` N 1hpy kh , λk`1h ´ λkhqwh “ ´
`
N 1hpy kh , λkhqwh ´ J˜y py kh ,Ωqwh
˘
. (7.25)
Remark 7.10. We note, that omitting the linearization in the design for the state iteration (7.11)
in combination with omitting the linearization in the design and the primal variable for the adjoint
iteration (7.25) can be interpreted as primal and adjoint update of the combined OS-RSQP
method as described in section 6.3.
By introducing a basis of V ph and applying the same argumentation as in section 7.3, we finally
arrive at (7.24), where
λkh “ λhptkq “
Nÿ
j“1
Λkj Φj
and rΛk sj :“ Λkj for j “ 1, . . . , N.
Remark 7.11. Note that (7.23), (7.24) can also be interpreted in the context of the general
one-shot formulation in section 3.2, in a discrete setting and again by omitting the dependency
on the state of R :“ ` M
∆tk
` N 1pY kq˘´1. In fact, with F :“ R´1 and GpY,Ωq :“ Y ´ RNpY q it
holds
NpY q “ F rY ´ GpY,Ωqs ,
see (3.21). Defining the Lagrangian as
LpY,Λ,Ωq “ J˜pY,Ωq ´ `F TΛ˘T pY ´ GpY,Ωqq ,
we obtain for the computation of the adjoint state
LY pY,Λ,Ωq “ J˜ Y pY,Ωq ´
`
R´TΛ
˘T pI ´ I ` RN 1pY qq “ 0,
which yields
ΛTR´1 “ ΛTR´1 ´ ΛTN 1pY q ` J˜ Y pY,Ωq,
therefore
Λ “ Λ´ RT pN 1pY qTΛ´ J˜ Y pY,Ωqq
and finally (7.24).
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7.4.4 The Shape Derivative
The gradient information for the one-shot optimization are obtained by the shape derivative
approach explained in the following. Here, only a short overview will be given. Details on shape
optimization can be found in [Soe97, SZ92, IK08]. The formulation for the Euler equations as
well as the Navier-Stokes equations were e.g. studied in [Sch10]. The approach here is based
on an integral formulation of the compressible Navier-Stokes equations developed in [Kuh11].
See also [Soe97] for the derivation of the shape derivative with the help of the Lagrangian
function.
For the optimization problem (7.13) consider D Ă R2 open and Ω Ă D measurable. We denote
by Tt : D Ñ D, 0 ď t ă τ , τ P R a bijective mapping that describes the perturbation of the
domain by
Ωt :“ TtpΩq “ tTtpxq : x P Ωu.
In the same way the perturbed boundary is denoted by Γt “ TtpΓq. One of the most popular
approaches to choose Tt is the perturbation of identity in the direction of a sufficiently smooth
vector field V P CkpD;R2q. We denote this perturbation by TtrV s with
TtrV spxq “ x ` tV pxq for all x P Ω.
In the following, let Jpy ,Ωq be well defined for any subset Ω in D and the reduced functional be
given by JpΩq :“ Jpy ,Ωq, where y satisfies the constraint epy ,Ωq “ 0.
Definition 7.3. A functional JpΩq is called shape differentiable at Ω, if
dJpΩqrV s “ lim
tÑ0`
JpΩtq ´ JpΩq
t
exists for all directions V and V ÞÑ dJpΩqrV s is continuous and linear. dJpΩqrV s is called the
shape derivative of J at Ω in direction V .
Although we are not going to derive the shape derivative of the Navier-Stokes equations in
detail here, we state the key ingredients for its computation. In the following, let DkpD;R2q
denote the functions in CkpD;R2q with compact support. Its dual space is given by D´kpD;R2q.
Proposition 7.1. Let JpΩq be shape differentiable. Then there exists the distribution GpΩq P
D´kpD,R2q such that
dJpΩqrV s “ă GpΩq, V ąD´k pD,R2q,Dk pD,R2q
for all V P DkpD;R2q.
Proof. The proof is given in [SZ92], p.55.
GpΩq is called the shape gradient of JpΩq. The next theorem, also well-known as Hadamard
theorem, states that it is also possible to represent the shape derivative in a boundary formula-
tion.
Theorem 7.1 (Hadamard theorem). Let JpΩq be shape differentiable. Then there exists a scalar
distribution gpΓq P D´kpΓq such that the shape gradient GpΩq P D´kpD,R2q of JpΩq is given by
GpΩq “ γ˚Γ pg ¨ nq,
where γ˚Γ is the adjoint of the trace operator γΓ P LpDpD¯,R2q,DpΓ,R2qq.
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Proof. We refer to [SZ92], p.59.
Therefore, we obtain
dJpΩqrV s “ă g, V ¨ n ąD´k pΓq,Dk pΓq .
According to [SZ92], one can assume that gpΓq is integrable on Γ for specific functionals JpΩq.
Then the shape derivative can be expressed in so-called Hadamard form as
dJpΩqrV s “
ż
Γ
g pV ¨ nq ds. (7.26)
This important correspondence shows that the shape derivative only depends on the normal
direction of the vector field V . Further, g “ gpΓq can be seen as the boundary part of the shape
gradient GpΩq and will be used for the optimization process.
While computing the shape derivative, one usually encounters the dependency of the local
shape derivative of y , i.e., the partial derivative of the state variable with respect to the domain.
The shape derivative of the drag or lift coefficient (7.14) is given by (see [Kuh11])
dJpΩqrV s “ 1
C8
ż
Γw
pp1n ´ τ 1nq ¨ ψ ` divppψ ´ τψqpV ¨ nq ds,
with the local shape derivatives p1 and τ 1. To overcome this dependency and obtain a for-
mulation as in (7.26), one utilizes the adjoint approach. In the final formulation as in (7.26)
the kernel g does not depend on the local shape derivatives anymore. Following [Kuh11], the
shape derivative of the drag or lift coefficient in Hadamard form is given by
dJpΩqrV s “ ´
ż
Γw
ρp∇ ¨ vqλ1pV ¨ nq ds ´
ż
Γadia
˜
ρHp∇ ¨ vq ´
ÿ
i ,j
τi j
Bvj
Bxi ´K∆T
¸
λ4pV ¨ nq ds
`
ż
Γw
Bv
Bn ¨ pn ¨ τ
˚qpV ¨ nq ds `
ż
Γw
Bv
Bn ¨ pρnλ1qpV ¨ nq ds
`
ż
Γadia
Bv
Bn ¨ pρHn ´ τnqλ4pV ¨ nq ds ´
ż
Γiso
BTw ´ T
Bn Kpn ¨∇λ4qpV ¨ nq ds
´
ż
Γadia
ˆB2T
Bn2 ` divΓp∇TKλ4q
˙
pV ¨ nq ds, (7.27)
with the tangential divergence divΓp¨q and the adjoint stress tensor
τ˚ “ µLp∇λ2,3 ` p∇λ2,3qT q ´ 2
3
µL divpλ2,3qI.
Here λi denotes the i -th component of the adjoint variable λ fulfilling the adjoint Navier-Stokes
equations (7.17).
Since a modification of the target functional is necessary to fulfill the adjoint consistency for
the SIPG discretization of the Navier-Stokes equations, additionally the shape derivative in
Hadamard form for the modified target functional and the discretized Navier-Stokes equations
was computed in [Kuh11]. This form is also given by (7.27) in a discretized sense and fulfills a
consistent property, meaning that for the exact solution y of the continuous Navier-Stokes equa-
tions the shape derivative of the modified functional J˜py ,Ωq coincides with the shape derivative
of Jpy ,Ωq.
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Smoothing of the Gradient
Since in general g P D´kpΓq, the gradient lacks smoothness properties needed for the opti-
mization. As in [MP01, Sch10, SIGS08] we smooth g by solving the following elliptic partial
differential equation
pI ´ ε∆Γqgs “ g (7.28)
with homogeneous boundary conditions to obtain a smoothed gradient gs . Here, ∆Γ denotes
the tangential Laplace or Laplace-Beltrami operator, and ε ą 0 is the smoothing parameter.
This approach was utilized and tested in [Sch10] for the Stokes and Euler equations. There,
I´ ε∆Γ was interpreted as an approximation of the Hessian operator, so that gs “ pI´ ε∆Γq´1g
will operate as a Newton step.
For the compressible Navier-Stokes equations here, this approach was tested for several ε
and yielded satisfactory results for ε “ 5. In two space dimensions with a parameterization
x0, . . . , xN of the shape given, the Laplace-Beltrami operator can easily be approximated by
finite differences due to
∆Γgpxi q « 2gpxi`1q
hi`1phi ` hi`1q ´
2gpxi q
hihi`1
` 2gpxi´1q
hi phi ` hi`1q
and hi`1 “ |xi`1 ´ xi |, hi “ |xi ´ xi´1|, which reduces to
∆Γg « gpxi`1q ´ 2gpxi q ` gpxi´1q
h2
for an equidistant discretization. For (7.14) the geometry can finally be updated by
Γk`1w “ Γkw ´ τkgs . (7.29)
with an additional step size parameter τk P p0, 1s, which might improve the convergence be-
havior.
7.4.5 The One-Shot Method
Putting all the steps together we obtain the one-shot method for the shape optimization prob-
lem. After every deformation of the shape the grid has to be adapted. This is done with the
help of a grid deformation tool, which applies an elasticity equation to transfer the changes of
the shape to the rest of the grid. Since a grid deformation introduces an interpolation error, we
need to perform n simultaneous primal and adjoint steps before deforming the grid again. We
call this procedure n-step one-shot method, which is given by Algorithm 3 on page 117.
7.4.6 The Adaptive One-Shot Method
We add an adaptive step to the one-shot algorithm above. The resulting method is given in Al-
gorithm 4 on page 117. Again, we limit the total number of adaptive steps bymax_ref ine_steps.
The error estimator η for the refinement is chosen as the dual weighted residual error estimator
as explained in section 3.3.2. Following [Har05] and with the aim of using existing routines in
the PADGE code, we compute an estimator that only depends on the primal residual weighted
by the relevant adjoint variable. Therefore, with (3.63) and the notation rpyhq “ ´Nhpyh, ¨q, it is
given by
Jpy ,Ωq ´ Jpyh,Ωhq « ´Nhpyh, λ¯h ´ λhq “
ÿ
κPTh
ηκ,
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Algorithm 3 N-Step One-Shot Method for Shape Optimization
1: Choose Y 0, Λ0, Γ0w and tol ą 0
2: for k “ 0, 1, 2, . . . do
3: for i “ 0, 1, . . . , n do
4: Calculate Y k`1 according to (7.23)
5: Calculate Λk`1 according to (7.24)
6: end for
7: Calculate shape gradient g according to (7.27)
8: Smooth the gradient according to (7.28) to obtain gs
9: Update Γk`1w “ Γkw ´ τkgs
10: Deform the grid
11: if res ă tol then
12: STOP
13: end if
14: end for
where λ¯h P V p¯h is the adjoint computed for a higher polynomial degree p¯ ą p and Ωh denotes a
discretization of the domain, which corresponds to the computational mesh. The approximate
a posteriori error bound is finally given by
ř
κPTh |ηκ|. We note that in general, and as explained
in section 3.3.2, the dependence on the other variables, particularly the adjoint, needs to be
taken into account. This procedure was used in [Lu05].
Algorithm 4 Adaptive N-Step One-Shot Method for Shape Optimization
1: Choose Y 0, Λ0, Γ0w , tol1 ą 0 and tol2 ą 0
2: for k “ 0, 1, 2, . . . do
3: if res ă tol1 and ref ine_steps ă max_ref ine_steps) then
4: Calculate |ηκ| for all elements κ and refine or coarsen the grid
5: Interpolate the solution vectors to the new mesh
6: ref ine_steps “ ref ine_steps ` 1
7: end if
8: for i “ 0, 1, . . . , n do
9: Calculate Y k`1 according to (7.23)
10: Calculate Λk`1 according to (7.24)
11: end for
12: Calculate shape gradient g according to (7.27)
13: Smooth the gradient according to (7.28) to obtain gs
14: Update Γk`1w “ Γkw ´ τkgs
15: Deform the grid
16: if res ă tol2 then
17: STOP
18: end if
19: end for
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7.5 Numerical Results
In the following, we test the one-shot method as well as the adaptive extension for the shape
optimization of a NACA0012 airfoil. We consider the drag minimization at M “ 0.5, Re “ 5000
and an angle of attack α¯ “ 2. The surface of the airfoil is given analytically for x P r0, 1s by
sur f acepxq “ ˘0.6p0.2969?x ´ 0.1260x ´ 0.3516x2 ` 0.2843x3 ´ 0.1036x4q.
We keep the leading as well as the trailing edge fixed during the optimization. All the surface
grid points of the shape are chosen as design parameters. The initial mesh around the airfoil
was provided by the DLR and has only 1600 cells, see Figure 7.2.
Figure 7.2: NACA0012 airfoil with selected view of the initial mesh
This is sufficient, because later, we adapt the mesh during the one-shot optimization. Starting
the optimization on a coarse mesh results in further speed-up. As initial values we set Y 0 “ Y8
to be the given freestream solution with subsonic inflow and outflow as well as adiabatic wall
boundary conditions and Λ0 ” 0. For the discretization of the primal the polynomial degree 2 is
used. The adjoint variable is discretized with degree 3.
The n-step one-shot method was tested for several values of n and τk . Good results were
achieved for n “ 7 and τk “ 0.5. A convergence plot with the primal and dual residual for 6
deformation steps is given in Figure 7.3 on page 119. We use the first 20 iterations to obtain a
feasible starting point for the optimization. At the beginning of the one-shot method, the drag is
J˜ 0d “ 5.586 ¨10´2. Here, J˜d denotes the modified drag coefficient to ensure adjoint consistency.
The final deformed shape can be seen in Figure 7.4 on page 119. For comparison, the initial
shape is plotted in red. It can be seen clearly that the shape is getting thinner to reach the
optimized drag J˜ ˚d “ 4.939 ¨10´2. Additionally, the convergence plot shows the similar behavior
for primal and dual iteration due to the backward Euler-Newton method.
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Figure 7.3: Primal and dual residual for the one-shot optimization
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Figure 7.4: Deformed mesh including initial shape (red)
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We note that due to the homogeneous boundary conditions when solving the PDE (7.28), the
leading and trailing edge of the airfoil are kept fixed. Since the starting geometry is symmetric,
the optimized shape inhabits a curved behavior and the lift increases.
Alternatively, we test the adaptive one-shot method as described in the following. After 2 defor-
mation steps we refine the mesh. Figure 7.5 shows the convergence for a maximum number of
2 refinement steps. In each step we refine 20% of the cells with the largest error indicator.
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Figure 7.5: Primal and dual residual for the adaptive one-shot optimization
with refinement at steps 36 and 58
A selected view of the refined grids after the first step with 2656 cells and 4333 cells after
the second refinement respectively is given in Figures 7.6 and 7.7 on page 121. Introducing
refinement results in an improvement of the accuracy. The shape gradients can be evaluated
more accurately. We only need 4 deformation steps to decrease the drag sufficiently. The drag
value at the end of the optimization and adaptation process J˜ ˚d “ 4.728 ¨ 10´2 is even smaller
than after pure optimization and the airfoil becomes thinner.
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Figure 7.6: Deformed and refined mesh after 1 refinement step
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Figure 7.7: Deformed and refined mesh after 2 refinement steps
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Chapter 8
Conclusions and Outlook
The aim of this work was the analysis of the one-shot method in a function space setting to
enable its adaptive extension. In this manner, a general formulation of the one-shot method
in Hilbert spaces was given, which allows for the treatment of diverse fixed-point formulations
of the state equation and the appropriate setup of the adjoint operator. A convergence proof
was provided, which is based on the same approach as in finite dimensions and ensures the
existence of an exact penalty function and the property of the one-shot method as a descent
direction. On the basis of this general result, an adaptive step was introduced into the algorithm
and two possible a posteriori error estimators were presented.
The convergence and algorithmic behavior of the infinite-dimensional one-shot method was
further examined for several model problems. The distributed optimal control of the solid fuel
ignition model enabled the analysis of the optimization method in an easy setting in terms of
the fixed-point operators as well as the chosen preconditioner, which was chosen initially as a
constant.
The choice of the fixed-point formulation was improved for the distributed control of the vis-
cous Burgers equation. As a last model problem the distributed and boundary control of the
incompressible Navier-Stokes equations have been analyzed. Based on an RSQP formulation,
the fixed-point formulation could be chosen more efficient. Additionally, the preconditioner was
improved and given by a Hessian approximation updated with the BFGS method.
All these three problems were studied numerically. The investigated mesh-independent behav-
ior of the classical one-shot approach motivated the incorporation of an adaptive routine. In this
way, it was possible to initialize the optimization procedure with a coarse solution. During the
iteration process to reach the optimum, the grid was refined and the accuracy improved.
In a last step of this work, the adaptive one-shot method was applied to an aerodynamic shape
optimization problem, where the fluid flow around the desired optimal shape of an airfoil was
given by the compressible Navier-Stokes equations. Due to the adaptive steps based on an a
posteriori error estimator in terms of the error in the target functional, it was possible to reduce
the objective faster compared to the standard approach.
The simultaneous treatment of optimization and adaptivity has been studied only recently. Es-
pecially, the numerical investigation for more applications is interesting.
The general setting of the one-shot method offers to handle several fixed-point formulations.
Nevertheless, better conditions to guarantee the convergence are necessary. In particular,
for problems like the optimal control of the viscous Burgers equation or the incompressible
Navier-Stokes equations, it would be satisfying to verify these conditions analytically or at least
numerically.
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Focussing on the adaptive one-shot formulation as introduced in this work, the study of an
adaptive BFGS approach would be a promising task. Next to the initialization with the identity
matrix after refining the grid, a better alternative would be given by a procedure transferring the
previous BFGS matrix to the new mesh. In this context, also a preconditioner based on a BFGS
update of the augmented Lagrangian, as introduced in most of the important contributions of
the one-shot method, can be handled.
Further, the interesting question of the optimal choice of optimization or adaptation step needs
to be addressed. An a posteriori error estimator based on the target functional would offer one
possibility to control this procedure.
The updates of the state, adjoint and design variable in the one-shot method only depend on
the old iterates. This complete simultaneous treatment offers to exploit the advantages of par-
allelization.
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Nomenclature
Abbreviations Page
AD Algorithmic differentiation 10
DWR Dual weighted residual 26
KKT Karush-Kuhn-Tucker 10
LICQ Linear independence constraint qualification 18
PADGE Parallel adaptive discontinuous Galerkin environment 99
PDE Partial differential equation 9
RSQP Reduced sequential quadratic programming 10
SQP Sequential quadratic programming 10
SUPG Streamline upwind Petrov-Galerkin 69
w.l.s.c. Weakly lower semicontinuous 14
Functional analysis
X, Y, U Hilbert spaces 13
p¨, ¨qX Scalar product of X 13
} ¨ }X Norm of X 13
LpX, Y q Space of all linear and bounded operators T : X Ñ Y 13
} ¨ } Operator norm } ¨ }LpX,Y q 13
} ¨ }2 Euclidian norm 20
X 1 Dual space of X 13
ă ¨, ¨ ąX1,X Dual product of X and X 1 13
T ˚ Dual operator T˚ : Y Ñ X 1 of T : X Ñ Y 1 13
vn á v Weak convergence of tvnunPN to v P X 14
X ãÑ Y X is continuously embedded in Y 14
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Nomenclature
X ãÑãÑ Y X is compactly embedded in Y 14
DpΩq Space of infinitely diff. functions with compact support C80 pΩq 15
D1pΩq Space of distributions 15
LppΩq Lebesgue space of p-integrable functions 15
Wm,ppΩq, H1pΩq Sobolev spaces 15
Wm,p0 pΩq, H10pΩq Sobolev spaces with vanishing boundary trace 15
} ¨ }L2 , } ¨ }H1 Corresponding norms with respect to the domain Ω 15
H´1pΩq Dual space of H10pΩq 15
CΩ Poincaré constant 16
γ0 Trace operator 15
L 2pΩq, H 1pΩq Product spaces for two-dimensional domain 16
rV s4 Vector-valued space of V for a four-dim. flux 16
rV s4ˆ2 Tensor-valued space of V for a four-dim. flux and two-dim. domain 16
f 1pxq Fréchet derivative of f at x 16
Lx px, λq, Lλpx, λq Partial Fréchet derivatives of L : X ˆ Y Ñ Z 17
L1px, λq Fréchet derivative of L with respect to x “ py , uq for X “ Y ˆ U 17
f 2pxq Second Fréchet derivative of f at x 17
kerpe1pxqq Kernel of e1pxq 18
Optimization
Jpxq, Jpy , uq, Jpy ,Ωq Target functional 17
epxq, epy , uq, epy ,Ωq State equation 17
Lpx, λq, Lpy , λ, uq Lagrangian functional 17
Gpy , uq Fixed-point operator 19
Φpy , λ, uq Adjoint fixed-point operator 27
Lapy , λ, uq Augmented Lagrangian 22
α, β Penalty parameters in augmented Lagrangian 22
µ Regularization parameter in tracking-type functional 20
B Preconditioner 21
γ Preconditioning constant 50
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Nomenclature
ρG Contraction factor of G 20
Npy , λ, uq Shifted Lagrangian function 21
Fluid dynamics
e Internal energy 100
E Total energy 100
H Enthalpy 100
ρ Density 100
τ Viscous stress tensor 100
T Temperature 100
K Thermal conductivity 100
v “ pv1, v2qT Fluid velocity 100
cp Heat capacity at constant pressure 101
cv Heat capacity at constant volume 101
µL Dynamic viscosity 100
p8, ρ8, T8 Values at the farfield 102
Fcpyq Convective flux 101
Fv py ,∇yq Viscous flux 101
γ¯ Adiabatic index 101
Γin, Γout , Γw Inflow, outflow and wall boundary 102
Lref Characteristic length 102
M Mach number 101
ν Viscosity 27
p Pressure 78
P r Prandtl number 101
Re Reynolds number 102
α¯ Angle of attack 102
τ˚ Adjoint stress tensor 115
Discretization
Th Computational mesh 40
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Nomenclature
κ Mesh element 40
yh, uh, λh Discretized variables 40
η, ηκ Error estimator 40
ΓI Interior edges 41
n`, n´ Outward normal vectors for elements κ` and κ´ 41
r , rκ, re Residual, cell and edge residual 41
hκ, he Cell diameter and edge length 42
v¨w Jump operator over edge 41
Vh Finite element space 41
H h, Lh, Uh Finite element spaces for incompr. Navier-Stokes equations 93
HspThq Broken Sobolev space 104
∇h, p∇h ¨ q Broken gradient and divergence operator 104
vκ` , vκ´ Inner and outer trace of v 104
V ph Discontinuous vector-valued polynomial space of degree p 104
Σph Discontinuous tensor-valued polynomial space of degree p 104
yˆh, σˆh, Hpy`h , y´h , nq Numerical flux functions 105
t ¨u Mean value operator 105
Cip Interior penalization constant 106
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