ABSTRACT Galaxy clusters can act as gravitational lenses to magnify the universe behind them, allowing us to see deep into the early universe. The Hubble Space Telescope Frontier Fields program ) uses six galaxy clusters imaged by Hubble to discover and study galaxies at z ∼ 5−10. Seven independent teams developed lens models and derived magnifications for each galaxy cluster, based on positional and redshift constraints from the best available data at the time. In this work we evaluate ten models for MACSJ0416.1-2403, which were made public in 2015, by contrasting them with new spectroscopic redshifts that were measured in 2016 . We developed an independent comparison method that uses the source plane root-mean-square as a metric of lensing model performance. Our analysis quantifies the ability of models to predict unknown multiple images. We examine the source plane scatter of multiply-imaged systems and explore dependence of the scatter on the location and the redshift of the background sources. The analysis we present evaluates the performance of the different algorithms in the specific case of the MACSJ0416.1-2403 models.
INTRODUCTION
Strong gravitational lensing in massive galaxy clusters provides an opportunity to study both the physical properties of clusters, and the highly-magnified background universe behind them. Strong lensing analysis can directly inform estimates of the total (baryonic and dark matter) projected mass distribution of galaxy cluster cores (e.g., Richard et al. 2010a; Sharon et al. 2014 Zitrin & Broadhurst 2016; Monna et al. 2017; Mahler et al. 2018) ; the high magnifications associated with strong lensing clusters facilitate both observations the high redshift (z ∼ 6 − 11) magnified background universe (e.g., Kneib et al. 2004; Richard et al. 2008; Coe et al. 2013 Coe et al. , 2015 Bouwens et al. 2014; Bradley et al. 2014; Atek et al. 2015; Salmon et al. 2017) , and zoomed-in studies of highly-magnified galaxies around z ∼ 2 (e.g., Jones et al. 2010; Bayliss et al. 2011; Livermore et al. 2015; Johnson et al. 2017a,b) . Strong lensing clusters have also been used to constrain cosmological parameters (e.g., Jullo et al. 2010; Cao et al. 2015; Magaña et al. 2015; Acebron et al. 2017) . The Hubble Space Telescope (HST) has been transformative for strong lensing research, enabling most of the studies listed above.
The Hubble Frontier Fields (HFF; Lotz et al. 2017 ) targets six massive galaxy clusters used as cosmic telescopes to observe the background universe (z ∼ 5 − 10). Each of the galaxy clusters and parallel fields was observed with seven optical and near-infrared bands using the Wide Field Camera 3 (WFC3) and the Advanced Camera for Surveys (ACS) over 140 orbits each for a total of 840 HST orbits. Follow-up observations from a variety of observatories both on the ground and in space have provided complementary data, including spectroscopic redshifts (z spec ), which allowed for precise lens models and the magnification measurements needed to study the background universe (e.g., Oesch et al. 2015; Alavi et al. 2016; Laporte et al. 2016; McLeod et al. 2016; Bouwens et al. 2017; Livermore et al. 2017; Yue et al. 2017; Atek et al. 2018;  1 Department of Astronomy, University of Michigan, Ann Arbor, MI 48109, USA * jremolin@umich.edu Kawamata et al. 2018 ).
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The Space Telescope Science Institute (STScI) contracted several lens modeling teams to compute lens models for each of the HFF clusters and make them available to the public. As part of this effort, the different teams collaboratively evaluated the robustness of the multiply-imaged systems that were found in these data. Other than agreeing on a uniform set of constraints, each team worked independently from the other teams. In that, the HFF initiative presents us with a unique opportunity to compare different algorithms that were used to model the same cosmic lenses, the various assumptions used by the lensing teams, learn about systematics in lens modeling, and the strengths of different algorithms. Comparison projects using simulated galaxy clusters (Meneghetti et al. 2017; Acebron et al. 2017 ) and HFF clusters (Priewe et al. 2017) investigate the performance of the algorithms employed by the lensing modelers. Other projects contrasted lens model predictions with observations from strongly lensed supernovae (Rodney et al. 2015; Kelly et al. 2016; Rodney et al. 2016; Treu et al. 2016) .
Since the beginning of the HFF program several versions of the lens models have been computed by each team. With each new version the quantity of constraints has increased due to the deep HST observations allowing for identification of faint multiply-imaged systems of background sources. In addition, the quality of the constraints has improved with spectroscopic follow-up providing confirmation of the arcs, and importantly, spectroscopic redshifts (e.g., Jauzac et al. 2014; Richard et al. 2014; Treu et al. 2015; Caminha et al. 2017; Karman et al. 2017; Mahler et al. 2018) .
The goal of this paper is to examine the predictive power of strong lensing models. We evaluate the ten public HFF version 3 lens models for MACSJ0416.1-2403 taking advantage of newly measured spectroscopic redshifts ) that were not available at the time the lens models were computed. We investigate how the different algorithms perform in regions of the field of view where there were no con-straints when the lens models were computed. We also check for any dependence of the root-mean-square (RMS) scatter of the systems on the source spectroscopic redshifts. With the new data we can explore the predictive power of the lens models through the source plane scatter and image plane projections. This is important for future predictions made using these models including the location of new multiple images of known or newly-discovered lensed sources. This paper is organized as follows. The importance of source redshifts in strong gravitational lens models, MACSJ0416.1-2403, and the lens models available from HFF are described in §2. In §3, we describe the lensing equation and the complexities of using the image plane scatter. Next, we discuss the methodology and results from the source plane and image plane projection analysis. §4 examines the V4 models for MACSJ0416.1-2403, which used the newly measured redshifts as constraints. Finally, a summary and conclusions can be found in §5. We assume a flat cosmology with Ω M = 0.3, Ω Λ = 0.7, and H 0 = 70kms
2. BACKGROUND 2.1. Strong Lensing Constraints Strong lensing analysis relies on correct identification of sets of multiply-imaged lensed sources ("arcs"). Modelers use several selection criteria to identify multiple images, including morphology, color, redshift, and expected lensing geometry. Deep, high resolution observations increase the feasibility of finding arc candidates but come with an extensive cost in observational resources. These observations are crucial since both the accuracy and precision of the lens models improve with the use of more lensed galaxies, as has been shown by Richard et al. (2010b) ; Johnson & Sharon (2016); and Mahler et al. (2018) .
The main constraints in strong lensing come from the observed positions of these images. Additionally, the redshift of the lensed source provides the distance (assuming a cosmology) giving us 3-dimensional information of the geometry of the system (Equation 1). Ideally, all of the multiply-imaged systems that are used to constrain the model would have spectroscopic redshifts. This is not typically the case, due to the high observational cost of spectroscopic follow-up. As the community devotes more resources to spectroscopic followup observations, the data become more complete. In the cases that spectroscopic redshifts are not available, lens modeling algorithms can treat redshifts as free parameters, increasing the flexibility of the models and thus increasing their uncertainty.
In the absence of spectroscopic redshifts, photometric redshifts can be used in the modeling process. Photometric redshifts are prone to systematic uncertainties, which can be reduced with information from multiple band-passes and deeper data, although catastrophic failures are possible. Nevertheless, photometric measurements can be implemented in the modeling process by using their posterior probability distribution as a prior for the free redshift parameter of the lensed source.
An investigation of the systematics in strong gravitational lens modeling exploring the importance of using spectroscopic redshifts was done by Johnson & Sharon (2016) , who found that the RMS scatter in the image plane improves when increasing the number of spectroscopic systems used in computing the lens models. Cerny et al. (2017) investigated methods of treating the redshifts of multiple images in various galaxy clusters and the effects on the magnifications computed from the lens models. The systematic uncertainties due to a small fraction of spectroscopic redshifts compared to a large fraction was analyzed in the case of Abell 2744 (Mahler et al. 2018) , which was observed as part of the HFF program. The systematic effect on the retrieval of cosmological parameters from strong lensing models due to the different density profiles used by parametric lens models and the effect of redshifts were explored by Acebron et al. (2017) , using simulated galaxy clusters (Meneghetti et al. 2017) .
In this work we take advantage of the factor of two increase in the number of lensing constraints with spectroscopically confirmed redshifts, to evaluate lens models of the HFF cluster MACSJ0416.1-2403.
The Predictive Power of Lensing Models in Clusters of
Galaxies All strong lens models rely on lensing observables as constraints. A variety of predictions can be made from the computed models, including the locations of new multiple images of known or newly-discovered lensed source. The use of lens models to find background source projections is standard practice by lens modelers as well as the rest of the community, and is routinely used to discover new images of lensed background sources, which in turn could help provide new constraints for the lens models.
With a well-constrained lens model, the angular separation between images of the same source can be used to estimate a "geometric" redshifts in the absence of spectroscopic redshift (e.g., Zitrin et al. 2014; Chan et al. 2017) . In addition, modelpredicted redshifts can be compared to independent photometric redshift estimates, and help discriminate between degenerate photometric redshifts (e.g., Lam et al. 2014; Diego et al. 2015b; Cerny et al. 2017) .
Time delay can also be predicted by lens models. Since the travel time of light depends on its path between the source and the observer, different images of the same source are not contemporaneous. The arrival time difference, or time delay, between the multiple images of the same source, depends on the lensing potential and can be directly derived from a lens model. If the source is transient or variable in nature, the time delay can be observationally measured and compared to lens model predictions, e.g., Supernovae (Kelly et al. 2014; Oguri 2015; Sharon & Johnson 2015; Diego et al. 2016b; Jauzac et al. 2016; Kelly et al. 2016; Treu et al. 2016; Rodney et al. 2018) and quasars lensed by clusters (Inada et al. 2006; Fohlmeister et al. 2007 Fohlmeister et al. , 2013 Dahle et al. 2013; Sharon et al. 2017) .
Finally, the lensing magnification is seldom a direct observable. In most cases, one can predict and measure the relative lensing magnification between images of the same source. The only known exception thus far is an observed standard candle such as supernova Type Ia, whose peak magnitude can be known through calibration and thus its absolute magnification can be compared to model predictions (Rodney et al. 2015) .
In this paper, we focus on the ability of lens models to properly predict the source location of lensed images. For assessment of the predicting power of magnification or time delay, the reader is referred to the publications listed above.
2.3. MACSJ0416.1-2403 MACSJ0416.1-2403 is a massive cluster at a redshift z = 0.397 identified in the MAssive Cluster Survey (MACS Ebel-ing et al. 2007 Ebel-ing et al. , 2014 . It was suggested that it is a merging cluster (Mann & Ebeling 2012 ) evident by the doublepeak profile of its bolometric X-ray luminosity. The Cluster Lensing and Supernova survey with Hubble (CLASH) has studied this cluster to constrain its mass distribution (Postman et al. 2012) . Using the CLASH HST images, Zitrin et al. (2013) identified 70 multiple images of 23 background sources, which were used in the strong lensing analysis. This cluster was previously observed by Spitzer IRAC (PI R. Bouwens), Chandra Space Observatory, Jansky Very Large Array (JVLA), Giant Meterwave Radio Telescope (GMRT) (Ogrean et al. 2015) , and Very Large Telescope (VLT) spectroscopy (e.g., Grillo et al. 2015; Balestra et al. 2016) . As part of the HFF program, MACSJ0416.1-2403 was observed again by HST in early 2014 and late 2014. Some of the most recent work exploring MACSJ0416.1-2403 include joint xray and strong lensing analysis to investigate the dark matter distribution in the core of the galaxy cluster (Bonamigo et al. 2017) . Line-of-sight structure is relevant when performing strong lensing analysis, since the lensing signal is sensitive to the total projected mass distribution D'Aloisio et al. 2014) . A study of line-of-sight structure effects on the strong lens modeling of MACSJ0416.1-2403 was presented by Chirivì et al. (2017) . Natarajan et al. (2017) studied the dark matter substructure of MACSJ0416.1-2403 by comparing lensing inferred substructure to that of simulations.
With the deep HST imaging, hundreds of multiple images have been identified and spectroscopic redshifts measured in follow-up observations. In 2015, seven independent lensing teams computed lens models for MACSJ0416.1-2403 with the positional and redshift constraints available at that time. This included 17 sources with confirmed z spec Richard et al. 2014; Treu et al. 2015) . In this analysis, we refer to the set of lensed images with spectroscopic redshifts available when the lens models were computed as the "training set". In 2016, a new follow-up survey by Caminha et al. (2017) increased the number of spectroscopic redshifts to 39 sources and updated some of the previously found redshifts. The lensed images (arcs) with new spectroscopic redshifts are referred to as "new set" in our analysis. Table 1 has a summary of the number of background sources and the multiple images with spectroscopic redshifts for MACSJ0416.1-2403. The distribution of the source spectroscopic redshifts (z s ) is shown in Figure 1 . We note that most of the new arcs have a higher redshift compared to the training set. Out of the spectroscopic redshifts that were updated, only system 26 had a drastic change in z spec from z 26 = 2.1851 to z 26 = 3.2355 (see Caminha et al. 2017) . In Figure 2 , we over-plot the positions of the arcs on a WFC/IR (F160W) image of MACSJ0416.1-2403. The colors represent the source spectroscopic redshift, the symbols indicate if the lensed system is part of the training (plus) or new (diamond) set, and the box identifies the location of system 26.
The independent lensing teams have ranked the lensed systems based on the confidence in identification of the multiple images, availability of spectroscopic redshift for the source, and lensing geometry. The arcs that had the highest reliability and measured spectroscopic redshifts were labeled "GOLD". Secure arcs with no available z spec were labeled "SILVER". Last, "BRONZE" were the multiply-imaged systems where there was neither a unanimous agreement on the reliability nor spectroscopic redshift confirmation. The lensing teams used these vetted selections to compute the lens models. We Number of multiple images (N im ) and background systems (Nsys) with spectroscopic redshifts (zspec) used in our analysis. Jauzac et al. 2014; Richard et al. 2014; Treu et al. 2015) and the white is the new set (data available from the resent follow-up survey by Caminha et al. (2017) that did not have any previous archival spectroscopic redshifts). From the distribution, it is clear that the new arcs tend to have a higher redshift than those arcs in the training set. This color convention is going to be carried through the rest of of the paper.
refer to these classifications in this paper.
Lensing Models
The lensing groups contracted by STScI computed independent lens models using a variety of algorithms, which can generally be separated into two categories: "parametric" and "non-parametric" (also called "free-form"). Parametric algorithms use a parametrized density distribution for dark matter halos and cluster member galaxies, to determine the lensing potential and mass distribution of the cluster. Non-parametric or free-form algorithms make little to no assumption on the functional form of the density profile of the galaxy cluster. Hybrid models are some combination of the parametric and non-parametric algorithms. In addition to the different forms of modeling the dark matter halos, an assumption that light traces mass is used in some of the algorithms.
The following is a brief overview of the models analyzed in this work. A summary of the lens models name, algorithm, and constraints used can be found in Table 2 . A more detailed description of the lens models can be found in HST Frontier Fields Lensing Models Web-page.
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CATS (C-V3, C-V3.1) collaboration (Jauzac et al. 2012 Richard et al. 2014 ) and Sharon/Johnson (JS-V3) Figure 2 . HST optical F160W image of MACSJ0416.1-2403 where the colored marks represent the position of the multiply-images, and the color indicates the background-source-measured spectroscopic redshift Richard et al. 2014; Treu et al. 2015; Caminha et al. 2017) . The plus symbols represent the training set while the diamonds indicate the new lensed systems. The boxes indicate lensed system 26, which had a spectroscopic redshift update from z 26 = 2.1851 to z 26 = 3.2355.
team (hereafter JS; Johnson et al. 2014 ) use publicly available parametric lensing model software LENSTOOL (Jullo et al. 2007; Jullo & Kneib 2009 ). JS used only strong lensing while CATS used a combination of strong and weak lensing, for the reconstruction of the mass distribution of the galaxy cluster. The total mass distribution of the cluster is parametrized by a combination of cluster-scale halos and a contribution from individual cluster member galaxies, using scaling relations to observed galaxy properties. LENSTOOL uses a Bayesian Monte Carlo Markov Chain (MCMC) algorithm to explore the parameter space minimizing a χ 2 to identify the best set of parameters. There are two models computed by CATS. Version 3 (C-V3) used only the "GOLD" and "SIL-VER" arcs, while version 3.1(C-V3.1) used "GOLD", "SIL-VER", and "BRONZE". The model by JS (JS-V3) only included the "GOLD" arcs.
Glafic (G-V3) (Oguri 2010; Ishigaki et al. 2015; Kawamata et al. 2016 ) used a parametric algorithm where a large smooth elliptical Navarro-Frenk-White (NFW; Navarro et al. 1997) profile represents the cluster mass distribution while the individual galaxies are modeled using Pseudo-Jaffe ellipsoids (Keeton 2001) . To complement these two components, external and internal perturbations of the lensing potential are introduced and represented by a multipole Taylor expansion. The "GOLD" and "SILVER" arcs were used to constrain the lens model.
Zitrin (Z-NFW, Z-LTM) models (Zitrin et al. 2009 ) used two different methods of parametrization. The first is a NFW dark matter halo density to describe the cluster mass distribution. The second method, introduced by Broadhurst et al. (2005) , is called Light-Traces-Mass (LTM). LTM uses a parametric profile for the cluster member galaxies scaled to their luminosity, then the mass map is smoothed using a Gaussian kernel to represent the dark matter component of the cluster. Both Z-LTM and Z-NFW use the "GOLD" and "SILVER" arcs.
Bradač (B-V3) (Hoag et al. 2016 ) used Strong and Weak Lensing United (SWUnited Bradač et al. 2006 Bradač et al. , 2009 . This non-parametric model combines both strong and weak lensing analysis to constrain the gravitational potential through iterative minimization of χ 2 of a non-regular adaptive grid. The "GOLD" arcs were used to compute the model.
Williams (W-V3, W-V3.1) models (Liesenborgs et al. 2006; Mohammed et al. 2014 ) use GRALE, a non-parametric method that uses a genetic algorithm to iteratively refine the mass distribution on a grid. The models only use the lensing observables as constraints with no other assumption on the mass density profile or cluster galaxies. This method is ideal for testing the assumption that light traces the mass of the cluster. The W-V3 model used the "GOLD" and "SIL-VER", while the model W-V3.1 used "GOLD", "SILVER", and "BRONZE" arcs.
Diego (D-V3) 5 (Diego et al. 2015a (Diego et al. , 2016a use WSLAP+ which is a free-form algorithm with the addition of a parametrized distribution for the mass contribution from the galaxy cluster members. The large scale dark matter distribution of the cluster is obtained using the non-parametric algorithm, by using a superposition of two-dimensional Gaussians in an adaptive grid. The compact mass contribution from the cluster members is tied to a light-to-mass ratio. The "GOLD" and "SILVER" arcs have been used as inputs to compute the lens model.
STRONG LENS MODELS EVALUATION
The lensing equation provides a transformation between each image location in the image plane to that of its source in the source plane:
where β s is the source plane position, θ i is the location in the image plane of image i of source s,α(θ i ) is the deflection angle, D ls (z l , z s ) is the angular diameter distance between the lens and the source, and D s (z s ) is the angular diameter distance between the observer and the source. Lens modeling algorithms find the distribution of projected mass density that minimizes the scatter between the observed and predicted images of all background sources. Ideally, the strong lensing analysis would be done in the image plane where the observables are found, typically, minimizing the equation (Kneib & Natarajan 2011 ):
where θ i obs and θ i model are the observed and the predicted positions by the lens model of image i of system s respectively and δ 2 si is the error on the position of image i in the lensed system s.
When assessing the image plane scatter of the different lens models for the analysis presented in this paper, we found that some models fail to predict all the multiple images for some of the systems (see §3.3). In those cases, the scatter of the system would be driven by the largest angular separation between the observed images in the image plane, preventing a quantitatively meaningful assessment of the models.
We overcome this issue by resorting to measuring the scatter in the source plane. Since the lens equation does not need to be inverted, there is always a prediction for β s . The source plane and image plane areas are related to each other through the lensing magnification, which can be different for each of the multiple images θ i . We therefore average over the magnification-weighted contribution to the scatter of each image, as detailed below.
Source Plane Scatter per System
5 The publicly released version 3 lens model of Diego was not suitable for this study due to a scaling problem. We obtained the correct version of the files from Jose Maria Diego (private communication)
To quantify the performance of the lensing models we use the magnification-weighted RMS scatter of the projected source positions in the source plane, with the goal of evaluating the predictive power of the models, and exploring its dependence on redshift and position in the image plane.
The source-plane location β i of each image i of source s is calculated from the lensing equation (Equation 1). We use the deflection matrices (α) from the publicly released lens models, observed positions of the arcs (θ i ), and the source spectroscopic redshift data z s (see Table 3 ). The deflection maps are interpolated using a Bivariate Spline. The interpolation is critical to increasing the precision when determining the location in the source plane of the multiple images.
Since the true position of the background source is nonobservable, we compute the barycenter (< β s >) of the projected source positions (Gade 2010) , weighted by the magnification of each image:
where i = 1, 2, 3, ..., n s is the index of each image of lensed system s, n s is the total number of multiple images in the system, and µ i is the magnification of image i. Last the distances between the barycenter and source plane locations are measured using the Vincenty formulae (Vincenty 1975) to measure a RMS scatter in the source plane. The weighted source plane RMS scatter (σ s ) for each of the systems is computed as follows,
where the summation takes into account the different magnifications of the images. When calculating the average scatter of several systems, σ, we use the formula:
where s = 1, 2, 3, ..., N is the index of the system, N is the total number of systems, and σ s is the source plane scatter of system s (Equation 4). We note that even though all of the modelers used the same list of multiple images (as described in §2.3), the positions are slightly altered, for example, they may use a unique morphological feature or a bright clump in the arc as the positional constraint. The coordinates used in this paper are tabulated in Table 3 . We tested whether the exact choice of coordinate within the arc affects the results of our analysis. We computed the percent difference in the source plane scatter between two sets of positional coordinates from two different lensing teams 6 . We find that the source plane RMS scatter changes by less than 5%, between the coordinate sets. This test provides confidence that the results described in the following sections are robust to slight differences in the coordinates used by the different teams. Zitrin et al. (2009 Zitrin et al. ( , 2013 This is a summary of the ten public version 3 models of MACSJ0416.1-2403 including the name, type of algorithm, and constraints used to compute the model. For definition of constraints, see §2.3
General Results
In Figure 3 , we plot the RMS scatter (σ s ) for each system for all the lens models, and in Figure 4 we show the distributions (represented by σ, first, and third quartiles) of the system RMS scatter of the training set, new set, and combined set, for a more direct comparison between the models.
We find that models based on parametric or hybrid algorithms result in low RMS scatters (C-V3, C-V3.1, D-V3, G-V3, JS-V3, and Z-NFW), with combined average RMS scatter of σ < 0. 5; The only parametric model which has a combined scatter of roughly 1. 0 is Z-LTM. On the other hand, most of the non-parametric algorithms result in higher RMS scatter (B-V3, W-V3.1, Z-LTM), with the exception of W-V3.
Comparing the scatter of the training set to that of the new set, We find that with the exception of a few outliers, the training set systems tend to have smaller source plane scatter compared to the new systems. This is not surprising, since the training set was used to compute the models, meaning that the lens models are tuned to reproduce these multiple images.
We investigate whether the source plane RMS scatter (σ s ) increases or decreases with the system redshift (z s ) in Figure 5 ; we find no significant trend with redshift. The apparent larger source scatter at z > 2.5 is due to the fact that most of the sources in the new set are at higher redshift.
Two teams computed additional models (V3.1) that include the "BRONZE" arcs, which allows us to assess their influence. When comparing C-V3 and C-V3.1, which use a parametric algorithm, we find that these two models have a similar RMS. This is not the case in models W-V3 and W-V3.1, which use a non-parametric method. Most of the systems in W-V3 have low scatter, except for a few outliers. In W-V3.1 the RMS scatter of all the systems is generally higher compared to that of W-V3. The difference between the V3 and the V3.1 models from both teams is the number and quality of constraints used when they were computed: V3 included "GOLD" and "SILVER" multiple images, while V3.1 used the "GOLD", "SILVER", and "BRONZE" arcs. This difference suggests that the GRALE algorithm produces better results when higher fraction of the lensing constraints are considered "high quality". Measured by the RMS diagnostic, it suggests that, at least for this particular cluster, adding lowconfidence arcs that do not have spectroscopic redshifts degrades the lens model despite increasing the quantity of constraints.
Arc System 26, Source Plane Scatter
The latest spectroscopic follow-up by Caminha et al. (2017) confirmed most of the previously-known spectroscopic redshifts. One exception is the redshift of system 26, which was updated from z 26 = 2.1851 (Treu et al. 2015) to z 26 = 3.2355 ). This change in redshift is of interest because it can be used to test how models perform when an erroneous spectroscopic redshift constraint is used to compute them.
In Figure 6 , we plot the RMS scatter of system 26 (σ 26 ) for both of the z s values for each model. The difference in source plane system scatter is only due to the change in the spectroscopic redshift. In most of the models, the RMS scatter of system 26 is about 0. 25 lower with the new z spec , meaning that system 26 is better reproduced by the lens models when the corrected spectroscopic redshift of z 26 = 3.2355 is used. The only model in which the RMS scatter increased was W-V3.1, with a change of ∼ 1. 0, however this model had generally higher source plane scatter (Figure 3 ) and therefore this deviation may not be informative. A visual inspection of the positions of the images of system 26 relative to the magnification maps for the two redshifts indicate that in both cases the lensing configuration of this system is not reproduced well by this model. These changes show that in the case like the HFF clusters which have dozens of systems with spectroscopic redshifts, the effects of one erroneous redshift can be averaged out when computing the model average RMS scatter.
Source Plane Scatter Dependence on Image Location
Exploring the RMS scatter of systems with respect to their location in the image plane provides us with information related to regions in the image plane where a model performs well and regions where a model does not. In Figure 7 , 8 and 9, we over-plot the positions of the multiple images on a WFC/IR (F160W) image of MACSJ0416.1-2403. The source plane system RMS scatter is color coded as shown in the legend.
For some of the models (C-V3, C-V3.1, D-V3, G-V3, and JS-V3) the source plane RMS scatter is uniformly low across the image plane, while others show large variation from region to region in the image plane. In addition, the similarity between C-V3 and C-V3.1, implies that when these parametric models already have a large number of constraints with spectroscopic redshifts, they do not benefit from adding lowscore constraints for which no spectroscopic data are available.
The distribution of the system scatter in B-V3 is roughly uniform throughout the image plane with a slightly higher RMS scatter in the south-west region of the field of view.
Both Zitrin models, Z-LTM and Z-NFW, have similar be- havior across the field of view, with lower RMS values in the north-east and relatively high source plane RMS scatter in the south-west. However, Z-LTM has higher RMS scatter overall, with RMS higher than 1. 5 in the south-west. Most of the systems in Z-NFW have an RMS scatter lower than 1. 0 ( Figure 9 ). Last, we observe drastic difference between W-V3 and W-V3.1. In W-V3, most of the high-scatter systems are found in the north-east region of the image plane. In contrast, W-V3.1 has a more uniform RMS scatter through the image plane but is generally higher everywhere compared to W-V3. From this we can conclude that this model is strongly affected by the quality of the constraints -adding the "BRONZE" images (low level of agreement on the robustness of the arc, and no spectroscopic redshifts) increased the RMS scatter in general across the entire image plane.
Evaluating the Models Predictive Power
To evaluate the average predictive power of the lens models, we use the distribution of the systems source plane RMS scatter (Figure 3) . Part of the predictive power is the ability of a model to accurately predict the position of new multiple images, with similar accuracy to that of the set of images that were used as constraints. To do so, we compare the RMS scatter of the new systems to that of the training set.
In Figure 10 , we plot the distributions of the training set and new systems. We have added dashed gray lines to guide the eye, they have a slope of one and increase by 0. 2. The models with the best predictive power are those closest to the 1 : 1 line (lowest gray line) and low average training set RMS; these models, C-V3, C-V3.1, D-V3, G-V3, JS-V3, and Z-NFW, maintain similarly low, or only slightly higher average RMS scatter when confronted with lensing evidence that were not used to constrain the model. W-V3 has a low training set mean RMS, although when compared to that of the new set, we find it is further away from the self-similar line meaning that the model did not perform as well with the new images. In the case were the models have a high training set arithmetic mean and are close to the 1 : 1 line include W-V3.1 and B-V3. These models perform similarly between the two sets of images with relative high RMS scatter compared to the rest of the models. Last, Z-LTM has high training set RMS distribution and is far from the self-similar line, meaning that the model already has a high RMS scatter and the scatter increases even more when confronted with lensing evidence that were not used to constrain the model.
Image Plane Projection Analysis
In this section, we test the ability of the models to recover the observed lensing configuration in the image plane. We do The non-parametric models, B-V3 and W-V3.1, have a higher RMS combined scatter compared to that of the parametric and hybrid models, while W-V3 has a low RMS combined scatter.
this by computing the predicted source position of each image of each system using Equation 1, then lens it back to all of its predicted positions in the image plane. A correct prediction of the lensing configuration will result in a number of images in the image plane that is at least the same as the number of observed images in each system. It may sometimes predict additional images that may be unobservable, e.g., due to low magnification or obscuration by foreground sources.
To allow for conservative positional uncertainties, we set a circular area with radius of 0. 1 around the location of the source plane position. We then ray trace the area inside the circle to the image plane to predict its multiple images. The predicted images are identified using the Hoshen-Kopelman (Hoshen & Kopelman 1976) cluster labeling algorithm. The original image should always be reconstructed. If more predictions appear, it means that the model predicts multiple images, corresponding to the circle that we had set in the source plane. In the case where no additional predicted images are found in the image plane, then the model doesn't predict multiple images from the circle in the source plane. We refer to these multiple images as failed arcs, because they fail to create some or all of the multiple projections.
The process of finding the other image plane projections is then repeated for each one of the multiple images. An arc fails to produce counter images if its source circle falls entirely outside the caustic (the source plane projection of the critical curve, representing loci of high µ in the image plane) for its redshift, in which case the model cannot predict the correct number of multiple projections in the image plane.
As can be seen in Figure 11 , we find that the lens models are able to reproduce the majority of the 108 multiple images, with a small fraction of systems that are not fully reproduced. Most of the models have less than 5 failed arcs out of the 108 arcs, e.g., overall there is > 95% success rate and the models perform well in reproducing the lensing configuration.
The JS-V3 model is able to produce a projection for each one of the 108 arcs, while the W-V3 is the model with most failed arcs at 10, most of them in the new set, in the north-east region of the cluster -systems that also have high RMS. The failed arcs are shown in Figures 7, 8, 9 as a square or circle with a line across the center, e.g., .
4. VERSION 4 LENSING MODELS In 2017, the lensing teams repeated the vetting process for all the multiple images in MACSJ0416.1-2403, including information on their spectroscopic redshifts now available from Caminha et al. (2017) . Using this new vetted list they computed the next version of lens models (V4). 4) is plotted against the redshift of the system (zs). The red circle shows the lensed system 26, plotted at its updated (correct) redshift. The blue "x" represents the average scatter for lensed systems in the following redshift bins: [0.9,1.5], (1.5,2.5], (2.5,3.5], (3.5,4.5], and (4.5,6.2]. We find no significant dependence on redshift within the training set (filled circles) and new sets (open circles). The apparent larger source scatter at higher redshifts is due to the fact that most of the sources in the new set are at higher redshifts as show in Figure 1 and described in §2.3. Figure 6 . The source plane scatter of the lensed system 26 (σ 26 ) is plotted for the different models. The redshift of this particular system was updated with the spectroscopic data from z 26 = 2.1851 (Treu et al. 2015) to z 26 = 3.2355 . For most of the lens models the RMS scatter is lower with the updated spectroscopic redshift, except for W-V3.1 in which the scatter increased by ∼ 1. 0.
Five of the teams: CATS (Cats-V4 and Cats-V4.1), Glafic (G-V4), Diego (D-V4 and D-V4.1), Sharon/Johnson (JS-V4), and Williams (W-V4), who had computed version 3 models, have new publicly available V4 models. In addition, some new groups: Caminha (Cam-V4) and Keeton (K-V4), have computed lens models and made then public through the HFF website. At the time of submission of this manuscript, there are no V4 models from the teams of Bradač and Zitrin.
We have described the algorithms used by the CATS, Glafic, Diego, Sharon/Johnson, and Williams teams in §2.4. Caminha ) used LENSTOOL (Jullo et al. 2007; Jullo & Kneib 2009 ) which is the same algorithm used by CATS and Sharon/Johnson. Keeton uses GRAVLENS (Keeton 2011 ) which is also a parametric lens modeling algorithm.
We use the exact same constraints as in our analysis of the version 3 models (see Table 3 ) and the same methodology (see §3.1). We compute the source plane system RMS scatter (σ s , Equation 4) and plot it in Figure 12 for each lensed system. In this case all of the constraints are considered training set, since they were used as constraints when computing the V4 lens models. In the CATS models, the different versions (V4 and V4.1) are not related to the quantity and quality of images, but indicate two different cluster-member galaxy catalogs (Cat1: Grillo et al. 2015 and Cat2: Richard et al., in prep.) . In the models by Diego (Vega et al., in prep.) two different versions 4 are related to the quality and quantity of Figure 7 . HST optical F160W image of MACSJ0416.1-2403 where the positions of the multiple images are indicated by the circles, while the color represents the source plane scatter of the lensed systems. We find models were the RMS scatter is uniform across the image plane, while some others have regions of relative high and low RMS scatter. The square symbols represent the location of the lensed system 26, and the square or circle with a line across the center, e.g., , represent "failed" arcs (see Section 3.3).
constraints used to compute the models.
In Figure 12 , we observe that all of the lens models that are currently available on the Mikulski Archive for Space Telescopes (MAST) have a low RMS scatter and the distribution is similar for all of these models. Similarly, all the models have up to four failed arcs, with most having only 0 − 2 failed arcs. That the RMS scatter is similar and low for all of the lens models and there are few failed arcs, demonstrates how well these lens models are doing in reproducing the lensing configuration.
SUMMARY AND CONCLUSIONS
In this work we evaluated the version 3, publicly available, HFF lensing models for MACSJ0416.1-2403, by using the source plane RMS scatter and the image plane projection analysis as the metric. We have developed a method independent of all lensing algorithms used by the lensing teams to compute the source plane RMS scatter of the multiple images and predictions in the image plane. We compared the RMS scatter of the lens models using the training set -multiple images with spectroscopic redshifts that were known to the modelers at the time the models were computed -and the new arcs -multiple images that did not have spectroscopic redshifts at the time the models were computed. The new redshifts were published later by Caminha et al. (2017) . Here we summarize our findings:
• When comparing the source plane RMS scatter of different models, we found that the new arcs have a higher RMS scatter compared to the training set in general for all the lens models ( Figure 4 ). This is not surprising, since the models are tuned to reproduce the training systems.
• We find that C-V3 and C-V3.1 have a similar source plane scatter. The only difference between these two models is the number and quality of constraints used to compute the model: V3 used "GOLD" and "SIL-VER" constraints, while V3.1 used "GOLD", "SIL-VER", and "BRONZE". This indicates that parametric models do not necessarily benefit from adding more constraints with no spectroscopic redshift measurements when there are already hundreds of constraints that do have spectroscopic data, like in the case of the HFF clusters.
• We observe clear differences between the models W-V3 and W-V3.1. In the case of W-V3, where only "GOLD" Training Set New Set Figure 11 . Number of the arcs, out of the 108 total, that were labeled as failed arcs as follows: we compute the source plane position of the observed arc, then lens it forward to the image plane. Failed arcs are defined as those that do not produce additional images other than the original location, i.e., fail to produce the lensing multiplicity (see Section 3.3). The height of the bar represents the numbers of failed arcs by the model and the colors indicate the contribution from the training and new sets.
and "SILVER" constraints were used, the majority of the RMS system scatter is fairly low with the exception of some outliers. On the other hand, W-V3.1 used all the "GOLD", "SILVER", and "BRONZE" arcs. Overall the source plane system RMS scatter is higher than that of W-V3. The observed differences between these two models tells us that this algorithm performs better when a higher fraction of the constraints used have high confidence and measured spectroscopic redshifts.
• Comparing the RMS scatter against the source redshift ( Figure 5 ), we found no trend with spectroscopic redshift. The only difference comes from the limited range of redshift from the training set ( Figure 3 ) and the lower source plane RMS scatter of the training set compared to the new set.
• We computed the source plane scatter of system 26 ( Figure 6 ) to assess the effect of the drastic change in the spectroscopic redshift of the system ) from z 26 = 2.1851 to z 26 = 3.2355. We find that in all the models but one, W-V4.1, the RMS for this system decreases when calculated with the correct redshift. In HFF, because there are so many constraints, one catastrophic failure is not going to break the model (just because of high scatter for this one system). In cases with a low number of constraints, however, it is significant (Johnson & Sharon 2016 ).
• We explore the spatial distribution of the system source plane RMS scatter against the location of the multipleimages in the image plane with Figure 7 , 8 and 9. The models C-V3, C-V3.1, D-V3, G-V3, and JS-V3 have a uniform performance throughout the image plane. Z-LTM and Z-NFW, have relatively high RMS scatter in the south-west region of the image plane. Last, we observe drastic difference between the W-V3 and W-V3.1 models. Most of the W-V3 multiply-imaged systems have a low RMS scatter and are located in the middle and south-west regions of the field of view and three high-scatter systems are found in the north-east region of the image plane. On the other hand, in W-V3.1 the RMS scatter is uniformly high across the entire field of view.
• Most of the parametric (C-V3, C-V3.1, G-V3, JS-V3, and Z-NFW), and hybrid (D-V3) models have a combined average RMS scatter below 0. 5. While the nonparametric models (B-V3 and W-V3.1) have a higher average RMS scatter. The W-V3 non-parametric model has a low average RMS scatter. Last the Z-LTM has the highest average RMS scatter overall.
• We have explored the predictive power of the lens models by comparing the distribution of the new and training set system RMS scatter (Figure 10 ). We find that the models which have the best predictive power are: C-V3, C-V3.1, D-V3, G-V3, JS-V3, and Z-NFW, which are found in the lower left part of Figure 10 and closest to the 1 : 1 line.
• In the image plane, we find that the models correctly predict projections for most of the arcs, but there are some systems that fail to produce all the lensed images -we named these "failed arcs". We find that for most of the models, less than 5 out of the 108 arcs failed (Figure 11) . The model JS-V3 predicts projections for all of the multiple images while W-V3 has the most failed arcs at 10, most of them found in the north-east region, near system 26, where the scatter is generally higher. This means that the lens models, regardless of the algorithm used, are very successful in reproducing most of the multiply-imaged systems.
• The new version 4 lens models for MACSJ0416.1-2403 have been made public by most of the lensing teams, as well as two new ones. We plot the source plane scatter in Figure 12 for the models available at the time of the submission of this paper. We observe a similar low source plane RMS scatter distribution between all the lens models, demonstrating the progress in the quality of data, better characterization of MACSJ0416.1-2403, and understanding of strong lens modeling systematics.
Recent studies that make extensive use of the HFF lens models, note differences between model outputs from the different algorithms (Livermore et al. 2017 ) particularly at high magnifications (Bouwens et al. 2017 ) highlighting a need for a direct comparison between lensing algorithms. Mahler et al. (2018) compared the effect of the addition of new spectroscopic redshifts on the uncertainties in the lensing mass reconstruction, magnifications, and redshift predictions. Our findings are consistent with their rms analysis concluding that lensing models benefit from having more spectroscopic measurements to the constraints.
This work complements other comparison projects like the one done by Priewe et al. (2017) , where the magnification of the lensing models was used as metric, and work done by Meneghetti et al. (2017) , where simulated clusters where used to evaluate the algorithms. While the RMS scatter of the source plane is not the only measure of performance of the models, it provides important insight. The analysis presented here forms a quantitative assessment of different models of real lenses, by confronting them with new observational lensing evidence. It provides the community with means to understand where the strengths and differences of lens modeling . Source plane RMS scatter plotted for each of the lensed systems using the version 4 publicly available lens models. All of the constraints are considered as training, since they were used as inputs when computing the new lens models. The blue "x" represents the mean of the distribution. In the text of each panel you can find the name of the algorithm used; in parenthesis if the algorithm is parametric (Par), non-parametric (NonPar), or hybrid (Hyb); the new constraints used, and additional comments to describe the difference between models from the same lensing group (two sets of galaxy cluster member catalogs, Cat1: Grillo et al. 2015 and Cat2: Richard et al., in prep.) . The '*' in the name is to highlight the new teams that have made V4 lens models that did not compute a V3 lens models for MACSJ0416.1-2403. algorithms lie; and with confidence that models of strong lensing clusters are becoming extremely powerful and reliable, allowing for their use as well-understood cosmic telescopes. 6 . ACKNOWLEDGEMENTS This material is based upon work supported by the National Science Foundation Graduate Research Fellowship Program. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.
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