In this short paper we examine the problem of scheduling malleable tasks on parallel processors. One of the main aims of the paper is to present a simple complexity interpretation for a number of results for cases with convex and concave processing speed functions. The contribution of this paper is a new unified view of results described in several recent papers. We briefly discuss the implications of our observations on this important family of scheduling problems.
Introduction
Over the last decade or so, there has been a considerable level of research interest in the relationship between parallel processing and scheduling [3] . In particular, the problem of finding efficient schedules for a given set of malleable jobs and parallel machines has received significant attention. For example, see [13, 15, 16, 18, 19, 20, 21] .
Malleable tasks can be defined as those tasks that may be processed simultaneously by several processors, where the processing speed of a task is dependent upon the number or the subset of processors used. The scheduling of malleable tasks is a promising mechanism for gaining computational efficiency when solving large problems on parallel and distributed computers (see [3, 4, 5, 6, 20] ). Parallel processing can lead to a significant increase in computing speed, which is one of the main motivations for the re-examination of some basic issues that are related to scheduling malleable tasks. A more detailed description of the motivation for studying malleable task scheduling together with some heuristic solution approaches was presented in [3, 4, 5, 15, 16, 20, 21] . Real-life applications for malleable task scheduling in computer science have been described among others in Bernard et al. (1999) [1] for simulation of molecular dynamics, in Dongarra, et al. (1999) [7] for Cholesky factorization, and in Blayo and Debreu, (1998) [2] for operational oceanography. An overview of job scheduling problems and solution methodologies in a multiprocessor systems was presented by Drozdowski in 1996 [9] without particularly addressing it to malleable jobs. However, the case of a set of parallel processors that can be partitioned into subsets for the purpose of collectively (collaboratively) processing certain tasks can be viewed as that of malleable task processing (see also the case of assigning cranes to ships in port loading operations). Related to this topic is a paper by Josefowska and Weglarz in 1998 [12] . They partition the job scheduling process into a job sequencing stage followed by an allocation of subsets of machines to the different jobs. The work presented in this paper freely borrows from these references and from the work by Dror et al. [8] in order to conceptualize the malleable job scheduling problem from a different point of view.
A Brief Discussion of the Problem

Problem Outline
The scheduling problem studied in this paper can be stated as follows:
Consider a finite set of m identical processors (machines) P = {P 1 , . . . , P m } and a finite set J = {J 1 , . . . , J n } of jobs.
The jobs in J are independent, nonpreemptable malleable tasks. Each job J j , 1 ≤ j ≤ n, requires for its processing at least one of the processors and can be processed simultaneously by any number (≤ m) of processors in P .
The processing rate of a job J j at time t depends on the number of processors assigned to that job at time t. However, since the jobs are nonpreemptable, once a subset of processors starts executing a job it will continue until the job is done.
If r ∈ {0, . . . , m} is the number of processors assigned to job J j , the processing time of job J j is denoted as t j (r).
We assume without loss of generality that the function t j (r) is nonincreasing (and it is usually decreasing) in r for all j, 1 ≤ j ≤ n.
The criterion used in this study to compare different scheduling solutions is C max , the completion time of the last job, also called the makespan.
Two basic cases:
(1) The processing time for each job J j ∈ J is constant irrespective of the number of machines processing the job.
That is, t j (r) = t j , for all r ∈ {1, . . . , m}, where t j , 1 ≤ j ≤ n, are basic job specific values independent of the machine system at hand.
In this case, the job processing rate is independent of the number of processors assigned to a job. Since assigning more processors to any job does not reduce the job's processing time, This case belongs with the classical parallel machine scheduling problem P ||C max ( C j ) with all the subsequent well studied algorithmic implications and complexity results.
(2) For all jobs J j ∈ J the processing time is t j (r) =
That is, the processing time of a job is exactly inversely proportional to the number of machines assigned to that job.
In this case it is easy to deduce that the optimal maximal completion time is the same irrespective of the schedule (see also Dror et al. 1987 ) if all m processors are assigned to each job in turn.
For the total flow time objective ( C j ) the optimal schedule would follow the SPT rule (t [1] 
Clearly, if for each job J j ∈ J, the processing time t j (r) ≤ t j r , the same result holds.
The above may be viewed as two distinct problems from complexity view points.
In fact, for any fixed function f (·), we can let t j (r) =
, and thus form a malleable job scheduling problem.
Further Discussion of the Problem
In the rest of the paper we primarily examine the case when the processing times for jobs in J given integer r > 1 satisfy the following relations,
That is, the time to process a job decreases with the number of processors assigned to this job but at a rate slower than 1/r.
The main result (for a different proof see Dror et al. 1987 ) is that in this case the problem is NP-hard. The case when n < m for both convex and concave speed processing functions and processor reassignment at any point in time is examined in detail in Blazewicz et al.
(2004) and is solvable in polynomial time.
Returning for a moment to the case where for all J j ∈ J, and for all r ≥ 1 t j (r) = t j , it is clear that in an optimal solution each job will be processed by a single processor since activating combined processing of a job does not impact on the processing time and just wastes limited resources (processors). If a single job is processed by r processors then r − 1 processors can remain idle without affecting the job's completion time. In contrast, in the case that the processing time of a job decreases as more processors are employed in its execution, then if only a single job is scheduled for processing, all m processors should be activated to reduce it's completion time. Essentially, these two simple principles lie at the core of a considerable number of scheduling rules in this parallel processor framework.
The basic problem is stated so that we have m ≥ 1 identical independent parallel processors. Since their combined power can be employed to process a single job, they may be viewed as a single power source (in a similar fashion to electric, hydraulic, air pressure, or suction power sources) restricted to the power of all processors combined
See for instance the example of m refuelling terminals driven by a common source (a pump) presented by Dror et al. [8] .
Even though a single power source can be viewed as a continuously divisible renewable resource [12] , the connectivity capacity is a positive finite integer in many practical cases. With a finite number of jobs there are only a finite number (discrete set) of possible job processing rates. In the case of m machines, the number of potential processing rates is at most of the order of O(mn) (or O(m) if the processing rates are job independent). The resource (power source) is continuously divisible if an assumption is added stating that the amount of resource allocated to the different power connections (outlets) is arbitrarily controllable in essence nullifying the identical machines assumption. Thus, a discrete set of processing rates is assumed unless stated to the contrary. This simplifies the subsequent analysis which follows from the results obtained in [8] .
of Minimizing Makespan
The main result of this paper can be summarized by the theorem below which shows that the malleable jobs scheduling problem with the objective of minimizing the makespan for a large set of processing rate ranges is NP-hard. . Then P, J, T is a yes-instance of the makespan problem if and only if P, J, T, K is a yes-instance of the malleable scheduling problem with speedup rate f (r)/f (1). This follows from the fact that using parallel processing on any job will result in a makespan that is guaranteed to be greater than
Given that the problem of scheduling malleable jobs is in general NP-hard, the analysis is usually shifted to that of heuristic solutions and best performance guarantees. However, in the case of malleable jobs described above there is not much that can be added to the classical parallel processor analysis.
Suppose t j (1) = t j for all j. Let C * max (t j (1) = t j ) denote the optimal makespan value if each job is processed by a single processor. Let C * max (t j (r)) denote the optimal makespan value with malleable (by any number of r processors) processing of jobs.
Clearly, C * max (t j (1)) ≥ C * max (t j (r)). However, in the case of processing times t j ≥ t j (r) > t j /r for all jobs J j ∈ J, the relation of the corresponding lower bounds is
Any heuristic performance guarantees for the classical identical parallel processor systems hold just as well (and perhaps better) for this malleable job case.
Without explicit expressions for the processing rate functions f j (r), 1 ≤ j ≤ n, 1 ≤ r ≤ m, this is the best one can hope for.
For instance, the multiprocessor algorithm described in Graham (1969) [11] will generate a schedule which is guaranteed to be no more the 4/3 − 1/(3m) times longer than the optimal one by simply ignoring the malleable property of the jobs.
Malleable Jobs with a Varying Number of Processors
Thus far nonpreemptability of a malleable job (see also [15, 16] ) implied that a set of processors assigned to process a job will do so continuously until the job is completed.
Adding or dropping processors in the middle of processing was not allowed.
Suppose we change the assumption of nonpreemptability by allowing idle processors to join a group of operating processors at any point in the job processing.
However, dropping out or switching processing power to a different job before the job is completed is not allowed. This flexibility of varying the number of processors assigned to a job is more in line with continuously available single resource of processing power. One of its important features is that the last (the makespan) job will be processed at the very end by all the processors in the system. The complexity of this problem version is the same as before and it is clear that the makespan value of this malleable jobs problem version is never greater than in the previous nonpreemptable case.
However, an interesting question concerns performance guarantees. For example, consider the greedy algorithm using the Longest Processing Time (LPT) rule with the added stipulation that when no jobs are yet to have a processor assigned to it, then a free processor will be assigned to any task yet to be completed. Under this rule, there is never a time in which a processor is idle. This heuristic is optimal in the case that t j (r) = If t j (r) = t j , then the performance guarantee is 4/3 − 1/2m, which is due to Graham (1969) [11] . An open question is what is the performance guarantee in the cases that t j > t j (r) > It is interesting to note that in case the malleable processing times are not assumed to have a linear speedup, the mean flow problem for unrelated processors is NP-hard as well.
Monma, et al. 1990 [14] , investigated convex resource allocation problems in graphs representing resource constraint project scheduling. They raised a question about optimal makespan scheduling of interdependent chains where the activities (the nodes) all require the same nonrenewable resource, and each activity's duration is inversely proportional to the amount of resource allocated. Clearly, this makespan problem can be viewed from the perspective described in this paper of a single, and in this case nonrenewable, power source. Scheduling of independent jobs as described above is just a special case of a project scheduling problem described in [14] , with the exception regarding the nature of the resource powering the execution of activities. In addition, Monma et al. considered the nonrenewable resource to be infinitely divisible, for instance in the case of money in a fixed budget.
The job processing time in [14] for a job J j (corresponding to a node in a chain) is given by (w j /r j )
1/k
, where w j > 0 is a basic job specific value, r j is the amount of resource allocated to processing J j , and k > 0 is some given constant that is the same for all jobs. In addition, there is a fixed budget amount B > 0 appropriated for the a quite sophisticated analysis for some special cases (special graph structures) and obtain polynomial time solvability for these special cases.
In this paper, the special case considered is that of single node (job) disjoint chains. For this special case, obtaining an optimal solution is rather trivial. It is obtained by processing all jobs simultaneously (in parallel) and allocating the resource B in the proportion that assures that all jobs are completed at the same time.
If at most integer m > 1 jobs can be processed at the same time at rates proportional to the allocation of resource B, the problem breaks down to two cases.
For k = 1 polynomial solution simply follows from the results presented by Dror, et al. [8] . The case with k > 1, w j < r j , ∀J j ∈ J is NP-hard as a result of Theorem
). These results do not resolve the open problem: "Is the problem NP-hard ?" stated by Monma et al. [14] , or their conjecture that these problems are solvable in polynomial time. However, the results do provide additional insight into this family of malleable scheduling problems.
Some Concluding Comments
This short paper builds on recent work by presenting a simplified proof of some known results in scheduling malleable tasks.
This simplification provides a unifying view from a number of perspectives and facilitates a deeper understanding of the relevant issues and implications.
The purpose of this paper is to present considerably more general proofs of known results. Thus, the goal of the paper is to contribute further clarity and understanding of the problem and related issues by way of discussing some of the implications of the simplification of these proofs. In the paper by Dror et al. in 1987 [8] , an early important complexity result was established that is modified in this paper. The overall objective of this paper is to present a clear unified approach to results from a variety of related papers [3, 4, 5, 6, 12, 13, 15, 16, 18, 19, 20, 21] . In addition, we discussed the impact on the work by Monma et al. [14] and demonstrated further insight into the theoretical underpinning of malleable scheduling. 
K = n.
This means that there is parallel processing with no losses when 3 or fewer processors are used, but there is no advantage in using additional processors.
Any yes-instance for 3-partition can be transformed to a yes-instance for the sum of completions time problem for malleable jobs by assigning a job to each subset S in the 3-partition. Thus, the sum of completion times is n.
Conversely, suppose that there is a feasible solution for the malleable mean flow job scheduling problem. Without loss of generality we can assume that 2b j < B < 4b j for all 1 ≤ j ≤ 3n. Because of the definition of the function t(S), there is never an advantage for processing a job on four processors. So, each job is processed on at most three processors. In addition, there is never an advantage in leaving a processor idle. So, each job is processed on exactly three processors.
To see that, note that the time is takes to complete a job on the three fastest machines is greater than 2B/3. So the earliest completion time for a job is greater than 4B/3 if it is the second job scheduled on any machine. The time it takes to complete a job on the three slowest machines is less than 4B/4. So, there is never an advantage of keeping machines idle at time 0 and scheduling more than one job on a machine.
Let the subsets of processors be S 1 , S 2 , . . . , S n . Then the sum of the flow time It is worth pointing out that the transformation is of polynomial time complexity, and that each t j (S) can be computed in polynomial time.
