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Generation of alignments and contact maps
To evaluate contact prediction performance, we need to derive contact maps from available structures. We have used the PDB structure 3DGE (Casino et al., 2009) to determine contacts in the HK-RR complex. We consider that two residues are in contact if there are 8Å or less between their Cβ atoms (or, if the residue is glycine, its Cα atom). To map the resulting 52 contacts to the sequences in the dataset, we align our filtered set of sequence pairs and those of the structure using Clustal Omega v1.2.4 (Sievers et al., 2011) , guided by the pertinent Pfam domains. The resulting alignments (without the sequences extracted from the structure) are used as input to our algorithm.
To determine which pairs of residues are in contact between the PDZ domain and the binding peptide and account for variation in binding, we used four different complex structures previously used by the authors of the dataset (PDB IDs: 1BE9, Doyle et al. (1996) ; 1IHJ, Kimple et al. (2001) ; 1N7F, Im et al. (2003) ; 1N7T, Skelton et al. 2003) . We did not employ the other structures they used, since the two sequences were fused and the observed contacts might be biologically irrelevant. We used the same criteria as with the previous dataset to determine contacts. To map these contacts to the sequences in the dataset, we align the sequences in the dataset and those of the structures using MAFFT v7.310 (Katoh and Standley, 2013) . Any contact appearing in any of the structures were included in the contact map; this amounted to 88 contacts. Although there are around 30 contacts in any of the mentioned structures, there is significant variation in binding, which leads to this seemingly high number. This variation comes not only from residues in the bound peptide, but also from the binding site in the PDZ domain. Most strikingly, the PDZ domain in structure 1N7F contains 11 residues that do not form contacts in any of the other structures; 1N7T contains 4, and 1BE9, 2. Fig S2 illustrates this variation. The resulting alignments (without the sequences from the PDB files) are used for coevolutionary analysis.
Generation of non-interacting sets for the PDZ-peptide dataset
We generate non-interacting pairs by randomizing the interacting set. In order to minimize the chance of accidentally generating interacting pairs, we incorporate prior knowledge regarding PDZ-peptide specificity detailed in the original paper, where the authors defined different specificity classes. Domains marked as having a unique specificity are grouped together with their closest neighbour. The exception is the PDLIM4-1 domain, which forms an outgroup in their classification scheme; we consider it as a separate class. To create the non-interacting set, domains are randomly selected and randomly matched with peptides different from those in their own specificity class. However, some classes share a few peptides, indicating these specificities have some small overlap. Thus, this procedure cannot guarantee that no interacting pairs are accidentally generated. As a result, a small fraction of pairs in the non-interacting set that we consider our algorithm misclassifies could actually interact.
Generation of synthetic data
We generated a set of synthetic MSAs containing both covarying sequence pairs (to simulate interaction) and noncovarying sequence pairs (to simulate non-interaction) in order to test the algorithm under different parameter settings. The interacting pairs contain four columns that covary between the two sequences, where the residues in one column complement those in the other. On the contrary, non-interacting sequences contain residues drawn from the same distribution, but assigned at random, thereby removing the correlation between the sequences. Nonetheless, by chance, some non-interacting pairs may end up with a pattern of residues that resembles that of the interacting pairs. Noninteracting pairs that contain the pattern of residues that would be expected in an interacting protein in more than two columns are removed. Also, to simulate positions that do not participate in the interaction, these synthetic MSAs contain columns with random distributions of amino acids. Each synthetic sequence contains 15 positions in total.
In addition, to test the effects of contact density on PPI predictive performance, we created another set of synthetic MSAs.
The columns of these MSAs were constructed following the same models as described above. Each synthetic sequence contains 100 positions, where up to 15 are covarying in interacting proteins. The rest of the columns contain random distributions of amino acids. The resulting alignments contain 1000 interacting sequence pairs and 1000 non-interacting pairs. Figure S1 : Plot displaying the effect on protein-protein interaction prediction performance of coarsening the regularization grid on the PDZ dataset (75% interacting proteins). Performance remains similar until the grid contains only 6 values, at which point the grid becomes too coarse and the logistic models underfit. Figure S2 : Contact map resulting from the union of the intermolecular contacts present in the PDZ-peptide structures used, illustrating differences in the binding site of the PDZ domain. "'Shared contact" indicates that the PDZ domain residue is found to be interacting with the ligand in more than one structure. Other labels (excluding "no contact") indicate that a certain PDZ domain residue is found to interact with the ligand only in one the structures used.
Supplementary results

Changes in binding sites can lead to mispredictions
Intriguingly, we find that certain PDZ domains in the interacting set are systematically misclassified as non-interacting (i.e., the median final value of z across all their appearances was below 0.5). These account for 5.5% of the interacting set. This consistency suggests that their sequence has some property that distinguishes them from others in the interacting set, although we found that they do not belong to a particular species or interaction specificity class.
To ascertain whether the coevolutionary model has problems modeling certain positions, we performed principal component analysis (PCA) of the matrix of probabilities assigned by the model to the MSAs. This matrix contains the probability assigned to each individual residue in the alignments. The PCA showed some degree of separation between systematically misclassified domains and well classified domains. Most importantly, the top 3 variables with the highest absolute loading in the first principal component correspond to contact positions in the PDZ domain. These are, in our alignments, position 54, 42, and 67, by order of importance in the first principal component. Clearly, the probabilities assigned by the coevolutionary model are much lower in systematically misclassified domains than in well classified ones ( Figure S4a) , which indicates the coevolutionary model has problems in these three positions in the misclassified sequences. A general issue could be a shift in the amino acids present at the positions highlighted by PCA or in positions in the peptide that are in contact with these PDZ residues. To evaluate this possibility, we used a statistical potential (Skolnick et al., 2000) . This potential is a function that assigns an energy to pairs of residues based on observed and expected frequencies of pairs of residues making contact in known protein structures. More negative energies between residues indicate more frequently observed, and therefore more favourable, interactions. Changes in the distribution of energies assigned by the potential would imply a change in the distribution of pairs of residues. Figure S4b shows the distribution of these statistical energies in the different contacts made by the three PDZ residues found to behave differently according to the PCA. We find that in domain positions 42 and 67, for the consistently misclassified sequences, there are contacts in which there is a shift towards residue pairs with less favourable energies. However, we do not observe such a difference for position 54.
This analysis cannot take into account the presence of gaps, which could also be a problem. We observe that systematically misclassified domains have a much higher proportion of gaps at position 54 and the peptide position it interacts with ( Figure S4c ). Other positions did not show such an enrichment.
These factors (differences in residue pair distribution and high gap frequency in subsets of the dataset) can explain the decrease in coevolutionary model log-likelihood that leads to misclassification of this small subset of sequence pairs. Interestingly, both factors would also lead to less favourable physical interactions. It is plausible that some of these misclassified domains bind peptides using an alternative binding mode. With our current algorithm, interactions involving such alternative binding would be difficult to detect. 
PPI predictions are robust to the choice of f int
As explained in the Methods section, the values of z depend on a prior fraction of interacting proteins f int . Although this parameter might be set using existing biological knowledge, we could have to set this value without any prior knowledge. In order to determine the influence that this parameter might have on the results and how it could be set without prior knowledge, we turn to our synthetic data, since we understand its underlying model and because it is free from previously mentioned confounding factors (e.g. possibly interacting negative cases). We have used synthetic data with different fractions of interacting proteins (75%, 50% and 25%), and ran the algorithm on them over a range of values for f int . PPI predictive performance, as measured by the Matthews correlation coefficient, remains stable and close to its maximum of 1 over a wide range of settings for f int , and only deviates when the value is quite far from the true value (main text, Figure 3 ) for all three datasets. Note that here, in contrast to results obtained on the datasets presented in the main text, we obtain good predictive performance when we only have 25% of interacting proteins. One possible reason is the larger amount of sequence variation in this synthetic dataset (N ef f =550 at a threshold of 80% identity, using only the interacting set). Furthermore, PPI predictive performance correlates extremely well with the log-likelihood of the solution reached by the algorithm (which is a function of the model parameters, and can be computed without prior knowledge of protein-protein interaction) ( Figure S5a ). Thus, in the absence of prior knowledge, the value of f int can be set in a principled way by testing several values and choosing the one that yields the maximum log-likelihood.
Contact density is not an important factor for PPI prediction
Another factor that could affect PPI prediction performance is the inter-protein contact density, defined as the number of contacts over the length of the interacting partners. A low contact density could lead to poor discrimination between interacting and non-interacting sequences. In order to study the influence of varying contact density on the results, we have used different sets of synthetic data where the sequences have a varying amount of contacts but a fixed sequence length of 100. As in the previous section, the use of synthetic data allows us to study this effect in the absence of confounding factors. Figure S5b shows that PPI predictive performance, measured by the Matthews correlation coefficient, remains at its maximum of 1 until a very low contact density is reached. With only 2 contacts present in each interacting partner, the method is able to reach an MCC of 0.690; with only 1, it is able to reach a poor (but better than random) MCC of 0.179. However, it is rare that protein interfaces contain an extremely low amount of contacting residues with a high energetic contribution to the interaction (Keskin et al., 2005; Moreira et al., 2007) . Hence, these results indicate that the method can work on a wide range of contact densities. Figure S6 : Contact prediction results on the PDZ dataset under the scenario with only 25% interacting proteins in the alignments. As in the main text, naive predictions are performed on unfiltered alignments, after EM predictions are done on alignments filtered using our method, and predictions with 100% interacting proteins represent the ideal case with no non-interacting proteins. 88.33 ± 0.67% 65.67 ± 0.88% 0.55 ± 0.003 75% (PDZ, 1/4) 92 ± 1.5 % 80.3 ± 0.88% 0.71 ± 0.01 Table S1 : PPI predictions when using only one half (above) and one quarter (below) of the PDZ-peptide dataset. For each, we took 3 random subsets of the datasets, while keeping the same interacting/non-interacting ratio. Results are presented as the mean over the 3 random subsets and its standard error. As in the main text, note that the size of the non-interacting set is proportional to the amount of noise, and therefore true negative rates and MCCs are calculated on different numbers of proteins at different noise levels.
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