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Abstract
In this article, we study the decay rates of the correlation functions for a hyperbolic system
T :M→M with singularities that preserves a unique mixing SRB measure µ . We prove that,
under some general assumptions, the correlations Cn( f ,g) decay exponentially as n→ ∞ for
each pair of piecewise Ho¨lder observables f ,g ∈ Lp(µ) and for each p> 1. As an application,
we prove that the autocorrelations of the first return time functions decay exponentially for
the induced maps of various billiard systems, which include the semi-dispersing billiards on a
rectangle, billiards with cusps, and Bunimovich stadia (for the truncated first return time func-
tions). These estimates of the decay rates of autocorrelations of the first return time functions
for the induced maps have an essential importance in the study of the statistical properties of
nonuniformly hyperbolic systems (with singularities).
Keywords: Decay of correlations, unbounded observables, infinite variance, hyperbolic sys-
tems, singularity, coupling method, first return time.
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1 Introduction
Let M be a smooth, compact Riemannian surface (possibly with boundary), S0 ⊂M be a compact
subset consisting of at most countably many connected smooth curves, T be a smooth diffeomor-
phism from M\S0 onto its image. Let µ be a T -invariant probability measure on M. Given a pair
of integrable functions f ,g∈ L1(µ), and n ∈N, the correlation functionCn( f ,g) of f and g at time
n is defined as
Cn( f ,g) =
∫
M
f ◦T n ·gdµ−
∫
M
f dµ ·
∫
M
gdµ,
provided
∫
M f ◦T
n ·gdµ < ∞. Then the dynamical system (T,µ) is said to be mixing if the corre-
lations
Cn( f ,g)→ 0, as n→ ∞, (1.1)
for all pairs of f ,g ∈ L2(µ). The mixing rate of the system (T,µ) is characterized by the decay
rate of correlations, i.e., by the speed of convergence of (1.1) for “regular enough” and bounded
functions.
If ∂M = ∅ and T is a diffeomorphism on M, then the term “regular enough” usually means
Ho¨lder continuity, see [3]. For systems with singularities, even if we start with a smooth observable
f onM, after n iterations, for some n≥ 1, f ◦T n may be smooth only on each connected component
of T n(M \ S0). This gives us a hint that a natural observable that is suitable for the study of the
decay rates of correlations for systems with singularities needs only to be Ho¨lder continuous on
regions such that T n is smooth, for some n ≥ 1. Recent work on characterizing decay rates of
correlations for pairs of piecewise Ho¨lder observables for hyperbolic systems can be found in
[8, 9, 10, 22, 29, 30, 18, 19, 20], and the references therein. However, all these results only apply
to bounded observables, and there are no general results about the rates of decay of correlations
for Lp(µ) functions, with p ∈ (1,∞).
Many important observables for the dynamical system, being piecewise Ho¨lder continuous on
M, are indeed unbounded, and the decay rates of correlations for the unbounded observables play
a key role in the study of statistical properties of dynamical systems. One important example is
the free path function for the Sinai billiards with infinite horizon [12], which is not even an L2(µ)
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function. Another example is the index function
R(x) :=
∞
∑
n=1
n ·χDn(x), (1.2)
where {Dn,n≥ 1} is the collection of components inM\(S0∪T
−1S0). This function is unbounded
wheneverM \ (S0∪T
−1S0) has infinitely many of connected components. Moreover, R /∈ L
2(µ) if
there exists c> 0 such that µ(Dn)≥ cn
−3 for all n large enough.
More generally, in the study of nonuniformly hyperbolic system with singularities (M ,F , µˆ),
we usually apply the following inducing scheme to obtain a uniformly hyperbolic map (with sin-
gularities) (M,T,µ), see [26, 14]. One first locates a nice subset M ⊂ M , then defines the first
return time function R :M→ N of the original system F on M. Let µ be the conditional measure
on M of the measure µˆ on M , which is preserved by the first return map T (x) := F R(x)(x). In
studying various probability limiting theorems such as the Central Limit Theorem, Law of Large
Deviations and the Almost Sure Invariance Principle, etc., for (M ,F , µˆ) , it is usually sufficient
to investigate the unbounded process R◦T n. Although there are some available estimations based
on individual systems, cf. [2], the question of estimating decay rates of correlations for the first
return time function is still open for most nonuniformly hyperbolic systems.
Our goal in this work is to investigate the decay rates of correlations for the unbounded ob-
servables on general systems with singularities. We prove the exponential decay of correlations
for a large class of unbounded, piecewise Ho¨lder continuous observables (under fairly general as-
sumptions, see Section 2). Indeed our result is new even for many smooth hyperbolic systems (by
adding finitely many, connected, smooth fake singular curves). Moreover, the investigations of the
limiting theorems using the results proved in this paper is currently under way.
In proving the exponential decay of correlations, the existence of singularities aggravates the
analysis, and makes the standard approaches hard to apply. In [29], Young developed a novel
method, now known as Young’s tower construction. She successfully applied this construction to
Sinaıˇ billiards with finite horizon, and proved the exponential mixing property of these billiards.
This method was later extended by Chernov (cf. [8]) to Sinaıˇ billiards with infinite horizon. An-
other approach, the so-called coupling method, was also introduced by Young in [30], and later
improved by Chernov and Dolgopyat in [10, 22] through the tools of standard pairs. The cou-
pling method is designed to geometrically control the dependence between the past and the future.
Recently, Demers and Zhang were able to prove the exponential decay of correlations for rather
general hyperbolic systems with singularities using the spectral gap method for the dynamical
transfer operators (cf. [19, 20, 21]). All these methods have been verified to be very efficient, and
have led to many deep results.
In this paper, we continue the investigation of the system (M,T,µ) studied in [18] under a
similar setting. We obtain the exponential decay of correlations for unbounded observables using
the coupling scheme. One of the main tools in our proof is the innovated Chernov’s Z -function
introduced in [12, 8, 9] (see Eq. (3.8) for definition). We use a dedicated analysis on properties
of this Z -function, which is closely related to the Growth Lemma. This enables us to overcome
the difficulty in obtaining the decay rates on general piecewise Ho¨lder continuous observables in
Lp(µ), for p > 1. We also construct a hyperbolic set R∗ with product structure, such that the dy-
namical system (M,T ) can be identified as a suspension based on R∗. The coupling method is our
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main approach, which has been extensively used in the recent studies of systems with singularities
(cf. [10, 12, 22, 23, 18, 30]).
One of our main achievements in this paper is the discovery of a criterion for the exponential
decay of autocorrelations of the first return time function R, see Corollary 1. This criterion is sim-
ple and easy to be verified. It works for a broad class of nonuniformly hyperbolic systems. Future
researchers in this area can start their work on the limiting theory and other statistical properties
from this criterion. As straightforward examples, we show that Cn(R,R) decay exponentially for
several classical billiard systems, such as billiards with cusps, semi-dispersing billiards on a rect-
angle, billiards with flat point and Bunimovich flower billiards. For systems in which the criterion
fails, such as the Bunimovich stadia or the Skewed stadia, we also obtain a partial result by using
a truncating strategy.
This paper is organized in the following way. In §2, we list the standard hypotheses (H1)–(H5)
for the system (M,T,µ), and then state our main results on the decay rates of correlations of un-
bounded observables. In §3, we introduce the concepts of standard pairs and standard families.
The growth lemma is also introduced in this section, which plays an important role when we ana-
lyze the decay rates of the correlations for unbounded observables. In §4 we construct a hyperbolic
magnet, which serves as the base of the coupling scheme. The coupling lemma is also introduced
in this section. In §5, we first establish an equidistribution result for unbounded observables, and
then give the proof of exponential decay property for unbounded observables. In §6, the decay
rates of autocorrelations for the first return time functions are studied. We establish the criterion
and discuss several billiard models as examples, such as semi-dispersing billiards, Bunimovich
billiards, and billiards with flat points, which all have special importance in the modern theory of
billiards.
NOTATION: Throughout the paper we will use the following convention: positive global constants
whose exact values are unimportant, will be denoted by c, c1,c2, · · · orC,C1,C2, · · · . These letters
may be assigned to different values in different equations throughout the paper. On the other hand,
we use the symbols: s0, s1, b, cA,CA,Cr,p, θ , γ0 and γ1, · · · to denote those constants whose values
are fixed in the whole paper. Most of these constants are defined in § 2.1, andCr,Cp are defined in
§ 3.1.
2 Main results
2.1 List of assumptions
LetM be a smooth, compact Riemannian surface (possibly with boundary), d(· , ·) be the geodesic
distance between two points on M. Given a compact smooth curve W ⊂ M, we let |W | be the
length ofW , and mW be the conditional Lebesgue measure onW . Let S0 ⊂M be a compact subset
consisting of at most countably many connected smooth curves, T be a smooth diffeomorphism
from M\S0 onto its image. Let S1 = S0∪T
−1S0, which is called the singularity set of T . In the
following we list and briefly explain the assumptions for our main results.
(H1) Hyperbolicity. There exist two families of continuous conesCux (unstable) andC
s
x (stable) in
the tangent spaces TxM for all x ∈M \S1 with the following properties:
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(i) The angle between Cux and C
s
x is uniformly bounded away from zero;
(ii) DxT (C
u
x )⊂C
u
Tx and DxT (C
s
x)⊃C
s
Tx (whenever DxT exists);
(iii) There exists a constant Λ > 1, such that
‖DxT (v)‖ ≥ Λ‖v‖, for all v ∈C
u
x ; ‖DxT
−1(v)‖ ≥ Λ‖v‖, for all v ∈Csx.
DEFINITION 1. A smooth curve W ⊂ M is said to be an unstable curve, if the tangent line TxW
belongs to the unstable cone Cux at every point x ∈W . An unstable curveW is called an unstable
manifold If T−n(W ) is an unstable curve for each n≥ 0. We useW u to denote an unstable manifold,
and use W u to denote the collection of all unstable manifolds.
For convenience, we denote S−1 = S0∪TS0. Stable curves and stable manifolds are defined simi-
larly by considering T−1.
A T -invariant probability Borel measure µ is said to be an SRB measure (short for Sinaıˇ-
Ruelle-Bowen), if its basin is of positive Lebesgue measure, and the conditional measures of µ
on unstable manifolds are absolutely continuous with respect to the leaf volume (see for example
[31, 23]). This provides a way to visualize the equilibrium state for physicists, by averaging the
atomic measures along typical trajectories. The existence and finiteness of mixing SRB measures
for hyperbolic systems with singularities have been studied by Chernov, Dolgopyat, Pesin, Sinaıˇ,
Young and many others, see [1, 10, 27, 29, 19, 20].
(H2) SRB measure. The map T preserves a unique, mixing SRB measure µ .
(H3) Singularities. Let {Dn : n ≥ 1} be an enumeration of the set of connected components of
M\S1.
(i) The numbers of smooth components of ∂Dn, n ≥ 1, are uniformly bounded. There exists
γ1 ∈ (0,1] such that for each n≥ 1, the map T is aC
1+γ1 diffeomorphism on each component
Dn and can be extended continuously
1 to the closure Dn.
(ii) The curves in S±1 terminate on each other, i.e. the endpoints of each curveW ∈ S±1 must
lie on other curves in S±1. Moreover, curves in S0 are uniformly transverse to both stable
and unstable cones, and smooth curves in T−1S0 (TS0, respectively) are stable (unstable,
respectively) curves.
(iii) There exist constants s1 ∈ (0,1) and C0 > 0, such that for any x ∈M \S±1,
‖DxT‖ ≤C0 ·d(x,S±1)
−s1. (2.1)
(iv) There exists s> 0, such that
µ(Dn)≤C0n
−2−s, for every n≥ 1. (2.2)
1Note that the extensions of T on Dn and Dm may be different when Dn∩Dm 6=∅, for m,n≥ 1.
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(v) There exist CA > cA > 0 such that for each n≥ 1, there is a measurable partition of Dn into
unstable curves {Wα ,α ∈An} that satisfies
cAn
−s+b ≤ |TWα | ≤CAn
−s+b, ∀α ∈An, (2.3)
where
b> s− s2. (2.4)
Note that T−1 is well defined on ∪nTDn, and can be extended by continuity to the closures
TDn, n≥ 1 . Thus {TWα ,α ∈An} is also a partition of TDn.
(vi) Moreover, we assume that there exists s0 ∈ (
1
s+1 ,1], such that
µ({x ∈M : d(x,S±1)≤ ε})≤C0 · ε
s0, for every ε > 0. (2.5)
Note that Condition (H3)-(v) is new, in addition to assumptions in [18]. The inequality of Eq.
(2.4) is only needed in Proposition 5.1. It follows from [24] that there exist stable and unstable
manifolds for µ-a.e. x ∈M. For any n≥ 1, let Sn = ∪
n−1
m=0T
−mS1 be the singularity set of T
n, and
S∞ = ∪m≥0Sm. Similarly, we define S−n and S−∞. Note that for every stable/unstable manifoldW ,
the end points ofW are on the singular curves S±∞. Thus the assumption (H3)-(ii) implies that the
angles between both stable and unstable manifolds with the singular curves in S±1 is greater than
some constant α0 > 0 at their intersection points.
DEFINITION 2. Given two points x,y ∈M. Let s+(x,y) be the smallest integer n ≥ 0 such that x
and y belong to distinct elements ofM \Sn, which is called the forward separation time of x,y. The
backward separation time s−(x,y) is defined by reversing the direction.
(H4) Regularity of stable/unstable curves. Any unstable (and stable) curveW is regular in the
following sense:
(i) Bounded curvature. There exists a constant k0 > 0, such that the curvature ofW is bounded
from above by k0.
(ii) Bounded distortion. There exist two constants CJ > 1 and γ0 ∈ (0,1], such that for each
unstable curveW ⊂M, and each pair of points x, y ∈W ,∣∣ lnJWT−1(x)− lnJWT−1(y)∣∣≤CJ d(x,y)γ0, (2.6)
where JWT
−1(x) is the Jacobian of T−1 at x ∈W with respect to the Lebesgue measure on
the unstable manifold. (the subscript J in the constantCJ stands for Jacobian.)
(iii) Absolute continuity. For each pair of regular unstable curves W 1 and W 2, which are close
enough, we define
W i∗ := {x ∈W
i : W s(x)∩W 3−i 6=∅},
for i = 1,2. The stable holonomy map h :W 1∗ →W
2
∗ along stable manifolds is absolutely
continuous with uniformly bounded Jacobian JW 1∗ h. Furthermore, there exists θ ∈ (0,1) such
that for each x, y ∈W 1∗ ,
| lnJW 1∗ h(y)− lnJW 1∗ h(x)| ≤CJ ·θ
s+(x,y). (2.7)
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Since S1 may consists of countably many singular curves, some of the stable/unstable curves
may be quite short. The following condition ensures that, on average, forward iterations of these
unstable curves are generally long enough. See Lemma 4.1 and its following remark for a quanti-
tative estimate.
(H5) One-step expansion. Let s0 ∈ (
1
s+1 ,1] be given as in (2.5). Then
liminf
δ0→0
sup
W : |W |<δ0
∑
Vα
(
|W |
|Vα |
)s0
·
|T−1Vα |
|W |
< 1,
where the supremum is taken over all unstable curvesW of length |W |< δ0, and the summation is
over the set of connected components of TW\S−1.
REMARK 1. Note that we may assume that the lengths of unstable/stable curves W ⊂ M are uniformly
bounded by a small constant cM ∈ (0,1). That is, |W | < cM for any unstable/stable manifold W . One can
always guarantee this by adding a finite number of grid lines to S±1 satisfying (H3).
2.2 Main results
Now we consider any γ ∈ [γ0,1], where γ0 is the constant in (2.6) in the assumption of bounded
distortion. For any p ∈ (1,∞], let Hp(γ) be the set of all real-valued functions f :M→ R, which
is Ho¨lder continuous on each component of Dn ⊂M \S1, n≥ 1, with
‖ f‖Cγ := sup
n≥1
sup
x,y∈Dn
| f (x)− f (y)|
d(x,y)γ
< ∞; (2.8)
and
‖ f‖p := (
∫
x∈M
| f (x)|pdµ(x))1/p < ∞. (2.9)
This induces a norm for functions f ∈Hp(γ):
‖ f‖p,γ := ‖ f‖p+‖ f‖Cγ .
Note that (2.9) implies that if f (x) is constant on Dn for some n≥ 1, then for any x ∈ Dn,
| f (x)|p < ‖ f‖pp/µ(Dn). (2.10)
For each p> 1, we set κp := s0p(s+1). Then for any κ ∈ [0,κp), let Hκ,p(γ) be the collection
of piecewise Ho¨lder functions f ∈Hp(γ), such that there exists K f > 0, such that
| f (x)| ≤ K f n
κ/p, (2.11)
for any x ∈ Dn, any n≥ 1. Note that if f ∈ L
∞(µ), then f ∈H0,∞, and we take K f = ‖ f‖∞.
We give a sufficient condition under which the correlation decays exponentially for f ,g ∈
Hp(γ).
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Theorem 1. Assume (H1)–(H5) hold. Let p > 1, 0 < κ < s0p(s+1), and f ,g ∈ Hκ,p(γ). Then
there exist a constant ϑ ∈ (0,1) depending on p and γ , a constant C and Ng =
1
γ logΛ(Kg+‖g‖γ),
such that
|Cn( f ,g)| ≤C(‖ f‖p,γ +C( f ))µ(|g|)ϑ
n,
for any n≥ Ng. Here C( f )> 0 is defined as in (5.1). Moreover, for f ,g ∈H∞(γ), for any n≥ 1,
|
∫
M
f ◦T n ·gdµ −µ( f ) ·µ(g)| ≤C‖ f‖∞,γ‖g‖∞,γϑ
n.
REMARK 2. The advantage of our result is that f and g are both in Lp(µ), comparing to the results on
f ∈ Lp(µ) and g ∈ Lq(µ), with 1
p
+ 1
q
= 1. This is important for us to tackle the case g = f in the
study of the decay rates of autocorrelations for some functions f ∈ Hκ ,p(γ) for p ∈ (1,2). Note that
C0( f , f ) = µ( f
2)−µ( f )2 may diverge since such functions may have infinite variance.
Next we consider a special observable – the index function R : M → N defined as in (1.2),
where R(x) = n for any x ∈ Dn and n≥ 1. Then we have the following theorem.
Theorem 2. Assume (H1)–(H5) hold. Then the index function R ∈ Lp(µ) for any p ∈ (0,s+ 1).
Moreover, for any n≥ 1,
|Cn(R,R)| ≤C(‖R‖p+C(R))µ(R)ϑ
n,
where C > 0 and ϑ ∈ (0,1) are uniform constants independent of the choices of n.
Proof. It is enough to verify the conditions in Theorem 1. Note that
µ(Rp) = ∑
n≥1
npµ(Dn)≤C0 ∑
n≥1
np−2−s,
where we have used (2.2) in the last step. Thus R ∈ Lp(µ) for p ∈ (0,s+1). Indeed R ∈Hκ,p(1),
with γ = 1, κ = p, KR = 1 in (2.11). Moreover, ‖R‖p,γ = ‖R‖p. Theorem 1 implies that then there
exist a constant ϑ ∈ (0,1) depending on p, a constant C and NR =
1
γ logΛKR = 0, such that
|Cn(R,R)| ≤C(‖R‖p+C(R))µ(R)ϑ
n,
for any n≥ 1. Moreover, by (3.12) rp =
s+1−
κ
p
s−b =
s
s−b . By (5.1) and (2.4), εp = (
s2
s−b −1)/2> 0.
Thus by (5.1),
C(R) := ‖R‖p+2CpC
rp
A ∑
l≥1
l−1−εp < ∞.
This completes the proof.
2.3 Applications to induced maps
Let F : M → M be a nonuniformly hyperbolic system which preserves a smooth measure µM .
Assume that there exists a subset M ⊂ M such that the induced system (M,T,µ) satisfies the
assumptions (H1)–(H5), where µ is the conditional measure of µM onM, and T = F
R is the first
return map on M. Recall that the first return time function R is defined by
R(x) =min{n≥ 1 : F n(x) ∈M}, (2.12)
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x ∈M. Then we can decompose the set M into a countable subsets: M = ∪∞n=1Mn, and each level
set R−1(n) is the union of a finite subcollection of Dm’s, where {Dm,m≥ 1}=M \S1 are labeled
such that:
Mn = Dn0n∪· · ·∪Dn0(n+1)−1.
Here we allow that some of the Dm can be empty, and assume n0 ≥ 1 is a constant. Assumption
(2.2) implies that
µ(Mn)≤ n0C0n
−2−s. (2.13)
Then for any Ho¨lder continuous (hence bounded) function fˆ onM , we define the induced function
on M as
f (x) =
R(x)
∑
m=0
fˆ (Fmx).
Generally speaking, the function f is unbounded, since R is. This reduction scheme is an important
strategy in the study of the dynamics of the nonuniformly hyperbolic systems. Note that f (x) ≤
‖ fˆ‖∞n for any x ∈ R
−1(n) and n≥ 1. Therefore, f ∈Hκ,p(γ0) with κ = p.
Theorem 3. Let M ⊂M , and T = F R be the induced map on M such that T satisfies (H1)–(H5)
with µ being the SRB measure. Assume the first return time function R ∈ Lp(µ) for some p > 1.
Given two functions fˆ , gˆ ∈Cγ(M ) with γ ∈ [γ0,1], we have
|Cn( f ,g)| ≤C‖ fˆ‖∞,γ‖gˆ‖∞,γ(‖R‖p+C(R))µ(R)ϑ
n,
for any n≥ 1, where C > 0 and ϑ ∈ (0,1) are uniform constants independent of the choices of n.
Note that Theorem 3 follows directly from Theorem 1, with κ = p in (2.11). The proof is
similar to that of Theorem 2, thus we omit it here.
We also obtain the following corollary by taking fˆ = gˆ= 1 in the above theorem 3.
Corollary 1. Let (M ,F ) be a nonuniformly hyperbolic dynamical system and (M,T,µ) be the
induced system on M discussed in the above, which satisfies the Assumptions (H1)–(H5). Then
there exist constants C > 0 and ϑ ∈ (0,1) such that∣∣∣∫ R◦T n ·Rdµ −µ(R)2∣∣∣≤Cϑn
for every n≥ 1.
As primary examples of the nonuniformly hyperbolic systems, we will discuss several impor-
tant billiard systems, including two types of billiards:
I. Type A billiards:
(A1) billiards with cusps, see [13, 12, 17].
(A2) semi-dispersing billiards on a rectangle, billiards with flat points, see [15, 17].
II. Type B billiards:
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(B1) Bunimovich stadium, see [4, 5, 26, 17];
(B2) Bunimovich skewed stadium, Bunimovich flower billiard, see [14, 17].
All of these models mentioned in the above have been proved to have only polynomial mixing rates.
However, we can show that the autocorrelations Cn(R,R) for these systems decay exponentially.
Let (M ,F ) be the billiard map related to any of the above models, and µM =C cosϕ drdϕ be
the smooth measure preserved by F . It was proved in above references that there exists a subset
M ⊂M such that the induced system (M,T,µ) satisfies the conditions (H1)–(H5). It follows that
the autocorrelationsCn(R,R), n≥ 1 decay exponentially for all these billiard systems:
Theorem 4. Let (M ,F ) be one of the type A billiard systems. Let (M,T,µ) be the induced system
on the corresponding subset M. Assume the first return time function R ∈ Lp(µ) for some p > 1.
Given two functions fˆ , gˆ ∈Cγ(M ) with γ ∈ [γ0,1], then for any n≥ 1,
|Cn( f ,g)| ≤C‖ fˆ‖∞,γ‖gˆ‖∞,γ(‖R‖p+C(R))µ(R)ϑ
n,
where C > 0 and ϑ ∈ (0,1) are uniform constants independent of the choices of n.
For those systemswhich (2.4) is not satisfied, such as the Bunimovich stadia and Skewed stadia,
we do not have a complete result on the decay rate of Cn(R,R) based on Theorem 1. However,
instead of considering the function R, we consider the sequence of truncated functions Rn = R ·
χR<cn , for a divergent sequence cn ր+∞.
Theorem 5. Let (M ,F ) be one of the type B billiard systems. Let (M,T,µ) be the induced sys-
tem on the corresponding subset M. Then it satisfies all conditions in (H1)–(H5), except condition
(H3)-(v). Furthermore, there is a sequence of positive number cn ր ∞, such that the truncated
observables {Rn = R ·χR<cn,n≥ 1} satisfy the following:
|
∫
Rn ◦T
k ·Rndµ −µ(Rn)
2| ≤C ·ϑ k1 ,
for all k > n and n≥ 1, where C > 0 and ϑ1 ∈ (0,1) are constants.
3 Preliminaries
In this section we first introduce the concepts of standard pairs and standard families, then give a
brief review of the growth lemma for hyperbolic systems with singularities.
3.1 Standard pairs and Z functions
For any unstable manifoldW ∈W u, the u-SRB density ρW is the unique probability density func-
tion onW with respect to the Lebesgue measure mW satisfying the following relation
ρW (y)
ρW (x)
= lim
n→∞
JWT
−n(y)
JWT−n(x)
. (3.1)
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Then the corresponding probability measure µW := ρW ·mW is called the u-SRB measure of T on
W . The formula (3.1) is standard in hyperbolic dynamics, see [12, page 105]. It follows from the
distortion bound (2.6) that ρW ∼ |W |
−1 onW . More precisely, we have
1
|W |
e−CJ|W |
γ0
≤ ρW (x)≤
1
|W |
eCJ|W |
γ0
. (3.2)
DEFINITION 3. (Standard Pair) Let Cr >CJ be a fixed large constant, where CJ is the constant in
Eq. (2.6) in the assumption of the distortion bounds. For any unstable curveW and a probability
measure ν onW , the pair (W,ν) is said to be a standard pair, if ν is absolutely continuous with
respect to the u-SRB measure µW whose density function g(x) := dν/dµW (x)> 0 satisfies
| lng(x)− lng(y)| ≤Cr ·dW (x,y)
γ0, (3.3)
for any x,y ∈W , where γ0 ∈ (0,1) is given in the distortion bounds (2.6). We also call the density
function g to be a dynamically Ho¨lder function onW .
One advantage of utilizing the standard pair is that, the probability measure on any unstable
manifoldW is indeed equivalent to the u-SRB measure µW .
The idea of standard pairs was first brought up by Dolgopyat in [22], and then extended to
more general systems by Chernov and Dolgopyat in [9, 10]. Note that for any standard pair (W,ν),
the push-forward measure T∗ν is a measure supported on countably many unstable curves TW =
∪n≥1Vn. Thus the image T (W,ν) := (TW,T∗ν) can be viewed as a family of standard pairs (Vn,νn),
n≥ 1, with νn =
T∗ν|Vn
T∗ν(Vn)
, such that for any measurable set B⊂M,
T∗ν(B) = ∑
n
T∗ν(Vn) ·νn(Vn∩B).
This observation leads to the concept of the so called standard family, whose precise definition is
given in the following.
DEFINITION 4. Let W = {(Wα ,να) : α ∈A } be a family of standard pairs, λ be a Borel measure
on A . Then G = (W ,λ ) is said to be a standard family, if the following conditions hold:
(a) Either A is countable, or A ⊂ [0,1] is measurable, and {Wα : α ∈ A } is a measurable
partition of a measurable set E ⊂M;
(b) The measure λ induces a positive measure ν on M by
ν(B) =
∫
α∈A
να(B∩Wα)dλ (α),
for all measurable sets B⊂M.
In the following, instead of the notion (W ,λ ), we also denote a standard family G by (W ,ν),
or (W ,A ,λ ,ν), since we use the measure ν more often. An intuitive way to look at the standard
family is to view it as a decomposition of the measure ν along leaves of a measurable partition
W = {Wα ,α ∈A } of the set E into standard pairs.
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It follows from [18, Lemma 12] that E := (W u,µ) can be viewed as a standard family, where
µ is the SRB measure of T . More precisely, there exists a factor measure λ u on the index set A u,
such that for any measurable set A⊂M,
µ(A) =
∫
α∈A u
µα(A∩Wα)dλ
u(α), (3.4)
where µα = µWα is the u-SRB measure on the unstable manifoldWα . From now on we always take
µα to be the reference measure on the unstable manifoldWα ∈ W
u. Sometime we also denote it
as µW for a general unstable manifoldW ∈W
u. Note that a probability measure ν with ν ≪ µ is
uniquely specified by its density g := dν/dµ ≥ 0. Then comparing with (3.4) for µ , we know that
for any standard family (W u,ν) with ν ≪ µ ,
ν(A) =
∫
A
gdµ =
∫
α∈A u
∫
Wα∩A
gdµα dλ
u(α) =
∫
α∈A u
∫
Wα∩A
dνα dλ (α), (3.5)
for any measurable set A⊂M , where
dνα = gα dµα with gα =
g
µα(g)
and dλ (α) = µα(g)dλ
u(α). (3.6)
This is called a canonical representation of (W u,ν).
On the other hand, consider a nonnegative function g :M→ [0,∞), with µ(g)< ∞, such that it
is dynamically Ho¨lder continuous on W u, i.e.:
| lng(x)− lng(y)| ≤Cr ·dW (x,y)
γ0, (3.7)
for any W ∈ W u, and any x,y ∈W , with g(x)g(y) > 0. We call (W u,νg) the standard family
generated by g= dνg/dµ , such that (3.6) holds.
The assumption (H4) on the distortion bound implies that, if G = (W ,ν) is a standard family
with a factor measure λ on A , then T nG := (T nW ,T nν) also induces a standard family, for any
n≥ 0 (cf. [18]). More precisely, for any measurable set B⊂M,
T nν(B) =
∫
α∈A
T nνα(B∩T
nWα)dλ (α).
Note that the (uniform) hyperbolicity of T only guarantees the exponential growth of unstable
manifolds in a local sense. The singularity curves will cut any relatively long unstable manifold
into many short pieces, which might undo the uniform growth of the unstable manifold completely.
However, under the one-step expansion assumption (H5), one can show that, despite odds, typical
smooth components of T nW for every short unstable manifoldW grow monotonically and expo-
nentially in n, until they reach the size of order one. This fundamental fact follows from theGrowth
Lemma, which was first proved by Chernov for dispersing billiards (cf. [8]), and then for general
hyperbolic systems under the assumption (H1)–(H5) in [18] (see Lemma 5, Lemma 6 and Lemma
12 therein). To state the growth lemma, we need to introduce a characteristic function of G .
DEFINITION 5. The Zr-function Zr(G ) of a standard family G = (W ,ν) is given by:
Zr(G ) :=
1
ν(M)
∫
A
|Wα |
−r dλ (α), r > 0. (3.8)
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Note that Zr(G ) can be viewed as an average of the inverse of the r-power of the length of
the unstable manifolds. This Zr-function plays an important role in estimating the distribution of
short unstable manifolds in a standard family, and the growth lemma characterizes how Zr(T
nG )
changes under iterations of the map T .
A standard family G is said to be r-standard if Zr(G )< ∞.
Lemma 3.1 (Growth Lemma, cf. [18]). Let r > 0, and G = (W ,ν) be an r-standard family. Then
the following statements hold.
(1) There exist constants c> 0, Cz > 0, and γ1 ∈ (0,γ0] such that
Zr(T
n
G )≤ cZr(G ) ·Λ
−γ1n+Cz. (3.9)
(2) For any ε > 0, we have
ν{W ∈W : |W |< ε} ≤ cν(M) ·Zr(G ) · ε
r. (3.10)
(3) The standard family E = (W u,µ) induced by the SRB measure of T is s0-standard. Here s0
was defined in (2.5).
Next we introduce the concept of r-proper families. Let c > 0, Cz > 0 be the constants given
by Lemma 3.1. Let
Cp =Cp(r,κ , p)>max
{ Cz
1− cΛ−γ0
+Zs0(E ), c
−r
A
(
1+ ∑
n≥1
n(s−b)r−s−2+κ/p
)}
(3.11)
be a large constant, where r ∈ (0,rp) with:
rp :=
s+1− κ
p
s−b
. (3.12)
Then an r-standard family G is said to be r-proper if Zr(T
nG )<Cp for all n≥ 0. It follows from
this definition that:
Lemma 3.2. (1) The standard family E = (W u,µ) is s0-proper.
(2) The forward iterations of r-proper families are r-proper.
(3) For any r-standard family G , the family T nG is r-proper for each n> 1γ0
logΛ
Cp
Zr(G )
.
Items (1)–(3) follow directly from Lemma 3.1. So we omit the proofs here.
3.2 The standard family associated to a dynamically Ho¨lder function.
In this section, we assume p ∈ (1,∞] and γ ∈ [γ0,1], g ∈ Hκ,p(γ) is a nonnegative, dynamically
Ho¨lder function with 0 < µ(g) < ∞. We have showed that g ◦ T−1 induces a standard family
Gg◦T−1 = (W ,ν), with dν = g ◦T
−1dµ . Now we will investigate the Z -function of Gg◦T−1 , and
show that g◦T−1 leads to an r-standard family with r ≤ rp. The main reason we consider Gg◦T−1
instead of Gg is that the former can be r-standard for some larger r, which is important for our later
estimation.
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Lemma 3.3. Let p> 1, and g ∈Hκ,p(γ) be a probability density function. Define g¯(x) =E(g|Dn)
for any x ∈ Dn and n≥ 1. Then for r ∈ (0,rp):
(1) |Zr(Gg◦T−1)−Zr(Gg¯◦T−1)| ≤ ‖g‖γZs0(E ), where E = (W
u,µ).
(2) Let g ∈Hp(γ) be a probability density function. Then (W ,νg◦T−1) is r-standard for r ∈ (0,rp),
with
Zr(Gg◦T−1)≤Cp(Kg+‖g‖γ).
(3) (W ,νg◦T−1) is r-proper if Kg+ ‖g‖γ ≤ 1. More generally, Gg◦T−n is r-proper, for n ≥ Ng :=
1
γ logΛ(Kg+‖g‖γ).
Proof. (1). Let Gg¯◦T−1 = (W ,νg¯◦T−1) be the standard family generated by the conditional expec-
tation g¯◦T−1. Thus for any x ∈ TDn,
|g(T−1x)− g¯(T−1x)| ≤ ‖g‖γ ·diam(Dn)
γ . (3.13)
Then (3.5) implies that
|Zr(Gg◦T−1)−Zr(Gg¯◦T−1)| ≤
∫
α∈An
|g− g¯|
|Wα |r
dλ u(α)
≤‖g‖γ0
∫
A u
diam(Dn)
γ
|Wα |r
dλ u(α)≤ ‖g‖γZr(E )≤ ‖g‖γZs0(E ), (3.14)
where E = (W u,µ).
(2). Note that g¯ ∈Hκ,p implies that there exists Kg > 0 such that
|g¯(T−1x)| ≤ Kgn
κ/p, (3.15)
for any x ∈ TDn, n≥ 1. According to (2.3), Dn has an unstable foliation such that each leafWα in
this foliation satisfies:
cAn
−s+b ≤ |TWα | ≤CAn
−s+b.
We assume r < rp =
s+1−
κ
p
s−b , which implies s+2− (s−b)r−κ/p> 1. Thus
Zr(Gg¯◦T−1) = ∑
n≥1
∫
α∈An
|g¯(T−1xn)|
|TWα |r
·dλ u(α)
≤ c−rA Kg ∑
n≥1
n(s−b)rnκ/pµ(TDn)≤ c
−r
A Kg ∑
n≥1
n(s−b)r−s−2+κ/p < ∞, (3.16)
where xn ∈ TWα . Combining with item (1), we get
Zr(Gg◦T−1)≤ c
−r
A (Kg+‖g‖γ) ∑
n≥1
n(s−b)rp−s−2+κ/p ≤Cp(Kg+‖g‖γ).
In the case g ∈H∞(γ), we have Zs0(Gg)≤ ‖g‖∞Zs0(E )< ∞. Therefore, Gg is s0-standard.
(3). It follows directly from (3.11) and item (2).
We have that for any p> 1 and for any dynamically Ho¨lder function g∈Hp(γ)with µ(g)<∞,
the associated standard family Gg◦T−1 is r-standard for any r < rp.
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4 The Coupling Lemma and the hyperbolic magnet
In this section, we will construct a hyperbolic set R∗, the so called magnet (see [12]), and build a
hyperbolic suspension structure for (T,µ). The hyperbolic set R∗ will be used later as the base for
our coupling algorithm.
4.1 The construction of a hyperbolic magnet
Given a family of aligned stable manifolds Γs and a family of aligned unstable manifolds Γu that
fully across each other, their intersectionR =Γu∩Γs is said to have a hyperbolic product structure.
A subset R1 ⊂ R is said to be a u-subset of R, if there exits a subfamily of unstable manifolds
Γu1 ⊂ Γ
u, such that R1 = Γ
u
1∩Γ
s. Similarly we can define the s-subsets of R.
Now we begin to construct this hyperbolic set R∗. We first define the radius of an invariant
manifold:
DEFINITION 6. For any x ∈ M, let rs/u(x) = dW s/u(x)(x,∂W
s/u(x)), where W s/u(x) is the sta-
ble/unstable manifold that contains x. Set rs/u(x) = 0 if the stable/unstable manifold at x de-
generates.
For every δ > 0, we introduce the following set
N±δ = {x ∈M : d(T
±nx,S±1)≥ δΛ
−n for all n≥ 0}. (4.1)
Note that the complement of the set N±δ contains points whose orbits approach S±1 under T
±n
faster than the δ ·Λ−n for some n. It is well known that a point x can not have long stable/unstable
manifold if the orbit of x approaches to the singularity set S±1 too fast under T
±n. The following
lemma states that the stable manifolds (resp. unstable manifolds) of points in N+
δ
(resp. N−
δ
) have
a uniform length.
Lemma 4.1 ([18]). Assume (H1)–(H5) hold. There exists a uniform constant c> 0, such that for
any δ > 0, rs(x)> cδ for every point x ∈ N+δ and r
u(x)> cδ for every x ∈ N−δ .
It follows from Lemma 4.1 that for any point x ∈ Nδ := Nδ ∩Nδ , bothW
s(x) andW u(x) exist
with rs(x)≥ cδ and ru(x)≥ cδ . Note that x may not belong to N±
δ
even if rs/u(x)≥ cδ , since Λ−n
is just an upper bound, and T nx may approach to S±1 faster than that.
The next result is also proved in [18], whose proof depends strongly on (H3).
Lemma 4.2. There exists δ0 > 0, such that for any unstable manifoldW
u with |W u|> δ0,
µW u(r
s(x)< ε)<Cεs0, for any ε > 0, (4.2)
where C > 0 is some uniform constant depending only on δ0.
REMARK 3. The relation in (4.2) has a ‘time reversal’ counterpart, see the remark after [12, Theorem 5.66].
These two equations guarantee that there are plenty of “long” stable (resp. unstable) manifolds along any
unstable (resp. stable) manifolds, which is essential for the construction of the hyperbolic magnet.
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REMARK 4. Using (3.10) and the fact that the SRB measure µ is s0-proper, we know that that µ(M\N
±
δ )≤
Cδ s0 . Therefore, the set of points with short stable/unstable manifolds satisfies the following estimate: there
exists c˜> 0 such that µ(rs/u(x)< δ )≤ c˜δ s0 for all δ > 0.
Now let d ∈ (0,1), pick δ0 small enough such that µ(N10δ0/c) > d. Pick an unstable manifold
W with µW (W ∩N10δ0/c)> d, and a µW -density point x0 ∈W ∩N10δ0/c. Define
Γˆs = {W s(y) |y ∈W u(x0)∩N10δ0/c}. (4.3)
Note that Γˆs is the collection of all maximal stable manifolds alongW u(x0)∩Nδ0 , which stick out
both sides ofW u(x0) by at least 5δ0. As the length of stable manifolds in Γˆ
s may be very irregular,
we need to chop off a portion to get our magnet.
Let U be a rectangular shaped region such that x0 is almost the geometric center of U , and the
boundary ∂U consists of two unstable manifolds with length 6δ0 and two stable manifolds with
length 6δ0. Accordingly, the regionU can be viewed as a rectangle centered at x0 with dimensions
6δ0×6δ0.
We say that an unstable manifoldW u fully u-crosses Γˆs, ifW u meets every stable manifold in
Γˆs. Let Γˆu be the collection of all maximal unstable manifoldsW u(y) that fully u-cross Γˆs, with
y ∈W s(x0)∩U . Let Γ
u/s = Γˆs/u ∩U , and then set R∗ = Γˆs ∩ Γˆu. By the bounded distortion
property of the stable holonomy map h, we get that there exists d0 > 0 such that
µW (W ∩R
∗)> d0, (4.4)
for anyW ∈ Γu. Moreover, we have µ(R∗)> d20 .
4.2 The Coupling Lemma
Next we review the Coupling Lemma, which was originally proved by Chernov and Dolgopyat
(cf. [9, 10, 22]) for dispersing billiards, see also [12, §7.12–7.15]. The coupling lemma was
generalized in [18] to systems under the assumptions (H1)–(H5) on proper families, and then in
[28] to time-dependent billiards.
When performing the coupling algorithm on a given magnet R∗, one may not couple the entire
measure crossing the magnet at each return time. To implement the idea, we use the concept of the
generalized standard family.
DEFINITION 7. Let (W ,ν) be a standard family, where W ⊂ Γu is a measurable collection of
unstable manifolds in Γu. Then we define (W ,ν)|R∗ := (W ∩R
∗,ν|R∗). For any n ≥ 0, we call
(Wn,νn) := T
−n((W ,ν)|R∗) as a generalized standard family with index n.
Next we state the Coupling Lemma [10, 12] for the induced system (F,µM) using the concept
of generalized standard families.
Lemma 4.3. Let G i = (W i,ν i), i = 1,2, be two r-proper families on M, for some r ∈ (0,s0]. For
any n≥ 1, there exist two sequences of generalized standard families {(W in ,ν
i
n),n≥ 0}, such that
G
i =
∞
∑
n=0
(W in ,ν
i
n) :=
( ∞⋃
n=0
W
i
n ,
∞
∑
n=0
ν in
)
. (4.5)
Moreover, they satisfy the following properties that for each n≥ 0:
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(i) Proper return to R∗ at n.
Both (W 1n ,ν
1
n ) and (W
2
n ,ν
2
n ) are generalized standard families of index n;
(ii) Coupling T n∗ ν
1
n and T
n
∗ ν
2
n along stable manifolds in Γ
s.
For any measurable collection of stable manifolds A⊂ Γs, we have
T n∗ ν
1
n (A) = T
n
∗ ν
2
n (A).
(iii) Exponential tail bound for uncoupled measure at n.
There exist Cc > 0 and s ∈ (0,s0] such that, for any n≥ 1,
ν¯ in(M)<CcΛ
−sn, for all n≥ 1, (4.6)
where ν¯ in := ∑k≥n ν
i
k is the uncoupled measure at n-th step.
The main idea of the proof is that one tries to match the parts of νˆ1 and νˆ2 that return properly
to the unstable manifolds based on the magnet R∗ at each time n. At each coupling time ϒ, a
fraction of both measures are matched and are pumped out of the system. Some short standard
pairs are left in the system due to the fact that R∗ is a Cantor set. But the majority of the short
standard pairs keep growing and are getting ready for the next coupling. Thus the total measure
remaining at time n decays exponentially. See [12, 18] for more details.
REMARK 5. Each part (Wˆ in , νˆ
i
n) is supported on some Cantor set of the unstable manifolds, instead of the
whole manifolds. However, note that the measure νˆ in is the restriction of some standard family to that Cantor
set. This is why we call such a family a generalized standard family.
The lemma in the following tells us that, under that assumptions (H1)–(H5), the system admits
a hyperbolic set with a generalized Markov structure.
Lemma 4.4. Suppose the map T :M →M satisfies the assumptions (H1)–(H5). Then the hyper-
bolic set R∗ is the base of a generalized Markov partition with exponential small tails:
(1) R∗ has a decomposition into s-subsets R∗ = ∪n≥1R
∗
n such that T
nR∗n ⊂R
∗ is a u-subset of
R∗ for each n≥ 1.
(2) There exist C > 0 and s ∈ (0,s0] such that the following holds for each n≥ 1:
∑
k≥n
µ(R∗k )≤CΛ
−sn. (4.7)
Proof of Lemma 4.4. We apply Lemma 4.3 to two identical copies of the standard family induced
by the SRB measure, and then construct the generalized Young tower based on this coupling pro-
cess. That is, let ν be the restriction of the SRB measure µ on
⋃
Γu, λ u be the factor mea-
sure of ν on Γu, and G i := (Γu,ν) = {(W,µW )W∈Γu,λ
u}, i = 1,2, be two identical copies of
the induced standard family. By Lemma 4.3, for each n ≥ 1, we couple everything2 in T nG i
that properly return to R∗, and get a decomposition of (Γu,ν) into generalized standard families
2This is due to the fact that the two families are the same.
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{(Wn,νn),n≥ 1}, such that T
nWn is a u-subset of R
∗ for each n≥ 1. Define Rn =W
s
n ∩Γ
s, where
W sn = {W
s(x) : T nx ∈ Γs∩F kWn}. Then we can check that
R
∗ = ∪∞n=1Rn (mod0),
and it satisfies the following properties:
(1) T n(Rn) is a u-subset of U
∗ and {Rn,n≥ 1} are almost surely disjoint s-subsets of U
∗ in the
following sense: µ(Rm∩Rn) = 0 for any m 6= n;
(2) Furthermore
∞
∑
k=n
µ(Rk)<CcΛ
−sn, (4.8)
whereCc and s> 0 are from (4.6).
This completes the proof.
Note that the singularity sets S±1 may contain countably many smooth curves. Thus there can
exist countably many s-subsets Rn,i, i ≥ 1, such that Rn = ∪i≥1Rn,i, and T
nW u(x) ∈ Γu properly
crosses U ∗ for any x ∈ Γˆsn,i. Moreover, T
ny and T nx belong to the same unstable manifold in Γu
for any x,y ∈Rn,i∩W
u.
One can build a partition ofM by taking the union of all forward iterates T kR∗, and extend the
return time function on R∗ to the whole spaceM. That is, τ(x) = n−k as the time needed to enter
the base R∗ of the tower for any x ∈ T kR∗n , 0≤ k < n and n≥ 1. It follows from (4.7) that
µ(τ > n)≤C1Λ
−sn,
for some uniform constant C1 =C/(Λ
s− 1). This generalized Markov tower based on the parti-
tion R∗ = ∪n≥1Rn is in the same spirit of [29, 30]. One improvement here is that we allow the
minimal solid s-rectangle containing Rn to consist of countably many minimal s-rectangles U
∗
n,i.
This property is due to the fact that we allow the singular set of system to contain countably many
singular curves, since one unstable manifold may be cut into infinitely many small pieces, many of
which may return to the rectangle U ∗ simultaneously. So from this point of view, our construction
covers more classes of dynamical systems than those [29, 30], including dispersing billiards with
infinite horizon.
5 Decay of Correlations
In this section we will study the decay rates of correlations for the system (T,M,µ) using the
coupling method.
5.1 Equidistribution properties
We will first prove an important proposition that will be used for the rest of the paper.
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Proposition 5.1. Let f ,g ∈Hκ,p(γ), such that g induces a standard family (W ,ν). Then for any
n≥ Ng, and εp = (
psrp
κ −1)/2,
|T n∗ ν(| f |
1+εp)| ≤C( f ) := 2CpC
rp
A K
psrp
κ
f ∑
l≥1
l−1−εp. (5.1)
Proof. Let G = (W ,ν) be the standard family generated by g ◦T−1 ∈ Hp(γ). It follows from
Lemma 3.3 that G is r-standard for any r < rp. Lemma 3.2 implies that there exists Ng ≥ 1, such
that for any n≥ Ng, T
nG = (T nW ,T n∗ ν) is r-proper.
Let ε > 0 be a number whose value will be determined later (see (5.4)). Note that for k ≥ 1,
k1+ε ≤ ∑kl=12l
ε (by induction on k). Then we have
T n∗ ν(| f |
1+ε)≤ ∑
k≥1
k1+ε ·T n∗ ν(k−1< | f | ≤ k)≤ ∑
k≥1
k
∑
l=1
2lε ·T n∗ ν(k−1< | f | ≤ k)
= ∑
l≥1
∞
∑
k=l
2lε ·T n∗ ν(k−1< | f | ≤ k)≤ 2 ·∑
l≥1
lε ·T n∗ ν(| f |> l−1). (5.2)
Now we need to estimate the measures ν(| f |> l−1) for each l ≥ 1.
By (2.10), for any m≥ 1, and x ∈ Dm,
| f (x)| ≤ K fm
κ/p, for every m≥ 1.
Note that the condition | f (x)|> l implies that m> ml :=
(
l
K f
) p
κ
.
By (2.3), there existCA > 0 and b> 0 such that
ru(x)≤CA ·m
−s,∀x ∈ TDm.
The fact that T n∗ ν is r-proper and (3.10) imply that
T n∗ ν(| f |> l)≤ ∑
m≥ml
T n∗ ν(Dm) = ∑
m≥ml
T n+1∗ ν(TDm)
≤ T n+1∗ ν(r
u <CA ·m
−s
l )
≤CpC
r
A ·m
−sr
l =CpC
r
AK
psr
κ
f l
− psrκ . (5.3)
Note that by (2.11),
p(s+1)
κ >
1
s0
> 1.
psrp
κ
=
(
p(s+1)
κ
−1
)
s
s−b
> 1.
Thus we can choose r0 ∈ (0,rp), such that for any r ∈ (r0,rp), we have
psr
κ
−1≥ (
psrp
κ
−1)/2.
Thus we pick ε > 0, such that for any r ∈ (r0,rp),
ε =
psr
κ
−1≥ εp := (
psrp
κ
−1)/2. (5.4)
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Putting (5.2) and (5.3) together, we have
T n∗ ν(| f |
1+ε)≤ 2CpC
rp
A K
psrp
κ
f ∑
l≥1
l−1−ε ≤C( f ) := 2CpC
rp
A K
psrp
κ
f ∑
l≥1
l−1−εp . (5.5)
This completes the proof.
The following lemma describes the equidistribution property of the system. Namely, for any
two probability measures ν i, i = 1,2, associated with proper families G i = (W i,ν i), the images
T nν i, i = 1,2 approach each other exponentially (in the weak topology for a large set of observ-
ables). As explained in [10], the equidistribution property effectively describes the asymptotic
independence between the present and the future of the system.
Recall the constants s= s(µ,ν) andCc > 0 given by Lemma 4.3.
Lemma 5.2. Let f ,g ∈Hκ,p(γ) with γ ∈ [γ0,1], and (W ,ν) be an r-proper family with density g,
for any r < rp. Then for any n≥ 1,∣∣∣∣
∫
M
f ◦T ndν −
∫
M
f dµ
∣∣∣∣≤ 2Cc
(
[
1
1−Λ−γ
+
1
1−Λ−s
]‖ f‖p,γ +C( f )
)
Λ−ξn,
where ξ =min
{ γ
2
, s
p+εp
,
sεp
1+2εp
}
, with εp = (
psrp
κ −1)/2.
Proof. Let (W ,ν) be an r-proper family satisfying the assumptions given in the lemma. Denote
(W 1,ν1) := (W ,ν), and (W 2,ν2) := (W u,µ). By Lemma 4.3, we have a decomposition ν i =
∑nm=1 ν
i
m+ ν¯
i
n with support supp(ν
i
m)=W
i
m, such that T
mW im is a u-subset ofR for every 1≤m≤ n.
Note that the uncoupled measures satisfy ν¯1n (M) = ν¯
2
n (M)<CcΛ
−sn.
We first consider the coupled portions ν1m and ν
2
m whenm≤ n. For any x∈W
u ⊂ Γu, we choose
x¯ ∈W s(x), such that f (x¯) = maxy∈W s(x) f (y) be the maximum value of f along stable manifold
W s(x). The Ho¨lder continuity of f implies that
| f ◦T n−m(x)− f ◦T n−m(x¯)| ≤ ‖ f‖Cγ Λ
−γ(n−m)
for ν im-a.e. x ∈M, i= 1,2. Then we have,
|
∫
W 1m
f ◦T n(x)dν1m(x)−
∫
W 2m
f ◦T n(y)dν2m(y)| ≤ |
∫
TmW 1m
(
f ◦T n−m(x)− f ◦T n−m(x¯)
)
dTm∗ ν
1
m(x)|
+ |
∫
TmW 2m
(
f ◦T n−m(y)− f ◦T n−m(x¯)
)
dTm∗ ν
2
m(y)|
+ |
∫
TmW 1m
f ◦T n−m(x¯) dTm∗ ν
1
m(x)−
∫
TmW 2m
f ◦T n−m(x¯) dTm∗ ν
2
m(y)|
≤ 2C‖ f‖Cγ ·Λ
−γ(n−m) ·µm(M) = 2Cc‖ f‖Cγ Λ
−γ(n−m)−sm.
Here we use the fact that (TmW 1m ,T
m
∗ ν
1
m) and (T
mW 2m ,T
m
∗ ν
2
m) are coupled at time m and have the
same measure. In particular, the choice of x¯ works for both families.
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Recall that ν¯2n is the remaining measure of ν
2 = µ after time n. Then by Ho¨lder inequality and
Lemma 4.3, and Lemma 4.3 (ii), we have
∣∣∣∣
∫
W¯ 2n
f ◦T ndν¯2n
∣∣∣∣=
∣∣∣∣
∫
T nW¯ in
f dT nν¯2n
∣∣∣∣≤
(∫
M
| f |pdT n∗ ν¯
2
n
) 1
p
·
(
T nν¯2n (M)
) 1
q ≤ ‖ f‖p ·CcΛ
−sn/q,
where q > 1 satisfies 1
p
+ 1
q
= 1. Here we use the assumptions that the measure ν2 = µ is T -
invariant and the function f ∈Hp(γ).
Next we consider the counterpart ν¯1n of ν
1= ν . By Proposition 5.1, there exists ε = (
psrp
κ −1)/2
such that T nν(| f |1+ε)≤C( f ) for any n≥ 1 (since (W ,ν) is r-proper). Then we have
∣∣∣∣
∫
W¯ 1n
f ◦T ndν¯1n
∣∣∣∣≤
(∫
M
| f |1+ε ◦T ndν¯1n
) 1
1+ε
·
(
ν¯1n (M)
) ε
1+ε
≤C( f ) · (µ¯n(M))
ε/(1+ε) ≤C( f ) ·CcΛ
−snε/(1+ε).
Combining the three estimates in the above, we get that for all n≥ 1,∣∣∣∣
∫
M
f ◦T n+n¯dν −
∫
M
f dµ
∣∣∣∣ =
∣∣∣∣
∫
M
f ◦T ndν1−
∫
M
f ◦T ndν2
∣∣∣∣
≤
n
∑
m=1
∣∣∣∣
∫
W 1m
f ◦T ndν1m−
∫
W 2m
f ◦T n dν2m
∣∣∣∣+
∣∣∣∣
∫
W¯ 1n
f ◦T ndν¯1n
∣∣∣∣+
∣∣∣∣
∫
W¯ 2n
f ◦T ndν¯2n
∣∣∣∣
≤2Cc‖ f‖Cγ
[ ⌊n/2⌋
∑
m=1
Λ−(n−m)γ +
n
∑
m=⌊n/2⌋+1
Λ−sm
]
+‖ f‖p ·CcΛ
−sn/q+C( f ) ·CcΛ
−snεp/(1+εp)
≤2Cc‖ f‖Cγ
[ Λ−nγ/2
1−Λ−γ
+
Λ−ns/2
1−Λ−s
]
+‖ f‖p ·CcΛ
−sn/q+C( f ) ·CcΛ
−snεp/(1+εp).
Letting η =min
{
1
2
γ, s
2
, s
q
,
sεp
1+εp
}
, we get that
|
∫
M
f ◦T n+n¯dν −
∫
M
f dµ| ≤ 2Cc([
1
1−Λ−γ
+
1
1−Λ−s
]‖ f‖p,γ +C( f ))Λ
−nη ,
for any n≥ 1. Note that the constant ξ =min
{ γ
3
, s
2+q ,
sεp
1+2εp
}
satisfies ξ < η . This completes the
proof of the lemma.
5.2 Proof of Theorem 1
Let p,q∈ (1,∞], with 1
p
+ 1
q
= 1, and f ,g∈Hκ,p(γ). We start with the case when g is non-negative,
and µ(g) > 0. Consider the standard family E = (W u,µ). Let n≥ 1. In the following we make a
partition of n into two subintervals of length ⌊n/2⌋ and n−⌊n/2⌋. Let g¯n(α) = E(g◦T
−n|Wα) be
the conditional expectation of g◦T−n onWα with respect to µ . By the Ho¨lder continuity of g, we
have
sup
α∈A u
sup
x∈Wα
|g◦T−n(x)− g¯n(α)| ≤ cM‖g‖Cγ Λ
−nγ .
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Here the constant cM > 0 is the upper bound of the length of all the unstable manifolds that is
introduced at the end of §2.1 (see Remark 1). This implies that
|Cn( f ,g)|= |Cn−⌊n/2⌋( f ,g◦T
−⌊n/2⌋,T )|
= |Cn−⌊n/2⌋( f , g¯⌊n/2⌋,T )+Cn−⌊n/2⌋( f ,(g◦T
−⌊n/2⌋− g¯⌊n/2⌋),T )|
≤ |Cn−⌊n/2⌋( f , g¯⌊n/2⌋,T )|+ cM|µ( f )| · ‖g‖Cγ Λ
−⌊n/2⌋γ .
Let χ = γ0 lnΛ
rp
, and define A ′n = {α ∈A
u : |Wα | ≥ e
−nχ/2}. Since E = (W u,µ) is s0-proper,
λ u((A ′n)
c) = µ(|Wα |< e
−nχ ,α ∈A u)≤Ce−s0nχ =CΛ−qnγ0 . (5.6)
On the other hand, for any α ∈A ′n , |Wα | ≥ e
−nχ/2 implies that Zr(Wα ,µα )≤ e
rχn/2. Now Corol-
lary 3.2 implies that T ⌊n/2⌋(Wα ,µα) is an r-proper family, with r < rp.
Now we considerCn−⌊n/2⌋( f , g¯⌊n/2⌋,T ). Note that the function g¯⌊n/2⌋ is constant on each unsta-
ble manifold, and µ(g¯⌊n/2⌋) = µ(g). Applying Lemma 5.2 to the r-proper family T
⌊n/2⌋(Wα ,µα)
for each α ∈A ′n , we have that∫
α∈A ′n
g¯⌊n/2⌋(α)
∣∣∣∣
∫
Wα
f ◦T n−⌊n/2⌋ dµα −µ( f )
∣∣∣∣dλ u(α)≤C(γ,s)Ccµ(g)[‖ f‖p,γ +C( f )]Λ− ξn2 ,
for all n≥ 1, whereC(γ,s) = 2
1−Λ−γ +
2
1−Λ−s .
We define dλg(α) := g¯⌊n/2⌋dλ
u(α), for any α ∈ (A ′n)
c. By Proposition 5.1, for any n≥ Ng,
|
∫
α∈(A ′n)
c
∫
Wα
g¯⌊n/2⌋(α) f ◦T
n−⌊n/2⌋ dµα dλ
u(α)|
= |
∫
α∈A
∫
Wα
f ◦T n−⌊n/2⌋ ·χ(A ′n)c(α)dµα dλg(α)|
≤
(∫
M
| f |1+εp ◦T n ·g(x)dµ
) 1
1+εp
λg((A
′
n)
c)
εp
1+εp
≤C( f )Λ
−
qnεpγ0
1+εp ,
where we used χ = γ0 lnΛ
rp
in the last step, and εp = (
psrp
κ −1)/2.
Note that if f ,g ∈H∞(γ), then the above estimations become:
|
∫
α∈(A ′n)
c
∫
Wα
g¯⌊n/2⌋(α) f ◦T
n−⌊n/2⌋ dµα dλ
u(α)|
= |
∫
α∈A
∫
Wα
f ◦T n−⌊n/2⌋ ·χ(A ′n)c(α)dµα dλg(α)|
≤ ‖ f‖∞‖g‖∞λg((A
′
n)
c)
≤ ‖ f‖∞‖g‖∞Λ
−qnγ0 ,
for any n≥ 1.
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Combining the above estimations, we get for n≥ Ng,
|Cn( f ,g)|= |Cn−⌊n/2⌋( f , g¯⌊n/2⌋,T )+Cn−⌊n/2⌋( f ,(g◦T
− n2 − g¯⌊n/2⌋),T )|
≤C( f )Λ
−
qnεpγ0
1+εp +C(γ,s)Ccµ(g)[‖ f‖p,γ +C( f )]Λ
− ξn2 .
In the case that g is not non-negative, we let g = g+− g− be the decomposition of g into its
positive and negative parts. Then the above estimation holds for both g+ and g−. Therefore we
have for n≥ Ng,
|
∫
M
f ◦T n ·gdµ−µ( f ) ·µ(g)|= |
∫
M
f ◦T n · (g+−g−)dµ−µ( f ) ·µ(g+−g−)|
≤|
∫
M
f ◦T n ·g+dµ −µ( f ) ·µ(g)|+ |
∫
M
f ◦T n ·g−dµ −µ( f ) ·µ(g)|
≤2C( f )Λ
−
qnεpγ0
1+εp +2C(γ,s)Ccµ(g)[‖ f‖p,γ +C( f )]Λ
− ξn2 .
Finally we define ϑ =max{Λ
−
qεpγ0
1+εp ,Λ−
ξ
2 }.
For f ,g ∈H∞(γ), one can check that for n≥ 1,
|
∫
M
f ◦T n ·gdµ −µ( f ) ·µ(g)| ≤C‖ f‖∞,γ‖g‖∞,γϑ
n.
6 Return time function for the induced maps of billiards
The specific billiard systems considered here include semi-dispersing billiards, billiards with cusps,
and Bunimovich Stadia, whose basic properties have been studied in [26, 14, 15, 16, 17, 13]. Let
Q be a billiard table and M = ∂Q× [−pi/2,pi/2] be the phase space of the billiard map F induced
on Q, which preserves a smooth measure µM = c · cosϕ drdϕ . The reduced phase space M con-
sists of all/some collisions on dispersing parts of ∂Q and all/some first collisions on the focusing
parts of ∂Q. The restriction of µM on M, denoted by µ , is a smooth invariant measure (certainly
an SRB measure). Let T be the first return map of F from M to M. Then it was proved in the
above references that the induced system (T,M,µ) satisfies the assumptions (H1)–(H5). In fact,
the one-step expansion estimate (H5) actually holds for s0 = 1. Note that the discontinuities of R
can only occur at the singularities of T .
Note that the return time function R is always in L1(µ). In fact, the Kac’s formula gives that
µ(R) = µM (M)
−1. Moreover, µ(Mn) ≍ n
−3 for the above billiard systems, see §6.1 for more
details. The return time function R satisfies R ∈ Lp(µ), for any 1 ≤ p < 2, while R /∈ L2(µ).
Therefore, the classical results on the decay of correlations are not applicable in the study of the
autocorrelations of the function R. One needs some finer characterizations of the geometric feature
of the componentsMn, n≥ 1.
6.1 Type A billiard systems.
Case I. Semi-dispersing billiards. Billiards in a square with a small fixed circular obstacle re-
moved are known as semi-dispersing billiards. Chernov and Zhang proved in [17] that this system
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has a decay rate of correlations bounded by const ·n−1. For this billiard system, the reduced phase
space M is comprised of collisions with the circular obstacle only. The induced map T :M →M
is then equivalent to the well studied Lorentz gas billiard map (cf. [14]), which is known to have
exponential decay of correlations (see [13], for instance). The properties (H1)–(H5) were verified
in [6, 7, 12, 14]. In particular, according to [12], the measure of each m-cell is µ(Mm) ≍ m
−3,
with s = 1, s0 = 1. As a result, we see that the return time map R /∈ L
2(µ), while R ∈ Hκ,p(1)
for any p < 2, and κ = p. Moreover, each m-cell TMm has unstable-dimension ≍ m
−1/2 and
stable-dimension ≍ m−2; which implies b = 1/2. Thus the condition (2.4) is also verified, as
b= 1/2> s− s2 = 0. Therefore, the standard family (E ,ν) with dν = R◦T−1dµ is r-proper with
r < rp =
s
s−b = 2.
Case II. Billiards with cusps. The billiards with cusps were first studied by Machta (cf. [25]). It is
known that the billiard maps on these tables are hyperbolic and ergodic. However, the hyperbolicity
is non-uniform due to the collisions deep down the cusps, where the particle experiences a large
number of rapid collisions in a short amount of time. It is proved in [14, 17, 13] that the system
enjoys correlations decay of order n−1. Moreover, it was proved that that all properties of (H1)–
(H5) hold for the induced map (T,M,µ).
For this billiard system, the reduced subspace M ⊂M consists of collisions whose free paths
are not that short. Let R be the first return time function and Mm be the cell induced by R for
each m ≥ 1. Then each m-cell TMm has measure µ(Mm) ≍ m
−3, stable-diameter ≍ m−7/3 and
unstable-diameter≍m−2/3. So we can set s= 1, b= 1/3. Thus the condition (2.4) is also verified,
as b = 1/3 > s− s2 = 0. Therefore, the standard family (E ,ν) with dν = R ◦T−1dµ is r-proper
with r < rp =
s
s−b = 3/2.
Case III. Dispersing billiards with flat points. A family of dispersing billiards with finite number
of flat points (of zero curvature) were first studied in [15], where they proved that the correlations
decay at rate of O(n−α), where α = β+2β−2 depends on the flatness parameter β > 2 of the billiard
tables. Moreover, it was proved that that all properties of (H1)–(H5) hold for the induced map
(T,M,µ).
Let R be the first return time function of the billiard map with respect to M and Mm, m ≥ 1,
be the level sets of R. The measure of each m-cell satisfies µ(Mm) ≍ m
−3− 4β−2 . In this case, the
return time function R ∈Hκ,p(1) for any p < 2+
4
β−2 , and κ = p. Moreover, TMm has unstable-
dimension of order O(1), with implies that s = β+2β−2 and b = s. Thus the condition (2.4) is also
verified, as b= s> s− s2. Therefore, the standard family (E ,ν) with dν = R◦T−1dµ is r-proper
for any r > 0.
6.2 Type B billiards and the Proof of Theorem 5
Nowwe consider the systems for which the condition (2.4) does not hold. The Bunimovich stadium
is a typical example of this type of systems. Here we start with a brief introduction to the properties
of the Bunimovich stadium. Later we will show how to study the decay rate of the autocorrelations
of R by using Theorem 1, and then prove our theorems on general systems.
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The stadium billiard table, introduced by Bunimovich in [4], is comprised of two equal semi-
circles which are connected by two parallel lines. It has been shown that the Bunimovich stadium
is nonuniformly hyperbolic, ergodic, and mixing (cf. [4, 5, 13] for discussions and results). In
[26] Markarian proved that correlations in stadia decay as O((lnn)2/n). Chernov and Zhang later
improved in [17] the decay rate to O(1/n).
Let M be the set of first collisions on the circular arcs of the billiard table, R be the first return
time function on M, and T be the induced first return map. All assumptions in (H1)–(H5) were
checked in [5, 12, 13, 17], except the assumption (2.4). It was shown in [5, 12] that each cell
Mm has measure µ(Mm) ≍ m
−3. The set TMm has stable-diameter ≍ m
−2 and unstable-diameter
≍ m−1. So the return time function R ∈ Hκ,p(1), with 1 ≤ p < 2, κ = p. Moreover, we have
s= s1 = s0 = 1, and b= 0. Note that b= 0= s− s
2, which implies that the assumption (2.4) fails.
Therefore, we cannot apply Theorem 1 to the randaom variable R directly.
To bypass this difficulty, we introduce a truncation of the return time function R. More pre-
cisely, fix a sequence of positive integers {cn} with cn ր ∞. For any n ≥ 1, and k = 0,1, · · · ,n,
let
Rn,k := (χR<cn ·R)◦T
k, Rn := Rn,0,
where χA is the indicator function of A. Here there functions Rn,k, n ≥ 1, and k = 0,1, · · · ,n, are
called the truncated observables. Define a measure νn such that dνn = Rn ◦T
−1 dµ .
Pick p< 2. Then
‖Rn‖p =
(
cn
∑
m=1
mp ·µ(Mm)
)1/p
< ∞.
As remarked right after (H3)-(vi), the assumption (2.4) is only used in the proof of Proposition 5.1.
Thus it is enough to verify the statement of this proposition.
Proposition 6.1. For any k ≥ 1, and any small ε > 0,
|T k∗ νn(|Rn|
1+ε/2)| ≤C(Rn) := 2CpCAc
ε
n. (6.1)
Proof. Let Gn = (W ,νn) be the standard family generated by Rn ◦T
−1 ∈ Hp,p(1). Then it is r-
proper for any r < 1 (since rp = 1). Lemma 3.2 implies that for any k ≥ 1, T
kGn is an r-proper
family.
Let ε > 0 be an arbitrarily small number. Then we have
T k∗ νn(|Rn|
1+ε)≤ 2 ·
cn
∑
l=1
lε ·T k∗ νn(|Rn|> l−1). (6.2)
Now we need to estimate the measure ν(| f |> l−1) for each l ≥ 1.
By (2.3), there existsCA > 0 such that
ru(x)≤CA ·m
−1, for every x ∈ TDm.
The fact that T n∗ ν is r-proper with r < 1 and (3.10) imply that
T k∗ νn(Rn > l)≤ ∑
m≥l
T k+1∗ νn(r
u <CAm
−1)≤CpC
r
A · l
−r. (6.3)
25
Thus we can choose any small ε > 0, and let r ∈ (1− ε/2,1). Putting (6.2) and (6.3) together, we
have
T k∗ νn(R
1+ε/2
n )≤ 2CpCA
cn
∑
l=1
lε/2−r ≤C(Rn) := 2CpCAc
ε
n. (6.4)
Then applying Theorem 1 to the functions f = g= Rn, we get that:
|µ(Rn,k ·Rn,0)−µ(R
2
n,0)| ≤C(µ(R
2
n,0)+C(Rn,0))µ(R)ϑ
k ≤ 4CCpCAc
ε
nµ(R) ·ϑ
k. (6.5)
Notice that the sequence cn ր ∞ can be chosen arbitrarily. Fixing α ∈ (0,1), we can choose
{cn} such that
cεn ·ϑ
αn ≤ 1.
Let ϑ1 = ϑ
1−α ∈ (0,1). Then for all n≥ 1 and k ≥ n, (6.5) implies:
|
∫
Rn ◦T
k ·Rndµ −µ(Rn)
2| ≤C · cεn ·ϑ
k =C · cεn ·ϑ
αkϑ (1−α)k ≤C ·ϑ k1 .
Note that the constants C > 0 and ϑ1 ∈ (0,1) are independent of n. This completes the proof of
Theorem 5.
For skewed stadia, in the same way, we can also check that the assumptions (H1)–(H5) hold but
the inequality (2.4) is not valid. The proof follows from the same arguments as that of Bunomovich
stadium. So we omit the proof here.
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