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MAGNITUDE HOMOLOGY OF ENRICHED CATEGORIES AND
METRIC SPACES
TOM LEINSTER AND MICHAEL SHULMAN
Abstract. Magnitude is a numerical invariant of enriched categories, includ-
ing in particular metric spaces as [0,∞)-enriched categories. We show that
in many cases magnitude can be categorified to a homology theory for en-
riched categories, which we call magnitude homology (in fact, it is a spe-
cial sort of Hochschild homology), whose graded Euler characteristic is the
magnitude. Magnitude homology of metric spaces generalizes the Hepworth–
Willerton magnitude homology of graphs, and detects geometric information
such as convexity.
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1. Introduction
Magnitude is a numerical invariant of enriched categories, introduced by the
first author in [Lei08, Lei13]. See [LM17] for an overview; here we summarize the
definition. If V is a monoidal category, a V-enriched category (or “V-category”)
X has a set of “objects” along with hom-objects X(x, y) ∈ V and identity and
composition maps I → X(x, x) and X(y, z)⊗X(x, y)→ X(x, z) satisfying unit and
associativity axioms. To define magnitude, we require in addition a “size function”
# : ob(V) → k, which is a monoid homomorphism from isomorphism classes of
objects of V to the multiplicative monoid of a (semi)ring k. Given a V-category
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X with finitely many objects, one then defines a matrix ZX over k with entries
#(X(x, y)), and the magnitude of X is the sum of all the entries of the inverse
matrix Z−1X (if it exists).
This (perhaps odd-looking) definition is motivated by the fact that the Euler
characteristic of the nerve of a finite poset X can be computed as the sum of
all the values of its Mo¨bius function, which are precisely the entries of Z−1X when
X is regarded as a category enriched over the poset 2 = {⊥,⊤} of truth values,
with #(⊥) = 0 and #(⊤) = 1. More generally, the first author showed that
magnitude coincides with Euler characteristic if X is any ordinary category whose
nerve contains finitely many nondegenerate simplices, with V = FinSet and # =
cardinality. Thus, magnitude is a generalization of Euler characteristic.
One particularly interesting example of magnitude is when V = [0,∞] with the
opposite ordering (that is, there is at most one morphism k → ℓ, and there is
one exactly when k ≥ ℓ) and the monoidal structure of addition, in which case
Lawvere [Law74] showed that V-categories can be identified with (extended quasi-
pseudo-)metric spaces. If we take #(d) = e−td for a real number t (a “length scaling
factor”), we obtain a 1-parameter family of magnitudes of finite metric spaces, which
have since been shown to capture a good deal of geometric information [LM17,
BC15, GG17].
The Euler characteristic of a space, on the other hand, is a fairly coarse invariant.
One very important refinement of it is ordinary homology, an algebraic invariant
consisting of a sequence of abelian groups Hn(X) of which the Euler characteristic
is the alternating sum of ranks
∑
n(−1)
n rkHn(X). Thus, it is natural to conjec-
ture that magnitude is the alternating sum of ranks of some kind of magnitude
homology theory, which contains even more geometric information than the numer-
ical magnitude. In [HW15], Hepworth and Willerton constructed such a homology
theory for the special case of graphs, regarded as metric spaces with the shortest
path metric (or equivalently as categories enriched over the sub-monoidal-category
N ⊆ [0,∞]).
The purpose of the present paper is to generalize this homology theory to a
large class of enriching categories V, and in particular to arbitrary finite metric
spaces. In fact, it turns out that the relevant homology theory already has a
name: it is a particular kind of Hochschild homology. To be a little more precise,
we will show that when V is semicartesian monoidal (i.e. the monoidal unit is
the terminal object), and the size function # : ob(V) → k factors through an
“Euler characteristic” (an abstraction of the alternating sum of ranks) defined on
a (non-cartesian) monoidal homotopy theory W via a strong monoidal functor
Σ : V → W, then the magnitude of a V-category X can be identified with the
Euler characteristic of the Hochschild homology of the W-category Σ(X) with
“constant coefficients” at the unit object. We refer to the latter as the magnitude
homology HΣ∗ (X).
This is very abstract and general, but if we unwind it explicitly in the case
of finite metric spaces we obtain a calculable algebraic invariant defined using R-
graded chain complexes. We have only started to investigate what information is
contained by the magnitude homology of a metric space, but initial indications are
encouraging. For instance, HΣ1 (X) = 0 if and only if X is Menger convex, i.e. for
any two distinct points there is another point strictly between them. In particular,
this implies that a closed subset X ⊆ Rn satisfies HΣ1 (X) = 0 if and only if it
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is convex in the usual sense. The meaning of HΣn for n > 1 is less clear, but
for instance HΣ2 seems to tell us something about the non-uniqueness of geodesics
connecting pairs of distinct points.
We begin by recalling the notion of magnitude in section 2 and the definition of
Hochschild homology in section 3. Then in section 4 we give the general definition of
magnitude homology, and in section 5 we define the Euler characteristic functions
through which we expect the magnitude homology to determine the magnitude.
The main result, that this indeed happens under appropriate conditions, is proven
in section 6. We conclude by computing some magnitude homology groups of metric
spaces in section 7, and mentioning some open questions in section 8.
The theory of magnitude homology was largely developed on the n-Category
Cafe´ blog. We would like to thank all the participants in this conversation; in
particular, Richard Williamson contributed some important insights leading to ho-
motopy invariance (Corollary 4.5) and the connection with Hochschild homology,
while Benoˆıt Jubin corrected Definition 7.15 and Example 7.18. The first author
also thanks Aaron Greenspan for helpful conversations.
2. Magnitudes of enriched categories and metric spaces
We begin by recalling the notion of magnitude of enriched categories from [Lei08,
Lei13], including a slight enhancement of the usual magnitude of metric spaces. Let
(V,⊗, I) be a symmetric monoidal category, and k a semiring (i.e. a ring without
additive inverses), related by the following:
Definition 2.1. A size is a function # : ob(V)→ k that is
• invariant under isomorphism: if a ∼= b then #a = #b, and
• multiplicative: #(I) = 1 and #(a⊗ b) = #a ·#b.
Example 2.2. If V = FinSet, we can take k = N (or, in fact, any semiring at all,
since N is the initial semiring) and # the cardinality.
Example 2.3. If V = [0,∞] with the opposite ordering and monoidal structure
+, we can take k = R and #a = e−a. This is the traditional choice of a size for
[0,∞], but we can also use qa for any positive real number q.
Since qa = e−ta for t = − ln q, using a different value of q with 0 < q < 1 is
equivalent to scaling all numbers a ∈ [0,∞] by a positive real factor first. This is
the traditional approach to the magnitude function, which considers a metric space
together with all of its rescalings by positive real factors.
Example 2.4. If V is essentially small, but otherwise arbitrary, we can let k =
N[ob(V)/∼=] be the “monoid semiring” of the monoid of isomorphism classes of
objects in V. This is the universal example: any other size on V factors uniquely
through it.
In particular, if V = [0,∞], then the elements of this universal k are formal
N-linear combinations of numbers in [0,∞]. We might write such an element as
a1[ℓ1] + a2[ℓ2] + · · ·+ an[ℓn]
but since the multiplication in k is defined by [ℓ1] · [ℓ2] = [ℓ1 + ℓ2], it is more
suggestive to write [ℓ] as qℓ for a formal variable q. This yields a representation of
elements of k as generalized polynomials
a1q
ℓ1 + a2q
ℓ2 + · · ·+ anq
ℓn
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in which the exponents can belong to [0,∞], rather than N as in an ordinary
polynomial. We write this semiring of generalized polynomials as N[q[0,∞]].
Note that the traditional size function of Example 2.3 factors through this uni-
versal size via the “evaluation” map N[q[0,∞]] → R that substitutes e−1 (or, more
generally, any other positive real number) for q. Thus, the universal size valued in
N[q[0,∞]] carries all the information of the sizes e−ta for all values of t.
The definition of magnitude involves the following matrix. Usually (finite) ma-
trices are defined to have ordered rows and columns, but for our purposes it is more
convenient to consider matrices whose rows and columns are indexed by arbitrary
finite sets. A square matrix is one whose rows and columns are indexed by the
same finite set. Categorically speaking, there is a category whose objects are finite
sets and whose morphisms A→ B are functions A× B → k, with composition by
matrix multiplication; the square matrices are the endomorphisms in this category.
Definition 2.5. Let X be a V-category with finitely many objects. Its zeta
function is the ob(X)× ob(X) matrix over k defined by
ZX(x, y) = #(X(x, y)).
Definition 2.6 ([Lei08, Lei13]). We say that X has Mo¨bius inversion (with
respect to k and #) if ZX is invertible over k. In this case, the magnitude of X
is the sum of all the entries of its inverse matrix Z−1X .
Since magnitude generalizes Euler characteristic and cardinality, it is sometimes
written χ(X) or |X | or #X . However, we will use all of those notations for other
things, so we will write the magnitude of X as Mag(X), or Magk(X) or Mag#(X)
if necessary to indicate the relevant semiring or size function.
Example 2.7. If V = FinSet and # is the cardinality valued in Q, then it is shown
in [Lei08] that if X is a finite ordinary category that is skeletal and contains no
nonidentity endomorphisms, then X has Mo¨bius inversion, and its magnitude is
equal to the Euler characteristic of (the geometric realization of) its nerve.
Example 2.8. IfV = [0,∞], then as noted by [Law74], aV-category is an extended
quasi-pseudo-metric space: “pseudo-” because d(x, y) = 0 doesn’t imply x = y,
“quasi-” because d(x, y) need not equal d(y, x), and “extended” because d(x, y) =∞
is allowed. With the family of R-valued size functions e−td from Example 2.3,
the resulting magnitude of an (extended quasi-pseudo-)metric space was defined
in [Lei13] and has since been extensively studied; see e.g. [LM17].
Example 2.9. In general, there tend to be more invertible matrices over k if it
is a ring or a field. Thus, if k is given as a semiring, it is natural to universally
complete it to a ring or a field.
In particular, the universal semirings of Example 2.4 can easily be completed
to rings by simply allowing integer coefficients instead of natural numbers. These
rings are not always integral domains; in particular, Z[q[0,∞]] contains zero divisors:
q∞(1− q∞) = q∞ − q∞+∞ = q∞ − q∞ = 0.
However, if we omit ∞ (thereby requiring all distances in our metric spaces to be
finite, i.e. omitting the “extended”), we get an integral domain Z[q[0,∞)]. Its field of
fractions (written Q(q[0,∞)) or Q(qR)) consists of generalized rational functions
a1q
ℓ1 + a2q
ℓ2 + · · ·+ anq
ℓn
b1qk1 + b2qk2 + · · · bmqkm
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in which ai, bj ∈ Q and ℓi, kj ∈ R. (There is no extra generality in allowing
ℓi, kj ∈ R versus ℓi, kj ∈ [0,∞) since we can always multiply top and bottom by
qN for a sufficiently large N .)
Note that we can try to “evaluate” a generalized rational function at any positive
real value for q, as we did for generalized polynomials, but the result might not be
defined (if the denominator ends up being zero). Thus, working over the field
Q(qR) of formal generalized rational functions is a little better-behaved even than
considering all real values for q together. In particular, we have the following:
Theorem 2.10. Any finite quasi-metric space (i.e. a finite skeletal [0,∞)-category)
has Mo¨bius inversion over Q(qR).
Proof. The field Q(qR) can be made into an ordered field by inheriting the order of
Q and declaring the variable q to be infinitesimal. This means ordering generalized
polynomials lexicographically on their coefficients, starting with the smallest (i.e.
most negative) exponents of q.
Now the condition d(x, x) = 0 of a metric space means the diagonal entries of
ZX are all q
0 = 1. On the other hand, skeletality (i.e. d(x, y) > 0 if x 6= y) means
that all off-diagonal entries are qd(x,y), which is infinitesimal since d(x, y) > 0. It
follows that the determinant of ZX is a sum of 1 (the diagonal term) and a finite
number of infinitesimals, which is necessarily positive and in particular nonzero.
Thus, ZX is invertible. 
Remark 2.11. If X is a metric space (i.e. its distances are symmetric), then ZX is
even positive definite over Q(qR). This follows from the Levy–Desplanques theorem
over the ordered field Q(qR), since ZX is strictly diagonally dominant : ZX(x, x) >∑
y 6=x |ZX(x, y)|. (The Levy–Desplanques theorem is usually stated only for real or
complex matrices [HJ12, Theorem 6.1.10], but holds over any ordered field [ora17].)
It follows that any finite quasi-metric space X has a magnitude lying in Q(qR).
Evaluating this generalized rational function at q = e−t for positive real t (which is
defined for all t except singularities where the denominator vanishes) yields what
is traditionally called the magnitude function of X .
Finally, we recall that magnitude can be generalized using weightings. The fol-
lowing definitions and theorems are all from [Lei08, Lei13].
Definition 2.12. Aweighting on a finiteV-categoryX is a function w : ob(X)→
k such that
∑
y#(X(x, y)) · w(y) = 1 for all x ∈ X . A coweighting on X is a
weighting on Xop.
Theorem 2.13. If k is a field, then a V-category X has Mo¨bius inversion if and
only if it has a unique weighting w, and if and only if it has a unique coweighting
v, in which case Mag(X) =
∑
x w(x) =
∑
x v(x). 
Theorem 2.14. If a V-category X has both a weighting w and a coweighting v,
then
∑
xw(x) =
∑
x v(x). 
Definition 2.15. A V-category X has magnitude if it has both a weighting w
and a coweighting v, in which case itsmagnitude is the common value of
∑
x w(x)
and
∑
x v(x).
One virtue of this generalized notion of magnitude is that it is nontrivially in-
variant under equivalence of V-categories. A V-category can only have Mo¨bius
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inversion if it is skeletal, since two distinct isomorphic objects would produce two
identical rows in ZX . But weightings and coweightings do transfer across equiva-
lences:
Theorem 2.16 ([Lei08, Lemma 1.12] and [Lei13, Proposition 1.4.1]). If X and X ′
are equivalent V-categories, and X has a weighting, a coweighting, or has magni-
tude, then so does X ′.
Proof. In the cited references this is proven under the assumption that all natural
numbers are invertible in k, so that the total weight on one isomorphism class in X
can be divided equally among all objects in the corresponding isomorphism class of
X ′. But this is unnecessary: we can simply choose one representative of the latter
isomorphism class to give all the weight to. 
Theorem 2.17 ([Lei08, Proposition 2.4] and [Lei13, Proposition 1.4.1]). If X and
X ′ are equivalent and both have magnitude, then Mag(X) = Mag(X ′). 
Equivalence-invariance is not the only additional generality of Definition 2.15
over Definition 2.6. For instance, [BL08, Examples 4.3 and 4.5] are skeletal cate-
gories that have magnitude in the sense of Definition 2.15, but not Mo¨bius inversion.
But we will not be very concerned with such examples in this paper, as our main
criterion for relating magnitude homology to magnitude implies that the category
has Mo¨bius inversion (Theorem 6.27).
3. Hochschild homology of enriched categories
Now we leave magnitude for a while and consider the homological ingredient
separately. Let W be a cocomplete simplicially enriched category, with simplicial
copowers (a.k.a. tensors) written ⊙. The simplicial enrichment gives us notions
of simplicial homotopy and simplicial homotopy equivalence. And if B• ∈
W∆
op
is a simplicial object of W, its geometric realization is the coend
|B•| =
∫ n∈∆op
Bn ⊙∆
n.
The category W∆
op
is itself enriched over simplicial sets using only the simplicial
structure of ∆op (i.e. ignoring the given simplicial enrichment of W). However, it
is nevertheless true that the geometric realization W∆
op
→W preserves simplicial
homotopies, and in particular simplicial homotopy equivalences.
Example 3.1. The example we will mostly be concerned with is the category
ChA of nonnegatively graded chain complexes in an abelian category A, which by
the Dold-Kan theorem is equivalent to the category A∆
op
of simplicial objects in
A. The equivalence N : A∆
op ≃
−→ ChA sends a simplicial object B• to the chain
complex defined by (NB)n = Bn/LnB, where LnB is the “subobject of degenerate
n-simplices” or “latching object”, the colimit of all degeneracy maps Bk → Bn.
The simplicial enrichment on A∆
op
is obtained from the simplicial structure of ∆op.
Simplicial homotopies in A∆
op
correspond to chain homotopies in ChA, and the
geometric realization functor (A∆
op
)∆
op
→ A∆
op
is given by precomposition with
the diagonal ∆op → ∆op × ∆op.
In particular, we can regard any object of A as a constant simplicial object,
corresponding to a chain complex concentrated in degree 0. Similarly, a simplicial
object B ∈ A∆
op
can be regarded as a bisimplicial object (an object of (A∆
op
)∆
op
)
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in two different ways: a constant simplicial object in simplicial objects, or a sim-
plicial object in constant simplicial objects. However, in both cases its geometric
realization is just itself.
Now suppose furthermore that W has a closed symmetric monoidal structure
that is compatible with the simplicial enrichment.
Example 3.2. If A is a closed symmetric monoidal abelian category, then W =
ChA is closed symmetric monoidal under the tensor product of chain complexes,
(A⊗B)n =
⊕
i+j=n Ai ⊗Bj .
With W such a cocomplete closed symmetric monoidal simplicially enriched
category, let Y be a W-category, and let M be a Y -Y -bimodule (or equivalently a
W-functor Y op ⊗ Y →W).
Definition 3.3. The two-sided simplicial bar construction is the simplicial
object B•(Y,M) ∈W
∆
op
defined by
Bn(Y,M) =
∐
y0,...,yn
Y (y0, y1)⊗ · · · ⊗ Y (yn−1, yn)⊗M(yn, y0).
The inner face maps use the composition in Y ; the outer face maps use the actions
of Y on M ; and the degeneracies insert the identities of Y . The two-sided bar
construction is the geometric realization of the simplicial version:
B(Y,M) = |B•(Y,M)|.
If M(y, y′) = G(y) ⊗ F (y′) for a left Y -module F : Y →W and a right Y -module
G : Y op →W, then we write
B•(G, Y, F ) = B•(Y,G⊗ F )
B(G, Y, F ) = B(Y,G⊗ F ).
In good situations, the two-sided bar construction is homotopy invariant and
presents the homotopy coend of M , the homotopy tensor product of G and F , or
the G-weighted homotopy colimit of F ; see for instance [May75, Mey84, Mey86,
CP97, Shu06]. In this section, we will only need to know about its behavior under
enriched functors and transformations.
Lemma 3.4. Let H : Y → Z be a W-functor, M a Y -Y -bimodule, N a Z-Z-
bimodule, and α : M → N(H,H) a transformation, where N(H,H) is the Y -Y -
bimodule defined by N(H,H)(y, y′) = N(Hy,Hy′). Then there is an induced map
B(H,α) : B(Y,M)→ B(Z,N)
which behaves functorially under composition of functors and transformations.
Proof. Applied levelwise,H and α induce a map B•(Y,M)→ B•(Z,N) of simplicial
objects, to which we apply geometric realization. 
Lemma 3.5. Let H,K : Y → Z beW-functors and µ : H → K aW-transformation.
Let M be a Y -Y -bimodule, N a Z-Z-bimodule, and α : M → N(H,H), β : M →
N(K,K), and γ : M → N(K,H) transformations such that N(µ,H) ◦ γ = α and
N(K,µ) ◦ γ = β. Then we have a simplicial homotopy between the induced maps
B(H,α) ≃ B(K,β) : B(Y,M)→ B(Z,N).
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Proof. We construct a simplicial homotopy between the simplicial mapsB•(Y,M)→
B•(Z,N). When written out combinatorially (see for instance [May92]), such a
simplicial homotopy consists of morphisms
φni : Bn(Y,M)→ Bn+1(Z,N)
for 0 ≤ i ≤ n, such that d0φ
n
0 = Bn(H,α) and dn+1φ
n
n = Bn(K,β), plus compati-
bility conditions in between with the face and degeneracy maps. We define
φni :
∐
y0,...,yn
Y (y0, y1)⊗ · · ·Y (yn−1, yn)⊗M(yn, y0)
→
∐
z0,...,zn+1
Z(z0, z1)⊗ · · ·Z(zn, zn+1)⊗N(zn+1, z0)
to send the summand (y0, . . . , yn) to the summand (Hy0, . . . , Hyi,Kyi, . . . ,Kyn)
by acting as H on Y (yj , yj+1) for j < i, inserting into Z(Hyi,Kyi) by µ, acting
as K on Y (yj , yj+1) for j ≥ i, and acting as γ on M . The identities d0φn0 =
Bn(H,α) and dn+1φ
n
n = Bn(K,β) follow from the assumptions N(µ,H) ◦ γ = α
and N(K,µ)◦γ = β, since d0 and dn+1 are the faces where Z acts on N . The other
required identities are straightforward. 
The Hochschild homology of Y with coefficients in M consists of the “homology
groups” or “homotopy groups” of B(Y,M). We will not trouble to make precise
what this means for a general W, since we are primarily interested in the case
W = ChA of Example 3.1. Recall that the Dold-Kan correspondence identifies the
homology groups of a chain complex with the “homotopy groups” of its correspond-
ing simplicial object (appropriately defined).
Definition 3.6. Let W = ChA with some monoidal structure, let Y be a W-
category, and M a Y -Y -bimodule. The Hochschild homology of Y with coeffi-
cients in M is the homology of B(Y,M):
HH n(Y ;M) = Hn(B(Y,M)).
Note that each HH n(Y ;M) is an object of the abelian category A. The more
common definition of Hochschild homology for algebras rather than categories is
the special case of our definition when Y has only one object.
Since the homology of a chain complex is invariant under chain homotopy, hence
also simplicial homotopy, we get:
Corollary 3.7. Let H : Y → Z be a W-functor, M a Y -Y -bimodule, N a Z-
Z-bimodule, and α : M → N(H,H) a transformation. Then there is an induced
map
(H,α)∗ : HH ∗(Y ;M)→ HH ∗(Z;N)
which behaves functorially under composition of functors and transformations. More-
over, given also K,β, γ as in Lemma 3.5, we have
(H,α)∗ = (K,β)∗ : HH ∗(Y ;M)→ HH ∗(Z;N). 
4. Magnitude homology of semicartesianly enriched categories
We will be concerned with the special case of Hochshild homology when the
coefficients M are “constant at the unit object”. However, since W is not usually
cartesian monoidal, “constantW-functors” don’t generally exist. But they do exist
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if the W-enrichment is induced from a different cartesian monoidal enrichment, or
more generally a semicartesian monoidal enrichment.
Definition 4.1. A monoidal category V is semicartesian if its unit object is the
terminal object.
Examples 4.2. Of course, any cartesian monoidal category is semicartesian, such
as Set or FinSet. But [0,∞] is also semicartesian, since its unit object is 0, even
though it is not cartesian (its categorical cartesian product is max, whereas its
monoidal structure is +).
Constant diagrams at the terminal object of a monoidal category always exist.
Thus, if V is semicartesian and X is a V-category, the diagram X → V constant
at the unit object always exists; we denote it by ∆1, or ∆X1 if necessary to dis-
ambiguate. Now we can apply some monoidal functor Σ : V → W to obtain a
diagram Σ∆1 : ΣX →W; which for brevity we will denote simply by 1.
The following is our central definition.
Definition 4.3. Let V be a semicartesian symmetric monoidal category, A a
closed symmetric monoidal abelian category, and suppose ChA is given a closed
symmetric monoidal structure and Σ : V → ChA is a strong monoidal functor.
The magnitude homology of a V-category X is the Hochschild homology of ΣX
with coefficients in 1 = Σ∆1:
HΣ∗ (X) = HH ∗(ΣX ; 1).
By Definition 3.6, the magnitude homology is the homology of the chain complex
B(ΣX, 1), which is the geometric realization of the simplicial object B•(ΣX, 1).
We refer to B•(ΣX, 1) as the magnitude nerve and B(ΣX, 1) as the realized
magnitude nerve.
We can immediately deduce the functoriality and equivalence-invariance of mag-
nitude homology as follows. If H : X → W is any V-functor, then we have
∆W⊗W 1(H,H) ∼= ∆X⊗X1. Moreover, if K : X → W is another V-functor, we
also have ∆W⊗W 1(K,H) ∼= ∆X⊗X1, and these isomorphisms “commute” (as in
Lemma 3.5) with any V-transformation µ : H → K since their target is terminal.
Thus, applying Σ and Corollary 3.7, we get:
Theorem 4.4. For any V-functor H : X → X ′, there is an induced map
H∗ : H
Σ
∗ (X)→ H
Σ
∗ (X
′),
which behaves functorially under composition. Moreover, if K : X → X ′ is another
V-functor and µ : H → K a transformation, then H∗ = K∗. 
Corollary 4.5. If X and X ′ are V-categories related by a V-adjunction, then
HΣ∗ (X)
∼= HΣ∗ (X
′). In particular, this is the case if X and X ′ are equivalent
V-categories. 
5. Euler characteristics
Our goal in the next section will be to show that magnitude is the Euler charac-
teristic of magnitude homology. Rather than restrict to any particular way to define
“Euler characteristic”, we will axiomatize the behavior we want of a notion with
that name. Since the defining properties of Euler characteristic relate to homotopy
theory, we need to assume that W has a homotopy theory.
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Definition 5.1. Suppose W is a Quillen model category. An Euler characteris-
tic onW is a partial function χ : obW⇀ k, where k is an abelian group, satisfying
the following axioms. We refer to an object in the domain of χ as finite.
(1) If A → B is a weak equivalence, then A is finite if and only if B is, and
χ(A) = χ(B).
(2) The initial object ∅ is finite, and χ(∅) = 0.
(3) If A, B, and C are finite, then so is the homotopy pushout of any span
B ← A→ C, and its Euler characteristic is χ(B) + χ(C)− χ(A).
If W is a symmetric monoidal model category in the sense of [Hov99]1 and k is a
ring, then an Euler characteristic χ : obW⇀ k is multiplicative if in addition
(4) The unit object is finite, and its Euler characteristic is 1.
(5) If A and B are finite and cofibrant, then A ⊗ B is finite, and χ(A ⊗ B) =
χ(A) · χ(B).
Remark 5.2. We could have chosen any notion of abstract homotopy theory, such
as derivators or ∞-categories, but model categories seem the easiest. The reader
unfamiliar with model categories is encouraged to think ofW as a category of chain
complexes, where “cofibrant” means “sufficiently projective”, “weak equivalence”
means “quasi-isomorphism”, and the “homotopy pushout” of B
f
←− A
g
−→ C is the
cofiber of A
(f,−g)
−−−−→ B ⊕ C.
Since the homotopy coproduct of two objects is their homotopy pushout under
the initial object, it follows that if A and B are finite then so is their homotopy
coproduct and its Euler characteristic is χ(A)+χ(B). Similarly, ifW is pointed (its
initial object is also terminal), and A and B are finite, then so is the cofiber of any
map A → B (the homotopy pushout of 0 ← A → B), and its Euler characteristic
is χ(B)− χ(A).
On the other hand, if W is stable (homotopy pushout squares coincide with
homotopy pullback squares — this includes categories of unbounded chain com-
plexes), then these two properties suffice to imply the homotopy pushout property,
since the homotopy pushout of any span B ← A → C in a stable model category
appears as the cofiber of a map A → B ⊕ C. Moreover, in this case there is a
canonical choice of χ:
Example 5.3. IfW is a stable symmetric monoidal model category, its homotopy
category Ho(W) is a monoidal triangulated category in the sense of [May01]. In
particular it is additive, so the endomorphisms of the unit object in Ho(W) form
a ring, which we take as k. We define an object to be “finite” if it is dualizable in
Ho(W), and let χ(A) be the symmetric monoidal trace of the identity map of A.
It is shown in [May01] that this χ is additive on coproducts and distinguished tri-
angles in Ho(W), and multiplicative on tensor products in Ho(W). (See also [GPS14b,
GPS14a] for a more abstract approach.) Since homotopy pushouts can be built
out of coproducts and distinguished triangles as above, and the tensor product of
Ho(W) is represented by the tensor product of cofibrant objects in W, it follows
that this χ is a multiplicative Euler characteristic.
Example 5.4. We can apply the previous example when W is the category of
unbounded chain complexes of abelian groups. The finite chain complexes are then
1For simplicity, we will assume the unit object is cofibrant.
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those that are quasi-isomorphic to one that is finitely generated and free, and
χ(A) =
∑
n(−1)
nrk(Hn(A)) is the usual Euler characteristic of a chain complex.
Here the ring k is (isomorphic to) Z. We can then restrict this Euler characteristic
to the category ChAb of nonnegatively graded chain complexes.
The following is obvious:
Lemma 5.5. If χ : obW⇀ k is a multiplicative Euler characteristic, and Σ : V→
W is a strong monoidal functor taking values in finite objects, then χ ◦Σ : V→ k
is a size (Definition 2.1). 
Example 5.6. If χ is as in Example 5.4 and Σ : FinSet→ ChAb is the free abelian
group functor concentrated in degree 0, then the induced size # : FinSet → Z is
the cardinality, as in Example 2.2.
We would like to find a W with an Euler characteristic χ and a functor Σ :
[0,∞) → W such that χ ◦ Σ is the universal size ℓ 7→ qℓ valued in Q(qR) from
Example 2.9. It is not obvious how to find a category with an Euler characteristic
valued in rational functions, but it is easier if we embed Q(qR) further in a field of
infinite series.
It is well-known that the ring Q(x) of ordinary rational functions (which we
might write Q(xZ) for consistency) can be embedded in the field Q((x)) of formal
Laurent series, essentially by performing polynomial long division. Analogously, the
field Q(qR) of generalized rational functions can be embedded in the field Q((qR))
of Hahn series.
Formally, a Hahn series (with coefficients Q and value group R) is a function
a : R → Q whose support { ℓ | aℓ 6= 0 } is well-ordered; we write it formally as∑
ℓ∈R aℓq
ℓ analogously to a formal power series. Hahn series are added and sub-
tracted coefficient-wise, and multiplied by the Cauchy product:(∑
ℓ
aℓq
ℓ
)(∑
ℓ
bℓq
ℓ
)
=
∑
ℓ
 ∑
j+k=ℓ
ajbk
 qℓ
where the sum
∑
j+k=ℓ has finitely many nonzero terms by the well-orderedness
condition on the supports of a and b. Hahn series form a non-Archimedean ordered
field Q((qR)), with positive powers of the variable q being infinitesimal. And the
field Q(qR) embeds in Q((qR)) by “long division”, or equivalently by its universal
property as the field of fractions of the ring of generalized polynomials.
Now let A =
∏
RAb be the category of R-graded abelian groups. This is an
abelian category, and supports two closed symmetric monoidal structures. The
first is pointwise:
(A⊠B)ℓ = Aℓ ⊗Bℓ
whereas the second is defined by convolution:
(A⊗B)ℓ =
⊕
j+k=ℓ
Aj ⊗ Bk.
It follows that W = ChA also supports two closed symmetric monoidal structures,
notated similarly.
Consider the Euler characteristic χ⊠ defined from ⊠ as in Example 5.3. The
unit object of ⊠ consists of Z at each grading ℓ, and so its ring of endomorphisms is
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ZR, which we can embed in QR. This is not a field, but it contains the field Q((qR))
of Hahn series as a sub-abelian-group (though the multiplications are different).
We define an object A ∈ W to be finite (or Hahn finite for emphasis) if
χ⊠(A) is a Hahn series, i.e. if its support is well-ordered. When the domain of χ⊠ is
restricted to the Hahn finite objects, it remains an Euler characteristic. Moreover, it
now becomes a multiplicative Euler characteristic with respect to the other tensor
product ⊗ and the field structure of Q((qR)); this is evident by inspecting the
definitions of multiplication. (The unit object of ⊗ is Z at grading ℓ = 0 and 0
elsewhere, corresponding to the Hahn series 1.) We denote this multiplicative Euler
characteristic simply by χ.
Now define Σ : [0,∞)→W by
(Σ(ℓ))k =
{
Z k = ℓ
0 otherwise.
Then Σ(ℓ) is certainly always Hahn finite, and Σ is strong monoidal with respect
to the second tensor product ⊗. Finally, the composite χ ◦ Σ : [0,∞) → Q((qR))
sends ℓ to qℓ, so it is precisely the universal size from Example 2.9 (composed with
the embedding Q(qR) →֒ Q((qR))).
Definition 5.7. By the magnitude homology of a quasi-pseudo-metric space
(i.e. a [0,∞)-category), we will mean its magnitude homology in the sense of Defi-
nition 4.3 relative to the above Σ.
Note that each magnitude homology groupHΣn (X) is an R-graded abelian group,
{HΣ,ℓn (X)}ℓ∈R. (Actually, it clearly vanishes unless ℓ ≥ 0, so we could equivalently
consider it to be [0,∞)-graded.) If it is Hahn finite, then its rank (i.e. its Euler
characteristic qua chain complex in degree 0) is a Hahn series.
We can be very explicit about the chain complexes that produce magnitude
homology. Tracing through the definitions, we find that in grading ℓ, the magnitude
nerve B•(ΣX, 1) has as n-simplices the free abelian group on the set of (n + 1)-
tuples (x0, . . . , xn) such that d(x0, x1) + · · · + d(xn−1, xn) = ℓ. The degeneracies
duplicate points xi, while the face maps discard them, but only produce a nonzero
result if this discarding doesn’t change the total distance ℓ; otherwise the result of
the face map is 0.
In particular, the degenerate simplices are those for which some xi = xi+1. Thus,
the corresponding normalized chain complex has as generating n-chains the tuples
(x0, . . . , xn) such that d(x0, x1) + · · · + d(xn−1, xn) = ℓ and each xi 6= xi+1. The
boundary map is an alternating sum of the face maps, described as above. This
explicit description makes it clear that our definition of magnitude homology is a
generalization of the magnitude homology of [HW15] defined for graphs. (It is also
possible to directly relate our definition using a bar construction to the simplicial
approach described in [HW15, §8].)
Lemma 5.8. If X is a finite quasi-metric space, then the above magnitude chain
complex at each grading ℓ is finitely generated.
Proof. Since X is finite, and d(x, x′) > 0 if x 6= x′, there is a smallest distance
ε > 0 between distinct points of X . Thus, d(x0, x1) + · · · + d(xn−1, xn) ≥ nε for
any n, and hence we can only have d(x0, x1) + · · ·+ d(xn−1, xn) = ℓ if n ≤
ℓ
ε
. Of
course, for any n there are finitely many n-tuples. 
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In the classical case of Example 5.4, the Euler characteristic of a chain complex
can be computed as an alternating sum of the ranks of its homology groups, as long
as only finitely many of them are nonzero. Applying this to each ℓ-graded piece
separately, we find that if only finitely many HΣ,ℓn (X) are nonzero for each ℓ (which
is the case if X is finite, by Lemma 5.8), then
χ(B(ΣX, 1))ℓ =
∑
n
(−1)n rkHΣ,ℓn (X),
which is to say
(5.9) χ(B(ΣX, 1)) =
∑
ℓ
(∑
n
(−1)n rkHΣ,ℓn (X)
)
qℓ,
the inner sum over n being finite.
Now, the Hahn series field Q((qR)) has a valuation with value group R, where the
valuation of a nonzero Hahn series is its smallest exponent with nonzero coefficient.
In particular, it is a topological ring. In contrast to the situation for formal power
series and Laurent series, the formal series expression
∑
ℓ aℓq
ℓ of an arbitrary Hahn
series need not actually converge in this topology. However, we can say that a
countably infinite series
∑
n αn (where each αn is a Hahn series
∑
ℓ αn,ℓq
ℓ) converges
in this topology if and only if the valuations of the αn’s approach ∞ as n→∞, in
which case its limit is
(5.10)
∑
ℓ
(∑
n
αn,ℓ
)
qℓ,
the sum
∑
n αn,ℓ being finite for each ℓ by the assumption on the αn’s. Putting
this together with the above remarks, we have:
Theorem 5.11. If X is a finite quasi-metric space, then the Euler characteristic
of its magnitude nerve is equal to the alternating sum of the ranks of its magnitude
homology groups:
χ(B(ΣX, 1)) =
∑
n
(−1)n rkHΣn (X),
the infinite sum converging in the topology of Q((qR)).
Proof. Lemma 5.8 implies that the series satisfies the above valuation criterion for
convergence, and comparing (5.10) to (5.9) tells us what it converges to. 
Remark 5.12. There is some unnecessary generality in the use of arbitrary Hahn
series. One’s first inclination might be to restrict to series of order type ω, but
such series are not closed under multiplication. Instead we can take the topological
closure of Q(qR) ⊂ Q((qR)), which is abstractly the completion of Q(qR) in its
valuation uniformity (although unlike the case of the completion of ordinary rational
functions to ordinary power series, this uniformity is not the adic one induced by
the valuation ideal). Concretely, this closure consists of series of order type ω that
converge to themselves in the Hahn series topology, i.e. in which the valuations
(exponents) of the series terms approach ∞.
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6. Hochshild homology is magnitude homology
Combining all our previous assumptions, let W be a symmetric monoidal sim-
plicial model category with a multiplicative Euler characteristic χ : W ⇀ k, V
a semicartesian monoidal category, and Σ : V → W a strong monoidal functor
landing in the finite objects, inducing a size # = χ◦Σ : V→ k. We intend to show
that the χ-Euler-characteristic of the Σ-magnitude-homology of a finite V-category
X coincides (under appropriate hypotheses) with its #-magnitude.
We begin by computing the Euler characteristics of geometric realizations. Recall
that ⊙ denotes the simplicial copower of W.
Lemma 6.1. If A is finite, then so is A⊙∆n for any n, and χ(A⊙∆n) = χ(A).
Proof. There is a simplicial homotopy equivalence 1 ≃ ∆n in simplicial sets, which
is preserved by ⊙ to give a simplicial homotopy equivalence A ≃ A⊙∆n. 
Lemma 6.2. If A ∈W is finite and cofibrant, and K is a simplicial set with finitely
many nondegenerate simplices, then A⊙K is finite and χ(A⊙K) = χ(A) · χ(K),
where χ(K) is the classical Euler characteristic.
Proof. By induction on the largest dimension of a nondegenerate simplex in K. If
this is 0, then K is a finite set of k points with Euler characteristic k and this
follows from the additivity of χ on coproducts. Otherwise, K can be written as the
pushout on the left below, hence A⊙K can be written as the pushout on the right.∐
Kn
∂∆n sknK
∐
Kn
∆n K
p
∐
Kn
A⊙ ∂∆n A⊙ sknK
∐
Kn
A⊙∆n A⊙K.
p
The left-hand pushout is a homotopy pushout since its left-hand vertical map is a
cofibration (and all simplicial sets are cofibrant). Since simplicial copowers with
a cofibrant object preserve cofibrations, the right-hand pushout is also a homo-
topy pushout. Thus, by the respect of χ for homotopy pushouts, the inductive
hypothesis, Lemma 6.1, and the fact that χ(∂∆n) = χ(Sn−1) = 1 + (−1)n−1, we
have
χ(A⊙K) = χ(A) · χ(sknK) + #Kn · χ(A) −#Kn · χ(A) · (1 + (−1)
n−1)
= χ(A) · χ(sknK) + #Kn · χ(A)(1 − (1 + (−1)
n−1))
= χ(A) · χ(sknK) + #Kn · χ(A) · (−1)
n
= χ(A) · (χ(sknK) + (−1)
n#Kn)
= χ(A) · χ(K)
using in the last step the definition of classical Euler characteristic as the alternating
sum of the number of nondegenerate simplices. 
We had to consider all possible K in Lemma 6.2 for the induction to go through,
but we are really only interested in the following special case:
Corollary 6.3. If A is finite and cofibrant, so is A⊙ ∂∆n, and
χ(A⊙ ∂∆n) = (1 + (−1)n−1) · χ(X). 
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Recall that if B• is a simplicial object, we denote by LnB the latching object,
the colimit of all degeneracy maps Bk → Bn for k < n. Intuitively, this is the
“subobject of degenerate n-simplices in Bn”.
Lemma 6.4. Let B• be a simplicial object of W. Its geometric realization |B| is
the sequential colimit of a diagram
(6.5) |B|0 → |B|1 → |B|2 → · · ·
in which |B|0 = B0 and for n > 0 we have a pair of pushout diagrams
(6.6)
LnB ⊙ ∂∆
n Bn ⊙ ∂∆
n
LnB ⊙∆n Cn Bn ⊙∆n
|B|n−1 |B|n
p
p
Proof. This is well-known in homotopy theory; we sketch a modern proof based on
the technology of [RV14]. In the terminology and notation of that paper, we have
(Cn → Bn ⊙∆
n) = (LnB → Bn) ⊙̂ (∂∆
n → ∆n)
∼= ((∂∆n →֒ ∆n) ⊛̂∆ B•) ⊙̂ ((∂∆n →֒ ∆n) ⊛̂∆ ∆
•)
∼= ((∂∆n →֒ ∆n) ×̂ (∂∆n →֒ ∆n)) ⊛̂∆op×∆ (B• ⊙∆
•).
But the geometric realization can be described as
|B| = B ⊙∆ ∆ = ∆⊛∆op×∆ (B• ⊙∆
•)
and by [RV14, Observation 6.2], the hom-functor ∆(−,−) decomposes as a cell
complex whose cells are the Leibniz products (∂∆n →֒ ∆n) ×̂ (∂∆n →֒ ∆n) above.
Thus, this decomposition is preserved by ⊛̂∆op×∆, producing the desired cell complex
presentation of |B|. 
A simplicial object B• is said to be Reedy cofibrant if the map LnB → Bn
is a cofibration for all n; see [Hov99] for further discussion. We will say that a
simplicial object B• is n-skeletal if the map LkB → Bk is an isomorphism for all
k > n. By (6.6), this implies |B|k−1 ∼= |B|k for k > n, hence |B| ∼= |B|n.
Lemma 6.7. If B• is a Reedy cofibrant simplicial object of W, then in the notation
of Lemma 6.4, we have
(6.8) χ(|B|n) = χ(|B|n−1) + (−1)
n
[
χ(Bn)− χ(LnB)
]
.
Thus, if B• is also n-skeletal for some n, then
(6.9) χ(|B|) =
n∑
k=0
(−1)k
[
χ(Bk)− χ(LkB)
]
.
Proof. Reedy cofibrancy also implies that LnB and Bn are cofibrant, so that the
upper-left pushout in (6.6) is a homotopy pushout. Moreover, the top map in the
lower-right pushout of (6.6) is the pushout product of the cofibrations LnB → Bn
and ∂∆n → ∆n, so it is also a cofibration. Thus, by induction each |B|n is cofibrant,
each map |B|n−1 → |B|n is a cofibration, and the lower-right squares in (6.6) are
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also homotopy pushouts. We can now apply the pushout formula for χ to both
pushouts in Lemma 6.4 to get
χ(|B|n) = χ(|B|n−1) + χ(Bn ⊙∆
n)− χ(Cn)
= χ(|B|n−1) + χ(Bn ⊙∆
n)− χ(LnB ⊙∆
n)− χ(Bn ⊙ ∂∆
n) + χ(LnB ⊙ ∂∆
n)
= χ(|B|n−1) +
[
χ(Bn)− χ(LnB)
]
·
[
χ(∆n)− χ(∂∆n)
]
= χ(|B|n−1) +
[
χ(Bn)− χ(LnB)
]
·
[
1− (1 + (−1)n−1)
]
= χ(|B|n−1) + (−1)
n
[
χ(Bn)− χ(LnB)
]
.
This gives (6.8). Formula (6.9) follows by induction, plus the fact noted above that
if B• is n-skeletal then |B| ∼= |B|n. 
Example 6.10. LetW = ChA, and let B• ∈ A∆
op
→֒W∆
op
be a simplicial object
of A regarded as a simplicial object of W. Supposing that it is Reedy cofibrant,
we have χ(Bn)− χ(LnB) = χ(Bn/LnB), which is exactly the n-dimensional chain
group in the corresponding chain complex. Thus, the formula (6.9) says that the
Euler characteristic of B is the alternating sum of the ranks of its chain groups.
Note in particular that the individual terms in the right-hand side of (6.9) are
not homotopy invariant, although the left-hand side certainly is and thus so is the
whole finite sum on the right-hand side.
We can now apply Lemma 6.7 to simplicial bar constructions. First we need to
compute their latching objects. Each degeneracy map Bk(Y,M)→ Bn(Y,M) sends
each summand of the domain (indexed by some y′0, . . . , y
′
k) to some summand of the
codomain (indexed by some y0, . . . , yn, obtained from y
′
0, . . . , y
′
k by duplicating some
of them). For fixed y0, . . . , yn, we define Ly0,...,ynB(Y,M) to be the colimit of all
summands of domains of degeneracy maps that map into the summand y0, . . . , yn.
Then we have
LnB(Y,M) =
∐
y0,...,yn
Ly0,...,ynB(Y,M)
and the map LnB(Y,M)→ Bn(Y,M) decomposes as a coproduct of maps
Ly0,...,ynB(Y,M)→ By0,...,yn(Y,M).
where
(6.11) By0,...,yn(Y,M) = Y (y0, y1)⊗ · · · ⊗ Y (yn−1, yn)⊗M(yn, y0).
This can be expressed more formally by introducing the category of simplices
(∆op ↓ Ych) of the nerve of the chaotic (a.k.a. indiscrete) groupoid on the objects
of Y . This category has as objects finite lists y0, . . . , yn of objects of Y , and
as morphisms simplicial maps that take one such list to another. The functor
(∆op ↓ Ych) → ∆
op is a discrete opfibration, and thus left Kan extension along it
is defined by fiberwise coproducts. It follows that the simplicial bar construction
B•(Y,M) is such a left Kan extension of a functor B˜•(Y,M) : (∆
op ↓ Ych) → W,
where B˜y0,...,yn(Y,M) is defined as in (6.11). However, (∆
op ↓ Ych) is a Reedy
category in its own right, and the partial latching objects Ly0,...,ynB(Y,M) defined
above are the ordinary latching objects of B˜•(Y,M).
Now we specialize to the case Y = ΣX and M = 1 for some semicartesian V
and strong monoidal Σ : V→W. Then 1(xn, x0) ∼= 1(xn, x1), which implies that
Bx0,x1,...,xn(ΣX, 1)
∼= ΣX(x0, x1)⊗Bx1,...,xn(ΣX, 1).
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Similarly, for the latching objects we have:
Lemma 6.12. Assume Y = ΣX and M = 1 as above. If x0 6= x1, then
Lx0,x1,...,xnB(ΣX, 1)
∼= ΣX(x0, x1)⊗ Lx1,...,xnB(ΣX, 1).
If x0 = x1, then we have a pushout
Lx1,...,xnB(ΣX, 1) ΣX(x1, x1)⊗ Lx1,...,xnB(ΣX, 1)
Bx1,...,xn(X, 1) Lx0,x1,...,xnB(ΣX, 1)
p
and the map Lx0,x1,...,xnB(ΣX, 1) → Bx0,x1,...,xn(X, 1) is the pushout product of
Lx1,...,xnB(ΣX, 1)→ Bx1,...,xn(X, 1) with the identity-assigning map I → ΣX(x0, x1).
Proof. In the case x0 6= x1, all the degeneracy maps to (x0, . . . , xn) in (∆op ↓ ΣXch)
fix the first factor ΣX(x0, x1), so the claim follows. If x0 = x1, consider the category
−−−−−−−−−→
(∆op ↓ ΣXch) ↓ (x0, x1, . . . , xn) of degeneracy maps over which Lx0,x1,...,xnB(ΣX, 1)
is a colimit. It admits a functor to the domain category (0, 1)← (0, 0)→ (1, 0) for
pushouts, sending the degeneracy s0 : (x1, . . . , xn) → (x1, x1, . . . , xn) to (0, 1), all
other degeneracies that factor through this one to (0, 0), and all degeneracies that do
not factor through it to (1, 0). Thus, the colimit of the restriction of B˜(ΣX, 1) over
this category is equivalently a pushout of its left Kan extension along this functor.
Finally, since a degeneracy factoring through s0 and a degeneracy not factoring
through s0 are both determined uniquely by a degeneracy map to (x1, . . . , xn), and
a degeneracy map not factoring through s0 fixes the first ⊗-factor ΣX(x0, x1) as
before, this left Kan extension can be computed as the claimed pushout. 
Definition 6.13. We call a W-category cofibrant if each object Y (y, y′) is cofi-
brant and each identity-assigning map I → Y (y, y) is a cofibration.
Corollary 6.14. If X is a V-category such that the W-category ΣX is cofibrant
as in Definition 6.13, then
B˜•(ΣX, 1) : (∆
op ↓ ΣXch)→W
and the magnitude nerve B•(ΣX, 1) are both Reedy cofibrant.
Proof. The first statement is by induction from Lemma 6.12, using the fact that
tensor product with cofibrant objects and pushout products with cofibrations both
preserve cofibrations. The base case uses the fact that M is objectwise cofibrant
(consisting of the unit object ofW). The second statement follows since a coproduct
of cofibrations is a cofibration. 
Example 6.15. If V = FinSet and Σ is the free abelian group in degree 0 of a
chain complex as in Example 5.6, then each ΣX(x, x′) is a free abelian group in
degree 0 and hence a cofibrant chain complex, while each identity-assigning map
Z → ΣX(x, x) is the inclusion of a summand of a free abelian group and hence a
cofibration of chain complexes. Thus, ΣX is cofibrant as in Definition 6.13.
Example 6.16. If V = [0,∞) and Σ is as defined in section 5, then ΣX(x, x′)
is Z in degree 0 in one grading and 0 in other gradings, hence a cofibrant graded
chain complex, while each identity-assigning map is an isomorphism and hence a
cofibration. Thus, ΣX is also cofibrant in this case.
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If ΣX is cofibrant, we define
(6.17) wx0,...,xn = χ(Bx0,...,xn(ΣX, 1))− χ(Lx0,...,xnB(ΣX, 1)).
Theorem 6.18. We can characterize wx0,...,xn inductively by
wx0 = 1
wx0,x1,...,xn =
{
#X(x0, x1) · wx1,...,xn x0 6= x1
(#X(x0, x1)− 1) · wx1,...,xn x0 = x1
and thus directly by
wx0,x1,...,xn =
n∏
k=1
(
#X(xk−1, xk)− δxk−1,xk
)
in which the δ is Kronecker’s. Furthermore, if X has finitely many objects, and we
filter B(ΣX, 1) = |B•(ΣX, 1)| as in Lemma 6.4, then
(6.19) χ
(
|B•(ΣX, 1)|n
)
= χ
(
|B•(ΣX, 1)|n−1
)
+ (−1)n
∑
x0,...,xn
wx0,...,xn .
Therefore, if B•(ΣX, 1) is additionally n-skeletal for some n, then
(6.20) χ
(
B(ΣX, 1)
)
=
n∑
k=1
(−1)k
∑
x0,...,xk
wx0,...,xk .
Proof. Since χ is multiplicative, we have
χ(By0,y1,...,yn(Y,M)) = χ(ΣX(x0, x1)) · χ(By1,...,yn(Y,M)).
Similarly, Lemma 6.12 implies that if x0 6= x1 then
χ(Ly0,y1,...,ynB(Y,M)) = χ(ΣX(x0, x1)) · χ(Ly1,...,ynB(Y,M))
while if x0 = x1 then
χ(Ly0,y1,...,ynB(Y,M)) = χ(ΣX(x0, x1)) · χ(Ly1,...,ynB(Y,M))
+ χ(By1,...,yn(Y,M))− χ(Ly1,...,ynB(Y,M)).
The inductive characterization then follows by algebra and the fact that # = χ◦Σ,
while (6.19) and (6.20) follow from Lemma 6.7. 
Example 6.21. Take V = FinSet, W = ChAb with its usual χ, and Σ the
free abelian group, yielding # as cardinality. Then the inductive characteriza-
tion of wx0,...,xn has the following pleasing description: wx0,...,xn is the number
of nondegenerate (i.e. containing no identity arrows) strings of composable ar-
rows x0 → x1 → · · · → xn. For such a string consists of a nondegenerate string
x1 → · · · → xn together with a nonidentity arrow x0 → x1; and if x0 6= x1 then
every arrow x0 → x1 is nonidentity, whereas if x0 = x1 then there are one fewer
nonidentity arrows x0 → x1 than there are arrows. Since a nondegenerate string
of n composable arrows is the same as a nondegenerate n-simplex in the nerve of
X , we recover even more explicitly the computation of the Euler characteristic of a
category whose nerve has finitely many nondegenerate simplices as the alternating
sum of the numbers of these simplices.
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In the case V = [0,∞) and W = ChA for A =
∏
RAb described in section 5,
however, the simplicial bar construction B•(ΣX, 1) is basically never n-skeletal for
any n. In this case Theorem 6.18 yields
wx0,...,xn =
{
qd(x0,x1)+···+d(xn−1,xn) xi 6= xi+1 for all i
0 xi = xi+1 for some i.
Thus, as long as d(x, x′) > 0 for some pair of points x, x′, there will exist nonzero
values of wx0,...,xn for all n (e.g. wx,x′,x,x′,...,x). However, in this case we can make
sense of an infinite-sum version of (6.20), as follows.
Definition 6.22. Suppose (in addition to all our other standing hypotheses) that
k is a topological ring. We say that a V-category X with finitely many objects has
convergent magnitude Euler characteristic if the following hold.
(1) B(ΣX, 1) is finite.
(2) For each x0 and xn, the following infinite series converges in the topology
of k:
(6.23)
∞∑
n=0
(−1)n
∑
x1,...,xn−1
wx0,...,xn .
(3) The following infinite series (which converges since it is the finite sum of
all the series (6.23)) converges to χ(B(ΣX, 1)):
(6.24)
∞∑
n=0
(−1)n
∑
x0,...,xn
wx0,...,xn .
To put Theorem 6.18 in this framework, let us say that a V-category X is
strongly n-skeletal if each map Lx0,...,xkB(ΣX, 1) → Bx0,...,xk(ΣX, 1) is an iso-
morphism for all k > n. Evidently this implies that B(ΣX, 1) is n-skeletal in the
usual sense.
Lemma 6.25. If X is strongly n-skeletal, then X has convergent magnitude Euler
characteristic.
Proof. The definition of strong n-skeletality immediately implies that wx0,...,xk = 0
for all k > n. Thus the sums (6.23) and (6.24) are actually finite, hence convergent;
the rest follows from Theorem 6.18. 
Recall from section 5 that the Hahn series field Q((qR)) has a valuation and hence
a topology, and that a countably infinite series converges in this topology if and
only if the valuations (i.e. smallest exponent with nonzero coefficient) of the terms
go to ∞.
Theorem 6.26. If X is a finite quasi-metric space, then it has convergent magni-
tude Euler characteristic.
Proof. Since X is finite, and d(x, x′) > 0 if x 6= x′, there is a smallest distance
ε > 0 between distinct points of X . Thus, the valuation of wx0,...,xn must be at
least nε, so the series (6.23) satisfies the above-mentioned condition for convergence
in Q((qR)). Analogously, although the sequential colimit |B|0 → |B|1 → |B|2 → · · ·
does not stabilize globally, it does eventually stabilize for any fixed grading. Thus,
the ℓ-graded part of the colimit B(ΣX, 1) coincides with that of |B(ΣX, 1)|n for
some sufficiently large n (depending on ℓ
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happens algebraically, so B(ΣX, 1) is Hahn finite and its Euler characteristic is the
sum of (6.24). 
It remains to relate the numbers wx0,...,xn to the definition of magnitude in
section 2 using Mo¨bius inversion and the matrix ZX . Since this is the main theorem
of the paper, we repeat our standing hypotheses.
Theorem 6.27. Suppose V is a semicartesian monoidal category, W is a sym-
metric monoidal simplicial model category with a multiplicative Euler characteristic,
Σ : V→W is a strong monoidal functor inducing a size # = χ◦Σ, and X is a V-
category with finitely many objects and convergent magnitude Euler characteristic.
Then X has Mo¨bius inversion, and Mag#(X) = χ(B(ΣX, 1)).
Proof. The idea is to “expand Z−1X as a geometric series” via the following non-
rigorous calculation:
¿ Z−1X =
1
ZX
=
1
1 + (ZX − 1)
=
∞∑
n=0
(−1)n(ZX − 1)
n ?
where by 1 in (ZX − 1) we mean the identity matrix. To make rigorous sense of
this, we start by observing that by the definition of matrix multiplication, we have
(ZX − 1)
n(x0, xn) =
∑
x1,...,xn−1
(ZX − 1)(x0, x1) · · · · · (ZX − 1)(xn−1, xn)
Here (ZX − 1)(x0, x1) means the (x0, x1)-entry of the matrix ZX − 1, and so on.
On the other hand, we also have
(ZX − 1)(x, x
′) =
{
#X(x, x′) x 6= x′
#X(x, x′)− 1 x = x′.
Thus, by Theorem 6.18, we have
(ZX − 1)
n(x0, xn) =
∑
x1,...,xn−1
wx0,...,xn .
Since X is assumed to have convergent magnitude Euler characteristic, the series
∞∑
n=0
(−1)n(ZX − 1)
n
therefore converges in the induced (entry-wise) topology of matrices over k. Since
multiplication by a single number distributes over convergent series, and convergent
infinite sums can be interchanged with finite sums, we can also distribute matrix
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multiplication over convergent series of matrices. Thus we have
ZX ·
∞∑
n=0
(−1)n(ZX − 1)
n = (1 + (ZX − 1)) ·
∞∑
n=0
(−1)n(ZX − 1)
n
=
(
∞∑
n=0
(−1)n(ZX − 1)
n
)
+ (ZX − 1)
(
∞∑
n=0
(−1)n(ZX − 1)
n
)
=
(
∞∑
n=0
(−1)n(ZX − 1)
n
)
+
(
∞∑
n=0
(−1)n(ZX − 1)
n+1
)
=
(
∞∑
n=0
(−1)n(ZX − 1)
n
)
+
(
∞∑
n=1
(−1)n−1(ZX − 1)
n
)
= (−1)0(ZX − 1)
0 +
∞∑
n=1
((−1)n + (−1)n−1)(ZX − 1)
n
= 1+ 0 = 1.
A similar argument shows that
∑∞
n=0(−1)
n(ZX − 1)n · ZX = 1. Thus, ZX is
invertible, so X has Mo¨bius inversion. Moreover, we have a formula for its inverse:
Z−1X =
∞∑
n=0
(−1)n(ZX − 1)
n.
Thus, if s denotes summing all the entries of a matrix, we have
s(Z−1X ) =
∞∑
n=0
(−1)ns((ZX − 1)
n)
=
∞∑
n=0
(−1)n
∑
x0,xn
(ZX − 1)
n(x0, xn)
=
∞∑
n=0
(−1)n
∑
x0,xn
∑
x1,...,xn−1
wx0,...,xn
=
∞∑
n=0
(−1)n
∑
x0,...,xn
wx0,...,xn
= χ(B(ΣX, 1)),
the last equality being part of the definition of convergent magnitude Euler char-
acteristic. 
Recall that in Theorem 2.10 we showed that any finite quasi-metric space has a
magnitude valued in the ring Q(qR) of generalized rational functions, which can be
embedded into Q((qR)).
Corollary 6.28. If X is a finite quasi-metric space, then
MagQ(qR)(X) =
∞∑
n=0
(−1)n rkHΣn (X)
in Q((qR)), the infinite sum converging in the topology of Q((qR)).
Proof. Combine Theorem 6.27 with Theorems 5.11 and 6.26. 
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Theorem 6.27 shows that if the Euler characteristic of magnitude homology con-
verges, then it is equal to the magnitude (which a fortiori exists). On the other
hand, if we only know that the magnitude exists, it doesn’t necessarily follow that
the Euler characteristic of magnitude homology converges; but we can nevertheless
recover the magnitude using one of the standard methods for summing a divergent
series.
Theorem 6.29. Suppose V, W, and Σ are as in Theorem 6.27, and X is a V-
category with finitely many objects that has Mo¨bius inversion relative to # = χ◦Σ.
Then the formal power series
∞∑
n=0
tn
∑
x0,...,xn
wx0,...,xn ∈ kJtK
is equal to a rational function (i.e. its image in k((t)) is also in the image of k(t)),
and evaluating this rational function at t = −1 yields Magk(X).
Proof. Without loss of generality, assume k has the discrete topology. The for-
mal power series ring kJtK then has its own topology, and a formal power series∑∞
n=0 ant
n (where an ∈ k) converges to itself in this topology. Thus, similar argu-
ments as in Theorem 6.27 (and [BL08, Lemma 2.1]) show that
(1− (ZX − 1)t) ·
∞∑
n=0
(ZX − 1)
ntn = 1
and likewise on the opposite side. It follows that (1− (ZX − 1)t) is invertible over
kJtK, with inverse
∑∞
n=0(ZX − 1)
ntn. In fact it is obvious that (1 − (ZX − 1)t)
is invertible over k((t)), since its determinant det(1 − (ZX − 1)t) is not the zero
polynomial, as its constant term (its value at t = 0) is 1. Thus we also have the
usual formula for its inverse in k((t)), which is therefore equal to the inverse we have
just computed in kJtK:
∞∑
n=0
(ZX − 1)
ntn =
adj(1 − (ZX − 1)t)
det(1 − (ZX − 1)t)
.
Hence, summing the entries of both sides, we get
∞∑
n=0
tn
∑
x0,...,xn
wx0,...,xn = s
(
∞∑
n=0
(ZX − 1)
ntn
)
=
s(adj(1− (ZX − 1)t))
det(1− (ZX − 1)t)
which evidently lies in k(t). Finally, since ZX is assumed invertible over k, when
we evaluate this rational function at t = −1 we get the sum of the entries of the
usual formula for its inverse there, hence Mag(X). 
Remark 6.30. We have seen in Corollary 4.5 that magnitude homology is invariant
under equivalence (and even adjunction) of categories. However, the property of
having Mo¨bius inversion, and the (stronger, by Theorem 6.27) property of having
convergent magnitude Euler characteristic, are not so invariant.
Indeed, as we have noted before, a V-category with Mo¨bius inversion must be
skeletal, since two isomorphic objects would produce two identical rows in ZX .
Similarly, the numbers wx0,...,xn and formulas like the right-hand side of (6.20) are
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not invariant under equivalence: equivalent V-categories X ≃ X ′ have homotopy
equivalent realized magnitude nerves B(ΣX, 1) ≃ B(ΣX ′, 1), but their filtrations
by the partial geometric realizations |B•(ΣX, 1)|n and |B•(ΣX ′, 1)|n are distinct.
In particular, when W = ChA with Σ factoring through A, the right-hand side
of (6.20) becomes the alternating sum of ranks of the chain groups, not homol-
ogy groups. Moreover, although one can sum the divergent series of Theorem 6.29
in more generality to define a more general notion of “series magnitude” for en-
riched categories, as in [BL08], the result is no longer invariant under equivalence
of categories.
We can however extend the result of Theorem 6.27 slightly while remaining
invariant under equivalence. Let us say that a V-category has essentially con-
vergent magnitude Euler characteristic if it is equivalent to a V-category that
has convergent magnitude Euler characteristic.
Corollary 6.31. Suppose V, W, and Σ are as in Theorem 6.27, and X is a
V-category with finitely many objects and essentially convergent magnitude Eu-
ler characteristic. Then X has magnitude in the sense of Definition 2.15, and
Mag(X) = χ(B(ΣX, 1)).
Proof. Suppose X is equivalent to X ′ which has convergent magnitude Euler char-
acteristic. Then by Theorem 6.27, X ′ has Mo¨bius inversion, and magnitude equal
to χ(B(ΣX ′, 1)). But B(ΣX, 1) ≃ B(ΣX ′, 1) so they have the same Euler charac-
teristic. And by Theorems 2.16 and 2.17, Mag(X) = Mag(X ′). 
For instance, this means we can extend Corollary 6.28 to quasi-pseudo-metric
spaces as well, since the skeleton of such a space is a quasi-metric space.
Remark 6.32. It is natural to wonder about stronger sorts of invariance, for instance
under Morita equivalence of V-categories, or equivalently Cauchy completion (co-
completion under absolute colimits). However, magnitude is not invariant under
Morita equivalence: as noted in [Lei08], the free ordinary category on an idempotent
has magnitude 12 , whereas its Cauchy-completion has magnitude 1.
By contrast, Hochschild homology is invariant under Morita equivalence of W-
categories; and if Σ preserves colimits, then it preserves Morita equivalence. But
in examples this invariance rarely carries over to magnitude. On one hand, a
non-Cauchy-complete ordinary category must contain idempotents, so its nerve
has infinitely many nondegenerate simplices; hence it does not have convergent
magnitude Euler characteristic, so that Theorem 6.27 does not apply. On the other
hand, the functor Σ defined in section 5 for V = [0,∞) does not preserve colimits,
so the magnitude homology of a metric space is not invariant under metric Cauchy-
completion. In the next section we will see a dramatic example of this.
Remark 6.33. It is also natural to wonder whether the semicartesianness assump-
tion on V can be relaxed. We know of one example suggesting that this may be
possible. In [CKL16] it is shown that if V is the category of finite-dimensional
vector spaces over an algebraically closed field K, with # : obV → Q the di-
mension, and X is the V-category of indecomposable projective modules over
a K-algebra A of finite dimension and finite global dimension, then Mag(X) =∑
n(−1)
n dim ExtnA(S, S), where S is the direct sum of a system of representatives
of isomorphism classes of simple A-modules. This clearly looks like the Euler char-
acteristic of a (co)homology theory, and indeed because K is a field we can identify
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ExtnA(S, S) with the Hochschild cohomology HH
n(A; homK(S, S)), which is also a
Hochschild cohomology of X since X is Morita equivalent to A. However, it is
unclear to us what property this coefficient module homK(S, S) shares with 1 that
would lead to a more general version of Theorem 6.27, or why the dualization to
cohomology appears here.
7. Magnitude homology of metric spaces
We conclude with some preliminary calculations of the magnitude homology of
metric spaces, giving evidence that it detects interesting geometric information. Let
X be a metric space; we begin by recalling from section 5 the explicit description
of its magnitude nerve as a graded chain complex.
Lemma 7.1. The normalized chain complex B(ΣX ; 1) has n-chains in grading ℓ
the free abelian group generated by symbols 〈x0, . . . , xn〉 such that d(x0, x1) + · · ·+
d(xn−1, xn) = ℓ and each xi 6= xi+1:
B(ΣX ; 1)ℓn = Z
[
{〈x0, . . . , xn〉 | d(x0, x1)+· · ·+d(xn−1, xn) = ℓ and ∀i, xi 6= xi+1}
]
.
The boundary map is an alternating sum of face maps
dn =
n∑
i=0
(−1)idin
where din discards the i
th point as long as this doesn’t change the total distance:
din(〈x0, . . . , xn〉) =
{
〈x0, . . . , xi−1, xi+1, . . . , xn〉 d(xi−1, xi) + d(xi, xi+1) = d(xi−1, xi+1)
0 otherwise.
Note that as we are assumingX is a (skeletal) metric space, we have d0n = d
n
n = 0
always, since omitting x0 or xn always reduces the total distance by a positive
number. In particular, d1 = d
0
n − d
1
n is always 0, so there are no 0-boundaries and
we have:
Theorem 7.2. HΣ,00 (X) is the free abelian group on the points of X, and for ℓ > 0
we have HΣ,ℓ0 (X) = 0. 
We can also completely descibe HΣ1 (X).
Definition 7.3. Let x, y, z ∈ X .
• If d(x, y) + d(y, z) = d(x, z), we say that y is between x and z.
• If in addition x 6= y 6= z, we say y is strictly between x and z.
Theorem 7.4. The group HΣ,ℓ1 (X) is the free abelian group on the set of ordered
pairs 〈x0, x1〉 such that x0 6= x1 and d(x0, x1) = ℓ and there does not exist any point
strictly between x0 and x1.
Proof. The chain group B(ΣX ; 1)ℓ1 is freely generated by all pairs 〈x0, x1〉 such that
x0 6= x1 and d(x0, x1) = ℓ. Since d1 = 0, all such chains are cycles.
The chain group B(ΣX ; 1)ℓ2 is freely generated by triples 〈x0, x1, x2〉 such that
x0 6= x1 6= x2 and d(x0, x1) + d(x1, x2) = ℓ. We have d2 = −d12, so the boundary of
〈x0, x1, x2〉 is −〈x0, x2〉 if x1 is strictly between x0 and x2, and 0 otherwise. Thus,
〈x0, x2〉 is a boundary just when there is a point strictly between x0 and x2. 
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In particular, the complete vanishing of HΣ1 (X) at all gradings has the following
characterization.
Definition 7.5. Two points x, y ∈ X are non-adjacent if there exists a point
strictly between them, and adjacent otherwise. The metric space X is Menger
convex if any two distinct points are non-adjacent.
The term “Menger convex” is standard. The term “(non-)adjacent” is not stan-
dard, but it is a faithful extension of the corresponding terminology for graphs.
From this perspective, note that a Menger convex metric space is “as far from be-
ing a graph as possible”, since the shortest-path metric on a graph is defined in
terms of the adjacent pairs of points.
Corollary 7.6. HΣ,ℓ1 (X) is freely generated by the ordered pairs of distinct adjacent
points of X at distance ℓ apart. In particular, HΣ1 (X) = 0 if and only if X is Menger
convex. 
Menger convexity may seem a fairly weak condition, but in many cases it is
equivalent to a more familiar strong sort of convexity.
Definition 7.7. A metric space X is geodesic if for any points x, y there is an
isometry γ : [0, a]→ X with γ(0) = x and γ(a) = y (hence a = d(x, y)).
Theorem 7.8. If a metric space X has the property that closed and bounded subsets
of X are compact, then X is Menger convex if and only if it is geodesic.
Proof. See for instance [Pap04, Theorem 2.6.2]. 
Corollary 7.9. A closed subset of Rn is Menger convex if and only if it is convex
in the usual sense. 
Corollary 7.10. If X is a closed convex subset of Rn, then HΣ1 (X) = 0. 
On the other hand, any open subset X ⊆ Rn is Menger convex, since the straight
line between two points of X must intersect the open balls around each of them
that are contained in X . Since the closure of an open subset of Rn is also its Cauchy
completion, this provides a dramatic example of the non-invariance of magnitude
homology under Cauchy completion of metric spaces.
If HΣ1 (X) fails to vanish completely, then its size tells us “how badly” X fails
to be Menger convex, and the gradings in which it fails to vanish tell us at what
“length scales” this happers.
Example 7.11. If X is a connected graph with the shortest path metric, then any
pair of points at distance > 1 apart will have a third point between them. Thus
HΣ,ℓ1 (X) vanishes except when ℓ = 1, in which case it is free on the pairs 〈x0, x1〉
such that d(x0, x1) = 1, i.e. the oriented edges of X . This was noted in [HW15,
Proposition 9].
Example 7.12. Let X be a closed annulus in the plane with inner diameter δ.
Then for any x0, x1 ∈ X there is a point strictly between them unless x0 and x1
are both on the inner boundary. The maximum distance between two points on the
inner boundary is δ, so HΣ,ℓ1 (X) = 0 if ℓ > δ. If 0 < ℓ < δ, then for any x0 on the
inner boundary there are exactly two points x1 on the inner boundary at distance
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ℓ, whereas if ℓ = δ there is exactly one (the antipodal point). Thus we have:
HΣ,ℓ1 (X) =

Z[S1 · 2] 0 < ℓ < δ
Z[S1] ℓ = δ
0 ℓ > δ
Example 7.13. Let X = X1 ⊔ X2 consist of two disjoint closed convex bodies
in Rn at a distance δ apart. Then if x0, x1 are both in X1 or both in X2, there
is a point strictly between them; whereas if they are in different components then
d(x0, x1) ≥ δ. Thus, H
Σ,ℓ
1 (X) = 0 for ℓ < δ.
Note that the previous two examples show that HΣ,ℓ1 can vanish for all small ℓ
but not all large ℓ, or for all large ℓ but not for all small ℓ.
The geometric meaning of HΣn (X) for n > 1 is not as obvious, but we can get
some idea by looking at n = 2. Let us introduce some more terminology.
We write x  y  z to mean that y is between x and z, and x ≺ y ≺ z to mean
that y is strictly between x and z. In a general metric space, these notations are
fundamentally ternary; but in familiar spaces like Rn, any of the following pairs of
ternary conditions ensure that four points x, y1, y2, z are collinear in that order.
(1) x  y1  y2 and x  y2  z.
(2) x  y1  z and y1  y2  z.
(3) x  y1  y2 and y1  y2  z.
In a general metric space, we can say the following:
Lemma 7.14. In a metric space X, conditions (1) and (2) above are equivalent,
and both imply (3).
Proof. Without loss of generality, suppose (1). Then
d(x, y1) + d(y1, y2) + d(y2, z) = d(x, y2) + d(y2, z)
= d(x, z).
Therefore, using the triangle inequality, we have
d(y1, z) ≥ d(x, z)− d(x, y1)
= d(y1, y2) + d(y2, z)
≥ d(y1, z).
Hence both inequalities are equalities, i.e. (2) holds. Finally, it is evident that once
both (1) and (2) hold then (3) does. 
Definition 7.15. A metric space has no 4-cuts if whenever y1 6= y2, condition (3)
above implies (1) and (2), or equivalently whenever y1 6= y2, if d(x, y1)+d(y1, y2) =
d(x, y2) and d(y1, y2)+d(y2, z) = d(y1, z) then d(x, z) = d(x, y1)+d(y1, y2)+d(y2, z).
Example 7.16. Of course, Rn has no 4-cuts, and the property of having no 4-cuts
is inherited by subspaces.
Example 7.17. For an example of a metric space that does have 4-cuts, consider
the 4-cycle graph
x
y1 y2
z
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with the shortest path metric. More generally, any graph containing a 4-cycle as a
full subgraph has 4-cuts.
Example 7.18. A tree has no 4-cuts. To prove this, note that in a tree there is
exactly one path between any two vertices that does not visit any vertex twice, and
this is also the unique path of shortest length. Now if x  y1  y2 and y1  y2  z
with y1 6= y2, we claim that following the shortest path from x to y1 followed by
the shortest path from y1 to y2 and then the shortest path from y2 to z gives the
shortest path from x to z, so that d(x, z) = d(x, y1) + d(y1, y2) + d(y2, z). By the
above observation, it suffices to show that this path does not duplicate any vertices.
Since following the shortest path from x to y1 and then the shortest path from
y1 to y2 does yield the shortest path from x to y2 (as x  y1  y2), no vertices can
be duplicated in this part of the path; and similarly no vertices can be duplicated
in the part of the path from y1 to z. So if any vertex were duplicated it would have
to occur once strictly between x and y1 and again strictly between y2 and z. Thus
there is a path from this vertex to itself which visits y1 and y2 exactly once each,
and since y1 6= y2 this path must contain a cycle, contradicting the assumption that
the graph is a tree.
(The magnitude homology of trees is calculated in [HW15, Corollary 31]; it
carries exactly the information of the number of vertices and edges.)
Example 7.19. A complete graph also has no 4-cuts: since all nonzero distances
are 1, if y1 6= y2 then the hypotheses x  y1  y2 and y1  y2  z imply x = y1
and y2 = z, and the conclusion follows.
The “Menger-analogue” of the uniqueness of geodesics is the following:
Definition 7.20. Two points x, y ∈ X are uniquely non-adjacent if whenever
x  y1  z and x  y2  z, one of the following holds:
• x  y1  y2 and y1  y2  z.
• x  y2  y1 and y2  y1  z.
If any pair of distinct points is uniquely non-adjacent, we say that X is geodetic.
Of course, Rn is geodetic, and geodeticy is inherited by subspaces. The termi-
nology is motivated by the following example:
Example 7.21. A connected graph with the shortest-path metric is geodetic in
the above sense if and only if any two vertices are connected by a unique shortest
path (this is the usual meaning of “geodetic” in graph theory). On one hand, if the
latter holds, and x  y1  z and x  y2  z, then y1 and y2 both lie on the unique
shortest path from x to z, hence their positions on that path can be compared.
On the other hand, if X is geodetic in the sense of Definition 7.20, and x and z
are connected by two shortest paths, let y1 and y2 be the first vertices after x on
the two paths. Then x  y1  z and x  y2  z (otherwise the paths would not be
shortest); but d(x, y1) = d(x, y2) = 1, so x  y1  y2 and x  y2  y1 both imply
y1 = y2. By induction, the entire two shortest paths coincide.
Every tree is geodetic, as is any cycle of odd length, any complete graph, and any
block graph (one obtained by joining complete graphs together at vertices). But a
cycle of even length is not: antipodal points thereon are not uniquely non-adjacent.
Theorem 7.22. Suppose that
• X is geodetic; and
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• either
– X is Menger convex and has no 4-cuts, or
– X is geodesic.
Then HΣ2 (X) = 0.
Proof. Recall that the generating 2-chains in grading ℓ are triples 〈x0, x1, x2〉 such
that x0 6= x1 6= x2 and d(x0, x1) + d(x1, x2) = ℓ, and the boundary map d2 takes
such a triple to −〈x0, x2〉 if x1 is strictly between x0 and x2, and 0 otherwise. Thus,
the 2-cycles are finite linear combinations
∑
x,y,z axyz〈x, y, z〉 such that for all x, z
we have
(7.23)
∑
x≺y≺z
axyz = 0.
We want to show that any such cycle is a boundary. The sum splits into two parts:
those for which y is between x and z and those for which it isn’t; we will show that
both are boundaries.
To show that
∑
x≺y≺z axyz〈x, y, z〉 is a boundary, we use geodeticy. Because
of (7.23), it suffices to show that 〈x, y1, z〉 − 〈x, y2, z〉 is a boundary whenever y1
and y2 are both between x and z. By geodeticy, we have either
d(x, y1) + d(y1, y2) + d(y2, z) = d(x, z) or
d(x, y2) + d(y2, y1) + d(y1, z) = d(x, z).
In the first case, d(〈x, y1, y2, z〉) = 〈x, y1, z〉 − 〈x, y2, z〉, while in the second case
d(−〈x, y2, y1, z〉) = 〈x, y1, z〉 − 〈x, y2, z〉.
Now suppose y is not between x and z; here we use the second pair of assump-
tions. In the case when X is Menger convex and has no 4-cuts, we can choose a w
with y ≺ w ≺ z by Menger convexity. If we had x ≺ y ≺ w, then because X has
no 4-cuts we would have x ≺ y ≺ z, a contradiction. Thus y is not between x and
w, so d3(〈x, y, w, z〉) = 〈x, y, z〉 and hence 〈x, y, z〉 is a boundary.
On the other hand, if instead X is geodesic, let a = d(y, z) and let γ : [0, a]→ X
be an isometry with γ(0) = y and γ(a) = z. Suppose that x  y  γ(t) for all
t ∈ (0, a), i.e. that
d(x, y) + d(y, γ(t)) = d(x, γ(t))
for all such t. Since d(y,−) and d(x,−) are continuous functions, and limt→a γ(t) =
z, it follows that also
d(x, y) + d(y, z) = d(x, z),
i.e. x  y  z, a contradiction. Thus there exists some t0 ∈ (0, a) such that y is
not between x and γ(t0), whence d3(〈x, y, γ(t0), z〉) = 〈x, y, z〉. 
Corollary 7.24. If X is a closed convex subset of Rn, then HΣ2 (X) = 0. 
The presence of the two assumptions in Theorem 7.22, which are used in disjoint
parts of the proof, suggests that there are two ways in which HΣ2 (X) can fail to
vanish. On the one hand, if X is geodetic, then HΣ2 (X) detects some kind of “failure
of simultaneous convexity for triangles”.
Theorem 7.25. If X is geodetic and has no 4-cuts, then HΣ,ℓ2 (X) is freely gener-
ated by the ordered triples 〈x, y, z〉 of distinct points such that d(x, y) + d(y, z) = ℓ,
y is not between x and z, x and y are adjacent, and y and z are adjacent.
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Proof. The proof of Theorem 7.22 shows that
∑
x≺y≺z axyz〈x, y, z〉 is a boundary,
and that 〈x, y, z〉 is a boundary if y is not between x and z and either x and y are
non-adjacent or y and z are non-adjacent. Moreover, these boundaries generate the
entire group of boundaries, since the boundary of a generating 3-chain 〈x, y, w, z〉 is
either 0, 〈x, y, z〉, 〈x,w, z〉, or 〈x,w, z〉− 〈x, y, z〉 according to whether y is between
x and w and whether w is between y and z. Thus, HΣ2 (X) is generated by what is
left, which is what the theorem claims. 
Example 7.26. If X is a closed annulus in the plane, then HΣ2 (X) is freely gener-
ated by the ordered triples 〈x, y, z〉 of distinct points all lying on the inner boundary
of X .
Example 7.27. If X = X1 ⊔X2 is the disjoint union of two convex bodies, then
HΣ2 (X) is freely generated by the ordered triples 〈x, y, z〉 such that x and z lie in
one component, y lies in the other, and the segments xy and yz do not intersect X
except at their endpoints.
On the other hand, and perhaps more interestingly, HΣ2 (X) can be nonzero if X
is convex but not geodetic. In this case, HΣ2 (X) detects the “failure of geodeticy”,
which intuitively says something about whether pairs of points can be connected
by multiple distinct geodesics.
Example 7.28. Let X = S1 with the geodesic metric (not the subspace metric
induced from R2), scaled so that the distance between two points is the angle
between them. This is Menger convex, and indeed geodesic, so that HΣ1 (X) = 0.
A point y is between x and z exactly when it lies on the shorter arc connecting
x and z. If x and z are antipodal, then every point y is between x and z. Moreover,
of three distinct points x, y, z, either exactly one of them is between the other two,
or none of them is between the other two.
Since X is geodesic, the second half of the proof of Theorem 7.22 still applies.
Thus it remains to consider the differences 〈x, y1, z〉− 〈x, y2, z〉 where y1 and y2 are
strictly between x and z. Moreover, although X is not geodetic, it almost is: if x
and z are not antipodal, then they are uniquely non-adjacent. Thus, the proof of
Theorem 7.22 shows that 〈x, y1, z〉 − 〈x, y2, z〉 is a boundary in this case.
Moreover, if x and z are antipodal, the same argument shows that 〈x, y1, z〉 −
〈x, y2, z〉 is again a boundary if y1 and y2 lie in the same one of the two semicircles
into which x and z disconnect X . Thus, what remains are the differences 〈x, y1, z〉−
〈x, y2, z〉 where x and z are antipodal, y1 lies in one semicircle and y2 lies in the
other. The choice of y1 and y2 does not matter in homology (since changing them
modifies the difference by a boundary), so we can consider each 〈x, y1, z〉−〈x, y2, z〉
to be a single generator parametrized by the ordered pair of antipodal points x, z;
or equivalently by a single point x, since z is determined by x. (Switching y1 and y2
negates the generator, but we can make a consistent choice by, say, stipulating that
the cyclic order x❀ y1 ❀ z ❀ y2 be counterclockwise.) Since antipodal points are
always at distance π, we have
HΣ,ℓ2 (X) =
{
0 ℓ 6= π
Z[S1] ℓ = π
Intuitively, HΣ2 (X) is detecting the fact that antipodal points are connected by
more than one distinct geodesic.
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For a completely general metric space, HΣ2 (X) can fail to vanish for a combina-
tion of these two reasons. This is often the case for graphs with the shortest path
metric, as studied in [HW15]: such spaces are never Menger convex, often have
4-cuts, and are often not geodetic. In particular, the difference observed in [HW15,
§A.1] between the magnitude homology of odd and even cycle graphs should be
partially explained by the fact that odd cycles are geodetic while even ones are not.
8. Open problems
There are many open problems regarding magnitude homology of general en-
riched categories, including the following.
(1) We have already mentioned in Remark 6.33 the question of whether Theo-
rem 6.27 can be generalized to the non-semicartesian case.
(2) What other enriching categories V support an interesting magnitude ho-
mology? An interesting possibility is the category ([0,∞],≥) with the
(cartesian) monoidal structure max, whose enriched categories are ultra-
metric spaces; Meckes [Mec15] has shown that the magnitude of ultrametric
spaces detects their entropy/capacity.
(3) In the case of graphs, [HW15] prove Ku¨nneth and Mayer–Vietoris theorems
for magnitude homology. Can these be generalized to arbitrary enriched
categories, or at least to general metric spaces?
There are also many open problems regarding magnitude homology of metric spaces
specifically, such as the following.
(4) What can be said about the geometric meaning of HΣn (X) for n > 2?
(5) Our theorem relating magnitude homology to magnitude applies only to
finite metric spaces. Magnitude homology is defined for arbitrary metric
spaces; indeed this is one of the virtues of an algebraic invariant over a
numerical one, and we have seen in section 7 that it detects interesting
information when applied directly to infinite metric spaces. On the other
hand, the magnitude of an infinite metric space can also be defined as the
limit of approximating finite subspaces, or directly by “replacing sums with
integrals” in the definition of the magnitude of finite metric spaces [Mec13].
Can this generalized notion of magnitude also be recovered from the mag-
nitude homology?
(6) A related observation is that when magnitude homology groups of an infi-
nite metric space are nonzero, they tend to be infinitely (even uncountably)
generated. However, their generators tend to be points or tuples of points
of X , which suggests that they could be endowed with some “topological”
structure to make them more manangeable (e.g. they could be generated by
a set that is compact or has finite measure). Some such structure might be
necessary to calculate a finite “size” in order to determine the magnitude
of an infinite metric space from its magnitude homology.
(7) Are there any metric spaces whose magnitude homology contains torsion?
The same question for graphs was asked in [HW15, §1.2.2].
(8) Magnitude homology only “notices” whether the triangle inequality is a
strict equality or not. Is there a “blurred” version that notices “approximate
equalities”?
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(9) Almost everyone who encounters both magnitude homology and persistent
homology feels that there should be some relationship between them. What
is it?
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