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Block-diagonalization of matrices over local rings I.
Dmitry Kerner and Victor Vinnikov
Abstract. Let R be a local ring over a field. Consider rectangular matrices with entries in R, up to
left-right equivalence, A → UAV , where U, V are invertible matrices over R. When is such a matrix
equivalent to a block-diagonal matrix? Alternatively, when is the R-module coker(A) decomposable?
An obvious necessary condition is that the ideal of maximal minors of the matrix factorizes: Im(A) =
J1J2 ⊂ R. This condition is very far from being sufficient. When the ideals J1, J2 are relatively prime we
prove a very simple necessary and sufficient condition for block-diagonalization in terms of the Fitting
ideals of matrices.
As immediate applications we prove several results:
the Ulrich modules over local rings tend to be decomposable;
decomposable matrices are highly unstable (they are far from being finitely determined);
an obstruction to Thom-Sebastiani decomposability of functions and maps (or of systems of vector
fields/PDE’s); etc.
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1. Introduction
1.1. Setup. Let (R,m) be a local (commutative associative) ring over a field k. As the simplest
examples one can consider the regular case: formal power series, k[[x1, . . . , xp]], rational functions that
are regular at the origin, k[x1, .., xp](m), convergent power series, k{x1, .., xp}, when k is a normed field.
(If k = R or k = C, one can consider the rings of germs of continuous/smooth functions as well.)
Usually we assume the ring to be non-Artinian, of positive Krull dimension (though R can be not pure
dimensional).
Denote by Mat(m,n;R) the set of matrices with entries in R. In this paper we always assume: 1 <
m ≤ n. The matrices are considered up to the ”left-right” equivalence, A ∼ UAV , with U ∈ GL(m,R)
and V ∈ GL(n,R). Unlike the case of classical linear algebra (over a field), the matrices over a ring
cannot be diagonalized or brought to some nice/simple/canonical form. The question is wild already
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in the case of square matrices of linear forms over R = k[[x1, x2, x3]], e.g. [Gelfand-Ponomarev]. In
this work we address the natural weaker question:
(1) Which matrices are decomposable, i.e. equivalent to block-diagonal, A ∼
(
A1 O
O A2
)
?
Here Ai ∈ Mat(mi, ni;R), with m1 +m2 = m and n1 + n2 = n, the word ”decomposable” emphasizes
the relation to the properties of the R-module coker(A), cf. §2.3.
Recall that for any matrix over a local ring one can ”chip-off the constant part”, i.e. A ∼
(
1I O
O A′
)
,
where A′ vanishes at the origin, i.e. the entries of A belong to m. This decomposition is natural in
various senses and it is stable under small deformations. (In commutative algebra it corresponds to
the minimal projective resolution of the module coker(A).) Therefore in our work we always assume:
A|0 = O, i.e. A ∈Mat(m,n;m).
In the case, R is a Noetherian regular local ring of dimension 1, i.e. the ring of the germ (k1, 0), the
decomposability has been studied classically (modules over discrete valuation ring), e.g. [Birkhoff-1913],
[Gantmacher-book]. Not much is known in the case dim
k
(m/m2 ) > 1, eventhough these ”matrices of
functions” have been intensively studied since the end of 19’th century. In this paper we solve this
question under very mild assumptions.
Note that if A ∼ A1 ⊕ A2 then the ideal of maximal minors (i.e. the minimal Fitting ideal) of
A factorizes: Im(A) = Im1(A1)Im2(A2) ⊂ R. For example, for square matrices the determinant is
reducible, det(A) = det(A1) det(A2) ∈ R. Therefore we always start from the assumption: Im(A) =
Im1(A1)Im2(A2), and ask for the additional necessary/sufficient conditions for decomposability.
1.2. The main results. In §2 we define the relevant objects and recall the necessary facts. Though
much of this section is the standard commutative algebra, [Eisenbud-book], we provide some proofs
(believing that the paper is useful for the broad audience).
1.2.1. Criterion for decomposability of square matrices. In this case both the statement and the proof
(§3.2) are especially simple.
Theorem 2. Let R be a local ring over a field. Let A ∈ Mat(m,m;m), m > 1, with det(A) =
f1f2. Suppose each fi ∈ R is neither invertible nor a zero divisor and f1, f2 are relatively prime, i.e.
(f1)∩ (f2) = (f1f2). Then A ∼ A1⊕A2, with det(Ai) = fi iff each entry of adj(A) belongs to the ideal
(f1) + (f2) ⊂ R.
Here adj(A) is the adjugate matrix of A, defined by Aadj(A) = det(A)1I = adj(A)A. The condition
of being relatively prime can be also stated explicitly: if fi = gih ∈ R then h is invertible in R.
Example 3. 1. Let A =
(
y xk
xl y
)
with R = S[[x, y]], S being any other ring, e.g. S = k. Then
det(A) = y2 − xk+l is reducible iff k + l ∈ 2Z. Further, if k + l ∈ 2Z then A is block-diagonalizable iff
k = l.
2. Let R be a regular local ring of Krull dimension 2. One can think of R as the coordinate ring
O(k2,0) of the germ (k
2, 0). Let A ∈ Mat(m,m;m), suppose det(A) = f1f2. Suppose the Taylor
order of det(A) equals m. (Then the module coker(A) is Ulrich-maximal.) Suppose the lowest order
terms, jetm1(f1) and jetm2(f2), have no common roots. (Geometrically one has two curve-germs,
{f1 = 0},{f2 = 0} ⊂ (k
2, 0) whose tangent cones are distinct.) Then A ∼ A1 ⊕ A2, with det(Ai) = fi.
For many other examples cf. §4.
1.2.2. Criterion for decomposability of rectangular matrices. Consider the matrix A ∈ Mat(m,n;m),
m ≤ n as a map of the free modules: R⊕n
A
→ R⊕m. In most of the paper we assume the following:
(4) the ideal Im(A) is generated by non-zero divisors; the kernel of A satisfies: ker(A) ⊆ Im(A)R
⊕n.
These are very natural genericity conditions. For square matrices: if det(A) is a non-zero divisor then
ker(A) = {0}.
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Theorem 5. Let R be a local ring over a field. Suppose A satisfies the assumptions (4). Suppose
Im(A) = J1J2, where the (nontrivial) ideals J1, J2 ⊂ R are mutually prime, i.e. J1 ∩ J2 = J1J2. Then
A ∼ A1 ⊕ A2 with Imi(Ai) = Ji iff Im−1(A) ⊆ J1 + J2 ⊂ R.
(Here Im−1(A) is the ideal of all the (m− 1)× (m− 1) minors of A.) The geometric meaning of the
condition Im−1(A) ⊆ J1 + J2 is: the matrix A is of corank ≥ 2 on the locus V (J1) ∩ V (J2) ⊂ Spec(R)
Example 6. If A ∈ Mat(2, n;R) is block-diagonalizable then I2(A) = J1J2. Vice-versa, suppose
I2(A) = J1J2 and J1 ∩ J2 = J1J2 and the assumption (4) is satisfied. Then A is block-diagonalizable
iff all its entries belong to J1 + J2.
The proofs of both theorems (§3) are ”elementary”, i.e. they use just the very basic commutative
algebra. Yet, we think they are not straightforward.
Finally, in §3.4 we prove a decomposability criterion of A in terms of the pointwise fibers of kernel
sheaves (collections of embedded vector spaces). This criterion is more geometric and suits especially
for the regular rings, i.e. R = O(kn,0).
1.3. Remarks and corollaries.
1.3.1. Once a matrix is brought to the block-diagonal form, A = A1 ⊕ A2, one checks the further
block-diagonalization of Ai. In this way one brings A to its ”most block-diagonal form”, provided the
genericity assumptions (above) hold.
1.3.2. The theorems say that the decomposability of matrices is controlled by the Fitting ideals. In this
way it addresses the general question: which properties of matrices (or corresponding kernel/cokernel
modules) are determined by Fitting ideals only?
Recall that the classification problem of matrices over a ring is wild in most of the cases, [Drozd].
Therefore it is surprising that the decomposability question can be treated in quite general case, by a
very simple criterion.
1.3.3. It is much simpler to control (or work with) the ideals of R than the modules/matrices over
R. Once the question is reduced from the modules to the ideals, it is immediate to prove corollaries
in various particular cases. Examples and applications are given in §4. In particular, we show that
the matrices ”of maximal corank” tend to be decomposable. Here being ”of maximal corank” is the
natural genericity property of matrices, the corresponding kernel modules are called Ulrich maximal
(or ”linearly generated”), [Ulrich1984], [G.O.T.W.Y.].
1.3.4. Non-local rings. Our criteria are stated for local rings, in the proofs we heavily use the fact that
projective modules are free. However the criteria hold for some non-local rings as well. In §5 we extend
the results to semi-local/graded rings.
1.3.5. The change of base ring. Given a homomorphism R
φ
→ S and a matrix A ∈ Mat(m,n;R). If
A is decomposable then φ(A) is decomposable too, under the action of φ
(
GL(m,R) × GL(n,R)
)
⊆
GL(m,S)×GL(n, S). The converse does not hold in general, the decomposability of φ(A), under the
action of GL(m,S)×GL(n, S), does not imply the decomposability of A. In §6 we prove the converse
implications in the following cases.
• Finite ring extension, i.e. φ is an embedding and dim
k
S/φ(R) <∞.
• Quotient ring, S = R/J for some ideal J ⊂ R. Geometrically, we restrict A to the sublocus V (J) ⊂
Spec(R) and check the decomposability of A|V (J).
• The completion of the ring of germs of smooth function, R = C∞(Rp, 0). (This case is particularly
important for the systems of vector fields, foliations and systems of linear PDE’s.) As is typical in
C∞-category, to get the Artin-Tougeron approximation result we use a  Lojasiewicz-type inequality.
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1.3.6. Importance of ”eigenvalues must be distinct”. In this paper we assume that the ideals J1, J2 are
mutually prime. This condition is essential. If the ideals are not mutually prime, then the criterion
does not hold, cf. §3.5 and remark 29. For matrices over a field this is similar to the presence of Jordan
blocks, when the eigenvalues coincide.
Still, in a particular case, square matrices over O(k2,0), we can treat the opposite of relatively prime:
the multiple curves, {det(A) = f r = 0} ⊂ (k2, 0), cf. proposition 35.
In the higher dimensional case the situation is poor, we clarify by many examples, why these theorems
cannot be extended to the case dim(m/m2 ) > 2.
We emphasize that for non-Noetherian rings the condition ”the ideals J1,J2 are mutually prime” can
be extremely restrictive. For example, let R be the ring of germs of real valued continuous functions,
R = C0(Rp, 0). Then, for any f1, f2 ∈ R that vanish at the origin, the ideals (f1), (f2) are not relatively
prime. Indeed, both f1 and f2 are divisible by
√
|f1|+ |f2|. Thus our results are not useful for this
ring.
1.3.7. Decomposable matrices are very rare in various senses. In §7.2 we prove that decomposable
matrices are highly unstable: they are usually not finitely determined, even if one deforms only inside
the stratum of matrices with the given ideal of maximal minors.
More precisely, for two relatively prime ideals J1, J2 consider the stratum of ”potentially decom-
posable” matrices: ΣJ1,J2 = {A| Im(A) = J1J2} ⊂ Mat(m,n;m). Then the subset Σdec ⊂ ΣJ1,J2,
corresponding to decomposable matrices, is of infinite codimension unless dim(R) ≤ n−m+ 2.
1.3.8. An immediate corollary of the main criterion is the following peculiar property:
Corollary 7. If A ∈ Mat(m,m;m) is decomposable, A ∼ A1 ⊕ A2 and det(Ai) are relatively prime,
not zero divisors, then Ak is decomposable, for any k > 0.
(Proof: if det(A) = f1f2, with f1, f2 relatively prime, and A is decomposable, then A is of corank ≥ 2
on the intersection {f1 = 0 = f2}. Thus any A
k is of corank ≥ 2 on this intersection. Which means
Im−1(A) ⊂ (f1) + (f2).)
While this statement is trivial for the conjugation equivalence, A → UAU−1, it is quite non-trivial
for the equivalence A→ UAV .
1.4. Applications to other problems and further questions. The matrix over a local ring is a
fundamental object, thus our decomposability results have immediate applications to various areas. In
this paper we restrict to just a few directions. For various other applications see Part II: [Kerner.2014].
1.4.1. Modules over local rings. Consider A as a homomorphism of free R-modules, R⊕n
A
→ R⊕m. In
this way it is the presentation matrix of the module coker(A), in a projective resolution, and of the
module ker(A), in a right resolution. The condition A|0 = O means the minimality of the resolution.
Note that the equivalence A ∼ UAV preserves the modules (and in particular all the Fitting ideals).
The matrix A is equivalent to a block-diagonal iff the corresponding modules are decomposable,
cf. §2.3. Thus we get effective (and simple) criteria for modules. The class of square matrices has
been under particularly intense investigation during the last 30 years, it corresponds to maximally
Cohen-Macaulay modules, [Yoshino-book], [Leuschke-Wiegand-book].
Another formulation is via the decomposability of embedded modules. Given a (finitely generated)
embedded module M ⊂ R⊕m, when does it decompose into two
embedded modules, as on the diagram? Combine the generators
of M into a matrix, then the embedded decomposability of M is
precisely the decomposability of the matrix.
R⊕m ≈ R⊕m1 ⊕ R⊕m2
∪ ∪ ∪
M ≈ M1 ⊕ M2
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1.4.2. Matrix Factorizations and Determinantal Representations. The matrix factorization of an ele-
ment f ∈ R is the identity AB ≡ f1I ≡ BA, where A,B ∈ Mat(m,m;R), [Eisenbud1980], [B.H.S.],
[Buchweitz-Leuschke]. Thus our results give criteria for decomposability of matrix factorizations.
A determinantal representation of an element f ∈ R is a matrix A ∈ Mat(m,m;m) that satisfies
det(A) = f . Recently such representations have been under intense investigation, due to their impor-
tance in Control Theory, Semidefinite Programming, generalized Lax conjecture etc., see the references
in [Kerner-Vinnikov2012]. If (A,B) is a matrix factorization of f , then A is a determinantal represen-
tation of some power of f . As an offshot of the general method we characterize those determinantal
representations that arrive from (or can be complemented to) matrix factorizations, see §7.1.
1.4.3. Other types of equivalence. In the case of square matrices one often works with stronger equiv-
alences.
• In representation theory (of algebras, groups etc.) one asks about the decomposability under conju-
gations, A
conj
∼ UAU−1, U ∈ GL(m,R);
• For bilinear/(skew-)symmetric forms one asks about the decomposability under congruence, A
conj
∼
UAUT , U ∈ GL(m,R);
• More generally, in the theory of quivers/matrix problems one asks about the decomposability of
collections of matrices under the equivalence specified by the quiver.
It appears that in these (and many) other scenarios the decomposability question is reduced to the
decomposability of some bigger matrix (over a bigger ring) under the left-right equivalence! Thus our
result treat the decomposability question for a host of matrix problems. The precise statements and
applications are given in [Kerner.2014].
1.4.4. The weakening of the decomposability question is:
(8) Which matrices are ”extensions”, i.e. are equivalent to upper-block-triangular, A ∼
(
A1 B
O A2
)
?
Here Ai ∈ Mat(mi, ni;R), with m1 +m2 = m and n1 + n2 = n, the word ”extension” emphasizes the
relation to the corresponding modules: 0 → coker(A1) → coker(A) → coker(A2) → 0. The property
of being an extension is much more delicate, in particular it is not determined by Fitting ideals only.
The corresponding criteria are more technical and will be proven in [Kerner].
1.4.5. Applications to Operator Theory. Given a tuple of matrices (over a field), (A1, . . . , Ap), one asks
whether they can be simultaneously block-diagonalized (or at least brought to a block-triangular form).
Such questions are important in Control Theory and Operator Theory, [L.K.M.V.-book] [Tannenbaum81].
Associate to this tuple the matrix A =
p∑
i=1
xiAi over the ring R = k[[x1, . . . , xp]]. Then A ∼ B over
R iff A ∼ B over k. (Indeed, suppose UAV = B, where A,B are linear in {xi}. Denote by jet0(U),
jet0(V ) the ”constant parts”, over k. Then jet0(U)Ajet0(V ) = B.)
1.4.6. Thom-Sebastiani decomposability of maps. An old question reads:
Given a (continuous/formal/analytic/smooth etc.) map of smooth germs, (kn, 0)
F
→ (km, 0). Is this
map equivalent (by left-right or contact equivalence) to the ”direct sum”, F1 ⊕ F2, of maps, where
(kni, 0)
Fi→ (kmi , 0)? (This goes in the spirit of results of Thom-Sebastiani, relating the proper-
ties of the functions f(x), g(y) to those of f(x) + g(y), [AGLV-book, II.2.2, pg.75], [Yoshino1998],
[Herzog-Popescu].) We address this question through the decomposability of the Jacobian of the map
in §7.3.
1.4.7. Vector fields/differential forms/systems of linear PDE’s. Let (R,m) be a regular local ring,
R = O(kn,0). Let {vi ∈ Der(R)}i=1,..,m be a tuple of vector fields (or 1-forms) on (k
n, 0). Consider
the corresponding system of linear 1’st order PDE’s: {vk(f) = gk}k=1,..,m, where {gi ∈ R} are some
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prescribed elements. It is natural to try and split the system, i.e. to bring it by a change of coordinates,
(kn, 0) ≈ (kn1, 0)× (kn2 , 0)) to the ”decomposed” system:
(9) {
n1∑
i
(uk)i
∂
∂xi
f˜(x, y) = g˜i} {
n2∑
j
(wl)j
∂
∂yj
f˜(x, y) = g˜j}
This happens precisely when the matrix of coefficients of {vk} is decomposable.
2. Preparations
In this paper we use some basics of commutative algebra, e.g. [Eisenbud-book]. We denote the unit
matrix by 1I, the zero matrix (possibly non-square) by O. For completeness we recall the definitions
and sometimes provide (partial) proofs.
2.1. Rings and ideals. For any ideal I ⊆ R the order, ord(I) := ordm(I), is the maximal p ∈ N∪{∞}
such that I ⊆ mp. The vanishing order of f ∈ R at the origin is ord(f). Note that ord(f) can be
infinite, e.g. if R = C∞(Rp, 0) and f a flat function. More generally, for an ideal J the order of f on
the locus V (J) is the maximal k such that f ∈ Jk.
2.1.1. Divisibility. Suppose the non-zero divisors a, b ∈ R are relatively prime, i.e. (a) ∩ (b) = (ab). If
ac ∈ (b), for some c ∈ R, then c ∈ (b).
Proof. If ac ∈ (b) then ac ∈ (a) ∩ (b) = (ab). Thus a(c − qb) = 0 for some q ∈ R. As a is not a zero
divisor, we get: c ∈ (b).
(This statement is obvious for regular rings, but less obvious for rings that are not Unique Factor-
ization Domains.)
2.1.2. Fitting ideals, corank and adj(A). [Eisenbud-book, §20] The j’th Fitting ideal of a matrix, Ij(A),
is generated by all the j × j minors of A. In particular, I0(A) = R and Im+1(R) = {0}. For example,
for the square matrices, m = n, the minimal Fitting ideal is generated by the determinant, Im(A) =
〈det(A)〉.
Fitting ideals form a decreasing chain, R = I0(A) ) I1(A) ⊇ · · · ⊇ Im(A) ⊇ {0}. It is invariant
under the GL(m,R)×GL(n,R) action, i.e. Ij(A) = Ij(UAV ). Note the relation to the Fitting ideals
of modules: Ij(A) = Im−j(coker(A)).
The corank of a matrix A ∈Mat(m,n;R) is the maximal integer j satisfying Im+1−j(A) = {0} ⊂ R.
For the square matrix A of corank ≤ 1 the adjugate matrix is defined (uniquely) by adj(A)A =
det(A)1I = Aadj(A). Its entries generate the ideal Im−1(A).
2.1.3. The space associated to the ring. The geometric counterpart of the local ring (R,m) is the
spectrum, Spec(R). This is the space-germ whose ring of regular functions is R. For example, if R is
regular of Krull dimension p, then Spec(R) = (kp, 0) is the (algebraic, formal, analytic, smooth etc.)
germ of the affine space. Further, if S = R/I , for some R as above, then Spec(S) ⊂ (k
p, 0) is the
sublocus defined by the ideal I ⊂ R.
Frequently R is the ring of ”genuine” functions, i.e. for any element f ∈ R the germ Spec(R) has a
representative that contains other points besides the origin and f can be actually computed at those
points ”off the origin”. For example this holds for the rings of rational functions, converging power
series or germs of smooth functions. (The rings of formal power series are not of this type, their
elements, in general, cannot be computed ”off the origin”.)
This geometric description is frequently used as the guiding tool to formulate criteria. Usually
the geometric conditions are of the type a property P is satisfied ”generically” on some subset X ⊂
Spec(R). When R is the ring of ”genuine” functions this means: for a small enough representative
U of X ⊂ Spec(R), there exists an open dense set U1 ⊂ U such that the condition P is satisfied at
each point of U1. This condition is not suitable e.g. for the ring of formal power series, as they cannot
be computed off the origin. Thus, in each place in the paper, we reformulate the relevant geometric
condition algebraically, in terms of some relevant ideals of R, so that it becomes meaningful for an
arbitrary local ring.
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2.2. The matrices.
2.2.1. Matrices of maximal corank. We start from a particular case. Suppose A ∈ Mat(m,n;R) is a
matrix of genuine functions (cf.§2.1.3). Then there exists a (small enough) neighborhood U ⊂ Spec(R),
containing closed points besides the origin, 0 ∈ Spec(R), such that for any point pt ∈ U one can compute
the numerical matrix A|pt. Then for any point pt ∈ U : corank(A|pt) ≤ ordptIm(A). If the equality
holds then A is called of maximal corank at pt ∈ U .
Example 10. • If pt 6∈ V (Im(A)) then A|pt is of maximal corank (i.e. of corank zero).
• If pt ∈ V (Im(A)) is a smooth point, then A|pt is of maximal corank (i.e. of corank one).
• Suppose the matrix is square, so Im(A) = (det(A)), and A|0 = O. Then, being of maximal corank at
the origin means that the order of det(A) is m. By the direct check, this is equivalent to: the matrix
of linear forms, jet1(A) is non-degenerate.
Now we replace the geometric condition as above by the algebraic condition, in the spirit of §2.1.3.
(The corank of a matrix over a ring is defined in §2.1.2.)
Definition 11. A ∈ Mat(m,n;R) is of maximal corank over a radical ideal J ⊂ R (or over the
corresponding locus V (J) ⊂ Spec(R)) if for the projection R
φ
→ R/J : corank(φ(A)) = ordJ(Im(A)).
In particular, A is of the maximal corank at the origin iff corank(φ(A)) = ordm(Im(A)).
Matrices of maximal corank at the origin appear in various contexts, e.g. they correspond to Ulrich
(or linearly generated) modules/bundles, [Ulrich1984], [G.O.T.W.Y.].
2.2.2. Going along the chain of Fitting ideals. The following technical statement is used in §4 and §7.
Lemma 12. Let A ∈Mat(m,n;R).
1. Let J ⊂ R be a radical ideal generated by a regular sequence (i.e. J defines a complete intersection
in Spec(R)). If Ii(A) ⊆ J
l, then Ii+1(A) ⊆ J
l+1.
2. In particular, if Ii(A) ⊆ (g
l) for some square-free g ∈ R which is not a zero divisor, then Ii+1(A) ⊆
(gl+1).
3. Let A ∈ Mat(m,m;m), suppose det(A) =
r∏
i=1
f pii ∈ R, not a zero divisor. Suppose A is of maximal
corank on the locus ∩
i∈S
{f pii = 0} ⊂ Spec(R), for some S ⊆ {1, .., r}. Let
√∑
i∈S
(fi) be the radical of the
ideal. Then Im−1(A) ⊂
(√∑
i∈S
(fi)
)∑
i∈S
pi−1
.
4. Let dim(R) ≥ 2, suppose all fi are square-free and relatively prime. If A is of corank≥ pj on
{fj = 0}, for any j then Im−1(A) ⊂
∏
f
pj−1
j .
(Note that in the last statement, fj can be further reducible/non-reduced.)
Proof. 1. Take any block A(i+1)×(i+1) of A. Denote by adj(A)(i+1)×(i+1) its adjugate matrix. By
the assumption, every element of adj(A(i+1)×(i+1)) lies in J
l. Hence
(13)
(
detA(i+1)×(i+1)
)i
= det
(
adj(A(i+1)×(i+1))
)
∈ J l(i+1).
We want to prove detA(i+1)×(i+1) ∈ J
l+1.
Choose a minimal set of generators J = 〈g1, .., gk〉 ⊂ R. Consider the projection R → R/〈g2, .., gk〉 .
The image of J under this projection is 〈g1〉 ⊂ R
/
〈g2, .., gk〉 . So, the image of
(
detA(i+1)×(i+1)
)i
lies in
〈g
l(i+1)
1 〉. As J is a complete intersection and g1 is not a zero divisor one has:
(
detA(i+1)×(i+1)
gl1
)i
∈ 〈gl1〉 ⊂
R/〈g2, .., gk〉 .
As g1 has no multiple factors one gets: the image of detA(i+1)×(i+1) in R
/
〈g2, .., gk〉 is divisible by
gl+11 .
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Finally note that the same holds for any generator of J . For example, for any k-linear combination
of the generators. Hence the statement.
2. This is just the case of a principal ideal, J = 〈g〉.
3. Let pt ∈ ∩
j∈S
{f
pj
j = 0}. By the assumption we have: corank(A|pt) ≥
∑
j∈S
pj . So the determi-
nant of any (m−
∑
j∈S
pj +1)× (m−
∑
j∈S
pj +1) minor of A belongs to the radical of the ideal generated
by {fj}j∈J . Now invoke the first statement.
4. By the assumption, for the points on {fi = 0} we have: corank(A|pt) ≥ pi. So, I(m−pi+1)×(m−pi+1)(A) ⊂
(fi) near the origin. By the second statement we get: Im−1(A) ⊂ 〈f
pi−1
i 〉. Going over all the {fi}i we
get: Im−1(A) ⊂ ∩
j
(f pi−1i ) =
∏
j
(f pi−1i ) (recall that fj are relatively prime).
Remark 14. The conditions on the ideal in the proposition are relevant.
• If the ideal is not a complete intersection the statement does not hold. For example, let A3×3 be a
matrix of indeterminates, let I2(A) be the ideal generated by all the 2× 2 minors. One can check that
I2(A) is radical. By definition, any 2× 2 minor belongs to I2(A) but certainly det(A) 6∈ I2(A)
2.
• In the third statement it is important that A is of maximal corank not only at the origin but on the
whole specified locus. For example, A =
(
y x
0 y
)
is of maximal corank at the origin but not on the
locus {y2 = 0}. And not all the entries of adj(A) are divisible by y.
2.3. Properties of a matrix vs properties of its image and cokernel. Let R be a local ring over
a field. Let F,G be finitely generated free R-modules. Consider two homomorphisms, F
A,B
→ G, with
their images, Im(A), Im(B), and cokernels coker(A) = G/Im(A) , coker(B) = G/Im(B) .
Lemma 15. 1. Suppose Im(B) ⊆ Im(A). Then there exists φ ∈ End(F ) such that B = Aφ.
2. Suppose moreover: Im(B) ⊆ mIm(A) and ker(A) ⊆ mF . Then A+B = Aφ for some φ ∈ Aut(F ).
3. Suppose at least one of ker(A), ker(B) is a submodule of mF . Then Im(B) = Im(A) iff B = Aφ
for some φ ∈ Aut(F ). Similarly, there exists ψ ∈ Aut(G) satisfying ψ(Im(A)) = Im(B) iff B = ψAφ.
4. coker(A) ≈ coker(B) iff A = ψBφ for some φ ∈ Aut(F ), ψ ∈ Aut(G).
5. In particular, coker(A) is decomposable iff A ∼ A1 ⊕A2.
6. Let A,B ∈ Mat(m,n;R), m ≤ n. Consider the quotient ring S := R/Im(A) . Then A,B are
equivalent over R, i.e. A ∼ B iff they are equivalent over S, i.e. A⊗
R
S ∼ B ⊗
R
S.
Proof. 1. Choose some basis {ei} of F . By the assumption, for any ei: ∃ φ(ei) ∈ F such that
B(ei) = A(φ(ei)). Define φ ∈ End(F ) by linearity φ(
∑
aiei) =
∑
aiφ(ei), on the finite sums. Then,
for any e ∈ F : Be = Aφ(e).
2. By part (1): B = Aψ for some ψ ∈ End(F ) and by the condition: Im(ψ) ⊂ mF . Note that
mIm(A) = Im(A|mF ). Thus 1I + ψ is invertible and A+B = A(1I + ψ), where 1I + ψ ∈ Aut(F ).
3. The direction ⇚ for both statements is obvious. We prove the direction ⇛ for the first statement.
By part (1) we get: B = Aφ1 and A = Bφ2 = Aφ1φ2, for some φ1, φ2 ∈ End(F ). Thus A(1I− φ1φ2) =
O = B(1I − φ2φ1). Thus all the entries of (1I − φ2φ1) are in m, (or the same for (1I − φ1φ2). Thus
jet0(φ2φ1) = 1I, hence (1I− φ2φ1) is invertible, or the same for (1I− φ1φ2).
The proof for the second statement is similar.
4. and 5. This is the uniqueness of the minimal free resolution over a local ring, [Eisenbud-book,
§A3.4].
6. The direction ⇛ is obvious.
For the direction ⇚, suppose A⊗
R
S ∼ B ⊗
R
S. Then, over R, A = UBV + Q, with U ∈ GL(m,R),
V ∈ GL(n,R) and Q ∈Mat(m,n, Im(A)). The ideal Im(A) ⊂ R is generated by the maximal minors of
A, i.e. {det(A)}⊆[1,...,n]. Therefore Q =
∑

det(A)Q, the sum being over all the maximal (m×m)
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blocks A of A. Each maximal block is a square matrix, therefore det(A)1Im×m = Aadj(A).
Accordingly we consider the matrix adj(A) ∈ Mat(n,m,R) whose i’th row is the i’th row of adj(A),
if i ∈  and the row of zeros otherwise. (For example, if m = n then  = [1, . . . , m] and adj(A) is
just the ordinary adjugate matrix.) By construction
(16) A× adj(A) = Aadj(A) = det(A)1Im×m
Thus Q = A
∑

adj(A)Q. Note that the sizes of matrices are compatible for the product. Therefore:
A(1In×n −
∑

adj(A)Q) = UBV over R. Finally, note that the square matrix 1In×n −
∑

adj(A)Q
is invertible, as adj(A)|0 = O, i.e. all the entries of the matrix adj(A) lie in m. Therefore A ∼ B
over R.
3. Criteria of decomposability
3.1. Two key lemmas. Let R be a ring (over a field) for which all the finitely generated projective
modules are free. For examples R can be any local rings or the ring of polynomials, R = k[x1, . . . , xp],
[Eisenbud-book, pg.616].
3.1.1. A lemma on projectors.
Lemma 17. Let P1, P2 ∈ Mat(m,m;R) such that P1 + P2 = 1I and P1P2 = O. Then there exists
U ∈ GL(m,R) such that
UP1U
−1 =
(
1I O
O O
)
and UP2U
−1 =
(
O O
O 1I
)
.
Proof. First we prove the standard properties: P 2i = Pi and P2P1 = O. Indeed:
(18) P 21 = P1(P1 + P2) = P11I = P1, P
2
2 = (P1 + P2)P2 = 1IP2 = P2
From here one has: P1 = (P1 + P2)︸ ︷︷ ︸
1I
P1 = P
2
1 + P2P1 = P1 + P2P1, hence P2P1 = O.
Now, consider Pi as endomorphisms of the free module F = R
⊕m. Define Fi = Pi(F ), these are
finitely generated R-submodules of F . By their definition: P2F1 = P2(P1F ) = {0} and P1F2 = {0}.
Thus: Pi(F1 ∩ F2) = {0}. But then: 1I(F1 ∩ F2) = (P1 + P2)(F1 ∩ F2) = {0}. Besides: F1 + F2 =
P1(F ) + P2(F ) = 1I(F ) = F . Therefore F = F1 ⊕ F2, i.e. F1 and F2 are direct summands of a free
module, hence are projective. But then, by the initial assumption on R, they are free.
Finally, for some bases {vi} of F1 and {wj} of F2 choose a basis of F in the form {vi}, {wj}. This
change of basis corresponds to the transformation Pi → UPiU
−1. In this basis the operators Pi have
the form:
(19) P1 =
(
∗ O
O O
)
, P2 =
(
O O
O ∗
)
i.e. precisely the stated structure.
Remark 20. 1. The natural wish is to strengthen the lemma as follows: if P1+P2 = 1I and all the entries
of P1P2 lie in m
N , for some N ≫ 1, then there exists U ∈ GL(m,R) such that UP1U
−1 =
(
1I O
O O
)
and
UP2U
−1 =
(
O O
O 1I
)
. This does not hold, consider as an example: P1 =
(
1− a 0
0 b
)
, P2 =
(
a 0
0 1− b
)
such that 0 6= a, b ∈ mN .
2. The assumption that projective modules are free is necessary. Suppose over R there exists two
projective modules, F1 ⊕ F2 = F , which are not free. Define the homomorphisms Pi : F → Fi ⊂ F
as follows: F ∋ s = s1 + s2 → si ∈ Fi. (Here the decomposition s = s1 + s2 is unique, so Pi are well
defined.) Then P1P2 = O while P1 + P2 = 1I. But Pi cannot be brought to the form as above, this
would imply the freeness of Fi.
10 Dmitry Kerner and Victor Vinnikov
3.1.2. A lemma on ”shifts” of projective modules.
Lemma 21. Suppose the ideal J ⊂ R has generators that are not zero-divisors. Let M1,M2 be finitely
generated R-modules.
1. Suppose J · R⊕m ⊆M1 ⊕M2 ⊆ R
⊕m. Then R⊕m ≈ R⊕m1 ⊕ R⊕m2 with J ·R⊕mi ⊆Mi ⊆ R
⊕mi.
2. If moreover J · R⊕m =M1 ⊕M2 then J ·R
⊕mi = Mi.
Proof. Suppose f ∈ J is not a zero-divisor. Consider S = R[f−1], cf. §2.1.1. Identify R with its
embedding into S. Then S(J · R⊕m) = S⊕m and S(M1 ⊕M2) = S
⊕m.
Define the modules Ni := (S ·Mi) ∩ R
⊕m. Then N1 + N2 = R
⊕m. Moreover N1 ∩ N2 = {0}. (If
v ∈ N1 ∩N2 then Jv ∈ N1 ∩N2 ∩ J ·R
⊕m ⊆ M1 ∩M2 = {0}.) Therefore N1⊕N2 = R
⊕m. Thus Ni are
projective, hence free, Ni = R
⊕mi . Finally, R⊕mi = Ni ⊃Mi ⊇ J · R
⊕mi .
Part two follows immediately.
As in the previous lemma, the assumption that projective modules over R are free is necessary. Any
projective but non-free module gives a counterexample.
3.2. Proof of the decomposability criterion for square matrices, theorem 2.
⇛ is obvious.
⇚ By the assumption, adj(A) = f2B1 + f1B2, where Bi are some (square) matrices with entries in
R. This decomposition is not unique, due to the freedom: B1 → B1 + f1Z, B2 → B2 − f2Z. We will
use this freedom later.
Multiply this equality by A, to get:
(22) f1f21I = A · adj(A) = f2AB1 + f1AB2
As f1, f2 are relatively prime (and non-zero divisors) all the entries of ABi are divisible by fi, cf. §2.1.1.
Therefore we define the matrices {Pi}, {Qi} by fiPi := ABi and fiQi := BiA. By their definition:
P1+P2 = 1I and Q1+Q2 = 1I. We prove that in fact P1⊕P2 = 1I and Q1⊕Q2 = 1I. The key ingredient
is the identity:
(23) BjfiPi = BjABi = fjQjBi
We get that BjPi is divisible by fj, i.e.
BjPi
fj
is a matrix over R. Then
ABjPi
fj
= AZ ′, for some
Z ′ ∈Mat(m,n;R). Thus: P1P2 = AZ
′. Similarly, Q1Q2 = Z
′A.
Therefore we get: {jet0(Pi)}i and {jet0(Qi)}i are projectors. The equivalence A→ UAV results in:
Pi → UPiU
−1 andQj → V QjV
−1. Hence we can assume jet0(P1) =
(
1I O
O O
)
and jet0(P1) =
(
O O
O 1I
)
.
(For example, apply lemma 17 to jet0, i.e. to the ring R/m .) So, the entries of the off-diagonal blocks
of P1, P2 lie in m.
By further conjugation we can kill the off-diagonal blocks of P1, i.e. P1 =
(
1I− Z1 O
O Z2
)
, where
the entries of the blocks Z1, Z2 lie in the maximal ideal. The condition P1 + P2 = 1I gives: P2 =(
Z1 O
O 1I− Z2
)
. The condition P1P2 = AZ
′ gives:
(24)(
(1I− Z1)Z1 O
O Z2(1I− Z2)
)
= AZ ′, therefore
(
Z1 O
O −Z2
)
= AZ ′
(
(1I− Z1)
−1 O
O −(1I− Z2)
−1
)
Apply now the freedom B1 → B1 + f1Z, B2 → B2 − f2Z, it amounts to: P1 → P1 + AZ and
P2 → P2 −AZ. Thus, if we choose Z = Z
′
(
(1I− Z1)
−1 O
O −(1I− Z2)
−1
)
, we get:
(25) P1 →
(
1I O
O O
)
, P2 →
(
O O
O 1I
)
Do the same procedure for Qi’s, this keeps Pi’s intact. Now use the original definition of Pi and Qi, to
write: Bi =
fi
f
adj(A)Pi and Bi =
fi
f
Qiadj(A). This gives adj(A) = f2B1 ⊕ f1B2, i.e. decomposability.
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3.3. Proof of the decomposability criterion for rectangular matrices.
3.3.1. An auxiliary object. Consider the matrix A ∈Mat(m,n;m), m ≤ n, as a homomorphism of free
modules: R⊕n
A
→ R⊕m. Take the quotient ring, R
φ
→ S = R/Im(A) , and the image of the matrix φ(A).
Take the beginning of Buchsbaum-Rim complex, [Eisenbud-book, §A.2.5]: S⊕N
B˜
→ S⊕n
φ(A)
→ S⊕m. Here
B˜ is constructed using the (m− 1)-exterior products of the columns of φ(A).
One always has kerS(φ(A)) ⊇ ImS(B˜) and the complex is often exact, i.e. kerS(φ(A)) = ImS(B˜).
We can assume the complex to be minimal:
* B˜ ”vanishes at the origin”, i.e. all the entries of B˜ lie in the maximal ideal of S;
* no column of B˜ is an S-linear combination of the other columns, i.e. kerSB˜ ⊂ mS
⊕N .
Take some representative of B˜ over R, i.e. B ∈ Mat(n,N ;mR). The entries of B are well defined
modulo the elements of Im(A). Consider now the (non-exact) sequence R
⊕N B→ R⊕n
A
→ R⊕m.
Lemma 26. Im(AB) = Im(A)R
⊕m
Proof. The inclusion Im(AB) ⊆ Im(A)R
⊕m follows because Im(φ(A)B˜) = {0} ⊂ S⊕m.
For the converse inclusion, it is enough to show that for any maximal minor ∆i1...im , i.e. the deter-
minant of the columns i1, . . . , im the module ∆i1...imR
⊕m lies inside Im(AB). Indeed, denote the given
m×m block of A by A. Let adj(A) be the corresponding adjugate matrix. Extend it to the n×m
matrix by inserting zeros in the rows for which i 6∈ {i1, . . . , im}. In this way we get a submatrix B of
B that satisfies: AB = ∆i1...im1Im×m. Thus Im(AB) ⊇ Im(AB) = ∆i1...imR
⊕m.
3.3.2. Proof of theorem 5.
⇛ Recall that Fitting ideals are invariant under the equivalence A ∼ UAV . So, it is enough to check
that Im−1(A1 ⊕ A2) ⊂ J1 + J2. And this statement follows just by expanding the determinants of
(m− 1)× (m− 1) minors.
⇚ For the given A construct the auxiliary B as in §3.3.1. Note that all the entries of B lie in
Im−1(A).
Step 1. By the assumptions Im−1(A) ⊂ J1 + J2, thus B = B
J1 + BJ2, where all the entries of
BJk belong to Jk, i.e. Im(B
Jk) ⊆ JkR
⊕n. This decomposition is not unique, due to the entries in
J1 ∩ J2 = J1J2 = Im(A). Further, we have the freedom of the right multiplication by invertible matrix,
B → BU .
We impose the following condition: if a column of BJ1 ⊗
R
R/J1J2 is expressible as an R/J1J2 -linear
combination of the other columns, then the column consists of zeros. Therefore BJ1 satisfies: if its
column b is an R-linear combination of the other columns and a column with entries in J1J2, then b is
a column of zeros.
Alternatively, we can impose the similar condition on BJ2. Note that these choices do not change
Im(BJk) modulo (J1 · J2).
Step 2. With the previous assumptions on BJ1, BJ2 we prove that Im(ABJ1)∩ Im(ABJ2) = {0} ⊂
R⊕m. Suppose v ∈ Im(ABJ1) ∩ Im(ABJ2), i.e. v = ABJ1u1 = AB
J2u2 for some u1, u2 ∈ R
⊕N . Then
A(BJ1u1 − B
J2u2) = 0, i.e. B
J1u1 − B
J2u2 ∈ kerR(A). But all the entries of B
Jk belong to Jk and by
the initial assumption kerR(A) ⊆ J1J2R
⊕n. Thus BJ1u1 ∈ (J1 ∩ J2)R
⊕n = J1J2R
⊕n.
Now, replace all the entries of u1 that correspond to the zero columns of B
J1 by zeros. (This does not
change the value of BJ1u1.) If an entry of u1 is invertible then the corresponding column of B
J1 is an
R-linear combination of the other columns and a column whose entries are in J1J2. By the assumption
of Step 1 such a column must consists of zeros, then by the choice of u1 this entry of u1 must be zero.
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Therefore, all the entries of u1 are non-invertible, i.e. u1 ∈ mR
⊕N . But then: BJ1u1 ∈ mIm(B
J1).
Note that this condition does not depend on all the choices/adjustments that were made on BJ1 and
u1. Therefore, for any choice we get: Im(AB
J1) ∩ Im(ABJ2) ⊆ mIm(ABJ1).
In the same way we get: Im(ABJ1) ∩ Im(ABJ2) ⊆ mIm(ABJ2). But then:
(27) Im(ABJ1) ∩ Im(ABJ1) ⊆ m
(
Im(ABJ1) ∩ Im(ABJ1)
)
Thus, by the lemma of Nakayama, we get: Im(ABJ1) ∩ Im(ABJ1) = {0} ⊂ R⊕m.
Step 3. We claim that Im(ABJ1) ⊕ Im(ABJ2) = Im(AB) = J1J2R
⊕m. (For the last equality see
lemma 26). The inclusion ⊇ is obvious, we prove the inclusion ⊆. For any w ∈ R⊕N : ABJ1(w) +
ABJ2(w) ∈ J1J2R
⊕m and ABJ2(w) ∈ J2R
⊕m. Thus ABJ1(w) ∈ J2R
⊕m. As J1 ∩ J2 = J1J2 we get:
ABJ1(w) ∈ J1J2R
⊕m. Similarly for ABJ2(w).
By the initial assumption, J1J2 have generators that are not zero-divisors. Therefore lemma 21 gives:
R⊕m ≈ R⊕m1 ⊕ R⊕m2 such that Im(ABJk) = J1J2R
⊕mk .
Step 4. Define Wk := {w|Aw ∈ R
⊕mk} ⊂ R⊕n, in particular Wk ⊇ Im(B
Jk). Then:
(28) W1 ∩W2 =
{
w| Aw ∈ R⊕m1 ∩ R⊕m2 = {0}
}
= kerR(A).
Now: A(J1J2R
⊕n) = J1J2Im(A) ⊆ Im(AB) = Im(AB
J1) ⊕ Im(ABJ2). Which means: for any
w ∈ R⊕n and any g ∈ J1J2 there exist wi ∈ Im(B
Ji) ⊆ Wi satisfying: gw = w1 + w2. Which means:
J1J2R
⊕n ⊆W1 +W2.
But then, as in lemma 21: R⊕n ≈W ′1 +W
′
2 such that J1J2W
′
i ⊆ Wi. Implying: J1J2A(W
′
i ) ⊂ R
⊕mi .
But the ideal J1J2 contains a non zero-divisor, thus: A(W
′
i ) ⊂ R
⊕mi , i.e. W ′i ⊆ Wi.
Finally: R⊕n = W1 +W2, W1 ∩W2 ⊆ kerR(A) and A(Wi) ⊆ R
⊕mi. Therefore, for any basis corre-
sponding to this splitting, A is block diagonal.
Remark 29. The condition ’J1, J2 are mutually prime’ is essential, it is the analog of the condition on
distinct eigenvalues when diagonalizing a numerical matrix over a field. As an example, consider some
matrix factorization (cf.§7.1): A1A2 = f1I, such that det(Ai) = f
pi. Then A =
(
A1 B
O A2
)
satisfies:
det(A) = f p1+p2 and
(30) adj(A) =
(
det(A2)adj(A1) −adj(A1)Badj(A2)
O det(A1)adj(A2)
)
=
(
f p1+p2−1A2 −f
p1+p2−2A2BA1
O f p1+p2−1A1
)
Thus, for p1, p2 ≥ 2, we have the inclusion Im−1(A) ⊂ (f
p1+p2−2) ⊂ (f p1, f p2). Though A is not
necessarily equivalent to a block-diagonal matrix.
3.4. A criterion with the limits of kernel fibres. In this section the base field is assumed alge-
braically closed, k = k¯, and of zero characteristic. In various applications A is the matrix of ”genuine
functions”, in the sense of §2.1.3. Sometimes it is simpler to compute the kernel ker(A) pointwise near
the origin than to study the Fitting ideals {Ij(A)}. Knowing the kernel vector spaces pointwise, one
can take the limit as the point approaches to the origin. This leads to a simple and natural criterion.
Suppose Im(A) = J1J2, with J1 ∩ J2 = J1J2, so the degeneracy locus is reducible: V (Im(A)) =
(X1, 0) ∪ (X2, 0) ⊂ Spec(R). The kernel sheaf is naturally embedded, EX = ker(A|X) ⊂ X × k
n.
Similarly for the restrictions onto the components: Ei := ker(A|(Xi,0)) ⊂ (Xi, 0)×k
n. Let Yi ⊂ Xi be the
maximal subvariety over which the sheaf Ei is locally free. So Yi is open dense inXi, does not contain the
origin. We consider Ei|Yi ⊂ Yi×k
n as an embedded vector bundle. Take the total space of this bundle
and the topological closure: EYi ⊂ Xi × k
n. Consider the fibre at the origin EYi |0 := EYi ∩ {0} × k
n.
In general this fibre is not a vector space, consider its k-linear span Vi := Spank(EYi|0) ⊂ k
n.
Proposition 31. In the notations as above:
1. If A is decomposable then Span(V1 ∪ V2) = V1 ⊕ V2.
2. Suppose the matrix is square and {det(A) = 0} = ∪(Xi, 0) ⊂ (k
p, 0) is the union of (reduced) smooth
hypersurface germs. If Span(
⋃
i Vi) = ⊕
i
Vi then A is completely decomposable, A ∼ ⊕
i
Ai.
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Proof. 1. is obvious.
2. The condition Span(
⋃
i Vi) = ⊕
i
Vi implies in particular that A is of maximal corank at the origin. By
continuity of the fibres (embedded vector spaces) the fibres remain independent also at the neighboring
points. Hence A is of maximal corank near the origin.
Now, fix EY1 |0 = (1, 0, .., 0) ∈ k
n and ”rectify” the fibres locally. Namely, after a GL(kn) transfor-
mation one can assume: EY1 = (1, 0, .., 0) over some neighborhood of the origin, while EYi>1 ⊂ {z1 =
0} ⊂ kd near the origin. Hence, in this basis
(32) adj(A) =


∗ O .. O
O ∗ ∗ ∗
.. .. .. ..
O ∗ ∗ ∗


Repeat for the other components.
Remark 33. It is not clear whether the conditions can be weakened.
• The smoothness of the components in the statement is important. For example, consider A =(
xa yd+1
yc xby
)
, so that det(A) = y(xa+b − yc+d). Assume c > 1, d > 0 and (a + b, c + d) = 1. Then A is
not equivalent to an upper-triangular. Otherwise one would have I1(A) ∋ y.
On the other hand the limits of the kernel sections are linearly independent. adj(A) =
(
xby −yd+1
−yc xa
)
.
So, on y = 0 the kernel is generated by
(
0
xa
)
, whose limit is
(
0
1
)
. On xa+b = yc+d both columns of
adj(A) are non-zero, but linearly dependent. So, for a > d+ 1 or c− 1 > b their (normalized) limit at
the origin is
(
1
0
)
.
• It is important to ask for the common linear independence of the fibres, not just the pairwise linear
independence. For example, consider the matrix
(34) A =
(
xp−1y xp − yp
xp + yp xyp−1
)
, p > 2
Then det(A) defines the plane curve singularity (ordinary multiple point): smooth pairwise-non-tangent
branches, The limits of any two kernel-fibres are independent. But altogether they are not linearly
independent. And A is not equivalent to an upper triangular form, e.g. because I1(A) cannot be
generated by less than 4 elements.
3.5. Not mutually prime ideals. By remark 29, the condition Im−1(A) ⊂ (J1 + J2) is not sufficient
for decomposability if J1 ∩ J2 6= J1J2. The natural additional condition is: A is of maximal corank, i.e.
the module coker(A) is Ulrich-maximal.
We restrict to the case of square matrices and Spec(R) = (k2, 0). As is shown in example 38: if
det(A) =
∏
i
fi, where the curves {fi = 0} have no common tangents, (though can be further reducible,
non-reduced), and A is of maximal corank at the origin, then A ∼ ⊕Ai, with det(Ai) = fi. This
reduces the general case to the case of multiple curve singularity, det(A) = f r.
3.5.1. Determinantal representations of multiple curves. Let R be a regular local ring, dim(R) = 2,
and k = k¯.
Proposition 35. Let det(A) = f r ∈ R, suppose f is of finite vanishing order at the origin. Suppose,
A is of maximal corank both at the origin and generically on the curve singularity (C, 0) = {f = 0} ⊂
(k2, 0). Then A is totally decomposable: A ≈ ⊕Ai where det(Ai) = f .
14 Dmitry Kerner and Victor Vinnikov
Note, that here the germ (C, 0) = {f = 0} can be further reducible or non-reduced.
Proof. Denote by p the vanishing order of f at the origin, §2.1, so A ∈ Mat(pr, pr,m). By lemma
12 the adjugate matrix adj(A) is divisible by f r−1. Let Bp×pr be the submatrix of
adj(A)
fr−1
formed by the
lower p rows. Consider the S = R/(f) -module spanned by the columns of B. We claim that this module
is generated by p elements. Indeed, take e.g. the lowest row of B, we have pr entries that generate
an ideal in S. As A is of maximal corank at the origin, the order of this ideal is (p − 1), so the ideal
is generated by at most p elements. Thus, (after column operations) we can assume that in the last
row of B at most p elements are non-zero. But B(C,0) is of rank one, thus (in the current form) B has
p(r − 1) columns that are zeros. (This is shown by checking all the 2× 2 minors.)
Hence, the matrix adj(A)
fr−1
is equivalent to the upper-block-triangular matrix, with the zero block
Op×(r−1)p. Thus adj(A) is equivalent to the upper-block-triangular matrix. Assume adj(A) in this
form. Now consider the submatrix of adj(A)
fr−1
formed by the last p columns. By the argument as above
one gets: adj(A) is equivalent to a block diagonal, with blocks p× p and (r − 1)p× (r − 1)p.
Continue in the same way to get the statement.
3.5.2. Higher dimensional case. The natural generalization/strenghtening of the case of multiple curve
would be: ”If det(A) = f r and A is of maximal corank on the smooth locus of {f = 0} then A
is decomposable”. This cannot hold. In view of proposition 50 it would imply that any matrix
factorization AB = f1I splits into ⊕AiBi = f ⊕ 1Ii, where det(Ai) = f . (Alternatively, any maximally
Cohen-Macaulay module over f is the direct sum of rank-one modules.) As an example, recall the
following (indecomposable) matrix factorization of E8 singularity, f = x
2 + y3 + z5:
(36)
A =
(
y z4
z y2
)
, adj(A) =
(
y2 −z4
−z y
)
,(
x1I4×4 +
(
O A
−adj(A) O
))(
x1I4×4 −
(
O A
−adj(A) O
))
= f1I4×4
4. Corollaries
Corollary 37. 1. Suppose two mutually prime ideals J1, J2 ⊂ R, satisfy: (J1, J2) ⊇ m
m−1. Then any
matrix A ∈Mat(m,n,m), n ≥ m, with Im(A) = J1J2 is decomposable.
2. Suppose Im(A) = J1J2 = J1 ∩ J2 and the ideal (J1 + J2) ⊂ R is radical. If A is of maximal corank
on the locus V (J1 + J2) = V (J1 ∩ V (J2)) then A is decomposable.
Proof. 1. Here Im−1(A) ⊂ m
m−1 ⊂ J1 + J2. 2. Here Im−1(A) ⊂ J1 + J2 by lemma 12.
Example 38. • Let R be a two dimensional regular local ring, i.e. R = O(k2,0). Suppose the curves
{fi = 0} ⊂ (k
2, 0) have no common tangents. Then any A, such that det(A) = f1f2 and A is of
maximal corank at the origin, is decomposable. Indeed, in this case adj(A) ⊂ mm−1, and, by direct
check, (f1, f2) ⊃ m
m−1.
Note the importance of regularity of R. If dim
k
(m/m2 ) > 2 then in general (f1, f2) 6⊃ m
m−1. Sim-
ilarly, the condition of maximal corank is vital. For example, let A ∈ Mat(2, 2;mN) be a matrix of
homogeneous forms of degree N in two variables. Then det(A) necessarily splits. But if N ≥ 3 then in
general I1(A) cannot be generated by fewer than 4 elements. Hence A is indecomposable (not even an
extension). The importance of distinct tangents is clarified in remark 29.
• Let R be a regular local ring, i.e. R = O(kp,0), suppose k = k¯. Let f1, f2 ∈ R, such that the
ideal (f1, f2) is radical. Geometrically, we have the hypersurface germs (Xi, 0) = {fi = 0} ⊂ (k
p, 0),
and their intersection (X1, 0) ∩ (X2, 0) is reduced, i.e. the hypersurfaces are reduced and generically
transverse. Then any determinantal representation of (X1, 0) ∪ (X2, 0) that is of maximal corank on
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the smooth locus of (X1, 0) ∩ (X2, 0) is decomposable. Indeed, by part 3 of lemma 12 every entry of
adj(A) belongs to 〈f1, f2〉 ⊂ R. Then the decomposability follows by the last corollary.
Remark 39. • In these examples, for curves A must be of maximal corank at the origin, while in
higher dimensions A must be of maximal corank on some open locus near the origin. This is essential.
For example A =
(
x y
0 z
)
is of maximal corank at the origin. And the hypersurface {det(A) =
xz = 0} consists of two transverse hyperplanes, i.e. the ideal 〈x, z〉 is radical. But the determinantal
representation is not of maximal corank near the singular point and is indecomposable.
• If A is of maximal corank only at the origin (corresponding to the Ulrich maximal modules) then it
is an extension in the majority of cases, [Kerner].
Example 40. • Let (X, 0) = ∪
α
(Xα, 0) ⊂ (k
p, 0) be the reduced union of pairwise non-tangent smooth
hypersurfaces, e.g. an arrangement of hyperplanes. Then (X, 0) has the unique determinantal repre-
sentation that is generically of maximal corank (=2) on all the loci (Xα ∩Xβ, 0): the diagonal matrix.
• Given the union of smooth germs,
m
∪
i=1
(Xi, 0), defined by the ideal
m∏
i=1
Ii, where Ii defines (Xi, 0).
Suppose all the germs are disjoint, Jj∩
′∏
i 6=j
Ji =
∏
i
Ji, and they intersect transversally, (Ij,
′∏
i 6=j
Ji) = m
m−1.
Then any determinantal representation, A ∈ Mat(m,n;m), m ≤ n, with Im(A) =
m∏
i=1
Ii, is totally
decomposable: A ∼
m
⊕
i=1
Ai.
Example 41. Suppose the germs V (J1), V (J2) are generically transverse, i.e. their intersection is
reduced, i.e. (J1, J2) is a radical ideal. If Im(A) = J1J2 and corank(A) ≥ 2 on the locus V (J1)∩V (J2) ≥
2 then A ∼ A1 ⊕ A2.
5. Decomposability over non-local rings
5.1. Graded rings and global-to-local reduction. Suppose the (not necessarily local) ring R is
N-graded, R0 = k and the ideal R>0 is finitely generated over R. Suppose the matrix is homogeneous,
A ∈Mat(m,n;Rd).
Our criteria (theorems 2 and 5) hold in this situation due to the following.
Proposition 42. 1. A is GL(m,k)×GL(n,k)-decomposable iff it is GL(m,R)×GL(n,R)-decomposable
iff it is decomposable over the localization R(R>0), by a GL(m,R(R>0))×GL(n,R(R>0)) transformation.
2. Suppose Im(A) = J1J2, where J1, J2 ⊂ R are mutually prime. Then A is decomposable globally
(over Proj(R)) iff it is decomposable locally at each point pt ∈ V (J1) ∩ V (J2) ⊂ Proj(R).
In particular, in the second case we get the reduction in dimension, as dim(Proj(R)) = dim(R)− 1.
Proof. 1. The implications ⇛ are trivial. Suppose A is block-diagonalizable over R(R>0), i.e. U˜AV˜ =
A˜1 ⊕ A˜2, where A˜1, A˜2 are over R(R>0). Multiply this by the common denominator to get the decom-
posability over R: UAV = A1 ⊕ A2. (Note that U, V are invertible.) As A is homogeneous, we take
the d’th graded component of this identity. Then we get, jet0(U)Ajet0(V ) = A
′
1 ⊕ A
′
2, where now A
′
1,
A′2 are homogeneous of degree d, while jet0(U), jet0(V ) are some invertible matrices over k.
2. The direction ⇛ is obvious.
⇚ By part 1: a homogeneous matrix is decomposable as a matrix over R iff it is decomposable over
the field k. (Namely, UAV = A1 ⊕ A2, where U ∈ GL(m,k), V ∈ GL(n,k).) Therefore for this ques-
tion we can consider the graded component Rd as a vector space and replace the ring R by the regular
affine ring k[Rd]. Then Proj(k[Rd]) = P
dim
k
(Rd)−1, and the entries of the matrix are linear forms in
homogeneous coordinates, A ∈ Mat
(
m,n,H0
(
OProj(k[Rd])(1)
))
. And for this case the statement was
proved in [Kerner-Vinnikov2012] (theorem 3.1 and proposition 3.3).
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Example 43. Let R = k[x, y, z], with k = k¯, then Proj(R) = P2
k
. Let A ∈ Mat(m,m;Rd), suppose
{det(A) = 0} = C1 ∪ C2 ⊂ P
2, where Ci have no common components. The curves C1, C2 intersect
at a finite number of points. To check the decomposability of A it is enough to check the local
decomposability at all the points of C1 ∩ C2. (In each case this is the local problem, over k[[x1, x2]].)
5.2. Decomposability over semi-local rings. Suppose R is semi-local, consider the corresponding
decomposition of the identity into the idempotents: 1R =
∑
i
1(i), 1(i)1(j) = δij1
(i). Then any matrix is
presentable as A =
∑
i
1(i)A =
∑
i
A(i), where A(i) is a matrix over the local ring Ri.
Proposition 44. A ∈ Mat(m,n;R) is decomposable into m1 × n1, m2 × n2 blocks iff each A
(i) ∈
Mat(m,n;Ri) is decomposable into m1 × n1, m2 × n2 blocks.
Proof. (the non-trivial direction) If U (i)A(i)V (i) = A
(i)
1 ⊕A
(i)
2 , for any i, then
(45)
(∑
i
U (i)
)(∑
i
A(i)
)(∑
i
V (i)
)
=
(∑
i
U (i)A(i)V (i)
)
= (
∑
i
A
(i)
1 )⊕ (
∑
i
A
(i)
2 ).
5.3. Matrices over general non-local rings. Let R be an arbitrary (not necessarily graded or
semi-local) commutative ring. If A ∈ Mat(m,n;R) is decomposable, by equivalence A → UAV , U ∈
GL(m,R), V ∈ GL(n,R), then Im(A) = J1J2 and Im−1(A) ⊂ (J1, J2). Vice versa, suppose Im(A) =
J1J2 and Im−1(A) ⊂ (J1, J2) and the assumptions (4) are satisfied. Does this imply decomposability of
A?
Our proofs do not extend to the non-local case. Still, for any prime ideal p ⊂ R, the matrix A is
decomposable in the localization R(p). Which means: UpAVp is block-diagonal. Here Up, Vp are matrices
over R, whose determinants are invertible in R(p), i.e. their determinants do not belong to p. This
implies, in case the ideal I is good enough, that A is order-by-order decomposable over R.
6. Change of base ring
6.1. A criterion for decomposability of matrices of smooth functions. Consider an open ball,
Ball ⊂ Rp of small enough radius, around the origin. Consider the ring of smooth functions in this
ball, R := C∞(Ball), and a corresponding matrix A ∈Mat(m,n;C∞(Ball)). Theorem 5 holds in this
situation and treats the decomposability question. However, in practice one often works not with the
smooth functions themselves, but with their Taylor expansions. Hence the natural question: ”Does the
decomposability of the completion of A imply that of A?”
To formulate it more precisely, consider the degeneracy locus, the set Z := V (Im(A)) ⊂ Ball. Take
the completion of the ring along this set:
(46) ̂C∞(Ball)
(Z)
:= lim
←−
C∞(Ball)
/√
Im(A)
N
Here
√
Im(A) is the radical of Im(A).) If Z is just one point, the origin, then
√
Im(A) = m and we get
the usual ring of formal power series.
Accordingly we take the completions of matrices, Aˆ(Z) ∈ Mat(m,n; ̂C∞(Ball)
(Z)
). In this way,
starting from the matrices defined on the C∞ germ, (Ball, Z)smooth, we get matrices defined on the
formal germ, (Ball, Z)formal. We relate the decomposition of A to that of Aˆ
(Z).
Proposition 47. Suppose the function | det(AAT )| : Ball → R satisfies the  Lojasiewicz-type inequality:
| det(AAT )| ≥ Cdist(x, Z)δ, for some constants C, δ > 0. Then the matrix A is decomposable iff its
completion Aˆ(Z) is decomposable.
Proof. ⇛ is obvious.
⇚We give the standard argument, cf. [Belitskii-Kerner]. Suppose Aˆ(Z) is decomposable, Uˆ (Z)Aˆ(Z)Vˆ (Z) =
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Aˆ
(Z)
1 ⊕ Aˆ
(Z)
2 . Choose some representatives of U , V over the initial ring. When the completion is done
at the point this is possible by Borel’s lemma, [Rudin, pg.53]. For the completion along Z one uses
Whitney’s theorem, [Malgrange, §I.3].
Then UAV =
(
A1 O
O A2
)
+ τ , where τ is the matrix of functions flat along Z. Thus we can assume
A in the form
(
A1 O
O A2
)
+ τ , it remains to ”kill” τ . More precisely, for any flat matrix τ we want
to solve the equation (1I + U)A(1I + V) = A + τ , where U , V are some matrices of flat functions. We
look for the solution in the form: U = O, V = AT V˜. All boils down to the equation AAT V˜ = τ .
Multiply by the adjugate of AAT to get: det(AAT )V˜ = (AAT )∨τ . Finally, as det(AAT ) satisfies the
 Lojasiewicz condition, the matrix τ
det(AAT )
is flat at Z. So, V = (AAT )∨ τ
det(AAT )
is the needed solution.
6.2. Decomposability of A vs that of A|V (I). For an ideal I ⊂ R consider the quotient R
φ
→ R/I .
This corresponds to the restriction A|V (I), where V (I) ⊂ Spec(R) is the corresponding locus.
Corollary 48. Let A ∈ Mat(m,n;m), suppose Im(A) = J1J2. Suppose J1 ∩ J2 = J1J2 and the
assumptions (4) are satisfied. Suppose φ(A) is decomposable and I ⊆ (J1 + J2). Then A itself is
decomposable.
Indeed, if φ(A) is decomposable, then Im−1(φ(A)) ⊂ φ(J1+J2), hence Im−1(A) ⊂ (J1+J2+I). Then
the corollary follows immediately from theorem 5.
6.3. Finite ring extensions. If R
φ
→֒ S is a finite ring extension, then decomposability of φ(A) does
not imply that of A. The simplest example is: A =
(
x3 x2y
0 y2
)
over R = k[[x, y]]/y2 = x3 . Take the
normalization, S = k[[t]], with x = t2, y = t3. Then φ(A) =
(
t6 t7
0 t6
)
is obviously decomposable (over
S), though A is not.
However, our main criterion gives a partial result:
Corollary 49. Let A ∈ Mat(m,n;m), suppose Im(A) = I1I2. Suppose I1 ∩ I2 = I1I2 and the as-
sumptions (4) are satisfied. For an extension R
φ
→֒ S, suppose φ(I1 + I2) is an ideal in S. Then A is
decomposable iff φ(A) is.
7. Applications
7.1. An application to matrix factorizations. Recall that a matrix factorization of an element
f ∈ R is the (square) matrix identity: AB = f1I = BA. This implies, when f is irreducible, that
A is a determinantal representation of some power of f . The natural converse question is: which
determinantal representations, det(A) = f r, can be augmented to matrix factorizations?
Proposition 50. Let A be a determinantal representation of
∏
f pαα . It can be augmented to a matrix
factorization of
∏
fα, (i.e. there exists B such that AB =
∏
fα1I = BA) iff A is of maximal corank at
the smooth points of the reduced locus {
∏
fα = 0}.
Proof. 1. ⇚ If A is of maximal corank at smooth points of the reduced locus then by lemma 12 the
adjugate matrix adj(A) is divisible by
∏
f pα−1α . Hence
(51) A
adj(A)∏
f pα−1α
=
∏
fα1I
⇛ Suppose AB =
∏
fα1I, for some matrix B. Then B =
∏
fα∏
f
pα
α
adj(A), i.e. all the entries of adj(A) are
divisible by
∏
f pα−1α . Now, by lemma 12, A is of maximal corank at the smooth points of the reduced
locus.
Note that A is assumed of maximal corank along the locus
∏
fα = 0.
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In [Kerner] we prove that all the matrix factorization of f ∈ O(k2,0) that are of maximal corank
at the origin are equivalent to upper-block-triangular, the blocks on the diagonal being determinantal
representations of f .
7.2. Instability under deformations. The decomposability property is highly unstable. Fix some
mutually prime ideals J1, J2, generated by non-zero divisors.
Consider the set of matrices with the given (decomposable) ideal of maximal minors, ΣJ1,J2 :=
{A| Im(A) = J1J2} ⊂ Mat(m,n;R). Among them consider the decomposable matrices, Σdec := {A ∼
A1 ⊕ A2, Imi(Ai) = Ji} ⊆ ΣJ1,J2.
Proposition 52. Let R be a local ring over a field.
1. Σdec is of finite codimension in ΣJ1,J2 iff the ideal (J1 + J2) contains a power of the maximal ideal
m ⊂ R.
2. In particular, if dim(R) > n − m1 − m2 + 2 then for any A ∈ Σdec and any N there exists
B ∈Mat(m,n;mN+1), such that A+B ∈ ΣJ1,J2 \ Σdec.
Here the (in)finite codimension means the following. Consider the k’th jet-projection, R
jetk→ R/mk+1 .
Then jetkMat(m,n;R) = Mat(m,n; R/mk+1 ) is an affine space and jetk(Σdec) ⊆ jetk(ΣJ1,J2) ⊂
jetkMat(m,n;R) are the algebraic subschemes. We say that Σdec is of infinite codimension inside
jetk(ΣJ1,J2) if
lim
k→∞
(
codimjetk(ΣJ1,J2 )jetk(Σdec)
)
=∞.
Proof. ⇚ Suppose J1 + J2 ⊃ m
N , then codimjetk(ΣJ1,J2 )jetk(Σdec) is constant for k > N .
⇛ Assume A = A1 ⊕ A2 but the ideal (J1 + J2) does not contain any power of the maximal ideal.
Then for any N and any B =
(
O B′
O O
)
∈Mat(m,n;mN ), with B generic enough, the ideal of maximal
minors of B′ is not contained in (J1+J2). But then the matrix A+B ∈ ΣJ1,J2 cannot be decomposable,
i.e. A + B 6∈ Σdec. Thus the sequence of natural numbers codimjetk(ΣJ1,J2 )jetk(Σdec) is increasing with
k, so it tends to infinity.
2. As height(Ji) ≤ ni −mi + 1 we get: height(J1 + J2) ≤ n−m+ 2. Hence if dim(R) > n−m+ 2
then (J1 + J2) cannot contain a power of maximal ideal.
7.3. A result of Thom-Sebastiani type. Consider a (formal/analytic/smooth etc.) map of smooth
germs, (kn, 0)
F
→ (km, 0). These maps are often considered up to the left-right equivalence, [AGLV-book]:
F
L.R.
∼ ψ ◦ F ◦ φ, where φ ∈ Aut(kn, 0) and ψ ∈ Aut(km, 0).
The natural question is: when is F decomposable, i.e.
equivalent to the map F1 ⊕ F2 as on the diagram? Fix
some coordinates in the domain and the target, so that
F = (f1, . . . , fm), consider the Jacobian matrix
(kn1 , 0)× (kn2, 0) ≈ (kn, 0)
↓ F1 ⊕ F2 ↓ ↓ F
(km1 , 0)× (km2 , 0) ≈ (km, 0)
JacF = {∂jfi} ∈Mat(m,n;R). Define the ideal (F ) := (f1, . . . , fm) ⊂ R, let k[F ] be the corresponding
subring of R. We get immediate:
Proposition 53. 1. If F is L.R.-decomposable map then JacF ∈ Mat(m,n;R) is equivalent to a
block-diagonal matrix, by the equivalence A→ UAV , with U ∈ GL(m,k[F ]) and V ∈ GL(n,R).
2. Suppose F is homogeneous. Then it is L.R.-decomposable iff the matrix JacF is decomposable.
Thus our decomposition criteria for matrices provide an effective obstruction to decomposability of
maps.
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