In this paper we present a new multilevel information sharing strategy within a swarm to handle single objective, constrained and unconstrained optimization problems. A swarm is a collection of individuals having a common goal to reach the best value (minimum or maximum) of a function.
Introduction
Swarm strategies are fairly new methods that have received considerable attention over recent years as optimization methods for complex functions. Kennedy and Eberhart (1995) initially proposed the swarm strategy for optimization. Unlike conventional evolutionary methods, the swarm strategy is based on simulation of social behavior where each individual in a swarm adjusts its flying according to its own flying experience and campanions' flying experience. The key to the success of such a strategy in solving an optimization problem lies with the mechanism of information sharing across individuals to collectively attain a common goal. After the initial concept was proposed, there had been comparative studies between swarm and other evolutionary strategies by Eberhart and Shi (1998) and Angeline (1998) .
It is well known that the presence of constraints significantly affects the performance of all optimization algorithms including evolutionary search methods. There has been a number of approaches to handle constraints in the domain of evolutionary methods including rejection of infeasible individuals, penalty functions and their variants, repair methods, use of decoders, separate treatment of constraints and objectives and hybrid methods incorporating knowledge of constraint satisfaction. Michalewicz (1995) provides a comprehensive review on constraint handling methods. All the methods have limited success as they are problem dependent and require a number of additional inputs. Penalty functions using static, dynamic or adaptive concepts have been developed over the years. All of them suffer from common problems of aggregation and scaling. Repair methods are based on additional function evaluations, while the decoders and special operators or constraint satisfaction methods are problem specific and cannot be used to model a generic constraint.
Separate treatment of constraints and objectives is an interesting concept that eliminates the problem of scaling and aggregation.
Constraint handling using a Pareto ranking scheme is a relatively new concept having its origin in multiobjective optimization. Fonseca and Flemming (1995) proposed the Multiple Objective Genetic Algorithm (MOGA), a Pareto ranking scheme to handle multiple objectives while the Nondominated Sorting Genetic Algorithm (NSGA) was introduced by Srinivas and Deb (1994) For a swarm strategy to be efficient for constrained problems there is additional information about the constraint satisfaction that needs to be meaningfully shared among the individuals. The information sharing strategy proposed in this paper relies on Pareto methods to handle constraints. The strategy also ensures that distinct points are maintained throughout the search, as such points are useful for sensitivity analysis. The proposed multilevel information sharing strategy is described in detail in the next section separately for unconstrained and constrained problems.
Mathematical Formulation
A general constrained optimization problem (in minimization sense) is presented as:
where there are q inequality and r equality constraints and ] [
is the vector of n design variables.
It is work, the equality constraints (with a tolerance δ) are transformed to a set of inequalities and a unified formulation is used for all the constraints: 
Figure 1. Interaction among Individuals and their Group Leader
Having described briefly the general formulation of the constraint matrix and the concept of Pareto ranking, the pseudo code of the algorithm is presented.
Algorithm
Initialize M unique individuals in the Swarm; 
Unconstrained Problem Strategy

Selection of Leader
An individual identifies its closest BPL member in the variable space as its leader to derive information. The process is similar as in a real swarm where an individual adjusts its flying based on information derived from its better performing neighbors.
Acquiring Information through Generational Operator
A simple generational operator is used to acquire information from a leader. The operator can result in a variable value even if it does not exist in either the individual or its leader, which is useful to avoid premature convergence. The probability of a variable value generated between an individual and its leader is 50%. The probability of a variable value generated between the lowerbound of the variable and the minimum among the individual and its leader or between the upperbound of the variable and the maximum among the individual and its leader is 25% each.
Examples
The performance of the algorithm is illustrated by the following examples. The first two examples are typically interesting as they illustrate the behavior of swarm and highlight its capability in finding multiple optima simultaneously. The next constrained problem and the engineering design example illustrate the applicability of the algorithm to solve a wide variety of design optimization problems.
Equal Optimum Problem
This example is obtained from Goldberg and Richardson (1987) . It is a single variable problem that has five equal optima. The minimization of the function is carried out using the proposed strategy. 
Minimize
Unequal Optimum Problem
This example is also taken from Goldberg and Richardson (1987) . It is a single variable problem that has five unequal optimums. The minimization of the function is carried out using the proposed strategy with a swarm size of 50 and for 100 time steps.
where 0.0≤ x ≤ 1.0. The initial swarm is presented in Figure 5 . The top 50% of the final swarm is presented in Figure 6 that shows the distribution of near optimal points. It can be observed that all the BPL members have reached the actual optimum. It can be clearly observed from Table 2 
Design of a Welded Beam
This example deals with a welded beam that is to be designed for minimum cost subject to constraints on shear stress, bending stress, buckling load and the end deflection. The four design variables h, l, t and b are shown in Figure 7 . The mathematical formulation can be obtained from Rao (1996) . This problem has been solved by Deb (1991) Table 3 and Table 4 
Summary and Conclusions
The key to the success of the proposed swarm strategy lies with the intelligent multilevel information sharing mechanism. Pareto ranking and the generation of 
