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We establish a rigorous connection between quantum coherence and quantum chaos by employing coher-
ence quantifiers originating from the resource theory of coherence as a diagnostic tool for quantum chaos. We
quantify this connection at two different levels: quantum states and quantum channels. At the level of states,
we show how several well-studied quantifiers of chaos are, in fact, quantum coherence measures in disguise
(or closely related to them). We make this connection precise by providing explicit examples and a general
construction using tools from majorization theory. Then, we numerically study the coherence of chaotic-vs-
integrable eigenstates and remark on its ability to distinguish the two phases. At the level of channels, we show
that the coherence-generating power (CGP) — a measure of how much coherence a dynamical process gener-
ates on average — is closely related to the out-of-time-ordered correlator (OTOC), a measure of information
scrambling in chaotic systems. Via numerical simulations of the (nonintegrable) transverse-field Ising model,
we show that the OTOC and CGP capture quantum recurrences in quantitatively the same way. Moreover, using
random matrix theory, we analytically characterize the CGP-OTOC relation for the Haar and Gaussian ensem-
bles. In closing, we remark on how our coherence-based signatures of chaos relate to other diagnostics, namely
the Loschmidt echo, OTOC, and the Spectral Form Factor.
I. INTRODUCTION
Prelude.— Quantum coherence and quantum entanglement
are arguably the two cardinal attributes of quantum theory,
originating from the superposition principle and the tensor
product structure (TPS), respectively [1–3] . While entangle-
ment as a signature of quantum chaos has been well-studied
in both the few- and many-body case [4–8], a connection be-
tween quantum coherence and quantum chaos still remains
elusive. Here, we clarify in a quantitative way the role that
quantum coherence plays in the study of quantum chaotic
systems. Apart from the foundational role that the superpo-
sition principle plays in “everything quantum,” there are (at
least) two distinct ways in which quantum coherence enters
the study of quantum chaotic systems. The first, and perhaps
the more conceptual one, is the Eigenstate Thermalization
Hypothesis (ETH) [9–11] and the diagonal ensemble asso-
ciated with it. The notion of quantum coherence is a basis-
dependent one and the diagonal ensemble reveals the Hamil-
tonian eigenbasis as the relevant physical basis, especially
when studying thermalization, ergodicity, and other tempo-
ral characteristics. Moreover, an initial state’s overlap with
sufficiently many energy-levels — which is related to coher-
ence in the energy-eigenbasis — is a sufficient condition for
equilibration (under some additional assumptions) [12–14].
Second, the out-of-time-ordered correlator (OTOC) [15, 16]
a quantifier of quantum chaos, is usually studied via the input
of two local unitaries and grows when they start noncommut-
ing as one of them spreads under the Heisenberg time evolu-
tion. The locality of the observables in the OTOC “probes”
the entanglement structure and its growth [16, 17]. At the
∗ e-mail address:namitana@usc.edu
same time, it is natural to ask, what does the strength of the
noncommutativity probe (without reference to any TPS)? We
argue that this is precisely a measure of quantum coherence
(more specifically, the incompatibility of the bases associ-
ated to the unitaries) [18]. For example, given two (non-
degenerate) observables A,B and the associated eigenbases
BA,BB , we can ask, how coherent are the eigenstates of A
when expressed in the (eigen)basis BB . Clearly, if [A,B] = 0
then the eigenstates of A are incoherent in BB . On the other
hand, if BA and BB are mutually unbiased, then the eigen-
states of A are maximally coherent in BB , and various mea-
sures of incompatibility are maximized [18]. Following this
intuition, we will show that the OTOC is intimately related to
a measure of incompatibility called the coherence-generating
power (CGP), as exemplified by our Theorem 3.
Quantifying chaos.— Signatures of quantum chaos can be
broadly classified into three categories: (i) spectral properties,
such as level-spacing distribution [19, 20], level number vari-
ance [21], etc., (ii) eigenstate structure, such as eigenstate en-
tanglement (defined as the average entanglement entropy over
all eigenstates) and the associated area and volume laws [22],
and (iii) dynamical quantities such as Loschmidt echo[23–
26], entangling power [4, 27–29], quantum discord [30],
OTOCs, etc. (see also Ref. [20] for other examples), which,
in general are a property of both the eigenvalues and eigen-
vectors of the Hamiltonian. In this paper, we connect quan-
tum chaos and quantum coherence in the sense of (ii) and (iii),
by examining the coherence structure of chaotic-vs-integrable
eigenstates, and by studying the coherence-generating power
of chaotic dynamics.
Outline.— This paper is organized as follows. In Section II,
we review the resource theory of quantum coherence and the
coherence measures that will be used throughout this paper.
In Section III A, we discuss connections between coherence
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2measures and delocalization measures, first via examples, and
then via the mathematical formalism of majorization. We also
discuss the connection between coherence and entanglement
and how their interplay affects coherence measures’ ability to
diagnose quantum chaos. In Section III B, we numerically ex-
amine the coherence structure of integrable-vs-chaotic eigen-
states and introduce new tools inspired from majorization the-
ory to study quantum chaos. In Section IV, we establish the
connection between OTOC and CGP and, in particular, show
how the CGP emerges as a subpart of the OTOC. Then, in
Section IV B, using tools from random matrix theory, we an-
alytically perform averages over the CGP of random Hamil-
tonians and unveil a connection between CGP and the spec-
tral form factor. We also study the short-time growth of the
CGP and remark on its connection with quantum fluctuations
and the resource theory of incompatibility. Furthermore, in
Section IV C, we numerically vindicate our CGP-OTOC con-
nection by studying the integrable and chaotic regimes in a
transverse-field Ising model. Finally, in Section V, we make
some closing remarks and discuss our results. All proofs can
be found in the Appendix C.
II. PRELIMINARIES.
Resource theory of quantum coherence.— Despite the funda-
mental role that quantum coherence plays in quantum theory,
a rigorous quantification of coherence as a physical resource
was only initiated in recent years [2, 31, 32]. We briefly
review the resource theory of coherence and the quantifica-
tion tools it provides. Let H ∼= Cd be the Hilbert space as-
sociated to a d-dimensional quantum system and S(H) the
set of all quantum states. Quantum coherence of states is
quantified with respect to a preferred orthonormal basis for
the Hilbert space, B = {|j〉}dj=1. All states that are diag-
onal in the basis B are deemed incoherent (that is, devoid
of any resource) while others coherent. That is, incoherent
states have the form, ρ =
∑d
j=1 pjΠj , where Πj ≡ |j〉〈j|
is the rank-1 projector associated to the basis state |j〉 and
pj ≥ 0,
∑d
j=1 pj = 1 is a probability distribution. The col-
lection of all incoherent states forms a convex set, IB (usually
called the “free states” of the resource theory)1. A common
quantifier of the amount of resource in a state σ is to measure
its (minimum) distance from the set IB, using appropriately
chosen distance measures, say Rd(σ) := minδ∈IB d(σ, δ).
where d(·, ·) is a distance measure on the state space and Rd
its associated resource quantifier (usually called the “resource
measures” of the resource theory). The coherence quantifiers
that we will be working with in this paper are the l2-norm of
coherence2 (hereafter 2-coherence) and the relative entropy
1 We remark that to quantify coherence, indeed a weaker notion than that
of a basis is required, which takes into account the freedom in choosing
arbitrary global phases and orderings for the basis elements.
2 Note that although the 2-coherence is a monotone for all unital channels
(which includes unitary evolution), it is not monotonic under the full set
of incoherent operations IO (introduced later) [31]. However, this is not a
problem since we are only concerned with unitary evolutions in this work.
of coherence, defined as [31],
c
(2)
B (ρ) := minσ∈IB
‖ρ− σ‖2l2 = ‖ρ−DB(ρ)‖
2
l2
, (1)
c
(rel)
B (ρ) := minσ∈IB
S(rel)(ρ||σ) = S(DB(ρ))− S(ρ), (2)
where, DB(X) :=
∑d
j=1 ΠjXΠj is the dephasing superop-
erator, S(rel)(ρ||σ) is the quantum relative entropy, and S(ρ)
is the von Neumann entropy [31]. The 2-coherence3 has
been identified as the escape probability, a key figure of merit
for few- and many-body localization [33], while the relative
entropy of coherence has several operational interpretations,
prominent amongst which are its role as the distillable coher-
ence [34] and as a measure of deviations from thermal equi-
librium [35].
A final but key ingredient of quantum resource theories are
the so-called “free operations,” transformations that do not
generate any resource, but may consume it. For the resource
theory of coherence, we will focus on the class of incoher-
ent operations (IO): completely-positive (CP) maps such that
there exists at least one Kraus representation which satisfies
KjρK
†
j /Tr
(
KjρK
†
j
)
∈ IB ∀ρ ∈ IB, ∀j4. Resource mea-
sures that are non-increasing under the action of free opera-
tions are called resource monotones.
III. AT THE LEVEL OF STATES
A. Why study quantum coherence?
The delocalization of a system in the available “phase space”
is a characteristic feature of chaotic systems, both classi-
cal and quantum [36]. Various delocalization measures have
been utilized in the quantum chaos literature to successfully
distinguish integrable and chaotic systems. Here, we argue
that many of these delocalization measures are nothing but
quantum coherence measures in disguise. We argue this in
two ways: first, we consider some paradigmatic measures of
delocalization studied in the quantum chaos literature such
as Shannon entropy, participation ratio, etc., [37] and con-
nect them with measures of quantum coherence studied in
the resource theories framework. Moreover, this also reveals
that the notion of delocalization in the available phase space,
energy space, etc., is precisely the notion of quantum coher-
ence in an appropriate basis. Second, we show that the no-
tion of when one state is more delocalized than the other (and
measures to quantify them) is captured in a very general way
by the mathematical formalism of majorization. This further
3 For the purposes of computing the 2-coherence, recall that the l2-norm is
equal to the Hilbert-Schmidt norm.
4 One can also think of them as generalized measurements instead, since
that requires a specific Kraus representation [1]
3allows us to make a precise connection to the resource the-
ory of coherence since state transformation under incoher-
ent operations is completely characterized in terms of ma-
jorization. Finally, using the majorization result from the re-
source theoretic framework of coherence, we argue that quan-
tum coherence measures capture precisely what delocaliza-
tion measures set out to quantify: how “localized” or “uni-
formly spread” a quantum state is across a basis. Along the
way we also remark on coherence measures’ ability to probe
entanglement measures, which have long been used as quan-
tifiers of chaos.
Connection with delocalization measures.— Let us start with
a simple example: Given a state |ψ〉 expressed in some ba-
sis B = {|j〉}, |ψ〉 = ∑dj=1 cj |j〉, one can consider various
ways to quantify how uniformly spread the probability distri-
bution generated from {|cj |2} is. For instance, an incoherent
state |j〉 corresponds to the (extremely) nonuniform probabil-
ity distribution p|j〉 = {1, 0, · · · , 0}, that is, it is the most
“localized” state; while a highly coherent state5 of the form
|ψ〉 = 1√
d
d∑
j=1
e−iθj |j〉 corresponds to the uniform probabil-
ity distribution p|ψ〉 = { 1d , 1d , · · · , 1d}, that is, it is maximally
“delocalized”. Therefore, if we quantify the uniformity of the
associated probability distributions by evaluating, for exam-
ple, their Shannon entropy, we see that the incoherent state
corresponds to the minimum entropy S({|cα|2}) = 0, while
the highly coherent state maximizes the Shannon entropy,
S({|cα|2}) = log (d). This uniformity is precisely what co-
herence measures and delocalization measures quantify.
We now discuss some examples where there is a precise con-
nection between them. We consider the same notation as
above, a pure state |ψ〉, a basis B = {|j〉}, and {pj}dj=1,
where pj ≡ |〈k|ψ〉|2 is the associated probability distribu-
tion.
1. The Shannon entropy (also known as the informational
entropy in the quantum chaos literature) of the probability
distribution {pj}dj=1 has been used as a measure of delocal-
ization [36, 37]. We note that for pure states, this is equal to
the relative entropy of coherence. That is,
c
(rel)
B (ρ) = S({pj}) (3)
This follows from the definition in Eq. (1) and the fact that the
Shannon entropy of pure states is zero, that is, S(|ψ〉〈ψ|) =
0. It is worth noting that the Shannon entropy is the first Rényi
entropy [38], a family of entropies which provide powerful
connections with majorization theory and state transforma-
tion in resource theories [39].
2. The second participation ratio (also known as the number
of principal components) [36, 37], defined as
PR2,B(|ψ〉) :=
∑
j
|〈j|ψ〉|4. (4)
5 In fact, this family of states are maximally coherent in the resource theory
of coherence with incoherent operations; analogous to how Bell states are
maximally entangled in the resource theory of pure bipartite entanglement.
To the best of our knowledge, we make the following connec-
tion for the first time: for pure states and any given basis B,
the PR2,B is equal to one minus the 2-coherence, that is6,
PR2,B(|ψ〉) = 1− c(2)B (|ψ〉〈ψ|). (5)
Moreover, the negative logarithm of PR2 is equal to the sec-
ond Rényi entropy [38] of the probability distribution {pj}.
And both the first and second Rényi entropies are measures
of quantum coherence [2].
3. We now review three quantities, the Loschmidt echo, the
escape probability and the effective dimension, which find
a multitude of applications in quantum chaos, thermaliza-
tion, and localization. The Loschmidt echo is defined as the
overlap between the initial state |ψ〉 and the state after time
t [23, 24, 26],
Lt(|ψ〉) :=
∣∣〈ψ|e−iHt|ψ〉∣∣2 . (6)
The effective dimension of a quantum state is defined as its
inverse purity [12, 13],
deff(ρ) =
1
Tr[ρ2]
, (7)
which intuitively corresponds to the number of pure states
that contribute to the (in general) mixed state ρ. In Refs. [12,
13], deff(ρ) was used to provide a sufficient condition for
equilibration in closed quantum systems. And finally, we re-
call that the infinite-time average of a quantity A is defined
as
A := lim
T→∞
1
T
T∫
0
A(t)dt. (8)
Infinite-time averaging connects these various quantities as
follows (with ρ = |ψ〉〈ψ|)
Lt(|ψ〉) = PR2,BH(ρ) =
1
deff(ρ)
= 1− Pψ, (9)
where BH is the Hamiltonian eigenbasis and Pψ := 1 −
|〈ψ |e−iHt|ψ〉|2 is the escape probability of the state |ψ〉;
which using Proposition 4 of Ref. [18] is also equal to the
2-coherence in the Hamiltonian eigenbasis.
Note that, the proof of Proposition 4 in Ref. [18] can poten-
tially reveal many more connections since there it was ob-
served that the infinite time-average of the time evolution op-
erator (for a non-degenerate Hamiltonian) Ut := U(·)U† is
equivalent to dephasing in the Hamiltonian eigenbasis, that
is, Ut = DBH . The action of DBH reveals the “diagonal en-
semble,” fundamental to the study of thermalization in closed
quantum systems [11].
6 A proof of this follows immediately by expanding the formula for 2-
coherence of pure states, c(2)B (ρ) = 1− 〈ρ,DB(ρ)〉.
4Arbitrary coherence measures and majorization.— Given
two vectors ~v, ~w ∈ Rn, we say that “~v is majorized by ~w,”
(equivalently ~w majorizes ~v) written as ~v ≺ ~w, if [40]
k∑
j=1
v[j] ≤
k∑
j=1
w[j],∀k = 1, · · · , n− 1
n∑
j=1
v[j] =
n∑
j=1
w[j],
(10)
where v[j] is the jth element of ~v when sorted in a non-
increasing order. Majorization induces a preorder7 on the
vectors in Rn and it is natural to ask what functions pre-
serve this preorder? All functions f : Rn → R such that
~v ≺ ~w =⇒ f(~v) ≤ f(~w) are called Schur-convex (equiv-
alently, Schur-concave if ~v ≺ ~w =⇒ f(~v) ≥ f(~w)).
Many functionals employed in the study of quantum chaos
like Shannon entropy, the family of Rényi entropies, and oth-
ers, are an example of Schur-concave functions that preserve
the ordering imposed from majorization. Using a theorem of
Hardy-Littlewood-Polya [40], we have the following
~v ≺ ~w ⇐⇒
n∑
j=1
g (vj) ≤
n∑
j=1
g (wj) , (11)
for all continuous convex functions g : R→ R.
That is, studying majorization is equivalent to studying the
ordering induced from all continuous convex functions obey-
ing an ordering. It is in this specific sense that majorization
allows us to go beyond any specific quantum coherence mea-
sure and allows us to discuss the behavior of all coherence
measures.
To make the connection to quantum coherence, we note
that given two states ρ, σ and a coherence measure cB(·), if
cB(ρ) > cB(σ) then σ cannot be transformed into ρ via inco-
herent operations (since IO can only nonincrease the amount
of coherence in a state). On the other hand, cB(ρ) ≤ cB(σ)
provides a necessary (but not sufficient) condition on the state
transformation σ 7→ ρ using IO. A necessary and sufficient
condition was obtained in Ref. [41] in terms of majorization
(the theorem has been rephrased for simplicity). In the fol-
lowing, DB is the dephasing superoperator in the basis B;
and the notion of matrix majorization has been used, with
A ≺ B ⇐⇒ spec(A) ≺ spec(B), where spec(A) is the
vector of eigenvalues of A.
Theorem 1 ([41]). A quantum state |ψ〉 can be transformed
to another state |φ〉 via incoherent operations if and only if
DB (|ψ〉〈ψ|) ≺ DB (|φ〉〈φ|).
Remark: First, note that DB (|ψ〉〈ψ|) ≡ pψ is isomorphic to
the probability vector obtained from the state |ψ〉 expressed
in the basis B. Therefore, the condition DB (|ψ〉〈ψ|) ≺
DB (|φ〉〈φ|) = pψ ≺ pφ, that is, it is equivalent to the
7 A preorder is a binary relation that is reflexive and transitive but not nec-
essarily antisymmetric.
state |ψ〉 being more uniformly spread in the basis B than
the state |φ〉, in the sense of majorization. Now, since the
majorization condition is equivalent8 to transforming |ψ〉 7→
|φ〉 via an incoherent operation, the amount of coherence
in |ψ〉 is greater than or equal to the amount of coherence
in |φ〉, for every quantum coherence measure. Formally,
Rc (|ψ〉〈ψ|) ≥ Rc (|φ〉〈φ|), for every coherence monotone
Rc : S(H) → R+0 . Therefore, quantum coherence measures
capture in a precise sense what traditional delocalization mea-
sures set out to quantify: how uniformly spread is a quantum
state with respect to a basis B; in fact, the above theorem
quantitatively shows that these two notions are equivalent.
Having established a web of connections between several key
quantities used in the study of quantum chaos and equilibra-
tion, we now discuss how quantum coherence measures can
inherit their ability to diagnose quantum chaos from their in-
terplay with entanglement measures.
Coherence and its interplay with entanglement.— The study
of quantum coherence per se, makes no reference to the
locality (or TPS) of a quantum system. However, many-
body systems are often endowed with a natural TPS and
to study the interplay between coherence and entanglement,
it is often convenient to choose incoherent states that are
compatible with the TPS, namely, the incoherent states are
also product states [42, 43]. Consider, for example, a two-
qubit system, H ∼= C2 ⊗ C2, with an incoherent basis
B = {|00〉, |01〉, |10〉, |11〉} that is also separable9. Then, no-
tice that any entangled state is automatically coherent, since
|ΨAB〉 is entangled if and only if |ΨAB〉 6= |φ〉A ⊗ |φ〉B for
any |φ〉A(B) ∈ HA(B). Therefore, when expressed as a linear
combination of the basis elements in B, we note that, for ev-
ery entangled state, |ΨAB〉 =
∑1
j,k=0 cjk|j〉A|k〉B , we have
at least two non-zero coefficients cjk — that is, they are co-
herent as well. Clearly, not every coherent state is entangled,
for example, consider the state |0〉 ⊗ |+〉. This construction
can be generalized to the (simplest) multipartite10 case as fol-
lows: Let H ∼= H1 ⊗ H2 ⊗ · · ·Hn be a n-partite Hilbert
space with Fe being the set of fully separable states (that is,
they are convex combinations of states that factorize over any
tensor factor) and Fc being the set of incoherent states that
are also fully separable. Then, it is easy to see that Fc ⊂ Fe
(since the Fc is compatible with the TPS). As an immediate
consequence, note that, if R(·, ·) : S(H) → R+0 is a con-
tractive distance (under the associated free operations, that
leave the set of free states invariant), then, one can define
a “distance-based measure,” Rα(ρ) := minσ∈Fα R(ρ, σ),
where α = {c, e}. Then, using the set inclusion ofFc,Fe, we
have, ∀ρ,Rc(ρ) ≥ Re(ρ), that is, the amount of coherence
8 The condition is only sufficient but becomes necessary for the generic case
of full-rank pure states (which can be obtained by an arbitrarily small per-
turbation) and holds true for physically relevant scenarios.
9 An example of “incompatible” quantum coherence would be, for instance,
if the incoherent basis for a 2-qubit system is chosen to be the Bell-basis.
10 In general, multipartite entanglement is much richer and less tractable than
bipartite entanglement and that is why we consider the simplest scenario
here [3].
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Figure 1: Relative entropy of coherence for eigenstates of the Hamiltonian defined in Eq. (13) as a function of their energy, normalized with
the GOE prediction using Eq. (14),
〈
c
(rel)
B
〉
GOE
≈ 10.49. Results are reported for L = 15 with 5 spins up and ω = 0, δ = 0.5, Jxy = 1,
Jz = 0.5. The plot markers 1, 3, 5, 7 correspond to the various choices of the defect site, with δ = 1 and δ = 7 corresponding to the
integrable and chaotic limits, respectively. Figures (a) and (b) correspond to the two different bases, the site-basis and mean-field basis,
respectively.
is lower-bounded by the entanglement; or, the amount of co-
herence is an upper bound on the amount of entanglement11.
In light of the above observation, it is worth noting that there
is a semantical issue in calling these functionals delocaliza-
tion measures since there is, per se, no locality in their defi-
nition. At this point, it is more appropriate to think of them
as quantifying the coherence of a state in some basis, B; in
fact, their definition reveals that this is precisely what they
do. To connect quantum coherence with entanglement in a
quantitative way (apart from the bounds realized from the dis-
cussion above), as a first step, one needs to define a quantity
that removes the basis-dependence of coherence (since en-
tanglement is basis-independent), which can be obtained by
optimizing over various choices of bases. Here, we prove one
such result by minimizing the amount of coherence over all
local bases: Given pure states inH ∼= Ha ⊗Hb, we have,
Theorem 2.
min
Ba,Bb
c
(2)
Ba⊗Bb(|Ψ〉〈Ψ|) = 1− ‖ρa‖
2
2 =: Slin(ρa), (12)
where ρa = Trb (|Ψ〉〈Ψ|) is the reduced density matrix and
Slin(·) is the linear entropy, a quantifier of entanglement.
That is, by minimizing the amount of coherence over all
local bases, we can (indirectly) compute a measure of en-
tanglement. Another quantitative connection was obtained
in Ref. [45], where, by maximizing the amount of coher-
ence over all bases, the amount of coherence in a state was
connected with its purity. In summary, quantum coherence
measures provide both upper bounds and in some cases pre-
cise connections with entanglement measures. Since entan-
glement measures have been widely used to detect quantum
chaos, we now turn to studying quantum coherence in chaotic
systems.
11 This construction holds not only for contractive distances but the general
class of functionals called gauge functions [44].
B. Coherence of many-body eigenstates: XXZ spin-chain with
defect
The entanglement structure of excited states has been shown
to be a successful diagnostic of quantum chaos [46–48].
Here, we numerically study the coherence structure of Hamil-
tonian eigenstates, using an open XXZ spin-chain with an on-
site defect12, described via a Hamiltonian of the form [50, 51]
H =
1
4
L−1∑
j=1
(
Jxy
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
+ Jzσ
z
jσ
z
j+1
)
︸ ︷︷ ︸
HXXZ
+
1
2
 L∑
j=1
ωσzj + δσ
z
δ

︸ ︷︷ ︸
Hz
,
(13)
where δ ∈ {1, 2, · · · , L} is the label for the defect site. We set
~ = 1 and all sites have the same energy splitting, except the
site δ, which has a splitting of ω + δ (the defect corresponds
to a different value of the Zeeman splitting). We assume open
boundary conditions and set the various parameters to the fol-
lowing values: ω = 0, δ = 0.5, Jxy = 1, Jz = 0.5; for
a detailed discussion of the physics surrounding the choice
of parameters and how this leads to the onset of chaos, see
Sec. II of Ref. [50, 51]. It is easy to see that the total
spin in z-direction is conserved, that is, [H,σztotal], where
σztotal ≡
∑L
j=1 σ
z
j . The Hamiltonian in Eq. (13) is integrable
when the defect is on the edges of the chain, that is, δ = 1 or
L, while it is non-integrable for the defect in the middle of the
chain δ = bL/2c [50, 51]. One way to observe this transition
12 See Ref. [49] for other Hamiltonian systems that become quantum chaotic
in the presence of defects.
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Figure 2: 2-coherence for eigenstates of the Hamiltonian defined in Eq. (13) as a function of their energy, normalized with the GOE
prediction obtained numerically,
〈
c
(2)
B
〉
GOE
≈ 0.9991. Results are reported for L = 15 with 5 spins up and ω = 0, δ = 0.5, Jxy = 1,
Jz = 0.5. The plot markers 1, 3, 5, 7 correspond to the various choices of the defect site, with δ = 1 and δ = 7 corresponding to the
integrable and chaotic limits, respectively. Figures (a) and (b) correspond to the two different bases, the site-basis and mean-field basis,
respectively.
to non-integrability is via the level-spacing distribution of the
Hamiltonian, as studied in Ref. [50, 51] and reproduced inde-
pendently in Fig. 5. The level-spacing distribution transitions
from a Poisson to a (universal) Wigner-Dyson form, a com-
mon signature of quantum chaos. Note that, in general, to
obtain a Wigner-Dyson level-spacing distribution for chaotic
systems, one needs to make sure that all the symmetries have
been removed, that is, we are working in a specific symmetry
sector of the system. For the system in Eq. (13), we consider
the spin subspace corresponding to
⌊
L
3
⌋
spins up; once we
are in this subspace, there are no degeneracies in the Hamil-
tonian, see Refs. [50, 51] for more details.
In Ref. [52], the participation ratio as an indicator of chaos
was studied and results similar to Fig. 6 were obtained. Using
the relative entropy of coherence, 2-coherence, inverse partic-
ipation ratio (IPR), and 1-norm coherence, we study the onset
of chaos, as the defect site is moved to the middle of the chain.
We study coherence in two different bases, the “site basis”
and the “mean-field basis”. The site basis is simply the local
σz basis, and coherence in this basis is, intuitively, a measure
of how uniformly spread is the eigenstate in the site basis.
A good candidate for the mean-field basis are Hamiltonian
eigenstates in the integrable regime — with the intuition that
integrable eigenstates will be more “localized” in the mean-
field basis than chaotic eigenstates. Following Ref. [50, 51],
we take the integrable limit to be Jxy 6= 0, δ 6= 0, Jz = 0.
Random matrix theory.— Before going into the details of our
numerical studies, let us briefly recall some key ideas from
random matrix theory (RMT) and its predictions for quan-
tum chaotic systems. First introduced by Wigner [53–55]
and later developed by Dyson [56], RMT has been widely
used to study complex systems and in particular, quantum
chaotic systems (see Sec. 2.2 of Ref. [36] for a pedagog-
ical review). Many of the originally introduced measures
(like level-spacing distribution) were purely spectral proper-
ties, but in recent years, there has been more interest in going
beyond the spectral properties to understand the eigenstate
structure of chaotic systems [36]. For instance, if quantum
chaotic systems can be well-described by RMT, then their
eigenstate properties are expected to resemble those of ran-
dom vectors in the Hilbert space (namely, the eigenvectors
of RMT Hamiltonians). However, this is not the complete
picture. Many of the traditional Gaussian ensembles like
the Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary
Ensemble (GUE), etc. are ensembles of many-body interac-
tions and not 2- and 3-body interactions (reminiscent of phys-
ical Hamiltonians), and the properties of few-body Hamil-
tonians can be modelled more accurately by the use of the
so-called embedded ensembles [37]. Moreover, numerical
studies have revealed that generically, only eigenstates in the
middle of the spectrum correspond well to the (usual) RMT
prediction (as will also be relevant for our numerical stud-
ies) [37, 52, 57].
We also note that using the connection between Shannon en-
tropy and relative entropy of coherence as discussed in Sec-
tion III A, we can infer analytically the ensemble averaged
relative entropy of coherence for GOE eigenstates (see Sec.
2.3.2 of Ref. [37])〈
c
(rel)
B
〉
GOE
= ln (0.48d) +O
(
1
d
)
, (14)
where d is the Hilbert space dimension. Since GOE eigenvec-
tors are (Haar) uniformly distributed, the basis B is a generic
basis, that is, the estimate for the ensemble average holds true
for any basis [36]. We use this analytical expression for nor-
malizing the quantities studied in Figs. 1 and 2.
The Hamiltonian in Eq. (13) is real and symmetric and be-
longs to the Gaussian Orthogonal Ensemble (GOE). How-
ever, since the interaction terms in the Hamiltonian are only
two-body terms (unlike random matrix Hamiltonians, which
have long-range interactions), it cannot reproduce all features
of the GOE. Nevertheless, in Figs. 1, 2, 6 and 7, we study the
aforementioned coherence measures normalized by the GOE
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Figure 3: Fraction of integrable eigenstates that majorize chaotic eigenstates for the Hamiltonian defined in Eq. (13) system size L. δ = 1
for integrable eigenstates, and δ = bL/2c for chaotic eigenstates. The plot markers correspond to the two different basis, site-basis and
mean-field basis, respectively.
prediction and find that, in the middle of the spectrum, the
chaotic model does reproduce the GOE prediction; which is
consistent with previously known results (that the eigenstates
of systems with few-body interactions delocalize in the mid-
dle of the spectrum) [37, 50–52, 57]. Thus, this vindicates
the various coherence measures as a signature of the transi-
tion to chaos.
What about other quantum coherence measures?— Apart
from the specific quantum coherence measures studied above,
what, if anything, can be said about an arbitrary coherence
measures’ ability to probe quantum chaos in a similar way?
To answer this question, we turn to the powerful mathemat-
ical formalism of majorization theory [40] as discussed in
Section III A. We numerically study the majorization condi-
tion in Theorem 1 for the integrable and chaotic eigenstates
of the XXZ spin-chain in Eq. (13) and analyze the extent to
which the induced preorder order holds true. Specifically,
for a given system size L, we consider the set of integrable
and chaotic eigenstates ordered respectively by the energies
of the corresponding Hamiltonians. Then, we numerically
check for the majorization condition in Theorem 1 between
the kth chaotic eigenstate and the kth integrable eigenstate
(where the index k is ordered with respect to the energy). We
find that the majorization condition does not hold for all pairs
of eigenstates (ordered by energy). For this reason, we intro-
duce a weaker notion of “majorization fraction,” which is the
fraction of eigenstates for which the majorization condition is
true. Let η be the number of chaotic eigenstates that are ma-
jorized by the corresponding integrable eigenstates and d the
total number of eigenstates, then, the majorization fraction is
simply the ratio ηd . In Fig. 3, we plot the majorization fraction
as a function of the system size L, for both the site-basis and
the mean-field basis. We see that, for larger system sizes,
a chaotic eigenstate picked at random (uniformly) is, with
relatively high probability, majorized by its integrable coun-
terpart and thus will have a larger value for any coherence
measure; for example, as displayed by the relative entropy of
coherence and the 2-coherence in Figs. 1 and 2. Since physi-
cal eigenstates resemble random vectors in the middle of the
spectrum, we further consider the majorization fraction for
20% of eigenstates in the middle of the spectrum, and find a
similar increase with system size (and a non-monotonicity at
small sizes).
IV. AT THE LEVEL OF CHANNELS
Having demonstrated the ability of quantum coherence mea-
sures to distinguish chaotic-vs-integrable eigenstates and a
flurry of connections with delocalization measures, we now
turn to chaos at the level of quantum dynamics (or more
generally quantum channels13). In particular, the ability
of chaotic dynamics to generate quantum correlations has
proven to be a rich framework [4, 29, 30] and here we estab-
lish rigorous connections with their ability to generate quan-
tum coherence.
A. The OTOC, quantum chaos, and its connection with CGP
In recent years, the out-of-time-ordered correlator (OTOC)
has emerged as a prominent diagnostic for quantum chaos
at the level of dynamics [15, 16, 58–62]. An intuitive argu-
ment can be made for this from the perspective of “informa-
tion scrambling,” that is, the rapid delocalization of quantum
information initialized in local subsystems. One way to quan-
tify this spread is to consider the growth of local operators
under Heisenberg time evolution, captured by the following
quantity (hereafter referred to as the “squared commutator”
13 We remark that quantum channels [1] provide a general framework that
encapsulates the notions of unitary dynamics as well as open system ef-
fects, and therefore we refer to the connections henceforth as “at the level
of channels,” for its generality.
8for brevity)
C
(β)
V,W (t) := Tr
(
[W (t), V ]
†
[W (t), V ] ρβ
)
= ‖[W (t), V ]‖2β ,
(15)
where W (t) = U†t (W ) is the Heisenberg evolved operator,
ρβ ≡ e−βH/Tr
[
e−βH
]
is the Gibbs state at inverse tem-
perature β, and ‖·‖β be the norm induced from the inner
product 〈X,Y 〉β := Tr
(
X†Y ρβ
)
. Re-expressing C(β)V,W (t)
in the commutator form resembles a (state-dependent) vari-
ant of the Lieb-Robinson construction, which in turn imposes
fundamental limits on the speed of information propagation
in non-relativistic systems [17, 63–65]. In this way, C(β)V,W (t)
captures the spread of information through nonlocal degrees
of freedom of a system.
The connection between the squared commutator and the
OTOC is revealed when we choose V,W to be unitary [15,
16]
C
(β)
V,W (t) = 2
(
1−Re
{
F
(β)
V,W (t)
})
,
where, F (β)V,W (t) ≡ Tr
(
W (t)†V †W (t)V ρβ
)
,
(16)
is a four-point function (with unusual time-ordering) called
the OTOC. Since the squared commutator above and the
OTOC are related via a simple affine function, we will fo-
cus here on the squared commutator and refer to it inter-
changeably as the OTOC (the distinction should be clear from
the context). In this paper, we will focus on the infinite-
temperature (β = 0) case, that is, ρβ = Id . Hereafter, we
define, C(β=0)V,W (t) ≡ CV,W (t) and F (β=0)V,W (t) ≡ FV,W (t).
The OTOCs initial decay has been used to characterize the
transition to chaos [16, 58–62] and here we will connect the
out-of-time-ordered correlator with the coherence-generating
power, which we are now ready to introduce.
Coherence-generating power.— How much coherence does
an evolution generate on average? Motivated from the re-
source theory of coherence, several meaningful quantifiers for
this were obtained in Refs. [66–68]. Here, we will consider
the “extremal CGP,” defined as [33]
CB (U) = 1
d
d∑
j=1
cB(U(Πj)), (17)
where U(·) = U(·)U† is a unitary channel, cB(·) is a coher-
ence measure, and B = {Πj}dj=1 is an orthonormal basis for
the d-dimensional Hilbert space (see the Section II for more
details). The CGP measures the average coherence generated
under time evolution U by its action on the pure states in B.
For the rest of the paper we choose c(2)B (·) in the above equa-
tion, that is, CB (U) = 1d
d∑
j=1
c
(2)
B (U(Πj)), which has a closed
form expression as [33]
CB (U) = 1− 1
d
Tr
(
XTUXU
)
,
where [XU ]j,k = Tr (ΠjU(Πk)) .
(18)
Hereafter, we will refer to the above quantity simply as CGP
for brevity. It is worth mentioning that the formalism intro-
duced in Refs. [33, 66–68] is much more general than the
definition Eq. (17). In particular, one can consider various
choices of coherence measures and distributions over inco-
herent states.
The CGP defined above has many interesting properties,
some of which we review now. First, in the context of An-
derson localization and many-body localization, it was shown
that the CGP acts as an “order parameter” for the ergodic-to-
localization transition [33]. Second, in the resource-theoretic
study of incompatibility of quantum measurements, the CGP
arises naturally as an incompatibility measure [18]. And
third, the CGP lends itself to a power geometric connection:
the CB (U) is proportional to the (square of the) Grasmman-
nian distance between two maximally abelian subalgebras,
the one generated by all bounded observables diagonal in B
and those diagonal in U(B) [68]. Using this connection, a
closed form expression for CGP in a commutator form can
be obtained as follows14
CB(U) = 1
2d
d∑
j,k=1
‖[Πj ,U(Πk)]‖22
=
1
2d
d∑
j,k=1
Tr
(
[Πj ,U(Πk)]† [Πj ,U(Πk)]
)
.
(19)
With the CGP expressed in the commutator form in Eq. (19),
we are now ready to introduce its connection to the OTOC
CV,W (t). In anticipation of the theorem below, we define the
following: Let V,W be two nondegenerate unitaries with a
spectral decomposition V =
d∑
j=1
vjΠj ,W =
d∑
j=1
wjΠ˜j . Let
BV = {Πj},BW = {Π˜j} be the corresponding eigenbases,
then, VBV→BW is a unitary intertwiner connecting BV to BW ,
whose action is VBV→BW (Πj) = Π˜j ∀j ∈ {1, 2, · · · , d}.
Theorem 3. Given a unitary evolution operator Ut, and two nondegenerate unitary operators V and W , the infinite-
14 Note that this formula uses the extremal probability distribution over the
incoherent states, instead of the uniform distribution, which accounts for
the differing factors of d(d+ 1).
9temperature out-of-time-ordered correlator (CV,W (t)) and the CGP (CB (·)) are related as
CV,W (t) = 2CBV (Ut ◦ VBV→BW )−
2
d
Re
 ∑
j 6=l,k 6=m
v∗jw
∗
kvlwmTr
(
Π˜k(t)ΠjΠ˜m(t)Πl
) . (20)
Remark.— In Theorem 3 it is important to emphasize that the
CGP emerges as a subpart of the OTOC. By plugging in the
spectral decomposition of the operators V and W , we obtain
a summation over four indices and by considering a subset
of these terms, we obain the CGP. The “extra” term is of the
form Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
)
(which is the second term on
the RHS of Eq. (20)) and we refer to this as the “off-diagonal”
term. That is, the CGP is “contained” in the OTOC. We refer
the reader to the proof in the Appendix for more details.
To help understand Theorem 3, let us consider a simple case:
assume that the two operators commute at time t = 0, that
is, [V,W ] = 0; this is a common assumption when study-
ing the OTOC, for example, by choosing local operators on
different sites (or, if they are on the same site, by choosing
them to be the same operator), then, VBV→BW = I, that is,
the intertwiner can be chosen to be the (trivial) identity su-
peroperator. To fulfill the nondegeneracy criteria (which we
assumed initially), we can choose V and W to be quasilo-
cal. Now, since [V,W ] = 0, the first term becomes, with
BV = BW ≡ B0, CB0(Ut), that is, simply the CGP of the
time evolution unitary when measured in the basis of the op-
erators V and W . We now turn to the “off-diagonal” term.
If each term Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
)
= O(1), then, we only
need to consider the contribution of the phases {vj}, {wk} –
which can be chosen independently from the projectors {Πj}.
In particular, consider generic unitary operators, with phases
distributed uniformly on a circle. Then, it is easy to show
that the
∑
j 6=l,k 6=m
v∗jw
∗
kvlwm = O(
1
d2 )
15 and therefore, the
overall off-diagonal term scales as O( 1d3 ) and for large sys-
tems has a negligible contribution to the commutator squared.
Namely, under these simple assumptions, the squared com-
mutator (and hence the OTOC) is approximated exponentially
well in the system size (for d = 2n, n the system size) by the
CGP alone.
Projection OTOCs.— Here we establish another connection
between the OTOC and the CGP by choosing V and W to
be projection operators in the OTOC. Similar constructions
have been considered before, for example, in Ref. [69], the
authors used “projection OTOCs” to connect with the partic-
ipation ratio. In particular, similar a quantity known as “fi-
delity OTOCs” was proposed in Ref. [70] as an experimen-
tally promising approach to measure OTOCs and, in turn, to
the study of scrambling and thermalization. Let BV = {Πα}
and BW = {Π˜β}, we start by plugging in V = Πα,W = Π˜β
15 This estimate was verified numerically. An analytical proof of this can be
obtained by considering a random walk on a circle.
into the OTOC to obtain CΠα,Π˜β (t) =
1
d
∥∥∥[Πα, Π˜β(t)]∥∥∥2
2
.
Then, by summing over α, we have,
d∑
α=1
CΠα,Π˜β (t) =
1
d
d∑
α=1
∥∥∥[Πα, Π˜β(t)]∥∥∥2
2
=
2
d
c
(2)
BV (Π˜β(t)),
(21)
where c(2)BV (·) is the 2-norm coherence. Then, if we sum over
β,we have,
d∑
α=1,β=1
CΠα,Π˜β (t) =
2
d
d∑
β=1
c2,BV (Π˜β(t))
= 2CBV (Ut ◦ VBV→BW ) .
(22)
Therefore, given two bases, BV ,BW , we have that the OTOC
“averaged” over these bases is equal to (twice) the coherence-
generating power of the unitary evolution (and the intertwiner
connecting the bases). Moreover, if BV = BW , we have,
d∑
α,β
CΠα,Πβ (t) = 2CBV (Ut) . (23)
That is, the OTOC averaged over various projectors is equal
to the CGP of the time evolution unitary. Note that for a non-
degenerate Hamiltonian, the CGP is equal to the average es-
cape probability [18], which is intimately connected to quan-
tities like the Loschmidt echo, participation ratio, and others,
as discussed in Section III A.
B. CGP, random matrices, and short-time growth
The unusual effectiveness of RMT in predicting the physics
of quantum chaotic systems is quite astonishing, especially
since physical Hamiltonians (and their eigenstates) are far
from random. In Section III A we saw that the coherence
of eigenstates in the middle of the spectrum is close to the
ensemble averages obtained from RMT. We now turn to dy-
namical features which are relevant for experimental systems
such as cold atoms and ion traps [7, 71] which focus on time
evolution; as opposed to spectral features, useful in other se-
tups such as nuclear scattering experiments [53, 54]. Here, we
provide an analytical upper bound on the CGP averaged over
GUE Hamiltonians and unravel a connection with the Spec-
tral Form Factor (SFF) [20, 37, 72–74], a prominent measure
of spectral correlations for quantum chaos. We begin by re-
calling that the GUE is defined via the following probability
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distribution over d× d Hermitian matrices,
P (H) ∝ exp
(
−d
2
Tr
(
H2
))
. (24)
It is easy to see that transformations of the formH 7→ UHU†
leave the ensemble invariant (that is, it is unitarily invariant).
The probability measure can also be written in terms of the
eigenvalues {λj}dj=1 as the following joint probability distri-
bution
P (λ1, λ2 . . . , λd) = exp
(
−d
2
∑
i
λ2i
)∏
i<j
(λi − λj)2 .
(25)
Then, defining the joint probability distribution of n eigen-
values, that is, the spectral n-point correlation function (for
n < d) as
ρ(n) (λ1, . . . , λn) =
∫
dλn+1 . . . dλdP (λ1, . . . , λd) , (26)
where we integrate all eigenvalues from n + 1 to d. We are
now ready to define the SFF, which is the Fourier transform
of the n-point correlation function, [20, 37, 73, 74]
R2k(t) =
∑
i1,i2,··· ,ik
j1,j2,··· ,jk
∫
dλρ(2k) (λ1, . . . , λ2k)
ei(λi1+···+λik−λj1−···−λjk)t,
(27)
where k is any positive integer. In particular, the four-point
SFF is
R4(t) =
∑
k,l,m,n
∫
dλρ(4) (λk, λl, λm, λn)
e−i(λk+λl−λm−λn)t.
(28)
By considering the Hamiltonian in the CGP CB
(
e−iHt
)
as
a random variable over the GUE, we provide an analytical
upper bound on its average value in terms of the four-point
SFF.
Theorem 4. The coherence-generating power averaged over the Gaussian Unitary Ensemble (GUE) is upper bounded by the
four-point spectral form factor as〈
CB
(
e−iHt
)〉
GUE
≤ 1− 1
d(d+ 1)(d+ 2)(d+ 3)
∑
k,l,m,n
∫
dλρ(4) (λk, λl, λm, λn) e
−i(λk+λl−λm−λn)t
︸ ︷︷ ︸
R4
. (29)
Moreover, the bound is tight for short times.
Theorem 3 and Theorem 4 establish a three-way connection
between CGP, OTOCs, and SFF; with the CGP a subpart of
the OTOC and its GUE average upper bounded by the SFF.
The SFF as a function of time has a characteristic qualitative
features for quantum chaotic systems resembling a slope, dip,
ramp, and plateau [74, 75]. As a future work, it would be
interesting to see whether the CGP — which is connected to
the SFF via Theorem 4 — can capture similar features, and in
turn be used to detect associated quantum signatures of chaos.
In a similar spirit to the RMT average above, one can treat
the time evolution unitary U itself as a random variable. This
allows us to address an important question: How well can
chaotic dynamics be approximated by random unitaries? The
pursuit of this question has revealed many physical insights
into the nature of strongly-interacting systems, from con-
densed matter systems to black holes and has inspired a mul-
titude of quantitative connections between chaos and random
unitaries; see for example Refs. [74–76]. To establish sim-
ilar connections, we now compute the Haar average of the
OTOC-CGP relation using Theorem 3.
Theorem 5. The Haar-averaged OTOC is given by
〈CV,W (t)〉Haar =
2(d− 1)
(d+ 1)
+
2
d2(d2 − 1)Re
 ∑
j 6=l and k 6=m
v∗jw
∗
kvlwm
− 2d(d+ 1)Re
∑
j 6=l
v∗j vl +
∑
k 6=m
w∗kwm
 (30)
The first term in this expression is obtained from the Haar-
average of the 2-CGP, while the other two terms originate
from the off-diagonal contribution. We briefly remark that
since the function CV,W (t) is Lipschitz continuous, using
tools from measure concentration and Levy’s lemma [77], we
have that the probability of a random instance of CV,W (t)
deviating from its Haar average 〈CV,W (t)〉Haar is exponen-
tially suppressed. That is, the Haar-average is representa-
tive of almost all instances of the OTOC. Furthermore, in a
spirit similar to the discussion surrounding Theorem 3, if we
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consider the phases for V,W to be chosen from the uniform
distribution on [0, 2pi), one can show that the second term
above scales as O( 1d2 ) and the third term as O(
1
d ) and there-
fore, the main contribution comes from the Haar-average of
the CGP, which gets exponentially close to 2 in the dimen-
sion (if d scales as 2n for n qubits). Therefore, for “generic
observables,” (that is, without a structured spectrum), the av-
eraged OTOC (and hence the OTOC) is exponentially well-
approximated by the CGP value.
Short-time growth.— To further establish dynamical features
of the CGP, we focus on its short-time behavior. While the
OTOCs initial decay has been used as a diagnostic of chaos
for systems with a semiclassical or large-N limits, its be-
havior for general many-body systems with finite degrees
of freedom is still under examination [78–81]. To provide
information-theoretic meaning to a subpart of the OTOC (that
is, the CGP), we connect it to the notion of quantum fluc-
tuations and incompatibility. Incompatibility of observables
in quantum theory is perhaps most commonly understood
in terms of a non-vanishing commutator (for example, the
canonical [xˆ, pˆ] commutator) and the related Heisenberg un-
certainty relations. In recent years, however, entropic uncer-
tainty relations have emerged as a generalized and more ro-
bust way to quantify the incompatibility of observables [82].
In Ref. [18], the authors introduced a formalism that encom-
passes both and quantified the notion of incompatibility be-
tween bases B0 and B1 (and not just observables). Among
many interesting connections, it was shown how this incom-
patibility manifests itself as the coherence of states |ψ〉 ∈ B0
when expressed as a linear combination of elements from B1.
Moreover, using tools from matrix majorization, a partial or-
der on bases was unveiled, with the order quantifying incom-
patibility. In particular, the CGP was established as a mea-
sure of incompatibility between different bases and its con-
nection to entropic uncertainty relations was discussed. In
the theorem below, we find that the short-time growth of the
CGP captures incompatibility between the basis B in which
we measure coherence and the basis of the Hamiltonian BH .
Theorem 6. The short-time growth of the CGP is connected
to the variance of the Hamiltonian as
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
=
1
d
d∑
j=1
varj (H) , (31)
where varj(H) ≡ 〈H2〉Πj − 〈H〉2Πj is the variance of the
Hamiltonian in the eigenstate Πj . Moreover, the following
bounds hold:
1
d
d∑
j=1
varj (H) ≤ ‖H‖
2
2
d
∥∥1−XT (B,BH)X(B,BH)∥∥∞
≤ ‖H‖2∞ q(B,BH)
(32)
where, [X(B,BH)]j,k ≡ Tr (ΠjPk) and q(BH ,B0) ≡∥∥1−XT (B,BH)X(B,BH)∥∥∞.
To elucidate the theorem above and the associated bounds, we
consider two “toy Hamiltonians” which correspond to differ-
ent physical scenarios: a system composed of purely local
interactions, Ha =
L∑
j=1
σxj , which does not generate entan-
glement or correlations, and a highly nonlocal Hamiltonian,
Hb = ⊗Lj=1σxj , which can generate maximal (bipartite) en-
tanglement [1]. To see whether they saturate the upper bound,
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
≤ ‖H‖2∞ q(B,BH), first note that the matrix
X(B,BH) is bistochastic. And, so is XT (B,BH)X(B,BH),
using the fact that the set of bistochastic matrices is closed
under transposition and multiplication [40]. Using this, it
is easy to see that q(B,BH) ≤ 1, therefore, we have the
following bound 1‖Ha‖2∞
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
≤ 1. Note that this
quantity also provides a physically meaningful normalization
on the short-time growth of the CGP: when comparing the
timescales generated by Hamiltonian dynamics, Ut = e−iHt,
one can increase/decrease the associated timescales by scal-
ing the HamiltonianH 7→ αH . To fix this arbitrariness, when
comparing two different dynamics, it makes sense to normal-
ize the Hamiltonian norms, which, in this case happens natu-
rally via the operator norm.
Let B be the computational basis (that is, the local σz basis).
Then, we can show that for the local Hamiltonian,
1
‖Ha‖2∞
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
=
1
L
, (33)
while the nonlocal Hamiltonian saturates the upper bound,
1
‖Hb‖2∞
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
= 1. (34)
We provide a brief sketch of the proof in Appendix C 1. We
expect this behavior to hold more generally, that is, nonlocal
Hamiltonians (and in turn many chaotic Hamiltonians) are
expected to saturate these upper bounds while simple local
Hamiltonians (corresponding to integrable systems) are ex-
pected to scale inverse polynomially in the system size.
C. Quantifying chaos with recurrences: numerical
simulations
OTOCs capture the scrambling of quantum information. As
localized information spreads through the nonlocal degrees of
freedom of a system, it becomes inaccessible to local observ-
ables and their expectation values reveal an equilibration of
the subsystem state. This apparent irreversible loss of infor-
mation under unitary dynamics (which is reversible) has been
termed scrambling. Signatures of scrambling can be observed
in the long-time averages of both simple physical quantities
like local expectation values and in “complex” quantities such
as the OTOC and CGP. However, in finite systems, such long-
time averages do not converge in the limit t → ∞, instead
they typically oscillate around some equilibrium value. This
equilibrium value can be obtained from the infinite-time av-
erage, A := limT→∞ 1T
T∫
0
A(t)dt. In Ref. [83], the infinite-
time average of the averaged OTOC (with a bipartition in the
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Figure 4: (a) Log-Log plot of the variance of CGP and OTOC for n = 9 qubits. We study the dynamics of the Hamiltonian given by
Eq. (35) with g = 1, h = 0 as the integrable limit and g = −1.05, h = 0.5 as the chaotic one. We set, V = σz1 ,W = σz9 for the OTOC and
CGP in Eq. (20). (b) Fraction of the long-time average of the variance of chaotic and integrable OTOC, CGP, that is, Varintegrable−Varchaos
Varintegrable
for the Hamiltonian given by Eq. (35) with g = 1, h = 0 as the integrable limit and g = −1.05, h = 0.5 as the chaotic one. We set,
V = σz1 ,W = σ
z
9 for the OTOC and CGP in Eq. (20).
system Hilbert space) was studied for both integrable and
chaotic models and its equilibration value was used to suc-
cessfully distinguish the two phases. Along the way, con-
nections with entropy production, operator entanglement, and
channel distinguishability were also discussed.
It was previously shown that in the long-time limit, the
strength of recurrences can distinguish chaotic and integrable
systems [84, 85]. Let n be the number of qubits (or more
generally, the system size), then integrable systems typically
have a quantum recurrence time that is a polynomial in n,
while chaotic systems typically have recurrence times that are
doubly exponential in n, that is, O(ee
n
). Therefore, when
studying recurrences in the expectation values of observables
for a finite (but large) time, one expects integrable systems
to show larger recurrences than chaotic systems. Building on
the work of Refs. [74, 76], we show that by considering the
OTOC and the CGP as “complex observables” and quanti-
fying their recurrences via their temporal variance, one can
distinguish integrable and chaotic regimes. We also argue
that for the purposes of distinguishing these two phases via
the strength of their recurrences, the OTOC and CGP capture
effectively the same behavior, vindicating our Theorem 3.
The physical system we use to study this temporal variance
is the paradigmatic transverse-field Ising model with open
boundary conditions,
HTFIM = −
∑
j
σzjσ
z
j+1 + gσ
x
j + hσ
z
j
 . (35)
The system has an integrable limit for h = 0, where the
Hamiltonian can be mapped onto free fermions; we set g =
1, h = 0 as the integrable point. The system is quantum
chaotic for the parameter choices g = −1.05, h = 0.5 which
can be seen, for example, by studying the level spacing dis-
tribution. In Ref. [76], the OTOC averaged over local ob-
servables was used to distinguish the two phases and it was
observed that in the chaotic limit, the system quickly asymp-
totes to just below the Haar-averaged value, while in the in-
tegrable regime, the systems displays large recurrences and
does not show any features of scrambling. A similar behavior
was observed for the mutual information between different
subsystems. Here, we compare the dynamical behavior of
the OTOC and the CGP for V = σz1 ,W = σ
z
L for an L-site
system.
For systems satisfying the ETH Ansatz [9–11], fluctuations
around the long-time averages of expectation values of ob-
servables will be exponentially small in the system size [36].
While the CGP and OTOC are “complex” quantities, their
behavior can be expected to resemble that of simpler observ-
ables, especially for finite systems and simple local opera-
tors such as Pauli matrices. Since quantum chaotic systems
typically obey the ETH Ansatz (after removing trivial sym-
metries), the fluctuations in the OTOC and CGP around their
long-time average may be expected to become exponentially
small in the system size. Our numerical findings summa-
rized in Fig. 4 vindicate this intuition: we consider the long-
time average of the OTOC and the CGP in the integrable and
chaotic regimes. In the chaotic regime the variance of the
CGP and the OTOC are equal up to numerical error (≈ 10−10
in dimensionless units), while in the integrable regime the
variance seems to asymptote to different values for the CGP
and the OTOC – which is simply a consequence of the dif-
ferent timescales of recurrences in these two quantities. A
more meaningful comparison can be obtained by computing
the relative fluctuations in the integrable and chaotic regimes,
for which we compute the ratio
Varintegrable −Varchaos
Varintegrable
,
where Varintegrable is the long-time average of the tempo-
ral variance of the CGP/OTOC in the integrable regime, per-
formed numerically. We find that for both the OTOC and
CGP, this quantity becomes exponentially close to one as
a function of the system size. Therefore, the fluctuations
around the average in the chaotic regime are exponentially
smaller than that in the integrable case, as expected, and both
13
the OTOC and its subpart, the CGP can diagnose chaoticity
in this way.
V. DISCUSSION
In this paper we have rigorously established quantum coher-
ence measures as signatures of chaos. Coherence of quan-
tum states is shown to be an “order parameter” for the inte-
grable to chaotic transition and in particular, several opera-
tional measures introduced in the resource theory of coher-
ence become candidate quantifiers of “delocalization”. At
the level of channels, our Theorem 3 obtains the CGP as a
subpart of the OTOC, a well-studied diagnostic of chaos and
scrambling. Quite surprisingly, in Theorem 4, we find that
averaging the CGP over GUE Hamiltonians provides an up-
per bound in terms of the spectral form factor. As a further
test of the CGP-OTOC connection, we numerically studied
the long-time averaged variance of CGP and OTOC and find
that their scaling reveals similar features in the integrable and
chaotic regimes. We conclude that coherence quantified in
various forms is a diagnostic for quantum chaos.
Future directions.— We have established connections be-
tween signatures of many-body chaos and quantum coher-
ence. It would be interesting to see how well suited measures
of quantum coherence are to the study few-body chaos, in par-
ticular, using paradigmatic systems like the quantum kicked
top [4]. Furthermore, few-body systems provide a powerful
experimental testbed for studying signatures of thermaliza-
tion and scrambling, which are intimately linked with quan-
tum coherence measures. Quantitatively establishing these
connections will be a promising future direction.
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APPENDICES
Appendix A: Level spacing distribution
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Figure 5: The transition in level-spacing distribution from Poisson to the (universal) Wigner-Dyson distribution for the Hamiltonian
described in Eq. (13) as we move the defectsite to the middle of the chain. Results are reported for L = 15 with 5 spins up and
ω = 0, δ = 0.5, Jxy = 1, Jz = 0.5. Similar results were obtained for L = 15 and δ = 1, 7 in Ref. [51] (but not for intermediate positions
of the defect site).
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Figure 6: Inverse participation ratio for eigenstates of the Hamiltonian defined in Eq. (13) as a function of their energy. Results are reported
for L = 15 with 5 spins up and ω = 0, δ = 0.5, Jxy = 1, Jz = 0.5. The plot markers 1, 3, 5, 7 correspond to the various choices of the
defect site, with δ = 1, 7 corresponding to the integrable and chaotic limits, respectively. (a) and (b) are the two different bases, site-basis
and mean-field basis, respectively. Similar results were obtained for L = 18 and δ = 1, 9 in Ref. [51] (but not for intermediate positions of
the defect site).
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Figure 7: 1-coherence for eigenstates of the Hamiltonian defined in Eq. (13) as a function of their energy. Results are reported for L = 15
with 5 spins up and ω = 0, δ = 0.5, Jxy = 1, Jz = 0.5. The plot markers 1, 3, 5, 7 correspond to the various choices of the defect site,
with δ = 1, 7 corresponding to the integrable and chaotic limits, respectively. (a) and (b) are the two different bases, site-basis and
mean-field basis, respectively.
Appendix C: Proofs
Here we restate the Propositions, Theorems, as well as other mathematical claims appearing in the main text, and give their
proofs.
Proof of Theorem 2
Theorem 2.
min
Ba,Bb
c
(2)
Ba⊗Bb(|Ψ〉〈Ψ|) = 1− ‖ρa‖
2
2 =: Slin(ρa), (12)
where ρa = Trb (|Ψ〉〈Ψ|) is the reduced density matrix and Slin(·) is the linear entropy, a quantifier of entanglement.
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Proof. We start by collecting a few simple results. First, recall that the 2-coherence is
c
(2)
B (ρ) = ‖ρ−DB(ρ)‖22 = 〈ρ−DB(ρ), ρ−DB(ρ)〉 = 〈ρ, ρ〉 − 〈ρ,DB(ρ)〉 − 〈DB(ρ), ρ〉+ 〈DB(ρ),DB(ρ)〉 (C1)
= 〈ρ, ρ〉 − 〈ρ,DB(ρ)〉 , (C2)
where in the second line, we have used 〈ρ,DB(ρ)〉 = 〈DB(ρ), ρ〉 sinceDB is a self-adjoint superoperator and 〈DB(ρ),DB(ρ)〉 =
〈ρ,DB(ρ)〉 since DB is a projection superoperator, that is, (DB)2 = DB.
For pure states, we have, 〈ρ, ρ〉 = 1 and therefore, the 2-coherence for pure states is equal to c(2)B (ρ) = 1− 〈ρ,DB(ρ)〉.
Second, a pure bipartite state, |Ψ〉AB ∈ H ∼= HA ⊗HB can be written in the Schmidt form (that is, using Schmidt decompo-
sition theorem) [1],
|Ψ〉AB =
min{dA,dB}∑
j=1
λj |j〉A ⊗ |˜j〉B , (C3)
where {|j〉A}, {|˜j〉B} is an orthonormal basis for subsystems A, B, respectively, and {λj} are non-negative coefficients sat-
isfying
∑
j
λ2j = 1. The coefficients λ
2
j are the eigenvalues of the reduced density matrix ρA; recall also that ρA and ρB are
isospectral. Then, re-expressing the state in this form, we have (dropping the subscripts for the subsytems A,B),
|Ψ〉〈Ψ| =
∑
j,k
λjλk|j〉〈k| ⊗ |˜j〉〈k˜|. (C4)
And third, the dephasing superoperator factorizes, that is,
DBa⊗Bb = DBa ⊗DBb . (C5)
To see this, let Ba = {Π(a)j }dj=1 and Bb = {Π(b)k }dk=1, then, the action of DBa⊗Bb is
DBa⊗Bb(X) =
d∑
j,k=1
(
Π
(a)
j ⊗Π(b)k
)
X
(
Π
(a)
j ⊗Π(b)k
)
(C6)
and the action of DBa ⊗DBb is,
DBa ⊗DBb(X) = DBa
(
d∑
k=1
(
I⊗Π(b)k
)
X
(
I⊗Π(b)k
))
(C7)
=
d∑
j,k=1
(
Π
(a)
j ⊗ I
)(
I⊗Π(b)k
)
X
(
I⊗Π(b)k
)(
Π
(a)
j ⊗ I
)
(C8)
=
d∑
j,k=1
(
Π
(a)
j ⊗Π(b)k
)
X
(
Π
(a)
j ⊗Π(b)k
)
= DBa⊗Bb(X). (C9)
We are now ready to prove the main result.
min
Ba,Bb
c
(2)
Ba⊗Bb(|Ψ〉〈Ψ|) = minBa,Bb {1− 〈|Ψ〉〈Ψ|,DBa⊗Bb (|Ψ〉〈Ψ|)〉} = 1− maxBa,Bb {〈|Ψ〉〈Ψ|,DBa⊗Bb (|Ψ〉〈Ψ|)〉} . (C10)
Let us consider the term inside the maximization, 〈|Ψ〉〈Ψ|,DBa⊗Bb (|Ψ〉〈Ψ|)〉. We use the Schmidt form of |Ψ〉 and substitute
DBa⊗Bb by DBa ⊗DBb to get
〈|Ψ〉〈Ψ|,DBa⊗Bb (|Ψ〉〈Ψ|)〉 =
d∑
j,k,l,m
λjλkλlλm Tr
(
|l〉〈m| ⊗ |l˜〉〈m˜|DBa (|j〉〈k|)⊗DBb
(
|˜j〉〈k˜|
))
(C11)
=
d∑
j,k,l,m
λjλkλlλm Tr (|l〉〈m|DBa (|j〉〈k|)) Tr
(
|l˜〉〈m˜|DBb
(
|˜j〉〈k˜|
))
. (C12)
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It is easy to see that to maximize these inner products, we need to choose the dephasing basis to be the same as the local basis
{|j〉}, {|˜j〉}, respectively. To see this, let Ba = {|φj〉〈φj |}, then, the term Tr (|l〉〈m|DBa (|j〉〈k|)) becomes,
d∑
j=1
〈φj |l〉〈m|φj〉〈φj |j〉〈k|φj〉, (C13)
an upper bound on which can be obtained using Cauchy-Schwarz inequality repeatedly to see that it is maximized when
|φj〉 = |j〉 ∀j. That is, the local basis in the Schmidt decomposition of the state and the dephasing basis are the same.
Therefore, DBa (|j〉〈k|) = |j〉〈k|δj,k and DBb
(
|˜j〉〈k˜|
)
= |˜j〉〈k˜|δj,k. Plugging it back, we have,
max
Ba,Bb
{〈|Ψ〉〈Ψ|,DBa⊗Bb (|Ψ〉〈Ψ|)〉} =
d∑
j,k,l,m
λjλkλlλmδjkδm,jδl,j =
d∑
j=1
λ4j = ‖ρa‖22 . (C14)
Therefore, putting everything together, we have,
min
Ba,Bb
c
(2)
Ba⊗Bb(|Ψ〉〈Ψ|) = 1− ‖ρa‖
2
2 =: Slin(ρa). (C15)

Proof of Theorem 3
Theorem 3. Given a unitary evolution operator Ut, and two nondegenerate unitary operators V and W , the infinite-
temperature out-of-time-ordered correlator (CV,W (t)) and the CGP (CB (·)) are related as
CV,W (t) = 2CBV (Ut ◦ VBV→BW )−
2
d
Re
 ∑
j 6=l,k 6=m
v∗jw
∗
kvlwmTr
(
Π˜k(t)ΠjΠ˜m(t)Πl
) . (20)
Proof. Consider the infinite-temperature OTOC, C(β=0)V,W (t) =
1
d Tr
(
[V,W (t)]
†
[V,W (t)]
)
. Then, plugging in the spectral
decomposition of V,W , that is, V =
∑
j
vjΠj ,W (t) =
∑
j
wjΠ˜j(t), we have
CV,W (t) =
1
d
∑
j,k,l,m
v∗jw
∗
kvlwm Tr
([
Πj , Π˜k(t)
]† [
Πl, Π˜m(t)
])
.
Then, extracting the j = l and k = m terms, we have,
CV,W (t) =
1
d
∑
j,k
|vj |2 |wk|2 Tr
([
Πj , Π˜k(t)
]† [
Πj , Π˜k(t)
])
+
1
d
∑
j 6=l,k 6=m
v∗jw
∗
kvlwm Tr
([
Πj , Π˜k(t)
]† [
Πl, Π˜m(t)
])
.
(C16)
Since, V,W are unitary, we have, |vj |2 = 1 = |wj |2 ∀j ∈ {1, 2, · · · , d}. Therefore,
CV,W (t) =
1
d
∑
j,k
Tr
([
Πj , Π˜k(t)
]† [
Πj , Π˜k(t)
])
+
1
d
∑
j 6=l,k 6=m
v∗jw
∗
kvlwm Tr
([
Πj , Π˜k(t)
]† [
Πl, Π˜m(t)
])
. (C17)
Then, recalling Eq. (19), we have,
CV,W (t) = 2CBV (Ut ◦ VBV→BW ) +
1
d
∑
j 6=l,k 6=m
v∗jw
∗
kvlwm Tr
([
Πj , Π˜k(t)
]† [
Πl, Π˜m(t)
])
, (C18)
where VBV→BW is the intertwiner connecting the bases BV to BW as VBV→BW (Πj) = Π˜j ∀j ∈ {1, 2, · · · , d}.
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Next, we would like to simplify the second term of the summation. For this, note that
Tr
([
Πj , Π˜k(t)
]† [
Πl, Π˜m(t)
])
= Tr
({
Π˜kΠj −ΠjΠ˜k
}{
ΠlΠ˜m − Π˜mΠl
})
(C19)
= Tr
(
Π˜kΠjΠlΠ˜m
)
− Tr
(
Π˜kΠjΠ˜mΠl
)
− Tr
(
ΠjΠ˜kΠlΠ˜m
)
+ Tr
(
ΠjΠ˜kΠ˜mΠl
)
(C20)
= δkmδjl Tr
(
ΠjΠ˜k
)
− Tr
(
Π˜kΠjΠ˜mΠl
)
− Tr
(
ΠjΠ˜kΠlΠ˜m
)
+ δjlδkm Tr
(
ΠjΠ˜k
)
(C21)
= 2δkmδjl Tr
(
ΠjΠ˜k
)
− 2Re
{
Tr
(
Π˜kΠjΠ˜mΠl
)}
. (C22)
The summation indices for the second term are j 6= l OR k 6= m, which has three possibilities: j 6= l and k 6= m, j 6= l but k =
m, and finally, j = l but k 6= m. In each case, the product of delta functions, δkmδjl vanishes and we are left with the second
term only. Therefore,
CV,W (t) = 2CBV (Ut ◦ VBV→BW )−
2
d
Re
 ∑
j 6=l,k 6=m
v∗jw
∗
kvlwm Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
) , (C23)
where we emphasize that the indices of the summation have the three possibilities listed above.
The relation between FV,W (t) and CBV is obtained simply by using CV,W (t) = 2 (1−Re {FV,W (t)}). This completes the
proof. 
Proof of Theorem 4
Theorem 4. The coherence-generating power averaged over the Gaussian Unitary Ensemble (GUE) is upper bounded by the
four-point spectral form factor as〈
CB
(
e−iHt
)〉
GUE
≤ 1− 1
d(d+ 1)(d+ 2)(d+ 3)
∑
k,l,m,n
∫
dλρ(4) (λk, λl, λm, λn) e
−i(λk+λl−λm−λn)t
︸ ︷︷ ︸
R4
. (29)
Moreover, the bound is tight for short times.
Proof. Let Sˆ be the SWAP operator defined in Eq. (C33). Then,
CB
(
e−iHt
) ≤ 1− 1
d
∑
j
Tr
(
PjUPjU
†)2 (C24)
= 1− 1
d
∑
j
Tr
(
Pj
⊗2U⊗2Pj⊗2U†
⊗2)
(C25)
= 1− 1
d
∑
j
Tr
(
SˆP⊗4j
(
U⊗2 ⊗ U†⊗2
))
(C26)
= 1− 1
d
∑
j
∑
k,l,m,n
Tr
(
P⊗4j V
⊗4 (Pk ⊗ Pl ⊗ Pm ⊗ Pn)
)× e−i(Ek+El−Em−En)t, (C27)
where in the first inequality, we have dropped the off-diagonal terms in the CGP, that is, using CB (U) =
∑
j,k Tr
(
ΠjUΠkU
†)2
and only keeping the terms with j = k. And, in the last line we have plugged in U =
∑
k
e−iEktV PkV †, where V(·) = V (·)V †
is the unitary intertwiner connecting the Hamiltonian eigenbasis with the basis B.
In the following we will make a simple change of notation for both convenience and consistency with other works: Ej 7→ λj .
Now, recall that for GUE, we have, P (H) ∝ exp (−d2 Tr (H2)), therefore,∫
dHP (H) =
∫
dλP (λ)×
∫
dV, (C28)
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where the average decomposes into the eigenvalues and the eigenvectors. Recall that V is Haar-distributed. Then,
P (λ) = c |∆(λ)|2 e
− d2
∑
j
λ2j
, where ∆(λ) ≡
∏
1≤j<k≤d
(λj − λk) is the Vandermonde matrix. (C29)
Then,
〈
CB(e
−iHt)
〉
GUE
≤ 1− 1
d
∑
j
∑
k,l,m,n
(∫
dλP (λ)e−i(λk+λl−λm−λl)t ×
∫
dV Tr
(
P⊗4j V⊗4 (Pk ⊗ Pl ⊗ Pm ⊗ Pn)
))
.
(C30)
Notice that if λj = λk for any j, k then ∆(λ) = 0. Therefore, in the summation
∑
k,l,m,n
, we only need to consider λk 6= λl 6=
λm 6= λn. Then, one can show that,
∫
dV Tr
(
P⊗4j V⊗4 (Pk ⊗ Pl ⊗ Pm ⊗ Pn)
)
= 1d(d+1)(d+2)(d+3) ; see Ref. [86] for integrals
of this form. Therefore,〈
CB
(
e−iHt
)〉
GUE
≤ 1− 1
d(d+ 1)(d+ 2)(d+ 3)
∑
k,l,m,n
∫
e−i(λk+λl−λm−λn)tP (λ)dλ︸ ︷︷ ︸
R4
. (C31)
To understand the short-time behavior, note that since we are ignoring the off-diagonal terms, then, at t = O(), the contribution
from the off-diagonal terms scales as O(4), and therefore, the bound is tight at small times. 
Proof of Theorem 5
Theorem 5. The Haar-averaged OTOC is given by
〈CV,W (t)〉Haar =
2(d− 1)
(d+ 1)
+
2
d2(d2 − 1)Re
 ∑
j 6=l and k 6=m
v∗jw
∗
kvlwm
− 2d(d+ 1)Re
∑
j 6=l
v∗j vl +
∑
k 6=m
w∗kwm
 (30)
Proof. First, note that using Theorem 3, we can Haar-average the CGP and the “off-diagonal” terms independently. Following
Refs. [33, 66], we have that
〈CB (U)〉Haar =
(d− 1)
(d+ 1)
. (C32)
Now, for the “off-diagonal” term, let us look at terms of the form Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
)
. Let H = HA ⊗ HA′ , where
HA ∼= HA′ , that is, we take two copies of the Hilbert space. The SWAP operator acting on this doubled space is defined as,
Sˆ =
∑
i,j
|i〉A〈j| ⊗ |j〉A′〈i|. (C33)
It is easy to show that Tr (XY ) = Tr
(
SˆX ⊗ Y
)
, which we use in the following (and variants thereof). Then,
Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
)
= Tr
(
ΠlΠ˜k(t)⊗ΠjΠ˜m(t)Sˆ
)
(C34)
= Tr
(
(Πl ⊗Πj)
(
Π˜k(t)⊗ Π˜m(t)
)
Sˆ
)
= Tr
(
(Πl ⊗Πj)U⊗2t
(
Π˜k ⊗ Π˜m
)
Sˆ
)
. (C35)
Then, to Haar-average the above term, we collect a few results,
〈U⊗2 (X)〉
Haar
=
1
2
(
I+ Sˆ
)
d(d+ 1)
Tr
((
I+ Sˆ
)
X
)
+
1
2
(
I− Sˆ
)
d(d− 1) Tr
((
I− Sˆ
)
X
)
. (C36)
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Now, taking X = Π˜k ⊗ Π˜m, we have,
Tr
((
I± Sˆ
)
Π˜k ⊗ Π˜m
)
= 1± δkm. (C37)
Then, 〈
Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
)〉
Haar
(C38)
= Tr
(
(Πl ⊗Πj)
〈
U⊗2t
(
Π˜k ⊗ Π˜m
)〉
Haar
Sˆ
)
. (C39)
Using,
(
I± Sˆ
)
Sˆ =
(
Sˆ ± I
)
, we have, Tr
(
(Πl ⊗Πj)
(
Sˆ ± I
))
= δlj ± 1.
Putting everything together, and recalling that the “off-diagonal” term has the form∑
j 6=l,k 6=m
v∗jw
∗
kvlwm Tr
(
Π˜k(t)ΠjΠ˜m(t)Πl
)
, where, we recall that the indices have the form j 6= l OR k 6= m.
Then, for different choices of indices, we have,
For j 6= l and k 6= m : 1
2d(d+ 1)
− 1
2d(d− 1) = −
1
d(d2 − 1) , (C40)
For j 6= l and k = m : 1
d(d+ 1)
, (C41)
For j = l and k 6= m : 1
d(d+ 1)
. (C42)
Combining with the phases, we have,
2
d(d2 − 1)Re
 ∑
j 6=l and k 6=m
v∗jw
∗
kvlwm
− 2d(d+ 1)Re
 ∑
j 6=l,k=m
|wk|2 v∗j vl
− 2d(d+ 1)Re
 ∑
j=l,k 6=m
|vk|2 w∗kwm

(C43)
Then, since V,W are unitaries, |wk|2 = 1 = |vk|2 ∀k ∈ {1, 2, · · · , d}. Therefore, the above term becomes,
2
d(d2 − 1)Re
 ∑
j 6=l and k 6=m
v∗jw
∗
kvlwm
− 2d(d+ 1)Re
∑
j 6=l
v∗j vl +
∑
k 6=m
w∗kwm
 (C44)
Collecting the CGP and “off-diagonal” terms together, we have
〈CV,W (t)〉Haar =
2(d− 1)
(d+ 1)
+
2
d(d2 − 1)Re
 ∑
j 6=l and k 6=m
v∗jw
∗
kvlwm
− 2d(d+ 1)Re
∑
j 6=l
v∗j vl +
∑
k 6=m
w∗kwm
 . (C45)

Proof of Theorem 6
Theorem 6. The short-time growth of the CGP is connected to the variance of the Hamiltonian as
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
=
1
d
d∑
j=1
varj (H) , (31)
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where varj(H) ≡ 〈H2〉Πj − 〈H〉2Πj is the variance of the Hamiltonian in the eigenstate Πj . Moreover, the following bounds
hold:
1
d
d∑
j=1
varj (H) ≤ ‖H‖
2
2
d
∥∥1−XT (B,BH)X(B,BH)∥∥∞
≤ ‖H‖2∞ q(B,BH)
(32)
where, [X(B,BH)]j,k ≡ Tr (ΠjPk) and q(BH ,B0) ≡
∥∥1−XT (B,BH)X(B,BH)∥∥∞.
Proof. Using Proposition 1 of Ref. [33], we have,
CB(Ut) = 1− 1
d
∑
j,k
Tr (ΠjΠk(t)ΠjΠk(t)) , where Πj(t) ≡ Ut(Πj), (C46)
= 1− 1
d
∑
j,k
Tr
(
(Πj ⊗Πj)U⊗2t (Πk ⊗Πk) Sˆ
)
, (C47)
where Sˆ is the SWAP operator on the doubled Hilbert space defined in Eq. (C33).
Now, recall that the time evolution superoperator can be expanded at short times as,
Ut ≈ I − iHt− 1
2
H2t2 + · · · (C48)
where I is the Identity superoperator andH(X) ≡ [H,X]. Therefore,
U2t ≈ I ⊗ I − it (H⊗ I + I ⊗H)−
t2
2
(H⊗ I + I ⊗H)2 + · · · (C49)
Let us consider the various terms in the short-time expansion of the doubled evolution.
Zeroth order:
Tr
(
(Πj ⊗Πj) I⊗2 (Πk ⊗Πk) Sˆ
)
= Tr
(
ΠjΠk ⊗ΠjΠkSˆ
)
= δjkδjk. (C50)
=⇒ 1
d
∑
j,k
Tr (· · · ) = 1. (C51)
Therefore, the zeroth order term is one.
First order:
Tr
(
Π⊗2j (H⊗ I + I ⊗H) Π⊗2k Sˆ
)
(C52)
= Tr
(
Π⊗2j (H⊗ I) Π⊗2k Sˆ
)
+ Tr
(
Π⊗2j (I ⊗H) Π⊗2k Sˆ
)
(C53)
Let us consider the first term in the summation: = Tr
(
ΠjH(Πk)⊗ΠjΠkSˆ
)
(C54)
= Tr (ΠjH(Πk)ΠjΠk) = δjk Tr (ΠjH(Πk)) = Tr (ΠjH(Πj)) = 0. (C55)
The same holds for the second term in the summation above. Therefore, the linear term is zero.
Second order:
Tr
(
Π⊗2j (H⊗ I + I ⊗H)⊗2 Π⊗2k Sˆ
)
= Tr
(
Π⊗2j
(H2 ⊗ I + I ⊗H2 + 2H⊗H)Π⊗2k Sˆ) (C56)
= 2 Tr
(
Π⊗2j (H⊗ I +H⊗H) Π⊗2k Sˆ
)
, (C57)
where, the last equality follows from a simple symmetry argument.
Note thatH2 ⊗ I (X ⊗ Y ) = [H, [H,X]]⊗ Y andH⊗H (X ⊗ Y ) = [H,X]⊗ [H,Y ]. Therefore,
H2 ⊗ I(Πk ⊗Πk) = [H, [H,Πk]]⊗Πk = {H (HΠk −ΠkH)− (HΠk −ΠkH)H} ⊗Πk (C58)
=
(
H2Πk − 2HΠkH + ΠkH2
)⊗Πk. (C59)
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Plugging this back into the trace, we have,
Tr
(
Π⊗2j
(H2 ⊗ I)Π⊗2k Sˆ) (C60)
= Tr
(
Π⊗2j
(
H2Πk − 2HΠkH + ΠkH2
)⊗ΠkSˆ) (C61)
= δjk Tr
(
Πj
(
H2Πk − 2HΠkH + ΠkH2
))
(C62)
= Tr
(
Πj
(
H2Πk − 2HΠkH + ΠkH2
))
(C63)
= 2
(
Tr
(
ΠjH
2Πj
)− (Tr (ΠjH))2) (C64)
= 2varj(H), where varj(H) ≡
〈
H2
〉
Πj
− 〈H〉2Πj . (C65)
Now, we need to look at theH⊗H term.
Tr
(
Π⊗2j [H,Πk]⊗ [H,Πk] Sˆ
)
= Tr (Πj [H,Πk] Πj [H,Πk]) (C66)
= Tr ((ΠjHΠk −ΠjΠkH) (ΠjHΠk −ΠjΠkH)) = 0. (C67)
That is, theH⊗H term is zero.
Therefore, putting everything together, we have,
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
=
1
d
d∑
j=1
varj (H) . (C68)

1. Proof of short-time growth of local vs. nonlocal Hamiltonian, Equation 33, Equation 34
From Eq. (33), we have, for the local Hamiltonian, Ha =
L∑
j=1
σxj , we want to show that
1
‖Ha‖2∞
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
=
1
L
, (C69)
Since each term in the Hamiltonian commutes,
[
σxj , σ
x
k
]
= 0 and is unitary, it is easy to show that ‖H‖∞ = L. And, to
compute 12
d2CB(Ut)
dt2
∣∣∣∣
t=0
, we can use its equality with 1d
d∑
j=1
varj (H). Then, we note that,
1
d
d∑
j=1
varj(H) =
1
d
 d∑
j=1
Tr
(
H2Πj
)− d∑
j=1
(Tr (HΠj))
2
 = 1
d
Tr (H2)− d∑
j=1
H2jj
 , (C70)
where Hjj = 〈j|H|j〉. It is a simple calculation to show that Tr
(
H2a
)
= Ld and Ha,jj = 0 ∀j. Combining everything
together, we obtain the desired result.
Similarly for the nonlocal Hamiltonian, Hb = ⊗Lj=1σxj , we have,
1
‖Hb‖2∞
1
2
d2CB(Ut)
dt2
∣∣∣∣
t=0
= 1. (C71)
Since Hb is a unitary operator, we have, ‖Hb‖∞ = 1. And, it is a simple calculation to show that Tr
(
H2b
)
= d and Hb,jj = 0.
Putting everything together, we have the desired result.
