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The crystal structures of potassium and cesium bistrifluoroacetates, KH(CF3COO)2 and
CsH(CF3COO)2, respectively, were determined at room and cryogenic temperatures with the single
crystal neutron diffraction technique. The crystals belong to the monoclinic space groups, I2/a and
A2/a, respectively, and there is no evidence of any structural phase transition. In both crystals,
trifluoroacetate entities in centrosymmetric dimers are linked by very short hydrogen bonds lying
across a center of inversion. The thermal parameters provide no evidence of any double minimum
potential for hydrogen bond protons. Single-minimum potentials were determined via best fitting
to the inelastic neutron scattering spectral profiles of the stretching vibrations. They comprise a
narrow well for the ground state and a very broad quasi-harmonic well for excited states. The
spread out of the wave functions of these states shows that protons are no longer confined between
the oxygens. Presumably, they are attracted by the lone-pairs of oxygen atoms. These potential
emphasize the covalent nature of the OO bond and the ionic character of the hydrogen bond proton.
Keywords: Single crystals neutron diffraction, inelastic neutron scattering, hydrogen bond, proton dynamics
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I. INTRODUCTION
Hydrogen bonds are ubiquitous in Nature, so the concept of hydrogen bonding is of fun-
damental importance in many disciplines across physics, chemistry, and biology. However,
there are many unresolved problems about the quantum nature of this particular chemical
bond.1–5 The enormous range of energy, from about 2 to 40 kcal mol−1, may be part of
the difficulty, for hydrogen bonds might be not amenable to a single concept. In particu-
lar, current controversies are focussed on very strong hydrogen bonds OHO (VSHB) whose
lengths are shorter than ≈ 2.45 A˚.6–10 These bonds exhibit exceptional physical and chem-
ical properties. In addition, the possible role of VSHB’s in enzymatic catalysis broadens
their potential significance.11–18 The purpose of this present paper is to enlighten on some
structural and dynamical features of these bonds.
It is a widespread opinion that structural,7–10 dynamical,19 and magnetic16,20–22 properties
of VSHB’s in crystals are inconsistent with the relatively long-range attraction, predomi-
nantly electrostatic in nature, attributed to weak hydrogen bonds. Gilli et al.,8–10 or Tian
and Li,23 have suggested a resonance between covalent structures (e.g., O—H· · ·O ←→
O· · ·H—O), but Sørensen et al.24 have opposed a counterexample to this view.
From the dynamical viewpoint, one can distinguish “single well hydrogen bonds” (SWHB)
and “low barrier hydrogen bonds” (LBHB),12–14,21,22 depending on the shape of the potential
for protons moving along the O· · ·O direction. (In the present paper, this coordinate is xa
and the eigen state vector |xa〉n is at hνan.) These potentials could explain different chemical
reactivities, for example isotopic fractionation factors,21 but experimental or theoretical
evidences are rather scarce.
The prototypical intramolecular strong-symmetric hydrogen bond (SSHB) in the crystal
of potassium hydrogen maleate, KH(OOC-CH=CH-COO), or KHM, has been thoroughly
investigated with X-ray or neutron diffraction,25–27 infrared and Raman,28–31 inelastic neu-
tron scattering (INS),27,32–34 NMR,35,36 and calorimetry.37 The linear hydrogen bond is very
short (ROO = 2.427(1) A˚ at 5 K) and crystallographically symmetrical. The probability
density of the hydrogen bond proton located at the center, visualized as a thermal ellipsoid,
accords with a single-well. INS spectra of single-crystals of various H/D derivatives have
revealed a large number of |xa〉n states (at least 7 between 500 and 1300 cm−1) consistent
with a symmetric funnel-shaped potential (Fig. 1). To the best of our knowledge, this
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potential has never been confronted with theoretical quantum chemistry, so the interpre-
tation is circumstantial. Wilson et al.,38 using plane-wave density functional theory, have
calculated the potential energy in this crystal, but only for a very limited range of proton
displacements (∆xa ≈ ±0.1 A˚) that cannot make any contact with the funnel shape.39 On
the other hand, calculations of the isolated maleate ion lead to a LBHB at variance with the
crystal structure.38,40,41 We are not aware of any theoretical modelling of very large proton
displacements (∼ 2 A˚) for KHM in the crystal field.
To the best of our knowledge, the funnel-potential of KHM is unique. Could it be of
general relevance to SSHB’s? That is the question at issue in this present paper. This
question is controversial since a new intramolecular VSHB (ROO = 2.388(5) A˚ at 20 K)
has been reported in the crystal of 4-cyano-2,2,6,6-tetramethyl-3,5-heptanedione (4CTH).22
In contrast to KHM, the hydrogen bond is not linear (rOH ≈ 1.22 A˚, ÔHO ≈ 157◦) and,
needless to say, non centrosymmetric. An INS band at 371 cm−1, tentatively assigned to
|xa〉1, along with solid-state NMR measurements, were regarded as possible evidences of a
LBHB. However, there are solid counterarguments to this conclusion. (i) These authors point
out that “the neutron [diffraction] data better fit a single anisotropic thermal ellipsoid...”,
so a single-well is more plausible, even though the academic case of a potential barrier
below the zero-point energy cannot be excluded. (ii) The same authors report that ab initio
calculations of the isolated molecule lead to an imaginary frequency suggesting a potential
barrier at the center. However, such calculations are not conclusive. For example, they lead
to a LBHB for the isolated maleate ring that is at variance with the SWHB observed in
the crystal. One cannot exclude the important role of the crystal field in the calculation
of the optimized geometry. In addition, spectroscopic observables are representative of an
effective potential that can be different from the Born-Oppenheimer potential. (iii) The INS
spectra were measured only below 640 cm−1, so it is unknown whether higher transitions
corroborate a double-well. (iv) Even for the methyl deuterated derivative, the neutron flux
scattered by all atoms is much greater than that scattered by the single hydrogen bond
proton, so the contrast of intensities is not sufficient to establishing an assignment scheme.
(v) The invaluable information provided by infrared and Raman is missing. These numerous
drawbacks show that the band assignment and the double-well proposed by these authors
deserve reservations. Furthermore, it is widely accepted that the potential barrier and
the hydrogen bond length should decrease simultaneously. A double-well for a hydrogen
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bond shorter than that in KHM would be therefore rather odd, unless it would be due to
the nonlinear OHO geometry. Unfortunately, the large number of tetramethyl groups is a
serious hurdle for further INS studies of this interesting system.
In the present paper, in order to fully exploit the contrast of intensities for infrared, Ra-
man, and INS, we consider crystals in which hydrogen bond protons are singled out. Potas-
sium, or cesium, hydrogen bistrifluoroacetate, KH(CF3COO)2, (KTFA), or CsH(CF3COO)2,
(CTFA), are known examples of “intermolecular” SSHB’s.42 At room temperature, triflu-
oroacetate dimers, H(CF3COO)
−
2 , are linked by crystallographically symmetric hydrogen
bonds with ROO = 2.435(7) A˚ or 2.38(3) A˚, respectively. The vibrational spectra of these
salts at a very low temperature19,43,44 evidence several |xa〉n states in the same frequency
range as for KHM (500-1100 cm−1), but with quite different profiles of intensity. In a pre-
vious work,44 it was suggested that CTFA could be a LBHB case, but there is no neutron
diffraction data to support this proposal. We report below single-crystal neutron diffrac-
tion measurements consistent with single-wells for protons at any temperature. This result
prompts us to revisit the vibrational spectra and we propose a funnel-potential largely in-
spired by that shown in Fig. 1, but not quite the same. We tentatively rationalize these
various potentials with bare protons H⊕ weakly bound to ⊖O——O⊖ bonds.
This paper is organized as follows. The crystal structures at room and cryogenic tem-
peratures are presented in Section II. In Section III, we propose an assignment scheme for
the |xa〉n states based on infrared, Raman and INS spectra. In Section IV, we elaborate
on the theoretical framework for proton dynamics, we determine the best potential, and we
examine some consequences to the quantum nature of SSHB’s.
II. CRYSTAL STRUCTURES
Single crystals were obtained by slow crystallization from aqueous solutions. Approx-
imately cubic samples (3 × 3 × 3 mm3) were loaded into aluminum containers and then
mounted in a cryostat. Measurements (see Table I) were carried out with the Stoe four-
circle diffractometer 5C2 at the Orphe´e reactor (Laboratoire Le´on-Brillouin).45 Data analysis
was carried out with the computer package CRYSTALS.46,47 Absorption corrections were ig-
nored.
The structures at room temperature are similar to those previously determined with X-
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rays.42 At low temperatures, the lattice parameters (Table I) and the positional parameters
(Tables II and III) are not significantly changed. There is no evidence of any phase tran-
sition or proton disorder. The potassium and cesium salts belong to the I2/a and A2/a
monoclinic space groups, respectively, both with four dimer entities in the unit cell. The
crystallographically equivalent TFA’s of a dimer are linked by short linear hydrogen bonds
lying across a center of inversion (Figs 2 and 3) The conformations of the TFA entities are
quite different for the two salts: a C—F bond is trans to the C2O2 bond for KTFA, while
a C—F bond is perpendicular to the carboxylic plane for CTFA. At room temperature, all
temperature factors increase substantially (see Table IV, Fig. 2, and Table V, Fig. 3). They
are 10-15 times greater for heavy atoms and only 3-5 times greater for protons. For heavy
atoms, the ellipsoids suggest librations around the C—C bonds.
Hydrogen bond lengths are identical at low temperature, ROO = 2.436(3) A˚ for KTFA
or 2.436(4) A˚ for CTFA, and very close to ROO = 2.427(1) A˚ for KHM. Differences of
about twice the variance are not significant. These SSHB’s are therefore unaffected by the
crystal stacking, or the TFA conformation, or resonance within the maleate ring. At room
temperature, ROO = 2.432(3) A˚ for KTFA and 2.444(2) A˚ for CTFA. These temperature
effects are not significant, compared to the estimated variances. The difference between
the two salts is smaller than that previously determined with X-rays.42 This is likely a
consequence of the huge X-ray cross-section of Cs atoms.
There is no evidence of any splitting of the proton sites that could suggest a double-well
and the thermal factors at low temperatures are consistent with a quasi-harmonic single-well
for the ground state. Supposing an oscillator mass of 1 amu (see below Sec. IV), the mean-
square amplitudes for the three proton modes at frequencies about 800 cm−1 (νa), 1250
cm−1 (out-of-plane bending, γ), and 1600 cm−1 (in-plane bending, δ),44 are u20ν ≈ 0.021
A˚2, u20γ ≈ 0.013 A˚2, u20δ ≈ 0.010 A˚2. The averaged value 〈u20〉 ≈ 0.015 A˚2 compares to the
thermal factors U(iso) = 0.0166 A˚2 in Tables II and III, or, equivalently, to the averaged
anisotropic factors U = (U11 + U22 + U33)/3 ≈ 0.017 A˚2 in Tables IV and V. The difference
U − 〈u20〉 ≈ 0.002 A˚2 is similar to the thermal parameters for oxygen atoms. There is no
evidence of any double-well.
It is noticeable that the thermal factors for protons at room temperature are very close
to the sum of the thermal factors determined at low temperature and those for O atoms
at room temperature. Figs 2 and 3 show that the thermal ellipsoids for O atoms are very
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small at low temperatures, compared to those for protons, while at room temperature the
thermal ellipsoids for protons and oxygens are similar. This suggests that the mean-square
amplitudes for protons are largely temperature independent and temperature effects arise
from primarily convolution with the probability density of O atoms. This is consistent with
rather deep wells for protons, such that the populations of excited states remain negligible
at room temperature. There is therefore no evidence of any double-well, even at room
temperature. On the other hand, the thermal population of phonons at low frequencies
should account for the increase of the thermal factors of heavy atoms at room temperature.
III. INS BAND PROFILES
INS band intensities are proportional to the nuclear cross-sections for incoherent scat-
tering, on the one hand, and to the scattering function, on the other.48 The incoherent
cross-section is rather large for protons (σH ≈ 80 b) and negligibly small for all other nuclei
under consideration. The scattering function S(Q, ν) depends on the neutron momentum
transfer vectorQ = k0−kf , defined by the initial, k0, and the final, kf , wave vectors, and on
the energy transfer hν. With the TFXA-spectrometer utilized in Ref. [44], only scattering
events corresponding to the maximum of the scattering function for harmonic bare protons
are counted (see Appendix).
The previously reported INS spectra of the two salts are very similar.44 The γHmodes give
narrow single bands at ≈ 1225 cm−1 (KTFA) or ≈ 1260 (CTFA) and overtones at ≈ 2450
cm−1 (KTFA) or ≈ 2515 cm−1 (CTFA), consistent with quasi-harmonic oscillators. The
intensity ratios I0−→2/I0−→1 accord with an oscillator mass of ≈ 1 amu. The full widths at
half maximum (FWHM) of ≈ 50 cm−1 are representative of the density-of-states, convoluted
with the spectrometer resolution (∆ν/ν ≈ 0.02) that is ∆ν ≈ 25 cm−1 at 1250 cm−1. The
upper bound for the frequency dispersion (FWHM −∆ν ≈ 25 cm−1) accords with rather
small coupling terms between protons. Similarly, the δH modes show single bands at ≈ 1600
cm−1 (FWHM ≈ 70 cm−1) for both salts. For KTFA, the weak overtone at ≈ 3200 cm−1
is also consistent with a quasi-harmonic oscillator with m ≈ 1 amu. (The overtone is not
clearly observed for CTFA, presumably because of larger statistical errors.)
In marked contrast to the bending modes, the stretching show broad profiles, composed of
partially resolved sub-bands between 500 and 1100 cm−1, which cannot be rationalized with
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a quasi-harmonic model (see Fig. 4). Tentative decompositions with gaussian components
are very similar for the two salts (Fig. 4 and Table VI). Only one component at ≈ 850 cm−1
for CTFA is not visible for KTFA. Such similar profiles for quite different crystal structures
suggest that the crystal-field is not the main band splitting factor. Further information can
be sorted out of the Infrared and Raman spectra.
In the infrared, the γH’s are rather weak and the δH’s are practically invisible. The
spectra are dominated by narrow bands, due to TFA entities, superimposed to the very
broad stretching profiles. The maxima of intensity at ≈ 800 cm−1 coincide with those
observed with INS. Above 1000 cm−1, there are long tails of continuous intensity, extending
up to at least 2000 cm−1, which are not observed with INS. The broader profiles observed in
the infrared, at the Brillouin-zone center, compared to INS, for the whole density-of-states,
confirm that dispersion is not the main band shaping mechanism. In fact, weak dynamical
coupling is in line with the rather large proton-proton distances in the crystals. (The shortest
distances are 4.34 A˚ for KTFA and 6.72 A˚ for CTFA.)
The Raman spectra are exclusively due to the TFA entities, while proton modes are
invisible. For KTFA, the strong Raman bands at 850-854 cm−1, analogous to that observed
for CTFA,44 suggest that the INS counterpart should exist, although it is not resolved.
The assignment scheme in Table VII, is based on the contrast of intensities measured
with INS, infrared and Raman. (The dubious component above 1000 cm−1 is ignored.)
INS components visible in Raman are assigned to TFA modes acquiring INS intensity via
resonance with proton states (see below). The other sub-bands are associated with |νa〉n
states. Owing to the spectrometer resolution ranging from ≈ 10 to 20 cm−1, the intrinsic
bandwidths should be much less than the FWHM’s in Table VII. Such narrow components
are consistent with long-live stationary states.
IV. PROTON DYNAMICS
Within the framework of the Born-Oppenheimer approximation, the vibrational Hamil-
tonian can be partitioned as
Hv = HH +Hat + CHat, (1)
where HH and Hat represent protons (H⊕) and heavy atoms, respectively, while CHat cou-
ples the subsystems. For OHO hydrogen bonds, the dominant coupling term between νOH
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and νOO can be evaluated from the slope S = ∆νOH/∆ROO of the empirical correlation
νOH(ROO).
10,19 According to Novak,19 the slope increases continuously as ROO decreases:
S ≈ 1500 cm−1A˚−1 for weak hydrogen bonds (ROO > 2.7 A˚); S ≈ 5000 cm−1A˚−1 for in-
termediate hydrogen bonds (ROO ≈ 2.6− 2.7 A˚); S ≈ 12000 cm−1A˚−1 for strong hydrogen
bonds (ROO < 2.6 A˚). This strong coupling is widely recognized as an important band
shaping factor.3,49–52
However, we argue that the slope for strong hydrogen bonds should not be extrapolated
for VSHB’s without caution because there is no known example of hydrogen bonds with
ROO significantly shorter than ≈ 2.4 A˚ and stretching frequency much lower than ≈ 500
cm−1. [For the time being, we put aside the dubious assignment at 371 cm−1 for 4CTH22
(see above).] We posit that the stretching frequency reaches a minimum value for VSHB’s
like those in TFA’s or KHM, so the leading coupling term in (1) vanishes (S ≈ 0) and pro-
ton dynamics are only weakly coupled to oxygen atoms. In the zeroth-order approximation,
the spectral profile is representative of the potential function along the stretching coordi-
nate, say V(xa), and weak coupling terms with other degrees of freedom can be treated as
perturbations. (Note that the potential function for KHM was determined on this basis.27)
A. Resonance
Weak coupling terms account for INS intensities of the otherwise invisible TFA modes.
Within the framework of the adiabatic separation of HH and Hat53,54 the ground-state vector





where xa, y, z are proton coordinates, while Xi, Yi, Zi, are normal coordinates for heavy
atoms. When an excited proton state, say |xa〉n, is close enough to a heavy atom state,
|Ai〉Ni (Ai = Xi, Yi, Zi), weak coupling terms lead to state mixing (resonance). Within the
framework of first order perturbation theory, the energies of the uncoupled states are shifted
apart and the mixed vector states can be written as
|1〉 = α|xa〉n + β|Ai〉Ni,
|2〉 = −β|xa〉n + α|Ai〉Ni,
(3)
with α2 + β2 = 1. The INS intensity of the transition to the unperturbed state, |xa〉0 −→
|xa〉n, is distributed among transitions |xa〉0 −→ |1〉 and |xa〉0 −→ |2〉 with relative intensities
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proportional to α2 and β2, respectively. Such resonances are more likely to occur among
the numerous |xa〉n states than with the quasi harmonic bending states. In addition, more
than two states can be eventually mixted, but we do not need to elaborate any further, as
our purpose is limited to a qualitative interpretation.
The INS intensities of the components at 527 and 559 cm−1 in Table VI are thus attributed
to resonances with TFA modes. These intensities are added to the 0 −→ 1 transition (Table
VII) and the resonance induced frequency shift is neglected. Similarly, the intensity of the
0 −→ 2 transition is the sum of intensities for components 4, 5, 6. This grouping is likely not
unique and possible resonances with other TFA modes below 500 cm−1 are ignored. This
leads to unavoidable uncertainties for relative intensities and unperturbed levels. A very
similar assignment scheme could be proposed for CTFA.
B. Potential function
By analogy with the funnel-shaped potential of KHM, V(xa) (Fig. 5) is represented with
a narrow gaussian well, imposed by the 0 −→ 1 transition at 601 cm−1, and a broad quasi
harmonic potential, shifted off-center, consistent with the energy-level spacing (/ 100 cm−1)
for higher excited states and with the observed relative intensities as:
V(xa) = −axa + bx2a − cx3a − d exp(−fx2a). (4)
In addition to the gaussian and harmonic wells, the linear term is crucial to adjusting relative
intensities, and the cubic term accounts for anharmonic corrections to the upper energy
levels. For the sake of definiteness, the number of parameters is set equal to the number of
observed transitions. Note that this model potential cannot account for the continuum of
infrared intensity that could be due to unbound states.
Eigen states were calculated with the variational method (see Appendix) and the coef-
ficients were adjusted via least square fitting exercises. The maximum deviation of ≈ 2%
(Table VII) is comparable to the spectrometer resolution and within the bandwidths. The
calculated intensities are in qualitative agreement with observations, so the eigen functions
should be reasonably well calculated. Needless to say, the potential shape is imposed by
the assignment scheme, so additional terms in (4), or alternative grouping of intensities,




The wave function in the ground state is practically symmetrical with respect to the
center, in accordance with the crystal structure. In addition, the mean square amplitude
(the variance of the gaussian-like squared wave function, u20a ≈ 0.02 A˚2) is comparable to the
thermal parameters at low temperatures (Table IV). It is worthy of note that a double-well
with a barrier height below the ground state would increase u20a beyond the limit imposed
by the thermal factor. At room temperature, the population of excited states (≈ 5%)
should give a diffuse probability density too weak to be visible with the precision of neutron
diffraction.
In the excited states, the spatial extension of the wave functions is much greater than
ROO, so the proton is no longer confined between the O atoms. For KHM, it was speculated
that the hydrogen bond could be broken at a rather modest energy cost, thanks to the
internal strain of the ring.27 However, this view was not confirmed with DFT calculations.23
Furthermore, there is no internal strain for intermolecular SSHB’s, so this option must be
abandoned.
Upon the assumption that the bond is not broken by vibrational excitations, the mean
position 〈x2a〉
1
2 ≈ 1 A˚ in the excited states of KTFA suggests that the proton is localized
around one of the two oxygens. It seems to be weakly bound to the lone-pairs via the over-
lap between vibrational wave functions and electron orbitals. Similarly, the delocalized wave
functions in the upper symmetrical well of KHM (Fig. 1) could overlap the lone-pairs of the
two oxygens. The schemes presented in Fig. 6 suggest a correlation between the potential
asymmetry/symmetry and the spatial orientation of the lone-pairs. For intermolecular hy-
drogen bonds, lone pairs pointing to opposite directions lead to localization of the excited
proton states around either of the two oxygens, hence an asymmetric potential. Alterna-
tively, lone-pairs in the plane of the maleate ring lead to delocalization over the two oxygens
and a symmetric potential.
If oxygens are thought of as hard spheres, the spread out of the wave functions along xa
is possible if large displacements occur simultaneously perpendicular to the OO direction.
Vibrational spectra do not provide any definite information on such displacements, except
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that there is no evidence of any rotation of the proton coordinates in the excited states.
Otherwise, one should observe some mixing of the stretching and bending modes. Theoretical
modelling should consider very large proton displacements in multi dimensions.
In the ground state, hydrogen bonds can be conceived of as bare protons sitting at the
center: ⊖O—H⊕—O⊖. The binding energy of H⊕ to the local maximum of the density of
negative charges corresponds to the depth of the central well minus the zero-point energy,
namely ≈ 600 cm−1 for TFA’s or ≈ 500 cm−1 for KHM. They are marginal compared to
the total hydrogen bond energy. This ionic scheme is at variance with the resonance O—
H· · ·O⊖ ←→ ⊖O· · ·H—O advocated by Gilli et al. in order to stress the covalent character
of the OH bond.8,23
For the sake of preserving the center of symmetry, excited vibrational states of the TFA’s
must be represented by mixtures, with equal probabilities, of non-overlapping degenerate
states |⊖O——O⊖H⊕〉n and |⊕H⊖O——O⊖〉n, located on either sides of the OO bond (Fig.
6). These states can be thought of as “localized proton orbitals”. For KHM, excited
vibrational states are represented by symmetric and antisymmetric superposition states,
2−1/2[|⊖O——O⊖H⊕〉 ± |⊕H⊖O——O⊖〉], arising from the overlap between the localized or-
bitals. These states can be termed “delocalized proton orbitals”. The rather small |1〉 − |2〉
splitting of 30 cm−1 in Fig. 1, compared to the mean level spacing greater than 100 cm−1,
suggests proton “tunnelling” between the shallow minima created by lone-pairs. It is not
clear as to whether these delocalized states contribute to the binding energy. In any case,
this contribution should be marginal.
In the excited states, the charge compensating proton is apparently no longer involved
in the bonding, so we speculate that the “bare” ⊖O——O⊖ bond is intrinsically stable. To
suppose it be covalent in nature is not irrelevant since binding energies for SSHB’s are on
the scale of those for peroxides (O–O ≈ 1.48 A˚), found in the range 45 − 35 kcal.mol−1.55
Needless to say, this comparison is not a proof that ⊖O——O⊖ bonds are the longest covalent
bonds ever known. This interpretation deserves further theoretical investigations.
The funnel potentials suggest that the total binding energy can be partitioned in two
parts: the binding energy for protons, the “hydrogen bonding” contribution, and the “co-
valent bonding” energy for the bare ⊖O——O⊖ bond. Accordingly, SSHB are essentially
covalent bonds, with a marginal hydrogen bond character. If we suppose that for shorter
ROO’s the binding energy of H
⊕ vanishes, then SSHB’s should be close to the physical limit
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for the existence of hydrogen bonds. Conversely, we extrapolate that as ROO increases, the
hydrogen bond character increases while the covalent bonding decreases, so that the total
binding energy decreases. For the sake of continuity near the dissociation threshold, the
O· · ·H–O scheme emphasizing the covalent nature of the OH bond and long-range dipolar
interactions should supersede the “ionic” scheme.
Conclusion
Very short hydrogen bonds linking trifluoroacetate entities in crystals are symmetrical at
room and cryogenic temperatures. The thermal ellipsoids exclude a double-well for protons,
within the limitations imposed by quantum mechanics. The contrasts of intensities (infrared,
Raman and INS) allow us to establishing an assignment scheme for the spectral profiles.
We argue that bond lengths and proton stretching frequencies of strong symmetric hy-
drogen bonds are close to the lower bounds at which the main coupling term between proton
and oxygen atoms goes to zero. Proton dynamics are largely insulated from the lattice and
weak coupling terms can be treated as perturbations. Vibrational spectra are consistent with
funnel-shaped potentials that could be distinctive of very strong hydrogen bonds. Protons in
excited vibrational states are delocalized over the lone-pairs of oxygen atoms. These states
suggest a marked covalent character of O⊖——O⊖ bonds and weak electrostatic interaction
with the ionic proton.
Potential functions consistent with energy levels, profiles of intensity, and thermal ellip-
soids, are over determined. They enlighten on unforeseen dynamics and electronic structures
suggesting that there is not yet a clear understanding of the nature of the hydrogen bond
at the fundamental level of quantum mechanics. We propose a comprehensive rationale
accounting for similarities (funnel potentials) and differences (symmetry/asymmetry) of the
three best studied strong symmetric hydrogen bonds. However, the adequacy of a model to
observations, as good as it can be, is not a definite proof that this model is unique. The in-
terpretation advocated in this work should be confronted with complementary experiments,
for example solid-state NMR, and theoretical investigations.
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Appendix: Calculation of energy levels, wave functions and INS intensities
The variational method is appropriate to determine analytical potential functions fitting
any given energy level scheme. The expansion of the eigen functions with harmonic basis
sets allows us to calculate all matrix elements of interest for vibrational spectroscopy. In
this appendix we gather the formulae to resolve the Schro¨dinger equation for a dimensionless






+ V (x)Ψ = E Ψ (5)
with







al exp(−bl x2) , (6)
where Vp is polynomial and VG is the sum of three gaussians, to allow for a rich variety
of potential shapes. We also propose a straightforward method to test the accuracy of the
eigenfunctions.
In order to construct a basis set, let ν0 = ω0/(2pi) be a frequency and consider the
dimensionless variables ξ = α x, with α =
√








v˜l = vl/(~ ω0 α
l) (8)
Here, the scaled energies are such that the level spacing of the harmonic oscillator is 1
instead of 4 in Ref. [56]. The coefficients vl, divided by a factor of 2 compared to Ref.
[56], are such that the potential energy of the harmonic oscillator V˜ = ξ2/2 corresponds to
v˜l = 1/2 δl,2 (where δl,2 is the Kronecker symbol). Then, α = α0
√
ν˜0 m can be expressed in
A˚−1 units with α0 = 0.17273 and ν˜0 = ω0/(2 pi c) in cm
−1 units.
In the new variables Eq. (5) reads:




+ V˜ ψ = E˜ ψ , (9)
with ψ =
√
αΨ normalized with respect to ξ. For a harmonic oscillator the normalized




pi)−1/2 Hn(ξ) exp(−ξ2/2) n = 0, 1, . . . , (10)
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{Hn} being the Hermite polynomials. The functions {un} form a suitable orthonormal basis
set for bound states. For numerical calculations the dimension N of the basis has to be
finite. We found N = 60 is suitable to calculate the 10 lowest energy levels with good
accuracy (see below). The matrix elements of hˆ in (9) are:
hˆn,m = 〈n|hˆ|m〉 =
∫ ∞
−∞
un(ξ)hˆ um(ξ) d ξ . (11)
The matrix elements for a sixth order polynomial potential or a gaussian potential can
be found in Refs. [56] and [57], respectively. With the alternative definition of the scaling
factors, the algorithms for the polynomial form are:




2 + v˜2) +
3
4 (2n
2 + 2n + 1) v˜4
+ 18 (20n









2 n v˜3 +
5
4 (2n









− 12 + v˜2 + (2n− 1) v˜4
+ 154 (n




































n (n− 1) (n− 2) (n− 3) (n− 4) (n− 5) v˜6 .
All other matrix elements are zero except the symmetric ones: hˆpn−l,n = hˆ
p
n,n−l, l = 1, . . . , 6.
For the gaussian potential W = a exp(−b x2), the scaled potential is W˜ = a˜ exp(−b˜ ξ2),
with a˜ = a/(~ ω0) and b˜ = b/α
2. Matrix elements Wˆn,m in the subset {un}N−1n=0 are calculated







for m (even)=0,. . . , 2N-1 ,





m + 1 Gˆ0,m+1 ; for m (odd)=1,. . . ,2N-2.







m + 1 Gˆn−1,m+1 −
√
n− 1 Gˆn−2,m);
m = n, n + 2, n + 4, . . . , 2N − n− 1
(12)
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All elements not explicitly assigned are set to zero. Let us redefine Gˆ as the (N, N) square
matrix corresponding to its first N columns. The procedure above has led to an upper
triangular matrix. The elements of the lower triangle are obtained by symmetry Gˆ(n, m) =
Gˆ(m,n), for all n,m such that m < n. The (N, N) matrix corresponding to W˜ is Wˆ =
a˜ Gˆ(b˜), so the matrix hˆ for the full potential (6) is:




If {E˜n}N−1n=0 are eigenvalues in increasing order, and Cˆ is the (N, N) matrix whose column





The eigenvalues and eigenfunctions in physical units are







Cˆn,m um(α x). (16)
The eigenfunctions are analytical functions whose derivatives are easily computed, so the
accuracy can be checked by substitution in (5). As a rule of thumb, the last coefficients of
each series {Cˆn,m}N−1m=0 (say, the last 10 for N = 60) have to be very small.
The parameter ω0 largely determines whether the truncated expansions of {Ψn} are good
approximations. As a rule of thumb the exponential in (10) should be small (say ∼ e−2) at
the estimated limits for the the particle position. This leads to ω0 ≈ 16 ~/(m∆x2), where
∆x is the width of the classically allowed region, or ν˜0 ≈ 16/(mα20∆x2) with ν˜0 and ∆x in
cm−1 and A˚ units, respectively. For a single minimum this is obtained if ~ ω0 is close to the
first observed transition. In this case, N = 40 is sufficient. For potentials composed of a
narrow well and a shallow upper part it is necessary to increase the size to N = 60. The
accuracy for the 10 lower eigenvalues is largely within experimental errors and the accuracy
of the eigenvectors is better than 1%. Further increment of N is unnecessary as numerical
errors increase for higher powers of x.
The INS intensity for a transition |0〉 → |n〉 at energy En is proportional to the scattering
function48
S(Q,E) = |〈n| exp(−iQx)|0〉|2δ(E − En). (17)
16
For a spectrometer like TFXA,58 energy and momentum transfer, E and Q, respectively,
are correlated as
E ≈ 16.759×Q2,
with E and Q in cm−1 and A˚−1 units, respectively.
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TABLE I: Neutron single crystal diffraction data and structure refinement for potassium and cesium
hydrogen bistrifluoroacetates. λ = 0.8305 A˚. Space groups monoclinic I2/a for potassium and A2/a
for cesium. Both with Z = 4. The criterion for used reflections was I > 3σ(I). The variance for the
last digit is given in parentheses. In all cases, 76 parameters were used in refinement on F.
KH(CF3COO)2 CsH(CF3COO)2
20K 298 K 14 K 298 K
a (A˚) 8.68(1) 8.78(1) 13.44(1) 13.623(8)
b (A˚) 10.023(9) 10.18(1) 4.942(9) 5.033(3)
c (A˚) 9.146(9) 9.28(1) 14.35(1) 14.741(6)
β (˚) 100.36(8) 99.96(9) 112.88(9) 112.46(9)
V (A˚3) 782.6 817.0 878.4 934.0
Dx (Mg m
−3) 2.259 2.164 2.722 2.559
Measured reflections 1979 2164 3476 3897
Independent reflections 1769 1472 1977 2096
Used reflections 1503 1142 1557 1062
Rint 0.037 0.038 0.048 0.064
R-factor 0.040 0.045 0.0399 0.043
Weighted R-factor 0.042 0.029 0.0345 0.040
Goodness of fit 1.070 1.088 1.049 1.079
Extinction coefficient 22.7(7) 17.2(8) 10.0(3) 11.2(9)
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TABLE II: Atomic positions and isotropic temperature factors for KH(CF3COO)2 at 20 K (first
lines) and 298 K (second lines). The variance for the last digit is given in parentheses.
Atom x/a y/b z/c U(iso)(A˚2)
K(1) 0.2500 0.47035(13) 1.0000 0.0022
0.2500 0.4691(2) 1.0000 0.0306
C(1) 0.08108(6) 0.65992(5) 0.61071(5) 0.0020
0.0771(1) 0.66238(9) 0.61201(9) 0.0306
C(2) -0.04133(6) 0.66059(5) 0.71503(6) 0.0020
-0.04356(9) 0.66241(8) 0.71512(8) 0.0260
O(1) -0.02359(7) 0.58604(6) 0.82262(7) 0.0040
-0.02706(13) 0.58871(11) 0.81966(11) 0.0333
O(2) -0.15042(7) 0.74496(6) 0.67180(7) 0.0045
-0.15011(14) 0.74556(14) 0.67428(14) 0.0426
F(1) 0.15118(7) 0.78039(7) 0.61351(7) 0.0050
0.14415(18) 0.78021(15) 0.61321(18) 0.0519
F(2) 0.19203(7) 0.56895(7) 0.65128(7) 0.0046
0.18745(15) 0.57426(17) 0.65321(17) 0.0490
F(3) 0.01440(8) 0.63619(7) 0.47010(7) 0.0046
0.01325(19) 0.63720(16) 0.47512(13) 0.0474
H(1) -0.2500 0.7500 0.7500 0.0166
-0.2500 0.7500 0.7500 0.0574
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TABLE III: Atomic positions and isotropic temperature factors for CsH(CF3COO)2 at 14 K (first
lines) and 298 K (second lines). The variance for the last digit is given in parentheses.
Atom x/a y/b z/c U(iso)(A˚2)
Cs(1) -0.2500 0.21541(18) 0.0000 0.0013
-0.2500 0.2170(4) 0.0000 0.0377
F(1) -0.01883(5) 0.61975(15) 0.15253(5) 0.0059
-0.01376(14) 0.5971(4) 0.15586(14) 0.0652
F(2) 0.10983(5) 0.39738(15) 0.26553(5) 0.0069
0.11435(18) 0.3806(5) 0.26110(12) 0.0761
F(3) 0.14684(5) 0.72718(14) 0.18559(5) 0.0063
0.14651(17) 0.7048(4) 0.18308(15) 0.0722
O(1) 0.16871(5) 0.28677(13) 0.08444(5) 0.0050
0.16517(9) 0.2837(3) 0.0796(1) 0.0445
O(2) -0.00501(5) 0.18925(14) 0.05235(5) 0.0045
-0.00336(8) 0.1803(3) 0.0543(1) 0.0442
C(1) 0.07995(4) 0.52050(11) 0.17554(4) 0.0031
0.08238(8) 0.5005(2) 0.17453(7) 0.0401
C(2) 0.08431(4) 0.31424(11) 0.09597(4) 0.0027
0.08415(6) 0.30433(18) 0.09498(7) 0.0312
H(1) 0.0000 0.0000 0.0000 0.0166
0.0000 0.0000 0.0000 0.0592
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TABLE IV: Thermal parameters in A˚2 units for KH(CF3COO)2 at 20 K (first lines) and 298 K
(second lines). The variance for the last digit is given in parentheses. The thermal parameters
account for the variation of the contribution of each atom to Bragg’s peak intensities through the
thermal factor T at depending on the reciprocal lattice parameters a∗, b∗, c∗, and unit cell indexes




Atom U11 U22 U33 U23 U13 U12
K(1) 0.0027(4) 0.0018(4) 0.0020(4) 0.0000 0.0003(3) 0.0000
0.035(1) 0.0263(8) 0.0325(9) 0.0000 0.0122(7) 0.0000
C(1) 0.00117(19) 0.00268(19) 0.0023(2) 0.00024(13) 0.00039(14) 0.00003(13)
0.0297(4) 0.0329(4) 0.0299(3) 0.0029(3) 0.0078(3) -0.0022(3)
C(2) 0.00157(19) 0.00238(19) 0.0023(2) 0.00055(14) 0.00060(14) 0.00064(13)
0.0258(3) 0.0272(3) 0.0249(3) 0.0045(3) 0.0043(2) 0.0005(3)
O(1) 0.0038(2) 0.0048(2) 0.0035(2) 0.00241(17) 0.00120(17) 0.00108(15)
0.0360(5) 0.0341(4) 0.0307(4) 0.0115(4) 0.0088(3) 0.0042(4)
O(2) 0.0033(2) 0.0060(2) 0.0047(2) 0.00268(17) 0.00194(17) 0.00312(16)
0.0376(5) 0.0507(7) 0.0418(5) 0.0194(5) 0.0129(4) 0.0180(4)
F(1) 0.0049(2) 0.0048(2) 0.0054(2) 0.00042(18) 0.00072(18) -0.00222(17)
0.0523(8) 0.0457(7) 0.0597(8) 0.0074(6) 0.0150(6) -0.0195(6)
F(2) 0.0027(2) 0.0054(2) 0.0057(2) 0.00058(18) 0.00076(18) 0.00219(17)
0.0353(6) 0.0579(8) 0.0557(7) 0.0057(6) 0.0135(5) 0.0141(5)
F(3) 0.0054(2) 0.0057(2) 0.0025(2) -0.00028(17) 0.00020(17) -0.00006(17)
0.0608(8) 0.0535(7) 0.0285(5) -0.0032(5) 0.0094(5) 0.0005(6)
H(1) 0.0177(7) 0.0158(8) 0.0160(7) 0.0034(6) 0.0023(6) 0.0029(6)
0.0539(17) 0.0577(18) 0.0582(17) 0.0199(15) 0.0034(13) 0.0152(14)
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TABLE V: Thermal parameters in A˚2 units for CsH(CF3COO)2 at 14 K (first lines) and 298 K
(second lines). The variance for the last digit is given in parentheses. See the caption of Table IV.
Atom U11 U22 U33 U23 U13 U12
Cs(1) 0.0009(3) 0.0015(3) 0.0019(3) 0.0000 0.0009(2) 0.0000
0.0319(6) 0.0359(7) 0.0526(9) 0.0000 0.0244(6) 0.0000
F(1) 0.0048(2) 0.0069(3) 0.0061(2) -0.00185(18) 0.00239(17) 0.00167(19)
0.0614(8) 0.069(1) 0.068(1) -0.0250(8) 0.0275(7) 0.0110(8)
F(2) 0.0095(2) 0.0082(3) 0.0030(2) 0.00077(19) 0.00246(17) 0.0006(2)
0.0959(13) 0.0907(14) 0.0369(7) 0.0065(8) 0.0199(8) 0.0014(12)
F(3) 0.0074(2) 0.0047(3) 0.0068(3) -0.00216(19) 0.00288(18) -0.00294(18)
0.0837(12) 0.0581(9) 0.0777(12) -0.0291(9) 0.0342(9) -0.0324(9)
O(1) 0.0038(2) 0.0055(2) 0.0071(2) -0.00185(18) 0.00373(16) -0.00097(18)
0.0344(5) 0.0458(6) 0.0592(7) -0.0061(6) 0.0245(5) -0.0035(5)
O(2) 0.0029(2) 0.0039(2) 0.0068(2) -0.00313(18) 0.00219(16) -0.00094(17)
0.0305(4) 0.0407(6) 0.0634(7) -0.0202(6) 0.0202(5) -0.0076(4)
C(1) 0.00369(17) 0.0030(2) 0.00295(18) -0.00084(14) 0.00151(13) 0.00004(15)
0.0448(5) 0.0407(5) 0.0346(4) -0.0067(4) 0.0148(3) -0.0051(4)
C(2) 0.00267(18) 0.00290(19) 0.00315(18) -0.00089(15) 0.00183(13) -0.00025(14)
0.0285(3) 0.0284(3) 0.0370(4) -0.0012(3) 0.0130(3) -0.0011(3)
H(1) 0.0131(6) 0.0176(8) 0.0185(7) 0.0006(7) 0.0053(5) -0.0011(6)
0.0403(13) 0.0498(16) 0.088(2) -0.0059(17) 0.0247(14) -0.0011(12)
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TABLE VI: Gaussian decomposition of the INS spectra of KH(CF3COO)2 (KTFA) and
CsH(CF3COO)2 (CTFA) in the OH stretching region (see Fig. 4). FWHM: full width at half
maximum. IR: infrared. R: Raman.
Peak Gravity center (cm−1) FWHM (cm−1) Area (%) Observed
KTFA CTFA KTFA CTFA KTFA CTFA
1 527 522 12 13 1.8 1.8 INS, R
2 559 550 29 24 2.7 1.8 INS, R, IR
3 601 596 20 22 4.5 4.2 INS
4 647 646 35 29 4.8 3.0 INS, R, IR
5 703 704 41 39 17.2 13.5 INS
6 747 749 17 28 1.9 4.4 INS, R, IR
7 792 797 61 59 29.9 30.6 INS
8 – 848 – 23 – 4.5 INS, R, IR
9 870 878 58 54 18.8 19.8 INS
10 942 949 95 72 16.8 14.3 INS
11 1038 1039 46 52 1.6 2.1 INS
TABLE VII: Observed and calculated OH stretching frequencies and INS relative intensities
for KH(CF3COO)2 for the potential function V = −185.074x + 122.598x2 − 10.506x3 −
1232.04 exp(−28.149x2). V and x are in cm−1and A˚ units, respectively.
Transitions Observation Grouping Calculation
hν Q Int. hν Q Int.
(cm−1) (A˚−1) (au) (cm−1) (A˚−1) (au)
0 → 1 601 6.0 0.30 1+2+3 614 6.1 0.38
0 → 2 703 6.5 0.80 4+5+6 701 6.5 0.93
0 → 3 792 6.9 1.00 7 787 6.9 1.00
0 → 4 870 7.2 0.63 8 872 7.2 0.59
0 → 5 942 7.6 0.56 9 953 7.5 0.37
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Figure captions
FIG. 1: (Color online) Potential function, eigen states and wave functions along the
stretching coordinate of the hydrogen bond proton in potassium hydrogen maleate, after
Ref. [27].
FIG. 2: (Color online) Comparison of the hydrogen bistrifluoroacetate entities of the
potassium salt at 20 K and 300 K. Right: projection onto the mean-plane of the carboxylic
entities. Left: view along the hydrogen bond direction. The ellipsoids correspond to 50%
probabilities for atoms.
FIG. 3: (Color online) Comparison of the hydrogen bistrifluoroacetate entities of the
cesium salt at 14 K and 300 K. Right: projection onto the mean-plane of the carboxylic
entities. Left: view along the hydrogen bond direction. The ellipsoids correspond to 50%
probabilities for atoms.
FIG. 4: Inelastic neutron scattering spectra and band decomposition into gaussian profiles
in the νa region for KH(CF3COO)2 and CsH(CF3COO)2 at 20 K. Only the filled components
have counterparts in Raman (see text). The residual of the fit is compared to error bars.
FIG. 5: (Color online) Left: Calculated potential and energy levels for KH(CF3COO)2.
V = −185.074x + 122.598x2 − 10.506x3 − 1232.04 exp(−28.149x2), with V and x in cm−1
and A˚ units, respectively. Right: Calculated wave functions.
FIG. 6: Schematic representations of strong symmetric hydrogen bonds in trifluoroacetate
dimers (top) and hydrogen maleate (bottom), in the ground state (left) and in excited
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