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Finite automata operating on nested words were introduced by Alur and Madhusudan in
2006. While nested word automata retain many of the desirable properties of ordinary fi-
nite automata, there is no known efficient minimization algorithm for deterministic nested
word automata and, interestingly, state complexity bounds for nested word automata turn
out to differ significantly from the corresponding bounds for ordinary finite automata. Con-
sequently lower bounds for the state complexity of nested word languages need to rely on
fooling set type techniques. We discuss limitations of the techniques and show that, even in
the deterministic case, the bounds given by the lower boundmethods may be arbitrarily far
away from the actual state complexity of the nested word language.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Finite automata operating on nestedwords have been introduced by Alur andMadhusudan [2,3] as a natural extension of
ordinary finite automata. The symbols of a nested word are ordered in the standard way linearly, and additionally there is a
recursively definedmatching of occurrences of special call and return symbols. Automata on nested words provide a natural
computational model for applications like XML document processing, where data has a dual linear-hierarchical structure.
Nested words have advantages over trees in this type of applications. Trees do not have an explicit linear ordering of all the
nodes (albeit they define an ordering implicitly) and, consequently, for tree automata queries that refer to the global linear
order can be very expensive in terms of descriptional complexity [3].
The class of regular nested word languages retains many desirable properties of the classical regular languages, in par-
ticular, closure and decision properties. More information on applications of nested word automata and on related models
can be found e.g. in [3,4].
The state complexity of basic operations on regular languages has been extensively studied, see for example [14,18,22,
25,34]. Generally when considering various extensions of finite automata, one of the first questions to be answered could be
which properties turn out to be significantly different for the extended model. It is shown in [3] that a deterministic nested
word automaton equivalent to a given nondeterministic automaton with O(n) states may need 2n
2
states. The fact that the
state complexity blow-up is larger than in the case of ordinary finite automata, intuitively, causes the possibility that the
known upper bounds for the state complexity of basic operations on regular languages [34] need not, in general, hold for
languages of nested words. Interestingly, for nested word automata the lower bounds for deterministic state complexity
of, for example, catenation, Kleene star and reversal turn out to be of a different order than the corresponding results for
ordinary regular languages.
Tree automata [8,11] are another much studied model extending ordinary finite automata. While the operational state
complexity of Boolean operations for ordinary bottom-up tree automata operating on ranked trees would be essentially
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similar as in the case of ordinary finite automata, the questions, naturally, becomemore involved for tree automatonmodels
operating on unranked trees [7,8]. The state complexity of unranked tree automata has been investigated in [27]. It can be
noted that (ranked or unranked) trees can be viewed as special cases of nested words [3]. Recently, it has been established
in [10] that nested word automata are equivalent to pushdown forest automata [28].
Even in the case of ordinary deterministic finite automata (DFA), worst-case state complexity examples for various
operations are often difficult to construct and software tools, such as Grail+, are used for verifying worst-case examples [25,
33]. The fact that DFAs can be minimized efficiently makes it possible to use software tools to find worst-case examples.
The situation is essentially different for nested word automata because a minimal deterministic automaton need not be
unique [1,3,26] and there is no known efficient minimization algorithm even for deterministic nested word automata. Basic
operations and determinization of visibly pushdown automata (that are under a suitable interpretation equivalent to nested
word automata) have been implemented in [29]. However, the usability of the tools for verifyingworst-case state complexity
constructions is limited due to the lack of an efficient minimization algorithm.
In order to get a better quantitative understanding of regular languages of nested words, the study of state complexity of
basic regularity preserving operations has been initiated in [15,26]. Many questions remain unanswered and a summary of
the open problems is given in Section 5.
Herewewill discuss general techniques to establish lower bounds for thenumber of states of a (non)-deterministic nested
word automaton and the limitations of thesemethods. The techniques are inspired by the fooling setmethods [5,19,32] used
for ordinary nondeterministic finite automata (NFA). It is known that fooling set methods cannot, in general, give optimal
lower bounds for the size of NFAs [12], and the same result naturally carries over for nondeterministic nestedword automata.
The lower bound technique used for deterministic nested word automata is based on separator setswhich can be viewed
as a stronger version of fooling sets. To illustrate the use of the separator set technique, first (in Section 3) we establish a new
lower bound for the state complexity of Kleene star of regular nested word languages that is of a different order than the
worst-case state complexity of Kleene star of ordinary DFAs. The deterministic state complexity of Kleene star was left open
in [26]. Second (in Section 4), we show that there exist regular nested word languages of arbitrarily large state complexity
for which themethod based on separator sets can give only a constant lower bound for the size of deterministic nestedword
automata. This means that, also in the case of deterministic nested word automata, the lower bounds given by the fooling
set type techniques may be arbitrarily far away from the optimal bounds.
2. Finite automata on nested words
We assume that the reader is familiar with finite automata and state complexity, see [30,32,34]. Here we briefly recall
the definitions associatedwith automata on nestedwords. More details on nestedwords and their applications can be found
in [2,3].
In the following  always denotes a finite alphabet. The tagged alphabet corresponding to  is ˆ =  ∪ 〈 ∪ 〉,
where 〈 = {〈a | a ∈ } is the set of call symbols and 〉 = {a〉 | a ∈ } is the set of return symbols. Elements of  are
called internal symbols.A taggedword over is a sequence of symbols of ˆ,w = a1a2 · · · am, with ai ∈ ˆ for i = 1, 2, ...,m.
We define recursively a hierarchical matching relation in a tagged word. For w as above, a call symbol ai ∈ 〈 matches a
return symbol aj ∈ 〉, i < j, if in the subsequence ai+1ai+2 · · · aj−1 every call symbol (respectively, return symbol) has
a matching return symbol (respectively, call symbol). Symbol occurrences ai ∈ 〈 that do not have a matching return,
1 ≤ i ≤ m, are pending calls, and ai ∈ 〉 that does not have a matching call is a pending return. The above conditions define
a unique matching relation between the call symbol occurrences and the return symbol occurrences in any tagged word.
By a nested wordwemean a taggedword that is associated with the usual linear ordering of symbols and the hierarchical
matching relation between occurrences of call and return symbols. When there should be no confusion, we sometimes refer
to a nested would simply as a “word”, for short. The set of nested words over is denoted NW(). A nested word language
is any subset of NW().
A nested word is well-matched if every call symbol has a matching return and vice versa. An example of a nested word is
ab〉a〈caa〈dc〉ad〉ab〉a〈b. Here all occurrences of a are linear, the call-symbol 〈c (respectively, 〈d) matches return symbol d〉
(respectively, c〉), both occurrences of b〉 are pending returns and 〈b is a pending call. The word is not well-matched since it
has pending calls and/or returns.
Language operations such as concatenation, Kleene star and reversal are extended in the natural way for sets of nested
words. For example, the catenation of nested words w1 and w2 is the uniquely defined nested word where the underlying
tagged word is the catenation of the tagged words corresponding tow1 andw2. Note that, in the catenation, pending calls of
w1 may match return symbol occurrences in w2. When reversing a nested word, return symbols become call symbols and
vice versa, for more details see [3].
The length of a nested word w is |w|. The number of symbols a ∈ ˆ occurring in w is denoted |w|a.
We recall the definition of nested word automata from [3]. This definition explicitly distinguishes the linear states that
the computation passes following the linear ordering of the symbols and the hierarchical states that are passed from a call
symbol to a matching return symbol. The distinction will be useful for obtaining precise bounds for state complexity. A
simplified definition of nested word automata was used in [2].
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Fig. 1. A computation with frontier (p2, p5, p6, q).
Definition 2.1. A nondeterministic nested word automaton, NNWA, is a tuple
A = (,Q ,Q0,Qf , P, P0, Pf , δc, δi, δr),
where is the input alphabet, Q is the finite set of linear states, Q0 ⊆ Q is the set of initial linear states, Qf ⊆ Q is the set of
final linear states, P is the finite set of hierarchical states, Q ∩ P = ∅, P0 ⊆ P is the set of initial hierarchical states, Pf ⊆ P is
the set of final hierarchical states, δc : Q × 〈 −→ 2Q×P is the call transition function, δi : Q ×  −→ 2Q is the internal
transition function, and δr : Q × P × 〉 −→ 2Q is the return transition function.
For defining the computations of an NNWA it is convenient to view a nested word u1 · · · um as a directed graph where
there is a linear edge from ui to ui+1, i = 1, 2, . . . ,m − 1, and additionally each pair of matching call and return symbols is
connected by a hierarchical edge.
An NNWA A begins a nondeterministic computation in some initial linear state q0 ∈ Q0. It reads an internal symbol
using the internal transition function similarly as an ordinary NFA. When encountering a call symbol 〈a in a linear state
q, A sends along the linear edge a state q′ ∈ Q and along the hierarchical edge a state p′ ∈ P where (q′, p′) ∈ δc(q, 〈a)
is nondeterministically chosen. When A encounters a return-symbol a〉 in a linear state q and receives state p ∈ P along
the hierarchical edge, the computation continues in some linear state of δr(q, p, a〉). If a〉 is a pending return, A uses a
nondeterministically chosen initial hierarchical state p0 ∈ P0 as the second argument for δr .
The frontier of a computation of A corresponding to a prefixw1 of the inputw is a tuple (p1, p2, . . . , pk, q), where pi ∈ P,
i = 1, 2, . . . , k, k ≥ 0, are the states sent along pending hierarchical edges and q ∈ Q is the linear state reached at the end
ofw1. Here pending hierarchical edges refer to call symbols such that the current prefixw1 does not have amatching return.
A matching return may, or may not, occur in the part of the input to be processed. Note that the frontier of the computation
completely determines how the computation can be continued on the remainder of the input. Fig. 1 illustrates the notion of
frontier. In the figure, hierarchical edges are denoted by dashed lines and p1, p2, …, p7 are the states sent along hierarchical
edges. For simplicity, only the linear state q reached at the end of the computation appears in the figure.
The NNWA A accepts a nested word w if in some nondeterministic computation it reaches the end of w in a final linear
state and all hierarchical states of the computation corresponding to pending calls are final, that is, the frontier at the end
of the computation is of the form (p1, p2, . . . , pk, q), q ∈ Qf , pi ∈ Pf , i = 1, 2, . . . , k, k ≥ 0. The nested word language
recognized by A consists of words accepted by some computation of A and it is denoted L(A). Two NNWAs are said to be
equivalent if they recognize the same language. A nested word language is regular if it is recognized by an NNWA.
The underlying language of a nested word language L, ul(L) ⊆ ˆ∗, consists of the words of L interpreted as ordinary
words over the tagged alphabet without the hierarchical structure. For any regular nested word language L, the underlying
language can be recognized by a visibly pushdown automaton, VPA, and, conversely, each language recognized by a VPA can
be encoded as a regular nested word language [3].
A nested word automaton A as given in Definition 2.1 is said to be deterministic (a DNWA) if Q0 and P0 are singleton sets
and δc (respectively, δi, δr) is a partial function Q × 〈 → Q × P (respectively, Q ×  → Q , Q × P × 〉 → Q ). Note that
we allow a DNWA to be incomplete, that is, some values of the transition functions may be undefined. Any DNWA can be
completed in the usual way, that is, the transition functions can be made to be total functions by adding at most one linear
and one hierarchical state.
An extension of the subset construction allows a deterministic simulation of an NNWA. An NNWA is said to be linearly
accepting if all hierarchical states are final. A linearly accepting NNWA decides whether or not to accept the input based only
on the linear state it reaches at the end of the computation. An arbitrary NNWA can be converted to a linearly accepting one
by doubling the number of states. The following result from [3], see also [2], gives an upper bound for the size blow-up of
determinizing an NNWA. The upper bound is tight within a multiplicative constant.
Proposition 2.1 [3]. A linearly accepting NNWA with k linear and h hierarchical states can be simulated by a DNWA with 2k·h
linear and 2h
2
hierarchical states. There exist languages of nested words Ln, n ≥ 1, recognized by an NNWA with O(n) states such
that any DNWA for Ln needs (2
n2) states. 1
1 Here the number of states refers to the sum of the numbers of linear and hierarchical states.
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We define the deterministic (respectively, nondeterministic) state complexity of a regular nested word language L, denoted
sc(L) (respectively, nsc(L)), as the smallest total number of states (linear states and hierarchical states) of anyDNWA (respec-
tively, NNWA) recognizing L. Naturally, a more complete descriptional complexity measure for nondeterministic automata
would include the number of transitions [9,14], however, here we do not consider transition complexity of NNWAs.
It should be noted that the roles played by the (numbers of) linear and hierarchical states, respectively, are different
and sometimes it is useful to formulate state complexity bounds separately for the numbers of linear and of hierarchical
states. For example, the nondeterministic state complexity of union is not symmetric for linear and hierarchical states [15].
The combined value, sc(L) or nsc(L), is a convenient approximation of the descriptional complexity of L, especially in cases
where precise upper and lower bounds are not known.
3. The separator set technique and a lower bound for the state complexity of Kleene star
The closure properties of regular languages of nested words under operations such as concatenation, Kleene star and
reversal areestablishedusingnondeterministicnestedwordautomata [3].As indicatedbyProposition2.1, aDNWAequivalent
to an n state NNWAmay require significantlymore than 2n states and, consequently, it is not clear whether the known upper
bounds for the state complexity of basic operations on regular languages [34] hold for languages of nestedwords. The answer
seems to depend on particular properties of each operation.
The regularity of nested word languages can be characterized by the finiteness of suitably defined congruence relations
that extend the Myhill–Nerode right congruence to nested words, however, the number of congruence classes does not, in
general, give the number of states of aminimal DNWA and theminimal DNWA need not be unique [1,3]. Note that the above
work [1] deals with visibly pushdown automata (VPA) and a state-minimal VPA corresponds to a DNWA that is minimized
only with respect to the number of linear states. However, using essentially the same idea one can construct a nested word
language that has two non-isomorphic DNWAs with a minimal total number of states. The needed modifications to the
construction of [1] are outlined in [26].
We can develop lower bound techniques for the number of states of a (non)-deterministic nested word automaton that
are inspired by the fooling set method used for NFAs [5,19,32]. The fooling set technique is a special case of communication
complexity methods [19–21].
Below we discuss the lower bound technique used for deterministic nested word automata. An extension of the fooling
set technique for NNWAs has been developed in [15]. In the case of DNWAs, instead of a set of pairs of words we can use a
set of nested words where each pair can be “separated” by a suitably chosen suffix.
Definition 3.1. Let L be a nested word language over. A finite set S ⊆ NW() is a separator set for L if every element of S
is a prefix of some word in L and for any two element set {u, v} ⊆ S, u = v, there exists x ∈ NW() such that ux ∈ L if and
only if vx ∈ L.
The set S is a k-separator set, k ≥ 0, if each word in S has exactly k pending calls.
Lemma 3.1 [26]. Let A be a deterministic nested word automaton with a set of linear states Q and a set of hierarchical states P.
If S is a k-separator set for L(A) then
|P|k · |Q | ≥ |S|.
The definition of separator sets (and of the nested word fooling sets in [15]) is similar to so called extended fooling sets of
Birget [5] and the proof of Lemma3.1 is analogous to the one found there. Instead of individual states,we consider frontiers of
a computation, and also, since we are considering DNWAs there is a unique computation on a given prefixwhichmeans that
instead of pairs of words it is sufficient to consider only individual words to be separated by a suitable suffix. As will become
apparent in the next section, the requirement that all words of a separator set must have the same number of unmatched
calls limits the use of Lemma 3.1. However, it seems not straightforward to obtain general conditions distinguishing states
that occur in frontiers of different length and more precise lower bounds often rely on ad hoc techniques [26].
Note that elements of a separator set for L are required to beprefixes of someword in L.We allowaDNWAtobe incomplete
and nested words that are not a prefix of any word in L would, in Lemma 3.1, correspond to an (undefined) dead-state of a
DNWA.
To illustrate the use of Lemma 3.1 we establish a lower bound for the state complexity of Kleene star that is of a different
order than the worst-case state complexity of star of ordinary regular languages. The deterministic state complexity of basic
operations on regular languages of nested words was considered in [26], however, obtaining a nontrivial lower bound for
the Kleene star operation was left open there.
It is well known that the state complexity of the Kleene star for DFAs is 2n−1 + 2n−2 [34]. We construct nested word
languages that give a lower bound 2(n·log n) for the state complexity of star. For w ∈ {0, 1}∗ we denote by bin(w) the
number represented by the binary word w. Note that w may contain leading zeros. Let  = {0, 1, a, b} and let n ∈ IN be
arbitrary but fixed. We define
Ln = {0, 1, a}∗ ∪ L′n (1)
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where
L′n = {w1au1〈bu2w2au3bw2b〉w1 | w1,w2 ∈ {0, 1}n, ui ∈ {0, 1, a}∗,
i ∈ {1, 3}, u2 ∈ {0, 1, a}∗a ∪ {ε}, |u2|a = bin(w1) }. (2)
The nested word language Ln can be recognized by a DNWA A with O(2
n) states. The rough idea of the construction is
that the state of A “remembers” the prefixw1 of the input belonging to {0, 1}n and when encountering the first call symbol,
a state encodingw1 is “sent” both along the linear and the hierarchical edge. Using this information the linear computation
can find the correct occurrence of the substring w2 in words of L
′
n of the form as in (2). The hierarchical state verifies that
the suffix of the input equals w1. A more detailed description of the construction of the DNWA A can be found in [31].
Now using the separator set technique we establish a lower bound for the state complexity of L∗n .
Lemma 3.2. Let  = {0, 1, a, b}. For nested word languages Ln ⊆ NW() as in (1),
sc(L∗n) ∈ (2n·2
n
).
Proof. We denote by xi, 1 ≤ i ≤ 2n, the unique word in {0, 1}n such that bin(xi) = i − 1. We denote by F2n the set of
functions from {1, . . . , 2n} into {0, 1}n. For f ∈ F2n , we define the nested word
vf = x1ax2 · · · ax2na〈bf (1)af (2)a · · · af (2n).
Consider an arbitrary y ∈ {0, 1}n. Since all the words xi, i = 1, 2, . . . , 2n, are distinct, it follows that for any xi, 1 ≤ i ≤ 2n,
vf byb〉xi ∈ L∗n iff xiaxi+1a · · · x2na〈bf (1)af (2)a · · · f (2n)byb〉xi ∈ L′n
iff y = f (i).
For verifying the first “iff” statement, recall that the subset of Ln consisting of words containing some call or return symbols
is exactly the language L′n of (2) and all words of L′n have a suffix in {0, 1}n. Hence, for anyw,wb〉xi can be in L∗n only ifwb〉xi
has a suffix in L′n.
For verifying the if-part of the second “iff” statement, recall that according to the definition of L′n, the binary string before
the return symbol b〉 has to be equal to the binary string occurring after exactly bin(xi) occurrences of the symbol a counting
from the call symbol 〈b.
From the above it follows that the set S1 = {vf | f ∈ F2n} is a 1-separator set for L∗n . If Q and P are, respectively, the sets
of linear and hierarchical states of an arbitrary DNWA B recognizing L∗n , Lemma 3.1 gives
|Q | · |P| ≥ |S1| = 2n·2n .
Now the number of states of B is greater than max(|Q |, |P|) ≥ 2n·2n−1 . 
As a consequence of Lemma 3.2 we have:
Theorem 3.1. For arbitrarily large n ∈ IN there exist regular nested word languages Mn such that
sc(Mn) ∈ O(n) and sc(M∗n ) ∈ 2(n·log n).
The lower boundof Theorem3.1 is greater than the state complexity of Kleene star of ordinary regular languages, however,
it is very far fromthebest knownupperbound. Proposition2.1 and theupperbound for thenondeterministic state complexity
of star [15] give only an upper bound of the form 2c·n2 (with a suitable constant c) for the state complexity of the star of an
n state DNWA language.
4. Limitations of the separator set technique
Already in the case of ordinary regular languages it is known that the lower bounds obtained by the fooling set methods
may be far removed from the actual nondeterministic state complexity of the language [12,13]. Furthermore, it is known that
deciding whether a given nondeterministic state complexity lower bound can be reached using the fooling set method is at
least NP-hard [12,13]. Recent results and further references on the computational complexity of NFA minimization can be
found in [14,18].
Since an NNWA is an extension of an NFA, it is immediate that the same limitations apply for lower bounds for the
nondeterministic state complexity of nested word languages established using an extension of the fooling set technique
in [15].
On the other hand, it is well known that DFAs can be minimized efficiently. If we are dealing with words having no call
or return symbols, the 0-separator sets of Definition 3.1 correspond simply to sets of pairwise inequivalent strings with
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respect to the Myhill–Nerode congruence. Furthermore, as will be seen below, in some cases the separator set method gives
reasonably good lower bounds also for nested word languages that involve essential hierarchical information.
The result of Lemma 3.1was used in the previous section to obtain a lower bound for operational state complexity Kleene
star. The lower bound of Theorem 3.1 may not be optimal, however, below we first give a construction of nested word
languages L
(1)
n , n ≥ 1, involving non-trivial hierarchical matching for which the separator sets give a tight state complexity
lower bound. Note that for any language involving only internal symbols, the optimal use of Lemma 3.1 naturally gives the
exact deterministic state complexity. Second, we contrast this with a construction where the best state complexity lower
bound obtained using separator sets is arbitrarily far away from the optimal lower bound.
Let  = {a, b}. We say that a well-matched word w ∈ NW() is (a, b)-matched if any call symbol 〈a (respectively, 〈b)
is matched by a return symbol a〉 (respectively, b〉). For n ≥ 1 we define
L(1)n = { w ∈ NW() | |w| ≡ 0 (mod n), and w is (a, b)-matched }.
Proposition 4.1. The nested word languages L
(1)
n , n ≥ 1, can be recognized by a DNWAwith n linear and two hierarchical states.
Furthermore, using separator sets we can establish that any DNWA for L
(1)
n needs n linear and two hierarchical states.
Proof. It is easy to construct a DNWAwith n linear and two hierarchical states for the nested word language L
(1)
n , and below
we verify only the lower bound.
The language L
(1)
n has a 0-separator set S0 = { ai | 0 ≤ i ≤ n − 1 }, and a k-separator set, k ≥ 1,
Sk = { 〈c1〈c2 · · · 〈ck | c1, . . . , ck ∈ {a, b} }.
To see that Sk , k ≥ 1, satisfies the condition of Definition 3.1, note that words 〈c1〈c2 · · · 〈ck and 〈c′1〈c′2 · · · 〈c′k , ci, c′i ∈ {a, b},
i = 1, 2, . . . , k, where cj = c′j for some 1 ≤ j ≤ k, can be separated by the word ck〉ck−1〉 · · · c1〉am, where m + 2k ≡
0 (mod n).
If A is an arbitrary DNWA for L
(1)
n with sets of linear and hierarchical states Q and P, respectively, by Lemma 3.1 we know
that
|Q | ≥ n and |Q | · |P|k ≥ 2k.
Since the second inequality has to hold for any k ≥ 1, this implies |P| ≥ 2. 
The above construction illustrates a case where Lemma 3.1 gives a tight state complexity lower bound. However, this
situation does not hold in general and we contrast Proposition 4.1 by constructing nested word languages L
(2)
n , n ≥ 1, such
that the gap between the best lower bound obtained using Lemma 3.1 and the number of states of a minimal DNWA for L
(2)
n
becomes arbitrarily large. This is an analogy of the result for fooling set lower bounds for NFAs [12], however, the difference
is that here we are dealing with deterministic automata.
Again let  = {a, b} and for n ≥ 1 define
L(2)n = { 〈c1〈c2 · · · 〈cz · cz〉cz−1〉 · · · c1〉 | z ≡ 0 (mod n), (3)
ci ∈ {a, b}, i = 1, 2, . . . , z }.
The nested word language L
(2)
n consists of (a, b)-matched words where the number of call symbols is a multiple of n and
that have no internal symbols and no call symbol following a return symbol. First we establish an upper bound for the size
of k-separator sets, k ≥ 0, for the languages L(2)n .
Lemma 4.1. For k ≥ 0, the size of any k-separator set for L(2)n is at most 2k+1.
Proof. First let k ≥ 1 and let S be an arbitrary k-separator set for L(2)n . Recalling that elements of a separator set must be
prefixes of some word of L
(2)
n , we note that any word in S has to be of one of the following forms:
(i) w1 = 〈c1〈c2 · · · 〈ck〈d1〈d2 · · · 〈dr · dr〉dr−1〉 · · · d1〉, where
c1, c2, . . . , ck, d1, d2, . . . , dr ∈ {a, b}, k + r ≡ 0 (mod n), or,
(ii) w2 = 〈c1〈c2 · · · 〈ck , where c1, c2, . . . , ck ∈ {a, b}.
For a word w1 as in (i), w1 · u ∈ L(2)n if and only if
u = ck〉ck−1〉 · · · c1〉. (4)
For a word w2 as in (ii), w2 · v ∈ L(2)n if and only if we can write
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c      > c  >i 1c   >
p1 pi pi+1
pj
pj+1
qi,1 qi,2q qj,2j,1
i+1<c1 <ci <ci+1 <cj <cj+1 j+1c      > c  >j
Fig. 2. The computation of B on the nested word w.
v = 〈e1〈e2 · · · 〈es · es〉es−1〉 · · · e1〉ck〉ck−1〉 · · · c1〉, (5)
k + s ≡ 0 (mod n), e1, e2, . . . , es ∈ {a, b}, s ≥ 0.
There are 2k different words u as in (4) corresponding to different choices of w1 as in (i). Hence S contains at most 2
k
different words of type (i). By (5), we note that for any pair of wordsw2 = 〈c1〈c2 · · · 〈ck ,w′2 = 〈c′1〈c′2 · · · 〈c′k , ci, c′i ∈ {a, b},
i = 1, . . . , k, there can exist a nested word v satisfying
w2 · v ∈ L(2)n ⇔ w′2 · v ∈ L(2)n
only if there exists 1 ≤ j ≤ kwith cj = c′j . This means that S contains also at most 2k words of type (ii), and we have shown
that the cardinality of S is at most 2k+1.
To conclude we consider the case k = 0. Any prefix of a word of L(2)n cannot contain unmatched returns and hence
elements of a 0-separator set must be well-matched. Since no word of L
(2)
n contains a well-matched word as a proper prefix
it follows that all 0-separator sets must be singletons. 
Note that the upper bound of Lemma 4.1 is independent of n and using this observation we see below that Lemma 3.1
can provide only a constant lower bound for the state complexity of L
(2)
n .
Theorem 4.1. There exist regular nested word languages Ln, n ≥ 1, such that sc(Ln) ≥ √n, but the best lower bound obtained
for sc(Ln) using separator sets is 4.
Proof. Choose Ln = L(2)n , n ≥ 1, as the language defined in (3). Let B be an arbitrary DNWA for L(2)n and let Q and P,
respectively, be the sets of linear and hierarchical states of B.
Let k ≥ 0 be arbitrary. By Lemma 4.1 we know that any k-separator set for L(2)n has cardinality at most 2k+1. (In fact for
all k ≥ 1, by taking S to consist of all words with distinct sequences c1, c2, …, ck as defined in (i) and (ii) of the proof of
Lemma 4.1, we get a k-separator set of cardinality exactly 2k+1.) Now using Lemma 3.1 (i) we get
|Q | · |P|k ≥ 2k+1,
and these inequalities are satisfied for all k ≥ 0 by choosing |Q | = |P| = 2.
It remains to establish the
√
n lower bound for the number of states of B. Consider a nested word
w = 〈c1〈c2 · · · 〈cn · cn〉cn−1〉 · · · c1〉, ci ∈ {a, b}, i = 1, 2, . . . , n
and let Cw be the accepting computation of B on thewordw. Let qi,1 (respectively, qi,2) be the linear state in the computation
Cw corresponding to the prefix 〈c1〈c2 · · · 〈ci (respectively, 〈c1〈c2 · · · 〈cn · cn〉 · · · ci+1〉), 0 ≤ i ≤ n − 1.
We claim that (qi,1, qi,2) = (qj,1, qj,2) for all 0 ≤ i < j ≤ n − 1. For the sake of contradiction assume that
(qi,1, qi,2) = (qj,1, qj,2), where 0 ≤ i < j ≤ n − 1. (6)
The situation is illustrated in Fig. 2. The hierarchical state corresponding to the edge from 〈cx to cx〉 is denoted px , 1 ≤ x ≤ n.
Only the linear states corresponding to positions i and j as in (6) are indicated in the figure.
Now consider the computation Cw′ of B on the nested word
w′ = 〈c1〈c2 · · · 〈ci〈cj+1〈cj+2 · · · 〈cn · cn〉cn−1〉 · · · cj+1〉ci〉ci−1〉 · · · c1〉.
The computation Cw′ is illustrated in Fig. 3. Since B is deterministic, the frontier of Cw′ corresponding to the prefix〈c1〈c2 · · · 〈ci is identical to the frontier of Cw corresponding to the same prefix, that is, in the notations of Figs. 2 and 3,
px = p′x , x = 1, 2, . . . i, and the linear state q′i,1 of Cw′ corresponding to this prefix is equal to qi,1.
Since qi,1 = qj,1, the computation Cw′ reads the following symbols
〈cj+1〈cj+2 · · · 〈cn · cn〉cn−1〉 · · · cj+1〉
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i,2q’i,1
q’
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1p’
1c   >ic  ><c1 <ci <cj+1 j+1c       >
Fig. 3. The computation of B on input w′ .
Table 1
Deterministic and nondeterministic state complexity of basic operations. The entries (†) in-
dicate a tight bound within an additive constant. The lower bound (‡) can be reached by the
catenation of L1 and L2 where sc(L1) = 2 and sc(L2) = n2. The bound (.) is tight in terms of
the total number of states and max(h1, h2) is a lower bound for the number of hierarchical
states.
Deterministic s.c. Nondeterministic s.c.
Union (4k1k2, 4h1h2)
(†) (k1 + k2,max(h1, h2) + 2)(.)
Intersection (k1k2, h1h2) (k1k2, h1h2)
Complement (l.b.) (2k1, 2h1)
(†) (
√
n1!)
(u.b.) O(2n
2
1 )
Concatenation (l.b.) 2(n2 log n2) (‡) (k1 + k2,max(h1, h2))
(u.b.) O(n1 · 24n22 ) (k1 + k2, h1 + h2)
Kleene star (l.b.) 2(n1 log n1) (k1, h1)
(u.b.) 2O(n
2
1) (4k1, 4h1)
Reversal (l.b.) 2(n1 log n1) (k1, h1)
(u.b.) 2n
2
1
exactly in the sameway as the computation Cw , that is, in Figs. 2 and 3, py = p′y, y = j+ 1, j+ 2, . . . , n, and the linear state
q′i,2 reached by Cw′ after this subword is qj,2. Then, since qj,2 = qi,2 and we already know that px = p′x , x = 1, 2, . . . i, the
computation reads the suffix ci〉ci−1〉 · · · c1〉 exactly as the computation Cw and, consequently, ends in an accepting linear
state.
This is a contradiction because w′ had n − j + i call symbols. Thus, the assumption (6) is false and it follows that
|Q |2 ≥ n. 
It is easy to construct for L
(2)
n a DNWA having n + 1 linear and 2 hierarchical states. We believe that any state minimal
DNWA recognizing L
(2)
n has n + 3 states but do not attempt to prove this claim.
Intuitively, the use of Lemma 3.1 is restricted by the requirement that all words corresponding to a k-separatormust have
the same number of pending calls and the construction of the languages L
(2)
n exploits this limitation. Modified lower bound
techniques involving additional technical conditions are used in [26] to establish a tight (within an additive constant) state
complexity lower bound for union and complementation. The conditions, for example, restrict the type of words used to
separate words of a separator set or consider properties of the corresponding underlying languages (where we ignore the
hierarchical edges). Similarly, in the proof of Theorem 4.1 we used an ad hoc argument to establish a better lower bound for
the number of linear states for the languages L
(2)
n .
Finally, we note that the biclique edge cover technique [12] can, for suitably constructed examples, give arbitrarily better
lower bounds than the fooling set method. As observed in [17], biclique edge covers can be viewed as a modern formulation
of the grid cover approach of [23]. It could be interesting to knowwhether extensions of the biclique edge cover technique to
sets of nestedwords couldbeuseful for obtainingbetter lowerbounds for deterministic ornondeterministic state complexity.
5. Conclusion
Deterministic and nondeterministic operational state complexity has been investigated in [15,26] and the known results
are summarized in Table 5. The lower bound for the deterministic state complexity of Kleene star given in the table was
established above in Theorem 3.1.
When the lower and upper bounds do not coincide, in Table 5 the row element for that operation is divided into two parts.
In the table, ki, hi, i = 1, 2, refer to the numbers of linear and hierarchical states, respectively, of the DNWAs (or NNWAs)
recognizing the argument languages. The symbols ni, i = 1, 2, refer to the total number of states used by the automata for
the argument languages.
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Morespecifically, in thedeterministic (respectively, nondeterministic) state complexity columnof the table, a lowerbound
(respectively, an upper bound) for a binary operation , (f (k1, k2), g(h1, h2)) indicates that for nested word languages Li
recognized by a DNWA (resp. NNWA) with ki linear and hi hierarchical states, i = 1, 2, a DNWA (resp. NNWA) for the
language L1  L2 needs in the worst-case at least (respectively, at most) f (k1, k2) linear and g(h1, h2) hierarchical states.
More information concerning the bounds listed in Table 5 can be found in [15,26]. We mention here only the following
open problems.
When considering ordinary regular languages, the worst-case deterministic state complexity of concatenation, Kleene
star and reversal is exponential [34] and the same holds for the nondeterministic state complexity of complementation [16,
22]. Thus, concatenation, Kleene star and reversal can be viewed as “hard” operations for deterministic automata while
complementation is “hard” for nondeterministic automata. The results summarized in Table 5 indicate that for each of the
“four hard operations” the best known lower bound for nestedword automata is of a different order than theworst-case state
complexity of the same operation for ordinary regular languages. Concerning the corresponding upper bounds, the bound
for concatenation [26] combines ideas of the optimal DFA construction for the concatenation of two DFA languages [34]
with the construction that converts an arbitrary NNWA to a DNWA [2,3]. The remaining three upper bounds for the “hard”
operations are direct corollaries of Proposition 2.1 from [3]. Likely the upper bounds could be slightly improved using amore
detailed analysis.
The upper and lower bounds for the “four hard operations” given in Table 5 remain very far apart and, thus, the main
open questions on operational state complexity of nested word automata deal with closing the gaps between these bounds.
It remains to be seen whether we need stronger lower bound techniques than Lemma 3.1, or whether up to now we have
simply not been able to come up with sufficiently clever worst-case examples.
Open problem 5.1. What is the precise deterministic state complexity of concatenation, Kleene star and reversal, and the precise
nondeterministic state complexity of complementation of regular nested word languages.
As regards complexity of the decision problems, it is shown in [3], for example, that equivalence and inclusion of DNWAs
can be decided in polynomial time and that equivalence and inclusion of NNWAs are complete for exponential time. Recall
that equivalence and inclusion are PSPACE-complete for NFAs [34].
Since congruence based characterizations seem not sufficient to minimize DNWAs [1,3], minimization becomes a com-
binatorial question. Minimization of subclasses of visibly pushdown automata (VPA) has been investigated in [6,24]. The
computation of a DNWA on a nested word can be viewed as a computation of a deterministic VPA on the underlying tagged
word [3], and the minimization problems of DNWAs and VPAs are closely related. It remains open whether general DNWAs
can be minimized in polynomial time. On the other hand, there is no known hardness result for the complexity of DNWA
minimization.
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