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AFFINE LAUMON SPACES AND INTEGRABLE
SYSTEMS
ANDREI NEGUT,
Abstract. In this paper we formalize and prove a conjecture of Braverman
([1]) concerning integrals of the Chern polynomial of the tangent bundle to
affine Laumon spaces. This provides the computation of the Nekrasov partition
function ([20]) of N = 2 gauge theory with adjoint matter on C2 in the Ω–
background, in the presence of a full surface operator insertion.
1. Introduction
Affine Laumon spaces1 appear naturally in geometic representation theory as semis-
mall resolutions of singularities of Uhlenbeck spaces for the affine Lie algebra ĝln.
Uhlenbeck spaces appear in gauge theory as partial compactifications of moduli
spaces of U(n)−instantons, hence the partition function of pure gauge theory on
C2 (in the Ω–background and with a full surface operator insertion) is given by:∫
Uhlenbeck space
1 =
∫
affine Laumon space
1
(see [2] for a mathematical treatment of the notions above) where the latter equality
follows because affine Laumon spaces are resolutions of singularities of Uhlenbeck
spaces. To introduce adjoint matter into the gauge theory, the singular Uhlenbeck
spaces are not the correct algebro-geometric object. Instead, one needs to replace
1 by the Chern polynomial of the tangent bundle to the smooth affine Laumon
spaces, hence the partition function of gauge theory with adjoint matter (in the
Ω–background and with a full surface operator insertion, see [20]) is:
Z˜m =
∑
d∈Nn
xd
∫
Md
c(TMd, 2m) (1.1)
where {Md}d∈Nn denote the connected components of affine Laumon space, which
are indexed by d = (d1, ..., dn) ∈ Nn, and xd = x
d1
1 ...x
dn
n are formal variables. The
parameter m tracks the mass of the adjoint matter. All integrals in this paper are
equivariant with respect to the torus T = (C∗)n × C∗ × C∗ which acts on Md,
whose equivariant parameters will be denoted by a1, ..., an, 1, p. Therefore (1.1) is a
power series in x1, ..., xn with coefficients which are rational functions in a1, ..., an, p.
1The name “affine Laumon spaces” is short-hand for the phrase “certain quasiprojective va-
rieties whose representation theory is controlled by ĝl
n
in the same way that the representation
theory of Laumon’s compactification of Maps(P1,flag variety) is controlled by gl
n
”
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In [1], Braverman asked to compute the generating function (1.1) by relating it to a
non-stationary deformation of the affine trigonometric Calogero-Moser hamiltonian:
Hm =
n∑
i=1
Di
(
Di −Di−1 +
p
n
)
+
i<j∑
(i,j)∈ Z
2
(n,n)Z
m(m+ 1)
(1− xi...xj−1)
(
1− x−1i ...x
−1
j−1
)
(1.2)
where p+ n is the central charge of ĝln, and we set Di = xi∂xi and D0 = Dn.
2 For
generic parameters b1, ..., bn, the differential operator H has a unique eigenfunction:
Ym ∈ x
b1
1 ...x
bn
n
(
1 + C(b1, ..., bn,m, p)[[x1, ..., xn]]
)
(1.3)
namely:
Hm · Ym =
n∑
i=1
bi
(
bi − bi−1 +
p
n
)
Ym (1.4)
In [16], we showed that the functions Z˜m and Ym are closely related in the special
case of the usual Laumon spaces, which corresponds to setting xn = 0 in all
formulas above. In the present paper, we prove the general relationship:
Theorem 1.5. The generating function (1.1) is given by:
Z˜m =
Ym
xb11 ...x
bn
n · δm+1
(1.6)
where the formal series:
δ =
i<j∏
(i,j)∈ Z
2
(n,n)Z
(1 − xi...xj−1) (1.7)
is called the Weyl determinant of ĝln, and the equivariant parameters a1, ..., an that
define Z˜m are connected to the parameters b1, ..., bn = b0 that define Ym by:
bi − bi−1 = ai −
a1 + ...+ an
n
+
p
n
(
i−
n+ 1
2
)
∀i ∈ {1, ..., n}
(1.8)
As in [16], the main idea of the proof is to present the function Z˜m as the character
of the so-called Ext operator, inspired by the construction of [5] for Hilbert schemes:
A˜m : H → H where H =
⊕
d∈Nn
H∗T (Md) (1.9)
The main geometric computation performed in the present paper relates the
operator (1.9) to intertwiners of the action ĝln y H that was defined in [18] (gen-
eralizing the action ŝln y H of [14]). Then we can use the tools of [7] to relate the
character of ĝln intertwiners with the eigenfunction (1.3), thus proving Theorem 1.5.
2We refer to (6.1) of [7] for the definition of the hamiltonian (1.2), and references therein for
the history of this differential operator. The differences between our operator and that of loc. cit.
is that our corresponds to ĝl
n
, whereas theirs corresponds to ŝln
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Equivariant cohomology has a natural deformation, namely equivariant K–theory.
In this language, the generating function (1.1) admits the following deformation:
Zm =
∑
d∈Nn
xd · χT
(
Md,
∞∑
k=0
(−q2m)k · ∧k(TM∨d)
)
(1.10)
Note that the coefficients of the generating series above are rational functions
in the equivariant parameters u1, ..., un, q, q of T . By letting ui = e
~ai , q = e~,
q = e~p and taking the leading order term as ~ → 0, the expression (1.10)
degenerates to (1.1). From a physical point of view, the generating function
(1.10) is the partition function of N = 1 supersymmetric gauge theory on C2
(in the Ω–background and with a full surface operator insertion) times a small circle.
One can present Zm as the character of theK–theoretic version of the Ext operator:
Am : K → K where K =
⊕
d∈Nn
KT (Md) (1.11)
The algebra Uq(ĝln) acts on K (see [18], generalizing the action of Uq(ŝln) from [3],
[11], [23]). Moreover, we show that the operator Am is uniquely determined by the
way it interacts with the generators of the quantum group, namely Propositions
2.55, 2.58, 2.61. These properties determine the operator (1.11) completely, and
can be interpreted as a mathematical incarnation of the AGT correspondence with
bifundamental matter and a full surface operator insertion (in the case at hand,
the conformal field theory side of AGT is provided by the quantum group Uq(ĝln),
which is nothing but the qW–algebra of gln corresponding to the zero nilpotent).
However, if one were able to relate the operator Am to actual Uq(ĝln) intertwiners,
then one could use the results of [9] and [22] to deduce that the latter intertwiners
are eigenfunctions of certain difference operators. This would lead to an analogue
of Theorem 1.5 for K–theory instead of cohomology, or in other words, it would
yield a computation of (1.10) instead of (1.1). On a different note, when xn = 0 the
function (1.10) was computed in [4], but their proof does not study the operatorAm.
I would like to thank Andrei Okounkov for first introducing me to this problem,
back in 2007, as well as for all his guidance and help along the way. I would like to
thank Alexander Braverman for initially posing this question, as well as for all the
interest and explanations he provided along the years. I would also like to thank
Pavel Etingof, Michael Finkelberg, Dennis Gaitsgory, Davesh Maulik, Valerio
Toledano-Laredo and Alexander Tsymbaliuk for a great host of useful discussions,
as well as Sachin Gautam for his hospitality while this paper was being written. I
gratefully acknowledge the support of NSF grant DMS–1600375.
2. Quantum groups and the K–theory of affine Laumon spaces
2.1. Let n ≥ 2. We will work with the monoid Nn, whose elements will be called
degree vectors and will be denoted by k = (k1, ..., kn). Consider the pairing:
〈·, ·〉 : Nn × Nn −→ Z 〈k, l〉 =
n∑
i=1
kili − kili+1
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where we identify ln+1 = l1. We also consider the standard generators of N
n:
ςi = (0, ..., 0, 1, 0, ..., 0︸ ︷︷ ︸
i−th position
)
and observe that:
δ = ς1 + ...+ ςn = (1, ..., 1)
spans the kernel of the bilinear form. We will write k + 1 for the degree vector
whose i−th position is ki−1. This convention is chosen such that ςi + 1 = ςi+1.
Finally, for any additive variables a1, ..., an, we set:
ak =
n∑
i=1
aiki ∀k = (k1, ..., kn) ∈ N
n (2.1)
and similarly for multiplicative variables u1, ..., un, we set uk =
∏n
i=1 u
ki
i .
2.2. The quantum group associated to the n vertex cyclic quiver is the algebra:
Uq(ŝln) := C(q)
〈
e1, ..., en, f1, ..., fn, q
±h1 ..., q±hn , qγ
〉
modulo the following relations, for all indices i, j modulo n:
qhjeiq
−hj = q+〈ς
i,ςj〉ei (2.2)
qhjfiq
−hj = q−〈ς
i,ςj〉fi (2.3)
[ei, fj] = δ
i
j ·
qhi−hi+1 − qhi+1−hi
q − q−1
(2.4)
as well as:
[ei, ej] = 0, if i− j 6≡ {−1, 1} mod n (2.5)
[ei, [ei, ei+1]q] 1
q
= [ei, [ei, ei−1]q] 1
q
= 0 (2.6)
where [x, x′]q = xx
′ − qx′x, together with the analogous relations for f ’s instead
of e’s. The element γ is central, and we will write ei+n = ei, fi+n = fi and
hi+n = hi − γ for all integers i. The assignments:
∆(hi) = hi ⊗ 1 + 1⊗ hi (2.7)
∆(ei) = q
hi−hi+1 ⊗ ei + ei ⊗ 1 (2.8)
∆(fi) = 1⊗ fi + fi ⊗ q
hi+1−hi (2.9)
for all i ∈ Z give rise to a bialgebra structure on Uq(ŝln).
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2.3. Consider the quantum Heisenberg algebra:
Uq(ĝl1) := C(q)
〈
p±1, p±2, p±3, ..., q
±γ
〉
where γ is a central element and the generators pk satisfy the relations:
[pk, pl] = δ
0
k+lk · constantk · (q
kγ − q−kγ) (2.10)
where “constantk” denotes an arbitrary element of the ground field, although for
the purposes of the present paper, we will fix a certain choice in (2.49). The
assignments ∆(γ) = γ ⊗ 1 + 1⊗ γ and:
∆(pk) = q
kγ ⊗ pk + pk ⊗ 1 (2.11)
∆(p−k) = 1⊗ p−k + p−k ⊗ q
−γk (2.12)
for all k ∈ N give rise to a bialgebra structure on Uq(ĝl1). In the present paper, we
will work with a related set of generators of the quantum Heisenberg algebra:
∞∑
k=0
g±kz
k := exp
(
∞∑
k=1
p±kz
k
k
)
(2.13)
It is easy to see that (2.11) and (2.12) imply the following coproduct relations:
∆(gk) =
∑
a+b=k
gaq
bγ ⊗ gb (2.14)
∆(g−k) =
∑
a+b=k
ga ⊗ gbq
−aγ (2.15)
2.4. The affine quantum group that will feature in the present paper is:
Uq(ĝln) = Uq(ŝln)⊗ Uq(ĝl1) (2.16)
In [17], we worked with the equivalent RTT presentation of the quantum group (see
[10], [21], [6], [15]), which entails the existence of a family of root generators:
e[i;j), f[i;j) ∈ Uq(ĝln) (2.17)
∀i < j, such that ei = e[i;i+1) and fi = f[i;i+1). The root generators satisfy the
following relations (we write i¯ for the residue of the integer i in the set {1, ..., n}):
qhke[i;j)q
−hk = qδ
i¯
k¯
−δj¯
k¯e[i;j) (2.18)
qhkf[i;j)q
−hk = qδ
j¯
k¯
−δi¯
k¯f[i;j) (2.19)
and:
e[i;j)e[i′;j′)
q
δj¯
i¯
−δj¯
′
i¯
−δj¯
′
j¯
−
e[i′;j′)e[i;j)
q
δj¯
i¯
−δi¯
′
j¯
−δi¯
′
j¯
= δj¯
i¯′
e[i;j+j′−i′) − δ
j¯′
i¯
e[i+i′−j′;j)+
+ (q − q−1)
 a≡i∑
i′<a≤j′
e[a,j′)e[i+i′−a;j) −
a≡j∑
i′≤a<j′
e[i;j+j′−a)e[i′,a)

(2.20)
f[i;j)f[i′;j′)
q
δi¯
′
j¯′
−δi¯
i¯′
−δi¯
j¯′
−
f[i′;j′)f[i;j)
q
δi¯
′
j¯′
−δj¯
i¯′
−δj¯
j¯′
= qδj¯
′
i¯
f[i′;j+j′−i) − qδ
i¯′
j¯ f[i+i′−j;j′)+
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+ (q − q−1)
 a≡j′∑
i≤a<j
f[i′;j+j′−a)f[i;a) −
a≡i′∑
i<a≤j
f[a;j)f[i+i′−a;j′)

(2.21)
as well as: [
e[i;j), f[i′;j′)
]
= δi
′−j′
i−j δ
i¯′
i¯ ·
qhi−hj − qhj−hi
q − q−1
+ (2.22)
+

δj¯
′
j¯
· e[i;j−j′+i′)
q
1+h
j′
−h
i′
q
δi¯
′
i¯
−δ
j¯
i¯′
+δ
j¯
i¯
− δi¯
′
i¯
· e[i+j′−i′;j)q
hi′−hj′ if i− j < i′ − j′
δj¯
′
j¯
· f[i′;j′−j+i)
qhi−hj
q
δi¯
′
i¯
−δ
j¯
i¯′
+δ
j¯
i¯
− δi¯
′
i¯
· f[i′+j−i;j′)q
hj−hi−1 if i− j > i′ − j′
+(q−q−1)
min(j−i,j′−i′)−1∑
k=1
δj¯
k¯+i¯′
f[i′+k,j′)e[i;j−k)
q
δi¯
i¯′
−δj¯
i¯′
+δi¯
j¯
ψi′
ψi′+k
− δj¯
′
k¯+i¯
e[i+k,j)f[i′;j′−k)
qδ
i¯′
i¯
+δj¯
′
i¯
−δj¯
′
i¯′
ψi+k
ψi

We have rescaled the root generators (2.17) from the conventions in [17] by a factor
of q−1 − q for the e’s and a factor of 1− q−2 for the f ’s. Therefore, we set:
e[i;i) =
1
q−1 − q
f[i;i) =
1
1− q−2
(2.23)
2.5. We have the triangular decomposition:
Uq(ĝln) = U
+
q (ĝln)⊗ U
0
q (ĝln)⊗ U
−
q (ĝln)
where:
U+q (ĝln) = C(q)
〈
e[i;j)
〉
i<j
U0q (ĝln) = C(q)
〈
qhk , qγ
〉
1≤k≤n
U−q (ĝln) = C(q)
〈
f[i;j)
〉
i<j
Moreover, Uq(ĝln) is graded by N
n, where:
deg hk = 0
deg e[i;j) = [i; j)
deg f[i;j) = −[i; j)
and we set [i; j) = ςi + ...+ ςj−1 ∈ Nn. The algebra Uq(ŝln) has an analogous tri-
angular decomposition, just by replacing the root generators e[i;j) (respectively the
f[i;j)) by the Drinfeld-Jimbo generators ei (respectively fi) in all the formulas above.
Definition 2.24. The universal Verma module:
M
ĝln
= U+q (ĝln) · v (2.25)
is the free U+q (ĝln) module generated by a single vector v, which becomes a Uq(ĝln)
module if we impose additional relations:
f[i;j) · v = 0
qhk · v = ukq
−kv
qγ · v = qnqv
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∀i < j ∈ Z and k ∈ {1, ..., n}, where u1, ..., un and q are formal parameters.
Similarly, we may define universal Verma modules M
ŝln
and M
ĝl1
by replacing:
Uq(ĝln) with Uq(ŝln) and Uq(ĝl1), respectively
in Definition 2.24. As a consequence of (2.16), we have an isomorphism:
M
ĝln
∼=Mŝln ⊗Mĝl1
(2.26)
2.6. We now recall the definition of affine Laumon spaces, for which we will use
the notations in [18]. Consider the surface P1 × P1 and the divisors:
D = P1 × {0}, ∞ = P1 × {∞} ∪ {∞}× P1.
A parabolic sheaf F• is a flag of rank n torsion free sheaves:
Fn(−D) ⊂ F1... ⊂ Fn−1 ⊂ Fn (2.27)
on P1 × P1, together with an isomorphism:
Fn(−D)|∞ //
∼=

F1|∞ //
∼=

... //
∼=

Fn|∞
∼=

O⊕n∞ (−D) // O∞ ⊕O
⊕n−1
∞ (−D) // ... // O
⊕n
∞
(2.28)
The data in (2.28) is called framing at ∞, and it forces c1(Fi) = −(n − i)D.
On the other hand, −c2(Fi) =: di can vary over all non-negative integers, and we
therefore call the vector d = (d1, ..., dn) ∈ Nn the degree of the parabolic sheaf F•.
Definition 2.29. The moduli space Md of rank n degree d parabolic sheaves is
called an affine Laumon space.
Md is a smooth quasiprojective variety of dimension 2|d| := 2(d1 + ...+ dn). The
case of usual Laumon spaces is when dn = 0, in which case parabolic sheaves
(2.27) reduce to a full flag of framed torsion-free sheaves on the divisor D ∼= P1.
2.7. The maximal torus Tn ⊂ GLn and the rank 2 torus C∗ × C∗ act on Md
by changing the trivialization at ∞, respectively by multiplying the base P1 × P1.
This allows us to define the T−equivariant K−theory group KT (Md), where T is
a 2n+2−fold cover of Tn × C∗ × C∗. We will consider the representation ring of T :
KT (pt) = C
[
u±11 , ..., u
±1
n , q
±1, q±1
]
(2.30)
The localized K−theory ring is the Frac(KT (pt))–vector space:
Kd := KT (Md)
⊗
KT (pt)
Frac(KT (pt))
and we will package these together, by setting:
K =
⊕
d∈Nn
Kd (2.31)
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2.8. We will now introduce operators on K which arise from geometric correspon-
dences. For example, consider the fine correspondence defined as:
Z[i;j) :=
{
(F j• ⊂
j−1
x F
j−1
• ⊂
j−2
x ... ⊂
i+1
x F
i+1
• ⊂
i
x F
i
•), for some x ∈ A
1 = D\∞
}
⊂Mdj ×Mdj−1 × ...×Mdi+1 ×Mdi (2.32)
for arbitrary d+ = dj , ...,di = d− ∈ Nn such that dk+1 = dk + ςk. The notation:
F ′• ⊂
k
x F• means that we have embeddings {F
′
i →֒ Fi}1≤i≤n
which preserve the flag structure (2.27) and the framing (2.28), such that all em-
beddings are isomorphisms, except for F ′k ⊂ Fk which are such that Fk/F
′
k
∼= Cx.
The fine correspondence is endowed with projection maps:
Z[i;j)
p+
{{✇✇
✇✇
✇✇
✇✇ p−
##●
●●
●●
●●
●
Md+ Md−
(2.33)
There exist line bundles Li, ...,Lj−1 on Z[i;j), whose fibers are given by:
Lk|(Fj•⊂j−1x Fj−1• ⊂j−2x ...⊂i+1x Fi+1• ⊂ixFi•)
= Γ(P1 × P1,Fkk /F
k+1
k )
(2.34)
In [18], we also introduced the eccentric correspondence Z[i;j), which does not
admit a formula in terms of flags of sheaves as (2.32), but is endowed with maps:
Z[i;j)
p+
||①①
①①
①①
①① p−
##❋
❋❋
❋❋
❋❋
❋
Md+ Md−
(2.35)
and with line bundles L1, ...,Lj−1 as in (2.34). Moreover, in [18] we also introduced
virtual structure sheaves (which should more appropriately be called derived scheme
structures, but we will not go into these issues in the present paper):
[Z[i;j)] ∈ KT (Z[i;j)) (2.36)
[Z[i;j)] ∈ KT (Z[i;j)) (2.37)
Let us consider the following modifications of these classes:
[Z+[i;j)] = [Z[i;j)] · ui+1...uj ·
Li
Lj−1
· (−1)j−i−1 ·
q⌈
j−i
n ⌉−1
qd
+
i −d
+
j
(2.38)
[Z
−
[i;j)] = [Z[i;j)] ·
ui...uj−1
Li...Lj−1
· (−1) ·
q−j+i−⌊
j−i
n ⌋+2
qd
−
i−1−d
−
j−1
(2.39)
Note that the right-hand sides of (2.38) and (2.39) differ by factors of q and
−q2, respectively, from the same-named objects in [18]. Moreover, the classes
(2.36) and (2.37) differ by an additional factor of 1 − q2 from the same-named
objects in [18], because of the spaces Z[i;j) and Z[i;j) studied in the present
paper are equal to A1 times the homonymous spaces in [18] (while the point x is
allowed to range over A1 in the current definition (2.32), we had fixed x in loc. cit.).
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2.9. Define the smooth correspondence:
Wd+,d− :=
{
(F+• ⊂ F
−
• ) such that F
−
i /F
+
i is scheme-theoretically
supported on {0} × P1, for all i
}
⊂Md+ ×Md− (2.40)
for all d± ∈ Nn. We will write Wk for the union on the correspondences (2.40) over
all degree vectors such that d+ = d− + kδ. There exists a rank k vector bundle:
Li|(F+• ⊂F−• ) = Γ(P
1 × P1,F+i /F
−
i )
on Wk, for all i ∈ {1, ..., n}. Consider the natural projection maps:
Wk
pi+
||①①
①①
①①
①① pi−
##❋
❋❋
❋❋
❋❋
❋
Md+ Md−
(2.41)
which remember F+• and F
−
• , respectively. Schemes of the form (2.40) are well-
known in geometric representation theory, as is the fact that they are smooth.
However, in [18], we do not directly prove that (2.40) is actually smooth, but
instead work with its virtual structure sheaf:
[Wk] ∈ KT (Wk) (2.42)
and the modifications:
[W+k ] = [Wk] · q
k2−2k (u1u2...un)
k
qnk
[W−k ] = [Wk] · q
k2 (−1)nk
(u1u2...un)
k∏n
i=1 detLi
Consider the operators:
e[i;j) : K → K, α❀ p
+
∗
(
[Z+[i;j)] · p
−∗(α)
)
(2.43)
f[i;j) : K → K, α❀ p
−
∗
(
[Z
−
[i;j)] · p
+∗(α)
)
(2.44)
g±k : K → K, α❀ π
±
∗
(
[W±k ] · π
∓∗(α)
)
(2.45)
The main result of [18] is the following:
Theorem 2.46. There is an action Uq(ĝln)y K, where:
• the elements e[i;j), f[i;j) of (2.17) act by the operators (2.43), (2.44), respectively
• the central element acts by qγ = qnq, and:
qhi = multiplication by uiq
di−di−1−i on Kd (2.47)
• the elements g±k ∈ Uq(ĝl1) ⊂ Uq(ĝln) of (2.13) act on K by the operators (2.45)
Moreover, we have an isomorphism of Uq(ĝln)–modules K
∼=Mĝln
.
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Remark 2.48. For the Theorem to hold as stated, the generating series (2.13) of
the elements g±k must be defined as the exponential of the generating series of
elements p±k which satisfy the following relation:
[pk, pl] = δ
0
k+lk ·
qnk − q−nk
qk − q−k
(2.49)
In other words, formula (2.49) and qγ = qnq fix the constant in (2.10).
2.10. Let us consider two different copies of affine Laumon space, henceforth de-
noted by Md and Md′ , which can carry different sets of equivariant parameters
u1, ..., un and u
′
1, ..., u
′
n, respectively. More rigorously, we consider the action of the
bigger torus (C∗)n × (C∗)n × C∗ × C∗ on the product Md ×Md′ , and write:
K =
⊕
d∈Nn
Kd as a module over C[u
±1
1 , ..., u
±1
n , q, q]
K ′ =
⊕
d′∈Nn
Kd′ as a module over C[u
′
1
±1
, ..., u′n
±1
, q, q]
Consider the following vector bundle on Md ×Md′ :
E|(F•,F ′•) = Ext
1(F ′•,F•(−∞)). (2.50)
The actual definition of Ext of two flags of sheaves is given in [11], where it is shown
that (2.50) is a vector bundle. We may consider the full exterior power of (2.50):
[∧•(E∨,m)] =
rank E∑
k=0
(
−q2m
)k
[∧kE∨] ∈ KT (Md ×Md′)
Consider also the following modification of the class above:
[∧˜
•
(E∨,m)] = [∧•(E∨,m)] ·
· (−1)|d|
ud′+1
ud
q−〈d
′,d〉−|d′|−m(|d|+|d′|)
n∏
i=1
detVi · λd′ (2.51)
where the tautological vector bundle Vi has rank di on Md ⊂M, and:
λd′ = (−1)
|d′| ud′
ud′+1
q|d
′|+〈d′,d′〉
detV ′i
(2.52)
Then let us define the operator:
Am : Kd′ −→ Kd (2.53)
α❀ p1∗
(
[∧˜
•
(E∨,m)] · p∗2(α)
)
where p1, p2 are the projections from Md×Md′ onto the first and second factors,
respectively. If we consider all d,d′ ∈ Nn together, we obtain an operator:
Am : K
′ −→ K (2.54)
Strictly speaking, the operator (2.54) maps into the completion of K = ⊕d∈NnKd.
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2.11. The main application of representation theory to the study of the Ext
operator Am is to connect the latter to intertwiners for quantum affine alge-
bras. Our main geometric computations, to be proved in Section 4, are given below:
Proposition 2.55. The operator Am satisfies the following commutation relations:
e[i;j)Am + e[i+1;j)q
−hi+1Amq
hi+m = Ame[i;j) + q
hjAmq
−hj−1−me[i;j−1) (2.56)
for all i < j.
In particular, since e[i;i) =
1
q−1−q , we have the following relation in the case j = i+1:
eiAm −Amei =
q−hi+1Amq
hi+m − qhi+1Amq
−hi−m
q − q−1
(2.57)
Proposition 2.58. The operator Am satisfies the following commutation relations:
f[i+1,j+1)Am+
j∑
a=i+1
(−q)i−ar⌊ a−in ⌋
f[a+1;j+1)q
−hi+1−...−haAmq
hi+1+...+ha+m(a−i) =
= Amf[i;j) +
j−1∑
a=i
(−q)a−jr⌊ j−an ⌋
qha+1+...+hjAmq
−ha+1−...−hj−m(j−a)f[i;a) (2.59)
for all j > i, where we set rk =
∏k
l=1
qq2l−q−1
q2l−1
.
In particular, since f[i;i) =
1
1−q−2 , we have the following relation in the case j = i+1:
fiAm −Amfi−1 =
q−hiAmq
hi+m − qhiAmq−hi−m
q − q−1
(2.60)
Proposition 2.61. The operator Am satisfies the following commutation relations:
[pk, Am] = (−1)
k−1 ·
q(m+1)nkqk − q−(m+1)nkq−k
qk − q−k
·Am (2.62)
[p−k, Am] = (−1)
k−1 ·
qmnk − q−mnk
qk − q−k
·Am (2.63)
for all k > 0.
2.12. The decomposition (2.26) and the last sentence of Theorem 2.46 imply that:
K ∼=Mĝln
=M
ŝln
⊗M
ĝl1
and the action of Uq(ĝln) on the LHS is matched with the action of Uq(ŝln)⊗Uq(ĝl1)
on the RHS. Because relations (2.57), (2.60) do not involve the Uq(ĝl1) generators
p±k, and relations (2.62), (2.63) do not involve the Uq(ŝln) generators ei, fi, then:
Am = A
ŝln
m ⊗A
ĝl1
m : M
′ →M (2.64)
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where:
M ′
ŝln
Aŝlnm−→ M
ŝln
satisfies relations (2.57), (2.60) (2.65)
M ′
ĝl1
Aĝl1m−→ M
ĝl1
satisfies relations (2.62), (2.63) (2.66)
(for any symbol ∗ ∈ {ĝln, ŝln, ĝl1}, we write M∗ and M
′
∗ for two copies of the
Verma module, with potentially different generic highest weights u1, ..., ur and
u′1, ..., u
′
r). The following is a well-known property of Verma modules.
Proposition 2.67. There is a unique (up to scalar) operator M ′∗
Am−→M∗ satisfying:
(2.56) and (2.59) if ∗ = ĝln
(2.57) and (2.60) if ∗ = ŝln
(2.62) and (2.63) if ∗ = ĝl1
Proof We will only prove the ∗ = ĝln case, and so we abbreviate M =Mĝln
from
now on (we leave the remaining two cases as exercises for the interested reader).
Proposition 2.17 of [17] establishes the fact that a linear basis of the universal
Verma module M (over the ground field Q(u1, ..., un, q, q)) consists of expressions:
e[i1;j1)...e[id;jd) · v (2.68)
over all {is < js}1≤s≤d ⊂ {1, ..., n} × Z, ordered such that j1 − i1 ≤ ... ≤ jd − id
(and if js − is = js+1 − is+1, then we require is ≤ is+1). Iterating (2.56) yields:
Ame[i;j) =
∑
ε∈{0,1}
j−ε∑
a=i
...e[a;j−ε)Am...
where ... stand for various constants and products of Cartan elements q±hk . With
(2.68) in mind, we conclude that knowing the vector vm = Am · v completely
determines the operator Am. However, applying (2.59) to the vector v implies:
f[i+1;j+1) · vm =
j∑
a=i+1
...f[a+1;j+1) · vm
where ... stand for various constants and products of Cartan elements q±hk . Iter-
ating the relation above implies that:
f[i;j) · vm = Pij(q
h1 , ..., qhn) · vm (2.69)
for some Laurent polynomials Pij that one can deduce algorithmically. Hence, if:
vm = αv +
∞∑
d=1
{is<js}∑
as in (2.68)
αi1,j1,...,id,jde[i1;j1)...e[id;jd) · v
then the constants αi1,j1,...,id,jd can be computed from α by induction on ji − i1 +
...+ jd − id by using (2.22), (2.69), and the fact that there exists a non-degenerate
bialgebra pairing between the span of ordered products of e[i;j)’s and the span of
ordered products of f[i;j)’s (see [17]). This implies that vm is unique up to scalar.
✷
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2.13. We expect that the operator M ′
Am−→ M defined by (2.56), (2.59) can be
related to intertwiners between Verma modules of Uq(ĝln), and in the next Section
we will prove this fact in the limit when the quantum group Uq(ĝln) is replaced
by the affine Lie algebra ĝln. In the meantime, we observe that (2.64) reduces the
problem from Uq(ĝln) to Uq(ŝln), because it is easy to show that:
Aĝl1m = exp
(
∞∑
k=1
pk(−1)k
k
·
qmnk − q−mnk
qnk − q−nk
)
·
· exp
(
−
∞∑
k=1
(−1)kp−k
k
·
q(m+1)nkqk − q−(m+1)nkq−k
qnk − q−nk
)
(2.70)
Indeed, by the uniqueness statement of Proposition 2.67, it is enough to show that
the two sides of (2.70) satisfy the same commutation relations with the generators
p±k. In the case of the LHS, these are given by (2.62) and (2.63). Meanwhile:
[pk,RHS of (2.70)] = (−1)
k−1 ·
q(m+1)nkqk − q−(m+1)nkq−k
qk − q−k
· RHS of (2.70)
[p−k,RHS of (2.70)] = (−1)
k−1 ·
qmnk − q−mnk
qk − q−k
· RHS of (2.70)
are straightforward consequences of (2.49).
Remark 2.71. Note that, a priori, (2.70) only holds up to scalar multiple. However,
in (2.64) we can freely multiply A
ĝl1
m by any constant, at the cost of multiplying
Aŝlnm by the inverse constant. Therefore, we may take (2.70) as a definition of A
ĝl1
m .
2.14. When ui = u
′
i, ∀i ∈ {1, ..., n}, the groups K
∼=M and K ′ ∼=M ′ are naturally
identified, and we can talk about the graded character of the operator Am:
χAm =
∑
d∈Nn
xd · Tr
(
projKd(Am|Kd)
)
where xd = xd11 ...x
dn
n are formal variables.
Proposition 2.72. We have χAm = Zm.
Proof The proof closely follows that of Proposition 6.6 of [16], so we leave the
details to the interested reader. The main thing it uses is that the restriction of
the Ext bundle to the diagonal ∆ ∼=Md →֒ Md ×Md is given by:
∧˜
•
(E ,m)
∣∣∣
∆
= ∧•(E ,m)
∣∣∣
∆
q−2m|d| = ∧•(Tan∨Md,m)q
−2m|d|
The second equality can be seen, for example, by setting Vi = V
′
i in (4.20).
✷
Therefore, computing the partition function of 5d N = 1 supersymmetric gauge
theory with adjoint matter (in the presence of a surface operator insertion) amounts
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to computing the graded character of the operator Am : M → M , which is com-
pletely determined by properties (2.56) and (2.59). By (2.64), we have :
χAm = χAŝlnm
χ
A
ĝl1
m
To compute χ
Aŝlnm
from (2.57), (2.60) would require one to relate Aŝlnm to Uq(ŝln) in-
tertwiners, and then to apply [9], [22] in order to compute characters of intertwiners.
Proposition 2.73. The character of the operator (2.70) is given by:
χ
A
ĝl1
m
= exp
[
∞∑
k=1
xk
(1− xk)k
(
1 +
(q(m+1)nkqk − q−(m+1)nkq−k)(qmnk − q−mnk)
(qk − q−k)(qnk − q−nk)
)]
(2.74)
Proof We will denote partitions by λ = (1n12n2 ...) and µ = (1m12m2 ...). Define:
|λ| = n1 + 2n2 + ..., zλ =
∞∏
k=1
knknk!,
(
λ
µ
)
=
∞∏
k=1
(
nk
mk
)
and write p±λ = p
n1
±1p
n2
±2.... The Verma module of the Heisenberg algebra is called
the Fock space, and we will denote it by Λ. It has a basis consisting of monomials:
pλ · v = p
n1
1 p
n2
2 ... · v (2.75)
as λ goes over all partitions. We define Λd ⊂ Λ to be the linear span of the vectors
pλ · v with |λ| = d. To keep the notation simple, let us rescale the generators of the
Heisenberg algebra so that they satisfy the commutation relations [pk, pl] = −δk+lk.
The problem then becomes to show that:
B = exp
(
∞∑
k=1
αkpk
k
)
exp
(
∞∑
k=1
βkp−k
k
)
=
µ,ν∑
partitions
αµβν
zµzν
pµp−ν
(where αλ =
∏∞
k=1 α
nk
k for λ = (1
n12n2 ...)) has graded character:
χB :=
∞∑
d=0
xdTr (B|Λd) = exp
[
∞∑
k=1
xk(1 + αkβk)
k(1− xk)
]
(2.76)
One can prove the equality above by showing that the character of B satisfies the
differential equation: [
x
∂
∂x
−
∞∑
k=1
xk(1 + αkβk)
(1− xk)2
]
χB = 0
which is done along the lines of Proposition 3.38. However, we can also prove
formula (2.76) by explicitly computing the trace in the basis (2.75). It is a straight-
forward exercise, which we leave to the interested reader, to show that:
p−νpλ · v =
{(
λ
ν
)
zνpλ\ν · v if ν ⊂ λ
0 otherwise
where we write ν ⊂ λ if all the parts of the partition ν (with multiplicities) are also
in the partition λ. Clearly, pµpλ\ν is a multiple of pλ only if µ = ν, hence:
χB =
λ∑
partition
x|λ|
∑
µ⊂λ
αµβµ
zµ
(
λ
µ
)
=
∑
µ=(1m12m2 ...)
x|µ|
αµβµ
zµ
∞∏
k=1
∞∑
dk=0
xkdk
(
mk + dk
mk
)
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=
∑
µ=(1m12m2 ...)
x|µ|
αµβµ
zµ
∞∏
k=1
(1−xk)−mk−1 =
∞∏
k=1
1
1− xk
(
∞∑
m=0
xmk
(1− xk)m
·
(αkβk)
m
kmm!
)
The right-hand side above is easily seen to match the right-hand side of (2.76).
✷
3. Cohomology and the Main Theorem
3.1. In the limit q → 1, the quantum group Uq(ŝln) degenerates to the universal
enveloping of the Kac-Moody Lie algebra:
U(ŝln) := C
〈
e˜1, ..., e˜n, f˜1, ..., f˜n, h1..., hn
〉
= lim
q→1
Uq(ŝln)
where e˜i = limq→1 ei, f˜i = limq→1 fi. The commutation relations between the
generators above are obtained by taking the q → 1 limit of relations (2.2)–(2.6):
[hj , e˜i] = +〈ς
i, ςj〉e˜i (3.1)
[hj , f˜i] = −〈ς
i, ςj〉f˜i (3.2)[
e˜i, f˜j
]
= δij(hi − hi+1) (3.3)
as well as:
[e˜i, e˜j] = 0, if i− j 6≡ {−1, 1} mod n (3.4)
[e˜i, [e˜i, e˜i+1]] = [e˜i, [e˜i, e˜i−1]] = 0 (3.5)
and the analogous relations for f˜ ’s instead of e˜’s. Note that in the limit q → 1, the
coproduct (2.7)–(2.9) tends to the standard Lie algebra coproduct:
∆(x) = x⊗ 1 + 1⊗ x, ∀x ∈ ŝln
3.2. Similarly, we may consider the generators (2.17) of Uq(ĝln), and define:
e˜[i;j) = lim
q→1
e[i;j) f˜[i;j) = lim
q→1
f[i;j)
which satisfy the following q → 1 limits of relations (2.20)–(2.22):[
e˜[i;j), e˜[i′;j′)
]
= δj¯
i¯′
e˜[i;j+j′−i′) − δ
j¯′
i¯
e˜[i+i′−j′;j) (3.6)[
f˜[i;j), f˜[i′;j′)
]
= δj¯
′
i¯
f˜[i′;j+j′−i) − δ
i¯′
j¯ f˜[i+i′−j;j′) (3.7)
and: [
e˜[i;j), f˜[i′;j′)
]
= δi
′−j′
i−j δ
i¯′
i¯ · (hi − hj) + (3.8)
+
{
δj¯
′
j¯
· e˜[i;j−j′+i′) − δ
i¯′
i¯
· e˜[i+j′−i′;j) if i− j < i
′ − j′
δj¯
′
j¯
· f˜[i′;j′−j+i) − δ
i¯′
i¯
· f˜[i′+j−i;j′) if i− j > i
′ − j′
We will henceforth write M for the universal Verma module, which is freely gener-
ated by the subalgebra 〈e˜[i;j)〉i<j acting on a vector v, subject to the relations:
f˜[i;j) · v = 0
hk · v = (ak − k)v
γ · v = (n+ p)v
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where a1, ..., an, p are formal parameters (specifically, ai = logq ui and p = logq q).
3.3. Consider the affine Lie algebra:
ĝln =
(
n× n matrices valued in C[z, z−1]
)
⊕ C · γ
endowed with the usual Lie algebra bracket that has γ central, and:
[X · zk, Y · zl] = [X,Y ] · zk+l + δ0k+lk · Tr(XY )γ (3.9)
Let Eij denote the elementary matrix with a single 1 at the intersection of row i
and column j, and 0 everywhere else. We introduce the notation:
Eij = Ei¯j¯ · z
⌊ j−1n ⌋−⌊
i−1
n ⌋ (3.10)
for all integers i, j. With this in mind, it is easy to see that the assignment:
e˜[i;j) ❀ Eij (3.11)
f˜[i;j) ❀ Eji (3.12)
hi ❀ Eii − γ
⌊
i− 1
n
⌋
(3.13)
∀i < j ∈ Z, matches relations (3.6)–(3.8) with the Lie bracket (3.9). Moreover:
Pk =
n∑
i=1
Ei,i+nk = identity matrix · z
k (3.14)
∀k ∈ Z\0, satisfy the relations:
[Pk, Pl] = δ
0
k+lknγ (3.15)
and are thus limits q → 1 of the elemnts p±k of Subsection 2.3, properly rescaled.
3.4. Let us now consider the degeneration of equivariant K–theory to equivariant
cohomology. Specifically, rename the equivariant parameters of Subsection 2.7 to:
q = e~, q = e~p, ui = e
~ai ∀i ∈ {1, ..., n}
and let us consider only the leading order terms in ~ in all our formulas. Expressions
such as
∏
(1−q−iq−ju−k11 ...u
−kn
n ) have leading order term
∏
(i+jp+a1k1+...+ankn)
as ~→ 0. Moreover, if we define the equivariant cohomology groups:
H =
⊕
d∈Nn
Hd where Hd = HT (Md)
⊗
HT (pt)
Frac(HT (pt))
then the operators (2.43) and (2.44) degenerate to operators:
e˜[i;j) : H → H, α❀ p
+
∗
(
[Z[i;j)] · p
−∗(α)
)
· (−1)j−i−1
f˜[i;j) : H → H, α❀ p
−
∗
(
[Z[i;j)] · p
+∗(α)
)
· (−1)
which satisfy relations (3.6)–(3.8), and thus induce an isomorphism:
H ∼=M (3.16)
with the universal Verma module defined at the end of Subsection 3.2. Similarly,
the operator (2.54) degenerates to an operator:
A˜m : H
′ → H (3.17)
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where H and H ′ denote two copies of the cohomology groups of affine Laumon
spaces, with equivariant parameters a1, ..., an and a
′
1, ..., a
′
n, respectively.
3.5. By taking the limit q → 1 in Propositions 2.55 and 2.58, we note that the op-
erator (3.17) satisfies the following commutation relations with the root generators:(
e˜[i;j) + e˜[i+1;j)
)
A˜m = A˜m
(
e˜[i;j) + e˜[i;j−1) +mδ
i+1
j
)
(3.18)
(we will use the notation e˜[i;i) = f˜[i;i) = hi in the present Subsection, in order to
keep all our formulas concise) for all i < j, and:[
j−1∑
a=i
(−1)i−ar˜⌊ a−in ⌋
f˜[a+1;j+1) − (−1)
i−j r˜⌊ j−in ⌋
(hi+1 + ...+ hj)
]
A˜m =
= A˜m
[
j∑
a=i+1
(−1)a−j r˜⌊ j−an ⌋
f˜[i;a) − (−1)
i−j r˜⌊ j−in ⌋
(hi+1 + ...+ hj +m(j − i))
]
(3.19)
for all i < j, where r˜k =
∏k
l=1
1+pl
pl =
(k+ 1
p
k
)
.
Proposition 3.20. In the matrix notation (3.11)–(3.13), the relations above read:
(Eij + Ei+1,j) A˜m = A˜m (Eij + Ei,j−1 + αi−jm) (3.21)
for all i, j ∈ Z, where:
αk =

1 if k ∈ {0,−1}
(−1)ns−1 np if k = ns or ns− 1 with s > 0
0 for all other integers
(3.22)
Proof It is clear that (3.18) is precisely (3.21) when i < j. In order to prove the
case i ≥ j, let us add together formula (3.19) for the pairs (i, j) and (i, j − 1):[
j−1∑
a=i
(−1)i−ar˜⌊ a−in ⌋
(
f˜[a+1;j+1) + f˜[a+1;j)
)]
A˜m = (3.23)
= A˜m
f˜[i;j) + n|j−a∑
i<a<j
(−1)a−j r˜⌊ j−1−an ⌋
f˜[i;a)
p
⌊
j−a
n
⌋ +
+(−1)i−j+1
(
r˜⌊ j−i−1n ⌋
hj + r˜⌊ j−in ⌋
m(j − i)− r˜⌊ j−i−1n ⌋
m(j − i− 1)
)]
(above, we used the simple identity r˜k − r˜k−1 =
r˜k−1
pk , as well as the formula:(
r˜⌊ j−in ⌋
− r˜⌊ j−1−in ⌋
)
[hi+1 + ...+ hj , A˜m] = 0
which happens because hi+1 + ...+ hj is central in ĝln if n|j − i). In order to prove
(3.21) by induction on i − j, it suffices to replace all (f˜[a+1;j+1) + f˜[a+1;j))A˜m in
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the LHS of (3.23) by A˜m(f˜[a+1;j) + f˜[a;j) +mαj−a−1) and show that (3.23) is an
identity. Upon making this replacement, the left-hand side of (3.23) equals:
A˜m
[
j−1∑
a=i
(−1)i−ar˜⌊ a−in ⌋
(
f˜[a+1;j) + f˜[a;j) +mαj−a−1
)]
=
= A˜m
[
f˜[i;j) +
j−1∑
a=i+1
(−1)i−a
(
r˜⌊ a−in ⌋
− r˜⌊ a−i−1n ⌋
)
f˜[a;j) + (−1)
i−j+1r˜⌊ j−1−in ⌋
hj+
+m
j−1∑
a=i
(−1)i−ar˜⌊ a−in ⌋
αj−a−1
]
= A˜m
f˜[i;j) + n|a−i∑
i<a<j
(−1)i−ar˜⌊ a−i−1n ⌋
f˜[a;j)
p
⌊
a−i
n
⌋ +
+(−1)i−j+1r˜⌊ j−1−in ⌋
hj +m
j−1∑
a=i
(−1)i−ar˜⌊ a−in ⌋
αj−a−1
]
The formula above matches the right-hand side of (3.23), as we needed to show, as
a consequence of the combinatorial identity:
j−1∑
a=i
(−1)i−ar˜⌊ a−in ⌋
αj−a−1 = (−1)
i−j+1
[
r˜⌊ j−in ⌋
(j − i)− r˜⌊ j−i−1n ⌋
(j − i− 1)
]
(the identity above is a simple exercise that follows from r˜k =
(k+ 1
p
k
)
, which we
leave to the interested reader).
✷
3.6. Because H is isomorphic to the Verma module M via (3.16), we may regard
A˜m as an operator M
′ → M between Verma modules with (possibly different)
universal highest weights a′1, ..., a
′
n and a1, ..., an, respectively. It is easy to see that
Proposition 2.67 has a cohomological analogue, meaning that there is at most a
unique (up to scalar multiple) operator satisfying the commutation relations (3.21).
Proposition 3.24. If M =M ′ (i.e. ai = a
′
i ∀i), the operator A0
∣∣∣
M=M ′
acts as:
g :=

1 0 0 z−1
1 1 0 0
0 1 1 0
0 0 1 1
 (3.25)
which is an element ∈ ĜL
−
n →֒
̂
U(ĝl
−
n ) explicitly given by the formula:
g = exp
 j>i∑
1≤i≤n
(−1)j−i−1
j − i
· Eji
 (3.26)
Any power series in {Eji}i<j acts correctly on the Verma module M .
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Proof Let us first prove that the right-hand sides of (3.25) and (3.26) are equal.
Letting S = g − Id =
∑n
i=1 Ei+1,i, then we observe that:
Sk =
n∑
i=1
Ei+k,i
∀k ≥ 1, and the required identity is a consequence of the Taylor series expansion:
Id + S = exp
(
∞∑
k=1
(−1)k−1
k
· Sk
)
Let us now show that A0|M=M ′ = g. Because of the uniqueness statement imme-
diately preceding the statement of the Proposition, it suffices to show that:
(Eij + Ei+1,j)g = g(Eij + Ei,j−1) (3.27)
∀i, j ∈ Z. The equality (3.27) may be regarded as the adjoint action of g ∈ GLn[z−1]
on elements of the Lie algebra gln[z
±1], and therefore it suffices to check that the
equality holds in the space of n× n matrices with coefficients Laurent polynomials
in z. In this case, formula (3.27) reduces to the following easily checked matrix
identity (seen below for n = 4, i = 3, j = 2):
0 0 0 0
0 0 0 0
0 1 0 0
0 1 0 0


1 0 0 z−1
1 1 0 0
0 1 1 0
0 0 1 1
 =

1 0 0 z−1
1 1 0 0
0 1 1 0
0 0 1 1


0 0 0 0
0 0 0 0
1 1 0 0
0 0 0 0

✷
3.7. Let V be a vector space with basis given by symbols yb11 ...y
bn
n , as the exponents
b1, ..., bn range over all complex numbers. There exists an action:
ĝln y V (3.28)
where the central charge γ acts by 0, and:
Eij ❀ (−1)
i−jyi¯
∂
∂yj¯
− Id ·m

1 if i = j
(−1)i−j−1 np if i− j ∈ nN
0 otherwise
(3.29)
(recall that we write i¯ for the residue class of i in the set {1, ..., n}).
Theorem 3.30. The operator M ′
A˜m−→M factors as:
A˜m :M
′ g−→M ′
Φm−→M ⊗ V
Id⊗ev
−→ M (3.31)
where M ′
Φm−→ M ⊗ V is the ĝln intertwiner, and V
ev
−→ C denotes the linear map
given by evaluating polynomials at y1 = ... = yn = 1.
We refer to Φm as “the” intertwiner because it is unique up to constant multiple,
by a straightforward analogue of Proposition 2.67. This crucially uses the fact
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that, in order for it to commute with E11, ..., Enn, the operator Φm must map the
generators of the Verma module according to:
v′
Φm
❀ αv ⊗
(
y
a′1−a1+m
1 ...y
a′n−an+m
n
)
+ higher order (3.32)
for some scalar α. Just like at the end of the proof of Proposition 2.67, knowledge
of the constant α allows one to iteratively compute all higher order terms in the
expression above, which ultimately determines Φm completely.
Proof If C is given the trivial ĝln module structure, we have (Eij+Ei+1,j)◦ev = 0
for all i, j ∈ Z. Meanwhile, because of formulas (3.29), it is easy to see that:
ev ◦ (Eij + Ei+1,j) = −mαi−j · ev
where αi−j is defined in (3.22). By taking the difference, we conclude that:
[Eij + Ei+1,j , ev] = mαi−j · ev (3.33)
Let us now prove that A˜m factors as stipulated in (3.36). Because of (the Lie
algebra analogue of) Proposition 2.67, it is enough to show that the composition
of operators in (3.31) satisfies the commutation relations (3.21) in place of A˜m.
Explicitly, this is because:
(Eij + Ei+1,j) ◦ (Id⊗ ev)Φmg
(3.33)
= (Id⊗ ev) ◦ (Eij + Ei+1,j +mαi−j)Φmg =
= (Id⊗ev)Φm◦(Eij+Ei+1,j+mαi−j)g
(3.27)
= (Id⊗ev)Φmg(Eij+Ei,j−1+mαi−j)
where the middle equality holds on account of Φm being an intertwiner.
✷
3.8. For the remainder of the present Section, we assume m ∈ N and M =M ′, by
which we mean that we equate the equivariant parameters ai = a
′
i. In this case, the
representation V of (3.28) can be replaced by the finite-dimensional representation:
ĝln y S
mn = C[y1, ..., yn]
total degree mn (3.34)
with the action given by formula (3.29). It is easy to observe that Smn is simply
the mn–th symmetric power of Cn endowed with the following action (fix a basis
y1, ..., yn of C
n, although strictly speaking it should be the dual basis to (3.34)):
Eij · yk = (−1)
i−jδj¯kyi¯ − yk

1
n if i = j
(−1)i−j−1 1p if i − j ∈ nN
0 otherwise
(3.35)
∀i, j ∈ Z. In other words, Cn is the evaluation representation corresponding to the
tautological representation of gln and z = 1, twisted by a character of the central
Heisenberg subalgebra. Because ai = a
′
i, the lowest weight coefficient (y1...yn)
m
from (3.32) actually lies in Smn, which implies that:
A˜m :M
g
−→M
Φm−→M ⊗ Smn
Id⊗ev
−→ M (3.36)
where Φm is the ĝln intertwiner (the proof of (3.36) is identical to that of (3.31)).
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3.9. Recall that the Verma module has a grading:
M =
⊕
d=(d1,...,dn)∈Nn
Md
Let us consider the diagonal operator:
xd :M −→M (3.37)
which acts on each Md as multiplication by x
d1
1 ...x
dn
n , where x1, ..., xn are formal
parameters. The generalized character of Φm :M →M ⊗ Smn is defined as:
χΦm = Tr
(
Φmx
d
)
∈ Smn[x1, ..., xn]
Note that on virtue of Φm being an intertwiner, the character χΦm actually takes
values in (y1...yn)
m ·C[[x1, ..., xn]], because the weight zero subspace of Smn is the
span of the vector (y1...yn)
m. The following Proposition closely follows [7].
Proposition 3.38. The character χΦm satisfies the identity:
Om · χΦm = 0 (3.39)
where Om is the following differential operator on C[[x1, ..., xn]]:
Om =
n∑
i=1
Di(Di −Di+1 + ai − ai+1)−
∞∑
k=1
kn(m+ 1)
1− x−k
+ (3.40)
+
i<j∑
(i,j)∈ Z
2
(n,n)Z
[
ai − aj − i+ j +Di −Di−1 −Dj +Dj−1
1− x−1[i;j)
+
m(m+ 1)
(1− x[i;j))(1 − x
−1
[i;j))
]
where x = x1...xn and x[i;j) = xi...xj−1.
Proof Consider the following element in the completion
̂
U(ĝln):
c =
n∑
i=1
(
E2ii
2
+
γi
n
Eii
)
+
i<j∑
(i,j)∈ Z
2
(n,n)Z
EijEji −
1
γ
∞∑
k=1
PkP−k
Let us note that:
[c, Eab] =
(
1−
γ
n
)
(b− a)Eab (3.41)
as follows by adding the identities below (assume a < b for conciseness):
i<j∑
(i,j)∈ Z
2
(n,n)Z
[EijEji, Eab] =
i<j∑
(i,j)∈ Z
2
(n,n)Z
(
Eij [Eji, Eab] + [Eij , Eab]Eji
)
=
=
∑
j>a
EajEjb−
∑
i<b
EibEai+
∑
i<a
EibEai−
∑
j>b
EajEjb =
b∑
j=a+1
EajEjb−
b−1∑
i=a
EibEai =
= EbbEab−EabEaa+
b∑
i=a+1
[Eai, Eib] = EbbEab−EabEaa+(b−a)Eab−δ ·
b− a
n
P b−a
n
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(the symbol δ denotes 1 if n|a− b and 0 otherwise) together with:
n∑
i=1
[
E2ii
2
+
γi
n
Eii, Eab
]
=
n∑
i=1
(
Eii
2
[Eii, Eab] + [Eii, Eab]
Eii
2
+
γi
n
[Eii, Eab]
)
=
= EabEaa − EbbEab + γ
(⌊
a− 1
n
⌋
−
⌊
b− 1
n
⌋)
Eab + γ
a¯− b¯
n
Eab
(above we used the relation Eaa = Ea¯a¯−γ
⌊
a−1
n
⌋
, where a¯ denotes the residue class
of the integer a in the set {1, ..., n}) and:
−
1
γ
∞∑
k=1
[PkP−k, Eab] = δ ·
b− a
n
P b−a
n
If we consider the degree operator:
deg :M →M
which acts on Md as multiplication by d1 + ...+ dn, then formula (3.41) implies:
c
∣∣∣
M
= −
p
n
deg+c
∣∣∣
M0
= −
p
n
deg+
n∑
i=1
[
(ai − i)2
2
+
(n+ p)i(ai − i)
n
]
Since χΦm deg = DχΦm , where D = D1 + ...+Dn, we obtain the identity:
χΦmc =
(
−
p
n
D +
n∑
i=1
[
(ai − i)2
2
+
(n+ p)i(ai − i)
n
])
χΦm (3.42)
On the other hand, because Eii acts on Md as multiplication by ai − i+ di − di−1:
χΦmEii = Tr(ΦmEiix
d) = (ai − i+Di −Di−1)χΦm (3.43)
and analogously:
χΦmE2ii = Tr(ΦmE
2
iix
d) = (ai − i +Di −Di−1)
2χΦm (3.44)
Moreover, if i < j we have:
Tr(ΦmEijx
d) =
Tr(Φmx
dEij)
x[i;j)
=
(Eij ⊗ 1)Tr(Φmxd)
x[i;j)
=
=
−EijTr(Φmxd)
x[i;j)
+
Tr(ΦmEijx
d)
x[i;j)
⇒ χΦmEij =
Eij · χΦm
1− x[i;j) (3.45)
where the third equality follows from (Eij ⊗ 1 + 1⊗Eij)Φm = ΦmEij , namely the
intertwiner property of the operator Φm. Analogously, we have:
χΦmPk =
Pk · χΦm
1− xk
(3.46)
(recall that x[i;j) = xi..xj−1 and x = x1...xn). Moreover, we have:
Tr(ΦmEijEjix
d) = x[i;j)Tr(ΦmEijx
dEji) = x[i;j)Tr((Eji ⊗ 1)ΦmEijx
d) =
= −x[i;j)Eji · Tr(ΦmEijx
d) + x[i;j)Tr(ΦmEjiEijx
d) = −x[i;j)
EjiEij · χΦm
1− x[i;j)
+
+x[i;j)Tr(ΦmEijEjix
d) + x[i;j)Tr(Φm(Ejj − Eii)x
d) ⇒ χΦmEijEji =
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=
EjiEijχΦm
(1− x[i;j))(1− x
−1
[i;j))
+
(ai − aj − i+ j +Di −Di−1 −Dj +Dj−1)χΦm
1− x−1[i;j) (3.47)
Note that we may replace EjiEij by EijEji on the last row, since the generalized
character χΦm having degree 0 implies that EiiχΦm = 0. Analogously, we have:
χΦmPkP−k =
PkP−kχΦm
(1− xk)(1− x−k)
+
kn(n+ p)χΦm
1− x−k
(3.48)
Taking appropriate linear combinations of equations (3.42), (3.43), (3.44), (3.47)
and (3.48), we obtain the following identity:
χΦmc =
n∑
i=1
[
RHS of (3.44)
2
+ i
(
1 +
p
n
)(
RHS of (3.43)
)]
+
+
i<j∑
(i,j)∈ Z
2
(n,n)Z
(
RHS of (3.47)
)
−
1
n+ p
∞∑
k=1
(
RHS of (3.48)
)
(3.49)
If we recall the action (3.29) and the fact that χΦm equals (y1...yn)
m times a power
series in the variables x1, ..., xn, then we observe that:
EijEji · χΦm = m(m+ 1)χΦm if i¯ 6= j¯
EijEji · χΦm = m
2
(
1 +
n
p
)
χΦm if i¯ = j¯
PkP−k · χΦm = mn
(
mn+
n2
p
)
χΦm
With this in mind, as well as the straightforward identity:
∞∑
k=1
k
1− x−k
=
∞∑
k=1
1
(1− xk)(1− x−k)
= − ∞∑
k,l=1
kxkl
 (3.50)
setting (3.42) equal to (3.49) yields precisely (3.39).
✷
3.10. It is easy to observe that ĝln acts faithfully on the representation:
C∞ = Cn[z, z−1] (3.51)
with γ 7→ 0. We will fix a basis {yk}k∈Z of (3.51), with the understanding that:
yk = yk¯ · z
−⌈k−1n ⌉
In terms of this basis and the notation (3.10), the action ĝln y C
∞ is given by:
Eij · yk = δ
k¯
j¯ yk−j+i, ∀i, j, k ∈ Z
It is easy to see that we have the following multiplication rules in C∞:
Eij ·Ei′j′ = δ
i¯′
j¯ Ei,j+j′−i′ (3.52)
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Note that elements in ĜL
−
n are well-defined in the representation (3.51), if one is
willing to allow infinite sums of yk’s in the direction of positive k. Consider:
xd : C∞ −→ C∞, xd · yk = yk
{
x1...xk−1 if k > 0
1
xk...x0
if k ≤ 0
where x1, ..., xn are the same formal symbols as before. It is no coincidence that we
use the same symbol for the operator above as for the endomorphism (3.37), since
they both have the same commutation rules with the affine Lie algebra generators:
xd ·Eij · x
−d = xi...xj−1 ·Eij (3.53)
xd ·Eji · x
−d =
1
xi...xj−1
·Eji (3.54)
for any i < j ∈ Z.
Proposition 3.55. We have the following identity in the representation C∞:
g · (xd · h · x−d) = h (3.56)
where h ∈ ĜL
−
n [[x1, ..., xn]] acts in the representation C
∞ as:
h = 1 +
i<j∑
(i,j)∈Z2/(n,n)Z
Eji
j−1∏
a=i
xa
xi...xa − 1
(3.57)
Proof By (3.54), we have:
xd · h · x−d = 1 +
i<j∑
(i,j)∈Z2/(n,n)Z
Eji
j−1∏
a=i
1
xi...xa − 1
Since g = 1 +
∑n
i=1 Ei+1,i in the representation C
∞ according to (3.25), identity
(3.56) is an easy consequence of (3.52).
✷
3.11. Since g, h and xdhx−d are all elements of ĜL
−
n [[x1, ..., xn]], the fact that
relation (3.56) holds in the faithful representation C∞ implies that it also holds in
the Verma module M . Recall the Weyl denominator δn of (1.7), and consider also:
δ1 =
∞∏
k=1
(1− xk) (3.58)
where x = x1...xn.
Proposition 3.59. If M
Φm−→M ⊗ Smn is the ĝln–intertwiner, then we have:
ev ◦ χΦmg = χΦm
∣∣∣
y1,...,yn 7→1
· δ−mn δ
−mn
p
1 (3.60)
(recall that χΦm ∈ (y1...yn)
m · C[[x1, ..., xn]]). The LHS equals χA˜m by (3.36).
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Proof Note that:
χΦmg = Tr(Φmgx
d)
(3.56)
= Tr(Φmhx
dh−1) =
= Tr((h⊗ h)Φmx
dh−1) = h · Tr(Φmx
d) = h · χΦm (3.61)
Therefore, we must compute how h ∈ ĜL
−
n [[x1, ..., xn]] acts on (y1...yn)
m ∈ Smn.
To this end, we note that the map:
C∞ → Cn ⊗ C, yi 7→ yi¯ ⊗ 1 (3.62)
is a ĝln intertwiner if C
n denotes the representation (3.35) and C is the represen-
tation corresponding to the character:
A · zk ❀

0 if k > 0
1
n if k = 0
(−1)nk−1Tr(A)
p if k < 0
Since h is a group-like element, the assignment (3.62) sends:
(h · yi)❀ (h · yi¯)⊗ (h · 1) (3.63)
The left-hand side can be computed by using the explicit presentation (3.57):
h · yi = yi +
∑
i<j
(−1)i−jyj
j−1∏
a=i
xa
xi...xa − 1
(3.64)
Meanwhile, using the decomposition ĝln = ŝln ⊕ ĝl1, we may write g and h as:
g = g
ŝln
· g
ĝl1
h = h
ŝln
· h
ĝl1
and the identity (3.56) holds component-wise in terms of the factorization above.
Therefore, formula (3.26) implies that:
g
ĝl1
= exp
(
∞∑
k=1
(−1)nk−1P−k
nk
)
(3.56)
=⇒ h
ĝl1
= exp
(
∞∑
k=1
(−1)nk−1P−k
nk(1− x−k)
)
In (3.63), the action of h on the generator 1 ∈ C factors through h
ĝl1
, hence:
h · 1 = h
ĝl1
· 1 = exp
(
∞∑
k=1
1
pk(1− x−k)
)
=
∞∏
k=1
(1− xk)
1
p (3.65)
If we plug (3.64) and (3.65) into (3.63) and apply the linear map ev which sends
all yi’s to 1, then we conclude that:
1 +
∑
i<j
j−1∏
a=i
(−1)j−ixa
xi...xa − 1
= ev(h · yi¯) ·
∞∏
k=1
(1− xk)
1
p ⇒
⇒ ev(h · yi¯) =
∏
i<j
1
1− xi...xj−1
·
∞∏
k=1
(1− xk)−
1
p
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where we use the identity
∏j−1
a=i
(−1)j−ixa
xi...xa−1
=
∏j−1
a=i
1
1−xi...xa
−
∏j−2
a=i
1
1−xi...xa
. Since
Smn is the mn-th symmetric power of the representation Cn and h is group-like:
ev(h · (y1...yn)
m) =
 i<j∏
(i,j)∈Z2/(n,n)Z
1
1− xi...xj−1
m ∞∏
k=1
(1− xk)−
mn
p = δ−mn · δ
−mn
p
1
According to (3.61), this implies (3.60).
✷
Proof of Theorem 1.5: Let us define Ym as in (1.6), and the task becomes to
prove that it satisfies the differential equation (1.4). Since the coefficients of this
differential equation (in the Taylor series expansion with respect to x1, ..., xn) are all
polynomials in m, it suffices to prove that (1.4) holds in the case m ∈ N. Therefore,
the cohomological version of Proposition 2.72, together with (3.60), imply that:
Ym = χΦm
∣∣∣
y1,...,yn 7→1
· xb11 ...x
bn
n δnδ
−mn
p
1
hence (3.39) implies:
Om
(
Ym · x
−b1
1 ...x
−bn
n δ
−1
n δ
mn
p
1
)
= 0
where Om is the differential operator (3.40). By the Leibniz rule, we obtain:
0 = OmYm +
n∑
i=1
(Di −Di−1)Ym · (Di −Di−1)
(
x−b11 ...x
−bn
n δ
−1
n δ
mn
p
1
)
+
+Ym
n∑
i=1
(Di −Di−1)2
2
(
x−b11 ...x
−bn
n δ
−1
n δ
mn
p
1
)
+
+Ym
[(
ai +
ip
n
)
(Di −Di−1) +
p
n
D
](
x−b11 ...x
−bn
n δ
−1
n δ
mn
p
1
)
+ Ym
i<j∑
(i,j)∈ Z
2
(n,n)Z
(Di −Di−1 −Dj +Dj−1)
(
x−b11 ...x
−bn
n δ
−1
n δ
mn
p
1
)
1− x−1[i;j) (3.66)
It is straightforward to obtain (1.4) from the equality above, by using the identities:
(Ds −Ds−1) · (x
−b1
1 ...x
−bn
n ) = (bs−1 − bs)(x
−b1
1 ...x
−bn
n ) (3.67)
(Ds −Ds−1) · δ
mn
p
1 = 0 (3.68)
D · (x−b11 ...x
−bn
n ) = −(b1 + ...+ bn)(x
−b1
1 ...x
−bn
n ) (3.69)
D · δ
mn
p
1 =
mn
p
δ
mn
p
1
∞∑
k=1
nk
1− x−k
(3.70)
as well as:
Dsδ
−1
n = δ
−1
n
i<j∑
(i,j)∈Z2/(n,n)Z
xi...xj−1
1− xi...xj−1
(
#{i, ..., j − 1} ∩ {s+ nZ}
)
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which, in turn, implies the formulas:
Dδ−1n = δ
−1
n
i<j∑
(i,j)∈Z2/(n,n)Z
i− j
1− x−1[i;j)
(3.71)
(Ds −Ds−1)δ
−1
n = δ
−1
n ρs (3.72)
∀s, where:
ρs =
∑
i<s
1
1− x−1[i;s)
−
∑
s<j
1
1− x−1[s;j)
Applying Ds to (3.72) yields:
Ds(Ds −Ds−1)δ
−1
n = δ
−1
n
∑
i<s
⌊
s−i
n
⌋
(1− x[i;s))(1 − x
−1
[i;s))
−
∑
s<j
⌈
j−s
n
⌉
(1 − x[s;j))(1− x
−1
[s;j))

−δ−1n
n∑
s=1
i<j∑
(i,j)∈Z2/(n,n)Z
#{i, ..., j − 1} ∩ {s+ nZ}
1− x−1[i;j)
· ρs
Summing the equation above over all s ∈ {1, ..., n} implies:
n∑
s=1
(Ds −Ds−1)2
2
δ−1n = δ
−1
n
i<j∑
(i,j)∈Z2/(n,n)Z
[
δj¯
i¯
− 1
(1 − x[i;j))(1 − x
−1
[i;j))
−
j−1∑
s=i
ρs
1− x−1[i;j)
]
(3.50)
=
(3.50)
= δ−1n
 ∞∑
k=1
nk
1− x−k
−
i<j∑
(i,j)∈Z2/(n,n)Z
[
1
(1− x[i;j))(1− x
−1
[i;j))
+
j−1∑
s=i
ρs
1− x−1[i;j)
]
(3.73)
We leave it as an exercise to the interested reader to use formulas (3.67)–(3.73) and
the Leibniz rule in order to show that (3.66) is equivalent to:[
Hm −
n∑
i=1
bi
(
bi − bi−1 +
p
n
)]
Ym = 0
The only non-trivial part of the computation is the following identity:
i<j∑
(i,j)∈Z2/(n,n)Z
[
j − i
1− x−1[i;j)
−
1
(1− x[i;j))(1− x
−1
[i;j))
−
j∑
s=i+1
ρs
1− x−1[i;j)
]
= 0
(3.74)
whose proof is just manipulation, and we will now sketch. By definition, we have:
i<j∑
(i,j)∈Z2/(n,n)Z
j∑
s=i+1
ρs
1− x−1[i;j)
=
i<j
a<b∑
(i,j)∈Z2/(n,n)Z
(a,b)∈Z2/(n,n)Z
∑b−1
s=a
(
δi¯s¯ − δ
j¯
s¯
)
(1− x−1[i;j))(1 − x
−1
[a;b))
=
=
1
2
i<j
a<b∑
(i,j)∈Z2/(n,n)Z
(a,b)∈Z2/(n,n)Z
〈[i; j), [a; b)〉+ 〈[a; b), [i; j)〉
(1− x−1[i;j))(1− x
−1
[a;b))
(3.75)
where the latter equality holds by symmetrizing (i, j)↔ (a, b). It is elementary to
see that the numerator of the fraction above is 0 unless one of the numbers i, j is
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≡ modulo n to one of the numbers a, b. Apart from the terms corresponding to
(i, j) = (a, b) modulo (n, n)Z (which take care of the middle summand in (3.74)),
formula (3.75) is a linear combination of the terms:
1
(1− x−1[i;j))(1− x
−1
[i;k))
,
1
(1− x−1[i;k))(1 − x
−1
[j;k))
,
−1
(1− x−1[i;j))(1 − x
−1
[j;k))
over all i < j < k, with simple integer coefficients that the interested reader can
easily deduce. It is easy to observe that the sum of the three terms above equals:
1
1− x−1[i;k)
which leads to (3.74).
✷
4. The Proof of geometric relations
4.1. A crucial element in the proof of Theorem 2.46 is the ability to calculate the
operators (2.43)–(2.45) in terms of tautological classes, which we will now review
(see [18] for details). There exist tautological rank di vector bundles:
Vi

Md
for all i ∈ {1, ..., n}. Let us consider the ring:
Λ = C(u1, ..., un, q, q)[x
±1
ia ]
a∈N,Sym
1≤i≤n (4.1)
where the word Sym refers to functions which are symmetric in xi1, xi2, ... for each
i separately. Then we can define a ring homomorphism Λ −→ Kd for all d ∈ N
n:
f(..., xi1, xi2, ...) 7→ f¯d := f(..., vi1, ..., vidi , 0, ......) (4.2)
where the symbols via are defined by the identity [Vi] = vi1 + ... + vidi formally
in Kd. We will often write f¯ ∈ K for the image of a symmetric Laurent polyno-
mial under the map (4.2), when the particular degree d ∈ Nn will not be important.
4.2. It is often easier to collect variables into a single alphabet:
X = X1 + ...+Xn =
a∈N∑
1≤i≤n
xia
so we may write f(X) instead of f(..., xia, ...). Given two alphabets of variables X
and Z, we may consider the plethysm ring homomorphisms:
Λ −→ Λ[Z,Z−1] (4.3)
f(X) 7→ f(X ± Z)
defined on the colored power-sum functions that generate Λ as:
f(X) =
a∈N∑
1≤i≤n
xdia 7→ f(X ± Z) =
a∈N∑
1≤i≤n
xdia ±
a∈N∑
1≤i≤n
zdia
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for all d ∈ Z\0. We will always consider our variables to be colored by integers,
under the convention col xia = i and the almost periodicity property (4.4). This
property states that we allow ourselves the freedom to replace the variable:(
x of color i− n
)
by
(
xq2 of color i
)
(4.4)
in all our formulas. The color is multiplicative in the variables, i.e.
col xx′ = col x+ col x′ col
x
x′
= col x− col x′
With this in mind, the rational functions that will appear in this paper may depend
on the colors of their variables, the primary example being:
ζ(x) :=
(
xq − q−1
x− 1
)δ0col x−δ0col x+1
(4.5)
whenever col x ∈ [−n2 ,
n
2 ). When the colors are arbitrary integers, we may extend
the definition of ζ according to the almost periodicity property (4.4), so explicitly:
ζ
( z
w
)
:=
(
zqq2⌈
i−j
n ⌉ − wq−1
zq2⌈
i−j
n ⌉ − w
)δ0i−j mod n−δ0i−j+1 mod n
(4.6)
if col z = i, col w = j. Note the identity:
ζ (x of color i) = ζ
(
1
xq2
of color − 1− i
)
(4.7)
We may extend the notation (4.6) multiplicatively to any alphabets of variables
Z =
∑
zia and W =
∑
wjb:
ζ
(
Z
W
)
=
a,b∏
1≤i,j≤n
ζ
(
zia
wjb
)
If Z =W , then we must define instead:
ζ
(
Z
Z
)
=
∏
(i,a) 6=(j,b)
ζ
(
zia
zjb
)
on account of the fact that ζ(x) has a pole at x = 1 if col x = 0.
4.3. Tautological classes give a good language for reformulating the operators of
Theorem 2.46. For an alphabet Z =
∑
1≤i≤n zia, define:
τ+(Z) =
a∏
1≤i≤n
(
ui+1
q
−
ziaq
ui+1
)
(4.8)
τ−(Z) =
a∏
1≤i≤n
(
ui −
zia
ui
)
(4.9)
Let Dz = dz2piiz . The following formulas were proved in [18]:
30 ANDREI NEGUT,
Proposition 4.10. For all i < j ∈ Z and any Laurent polynomial M(zi, ..., zj−1)
with coefficients in p+∗(KT (Md+)), we have the following equality in KT (Md+):
p+∗
(
M (Li, ...,Lj−1) [Z
+
[i;j)]
)
=
∫
X≺zj−1≺...≺zi≺{0,∞}
M(zi, ..., zj−1)
∏j−1
a=i
[
ζ
(
za
X
)
τ+(za)
]
Dza
(q−1 − q)
∏j−1
a=i+1
(
1− zaza−1q2
)∏
i≤a<b<j ζ
(
za
zb
) (4.11)
and if M has coefficients in p−∗(KT (Md−)), then we have in KT (Md−):
p−∗
(
M (Li, ...,Lj−1) [Z
+
[i;j)]
)
= q(d
−
i−1−d
−
j−1)−(d
+
i −d
+
j )+i−j(−1)j−i
uj
ui
∫
{0,∞}≺zj−1≺...≺zi≺X
zi...zj−1M(zi, ..., zj−1)
∏j−1
a=i
[
ζ
(
X
za
)
τ−(za)
]−1
Dza
(q−1 − q)
∏j−1
a=i+1
(
1− zaza−1q2
)∏
i≤a<b<j ζ
(
za
zb
)
(4.12)
where X ≺ zj−1... ≺ zi ≺ Y means that we integrate the variables zj−1, ..., zi over
contours contained between the sets X,Y ⊂ C, very far away from each other,
and ordered with zj−1 closest to the set X and zi closest to the set Y . The orien-
tation of the contours is such that the residues in Y are picked up with positive sign.
Proposition 4.13. For all i < j ∈ Z and any Laurent polynomial M(zi, ..., zj−1)
with coefficients in p−∗(KT (Md−)), we have the following equality in KT (Md−):
p−∗
(
M (Li, ...,Lj−1) [Z
−
[i;j)]
)
=
t≥1∑
i=k0<k1<...<kt=j
∫
X≺zj−1=...=zkt−1≺...≺zk1−1=...=zi≺{0,∞}
(−1)j−i−t
M(zi, ..., zj−1)
∏j−1
a=i
[
ζ
(
X
za
)
τ−(za)
]−1
Dza
qj−i(1 − q−2)
∏t−1
s=1
(
1−
zks−1
zks
)∏
i≤a<b<j ζ
(
zb
za
) (4.14)
and if M has coefficients in p+∗(KT (Md+)), then we have in KT (Md+):
p+∗
(
M (Li, ...,Lj−1) [Z
−
[i;j)]
)
= q(d
+
i −d
+
j )−(d
−
i−1−d
−
j−1)+j−i(−1)j−i
ui
uj
t≥1∑
i=k0<k1<...<kt=j
∫
{0,∞}≺zj−1=...=zkt−1≺...≺zk1−1=...=zi≺X
(−1)j−i−t
1
zi...zj−1
M(zi, ..., zj−1)
∏j−1
a=i
[
ζ
(
za
X
)
τ+(za)
]
Dza
qj−i(1 − q−2)
∏t−1
s=1
(
1−
zks−1
zks
)∏
i≤a<b<j ζ
(
zb
za
) (4.15)
The right-hand side of (4.14) should be interpreted as follows: every summand
corresponds to a way to divide the variables zj−1, ..., zi into t consecutive groups.
Set all the variables in the i–th group equal to some variable ya, and then integrate
the resulting function along the contours X ≺ yt ≺ ... ≺ y1 ≺ {0,∞} (the notation
≺ is explained in Proposition 4.10). The integral in (4.15) is defined analogously.
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Proposition 4.16. For all k ∈ N and any symmetric Laurent polynomial M in the
tautological vector bundles L1, ...,Ln, we have the following equality in KT (Md+):
π+∗
(
M(L1, ...,Ln) · [W
+
k ]
)
=
compositions∑
k1+...+kt=k
1
k1(k1 + k2)...(k1 + ...+ kt)∫
X≺y1≺...≺yt≺{0,∞}
M(Y ) · η
(
Y
Y
)[
ζ
(
Y
X
)
τ+(Y )
]
t∏
s=1
Dys (4.17)
and the following equality in KT (Md−):
π−∗
(
M(L1, ...,Ln) · [W
−
k ]
)
=
compositions∑
k1+...+kt=k
1
k1(k1 + k2)...(k1 + ...+ kt)∫
{0,∞}≺y1≺...≺yt≺X
M(Y ) · η
(
Y
Y
)[
ζ
(
X
Y
)
τ−(Y )
]−1 t∏
s=1
Dys (4.18)
where in the formulas above, Y = Y1+ ...+ Yn with Yi =
∑t
s=1
∑ks−1
a=0 ysq
−2a, and:
η
( ∑
i zi∑
j wj
)
=
∏
i,j
η
(
zi
wj
)
, where η(x) = (1− x)δ
0
col x−δ
−1
col x
The integrals in (4.17)–(4.18) are interpreted as in Propositions 4.10 and 4.13.
Remark 4.19. Although not explicitly spelled out in [18], there are immediate
analogues of formulas (4.11)–(4.14) when the Laurent polynomial M(zi, ..., zj−1)
is replaced by a rational function with poles in some set X ′ ⊔ {0,∞}. The only
modification the reader needs to make in order for formulas (4.11)–(4.18) is to
change {0,∞} by X ′ ⊔ {0,∞} in the subscripts of all the integrals. We leave the
proof of this more general, but straightforward, fact to the interested reader.
4.4. Tautological classes are very useful since they allow us to compute the vector
bundle E of Subsection 2.10. For example, the following result was proved in [18]:
[E ] =
n∑
i=1
[(
1−
1
q2
)(
Vi
V ′i−1
−
Vi
V ′i
)
+
u2i+1
V ′iq
2
+
Vi
u2i
]
∈ Kd ⊗Kd′
(4.20)
where Vi and V
′
i are the pull-backs of tautological bundles from the factors Md
and Md′ , respectively. To keep our formulas simple, in (4.20) and beyond, we will
write V instead of [V ] when computing K−theory classes such as (4.20), as well as:
V ′
V
instead of [V ′] · [V∨]
As a consequence of (4.20), we conclude that:
[∧•(E∨,m)] =
n∏
i=1
(
1−
V′i−1q
2m
Vi
)(
1−
V′iq
2m+2
Vi
)
(
1−
V′i−1q
2m+2
Vi
)(
1−
V′iq
2m
Vi
) (1− V ′iq2m+2
u2i+1
)(
1−
u2i q
2m
Vi
)
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Using the renormalization in (2.51), we conclude that:
[∧˜
•
(E∨,m)] = ζ
(
X ′q2m
X
)
τ+ (X ′q2m) τ− (Xq−2m) · q
m(|d|−|d′|)λd′
(4.21)
where X , X ′ are place-holders for the tautological vector bundles {Vi}, {V ′i} on
Md, Md′ , respectively. Formula (4.21) gives a class ∈ Kd ⊗Kd′ via (4.2).
Proof of Proposition 2.55: Consider the following diagrams:
Md ×Md′
pi1
		
pi2

Md × Z[i;j)
Id×p+
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
%%❑❑
❑❑
❑❑
❑❑
❑❑
Id×p−
OO
Md ×Md′+[i;j)
xxqqq
qq
qq
qq
qq
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Z[i;j)
p+
yysss
ss
ss
ss
s
p−
""❊
❊❊
❊❊
❊❊
❊
Md Md′+[i;j) Md′
(4.22)
Md ×Md′
pi′1

pi′2

Z[i;j) ×Md′
yyrrr
rr
rr
rr
r p′−×Id
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
p′+×Id
OO
Z[i;j)
p′+||②②
②②
②②
②②
p′− %%▲▲
▲▲
▲▲
▲▲
▲▲
Md−[i;j) ×Md′
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
Md Md−[i;j) Md′
(4.23)
Because of (2.43), we have:
Ame[i;j) = π1∗
(
Υ[i;j) · π
∗
2
)
(4.24)
e[i;j)Am = π
′
1∗
(
Υ′[i;j) · π
′
2
∗
)
(4.25)
where:
Υ[i;j) = (Id× p−)∗
[
[Z+[i;j)] · ∧˜
•
((Id× p+)
∗(E∨),m)
]
Υ′[i;j) = (p
′
+ × Id)∗
[
[Z+[i;j)] · ∧˜
•
((p′− × Id)
∗(E∨),m)
]
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As a consequence of (4.21), it is easy to check the following formulas in K–theory:
∧˜
•
((Id× p+)
∗E∨,m) = ∧˜
•
((Id× p−)
∗E∨,m)
j−1∏
a=i
[
ζ
(
Laqm
X
)
τ+ (Laq
m)
]
· qm(i−j)
λd′+[i;j)
λd′
∧˜
•
((p′− × Id)
∗E∨,m) = ∧˜
•
((p′+ × Id)
∗E∨,m)
j−1∏
a=i
[
ζ
(
X ′qm
La
)
τ−(Laq
−m)
]−1
· qm(j−i)
where
λ
d′+[i;j)
λ
d′
= (−1)j−i uiuj
qj−i+〈d
′,[i;j)〉+〈[i;j),d′+[i;j)〉
Li...Lj−1
. Therefore, we conclude that:
Υ[i;j) = ∧˜
•
(E∨,m) · (Id× p−)∗
(
[Z+[i;j)] ·
j−1∏
a=i
[
ζ
(
Laqm
X
)
τ+ (Laq
m)
])
· qm(i−j) ·
λd′+[i;j)
λd′
Υ′[i;j) = ∧˜
•
(E∨,m) · (p′+ × Id)∗
(
[Z+[i;j)] ·
j−1∏
a=i
[
ζ
(
X ′qm
La
)
τ−(Laq
−m)
]−1)
· qm(i−j)
Using formulas (4.11) and (4.12) (with Remark 4.19), we obtain:
Υ[i;j) = ∧˜
•
(E∨,m)
∫
X⊔{0,∞}≺zj−1≺...≺zi≺X′
Q[i;j)(ziq
2m, ..., zj−1q
2m)
q−1 − q
j−1∏
a=i
Dza
(4.26)
Υ′[i;j) = ∧˜
•
(E∨,m)
∫
X≺zj−1≺...≺zi≺X′⊔{0,∞}
Q[i;j)(zi, ..., zj−1)
q−1 − q
j−1∏
a=i
Dza
(4.27)
where:
Q[i;j)(zi, ..., zj−1) =
j−1∏
a=i
 ζ ( zaX )
ζ
(
X′qm
za
) τ+(za)
τ−(zaq−m)
 qm(i−j)∏j−1
a=i+1
(
1− zaza−1q2
)∏
i≤a<b<j ζ
(
za
zb
)
Observe that the only difference between the formulas (4.26) and (4.27) is that the
contours of integration are different. Therefore, the difference between (4.26) and
(4.27) stems from the residues at 0 and at ∞ of the function Q[i;j). It is easy to
see that the only non-zero such residues are:
Res
zi=∞
Q[i;j)(zi, ..., zj−1)
zi
=
= Q[i+1;j)(zi+1, ..., zj−1) · q
di−di+1+d
′
i−d
′
i−1
q1+mui
ui+1
q−〈[i;i+1),[i+1;j)〉
Res
zj−1=0
Q[i;j)(zi, ..., zj−1)
zi
=
= Q[i;j−1)(zi, ..., zj−2) · q
−dj−1+dj+d
′
j−2−d
′
j−1
q−m−1uj
uj−1
q−〈[i;j−1),[j−1;j)〉
Then the residue theorem reads:
Υ′[i;j) +Υ
′
[i+1;j)q
di−di+1+d
′
i−d
′
i−1
q1+mui
ui+1
q〈[i;j−1),[j−1;j)〉 =
= Υ[i;j) +Υ[i;j−1)q
−dj−1+dj+d
′
j−2−d
′
j−1
q−m−1uj
uj−1
q〈[i;i+1),[i+1;j)〉
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Using (4.24), (4.25) and (2.47), the equality above is equivalent to (2.56).
✷
Proof of Proposition 2.58: Consider the following diagrams:
Md ×Md′
pi1
		
pi2

Md × Z[i;j)
Id×p−
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
%%❏❏
❏❏
❏❏
❏❏
❏❏
Id×p+
OO
Md ×Md′−[i;j)
xxqqq
qq
qq
qq
qq
((PP
PP
PP
PP
PP
PP
P
Z[i;j)
p−yysss
ss
ss
ss
s
p+ ""❊
❊❊
❊❊
❊❊
❊
Md Md′−[i;j) Md′
(4.28)
Md ×Md′
pi′1

pi′2

Z[i;j) ×Md′
yysss
ss
ss
ss
s
p′+×Id
((PP
PP
PP
PP
PP
PP
P
p′−×Id
OO
Z[i;j)
p′−}}③③
③③
③③
③③
p′+ %%❑❑
❑❑
❑❑
❑❑
❑❑
Md+[i;j) ×Md′
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
Md Md+[i;j) Md′
(4.29)
Because of (2.44), we have:
Amf[i;j) = π1∗
(
Υ[i;j) · π
∗
2
)
(4.30)
f[i;j)Am = π
′
1∗
(
Υ′[i;j) · π
′
2
∗
)
(4.31)
where:
Υ[i;j) = (Id× p+)∗
[
[Z
−
[i;j)] · ∧˜
•
((Id × p−)
∗(E∨),m)
]
Υ′[i;j) = (p
′
− × Id)∗
[
[Z
−
[i;j)] · ∧˜
•
((p′+ × Id)
∗(E∨),m)
]
As a consequence of (4.21), it is easy to check the following formulas in K–theory:
∧˜
•
((Id× p−)
∗E∨,m) = ∧˜
•
((Id× p+)
∗E∨,m)
j−1∏
a=i
[
ζ
(
Laq2m
X
)
τ+
(
Laq
2m
)]−1
· qm(j−i)
λd′−[i;j)
λd′
∧˜
•
((p′+ × Id)
∗E∨,m) = ∧˜
•
((p′− × Id)
∗E∨,m)
j−1∏
a=i
[
ζ
(
X ′q2m
La
)
τ−
(
Laq
−2m
)]
· qm(j−i)
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where
λ
d′−[i;j)
λ
d′
= (−1)j−i ujui q
i−j−〈d′−[i;j),[i;j)〉−〈[i;j),d′〉Li...Lj−1. Therefore:
Υ[i;j) = ∧˜
•
(E∨,m) · (Id× p+)∗
(
[Z
−
[i;j)] ·
j−1∏
a=i
[
ζ
(
Laq2m
X
)
τ+
(
Laq
2m
)]−1)
· qm(j−i)
λd′−[i;j)
λd′
Υ′[i;j) = ∧˜
•
(E∨,m) · (p′− × Id)∗
(
[Z
−
[i;j)] ·
j−1∏
a=i
[
ζ
(
X ′q2m
La
)
τ−
(
Laq
−2m
)])
· qm(j−i)
Using formulas (4.14) and (4.15) (with Remark 4.19), we obtain:
Υ[i;j) = ∧˜
•
(E∨,m)
t≥1∑
i=k0<k1<...<kt=j
(−1)j−i−tVk0,...,kt (4.32)
Υ′[i;j) = ∧˜
•
(E∨,m)
t≥1∑
i=k0<k1<...<kt=j
(−1)j−i−tV ′k0,...,kt (4.33)
where:
Vk0,...,kt =
∫
X⊔{0,∞}≺zj−1=...=zkt−1≺...≺zk1−1=...=zi≺X
′
Q[i;j)(zi, ..., zj−1)
1− q−2
j−1∏
a=i
Dza
V ′k0,...,kt =
∫
X≺zj−1=...=zkt−1≺...≺zk1−1=...=zi≺X
′⊔{0,∞}
Q′[i;j)(zi, ..., zj−1)
1− q−2
j−1∏
a=i
Dza
and:
Q[i;j)(zi, ..., zj−1) =
j−1∏
a=i
 ζ ( zaX′ )
ζ
(
zaq2m
X
) τ+(za)
τ+(zaq2m)
 q(m−1)(j−i)∏t−1
s=1
(
1−
zks−1
zks
)∏
i≤a<b<j ζ
(
zb
za
)
Q′[i;j)(zi, ..., zj−1) =
j−1∏
a=i
ζ
(
X′q2m
za
)
ζ
(
X
za
) τ−(zaq−2m)
τ−(za)
 q(m−1)(j−i)∏t−1
s=1
(
1−
zks−1
zks
)∏
i≤a<b<j ζ
(
zb
za
)
Because of the identity (4.7) , one observes that:
Q[i;j)(zi, ..., zj−1) = Q
′
[i+1;j+1)(ziq
2+2m, ..., zj−1q
2+2m)
Therefore, we conclude that the quantities Vk0,...,kt and V
′
k0+1,...,kt+1
are given by
integrals of one and the same function, but the contours differ in the placement of
{0,∞}. It is easy to see that the only non-zero residues of the function Q[i;j) at
either 0 or ∞ are:
Res
zj−1=...=zkt−1=∞
Q[i;j)(zi, ..., zj−1)
zj−1...zkt−1
= Q[i;kt−1)(zi, ..., zkt−1−1)r
⌊
j−kt−1
n
⌋
q
−(m+1)(j−kt−1)+(d
′
kt−1
−d′j)−(dkt−1−dj)q−〈[kt−1,j),[i;kt−1)〉
Res
zk1−1=...=zi=0
Q[i;j)(zi, ..., zj−1)
zk1−1...zi
= Q[k1;j)(zk1 , ..., zj−1)r⌊ k1−in ⌋
q(m−1)(k1−i)+(d
′
k1
−d′i)−(dk1−di)q−〈[k1;j),[i;k1)〉
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where r⌊ j−in ⌋
=
∏
i≤a<b<j ζ
(
zb
za
)−1 ∣∣∣
za of color a 7→1
=
∏⌊ j−in ⌋
l=1
qq2l−q−1
q2l−1
. Thus:
V ′k0+1,...,kt+1−V
′
k1+1,...,kt+1r⌊ k1−in ⌋
q(m−1)(k1−i)+(d
′
k1
−d′i)−(dk1−di)q−〈[k1+1;j+1),[i+1;k1+1)〉
= Vk0,...,kt−Vk0,...,kt−1r
⌊
j−kt−1
n
⌋q−(m+1)(j−kt−1)+(d′kt−1−d′j)−(dkt−1−dj)q−〈[kt−1,j),[i;kt−1)〉
Summing up over all i = k0 < ... < kt = j, we conclude that:
Υ′[i+1;j+1)+
j∑
a=i+1
Υ′[a+1;j+1)(−q)
i−ar⌊ a−in ⌋
qm(a−i)+(d
′
a−d
′
i)−(da−di)q−〈[a+1;j+1),[i+1;a+1)〉
= Υ[i;j) +
j−1∑
a=i
Υ[i;a)(−q)
a−jr⌊ j−an ⌋
q−m(j−a)+(d
′
a−d
′
j)−(da−dj)q−〈[a,j),[i;a)〉
Using (4.30), (4.31) and (2.47), the equality above is equivalent to (2.59).
✷
Proof of Proposition 2.61: We will prove (2.62), and leave the analogous for-
mula (2.63) to the interested reader. Running the argument in the proof of Propo-
sitions 2.55 and 2.58 with the modification Z[i;j) ❀Wk implies that:
Amgk = π1∗
(
Υ[i;j) · π
∗
2
)
gkAm = π
′
1∗
(
Υ′[i;j) · π
′
2
∗
)
where:
Υk = ∧˜
•
(E∨,m)
compositions∑
k1+...+kt=k
B|k1,...,kt
#k1,...,kt
(4.34)
Υ′k = ∧˜
•
(E∨,m)
compositions∑
k1+...+kt=k
Bk1,...,kt|
#k1,...,kt
(4.35)
where #k1,...,kt = k1(k1 + k2)...(k1 + ...+ kt) and:
Bk1,...,ks|ks+1,...kt = q
k2
∫
X≺y1≺...≺ys≺{0,∞}≺ys+1≺...≺yt≺X′
Qk1,...,kt(y1, ..., yt)
t∏
s=1
Dys
Above, we consider the alphabet Y =
∑n
i=1
∑t
s=1
∑ks−1
a=0 ysq
−2a︸ ︷︷ ︸
color i
, and let:
Qk1,...,kt(y1, ..., yt) = η
(
Y
Y
)
ζ
(
Y
X
)
ζ
(
X′q2m
Y
) τ+(Y )
τ−(Y q−2m)
· q−mnk
It is easy to see that the residues of the rational function above at ys ∈ {0,∞} are:
Res
ys=∞
Qk1,...,kt(y1, ..., yt)
ys
= (−1)ks−1
q−2kks+k
2
s+ks
1− q2ks
Q
k1,...,k̂s,...,kt
(y1, ..., ŷs, ..., yt)q
(1+m)nksqks
Res
ys=0
Qk1,...,kt(y1, ..., yt)
ys
= (−1)ks−1
q−2kks+k
2
s+ks
1− q2ks
Q
k1,...,k̂s,...,kt
(y1, ..., ŷs, ..., yt)q
−(m+1)nksq−ks
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which implies that:
B...,ks−1,ks|ks+1,...−B...,ks−1|ks,ks+1,... =
(−1)ks−1
qks − q−ks
(
q(γ+mn)ks − q−(mn+γ)ks
)
B...,ks−1|ks+1,...
If we iterate the formula above, we obtain:
Bk1,...,kt| =
j≥0∑
1≤a1<...<aj≤t
j∏
i=1
(−1)kai−1
q(mn+γ)kai − q−(mn+γ)kai
qkai − q−kai
B
|...,k̂a1 ,...,k̂aj ,...
It is a straightforward exercise in manipulating generating series (which is left to
the interested reader), that the formula above implies the identity: t≥0∑
k1,...,kt∈N
Bk1,...,kt|
#k1,...,kt
· xk1+...+kt
 =
 t≥0∑
k1,...,kt∈N
B|k1,...,kt
#k1,...,kt
· xk1+...+kt
 ·
· exp
(
∞∑
k=1
(−1)k−1xk
k
·
q(γ+mn)k − q−(mn+γ)k
qk − q−k
)
Then (4.34) and (4.35) imply that:(
∞∑
k=0
gkx
k
)
Am = Am
(
∞∑
k=0
gkx
k
)
exp
(
∞∑
k=1
(−1)k−1xk
k
·
q(γ+mn)k − q−(mn+γ)k
qk − q−k
)
and by taking the logarithm, we conclude (2.62).
✷
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