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On Numbers Related to Partitions of Unlike Objects and Occupancy 
Problems 
LARS HOLST* 
Consider n unlike objects and sets of positive integers A and B. Let S(n, A, B) be the number of 
partitions into j classes of sizes in the set B and j eA. By simple probabilistic arguments the 
exponential generating function for {S(n, A, B)} is obtained and a representation of S(n, A, B) 
with the help of a sum of a random number of i.i.d. random variables is derived. How to get 
asymptotic formulas from local limit theorems is discussed. The special case Stirling numbers of the 
second kind and its relation to the classical occupancy problem is considered. The Bell numbers and 
some other related numbers are investigated. Both exact and asymptotic results are derived for the 
Stirlings and the Bells. 
1. INTRODUCfiON 
Consider n unlike objects and two sets of positive integers A and B. Let S(n, A, B) be 
the number of ways of partition the objects into j disjoint classes of sizes St. ... , si> where 
j E A, s1 + · · · + si = n, and St. ... , si E B. The purpose of this paper is to study such 
numbers by probabilistic methods. Both exact and asymptotic results will be obtained in a 
unified way. Stirling numbers of the second kind and Bell numbers are special cases of 
S(n, A, B). The literature on such special cases is extensive, but the unified approach we 
are adopting seems to be new. 
The organization of the paper is as follows. In Section 2 representations of S(n, A, B) 
and its exponential generating function are obtained, and how to derive asymptotic 
formulas is discussed. The special case Stirling numbers of the second kind is considered 
together with the classical occupancy problem in Section 3. The so-called Bell numbers 
and some other related numbers are discussed in the last section. References will be given 
in connection with these special cases. 
2. SoME GENERAL RESULTS 
For the special case A= {r} we will write S(n, r, B) instead of S(n, {r}, B). Define 
S(O, 0, B)= 1 and S(n, 0, B)= 0, n ;;;.1. With this definition in mind we will allow A c 
{0, 1, 2, ...} but B c {1, 2, 3, ...} in S(n, A, B). 
THEOREM. Set 
B(A) = L Ai/j!, A(A) = L Ai/j!. (2.1) 
jEB jEA 
Let N, X, Xt. X2, X3, ... be independent random variables with the distributions 
P(X = j) = (Ai/j!)B(A)-\ j EB, (2.2) 
P(N=r)=(B(A)'/r!)A(B(A))-\ rEA, (2.3) 
where A > 0. Then 
S(n, A, B)= n !A -"A(B(A))Pct Xi= n) (2.4) 
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and the exponential generating function 
00 
L S(n,A,B)An/n!=A(B(A)). (2.5) 
n=O 
PROOF. Consider first the case A= {r}, r > 0. Let Y, Y1. Y2, ... be i.i.d. Poisson (A) 
random variables. It is a well known (easily proved) fact that 
(2.6) 
where (Z1. ... , Zr) has the multinomial distribution 
(2.7) 
where z 1 + · · · + Zr = n. Obviously 
P(Zi E B, j = 1, ... , r) = r!S(n, r, B)/rn. (2.8) 
By (2.6) and using conditional probabilities 
P(Zi EB, j = 1, ... , r) = P( ~ EB, j = 1, ... , rl it ~ = n) 
=Pct ~=niYiEB,j=1, ... ,r) 
1 
xP(~EB,j=1, . .. ,r)IP(.t ~=n)
j=l 
=P(.t Xi=n)B(A)'n!(rA)-n (2.9) 
j=l 
because 
~(X)=~(YI YEB). (2.10) 
Combining (2.8) and (2.9) gives 
S(n,r,B)=n!A-nP(.f ~·=n)B(A)'jr!. (2.11) 
j=l 
This formula is also valid for r =0. Now 
S(n,A,B)= L S(n,r,B)=n!A-n L P(f Xi=n)B(A)'/r! 
rEA rEA j=l 
= n !A-n L P( f ~ = n)P(N = r)A(B(A)) 
rEA j=l 
(2.12) 
proving (2.4). As 
I P(~~ =n) =1, (2.13) 
n=O 1 
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we get (N )oo oo n~o S(n, A, B)A n/n! = n~o A(B(A))P i~ ~ = n = A(B(A)), (2.14)1 
proving (2.5). 
This theorem is useful for obtaining both exact and asymptotic formulas for S(n, A, B). 
Exact formulas can be derived by expanding A(B(A)) as will be illustrated in the following 
sections. As (2.5) is valid for all A > 0 it is also valid for every complex A, hence Cauchy's 
integral formula gives 
S(n, A, B)= (27Ti)-1 fr A(B(z))z -n-1 dz (2.15) 
where r is a closed contour around z = 0. Using saddle point methods asymptotic 
formulas can be derived from (2.15). Sometimes a more convenient and enlightening way 
is to use (2.4) instead because a local limit theorem for approximating the probability 
P(L,~ 1 Xi= n) may be available. Note that any A> 0 can be used in (2.4). A natural 
choice is A=An defined by the equation 
(2.16) 
in the following that A=An will be used. If L,~ 1 ~is asymptotically normally distributed 
when n ~ oo then it often holds that 
(2.17) 
where 
Var(~xi)= E(N) Var(X) +Var(N)(E(X))2 • (2.18) 
Unfortunately no local limit theorems seem to have been given to cover the above 
situation in complete generality. But for specific situations the common methods using 
characteristic functions can often be employed. In the following sections illustrations of the 
discussion above will be given. 
3. STIRLING NuMBERS OF THE SECOND KIND 
For A= {r} and B = {1, 2, 3, ...} we have S(n, A, B)= S(n, r) =the number of partitions 
of n unlike objects into r disjoint non-empty classes, the so-called Stirling numbers of the 
second kind. As 
00 
B(A)=L_Ai/j!=eA-1, (3.1) 
1 
we get from (2.4) and (2.5) that 
S(n, r) = n !A -np(*Xi= n)A(B(A)) (3.2) 
where the exponential generating function is 
A(B(A)) = (eA -1)'/r! (3.3) 
and the X s are i.i.d. zero-truncated Poisson(A ), i.e. 
j = 1, 2, 3, .... (3.4) 
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Expanding (3.3) gives 
(e" -1)'/r! = t (')(-1)'-k ek"/r! 
k=O k 
(3.5) 
Hence we have 
(3.6) 
From the definition it is easily seen by a combinatorial argument that the recursion 
S(n, r) = S(n -1, r-1)+rS(n -1, r) (3.7) 
holds. 
These numbers are intimately connected with the classical occupancy problem, i.e. 
consider r boxes into which n balls are thrown at random. For V, =number of non-empty 
boxes we obviously have 
P(V, = j) (3.8)=(;)j!S(n, j)/rn 
and in particular using (3.6) 
P(V,=r)= t (')(-1)'-kkn/rn. (3.9)
k=O k 
This formula was probably first derived by De Moivre in 1711 (see [5, p. ix and Problem 
39]) by the inclusion-exclusion principle. As LiP(V, = j) = 1 it follows from (3.8) that 
n 
rn = L S(n, j)r(r -1) · · · (r- j +1). (3.10)
i=l 
As (3.10) is valid for all.positive integers r it follows that for any complex z 
n 
zn = L S(n, j)zw (3.11)
i=O 
using the notation 
zw=z(z-1) · · · (z-j+1), Z(o)= 1, (3.12) 
for descending factorials. Often Stirling numbers of the second kind are defined by (3.11) 
instead of the combinatorial definition we have given, e.g. that was how they were 
introduced in [17]. The Stirling numbers of the first kind are given by the inverse relation 
n 
Z(n) = L s(n, j)zi. (3.13)
i=O 
For the difference operator .1 defined by .1f(z)=f(z+1)-f(z) we have .::i'z<k>= 
k(r)Z(k-r)· Therefore 
n 
.::i'zn = L S(n, k)k(r)Z(k-r) (3.14)
k=O 
and in particular 
S(n,r)=.::i'On/r!, (3.15) 
the reduced differences of powers of zero. 
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Many references and relations for Stirling numbers can be found in the recent paper by 
Gould [9]. The notation S(n, r) is introduced in [16]. Different aspects of the classical 
occupancy problem are given in, e.g., [4, 6, 12]. 
Now we will discuss asymptotic properties of S (n, r). Different cases occur depending on 
how n, r~oo. 
(A) Suppose that n,r~oo such that 1<C1 ~n/r~C2 <oo. The equation (2.16) 
defining A = An becomes 
rA/(1-e-") = n, (3.16) 
and the variance is 
Var(*xi)= r(e"" -1- An)An e""/(e"" -1)2 • (3.17) 
As 0 < C3 ~An ,-;; C4 <co, the proof of the local limit theorem in [7, p. 490] can be 
used with just notational changes validating (2.17). Hence, from (2.4) 
S(n, r)- n !A ~n (e"" -1)'(r!)-1 • (27Tr(e"" -1- An)An e""/(e"" -1)2)-112• (3.18) 
One can improve the approximation by using higher order terms in a local limit 
expansion of P(I;~ ~ = n). 
(B) Suppose that n, r ~ co such that n = r+c where c is a constant. It is easily seen that 
A= An defined by (3.16) obeys An- 2c/r and 
.:t(*(Xi -1)) ~ Poisson(c). (3.19) 
Hence, by (2.4) 
(3.20) 
(C) Suppose that n, r ~ co such that n = r(ln r + c +o (1)), where c is a constant. For V, 
introduced in connection with (3.8) above it is proved by elementary methods in 
[6, p. 93] that 
f£(r- V,)~Poisson(e-c). (3.21) 
Hence, using (3.8) we have 
S(n, r) = P(V, = r)rn /r! -exp(-e-c)rn/r! -exp(-r e-n/r)rn/r!. (322) 
Remaining intermediate cases can also be handled. 
Approximations of S(n, r) have been known for a long time. For example Laplace 
considered the case (A) and obtained even higher order approximations, cf. [ 4, Chapter 
16]. lvchenko and Medvedev [11] give higher order approximations for a somewhat more 
general situation using saddlepoint methods. The formula in [3, Example 5.4] obtained by 
a method useful for many combinatorial problems is equivalent to (3.18). Further 
references can be found in the above references. The probabilistic approach used in the 
present paper is somewhat different from what has been used before. 
We may also remark that global limit theorems for the classical occupancy problem are 
fairly new. A complete investigation of the possible limit laws was first given by Renyi [15], 
see also [10, 13]. In [1] Stirling numbers of the second kind and the classical occupancy 
problem are considered. Asymptotic normality for the classical occupancy problem when 
n, r ~co such that 0 < Cs ~ n/r ~ C6 <co using the method of characteristic functions ,·:as 
probably first done in this rather unknown paper by Arfwedson. 
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4. BELL NUMBERS 
For A= {0, 1, 2, 3, ...} and B = {1, 2, 3, ...} we have S(n, A, B)= Bn =the number of 
partitions of n unlike objects, the so called Bell numbers. We have A(A) = e'\ B(A) = 
e,\ -1, and the generating function 
A(B(A)) = exp(e,\ -1). (4.1) 
By expansion we find 
00 
Bn=e-1 I e;k! (4.2) 
k=O 
and also 
(4.3) 
kt2!=0, ...• k";;=:Q 
kt +2k2+···+nkn =n 
An interesting discussion on these numbers is given by Gardner [8]. References can be 
found in [9]. 
If the number of partitions into an even number of classes On is considered, then 
A= {0, 2, 4, 6, ...} and B = {1, 2, 3, ...}. We find the generating function 
00 
A(B(A )) = I (e,\ -1)2i/(2j)! = cosh(e,\ -1), (4.4) 
j=O 
from which a formula for On can be found by expansion. 
When A= {0, 1, 2, 3, ...} and B = {2, 4, 6, ...} every class has even cardinality. The 
number of such partitions Rn has the generating function 
00 
A(B(A)) = I (cosh A -1)i/j! = exp(cosh A -1). (4.5) 
i=O 
The above examples are considered in [14, Problems 1.9-14] suggesting methods 
completely different from ours. 
We will now discuss asymptotics for the Bell numbers. Using (2.4) we get 
Bn = n!A-n exp(e,\ -1)P(~Xi= n) (4.6) 
where N is Poisson(e,\ -1) and the Xs are zero-truncated Poisson(A), see (3.4). 
Equation (2.16) can be written 
(4.7) 
with the solution 
A=An =In n -In ln(n +o (1 )). (4.8) 
Furthermore, the variance is 
(4.9) 
Using characteristic functions it is easy to prove asymptotic normality of I~~- It is also 
possible to get a local limit theorem by the usual characteristic function method. One finds 
(27rn(An + 1)) 112P(~~ = n) ~ 1, (4.10) 
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when n .... oo. Combining (4.6) and (4.10) gives 
Bn- (27Tn(An + 1))-112n! exp(eA" -1)/A~. (4.11) 
Using Stirling's formula for n! and (4.7) we get 
Bn -(An+ 1)-112 exp(n(An -1-A~1 )-1). (4.12) 
The accuracy of the approximation (4.12) is remarkable: the exact values of Bn for n = 3, 
6, 9, 12 are 5, 203,21147,4213 597 and the approximations are 5, 208,21 562,4281 254 
respectively (the equation A eA = n is easy to solve numerically). Using other methods ([3, 
Section 8.2]) gives (4.11) (note the misprint 1/2 instead of -1/2 in his formula). Lovasz 
[14, Problem 1.9 (b)] gives (4.12) with (An+ 1)-112 replaced by A ~ 112 which unfortunately 
gives very bad approximations because An -Inn__. +oo slowly. 
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