Eleven years (1932)(1933)(1934)(1935)(1936)(1937)(1938)(1939)(1940)(1941)(1942) of electric potential and magnetic measurements at the Tucson observatory represent a unique very long period magnetotelluric (MT) data set. We report here on a careful reanalysis of this data using modem processing techniques. We have developed and used novel methods for separating out the quasi-periodic daily variation fiel•ls and for cleaning up outliers and filling in missing data in the time domain. MT impedance tensors, estimated using the cleaned and filled data and using robust frequency domain methods, are well determined and smoothly varying for periods between 4 hours and 10 days. At longer periods the electric field data are swamped by large-amplitude incoherent noise, particularly after the third year of the experiment. Although we find no evidence for contamination of any field components by Oceanic motional induction at tidal periods, the MT impedance estimates do show evidence of small systematic biases due to finite spatial scale geomagnetic sources at harmonics of the daily variation period. These periods are thus removed from the time series and not used in further analysis. We show that the resulting impedance tensor is well modeled by a real, frequency-independent distortion of a scalar impedance, which is consistent with non-inductive distortion of the electric fields by local surface geology. To estimate the undetermined static shift of the MT impedance, we compare the long-period MT results to equivalent MT impedances determined from 46 years of geomagnetic data. Combining the geomagnetic and undistorted MT impedances results in scalar impedance estimates for periods 0.17 < T < 91 days of unprecedented precision. However, for periods less than one day, the phase and amplitude of this impedance, while individually consistent, are not mutually consistent with any onedimensional conductivity distribution. The inconsistency probably results from a combination of subtle multidimensional effects and systematic biases.
. Together with the magnetic field variations recorded at the Tucson observatory, these observations represent a unique very long period magnetotelluric (MT) data set. Several attempts to use this data to infer the electrical conductivity of the Earth' s crust and upper mantle have already been reported. In his seminal paper on magnetotellurics, Tikhonov [1950] (see also Tikhonov and Shaksuvarov [1952] ) used amplitudes and phases of daily variation fields from the Tucson data to illustrate the MT method. Subsequently, Larsen [1977 Larsen [ , 1980 presented results from more detailed and careful analysis of this data. However, recent years have seen advances in all phases of processing and inversion of MT data, suggesting that a reexamination of the Tucson data would be profitable. In this paper we discuss the Tucson experiment was to study diurnal variations of electric fields [Rooney, 1949] , Because of the importance of the diurnal effects on this data, we will express periods in units of days, and frequencies in units of cycles per day (cpd) throughout this paper. These diurnal fields are best developed during geomagneticaly quiet times and have historically been called solar quiet day variations (Sq). We shall call them Sa, (for solar daily variation) to emphasize that we are not restricting attention to time windows of low solar activity.
The dominance of the diurnal signal is also clear in the power spectral densities plotted in background oscillations in the spectra and are of dubious significance. There is no evidence of a contribution from N2 in any component. Because peaks occur in a systematic fashion at nontidal frequencies, and do not necessarily occur at tidal frequencies, it does not seem reasonable to ascribe any significant portion of this signal to oceanic effects. This conclusion is further substantiated by the occurrence of split peaks in the horizontal magnetic field spectra, since electric currents flowing in the thin oceanic layer would have a negligible effect on horizontal magnetic fields as far inland as Tucson. Indeed, as we will argue more fully below, it is also unlikely that significant motionally induced oceanic electric fields are present in any of these data. We believe that all of the secondary peaks represent modulation of ionospheric/magnetospheric S• currents by lunar tidal effects. The period of the lunar declinational wave My is 13.67 days [Melchior, 1978] . In all cases the separation between the split peaks (including the weak secondary peaks near 1 cpd) is 0.07 cpd. This is consistent with a modulation of the Sa• with a period of 14+1 days.
It is important to note that the diurnal peaks, while very sharp in the center, cannot be characterized as simple lines. All spectral peaks in the daily median values for each component, we binned data by hour of the day and time of year. Each bin was 14 days wide, so for the full 11 years of the experiment each bin contained 11x14 = 154 measurements. These were averaged using a robust procedure, and the resulting 24x26 array of averages was fit with a smoothing spline using doubly periodic boundary conditions. This seasonally and diurnally varying signal was then subtracted from the raw data, and the residual was fit with 24 principal oceanic tidal components [Melchior, 1978] One other feature to note in the power spectra of Figure 3 is the rapid rise in spectral density for the electric components at the very left edge of the plot at frequencies below 0.1 cpd. The character of the long-period variations is more clearly evident in the low-passed time series of Figure 5 (0.2 cpd cutoff). The amplitudes of all components are relatively low at the beginning of the experiment and grow to a maximum around 2000-3500 days; after this they decrease. For the magnetic components, this represents solar cycle variations in geomagnetic storm (Dst) signals. For the electric fields, however, there is a marked change in character after about day 800 in E, and after about day 1000 in E•. Unlike the gradual growth of the magnetic signals, the electric field amplitudes become abruptly larger and the signal appears much more erratic. Furthermore, the relative amplitude variation of the long-period electric field measurements over the course of the experiment is much greater than that seen for the magnetic field measurements. Lack of coherence at long period is clearly evident in Figure 5 . Note in particular the very large yearly variation in E n during the middle of the experiment, which has no counterpart in the magnetic components. only approximately. Furthermore, the assumption of uniform external sources can never be exactly correct. For physically realistic finite sources, the impedance (which is equal to the ratio of electric to magnetic fields at the measurement location) will depend on the exact spatial configuration of external sources. To estimate Z, we use a variant of the robust transfer function estimate described by Egbert and Booker [1986] . This approach, which downweights "outliers" or unusual data points, has proven effective at reducing source biases in magnetovariational transfer functions. Estimates in the frequency domain are calculated from a series of short, overlapping data segments using a regression M-estimate [Huber, 1981] . The estimates in the frequency range 0.5-12 cpd use 10 day (240 point) data segments. Estimates at lower frequencies are obtained from longer (40 or 160 day) segments of low-pass filmred and decimated data. Before transformarion with a non-power-of-2 fast Fourier transform, each segment is further prewhitened (using an adaptive autoregressive filter) and multiplied by a time-bandwidth ! Slepian data taper [Thomson, 1977] . For initial exploratory work, we used a combination of band and time averaging to produce robust estimates with bandwidths 5% of the center frequency for periods less than one day, increasing to 50% at 0.025 cpd. Because we found that the transfer functions varied on, ly slowly with frequency, we obtained more precise final estimates using wider bands (10% at frequencies < 1 cpd, increasing to 50% at 0.05 cpd). In all cases, bands did not overlap, so adjacent estimates are at least approximately independent. The Say involves moving sources of finite spatial scale. Thus the assumption that the signal is dominated by a uniform source may not be reasonable at Sav frequencies. To explore the possible effects of finite spatial scale sources associated with Sa• fields, estimates were first computed for the raw data and for the data with the diurnal and tidal line spectrum removed (both illustrated in Figure 4 ). Apparent resistivities p and impedance phases q) were computed from the elements of the complex impedance ten- We first discuss the common features, which are also shared by the estimates computed from the notch-filtered data. For f > 1 cpd, estimates of both p and q) have relatively small error bars and vary smoothly with period. However, there are good reasons to discount the shorter-period estimates. Approaching the Nyquist frequency (f= 12 cpd) the phases drop smoothly to zero, and apparent resistivities are reduced. Furthermore, the multiple squaxed coherence (shown for the raw data in Figure 7 ) which exceeds 0.9 for 6 > f > 1 cpd, drops dramatically at higher frequencies. This behavior is consistent with severe aliasing in the hand-digitized hourly mean values. We consider estimates for f> 6 cpd (i.e., half the Nyquist frequency) unreliable and omit thbm from further consideration. periods where the estimates become erratic argues against an unusual noise source. We believe that the only reasonable interpretation is that these biases result from the fact that the Sa• source has a sufficiently short spatial wavelength that its MT impedances systematically differ from the impedances associated with the larger scale source of the continuum background.
EGBERT ET AL.: VERY LONG PERIOD MAONETOTELLURICS
For most of the remainder of this paper we focus on the impedances obtained from the notch-filtered data at frequencies between the diurnal harmonics. While it is reasonable to assume that the external sources are more nearly uniform at these intermediate frequencies, it is by no means clear that contamination of impedance estimates by unknown variations of source wavenumbers can be neglected anywhere in the period range considered here. Although these effects may be small, resulting in systematic variations of phases of only a few degrees, even small systematic biases can complicate interpretation.
PREDICTED AND RM3IDUAL ELECTRIC FIELDS
Before proceeding with further interpretation of the estimated impedances, we consider prediction of the electric fields from the essentially complete magnetic field time series. Predicted electric fields were used to fill in short data gaps, to remove isolated outliers in the time domain, and to further study the character of signal and noise in the Tucson MT data. We use a time domain prediction method which is described in more detail by Egbert [1992] . The method is similar in philosophy to the procedure for detecting outliers in geomagnetic daily mean value time series discussed by Schultz and Larsen [1983] .
The electric fields in the time domain can be predicted from the time-domain magnetic field using e,= Z It'ht-• , where the impulse^response tensor I t is related to the impedance tensor estimate Z at frequency co via the discrete Fourier transform Z(co) = • It e2nimt + oe.
( 2) t=-• Note that this discrete impulse response may involve negative lags (i.e., it may not be causal), even in cases (e.g., one-dimensional conductivity [Weidelt, 1972] ) where the continuous time impulse response must be causal [see Egbert, 1992] . For the purpose o•f filling in short gaps in the electric field data, a pilot estimate of Z is computed from data segments with no gaps in the electric fields. As already noted, our robust processing scheme breaks the time series up into a series of short time segments. Thus computing the pilot estimate simply involves eliminating from consideration any segments containing gaps. There is a complication, however, because we have already concluded that Z for Say differs from Z for the continuum. Since we are interested in the continuum and not the Sa• impedances, we seek the discretely sampled impulse response which agrees, over the frequency bands of interest, with the estimated frequency domain continuum impedance tensors. The pilot estimate of the continuum impedance tensor is computed from data segments without gaps, which have had lines removed and been notch filtered in exactly the manner described earlier.
To compute estimates of It from the pilot observed impedances, we used a regularized inversion^ [Egbert, 1992] . the long-period electric fields are known to be incoherent with the magnetic fields and hence cannot be predicted from the magnetic fields, the residual series were low-pass filtered and all data gaps in these smoothed residual series were filled by cubic spline interpolation. Missing data in the original time series were then replaced by the sum of the interpolated long-period electric field residual series, and the electric fields predicted from the magnetic fields. At the same time the residual series were searched for large isolated outliers, which were treated as missing data and replaced. The cleaned and filled time series were reanalyzed in exactly the same manner to improve the predicted field in the gaps. This slightly reduced the error bars but otherwise produced results very similar to the pilot estimates. We also used the time domain prediction filter in an effort to better understand the character of the noise in the time domain.
As an example, consider the predicted and residual time series for the east component of the electric field after it has been subjected to a long-period (5 < T _< 25 days) band-pass filter (Figure 9 ). The increase in long-period noise in the electric fields during the fourth year of the experiment is very evident in the residual series. This trend in the noise suggests that the earlier data segments should be more heavily weighted. However, several simple ad hoc weighting schemes along these lines made little difference in the results. We can probably conclude that the sources of longperiod noise do not degrade the shorter-period signals, but we did not pursue this possible refinement further. Overall, the noise in the time domain does not appear to be dominated by a small number of outliers or unusual events. It thus seems unlikely that any further refinements to the robust estimation techniques that we have employed would result in substantial improvements in estimates. Indeed, standard least squares estimates of the longperiod impedances based on the raw data are very similar to the robust estimates based on the cleaned and filled data.
The power spectral density of the east component residuals (Figure 10a shown. The residual spectra reinforce the conclusions reached earlier: source field contamination from Say fields can be significant in MT data at frequencies up to 8 cpd and is a relatively broadband phenomenon. While the residual spectra suggest that frequencies near solar and lunar periodicities should be avoided, they do not reveal any other surprising noise sources which might be well localized in frequency. An estimate of the fraction of the total power which is noise is equal to one minus the multiple squared coherence (Figure 7) . A somewhat different perspective on signal to noise is provided by computing this ratio directly from the estimated residual spectrum (Figure 10a) and total spectrum (Figure 3) . In this case the estimated noise power is based on the consistency of the observed components with the fields predicted by the estimated time domain impulse response. The impulse response, in turn, corresponds to a smooth frequency domain transfer function, which is fit only to the notch-filtered data. In contrast, the squared coherence gives an estimate of noise based on the consistency of the magnetic and electric fields within narrow frequency bands. As noted in the discussion of stant [Larsen, 1977 [Larsen, , 1980 Finding the distortion matrix elements and scalar impedances which best fit the estimated impedance tensors requires solution of a simple nonlinear least squares problem. It is convenient to write the distortion parameters and the impedance tensors as real and complex vectors, respectively, which we denote as bold lower 
J = • J• = •(z•-dZ0(T•))tE• 1 (zk-dZ0(TD). (8)
A more detailed discussion of this minimization problem is given in the appendix, where we also derive a simple approximation for the estimation error variances.
Figure 12 plots the full estimated impedance tensors •(T•)
(with lo standard error bars), along w• the corresponding components of the predicted impedances dZ0(TD. Qualitatively, the simple distorted scalar impedance (with 2K+l = 49 free parameters) appears to provide a very good fit to the unconstrained full impedance tensors (which consist of a total of 8K = 184 independent real numbers). The undistorted one-dimensional impedance, Zo, is essentially a weighted average over all four elements of Z and thus has smaller error bars, and is smoother than, any of the individual elements. Consequently, the predicted impedance Figure 13 ), while the misfits for shorter periods (T < 1 day) become much larger (asterisks, Figure 13 ). This provides some support for the hypothesis that the deeper structure can be adequately modeled as one-dimensional, while lateral conductivity variations at shallower depths still respond inductively at the shorter periods, resulting in a nonstatic distortion. However, it should be kept in The column denoted df gives the number of degrees of freedom for the Z 2 misfit statistic. Table 2 figure 13) , smoothed over frequency. This is the factor by which impedance errors for each frequency would have to be increased to allow the distorted scalar impedance model to achieve the expected misfit. We take this to be a rough estimate (or perhaps better, lower bound) on the amount error bars should be increased to allow for "geologic noise" when considering a one-dimensional interpretation as we do here. The last column (Pu) gives the upward biased apparent resistivity estimates for periods less than one day. ted as solid circles in Figure 17a for T < 1 day. Clearly, this bias could at least contribute to the observed inconsistency between p and •. One could, in principle, remove this bias using a magnetic remote reference. Attempts to do this were not particularly suc. cessful, because we were unable to find an observatory that is sufficiently coherent with the Tucson signal to produce estimates with good precision for shorter (T < 1 day) periods.
Another possibility is that source structure effects have produced an upward bias of •. We have shown that phases are sys? tematically biased upward at periods near harmonics of the Say. It is at least possible that phase biases, while most extreme at Say periods, also affect intermediate periods. There is ample reason to believe that the near-surface structure in the vicinity of Tucson can explain the observed distortion. From Figure 18 , one can see that the maximum distortion is also perpendicular to the regional strike of the southern Basin and Range province (BR), which is characterized by relatively resistive ranges rising above conducting basins [e.g., Wannamaker, 1983; Klein, 1991] . The minimum distortion is approximately along strike. In the desert region of the southern BR, the resistive ridges are isolated islands in conductive surface sediments. In the mountain region north and east of Tucson, the resistive ridges dominate and the sediment filled valleys are more isolated. Thus, on the large scale, the surface resistance of the desert region should be substantially lower than the mountain region. The electric field receiver dipoles lie primarily in the mountain region and are thus on the resistive side of a large-scale contact. Again, one expects that the electric field on the resistive side will be amplified perpendicular to the contact. This amplification will be further increased by the fact that the dipoles straddle resistive ridges which are elongated parallel to the larger-scale contact. The full set of Tucson impedance tensors are very nearly equal to the product of a complex scalar (period dependen0 impedance and a single (period independent) real distortion matrix, suggesting a deep one-dimensional conductivity distribution complicated by near-surface lateral variations. The distortion is consistent with regional variations in surface geology. However, the phase and amplitude of the resulting scalar impedance are not jointly consistent with any one-dimensional conductivity model. This discrepancy may result from systematic biases in the estimated impedances (possibly including source effects) or from multidimensional complications. The discrepancy is much greater than the statistical estimation errors and thus substantially reduces the resolving power of the short-period MT data.
It is tempting to suggest that much better MT data could be obtained, particularly at very long periods, with modem instruments. However, this is not completely clear. To the extent that long-period noise represents drift due to slow changes in the electrochemical environment of the electrodes, long-period results should be substantially improved by collecting MT data in a very stable environment, such as in freshwater lakes [Schultz et al., 1987] . However, the origin of the long-period noise seen in the Tucson data is unclear.
Variations of electrochemical selfpotential fields in the crust, streaming potentials due to subsurface water flow, piezoelectric effects, and variations of near-surface resistivity with time could all contribute to long-period "noise." It is important to realize that the MT impedance decreases rapidly, and electric field signal amplitudes become very small, at long periods (at T = 100 days the impedance is a factor of 30 smaller than at T = 1 day). As a consequence, subtle sources of crustal electric fields which are negligible at shorter periods may come to dominate the signal at long periods. A very long-period MT experiment using instruments which essentially eliminate electrode drift problems [Filloux, 1974] is now underway and may shed some fight on the possible nature of long-period electric field signal and noise [Schultz eta/., 1991] .
