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1. Introduction and main results
In this paper we consider the Cauchy problem for a semilinear heat equation with exponential
nonlinearity:
{
∂tu − u = f (u), t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn, (1.1)
where u(t, x) : (0,∞)×Rn → R is the unknown function, u0 is a given initial data and f (u) ∼ eu2 for
|u| 1.
It is known that if the initial data is bounded then there exist T > 0 and a unique local solution
in the class of C((0, T ); L∞(Rn)) of (1.1) (cf. Ladyzhenskaya, Solonnikov and Ural’tseva [12]). The ﬁrst
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and Giga [5]). He considered the Cauchy problem with the power nonlinearity:
{
∂tu − u = |u|p−1u, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
(1.2)
with initial data u0 ∈ Lr(Rn), p > 1 and 1 < r < ∞. We see that if the function u(t, x) satisﬁes
Eq. (1.2), then for any λ > 0, the scaled function uλ(t, x) = λ2/(p−1)u(λ2t, λx) also satisﬁes (1.2) and
Lr norm of the solution is invariant under this scaling if and only if p = p∗h := 1 + 2rn . This expo-
nent p∗h plays a crucial role for the existence result of the Cauchy problem (1.2). Indeed, there exist
T = T (u0) and a unique local solution u ∈ C([0, T ); Lr(Rn)) of the Cauchy problem (1.2) if 1 < r < ∞
and 1 < p  p∗h = 1 + 2rn . On the other hand, if p > p∗h , then there exists no local solution in any
reasonable sense for general initial data u0 ∈ Lr(Rn). In the critical case p = p∗h , the solution in Lr(Rn)
exists globally in time for small initial data in particular.
Cazenave and Weissler [3] mentioned that there exists a certain relationship between the Lr theory
for the nonlinear heat equation and the Hs theory for the nonlinear Schrödinger equation:
{
i∂tu + u = |u|p−1u, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn.
(1.3)
Cazanave and Weissler showed that for 0  s < n2 there exists a critical exponent p∗s = 1 + 4n−2s
that has a similar scaling invariance in H˙ s(Rn) for (1.3) such that for every 1 < p  p∗s there exist
T = T (u0) > 0 and a unique solution u ∈ C([0, T ); Hs(Rn)) of the Cauchy problem (1.3). Moreover, the
global existence for small data can be also proved for the critical case p = p∗s . We should mention
that if we choose s = n2 , then the critical nonlinearity should be stronger than any power nonlinearity
since p∗s = ∞. Indeed, Nakamura and Ozawa [15] showed the small data global existence in H
n
2 (Rn)
of the nonlinear Schrödinger equation with exponential nonlinearity f (u)  eu2 (|u| 1). For related
results, see [8,10,14,15,18,23] and references therein.
Cazanave and Weissler suggested that the critical exponent p∗h of the heat equation (1.2) and
the critical exponent p∗s of the Schrödinger equation (1.3) are connected by the Sobolev embedding,
H˙ s(Rn) ↪→ Lr(Rn), where s, r satisfy 0 s < n2 and 1r = 12 − sn . It is easy to see that the embedding
implies the relation p∗h = 1+ 2rn = 1+ 4n−2s = p∗s , hence the functional space for the critical exponents
of both (1.2) and (1.3) coincides in view of the Sobolev embedding. Ruf and Terraneo [21] proposed as
the analogy of the relation mentioned by Cazanave and Weissler that the small data global existence
of the heat equation (1.1) with the exponential nonlinearity f (u)  eu2 (|u| 1) can be proved in a
space which includes H
n
2 (Rn) by the Sobolev embedding. It is known that there exists no suitable
space in the Lebesgue spaces which includes H
n
2 (Rn) in order to solve (1.1) with the exponential
nonlinearity. The better space is given by the Orlicz space exp L2(Rn) which is a generalization of
Lebesgue spaces.
Deﬁnition 1.1. The space exp L2(Rn) is the set of all functions which satisﬁes
∫
Rn
(
exp
( |u(x)|
λ
)2
− 1
)
dx < ∞ for some λ > 0.
The space exp L2(Rn) is the Banach space by the Luxemburg norm:
‖u‖exp L2(Rn) := inf
{
λ > 0;
∫
Rn
(
exp
( |u(x)|
λ
)2
− 1
)
dx 1
}
.
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has the embeddings H
n
2 (Rn) ↪→ exp L2(Rn) ↪→ Lr(Rn) for all 2  r < ∞. We should mention that
exp L2(Rn) is the smallest space which includes H
n
2 (Rn) in the framework of Orlicz spaces.
Ruf and Terraneo considered the heat equation (1.1) with the following nonlinear term f : For
every x, y ∈ R,
∣∣ f (x) − f (y)∣∣
⎧⎪⎨
⎪⎩
C |x− y|(|x|eλx2 + |y|eλy2), n 4,
C |x− y|(x2eλx2 + y2eλy2), n = 2,3,
C |x− y|(x4eλx2 + y4eλy2), n = 1,
(1.4)
for some C > 0 and λ > 0. They showed the local existence of a solution for the heat equation (1.1)
with (1.4) for small initial data in exp L2(Rn). Our aim in this paper is to prove the small data global
existence for the Cauchy problem (1.1) with (1.4) in exp L2(Rn). Let et be the heat evolution operator
given by
etu0(x) :=
∫
Rn
1
(4πt)
n
2
e−
|x−y|2
4t u0(y)dy.
Although the evolution operator et is bounded from exp L2(Rn) to exp L2(Rn), it is not a contraction
semigroup. Indeed, et is not continuous at t = 0 in exp L2(Rn) since the space of smooth functions
with compact support C∞0 (Rn) is not dense in exp L2(Rn). Namely, for some initial data u0 and posi-
tive constant C > 0, we have
lim
t→0
∥∥etu0 − u0∥∥exp L2(Rn)  C . (1.5)
Therefore we consider the initial value problem (1.1) in the following weak sense:
Deﬁnition 1.2 (Weak mild solutions). We say that u ∈ L∞(0,∞;exp L2(Rn)) is a weak mild solution for
the Cauchy problem (1.1) with (1.4) if u satisﬁes the integral equation
u(t) = etu0 +
t∫
0
e(t−s) f
(
u(s)
)
ds (1.6)
in exp L2(Rn) for almost all t > 0 and u satisﬁes continuity to the initial data in the following sense:
w∗- lim
t→0u(t) = u0 in exp L
2(
R
n). (1.7)
The global existence of the solution for the problem (1.1) in Lebesgue spaces has not been clear
since the nonlinear term which satisﬁes (1.4) grows essentially faster than any power type nonlin-
earities. Using the framework of the Orlicz space, we obtain the global existence for the Cauchy
problem (1.1) with (1.4).
Theorem 1.3. There exists a positive constant ε > 0 such that for every initial data u0 ∈ exp L2(Rn) which
satisﬁes ‖u0‖exp L2(Rn)  ε, there exists a weak mild solution u ∈ L∞(0,∞;exp L2(Rn)) of the Cauchy prob-
lem (1.1) with (1.4).
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∂tu − u = eu
in different view points. See for instance [4,6,19,22,25] and references therein. They showed the global
existence result under the pointwise assumption for the initial data u0, namely u0(x) U (x), where
U is the singular solution of the stationary problem −u = eu . Under this assumption, the initial
data does not have singularities except at the origin. We should mention that they also considered
the uniqueness and blow-up problems. Their method is mainly based on the comparison principle.
We do not use the comparison principle in the proof of Theorem 1.3. This suggests a possibility that
Theorem 1.3 can be extended to a problem of system of equations. Moreover, Theorem 1.3 is proved
under the smallness assumption on the initial data u0 in exp L2(Rn), hence it is possible to choose
the initial data which has some singularities not only at the origin but also at any other points.
We prove Theorem 1.3 by a contraction mapping argument. Hence the uniqueness result holds in
the space where a contraction mapping argument is applied. Moreover, the solution satisﬁes (1.1) in
classical sense if t > 0. We mention that the assumption for the nonlinear term of Theorem 1.3 covers
the nonlinearity of the form
f (u) =
⎧⎪⎨
⎪⎩
eu
2 − 1, n 4,
(eu
2 − 1)u, n = 2,3,
(eu
2 − 1− u2)u, n = 1.
We also remark that the solution satisﬁes the following property:
lim
t→0
∥∥u(t) − etu0∥∥exp L2(Rn) = 0. (1.8)
This property means that the nonlinear term of the problem (1.6) converges to 0 as t → 0 in
exp L2(Rn). One can ﬁnd this type continuity property in Quittner and Souplet [20].
This paper is organized as follows. In Section 2, we show some basic properties of the evolution
operator et in exp L2(Rn). We prove Theorem 1.3 for higher dimensions n  5 in Section 3 and for
lower dimensions 1 n 4 in Section 4. We also prove the claim of the inequality (1.5), (1.7) and (1.8)
which means continuity of the solution at t = 0 in Section 5.
2. Preliminary
For the proof, we prepare some basic linear estimates.
Lemma 2.1. (See [21].) For every 2 p < ∞, the following inequality holds:
‖u‖Lp(Rn) 
{

(
p
2
+ 1
)} 1
p
‖u‖exp L2(Rn), (2.1)
where  is the gamma function
(p) :=
∞∫
0
xp−1e−x dx.
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general case can be proved in a minor modiﬁcation.
Lemma 2.2. Let 1 p  2, 1 q∞. Then the following Lp–exp L2 estimates hold:
∥∥etu0∥∥exp L2(Rn)  ‖u0‖exp L2(Rn) for u0 ∈ exp L2(Rn), t > 0, (2.2)∥∥etu0∥∥exp L2(Rn)  Ct− n2p (log(t− n2 + 1))− 12 ‖u0‖Lp(Rn) for u0 ∈ Lp(Rn), t > 0, (2.3)∥∥etu0∥∥exp L2(Rn)  Ct− n2q ‖u0‖Lq(Rn) + ‖u0‖L2(Rn) for u0 ∈ Lq(Rn)∩ L2(Rn), t > 0. (2.4)
Proof. The ﬁrst inequality is showed by the standard Lp–Lq estimate of the heat kernel and the Taylor
expansion. For any λ > 0, we have
∫
Rn
(
exp
(
etu0
λ
)2
− 1
)
dx
=
∞∑
k=1
‖etu0‖2kL2k(Rn)
k!λ2k 
∞∑
k=1
‖u0‖2kL2k(Rn)
k!λ2k =
∫
Rn
(
exp
(
u0
λ
)2
− 1
)
dx.
Therefore we obtain
∥∥etu0∥∥exp L2(Rn) = inf
{
λ > 0;
∫
Rn
(
exp
(
etu0
λ
)2
− 1
)
dx 1
}
 inf
{
λ > 0;
∫
Rn
(
exp
(
u0
λ
)2
− 1
)
dx 1
}
= ‖u0‖exp L2(Rn).
This proves (2.2). The second inequality can be shown by the similar argument. Indeed, we have
∫
Rn
(
exp
(
etu0
λ
)2
− 1
)
dx =
∞∑
k=1
‖etu0‖2kL2k(Rn)
k!λ2k 
∞∑
k=1
C2kt−
n
2 (
1
p − 12k )2k‖u0‖2kLp(Rn)
k!λ2k
= t n2
(
exp
(
Ct−
n
2p ‖u0‖Lp(Rn)
λ
)2
− 1
)
(2.5)
and
∥∥etu0∥∥exp L2(Rn)  inf
{
λ > 0; t n2
(
exp
(
Ct−
n
2p ‖u0‖Lp(Rn)
λ
)2
− 1
)
 1
}
= Ct− n2p (log(t− n2 + 1))− 12 ‖u0‖Lp(Rn). (2.6)
This proves (2.3). The inequality (2.4) is proved easily by the standard Lp–Lq estimate and the em-
bedding L2(Rn) ∩ L∞(Rn) ↪→ exp L2(Rn) as
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 Ct−
n
2q ‖u0‖Lq(Rn) + ‖u0‖L2(Rn).  (2.7)
Lemma 2.3. Let n  5,q > n2 . Then there exists C = C(n,q) > 0 such that for every f ∈ L∞(0,∞; L1 ∩
Lq(Rn)) the following estimate holds:
∥∥∥∥∥
t∫
0
e(t−s) f (s)ds
∥∥∥∥∥
L∞(0,∞;exp L2(Rn))
 C‖ f ‖L∞(0,∞;L1∩Lq(Rn)).
Proof. By Lemma 2.2, we obtain
∥∥etu0∥∥exp L2(Rn)  C(t)(‖u0‖L1(Rn) + ‖u0‖Lq(Rn)), (2.8)
where
C(t) = min{Ct− n2q + 1,Ct− n2 (log(t− n2 + 1))− 12 }.
We remark that C(·) ∈ L1(0,∞) due to the assumption n 5,q > n2 . Thus
∥∥∥∥∥
t∫
0
e(t−s) f (s)ds
∥∥∥∥∥
exp L2(Rn)

t∫
0
∥∥e(t−s) f (s)∥∥exp L2(Rn) ds

t∫
0
C(t − s)(∥∥ f (s)∥∥L1(Rn) + ∥∥ f (s)∥∥Lq(Rn))
 ‖ f ‖L∞(0,∞;L1∩Lq(Rn))
∞∫
0
C(s)ds (2.9)
for every t > 0. This proves Lemma 2.3. 
We remark that Lemma 2.3 does not hold for 1 n 4. On the other hand, we show the following
property for n = 4 instead of Lemma 2.3. Let φ(u) := eu2 −1−u2 and Lφ(Rn) be the Orlicz space with
the Luxemburg norm
‖u‖Lφ(Rn) := inf
{
λ > 0;
∫
Rn
φ
( |u|
λ
)
dx 1
}
.
From the deﬁnition, we have
C1‖u‖exp L2(Rn)  ‖u‖L2(Rn) + ‖u‖Lφ(Rn)  C2‖u‖exp L2(Rn)
for some C1,C2 > 0. Now we obtain the following estimate similar to Lemma 2.3.
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L4(R4)) the following estimate holds:
∥∥∥∥∥
t∫
0
e(t−s) f (s)ds
∥∥∥∥∥
L∞(0,∞;Lφ(R4))
 C‖ f ‖L∞(0,∞;L1∩L4(R4)). (2.10)
Proof. The proof of Lemma 2.4 is similar to the proof of Lemma 2.3. We start to prove
∥∥etu0∥∥Lφ(Rn)  Ct− n2 (log(t− n2 + 1))− 14 ‖u0‖L1(Rn). (2.11)
Indeed, we have
∫
Rn
φ
( |etu0|
λ
)
dx
∞∑
k=2
‖etu0‖2kL2k(Rn)
λ2kk!

∞∑
k=2
C2kt−
n
2 (1− 12k )2k‖u0‖2kL1(Rn)
λ2kk!
 t n2 φ
(
Ct− n2 ‖u0‖L1(Rn)
λ
)
 t n2
(
exp
(
Ct− n2 ‖u0‖L1(Rn)
λ
)4
− 1
)
. (2.12)
Therefore we obtain that
∥∥etu0∥∥Lφ(Rn)  inf
{
λ > 0; t n2
(
exp
(
Ct− n2 ‖u0‖L1(Rn)
λ
)4
− 1
)
 1
}
= Ct− n2 (log(t− n2 + 1))− 14 ‖u0‖L1(Rn). (2.13)
On the other hand, we see that
∥∥etu0∥∥Lφ(R4)  ∥∥etu0∥∥L∞(R4) + ∥∥etu0∥∥L4(R4)  Ct− 12 ‖u0‖L4(R4) + ‖u0‖L4(R4) (2.14)
from the embedding L4(Rn) ∩ L∞(Rn) ↪→ Lφ(Rn). Combining the inequalities (2.13) and (2.14), we
have
∥∥etu0∥∥exp Lφ(R4)  C(t)‖u0‖L1∩L4(R4),
where
C(t) := min{1+ t− 12 , t−2(log(t−2 + 1))− 14 }.
We remark that C(·) ∈ L1(0,∞). By the same argument in the proof of Lemma 2.3, we obtain
(2.10). 
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In this section, we prove Theorem 1.3 for n 5.
Proposition 3.1. Let n 5. Then there exists a positive constant ε > 0 such that for all u0 ∈ exp L2(Rn) with
‖u0‖exp L2(Rn)  ε there exists a solution u ∈ L∞(0,∞;exp L2(Rn)) of (1.6) with (1.4).
Now we prepare some notations. For M > 0,
Φ[u] := etu0 +
t∫
0
e(t−s) f
(
u(s)
)
ds,
XM :=
{
u ∈ L∞(0,∞;exp L2(Rn)); ‖u‖L∞(0,∞;exp L2(Rn))  M}. (3.1)
For the proof of Proposition 3.1, we prove that Φ is a contraction map in XM for a suitable M > 0.
Therefore we prepare the following estimate of the nonlinear term from Lemma 2.3.
Lemma 3.2. Let n  5 and M be a suﬃciently small positive number. For every u, v ∈ XM, the following
estimates hold:
∥∥∥∥∥
t∫
0
e(t−s)
(
f
(
u(s)
))
ds
∥∥∥∥∥
L∞(0,∞;exp L2(Rn))
 H(M)‖u‖L∞(0,∞;exp L2(Rn)) (3.2)
and
∥∥∥∥∥
t∫
0
e(t−s)
(
f
(
u(s)
)− f (v(s)))ds
∥∥∥∥∥
L∞(0,∞;exp L2(Rn))
 H(M)‖u − v‖L∞(0,∞;exp L2(Rn)), (3.3)
where H(M) → 0 as M → 0.
Proof. Since (3.2) follows from (3.3) by choosing v = 0, we prove only (3.3). From the assump-
tion (1.4), we see
∣∣ f (u) − f (v)∣∣ C |u − v|∣∣ueλu2 + veλv2 ∣∣
= C |u − v|∣∣u(eλu2 − 1)+ v(eλv2 − 1)∣∣+ C ∣∣u2 − v2∣∣. (3.4)
From Lemma 2.3 and inequality (3.4), we have
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
L∞(0,∞;exp L2(Rn))
 C
∥∥ f (u) − f (v)∥∥L∞(0,∞;L1∩Lp(Rn))
 C
∥∥(u − v)(u(eλu2 − 1)+ v(eλv2 − 1))+ (u2 − v2)∥∥L∞(0,∞;L1∩Lp(Rn)). (3.5)
By Hölder’s inequality, we obtain
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 C‖u − v‖L2p(Rn)
(‖u‖L4p(Rn)∥∥eλu2 − 1∥∥L4p(Rn) + ‖v‖L4p(Rn)∥∥eλv2 − 1∥∥L4p(Rn)). (3.6)
If M2 < 14pλ , then
∥∥eλu2 − 1∥∥L4p(Rn) 
( ∫
ren
exp
(
4pλM2
u2
‖u‖2
exp L2(Rn)
)
− 1dx
) 1
4p
 (4pλ)
1
4p M
1
2p . (3.7)
According to the inequalities (3.6), (3.7) and Lemma 2.1, we have
∥∥(u − v)(u(eλu2 − 1)+ v(eλv2 − 1))∥∥Lp(Rn)  C‖u − v‖L2p(Rn)(‖u‖1+ 12pexp L2(Rn) + ‖v‖1+
1
2p
exp L2(Rn)
)
 CM1+
1
2p ‖u − v‖exp L2(Rn). (3.8)
Let us turn to estimate the term u2 − v2:
∥∥u2 − v2∥∥Lp(Rn)  ‖u − v‖L2p(Rn)(‖u‖L2p(Rn) + ‖v‖L2p(Rn))
 C‖u − v‖exp L2(Rn)
(‖u‖exp L2(Rn) + ‖v‖exp L2(Rn))
 CM‖u − v‖exp L2(Rn). (3.9)
For the case p = 1, we obtain similar estimates to (3.6) and (3.9). We obtain (3.3) immediately from
estimates (3.6) and (3.9). 
Proof of Proposition 3.1. We solve the problem (1.6) with the nonlinear term (1.4) by a contraction
mapping argument. From Lemmas 2.1 and 3.2, we obtain that Φ is a map on XM to itself if M
and ‖u0‖exp L2(Rn) are small enough. Moreover Φ will be a contraction map on XM if M is small
enough. 
4. The lower dimensional case (1 n 4)
In this section, we prove Theorem 1.3 for 1 n 4.
Proposition 4.1. Let 1 n  4. Then there exists a positive constant ε > 0 such that for all u0 ∈ exp L2(Rn)
with ‖u0‖exp L2(Rn)  ε there exists a solution u ∈ L∞(0,∞;exp L2(Rn)) of (1.6) with (1.4).
We prove Proposition 4.1 by a contraction mapping argument. Let Φ be as above in (3.1) and YM
be the following:
YM :=
{
u ∈ L∞(0,∞;exp L2(Rn)); sup
t>0
tσ
∥∥u(t)∥∥Lp(Rn) + ‖u‖L∞(0,∞;exp L2(Rn))  M},
where 1+ 4n < p < 2+ 8n , σ = n2 ( 12 − 1p ). The subspace YM is a complete metric space with the distance
d(u, v) := supt>0 tσ ‖u(t)− v(t)‖Lp(Rn) . Now we prepare the following estimate for the nonlinear term.
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∥∥∥∥∥
t∫
0
e(t−s) f (u)ds
∥∥∥∥∥
L∞(0,∞;exp L2(Rn))
 H(M) (4.1)
and
sup
t>0
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp(Rn)
 C(M) sup
t>0
tσ ‖u − v‖Lp(Rn), (4.2)
where
H(M) = o(M), C(M) =
⎧⎨
⎩
O (M4), n = 1,
O (M2), n = 2,3,
O (M), n = 4.
Proof of the inequality (4.2). We prove the inequality (4.2) for n = 4. In this case, the nonlinear term
satisﬁes
∣∣ f (u) − f (v)∣∣ C |u − v|∣∣ueλu2 + veλv2 ∣∣ C |u − v| ∞∑
k=1
λk
k!
(|u|2k−1 + |v|2k−1)
for some λ > 0,C > 0. Let
σ = 1− 2
p
, ρ = 4k, θ = 1
(2k − 1)2 ,
1
q
= 1
2
− p − 2
2p(2k − 1) ,
1
r
= 1− k(p − 2)
p(2k − 1) . (4.3)
By the Taylor expansion and the standard Lp–Lq estimate for the heat kernel, we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
 C
∞∑
k=1
λk
k! t
σ
t∫
0
∥∥e(t−s)(|u − v|(|u|2k−1 + |v|2k−1))∥∥Lp ds
 C
∞∑
k=1
λk
k! t
σ
t∫
0
(t − s)−2( 1r − 1p )∥∥(u − v)(u2k−1 + v2k−1)∥∥Lr ds, (4.4)
where p, r satisfy 2 < p < 4, 1  r  p. Applying the Hölder inequality, the Hölder interpolation
inequality and Lemma 2.1 we have
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
∥∥(u − v)∥∥Lp (‖u‖2k−1Lq(2k−1) + ‖v‖2k−1Lq(2k−1))

∥∥(u − v)∥∥Lp (‖u‖(2k−1)θLp ‖u‖(2k−1)(1−θ)Lρ + ‖v‖(2k−1)θLp ‖v‖(2k−1)(1−θ)Lρ )
 
(
ρ
2
+ 1
) (2k−1)(1−θ)
ρ ∥∥(u − v)∥∥Lp
× (‖u‖(2k−1)θLp ‖u‖(2k−1)(1−θ)exp L2 + ‖v‖(2k−1)θLp ‖v‖(2k−1)(1−θ)exp L2 ), (4.5)
where the exponents θ , ρ , p, q, r satisfy
0 θ  1, 2 ρ, 1
r
= 1
p
+ 1
q
,
1
(2k − 1)q =
θ
p
+ 1− θ
ρ
.
Due to the inequalities (4.4) and (4.5), we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
 C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) (2k−1)(1−θ)
ρ
tσ
t∫
0
(t − s)−2( 1r − 1p )s−σ (1+(2k−1)θ)sσ ∥∥u(s) − v(s)∥∥Lp
× ((sσ ‖u‖Lp )(2k−1)θ‖u‖(2k−1)(1−θ)exp L2 + (sσ ‖v‖Lp )(2k−1)θ‖v‖(2k−1)(1−θ)exp L2 )ds. (4.6)
We remark
sup
s>0
sσ
∥∥u(s)∥∥Lp(Rn)  M, ‖u‖L∞(0,∞;exp L2(Rn))  M,
sup
s>0
sσ
∥∥v(s)∥∥Lp(Rn)  M, ‖v‖L∞(0,∞;exp L2(Rn))  M,
since u, v ∈ YM . Therefore we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
= C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) (2k−1)(1−θ)
ρ
M2k−1t1+σ−2(
1
r − 1p )−σ (1+(2k−1)θ)
×
1∫
0
(1− s)−2( 1r − 1p )s−σ (1+(2k−1)θ) ds × sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp
= C
∞∑ λk
k! 
(
ρ
2
+ 1
) (2k−1)(1−θ)
ρ
M2k−1
k=1
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(
1− 2
(
1
r
− 1
p
)
,1− σ (1+ (2k − 1)θ))× sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp , (4.7)
where B is the beta function. We remark that the exponents p, q, r, θ , ρ in (4.3) satisfy
2 < p < 4, 1 r  p, −1 < −2
(
1
r
− 1
p
)
, −1 < −σ (1+ (2k − 1)θ),
0 θ  1, 2 ρ, 1
r
= 1
p
+ 1
q
, 1+ σ − 2
(
1
r
− 1
p
)
− σ (1+ (2k − 1)θ)= 0,
1
(2k − 1)q =
θ
p
+ 1− θ
ρ
. (4.8)
Since B(a,b) = (a+b)
(a)(b) , we have that
B
(
1− 2
(
1
r
− 1
p
)
,1− σ (1+ (2k − 1)θ))= ( 2p )
(
p−2
p(2k−1) )(
2
r − 1)
. (4.9)
From (a) = O (1/a) as a → 0, we have ( p−2p(2k−1) ) = O (k) as k → ∞. Thus,
B
(
1− 2
(
1
r
− 1
p
)
,1− σ (1+ (2k − 1)θ)) C (4.10)
for any k ∈ N. Applying Stirling’s formula, we have

(
ρ
2
+ 1
) (2k−1)(1−θ)
ρ
 C
(
ρ
2
+ 1
)k
 Ckk! (4.11)
for some C > 0. Combining (4.7), (4.10) and (4.11) we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
 C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) (2k−1)(1−θ)
ρ
M2k−1
× B
(
1− 2
(
1
r
− 1
p
)
,1− σ (1+ (2k − 1)θ)) sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp
 C
∞∑
k=1
λk
k! M
2k−1Ckk! sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp
 CM sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp (4.12)
for small M . This proves (4.2) for n = 4.
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ρ = 2(p − 2)nk − 2(2p − a)
a − 4 , θ =
2p − a
nk(p − 2) ,
1
q
= a
np
,
1
r
= 1
p
+ a
np
(4.13)
for some 4 < a < np − n. We remark that 4 < np − n since 1 + 4n < p. From the Taylor expansion,
Hölder’s inequality and the standard Lp–Lq estimate for the heat kernel, we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
 C
∞∑
k=1
λk
k! t
σ
t∫
0
(t − s)− n2 ( 1r − 1p )∥∥(u − v)(u2k + v2k)∥∥Lr ds
 C
∞∑
k=1
λk
k! t
σ
t∫
0
(t − s)− n2 ( 1r − 1p )∥∥(u − v)∥∥Lp (‖u‖2kLq(2k) + ‖v‖2kLq(2k))ds. (4.14)
Applying Hölder’s interpolation inequality,
‖u‖Lq(2k)  ‖u‖θLp‖u‖1−θLρ ,
1
q(2k)
= θ
p
+ 1− θ
ρ
(4.15)
and the inequality (2.1), we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
 C
∞∑
k=1
λk
k! t
σ
t∫
0
(t − s)− n2 ( 1r − 1p )∥∥(u − v)∥∥Lp
× (‖u‖2kθLp ‖u‖2k(1−θ)Lρ + ‖v‖2kθLp ‖v‖2k(1−θ)Lρ )ds
 C
∞∑
k=1
λk
k! t
σ
t∫
0
(t − s)− n2 ( 1r − 1p )∥∥(u − v)∥∥Lp
× 
(
ρ
2
+ 1
) 2k(1−θ)
ρ (‖u‖2kθLp ‖u‖2k(1−θ)exp L2 + ‖v‖2kθLp ‖v‖2k(1−θ)exp L2 )ds. (4.16)
Now we recall
sup
s>0
sσ
∥∥u(s)∥∥Lp(Rn)  M, ‖u‖L∞(0,∞;exp L2(Rn))  M,
sup
s>0
sσ
∥∥v(s)∥∥Lp(Rn)  M, ‖v‖L∞(0,∞;exp L2(Rn))  M. (4.17)
Applying (4.17) to (4.16), we see that
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∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp
 C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) 2k(1−θ)
ρ
M2k
× tσ
( t∫
0
(t − s)− n2 ( 1r − 1p )s−σ (1+2kθ) ds
)
sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp
= C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) 2k(1−θ)
ρ
M2k
× B
(
1− n
2
(
1
r
− 1
p
)
,1− σ(1+ 2kθ)
)
sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp , (4.18)
where the exponents p, q, r, θ , ρ in (4.13) satisfy
1+ 4
n
< p < 2+ 8
n
, 1 r  p, −1 < −n
2
(
1
r
− 1
p
)
, −1 < −σ(1+ 2kθ),
0 θ  1, 2 ρ, 1
r
= 1
p
+ 1
q
, 1+ σ − n
2
(
1
r
− 1
p
)
− σ(1+ 2kθ) = 0,
1
2kq
= θ
p
+ 1− θ
ρ
. (4.19)
For those exponents, we obtain that
B
(
1− n
2
(
1
r
− 1
p
)
,1− σ(1+ 2kθ)
)
= (1− σ)
(1− n2q )( (n+4)p−2n−2a4p )
 C (4.20)
and

(
ρ
2
+ 1
) 2k(1−θ)
ρ
 C
(
ρ
2
+ 1
)k
 Ckk! (4.21)
for some positive constant C > 0. Combining (4.18), (4.20) and (4.21) we have
tσ
∥∥∥∥∥
t∫
0
e(t−s)
(
f (u) − f (v))ds
∥∥∥∥∥
Lp

∞∑
k=1
C
λk
k! 
(
ρ
2
+ 1
) 2k(1−θ)
ρ
M2k
× B
(
1− 2
(
1
r
− 1
p
)
,1− σ(1+ 2kθ)
)
× sup sσ ∥∥u(s) − v(s)∥∥Lps>0
1186 N. Ioku / J. Differential Equations 251 (2011) 1172–1194 C
∞∑
k=1
λk
k! M
2kCkk! sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp
 CM2 sup
s>0
sσ
∥∥u(s) − v(s)∥∥Lp (4.22)
for small M . This proves (4.2) for n = 2,3. 
Proof of the inequality (4.1). We prove (4.1) for n = 4. Let φ(u) := eu2 − 1 − u2 and Lφ(Rn) be the
Orlicz space with the Luxemburg norm
‖u‖Lφ(Rn) := inf
{
λ > 0;
∫
Rn
φ
( |u|
λ
)
dx 1
}
.
From the deﬁnition, we have
C1‖u‖exp L2(Rn)  ‖u‖L2(Rn) + ‖u‖Lφ(Rn)  C2‖u‖exp L2(Rn)
for some C1,C2 > 0. Therefore it is enough to prove (4.1) for n = 4 by proving
∥∥∥∥∥
t∫
0
e(t−s) f (u)ds
∥∥∥∥∥
L∞(0,∞;L2(Rn))
 H(M) (4.23)
and
∥∥∥∥∥
t∫
0
e(t−s) f (u)ds
∥∥∥∥∥
L∞(0,∞;Lφ(Rn))
 H(M). (4.24)
We start to prove (4.23). Let
ρ = 4k, θ = 1
(2k − 1) ,
1
r
= 1− k(1−
2
p )
2k − 1 . (4.25)
By the Taylor expansion, Hölder’s inequality, Hölder’s interpolation inequality and the standard Lp–Lq
estimate for the heat kernel, we have
∥∥∥∥∥
t∫
0
e(t−s) f (u)ds
∥∥∥∥∥
L2(Rn)

∞∑
k=1
1
k!
t∫
0
C(t − s)−2( 1r − 12 )‖u‖2kθLp(Rn)‖u‖2k(1−θ)Lρ(Rn) ds

∞∑
k=1
1
k!
(
ρ
2
+ 1
) 2k(1−θ)
ρ
t∫
C(t − s)−2( 1r − 12 )‖u‖2kθLp(Rn)‖u‖2k(1−θ)exp L2(Rn) ds0
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∞∑
k=1
1
k!C
(
ρ
2
+ 1
) 2k(1−θ)
ρ
M2kB
(
−2
(
1
r
− 1
2
)
+ 1,−2kθσ + 1
)
, (4.26)
where p, r, θ , ρ in (4.25) satisfy
2 < p < 4, 1 r  p, −1 < −2
(
1
r
− 1
2
)
, −1 < −2kθσ , 0 θ  1,
2 ρ, −2
(
1
r
− 1
2
)
− 2kθσ + 1 = 0, 1
2kr
= θ
p
+ 1− θ
ρ
. (4.27)
For those exponents, we obtain that
B
(
−2
(
1
r
− 1
2
)
+ 1,−2kθσ + 1
)
= (1)
(
2k(p−2)
p(2k−1) )(1− 2k(p−2)p(2k−1) )
 C (4.28)
and

(
ρ
2
+ 1
) 2k(1−θ)
ρ
 Ckk!. (4.29)
Combining (4.26), (4.28) and (4.29) we have
∥∥∥∥∥
t∫
0
e(t−s) f (u)ds
∥∥∥∥∥
L2(Rn)

∞∑
k=1
C
k!
(
ρ
2
+ 1
) 2k(1−θ)
ρ
M2kB
(
−2
(
1
r
− 1
2
)
+ 1,−2kθσ + 1
)

∞∑
k=1
C
k!C
kk!M2k  CM2. (4.30)
This proves (4.23).
We turn to prove (4.24). By the same argument in the proof of Lemma 3.2, we obtain (4.24). Here
we use Lemma 2.4 instead of Lemma 2.3.
Let us turn to prove (4.1) for n = 2,3. We apply a different argument as in the proof of (4.1) for
n = 4. Let 1 q 2 and a be the smallest positive number satisfying a = 2 log(a + 1). We see that
(
log
(
(t − s)− n2 + 1))− 12 √2(t − s) n4 for 0 s t − a− 2n .
Therefore we have
∥∥∥∥∥
t∫
0
e(t−s) f
(
u(s)
)
ds
∥∥∥∥∥
exp L2(Rn)

t∫
(t − s)− n2q (log((t − s)− n2 + 1))− 12 ∥∥ f (u)∥∥Lq ds0
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t−a− 2n∫
0
(t − s)− n2q (log((t − s)− n2 + 1))− 12 ∥∥ f (u)∥∥Lq ds
+
t∫
t−a− 2n
(t − s)− n2q (log((t − s)− n2 + 1))− 12 ∥∥ f (u)∥∥Lq ds

√
2
t∫
0
(t − s)− n2q + n4 ∥∥ f (u)∥∥Lq ds + sup
t>0
C
∥∥ f (u)∥∥Lq =: I + II. (4.31)
Hereafter we estimate I and II separately. The ﬁrst part I is proved by the Taylor expansion, Hölder’s
inequality, Hölder’s interpolation inequality and the standard Lp–Lq estimate for the heat kernel. In
this case, we recall that the nonlinear term satisﬁes
∣∣ f (u)∣∣ C |u|3eλu2 = C ∞∑
k=1
λk
k! |u|
2k+1
for some λ > 0, C > 0. Let
ρ = 2n((2k + 1)(p − 2) − ap)
(n + 4)(p − 2) − nap , θ =
ap
(p − 2)(2k + 1) ,
1
q
= 1
2
+ 2
n
− a
2
, (4.32)
for some 1 < a < 4n . One can choose such an a since 1 n 3. For those exponents we have
I  C
∞∑
k=1
λk
k!
t∫
0
(t − s)− n2q + n4 ‖u‖2k+1
L(2k+1)q ds
 C
∞∑
k=1
λk
k!
t∫
0
(t − s)− n2q + n4 ‖u‖(2k+1)θLp 
(
ρ
2
+ 1
) (2k+1)(1−θ)
ρ
‖u‖(2k+1)(1−θ)
exp L2
ds
 C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) (2k+1)(1−θ)
ρ
M2k+1
t∫
0
(t − s)− n2q + n4 s−(2k+1)θσ ds
= C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) (2k+1)(1−θ)
ρ
M2k+1t1−
n
2q + n4−(2k+1)θσ B
(
1− n
2q
+ n
4
,1− (2k + 1)θσ
)
,
where q, θ , ρ in (4.32) satisfy
n
2
< q < 2, −1 < − n
2q
+ n
4
, −1 < −(2k + 1)σ θ, 0 θ  1,
2 ρ, 1− n
2q
+ n
4
− (2k + 1)σ θ = 0, 1
(2k + 1)q =
θ
p
+ 1− θ
ρ
. (4.33)
For those exponents, we obtain that
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(
1− n
2q
+ n
4
,1− (2k + 1)θσ
)
= (1)
(1− n2q + n4 )(1− (2k + 1)θσ )
 (1)
(1− n2q + n4 )(1− ap4 )
 C (4.34)
and

(
ρ
2
+ 1
) 2k(1−θ)
ρ
 Ckk!. (4.35)
Combining (4.33), (4.34) and (4.35) we have
I  C
∞∑
k=1
λk
k! 
(
ρ
2
+ 1
) (2k+1)(1−θ)
ρ
M2k+1B
(
1− n
2q
+ n
4
,1− (2k + 1)θσ
)
 C
∞∑
k=1
λk
k! M
2k+1Ckk! CM3 (4.36)
for small M .
The second part II in (4.31) can be proved in the same argument in the proof of (3.2). This
proves (4.1) for n = 2,3.
We now comment on the case n = 1. The method in the proof above can be applied with minor
modiﬁcations. Namely, we assume that
f (u) = (eu2 − 1− u2)u = ∞∑
k=2
u2k+1
k!
so that the exponent ρ in (4.32) is greater than 2, i.e. exp L2(Rn) ↪→ Lρ(Rn). Indeed,
ρ =
{ 2((2k+1)(p−2)−ap)
5(p−2)−ap  2 for k 2,
2(3(p−2)−ap)
5(p−2)−ap  2 for k = 1.

Proof of Proposition 4.1. We solve the problem (1.6) with the nonlinear term (1.4) by a contrac-
tion mapping argument. By Lemmas 2.1 and 4.2, we obtain that Φ is a map on YM to itself if M
and ‖u0‖exp L2(Rn) are small enough. Moreover, Φ will be a contraction map on YM if M is small
enough. 
5. Continuity to the initial data
In this section, we prove the continuities to the initial data (1.5), (1.7) and (1.8). For the proof
of (1.5), we introduce a rearrangement function. Let u∗ be the non-increasing rearrangement of a
function u deﬁned by
u∗(r) := inf{λ > 0; μu(λ) r},
where μu(λ) is a distribution function of u, i.e. μu(λ) := |{x ∈ Rn; |u(x)| > λ}|. Let u∗∗ be the average
function of u∗ , namely
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r
r∫
0
u∗(η)dη.
We state some basic properties of the rearrangement.
Proposition 5.1. Let u be a measurable function, u∗ be the rearrangement of u and u∗∗ be the average function
of u∗ . Then u∗ and u∗∗ have the following properties:
(1) (Non-increasing) If r1  r2 , then u∗(r1) u∗(r2).
(2) (Non-negative) u∗(r) 0 for any 0 < r.
(3) For any 0 < r, u∗(r) u∗∗(r).
(4) If Φ : [0,∞) → [0,∞) is a non-decreasing function which satisﬁes Φ(0) = 0, then
∫
Rn
Φ
(∣∣u(x)∣∣)dx =
∞∫
0
Φ
(∣∣u∗(r)∣∣)dr.
(5) The triangle inequality for the average function holds,
(u + v)∗∗(r) u∗∗(r) + v∗∗(r).
For the proof of Proposition 5.1, see [11]. Next lemma is important for the proof of (1.5).
Lemma 5.2. (See [7,9].) Let u∗ be the rearrangement of u and u∗∗ be the average function of u∗ . Then the
following equivalence holds:
C1‖u‖exp L2(Rn)  sup
0<r<1
u∗∗(r)
(log er )
1
2
+ ‖u‖L2(Rn)  C2‖u‖exp L2(Rn)
for some C1,C2 > 0.
Let us turn to prove (1.5).
Proof. Here we prove only
sup
0<r<1
u∗∗(r)
(log er )
1
2
 C‖u‖exp L2(Rn). (5.1)
For the proof of Lemma 5.2, see [7,9]. Let K ∗∗ := sup0<r<1 u
∗∗(r)
(log er )
1
2
and we prove K ∗∗  C‖u‖exp Lp .
Applying Jensen’s inequality to the convex function x → ex2 − 1 and Proposition 5.1, we have
exp
(
u∗∗(r)
‖u‖exp L2(Rn)
)2
− 1 = exp
(
1
r
r∫
0
u∗(η)
‖u‖exp L2(Rn)
dη
)2
− 1
 1
r
r∫ (
exp
(
u∗(η)
‖u‖exp L2(Rn)
)2
− 1
)
dη0
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r
∞∫
0
(
exp
(
u∗(η)
‖u‖exp L2(Rn)
)2
− 1
)
dη
= 1
r
∫
Rn
(
exp
(
u(x)
‖u‖exp L2(Rn)
)2
− 1
)
dx.
From the deﬁnition of the Luxemburg norm, we have
∫
Rn
(
exp
(
u(x)
‖u‖exp L2(Rn)
)2
− 1
)
dx 1.
Thus we see that
u∗∗(r) ‖u‖exp L2(Rn)
(
log
(
1
r
+ 1
))1/2
.
We obtain that
sup
0<r<1
u∗∗(r)
(log er )
1
2
 sup
0<r<1
‖u‖exp L2(Rn)(log( 1r + 1))
1
2
(log er )
1
2
 C‖u‖exp L2(Rn). 
Proof of the inequality (1.5). According to Lemma 5.2 and the triangle inequality of the mean value
u∗∗(r) := 1r
∫ r
0 u
∗(η)dη (Proposition 5.1), we have
∥∥etu0 − u0∥∥exp L2(Rn)  C sup
0<r<1
(etu0 − u0)∗∗(r)
(log er )
1
2
 C lim
r→0
(etu0 − u0)∗∗(r)
(log er )
1
2
 C lim
r→0
(u0)∗∗(r) − (etu0)∗∗(r)
(log er )
1
2
.
We remark that (etu0)∗∗ ∈ L∞(0,∞) for all t > 0 since etu0 ∈ L∞(Rn) for all t > 0. Therefore we
see that
lim
r→0
(etu0)∗∗(r)
(log er )
1
2
= 0. (5.2)
Thus we have
∥∥etu0 − u0∥∥exp L2(Rn)  C limr→0 (u0)
∗∗(r)
(log er )
1
2
.
Let Cn be the measure of the unit ball in Rn . If we choose
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{
(log eCn|x|n )
1
2 − 12 (log eCn|x|n )−
1
2 for 0 < |x| < 1,
0 otherwise,
(5.3)
one may obtain easily that (u0)∗∗(r) = (log er )
1
2 for 0 < r < Cn . Therefore we obtain
∥∥etu0 − u0∥∥exp L2(R2)  1
for the initial data (5.3). This completes the proof. 
Proof of the properties (1.8) and (1.7). We prove (1.8). Let p > n2 . From the embedding relation
L2(Rn) ∩ L∞(Rn) ↪→ exp L2(Rn) and the standard Lp–Lq estimate for the heat kernel, we have
∥∥u(t) − etu0∥∥exp L2(Rn) 
t∫
0
∥∥e(t−s) f (u)∥∥exp L2(Rn) ds

t∫
0
∥∥e(t−s) f (u)∥∥L2(Rn) + ∥∥e(t−s) f (u)∥∥L∞(Rn) ds

t∫
0
∥∥ f (u)∥∥L2(Rn) + (t − s)− n2p ∥∥ f (u)∥∥Lp(Rn) ds. (5.4)
Let us calculate ‖ f (u)‖Lp(Rn) . By the same argument in (3.7), we have if M2  1λp ,
∥∥ f (u)∥∥Lp(Rn)  C
( ∫
Rn
eλpu(t,x)
2 − 1dx
) 1
p
 C(λp)
1
p
∥∥u(t)∥∥ 2p
exp L2(Rn)
. (5.5)
From (5.4) and (5.5) we obtain
∥∥u(t) − etu0∥∥exp L2(Rn) 
t∫
0
∥∥u(t)∥∥ 12
exp L2(Rn)
+ (t − s)− n2p ∥∥u(t)∥∥ 2p
exp L2(Rn)
ds

t∫
0
∥∥u(t)∥∥ 12
exp L2(Rn)
+ (t − s)− n2p ∥∥u(t)∥∥ 2p
exp L2(Rn)
ds
 t‖u‖
1
2
L∞(0,∞;exp L2(Rn)) + t
1− n2p ‖u‖
2
p
L∞(0,∞;exp L2(Rn))
→ 0 as t → 0.
This completes the proof of (1.8).
We next prove (1.7). Let X be the pre-dual space of exp L2(Rn) (i.e. X∗ = exp L2(Rn)). It is known
that X is a Banach space and C∞0 (Rn) is dense in X (cf. [1]). Let ϕ be in X . By Hölder’s inequality for
the Orlicz space (cf. [1]), we have
N. Ioku / J. Differential Equations 251 (2011) 1172–1194 1193∣∣∣∣
∫
Rn
(
etu0(x) − u0(x)
)
ϕ(x)dx
∣∣∣∣=
∣∣∣∣
∫
Rn
u0(x)
(
etϕ(x) − ϕ(x))dx∣∣∣∣
 2‖u0‖exp L2(Rn)
∥∥etϕ − ϕ∥∥X .
Since C∞0 (Rn) is dense in X , we have limt→0 ‖etϕ − ϕ‖X = 0. This completes the proof of (1.7). 
Remark 5.3. One can prove Theorem 1.3 for the nonlinear term f (u) = |u| 4n ueu2 by the same argu-
ment in the proof of the case n = 4. We mention that | f (u)| = O (|u|1+ 4n ) as |u| → 0. This order is
critical in the sense of the global solvability for the heat equation (1.2) in L2(Rn).
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