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ABSTBACT 
We obtain the best approximation to a matrix by matrices positive semidefiuite on 
a subspace. As a by-product, we present two new characterizations of Euclidean 
distance matrices. 
1 INTRODUCTION AND PRELIMINARIES 
Following initial investigations of Fan and Hoffman [6] and Halmos [8], 
several authors [2, 10-121, have considered both the theoretical and the 
numerical aspects of finding the best approximation to a matrix by matrices 
from a given class. Our investigation begins with the following problem: 
(I) Suppose A ER”~“, and S ~03”~~ has rank p (p < n). 
Minimize 
IIA - PII 
subject to 
P=P* and x*Px>,O forallxsuchthat S*x=O. 
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Here W nxn denotes the space of all real n X n matrices and PT denotes the 
transpose of P. In case S is the zero matrix, (I) simply asks for the best 
approximation to A among all P E R”‘” which are symmetric and positive 
semidefinite ( z 0). In this setting there is a simple solution when the matrix 
norm 11. ) 1 is the Frobenius norm 
llAll”F = IfI laijl’ 
i,j=l 
(see [ll] and [12]). For any A E R”Xn, write 
A + AT A - AT 
B=---- 
2 
and C=- 
2 (1.1) 
for the symmetric and skew symmetric parts of A. If P E Rnx” is symmetric, 
it follows from properties of the Frobenius norm that 
IIA - PII; = I(B - p + cll; = IIB - PII; + llcll;. (1.2) 
Thus we minimize ]]A - PllF by minimizing ]]B - PIIF. Now write B = UAZJT, 
where U is orthogonal and A=diag[X,,X,,...,X,]. Then the unique best 
approximation A + to A is given by 
A+ = UA,UT, (1.3) 
where A + is obtained from A by replacing each negative eigenvalue by zero. 
Notice that A + = B +. 
The situation is somewhat more complicated in case ]I. I( denotes the 
.%norm 
IIAllz= sup IIWI 
llxll = 1 
(1.4) 
(for vectors x = [xi, xa,. . . , rJT E R”, l(xl(’ = EXF + x2” + - * . + xi). In this 
setting Halmos [8] showed that (I) has a solution of the form 
A+ = B +(a21 + &“, (1.5) 
where 
a=inf 2.20: i r2Z+CB>,0and B+(r2Z+C2)1’2>O], 
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In general there is no unique best approximation, and in fact, if A is normal, 
A + given by (1.3) is also a best approximation. 
2. MAIN RESULTS 
Again, suppose that AEW”~” and S EIR”~~ has rank p, and let [I.[] 
denote the .%norm or the Frobenius norm. In order to formulate our solution 
of (I) and to take advantage of the results quoted above, we choose a matrix 
Q, a product of p Householder transformations, such that 
where L is lower triangular 
constraint condition from (I), 
and nonsingular. Since Q is orthogonal, the 
rTPx>,O for all x such that STx = 0, 
0 
QS=[ ] 
n-P 
LP ’ 
P 
(2.1) 
(2.2) 
is equivalent to requiring that 
yTQTPQy z 0 forall y~lR”suchthat(QS)~y=O. (2.3) 
Now consider the bordered matrix 
P s 
[ 1 ST 0’ 
With Q as in (2.1), we have 
where 
F 
~=QPQ= ;l F12 
i- 1 21 22 (2.4) 
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has the conformal partitioning induced by 
0 
QS=[ ] L . 
Since L is nonsingular, the null space of (QS)T consists exactly of those 
Y = [Yl, Y,, . * * > y,lT E W” such that 
yn-p+l=yn_p+s= **. =y,=O. 
Hence the condition in (2.3) is equivalent to requiring that 
P,, >, 0 (2.5) 
Also, again using the orthogonality of Q, we see that 
- - - - 
]]A-P]]=]]Q(A-P)Q]]= ;‘I;1 (2.6) 
21 21 
where we have partitioned Q(A - P)Q = QAQ - QPQ in the obvious way. 
Thus we have an equivalent formulation of (I): 
(II) Suppose A E R”‘“?_S E WnxP has_rank p (p < n), P = PT E WnXn, 
Q is defined by (2.1), and A = QAQ and P = QPQ are partitioned as above. 
Minimize 
1 A,, - Pll Xl2 - Is,, A,, - F2, X22 - FB II (2.7) 
subject to Pi, >, 0. 
THEOREM 2.1. In the Frobenius norm, the unique best approximation in 
(II) is given by 
B p= 2 B12 . 
[ I 21 22 (2.8) 
Here K& k the %trix given by (1.3), and Bi2, B2i, and 3, are the indicated 
blocks of B = (A + p)/2. 
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The unique solution to (I) is given by 
A+=Qp+Q. (2-Q) 
Proo$ In the Frobenius norm it is clear that the norm of (2.7) is 
minimized by minimizing the norm of each block. Further, from (1.2), (1.3), 
and (2.7), 
+ llCl12. 
(2.10) 
Under the requirement that is,, >, 0, the minimum of the right side in (2.10) 
occurs at P,, = Kll= BA and PI2 = B12, P,, = Bzl, Pzz = Bzz, These are the 
blocks of (2.8). Equation (2.9) follows from (2.6). n 
The minimum distance in (1.2) is given by 
IIA- QF+Qll”= c A”i(&)+ llq2 
At <o 
(2.11) 
EXAMPLE 1. As an illustration consider the case of 
A=[-; _;] and S=[;]. 
Then 
B=;(A+A~)= [ -f _:I, c=;(A-A+ [:, -A], 
and 
Q= 
[ 
l/fi - 1/a 
- 1/a I -1/a * 
Since 
QBQ= [ -; _;I, 
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and P=PTaOon M={x~R~:Srx=O}ifandonlyifP,,>Oin 
we see that 
IV-Pll=IIQ(~-WII= 
- Pi2 
-4-Fzz 1 
is minimized by choosing Pii = 
the elements of P’. Hence 
0, Pi2 = P2, = 0, and P, = - 4. These are 
A+=QP+Q= [ 1; I;]. 
Notice that A+, even though it is positive semidefinite on M, is negative 
semidefinite on all of W 2; also, according to (1.3), the best Frobenius-norm 
approximation to A among those matrices symmetric and positive semidefi- 
nite on W2 is the zero matrix. 
In case of the 2norm a solution for (I) and (II) follows much the same 
way in case A is symmetric. 
THEOREM 2.2. A solution to (II) in case A is symmetric is given by 
E p+ = fj” 312 , I I 21 22 
where B12, Bzl, BB are as in Theorem 2.1 and xc1 may be computed either 
by (1.3) or by (1.5). Again A+ = QF’ Q provides a solution to (I). 
Theorem 2.2 does not apply to a general matrix A. For although it is true 
that the best symmetric approximant in the 2norm to A is its symmetric part 
B, it is not clear that the same analysis applies to the blocks. 
Finally, we observe that (I) may be formulated in a weighted Frobenius 
norm. 
(III) Suppose W= WT E Rnx” is nonsingular, A E Rnx”, and S E WnxP 
has rank p (p < n). 
Minimize 
IIWA - v% 
subject to rTPx > 0 for all x such that STx = 0. 
121 APPROXIMATION BY MATRICES 
It is reduced to (I) by setting 
A’= WAW, P’ = WPW, x=wy, S’= ws 
and finding 
minIIA’- P’(I, 
subject to yTP’y z 0 for all y such that (S’)ry = 0. 
3. TWO CHARACTERIZATIONS OF EUCLIDEAN 
DISTANCE MATRICES 
A matrix D = {dij} E R”‘” that satisfies 
dij=dji ;;’ 
i , , 
:;;’ 
> 
is called a distance matrix. D is a Euclidean distance matrix if there exist 
points Xr,Xs...., x,, E R’ (r Q n) such that 
dij = llxi - xiii2 (l<i, jQn). (3.1) 
Thus the assertion that D is a Euclidean distance matrix means that the 
numbers Jdir impose a metric on { 1,2,. . . , n } and that the resulting metric 
space can be isometrically embedded in some Euclidean space R ’ ( r G n - 1). 
If the relations (3.1) hold for a set of points in R’ but not in WI-‘, we say 
that D is irreducibly embeddubk in R’. (See Schoenberg [15].) 
The problem of characterizing the Euclidean distance matrices among the 
distance matrices was first solved by K. Menger [13, 141, who based his 
analysis on determinants of the form 
D,= 
, 0 1 1 *** 1 
1 0 d,, a.. dlk 
1 d,, 0 .a. d,, 
. . (k=2,3 ,..., n), 
. . 
. . 
1 d,, d,, ... 0 
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now known as Cayley-Menger determinants. Menger’s results along with 
extensions of L. Blumenthal appear in [l, pp. 97-1051. 
Later I. J. Schoenberg [ 151 showed that if e = [l, 1,. . . , llT E W n and 
P = I - (l/n)eer, then D is a Euclidean distance matrix if and only if 
P( - D)P > 0, (3.2) 
and that D is irreducibly embeddable in R ’ (r Q n - 1) if and only if 
rk( PDP ) = r. Actually, what we have just stated is a useful variation of 
Schoenberg’s original result due to Gower [7]. 
Our first characterization of distance matrices hinges on the eigenvalue 
structure of a bordered matrix related to the Cayley-Menger determinant 0,. 
Also, see the remarks following Corollary 1.3 of [5]. 
THEOREM 3.1. A distance matrix D = { di j ) E R n Xn is a Euclidean 
distance martix if and only if the bordered matrix 
D= 
[ 1 
-D e = 
e* 0 
0 -d,, ... -d,, 1 
-d,, 0 ... -d,, 1 
-d,, -d,, ... 0 1 
1 1 . . . 1 0 
(3.3) 
has exactly one negative eigenvalue. Further, D is irreducibly embeddable in 
W’ (r ( n - 1) if and only if 
r=n-l-dimN(D). (3 *4) 
Proof. It follows directly from Schoenberg’s characterization (3.2) that a 
distance matrix D E W nX n is a Euclidean distance matrix if and only if 
x*( - 0)~ >, 0 forall x suchthat eTx=O. (3.5) 
Note that (3.5) is reminiscent of the constraint condition in (2.2). In their 
study of the inertia of bordered matrices, Chabrillac and Crouzeix [4] show 
that (3.5) holds if and only if D has precisely one negative eigenvalue. This is 
exactly the condition we need. 
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To establish the minimal embedding dimension, we need to show that 
r = rk(P( - D)P) = n - 1- dimN(D). 
This will be done by establishing a more general result for the bordered 
matrix 
A= A B 
[ 1 B= 0 ’ (3.8) 
and then by making the identification A = - D, B = e. n 
THEOREM 3.2. Zf A E WnXn, B=WnXP bus rank p (p<n), P= 
Z - B( BTB)- ‘BT, and A E R(n+p)x(n+p) is defined by (34, then 
dimN(A)=dimN(PAP)-dimR(B) 
=dimN(PAP) - p. (3.7) 
Proof. P is the orthogonal projection on M = {x: BTx = 0); its null 
space is R(B), the range space of B. Suppose 
XEW”, ~EWP, and A; =O. 
[ 1 
Then 
and 
Ax+By=O (3.8) 
BTx = 0. cw 
From (3.9), x E M and hence x = Pz for some z. Actually z may be any 
vector in the coset x + R(B). Then (3.8) may be written in the form 
hence 
APz+By=O; 
PAP2 = 0, 
(3.10) 
(3.11) 
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since PBy = 0. Also, from (3.10), 
y= - (B*B) -'(B*AP)z, (3.12) 
and from the above 
x = Pz. (3.13) 
Thus, every I’ ; E N(A) is given by (3.12) and (3.13), where z E iV( PAP). Converse y, suppose PAPz = 0. Then define r and y by (3.13) and (3.12). 
We have 
B%=B*Pz=O 
and 
Ar+By=APz+B( -(B*B)-l(B*AP)z) 
=(I- B(BTB)-lB*)(AP)z 
=PAPz=O 
Hence 
Equations (3.12) and (3.13) give the same point 
[ 1 E for different zr and za 
if and only if Pz, = Pz, or zr - za E N(P) = R(B). Therefore (3.13) and 
(3.12) define a linear isomorphism from the cosets {z + R(B) : z E N(PAP)} 
onto N(A), that is, N(A) is isomorphic to the quotient space N(PAP)/R( B). 
Therefore 
dimN(A)=dimN(PAP)-dimR(B)=dimN(PAP)-p. n 
EJCAMPLE 2. Consider the 4 x 4 distance matrix 
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The corresponding bordered matrix D of (3.3) has exactly one negative 
eigenvalue, and 0 is an eigenvalue of multiplicity one. Hence D is a 
Euclidean distance matrix, and it is irreducibly embeddable in Euclidean 
space of dimension 
r-n-1 -dimN(D)=4-l-1=2. 
Our next characterization of Euclidean distance matrices is motivated by 
practical considerations. In conformation calculations, Euclidean distance 
matrices are used to represent the squares of distances between the atoms of 
a molecular structure [9]. Attempts to determine such a structure by nuclear- 
magnetic-resonance experiments give rise to a distance matrix D which, 
because of data errors, may not be Euclidean. Hence one faces the problem 
of finding a Euclidean distance matrix D’ that is irreducibly embeddable in 
W 3 and which minimizes 
IID - D’ll,. 
In this connection it would be useful to have a characterization of Euclidean 
distance matrices that is compatible with the approximation procedures set 
forth in Section 2, that is, we seek a characterization couched in terms of 
orthogonal transformations rather than projections. Here again we use the 
results of Chabrillac and Crouzeix [4] in an essential way. 
Recall that a distance matrix D is a Euclidean distance matrix if and only 
if 
x’( -0)x z 0 forall XEM, 
where 
M= {xEW”:eTx=O}, e= [l,l,..., l]*. 
Let Q be the Householder transformation defined by 
and write 
Q(-D)Q= “,:1 b “-: 1 1 a 
(3.14) 
(3.15) 
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Since Q maps the subspace E, _ 1 = { y E k! n : y, = 0} onto M, we may follow 
the steps leading from (2.1) to (2.5) in Theorem 2.1 to conclude that the 
distance matrix D is a Euclidean distance matrix if and only if, in (3.14), 
A,, > 0. (3.16) 
LEMMA. 
dimN( [ ,y :]) =dimN(A,,). 
Proof. The argument is very nearly that of Theorem 3.2. If 
then 
(-D)x+ye=O and eTx=O. 
Hence x E M and x = Qz for some z E E, ~ I. Then 
( - D)Qz + ye = 0, 
Q( - D)Qz + uQe = 0, 
or, by (3.15), 
[: ;][:]+ Y[ -qB] = [:I. 
It follows that 
and 
A,,z, = 0 (3.17) 
bTz, - y/3 = 0. 
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Therefore, every in the null space of is given by 
x=Q ” 
[ 1 bTz, 0 and y=- p WO) (3.18) 
with z1 E N(A,,). Conversely, suppose A,,z, = 0. Define x and y by (3.18). 
Then 
eTx=eTQz=(Qe)Tz= [0, -/31[:] =O 
and 
(-D)r+ye=(-D)Qz+e 4 
[ 1 
= QQ( - D)Qz + QQe 
=Q{[;; %I[;]+[ $] F]} =o. 
Hence y” 
[ 1 is in the null space of This establishes a one-to-one 
correspondence between the respective null spaces. n 
THJZOREM 3.3. Let Q be the Householder matrix in (3.14). Then a 
distance mutrix D is a Euclidem distance matrix if and only if the (n - 1) x 
(n - 1) block A,, in 
is positive semidejhite. Further, if D is a Eucltian distance matrix, it is 
irreducibly embeddubb in O?‘, where 
r = rk( A,,). 
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Proof. We have already established, in the steps leading to (3.16), that 
the distance matrix D is a Euclidean distance matrix if and only if A,, > 0. 
To obtain the assertion concerning rank, let 
P = z - f?( eTe) - leT = I - 1,,T. 
n 
From (3.7), 
bN( ,f ;) =dimN(P( -D)P)-1. 
According to Schoenberg’s criterion, the minimum embedding dimension is 
given by r = rk( P( - D)P). Hence, by the lemma, 
r = rk( P( - D)P) = n - dim N( P( - D)P) 
=n-1-dimN( ,F i) 
=n-l-dimN(A,,) 
= rk(A,,). n 
EXAMPLE 3. To apply this characterization to the distance matrix D of 
Example 2, we find that the Householder matrix of (3.14) is given by 
2uvT 
Q=Z-- where V= l,l,..., l,l+fi] . [ 
T 
uTv ’ 
With n=4, 
5.6667 9 10.3333 - 17.6667 
lo&33 
- 17.6667 
;*E 
7.6667 
17.6667 19 -11.6667 - 7. 67 . 
- - 11.6667 - 49 1 
The principal submatrix A,, of order 3 is positive semidefinite with rk( A,,) 
= 2. Again we conclude that D is a Euclidean distance matrix with minimal 
embedding dimension r = 2. 
APPROXIMATION BY MATRICES 129 
Finally, we wish to observe that the technique of Theorem 3.2 implies a 
result of Gower [7] which relates rk(D), the rank of a Euclidean distance 
matrix, to rk(P( - D)P), the dimension of the minimal embedding. As usual, 
P = Z - (l/n)eer. D- denotes a generalized inverse of D. 
COROLLARY. Zf D is a Euclidean distance matrix and r = rk( D), then 
rk(P( - D)P) is given by: 
(i) r-lifandonZyifeTD-e#O; 
(ii) r-2 ifandcmlyifeTD-e=O. 
Proof. According to Cower [7], N(D) c M= (r E 03”: rTe = 0); hence 
R(D) I R(e). Further, Carlson [3] shows that this range condition permits 
the application of Schur complements to obtain 
rc?: sli = rk( - D) + rk(0 - eTD-e) 
=rk(D)+rk(eTD-e). 
From Theorem 3.2 
hN([ep :I)= dim N(P( - D)P) - 1, 
or, equivalently, 
rk(P( - D)P) = rk 
i[;p :1)-2. 
This, combined with (3.19), gives (i) and (ii). 
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