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INTRODUCTION
Multiple breaks may exist in the trend function of many economic time series, as suggested by the studies of Burdekin and Siklos (1995), Cooper (1995), Garcia and Perron (1996), Lumsdaine and Papell (1995), and others. This paper presents some theory and methods for making inferences in the presence of multiple breaks with unknown break dates. The focus is the sequential method, which identifies break points one by one as opposed to all simultaneously.
A number of issues arise in the presence of multiple breaks. These include the determination of the number of breaks, estimation of the break points given the number, and statistical analysis of the resulting estimators. These issues were examined by Bai and Perron (1994) when a different approach of estimation is used. The major results of Bai and Perron (1994) assume simultaneous estimation, which estimates all of the breaks at the same time. In this paper, we study an alternative method, which sequentially identifies the break points. The procedure estimates one break point even if multiple breaks exist. The number of least-squares regressions required to compute 
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JUSHAN BAI all of the breaks is proportional to the sample size. Obviously, simultaneous and sequential methods are not merely two different computing techniques; they are fundamentally different methodologies that yield different estimators. Not much is known about sequentially obtained estimators. This paper develops the underlying theory about them.
The method of sequential estimation was proposed independently by Bai and Perron (1994) and Chong (1994). They argued that the estimated break point is consistent for one of the true break points. However, neither of the studies gives the convergence rate of the estimated break point. In fact, the approach used in previous studies does not allow one to study the convergence rate of sequential estimators. A different framework and more detailed analysis are necessary. A major finding of this study is that the sequentially obtained estimated break points are T-consistent, the same rate as in the case of simultaneous estimation. This result is somewhat surprising in that, on first inspection, one might even doubt its consistency, let alone T consistency, in view of the incorrect specification of the number of breaks.
Furthermore, we obtain the asymptotic distribution of the estimated break points. The asymptotic distributions of sequentially estimated break points are found to be different from those of simultaneous estimation. We suggest a procedure for obtaining estimators having the same asymptotic distribution as the simultaneous estimators. We also propose a procedure to consistently estimate the number of breaks. These latter results are made possible by the T consistency. For example, one can construct consistent (but not T-consistent) break-point estimators for which the procedure will overestimate the number of breaks. In this view, the T-consistent result for a sequential estimator is particularly significant. This paper is organized as follows. Section 2 states the model, the assumptions needed, and the estimation method. The T consistency for the estimated break points is established in Section 3. Section 4 studies a special configuration for the model's parameters that leads to some interesting asymptotic results. Limiting distributions are derived in Section 5. Section 6 proposes a "repartition method" that gives rise to estimators having the same asymptotic distribution as in the case of simultaneous estimation. Section 7 deals with shrinking shifts. Convergence rates and limiting distributions are also derived. Results corresponding to more than two breaks are stated in Section 8. The issue of the number of breaks is also discussed in this section. Section 9 reports the simulation results. Section 10 concludes the paper. Mathematical proofs are relegated to the Appendix.
THE MODEL
To present the main idea, we shall consider a simple model with mean shifts in a linear process. The theory and results can be extended to general regres-sion models using a combination of the argument of Bai (1994a) and this paper. To make things even simpler, the presentation and proof will be stated in terms of two breaks. Because of the nature of sequential estimation, analysis in terms of two breaks incurs no loss of generality. This can also be seen from the proof. The general results with more than two breaks will be stated later. The model considered is as follows: 
It follows that k = argmink ST(k) = argmaxk VT(k)2 = argmaxkl VT(k) .
Consequently, the properties of k can be analyzed equivalently by examining ST(k) or VT(k). We define z = k/T. Both T and k are referred to as "estimated break points." The former is also referred to as an "estimated break fraction." One of our major results is that i is T-consistent for one of the true breaks Tr. It should be pointed out, however, that k itself is not consistent for either of the ki (i = 1,2). For ease of exposition, we shall frequently say that "k is T-consistent" with the understanding that we are actually referring to '.
We need the following assumptions to derive T consistency.
Assumption Al. The c are martingale differences satisfyingE(Et| t-l) = 0, Ec2 = a2, and there exists a 6 > 0 such that supt E I Ct 1 26 < oo, where Tt is the u-field generated by E, for s c t. Assumptions Al and A2 are standard for linear processes. As the theory for a single-break model is worked out by Bai (1994b), we assume the existence of two breaks in Assumption A3.
Assumption

CONSISTENCY AND RATE OF CONVERGENCE
In this section, a number of useful properties for the sum of squared residuals ST(k) will be presented. These properties naturally lead to the consistency result. Write UT 
1'k'T
This lemma says that the objective function (as a function of k) is uniformly close to its expected function. As a result, if the expected function is minimized at a certain point, then the stochastic function will be minimized at a neighborhood of that point with large probability. To study the extreme value of the expected function, we need an additional assumption, which is stated in terms of the limiting function U( r). Note that U(r) is also the limit 
Thus, the condition requires that the first break dominates in terms of the relative span of regimes and the magnitude of shifts. In other words, when the first break is more pronounced (large enough Tr and/or Il,l -(21), Assumption A4 will be true. The inequality will be reversed when the second break is more pronounced. Under Assumptions Al-A4, the estimated fraction T converges in probability to r7 because the sum of squared residuals can be minimized only if the more pronounced break is chosen. If the inequality in Assumption A4 is reversed, then ' converges in probability to r2 by mere symmetry. In the next section, we examine the case U(7 ) = U(7r-), in which ' converges in distribution to a random variable with equal mass at r, and r2. The lemma implies that the expected value of the sum of squared residuals is minimized at ko only. As mentioned earlier, because of the uniform closeness of the objective function to its expected function (Lemma 2), it is reasonable to expect that the minimum point of the stochastic objective function is close to ko with large probability. Precisely, we have the following result. Dividing the preceding inequality by T on both sides and using Lemma 2, we obtain the proposition immediately. When X is zero, the limiting distribution corresponds to that of a single break (r2r = 1) or to that of the first break point estimator for simultaneous estimation of multiple breaks. If Xt has a symmetric distribution and X is equal to zero, W(I)(l,X) and W(1)(--,X) will have the same distribution and, consequently, k -ko will have a symmetric distribution. Because X * 0 in general, the limiting distribution from sequential estimation is not symmetric about zero. For positive X (or, equivalently, for /2 -1, and 3 -2 having the same sign), the drift term of W2(1)(1, X) is smaller than that of W(1)((, X). This implies that the distribution of k will have a heavy right tail, reflecting a tendency to overestimate the break point relative to simultaneous estimation. For negative X, there is a tendency to underestimate the break point. These theoretical implications are all borne out by Monte Carlo simulations.
When k/T is consistent for r?, an estimate for r2 can be obtained by applying the same technique to the subsample [k, T] . Let k2 denote the resulting estimator. Then, '2 = k2/T is T-consistent for r2, because in the subsample [k, T] k2? is the dominating break. Moreover, we shall prove that the limiting distribution of k2 -k2 is the same as that from a single break model. More precisely, we have the following proposition. 
FINE-TUNING: REPARTITION
The limiting distribution suggests that the estimation method has a tendency to over-or underestimate the true location of a break point depending on whether Xi is positive or negative. We now discuss a procedure that yields an estimator having the same asymptotic distribution as the simultaneous estimators. We call the procedure repartition. The idea of repartition is simple and was first introduced by Bai ( (ii) Under the additional Assumption A5, ki*-k? -+argmin, W(')(l,0) (i = 1,2).
Note that Assumption A4 is not required. The proposition only uses the fact that the initial estimators are T-consistent. As is shown in Section 4, T-consistent estimators can be obtained regardless of the validity of Assumption A4. We note that the repartitioned estimators have the same asymptotic distribution as those obtained via simultaneous estimation.
SMALL SHIFTS
The limiting distributions derived earlier, though of theoretical interest, are perhaps of limited practical use because the distribution of argmin1 W(i) (1, X) depends on the distribution of X, and is difficult to obtain. An alternative strategy is to consider small shifts in which the magnitude of shifts converges to zero as the sample size increases to infinity. The limiting distributions under this setup are invariant to the distribution of X, and remain adequate even for moderate shifts. The result will be useful for constructing confidence intervals for the break points.
We assume that the mean ,i, T for the ith regime can be written as ,ui, T = VTiii (i = 1,2,3). We further assume the following.
Assumption Bi. 
Because VT converges to zero, the function U(r) defined in Section 2 will be a constant function for all r. This can be seen from (4) and (5), with uj interpreted as VTpj. Therefore, Assumption A4 is no longer appropriate.
The correct condition for ' to be consistent for rT is given next.
Assumption B2. p lim vT2[UT(k?/T) -UT(k2/T)] < 0.
This condition is identical to (6), with ,Uj replaced by ,u;.
Under Assumptions Bi and B2, we shall argue that X is consistent for ir.
However, the convergence rate is slower than T, which is expected because it is more difficult to discern small shifts. While the density function of argmins A (s, XI) is derived in Bai (1994a) so that confidence intervals can be constructed, it is suggested that the repartitioned estimators be used. For the repartitioned estimator, the limiting distribution corresponds to XI = 0.
MORE THAN TWO BREAKS
In this section, we extend the procedure and the theoretical results to general multiple break points: In practice, a problem arises immediately as to whether a subsample contains a nontrivial break, which is clearly related to the determination of the number of breaks. We suggest that the decision be made based on testing the hypothesis of parameter constancy for the subsample. We prove below that such a decision rule leads to a consistent estimate of the number of breaks and, implicitly, a correct judgment about the existence of a nontrivial break in a given subsample.
Determining the number of breaks. The number of breaks, m, in practice is unknown. We show how the sequential procedure coupled with hypothesis testing can yield a consistent estimate for the true number of breaks. The procedure works as follows. When the first break point is identified, the whole sample is divided into two subsamples with the first subsample consisting of the first k observations and the second subsample consisting of the rest of the observations. We then perform hypothesis testing of parameter constancy for each subsample, estimating a break point for the subsample where the constancy test fails. Divide the corresponding subsample further into subsamples at the newly estimated break point, and perform parameter constancy tests for the hierarchically obtained subsamples. This procedure is repeated until the parameter constancy test is not rejected for all subsamples. The number of break points is equal to the number of subsamples minus 1.
Let mi be the number of breaks determined in the preceding procedure, and let mo be the true number of breaks. We argue that P(mt = mo) converges to 1 as the sample size grows unbounded, provided the size of the tests slowly converges to zero. To prove this assertion, we need the following general result. Let 
The limiting distribution is identical to what it would be in the absence of the first and last regimes in model (11)
. This is simply due to the stochastic boundedness of n1 and n2. We assume that the supF-test is used in the sequential procedure and that the critical value and size of the test are based on the asymptotic distribution. Let t denote the random variable given on the right-hand side of (12). Then, for large z (see, e,g. Bai and Perron (1994) proposed an alternative strategy for selecting the number of breaks. We first describe their procedure for estimating the break points when the number of breaks is known. In each round of estimation, their method selects only one additional break. The single additional break is chosen such that the sum of squared residuals for the total sample is minimized. For example, at the beginning of the ith round, i -1 breaks are already determined, giving rise to i subsamples. The ith break point is chosen in the subsample yielding the largest reduction in the sum of squared residuals. The procedure is repeated until the specified number of break points is obtained. It is necessary to know when to terminate the procedure when the number of breaks is unspecified. The stopping rule is based on a test for the presence of an additional break given the number of breaks already obtained. The number of breaks is the number of subsamples upon terminating the procedure minus 1. Again, assuming the size of the test approaches zero at a slow rate as the sample size increases, the number of breaks determined in this way is also consistent. A further alternative was proposed by Yao (1988), who suggested the Bayesian Information Criterion (BIC). His method requires simultaneous estimation.
SOME SIMULATED RESULTS
This section reports results from some Monte Carlo simulations. The data are generated according to a model with three mean breaks. Let (,ll, . . . ,U4) denote the mean parameters and (Ic?, k0, k3 ) denote the 'break points. We consider two sets of mean parameters. The first set is given by (1.0, 2.0,  1.0, 0.0), and the second by (1.0, 2.0, -1.0, 1.0) . The sample size T is taken to be 160 with break points at (40, 80, 120) for both sets of mean parameters.
The disturbances XJ l are independent and identically distributed standard normal. All reported results are based on 5,000 repetitions.
Estimating the break points. We assume the number of break points is known and focus on their estimation. To verify the theory and for comparative purposes, three different methods are used: sequential, repartition, and simultaneous methods. The sequential procedure employs the method of Bai and Perron (1994), "one and only one additional break" in each round of estimation. A chosen break point must achieve greatest reduction in total sum of squared residuals for that round of estimation. variance. This can be achieved by allowing more breaks (solely for the purpose of constructing error variance). It is evident that as long as m 2 mO the error variance will be consistently estimated. Obviously, one does not know whether m 2 in0, but the specification of mn in this stage is not as impor-tant as in the final model estimation. When m is fixed, the m break points can be selected either by simultaneous estimation or by the "one additional break" sequential procedure described in Bai and Perron (1994) (no test is performed). In the second step, the number of breaks is determined by the sequential procedure coupled with hypothesis testing. The test statistics use the error variance estimator (as the denominator) obtained in the first step. This two-step procedure is used in our simulation. In addition to the two sets of parameters considered earlier, we add a third set of parameters (1.0, 2.0, 3.0, 4.0) (referred to as model (III) ). For comparative purposes, estimates using the BIC method are also given. Figure 3 displays the estimates for both methods. The left three histograms,  (a)-(c), are for the sequential method, and the right three (a')-(c') , are for the BIC method. The sequential method uses a two-step procedure as already described. We assume the number of breaks is 4 in the first step. The size of the test is chosen to be 0.05 with corresponding critical value 9.63.
For the first set of parameters, the BIC does a better job than the sequential method; the latter underestimates the number of breaks. For a significant proportion of observations, the sequential method detects only a single break. For the second set of parameters, the two methods are comparable. Interestingly, the sequential method works better than the BIC for the third set of parameters.
The sequential method may be improved upon in at least two dimensions. First, the sup F-test, which is designed for testing a single break, may be replaced by, or used in conjunction with, Bai and Perron's sup F(l)-test for testing multiple breaks. The latter test is more powerful in the presence of multiple breaks. Other tests such as the exponential-type or average-type tests can also be used (see Andrews and Ploberger, 1994). Second, the critical values may be chosen using small sample distributions rather than limiting distributions. There are certain degrees of flexibility in the choice of sizes, as well. In any case, the sequential procedure seems promising. Further investigation is warranted.
SUMMARY
We have developed some underlying theory for estimating multiple breaks one at a time. We proved that the estimated break points are T-consistent, and we also derived their limiting distributions. A number of ideas have been presented to analyze multiple local minima, to obtain estimators having the same limiting distribution as those of simultaneous estimation, and to consistently determine the number of breaks in the data. The proposed repartition method is particularly useful because it allows confidence intervals to be constructed as if simultaneous estimation were used. Of course, the repartition estimators are not necessarily identical to simultaneous estimators. 
