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Abstract
By computing the E-critical groups at θ and infinity of the corresponding functional of Hamiltonian
systems, we proved the existence of nontrivial periodic solutions for the systems which may be resonant
at θ and infinity under some new conditions. Some results in the literature are extended and some new type
of theorems are proved. The main tool is the E-Morse theory developed by Kryszewski and Szulkin.
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1. E-Morse theory
Let E be a Hilbert space with inner product ( ). The ˇCech cohomology groups of a closed
pair (X,A) with coefficients in a fixed field F are denoted by H ∗(X,A). Since F is a field, the
cohomology groups are in fact vector spaces over F . In order to introduce the critical groups for
a functional, we need some preliminaries.
Let (Gn)∞1 be a sequence of Abelian groups. We define the asymptotic group [(Gn)∞1 ] by[
(Gn)∞1
] := ∞∏
n=1
Gn
/ ∞⊕
n=1
Gn.
If Gn = G for almost all n, we write [G] instead of [(Gn)∞1 ].
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sequence of closed subspaces of E and E =⋃∞n=1 En. Suppose that (dn)∞n=1 is a sequence of
given integers and set E := {En,dn}∞n=1. If (X,A) is a closed pair of subsets of E and q is an
integer, then the qth E-cohomology group of (X,A) with coefficients in F is defined by
H
q
E (X,A) :=
[(
Hq+dn(X ∩En,A∩En)
)∞
n=1
]
.
The cohomology groups satisfy all the Eilenberg–Steenrod axioms except the dimension axiom,
see Kryszewski and Szulkin [17].
Let (En)∞1 be a filtration of the Hilbert space E. The orthogonal projector of E onto En is
denoted by Pn. Let Φ ∈ C1(E,R), Φ is said to satisfy the (PS)∗-condition (with respect to E)
(e.g., see Li and Liu [18]) if any sequence (yj )∞j=1 with the following property:
Φ(yj ) is bounded, yj ∈ Enj for some nj , nj → ∞ and
Pnj ∇Φ(yj ) → 0 as j → ∞
has a convergent subsequence, where (and in the following) ∇Φ(·) denotes the element of E
corresponding to Φ ′(·) by Riesz theorem.
Definition 1.1. [17] Let A be an isolated compact subset of the critical set K of a functional
Φ ∈ C1(E,R). A pair (W,W−) of closed subsets of E is said to be an admissible pair for Φ and
A with respect to E if the following conditions are satisfied:
(i) W is bounded away from K\A (that is, dist(W,K\A) > 0), W− ⊂ ∂W and A ⊂ int(W);
(ii) Φ|W is bounded;
(iii) there are a neighborhood N of W and an E-related gradient-like vector field V (admissible
field) for Φ on N\A;
(iv) W− is the union of finitely many closed sets each of which lies on a C1-manifold of codi-
mension 1, V is transversal to each of these manifolds at points of W−, the flow η of −V
can leave W only via W−, and if x ∈ W−, then η(t, x) /∈ W for every t > 0.
The vector field V on N is said to be E-related if the mapping V |Z preserves the filtration
(En)
∞
n=1 on any set Z ⊂ N which is bounded away from K and such that supZ |Φ|< ∞.
If Φ ∈ C1(E,R) satisfies the (PS)∗ condition and p is an isolated critical point, then there
is an admissible pair (W,W−) for Φ and p [17, Proposition 2.6]. Hence the qth critical group
(q ∈ Z) of Φ at p with respect to E = {En,dn} is defined by
c
p
E (Φ,p) := HqE
(
W,W−
)
.
The groups are independent of the different choice of the pair (W,W−) [17, Proposition 2.7].
Suppose now that the critical set K = K(Φ) of Φ is compact. Similarly, we can define the
critical groups of the pair (Φ,K) by
c
p
E (Φ,K) := HqE
(
W,W−
)
,
where (W,W−) is a globally admissible pair [17, Lemma 2.13]. The groups are also well defined
[17, Proposition 2.12] and can be viewed as the critical groups of Φ at infinity in the sense of
Bartsch and Li [5].
After defining the critical groups at an isolated critical point and infinity, the Morse inequal-
ities (Morse theory) can be stated. Since the critical groups are in fact a sequence of groups,
further preliminaries are needed.
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sets of E, and for each q ∈ Z, there is an n(q) such that dim Hq+dn(X ∩ En,B ∩ En) < ∞
whenever n n(q). Then
dimHqE (X,B) :=
[(
dimHq+dn(X ∩En,B ∩En)
)∞
n=1
]
is an element of [Z+]. The pair (X,B) is said to be of E-finite if dimHqE (X,B) is well defined
and dimHqE (X,B) = [0] for almost all q ∈ Z. Suppose that Φ satisfies the (PS)∗ condition and
(W,W−) is admissible for Φ and A := {p1, . . . , pk}. Suppose that (W,W−) and each admissible
pair for each pj are E-finite (pj is said to be E-finite). Then the Morse type and Betti type element
in [Z+] are defined by
M
q
E
(
W,W−
) := k∑
j=1
dimE c
q
E (Φ,pj ), q ∈ Z,
β
q
E
(
W,W−
) := dimE HqE (W,W−), q ∈ Z.
Moreover, the Morse and Poincaré polynomials of (W,W−) are defined by
ME
(
t,W,W−
) := ∞∑
q=−∞
M
q
E
(
W,W−
)
tq ,
PE
(
t,W,W−
) := ∞∑
q=−∞
β
q
E
(
W,W−
)
tq .
Now, we can state the Morse inequalities (E-Morse theory) as follows.
Theorem 1.1. [17] Suppose that Φ ∈ C1(E,R) satisfies (PS)∗ and (W,W−) is an admissible
pair for Φ and A := {p1, . . . , pk}. If all pj are E-finite then the pair (W,W−) is E-finite and
there is a polynomial Q(t) =∑∞q=−∞ aqtq such that aq ∈ [Z+] for all q and
ME
(
t,W,W−
)= PE(t,W,W−)+ (1 + t)Q(t).
As in the classical infinite-dimensional Morse theory [6,22], the efficient application of the
E-Morse theory depends on the computation of the critical groups at given critical points or in-
finity. In this respect, Kryszewski and Szulkin [17] have presented some results at infinity for
Hamiltonian systems (among other results) with bounded Gz(z, t) (see (G1) below). In the fol-
lowing sections, we will focus on the unbounded case. In [26], Szulkin and Zou have considered
the case with different conditions (see Section 3 for a comparison). In [28], Zou surveyed the
E-Morse theory and presented some abstract results on the computations of the critical groups at
trivial critical point as well as at infinity with conditions in line of [26] and the angle conditions
in [5]. For the computations of the critical groups at trivial critical point, Szulkin and Zou [26]
obtained their results by using some ideas in [5]. We will also consider the case by a somewhat
different argument and different conditions.
For the computation of the classical critical groups, we refer to Bartsch and Li [5], Chang [6],
Dancer [10], Gromoll and Meyer [13], Li and Liu [19], Mawhin and Willem [22].
262 Z.-Q. Han / J. Math. Anal. Appl. 330 (2007) 259–2752. Computation of critical groups and Hamiltonian systems
In this section we apply the results in the above section to investigate 2π -periodic solutions
for the Hamiltonian system
z˙ = JHz(z, t), (2.1)
where H(z, t) ∈ C1(R2N,R) is 2π -periodic for t and J is the standard symplectic matrix
J =
(
0 −IN
IN 0
)
.
The 2π -periodic solutions of the problem correspond to the critical points of the functional
Φ(z) := 1
2
2π∫
0
(−J z˙ · z) dt −
2π∫
0
H(z, t) dt := 1
2
(L˜z, z)−ψ(z) (2.2)
on the Hilbert space E := H 1/2(S1,R2N). We recall that E is the Sobolev space of 2π -periodic
R
2N
-valued functions
z(t) = a0 +
∞∑
k=1
ak coskt + bk sinkt, a0, ak, bk ∈R2N,
with inner product
(z, z′) := 2πa0 · a′0 + π
∞∑
k=1
k
(
aka
′
k + bkb′k
)
and E is compactly (hence continuously) imbedded into Ls(S1,R2N) for every s > 1 [23].
In order to apply the E-Morse theory, let E = {En,dn}, where
En :=
{
z ∈ E
∣∣∣ z(t) = a0 + n∑
k=1
ak coskt + bk sinkt, ak, bk ∈R2N
}
and dn := N(1 + 2n).
Let A(t) be a symmetric 2π -periodic 2N × 2N continuous matrix function. A compact self-
adjoint operator on E can be defined by
(Bz,w) :=
2π∫
0
A(t)z ·wdt. (2.3)
Let L := L˜−B and Qn :R(L) → R(L)∩En be the orthogonal projector of R(L) onto R(L)∩
En. The E-Morse index M−E (L) of L
M−E (L) := limn→∞
(
M−(QnL|R(L)∩En)− dn
)
is well defined and finite [17], where M−(QnL|R(L)∩En) is the Morse index. Set M0(L) :=
dimN(L), where N(L) is the 2π -periodic solution space (linear subspace of E) of the linear
problem
z˙ = JA(t)z.
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Long [20] and Long and Zehnder [21].
We make the following assumptions:
(G1) H(z, t) = 12A(t)z · z + G(z, t) and there exists 0 < α < 1 such Gz(z, t) = o(|z|α) uni-
formly in t as |z| → ∞.
(G±) lim inf‖z‖→∞, z∈N(L)
∫ 2π
0 G(z(t), t) dt
‖z‖2α := M > 0, (G+)
lim sup
‖z‖→∞, z∈N(L)
∫ 2π
0 G(z(t), t) dt
‖z‖2α := m< 0. (G−)
For the H(z, t) in (G1), the functional (2.2) takes the form
Φ(z) = 1
2
2π∫
0
(−J z˙−A(t)z) · z dt −
2π∫
0
G(z, t) dt =: 1
2
(Lz, z)− ϕ(z)
and it is C1 on E. Furthermore, if we make a technical assumption H ∈ C2(R2N ×R,R) and
(G′′)
∥∥Hzz(z, t)∥∥= O(1 + |z|s) for some s ∈ (0,∞) and all (z, t),
then Φ ∈ C2(E,R) [23].
In the following, we use c as a universal (or a fixed, which is clear from the context) constant
and c() is a constant depending only on .
Under the condition (G1), we have ∇ϕ(z) = o(‖z‖α) as ‖z‖ → ∞. In fact, for each  > 0,
we have |Gz(z, t)| |z|α + c(). Hence, by imbedding inequality
∣∣(∇ϕ(z), y)∣∣
2π∫
0
(
c|z|α + c())|y|dt  (‖z‖α + c())‖y‖
for all y ∈ E. Hence, ∇ϕ(z) = o(‖z‖α) as ‖z‖ → ∞.
Lemma 2.1. Under the conditions (G1) and (G+) or (G−), Φ(z) satisfies the (PS)∗ condition
on E (with respect to any filtration).
Proof. We only consider the case where (G+) holds. The other case can be similarly proved.
Let (zj )∞j=1 be a (PS)∗ condition, that is, Φ(zj ) is bounded, zj ∈ Enj for some nj with
nj → ∞ and Pnj ∇Φ(yj )→ 0 as j → ∞.
By Theorem 4.5 in [17], L is a Fredholm operator of index 0 and there exist m > 0 and
j0  1 such that if j  j0, then ‖Pnj Lzj‖  m‖zj‖. In the following we always assume that
j  j0. Let En = E¯n ⊕ E˜n ⊕ E0 be the decomposition (invariant subspaces) corresponding to
the negative, positive and zero part of the quadratic form (Lz, z) on En. Accordingly, we write
zj = z¯j + z˜j + z0j . Hence (Lz˜j , z˜j )m‖z˜j‖2 and (Lz¯j , z¯j )−m‖z¯j‖2. Therefore(
Pnj ∇ϕ(zj ), z˜j
)= (Pnj L(z¯j + z˜j ), z˜j )+O(‖z˜j‖)m‖z˜j‖2 +O(‖z˜j‖).
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(
Pnj ∇ϕ(zj ), z˜j
)= (∇ϕ(zj ), z˜j )=
2π∫
0
Gz(zj , t)z˜j dt.
Hence, noticing |Gz(z, t)| |z|α + c(), the imbedding and Hölder inequality, we have(
Pnj ∇ϕ(zj ), z˜j
)
 c‖z˜j‖
(
‖zj‖α + c()
)
.
Therefore
O
(‖z˜j‖)+m‖z˜j‖2  c‖z˜j‖((‖z¯j‖α + ∥∥z0j∥∥α + ‖z˜j‖α)+ c()).
Hence, by Young inequalities,
‖z˜j‖2  c
∥∥z0j∥∥2α + c‖z¯j‖2α + c(). (2.4)
Similarly, by using the inequality(
Pnj ∇ϕ(zj ), z¯j
)= (Pnj L(z¯j + z˜j ), z¯j )+O(‖z¯j‖)−m‖z¯j‖2 +O(‖z¯j‖),
we can get
‖z¯j‖2  c
∥∥z0j∥∥2α + c‖z˜j‖2α + c(). (2.5)
Combining the inequalities (2.4) and (2.5), we get
‖z¯j‖2  c
∥∥z0j∥∥2α + c(), (2.6)
‖z˜j‖2  c
∥∥z0j∥∥2α + c(). (2.7)
Hence, by conditions (G1), (2.6) and (2.7), we have
−cΦ(zj ) = 12 (Lz¯j , z¯j )+
1
2
(Lz˜j , z˜j )− ϕ(zj )
 c‖z˜j‖2 −
1∫
0
(∇ϕ(z0j + s(z¯j + z˜j )), (z¯j + z˜j ))ds − ϕ(z0j )
 c
∥∥z0j∥∥2α + c()− ϕ(z0j )
= ∥∥z0j∥∥2α
(
c − ϕ(z
0
j )
‖z0j‖2α
+ c()‖z0j‖2α
)
.
We first prove that there is a bounded subsequence of (zj ) in E. Suppose this were not true,
then by (2.6) and (2.7), we can suppose that ‖z0j‖ → ∞ as j → ∞. But this leads to a contra-
diction in view of (G+) by choosing  sufficiently small such that c − M < 0. Hence there is
a bounded subsequence of (zj ) in E. By the compactness of ∇ϕ on E (easily verified) and the
finite dimension property of N(L), the (PS)∗ condition follows.
In addition to the filtration (En)∞n=1, we introduce another one (E′n)∞n=1 and set E ′ = {E′n, dn},
where E′n = (En ∩R(L))⊕N(L). We decompose E′n = E¯n ⊕ E˜n ⊕N(L) according to the neg-
ative, positive and zero part of the quadratic form (Lz, z) on E′n. Accordingly, z is decomposed
as z = z¯+ z˜+ z0. Let Qn be the orthogonal projector Qn :R(L) → R(L)∩En. Then there exist
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and (Lz¯, z¯)−m‖z¯‖2.
We use the Kronecker symbol δq, r which is 1 for q = r and 0 otherwise. 
Lemma 2.2. Suppose that H(z, t) ∈ C1(R2N × R,R) satisfies (G1) and the critical set K =
K(Φ) of Φ is finite. Then
(1) CqE ′(Φ,K) ∼= δq, r[F] if (G−) holds, where r = M−E (L);
(2) CqE ′(Φ,K) ∼= δq, r[F] if (G+) holds, where r = M−E (L)+M0(L).
Proof. Case (1). Choose d > 0 such that 14m− d2 ‖L‖ > 0 and define C by
C = {z ∈ E′n | ‖z¯‖2 − d‖z˜‖2 −Kσh(‖z0‖)M},
where K > 0,0 < σ < 1,M > 0 will be fixed later and h(t) = |t |2α for α > 1/2; |t |2α for α 
1/2, |t | 2; |t |2 for α  1/2, |t | 1; “smoothly connected” for α  1/2, 1 |t | 2.
The outer normal of ∂C is
n = z¯− dz˜− 1
2
Kσh′
(∥∥z0∥∥) z0‖z0‖ .
Hence, as z ∈ ∂C, we get
(∇Φ(z),n)= (Lz,n)− (∇ϕ(z), n)= (Lz¯, z¯)− (Lz˜, dz˜)−
2π∫
0
Gz(z, t)ndt
−m‖z¯‖2 −md‖z˜‖2 −
2π∫
0
Gz(z, t)ndt
 −m
2
(‖z¯‖2 − d‖z˜‖2 −Kσh(‖z0‖))+ c
= −m
2
M + c < 0, (2.8)
where we use the condition (G1) (|Gz(z, t)| |z|α + c()), Young inequalities and choose K ,
M sufficiently large (by careful eliminating the lower order terms).
Now we prove that
Φ(z) → +∞, (2.9)
uniformly in z¯ and n n0 as z ∈ C and ‖z˜+ z0‖ → ∞. In fact
Φ(z) = 1
2
(Lz¯, z¯)+ 1
2
(Lz˜, z˜)− ϕ(z)
 1
2
m‖z˜‖2 − 1
2
‖L‖‖z¯‖2 − ϕ(z0)−
1∫
0
(∇ϕ(z0 + s(z− z0)), (z− z0))ds.
Similarly, by condition (G1) and Young inequalities, we can get∣∣∣∣∣
1∫ (∇ϕ(z0 + s(z− z0)), (z− z0))ds
∣∣∣∣∣ 12‖L‖d‖z˜‖2 + c
∥∥z0∥∥2α + c().
0
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Φ(z)
(
1
2
m− ‖L‖d
)
‖z˜‖2
− ∥∥z0∥∥2α(ϕ(z0)∥∥z0∥∥−2α + 1
2
‖L‖σK + c + c()∥∥z0∥∥−2α).
By condition (G−), we can choose σ > 0 small such that m+ 12‖L‖σK < 0. Hence (2.9) holds.
By (2.8), we can construct a pseudogradient field V for Φ on E′n such that (V (z), n) < 0
whenever z ∈ ∂C. By (2.9), we can find 0 < a < b and R > 0 such that K ⊂ {z ∈ E | |Φ(z)| < a}
and Φa ∩ C ⊂ D := {z ∈ C | ‖z˜ + z0‖  R} ⊂ Φb ∩ C for n  n0. It follows from the (PS)∗
condition that if n is large enough, then Φ|E′n has no critical values in [a, b]. Then
Hq
(
Φa ∩E′n,Φ−a ∩E′n
)∼= Hq((E′n − intC)∪D,E′n − intC)
∼= Hq(D,D ∩ (E′n − intC))
∼= Hq(BM−E (L)+dnM ,SM−E (L)+dn−1M )
∼= δq,(M−E (L)+dn)F ,
where the first “∼=” follows from the fact that Φa ∩ E′n and Φ−a ∩ E′n are strong deformation
retracts of (E′n − intC) ∪ D and E′n − intC, respectively, by the flow of −V . The second “∼=”
follows from the strong excision for the ˇCech cohomology (e.g., see [17, Property 1.2]). The
third “∼=” follows from a geometric deformation, for n large enough.
It is clear that (Φ−1([−a, a]),Φ−1(−a)) is admissible for Φ and K . By excision,
H ∗E ′(Φ
−1([−a, a]),Φ−1(−a)) = H ∗E ′(Φa,Φ−a) ∼= δq,M−E (L)[F].
Case (2). Choose d > 0 such that − 12m+ ‖L‖d < 0 and define C by
C = {z ∈ E′n | ‖z˜‖2 − d‖z¯‖2 −Kσh(‖z0‖)M},
where K > 0, 0 < σ < 1, M > 0 will be fixed later and h(t) is as before. The outer normal of
∂C is
n = z˜− dz¯− 1
2
Kσh′
(∥∥z0∥∥) z0‖z0‖ .
Hence, as z ∈ ∂C, we get
(∇Φ(z),n)= (Lz˜, z˜)− (Lz¯, dz¯)−
2π∫
0
Gz(z, t)ndt m‖z˜‖2 +md‖z¯‖2 −
2π∫
0
Gz(z, t)ndt
 m
2
(‖z˜‖2 − d‖z¯‖2 −Kσh(‖z0‖))− c
= m
2
M − c > 0, (2.10)
where we choose K and M sufficiently large.
Now we prove that
Φ(z) → −∞, (2.11)
uniformly in z˜ and n n0 as z ∈ C and ‖z¯+ z0‖ → ∞. In fact
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2
(Lz¯, z¯)+ 1
2
(Lz˜, z˜)− ϕ(z)
−1
2
m‖z¯‖2 + 1
2
‖L‖‖z˜‖2 − ϕ(z0)−
1∫
0
(∇ϕ(z0 + s(z− z0)), (z− z0))ds.
Similarly, we can get∣∣∣∣∣
1∫
0
(∇ϕ(z0 + s(z− z0)), (z− z0))ds
∣∣∣∣∣ 12‖L‖d‖z¯‖2 + c
∥∥z0∥∥2α + c().
Hence
Φ(z)
(
−1
2
m+ ‖L‖d
)
‖z¯‖2
− ∥∥z0∥∥2α(ϕ(z0)∥∥z0∥∥−2α − 1
2
‖L‖σK − c − c()∥∥z0∥∥−2α).
By condition (G+), we can choose σ > 0 small such that M − 12‖L‖σK > 0. Hence (2.11)
holds.
Hence we can find 0 < a < b and R > 0 such that K ⊂ {z ∈ E | |Φ(z)| < a}, C ⊂ Φa ∩ E′n
and
Φ−b ∩C ⊂ D := {z ∈ C ∣∣ ∥∥z¯+ z0∥∥R}⊂ Φ−a ∩C.
By (2.10), we can construct a pseudogradient field V for Φ on E′n such that (V (z), n) > 0
whenever z ∈ ∂C. By the (PS)∗ condition, if n is large enough then Φ|E′n has no critical values
in [−b,−a]. Using the flow of −V , we can construct a strong deformation retraction of Φ−a ∩C
onto Φ−b ∩ C and hence a strong deformation retraction onto D. We can also obtain a strong
deformation retraction of Φa ∩E′n onto (Φ−a ∩E′n)∪C. Then
Hq
(
Φa ∩E′n,Φ−a ∩E′n
)∼= Hq((Φ−a ∩E′n)∪C,Φ−a ∩E′n)
∼= Hq(C,Φ−a ∩C) (by strong excision)
∼= Hq(C,D) = δq,(M−E (L)+M0(L)+dn)F (for all n large enough).
Hence the conclusion follows. 
Now, we turn to the computation of the critical groups of the trivial 2π -periodic solution for
the Hamiltonian system (2.1).
We make the following assumptions:
(G01) H(z, t) = 12A0(t)z · z + G0(z, t) and there exists β > 1 such that (G0)z(z, t) = o(|z|β)
uniformly in t as |z| → 0, where A0(t) is a symmetric 2π -periodic 2N × 2N continuous
matrix function.
(G0±) lim inf‖z‖→0, z∈N(L0)
∫ 2π
0 G0(z(t), t) dt
‖z‖2β := M0 > 0, (G
0+)
lim sup
‖z‖→0, z∈N(L0)
∫ 2π
0 G0(z(t), t) dt
‖z‖2β := m0 < 0, (G
0−)
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(G01), the functional has the form
Φ(z) = 1
2
2π∫
0
(−J z˙−A0(t)z) · z dt −
2π∫
0
G0(z, t) dt =: 12 (L0z, z)− ϕ0(z). (2.12)
Under the conditions of (G01) and (G1), we have ∇ϕ0(z) = o(‖z‖β) as ‖z‖ → 0. In fact, for
each  > 0, there exists c() such that |(G0)z(z, t)| |z|β + c()|z|β+1. Hence,∣∣(∇ϕ0(z), y)∣∣ (‖z‖β + c()‖z‖β+1)‖y‖,
which implies that ∇ϕ0(z) = o(‖z‖β) as ‖z‖ → 0.
Now, we turn to the computation of the critical groups of the trivial critical point. Let Qn be
the orthogonal projector Qn :R(L0) →R(L0)∩En. Then there exist m> 0 and n0 > 0 such that
‖QnL0z‖  m‖z‖, ∀z ∈ R(L0) ∩ En and n  n0. Decompose E = E¯ ⊕ E˜ ⊕ N(L0) according
to the negative, positive and zero part of the quadratic form (L0z, z) on E. Accordingly, z is
decomposed to z = z¯ + z˜ + z0. Hence (L0z˜, z˜)  m‖z˜‖2 and (L0z¯, z¯)  −m‖z¯‖2. Introduce a
new filtration (E′′)∞n=1 of E and set E ′′ = {E′′n, dn}, where E′′n = (En ∩ R(L0)) ⊕ N(L0). It is
easily seen M−E ′′(L0) = M−E (L0) [17].
Lemma 2.3. Suppose that H(z, t) ∈ C1(R2N ×R,R) satisfies (G01) and the trivial critical point
θ of Φ (2.12) is isolated. Then
(1) CqE ′′(Φ, θ)∼= δq, r[F] if (G0−) holds, where r = M−E (L0);
(2) CqE ′′(Φ, θ)∼= δq, r[F] if (G0+) holds, where r = M−E (L0)+M0(L0).
Proof. Case (1). Choose d > 0 satisfying 14m−‖L0‖d > 0 and define a closed neighborhood of
θ by
C = {z ∈ E ∣∣−d‖z˜‖2 + ‖z¯‖2 −Kσ∥∥z0∥∥2β  r20 ,‖z˜‖2 + ∥∥z0∥∥2  r20},
where K > 0, 0 < σ,, r0 < 1 will be fixed later. Define
Γ1 =
{
z ∈ E ∣∣−d‖z˜‖2 + ‖z¯‖2 −Kσ∥∥z0∥∥2β = r20 , ‖z˜‖2 + ∥∥z0∥∥2  r20},
Γr =
{
z ∈ E ∣∣−d‖z˜‖2 + ‖z¯‖2 −Kσ∥∥z0∥∥2β = r20 , ‖z˜‖2 + ∥∥z0∥∥2  r2}.
The outer normal vector on Γ1 is
n = −dz˜+ z¯−Kσβ∥∥z0∥∥2β−2z0.
We suppose that ‖∇ϕ0(z)‖ σ‖z‖β as ‖z‖ r(σ ). The r(σ ) can also be chosen small enough
(depending on the constants m,d,β) such that the estimates in (2.13) hold as ‖z‖ r(σ ). Hence,
as z ∈ Γ1 with ‖z‖  r(σ ), by Young inequalities and careful estimates (eliminating the lower
order terms),(∇Φ(z),n) m
2
(
d‖z˜‖2 − ‖z¯‖2 +Kσ∥∥z0∥∥2β)= −m
2
r20 , (2.13)
where we choose K sufficiently large.
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Φ(z)−1
2
‖L0‖‖z¯‖2 + 12m‖z˜‖
2 − ϕ(z0)− cσ (‖z¯‖β + ∥∥z0∥∥β + ‖z˜‖β)(‖z˜‖ + ‖z¯‖)
−‖L0‖‖z¯‖2 + 14m‖z˜‖
2 − ϕ0
(
z0
)− cσ∥∥z0∥∥2β
−‖L0‖
(
d‖z˜‖2 +Kσ∥∥z0∥∥2β + r20 )+ 14m‖z˜‖2 − ϕ0
(
z0
)− cσ∥∥z0∥∥2β.
By condition (G0−), fix σ and hence fix r(σ ) such that
−(‖L0‖Kσ + cσ )∥∥z0∥∥2β − ϕ0(z0)−12ϕ0
(
z0
)
.
Hence, as z ∈ C with ‖z‖ r(σ ),
f (z)−‖L0‖r20 +
(
1
4
m− ‖L0‖d
)
‖z˜‖2 − 1
2
ϕ0
(
z0
)
.
Fix r0 small enough such that C ⊂ Br(σ) and find positive constants δ > 0, 0 < r1 < r2 < r0
satisfying
Φ(z) δ
2
if ‖z˜‖2 + ∥∥z0∥∥2  r21 , z ∈ C, (2.14)
Φ(z) > 0 if ‖z˜‖2 + ∥∥z0∥∥2  r21 , z ∈ C, (2.15)
Φ(z) δ if ‖z˜‖2 + ∥∥z0∥∥2  r22 , z ∈ C. (2.16)
By (2.13), we can construct an E ′′-related pseudogradient field V for Φ on E such that
(V (z), n) < 0 whenever z ∈ ∂C ∩ Γ1. Set W =:Φ 32 δ ∩C and W− =: ∂C ∩W . Then, by (2.14)–
(2.16), (W,W−) is an admissible pair for Φ and θ . On the other hand,
Hq
(
W ∩E′′n,W− ∩E′′n
)
∼= Hq((W ∪ Γr2)∩E′′n, (W− ∪ Γr2)∩E′′n) (by strong excision)
∼= Hq(({z ∈ C ∣∣ ‖z˜‖2 + ∥∥z0∥∥2  r1}∪ Γr2)∩E′′n,Γr2 ∩E′′n)
∼= Hq(BM−E (L0)+dn
r20
, S
M−E (L0)+dn−1
r20
)
(by a geometric deformation)
∼= δq,(M−E (L0)+dn)F ,
where the second “∼=” follows from the fact that ({z ∈ C | ‖z˜‖2 + ‖z0‖2  r1} ∪ Γr2) ∩ E′′n is a
strong deformation retract of (W ∪ Γr2)∩E′′n by the flow of −V . Hence the case (1) follows.
Case (2). Let C be a neighborhood of θ with the form
C = {z ∈ E ∣∣ ‖z˜‖2 − d‖z¯‖2 −Kσ∥∥z0∥∥2β  r20 , ‖z¯‖2 + ∥∥z0∥∥2  r20},
where d satisfies ‖L0‖d − 14m< 0 and K > 0, 0 < d,σ, , r0 < 1 will be fixed later.
The boundary of N consists of two parts
Γ1 =
{
z ∈ E ∣∣ ‖z˜‖2 − d‖z¯‖2 −Kσ∥∥z0∥∥2β = r20 , ‖z¯‖2 + ∥∥z0∥∥2  r20},
Γ2 =
{
z ∈ E ∣∣ ‖z¯‖2 + ∥∥z0∥∥2 = r20 , ‖z˜‖2 − d‖z¯‖2 −Kσ∥∥z0∥∥2β  r20}.
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n = z˜− dz¯−Kσβ∥∥z0∥∥2β−2z0.
We suppose that ‖∇ϕ0(z)‖ σ‖z‖β as ‖z‖ r(σ ). We also make a further remark on r(σ ) as
in the case (1). Hence, as z ∈ Γ1 and ‖z‖ r(σ ), with careful estimates,(∇Φ(z),n)m‖z˜‖2 + dm‖z¯‖2
− cσ (‖z¯‖β + ∥∥z0∥∥β + ‖z˜‖β)(‖z˜‖ + d‖z¯‖ +Kβσ∥∥z0∥∥2β−1)
 m
2
(‖z˜‖2 − d‖z¯‖2 −Kσ∥∥z0∥∥2β)
= m
2
r20 , (2.17)
where we choose K sufficiently large. Now, we investigate the behavior of Φ on C. As z ∈ C
and ‖z‖ r(σ )
Φ(z) 1
2
‖L0‖‖z˜‖2 − 12m‖z¯‖
2 − ϕ0
(
z0
)+Cσ (‖z¯‖β + ∥∥z0∥∥β + ‖z˜‖β)(‖z˜‖ + ‖z¯‖)

(
‖L0‖d − 14m
)
‖z¯‖2 +Cσ∥∥z0∥∥2β − ϕ0(z0)+ 12‖L0‖r20 .
By condition (G0+), fix σ and r(σ ) such that
Cσ
∥∥z0∥∥2β − ϕ0(z0)−12ϕ0
(
z0
)
.
Hence, as z ∈ C and ‖z‖ r(σ ),
Φ(z)
(
‖L0‖d − 14m
)
‖z¯‖2 + 1
2
‖L0‖r20 −
1
2
ϕ0
(
z0
)
.
Fix r0 small enough such that C ⊂ Br(σ) and fix  > 0 small enough such that we can find two
constants r1, δ > 0, r1 < r0 satisfying
Φ(z)− δ
2
if ‖z¯‖2 + ∥∥z0∥∥2  r21 , z ∈ C, (2.18)
Φ(z) < 0 if ‖z¯‖2 + ∥∥z0∥∥2  r21 , z ∈ C, (2.19)
Φ(z)−δ if ‖z¯‖2 + ∥∥z0∥∥2 = r20 , z ∈ C. (2.20)
By (2.17), we can construct a E ′′-related pseudogradient field V for Φ on E such that
(V (z), n) > 0 whenever z ∈ ∂C ∩ Γ1. Set W =: {z | Φ(z)  − 34δ} ∩ C, W− =: Φ−
3
4 δ ∩ C and
D =: {z ∈ C | ‖z¯‖2 + ‖z0‖2  r0}. Then, by (2.18)–(2.20), (W,W−) is an admissible pair for Φ
and θ . On the other hand,
Hq
(
W ∩E′′n,W− ∩E′′n
)∼= Hq(D ∩E′′n, (Φ− 34 δ ∩D)∩E′′n) (by strong excision)
∼= Hq(D ∩E′′n,Γ2 ∩E′′n)
∼= Hq(BM−E (L0)+M(L0)+dnr0 , SM−E (L0)+M(L0)+dn−1r0 )
∼= δq,(M−(L )+M(L )+d )F ,E 0 0 n
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(Φ− 34 δ ∩D)∩E′′n by the flow of −V . The third “∼=” follows from a geometric deformation, for
n large enough. Hence the case (2) is proved. 
For the asymptotically linear Hamiltonian system (2.1), we only consider the more difficult
case where the resonance occurs at θ or at infinity or at both. For the other case, see [3,4,17], etc.
Theorem 2.1. Assume that M0(L) = 0 (resonant at infinity) and M0(L0) = 0 (resonant at θ ).
Moreover, assume that the conditions (G1), (G01), (G′′) and one of the following conditions
hold:
(i) (G+), (G0+) and M−E (L)+M0(L) = M−E (L0)+M0(L0);
(ii) (G+), (G0−) and M−E (L)+M0(L) = M−E (L0);
(iii) (G−), (G0+) and M−E (L) = M−E (L0)+M0(L0);
(iv) (G−), (G0−) and M−E (L) = M−E (L0).
Then the Hamiltonian system (2.1) has at least one nonzero 2π -periodic solution.
Proof. Suppose that the trivial critical point is isolated, then by Theorem 5.4 in [17], we have
C
q
E ′(Φ, θ)∼=
[
c
q−M−E ′ (L0)(ϕ˜0,0)
]∼= [cq−M−E ′′ (L0)(ϕ˜0,0)]∼= CqE ′′(Φ, θ),
where ϕ˜0 is defined on N(L0). By Lemmas 2.1 and 2.2, we obtain CqE ′(Φ, θ) ∼= CqE ′(Φ,K)
for some q in each case of the theorem. Hence the theorem follows from the E-Morse theory
(Theorem 1.1). 
Theorem 2.2. Suppose that H satisfies the conditions (G1), (G′′) and the weaker condition (than
(G01)): H(z, t) = 12A0(t)z ·z+G0(z, t) and (G0)z(z, t) = o(|z|) uniformly in t as |z| → 0, where
A0(t) is a symmetric 2π -periodic 2N × 2N continuous matrix function. Then the Hamiltonian
system (2.1) has at least one nonzero periodic solution in each of the following cases:
(i) (G−) and M−E (L) /∈ [M−E (L0),M−E (L0)+M0(L0)];
(ii) (G+) and M−E (L)+M0(L) /∈ [M−E (L0),M−E (L0)+M0(L0)].
Proof. It can be given by combining Lemma 2.2 and the proof of Theorem 7.5 in [17]. 
3. Some remarks
In this section, we present some remarks on the results in this paper.
We list some other conditions for comparison.
(G′1) H(z, t) = 12A(t)z · z +G(z, t) and there exists 0 α < 1 such |Gz(z, t)| = O(|z|α + 1),
where A(t) is a symmetric 2π -periodic 2N × 2N continuous matrix function.
(G′±) Generalized Ahmad–Lazer–Paul condition
lim‖z‖→∞, z∈N(L)
∫ 2π
0 G(z(t), t) dt
‖z‖2α = ±∞,
where L and the following L0 are as before.
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O(|z|β) for |t | δ, where A0(t) is a symmetric 2π -periodic 2N × 2N continuous matrix
function.
(G′0± ) lim‖z‖→0, z∈N(L0)
∫ 2π
0 G0(z(t), t) dt
‖z‖2β = ±∞.
The type of condition (G′±) is very useful for studying various resonant problems with un-
bounded nonlinearities (e.g., see [16]) which is firstly introduced by Ahmad et al. [2] in the case
of α = 0 for investigating resonant elliptic boundary value problems.
Now we present some more clear conditions for verifying (G±), (G01), (G′±) and (G
′0
1 ).
Proposition 3.1. Let a(t) ∈ L1(0,2π), α  0 and G(z, t) be a L1 Caratheodory function on
R
N × [0,2π]; that is, G(z, t) is continuous on z ∈ RN for a.e. t ∈ [0,2π], measurable on t in
[0,2π] for every z and for every r , |G(z, t)| βr(t) as |z| r for some βr(t) ∈ L1(0,2π). The
following two conclusions hold:
(i) If a(t) 0 a.e. on (0,2π), ∫ 2π0 a(t) dt > 0 and
lim inf|z|→∞
G(z, t)
|z|2α = a(t)
uniformly for t . Then the condition (G+) holds.
(ii) If a(t) 0 a.e. on (0,2π), ∫ 2π0 a(t) dt < 0 and
lim sup
|z|→∞
G(z, t)
|z|2α = a(t)
uniformly for t . Then the condition (G−) holds.
Proposition 3.2. Let G0(z, t) be a L1 Caratheodory function on RN ×[0,2π], a(t) ∈ L1(0,2π)
α  0. The following two conclusions hold:
(i) If a(t) 0 a.e. on (0,2π), ∫ 2π0 a(t) dt > 0 and
lim inf|z|→0
G0(z, t)
|z|2α = a(t)
uniformly for t . Then the condition (G0+) holds.
(ii) If a(t) 0 a.e. on (0,2π), ∫ 2π0 a(t) dt < 0 and
lim sup
|z|→0
G0(z, t)
|z|2α = a(t)
uniformly for t . Then the condition (G0−) holds.
Proposition 3.3. Let G(z, t) be a L1 Caratheodory function on RN × [0,2π]. If
lim
G(z, t)
2α = +∞ (3.1)|z|→∞ |z|
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lim inf|z|→∞
(Gz(z, t), z)
|z|1+α = a(t), a(t) 0 a.e. on (0,2π),
2π∫
0
a(t) dt > 0, (3.2)
where the limits are uniformly for t , then the condition (G′+) holds.
In the second case, we should assume that G(z, t) has the derivative Gz(z, t) which is a L1
Caratheodory function on RN × [0,2π]. The note is also applied to other propositions below.
Proposition 3.4. Let G(z, t) be a L1 Caratheodory function on RN × [0,2π]. If
lim|z|→∞
G(z, t)
|z|2α = −∞ (3.3)
or
lim sup
|z|→∞
(Gz(z, t), z)
|z|1+α = b(t), b(t) 0 a.e. on (0,2π),
2π∫
0
b(t) dt < 0, (3.4)
where the limits are uniformly for t , then the condition (G′−) holds.
Proposition 3.5. Let G(z, t) be a L1 Caratheodory function on RN × [0,2π]. If
lim|z|→0
G(z, t)
|z|2α = +∞ (3.5)
or
lim inf|z|→0
(Gz(z, t), z)
|z|1+α = a(t), a(t) 0 a.e. on (0,2π),
2π∫
0
a(t) dt > 0, (3.6)
where the limits are uniformly for t , then the condition (G′0+ ) holds.
Proposition 3.6. Let G(z, t) be a L1 Caratheodory function on RN × [0,2π]. If
lim|z|→0
G(z, t)
|z|2α = −∞ (3.7)
or
lim sup
|z|→0
(Gz(z, t), z)
|z|1+α = a(t), a(t) 0 a.e. on (0,2π),
2π∫
0
a(t) dt < 0, (3.8)
where the limits are uniformly for t , then the condition (G′0− ) holds.
Proofs. The proofs can be given by combing or following some standard arguments, e.g., see
[15,27]. 
274 Z.-Q. Han / J. Math. Anal. Appl. 330 (2007) 259–275Remark 3.1. Many authors have considered the Hamiltonian system (2.1) when it is nonreso-
nant at infinity, e.g., see [3,4,9,11,18,20,21] and references therein. But only a few papers are
concerned with the resonant case, see [7,8,12,14,17,24–27]. For a survey about the recent results
on Hamiltonian systems, see [1]. In the resonant case, we make the following remarks on the
conditions they imposed and the arguments they used. The conditions for H(z, t) at infinity used
in [12,24,27] are special cases of (or are) (3.2) and (3.4), where they use the Galerkin method
and the classical Morse theory. In [14], the author proved similar results by conditions (3.1) and
(3.3) and a Morse theory for strongly indefinite functionals she defined. In [26], by introducing
a control function, they considered the computation of the E-critical groups at infinity by slight
different arguments as those in this paper. By choosing the typical control function, their condi-
tions coincide with (3.2) and (3.4). In addition, [12,24] also used a finitely degenerate property
which is superfluous by further research. In conclusion, the main conditions all the above papers
(except [26]) used are types of conditions (G′±). By the above propositions, it is also easily seen
(G′±) and (G±) can be used to deal with different cases of (2.1). As to the conditions for H(z, t)
at θ , we can make similar comments as above. That is, all the conditions they used (except [26])
are types of conditions (G′0± ) (3.5)–(3.8). But as we mentioned in Section 1, our condition and
argument for computing the E-critical groups at θ are different from those in [26]. Moreover, the
weaker conditions (G0±), (G±) (than (G′0± ), (G′±)) make some of the estimates more delicate.
Some of the above papers generalize the corresponding results in [8,17,25], where they deal with
bounded H(z, t). Our results can also be regarded as partial generalizations of them.
Remark 3.2. Finally, we point out that two nonzero periodic solutions for (2.1) are also obtained
in [17,26] under some further restrictions on E-Morse indices or in the special cases A0(t) =
A(t) = 0, e.g., see Theorem 7.8, Corollary 7.9 in [17] and Theorem 1.3, Corollary 1.1 in [26].
They can be similarly proved by the Morse inequalities, the results in [17] or the corresponding
results in this paper (Lemmas 2.2 and 2.3) under the new conditions (G±) or/and (G0±).
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