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研究成果の概要（和文）：高次元ノイズ構造を精密に調査し，ノイズに対する2つの固有値モデル「Strongly 
spiked eigenvalue (SSE) モデル」と「Non-SSE (NSSE) モデル」を提唱した．NSSEモデルのもとでは各種統計
量の高次元漸近正規性が主張できるが，より巨大なノイズを含むSSEモデルにおいてはそれら漸近正規性が主張
できず，推測の精度保証が困難であった．それに対し，高次元固有空間の推定に着目し，SSEモデルからNSSEモ
デルへのデータ変換を行うことで新たな高次元統計的推測法を提案した．さらに，精密な高次元ノイズ解析に基
づく新たな高次元判別方式やパスウェイ解析法も提供した．
研究成果の概要（英文）：We provided two disjoint models: the strongly spiked eigenvalue (SSE) model 
and the non-SSE (NSSE) model. It can be noted that, under the SSE model, asymptotic normality of 
high-dimensional statistics is not valid because it is heavily influenced by strongly spiked 
eigenvalues. In order to handle several statistical inferences for the SSE model, we propose a data 
transformation from the SSE model to the NSSE model by estimating　the strongly spiked 
eigenstructures. We create new statistical test procedures by the data transformation. In addition, 
we provided several high-dimensional discriminant procedures and pathway analysis methods based on 
the models.
研究分野：数理統計学
キーワード： 高次元統計解析　高次元PCA　強スパイクモデル　高次元判別分析　パスウェイ解析
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１． 研究開始当初の背景 
ゲノム科学などの現代科学の 1 つの特徴
は，データがもつ次元数の膨大さにある．そ
のような高次元データの理論は，まだ完全に
は整備されているとは言えず，理論とそれに
伴う方法論の構築が急務になっていた．特に，
ほぼすべての先行研究において，高次元ノイ
ズ空間が小という実際の高次元モデルとは
乖離した仮定のもと統計的推測法が開発さ
れており，統計的な精度保証がしばしば困難
であった． 
 
２．研究の目的 
多様な高次元データにも対応でき得る高
精度な統計的方法論の構築を目指し，次の 4
つを目的とした． 
(1) 高次元PCAを用いた漸近理論の構築． 
(2) 高次元パスウエイ解析の新たな推測理
論の構築 
(3) 高次元データの判別分析とクラスター
分析の最適性指標の構築． 
(4) 高次元固有値モデルにおける理論的体
系の構築と新たな統計的方法論の開発． 
本研究により，巨大なノイズを包含する高
次元データにも頑健かつ高精度な統計的方
法論を提供できると考えた． 
 
３．研究の方法 
(1) Aoshima and Yata (2011, SA)において，
高次元データの統計量は，ある固有値条件の
もとで高次元漸近正規性をもつことを証明
した．これは数学的に厳密な結果であるが，
実際の高次元データには厳しい条件である．
本研究は，Yata and Aoshima (2012, JMA)に
おいて考案したノイズ掃き出し法とYata and 
Aoshima (2013, JMA)で与えた高次元 PCAの
理論を用いて，固有値条件に依存しない精密
な高次元漸近理論を構築する． 
 
(2) パスウエイ解析は変数間の検定が必要
になり，高次元データにおいては，変数の組
み合わせが膨大になることに注意する．多重
検定の第一種の過誤である Family-wise 
error rateと検出力は，もはや理論的に制御
することができない．本研究は，この問題に
対して，冗長な変数の組（サブグループ）を
大幅に除去することで対応する．Yata and 
Aoshima (2013, JMA)で開発した拡張クロス
データ行列法を用いることで，変数のサブグ
ループ間の検定統計量を構築し，要求精度を
満足するような変数選択法を提案する． 
 
(3) Aoshima and Yata (2011, SA)において，
共分散行列の異質性を母集団間のある距離
で測り，2群判別を提案した．本研究は，
Aoshima and Yata (2011)を拡張して多群判
別を考える．ただし，母集団間の距離には判
別精度を向上させる漸近最適な距離を選ぶ．
研究目的(1)の高次元漸近理論から導かれる
高精度な推測を利用した判別方式と，既存の
判別方式について，母集団間の距離を見積も
って判別方式の最適性の指標を構築する．高
次元クラスター分析について，Yata and 
Aoshima (2013, JMA)で提唱したPower Spiked
モデルのもと，個体を分類する射影空間の推
定の一致性について研究し，理論的な保証を
与える． 
 
(4) 多様な高次元固有値モデルに対応でき
得る理論的体系を構築する．研究(1)から，
高次元統計的推測の鍵となるのが，高次元固
有値モデルである．巨大な固有値を包含する
場合，それに引きずられ，統計的推測が困難
になる．それに対し，巨大な固有値を無効化
するような空間を探索し，そこにデータを射
影することで，高い精度が保証でき得る統計
的方法論を提供する． 
  
４．研究成果 
(1) PCAを用いた高精度な高次元共分散行列
の推定法の開発し，固有値と固有ベクトルの
推測に精密な漸近分布を導出した．さらに，
それらを用いて固有値の条件に依存しない高
次元共分散構造に関するパラメータの推定・
検定法を提案した． 
 
(2) Yata and Aoshima (2013,JMA)で提案した
拡張クロスデータ行列法を相関行列の推測に
適用することで，高次元パスウェイ解析にお
ける推定・検定方式を構築し，高速で頑健か
つ高精度なパスウェイ解析を可能にした．実
解析例において，提案手法が有効に機能する
ことも確認できた． 
 
(3) Aoshima and Yata (2011, SA)で提案した
幾何学的表現に基づく2群判別を多群に拡張
し，誤判別確率に関して精度を保証するため
の判別アルゴリズムを構築した．さらに，高
次元判別方式における漸近正規性を導出する
ことで，最適性に関する理論を構築した．そ
の結果，従来のマハラノビス距離に基づく最
適性理論が高次元の枠組みで崩壊することを
示した．一方で，高次元混合モデルにおける
幾何学的一致性を示し，クラスタリングにお
いて分類可能な空間を特定した． 
 
(4) 研究(3)により，最適性の指標がノイズの
スパイク度に大きく依存することを突き止め，
ノイズに対する2つの固有値モデル「Strongly 
spiked eigenvalue (SSE) モデル」と「Non-SSE 
(NSSE)モデル」を提唱した．NSSEモデルのも
とでは各種統計量の高次元漸近正規性が主張
できるが，より巨大なノイズを含むSSEモデル
においてはそれら漸近正規性が主張できず，
推測の精度保証が困難であった．そこで，研
究(1)で導出した固有空間に関する精密な漸
近理論と高次元統計解析法を融合し，新たな
統計的推測法を考案した．  
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