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a b s t r a c t
μG-ELM is a multiobjective evolutionary algorithm which looks for the best (in terms of the MSE) and
most compact artificial neural network using the ELM methodology. In this work we present the μG2-
ELM, an upgraded version of μG-ELM, previously presented by the authors. The upgrading is based on
three key elements: a specifically designed approach for the initialization of the weights of the initial
artificial neural networks, the introduction of a re-sowing process when selecting the population to be
evolved and a change of the process used to modify the weights of the artificial neural networks. To test
our proposal we consider several state-of-the-art Extreme Learning Machine (ELM) algorithms and we
confront them using a wide and well-known set of continuous, regression and classification problems.
From the conducted experiments it is proved that the μG2-ELM shows a better general performance
than the previous version and also than other competitors. Therefore, we can guess that the combination
of evolutionary algorithms with the ELM methodology is a promising subject of study since both
together allow for the design of better training algorithms for artificial neural networks.
& 2015 Elsevier B.V. All rights reserved.
1. Introduction
Artificial neural networks (ANNs) are a well-known tool which
have allowed us to model and solve a high amount of real problems
in many different fields: healthcare [1,2], image processing [3],
control systems [4], data mining (pattern recognition, clustering,
feature detection) [5], civil engineering [6], business [7], stock market
predictions [8], etc. Many algorithms have been developed to deal
with them [9] and we center our attention in Extreme Learning
Machines (ELMs) together with Evolutionary Algorithms (EAs).
ELMs are a set of techniques for learning generalized single-
hidden layer feedforward neural networks (SLFNs) introduced in
[10] in 2004. Its computer-based learning efficiency, and its for-
malizing and universal approximation capability are proved in
[10,11,13]. The basic ELM consists of starting with a SLFN with a
high enough number of hidden nodes, then assigning at random its
hidden weights and biases and, finally, using a simple calculation
(see Section 2), obtaining the remaining weights. This simple
process provides algorithms which need little human intervention
in tuning control parameters. Also they show high learning speed
and, as it is verified by means of its application, high generalization
capability. These features have made ELMs so interesting for
researchers. A fast search of the words “extreme”, “learning” and
“machine” in Google Scholar provides more than four hundred and
fifty thousand entries. A similar search in Scopus©, restricted to
articles appeared in journals, provides around nine hundred results,
being, at this moment, Neurocomputing and Neural Computing and
Applications the journals which more promote the ELM methodol-
ogy, providing almost 25% of the publications.
A large amount of variants of the original batch learning ELM
can be found in the literature as well as many interesting
applications to real problems. See, for example, [12,14–16] and
references therein. In this work we consider some of the most
representative versions used for traditional classification and
regression tasks and which take into account different aspects of
the technique: (i) the training data processing: OS-ELM [17] and
EOS-ELM [18], (ii) the optimization of the network architecture:
EI-ELM [13], OP-ELM [20] and EM-ELM [21], (iii) the generation of
the input weights and biases: SaE-ELM [23] and (iv) the structure
of the data set: W-ELM [24]. All of them will be briefly comment
in Section 5.
On the other hand, EAs are search and optimization methods
based on the principles of natural evolution and genetics that try
to approximate the optimal solution of a given problem [25]. The
EAs, in both the single and the multi-objective cases [26], have
shown a great potential during the last two decades. For the
multi-objective case, which we are dealing with, an updated list
of references with close to 9500 items is maintained by C.A.
Coello in [27].
In this paper we develop an upgraded version of the micro-
genetic algorithm, μG-ELM, we introduced in [28]. This μG-ELM is
a bi-objective evolutionary algorithm which is able to decide in
only one run the appropriate number of hidden nodes as well as
the corresponding weights and biases for minimizing the training
error. Then, it belongs to the ELM groups (ii) and (iii) described
above. It incorporates a regression device to determine if the
solutions search must be conducted to look for populations
containing bigger (with more hidden nodes), smaller (with less
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hidden nodes) or similar (with a similar number of hidden nodes)
SLFNs. In addition, we designed a specific mutation operator for
evolving the number of hidden nodes and a survival selection
operator. This algorithmwas tested against a set of ELM algorithms
and a classical BP algorithm in [28] and it showed significant
better performance.
Other advantages of μG-ELM, besides those mentioned above,
are that, in general, as well as any other evolutionary algorithm, is
stable and robust, since bad solutions survive with small prob-
ability; and, over-fitting is avoided by searching for compact
networks. However, we observed that for some data sets the
algorithm seemed to exhibit some premature convergence pro-
blems because the elements of the generated populations tended
quickly to be very similar. On the other hand, we also realized that
depending on the initial values of the weights and biases of the
networks in the initial population, the resultant solutions were
substantially different in some data sets. This is a well-known and
important fact and many studies can be found related to the
initialization of weights, for instance [29–35,37,38].
Due to these facts, in this work we tackle a set of modifications
focused in two directions on: first increasing the exploratory
capability of the algorithm and second, building appropriate initial
solutions by looking for the appropriate initial weights and biases
for the networks.
For the first task, our proposal is the use of a Gaussian mutation
operator, for substituting the polynomial mutation operator pre-
viously used [39], which allows us to extend the range of possible
values for the mutated weights and biases. In addition, the
Gaussian distribution will be also used in all the steps in which
the original algorithm used the uniform distribution. Furthermore,
we have introduced a re-sowing process which serves to add at
the end of each iteration some solutions to the population to be
evolved obtained from scratch and since this new device tends to
reduce the number of hidden nodes in the elements of the final
population, we propose a small modification of the mutation of
the number of hidden nodes process to widen their range and to
compensate the reduction.
For the second task, a new pre-process based on decision
theory is incorporated in order to initialize the networks of the
initial population. It takes into account the special features of the
problem being modeled and it is fast enough to not increasing
substantially the computational time for training the neural
networks. It is worthy to notice that this pre-process can be
used in the initialization of any other kind of learning
algorithms.
The paper is organized as follows: in Section 2 we present the
previous establishments and notations for the representation of
SLFNs, the ELM methodology and our bi-objective problem. Also
the original μG-ELM algorithm is briefly described. In Section 3 the
four modifications of the algorithm are presented. Section 4 is
devoted to tune our algorithm. Two experiments are developed to
determine the best version of the new μG2-ELM algorithm. In
Section 5 we compare our μG2-ELM under the best implementa-
tion selected as a result of the two previous experiments with the
old version and with several competitors. Summary and conclud-
ing remarks are provided in Section 6.
2. Brief on ELM, multi-objective optimization problems and
the μG-ELM
In this section we present the basic elements and notations for
understanding the ELM methodology and the bi-objective optimi-
zation problem used to guide the search of the EA. Also we briefly
describe our μG-ELM.
2.1. Single hidden layer feedforward networks and the ELM
methodology
A single hidden layer feedforward network with activation
function gðÞ satisfying certain mild conditions [19], linear output
function, n1 input variables, n2 hidden nodes and n3 output










where aij; bj and βjr, i¼ 1;…n1, j¼ 1;…;n2, r¼ 1;…;n3 are the
weights and biases of the layers 1 (hidden) and the weights of the
layer 2 (output), respectively. In the rest of the paper we will use
weights to refer to the weights and biases.
Now, given a data set with p different patterns, denoted by
means of
ð x!s; t!sÞ ¼ ðxs1;…; xsn1 ; ts1;…; tsn3 Þ; s¼ 1;…; p; ð2Þ
where x!s corresponds to the input variables and t!s to the target
or result, the ELM methodology proposes to set at random the
values of the components of a! and b! which correspond to the
hidden weights aij and bj; i¼ 1;…;n1; j¼ 1;…;n2 and then, to
obtain the matrix of output weights, β¼ ðβjrÞ; j¼ 1;…; n2; r¼
1;…;n3, by means of the calculation
β¼H†T; ð3Þ
where T¼ ð t!sÞ; s¼ 1;…; p, is the vector of targets and H† is the
Moore–Penrose generalized inverse of matrix H¼ ðgðPn1i ¼ 1 aijxsiþ
bjÞ, s¼ 1;…; p; j¼ 1;…;n2. Then, Eq. (1) can be used to obtain the
response of the network that minimizes the mean square error






ðtsr f rð x!sÞÞ2: ð4Þ
2.2. The bi-objective optimization problem and its solutions
The aim of the μG-ELM algorithm is to find the SLFN which
simultaneously minimizes the MSE and the number of hidden
nodes. For that purpose we state the following bi-objective
optimization problem
min F
!ð a!; b!;n2Þ ¼ ðMSEð a!; b
!Þ;n2Þ
s: t: : ð a!; b!ÞARn2ðn1 þ1Þ ð5Þ
1rn2rnmax:
Note that we only include the parameters ð a!; b!Þ and n2 since
Eq. (3) provides us the remaining parameters of the SLFN
β¼ ðβjrÞ; j¼ 1;…;n2; r¼ 1;…;n3.
The main difference between single and multi-objective opti-
mization lies in the fact that, in general, multi-objective optimiza-
tion problems have not a solution which simultaneously
minimizes all the objectives. Because of this, it is usual to look
for a set of solutions, called Pareto optimal set (or set of efficient
solutions), which verifies that there is no other feasible solution
which strictly improves one component of its objective function
without worsening at least one of the remaining ones.
For our problem in Eq. (5) the Pareto optimal solutions are the
ones for which there is no other solution with an strictly smaller
mean square error and lower than or equal number of
hidden nodes.
Fig. 1 shows the MSE versus the number of hidden nodes of a
population of 35 solutions where for each solution represented
with a triangle, there is at least one solution represented with a
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circle with smaller MSE and smaller or equal number of hidden
nodes. Then, circles represent the set of Pareto optimal solutions.
2.3. The μG-ELM algorithm
Procedure 1 shows the schema of our μG-ELM algorithm which
is described in detail in [28]. First, an initial population (set of
vectors ð a!; b!;n2Þ) is built. Then, the remaining parameters of
each SLFN are obtained using Eq. (3) and the MSE is calculated on
training and test sets by means of Eq. (4). After that, a regression
device, which relates their MSE computed on the test set and their
number of hidden nodes, decides whether the algorithm has to
search for networks with more, less or similar number of hidden
neurons, by setting the values of the variables add and subtract. If
add¼ ¼ TRUE, the algorithm looks for bigger networks, if
subtract ¼ ¼ TRUE for smaller ones and, when both variables are
TRUE the algorithm looks for networks with a number of hidden
neurons around a certain value [28, Fig. 3].
Next, an iterative process is repeated. A small subset of
solutions is selected from the whole population and for which
reason the algorithm is called micro-genetic. Their number of
hidden nodes is mutated taking into account the decision of the
regression device. Eq. (3) is applied to complete the SLFNs and
their MSE is computed on the training set. Then, the hidden
weights of the new solutions are evolved in the micro-loop and
the regression device is applied again to determine whether the
algorithms will look for bigger, similar or smaller networks in the
following iteration. Finally, the current population and the evolved
solutions in the micro-loop are joined and a new population is
obtained by means of a specific selection process which also takes
into consideration the value of the variables add and subtract.
Procedure 1. The original μG-ELM algorithm. n at the beginning of
a line indicates that this step will be modified in this paper.
1: (n) Build the initial population P1 and set Q1 ¼∅
2: Evaluate P1 on training and test sets
3: Set add and subtract variables (Regression device)
4: for t ¼ 1 to no_of_iterations do
5: Select Qt from Pt to be evolved
6: (n)Mutate the number of hidden nodes of Qt
7: Evaluate Qt on training set
8: (n)The micro-loop. Evolving Qt
9: Set add and subtract variables (Regression device)
10: (n)Select Ptþ1 from Pt [ Qt
11: end for
3. Modifications to improve the μG-ELM
The first modification is referred to the use of the Gaussian
distribution instead of the uniform for setting the weights of the
hidden neurons in several steps of our algorithm. It is also used in
the polynomial mutation operator applied in the micro-loop. The
second modification is the introduction of a re-sowing process to
complete the population used to start the next iteration with a small
modification of the process used to mutate the number of hidden
nodes. These changes increase in some extent the exploratory
capacity of the algorithm. The third modification consists of out-
lining a decision problem to select the appropriate initial weights.
3.1. The use of a Gaussian distribution for setting the weights and
biases
In the original μG-ELM we use the uniform distribution in
several steps of the process shown in Procedure 1. In Line 1, the
weights of the hidden nodes of the initial population are randomly
generated from U½1;1. In Line 6, when the regression device
decides neither to increase nor to decrease the number of hidden
nodes, new individuals are generated and the weights of the
hidden nodes are also randomly generated from U½1;1. Further-
more, when the regression device decides to increase the number
of hidden nodes, we select at random a hidden node common to
all the individuals in the current population, the minimum and
maximum values of all their components are calculated and then,
the algorithm generates the new weights from a uniform distribu-
tion between these minimum and maximum values. These values
are also used to compute the maximum range of variation for the
polynomial mutation operator [39] used in the micro-loop in Line
8. Therefore, the values of the weights were always restricted by
the extremes of the Uniform distribution when sometimes it could
be interesting go far away these limits to obtain potentially better
solutions. In the new version all these processes are accomplished
using the Gaussian distribution Nðμ;σÞ, which allows the para-
meters to vary in ð2σ;2σÞ with probability equal to 0.96 but it
also permits us to obtain values outside this interval with a
probability greater than 0. Therefore, on one hand, we obtain a
more stable process to set the values of the weights, since it is
most probably that they take values around the mean μ (with
higher probability as smaller the standard deviation σ is), and on
the other hand, we allow the process for searching outside the
limits established by the weights in the current population.
In addition, the Gaussian distribution is also used in the re-
sowing device (Section 3.2) that we include in the final selection
process (Line 10). There, new solutions have to be generated and
their corresponding new hidden weights have to be assigned. So,
this choice also simplifies and unifies our algorithm since in the
original version we used Uniform distributions in some steps and
polynomial distribution in the weights and bias mutation operator.
The use of the Gaussian distribution is implemented as follows.
The weights of the hidden nodes of the elements of the initial
population (Line 1) are generated from a Nð0;σ0Þ. The value of σ0 is
established as we explain in Section 3.2. For the perturbations of
the weights in the micro-loop, we use a Nð0;σjÞ; j¼ 1;…;n1þ1
(the n1 hidden weights and the bias). In the remaining situations
we use a Nðμj;σjÞ; j¼ 1;…;n1þ1, where the values of μj and σj are
estimated at the beginning of each iteration from the values of all
associated input-to-hidden weights and biases of a randomly
selected hidden node common to all individuals in the population.
3.2. The re-sowing process
The main aim of this re-sowing process is to introduce new
information in the population to be evolved in order to increase, in
some extent, the exploratory capability of the algorithm without
loosing the previous interest in obtaining solutions with the
appropriate number of hidden nodes, which is established by
the regression device.
In the original version of the μG-ELM, at the end of each
iteration, the process builds the new population Ptþ1 by applying a
selection process to the elements of the current population, Pt,
n2, no. of hidden nodes 








Fig. 1. MSE versus the number of hidden nodes of a population of 35 SLFNs. Circles
represent efficient solutions.
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together with a small set of new solutions, Qt, evolved in the
micro-evolutionary loop. This selection process is based on the
ranking proposed by Goldberg [40, p. 201] and the decision of the
regression device. Then, this new population is used to start the
next iteration. In the new proposal, we obtain a percentage α of
the population with the re-sowing process and the remaining
ð1αÞ% of the population with the mentioned process.
The re-sowing process is done in two steps. First the number of
hidden nodes of the new solutions n2 is set taking into considera-
tion if the algorithm is looking for bigger or smaller networks. This
step is shown in Procedure 2. The second step consists of assigning
the weights to the new networks. It is done using the normal
distribution as we have explained above in Section 3.1.
After this process the solutions are incorporated to the popula-
tion and evaluated using the training and test sets in order to start
a new iteration of the algorithm.
Procedure 2. Assigning the number of hidden nodes for the new
elements in the re-sowing process. V corresponds to the x
coordinate of the vertex of the parabola fitted in the regression
device [28, Section 4] and LN and UN are the minimum and
maximum number of hidden nodes in Pt, the current population.
R¼ ðUNLNÞ
RMidpoint ¼ ðUNþLNÞ=2
if add¼ ¼ TRUE and subtract ¼ ¼ FALSE then
Select n2 at random in ½RMidpoint ;UNþR=2
else if subtract ¼ ¼ TRUE and add¼ ¼ FALSE then
Select n2 at random in ½LNR=2;RMidpoint 
else if add¼ ¼ subtract ¼ ¼ TRUE then
Select n2 at random in ½V7R=6
else
Select n2 at random in ½LN;UN
end if
3.3. Mutation of the number of hidden nodes
The resowing process tends to reduce the range of variation of
the number of hidden nodes since we select the α% of the biggest
or smallest SLFNs in Pt [ Qt , depending on the decision of the
regression device. Fig. 2 shows the MSE versus the number of
hidden nodes of 15 efficient solutions in Pt [ Qt for which their
MSE decreases when the number of hidden nodes increases, then
the regression device would decide to increase the number of
nodes. In these conditions, and assuming that the size of the
population is for example equal to 10, the μG-ELM would select 10
solutions (Fig. 2, center) and the μG2-ELM with α¼ 0:2 would
select 8 and, in both cases, those with the highest number of
hidden nodes. Therefore, the range of the number of hidden nodes
is smaller in the second case. Then, in order to compensate this
reduction we propose a minor modification of the number of
hidden nodes mutation operator.
In the original mutation process of the number of nodes, the
maximum variation depended on the range of variation of the
number of hidden nodes of the individuals in the current popula-
tion and on the current number of hidden nodes of the individual
to be mutated. The process is shown in Procedure 3 with lines
labeled with ‘Old’. In the new proposal this process has been
simplified and only depends on the range of variation of the
number of hidden nodes (Procedure 3 with lines labeled with
‘New’). It is worthy to observe that the new perturbation is always
equal to or higher than the old one. For instance, when
add¼ ¼ TRUE and subtract ¼ ¼ FALSE, 0:5  R is equal to 0:25 
ðRþUNn2Þ ¼ 0:5  R0:25ðn2LNÞ when the number of hidden
nodes n2 is equal to LN and bigger otherwise.
Procedure 3. Mutation of the number of hidden nodes. u is a
uniform random value in ð0;1Þ, ⌈  ⌉ represents the ceil function, V,
LN, UN and Pt are as in Procedure 2. Lines labeled with -Old-
correspond to the original version of the algorithm and those
labeled with -New- correspond to the new proposal.
R¼UNLN
if add¼ ¼ TRUE and subtract ¼ ¼ FALSE then
Old: n2 ¼ n2þ⌈u minf0:25ðRþUNn2Þ;nmaxn2g⌉
New: n2 ¼ n2þ⌈u minf0:5  R;nmaxn2g⌉
else if subtract ¼ ¼ TRUE and add¼ ¼ FALSE then
Old: n2 ¼ n2⌈u minf0:25ðRþn2LNÞ;n21g⌉
New: n2 ¼ n2⌈u minf0:5  R;n21g⌉
else if add¼ ¼ subtract ¼ ¼ TRUE then





The third important incorporation is the design of an initial
pre-process to determine the range of variation in which the
weights of the elements of the initial population have to be
selected. It is well-known that it is important how the initial
weights are chosen in order to apply different kinds of ANN
training algorithms. Several works can be found in the literature
devoted to this topic. For instance, in [29] a classical and well-
known method to initialize the weights biases is proposed. The
study in [30] shows that for large neural networks for pattern
classification problems, the generalization performance is
improved by selecting small weights. In [31] their authors propose
two methods to initialize the parameters of feedforward wavelet
networks, a simple heuristic and another based on gradient
techniques. In [32] and [36] several initialization methods of
weights are studied for back propagation learning algorithms
and ELMs, respectively. The authors of [33] propose a fast training
algorithm which can be used also to initialize the parameters of a
neural network, based on sensitivity analysis. Rahnamayan et al.
[34] propose the opposition-based learning method which, unlike
Fig. 2. MSE versus the number of hidden nodes of a set of 15 efficient solutions in Pt [ Qt (left) and the solutions selected by the μG-ELM (center) and the μG2-ELM (right).
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the other proposals, can be used in a great variety of meta-
heuristic algorithms, both in their initialization stage and in the
variation process. In [35] a random guided process is established
for setting the hidden weights of an ELM algorithm to ensure the
full column rank of matrix H (Section 2) and to increase the
training and validation ability. An initialization with binary or
ternary values for ELM is introduced in [37]. Finally, an empirical
study is done in [38] which shows that the performance of SLFNs
Table 1
Data sets description. All data sets without reference have been obtained from [42].
Name # of inputs # of
samples
Name # of inputs # of
samples
Continuous/regression
Ikeda(I) [43] 2 1000 Ikeda(R)
[43]
2 1000
MGTS [44] 4 1500 Chi2 [45] 2 1000
Friedman
[46]
5 1000 Gamma [45] 1 1000
SinC [11] 1 1000 Abalone 8 4177
Autompg 7 392 Autoprice 15 159
Bank 8 4499 Cleveland 14 297
















Heart 13/2 303 Ionosphere 33/2 351
Image 18/7 2310 Iris 4/3 150
Lymphography 18/4 148 Pima 8/2 768

























































5 and 95 %ile
Fig. 3. Mean of the MSE obtained in the set of validation patterns and the percentiles 5 and 95 versus different values of σ0 varying in the interval (0,1).
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is usually better when input-to-hidden weights and bias are
randomly assigned instead of fixed.
Our process establishes that the range of variation of the weights
of the networks in the initial population depends on a parameter σ0.
After that, the own evolution of the algorithm will modify this
value. Previous to present the device designed to obtain the
appropriate value of the σ0 parameter we show its advisability by
means of a simple experiment. We have selected some representa-
tive data sets of the collection of problems that we will use later
(see Table 1) and we have fixed several values of σ0Að0;1Þ. For each
data set and each value of σ0 one hundred of different initial
populations are built. All the initial parameters ð a!; b!;n2Þ are
obtained from a normal distribution with mean equal to zero and
standard deviation equal to σ0. After that, the algorithm that we
proposed is applied for each initial population. Fig. 3 shows the
mean of the MSE obtained in the set of validation patterns and the
percentiles 5 and 95 (see in Section 4 how the data sets are divided
into training, test and validation sets).
Fig. 3 shows how initial values affect the MSE depending on the
data set. In the first row the smallest values of MSE correspond to
high values of σ0, contrary to what happens in the second row. In
the third row two examples for which σ0 does not affect the value
of the MSE are shown.
Therefore, we confirm the need of designing a device for
selecting the appropriate initial values which is described in the
following paragraphs.
The ideal way to proceed would be to look for the appropriate
set of values of σ0, one for each of the input weights associated
with each random hidden neuron, and one more for its bias. But,
in such a case we would have to propose a very complex
experimental design for selecting them which will negatively
affect the computational effort of our algorithm (we want a fast
tool which does not much delay our algorithm). As a consequence,
we suggest a fast and simple process, framed in the decision
theory field [41], to select the initial value of σ0 (the same for all
the parameters) and, then, start the algorithm in better conditions
than originally. It is worthy to notice that this new device can be
used in any other metaheuristic algorithm which requires to
initialize the weights and bias of a neural network.
For each data set, we design a decision problem in which we
have to select one alternative (the value of σ0) under several
unpredictable scenarios (the appropriate number of hidden nodes
which is not known in advance) in order to minimize a lost
function (the corresponding MSE). So, we consider that we have s
possible values of σ0, 0oσ0ir1; i¼ 1;…; s (s alternatives) and t
possible values of the number of hidden nodes, 0on2;jr
nmax; j¼ 1;…; t (t scenarios). Then, we apply the training method
for a SLFN and we consider as measure of goodness the MSE (eij,
the error under the alternative σ0i and the scenario n2;j) evaluated
in a certain set of patterns.
After this initial process, to obtain the preferred alternative we
have to establish a decision rule. We have selected three rules
from the different well-known decision rules [41, pp. 59–63],
because of their simplicity and also because they collect three
wide points of view: the optimistic, where σ0i is chosen to obtain
the minimum eij for all the scenarios; the pessimistic, which
chooses the best one in the worst scenario; and, finally, the
conservative, which chooses the value of σ0i that minimizes the
maximum difference when the best decision is not made. The
three methods select the alternative σ0k such that a certain error




and the decision rules are the following:
 Minmin Criterion (Optimistic rule) where ei is obtained as
ei ¼ min
1r jr t
feijg; i¼ 1;…; s ð7Þ
and it represents the minimum error reachable if we consider




feijg; i¼ 1;…; s ð8Þ
and it represents the maximum error reachable if we consider
the alternative σ0i. Minmax regret Criterion (Relative Lost rule) which defines the
matrix regret as
rij ¼ eij min
1rkr s
fekjg; i¼ 1;…; s; j¼ 1;…; t ð9Þ
the difference between the corresponding error and the best
alternative for that scenario, and ei is obtained as
ei ¼ max
1r jr t
frijg; i¼ 1;…; s: ð10Þ
Fig. 4 shows the obtained results when we apply these decision
rules to a hypothetical matrix of errors eij obtained with four
scenarios (σ0i; i¼ 1;…;4) and four alternatives (n2;j; j¼ 1…;4).
The optimistic criterion selects the highest value of σ0, the
pesimistic the lowest and an intermediate value is selected by
the conservative rule.
Our proposal is to include a device to be applied just before
selecting the initial population. It is described in Procedure 4. In
this device a small number k of SLFNs are generated for each value
of σi; i¼ 1;…; s, and each number of hidden nodes n2;j; j¼ 1;…; t.
Then, Eq. (3) is applied with the training patterns to obtain the
output weights and then, Eq. (4) to evaluate the networks in the
test set. The best of the k SLFNs gives the value of the error
measure. Finally, one of the three decision rules is applied. In
Section 4 an experiment will be conducted in order to determine
the rule or rules which get the best behavior for our algorithm.
Procedure 4. Determining the value of the initial parameter σ0
(k¼2).
Set s and t
Set alternatives σi; i¼ 1;…; s
Set scenarios n2;j; j¼ 1;…; t
for i’1 to s do
for j’1 to t do
for m’1 to 2 do
Generate alkm, bkm from a Nð0;σiÞ, l¼ 1;…;n1; k¼ 1;…;n2;j











Apply Eqs. (7) (or 8) or (9)–(10) and then, Eq. (6) to obtain the
value of σ0
Fig. 4. Results of the application of the three different decision rules to a
hypothetical matrix of errors.
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4. Tuning our algorithm
Since the main goals of the modifications are both to increase
the exploratory capacity of the algorithm and to start with the
optimal initial conditions, we do not consider the study of the
effect of each modification separately but all together as a whole.
In this section we develop the experiments carried out to tune
our algorithm. In this tunning process we have to determine the
strategy for selecting the individuals and for preprocessing them,
before applying the regression device, [28, Sec. 4]. Furthermore,
we have to choose one of the decision rules proposed in Section
3.4 to initialize the population.
The experiments are achieved with the data sets shown,
together with their main characteristics, in Table 1. They are
classified according to their type of underlying problem: to approx-
imate a continuous function, regression and classification. All are
standardized into the range ½1;1. These data sets will be also
used in Section 5 to compare our algorithm with its competitors.
In our previous paper, [28, Sec. 4] we have proposed three
strategies for selecting the individuals before applying the regres-
sion device: S1, S2 and S3 (which depend on the set of efficient
solutions we consider) and three ways to preprocess them: P1, P2
and P3 (which depend on the treatment applied to extreme values
in the solutions set). Now, we also consider three versions of our
algorithm, one for each decision rule presented in Section 3.2: μG-
ELM-O, μG-ELM-P and μG-ELM-RL, which correspond to Optimis-
tic, Pessimistic and Relative Lost rules, respectively. For each
version we have to decide which combination of the two factors
Si; i¼ 1;…;3; and Pj; j¼ 1;…;3, presents the best performance.
After that, the three versions are compared to select the best for
each kind of problem: continuous, regression and classification.
The development of the first part of this experiment is similar to
that made in [28, Seq 51]. Each data set is used to train 100 times a
neural network using each version of the algorithm and under each
of the nine combinations of the two factors. Then, we obtain 100
final neural network models for each problem and for each
configuration version-combination of the factors. For each of the
100 processes, the corresponding data set is randomly divided in
three subsets: 56.66% for training, 10.00% for testing (both used in
the learning process) and 33.33% for the validation set used for
evaluating the final ability of generalization. The parameters that
we used for running the algorithms are the same we used in the
previous work: size of population and number of iterations equal to
25; maximum number of hidden nodes equal to 100, number of
solutions to be evolved in the micro-loop equal to 4 (for a complete
description of the parameters we refer the readers to [28]). In
addition to the new parameters, the re-sowing percentage and the
values of σi and n2j are also fixed and they are shown in Table 2.
After this process we compute the MSE/CEP in the validation
set and we record the final number of hidden nodes, both used to
determine the best alternative. A Friedman test [47, pp. 272–284]
has been applied for comparing the MSE/CEP and the number of
hidden nodes of the resulting network for each group of problems:
continuous, regression and classification.
If significant differences are found among the configurations
then a multiple comparison Wilcoxon test [47, pp. 295–300] is
carried out to make decisions about the individual differences
between pairs of configurations. We fix the significance level equal
to 0.05. For simplicity, the nine combinations Si; Pj are numbered
from 1 to 9.
In Table 3 we can observe significant differences in the MSE/
CEP for each of the three algorithms only in continuous problems
and for n2 for each algorithm and kind of problem. So, for selecting
the best option for regression and classification problems we take
into consideration the number of hidden nodes. This leads to
select combination fourth, that is, S2P1, for the three algorithms,
which is the best choice for n2 in all the situations. For the
continuous case the best combinations for MSE are the worst for
n2 and vice versa. So we have to take a decision that prioritizes
some element. We decide to prioritize the MSE. Then, we chose
combination sixth (S2P3), which is in the first subset for MSE in the
three versions of the algorithm and it is in an intermediate
position for n2 (second subset, superscript b). We want to point
out that in order to simplify the process, we have selected one
combination common for the three algorithms for each kind of
problem.
The second part of the experiment consists of choosing one of
the three algorithms for each type of problem. We carry out an
analogous experiment using the results obtained with the corre-
sponding combination SiPj chosen previously for each type of
problem. In this case the Friedman test only finds significant
differences among the algorithms for the MSE in continuous
problems where μG-ELM-O and μG-ELM-RL show better behavior
than μG-ELM-P. For n2 the three algorithms are equivalent. Then,
we select μG-ELM-RL, the one using the conservative strategy, as
the best version of the algorithm since it is the one with the
smallest mean rank for n2, even though they are statistically
equivalent. Then, it will be the version used in Section 5 to be





σi 0.05, 0.15, 0.35, 0.5, 0.75
n2j 15, 40, 65, 90
Table 3
Best homogeneous means subsets for error (MSE/CEP) and number of hidden nodes
(n2). The combinations appear in increasing value of the rank provided by the




MSE 3a f6 2 5 9 1gab f8 7 4gb
n2 f7 4ga f8 9 1 6gab f5 2 3gb
Regression
MSE f2 7 8 9 4 3 5 6 1ga
n2 4a 6ab f5 1gb f7 3 9gbc f2 8gc
Classification
CEP f2 3 5 1 8 6 9 4 7ga
n2 4a f6 5gab f9 8 3 1 2 7gb
μG-ELM-P
Continuous
MSE f3ga f2 6 5 1 9gab f8 7 4gb
n2 4a f7 9 6gab f8 1 5 2 3gb
Regression
MSE f4 7 2 3 5 9 8 1 6ga
n2 f4 6 5ga f1 9 7 3 8 2gb
Classification
CEP f5 3 2 1 7 6 9 8 4ga
n2 4a f6 5gab f9 3 2 8 1 7gb
μG-ELM-RL
Continuous
MSE 3a f6 2 5 1 9gab f8 4 7gb
n2 4a f7 8 9gab f6 1 5 2 3gb
Regression
MSE f2 4 7 1 5 9 3 8 6ga
n2 f4 6 5ga f1 7 3 9 2 8gb
Classification
CEP f2 5 1 3 6 7 9 8 4ga
n2 4a f5 6gab f9 7 1 3 2 8gb
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5. Comparison of the algorithms
Now, we develop the experiment carried out to study the
behavior of our algorithm compared with the behavior of other
algorithms in the literature. Unlike the previous experiment in
Section 4 now we study the results in a more detailed way,
considering problem by problem instead of the three groups of
problems.
The new algorithm μG2-ELM is compared with the original μG-
ELM, with a classical Back Propagation algorithm implemented in
the Neural Network Tool Box of Matlab software [48] and with a
set of validated ELM algorithms: the original ELM [11] and the
online sequential ELM, OS-ELM [17], which allows training data to
come one by one or chunk by chunk; the ensemble of online
sequential ELM, EOS-ELM [18], which combines neural network
ensembles and OS-ELM; the enhanced I-ELM, EI-ELM [13] (an
improved version of the incremental ELM, I-ELM [19]) in which at
each step a certain number of hidden nodes are built and only the
one reaching the biggest training error reduction is selected; the
optimally pruned ELM, OP-ELM [20], which builds a network using
ELM and then removes no significant hidden neurons by using
regression techniques; SaE-ELM [23], which is an evolutionary
algorithm based on ELM and differential evolution; and, finally, the
weighted ELM, W-ELM [24], an ELM for imbalanced data which re-
weight the input data by adding different penalty coefficients to
the training errors corresponding to different inputs. This algo-
rithm is considered in such a way that for continuous and
regression problems the proposed weighting matrix W is set to
the identity. Next two methods have been mentioned in Section 1,
but they are not finally considered since they lead to not promising
results. The error minimized ELM, EM-ELM [21] is an error
minimization based method in which the number of hidden nodes
can grow one-by-one or group-by-group until optimal and the TS-
ELM [22] is a two-stage algorithm which, in the first stage, groups
of hidden nodes are added to the network until the stopping
criterion is met and then, in the second stage the hidden nodes are
reviewed and the insignificant ones are removed.
For each algorithm except for EI-ELM, OS-ELM and EOS-ELM, we
have used the codes and the parameters provided by their authors.
The other three algorithms have been implemented using the
descriptions and parameters presented in the corresponding papers.
Among the selected algorithms only our algorithms, OP-ELM and
EI-ELM give as solution to the appropriate number of hidden nodes
as well as the appropriate weights associated with this number. The
remaining algorithms look for the weights of a neural network in
which the number of hidden nodes has been set previously.
However, we also include in this second group the EI-ELM since it
needs to set an upper bound for the error to be reached and this
value depends on the particular problem being solved. We have
decided to set this bound to 0, then, the EI-ELM will never reach it
and it will stop when the maximum number of hidden nodes is
reached. Therefore, we have designed two kind of executions. The
algorithms in the first group (μG-ELM, μG2-ELM and OP-ELM) are
executed and the neural network obtained is evaluated using the
validation set in order to obtain the MSE/CEP. For the remaining
algorithms, one execution of the algorithm is the application of the
algorithm with 1;2;…;nmax hidden neurons. Then, the MSE/CEP
evaluated in the test set is obtained for each network and the one
with the best MSE/CEP is selected. Next, this neural network is
evaluated in the validation set to obtain the corresponding MSE/CEP.
Furthermore, in order to make the comparison as fair as
possible, we fix a minimum common time for the execution of
all the algorithms for each data set. This time is obtained as the
mean time of execution of our algorithm, μG2-ELM, for each of the
data sets. So, for each data set, each algorithm carries out a
sequence of complete executions until the accumulated time of
execution is greater than the reference time. The result is that all
the competitors present longer time of execution than ours, as it
can be observed in Fig. 5.
For comparing our algorithm with each of its competitors a
pairwise mean test for independent samples with a significance
level of 5% has been applied.
Tables 4–6 show the mean values obtained for the MSE/CEP
and the number of hidden nodes by all the algorithms in all the
data sets. The numbers in the columns of the competitors,
including as a competitor of our original version, are in normal,
italic or boldface style. Normal style indicates that significant
differences have not been found between the algorithms, italic
means that there are significant differences and the competitor
performance is better, and boldface means that significant differ-
ences are detected and our performance is better.
First, we will compare the behavior of μG2-ELM versus the
previous version μG-ELM (column 3 in Tables 4–6). After that, we
will compare our new algorithm with the remaining ones (col-
umns 4–11 in Tables 4–6).
When we compare the new version of our algorithm, μG2-ELM,
versus the previous version μG-ELM, we can see that the new version
reaches better mean for MSE/CEP in 5 out of 26 problems and they
are statistically equivalent in the remaining ones except for MGTS,
Chi2 and Satimage. Regarding the number of hidden nodes, the new
version gets better results in 6 problems. In four of them, Ikeda(I),
Ikeda(R), Friedman1 and Bank, the reduction is in both the mean
value of MSE and the number of neurons. In Chi2 and Satimage the
lower number of hidden nodes is at the expense of the error. The
new version is worst only in 1 problem, Image, for which the
increase in the number of hidden nodes provides a better CEP.
Therefore the μG2-ELM exhibits a slightly better performance than
its ancestor. For continuous problems the new proposal is better in
both the mean error and the number of hidden nodes, in 3 out of
7 problems and, regarding the number of neurones, it is better in one
more and it is never worse than the original version. For regression
problems, it improves both the mean error and the number of hidden
nodes in 1 out of 8 and its performance is equal for the rest. Finally,
for classification problems both are similar since they present equal
results in all the problems except for Image for which the perfor-
mance of μG2-ELM is better in the number of nodes by worsening the
mean error and Satimage for which the contrary occurs.
It is obvious that we do not obtain a dramatic improvement
since the previous version of the algorithm got values of the MSE





















Fig. 5. Mean time of execution per problem in seconds sorted from the highest to
the lowest.
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versions. Therefore to obtain these slight but statistically signifi-
cant improvements is a big deal.
Now, we compare our μG2-ELM with its competitors. First, we
center the analysis in BP (the last column in Tables 4–6) which is
the only one not ELM based. Also it is the only one which can be
considered equivalent to the μG2-ELM in terms of the error and
the number of nodes. Regarding the error we obtain better results
in 2 continuous problems (Ikeda(I) presents a worse error than
ours but statistically significant differences have not been detected
due to the huge variability of its results), 5 regression problems
and 3 classification problems, but BP beats us in 4 continuous
problems, 2 regression problems and 3 classification problems.
When looking at the number of nodes, we are better in 5 con-
tinuous problems, 4 regression problems and 3 classification
problems, but BP gets lower number of neurons in 2 continuous
problems, 4 regression problems and 6 classification problems.
Therefore, BP performance is very similar to our μG2-ELM, but, BP
is not competitive regarding the computational point of view, since
its execution time is from 30 to 1100 times greater than ours. Fig. 5
shows that the mean time of execution of BP is the highest one.
When attending to the algorithms based on the ELM metho-
dology, our algorithm reaches a lower error in 39 out 49 entries,
79:6%, for continuous problems (Table 4), 37 out of 56 for
regression problems, 66:1%, (Table 5) and 51 out of 77 for
classification problems, 66:2%, (Table 6). And we are only worse
in 6, 0 and 3 (12.3%, 0% and 3.9%), respectively. It is worth noting
that in regression problems, the pairwise test cannot detect
significant differences despite the high values obtained with OP-
ELM in problems Abalone, Autompg, Autoprice, Housing and
Machine due to the huge variability of the obtained results.
In addition, we are always better than EI-ELM, OS-ELM, EOS-ELM
andW-ELM for all continuous problems, except for Ikeda(I) for which
Table 4
Mean values of the MSE and the number of hidden nodes, n2, for the continuous problems evaluated in the validation set.
Data set μG2-ELM μG-ELM ELM W-ELM SaE-ELM EI-ELM OP-ELM OS-ELM EOS-ELM BP
Continuous
Ikeda(I)
MSE 4e16 1e12 2e16 1e09 2e16 0.214 6e08 7e14 3e08 1e07
n2 10.00 22.16 42.97 84.36 43.20 97.01 61.35 46.18 78.47 18.43
Ikeda(R)
MSE 4e16 2e12 1e16 1e09 2e16 0.208 7e08 5e14 2e10 3e08
n2 10.00 23.05 43.22 81.75 43.37 96.84 60.55 44.43 83.36 15.49
MGTS
MSE 7e03 6e03 9e03 0.013 9e03 0.172 0.011 0.022 0.013 3e03
n2 98.34 98.91 97.39 95.75 96.38 98.39 91.40 54.93 93.77 82.82
Chi2
MSE 2e03 1e03 0.016 0.026 8e03 0.529 2e03 0.041 0.031 8e04
n2 67.00 81.17 92.48 80.79 90.84 98.38 80.60 15.47 79.54 73.58
Friedman
MSE 3e04 1e03 9e04 8e04 1e03 0.056 0.015 1e03 4e03 2e05
n2 96.64 98.44 95.11 95.16 94.06 97.62 66.40 93.70 79.34 40.50
Gamma
MSE 2e05 2e05 2e05 1e04 2e05 0.376 1e05 3e05 1e04 8e06
n2 13.18 13.84 38.34 89.65 37.24 98.28 18.00 65.82 68.66 40.44
SinC
MSE 1e08 2e08 1e06 0.174 1e06 0.349 8e11 2e06 0.171 7e09
n2 17.07 17.57 69.10 60.56 70.16 69.21 32.60 77.57 41.53 37.84
Table 5
Mean values of the MSE and the number of hidden nodes, n2, for the regression problems evaluated in the validation set.
Data set μG2-ELM μG-ELM ELM W-ELM SaE-ELM EI-ELM OP-ELM OS-ELM EOS-ELM BP
Regression
Abalone
MSE 0.024 0.024 0.025 0.025 0.026 0.038 3967 0.024 0.026 0.023
n2 31.43 35.00 60.47 61.85 59.68 96.12 46.15 52.04 65.31 21.11
Autompg
MSE 0.024 0.024 0.027 0.028 0.027 0.052 0.046 0.027 0.028 0.028
n2 25.01 22.94 42.74 45.75 45.04 92.09 34.15 41.67 57.72 36.68
Autoprice
MSE 0.041 0.043 0.064 0.057 0.057 0.044 12.2 0.061 0.090 0.052
n2 15.20 15.28 31.01 33.63 28.42 69.62 19.55 29.91 43.51 37.06
Bank
MSE 8e03 9e03 9e03 9e03 9e03 0.083 0.038 9e03 1e02 6e03
n2 28.73 60.84 89.35 90.54 88.72 98.91 77.95 89.50 79.19 12.00
Cleveland
MSE 0.207 0.208 0.230 0.228 0.229 0.205 0.230 0.227 0.236 0.252
n2 12.15 10.95 27.67 30.21 27.82 73.45 20.15 28.13 46.44 22.46
Housing
MSE 0.035 0.038 0.039 0.039 0.038 0.078 78.3 0.039 0.041 0.035
n2 40.34 45.67 74.55 74.92 71.85 93.47 36.60 72.98 75.96 34.20
Machine
MSE 2e03 3e03 7e03 4e03 5e03 0.017 0.929 6e03 0.020 7e03
n2 24.00 22.34 43.85 67.16 41.07 76.85 15.35 35.94 60.01 13.62
Wisconsin
MSE 0.743 0.740 0.865 0.882 0.865 0.696 0.797 0.814 1.173 0.845
n2 11.83 10.68 27.92 29.77 26.37 64.42 14.00 25.31 50.90 39.49
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significant differences are not detected for EOS-ELM, but it is due to
the huge variability of its results. In regression problems, we are
better or equal than all the considered methods. OP-ELM is now the
technique with more variability and significant differences could not
be detected in Abalone, Housing, Machine and Autoprice even
though their errors are much higher than ours. Finally, we are better
or equal than ELM, W-ELM, OS-ELM and EOS-ELM for classification
problems and SaE-ELM, EI-ELM and OP-ELM only win us once in
Image, Lymphography and Ionosphere, respectively.
Regarding the number of hidden nodes, we obtain a lower
number in 34 out of 49 entries for continuous problems, 69:4%
(Table 4), in 53 out of 56 for regression problems, 94:6% (Table 5)
and 63 out of 77 for classification problems, 81:8% (Table 6).
Furthermore, we are only worse in 13, 1 and 8 (26.5%, 1.8% and
10.4%), respectively.
In particular, we are better or equal than EI-ELM and OP-ELM,
which are those which try to improve the compactness of the ELM,
in 12 out of 14 (85:7%) for continuous problems, 15 out of 16
(93:8%) for regression problems and 20 out of 22 (90:9%), for
classification problems. It is again worth noting that we are always
better than EI-ELM for all regression and classification problems
and better or equal in continuous problems. Furthermore, we have
a very good behavior in regression problems where only OP-ELM is
better than us for Machine. Furthermore, despite we are worse in
number of nodes than almost all the algorithms for MGTS, Fried-
man1 and Waveform, our MSE/CEP is better.
We also want to point out that we perform much better than W-
ELM for both balanced and unbalanced data sets in classification
problems. Also, our behavior is better than SaE-ELM, the evolu-
tionary algorithm that we have considered. μG2-ELM overcomes it
in MSE and number of nodes in all the regression problems except
in two for which we perform equal. In continuous problems we
obtain better or equal MSE in 5 out of 7 problems and better or
equal number of nodes also in 5 (85.7%). In classification problems
we are better or equal in all the problems (11) except in Waveform
for which SaE-ELM obtains a smaller number of nodes and Image
for which SaE-ELM gets a lower CEP.
We conclude that our μG2-ELM is very competitive when
compared with other ELM algorithms, in particular, when attending
to the complexity of the resultant neural network. Only BP beats us
in this respect but it is computationally much more expensive.
6. Conclusions
In this paper we have proposed a bi-objective genetic algo-
rithm based on the ELM methodology, μG2-ELM, which improves
the performance of that presented by the authors in [28]. The
improvements include the use of a Gaussian distribution to set and
mutate the weights and bias of the hidden nodes, the design of a
decision problem to establish the initial values of the hidden
weights and bias of the elements of the initial population and a
resowing process to select the set of solutions which are used in
each new iteration of the algorithm.
The algorithm has been compared with its previous version, a set
of ELM algorithms and one back-propagation algorithm showing a
very good behavior when the error reached and the number of hidden
neurons are considered. As final conclusion, the authors consider that
the synergy between the generation of solutions by using evolutionary
algorithms and the evaluation by using ELM methodology increases
the learning performance of both approaches compared with that
obtained when they are applied separately. Therefore, it is worthy to
take advantage of this synergy and to continue with the development
of algorithms which combine both methodologies.
Table 6
Mean values of the CEP and the number of hidden nodes, n2, for classification problems evaluated in the validation set.
Data set μG2-ELM μG-ELM ELM W-ELM SaE-ELM EI-ELM OP-ELM OS-ELM EOS-ELM BP
Classification
Aus.Card.
CEP 14.04 14.33 14.23 14.64 14.47 14.20 14.65 14.30 14.46 14.67
n2 19.99 19.29 45.81 48.45 44.77 80.76 20.65 44.62 60.10 17.05
Bcancer
CEP 03.66 03.81 04.38 04.10 04.31 07.15 05.34 04.40 04.66 03.56
n2 37.48 34.32 63.60 66.34 52.95 90.57 19.95 62.13 77.72 19.95
Heart
CEP 18.36 18.38 20.11 21.66 20.63 17.78 19.45 20.00 20.43 20.49
n2 11.82 13.45 32.43 35.57 44.08 75.89 16.85 28.86 51.53 18.26
Ionosph.
CEP 12.25 11.70 12.74 14.27 11.54 12.87 10.03 12.62 13.43 12.03
n2 22.31 22.18 42.41 48.11 48.37 89.01 36.55 43.17 67.12 25.76
Image
CEP 06.19 07.02 06.54 06.52 05.50 21.00 09.36 06.64 06.97 03.84
n2 80.96 75.93 93.60 94.01 94.97 99.87 77.25 91.34 88.00 37.28
Iris
CEP 04.50 04.52 05.90 03.94 06.18 17.75 04.75 05.60 05.83 04.90
n2 18.84 17.65 27.72 45.58 29.32 83.37 17.25 24.85 44.78 13.28
Lymphog.
CEP 22.73 22.57 23.88 24.88 24.73 20.24 23.51 23.49 25.86 23.84
n2 16.17 15.74 26.27 35.09 29.47 70.85 23.30 26.46 49.21 20.59
Pima
CEP 23.34 23.79 23.86 28.71 24.22 27.30 24.49 23.82 23.70 24.06
n2 13.79 12.59 33.15 44.98 38.73 94.39 14.25 33.70 48.59 27.44
Satimage
CEP 12.33 12.12 13.07 15.39 13.23 24.61 13.12 13.11 13.52 10.14
n2 92.92 98.37 96.08 95.26 92.42 99.92 98.85 95.79 88.45 78.76
Wavef.
CEP 14.26 14.45 14.56 15.16 14.61 17.50 16.00 14.49 14.84 13.91
n2 95.52 96.11 91.52 91.68 88.84 99.27 77.05 90.69 85.91 14.35
Wine
CEP 03.74 03.45 04.44 04.90 03.85 03.97 05.36 04.15 06.43 04.47
n2 20.31 22.33 36.48 42.48 37.47 96.26 31.30 35.27 69.11 10.77
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