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Abstract
As the demand for ever higher throughput short-range optical links is growing, re-
search and industry associations have shown increased interest in multilevel modu-
lation formats, such as the four leveled pulse amplitude modulation, referred to as
4-PAM. As on-off keying (OOK) persists to be the choice for low latency applica-
tions, for example high performance computing, datacenter operators see 4-PAM as
the next format to succeed current OOK-based optical interconnects. Throughput
can be increased in many ways: parallel links can be deployed, multicore fibers can
be used or more efficient modulation formats with digital signal processing is an al-
ternative. Therefore, to improve link data rates, the introduction of new modulation
formats and pre-emphasis are primarily considered in this thesis.
In a bandwidth-limited link, turning towards spectrally efficient formats is one of
the methods to overcome the bandwidth requirements of OOK. Such are the consid-
erations when opting for 3-PAM or 4-PAM schemes. Both require lower bandwidth
than OOK and are potential candidates in such scenarios. 4-PAM provides double
spectral efficiency and double data rate at the same symbol rate as on-off keying,
but, as with any technology transition, new challenges emerge, such as a higher SNR
requirement, a lower tolerance to VCSEL nonlinearities and skewing of the signal in
the time domain. 3-PAM could potentially be an in-between solution, as it requires
33% less bandwidth than OOK and is less sensitive to VCSEL dynamics which could
impair the transmission. A study is presented where 3-PAM has outperformed both
OOK and 4-PAM in the same link. Detailed investigation of legacy 25G class VC-
SELs has shown that devices with moderate damping are suitable for the transition
to 4-PAM.
The pre-emphasis of signals is a powerful tool to increase link bandwidth at the
cost of modulation amplitude. This has been investigated in this thesis for on-off
keying and has shown 9% and 27% increase in bit rate for error-free operation with
two pre-emphasis approaches. Similarly, pre-emphasis of a 4-PAM electrical signals
has enabled 71.8 Gbps transmission back-to-back with lightweight forward error cor-
rection and 94 Gbps net data rate was achieved with the same pre-emphasis and
post-processing using an oﬄine least-mean-square equalizer.
Keywords: Data communication, vertical cavity surface emitting lasers, intensity
modulation, multimode fiber, NRZ OOK, 3-PAM, 4-PAM, IM/DD, optical intercon-
nects, short-range fiber optic links, inter-symbol interference
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Chapter 1
Introduction
The term “information superhighway” [1] was coined in the 1980s to reflect
the access to Internet telecommunications network hosting the immeasurable
information available for anyone using the Internet. This metaphor hides an
acute understanding of how information is traveling from host to user through
a complex infrastructure spanning the globe. Starting a video stream on any of
our devices requires the activation of many network components, but the most
important element of the "superhighway" is the optical fiber. When looking
at the global fiber network, we can clearly understand the concept of the “su-
perhighway” - the fibers are the roads connecting continents, countries, cities
etc. Using multiple cables containing many fibers with multiple wavelengths,
we can expand the analogy with lanes of data traffic.
One might think that these highways are only for long-reach applications.
However, with the advent of online social media, cloud storage, streaming ser-
vices, high performance computing we must realize that data exchange must be
concentrated in special hubs, usually referred to as datacenters. These build-
ings host tens of thousands of servers each and the servers are interconnected
via very high data rate (above 10 Gbps), short (below 1 km) optical links.
Available space, power consumption and cost are major factors in designing
such centers, therefore devices in these links must ensure that they minimize
these parameters yet they must be mass producible and easily maintained at
the same time. Current standards include the parameters for lane rates, wave-
lengths, packaging, among others.
As with any complex system comprising of high data rate devices (includ-
ing driver circuitry, receiver electronics, connection interfaces, etc.) industry
standards for operation ensure the design, maintenance and quality of these
links and provide a basis for research goals. These are discussed in more detail
1
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in Chapter 2. This thesis will present results and techniques related to the
new standards including the transition to multilevel modulation formats that
are candidates for future standards.
1.1 A short history of fiber optic communication
Throughout history, the means of communicating over large distances effec-
tively was almost exclusively done by transmitting optically detectable symbols
or signs. A lighthouse communicates the vicinity of dangerous waters, a paint-
ing captures moments of time and imagination through colours and shapes.
As a direct communication system, we can consider simple schemes like smoke
signals, flag semaphore systems and of course written text interpreted through
reading. All rely on optical light reaching our sense of sight.
In 1841 Jean-Daniel Colladon from the University of Geneva, as a way to
show students how water flows out of a tank in different jets of water, collected
sunlight and illuminated the jets [2]. Through optical refraction he achieved
total internal reflection and students could see the various jets lit from the in-
side while the classroom was in darkness. At the time this effect provided great
entertainment value: Colladon’s water jets made it into opera productions and
a fountain spewing illuminated jets of water was a landmark attraction in the
World Fair of London in 1851. In 1842, Jacques Babinet, a specialist in optics
also found this phenomena intriguing and also showed that this transmission of
light is possible through curved glass rods [3]. These fundamental discoveries
spurred the research of improving the manufacture of very thin glass fibers, yet
Figure 1.1: The global fiber optic network (www.submarinecablemap.com)
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still only for aesthetic pleasure. In 1930, Heinrich Lamm first transmitted an
image of a light bulb through a bundle of optical fibers, making this the first
instance of transmission of information through optical fiber. Unfortunately,
further progress was stalled as image quality was poor and such applications
were marginal.
Not only until 1960, when Theodore Maiman presented the world’s first
working laser [4], did fiber optics receive renewed interest. The transistor
was already invented and fiber manufacturing by 1970 showed promise when
Corning announced its newest fiber with 20 dB/km attenuation [5] - a mile-
stone achievement, since the 1966 prediction made by Charles K. Kao and
George Hockham [6] showed that this is the acceptable limit for fiber optic
communications to be successful. Kao also showed that it is glass impurities
that cause the bulk of attenuation, therefore research sped up in improving
manufacturing processes. In 2009, Kao shared the Nobel Prize in Physics “for
groundbreaking achievements concerning the transmission of light in fibers for
optical communication” [7].
The parallel progress and research in high-speed electronics, laser design
and silica glass manufacturing culminated in a successful field trial in 1978 of a
44.7 Mbps transmission system in Atlanta, USA using 820 nm lasers and fibers
with a loss of only 6 dB/km [8]. Fast evolution followed. By 1988 the first
transatlantic cable, the TAT-8 link was deployed using 1300 nm transmission
wavelength with 280 Mbps throughput [9].
These aforementioned links suffered from major limitations in speed, since
the repeaters that helped to overcome signal degradation over the spans could
not keep up with the modulation speeds provided by transmitter electronics.
Additionally, they were an inefficient design: the optical signal had to be con-
verted to the electronic domain, amplified, then converted back to the optical
domain. A new era in fiber optic communication was emerging with the inven-
tion of the fully optical erbium-doped fiber amplifier (EDFA) by David Payne
of the University of Southampton and Emmanuel Desurvire at Bell Laborato-
ries in 1986 [10] and tailored to the 1540 nm operation wavelength, reported
in [11]. This ensured that the transmitted data could increase by hundredfolds
and the first ever all-optical transoceanic cable (TAT-12/13) was installed in
1996 in the Atlantic Ocean [12].
Ever since, fiber optic links have encompassed the globe. Fig 1.1 shows
the latest map of the intercontinental fiber network. Current technologies are
steadily reaching higher and higher throughput with many techniques, such
as the use of photonic crystal fibers for improved transmission quality, closely
spaced wavelength channels to make use of the low attenuation window of
single-mode fibers around 1550 nm, advanced modulation formats making use
of all parameters of the light wave, coding and error correction to enhance
detection of data symbols, etc.
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1.2 Short-reach fiber-optic links
Short-reach communication links (sometimes referred to as datacom links) are
almost as old as digital computing. They can either connect computers or
provide links within computer components. Even today, a large fraction of
links are still copper-based, i.e. the transmission medium is compromised of
copper cables. A datacenter is typically a computer or a number of computers
that are linked to perform data processing/storage for a specific task. The
earliest example of a datacenter was the airline booking system developed by
IBM and American Airlines, called the Semi-Automated Business Research
Environment, or SABRE [13], launched in the early 1960s. The system was
a success and launched the idea of centralized data processing within single
large-scale hubs. Many other businesses and companies followed upon this
idea, and by 1977 ARCNET was introduced within Chase Manhattan Bank
as the first Local Area Network (LAN), connecting up to 255 computers with
data rates of 2.5 Mbps [14] using copper cables. For decades, the transmis-
sion capabilities of copper was enough for lane rates over short distances. As
datacenters evolved, the need for transmission throughput was an ever more
demanding challenge for designers who wanted to keep copper cables in their
systems. The main physical drawback for these interconnects was the lack of
scalability of data rate versus the frequency dependent loss of existing cables:
as the required bandwidth is increased, the potential reach of copper decreases.
The potential bandwidth available in fiber optics meant that the need to tran-
sition to optical interconnects was unavoidable [15].
We have seen which major breakthroughs helped develop the global fiber
optic network in the previous section. Similar milestones can be seen in the
evolution of short-reach optical connections. The groundbreaking development
of the vertical cavity surface emitting laser (VCSEL) in 1979 [16] paved the
road for new applications of these revolutionary devices. Among the key ben-
efits of VCSELs compared to their edge emitting counterparts are their low
fabrication costs, since reliability, testing and characterization can be simpli-
fied. One of the most important features for these lasers is the circular output
beam profile, enabling efficient coupling into optical fiber. These advantages
have made these lasers the choice for short-reach links found in optical inter-
connects, consumer electronics, vehicle communication and driver assistance
systems [17]. Progress in multi-mode fiber design further propelled the expan-
sion of VCSEL-based interconnects to today’s multi-gigabit transmission links.
These links are readily available products, packaged into active optical cables,
and are implemented according to industry standards, such as FibreChannel
[18], Thunderbolt [19], Infiniband [20] and Ethernet [21].
4
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1.3 Thesis outline
This thesis deals with current approaches regarding multilevel modulation in
short-range optical links. Chapter 2 summarizes the characteristics of the
components and devices used in these VCSEL-based links and will present
standards, and form factors that accommodate these links. The third chapter
details the modulation formats used in the experiments and the method of
generating them and presents the basic measurement techniques which were
used. Chapter 4 discusses the current state-of-the-art approaches in research
of this field. The fifth chapter proposes future avenues for research within this
field and the final chapter gathers the publications which were the basis of this
thesis.
5
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Chapter 2
Short-reach fiber-optic links
Annual global datacenter (DC) IP traffic is predicted to reach 20.6. Zettabytes
by the end of 2021, averaging at about 1.7 ZB per month (the evolution of
the increase is shown in Fig. 2.1; more than 99% of global network traffic
will originate or be processed by datacenters, according to the Cisco Global
Cloud index [22]. DCs can be categorized into many categories based on their
location or services provided: on-premise Enterprise DCs, Cloud DCs (also re-
ferred to as Hyperscale or Mega DCs), edge DCs which are close to populated
areas (processing and storing mostly real-time data from businesses and de-
vices used by the local populace) and even planned micro-DCs near telephone
towers to handle the emerging traffic of the 5G wireless standard.
The interconnectedness of DCs is a key driving factor in developing links
that can support data traffic. Interestingly, the large majority (71.5 % pro-
jected value) of data produced by DCs stays within theses hubs, including
storage, production and authentication. This trend creates a challenge for
network designers and researchers working on the physical layer of creating
these high-speed links. The connections related to DCs can be categorized
into two main types:
• Intra-DC connections: links within the datacenter itself, typically shorter
than 2 km, the focus of this thesis.
• Inter-DC connections: links connecting DCs together within premises or
farther, with link lengths up to 120 km.
Another area of data processing where short-reach optical links are applied are
the so-called High Performance Computing (HPC) applications, more com-
7
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Figure 2.1: Former and predicted global data center IP traffic [22].
monly known as supercomputers. These systems are mainly used for high-end
scientific research simulations in weather forecasting, biology, nuclear physics
or even cosmology. The first HPC system to use VCSEL-based parallel optics
was the Advanced Simulation and Computing (ASC) Purple system installed
at the Lawrence Livermore National Laboratory in 2005 [23], reaching a mile-
stone 100 teraFLOPS computing goal. In HPC applications, where data in-
tegrity is essential, and bit error ratios (BER) need to be below 10−12, the
parallel optical links have to meet extra stringent requirements in terms of
reliability, latency (i.e. no digital signal processing in the link) and perfor-
mance. This means that research into error-free transmission links is always
of interest, i.e. solutions that enable the further evolution of HPC. As of the
writing of this thesis, the number one system is the Summit system in Oak
Ridge National Laboratory, USA [24]. The system uses optical interconnects
in its architecture based on the Infiniband standard.
2.1 Intra-datacenter connections
This thesis details research into short-reach optical links, which in the industry
are sometimes called datacom links or, in terms of datacenter applications,
intra-datacenter connections. As already mentioned in the Introduction, there
are many standards by various industry associations which offer solutions to
8
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these needs, namely Ethernet, Infiniband and FibreChannel. The difference
between these standards can be shortly described as follows:
• Ethernet1: broad scope of applications, but deals mostly with data traffic
and form factors of devices.
• Infiniband2: as already mentioned, it is a key technology in HPC.
• FibreChannel3: a solution focusing on storage are networks (SAN) and
information management.
2.1.1 Ethernet
Ethernet is the most well known standard, managed by the Institute of Elec-
trical and Electronics Engineers (IEEE) through the 802 project. Under the
802.3 denomination, the evolution of the standard has seen 10 Mbps copper-
based links evolve into the latest standard of links, referred to as 400GbE,
accepted in 2017. The evolution of both standards and Ethernet speeds is
shown in Fig. 2.2.
Figure 2.2: The Ethernet Standard road map [21].
2.1.2 Infiniband
Infiniband™, is a collaborative standard between technology drivers who deal
with building and selling HPC related devices and low-latency communication
links using channel-based, switched fabric interconnect architecture for server
1www.ethernetalliance.org
2www.infinibandta.org
3www.fibrechannel.org
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Figure 2.3: The Infiniband™ road map (QDR: Quad Data Rate; FDR: Fourteen
Data Rate; EDR: Enhanced Data Rate; HDR: High Data Rate, NDR: Next
Data Rate, XDR: eXtended Data Rate) [20].
and storage connectivity. Research laboratories, artificial intelligence devel-
opers and national laboratories opt for Infiniband-based architectures when
installing HPCs. This means that any research in short-reach optical links en-
compassing high data rate, low latency solutions (even error-free transmission
experiments) are of interest for this standard. As with the other standardized
technologies, their latest published roadmap as of this writing (Fig. 2.3) push
their goals to ever higher lane rates. The already implemented HDR standard
uses the QSFP56 form factor and 850 nm VCSEL-based multimode fiber active
optical cabling [25]. Additionally, Infiniband fabric solutions are compatible
with Ethernet switches to bolster their application range.
2.1.3 FibreChannel
FibreChannel™(FC) is a high-speed data transfer protocol for computer data
storage systems and servers. Its main usage is in storage area networks (SAN),
typically using fiber optics as a medium; its main protocol is the Fibre Channel
Protocol which runs SCSI commands over its networks. A key characteristic
of FC is the provision of in-order and lossless delivery of raw block data. Large
10
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Figure 2.4: The FibreChannel™ road map[18].
FC-based networks rely on their own switched fabric design. Since its inception
in 1998, FC has seen doubling in transfer speed every few years since 1996. This
is reflected in their historic roadmap and their planned roadmap, see Fig. 2.4.
Among the lane rate definitions, the group has also created and developed
modules to accommodate the physical layer traffic, e.g. the 128GFC-1TFC
module relying on VCSEL transmission and parallel OM4 MMF.
2.2 Inter-datacenter connections
Inter-datacenter interconnects include those between datacenters in metropoli-
tan areas and different cities, with uses as either storage backup or to create
a large, but distributed datacenter. To meet latency requirements, these fa-
cilities (referred to as Edge DCs) are located up to 120 km apart [26]. These
increased distances pose a new challenge to link design, as direct detection
schemes can not meet the future 400 Gbps lane rate standard. This is caused
by the low tolerance to chromatic dispersion accumulated during transmis-
sion, and intensity modulated signals can, in effect, be undetectable with-
out dispersion management. Dispersion compensating fibers (DCF) or Fiber
Bragg Gratings (FBG) are go-to options to optically compensate for chromatic
11
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Figure 2.5: Comparison between simplified representations of IM/DD trans-
mitter (a) and IM/DD receiver (b) and coherent, polarization multiplexed
transmitter (c) and receiver (d)
dispersion in these links, but may cause latency or additional losses. If left
uncompensated, digital signal processing (DSP) might have to be introduced,
but can only partially compensate the dispersion [27].
A straightforward solution to the chromatic dispersion found in inter-DC
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connections is to use less sensitive modulation formats. There are various ap-
proaches that are in consideration. One major alternative is the use of coherent
detection [28]. During coherent detection, the receiver performs a linear map-
ping from the optical field to the electrical signal using the input optical signal
from the fiber and a matched local oscillator (LO) laser which serves as an abso-
lute phase reference. The output of the receiver are two currents proportional
to the imaginary and real parts of the signal. This enables coding of data into
the phase (and amplitude) of the light, and additional digital signal processing
can manage the dispersion electronically, track the polarization and compen-
sate for polarization mode dispersion. Of course these additional steps require
costly circuitry, at the same time increasing the power consumption. Fig. 2.5
shows a high-level comparison between the transmitter and receiver block di-
agrams for IM/DD and coherent, polarization multiplexed signal generation.
A strong argument for more complex modulation formats is the question of
spectral efficiency, namely the efficiency of using the available bandwidth for
as many bits of data as possible. Measured in bit/s/Hz, M -PAM formats fall
short of coherent modulation formats: one can derive the spectral efficiency
of M -PAM as 0.5·log2M , whereas polarization multiplexed M2-QAM offers
4 log2M bits/s/Hz efficiency. It is evident from looking at the architectures
that IM/DD is a simpler, therefore less costly solution in terms of manufactur-
ing and power efficiency, yet as link lengths increase, considerations regarding
coherent transmissions will emerge.
2.3 Form factors for high-speed DC links
The datacenter industry will eventually adopt the 400GbE technology, stan-
dardized in IEEE 802.3bs-2017 [29]. As with all standards, the physical layer
will have to terminate each link with a transceiver module. Currently there
are many competing form factors that try to accommodate the new standard:
Octal Small Formfactor Pluggable (OSFP) [30], the latest member on the
market; C form-factor pluggable (CFP) and its newest generation, CFP8 [31];
and Quad Small Form Factor Pluggable Double Density (QSFP-DD) [32], the
smallest form factor of the three with eight lanes that can achieve up to 50Gbps
data rate per lane. Finally, there is a conceptual design called Consortium for
On-Board Optics, or COBO [33], planned to be the most power efficient of
the four, but is still in development stage. Fig. 2.6 shows the physical form
factors: QSFP-DD1, CFP82, OSFP3 and COBO 3. Within these solutions it
is worth noting that to meet standards, OSFP and QSFP-DD are designed to
1https://bit.ly/2GpseB8
2https://bit.ly/2UFOZVm
3https://bit.ly/2D92QfL
3https://bit.ly/2D92QfL
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incorporate 4-PAM signalling, whereas CFP8 tries to use existing lane rates
with a 16x25 Gbps interface and COBO is installed internally to line-card
equipment, replacing pluggable interface modules for more direct optical ac-
cess. Fig 2.71 shows the relative sizes of the units and their placement withing
a rack environment. It must be noted that the larger the interface, the lower
the port density at a cost of worse thermal management.
Figure 2.6: Various form factors for 400G applications in DCs: QSFP-DD,
CFP8, OSFP and COBO
2.4 VCSEL-based links
The simplest way to describe a communication link is through its basic build-
ing blocks. Such a simplified model is shown in Fig. 2.8. The digital data
source is the input to the transmitter, which converts the data stream into a
format that the channel can propagate over a distance. This can be anything
from smoke signals, reflected light from mirrors, sound waves from a speaker,
voltage levels or any parameter of a lightwave. The receiver in turn detects
this information and converts it back to a digitally interpretable format. In
1https://bit.ly/2WJq7Or
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Figure 2.7: Various form factors and their placement within a rack
this thesis, VCSEL-based links are discussed.
To expand the latter into real-world building blocks of a VCSEL-based
link, a general setup is shown in Fig. 2.9. It is immediately visible that in this
setup the VCSEL –the transmitter– is directly modulated. This approach is
critically important, since the use of energy-hungry and bulky external mod-
ulators is avoided, increasing overall energy efficiency. The VCSEL is mod-
ulated by the electrical signal coming from the digital source, in our case
the bit pattern generator which emulates a driver circuit. The laser diode is
powered through a bias-T, which combines the high-speed, alternating cur-
rent (AC)-coupled radio frequency (RF) signal with the direct current (DC)
source power. The combined signal is fed to a high-speed RF probe that is
in contact with the appropriate electrical pads of the VCSEL. In this scenario
the conversion of electrical signals to optical signals is achieved. The emitted
beam from the VCSEL facet is coupled into a lens package which first colli-
mates, then focuses the light into a fiber connector tip of the multi-mode fiber
Digital
source
Transmitter Channel Receiver
Digital
sink
Figure 2.8: Illustration of a simplified digital link.
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(MMF). The choice for this fiber type is due to its large tolerance to mis-
alignment, albeit MMFs are more expensive than their single-mode variants.
MMFs also relax the spectral requirements on VCSELs, which are therefore
generally fabricated as multi-mode devices. This in turn limits the links to in-
tensity modulated/directly detected schemes, where the intensity fluctuations
according to the modulation of the VCSEL are detected as information. On
the other hand, introducing complexity through more advanced modulation
formats will increase costs in the electronics and optoelectronics in such links.
2.5 Datacom light sources
Semiconductor lasers (LightAmplification by Stimulated Emission ofRadiation)
are the fundamental devices in almost all fiber optic links. Both directly and
externally modulated lasers have the same principle of operation: they consist
of a resonator cavity and a gain region. Photons inside the cavity can create
new photon pairs with the same wavelength and phase through recombination
of an electron and a hole. The cavity is bound by high reflectivity mirror pairs,
confining the photons to perform round trips to further enhance the probabil-
ity of recombination provided by population inversion in the materials used.
Among lasers there are a few distinct types depending on their cavity de-
sign. Fabry-Pérot resonators have a gain region and reflective mirrors, and
due to their linear structure, standing waves are generated inside the cavity,
therefore they can provide multiple, evenly spaced wavelengths. A more com-
monly used single frequency laser source is the so-called distributed feedback
Bit 
Pattern 
Generator
PHOTODEDECTOR
+ 
TRANSIMPEDANCE 
AMPLIFIER
BIAS-T VCSEL
DC
Source
Digital Source Transmitter Channel Receiver
MMF
Digital 
Analysis
Digital sink
Figure 2.9: Simplified illustration of a VCSEL-based link.
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Figure 2.10: Illustration of a simplified VCSEL structure.
laser. Frequency selection is achieved through a diffraction grating etched close
to the p-n junction of the laser diode, functioning as an optical filter. This
ensures that lasing is performed using this feedback at the selected frequency
which helps frequency stability of the device.
As already discussed, VCSELs are the primary light sources for datacom
applications. Although light emitting diodes can be considered as a predeces-
sor for VCSELs in short optical links [34], their low modulation bandwidth
ultimately meant that they quickly were replaced by lasers in short-reach op-
tical links, but they are still primary devices in visible light communication
[35]. The next section will describe VCSELs in more detail.
2.5.1 Vertical cavity surface emitting lasers - VCSELs
VCSELs are constructed by placing a light-emitting semiconductor diode in
between crystalline mirror layers with alternating high and low refractive in-
dices. These mirrors are referred to as distributed Bragg reflectors (DBR).
This structure enables the light to emit perpendicularly to the layers, provid-
ing confinement of light in the longitudinal direction, i.e. vertical to the wafer
surface. One must note that there are two distinct field distributions asso-
ciated with the geometry of a VCSEL. The output spectrum of the VCSEL
greatly depends on the aperture diameter, as it controls the transverse modes
of the cavity, therefore larger aperture VCSELs have multi-mode behavior.
In smaller aperture devices (typically 3 micrometers), the dominant mode is
launched from the device and side modes are suppressed. State of the art
datacom VCSELs are built with oxide layers near the active region to confine
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current into the quantum wells, further increasing the efficiency of conversion.
An example of a modern VCSEL structure is shown on Fig. 2.10 [36].
2.5.2 VCSEL characteristics
To understand why VCSELs are the dominant light sources in high-speed op-
tical interconnects, this section will briefly discuss the typical characteristics
of these devices, such as the current-power-voltage (IPV), spectrum and small
signal modulation response. Temperature dependence of VCSEL characteris-
tics, caused mainly by the change in the refractive index of the DBR layer, will
not be detailed in this thesis, as it is outside the scope of the investigations
presented.
Output power versus bias current
A primary description for a semiconductor laser is the evolution of its output
power as a function of the bias current. A typical IPV curve is shown in Fig.
2.11. Key features on such a curve are the threshold current (Ith) and the
thermal rollover. The threshold current is the minimum current required for
the lasing to start, whereas the thermal rollover indicates the regime where ad-
ditional biasing does not result in higher output power due to internal heating.
The curve shows a linear regime of operation, which is usually chosen as the
modulation range, albeit thermal effects are magnitudes slower than typical
modulation frequencies. The slope of the linear section is usually described
with the slope efficiency: the ratio between the power increase and the bias
point shift, measured in ampere/watt. The IPV curve of a VCSEL is tem-
perature dependent – higher device temperature decreases the overall output
power and the slope efficiency.
Spectral characteristics
VCSELs are considered as single-longitudinal mode lasers, since their opti-
cal cavity is short in the direction of oscillation. Due to the large lateral
dimensions, VCSELs support multiple transverse modes. Transverse modes
can be suppressed by tailoring the output aperture to a size where only the
fundamental mode escapes the device [37]. As aperture size is increased, more
light can be coupled from the VCSEL. Therefore, at a given power budget,
multi-mode VCSELs offer a better performance, balancing the losses and sen-
sitivity constraints during detection with the cost of chromatic and modal
dispersion arising in multi-mode fibers leading to shorter overall reach. Single-
mode VCSEL-based links on the other hand suffer less from these distortions,
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Figure 2.11: Optical output power and diode voltage versus bias current for a
VCSEL.
Fig. 2.12 shows typical spectra for both multi-mode (left) and single-mode
VCSELs (right) – note the ca. 30 dB suppression of modes of the single-mode
device. As the temperature increases, the operating wavelength of the VCSEL
shifts to longer wavelengths [38, 39], since the average refractive index of the
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Figure 2.12: Typical output spectrum for multi-mode (a) and single-mode (b)
850 nm VCSEL at 8 mA bias and room temperature. Courtesy of Petter
Westbergh.
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resonator material changes. A mismatch between the resonance of the DBR
mirrors and the gain peak wavelength of the quantum wells (QW) occurs, since
the rate of refractive index change is not equal. This ultimately causes lower
output power and lower internal quantum efficiency, as there will be carrier
leakage from the QWs. With the decrease of internal quantum efficiency, a
drop in resonance frequency follows, resulting in the modulation bandwidth to
also decrease. Decrease in quantum efficiency also causes the decrease of slope
efficiency, i.e. the output power increases at a slower rate when increasing bias
current than at lower temperatures.
Small-signal modulation
A key characteristic of a VCSEL is its modulation bandwidth, measured by
the S21 response. Typically the –3 dB bandwidth is considered as the mod-
ulation bandwidth of the device. From a system point of view, the VCSELs
should possess a flat, resonance peak-free frequency response (often termed
as "damped") [40] to avoid any overshooting that potentially could introduce
inter-symbol interference (ISI) in multilevel modulated links. Of course, this
does not change the fact that overall, a VCSEL-based link will behave as a
band-limited channel, causing ISI. As the bias point is increased, the resonance
frequency increases until thermal saturation effects become dominant. As the
temperature of the device is increased, the resonance frequency drops, since
the photon density is reduced in the gain region [41].The frequency response
of a state-of-the-art VCSEL [42] is shown for various bias currents in Fig. 2.13
[43].
Noise characteristics
As with all semiconductor lasers, VCSELs also possess noise sources. The most
widely discussed noise is relative intensity noise (RIN), inherent in all lasers.
The source of RIN is spontaneous emission in lasers, which gets coupled into
the lasing modes [44]. This results in optical power fluctuations on the useful
signal, therefore contributing to signal degradation and power penalty. Usu-
ally RIN is measured by subtracting the spectra of the VCSEL turned on at a
given bias point and when it is turned off (i.e. thermal receiver noise) and is
measured over a finite frequency range, thus its unit is denoted in dB/Hz. The
RIN spectrum typically shows a single resonance peak for single and multi-
mode VCSELs [45], but often multiple modes can emerge and show numerous
peaks. Above threshold currents, the overall RIN on the measured frequency
range quickly decreases, the resonance peak shifts outside of this range and
the RIN level reaches the shot noise limit for the detected photocurrent. A
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Figure 2.13: Modulation response of a 7 µm VCSEL at various bias points at
room temperature.
typical measured RIN spectrum can be seen on Fig. 2.14. As VCSEL designs
evolved, modern VCSELs now possess RIN below -140 dB/Hz, further aiding
a higher SNR and meeting industry standards [46].
Mode partition noise (MPN) is also a source of signal degradation. It can
be caused by the geometry of the coupling to the fiber, where multiple modes
compete and during coupling and propagation through multi-mode fiber, these
selected modes can effectively add amplitude noise to the transmitted optical
signal [47]. MPN directly affects RIN properties, resulting in the aforemen-
tioned multiple peaks [45]. Recent studies have calculated and analyzed VC-
SEL RIN and MPN correlation experimentally [48]. MPN can be reduced by
wavefront shaping, significantly improving transmission over MMF links, as
experimentally shown in [49].
2.5.3 VCSELs for optical interconnects
As mentioned in Section 1.2, VCSELs for short-reach optical interconnects
(OIs) benefit from many attractive attributes, such as low en-masse produc-
tion costs and low power consumption, among others. The operation wave-
lengths of today’s VCSELs in OIs is still largely 850 nm for the following
main reasons: the development of high performance VCSELs showed that
the aluminum-gallium-arsenide (AlGaAs) material system showed a balance
of high performance and an uncomplicated manufacturing process due to the
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Figure 2.14: Example of RIN spectra for a multi-mode VCSEL at various bias
points.
lattice match of the materials [50]. Additionally, MMFs could be easily aligned
with high tolerance and coupling efficiency to the circular output beam of the
VCSEL, whereas SMFs would suffer from alignment difficulties and poor per-
formance at 850 nm (e.g. becoming multimode fibers themselves, as the cut-off
wavelength of SMFs is near 1200 nm).
850 nm VCSEL-based OIs do, however, have their drawbacks, which be-
come more apparent as datacenters grow in size and require ever larger lane
rates. This translates into longer OI lengths and, accordingly, poorer perfor-
mance due to the limitations imposed by MMF characteristics (see. Section
2.6) over such distances. The solution to increase both reach and data rates
almost naturally necessitates the shift to higher wavelengths in such links [51].
The following sections will briefly discuss these devices.
850 nm VCSELs
To this day, the most mature manufacturing process for datacom VCSELs
belongs to 850 nm devices. As mentioned previously, these devices are based
on the GaAs material system and mirrors are fabricated using AlxGa1−xAs
compounds. This results in lattice-matched material layers that increase the
reliability and lifetime of these devices. Current generations of 850 nm VCSELs
employ quantum wells in the active region and oxide-confined apertures to
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enhance the radiative recombination rates and to decrease threshold currents
through current confinement to the active region, as well as transverse optical
confinement. This technique was crucial in the development of energy efficient
sub-mA threshold, reliable VCSELs [52].
1060 nm VCSELs
GaAs-based VCSELs technology is still considered superior to indium-phosphide
(InP) in terms of speed, energy-efficiency and cost-efficiency [53]. This ma-
terial system can be extended to operation wavelengths of around 1100 nm
without affecting the reliability of the devices [54]. This technology has great
potential as a competitor to InP-based externally modulated lasers or VCSELs
[55, 56] or silicon photonics solutions [57]. The drive behind 1060 nm VCSEL
development is the improved overall performance over standardized MMFs
(OM4 and OM5) with respect to fiber attenuation and chromatic dispersion
(see Section 2.6). Due to the induced strain in the structure, however, VC-
SELs at these wavelengths showed overall lower slope efficiency due to higher
internal optical loss stemming from the quadratic wavelength dependence on
free-carrier absorption [58].
Similarly to its 850 nm counterpart, these longer wavelength VCSELs can
be fabricated as single-mode devices. Recent research has shown that utilizing
the benefits from the longer wavelength (attenuation below 1 dB/km and chro-
matic dispersion around –30 ps/nm/km versus typical values of ca. 2 dB/km
and ca. –80 ps/nm/km at 850 nm in the same MMF), it is possible to create
longer reach links with comparatively large throughput as with 850nm devices,
as shown in [59] and Paper E.
Long-wavelength VCSELs
From Fig. 2.17 one can see that both attenuation and dispersion values are
lower for MMFs. Shifting wavelengths above 1200 nm results in new options for
OIs, namely the use of SMFs, whose performance at the 1310 nm and 1550 nm
wavelength windows are well known in long-haul transmission schemes. VC-
SELs in this wavelength range (Long-wavelength VCSELs - LW-VCSELS) re-
quire material systems with the suitable bandgap. The materials of choice
are typically InP-based compounds. The difficulty with manufacturing such
devices lies in the incompatibility with GaAs-AlGaAs mirror materials. To
overcome this obstacle of active region–mirror mismatch, wafer-fused VCSELs
were developed using buried tunnel junctions (BTJs) [60]. This innovation has
made LW-VCSELs an affordable and high-performance alternative to GaAs-
based VCSEL solutions, as presented in [61, 62].
When opting for longer wavelengths, datacenter operators will try to en-
force SMF-based links, since their use is deemed "future proof" and SMF
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manufacturing cost is significantly lower than MMFs. It is important to note
that the "cost" of SMF systems, when first installed, in DCs is multiple of the
MMF-based solutions, but one has to take into consideration the long-term
costs as well: SMFs possess higher available optical bandwidth and once in-
stalled, new cabling is seldom needed during expansion of a network, therefore
eliminating the cost of deploying a new fiber-optic network. This benefit will
on the long run mitigate the initial costs and if wavelength division multi-
plexing over these wavelengths will emerge, the already installed network will
not need replacement. This, with the low optical absorption in silicon makes
LW-VCSELs an attractive solution when considering Si-photonics platforms
for interconnect technologies [63].
2.6 Optical fibers for optical interconnects
This section will briefly discuss the MMF and its role in short-reach fiber optic
links, including its effects on transmission quality. MMFs are a primary choice
for VCSEL-based links mainly due to their large core area (either 62.5 µm or
50µm), making alignment tolerances high, resulting in lowered connectoriza-
tion costs. Single mode fiber (SMF) is cheaper to manufacture, but in the
case of datacenter applications, where millions of short links are present, the
aforementioned installation costs outweigh the fiber cabling costs as of today
[64]. Another motivation to keep multi-mode fiber-based links is the higher
cost of single-mode transceiver modules, manufacturers report an average of
1.5 to 4-5 times higher costs depending on the data rate [65]. The main rea-
sons for this are the already mentioned alignment (both position and angle)
tolerances of single mode devices and the requirements set on the output laser
beam itself to have an efficient coupling into the fiber. Looking ahead, it is
perceivable that more and more SMF links will penetrate into future datacen-
ters, but VCSELs with their low fabrication costs and their superiority in low
power consumption will dominate as transmitters.
2.6.1 Multi-mode fibers for optical interconnects
Multi-mode fibers derive their name due to their large numerical aperture
compared to the wavelengths they are commonly used for. Typical standard-
ized MMFs have a core diameter of 62.5 µm or 50 µm (compared to 9 µm
of a SMF) and the most prevalent technology uses 850 nm VCSELs. MMFs
behave as a regular dielectric waveguide with a core with a refractive index
ncore and a cladding with smaller refractive index ncladding, where the relative
index change is ∆ = (ncore−ncladding)/ncore  1, creating a so-called weakly
guiding dielectric waveguide. If we approach the propagation from a ray optics
point of view, we can assume that beams of light travel by means of total in-
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ternal reflection, trapping the light inside the core. This simplified description
does not cover how modes are propagating. For this, waveguide theory must
be introduced using an electromagnetic wave description. Modes keep their
initial parameters, such as polarization and transverse distribution along the
fiber core. The number of modes can be calculated using the V parameter [66,
Ch. 10]:
V = 2pi
a
λ
√
n2core − n2cladding, (2.1)
where λ is the wavelength of the propagating light and a is the core diameter.
Since a is significantly larger than λ in an MMF, V is large and the number
of modes is approximated as
Nmodes ≈ 4
pi2
V 2. (2.2)
This results in many hundreds of modes whether whether the core is 62.5 µm
or 50 µm in diameter. With the presence of many guided transverse electric
(TE) modes, their electric field E can be written as their superposition:
E(x, y, z) =
∑
j,k
aj,kuj,k(x, y) exp(−jβj,kz), (2.3)
where for mode j, k, aj,k is the mode amplitude, uj,k is the mode distribu-
tion and βj,k is the propagation constant. This means that each mode has a
different propagation constant, causing the group velocity to be also different
according to the relation between the two:
1
νg
=
∂βj,k
∂ω
, (2.4)
where ω is the angular frequency. This ultimately converts a differential mode
delay, causing the effect of modal dispersion [67]. Some modes can be grouped
together, as they possess identical or similar group velocities. In weakly guid-
ing waveguides, the solutions to the wave equation result in linearly polarized
(LPj,k) modes. These modes belong to the same principal mode group m if
the condition
m = 2k + j + 1 (2.5)
is fulfilled [68]. Modal dispersion limits the bandwidth of multi-mode fibers,
causing a decrease in reach and achievable data rate for a given fiber length
[69].
MMFs have evolved over many years of development. Before the emergence
of VCSELs, MMFs had step-index refractive index profiles to accommodate
modulated light from light-emitting diodes (LEDs) with their large core area
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[70]. These older generation step-index MMFs are now referred to OM1 and
OM2. Later developed standard fibers, such as OM3, OM3+ and OM4 are
graded index fibers, where there is a gradient change in refractive index inside
the core, minimizing the modal dispersion. The standards for these fibers are
described in the ISO/IEC 11801 [71], although the standard ITU-T G.651.1
also defines multi-mode fibers from OM2 and above [72].
The transmission reach of MMFs can be described using the modal band-
width and the effective modal bandwidth (EMB). Modal bandwidth – or more
commonly, the bandwidth-distance product – is expressed in MHz·km, and
describes the highest signaling rate for a given distance, whereas EMB is the
actual modal bandwidth measured using a reference source and pulse. The
distinction is made due to legacy LED-based links using the so-called over-
filled launch (OFL; the core is fully illuminated to excite all guided modes
with a frequency-swept LED), whereas differential mode delay (DMD) profiles
are measured by illuminating the core at different radial points with a short
pulse emitted from a SMF to ensure a small spot size for better resolution.
The resulting plot shows how pulses are delayed in time at different launch
positions. An example DMD profile is shown in Fig. 2.16. Table 2.1 summa-
rizes the various OFL and EMB distance-bandwidth products of standardized
MMFs.
The past years have shown a new design emerging, whose designation is
now widely used as OM5 or referred to as "wideband" multi-mode fiber and
has already been approved by the ISO/IEC 11801 Committee as OM5. Typi-
cal EMB for OM5 is 4700 MHz·km at 850 nm and 2470 MHz·km at 953 nm,
where the latter value is compensated for by lower chromatic dispersion and
therefore the EMB requirement is also lower for similar system performance
as shown in Fig. 2.17. It is specially designed for the 850-950 nm wavelength
range, so that shortwave wavelength division multiplexing (SWDM) is possi-
ble. These fibers have an increased effective modal bandwidth. This technique
enables the parallel use of tuned VCSELs to transmit usually at two or four
distinct wavelengths (850 nm and 940 nm; 850 nm, 880 nm, 910 nm and
940 nm) for both OOK-NRZ [73] and 4-PAM [74–76], the solution depicted
in Fig. 2.151. Some manufacturers, such as Corning [77] and OFS [78] have
commercially available designs of this standard, as well as the technological
association SWDM Alliance2.
1hhttps://community.fs.com
2http://www.swdm.org/
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Figure 2.15: A simplified representation of SWDM over OM5 MMF fiber
Figure 2.16: Example of the DMD profile of a MMF. Courtesy of J.M. Castro,
Panduit Laboratories.
2.6.2 Single-mode fibers for optical interconnects
As we have seen in the previous discussion, MMFs are still currently domi-
nant in the short-reach fiber optic links. New standards further improve their
capabilities to accommodate the increasing need for throughput, as discussed
when describing OM5 fibers. Additionally, there is research into experimental
MMFs optimized for 1060 nm operation wavelength, showcased in [53] and
SMFs that have low cut-off frequency (e.g. the prototype fiber used in Paper
E and [80]) to accommodate single-mode VCSELs operating near the 1060 nm
wavelength.
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Figure 2.17: MMF chromatic dispersion and attenuation versus wavelength,
with operation wavelengths of 850 nm and 1060 nm marked [79].
Table 2.1: OFL and EMB bandwidth-distance product for standardized MMFs
OM
Designation
Overfilled launch
850/1300nm
[MHz·km]
Effective modal bandwidth
850 nm
[MHz·km]
Effective modal bandwidth
953 nm
[MHz·km]
OM1 (62.5 µm) 200/500 n.a. n.a.
OM2 (50 µm) 500/500 n.a. n.a.
OM3 (50 µm) 1500/500 2000 n.a.
OM4 (50 µm) 3500/500 4700 n.a.
OM5 (50 µm) 3500/500 4700 2470
2.6.3 Multi-core fibers for optical interconnects
Space division multiplexing (SDM) is now a well-established technology in
the research of long-haul transmission systems. The key idea is using various
techniques to transmit data through multi-core fiber (MCF), a combination
of multiple cores within a single cladding or multiple modes in a single core
[81]. Although not heavily researched for short-range optical links, SDM may
eventually be the next step in solving the increasing demand of throughput
in datacenters [82]. It is possible to create VCSEL arrays that are spatially
matched to MCFs, as shown in [83], enabling an error-free aggregate data
rate of 240 Gbps. Alternately, the light of a single laser source can be used
and split, decorrelated and transmitted through the cores, enabling a FEC-
enhanced throughput of 700 Gbps [84].
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2.7 Optical signal detection and noise
In this discussion we focus on intensity modulation with direct detection
(IM/DD) schemes, where the power of the optical signal carries the infor-
mation. The optical receivers in this case detect the optical signal and convert
it to current. This is typically done with simple p-i-n junction photodetectors,
whose output current is directly proportional to the incident optical power
Pin. A photodetector has a given responsivity Rd at a given wavelength and
the photocurrent generated is given by:
Iph = Rd · Pin. (2.6)
Signal detection is aided by electric amplifiers after the diode. Most fre-
quently they are current-voltage converting stages, called transimpedance am-
plifiers (TIA), but seldom voltage amplifiers are used. To convert the detected
signal into digitally comprehensible data, decision circuits are needed. These
usually include a clock-recovery circuit to synchronize the decision process
and the decision circuit compares the output to the specified threshold level
at the specified sampling times. In OOK-based transmission two distinct volt-
age levels are needed and in the case of M -ary amplitude modulation, M − 1
thresholds form the separation.
A method to describe signal quality is through the signal-to-noise ratio
(SNR). It is defined as
SNR =
average signal power
noise power
=
I¯2ph
σ2
, (2.7)
where I¯ is the average photocurrent and σ is the root mean square of the noise
current. This description is valid in the electrical domain, therefore in this
discussion noise sources are all considered electrical. As previously mentioned,
the responsivity Rd is the ratio between the output current of the detector
and the incident optical power, expressed in Amperes per Watt. This means
that the conversion of Watts to Amperes is a square root operation (square
law detection).
In this work, three main noise sources are considered after detection:
1. Shot noise
2. Thermal noise
3. RIN
Due to the quantized nature of photons and electrons, the photocurrent
fluctuates due to the random electron-hole generation and photon absorption
inside the detector, even if the incident optical power is kept constant. This
means that the photocurrent will have a small time-varying component: I(t) =
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Iph + is(t), where is(t) is assumed to have zero average value. The variance of
shot noise is expressed as:
σ2shot = 2q(Iph + Id)∆f, (2.8)
where q is the elementary charge, Iph is the photocurrent, Id is the dark current
and ∆f is the receiver bandwidth [69, Ch.4, Sec. 4.4.1]. Shot noise is directly
proportional to the photocurrent, ergo the average optical power.
Thermal noise (iT ) arises from the thermal motion of electrons in resistors,
resulting in additional current fluctuations in the total current: I(t) = Iph +
is(t) + iT (t). The variance depends on the resistive load’s resistance:
σ2T = 4kBTFn∆f/Rload, (2.9)
where kB is the Boltzmann constant, T the temperature, FN is the noise figure
of the amplifier stage after the detector.
RIN originates from the laser source. As already mentioned in 2.5.2, it
cannot be considered uniform in distribution because of its resonance peaks,
and peaks rising from low frequencies where mode competition is present [85].
At a given (RIN) value, the RIN variance is expressed as
σ2RIN = (RIN)I
2
ph∆f, (2.10)
In total we can sum the variances:
σ2 = σ2shot+σ
2
T = 2q(Iph+Id)∆f+4kBTFn∆f/Rload+(RIN)I
2
ph∆f, (2.11)
and thus the SNR can be expressed as:
SNR =
I¯2ph
σ2
=
(Rd · Pin)2
(2q(Iph + Id) + 4kBTFn/Rload + (RIN)I2ph)∆f
. (2.12)
In this thesis, two specific noise limits are referenced. These are:
• Thermal noise limit
• Shot noise limit
A thermal noise limited scenario is when σT σshot. The thermal noise floor is
important in defining the receiver sensitivity, and is governed by the bandwidth
of the receiver by 4kBT∆f and is not dependent on the signal power. If we
assume that the power spectral density of thermal noise is constant, thermal
noise is mainly driven by the bandwidth. Often receivers are described by
their noise-equivalent power (NEP), which is defined as the minimum optical
power per unit bandwidth to produce an SNR of 1:
NEP =
Pin√
∆f
, (2.13)
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A link can be considered shot noise limited if σshot σT . This can be
achieved when the incident optical power is high enough to overcome the ther-
mal noise limit, therefore SNR can not be improved by a higher optical power.
RIN can dominate link noise after detection as it is proportional to the
square of the detector photocurrent, i.e. the higher the average received opti-
cal power, the higher the RIN induced noise. Therefore it is critical to select
low-RIN devices where high detected optical powers are present.
2.8 Power efficiency of VCSEL-based links
So far, the characteristics of VCSELs has been discussed. To create a link,
it is of course not enough to have a light emitting device. As depicted in
Fig. 2.8, there are many components in a transmission connection. When
examining OIs, most focus is spent on the driver and receiver circuitry, as
the power consumption for these parts is the highest in any high-speed VC-
SEL link. The vast majority of the drivers developed rely on complementary
metal–oxide–semiconductor (CMOS) technology, a design method that uses a
combination of p-type and n-type metal–oxide–semiconductor field-effect tran-
sistor (MOSFETs) to implement logic gates and other digital circuits. Some
research groups opt for silicon-germanium (SiGe) drivers [86], but they prove
more power hungry and costly compared to CMOS [87].
A distinction must be made. Research focusing on driver and receiver cir-
cuitry usually report link power efficiency, i.e. the total power of the link
divided by the achieved data rate. With regards to VCSELs and their design,
there are two metrics found in the literature: the energy-to-data ratio (EDR)
which is the voltage across the VCSEL multiplied by the bias current and
divided by the achieved data rate (V · I/BR) and the dissipated heat-to-data
ratio (HDR), which takes the output power produced by the VCSEL into ac-
count: ((V · I −Popt)/BR). Since this thesis deals with links, power efficiency
will refer to link power efficiency in the rest of the thesis. State-of-the-art
common-cathode designs show energy efficiencies between 0.84 and 3.9 pJ/bit
[88–92] and 4.7 pJ/bit for a FinFET CMOS driver with three-tap pre-emphasis
in the transmitter and 1-tap DFE and TIA in the receiver [93]. Interestingly,
in the same study the design of laser diode drivers has been analytically inves-
tigated based on 130 nm SiGe BiCMOS fabrication, and at 45 and 30 Gbps,
1.8 and 1.17 pJ/bit were shown, respectively.
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Pulse amplitude modulation in short-reach
VCSEL-based fiber-optic links
In high-speed short-reach optical interconnects MMF-based, intensity modu-
lated, direct detection (IM/DD) schemes dominate current links. The use of
this technology is mainly driven by its low implementation cost and simplicity.
Costs are determined by the mass production and testing of devices (mainly
VCSELs) and complexity of the driver circuitry and detection circuitry, the
high alignment tolerance of VCSEL-based MMF links, and the volume used
up by interconnects. As datacenters can host hundreds of thousands of inter-
connects each, another equally important factor when discussing interconnects
is the power efficiency, usually expressed in pJ/bit. This usually includes all
circuits, the VCSEL, detector and the data processing units, if present.
From the Shannon-Hartley theorem, we can assess the upper bound on the
channel capacity in bits per second for an arbitrarily low error rate, assuming
the channel noise is additive white Gaussian (AWGN) [94]:
C = B log2(1 +
S
N
), (3.1)
where C denotes the capacity, B is the channel bandwidth, S is the average
received signal power, N is the average power of the noise and interference over
the bandwidth. The ratio of the latter two is the signal-to-noise ratio (SNR),
described in Chapter 2. It is immediately apparent that increasing available
bandwidth will increase the capacity linearly compared to the logarithmic
increment by improving the SNR. Since MMFs can behave as a low-pass filter
[95], therefore the strongest limitation in interconnects is the available channel
bandwidth. In bandwidth-limited, low-pass filtered scenarios, inter-symbol
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interference (ISI) rises, meaning that adjacent or subsequent symbols interfere
with each other. This can be understood by the following description of an
AWGN channel model:
y(t) = x(t) ∗ hc(t) + ν(t), (3.2)
where x(t) is the transmitted signal, hc(t) is the impulse response of the chan-
nel and ν(t) is AWGN with power spectral density N0/2. In our case, hc(t)
is considered to be the impulse response of a low-pass filter, governed by the
channel bandwidth. Low-pass filtering broadens the signal in time, therefore
adjacent symbols suffer from artifacts from neighboring symbols. For a se-
quence of symbols yk, the sampled received signal values can be expressed as
[96, Ch. 9.2]
yk = xk +
∞∑
n=1
n 6=k
xnhk−n + νk, (3.3)
where xk denotes the deisred transmitted symbols, xn are the transmitted
symbols, h denotes the impulse response of the channel and νk is the additive
noise variable. The desired term, i.e. the transmitted information symbol is
symbolized by xk. The second term represents ISI in the k-th sampling instant.
3.1 Pulse amplitude modulation
For IM/DD systems, such as short-range optical interconnects, amplitude mod-
ulation is the most trivial modulation format. Information bits or symbols are
assigned to light intensity levels launched by the VCSELs, therefore the con-
stellation diagrams of OOK, the 3-PAM modulation used in Paper F and
4-PAM are one dimensional. Since there is a non-negativity constraint in such
schemes, the constellation diagrams all have points in the positive domain of
the axis, as shown in Fig 3.1.
By increasing the number of modulation levels, the overall spectral effi-
ciency increases. For M -PAM formats, at a fixed bit rate, the bandwidth of
the M -ary amplitude modulation is 1/ log2(M) compared to OOK [97].
A powerful qualitative tool to represent data sequences in time is by using
eye diagrams. These plots overlay all sampled symbols, and many conclusions
can be assessed by analyzing the eye diagrams. A simulated eye diagram for
an OOK NRZ signal with and without ISI is shown in Fig. 3.2a and Fig. 3.2b.
When looking at eye diagrams, ISI introduces two penalties: power penalties
close the eye diagram vertically and timing penalty closes the eye horizontally.
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The power penalty for OOK-NRZ systems has been analyzed in [98]. The
worst-case ISI power penalty in dB is defined as
PISI = 10 log10
(
1
1− Em
)
, (3.4)
where Emis the worst-case eye closure. For OOK the approximation of Em is
Em,OOK = 1.425 exp
(
− 1.28
(
T
TC
)2)
, (3.5)
where T denotes the symbol period and TC is the 10%–90% system rise-time.
This approximation is valid under a Gaussian channel response and a rectan-
gular input pulse [99]. Extending this to M -PAM, modeling it as three M -1
OOK eye diagrams, using the same system rise time and symbol rate, the eye
closure of M -PAM will be:
Em,M−PAM =
M
2
exp
(
− 1.28
(
T
TC
)2)
. (3.6)
3.2 Bit error ratio calculation
When discussing high data rate links, BER versus required received optical
power is a key metric to assess link performance. BER is defined as the ratio
between the number of errors over the total number of bits received:
BER =
Nerror
Nbits
, (3.7)
0
4-PAM
0
OOK
3-PAM
0
Figure 3.1: Constellation diagrams for OOK and 4-PAM
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Figure 3.2: Simulated eye diagrams for OOK-NRZ with no ISI (a) and with
ISI (b)
When conducting experiments, it is useful to compare the measured values
versus theoretically calculated values in order to understand sources of impair-
ments, such as implementation penalties or previously discussed limitations.
For different modulation formats, BER can be calculated from the symbol
error ratio (SER) by calculating the bit errors for all combinations of errors
possible in a symbol, i.e. aggregating the error probabilities of certain tran-
sitions. The SER for M -ary amplitude modulation has been derived in [100].
With sufficiently high SNR and Gaussian noise, the SER can be approximated
as
SER =
(M − 1)
M
erfc
(
Iavg
(M − 1)σ√2
)
, (3.8)
where Iavg denotes the average photodetector current, σ is the RMS current
noise for all symbols and erfc is the complementary error function. Since in
this thesis non-negative constellations are used throughout the experiments,
as seen in 3.1, we can write the amplitude levels Ai as:
Ai = ∆i, i = 0, 1...M − 1, (3.9)
where ∆ represents a unit amplitude. From here the mean values of the
photodetector current and signal power Es as a function ofM can be expressed
as:
Iavg = E[X] = (1/M)
M∑
i=0
Ai =
∆(M − 1)
2
, (3.10)
Es = E[X
2] = (1/M)
M∑
i=0
A2i =
∆2(2M − 1)(M − 1)
6
, (3.11)
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and from the above, I2avg becomes
I2avg =
3Es(M − 1)
2(2M − 1) , (3.12)
Finally, expressing the SER for any value of M (M=0,1,2...), the SER as
a function of M , the signal energy Es and the power spectral density (σ =√
N0/2) becomes
SER =
(M − 1)
M
erfc
(√
3Es
2(2M − 1)(M − 1)N0
)
, (3.13)
simulated and analyzed in Paper F. The BER of a modulation is depen-
dent on its labeling of symbols, i.e. how bits are assigned to a symbol. The
Hamming distance is the number of positions where a string of bits is differ-
ent, denoted as d. In the scope of this thesis, we distinguish between natural
labeling and Gray-labeling of symbols [101]. For Gray-mapping d = 1, how-
ever, other variants of coded modulation may result in other bit-to-symbol
mappings. Gray mapping, if, applied facilitates error correction. Compared to
OOK and assuming AWGN in the link, the optical power penalty for M -PAM
at the same symbol rate has been calculated in [102] as
Ppensym = 10 log10(M − 1), (3.14)
which, in the case of 4-PAM translates into 4.8 dB, since 4-PAM requires three
times the modulation amplitude of a NRZ waveform at the same symbol rate
to achieve the same BER. Similarly, when comparing M -level PAM compared
to OOK at the same bit rate, we calculate the optical power penalty as
Ppenbit = 10 log10
(
M − 1√
log2(M)
)
. (3.15)
This indicates that for 4-PAM, 3.3 dB more power is required compared
to OOK for the same BER at a given data rate. It is clear that although the
bandwidth requirement for 4-PAM is halved compared to OOK, more optical
power is needed to achieve the same BER. This indicates a trade-off between
power efficiency (i.e. the overall power required to generate a high-SNR 4-
PAM signal) and bandwidth efficiency.
To generate OOK or 4-PAM signals in laboratory circumstances, one can
achieve this in two ways: either use a high bandwidth Bit Pattern Generator
(BPG) to create a stream of binary rectangular pulses or use a programmable
arbitrary waveform generator (AWG), which can be programmed to store and
create custom pulses. Using a BPG has the advantage of enabling real-time
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Figure 3.3: Generation of naturally labeled 4-PAM signals using a BPG and
two decorrelated binary signals with the generated electrical 4-PAM signal in
the inset.
analysis and BER measurement, since an error analyzer (ER) can be synchro-
nized with the BPG. On the other hand, mathematically optimized pulses with
the AWG gives the freedom to utilize various form of pre-emphasis or pulse
shaping, as presented in [103]. This approach however typically requires oﬄine
processing of sampled data and leads to digital signal processing (DSP) in in-
stalled links, ultimately increasing power consumption. In the work presented
in this thesis, generation of signals was done by using a BPG. Fig. 3.3 shows
the method of creating naturally labeled 4-PAM signals.
The BPG transmits two PRBS bit streams, with a given delay offset (usu-
ally half of the sequence length to obtain all transitions and acceptable BER
measurements) on two branches. For 4-PAM, the amplitude difference has to
be a factor of two, so that all levels are equally spaced. A high-bandwidth
coupler combines the two branches to form the driving signal to the VCSEL.
This electrical signal (seen in the inset) is carried to the externally biased VC-
SEL via a bias-T to a high-speed probe matching the distance between the
signal-ground-signal pads (referred to as the pitch of the probe). The modu-
lated VCSEL optical output is coupled into a MMF fiber by a lens package.
After this stage, additional fiber can be inserted. The fiber is then connected
to a variable optical attenuator (VOA) so that the received optical power
can be changed before detection with a photoreceiver that includes a linear
transimpedance amplifier. The converted signal then can be displayed on an
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oscilloscope or analyzed with the EA. The EA can not distinguish between
all three thresholds of the 4-PAM signal, therefore it has to be treated as
three stacked OOK signals. The three level error thresholds, (LERs, denoted
as LER1, LER2 and LER3) will produce three BER curves, and assuming
that errors are occurring between neighboring decision levels in the low-BER
regime, the total BER in the case of natural labeling can be given by
BERtotal =
1
2
LER1 + LER2 +
1
2
LER3. (3.16)
In this section fundamental modulation considerations were presented. As
with all digital links, challenges arise when pushing towards ever higher data
rates and transmission lengths. The next section will address the techniques
used in state-of-the-art research. When discussing these topics, it must be
noted that “error-free” transmission means that the BER is below 10−12 with
a specified confidence level. Confidence levels are introduced as a means to
eliminate uncertainties arising from measurements too short to give a clear
metric of BER or avoid measurements which are unnecessarily long. A stan-
dard industry confidence level (CL) for BER measurements is 95% [104], where
CL is defined as
CL = 1− exp(−Nbits ·BER), (3.17)
which when rearranged gives the number of bits, Nbits required for a given
BER and confidence level:
Nbits =
− ln(1− CL)
BER
. (3.18)
In this thesis, all measurements were performed in agreement with the above
methodology regarding the confidence level and minimum number of errors.
3.3 Extending the reach of VCSEL-based fiber optic links
Pre-emphasis
As seen from the Shannon capacity calculation, the available bandwidth lin-
early increases the throughput of the channel. A method to enhance link band-
width, and consequently decrease ISI, is by manipulating the pulse shapes at
the transmitter so that high frequency components are amplified at the cost of
the lower frequency components, i.e. transferring energy to higher frequencies.
This method of pulse shaping is called pre-emphasis. Implementing the tech-
nique on the transmitter side is frequently done by feed-forward equalization
(FFE), using finite impulse response (FIR) filters with a series of tap weights
to adjust the frequency response beyond the channel’s own response. FFEs
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are filters whose branches delay the input signal. The output y[k] of a FIR
filter with input x[k] is:
y[k] =
N∑
n=0
bnx[k − n] (3.19)
where N is the order of the filter and bi are the coefficients. The simplified
frequency response of such a filter can be denoted as
H2pi(ω) =
∞∑
n=∞
h[n] · (eiω)−n =
N∑
n=0
bn(e
iω)−n (3.20)
The time domain representation of the simplest two-tap FFE filter that has
been used in Paper A and Paper E can be described as
y(t) = x(t) + c1x(t−∆t) (3.21)
or, in terms of frequency
y(t) = ejωt + c1e
jω(t−∆t) (3.22)
Within the scope of this thesis, filter optimization was performed for values
of the delay (the fraction of a symbol period, ∆t) and coefficients cn. This
results in a symbol-spaced FIR filter, whose transfer function becomes
H(f) =
N−1∑
n=0
cne
jω∆t (3.23)
where c1 was considered to be a negative value, i.e. inversed data.
The main advantage of this method is that it requires relatively low power
if implemented with an active circuit or can be passively realized, as shown
in Paper B and Paper C. Fig. 3.4 shows pre-emphasis schematically, using
time-domain signal representation. Fig. 3.5 shows the block diagram of FFE.
In Paper A and Paper E a two-tap pre-emphasis was achieved with discrete
components for OOK; optimal points were calculated and implemented exper-
imentally.
Equalization techniques
There are numerous types of equalization techniques after detection. They can
broadly be categorized into two types: adaptive and fixed equalizers. The key
difference between the two is the way they are implemented: fixed equalizers
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Figure 3.4: Explanatory diagram of pre-emphasis and de-emphasis using time-
domain waveforms.
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Figure 3.5: Example of how FFE pre-emphasis is generated using FIR filters.
have set values as tap coefficients and adaptive equalizers measure the channel
and have a feedback loop to update coefficients.
The adaptive equalization discussed within the scope of the thesis is the
least mean squares equalizer (LMSE). This algorithm updates equalizer taps
per received symbol, referred to as symbol-spaced equalization. The algorithm
is based on the steepest descent method, where after a set of training bits, the
equalizer updates the initial filter taps to minimize the difference between the
desired symbols and the input signal. Such an equalizer was implemented
and used in Paper C. Its method of updating follows the recursive equations
below:
e(n) = d(n)−wH(n)u(n)
w(n+ 1) = w(n) + µu(n)e*(n)
(3.24)
where e(n) is the estimation error based on the training sequence, d(n) is the
desired signal, w are the filter coefficients, u is the input signal vector and µ is
the step-size for the algorithm. A drawback of the LMS is that it may diverge
if the step size is not chosen carefully.
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Forward error correction
Forward error correction (FEC) is a powerful tool for controlling errors over a
noisy channel. The general idea of FEC is to code the data with redundancy
without having to resend the data again. This requires special algorithms
both to code and decode the data. The first modern error correcting code is
attributed to Richard Hamming in 1950, labeled as the Hamming(7,4) code
[105].
The advantage of using FEC is the reduction in requirements on BER
and received optical power in short-range links at the expense of increased
complexity from coding-decoding. This complexity introduces overhead in the
data, therefore the effective data rate decreases. Additionally, FEC can po-
tentially add unwanted latency in these links (arising from the processing of
the data stream), therefore codes with low error-correcting capabilities are a
preferred choice. The codes are conventionally labeled (n, k, t), where n is
the code length, k is the number of information bits and t is the number of
correctable bits. The code rate thus is k/n and the overheads (the error cor-
recting part of the data) are therefore calculated by the ratio (n/k)−1. These
block codes, later generalized by Bose-Chaudhuri-Hocquenghem and referred
to as BCH codes correct random bit errors. Unfortunately, for low BERs,
the t=1 Hamming codes are insufficient and the more computationally heavy
BCH codes are needed. An example for Hamming-code (t=1) based FEC BER
requirements were investigated in Paper B. FEC has been present and intro-
duced in optical interconnects in the Infiniband standard [106] and Ethernet
100GBASE-SR4 standard [107]. These standards use the Reed-Solomon (RS)
error correction codes, also present in optical storage devices, such as DVDs
and Blu-Ray discs. RS codes are powerful in correcting burst (or symbol)
errors, therefore when the BER is low, RS is a viable solution.
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State-of-the-art and trends in short-reach
optical Interconnects
We have established basic approaches to extend the capabilities of VCSEL-
based short-reach optical links. Among these are pulse shaping, pre-emphasis,
post-equalization, FEC and combinations thereof. Fig. 4.1 visualizes the achieved
transmission distances and data rates for such links taken from [108–128].
There are numerous link and modulation designs competing for the future im-
plementations of optical interconnects. A brief description of these will follow
in this chapter.
4.1 Modulation
4.1.1 Pulse amplitude modulation
It is clear that there is great competition between various modulation for-
mats and DSP techniques accompanying the data transmission. As discussed
before, costs of building a datacenter with VCSEL-based optical links is heav-
ily cost driven, i.e. the lower the price per gigabit of data, the more likely
the technology will be implemented. The so-called legacy systems, which are
based IM/DD using 850 nm VCSELs and MMF are still dominating current
systems, but there are many new avenues where optical interconnects can
evolve. The new generation of wideband MMFs (the soon-to-be OM5 stan-
dard) gives rise to possibilities to use longer wavelength VCSELs, i.e. 980 nm
and above. The motivation behind these new wavelengths is the overall better
performance in MMF fibers: chromatic dispersion and attenuation are lower
at these wavelengths with existing OM4 fibers, therefore increase in reach is
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directly possible. It is undecided which longer wavelength VCSEL-based in-
terconnects will replace or co-exist with the 850 nm standard: the desire for
at least 40 Gbps OOK has been achieved with 980 nm VCSELs, as shown
in [129, 130], including 4-PAM modulation [131]. 1060 nm VCSELs are also
emerging as a potential candidate – transmission over 1 km of MMF at 25.78
Gbps OOK was demonstrated in [59], 40 Gbps was reported back-to-back in
[132] and 50 Gbps over 1 km of low cut-off SMF in Paper E and 50 Gbps
4-PAM in [133].
There is also a high possibility that within a few years, 1550 nm VC-
SELs and SMF-based links will emerge, as discussed in Chapter 2.6.2. Re-
quired reach within datacenters will increase and an all-SMF infrastructure
will enable a more cost-effective network, e.g. due to the scalability of SMF
throughput with wavelength division multiplexing (instead of parallel MMFs)
or the one-time installation of the SMF fiber network. As shown in Fig. 4.1 the
longest reach points were all possible with 1550 nm devices [110, 114, 115, 121].
4.1.2 Discrete multi-tone transmission (DMT)
DMT is a baseband multi-carrier modulation, where multiple orthogonal sub-
carriers are used to divide link bandwidth into many narrow bands with data
transmission in each band [134]. Most frequently quadrature amplitude mod-
ulation (QAM) is used for each sub-carrier. The orthogonal sub-carriers are
generated with inverse Fourier transform and on the receiver side, and reversed
independently during demodulation from each sub-carrier. The advantage of
such a scheme is its flexibility in allocating the number of bits and power for
each sub-carrier depending on the SNR. This technique for allocation is some-
times referenced as bit loading. A disadvantage of DMT (similarly to orthog-
onal frequency division multiplexing) is its high peak-to-average power ratio
(PAPR). The more sub-carriers are used, the higher PAPR is, ultimately de-
creasing power efficiency of the transmission. Additionally, computation-heavy
DSP is needed for synchronization and the Fourier-transformations involved.
In the context of interconnects, the increased complexity of the scheme also
contributes to higher power consumption.
Recent research has shown that pre-distortion with DMT modulation can
create VCSEL-based links with throughputs of up to 144 Gbps [135], although
relying on hard-decision FEC with 7% overhead. This, of course, as with any
FEC scheme increases the power consumption ins short links, as has been
shown in [136].
44
4.1. MODULATION
4.1.3 Multi-band carrierless amplitude phase modulation (MCAP)
CAP modulation is a multidimensional and multilevel modulation scheme,
first proposed in 1970 [137]. CAP, as its name implies, does not use carriers,
instead, filters with orthogonal waveforms are used to separate data streams.
Multidimensional CAP has been suggested for short-reach optical links using
VCSELs with varying complexity [138, 139]. Multi-band CAP [140] divides
the CAP signal into smaller sub-bands tailored to the SNR, and adjusts the
QAM baud rate accordingly. As with all complex transmission schemes, the
circuitry required to create the modulation potentially increases the overall
cost of implementation, although its flexibility in adapting to data traffic can
compensate for this [141].
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Figure 4.1: Examples of VCSEL-based links above 50 Gbps. Data rates pre-
sented are without FEC overhead. Red shapes with arrows show results in
this work. Hollow markers show experiments using VCSELs and SMF with
wavelengths between 1530 and 1550 nm.
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4.2 Coherent detection
Coherent detection for inter-DC connections was briefly discussed in 2.2, where
an example polarization-multiplexed coherent transmission scheme was pre-
sented. As this thesis covers VCSEL-based links, it is worth to explore the
possibilities within these types of links for coherent detection. The output
of a VCSEL indeed possesses orthogonal polarization states, but due to their
material structure, the polarization stability of VCSELs discussed so far is
difficult to control. There have been of course attempts at just coherent de-
tection schemes using VCSELs [142] and have been successful in passive opti-
cal networks as laser sources and local oscillators [143]. All these efforts are
still ultimately unpopular in academic circles, as the complexity and power
consumption of such solutions is much larger than existing IM/DD solutions
due to the added circuitry and digital signal processing. On the other hand,
increased link length will eventually lead to the need to solve the issue of
chromatic dispersion over these distances.
4.3 Power consumption and power efficiency
When looking at DCs or HPC applications, it is evident that millions of point-
to-point links can be present. This of course poses the question: how much
power should be designated to such an enterprise? There are few data on how
much a hyperscale DC actually consumes, but the reported values range in
the tens of megaWatts [144]. A datacenter is of course a complex architecture,
and there are many power-hungry devices involved in not only the storage,
but the processing of data. It is important to note that of all the power
required to keep a DC running, only around 5% of energy is required to power
the communications systems inside [145]. Although this is just a fraction of
the total required energy, any advance in cutting down power consumption is
beneficial for any datacenter operator and user.
Within the research of short-reach optical interconnects, much attention is
focused on the overall power consumption of the link. In most cases, this rests
on the active optical cable (AOC) and the form factor supporting it, detailed
in Section 2.3.
4.4 Short wavelength division multiplexing
As mentioned in Chapter 2, SWDM is a way to implement a simple wavelength
division multiplexing with VCSELs and the aforementioned wideband MMF
fiber with the use of multiplexers with wavelength selective mirrors and sim-
ilarly constructed demultimplexers. This approach, using the same concept
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that is used in the Coarse Wavelength Division Multiplexing (CWDM) stan-
dards used in the longwave 1310 nm region operating over single mode fiber,
has shown that with four wavelengths between 850 nm–940 nm, 400 Gbps net
data rate can be achieved with a single OM5 fiber [146], paving the way to
terabit links if SWDM is extended to more wavelengths. This technology is
supported by the SWDM Alliance, which includes both fiber manufacturers
and datacenter providers.
4.5 Photonics integration
The desire to have integrated photonic devices drives research in silicon pho-
tonics. The goal of this technology is to reduce the conversions between the
electric domain and the optical domain based on a silicon platform, i.e. inte-
grate the laser source, modulator and accompanying devices on a single chip.
Optical interconnects can greatly benefit from the evolving silicon photonics
technology, as integration can reduce the footprint and power consumption,
in turn increase density of devices without traditional discrete optics [147].
Further steps within photonic integration go beyond interconnects. Op-
tical elements will replace existing electrical components at the board and
module level, by integration of optical waveguides. Silicon-on-insulator (SOI)
and silicon-nitride (SiN) are two major integration platforms which are CMOS
compatible, commonly referred to as silicon photonics. Silicon photonics is the
most promising technology to create photonic integrated circuits (PICs), such
as waveguides and optoelectronic transceiver modules on a silicon chip. Such
integration allows very dense and power efficient single-chip, multi-purpose
PICs, with low cost and low power consumption. Unfortunately, silicon does
not provide efficient lasing conditions due to its bandgap structure. A chal-
lenge therefor is to integrate efficient light sources, such as VCSELs to these
PICs. There have been many successful demonstrations of VCSELs integrated
to such chips. A hybrid solution of heterogeneously integrated 850 nm VC-
SEL on silicon a chip with data rates reaching 20 Gbps has been reported in
[148, 149], and 1310 nm VCSEL on SOI [150]. Further experiments using dis-
tributed feedback lasers show great potential at data rates beyond 100 Gbps
using SMF [151].
The compatibility with CMOS allows photonics integration can pave the
way to the spectrally more efficient coherent detection schemes. There have
been successful realizations of such solutions in the past few years such as the
one found in [152], and the platform has shown capabilities to be an attractive
solution in the 400GbE standard [153].
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Chapter 5
Conclusions and future outlook
Optical interconnects have shown great technological steps forward and have
driven the research into many areas of fiber optics, optoelectronics and elec-
tronics. The ever increasing demand for data, computing power and storage
ensures that this technology will evolve as more datacenters are built.
The research in this thesis has shown a few aspects of where optical inter-
connects can evolve. There is still great potential in existing 850 nm VCSEL-
based links, as shown in Paper ??, where the possibilities of transitioning
from OOK to 3-PAM or 4-PAM is discussed, the latter with regards to VC-
SEL design. This trend to migrate to multilevel modulation formats is evident
from the latest research papers on short-range optical links presented in the
References. This is further aided by test and measurement vendors who are
developing instruments for testing of 4-PAM signals, eliminating the issues of
breaking up the multilevel signal into subsignals. It is therefore interesting to
pursue the understanding of 4-PAM and its many new features, such as lower
tolerance to laser nonlinear dynamics, RIN, etc.
Applying pre-emphasis and pulse shaping to 4-PAM signals is a powerful
technique to overcome link bandwidth. This thesis has presented pre-emphasis
with discrete components for OOK in Paper A and 4-PAM in Paper B.
Further detailed analysis of pre-emphasis is needed for 4-PAM links, with a
VCSEL equivalent circuit model to accommodate for modulation level-based
VCSEL dynamics.
Error-free operation is of course desirable in any link, but is not always
achievable. This thesis has incorporated the use of simple FEC in Paper B
and Paper C, relaxing the requirements of operation. Designing links with
low overhead FEC keeps net data rates high, latency low enough to be con-
sidered for high performance computing.
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As discussed in the closing section in Chapter 3, moving operation wave-
lengths of VCSELs near or above 1000 nm introduces further benefits in terms
of performance using MMFs. With the introduction of OM5 fibers and fibers
specially designed for this window, 4-PAM with its lower bandwidth require-
ment than OOK has potential in this new area, so research in the future should
also be focused on 1060 nm VCSEL-based 4-PAM links with increased empha-
sis on power-efficiency.
All these approaches can be combined, and be the foundation for future,
high-speed multilevel modulated optical interconnects.
50
Chapter 6
Summary of papers
Paper A
“Sensitivity Improvements in an 850 nm VCSEL-based Link using
a Two-tap Pre-emphasis Electronic Filter,” Journal of Lightwave Tech-
nology, vol. 45, no. 9, pp. 1633-1639, May 2017.
This paper presents two-tap pre-emphasis of OOK driving signals to increase
link bandwidth and benchmarks performance to signaling without pre-emphasis.
Two different approaches are simulated, optimized and experimentally veri-
fied compared to signaling without pre-emphasis. First, equal amplitude pre-
emphasis is investigated (the amplitudes of the pre-emphasizing signal and
non-pre-emphasized signals are equal), with a 9% increase in achievable error-
free data rate back-to-back. The second approach keeps the eye openings
equal, i.e. the modulation amplitudes are equal. This scheme increased the
achievable error-free data rate by 27% at 0 dBm sensitivity back-to-back.
My contribution: I performed the simulation and optimization of tap values
for the pre-emphasis schemes with KS. I built the experimental setup and
performed all measurements and analysis and wrote the paper. Results were
also presented at the 41st European Conference on Optical Communications,
Sept. 2015 (Valencia, Spain).
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Paper B
“Demonstration of a 71.8 Gbps 4-PAM 850 nm VCSEL-based Link
with a Pre-emphasizing Passive Filter,” in Proceedings of the 42nd Euro-
pean Conference on Optical Communications, Sept. 2016, paper Th.2.P2.SC4.6
This paper presents a passively pre-emphasized real-time 4-PAM optical link.
A net data rate of 71.8 Gbps is achieved supported by a Hamming-code based
FEC scheme and requiring no post-processing.
My contribution: I built the experimental setup, performed all measure-
ments and data analysis and wrote the paper. Results were also presented at
the 42nd European Conference on Optical Communications, Sept. 2017 (Düs-
seldorf, Germany)
Paper C
“94-Gb/s 4-PAM Using an 850-nm VCSEL, Pre-Emphasis, and Re-
ceiver Equalization,” Photonics Technology Letters, vol. 28, no. 22, Nov.
2016.
This paper presents a passively pre-emphasized 4-PAM optical link with 94
Gbps net data rate. Receiver equalization was realized oﬄine using a least-
mean-square equalizer.
My contribution: I assisted in the measurements and wrote the code for the
equalizer. I co-authored the paper.
Paper D
“Impact of Damping on 50 Gbps 4-PAM Modulation of 25G Class
VCSELs,” Journal of Lightwave Technology, vol. 35, no. 19, pp. 4203-4209,
2017.
In this paper the effects of interrelated slope efficiency, RIN, and damping of
850 nm oxide-confined 25G class VCSELs on 50 Gbps 4-PAM signal genera-
tion have been investigated. The measured characteristics and transmission
measurements conclude that with moderately damped VCSELs, best overall
performance (including error-free operation back-to-back) for 4-PAM modula-
tion is achieved.
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My contribution: The VCSELs were fabricated by PW. Simulation of RIN-
dependent power penalties were made by KS. I performed the measurements,
data analysis and wrote the paper.
Paper E
“Pre-emphasis enabled 50 Gbit/s transmission over 1000 m SMF
using a 1060 nm single-mode VCSEL,” Electronics Letters, vol. 54 ,
no. 20 , pp. 1186 - 1187, 2018. )
In this paper, a pre-emphasis enabled 1000 m long single-mode 1060 nm
VCSEL–SMF link operating error-free at 50 Gbps with no digital signal pro-
cessing or forward error correction required was presented. To achieve this,
a low cut-off prototype SMF with negative dispersion and the large effective
area was used.
My contribution: The VCSELs were fabricated by ES. The experimental
fibers were provided by Corning Inc.. I built the experimental setup, performed
all measurements and data analysis and wrote the paper.
Paper F
“Investigation of 3-PAM transmission in a 850 nm VCSEL-based
link,” submitted to Optics Express
In this paper, a 3-PAM modulated transmission in a VCSEL-MMF link was in-
vestigated. Theoretical comparisons were made with OOK and 4-PAM. Trans-
mission experiments showed that 3-PAM outperforms both OOK and 4-PAM
in a bandwidth limited link with 100 m of MMF.
My contribution: The VCSELs were fabricated by Petter Westbergh. The
theoretical background was provided by MK and EA. I created the simula-
tions and built the experimental setup, performed all measurements and data
analysis and wrote the paper.
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