A methodology for determining the cyclic variability in spark-ignition (SI) engines has been developed recently, with the use of an in-house computational fluid dynamics (CFD) code. The simulation of a large number of engine cycles is required for the coefficient of variation (COV) of the indicated mean effective pressure (IMEP) to converge, usually more than 50 cycles. This is valid for any CFD methodology applied for this kind of simulation activity. In order to reduce the total computational time, but without reducing the accuracy of the calculations, the methodology is expanded here by simulating just five representative cycles and calculating their main parameters of concern, such as the IMEP, peak pressure, and NO and CO emissions. A regression analysis then follows for producing fitted correlations for each parameter as a function of the key variable that affects cyclic variability as has been identified by the authors so far, namely, the relative location of the local turbulent eddy with the spark plug. The application of these fitted correlations for a large number of engine cycles then leads to a fast estimation of the key parameters. This methodology is applied here for a methane-fueled SI engine, while future activities will examine cyclic variations in SI engines when fueled with different fuels and their mixtures, such as methane/hydrogen blends, and their associated pollutant emissions.
Introduction
Cyclic variations affect the engine performance and emissions, especially in spark-ignition (SI) engines, possibly leading to engine instability regimes in the most extreme cases [1] . In diesel engines this phenomenon is less intensive [2, 3] , but with similar outputs [4, 5] . Its main causes in SI engines are mostly related to the gas properties at the vicinity of the spark plug, such as the mixture velocity and inhomogeneity, the local turbulence level and intensity, as well as the spark plug specifications. Their main result is to affect the flame initiation and propagation, which leads to an overall variation of the combustion process within the engine cylinder [6] .
Cyclic variability in SI engines has been extensively examined by several research groups, trying to understand its main causes and ways of resolving these [7] . To this aim, a large diversity of experiments have been conducted focusing on a variety of parameters [8] , such as the measurement of the velocity field, flame propagation and specifications [9] [10] [11] [12] , and the heat losses to the electrodes of the spark plug [13] . Recently, large focus was also given on the variability of emissions, which requires the use of advanced measuring equipment with a high sampling rate to capture the highly transient effects [14] .
At the same time, numerical methodologies for better understanding cyclic variability have been developed. The phenomenological models are mostly used for analyzing the engine performance under such variability [15] , while the relevant predictive numerical tools are more scarce [16] . In all cases, this kind of numerical tool does not provide a detailed understanding of the in-cylinder processes. On the other hand, it requires low computational resources, which allows the implementation of even hundreds of multi-cycle simulations within a reasonable time. Therefore, they are particularly useful for multi-parameter numerical studies, focusing on the ones that could affect cyclic variability, relevant to both the engine and its operating conditions [17] , and the use of alternative fuels.
The numerical tools that can provide valuable information of the flame propagation at the local level are the ones based on computational fluid dynamics (CFD) [18, 19] . Recently, CFD codes based on large-eddy simulation (LES) for investigating cyclic variability in engines have been reported [20] , mostly due to the increase of computers power and the advancement of parallel processing. This type of numerical model describes the flow and turbulence phenomena and their interaction with higher detail than the one based on Reynolds-averaged Navier-Stokes (RANS) [21] . However, the former require extremely high computational resources that restrict their multi-cycle simulations up to few tens of consecutive cycles [22] . This is an important constraint for this kind of analysis, especially if the procedure of estimating the coefficient of variance (COV) of the indicated mean effective pressure (IMEP) does not converge.
Even RANS-based CFD models require large computational efforts for this kind of simulation activity [23] , but significantly less than the LES-based ones. The multi-cycle simulations can reach up to 100 cycles [24] , a number which is adequate for reliable analysis. They are considered a good compromise between the less detailed phenomenological models and the ones based on LES, especially when advanced methodologies are used for dealing with this complex phenomenon. Moreover, they provide valuable information concerning the in-cylinder processes, including the description of the ignition process.
The authors have already developed a 3D CFD RANS-based in-house code for predicting cyclic variability, with an ignition sub-model describing the initial flame kernel growth at the vicinity of the spark plug. This code has been applied in previous studies for the multi-cycle simulation of a methane-fueled SI engine, when considering either only the closed engine cycle [24] , or the open cycle as well (i.e., when at least one valve is opened and there is mass transfer between the cylinder content and the inlet/outlet volume) combining the CFD code with a single-zone [25] . In both cases, the closed engine cycle is simulated by the CFD code. These previous works by the authors have shown that even by relying only on the closed engine cycle, reliable results that describe cyclic variability are reached, with the main ones being the COV of IMEP, which has also been compared with the available experimental results. The coupling of single-zone/CFD models increases the runtime, but its overall results are similar to the use of the closed engine cycle only, with negligible discrepancies of performance parameters and small ones of emissions. Therefore, for accelerating the total time needed for this kind of analysis, the current work follows the closed engine cycle approach for the multi-cycle simulations. For comparison purposes in terms of computational time, the first approach requires about 35 days and the latter one 170 days, both for the simulation of 100 cycles in a computer with an Intel-i7 processor.
A methodology is proposed here for further accelerating the computational time needed for this kind of analysis, down to even 2 days for a complete analysis. This is possible, since the key parameter that has been identified to affect the cyclic variability is the relative distance of the spark plug (i.e., the flame initiation location) with the local turbulent eddy calculated at the spark cell. This independent variable introduces a one-way effect on the combustion process of each cycle, while the effect of the previous cycle to the next one is ignored, due to a negligible variation of the flame propagation, as concluded in [25] .
Overall, this methodology based on the in-house CFD code allows performance of fast predictions of the main cyclic variability parameters, related to both performance and emissions, over a wide range Energies 2019, 12, 4131 3 of 15 of operating conditions (e.g., engine load and speed) and fuels (e.g., methane/hydrogen blends). These aspects will be examined in future studies by the authors.
Spark-Ignition Engine and Experimental Data
The experimental tests were conducted on a Lombardini LGW 523 MPI, SI engine, modified to burn gaseous fuels [26] and connected to a Tecner E135 Dynamometer. The original engine control unit (ECU) was replaced by a programmable AEM 30-1900 Universal Programmable Engine Management System.
The in-cylinder pressure was measured with a pressure sensor Kistler 6053CC60 installed in the cylinder. Once the engine reached its nominal coolant temperature, and the speed and engine load were stabilized for 90 s, the cylinder pressure was recorded with a National DAQPad 6070E data acquisition card for 300 consecutive cycles.
Moreover, gas analyzers were used to measure the values of both nitrogen oxides (4000 VM NOx chemiluminescence) and carbon monoxide emissions (2100 CO non dispersive infra-red-NDIR). However, only average values were recorded and no cycle-resolved measurements.
The test case examined here concerns a two-cylinder, naturally aspirated test engine with a stoichiometric equivalence ratio of pure methane fuel, operating at a speed of 4500 rpm, and with wide open throttle (WOT). The engine bore/stroke is 72/62 mm, respectively, with a compression ratio of 10.7 and a spark timing at 33 • CA BTDC.
The measured data of 300 successive cycles were processed, resulting in a COV of IMEP of 1.83%, which is rather low due to the high engine speed. The COV of peak cylinder pressure (P max ) of this dataset is 7.74%. Further details of this engine and test-rig along with the test facilities are found in [24, 27] .
Numerical Model and Methodology

Highlights of the CFD Code and Its Main Sub-Models
A research RANS-based CFD code has been already developed for the simulation of the engine closed cycle, using the RNG k-ε turbulence model. A cyclic variability sub-model has been recently added for capturing the relevant effects in spark-ignition engines [24] , briefly described in the next sub-section for completeness. The other main sub-models of the CFD code have been validated against experimental data, and they concern the combustion processes with gaseous fuels [28] , heat transfer [29] and crevices [30] with dedicated sub-models developed by the authors, and pollutant emissions models [29] [30] [31] [32] [33] . The simulations cover the closed engine cycle and start at IVC and finish at EVO. The time step corresponds to 0.5 • CA, with the initial values of the gas temperature and pressure equal to 380 K and 1.2 bar respectively. The cylinder liner temperature is equal to 450 K and the piston and cylinder head temperatures equal to 500 K. Further details regarding the initial/boundary conditions and the structured mesh used to describe the cylinder geometry with mesh layers added or removed as the piston travels to the BDC or the TDC, respectively, have been presented in these previous studies.
Brief Description of the Cyclic Variability Sub-Model
The ignition process and the early stages of combustion greatly affect cyclic variation [34] . This process describes the transition from the laminar combustion region to the fully turbulent one, and depends on the relative location of the local turbulent eddy with respect to the initial flame kernel [7] .
The ignition sub-model is based on this physical mechanism of flame-turbulence interaction at the spark plug region. The key parameter of this mechanism is the relative position of the initial flamelet at the spark cell with a radius r contained within a turbulent eddy with a radius R, as depicted in Figure 1 . They are both assumed to be spheres [35, 36] with a distance dx (center to center) that varies over time due to the local fluid flow. The average engine cycle corresponds to the cycle with a distance dx equal to 1/2 of eddy radius, R/2 (equal to 1 4 of its diameter) [16] . This cycle gives the mean cylinder pressure with its numerical results being the same once this model is de-activated.
Energies 2019, 12, x 4 of 15 that varies over time due to the local fluid flow. The average engine cycle corresponds to the cycle with a distance dx equal to 1/2 of eddy radius, R/2 (equal to ¼ of its diameter) [16] . This cycle gives the mean cylinder pressure with its numerical results being the same once this model is de-activated. The whole flamelet lies within the local eddy during the very first moments of ignition, propagating with the laminar burning velocity. This flamelet is centered at the computational spark cell [28] . Once a part of the flamelet crosses the boundaries of the eddy outside its periphery (see right part of Figure 1 ), its burning velocity rapidly starts to accelerate due to the transition to the turbulent region.
The diameter of the local turbulent eddy (equal to 2R) is equal to the turbulent integral length scale, calculated by the gas properties of the spark cell. The radius of the flamelet (equal to r) contained in the spark cell depends on the flamelet radius of the previous time step and the burning velocity [28] , and is calculated by Equation (1).
where rpast is the flame radius at the previous time-step-dt, and ub,sp is the burning velocity of the gas within the spark cell. Once the flamelet leaves the spark cell and covers a part of the neighboring grid cells, as shown in the right part of Figure 1 , the same procedure is followed. The surface of the flame sphere leaving the eddy is calculated geometrically in all cases, based on the distance of their centers (dx) and their radii.
The surface fraction of the flamelet that lies inside the local eddy propagates with its laminar flame speed, while the flame outside the eddy with its turbulent flame speed. The burning velocity (ub,sp) is then calculated by Equation (2).
where ut is the turbulent flame speed using the expression proposed by Zimont [37] for its calculation, ul is the laminar flame speed methane calculated by the expression proposed by Ouimette and Seers [38] for methane, Ar is the surface fraction of the flamelet outside the eddy, and ρu, ρb are the density of the unburned and burned gas respectively. During the early stages of combustion, the surface fraction of the flamelet that exits the eddy rapidly increases. The formulation of Equation (2) ensures a smooth transition from the laminar (for Ar equal to zero) to the turbulent (for Ar equal to 1) flame speed. The whole flamelet lies within the local eddy during the very first moments of ignition, propagating with the laminar burning velocity. This flamelet is centered at the computational spark cell [28] . Once a part of the flamelet crosses the boundaries of the eddy outside its periphery (see right part of Figure 1 ), its burning velocity rapidly starts to accelerate due to the transition to the turbulent region.
where r past is the flame radius at the previous time-step-dt, and u b,sp is the burning velocity of the gas within the spark cell. Once the flamelet leaves the spark cell and covers a part of the neighboring grid cells, as shown in the right part of Figure 1 , the same procedure is followed. The surface of the flame sphere leaving the eddy is calculated geometrically in all cases, based on the distance of their centers (dx) and their radii.
The surface fraction of the flamelet that lies inside the local eddy propagates with its laminar flame speed, while the flame outside the eddy with its turbulent flame speed. The burning velocity (u b,sp ) is then calculated by Equation (2).
where u t is the turbulent flame speed using the expression proposed by Zimont [37] for its calculation, u l is the laminar flame speed methane calculated by the expression proposed by Ouimette and Seers [38] for methane, A r is the surface fraction of the flamelet outside the eddy, and ρ u , ρ b are the density of the unburned and burned gas respectively. During the early stages of combustion, the surface fraction of the flamelet that exits the eddy rapidly increases. The formulation of Equation (2) ensures a smooth transition from the laminar (for A r equal to zero) to the turbulent (for A r equal to 1) flame speed.
The next step is to estimate the relative distance of the two spheres, with the aim to correlate this sub-model with the engine cycle variation. For that purpose, a random sample of dimensionless distance (d n ) values in the range of 0-1 was generated. In a previous study, this sample included 100 values. These values are then multiplied by the eddy radius, resulting in a dx distance from 0 (same spheres center) up to R (flame center at the eddy periphery), as shown in Equation (3).
where d n is a random number between 0 and 1. The average cycle corresponds to a d n value of 0.5 (distance dx = R/2), as already mentioned. The successive d n values of this sample are provided as input to each closed engine cycle simulation by the CFD code. For higher values, the ignition process is accelerated, resulting in a faster combustion process.
The results are processed for calculating the IMEP of each cycle, as well as the COV of IMEP of all cycles, using Equation (4) . The COV of maximum pressure is given by a similar expression shown in Equation (5).
where σ is the standard deviation of IMEP, µ is the average value of IMEP, N is the number of cycles, IMEP i is the IMEP value of the i cycle, and IMEP av is the average IMEP over the N cycles.
where P max,i is the maximum pressure of the i cycle, and P max,av is the average maximum pressure over the N cycles.
In [24] it has been shown that 73 cycles need to be simulated for this methodology to converge, based on the convergence criterion applied.
The Fast Methodology for Estimating the Key Parameters of Cyclic Variability in SI Engines
It becomes clear that there is a one-way dependence of the multi-cycle simulations from the d n value. Therefore, the methodology is based on simulating a small (representative) sample of engine cycles. A d n step of 0.25 was selected, resulting in the simulation of just five cycles in total, using the RANS-based CFD code.
The main results of these engine cycles were then collected, and the main parameters of interest processed, such as the IMEP and the peak pressure. For these parameters along with the emissions, a regression analysis was followed to produce fitted correlations of high accuracy as a function of the above relative distance. These correlations were then used for calculating the main parameters and emissions over several (hundred) cycles in a spreadsheet.
The results of concern are the IMEP, peak pressure, angle of peak pressure, NO and CO emissions of these five cycles. For the test engine, the results related to performance values are shown in Figure 2 (IMEP, peak pressure and its angle) and the ones related to emissions in Figure 3 (NO and CO-dry), together with the fitted correlations. For all parameters and emissions, a 4th order polynomial is needed to reach a R 2 equal to 1, except from the peak pressure that a 2nd order is adequate. The peak pressure is varied by about ±5 to 6 bar around its average value directly affecting its angle of occurrence, which is highly advanced for the fast burning cycles. However, this has a small effect on the engine IMEP with an absolute variation of ±0.2 bar around its average value, which is less than 2.5%.
The result that is affected to the largest extent by this relative distance is the NO emissions [25] , which increase by more than three times over the whole range of dn values. The outcome is a large scattering of NO under a normal engine operation even with a low COV of IMEP. On the other hand, CO emissions show a minor variation, having higher values in the slow burning cycles with a low dn value, since their production in the combustion chamber is not favored at elevated temperatures, as is the case with NO.
The main aspect to be initially examined in the Results section is the accuracy of this methodology compared to the complete multi-cycle simulations of the CFD code, presented in [24] . The next step is the extension of the number of cycles to even 1000, which is not possible to be simulated by a CFD code. Finally, the distribution of the main parameters and emissions is examined when a very large number of cycles with a random sample of dn values is used. The peak pressure is varied by about ±5 to 6 bar around its average value directly affecting its angle of occurrence, which is highly advanced for the fast burning cycles. However, this has a small effect on the engine IMEP with an absolute variation of ±0.2 bar around its average value, which is less than 2.5%.
The result that is affected to the largest extent by this relative distance is the NO emissions [25] , which increase by more than three times over the whole range of d n values. The outcome is a large scattering of NO under a normal engine operation even with a low COV of IMEP. On the other hand, CO emissions show a minor variation, having higher values in the slow burning cycles with a low d n value, since their production in the combustion chamber is not favored at elevated temperatures, as is the case with NO.
The main aspect to be initially examined in the Results section is the accuracy of this methodology compared to the complete multi-cycle simulations of the CFD code, presented in [24] . The next step is the extension of the number of cycles to even 1000, which is not possible to be simulated by a CFD code. Finally, the distribution of the main parameters and emissions is examined when a very large number of cycles with a random sample of d n values is used.
Results and Discussion
Cyclic Variability of Engine Performance
The effect of cyclic variability was initially examined on the performance of the tested SI engine fueled with pure methane, running at an engine speed of 4500 rpm. For that purpose, the COV of IMEP and peak pressure are given in Figure 4 , as a function of the different number of cycles from 10 up to 1000 cycles. These two parameters are crucial for determining the stability of the engine.
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The effect of cyclic variability was initially examined on the performance of the tested SI engine fueled with pure methane, running at an engine speed of 4500 rpm. For that purpose, the COV of IMEP and peak pressure are given in Figure 4 , as a function of the different number of cycles from 10 up to 1000 cycles. These two parameters are crucial for determining the stability of the engine. Based on the results and the convergence criterion presented in [24] , 73 cycles were adequate with a resulting COV of IMEP of 1.38%. From the test data, a COV value of 1.83% is obtained (25% difference). It is clearly shown in Figure 4 that a larger number of cycles are needed, of over 500, in order to secure the global convergence. This is possible only with the fast methodology presented in this work, resulting in a COV of IMEP equal to 1.49%, reducing the relative variation compared to the experimental data to 19%.
The COV of peak pressure shows a similar behavior, again needing over 500 cycles for final convergence to a value of 9.27%. For 73 cycles it is equal to 8.74%, as presented in [25] , while the COV of peak pressure based on the test results is 7.74%. This deviation of 20% could be caused by additional mechanisms that contribute to the cyclic variability and not captured by the methodology presented, even if the open engine cycle is also included in the simulations [25] . There are continuous efforts by the authors to include additional mechanisms and increase the reliability of the numerical results, always within reasonable computational effort.
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The distribution of the peak pressure is presented next, in order to identify whether the relevant numerical results approach the normal distribution. This type of distribution for the peak pressure is usually observed according to test data [25] . The frequency of the peak pressure, as calculated by the presented methodology for a different number of cycles, as well as the experimental one, is shown in Figure 5 .
The distribution in the case of over 100 cycles approaches the normal one, being similar to the experimental case, while for only 10 cycles large discrepancies are observed due to the very small sample. The frequency for the cycles with peak pressure close to the average one is about 18%, while for the experimental one is 23%. The distribution in the case of over 100 cycles approaches the normal one, being similar to the experimental case, while for only 10 cycles large discrepancies are observed due to the very small sample. The frequency for the cycles with peak pressure close to the average one is about 18%, while for the experimental one is 23%.
The monitoring of the peak pressure is important, since it is a useful indicator to determine the state of the cyclic variability, except from the IMEP. The angle at which this peak is observed also determines whether the cycle is a slow or fast burning cycle, as previously presented in Figure 2c . The peak pressure and its angle of occurrence are presented in Figure 6 as a function of the IMEP for the case where 1000 cycles are included in the analysis, also highlighting the average IMEP of about 8.2 bar. For fewer cycles, the results are similar. When a higher peak pressure is observed the IMEP is increased, as also highlighted previously. The previous rapidly decreases the angle of the peak pressure by almost 5° CA, shortening the combustion duration by a greater extent. This is depicted in Figure 7 , where the durations for 0-5%, The monitoring of the peak pressure is important, since it is a useful indicator to determine the state of the cyclic variability, except from the IMEP. The angle at which this peak is observed also determines whether the cycle is a slow or fast burning cycle, as previously presented in Figure 2c . The peak pressure and its angle of occurrence are presented in Figure 6 as a function of the IMEP for the case where 1000 cycles are included in the analysis, also highlighting the average IMEP of about 8.2 bar. For fewer cycles, the results are similar. The distribution in the case of over 100 cycles approaches the normal one, being similar to the experimental case, while for only 10 cycles large discrepancies are observed due to the very small sample. The frequency for the cycles with peak pressure close to the average one is about 18%, while for the experimental one is 23%.
The monitoring of the peak pressure is important, since it is a useful indicator to determine the state of the cyclic variability, except from the IMEP. The angle at which this peak is observed also determines whether the cycle is a slow or fast burning cycle, as previously presented in Figure 2c . The peak pressure and its angle of occurrence are presented in Figure 6 as a function of the IMEP for the case where 1000 cycles are included in the analysis, also highlighting the average IMEP of about 8.2 bar. For fewer cycles, the results are similar. When a higher peak pressure is observed the IMEP is increased, as also highlighted previously. The previous rapidly decreases the angle of the peak pressure by almost 5° CA, shortening the combustion duration by a greater extent. This is depicted in Figure 7 , where the durations for 0-5%, When a higher peak pressure is observed the IMEP is increased, as also highlighted previously. The previous rapidly decreases the angle of the peak pressure by almost 5 • CA, shortening the combustion duration by a greater extent. This is depicted in Figure 7 , where the durations for 0-5%, 5-95%, and 0-95% of mass fraction burned (MFB) are shown as a function of the IMEP, for the case with 1000 cycles with a random d n value.
Energies 2019, 12, x 10 of 15 5-95%, and 0-95% of mass fraction burned (MFB) are shown as a function of the IMEP, for the case with 1000 cycles with a random dn value. The advancement of the peak pressure for the fast burning cycles (up to 5° CA) is less than half compared to the acceleration of the whole combustion process, which is up to 14 CA deg. Large differences are observed especially for the 0-5% duration, which points towards the flame initiation process, which is greatly affected by the location of the local turbulent eddies. This duration is reduced by up to 8.5° CA, while another reduction of up to 5.5° CA is introduced during the main combustion process, which corresponds to the 5-95% of MFB duration.
The above results clearly show that the effect of the flame initiation process, in which the flame is within the spark plug vicinity, contributes to the whole combustion process more than the following processes.
Cyclic Variability of Emissions
The cyclic variability effects on emissions have started recently to attract much attention, with the aim to determine their variation [14, 39] . The work here focuses on NO and CO emissions, which are the main pollutants for SI engines. These are presented next for determining their cyclic variability in the test engine.
NO Emissions
In a previous work by the authors, when the open engine cycle was also included in the 73 multicycle simulations [25] , a large cyclic variability of NO emissions has been observed. The distribution of these emissions was wide with many cycles producing NO 50% less than the average one, but with a significant share of cycles having NO emissions much higher. Here the number of cycles was expanded up to 1000 cycles, with the resulting distribution of the NO emissions shown in Figure 8 . The advancement of the peak pressure for the fast burning cycles (up to 5 • CA) is less than half compared to the acceleration of the whole combustion process, which is up to 14 CA deg. Large differences are observed especially for the 0-5% duration, which points towards the flame initiation process, which is greatly affected by the location of the local turbulent eddies. This duration is reduced by up to 8.5 • CA, while another reduction of up to 5.5 • CA is introduced during the main combustion process, which corresponds to the 5-95% of MFB duration.
Cyclic Variability of Emissions
NO Emissions
In a previous work by the authors, when the open engine cycle was also included in the 73 multi-cycle simulations [25] , a large cyclic variability of NO emissions has been observed. The distribution of these emissions was wide with many cycles producing NO 50% less than the average one, but with a significant share of cycles having NO emissions much higher. Here the number of cycles was expanded up to 1000 cycles, with the resulting distribution of the NO emissions shown in Figure 8 . The skewness of NO emissions is clear with many cycles producing twice as high NO than the average value. This is a direct outcome of the combustion speed, with the fast cycles having much higher gas temperatures especially at the core of the combustion chamber, which greatly favors the NO production. This is presented in Figure 9 , where the NO and CO emissions are given as a function of the IMEP for the case of 1000 cycles. It should be noted here that the average NO emissions over the 1000 cycles is 464 ppm, while the cycle with the average IMEP gives about 410 ppm of NO.
CO Emissions
A similar analysis is provided for the CO emissions as well. Their distribution over a different number of cycles is shown in Figure 10 . The skewness of NO emissions is clear with many cycles producing twice as high NO than the average value. This is a direct outcome of the combustion speed, with the fast cycles having much higher gas temperatures especially at the core of the combustion chamber, which greatly favors the NO production. This is presented in Figure 9 , where the NO and CO emissions are given as a function of the IMEP for the case of 1000 cycles. The skewness of NO emissions is clear with many cycles producing twice as high NO than the average value. This is a direct outcome of the combustion speed, with the fast cycles having much higher gas temperatures especially at the core of the combustion chamber, which greatly favors the NO production. This is presented in Figure 9 , where the NO and CO emissions are given as a function of the IMEP for the case of 1000 cycles. It should be noted here that the average NO emissions over the 1000 cycles is 464 ppm, while the cycle with the average IMEP gives about 410 ppm of NO.
A similar analysis is provided for the CO emissions as well. Their distribution over a different number of cycles is shown in Figure 10 . It should be noted here that the average NO emissions over the 1000 cycles is 464 ppm, while the cycle with the average IMEP gives about 410 ppm of NO.
A similar analysis is provided for the CO emissions as well. Their distribution over a different number of cycles is shown in Figure 10 . The narrow distribution observed is around the mean value of 100 ppm, almost the same as the CO emitted by the cycle with the average IMEP (equal to 91 ppm), as shown in Figure 9 . Therefore, it seems that the engine cyclic variability has a small effect on CO emissions, shifting the focus on NO emissions as presented previously.
Conclusions
A fast methodology for determining the cyclic variability in SI engines was developed, extending the previous efforts by the authors in this field. The main feature of this methodology is that it requires very few complete CFD simulations of the closed engine cycle, even just five representative cycle simulations. This reduces the necessary computational time to less than 2 days, allowing the investigation of various set-ups and operating conditions. By processing the results of these five cycles, the analysis of many cycles can be then achieved with quick calculations, focusing on both performance and emissions parameters, such as the COV of IMEP and peak pressure, and the variability of NO and CO emissions.
The results showed that a very large number of cycles are needed for final convergence, which is not possible to be reached with multi-cycle CFD simulations. On the other hand, the methodology presented is appropriate for such high numbers of cycles, which is its main advantage. The converged COV of IMEP is equal to 1.49%, closer to the experimental one compared to previous relevant works by the authors.
Then, the distribution of the IMEP was examined, when a different number of cycles were examined. The analysis showed that even with 100 cycles it is possible to reach a qualitatively correct distribution, similar to the normal distribution and the one obtained based on the test data. The results relevant to the engine performance were also related to the timing of the peak pressure and how this defines the fast combustion cycle, in which the flame initiation process is greatly accelerated, corresponding to the 0-5% of MFB duration.
On the emissions part, the cyclic variability introduces a very large scattering of NO emissions, with the fast combustion cycles producing twice as high NO than the average cycle. Their distribution is skewed, with the NO for the majority of the cycles being at the lower end. On the other hand, CO emissions are slightly influenced by the cyclic variability with a small deviation around their average value of about 100 ppm dry.
The future work of the authors is related to extending the presented methodology, as well as applying it for analyzing the cyclic variability in SI engines when fueled with different fuels and blends, and at different operating conditions. This kind of analysis with the use of a CFD tool is possible only with the approach presented in this work, since it concerns multi-cycle simulations for The narrow distribution observed is around the mean value of 100 ppm, almost the same as the CO emitted by the cycle with the average IMEP (equal to 91 ppm), as shown in Figure 9 . Therefore, it seems that the engine cyclic variability has a small effect on CO emissions, shifting the focus on NO emissions as presented previously.
The future work of the authors is related to extending the presented methodology, as well as applying it for analyzing the cyclic variability in SI engines when fueled with different fuels and blends, and at different operating conditions. This kind of analysis with the use of a CFD tool is possible only with the approach presented in this work, since it concerns multi-cycle simulations for several different cases, requiring tremendous computational resources that are not yet reachable within reasonable times.
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