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Abstract
Loop Quantum Gravity heavily relies on a connection formulation of General Relativity such
that 1. the connection Poisson commutes with itself and 2. the corresponding gauge group
is compact. This can be achieved starting from the Palatini or Holst action when imposing
the time gauge. Unfortunately, this method is restricted to D + 1 = 4 spacetime dimensions.
However, interesting String theories and Supergravity theories require higher dimensions and it
would therefore be desirable to have higher dimensional Supergravity loop quantisations at one’s
disposal in order to compare these approaches.
In this series of papers we take first steps towards this goal. The present first paper develops
a classical canonical platform for a higher dimensional connection formulation of the purely
gravitational sector. The new ingredient is a different extension of the ADM phase space than
the one used in LQG which does not require the time gauge and which generalises to any dimension
D > 1. The result is a Yang – Mills theory phase space subject to Gauß, spatial diffeomorphism
and Hamiltonian constraint as well as one additional constraint, called the simplicity constraint.
The structure group can be chosen to be SO(1, D) or SO(D+1) and the latter choice is preferred
for purposes of quantisation.
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1 Introduction
The quantisation of General Relativity remains one the most important open problems of con-
temporary physics. Early attempts to quantise the Hamiltonian formulation given by Arnowitt,
Deser and Misner [1] have failed due to non-renormalisability [2, 3] among other problems. Su-
pergravity in various dimensions entered the picture as a way to resolve these problems, however,
not all could be addressed [4, 5, 6]. Meanwhile, Superstring theory [7, 8] and M-Theory [9, 10]
have been proposed as theories of quantum gravity. They constrain the spacetime dimension to
D + 1 = 10 (Superstring theory) or D + 1 = 11 (M-Theory) and symmetry arguments suggest
that the respective Supergravities are their low energy limits [7, 8]. It is therefore interesting
to (loop)-quantise these Supergravities as a new approach to quantising the low-energy limit of
Superstring theory or M-theory.
However, the programme of loop quantisation (see e.g. [11] and references therein) requires
the theory to be formulated in terms of a gauge theory. The reason for that is that only for
theories based on connections and conjugate momenta background independent Hilbert space
representations have been found so far, which also support the constraints of the theory as
densely defined and closable operators. Of course, a connection formulation is also forced on us
if we want to treat fermionic matter as well. A connection formulation for gravity in D+ 1 > 4
that can be satisfactorily quantised, even in the vacuum case, has not been given so far. For
the case D + 1 = 4, it was only in 1986 that Ashtekar discovered his new variables for General
Relativity [12]. The most important property of these variables is that the connection A used
has a canonically conjugate momentum E such that (A,E) have standard canonical brackets,
in particular the connection Poisson commutes with itself. This is not trivial. Indeed, the
naive connection that one would expect from the first order Palatini formulation does not have
this crucial property, because the canonical formulation of Palatini gravity suffers from second
class constraints and the Palatini connection then has non trivial corresponding Dirac brackets.
This prohibited so far to find Hilbert space representations, in particular those of LQG type in
which the connection is represented as a multiplication operator, for these Palatini connection
formulations. The Ashtekar connection does not suffer from this problem because it is the
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self-dual part of the Palatini connection (or spin connection in the absence of torsion terms).
Unfortunately, for the only physically interesting case of Lorentzian signature this Ashtekar
connection takes values in the non compact SL(2, C) rather than a compact group and again
it is very difficult to find Hilbert space representations of gauge theories with non compact
structure groups.
As observed by Barbero [13], a possible strategy to deal with this non compactness problem
is to use the time gauge and to gauge fix the boost part of SO(1, 3). The resulting connection,
which can be seen as the self dual part of the spin connection for Euclidean signature, is then an
SU(2) connection. The price to pay is that the Hamiltonian constraint for Lorentzian signature in
terms of these variables is more complicated than in terms of the complex valued ones. However,
this does not pose any problems in its quantisation [14]. Using these variables (which also allow
a one parameter freedom related to the Immirzi parameter [15]) a rigorous quantisation of
General Relativity with a unique Hilbert space representation could be derived [16, 17, 18, 19].
A different way to arrive at the same formulation is to start from the geometrodynamics phase
space coordinatised by the ADM variables (three metric and extrinsic curvature) and to expand it
by introducing (densitised) triads E and conjugate momenta K (basically the extrinsic curvature
contracted with the triad). The connection is then the triad spin connection Γ plus this conjugate
momentum, that is, A = Γ+γK where γ is the real valued Immirzi parameter. The first miracle
that happens in 3 spatial dimensions is that this is at all possible: While K transforms in the
defining representation of SO(3), Γ transforms in the adjoint representation of SO(3). But for
the case of SO(3), these are isomorphic and enable to define the object A. The second miracle
that happens in 3 spatial dimensions is that this connection is Poisson self commuting which is
entirely non trivial. Notice that in three spatial dimensions, the expansion of the phase space
alters the number of configuration degrees of freedom from six per spatial point (described by
the three metric tensor) to nine (described by the co-triad). To get back to the original ADM
phase space, one therefore has to add three constraints and these turn out to comprise precisely
an SU(2) Gauß constraints just as in Yang Mills theory.
It is clear that this strategy can work only in D = 3 spatial dimensions: A metric in D spatial
dimensions has D(D + 1)/2 configuration degrees of freedom per spatial point while a D-bein
has D2. We therefore need D2 −D(D + 1)/2 = D(D − 1)/2 constraints which is precisely the
dimensionality of SO(D). However, an SO(D) connection has D2(D − 1)/2 degrees of freedom.
Requiring that connection and triad have equal amount of degrees of freedom leads to the
unique solution D = 3. Thus in higher dimensions we need a generalisation of the procedure
that works in D = 3. Attempts to construct a higher dimensional connection formulation have
been undertaken, but few results are available [20, 21, 22, 23]. Han et al. [24] have shown
that the higher dimensional Palatini action leads to geometrodynamics when the time gauge is
imposed before the canonical analysis.
In this paper, we will derive a connection formulation for higher dimensional General Rela-
tivity by using a different extension of the ADM phase space than the one employed in [12, 25]
and which generalises to arbitrary spacetime dimension D + 1 for D > 1. It is based in part
on Peldan’s seminal work [26] on the possibility of using higher dimensional gauge groups for
gravity as well as on his concept of a hybrid spin connection which naturally appears in the
connection formulation of 2 + 1 gravity [27]. More precisely, the idea is the following:
If one starts from the Palatini formulation in D+1 spacetime dimensions, then the natural gauge
group to consider is SO(1, D) or SO(D+ 1) respectively for Lorentzian or Euclidean gravity re-
spectively. Both groups have dimension D(D + 1)/2. This motivates to look for a connection
formulation of the Hamiltonian framework with a connection AaIJ , a = 1, .., D; I, J = 0, .., D.
Such a connection has D2(D + 1)/2 degrees of freedom. The corresponding Gauß constraint
removes D(D+ 1)/2 degrees of freedom, leaving us with (D− 1)D(D+ 1)/2 degrees of freedom.
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However, a metric in D spatial dimensions has only D(D + 1)/2 degrees of freedom, which
means that we need D2(D − 1)/2 − D additional constraints which together with the ADM
constraints and the Gauß constraint form a first class system. To discover this constraint, we
need an object that transforms in the defining representation of the gauge group. It is given
by the “square root” of the spatial metric qab = ηIJe
I
ae
J
b where η has Lorentzian or Euclidean
signature respectively. Since the D internal vectors eIa are linearly independent, we can com-
plete them to a uniquely defined (D + 1)-bein by the unit vector eI0 where ηIJe
I
ae
J
0 = 0. Now
the momentum piaIJ conjugate to AaIJ is supposed to be entirely determined by e
I
a, that is,
piaIJ ∝ √det(q)qabe[I0 eJ ]b . In other words, pi is “simple” and we call these constraints therefore
simplicity constraints. Since eIa has D(D + 1) degrees of freedom while pi
aIJ has D2(D + 1)/2
these present precisely the required D2(D−1)/2−D constraints. Furthermore, from eIa one can
construct the hybrid spin connection ΓaIJ which annihilates e
I
a and the idea, as for Ashtekar’s
variables, is that A−Γ is related to the extrinsic curvature. In order to show that the symplec-
tic reduction of this extension of the ADM phase is given by the ADM phase space, similar to
what happens in case of Ashtekar’s variables, we need that Γ is integrable at least modulo the
simplicity constraints which we show to be the case.
It should be stressed that even in D + 1 = 4 this extension of the ADM phase space is dif-
ferent from the one employed in LQG: In LQG the Ashtekar-Barbero connection is given by
ALQGajk − Γajk ∝ jklK la, i, j, k = 1, ..., D, while in our case in the time gauge eI0 = δI0 we have
ANEWajk − Γajk is pure gauge. Here Γajk is the spin connection of the corresponding triad. Thus,
in the new formulation the information about the extrinsic curvature sits in the Aa0j component
which is absent in the LQG formulation. We also emphasise that it is possible to have gauge
group SO(D+ 1) even for the Lorentzian ADM phase space. While a Lagrangian formulation is
only available when spacetime and internal signature match as we will see in a companion paper
[28], this opens the possibility to quantise gravity in D + 1 spacetime dimensions using LQG
methods albeit with structure group SO(D+ 1) and additional (simplicity) constraints [29, 30].
This paper is is organised as follows:
In section 2, we will define the required kinematical structure of a (D + 1)-dimensional connec-
tion formulation of General Relativity. We will study in detail the properties of the simplicity
constraint and the hybrid spin connection.
In section 3, we will postulate an extension of the ADM phase space in terms of a connection
and its conjugate momentum subject to the corresponding Gauß constraint and the simplicity
constraint discussed before. We will then prove that the symplectic reduction of this extension
with respect to both constraints recovers the ADM phase space. There is a one parameter
freedom in this extension, similar to but different from the Immirzi parameter of standard LQG
[15].
In section 4, we express the spatial diffeomorphism constraint and the Hamiltonian constraint
in terms of the new variables and prove that the full set of four types of constraints, namely Gauß,
simplicity, spatial diffeomorphism and Hamiltonian constraints, is of first class. This can be done
for either choice of SO(1, D) or SO(D + 1) independently of the spacetime signature. Similar
to the situation with standard LQG, the Hamiltonian simplifies when spacetime signature and
internal signature match if one chooses unit Immirzi like parameter. There is an additional
correction term present which accounts for the removal of the pure gauge degrees of freedom
affected by the gauge transformations generated by the simplicity constraint.
In section 5, we conclude and discuss future research directions partly already addressed in
our companion papers [28, 29, 30, 31, 32, 33].
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The further organisation of this series is as follows:
In paper [28], we supplement the present paper by a Lagrangian, namely Palatini, formula-
tion in the case that internal and spacetime signature match. As is well known, the canonical
treatment of Palatini gravity, while leading to a connection formulation, is plagued by second
class constraints and a non trivial Dirac bracket prohibiting a connection representation in the
quantum theory [34]. This is in apparent contradiction to the first class structure found in the
present paper. The link between the two approaches is through the machinery of gauge unfixing
[35, 36, 37, 38], which transforms a second class system into an equivalent first class system sub-
ject to a modification of the Hamiltonian which in our case is precisely the additional correction
term in the Hamiltonian constraint found in this paper.
In paper [29] we quantise the constraints found in this paper using the standard machinery
developed for the D = 3 case. In paper [31], we consider coupling to fermionic matter and its
quantisation where we have to solve the problem of how to switch from Lorentzian to Euclidean
signature Clifford algebras. In paper [30], we quantise the simplicity constraint and show that
in D+ 1 = 4 the resulting Hilbert space and the representation of Gauß and simplicity invariant
observables coincides with the standard LQG representation. In paper [32], we consider the
classical canonical formulation of higher dimensional Supergravity theories, in particular the
Rarita-Schwinger fields in terms of new canonical variables and formulate the corresponding
quantum theory. Finally, we treat the p-form sector of Supergravity theories in paper [33].
2 Kinematical Structure of (D+1)-dimensional Canonical Grav-
ity
This section is subdivided into three parts. In the first part we show that simple dimensional
counting and natural considerations lead to a unique candidate connection formulation that
works in any spacetime dimension D + 1 and has underlying structure group SO(D + 1) or
SO(1, D) respectively. We also identify the simplicity constraints additional to the Gauß con-
straint that such a formulation requires and show that while there is no D-bein and no spin
connection in such a formulation, there is a generalised D-bein and a hybrid connection. The
latter is required in order to express the ADM variables in terms of the connection and its con-
jugate momentum. In the second part we formulate an equivalent expression for the simplicity
constraint and discuss its properties and some subtleties. Finally, in the third part we prove a
key property of the hybrid connection, namely its integrability modulo simplicity constraints.
This will be key to proving in the next section that the symplectic reduction of the extended
phase space by Gauß and simplicity constraints recovers the ADM phase space.
2.1 Preliminaries
As is well known (see e.g. [11] and references therein), the ADM Hamiltonian formulation
of vacuum D + 1 General Relativity is based on a phase space coordinatised by a canonical
pair (qab, P
ab) with non trivial Poisson brackets (we set the gravitational constant to unity for
convenience)
{qab(x), P cd(y)} = δc(a δdb) δ(D)(x− y), (2.1)
where a, b, c, .. ∈ {1, .., D} and x, y, .. are coordinates on a D-dimensional manifold σ. The images
of σ under one parameter families of embeddings of σ into a (D + 1)-dimensional manifold M
constitute a foliation of M . Here qab is a metric on σ of Euclidean signature. The phase space
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defined by (2.1) is subject to spatial diffeomorphism constraints
Ha = −2qac DbP bc (2.2)
and Hamiltonian constraint
H = − s√
det(q)
[qacqbd − 1
D − 1qabqcd]P
abP cd −
√
det(q)R(D), (2.3)
where R(D) is the Ricci scalar of qab and Da denotes the torsion free covariant derivative anni-
hilating qab. Here s is the signature of the spacetime geometry. Expression (2.3) is problematic
for D = 1 and in what follows we restrict to D > 1.
Similar to the formulation of standard LQG in D + 1 = 4, we would like to arrive at
a connection formulation of this system which then can be quantised using standard LQG
techniques. This requires the corresponding structure group to be compact. Let us recall and
sketch how this is done for D = 3, see [11] for all the details:
Following Peldan [26], the idea is to extend the ADM phase space by additional degrees of
freedom and then to impose additional first class constraints in such a way that the symplectic
reduction of the extended system with respect to these constraints coincides with the original
ADM phase space. In practical terms, this means that one considers a connection Aαa , i.e. a
Lie algebra valued one form with a Lie algebra of dimension N and a conjugate momentum piaα
which is a Lie algebra valued vector density. Here α, β, .. = 1, .., N . Such a Yang-Mills phase
space is subject to a Gauß constraint
Gα = Dapiaα = ∂apiaα + fαβ γ Aβa piaγ , (2.4)
where fαβ
γ denote the structure constants of the corresponding gauge group. The requirement is
then that there is a reduction (A, pi) 7→ qab := qab[A, pi], P ab := P ab[A, pi] such that the Poisson
brackets of the ADM phase space are reproduced modulo the Gauß constraint and possible
additional first class constraints that maybe necessary in order that the correct dimensionality
of the reduced phase space is achieved.
The question is of course which group should be chosen depending on D and how to express
qab, P
ab in terms of Aαa , pi
a
α. Furthermore, one may ask whether the Gauß constraint is sufficient
in order to reduce to the correct number of degrees of freedom or whether there should be
additional constraints. Consider first the case that the Gauß constraint is sufficient. Then the
extended phase space has DN configuration degrees of freedom of which the Gauß constraint
removes N . This has to agree with the dimension of the ADM configuration degrees of freedom
which in D spatial dimensions is D(D+1)/2. It follows N(D−1) = D(D+1)/2. Next we need to
relate (Aαa , pi
a
α) to (qab, P
ab). There may be many possibilities for doing so but here we will follow
a strategy that is similar to the strategy of standard LQG. We consider some representation
ρ of the corresponding Lie group G of dimension M ≥ D and introduce generalised D-beins
eIa, I, J,K, ... = 1, ..,M taking values in this representation with qab = e
I
aηIJe
J
b . The requirement
M ≥ D is needed in order that qab can be chosen to be non degenerate and we furthermore
require that it is positive definite. Here η is a G-invariant tensor, i.e. ρ(g)IKηIJρ(g)
J
L = ηKL.
The existence of such a tensor already severely restricts the possible choices of G and typically
G is simply defined in this way whence ρ will typically be the defining representation of G.
We extend the covariant derivative Da to ρ valued objects by asking that Da annihilates the
co-D-bein
Dae
I
b = ∂ae
I
b − ΓcabeIc + Γαa [Xρα]IJeJb = 0, (2.5)
with the Levi-Civita connection Γcab. This equation defines the hybrid (or generalised) spin
connection Γαa . Here the X
ρ
α denote the generators of the Lie algebra of G in the representation
ρ.
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The idea is now that K˜a
b := [Aαa − Γαa ]pibα is the expression for the ADM extrinsic curvature√
det(q)Ka
b, Pa
b = −s√det(q)[Kab − δbaKcc], in terms of the new variables. However, there
are several caveats. First of all, it is not clear that (2.5) has a non-trivial solution: These are
D2M equations for DN coefficients Γαa and thus the system (2.5) could be overdetermined.
Secondly, even if a solution exists, Γαa will be a function of e
I
a while we need to express it in
terms of the momentum piaα conjugate to A
α
a . If there is no other constraint than the Gauß
constraint, then piaα itself must be already determined in terms of e
I
a which implies that M = N :
The representation ρ has the same dimension as the adjoint representation of the Lie group.
If one scans the classical Lie groups, then the only case where the defining representation and
the adjoint representation have the same dimension (and are in fact isomorphic) is SO(3) or
SO(1, 2) respectively, whence N = 3. In this case, the equation N(D−1) = D(D+ 1)/2 has the
solutions D = 2 and D = 3 which can be shown to be the only solutions to this equation on the
positive integers.
In order to go beyond D = 3, we therefore need more constraints. We consider now the case of
the choice G = SO(M+1) or G = SO(1,M) which is motivated by the fact that these Lie groups
underly the Palatini formulation of General Relativity in M+1 spacetime dimensions. Following
Peldan’s programme, other choices may be leading, conceivably, to canonical formulations of
GUT theories. We will leave the investigation of such possibilities for future research. For this
choice we obtainN = M(M+1)/2 and thus (2.5) presentsD2(M+1) equations forDM(M+1)/2
coefficients. Explicitly
∂ae
I
b − ΓcabeIc + ΓIJa ebJ = 0, (2.6)
where all internal indices are moved with η. Since Γa(IJ) = 0 we obtain the consistency condition
e(cI∂ae
I
b) − Γ(c|a|b) = 0, (2.7)
where qab = e
I
aebI was used. It is not difficult to see that (2.7) is in fact identically satisfied.
Therefore the D2(M+1) equations (2.6) are not all independent, there are D2(D+1)/2 identities
(2.7) among them, reducing the number of independent equations to D2[M + 1− 12(D + 1)] for
DM(M+1)/2 coefficients ΓaIJ . Equating the number of independent equations to the number of
equations yields a quadratic equation for M with the two possible roots M = D and M = D−1.
In the second case eIa is an ordinary D-bein and ΓaIJ its ordinary spin connection. In the former
case we obtain the hybrid spin connection mentioned before.
Let us discuss the cases SO(D) and SO(D + 1) separately (the discussion is analogous for
SO(1, D−1) and SO(1, D) except that SO(1, D−1) does not allow for a positive definite D metric
and therefore must be excluded anyway). In the case of SO(D) we haveD2(D−1)/2 configuration
degrees of freedom and D(D − 1)/2 Gauß constraints. In order to match the number of ADM
degrees of freedom, we therefore need S = D2(D−1)/2−D(D−1)/2−D(D+1)/2 = D2(D−3)/2
additional constraints. These must be imposed on the momentum piaIJ conjugate to AaIJ and
require that piaIJ is already determined by eIa. Now e
I
a has D
2 degrees of freedom while piaIJ
has D2(D − 1)/2 so that exactly S degrees of freedom are superfluous. However, there is no
way to to build an object piaIJ with pia(IJ) = 0 from eIa: In order to match the density weight
we can consider EaI =
√
det(q)qabeIb , but we cannot algebraically build another object v
I from
eIa without tensor index in order to define pi
aIJ = v[IEa|J ]. The only solution is that there
are no superfluous degrees of freedom, which leads back to D = 3. Now consider SO(D + 1).
In this case we have D2(D + 1)/2 configuration degrees of freedom and D(D + 1)/2 Gauß
constraints requiring S = D2(D + 1)/2 − D(D + 1)/2 − D(D + 1)/2 = D2(D − 1)/2 − D
additional constraints. The number of superfluous degrees of freedom in piaIJ as compared to
eIa is now also precisely S = D
2(D+ 1)/2−D(D+ 1). In contrast to the previous case, however,
now it is possible to construct an object without tensor indices: If we assume that the D internal
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vectors eIa, a = 1, .., D are linearly independent then we construct the common normal
nI :=
1
D!
1√
det(q)
a1..aDIJ1..JDe
J1
a1 .. e
JD
aD
, (2.8)
which satisfies eIanI = 0, nIn
I = ζ where ζ = 1 for SO(D+ 1) and ζ = −1 for SO(1, D). Notice
that nI is uniquely (up to sign) determined by e
I
a. We may now require that
piaIJ = 2
√
det(q)qabn[Ie
J ]
b =: 2n
[IEa|J ]. (2.9)
These are the searched for constraints on piaIJ and constitutes our candidate connection for-
mulation for General Relativity in arbitrary spacetime dimensions D + 1 ≥ 3. Since they
require pi to come from a generalised D-bein, we call them simplicity constraints. Notice that
D2(D − 1)/2 − D = 0 for D = 2. Indeed, 2 + 1 gravity is naturally defined as an SO(1, 2) or
SO(3) gauge theory.
2.2 Properties of the Simplicity Constraints
The form of the constraint (2.9) is not yet satisfactory because the constraint should be formu-
lated purely in terms of piaIJ . The same requirement applies to the hybrid connection to which
we will turn in the next subsection.
Given piaIJ and any unit vector nI we may define E
aI [pi, n] := −ζpiaIJnJ . This object then
automatically satisfies EaInI = 0. Furthermore we may define the transversal projector
η¯IJ [n] := δ
I
J − ζnInJ ⇒ η¯IJ nJ = 0 (2.10)
and define
p¯iaIJ := η¯IK [n] η¯
J
L[n] pi
aKL. (2.11)
In what follows, all tensors with purely transversal components will carry an overbar. We obtain
the decomposition
piaIJ = p¯iaIJ + 2n[IEa|J ]. (2.12)
It appears that the simplicity constraint now is equivalent to p¯iaIJ = 0. However, there are two
subtleties: First, at this point nI is an extra structure next to piaIJ which is required to define
(2.11). Therefore the decomposition (2.12) is not intrinsic and nI appears as an extra degree of
freedom. It is therefore necessary to give an intrinsic definition of nI . Next, suppose that we
have achieved to do so, then p¯iaIJ constitute D2(D − 1)/2 degrees of freedom rather than the
required D2(D− 1)/2−D while due to EaInI = 0 the EaI constitute only D2 degrees of freedom
rather than D(D + 1).
To remove these subtleties, it is cleaner to adopt the following point of view:
We considerD+1 vector densities EaI to begin with such that the correspondingD(D + 1)-matrix
has maximal rank. From these we can construct the densitised inverse metric
Qab := EaIE
b
Jη
IJ , (2.13)
which we require to have Euclidean signature as well as their common normal
nI [E] :=
1
D!
√
det(Q)
a1..aD IJ1..JDE
a1J1 ..EaDJD , (2.14)
which is now considered as a function of E. Notice that nIn
I = ζ. Therefore also η¯IJ = η¯
I
J [E] is
a function of E. We can again apply the decomposition (2.12) and now have cleanly deposited
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the searched for degrees of freedom into EaI . However, while n
I is now intrinsically defined via
EaI , the constraints p¯i
aIJ = 0 are still D to many. We should remove D additional degrees of
freedom from p¯iaIJ . To do so we impose a tracefree condition. Consider the object
EIa := QabE
bI , QacQ
cb := δba. (2.15)
It follows easily from the definitions that
EIaE
b
I = δ
b
a, E
I
aE
a
J = η¯
I
J . (2.16)
Consider the tracefree, transverse projector
P aIJbKL[E] := δ
a
b η¯
I
[K η¯
J
L] −
2
D − 1E
a[I Eb[K η¯
J ]
L]. (2.17)
Then for any tensor piaIJ we have with p¯iaIJT = P
aIJ
bKLpi
aIJ that
p¯iJ := EaI p¯i
aIJ
T = 0 (2.18)
and p¯iaIJT nI = 0. Notice that p¯i
aIJ
T has only D
2(D− 1)/2−D degrees of freedom independent of
EaI .
We therefore consider in what follows tensors piaIJ of the following form
piaIJ [E, S¯T ] := S¯
aIJ
T + 2n
[I [E]Ea|J ], (2.19)
where S¯T and E are considered as independent parameters for pi. Notice that S¯T can be
constructed as P · S from an arbitrary tensor SaIJ . Such tensors can be intrinsically described
as follows:
Given pi, there exists a normal nI [pi] such that the following holds: Define E
a
I [pi, n] = −ζpiaIJnJ
and p¯iaIJ [pi, n] as above. Then automatically
p¯iJ [pi, n] := p¯iaIJ [pi, n]Qab[pi, n]E
b
I [pi, n] = 0. (2.20)
This is a set of D independent (since automatically p¯iInI = 0 no matter what n
I is), non-linear
equations for the D independent (due to the normalisation nIn
I = ζ) components of nI . In the
appendix, we study this non trivial system of equations further and show that it can possibly be
solved by fixed point methods. At present we do not know whether at least tensors piaIJ subject
to the condition that ζpiaIJpibIJ/2 is positive definite always allow for such a solution n
I , however,
we know that the number of possible solutions is always finite because we can transform (2.20)
into a system of polynomial equations. In what follows, we will assume that the solution nI [pi]
is in fact unique by suitably restricting the set of allowed tensors piaIJ . This could imply that
the set of such tensors no longer has the structure of a vector space which however does not
pose any problems for what follows.
On the other hand, we can prove the following for general piaIJ :
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Theorem.
Let D ≥ 3 and1
Sab
M
:=
1
4
IJKLMpi
aIJpibKL, (2.21)
where M is any totally skew (D − 3)-tuple of indices in {0, 1, .., D}. Then
Sab
M
= 0 ∀ M, a, b ⇔ P aIJbKL[pi, n] pibKL = 0 (2.22)
for any unit vector n where P aIJbKL[pi, n] := [P
aIJ
bKL[E]]E=E[pi,n] and E
aI [pi, n] = −ζpiaIJnJ and
where P [E] is defined in (2.17). Here we assume that Qab[pi, n] := piaIKpibJLηIJnKnL is non
degenerate for any (timelike for ζ = −1) vector nI .
This result implies that although Sab
M
are D(D+1)/2
(
D+1
4
)
equations which exceeds D2(D−
1)/2−D for D > 3 only D2(D−1)/2 of them are independent. The constraint Sab
M
= 0 does not
fix nI and makes no statement about the trace part p¯iJ [pi, n] = p¯iaIJ [pi, n]EaI [pi, n]. Given that the
theorem holds for any n it is natural to fix n such that the trace part vanishes simultaneously as
otherwise we would have only that p¯iaIJ = 2Ea[I p¯iJ ]/(D−1) and not p¯iaIJ = 0 or piaIJ = 2n[IEa|J ]
on the constraint surface of the simplicity constraint.
Proof.
Obviously
Sab
M
= 0 ⇔ IJKLMSab
M
=
ζ
4
4! (D − 3)! pia[IJ pibKL] = 0. (2.23)
Given pi, consider any unit vector n and decompose as in (2.12)
piaIJ = p¯iaIJ [pi, n] + 2n[IEa|J ][pi, n]. (2.24)
Inserting into (2.24), we obtain
pia[IJpibKL] = p¯ia[IJ p¯ibKL] + 4n[IE(a|J p¯ib)KL] = 0. (2.25)
Contracting with nI yields
E(a[J p¯ib)KL] = 0. (2.26)
Contracting further with EaJ yields
(D − 1) [p¯ibKL − 2
D − 1E
b[K p¯iaJ |L]EaJ ] = (D − 1) P bKLaIJ [pi, n]piaIJ = 0. (2.27)
We conclude piaIJ = 2v[IEa|J ], vI = (nI − 1D−1 p¯ibJIEbJ) and inserting back into (2.23) we see
that it is identically satisfied.
The theorem therefore says that on the constraint surface piaIJ = 2v[IEa|J ] for some vector
v which is not necessarily normalised and not necessarily normal to EaI but such that EaI , vI
constitute D + 1 linearly independent internal vectors. We can however draw, for ζ = −1,
some additional conclusion from the requirement that Qab = piaIJpibIJ/(2ζ) should have Eu-
clidean signature. First of all, vI cannot be null since otherwise Qab ∝ (EaI vI)(EbJvJ) would
be degenerate. If vI would be spacelike then consider E˜aI = E
a
I − EaJvJvI/(vKvK). It follows
piaIJ = 2v[IE˜a|J ] and Qab ∝ E˜aIE˜bI . Since vI , E˜aI constitutes a (D + 1)-bein and vI is spacelike
while η is Lorentzian, also Qab would need to be Lorentzian. Hence vI must in fact be timelike
for ζ = −1.
1For D = 2 no simplicity constraints are needed since D2(D − 1)/2−D = 0.
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We may therefore absorb for either signature the normalisation of v into EaI and define
nI := vI/
√
ζvJvJ as well as E˜
aI =
√
ζvKvKE
aJ η¯IJ . Then 2v
[IEa|J ] = 2n[IE˜a|J ] with E˜aInI =
0, nInI = ζ.
Therefore, the constraint surface defined via (2.21) is the same as the one given by p¯iaIJT above,
where we assumed that pi is of the form (2.19) and constitutes the unique decomposition of piaIJ
with no trace part. In what follows, we will use the simplicity constraint in the form (2.21).
However, it will be convenient to have the presentation (2.19) at one’s disposal when we work
off the constraint surface.
Notice that the proof given above also in the case D = 3 does not allow for a “topological
sector” piaIJ = IJKLnKEaL or “degenerate sector” due to the non degeneracy assumption.
This assumption is dropped in the alternative proof in [28] which is based on [39] which is why
the topological sector does appear there.
2.3 Integrability of the Hybrid Connection Modulo Simplicity Constraint
The hybrid connection is defined via (2.6) on the constraint surface Sab
M
= 0. We want to define
an extension off the constraint surface such that the resulting expression is integrable, i.e. is the
functional derivative ΓaIJ = δF/δpi
aIJ of a generating functional F = F [pi]. To that end, we
need the explicit expression of ΓaIJ in terms of e
I
a.
To begin with, we notice that Dan
I = 0. To see this we consider its D + 1 independent
components nIDan
I = 12Da(n
InI) = 0 and e
I
bDan
I = −nIDaeIb = 0. We decompose
ΓaIJ = Γ¯aIJ + 2n[I Γ¯a|J ], Γ¯aI = −ζΓaIJnJ (2.28)
and further
Γ¯aIJ = Γ¯abce
b
Ie
c
J , Γ¯aI = Γ¯abe
b
I , (2.29)
with ebI = q
abebI , q
acqcb = δ
a
b , qab = e
I
aebI . We find
Γ¯ab = −ζnI∂aeIb , Γ¯abc = Γbac − ebI∂aeIc , (2.30)
where Γbac = qbdΓ
d
ac is the Levi-Civita connection. Combining these formulae, we obtain
ΓaIJ [E] = −[ηK[I + ζnK n[I ]ebJ ]∂aeKb + Γbaceb[IecJ ]
= ζn[I∂anJ ] + eb[I∂ae
b
J ] + Γ
b
aceb[Ie
c
J ], (2.31)
where we used here and will also use frequently later nK∂aE
bK = −EbK∂anK , nK∂anK = 0 and
n[I η¯
K
J ] = n[Iη
K
J ].
To write ΓaIJ in terms of pi
aIJ , we notice the following weak identities modulo the simplicity
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constraint, that is piaIJ ≈ 2n[IEa|J ],
piaIJpibIJ ≈ 4n[IEa|J ] n[IEbJ ] = 2ζEaIEbI = 2ζQab,
Qabpi
aKIpibKJ ≈ [nKEaI − nIEaK ] [nKEaJ − nJEaK ]
= DnInJ + ζη¯
I
J = (D − 1)nInJ + ζηIJ ,
Ea[InJ ] = −ζpia[I|L nJ ]nL,
Qbdpi
dK
[I pi
c
K|J ] ≈ [nKEb[I − EKb n[I ] [EcJ ]nK − nJ ]EcK ] = ζ Eb[IEcJ ] = ζ eb[IecJ ],
Qbcpi
bK
[I∂api
c
K|J ] ≈ [nKEc[I − EKc n[I ] ∂a [EcJ ]nK − nJ ]EcK ]
= −nKEc[I [nJ ](∂aEcK)− (∂aEcJ ])nK ]
+EKc n[I [(∂anJ ])E
c
K − EcJ ](∂anK)]
= (D − 1)n[I(∂anJ ]) + Ec[InJ ]EcK(∂anK) + ζEc[I(∂aEcJ ])
= (D − 2)n[I(∂anJ ]) + ζEc[I(∂aEcJ ])
= (D − 2)n[I(∂anJ ]) + ζec[I(∂aecJ ]),
η¯KI η¯
L
JQbdpi
dM
[K ∂api
c
|M |L] ≈ ζη¯K[I η¯LJ ]eb[K∂aebL]
= ζeb[I∂ae
b
J ] − n[I∂anJ ]. (2.32)
Consider the quantities
TaIJ := pibK[I∂api
bK
J ], T
c
bIJ := pibK[Ipi
cK
J ], (2.33)
where piaIJ = Qabpi
b
IJ . Then
(D − 1)n[I∂anJ ] = TaIJ − T¯aIJ , (D − 1)ζeb[I∂aebJ ] = TaIJ + (D − 2)T¯aIJ . (2.34)
Inserting (2.33) and (2.34) into (2.31) then leads to the explicit expression
ΓaIJ [pi] =
2ζ
D − 1TaIJ +
ζ(D − 3)
D − 1 T¯aIJ + ζΓ
b
acT
c
bIJ . (2.35)
Together with Qab =: det(q)qab which expresses Γbac in terms of Q
ab = piaIJpibIJ/(2ζ), this deter-
mines ΓaIJ completely in terms of pi
aIJ if we simply replace the ≈ signs in (2.32) by = signs
and take the left hand sides as definitions for the right hand sides.
It transpires that ΓaIJ is a rational, homogeneous function of pi and its first derivatives which
vanishes at pi = 0. Therefore, if ΓaIJ [pi] has a generating functional, then it is given by
2
F ′[pi] =
∫
dDx piaIJ ΓaIJ [pi]. (2.36)
Variation of F ′ with respect to piaIJ yields
δF ′ =
∫
dDx
(
δpiaIJ ΓaIJ [pi] + pi
aIJδΓaIJ [pi]
)
=
∫
dDx
(
δpiaIJ ΓaIJ [pi] + pi
aIJ [δΓaIJ [E] + δS
′
aIJ ]
)
= δ[
∫
dDxpiaIJS′aIJ ] +
∫
dDx
(
δpiaIJ ΓaIJ [pi] + 2n
[IEa|J ] δΓaIJ [E]
)
+
∫
dDx
(
SaIJ δΓaIJ [E]− δpiaIJ S′aIJ
)
, (2.37)
2If a one form ΓM is exact, i.e. has potential U with ΓM = U,M then U(pi) − U(pi0) =
∫
γpi0,pi
Γ for any path
γpi0,pi between pi0 and pi. If Γ is defined at pi0 = 0 to vanish then choosing the straight path t 7→ tpi yields
U(pi) = const.+
∫ 1
0
dtpiMΓM (tpi).
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where SaIJ := piaIJ − 2n[IEa|J ] and S′aIJ := ΓaIJ [pi] − ΓaIJ [E] both vanish on the constraint
surface of the simplicity constraint. We see that F ′ itself cannot be a generating functional but
rather
F = F ′ −
∫
dDxpiaIJS′aIJ , (2.38)
i.e. F ′ has to be corrected by a term that vanishes on the constraint surface of the simplicity
constraint, however, its variation does not necessarily vanish on that constraint surface. It
follows that δF/δpiaIJ = ΓaIJ + S˜aIJ for some S˜aIJ which vanishes on the constraint surface of
the simplicity constraint provided that∫
dDxn[IEa|J ]δΓaIJ [E] =
∫
dDx
√
det(q)n[Iea|J ]δΓaIJ [E] = 0. (2.39)
This is the key identity that one has to prove. It is the counterpart to the key identity that is
responsible for the fact that the Ashtekar connection is Poisson commuting in D + 1 = 4. The
reason for the correction F ′ → F is that ΓaIJ [pi] is not strictly integrable but only modulo terms
that vanish on the constraint surface of the simplicity constraint.
We proceed with the proof of (2.39). It is easiest to use (2.28) – (2.30). We have, using
nKδn
K = 0, nKδe
K
b = −eKb δnK and that Γ¯a(bc) = 0,
n[Iea|J ]δ(2n[I Γ¯a|J ]) = 2n[Iea|J ][nI(δΓ¯aJ) + Γ¯aJδnI)]
= ζeaI(δΓ¯aI) = −eaIδ(nJ(∂aeJb )ebI)
= eaIδ(eJb (∂anJ)e
b
I) = e
aIδ(η¯JI ∂anJ)
= eaI∇a(δnI),
n[Iea|J ]δΓ¯aIJ = nIeaJδ(Γ¯abcebIe
c
J)
= nIeaJ Γ¯abce
c
J(δe
b
I) = q
acΓ¯acbe
b
I(δn
I)
= −[eaJ(∂aeJb )− Γaab]ebI(δnI)
= −[eaJ [∂a(ebIeJb )− eJb (∂aebI)− ΓaabebI ] (δnI)
= −[eaJ∂a(η¯JI )− (∇aeaI )](δnI) = [∇aeaI ] [δnI ], (2.40)
where ∇a is the torsion free covariant differential annihilating qab (it acts only on tensor indices,
not on internal ones). We conclude∫
dDx n[IEa|J ] δΓaIJ [E] =
∫
dDx
√
det(q)∇a[eaIδnI ] =
∫
dDx∂a(E
a
I δn
I) = 0 (2.41)
for suitable boundary conditions on EaI and its variations
3.
We therefore have established:
Theorem.
There exists a functional F [pi] such that for δnI vanishing sufficiently fast at spatial infinity, we
have
δF [pi]/δpiaIJ(x) = ΓaIJ [pi;x) + SaIJ [pi;x), (2.42)
where SaIJ vanishes on the constraint surface of the simplicity constraint, depending at most on
its first partial derivatives and ΓaIJ [pi] is the hybrid connection (2.35).
3For instance one could impose that nI deviates from a constant by a function of rapid decrease at spatial
infinity.
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3 New Variables and Equivalence with ADM Formulation
We consider an G = SO(D+ 1) or G = SO(1, D) canonical gauge theory over σ with connection
AaIJ and conjugate momentum pi
aIJ . These variables are subject to the canonical brackets
{AaIJ(x), pibKL(y)} = 2βδbaδK[I δLJ ]δ(D)(x− y), {AaIJ(x), AbKL(y)} = {piaIJ(x), pibKL(y)} = 0,
(3.1)
as well as to the Gauß constraint
GIJ := DapiaIJ = ∂apiaIJ + 2A[Ia K pia|K|J ] (3.2)
and the simplicity constraint
Sab
M
=
1
4
IJKLMpi
aIJpibKL. (3.3)
Internal indices as before are moved by the internal metric η which is just the Euclidean met-
ric for SO(D + 1) (ζ = 1) and the Minkowski metric for SO(1, D) (ζ = −1). We have for
g ∈ SO(ζ,D) that gIJgKLηKL = ηIJ , det((gIJ)) = 1. The covariant differential Da of A acts
only on internal indices. This does not affect the tensorial character of (3.2) because piaIJ is
a Lie algebra valued vector density of weight one and (3.2) is its covariant divergence which is
independent of the Levi-Civita connection. The real parameter β 6= 0 in (3.1) is similar to, but
structurally different from the Immirzi parameter in D = 3.
Let ΓaIJ [pi] be the hybrid connection (2.35) constructed from pi. We define a map from this
Yang-Mills theory phase space with coordinates (AaIJ , pi
aIJ) to the coordinates (qab, P
ab) of the
ADM phase space by the following formulas
det(q)qab :=
1
2ζ
piaIJ pib IJ , (3.4)
P ab :=
1
4β
(
qa[c[AcIJ − ΓcIJ ]pib]IJ + qb[c[AcIJ − ΓcIJ ]pia]IJ
)
=
1
2β
qd(a [AcIJ − ΓcIJ ]pi[b)IJδc]d .
The central result of this section is:
Theorem.
i. Gauß and simplicity constraints obey a first class constraint algebra.
ii. The symplectic reduction of the Yang-Mills phase space defined above with respect to Gauß
and simplicity constraints coincides with the ADM phase space. More in detail, the functions
qab[pi], P
ab[A, pi] defined in (3.4) are Dirac observables with respect to Gauß and simplicity
constraints and obey the standard Poisson brackets
{qab(x), P cd(y)} = δc(aδdb) δ(D)(x− y), {qab(x), qcd(y)} = {P ab(x), P cd(y)} = 0 (3.5)
on the constraint surface defined by simplicity and Gauß constraints.
Proof.
i.
Since Sab
M
only depends on piaIJ , it Poisson commutes with itself. The Gauß constraint of course
generates G gauge transformations under which A transforms as a connection and pi as a section
in an associated vector bundle under the adjoint representation of G. The Poisson algebra of
the smeared Gauß constraints is therefore (anti-)isomorphic with the Lie algebra of G
{G[f ], G[f ′]} = −βG[[f, f ′]], G[f ] :=
∫
dDx
1
2
fIJG
IJ , [f, f ′]IJ = 2f[I Kf ′|K|J ]. (3.6)
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Under finite Gauß transformations we have
piaIJ 7→ [gpiag−1]IJ . (3.7)
Since G = SO(ζ,D) is unimodular we obtain
Sab
M
7→ ζ gM NSabN , gM N =
D−3∏
i=1
gMi
Ni . (3.8)
It follows the first class structure {G,G} ∝ G, {G,S} ∝ S, {S, S} = 0.
ii.
The hybrid spin connection ΓaIJ [E] is a G connection by construction. Its extension ΓaIJ [pi] off
the simplicity constraint surface therefore transforms as a G connection modulo the simplicity
constraint. Since both piaIJ , KaIJ :=
1
β (AaIJ −ΓaIJ) transform in the adjoint representation of
G it is clear that Qab ∝ Tr(piapib), Kba ∝ Tr(Kapib) are in fact Gauß invariant, possibly modulo
the simplicity constraint, and thus are qab, P
ab. Since Sab
M
and qab are both constructed from
piaIJ alone it is clear that they strictly Poisson commute. As for P ab we notice that it is a linear
combination of the objects
Ka
b := − s
4β
[AaIJ − ΓaIJ ]pibIJ , (3.9)
with coefficients that depend only on qab. While the notation already suggests that Ka
b is
related with the extrinsic curvature, note that as it is defined here, Ka
b has density weight one.
It is therefore sufficient to show that {Ka b, ScdM} ≈ 0. We compute with the smeared simplicity
constraint and using that ΓaIJ [pi] depends only on pi
aIJ
{Ka b(x), S[f ]} =
∫
dDy fMcd (y) {Ka b(x), ScdM (y)}
= − s
16β
∫
dDy fMcd (y) pi
bIJ(x) ABCDM {AaIJ(x), picAB(y)pidCD(y)}
= −s fMcd (x)δ(ca Sd)bM (x). (3.10)
It follows that P ab Poisson commutes with the simplicity constraint on its constraint surface.
It remains to verify the ADM Poisson brackets.
Since qab(x) depends only on pi
aIJ(x) we have trivially {qab(x), qcd(y)} = 0. Next, using
qab = Qab/ det(q), det(q) = [det(Q)]1/(D−1), we find
{qab(x), P cd(y)} = 2sqae(x) qbf (x) {qef (x), (qg(c Kh[d)δh]g )(y)}
= − 1
2β
[qae qbf ](x) [q
g(cpi[d)IJδh]g ](y)×[
1
det(q)
{Qef (x), AhIJ(y)} − 1
D − 1Qmn(x)q
ef (x){Qmn(x), AhIJ(y)}
]
= − 1
2β
δ(D)(x− y) qae qbf qg(cpi[d)IJδh]g ×
1
2ζ
[
− 4β
det(q)
δ
(e
h pi
f)
IJ +
4β
D − 1Qmn(x)q
efδmh pi
n
IJ
]
= δ(D)(x− y) qae qbf qg(c
[
q[d)|e|δ|f |h + q
[d)|f |δ|e|h −
2
D − 1qmnq
|ef |q[d)|n|δ|m|h
]
δh]g
= δ(D)(x− y)δc(aδdb) (3.11)
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by carefully contracting all indices and keeping track of the (anti)symmetrisations.
The last bracket is the most complicated. We write
P ab = P abeIJKeIJ , P
abeIJ =
1
2
qg(a pi[b)IJ δe]g (3.12)
and compute
{P ab(x), P cd(y)} = P abeIJ(x){KeIJ(x), P cdfKL(y)}KfKL(y)
−P cdfKL(y){KfKL(y), P abeIJ(x)}KeIJ(x)
+P abeIJ(x) P cdfKL(y){KeIJ(x),KfKL(y)}
=
1
2
{P ab(x), qh(c(y)}pi[d)KLδf ]h KfKL(y)−
1
2
{P cd(y), qg(a(x)}pi[b)IJδe]g KeIJ(x)
+
1
2β
P abeIJ(x) qh(c(y){AeIJ(x), pi[d)KL(y)}δf ]h KfKL(y)
− 1
2β
P cdfKL(y) qg(a(x){AfKL(y), pi[b)IJ(x)}δe]g KeIJ(x)
− 1
β2
P abeIJ(x) P cdfKL(y) [{AeIJ(x),ΓfKL(y)} − {AfKL(y),ΓeIJ(x)}]
= 2s
[
qh(aqb)(cK
[d)
f δ
f ]
h − qg(cqd)(aK [b)e δe]g
]
δ(D)(x− y)
−2s
[
qh(cδ[d)e δ
f ]
h q
g(aK
[b)
f δ
e]
g − qg(a δ[b)f δe]g qh(cK [d)e δf ]h
]
δ(D)(x− y)
− 1
β2
P abeIJ(x) P cdfKL(y) [{AeIJ(x),ΓfKL(y)} − {AfKL(y),ΓeIJ(x)}].(3.13)
By carefully carrying out the contractions, it is not difficult to see that the first two square
brackets in the last equality are each proportional to
qadK [bc] + qbdK [ac] + qacK [bd] + qbcK [ad], Kab := qacKc
b. (3.14)
We claim that K [ab] is constrained to vanish by the Gauß constraint. To see this, let D′a be the
covariant differential of A which acts also on tensor indices and let Da the covariant differential
that kills the generalised D-bein. Then the Gauß constraint reads
GIJ = DapiaIJ = D′apiaIJ = [D′a −Da]piaIJ +DapiaIJ ≈ [(A− Γ)a, pia]IJ = β[Ka, pia]IJ , (3.15)
where we used that on the constraint surface of the simplicity constraint we have Dapi
bKL =
2Dan
[KEa|L] = 0. With the convention KaI := −ζKaIJnJ we obtain for the Gauß constraint
GIJ = 2βKaL[Ipi
a
J ]
L ≈ 2βKaL[I(nJ ]EaL − EaJ ]nL)
= −2ζβKa[IEaJ ] + 2βK[InJ ] =: G¯IJ + 2n[IGJ ], (3.16)
where KI = E
aLKaLI is the trace part of KaIJ . It follows that K¯I = 0 and Ka[IE
a
J ] = 0 on the
Gauß constraint surface. Now
K [ab]EaIEbJ ≈ −sζ
2
qc[aKcLE
b]LEaIEbJ = −sζ
2
qcaKcLE
bLEa[IEbJ ]
= − sζ
2 det (q)
KcLη¯
L
[JE
c
I] =
sζ
2 det (q)
Ka[IE
a
J ]. (3.17)
Therefore K [ab] = [K [cd]EcIEcJ ]E
aIEbJ vanishes on the Gauß constraint surface.
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We now turn to the last square bracket in (3.13). It is a linear combination, with coefficients
M depending on qab, of expressions of the form
Mabef (x)M
cdg
h (y)pi
fIJ(x)pihKL(y) [{AeIJ(x),ΓgKL(y)} − {AgKL(y),ΓeIJ(x)}] . (3.18)
We now invoke the key result of the previous section and write ΓaIJ = δF/δpi
aIJ + SaIJ where
SaIJ vanishes on the constraint surface of the simplicity constraint and depends at most on its
first partial derivatives. It is therefore given by an expression of the form
SgKL = λ
M
gKLgmnS
mn
M
+ µMpgKLmn∂pS
mn
M
(3.19)
for certain coefficients λ, µ. First of all, we notice that due to the commutativity of partial
functional derivatives
{AeIJ(x), δF/δpigKL(y)} − {AgKL(y), δF/δpieIJ(x)} = 0. (3.20)
Next, due to the derivatives involved, the Poisson bracket is not ultralocal, however, what we
intend to prove is that {P [f ], P [f ′]} ≈ 0 with the smeared functions P [f ] = ∫ dDxfabP ab. Let
M ef = fabM
abe
f , M
′g
h = M
cdg
h f
′
cd, then the contribution from SgKL in the first term of (3.18)
becomes after smearing
≈
∫
dDx
∫
dDy M ef (x)pi
fIJ(x)
(
M ′gh pi
hKLλMgKLmn − [M ′gh pihKLµMpgKLmn],p
)
{AeIJ(x), SmnM (y)}
= 4β
∫
dDx M efpi
fIJ(x)
(
M ′gh pi
hKLλMgKLmn − [M ′gh pihKLµMpgKLmn],p
)
δ(me S
n)f
M
(x)
≈ 0, (3.21)
where (3.10) was used. The calculation for the second term is similar. In conclusion, {P ab(x), P cd(y)}
vanishes on the joint constraint surface of the Gauß and the simplicity constraint.
4 ADM Constraints in Terms of the New Variables
It remains to express the ADM constraints in terms of the new variables. Of course we could
just substitute for the expressions (3.4), however, this is not the most convenient form for the
ADM constraints because they involve the hybrid connection which is a complicated expression
in terms of pi. We will therefore adopt the strategy familiar from D + 1 = 4 and invoke the
curvature F of A. In the end, we will arrive at expressions Ha,H for spatial diffeomorphism and
Hamiltonian constraint which differ from their counterparts H′a,H′, obtained by naive substitu-
tion of qab, P
ab by (3.4) in (2.2), (2.3), by terms proportional to Gauß and simplicity constraints.
This guarantees that the algebra of Gauß, simplicity, spatial diffeomorphism an Hamiltonian con-
straints is of first class:
To see this, let us writeHa = H′a+Za, H = H′+Z where Za, Z vanish on the constraint surface of
the simplicity and Gauß constraint. We have seen already that {S, S} = 0, {G,S} ∝ S, {G,G} ∝
G. We also have shown that (3.4) are weak Dirac observables with respect to S and invariant
under G. Since H′a,H′ are defined in terms of (3.4) it follows that {S,H′a} ∝ S, {S,H′} ∝ S.
Altogether therefore {S,Ha}, {S,H}, {G,Ha}, {G,H} ∝ S,G thus S,G form an ideal. Next
we have {H′a,H′b} ∝ H′c, S,G, {H′a,H′} ∝ H′, S,G, {H′,H′} ∝ H′a, S,G because the algebra of
the variables (3.4) is the same as that of the ADM variables modulo S,G terms and therefore the
algebra of the ADM constraints is reproduced modulo S,G terms. Together with what was al-
ready said, this implies thatHa,H reproduce the ADM algebra of constraints modulo S,G terms.
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We begin by deriving the relation between the hybrid curvature
RabIJ = 2∂[aΓb]IJ + ΓaIKΓb
K
J − ΓaJKΓb K I (4.1)
and the Riemann curvature of qab. Let ∇a be the covariant derivative compatible with qab. Then
we have by definition Dae
I
b = ∇aeIb +Γa I JeJb = 0. Expanding out D = ∇+Γ in the commutator
relation [Da, Db]e
I
c = 0 and using [∇a,∇b]eIc = Rabc deId we find
Rabc
deId +Rab
I
Je
J
c = 0 ⇒ Rabcd = RabIJeIceJd . (4.2)
This relation looks familiar from the spin connection, but we stress ΓaIJ is not the spin connec-
tion because eIa is not a D-bein. We obtain modulo S for the Ricci scalar
RabIJpi
aIKpib K
J ≈ RabIJ [nIEaK − nKEaI ][nKEbJ − nJEbK ] = −ζ det(q)R. (4.3)
Next, using (4.2)
RabIJpi
bIJ ≈ 2RabIJnIEbJ = 2qbc
√
det(q)RabIJn
IeJc = −2qbc
√
det(q)Rabc
dedIn
I = 0, (4.4)
which is the analog of the algebraic Bianchi identity.
We now expand the curvature
FabIJ := 2∂[aAb]IJ +AaIK Ab
K
J −AaJK Ab K I (4.5)
of A = Γ + βK in terms of Γ,K and obtain
FabIJ = RabIJ + 2βD[aKb]IJ + 2β
2K[aIK Kb]
K
J , (4.6)
where torsion freeness of ∇ = D − Γ was employed. Contracting (4.6) with pibIJ we find using
(4.4)
FabIJpi
bIJ ≈ 2β(D[aKb]IJ)pibIJ − β2Tr([Ka,Kb]pib). (4.7)
The second term is proportional to the Gauß constraint because Tr([Ka,Kb]pi
b) = Tr(Ka[Kb, pi
b])
and remembering (3.15). In the first term we notice that Dapi
bIJ ≈ 0 so that
FabIJpi
bIJ ≈ −8sβD[aKbb] = 4sβDb[Ka b − δbaKc c] = −4βDbPa b = 2βHa (4.8)
is proportional to the spatial diffeomorphism constraint modulo S,G.
Next, using (4.3)
FabIJpi
aIKpib K
J ≈ −ζ det(q)R+ 2βDaTr(Kb[pia, pib])− β2Tr([Ka,Kb]piapib). (4.9)
The second term is again proportional to the Gauß constraint, since Tr(Kb[pi
a, pib]) = −Tr(pia[Kb, pib]).
So far all the steps were similar to the 3 + 1 situation. The difference comes in when looking at
the third term in (4.9)
− Tr([Ka,Kb]piapib) ≈ [KaIKKb K J −KbIKKa K J ][nIEaL − nLEaI ][nLEbJ − nJEbL]
= −ζ[−(KaIKEaI)(KbJ KEbJ) + (KbIKEaI)(KaJ KEbJ)]. (4.10)
By the Gauß constraint (3.16) we haveKI = KaJIE
aJ = ζ[KJn
J ]nI andKJn
J ≈ −KaIJpiaIJ/2 =
2sKaa . Thus the first term in (4.10) is given by 4[K
a
a ]
2. However, the second term cannot be
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written in terms of Kba. To explore the structure of the disturbing term we notice that from
K¯I = 0 we have the decomposition
KaIJ = K¯
T
aIJ + 2n[IKa|J ], KaI = −ζKaIJnJ . (4.11)
Hence
−ζ(KbIKEaI)(KaJ KEbJ) = −ζ(K¯TbIKEaI −KbIEaInK)(K¯TaJ KEbJ −KaJEbJnK)
= −ζ(K¯TbIKEaI)(K¯TaJ KEbJ)− 4KbaKab , (4.12)
where KaIE
bI = −ζKaIJEbInJ ≈ KaIJpibIJ/(2ζ) was used. Altogether
− Tr([Ka,Kb]piapib) = −4[KbaKab − (Kcc )2]− ζ(K¯TbIKEaI)(K¯TaJ KEbJ). (4.13)
The first term in (4.13) has the structure that appears in the Hamiltonian constraint and can
be written in terms of P ab, qab, however, the second term does not appear in the Hamiltonian
constraint and must be removed. Also notice that the Ricci term has sign −ζ while the first
term has negative sign. If we are interested in Lorentzian Gravity then the relative sign between
these two terms should be negative which is not the case for the choice of a compact gauge group
ζ = 1. Therefore the expression (4.9) fails to yield the Hamiltonian constraint for several reasons.
To assemble the Hamiltonian constraint without making use of Γ, the idea is to consider covari-
ant derivatives which give access to A. Using suitable algebraic combinations then yields the
desired expressions. To that end, let again Da be the covariant differential of A acting only on
internal indices and let D′a be its extension by the Levi-Civita connection. Consider
Db
a := piaKJ (DbpicJL) picKL = piaKJ (D′bpicJL) picKL − 2piaKJ picKL Γ[cbdpid]JL. (4.14)
The second term equals modulo S
− 2[nKEaJ − nJEaK ][nKEcL − nLEcK ]Γ[cbdpid]JL = −2ζ EaJ EcLΓ[cbdpid]JL ≈ 0 (4.15)
and thus vanishes modulo S. Writing D′a = [D′a−Da] +Da and noticing DapicJL ≈ 0 we obtain
piaK J (DbpicJL) picKL ≈ ζβEaJEcL[Kb J MpicML +Kb L M picJM ]
≈ ζβEaJEcL[Kb J MEcLnM −Kb L MEcJnM ]
= −β(D − 1)EaJ KbJ = 2sζβ(D − 1)Kb a. (4.16)
It follows that
1
(D − 1)2 [Db
a Da
b − (Dc c)2] ≈ 4β2[Kb a Ka b − (Kcc )2] (4.17)
and thus linear combinations of (4.9) and (4.17) can be used in order to produce the correct
factor in front of the term quadratic in the extrinsic curvature.
In analogy to (4.14), consider
DaIJ := pib[I KDbpia|K|J ] = pib[I KD′bpia|K|J ] − 2pib[I KΓ[abcpic]|K|J ]. (4.18)
The second term equals modulo S
2ζEb[IΓ
[a
bcE
c]J ] = (−ζΓcbcEb[I)EaJ ] (4.19)
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and thus is pure trace. Since we intend to cancel K¯TaIJ we therefore consider instead of (4.18)
its transverse tracefree projection
D¯aIJT := [PTT ·D]aIJ , [PTT ]aIJbKL = δab η¯I[K η¯JL] −
2
D − 1E
a[I η¯
J ]
[KEbL], (4.20)
under which (4.19) drops out. The projector PTT can be expressed purely in terms of pi
aIJ using
(2.32) and
Ea[I η¯
J ]
[KEbL] ≈ −ζ
(
piaM [I η¯
J ]
[KpibL]M + δ
a
bn
[Iδ
J ]
[KnL]
)
. (4.21)
We continue using again Dapi ≈ 0
D¯aIJT ≈ βPTT
(
pib[I|K|
[
KbKLpi
a|L|J ] +Kb J ] Lpia K L
])
≈ −βζ PTT
(
Eb[IKb
J ]
LE
aL
)
= −βζ Eb[IK¯J ]LbT EaL. (4.22)
Notice that the last line is indeed tracefree and transverse. We write (4.22) as
D¯aIJT =
β
4
F aIJ,bKL K¯TbKL, F
aIJ,bKL = 4ζEb[I η¯J ][LEaK]. (4.23)
The tensor F aIJ,bKL can be seen as bilinear form on transverse tensors of type K¯aIJ and has
the following inverse
(F−1)aIJ,bKL =
ζ
4
[Qabη¯[K|[I η¯J ]|L] − 2Eb[I η¯J ][KEaL]], (4.24)
that is [F · F−1]aIJbKL = δab η¯I[K η¯JL]. Using (2.32) and
EaIEbJ ≈ ζ[piaIMpibJM − ζQabnInJ ], (4.25)
F−1 is completely expressed in terms of piaIJ . The quadratic combination of K¯T to be removed
from (4.13) can now be compactly written as
EbIK¯TbJME
aJK¯TaI
M = Eb[I η¯N ][MEaJ ]K¯TbJMK¯
T
aIN
=
ζ
4
F aIN,bJMK¯TaINK¯
T
bJM = 4
ζ
β2
(F−1)aIJ,bKLD¯aIJT D¯
bKL
T . (4.26)
We now have all the pieces we need. The appropriate Hamiltonian constraint for spacetime
signature s is displayed in (2.3). We find
√
det(q)H =ζ
(
FabIJpi
aIKpib K
J + 4D¯aIJT (F
−1)aIJ,bKL D¯bKLT +
1
(D − 1)2 [Db
aDa
b − (Dc c)2]
)
− s 1
β2
1
(D − 1)2 [Db
aDa
b − (Dc c)2]. (4.27)
This expression simplifies for s = ζ and β = 1 in which case the terms quadratic in Db
a precisely
cancel. This is again similar to the situation in 3 + 1 dimensions. This special situation can also
be obtained more directly starting from the Palatini formulation as we will see in [28].
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5 Conclusion
In this paper, we succeeded in constructing a Hamiltonian connection formulation of General
Relativity in all spacetime dimensions D + 1 ≥ 3 based on the gauge group SO(D + 1) or
SO(1, D). In addition to the usual Gauß, spatial diffeomorphism and Hamiltonian constraints,
there are simplicity constraints that dictate that the momentum conjugate to the connection
is determined by a generalised D-bein. The theory can be constructed for all four possible
combinations of the internal (ζ) and spacetime (s) signature. This is especially attractive with
an eye towards quantisation because unique [18] background independent representations of
spatially diffeomorphism invariant theories of connections with compact structure group exist
in any dimension and have been studied in great detail (see, e.g., [11] and references therein).
The techniques for quantising Gauß, spatial diffeomorphism and Hamiltonian constraint that
have been developed in 3+1 dimensions generalise to arbitrary dimensions as we will show in [29].
The simplicity constraint provides a challenge. A similar kind of constraint plays a prominent
role in Spin Foam models [40, 41, 42] and various proposals for its quantisation have been made.
The problem is that the quantum simplicity constraints tend to be anomalous. This is due to
the fact that the classically commuting piaIJ become non commuting after discretization (Spin
foams) or introduction of a singular smearing (canonical approach), a property which is then
shared by the corresponding operators in the quantum theory. In [30] we propose some new
strategies for how to make progress on this issue. Eventually, the solution of the simplicity
constraint will consist in a restriction on the set of labels for spin network functions.
The application of interest of the present work is of course in higher dimensional Supergravity
theories. Here we have to face two new technical challenges: For Lorentzian Supergravity the
action is formulated in terms of a Lorentzian internal metric which would naturally imply the
choice SO(1, D). Hence, in order to keep SO(D+ 1) we must carefully disassemble the SO(1, D)
Clifford algebra and reassemble it into an SO(D + 1) Clifford algebra which turns out to be
possible. The second challenge is that higher dimensional Supergravity theories depend next
to the Rarita-Schwinger field also on higher p-form fields for which background independent
Hilbert space representations first need to be developed.
While many interesting technical issues are not settled by our analysis, the present work
and its continuation in the companion papers hopefully contribute to the development of a non
perturbative definition of quantum (Super)gravity in any dimension.
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A Independent Set of Simplicity Constraints
The result that one would like to prove is as follows:
Theorem.
Let piaIJ be a tensor antisymmetric in I, J and a = 1, .., D; I, J = 1, .., D + 1 subject to the
condition that for any non zero vector the D vectors pia; piaI := −ζpiaI JnJ are linearly indepen-
dent. Then it is possible to construct a tensor EaI = E
a
I [pi] with the following properties:
Let nI = nI [pi] be the unique normal satisfying EaIn
I = 0, nInJηIJ = ζ where ζ corresponds to
the signature of η. Let p¯iaIJ = η¯IK η¯
J
Lpi
aKL with the transversal projectors η¯IJ = δ
I
J − ζnI nJ .
Then p¯iaIJ = p¯iaIJT is automatically tracefree with respect to E, that is, p¯i
aIJEaI = 0 where EaI
is uniquely defined by EaIEaJ = η¯
I
J , E
aIEbI = δ
a
b . Furthermore pi
aIJ = p¯iaIJ + 2n[IEa|J ].
In what follows we describe some ideas towards a possible proof.
Given piaIJ , let nI be any unit vector to begin with and construct η¯IJ as above. Define
EaI [pi, n] := −ζpiaI JnJ . Notice that automatically EaInI = 0. Then we obtain the decom-
position
piaIJ = p¯iaIJ + 2n[IEa|J ]. (A.1)
It is interesting to note that the non zero vector (due to the assumed linear independence)
NI [pi, n] := IJ1..JDa1..aD E
a1J1 [pi, n]..EaDJD [pi, n] (A.2)
coincides up to normalisation with nI no matter what pi is. Furthermore
ηIJNINJ = ζ [D!]
2 det(Q); Qab := ηIJEaIE
b
J , (A.3)
where ζ = ±1 if η has Euclidean or Lorentzian signature respectively. In particular, we verify
that for ζ = −1, the vector NI is timelike, null or spacelike if and only if nI is.
The tensor EaI [pi, n] is given, up to normalisation, by
EaI ∝ −IJ1..JD aa2..aD nJ1 Ea2J2 .. EaDJD . (A.4)
The condition that p¯iaIJ be tracefree with respect to E becomes
p¯iaIJEaI = [pi
aIJ − 2n[IEa|J ]] EaI = piaIJ EaI + D nJ = 0. (A.5)
We can reformulate this as the condition that piaIJEaI is longitudinal, the coefficient of propor-
tionality then follows from the normalisations. We define the tensor
κIJ1..JD [pi] := IK1..KD a1..aDpi
a1K1
J1 .. pi
aDKD
JD , (A.6)
which is totally symmetric in J1, .., JD and only depends on pi, not on n. In terms of this tensor
the tracefree condition becomes
piaIJEaI ∝ κI J J2..JD nI nJ2 ..nJD
!∝ nJ . (A.7)
Using the normalisation condition we can write this as the equality
κJ1IJ3..JD+1 n
J1 nJ3 .. nJD+1 = ζnI κJ1..JD+1n
J1 .. nJD+1 . (A.8)
This is a system of D independent non-polynomial equations of order D+2 for the D independent
unknowns nI , I = 1, .., D; nD+1 = ±
√
1− ζ∑DI=1(nI)2. We can turn this into an equivalent
system of D + 1 homogeneous, polynomial equations of order D + 2 by
κJ1IJ3..JD+1 nJ2 n
J1 .. nJD+1 = nI κJ1..JD+1n
J1 .. nJD+1 , (A.9)
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which leaves the normalisation of nI undetermined.
Up to this point, n was just an extra structure independent of and next to pi. The idea is
now to fix nI in terms of pi by solving the system (A.8). Having determined nI = nI [pi] would
then yield the desired tensor EaI [pi] := EaI [pi, n[pi]]. However, it is far from clear whether a
solution exists, nor that it is unique, although the number of independent equations matches
with the number of degrees of freedom to be fixed. Being polynomial, it is clear that complex
solutions of (A.9) exist, but the system of equations is far too complex in order to see whether
real solutions exist. Hence to secure at least existence, we must resort to different methods.
Since the polynomial formulation (A.9) is of no help, we stick with (A.8). We write it in the
form
nI = ζ
f I(n)
nJfJ(n)
, fI(n) = κJ1
I
J3..JD+1n
J1 nJ3 .. nJD+1 . (A.10)
This equation takes the form of a fixed point equation x = f(x). In order to apply established
theorems, (A.10) is not useful because fixed point theorems typically are for compact sets and
the right hand side of (A.10) has not manifestly bounded range, especially for signature ζ = −1.
Consider instead the function
F I(n) := ||n|| [2− ||n||] f
I(n)
||f(n)|| . (A.11)
Notice that we use the Euclidean metric in both numerator and denominator also for the case
ζ = −1, i.e. ||n||2 := δIJnInJ . Let us now restrict nI to the compact (closed and bounded) and
convex4 (D + 1)-ball
BD+1 := {n ∈ RD+1; δIJnInJ ≤ 1}. (A.12)
The map (A.11) is a continuous map from BD+1 to itself. To see this, notice that ||f(n)|| 6= 0
except at ||n|| = 0. This follows from the identity
fI(n)n
I = NI(n)n
I , (A.13)
which for ζ = 1 and for ζ = −1 and n not null shows that ||f || 6= 0 unless ||n|| = 0. For
ζ = −1 and n null we have in fact fI = γnI with γ 6= 0. To see this, notice that the span
of the EaI , a = 1, .., D contains nI . Introduce some basis of the orthogonal complement, say
bIα, α = 2, .., D and let b
I
1 = n
I so that ηIJb
I
αb
J
β = δαβ, α, β = 2, .., D and b
I
1bαI = 0. Then
we have an expansion EaI = raαbIα with det(r) 6= 0 due to linear independence by assumption.
Next, there exists γ 6= 0 such that
IJ1..JDb
J1
α1 ..b
JD
αD
= γnIα1..αD , (A.14)
since the bα are linearly independent and the left hand side of (A.14) is orthogonal to all of
4Suppose that ||u||, ||v|| ≤ 1 then
||su+ (1− s)v||2 = s2||u||2 + (1− s)2||v||2 + 2s(1− s) < u, v >≤ s2||u||2 + (1− s)2||v||2 + 2s(1− s)||u|| ||v|| ≤ 1
for any s ∈ [0, 1] due to the Cauchy Schwarz inequality.
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them, hence it must be null. We can therefore compute
fI = δ
α1
1 b
J1
α1J1K1..KDa1..aDpi
a1K1
IE
a2K2 ..EaDKD
= −δα11 [JK1..KDbK1α1 ..bKDαD ]a1..aDpia1J Ira2α2 ..raDαD
= −γ1α2..αDnJa1..aDpia1J Ira2α2 ..raDαD
= γ1α2..αDa1..aDE
a1
I r
a2α2 ..raDαD
= γ1α2..αDbβIa1..aDr
a1βra2α2 ..raDαD
= γ1α2..αDbβIβα2..αD−1 det(r)
= γ[(D − 1)!] det(r)nI . (A.15)
It follows that (A.11) is everywhere well defined except possibly at ||n|| = 0 where the
fraction f(n)/||f(n)|| is ill defined. However, due to the prefactor ||n|| we see that F (n) := 0 at
||n|| = 0 is a continuous extension. Next
||F (n)|| = ||n||(2− ||n||) = 1− [1− ||n||]2 ∈ [0, 1], (A.16)
hence F maps BD+1 to itself. By the Brouwer Fixed Point Theorem [43] applicable to compact
convex subsets of Euclidean space, it has a fixed point, that is, the equation nI = F I(n) has
at least one solution, a fixed point nI = nI∗[pi]. Unfortunately, this is not very helpful because
n = 0 is a trivial fixed point and the Brouwer fixed point theorem does not tell us anything
about the number of fixed points, hence it could be that n = 0 is the only one. However, notice
that ||F (n)|| ≥ ||n|| and ||F (n)|| = ||n|| ⇔ ||n|| = 1. This suggests that if a fixed point can be
found by iteration nk+1 := F (nk) then it will lie on the sphere S
D. Indeed for ||n|| = 1 the map
F maps SD to itself.
In order to see whether a fixed point can be obtained by using iteration methods we estimate
for n1, n2 ∈ SD
||F (n1)− F (n2)||2 = 2[1− < f1, f2 >||f1|| ||f2|| ]]
=
1
||f1|| ||f2|| [||f1 − f2||
2 − [||f1|| − ||f2||]2]
≤ ||f1 − f2||
2
||f1|| ||f2|| . (A.17)
Now
DIJ := ∂fI/∂nJ = [κJIJ2..JD + (D − 1)κIJJ2..JD ]nJ2 ..nJD . (A.18)
It follows DIJn
J = DfI . For n2 sufficiently close to n1, we obtain with the Cauchy Schwarz
inequality
||f2 − f1||2 ≈ ||D(n1)[n2 − n1]||2 ≤ Tr(DT (n1)D(n1)) ||n2 − n1||2 (A.19)
and for ||n|| = 1 again due to the Cauchy Schwarz inequality
Tr(DTD) =
∑
I
{[
∑
J
[DIJ ]
2]||n||2} ≥
∑
I
[
∑
J
DIJn
J ]2 ≥ D2||f ||2. (A.20)
Thus the right hand side of (A.17) is given by q(n1, n2)||n2 − n1||2, where q(n, n) ≥ D2. Hence
F fails to be a contraction map and we cannot invoke techniques familiar from the Banach
Fixed Point Theorem [43] in order to prove existence of a fixed point as this would need
supn1,n2 q(n1, n2) < 1. Either sharper bounds are needed or we have to use a different iter-
ation function (recall that fixed point equations can be written in many different but equivalent
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ways and for some of them the iteration map maybe contractible, for others not). Notice that
as long as we are only interested in obtaining f(n) ∝ n we may rescale f by a sufficiently large
constant such that f itself becomes a contraction map and maps BD+1 to itself. This is possible
because f and the matrix defined by f(n2)− f(n1) = D(n2, n1) · (n2− n1) are continuous maps
on the compact sets BD+1 and BD+1 × BD+1 respectively and thus are uniformly bounded.
However, due to (A.20) the required constant would turn f into a strictly norm decreasing map
and thus can only have n = 0 as a fixed point.
Remark:
In contrast to D odd, for D even there are two natural vectors that one construct purely from
pi namely
uI = κIJ1..JDη
J1J2 ..ηJD−1JD , vI = κJ1IJ2..JDη
J1J2 ..ηJD−1JD . (A.21)
These are the only independent contractions that exist because κIJ1..JD is completely symmetric
in its J indices. It is natural to assume that the fixed point vector is a linear combination of
u, v and indeed in D = 2 it is easy to see that n ∝ u. For D ≥ 4 we were not able to verify this
by direct calculation or any other means due to the complexity of the fixed point equation.
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