In this paper, we consider a class of continuous-time, continuous-space stochastic optimal control problems. Using the Markov chain approximation method and recent advances in sampling-based algorithms for deterministic path planning, we propose a novel algorithm called the incremental Markov Decision Process to incrementally compute control policies that approximate arbitrarily well an optimal policy in terms of the expected cost. The main idea behind the algorithm is to generate a sequence of finite discretizations of the original problem through random sampling of the state space. At each iteration, the discretized problem is a Markov Decision Process that serves as an incrementally refined model of the original problem. We show that with probability one, (i) the sequence of the optimal value functions for each of the discretized problems converges uniformly to the optimal value function of the original stochastic optimal control problem, and (ii) the original optimal value function can be computed efficiently in an incremental manner using asynchronous value iterations. Thus, the proposed algorithm provides an anytime approach to the computation of optimal control policies of the continuous problem. The effectiveness of the proposed approach is demonstrated on motion planning and control problems in cluttered environments in the presence of process noise.
Introduction
Stochastic optimal control has been an active research area for several decades with many applications in diverse fields ranging from finance, management science and economics (Fleming and Stein, 2004; Sethi and Thompson, 2006) to biology (Todorov, 2005) and robotics (Thrun et al., 2005) . Unfortunately, general continuous-time, continuous-space stochastic optimal control problems do not admit closed-form or exact algorithmic solutions and are known to be computationally challenging (Blondel and Tsitsiklis, 2000) . Therefore, many algorithms are available to compute approximate solutions of such problems. For instance, a popular approach is based on the numerical solution of the associated Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE) (Boulbrachene and Chentouf, 2004; Grne, 1997; Wang et al., 2003) . However, for new classes of problems with complex constraints, deriving the HJB equations is often hard. In addition, for problems such as singular stochastic control and impulsive control, the HJB equations are in fact a system of partial differential inequalities. The existence, uniqueness of viscosity solutions and regularity theory for this class of PDEs are not well understood (Budhiraja and Ross, 2007) .
Thus, other methods approximate a continuous problem with a single discrete-time finite-state Markov Decision Process (MDP) (Chow and Tsitsiklis, 1991; Munos et al., 2001) without invoking the associated HJB equation. When dealing with finite-state MDPs, we can use specialized algorithms such as policy iteration, value iteration and their parallel versions to find -optimal solutions (Bertsekas and Tsitsiklis, 1989 Tsitsiklis, , 1996 . However, having a single MDP to approximate the continuous problem often loses the fidelity of the original continuous problem model. Assigning ad-hoc transition probabilities on the MDP can also lead to inconsistent approximation. In addition, the complexity of the above two classes of deterministic algorithms scales exponentially with the dimension of the state and control spaces, due to discretization.
Laboratory of Information and Decision Systems, Massachusetts Institute of Technology, USA Remarkably, algorithms based on random (or quasirandom) sampling of the state space provide a possibility to alleviate the curse of dimensionality in the case in which the control inputs take values from a finite set, as noted in Rust (1997b) , Rust (1997a) and Blondel and Tsitsiklis (2000) . Algorithms based on random sampling of the state space have recently been shown to be very effective, both in theory and in practice, for computing solutions to deterministic path planning problems in robotics and other disciplines. For example, the Probabilistic RoadMap (PRM) algorithm first proposed by Kavraki et al. (1996) was the first practical planning algorithm that could handle high-dimensional path planning problems. Their incremental counterparts, such as RRT (Lavalle, 1998; Littlefield et al., 2013; Rodriguez et al., 2013) , later emerged as sampling-based algorithms suited for online applications and systems with differential constraints on the solution (e.g. dynamical systems). The RRT algorithm has been used in many applications and demonstrated on various robotic platforms (Kim and Ostrowski, 2003; Kuwata et al., 2009) . Recently, optimality properties of such algorithms were analyzed in Karaman and Frazzoli (2011) . In particular, it was shown that the RRT algorithm fails to converge to optimal solutions with probability one. The authors have proposed the RRT * algorithm which guarantees almostsure convergence to globally optimal solutions without any substantial computational overhead when compared to the RRT.
Nevertheless, RRT-like algorithms are not suitable for the purpose of stochastic optimal control. In particular, RRTlike algorithms compute open-loop plans in the obstaclefree space, and during the execution phase, the robot must perform exact point-to-point steering to traverse from an initial state to a goal region. Hence, these algorithms are not aware of inherent uncertainty in system dynamics even when the robot constantly re-plans after being out of its open-loop plans due to the underlying process noise. Therefore, we need a new data structure to handle process noise directly.
In this work 1 , using the Markov chain approximation method (Kushner and Dupuis, 2000) and the rapidlyexploring sampling technique (Lavalle, 1998) , we introduce a novel algorithm called the incremental Markov Decision Process (iMDP) to approximately solve a wide class of stochastic optimal control problems. Unlike exploring trees in RRT-like algorithms, the iMDP algorithm uses a sequence of Markov Decision Processes to address the difficulty caused by process noise. In particular, we consider a continuous-time optimal control problem with continuous state and control spaces, full state information, and stochastic process noise. In iMDP, we iteratively construct a sequence of discrete Markov Decision Processes (MDPs) as discrete approximations to the original continuous problem, as follows. Initially, an empty MDP model is created. At each iteration, the discrete MDP is refined by adding new states sampled from the boundary as well as from the interior of the state space using the rapidly-exploring sampling technique. Subsequently, new stochastic transitions are constructed to connect the new states to those already in the model. For the sake of efficiency, stochastic transitions are computed only when needed. Then, an anytime policy for the refined model is computed using an incremental value iteration algorithm, based on the value function of the previous model. The policy for the discrete system is finally converted to a policy for the original continuous problem. This process is iterated until convergence.
Our work is mostly related to the Stochastic Motion Roadmap (SMR) algorithm (Alterovitz et al., 2007) and Markov chain approximation methods (Kushner and Dupuis, 2000) . The SMR algorithm constructs an MDP over a sampling-based roadmap representation to maximize the probability of reaching a given goal region. However, in SMR, actions are discretized, and the algorithm does not offer any formal optimality guarantees. On the other hand, the Markov chain approximation method constructs a sequence of MDPs to consistently approximate the underlying continuous dynamics. This probabilistic approach, which relies on the theory of weak convergence (Billingsley, 2009 (Billingsley, , 2012 Skorokhod, 1956) , offers several advantages. First, the method does not require smooth value functions and does not derive the associated HJB equations. This advantage is significant for problems where the PDE theory for the associated HJB equations is difficult to tackle. Second, the method uses physical insights of the systems to construct the approximation. Nevertheless, while the method provides formal optimality guarantees under very mild conditions, a sequence of a priori discretizations of state and control spaces still imposes expensive computation. The iMDP algorithm addresses this issue by sampling in the state space and sampling or discovering necessary controls.
The main contribution of this paper is a method to incrementally refine a discrete model of the original continuous problem in a way that ensures convergence to optimality while maintaining low time and space complexity. We show that with probability one, the sequence of optimal value functions induced by optimal control policies for each of the discretized problems converges uniformly to the optimal value function of the original stochastic control problem. In addition, the optimal value function of the original problem can be computed efficiently in an incremental manner using asynchronous value iterations. Thus, the proposed algorithm provides an anytime approach to the computation of optimal control policies of the continuous problem. Distributions of approximating trajectories and control processes returned from the iMDP algorithm approximate arbitrarily well distributions of optimal trajectories and optimal control processes of the original problem. Each iteration of the iMDP algorithm can be implemented with the time complexity O( k θ ( log k) 2 ) where 0 < θ ≤ 1 while the space complexity is O( k), where k is the number of states in an MDP model in the algorithm which increases linearly due to the sampling strategy. Hence, the above space and time complexities make iMDP a practical incremental algorithm. The effectiveness of the proposed approach is demonstrated on motion planning and control problems in cluttered environments in the presence of process noise. This paper is organized as follows. In Section 2, a formal problem definition is given. The Markov chain approximation methods and the iMDP algorithm are described in Sections 3 and 4. The analysis of the iMDP algorithm is presented in Section 5. Section 6 is devoted to simulation examples and experimental results. The paper is concluded with remarks in Section 7. We provide additional notations and preliminary results as well as proofs for theorems and lemmas in the Appendix.
Problem definition
In this section, we present a generic stochastic optimal control problem. Subsequently, we discuss how the formulation extends the standard motion planning problem of reaching a goal region while avoiding collision with obstacles.
Stochastic dynamics.
Let d x , d u , and d w be positive integers. The d x -dimensional and d u -dimensional Euclidean spaces are R d x and R d u respectively. Let S be a compact subset of R d x , which is the closure of its interior S o and has a smooth boundary ∂S. The state of the system at time t is x( t) ∈ S, which is fully observable at all times. We also define a compact subset U of R d u as a control set. To control the system, we use a control process {u( t) ; t ≥ 0} that takes values in U at any time t. We model the driving noise in the system using a d w -dimensional Brownian motion {w( t) ; t ≥ 0}. Let R d x ×d w denote the set of all d x by d w real matrices. The dynamics of the system is modeled as a controlled diffusion process
bounded and continuous functions as long as x( t) ∈ S o . We call f the nominal dynamics and F the dispersion matrix of the system. In addition, we also assume that the dispersion matrix F( ·, ·) has full rank so that the convergence properties of the proposed algorithm hold as we will see in Theorem 3. 2 A solution to the differential form given in equation (1) is a stochastic process {x( t) ; t ≥ 0} such that x( t) equals the following stochastic integral in all sample paths
until x( ·) exits S o , where the last term on the right hand side is the usual Itô integral (Oksendal, 1992) . When the process x( ·) hits ∂S, the process x( ·) is stopped.
In this paper, given the boundedness of the set S, and the definition of the functions f and F in equation (1), we have a weak solution to equation (1) that is unique in the weak sense (Karatzas and Shreve, 1991) . The boundedness requirement is naturally satisfied in many applications and is also needed for the implementation of the proposed numerical method. We will also handle the case in which f and F are discontinuous with extra mild technical assumptions to ensure asymptotic optimality in Section 3.
Policy and cost-to-go function. We only consider control processes u( ·) such that the value of u( t) does not depend on future information beyond time t. Such control processes are called admissible. A particular class of admissible controls, called Markov controls, depends only on the current state, i.e. u( t) is a function only of x( t), for all t ≥ 0. It is well-known that in control problems with full state information, the best Markov control performs as well as the best admissible control (Oksendal, 1992; Karatzas and Shreve, 1991) . A Markov control defined on S is also called a policy, and is represented by the function μ : S → U. The set of all policies is denoted by . Define the first exit time T μ : → [0, +∞] under policy μ as
Intuitively, T μ is the first time that the trajectory of the dynamical system given by equation (1) with u( t) = μ( x( t) ) hits the boundary ∂S of S. By definition, T μ = +∞ if x( ·) never exits S o . Clearly, T μ is a random variable. Then, the expected cost-to-go function under policy μ is a mapping from S to R defined as
where g : S × U → R and h : S → R are bounded and continuous functions, called the cost rate function and the terminal cost function, respectively, and α ∈ [0, 1) is the discount rate. We further assume that g( x, u) is uniformly Hölder continuous in x with exponent 2ρ ∈ ( 0, 1] for all u ∈ U. That is, there exists some constant C > 0 such that
∀x, x ∈ S We will address the discontinuity of g and h in Section 3.
The optimal cost-to-go function J * : S → R is defined as J * ( z) = inf μ∈ J μ ( z) for all z ∈ S. A policy μ * is called optimal if J μ * = J * . For any > 0, a policy μ is called an -optimal policy if ||J μ − J * || ∞ ≤ . We call a sampling-based algorithm asymptotically optimal if the sequence of solutions returned from the algorithm converges to an optimal solution in probability as the number of samples approaches infinity. The sequence of solutions returned from asymptotically-optimal algorithms are thus called asymptotically-optimal.
In this paper, we consider the problem of computing the optimal cost-to-go function J * and an optimal policy μ * if obtainable. Our approach, outlined in Section 4, constructs an approximating discrete data structure for the continuous problem using an incremental sampling-based algorithm. The algorithm approximates the optimal cost-to-go function and an optimal policy in an anytime fashion. This sequence of approximations is guaranteed to converge uniformly in probability to the optimal cost-to-go function and to find an -optimal policy for an arbitrarily small non-negative as the number of samples approaches infinity.
Relationship with standard motion planning. The standard motion planning problem of finding a collision-free trajectory that reaches a goal region for a deterministic dynamical system can be defined as follows (Karaman and Frazzoli, 2011) . Let X ⊂ R d x be a compact set. Let the open sets X obs and X goal denote the obstacle region and the goal region, respectively. Define the obstacle-free space as X free := X \ X obs . Let x init ∈ X free . Consider the deter-
The feasible motion planning problem is to find a control input u : [0, T] → U such that the resulting trajectory x( t) is collision free , i.e. x( t) ∈ X free and reaches the goal region, i.e. x( T) ∈ X goal . The optimal motion planning problem is to find a control input u such that the resulting trajectory x solves the feasible motion planning problem with minimum trajectory cost.
The problem considered in this paper extends the classical motion planning problem with stochastic dynamics as described by equation (1). Given a goal set X goal and an obstacle set X obs , define S := X \( X goal ∪ X obs ) and thus ∂X goal ∪ ∂X obs ∪ ∂X = ∂S. Due to the nature of Brownian motion, under most policies, there is some non-zero probability that collision with an obstacle set will occur. However, to penalize collision with obstacles in the control design process, the cost of terminating by hitting the obstacle set, i.e. h( z) for z ∈ ∂X obs , can be made arbitrarily high. Clearly, the higher this number is, the more conservative the resulting policy will be. Similarly, the terminal cost function on the goal set, i.e. h( z) for z ∈ ∂X goal , can be set to a small value to encourage terminating by hitting the goal region.
In this work, given a priori cost values in the state space, we solely seek to minimize the cost to reach the goal in the motion planning problem. A related and rather important question is whether we can arrive at the goal from an initial state with a minimum probability of success. The answer to this question is beyond the scope of this paper, and we refer interested readers to our recent papers for a detailed treatment of such constraints (Huynh et al., 2013 (Huynh et al., , 2014 .
The Markov chain approximation method
In this section, we review the Markov chain approximation method and previous results that lay the foundation for our proposed algorithm. The main idea of the Markov chain approximation method is to approximate the underlying system dynamics with a sequence of Markov chains such that it maintains certain local properties that are similar to those of the original system dynamics. Each Markov chain is defined on a Markov Decision Process (MDP) having an approximate cost function that is also analogous to the original cost function. Under very mild conditions, the sequence of optimal cost functions of approximating problems converges to the original optimal cost function as the approximation parameter goes to zero. In the following, we discuss this idea in detail.
Approximating Markov decision processes
A discrete-state Markov decision process (MDP) is a tuple M =( X , A, P, G, H) where X is a finite set of states, A is a set of actions that is possibly a continuous space, P( · | ·, ·) : X × X × A → R ≥0 is a function that denotes the transition probabilities satisfying ξ ∈X P( ξ | ξ , v) = 1 for all ξ ∈ X and all v ∈ A, G( ·, ·) : X × A → R is an immediate cost function, and H : X → R is a terminal cost function. If we start at time 0 with a state ξ 0 ∈ X , and at time i ≥ 0, we apply an action v i ∈ A at a state ξ i to arrive at a next state ξ i+1 according to the transition probability function P, we have a controlled Markov chain {ξ i ; i ∈ N}. The chain {ξ i ; i ∈ N} due to the control sequence {v i ; i ∈ N} and an initial state ξ 0 will also be called the trajectory of M under the said sequence of controls and initial state.
Given a continuous-time dynamical system as described in equation (1), the Markov chain approximation method approximates the continuous stochastic dynamics using a sequence of MDPs {M n } ∞ n=0 in which M n = ( S n , U, P n , G n , H n ) where S n is a discrete subset of S, and U is the original control set. We define ∂S n = ∂S ∩ S n , which is a discrete set containing states belonging to both S n and the original boundary ∂S. For each n ∈ N, let {ξ n i ; i ∈ N} be a controlled Markov chain on M n until it hits ∂S n . We associate with each state z in S a non-negative interpolation interval t n ( z), known as a holding time. We define t n i = i−1 0 t n ( ξ n i ) for i ≥ 1 and t n 0 = 0. Let ξ n i = ξ n i+1 − ξ n i . Let u n i denote the control used at step i for the controlled Markov chain. In addition, we define
A control problem for the MDP M n is analogous to that defined in Section 2. Similarly to the previous section, a policy μ n is a function that maps each state z ∈ S n to a control μ n ( z) ∈ U. The set of all such policies is n . Given a policy μ n , the (discounted) cost-to-go due to μ n is
where E P n denotes the conditional expectation under P n , the sequence {ξ n i ; i ∈ N} is the controlled Markov chain under the policy μ n , and I n is termination time defined as I n = min{i : ξ n i ∈ ∂S n }. The optimal cost function, denoted by J * n satisfies
An optimal policy, denoted by μ * n , satisfies J n,μ * n ( z) = J * n ( z) for all z ∈ S n . For any > 0, μ n is an -optimal policy if ||J n,μ n − J * n || ∞ ≤ . We call {u n i ; i ∈ N} a sequence of minimizing controls if each control is an output of an -optimal policy for some > 0. We have presented a sequence of finite-state MDPs that approximates the dynamics and objective function of the original continuous-time-space problem. Let us remark that the controlled Markov chains differ from the stochastic dynamical system described in Section 2 in that the former possesses a discrete state structure and evolves in a discrete time manner while the latter is a continuous model both in terms of its state space and the evolution of time. Yet, both models possess a continuous control space. We now relate the optimal cost-to-go function J * n in approximating problems to the original optimal cost-to-go function J * .
Previous convergence results
Intuitively, to have an approximating MDP sequence {M n } ∞ n=0 that is consistent with the original continuoustime system dynamics, the MDPs should have similar local properties to the system dynamics. It turns out that only the mean and covariance of displacement per step along a Markov chain under any control are required to be close enough to those of the original dynamics described by equation (1) so that desired convergence properties hold. These conditions are called local consistency conditions as below.
Definition 1 (Local consistency conditions) .
Holding times t n and transition probabilities P n are said to be locally-consistent with the dynamics in equation (1) if they satisfy the following conditions:
A sequence {M n } ∞ n=0 with locally-consistent pairs {( t n , P n ) } ∞ n=0 is called a locally-consistent approximating MDP sequence of the original system dynamics. Fig. 1 . An illustration of a continuous-time interpolation of a discrete process {ξ n i ; i ∈ N}. Each realization of the interpolated process is a piece-wise constant function that is continuous from the left and has limits from the right.
We now note that the chain {ξ n i ; i ∈ N} is a discrete-time process. To show the formal convergence of {ξ n i ; i ∈ N} to the continuous-time process x( ·) in equation (1), we need to use an approximate continuous-time interpolation of the chain {ξ n i ; i ∈ N}. In particular, we define the (stochastic) continuous-time interpolation ξ n ( ·) of the chain {ξ n i ; i ∈ N} under the holding times function t n as follows
As illustrated in Figure 1 , each realization of the interpolated process is a piece-wise constant function that is continuous from the left and has limits from the right. The continuous-time interpolation u n ( ·) of the control sequence {u n i ; i ∈ N} under the holding times function t n is defined in a similar way
As stated in the following theorem, under mild technical assumptions, local consistency and the existence of a weakly unique solution of equation (1) together imply the convergence in distribution of the continuous-time interpolations of the trajectories defined on the controlled Markov chains to the trajectories of the stochastic dynamical system described by equation (1).
Theorem 2 (see Theorem 10.4.1 in Kushner and Dupuis (2000) ). Let us assume that f ( ·, ·) and F( ·, ·) are bounded and continuous. Thus, equation (1) has a weakly unique solution. Let {M n } ∞ n=0 be a sequence of MDPs, and { t n } ∞ n=0 be a sequence of holding times that are locallyconsistent with the stochastic dynamical system described by equation (1). Let {u n i ; i ∈ N} be a sequence of controls defined for each n ∈ N. For all n ∈ N, let {ξ n ( t) ; t ∈ R ≥0 } denote the continuous-time interpolation to the chain {ξ n i ; i ∈ N} under the control sequence {u n i ; i ∈ N} starting from an initial state z init , and {u n ( t) ; t ∈ R ≥0 } denote the continuoustime interpolation of {u n i ; i ∈ N}, according to the holding time t n .
Then, any subsequence of {( ξ n ( ·) , u n ( ·) ) } ∞ n=0 has a further subsequence that converges in distribution to ( x( ·) , u( ·) ) satisfying
Under the weak uniqueness condition for solutions of equation (1), the sequence {( ξ n ( ·) , u n ( ·) ) } ∞ n=0 also converges to ( x( ·) , u( ·) ).
Effectively, Theorem 2 asserts a strong result on the quality of approximation using the discrete-time discrete-state MDP data structure for the continuous-time continuousspace problem. Since the convergence is in distribution, simpler computation on discrete-state MDPs would allow us to approximate arbitrarily well the values of several variables in the continuous-time model. Indeed, a sequence of minimizing controls of approximating problems guarantees pointwise convergence of the cost function to the original optimal cost function J * in the following sense.
Theorem 3 (see Theorem 10.5.2 in Kushner and Dupuis (2000) ). We assume that f ( ·, ·), F( ·, ·), g( ·, ·) and h( ·) are measurable, bounded and continuous. For any trajectory x( ·) of the system described by equation (1), defineτ ( x) := inf{t : x( t) / ∈ S o }. Let {M n =( S n , U, P n , G n , H n ) } ∞ n=0 and { t n } ∞ n=0 be locally-consistent with the system described by equation (1).
We suppose that the functionτ ( ·) is continuous with probability one relative to the measure induced by any solution to equation (1) for an initial state z, which is satisfied when the matrix F( ·, ·) F( ·, ·) T is nondegenerate. Then, for any z ∈ S n , the following equation holds
In particular, for any z ∈ S n , for any sequence { n > 0} ∞ n=0 such that lim n→∞ n = 0, and for any sequence of policies {μ n } ∞ n=0 such that μ n is an n -optimal policy of M n , we have lim
Moreover, the sequence {t n I n ; n ∈ N} converges in distribution to the termination time of the optimal control problem for the system in equation (1) when the system is under optimal control processes.
We can further show that the sequence of optimal value functions J * n of approximating chains indeed converges uniformly to J * with a proven rate under the assumption that the cost rate g is Hölder continuous (Evans, 1998) . Let us denote ||b|| S n = sup z∈S n b( x) as the sup-norm over S n of a function b with domain containing S n . Let
be the dispersion of S n . The dispersion ζ n indicates how dense the states of S n are in the original state space S. The next theorem asserts how fast J * n converges to J * .
Theorem 4 (see Theorem 2.3 in Menaldi (1989) and
Theorem 2.1 in Dupuis and James (1998)). Consider an MDP sequence {M n =( S n , U, P n , G n , H n ) } ∞ n=0 and holding times { t n } ∞ n=0 that are locally consistent with the system described by equation (1). Let J * n be the optimal cost of M n . Given the assumptions on the dynamics and cost rate functions in Section 2, as n approaches ∞, we have
where 2ρ is the Hölder exponent of the cost rate function g.
The details of the proofs for Theorems 2 to 3 can be found in the book Kushner and Dupuis (2000) . We remark that the proofs are purely probabilistic without appealing to regularity conditions for the optimal cost-to-go function. Similarly, the proof of Theorem 4 also relies on a probabilistic representation of value functions in terms of controlled Markov chains (Dupuis and James, 1998) . These proofs provide insights into how to relax conditions on dynamics and cost functions. In particular, the above results still hold for functions f , F, g, h with discontinuity under mild technical conditions as below.
Discontinuity of dynamics and objective functions
We note that the above theorems continue to hold even when the functions f , F, g, and h are discontinuous. In this case, the following conditions are sufficient to use the theorems: (i) For r to be f , F, g, or h, r( x, u) takes either the form r 0 ( x) +r 1 ( u) or r 0 ( x) r 1 ( u) where the control dependent terms are continuous and the x-dependent terms are measurable, and (ii) f ( x, ·) , F( x, ·) , g( x, ·), and h( x) are nondegenerate for each x, and the set of discontinuity in x of each function is a uniformly smooth surface of lower dimension. Furthermore, instead of uniform Hölder continuity, the cost rate g can be relaxed to be locally Hölder continuous with exponent 2ρ on S (see, for example, page 275 in Kushner and Dupuis (2000) and page 720 in Dupuis and James (1998) ). Thus, the presented approach is capable of handling systems with discontinuous dynamics and nonsmooth cost functions. Such phenomenons can happen when a robot moves across different regions in its operating environment.
Theorems 2 to 4 assert the asymptotic optimality given a sequence of a priori discretizations of the state space and the availability of -optimal policies. In what follows, we describe an algorithm that incrementally constructs a locally-consistent MDP sequence {M n } ∞ n=0 by extending states in S n and their connectivity over time. The algorithm also incrementally computes the optimal cost-to-go function J * and an optimal control policy of the continuous problem without directly computing J * n . These are two key algorithmic designs that differentiate our approach from the Markov chain approximation method.
The iMDP algorithm
The iMDP algorithm incrementally builds a sequence of discrete MDPs with probability transitions and cost-to-go functions that consistently approximate the original continuous counterparts. Using the rapidly-exploring sampling technique (Lavalle, 1998) to sample in the state space, the iMDP algorithm forms the structures of finite-state MDPs randomly over iterations. Initially, an empty MDP model is created. The algorithm refines the discrete models by using a number of primitive procedures to add new states from the boundary as well as the interior of the state space S into the current approximating model. Control sets for states in these MDPs are constructed or sampled properly in the control space. New stochastic transitions are constructed to connect the new states to those already in the model. For the sake of efficiency, probability transitions are computed only when needed. The algorithm improves the quality of discrete-model solutions in an iterative manner by effectively using the computations inherited from the previous iterations.
In this section, we first provide a detailed description of the iMDP algorithm in terms of primitive procedures: SampleBoundary, Sample, Nearest, ComputeHoldingTime, ComputeTranProb, ExtendBackwards, and ConstructControls. The purposes of these primitive procedures will be highlighted. Subsequently, we will discuss in detail the implementation of these procedures.
Algorithm description
The iMDP algorithm is given in Algorithm 1. The algorithm incrementally refines a sequence of (finite-state) MDPs M n =( S n , U, P n , G n , H n ) and the associated holding time function t n that consistently approximates the system in equation (1). In particular, given a state z ∈ S n and a holding time t n ( z), we can implicitly define the stage cost func-
We also associate with z ∈ S n a cost value J n ( z), and a control μ n ( z). We refer to J n as a cost value function over S n . In the following discussion, we describe how to construct S n , P n , J n , μ n over iterations. We note that, in most cases, we only need to construct and access P n on demand.
In every iteration of the main loop (Lines 4 to 12), using the procedure SampleBoundary, we sample an additional state from the boundary of the state space S. We set J n , μ n , t n for those states at Line 5. Subsequently, using the procedure Sample, we also sample a state from the interior of S (Line 6) denoted as z s . After that, the procedure Nearest is used to compute the nearest state z nearest , which Algorithm 1: iMDP()
is already in the current MDP, to the sampled state z s (Line 7). The algorithm computes a trajectory that reaches z nearest starting at some state near z s (Line 8) using a control signal u new ( 0..τ ) by calling the procedure ExtendBackwards. The new trajectory is denoted by x new : [0, τ ] → S and the starting state of the trajectory, i.e. x new ( 0), is denoted by z new 3 . The new state z new is added to the state set, and the cost value J n ( z new ), control μ n ( z new ), and holding time t n ( z new ) are initialized at Line 11.
Update of cost value and control
The algorithm updates the cost values and controls of the finer MDP in Lines 13 to 15. We perform L n ≥ 1 value iterations in which we update the new state z new and other K n = |S n | θ states in the state set where K n < |S n |. When all states in the MDP are updated, i.e. K n + 1 = |S n |, L n value iterations are implemented in a synchronous manner. Otherwise, L n value iterations are implemented in an asynchronous manner.
The set of states to be updated is denoted as Z update (Line 13). To update a state z ∈ Z update that is not on the boundary, in the call to the procedure Update (Line 15), we solve the following Bellman equation 4
is the minimizing control of the above optimization problem. We compute holding times t n ( z) using the procedure ComputeHoldingTime (Line 1 in Algorithm 2). It will be clear later that to ensure convergence, t n ( z) needs to scale at a certain rate.
There are several ways to solve equation (9) over the the continuous control space U efficiently. If P n ( · | z, v) and g ( z, v) are affine functions of v, and U is convex, the above optimization has a linear objective function and a convex set of constraints. Such problems are widely studied in the literature (Boyd and Vandenberghe, 2004) . More generally, we can uniformly sample the set of controls, called U n , in the control space U. Hence, we can evaluate the right hand side (RHS) of equation (9) for each v ∈ U n to find the best v * in U n with the smallest RHS value and thus to update J n ( z) and μ n ( z). When the size of a sampled set U n is large enough, we can solve equation (9) arbitrarily well (see Theorem 10).
By construction, the size of S n approaches infinity, and so does ( log( |S n |) ). Thus, it is sufficient to construct the set U n with ( log( |S n |) ) controls using the procedure ConstructControls as described in Algorithm 2 (Line 2). The support set Z near and the transition probability P n ( · | z, v) constructed consistently over the set Z near are returned from the procedure ComputeTranProb for each v ∈ U n (Line 4). Subsequently, the procedure chooses the best control among the constructed controls to update J n ( z) and μ n ( z) (Line 7). We note that in Algorithm 2, before making improvement for the cost value at z by comparing new controls, we can re-evaluate the cost value with the current control μ n ( z) over the holding time t n ( z) by adding the current control μ n ( z) to U n . The reason is that the current control may still be the best control compared to other controls in U n .
The steps of the iMDP algorithms are illustrated in Figure  2 using a motion planning problem in a two-dimensional state space as an example. We note that in this example, the state space S includes boundaries of obstacle regions and a goal region. In Figure 3 , we show an example of how Markov chains, which are formed by following best control μ n ( z) to transit to states in S n , look over iterations. States on the boundary connect to themselves, and these links are not depicted. In the following analysis, we will characterize the connectivity of these Markov chains.
Feedback control
As we will see in Theorems 9 and 10, the sequence of cost value functions J n arbitrarily approximates the original optimal cost-to-go J * . Therefore, we can perform a Bellman update based on the approximated cost-to-go J n (using the stochastic continuous-time dynamics) to obtain a policy control for any n. However, we will discuss in Theorem 11
that the sequence of μ n also approximates arbitrarily well an optimal control policy. In other words, in the iMDP algorithm, we also incrementally construct an optimal control policy. In the following paragraph, we present an algorithm that converts a policy for a discrete system to a policy for the original continuous problem. Given a level of approximation n ∈ N, the control policy μ n generated by iMDP is used for controlling the original system described by equation (1) using the procedure given in Algorithm 3. This procedure computes the state in M n that is closest to the current state of the original system and applies the control attached to this closest state over the associated holding time.
Complexity of iMDP
The time complexity per iteration of Algorithms 1 and 2 is O |S n | θ ( log |S n |) 2 where θ is a parameter in ( 0, 1]. This is due to ( |S n | θ ) states that are updated in each iteration using ( log( |S n |) ) controls and transition probability functions with support size ( log( |S n |) ). Since we only need to access locally consistent transition probability on demand, the space complexity of the iMDP algorithm is O( |S n |). Finally, the size of state space S n is |S n | = ( n) due to our sampling strategy.
The comparison of iMDP with other sampling-based algorithms such as RRT and RRT * is shown in Table 1 . As we can see, iMDP has the same space complexity as other algorithms. While iMDP spends a little more time per iteration, the algorithm can properly handle process noise and provide closed loop control policies.
Primitive procedures
We now describe the primitive procedures and discuss several practical implementation aspects of these procedures in this subsection. 
Sampling. The procedures Sample( ) and
SampleBoundary( ) sample states independently and uniformly from the interior S o and the boundary ∂S, respectively. We assume that samples are drawn from a uniform distribution. However, different distributions, for example those with density bounded away from zero on S, can be used. When the geometric shapes of S and ∂S are complex, we can use rejection sampling with the help of a feasibility testing procedure. For motion planning problems, we can approximate the sampling process in ∂S by sampling in the interior of the goal, obstacle, and non-operating areas and using a feasibility test to check if sampled states are in a vicinity of ∂S.
Nearest neighbors.
Given z ∈ S and a set Y ⊆ S of states. For any k ∈ N, the procedure Nearest( z, Y , k) returns the k nearest states z ∈ Y that are closest to z in 
where γ t > 0 is a constant, and ς , θ are constants in ( 0, 1) and ( 0, 1] respectively 6 . The parameter ρ ∈( 0, 0.5] defines the Hölder continuity of the cost rate function g( ·, ·) as in Section 2. As we see in Line 1 of Algorithm 2, k is the cardinality of the current discrete set S n . We will show later that the above scaling rate is a sufficient condition for the convergence in Theorems 9 and 10. It is crucial to ensure that these transition probabilities result in a sequence of locally-consistent chains in the algorithm. There are several ways to construct such transition probabilities (Kushner and Dupuis, 2000) . One possible construction is to approximate p( ·) using a local Gaussian distribution that has the same mean and covariance as p( ·). We choose
where s = ( log( |Y |) ) so that Z near has about log( |Y |) states. Let N m,σ ( ·) denote the density of the (possibly multivariate) Gaussian distribution with mean m and variance σ . Define the transition probabilities as follows As |Z near | approaches infinity, the above construction satisfies the local consistency almost surely. Figure 4 shows an illustration of how the procedure ComputeTranProb constructs transition probabilities. As we can see, from a state z (red), we simulate the nominal dynamics (dash blue arrow) to get a new state z + f ( z, v) τ (blue). The support Z near that contains nodes around z + f ( z, v) τ is shaded, and possible transitions from z to the support nodes are represented by black arrows. and (v) x( 0) is close to (but not necessarily equal to) z . If no such trajectory exists, then the procedure returns failure. We can solve for the triple ( x, v, τ ) by sampling several controls v and simulating the reverse nominal dynamics −f from z under these sampled controls v with small discretized time intervals. 7 We then choose the control resulting in x( 0) that is closest to z . The backward extension procedure is used to quickly explore the state space region from which we can reach states in the current MDP approximation as done in RRT algorithms (Lavalle, 1998) .
Backward extension. Given T > 0 and two states
4.2.6. Sampling and discovering controls. The procedure ConstructControls( k, z, Y , T) returns a set of k controls in U. We can uniformly sample k controls in U. Alternatively, for each state z ∈ Nearest( z, Y , k) , we solve
Analysis
In this section, we carry out the detailed convergence analysis of the iMDP algorithm. The proofs of the presented lemmas and theorems in this section can be found in the Appendix. Throughout our analysis, let us denote M n = ( S n , U, P n , G n , H n ) , t n , J n , μ n as the MDP, holding times, cost value function, and policy returned by Algorithm 1 at the end n iterations.
First, we claim that Markov chains defined on M n are absorbing Markov chains.
Theorem 5 . Let {ξ n i ; i ∈ N} be a Markov chain on M n formed by following the transition probabilities P n using the best control μ n ( z) for each state z ∈ S n . Then, {ξ n i ; i ∈ N} is an absorbing Markov chain asymptotically almost surely.
Briefly speaking, the proof follows from the connectivity of random directed k-nearest-neighbor graphs. Therefore, asymptotically almost surely, a controlled Markov chain on M n will reach an absorbing state in the boundary set ∂S n . In other words, the iMDP algorithm constructs approximating MDPs that form random graphs to effectively explore the continuous search space S. We now show that this approximation is also consistent.
For large n, states in S n are sampled uniformly in the state space S (Karaman and Frazzoli, 2011) . Moreover, the dispersion of S n shrinks with the rate O( ( log |S n |/|S n |) 1/d x ) as described in the next lemma. Lemma 6 . Recall that ζ n measures the dispersion of S n (equation (8)). We have that the following event happens with probability one
The proof is based on the fact that, if we partition R d x into cells of volume O (log( |S n |)/|S n |), then, almost surely, every cell contains at least an element of S n , as |S n | approaches infinity. The above lemma leads to the following results.
Lemma 7 . The MDP sequence {M n } ∞ n=0 and holding times { t n } ∞ n=0 returned by Algorithm 1 are locally-consistent with the system described by equation (1) for large n with probability one.
Theorem 2 and Lemma 7 together imply that the trajectories of the controlled Markov chains approximate those of the original stochastic dynamical system in equation (1) arbitrarily well as n approaches infinity. Moreover, recall that || · || S n is the sup-norm over S n , the following theorem shows that J * n converges uniformly, with probability one, to the original optimal value function J * . Figure 5(a) illustrates the convergence of approximated cost-to-go to the optimal analytical cost-to-go over iterations. Anytime solutions are compared to the analytical optimal solution after 200 and 600 iterations in Figures 5(b) and 5(c). Mean and 1-σ interval of the error ||J n − J * || S n are shown in 5(d) using 50 trials. The corresponding mean and standard deviation of the error ||J n − J * || S n are depicted on a log-log plot in Figure 5 (e). In Figure 5 (f), we plot the ratio of ||J n − J * || S n to ( log( |S n |) /|S n |) 0.5 to show the convergence rate of J n to J * . Figure 5 Theorem 8 . Given n ∈ N, for all z ∈ S n , J * n ( z) denotes the optimal value function evaluated at state z for the finite-state MDP M n returned by Algorithm 1. Then, the following event holds with probability one
In other words, J * n converges to J * uniformly. In particular
The proof follows immediately from Lemmas 6 and 7, and Theorems 3 and 4. The theorem suggests that we can compute J * n for each discrete MDP M n before sampling more states to construct M n+1 . Indeed, in Algorithm 1, when updated states are chosen randomly as subsets of S n , and L n is large enough, we compute J * n using asynchronous value iterations (Bertsekas, 2001; Bertsekas and Tsitsiklis, 1989) . Subsequent theorems present stronger results.
We will prove the asymptotic optimality of the cost value J n returned by the iMDP algorithm when n approaches infinity without directly approximating J * n for Fig. 6 . An operating environment for the second experiment. The system starts at (-8,8) to reach a goal at (8,8).
each n. We first consider the case when we can solve the Bellman update (equation (9)) exactly and 1 ≤ L n , K n = ( |S n | θ ) < |S n |.
Theorem 9 . Let us scale holding times with the rate defined in ComputeHoldingTime. For all z ∈ S n , J n ( z) is the cost value of the state z computed by Algorithm 1 and Algorithm 2 after n iterations with 1 ≤ L n , and K n = ( |S n | θ ) < |S n |. Let J n,μ n be the cost-to-go function of the returned policy μ n on the discrete MDP M n . If the Bellman update at equation (9) is solved exactly, then, the following events hold with probability one:
i. lim n→∞ ||J n −J * n || S n = 0, and lim n→∞ ||J n −J * || S n = 0; ii. lim n→∞ |J n,μ n ( z) −J * ( z) | = 0, ∀z ∈ S n .
Theorem 9 enables an incremental computation of the optimal cost J * without the need to compute J * n exactly before sampling more samples. Moreover, cost-to-go functions J n,μ n induced by approximating policies μ n also converge pointwise to the optimal cost-to-go J * with probability one.
When we solve the Bellman update at equation (9) via sampling, the following result holds.
Theorem 10 . Let us scale holding times with the rate defined in ComputeHoldingTime. For all z ∈ S n , J n ( z) is the cost value of the state z computed by Algorithm 1 and Algorithm 2 after n iterations with 1 ≤ L n , and K n = ( |S n | θ ) < |S n |. Let J n,μ n be the cost-to-go function of the returned policy μ n on the discrete MDP M n . If the Bellman update at equation (9) is solved via sampling such that lim n→∞ |U n | = ∞, then: i. ||J n − J * n || S n converges to 0 in probability, thus, J n converges uniformly to J * in probability; ii. lim n→∞ |J n,μ n ( z) −J * ( z) | = 0 for all z ∈ S n with probability one.
We emphasize that while the convergence of J n to J * is weaker than the convergence in Theorem 9, the convergence of J n,μ n to J * remains intact. Importantly, Theorem 2, and Theorems 9 and 10 together assert that starting from any initial state, trajectories and control processes provided by the iMDP algorithm approximate arbitrarily well optimal trajectories and optimal control processes of the original continuous problem. More precisely, with probability one, the induced random probability measures of approximating trajectories and approximating control processes converge weakly to the probability measures of optimal trajectories and optimal control processes of the continuous problem.
In addition, Theorem 8 provides a proven convergence rate of J * n to J * , which suggests that J n is likely to converge to J * with the same convergence rate O( ( log |S n |/|S n |) ρ/d x ) .
Finally, the next theorem evaluates the quality of anytime control policies returned by Algorithm 3.
Theorem 11 . Let μ n : S → U be the interpolated policy on S of μ n : S n → U as described in Algorithm 3 ∀z ∈ S : μ n ( z) = μ n ( y n ) where y n = argmin z ∈S n ||z − z|| 2 Then there exists an optimal control policy μ * of the original problem 8 so that for all z ∈ S lim n→∞ μ n ( z) = μ * ( z) w.p.1 if μ * is continuous at z.
Experiments
We used a computer with a 2.0 GHz Intel Core 2 Duo T6400 processor and 4 GB of RAM to run experiments. In the first experiment, we investigated the convergence of the iMDP algorithm on a stochastic LQR problem: 6] where τ is the first hitting time to the boundary ∂S = {−6, 6}, and h( z) = 414.55 for z ∈ ∂S and 0 otherwise. The optimal cost-to-go from x( 0) = z is 10.39z 2 + 40.51, and the optimal control policy is u( t) = −0.5714x( t). Since the cost-rate function is bounded on S and Hölder continuous with exponent 1.0, we use ρ = 0.5. In addition, we choose θ = 0.5, and ς = 0.99 in the procedure ComputeHoldingTime. Figures 5(a) to 5(c) show the convergence of approximated cost-to-go, anytime controls and trajectory to the optimal analytical counterparts over iterations. We observe that in Figure 5(d) , both the mean and variance of cost-to-go error decrease quickly to zero. The log-log plot in Figure 5 (e) clearly indicates that both mean and standard deviation of the error ||J n − J * || S n continue to decrease. This observation is consistent with Theorems 9 and 10. Moreover, Figure 5 (f) shows the ratio of ||J n − J * || S n to ( log( |S n |) /|S n |) 0.5 indicating the convergence rate of J n to J * , which agrees with Theorem 8. Finally, Figure 5 (g) plots the ratio of running time per iteration T n to |S n | 0.5 log 2 ( |S n |) asserting that the time complexity per iteration is O |S n | 0.5 log 2 ( |S n |) .
In the second experiment, we controlled a system with two-dimensional stochastic single integrator dynamics to a goal region with free ending time in a cluttered environment. The dynamics are given by
objective function is discounted with α = 0.95. The system pays zero cost for each action it takes and pays a cost of -1 when reaching the goal region X goal (see Figure 6 ). The maximum velocity in each direction of the system is one. The system stops when it collides with obstacles. We show how the system reaches the goal in the upper right corner and avoids obstacles with different anytime controls. Anytime control policies after up-to 2000 iterations in Figures 7(a) to 7(c), which were obtained within 2.1 seconds, indicate that iMDP quickly explores the state space and refines control policies over time. Corresponding contours of cost value functions are shown in Figures 7(d) to 7(f) further illustrate the refinement and convergence of cost value functions to the original optimal cost-to-go over time. We that cost value functions J n are the estimates of the optimal cost-to-go J * . Thus, when J n ( z) −J * ( z) is constant for all z ∈ S n , updated controls after a Bellman update are close to their optimal values. Thus, the phenomenon favors the use of the iMDP algorithm in real-time applications where only a small number of iterations are executed. In addition, in Figure 8 , we show the Markov chains that are induced by the stored controls over iterations. As we can see, the structures of these Markov chains are indeed random graphs that are asymptotically almost-surely connected to cover the state space S. This observation agrees with the claim provided in Theorem 5.
In the third experiment, we tested the effect of process noise magnitude on the solution trajectories. In Figures 9(a)  Fig. 9 . Performance against different process noise magnitude. The system starts from (0,-5) to reach the goal. In Figure 9(a) , the environment is noise-free. In Figures 9(b) and 9(c), standard deviation of noise in x-and y-directions is 0.37. In the latter, the system first discovers an unsafe route that is prone to collisions and discovers a safer route after a few seconds. (In Figure 9(b) , we temporarily let the system continue even after collision to observe the entire trajectory.) Fig. 10 . Results of a 6D manipulator example. The system is modeled as a single integrator with states representing angles between segments and the horizontal line. Control magnitude is bounded by 0.3. The standard deviation of noise at each joint is 0.032 rad. In Figure 10(a) , the manipulator is controlled to reach a goal with the final upright position. In Figure 10(b) , the mean and standard deviation of the computed cost values for the initial position are plotted using 50 trials. to 9(c), the system wants to arrive at a goal area either by passing through a narrow corridor or detouring around the two blocks. In Figure 9(a) , when the dynamics is noise-free (by setting a small dispersion matrix), the iMDP algorithm quickly determines to follow a narrow corridor. In contrast, when the environment affects the dynamics of the system (Figures 9(b) and 9(c)), the iMDP algorithm decides to detour to have a safer route. This experiment demonstrates the benefit of iMDP in handling process noise compared to RRT-like algorithms (Karaman and Frazzoli, 2011; Lavalle, 1998) . We emphasize that although iMDP spends slightly more time on computation per iteration, iMDP provides feedback policies rather than open-loop policies; thus, re-planning is not crucial in iMDP.
In the fourth experiment, we examined the performance of the iMDP algorithm for high dimensional systems such as a manipulator with six degrees of freedom. The manipulator is modeled as a single integrator where states represents angles between segments and the horizontal line. Formally, the dynamics are given by dx( t) = u( t) dt + Fdw( t) where x( t) ∈ R 6 with each component in [0, 2π ] and u( t) ∈ R 6 . The maximum control magnitude for all joints is 0.3. The dispersion matrix F is such that the standard deviation of noise at each joint is 0.032 rad. The manipulator is controlled to reach a goal with the final upright position in minimum time. In Figure 10 (a), we show a resulting trajectory after 3000 iterations computed in 15.8 seconds. In addition, we show the mean and standard deviation of the computed cost values for the initial position using 50 trials in Figure 10(b) . As shown in the plots, the solution converges quickly after about 1000 iterations. These results highlight the suitability of the iMDP algorithm to compute feedback policies for complex high dimensional systems in stochastic environments.
Conclusions
We have introduced and analyzed a new computationallyefficient sampling-based algorithm called the incremental Markov Decision Process (iMDP) algorithm that provides asymptotically-optimal solutions to continuous time and space stochastic control problems. The main idea is to consistently approximate underlying continuous problems by discrete structures in an incremental manner. In particular, we incrementally build discrete MDPs by sampling and extending states in the state space. To have consistent approximation, only the mean and covariance of displacement per step along a Markov chain under any control are required to be close enough to those of the original dynamics. The iMDP algorithm refines the quality of anytime control policies from discrete MDPs in terms of expected costs over iterations and ensures almost sure convergence to an optimal continuous control policy.
The iMDP algorithm provides two main advantages when solving stochastic optimal control problems. First, the iMDP algorithm provides a method to compute optimal control policies without the need to derive and characterize viscosity solutions of the associated HJB equations. Second, the algorithm is suitable for various online robotics applications without a priori discretization of the state space.
The iMDP algorithm can be implemented such that its time complexity per iteration grows as O k θ ( log k) 2 with 0 < θ ≤ 1 where k is the number of states in MDPs which increases linearly over iterations. Together with linear space complexity, iMDP is a practical incremental algorithm. The enabling technical ideas lie in novel methods to compute Bellman updates.
Further extension of the work is broad. We would like to extend our experiments to compare the performance of the iMDP algorithm directly with the performance of other algorithms such as Stochastic Motion Roadmap (SMR) and grid-based Markov chain approximation. These experiments would shed light on how the iMDP algorithm balances between computation on each iteration and quality of anytime solutions. We recognize that sampling from the boundary of the state space requires careful implementation in practice. Heuristic methods such as rejection sampling within a vicinity of the boundary desires a better distance metric for complex problem domains. In this regard, research in finding quality distance metrics for nonholonomic systems is an active area. In the future, we would like to study the effect of biased-sampling techniques on the performance of iMDP. The iMDP algorithm is also highly parallelizable, and efficient parallel versions of the iMDP algorithm are left for future study. Remarkably, Markov chain approximation methods are also tools to handle deterministic control. Thus, applications of the iMDP algorithm can be extended to classical path planning with deterministic dynamics. For robotics applications, we often deal with nonlinear dynamics with special properties such as underactuation (Olfati-Saber, 2001) and differential flatness (Jeon et al., 2013; Peters et al., 2011) . Exploiting these properties to design optimal control policies would provide higher performance in many situations. Designing new versions of the iMDP algorithm that incorporate directly these properties is left for future investigation.
Noise can be driven by not only Brownian processes but also jump processes so that the controlled process has the form: ( t) , where the term J ( t) produces the jumps. To characterize the jump term, we would like to specify the probability that a jump occurs in any small time interval and the distribution of any resulting jumps as the function of the past history process. Between jumps, the term J ( t) is constant. The Markov chain approximation method can be extended to handle the stochastic process with jumps (see Chapter 5 of Kushner and Dupuis (2000) ). The local consistency conditions now include the approximation for jump intensities during holding times. As a result, convergence results will follow. We would like to extend the iMDP algorithm to provide incremental computation of anytime policies for this class of stochastic dynamics.
In several systems, true states are not available during the controlled process. Instead, there are sensors to provide noisy measurements of unknown states. Controlling systems in these situations leads to a class of stochastic optimal control problems with imperfect state information, known as Partially Observable Markov Decision Processes (POMDPs). Although POMDPs are fundamentally more challenging than the problem that is studied in this paper, our approach differentiates itself from existing sampling-based POMDP solvers (Kurniawati et al., 2008) with its incremental nature and computationally-efficient search. Hence, the research presented in this paper opens a new alley to handle POMDPs. Recent research by Chaudhari et al. (2012 Chaudhari et al. ( , 2013 has explored this direction for the problem of state estimation and POMDPs. In Chaudhari et al. (2013) , the authors use an approximating sequence of discrete time finite-state POMDPs to approximate continuous POMDPs such that the optimal cost function and control policies for these POMDP approximations converge almost surely to their counterparts for the underlying continuous systems in the limit. For each POMDP approximation, the authors use an existing POMDP solver, SAR-SOP (Kurniawati et al., 2008) , to obtain a policy for the POMDP approximation. However, SARSOP still encounters major computational challenges for practical systems in high dimensional state spaces. As a result, providing efficient approximate solutions to POMDPs is still an open research problem to address in the future.
Although anytime policies in this work are asymptotically optimal, we have not investigated the error bounds of the cost-to-go function under these policies in comparison to the optimal cost-to-go function. Estimates of error bounds would provide better understanding in the quality of anytime policies. The upper bounds on the cost-to-go function can be found by simulating the returned policies. Estimating the lower bounds is more challenging and is an active research topic. One possible approach called information relaxations can be used to find the lower bounds (Brown and Smith, 2011; Brown et al., 2010) . In this approach, we relax the nonanticipativity constraints that require decisions to depend only on the information available at the time a decision is made and impose a "penalty" that punishes violations of nonanticipativity. In many cases, the relaxed version of the problem is simple to solve and provides the lower bounds. We suggest a future research direction that incorporates information relaxations into the sampling-based iMDP algorithm to provide useful anytime error bounds.
In addition, risk management is an important requirement in control problems to guarantee safety during the execution of control policies. Broadly speaking, risk can be defined as a situation involving exposure to danger. In practice, we are often concerned with several additional requirements of control policies when minimizing an objective function. For example, fuel consumption requirements on autonomous cars, stealthiness requirements for aircraft, thermal control requirements on spacecraft (e.g. to avoid long exposure of radiators to the Sun), and bounded probability of collision are critical and must be respected while minimizing the time to execute a task. Controlled systems are considered to be in risky situations when these requirements are not met. As we have seen in this work, assigning proper cost values for terminal states is one possible approach to manage risk. Nevertheless, setting such cost values often leads to over-conservative behaviors and does not provide an automatic way to select control policies that respect certain safety criteria. We have investigated this direction to provide asymptotically-optimal control policies in the presence of safety requirements in Huynh et al. (2013 Huynh et al. ( , 2014 .
Finally, we can further consider a team of separate and independent agents collaborating to optimize a common objective function in uncertain environments. Each agent can compute a policy in their explored state space and is able to communicate its computed policy and intension with other agents through possibly bandwidth-limited and unreliable networks. One possible direction for this problem is to extend the iMDP algorithm so that each agent constructs its own approximating data structures in its interested regions of the state space. Agents are coordinated to communicate these approximating data structures with each other, and they can further refine their own approximating data structures based on received information. Designing a coordination plan that enables each agent to compute good approximations of an optimal control policy while minimizing the amount of data transferred is an interesting research question to answer. Notes 1. Part of the presented material has appeared in our previous work (Huynh et al., 2012) . In this paper, we discuss the algorithm in greater detail and present the complete proof of our analysis.
2. The full rank requirement of F can be relaxed as discussed on page 279 of Kushner and Dupuis (2000) . 3. This extension process inherits the rapid exploration property of the RRT algorithm (Lavalle, 1998; Karaman and Frazzoli, 2011) to quickly explore the state space S. 4. Although the argument of Update at Line 15 is J n , we actually process the previous cost values J n−1 due to Line 3. We can implement Line 3 by simply sharing memory for ( S n , J n , μ n , t n ) and ( S n−1 , J n−1 , μ n−1 , t n−1 ). 5. In a more recent work on RRT * , a distance metric based on Lie Algebra for non-holonomic dynamical systems has been proposed (Karaman and Frazzoli, 2013) . We reserve the investigation of this distance metric in stochastic optimal control for our future work. 6. Typical values of ς are [0.999,1). 7. From ∂t) ) ∂t as long as ∂t is sufficiently small so that x( t) and x( t + ∂t) are close enough. 8. Otherwise, an optimal relaxed control policy m * exists (Kushner and Dupuis, 2000) , and μ n approximates m * arbitrarily well. 
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Appendices
A. Notations and preliminaries
Convergence
We denote N as the set of natural numbers starting from 1, N 0 = N ∪ {0}, and R as the set of real numbers. Similarly, R k is the set of k-dimensional real vectors. We also denote R as the set of extended real numbers, i.e. R = R ∪ {−∞, +∞}. A sequence on a set X is a mapping from N 0 to X , denoted as {x n } ∞ n=0 , where x n ∈ X for each n ∈ N. Given a metric space X endowed with a metric d, a sequence {x n } ∞ n=0 ⊂ X is said to converge if there is a point x ∈ X , denoted as lim n→∞ x n , with the following property: For every > 0, there is an integer N such that n ≥ N implies that d( x n , x) < . A sequence of functions {f n } ∞ n=1 in which each function f n is a mapping from X to R converges pointwise to a function f on X if for every x ∈ X , the sequence of numbers {f n ( x) } ∞ n=0 converges to f ( x). A sequence of functions {f n } ∞ n=1 converges uniformly to a function f on X if the following sequence {M n | M n = sup x∈X |f n ( x) −f ( x) |} ∞ n=0 converges to 0. Let us consider a probability space ( , F, P) where is a sample space, F is a σ -algebra, and P is a probability measure. A subset A of F is called an event. The complement of an event A is denoted as A c . Given a sequence of events {A n } ∞ n=0 , we define lim sup n→∞ A n as ∩ ∞ n=0 ∪ ∞ k=n A k , i.e. the event that A n occurs infinitely often. In addition, the event lim inf n→∞ A n is defined as ∪ ∞ n=0 ∩ ∞ k=n A k . A random variable is a measurable function mapping from to R. The expected value of a random variable Y is defined as E[Y ] = YdP using the Lebesgue integral.
→ Y . We say that a sequence of random variables Z) . We say that a sequence of random variables {Y n } ∞ n=0 converges in distribution to a random variable Y if lim n→∞ F n ( x) = F( x) for every x ∈ R at which F is continuous where {F n } ∞ n=0 and F are the associated CDFs of {Y n } ∞ n=0 and Y respectively. We denote this convergence as
for all bounded continuous functions f . As a corollary, when {Y n } ∞ n=0 converges in distribution to 0, and Y n is bounded for all n, we have lim n→∞ E[Y n ] = 0 and lim n→∞ E[Y 2 n ] = 0, which together imply lim n→∞ Var( Y n ) = 0. We also have if |Z n − Y n | p → 0 and Y n d → Y , then Z n d → Y . In addition, an event E( n), which depends on a parameter n, holds asymptotically almost surely if lim n→∞ P( E( n) ) = 1. Thus, when Y n p → Y , this implies that the event Y n = Y happens asymptotically almost surely, i.e. lim n→∞ P( Y n = Y ) = 1. Finally, we say that a sequence of random variables {Y n } ∞ n=0 converges in r th mean to a random variable Y , denoted as Y n r → Y , if E[|X n | r ] < ∞ for all n, and lim n→∞ E[|X n − X | r ] = 0. We have the following implications: (i) almost sure convergence or r th mean convergence (r ≥ 1) implies convergence in probability, and (ii) convergence in probability implies convergence in distribution. The above results still hold for random vectors in higher dimensional spaces.
k-nearest neighbor random graphs
Random geometric graphs are defined as a collection of points in a metric space where edges are connected pairwise when certain conditions are satisfied (Balister et al., 2005; Bollobás, 2001; Bollobás and Riordan, 2006; Gilbert, 1961; Penrose, 2003; Xue and Kumar, 2004) . A useful random graph model, called k-nearest neighbor (kNN) graphs, considers edges between k nearest neighbors as defined below.
Definition 12 (Random k-nearest neighbor graph). Let d, k, n ∈ N. A random k-nearest neighbor graph G near ( n, k) in a bounded set S ⊂ R d is a graph with n vertices {X 1 , X 2 , ..., X n } that are independent and uniformly distributed random variables in S such that ( X i , X j ) , i = j, is an edge if X j is among the k nearest neighbors of X i or vice versa.
We also have directed kNN graphs that are similarly defined:
Definition 13 (Random directed k-nearest neighbor graph). Let d, k, n ∈ N. A random k-nearest neighbor graph − → G near ( n, k) in a bounded set S ⊂ R d is a graph with n vertices {X 1 , X 2 , ..., X n } that are independent and uniformly distributed random variable in S such that ( X i , X j ) , i = j, is a directed edge from X i to X j if X j is among the k nearest neighbors of X i .
Many works in the literature consider random kNN graphs with vertices generated from a homogeneous Poisson point process. In particular, a Poisson random variable Poisson( λ) with intensity λ takes value in N 0 such that
The mean of Poisson( λ) is λ. A homogeneous Poisson point process of intensity λ in R d is a random countable set of points P d λ ⊂ R d such that, for any measurable set S 1 , S 2 ⊂ R d and S 1 ∩ S 2 = ∅, the number of points of P d λ in each set are independent Poisson variables, i.e. |P d λ ∩ S 1 | = Poisson( λμ( S 1 ) ) and |P d λ ∩ S 2 | = Poisson( λμ( S 2 ) ) where μ is the Lebesgue measure on R d . The main advantage of the Poisson point process is independence among counting random variables of disjoint subsets, which makes the proofs of claims on random kNN graphs much easier and more elegant. In contrast, when the number of points is given a priori, such independence property does not hold. The following Lemma relates the homogeneous Poisson point process with a set of independently and uniformly sampled points in S. Stoyan et al., 1995) ). We consider {X i } i∈N as a sequence of points which are sampled independently and uniformly from a set S ⊂ R d . Let Poisson( n) with intensity n, then {X 1 , X 2 , ..., X Poisson(n) } is the restriction to S of a homogeneous Poisson point process with intensity n/μ( S).
Lemma 14 (Restricted homogeneous Poisson point process (
We thus denote by G near ( Poisson( n) , k) and − → G near (Poisson ( n) , k) as random kNN graphs and random directed kNN graphs with vertices {X 1 , X 2 , ..., X Poisson(n) }.
A connected graph is a graph in which there is a path connecting any two vertices. Connectivity is an important property of random kNN graphs. The following theorem asserts a condition for connectivity in random kNN graphs. Balister et al. (2005) ). Let G near ( Poisson( n) , k) and − → G near ( Poisson(n) , k) be a random kNN graph and a random directed kNN graph in S ⊂ R 2 having vertices generated by a homogeneous Poisson point process with intensity n/μ( S). Then, there exists a constant a c 2 > 0 and a constant a c 2 > 0 such that i. lim n→∞ P( {G near ( Poisson( n) , a log( n) ) is connected })
Theorem 15 (Connectivity of random kNN graphs, see Xue and Kumar (2004) and
That is, the connectivity property of random undirected and directed kNN graphs exhibits a phase transition and holds almost surely in the limit when edges are formed among ( log( n) ) nearest neighbors in a graph with n vertices. The current estimates for the constant threshold are 0.3043 ≤ a c 2 ≤ 0.5139 and 0.7209 ≤ a c 2 ≤ 0.9967. The results in Theorem 15 are also known to hold when the set S is in high dimensional space (see, for example, Maier et al. (2007) ).
We remark that G near ( Poisson( n) , k) and − → G near ( Poisson( n) , k) are good approximate models of G near ( n, k) and − → G near ( n, k) for large n. Thus, we say that in the limit of n approaching ∞, random undirected and directed kNN graphs G near ( n, k) and − → G near ( n, k) are connected asymptotically almost surely if k = ( log( n) ).
Complexity
Let f ( n) and g( n) be two functions with domain and range N or R. The function f ( n) is called O( g( n) ) if there exists two constants M and n 0 such that f ( n) ≤ Mg( n) for all n ≥ n 0 . The function f ( n) is called ( g( n) ) if g( n) is O( f ( n) ). Finally, the function f ( n) is called ( g( n) ) if f ( n) is both O( g( n) ) and ( g( n) ).
A.1. Proof of Theorem 5
Given M n and the best stored controls μ n returned by the iMDP algorithm, we define a directed graph − → G n having S n as its vertex set, and its edges represent transition probabilities under the best stored controls. In particular, for each vertex z ∈ S n \∂S n , we form a directed edge from z to each vertex in the support of P n ( · | z, μ n ( z) ) that is returned from the procedure ComputeTranProb. Vertices from ∂S n connect to themselves.
We enlarge each vertex z of − → G n to become a "super vertex" z, z + f ( z, μ n ( z) ) t n so that the Euclidean distance between two super vertices z, z + f ( z, μ n ( z) ) t n and z , z + f ( z , μ n ( z ) ) t n is defined as the Euclidean distance of z+f ( z, μ n ( z) ) t n and z . Since the support size Fig. 11 . An illustration for Lemma A.1. We continue the example in Figure 4 . We enlarge each vertex z of − → G n to become a "super vertex" z, z + f ( z, μ n ( z) ) t n so that the Euclidean distance between two super vertices z, z + f ( z, μ n ( z) ) t n and z , z + f ( z , μ n ( z ) ) t n is defined as the Euclidean distance of z + f ( z, μ n ( z) ) t n and z . The super vertex is connected to ( log( |S n |) )-nearest vertices using this new distance definition.
of P n ( · | z, μ n ( z) ) is ( log( |S n |) ), − → G n is a random directed kNN graph where k = ( log( |S n |). Figure 11 shows an illustration of a super vertex and its nearest neighbors. By Theorem 15, − → G n is connected asymptotically almost surely. The Markov chain {ξ n i ; i ∈ N}, which is formed by following the transition probabilities P n using the best control μ n ( z) for each state z ∈ S n , has states that move along edges of − → G n . When − → G n is connected, starting from any non-absorbing vertex in S n \∂S n , we can reach an absorbing state in ∂S n . Therefore, {ξ n i ; i ∈ N} is an absorbing Markov chain asymptotically almost surely as n approaches ∞.
B. Proof of Lemma 6
For each n ∈ N, divide the state space S into grid cells with side length 1/2γ r ( log |S n |/|S n |) 1/d x as follows. Let Z denote the set of integers. Define the grid cell i ∈ Z d x as
where [−a, a] d x denotes the d x -dimensional cube with side length 2a centered at the origin. Hence, the expression above translates the d x -dimensional cube with side length ( 1/2) γ r ( log |S n |/|S n |) 1/d x to the point with coordinates i γ r 2 ( log n/n) 1/d x .
Let Q n denote the indices of the set of all cells that lie completely inside the state space S, i.e. Q n = {i ∈ Z d : W n ( i) ⊆ S}. Clearly, Q n is finite since S is bounded. Let ∂Q n denote the set of all grid cells that intersect the boundary of S, i.e. ∂Q n = {i ∈ Z d : W n ( i) ∩∂S = ∅}. We claim for all large n, all grid cells in Q n contain one vertex of S n , and all grid cells in ∂Q n contain one vertex from ∂S n . First, let us show that each cell in Q n contains at least one vertex. Given an event A, let A c denote its complement. Let A n,k denote the event that the cell W n ( k), where k ∈ Q n contains a vertex from S n , and let A n denote the event that all grid cells in Q n contain a vertex in S n . Then, for all k ∈ Q n
where m( S) denotes Lebesgue measure assigned to S. Then
where the first inequality follows from the union bound and |Q n | denotes the cardinality of the set Q n . By calculating the maximum number of cubes that can fit into S, we can bound
Note that by construction, we have |S n | = ( n). Thus
which is summable for all γ r > 2 ( 2 m( S) ) 1/d x . Hence, by the Borel-Cantelli lemma, the probability that A c n occurs infinitely often is zero, which implies that the probability that A n occurs for all large n is one, i.e. P( lim inf n→∞ A n ) = 1.
Similarly, each grid cell in ∂Q n can be shown to contain at least one vertex from ∂S n for all large n, with probability one. This implies each grid cell in both sets Q n and ∂Q n contain one vertex of S n and ∂S n , respectively, for all large n, with probability one. Hence the following event happens with probability one
C. Proof of Lemma 7
We show that each state that is added to the approximating MDPs is updated infinitely often. That is, for any z ∈ S n , the set of all iterations in which the procedure Update is applied on z is unbounded. Indeed, let us denote ζ n ( z) = min z ∈S n ||z − z|| 2 . From Lemma 6, lim n→∞ ζ n ( z) = 0 happens almost surely. Therefore, with probability one, there are infinitely many n such that ζ n ( z) < ζ n−1 ( z) . In other words, with probability one, we can find infinitely many z new at Line 13 of Algorithm 1 such that z is updated. For those n, the holding time at z is recomputed as t n ( z) = γ t log |S n | |S n | θςρ/d x at Line 1 of Algorithm 2. Thus, the following event happens with probability one lim n→∞ t n ( z) = 0 which satisfies the first condition of local consistency in equation (4).
The other conditions of local consistency in equations (5) to (7) are satisfied immediately by the way that the transition probabilities are computed (see the description of the ComputeTranProb procedure given in Section 4.2). Hence, the MDP sequence {M n } ∞ n=0 and holding times { t n } ∞ n=0 are locally consistent for large n with probability one.
D. Proof of Theorem 9
To highlight the idea of the entire proof, we first prove the convergence under synchronous value iterations before presenting the convergence under asynchronous value iterations. As we will see, the shrinking rate of holding times plays a crucial role in the convergence proof. The outline of the proof is as follows. S1: Convergence under synchronous value iterations: In Algorithm 1, we take L n ≥ 1 and K n = |S n | − 1. In other words, in each iteration, we perform synchronous value iterations. Moreover, we assume that we are able to solve the Bellman equation (equation (9)) exactly. We show that J n converges uniformly to J * almost surely in this setting. S2: Convergence under asynchronous value iterations:
When K n = ( |S n | θ ) < |S n |, we only update a subset of S n in each of L n passes. We show that J n still converges uniformly to J * almost surely in this new setting.
In the following discussion and next sections, we need to compare functions on different domains S n . To ease the discussion and simplify the notation, we adopt the following interpolation convention. Given X ⊂ Y and J : X → R, we interpolate J to J on the entire domain Y via nearest neighbor value
where J and J are interpolations of J and J from the domains X and Y to the entire domain S respectively. In particular, given J n : S n → R, and J : S → R, then ||J n − J || S n ≤ ||J n − J || ∞ . Thus, if ||J n − J || ∞ approaches 0 when n approaches ∞, so does ||J n − J || S n . Hence, we will work with the (new) sup-norm || · || ∞ instead of || · || S n in the proofs of Theorems 9 and 10. The triangle inequality also holds for any functions J , J , J defined on subsets of S with respect to the above sup-norm
Let B( X ) denote a set of all real-valued bounded functions over a domain X . For S n ⊂ S n when n < n , a function J in B( S n ) also belongs to B( S n ), meaning that we can interpolate J on S n to a function J on S n . In particular, we say that J in B( S n ) also belongs to B( S).
Lastly, due to random sampling, S n is a random set, and therefore functions J n and J * n defined on S n are random variables. In the following discussion, inequalities hold surely without further explanation when it is clear from the context, and inequalities hold almost surely if they are followed by "w.p.1".
S1: Convergence under synchronous value iterations
In this step, we first set L n ≥ 1 and K n = |S n | − 1 in Algorithm 1. Thus, for all z ∈ S n , the holding time t n ( z) equals γ t log |S n | |S n | θςρ/d x and is denoted as t n . We consider the MDP M n =( S n , U, P n , G n , H n ) at n th iteration and define the following operator T n : B( S n ) → B( S n ) that transforms every J ∈ B( S n ) after a Bellman update as
assuming that we can solve the minimization on the RHS of equation (10) exactly. For each k ≥ 2, operators T k n are defined recursively as T k n = T n T k−1 n and T 1 n = T n . When we apply T n on J ∈ B( S k ) where k < n, J is interpolated to S n before applying T n . Thus, in Algorithms 1 and 2, we implement the next update J n = T L n n J n−1 Lemma 16 (Contraction mapping, see Bertsekas (2001) ). Given T n as defined above, T n is a contraction mapping, i.e. for any J and J in B( S n ), the following inequality happens surely
Using Lemma 16
where the second inequality follows from the triangle inequality, and L n ≥ 1, α ∈( 0, 1). Thus, by iterating over n, for any N ≥ 1 and n > N, we have
where A n are defined recursively
Note that for any N ≥ 1 lim n→∞ t n + t n−1 ... + t N+1 = ∞ due to the choice of holding times t n in the procedure ComputeHoldingTime. Therefore
By Theorem 8, the following event happens with probability 1 (w.p.1) lim n→∞ ||J * n − J * || ∞ = 0 hence lim n→∞ ||J * n − J * n−1 || ∞ = 0 w.p.1
Thus, for any fixed > 0, we can choose N large enough such that ||J * n − J * n−1 || 1−ς ∞ < w.p.1 for all n > N, and (14)
where ς ∈ ( 0, 1) is the constant defined in the procedure ComputeHoldingTime. Now, for all n > N, we rearrange equations (12) and (13) 
We can see that for n > N + 1
We now prove that almost surely, B n is bounded for all n ≥ N w.p.1:
Lemma 17 . B n is bounded for all n ≥ N w.p.1.
Proof . Indeed, we derive the conditions so that B n−1 < B n or B n−1 ≥ B n as follows
The last inequality is due to Theorem 8 and |S n | = ( n), |S n−1 | = ( n − 1)
for large n where K is some finite constant. Let β = α γ t ∈ ( 0, 1). For large n, log |S n | |S n | are in ( 0, 1) and θ ∈( 0, 1]. Let us define
Then, x n ≥ y n > 0. The above condition is simplified to
Consider the function r : [0, ∞) → R such that r( x) = β x x 1−β x , we can verify that r( x) is non-increasing and is bounded by r( 0) = −1/ log( β). Therefore
Or conversely
The above discussion characterizes the random sequence B n . In particular, Figure 12 shows a possible realization of the random sequence B n for n > N. As shown visually in this plot, B N+1 is less than ς/(1−ς) w.p.1 and thus is less than ς/(1−ς) − K γ t log(α) w.p.1. For n > N + 1, assume that we have already shown that B n−1 is bounded from above by ς/(1−ς) − K γ t log(α) w.p.1. When B n−1 ≥ − K γ t log(α) w.p.1, the sequence is non-increasing w.p.1. Conversely, when the sequence is increasing, i.e. B n−1 < B n , we assert that B n−1 < − K γ t log(α) w.p.1 due to equation (18), and the increment is less than ς/(1−ς) due to equation (16). In both cases, we conclude that B n is also bounded by ς/(1−ς) − K Fig. 12. A realization of the random sequence B n . We have B N+1 less than ς/(1−ς ) w.p.1. For n larger than N + 1, when B n−1 ≥ − K γ t log(α) w.p.1, the sequence is non-increasing w.p.1, i.e. B n−1 ≥ B n w.p.1. Conversely, when the sequence is increasing, i.e. B n−1 < B n , we have B n−1 < − K γ t log(α) w.p.1, and the increment is less than ς/(1−ς ) . Hence, the random sequence B n is bounded by ς/(1−ς ) − K γ t log(α) w.p.1. w.p.1. Hence, from equations (16) to (19), we infer that B n is bounded w.p.1 for all n > N
Thus, for all n > N
Combining equations (11), (15), and (20), we conclude that for any > 0, there exists N ≥ 1 such that for all n > N, we have
Combining with lim n→∞ ||J * n − J * || ∞ = 0 w.p.1 we obtain lim n→∞ ||J n − J * || ∞ = 0 w.p.1
In the above analysis, the shrinking rate log |S n | |S n | θςρ/d x of holding times plays an important role to construct an upper bound of the sequence B n . This rate must be slower than the convergence rate log |S n | |S n | ρ/d x of J * n to J * so that the function r( x) is bounded, enabling the convergence of cost value functions J n to the optimal cost-to-go J * . Remarkably, we have accomplished this convergence by carefully selecting the range ( 0, 1) of the parameter ς. The role of the parameter θ in this convergence will be clear in Step S2. Lastly, we note that if we are able to obtain a faster convergence rate of J * n to J * , we can have faster shrinking rate for holding times.
S2: Convergence under asynchronous value iterations
When 1 ≤ L n and K n = ( |S n | θ ) < |S n |, we first claim the following result:
Lemma 18 . Consider any increasing sequence {n k } ∞ k=0 as a subset of N such that n 0 = 0 and k ≤ |S n k | ≤ k 1/θ . For J ∈ B( S), we define
The following event happens with probability one
We note that
where the second inequality uses the given fact that |S n k | ≤ k 1/θ . Therefore, for any K ≥ 1 lim k→∞ α t n k + t n k−1 ...+ t n K = 0
We choose a constant > 1 such that ς < 1. For any fixed > 0, we can choose K large enough such that
For all k > K, we can write A n k ≤ B n k + α t n k +...+ t n K+1 A {n j } K j=0 where B n k = α t n k ( ||J * n k − J * n k−1 || ς ∞ + B n k−1 ) , ∀k > K B n K = 0 Furthermore, we can choose K sufficiently large such that K ≥ K and for all k > K α t n k +...+ t n K+1 A {n j } K j=0 ≤
We obtain
A n k ≤ B n k + , ∀k > K ≥ K ≥ 1
We can also see that for k > K B n k = α t n k ( ||J * n k − J * n k−1 || ς ∞ + B n k−1 ) < ς/(1− ς) + B n k−1 w.p.1
Similar to Step S1, we characterize the random sequence B n k as follows B n k−1 < B n k ⇔ B n k−1 < α t n k ||J * n k − J * n k−1 || Let β = α γ t ∈( 0, 1). We define x k = log |S n k | |S n k | θςρ/d x and y k = log |S n k−1 | |S n k−1 | ςρ/d x We note that log x x is a decreasing function for positive x. Since |S n k−1 | ≥ k − 1 and |S n k | ≤ k 1/θ , we have the following inequalities
Since θ ∈( 0, 1] and > 1, we can find a finite constant K 1 such that y k < K 1 x k for large k. Thus, the above condition leads to
Or conversely B n k−1 ≥ − KK 1 γ t log( α) w.p.1 ⇒ B n−1 ≥ B n w.p.1
Arguing similarly to Step S1, we infer that for all k > K ≥ K ≥ 1
Thus, for any > 0, we can find K ≥ 1 such that for all k > K A n k ≤ B n k + < ς/(1− ς) − KK 1 γ t log( α) + 1 w.p.1
We conclude that lim k→∞ A {n j } k j=0 = 0. w.p.1
Returning to the main proof, we use the tilde notation to indicate asynchronous operations to differentiate with our synchronous operations in Step S1. We will also assume that L n = 1 for all n to simplify the following notations. The proof for general L n ≥ 1 is exactly the same. We define the following (asynchronous) mappings T n : B( S n ) → B( S n ) as the restricted mappings of T n on D n , a non-empty random subset of S n , such that for all J ∈ B( S n ) T n J ( z) = min v∈U G n ( z, v) +α t n E P n J ( y) |z, v , ∀z ∈ D n ⊂ S n (25) T n J ( z) = J ( z) , ∀z ∈ S n \D n
We require that
In other words, every state in S are sampled infinitely often.
We can see that in Algorithm 1, if the set Z update is assigned to D n in every iteration (Line 13), the sequence {D n } ∞ n=1 has the above property, and |D n | = ( |S n | θ ) < |S n |.
Starting from any J 0 ∈ B( S 0 ), we perform the following asynchronous iteration J n+1 = T n+1 J n , ∀n ≥ 0
Consider the following sequence {m k } ∞ k=0 such that m 0 = 0 and for all k ≥ 0, from m k to m k+1 − 1, all states in S m k+1 −1 are chosen to be updated at least once, and a subset of states in S m k+1 −1 is chosen to be updated exactly once. We observe that as the size of S n increases linearly with n, if we schedule states in D n ⊂ S n to be updated in a round-robin manner, we have k ≤ S m k ≤ k 1/θ . When D n is chosen as shown in Algorithm 1, with high probability, k ≤ S m k ≤ k 1/θ . However, we will assume that the event k ≤ S m k ≤ k 1/θ happens surely because we can always schedule a fraction of D n to be updated in a round-robin manner.
We define W n as the set of increasing sub-sequences of the sequence {0, 1, ..., n} such that each sub-sequence contains {m j } k j=0 where m k ≤ n < m k+1
We will prove by induction that
When n = 1, the only sub-sequence is {i j } T j=0 = {0, 1} ∈ W 1 . It is clear that for z ∈ D 1 , due to the contraction property of T 1
Assuming that equation (29) holds up to n = m k , we need to prove that the equation also holds for those n ∈( m k , m k+1 ) and n = m k+1 . Indeed, let us assume that equation (29) holds for some n ∈ [m k , m k+1 − 1). Denote n z ≤ n as the index of the most recent update of z. For z ∈ D n , we compute new values for z in J n+1 , and by the contraction property of T n+1 , it follows that
The last equality is due to n + 1 ≤ m k+1 − 1, and {m j } k j=0 ⊂ {{i j } T j=0 , n + 1} ⊂ {0, 1, ..., n + 1} for any {i j } T j=0 ∈ W n z . Therefore, equation (29) holds for all n ∈( m k , m k+1 − 1]. When n = m k+1 − 1, we also have the above relation for all
The last equality is due to n + 1 = m k+1 and thus {m j } k+1 j=0 ⊂ {{i j } T j=0 , n + 1} ⊂ {0, 1, ..., n + 1} for any {i j } T j=0 ∈ W n z . Therefore, equation (29) also holds for n = m k+1 and this completes the induction.
We see that for all {i j } T j=0 ∈ W n , we have j ≤ i j ≤ m j , and thus j ≤ S i j ≤ j 1/θ . By Lemma 18 Since all states are updated infinitely often, and J * n converges uniformly to J * with probability one, we conclude that: lim n→∞ || J n − J * n || ∞ = 0 w.p.1 and lim n→∞ || J n − J * || ∞ = 0 w.p.1.
In both steps S1 and S2, we have lim n→∞ ||J n −J * n || ∞ = 0 w.p.1 (note that the tilde notation is dropped at this point), therefore μ n converges to μ * n pointwise w.p.1 as μ n and μ * n are induced from Bellman updates based on J n and J * n respectively. Hence, the sequence of policies {μ n } ∞ n=0 has each policy μ n as an n -optimal policy for the MDP M n such that lim n→∞ n = 0. By Theorem 3, we conclude that lim n→∞ |J n,μ n ( z) −J * ( z) | = 0, ∀z ∈ S n w.p.1
E. Proof of Theorem 10
We fix an initial starting state x( 0) = z. In Theorem 9, starting from an initial state x( 0) = z, we construct a sequence of Markov chains {ξ n i ; i ∈ N} ∞ n=1 under minimizing control sequences {u n i ; i ∈ N} ∞ n=1 . By convention, we denote the associated interpolated continuous time trajectories and control processes as {ξ n ( t) ; t ∈ R} ∞ n=1 and {u n ( t) ; t ∈ R} ∞ n=1 respectively. By Theorem 2, {ξ n ( t) ; t ∈ R} ∞ n=1 converges in distribution to an optimal trajectory {x * ( t) ; t ∈ R} under an optimal control process {u * ( t) ; t ∈ R} with probability one. In other words, ( ξ n ( ·) , u n ( ·) ) d →( x * ( ·) , u * ( ·) ) w.p.1. We will show that this result can hold even when the Bellman equation is not solved exactly at each iteration.
In this theorem, we solve the Bellman equation (equation (9)) by sampling uniformly in U to form a control set U n such that lim n→∞ |U n | = ∞. Let us denote the resulting Markov chains and control sequences due to this → 0 as n → ∞. Figure 13 illustrates how v n , v n , and v * n relate ξ n 1 and ξ n 1 . Using the probability transition P n of the MDP M n that is locally consistent with the original continuous system, we have
where f ( ·, ·) is the nominal dynamics, and F( ·, ·) F( ·, ·) T is the diffusion of the original system that are assumed to be continuous almost everywhere. We note that t n ( ξ n 0 ) = t n ( ξ n 0 ) = γ t log( |S n |) /|S n | θςρ/d x as ξ n 0 and ξ n 0 are updated at the n th iteration in this context, and the holding times converge to 0 as n approaches infinity. Therefore,
