MTC on supercomputers, grids, and clouds. More than 1,000 people have participated as coauthors, program committee members, reviewers, and attendees in these venues. We are well beyond a critical mass for a new, thriving community, which is quickly expanding.
IN THIS SECTION
It was a challenge to select just 10 of the many high-quality submissions for inclusion here. We thank the hundreds of reviewers for their thoughtful work. We briefly introduce the accepted articles in the following.
"A Data Throughput Prediction and Optimization Service for Widely Distributed Many-Task Computing," by Dengpan Yin, Esma Yildirim, Sivakumar Kulasekaran, Brandon Ross, and Tevfik Kosar, presents the design and implementation of an application-layer data throughput prediction and optimization service for MTC in distributed environments. This service uses parallel TCP streams to improve end-to-end data transfer throughput. The authors implement this new service in the Stork Data Scheduler, where the prediction points can be obtained using Iperf and GridFTP.
"ThriftStore: Finessing Reliability Trade-Offs in Replicated Storage Systems," by Abdullah Gharaibeh, Samer Al-Kiswany, and Matei Ripeanu, describes a storage architecture that seeks to provide the reliability and access performance characteristics of a high-end system at reduced cost. ThriftStore uses volatile, aggregated storage to provide a highthroughput frontend, and dedicated low-bandwidth durable storage to enable the restoration of data lost by volatile nodes. The authors evaluate the impact of system characteristics (e.g., bandwidth limitations on the durableand the volatile nodes) and design choices (e.g., replica placement scheme) on data availability and associated system costs (e.g., maintenance traffic).
" 
Nimrod/K provides an execution architecture based on the tagged dataflow concepts developed in the 1980s for highly parallel machines. Nimrod/K provides "Directors" to support task execution orchestration as well as "Actors" that facilitate various modes of parameter exploration. The authors evaluate the power of Nimrod/K to solve real problems in cardiac science.
"Toward Efficient and Simplified Distributed Data Intensive Computing," by Yunhong Gu and Robert Grossman, describes the design and implementation of a distributed file system called Sector and an associated programming framework called Sphere that processes the data managed by Sector in parallel. The authors describe the directives Sphere supports to improve data locality, and present experimental studies that show that the Sector/Sphere system is about two to four times faster than Hadoop.
"Exploiting Dynamic Resource Allocation for Efficient Parallel Data Processing in the Cloud," by Daniel Warneke and Odej Kao, discusses opportunities and challenges for efficient parallel data processing in clouds and presents Nephele, a data processing framework that explicitly exploit the dynamic resource allocation offered by today's IaaS clouds for both task scheduling and execution. The authors perform evaluation of MapReduce-inspired processing jobs on an IaaS clouds and compare their results to Hadoop.
"Cloud Technologies for Bioinformatics Applications," by Jaliya Ekanayake, Thilina Gunarathne, and Judy Qiu, describes experience in applying two cloud technologies -Apache Hadoop and Microsoft DryadLINQ-to two bioinformatics applications, a pairwise Alu sequence alignment application and a sequence assembly program. They use these applications to compare the performance of these cloud technologies and traditional MPI. They also analyze the effect of inhomogeneous data on cloud scheduling, and compare the performance of clouds on virtual and nonvirtual platforms.
"Many Task Computing for Real-Time Uncertainty Prediction and Data Assimilation in the Ocean," by Constantinos Evangelinos, Pierre F.J. Lermusiaux, Jinshan Xu, Patrick J. Haley Jr., and Chris N. Hill, reports on a project that seeks to accelerate ocean uncertainty prediction based on the Error Subspace Statistical Estimation (ESSE) approach. ESSE uses dynamic data intensive heterogeneous workflows. The authors study a distributed ESSE workflow on a mediumsize cluster, examining the I/O patterns exhibited and throughputs achieved by its components as well as the overall ensemble performance seen in practice. They also study the performance/usability challenges of employing Amazon EC2 and TeraGrid to augment ESSE ensembles.
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