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We show that for stable dissipative LotkaVolterra systems the dynamics on the
attractor are hamiltonian and we argue that complex dynamics can occur.  1998
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1. INTRODUCTION
In his famous monograph ‘‘Lec ons sur la The orie Mathe matique de la
Lutte pour la Vie’’ [25] Volterra introduced the system of differential
equations
x* j==j xj+ :
n
k=1
ajkxjxk ( j=1, ..., n) (1)
as a model for the competition of n biological species. In this model, xj
represents the number of individuals of species j (so one assumes xj>0),
the ajk ’s are the interaction coefficients, and the =j ’s are parameters that
depend on the environment. For example, =j>0 means that species j is able
to increase with food from the environment, while =j<0 means that it can-
not survive when left alone in the environment. One can also have =j=0
which means that the population stays constant if the species do not inter-
act.
The dynamics of general systems of type (1) are far from understood,
although special classes of LotkaVolterra systems have been studied. We
distinguish the following classes of systems of type (1):
article no. DE983443
143
0022-039698 25.00
Copyright  1998 by Academic Press
All rights of reproduction in any form reserved.
* The first two authors were supported in part by JNICT Grant PBICCMAT214095. All
authors were also supported by FCT and PRAXIS XXI through the Research Units Plurian-
nual Funding Program and Project 22.1MAT19994.
Definition 1.1. A LotkaVolterra system with interaction matrix
A=(aij) is called
(i) cooperative (resp. competitive) if ajk0 (resp. a jk0) for all
j{k;
(ii) conservative if there exists a diagonal matrix D>0 such that AD
is skew-symmetric;
(iii) dissipative if there exists a diagonal matrix D>0 such that
AD0.
Competitive systems and dissipative systems are mutually exclusive
classes, except for the trivial case where ajk=0. General results concerning
competitive or cooperative systems were obtained by Smale [24] and
Hirsch [9, 10] (for recent results see [26] and references therein). These
systems typically have a global attractor consisting of equilibria and con-
nections between them (see, e.g., [9, Theorem 1.7]).
Dissipative systems have been less studied than competitive systems,
although this class of systems goes back to the pioneer work of Volterra,
who introduced them as a natural generalization of predatorprey systems
(see [25, Chap. III]). For systems where predators and prey coexist there
is empirical and numerical evidence that periodic oscillations occur. In fact,
as is well known, for any two dimensional predatorprey system, the orbits
are periodic. But for higher dimensional systems the topology of orbits in
phase space is much more complex, and understanding this topology is a
challenging problem. The following theorem, to be proved in this paper, is
perhaps the first result in this direction.
Theorem 1.2. Consider a LotkaVolterra system (1) restricted to the
flow invariant set Rn+ #[(x1 , ..., xn) # R
n : xj>0, j=1, ..., n], and assume
that (i) the system has a singular point, and (ii) it is stably dissipative. Then
there exists a global attractor and the dynamics of the attractor are
hamiltonian.
By ‘‘stably dissipative’’ we mean that the system is dissipative and every
system close to it is also dissipative. As we mentioned before, the notion of
a dissipative system is due to Volterra. Stable dissipative systems were first
studied by Redheffer et al. [1822] under the name ‘‘stable admissible.’’
They gave a beautiful description of the attractor (see Section 4 below)
which we will use to prove Theorem 1.2. The hypothesis of the existence of
a singular point is equivalent to the assumption that some orbit has an
:- or |-limit point in Rn+ .
One of Volterra’s main goals in introducing these equations was the
‘‘mechanization’’ of biology, and he made quite an effort in trying to pursue
this program. While seeking a variational principle for the system, he was
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successful in finding a hamiltonian formulation in the case where the inter-
action matrix is skew-symmetric, at the expense of doubling the number of
dimensions (see Section 2 for details). Along the way, a polemic with
LeviCivita arose, an account of which can be found in [8]. In this paper
we shall give a different solution to the problem of putting system (1) into
a hamiltonian frame. In modern language, our approach is related to
Volterra’s approach by a reduction procedure. This hamiltonian frame is
the basis for the hamiltonian structure refered to in Theorem 1.2.
Once the hamiltonian character of the dynamics is established, one
would like to understand (i) what type of attractors one can get and (ii)
what kind of hamiltonian dynamics one can have for the attractor. It will
follow from our work that this amounts to classifying the dynamics of
LotkaVolterra systems with skew-symmetric matrices whose associated
graphs are forests. We do not know of such classification but we shall
argue that these dynamics can be rather complex.
In the simplest situation, the attractor will consist of the unique fixed
point in Rn+ and the dynamics will be trivial. It was already observed in
[20] that there may exist periodic orbits in (non-trivial) attractors. On the
other hand, if the attractor is an integrable Hamiltonian system then one
can expect the orbits to be almost periodic. We will show through a
detailed study of a 4-dimensional chain of predatorprey systems that non-
integrable hamiltonian dynamics can indeed occur. Therefore, typically, the
dynamics of dissipative LotkaVolterra systems are extremely complex.
This is related with a famous conjecture in the theory of hamiltonian
systems which can be stated as follows:
Typically, dynamics on the common level sets of the hamiltonian
and the Casimirs are ergodic.
This paper is organized in two parts. In the first part we deal with
general systems and prove Theorem 1.2. In the second part, we give a
detailed analysis of a 4-dimensional predatorprey chain. This is an
extremely interesting system for which we show, among other properties,
that
v the system is non-integrable in the sense of Arnol’dLiouville;
v the dynamics of the system is equivalent to the dynamics of a
homeomorphism of a sphere;
v the system has families of periodic orbits whose stability is deter-
mined by an associated SturmLiouville problem;
v one can find regions in the space of parameters where periodic
orbits are strongly hyperbolic.
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We believe that both this system and higher dimension generalizations
deserve further study, and can help understanding the conjecture above.
PART I. GENERAL THEORY
2. BASIC NOTIONS
Here, we will recall some basic notions and facts concerning general
LotkaVolterra systems which will be useful in the next sections. All of
these notions can be traced back to Volterra. For a more detailed account
of general properties of LotkaVolterra systems we refer to the book by
Hofbauer and Sigmund [7].
For fixed dj {0, the transformation
yj=
1
dj
xj ( j=1, ..., n) (2)
takes the Volterra system (1) with interaction matrix A into a new Volterra
system with interaction matrix AD
y* j==jyj+ :
n
k=1
dkajky jyk ( j=1, ..., n). (3)
We can therefore think of (2) as a gauge symmetry of the system. A choice
of representative (ajk) in a class of equivalence under gauge transformations
will be called a choice of gauge. Since will often take as phase space Rn+ ,
we consider only gauge transformations with dj>0 in order to preserve
phase space. Note also that the classes of LotkaVolterra systems intro-
duced in Definition 1.1 above are all gauge invariant.
Many properties of a LotkaVolterra system can be expressed geometri-
cally in terms of its associated graph G(A, =). This is a labeled graph, where
with each species j we associate a vertex m labeled with =j and we draw an
edge connecting vertex j to vertex k whenever ajk {0.
For example, if two systems are gauge equivalent, they have the same
unlabeled graph (but not conversely). Also, conservative systems can be
caracterized in terms of its graph as it follows from the following proposi-
tion also due to Volterra (cf. [25, Chap. III, Sect. 12]).
Proposition 2.1. A LotkaVolterra system with interaction matrix
A=(ajk) is conservative if, and only if, ajj=0,
ajk {0 O a jkakj<0 ( j{k), (4)
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and
ai1 i2 ai2 i3 } } } aisi1=(&1)
s ais is&1 } } } ai2i1 ai1 is (5)
for every finite sequence of integers (i1 , ..., is), with ir # [1, ..., n] for
r=1, ..., s.
In other words, a system is conservative if and only if (i) the conditions
ajj=0 and ajk {0 O akj {0 are satisfied and (ii) for each closed path in the
diagram with an even (respectively odd) number of vertices the product of
the coefficients when we go around in one direction is equal to the product
(resp. minus the product) of the coefficients when we go around in the
opposite direction. Hence, for example, a system with associated graph as
in Fig. 1 is conservative if, and only if,
a67a78a86=&a68a87a76 ,
a23a34a45a52=a25a54 a43a32 ,
and moreover the conditions ajj=0 and ajk {0 O ajkakj<0 are satisfied.
The most trivial solutions of system (1) are, of course, the fixed points.
The fixed points q=(q1 , ..., qn) in Rn+ of system (1) are the solutions of the
linear system
=j+ :
n
k=1
ajkqk=0 ( j=1, ..., n). (6)
The existence of a fixed point in Rn+ is related with the behavior of the
orbits in Rn+ , as it is clear from the following result (see [7], Section 9.2).
Proposition 2.2. There exists a fixed point q=(q1 , ..., qn) in Rn+ of
system (1) if, and only if, Rn+ contains some :- or |-limit point.
FIG. 1. Graph G(A, =) associated with a system of type (1).
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Proof. In one direction the result is clear. On the other hand, assume
that there exists no fixed point in Rn+ so that for the affine operator
L: Rn  Rn defined by
L(x) j==j+ :
n
k=1
ajkxk
one has 0  K=L(Rn+). Then there exists a hyperplane H through the
origin disjoint from the convex set K, and one can choose c=
(c1 , ..., cn) # H= such that
c } y>0, \y # K. (7)
Consider now the function V: Rn+  R given by
V(x)= :
n
j=1
cj log(x j). (8)
If x(t) is a solution of (1) in Rn+ then we compute
d
dt
V(x(t))= :
n
j=1
c j
x* j
x j
=c } L(x(t))>0,
where we used (7). Hence, V is a Liapounov function and there can be no
|-limit points since for these one must have V4 =0. Similarly, to exclude
:-limit points one uses the Liapounov function &V. K
We have just seen that the limit behavior of the orbits is related to the
existence of fixed points. On the other hand, the following result shows that
the average behavior of the orbits is related to the values of the fixed points
(see [4]).
Proposition 2.3. Suppose that x(t) is an orbit in Rn+ of system (1)
satisfying 0<mxj (t)M. Then there is a sequence [Tk] such that
Tk  + and a fixed point q # Rn+ such that
lim
k  +
1
Tk |
Tk
0
x(t) dt=q. (9)
Moreover, if system (1) has a unique fixed point q # Rn+ then
lim
T  +
1
T |
T
0
x(t) dt=q. (10)
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Proof. Since we have xj (t)M, the function
z(T )=
1
T |
T
0
x(t) dt
is bounded, and there exists a sequence [Tk] such that Tk  + and the
limit
lim
k  +
1
Tk |
Tk
0
x(t) dt=q (11)
exists. Since 0<mxj (t) it is clear that q # Rn+ . Now, if we integrate (1)
along the orbit x(t) we obtain
1
Tk
(log(xj (Tk))&log(x j (0)))==j+
1
Tk |
Tk
0
:
n
k=1
a jkxk (t) dt. (12)
The left-hand side of this equation converges to zero. For the right-hand
side we use (11) to compute the limit so we conclude that
0==j+ :
n
k=1
ajkqk ( j=1, ..., n),
i.e., q is a fixed point.
Now if system (1) has a unique fixed point q # Rn+ then the linear system
(6) has a isolated solution, so the matrix (ajk) must be non-degenerate. In
this case, let us consider any T0 and integrate (1) along the orbit x(t)
from 0 to T:
1
T
(log(xj (T ))&log(xj (0)))==j+
1
T |
T
0
:
n
k=1
ajkxk (t) dt. (13)
Solving this equation for the averages we obtain
1
T |
T
0
xj (t) dt= :
n
k=1
bjk \1T (log(xk (T ))&log(xk (0)))&=k+ ,
where (bjk) is the inverse of (ajk). By letting T  +, and using the fact
that the xj (t) are bounded, we obtain
lim
T  +
1
T |
T
0
x j (t) dt=& :
n
k=1
bjk =k=qj . K
In the case where the interaction matrix (ajk) is not invertible it is not
clear to which fixed point q does the time average of the orbit converges.
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3. CONSERVATIVE SYSTEMS
In the case where system (1) is conservative Volterra was able to intro-
duce a hamiltonian structure for the system by doubling the number of
variables. We recall now Volterra’s construction, so we assume that system
(1) is conservative and a choice of gauge has been made so that the matrix
(ajk) is skew-symmetric. Volterra introduces new variables Q j (which he
calls quantity of life) through the formula1
Qj=|
t
0
xj ({) d{ ( j=1, ..., n) (14)
and rewrites system (1) as a second order o.d.e.:
Q j==jQ4 j+ :
n
k=1
ajkQ4 jQ4 k ( j=1, ..., n). (15)
Then he observes that the function H=nj=1 (=jQj&Q4 j) is a first integral
of the system because, on account of skew-symmetry, one has
H4 =& :
n
j, k=1
ajkQ4 jQ4 k=0.
Now, if one introduces another set of variables Pj by the formula
Pj=log Q4 j&
1
2
:
n
k=1
ajkQk ( j=1, ..., n) (16)
(which are well defined when we restrict the original system to Rn+), then,
in the coordinates (Qj , Pj), the function H is expressed as
H= :
n
j=1
=j Qj& :
n
j=1
e(Pj+12 
n
k=1 ajkQk). (17)
A simple computation shows that system (15) can be rewritten in the
following hamiltonian form
{ P4 j=
H
Q j
Q4 j=&
H
Pj
( j=1, ..., n). (18)
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1 One might argue about the ‘‘definition’’ of the Qj ’s. The full justification of this procedure
will be given later in the section.
We shall now reverse the all procedure and reformulate it in the
language of Poisson manifolds.2 Recall that the modern approach to
hamiltonian systems is based on the following generalization of the notion
of a Poisson bracket (see for example [15]).
Definition 3.1. A Poisson bracket on a smooth manifold M is a
bilinear operation [ , ]: C (M)_C (M)  C (M) on the space of
smooth functions satisfying the following properties:
(i) [ f1 , f2]=&[ f2 , f1] (skew-symmetry);
(ii) [ f1 f2 , f ]= f1[ f2 , f ]+[ f1 , f ] f2 (Leibnitz’s identity);
(iii) [ f1 , [ f2 , f3]]+[ f2 , [ f3 , f1]]+[ f3 , [ f1 , f2]]=0 (Jacobi’s identity);
A hamiltonian system on a Poisson manifold M is defined by a choice
of a function h # C (M); namely, the defining equations for the flow are
x* =Xh (x), (19)
where the hamiltonian vector field Xh is the vector field on M defined by
Xh ( f )=[ f, h], \h # C (M).
For system (18) M=R2n and the Poisson bracket in question is, of
course, the classical Poisson bracket associated with the standard symplec-
tic structure |s=nj=1 dQ j 7 dP j :
[ f1 , f2]s= :
n
j=1 \
f1
Pj
f2
Q j
&
f2
Pj
f1
Qj+ . (20)
When we take the function H given by (17) as the hamiltonian function,
it is clear that system (18) takes the canonical form
x* i=[xi , H]s , (i=1, ..., 2n).
The key remark to reverse Volterra’s procedure is the following: system
(18) has n, time-dependent (if =j {0), first integrals given by the formulas
Ij (Qj , Pj , t)=Pj&
1
2
:
n
k=1
a jkQk&= j t ( j=1, ..., n). (21)
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2 One needs here the more general concept of Poisson manifold rather than symplectic
manifold since, as we shall see shortly, the Poisson bracket associated with the original system
is, in general, degenerate.
In fact, one checks easily that
Ij
t
+[I j , H]s=0.
Moreover, the first integrals Ij satisfy the following commutation relation:
[Ij , Ik]s=ajk . (22)
A standard result (see [15]) in the theory of hamiltonian systems says that
a family of r independent, Poisson commuting integrals allows one to
reduce the dimension of the system by 2r. Hence, if the n integrals Ij had
vanishing Poisson bracket, we would be able to reduce the dimension of
the system by 2n, and the equations would be integrable by quadrature.
Condition (22) of course does not give such complete integrability, but it
is enough to guarantee that the corresponding hamiltonian vector fields
commute:
[XIj , XIk]=0, ( j, k=1, ..., n). (23)
This allow us to perform a standard (non-hamiltonian) symmetry reduc-
tion and reduce the dimension of the system by n.
Theorem 3.2. The map 9: (Qi , Pi) [ xj defined by
xj=exp \Pj+12 :
n
k=1
ajk Qk+ \(Q, P) # R2n
is a Poisson map from R2n with the canonical Poisson bracket (20) to Rn+
with the bracket
[ f1 , f2]= :
j<k
a jkx jxk \f1xj
f2
xk
&
f2
xj
f1
xk+ . (24)
If (q1 , ..., qn) # Rn+ is a fixed point of (1), this map reduces the enlarged
system (18) to the Volterra system (1).
Proof. One readily verifies that (24) satisfies the conditions of Defini-
tion 3.1. It is also a routine calculation to check that the map
9: (Qi , Pi) [ xj satisfies
[ f b 9, g b 9]s=[ f, g] b 9, \f, g # C (Rn+).
If there is an equilibrium and we let
h= :
n
j=1
(x j&qj log xj), (25)
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we check that H=h b 9, and that system (1) can be written in the form
x* j=[xj , h] ( j=1, ..., n).
Hence 9 reduces the enlarged system (18) to the Volterra system (1). K
We leave it to the reader to check that if one considers the action on R2n
of the (abelian) group of symmetries G generated by the hamiltonian vec-
tor fields XIj , then the map 9: R
2n  Rn+ is exactly the quotient map
R2n  R2nG. Therefore the reduction given in Theorem 3.2 is in fact a sym-
metry reduction.
Remarks. (i) In general, one cannot get way without some assump-
tion of the type of (6) and so it is not possible to give a hamiltonian for-
mulation without introducing new variables (if, for example, (ajk)=0 and
=j>0 then the origin is a source and system (1) cannot be hamiltonian).
(ii) In [16] the hamiltonian structure (24) is also introduced, along
with other hamiltonian formulations valid for particular classes of interac-
tion matrices. However, there is no reference to its relation to the Volterra
hamiltonian formulation.
When we combine these ideas with Volterra’s criteria for a system to be
conservative we obtain
Corollary 3.3. Assume system (1) has a fixed point in Rn+ . If the
matrix associated with the system satisfies ajj=0,
ajk {0 O a jkakj<0, (26)
and the graph is a forest, then the system has a direct hamiltonian formula-
tion.
Remark. If we do not allow the sign change in condition (5) then we
obtain a necessary and sufficient condition for the matrix to be sym-
metrizable. In this case, the system is gradient with respect to the ‘‘metric’’
ds2=jk (djajk xjxk) dxj dxk .
4. DISSIPATIVE SYSTEMS
We now turn to the study of dissipative systems. Since we want our
results to persist under small perturbation we introduce the following
definition.
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Definition 4.1. A perturbation of a LotkaVolterra system with inter-
action matrix A is any LotkaVolterra system with interaction matrix A
such that
a~ jk=0  a jk=0.
A LotkaVolterra system with interaction matrix A is called stably dis-
sipative if every sufficiently small perturbation is dissipative:
_$>0 : max
jk
|ajk&a~ jk |<$ O A is dissipative.
Note that we only allow perturbations that have the same graph as the
original system. The notion of stably dissipative system is due to Redheffer
et al. who in a series of papers [1822] have studied the asymptotic
stability of this class of systems. Also they use instead the name stably
admissible. Since what they call admissible is called by Volterra dissipative
[25, Chap. III], we prefer the term stably dissipative. For conditions for a
matrix to be stably dissipative we refer to [19].
Let us start then with a stably dissipative LotkaVolterra system having
a fixed point q=(q1 , ..., qn) # Rn+ :
x* j==j xj+ :
n
k=1
ajk xj xk ,{ ( j=1, ..., n). (27)=j+ :n
k=1
ajkqk=0
The system is dissipative, so we can choose a diagonal matrix D>0 such
that AD0. For stably dissipative systems this choice can be improved
[21]:
Lemma 4.2. One can choose a positive matrix D=diag(d1 , ..., dn) such
that AD0 and the following condition holds:
:
n
j, k=1
dk ajkwiwj=0 O ajjwj=0, ( j=1, ..., n).
Proof. Given A=(aij) such that the associated system is stably dis-
sipative we consider the perturbation A =(ajk) given by
a~ jk=ajk ( j{k), a~ jj=(1&$) a jj .
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Also, choose D>0 such that A D0. Since ajj0 and
:
n
j, k=1
dk ajkwiwj= :
n
j, k=1
dk a~ jkwjwk+$ :
n
j=1
d j ajjw2j ,
we see that AD0 and
:
n
j, k=1
dk ajk wiwj=0 O ajjwj=0 ( j=1, ..., n). K
If D=diag(d1 , ..., dn) is a matrix as in the previous lemma, we perform
the change of gauge xj [ (1dj) xj , so we can assume that A0 and
:
n
j, k=1
ajk wi wj=0 O ajjwj=0, ( j=1, ..., n). (28)
Then we have a Lyapunov function given by
V= :
n
j=1
(xj&qj log xj). (29)
In fact, we find that
V4 = :
n
j, k=1
ajk (xj&qj)(xk&qk)0.
By La Salle’s theorem [13], the solutions exist for all t0 and the set
V4 =0 contains an attractor. Therefore one would like to understand the set
V4 =0.
We shall now recall Redheffer’s beautiful description of the attractor in
terms of the reduced graph of the system. Notice that by (27), (28), and
(29), solutions for the set V4 =0 satisfy
{x* j=xj :
n
k=1
ajk (xk&qk),
(30)
ajj (xj&qj)=0 ( j=1, ..., n).
Therefore, one has either ajj=0 or ajj<0, and in the later case we have
xj=qj on the attractor.
It will be convenient to modify slightly the notion of graph associated
with the system we introduced above. One now draws a black dot M at
vertex j if either ajj<0 or ajj=0 and somehow we have shown that xj=q j
on the attractor. Otherwise, one draws an open circle m at vertex j. It is
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also convenient to put a  at vertex j if one can show that xj is constant on
the attractor (an intermediate stage between black dots and open circles).
We have [20]:
Lemma 4.3. The following propagation rules are valid:
(a) If there is a M or  at vertex j and M at all neighbors of j except
one vertex l, then we can put a M at vertex l ;
(b) If there is a M or  at vertex j, and a M or  at all neighbors
of j except one vertex l, then we can put a  at vertex l ;
(c) If there is m at vertex j, and M or  at all neighbors of j, then
we can put  at vertex j ;
Proof. The proof is a straightforward application of (30). K
One calls the graph obtained by repeated use of the rules of reduction
(a), (b), and (c) the reduced graph R(A) of the system. Figure 2 gives an
example of a graph and its reduced graph obtained by successive applica-
tion of these rules. For more on the reduced graph we refer to [20]. Here
we shall only need the following fact, which follows from the results in
[21].
Proposition 4.4. Let K denote the subgraph of the reduced graph of a
stably dissipative LotkaVolterra system formed by vertices with m or 
and connections between them. Then K is a forest, i.e., K=K1 _ } } } _ Kr
(disjoint), where each Ki is a tree.
Proof. We have to rule out the existence of a closed path whose vertices
are all of type m or  . Assume we had such a closed path and label its
vertices from 1 to m. Then one has ajj=0 for each 1 jm, so given two
adjacent vertices j and k in this closed path we must have
ajk+akj=0,
on account of the condition A0. In other words, the reduced system
whose graph is the closed path is conservative. By Proposition 2.1, this can
happen if and only if
a12 } } } am&1mam1=(&1)m a1mamm&1 } } } a21 .
Clearly, this condition cannot hold for all small perturbations. Hence the
original system would not be stably dissipative. K
We are now in condition to prove Theorem 1.2, which we state as
follows:
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FIG. 2. A graph G(A) and its reduced form R(A).
Theorem 4.5. Consider a LotkaVolterra system (1) restricted to the
flow invariant set Rn+ #[(x1 , ..., xn) # Rn : xj>0, j=1, ..., n], and assume
that (i) the system has a singular point q # Rn+ , and (ii) it is stably dis-
sipative. Then the dynamics on the set V4 =0 are hamiltonian. Moreover, they
can be described by a LotkaVolterra system of dimension mn.
Proof. Consider the system restricted to V4 =0. We split the variables xj
into two groups labeled by sets Jm and JM . In the first group [xj]j # Jm we
have all the xj ’s corresponding to vertices with open circles m or  in
R(A), while the second group [xj]j # JM we have all the xj ’s corresponding
to vertices with black circles M in R(A). For j # JM we have xj=qj ; hence
the restricted system satisfies
{x* j=\=j+ :k # JM ajkqk+ xj+ :k # Jm ajk xjxk if j # Jm (31)
xj=q j if j # JM .
Therefore if we define =~ j==j+k # JM ajkqk , a~ jk=ajk ( j, k # Jm), we obtain a
new Volterra type system:
x* j==~ j xj+ :
k # Jm
a~ jk xj xk ( j # Jm) (32)
where the graph associated with the matrix A =(a~ jk) j, k # Jm is precisely the
subgraph K of the reduced graph R(A) formed by vertices with m or 
and connections between them. Note that this matrix satisfies a~ jj=0, and
that there exists a diagonal matrix D>0 such that A D0. But this implies
that
dj a~ jk+dka~ kj=0,
which shows that
ajk {0 O ajkakj<0.
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Note also that the (qj) j # Jm form a solution of the system
=~ j+ :
k # Jm
a~ jkqk=0 ( j # Jm).
By Proposition 4.4, we are in the conditions of Corollary 3.3, so system
(32) has a hamiltonian formulation. K
The proof shows that the dynamics on the attractor can be described by
a LotkaVolterra system of dimension mn whose associated graph is a
tree, which is conservative and has a fixed point in Rm+ . Conversely, any
such system describes an attractor, since any system whose associated
graph is a tree is stably dissipative.
PART II. BEHAVIOR OF SOLUTIONS ON THE ATTRACTOR
5. A TOY MODEL
One would like to describe the qualitative dynamics on the attractor of
the LotkaVolterra equations. This amounts to classify the dynamics of
n-dimensional Lotka-Volterra systems, with skew-symmetric matrix whose
associated graph is a forest, and a fixed point q # Rn+ . We do not know of
such classification, but we shall see by looking at a 4 dimensional linear
chain that these dynamics can be rather complex.
First we make some general remarks. If n is odd the Poisson bracket has
rank n&1 and there exist Casimirs.3 In general (any dimension), the
Casimirs take the form
C(x1 , ..., xn)= :
n
j=1
bj log x j ,
where (b1 , ..., bn) is any vector in the kernel of (aij). It follows that the
dynamics take place on the level sets of these Casimirs, and in the presence
of Casimirs we have effectively reduce the dimension. On the other hand,
if n is even and the Poisson bracket is non-degenerate then there are no
such Casimirs. In fact, apart from these Casimirs, one should expect that
generically there should be no other first integrals besides the hamiltonian
function h.
Another general remark is that the level sets of h, given by (25), are n&1
dimensional spheres Sn&1. Locally, in a neighborhood of the fixed point q,
this follows from the relations
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3 A Casimir is a function that Poisson commutes with any other function (see [15]).
\ hxj +q =\1&
qj
xj+q =0,
\
2h
x2j +q =\
qj
x2j +q =
1
qj
>0,
\ 
2h
xj xk +q =0 ( j{k)
and the Morse lemma. On the other hand, using the flow of grad h
&grad h&2, we see that we can isotopically deform each level set onto any
other (see [14]). Therefore the level sets are isomorphic to Sn&1. Alter-
natively, we could use the fact that h is a convex function in Rn+ .
In order to illustrate the complexity of the dynamics that can occur on the
attractor we will consider the following 4-dimensional LotkaVolterra system:
{
x* 1=&x1+x1x2 ,
x* 2=+x2&x2 (x1&$x3),
x* 3=&x3+x3 (x4&$x2),
x* 4=+x4&x4 x3 .
(33)
We have included a parameter $ which must be restricted to ]&1, +[
since we need the fixed point q=(1+$, 1, 1, 1+$) to belong to R4+. The
interaction matrix is skew-symmetric,
(aij)=\
0
&1
0
0
1
0
&$
0
0
$
0
&1
0
0
1
0+ , (34)
and its graph is a linear chain (Fig. 3).
If $=0 the system is separable and hence is completely integrable. Two
independent analytic integrals in involution are
I1 (x)=x1+x2&log x1&log x2 ,
I2 (x)=x3+x4&log x3&log x4 .
The common level sets of these integrals are 2-dimensional tori S1_S1,
and the solutions are almost periodic. We are interested in investigating
what happens when ${0.
FIG. 3. Graph G(A, =) associated with system (33).
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6. PERIODIC ORBITS
For any $ system (33) has a time reversing symmetry. To see this let
_: R4+  R
4
+ be the involution
_(x1 , x2 , x3 , x4)=(x4 , x3 , x2 , x1).
The hamiltonian vector field Xh associated with the system satisfies
_
*
Xh=&Xh . Therefore, if x(t) is a solution of (33) so is _(x(&t)), and we
see that _ defines a time-reversing symmetry of the system. In particular, it
follows that any solution crossing the set Fix(_)=[x1=x4 , x2=x3] twice
is a periodic solution. Using this method we can find the following family
of periodic orbits.
Lemma 6.1. For any $, the 2-plane
6=[(x1 , x2 , x3 , x4): x1=(1+$) x3 , x4=(1+$) x2]
is formed by periodic orbits of system (33).
Proof. If we look for solutions of the form
{
x1=(1+$) u,
x2=v,
x3=u,
x4=(1+$) v,
(35)
we see that u and v satisfy the predatorprey system
{u* =&u+uv,v* =+v&uv. (36)
This system has a fixed point (1, 1) # R2+ and, moreover, all its solutions
are periodic. These in turn give periodic solutions of the original system. K
If x({q) belongs to the 2-plane 6 of periodic solutions, then
dh(x)(x&q)=
(x2&1)2 (2+$)
x2
+
(x3&1)2 (2+$)
x3
{0, (37)
so the level sets of h and the 2-plane 6 intersect transversely along the
periodic orbit 1. Therefore, we have Fig. 4.
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FIG. 4. Energy levels and periodic orbits of system (33).
Let us consider now the 1-parameter family of 3-planes
[x # R4+ : ,0 (x)#cos %(x1&(1+$) x3)+sin %(x4&(1+$) x2)=0], (38)
where the parameter % varies in [0, ?[. Each plane in this family intersects
a fixed energy level set [h=E]&S3 along a 2-sphere since h is convex:
S2%=[x # R
4
+: h(x)=E, ,% (x)=0]. (39)
We shall show that for each sphere S2% , with % # [0, ?2], the flow induces
a return map of the sphere, f% : S2%  S
2
% . This map codifies all the dynamics
since every orbit of the system in the fixed energy level set intersects the
sphere.
First we need the following
Lemma 6.2. As % varies in [0, ?[ the family of spheres S% cover the
energy level set [h=E]&S3:
S3= .
% # [0, ?[
S2% .
Moreover, they intersect along the unique periodic orbit 1 of the family 6
which lies inside S3:
1= ,
% # [0, ?[
S2% .
Proof. If x # R4+ we can choose % # [0, ?[ such that x lies in the 3-plane
(38) by setting
%=&arctan
x1&(1+$) x3
x4&(1+$) x2
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(if x4&(1+$) x2=0 we take %=?2). Therefore, the family of spheres S2%
cover the energy level set.
If %1 {%2 and x # S2%1 & S
2
%2
then x is a solution of the system
\cos %1cos %2
sin %1
sin %2 +\
x1&(1+$) x3
x4&(1+$) x2+=0.
Since the determinant of the matrix of this system is 2 sin(%2&%1){0, we
see that x must satisfy the system
{x1&(1+$) x3=0,x4&(1+$) x2=0,
i.e., it must belong to 1. K
Volterra’s time average principle (Proposition 2.3) states that
lim
T  +
1
T |
T
0
x(t) dt=q.
This average behavior suggests that an orbit starting at a sphere S2% should
eventually return to the sphere. This, however, does not follow from
Volterra’s principle. What we can say is that every orbit of system (33)
must visit every neighborhood of a sphere S2% . In fact, we find that
lim
T  +
1
T |
T
0
,% (x(t)) dt
= lim
T  +
1
T |
T
0
cos %(x1&(1+$) x3)+sin %(x4&(1+$) x2) dt
=cos %(q1&(1+$) q3)+sin %(q4&(1+$) q2)=0,
for any orbit x(t). So we see that for every =>0 there exists a time t= such
that
|,% (x(t=))|<=.
This of course does not mean that the orbit actually returns to the sphere.
It could, for example, approach the orbit 1 always from the same side of
the sphere S% . The fact that this does not happen is a consequence of the
following proposition.
Proposition 6.3. Let x0 # S20&1 and denote by x(t) the orbit of system
(33) with initial condition x0 (Fig. 5). Then there are times 0<t0<t1 such
that:
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FIG. 5. Flow of system (33) on an energy level set.
(i) x(t0) lies in a different connected component of S20&1 than x0 ;
(ii) x(t1) lies in the same connected component of S20&1 as x0 .
Proof. The spheres S20 and S
2
?2 are the boundaries of four connected
regions in the energy level set [h=E]&S3. These regions are determined
by the signs of the functions ,0 (x)=x1&(1+$) x3 and ,?2 (x)=
x4&(1+$) x2 as described in the following table:
Region
I II III IV
,0(x) & & + +
,?2(x) + & & +
Now we observe that V0 (x)=log(x1x3) and V?2 (x)=log(x4x2) are
local Lyapunov functions in the regions IIV. In fact, we compute along an
orbit of system (33)
V4 0=
d
dt
log \x1x3+=&x4+(1+$) x2 ,
V4 ?2=
d
dt
log \x4x2+=x1&(1+$) x3 .
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This gives the following behavior for the signs:
Region
I II III IV
V0 & + + &
V?2 & & + +
Also, we have
S20=[V0=log(1+$)]=[V4 ?2=0],
S2?2=[V?2=log(1+$)]=[V4 0=0].
It follows that
V4 0=dV0 (Xh){0 on S20&S
2
?2=S
2
0&1,
V4 ?2=dV?2 (Xh){0 on S2?2&S
2
0=S
2
?2&1.
Therefore, Xh is transversal to S20&1 and to S
2
?2&1.
We now claim that if x(t) is a solution of system (33) which at time ti
is in the interior of some region R (R=I, II, III, IV) then the solution must
leave region R, so there exists some later time t l>t i for which x(t l) is in
the interior of region R+I (mod 4).
Assume for example x(ti) is in the interior of region I. Then we have
,0 (x(ti))<0 O
x1 (ti)
x3 (t i)
<1+$.
If x(t) stayed forever in region I then its |-limit set would be in
[V4 0=0] & [V4 ?2=0]=S20 & S
2
?2=1.
This means that the ratio x1x3 should approach 1+$, which contradicts
the fact that in region I we have V0=log(x1x3) strictly decreasing. There-
fore, x(t) must leave region I. The transvesality condition on the boun-
daries guarantees that there exists tl>ti for which x(t l) is inside region II.
The reasoning for the other regions is similar, so the proposition
follows. K
We have seen that for the spheres S20 and S
2
?2 the flow is transversal
except at points of 1. This also holds for any sphere S2% with % # [0, ?2],
and we obtain
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Theorem 6.4. For any % # [0, ?2], the flow of system (33) induces a
homeomorphism of the sphere f% : S2%  S
2
% . The periodic orbit 1 divides the
sphere S2% into two open hemispheres, and f% fixes 1 and maps each open
hemisphere diffeomorphically onto the other.
Proof. For any sphere S2% with % # [0, ?2], we observe that Xh is trans-
versal to S2%&1. In fact, we compute
d,% } Xh=(cos %+(1+$) sin %) x1 x2+$(1+$)(cos %&sin %) x2 x3
&((1+$) cos %+sin %) x3x4 .
If x # R4+ satisfies ,% (x)=0 we have
x=a1 (1+$, 0, 1, 0)+a2 (0, 1, 0, 1+$)+a3 (sin %, 0, 0, &cos %),
for some real number a1>0, a2>0 and a3 . It follows that
d,% } Xh |S2%=a1a3 (cos % sin %+(1+$) cos
2 %)
+a2a3 (cos % sin %+(1+$) sin2 %). (40)
Therefore, if %=0, ?2 the hamiltonian vector field Xh is transversal to the
sphere S2% except at those points where a3=0, i.e., except for those x # 1
(Fig. 6).
It is clear from the proof of the previous proposition that an orbit start-
ing on a open hemisphere of S2%&1 will first hit the other open hemisphere
before returning. The theorem then follows from standard results on con-
tinuity and differentiability of solutions of o.d.e.’s with respect to the initial
conditions. K
FIG. 6 Spheres S2% for % # [0, ?2].
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FIG. 7. Intersections of I1=const. with the sphere S% .
We remark that for ?2<%<? there are points in S2%&1 where the flow
is tangential, so for these spheres Theorem 6.4 fails.
Note also that the spheres S2% and S
2
?2&% are conjugate under the
involution _. Therefore, although all spheres S2% , with % # [0, ?2], give a
full description of the dynamics, it is very natural to consider the ‘‘sym-
metric’’ sphere S2?4 . For this sphere the map f?4 is conjugated to its inverse
f &1?4 through the involution _.
In the integrable case $=0 it is not hard to figure out the phase portrait
of the map f% . The orbits of this map are the intersection of the cylinders
given by the level sets of the integral I1 (or I2) with the sphere S% (see
Section 5), as shown in Fig. 7.
These level sets consist of
v Two circles of degenerate fixed points corresponding to
I1=I2=h2 (one circle is 1 );
v Two elliptic fixed points corresponding to the periodic orbits with
the fixed energy and satisfying, respectively, x2=x2=1 and x3=x4=1;
v Periodic orbits around the two elliptic fixed points.
In Fig. 8 we show the phase portrait of f?4 on the sphere S2?4 for $=0.
Note that we only need the portrait of one of the hemispheres, the other
one being homeomorphic.
FIG. 8. Phase portrait of f?4 for $=0.
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The phase portrait of the map f for ${0 is much more complex. To
obtain some insight we now turn to the study of the stability of periodic
orbits.
7. STABILITY OF PERIODIC ORBITS
We shall now consider the stability of the periodic orbits of the family
6. Recall from Lemma 6.1 that these orbits are parametrized by the solu-
tions of the two dimensional Volterra system
{u* =&u+uv,v* =+v&uv. (41)
This system is hamiltonian with h0=u+v&log(uv).
For each value h0=E>2, the periodic solution (u(t, E), v(t, E)) of
system (41) determines a periodic solution 1=1($, E) of the original
system. Therefore, the energy parametrizes the orbits in the family 6, and
we have4
Lemma 7.1. The period T=T(E) of the orbits lying in 6 is a strictly
increasing function of the energy. In fact, dTdE>0.
Proof. See [23] for a proof. K
Later, in Theorem 9.4, we will derive an asymptotic formula for the
period T(E) as E  .
Next we will show that the stability of the orbits in the family 6 can be
reduced to a SturmLiouville problem. First we look at the linearization
around a periodic orbit 1($, E)/6.
Proposition 7.2. Let 1=1($, E)/6 be the periodic orbit of system
(33) associated with a solution (u, v)=(u(t, E), v(t, E)) of system (41). Then
1 has one characteristic multiplier equal to 1, and the other two multipliers
_1 ($, E) and _2 ($, E) coincide with the Floquet multipliers of the linear
system with periodic coefficients
w* =(1+$) \ 0&v(t, E)
u(t, E)
0 + w. (42)
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4 Note that the energy of an orbit of system (41) and the energy of the corresponding orbit
in 6 of system (33) are related by a multiplicative factor of (2+$).
They satisfy the hamiltonian symmetry
_1 ($, E) _2 ($, E)=1. (43)
Proof. Let 1=[x0 (t) : t # [0, T]] be a T-periodic solution of system
(33) associated with a T-periodic solution (u, v) of system (41). We
linearize the system around this T-periodic orbit and obtain the linear
system with periodic coefficients
z* =L(t, $) z, (44)
where L=L(t, $) is given by
L=\X ix j +x0(t) =\
&1+v
&v
0
0
(1+$) u
1&u
&$u
0
0
+$v
&1+v
&(1+$) v
0
0
u
1&u+ . (45)
Now consider the linear change of coordinates given by
w^=\
0
1
0
1
&(1+$)
0
1
0
0
&(1+$)
0
1
1
0
1
0+ z.
Then Eq. (44) is transformed into
w^* =\
1&u
&(1+$) u
0
0
(1+$) v
&1+v
0
0
0
0
1&u
u
0
0
&v
&1+v+ w^.
If we make the time-dependent change of variables
w^1=v(t) w1 , w^2=u(t) w2 , w^3=v(t) w3 , w^4=u(t) w4 ,
we find, using (41), that w satisfies the linear system
w* =\
0
&(1+$) v
0
0
(1+$) u
0
0
0
0
0
0
v
0
0
&u
0 + w.
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Therefore, we conclude that the linearization around the periodic orbit is
equivalent to two, 2-dimensional, linear systems with periodic coefficients.
Let _1=_1 ($, E) and _2=_2 ($, E) be the Floquet multipliers of the first
system
\w* 1w2+=(1+$) \
0
&v(t)
u(t)
0 +\
w1
w2+ .
and denote by B(t) the matrix of this system. We have
_1 _2=exp \|
T
0
tr B(s) ds+=1.
On the other hand, the Floquet multipliers of the second system,
\w* 3w4 +=\
0
v(t)
&u(t)
0 +\
w3
w4+ ,
also have hamiltonian symmetry. Since w(t)=(1&u(t), v(t)&1) is a
T-periodic solution of this system, its Floquet multipliers are equal to 1. K
Note that u(t, E) and v(t, E) are positive, smooth, T-periodic functions.
System (42) is then equivalent to the eigenvalue equation
L[x]=&
1
v(t, E) \
x$
u(t, E)+
$
=*x (46)
where we set *=- 1+$, w1=x, and w2=x$- * u(t). This remark implies
Proposition 7.3. Let 8(t, $, E) (E>2) denote the fundamental matrix
solution of (42) with initial value 8(0, $, E)=( 10
0
1) and set
f ($, E)=tr 8(T(E), $, E)=_1 ($, E)+_2 ($, E).
Then for each value of the energy E there exists a sequence of parameters
$i=$i (E) and $ i=$ i (E) such that
$0<$ 1$ 2<$1$2<$ 3$ 4<$3$4< } } } (47)
such that
f ($i (E), E)=2, and f ($ i (E), E)=&2. (48)
Furthermore, we have $0=&1, $1 (E)=0, and $1 (E)<$2 (E).
Proof. The existence of the sequence (47) satisfying (48) follows from
standard results in SturmLiouville theory (see, e.g., [3, Chap. 8; 6,
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Chap. 5]). It is also obvious that $0=&1 and, as in the the proof of
Proposition 7.2, we see that for $=0 we have a T-periodic solution, so
$1=0. It remains to show that $2>$1 .
We also know from standard SturmLiouville theory that $1=$2=1 iff
there are two linearly independent periodic solutions of the linear system
w* =\ 0v(t)
&u(t)
0 + w. (49)
We claim that this is not the case. First we remark that system (49) is
(equivalent to) the linearization of system (41) around the periodic orbit
(u(t), v(t)). This follows from a computation as in the proof of Proposi-
tion 7.2. We will now show that the fact the period of the orbits is a
monotone function of the energy (Lemma 7.1) implies that system (49)
cannot have two linearly independent periodic solutions.
In fact, we can introduce action-angle variables (s, ,) in a neighborhood
of the periodic orbit such that system (41) is equivalent to
{
s* =0,
,4 =&
h0
s
,
where h0=h0 (s). The periodic orbit (u(t), v(t)) corresponds to some solu-
tion s(t)=c1 , ,(t)=&h0s(c) t+c2 for some constants c1 and c2 . If we
linearize the system in action-angle variables we obtain the linear system
w* =\
0 0
+ w, (50)&2h0s2 (c) 0
so all that remains to show is that &2h0 s2{0. Now recall how the
action variable s is constructed (see [2, Chap. 10]): if the original system
is written in canonical coordinates ( p, q) then s(E) is the area enclosed by
the orbit [h0 ( p, q)=E]:
s(E)=|
h0( p, q)E
dq 7 dp.
Moreover, the period of the orbits is given by
T(E)=
s
E
.
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Since we know from Lemma 7.1 that dTdE{0, we have 2sE 2{0 and
implicit differentiation gives &2h0 s2{0 as desired. K
As a corollary we obtain the following bifurcation
Corollary 7.4. For a fixed energy E, the periodic orbit 1($, E)
changes its stability from elliptic to hyperbolic as $ crosses zero.
The family of periodic orbits 6 we have been discussing so far can also
be obtained by linearizing the system around the fixed point q. Recall that
a fixed point q of a 4-dimensional hamiltonian system (M4, |, h) on a sym-
plectic manifold is a non-resonant elliptic singular point if the eigenvalues
*1 , *2 , * 1 , * 2 of the linearization of the hamiltonian vector field Xh at q
satisfy
(i) [*1 , *2] are simple (*1 {*2);
(ii) each *i has real part zero;
(iii) *1 and *2 are Z-linearly independent.
In this case we have the Lyapunov sub-center theorem (see [1, Chap. V]):
Theorem 7.5 (Lyapunov). For each pair (*i , * i) there exists a 2-dimen-
sional manifold of periodic orbits 6i through q such that the tangent space
Tq6 i is the eigenspace corresponding to the pair (*i , * i).
The eigenvalues of the linearization of system (33) at q are \i and
\i(1+$). If ${0, the eigenspace corresponding to the pair (i, &i) is
Tq61=L([(1+$, 0, 1, 0), (0, 1, 0, 1+$)],
while the eigenspace corresponding to the pair (i(1+$), &i(1+$)) is
Tq62=L([(&1, 0, 1, 0), (0, 1, 0, &1)].
Therefore, for $  Q, q is non-resonant and the family 61 given by
Lyapunov’s theorem coincides with the family 6 we have studied before.
There are two other families of periodic orbits 63 and 64 through the
fixed point q, at least for small values of $. In fact, for $=0 we have the
two families of periodic orbits 63=[x3=x4=1] and 64=[x1=x2=1].
Moreover, it is easy to check that these orbits are elliptic, and hence must
persist for small $. Note also that these orbits are conjugated by the involu-
tion _.
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FIG. 9. Bifurcation of f?4 as $ crosses zero.
The stability of the family of periodic orbits 62 is harder to obtain, but
we conjecture that as $ crosses zero these orbits change from hyperbolic to
elliptic. This would mean a change of stability between 61 and 62 :
$<0 $=0 $>0
61 elliptic parabolic hyperbolic
62 hyperbolic parabolic elliptic (conjectured)
63 elliptic
64 elliptic
From this table we obtain Fig. 9 for the phase portraits of the map
f?4 : S2?4  S
2
?4 as $ crosses zero (again we consider only one hemisphere,
the other one being homeomorphic).
In fact, there is much more to this phase portrait as we will show in the
next section that for ${0 the system is non-integrable. Also, simple
numerical integration schemes show the appearance of elliptic isles.
8. NON-INTEGRABILITY
Poincare [17] observed that the existence of independent integrals in a
neighborhood of a periodic orbit forces some of its characteristic multi-
pliers to be 1. This remark can be explored to look for integrals in a
neighborhood of a periodic solution. In this section we carry through with
this idea to show that the dynamics described by the 4-dimensional
hamiltonian system (33) are non-integrable.
The key result is the following theorem due to Poincare on the rela-
tionship between integrals in involution and characteristic multipliers. For
a proof and a complete discussion we refer to [12].
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Theorem 8.1 (Poincare ). Suppose a Hamiltonian system (M, [ , ], h)
admits k-integrals I1 , ..., Ik in involution
[Ij , Il]=0, ( j, l=1, ..., k),
independent at some point x0 of a periodic solution 1
x0 # 1, dI1 7 } } } 7 dIk (x0){0.
Then 1 has 2k&1 characteristic multipliers equal to 1.
Consider now a 4-dimensional hamiltonian system (M4, |, h) on a
4-dimensional symplectic manifold, and assume that the system has a non-
resonant elliptic singular point q # M. We shall say that the system is com-
pletely integrable in a neighborhood U of q if there exists a second first
integral I such that
dI 7 dh(x){0, \x # O,
where O is some open dense set in U. Using the results of Ito [11] and
Eliasson [5] on Birkhoff canonical forms, one can prove the following
criteria.
Theorem 8.2. If a hamiltonian system (M4, |, h) is completely inte-
grable in a neighborhood of a non-resonant elliptic singular point q # M then
the only non-degenerate families of periodic orbits through q are the ones
given by the Lyapunov theorem.
Proof. Assume that the system is completely integrable. Then [11, 5]
there exist canonical coordinates (!1 , !2 , ’1 , ’2) defined in a neighborhood
of q such that
h=h \!
2
1+’
2
1
2
,
!22+’
2
2
2 + and I=I \
!21+’
2
1
2
,
!22+’
2
2
2 + .
If we let
!i=- 2si cos ,i , ’i=- 2s i sin , i (i=1, 2),
we obtain action-angle variables in a neighborhood of q:
h=h(s1 , s2), |=:
i
d!i 7 d’i=:
i
dsi 7 d,i .
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Now, by the Poincare theorem, if 6 is any family of non-degenerate
periodic orbits through q we must have
{dh 7 ds1 |6=0,dh 7 ds2 | 6=0, O ds1 7 ds2 |6=0.
Since 6 is a smooth 2-dimensional manifold, we check easily that this con-
dition gives 6=[s1=0] or 6=[s2=0], i.e., 6 is one of the families given
by the Lyapunov theorem. K
We have seen in the previous section that, for ${0 small, system (33)
has at least three families of non-degenerate periodic orbits through q.
Hence this criteria can be applied to system (33) and we obtain
Corollary 8.3. For sufficiently small ${0 system (33) is non-
integrable.
9. STRONG HYPERBOLICITY
The results we have obtain so far for system (33) deal mostly with small
values of the parameter $ and small values of the energy E (i.e., a
neighborhood of q). In this section we consider other regions of these
parameters, and we show that we can find regions of strong hyperbolicity.
Let us consider again the linearization of system (33) around a periodic
orbit 1($, E)/6 which, according to Proposition 7.2, can be reduced to
the linear system
w* =(1+$) \ 0&v
u
0+ w. (51)
In polar coordinates, w1=r cos %, w2=r sin %, this system is equivalent to
{r* =(1+$)(u&v) r sin % cos %%4 =&(1+$)(v cos2 %+u sin2 %). (52)
The second equation defines a flow on R2?Z with rotation number
\($, E)=&
T
?
lim
t  
%(t, $, E)&%(0, $, E)
t
,
where %(t, $, E) denotes any solution of the equation. The number \($, E)
measures (counterclockwisely) the average number of half turns per period
of a vector 8(t, $, E) v0 when t runs from 0 to +. It is easily checked
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that \($, E) is an even integer if and only if 8(T, $, E) has positive eigen-
values which is equivalent to say that f ($, E)2. Similarly \($, E) is an
odd integer if and only if 8(T, $, E) has negative eigenvalues or equiv-
alently that f ($, E)&2 (see Proposition 7.3). This implies that \($, E) is
constant in each unstability interval. More precisely, we have
\($, E)={2i+1 for $ # ]$
 2i+1 , $ 2i+2[,
2i+2 for $ # ]$2i+1 , $2i+2[,
(i=0, 1, 2, ...).
In the intervals where (51) is elliptic one has
f ($, E)=2 cos(?\($, E)),
and since f ($, E) is a strictly monotone function of $ the rotation number
\($, E) is also strictly increasing in these intervals.
It is shown in [3] that the values of $ for which 8(T, $, E) is a diagonal
matrix, form a discrete sequence (+i (E)) satisfying
+1<+2< } } } <+n< } } }  +.
Moreover, each unstability interval contains exactly one +i so the sequence
(47) can be completed to
$0=&1<$ 1 (E)+1 (E)$ 2 (E)<$1 (E)=0+2 (E)$2 (E)
<$ 3 (E)+3 (E)$ 4(E)<$3 (E)+4 (E)$4 (E)< } } }
and for each k=1, 2, ..., we have
8(T, +k (E), E)=\ak (E)0
0
ak (E)&1+ with \(+k , E)=k.
Based on numerical evidence we conjecture that for a fixed energy
E # ]2, +[, the amplitude of oscillations of the function $ [ f ($, E) con-
verges to 4, with oscillations between &2 and 2, as $  +, while the
length of the unstability intervals decreases to 0 as $ goes to +. This
would imply that for a fixed (low) energy level E there are no parameters
with simultaneously high rotation number and strong hyperbolicity. On the
other hand, for large energy levels we have
Theorem 9.1. For each k=2, 3, ..., one has
lim
E  
| f (+k (E), E)|=+.
In other words, given k2, for all large enough E and $ sufficiently close to
+k (E), 1($, E) is strongly hyperbolic with rotation number k.
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The proof of this theorem requires studying in detail the asymptotics of
system (41). This study will be done in the next subsection. After that we
return to the proof of the theorem.
9.1. Asymptotics of system (41)
We are interested in understanding what happens to the solutions of
system 41 when E  . Let :=:(E) and ;=;(E), with 0<:<1<;, be
the two unique solutions of x&log x=E2. The points (:, :) and (;, ;) lie
in the intersection of the energy level
h0 (u, v)=u+v&log(uv)=E (53)
with the diagonal u=v. Let (u(t, E), v(t, E)) be the periodic orbit of system
(41) with initial condition (u(0, E), v(0, E))=(:, :), whose period we
denote by T=T(E). From the reversing symmetry of this system
_: R2  R2, _(u, v)=(v, u), which fixes the initial condition (:, :), it follows
easily that
{u(T&t, E)=v(t, E),v(T&t, E)=u(t, E). (54)
In particular we get (u(T2, E), v(T2, E))=(;, ;).
It will be convenient to reparametrize the orbits of system (41). For each
x # [:, ;] let {(x) # [0, T2] be defined implicitly by
u({(x))+v({(x))
2
=x. (55)
From (53) we get
u({(x)) v({(x))=e2x&E.
Thus u({(x)) and v({(x)) are the solutions of a quadratic equation:
{u({(x))=x&- x
2&e2x&E,
v({(x))=x+- x2&e2x&E.
The reparametrization {(x) satisfies
{(x)=|
{(x)
0
1 dt=|
{(x)
0
u$(t)+v$(t)
v(t)&u(t)
dt
=|
x
:
2 dy
v({( y))&u({( y))
=|
x
:
1
- y2&e2y&E
dy.
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Notice that by differentiating (55) we get
(u$(t)+v$(t)) dt=(u$({( y))+v$({( y))) {$( y) dy=2 dy.
Notice also that the radicand y2&e2y&E has two simple zeros at y=: and
y=; and is strictly positive in between. This guarantees the convergence,
for any x # [:, ;], of the improper integral
{(x)=|
x
:
1
- y2&e2y&E
dy. (56)
Now define for x # (:, ;),
{u~ (x, E) :={$(x) u({(x))=
1&- 1&e2x&Ex2
- 1&e2x&Ex2
,
(57)
v~ (x, E) :={$(x) v({(x))=2+u~ (x).
The function u~ (x, E) can be expressed as a composition of two simpler
functions
u~ (x, E)=
1&- 1&.E(x)
- 1&.E (x)
= g(.E (x)),
where:
v .E : [:, ;]  R+ , is the strictly convex function given by
.E (x)=
e2x&E
x2
.
v g: [0, 1[  R+ is the strictly increasing function given by
g(w)=
1&- 1&w
- 1&w
.
Note also that .E takes ifs minimum value e2&E at the point x=1 and
satisfies .E (:)=.E (;)=1.
In the following lemma we enumerate some preliminary estimates.
Lemma 9.2. Let E>2. Then:
(i) For 2:x;&1,
1
2
.E (x)u~ (x, E).E (x)
- 5&1
2
; (58)
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(ii) If E  ,
|
2
:
u~ (x, E) dx=O(Ee&E2); (59)
(iii) For 2z;&1,
|
z
:
u~ (x, E) dx.E (z). (60)
Proof. (i) Just check that .E (;&1)(- 5&1)2, .E (2:)(- 5&1)2
and
w
2
 g(w)w, for all 0<w
- 5&1
2
.
(ii) For all :x1 we have e2x&E:x. Then, as E  ,
|
- :
:
u~ (x) dx|
- :
:
1
- 1&:x
&1 dx=O(: log :)=O(Ee&E2),
|
2
- :
u~ (x) dx|
2
- :
.E (x) dx=O(.E (- :))=O(e&E2).
Addition of these inequalities proves (ii).
(iii) From (i) we have
|
z
2
u~ (x, E) dx|
z
2
.E (x) dx
|
z
2
2.E (x) \1&1x+ dx
=[.E (x)]z2=.E(z)&.E (2).E (z). K
Using the lemma we can prove
Proposition 9.3.
lim
E   |
;(E)
:(E)
u~ (x, E) dx=log 2.
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Proof. Given =>0, fix z=3=. Making the substitution w=.E (x) we
have (12w) dw=(1&1x) dx and therefore
|
;
z
u~ (x, E) \1&1x+ dx=|
1
.E(z)
1&- 1&w
- 1&w
dw
2w
=log(1+- 1&.E (z))=log 2&O(.E (z)),
where the remainder O(.E (z)) is positive and converges to zero as E  .
Thus
|
;
z
1
x
u~ (x, E) dx
=
3 |
;
z
u~ (x, E) dx
2=
3 |
;
z
u~ (x, E) \1&1x+ dx

2=
3
log 2
=
2
.
Taking E large enough, we obtain
} log 2&|
;
:
u~ (x, E) dx } } log 2&|
;
z
u~ (x, E) \1&1x+ dx }
+|
;
z
1
x
u~ (x, E) dx+|
z
:
u~ (x, E) dx
O(.E (z))+
=
2
+.E (z)
=
=
2
+
=
2
==. K
We can state and prove our final estimates for the asymptotic behavior
of solutions of system (41).
Theorem 9.4. Let u(t, E) and v(t, E) be solutions of (41) with energy E
and period T=T(E). Then:
(i) lim
E   |
T2
0
u(t, E) dt&log 2=0;
(ii) lim
E   |
T2
0
v(t, E) dt&2;(E)=0;
(iii) lim
E  
T(E)&2(;(E)+log 2)=0.
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Proof. From (57) we get,
|
T2
0
u(t, E) dt=|
;
:
u~ (x, E) dx, and
|
T2
0
v(t, E) dt=|
;
:
v~ (x, E) dx=|
;
:
2+u~ (x, E) dx
=2(;&:)+|
;
:
u~ (x, E) dx,
so (i) and (ii) follow. To prove (iii) we remark that for all t,
1=u(t)+ddt(log v(t)). Thus
T
2
=|
T2
0
u(t) dt+log ;&log :=|
;
:
u~ (x) dx+;&:. K
9.2. Proof of Theorem 9.1
The following notation is used throughout this subsection. An integer
k2 is fixed and we denote by
w(t)=_w1 (t)w2 (t)&=_
r(t) cos %(t)
r(t) sin %(t)&
the first column of the fundamental matrix solution 8(t, +k (E), E) of
system (42) with $=+k (E).
It is clear from (52) that %: R  R is a diffeomorphism with %(0)=0.
Thus given p # R there is a unique tp # R such that %(tp)=&p?. Geometri-
cally, tp is the time it takes for the vector w(t) to execute p half-turns (it
helps to think about this vector as being attached to the periodic orbit). Of
course t0=0 and, because \(+k , E)=k, tk=T(E).
Since f (+k (E), E)=ak (E)+ak (E)&1, we only have to show that
|ak (E)|   as E  . We write
|ak (E)|=|w1 (tk)|=
|w1 (tk)|
|w1 (tk&1)|
|w1 (tk&1)|
|w1 (tk&2)|
} } }
|w1 (t2)|
|w1 (t1)|
|w1 (t1)|
|w1 (t0)|
.
In Propositions 9.8 and 9.11 below we show that, for large E, (i) |w1 (tj)|
|w1 (t j&1)| for all 2 jk&1, and (ii) the quotient |w1 (t1)||w1 (t0)| is very
large while |w1 (tk)||w1 (tk&1)| has a lower bound close to 1. Therefore, we
see that
|ak (E)|
|w1 (tk)|
|w1 (tk&1)|
|w1 (t1)|
|w1 (t0)|
is very large when E is large,
so the theorem follows.
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We start with a upper bound on the numbers +k .
Lemma 9.5. If E>2 is large enough and k2 then 0+k (E)3k&1.
Proof. Using Theorem 9.4 and the symmetry relation (54) of the pre-
vious subsection,
k?=|%(T )&%(T2)|+|%(T2)&%(0)|
=(1++k) |
T
T2
v cos2 %+u sin2 % dt+(1++k) |
T2
0
v cos2 %+u sin2 % dt
2(1++k) |
T2
0
u(t) dt2(1++k) log 2(1++k) log 3,
which implies 1++kk?log 33k. K
Next we show that, for large E, the vector w(t) executes all half-turns in
the region u+v>>1.
Lemma 9.6. If E>2 is large enough,
(i)
u(t12)+v(t12)
2
;&
2
3
log E, and
(ii) u(tk&12)+v(tk&12)
2
;&
2
3
log E.
Proof. Defining % : (:, ;)  R as % (x)=%({(x)), we see that it satisfies
% $(x)=&(1++k)(v~ (x) cos2 % (x)+u~ (x) sin2 % (x))
=&(1++k)(2 cos2 % (x)+u~ (x)). (61)
Similarly, if we define % : (:, ;)  R setting % (x)=%(T&{(x)), this function
solves the equation,
% $(x)=(1++k)(u~ (x) cos2 % (x)+v~ (x) sin2 % (x))
=(1++k)(2 sin2 % (x)+u~ (x)). (62)
The proofs of (i) and (ii) run by contradiction. Assume
x12=
u(t12)+v(t12)
2
;&
2
3
log E.
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and take x
*
<x12 such that % (x*)=&?2+E
&76. The variation of % in
the interval [x
*
, x12] is |% (x*)&%
 (x12)|=E&76, which is small. But from
Eq. (61) we will derive the conclusion that this variation must actually be
much smaller, a contradiction. Since [x
*
, x12][:, ;& 23 log E], by
inequality (60), we have
|
x12
x*
u~ (x) dx.E \;&23 log E+2E&43,
provided E is large enough. On the other hand, we also find
|
x12
x*
cos2 % (x) dx|
x12
x*
\% (x)+?2+
2
dx
(E&76)2 (x12&x*)
E &73E=E &43.
Thus
|% (x12)&% (x*)|=|
x12
x*
(1++k)(u~ (x)+2 cos2 % (x)) dx
12kE&43<<E&76.
This contradiction shows that (i) must hold.
To prove (ii), define x
*
# (:, ;) such that % (x
*
)=&k?+E&76. Since
E&76 is much smaller than ?2 we must have
% (x
*
)<<&(k& 12)?,
and therefore
x
*
<xk&12=
u(tk&12)+v(tk&12)
2
.
We only have to show now that x
*
>;& 23 log E. Assume, in order to
derive a contradiction, that
x
*
;& 23 log E.
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The variation of % in the interval [:, x
*
] is |% (x
*
)&% (:)|=E&76, but
from equation (62) it will follow that this variation should be much
smaller. As before since [:, x
*
][:, ;& 23 log E], we have
|
x*
:
u~ (x) dx.E \;&23 log E+2E&43
and
|
x*
:
sin2 % (x) dx|
x*
:
(% (x)+k?)2 dxE &43.
Thus we have the same contradiction as before,
E&76=|% (x
*
)&% (:)|12kE &43<<E&76. K
We also observe that in the region u+v>>1 the quotient v(t)u(t)
decreases. In fact we have:
Lemma 9.7. The quotient v(t))u(t) is strictly decreasing if u+v2, i.e.,
inside the interval [{(1), T&{(1)]. This is the same as saying that v~ (x)u~ (x)
decreases in [1, ;].
Proof. Just check that
\vu+
$
=2
v
u \1&
u+v
2 +
and use the definition of {(x). K
We can now prove
Proposition 9.8. If E>2 is large enough,
|w1 (tk&1)||w1 (tk&2)| } } } |w1 (t2)||w1 (t1)|.
Proof. From Lemma (9.6) we have
u(t)+v(t)
2
;&
2
3
log E>>1,
for all t # [t12 , tk&12]. Thus, from Lemma (9.7), the quotient v(t)u(t)
decreases in the interval [t1 , tk&1] and we only have to prove now that
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|w1 (t j+1)||w1 (tj)| whenever v(t)u(t) decreases in [t j , t j+1]. Defining the
quadratic form in the (w1 , w2) plane
Qj+12 (w)=Qj+12 (w1 , w2)=
w21
u(tj+12)
+
w22
v(t j+12)
,
let us show that we have
d
dt
Qj+12 (w(t))0, \t # [t j , tj+1]. (63)
We compute:
1
2
d
dt
Qj+12 w(t))=
w1 (t) w$1 (t)
u(tj+12)
+
w2 (t) w$2 (t)
v(tj+12)
=(1++k) \ u(t)u(t j+12)&
v(t)
v(tj+12)+ w1 (t) w2 (t)
=(1++k)
u(t)
v(tj+12) \
v(t j+12)
u(t j+12)
&
v(t)
u(t)+ w1 (t) w2 (t).
Now, for t # [t j , tj+12], we have w1 (t) w2 (t)0 and for t # [t j+12 , tj+1],
we have w1 (t) w2 (t)0. Since v(t)u(t) decreases in [tj , tj+1] we conclude
in both cases that (63) holds.
Finally, we obtain
w1 (tj+1)2
u(tj+12)
=Qj+12 (w(t j+1))Qj+12 (w(tj))=
w1 (t j)2
u(t j+12)
which gives |w1 (tj+1)||w1 (t j)|. K
We now look at what happens for t close to tk=T and t0=0. We need
two lemmas.
Lemma 9.9. If E>2 is large enough,
(i)
u(t12)
v(t12)

1
6
E&43, and
(ii)
u(tk&12)
v(tk&12)
6E 43.
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Proof. Define, as in Lemma 9.6,
x12=
u(t12)+v(t12)
2
 {(x12)=t12 ,
and
xk&12=
u(tk&12)+v(tk&12)
2
 T&{(xk&12)=tk&12 .
Then
u(t12)
v(t12)
=
u~ (x12)
v~ (x12)
=
u~ (x12)
2+u~ (x12)
, (64)
and analogously, from (57) and (54), it follows that
v(tk&12)
u(tk&12)
=
u~ (xk&12)
v~ (xk&12)
=
u~ (xk&12)
2+u~ (xk&12)
. (65)
By Lemma 9.6, we have x12 , xk&12>;& 23 log E. Then, using Lemma 9.7,
we see that both quotients (64) and (65) are greater than or equal to
u~ (x)2+u~ (x) with x=;& 23 log E. But from (58) we have
u~ (x)
2+u~ (x)

u~ (x)
3

.E (x)
6
=
1
6
.E \;&23 log E+
1
6
E &43,
and this proves both inequalities. K
Lemma 9.10. if E>2 is large enough,
(i) |w2 (t12)||w1 (t0)| E 56, and
(ii) |w2 (T&{(1))||w1 (T )| e&E3.
Proof. We first prove (i). Since the function |w2 ({(x))| is strictly
increasing in the interval [:, x12], where it ranges from 0 to w2 (t12), and
also because
0<;& 23 log E<x12
(see Lemma 9.6), we must have
|w2 b {(;& 23 log E)|<|w2 (t12)|.
Therefore it is enough to prove now that
|w2 (t)|E 56 with t={(;& 23 log E).
185DYNAMICS OF THE ATTRACTOR IN LV EQUATIONS
Assume not, i.e., |w2 (t)|<E 56. Then
|w1 (t)&1|=|w1 (t)&w1 (0)|(1++k) |
t
0
u(s) |w2 (s)| ds
(1++k) |w2 (t)| |
;&23 log E
:
u~ (x) dx
(1++k) |w2 (t)| .E \;&23 log E+

6kE 56
E 43
=6kE&12,
which implies that |w1 (s)| 12 , for any 0st. But then
|w2 (t)|=|w2 (t)&w2 (0)|=(1++k) |
t
0
v(s) |w1 (s)| ds

1
2 |
;&23 log E
:
v~ (x)
2
dx
;&
2
3
log E&:=O(E),
contradicting the assumption |w2 (t)|<E56. This shows that (i) holds.
To prove (ii), we use the estimate (59):
|w2 (T&{(1))|=|w2 (T )&w2 (T&{(1))|
=(1++k) |
T
T&{(1)
v(t) |w1 (t)| dt
(1++k) |
{(1)
0
u(t) |w1 (T )| dt
(1++k) |w1 (T )| |
1
:
u~ (x) dx
3kO(Ee&E2) |w1 (T )|e&E3 |w1 (T )|. K
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We can now show
Proposition 9.11. If E>2 is large enough,
(i) |w1 (t1)|1(- 6) E16 |w1 (t0)|, and
(ii) |w1 (tk)|(1&e&E3) |w1 (tk&1)|.
Proof. Consider the quadratic form
Q12 (w)=
w21
u(t12)
+
w22
v(t12)
.
Because uv decreases in [t12 , t1] (see Lemmas 9.6 and 9.7), we have, just
as in the proof of Lemma 9.8, (ddt) Q12 (w(t))0 for all t # [t12 , t1].
From this fact and Lemmas 9.9 and 9.10 we obtain
w1 (t1)2=u(t12) Q12 (w(t1))
u(t12) Q12 (w(t12))
=
u(t12)
v(t12)
w2 (t12)2
1
6
E13w1 (t0)2,
which proves (i).
Similarly, we consider the quadratic form
Qk&12 (w)=
w21
u(tk&12)
+
w22
v(tk&12)
.
As before, because vu decreases in [tk&1 , T&{(1)], we have d(dt)
Qk&12 (w(t))0 for t # [tk&1 , T&{(1)]. Therefore, using again Lem-
mas 9.9 and 9.10, we obtain
w1 (tk&1)2
u(tk&12)
=Qk&12 (w(tk&1))
Qk&12 (w(T&{(1)))
=
w1 (T&{(1))2
u(tk&12)
+
w2 (T&{(1))2
v(tk&12)

w1 (T )2
u(tk&12)
+
e&2E3w1 (T )2
v(tk&12)

w1 (T )2
u(tk&12) \1+e&2E3
u(tk&12)
v(tk&12)+
w1 (T )2
u(tk&12)
(1+e&E2),
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which implies
|w1 (tk&1)||w1 (T )| (1+e&E2)|w1 (T )| (1&e&E3)&1. K
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