Quantum computers can sometimes exponentially outperform classical ones, but only for problems with sufficient structure. While it is well known that query problems with full permutation symmetry can have at most polynomial quantum speedup-even for partial functions-it is unclear how far this condition must be relaxed to enable exponential speedup. In particular, it is natural to ask whether exponential speedup is possible for (partial) graph properties, in which the input describes a graph and the output can only depend on its isomorphism class.
Introduction
Quantum computers offer the prospect of solving certain problems exponentially faster than is possible classically. The first concrete hint of this possibility came from the model of query complexity, where the input is provided by a black box and the computational cost is quantified as the number of queries to that box. In this model, there is an exponential quantum speedup between deterministic classical and quantum computation [DJ92] , and even between bounded-error classical and quantum computation [Sim94] . Indeed, these algorithms directly motivated Shor's algorithm for factoring, which replaces the black box with an efficiently computable function to give an (apparent) exponential speedup for an explicit problem [Sho97] .
Since query complexity provides a useful testbed for understanding the potential power of quantum computers, it is natural to explore which problems allow for quantum speedup in this model. In the negative direction, it has been known for over twenty years that for total functions-i.e., query problems that are defined for any possible input string-quantum computers can offer at most a polynomial advantage [BBC + 98]. More precisely, suppose the goal is to compute some known function P : S → {0, 1}
(1) on a black-box input x ∈ S ⊆ Σ m , where Σ is a finite set (the input alphabet ). The domain S of P is referred to as the promise on the input. When S = Σ m , we say P is total ; otherwise we say it is partial. The deterministic, randomized, and quantum query complexities of P are denoted D(P) ≥ R(P) ≥ Q(P), This result establishes that a promise is necessary to achieve superpolynomial quantum speedup. Thus it is natural to ask what kinds of promises can and cannot allow for a significant quantum advantage. In particular, if a query problem is highly symmetric, then superpolynomial quantum speedup remains impossible, even if the problem is partial. Specifically, Aaronson and Ambainis show that if Σ = {0, 1}, S is closed under permutations of the input bits, and P is invariant under those permutations, then R(P) = O(Q(P) 2 ) [AA14, Appendix] . Subsequently, Chailloux showed that R(P) = O(Q(P) 3 ) for any Σ [Cha18] . In fact, Ben-David shows that R(P) = O(Q(P) 18 ) even if we only know that S is closed under input permutations [BD16] .
On the other hand, with less than full permutation symmetry, it is unclear when quantum speedups are possible. A natural class of problems with significant symmetry, though much less than full permutation symmetry, is the class of graph properties. For such problems, the input describes a graph, and the output depends only on the isomorphism class of that graph. Thus the vertices can be permuted arbitrarily, but such a permutation induces a structured permutation on the edges, about which queries provide information. A graph property can be partial, i.e., there can be a promise that the input graph comes from a restricted family of (isomorphism classes of) graphs. In particular, partial graph properties arise in the setting of graph property testing, where the goal is to determine whether a given graph either has a certain property or is far from having that property.
Ambainis, Childs, and Liu studied quantum algorithms for graph property testing, giving polynomial quantum speedups for testing expansion and bipartiteness of bounded-degree graphs in the adjacency list model [ACL11] . Furthermore, they showed that at most a polynomial advantage is possible for testing expansion, and asked whether an exponential speedup is ever possible for graph property testing. Montanaro and de Wolf raised this question in a way that can be construed more generally, asking the following:
Is there any graph property P which admits an exponential quantum speed-up?
This question takes different forms depending on the model of access to the graph. Indeed, we show that its answer depends strongly on which of two common input models (formalized in Section 2) is used: the adjacency matrix model (in which the algorithm inputs a pair of vertices and the black box indicates whether they are adjacent) or the adjacency list model (in which the algorithm inputs a vertex and the black box returns its neighbours).
When the graph is specified in the adjacency matrix model, we prove in Section 3 that exponential quantum speedup is impossible. In fact, we prove this not just for graph property testing, but for any partial graph property. Furthermore, we prove this for all l-uniform graph properties provided l is constant. Our proof is based on the framework of Chailloux [Cha18] , which essentially exploits results of Zhandry [Zha12a, Zha15] .
In direct contrast, we show that exponential quantum speedup is possible for deciding graph properties in the adjacency list model. Specifically, in Section 4 we design a promise such that the property P 5 of having a vertex of degree 5 exhibits an exponential separation between R(P 5 ) and Q(P 5 ). Our example is based on the glued-trees problem of Childs eta al. [CCD + 03].
We conclude in Section 5 with a brief discussion of some open problems.
Preliminaries
Throughout the paper, we let n, d, l ∈ Z ≥1 , 1 ≤ l ≤ n, and M := n l . For k ∈ Z ≥1 , we let [k] := {1, . . . , k}. A graph property P is a function from a set of graphs to {0, 1} that is invariant under graph isomorphisms. For example, "has a triangle" is a graph property as two isomorphic graphs either both have a triangle or neither has a triangle.
There are two commonly used models to specify a graph: the adjacency matrix and adjacency list models, introduced below. 
Adjacency matrix model
An l-uniform hypergraph x with vertices [n] is a set E ⊂ E l , where
is the set of all hyperedges. Note that a graph is a 2-uniform hypergraph and that |E l | = n l = M . In the adjacency matrix model, we first fix an identification of E l with [M ]. Then we model x by a M -bit string x ∈ {0, 1} M , or equivalently, function x ∈ {0, 1} [M] , that indicates the presence (1) or absence (0) of each hyperedge. For example, under the identification
the graph in Fig. 1 is specified by x = 100111. Now, each permutation π ∈ S n of [n] naturally induces a permutation Π ∈ S M of hyperedges [M ] by
Then, saying P :
for all induced permutations Π, where • denotes composition of functions.
Adjacency list model
The adjacency list model is an alternative model for specifying a graph, which is particularly well-suited for graphs of bounded-degree. In this model, a graph x on vertices [n] of maximum degree d is modelled by a function x :
if v is the ith neighbour of u, * if u has fewer than i neighbours.
Note that x may be non-unique for a given graph due to the choice in the ordering of neighbours. For example, after identifying x with an n-by-d grid of entries in [n] ∪ { * }, the graph in Fig. 1 can be modelled by
among other possibilities.
Query complexity
We now briefly discuss query complexity and refer readers to [dW01] for details. Let P be any function
Definition 1. For α ∈ [0.5, 1], we say an algorithm A (randomized or quantum) α-estimates P if, for each x ∈ S, A outputs P(x) with probability at least α. We say A estimates P if A ( 2 /3)-estimates P.
Then, the (classical) randomized query complexity of P, R(P), is the least r ∈ Z ≥0 such that there exists a randomized decision tree that estimates P and queries at most r ≤ m positions of x. A randomized decision tree is a decision tree where each node either queries one position of x, or randomly draws from some probability distribution to decide the position to query next.
The quantum query complexity of P, Q(P), is the least q ∈ Z ≥0 such that there exists a quantum circuit which estimates P and queries an x-dependent oracle, called O x , at most q times. The oracle O x is a unitary operator on C m ⊗ C Σ defined on basis vectors by
for i ∈ [m], y ∈ Σ. A quantum algorithm that queries O x q times means a quantum circuit with q O x unitaries but any number of unitaries that do not depend on x. Such a quantum circuit can be generically written as
where the unitaries U i act on space C m ⊗ C Σ ⊗ C w with C w being some extra "work" register.
3 No exponential speedup in the adjacency matrix model Throughout this section, we fix a hypergraph property P on vertices [n] and set q := Q(P). The aim of this section will be to prove the following.
Theorem 1. For any l-uniform hypergraph property P, we have
In particular, by setting l = 2, we have R(P) = O(Q(P) 6 ) for graph properties.
In the following, we set Σ = {0, 1}, as appropriate for hypergraphs, but the same proof works essentially without modification for any Σ.
Our proof strategy closely follows [Cha18] . We construct a randomized decision tree that estimates P using O(q 3l ) queries from a quantum circuit that estimates P usingueries.
By definition of q, there exists a q-query quantum circuit Q ′ x of the form Eq. (10) which estimates P. By repeating Q ′ x three times, and outputting a bit according to majority vote, the probability of success can be boosted to at least 3 · ( 2 /3) 2 · ( 1 /3) + ( 2 /3) 3 = 20 /27. Therefore, there exists a 3q-query quantum circuit
which ( 20 /27)-estimates P. Note that x ∈ {0, 1} M describes the input graph and O x acts on C M ⊗ C 2 . Let N := l i=1 n i . Recall the notation from Eq. (2) that E i is the set of all hyperedges involving i distinct vertices. We identify [N ] with the set l i=1 E l−(i−1) in the order the union is written. For example, [M ] ⊂ [N ] is identified with E l . The reason for defining N and identifying [N ] this way shall become clear later, in the second remark following our definition of D r . Suffice it to say now that we shall need to consider functions that map hyperedges connecting l vertices to ones connecting between 1 and l vertices. Now let F be a function from [M ] to [N ] . We define the oracle O x•F , acting on C M ⊗ C N ⊗ C 2 , as follows.
Then, for i ∈ [M ] and b ∈ Σ, we have
where
Therefore, we may replace each O x appearing in Q x by O x•F in the natural way that matches the C M ⊗ C 2 register and leaves an additional C N register. We call the resulting circuit Q x (F ). Note that Q x (F ) has 3q O F gates and 3q O † F gates giving a total of 6q gates that are each either
induced by a permutation of vertices [n], then P(x) = P(x • F ) as P is a graph property. Therefore, we have
as Q x ( 20 /27)-estimates P.
The core argument of our proof is that Q x (F ) can behave similarly to Q x even when F has a limited range. This argument uses the following Theorem 2 on a suitable family of distributions on functions 
Note that the probabilities appearing in Eq. (20) take their natural meaning:
To utilise Theorem 2, we define, for each r ∈ Z ≥0 , a distribution D r on functions f : For r = ∞, we further define D ∞ by sampling f as a random permutation on [n] and F as the permutation on [M ] induced by f . Because P is a graph property, any such F must satisfy P(x) = P(x • F ), cf. Eq. (5). Intuitively, D ∞ can be thought of as the limit of D r , with r ∈ Z ≥0 , as r → ∞.
We make two remarks. First, the distribution D r on f is exactly the same as that defined in [Zha15, Sec. 3.1]. Second, in
Step 5, because f may map multiple inputs to the same output, sets in the image of F may have fewer than l elements. In fact, they may be any of the N sets in 
Then, the event {F (d i ) = e i for all i ∈ [k]} can be expressed as a disjoint union of events of the form
Therefore, P F ∼Dr (F (d i ) = e i for all i ∈ [k]) is a sum of probabilities of the form 
Having defined s, we can now describe a randomized decision tree R that estimates P as follows.
R. Given an input graph x ∈ {0, 1} M , do the following. 
where the first equality follows from the definition of R and the first inequality follows from Eq. (27) . But x ∈ S was arbitrary. Therefore, the last bound of Eq. (28) says that R estimates P.
Now, the query complexity, cost(R), of R is the size of the set I = Im(F ) ∩ [M ], which is at most s l . Then, by substituting in the expression for s from Eq. (26), we deduce
because q = Q(P) by definition. Therefore, Result 1 is proved.
Example of exponential speedup in the adjacency list model
We show that an exponential quantum query speedup exists in the adjacency list model by presenting an explicit example. Our example is based on the glued-trees problem of [CCD + 03] but with a modification so that the answer is invariant under vertex relabellings.
POINTERs

EXIT ENTRANCE
MARKERs 2k k k Figure 2 : An illustration of a modified glued-trees graph in the case k = 2. This graph has a vertex of degree 5, i.e., has graph property P 5 , when the three MARKERs are connected to EXIT. It does not have P 5 when these MARKERs are isolated.
Let k ∈ Z ≥1 . A glued trees graph of depth 2k + 1 is a graph consisting of two binary trees of equal depth k joined together at their leaves by any cycle that alternates between the two trees. In Fig. 2 , the graph between ENTRANCE and EXIT (inclusive) is a glued tree with k = 2 of depth 5. Such graphs have 2(2 k+1 − 1) vertices.
In the original glued-trees problem, we are given an oracle that provides a black-box description of a graph that is the union of a glued-trees graph and a (much larger) number of isolated vertices (equivalently, there are many labels that do not refer to any vertex), as well as the label of ENTRANCE. We are required to output the label of EXIT. This is not a graph property because the answer depends on the labelling of the vertices by definition. Moreover, it does not allow an unconditional comparison between R and Q since we are advised with the label of a particular vertex ENTRANCE. We now describe how we can overcome these two problems.
Consider the set of all glued-trees of depth k. To each of them, we append a binary tree of depth 2k to the left of ENTRANCE. This forms a new set which we call the set of modified glued trees. We illustrate a modified glued tree in Fig. 2 . We call any vertex on the extreme left a POINTER.
Let A be the set of modified glued trees with three extra isolated vertices appended. Let B be the set of modified glued trees with three extra vertices appended that are connected to EXIT. In both cases, we call the appended vertices MARKERs.
We define our promise set S to be A ∪ B and ensure that S contains all isomorphic graphs, i.e., all vertex relabellings. All graphs in S have degree at most d = 5. The graph property P 5 that we consider is whether there exists a vertex of degree 5. Of course, P 5 (A) = {0} and P 5 (B) = {1}.
Theorem 3. Graph property P 5 , under the promise S = A ∪ B, has R(P 5 ) = 2 Ω(k) .
As in the lower bound proof of [CCD + 03], we prove this by reductions between games. First, observe that our problem is essentially equivalent to the following: Game A. Given an oracle that provides a black-box description of a graph from A ∪ B, which upon querying by the label of a vertex, returns as output the labels of all adjacent vertices. The algorithm wins as soon as it queries by the label of EXIT, i.e., the oracle returns either two 2 or 5 neighbours.
Lemma 3. Suppose there is an algorithm A P5 , using at most T ≤ 2 k queries, that correctly decides P 5 for each graph in A ∪ B with probability at least P . Then, there is an algorithm A A , using at most T queries, that wins Game A for each graph in A ∪ B with probability at least P − O(T /2 2k ).
Proof. First, note that the oracle given in Game A is more powerful than the usual adjacency list oracle in that it outputs all adjacent vertex labels. Therefore, one query of A P5 can be simulated by at most one query of A A . We let A A simulate A P5 .
In the case the input graph does not have P 5 , A P5 can only correctly decide P 5 if it queries by the label of either EXIT or a MARKER. In the former case, A P5 also wins. In the latter case, we may assume that A A loses and that A P5 had not queried by the label of EXIT. But then the latter case occurs with probability at most T · 3 2 2k − 5 · 2 k = O(T /2 2k ) (30) by the union bound. Of course, the bound can be tightened by increasing the first term in the denominator to equal the total number of vertices in the modified glued-trees graph; but we used 2 2k , i.e., the number of POINTERS, as it suffices to prove the Lemma. The "5" in the denominator is the maximum degree.
In the case the input graph is from set B, A P5 must query EXIT, because in this case a MARKER is indistinguishable from a POINTER as both have degree 1. Therefore, A A also wins.
Now consider:
Game B. Given the same oracle as in Game A, the label of ENTRANCE and its four neighbours, and information about which two of the four are in the direction of EXIT. The algorithm wins as soon as it queries by the label of EXIT.
Since we are provided with more information at the outset in Game B than in Game A, it is clear that Game B is no harder to win than Game A. Now consider:
Game C. Given the same oracle as in Game A, the label of ENTRANCE and its four neighbours, and information about which two of the four are in the direction of EXIT. At each step, the algorithm can only query by the label of a vertex to the right of ENTRANCE that had been given or previously returned by the oracle. The algorithm wins as soon as it queries by the label of EXIT.
Game C is not much harder to win than Game B. More precisely:
Lemma 4. Suppose there is an algorithm A B , using at most T = 2 o(k) ≤ 2 k queries, that wins Game B for each graph in A ∪ B with probability at least P B . Then, there is an algorithm A C , using at most T queries, that wins Game C for each graph in A ∪ B with probability at least P B − O(T /2 k ).
Proof. Suppose we are given an algorithm A B that wins Game B with probability at least P B after T = 2 o(k) ≤ 2 k queries. We construct an algorithm A C for Game C that simulates A B .
At each step, A B can perform one of the following Actions:
1. query by the label of a vertex to the right of ENTRANCE that was initially given or previously returned by the oracle, or 2. query by the label of a vertex that does not satisfy the above condition.
We let A C simulate A B by the following Actions:
I. when A B performs Action 1, A C also performs Action 1, or II. when A B performs Action 2, querying by a label l, A C first randomly selects a labelling of a depth 2k binary tree that is consistent with the labels it has seen so far. Then A C imagines that the oracle returns the labels of the neighbours of l according to that labelling.
Note that A C does not actually query the oracle in Action II. Action II can be ill-defined in the event (E 2 ) that the randomly selected labelling does not contain label l, in which case we assume that A C loses. We also assume that A C loses in the event (E 1 ) that, when performing Action I, either of the two returned labels had already appeared during some previous instance of Action II.
If neither event E 1 nor E 2 occurs at any step of the simulation A C , then A C wins with probability at least P B . But at each step of the simulation, we have
since p(E 1 ) is upper bounded by the probability that a random set L, with at most 5 · 2 k labels, contains either of two particular labels within a set of at least 2 2k − 5 · 2 k un-queried labels. (Note that the probability distribution of L is uniform over all subsets of the un-queried labels of size |L|.) Similarly,
since p(E 2 ) is upper bounded by the probability that label l is among labels to the right of ENTRANCE. Therefore, the probability that either E 1 or E 2 occurs at any step of the simulation is O(T /2 k ) by the union bound, and the lemma follows. Now, Game C is essentially the same as the following Game D:
Game D (Game 2 of [CCD + 03], STOC version). Given an oracle that provides a black-box description of a glued trees graph, which upon querying by the label of a vertex, returns as output the labels of all adjacent vertices. Given also the label of the ENTRANCE of this glued trees graph. At each step, the algorithm can only query by the label of ENTRANCE or the label of a vertex that had been previously returned by the oracle. The algorithm wins as soon as the oracle the label of EXIT.
Lemma 5. Suppose there is an algorithm A C , using at most T queries, that wins Game C for each graph in A ∪ B with probability at least P C . Then there is an algorithm A D , using at most T queries, that wins Game D for each glued-trees graph with probability at least P C .
Proof. We may simply let an algorithm A D simulate A C because the queries made by A C are all allowed in Game D, by the design of Game C.
Finally, we conclude that the original problem of deciding P 5 requires exponentially many queries due to the exponential lower bound on Game D [CCD + 03]. This establishes Theorem 3.
On the other hand, we show that this problem can be solved efficiently by a quantum computer.
Theorem 4. Graph property P 5 , under the promise S = A ∪ B, has Q(P 5 ) = poly(k).
Proof. We describe a two-stage quantum algorithm that estimates P 5 using poly(k) queries.
Stage 1. Keep querying a vertex uniformly at random until we hit a POINTER (distinguished by having degree 1). This occurs with high probability after a constant number of queries because the probability of querying a POINTER is 2 2k 2 · 2 2k + 2(2 k+1 − 2) ≈ 1 2 (33) for large k. Then, we perform a classical random walk from the POINTER (never walking backwards to the previously queried vertex). If after k steps we reach another POINTER, we know that we made the wrong turn at the (k/2)-th step (k must be even). So we simply proceed by taking the correct turn at the (k/2)-th step. Continuing similarly, we can reach ENTRANCE (distinguished by having degree 4) after O(k 2 ) queries [CCD + 03]. Upon reaching ENTRANCE from one direction, we walk 2k steps in each of the three other directions (again never walking backwards). One of these directions will lead to another POINTER and we can eliminate that direction as a direction to reach EXIT. This concludes the first stage.
Stage 2. After the first stage, the problem becomes essentially the same as the original glued trees problem. Therefore, in the second stage, we run the quantum walk algorithm of [CCD + 03]. This algorithm is able to query EXIT with high probability after poly(k) queries. Note that EXIT is distinguished by having degree 2 or 5 when the input graph is in set A or B, respectively.
Since this algorithm finds the EXIT using only poly(k) queries, the result follows.
Discussion
We have shown that graph properties do not admit an exponential quantum query speedup in the adjacency matrix model, but that there is a graph property with exponential quantum speedup in the adjacency list model. We emphasize that this work leaves open the question of whether there can be an exponential separation for graph property testing in the adjacency list model. In property testing, the set of "no" inputs must include all those that are ǫ-far away from the "yes" inputs. Our example in Section 4 does not satisfy this condition.
Another question is whether the framework of [Cha18] can be used to address P with other types of symmetries, or more precisely automorphism groups Aut(P) := {σ ∈ S m | P(x) = P(x • σ) for all x ∈ S}.
(34)
Note: as we were completing this manuscript, we learned of [BDP20] , which proves a similar result to that of Sec. 3 also via [Cha18] .
