We present an algorithm for the inversion of marine controlled source electromagnetic (CSEM) data which uses a two dimensional (2D) finite difference (FD) forward driver. This code is demonstrated by inverting a CSEM data set collected at Hydrate Ridge, Oregon, consisting of 25 seafloor sites recording a 5 Hz transmission frequency. The sites are located across a bathymetric high, with variations in water depth of ≈300 m along the 16 km 1 profile. To model this complex seafloor bathymetry accurately, the FD grid was designed by careful benchmarking using a different 2D finite element (FE) forward code. A comparison of the FE and FD forward model solutions verifies that no features in the inversion are due to inaccuracies of the FD grid. The inversion includes the local seawater conductivitydepth profile as recorded by the transmitter's conductivity-temperature-depth gauge, since seawater conductivity is known to have a significant effect on the CSEM responses. An apparent resistivity pseudosection of the CSEM data resembles the 2D inversion in general appearance. However, the inversion provides depth and geometric control of features that can not be provided by the pseudosection and eliminates artifacts generated from the pseudosection projection.
INTRODUCTION
The marine controlled-source electromagnetic (CSEM) method was first developed in the academic world to explore mid-ocean ridges (Evans et al., 1994; MacGregor et al., 1998) and to study the oceanic lithosphere (Cox et al., 1986; Chave et al., 1991; Constable and Cox, 1996) . These applications used a frequency-domain technique whereby a horizontal electric dipole transmitter is towed on or close to the seafloor and seafloor receivers record the transmitted fields at various frequencies and transmitter-receiver ranges (Constable and Cox, 1996) . The marine CSEM method is becoming commonplace in industry to explore for hydrocarbons (Eidesmo et al., 2002; Ellingsrud et al., 2002; Hesthammer and Boulaenko, 2005; Constable and Srnka, 2007) , and the use of CSEM to detect and image seafloor gas hydrates has also shown great potential (Yuan and Edwards, 2000; Schwalenberg et al., 2005; Weitemeyer et al., 2006; Zach and Brauti, 2009; Schwalenberg et al., 2009 ).
The collection of CSEM data in some sense has progressed further than the development of numerical and interpretational tools (forward and inverse codes) that are necessary to analyze the data. One of the first tools available was the 1D CSEM forward modeling code of Chave and Cox (1982) , which formed the basis for a 1D CSEM inversion scheme (Flosadóttir and Constable, 1996) based on OCCAM, a regularized inversion technique that seeks to find the simplest or smoothest model possible. The OCCAM code is popular because it removes the influence of model parameterization and fits the data with a minimum structure model to a given tolerance (Constable et al., 1987) . However, 1D analysis of data is limited to a layered representation of the earth, which is often unrealistic, and so 2D and 3D modeling codes need to be available. Some of the first 2D CSEM modeling codes were developed for studying mid-ocean ridges, which are fairly well approximated using 2D analysis. For example, Unsworth and Oldenburg (1995) developed a 2D forward and inverse finite element code to model mid-ocean ridges, using a subspace technique for inversion. MacGregor et al. (2001) modified the forward code of Unsworth et al. (1993) to handle realistic source-receiver geometries as well as bathymetry, and incorporated it into an OCCAM 2D inversion program of deGroot Hedlin and Constable (1990) . This code was used to invert CSEM data collected at the Valu Fa mid-ocean ridge in the Lau Basin, which was until recently the only published example of a 2D CSEM inversion using real data.
Commercial application of marine CSEM generally moved from 1D to 3D modeling directly because the three dimensional nature of the source field means that a 3D algorithm is in some ways easier to implement than 2D (Constable and Srnka, 2007) . In addition, CSEM 3D inversion codes can be computationally expensive -often requiring the use of massively parallel computing platforms (e.g. Commer et al., 2008) making their use impractical for geophysicists limited to workstation environments, especially when one considers fully anisotropic 3D modeling. However, most CSEM data are collected as single lines or made up of single lines (for example an array of receivers composed of crossing tow lines) making 2D analysis of individual tow lines desirable. The computational expense of 3D modeling can be reduced using a 2D approximation, and the need to discretize the model along all three axes is also removed (Hohmann, 1987; Unsworth et al., 1993) . Because the source field is 3D, 2D inversion and forward modeling is sometimes referred to as "2.5D", but in this paper we will use "2D" for ease of reading and for consistency with the term "1D" modeling (which also uses a 3D source).
The finite difference (FD) and finite element (FE) methods are the two most common techniques applied to forward modeling of CSEM data (Coggon, 1971; Pridmore et al., 1981;  data were initially analyzed by collapsing the two components of the horizontal electric fields into a polarization ellipse whose major axis was modeled to yield an apparent resistivity using the 1D modeling code of Flosadóttir and Constable (1996) . The apparent resistivities were then projected into pseudosections (Weitemeyer et al., 2006) .
While this provided a quick and usable image of the heterogeneity across the line without the need for a more complicated analysis, it provided no quantitative depth estimate for the features observed in the pseudosection. Some estimates of depth were obtained using 1D inversion, but the pseudosections and seismic data display folding and faulting indicative of 2D or even 3D geologic structure, in addition to the dominant 2D nature of the north-south striking bathymetry. Thus the reliability of the 1D inversion depths are questionable. At the same time, full 3D inversion is unwarranted because the full 3D effects are not captured from a single 2D line of data. The CSEM data have been collected normal to the strike of the dominant bathymetry, which is approximately 2D, and the geologic target represented by the seismic bottom simulating reflector (associated with phase change of solid hydrate above and free gas below) is ubiquitous (Tréhu et al., 1999) in the region and by its nature follows the bathymetry. Therefore a 2D forward model and/or inversion is appropriate for analysis and provides constraints on depth and eliminates the artifacts generated by the pseudosection projection presented in Weitemeyer et al. (2006) . Also, it may be shown that the CSEM method has little sensitivity to structure that is more than one quarter to one half the source-receiver spacing in the cross-line direction (Constable, 2010) .
In this paper we examine the application of 2D inverse modeling to a realistic CSEM data set as exemplified by the HR data, and compare the more rigorous inversion to the simple apparent resistivity pseudosection. We use a 2D inversion code similar to the code described by Gao et al. (2008) which uses a 2.5D FD code as the forward driver (this FD forward and inverse code is called SLB-IC here). The third section in this paper gives a description of the SLB-IC algorithm, but first we use forward responses from an adaptive finite element 2D CSEM forward code, by Li and Key (2007) (called SIO-FE here) , to benchmark the construction of a FD grid for the SLB-IC code.
In this way we ensure that the FD grid is accurate enough to characterize the bathymetry in the inversion, while at the same time being fast in computing the electromagnetic field responses. Of course, one might like to use the SIO-FE code for inversion, but this is complicated to implement because the error estimator that is a core part of the adaptive finite element method utilized by the SIO-FE code relies on blocky models with large regions of constant conductivity, and would fail for the small model parameter blocks typically used for 2D inversion models (K. Key, personal communication, 2010) . A more efficient FE algorithm that overcomes this shortcoming is under development and will be used in future 2D inversions (K. Key, personal communication, 2009 ).
FORWARD MODELING OF BATHYMETRY AND FD MESH CONSTRUCTION
The effect of topography on electromagnetic measurements has been examined in Fox et al. (1980) and Jiracek (1990) , with specific attention to the marine CSEM problem presented by Li and Constable (2007) . Bathymetric effects result from the conductivity contrast between seawater and the seafloor, the magnitude of the effect being dependent on transmission frequency, seabed or seafloor conductivity contrast, seawater depth, transmitter-receiver geometry, and the roughness of seafloor topography (Li and Constable, 2007) . Bathymetric effects can have a significant impact on data interpretation when the predicted response from the geologic target is small, as is the case for the HR data. We have noted that FD techniques are limited to a stair step representation of bathymetry and accurate results require many small stair steps, which increases the computational time and memory needed to solve the resulting large grids. Unstructured triangular FE codes are more attractive and flexible for simulating bathymetric effects because they allow precise representation of surfaces using a grid that can conform to any arbitrary shape without propagating cells through the entire model space (Sadiku, 2001; Li and Constable, 2007) .
FE Model and FD Model Implementation
To examine the relative accuracies of the FE code of Li and Key (2007) and FD code of Abubakar et al. (2008) , forward models and comparisons were made between the SIO-FE and SLB-IC forward model responses generated from the CSEM tow over the HR bathymetry profile. The geometry between the transmitter and receivers was assumed to be purely in-line (radial) and the transmitter antenna dip was assumed to be zero. A number of bathymetric half-space resistivities (0.5, 1, 2, 3, and 5 Ωm) were used to select a FD grid that adequately models the bathymetry and is useable for inversion of the HR data set. Figure 1A shows the bathymetric profile for the in-line CSEM tow at HR with 25 receivers spanning the 16 km line. The FE and FD grids discretize the bathymetric profile differently, as shown in Figure ? ?B and C. The FE mesh is able to provide a more accurate model of the bathymetry and adaptively refines around receivers and transmitters, as is evident in the figure.
The SIO-FE code requires creation of a model domain and boundary condition far away from the bathymetric effects. The bathymetry profile is about 25 km in length, and on either end of the profile an assumed constant water depth is extended out to the boundary.
The distance to the boundary was ±40 km (about 89 skin depths away at 5 Hz, assuming Since the SLB-IC utilizes an optimal grid technique (see Abubakar et al, 2008) one only needs to consider a 16 km segment of the 25 km bathymetry profile, where the data were collected; the boundary conditions are automatically taken care of. Where the bathymetry crosses a grid cell an average conductivity was assigned to that cell to take into account the seawater and the seafloor conductivity by a diagonal anisotropic material averaging formula from Keller (1964) . To decrease the memory required by the computations on a single computer only every second transmitter position was modeled, reducing the problem to about 137 transmitter positions. A result was obtained within 5 to 13 minutes depending on the grid size and resistivity.
The selection of a FD grid was first determined by computing the skin depth -the distance, δ, over which field strengths are reduced by a factor of 1/e in a whole-space (Ward and Hohmann, 1987) . The skin depth is dependent on the resistivity of the medium and on the frequency of the source field. In the case of CSEM methods a transmitter 100 m above the seafloor is almost one skin depth away from the seafloor for a transmission fre- difference less then 4%), which is probably due to the fact that they are perpendicular to the bathymetric profile and hence are less sensitive to the changes along the profile and are also less affected by near-surface galvanic effects such as bathymetry. However, because the two codes are so different it is hard to determine why the magnetic fields appear to be more accurate. It was quickly determined that the 50 m by 12.5 m discretization gave the better solution, with most improvement seen in the vertical electric field computation.
The 50 m by 25 m grid tended to underestimate the fields. Any differences that do occur between the FD and FE codes are amplified by a higher resistivity: observe the 5 Ωm and 1 Ωm amplitude ratio plots. The overall mean of the percentage difference between the two calculations is computed for all 25 receivers; the vertical electric fields are affected most with mean percentage difference of -2% , for the magnetic fields the mean percentage difference is -1%, and for the horizontal electric fields the mean percentage difference is just 0.3%. The differences between the FE and FD are negligible for the horizontal electric component of the EM field, so this is the component that we chose to invert for the HR data set. Ranges less than 750 m were not used for inversion due to saturation of the amplifier, and therefore inaccuracies in source representation by the FD code at short ranges are not a concern.
It is important to note that we have only considered a 5 Hz frequency, very specific to the HR case study presented; a different frequency may mean a different mesh is required for inversion of the data.
INVERSION ALGORITHM
This section gives a brief introduction to one of the several inversion algorithms in the SBL-IC and which has been used to invert not only marine CSEM data, but also data generated by the Schlumberger Deeplook-EM crosswell resistivity imaging system (Gao et al., 2008) .
The algorithm presented here is specially designed for large-scale marine CSEM inversion.
The code minimizes a non-linear functional
subject to
where φ d stands for the data misfit functional and φ m is the model misfit functional that is used to enforce constraints on the model in terms of how the model structure varies spatially.
Usually a "smoothness" constraint is enforced within the model cost function by minimizing the spatial first or second derivatives with respect to neighboring model parameters, while occasionally blocky model structure is desired by enforcing a L 1 -norm or mixed L 1 -norm and L 2 -norm constraint on the model parameters (Farquharson and Oldenburg, 1998) . The m is the vector of model parameters to be solved, in this case electrical conductivity, σ, at each cell, which is forced to fall between the lower bounds m min and upper bounds m max during the inversion. Here, we actually parameterize m as the logarithm of the electrical conductivity.
It is desirable to convert the above-mentioned constrained minimization problem to a unconstrained one via some non-linear parameter transformations (Habashy and Abubakar, 2004) , such as
where c i is the transformed intermediate parameter for the i − th model parameter m i .
Thus, we now minimize
Notice that we still desire to regularize on the original model parameter m instead of the transformed parameter c while solving for c. This is important because c is not a physical parameter, and if regularized could produce undesiriable artifacts in the inversion results. As far as we know the approach of mixing the objective function such that the data part employs the transformed variable to enforce upper and lower bounds, while the regularization is applied to the true model parameters has never been applied before. Rather, the usual method, for example using natural log parameterization, uses the transformation in both terms such that the regularization is applied to the transformed variable rather than the true earth parameter.
The data misfit, φ d , is the weighted difference between the measured data, d, and predicted forward model response, S(c), given by
Here W d is in general a data weighting matrix made up of the estimates of the standard deviations of the noise, although some other factors such as sensitivity can be incorporated, depending on the nature of the problem. Specifically, the elements of W d are constructed by the product of the error estimates and the following:
where i is the index for the model parameter, k is the index for the data, and J 0 is the Jacobian matrix of the first iteration. The above weighting scheme prevents the near offset measurements from dominating in the inversion, which is especially important for marine CSEM applications.
The unconstrained minimization problem, equation 4, is solved with a Gauss-Newton minimization approach as
where H is the Hessian matrix (a square matrix of second order partial derivatives of a function), s n is the search vector along which the quadratic cost function is minimized, g n is the gradient of the cost function, and n is the index for the iteration. The Hessian matrix is approximated by neglecting the second order derivative of the cost function and the non-symmetric terms:
and the gradient is
where J n is the Jacobian matrix with respect to m, T n is the regularization matrix, λ is the regularization parameter, P is a transformation sensitivity matrix given by
and ∆m is the model difference between the current model and the reference model.
The Jacobian matrix is calculated using an adjoint method with a set of forward computations in which the roles of the receiver and transmitter are interchanged . All source excitations are solved simultaneously, providing a fast solution for the inverse problem where the solution for many source locations and orientations can be achieved by inverting the stiffness matrix only once.
The Hessian matrix is large and equation 7 is solved with an iterative technique such as conjugate gradient (CGLS), or minimal residual method MINRES for s n . The inversion progresses iteratively using a "dual-control mechanism": (1) the model parameters are updated via a line search algorithm to check that the cost function is reduced at each iteration (Habashy and Abubakar, 2004) ; (2) if the cost function is reduced, inversion goes to the next iteration while keeping the regularization parameter λ intact; (3) if the cost function can not be reduced, the regularization parameter λ (which is set to a relatively large initial value)
is reduced to check whether the cost function can be reduced; (4) if both line search and reduction in λ cannot reduce the cost function, then the inversion is terminated. To guarantee the inversion converges at a reasonable speed, the regularization parameter λ is reduced at a fixed number of iterations no matter whether the line search fails or not. The dual-control mechanism will avoid the premature termination of the inversion due to a failure of the line search and makes the inversion converge smoothly. The other criteria that terminate the inversion include: (1) the data misfit reaches a predetermined tolerance; (2) the difference between the data misfit at two successive iterates is within a predetermined small number;
(3) the difference between the model parameters at two successive iterations is within a predetermined small number; (4) the total number of iterations exceeds a prescribed maximum.
The inversion code can invert for a smooth model or a blocky model depending on the regularization matrix (Farquharson and Oldenburg, 1998 ) and the input data may include multiple frequencies and/or multiple components of the electromagnetic fields. Examples presented in this paper use a smooth model regularization. is able to provide a general pattern and indicates heterogeneity exists across the tow line, but it is unable to reproduce the resistivity of the block, and unable to provide an accurate depth extent.
INVERSION OF THE HR CSEM DATA
The 2D FD inversion code requires field data in an absolute coordinate (x,y,z) system rather than the relative coordinate system (major axis of the polarization ellipse) used previously by Weitemeyer et al. (2006), and so the data are transformed into the individual Cartesian components. The navigational parameters for the transmitter antenna's position (x,y,z) and orientation (dip and angle from geodetic north) are also required for accurate modeling of the dipole source fields. We chose to only invert the inline electric field data because it has a higher data density (every site recorded this, but magnetic and vertical electric field data were only collected at every other site). Also, based on model studies, the magnetic field data are not expected to carry a large signal due to hydrate. While the vertical electric field data are expected to have a signal due to hydrate, based on the bathymetry modeling in the previous section, we expect that an accurate FD mesh for this component would likely be prohibitively large. The real and imaginary components of the electric field are inverted rather than amplitude and phase to avoid phase wrapping, but for easier interpretation we plot the electric field data as amplitude and unwrapped phase as shown in Figure 5 . The observed imaginary and real in-line electric field components were assigned an error of 5% of the datum amplitude and this was used in computing the final RMS error. The receiver positions and the transmitter navigational parameters are also plotted in Figure 5 and were used to set up the transmitter model for inversion of the HR data set. The way the navigational parameters for the transmitter were solved is discussed in detail in Weitemeyer (2008) Figure 8 shows the sequential development of the inversion, and a close up of the final inversion model is shown in Figure 9 . The electric field amplitude and phase data are shown in Figure 5 , with both the starting model 1 Ωm (dashed line) and the final inversion output (solid line). All sites have fairly good fits to the data, except for site 6 amplitudes. The SLB-IC code allows for a "static" correction, to account for an instrument calibration error, which could be applied to obtain a better fit at site 6. However, there are no calibration problems with this instrument that we could identify, and the use of this correction introduces additional structure in the entire model that does not agree well with logs obtained from ODP Leg 204. For this reason the results without a static correction are preferred. We note that the transmitter profile starts at about -7667 m, but the inversion bound extends to -8250 m and edge effects appear to be present where there are no constraints on the model. The western side of the profile drops below the refined bathymetry, resulting in a coarser grid and a possible lack of accuracy there. This is reflected in larger amplitude percentage differences (greater the 25%) for a total of 7 data points from sites 1, 2, and 3. A similar edge effect is observed in one data point at site 25. Within the inversion boundary and away from edge effects there are also about 10 data points (besides the 10 data points at site 6) that have amplitude differences greater than 25% (at sites 11, 13, 14, 17, and 23) and these all occur at short transmitter-receiver offsets. Phase differences greater than 20 • (but less than 40 • ) also occur at sites 12, 15, 21, and 14 (a total of 5 data points) as well as at short transmitter-reciever offsets. About 6.4% of the data (excluding site 6 and edge effects from sites 1-3 and 25) are poorly fit by the inversion. However, the redundancy in the data (i.e. one transmitter is observed by multiple receivers) means that failure to fit a few data points does not have a large effect on the model.
A shallow conductive basin is present below sites 18-25 (A in Figure 9 ), and a shallow resistor is at about the depth of the BSR to the west below sites 1 to 7 (B in Figure 9 ).
At a depth of about 1600 m in the resistivity inversion model there is evidence of resistors that may correspond with anticlines associated with folding in the accretionary prism (C in Figure 9 ). The resistive layer interpreted to be hydrate (to the west) is about 2.5 to 5.5 Ωm (B in Figure 9 ). The deep accretionary complex sediments are 2 to 7 Ωm (C in Figure 9 ).
The resistor below site 16 is 3 Ωm (C' in Figure 9 ). The basin and shallow sediments are more conductive and ≈0.25 times the background resistivity of 1 Ωm (A in Figure 9 ). The final inversion resistivity values are consistent with resistivity well logs located in this area that have values ranging from 0.3 Ωm to 3 Ωm. (Tréhu et al., 2003) .
It is interesting to observe how the inversion model develops iteration by iteration (Fig-ure 8) . The resistive layer near the seismic BSR to the west appears by iteration 4 (B in Figure 8 ) and remains throughout further iterations, with only slight changes to the shape and resistivity. The existence of a resistor below site 16 (C' in Figure 8 ) appears by iteration 8 and is coincident with an anticline observed in seismic data. Finally, the accretionary complex sediments are resistive (3 Ωm), probably due to compaction of sediment,
and dominate the inversion model by iteration 3 and take general shape by iteration 6 (C in Figure 8 ). The shallow conductive feature below site 6 becomes evident by iteration 11
(D in Figure 8 ). The estimated depth of investigation for the inverted data was computed using Frèchet kernels (in 1D) for 5 Hz at a range of 3 km and the depth of sensitivity is about 1.1 km below the seafloor. Given the bathymetry this gives a maximum depth of 1900 m to 2600 m before we start to lose sensitivity, well below the anticlines that occur at about 1600 m depth (C and C' in Figure 8 ).
COMPARISON WITH APPARENT RESISTIVITY PSEUDOSECTION
Apparent resistivity pseudosections were derived for the HR data set by matching the magnitudes of the major axis of the polarization ellipses (Constable and Cox, 1996) to electric field responses from 1D half-space forward models (Weitemeyer et al., 2006) . The apparent resistivies at each range are mapped into a depth by projecting the midpoint between the source and receiver at a 45 degree angle below the seafloor. It is unwise to interpret the depth scale quantitatively with this projection technique, and pseudosections are known to produce pant-leg features, in which surface structures are projected diagonally downwards. Nevertheless, lateral variations in apparent resistivity are meaningful and the inversion and pseudosection image are broadly consistent.
An apparent resistivity pseudosection is plotted with the SLB-IC inversion result in Figure 9 . The inversion provides a quantitative depth scale unattainable from the pseudosection approach, giving both lateral and vertical resistivity distributions. There are many similarities in spite of the fact that the pseudosection is approximate and does not include effects from bathymetry. The conductive pant leg feature observed in the pseudosection still appears but has been collapsed to a surface conductor in the inversion (D in Figure 9 ), confirming that it was an artifact of the pseudosection projection technique. Deeper, the inversion provides an image of the folding associated with the accretionary complex sediments (C in Figure 9 ), also evident in the apparent resistivity pseudosection. The resistor under site 16 is still present and the conductive basin to the east also remains (C' in Figure 9 ).
The resistor under sites 1 to 4 is obviously present in all images, but the 2D inversion limits it to a layer (B in Figure 9 ) rather then the broader depth extent in the pseudosection. Comparison of the 2D inversion model with an apparent resistivity pseudosection generated from the same data set shows some similarity between the two images. The average resistivities are similar, although the inversion generates a model with higher contrast between resistivity highs and lows. General features of the sedimentary structure such as folding and variations in thickness are evident in both images, and a region at the western edge of the profile interpreted as being gas hydrate also shows up as relatively resistive in both. Although some quantitative estimates of depth for features in the apparent resistivity pseudosection can be obtained by 1D inversion (Weitemeyer et al., 2006) , the 2D inversion provides much better quantification of depth, and also provides tighter constraints on the depth extent of the hydrate resistor. Furthermore, there is no quantifiable depth associated with a pseudosection. Thus not only does it have problems creating an accurate image below conductive and resistive features, there is no true depth information. The most obvious improvement from carrying out the more rigorous interpretation comes from the characteristic pant-leg artifact generated by a near-surface conductor in the pseudosection;
the inversion correctly models the conductor as a discrete feature at the surface, allowing a resistive feature below to be properly expressed. An experienced interpreter would unlikely be fooled by the pant-leg feature, but the deeper resistor cannot be imaged without inversion.
That the apparent resistivity pseudosection produces such a reasonable result is probably due to the small resistivity contrasts encountered in this profile, although one might have expected the bathymetry to have a confounding influence based on our forward model studies. We conclude that, while one must be cautious in drawing quantitative conclusions from pseudosections, given their huge computational advantage they provide a useful preliminary interpretation tool, and may serve as a helpful guide in setting up the numerical inversions which will always be necessary for analysis of marine CSEM data. it is an apparent rather than true resistivity. s08  s07  s06  s09  s16  s10  s15  s11 s12 s13  s17  s24  s18  s23  s19  s22  s20 s21  s25   s08  s07  s06  s09   s16  s10  s15  s11  s14  s12 s09  s16  s10  s15  s11  s14  s12 s13  s17  s24  s18  s23  s19  s22  s20 s21  s25   s01  s08  s02  s07  s03  s06  s04 s05  s09  s16  s10  s15  s11  s14  s12 s13  s17  s24  s18  s23  s19  s22  s20 it is an apparent rather than true resistivity.
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