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Abstract. The problem of inferring ancestral genetic information in
terms of a set of founders of a given population arises in various biologi-
cal contexts. In optimization terms, this problem can be formulated as a
combinatorial string problem. The main problem of existing techniques,
both exact and heuristic, is that their time complexity scales exponen-
tially, which makes them impractical for solving large-scale instances.
Basing our work on previous ideas outlined in [1], we developed a ran-
domized iterated greedy algorithm that is able to provide good solutions
in a short time span. The experimental evaluation shows that our algo-
rithm is currently the best approximate technique, especially when large
problem instances are concerned.
1 Introduction
Technical advances in sequencing of genetic material has led to a rapid growth of
available DNA sequences and haplotyped sequences. Given a sample of sequences
from a population of individuals (for example, humans) one may study the evo-
lutionary history of those individuals on the basis of their genetic information.
This is important, for example, for the discovery of the genetic basis of com-
plex diseases. In case the population from which the sample sequences are taken
has evolved from a relatively small number of founders, the evolutionary history
can be studied by trying to reconstruct the sample sequences as fragments from
the set of founder sequences. This genetic model, which is central to the prob-
lem tackled in this paper, was used, for example, in [2,3]. Many ﬁndings from
biological studies support the validity of this model, as, for example, [4]. The
major problem is that neither the number of founder sequences, nor the founder
sequences themselves, may be known. Ukkonen [2] proposed a computational
problem that, given the number k of founder sequences, consists in ﬁnding a set
of k sequences such that the set of sample sequences, also called recombinants,
can be reconstructed using as few fragments as possible. This problem is known
as the founder sequence reconstruction problem (FSRP) or the minimum mosaic
problem [3] and it is NP-complete [5]. A technical description of the problem is
given in the following section.
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Existing techniques. The ﬁrst algorithm that was developed for the FSRP is
based on dynamic programming [2]. However, this algorithm does not scale
well when the number of founders or the number/length of the recombinants
grows. The authors of [3] proposed an exact solver based on tree search, called
RecBlock. This solver, currently the state of the art for what complete solvers
are concerned, can also be applied as a heuristic with varying levels of sophisti-
cation. While the results of RecBlock are very good for rather small numbers
of founders, even the heuristic variants still do not scale well when, for example,
the number of founders grows. This was our motivation for the development of
a simple constructive heuristic and a tabu search algorithm in [1]. Although the
proposed tabu search solver proved to be superior both to the simple construc-
tive heuristic and to the heuristic variants of RecBlock, it showed two major
drawbacks:
– Running times are still too long, that is, the computation of the employed
neighborhood structure is quite time intensive.
– Considering the elevated running times, the improvement over the simple
constructive heuristic was not impressive.
These two drawbacks provided us with the motivation for the work presented in
this paper. First, we wanted to study if the simple constructive heuristic proposed
in [1] can be improved by the incorporation of look-ahead techniques. Second, we
wanted to explore the possibilities of extending the simple constructive heuristic
in order to obtain an iterated greedy algorithm [6], which is a metaheuristic based
on the construction and partial destruction of solutions. This was done with the
intention of developing a fast algorithm that does not need any time-intensive
neighborhood search routine for providing good solutions.
The remainder of the paper is organized as follows. In Section 2 we techni-
cally introduce the FSRP. Section 3 is devoted to the introduction of the simple
constructive heuristic extended by a look-ahead mechanism, while in Section 4
is introduced the randomized iterated greedy algorithm. The subsequent part of
the paper is devoted to the experimental evaluation. We followed a two-phase
experimental analysis of our algorithms, consisting of a parameter tuning phase
as described in Section 5.1, and a comparison to the state of the art as presented
in Section 5.2. Finally, conclusions and an outlook to future work are given in
Section 6.
2 The Founder Sequence Reconstruction Problem
The founder sequence reconstruction problem (FSRP) can technically be de-
scribed as follows. Given is a set of m recombinants C = {C1, . . . , Cm}. Each
recombinant Ci is a string of length n over a given alphabet Σ: Ci = ci1ci2 . . . cin
with cij ∈ Σ ∀ j. In this work we will consider a typical biological application
where the recombinants are haplotyped sequences and Σ = {0, 1}. The symbols
0 and 1 encode the two most common alleles of each haplotype site.
A candidate solution to the problem consists of a set of k founders F =
{F1, . . . , Fk}. Each founder Fi is a string of length n over the alphabet Σ: Fi =
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(c) Decomposition
Fig. 1. (a) shows a set of 5 recombinants in matrix form. Assuming that the number of
founders is ﬁxed to 3, (b) shows a valid solution as a matrix of 3 founders. Denoting the
ﬁrst founder by ”a”, the second founder by ”b”, and the third one by ”c”, (c) shows a
decomposition of the recombinants matrix into fragments taken from the founders. This
decomposition produces the minimum number of breakpoints points, namely 4. Note
that breakpoints are marked by vertical lines. This example is reproduced from [3].
fi1fi2 . . . fin with fij ∈ Σ ∀ j. A candidate solution F is a valid solution if the
set of recombinants C can be reconstructed from F . This is the case when each
Ci ∈ C can be decomposed into a sequence of pi ≤ n fragments (that is, strings)
Fri1Fri2 . . . F rip i, such that each fragment Frij appears at the same position
in at least one of the founders. Hereby, a decomposition with respect to a valid
solution is called reduced if two consecutive fragments do not appear in the
same founder. Moreover, for each valid solution F we can derive in polynomial
time (see [3]) a so-called minimal decomposition. This is a decomposition where∑n
i=1 pi−n is minimal. In the following we call this number the objective function
value of F and denote it by f(F). In biological terms, f(F) is called the number
of breakpoints of C with respect to F .
The optimization goal considered in this paper is the following one. Given
a ﬁxed k, that is, a ﬁxed number of founders, ﬁnd a valid solution F∗ that
minimizes f(·). For an example, see Fig. 1.
3 A Simple Constructive Heuristic with Look-Ahead
In the following we outline a randomized version of the simple constructive
heuristic proposed in [1] extended by a look-ahead technique. This algorithm,
which can be applied in a multi-start fashion as shown in Alg. 1, is henceforth
denoted by Greedy. In the following we explain in detail the working of function
ComputeRandomizedSolution(). Note that throughout the presentation of our al-
gorithms, the set of recombinants C is regarded a matrix with m rows and n
columns. In the same way, a solution F is a matrix with k rows and n columns.
Initialization and filling of the first column. The solution construction process
starts by ﬁlling the ﬁrst column of F , which is done as follows. First, the fraction
p of 0-entries in the ﬁrst column of C is derived. Then, two counters are intro-
duced; counter n0 for the 0-entries in the ﬁrst column of F , and counter n1 for
the 1-entries in the ﬁrst column of F . Both counters are initialized to 1 to ensure
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Algorithm 1. Greedy
1: input: nt ≥ 1, lh ≥ 1, rnd ∈ [0, 1]
2: F ← ConstructRandomizedSolution()
3: while termination conditions not met do
4: F ′ ← ConstructRandomizedSolution()
5: if f(F ′) < f(F) then F ← F ′ endif
6: end while
7: output: F
at least one 0-entry, respectively one 1-entry. Finally, a random number q from
[0, 1] is drawn k−2 times. In case q ≤ p counter n0 is incremented, n1 otherwise.
The ﬁrst column is then composed of n0 0-entries, followed by n1 1-entries. After
ﬁlling the ﬁrst column, some data structures are initialized. For each row i of
C is kept a variable cpi that stores the position of the last breakpoint. These
variables are initialized to 0, because no breakpoint exists yet. More speciﬁcally,
cpi = 0, for i = 1, . . . ,m. Moreover, a variable repi is kept that stores the index
of the founder that represents row i of C after the last breakpoint cpi. For all
rows of C with a 0-entry in the ﬁrst column this variable is initialized to 0, while
for each row of C with a 1-entry the respective variable is initialized to n0 + 1,
that is, the ﬁrst row of F with a 1-entry in the ﬁrst column. More speciﬁcally,
repi = 0 if ci = 0, and repi = n0 + 1 otherwise.
Filling of a column. After ﬁlling the ﬁrst column of F and the initialization
of the data structures, solution F is completed iteratively by ﬁlling one column
after another. In the following we ﬁrst outline the mechanism without look-ahead
procedure. Let us assume that the ﬁrst j − 1 columns are already ﬁlled, and let
us denote the corresponding partial solution by F j−11 . Accordingly, the current
column to be ﬁlled is column j. The positions of column j are ﬁlled one after
the other, starting from row 1. For ﬁlling position fij , let n0 be the number of
rows of C that are represented by founder i and that have a 0-entry in position
j. More speciﬁcally, n0 is the number of rows r of C with repr = i and crj = 0.
Correspondingly, n1 is the number of rows r of C with repr = i and crj = 1.
The actual setting of fij depends on parameter rnd ∈ [0, 1] that determines
the amount of stochasticity that is introduced into the solution construction. A
random number q is drawn uniformly at random from [0, 1]. If q < rnd, fij is
set to 1 with probability n1n1+n0 , and to 0 otherwise. If q ≥ rnd, fij is set to 1 in
case n1 > n0, and fij = 0 in case n0 > n1. Otherwise (that is, in case n0 = n1) a
value for fij is chosen uniformly at random. This means that, even when rnd = 0,
there is still some randomness in the solution construction, introduced by cases
where n0 = n1.
If, after assigning a value to fij , row i can not be represented anymore by its
current representant, one may try to change its representant by an equally good
one. In case fij = 0, this concerns all rows r of C with repr = i and crj = 1;
similarly in case fij = 1. For all these rows r of C a new representing founder
l (where i < l ≤ k) that can equally represent r starting from breakpoint cpr
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Algorithm 2. General iterated greedy (IG) algorithm
1: s ← GenerateInitialSolution()
2: while termination conditions not met do
3: sp ← Destruction(s)
4: s′ ← Construction(sp)
5: s ← AcceptanceCriterion(s, s′)
6: end while
7: output: best solution found
is searched, that is, a row l in F (where i < l ≤ k) such that crs = fls, for all
s = cpr, . . . , j − 1. In case such a founder l can be found, repr is set to 1, and
the search for an alternative representant for row r is stopped.
As a last step, after ﬁlling all the positions of column j, the variables cpr and
repr must be updated for all rows r of C for which freprj = crj. In such a case,
the founder i with the minimum l such that crs = fis, for all s = l, . . . , j must
be determined. After identifying such a founder i, cpr is set to 1, and repr is set
to i.
Look-ahead variant. The look-ahead variant of Greedy depends on parameters
nt (the number of trials) and lh (the look-ahead size). Let us assume that a
partial solution F j−11 is given, which means that column j must be ﬁlled. For
that purpose, nt matrices {J1, J2, . . . , Jnt} each one composed of k rows and
min{lh,m − j} columns are generated. This is done on the basis of the data
structures as given by F j−11 . Note that each matrix Ji represents a possible
extension of F j−11 by min{lh,m − j} columns. For each matrix Ji the optimal
number of breakpoints bpsi obtained by appending Ji to the partial solution
F j−11 is computed. Let I = argmin{bpsi}. The column to be appended to the
partial solution F j−11 is then selected to be the ﬁrst column of JI .
4 A Probabilistic Iterated Greedy Algorithm
Several examples from the literature have shown that constructive heuristics may
be improved by a simple metaheuristic framework known as an iterated greedy
(IG) algorithm; see, for example, [6,7,8]). An IG algorithm starts with a complete
solution. While some termination conditions are not met, it iteratively alternates
between the partial destruction of the incumbent solution (destruction phase)
and the re-construction of the resulting partial solution in order to obtain again
a complete solution (construction phase). The general pseudo-code is provided
in Alg. 2.
The idea for our IG algorithm for the FSRP is based on the fact that solutions
to a problem instance can be constructed from left to right, as explained in the
previous section, but also from right to left. Based on this idea we developed
the IG algorithm that is pseudo-coded in Alg. 3 and henceforth denoted by
BackForth. In the following, the details of this algorithm are explained in
depth.
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Algorithm 3. BackForth: An iterated greedy (IG) for the FSRP
1: input: nt ≥ 1, lh ≥ 1, rnd ∈ [0, 1], d ∈ [0, 0.5], r ≥ 1
2: F ← ConstructRandomizedSolution()
3: right ← true
4: while termination conditions not met do
5: count = 0
6: improved = false
7: while count < r and improved = false do
8: dc = d · n
9: while dc ≤ (1− d) · n and improved = false do
10: Fp ← Destruction(F , dc, right)
11: F ′ ← ReconstructRandomizedSolution(Fp, dc, right)
12: if f(F ′) < f(F) then F ← F ′, improved ← true endif
13: dc ← dc + 1
14: end while
15: count ← count + 1
16: end while
17: right ← not right
18: end while
19: output: F
Function ConstructRandomizedSolution() uses the constructive heuristic out-
lined in Sec. 3 for generating an initial solution from left to right. In the main
loop, the algorithm tries to improve upon the current solution F either by remov-
ing columns from the right, or by removing columns from the left. This is done in
function Destruction(F , dc, right), where right is a boolean variable that controls
the switch between both variants. More speciﬁcally, when right = true columns
are removed from the right hand side, and from the left hand side otherwise. The
number of columns that are removed in function Destruction(F , dc, right) is con-
trolled by a parameter d ∈ [0, 0.5]. The actual number dc of columns to be
removed is ﬁrst set to d · n. If this does not prove to be successful, dc is incre-
mented until an upper limit of (1−d) ·n is reached. This procedure is repeated
at most r ≥ 1 times, where r is another parameter of the algorithm. The use
of function Destruction(F , dc, right) produces a partial solution Fp. Departing
from this partial solution, function ReconstructRandomizedSolution(Fp, dc, right)
produces a complete solution F ′, employing the constructive heuristic outlined
in Sec. 3. In case the newly produced solution is better than the current solu-
tion, variable right switches value and the algorithm tries to improve the current
solution from the other side.
5 Experimental Evaluation
Algorithms Greedy and BackForth were implemented in C++, compiled
with GCC 3.4.6 and options -O3 -fno-rtti -fno-exceptions enabled. All ex-
periments were performed on a cluster composed of dual core 2GHz Intel XeonTM
processors with 6Gb of cache and 8Gb of RAM. As it is useful to distinguish
A Randomized Iterated Greedy Algorithm 43
between the randomized algorithm versions (that is, when rnd > 0) and the
quasi-deterministic algorithm versions (that is, when rnd = 0) we henceforth
refer to the randomized versions as Greedy-Rnd, respectively BackForth-
Rnd. Before we present a comparison of our algorithms to the state of the art,
we ﬁrst report on experiments that we performed in order to ﬁnd a suitable
parameter setting.
5.1 Parameter Tuning
For our experimentation we used the same benchmark set as introduced in [1].
This set is composed of randomly generated instances with m ∈ {30, 50} re-
combinants and n ∈ {2m, 3m, 5m} sites. More speciﬁcally, the benchmark set
consists of ﬁve instances per combination of m and n. The generated instances
are valid and not reducible, that is, no columns can be removed without aﬀect-
ing the optimal solution. Concerning our four algorithm types, that is, Greedy,
Greedy-Rnd, BackForth, and BackForth-Rnd, we need to determine the
best parameter values for each algorithm type. Moreover, we would like to infer
how a certain parameter aﬀects the behaviour of an algorithm type. From now
on we refer to an algorithm type coupled with a speciﬁc parameter setting as an
algorithm instantiation.
In the following we remind the reader about the parameters of the diﬀerent
algorithms. First, all algorithms need a setting for (1) the number of trials (nt),
(2) the look-ahead size (lh), and the amount of randomness used in the solu-
tion construction (rnd). In addition, algorithm BackForth requires a setting
for parameters d (which controls the number of columns to be removed in the
destruction phase) and r (the number of rounds for trying to improve the incum-
bent solution). Regarding nt and lh, we tested the following combinations: (1, 1),
(5, 1), (5, 2), (5, 5), (10, 1), (10, 2), (10, 5). The amount of randomness, rnd, may
be selected from {0.0, 0.01, 0.1, 0.2}. For what concerns parameter d we allowed
the following settings: d ∈ {0.1, 0.25, 0.4}. Finally, parameter r was set to 5 after
initial experiments. These options result in 72 diﬀerent algorithm instantiations.
For the tuning experiments we selected 12 problem instances, one for each com-
bination of m and n, as a training set. We applied each algorithm instantiation
10 times to each instance of the training set, for k ∈ {3, 5, 7, 10}. For k = 3 we
excluded the combinations of with nt > 5 since the number of possible columns
for a 3-founder solution is six. For each run we used a computation time limit
of 50 seconds for the instances with 30 founders, and a computation time limit
of 100 seconds for the ones with 50 founders.
For analyzing the results we employed a rank-based procedure as described
in the following. In order to study if the relative performance of the diﬀerent
algorithm instantiations depends on the number k of founders, we performed
the same analysis for each number of founders. For each problem instance we
computed the average over the 10 applications of each algorithm instantiation.
Then, for each problem instance, we ordered the 72 algorithm instantiations ac-
cording to the average they achieved, that is, the algorithm instantiation with
the best average obtains rank 1, etc. Ties were given the same rank. Then, for
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Table 1. Rank-based analysis of the tuning experiments. The results are presented
separately for each diﬀerent number k of founders.
(a) Ranking for k = 3.
Rank Average rank Algorithm type nt lh d rnd
1 1.167 BackForth-Rnd 5 1 0.1 0.2
30 32.667 BackForth 5 5 0.1
43 39.833 Greedy-Rnd 5 5 0.1
44 40.167 Greedy 5 5
(b) Ranking for k = 5.
Rank Average rank Algorithm type nt lh d rnd
1 1.500 BackForth-Rnd 10 1 0.1 0.2
40 37.000 BackForth 10 5 0.1
72 60.000 Greedy-Rnd 10 5 0.01
74 61.333 Greedy 10 5
(c) Ranking for k = 7.
Rank Average rank Algorithm type nt lh d rnd
1 1.667 BackForth-Rnd 10 1 0.1 0.2
17 18.167 BackForth 10 5 0.4
68 53.000 Greedy-Rnd 10 5 0.1
70 54.167 Greedy 10 5
(d) Ranking for k = 10.
Rank Average rank Algorithm type nt lh d rnd
1 3.167 BackForth-Rnd 10 1 0.1 0.2
3 6.833 BackForth 10 2 0.1
64 50.833 Greedy 10 2
67 51.667 Greedy-Rnd 10 5 0.01
each algorithm instantiation we computed the average rank by averaging over all
instances of the training set. Afterwards, the 72 algorithm instantiations were or-
dered according to their average rank. This approach is particularly useful when
dealing with problem instances where the objective function values are in diﬀer-
ent scales, like in our case. In Tab. 1 for each algorithm type (that is, Greedy,
Greedy-Rnd, BackForth, and BackForth-Rnd) and each founder we re-
port (1) the position of the ﬁrst occurrence in the ﬁnal ranking of the algorithm
instantiations, (2) its average ranking on all problem instances and (3) its de-
scription consisting of algorithm type and relevant parameter settings. These
ﬁgures clearly demonstrate that the best performing algorithm instance, on av-
erage, is BackForth-Rnd with nt = 10 (5 in case k = 3), lh = 1, d = 0.1,
and rnd = 0.2. In other words, the iterated greedy algorithm has clear ad-
vantages over the multi-start heuristic. Moreover, when algorithm BackForth
is concerned, randomness is much more useful than in the case of algorithm
Greedy.
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(a) Comparison for k = 3 (b) Comparison for k = 5
(c) Comparison for k = 7 (d) Comparison for k = 10
Fig. 2. A comparison regarding the solution quality of the best algorithm instantiations
of the four algorithm types
In order to show also the qualitative diﬀerence between the four algorithms
shown in Tab. 1, we compare the average solution qualities they achieved in
Fig. 2. This is done in the following way. For each of the 10 applications we
summed up the result achieved on all problem instances from the test set. This
provides us with 10 values for each of the four algorithm instantiations. These 10
values are shown in the form of box-plot for each algorithm instantiation. The
graphics clearly support the conclusions that we have drawn from the results of
Tab. 1.
Finally, note that the best algorithm instantiation in the comparison does not
use look-ahead (that is, lh = 1). This seems counter-intuitive at ﬁrst. Especially,
because the best performing algorithm instantiations of the other three algo-
rithm types all use a look-ahead value greater than one. The reason seems that,
given a limited amount of time, instead of look-ahead it is better to explore as
many complete solutions as possible. The graphics of Fig. 3 support this claim.
Boxplots show the performance of the best instance of BackForth-Rnd on the
whole training set over the 10 runs when varying the values of the (nt, lh) param-
eters. The y-axis reports the average solution value. As shown in the graphics,
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1
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(a) Performance for k = 3
(10, 1) (10, 2) (10, 5) (1, 1) (5, 1) (5, 2) (5, 5)
1 0
1 00
1 20
1 0
1 0
(b) Performance for k = 5
(10, 1) (10, 2) (10, 5) (1, 1) (5, 1) (5, 2) (5, 5)
11 0
1150
11 0
11 0
11 0
11 0
1200
1210
1220
12 0
(c) Performance for k = 7
(10, 1) (10, 2) (10, 5) (1, 1) (5, 1) (5, 2) (5, 5)
0
50
0
0
0
0
1000
1010
1020
10 0
(d) Performance for k = 10
Fig. 3. A comparison of algorithm instantiations of BackForth-Rnd with varying
values of nt and lh
incrementing the look-ahead is detrimental to the algorithm performance, while
incrementing the number of trials is beneﬁcial. When k = 10 this phenomenon
can also be observed for other algorithm instantiations as shown in Tab. 1(d).
5.2 Comparison to the State of the Art
We tested the best algorithm instantiation as determined by the parameter tun-
ing phase—henceforth denoted by Best—against all techniques used in [1]. For
consistency reasons we maintain the same algorithm notiﬁers in the result ta-
bles as used in [1]. This means that heuristic actually refers to Greedy with
nt = 1, lh = 1, and rnd = 0. Moreover, TS refers to the tabu search presented
in [1]. The remaining algorithms are three variants of RecBlock: (a) an exact
version (rec-exact), (b) a sophisticated heuristic variant (rec-heuristic), and (c)
the lightest heuristic version (rec-D0C1 ).
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Table 2. Results for instances with 30 recombinants. Results are averaged over 5
random instances. The symbol ‘—’ indicates that no solution was returned. Standard
deviations are reported in brackets.
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Remember that the benchmark set consists of 60 problem instances as outlined
at the beginning of Sec. 5.1. Each instance was considered in combination with
diﬀerent numbers of founders, more speciﬁcally, we considered k ∈ {3, . . . , 10}.
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Table 3. Results for instances with 50 recombinants. Results are averaged over 5
random instances. The symbol ‘—’ indicates that no solution was returned. Standard
deviations are reported in brackets.
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Then, as a ﬁrst experiment we applied Best for one hour to each combination
of an instance and a founder number k exactly once. Results are summarized
in Tabs. 2 and 3 in which the average solution qualities and the corresponding
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Table 4. Alternative computation time limits (in seconds)
Number of Notiﬁer
recombinants Best I Best II Best III
30 50 100 180
50 100 200 600
standard deviations are reported. Statistics are taken over the ﬁve instances per
combination of the number of recombinants (m) and sites (n). Note that the
results in [1] were also obtained with a computation time limit of one hour for
each run. Even though the results from [1] were obtained on diﬀerent processors,
they are comparable because the processors have a similar speed.1
The results show that our algorithm achieves, in each case, a better per-
formance than rec-D0C1, heuristic, and TS. This is remarkable, because TS
is build upon a sophisticated neighborhood structure, whereas our randomized
iterated greedy algorithm is very un-sophisticated in comparison. For what con-
cerns the comparison to rec-exact and rec-heuristic, our algorithm is generally
inferior. However, rec-exact and rec-heuristic fail rather soon (that is, with grow-
ing problem size) to produce any solution within the allotted time of one CPU
hour.
In order to study the development of the solution quality obtained by our al-
gorithm over time, we run the algorithm also with other computation time limits.
In particular, we were interested in the behaviour of our algorithm when com-
putation time limits are much more restrictive. Table 4 shows three additional
computation time limits that we used. The resulting algorithm instantiations are
denoted by Best I, Best II, and Best III. In Fig. 4 we show the results in the
following form. Results are averaged over all instances with the same number
of recombinants. For each diﬀerent founder number we show the results of the
Best with the four diﬀerent computation time limits in terms of the percent
deviation with respect to the results achieved by TS. First, it is interesting to
note that in all cases the percent deviation is positive, which means that with
all tested computation time limits our algorithm is better than TS. This is es-
pecially remarkable for the shortest computation time limits of 50 seconds per
run for instances with 30 recombinants and 100 seconds per run for instances
with 50 recombinants. Finally, as expected, the graphics show clearly that our
algorithm improves with growing computation time limits.
On the negative side, the obtained solution quality does not improve impres-
sively over time. Therefore we conclude that, although Best is a valuable and
scalable heuristic, it does not take the best possible advantage of larger time lim-
its. That would suggest that our algorithm is especially suited either as a fast
heuristic upper bound on medium- and large-sized problem instances or as an
1 Consider that all algorithms implemented in this paper are single-threaded and do
not take advantage of parallel architectures; for what RAM is concerned, the algo-
rithms in this paper use less than 5Mb.
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Fig. 4. The y-axis shows the percent deviation of algorithms Best I, Best II, Best
III, and Best over TS. Results are averaged over the instances with the same number
of recombinants. The x-axis ranges over diﬀerent numbers of founders.
improvement step in the context of some population-based metaheuristic, such
as a memetic algorithm or ant colony optimization. In particular, the combina-
tion of our algorithm with a learning-based method should be quite promising
since it can be expected that when learning is incorporated, larger running times
can be exploited more beneﬁcially.
6 Conclusions and Outlook
In this paper we have proposed a look-ahead extension of an earlier proposed
constructive heuristic for the founder sequence reconstruction problem. More-
over, this heuristic extension was used for the development of a randomized
iterated greedy algorithm. Results on a benchmark set of instances show that
our technique outperforms a tabu search method from the literature. Moreover,
it outperforms the heuristic versions of RecBlock, which is a complete solver,
on large size instances. Since our iterated greedy algorithm starts from solution
constructed from scratch, it might be beneﬁcial to use it as a fast black-box
improvement procedure incorporated into a more sophisticated metaheuristic.
This is the main line of our current research for this problem.
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