Forecasting lake level at various prediction intervals is an essential issue in such industrial applications as navigation, water resource planning and catchment management. In the present study, two data driven techniques, namely Gene Expression Programming and Adaptive Neuro-Fuzzy Inference System, were applied for predicting daily lake levels for three prediction intervals. Daily water-level data from Urmieh Lake in Northwestern Iran were used to train, test and validate the used techniques. Three statistical indexes, coefficient of determination, root mean square error and variance accounted for were used to assess the performance of the used techniques. Technique inter-comparisons demonstrated that the GEP surpassed the ANFIS model at each of the prediction intervals. A traditional auto regressive moving average model was also applied to the same data sets; the obtained results were compared with those of the data driven approaches demonstrating superiority of the data driven models to ARMA.
INTRODUCTION
Lakes frequently provide necessary water for various domestic, industrial and agricultural applications (Vuglinskiy, 2009) . Therefore, lake water-level forecasting for different prediction intervals using past records is a hot topic in water resource planning, lake navigation, management of tidal irrigation and drainage canals, etc.
Lake water-level is a complex phenomenon affected by the natural water exchange between the lake and it's watershed, and thus the level reflects the climatic changes within the region. Variations in lake level are outcomes of such factors as precipitation, direct and indirect runoffs from the neighboring catchments, evaporation from the water surface, differences in air and water temperature and interactions between the lake water body and underlying aquifers.
Sophisticated models taking into consideration the aforementioned parameters may in principle be developed, but for many research and practical applications it would be beneficial to have a model which is able of simulating (and predicting) water-level variations based solely on previously recorded, historical levels .
In the recent years, the applications of Artificial Intelligence (AI) techniques [e.g. Adaptive NeuroFuzzy Inference System (ANFIS) and Genetic Programming (GP)] have been widely accepted for modeling complex nonlinear phenomena in hydrology and water resources systems. process) is a stochastic process whose joint probability distribution does not change when shifted in time or space. Consequently, parameters such as the mean and variance, if they exist, also do not change over time or position. Therefore, based on the statistics presented in Table 1 , namely X mean , X max , X min and also SD and C V , it may be concluded that the data used for training, testing and validation were stationary. Then, logically, the ARMA method was used [instead of ARIMA (Auto Regressive Integrated Moving Average) which is suitable for non stationary data], for comparisons. Nevertheless, there is a low stationarity in the applied data (as SD of test period is a bit different from train and validation periods). Therefore, it is expected that the difference between ARMA and ARIMA is not significant. Figure1 displays the time series of the observed lake water levels during the study period. Daily records of lake water level for a period of 31 years (from 1972 to 2003) from which the first 15 years (about 50% of whole data) was employed for model training, 8 years (25% of the whole data) was used for model testing and finally, the last 25% (8 years) was reserved for model validation.
T Ta ab bl le e 1 1. . Statistical parameters of the used data set during the study period F Fi ig gu ur re e 1 1. . Time series of the observed water-level during the study period
Gene Expression Programming
GEP is comparable to GP yet evolves computer programs of different sizes and shapes encoded in linear chromosomes of fixed lengths. The chromosomes are composed of multiple genes, each gene encoding a smaller subprogram. Furthermore, the structural and functional organization of the linear chromosomes allows the unconstrained operation of important genetic operators such as mutation, transposition and recombination. One strength of the GEP approach is that the creation of genetic (Ferreira, 2001a; Ferreira, 2001b) . The most important advantages of GEP are (Ferreira, 2001b) : (i) the chromosomes are simple entities: linear, compact, relatively small, easy to manipulate genetically (replicate, mutate, recombine, etc); (ii) the expression trees are exclusively the expression of their respective chromosomes; they are entities upon which selection acts, and according to fitness, they are selected to reproduce with modification. The procedure to forecast daily lake level variations (as dependent variable) by using the past recorded level values (as independent variables) is as follows:
1. Selection of fitness function, 2.
Choosing the set of terminals T and the set of functions F to create the chromosomes, 3.
Choosing the chromosomal architecture, 4.
Choosing the linking function, 5.
Choosing the genetic operators. Table 2 summarizes the essential information about the applied GEP models. More detailed information about the GEP modeling procedures can be found in e.g. and Shiri et al. (2012) .
One of the strong points of using GP (i.e. GEP) over other data driven techniques (e.g. ANFIS) is in its capability for producing mathematical expressions of the relationship between the independent and dependent variables. Nevertheless, in some cases, the program size (depth of parse tree) grows dramatically and produces nested functions. Therefore, it is necessary to penalize the complex models to produce parsimonious relations. There are several empirical models to control bloat, but the application of "Parsimony Coefficient" may be regarded as a proper method as described by Poli and McPhee (2008) .
T Ta ab bl le e 2 2. . General description of the applied GEP models A common rule set may have n inputs and j IF-THEN rules and can be expressed as: (3) where k i , l i ,……p i , q i and r i are parameters with i = 1, 2, 3, …, j corresponding to Rule 1, Rule 2, Rule 3, …, Rule j. In a Type 3 Sugeno fuzzy model, the output of each rule is a linear combination of input variables plus a constant term and the final output y is the weighted average of each rule output. The corresponding equivalent ANFIS architecture is represented in Figure 2 . The node function in the same layer of the same function family is described as follow (Jang, 1993) The node function O 1 i is the membership function of A i and specifies the degree to which the given input T mean (or R S ) satisfies the quantifier A i . The membership function for A is usually described by bellfunctions, such as: (5) or (6) where {a i , b i , c i } is the parameter set and µ is the membership function of A i . As the values of these parameters change, the bell-shaped function varies accordingly, thus exhibiting various forms of membership functions depending on the linguistic label A i . In fact, any continuous and piecewise differentiable functions, such as commonly used triangular of trapezoidal membership functions, are also qualified candidates for node function in this layer. Fuzzy membership functions can take many forms, but simple straight lines (triangular) and Gaussian functions are often preferred (Vernieuwe et al. 2005 ). In the current work the triangular membership functions were applied. Parameters in this layer are referred to as premise parameters.
Layer 2: This layer consists of circle nodes labeled TT which multiply incoming signals and sending the product out. For instance , i = 1, 2.
Each node output represents the firing strength of a rule. Layer 3: In this layer, the circle nodes labeled N, calculate the ratio of the i-th rule firing strength to the sum of all rule firing strengths = , for i = 1, 2.
The outputs of this layer are referred to as normalized firing strengths. Layer 4: All of the nodes in this layer are adaptive with a node function (9) where w i is the output of layer 3, and {p i , q i , r i } is the parameter set. Parameters in this layer are called consequence parameters. 
Forecasting Water Level Fluctuations of Urmieh Lake using Gene Expression Programming and Adaptive Neuro-Fuzzy Inference System Thus, an adaptive network which is functionally equivalent to a Type 3 fuzzy inference system has been made.
Modeling Procedure
According to Khatibi (2004) the modeling procedure of time series analysis consists of three major phases as follows: Phase 1: reviewing the data for any possible discontinuity in both dependent and independent data sets and choosing the appropriate software; dividing the data into training, testing and validation sets.
Phase 2: implementing the time series analysis as per selected modeling application; setting the parameters of selected software and producing the results. This phase depends on the time-series analysis technique; for instance, in the case of GEP the primary objective is to identify the relationship between independent and dependent variables.
Phase 3: Post-processing the results in relation to training, testing and validation and, if applicable, carrying out some sensitivity analysis.
RESULTS AND DISCUSSIONS
The performance of the applied techniques was evaluated in terms of the Coefficient of Determination (R 2 ), Root Mean Squared Error (RMSE) and Variance Accounted For (VAF) computed as follows: (11) (12) (13) Where H 0 is the lake water level observed (recorded) at the ith time step, H M is the corresponding simulated lake water level, n is number of time steps, H -0 is mean of observational values and H -M is mean value of the simulations.
The coefficient of determination (R 2 ) may range from 0 to 1, with higher values indicating better model performance. The RMSE describes the average magnitude of the errors (differences between the observational values and model results. It can range between 0 and, with lower values indicating better model performance. VAF also provides a good insight intothe applied model performance; the optimal value of VAF is 100, representing the perfect fit.
To begin with, several different input combinations were used to train, test and validate GEP and ANFIS models.
The partial auto-correlation statistics of water-level data and the corresponding 95% confidence interval for lags from 0 to 10 were estimated. The results presented in Figure 3 indicate that the partial auto-correlation function demonstrates significant correlation up to lag 3 and, thereafter, falls within the confidence limits. The analysis suggests that 3 antecedent water-levels would form adequate inputs to the employed models. In the present study, however, the following combinations were tested:
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(iii) H t-2 , H t-1 , H t (iv) H t-3 , H t-2 , H t-1 , H t (v) H t-4 , H t-3 , H t-2 , H t-1 , H t (vi) H t-5 , H t-4 , H t-3 , H t-2 , H t-1 , H t
Consequently, these input combinations were used for predicting water-level one time step ahead (H t+1 ). Once the optimal input combination for predicting H t+1 was determined, it will be applied for predicting H t+7 as well as H t+30 (weekly and monthly time intervals).
F Fi ig gu ur re e 3 3. . Partial auto-correlation function of the daily water-level data
In the present study the commonly used grid partitioning identification method of ANFIS model was applied to model the relation between the input-output variables. The triangular membership functions were applied for prediction in accord with Russell and Campbell (1996) . The number of the MFs was determined iteratively.
Table3 summarizes the statistical indexes of the applied test models based on the testing data. Clearly, both the GEP and ANFIS models gave the same results during the test period for predicting daily lake level variations. It can also be concluded that the triple input GEP and ANFIS models give the best results, while expanding the input variables back, beyond H t-2 does not improve the accuracy. This result is in direct agreement with the input vector size suggested by the partial auto-correlation function. In order to assess the accuracy of the GEP and ANFIS models to traditional time series analysis methods, the ARMA was applied to the same testing datasets, and the obtained statistics are summarized in Table4. Similarly with the GEP and ANFIS methods, the triple-input ARMA model was performing the best compared to other input combinations. Inter-comparisons of Tables 3 and 4 reveal that the accuracy of all three applied methodologies in predicting daily lake level variations was the same.This is also confirmed by Figure 4 , which displays the observed and 1-day head predicted waterlevels for the test period. The triple-input combination was the optimal combination for 1-day ahead predictions; it was therefore used for predicting weekly as well as monthly water-level variations with the GEP, ANFIS and ARMA models. The simulation results for the test period are presented in Table5. From an analysis of the table it follows that all three applied models have almost a same level of capability for the weekly prediction interval. For the monthly predictions, ANFIS performs better than the GEP and ARMA models according to the RMSE statistics. The observed and predicted lake levels for weekly and monthly prediction intervals based on the testing data are shown in Figures 5 and 6 , respectively. The figures demonstrate that the R 2 value of ANFIS model is higher than the GEP and ARMA models. However, the fit lines of the ARMA and GEP models are closer to the ideal line than that of the ANFIS model (see the fit line equations in Figures 5-6 Listed in Table6 are the validation statistics of the applied models for predicting water-levels one day, 7 days and 30 days ahead. The results clearly show that GEP and ARMA models surpass the ANFIS model at all three prediction intervals. Meanwhile, the accuracy of the GEP and ARMA models are close to each other and it may be concluded that all these approaches can be applied for forecasting water-levels. However, as mentioned previously, the main advantage of the GEP model is in giving explicit mathematical expressions for the studied cases, which may be subject to interpretation from physical viewpoint. Table 7 represents the GEP expressions of the optimal models. The scatterplots of the observed and predicted lake water level values are illustrated in Figures 7-9 . The illustrated scatters of these figures represent that all of three applied models may be applied as good alternatives for each other in modeling daily lake level forecasting issues. Nevertheless, a major strong point of GP (i.e. GEP) over other soft computing as well as traditional models is in giving explicit mathematical expression for the studied case, which the other models (e.g. ANFIS and ARMA) are black box models. However, this is a black and white approach to study the superiority of the available techniques in modeling water level variations in lakes (e.g. saline lakes).
