Samples of volcanic tuffs were collected from the Arizaro Basin and Salar de Arizaro (n=10, Boyd, 2010) and the Antofalla Basin and Salina del Fraile (n=23) during the springs of 2009-2010. Separation methods were modified from Cassel et al. (2009) and closely follow those of Dettinger and Quade (in press). A portion of each sample was disaggregated in a ceramic mortar and pestle and reacted with 6N HCl until all carbonate was removed. Samples were then rinsed thoroughly 3 times with DI water. Then samples were run through brass sieves to obtain size fractions 250-125m and 125-53m. These size ranges were preferred to ensure the smallest glass particles, made up entirely of hydration rind, yet not too small and therefore likely altered to clay (Friedman et al., 1993).
The sample fractions were density separated by suspension in the heavy liquid, lithium polytungstate (LST). LST is soluble in water so it was diluted with DI water to the specific gravity of glass ( =2.2 to 2.25 g/ml). After heavy liquid separation, the glass fraction sometimes still had some clay present, so separates were mixed with DI water in a small beaker and ultra-sonicated to decant off the suspended clay. This approach is used instead of the HF treatment applied in Cassel et al. (2009) and Mulch et al. (2008) but has been shown by Dettinger and Quade (in press) to be effective at removing clay and cause less unknown variability in D glass values due to HF treatment. In addition minor amounts of biotite flakes were also present after heavy liquid separation, so samples were run through a Frantz Isodynamic Separator to remove magnetic minerals. Visual inspection with a petrographic microscope was used to determine the purity of glass separates.
Once the glass separates were ~99% pure they were weighted out to 1-2mg in 3x5 mm silver capsules and stored under a vacuum at the University of Wyoming's Stable Isotope Facility (UWSIF). Glass samples were run on a thermal conversion elemental analyzer (TC/EA) coupled with a Thermal Finnegan Delta V isotope ratio mass spectrometer (IRMS) at the UWSIF. Calibration of the sample isotope ratios was based on internal lab standards as well as international standard reference materials. The standard reference materials were PEF-1/IAEA-CH-7 (foil), and . After repeated analysis and correction at UWSIF, the standard reference materials PEF-1, NBS-22 and NBS-30 yielded D values -104.5 ± 1.2‰, -116.8 ± 1.0‰ and -64.7 ± 1.8‰, respectively. All isotope ratios are reported in D notation in reference to Vienna Standard Mean Ocean Water (VSMOW). Precision of the UWSIF instrumentation based on several runs of standards and unknowns is better than 4.0‰ within a single run and better than 2.0‰ over multiple runs. Glass samples from unique tuffs were run in triplicate to allow for calculation of standard deviations and averages.
Converting D glass to D paleowater Hydrated volcanic glass is depleted in deuterium compared to parent water with D glass values 30-35‰ lower than D paleowater (D pw ) values (Friedman et al., 1993) . D glass values (Table  DR1 ) are converted to D paleowater (D pw ) using the fractionation factor () of 1.0343 published by (Friedman et al., 1993) This temperature independent fractionation factor is imperfect because it is based on a limited range of samples, and evidence from Nolan and Bindeman (2013) suggests some temperature dependence of D glass values. However, Dettinger and Quade (in press) shows that modern (<0.55 Ma) Puna Plateau D glass values converted to D meteoric water values using this fractionation factor give D mw values statistically indistinguishable from D mw values determined from modern water samples (n=6) collected from small streams and springs on the Puna Plateau, suggesting that this fractionation factor can be applied to this region (Dettinger and Quade, in press).
Determing wt % Water of Hydrated Volcanic Glass
Different amounts of an in-house stearic acid standard with known weight % hydrogen were run along with our hydrated volcanic glass samples to derive an empirical relationship between hydrogen amount (g) and sample peak area for the stearic acids. An example of the empirical relationship between stearic acid amount and sample peak area used in one of our three sample runs is depicted in Fig. DR13 . This relationship was then applied to our glass samples to determine wt % hydrogen based on their chromatograph peak areas and converted to weight % H 2 O assuming a 1:1 relationship. This way of determining wt % H 2 O is not the most accurate since some of the hydrogen is present as protons and not as molecular water as a result of the exchange reactions during the glass hydration process (Nolan and Bindeman, 2013) . Therefore we are likely over estimating the wt % H 2 O of our glass samples.
No strong relationship between wt % H 2 O, age or depositional environment is observed ( Figure DR9a) . A graph depicting the relationship between wt % H 2 O, D, and depositional environments is shown in Figure DR9b . Four samples (3SF4, 8SF3.8, 6SF664, and ARB09-9), which approach an in-house kaolinite standard's range for wt % H 2 O (wt% H 2 O > 10) are likely contaminated by adhering clay particles. Although the ultra-sonication and decanting step of our sample treatment (described above) should get rid of clays when present, some of the variability seen in our glass samples could be due to adhering clay particles. We also compared our samples in terms of peak area (an approximation of H concentration and if we assume a conservative 1:1 relationship, H 2 O amount as well)) and amount (mg) to those values for our in-house biotite and kaolinite standards. The biotite standard represents a starting H 2 O amount from a magmatic source and the kaolinite standard represents the clay alteration end-member H 2 O amount. These comparisons for our three sample runs are shown in Figure DR10 -12. Values that approached the kaolinaite (alteration end-member) were thought to be contaminated by clay particles and again including samples 3SF4, 8SF3.8, 6SF664, and ARB09-9 ( Fig. DR10-12 ). Therefore, these samples were not included in our paleoelevation estimates.
ATMOSPHERIC THERMODYNAMICS MODEL Relative Humidity and Temperature Initial Conditions
We use unique starting relative humidity and temperatures for our Eocene vs. Oligocenerecent modeled paleoelevatoins. We acknowledge that global climate is still dynamic through the rest of Cenozoic (i.e. Middle Miocene Climatic Optimum), but the major hydrologic shift at the Eocene-Oligocene boundary is assumed to be the most important for our paleoelevation modeling. This is supported by evidence from Zhang et al. (2013) , which shows that subtropical Atlantic sea surface temperatures (the assumed moisture source for precipitation hydrating our glass samples) have remained relatively constant throughout the Oligocene to the recent.
Assuming the Source of Moisture to the Puna Plateau
For our application of the Rowley (2007) model to our samples, we assumed the subtropical Atlantic, like today, is the source of moisture for precipitation on the Puna Platuea. We also assume the isotope effect of continentality is not greatly expressed as precipitation moves across the Amazon Basin to the orogenic front due to high rates of evapotranspiration (Longinelli & Edmond, 1983) across the tropical forests of the Amazon, which have been an important buffer against fractionation of precipitation since the Eocene (Burnham and Johnson, 2004) .
Model results from (Ehlers and Poulsen, 2009) suggest that if the Andes were low, moisture could source from the Pacific, but air parcels would still have to travel southward around the Patagonian Andes and up north again before raining out on the Puna Plateau (Ehlers and Poulsen, 2009 ). Thus, any positive shift (δD precipitation > -20‰) in the isotopic composition of precipitation due to changing the moisture source to the Pacific (Speelman et al., 2011) would be compensated by greater isotopic expression of the continentality effect. Therefore, for the purposes of our paleoelevation model we assume the moisture source is the subtropical Atlantic for all time periods as the ultimate expression of high altitude precipitation on the Puna Plateau would not be greatly affected by changing the ocean source.
Climate Corrections for Warmer Troposphere in Early Cenozoic
During greenhouse periods such as the Eocene, infrared absorption in the upper troposphere is enhanced (Poulsen & Jeffrey, 2011) , resulting in a decreased temperature gradient between the surface and the upper troposphere. This leads to more positive isotope (D or  18 O) values of precipitation at high elevations due to the temperature dependence of fractionation during precipitation (Poulsen & Jeffrey, 2011) . Based on isotopic data from alkenones extracted from deep sea cores, CO 2 concentrations during the Eocene ranged from ~ 1500 to 1000 ppmv and 1000 to < 500 ppmv during the Oligocene (Pagani et al., 2005) . In order to correct for periods of Cenozoic warming due to increased pCO 2 , the climate corrections modeled by Poulsen and Jeffrey (2011) for 2x (560 ppmv) and 4x (1120 ppmv) modern pCO 2 were applied to the atmospheric thermodynamic model (Rowley, 2007) . The 2x and 4x climate corrections fit within the range of reconstructed CO 2 concentrations for the Oligocene and Eocene, respectively (Pagani et al., 2005 Figure DR14 and yield paleoelevations ca. 7 km during the late Eocene. These even higher paleoelevations may not be realistic based on how thick the crustal lithosopheric root would have to be to support these elevations. However, what is clear from all our paleoelevation models is that the Puna Plateau has been a high topographic feature since at least ~ 36 Ma.
U-PB GEOCHRONOLOGY
Previous U-Pb ages on zircons and 40 Ar/ 39 Ar and K/Ar ages (feldspars, micas, etc.) show that the tuffs range in age from ~38 Ma to present in the Salar de Antofalla and Salina del Fraile area, and ~20 Ma to 11 Ma in the Arizaro Basin (Adelmann, 2001; Kraemer et al., 1999) . Our 23 new U-Pb zircon ages confirm this age range for the Salar de Antofalla and Salina del Fraile, with samples giving a range of ages from 37.1 ± 8.4 Ma to 0.5 ± 0.5 (Table DR1 & DR2) . The Arizaro U-Pb zircon sample ages from Boyd (2010) expand the range of ages in this region to 34.8 ± 2.3 Ma to 0.4 ± 1.0 Ma (Table DR1 & DR2). For our 23 newly dated tuffs, zircon crystals were extracted from samples at the University of Wyoming by traditional methods (Gehrels et al., 2008) . First samples were crushed using a jaw crusher and disk mill. Then samples were separated with a Wilfley table, Frantz Isodynamic Separator and suspension in the heavy liquid methylene iodide diluted with acetone to a specific gravity () of ~ 3.3 g/ml. Samples were processed such that all zircons were retained in the final heavy mineral fraction. A split of these grains (generally 50-100 grains) was selected from the grains available and sent to the University of Arizona's LaserChron Center. They were incorporated into a 1" epoxy mount together with fragments of their Sri Lanka standard zircon. The mounts are sanded down to a depth of ~20 microns, polished, imaged, and cleaned prior to isotopic analysis.
U-Pb geochronology of zircons from the Salar de Antofalla, Salina del Fraile and Arizaro Basin/Salar (Boyd, 2010) was conducted by laser ablation multicollector inductively coupled plasma mass spectrometry (LA-MC-ICPMS) at the Arizona LaserChron Center (Gehrels et al., 2008) . The analyses involved ablation of zircon with a New Wave UP193HE Excimer laser using a spot diameter of 30 microns and ablation pit depth of ~15 microns. U, Th, and Pb isotopes were measured simultaneously as the ablated material was carried in helium into the Pb/ 204 Pb were applied to these compositional values based on the variation in Pb isotopic composition in modern crystal rocks. Inter-element fractionation of Pb/U was generally ~5%, whereas apparent fractionation of Pb isotopes was generally <0.2%. In-run analysis of fragments of a large zircon crystal (generally every fifth measurement) with known age of 563.5 ± 3.2 Ma (2-sigma error) was used to correct for this fractionation. The uncertainty resulting from the calibration correction was generally 1-2% (2-sigma) for both 206 The analytical data from the University of Arizona's Laserchron Center are reported in Table DR2 , Canavan (2012) and Boyd (2010) and include 31 of the 33 samples. The other two, A10-Ash1 and A10-I1 (Table DR1) were run at the University of California Los Angeles microprobe facility and can be found in Schoenbohm and Carrapa (in press). Uncertainties shown in Table DR2 are at the 1-sigma level, and include only measurement errors. The software Isoplot was used to interpret ages according to the methods laid out by (Ludwig, 2008) . For more detailed information on the methods used at the University of Arizona's Laserchron Center please see (Gehrels et al., 2008 Note: Analyses conducted by LA-MC-ICPMS, as described by Gehrels et al. (2008) . U concentration and U/Th are calibrated relative to Sri Lanka zircon standard and are accurate to ~20%. Common Pb correction is from measured 204Pb with common Pb composition interpreted from Stacey and Kramers (1975) . Common Pb composition assigned uncertainties of 1.5 for 206Pb/204Pb, 0.3 for 207Pb/204Pb, and 2.0 for 208Pb/204Pb. U/Pb and 206Pb/207Pb fractionation is calibrated relative to fragments of a large Sri Lanka zircon of 563.5 ± 3.2 Ma (2-sigma). U decay constants and composition as follows: 238U = 9.8485 x 10-10, 235U = 1.55125 x 10-10, 238U/235U = 137.88. All uncertainties are reported at the 1-sigma level, and include only measurement errors.
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*Analyses with 206Pb/238U age > 500 Ma and with >20% discordance 80% concordance) are not included. Analyses with 206Pb/238U age > 500 Ma and with >5% reverse discordance (<105% concordance) are not included. †Analyses with >10% uncertainty (1-sigma) in 206Pb/238U age are not included §Analyses with >10% uncertainty (1-sigma) in 206Pb/207Pb age are not included, unless 206Pb/238U age is <500 Ma. #Best age is determined from 206Pb/238U age for analyses with 206Pb/238U age <1000 Ma and from 206Pb/207Pb age for analyses with 206Pb/238U age > 1000 Ma. ** Concordance is based on 206Pb/238U age / 206Pb/207Pb age. Value is not reported for 206Pb/238U ages <500 Ma because of large uncertainty in 206Pb/207Pb age. † †Weighted mean and concordia plots determined with Isoplot (Ludwig, 2008) . § §Systematic errors are as follows (at 2-sigma level): [sample 1: 2.5% (206Pb/238U) & 1.4% (206Pb/207Pb)]. These values are reported on cells U1 and W1 of NUagecalc.
