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ABSTRACT
We use the large homogeneous sample of late M dwarfs, M7 to M9.5, of Ahmed &
Warren (2019) matched to Gaia DR2, to measure the relation between absolute mag-
nitude and spectral type, and to infer the multiplicity fraction of the population, and
the distribution of mass ratios in the binary systems. Binaries are identified photo-
metrically as overluminous sources. In order to define a sample that is unbiased with
respect to multiplicity we use distance limits that are a function of G − J colour to
define a volume-complete sample of 2706 systems. The G − J colours are very precise,
with random errors all less than 0.02. We measure absolute magnitudes MJ that are
on average 0.5 mag. brighter than previous determinations. We find evidence that the
discrepancies arise from differences in spectral types in different samples. The mea-
sured binary fraction is 16.5 ± 0.8%, of which 98% are unresolved: both values are
consistent with results of previous studies. The distribution of excess flux in the bi-
naries, compared to the singles, is used to infer the mass ratio distribution f (q) ∝ qγ,
where q = Ms/Mp. We infer a very steep distribution over this spectral range, with
γ > 10 (99% probability). This says that unresolved ultracool M dwarf binaries reside
almost exclusively in equal mass systems, and implies that the spectral types of the
unresolved binaries match to with 0.5 spectral subtypes. The intrinsic scatter in ab-
solute magnitude MJ for ultracool M dwarfs at fixed G − J colour is measured to be
0.21 mag.
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1 INTRODUCTION
The luminosity function is a fundamental property of the
population of stars. The measurement of the field luminos-
ity function of ultracool dwarfs, spectral type M7 and later,
has proved difficult. The main bottleneck in this work used
to be the measurement of distances, but with the release of
Gaia DR2 (Gaia Collaboration et al. 2018) this is no longer
the case. Instead the limiting factor is the time involved in
spectroscopic identification of candidates. The situation for
hotter stars is completely different. For these more lumi-
nous stars large samples of dwarfs with accurate GBP −GRP
colours, which may be transformed to luminosities, may be
selected from the Gaia database. While there are in fact
large numbers of ultracool dwarfs detected by Gaia, at high
S/N, very few have accurate Gaia colours: at G = 20 typi-
cal uncertainties are σG = 0.01, but for GBP and GRP the
uncertainties are 20 times greater (Gaia Collaboration et al.
2018). This means that for measuring the luminosity func-
? E-mail: s.j.warren@imperial.ac.uk
tion, selecting samples using Gaia data alone is not effective,
since the spectral types (equivalent to luminosity) cannot be
determined accurately.
The current state of the art for measurement of the lu-
minosity function, for the spectral range from M7 to L5,
is the study by Bardalez Gagliuffi et al. (2019) who used
a volume-limited sample of 410 dwarfs within 25 pc of the
Sun. This sample is still quite moderate in size, but increas-
ing the size by an order of magnitude is not feasible using the
conventional route of measuring spectral types using spec-
troscopy. An alternative approach is to determine spectral
types using accurate multiband photometry. Skrzypek et al.
(2015) developed the phototype method, which employs 8-
band izY JHKW1W2 photometry, to measure accurate spec-
tral types without spectroscopy. They applied the method
to produce a sample of 1361 L and T dwarfs brighter than
J = 17.5 (Skrzypek et al. 2016). Ahmed & Warren (2019)
extended this work to earlier spectral types and produced a
sample of 33 665 M7 to M9.5 dwarfs, to the same magnitude
limit. The accuracy of the spectral typing is better than one
spectral sub-type, and is competitive with spectroscopy.
© 2020 The Authors
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The phototype method has increased the size of samples
of ultracool dwarfs with accurate spectral types by an order
of magnitude. These samples can be matched to Gaia to pro-
duce larger volume-limited samples than existing. The pho-
totype samples cited above reach larger distances than Gaia
for ultracool dwarfs, primarily because they are selected in
the near-infrared. The volume of the phototype samples can
therefore be maximised by using a calibration between spec-
tral type and luminosity, rather than employing the Gaia
distances directly. This will be useful, for example, in inves-
tigating the local vertical structure of the disk of the Milky
Way.
The best existing calibration of the relation between
absolute magnitude and spectral type for ultracool dwarfs
comes from the study of Dupuy & Liu (2012), who used pre-
Gaia ground-based parallaxes, covering the spectral range
M6 to T9. They derived polynomial relations between ab-
solute magnitude and spectral type, for several photometric
bands, but the number of sources remains relatively small,
∼ 10 per subtype. The principal goal of the current paper is
to use Gaia parallaxes to determine an improved calibration
between spectral type and absolute magnitude for spectral
types M7 to M9.5. This measurement involves identifying
unresolved binaries within the sample, since they will ap-
pear as apparently overluminous sources. We therefore have
expanded the analysis to include a measurement of the mul-
tiplicty of M7 to M9.5 dwarfs. To quantify the multiplicity
requires a careful consideration of selection biases involved
in matching a magnitude-limited sample to Gaia.
Two key parameters used to describe multiplicity are
the frequency of multiple systems (MF) and the companion
frequency (CF). The MF is the frequency of multiple systems
as a proportion of the total number of systems. The CF is the
average number of companions per system and can exceed
100%. There is a well-known trend of decreasing MF and
CF with primary mass (Ducheˆne & Kraus 2013). This trend
continues towards the lowest masses, from early M down to
the ultracool dwarfs, types ≥M7. An additional important
property is the distribution of mass ratios. Defining q as
the mass ratio MsecMprim ≤ 1, it is common to characterise the
distribution of mass ratios as a power law
f (q) ∝ qγ , (1)
which applies over the range 0 < q < 1. A large value of γ,
a “steep” index, e.g. γ > 5, implies that the components of
most binaries are of approximately equal mass.
We now summarise some of the main recent surveys
for multiplicity for cool and ultracool primaries. A survey
by Close et al. (2003) of 39 M8.0 to L0.5 stars found a
MF of 15 ± 7% for separations greater than 2.6AU. Gizis
et al. (2003) analysed 82 nearby field late M and L dwarfs
using the Hubble Space Telescope and estimated a MF of
15 ± 5% for separations in the range 1.6 to 16 AU. Allen
(2007) undertook an extensive Bayesian investigation of ul-
tracool dwarfs finding a best fit CF (approximately equal to
MF, because dominated by binaries) of ∼20-22%, for types
M6 and later, with a wide binary frequency, defined as sep-
aration distance>20AU, contributing no more than 1-2%.
Law et al. (2008) found a MF of 13.6 +6.5−4 from a sample of
77 field M dwarfs from M4.5 to M6.0. Dieterich et al. (2012)
calculated a MF for M0-M9 dwarfs of 10.3+3.4−2.1%, for sepa-
rations of 5 − 70AU, based on 126 systems within ∼ 10 pc
of the sun. Some of these surveys provide only lower limits
to the total MF, as they are not sensitive over some separa-
tion ranges. Many of these results also depend on complex
corrections for incompleteness.
The largest recent study of the multiplicity of M dwarfs
is the analysis of a volume-limited survey of 1120 M dwarf
primaries within 25 pc by Winters et al. (2019). They es-
timated a MF of 26.8 ± 1.4% (23.7% before correction for
incompleteness), nearly all in singles or binaries, with only
0.3% being in triples or higher order systems. The MF de-
clines with mass, and the measured MF for M dwarfs of mass
0.075−0.15M, uncorrected for incompleteness, is 19.8±3.6%.
This corresponds to the spectral range M4 to M9. Applying
the same correction factor implies a true MF of 22.4 ± 4.1%
for this mass range, in agreement with the measurement of
Allen (2007) of 20 − 22%, cited above. The survey is limited
to stellar companions of M dwarf primaries i.e. companions
down to L2. There is a trend towards higher average mass
ratios for lower mass primaries. This could be in part be-
cause brown dwarf companions are excluded, but they ar-
gue that including brown dwarfs would make little change
to this trend. This trend towards equal mass ratios at the
bottom of the main sequence agrees with the conclusion of
Ducheˆne & Kraus (2013) who argued that the flatter value
of the power-law index of the distribution of mass ratios,
γ = 1.8+0.4−0.6, measured by Allen (2007), implies too many bi-
naries with q ≤ 0.7, and that the very steep value γ = 4.2±1.0
measured by Burgasser et al. (2006) is more likely to be ap-
propriate for very low-mass stars.
In this paper we match the large phototype sample of
M7 to M9.5 stars of Ahmed & Warren (2019) to Gaia DR2,
to determine the relation between absolute magnitude and
spectral type, as well as the MF, over this spectral range.
Almost all multiple systems in the sample are observed as
unresolved, and are identified by virtue of being overlumi-
nous. To obtain an unbiased estimate of the MF requires
selecting a volume-complete sample. For a given spectral
type, the selection of appropriate upper and lower distance
limits to define a sample that is unbiased with respect to
multiplicity requires a careful consideration of: the flux lim-
its of the sample of Ahmed & Warren (2019); the flux limits
of the Gaia sample of sources with parallaxes; and the fact
that unresolved multiple systems are brighter than single
sources. Furthermore because luminosity is a strong func-
tion of spectral type, the optimal upper and lower distance
limits that maximise sample size vary strongly with spectral
type. We solve this problem by using the colour G − J as a
proxy for spectral type (or luminosity), defining upper and
lower distances limits as a function of G−J. As we show later
the G− J colours are very accurate for this sample. The long
baseline from G to J means that the colour range from M7
to M9.5 is large ∆(G − J) ∼ 1.
The layout of the remainder of the paper is as follows.
In §2 we describe the sample of Ahmed & Warren (2019)
and the matching to Gaia. In §3 we explain the principles
of selecting a volume-complete sample as a function of G− J
from the Gaia matched sample. In §4 we provide the details
of applying this procedure to the Gaia matched sample, and
in §5 we use a maximum-likelihood method to determine the
MF, as well as the relation between MJ and G − J, and con-
vert this to a relation between MJ and spectral type. In §6
we compare our results on MJ as a function of spectral type,
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3and the measured MF, against previous determinations, and
we analyse the mass ratios of the stars in the unresolved bi-
nary systems. We summarise in §7.
2 PARENT SAMPLE OF M7 - M9.5 DWARFS
This study uses the homogeneous sample of M7 - M9.5
dwarfs presented by Ahmed & Warren (2019). The sample
comprises 33 665 sources over an effective area of 3 070 deg2,
with magnitude limits 13.0 < J(Vega) < 17.5, on the MKO
system. The sample was shown to be effectively complete
except for a bias in the classification of rare peculiar blue
or red objects that it is estimated affects ∼ 1% of sources.
The sample is classified to the nearest half spectral subtype
using the phototype method applied to iz SDSS photome-
try and YJHK UKIDSS photometry. This classification was
shown to be accurately calibrated to the BOSS Ultracool
Dwarf (BUD) spectroscopic sample (Schmidt et al. 2015),
with precision better than 0.5 subtypes rms (Ahmed & War-
ren 2019). From this sample we eliminated the 108 sources
identified as peculiar, where the best template fit has χ2>20,
which removes many of the subdwarfs in the sample. The
sample is characterised by high S/N. For example the me-
dian and 90% quantile photometric uncertainties in the J
band are 0.016 and 0.028 respectively.
We matched this sample to the Gaia DR2 database se-
lecting the nearest source within a 5′′ matching radius, and
after adjusting for the average parallax zero-point shift of
0.029 mas (Lindegren et al. 2018), we calculated distances
by a simple inversion of parallax i.e. d (pc) = 1000/$adj . We
limited the sample to sources with positive parallaxes, and
distances < 1 kpc. Sources at larger distances are obvious
mismatches, based on the absolute magnitudes of Dupuy &
Liu (2012), given the sample magnitude limit1. This initial
sample contains 14 434 sources (‘the matched parallax sam-
ple’).
3 METHOD
In the section we explain the principles of selecting a large
sample of ultracool M dwarfs with accurate distances, that
is fully representative of the multiplicity of the population.
This turns out to be a difficult problem. Our solution is
to select using distance limits that are a function of G −
J colour. The principal difficulty is to do with the sharp
decrease in luminosity in the Gaia G band with spectral
type, meaning that the Gaia distance limit falls sharply from
M7 to M9.5. We will show later that the absolute magnitude
in the G band of a M9.5 dwarf is 2.2 mag. larger than for a
M7 dwarf. This means that the volume surveyed by Gaia for
M9.5 dwarfs is smaller than for M7 dwarfs by a factor of 20.
Therefore if we took the same distance limit for M7 dwarfs as
for M9.5 dwarfs the resultant sample would be unnecessarily
1 Mismatches can occur, for example, when the M star is blended
with a close neighbour of earlier spectral type. This can be a
problem in Gaia because of the shorter effective wavelength of
the G filter, compared to the izYJHK filters used in the original
selection.
small. To obtain a large sample we need a distance limit that
varies with spectral type.
Over the bands used izYJHK the colours are all ap-
proximately linearly related (e.g. Fig. 1 in Ahmed & War-
ren (2019)). This means that the accuracy of the spectral
classifications from colours is maximised by maximising the
wavelength range and minimising the photometric errors.
Because of the accuracy of the Gaia G-band photometry and
the UKIDSS J-band photometry, and the large wavelength
range, the G − J colour provides an excellent approxima-
tion to spectral type, or luminosity. We now explain how we
use upper and lower distance limits that are a function of
G − J to select a volume-complete sample of ultra-cool M
stars that is representative of the multiplicity of the popu-
lation. The selection relies on knowing the relation between
MJ as a function of G − J, but since this is something we
want to measure from the sample, the process is iterative.
We start with an approximate measure of the relation, de-
fine the sample using it, refine the estimate, and iterate. The
process converged after only one iteration.
The selection is explained by reference to Fig. 1. The
G− J range plotted is the colour range for M7 to M9.5 stars.
In this discussion we assume that the distances, from Gaia,
are accurate. We discuss the effect of the parallax errors
when considering the actual sample in §4. Based on Winters
et al. (2019) we neglect triple and higher systems. Therefore
point sources will comprise single sources, and unresolved
binaries. For binaries the maximum luminosity will corre-
spond to equal masses for the primary and secondary. We
want to ask the question over what region of this plot are all
sources on the sky (single or binary) included in the matched
parallax sample. Initially assume that at any particular G−J
colour there is negligible spread in MJ . Then, using the re-
lation between MJ and G − J, we can plot the lower and
upper distance cuts for single sources at the sample magni-
tude limits J = 13 and J = 17.5 (solid blue lines). Similarly
we can plot the same limits for equal mass binaries (dashed
blue lines) i.e. a binary of the same apparent magnitude as
a single is in fact located at a distance
√
2 greater. This says
that the original sample of Ahmed & Warren (2019) is only
complete within the volume defined by the lower dashed
blue line and the upper solid blue line. Equal-mass binaries
will be missing below the lower limit because brighter than
J = 13, and single stars will be absent above the upper limit
because fainter than J = 17.5.
We later show that the Gaia DR2 sample of sources with
parallaxes is highly complete down to G = 20 i.e. essentially
all sources brighter than G = 20 will appear in the Gaia
database, but the database beomes progressively incomplete
fainter than G = 20. If we know MJ as a function of G − J,
we also know MG as a function of G − J. In this way we can
plot the distance completeness limits for single and binary
sources corresponding to G = 20. These are plotted as solid
and dashed yellow lines respectively. The bright limit of Gaia
is so bright that it is not relevant to defining a volume-
complete sample.
The result of this analysis shows that the matched par-
allax sample is complete for all singles and binaries only
between the lower blue dashed line (the distance of an un-
resolved equal-mass binary of J = 13) and the solid yellow
line (the distance of a single source of G = 20). Outside
these distance limits some stars of types M7 to M9.5 would
MNRAS 000, 1–12 (2020)
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Figure 1. Illustration of method to select a volume complete
sample as a function of G − J colour, that includes singles and
binaries, and accounts for intrinsic spread in MJ at any colour.
have been missed either by the UKIDSS selection or by the
Gaia selection. Note that the Eddington bias (the bias due
to objects scattered across the magnitude limit because of
photometric errors) in this sample is negligible, because of
the accuracy of the G and J photometry. The random un-
certainty for G − J is less than 0.02 mag. for every source in
the final sample.
The above summary is still not quite correct because
there is an intrinsic scatter in MJ , at any G − J, of approxi-
mately 0.2 mag. For example an intrinsically underluminous
single source at the upper distance limit described above
will be fainter than G = 20, and so may be missing from
Gaia. Our final selection squeezes both the lower and upper
distance limits by 0.4 mag. With an upper distance limit
dS(G = 19.6) corresponding to singles at G = 19.6 and a
lower distance limit dB(J = 13.4) corresponding to equal
mass binaries at J = 13.4, sources of every type will be in-
cluded in the matched parallax sample within this volume,
regardless of absolute magnitude spread, and whether single
or binary. These distance limits (they are not photometric
cuts) therefore define a volume-complete sample. A sam-
ple selected within these limits will be representative of the
population in terms of multiplicity, assuming the multiplic-
ity characteristics do not vary strongly within this spectral
range.
Figure 2. Colour-colour relation G − J against i − K for the
matched sources in the sample. An iteratively derived polyno-
mial relation of order 3 (black dotted line) is shown with rms =
0.053. Outliers, dominated by mismatches, representing < 2% of
the sample are iteratively removed.
4 CREATION OF THE VOLUME-COMPLETE
SAMPLE
4.1 The Gaia G magnitude limit
The Gaia G-band limit down to which essentially all sources
have a parallax in the DR2 database is a crucial quantity for
establishing the upper distance limit for a volume-complete
sample (as explained in §3). The source counts for sources
with parallaxes in DR2 peaks a little fainter than G = 20
(Fig. 2, Gaia Collaboration et al. 2018), but this is only an
approximation to the completeness limit. What is needed is
to measure the recovery fraction as a function of G, for a
sample with accurate G photometry, and a distribution in
G extending, say, to G = 21. While this may appear difficult
because the G band is unique to Gaia, we can in fact create
such a sample using the sample of Ahmed & Warren (2019)
itself, even though many of the sources are not detected in
DR2. This is because the sample is homogeneous, and has
high S/N, so we can predict the G magnitudes from their
other colours. The method to achieve this is illustrated in
Fig. 2 which plots G − J against i − K for sources in the
matched parallax sample. We fit a cubic polynomial to this
relation, and the best fit curve is as follows:
G − J = 1.151 + 0.462 (i − K) + 0.142 (i − K)2 − 0.019 (i − K)3 .
We have then used this relation to predict the G magnitudes
of the full sample of Ahmed & Warren (2019) from the i−K
colours. The accuracy of the predicted G magnitudes is set
by the accuracy of the i − K colours, the intrinsic scatter
in the relation, and the gradient of the relation (the J un-
certainties are very small in comparison). We find that the
accuracy of the i − K colours dominates over the intrinsic
MNRAS 000, 1–12 (2020)
5Figure 3. Histogram of sources by G for the photometric sample
(blue) and parallax sample (orange). The dotted line shows the
ratio, which is the completeness as a function of G.
scatter in the relation. By this means we can establish that
the predicted G magnitudes are accurate to substantially
better than 0.1 mag. r.m.s., brighter than G = 21, which is
easily sufficient for our purposes.
With these results we then measure the fraction of
sources that matched to Gaia DR2 as a function of (pre-
dicted) G magnitude. The results are plotted in Fig. 3. The
blue histogram is the distribution of (predicted) G magni-
tudes of the full Ahmed & Warren (2019) sample, while the
orange histogram represents the matched parallax sample.
The completeness is given by the ratio orange/blue and is
plotted as the dashed line. The completeness is very high
down to G = 20, average 94%, then starts to roll over and
falls rapidly beyond G = 20.3. We therefore treat G = 20
as the completeness limit. The small proportion of sources
missing brighter than G = 20 is associated with issues such
as blending mentioned previously, flaws or diffraction spikes,
and does not show a clear dependence on G magnitude.
Therefore this does not affect the calculation of MJ as a
function of G − J or the calculation of the MF. It would
only affect the calculation of the space density, which we do
not address here, and which could be accounted for by an
adjustment to the effective area of the survey.
In Fig. 4 we plot the matched parallax sample as green
points. For the sake of clarity we show only sources brighter
than G = 20. The volume-complete subset, within the dis-
tance limits dS(G = 19.6) and dB(J = 13.4) is plotted as red
points, and comprises 2706 sources. As already explained the
curves, computed from the relation between MJ and G − J,
were determined in an iterative fashion from the sample it-
self. The derivation of the curve is explained in Section 5.
Figure 4. Plot of distance against G − J for the matched par-
allax sample (green points) and the volume-complete subset (red
points). The upper and lower distance limits, dS (G = 19.6) and
dB (J = 13.4), are plotted as blue dashed lines. Black lines are
contours of average parallax over error.
4.2 Properties of the volume-complete sample
The numbers of sources of each spectral type in the volume-
complete sample of 2706 sources are provided in Table 1.
The sample is dominated by types M7 and M7.5 because
the volumes sampled are much greater for these types. The
distribution of distances, separated by spectral type, and for
the whole sample, is plotted in Fig. 5. A similar plot showing
the distribution of G − J colours is provided in Fig. 6. This
plot illustrates the fact that there is very little overlap in
G− J colour between the different spectral types. While this
is not surprising it confirms that G − J is a good proxy for
luminosity, for this sample.
The distance limit cuts applied to the sample have elim-
inated Malmquist bias in the sample. There may be a resid-
ual bias in the sample, the Lutz-Kelker bias, depending on
the accuracy of the parallaxes. In the DR2 sample the accu-
racy of the parallaxes depends both on the distances and the
S/N, which in turn depends on the G magnitude. The typ-
ical accuracy of the parallaxes is illustrated in Fig. 4 where
we plot contours of parallax-over-error for the sources in the
matched parallax sample. For the volume-complete sample
the 10, 50 and 90% quantiles of parallax over error are 11,
21, and 47. In the context of Lutz-Kelker bias these val-
ues are large, and according to Binney & Merrifield (1998)
Lutz-Kelker bias is negligible for such large values.
MNRAS 000, 1–12 (2020)
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Figure 5. Histogram of volume-complete sample by distance (pc)
and spectral type.
Figure 6. Histogram of volume-complete sample by G-J and
spectral type.
5 RESULTS
5.1 Model fitting
The volume-complete sample is shown in Fig. 7, plotting
G− J against MJ . The distribution is dominated by a sloping
band to the right, which comprises the single sources, and for
which the relation between colour and absolute magnitude
appears linear. To the left of this sequence there is a sense
SpT N G − J MJ MJ (DL) MJ (DL)
median mean poly
M7 1737 3.72 9.92 10.31 10.65
M7.5 725 3.92 10.21 10.82 10.88
M8 159 4.15 10.56 10.99 11.06
M8.5 46 4.29 10.78 11.40 11.19
M9 25 4.47 11.05 11.80 11.31
M9.5 14 4.69 11.25 11.50 11.41
Table 1. Properties of the volume-complete sample as a function
of spectral type, listing: number of objects, median G − J colour,
absolute magnitude MJ inferred from the median colour and the
fitted linear relation. The final two columns list the mean MJ from
Dupuy & Liu (2012), and the MJ computed from their polynomial
relation.
of a parallel sequence of overluminous sources, which are
presumed to be binaries.
To model the distribution of points in this 2D space we
assume a linear variation of G − J = y against MJ = x, for
the singles, parameterised by y = ax + b. We fit a binary
sequence, offset to the left by ∆M, which is a free param-
eter. The measured value of ∆M should then give an indi-
cation of the characteristic luminosity ratio of secondaries
to primaries Ls/Lp. Both the singles and binaries are char-
acterised by a Gaussian spread in absolute magnitude, of
the same standard deviation σM . The fraction of sources
that are singles is given by n1, so the fraction of binaries is
1 − n1. The variation of the number as a function of G − J,
plotted in Fig. 6, is parameterised by the ex-Gaussian dis-
tribution, which is the convolution of an exponential with
a Gaussian, and has three parameters: mean µcol , standard
deviation σcol , and Kcol =
1
σcolλ
, where λ is the exponential
rate parameter.
The model therefore has 8 parameters,
a, b,∆M, n1, σM, µcol, σcol,Kcol , plus a normalisation. The
number of objects in an area element dxdy is p(x, y)dxdy
where the function p(x, y) is given by:
p(x, y) = p(y)
©­­­«
n1√
2piσM
e
−
(
x− (y−b)a
)2
2σ2
M +
(1 − n1)√
2piσM
e
−
(
x+∆M− (y−b)a
)2
2σ2
M
ª®®®¬ ,
(2)
and p(y) = ex-Gaussian(y |µcol, σcol,Kcol).
We adopt broad uniform priors for all the parameters,
so the best fit corresponds to the maximum-likelihood so-
lution. The likelihood assumes a Poisson point process (e.g.
Marshall et al. 1983). To avoid sensitivity to outliers, after
obtaining the best fit points more than 3σ from the nearest
population (i.e. binaries at high luminosities and singles at
faint luminosities) were clipped, before iterating. The results
of the fit are provided in Table 2. In Fig. 6 we plot the ex-
Gaussian curve as the dashed black line. The linear relation
between colour and absolute magnitude for the singles, and
offset by ∆M for the binaries, is plotted in Fig. 7.
To illustrate the two populations, in Fig. 8 we plot the
histogram of the horizontal distance from the linear fit, the
MJ offset, for all the points. Also plotted are the two Gaus-
sians, for singles and binaries, and the sum of these, which
MNRAS 000, 1–12 (2020)
7Figure 7. Colour-magnitude relation for the volume-complete
sample. The blue line is the colour-magnitude relation for single
stars, and the black line is the corresponding relation for binaries,
as determined by the double Gaussian fit. The points on each line
are plotted at the median G − J colour for each spectral type.
2D model parameter Best fit values
a 0.661
b −2.832
∆M −0.730
n1 0.855
σM 0.246
µcol 3.652
σcol 0.048
Kcol 3.585
Table 2. Best fit values of model parameters from equation 2.
provides a good fit to the histogram. The Gaussian fit to the
binaries had no particular physical motivation, and was used
simply as a tool in order to extract the colour-magnitude
relation for single stars, unbiased by the presence of bina-
ries. Nevertheless the fitted value ∆M = −0.73 is striking.
This has a small formal uncertainty of 0.02 and therefore
is consistent with the value for binaries of equal mass of
∆M = −0.75. This implies an extremely steep distribution of
mass ratios f (q) ∝ qγ i.e. a very large value of γ. To quantify
this statement, in the next section we extend the modelling
in order to place a lower limit on the value of γ.
5.2 Absolute magnitudes MJ for M7 to M9.5
dwarfs
We compute the absolute magnitudes as a function of spec-
tral type by finding the median colour of each spectral type
in the final sample, and computing MJ from the linear rela-
tion MJ = (G−J−b)/a. The colours and absolute magnitudes
Figure 8. Histogram of the absolute magnitude offset from the
linear relation for all points. The curves are the Gaussian fit for
single population (green) and binaries (red), as well as the sum
(orange). The vertical line represents the absolute magnitude off-
set for a equal-mass binary (grey, dashed)
are provided in Table 1. The best fit quadratic relation be-
tween MJ and spectral type (SpT, where e.g. 7 represents
M7) is
MJ = 2.249 + 1.5061 × SpT − 0.05882 × SpT2 . (3)
Also listed in Table 1 are the mean values measured by
Dupuy & Liu (2012) as well as the values computed from
their polynomial relation. These numbers are very different
to our measured values. In Section 6 we investigate the rea-
sons for the differences.
The scatter in MJ , at any particular G−J, is σM = 0.246
(Table 2). This includes a contribution from the parallax
uncertainties as well as a small contribution from the un-
certainties in J. Summing the variances of these individual
uncertainties results in an average measurement error in MJ
of 0.13. Subtracting in quadrature we calculate that the av-
erage intrinsic spread in absolute magnitude MJ is 0.21 mag.
at any particular G − J.
6 DISCUSSION
The model fit produced two interesting results. First, the
derived absolute magnitudes are quite different to those pro-
vided by Dupuy & Liu (2012). Second the offset of the binary
population ∆M = −0.73 implies that the binary population
is dominated by approximately equal mass pairs. We discuss
both of these points in detail in this section. We also provide
a value for the total MF for the population, by adding an
estimate of the number of resolved binaries to the measured
number of unresolved binaries.
MNRAS 000, 1–12 (2020)
8 R. C. Laithwaite et al.
Figure 9. Absolute magnitude as a function of spectral type
from this paper (in red, upper) and from (Dupuy & Liu 2012) (in
green, lower). The points are the median (red) or mean (green)
value of MJ (MKO) for that spectral type, and the curves are the
polynomial relations. The mean (green) values are taken from
Table 15 of (Dupuy & Liu 2012) and the uncertainties are the
r.m.s. values divided by
√
N . No error bar is plotted for M7.5 as
there is only one star of this type. The formal uncertainties on
the red points are mostly too small to be visible.
6.1 Absolute magnitudes MJ compared to Dupuy
& Liu (2012)
The discrepancy between the two measurements of absolute
magnitudes is illustrated in Fig. 9. The red points are our
measured values and the dashed red curve is the quadratic
fit, eqn 3. The green points are the mean values (suspected
binaries removed) of the measurements of Dupuy & Liu
(2012) and the green curve is their polynomial, of degree
five, which is a fit applicable over the range M6 to T9. The
larger scatter of the green points compared to the red points
is explained by the smaller size of the sample of Dupuy &
Liu (2012). There are only 25 sources M7 to M9.5 in their
sample with J(MKO) photometry (there are 48 with 2MASS
photometry). The average offset is 0.51 mag.
We have confirmed that the discrepancy is not due to
systematic errors in the parallaxes of Dupuy & Liu (2012).
We matched their sample of M7 to M9.5 dwarfs to Gaia. In
Fig. 10 we plot their distance modulus against the distance
modulus from Gaia for the 41 objects with good matches,
and fit a straight line to the data, assuming that the Gaia
uncertainties may be neglected in comparison. We increased
the parallax uncertainties quoted by (Dupuy & Liu 2012)
by a factor 1.8, to achieve χ2ν ∼ 1. The linear fit has a slope
almost exactly unity, with small offset, indicating that any
systematic errors in the parallaxes of (Dupuy & Liu 2012)
are at the level of < 0.1 mag. in the distance modulus and
therefore cannot explain the discrepancy between our results
and theirs, which are at the level of 0.5 mag.
An alternative explanation is that the discrepancy orig-
inates in the spectral types assigned to the objects. This cor-
responds to a horizontal shift in Fig. 9. The average slope
of the red curve over the spectral range is close to −0.5,
meaning that there would need to be a systematic difference
of one spectral type between the classifications on average
to explain the differences. That is to say, for example, that
a star classified M8 in the sample of Dupuy & Liu (2012)
would be classified M9 in Ahmed & Warren (2019). This is
a surprisingly large difference, but we have not found any
obvious explanation.
The spectral types in the sample of Ahmed & Warren
(2019), derived from izY JHK colours, are very accurately
calibrated to the BOSS spectroscopic sample (Schmidt et al.
2015). Comparing classifications of objects in common be-
tween the two samples, the average difference is 0.05 spectral
subtypes, with a dispersion of only 0.6 subtypes (Ahmed &
Warren 2019). Our volume-complete sample of 2706 stars
includes 449 stars with BOSS classifications. These are clas-
sified to one spectral subtype. The median values of MJ for
single stars are 10.07, 10.53, and 11.02 for spectral types
M7 (310 sources), M8 (120 sources), M9 (19 sources) after
eliminating bias from the binary fraction i.e. we took the ap-
propriate quantile assuming a binary fraction of 0.15. These
values agree closely with the values in Table 1. Therefore
the apparent difference in spectral typing is a difference be-
tween the BOSS classifications and the classifications used
by Dupuy & Liu (2012). Unfortunately there are only a few
stars in common between these two samples. Of stars with
classifications M6.5 to M9 in Dupuy & Liu (2012), we found
10 matches in the BOSS sample. The average type difference
is 0.7 subtypes, in the sense that the BOSS classifications are
later. Therefore this small sample provides some support for
the idea that spectral typing is the origin of the differences
found in absolute magnitude.
The classifications of Dupuy & Liu (2012) come from a
variety of sources and some date to a time when the classi-
fication of ultracool M dwarfs was in its infancy. The BOSS
classifications are homogeneous and use spectra that are sub-
ject to uniform quality control, with good sensitivity at long
wavelengths. They benefitted also from the existence of stan-
dards of L dwarfs, so the calibration is smooth through the
end of the M sequence. The BOSS methods for classifica-
tion are described in West et al. (2011) and Schmidt et al.
(2015). Spectra were classified by eye, by a team, with ex-
tensive cross checks for systematics. The reason for using
visual classification, despite the subjectivity, and the time
involved, is that the automated classifications were judged
unreliable.
While it appears that the difference between our values
of MJ are those of Dupuy & Liu (2012) relate to differences
in spectral typing it is not possible to be certain on this
without going back to the original spectra used for their
classifications. It is sufficient to say that our classifications
are on the BOSS system, which has become the de facto
standard because the sample is homogeneous and has been
subject to careful checks for systematics.
6.2 The binary mass ratio distribution
The offset ∆M = −0.73 implies that most of the unresolved
binaries comprise stars of nearly equal mass, Ms/Mp = q ∼ 1.
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modulus (Gaia).
This in turn implies a large value of the exponent γ of the
distribution of mass ratios, f (q) ∝ qγ. This is exacerbated
by the steep relation between luminosity and mass for late
M dwarfs (Baraffe & Chabrier 1996). To see this, consider a
power law relation between luminosity and mass:
L
L
∝
(
M
M
)β
. (4)
Then the relation between luminosity ratio and mass ratio
of secondary to primary is
l =
Ls
Lp
=
(
Ms
Mp
)β
= qβ (5)
The pdf for l is given by
m(l) =
(
γ + 1
β
)
l
γ−β+1
β . (6)
By integrating over the pdf the average value of l is
〈l〉 = 1 + γ
1 + γ + β
. (7)
We now consider the consequences for γ of the measured
offset ∆M = −0.73. We define the parameter d = ∆MJ which
is the horizontal distance of a binary from the linear colour-
absolute magnitude relation for primaries plotted as the blue
line in Fig. 7. Compared to the location of the primary in
this figure, addition of a secondary shifts the system in both
MJ and colour, such that the dependence of d on l is given
by
d(l) = −2.5 log10
(
(1 + l)1+ 1a
(1 + l1+a) 1a
)
, (8)
where a, the slope of the colour-absolute magnitude rela-
tion, is listed in Table 2. As an example an M7-M7.5 binary
would have colour G − J of 3.802 and MJ of 9.302, and d of
-0.737. The binary combinations of any given primary star
in Fig. 7 trace an arc running from the position of the sin-
gle star to the equal-mass binary of the same colour. This
relation means that d is relatively insensitive to changes in
l for values of d approaching the equal-mass limit.
The mass-luminosity relation becomes very steep for ul-
tracool dwarfs. Using the values of L/L and M/M pro-
vided in Table 1 of Baraffe & Chabrier (1996), we estimate
β = 8 for the spectral range M7.0 to M9.5. Here L is the bolo-
metric luminosity. The relation for luminosity measured in
the J band will be slightly steeper (this may be verified by
using MK , again from Table 1 of Baraffe & Chabrier (1996),
and the J−K colours from Skrzypek et al. (2015, 2016)). The
significance of the large value of β may be seen by inserting
β = 8 and γ = 8 into eqn 7, which yields 〈l〉 = 0.53. Then the
characteristic offset of the binary sequence would be 0.67
mag., from equation 8. The measured offset of 0.73 ± 0.02
mag. therefore implies a large value of γ.
It is possible to actually measure γ by fitting to the
distribution of offsets in absolute magnitude i.e. the data
plotted as a histogram in Fig. 8, as follows. Suppose firstly
that there is no intrinsic spread in absolute magnitude of
stars of a particular mass. Then the pdf of the distribution
of stars in the parameter d is
p(d) = (1 − n1)g(d) + n1δ(d) , (9)
where δ(d) is the Dirac delta function, n1 is the fraction of
systems that are single stars (as before), and g(d) is given
by
g(d(l)) = m(l)
dd
dl
. (10)
Differentiating equation 8 gives
dd
dl
= − 2.5
ln(10)
(
(1 + 1a )
(1 + l) −
(1 + a)la
a(1 + l1+a)
)
. (11)
The function g(d) is the pdf for the distribution of binaries
over the parameter d, as a function of γ and β, and is defined
within the range −2.5 log10(2) < d < 0, equivalent to 1 > l >
0. Examples of g(d) for different combinations of γ and β are
plotted in Figure 11.
To allow for an intrinsic dispersion in absolute magni-
tude we convolve p(d) with a Gaussian of standard deviation
σM , then multiply by a normalisation N and fit to the data,
computing the likelihood in the same manner as before. Fix-
ing β, the free parameters are γ, n1, N, σM . Note that as γ
becomes very large p(d) → (1−n1)δ(d+0.75)+n1δ(d) and the
model becomes a double Gaussian, with the binaries offset
by 0.75 mag.
The choice of prior for γ is not straightforward. Because
we already know that a double Gaussian with the binaries
offset by 0.75 mag. provides a satisfactory fit, this implies
that γ = ∞ is consistent with the data, and all large val-
ues of γ will be nearly equally preferred. This is problematic
because adopting a uniform prior on γ then leads to a mean-
ingless posterior. Under this condition all that can usefully
be achieved is to place a lower limit on γ. A pragmatic ap-
proach to this is to think in terms of an alternative parame-
ter α = 1/γ, and to adopt a uniform prior in this parameter.
This is in fact identical to adopting a prior on γ of the form
∝ γ−2. This is the form we have chosen to adopt, with the
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Figure 11. The pdf g(d) giving the distribution of magnitude
offsets for the binaries plotted for β = 8 and various values of γ.
Figure 12. The posterior probability for γ for a prior ∝ γ−2, and
assuming β = 6 and β = 8.
range β − 1 < γ < 100. We impose a lower limit for γ of
β− 1 because m(l) is undefined at l = 0 for lower values of γ.
In fact this lower limit does not come into play because the
likelihood drops off so steeply as a function of γ well before
the limit. The upper limit for γ is arbitrary, and we discuss
this point below. For the mass-luminosity relation we con-
servatively select β = 6. This is conservative compared to
β = 8 in the sense that it leads to lower values of γ. 2
The results for the posterior on γ, determined by
MCMC sampling, are plotted in Fig. 12. The median value
for β = 6 is γ = 29 and for β = 8 is γ = 36. The best-fit value
of n1 is slightly lower at 0.84 than from the double Gaussian
fit, while σM is almost identical. Plotting the function it is
essentially identical to the double Gaussian plotted in Fig.
8. This is as expected, and the median value of γ itself is
not particularly interesting or meaningful – it suffices to say
that it is very large. More interestingly we find that 99% of
the posterior probability lies at γ > 10 for the more conser-
vative β = 6 case. Similarly large values for the lower limit
on γ were obtained even when we changed substantially the
upper limit of the prior and the functional form of the prior.
We conclude that γ > 10 for unresolved binaries in the spec-
tral range M7 to M9.5, and this is the important result from
this analysis. Since MJ falls by 0.5 mag. per spectral type,
the typical difference in spectral type between primary and
secondary is calculated to be less than half a spectral type.
In effect unresolved binaries of ultracool M dwarfs are iden-
tical twins.
Could the steep measured value of γ be because of a bias
arising from how the sample of Ahmed & Warren (2019) was
selected? If the secondary were of a different spectral type
to the primary would the unresolved binary still be selected,
or would it be rejected because of the peculiar colours? It
is easy to see that there would be no bias from this effect,
because the colours from M7 to L0 lie along a linear sequence
over the bands izY JHK used in the selection (Skrzypek et al.
2015, 2016). This means that any binaries with combinations
from within this sequence would have colours that lie on the
colour sequence, and so would be selected. So there is no
bias against unresolved binaries with small values of ∆M.
Although this analysis provides a strong lower limit on
γ, it only applies over a limited mass range. This is because
of the steep mass-luminosity relation, meaning that this sur-
vey is not sensitive to the detection of brown dwarf compan-
ions. In principle the true mass ratio distribution could be
bimodal, with an additional peak due to secondaries in the
brown dwarf mass range.
6.3 The binary fraction
Using the maximum-likelihood solution for n1 based on the
p(d) in section 6.2, the fraction of binaries is n2 = 1 − n1 =
16.2%. This is the MF for unresolved systems, assuming
triples and higher do not contribute significantly, as found
by Winters et al. (2019). This corresponds to 438 systems.
However this neglects resolved binaries. The proportion of
resolved binaries is expected to be very small (Allen 2007;
Winters et al. 2019). Winters et al. (2019) find a lognor-
mal distribution of separations for their lowest mass bin
(0.075 − 0.15M) with a mean 7 AU. Given the distribution
of distances of objects in our sample, we can compute the
expected distribution of angular separations. The median
seeing in the UKIDSS LAS data is 0.8 arcsec (e.g. Warren
2 Concerning the chosen prior, an alternative might have been
to adopt a uniform prior for a parameter α′ = log(γ). This is the
same as a prior on γ of the form ∝ γ−1, which is less conservative.
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et al. 2007), while in the SDSS data it is 1.3 arcsec. Binaries
with separations less than 0.8 arcsec will be in our volume-
complete sample. We would expect to detect binaries with
separations larger than 1.3 arcsec as resolved. In the range
0.8 arcsec to 1.3 arcsec objects would be missed since the
photometry (two single objects in UKIDSS, one merged ob-
ject in SDSS) would be inconsistent. The predicted number
of binaries with separations greater than 1.3 arcsec is just
two, while between 0.8 and 1.3 arcsec the predicted number
is five. We will neglect this minor source of incompleteness.
To identify secondaries with separation greater than
1.3 arcsec we have made a search around every object in
our volume complete sample (which all have accurate dis-
tances) for objects within a projected separation of 1000 AU
in the parent sample of Ahmed & Warren (2019). Because
the distance limits of the parent sample are much greater
than for the volume-complete sample, any stars in the spec-
tral range M7 to M9.5 that are companions will be found,
as can be seen by reference to the distance limits plotted in
Fig. 1. We also searched in the sample of L and T dwarfs
of Skrzypek et al. (2016), which extends the search to later
types, with the same magnitude limits 13 < J < 17.5. How-
ever the upper distance limit falls rapidly with spectral type
so this search would not find all companions to primaries in
the volume-complete sample. When a potential match was
found within the specified angular separation limit, we then
checked that the distances matched, using the Gaia parallax
if available, otherwise the distance computed from the ab-
solute magnitudes in Table 1. A further visual confirmation
was performed with SDSS DR13 images. Using this method
we identified four candidate wide binary pairs where both
stars are in the volume complete sample. This increases the
number of binaries by four, and at the same time reduces
the total number of systems by four, to 2702. We addition-
ally found five candidate wide binaries where the secondary
is not in the volume complete sample.
Combining the number of unresolved binaries with our
candidate wide binaries, we measure 447 binary systems
with an uncertainty of 21 (assuming Poisson statistics) from
a total number of 2702 systems, yielding a total binary frac-
tion, equal to the MF, of 16.5±0.8%. This value is similar to
but a little smaller than the values 20 − 22% measured by
Allen (2007) and Winters et al. (2019). Their samples are
for spectral types M6 and later and M4 and later, respec-
tively. The small difference is consistent with the trend of
decreasing binary fraction with spectral type.
7 SUMMARY
We have derived a volume-complete sample of 2706 M7.0-
M9.5 dwarf systems, where the distance limits vary with
G − J colour, a proxy for luminosity. The sample benefits
from accurate distances, and is unbiased with respect to mul-
tiplicity. We have determined the relation between MJ and
spectral type over this spectral range, measured the unre-
solved binary fraction, and determined the distribution of
mass ratios of the stars in the unresolved binary systems.
We have also measured the small fraction of resolved bina-
ries where both the primary and the secondary are in this
spectral range. The main results of our analysis of this sam-
ple are:
(i) We present a revised absolute magnitude - spectral
type relation for the ultracool M-dwarfs. This revised rela-
tion relative to the determination of Dupuy & Liu (2012) is
on average 0.5 mag. brighter. We present evidence that the
differences are due to differences in the measured spectral
types between the uniform BOSS sample of Schmidt et al.
(2015) and the stars in the sample of Dupuy & Liu (2012),
with an average offset of close to one spectral subtype.
(ii) We find that the distribution of mass ratios in
unresolved binaries in this spectral range f (q) ∝ qγ is very
steep, with γ > 10 (99% probability). In effect unresolved
binaries of ultracool M dwarfs are identical twins.
(iii) We provide an estimate for the multiplicity fraction
for M7 to M9.5 dwarfs of 16.5±0.8%, consistent with
previous estimates. Of these 98% are unresolved.
(iv) The spread in absolute magnitude for ultracool M
dwarfs is σ = 0.21mag. at fixed colour.
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