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Abstrakt 
Diplomová práce je zaměřená na adaptivní regulátory. V teoretické části je především 
popsána parametrická identifikace, která patří k nejdůležitější části struktury 
adaptivního regulátoru. Nejdříve jsou zmíněny klasické identifikační metody 
(rekurzivní metody nejmenších čtverců) a dále jsou uvedeny identifikační metody na 
bázi neuronových sítí (algoritmus Marquardt-Levenberg a nový identifikační algoritmus 
NIA, který je inspirovaný neuronovými sítěmi). Na závěr teoretické části je zmíněn 
algoritmus nastavování adaptivních regulátorů z identifikovaných parametrů procesu 
(modifikovaná Z-N metoda) a používané adaptivní regulátory. 
V druhé praktické části jsou uvedeny konkrétní výsledky, které byly získány při 
ověřování uvedených algoritmů adaptivních regulátorů na simulačních a reálných 
modelech. Na závěr jsou výsledky srovnány s pevně nastaveným diskrétním 
regulátorem a adaptivním regulátorem firmy B&R. 
 
Klíčová slova 
adaptivní regulátor, identifikace, rekurzivní metoda nejmenších čtverců, neuronová síť 
 
 
Abstract 
Master’s thesis is focused on the adaptive controllers. The first theoretic part mainly 
describes the parametric identification, which belongs to the most important part of the 
adaptive controller’s structure. Classical identification methods (the recursive least 
squares methods) are firstly mentioned and afterwards the identification methods based 
on the neural network (the Marquardt-Levenberg algorithm and the new identification 
algorithm NIA inspired by the neural networks) are described. At the conclusion of the 
theoretic part there are mentioned the algorithm of the adaptive controller’s tuning 
which uses the identification parameters (the modified Z-N method) and the tested types 
of adaptive controllers. 
Particular results, which were found out by verifying of the adaptive controllers on 
the simulation and real models, are contained in second, the practical, part of the thesis. 
Finally, achieved results are compared with the classical discrete PID controller and 
with the adaptive controller of the B&R company. 
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1 ÚVOD 
Uvádí se, že v současné době je přinejmenším 95 % regulátorů používaných v průmyslu 
PI nebo PID regulátory [10]. Klasické PID regulátory však nemusí být v určitých 
situacích příliš vhodné, především u procesů, které jsou nelineární nebo se jejich 
parametry v průběhu regulace mění. Pokud parametry PID regulátoru nejsou navrženy 
dostatečně robustně, je nutné při každé změně parametrů procesu změnit i nastavení 
parametrů regulátoru, aby byla stále zajištěna regulace podle zvolených požadavků, což 
není příliš optimální jak z hlediska finančního, tak i časového. Tuto nevýhodu 
klasických PID regulátorů se snaží odstranit adaptivní regulátory, které se nastavují na 
základě aktuálně identifikovaných parametrů procesu, takže pokud dojde ke změně 
těchto parametrů, automaticky se mění i nastavení adaptivního regulátoru, což zajišťuje 
stále optimální splnění požadavků kladených na regulační děj. 
První přístupy [1], používající se u adaptivních regulátorů, lze objevit již v 50. letech 
19. století v práci Kalmana. Znovuoživení této problematiky nastává v 70. letech, 
především v pracích Peterky, Aströma a Wittenmarka a od této doby je obor 
adaptivních řídicích systémů stále rozvíjen. Jejich implementace do průmyslových 
aplikací je však dnes stále spíše omezená, neboť jejich seřizování je složitější oproti 
jednoduchým klasickým PID regulátorům.  
U adaptivních regulátorů se v poslední době uplatňují též moderní přístupy, jako 
jsou např. neuronové sítě, fuzzy logika či genetické algoritmy, ať už v identifikační části 
nebo jako řídící člen (např. neuronové regulátory). V práci se právě zaměříme jak na 
klasické metody, tak i na moderní metody na bázi neuronových sítích a to v oblasti 
identifikace systémů.  
Cílem práce je seznámit se s metodikou návrhu adaptivních regulátorů, s použitím 
klasických identifikačních metod a metod na bázi neuronových sítích. Součástí je také 
porovnat adaptivní regulátor s pevně nastaveným PID regulátorem a standardním 
adaptivním regulátorem firmy B&R.  
Celou práci lze rozdělit na dva celky. V první části, která obsahuje teoretický úvod, 
je nejprve vysvětlen pojem adaptivních řídicích systémů a je uvedeno jejich základní 
dělení. Dále jsou popsány modely procesů a způsob jejich identifikace. Je zde zmíněn 
vliv volby periody vzorkování a kvantizačního efektu a následuje popis klasických 
identifikačních metod (rekurzivní metoda nejmenších čtverců) a metod na bázi 
neuronových sítí (vysvětlen pojem neuron, neuronová síť, topologie, učení), uveden je i 
nový identifikační algoritmus, který je inspirovaný neuronovými sítěmi. Pátá kapitola 
obsahuje popis vybraných adaptivních regulátorů a algoritmus jejich nastavování 
(modifikované Ziegler-Nicholsovo kritérium).  
Druhá část práce je praktická a obsahuje konkrétní výsledky získané při ověřování 
uvedených algoritmů adaptivních regulátorů jak na simulačních modelech, tak na 
reálných modelech (v podobě laboratorního přípravku). Adaptivní regulátory s různými 
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metodami identifikace jsou zde testovány z hlediska působení vstupních a výstupních 
poruchových veličin a z hlediska vlivu změny dynamiky procesu. Též je zde ukázáno 
vytvořené grafické prostředí (v programu Matlab), které umožňuje snadnější testování 
uvedených algoritmů. Dále byly adaptivní regulátory implementovány do 
programovatelného automatu B&R. Současně byly adaptivní regulátory srovnány s 
pevně nastaveným diskrétním PID regulátorem. Nakonec je ukázáno srovnání se 
standardním adaptivním regulátorem firmy  B&R. 
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2 ADAPTIVNÍ ŘÍDICÍ SYSTÉMY 
Typický adaptivní systém se skládá z procesu, jehož parametry neznáme a který máme 
řídit, a regulátoru s parametry, které se mění podle určitého adaptačního zákona, tak aby 
se dosáhlo požadovaného chování.  
V literatuře [1] nalezneme definici adaptivního řídicího systému jako systému, který 
přizpůsobuje parametry nebo strukturu jedné své části (regulátoru) změnám parametrů 
nebo struktury jiné části systému (regulované soustavy) tak, aby na základě určitého 
kritéria bylo zajištěno trvale optimální chování systému, bez ohledu na možné působící 
změny. Můžeme tedy říci, že na rozdíl od klasických regulátorů, které mají své 
parametry pevně nastaveny po celou dobu regulace, mohou adaptivní systémy při 
změně dynamiky řízeného systému, změnit nastavení parametrů regulátoru a tím zajistit 
stálé optimální řízení. Toto je velice důležitá vlastnost, neboť převážná většina procesů 
v průmyslové praxi nemá neustále stejné parametry, ale parametry se časem mění, ať už 
změnou provozního režimu, stárnutím zařízení, či změnami vnějších podmínek, a 
klasické regulátory jsou poté u těchto procesů nevyhovující. 
2.1 Rozdělení adaptivních řídicích systémů 
Mezi tři základní přístupy k problematice adaptivního řízení, které se v současné době 
nejvíce používají, patří [2] adaptivní systémy založené na heuristickém přístupu, 
samočinně se nastavující regulátory (STC – Self-Tuning Controllers) a adaptivní 
systémy s referenčním modelem (MRAS – Model Adaptive Reference Systems). 
Protože jsou v práci použity pouze STC regulátory, blíže bude zmíněn pouze tento 
přístup.   
2.1.1 Samočinně se nastavující regulátory (STC) 
Struktura STC regulátoru je znázorněna na Obr. 2.1 a skládá se ze dvou uzavřených 
smyček [6]. První smyčka je shodná s klasickým regulačním uspořádáním a obsahuje 
řízený proces, regulátor a zpětnou vazbu od výstupu procesu y, který je porovnáván se 
žádanou hodnotou w a jako regulační odchylka e (e = w - y) vstupuje do regulátoru. 
Regulátor na základě této hodnoty vypočítá akční zásah u, kterým je řízen proces.        
V druhé smyčce (tzv. aktualizační) jsou zjišťovány parametry řízeného procesu. 
Předpokladem je, že parametry procesu jsou konstantní, ale neznámé, nebo proměnné, 
ale změna těchto parametrů je podstatně pomalejší než rychlost procesu adaptace [2]. 
Důležitým blokem v aktualizační smyčce je identifikace parametrů (identifikační 
část), kde se na základě měření vstupních a výstupních hodnot procesu                   
(popř. i měřených poruch, které vstupují do procesu) vypočítává matematický model 
daného procesu. Dalším blokem je blok nastavení parametrů regulátoru (řídicí část), ve 
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kterém se pomocí zjištěných parametrů procesu a daného kritéria vypočítají parametry 
regulátoru, které jsou poté použity k jeho nastavení.  
Tato druhá smyčka může být „vypnuta“, jakmile jsou parametry procesu zjištěny a 
regulátor nastaven podle daných požadavků, tzv. jednorázové automatické nastavení 
(auto-tuning). Když se však proces časem neustále mění, je nutné, aby parametry 
modelu byly identifikovány nepřetržitě. 
 
 
Obr. 2.1: Struktura STC regulátoru 
 
STC regulátory můžeme ještě dále rozdělit na přímé (implicitní) a nepřímé 
(explicitní). Jako nepřímé STC regulátory jsou označovány právě popsané regulátory 
zobrazené na Obr. 2.1. Implicitní se od těchto regulátorů liší tím, že identifikační 
procedura slouží přímo k odhadu parametrů regulátoru. Dále budou používány pouze 
explicitní (nepřímé) STC regulátory.    
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3 MODELY PROCESŮ 
Při identifikaci neznámého procesu, který máme řídit, hledáme jeho parametry a 
vytváříme jeho model. Model by měl co nejvěrněji popisovat chování daného procesu 
tak, aby regulátor, který je navržený na model, dostatečně dobře pracoval i se 
skutečným procesem. Pro adaptivní řízení vytváříme model pomocí naměřených 
vstupních dat (akční veličiny u(k), popř. měřené poruchové veličiny v(k)) a výstupních 
dat (výstupní veličiny procesu y(k)). Na proces mohou kromě známých měřitelných 
veličin působit i další poruchy, které jsou neměřitelné a obecně se zahrnují do tzv. 
náhodných – stochastických vlivů [1].  
Pro popis diskrétních modelů zavedeme operátor posunutí q (q-1), pro který bude 
platit [16] 
posunutí dopředu q                   )1()( += kukqu              
posunutí dozadu q-1                )1()(1 −=− kukuq  
3.1 Model ARMAX 
Model ARMAX (tzv. model s chybou rovnice) můžeme zapsat ve tvaru diferenční 
rovnice obsahující minulé měřené veličiny (vstupní a výstupní data) a náhodnou 
neměřitelnou složku  es(k) 
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V další části není v modelu uvažována měřitelná porucha v(k), proto nadále bude 
model používán ve tvaru  
                          )()()()()()( s111 keqCkuqBkyqA −−− += .                                     (3.3)    
 
Odhad výstupu modelu (predikci) lze zapsat pomocí tzv. pseudolineární regrese, kde 
neměřitelnou složku es(k) nahradíme chybou predikce )|(ˆ)()|( θθε kykyk −=  
(apriorní, popř. aposteriorní)   
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                                     )(),()|(ˆ T kkky θφ θθ = ,                                                    (3.4) 
kde 



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

−−−
−−−−−−−−−
= )|(...),|2(),|1(
),(),...2(),1(),(...),2(),1(),(T
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θ
nckkk
nbkukukunakykyky
kφ       (3.5) 
je sloupcový vektor měřených dat a 
   [ ]ncnbna cccbbbaaa ,...,,...,,,...,, 212121T =θ                                                      (3.6) 
je sloupcový vektor neznámých parametrů modelu.  
 
Blokové schéma ARMAX modelu je zobrazeno na Obr. 3.1 a). 
3.2 Model ARX 
Pro adaptivní řízení se velmi často používá model ARX, neboť vede na lineární regresi 
(oproti pseudolineární regresi u ARMAX modelu). U modelu ARX se na rozdíl od 
modelu ARMAX využívají pouze polynomy A(q-1) a B(q-1) (popř. D(q-1)) 
 
                                s
11 )()()()( ekuqBkyqA += −−                  
)()(...)1()(....)1()( s11 kenbkubkubnakyakyaky nbna +−+−+−−−−−= .         (3.7) 
 
Blokové schéma modelu ARX je zobrazeno na Obr. 3.1 b). 
 
 
Obr. 3.1: Blokové schéma a) ARMAX modelu, b) ARX modelu 
 
Rovnice (3.7) lze také zapsat ve vektorovém tvaru (lineární regrese) 
                                           s
T )())( ek(kky += θφ .                                                 (3.8) 
Odhad výstupu (predikci) poté můžeme vypočítat podle rovnice 
                                           )()()(ˆ T kkky θφ=                                                         (3.9) 
     [ ]nbna bbbaaa ...,,,...,, 2121T =θ                                                                     (3.10) 
[ ])(),...2(),1(),(...),2(),1()(T nbkukukunakykykyk −−−−−−−−−=φ .    (3.11) 
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3.3 Řád modelu procesu 
Nejčastěji používané modely pro identifikaci parametrů procesu jsou druhého či třetího 
řádu s dopravním zpožděním nebo bez dopravního zpoždění. V praktické části je použit 
model druhého a třetího řádu bez dopravního zpoždění, proto zde jsou uvedeny tyto dva 
modely. 
Model druhého řádu (na = nb = 2) 
                                   2
2
1
1
2
2
1
1
1
)(
−−
−−
++
+
=
zaza
zbzb
zF .                                                  (3.12) 
Vektor měřených dat bude ve tvaru 
   [ ])2(),1(),2(),1()(T −−−−−−= kykykukukφ                                             (3.13) 
a vektor odhadu parametrů  
        [ ]2121T ,,, aabb=θ .                                                                                     (3.14) 
 
Model třetího řádu (na = nb = 3) 
                                   3
3
2
2
1
1
3
3
2
2
1
1
1
)(
−−−
−−−
+++
++
=
zazaza
zbzbzb
zF .                                     (3.15) 
 
Vektor měřených dat bude ve tvaru 
  [ ])3(),2(),1(),3(),2(),1()(T −−−−−−−−−= kykykykukukukφ                (3.16) 
a vektor odhadu parametrů  
       [ ]321321T ,,,,, aaabbb=θ .                                                                           (3.17) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 16 
4 IDENTIFIKACE PROCESŮ 
Identifikace parametrů regulované soustavy (procesu) patří k nejdůležitější části 
struktury adaptivního řízení, neboť na základě identifikovaných parametrů jsou poté 
nastavovány konstanty regulátoru a je jím řízena soustava. Pokud by byla identifikace 
nepřesná (parametry modelu by např. konvergovaly ke špatným hodnotám), došlo by i 
ke špatnému seřízení regulátoru a tím k nežádoucímu chování výstupu.  
Rozlišujeme tzv. jednorázovou (off-line) a průběžnou (on-line) identifikaci. Při    
off-line identifikaci jsou parametry modelu určeny ze sady naměřených dat. Naproti 
tomu u on-line identifikace se naměřená data neustále aktualizují a tím se zpřesňuje 
model systému. Pro adaptivní řízení se využívá průběžná (on-line) identifikace v 
uzavřené smyčce, což sebou přináší řadu známých problémů, např. [1]: 
 
 pro kvalitní identifikaci je potřebné budit identifikovaný systém proměnným 
signálem, aby výstupní data byla co nejpestřejší a tím byl vytvořený odhad co 
nejpřesnější – toto je však v rozporu se zpětnovazebním řízením, kdy obvykle 
požadujeme rychlý přechodný děj a ustálení na žádané hodnotě – akční veličina se 
tedy příliš nemění, což přináší málo informací pro identifikaci, 
 přítomnost poruch zhoršuje identifikaci, model může být poté špatně určen, 
 důležité je také počáteční nastavení konstant regulátoru, aby nedocházelo                     
k nekorektním akčním zásahům na začátku identifikace, 
 identifikační algoritmus musí být numericky spolehlivý a dostatečně rychlý. 
 
4.1 Volba periody vzorkování 
Vhodná volba periody vzorkování je důležitým faktorem, který ovlivňuje výsledek 
řízení. Její velikost je nejčastěji určena vztahy [2] 
                                             95S 15
1
6
1 TT ÷= ,                                                          (4.1) 
                                             GS 1,0 TT = ,                                                                (4.2) 
kde T95 je hodnota času, za kterou dosáhne výstup po jednotkovém vstupním skoku 
hodnoty 95 % a TG je součet všech časových konstant mezi vstupem a výstupem 
procesu. 
Pro správné vyregulování poruchy a malý překmit výstupní veličiny je požadována 
velmi krátká perioda vzorkování (volí se až o řád menší než (4.1), (4.2)), na druhou 
stranu pro správnou identifikaci parametrů procesu je vhodnější delší perioda 
vzorkování, která v procesu působí jako filtr a parametry jsou poté lépe určeny. Nesmí 
být ale příliš dlouhá, aby nedocházelo ke ztrátám informace a k tzv. aliasing efektu, 
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musí být splněn vzorkovací teorém (viz 4.1.1). Velikost periody vzorkování je tedy 
vždy kompromisem mezi těmito požadavky.  
 Příliš krátká perioda vzorkování také způsobuje problémy s numerickou stabilitou 
identifikačních algoritmů [3], algoritmy poté dávají nereálný odhad parametrů 
identifikovaného systému. Tento problém je více patrný v systémech s šumem. U 
reálných systémů se vždy alespoň minimální šum objevuje, neboť jsou při řízení 
využity A/D, D/A převodníky, u kterých se vyskytuje kvantizační efekt (viz 4.1.1).  V 
[3] je zavedena tzv. relativní časová konstanta TREL 
                                                    
S
G
REL T
T
T = ,                                                          (4.3) 
kde TG má stejný význam jako v rovnici (4.2). Se vzrůstající relativní časovou 
konstantou odhad parametrů modelu hůře konverguje ke správným hodnotám. 
4.1.1 Vzorkování, kvantování 
Při použití diskrétních regulátorů (řízení počítačem) se nám v regulačním 
zpětnovazebním obvodu objeví další prvky – tzv. vzorkovač a tvarovač – Obr. 4.1 [7]. 
 
 
Obr. 4.1: Vzorkovač a tvarovač v diskrétním regulačním obvodu 
 
Vzorkovač provádí periodické snímání hodnoty spojité vstupní veličiny. Dostáváme 
tak množinu diskrétních bodů (vzorků) s intervalem odpovídajícím použité vzorkovací 
frekvenci fS, která musí splňovat vzorkovací teorém (1949 Clade E. Shannon) - pro 
vzorkovací kmitočet ωS platí 
                                 
max
Smax
S
S 2
2
ω
pi
ω
pi
ω ≤⇔≥= T
T
,                                (4.4) 
kde TS je perioda vzorkování a ωmax je maximální kmitočet obsažený ve spektru 
zpracovávaného signálu. Při nesplnění tohoto teorému dochází k překrývání 
jednotlivých spekter signálu (tzv. aliasing efektu). Před vzorkováním signálu by tedy 
měly být odstraněny všechny frekvence vyšší než je polovina vzorkovací frekvence,  
tzv. Nyiqustova frekvence 
S
S
N 2 T
piω
ω ==  (antialiasing filtr). 
Po vzorkování realizuje převodník další operaci – kvantování, kterou se převádí 
diskrétní signál (vzorky) na kvantovaný (diskrétní) signál, který je charakterizovaný 
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konečným počtem možných diskrétních hodnot. To znamená, že přesné hodnoty vzorků 
x(n) jsou vyjádřeny se zvolenou konečnou přesností kvantovanými hodnotami xq(n). 
Princip kvantování je znázorněn podle [9] na Obr. 4.2. 
 
Obr. 4.2: Princip kvantování [9] 
 
Sousední rozhodovací úrovně vymezují kvantizační stupně šířky ∆ [9]. Počty 
kvantizačních stupňů N A/D převodníků jsou zpravidla rovny b-té mocnině čísla 2 
( bN 2= ), přičemž nakvantovaný signál pak lze vyjádřit v b bitech. Všechny velikosti 
vzorků x(n) spadající do rozsahu jednoho kvantizačního stupně, jsou vyjádřeny 
příslušnou kvantovanou hodnotou xq(n). Diference mezi kvantovanou a přesnou 
hodnotou vzorku představuje kvantizační chybu e(n) = xq(n) - x(n). Její velikost je v 
intervalu –∆/2 ≤ ∆/2. Tyto chyby mají náhodný charakter a pokud je vyneseme do grafu 
(viz Obr. 4.2), získáme náhodný signál, který se označuje jako kvantizační šum. 
Velikost kvantizačního šumu závisí na maximálním počtu kvantizačních stupňů daného 
převodníku.  
Přesné hodnoty vzorků x(n) mohou být kvantovány zaokrouhlováním nebo 
useknutím. Např. pokud máme 12 bitový A/D převodník (b = 12), počet kvantizačních 
stupňů je N = 212 = 4096. Pro bipolární převodník ± 10 V dostaneme šířku pásma 
20/4096 ≈ 0,005 V. Důsledkem toho je, že při použití tohoto převodníků počítáme s 
přesností na maximálně 4 platná místa. 
Při zpětném převodu digitálního signálu na analogový signál pomocí D/A 
převodníku nebude převedený signál přesně odpovídat původnímu, neboť bude vždy 
degradován kvantizačním šumem e(t). 
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4.2 Klasické identifikační metody – RMNČ (RLS) 
Nejčastěji používaná klasická identifikační metoda, která je popsána ve většině 
publikací zabývajících se adaptivním řízením, je metoda nejmenších čtverců a 
především její rekurzivní verze neboli průběžná metoda nejmenších čtverců (Recursive 
Least Squares method - RLS), která je vhodná právě pro průběžnou (on-line) 
identifikaci. Obvykle je používám ARX model popsaný rovnicí (3.7) a o neměřitelné 
náhodné složce es(k) se předpokládá, že je posloupností vzájemně nekorelované 
náhodné veličiny a zároveň nekorelované se vstupem a výstupem procesu, má nulovou 
střední hodnotu a konstantní rozptyl [1].  
U RLS metody hledáme takový vektor parametrů θ, který minimalizuje kritérium 
                                           ∑
=
=
k
ki
ieJ
0
)()( 2sθ ,                                                           (4.5) 
kde 
                       θφ )()()(ˆ)()( Ts iiyiyiyie −=−= .                                                  (4.6) 
    
Pro metodu platí následující rekurentní vztahy [2] 
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−
=
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kkkkk
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kkk
θφKθθ
PφKPP
φPφ
φPK
     .                            (4.7) 
 
Třetí rovnice odhaduje parametry procesu pro následující krok, které se počítají z 
odhadu v předcházejícím kroku θ(k-1), který je upraven o hodnotu úměrnou rovnici 
( )1()()( T −− kkky θφ ), což znamená rozdíl mezi tím, co skutečně změříme v kroku (k) 
a tím, co pro stejný krok predikuje model se stávajícím nastavením parametrů. K(k) je 
váhový součinitel, který určuje s jakým vlivem se má tento rozdíl vzít v úvahu. P(k) je 
tzv. kovarianční matice, na jejíž hlavní diagonále se nachází informace o rozptylu 
(neurčitosti) jednotlivých identifikovaných parametrů. 
 
Obvyklé počáteční nastavení algoritmu 
                    
T
T
9
)0,...,0,0,0()0(
)0...,,0,0,1()0(
10)0(
=
=
=
φ
θ
P I
.                                                                        (4.8)  
 
Pokud požadujeme, aby bylo možné sledovat i časově proměnné parametry, 
používáme tzv. techniky zapomínání. Existuje řada těchto metod, zde budou uvedeny 
čtyři z nich.  
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4.2.1 Metody zapomínání staré informace 
První metodou je tzv. konstantní exponenciální zapomínání, kdy váha starších dat na 
odhad parametrů exponenciálně klesá, největší váha je na posledním měření. 
Optimalizuje se modifikované kritérium 
                                       ∑
=
−
=
k
ki
ik iJ
0
)()( 2)(2 ελθ ,                                                     (4.9) 
kde λ je koeficient exponenciálního zapomínání a volí se v rozsahu 1;95,0∈λ . 
 
Modifikované rovnice mají tvar [2] 
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.                                  (4.10) 
 
Pokud je koeficient λ < 1 zlepšuje se sledování proměnných parametrů, při λ = 1 
odpovídá klasické metodě bez zapomínání. Tento algoritmus je vhodný pro systémy, 
jejichž parametry se mění pomalu. Problém u této metody nastává v případě, když je 
systém natolik ustálený, že se jeho parametry s časem nemění a metoda tak delší dobu 
nedostává nové informace (φ(k) = φ(k-1)) – ztrácí se informace o dynamice procesu a 
hodnota kovarianční matice P(k) začne exponenciálně narůstat s faktorem zapomínání λ, 
což může vést k numerické nestabilitě algoritmu (tzv. estimátor windup jev). Problém 
lze řešit např. vypínáním identifikace v ustáleném stavu, proměnným koeficientem 
zapomínání či směrovým zapomínáním. 
 
Dalším typem zapomínání je tzv. stoupající exponenciální zapomínání [4][17], 
které se asymptoticky blíží k jedné a počáteční data jsou tedy zapomenuta. Koeficient λ 
se v rovnici (4.10) nahrazuje λ(k) 
                                )1()1()( 00 λλλλ −+−= kk .                                                 (4.11) 
Typické počáteční hodnoty algoritmu jsou  99,0;95,0)0( 0 ∈= λλ . 
 
Proměnlivé exponenciální zapomínání [17] je definováno vztahem 
                                )()(1)( 2 kkmk εγλ −= ,                                                        (4.12)  
kde konstanta m je malé kladné číslo, γ(k) a ε(k) jsou dány vztahy 
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Výhoda tohoto algoritmu spočívá v tom, že reaguje na změny na základě chyby 
predikce ε(k). Pokud se systém změní, ε2(k) se zvýší a způsobí tím snížení koeficientu 
zapomínání λ(k) a starší data budou rychleji zapomenuta. Naopak při malé hodnotě ε(k) 
se λ(k) bude blížit k jedné a zapomínání se sníží.  
 
Posledním zde uvedeným typem zapomínání je konstantní směrové zapomínání 
[17], které bylo vyvinuto na zajištění stability algoritmu. Je založeno na tom, že se 
zapomíná pouze v tom směru, ve kterém přišly nové informace. Metoda je popsána 
rovnicemi (4.14). 
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4.2.2 Odmocninové filtry 
V některých případech může dojít k tomu, že kovarianční matice P(k) nebude pozitivně 
definitní (jak by teoreticky měla být), ale stane se indefinitní (např. v důsledku 
numerických výpočtu vlivem nepřesností a zaokrouhlovacích chyb) a získaný odhad 
parametrů bude divergovat. Tomuto problému se dá předejít pomocí tzv. 
odmocninových filtrů, kdy se kovarianční matice P(k) rozkládá na dvě až tři matice a 
místo její obnovy se obnovuje její odmocnina. Tak je zabezpečena pozitivní definitnost 
původní kovarianční matice. 
 
Rozlišujeme dva základní typy filtrů [4][17] 
 REFIL (Choleskyho odmocnina)  P(k) = Q(k)QT(k) 
 L-D regresní filtr: P(k) = L(k)D(k)LT(k). 
 
V praktické části je vyzkoušen algoritmus odmocninového filtru REFIL, proto bude 
uveden pouze tento algoritmus. 
U filtru REFIL se kovarianční matice rozkládá na součin dolní trojúhelníkové 
matice Q(k) a její transpozice QT(k), kdy Q(k) je součastně odmocninou matice P(k). V 
algoritmu tedy dochází k rekurzivní obnově matice Q(k). Vzorce popisující filtr REFIL 
mají tvar [4][17] 
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kde λ(k) může představovat dříve uvedené metody zapomínání. Pro λ(k) = 1 bude 
odpovídat algoritmu bez zapomínání. 
4.2.3 Rozšířená metoda nejmenších čtverců (RELS) 
V případě, že na systém působí šum, který je korelovaný s vektorem měřených veličin 
φ(k), dostáváme posunutý odhad parametrů. V tomto případě je lepší použít metody, 
které dávají neposunutý odhad parametrů. Jednou z těchto metod je např. rozšířená 
metoda nejmenších čtverců (RELS), která je popsána stejnými rekurzivními rovnicemi 
jako klasická rekurzivní metoda nejmenších čtverců (4.7), popř. (4.10), ale využívá 
model ARMAX (s tzv. pseudolineární regresí, využití aposteriorní chyby predikce) dle 
rovnic (3.3), (3.4), (3,5) a (3.6). 
4.3 Identifikační metody na bázi neuronových sítí 
V této kapitole bude nejdříve uveden stručný úvod do problematiky neuronových sítí a 
dále budou zmíněny algoritmy učení neuronové sítě, které jsou použity v praktické 
části. 
Umělou neuronovou síť můžeme definovat jako paralelní distribuovaný systém 
výkonných prvků modelujících biologické neurony, které jsou účelně uspořádány tak, 
aby systém byl schopen požadovaného zpracování informací [11]. Výkonným prvkem v 
této definici je tzv. umělý neuron, což je zjednodušený matematický model 
biologického neuronu. Jeho základní schéma je zobrazena na Obr. 4.3. 
 
 
Obr. 4.3: Model umělého neuronu 
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Neuron má obecně n reálných vstupů x1, ..., xn. Každý vstup je ohodnocen reálnými 
(synaptickými) váhami w1, ..., wn. Vážená suma vstupních hodnot poté představuje tzv. 
vnitřní potenciál z neuronu 
                                            0
1
wxwz
n
i
ii += ∑
=
 ,                                       (4.16) 
kde w0 je tzv. práh neuronu (bias), x0 je obvykle roven 1. Výstup neuronu je dán 
aktivační (přenosovou) funkcí f 
                                           
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ii  ,                          (4.17) 
což můžeme zapsat vektorově 
                                           ( )0T)( wfzfy +== wx ,                   (4.18) 
kde w je vektor vah a x je vektor vstupů. Aktivační funkce neuronu může mít různý 
charakter. Příklady nejčastěji používaných aktivačních funkcí jsou na Obr. 4.4 a 
můžeme je popsat rovnicemi 
a) skoková funkce – f(z) = 0  pro z < 0 
               f(z) = 1 pro z ≥ 0, 
b) lineární funkce – f(z) = sz, 
c) sigmoida -  
sze
zf
−+
=
1
1)( , 
d) hyperbolický tangens – 
sz
sz
e
e
zf
−
−
+
−
=
1
1)( , kde s je strmost. 
 
Obr. 4.4: Aktivační funkce neuronu 
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V dnešní době existuje řada typů neuronových sítí, z nichž každý typ má podle své 
struktury předurčeno vlastní využití, existují např. perceptronové sítě, Kohenova síť, 
Hopfieldova síť, Hammingova síť, atd. Každá síť je charakterizována svou 
architekturou a způsobem učení. 
Architektura sítě (topologie) definuje počet neuronů, počet vrstev neuronů a jejich 
vzájemné propojení v síti. Vrstvy, které jsou umístěny mezi vstupní a výstupní vrstvou 
se označují jako skryté. Z hlediska průchodu informací neuronovou sítí rozlišujeme dva 
základní typy sítí – dopředné sítě (feed forward) a rekurentní sítě (reccurent). U 
dopředných sítí informace prochází přímo od vstupu k výstupu sítě, u rekurentních sítí 
existují zpětné vazby z výstupních bodů zpět na vstup sítě či vrstvy. Obecně se 
nejčastěji využívá vícevrstvá dopředná síť (obvykle s jednou skrytou vrstvou).   
 Učením sítě (z hlediska identifikace procesů) rozumíme nastavování jednotlivých 
vah tak, aby výstup z neuronové sítě odpovídal výstupu z procesu (jedná se vlastně o 
identifikaci parametrů modelu – neuronové sítě). Při učení jsou síti předkládány tzv. 
učící (tréninkové) vzory (tzv. učení s učitelem), které se skládají z ukázkového vstupu – 
vektor vstupů x - a odpovídajícího požadovaného výstupu – vektor y. Cílem učení je 
minimalizovat chybovou funkci E – součet kvadrátů velikostí chybových vektorů pro 
všechny vzory 
                                               ∑
=
−=
m
i
iiE
1
2
ˆ
2
1 yy ,                           (4.19) 
kde m je počet vzorů trénovací množiny, iyˆ  jsou výstupy z neuronové sítě a yi jsou 
požadované hodnoty na výstupu sítě. 
4.3.1 Nelineární model NARX, NARMAX 
Při použití neuronové sítě jako modelu identifikovaného systému můžeme využít model 
podobný lineárnímu modelu ARX, popř. ARMAX uvedených v kapitole 3.1, 3.2. Model 
je poté označován jako NARX, popř. NARMAX. Pro model třetího řádu a model ARX 
je analogie zobrazena na Obr. 4.5. [12], pro výstup modelu NARX platí 
             [ ])3(),2(),1(),3(),2(),1()( NN −−−−−−= kukukukykykyfky  .             (4.20) 
 
 
Obr. 4.5:  a) lineární model ARX 3. řádu            b) nelineární model NARX 3. řádu 
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U vícevrstvých neuronových sítí obecně dochází k problému interpretace parametrů 
modelu θ z parametrů neuronové sítě. Tento problém je často řešen využitím pouze 
jednoho neuronu s lineární přenosovou funkcí (lineární perceptron) k identifikaci, kdy 
hledané parametry θ jsou přímo hodnoty synaptických vah w1,...wn (pro 3. řád zobrazen 
na Obr. 4.6). 
 
Obr. 4.6: Lineární perceptron 
4.3.2 Algoritmus backpropagation 
Backpropagation (algoritmus zpětného šíření chyby) patří mezi nejpoužívanější učící se 
algoritmy. Jedná se o gradientní iterativní algoritmus, který minimalizuje chybovou 
funkci (4.19). Samotný algoritmus backpropagation není v praktické části používán. 
Uveden je zde především z důvodu, že z tohoto algoritmu vychází nový identifikační 
algoritmus NIA uvedený v kapitole 4.3.4, který je v praktické části testován. 
Algoritmus backpropagation obsahuje tři etapy – dopředné šíření vstupního signálu 
tréninkového vzoru, zpětné šíření chyby a aktualizace váhových hodnot na spojeních. 
Obecně můžeme algoritmus pro p trénovacích vzorů, n vstupů a m výstupů popsat 
následujícími kroky [11] 
 
1) Inicializace vah w malými náhodnými čísly blízko nuly. 
2) Předložení tréninkového vzoru – dvojice vektor vstupů x a žádaných výstupů y.  
3) Dopředné šíření signálu (přes všechny vrstvy od vstupní k výstupní vrstvě) – 
výpočet výstupu sítě yˆ . 
4) Výpočet chyby sítě Ek vzhledem ke k-tému tréninkovému vzoru 
                                              ∑
=
−=
m
j
kjkjk yyE
1
2)ˆ(
2
1
,                 (4.21) 
      kde ykj je požadovaný výstup j příslušného neuronu pro k-tý trénovací vzor a kjyˆ  je 
hodnota výstupu j predikovaná neuronem pro k-tý trénovací vzor. 
5) Zpětné šíření chyby sítě – výpočet chyb neuronů ve všech vrstvách (směrem od 
výstupní ke vstupní vrstvě). 
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6) Adaptace vah 
    )()()1( kwkwkw jkjkjk ∆+=+                                                 (4.22) 
                                 
jk
jk
w
Ekw
∂
∂
−=∆ k)( α  ,                  (4.23) 
 α – koeficient učení, volba rychlosti učení ( 10 ≤< α ). 
7) Předložení dalšího vzoru [x y] a opakování kroků 3 – 6. Po předložení všech 
tréninkových vzorů výpočet celkové chyby sítě EC   
                                               ∑∑
= =
−=
p
k
m
j
kjkj yyE
1 1
2
C )ˆ(2
1
 .                                          (4.24) 
Pokud je EC → 0 (nebo je menší než zvolené kritérium) ukončíme učení, jinak 
opakujeme předložení všech tréninkových vzorů. 
 
Pozn. K adaptaci vah může docházet po každém tréninkovém vzoru nebo až po jednom 
tréninkovém cyklu (po předložení všech p trénovacích vzorů) – tzv. akumulované učení. 
 
Algoritmus backpropagation ve variantě rovnice (4.22) není příliš efektivní. Při malé 
rychlosti učení α je konvergence pomalá, avšak při větším α metoda diverguje. Mohou 
se také vyskytnout oscilace algoritmu u chybové funkce s plochami s mírným sklonem. 
Existuje jednoduchá modifikace, která se snaží tento nedostatek odstranit. Při výpočtu 
změny váhy ve směru gradientu chybové funkce se navíc zohledňuje předchozí změna 
vah, tzv. moment [13] 
( ))1()()()1()()1( CC −−+
∂
∂
−=−∆+
∂
∂
−=+ kwkw
w
Ekwkw
w
Ekwkw jkjk
jk
jkjk
jk
jkjk ηαηα  
                                                                    (4.25) 
kde η (0< η < 1) je parametr momentu, který určuje míru vlivu předchozí změny. 
4.3.3 Algoritmus Marquardt-Levenberg 
Marquardt-Levenberg je iterativní algoritmus, který probíhá dávkově (tzv. 
akumulovaně), tzn. všechny vzory jsou předloženy najednou.  
Zavádí se chybový vektor E 
                                             [ ]peee ,...., 21T =E ,                  (4.26) 
kde p značí počet vzorů trénovací množiny a každý prvek je odchylka mezi žádaným 
výstupem y a skutečným výstupem sítě yˆ  pro p trénovacích vzorů ppp yye ˆ−= .                                              
Hledáme vektor vah [ ]Nwww ,...., 21T =w , který minimalizuje kritérium  
                     
2
2
1 E=E .                  (4.27) 
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Pro aktualizaci vektoru vah platí vztah [12] 
                                  ( ) EJJJIww T1T)()1( −+−=+ λkk ,                (4.28) 
kde λ je konvergenční parametr a J označuje Jacobiho matici definovanou jako 
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Pro případ lineárního perceptronu pro Jacobiho matici platí 
                               
T
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∂
∂
=  ,               (4.29) 
kde X je matice vstupních vzorů  
                         [ ])(),....1(),()( pkkkk −−= φφφX  
a y je vektor výstupních hodnot  
     [ ])(),....1(),()( pkykykyk −−=y  . 
 
Rovnici (4.28) nyní můžeme přepsat pomocí známého značení pro vektor parametrů 
a vstupní regresní vektor jako  
                   ( ) )))()(()()1( TTT1T (kkkkk θXyJJJIθθ −+−=+ −λ  .                          (4.30) 
4.3.4 Nový identifikační algoritmus NIA [14] 
V práci byl také testován nový identifikační algoritmus (NIA), který je inspirován 
neuronovými sítěmi a je podrobněji popsán v práci [14]. Model, který je zde využíván, 
lze rozdělit na lineární a nelineární část a jeho strukturu můžeme popsat rovnicí 
                           )()()()(
e1
)(ˆ TTT )()( kkkk
hky
kkλ
φθφW
φV
=
+
=
−
,                  (4.31) 
kde V(k) jsou parametry nelineární části modelu, W(k) jsou parametry lineární části 
modelu a h je penalizační parametr, který působí jako filtrační článek, volí se v rozsahu 
10,1=h . Nelineární část modelu je tvořena sigmoidní funkcí se strmostí λ, která 
nabývá hodnot z intervalu (0, h). Lineární část je tvořena klasickým ARX modelem.  
Vstupem do identifikační části algoritmu je regresní vektor  
      [ ]T)(...)1()(....)2()1()( nakykynbkukukuk −−−−−−−=φ , 
a výstupem je vektor parametrů modelu θ(k). 
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Jako identifikační metoda pro tento model je využit algoritmus vycházející z metody 
pro učení neuronové sítě - backpropagation s výrazem momenta (viz. kap. 4.3.2), který 
je pro tento nový model upraven.  
Výhodou tohoto identifikačního algoritmu je nastavování pouze jediného 
koeficientu a to penalizačního koeficientu h, kterým si lze volit požadovaný průběh 
výstupní veličiny procesu (což je výhodné oproti ostatním algoritmům, kde průběh 
výstupní hodnoty můžeme maximálně ovlivňovat použitým adaptivním regulátorem). 
Se zvyšující se hodnotou parametru se zvýší tlumení průběhu výstupní veličiny procesu, 
zpomalí se přechodný děj. Ostatní koeficienty λ (strmost), α (koeficient učení), η 
(momentum) a výchozí parametry W(0), V(0) jsou nastaveny univerzálně (získány 
experimentálně na základě mnoha testů) a pro různé procesy se nemusí jejich nastavení 
měnit. 
Algoritmus využívá model 3. řádu podle rovnic (3.15), (3.16) a (3.17) a S-PD 
regulátor dle rovnice (5.5) (pro β = 0) s nastaveným omezením kmitavosti dle Tab. 5.1. 
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5 ADAPTIVNÍ REGULÁTORY 
Další součástí adaptivního řídicího systému (samočinně se nastavujících regulátorů) je 
„blok“ výpočtu parametrů regulátoru na základě parametrů procesu získaných 
identifikací a následné nastavení konstant regulátoru. Jako regulátory se nejčastěji 
používají různé struktury diskrétních PID regulátorů, pro které jsou určitým způsobem 
nastavovány jeho konstanty K (zesílení), TI (integrační časová konstanta) a TD 
(derivační časová konstanta).  
Existuje celá řada algoritmů pro explicitní samočinně se nastavující PID regulátory, 
stručný popis některých z nich včetně matematických vztahů můžeme najít např. v [1] 
(Dahlinův PID regulátor, Bányászové a Keviczkého PID regulátor, regulátory založené 
na metodě přiřazení pólů a regulátory založené na modifikovaném Z-N kritériu).  
V praktické části je použit algoritmus pro nastavení diskrétních PID regulátorů 
založený na modifikovaném Ziegler-Nicholsově kritériu a jako regulátor se používá 
diskrétní S-PD (popř. P-SD) regulátor s filtrací derivační složky (IAI - Impulse Area 
Invariant) a Takahashiho regulátor, proto budou dále podrobněji zmíněny pouze tyto 
regulátory a algoritmus.    
5.1 S-PD regulátor s filtrací derivační složky 
Klasický diskrétní PID regulátor můžeme popsat rovnicí [7] 
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kde u(k) je velikost akčního zásahu v kroku k, e(k) velikost regulační odchylky, K 
zesílení, TI je integrační časová konstanta, TD derivační časová konstanta a TS je perioda 
vzorkování. Regulátor se skládá ze tří složek – proporcionální, sumační (integrační) a 
diferenční (derivační), které jsou zapojeny paralelně a každá svým způsobem ovlivňuje 
velikost akčního zásahu. P složka by sama o sobě nezajistila nulovou ustálenou 
odchylku, proto je v regulátoru přítomna sumační (integrační) složka, která toto zajistí, 
ale na druhou stranu zpomaluje přechodný děj a zhoršuje stabilitu regulačního obvodu. 
Tu naopak zlepšuje diferenční (derivační) složka (zrychluje přechodný děj a zlepšuje 
stabilitu obvodu), pokud je však příliš velká, může zvětšovat šum v obvodu a tím jej 
rozkmitávat. 
Rovnici (5.1) můžeme pomocí Z-transformace přepsat na tvar přenosu regulátoru 
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 Derivační složka, pokud není filtrována, může v regulačním obvodu rozkmitávat 
akční člen, což v praxi např. při použití ventilů vede k jejich rychlému opotřebení či 
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zničení. Existuje více možností filtrace derivační složky, ze kterých zde budou zmíněny 
dvě.  
 První vychází ze spojité filtrované derivační složky podle Aströma, kterou 
převedeme do diskrétního tvaru 
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kde N je tzv. zesilovací činitel, který omezuje zesílení na vyšších frekvencích. Volí se v 
rozsahu 3 až 20. 
Druhý způsob filtrace derivační složky [5] tzv. Impulse Area Invariant (IAI) má tvar 
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Výhody oproti předchozímu příkladu se projeví především při vyšších periodách 
vzorkování (což je výhodné právě u adaptivních systémů s identifikací pomocí 
rekurzivní metody nejmenších čtverců).  
 
Změnou struktury diskrétního PID (PSD) regulátoru tak, že do derivační složky 
regulátoru nevstupuje regulační odchylka e(k), ale přímo záporně vzatá výstupní 
veličina z procesu –y(k), získáme regulátor PS-D. Tím se sníží velikost akčního zásahu 
v okamžiku skokové změny žádané hodnoty a omezí se překmit výstupní veličiny, 
obvykle se zpomalí i její náběh. Dále lze amplitudu akční veličiny snížit, vstupuje-li 
regulační odchylka pouze do integrační části - dostáváme regulátor S-PD. Obě tyto 
struktury můžeme popsat rovnicí  
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                                                                                                                               (5.5)   
kde parametrem 1,0∈β  můžeme volit buď regulátor S-PD (β = 0) nebo regulátor    
PS-D (β = 1) nebo můžeme plynule přecházet mezi oběma regulátory. Parametr β 
optimalizuje odezvu obvodu z hlediska změny žádané hodnoty. Parametry TI, TD, K a N 
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poté umožňují seřídit regulátor z hlediska působení poruchových veličin. Stavový 
diagram regulátorů podle rovnice (5.5) je na Obr. 5.1 (s dynamickým omezením 
integrační složky). 
 
Obr. 5.1: Stavový diagram diskrétního S-PD a PS-D regulátoru 
5.2 Takahashiho regulátor 
Na obdobném principu jako S-PD regulátor pracuje i Takahashiho regulátor. Regulační 
odchylka zde vstupuje pouze do integrační složky. Tento typ regulátoru je často 
používán právě v adaptivních řídicích systémech. Můžeme jej popsat rovnicí [1]  
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Vztahy pro výpočet konstant KP, KI a KD pomocí kritických parametrů procesu 
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5.3 Modifikované Ziegler-Nicholsovo kritérium 
V roce 1942 J.G. Ziegler a N.B. Nichols zveřejnili dvě metody pro nastavování P, PI a 
PID regulátorů. Druhá metoda, která je používána častěji, vychází z uzavřeného 
regulačního obvodu a určení kritických parametrů soustavy.  
Postup pro nastavení parametrů Z-N druhou metodou: 
- vyřadíme integrační a derivační složku PID regulátoru (TD = 0, TI → ∞) 
- zvyšujeme zesílení proporcionální složky K, dokud nedosáhneme ustálených 
kmitů na výstupu soustavy 
- zesílení K, při kterém jsme získali netlumené kmity, označíme KKRIT, periodu 
těchto kmitů označíme jako TKRIT 
- parametry regulátorů poté nastavíme podle Tab. 5.1 
Toto nastavení odpovídá odezvě na skokovou změně žádané hodnoty se třemi až 
čtyřmi viditelnými překmity. K omezení kmitavého průběhu můžeme použít 
experimentálně zjištěnou úpravu, kdy získáme přechodný děj s jedním až dvěma 
překmity - Tab. 5.1. 
 
Typ regulátoru K TI TD 
PID 0,6KKRIT 0,5TKRIT 0,125TKRIT 
PI 0,45KKRIT 0,83TKRIT - 
P 0,5KKRIT - - 
Omezení kmitavého průběhu 
PID 0,3KKRIT TKRIT 0,125TKRIT 
PI 0,2KKRIT TKRIT - 
P 0,25KKRIT - - 
Tab. 5.1: Nastavení parametrů regulátoru podle Z-N bez omezení a s omezením 
kmitavého průběhu 
 
Podmínkou použití této metody je, aby přenosová funkce procesu byla třetího a 
vyššího řádu (u druhého a nižšího řadu nemůžeme určit kritické zesílení a periodu), 
nebo musí mít dopravní zpoždění.  
 
Pro adaptivní řízení byla vytvořena modifikovaná verze tohoto kritéria, která je 
podrobně popsána v [1]. Výpočet kritických parametrů je zde prováděn na základě 
odhadnutých parametrů procesu během identifikace. Zde bude uveden pouze algoritmus 
pro výpočet kritického zesílení pro model druhého a třetího řádu, které jsou využity v 
praktické části.  
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Algoritmus pro model 2. řádu:  
Předpokládá se, že v identifikační části je použit ARX model ve tvaru (3.7) a 
regresní vektor má tvar (3.13), kde můžeme jednotlivé prvky označit 
)2(),1(),2(),1( 4321 −−=−−=−=−= kyfkyfkufkuf , pak dostaneme vektor 
odhadu parametrů ve tvaru (3.14). Kroky algoritmu [1]: 
1. Odhad parametrů modelu procesu (3.14) (např. metoda nejmenších čtverců). 
2. Jestliže odhad parametru b2 je menší než strojová nula, nebo jestliže b1 = b2, 
potom použijte předchozí odhad parametrů b2. 
 
 
Obr. 5.2: Vývojový diagram pro výpočet kritických parametrů modelu 2. řádu [1] 
 
3. Výpočet kritického zesílení KKRIT a TKRIT podle vývojového diagramu Obr. 5.2. 
Jestliže α < -1, položte α = -1, jestliže α > 1, položte α = 1. 
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4. Výpočet parametrů diskrétního regulátoru podle Tab. 5.1. (pro S-PD/P-SD s 
filtrací derivační složky IAI) nebo podle (5.7) (pro Takahashiho regulátor). 
5. Výpočet akčního zásahu podle (5.5) (pro S-PD/P-SD s filtrací derivační složky 
IAI) nebo podle (5.6) (pro Takahashiho regulátor). 
6. Uložíme u(k), na začátku další periody se významově změní na u(k-1). 
7. Cyklická záměna dat v regresním vektoru (3.13)  
                           )(,),(, 334112 kyfffkufff −====  . 
 
Algoritmus pro model 3. řádu: 
Algoritmus je sestaven obdobně jako pro model 2. řádu, jeho vývojový diagram je 
zobrazen na Obr. 5.3. Opět předpokládáme, že v identifikační části je použit ARX 
model ve tvaru (3.7) a regresní vektor má tvar (3.16), pak dostaneme vektor odhadu 
parametrů ve tvaru (3.17). Po zjištění kritických parametrů opět můžeme vypočítat 
parametry zvoleného regulátoru a vypočítat akční zásah u(k). 
 
 
Obr. 5.3: Vývojový diagram pro výpočet kritických parametrů modelu 3. řádu [1] 
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6 GRAFICKÉ PROSTŘEDÍ PRO 
TESTOVÁNÍ 
Pro testování adaptivních regulátorů bylo vytvořeno grafické prostředí v programu 
Matlab, které slouží k nastavení základních parametrů identifikace a spuštění 
připraveného schématu v programu Matlab/Simulink. Grafické prostředí se spouští 
příkazem start_graf v Command Window programu Matlab. Zdrojový kód 
grafického prostředí je umístěn v M-file Program.m.  
Ve vrchní liště pod tlačítkem Okno si lze volit mezi řízením simulačních modelů, 
reálných modelů a adaptivním regulátorem implementovaným v PLC. S danou volbou 
se změní i celkový vzhled hlavního okna - objeví se pouze volba těch parametrů, které 
jsou potřebné pro daný typ ovládání. Např. pro ovládání simulačních modelů je grafické 
prostředí znázorněno na Obr. 6.3. Při volbě řízení reálných modelů nebo adaptivním 
regulátorem implementovaným v PLC je nutno mít v programovatelném automatu 
nahrát příslušný program. 
Práce s grafickým prostředím je velice jednoduchá, volby se provádí pomocí 
editovatelných polí, vyskakovacích polí (popupmenu) a zatrhávacích polí (radiobutton, 
checkbox). Volíme zde řád modelu (2./ 3. řád), typ modelu (ARX/ ARMAX), adaptivní 
regulátor (Takahashiho regulátor/ diskrétní S-PD/P-SD s IAI), způsob identifikace 
systému (RLS/ RELS/ NN – Marquardt-Levenberg/ NIA), simulační soustavu (soustava 
č. 1/č. 2), periodu vzorkování, dobu simulace, působení poruchových veličin, vstupní 
signál a kvantizační efekt způsobený A/D, D/A převodníky (8-bitové/ 10-bitové/        
12-bitové). Po stisku volby způsobu identifikace procesu se zobrazí nové malé okno, 
kde se zadají potřebné parametry pro daný typ identifikace. Např. pro identifikaci 
pomocí nového identifikačního algoritmu NIA je okno zobrazeno na Obr. 6.1. 
Nastavit lze i počáteční hodnoty identifikovaných parametrů procesu, pokud 
požadujeme nastavení jiné než je dáno rovnicí (4.8), a to pomocí stisku pravého tlačítka 
myši v oblasti panelu Identifikované parametry soustavy. 
Při volbě simulačních modelů si lze zvolit z přednastavených modelů, které byly 
testovány v práci, nebo si lze zvolit vlastní soustavu maximálně s třemi časovými 
konstantami v čitateli a jmenovateli, s astatismem a dopravním zpožděním – viz       
Obr. 6.2. 
Tlačítkem START se spustí simulace modelu se zadanými parametry. Po dokončení 
simulace se zobrazí data v grafickém prostředí a současně se objeví malé okno pro 
možnost různého krokování průběhů (jeden krok vzad, stop, pauza, krok vpřed, 
zpomalené přehrání celé simulace). Zobrazovány jsou identifikované parametry 
soustavy, vypočítané kritické parametry soustavy (KKRIT, TKRIT) na základě 
modifikovaného Z-N kritéria a parametry regulátoru (K, TI, TD – pro diskrétní S-PD/   
P-SD regulátor nebo KP, KI, KD – pro Takahashiho regulátor). Graficky je poté zobrazen 
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průběh výstupní veličiny, žádané hodnoty, akčního zásahu, průběh jednotlivých 
identifikovaných parametrů a pro rekurzivní metodu nejmenších čtverců i kovarianční 
matice. Jednotlivé grafy lze otevřít v samostatném okně – stiskem pravého tlačítka myši 
v oblasti grafu. U grafu kovarianční matice lze zobrazit i její stopu (opět stiskem 
pravého tlačítka myši).  
Tlačítkem Konec dojde k uzavření grafického prostředí. 
 
 
Obr. 6.1: Okno pro bližší specifikaci identifikačního algoritmu - NIA 
 
Obr. 6.2: Volba simulační soustavy 
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Obr. 6.3: Grafické prostředí pro testování adaptivních regulátorů – simulační modely 
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7 OVĚŘENÍ NA SIMULAČNÍCH 
MODELECH 
Ověřování na simulačních modelech probíhalo pomocí schématu zobrazeném                 
na Obr. 7.1. Vybrány byly dvě různé simulační soustavy, na kterých bylo ověřováno 
chování adaptivních regulátorů z hlediska působení vstupních a výstupních poruch na 
soustavu, vliv kvantizačního efektu na jednotlivé adaptivní regulátory s různými 
identifikačními algoritmy a volba adaptivního regulátoru (Takahashiho regulátor, S-PD 
regulátor).  
Omezení akčního zásahu všech regulátorů bylo nastaveno na hodnoty 
VuV 1010 ≤≤− . Pro identifikaci byl využíván především model 3. řádu a jako 
regulátor byl používán Takahashiho regulátor (u algoritmu NIA S-PD regulátor), pokud 
bylo použito jiné nastavení, je uvedeno u dané soustavy. U adaptivního regulátoru 
s klasickou identifikační metodou (RLS, RELS) a s identifikační metodou M-L byla 
použita inicializace pevně nastaveným regulátorem po dobu 5 s. Nastavení konstant 
tohoto regulátoru bylo pro všechny soustavy ponecháno stejné – KP = KI = KD = 1        
(z tohoto důvodu může být odezva na začátku regulace více kmitavá).  
U každé soustavy je znázorněn graf výstupních veličin (regulovaných veličin) a 
průběhy akčních zásahů. Obvykle je zobrazen pouze detailní průběh – bez počáteční 
inicializace algoritmů (ukázka celkového průběhu je umístěna v Příloze A). 
 
Obvyklé nastavení identifikačních algoritmů: 
 Rozšířená rekurzivní metoda nejmenších čtverců s proměnlivým 
exponenciálním zapomínáním a filtrem REFIL (RELS+R), 
 NN – ML s koeficientem učení λ = 0,01;  paměť (velikost matice vzorů) = 
180;  počet iterací = 100, 
 NIA s různým nastavením penalizačního parametru h (přesné nastavení 
uvedeno u dané soustavy), S-PD regulátor s omezením kmitavosti, 
 perioda vzorkování TS = 0,1 s,  
pokud se nastavení lišilo, je uvedeno u dané soustavy.  
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Obr. 7.1: Schéma pro testování adaptivních regulátorů (simulační modely) 
7.1 Simulační soustava č. 1 
)1125,0)(125,0)(15,0)(1(
1)(1 ++++= sssssF  
 
Na simulační soustavě č. 1 byl testován vliv kvantizačního efektu na kvalitu 
regulace. A/D a D/A převodníky reprezentovaly dva kvantizéry vložené na vstupu a 
výstupu soustavy – viz Obr. 7.1. Nastaveny byly kvantizační úrovně pro 8-bitový,      
10-bitový a 12-bitový převodník s rozsahem ± 10 V. 
Žádanou hodnotou byl jednotkový skok (w = 1). Na soustavu působila v čase        
110 s skoková porucha na vstup soustavy o velikosti 0,5 V (50 % žádané hodnoty) a 
v čase 140 s na výstup soustavy o velikosti 0,25 V (25%).  
  
Průběhy výstupních veličin a akčních zásahů pro simulační soustavu č. 1 (detail) pro 
12-bitové převodníky jsou zobrazeny na Obr. 7.2, pro 10-bitové převodníky                
na Obr. 7.3 a pro 8-bitové převodníky na Obr. 7.4. Ukázka celkového průběhu pro   
12-bitové převodníky je umístěna v příloze A – Obr. A.1. 
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Obr. 7.2: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 1 – 12 bit. převodníky 
 
Obr. 7.3: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 1 – 10 bit. převodníky 
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Obr. 7.4: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 1 – 8 bit. převodníky 
 
Na průbězích můžeme vidět, že adaptivní regulátor s identifikací ML i NIA si 
s kvantizačním efektem poradí velmi dobře, stejně tak i adaptivní regulátor s rozšířenou 
metodou nejmenších čtverců (ARMAX model). Pokud však použijeme pouze klasickou 
identifikaci rekurzivní metodou nejmenších čtverců (ARX model), průběh výstupní 
veličiny již u 10-bitových převodníků začíná být kmitavý a u 8-bitových převodníků je 
velmi kmitavý.  
Všimnout si zde můžeme i reakcí na působící poruchy – na vstupní poruchu reaguje 
adaptivní regulátor s identifikací NIA hůře než ostatní algoritmy. Překmit je asi 30 %, 
zatímco u ostatních regulátorů je asi 10 %. Na výstupní poruchu je již odezva velmi 
dobrá. Z hlediska rychlosti přechodového děje je algoritmus NIA pomalejší, ale bez 
překmitu. Průběh jeho akčního zásahu je velmi plynulý i při velkém kvantizačním 
efektu.  
Dále byl na soustavě vyzkoušen vliv volby metody zapomínání staré informace pro 
adaptivní regulátor s rozšířenou rekurzivní metodou nejmenších čtverců s filtrem 
REFIL (RELS+R). Testováno bylo konstantní exponenciální zapomínání (4.10)          
pro λ = 0,985, stoupající exponenciální zapomínání (4.11) pro λ(0) = 0,95 a λ0 = 0,99 a 
proměnlivé exponenciální zapomínání (4.12) pro k = 0,01. Výsledné průběhy jsou 
zobrazeny na Obr. 7.5. 
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Obr. 7.5: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 1 – RELS+R 
různé metody zapomínání staré informace 
 
V grafu je patrné, že nejlépe dopadl adaptivní regulátor s proměnlivým 
exponenciálním zapomínáním, který zapomínání mění na základě aktuální chyby 
predikce. Narozdíl od něj adaptivní regulátor s konstantním exponenciálním 
zapomínáním v průběhu regulace ztrácí informace o dynamice procesu a při působení 
poruch dochází k velkým překmitům, než dojde opět ke správnému naidentifikování 
procesu. Adaptivní regulátor se stoupajícím exponenciálním zapomínáním ze začátku 
reaguje stejně jako regulátor s proměnlivým exponenciálním zapomínáním, rozdíl je 
však patrný v reakci na výstupní poruchu. Rozdíly v jednotlivých typech zapomínání 
jsou patrné i na průbězích stop kovariančních matic P, které jsou zobrazeny v příloze A 
– Obr. A.2, A.4 a A.6 a na průbězích jednotlivých identifikovaných parametrů procesu 
zobrazených v příloze A – na Obr. A.3, A.5 a A.7. Stopa kovarianční matice u 
konstantního exponenciálního zapomínání není omezená (jak by správně měla být, 
nejlépe co nejmenší a konstantní) a ke konci začíná opět narůstat.  
Dále je používáno především proměnlivé exponenciální zapomínání.  
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7.2 Simulační soustava č. 2 
            22 )1)(15(
2)(
++
=
ss
sF  
 
Na simulační soustavě č. 2 byl testován vliv volby adaptivního regulátoru. Testován 
byl Takahashiho regulátor dle rovnice (5.6), parametry nastaveny podle (5.7) a S-PD 
regulátor dle (5.5) pro β = 0 a β = 0,5, parametry K, TI a TD byly nastaveny dle Tab. 5.1 
– klasické nastavení i pro omezení kmitavosti. Žádanou hodnotou byl v tomto případě 
skok o velikosti w = 2. Na vstup procesu působila v čase 110 s skoková porucha 
společně s bílým šumem se střední hodnotou 1 V a rozptylem 0,005 V, na výstup 
procesu působila v čase 140 s skoková porucha o velikosti 0,5 V (25 % žádané 
hodnoty).  
 
Průběhy výstupních veličin a akčních zásahů pro simulační soustavu č. 2 (detail) pro 
adaptivní regulátory s identifikací RELS+R jsou zobrazeny na Obr. 7.6, s identifikací 
ML na Obr. 7.7 a s identifikací NIA (h = 7) na Obr. 7.8. 
 
 
Obr. 7.6: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 2 – RELS+R 
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Obr. 7.7: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 2 – M-L 
 
Obr. 7.8: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 2 – NIA (7) 
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Z grafů je patrné, že volba typu adaptivního regulátoru má vliv především na průběh 
přechodného děje a dále na způsob vyregulování výstupní poruchy působící na proces. 
Z hlediska vyregulování vstupní poruchy se regulátory chovají velice podobně.  
U identifikace pomocí rozšířené metody nejmenších čtverců s filtrem REFIL a 
proměnlivým exponenciálním zapomínáním (RELS+R) vykazuje nejlepší průběh 
Takahashiho regulátor, velmi podobný průběh má S-PD regulátor (s klasickým 
nastavením - tzn. K = 0,6KKRIT, TI = 0,5TKRIT a TD = 0,125 TKRIT) pro β = 0, kdy se 
průběhy liší v reakci na výstupní poruchu (S-PD regulátor má o něco vyšší překmit). 
Pokud změníme parametr β na 0,5 (přiblížíme se regulátoru P-SD) projeví se to jak na 
vyšším překmitu na změnu žádané hodnoty, tak především na velikosti překmitu při 
působení výstupní poruchy. Při použití omezeného nastavení kmitavosti pro S-PD 
regulátor (tzn. K = 0,3KKRIT, TI = TKRIT a TD = 0,125 TKRIT) se nám zmenší kmitavost 
přechodného děje – dochází až k prvnímu podkmitu výstupní veličiny a o něco se zlepší 
reakce na výstupní poruchu.  
U identifikace pomocí ML se různé adaptivní regulátory z hlediska přechodového 
děje při změně žádané hodnoty chovají stejně jako u identifikace pomocí RELS+R, 
rozdílnější je chování na výstupní poruchu. Nejmenší překmit zde má S-PD regulátor 
s klasickým nastavením a β = 0,5, největší překmit naopak Takahashiho regulátor.  
U identifikace pomocí nového identifikačního algoritmu NIA (pro h = 7) má největší 
překmit při změně žádané hodnoty S-PD regulátor s klasickým nastavením pro β = 0,5 a 
nejmenší překmit S-PD regulátor s omezením kmitavosti pro β = 0 (což je stejné jako u 
předchozích algoritmů, ale velikosti překmitů jsou větší). V reakci na vstupní poruchu 
poté S-PD regulátory s omezením kmitavosti mají o něco větší překmit výstupní 
veličiny. Na výstupní poruchu reagují všechny regulátory velmi podobně. Podle [14] by 
se NIA měl používat především s S-PD regulátorem s omezením kmitavosti (β = 0), což 
nám způsobí větší překmit na reakci při působení vstupní poruchy, jak už bylo zmíněno 
i u předchozí simulační soustavy. Je též patrné, že zde u procesu s větší časovou 
konstantou - pomalý proces - jsou průběhy podstatně pomalejší než u ostatních 
algoritmů. Proto byla u této soustavy vyzkoušena pro adaptivní regulátor s identifikací 
NIA delší perioda vzorkování TS = 0,5 s – výsledné grafy jsou zobrazeny v příloze A – 
Obr. A.5. Můžeme zde vidět, že pokud prodloužíme periodu vzorkování, musíme 
současně změnit i nastavení parametru h (zmenšit). Průběh přechodného děje se nám 
zrychlil a zlepšila se i reakce na vstupní poruchu.   
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8 OVĚŘENÍ NA REÁLNÝCH MODELECH 
Ověřování na reálných modelech probíhalo pomocí podobného modelu, který je 
zobrazen na Obr. 7.1. Místo simulační soustavy byl však použit komunikační klient 
mk_pvi (s jedním vstupem – akční zásah – a jedním výstupem – regulovaná veličina), 
který slouží pro propojení programu Matlab/Simulink s programovacím prostředím 
Automation Studio programovatelného automatu B&R, ke kterému je připojen reálný 
model.  
Byl použit fyzikální model (DA 04) s možností nastavení tří časových konstant T1, 
T2 a T3. Teoreticky by takto nastavený model měl odpovídat soustavě s přenosovou 
funkcí ( )( )( )111
1)(
321 +++
=
sTsTsT
sF , ve skutečnosti se jedná pouze o velmi hrubý 
odhad, neboť se u modelu projevuje šum, různé nelinearity a také její stáří.  
Nejprve byly vybrány dvě různé soustavy, na kterých byly testovány adaptivní 
regulátory z hlediska působení vstupních a výstupních poruchových veličin, vlivu volby 
periody vzorkování a následně byl testován vliv změny dynamiky soustav. Současně 
byly adaptivní regulátory porovnávány s pevně nastaveným regulátorem (Takahashiho 
regulátorem). 
Nastavení adaptivních regulátorů a ostatních veličin je stejné jako při testování 
simulačních modelů uvedených v kapitole 7. 
 
Obvyklé nastavení identifikačních algoritmů: 
 Rozšířená rekurzivní metoda nejmenších čtverců s proměnlivým 
exponenciálním zapomínáním a filtrem REFIL (RELS+R), 
 NN – ML s koeficientem učení λ = 0,01;  paměť (velikost matice vzorů) = 
180;  počet iterací = 100, 
 NIA s různým nastavením penalizačního parametru h (přesné nastavení 
uvedeno u dané soustavy), S-PD regulátor s omezením kmitavosti, 
 perioda vzorkování TS = 0,1 s, 
pokud se nastavení lišilo, je uvedeno u dané soustavy.  
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8.1 Reálná soustava č. 1 
Nastavení časových konstant na modelu   T1 = 1 s    
       T2 = 1 s    
       T3 = 1 s   
 
Žádanou hodnotou byl jednotkový skok (w = 1 V). Vstupní skoková porucha o 
velikosti 0,5 V (50 % žádané hodnoty) působila v čase 130 s, výstupní skoková porucha 
o velikosti 0,25 V (25 % žádané hodnoty) působila v čase 170 s. 
Parametry pevně nastaveného Takahashiho regulátoru    KP = 4,09;  KI = 0,21;  KD = 21 
 
Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 1 (detail) jsou 
zobrazeny na Obr. 8.1, celkový průběh je umístěn v příloze B na Obr. B.1, srovnání 
s pevně nastaveným Takahashiho regulátorem je umístěno v příloze B na Obr. B.2. 
 
 
Obr. 8.1: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 1 (detail) 
 
Na této soustavě byl vyzkoušen i vliv periody vzorkování na jednotlivé adaptivní 
regulátory. Výsledné grafy jsou zobrazeny na Obr. 8.2 pro adaptivní regulátor 
s identifikací RLS+R, na Obr. 8.3 s identifikací RELS+R, na Obr. 8.4 s identifikací  
ML a na Obr. 8.5 s identifikací NIA (h = 6). 
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Obr. 8.2: Průběhy výstupních veličin a akčních zásahů pro RLS+R – různé TS  
 
Obr. 8.3: Průběhy výstupních veličin a akčních zásahů pro RELS+R – různé TS  
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Obr. 8.4: Průběhy výstupních veličin a akčních zásahů pro M-L – různé TS 
 
Obr. 8.5: Průběhy výstupních veličin a akčních zásahů pro NIA (6) – různé TS 
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8.2 Reálná soustava č. 2 
Nastavení časových konstant na modelu   T1 = 0,5 s   
       T2 = 2 s   
       T3 = 1 s    
 
Žádaná hodnota a působení poruchových veličin je stejné jako u předchozí soustavy. 
 
Parametry pevně nastaveného Takahashiho regulátoru    KP = 6,5;  KI = 0,4;  KD = 28,3 
Parametry pevně nastaveného S-PD regulátoru             K = 3,38;  TI = 3,36;  TD = 0,42 
 
Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 2 (detail) jsou 
zobrazeny na Obr. 8.6, srovnání s pevně nastaveným Takahashiho regulátorem je 
umístěno v příloze B na Obr. B.3, s pevně nastaveným S-PD regulátorem na Obr. B.4. 
 
Na této soustavě byl vyzkoušen i vliv penalizačního parametru h nového 
identifikačního algoritmu NIA na průběhy výstupní veličiny. Výsledný graf je zobrazen 
na Obr. 8.7.  
 
 
Obr. 8.6: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 2 (detail) 
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Obr. 8.7: Průběhy výstupních veličin a akčních zásahů pro NIA pro reálnou soustavu č. 2 
 
Na Obr. 8.1 a Obr. 8.6 můžeme vidět chování výstupních veličin adaptivních 
regulátorů z hlediska působení vstupní a výstupní poruchy na reálný model. Výsledky 
jsou velmi podobné jako u simulačních modelů. Při působení vstupní poruchy má 
adaptivní regulátor s algoritmem NIA větší překmit výstupní veličiny (asi 30 %) než 
adaptivní regulátory s ostatními algoritmy, na výstupní poruchu je odezva již dobrá. 
Přechodný děj je pomalejší (doba ustálení asi 20 s), ostatní adaptivní regulátory jsou o 
něco rychlejší (doba ustálení asi 10 s). Rozdíl je vidět i v použití klasické identifikace 
RLS (ARX model) a identifikace RELS (ARMAX model), kdy je průběh regulované 
veličiny u identifikace RLS více kmitavý než u identifikace RELS.  
Při srovnání s pevně nastavenými diskrétními regulátory (příloha B - Obr. B.2 – 
B.4) má pevně nastavený Takahashiho regulátor velmi podobný průběh výstupní 
veličiny při změně žádané hodnoty a při reakci na vstupní poruchu jako adaptivní 
regulátory s identifikací RELS+R a ML, u pevně nastaveného S-PD regulátoru dochází 
k prvnímu podkmitu výstupní veličiny při změně žádané hodnoty a o něco vyššímu 
překmitu výstupní veličiny při reakci na působící vstupní poruchu. Na působící výstupní 
poruchy poté reagují pevně nastavené regulátory mnohem lépe než adaptivní regulátory.  
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Při různých periodách vzorkování (Obr. 8.2 – 8.5) můžeme vidět, že čím delší je 
perioda vzorkování, tím se nám zvětšuje překmit výstupní veličiny při reakci na vstupní 
skokovou poruchu. Dále je patrné, že pro klasickou identifikační metodu – RLS - je 
lepší delší perioda vzorkování, která v tomto případě slouží jako filtr, identifikační 
algoritmus je numericky stabilnější a identifikace je kvalitnější. Pro adaptivní regulátor 
s identifikací NIA je nejvhodnější krátká perioda vzorkování (TS = 0,1 s), při delších 
periodách nejsou výsledky vyhovující, neboť by v tomto případě byla nutná úprava 
parametru h (jeho zmenšení), jak již bylo zmíněno u simulační soustavy č. 2. 
Při zvyšování parametru h nového identifikačního algoritmu NIA (Obr. 8.7) se 
zmenšuje překmit výstupní veličiny a zpomaluje se přechodný děj. Všimnout si zde 
můžeme i počátku identifikace, kdy nedochází k žádným velkým akčním zásahům a již 
i na počátku je průběh výstupní veličiny přijatelný.  
8.3 Změna dynamiky reálných soustav 
Při změně dynamiky reálných soustav byl žádanou hodnotu pulsní vstup o amplitudě 1 a 
periodě 80 s. V čase 140 s došlo k přepnutí jedné (popř. dvou) časových konstant na 
fyzikálním modelu. 
V grafech je ukázáno také srovnání s pevně nastaveným Takahashiho regulátorem, 
který byl nastaven podle kritických parametrů první soustavy a podle rovnic (5.7), popř. 
bylo jeho nastavení trochu upraveno.  
8.3.1 Změna dynamiky č. 1  
Nastavení časových konstant na modelu      T1 = 0,5         → T1 = 2    
       T2 = 1    T2 = 1   
       T3 = 2    T3 = 2    
Parametry pevně nastaveného Takahashiho regulátoru    KP = 6,5;   KI = 0,4;   KD = 28,3  
 
Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 1 (detail) jsou 
zobrazeny na Obr. 8.8. Je patrné, že parametry pevně nastaveného Takahashiho 
regulátor nejsou nastaveny dostatečně robustně, proto bylo vyzkoušeno upravené 
nastavení parametrů: KP = 3, KI = 0,15 a KD = 20. Výsledný průběh je zobrazen           
na Obr. 8.9. 
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Obr. 8.8: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 1 
 
Obr. 8.9: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 1  
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8.3.2 Změna dynamiky č. 2 
Nastavení časových konstant na modelu T1 = 1          → T1 = 1    
       T2 = 1    T2 = 3  
       T3 = 1    T3 = 1    
Parametry pevně nastaveného Takahashiho regulátoru    KP = 4,1;   KI = 0,2;   KD = 21  
 
Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 2 (detail) jsou 
zobrazeny na Obr. 8.10. U této změny dynamiky byla vyzkoušena i identifikace 
modelem 2. řádu, jinak se stejnými parametry. Vyzkoušen byl pouze adaptivní regulátor 
s klasickou identifikací RELS+R a s identifikací na bázi neuronových sítí ML, protože 
algoritmus NIA je navržen pouze pro model 3. řádu. Průběhy výstupních veličin a 
akčních zásahů jsou zobrazeny na Obr. 8.11.  
 
 
Obr. 8.10: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 2 
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Obr. 8.11: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 2 –               
model 2. řádu 
8.3.3 Změna dynamiky č. 3 
Nastavení časových konstant na modelu     T1 = 0,5          → T1 = 0,2   
       T2 = 1    T2 = 5  
       T3 = 2    T3 = 2    
Parametry pevně nastaveného Takahashiho regulátoru    KP = 6,5;   KI = 0,4;   KD = 28,3  
 
Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 3 (detail) jsou 
zobrazeny na Obr. 8.12. Stejně jako u první změny dynamiky, bylo i zde vyzkoušeno 
upravené nastavení parametrů: KP = 3;  KI = 0,15 a KD = 20. Výsledný průběh je 
zobrazen na Obr. 8.13. 
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Obr. 8.12: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 3 
 
Obr. 8.13: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 3  
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Při změně dynamiky procesu byla sledována především schopnost adaptivního 
regulátoru přizpůsobit se novým parametrům. Na všech třech změnách dynamiky 
procesu je patrné, že chvíli trvá, než se adaptivní regulátor „přeidentifikuje“ (v případě 
identifikace RELS a ML) na nový proces, proto okamžitá reakce na změnu dynamiky je 
více kmitavá, ale při další změně žádané hodnoty (v čase 240 s) je již reakce velmi 
dobrá, adaptivní regulátor se přizpůsobí novým podmínkám.  
Pokud se podíváme na srovnání s pevně nastaveným Takahashiho regulátorem, je 
patrné, že velice záleží na tom, jak robustně jsou nastaveny parametry regulátoru. Když 
jej nastavíme přesně na základě kritických parametrů dle (5.7), můžeme na Obr. 8.8 
vidět, že po změně dynamiky začne regulátor kmitat a jeho chování je zcela 
nevyhovující. Pokud však parametry o něco upravíme (Obr. 8.9), chování se výrazně 
zlepší a i po změně dynamiky procesu můžeme výstupní veličinu považovat za 
vyhovující. Na Obr. 8.13 by však byla nutná ještě větší změna parametrů pevně 
nastaveného Takahashiho regulátoru.   
U adaptivního regulátoru s identifikací NIA se vyskytne problém při větší změně 
dynamiky procesu (změna č. 3 - Obr. 8.12), kdy by současně bylo nutné změnit i 
nastavení parametru h – na jednu stranu je parametr h výhodný, protože si s ním 
můžeme volit požadovaný průběh výstupní veličiny (viz. Obr. 8.7), na druhou stranu 
však při větší změně dynamiky by byl pro novou soustavu vhodnější jiný parametr h. 
Na změně dynamiky č. 2 - Obr. 8.11 – můžeme vidět průběhy, kdy místo 
identifikace modelem 3. řádu použijeme model 2. řádu (pouze pro RELS+R a ML). Je 
patrné, že i přesto dojde k dobré identifikaci procesu. Při změně dynamiky je odezva o 
něco kmitavější než při identifikaci modelem 3. řádu, ale při další změně žádané 
hodnoty je již výstup, dá se říci, vyhovující.  
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9 IMPLEMENTACE ALGORITMŮ DO PLC 
Důležitým krokem v návrhu řídicích algoritmů je jejich implementace do 
programovatelného automatu, kde budou použity pro průmyslovou regulaci. V této fázi 
je nutno brát ohled jak na minimalizaci implementačních chyb, tak na čas potřebný pro 
implementaci a v neposlední řadě i přenositelnost algoritmů do PLC.  
Z hlediska přenosu řídicích algoritmů do programovatelného automatu rozlišujeme 
dva typy implementace [8]: 
 nepřímá implementace – kdy je řídicí algoritmus přímo přepsán z jazyka 
simulačního programu do jazyka PLC, kde je následně přímo testován na reálném 
procesu, při zjištění nedostatků je program v simulačním programu upraven a opět 
implementován do PLC 
 přímá implementace – v tomto případě je řídicí algoritmus nejdříve vyvíjen 
v simulačním programu, v dalším kroku je testován na reálném procesu přímo ze 
simulačního prostředí (bez nutnosti implementace) a až v poslední fázi je 
implementován do programovatelného automatu, kdy jsou odstraněny všechny 
nedostatky a chyby v řídicím kódu. 
 
Přímá implementace je tedy z hlediska efektivnosti a množství implementovaných 
chyb výhodnější a byla též použita. Její postup lze shrnout do tří kroků, které na sebe 
vzájemně navazují a dohromady tvoří logickou a jednoduchou cestu pro implementaci 
řídicích algoritmů ze simulačního prostředí do programovatelného automatu [8]: 
1. Vývoj a testování řídicího algoritmu v simulačním prostředí (Matlab/Simulink). 
2. Testování řídicího algoritmu na reálném procesu. Proces je řízen přímo 
z programu Matlab/Simulink přes programovatelný automat, ze kterého jsou 
v tomto případě využity pouze vstupy a výstupy pro připojení k reálnému 
procesu. 
3. Ověřený a verifikovaný řídicí algoritmus je implementovaný do PLC. V tomto 
případě již programovatelný automat přímo reguluje daný proces a program 
Matlab/Simulink může sloužit pro sledování regulačního děje.  
 
Důležitá je v tomto případě existence jazyka, který by byl shodný jak pro simulační 
program, tak pro programovatelný automat. V tomto případě je vhodné použít jazyk 
ANSI C, který podporuje jak simulační program Matlab/Simulink – (S-funkce), tak 
použitý programovatelný automat firmy B&R. 
 
Konfigurace použitého programovatelného automatu B&R řady System 2005: 
1. centrální jednotka CPU360 (3CP360.60-1) – CPU, 32 MB DRAM, 496 kB 
SRAM; vyměnitelná paměť Compact Flash, 1 místo ve slotu pro PCI moduly, 1 
rozhraní RS232, 1 rozhraní Ethernet 10/100 Base-T, 1 rozhraní USB 
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2. napájecí zdroj PS465(3PS465.9) – vstupní stejnosměrné napětí 24 V v rozsahu  
18 – 30 VDC, maximální proud 3,5 A, výkon 50 W 
3. I/O smíšený modul DM486 (3DM486.6) – 16 digitálních vstupů, 24 V, 1 ms; 16 
digitálních výstupů, 24 V, 0,5 A 
4. univerzální smíšený modul UM161 (3UM161.6) – 4 analogové vstupy  ± 10 V, 
14 bitů rozlišení; 3 analogových výstupů ± 10 V, 12 bitů rozlišení; 14 digitálních 
vstupů 24 V, 1 ms; 1 digitální výstup 24 V, 2 A, 500 µs; 1 digitální výstup 24 V, 
10 mA, 10 µs, oba výstupy lze použít i jako vstupy 
 
Všechny algoritmy adaptivních regulátorů byly napsány v jazyce ANSI C jako           
S-funkce v programu Matlab (ident_reg.c). Takto vytvořený algoritmus byl nejdříve 
testován na simulačních modelech v programu Matlab/Simulink, jak je uvedeno 
v kapitole 7. V dalším kroku byly algoritmy otestovány na reálných modelech tak, že 
stále byla využívána S-funkce v programu Matlab, ale již nebyla použita simulační 
soustava, ale přímo reálná soustava, která byla připojena k programovatelnému 
automatu B&R. Pro komunikaci mezi simulačním prostředím Matlab a adaptivním 
regulátorem sloužil komunikační klient mk_pvi (s jedním vstupem a jedním výstupem), 
který zajistil komunikaci v reálném čase. Výsledky jsou uvedené v kapitole 8. 
V posledním kroku byl algoritmus implementovaný do PLC. Obecně lze S-funkci 
napsanou v jazyku ANSI C rozdělit do dvou hlavních částí 
1. Část, která zajišťuje inicializaci proměnných a je volána pouze jednou při první 
aktivaci - static void mdlStart(SimStruct *S) 
2. Část, která tvoří vlastní jádro programu a je volána cyklicky s periodou 
vzorkování TS - static void mdlOutputs(SimStruct *S, int_T tid) 
Ze stejných dvou částí se skládá i program v PLC a jemu odpovídající části se 
nazývají void _INIT nazev(void) a void _CYCLIC nazev(void). Z tohoto důvodu 
je velmi jednoduché „přepsat“ algoritmy vytvořené jako S-funkce v jazyce C 
v programu Matlab do programovatelného algoritmu B&R. Prostředí Matlab/Simulink 
v tomto případě sloužilo především pro sledování jednotlivých proměnných a bylo 
propojeno s programovacím prostředím Automation Studio programovatelného 
automatu B&R prostřednictvím komunikačního klienta mk_pvi2 (s 5 vstupy a 15 
výstupy) – viz Obr. 9.1. 
 
Výsledky byly velmi podobné, jako při řízení reálných modelů z programu Matlab 
Simulink, proto je zde na ukázku uveden pouze průběh změny dynamiky soustavy č. 1 - 
Obr. 9.2 (v příloze B – Obr. B.5 potom průběh změny dynamiky soustavy č. 2). 
Nastavení parametrů bylo stejné jako v kapitole 8, pouze bylo změněno nastavení u 
adaptivního regulátoru s identifikací ML na velikost matice vzorů = 120 a počet iterací 
= 20 (z důvodů výpočetní náročnosti algoritmu), proto se výsledky tohoto algoritmu 
mohou o něco lišit. 
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Obr. 9.1: Schéma zapojení pro řízení reálných modelů prostřednictvím PLC – 
monitorování v programu Matlab Simulink 
 
Obr. 9.2: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 1 - PLC 
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10 ADAPTIVNÍ REGULÁTOR FIRMY B&R 
Součástí práce bylo též porovnání adaptivních regulátorů s adaptivním regulátorem 
firmy B&R. Nejedná se však o „ryze“ adaptivní regulátor, jako všechny zde uváděné 
algoritmy, který by prováděl identifikaci neustále a podle identifikovaných parametrů 
by měnil parametry regulátoru. Zde se jedná o jednorázové automatické nastavování 
parametrů regulátoru (tzv. auto-tuning), které je zmíněno v kap. 2.1.1. 
Protože tento adaptivní regulátor byl již testován v [7], bylo zde využito stejné 
nastavení regulátoru. Použit byl funkční blok LCRSlimPID() z knihovny LoopConR 
[15], který implementuje regulátor s integrovanou ladicí funkcí a interně využívá 
funkční bloky LCRPID() a LCRPIDTune(). Blok nabízí dvě ladicí funkce – oscilační 
metodu (oscillation attempt), která vychází z Z-N druhé metody, a skokovou odezvu 
(step response), která vychází z Z-N první metody. Pro vlastní testování byla zvolena 
oscilační metoda. Tato procedura je založena na periodickém rozkmitávání výstupní 
veličiny kolem předem definované žádané hodnoty v uzavřené smyčce a dle délky 
periody a poměru amplitudy akčního zásahu jsou určeny parametry PID regulátoru. 
U oscilační metody bylo ponecháno standardní nastavení (420 111), což znamená 
požadavek na oscilační metodu s použitím PID regulátoru s kladným řízením (tzn. růst 
akčního zásahu způsobuje pokles výstupní veličiny) a dva oscilační pokusy přes čtyři 
periody. U bloku bylo nastaveno omezení akčního zásahu na ± 10 V. 
 
Regulátor byl ověřován na reálných modelech a též pro změnu dynamiky reálných 
soustav uvedených v kapitole 8. K ověřování byl používán opět program Matlab 
Simulink, který v tomto případě sloužil především pro sledování jednotlivých 
proměnných, propojený s programovacím prostředím Automation Studio 
programovatelného automatu B&R (kde byl realizován adaptivní regulátor a připojení 
k laboratornímu přípravku) prostřednictvím komunikačního klienta mk_pvi2 (se 4 
vstupy a 6 výstupy) – viz Obr. 10.1. 
 
V grafech je zobrazen průběh již nastaveného adaptivního regulátoru (bez ladicí 
fáze). Pro srovnání jsou zde přidány grafy adaptivních regulátorů uvedených v kapitole 
8. Graf celkového průběhu adaptivního regulátoru B&R, včetně ladicí fáze, je na 
ukázku uveden v příloze B.  
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Obr. 10.1: Schéma zapojení pro řízení reálných modelů adaptivním regulátorem B&R 
v programu Matlab Simulink 
10.1   Reálná soustava č. 1 
Nastavení časových konstant na modelu      T1 = 1 s          T2 = 1 s         T3 = 1 s   
               
Doba trvání ladicí fáze:   23,2 s 
Nastavení konstant regulátoru B&R   K = 2,709 TI = 3 s       TD = 0,75 s 
 
Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 1 (detail) jsou 
zobrazeny na Obr. 10.2. Celkový průběh, včetně ladicí fáze regulátoru B&R je pro 
ukázku umístěn v příloze B  – Obr. B.6. 
 
10.2   Reálná soustava č. 2 
Nastavení časových konstant na modelu     T1 = 0,5 s        T2 = 2 s        T3 = 1 s   
               
Doba trvání ladicí fáze:   23,6 s 
Nastavení konstant regulátoru B&R   K = 3,87 TI = 3 s        TD = 0,76 s 
 
Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 2 (detail) jsou 
zobrazeny na Obr. 10.3. 
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Obr. 10.2: Průběhy výstupních veličin a akčních zásahů regulátorů pro reálnou soustavu č. 1 
 
Obr. 10.3: Průběhy výstupních veličin a akčních zásahů regulátorů pro reálnou soustavu č. 2 
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10.3   Změna dynamiky č. 1 
Nastavení časových konstant na modelu     T1 = 0,5 s        → T1 = 2 s    
       T2 = 1 s    T2 = 1 s   
       T3 = 2 s    T3 = 2 s    
Doba trvání ladicí fáze:   21,4 s 
Nastavení konstant regulátoru B&R   K = 4,14 TI = 2,75 s        TD = 0,68 s 
 
Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 1 (detail) jsou 
zobrazeny na Obr. 10.4. Celkový průběh, včetně ladicí fáze regulátoru B&R je pro 
ukázku umístěn v příloze B – Obr. B.7. 
10.4   Změna dynamiky č. 2 
Nastavení časových konstant na modelu      T1 = 1 s        → T1 = 1 s    
       T2 = 1 s    T2 = 3 s   
       T3 = 1 s    T3 = 1 s    
Doba trvání ladicí fáze:   23,2 s 
Nastavení konstant regulátoru B&R   K = 2,71 TI = 3 s        TD = 0,75 s 
 
Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 2 (detail) jsou 
zobrazeny na Obr. 10.5. 
 
10.5   Změna dynamiky č. 3 
Nastavení časových konstant na modelu     T1 = 0,5 s        → T1 = 0,2 s    
       T2 = 1 s    T2 = 5 s   
       T3 = 2 s    T3 = 2 s    
Doba trvání ladicí fáze:   21,4 s 
Nastavení konstant regulátoru B&R   K = 4,14 TI = 2,75 s        TD = 0,68 s 
 
Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 3 (detail) jsou 
zobrazeny na Obr. 10.6. 
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Obr. 10.4: Průběhy výstupních veličin a akčních zásahů regulátorů pro změnu dynamiky č. 1 
 
Obr. 10.5: Průběhy výstupních veličin a akčních zásahů regulátorů pro změnu dynamiky č. 2 
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Obr. 10.6: Průběhy výstupních veličin a akčních zásahů regulátorů pro změnu dynamiky č. 3 
 
Z hlediska přechodného děje při změně žádané hodnoty (Obr. 10.2, Obr. 10.3) má 
adaptivní regulátor B&R větší překmit než ostatní regulátory (asi 20 %), doba ustálení 
je přibližně stejná jako u adaptivních regulátorů s identifikací RELS+R a ML. Na 
poruchové veličiny reaguje podobně jako pevně nastavený Takahashiho regulátor           
(Obr. B.2 a B.3), neboť v této fázi už se jedná o pevně nastavený regulátor (proběhla již 
ladící fáze).  
Protože jsou parametry regulátoru B&R po ladící fázi (auto-tuning fázi) nastaveny 
celkem robustně, jsou jeho výstupy i po změnách dynamiky (Obr. 10.4, Obr. 10.5, 
Obr. 10.6) stále poměrně vyhovující, samozřejmě však s větším překmitem než ostatní 
adaptivní regulátory. 
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11 ZÁVĚR 
Diplomová práce je zaměřená na adaptivní regulátory, především na použití klasických 
identifikačních metod a identifikačních metod na bázi neuronových sítí, současně je i 
testován nový identifikační algoritmus NIA [14], který je inspirovaný neuronovými 
sítěmi.  
V teoretickém úvodu je nejdříve vysvětlen pojem adaptivního řídicího systému a 
blíže je popsán jeden z přístupů – tzv. samočinně se nastavující regulátory (STC). 
Následuje popis používaných modelů procesu a dále samotná identifikace procesů.       
Z klasických identifikačních metod byla popsána rekurzivní metoda nejmenších čtverců 
(RLS) s různými metodami zapomínání staré informace a s odmocninovým filtrem typu 
REFIL, uvedena je i rozšířená rekurzivní metoda nejmenších čtverců (RELS). Dříve než 
jsou popsány identifikační metody na bázi neuronových sítí – algoritmy učení 
neuronové sítě použité v praktické části práce (algoritmus ML a NIA), je uveden 
stručný úvod do problematiky neuronových sítí. V poslední kapitole teoretické části je 
zmíněno modifikované Ziegler-Nicholsovo kritérium pro nastavování parametrů 
regulátoru a je popsán diskrétní S-PD (P-SD) regulátor s filtrací derivační složky IAI a 
Takahashiho regulátor, které se v kombinaci s modifikovaným  Z-N kritériem využívají 
v praktické části.   
Druhá část práce je praktická a obsahuje konkrétní výsledky, které byly získány při 
ověřování adaptivních regulátorů jak s klasickou identifikací, tak s identifikací na bázi 
neuronových sítí na simulačních modelech a na reálných modelech. Současně byly 
adaptivní regulátory srovnány s pevně nastaveným diskrétním regulátorem. 
 Součástí práce bylo i vytvoření grafické prostředí pro vyhodnocování průběhů 
identifikace. Grafické prostředí bylo vytvořeno v programu Matlab a umožňuje sledovat 
výstupní veličinu procesu, akční zásah, průběh identifikovaných parametrů a pro 
rekurzivní metodu nejmenších čtverců i kovarianční matici a stopu kovarianční matice. 
Průběhy lze krokovat i zpomaleně přehrát. Zobrazovány jsou též parametry regulátoru, 
kritické parametry procesu a identifikované parametry procesu. Vytvořené grafické 
prostředí i s ukázkami je blíže uvedeno v kapitole 6.    
 
Testování simulačních modelů probíhalo v programu Matlab Simulink. Adaptivní 
regulátor byl naprogramován jako S-funkce v jazyku ANSI C. Testovány byly dvě 
simulační soustavy – soustava 4. řádu s malými časovými konstantami a soustava 3. 
řádu s jednou větší časovou konstantou. Na soustavách bylo ověřováno chování 
adaptivních regulátorů z hlediska působení vstupních a výstupních poruch na soustavu, 
vliv kvantizačního efektu na jednotlivé adaptivní regulátory s různými identifikačními 
algoritmy a volba adaptivního regulátoru (Takahashiho regulátor, S-PD regulátor). 
Průběhy výstupních veličin a akčních zásahu jsou znázorněny v kapitole 7. 
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Z hlediska vlivu kvantizačního efektu na kvalitu regulace můžeme říci, že adaptivní 
regulátor s identifikací ML, NIA i s rozšířenou metodou nejmenších čtverců (ARMAX 
model) si s kvantizačním efektem poradí velmi dobře. Pokud však použijeme pouze 
klasickou identifikaci rekurzivní metodou nejmenších čtverců (ARX model) je průběh  
u 8-bitových převodníků velmi kmitavý a nevyhovující. 
Pokud budeme srovnávat reakci na vstupní a výstupní poruchy působící na proces, 
tak na vstupní poruchu reaguje adaptivní regulátor s identifikací NIA hůře než ostatní 
algoritmy (s překmitem asi 30 %, zatímco u ostatních je asi 10 %). Na výstupní poruchu 
je již jeho odezva velmi dobrá, ve většině případů lepší než u ostatních algoritmů. 
Z hlediska rychlosti přechodového děje je algoritmus NIA pomalejší, což však souvisí i 
s používaným regulátorem (S-PD regulátor s nastavením omezení překmitu) a 
požadavkem na přechodný děj s co nejmenším překmitem. Průběh jeho akčního zásahu 
je velmi plynulý i při velkém kvantizačním efektu. Adaptivní regulátory s identifikací 
RELS a ML vykazují navzájem velmi podobné výsledky, větší rozdíly se objevují 
v reakcích na výstupní poruchu. 
Volba typu adaptivního regulátoru má vliv především na průběh přechodného děje a 
dále na způsob vyregulování výstupní poruchy působící na proces. Z hlediska 
vyregulování vstupní poruchy se regulátory chovají velice podobně. 
 
Jako reálný model pro testování byl vybrán fyzikální model s možností nastavení tří 
časových konstant. Ověřování opět probíhalo v programu Matlab Simulink nyní 
propojeném s programovatelným automatem B&R prostřednictvím komunikačního 
klienta mk_pvi. Průběhy výstupních veličin a akčních zásahu jsou znázorněny 
v kapitole 8. Testovány byly opět dvě reálné soustavy, na kterých byly testovány 
adaptivní regulátory z hlediska působení vstupních a výstupních poruchových veličin, 
vlivu volby periody vzorkování a následně byl testován vliv změny dynamiky soustav. 
Současně byly adaptivní regulátory porovnávány s pevně nastaveným regulátorem. 
Z hlediska působení vstupních a výstupních poruch na proces jsou výsledky velmi 
podobné jako u simulačních modelů. Při různých periodách vzorkování můžeme vidět, 
že čím delší je perioda vzorkování, tím se nám zvětšuje překmit výstupní veličiny při 
reakci na vstupní skokovou poruchu. Pro adaptivní regulátor s identifikací NIA je 
nejvhodnější krátká perioda vzorkování (TS = 0,1 s), pokud zvolíme delší periodu 
vzorkování pro stejný proces je nutná i současná změna parametru h. 
Při změně dynamiky procesu byla sledována především schopnost adaptivního 
regulátoru přizpůsobit se novým parametrům. Na všech třech změnách dynamiky 
procesu je patrné, že po „přeidentifikování“ se na nový proces s novými parametry, je 
reakce výstupní veličiny velmi dobrá, adaptivní regulátor se přizpůsobí novým 
podmínkám. Naopak pokud se podíváme na srovnání s pevně nastaveným Takahashiho 
regulátorem, velice záleží na tom, jak robustně jsou nastaveny parametry regulátoru. 
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Pokud jeho parametry nejsou nastaveny dostatečně robustně, dochází při změně 
dynamiky procesu k rozkmitání výstupní veličiny a nevyhovujícímu chování. 
U adaptivního regulátoru s identifikací NIA se vyskytne problém při větší změně 
dynamiky, kdy by současně bylo nutné změnit i nastavení parametru h – na jednu stranu 
je parametr h výhodný, protože si s ním můžeme volit požadovaný průběh výstupní 
veličiny (při zvyšování parametru h se zmenšuje překmit výstupní veličiny a zpomaluje 
se přechodný děj), na druhou stranu však při větší změně dynamiky by byl pro novou 
soustavu vhodnější jiný parametr h. 
 
Nakonec byl testován adaptivní regulátor firmy B&R na reálných modelech. 
Ověřování probíhalo v programu Matlab Simulink propojeném s programovatelným 
automatem prostřednictvím komunikačního klienta mk_pvi2. Průběhy výstupních 
veličin a akčních zásahu jsou znázorněny v kapitole 10. 
V tomto případě se však nejedná o „ryze“ adaptivní regulátor, jako všechny zde 
uváděné algoritmy, který by prováděl identifikaci neustále a podle identifikovaných 
parametrů by měnil parametry regulátoru. Zde se jedná o jednorázové automatické 
nastavování parametrů regulátoru (tzv. auto-tuning), poté se regulátor chová jako 
klasický pevně nastavený regulátor. 
Z hlediska přechodného děje při změně žádané hodnoty má adaptivní regulátor B&R 
větší překmit výstupní veličiny než ostatní regulátory (asi 20 %), doba ustálení je 
přibližně stejná jako u adaptivních regulátorů s identifikací RELS+R a ML. Na 
poruchové veličiny reaguje podobně jako pevně nastavený Takahashiho regulátor. 
Protože jsou parametry regulátoru B&R po ladící fázi (auto-tuning fázi) nastaveny 
celkem robustně, jsou jeho výstupní veličiny i po změnách dynamiky procesu stále 
poměrně vyhovující, samozřejmě však s větším překmitem než u ostatních regulátorů. 
 
Na závěr můžeme říci, že pokud použijeme pokročilejší techniky z oblasti 
klasických identifikačních metod, jako je např. rozšířená metoda nejmenších čtverců    
(s ARMAX modelem) s odmocninovým filtrem a proměnlivým exponenciálním 
zapomínáním, adaptivní regulátor se v tomto případě při krátkých periodách vzorkování 
svými vlastnosti velmi blíží adaptivnímu regulátoru s identifikací na bázi neuronových 
sítí. Největším problémem u identifikace na bázi neuronových sítí s učením ML je 
plnění matice vzorů (kdy může dojít k přeučení neuronu a ztratí se tak informace o 
dynamice procesu), řešením je např. detekce ustáleného stavu (např. na základě 
velikosti chyby predikce) a zastavení plnění matice vzorů. 
Nové možnosti přináší i nový identifikační algoritmus NIA, samozřejmě s určitými 
výhodami i nevýhodami. Mezi nejdůležitější výhody zjištěné při ověřování algoritmu na 
simulačních i reálných modelech patří: 
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 nastavování pouze jediného koeficientu - parametru h, kterým si lze zároveň volit 
požadovaný průběh výstupní veličiny procesu (čím je h větší, tím se zvyšuje 
tlumení a zpomaluje se přechodný děj), 
 nemusí být řešena otázka počátečního nastavení konstant regulátorů, neboť 
samotné počáteční nastavení algoritmu a poměrně rychlá a plynulá konvergence 
parametrů nezpůsobuje nekorektní akční zásahy na počátku identifikace a tím 
přijatelné chování výstupní veličiny i na počátku identifikace, 
 dobré výsledky i při krátkých periodách vzorkování s přítomností poměrně 
velkého kvantizačního šumu. 
Nevýhodami tohoto algoritmu jsou: 
 větší překmit při reakci na vstupní poruchu (kolem 30 %), 
 pomalejší, ale na druhou stranu plynulejší průběhy, 
 při větší změně dynamiky soustavy nutná změna parametru h.  
 
 
 
 
 
 
 
 
 71 
Literatura 
[1] BOBÁL, V. a kol. Praktické aspekty samočinně se nastavujících regulátorů. VUTIUM, 
1999. 
[2] PIVOŇKA, P. Optimalizace regulátorů. VUT Brno. Skriptum. 2005 
[3]  VELEBA, V. – PIVOŇKA, P. Adaptive Controller with Identification Based on Neural 
Network for Systems with Rapid Sampling Rates. WSEAS Transactions on Systems, 
2005, vol. 4, issue 4, pp. 385 – 388, ISSN 1109-2777 
[4]  BLAHA, P. Rekurzivní metoda nejmenších čtverců, Modelování a identifikace, FEKT 
VUT Brno, 2008 
[5]  PIVOŇKA, P. Comparative Analysis in Implementations Discrete PID Controllers. In 
Proceedings East West Fuzzy Colloquium 2008. Zittau, Germany, 2008. s. 162-167 
[6]  WITTENMARK, B. Self-Tuning Regulators, TFRT-3054, Dept. of Automatic Control, 
Lund Institute of Technology (1973) 
[7]  VAŇKOVÁ, T. Porovnávací studie diskrétních PSD regulátorů. Brno: Vysoké učení 
technické v Brně, Fakulta elektrotechniky a komunikačních technologií, 2009. 92 s. 
Vedoucí bakalářské práce prof. Ing. Petr Pivoňka, CSc. 
[8]  PIVOŇKA, P. Číslicová řídicí technika. VUT Brno. Skriptum. 2003 
[9]  PRCHAL, J. Digitální zpracování signálu v telekomunikaci. 1. vyd. Praha: Vydavatelství 
ČVUT, 2001. ISBN 80-01-02149-1. Kapitola 3, Vzorkování, obnova a kvantování, 
s. 25-35. 
[10]  KLÁN, P. Konference IFAC v Praze a některé současné problémy automatizace, Automa 
[online]. 2005, č. 3, [cit. 2010-3-20]. Dostupné z 
                    <http://www.odbornecasopisy.cz/index.php?id_document=30405>. 
[11]  JIRSÍK, V. Umělé neuronové sítě, Moderní prostředky v automatizaci, FEKT VUT Brno, 
2009 
[12]  SCHMIDT, M – PIVOŇKA, P. Advantages of Neural Networks in Adaptive Control. In 
13th Zittau Fuzzy Coloquium. Zittau: Rektor der Hochschule Zittau/Gorlitz, 2006. s. 
75-80. ISBN: 3-9808089-8-X. 
[13]  ŠÍMA, J. – NERUDA, R. Teoretické otázky neuronových sítí. Matfyzpress, Praha 1996 
[14]  ŠULOVÁ, M. Adaptivní regulátory s prvky umělé inteligence. Brno: Vysoké učení 
technické v Brně, Fakulta elektrotechniky a komunikačních technologií, 2009. 83 s. 
Vedoucí dizertační práce prof. Ing. Petr Pivoňka, CSc. 
[15]  Automation Studio, B&R Automation Software Help [CD-ROM], Ver. V 3.0.71.10     
[cit. 2011-04-02] 
 72 
[16]  BLAHA, P. Modely lineárních systémů, Modelování a identifikace, FEKT VUT Brno, 
2008 
[17]  FIKAR, M. – MIKLEŠ, J. Identifikácia systémov, 1. vyd., Bratislava: Vydavatelství STU, 
1999, ISBN 80-227-1177-2 
 
 
 
 
 
 
 
 73 
Seznam zkratek 
Zkratka/Symbol Jednotka Popis 
PID - proporcionálně-integračně-derivační 
PSD - proporcionálně-sumačně-diferenční 
K - proporcionální zesílení 
TI s integrační časová konstanta 
TD s derivační časová konstanta 
N - zesilovací činitel 
KP - proporcionální zesílení (Takahashiho regulátor) 
KI - integrační zesílení (Takahashiho regulátor) 
KD - derivační zesílení (Takahashiho regulátor) 
TS s perioda vzorkování 
s - operátor Laplaceovy transformace 
z - operátor Z-transformace 
q-1 - operátor posunutí (zpoždění) 
KKRIT - kritické zesílení  
TKRIT s kritická perioda 
w(t) V žádaná hodnota 
y(t) V výstupní veličina 
e(t) V regulační odchylka 
u(t) V akční zásah 
z(t) V porucha 
Z-N metoda - Ziegler-Nicholsova metoda 
RMNČ - rekurzivní metoda nejmenších čtverců 
RLS - Recursive Least Squares method = 
rekurzivní metoda nejmenších čtverců 
RELS - Recursive Extended Least Squares method = 
rozšířená rekurzivní metoda nejmenších čtverců 
NN - Neural network = neuronová síť 
ML - učení Marquardt – Levenberg  
NIA - nový identifikační algoritmus 
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Příloha A: 
Dodatečné grafy k simulačním modelům 
 
 
Obr.A.1: Průběhy výstupních veličin a akčních zásahů pro simulační soustavu č. 1 – 
celkový průběh 
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Obr.A.2: Stopa kovarianční matice P pro konstantní exponenciální zapomínání 
 
Obr.A.3: Průběh identifikovaných parametrů pro sim. soustavu č. 1 – konstantní zapomínání 
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Obr.A.4: Stopa kovarianční matice P pro stoupající exponenciální zapomínání 
 
Obr.A.5: Průběh identifikovaných parametrů pro sim. soustavu č. 1 – stoupající zapomínání 
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Obr.A.6: Stopa kovarianční matice P pro proměnlivé exponenciální zapomínání 
 
Obr.A.7: Průběh identifikovaných parametrů pro sim. soustavu č. 1 – proměnlivé zapomínání 
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Obr.A.8: Průběhy výstupních veličin a akčních zásahů pro sim. soustavu č. 2 – NIA změna 
periody vzorkování 
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Příloha B: 
Dodatečné grafy k reálným modelům 
 
 
Obr.B.1: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 1   – 
celkový průběh 
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Obr.B.2: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 1 – 
srovnání s pevně nastaveným Takahashiho regulátorem 
 
Obr.B.3: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 2 – 
srovnání s pevně nastaveným Takahashiho regulátorem 
 82 
 
Obr.B.4: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 2 – 
srovnání s pevně nastaveným S-PD regulátorem 
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Obr. B.5: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 2 – PLC 
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Obr. B.6: Průběhy výstupních veličin a akčních zásahů pro reálnou soustavu č. 1 –                 
regulátor B&R celkový průběh 
 
Obr. B.7: Průběhy výstupních veličin a akčních zásahů pro změnu dynamiky č. 1 –        
regulátor B&R celkový průběh 
