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Abstract 
Computer-based biometric authentication is the process of establishing the 
identity of a person base on his/her biometric traits. Multimodal biometric 
authentication utilizes multiple modalities of biometric traits. In this thesis 
we focus on the modalities of audio and video. The intended applications 
are access control through handheld devices. Several challenges come along 
with such applications: low quality and low resolution of captured videos; 
high dimensions and small sample sizes of video frames; illumination and pose 
variations. We address these problems in this thesis. 
In order to tackle the low-resolution and variations problems, we attempt 
to extract discriminative and robust visual features of a talking person. Specif-
ically, we propose to employ talking mouths as visual features. This choice is 
not only convenient and user-friendly, but also robust and theoretically sound. 
Averaged mouth images and averaged optical flow images are proposed as 
mouth features. Despite of the simplicity, they are shown to preserve both 
physical and behavioral information that are speaker-specific. Moreover, it is 
shown that they are highly complimentary to the audio features. 
To integrate the audio and video modality, the method of measurement-
level fusion is used. We study the problem of optimal weights selection, and 
two principles are given. Based on these principles, a scheme for estimating 
optimal weights based on confidence measures is formulated. Experimental 
results demonstrate the effectiveness of the confidence based fusion weights. 
fcNN classifiers, which are commonly used in small-sample-size tasks are 
ii 
studied with great depth. Pitfalls of conventional kNN are revealed based 
on the analysis of its Bayesian formulation. A regularized kNN is proposed 
to circumvent these pitfalls. This classifier tries to learn an optimal measure 
of dissimilarity to substitute the Euclidean metric. The learning process is 
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Notation 
Notation for this thesis 
Symbol Explanation 
(i-dimensional Euclidean space 
R = R^ set of real numbers 
IR+ set of non-negative real numbers 
IR++ set of positive real numbers 
N set of natural numbers 
exp(a) exponential function, e" 
MT transpose of a matrix M 
det M determinant of a matrix M 
Xj, Ui ith training sample and its label 
Xi vectorial representation of the ith training sample 
N total number of training examples 
set of N training examples 
C number of classes of a classification problem 
Nk number of training examples for the class with label yk 
X the input space where are sampled from 
D dimension of X 
/ ( ) discriminant function of a classifier 
a parameters of / ( ) 
continued on the next page 
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Notation for this thesis (continued) 
Symbol Explanation 
A set, from which a are drawn 
HI hypothesis space, a space of functions from which f is drawn 
pQ probability density function (pdf) of a random variable or random vector 
D{) probability distribution function of a random variable or random vector 
P{) probability of an event 
E[ ] expected value of a random variable/vector 
RQ risk functional 
-RempO empirical risk 
RregO regularized risk 
L() loss function 
k(-, •) kernel 
H reproducing kernel Hilbert space (RKHS), induced by a kernel 
K kernel matrix 
左((.，.)，(.’.))hyperkernel 
么 hyperkernel matrix 
H hyper-RKHS, induced by a hyperkernel 
indicator function of the set A 
£/(•，.） distance/similarity measure between two samples 
end of the notation 
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1.1 Biometric Authentication 
Biometric authentication [1] refers to the process of establishing the identity 
of a person base on his/her physiological and behavioral traits. Commonly 
known biometric traits include face, speech, talking mouth, fingerprint, palm-
print, signature, ear, hand geometry, gait, iris, hand vein and DNA (Figure 
1.1). Some of them must be acquired via special equipments and may involve 
medical processes. For instance, iris scan requires considerable cooperation of 
users, while the acquisition and analysis of DNA need professional biomedical 
apparatus. Traditionally, biometric authentication was performed by trained 
human specialists. In recent years, computer-based automatic authentication 
has met a great demand of applications in information security. In some coun-
tries, citizens' biometric information are stored in their official identity docu-
ments, which can be used for different purposes. 
Automatic biometric authentication is a task of pattern classification. Each 
person to be recognized corresponds to a pattern class. Bayesian statistical 
inference is the classical tool for solving this problem. On observing some train-
ing samples, a class-conditional density function (or likelihood) is estimated. 
It is used to compute the a posterior probability of a test sample with respect 
to each person. The test sample is assigned to the class with the maximum 
1 
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Figure 1.1: Examples of different biometric traits. Traits that carry physiologi-
cal information is denoted with a dot, while those with a circle carry behavioral 
information. Some traits carry both of them. 
posterior probability. The estimation of density functions can be parametric or 
nonparametric. Parametric methods, e.g. Gaussian modeling, assume that the 
forms of the density functions are known. Nonparametric methods don't make 
such an assumption, and they are often adopted in small-sample-size problems. 
k nearest neighbor (fcNN) is one of the most commonly used nonparametric 
method. 
Depending on the nature of applications, biometric authentication can be a 
process of either verification or identification. In a verification task, the system 
decides the validation of a person's claimed identity. In an identification task, 
the system decides which identity a test sample should be assigned to. 
1.2 Multimodal Biometric Authentication 
The channels via which the biometric traits are captured are referred to as bio-
metric modalities. If an authentication system involves two or more modalities, 
it is termed a multimodal biometric authentication system [2, 3]. 
Indeed, human communication is entirely multimodal. This is why the 
communication between people can be very robust, in spite of the incomplete-
ness of information or severe environmental interferences. The advantage of 
multimodal information processing is intuitive. Different modalities provide 
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complementary information. The correlations between them are usually very 
weak, given that they are captured by different sensors. When one modal-
ity becomes unreliable due to noise, the other modalities may stay valid. A 
multimodal biometric authentication system is intended to exploit the comple-
mentary properties of different biometric features. It is expected to perform 
better than a single-modality system. Another practical advantage of multi-
modal systems is that it makes an imposter difficult (or even impossible) to 
spoof the true identity. 
In a multimodal biometric authentication system, the fusion or integration 
of individual modalities for performance optimization is an important issue. 
Fusion can be carried out at different levels, e.g., feature level, measurement 
level and decision level [1]. Commonly used measurement level fusion rules 
are the product rule, sum rule, max/min/median rule and majority vote rule 
[4]. The sum rule is the simplest one among them. It can be extended to 
a weighted sum rule, which assigns different weights to different modalities 
or pattern classes. The determination of good weights remains a challenging 
research problem. 
1.2.1 Combination of Different Biometric Traits 
There have been many multimodal biometric authentication systems reported 
in previous studies. Some of the representative work are listed in Table 1.1, 
according to their choices of biometric traits. Jain et al. [1] gave the following 
characteristics of biometric systems: universality, distinctiveness, performance 
and collectability. 
In [6], the Dialog Communication Systems (DCS AG) developed a mul-
timodal authentication system named BioID. It used three biometric traits: 
speech, face and lip movement. A PC-camera captured a video clip of a per-
son's frontal face while he/she is speaking. In verification experiments on 150 
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bio- traits Face,Mouth Ear Signature Fingerprint Gait Iris 3D Shape 
Speech M"6][7][8][9] " p [ [11][12] [13][14][15] ~ - ~ - — 
Face,Mouth - W ] [17] [18] —[19] [20] 
Signature - - [26] - -
Table 1,1: Previous studies on multimodal biometric authentication. 
persons, the system achieved false-acceptance rate of lower than 1%. The 
false-rejection rate depended on the security level of different applications. 
In [10], a bi-modal system using speech and ear shape was proposed. A 
digital camera was placed approximately 20cm away from a speaker's ear, to 
capture his/her ear shapes and speech. The database consisted of 38 male 
speakers. Each speaker had five sessions of recording. In verification experi-
ments, the system achieved an EER of 0.3% with the best audio quality (30dB 
SNR). 
In [11], a bi-modal authentication system using speech and on-line signa-
tures was described. Data was captured by a tablet PC. The system achieved 
an equal-error rate (EER) of 0.72% on a database of 100 persons. 
In [20], the authentication system used face, hand geometry and fingerprint 
as input modalities. Verification experiments were carried out on a database 
of 50 users, and the fused system can achieve a false acceptance rate (FAR) of 
0.03% at false rejection rate (FRR) of 1.78%. 
In [22], gait and face were used for person authentication. Identification 
experiments were carried out on the NIST database with 30 persons. The 
persons walked along a designed path. The gait sequences and the fontal 
views of them are captured by a fixed camera. The reported accuracy was 
97%tom%. 
In [23], face and iris were combined. The authors used two databases in 
verification experiments, each containing face images and iris images. The 
fused system achieved 100% total error rates (FAR+FRR). 
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1.2.2 Multimodal Fusion 
Fusion of the information from multiple biometric modalities can be done at 
different levels (Figure 1.2) as described below. 
7 Features 1 ——^ Score 1 5 Decision 1 
/ Classifier -y \ 
f Z ^ : ： : Final \ 
: : 7 — - ^ D e c i s i o n > 
\ Features N ——^ Score N ——、Decision N 
Figure 1.2: Fusion can be done at different levels. 
Feature-level Fusion 
Feature-level fusion systems typically generate a set of new features from the 
feature sets extracted from different modalities. Feature concatenation, nor-
malization, extraction and selection methods may be adopted to carry out this 
procedure. 
In [27], nine feature parameters of hand geometry features and 27 feature 
parameters of face images were combined to form a new feature vector. The 
performance of this fusion scheme resulted in a marginally inferior performance 
compared to measurement-level fusion on the same database. 
Measurement-level Fusion 
Measurement-level fusion is also called score-level fusion or late fusion [1]. It 
has been intensively studied and has shown generally better performances than 
fusion at other levels [3]. In this fusion level, measurements of similarities 
or dissimilarities produced by different classifiers are combined for the final 
decision. 
Chapter 1 Introduction 6 
In [20], three measurement-level fusion methods, namely the sum rule, de-
cision trees and linear discriminant functions are investigated. The scores were 
the Euclidean distances, and the two modalities are fingerprint and hand ge-
ometry. The sum rule showed better performance than the other two methods. 
In [28], the product rule, weighted sum rule, modified max rule and adap-
tive cascade rule were compared. Three modalities were involved: speech, lip 
motion and face images. It was shown that the adaptive cascade rule achieves 
the best performance. The consistently better performance of this fusion rule 
also demonstrated the effectiveness of their proposed reliability measurements. 
Decision-level Fusion 
In this fusion level, the classifier outputs are the class labels, i.e., either accep-
tance or rejection for verification systems, or the person identities for identi-
fication systems. The final decision is obtained from these discrete labels by 
voting methods. 
In [29], theoretical analysis of sum rule and majority voting method was 
presented. In verification experiments, under Gaussian assumptions of estima-
tion errors, the sum rule outperforms majority vote. However, voting may be 
superior to the sum rule when the number of modalities is small. 
1.3 Audio-Visual Bi-modal Authentication 
In this research, we focus on two specific modalities that can be easily acquired 
by common computer equipments, namely audio and video. Many audio-visual 
authentication systems were developed in previous research. Speech signals 
were commonly used as the audio modality. Human faces or lip movements 
were used in the video modality. 
In [30], it was proposed to fuse speech and lip movements. Intensity vectors 
of lips perpendicular to the lip contours, and the shape parameters of lips were 
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used as visual features. Audio and visual features were modeled by hidden 
Markov models (HMM). The probabilities were linearly summed for decision 
making. Verification experiments were carried out on the M2VTS database. 
The FAR and the FRR are 0.5% and 2.8% respectively. 
In [31], the same visual and audio features as in [30] were used. Asyn-
chronous HMM was used to fuse the features. Verification experiments on 
the M2VTS database showed performance improvement over the traditional 
HMM. 
In [32], the authors proposed to use the elastic graph matching method to 
model and represent facial features. Euclidean distances in the visual modality 
and log-likelihood ratio scores are fused by different methods: SVM, LDA, de-
cision tree and neural networks. Experiments were carried out on the XM2VTS 
database. The SVM approach achieved the best EER of 1.6%. 
In [33], speech, face images and lip images were used. The dimension of 
lip images was reduced by DCT, and the resulted coefficients were modeled 
by GMM. Facial features were extracted by local feature analysis (LFA), and 
Euclidean distances were used as dissimilarity measures. A linear weighted 
fusion scheme was used for identification experiments, where the weights were 
selected by exhaustive search. XM2VTS database was employed. Under dif-
ferent audio SNR conditions, the fusion of speech and face achieved accuracy 
of 93.23% to 100.00%, while the fusion of speech and lip achieved 86.06% to 
98.80%. The fusion of all three features yield accuracies of 96.81% to 100.0%. 
1.4 Focus of This Research 
Audio and video are the two modalities of our focus. The intended appli-
cations are access control or restricted login through handheld devices that 
are equipped with multimedia facilities, e.g. microphones and cameras. In 
such scenarios, a device captures audio and video of a talking user and uses 
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these information for authentication. There are a number of challenges in such 
applications: 
1. Captured videos are usually of low quality and low resolution. Many 
discriminative details may be lost when the image size becomes small. 
2. Given the limited frame rate of video signals, the sample size is typically 
small with only seconds of recordings. The dimensions of individual video 
frames are very high. 
3. In adverse environments, illumination and pose variations would be prob-
lematic. 
This research consists of the following parts: 
1. Discriminative and robust representation of visual features of a talking 
person. We focus on human facial images. Specifically, we propose to 
employ talking mouths as visual features. This choice is not only conve-
nient and user-friendly, but also robust and theoretically sound. 
2. Fusion of multiple classifiers. We focus on measurement-level fusion by 
weighted summation of posterior probabilities. We study the theories of 
weighted sum rules and propose a scheme for estimating optimal weights 
based on confidence measures. 
3. Improvement on conventional A:NN classifiers. The research addresses the 
limitations of /cNN in small-sample-size and high-dimensional problems. 
We identify the problem in the underlying assumptions adopted for /cNN. 
A regularized A;NN classifier (R/cNN) is proposed. It tries to learn an 
optimal measure of dissimilarity to substitute the Euclidean metric. 
1.5 Organization of This Thesis 
The organization of this thesis is outlined as follows: 
Chapter 1 Introduction 9 
• Chapter 2 gives an overview of the audio-visual authentication system. 
The proposed methods of feature extraction, modeling and classification 
are presented. 
• Chapter 3 discusses fusion methods. The weighted sum rule is analyzed. 
The selection of optimal weights are discussed under two cases. A confi-
dence measure based fusion rule is then proposed. 
• Chapter 4 discusses the pitfalls of traditional kNN classifiers. The R/cNN 
classifier is proposed. The selection of hyperkernels is discussed and some 
example hyperkernels are given. Different hyperkernels are evaluated 
with synthesized data and real-world applications. 
• Chapter 5 gives the experimental results of audio-visual authentication 
systems. Performances of the proposed visual features, the confidence-
based fusion scheme and the RkNN classifier are evaluated. 





2.1 Audio-visual Authentication System 
2.1.1 Why Audio and Mouth? 
In this research, we focus on the joint use of two specific modalities: 
1, audio modality: a short recording of the speaker's voice; 
2. visual modality: a synchronically recorded video clip of the speaker's 
mouth movement. 
There are a number of reasons why these two modalities are used in our study. 
Firstly, the features extracted from the mouth area are believed to be less 
vulnerable to variations than the whole face. The intended applications are 
access control or restricted login through handheld devices. On these devices, 
the captured face image sequences are usually of low quality and low resolution 
because of bandwidth limitation. Important discriminative details may be lost 
due to the shrank image size. Facial image based recognition tends to be 
vulnerable to hair style variation, cosmetic makeup, presence of glasses and 
10 
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facial expressions. With the mouth area as the primary region of interest 
(ROI), these variations would become less problematic. 
Secondly, these two modalities contain much speaker-discriminative infor-
mation. As shown in Table 1.1, speech and face (mouth) images are the two 
frequently chosen modalities in multimodal authentication systems. Visual 
and audio modalities are weakly correlated. The performance of the whole 
system is expected to benefit from the joint use of them. As we will see in 
Section 2.3，a video clip provides the chance of extracting behavioral traits. 
Within the facial area, the movement style of a talking mouth carries such 
discriminative traits. 
Thirdly, the low-cost video acquisition and transmission through handheld 
devices are becoming increasingly popular. Cameras on handheld devices are 
used for shooting the users' facial areas. Thus one may consider facial images 
a natural choice for authentication. For instance, if a user wants to access 
his/her email box through a cellphone, the joint use of his/her speech and 
the corresponding movements of mouth will be very natural, convenient and 
user-friendly. 
2.1.2 System Overview 
Figure 2.1 illustrates the audio-visual biometric authentication system being 
investigated. It consists of two subsystems (video and audio) and one fusion 
(decision) module. The speech and image sequences are processed separately. 
Features are extracted and feeded to the respective classifier. The outputs of 
the classifiers are measures of similarities or dissimilarities between the input 
sample and the pattern classes. The final decision of classification is made by 
combining the classifier outputs. 
Chapter 2 Audio- Visual Bi-modal Authentication 12 
j ^ S H j _ _ V i s ^ U x l l e F e ^ t n U r e ^ classifier | — — . 
Sequences V i d e o S t r e a m r f ^ - i f T T r ^ bequences Fusion — • Decision 
A u d i o S t r e a m 
Figure 2.1: Diagram of the audio-visual authentication system being investigated. 
Fusion of the two modalities is at the measurement level. 
2.2 XM2VTS Database 
The XM2VTS database [34] is used in this research. It is one of the largest 
audio-video databases designed for multi-modal biometric research. XM2VTS 
contains video clips of a speaker's frontal face and simultaneously recorded 
speech. It involves 295 speakers. Each of them has 4 sessions recorded with an 
inter-session interval of one month. Each session consists of two video shots, 
in each of which a string of 20 English digits was spoken. The typical length of 
each shot is around 10 � 2 0 seconds. In the recommended configurations, the 
295 speakers were randomly divided into 200 clients, 25 evaluation imposters 
and 70 test imposters. In our experiments, the recommended Configuration II 
is adopted (Figure 2.2). That is, the first two sessions of the clients (4 shots 
per client) are used for the training of client models, the third session is for 
system tuning (determination of parameters) and the fourth session is used as 
test data. 
The entire database was acquired using a SONY VXIOOOE digital cam-
corder and DHR lOOOUX digital VCR. Originally the audio signals in XM2VTS 
were recorded at a sampling rate of 32kHz, encoded by PCM. All video clips 
were captured with a blue background at the frame rate of 25 frames per 
second (fps). The original resolution is 720 * 576 pixels with 24-bit colors. 
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Configuration II 




2 2 • • 
Evaluation Test 
3 2 evaluation 
4 1 Test 
Figure 2.2: The partitioning of the XM2VTS database according to protocol Con-
figuration II. 
In order to simulate the low quality of typical handheld devices, we reduce 
the quality of the raw data. Audio signals were down-sampled to 16kHz. In 
addition to the original audio, several sets of noise-corrupted audio data are 
created. White noise is digitally added to the original audio at the SNRs of 
lOdB, 5dB and OdB. The images are down-sampled to 360*288 pixels, and then 
Gaussian blurred using Photoshop® 6.0 with a radius of 1 pixel [35]. Figure 
2.3 shows the effect of Gaussian blurring. Furthermore, the color images are 
converted into 8-bit gray-scale images, and histogram equalization is applied 
to alleviate the effect of illumination variation. 
(a) (b) 
Figure 2.3: (a) is cropped from the original image, while (b) is the cropped from 
the Gaussian blurred image 
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After the above preprocessing of the raw data, we are ready to perform 
feature extraction. The representation of visual features will be discussed in 
Section 2.3, and audio feature extraction will be discussed in Section 2.4. 
2.3 Visual Feature Extraction 
2.3.1 Locating the Mouth 
In the intended application, the video captures the frontal face of a speaker. 
To extract visual features related to the articulatory movement, we need to lo-
cate the region of interest (ROI), which is a rectangle centered at the speaker's 
mouth. Localization of the mouth from a face image is a challenging research 
topic. State-of-the-art techniques of mouth localization can achieve good per-
formance provided that there is no substantial illumination variation. 
In this research, we assume that the ROI for feature extraction can be 
reliably detected. Without tackling the localization problem in depth, we 
adopt the corner detection method in [36] to localize the ROI. It assumes that 
the most salient feature for locating a mouth is the corner. The process and 
principles of this method are described below. 
The first step of corner detection is to detect the edges in an image. A 
gradient based Canny edge detector has been used. Every detected edge is 
regarded as a candidate for corner lines. A window is then moved along the 
edge image to find candidate pairs of corner lines. In Figure 2.4, for instance, a 
line is assumed to start from pixel 24, center of the window. There are totally 
48 lines in the window that can be defined, e.g. 24-32-33-34 and 24-18-12-13. 
If two or more lines are detected within a window, the center will be treated 
as a corner. There may be many detected corners in an image. Nearby pixels 
are clustered since they may belong to the same mouth corner. Two pixels 
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Figure 2.4: Each grid is a pixel in the moving window. Two available lines 
24-32-33-34 and 24-18-12-13 are from the corner 24. 
Pi{xi,yi) and P2(2^2,2/2) are clustered if 
Vi^i - + (yi — 2/2)2 < th (2.1) 
where TH is an empirical threshold. 
The pixel with the maximum region dissimilarity is used to represent the 
cluster, 
\d\ = \lR,-ln,\= ； 工 ’ 工 ， ( 2 - 2 ) 
1 Ri ^ R2 
where I{x,y) is the gray level of P(x,y)\ rii and n<i are the numbers of pixels 
in region Ri and R2, which denote the detected inner-corner region and outer-
corner region respectively as shown in Figure 2.5. 
Denote the left mouth corner as Cq, which is centered at the window of 
Figure 2.5(a). If the corner lines are wrongly detected to be lu and I12 (Figure 
2.5(b)), and mouth corner is detected as Coi, then 了丑丄 remains unchanged, 
while Ir2 gets larger, thus \d\ will decrease. Similarly, if the corner is wrongly 
detected as C02 (Figure 2.5(c)), then would be smaller and Ir^ remains 
unchanged, thus will also decrease. By maximizing \d\, the most salient 
corner on the face can be locked at the center of the window. 
In order to choose two clusters to represent the left and right mouth corner 
Co and Ci, a cost function (3) is employed: 
{Co, Ci } = argmin ( k , - ^ + k J - ^ ] (2.3) 
corners \ ^max ) 
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Figure 2.5: Locate the left mouth corner by window search. Ri： inner-corner 
region; R2: outer-corner region. 
where Ki and K2 are adjustable weights, hmax is the maximum value of vertical 
distances of two candidate clusters, and \d\max is the maximum value of \d\ = 
\dcQ + 
This mouth corner detection method requires a coarsely localization of 
the mouth area as an initialization. It can be carried out by employing some 
knowledge of the human face geometry. However, in our experiments we found 
it not robust due to the large variations of face geometry. Moreover, if a 
video clip may consists hundreds of frames, it is not practical to perform an 
acceptable localization for every frame. 
In this study, we use a semi-automatic tracking method: label the mouth 
corners manually for the first frame, then for the successive frames, search the 
areas centered around the corner positions of the previous frame to locate the 
mouth corners. 
Figure 2.6 shows some results of mouth corner detection. The method is 
not robust to faces with complex textures, or with the mouth corners covered 
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by bushy beard. There are 31 speakers in XM2VTS that have such problems. 
For these cases, the mouth corners are manually marked. 
邏 圏 國 
Figure 2.6: Example results of mouth corner detection. 
Based on the detected mouth corners, the facial pose in each image frame 
is normalized by rotation such that the left and right corners are on the same 
horizontal level. After that, a rectangle of 60 * 50 pixels centered at the middle 
of two corners is cropped to obtain an image of the ROI. 
2.3.2 Averaged Mouth Images 
This subsection describes the averaged mouth images (AMIs) that are used 
to represent visual features [9]. The conjecture is that the precise frame-by-
frame visual movement of mouths and other articulators may contain much 
detail information that are redundant or even causing confusion in speaker dis-
crimination. The long-term average of the articulation images tends to better 
reflect personalized articulation styles. The same idea was used in recognizing 
speakers using long-term average spectrum [37]. In speech, different phonemes 
are characterized by different frequency spectra, and long-term averaging can 
remove text-dependent information and retain speaker-specific features. In im-
age sequences of mouths, the phonemes are represented by the positions and 
deformations of lips. Text-dependent information can be reduced by averaging 
over a large number of different lip gestures. 
The information conveyed by a sequence of talking mouth images can be 
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categorized into those being related to the speaker identity and those describ-
ing the redundant situations, such as pose, ambient lighting, expressions and 
linguistic contents. Our goal is to reduce speaker-irrelevant variation and keep 
speaker-dependent features as much as possible. These features include both 
physical and behavioral information. The physical features refer mainly to the 
geometric shape of the mouth while the behavioral features are related to the 
movement of articulators in correspondence to speech production. 
The geometric features of mouths can be estimated from individual images. 
However, the features determined in this way would depend on the content 
being spoken at that moment. To remove such text-dependent variation, we 
can take the average image over many frames in the video sequence. If the video 
sequence covers different articulatory gestures, the resulted average image gives 
a robust representation of the geometric features than individual images. 
An intuitive understanding of personalized features related to the move-
ment of articulators is that different people have different articulatory styles 
when speaking the same utterance. For examples in Figure 2.7, some speakers 
tend to widely open their mouths while the others may only open slightly; some 
speakers tend to move the lips in a specific direction, and for some speakers, the 
teeth are always visible when speaking. The time-averaged image described 
above contains such stylistic features of articulation. 
In some cases, even though the geometric features of two speakers are 
similar, features related to their articulatory styles can be discriminative. An 
example is illustrated in Figure 2.8. This example is chosen according to the 
verification experiment in Subsection 5.1: we select two speakers that have 
small distance between their first-frame mouth images, while their averaged 
mouth images are very different. It can be observed that, despite the similar 
geometric shapes of the two speakers, their articulatory styles are different. 
Given a video sequence of aligned mouth images (gray scale), the average 
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"zero, one" 
LXrMMmL：”丨iRiiiawiiK^ra 
Figure 2.7: Different speakers have different articulatory styles when uttering the 
same content "zero, one". 
Speaker A SpeakerB 
_ _ 
l y i 
,聊，. ^ shaker A^ uttering , One" ^ 
Speaker B, uttering "Zero, One" 
Figure 2.8: Even Speaker A and B have similar mouth geometry, their articulatory 
styles are different. 
Chapter 2 Audio- Visual Bi-modal Authentication 20 
intensity level at pixel {ij) is computed as 
1 M 
^iJ 而丄爪 （2.4) 
m=l 
where Xij^m is the intensity value of pixel (i,j) in frame m, and M is the total 
number of frames in the video clip. Xij is used to construct an AMI. 
Figure 2.9 shows some examples of AMI computed from four speakers in 
the XM2VTS database. The four rows are taken from four different time 
sessions. The same content was spoken in all sessions. The ROIs are localized 
as described in Section 3.1. Subsequently the images are rotated and aligned 
so that the intra-class variations caused by head movement and small pose 
changes can be reduced. As seen from the figure, good inter-session consistency 
can be attained in the AMIs from the same speaker. 
Speaker A Speaker B Speaker C Speaker D 
CM i f e 办 f — , � j 一 ^ H'^^lpHWL-' 
1 一.....一 ， t e ^ l ^ E , 
I 1 M 
Figure 2.9: Examples of Averaged Mouth Images. Each column contains the AMIs 
of the same speaker in four different recording sessions. 
In Figure 2.10’ three AMIs from the same speaker with different spoken 
contents are compared. In all cases, the duration of video is about 5 seconds, 
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in which more than 30 English phonemes are uttered and various articulation 
gestures are covered. It can be seen that the AMIs of the same speaker remain 
fairly invariant for different spoken contents. 
m^^i i S D S 
H l ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
(a) (b) (c) 
Figure 2.10: AMIs of the same speaker uttering different contents, (a) English digit 
string "0 1 2 3 4 5 6 7 8 9" (b) English digit string "5 0 6 9 2 8 1 3 74" (c) English 
sentence "Joe took fathers green shoe bench out" [34]. -
Figure 2.11 demonstrates how the speaker-specific stylistic features of ar-
ticulation are represented by AMI. This example is also selected based on 
observations in the experiment of Subsection 5.1. Figure 2.11(a) and (b) are 
snapshot mouth images of two different speakers. They are cropped from the 
first frames of the video, when the speakers are silent. These images reflect 
the static appearance of their mouths and related articulators. Figure 2.11(c) 
and (d) are the AMIs of these two speakers. Although the mouths of the two 
speakers look very similar, there are noticeable differences being revealed in 
their AMIs. The teeth of speaker A is more visible than speaker B. Speaker B 
tends to round his lower lip while speaking, while the lower lip of speaker A is 
more like a rectangle. 
2.3.3 Averaged Optical Flow Images 
AMIs not only contain appearance information but also describe the articula-
tion style of the speaker. To better characterize the dynamic deformation of 
a talking mouth, we use the so-called averaged optical flow images {AOFIs), 
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(a) (b) (c) (d) 
Figure 2.11: Comparison between still mouth images and AMIs. 
which are defined in a very similar manner to AMIs. The optical flow esti-
mation method proposed by Horn and Schunck [38] is used. At each pixel of 
the image, the optical flow consists of an x component (horizontal) and an y 
component (vertical). The AOFI is computed as 
1 M . M 
K 巧 - n j = 双 E F ; (2.5) 
m=l m=l 
where Ff’j’爪 denotes the x-component of the optical flow vector at pixel (z, j) 
for the mth frame, while Ff j ,^  denotes the y-component. 
Figure 2.12 gives the AMI and AOFI of two speakers in the XM2VTS 
database. 
Speaker A Speaker A Speaker B Speaker B 
AMI AOFI AMI AOFI 
邊 l a i K 齊 H i W H B i i i i i l 丨 
Figure 2.12: Examples of averaged mouth images (AMI) and averaged optical flow 
images (AOFI). For AOFIs, the motion vectors are evenly sampled for illustration. 
Each motion vector is represented by a red line, with a green dot as its end. 
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2.4 Audio Features 
Mel-frequency cepstral analysis is a standard feature extraction method for 
speech and speaker recognition, Mel-frequency cepstral coefficients (MFCC) 
have been found to give superior performance over other feature representa-
tions [39]. 
The good performance of MFCC may attribute to two factors: 1) their 
capacity of capturing human's nonlinear auditory perception; 2) separation of 
the vocal tract filter from the vocal source excitation by employing cepstral 
analysis. 
Speech ‘ 
I L k i Preemphasis j；；^~~ Log|f 
mawmw^ P^UPMi^  & Hamming + FFT • prjiterbank • emery + DCT -MFCC-
‘ Windowing compression 
Figure 2.13: Feature extraction (Mel-frequency cepstral coefficients) for the audio 
stream. 
This feature representation method is adopted for our audio streams. Fig-
ure 2.13 shows the main process of audio feature extraction. Heuristically, the 
speech signals are segmented into short frames of 25 msec in length, with over-
lapping of 10 msec. Each frame is multiplied by a Hamming window function 
and is fed to a 26-channel Mel-scaled filterbank. The first 13 MFCC and their 
first and second-order derivatives are obtained to construct 39-dimensional 
feature vectors [39]. 
2.5 Video Stream Classification 
Both averaged mouth images (Section 2.3.2) and averaged optical flow images 
(Section 2.3.3) are image-like features. When represented as feature vectors, 
they will typically have thousands of dimensions. There are very limited num-
ber of such training samples available for each speaker, thus classifications 
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suffer severely from the curse of dimensionality [40]. 
To alleviate the problem, we use the multiclass Fisher's linear discrimi-
nant analysis (LDA) [41] to reduce the dimensions of visual features. LDA 
is a supervised linear dimension reduction method. It aims at finding a low 
dimensional subspace M^ (L < D) in which the best discrimination can be 
achieved. Despite its simplicity, i.e., a linear transformation of the input space, 
the demonstrated efficiency and robustness make it popularly utilized in solv-
ing computer vision problems. 
The discrimination ability is evaluated by the Fisher's criteria, which is a 
function of the transformation matrix A e 
det(A^S,A) 
• = d e t ( 找 A), (2.6) 
When J{A) is maximized, the within-class samples will be concentrated and 
the between-class samples will be pulled apart. It is by this means that the 
discrimination ability is maximized. 
For a C-class classification problem, 
c 
Sb = J2 尸 - m)(mfc — m广 
二 1 (2.7) 
= 尝 ( m f c - m)(mifc - m广 
k=l 
and 
7 . k 錢 (2.8) 
k=l x€Vk 
are the between-class scatter matrix and within-class scatter matrix, where 
m^ = Ex€2?fc X and m = E L i irifc = E^Ii Xi. 
Eq.(2.6) takes a form of the generalized Rayleigh quotient [42]. The max-
imization of this criteria can be obtained by solving a generalized eigenvalue 
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problem. The column vectors of the optimal A denoted by a^  are the gen-
eralized eigenvectors that corresponds to the largest generalized eigenvalues 
in 
Sbdk = (2.9) 
Note that SB is a sum of C matrices of rank one or less, thus it is of rank 
C - 1 or less. The number of non-zero generalized eigenvalues in Eq.(2.9) will 
be at most C - 1. So the reduced dimension L <C -1. 
LDA may suffer from the limited number of training examples, especially 
when D is very large. Note that the rank of S^ is at most N - C. If D > 
N — C, SW will be singular and non-invertible. To tackle this problem, a 
two-stage PCA-LDA method (also called "Fisherface") [43] is utilized in our 
experiments. Fisherface first reduces the dimension of the input samples by 
principal component analysis (PCA). Subsequently LDA is performed over the 
reduced subspace. 
Since the number of training samples of the audio stream is very limited, 
parametric methods are no longer applicable. The reduced dimensional train-
ing samples are classified by the nonparametric fc-nearest neighbor classifiers, 
with the Euclidean metric employed. 
2.6 Audio Stream Classification 
We choose to classify the audio data via the classic Bayesian statistical method. 
Gaussian mixture models (GMM) are used to model the true density functions 
of audio features. The parameters of GMM are estimated by maximum likeli-
hood methods, e.g., the iterative expectation maximization (EM) algorithm. 
Traditional speaker authentication methods model the class-conditional 
density function of each speaker with a GMM. The GMM-UBM method [44] 
works in a different way. A class-independent "universal background" density 
function (UBM model) is firstly trained by polling all the training samples 
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together. The class-conditional density functions are then "adapted" from the 
UBM model. The adaptations can be conducted via the maximum a poste-
rior (MAP) or maximum likelihood (ML) estimation methods. By adaptation, 
a small portion of parameters in the mixture model are adjusted to carry 
speaker-specific characteristics, while the other parameters remain unchanged. 
2.7 Simple Fusion 
We use a simple sum rule to fuse audio and visual features. Other sophisticated 
fusion methods will be the focus of Chapter 3. The AMI, AOFI and MFCC 
features are investigated in the experiments of Chapter 5. 
For AMI and AOFI, the dissimilarities are the Euclidean distances (IAMI 
and dAOFi- For MFCC, the dissimilarities are represented by log-likelihood 
ratio I MFCC-
AMI and AOFI are fused by a linear combination as, 
5 = (2.10) 
\cIami/ \dAOFI J 
while AMI and MFCC are fused as, 
/ 1 \ 
5 = (2.11) 
where 0 < < 1 is a weighting factor, ^(x) = ^ ^ is a z-score normal-
ization operator, which attempts to equalize the dynamic ranges of different 
dissimilarity scores. 
Chapter 3 
Weighted Sum Rules for 
Multi-modal Fusion 
In Section 2.7, the fusion of audio and video subsystems is done with a simple 
weighted sum rule. The weights can be determined by either cross-validation 
or greedy search. In this chapter, we discuss about the underlying principles 
of weighted sum rules, and propose a confidence measure based approach for 
weights determination. 
3.1 Measurement-Level Fusion 
As mentioned earlier, measurement-level fusion is adopted in our bimodal au-
thentication system. We assume that the similarity measures are in the form 
of posterior probabilities. 
Different measurement-level fusion rules were discussed in [3，4, 45]. The 
sum rule is one of the simplest and most efficient method. It takes the sum-
mation of posterior probabilities as a combined score, and the test sample is 
assigned to the class with the highest score. In order to achieve the minimum 
classification error rate (i.e., the Bayes risk), the simple sum rule can be mod-
ified by assigning linear weights to different classifiers, leading to the so-called 
weighted sum rule. 
27 
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Human is a robust classification system that makes use of multiple infor-
mation sources. Although we have limited understanding about how human 
cognitive systems utilize the information from different modalities, and how the 
information are represented for classification, it is obvious that human tends 
to rely on "less noisy" and "more discriminative" information, and places less 
confidence to "low quality" and "unstable" information. 
In this chapter, the problem of setting appropriate weights for the weighted 
sum rule is studied from both theoretical and implementation points of view. 
3.2 Product Rule and Sum Rule 
Consider a classification problem that involves R classifiers and C classes. The 
kth classifier, fk(k = 1 . i s built with Nk training samples drawn from the 
kth source. The number of training samples available for different classifiers 
may be different. A test pattern that consists of R components is denoted as 
{®/i，...，} • 
Two simple ways of combining the classifier outputs are the product rule 
and the sum rule. 
3.2.1 Product Rule 
If the classifiers are mutually independent, the naive Bayes model, i.e., 
R 
p{Xf,,...,Xf^\Ui) = Y[p(Xf,\uJi) 
fc=l 
is used to construct the product rule: 
Assign to class Ui if 
R � fi 1 (3.1) 
^i^i) I I p ( � J 叫 ） = m 严 尸 ( … ） ； 
k=l L fc=i -
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or in the form of posterior probabilities: 
R � i? 1 
pi—丑⑷ H 尸(的I尤九）=m严 P ^ - ^ ^ O H m i ^ / J . (3.2) 
fc=i L fc=i -
3.2.2 Naive Sum Rule (NS) 
The naive sum rule (hereafter NS) is stated below: 
Assign to class uji if 
« 「 丑 1 (3-3) 
(1 - R)P(u;i) + ^P{uJi\xf , ) = max (1 - R)P{u;j) + . 
fc=i L jfc=i -
It can be derived from the product rule under some assumptions [4]. 
Let 
P{uJi\xf,) = P(u,) { l + 6ik), (3.4) 
where 6ik G R. If 
\5ik\�1, (3.5) 
the LHS of Eq.(3.2) can be written as 
尸 1’叫)n PM^h)=n(i+知 k) 
R (3.6) 
k=l 
where the higher order items are dropped. 
Substituting Eq.(3.4) and (3.6) into (3.2), we can get the NS rule of (3.3). 
The assumption of (3.5) implies that the posterior probabilities do not 
deviate much from the priors. This is true when the input sources are not 
highly discriminant due to adverse conditions. 
Chapter 3 Weighted Sum Rules for Multi-modal Fusion 30 
3.2.3 Linear Weighted Sum Rule (WS) 
A natural extension of NS is the linear weighted sum rule (hereafter WS), i.e., 
Assign to class Ui if 
R � /I 1 
(1 - R)Piui) + = max (1 - + ^ ’ 
k=i L fc=i -
(3.7) 
where Cjk € IR+ denotes the weight assigned to the classifier fk for the class 
ujj, and 
R 
V j G [ l . . . C ] , Y^Cjk = R. (3.8) 
k=l 
In many previous studies, the weights are classifier-specific and do not 
depend on the class label j. In our study, we consider the general formula-
tion, in which Cjk depends on both the classifier label k and the class label j . 
This consideration stems from the fact that misclassifications come from two 
sources: apart from the effect of global noise environment, the speaker-specific 
variations or weak discriminative power also lead to misclassifications. 
Like NS, WS can also be associated with product rules under some assump-




= ( 1 - R)P(u;i) + J2cikP(uJi)(l + 5ik) 
k=l 
R 
= P{uJi){l + Y,Cik5ik) (3.9) 
A;=l 
R 
-P{uJi)Yl(l + Cik6ik) 
k=l 
= 尸 l - � ) f t m i 巧 j f t i ^ ： ^ . 
k=l k=l 丄十 Oifc 
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The approximation is based on the assumption of \cik5ik\�1 which can be 
justified in a similar manner as assumption (3.5). Thus the associated product 
rule for WS can be expressed as: 
Assign to class u>i if 
p i - - � n n ^ ^ = m 严 卜 1 - n n . 
(3.10) 
In practice, for different classes, the averaged discriminant power over all 
modalities is approximately constant. Thus we can drop the items rif=i t^+j-fc^  
and n f = i ^T+6-t in (3-10), and it turns to be the product rule (3.2). . 
3.3 Optimal Weights Selection for WS 
It has been observed that WS outperforms NS, especially when some of the 
input data are noisy and density estimation is inaccurate [45，46]. Some re-
searchers refered to this situation as a fusion with imbalanced classifiers [3]. 
The optimal weights for WS are those with which the classification approach 
the Bayes risk. 
Theoretical analysis of this problem is complicated for general input data. 
In the following we focus on two special cases: 
1. Independent case: the modalities are mutually independent, and the 
performances of corresponding classifiers are different; 
2. Identical case: the modalities are identical, but the performances of cor-
responding classifiers are different. 
3.3.1 Independent Case 
If the estimation of the density functions for all classifiers fk are accurate, no 
matter which of the sum rules is used, the risks of fused classifiers are the same, 
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and are close to the Bayes risk. WS is better than NS only if the estimation 
is not accurate. 
For classifier fk, the estimated posterior probability P{uji\xf^) of class Ui 
is related to the true probability by 
P(u;i\xf,) = P(ui\xf,) + r],k, (3.11) 
where rjik G M is the estimation error. 
Using Eq.(3.11), the LHS of the WS rule in (3.7) can be rewritten as: 
R 
'=1 R (3-12) 
= ( 1 - ^ ) ^ ( ^ i ) + + C i k V i k • 
k=l 
NS approaches the Bayes risk under the independence assumption. Thus 
our goal is to choose appropriate weights such that the WS rule (that with 
estimation errors) behaves like the NS rule (that without estimation errors). 
Comparing Eq.(3.12) with the LHS of the NS rule (3.3), the problem of 
weights determination can be formulated as: 
R 
min ^ {cikP(uJi\xf^) + CikTjik 一 P(a;i|a3九)) 
k=i 
R 
subject to: ^ Cik = R, cik > 0, ( . ) 
k=l 
for alli = l . . . C , A; = l.••兄 
This is a linear programming problem with R variables and only one equality 
constraint. If i? > 3, this problem does not have a single optimal solution. 
Our analysis is based on the following proposition with R = 2. 
Proposition 3.1. Without loss of generality, we let P{ui\xf^) < P{LUi\xf2). 
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The optimal weights in (3.13) are given by 
= 2,Ci2 = 0 faj ifP(uJilxf,) + P H x f , ) < 2p(cj,lxfJ; 
r； = 1 4- ^ 2ii±!p 
^ Cil 丄十 (叫 
= 1 - • 二 ： ％ 物 1) (b) i f m ^ M < P M x n ) + m i工 / 2 ) < 2户 
Qi = 0,Q2 = 2 fcj i/F^XfJ + Piuilxf,) > 2p(ujilxf,). 
(3.14) 
Proof. See Appendix A. • 
The case (b) in (3.14) can be further divided into two cases: 
muilxf,) < P{uJi\Xf,) + P{uJi\Xf,) < P(LJi\Xf,) + P{Ui\Xf,) (3.15) 
PMxf,) + P{uJi\xf,) < P{uJi\xf,) + P(uJi\xj,) < 2P{ui\xf,). (3.16) 
In the case of (3.15), rja + > 0, thus Cn > 1 and 0 < < 1. For (3.16), 
Tjii + r)i2 < 0，thus 0 < Cii < 1 and Q2 > 1. 
Note that (3.16) represents the most common case that we will met in prac-
tice. The estimated posteriors are smaller than the true ones due to noises or 
other inconsistencies. Thus the principle for WS based fusion of two inde-
pendent classifiers can be stated as: assign heavier weights to the modalities 
and classes with higher estimated posterior probabilities, especially when the 
density estimation errors are large. 
3.3.2 Identical Case 
In Figure 3.1, the two solid lines illustrate the product of true densities and 
priors, for class i and j respectively. Their overlapped area (in gray) indicates 
the Bayes risk. When the density estimation is not accurate as illustrated by 
the dashed lines in the figure, there are added errors introduced (the textured 
areas). These errors are also named reducible errors [41]. They are due to the 
imprecise decision boundaries incurred by the inaccurate density estimations. 
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Smaller added errors are always desirable. The following discussion is based on 
the analysis of added errors. It is argued that the added errors can be reduced 
by fusing multiple classifiers with appropriately chosen weights. 
I a cA + p^ (j) PixMPjc^j) 
p{x I CO)P(CO) 它add�l, j) 一 bacUAl) ^ badd 乂 j) 
p(x 1 s (/) / \ 
/ / r ^ i 
X 
Figure 3.1: Demonstrations of p(x|a;)P(a;) for the classifier fk (one of the R classi-
fiers). Textured areas denote the added errors eJddO; Gray areas denote the Bayes 
risk. Fusion via weighted sum rules will be beneficial if the textured areas can be 
"averaged out". 
Turner developed a framework of analyzing added errors [47]. Based on 
this framework, we can estimate the degree of improvement achieved by NS 
with respect to individual classifiers. Pumera extends this work to the WS 
[46]. We follow Turner and Fumera's work and extend them to the general 
case of classifier-specific and class-specific weights. 
For fk, the added error contributed by class Ui is denoted as (one 
of the two textured areas in Figure 3.1). The ensemble added error (through 
the WS rule) over all classifiers is denoted as S ^ . The estimated posterior 
probability of class ui is related to the true probability by 
H^Mh) = P(叫 k / J + (3.17) 
where r]ik(冗fiJ is the estimation error. To make the derivations tractable, it 
is assumed that rjik(冗fj has the same distribution over all cc九，and thus can 
be denoted as rjik. rjik can be regarded as a random variable. It can be further 
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decomposed into bias and zero-mean noise, 
m = Pik + Vik- (3.18) 
Let of而 be the variance of Vik- The correlation coefficient between rjim and rjjn 
is given by 
= C o v f a 爪’ V } ’ (3.19) 
<^im�jn 
where Cov{riim, rjjn} denotes the covariance between rjim and rjjn. 
The optimal weights for class- and classifier-dependent WS can be ex-
pressed as the following proposition. 
Proposition 3.2. Assume that within any classifier fm, or between any pair of 
classifiers fm and / „ , CovfTyJ"，”；"} = C o v { C ’ " ? } = C o v { � ’ " , n } = 0 for all 
i, j, the weight assigned to classifier fp and hypothesis class cjh that minimize 
is given by 
- R 1 1 -1 
Chr> = R Y . (《况("))-i ’ P = 1 . . .丑’ " = 1 … ( 3 . 2 0 ) 
Aj—1 
Proof. See Appendix B. • 
This proposition reveals an important principle of assigning fusion weights. 
That is, within a specific modality, if a class has a smaller density estimation 
error, a heavier weight should be given to it. 
3.4 Confidence Measure Based Fusion Weights 
Based on Section 3.3.1 and 3.3.2, two principles of determine optimal weights 
for fusing multiple modalities are stated below: 
1. If the modalities are mutually independent, heavier weights should be 
assigned to modalities and classes that have higher posterior probabili-
ties. 
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2. If the modalities are identical, modalities and classes that have smaller 
estimation errors should be given heavier weights. 
In practical applications, the classifiers are neither mutually independent 
nor identical. Real-world situations always fall between these extremes, and 
both principles are partially applicable. In this section, we focus on the audio-
visual speaker authentication problem in Chapter 2 and show how the above 
principles can be applied in the determination of fusion weights. 
The first problem to be addressed is that the estimation error r]ik can 
not be directly evaluated, since the true density p{x\uji) is unknown. In the 
intended applications, there exist some measures that are closely related to the 
estimation error. In the following, we develop such a measure based on the 
confidence on individual classifiers. The idea is: if a classifier always makes 
decisions on a particular class with low confidence, or the decisions are known 
to be wrong, the density estimation error tends to be large. 
In a biometric authentication system, the estimated density functions for 
some of the clients (classes) may be rather "sharp", meaning that the cor-
responding biometric features of clients are relatively stable and useful for 
classification. It is expected that the density estimation is accurate and the 
added error is small. On the contrary, if the density functions are "flat", the 
respective features tend to be unstable. This may be due to environmental 
noise, or the inherent instability of such features. 
Moreover, the performance of a classifier on validation data also serves 
as a good indicator of confidence. If a classifier makes many errors on the 
validation samples of a particular class, it is reasonable to expect that the 
estimated density function is inaccurate. 
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Based on the above discussion, the fusion weight is determined as a com-
bination of three components: 
似 = 兰 “ • ^ M x / J + dik + hk ‘ 
3 户 (� i|x/J E f = i �fcJ (321) 
= R [ Pi^fkM + Qjfc + kk j • 
3 L e L i 浏X九 W E f = i i^k E f = i biki ‘ 
where aik reflects the "flatness" of the class-conditional pdf and bik is associated 
with the empirically counted correct rate of classification for validation data. 
dik is constructed with the differential entropy h(Xk\uJi), which is defined as: 
hiXk\uji) = - jp(xf,\ui)logp{xf^\ui)dxf,. (3.22) 
It measures the uncertainty of the input Xk for classifier /矢，given the hypoth-
esized class i. 
The sigmoid function is applied to —h{Xm\^i), so that dik is normalized 
to [0 1], i.e., 
cLik = sigmoid{ - h(Xk\uJi)} 
r , f 、厂1 (3-23) 
= n + exp { - / p(xk\uji) \0gp{xk\uji)dxk} > • 
If the density function takes the form of Gaussian mixtures, i.e., 
G 
p(xkH) = Y , HgWdi^g. Sg), (3.24) 
ff=l 
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where d is the feature dimension, fig and E^ are the mean vector and the 
covariance matrix of the gth mixture component respectively, we have 
" ( 灿 i ) 
G G 
= - } w{s)Afd(tJ's, 
J s=l t=l 
G r R 1 
~ - X I 叨、g�/ -^dilJ-h Si) \0gAfd(lIu ^i)dXk 
5=1 L J 」 （3.25) 
G � 1 
— ) " ( " 無 ’ ” g)) 
g=l L � 
= f>(")|i�g 一 卞 ⑴ ， 
5=1 
where |Eg| denotes the determinant of Eg. Let Mik be the number of validation 




Regularized /c-Nearest Neighbor 
Classifier 
fc-nearest neighbor classifier {kNN classifier) was used in the previous chapters 
without in-depth discussion. It is one of the simplest and most straightforward 
classifier. Nevertheless, it demonstrates good results in many applications. 
fcNN classifier has been studied intensely by many researchers since its con-
ception in 1950s [48] [49]. In this chapter, we will give a theoretical analysis of 
kNN, and propose an improved kNN classifier with regularization properties. 
4.1 Motivations 
4.1.1 Conventional k-NN Classifier 
The 2-class kNN classifier can be formulated as follows, 
“ � 1， if > ( 、 
/(X) = , (4.1) 
—1， otherwise 
where N is the number of available examples; lUj = l/fc if a training sample Xj 
is among the k nearest neighbors of x, and = 0 otherwise. 
The A:NN classifier is called a "lazy" classifier because it is totally memory 
based. It is nonparametric and does not require model fitting. It involves 
39 
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voting among the k "nearest" training samples that surround the test sample 
X. The local area that covers these k samples is called a vicinity region, denoted 
b y 见 
4.1.2 Bayesian Formulation of /cNN 
The A;NN classifier can be formulated as a generative method. It first estimates 
the conditional densities p(x|y), then gives the output according to the Bayes 
decision rule. 
Suppose that N samples are drawn i.i.d. according top(x). The probability 
that k of them fall in 11 follows a binomial distribution: 
M 
P(/c|iV) = - P�N-f\ k = Q,l …N (4.2) 
w 
where P is the probability that x is in 1Z, computed by 
P = yp(x ' )dx ' . (4.3) 
n 
If p(x) is a continuous function and % is so small that p(x) is approximately 
a constant within it, we have 
p(x) « ^ , (4.4) 
V 
where v is the volume of IZ. 
For the binomial distribution, the expected value of k is 
E[k] = NP. (4.5) 
When N is very large, the probability P is approximately equal to k/N. 
Combining Eq.(4.3), (4.4) and (4.5), a nonparametric estimation of p(x) is 
obtained, 
咖 ^ (4.6) 
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If we fix k and let -u be a random variable, Eq.(4.6) is called the k-NN density 
estimation [41]. 
Consider a vicinity region of volume v around x. It covers k samples, ki of 
which are with label yi. Let the class-conditional density of x be denoted as 
The posteriori probability is derived as 
p , I X _ jtyPiVi) h 
尸 � X ) = Pix) - " X " = i � . （ ） 
According to the Bayes decision rule, the discriminant function for a two-class 
A;NN classifier can be written as 
/(X) 二 s i g + 芒 + Z n 器 ) . (4.8) 
If we have no prior knowledge about the labels and assume equal prior, i.e., 
P ( l ) = P ( - l ) , the functions in Eq.(4.8) and Eq.(4.1) are essentially the same. 
4.1.3 Pitfalls and Drawbacks of kNN Classifiers 
kNN classifiers can produce nonlinear decision boundaries. They are consistent 
[49], and in some circumstances can yield competitive results. However, careful 
studies reveal its pitfalls and drawbacks that are due to the limited N and the 
strong assumption on small v (see Eq.(4.4)). 
Problems in Choosing Vicinity Region 
Formations of vicinity regions for conventional kNN classifiers are metric-
based. The Euclidean metric (/^ norm) is often employed to measure how 
"near" (or how "far") two samples are: 
dE(x“ Xj) = y (xi - - Xj). (4.9) 
Although not explicitly indicated, the underlying assumption for Euclidean 
metric is that the input space X is isotropic. It means that any direction in 
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X is equally important. Consequently, is a jD-hypersphere centered at the 
test sample. This strong assumption is often violated in practice as shown in 
the example of Figure 4.1. 
(a) (b) 
• X • X • X • 
• ： y = l X : y = • : testing sample 
Figure 4.1: The D-hypersphere (here D = 2) is not always a good vicinity region 
in practice. 
In Eq.(4.4), p(x) is estimated by taking average over the vicinity region TZ. 
In order to obtain an accurate estimation, TZ must be small enough, such that 
p(x) does not change much within it. However, training samples are always 
sparse in practice. IZ can not be too small, otherwise it may contain no sample. 
If the samples in K are from one class, say y = 1，the estimation of 
conditional density by Eq.(4.6) does not introduce serious problems, since 
p{y = l|x) > 0 and p{y = others|x) = 0. However, there may be pitfalls 
when 1Z contains samples from more than one class, and at the same time, 
the conditional densities vary significantly within it. For instance, in Figure 
4.1, k = 17, and the test sample (denoted by •) should belong to the class 
y = - 1 . However, using estimated by averaging, the sample is wrongly 
classified as y = 1. This also explains why /cNN classifiers often yield unstable 
(irregular) decision boundaries (Figure 4.2). 
It may be argued that the assumption can be kept valid by choosing a 
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Figure 4.2: Irregular decision boundaries of a 3NN classifier 
proper k. Varying k may offer limited help. If k is too large while N is 
limited, p{x\yi) needs to be estimated in a very large region (no longer a local 
neighbor region), thus the estimation will be very coarse. If k is too small, k/N 
would not converge to P (Eq.(4.5)), and the estimation of will also be 
inaccurate. Without prior knowledge, seeking an optimal k can only be done 
by cross-validation. Moreover, a globally optimal k can hardly be suitable for 
every test sample which may be drawn from any place in X. 
4.1.4 Metric Learning Methods 
Learning a metric from training samples has been shown to be a practical way 
to tackle the above problems [50’ 51’ 52, 53’ 54, 55’ 56, 57, 58’ 59]. Most 
of these methods share the same idea: instead of the Euclidean metric, an 
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alternative distance metric is sought, such that the distances across decision 
boundaries are large, and/or the distances within a classes are small 
This heuristic idea is justifiable from the Bayesian formulation of fcNN 
classifiers. Suppose that we can learn an "ideal" metric such that all the 
within-class samples are mapped to a single point, and all the between-class 
samples are pulled apart infinitely. This leads to an "ideal" vicinity region: 
arbitrarily small, containing samples from a single class. In this way, the 
pitfalls explained in the previous section are circumvented. 
Denote a within-class distance as dw, and a between-class distance as d .^ 
The "ideal" metric function can be written as: 
‘‘ .. 
dyj = 0’ for all {i, j} that y^ = yj 
d(xi,xj) = , (4.10) 
db = +00, for all that yi + yj 
� 
or sometimes relaxed as: 
dyj = 0, for all {i, j } that yi = yj 
d{yii,yij) = , (4.11) 
db > 0, for all {i,j] that yi + y� 
or 
dw > 0, for all that yi = yj 
= , (4.12) 
db = +00’ for all {i,j} that y�+ yj 
� 
This is geometrically intuitive. However, the requirement that 
— = + 0 0 
dw 
is sometimes too strong to be fulfilled. A further relaxed measure function is 
often adopted in practice, 
dw > 0, for all {i, j} that yi = yj 办 
d(Xi,Xj) = , maximize — , (4.13) 
di,>0, for all {i,j} that yi ^ y^  过切 
\ 
The idea is simply to minimize the within-class distance, and/or maximize the 
between-class distance, as demonstrated by a rough illustration of the density 
functions for d^ and db in Figure 4.3. 
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iV\ 
丄 - A ^ • p ( d ) 
0 oo 
Figure 4.3: Minimize the within-class distance d^ and maximize the between-class 
distance db, where the Euclidean metric is employed. 
Many previous metric learning methods [50, 51，52, 53，54, 55, 56，57，58, 
59] and some supervised subspace methods (e.g. Fisher's linear discriminant 
analysis) try to approach Eq.(4.13) by replacing the Euclidean metric with an 
properly learnt Mahalanobis metric, either globally or locally: 
dM(Xi，X,) = (4.14) 
They can be regarded as parametric methods, where the parameters reside in 
a positive semidefinite matrix M = AA^. If the learnt metric is global, this is 
tantamount to learning a linear transformation of the training samples, given 
by X = A^x. 
Learning a global Mahalanobis metric has shown to be tractable. Since the 
parameters are embedded in a positive semidefinite matrix, the objective func-
tion can be optimized by some semidefinite programming algorithms (e.g. [54]). 
However, it has some obvious drawbacks, e.g., if the decision boundaries are 
nonlinear, or if the training samples has several clusters, a Mahalanobis metric 
is not capable to represent these natures of data. Problems may occur even if 
distance metrics are learnt locally. For instance, if the local region is too small, 
the classifier will be under the risk of over-fitting; if it is too large, the method 
will be the same as global metric learning. It is difficult to define "local" under 
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different situations. 
These drawbacks stem from the limited capacity of the Mahalanobis metric 
function. These metric learning methods impose no flexible regularization, 
thus can not be guaranteed a good generalization ability. 
4.2 Regularized fc-Nearest Neighbor Classifier 
The goal of the proposed regularized k-nearest neighbor classifier (RfcNN) is 
to learn an alternative measure^ of dissimilarity d(xi,xj) : X x X —> R, in 
substitution of the Euclidean metric dE[Xi,Xj), such that the kNN classifier 
can attain a better performance. Unlike metric learning methods, R/cNN is 
explicitly regularized. Thus we can have a full control over the complexity of 
the dissimilarity function d(xj,xj). 
In order to minimize the empirical error, metric learning and subspace 
methods try to find an explicit representation of the feature space, where they 
can minimize the overlapped shadowed area in Figure 4.3 by pushing the two 
distributions p^dw) and p{db) apart. R/cNN attempts to approach this goal from 
an different way. It aims at learning a suitable measure of dissimilarity d(xi, Xj) 
such that the overlapped shadowed area in Figure 4.4 is directly penalized. 
4.2.1 Metric or Not Metric? 
RkNN does not require (i(xi,xj) to be a parametric Mahalanobis metric. Ac-
tually c?(xi,xj) does not have to be a metric. In order to obtain an efficient 
optimization solution, we technically let the function Xj) : X x X —^  E. 
The relaxation of the measure oJ(xi,Xj) from sticking to a metric can be justi-
fied. 
The goal of kNN and RkNN is classification, but not the more general 
1 Strictly speaking, a measure should be a nonnegative real function X x X R+. Here 
we relax this constraint such that it can take any real value. 




Figure 4.4: To minimize the empirical risk, RfcNN explicitly penalizes the shadowed 
area by learning a proper d(xi,xj). 
problem of density estimation. It is neither necessary to identify the vicinity 
region IZ, nor to calculate its volume (the ideal TZ should have a zero volume). 
We only need a measure d(xi,xj), which indicates the degree of similarity 
between two samples. The more similar the samples are, the smaller d(xi,xj) 
is; If Xi = X j , d ( X i , X j ) 4 - o o ; If Xi — xj, d(xi,xj) — oo . 
Moreover, we should not restrict d(xi,-x.j) to be symmetric. It should be 
an ordered function of two augments, i.e., in general d(xi, xj) + d(Xj，Xi) if 
Xi + Xj. Hereafter we will use the notation Xj) to represent a dissimilarity 
of Xj with respect to the "reference" Xj. It can be thought of a "conditional 
probability" that Xj is not a neighbor of x .^ 
Under these analysis, none of the three conditions of a metric is required 
for the dissimilarity measure d(xi,xj) of R/cNN. 
4.2.2 Proposed Classifier: R/cNN 
Most metric learning methods for kNN classifiers are not explicitly regularized. 
Their generalization abilities are not guaranteed, especially in small-sample-
size and high dimensional cases. We want to put the proposed RkNN into the 
framework of regularized empirical risk minimization such that the complexity 
of learned dissimilarity functions can be fully controlled. More precisely, we 
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want to fit each ordered pair of training samples { x i , x j } with an appropriate 
dissimilarity d(xi,xj), while at the same time use Tikhonov's regularization 
[60] to control the capacities of (i(xj,xj). Classification can then be carried 
out as the classical A;NN using the new dissimilarity measure. 
We propose to solve the following optimization problem: 
N N 
？iif E E X,)) + X\\d\\l (4.15) 
i=l j=l 
where L is the loss function, the regularize! is chosen to be a squared 
norm in the hypothesis space H, and A G 1R++ is an adjustable positive number 
that controls the trade-off between the fitting of training samples and the 
regularizer. 
Eq.(4.16) is similar to the regularized risk of support vector machines 
(SVM) [61, 62). Like SVM, the specific loss function L^yiUj, Xj)) is chosen 
to be a convex function: the hinge loss, as shown in Figure 4.5. 
L{yiyj,d{xi,y:j)) = (1 + yiyj.cJ(文i’Xj)) + f 
0， if yiyjd{±i,xj) < - 1 (4.16) 
= 
1 + ViVjdii^i, XJ), if yiyjd{±i, Xj) > - 1 
yjyAx.,^) 
^ 0 ^ 
Figure 4.5: The hinge loss function for RfcNN. 
This loss function can be interpreted as: 
(1) For all pairs of training samples of the sample label, i.e., yiyj = 1, we let 
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cl(±i,Xj) < = - 1 ; 
(2) For all pairs of training samples of different labels, i . e . 腳 = —1, we let 
d{x.i,Kj) > = 1. 
4.2.3 Hyperkernels and Hyper-RKHS 
In the regularized risk function of SVM, the goal of optimization is to choose 
a proper discriminant function from a hypothesis space which is often a 
kernel-induced Regularized Kernel Hilbert Space {RKHS) (refer to [62] for the 
definition). In the case of RA;NN, the target function is an ordered two-variable 
dissimilarity function c?(xi,xj). If we want to solve the problem in a similar 
way to SVM, i.e., to use Tikhonov's regularization and Kimeldorf's representer 
theorem, it is necessary to extend kernel to the concept of hyperkemel, which is 
a function on X^ xX^, and extend RKHS to a concept of a hyperkerenl-induced 
hyper-RKHS. 
The concepts of hyperkernel and hyper-RKHS were originally introduced 
by Ong and Smola in [63, 64]. Their work, as well as the related follow-up pa-
pers (e.g. [65’ 66]) were all aiming at kernel learning algorithms: the methods 
of automatic tuning the parameters of kernels. The learning of dissimilarity 
measure functions is more general than kernel learning (which are special mea-
sure functions of similarity). Thus our definitions are a bit different from those 
in [63, 64, 66]. 
We give our formulations of these concepts below. 
Definition 4.1. (hyperkernel) Let X he a nonempty set. A function k : 
X2 X X2 4 IR is called a hyperkernel if and only if k is a positive definite 
kernel on 
Remark 4.2. Hyperkernels are kernels. They share similar properties. Ac-
cording to the definition of kernel, the hyperkernel is symmetric for X^, i.e., 
k{(xi,x[), {x2,X2)) = {xi,x[)). Howcver, since the dissimilarity 
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measure of RkNN d{xi,xj) is an ordered function, the hyperkemel is not fully 
symmetric, i.e., it is generally not true that (0:2,0:2)) = (x2,X2)) 
or k{{xi,x[), (x2, = (x^, ^ 2)). Hereafter we will denote the hy-
perkemel by (士2，工'2)) to emphasize this asymmetry. 
If no confusion is caused, we will denote the hyperkemel k[{xi ,x[) j (±2’ x^)) 
using a simplified notation 西，王2)’ and the dissimilarity function d(x, x) is 
denoted as dfe), where x = (±,rc'). 
Definition 4.3. (hyperkemel matrix) Given a hyperkemel k : X^ x X^ ^ E 
and a set of samples {x^jfii C X^, a hyperkemel matrix is a matrix K^ 6 
股MxM 碰 = k(Xi,Xj). 
Definition 4.4. (hyper-RKHS) Let X be a nonempty set and H a Hilberi 
space of functions d : X"^ ^ R. H is called a hyper reproducing kernel Hilbert 
space (hyper-RKHS) endowed with the dot product�(.,.)’(•’.)�and the norm 
||d|| ：= d) if there exists a function fc : X^ x X^ R with the following 
properties: 
1. k has the reproducing property: (d,k(x, •)) = d(x), for all d G H； in 
particular {k{x, •) = k(x,x). 
2. k spans H, i.e. H = span{k{x, “)!® G X^} where X denotes the completion 
of the set X. 
Note that a hyper-RKHS satisfies all requirements in the definition of 
RKHS (refer to [62])，thus it is also a RKHS. 
Representer Theorem for Hyper-RKHS 
Analogous to the representer theorem for minimizing regularized risks in RKHS 
[67], there exists an representer theorem for Hyper-RKHS. 
Theorem 4.5. Denote by H : [0, 00) R a strictly monotonic increasing 
function, by X a set, and by L : (X^ x E^jm —股 u � � }肌 arbitrary loss 
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function. Then each minimizer d EM of the regularized risk 
逝,绝))，...’(辺M,yM’t i feM))) (4.17) 
admits a representation of the form 
M 
d(x) = (4.18) 
i=l 
where q 6 M. and H is a hyper-RKHS induced by the hyperkernel k. 
Proof. The proof of this theorem is essentially the same as that of the Repre-
senter Theorem for RKHS [62]. 
We can decompose any d e M into two parts. One part S (x) is contained 
in the subspace of the span of hyperkernel functions •), i = 1 . . .M, and 
the other part /^丄(2£) is contained in its orthogonal complement, i.e., 
M 
d(x) = S i x ) + d 丄 ⑷ = ； 雄 。 + (4.19) 
i=l 
where q G M. Utilizing the reproducing properties of kernels (a hyperkernel is 
also a kernel), for any j = 1 . . . M，we have, 
M M 
i=l i = l 
(4.20) 
Since Q is strictly monotonic increasing on [0, oo), the regularize! in a Hyper-
RKHS can be rewritten as: 
Z M 2 \ / M 2x (4.21) 
E^^^fe'-) +IM丄111 E功fe，.）)• 
\ i=i a ) \ i=i w 
When d丄= 0 the equality holds, and Eq.(4.17) is minimized, and 
M 
i=l 
Thus the theorem is proved. • 
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4.2.4 Convex Optimization of R/cNN 
By combining Eq.(4.15) and Eq.(4.16), and by using the definitions of hy-
perkernel and hyper-RKHS, the objective function of R/cNN can be written 
as: 1 AT 
于 E E (1 + yiVA^u^j))^ + m l (4.22) 
— i=l j=l 
Since the hinge loss function is non-differentiable, we introduce a slack variable 
^ij = (l + yiyjd(iCi,Xjy)+, and rewrite Eq.(4.22) as 
^ N N 
EE 
— i=l j=l 
subject to: yiyjd{xi,yij) < — 1, (4.23) 
iij > 0, 
for alH, j = 1 • • • N. 
Substituting Eq.(4.18) into Eq.(4.23) and add an unregularized bias b eR, 
we have the primal problem: 
1 N N 
min —7 ^ y ^ C t ? + Ac^/Cc 
( N N 
subject to: ViVj ( ^ ^ (xp, x j ) + 6 ] < ^^ - 1, u 24) 
iij > 0, 
for all i, j = 1 . . . N, 
where c is a A''^  x 1 vector, with the {p x N + q^ jth item denoted by Cpq, and 
X is the hyper kernel matrix constructed from training examples. 
By introducing Langrange multipliers a and utilizing the KKT conditions 
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to ensure strong duality, we can derive the dual problem: 
N N 1 
min - > y ^ oci-j + -ol^Gol 
a e - x i UU 2 
N N 
subject to: Y ^ Yj ViVjO i^j = 0， （4 25) 
i=l j=l ^ •) 
0 < an < , 
一 ‘‘2A7V2' 
for ain, j = 1 . . . N, 
where G = YKY'^ and y is a diagonal matrix, with the (p xN + q)th diagonal 
element YpxN+q = VpUq-
This quadratic programming problem can be solved effectively by standard 
algorithms or specialized toolboxes, e.g. SVM^'^ht [ 53 ]， l IBSVM [69] and 
MOSEK {http : //www.mosek.com). 
4.2.5 Hyperkernel Construction 
The construction of hyperkernel is the most important step in achieving a 
good performance for RfcNN. We will see in some examples in Section 4.3.1 
that, although some hyperkernels satisfy the conditions in Definition 4.1, they 
still lead to a regularization that does not incorporate the nature of training 
samples. 
We propose a new family of hyperkernels tailored made for R/cNN, named 
product hyperkernels. The construction of these hyperkernels is based on the 
following proposition. 
Proposition 4.6. Let and kb(-, •) be positive definite kernels, then 
e X，andVa,/3e R++，(A:a(®i’ a ^ ) 广 4 ) ) " or aka(xi, X2)+ 
Pkb(xi, X2) can give a hyperkernel k. 
Proof. We need to prove that fc is a kernel on X^. 
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Denote 0 as the Kronecker product [42] of two matrices A € and 
B G R夠： 
AIIB . • • AINB 
A ( ^ B = (4.26) 
amlB . . . CimnB 
and define © as: 
aiil + B …ainl + B 
A ^ B = ； • • . ； , (4.27) 
AMIT + B ••• AMNT + B 
where 1 is a matrix of all ones. -
Denote the kernel matrix of A;a(xi’x2) as Ka, and that of fc“x'i’x;) as Kb. 
Denote the hyperkernel matrix oi k as K-
It is easy to verify that we can construct K = Ka 公 Kb. Since Ka and 
Kb are positive definite, their eigenvalues jia and m are positive. Thus the 
eigenvalues of K ' 叫 j = oc(3^ ailJ'hj are also positive. A symmetric matrix 
with positive eigenvalues is positive definite. According to Definition 4.1, k = 
(fca(xi’x2))"(/cb(x'i,x;))" is a valid hyperkernel. 
We can also verify that AKA © = (g) 1 + (g) K^. Since KA, KB 
and 1 are all positive semidefinite and CY,L3 > 0, K = AKA © PKB is positive 
semidefinite. According to Definition 4.1’ k = aA:a(Xi,X2) + �/cb(xi’x'2) is a 
valid hyperkernel. • 
Now we give the definitions of the proposed families of hyperkernels. 
Definition 4.7. (semisymmetric product/sum hyperkernel) Let ka and 
kb be positive definite kernels and e 1R++. Any hyperkernel that can be ex-
pressed as k{{xi, x'l), (»2, a4)) = {ka(xi, 032)广(fc6(®'i’ “ a semisymmetric 
product hyperkernel Any hyperkernel that can he expressed as k[{xi, x^), (162, a^))= 
aka(xi, X2) + X2) is a semisymmetric sum hyperkernel 
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Definition 4.8. (symmetric product/sum hyperkernel) Let ka and h be 
positive definite kernels and G 股++. Any hyperkernel that can be expressed 
as k{{xi, cc'i), a4)) = {ka(xi, {kb(x2, a^))" “ a symmetric product hy-
perkernel Any hyperkernel that can be expressed as k{(xi, x^), (c^, a^))= 
aka{xi, aj'i) + j3kb{x2, a^) is a symmetric sum hyperkernel. 
The hyperkernels defined in [64] or [66] are actually symmetric hyper ker-
nels. In their work, the goal was to learn a proper kernel, i.e., a symmetric 
kernel function = k(xj,xi). However, the goal of RkNN is to learn 
an asymmetric dissimilarity function d(xi,xj). As we will see in Section 4.3.1, 
using symmetric hyperkernels for RkNN leads to bad performance of classifi-
cation. 
We give some examples of semisymmetric hyperkernels. The corresponding 
symmetric hyperkernels can be constructed by simply changing the positions of 
the arguments. These examples are based on the kernels that are widely used 
in SVM, kernel PCA, kernel Fisher's discriminant and other kernel methods. 
Example 4.9. f Gaussian semisymmetric product hyperkernel) Let ka 
and kb be the same Gaussian RBF kernel k{x, x) = exp(-丨丨二 丨丨。),and let 
a = P =1, the Gaussian semisymmetric product hyperkernel is given by: 
(a^ , 4)) = K^u 4) 
=e丄丨丨尉—而l|2 + K - 4 l | 2 � (4.28) 
V ^ J 
Example 4.10. (Gaussian semisymmetric sum hyperkernel) Under 
the same conditions as Example 4.9’ we can construct the Gaussian semisym-
metric sum hyperkernel as: 
(扣’ 4)) = HxuX2) + 4 ) 
f lla^i-a^in , ( 1 1 4 ( 4 . 2 9 ) 
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Example 4.11. (polynomial semisymmetric product hyperkemel) Let 
ka and kb be the same polynomial kernel k(x, x) = ((a;, x) + qY, and let a = 
(3 =1, we can construct the polynomial semisymmetric product hyperkemel as: 
左((ii, a/i), {A>2, 4)) = H^U 4) 
, , (4.30) 
Example 4.12. (polynomial semisymmetric sum hyperkemel) Un-
der the same conditions as Example we can construct the polynomial 
semisymmetric sum hyperkemel as: 
k{{xu (a ,^ 4 ) ) = K^ux^) + k(a{, 4 ) 
Y^.OIJ 
={{xu X2) + qY + (�a/i, 4 � + qY " 
Note that a valid hyperkemel is not necessarily a good hyperkemel in prac-
tical applications. We will give some empirical examples on the regularization 
properties of the above examples. It will be shown that only the examples of 
semisymmetric product hyperkernels can provide good regularization. 
4.2.6 Speeding up R/cNN 
As shown in Definition 4.3，the hyperkemel matrix has the dimension of N"^  x 
where N is the number of training examples. When N gets large, the 
requirement for matrix storage becomes stringent and solving the quadratic 
programming problem in Eq.(4.25) will be intractable. In this section, we 
propose to alleviate these problems in two ways: 1) using condensed R/i'NN; 
and 2) using sequential minimal optimization. 
Condensed RfcNN 
Condensed methods aim at reducing the training examples from {xi.yi}^^^ to 
{xi,yi}fii (where M < N), without affecting the performance of classifiers. 
The condensed nearest neighbor rule (C-INN) was firstly proposed by Hart 
in [70]. The initial purpose of C-lNN was to reduce the number of training 
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samples (prototypes) such that the classification process of INN can be speeded 
up. If we use the similar idea for R/cNN, the condensation can not only re-
duce the classification time, but also reduce the dimensions of the hyperkernel 
matrix. 
The algorithm of the condensed RfcNN is given below. 
Algorithm 4.13. (Condensed RkNN) 
1. Randomly select 2m training samples (m of label 1 and m of label —1义 Put 
them into a set B. 
2. For each training sample, classify it using a mNN classifier consists of the 
set B. If misclassified, put it into B. 
3. If B is changed in Step 2, return to Step 2. 
Use the condensed training set B to carry out RkNN training and testing. 
Sequential Minimal Optimization 
Sequential minimal optimization (SMO) was proposed in [71]. It aims at 
breaking a large quadratic programming problem into a series of smaller sub-
problems, without affecting the performance of classifiers. Actually, during 
each iteration, SMO will select two Lagrange multipliers (called a working set) 
to be jointly optimized. The selection of the working set is done by some 
heuristics. 
SMO can also be used for R/cNN, since the dissimilarity functions are sought 
by solving a quadratic programming problem similar to that of the SVM. 
4.3 Experimental Evaluation 
4.3.1 Synthetic Data Sets 
As explained in Section 4.1.3，classical ZcNN classifiers tend to give irregular 
decision boundaries when the number of training samples is limited. We use 
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some illustrative tasks to demonstrate the regularization effect of RfcNN. 
Linearly Separable Task 
In order to demonstrate the improvement of RfcNN on this problem, we give 
a toy problem of classifying 2-dimensional "zigzag" training samples. The 
decision boundaries are shown in Figure 4.6. When the two parallel columns 
of training samples (dots and stars) shifts a bit, the decision boundary of 
INN will contain many undesirable ripples, while the RINN classifiers (using 
Gaussian semisymmetric product hyper kernels) do not suffer from this effect. 
Nonlinearly Separable Task 
The benefit of regularization is also shown in Figure 4.7, where 40 training 
data are sampled along 2 concentric circles. 4.7(a) is the result of INN, while 
(b) is the result of RINN. 
Nonseparable Task 
Figure 4.8’ 4.9 and 4.10 show a 2-dimensional, 2-class nonseparable task solved 
by kNN, RA;NN and SVM. The data are generated as follows: 
1. Ten centers ruk are generated from a bivariate Gaussian distribution 
iv((i,or,/)； 
2. Ten more centers are generated from iV((0’ 1)^, / ) for another class; 
3. For each class, a center rrik is selected with 1/10 probability and a sample 
is drawn according to the distribution iV(mfc，//5); 
4. Totally 200 samples are generated (100 for each class). 
The same procedure was used in [50]. 
RA;NN and SVM have much smoother decision boundaries, while that of 
A;NN is highly irregular. When we compare the results with the Bayes decision 
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Figure 4.6: "zigzag" classification problems solved by INN (upper five figures) and 
RINN (lower five figures). 
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Figure 4.7: “2 concentric circles" classification problems solved by (a)INN and 
(b)RlNN. 
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boundary, the difference between A;NN and RfcNN (or SVM) may not be that 
obvious, since it is a 2-dimensional task with 200 samples, and /cNN can yield 
competitive result. The benefits of RkNN will be more obvious when the 
samples are drawn from a high-dimensional space, as will be demonstrated in 
Section 4.3.2. 
t … � I n 
+ * + + + + / 
2 - + * + + • + • « ； / 
1.5- • ” ” y •  • / . 
： . 




-2 - . 
_ J I 1 1 1 I I I 
- 3 - 2 - 1 0 1 2 3 4 
Figure 4.8: 2-class non-separable problems solved by fcNN {k = 7). The dashed 
line denotes the optiaml Bayes decision boundary. 
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Figure 4.9: 2-class non-separable problems solved by R/cNN (semisymmetric Gaus-
sian product hyperkernel, a = 0.5 and k = 1). The dashed line denotes the optiaml 
Bayes decision boundary. 
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Figure 4.10: 2-class non-separable problems solved by SVM (Gaussian RBF kernel, 
cr = 0.5). The dashed line denotes the optiaml Bayes decision boundary. 
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RA;NN with Different Hyperkernels 
Figure 4.11 and Figure 4.12 illustrate the decision boundaries generated by 
RkNN with different types of hyperkernels, where a simple 2-dimensional "six 
points" data set is used for training. 
Figure 4.11(a) uses a Gaussian semisymmetric product hyperkernel; (b) 
uses a polynomial semisymmetric product hyperkernel; (c) uses a Gaussian 
semisymmetric sum hyperkernel; and (d) uses a polynomial semisymmetric 
sum hyperkernel. 
Figure 4.12(a) uses a Gaussian symmetric product hyperkernel; (b) uses 
a polynomial symmetric product hyperkernel; (c) uses a Gaussian symmetric 
sum hyperkernel; and (d) uses a polynomial symmetric sum hyperkernel. 
We can see that all the symmetric hyperkernels fail to separate the training 
samples correctly. 
The semisymmetric product hyperkernels (either Gaussian or polynomial) 
give smooth decision boundaries and the samples are correctly classified. How-
ever, the semisymmetric sum hyperkernels seems not able to perform the clas-
sification tasks. This may be due to the inappropriate regularization proper-
ties of semisymmetric sum hyperkernels. The corresponding functions in the 
hyper-RKHS are not able to capture the nature of the training samples. Fur-
ther study is deserved on the design and analysis of regularization properties 
of hyperkernels. 
4.3.2 Benchmark Data Sets 
Six standard data sets are taken from the UCI Machine Learning Repository 
[72] to evaluate the performance of R/cNN in real-world applications, and to 
compare with commonly used classifiers. 
Brief descriptions of these data sets are given below. 
1. Iris Plant database. This data set consists of 150 samples of 3 classes, 
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(a) (b) (c) (d) • 
Figure 4.11: Decision boundaries of RfcNN using different types of semisymmet-
ric hyperkernels. (a) Gaussian semisymmetric product hyper kernel; (b)polynomial 
semisymmetric product hyperkernel; (c) Gaussian semisymmetric sum hyper kernel; 
and (d)polynomial semisymmetric sum hyperkernel 
；I ；;I . . : : • 
画 
-5 0 5 -5 0 5 -5 0 5 -5 0 5 
(a) (b) (c) (d) 
Figure 4.12: Decision boundaries of RfcNN using different types of symmetric hy-
perkernels. (a) Gaussian symmetric product hyperkernel; (b)polynomial symmetric 
product hyperkernel; (c)Gaussian symmetric sum hyperkernel; and (d)polynomial 
symmetric sum hyperkernel 
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but we only employ 2 classes ("versicolor" and "virginica", 50 samples 
for each class). The dimension of data is 4. 
2. Liver-disorders. This data set consists of 2 classes. Class "liver-
dataone" has 145 samples and class "liverdatatwo" has 200 samples. 
The dimension of data is 6. 
3. Pima Indians Diabetes Database. This data set consists of 2 classes. 
Class "negative" has 500 samples and class "positive" has 268 samples. 
The dimension of data is 8. 
4. Wisconsin Breast cancer database. After discarding 16 samples of 
missing values, the data set consists of 683 samples of 2 classes (444 for 
class "benign" and 239 for class "malignant"). The dimension of data is 
9. 
5. Voting records. After discarding 203 samples of missing values, the 
data set consists of 232 samples of 2 classes (124 for class "democrat" 
and 108 for class "republican"). The dimension of data is 16. 
6. Ionosphere database. This data set consists of 2 classes. Class "good" 
has 225 samples and class "bad" has 126 samples. The dimension of data 
is 34. 
Each data set is randomly divided into a training set (70%) and a test 
set (30%). The performance for each data set is taken as an average of three 
experiments, i.e. three random divisions of training and test sets. The training 
errors and testing errors are shown in Figure 4.13 and 4.14. 
It can be observed that the performance of R/cNN is consistently better 
than fcNN. The relative performance gain is more obvious for data sets with 
higher dimensions, e.g. "Voting" and "Ionosphere" • R/cNN's performance is 
very close to SVM. 
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Figure 4.13: Compare training errors of fcNN, RfcNN and SVM. Six data sets are 
employed. 
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This chapter gives experimental results on the proposed audio-visual authen-
tication system. Performances of the simple sum rule, the confidence-based 
weighted sum rule and the R/cNN classifier are evaluated with the XM2VTS 
database. 
5.1 Effectiveness of Visual Features 
Two experiments of speaker verification are conducted with the video stream 
only. The objective is to evaluate the effectiveness of the proposed AMI and 
AOFI features. In the first experiment, two features are compared: (a) AMI, 
and (2) the mouth image cropped from the first frame of a video clip. The 
Detection Error Tradeoff (DET) curves [73j are used to illustrate the perfor-
mances, as shown in Figure 5.1. The closer the curve to the origin, the better 
the performance. 
It is observed that AMI performs significantly better than mouth images. 
AMI achieves an Equal Error Rate (EER) of 7.69%, while the EER of still 
images is 16.48%. This may be due to the arbitrary gesture of a speaker's 
mouth when he/she is not speaking. The performance of AMI is comparable 
68 
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Figure 5.1: Performance (DET curves) of AMI and still mouth images. 
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with the state-of-the-art performance of whole-face recognition using the same 
database. In a competition on XM2VTS [74], the reported EERs range from 
1.47% to 11.36%, where the whole face and shoulder areas are utilized. 
In the second experiment, we compare the AMI and AOFI features and 
evaluate the fusion of them. The best fusion weights are determined by a 
greedy search (step size: 0.01). We can observe that performance of AOFI is 
not as good as AMI. AOFI obtains an EER of 18.36%. However, the simple 
fusion of AMI and AOFI make an improvement over AMI: the EER of AMI is 
7.69%, while the EER of the fused system is 6.04%. 
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Figure 5.2: Performance (DET curves) of AMI, AOFI and measurement-level 
fusion of them. 
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5.2 Performance of Simple Sum Rule 
Three verification experiments are carried out on the audio-visual bimodal 
system. Different audio signals, namely "original audio", "noisy audio lOdB" 
and "noisy audio 5dB" are used. The video signals remain the same in all 
experiments, and AMI is used as the visual feature. The best fusion weights 
are determined by a greedy search (step size: 0.01). Figure 5.3 shows the DET 
curves attained by the bimodal system as well as the uni-modal sub-systems. 
Figure 5.4 gives the results at two different audio SNR of 5dB and lOdB. Table 
5.1 compares the performances in terms of EER. 
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Figure 5.3: Performance (DET curves) of uni-modal and bimodal speaker 
verifications for original audio and noisy audio 5dB. 
It is clear that the bimodal system takes the complementary advantages 
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Figure 5.4: Performance (DET curves) of bimodal speaker verifications for 
noisy audio 5dB and noisy audio lOdB. 
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of the audio and video modalities. With the presence of audio noise, the 
performance of the audio sub-system degrades significantly but the bimodal 
system is not affected much. In particular, although the EERs of the two sub-
systems are 7.69% and 10.16% respectively (in the case of 5dB audio SNR), 
the bimodal system can attain a much lower EER of 1.92%. This clearly shows 
that the features derived from video are highly complementary to the audio 
features. 
Video Audio Bimodal 
Original A u d i o 3 . 0 2 % L ^ ~ 
Noisy Audio lOdB 7.69% 7.42% 1.65% . 
Noisy Audio 5dB 10.16% 1.92% 
Table 5.1: Performance (EERs) of uni-modal and bimodal speaker verification 
5.3 Performances of Individual Modalities 
In this section, performance evaluation is done with speaker identification ex-
periments on the XM2VTS database. Different levels of noises are introduced 
to the original data. White noises are added artificially to the audio data at 
the SNR of 5dB and OdB. For the video data, the image sequences are cor-
rupted with Gaussian noises using Photoshop® 6.0 with amounts of 10% and 
15% (the larger the amount, the lower the SNR). 
Three types of features, treated as three modalities, are investigated. They 
are AMI, AOFI and MFCC. Each speaker is treated as a pattern class and 
represented by three class-conditional density functions. 
The dimensions of the extracted AMI and AOFI features are reduced to 
294. The Euclidean distances from each training vector to the other training 
vectors are modeled nonparasitically by kernel density estimation method with 
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Gaussian kernels. Each speaker has C| = 28 samples for kernel density estima-
tion. The 39-dimensional MFCC feature vectors are modeled by a 128-mixture 
Gaussian mixture model (GMM). 
Table 5.2 gives the performance of each modality. The performances de-
pend on the noise level. Audio features generally outperform visual features, 
even when they are severely corrupted by noises. 
MFCC AMI AOFI 
Original Audio 96.95% 1  Original Video 9 1 . 8 6 % 8 6 . 4 4 % 
Noisy Audio 5dB 93.56% Noisy Video 10% 82.03% 73.56% 
Noisy Audio OdB 85.76% | Noisy Video 15% 70.00% 61.86% 
Table 5.2: Identification rates of individual modalities. 
5.4 Identification Tasks Using Confidence-based 
Weighted Sum Rule 
Performances of the following fusion rules are compared: 
1. NS: the naive sum rule, as in Eq.(3.3); 
2. WS_M: the weighted sum rule with modality-specific weights; 
3. WS_M_C: the weighted sum rule with confidence measure based modality-
specific and class-specific weights, as in Eq.(3.7) and Eq.(3.21). 
For WS-M, all classes for each modality share the same weight, which is 
equal to the average value of the WS_M_C weights over all the 295 speakers. 
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5.4.1 Effectiveness of WS_M_C Rule 
Table 5.3 and Table 5.4 show the performances of pairwisely fused modalities. 
The WS-M-C rule is adopted in these experiments. The differences of identi-
fication rates between the two tables reflect the degree of correlations between 
these features. AMI and MFCC are extracted from two completely different 
sources. By combining them, the identification performance improves signifi-
cantly over each of them alone, especially when the SNRs are low. In practice 
AMI and AOFI can only be obtained at the same noise level. In Table 5.4 
we still fuse them at different noise levels in order to evaluate our weighting 
scheme. They are extracted from the same image sequences, and appear to 
be highly correlated. The combination of AMI and AOFI yields very little 
improvements. 
— AMI, Original AMI, Noisy 10% AMI, N o i s y l ^ 
MFCC, O r i g i n a l 9 7 . 4 6 % 9 6 ： ^ 9 6 ： ^ 
MFCC, Noisy 5dB 94.58% 94.07% 93.56% 
MFCC, Noisy OdB 92.20% 90.17% 88.31% 
Table 5.3: Fusion of MFCC and AMI, under different noisy environments. 
WS_M_C is used for weight selection. 
- AMI, Original AMI, Noisy 10% AMI, Noisy 15% 
AOFI, Original 91.86% 8 6 ? ^ 8644% 
AOFI, Noisy 10% 91.19% 82.03% 73.56% 
AOFI, Noisy 15% || 90.51% 81.36% 69.66% 
Table 5.4: Fusion of AOFI and AMI, under different noisy environments. 
WS_M_C rule is used for weight selection. 
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5.4.2 WS_M_C v.s. WS_M 
As discussed in Section 3.3, the WS rule's superiority over the NS rule is notice-
able when some (not all) of the input data are inaccurately modeled. That is, 
for modalities that are very noisy, other modalities can make a compensation. 
To simulate such a scenario, we design an experiment as shown in Figure 5.5. 
For audio data, the 295 speakers are divided into two subsets: Audio_A (30 
speakers, 10%) and Audio_B (265 speakers, 90%). Similarly, video data of the 
295 speakers are divided into subsets of Video_A (30 speakers) and Video_B 
(265 speakers). 
Audio_A is designed to be noisy data at OdB SNR, and Audio_B is at 
SNR of 5dB. Video_A is noisy video with an amount of 15%, and VideoJB 
contains original video. There is no overlap between the speakers in AudioJV 
and Video-A. 
/ Audio A 
speakers 1 ~ 
f “ 
I 265 
Video一 B f speakers 
265 J Audio_B 
speakers I 
_ Video A Y 3? 
Ir^ ：： . - ~ I speakers 
Figure 5.5: Data set configuration for sum rules evaluation. Audio data is divided 
into Audio_A (noisy, OdB) and Audio_B (noisy, 5dB). Video data is divided into 
Video_A (noisy, 15%) and Video_B (original). Audio_A has no overlap with Video—A. 
Table 5.5 compares the performances of different modalities and fusion 
methods. 
It can be seen that all of the three fusion rules attain higher identification 
rates than each modality individually. WS_M has about the same performance 
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as NS. The proposed WS_M_C shows a significant improvement over the con-
ventional sum rules. 
" l^FCC AMI AOFI Fusion 
n ^ 91.02% 
89.49% 86.78% 77.97% WS_M 91.19% 
WS,M-C 94.24% 
Table 5.5: Comparison of identification rates for individual modalities and 
different sum rules: NS ’ WS_M and WS_M_C. 
5.5 Speaker Identification Using RfcNN 
To evaluate the performance of RkNN on audio-visual authentication tasks, 
and to compare it with other classifiers, speaker identification experiments are 
carried out on the video stream. 
The features are AMIs extracted from the original video stream, and the 
settings of these experiments are the same as in Section 5.3. Both SVM and 
RkNN are originally designed for solving 2-class classification problems. To 
solve multiple-class problems, we utilize the one-versus-rest approach [75]. 
The identification rates of INN, RINN and SVM are shown in Table 5.6. 
RINN performs slightly better than the INN classifier, and its performance is 
close to SVM. 
~~INN II RINN II SVM 
91.86% II 92.20% II 92.37% 
Table 5.6: Performance of INN, RINN, and SVM, on speaker identification 
using AMI. 
Chapter 6 
Conclusions and Future Work 
6.1 Conclusions 
Multimodal biometric authentication is a complicated process that involves 
the extraction of discriminative features, robust classification and fusion of 
multiple classifiers. In this research, we have been focused on audio-visual 
bimodal authentication. In particular, the movement of talking mouths is 
considered as a useful feature for speaker discrimination. We have studied 
the linearly weighted sum rules for robust fusion of the two modalities. Due 
to the limited number of training samples in the intended applications, the 
fcNN classifiers are used. We have discussed the pitfalls of conventional A;NN 
and proposed the regularized /cNN classifiers, which addresses the problems in 
small-sample-size and high-dimensional tasks. 
It is found that the movement of a talking mouth carries a great deal of 
speaker-specific characteristics. We demonstrate that the proposed AMI and 
AOFI features can preserve both physical and behavioral information that is 
discriminative. In verification tasks using the XM2VTS database, AMI obtains 
an EER of 7.69%, and the AMI-AOFI fused system obtains 6.04%. The AMI-
MFCC fused system obtains an EER of 1.37%. These results are comparable 
with the state-of-the-art performance on face recognition. Experiments show 
that these visual features are highly complementary to the acoustic features. 
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The audio-visual bimodal system is shown to be more robust than uni-modal 
systems with the presence of noise. 
We employ the approach of measurement-level fusion. The output of indi-
vidual classifiers are combined by linear weighed summation. The key problem 
is how to determine the weights for different modalities. It is proved that: 
1. If the modalities are mutually independent, heavier weights should be 
assigned to modalities and classes that have higher posterior probabili-
ties. 
2. If the modalities are identical, modalities and classes that have smaller 
estimation errors should be given heavier weights. 
The proposed method for determining weights contains three components of 
confidence measures: posterior probabilities, uncertainties of estimated density-
functions and empirical error rates. This method is shown to be very effective, 
especially when the modalities are imbalanced. Experiments show that the 
classifier- and class-dependent weights achieve a better performances than the 
classifier-dependent weights. 
It is found that the major pitfalls of classical kNN stem from the aver-
aging scheme in the nonparametric estimation of density functions. These 
pitfalls are more severe in small-sample-size and high-dimensional problems 
where samples are very sparse. The proposed RkNN classifier is shown to 
have the ability to circumvent these pitfalls. It learns asymmetric dissimi-
larity functions to substitute traditional Euclidean metric. The regularized 
learning framework employed by R/cNN ensures it a good generalization abil-
ity. Experiments show that it has consistently better performance than fcNN, 
especially in high-dimensional problems. Its performance is competitive with 
SVM. It is also shown that the proposed semisymmetric product hyperkernels 
have good regularization properties in classification tasks. 
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6.2 Important Follow-up Works 
There are many important problems that remain unexplored in our multimodal 
biometric authentication tasks. We outline some of them below. 
• Formulations of AMI and AOFI require localization of mouths. Without 
tackling this problem in depth, we adopt a semi-automatic approach in 
our research. An automatic localization is more preferable if we can 
utilize some state-of-the-art techniques in computer vision. 
• AMI and AOFI discard the text-dependent information by averaging. If 
the content of a speech can be obtained, more sophisticated methods can 
be developed to represent the speaker-specific features. It is interesting 
to utilize the automatic speech recognition techniques to achieve this 
goal. 
• We study the WS rule under two extreme cases. It is more preferable if 
a unified framework can be constructed for analyzing general conditions. 
• The quadratic programming problem of R/cNN will be intractable if the 
number of training samples gets large. Although the condensed RitNN 
and SMO have been adopted, it is still desirable to further reduce the 
computational complexity. 
• Regularization properties of hyperkernels desires more theoretical anal-
ysis. It is interesting to construct more effective hyperkernels. 
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Appendix A 
Proof of Proposition 3.1 
For abbreviation, we use the following notations in this proof: 
Ci = Cii, C2 = Ci2； 
(A.l) 
A = 尸2 = P{uJi\Xf,)-
A A 
r]i = Vii = Pi- Pi, m = r}i2 = P2- P2. 
Without loss of generality, we let A < A-
We can rewrite the optimization problem (3.13) for = 2 as: 
rs A 
min ciPi + C2P2 - Pi - P2 
(A.2) 
subject to: ci + C2 = 2’ ci > 0, C2 > 0. 
This problem has only 2 decision variables. Instead of using standard linear 
programming methods (e.g. simplex), we can use a graphical approach to find 
its analytical solutions. 
This problem can be divided into 2 subproblems: 
min CiA + C2P2 - P i - P 2 (A.3) 
subject to: c i A + C2P2 - Pi - P2 > 0 (A.4) 
CI + C2 = 2 (A.5) 
ci > 0, C2 > 0. (A.6) 
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and 
min - C i A - C2P2 + Pi + P2 (A.7) 
subject to: - c i A - C2P2 + Pi + P2 > 0 (A.8) 
ci + C2 = 2 (A.9) 
ci > 0, C2 > 0. (A.IO) 
We will solve problem (A.3�A.6) first. As shown in Figure A.1,A.2 and A. 3, 
line s stands for ci A + 02 A —尸1 — A = 0, while line t stands for the equality 
constraint ci + C2 = 2. 
If s and t have cross point on AB (Figure A.l), the feasible region for 
constraints (A.4~A.6) will be the line segment AC. Thus the cross point C 




s \ A 
, XkxALp 
0 
Figure A.l: Graphical approach for solving problem A.3. Case 1. 
If s is beneath t (Figure A.2)，the feasible region will be the line segment 
AB, and point B will be the optimal weights that minimize (A.3). 
If s is above t (Figure A.3), there will be no feasible region, and the optimal 
weights do not exist. 
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Figure A.2: Graphical approach for solving problem A.3. Case 2. 
C2 
� V 丰 
:5� 
\ b r 
� � . �� 
Figure A.3: Graphical approach for solving problem A.3. Case 3 




Proof of Proposition 3.2 
例又I CO,.)尸(CO,) s k— , 办 丨 ① ) 戶 ( 仿 \ 
Figure B.l: Demonstrations of 1-D posterior probabilities of the classifier fk (one 
of the R classifiers), x* denotes the optimal decision boundary, while x^ denotes 
the actual decision boundary. Textured areas denote the added errors. Gray areas 
denote the Bayes risk. 
To make the proof concise and easy to comprehend, we will focus on the 
simplest case where the input spaces are 1-dimensional, i.e. X = R^. The 
proposition still holds when X is of arbitrary dimension, where the main idea 
is much similar to the 1-D case. See [76] for reference. 
According to the assumptions in the proposition, within the classifier IZm, 
or between two classifiers TZm and Tin, the estimation error for hypothesized 
classes Wi and ujj are independent of each other, i.e., 
77-} = 77；} = Cov{"r , r^n = 0. (B.l) 
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As shown in Figure B.l, the difference between the actual decision bound-
ary Xb and the optimal (Bayesian) decision boundary x* is denoted as b = 
X 6 - X * . 
The textured area can be approximately regarded as a triangle. Thus we 
have: 
rirk - rjjk =《户‘(約K) - ( 叫 ( B . 2 ) 
Denote s^ = - P'{uJi\x*fJ. It can be regarded a constant which is 
independent of x九. 
For the classifier fk, the expected added error contributed by the two classes 
LUi and LUj is 
SLiiJ) = + ^LU) = E - Vjk)b 
= 丑 去 “ 應 + 4 + 拟 （B-3) 
where 
4 � … ( B . 4 ) 
= (B.5) 
and the independence assumption p 结 = 0 is taken into account. 
The ensemble added error for classes uji and Uj over all classifiers can be 
evaluated by 
3) = ezm + CIO-) = E 
1 � i ? R , (B.6) 
L m=l m=l -
where 
1 - _ 
C f � = � E clMm + PL)， （B.7) 
Lm=l • 
1 「尺 1 
C I ⑴ Y 1 4 n ( 4 n + ’ (B.8) 
L m=l -
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and = = 0 are taken into account. 
Under the independence assumptions of Eq.(B.l), to minimize 
we can minimize and separately. 
Substituting Eq.(B.4) into Eq.(B.7), we arrive the following quadratic pro-
gramming problem: 
min .击 E L i cUTJA s.t. E L i = R-
By introducing a Lagrange multiplier, we can obtain the optimal weights 
that prove the proposition: 
c如 =丑 1 1(C况 (B.9) 
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