































We provide algorithms with improved pass and space complexities for approximately solving
linear programs, optimal transport, bipartite matching, and more in the semi-streaming model.
For instance, we provide a (randomized) algorithm computing a maximum cardinality matching
in an unweighted bipartite graph in O(log2 n · ǫ−1) passes, using O(n log2 n · ǫ−1) auxiliary
memory. This marks the first improvements to the O(log log ǫ−1 ·ǫ−2) pass, O(n log log ǫ−1 ·ǫ−2)-
space algorithms of [AG13] when ǫ is moderately small.
To obtain our results, we give an O(n) space deterministic semi-streaming algorithm for
approximating the value of linear programs (in the form of box-simplex games), based on low-
space implementations of [She17, JST19]. We further give a general sampling procedure for
explicitly forming a fractional solution in low space, yielding improved semi-streaming guar-
antees for optimal transport and, in some regimes, maximum weighted matching. Finally, we
improve the space complexity of our maximum cardinality matching method using an implicit
implementation of the random walk rounding of [GKK10] via custom turnstile samplers.
1 Introduction
One of the most fundamental problems in combinatorial optimization is that of computing a max-
imum matching in a bipartite graph. As the simplest problem in a hierarchy of more complex,
commonly occurring optimization problems on graphs, bipartite matching and its generalizations
(e.g. weighted variants and optimal transportation) have received extensive focus in the fields of
theoretical computer science, operations research, and optimization.
Due to the canonical nature of bipartite matching and its flexibility for modeling practical settings,
when considering new computational models (e.g. streaming and dynamic models of graph access),
the complexity of bipartite matching often serves as a testing ground. These model restrictions
are often motivated by practical considerations; for example, revenue maximization in search en-
gine auctions (the “AdWords problem”) was famously studied through the lens of online bipartite
matching [MSVV07], and similar models have been considered in rideshare applications [DSSX18].
In this paper, we consider the following specific model of “semi-streaming” graph access.
Definition 1. In the semi-streaming graph model, a graph G = (V,E) is stored in read-only
memory as an adjacency list of edges represented as tuples e = (u, v), where u, v ∈ V (in a weighted
graph, the tuple also contains the edge weight). A user can only interact with G via pass queries.
In one pass, a user receives the edge tuples one at a time in a (possibly adversarial) order.1
This model is motivated by applications where the graph is prohibitively large due to its density.
In this model, access to a n-node m-edge graph (for m ≫ n) is restricted to streaming read-only
passes where an algorithm may use only nearly-linear space overhead in n. The upside of this
access model can be significant when one wishes to solve multiple optimization problems on the
same graph, but writing representations requiring Ω(m) space is costly. Given the fundamental
nature of this problem and potential applications (as discussed in e.g. [DH03]), semi-streaming
matching has received significant recent attention [FKM+05, McG05, EKMS12, AG13].
We obtain algorithms with improved pass and space complexities for computing approximate max-
imum (cadinality) matchings in bipartite graphs in the semi-streaming graph model of Definition 1.
Further, we obtain improvements in a variety of parameter regimes for related problems in thhe
semi-streaming graph model, such as optimal transportation and weighted bipartite matching.
To obtain these results, we develop a general algorithmic framework which combines tools which
we believe may be more broadly applicable to optimization problems in this access model. In
particular, we design a general algorithm which can approximately determine the value of linear
programs (presented in the form of box-simplex games) when rows of the constraint matrix are
stored in read-only memory. These methods also produce low-space implicit solutions and we show
how to use various sampling-based tools to round these to an explicit, sparse solution without
significant loss in objective quality for different graph optimization problems. In the remainder of
this introduction, we describe more formally the problems considered in this work, the tools we
develop, and the new complexity bounds we obtain.
1.1 Problem setup
The basic (and motivating) problem we consider in this work is that of computing an (approximate)
maximum cardinality matching (MCM) in a bipartite graph G = (V,E). We typically let n = |V |
denote the number of vertices, m = |E| denote the number of edges, M∗ denote the the size of the
1Note that we do not require that the order is the same in each pass in our algorithms.
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MCM in G, and let L,R ⊆ V with L ∩ R = ∅ and L ∪ R = V denote the independent set in the
partition of bipartite G. Further, we typically assume2 that |L| = |R| = n2 .
A key goal of this paper is to efficiently compute approximate MCMs in the semi-streaming graph
model. Formally, we refer to any assignment x ∈ [0, 1]E of flow to edges, such that the inflow and
outflow to any vertex is bounded by 1 as a fractional matching and call the matching integral if
x ∈ {0, 1}E and we say such a matching is an ǫ-approximate MCM, if ‖x‖1 =
∑
e∈E xe ≥ (1−ǫ)M
∗.
This paper focuses on computing such ǫ-approximate MCMs in O(poly(ǫ−1, log n)) passes and
O(n ·poly(ǫ−1, log n)) auxiliary memory, which is o(m) in many parameter regimes. Our algorithms
provide three types of guarantees, outlined here and described more formally for specific problems.
Value problem. For a specified optimization problem, we say an algorithm solves the value
problem if it operates in an appropriate semi-streaming access model and returns the problem
value. We say an algorithm solves the ǫ-approximate value problem if it returns an approximation
to the value of some problem, for a specified notion of approximation parameterized by an error
tolerance ǫ. For the example of MCM with optimal value M∗, an ǫ-approximate value algorithm
returns the value of the problem within a ǫ-multiplicative factor, as is standard in the literature.
Our value approximation notions for the other problems considered in this paper, namely maximum
weighted matching and optimal transportation, will be additive.
Interestingly, the algorithm for the value problem designed in this paper solves a more general prob-
lem. These problems are linear programming in the form of box-simplex games, bilinear minimax
















to zero, this problem equivalently asks to minimize a linear objective over the simplex subject to
A⊤x = b. This perspective of “penalizing overflow” has found recent applications to approximate
maximum flow [She13, KLOS14, Pen16, She17, ST18] and optimal transport [JST19]. We give a
general solver for the value problem for box-simplex games in the following access model.
Definition 2. In the semi-streaming matrix model, a matrix A ∈ Rm×n (and optionally a vector
c ∈ Rm) are stored in read-only memory as a list of its rows {Ai:}i∈[m] (respectively, its coordinates
{ci}i∈[m]). A user can only interact with A and c via pass queries. In one pass, a user receives
the rows of A and coordinates of c one at a time in a (possibly adversarial) order.
This model generalizes Definition 1, by choosing A to be the unsigned edge-incidence matrix of a
graph (see Section 2 for a formal definition). Note that giving Õ(n) space complexity bounds3 in
the semi-streaming model of Definition 2 is nontrivial only when m = ω(n). In all our instances, we
can augment the value algorithm to also take (for graphs) a subset of edge queries S ⊆ E, or (for
matrices) a subset of coordinate queries S ⊆ [m], and additionally the components of a fractional
solution on S, with an additional linear dependence on |S| in space bounds.
Fractional problem. The value algorithm we develop for semi-streaming linear programming
has the additional benefit of storing an implicit representation of the fractional solution in low
space. However, the mapping from this implicit representation to the fractional solution depends
2This is without more than constant loss in problem parameters, by appropriately padding the smaller side.
3We use the Õ notation to hide polylogarithmic factors in problem parameters for convenience of exposition.
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on the stream itself and therefore to compute an explicit fractional solution from our implicit repre-
sentation, an additional pass is required. In many cases, it is desirable to have an explicit low-space
fractional solution which does not require an additional pass, i.e. a sparsified solution supported on
a sublinear number of edges (note an integral maximum matching always exists on O(n) edges by
the structure of extremal points of the matching polytope). We say an algorithm solves the frac-
tional problem if it stores an explicit fractional solution with a small amount of auxiliary memory.
For the MCM problem, an algorithm solving the ǫ-approximate fractional problem returns a frac-
tional matching with value at least (1− ǫ)M∗; we similarly define approximate fractional solutions
for the other problems considered in this work, where the definition of approximation matches the
definition in the corresponding value problem.
Integral problem. In applications such as bipartite matching, it is often desirable to further
round fractional solutions to integral (i.e. 0-1) solutions; for instance, when finding a maximum
matching, any fractional matching induces an integral matching in its support with weakly larger
value (a similar statement holds for weighted graphs). We say an algorithm solves the integral prob-
lem if it has the property of returning an integrally rounded solution. We note that for any fractional
matching, one can always obtain an integral solution with constant multiplicative space overhead
via known efficient rounding algorithms applied to the support of the matching, e.g. [KP15]. Inter-
estingly, our integral algorithm for MCM with the strongest space overhead guarantees bypasses
this step, and directly rounds by working with the implicit (dense) fractional representation.
Further applications. We study several additional types of combinatorial optimization problems
which are also reducible to box-simplex games.
In the problem of discrete optimal transportation, a complete bipartite graph G = (V,E) where
E = L × R has associated demands ℓ, r ∈ ∆
n
2 , and costs ce associated with each edge e ∈ E.
Intuitively, the demands ℓ, r are probability distributions on domains of equal size, and the goal is
to compute the minimum cost transport plan which attains the prescribed marginals on the vertex
sets L and R. The semi-streaming access model gives the cost of each edge as it is presented; note
that the marginals ℓ, r can be stored explicitly in low space.
In the problem of maximum weight matching (MWM) in a bipartite graph G = (V,E), the graph
has specified weights we ∈ R≥0 associated with each edge, and the goal is to find a matching
approximately obtaining the maximum possible weight (which we also denote by M∗, overloading
notation). The semi-streaming access model also gives the weight of each edge as it is presented.
1.2 Our results
We now summarize the guarantees of the various semi-streaming algorithms we give, and outline
the techniques we develop and utilize to obtain these results.
Implicitly conducting iterative methods. Our value algorithms for various problems are
instances of a semi-streaming value algorithm for general box-simplex games, which follows from
the observation that the breakthrough algorithm of [She17] based on area-convex regularization
has iterates which can entirely be deterministically represented via n-dimensional vector operations.
This is somewhat surprising as the simplex variable is fully dense throughout (e.g. we do not sample
to preserve sparsity), and thus to even write it down explicitly takes O(m) space.
More concretely, we study the specialization of [She17] to box-simplex games, as analyzed by
[JST19]. This method runs in Õ(‖A‖∞ ǫ
−1) iterations, where ‖A‖∞ is the largest ℓ1 norm of a
row of A; when A is the adjacency matrix of an unweighted graph, ‖A‖∞ is a constant. Every
iteration t of the [JST19] algorithm computes a pair (xt, yt), where the box variable yt ∈ [−1, 1]
n
3
can be represented explicitly, and the simplex variable xt ∈ ∆
m cannot.
Our first observation is that in every iteration, the simplex variable xt, it is always proportional to
a vector exp(Avt +λtc) for n-dimensional vt and scalar λt. This is because every simplex iterate is
defined as the minimizer to a regularized linear objective, where the linear term is an inner product
with a gradient operator of the box-simplex problem. These gradient operators take the form
(
Ay + c, b−A⊤x
)
, for iterate (x, y). (2)
In particular, every regularized subproblem defining a simplex iterate is an entropy-regularized
objective with linear term of the form Av + λc. By unrolling these recursions, we can obtain
similar recursions for maintaining just the vector-scalar pair (vt, λt).
Our second observation is that for any (vt, λt) pair, computing the vector A
⊤ exp(Avt + λtc)
(required in the gradient operator (2)) can be performed in a single semi-streaming pass, and
O(n) space. Combining these pieces immediately implies a deterministic iterative method for
approximating the value box-simplex games in the semi-streaming model, as stated in the following
(cf. Section 2 for definitions used in the theorem statement).
Theorem 1. We can obtain an ǫ additive approximation to the value of a box-simplex problem








memory. On a query S ⊆ E with |S| = q, using O(n+ q) auxiliary space (and the same number of
passes), for (x, y) an ǫ-approximate saddle point to (1), we can output the set of values ({xi}i∈S , y).





-pass value algorithm yielding ǫ additive approx-
imations. The remainder of our work gives semi-streaming implementations for forming explicit
fractional and integral solutions in low space, building upon guarantees of the value algorithm.
Integral rounding via random walks. For MCM, we additionally give an integral algorithm
with space complexity Õ(nǫ−1) to explicitly compute an integral matching. Our integral algorithm
is a low-space implementation of the random walk rounding procedure of [GKK10], which we
conduct implicitly using custom-designed sampling data structures.
We now give an overview of this procedure. The algorithm of [GKK10] is as follows: first, an
augmented graph is built with an additional source and sink vertex added. Next, augmenting paths
are iteratively constructed by considering a current residual graph (with respect to a maintained
matching), and running random walks from the source to the sink; it was shown in [GKK10] that
these walks terminate quickly. The key implementation challenge is to show that these walks on
adaptively changing residual graphs can be conducted in low space with few additional passes.
To this end, our space complexity bound combines two ingredients. First, we give a concentration
bound showing that with high probability over the duration of (1 − ǫ)M iterations of the random
walk to round a fractional matching of size M , no vertex is likely to be visited too frequently (more
than Õ(ǫ−1) times). This suggests a strategy for implicitly performing the walk, by simply storing
enough samples for each vertex to use. In order to deal with the changing sampling distributions
of the walk in residual graphs, we observe that by keeping large edges (with weight at least 12 )
adjacent to vertices and storing Õ(ǫ−1) samples from the marginal on remaining small edges from
the original graph, we can simulate the correct residual distributions throughout the walk.
Interestingly, this also constitutes an algorithmic proof of a structural fact on stochastic matchings:
for any fractional bipartite matching, the union of all edges with weight at least 12 and Õ(ǫ
−1)
random edge samples from the remaining neighbors of each vertex contains a matching with of at
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least 1 − ǫ quality compared to the original fractional matching; this set has support size at most
Õ(nǫ−1). We now state our complete MCM integral algorithm guarantee, proved in Section 4.5.
Theorem 2. Consider the following algorithm applied to bipartite G = (V,E) with MCM size M∗.
1. Run Algorithms 1, 2 on objective (7) to ǫ4M additive accuracy, for some M ≤ M
∗ ≤ 2M
obtained via a greedy streaming algorithm (cf. Lemma 6).
2. Apply Algorithm 4 to the implicit fractional matching, then apply Algorithms 5, 6 with error
parameter ǫ2 to round the resulting feasible fractional matching to an integral (0-1) matching.
This correctly outputs an ǫ-approximate MCM using O
(




n log2 n · ǫ−1
)
aux-
iliary memory, and O
(
m log2 n · ǫ−1
)
work, with probability at least 1− n−2.
Sparsification via random sampling. The integral rounding scheme we presented above is
tailored to the maximum cardinality matching problem. To implement fractional algorithms for a
variety of our remaining applications, we give a random sampling-based approach to sparsifying
the (dense) fractional solution given by the iterative method. Specifically, the algorithm used in
[She17, JST19] guarantees that the average of all simplex iterates is a good fractional solution.
Recall that our semi-streaming implementation does not explicitly store any simplex variable, but
instead stores an O(n)-space representation requiring one pass to recover the variable.
A natural way of sparsifying a variable whose coordinates are given in streaming fashion is to simply
decide whether to keep a coordinate via random sampling, and upweight coordinates appropriately
to preserve costs in expectation. We show in Lemma 5 that a non-uniform variant of this strategy is
able to both approximately maintain objective value and give sparsity guarantees sufficient for our
applications. This more generally also yields bounds on error guarantees of random sparsification
for approximate fractional solutions of semi-streaming linear programming instances.
Leveraging these guarantees on the performance of random sparsification, we obtain the following
bounds for semi-streaming combinatorial optimization problems. We note that typically, the space
complexities of sparsification approaches scale linearly in n and quadratically on error notions of
the problem (as opposed to the linear error dependence in Theorem 2).
Theorem 3. For a MCM problem on bipartite G = (V,E) with |V | = n, |E| = m and value
M∗, we can obtain an ǫ-approximate MCM using O
(











m log2 n · ǫ−1
)
work, with probability at least 1− n−2.
Theorem 3 is a more fine-grained space bound than Theorem 2 in the regime where the optimal
matching size M∗ is much smaller than n. A slightly better space complexity bound of roughly
O(M∗ · ǫ−2 log log ǫ−1), also depending on the maximum matching size (but with no dependence
on n), was obtained by [AG13], at the cost of a worse ǫ dependence in pass complexity (namely,
ǫ−2 log log ǫ−1). Moreover, these approaches are fundamentally quite different, leaving open the
future possibility of combining ideas for improved bounds.
Theorem 4. For a discrete optimal transport problem parameterized by costs c and letting Cmax :=
‖c‖∞, γ :=
Cmax logn
ǫ we can obtain an ǫ-additive approximate transport plan using O
(








auxiliary memory, and O
(
mCmax logn log γ
ǫ
)
work, with probability at least
1 − n−2. Moreover, the resulting plan x ∈ ∆n
2
satisfies B⊤x − b = 0, and can be expressed
entrywise as
xij = x̂ij + [er]i[ec]j (3)
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for explicitly stored vectors x̂ij, er, ec.
We remark that although the resulting exact transportation plan of Theorem 4 is not sparse (due
to the presence of a rank-one correction step), it has an explicit sparse representation of the form
(3) from which coordinates of the plan can be derived without taking any additional passes. To our
knowledge, this is the first guarantee for semi-streaming variants of the optimal transport problem.
Theorem 5. For a maximum weight matching problem parameterized by weights w and letting
γ =
n‖w‖∞





auxiliary memory, and O(mγ log γ) work with probability at least 1− n−2.
We briefly remark on the error definitions of Theorem 5, and situate it in the literature. Typical
guarantees for MWM are stated in terms of multiplicative error, namely additive error ǫ = δM∗
where M∗ is the maximum matching weight and δ ∈ (0, 1). For this value of additive error, our
bounds scale polynomially in γ = 1δ ·
n‖w‖∞
M∗ ; this second factor can be thought of as how saturated the
maximum matching is (as n ‖w‖∞ is an upper bound on the value M
∗). When M∗ = Θ(n ‖w‖∞),
Theorem 5 attains an improved near-linear dependence on the inverse accuracy δ−1 in the number
of passes compared to prior work, and retains a near-quadratic dependence in space complexity.
Finally, we note that when we have a stronger bound on the ℓ1 norm of a maximum weighted
matching than n, γ can be improved to scale linearly in this bound (cf. discussion in Section 5.3).
This additional dependence on
n‖w‖∞
M∗ underlies the difference between width-dependent and width-
independent solvers for structured linear programs with more fine-grained dependence on the opti-
mal value via multiplicative error guarantees (cf. discussion in [AO19]), and it would be interesting
to see if this gap can be closed while retaining the improved pass complexity in the future.
1.3 Previous work
Maximum matching. The problem of maximum cardinality bipartite matching (and weighted
variants) has been considered by a variety of works in the semi-streaming literature. Most recently
(and relatedly to our work), [AG13] gave semi-streaming algorithms building upon the oracle-
based multiplicative weight update (MWU) algorithm for approximate linear programming. They
give algorithms that compute ǫ-multiplicative approximate matchings for both cases within Õ(ǫ−2)
passes, which is improved upon by the linear dependence on ǫ−1 of our Theorem 2 when ǫ is
moderately small.4 The space complexity of MCM attained in [AG13] was Õ(M∗ · ǫ−2); we match
this up to an additional additive n factor in Theorem 3, and improve this in the regime where M∗
is Θ(n) with our linear dependence on ǫ−1 in Theorem 2. Finally, we remark that [AG13] obtained
a space complexity of Õ(nǫ−2) space for computing an ǫ-multiplicatively approximate MWM.
Additionally, prior to [AG13], [FKM+04] gave an algorithm giving a 13(1+2ǫ) approximate matching
for bipartite MCM in Õ(ǫ−1) passes. Later, [EKS09] gave algorithms solving bipartite MCM to
ǫ-multiplicative accuracy in Õ(ǫ−5) passes. For general graphs [McG05] gave an ǫ-multiplicative
approximation algorithm in Õ(ǫ−ǫ
−1
) passes for MCM, and also an 12 (1+ǫ) approximation in Õ(ǫ
−3)
passes for the more general MWM problem. This was followed by a subsequent study on semi-
streaming matching for general graphs in [AG11, ELMS11, Zel12, AG13]. For convenience, we list
prior MCM results in terms of pass, space, and work complexities in Table 1.
Finally, in concurrent, independent work [LSZ20] recently gave a semi-streaming implementation of
a bipartite matching algorithm in the high-accuracy regime, with complexity bounds incomparable
4We note that the logarithmic factors in [AG13] depend only on ǫ−1, whereas ours depend also logarithmically on
n. We defer to interesting future work the possibility of making our pass complexity a function of only ǫ.
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approximation pass complexity space complexity work complexity
[McG05] 1− ǫ O(ǫ−ǫ
−1
) O(n · polylog(n)) O(m · ǫ−ǫ
−1
)
[FKM+05] 23 − ǫ O(ǫ log ǫ
−1) O(n log n) O(m · ǫ log ǫ−1)
[EKMS12] 1− ǫ O(ǫ−5) O(n log n) O(mn · ǫ−5)
[AG13] 1− ǫ O(ǫ−2 log log ǫ−1) O(M∗ · ǫ−2 log ǫ−1) O(m · ǫ−2 log log ǫ−1)
Theorem 2 1− ǫ O(log2 n · ǫ−1) O(n log2 n · ǫ−1) O(m log2 n · ǫ−1)
Theorem 3 1− ǫ O(log2 n · ǫ−1) O(n+M∗ log n · ǫ−2) O(m log2 n · ǫ−1)
Table 1: Complexity of computing an ǫ-multiplicatively approximate maximum cardinality match-
ing (MCM) in the semi-streaming model (with m edges, n vertices, and MCM size M∗).
to ours. Namely, their result obtains pass and space guarantees with polylogarithmic dependence on
the inverse accuracy ǫ−1, but polynomial dependence on problem dimension in the pass requirement.
Optimal transport. The design of efficient algorithms for discrete optimal transportation has
received widespread attention in recent years [Cut13, AWR17, ABRNW19, LHJ19], due in large
part to its many applications in modern statistical modeling and machine learning. To the best of
our knowledge, ours is the first result which applies to this problem in the semi-streaming setting.
Our approach for optimal transport follows straightforwardly from our algorithms for solving the
fractional maximum matching problem, via known reductions in the literature.
2 Preliminaries
General notation. We use [n] to denote the subset of natural numbers {1, ..., n}. We use the
notation Õ(f) = O(f logc f) for some constant c > 0. We say an event holds with high probability
with respect to n if it holds with probability at least 1− n−c for constant c > 0 (in all our results,
c can be chosen to be arbitrarily large affecting guarantees by only constant factors). The number
of nonzero entries in a matrix A is denoted by nnz(A). We say scalar α > 0 is an ǫ-multiplicative
approximation to scalar β > 0 if αβ − 1 ∈ [−ǫ, ǫ]; similarly, we say it is an ǫ-additive approximation
if α− β ∈ [−ǫ, ǫ]. For convex-concave optimization problem minx∈X maxy∈Y f(x, y), we say a pair
(x, y) is an ǫ-approximate saddle point if f(x, y′) − f(x′, y) ≤ ǫ for all x′ ∈ X , y′ ∈ Y. Finally, we
let 1n and 0n be the all-ones and all-zeros vectors in R
n.
Norms. We denote by ‖v‖p the ℓp norm of vector v, and ‖M‖p the ℓp operator norm of a matrix.
In particular, ‖M‖∞ is the maximum ℓ1 norm over rows of M, and ‖M‖1 is the maximum ℓ1 norm
over columns. We let ∆m ⊂ Rm≥0 denote the nonnegative simplex, so x ∈ ∆
m ⇐⇒ ‖x‖1 = 1.
Finally, we let ‖v‖0 be the number of nonzero entries of a vector v.
Graphs. We denote a graph by G = (V,E), and refer to its vertex count by n = |V | and its edge
count by m = |E| when context is clear. We refer to the independent vertex subsets of a bipartite
graph by L and R, and typically assume that |L| = |R| = n2 by appropriately padding the smaller
side (affecting problem parameters by constants). We denote the (unsigned edge-vertex) incidence
matrix of a graph by B ∈ RE×V≥0 , where Bev = we, the weight of edge e ∈ E, if and only if v ∈ V is
an endpoint of e (and is zero otherwise). For a vertex v ∈ V , Ev is its adjacent edge set.
Computation model. Throughout, we operate in the standard word RAM model of computa-
tion, where basic arithmetic operations on O(log n)-bit words can be performed in constant time.
For weighted graphs, we assume all weights can be stored in O(1) words, and all results concerning
additional memory overhead count the number of additional words necessary for algorithms. We
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will measure space overhead complexity in terms of the number of words used, and we assume
that we are given an explicit numbering of vertices for any graph (i.e. vertices are identified with
a number in [n], and this is how the edges are presented). In other related computational models,
this may increase our space or work complexities by a logarithmic factor.
3 Box-simplex games in low space
In this section, we prove results on semi-streaming algorithms for approximating box-simplex bi-






where matrix A ∈ Rm×n≥0 and vector c are stored in the semi-streaming model (cf. Definition 2).
The complexity of our algorithms will depend on ‖A‖∞; note when A is the edge-incidence matrix
of a graph, ‖A‖∞ is twice the largest edge weight.
In Section 3.1, we prove that we can implement recent improved algorithms for problems of the form
(1) based on area-convex regularization [She17, JST19] in the semi-streaming model in low memory,
and give the guarantees of a value algorithm as Theorem 1. We then give a simple modification
of our value algorithm to obtain a low-space implicit representation of a fractional solution. We
develop a random-sampling based fractional algorithm in Section 3.2 which converts this implicit
representation into an explicit low-space solution.
3.1 Approximately solving the value problem
3.1.1 Algorithm statement
Our algorithm for Theorem 1 is simply a low-space implementation of the algorithm of [She17],
specialized to box-simplex games (as analyzed in [JST19]). Specifically, the algorithm we analyze
is the following, a variation of the dual extrapolation scheme of [Nes07]. All minimization steps in
Algorithm 1 (namely, Lines 5 and 6) are defined with respect to the set ∆m × [−1, 1]n.
Algorithm 1 AC− DualEx(A, b, c, ǫ, T )
1: Input: A ∈ Rm×n≥0 , c ∈ R
m, b ∈ Rn, 0 ≤ ǫ ≤ ‖A‖∞, T ∈ N
2: r(x, y) := x⊤A(y2) + 5 ‖A‖∞
∑
i∈[m] xi log xi, g(x, y) := (Ay + c,−A
⊤x+ b)
3: t← 0, s0 ← 0m+n
4: while t < T do
5: zt := (xt, yt)←
ǫ
2 -approx. (additive) minimizer to 〈st, z〉+ r(z) over domain ∆
m × [−1, 1]n













7: st+1 ← st +
1
6g(wt), t← t+ 1
8: end while
To implement Lines 5 and 6 of Algorithm 1, we use AltMin, an alternating minimization subroutine.
We summarize the guarantees of these algorithms in the following restatement of Theorems 2.3,
B.1 in [JST19]. We remark that these results were first shown in [She17] which considered the
more general case of multicommodity flows (corresponding to multi-simplices); for simplicity of
statement as they suffice for our purposes, we use the specializations in [JST19].
Proposition 1 (Correctness of Algorithm 1). Implementing Algorithm 1 using Algorithm 2 (with
δ = ǫ2) for Lines 5 and 6, and T = O(
‖A‖∞ logm








Algorithm 2 AltMin(γx, γy,A, δ,K)
1: Input: A ∈ Rm×n≥0 , δ ≥ 0, γ
x ∈ Rm, γy ∈ Rn, K ∈ N
2: Output: δ-approx. (additive) minimizer to 〈(γx, γy), z〉+ r(z) for r(z) in Line 3, Algorithm 1
3: k ← 0, x(0) ← 1m1m, y
(0) ← 0n
4: while k < K do
5: x(k+1) ← argminx∈∆m
{
〈γx, x〉+ r(x, y(k))
}
6: y(k+1) ← argminy∈[−1,1]n
{
〈γy, y〉+ r(x(k+1), y)
}
7: k ← k + 1
8: end while











t) is an ǫ-approximate saddle point to (1).
We also make the following remark which follows straightforwardly from modifying the arguments
in [JST19] to consider a restricted domain (which is useful in our applications).
Corollary 1. The guarantees of Proposition 1 hold when the domain of variable y is any axis-
aligned subset (product of intervals) of [−1, 1]n containing the point 0n by appropriately modifying
Line 6 of Algorithm 2 to be a minimization step over said subset.
Proof. Algorithm 1 is also Algorithm 1 of [JST19], where we use that for all z in the domain
and (x̄, ȳ) the minimizer of r, 〈∇r(x̄, ȳ), z〉 is a constant, since this minimizer is ( 1m1m,0n). The
guarantees and requirements of each step of Algorithm 1 are thus unchanged, upon restricting
the domain of the y variable to be any subset containing 0n, since the minimizer remains the
same; the only difference is that the bound on the domain size decreased, which can only help (cf.
Lemma 3, [JST19]). The analysis of Algorithm 2 is identical, and its complexity follows since Line
6 decomposes into separable minimization problems.
3.1.2 Implicitly maintaining simplex variables
In this section, we prove the following key invariant: in every iteration, we can explicitly maintain
all box variables, and implicitly maintain all simplex variables throughout the algorithm as points
proportional to exp(Av+ λc), for some explicitly stored vector v, scalar λ. We first make a crucial
technical observation regarding computing gradients with a single pass.
Lemma 1. For any v ∈ Rn and λ ∈ R, we can compute ‖exp(Av + λc)‖1, as well as compute and
store the vector A⊤ exp(Av + λc), in one pass, O(n) auxiliary space, and nnz(A) work.
Proof. First, to compute ‖exp(Av + λc)‖1, for each i ∈ [m] we can sequentially compute the value
of exp(〈Ai:, v〉+ λci) through the pass and sum these values. Second, note that we can write
A⊤ exp(Av + λc) =
∑
i∈[m]
Ai: exp(〈Ai:, v〉 + λci).
Therefore, throughout the pass, we can add the value exp(〈Ai:, v〉 + λci) to the coordinates of the
resulting vector it contributes to (which are specified by the row we see).
Lemma 2. Consider an instance of Algorithm 1 using Algorithm 2 in Lines 5 and 6. Denote for




t ). Throughout, the following invariants hold:
9












2. sxt = Aut + µtc for ut ∈ R
n, µt ∈ R






t, ut, µt, s
y
t ) in O(n) auxiliary memory, given their
values in the prior iteration. Each iteration takes O(K) passes and O(nnz(A)·K) total work, where
K is the input parameter to Algorithm 2.
Proof. We proceed by induction on the iteration t; in the first iteration, we have u0 = 0n, µ0 = 0.
Preserving the zt invariant. Suppose inductively that st = (Aut+µtc, s
y
t ) for explicitly stored
values ut, µt, s
y
t ; we will drop the index t for simplicity and refer to these as ū, µ̄, s̄
y. Consider
the procedure Algorithm 2 initalized with these values, and note that γx = Aū+ µ̄c, γy = s̄y. We




















































In the last line, the median operation truncates the vector − s̄
y
2A⊤x(k+1)
coordinatewise on the box






and we have explicitly stored the tuple (v(k), λ(k), y(k)); in the first iteration, we can clearly choose








preserving (5). Moreover, note that s̄y is explicitly stored, and by applying Lemma 1 and the form
(5), we can compute the vector A⊤x(k+1) explicitly in one pass over the data and O(m) work. This
allows us to explicitly store y(k+1) as well. The point zt is one of the iterates (x
(K), y(K)), proving
the desired invariant. Finally, we remark in order to perform these computations we only need to
store the tuple (v(k), λ(k), y(k)) from the prior iteration, in O(n) auxiliary memory.
Preserving the wt and st invariants. The argument for preserving the invariant on wt is
exactly analogous to the above argument regarding zt; the only modification is that the input
vector to Algorithm 2 is (γx, γy) = st +
1
3(Ayt + c,−A
⊤xt − b). Using the inductive guarantee on
xt ∝ exp(Avt + λtc) and applying Lemma 1, we can again explicitly compute the input vector γ
y
and write γx in the form Aū+ µ̄c for explicitly stored ū, µ̄. Similarly, we can preserve the desired
invariant on st+1 inductively, by explicitly computing s
y
t+1 and maintaining
ut+1 ← ut +
1
6





Numerical stability. We make a brief comment regarding numerical stability in the semi-
streaming model, which may occur due to exponentiating vectors with a large range ω(logm)
(in defining simplex variables). It was shown in [JST19] that Algorithm 1 is stable to increasing
the value of any coordinate of a simplex variable which is e.g. m10 multiplicatively smaller than
the largest to reach this threshold, and renormalizing. In computations of Lemma 1, we can first
store the largest coordinate of Av+ λc in one pass. Then, for every coordinate more than 10 logm
smaller than the largest coordinate, we will instead treat it as if its value was 10 logm smaller than
the maximum in all computations, requiring one extra pass over the data.
3.1.3 Value algorithm implementation
In this section, we prove Theorem 1. We use the following simple helper lemma.
Lemma 3. Let (x̄, ȳ) be an ǫ-approximate saddle point to convex-concave f(x, y) defined on X ×Y,
and let OPT be the value of f at the true saddle point. Then, |f(x̄, ȳ)−OPT| ≤ ǫ.













Moreover, both quantities on the left hand side are nonnegative by definition of OPT, i.e.















The conclusion follows by applying the bounds maxy∈Y f(x̄, y) ≥ f(x̄, ȳ) ≥ minx∈X f(x, ȳ).
Proof of Theorem 1. We use the parameter settings in Proposition 1, which combined with Lemma 3












First, note that the algorithm (using the implementation of Lemma 2) is deterministic, so in one
call to Proposition 1, we can explicitly store the value of ȳ. Furthermore, by linearity, we have










By using the implicit representations of Lemma 2 for x′t, as well as Lemma 1 to compute products
through A⊤, we can store the value (ȳ⊤A⊤x′t + c
⊤x′t) each iteration and average in constant
additional space, concluding the proof. Finally, in order to support edge queries on S ⊆ E to
coordinates of x′t, it is clear that by calling Lemma 1 and explicitly storing values of x
′
t on coordinates
in S each iteration, we can implement this query in O(q) additional space.
Our Algorithm 1, with the implementation in Lemma 2, has the additional desirable property that
it can store a low-space representation of the saddle point (x̄, ȳ) that it outputs. We make the
following straightforward observation, upon modifying the proof of Theorem 1 appropriately.
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Corollary 2. Let (x̄, ȳ) be the approximate saddle point of the procedure in Theorem 1. We can











exp (Av′t + λ
′
tc)




Proof. This is immediate upon observing the guarantees of Theorem 1 and Lemma 2.
Corollary 2 is desirable in that it maintains the approximate saddle point in low memory, but has
the downside that even querying a single coordinate of the simplex variable in an online fashion
requires a pass over the data (i.e. via repeatedly applying Lemma 1). This is addressed in a general
sense in the following Section 3.2, as well for the specific case of maximum cardinality bipartite
matching via the construction of an explicit integral algorithm in Section 4.
3.2 Explicit fractional solutions
Given streaming access to an approximate fractional solution x on the simplex (via an implicit
representation), a natural way of constructing a low-space approximate solution is to randomly
sample each entry of xi and reweight to preserve expected objective value. Formally, we use the
following Algorithm 3, parameterized by some prescribed values of Mi for each i ∈ [m].
Algorithm 3 RandomSample(x,K, {Mi}i∈[m])
1: Input: Coordinates of x ∈ Rm≥0 in streaming fashion, sample count K, parameters {Mi}i∈[m]
2: for i ∈ [m] do


















For proofs in this section, as well as later, we crucially rely on well-known concentration properties
of bounded random variables. We state here a few facts used repeatedly throughout.
Proposition 2 (Chernoff bound). For K independent scaled Bernoulli random variables {Xk}k∈[K]

























We give a simple generalization of Proposition 2 to the case where the scaled Bernoulli variables
are allowed to take on negative values.
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Corollary 3 (Generalized Chernoff bound). For K independent scaled Bernoulli random variables

























Proof. Divide the set [K] = K+ ∪ K−, where we define K+ := {k ∈ [K]|Nk ≥ 0} and K
+ := {k ∈




k∈K− −Xk yields the result.
Furthermore, the following one-sided Chernoff bound holds when 0 < Nk ≤ 1 and δ ≥ 1.
Proposition 3 (One-sided Chernoff bound). For K independent scaled Bernoulli random variables






















Proposition 4 (Bernstein’s inequality). For K independent random variables {Xk}k∈[K] satisfying
|Xk| ≤ C with probability one, let V =
∑





















3.2.2 Random sampling guarantees
We first give a general guarantee on the approximation error incurred by random sampling via
Algorithm 3. While the guarantees are a bit cumbersome to state, they become significantly
simpler in applications. For instance, in all our applications, all binary random variables are scaled
with Mi such that maxi∈[n]Mi ≤ 1 (see Lemma 4 for definition), and the bounds on A
⊤x̂ −A⊤x
become standard multiplicative error approximations when the matrix A is all-positive.
Lemma 4. Consider an instance of problem (1) parameterized by A, b, c. For some x ∈ ∆m whose























∣∣∣∣ ≤ ǫBj for all j ∈ [n], | ‖x̂‖1 − ‖x‖1 | ≤ ǫmax(1, B),
∣∣∣c⊤x̂− c⊤x






























We show the first property; fix some j ∈ [n] and consider [A⊤x̂]j − [A
⊤x]j . Applying Corollary 3
to the random variables { 1BjAijX
k






























































where for the last inequality we use definitions of δ, K, and that Bj = [|A|
⊤x]j , for all j ∈ [n].
This conclusion for a coordinate j ∈ [n] is equivalent to
∣∣[A⊤x̂]j − [A⊤x]j
∣∣ ≤ ǫBj . Union bounding







∣∣∣∣ ≤ ǫBj, ∀j ∈ [n].


























xiMi ≤ K ‖c‖
2
∞B.
Thus, we can choose parameters C = ‖c‖∞B, V = K ‖c‖
2
∞B to obtain the following bounds for
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Altogether this implies the third conclusion, and the second conclusion follows as a special case




Finally, for all i ∈ [m], let Yi = 1 if x̂i 6= 0 and Yi = 0 otherwise. It is straightforward to see that


































































Finally, applying a union bound, all desired events hold with probability 1− 1mn .





and compute all such values
in one pass when x is of the form in Lemma 1; however, occasionally we will choose larger values
of Bj to obtain improved sparsity guarantees (cf. Section 4.3 for an example). Thus, we provide
the following one-sided guarantee, which holds when Aij ≥ 0, ∀i, j and Bj ≥ [A
⊤x]j .
Corollary 4. Consider an instance of problem (1) parameterized by A with Aij ≥ 0 ∀ i,j, and b,
c. For some x ∈ ∆m whose coordinates can be computed in streaming fashion, suppose we have






















≤ ǫBj for all j ∈ [n], | ‖x̂‖1 − ‖x‖1 | ≤ ǫmax(1, B),
∣∣∣c⊤x̂− c⊤x
















Note that the first and fourth properties of Corollary 4 are one-sided in that we only wish to upper
bound a property of x̂. The proof is identical to Lemma 4, except that we use Proposition 3 with
δ = ǫ ·
Bj
[|A|⊤x]j
> 0 instead of Proposition 2 in cases where δ ≥ 1, which suffices for the one-sided
bound of the first property. Similarly, when δ ≥ 1 as in the proof of the fourth property, the one-
sided Chernoff bound only helps concentration. Next, we give an end-to-end guarantee on turning
Algorithm 1 into a solver for the fractional problem, via applying Algorithm 3 on the output.
Lemma 5. Given (x, y), an ǫ2 -approximate saddle point of (1), let
Bj = [|A|



























With probability 1− (mn)−1, ( x̂‖x̂‖1 , y) is an ǫ-approximate saddle point to (1). Moreover, the total






























Proof. Our choice of K is with respect to an accuracy parameter on the order of
ǫ









f(x̄, y) ≤ ǫ.
For our output ( x̂‖x̂‖1 , y), since we keep the same box variable y, it suffices to show that the side of
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The first and third conclusions hold by applying Lemma 4 for the choice of K. The second and




≤ ‖A‖∞ ‖x̂‖1 and then applying Lemma 4 for the
choice of K. Finally, the desired sparsity follows by combining the space bound of the output (via
Lemma 4) and the space complexity of implicitly representing the average iterate (via Corollary 2).
4 Maximum cardinality matching via flow rounding
A natural and important special case for problem (1) is maximum cardinality matching (MCM),
which can be equivalently formulated as a minimax bilinear saddle point problem. In this section, we
give specific treatment to this class of problems and prove our main results regarding approximating
maximum cardinality matchings, namely Theorems 2 and 3.
In Section 4.1, we first give a reduction from computing maximum matchings to solving problems
of the form (1). We show how to round the implicit approximate matching given in Section 3.1 to
a feasible one in Section 4.2. We then give a random-sampling based procedure for rounding to an
explicit fractional matching in Section 4.3, proving Theorem 2. Finally, we give an algorithm which
bypasses the sparsification approach of Section 3.2 to round an implicitly represented matching to
integral via conducting a random walk procedure in Section 4.4; these pieces are put together to
give a complete guarantee in Section 4.5, proving Theorem 3.
4.1 Reducing MCM to a box-simplex objective
Consider the problem of finding an ǫ-multiplicative approximate MCM (with value M∗) of a bipar-
tite graph G = (V,E) with |V | = n, |E| = m, with incidence matrix B ∈ {0, 1}E×V . Observe that
the maximum (possibly fractional) matching solves the problem
max
M∗>0
M∗ such that ∃x ∈M∗∆E with B⊤x ≤ 1V entrywise.
Before giving the box-simplex objective which we will approximate with the value algorithm of
Section 3, we recall a well-known fact that we can obtain a 2-approximation to M∗ in one pass.
Lemma 6. The greedy matching algorithm takes one semi-streaming pass over a graph and returns
a matching of size M , such that M ≤M∗ ≤ 2M , using O(n) space and O(m) work.
Proof. It is folklore that the greedy algorithm (adding edges one at a time to a matching, if
and only if neither endpoint is already matched) is a 2-approximation to the MCM, proving the
approximation guarantee. Regarding the implementation, we can keep marking an array of vertex
indices and check if a current edge violates a matched vertex, in O(1) time per edge.
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Suppose we used the greedy algorithm, and obtained a value M so that M ≤M∗ ≤ 2M . From the
unweighted graph G = (V,E), we construct a modified graph G̃ = (Ṽ , Ẽ) with one extra weight-
zero edge and two extra vertices (which are connected to each other, but not the rest of the graph),
and refer to its weighted adjacency matrix as B̃, i.e. the row corresponding to the extra edge is
all-zero. We overload 1V ∈ {0, 1}
Ṽ to mean the vector which is 1 in every coordinate of V ∈ Ṽ ,
and 0 in the two extra vertices added; we similarly define 1E ∈ {0, 1}
Ẽ . We show that to obtain









− 2M 〈1E , x〉 (7)
to ǫM duality gap, where A := 2MB̃.
Lemma 7. Suppose the pair (x, y) is an ǫM -approximate saddle point to (7). Let x̃ := 2MxE, i.e.










≤ ǫM∗, ‖x̃‖1 ≥ (1− ǫ)M
∗. (8)
Proof. Let x∗ be the maximum matching with all overflow placed on the extra edge in G̃, i.e. x∗E is
the maximum matching on the original graph, and x∗ puts a value of 2M −M∗ on the extra edge.
It is clear by definition that 12M x
∗ is feasible for the objective (7), has 〈1E , x
∗〉 = M∗, and has no






− 〈1E , x
∗〉 ≤ −M∗. (9)













− 〈1E , x
∗〉+ ǫM
≤ −M∗ + ǫM.
(10)





≥ 0 (since we
can always choose the all-zeroes vector), the second conclusion in (8) is immediate. To see the first,


















By definition, we must have 〈1E , x̃〉 ≤M
∗+F , since removing F units makes the matching feasible,
and hence it cannot have ℓ1 norm larger than M
∗. Now, we conclude from (10) the desired
F −M∗ ≤ 2F − 〈1E, x̃〉 ≤ −M
∗ + ǫM =⇒ F ≤ ǫM ≤ ǫM∗.
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4.2 Obtaining a fractional matching
By combining the approach of Lemma 7 with the guarantees of Theorem 1 and Corollary 2, it can
be shown that we can compute a low-space representation of an ǫ-approximate fractional MCM
(which we do formally in Section 4.5). In this section, we show that we can preprocess our fractional
matching representation to be exactly feasible, without losing too much in the matching size. Our
preprocessing algorithm is a variant of a rounding procedure used in prior work [AWR17].
Algorithm 4 RoundToFeasible(x,G)
1: Input: Bipartite graph G = (V,E) with vertex partition V = L∪R and edge-incidence matrix




[B⊤x]j − 1, 0
)
≤ ǫM
2: Output: Fractional matching x̃ satisfying ‖x̃− x‖1 ≤ 2ǫM , B
⊤x̃ ≤ 1n
3: Let X ∈ RL×R be a zero-padded reshaped x
4: lsum ← X1n
2






















8: return x̃ = vectorized X̃
To briefly explain Algorithm 4, in Line 3, for each edge e = (u, v) ∈ E where u ∈ L, v ∈ R, we index
Xuv = xe, and for every nonexistent edge we set the corresponding entry to 0; the vectorization in
Line 8 undoes this process. We first scale the matching downward so that there is no overflow on
vertices in L, and then scale the resulting matching so there is no overflow on vertices in R. We
now prove a helper result, which shows that the resulting ℓ1 loss ‖x̃− x‖1 is bounded, and that we
can implement Algorithm 4 in few semi-streaming passes and low space.
Lemma 8. Algorithm 4 is correct, i.e. it produces x̃ satisfying ‖x̃− x‖1 ≤ 2ǫM , B
⊤x̃ ≤ 1V . More-
over, if the fractional matching x is given in the form (6) for explicitly stored {(v′t, λ
′
t)}0≤t<T , then
we can store an explicit representation ({(v′t, λ
′
t)}0≤t<T , lscale, rscale) of x̃ using O(n+ T ) additional
memory, O(1) passes, and O(mT ) work, so that for each e = (u, v) ∈ E where u ∈ L, v ∈ R,
x̃e = [lscale]u[rscale]vxe. (11)















the representation (14) follows immediately. Next, note that clearly X̃ ≤ X′ ≤ X entrywise, by
positivity and that the entrywise rescalings are bounded above by 1. The conclusion B⊤x̃ ≤ 1n
then follows, since left-scaling by lscale forces the marginals on L to be bounded by design, and
this boundedness is preserved upon right-scaling by rscale (which also bounds marginals on R). It
remains to prove the bound on ‖x̃− x‖1, and the low-space, few-pass implementation.
Bounding the rounding loss. We use shorthand ‖X‖1 to mean the entrywise sum, and similarly
define ‖X′‖1, ‖X̃‖1. We first bound ‖X‖1 − ‖X





















The last line followed by assumption. Similarly, to bound ‖X′‖1 − ‖X̃‖1, first define x
′ to be
the vectorized form of X′, and note that since x′ ≤ x entrywise, we have the overflow bound∑
j∈V max
(
[B⊤x′]j − 1, 0
)




















[B⊤x′]j − 1, 0
)
≤ ǫM.
Combining these calculations and using entrywise monotonicity yields ‖x̃− x‖1 ≤ 2ǫM .
Semi-streaming implementation. It suffices to compute the values of lscale, rscale in O(1)
passes and O(mT ) work; the additional memory complexity is clear. First, to compute lscale, it
suffices to compute lsum, which by linearity and using the representation (6) amounts to computing









By appropriately modifying Lemma 1, we can compute this average vector in O(1) passes, and
using mT work (since for each edge encountered in the stream, we must perform O(T ) operations).
The additional O(T ) space comes from storing the values of all ‖exp(Av′t + λ
′
tb)‖1.
A similar argument holds for computing rscale, where we use that analogously to (6), since x
′
e =




















by reweighting each edge appropriately throughout the stream.
4.3 Sparsifying a fractional matching
Following the reductions of Sections 4.1 and 4.2, we assume in this section that we have a simplex
variable x ∈ ∆m and a matching size M̄ ∈ [1, n] such that
B⊤(M̄x) ≤ 1v, M̄ ≥ (1− ǫ)M
∗,
where M∗ is the maximum matching size. We now show how to apply our random sampling
procedure, Algorithm 3, to sparsify the support of the matching without significant loss.
Corollary 5. Suppose for an MCM problem, x ∈ ∆E satisfies B⊤x ≤ 1
M̄
1V , and ǫ ∈ (0, 1). Let x̂
be the output of Algorithm 3 on input x with me =
1
M̄
for all e ∈ E, and K := 12 logn
ǫ2
. Then with










Proof. It is straightforward to see that by the assumptions, we can take A = M̄B and Bv = 1 for
all v ∈ V , and choose the accuracy level to be ǫ in Lemma 4. Thus, by the conclusions of Lemma 4,
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noting that Me =
1
M̄
≤ 1 holds for all e ∈ E, we conclude that with probability at least 1 − n−2,
all desired guarantees hold:
M̄B⊤x̂ ≤ M̄B⊤x+ ǫ1V ≤ (1 + ǫ)1V ,




















The space bound of Corollary 5 is desirable because it has a linear dependence on the maximum
matching size, which is a more fine-grained notion than a dependence on n. However, it is applied to
a fractional solution x̄ given in the form of an average of Ω(1ǫ ) n-dimensional iterates. The implicit
representation of x̄ requires Ω(nǫ ) space to store, which can be larger than the sparsity bound of
the sparsified x̂. To alleviate this, we note that x̄ = 1T
∑
t∈[T ] xt is an average of iterates which
we have streaming access to after Algorithm 1. Thus, we can instead directly sparsify the iterates
{xt}t∈[T ] at each iteration using Algorithm 3, in order to give an explicit, sparse representation for
x̄. We state the guarantees of this procedure in the following.
Lemma 9. In the setting of Corollary 5, consider a fractional solution x̄ := 1T
∑
t∈[T ] xt ∈ ∆
E
given in the form of Corollary 5. For each t ∈ [T ], let x̂t = RandomSample(
1
T xt) be the output of
Algorithm 3 on input 1T xt with Me =
1
M̄
for all e ∈ E, and K = 12 logn
ǫ2
. Then with probability at
least 1− n−2, x̂ :=
∑










Proof. The proof is similar to Lemma 4, and its extension Corollary 4 specifically for the first
inequality; there are two main differences which we now describe. First, we are now summing the
outputs of each sparsification procedure over all t ∈ [T ]. Second, we are dealing with a nonnegative
matrix A and all-ones cost vector c, so we no longer need to consider the concentration of positive
parts and negative parts separately (e.g. by applying Corollary 3). Since 1T xt ≤ x̄ entrywise and B
is entrywise nonnegative, our choices of {me}e∈E are still valid.












x̂e − xe. Thus,
applying Proposition 3 to the random variables {M̄ [Xt]
k
































































for all v. By union bounding over all v,
we have all the desired
∑
e∈Ev
x̂e − xe ≤
ǫ
M̄

















































Since x ∈ ∆m, this shows that with probability at least 1 − 1
2n2
, | ‖x̂‖1 − 1| ≤ ǫ. Finally, for all




























Finally, applying a union bound, with probability ≥ 1− 1
n2
, all desired events hold.
We now give a full guarantee for computing a sparse approximate MCM via random sampling.
Theorem 3. For a MCM problem on bipartite G = (V,E) with |V | = n, |E| = m and value
M∗, we can obtain an ǫ-approximate MCM using O
(











m log2 n · ǫ−1
)
work, with probability at least 1− n−2.
Proof. Combining the guarantees of Lemma 7 with Algorithm 1 and 2, we can find the approximate
matching value to ǫ multiplicative accuracy in the desired work and pass complexities and O(n)
space. We can take one additional pass to compute and store the lsum scaling vector of Algorithm 4,
and then one additional pass to store the rsum vector by applying the diagonal lsum rescaling to
iterates. This can be performed in O(n) space.
Using these diagonal rescalings, we can compute the inputs to the procedure of Lemma 9 in stream-
ing fashion each iteration in O(n) space, such that B⊤x ≤ 1M 1V for the average rescaled vector x.
Finally, our output fractional matching of the desired quality is M̄1+ǫ x̂, where x̂ is the output of the
procedure in Lemma 9. The correctness of this output follows from the bounds in Lemma 9.
4.4 Rounding a fractional matching
In this section, we prove our main integral rounding result; namely, that we can round an implicitly
represented fractional matching to a 0-1 matching in low space, with negligible loss in the matching
quality. Our implementation requires two main tools: an augmenting paths procedure based on
random walks due to [GKK10], and an implicit implementation via a custom ℓ1 turnstile sampler.
Throughout this section, let B be the adjacency matrix of bipartite G = (V,E) where V = L ∪R,
|L| = |R| = n2 , and let x̃ ∈ [0, 1]
E be a fractional matching satisfying B⊤x̃ ≤ 1V , ‖x̃‖1 = M̄ .
Finally, denote for shorthand the fractional matching values µj := [B
⊤x̃]j for all j ∈ V .
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4.4.1 Augmenting paths via random walks
We first describe a random walk-based augmenting path algorithmic framework, due to [GKK10],
which rounds a feasible fractional matching into an integral matching. We prove properties about
this random walk here, and later show how to implement this algorithm in low space. The random
walk is conducted on an augmented directed graph G′, constructed as follows; we use notation
(u, v) to mean a directed edge pointing from vertex u to vertex v.
1. G′ has vertex set V ∪ {s, t} for new source and sink vertices s, t.
2. G′ has edge set E ∪ {(s, u)}u∈L ∪ {(v, t)}v∈R ∪ (t, s); we orient all edges in E from L to R.
3. We give (t, s) edge weight M̄ , (s, u) edge weight µu for all u ∈ L, (v, t) edge weight µv for all
v ∈ R, and e = (u, v) ∈ E edge weight x̃e for all e ∈ E.
Observe that G′ is Eulerian (every vertex has equal in-degree and out-degree). We will run the
following augmenting paths algorithm (described as Algorithm 5).
Algorithm 5 RoundToIntegral(x̃, G, ǫ)
1: Input: Bipartite graph G = (V,E) with vertex partition V = L∪R and edge-incidence matrix
B, fractional matching x̃ ∈ RE≥0 satisfying B
⊤x̃ ≤ 1V , ‖x̃‖1 = M̄
2: Output: Integral (0-1) matching S ⊆ E satisfying B⊤x̂ ≤ 1V , |S| ≥ ⌊(1 − ǫ)M̄⌋
3: Construct the weighted Eulerian graph G′ as described above
4: S ← ∅
5: for k ∈ [⌊(1 − ǫ)M̄⌋] do
6: Run an edge-weighted random walk on G′ starting at s until it returns to s through t
7: Remove all internal loops from the random walk, forming directed s-to-s cycle S′
8: S ← S ⊕ S′ (⊕ is the set symmetric difference)
9: Subtract weight 1 from each edge in S′, reversing directions when edge weight signs flip
10: end for
11: return S
We make the following observations regarding properties of Algorithm 5. These same properties
were used in prior work [GKK10, LRS13]; we reproduce them here for convenience.
Lemma 10. Overloading notation, let G′ be the residual graph after iteration k of Algorithm 5.
We have the following properties.
1. G′ is Eulerian.
2. The out-degree of all j ∈ L∪R is bounded by 2, and the out-degrees of s, t are at least M̄ − k.
3. The sum of out-degrees of all vertices in G′ is bounded by 8M̄ .
4. Vertices s and t remain connected.
Proof. The first property follows since the original graph is Eulerian, and we subtract (uniformly-
weighted) directed cycles. To see the second, consider any vertex u ∈ L. If it is unmatched (does
not belong to an edge in S), the edges it is connected to are unchanged, and its out-degree is
bounded by 1 from the initial condition B⊤x̃ ≤ 1V ; otherwise, it has one edge pointing to s of
weight 1 − µu ≤ 1, and the out-degrees to R can only decrease. A similar argument holds for all
vertices in R. Finally, the weight on (t, s) is always M̄ − k by construction, proving the second
observation by Eulerian-ness of the graph G′ (which yields a lower bound on the out-degree of s).
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The third property follows since the graph G′ is a difference between the original graph and the
current matching S, so its total out-degree is bounded by the sum; it is clear the original graph
has total out-degree 4M̄ , and the total degree of S is bounded by 4M̄ by construction. The last
property is a standard consequence of max-flow min-cut equivalence (else the current matching
certifies a smaller cut) and integrality of maximal matchings in bipartite graphs.
Finally, we note the following fact which was crucially observed in [GKK10].
Lemma 11. The expected number of random walk steps in iteration k + 1 of running Line 6 of
Algorithm 5 before returning to s through t is bounded by 9M̄
M̄−k
.
Proof. Consider augmenting G′ with an extra “central node” c on the path from t to s with in-
degree and out-degree both M̄ − k, to preserve that the graph is Eulerian; the total out-degree is
≤ 9M̄ . Since the expected number of steps of the random walk in Line 6 is the expected return
time from c to c, which is proportional to its out-degree, and removing the extra edge used from c
to s can only decrease the length, we have the desired bound.
4.4.2 Bounding visit counts
We now prove a high probability result on the number of times any internal vertex j ∈ L ∪ R is
visited throughout Algorithm 5. We use the following implementation of Lines 6-7 of the algorithm.
Algorithm 6 RandomWalkOneStep(G′)
1: Input: Residual graph G′ constructed from having run k steps of Algorithm 5
2: Output: s-to-s cycle S′ going through t
3: for t ∈ [⌈3 log n⌉] do
4: Run a random walk from s for 18M̄
M̄−k
iterations
5: if s is reached through t then





Lemma 12. With probability at least 1− n−2, using Algorithm 6 to implement Lines 6-7 of Algo-
rithm 5 never returns “Fail” in any iteration.
Proof. By Lemma 11 and Markov’s inequality, the probability any run of Lines 4-8 of Algorithm 6
fails to return a cycle is bounded by 12 ; running 3 log n independent copies reduces the failure
probability to n−3. A union bound over the ≤ n iterations of Algorithm 5 yields the conclusion.
Next, we give a bound on the expected number of times any vertex is visited in an iteration.
Lemma 13. Consider iteration k + 1 of Algorithm 5, implemented using Algorithm 6, and fix a
vertex j ∈ L∪R. The expected number of times j is visited in this iteration is bounded by 144M̄ logn
(M̄−k)2
.
Proof. Fix the (Eulerian) residual graph G′, and suppose the total out-degree is τ . Consider taking




it will visit vertex j at most 18M̄
M̄−k
· 2τ times, where we used the second observation of Lemma 10.
Because the stationary distribution puts probability at least M̄−kτ on vertex s, we conclude that a












times in expectation. Repeating this argument ⌈3 log n⌉ times yields the conclusion.
Finally, we turn Lemma 13 into a high probability guarantee over the whole algorithm.
Lemma 14. Fix a vertex j ∈ L∪R. Let Yk be the random variable equal to the number of times j
is visited in iteration k of running Algorithm 5, implemented using Algorithm 6. With probability







Thus, with probability at least 1− n−2, no vertex in L ∪R is visited more than 108 log
2 n
ǫ times.
Proof. The second conclusion follows by applying a union bound to the first conclusion, so we show
the first here. Define a filtration {Fk}
⌊(1−ǫ)M̄⌋
k=1 , so that Yk+1 | Fk is the random variable equal to
the number of times j is visited in iteration k+1, after fixing the first k iterations of Algorithm 5.
By applying Lemma 13 (whose conclusion holds regardless of previous iterations), we have
E [Yk+1 | Fk] ≤
144M̄ log n
(M̄ − k)2







Here, the second bound follows from the values of k we consider, and the total length of the iteration
using Algorithm 6 (and that a vertex can only be visited every other iteration). Let λ = ǫ27 logn ,
and let Sk =
∑
ℓ∈[k] Yℓ be the total number of visits in k iterations. Note that




Y 2k+1 | Fk
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Here, we used linearity of expectation, exp(x) ≤ 1 + x+ x2 for 0 ≤ x ≤ 1, and 1 + x ≤ exp(x) for
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0 ≤ x. Next, we apply this bound iteratively to obtain













































































Choosing ∆ = 108 log
2 n
ǫ yields the conclusion upon exponentiating for sufficiently large n.
4.4.3 Implementing random walks via ℓ1 samplers
We now give a semi-streaming implementation of Algorithms 5 and 6 with low memory overhead.
We will use the following well-known weighted reservoir sampling subroutine.
Lemma 15 (Weighted reservoir sampling). Let V be a set, and consider a stream of tuples of
the form {(wi, vi)}i∈[n′] where each wi ∈ R≥0 and each vi ∈ V is distinct,
5 where n′ is unknown.
Let Wi :=
∑
i′∈[i]wi′ . By initially storing v1, and subsequently replacing the current sample with
probability wiWi ∀i ∈ [n
′] (keeping track of Wi), the final sample is vi with probability
wi
Wn′
, ∀i ∈ [n′].











Lemma 16. There is an implementation of Algorithm 5, implemented using Algorithm 6, which
takes as input a fractional matching x̃ with implicit representation as described in Lemma 8, taking
O(1) semi-streaming passes and using O(n log
2 n
ǫ ) additional memory, assuming Lemma 14 holds.
The total work of this entire implementation is O(mT + m log
2 n
ǫ + n log
3 n).
5This readily generalizes to non-distinct stream elements, but this guarantee suffices for our setting.
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Proof. This proof proceeds in five parts. We first describe data structures which we use to carry out
the implementation. We then show how to initialize each data structure within the requisite pass
and memory limitations. We next show how to conduct our random walk assuming access to the
data structures. Further, we discuss how to modify the data structures throughout the algorithm
(as G′ changes). Finally, we prove correctness of the entire procedure and bound its complexity.
Data structures. Our implementation uses a set of n+2 sampling data structures: one for each
vertex in V ∪{s, t}; we call each data structure an OutSampler. At every iteration of RoundToIntegral,
with an associated residual graph G′, the OutSampler data structure associated with each vertex
v ∈ V ∪ {s, t} has the property that it can produce an out-going neighbor of v proportional to the
weight of the edge in G′, in O(log n) time. We now describe the data stored by each OutSampler.
• The OutSampler for s contains an augmented balanced binary search tree whose leaves are
vertices u ∈ L augmented by the weight of (s, u) in G′; if the edge direction is flipped, the
weight is 0. Every internal node is augmented by the total weight of leaves in its subtree.
• The OutSampler for t contains a similarly augmented balanced binary search tree whose leaves
are vertices v ∈ R∪ {s} augmented by the weight of (t, u) when applicable (and 0 otherwise).
• The OutSampler for each v ∈ R contains its out-going neighbor. Note that for all possible G′,
each v ∈ R only has one out-going neighbor (either t, or its neighbor in the current matching).
• The OutSampler for each u ∈ L contains the following information.
1. Store the total degree in the undirected matching, [B⊤x̃]u.
2. For each of its (at most two) neighbors v where x̃(u,v) ≥
1
2 , store the tuple (x̃(u,v), v).
3. Store N = ⌊108 log
2 n
ǫ ⌋ tuples {(x̃(u,vi), vi)}i∈[N ], where each vi is drawn from the marginal
distribution of out-going edges from u in the original graph with weights given by x̃,
restricted to out-going edges with weight ≤ 12 .
4. If u is matched in the current matching S, store its neighbor v, and x̃(u,v).
Initializing the data structures. Our initialization of all OutSampler instances will take one
pass. In Lemma 8, we showed how to compute entries of x̃ sequentially in one semi-streaming pass,
requiring a total of O(mT ) work. In the first pass, for each vertex j ∈ L ∪R, we store the value of
[B⊤x̃]j (its total degree in the undirected matching). For every coordinate (u, v) of x̃ larger than
1
2
where u ∈ L, we also store the tuple (x̃(u,v), v) in the OutSampler for u. Finally, as we sequentially
observe coordinates of x̃, we conduct N copies of the reservoir sampling procedure of Lemma 15 for
each vertex in L, restricted to edges with weight at most 12 . Afterwards, we can clearly initialize
all OutSampler instances for R ∪ {s, t} using information stored during the pass.
Conducting the random walk. We now discuss how to run one instance of Algorithm 6 on
a residual graph G′, assuming that all OutSampler instances store the correct information for the
currentG′. It suffices to show that each vertex can produce out-going neighbor samples proportional
to weights of out-going edges by using data in its OutSampler instance. This is immediate for all
vertices in R ∪ {s, t}. Finally, consider a vertex u ∈ L; define two sets partitioning its neighbors,
N bigu :=
{




, N smallu :=
{





There are two cases: if u is unmatched in the current S, we take one of the stored sampled tuples







; otherwise, sample one of the (at most two) vertices
in N bigu proportional to its weight. This can be done in O(1) time using precomputed values.
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If u is matched in the current S to a vertex v ∈ N bigu , we repeat the above procedure, but instead
choose s with probability proportional to 1− x̃(u,v). Finally, if u is matched to v ∈ N
small
u , we need
to sample s with probability proportional to 1− x̃(u,v). We do so by sampling








3. a stored sample from N smallu otherwise. If this sample is v, choose s instead.
Correctness follows from the out-degree of u being [B⊤x̃]u + 1− 2x̃(u,v), and x̃(u,v) ≤
1
2 .
Updating the data structures. In a given iteration of Algorithm 5, it suffices to update the
OutSampler instances of all vertices on the cycle S′. Note that for any edge taken on the cycle S′, we
have explicitly stored the edge weight (as all samples from any N smallu also store the corresponding
weight). Therefore, this update can be done in O(log n) time per vertex along the pass S′ (the
bottleneck being updating the binary search trees of s and t).
Implementation complexity. The pass complexity is immediate. We discuss space complexity:
there are two sources of memory overhead due to this implementation, the data structure and storing
the current random walk (in a run of Algorithm 6). The data structure takes O(n log
2 n
ǫ ) additional
space since each of the O( log
2 n
ǫ ) samples from each N
small
u must store its corresponding vertex.
Storing the current random walk in a run of Algorithm 6 takes at most O( M̄
M̄−k
· log n) = O( lognǫ )
space, and we can forget the current walk if it has not looped back to s, so this is not the bottleneck.
We now discuss the total work. First, initializing the data structure requires one pass (taking
O(mT ) work) to compute each edge sequentially. Each edge is passed to O( log
2 n
ǫ ) reservoir samplers
(requiring O(m log
2 n
ǫ )) work), and all remaining initialization operations can be performed in time
O(n). Finally, conducting the random walks is bottlenecked by the O(log n) cost of each sampling
operation. The total length of all random walks is O(M̄ log2 n), so their total cost is O(n log3 n).
4.5 Maximum cardinality matching in less space
We put together our prior developments to prove our main result concerning MCM computation.
Theorem 2. Consider the following algorithm applied to bipartite G = (V,E) with MCM size M∗.
1. Run Algorithms 1, 2 on objective (7) to ǫ4M additive accuracy, for some M ≤ M
∗ ≤ 2M
obtained via a greedy streaming algorithm (cf. Lemma 6).
2. Apply Algorithm 4 to the implicit fractional matching, then apply Algorithms 5, 6 with error
parameter ǫ2 to round the resulting feasible fractional matching to an integral (0-1) matching.
This correctly outputs an ǫ-approximate MCM using O
(




n log2 n · ǫ−1
)
aux-
iliary memory, and O
(
m log2 n · ǫ−1
)
work, with probability at least 1− n−2.
Proof. Lemma 7 implies that the fractional matching that Algorithms 1 and 2 produces has value
M̄ with M̄ ∈ [(1− ǫ4)M
∗,M∗]. We remark that the number of iterations T is bounded by O( lognǫ ),
by Proposition 1, since noting Lemma 7 and the objective (7), the ratio between Wmax = 4M
and the desired accuracy Θ(ǫM) is O(1ǫ ); moreover, Corollary 1 shows the domain is acceptable.
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Lemma 8 implies the resulting rounded matching x̃ is a ǫ2 -approximate matching, and Lemma 16
then gives a ǫ-approximate integral matching, as desired. Finally, as long as the conclusion of
Lemma 14 holds, the implementation of Lemma 16 will succeed.
We now discuss complexity. First, the number of passes in Algorithms 4, 5, and 6 is constant as
given by Lemmas 8 and 16. Next, the use of Algorithms 1, 2 on the objective (7) requires O( log
2 n
ǫ )
passes for our instance via Theorem 1, giving the total pass complexity. The space complexity is
bottlenecked by Lemma 16, as the implicit representation of fractional matchings costs at most
O(nT ) space by Lemma 8 and Corollary 2. Finally, the work bottleneck is again due to Lemma 16,
where the dominant term is always m log
2 n
ǫ ,
6 and the failure probability comes from a union bound
over Lemmas 12 and 14.
5 Further applications
In this section we extend the the semi-streaming framework designed in Section 3 to the case when
the cost vector c is non-uniform. We first state a more general formulation and rounding result for
maximum matching on weighted bipartite graphs in Section 5.1. Then in Section 5.2 and 5.3, we
show how to adapt the model to specific applications. In these sections, we develop space-effcient
solvers for optimal transportation and maximum weight matching respectively, by reductions to
our more general solver and tailored rounding schemes.
5.1 Sparsification for weighted bipartite matching under an ℓ1 constraint
We consider here a bipartite graph G = (V,E) where V = L ∪ R, |L| = n, with unweighted edge
incidence matrix B ∈ {0, 1}E×V , a (possibly non-uniform) demand vector d ∈ [0, 1]V , and weights
w ∈ RE≥0. We also assume we have an upper bound on the value S ≥ 1 of the ℓ1 norm of an optimal
matching x∗ which is feasible for the demands d, yielding the maximum matching weight M∗.
Under this problem parameterization, we give a meta-result for fractional solutions via Corollary 4.
We first give the specific box-simplex problem formulation we use. Let c = ‖w‖∞ 1V − w be an



















where A := SCmaxB, and b := Cmaxd. Supposing we have obtained an implicit solution whose
coordinates can be computed in streaming fashion, we apply Algorithm 3 to sparsify the implicit
solution with improved guarantees.
Corollary 6. Suppose for the problem (12), x ∈ ∆E satisfies A⊤x ≤ b. Let x̂ be the output
of Algorithm 3 on input x with M(i,j) =
1
Aij




























6In the regime where the n log3 n term is larger, the space complexity bound is Ω(m).
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Proof. For clarity of exposition in this proof, we use index pairs (i, j) to denote edges, and v ∈ V
with |V | = 2n to denote columns of B. The proof follows from Corollary 4 by considering x as
the approximate solution, letting Bv = Cmaxdv ∀v ∈ V , and choosing K with respect to accuracy
parameter ǫ‖d‖1Cmax
. First, we verify the conditions of Corollary 4. By definition we have
Bv = Cmaxdv ≥ [|A|
⊤x]v,













We conclude that with probability at least 1 − n−2, the conclusion of Corollary 4 holds with
B = maxv∈V
dv
S ≤ 1 (since S ≥ 1 and d ≤ 1 entrywise by assumption), yielding the second and









To see the last, we use the fact that
∑
i∈L Sx(i,j) ≤ dj and that
∑




















































Here, the second bound in the minimum uses the fact that x is in the simplex.
We briefly remark on the utility of Corollary 6. Note that when all the demands are uniformly 1
(as in the standard maximum weighted bipartite matching problem), Corollary 6 inherits a sparsity
complexity proportional to S rather than n, similar to the wins in Section 4.3. The generality of
being able to handle arbitrary cost vectors comes with a downside of an additive error guarantee
rather than a multiplicative one. However, when the maximum weight matching is very saturated
(e.g. M∗ = Θ(Cmax ‖d‖1)), the two types of guarantees are comparable up to constant factors.
5.2 Optimal transportation
In this section, we give a semi-streaming implementation for solving the discrete optimal transporta-
tion problem. In this problem parameterized by costs7 c ∈ Rn
2
≥0, and two sets of demands ℓ, r ∈ ∆
n,
we wish to find a transportation plan x ∈ ∆n
2
between the demands with (approximately) minimal
cost, as specified by c; we defer a further discussion of this formulation to [AWR17]. [JST19] showed
that to obtain a transport plan approximating the optimum to ǫ-additive accuracy, it suffices to
7Costs are without loss of generality nonnegative, as adding a uniform multiple of ‖c‖
∞
1 affects the cost of all
transportation plans by a fixed constant amount and the quantity Cmax by at most a constant factor.
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solve the following problem to ǫ duality gap, where d is the vertical concatenation of ℓ and r,





−c⊤x+ Cmax · y
⊤(B⊤x− d). (13)
First, supposing we have obtained an implicit x with coordinates computable in streaming fash-
ion, we apply Algorithm 3 to sparsify the plan with the following improved guarantees by using
Corollary 6 and noticing di = ℓi,∀i ∈ L, dj = rj for all j ∈ R, and S = 1.
Corollary 7. Suppose for an optimal transport problem, x ≥ 0 satisfies B⊤x ≤ d. Let x̂ be the




(i, j) ∈ [n]×[n]. Then with probability at least 1−n−2, the output x̂ satisfies the following properties:
[B⊤x̂− d]v ≤ ǫ
dv
2Cmax
, c⊤x̂− c⊤x ≤
ǫ
2
, ‖x̂‖0 = O
(




Now we show that similarly to MCM, we can round an approximately feasible solution to be feasible
through the following variant of Algorithm 4.
Algorithm 7 RoundToFeasibleOT(x,G)
1: Input: Bipartite graph G = (V,E) with vertex partition V = L∪R and edge-incidence matrix
B, x ∈ ∆E satisfying −c⊤x+ Cmax
∑
v∈L∪R max{[B
⊤x− d]v , 0}+ c
⊤x∗ ≤ ǫ
2: Output: Fractional matching x̃ satisfying −c⊤x̃+ c⊤x∗ ≤ ǫ, B⊤x̃ ≤ d
3: Let X ∈ RL×R be a zero-padded reshaped x
4: lsum ← X1n
2






















8: return x̃ = vectorized X̃
Lemma 17. Algorithm 7 is correct, i.e. it produces x̃ satisfying −c⊤x̃+c⊤x∗ ≤ ǫ, B⊤x̃ ≤ d. More-
over, if the fractional matching x is given in the form (6) for explicitly stored {(v′t, λ
′
t)}0≤t<T , then
we can store an explicit representation ({(v′t, λ
′
t)}0≤t<T , lscale, rscale) of x̃ using O(n+ T ) additional
memory, O(1) passes, and O(mT ) work, so that for each e = (u, v) ∈ E where u ∈ L, v ∈ R,
x̃e = [lscale]u[rscale]vxe. (14)















the representation (14) follows immediately. For bounding the rounding loss, we note that ‖c‖∞ ≤
Cmax and thus letting x
′ and x̃ be the vectorized versions of X′ and X̃, we have (following essentially
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identically from analogous calculations in Lemma 8)




















[B⊤x− d]v , 0
)





[B⊤x− d]v , 0
)
+ c⊤x∗ ≤ ǫ.
Here, we used that x̃ ≤ x′ ≤ x entrywise. The other parts of the proof follow exactly the same as
in Lemma 8 so we omit them here.
We conclude by giving a complete result for semi-streaming optimal transportation.
Theorem 4. For a discrete optimal transport problem parameterized by costs c and letting Cmax :=
‖c‖∞, γ :=
Cmax logn
ǫ we can obtain an ǫ-additive approximate transport plan using O
(








auxiliary memory, and O
(
mCmax logn log γ
ǫ
)
work, with probability at least
1 − n−2. Moreover, the resulting plan x ∈ ∆n
2
satisfies B⊤x − b = 0, and can be expressed
entrywise as
xij = x̂ij + [er]i[ec]j (3)
for explicitly stored vectors x̂ij, er, ec.
Proof. First, we apply Algorithms 1, 2, and then the rounding procedure in Algorithm 7 to solve
the problem (13) to ǫCmax duality gap within the desired pass, memory, and work budgets to obtain
a fractional transport plan x̃ such that c⊤x̃ ≥ c⊤x∗−ǫ and that B⊤x̃ ≤ d. We note that the duality
gap definition for problem (13) implies that the input conditions of Algorithm 7 are met.
Next, we apply Corollary 7 to this transport plan x̃, whose coordinates can be computed in stream-
ing fashion as shown in Lemma 17. We remark here that because the tolerance of the rounding
procedure (in choosing the parameter K and applying Lemma 4) was O( ǫCmax ), the error incurred







The resulting matching can be explicitly stored in the desired space budget, and for simplicity we
use x̂ to denote the rescaled vector x̂
1+2ǫC−1max
. Finally, we round this fractional transport plan to an
exact plan with a rank-1 correction step, i.e. by letting






and ec = dR − X̂
⊤1n/2 for a reshaped x̂ in the form X̂ ∈ R
L×R. These
corrections can be explicitly computed using O(n) additional memory, and can only improve the
quality of the solution since c ≥ 0. Adjusting constants, we have the desired ǫ additive approxima-
tion guarantee, and the success probability comes from the bound in Corollary 7.
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5.3 Maximum weighted matching
We give a result for computing an approximate maximum weight matching for a bipartite graph in
the semi-streaming model. We first reduce the MWM problem to a box-simplex game in form (12).
Given a bipartite graph G = (V,E) where V = L ∪ R, |L| = n, with unweighted edge incidence
matrix B ∈ {0, 1}E×V and weights w ∈ RE≥0, to simplify the problem slightly so the maximum
matching has ℓ1 norm n without loss of generality, we consider a modified weighted graph G̃ =
(Ṽ , Ẽ, w̃) constructed from G as follows: we add one additional vertex ℓ to L, and a vertex r to
R. We further add additional edges from r to all vertices in L, and from ℓ to all vertices in R, all
with weight 0. We call B̃ ∈ {0, 1}Ẽ×Ṽ the unweighted edge incidence matrix of G̃; note that |Ṽ |
and |Ẽ| are |V | and |E| up to constant factors.
Lemma 18. The modified graph G̃ satisfies the following properties.
1. The maximum matching weight for G̃ is also M∗, the maximum matching weight for G.
2. Define function OPT(v) := max
B̃⊤x≤1
〈w̃, x〉 over x ∈ RẼ≥0, ‖x‖1 = v, so OPT(v) is the largest
weight a matching on G̃ of size v can have. Then, OPT(v) ≤ OPT(v′) for any 0 ≤ v ≤ v′ ≤ n.
Proof. For the first property, note any maximum weight matching on G̃ without loss of generality
puts no flow on any of the additional edges (as they are unweighted), and G is a subgraph of G̃.
To see the second property, we need to exhibit a matching on G̃ with ℓ1 norm v
′ and value at
least OPT(v). To do so, we can simply take the matching attaining OPT(v) with ℓ1 norm v, and
arbitrarily route v′ − v units of flow from unmatched vertices in L to r, and similarly from ℓ to
unmatched vertices in R, as they both have capacity n.
Lemma 18 implies that without loss of generality, we can set the ℓ1 norm of the simplex variable to be
exactly n. We next give the specific box-simplex problem formulation we use. Let c = ‖w‖∞ 1Ṽ −w



















where A⊤ = nCmaxB̃
⊤, and b = Cmax1Ṽ .
Lemma 19. Any ǫ-approximate solution x ∈ ∆Ẽ to (15) induces an ǫ-additive approximate frac-
tional matching by removing overflow and scaling up by a factor n.








[B̃⊤x− 1]v , 0
)
.
Note that as argued in Lemma 18, the value of this problem is c⊤x∗ where x∗ is the maximum
weight matching; this is because it always more optimal for the objective to delete any overflow
on vertices, so the overflow term will be set to 0 (see Lemma 1, [JST19]). Next, consider any
ǫ-approximate solution x to the objective. This implies that the sum of c⊤(x−x∗) and Cmax times
the overflow for x is bounded by ǫ, so removing overflow can again only help the error.
33
Finally, we apply Algorithm 3 and use Corollary 6 with S = n, d = 1 to conclude the rounding
guarantees in our sparsification procedure.
Corollary 8. Suppose for a MWM problem, x ∈ ∆Ẽ satisfies A⊤x ≤ b. Let x̂ be the output
of Algorithm 3 on input x with mv =
1
n for all v ∈ Ṽ , Be = Cmax for all e ∈ Ẽ, and K =
192(nCmax)2·log(mn)
ǫ2 . Then with probability at least 1 − n














, c⊤(nx̂)− c⊤(nx) ≤ ǫ, ‖x̂‖0 = O
(





We conclude by giving a complete result for semi-streaming maximum weight matching.
Theorem 5. For a maximum weight matching problem parameterized by weights w and letting
γ =
n‖w‖∞





auxiliary memory, and O(mγ log γ) work with probability at least 1− n−2.
Proof. By combining Lemma 19 (adjusting for constants) and the rounding guarantees of Corol-
lary 8, as well as Cmax = O(‖w‖∞) by our construction, we have the desired space and accuracy
guarantees. The remainder of the proof follows similarly to Theorem 4. We remark that to round
to an integral maximum weight matching, it suffices to use the cycle cancelling algorithm of [KP15]
working explicitly with the sparsified graph within the space constraints.
Finally, in the case when we have side information showing OPT(S) = OPT(n) (in the notation of
Lemma 18), for some S ≤ n, note that it suffices to solve an analogous problem to (15) with the
cost vector c and the adjacency matrix B̃ scaled by S, rather than n. This implies analogous wins
in Corollary 8 and Theorem 5, so that the parameter γ scales linearly in S rather than n.
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