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ON SPECTRAL ANALYSIS OF SELF-ADJOINT TOEPLITZ
OPERATORS
ALEXANDER SOBOLEV AND DMITRI YAFAEV
Abstract. The paper pursues three objectives. Firstly, we provide an expanded
version of spectral analysis of self-adjoint Toeplitz operators, initially built by M.
Rosenblum in the 1960’s. We offer some improvements to Rosenblum’s approach:
for instance, our proof of the absolute continuity, relying on a weak version of
the limiting absorption principle, is more direct.
Secondly, we study in detail Toeplitz operators with finite spectral multiplic-
ity. In particular, we introduce generalized eigenfunctions and investigate their
properties.
Thirdly, we develop a more detailed spectral analysis for piecewise continuous
symbols. This is necessary for construction of scattering theory for Toeplitz
operators with such symbols.
1. Introduction
It is known [9] that the spectrum σ(T ) of a self-adjoint Toeplitz operator T =
T (ω) with a real semi-bounded symbol ω(ζ) on the unit cirlce T, coincides with
the interval
σ(T ) = [γ1, γ2] where γ1 = ess-inf ω, γ2 = ess-sup ω, (1.1)
and it is absolutely continuous [16] unless ω is a constant. We note also the papers
[11, 18] where the multiplicity of the spectrum σ(T ) was found, and [17, 18] where
a spectral representation of T was constructed. A presentation of spectral theory
for self-adjoint Toeplitz operators can be also found in [19, Chapter 3, Examples
and Addenda]. For analysis of general Toeplitz operators see, e.g., the books [2,
12, 13, 14].
Our ultimate objective is to construct (in the forthcoming paper [20]) scattering
theory for Toeplitz operators T (ω) with piecewise continuous symbols ω. The case
of symbols ω with jump discontinuities seems to be particularly interesting because
for such symbols scattering theory becomes multichannel. In the current paper
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we present spectral analysis of self-adjoint Toeplitz operators, adapted for this
application.
Our starting point is M. Rosenblum’s papers [16, 17, 18]. Since Rosenblum’s
presentation is rather condensed and sometimes sketchy, we believe that interested
specialists would benefit from a more detailed exposition of the relevant results.
Thus the first aim of the present paper is to a large extent methodological – to
provide an expanded and detailed spectral analysis of general self-adjoint Toeplitz
operators, see Sections 2, 3. Although we mostly follow Rosenblum’s construction,
our proof of the absolute continuity of T in Theorem 3.5 is more direct compared
to [16] or [19]. It relies on a weak version of the limiting absorption principle, which
is established via a straightforward application of Jensen’s inequality.
The second aim of the paper is to study Toeplitz operators with finite spectral
multiplicity. In this case general results of Sect. 3 can be made more explicit. In
particular, we introduce generalized eigenfunctions and study their properties. The
eigenfunctions are used to construct a unitary operator that diagonalizes T , i.e.
realizes a spectral representation of T , see Theorem 4.14.
The third aim of the paper is to derive a convenient formula for the (finite)
spectral multiplicity of Toeplitz operators with piecewise continuous symbols. This
result is crucial for our construction of scattering theory in [20].
To summarize, this paper supplements Rosenblum’s articles [16, 17, 18], and it
is a prerequisite for [20].
The more detailed plan of the paper is as follows: Sect. 2 contains basic defini-
tions and a convenient formula for the bilinear form of the resolvent (T − z)−1. In
Sect. 3 we prove the absolute continuity of T and provide a formula for the spectral
family of T . From Sect. 4 onwards, we impose Condition 4.1 which ensures that the
spectrum of T on a fixed interval Λ ⊂ R is of finite multiplicity. In this case general
results of Sect. 3 can be made more explicit. In particular, we introduce general-
ized eigenfunctions (or the continuous spectrum eigenfunctions) of the Toeplitz
operator and produce a formula (see Theorem 4.6) for its spectral family in terms
of these functions. The latter are used to construct a unitary operator that diago-
nalizes T , see Theorem 4.14. Properties of eigenfunctions of Toeplitz operators are
studied in Sect. 5 where we establish a link with the Riemann-Hilbert problem,
see [7] for information on Riemann-Hilbert problems. Here we also discuss two
examples of symbols for which the eigenfunctions can be found explicitly.
The final Sect. 6 is devoted to Toeplitz operators with piecewise continuous
symbols. In this case Condition 4.1, which guarantees that the multiplicity is fi-
nite, is satisfied and the multiplicity is expressed via the number of intervals of
monotonicity and number of jumps of the symbol, see Theorem 6.6.
To conclude the introduction we make some notational conventions. The unit
circle T is equipped with the normalized Lebesgue measure dm(ζ) = (2πiζ)−1dζ
where ζ ∈ T. For any ζ1, ζ2 ∈ T, we denote by (ζ1, ζ2) the open arc joining ζ1
and ζ2 counterclockwise. For general information on functions analytic on the unit
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disk D, we refer, for example, to the books [5] or [10]. In particular, the notation
Hp = Hp(T), p > 0, stands for the classical Hardy spaces. By ‖ · ‖p we denote the
standard norm in Hp. The space H2 ⊂ L2(T) is considered as a subspace of L2(T),
with inner product
(f, g) =
∫
T
f(ζ)g(ζ)dm(ζ).
The orhogonal projection onto H2 is denoted by P. By E(X) with a Borel set
X ⊂ R we denote the spectral family of a self-adjoint Toeplitz operator T . We
also use the standard notation E(λ) = E((−∞, λ)), λ ∈ R. For a set B, we denote
its closure by closB.
Throughout the paper we assume that ω is a non-constant function on T.
2. Toeplitz operators, their quadratic forms and resolvents
2.1. Basic definitions. Let us first recall the precise definition of Toeplitz oper-
ators. If ω ∈ L∞(T), then the Toeplitz operator T = T (ω) is defined on the space
H2 by the formula
Tf = P(ωf), f ∈ H2.
We always suppose that the symbol ω is real-valued, so that T (ω) is self-adjoint.
If ω is unbounded, we define the operator T (ω) via the sesqui-linear form
T [f, g] =
∫
T
ω(ζ)f(ζ)g(ζ)dm(ζ) (2.1)
where f, g are polynomials (or f, g ∈ H∞). The form is well-defined under the
following condition.
Condition 2.1. (i) ω is real valued and ω ∈ L1(T),
(ii) γ1 = ess-inf ω > −∞.
This condition ensures that the form (2.1) is semi-bounded from below and, as
we will see, it is closable.
Let us introduce the Schwarz kernel
H(z) =
1 + z
1− z , z ∈ D. (2.2)
Then
1
2π
ReH(reiθ) =
1
2π
1− r2
1− 2r cos θ + r2 =: P(r, θ), r < 1, (2.3)
is the Poisson kernel. Obviously,
P(r, θ) > 0 and
∫ pi
−pi
P(r, θ)dθ = 1, ∀r < 1. (2.4)
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The function
Ku(z) =
1
1− uz , z ∈ D, u ∈ closD, (2.5)
is known as the reproducing kernel. It follows from the formula
(f,Ku) =
∫
T
f(ζ)
1− uζ dm(ζ) = f(u), f ∈ H
2, (2.6)
that the set {Ku, u ∈ D} is total in the space H2, that is, the set K = span {Ku, u ∈
D} is dense in this space. Clearly, the set K consists of all rational functions with
simple poles lying in the exterior of closD and tending to zero at infinity. Let us
also note the identities Ku(z) = Kz(u) and
H(uz) +H(vz) = 2(1− uv|z|2)Ku(z)Kv(z), (2.7)
valid for all z, u, v ∈ D.
For λ < γ1, we introduce an outer function (see, e.g., [10] for basic properties of
such functions)
Fλ(z) = exp
(
1
2
∫
T
ln
(
ω(ζ)− λ)H(zζ)dm(ζ)) (2.8)
of z ∈ D, associated with the function (ω(ζ)− λ)1/2 of ζ ∈ T. Since ω ∈ L1(T), we
have Fλ ∈ H2 and
ω(ζ)− λ = |Fλ(ζ)|2, a.e. ζ ∈ T. (2.9)
Thus, the quadratic form (2.1) can be written as
T [f, g] = (Fλf,Fλg) + λ(f, g), (2.10)
where Fλ is the operator of multiplication by Fλ in H
2. Since the operator Fλ is
closed on the domain D(Fλ) := {f ∈ H2 : Fλf ∈ H2}, the form T [f, f ] is well
defined and closed on the domain D[T ] := D(Fλ). This allows one (see, e.g., [1,
Ch. 10]) to define T = T (ω) via this form.
Definition 2.2. The self-adjoint operator T is correctly defined on a dense set
D(T ) ⊂ D[T ] by the relation
(Tf, g) = T [f, g], ∀f ∈ D(T ), ∀g ∈ D[T ]. (2.11)
The operator T is semi-bounded from below by γ1. Comparing equalities (2.10)
and (2.11), we see that
((T − λ)f, g) = (Fλf,Fλg), ∀f, g ∈ D(T ).
By the definition of the adjoint operator, it follows that Fλf ∈ D(F∗λ) for all
f ∈ D(T ) and
(T − λ)f = F∗λFλf, ∀f ∈ D(T ), λ < γ1. (2.12)
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In view of (2.9), |Fλ(ζ)|2 ≥ γ1 − λ for all ζ ∈ T, whence F−1λ ∈ H∞. This implies
that for all λ < γ1,
KerFλ = {0}, RanFλ = H2, (2.13)
and the inverse F−1λ is a bounded operator onH
2. Since the operator Fλ is closed, its
adjoint F∗λ is densely defined and F
∗∗
λ = Fλ. Now (2.13) implies that KerF
∗
λ = {0}
and closRanF∗λ = H
2. The inverse operator (F∗λ)
−1 is defined on RanF∗λ and (see,
e.g., [1, Theorem 3.3.6])
(F∗λ)
−1 = (F−1λ )
∗.
In particular, (F∗λ)
−1 extends to a bounded operator on the whole space H2.
Recall that the function Ku, u ∈ D, is defined by formula (2.5). According to
(2.6) we have
(Fλf,Ku) = Fλ(u)(f,Ku), ∀f ∈ D(Fλ).
Thus the adjoint operator F∗λ acts on Ku by the formula
(F∗λKu)(z) = Fλ(u)Ku(z), z ∈ D,
whence
(F∗λ)
−1Ku = (Fλ(u))
−1Ku. (2.14)
2.2. Resolvent. Here we find an explicit formula for the sesqui-linear form
((T − λ)−1Ku, Kv) of the resolvent of the operator T for all u, v ∈ D. Suppose
first that λ < γ1. We proceed from factorization (2.12) which implies
(T − λ)−1 = F−1λ (F∗λ)−1.
Using also (2.14), we find that
((T − λ)−1Ku, Kv) = ((F∗λ)−1Ku, (F∗λ)−1Kv)
= (Fλ(u))
−1(Fλ(v))
−1(Ku, Kv) = (1− uv)−1(Fλ(u))−1(Fλ(v))−1.
In view of definition (2.8) this yields
((T − λ)−1 Ku, Kv)
= (1− uv)−1 exp
(
− 1
2
∫
T
ln
(
ω(ζ)− λ)(H(vζ) +H(uζ))dm(ζ)). (2.15)
Here λ < γ1, but, by analyticity of both sides, this equality extends to complex
λ. We have chosen the principal branch of the logarithm: arg
(
ω(ζ)− λ) = 0 for
λ < γ1. Then arg
(
ω(ζ)−λ) ∈ (−π, 0) for Imλ > 0 and arg (ω(ζ)−λ) ∈ (0, π) for
Imλ < 0. In particular, arg
(
ω(ζ)− λ∓ i0) = ∓πi if λ > γ2. Note also that∫
T
(
H(vζ) +H(uζ)
)
dm(ζ) = 2, ∀u, v ∈ D.
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This implies that the limit values of the right-hand side of (2.15) for λ + i0 and
λ− i0 are the same if λ > γ2, and hence this function is analytic in the half-plane
Re z > γ2).
Let us state the result obtained.
Proposition 2.3. Let Condition 2.1 be satisfied, and let the functions Ku(z) be
defined by formula (2.5). Then formula (2.15) is true for all u, v ∈ D and all λ in
the complex plane with a cut along [γ1, γ2].
We emphasize that this result is not new; see [3] and [16], for original proofs.
Our derivation is an expanded version of Rosenblum’s argument from [17].
3. Spectral properties of general Toeplitz operators
3.1. Absolute continuity. We proceed from the following abstract result (see,
e.g., [15, Theorem XIII] or [21, Proposition 1.4.2]), which can be interpreted as
a weak form of the limiting absorption principle. It shows that the absolute con-
tinuity is a consequence of the existence of appropriate boundary values of the
resolvent.
Proposition 3.1. Let A be a self-adjoint operator on a Hilbert space H with the
spectral measure EA(·), and let X ⊂ R be a compact interval. Suppose that for
some element g ∈ H there is a number p > 1 such that
sup
ε∈(0,1]
∫
X
|Im ((A− λ− iε)−1g, g)|pdλ <∞.
Then the measure (EA(·)g, g) is absolutely continuous on the interval X.
Let us return to Toeplitz operators T = T (ω). Recall that ω(ζ) is always as-
sumed to be a non-constant function.
Lemma 3.2. Let Condition 2.1 be satisfied, and let P(r, θ) be the Poisson kernel
(2.3). For z = reiθ, r < 1, θ ∈ (−π, π], set
µ(t) = µ(t; z) =
∫
τ∈(−pi,pi]
ω(eiτ )<t
P(r, θ − τ)dτ, t ∈ R. (3.1)
Then µ(t) is non-decreasing, µ(t) = 0 for t ≤ γ1, µ(t) = 1 for t > γ2 and
(1− r2)|((T − λ− iε)−1 Kz, Kz)| = exp
(
−
∫ γ2
γ1
ln
∣∣t− λ− iε∣∣dµ(t)), (3.2)
for any ε 6= 0.
Proof. The equality µ(t) = 0, t ≤ γ1, is obvious, and the fact that µ(t) = 1 for
t > γ2 is a consequence of (2.4).
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It follows from formulas (2.3) and (2.15) that
(1− r2)|((T − λ− iε)−1 Kz, Kz)|
= exp
(
−
pi∫
−pi
ln
∣∣ω(eiτ )− λ− iε∣∣P(r, θ − τ)dτ). (3.3)
Using the change of variables t = ω(eiτ ), we can (see, e.g., [8, §39, Theorem C])
rewrite (3.3) as (3.2). 
Lemma 3.3. Suppose that Condition 2.1 is satisfied. Then for all t ∈ (γ1, γ2) and
all z ∈ D, we have the strict inequalities
0 < µ(t; z) < 1.
Proof. Let us check, for example, that µ(t) < 1. If µ(t) = 1 for some t < γ2, then
according to the definition (3.1) we have∫
ω(eiτ )≥t
P(r, θ − τ)dτ = 0.
Since P(r, θ − τ) > 0, it follows that the Lebesgue measure |{eiτ ∈ T : ω(eiτ ) ≥
t}| = 0. However, this measure is positive for every t < γ2 by the definition of γ2.
The inequality µ(t) > 0 can be verified quite similarly. 
Now we are in a position to establish a weak form of the limiting absorption
principle for Toeplitz operators.
Theorem 3.4. Let the symbol ω of a Toeplitz operator T = T (ω) satisfy Condition
2.1. Then for any compact interval X ⊂ R and any z ∈ D there exists a number
p > 1 such that
sup
ε∈(0,1]
∫
X
|((T (ω)− λ− iε)−1 Kz, Kz)|p dλ <∞. (3.4)
Proof. We proceed from Lemma 3.2. Note first that γ1 < γ2 because ω is non-
constant. Suppose that X = [a, b] where a < γ1 < b < γ2. Choose some b0 ∈ [b, γ2]
and split the integral in (3.2) into two integrals – over (γ1, b0) and over (b0, γ2):
(1− r2)p|((T − λ− iε)−1 Kz, Kz)|p
= exp
(
− p
∫ γ2
b0
ln
∣∣t− λ− iε∣∣dµ(t)) exp(− p ∫ b0
γ1
ln
∣∣t− λ− iε∣∣dµ(t)). (3.5)
If t ∈ (b0, γ2), then
|t− λ− iε| ≥ t− λ ≥ b0 − b and hence − ln |t− λ− iε| ≤ − ln(b0 − b).
It follows that the first factor on the right-hand side of (3.5) is bounded by
(b0 − b)p(µ(b0)−1) uniformly in ε > 0.
8 ALEXANDER SOBOLEV AND DMITRI YAFAEV
Next, consider the integral over t ∈ (γ1, b0). By Lemma 3.3, we have µ(b0) < 1.
Let us now apply Jensen’s inequality to the normalized measure µ(b0)
−1dµ(t) on
(γ1, b0). Then
exp
(
− p
∫ b0
γ1
ln
∣∣t− λ− iε∣∣dµ(t)) ≤ µ(b0)−1 ∫ b0
γ1
∣∣t− λ− iε∣∣−pµ(b0)dµ(t).
Therefore it follows from the equality (3.5) that∫
X
|((T − λ− iε)−1 Kz, Kz)|pdλ ≤ C
b0∫
γ1
(∫
X
∣∣t− λ∣∣−pµ(b0)dλ)dµ(t).
The right-hand side here is finite as long as pµ(b0) < 1.
Thus, we have proved (3.4) for X = [a, b] where a and b are arbitrary numbers
such that a < γ1 < b < γ2. If γ2 =∞, this concludes the proof. If γ2 <∞, then we
additionally have to consider intervals X = [a, b] such that γ1 < a < γ2 < b. Now
we split the integral in (3.2) into two integrals over (γ1, a0) where γ1 < a0 < a and
over (a0, γ2). Similarly to the first part of the proof, the integral over t ∈ (γ1, a0)
is bounded uniformly in ε > 0. For t ∈ (a0, γ2) we use the fact that µ(a0) > 0 and
apply Jensen’s inequality again. 
According to Proposition 3.1 it follows from Theorem 3.4 that the measures
(E( · )Kz, Kz) are absolutely continuous on R for all z ∈ D. Therefore the measures
(E( · )g, g) are also absolutely continuous for all g ∈ K. Since the set K is dense
in H, we arrive at the following theorem.
Theorem 3.5. Let the symbol ω of a Toeplitz operator T = T (ω) satisfy Condi-
tions 2.1 and be non-constant. Then the operator T is absolutely continuous.
In passing, we note that for matrix-valued analytic symbols ω, the limiting
absorption principle was established in [4] via the Mourre method.
3.2. Spectral family. Our next step is to find a convenient formula for the spec-
tral family E(λ) of the operator T = T (ω). We proceed from Proposition 2.3 and
use the following elementary but important fact.
Lemma 3.6 ([17]). Under Condition 2.1, the inclusion
ln |ω( · )− λ| ∈ L1(T) (3.6)
holds for a.e. λ ∈ R, and for this set of the points λ, the function ln |ω( · )−λ− iε|
converges to ln |ω( · )− λ| in L1(T) as ε→ 0.
Proof. Write ∫
T
ln
(
ω(ζ)− λ− iε)dm(ζ) = J(λ+ iε) + σ
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with
J(λ + iε) =
∫
T
ln
[(
ω(ζ)− λ− iε)− 1
2
ln
(
ω(ζ)2 + 1
)]
dm(ζ),
σ =
1
2
∫
T
ln
(
ω(ζ)2 + 1
)
dm(ζ).
Introducing the measure
ν(t) =
∫
ω(ζ)<t
dm(ζ),
we can rewrite J(λ+ iε) as (see, e.g., [8, §39, Theorem C])
J(λ+ iε) =
∫ ∞
−∞
[
ln
[(
t− λ− iε)− 1
2
ln
(
t2 + 1
)]
dν(t),
= −
∫ ∞
−∞
[
1
t− λ− iε −
t
t2 + 1
]
ν(t)dt
where we have integrated by parts. The limit as ε ↓ 0 of the right-hand side exists
and is finite for a.e. λ ∈ R, and hence so does the limit
lim
ε↓0
ReJ(λ+ iε) = lim
ε↓0
∫
T
ln |ω(ζ)− λ− iε|dm(ζ)− σ. (3.7)
The function ln |ω(ζ)− λ− iε| converges as ε→ 0 monotonically to ln |ω(ζ)− λ|.
The Monotone Convergence Theorem now ensures that the limit on the right-hand
side of (3.7) equals
∫
T
ln |ω(ζ)− λ|dm(ζ) which is thus finite for a.e. λ. 
Recall that for every z ∈ D, formula (2.8) defines Fλ(z) and Fλ(z)−1 as functions
of λ analytic in the complex plane with a cut along [γ1, γ2]. Let us set
Fλ(z)
−1 = ξ(z;λ) exp
(
iA(z;λ)
)
,
where
ξ(z;λ) = exp
(
− 1
2
∫
T
ln |ω(ζ)− λ|H(zζ)dm(ζ)
)
(3.8)
and
A(z;λ) = −1
2
∫
T
arg
(
ω(ζ)− λ)H(zζ)dm(ζ). (3.9)
Note that ξ(z;λ) = ξ(z;λ) and A(z;λ) = −A(z;λ). With the functions ξ and A,
representation (2.15) can be rewritten as follows:
((T − λ∓ iε)−1Ku, Kv) = (1− uv)−1
× ξ(u;λ± iε)ξ(v;λ± iε) exp
(
i
(
A(v ± iε) + A(u± iε))). (3.10)
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λ
Γ(λ)
Figure 1. Set Γ(λ)
Now we can describe the boundary values of the functions ξ(z, λ) and A(z, λ) on
the cut. Introduce the subset (see Figure 1)
Γ(λ) = {ζ ∈ T : ω(ζ) < λ} (3.11)
of T and observe that
lim
ε↓0
arg (ω(ζ)− λ± iε) =
{±π, ζ ∈ Γ(λ),
0, ζ /∈ Γ(λ).
We emphasize that Γ(λ) is defined up to a set of measure zero on T.
The following assertion is a direct consequence of definitions (3.8), (3.9) and
Lemma 3.6.
Lemma 3.7. For a.e. λ ∈ R and all z ∈ D, the functions ξ(z;λ+ iε) and A(z;λ+
iε) have limits as ε→ ±0. The limit
ξ(z;λ) := ξ(z;λ+ i0) = ξ(z;λ− i0)
is given by the formula (3.8) and
A(z;λ) := A(z;λ+ i0) = −A(z;λ− i0)
=
π
2
∫
Γ(λ)
H(zζ)dm(ζ). (3.12)
The next fact follows from (3.10) and Lemma 3.7.
Lemma 3.8. For a.e. λ ∈ R, we have the representation
lim
ε↓0
((T − λ∓ iε)−1Ku, Kv)
= (1− uv)−1ξ(u;λ)ξ(v;λ) exp
(
± i(A(u;λ) + A(v;λ))), (3.13)
where ξ(z;λ) and A(z;λ) are given by (3.8) and (3.12) respectively.
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Putting the representation (3.13) together with the Stone formula,
2πi
d
dλ
(
E(λ)Ku, Kv
)
= lim
ε↓0
(
((T − λ− iε)−1Ku, Kv)− ((T − λ+ iε)−1Ku, Kv)
)
,
we obtain
Theorem 3.9. Suppose that ω satisfies Condition 2.1. Define the functions ξ(z;λ)
and A(z;λ) by formulas (3.8) and (3.12), respectively. Then for all u, v ∈ D and
a.e. λ ∈ R, the spectral family E(λ) of the Toeplitz operator T satisfies the formula
d
dλ
(
E(λ)Ku, Kv
)
=
1
π
(1− uv)−1ξ(u;λ)ξ(v;λ) sin
(
A(u;λ) + A(v;λ)
)
. (3.14)
Recall that γ1 and γ2 are defined in (1.1).
Corollary 3.10. The spectrum of the operator T coincides with the interval
[γ1, γ2].
Proof. By the definition (2.1), we have
γ1‖f‖2 ≤ T [f, f ] ≤ γ2‖f‖2,
whence σ(T ) ⊂ [γ1, γ2]. Conversely, it follows from (3.12) that
A(0;λ) =
π
2
m(Γ(λ))
for a.e. λ ∈ (γ1, γ2). By (3.14), this means that
d(E(λ)K0, K0)
dλ
=
1
π
|ξ(0;λ)|2 sin (πm(Γ(λ))) > 0
because 0 <m(Γ(λ)) < 1. Consequently, λ ∈ σ(T ) so that [γ1, γ2] ⊂ σ(T ). 
4. Toeplitz operators with finite spectral multiplicity
4.1. Auxiliary functions. Here we fix an interval Λ ⊂ (γ1, γ2) and assume the
following condition.
Condition 4.1. For a. e. λ ∈ Λ, the set Γ(λ) defined by (3.11) is a union of finitely
many open arcs, whose closures are pairwise disjoint:
Γ(λ) =
m⋃
j=1
(αj(λ), βj(λ)), m <∞. (4.1)
Our goal is to diagonalize the operator T using formula (3.14). This will be done
locally, on the interval Λ. In particular, we will see that the spectral multiplicity
of the Toeplitz operator T = T (ω) on Λ equals m.
First we calculate the function A(z;λ) defined by (3.12). We often omit the
dependence of various objects on λ.
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Lemma 4.2. Under Condition 4.1, for all z ∈ D and a.e. λ ∈ Λ, we have the
representation
A(z;λ) =
π
2
m(Γ(λ)) +
i
2
m∑
j=1
ln
1− zαj(λ)
1− zβj(λ)
, (4.2)
where the function ln(1 + u) is analytic for u ∈ D and ln 1 = 0.
Proof. It suffices to check (4.2) for the case when Γ consists of only one arc and
then to take the sum of the results obtained. Let Γ = (α, β), α = eia, β = eib
where 0 < a < b < 2π. We have to check that∫ b
a
eiθ + z
eiθ − z dθ = b− a + 2i ln
1− ze−ia
1− ze−ib . (4.3)
The easiest way to do it is to observe that both sides equal zero for a = b and that
their derivatives, for example, in the variable b, coincide. 
Corollary 4.3. For all z ∈ D and a.e. λ ∈ Λ,
L(z;λ) :=iπ−1 exp
(− 2iA(z;λ))
=iπ−1 exp
(− πim(Γ(λ))) m∏
j=1
1− zαj(λ)
1 − zβj(λ)
. (4.4)
In particular, we see that L(z;λ) is an analytic function of z in the complex
plane C with simple poles at the points βj(λ), j = 1, . . . , m.
Let us collect together some elementary identities needed below.
Lemma 4.4. Let Γ = (α, β) ⊂ T. Then
βα = exp(2πim(Γ)), (4.5)
ie−piim(Γ)(1− βα) = |β − α| (4.6)
and
e−piim(Γ)(1− ζα)(1− ζβ)−1 = |ζ − α| |ζ − β|−1 (4.7)
for any ζ /∈ (α, β).
Proof. Let α = eia, β = eib. Then, by the definition of the measure m(Γ), both
sides of (4.5) equal ei(b−a).
According to (4.5) the left-hand side of (4.6) equals
2 sin πm(Γ) = 2 sin
b− a
2
= |ei(b−a) − 1|
which coincides with its right-hand side.
Finally, (4.7) follows from (4.6) if we apply it to the pairs α, ζ and β, ζ instead
of the pair α, β and take into account that (α, ζ) = (α, β) ∪ [β, ζ). 
Recall that H(z) is the Schwarz kernel defined by formula (2.2).
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Lemma 4.5. For all z ∈ C and a.e. λ ∈ Λ, the function (4.4) admits a represen-
tation
L(z;λ) =
m∑
j=1
cj(λ)H
(
zβj(λ)
)
+
i
π
cos
(
πm(Γ(λ)
)
, (4.8)
where
cj(λ) =
1
2π
( m∏
l=1
|βl(λ)− αl(λ)|
)(∏
l 6=j
|βj(λ)− βl(λ)|−1
)
> 0, j = 1, 2, . . . , m.
(4.9)
Proof. First we note that
L(z) =
m∑
j=1
cjH(zβ¯j) + a (4.10)
with some complex constants cj , j = 1, 2, . . . , m, and a. Indeed, both sides of
equality (4.10) are rational functions with the same simple poles at the points βj
and both of them have finite limits at infinity. We have to show that cj is given
by (4.9) and find an expression for the constant a.
The residue of the right-hand side of (4.10) at the point z = βj equals −2cjβj .
Calculating the residue of the function (4.4) at this point and using equality (4.10),
we find that
2cj = iπ
−1 exp
(− πim(Γ))(1− βjαj)∏
l 6=j
1− βjαl
1− βjβl
. (4.11)
Put Γj = (αj, βj). According to (4.6) we have
i(1− βjαj) = epiim(Γj)|βj − αj|,
and it follows from (4.7) for α = αl, β = βl and ζ = βj , j 6= l, that
(1− βjαl)(1− βjβl)−1 = epiim(Γl)|βl − αl| |βj − βl|−1.
Substituting these expressions into the right-hand side of (4.11) and using that
m(Γ) =m(Γ1) + · · ·+m(Γm),
we obtain formula (4.9) for the coefficients cj.
Equality (4.10) implies that
L(0) =
m∑
j=1
cj + a and L(∞) = −
m∑
j=1
cj + a,
whence
2a = L(0) + L(∞).
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It follows from (4.4) that
L(0) =
i
π
e−piim(Γ) and L(∞) = i
π
e−piim(Γ)
m∏
j=1
βjαj =
i
π
epiim(Γ)
where at the last step we used equality (4.5). Therefore
a =
i
π
cos
(
πm(Γ
)
.
Substituting this expression into (4.10), we conclude the proof of (4.8). 
4.2. Spectral family and eigenfunctions. Now we are in a position to intro-
duce eigenfunctions of Toeplitz operators and to rewrite Theorem 3.9 in their
terms.
Theorem 4.6. Let ω satisfy Condition 2.1, and let Condition 4.1 be satisfied on
some interval Λ ⊂ (γ1, γ2). For j = 1, . . . , m and a.e. λ ∈ Λ, denote
ϕj(z;λ) = ρj(λ)ξ(z;λ)
(
1− zβj(λ)
)−1 m∏
l=1
(
1− zαl(λ)
)− 1
2
(
1− zβl(λ)
) 1
2 , (4.12)
where the function ξ(z;λ) is defined by (3.8) and ρj(λ) =
√
cj(λ) with the numbers
cj(λ) given by (4.9). Then
d
(
E(λ)Ku, Kv
)
dλ
=
m∑
j=1
ϕj(u;λ)ϕj(v;λ) (4.13)
for all u, v ∈ D and a.e. λ ∈ Λ.
Proof. Let us proceed from representation (3.14). Using notation (4.4) we see that
sin(A(u) + A(v)) = (2i)−1eiA(v)e−iA(u)
(
e2iA(u) − e−2iA(v)
)
= 2−1πeiA(v)e−iA(u)
(
L(u) + L(v)
)
(4.14)
It follows from (4.8) that
L(u) + L(v) =
m∑
j=1
cj
(
H(u¯βj) +H(vβ¯j)
)
,
where according to (2.7),
H(u¯βj) +H(vβ¯j) = 2(1− uv)Kβj(u)Kβj (v).
Substituting these expressions into (4.14), we find that
sin(A(u) + A(v)) = πeiA(v)e−iA(u)(1− uv)
m∑
j=1
cjKβj(u)Kβj (v). (4.15)
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Putting together (3.14) and (4.15), we get representation (4.13) with
ϕj(z) = e
−piim(Γ)/2ρjξ(z)Kβj(z)e
iA(z). (4.16)
In view of the definition (2.5) and formula (4.2), the relation (4.16) coincides with
(4.12). Thus the representation (4.13) holds, as claimed. 
Corollary 4.7. For all z ∈ D and j = 1, . . . , m, we have
ϕj(z; ·) ∈ L2(Λ). (4.17)
Proof. Indeed, it follows from (4.13) that
m∑
j=1
∫
Λ
|ϕj(z;λ)|2dλ =
∫
Λ
d
(
E(λ)Kz, Kz
)
dλ
dλ ≤ ‖Kz‖2,
which implies (4.17). 
In view of the absolute continuity of T established in Theorem 3.5, we can also
state
Corollary 4.8. For any bounded function g : R → C with support in Λ, and any
u, v ∈ D, we have(
g(T )Ku, Kv
)
=
∫
Λ
g(λ)
m∑
j=1
ϕj(u;λ)ϕj(v;λ) dλ. (4.18)
Note the special case m = 1, i.e. Γ(λ) = (α(λ), β(λ)) for a.e. λ ∈ Λ. In this case
d
(
E(λ)Ku, Kv
)
dλ
= ϕ(u;λ)ϕ(v;λ) (4.19)
for all u, v ∈ D and a.e. λ ∈ Λ, with the function
ϕ(z;λ) = ρ(λ)
(
1− z/α(λ))−1/2(1− z/β(λ))−1/2ξ(z;λ), (4.20)
where, according to (4.9),
ρ(λ) =
√
1
2π
∣∣β(λ)− α(λ)∣∣. (4.21)
Remark 4.9. The functions ϕj in the right-hand side of the representation (4.13)
are not defined uniquely. In particular, we can obtain a representation similar to
(4.13) but with the roles of αj and βj reversed. Indeed, let Γ˜ = Γ˜(λ) = T \ Γ(λ)
be the complement of Γ(λ), that is,
Γ˜ =
m⋃
j=1
(βj−1, αj), β0 := βm,
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up to a set of measure zero. Define A˜(z) by the formula (3.12) with Γ replaced by
Γ˜. Then A(z) = pi
2
− A˜(z), and hence
sin
(
A(u) + A(v)
)
= sin
(
A˜(u) + A˜(v)
)
.
Therefore the representation (3.14) holds with A( · ) replaced by A˜( · ). Implement-
ing this change throughout the proof of Theorem 4.6, we obtain the representation
of the form (4.13) with the functions ϕ˜j given by
ϕ˜j(z;λ) = ρ˜j(λ)ξ(z;λ)(1 − zβj(λ)))−1
m∏
l=1
(1 − zβl(λ))− 12 (1 − zαl(λ)) 12
and (cf. (4.9)):
ρ˜j =
√√√√ 1
2π
( m∏
l=1
|αj − βl|
)(∏
l 6=j
|αj − αl|−1
)
.
4.3. Diagonalization. Now we are in a position to construct a unitary operator
ΦΛ : ET (Λ)H
2 → L2(Λ;Cm),
such that
(ΦΛTf)(λ) = λ(ΦΛf)(λ), λ ∈ Λ. (4.22)
These formulas mean that ΦΛ diagonalizes the operator TE(Λ) and the spectrum
of T on the interval Λ has multiplicity m. First we construct a bounded operator
Φ : H2 → L2(Λ;Cm),
which is defined on the set {Kz, z ∈ D}, total in H2, by the formula
(ΦKz)(λ) =
{
ϕj(z;λ)
}m
j=1
, ∀z ∈ D, a.e. λ ∈ Λ, (4.23)
where ϕj(z;λ) are functions (4.12). The norm and the inner product in the space
L2(Λ,Cm) are denoted | · | and 〈 · , · 〉, respectively.
Definition (4.23) allows us to rewrite relation (4.18) for the characteristic func-
tion 1X(λ) of a Borel subset X ⊂ Λ as
(E(X)Ku, Kv) = 〈1XΦKu,ΦKv〉, (4.24)
whence
(E(X)f, g) = 〈1XΦf,Φg〉 (4.25)
for all f, g ∈ K = span {Kz, z ∈ D}. In particular, we have
|Φf | = ‖E(Λ)f‖, ∀f ∈ K,
so that Φ extends to a bounded operator on the whole space H2. This operator is
isometric on the subspace E(Λ)H2 and equals zero on its orthogonal complement.
The construction of the adjoint operator Φ∗ is quite standard.
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Lemma 4.10. For any g = (g1, . . . , gm) ∈ L2(Λ;Cm), the operator Φ∗ :
L2(Λ;Cm)→ H2 is given by the formula
(Φ∗g)(z) =
m∑
j=1
∫
Λ
ϕj(z;λ)gj(λ)dλ, z ∈ D. (4.26)
Proof. We first note that the right-hand side here is well-defined according to
(4.17). By the definition (4.23), we have
〈g,ΦKz〉 =
m∑
j=1
∫
Λ
ϕj(z;λ)gj(λ)dλ
for all z ∈ D. At the same time, using (2.6) we find that
〈g,ΦKz〉 = (Φ∗g, Kz) = (Φ∗g)(z).
Putting together these two equalities, we get (4.26). 
Next, we verify the intertwining property.
Lemma 4.11. For any Borel subset X ⊂ Λ we have
ΦE(X) = 1XΦ. (4.27)
Proof. Observe that
(ΦE(X)− 1XΦ)∗(ΦE(X)− 1XΦ)
=
(
E(X)Φ∗ΦE(X)−E(X)Φ∗1XΦ
)
+
(− Φ∗1XΦE(X) + Φ∗1XΦ).
Both terms on the right are equal to zero because, according to (4.25), Φ∗1XΦ =
E(X) and, in particular, Φ∗Φ = E(Λ). 
Now we define the operator ΦΛ : E(Λ)H
2 → L2(Λ;Cm) by the formula
ΦΛf = Φf, f ∈ E(Λ)H2. (4.28)
This operator is isometric, and, due to (4.27), it satisfies (4.22). It remains to show
that the mapping ΦΛ is surjective and hence unitary.
Lemma 4.12. We have RanΦΛ = L
2(Λ;Cm).
Proof. Supposing the contrary, we find an element g = (g1, . . . , gm) ∈ L2(Λ;Cm)
such that 〈g,Φ(E(X)Kz)〉 = 0 for all Borel sets X ⊂ Λ and all z ∈ D. By the
definition (4.23) and by (4.27), this rewrites as∫
X
m∑
j=1
gj(λ)ϕj(z;λ)dλ = 0.
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Since X is arbitrary, this implies that
m∑
j=1
gj(λ)ϕj(z;λ) = 0
for a.e. λ ∈ Λ. It now follows from definition (4.16) that
ξ(z;λ)eiA(z;λ)
m∑
j=1
ρjgj(λ)(1− zβj(λ))−1 = 0.
Since by definition (3.8) ξ(z;λ) 6= 0, and exp(iA(z;λ)) 6= 0, we see that(
1− zβl(λ)
) m∑
j=1
ρjgj(λ)(1− zβj(λ))−1 = 0 (4.29)
for all z ∈ D, all l = 1, . . . , m and a.e. λ ∈ Λ. Passing here to the limit z → βl(λ), we
find that ρlgl(λ) = 0 and hence gl(λ) = 0 because ρl 6= 0, for all l = 1, . . . , m. 
Remark 4.13. The set of λ ∈ Λ where relation (4.29) is satisfied, might depend
on z. This difficulty is however inessential for our construction because it suffices
to work on a subset K0 ⊂ K of linear combinations of functions Kz with rational
z ∈ D. The set K0 remains dense in H2, but it is countable. Therefore (6.2) is
satisfied on a set of λ ∈ Λ of full measure which is independent of rational z. Then
it suffices to pass in (6.2) to the limit z → βl(λ) by a sequence of rational z.
Let us summarize the results obtained.
Theorem 4.14. Let ω satisfy Condition 2.1, and let Condition 4.1 be satisfied
on some interval Λ ⊂ (γ1, γ2) with some finite number m. Define the operators
Φ : H2 → L2(Λ;Cm) and ΦΛ : E(Λ)H2 → L2(Λ;Cm) by formulas (4.23) and
(4.28) respectively. Then
Φ∗ΛΦΛ = E(Λ), ΦΛΦ
∗
Λ = I
and
ΦΛE(X) = 1XΦΛ
for all Borel subsets X ⊂ Λ. Thus the spectral representation of the operator TE(Λ)
is realized by the unitary operator ΦΛ, and the spectrum of T on the interval Λ has
multiplicity m.
4.4. The operator Φ. The operator Φ defined by formula (4.23) on the dense set
K, can be extended to the whole space H2 by the following natural formula.
Proposition 4.15. Let Condition 4.1 hold, and let ϕj(z;λ) be functions (4.12).
For all f ∈ H2 and r ∈ (0, 1), consider the integral
(Φ(r)f)j(λ) =
∫
T
f(ζ)ϕj(rζ ;λ)dm(ζ), j = 1, 2, . . . , m, a.e. λ ∈ Λ. (4.30)
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Then
(i) The formula (4.30) defines a contraction Φ(r) : H2 → L2(Λ;Cm);
(ii) The family Φ(r) converges strongly to the operator Φ as r → 1.
Proof. By definition (4.30), for all f ∈ H2 we have
|Φ(r)f |2 =
∫ ∫
f(ζ)f(η)
[ m∑
j=1
∫
Λ
ϕj(rζ ;λ) ϕj(rη;λ)dλ
]
dm(ζ)dm(η), (4.31)
where all integrals without indication of the domain are taken over T. By (4.23),
(4.24), the integral in the square brackets equals
〈ΦKu,ΦKv〉 = (E(Λ)Ku, Kv) =
∫
(E(Λ)Ku)(σ)Kv(σ)dm(σ),
where u = rζ , v = rη. Taking into account that Krη(σ) = Krσ(η), and using (2.6)
we can now rewrite the right-hand side of (4.31) as∫
f(ζ)
∫
(E(Λ)Krζ)(σ)
[ ∫
f(η)Krσ(η)dm(η)
]
dm(σ)dm(ζ)
=
∫
f(ζ)
[∫
(E(Λ)Krζ)(σ)f(rσ)dm(σ)
]
dm(ζ).
With the notation fr(σ) = f(rσ), the integral in σ equals (E(Λ)Krζ, fr) =
(Krζ , E(Λ)fr) = (E(Λ)fr)(rζ) where we have applied (2.6) again. Thus it follows
from (4.31) that
|Φ(r)f |2 =
∫
f(ζ)(E(Λ)fr)(rζ)dm(ζ) ≤ ‖f‖ ‖(E(Λ)fr)r‖.
Since ‖hr‖ ≤ ‖h‖ for any h ∈ H2, the right-hand side does not exceed
‖f‖ ‖E(Λ)fr‖ ≤ ‖f‖2. Hence ‖Φ(r)‖ ≤ 1, as required.
Proof of (ii). It suffices to check the strong convergence of Φ(r) on the dense set
K. For f = Ku and arbitrary u ∈ D, we have
(Φ(r)Ku)j(λ) =
∫
1
1− uζ ϕj(rζ ;λ)dm(ζ)
=
1
2πi
∫
1
ζ − uϕj(rζ ;λ)dζ = ϕj(ru;λ) = (ΦKur)j(λ),
where we have used the definition (4.23). Since Kur → Ku in H2 as r → 1 and Φ
is bounded, we conclude that Φ(r)Ku → ΦKu for all u ∈ D. This completes the
proof. 
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5. Eigenfunctions of Toeplitz operators
Functions (4.12) do not of course belong to the space H2. Nevertheless we check
here that, in a natural sense, they satisfy the equation T (ω)ϕj(λ) = λϕj(λ). We
recall that the numbers ρj(λ) =
√
cj(λ) in (4.12) were defined by formula (4.9),
but in this section they are inessential.
Afterwards we also discuss two examples of Toeplitz operators with simple spec-
trum for which the eigenfunctions can be found explicitly.
5.1. Riemann-Hilbert problem. Let us start with precise definitions. Let A(int)
consist of functions ϕ(z) analytic in the unit disk D and having radial limits
ϕ(ζ+) = limr→1−0 ϕ(rζ) for a.e. ζ ∈ T. Similarly, A(ext) consists of functions
ϕ(ext)(z) analytic in C \ closD, satisfying an estimate ϕ(ext)(z) = O(|z|−1) as
|z| → ∞ and having limits ϕ(ext)(ζ−) = limr→1+0 ϕ(ext)(rζ) for a.e. ζ ∈ T.
Definition 5.1. A function ϕ ∈ A(int) is a generalized eigenfunction of the Toeplitz
operator T (ω) corresponding to a spectral point λ if the function (ω(ζ)− λ)ϕ(ζ)
belongs to the class A(ext), that is, there exists ϕ(ext) ∈ A(ext) such that
(ω(ζ)− λ)ϕ(ζ+) = ϕ(ext)(ζ−) (5.1)
for a.e. ζ ∈ T.
This definition would reduce to the standard definition of an eigenfunction of
the operator T (ω) if A(int) and A(ext) could be replaced by H2 and H2−, respectively.
Indeed, if there had been found functions 0 6= ϕ ∈ H2 and ϕ(ext) ∈ H2−, satisfying
(5.1), then the function ϕ would have satisfied the relation T (ω)ϕ = λϕ, i.e. it
would have been a proper eigenfunction of T (ω).
The relation (5.1) looks like a standard homogeneous Riemann-Hilbert problem
with the coefficient ω(ζ) − λ but, in contrast to the classical presentation (see,
e.g., the book [7]), the function ω is not assumed to be even continuous. However
the worst complication comes from zeros of the function ω(ζ) − λ. As explained
in [7, §15], even for smooth coefficients, the presence of roots makes the problem
essentially more involved.
We will check that the functions ϕj(z, λ) defined by formula (4.12) are general-
ized eigenfunctions of the Toeplitz operator T (ω) in the sense of Definition 5.1. In
this subsection we fix some λ ∈ (γ1, γ2) and assume that inclusion (3.6) and the
relation (4.1) are satisfied.
Let us first consider the function ξ(z;λ) defined for all z ∈ C \ T by formula
(3.8) and set
Q(z;λ) =
∫
T
ln |ω(ζ)− λ|H(zζ)dm(ζ). (5.2)
Then
ξ(z;λ) = exp(−Q(z;λ)/2). (5.3)
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The integral in (5.2) is convergent so that Q(z;λ) is an analytic function of z ∈
C \ T. Let us find the boundary values of ξ(z;λ) on the circle T.
Lemma 5.2. Under assumption (3.6) for a.e. ζ ∈ T, there exist the limits
ξ(ζ±;λ) = σ(ζ, λ)|ω(ζ)− λ|∓1/2 (5.4)
where the function
σ(ζ, λ) = exp
(
1
2
∫
T
ln |ω(η)−λ|dm(η)− 1
2πi
v.p.
∫
T
ln |ω(η)−λ|(η−ζ)−1dη
)
(5.5)
is the same for interior and exterior limits.
Proof. Since
H(zη)dm(η) = −dm(η) + (πi)−1(η − z)−1dη, (5.6)
we see that
Q(z;λ) = −
∫
T
ln |ω(η)− λ|dm(η) + 1
πi
∫
T
ln |ω(η)− λ|(η − z)−1dη.
The first term on the right does not depend on z, and by the Sokhotski-Plemelj
formula, we have
lim
r→1∓0
∫
T
ln |ω(η)−λ|(η−rζ)−1dη = v.p.
∫
T
ln |ω(η)−λ|(η−ζ)−1dη±πi ln |ω(ζ)−λ|
for a.e. ζ ∈ T. This yields the limits Q(ζ±;λ). In view of (5.3), we obtain relation
(5.4). 
Corollary 5.3. For a.e. ζ ∈ T, we have the relation
ξ(ζ−;λ) = |ω(ζ)− λ|ξ(ζ+;λ). (5.7)
Lemma 5.2 leads also to the following result.
Theorem 5.4. Let σ(ζ, λ) be defined by (5.5). Then for j = 1, . . . , m and a.e.
ζ ∈ T the boundary values on the unit circle of the functions (4.12) are given by
the relation
ϕj(ζ+;λ) = ρj(λ)σ(ζ, λ) |ω(ζ)− λ|−1/2
(
1− ζβj(λ)
)−1
×
m∏
l=1
(
1− ζ+αl(λ)
)− 1
2
(
1− ζ+βl(λ)
) 1
2 .
We will now define the function ϕ
(ext)
j (z;λ) by the formula
ϕ
(ext)
j (z;λ) = e
−piim(Γ)/2ρj(λ)ξ(z;λ)(1− zβj(λ))−1eiA(z;λ), |z| > 1, (5.8)
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where A(z;λ) is given by formula (3.12). Equations (4.16) and (5.8) look the same
but the first of them applies for |z| < 1 while the second one – for |z| > 1. Let us
calculate the function eiA(z) for |z| > 1. Instead of (4.3) we now have the identity∫ b
a
eiθ + z
eiθ − z dθ = a− b+ 2i ln
1− eia/z
1− eib/z , |z| > 1, (5.9)
whence ∫
Γ
H(zζ)dm(ζ) = −m(Γ) + iπ−1
m∑
l=1
ln
1− αl/z
1− βl/z .
According to (3.12) this yields
eiA(z) = e−piim(Γ)/2
m∏
l=1
(1− αl/z)−1/2(1− βl/z)1/2.
In view of (5.6) it follows from the Sokhotski-Plemelj formula that
A(ζ+)− A(ζ−) = π for ζ ∈ Γ and A(ζ+)−A(ζ−) = 0 for ζ 6∈ Γ.
whence
eiA(ζ+) = sign
(
ω(ζ)− λ)eiA(ζ−), a.e. ζ ∈ T.
Putting together this equality with (5.7), we obtain the following result. Recall
that the function ξ(z;λ) was defined by relations (5.2) and (5.3) for all z ∈ C \ T.
Theorem 5.5. Let ω satisfy Condition 2.1, and let (3.6) and (4.1) hold for some
point λ ∈ (γ1, γ2). Then for all j = 1, . . . , m, the equality
(ω(ζ)− λ)ϕj(ζ+, λ) = ϕ(ext)j (ζ−, λ),
is satisfied with the functions ϕj(z;λ) and ϕ
(ext)
j (z;λ) defined by formulas (4.12)
and
ϕ
(ext)
j (z;λ) = ρj(λ)e
−piim(Γ(λ)) ξ(z;λ)(1− zβj(λ))−1
×
m∏
l=1
(1− αl(λ)/z)−1/2(1− βl(λ)/z)1/2,
respectively.
Corollary 5.6. Let m = 1. Then ϕ(z;λ) is given by formula (4.20) and
ϕ(ext)(z;λ) = −ρ(λ) e−piim(α(λ),β(λ))βz−1ξ(z;λ)
× (1− α(λ)/z)−1/2(1− β(λ)/z)−1/2. (5.10)
Remark 5.7. In the construction above, we used only that the functions ϕj(z;λ)
are analytic in D and have boundary values on T for a.e. ζ ∈ T. In the next
subsection we will see that, actually, ϕj(·;λ) ∈ Hp for every p < 1 and a.e. λ ∈
(γ1, γ2).
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Remark 5.8. In the spirit of Definition 5.1, Theorem 5.5 states that ϕj , j =
1, 2, . . . , m, are generalized eigenfunctions of the operator T (ω). We certainly do
not claim that the pairs ϕj , ϕ
(ext)
j give all solutions of the Riemann-Hilbert problem
(5.1). For example, other solutions can be obtained by multiplying the functions
ϕj(z) and ϕ
(ext)
j (z) constructed above by a common factor (z − ζ0)−n where the
point ζ0 ∈ T is arbitrary and n = 1, 2, . . ..
5.2. Uniform estimates near the unit circle. The first assertion supplements
Lemma 5.2. Its proof does not require Condition 4.1.
Lemma 5.9. Let the function ξ(z) = ξ(z;λ) be defined for a.e. λ ∈ R by (3.8).
Then for any p < 2 and any bounded interval X ⊂ R the estimate
sup
z∈D
∫
X
|ξ(z;λ)|pdλ <∞ (5.11)
holds.
Proof. According to (2.3) and (3.8), for z = reiθ we have
|ξ(z;λ)| = exp
(
−1
2
∫ pi
−pi
ln |ω(eiτ )− λ|P(r, θ − τ)dτ
)
.
Therefore, arguing as in the proof of Lemma 3.2, we obtain
|ξ(z;λ)| = exp
(
−1
2
∫ γ2
γ1
ln |t− λ|dµ(t; z)
)
,
with the measure µ(t; z) defined in (3.1). Since µ(t; z) is normalized, it follows from
Jensen’s inequality that for any p > 0 we have the bound
|ξ(z;λ)|p ≤
γ2∫
γ1
|t− λ|− p2 dµ(t; z)
uniformly in z ∈ D. Integrating it over a finite interval X ⊂ R, we see that∫
X
|ξ(z;λ)|pdλ ≤
∫ γ2
γ1
(∫
X
|t− λ|− p2dλ
)
dµ(t; z) ≤ Cp. (5.12)
with a constant Cp = Cp(X) > 0, if p < 2. This leads to (5.11). 
Corollary 5.10. For every p < 2 the function ξ( · ;λ) belongs to Hp, a.e. λ, and
its norm, as a function of λ belongs to Lploc.
Proof. Set
Mp(r;λ) =
[ ∫
T
|ξ(rζ ;λ)|pdm(ζ)
] 1
p
.
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Integrating the inequality (5.12) where z = rζ , r ∈ (0, 1), over ζ ∈ T and exchang-
ing the order of integration, we see that∫
X
Mp(r;λ)
pdλ ≤ Cp. (5.13)
According to [5, Ch.1, Theorem 1.5], the function Mp(r;λ) is non-decreasing in
r ∈ (0, 1). Therefore, by the Monotone Convergence Theorem, the bound (5.13)
remains true for the limit Mp(1;λ) := limr→1−0Mp(r;λ). Thus Mp(1;λ) <∞, a.e.
λ, so that ξ( · ;λ) ∈ Hp a.e. λ, and its norm Mp(1; · ) is in Lploc. 
Now we consider the eigenfunctions of the operator T .
Theorem 5.11. Let Condition 4.1 be satisfied for some interval Λ ⊂ (γ1, γ2).
Then the function ϕj( · ;λ) defined by formula (4.12), belongs to the space Hp for
every p < 1 and a.e. λ ∈ Λ.
Proof. Denote
hj(z;λ) =
(
1− zβj(λ)
)−1 m∏
l=1
(
1− zαl(λ)
)− 1
2
(
1− zβl(λ)
) 1
2 ,
so that ϕj(z;λ) = ρ(λ)ξ(z;λ)hj(z;λ).
Fix a p < 1. Then by Corollary 5.10, ‖ξ( · ;λ)‖q < ∞, q = 2p < 2, a.e. λ ∈ Λ.
Furthermore, it follows directly from the definition that also ‖hj( · ;λ)‖q < ∞,
a.e. λ ∈ Λ. Thus, on a subset of Λ of full measure, we have, by Ho¨lder’s inequality,
‖ϕj( · ;λ)‖p ≤ ρj(λ)‖ξ( · ;λ)‖q‖hj( · ;λ‖q <∞,
as required. 
In contrast to Corollary 5.10, we cannot say anything about integrability of
the norms ‖ϕj( · ;λ)‖p, q = 2p, in λ, since ‖hj( · ;λ)‖q are not bounded if the
singularities of the function hj( · ;λ) merge as λ varies.
5.3. A smooth (regular) symbol. Let us now discuss two explicit examples.
Both of them were mentioned in [17]. First we consider the regular symbol
ωr(ζ) = (ζ + ζ
−1)/2.
By Theorem 3.5 and Corollary 3.10 the spectrum of Tr = T (ωr) is absolutely
continuous and coincides with [−1, 1]. For every λ ∈ (−1, 1) we set
α = λ+ i
√
1− λ2, β = α¯ = λ− i
√
1− λ2, (5.14)
so Γ(λ) = (α, β). In particular, we see that, by Theorem 4.14, the spectrum of Tr
is simple.
Let us calculate the function ϕ = ϕr defined in (4.20).
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Lemma 5.12. Let ω = ωr, as defined above. Then for every λ ∈ (−1, 1) we have
ϕr(z;λ) =
√
2
π
(1− λ2) 14
1− 2λz + z2 . (5.15)
Proof. Let us find functions (5.2) and (5.3) for the symbol ω = ωr. Note that
2|ωr(ζ)− λ| = |g(ζ ;λ)|, where
g(ζ ;λ) = ζ2 − 2λζ + 1 = (ζ − α)(ζ − β).
The function g(z;λ) is analytic in D, g(z;λ) 6= 0 and g(0;λ) = 1 so that the
function ln g(z;λ), fixed by the condition ln g(0;λ) = 0, is also analytic in D for
every λ ∈ (−1, 1). Let us rewrite (5.2) as
Q(z;λ) =
1
4πi
∫
T
(
ln g(ζ ;λ) + ln g(ζ ;λ)− 2 ln 2
) ζ + z
(ζ − z)ζ dζ.
This integral can be easily calculated by residues at the points ζ = z and ζ = 0.
The first term containing ln g(ζ ;λ) equals ln g(z;λ) and the third term containing
−2 ln 2 equals − ln 2. In the second integral we use that g(ζ ;λ) = g(ζ;λ) and make
the change of variables ζ 7→ ζ−1:∫
T
ln g(ζ ;λ)
ζ + z
(ζ − z)ζ dζ =
∫
T
ln g(ζ ;λ)
1 + ζz
(1− ζz)ζ dζ.
This integral equals zero because ζ = 0 is the only pole of the integrand in D and
g(0, λ) = 1. It follows that
Q(z;λ) = ln g(z;λ)− ln 2,
and hence according to (5.3)
ξr(z;λ) =
√
2
1− 2λz + z2 .
The coefficient ρ(λ) in (4.20) is found from (4.21) and (5.14):
ρ(λ) =
√
1
2π
|α− β| = π− 12 (1− λ2) 14 .
Substituting these formulas into (4.20), we obtain (5.15) . 
Clearly, equation (5.1) for function (5.15) is satisfied with
ϕ(ext)r (z) = (2π)
− 1
2 (1− λ2) 14 z−1.
Recall (see formula (10.11.31) in the book [6]) that the function (z2−2λz+1)−1
is the generating function of the Chebyshev polynomials Un of second kind. This
means that
1
z2 − 2λz + 1 =
∞∑
n=0
Un(λ)z
n, λ ∈ (−1, 1), z ∈ D.
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Set pn(z) = z
n. Since
∞∑
n=0
znvn = Kv(z),
the relation (4.19) together with (5.15) implies that
d
dλ
(
E(λ)pn, pm
)
=
2
π
√
1− λ2 Un(λ)Um(λ), λ ∈ (−1, 1),
for all n,m = 0, 1, . . . . This formula agrees with the expression for the spectral
projection of the discrete Laplacian on ℓ2(Z+) (see, e.g., [22, Corollary III.12]),
which is unitarily equivalent to Tr.
Note that Tr is the unique (up to trivial changes of variables) Toeplitz operator
that is unitarily equivalent to a Jacobi operator.
5.4. A singular symbol. The simplest singular symbol is given by the indicator
ωs(ζ) = 1(ζ1,ζ2)(ζ) of an arc (ζ1, ζ2) ⊂ T, (ζ1, ζ2) 6= T, so that
Γ(λ) = (ζ2, ζ1) for all λ ∈ (0, 1),
and hence the spectrum of the operator Ts = T (ωs) is simple and it fills the interval
[0, 1]. The eigenfunctions of this operator are calculated in the next lemma. Recall
that the branch of the function ln(1+z) analytic for z ∈ D is fixed by the condition
ln 1 = 0.
Lemma 5.13. For all λ ∈ (0, 1), the eigenfunctions (4.12) of the operator Ts are
given by the formula
ϕs(z;λ) = ρ(λ)e
−piσ(λ)m(ζ1 ,ζ2)(1− z/ζ1)−1/2−iσ(λ)(1− z/ζ2)−1/2+iσ(λ), (5.16)
where
σ(λ) =
1
2π
ln(λ−1 − 1)
and the numerical coefficient ρ(λ) is given by (4.21).
Proof. For the symbol ω = ωs, the function (5.2) is given by
Q(z;λ) = ln(1− λ)
ζ2∫
ζ1
ζ + z
ζ − z dm(ζ) + lnλ
ζ1∫
ζ2
ζ + z
ζ − z dm(ζ). (5.17)
It follows from (4.3) that
ζ2∫
ζ1
ζ + z
ζ − zdm(ζ) = m(ζ1, ζ2)−
i
π
ln
1− z/ζ2
1− z/ζ1 ,
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where 2πm(ζ1, ζ2) is the length of the arc (ζ1, ζ2), and
ζ1∫
ζ2
ζ + z
ζ − z dm(ζ) = 1−m(ζ1, ζ2) +
i
π
ln
1− z/ζ2
1− z/ζ1 .
Consequently, the right-hand side of (5.17) equals
Q(z;λ) = ln(1− λ)m(ζ1, ζ2)+ lnλ (1−m(ζ1, ζ2))
− i
π
(
ln(1− λ)− lnλ) ln 1− zζ−12
1− zζ−11
= lnλ+ 2πσ(λ)m(ζ1, ζ2)− 2iσ(λ) ln 1− zζ
−1
2
1− zζ−11
.
(5.18)
This yields the expression
ξ(z;λ) = λ−
1
2 e−piσ(λ)m(ζ1 ,ζ2)(1− z/ζ1)−iσ(λ)(1− z/ζ2)iσ(λ)
for function (5.3). The coefficient ρ(λ) is found from (4.21). Substituting these
formulas into (4.20) we obtain (5.16). 
Note that the functions ϕs are in H
p for any p < 2, whereas the functions ϕr are
in Hp for p < 1 only.
Finally, we find an explicit expression for the function ϕ
(ext)
s (z;λ). Suppose that
|z| > 1. Then instead of (4.3) we use the identity (5.9), and hence, quite similarly
to (5.18), we find that
Q(z;λ) = − lnλ− 2πσ(λ)m(ζ1, ζ2) + 2iσ(λ) ln 1− z
−1ζ1
1− z−1ζ2 .
This yields an expression
ξ(z;λ) = λ
1
2 epiσ(λ)m(ζ1 ,ζ2)(1− z−1ζ1)−iσ(λ)(1− z−1ζ2)iσ(λ)
for function (5.3). Substituting this expression into (5.10) and taking into account
that
e−piim(ζ2,ζ1) = −epiim(ζ1,ζ2),
we find that
ϕ(ext)s (z;λ) = ρ(λ)λ
1/2epi(σ(λ)+i)m(ζ1 ,ζ2)ζ1z
−1(1− ζ1/z)−1/2−iσ(λ)(1− ζ2/z)−1/2+iσ(λ).
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6. Piecewise continuous symbols
In this section we focus on piecewise continuous symbols ω. The results ob-
tained here are used in [20]. For such symbols, Condition 4.1 can be verified for
appropriate spectral intervals Λ and spectral multiplicity can be expressed via the
counting functions of intervals of monotonicity and of the jumps of ω. The resulting
adaptation of Theorem 4.14 is stated as Theorem 6.6.
6.1. Exceptional sets. First we explain in exact terms what we mean by a piece-
wise continuous symbol ω. Below we adopt the notation ω′(ζ) = dω(eiθ)/dθ where
ζ = eiθ, θ ∈ R.
Condition 6.1. (i) ω = ω ∈ L∞(T) and ω is not a constant function,
(ii) There exists a finite set S = {ηk} ⊂ T such that ω ∈ C1(T \ S),
(iii) The limits ω(ηk± 0) = limε→±0 ω(ηkeiε) exist for all ηk ∈ S. For every ηk ∈ S,
either ω(ηk + 0) 6= ω(ηk − 0) or ω(ηk + 0) = ω(ηk − 0) but the derivative ω′
is not continuous at ηk.
This condition is assumed to be satisfied throughout this section.
Let S(±) be the subset of those ηk ∈ S for which
±(ω(ηk − 0)− ω(ηk + 0)) > 0, ηk ∈ S(±),
and let S0 be the set of those ηk where ω(ηk − 0) = ω(ηk + 0) but the derivative
ω′(ζ) is not continuous at the point ηk , so S is the disjoint union
S = S(+) ∪ S(−) ∪ S0.
We associate with every discontinuity ηk ∈ S(±) the interval (the “jump”):
Λk = [ω(ηk ± 0), ω(ηk ∓ 0)], ηk ∈ S(±). (6.1)
Introduce the set Scr ⊂ T \ S of critical points where ω′(ζ) = 0. The image Λcr =
ω(Scr) of this set consists of critical values of ω. By Sard’s theorem, the Lebesgue
measure |Λcr| = 0.
We introduce also the “threshold” set Λthr which consists of all values ω(ηk±0),
ηk ∈ S, and define the exceptional set
Λexc = Λcr ∪ Λthr.
Since the set Λthr is finite, |Λexc| = 0.
Lemma 6.2. The set Λexc is closed.
Proof. Let λn ∈ Λexc and λn → λ0 as n → ∞. We may suppose that λn ∈ Λcr
and consider a sequence of points ζn ∈ Scr such that ω(ζn) = λn. Extracting, if
necessary, a subsequence, we assume that ζn → ζ0 as n → ∞. If ζ0 ∈ S, then
ω(ζ0± 0) ∈ Λthr. If ζ0 ∈ T \ S, we use that ω′(ζn) = 0 and that ω′(ζ) is continuous
at the point ζ0. Thus, ω
′(ζ0) = 0, that is, λ0 = ω(ζ0) ∈ Λcr. 
We need the following elementary fact about the roots of the equation ω(ζ) = λ.
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Lemma 6.3. For all λ ∈ (γ1, γ2) \ Λexc, the set
Nλ = {ζ ∈ T \ S : ω(ζ) = λ},
is finite.
Proof. Suppose, on the contrary, that there exists an infinite sequence ζn ∈ T \ S
such that ω(ζn) = λ. We may assume that ζn → ζ0 as n → ∞. Since λ /∈ Λthr,
we see that ζ0 ∈ T \ S whence ω(ζ0) = λ. Thus ω(ζn) = ω(ζ0) for all n. As
ω ∈ C1(T \ S), we have
ω′(ζ0) = lim
n→∞
ω(ζn)− ω(ζ0)
ζn − ζ0 = 0,
i.e., ζ0 ∈ Scr, which contradicts the assumption λ /∈ Λcr. This proves the claim. 
Along with Nλ define the sets
N
(±)
λ = {ζ ∈ Nλ : ∓ω′(λ) > 0},
and consider the counting functions
nλ = #{Nλ}, n(±)λ = #{N(±)λ }, λ /∈ Λexc. (6.2)
According to Lemma 6.3 these functions take finite values.
6.2. Counting functions. Let us fix an interval Λ = (λ1, λ2) such that
Λ ⊂ (γ1, γ2) \ Λexc (6.3)
and consider its preimage ω−1(Λ). According to (6.3) we have
ω−1(Λ) ⊂ T \ (S ∪ Scr).
The open set ω−1(Λ) is a union of disjoint open arcs such that ω′(ζ) 6= 0 on each
such arc δ. At the endpoints of each δ the function ω takes the values λ1 and λ2,
and hence ω(δ) = Λ.
Denote by δ
(±)
k = δ
(±)
k (Λ), k = 1, 2, . . . , the arcs on which ∓ω′(ζ) > 0 so that
ω−1(Λ) =
n(+)⋃
k=1
δ
(+)
k ∪
n(−)⋃
k=1
δ
(−)
k ,
where
n(±) = n(±)(Λ) = #{δ(±)k (Λ)}.
As the next lemma shows, the number n(±)(Λ) is finite.
Lemma 6.4. Let Condition 6.1 hold, and let the counting function n
(±)
λ be defined
by formula (6.2). Then
n
(±)
λ = n
(±)(Λ) (6.4)
for all λ ∈ Λ. In particular, the function n(±)λ is a finite constant on the interval
Λ.
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Λ
δ
(−)
1 (Λ) δ
(+)
1 (Λ)
λ
ζ1(λ) ζ2(λ) η1 η2 η3
Figure 2. Example: ω−1(Λ) = δ
(+)
1 (Λ) ∪ δ(−)1 (Λ); N(−)λ = {ζ1(λ)},
N
(+)
λ = {ζ2(λ)}, S(−) = S(−)(Λ) = {η1}, S(+) = {η2, η3}, S(+)(Λ) =
{η3}.
Proof. Since ∓ω′(ζ) > 0 on each δ(±)k , and ω(δ(±)k ) = Λ, each arc δ(±)k contains
exactly one point ζ ∈ N(±)λ for any λ ∈ Λ. This implies equality (6.4). By Theorem
6.3 the set N
(±)
λ is finite, and hence both sides of (6.4) are finite. 
Consider now the singular points. Define the counting function s
(±)
λ of the in-
tervals (6.1):
s
(±)
λ = #{Λk : λ ∈ Λk, ηk ∈ S(±)}.
Since ω(ηk ± 0) 6∈ Λ for all ηk ∈ S, each interval Λk either contains Λ or is disjoint
from Λ. Let S(Λ) ⊂ S be the set of those points ηk, for which Λ ⊂ Λk. Introduce
also the notation S(±)(Λ) = S(Λ) ∩ S(±) and the counting function
s(±)(Λ) = #{S(±)(Λ)}. (6.5)
It is clear that s
(±)
λ is constant on Λ and
s
(±)
λ = s
(±)(Λ), λ ∈ Λ. (6.6)
Note that S(Λ) = S(+)(Λ)∪S(−)(Λ). All these objects are illustrated in Fig. 2 where
ζk(λ), k = 1, 2, are the solutions of the equation ω(ζ) = λ.
6.3. Spectral multiplicity. For piecewise continuous symbols, the number m of
arcs in (4.1) can be calculated in terms of the counting functions.
Theorem 6.5. Let Condition 6.1 hold, and let the interval Λ = (λ1, λ2) satisfy
condition (6.3). Then for each λ ∈ Λ, the set Γ(λ) defined by (3.11) is the union
(4.1) of finitely many open arcs (αj(λ), βj(λ)) ⊂ T \ S(Λ) such that their closures
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λ
Λ
β1(λ) α2(λ) β2(λ) α1(λ)
Figure 3.
are disjoint. The number m = m(Λ) of these arcs does not depend on λ ∈ Λ and,
for both signs “± ”,
m(Λ) = n(±)(Λ) + s(±)(Λ) (6.7)
where n(±)(Λ) and s(±)(Λ) are defined by (6.4) and (6.5), respectively.
Proof. Join the points (ηk, ω(ηk − 0)) ∈ T× R and (ηk, ω(ηk + 0)) ∈ T× R for all
ηk ∈ S(+) ∪ S(−) with straight segments. These segments, together with the graph
{(ζ, ω(ζ)) : ζ ∈ T \ S} ⊂ T × R, form a closed non-self-intersecting continuous
curve C on the cylinder T× R.
Since λ ∈ Λ, the curve C crosses the straight line {(ζ, λ) : ζ ∈ T} at the points
of the sets Nλ and S(Λ) only. As C is continuous, the points of intersection in the
downward direction, denoted by αj(λ) ∈ T, alternate with those in the upward
direction, denoted by βj(λ) ∈ T, see Fig. 3 for illustration. Therefore the quantities
of the downward and upward points are the same:
mλ := #{αj(λ), j = 1, 2, . . . } = #{βj(λ), j = 1, 2, . . . }.
It follows that up to a set of measure zero, the set Γ(λ) consists of mλ disjoint
open intervals (αj(λ), βj(λ)) with disjoint closures. It is easy to see that, for all
λ ∈ Λ,
{α1(λ), α2(λ), . . .} = N(+)λ ∪ S(+)(Λ) and {β1(λ), β2(λ), . . .} = N(−)λ ∪ S(−)(Λ).
These sets are finite and, by (6.4) and (6.6), they consist of n(+)(Λ)+ s(+)(Λ) and
n(−)(Λ) + s(−)(Λ) points, respectively, whence
mλ = n
(±)(Λ) + s(±)(Λ)
for both signs. 
In the example in Fig. 2 we have n(±)(Λ) = s(±)(Λ) = 1, so that m = 2.
Putting together Theorems 4.14 and 6.5, we obtain our final result.
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Theorem 6.6. Suppose that ω satisfies Condition 6.1, and that an interval Λ
satisfies (6.3). Let the number m be defined in (6.7). Then the spectral represen-
tation of the operator T restricted to the subspace E(Λ)H2 is realized on the space
L2(Λ;Cm). In other words, the spectral multiplicity of the operator T on the inter-
val Λ is finite, and it coincides with the number m.
This result is crucial for our construction of scattering theory for piecewise
continuous symbols in [20].
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