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Abstract
Image moments are weighted sums over pixel values in a given image
and are used in object detection and localization. Raw image moments
are derived directly from the image and are fundamental in deriving mo-
ment invariants quantities. The current general algorithm for raw image
moments is computationally expensive and the number of multiplications
needed scales with the number of pixels in the image. For an image of
size (N,M), it has O(N · M) multiplications. In this paper we outline
an algorithm using the Discrete Radon Transformation for computing the
raw image moments of a grayscale image. It reduces two dimensional
moment calculations to linear combinations of one dimensional moment
calculations. We show that the number of multiplications needed scales
as O(N +M), making it faster then the most widely used algorithm of
raw image moments.
1 Introduction
Image moments were first introduced by Hu [5], in the context of pattern recog-
nition. Hu defined different moments, invariant under translations, rotations
and scaling. Image moments are useful for describing objects after segmenta-
tion and have been applied to various image analysis problems.
In particular it has been applied to problems in healthcare. In 2015 it
was applied to solve the Pathological Brain Detection problem [9], even more
recently in 2020 image moments were used to extract information about object
orientation from micro-X-ray tomography image data [3].
Computing image moments is an expensive operation and generally scales
with the number of pixels. It comprises of computing sums over the pixel values
(typically integer values between 0 and 255), weighted by a power of the distance
from the start or origin of the image. For small images this isn’t an issue, but
as images are getting larger and larger, with many now in 4k resolution, the
computation time is scaling very poorly. The problem is that as image size
increases linearly, the number of pixels and thus the computation time increases
quadratically. The algorithm we propose here scales instead with roughly the
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square root of the number of pixels, or rather with the width and height of
the image. Of course, there are some select algorithms that compute image
moments exceptionally fast, in certain cases, e.g. for a binary image [8].
In section 2 we give an introduction to raw image moments, the base compu-
tations that are used to derive the moment invariants. In section 3 we introduce
the Discrete Radon Transformation and derive how to compute the raw image
moments using this algorithm, showing how it reduces the number of multipli-
cations required dramatically. Finally, in section 4, we illustrate computation
times of the proposed algorithm against the current algorithm that is it widely
used and part of the OpenCV library [2].
2 Raw Image Moments
These invariant moments from Hu [5] are built upon more fundamental quan-
tities, called raw moments, that are derived directly from an image or polygon
shape. Given an array of pixels I (a grayscale image), a raw moment of order
(i, j) is calculated as
Mij =
∑
x,y
I(x, y)xiyj (1)
In order to derive the seven Hu invariants [5], only the first ten raw moments
are needed: M00,M01,M10,M02,M11,M20,M03,M12,M21 and M30.
As can be seen from (1), this calculation is expensive in terms of multiplica-
tions. If the pixel array I has height and width (N,M), then each moment has
O(N ·M) multiplications.
In particular, the method that we will be comparing against is the method
currently used by the popular open source computer vision library OpenCV
[2]. For a grayscale image, this method performs 3N ·M + 7N multiplications
in calculating all of the raw moments. It is more optimized than the naive
implementation of (1) but still scales with the total number of pixels in the
image.
3 The Discrete Radon Transformation
Current methods for computing the raw moments of a grayscale pixel array in-
volve calculating multiple 2 dimensional moments. The Discrete Radon Trans-
formation (DRT) [1] reduces the computation from 2D moments of one 2D array,
to 1D moments of 4 1D arrays. The original raw moments are linear combina-
tions of these 1D moments. This is what enables this method to have O(N+M)
multiplications. The radon transform (not in the discrete form) has been used
before in terms of optical feature extraction, but from a hardware perspective
[4]. In the discrete form, it was looked at for image moment calculations before
in [7]. They similarly found this method to be faster. However in this paper
we give a derivation of the how the transformation gives the exact raw image
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Figure 1: Figure illustrating the vertical and horizontal projections
moments, as well as compare it against the current best algorithm implemented
for grayscale images, showing that it is still significantly faster for computations.
The four one dimensional arrays mentioned above are projections of the
image, vertically, horizontally, and at two angles, 45 degrees and 135 degrees
(diagonally and anti-diagonally). The pixels are summed along these axes. Con-
cretely, defining the four projection arrays as V,H,D,A, we have:
V [k] =
∑
j
I(k, j) (2)
H[k] =
∑
j
I(j, k) (3)
D[k] =
∑
i+j=k
I(i, j) (4)
A[k] =
∑
j−i+M−1=k
I(i, j) (5)
Where V [k] denotes the kth element of the vertical projection array, and
similarly for the other three arrays. Illustrations of these projections are in
figure 1 and figure 2. The strange summation condition on A[k] is to ensure
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Figure 2: Figure illustrating the diagonal and anti-diagonal projections
that the array starts with index zero and has the right length. V,H,D,A have
lengths M,N,N+M and N+M respectively for an image with height and width
N,M . In the Appendix we show examples of the projections for an image.
The raw moments can then be constructed with the moments of these arrays.
As an example, we denote Vi as the i
th moment of the array V .
Vi =
∑
k
V [k] · ki (6)
The one exception to this is the anti-diagonal array. Due to it’s definition (in
particular, the way that it iterates over the pixels), we define
Ai =
∑
k
A[k] · (k −M + 1)i (7)
We claim that the true exact raw image moments from the original pixel
array can be computed as
M00 = V0 (8)
Mi0 = Vi (9)
M0i = Hi (10)
M11 = (D2 −M20 −M02)/2 (11)
M12 = (D3 + A3)/6−M30/3 (12)
M21 = (D3 −A3)/6−M03/3 (13)
4
The proof of Mi0 for i >= 0 follows from (6) and uses (1)
Vi =
∑
k
V [k]ki
=
∑
k
(
∑
j
I(k, j))ki
=
∑
k,j
I(k, j)ki
= Mi0
The proof for M0i from Hi is very similar. For M11 the argument goes as
follows, we start with D2
D2 =
N+M−1∑
k=0
D[k] · k2
=
N+M−1∑
k=0
∑
i+j=k
I(i, j) · k2
=
∑
i,j
I(i, j) · (i + j)2
=
∑
i,j
I(i, j) · (i2 + j2 + 2ij)
= M20 + M02 + 2M11
Rearranging gives the result in equation (11).
Similar to the above, it can be shown that D3 = M30 +M03 + 3M21 + 3M12.
We also show that
A3 =
∑
k
A[k] · (k −m + 1)3
=
∑
k
∑
j−i=M−1+k
I(i, j) · (k −M + 1)3
=
∑
i,j
I(i, j) · (j − i)3
= M03 −M30 + 3M21 − 3M12
Combining this result for A3 with the above result for D3, they can be rear-
ranged to produce equations (12) and (13), completing the proof.
The four projection arrays have length of at most N+M , therefore each inner
product has at most N+M multiplications, leading to the O(N+M) complexity.
In fact, the number of multiplications can be found exactly. The power arrays
that are used in the moment calculations (arrays of ki for 0 ≤ k ≤ N +M − 1,
for i = [0, 1, 2, 3]) can be computed ahead of time and stored. This leaves the
algorithm with just 6(N + M) multiplications.
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4 Comparison and Results
We compare the DRT method with the current method implemented as part
of the OpenCV library [2] on 2D grayscale images of increasing size. All com-
putations were carried out on an Intel Core i5 7th Gen processor, and results
were taken as the fastest of 1000 runs. We have also added in the results for
the naive implementation (1).
Figure 3: Plot showing the execution time for the three algorithms as the image
size increases. The execution time is in micro seconds (base 10).
Figure 3 shows a plot comparing the time needed to compute the raw image
moments of a given image size. The smallest image used was a 200x200 pixel
image, with the largest at 4032x3024 pixels. The y-axis illustrates the execution
time in micro-seconds (log base 10 for easier plotting). The x-axis is the square
root of the number of pixels in the image (as this is a better method to illustrate
the performance in terms of image size). We also include the OpenCV and
DRT methods with SSE2/AVX optimisation (provided through the compiler
settings).
The DRT algorithm is faster, as is expected by it’s complexity, the number of
multiplications needed does not increase linearly with the number of pixels. We
found the DRT algorithm was approximately 3 times faster than the OpenCV
implementation, when both were used with the SSE2/AVX optimisations.
5 Conclusion
We have outlined an algorithm that utilises the Discrete Radon Transformation
to significantly speed up the computation time for raw image moments of 2D
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grayscale images, outperforming the current algorithm that is used in computer
vision libraries and in industry. This algorithm reduces the problem from com-
puting 2D moments, to computing a set of 1D moments which are then linearly
combined to give the correct results. We have derived the algorithm, showing
that there is no loss of information and this method computes the exact raw
image moments. It scales much better as the size of the input image increases,
giving an improvement in execution time.
A possible generalisation of this algorithm is to 3 dimensional images (e.g.
MRI scans) and whether is is possible to achieve O(L+M +N) multiplication
complexity for a pixel array of size (L,M,N). Another avenue to consider is
whether this can be extended to higher order moments as they have been shown
to represent kurtosis [6].
References
[1] G. Beylkin. “Discrete radon transform”. In: IEEE Transactions on Acous-
tics, Speech, and Signal Processing 35.2 (1987), pp. 162–172.
[2] G. Bradski. “The OpenCV Library”. In: Dr. Dobb’s Journal of Software
Tools (2000).
[3] Frederik JS Doerr and Alastair J Florence. “A micro-XRT image analy-
sis and machine learning methodology for the characterisation of multi-
particulate capsule formulations”. In: International journal of pharmaceu-
tics: X 2 (2020), p. 100041.
[4] Gene R Gindi and Arthur F Gmitro. “Optical feature extraction via the
Radon transform”. In: Optical engineering 23.5 (1984), p. 235499.
[5] Ming-Kuei Hu. “Visual pattern recognition by moment invariants”. In: IRE
Transactions on Information Theory 8.2 (1962), pp. 179–187.
[6] Richard J Prokop and Anthony P Reeves. “A survey of moment-based tech-
niques for unoccluded object representation and recognition”. In: CVGIP:
Graphical Models and Image Processing 54.5 (1992), pp. 438–460.
[7] Tak-Wai Shen, Daniel Pak-Kong Lun, and Wan-Chi Siu. “Fast algorithm
for 2-D image moments via the Radon transform”. In: 1996 IEEE Interna-
tional Conference on Acoustics, Speech, and Signal Processing Conference
Proceedings. Vol. 3. IEEE. 1996, pp. 1327–1330.
[8] Suk Toma´sˇ. “On the Calculation of Image Moments”. In: U´TIA AV CˇR,(Praha
1999) Research Report (1946).
[9] Yudong Zhang et al. “Pathological brain detection based on wavelet en-
tropy and Hu moment invariants”. In: Bio-medical materials and engineer-
ing 26.s1 (2015), S1283–S1290.
7
A Image Projections
Here we show an example of the projection arrays on an image of a brain scan.
The following projection images display the values of each projection array at
each point. The area bounded in white is the values from the projection arrays,
forming a density plot of the projections.
Figure 4: Image of a brain.
8
Figure 5: Horizontal projection of Figure 4
Figure 6: Vertical projection of Figure 4
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Figure 7: Diagonal (45 degrees)
projection of Figure 4
Figure 8: Anti-Diagonal (135
degrees) projection of Figure 4
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