Abstract-
I. INTRODUCTION
In system modelling and £lter design, we usually end up with in£nite impulse response (IIR) models. However, IIR £lters are not so preferred as £nite impulse response (FIR) £lters in practical applications due to the involved stability problems and implementation complexities. Therefore effective methods are required to approximate a given IIR £lter by an FIR £lter. In general, such an approximation problem can be stated as follows: Given G(z), a stable rational transfer The early methods for the approximation used direct truncation of the impulse response that minimizes the least-squares error criterion, or equivalently the l 2 error norm G − F 2 [1] , [2] . In [5] , [6] , [7] , the minimum Chebyshev error criterion, or equivalently, the Chebyshev (H ∞ ) error norm G − F ∞ was used. In [6] , [7] , a method called Nehari Shuf¤e was proposed to minimize the Chebyshev error norm. However, the Nehari Shuf¤e did not provide optimal solutions with respect to Chebyshev norm. A direct Chebyshev norm optimization approach was recently derived in [5] using linear matrix inequalities (LMIs). This approach can achieve nearly optimal Chebyshev error norm.
The least-squares and Chebyshev error criteria cater for two special cases of approximation. The former minimizes the total energy of error, while the latter minimizes the peak of error. As pointed out in [8] , the least-squares criterion is appropriate if the input signal spectrum is wide-band and distributed approximately uniformly in frequency, whereas
Chebyshev criterion is appropriate if the input signal spectrum is narrow-band. However, most signals in practice are not purely wide-band or narrow-band. Hence, in many situations, neither the Chebyshev criterion nor the least squares criterion is appropriate, and the alternative design methods with tradeoff between the least squares and Chebyshev criteria are required [8] , [9] .
The trade-off design issues have been studied extensively in the literature of £lter design. The peak constrained leastsquares design was proposed in [8] , [10] , and the least ppower error design was discussed in [9] , see [8] , [10] , [9] and references therein for details. However, all these results are for FIR approximation of the ideal brick-wall frequency responses that are not rational transfer functions. Thus, these results are 1-4244-0332-4/06/$20.00 ©2006 IEEE not (directly) applicable to FIR approximation of IIR £lters. To some extent, the methods of [5] , [6] , [7] may allow indirect trade-off provided some appropriate weighting functions are incorporated into the optimization. However, the weighting functions are often hard to determine, and they greatly increase the computation complexity and approximation dif£culty.
To overcome the dif£culties discussed above, this paper considers a direct mixed-norm design criterion. Compared to the method in [5] , our method don't require a weighting function and achieves a very good result.
II. FIR MIXED-NORM APPROXIMATION
Consider a stable IIR £lter G(z) with state space realization
£nd
is minimized, where J is a prescribed optimization criteria. For example, the solution is reduced to direct truncation of the impulse response if we take
To see this, recall that G(z) can be factorized as
where
Then the error system is given by
Thus [5] , [6] , [7] .
Following the above agrement, it is easy to see that min F J ∞ is equivalent to
In this note, we consider a mixed norm criterion
Before we give the main result, we need some notations. It is well known that We know that the state-space realization of E(z) and G 2 (z) are as follows respectively
Then we can get a state-space realization of G(z)−F (z) stated by the following lemma. 
Note that the equality B T e (zI − A e ) −1 B e = z −m+1 is used in the above derivation.
We are now ready to provide the main result.
by (2) and (3) respectively. Assume that A e , B e and C e are de£ned by (8) (9) (10) .
Proof. It follows from Lemma 1 that the state-space realization of the error system is given by
Then we can obtain (11) and (12) from the standard of controller design by LMIs [11] .
Theorem 1 tells us that we can solve the following types of LMI problems corresponding to different optimization criteria.
Problem 1. Given γ 1 , minimize γ 2 over P, C e , e 0 and γ 2 such that (11) and (12) hold.
Problem 2. Given γ 1 and γ 2 , £nd P, C e , e 0 such that (11) and (12) hold.
Problem 3. Given γ 2 , minimize γ 2 over P, C e , e 0 and γ 1 such that (11) and (12) hold.
Problem 4. De£ne
minimize γ over P, C e , e 0 , γ 1 and γ 2 such that (11) and (12) hold.
III. NUMERICAL EXAMPLES
In this example, an 8th-order Chebyshev £lter is approximated by an FIR £lter with the length m = 32. This example is also used in [5] , [7] , however, the IIR £lters given there are unstable due to the roundoff of £lter coef£cients. This also shows why IIR £lter is not preferred in practical use. The 8th-order Chebyshev £lter used here is generated by the MATLAB command cheby1 (8,0.5,0.3) .
We convert the mixed optimization problem to Problem 4, where α = 1 2 . The optimal γ = 0.283. As can be seen from Fig. 1 that the our method is much better than the H ∞ method proposed in [5] .
IV. CONCLUSION
A multi-objective FIR approximation to IIR digital £lters is presented. The advantage of our methods is that it provides the direct tradeoff design between the least-squares and Chebyshev error criteria. Numerical examples are given to show the effectiveness of our method.
