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I. INTRODUCTION 
The practical value of an animal is seldom, if ever, determined solely 
by its performance for a single trait. Rather, overall merit is generally 
a function of several phenotypically and/or genetically correlated traits 
which differ with respect to heritability, economic importance and pheno-
typic variation. In such cases, the goal of selection is to improve the 
average genotype for total merit (or aggregate genotype) rather than that 
for any single trait. 
While many techniques might be devised to select for simultaneous im­
provement in several traits, two rather widely used methods are, (1) the 
method of independent culling levels (ICL), and (2) the index or total score 
method. Selection by the ICL method involves establishing, for each trait, 
some minimum acceptable level of performance (i.e., culling level). Indi­
viduals whose performance falls below the culling level for any trait are 
discarded from the breeding population regardless of their performance in 
other traits. In the total score method, a single index value is computed 
for each individual by weighting, in some manner, his performance in each 
trait of interest. For exan^le, a linear index for n traits may be written 
as 
n 
I = 2 b (w - 11.) 
i=l 
where 
I is the index value, 
is the index weight Applied to the i^^ trait, 
w^ is the observed performance in the i^^ trait. 
2 
and (J,, is the mean of all animals for the i*"^ trait. 
Truncation selection is then practiced on the index values for all indi­
viduals. The major difference between the ICL and index methods is that, 
in the latter, particularly outstanding performance by an individual in one 
or more traits may offset mediocre or even poor performance in another 
trait. This does not occur when culling levels are used and it is in this 
sense that selection decisions are independent in the ICL method. 
In the completely general case of index or ICL selection, it may be 
assumed that the choice of index weights or culling levels, respectively, 
is quite arbitrary. However, in subsequent discussions it will be assumed 
that the index weights or culling levels are determined such that the 
expected improvement in the aggregate genotype is maximized for each method 
of selection. Further, the index weights or culling levels resulting in 
such a maximization will be defined to be the "optimum" or "best" among all 
possible choices, (i.e., maximization of genetic improvement will be used 
as the criterion of optimality). 
Hazel and Lush (1942) compared the relative efficiencies of these two 
selection methods in improving a linear representation of the aggregate 
genotype. The con^arison was made for the special case of phenotypically 
and genetically uncorrelated traits of equal importance, where the 
importance of a trait was defined as the product of its economic value, 
heritability, and phenotypic standard deviation. Their results showed 
truncation selection on the index to be more efficient than culling 
independently on each trait, for all combinations of selection intensity 
and number of traits. They further showed the superiority of the index 
method to increase as the number of traits increased but to decrease 
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with increasing selection intensity. 
Perhaps somewhat as a result of these findings, a great deal of work 
has since been reported relating to the properties and uses of index methods 
of selection, while the ICL method has received relatively little attention. 
However, there seem to be many indications that the latter method is very 
widely used (although certainly not in the optimum manner) in practical 
situations. This may be, at least in part, due to a natural tendency for 
animal producers to develop definite ideas concerning the minimum acceptable 
levels of performance relevant to their own situations. These ideas, in 
turn, translate directly into ICL selection decisions. It is also often 
asserted that the ICL method of selection has the advantage of being easier 
to use than the index method. However, this statement is subject to misin­
terpretation. Insofar as the claim refers to the actual application of 
predetermined optimum culling levels or index weights, the statement is 
valid. However, as will be shown, the optimum culling levels depend as 
much upon the genetic and phenotypic population parameters as do the index 
weights, and in practice are actually more difficult to determine. 
The ICL method does, however, offer the definite advantage that 
selections can be made as soon in the lifetime of the animal as each trait 
is expressed. This may, in specific cases, offer economies in space and 
maintenance costs or, as an alternative, the ability to select from a 
larger number of individuals. 
The purpose of this work is to more fully examine the relationships 
between the index and ICL methods of selection and to compare their ability 
to produce change in a linear representation of the genotype for total 
merit. It is further proposed to relate these methods to the specific case 
4 
of special makings in Holstein cattle in which the parents of potential 
future sires of the breed are chosen. 
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II. REVIEW OF LITERATURE 
A. Selection by the Method of Independent Culling Levels 
Hazel and Lush (1942) were apparently first to formally derive the 
expected improvement in the aggregate genotype (H) resulting from independent 
truncation selection on several traits. Their definition of the aggregate 
genotype, and one which will be used in the discussions which follow, was 
H = S a g 
i 1 1 
where 
is the net econcmic value of a units' change in the i^^ trait, 
and is the genotypic value of the i^ trait. 
The results of this work were quite specific in that they applied only to 
uncorrelated traits. 
The expected genetic gains resulting from ICL selection have also been 
explored for the case of two correlated traits. Young and Weiler (1960) 
derived and presented graphically expected phenotypic (i.e., selection 
differentials for each trait) and genetic improvement in each of two cor­
related traits following ICL selection, Harvey and Bearden (1962) presented 
similar expectations of genetic improvement within the framework of selection 
in retrospect. Expected genetic progress in each of two correlated traits 
was computed for various combinations of heritabilities, genetic and pheno­
typic correlations and realized selection differentials. These results are 
especially useful in comparing expected and realized response to selection. 
A comparison of the efficiency of index and ICL methods of seiecûiou 
(i.e., of their ability to produce genetic change) was also first attempted 
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by Hazel and Lush (1942). Again, their results were quite specific, in this 
case being applicable only to uncorrelated traits of equal importance. 
This comparison was extended to somewhat less restricted conditions by 
Young (1961). Following the lead of Hazel and Lush (1942), Young (1961) 
defined the relative importance of the i^ trait as 
* ^2 
Ti . a. aj 
where 
a^ is as before, 
h® represents the heritability of the i^^ trait, 
and represents the phenotypic standard deviation of the i^ trait. 
Expected improvement in the aggregate genotype (H) was compared for index 
and ICL selection for two uncorrelated traits with varying values of 
r* (i=l,2) and five levels of total culling. In agreement with the results 
of Hazel and Lush (1942), Young (1961) found the index method of selection 
to always be at least as efficient as the ICL method in inçroving H. Also 
noted was a steady decline in the efficiency of the index (relative to ICL) 
as the level of total culling and the ratio, increased. The effect 
on the comparison of including a phenotypic correlation between the two 
traits was examined for a few combinations of relative importance and genetic 
correlation. For these combinations, the relationships previously found to 
exist in the uncorrelated case between selection intensity, the ratio 
r^/Tg, and the relative efficiency of the index method were still in evi­
dence. In addition, the results showed an inverse relationship between the 
superiority of the index and the magnitude of the phenotypic correlation. 
Each of the above cited investigations is limited to cases which 
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involve culling on a single pair of correlated measurements. However, a 
general method of solution has been presented for any number of correlated 
traits by Tallis (1961). The contribution of this work is the derivation 
of the moment generating function of the truncated, standardized-multivariate 
normal distribution. Following Tallis, let Z represent the frequency 
function of an arbitrary number of standardized normal variables with cor­
relation matrix R such that 
., x^; R) = z^(x^; R) = 
exp[-yX'R ^ x] 
where X is the column vector of the x . Represent the operator 
n 
as 
and assume selection is accomplished by discarding all x. < d^(i=l,2, 
n), such that 
• 9 
P(Xi > d^, Xg > dg, . . \ = Of, 
where or is the total fraction saved. It is then shown that 
n 
«E(Xj) = Pjj Z^(d.) Rj) (s,ij) 
where 
8 
n.. is the simple correlation between x. and x., 
1 J 
R. is the matrix of partial correlation coefficients of the x for 
J s 
Z^(dj) is the univariate normal ordinate at the truncation point, d^, 
" i s '  
and "E" denotes mathematical expectation. If we now let x^^^^ represent the 
aggregate genotype in standard measure and note that x^^^ is not subject to 
direct selection (i.e., d^^^ = -®), it follows that 
A"[CL = ' '"H "(n+D.J Zl(dj) Qn.l(Ajs: "j" / 
where 
is the expected change in H following independent truncation 
selection on the x^, 
and a is the standard deviation of the aggregate genotype. 
H 
This result depends upon the assumption that the x^ and H follow an (n+1) -
variate normal distribution. 
B. Selection by the Index Method 
The early work of Fisher (1936) on discriminant functions provides much 
of the theoretical framework for subsequent investigations relating to the 
construction of optimal selection indexes. In the discussions which follow, 
the term "selection index" will refer to a linear combination of observable 
measurements expressed by an individual or by his relatives which is used to 
estimate the individual's true genetic merit. It will be assumed that "true 
genetic merit" can be expressed linearly as 
9 
H - 2 a.g. » 
i ^ 
as defined previously. Thus the index can be written. 
I = S b. 
il 11 
where 
w^ is the observed performance in the i^^ trait, 
is the overall mean for the i^^ trait, 
and b^ is the index weight applied to the i^^ trait expressed as a devia­
tion from its mean. 
Smith (1936) first applied the index as a selection criterion in the 
field of plant breeding while Hazel (1943) pioneered its use in animal 
populations. Henderson (1963) discusses in some detail the construction 
and use of selection indexes. The criterion of "optimality" for the index 
is defined in terms of the accuracy with which the index estimates the 
aggregate genotype. Specifically, the terms "optimum" or "best" refer 
solely to that index for which the b^'s are determined such that the cor­
relation between the index and the aggregate genotype (R^^) is maximized. 
Henderson shows that maximizing leads to the following set of equations 
in the b^'s: 
"l <, + "2 °w,., + • • • + "n "w.w = 'w.H 4 ' "iH 
I L I in 1 
"1 + - - - + h* 4 ' "iH 
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"l + "2 'w,« + • • • + \ < = '» H 4  ^ "IH 
In 2 n n n 
where 
a® is the phenotypic variance of the trait, 
"i 
a is the phenotypic covariance between traits i and j, 
th 
a u is the covariance between the i trait and H, 
w^n 
is the variance of the index, 
and a is the covariance between I and H. 
In 
Since / a is common to all equations, its magnitude will not affect 
I In 
the proportionality of the weights or the value of and is conveniently 
chosen to equal unity. The equations then become, in matrix notation 
CB = G 
where 
C is the known variance-covariance matrix of the w^, 
B is an unknown vector of weights (tu), 
and G is the known vector of covariances between H and the 
Assuming C to be non-singular, the b^ are obtained as 
è = C'^ G 
and the "best" index (in the sense given above) is 
I = Ê' W, 
where W is the vector of deviations, (w^-p,^). Smith (1936) obtained a 
slmiler of eouatlons by maximizing the quantity, 
Assuming I and H to form a bivariate normal distribution, Henderson 
11 
(1963) also shows that the expected change in H following truncation 
selection on the index is 
"iH 'H 
where is the standardized selection differential of the index. Thus, 
for any given intensity of selection, maximizing also has the effect of 
maximizing improvement in H for one cycle of selection. 
C. Sire Selection and Genetic Improvement in Dairy Cattle 
Artificial Insemination (A.I.) has been widely characterized as a 
technique offering the opportunity to greatly increase the rate of genetic 
improvement in dairy cattle. A.I. offers both the ability to more 
accurately identify superior bulls and the potential to more intensely 
select from these bulls the sires of the next generation. Statistics 
reported by King £t al. (1970) indicate that in 1969 approximately 45 per­
cent of all dairy cows and heifers of breeding age were mated artificially 
to bulls maintained in artificial breeding studs. This figure represents a 
continuing upward trend in the use of A.I. stud bulls. 
It seems clear that a prerequisite for achieving the full potential of 
A.I. is the creation and use of a battery of truly superior sires. 
Robertson and Rendel (1950), assuming a breeding unit of 2,000 dairy cows 
and optimum use of progeny testing, found selection of the sires and dams 
of future A.I. bulls to account for 43 and 33 percent, respectively, of the 
total potential genetic in^rovement in milk production. Selection of the 
best young sires after progeny testing accounted for an additional 18 per­
cent of the potential gain. Skjervold (1967) reported these relative 
contributions to be 46, 24 and 24 percent, respectively, for populations of 
20,000 to 40,000 recorded cows in Norway. 
These studies indicate that if the parents of potential A.I, sires are 
intensely selected and following this, the elite (based on progeny test re­
sults) among the prospective sires are returned to service, nearly all the 
potential genetic improvement in milk production is attainable. However, 
evidence exists which suggests that, in the United States, procedures for 
breeding superior sires for use in A.I. have been less than optimal. 
McDaniel (1968), summarizing the results of Bumside and Legates (1967), 
Arave et al. (1964) and Van Vleck and Henderson (1961), concluded that for 
the 15 years preceding 1968, the genetic improvement in the mean milk pro­
duction of the American cow population amounted to only about 0.58 percent 
per year. This is in contrast to an estimated potential 2.0 percent per 
year projected by Robertson and Rendel (1950). McDaniel's own findings in­
dicated that approximately 37 percent of the proven bulls in active A.I. 
service as of January 1, 1968 were expected to transmit below breed average 
milk production. 
Lytton ejt a^. (1968) examined the United States Department of Agri­
culture (U.S.D.A.) sire evaluation files in an effort to determine the 
actual contribution of sire selection to genetic improvement in dairy 
cattle. Included in the study were 527 sires of 1,503 Holstein sons avail­
able through A.I. organizations during the period 1945 to 1960. The average 
U.S.D.A. predicted differences (milk and fat) for sires of bulls entering 
A.I. service during this period was found to be zero. This indicates that 
essentially no effective selection for milk or fat yield was practiced 
among the sires of A.I. Holstein bulls for the total period, 1945 to 1960. 
13 
However, the time trends in the data were more encouraging. Over all years, 
the regression of sire's proof on son's year of birth amounted to 10 kg. per 
year. Freeman (1971)^ noted a similar trend in the A.I. bulls routinely 
available to Iowa dairymen. Bulls available in September 1967 were found 
to have an average predicted difference for milk of 74 kg. For bulls 
available in January 1971, the average predicted difference had increased 
to 174 kg. of milk. Hopefully these results suggest a growing awareness of 
the importance of using only the best (in terms of yield) of the current 
crop of bulls to produce sons for future use in A.I. 
Walton (1970) reported average predicted differences of 385 and 27 kg., 
for milk and fat respectively, for sires of sons sampled by American 
Breeders Service from 1963 to 1970. In addition, the dams of these sons 
exceeded their herdmates by an average of 1658 and 64 kg. of M.E. milk and 
fat, respectively. 
Freeman (1970) presented a similar discussion of the pedigree selection 
and sanpling program ençloyed by New York Artificial Breeders Cooperative 
during the years 1959 to 1965, An average predicted difference of 162 kg, 
of milk was computed for the sires of sons sangled by this organization. It 
should be noted that this predicted difference was calculated in retrospect, 
using the most recent available proof of the sire, while those of Walton 
were computed at the time the son was sançled. 
Van Vleck (1969) estimated in retrospect the emphasis placed on the 
performance of various relative groups for 541 special matings (to produce 
1 
'Freeman, A, E,, Department ot Animal Science, Iowa SlaLe University, 
Ames, Iowa. Bulls available to Iowa dairymen. Private communication. 
1971. 
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bulls for progeny testing) contracted by Eastern Artificial Insemination 
Cooperative. Analysis of those matings for which both sire and dam per­
formance information was available revealed that the daughters of sires 
selected for special mating exceeded their herdmates by an average of 447 
kg. of milk. Dams selected for special matings were on the average superior 
to their herdmates by 2,100 kg. of milk. (All records were expressed on 
a 2 times-a-day, 305-day, mature-equivalent basis). 
Flock (1969) conducted a study involving 1,113 sons bom in a single 
calving season to registered Iowa Holstein cows. His results showed the 
estimated breeding value of dams whose sons were retained for breeding in 
private herds, to average only 0.35 standard deviations above the mean of 
all dams. The author points out that this corresponds to saving replacement 
bulls at random from the top 80 percent of all registered cows. It is in­
teresting to note the contrast between these results (for private herds) and 
those presented by Walton (1970) and by Van Vleck (1969). 
15 
III. MATERIALS AND METHODS 
A. Expected Response to ICL Selection 
A mathematical expression for the expected genetic response to ICL 
selection was obtained using the moment generating function of the truncated, 
standardized, multivariate-normal distribution derived by Tallis (1961). 
Consider the case in which it is desired to simultaneously select for im­
provement in n traits, w^ (i=l,2, . . ., n) with means standard devia­
tions and correlation coefficients, p.^. Let the standardized traits be 
represented as 
*i ^ 
and assume the total merit of an individual can be expressed as 
n 
H = 2 a.g, 
i=l ^ ^ 
with E(g^) = 0 and 
"n+l = " / °H-
Selection is accomplished by discarding all w^ < D^ (or all x^ < d^, where 
d. = (D.-p.) / a.) for i < n, such that P(w. > D., w. > D , . . ., w > D ) = 
1 1 X 1  ~ ~  i  i  6  z  t i n  
a, the total fraction saved. If it is now assumed that the x^[i=l, 2, . . ., 
(n+1)] follow a standard, (n+1) - dimensional normal distribution, the 
expected value of any x^ following truncation selection can be obtained. In 
this case, since selection is directly practiced on only the first n of the 
(n+1) traits, the expectation is 
16 
n 
&E(x i)=^ï^p.. R.) (sMi) 
. th 
where all terms have been previously defined. 
The quantity E(x^), for i < n, represents the expectation of the i' 
standardized trait following selection and is therefore, in actuality, the 
standardized selection differential of w^. The expected value of x^^^^ is 
of special interest since, by definition. 
AHiCL = = (*H ' *) ^ ^ (n+l),j Zl(dj) Vl^^js' Kj) ( 1 )  
(again for s^j) where represents improvement in H following ICL 
selection. 
It is also possible to express the expected change in H as a function 
of the standardized selection differentials (S^) of the n traits. To do 
this, it will first be convenient to write the system of equations in matrix 
notation as 
(vS = R 9 
P 
where Œ is a scaler as previously defined. 
S= 
S L nj 
R = 
P 
12 
12 • • • ^In 
2n 
J i n  P i n  '  
and 
17 
{ Vl (Als! 
e=y 
I ^l"n> Vl <\s' 
Also, 
(\+i) = ^  ® 
where 
1^= 
(n+1), 1 
(n+1), 2 
(n+1), n 
It follows that 
" <vi> - s 
or 
AH ICL ^ % S 
provided r"^ exists. 
P 
(2) 
18 
B. Expected Response to Index Selection 
Suppose index selection is used to simultaneously improve the same n 
traits considered for the ICL method. The traits are standardized as before 
(i.e., x^ = (w^-ti^) / a^) so that an index of the form 
is computed for every individual. The aggregate genotype (H) is identical 
to that assumed in the ICL case. 
Henderson (1963) has shown that when the are known, the index weights 
maximizing both R , and the expected improvement in H from selection, are 
XH 
found by solving 
CB = G 
where 
C is the variance-covariance matrix of the w^ 
B is an unknown vector of weights, b^ 
and G is the vector of covariances between H and the w^. 
If the n traits are expressed in standard measure rather than in their 
original units, the variance-covariance matrix, C, is transformed to a 
correlation matrix, R^, and each element of the vector G is weighted in­
versely by its phenotypic standard deviation. This transformation can be 
represented in matrix notation as 
TCTB = TG g 
where B^ is the vector of weights for standardized traits and 
19 
T= 0 i 
0 0 
Since for the original variables, CB = G, 
Êg = (TCT)" TCê 
— 1 — 1 — 1 /> 
= T C T TCB 
-1 
= T % . 
Also, 
RiH = Gov (IH) / aj (T^ 
= Ê' G / VFcl a, 
H 
= Ê' C Ê / VÊ'C 6 ajj 
= Vè'c Ê / a , 
H 
and 
„ = fi T G / Vfi' T C T ê a 
X ri S S S ri 
S 
= 8' T"^ T G / y§' T"'" T C T T"^ Ê 
= B' G / Vê' C 6 a, 
H 
= VF~cT/ 
H 
20 
H *IH 
s 
where R and R are the correlations between H and the index in original 
IH IgH 
units and standard units, respectively. Thus, standardization of the w^^ 
has the effect of expressing each bj^ in units of but has no effect on 
R or on AH , since 
in I 
° "iH "H • 
where is the standardized selection differential of the index. It may be 
further noted that the equations using standardized traits, i.e., 
TCTB = TG 
s 
or 
R B = TG, 
P s 
can be written as 
' 'Si "H-
where R^ is as defined in the ICL case. Solving (3) gives 
-1 
provided R^ exists. If I and H follow a bivariate normal distribution, 
then 
AH = EfH/T\ =11 + h Ct - ^ est 
i • ' Tl HI ' '"I' 
where 
21 
AHj. is the expected improvement in H following index selection, 
E(H/I) is the conditional expectation of H given I, 
is the mean of H, 
is the regression of H on I, 
I is the mean index of selected individuals, 
and |j,j is the overall mean of the index. 
Since = 0, b^^ = 1 and (I - (5) can be written as 
AHi = 
s 
or 
AH^ = S VB R Ê (6) 
I I s p s 
C. Comparison of AH^ and 
The purpose of this section is to present a theoretical comparison of 
the expected genetic consequences of optimum index and ICL selection. A 
number of formulas given previously will be rewritten in slightly modified 
form to facilitate this comparison. The modified equations will in all 
cases be algebraically equivalent to those presented earlier. 
Solution of (3) determines the bu's such that AH^ is maximized. How­
ever, no such condition is implied in the solution of (2) for Thus, 
before an appropriate comparison of the index and ICL selection methods 
can be made, it will first be necessary to determine the culling levels 
which maximize 
Assuming truncation selection to occur In a multivariate normal popu­
lation, the culling levels applied to each trait may be expressed equally 
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well in terms of the standardized points of truncation, d^ (corresponding 
to the proportion of animals saved, p^^) or in terms of the standardized 
selection differentials, S^, Note that is expressed alternately as a 
function of the values d^ and in formulas (1) and (2), respectively. 
In general, solution for the optimum culling levels in the case of 
correlated traits of unequal importance requires an iterative procedure. 
("Trait importance" will be precisely defined in subsequent discussion.) 
Different values of d^ or S^, subject to the restriction that 
, 00 y 00 
/
oo ^ r 
a J a / '  V d  "  
are substituted into equations (1) or (2), respectively, until the combina­
tion maximizing AH^^^ is found. 
Once the optimum culling levels are determined, one may proceed by re­
writing equation (2) as 
*ICL "H p AH,_ = S R_" Ry 
Substituting from (4), it is seen that 
'«ICL = 
that is, the expected improvement in H resulting from ICL selection is a 
function of the standardized selection differentials for each trait and the 
optimum index weights. Since 
= S VB' R T , 
I I s p s ' 
the efficiency of the index method relative to the ICL method can be 
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expressed as 
RE = Vê' R 6 / s' ê 
l a p s  s 9 
(7) 
or alternately, substituting from (4) 
** = =1 Jsh «H / s' «« - ( 8 )  
D. Simultaneous Selection for Two and Three Traits 
The iterative procedure for obtaining those culling levels which 
is straight-forward but tedious. The computational procedure 
requires examination of a large number of possible truncation points for 
each combination of trait importance, total level of culling and phenotypic 
correlation and is therefore costly when done by electronic computer. The 
cost increases rapidly as additional traits are included in the analyses. 
The procedure is further complicated by the fact that each set of culling 
points examined must be consistent with the total level of culling, a. 
Thus, a large number of n - variate normal probabilities must be calculated 
for each combination of variables mentioned above. 
For these reasons, the comparison of the index and ICL methods of 
selection was made reasonably general only in the case of two correlated 
traits. Even in this instance, the generality was restricted to the exam­
ination of four levels of relative trait importance, five values for the 
phenotypic correlation and seven levels of total culling. Analysis in the 
case of three correlated traits was limited to a number of specific examples 
uiiuugxii. uu uc jLi.j.uauLa(.xvu ux sexeccxon aecisions encouncerea in aairy 
populations 
For the case of two standardized traits, x^ and x^, with x^ = H / 
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formula (1) reduces to 
AH 
ICL 
= z^(d^) [(dj-Ppdj^) / Vl-p2] + 
P32 Wl^<V'p''2>/^p" 
where 
p^. is the correlation between and x^, 
is the phenotypic correlation between traits 1 and 2, 
Q^[t] is a univariate normal integral from t to infinity, 
and Z^(d^) is the univariate normal ordinate at the standardized truncation 
point, d^. 
Formula (9) can be rewritten as 
AH 
ICL = ['1 Zl(V Qi UVPp^ i) +'2 ZiCd;) 
/ Vl-Pp]] / or (10) 
with 
=*1^1 "1 + Pghl*2h2 "2-
'2 =*2^ 2 "2 + Pgh2*lhl '1 
and where 
a® is the genetic variance of trait 1, 
Gl 
^g^gg is the genetic covariance between traits 1 and 2, 
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h. is the square root of heritability for trait i, 
p is the genetic correlation between traits 1 and 2, 
and all other terms are as defined previously. For the case of uncorrelated 
traits, Hazel and Lush (1942) defined the relative importance of the i*"*^ 
trait as 
* ,2 r. = a hi a.. 
1  1 1 1  
It can be seen that the quantity r^ is the sum of the relative importance of 
the i^ trait defined by Hazel and Lush (1942) for uncorrelated traits plus 
an additional term which is a function of the genetic correlation between 
the two traits. Further, by definition, 
^i = 'H Phw. 
1 
where p^^ is the correlation between trait i and the aggregate genotype. 
Since the a., h^, a. and p affect AH solely as components of r., 
X X X  2  X L i L  X  g 
it is sufficient to specify only the values of r. in computing AH 
ICL 
Furthermore, since a, p^ and the points of truncation (dL) are determined 
independently of the r^, it is necessary to consider only the relative 
magnitudes of the r^ in obtaining the set of d. which maximize AH^^^ for a 
given combination of and a. In other words, while the absolute magnitude 
of the maximum AH^^^ is affected by the specific values of r^, the set of d, 
which lead to this maximum for given p^ and or, is affected only by the 
relative values of r. to r. (i^g). Thus, for the case of two traits, r_ can 
1 J z 
be conveniently chosen to equal unity (and r^ expressed relative to r^) to 
obtain the set of culling levels maximizing AH^^^. 
Paired values of d^ and d^ which maximize AH^^^ when truncation 
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selection is practiced on two traits, were computed for all combinations of 
seven total culling levels (a), six phenotypic correlations (p^) and four 
ratios of r^^ to r^. The method of solution involved substituting into (10) 
values of d^ and d^ satisfying 
/ d / d "2' Pp) ''"l ° " 
and iteratively finding the maximum The standardized bivariate 
normal integral (or) was computed by the method of Owen (1956). This method 
is discussed in Appendix I. 
The procedure for obtaining the relative efficiency of index to ICL 
selection is facilitated by first expressing AH^ in terms of the r^. For 
the general case of n traits, one may substitute from (4) into (6) to obtain 
Since 
- (1 / "h' \ 
where 
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AH^ = VR' R"^ R. . (II) 
I I t p t 
In the case of two traits, 
AHi = V(r% + 1= - 2 Pp r^rp / (1-P=) . 
Relative efficiency can now be written as 
/ A"lCL 
« Si ^ <4 + 4 - ^ Pp '1^2) / 
^1 ^l^^l^ ^1 (*12^ ^2 ^2(^2) ^ 1 (*21) 
where 
(12)  
A.. = (d.-p d ) / Vl-p^ . 
ij J P 1 P 
Relative efficiency of index to ICL selection was computed from (12) for 
the various combinations of cv, p^ and ratios of r^ to r^. 
For the case in which ICL selection is practiced for simultaneous im­
provement in three correlated traits, formula (1) becomes 
" '•^1 ^2 (*12' *13' P23.1) ^2 Q2 (*21* ^23' ^ 13*2^ 
+ rg ^^^(d^) Qg (*31* *32' Pl2'3^^ ^ 
with 
'i = \ "gy "i '«J • 
< — J \ / */1 -2 
"ij '"j ^ij^i' ' '""'ij ' 
and where 
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Z^(d^) is the univariate normal ordinate at the truncation point d^, 
Q2 (A^j, is the integral from and to infinity of 
the standardized bivariate normal distribution 
with correlation Pjj^. 
a  i s  the total fraction saved (a trivariate normal integral), 
p . is the partial correlation between x, and x., 
1J • K 1 J 
p^j is the simple correlation between x^ and x^, 
p is the genetic correlation between x. and x, 
®ij ^ ^ 
and where h., a and a. are defined as before. 
1 w^ 1 
For reasons previously noted, examination of ICL selection for three 
correlated traits was limited to eight specific exan^les. These examples 
were constructed to be generally descriptive of certain selection decisions 
encountered in dairy cattle breeding. However, their primary purpose was 
to illustrate the procedures involved in computing the maximum expected 
genetic improvement from ICL selection and in determining the efficiency of 
the ICL method relative to index selection. 
Three "trait groups", each consisting of two production traits and one 
type trait were examined, each at two levels of total culling (99 and 25 
percent, respectively). The two production traits in each of the three 
groups were yield of milk and fat expressed as a deviation from herdmates. 
Of course, various other measures of production could have been used. The 
deviation from herdmates was chosen as a convenience since estimates of the 
phenotypic and genetic parameters associated with this particular measure of 
production were readily available in th<» literatur*. 
The type traits included in trait groups 1, 2, and 3, respectively, 
were overall classification score (on a 0 - 100 point basis), mammary system 
29 
score and score for feet and legs (the latter two on a 0 - 5 point basis). 
Average figures reported in the literature for the Holstein breed were 
used as estimates of the required phenotypic and genetic parameters for the 
cases considered. An average milk price and test differential were employed 
in determining the gross economic values of milk and fat production. Gross 
economic values were utilized due to the lack of information regarding net 
values. Reliable information regarding the economic value of various type 
traits is extremely difficult to obtain. Bàylfey e^ al. (1961) estimated 
that overall type may range in value from 1/3 the value of milk production, 
for producers relying heavily on the sale of animals for dairy purposes, to 
no more than 1/20 the value of milk production for producers making few or 
no such sales. Thus, for the cases considered here, the economic values for 
all type traits were assigned to be alternately 1/3 and 1/20 the value of 
milk production, on a standard deviation basis. These two values were in­
cluded with each of the six combinations of trait groups and total culling 
levels to yield a total of twelve cases examined. However, since the param­
eters obtained from the literature for scores of mammary system and feet and 
legs were essentially identical, the number of unique cases reduced to eight. 
Various values of d^, d^ and d^ satisfying 
^2' ''3: Pl2' fu' P23) ''-1' d%2' "'"s ° " 
-1 -2 <=3 
were substituted into (13) along with the appropriate genetic, phenotypic 
and economic parameters to determine the maximum for three trait 
selection. Formula (11) was used to obtain the expected response to index 
selection, which was then compared with AH^^^ to determine the relative 
/ /:/ 
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efficiencies of the two methods. The standardized trivariate normal integral 
(cy) was computed by the method of Steck (1958). This method is discussed in 
Appendix II. 
E. Source and Analysis of Data 
One purpose of this study was to relate the use of index and ICL 
methods of selection to the specific case of special matings in Holstein 
cattle. The term "special mating" refers to the selection and mating of 
particularly outstanding sires and dams in hopes of producing outstanding 
sons to sire future generations. Outstanding daughters can, of course, be 
obtained in the same manner. However, the ability to artificially breed 
many thousands of cows to a single bull makes the selection of sires the 
key to genetic improvement in the population. 
Accurate data describing the techniques and procedures by which future 
sires are produced is necessary in order to assess the extent to which the 
potential for genetic improvement from sire selection has been realized. 
The only sufficiently large sources of such data were the A.I. organizations 
themselves. For this reason, a request for pedigree and performance data on 
young Holstein bulls chosen for progeny testing was made to ten major A.I. 
studs located throughout the country. Of these ten, seven supplied the data 
used in this study. 
The young bulls chosen for progeny testing included both bulls produced 
through a systematic special or contract mating program and those purchased 
outright by the stud on the basis of pedigree, appearance, a natural proof, 
etc. The data requested included production and type information, available 
at the time of special mating, on the sires and dams of all young bulls 
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which were progeny tested by the particular stud during the years 1960 to 
1970. Similar information was requested on the young bulls themselves if 
sufficient time had elapsed for such to become available. 
The nature of the data available from the various studs ranged from a 
simple list of pedigrees for the progeny tested young bulls, to a complete 
set of the information requested. Even in the latter case, the nature of 
the information compiled by the studs changed over the 11 years covered in 
the analysis. For example, in the case of production information for sires 
of young bulls, many studs used values published in the United Stated Depart­
ment of Agriculture (U.S.D.A.) sire summary lists. Since the sire evaluation 
techniques employed by U.S.D.A. changed several times during the years in­
cluded in the study, the production data supplied for sires represented a 
diverse array of information, making comparisons over time of questionable 
value. Further compounding this problem was the fact that some studs 
supplied sire evaluations computed by their own methods (generally quite 
similar to the U.S.D.A. methods, however), while still others supplied 
none at all. Similar difficulties were encountered in the data on dams of 
young bulls. 
In an atterrit to avoid as many of these difficulties as possible, the 
decision was made to use the average daughter deviation from the adjusted 
herdmate average (for milk and fat) as the basic measure of a bull's per­
formance, and the average déviation from herdmates (for milk and fat) as the 
basic measure of a cow's performance. These measures were chosen in pref­
erence to any of the various regressed estimates of performance (supplied 
by specific studs and computed by U.S.D.A.) since several different regres­
sion factors were used during the time period spanned by the data. Regres­
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sion of these quantities for variation in numbers of records included in the 
mean deviations was accomplished (using a consistent regression factor dis­
cussed subsequently) during the course of analysis. The herdmates of a cow 
include all other cows, except paternal sisters, calving in the same herd, 
year and season as the cow in question. The production of herdmates, so 
defined, was used in computing the herdmate average. The adjusted herdmate 
average (A.H.M.A.) is then computed, considering the number of herdmates, as 
A.H.M.A. = |i + (HM - p) 
where 
p, is some general mean, 
n is the number of herdmates 
and HM is the herdmate average. 
It should be noted that the U.S.D.A. method of computing the A.H.M.A. also 
changed over the years included in the analysis. The change involved an 
alteration in the general mean (p,) about which the deviation is measured. 
This general mean was changed early in 1965 from a breed-season mean to a 
regional-breed-year-season mean. This change was felt to be of minor im­
portance and hence was ignored. 
For cases in which deviations from the A.H.M.A. were regressed, a 
single regression factor was used uniformly across all data. The regression 
coefficient used for n records was n / (n+20) which corresponds to a herit-
ability of single deviated records of 0.19. This regression assumes that 
there exists no environmental correlation between the records of a sire's 
daughters located in the same herd. This assumption was forced due to the 
lack of information concerning the distribution of a sire's daughters across 
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herds. However, its effect on any results should be quite small since the 
sires used in special matings generally had many daughters in many herds. 
In addition, the regression factor currently used by U.S.D.A. to account 
for average genetic differences between herds (0.10) was included in com­
puting the quantity which will hereafter be referred to as the average 
regressed daughter deviation. Algebraically, 
D = [(d - A.H.M.A.) + 0.1 (A.H.M.A. - B)] 
where 
D is the average regressed daughter deviation, 
d is the average production of a sire's daughters, 
B is the breed average production 
and all other variables are as defined previously. Breed average production 
figures were obtained from U.S.D.A. sire summaries. 
The basic measure of production for the dams of young bulls was the 
average deviation of the dam's records from those of her herdmates, where 
both were adjusted to a twice-a-day milking (2x), mature-equivalent (M.E.), 
305-day lactation (305-day) basis. Four studs supplied production informa­
tion on the dams of young bulls for all, or the majority of their special 
matings. One stud furnished this information for only a small number of 
its matings, while two studs included no production information on dams. 
For cases in which a dam's average 2x, M.E., 305-day deviation from herd-
mates was regressed to account for the number of records in the average, 
the regression factor used was 
nh= 
1 + (n-1) t 
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where 
n is the number of records on the cow, 
h^ is the heritability of single record deviations (assumed to be 0.19) 
and t is the repeatability of such records (assumed to be 0.50). 
The data requested was restricted to that information available to the 
stud at the time the decision was made which effectively committed the stud 
to the progeny testing of a particular young bull. For a specific young 
bull, this could conceivably be as early as the decision to special mate a 
particular sire and dam (made perhaps a year or more prior to the birth of 
the young bull). On the other hand, the time of decision could occur con­
siderably after the young bull's birth as, for example, in the case of bulls 
purchased outright by the stud. 
For cases in which a particular stud was unable to supply a sire's 
average daughter deviation and no time of decision was indicated, the U.S.D.A. 
sire summary list nearest the birth date of the young bull was used to obtain 
this information. In all cases the sire of the young bull was found to be 
summarized within one year of the young bull's birth date. This time was 
chosen as somewhat of an average of the possible times at which the decision 
to progeny test a young bull could be made. 
All production information on the dams of young bulls was supplied by 
the studs since no other source of such data was readily available. In some 
instances, only the dam's actual production (and in some cases for selected 
records) was supplied. Such data was not used. 
Progeny test information for production traits of the young bulls was 
obtained from the latest U.S.D.A. sire summary in which the young bull was 
listed (ARS 44-217, July 1970 for almost all cases). However, for the 
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majority of young bulls, sufficient time had not elapsed for a production 
proof to have become available. 
Type traits included in this study were overall classification score 
for sire, dam and young bull as well as the "difference from expectancy", 
as computed by the Holstein Friesian Association of America (H.F.A,), for 
sires and for young bulls. In most instances, the studs supplied numerical 
classification scores. However, where only classification grade was fur­
nished the following numerical scores were assigned: Excellent - 90; very 
good - 87; good plus - 82; good - 75, 
Difference from expectancy (D/E) is essentially a daughter-dam com­
parison in which the classification scores of a sire's daughters and mates 
are expressed as a percentage of the breed average classification score for 
the particular age group which they represent. Since H.F.A. summaries were 
not available for the years prior to 1967, D/E for sires involved in special 
matings prior to this date were stud-supplied. For matings made subsequent 
to 1967 in which a stud failed to indicate a sire's performance for this 
trait, the information was obtained from the H.F.A. summary nearest the birth 
date of the son in which the sire was listed. The D/E for sons, if not 
furnished by the studs, was obtained from the latest H.F.A. summary in which 
the son was listed. 
Data supplied by the various studs also included the number of daughters 
for each sire, number of records per daughter, birth dates of sires and sons, 
and information regarding the disposal of young bulls during or following 
progeny testing. Disposal information was used in estimating the amount of 
additional selection practiced among young bulls after their progeny test 
results, or proof, became available. Selection on the proof of young bulls 
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is contrasted with the pedigree selection previously discussed, and will be 
referred to as second-stage selection. The disposal categories were, (1) 
died prior to second-stage selection, (2) selected to enter the active stud, 
(3) culled on the basis of production proof, (4) culled on the basis of own 
type, (5) culled on the basis of daughters' type, (6) culled for poor semen 
production or quality, (7) culled on a combination of daughters' type and 
production and (8) culled for other reasons. Included in the final category 
were young bulls culled for reasons of disease, injury, severe physical 
abnormalities, undesirable recessives, etc. 
The data were first summarized in an effort to generally portray the 
intensity of selection applied by the various studs in choosing the sires 
and dams of potential A.I. bulls. The percentage of young bulls falling 
into the various disposal categories was determined for the cases in which 
this information was available. In addition, the intensity of second-
stage selection was examined for the limited number of proven sons. Finally, 
the length of time between the birth of each sire and the birth of his son 
was computed as an estimate of the sire-son generation interval applicable 
to special matings. 
Differences among studs and among years for the various traits were 
investigated using a cross-classification model of years and studs. Alge­
braically, the model used was 
"ijk = w. + + sj + (ys)y + 
where 
w... is an observation made on the individual (sire, dam or son) 
IJK 
in the j stud and i^^ year. 
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p is the overall mean, 
is an effect common to all observations made in the i^ year, 
Sj is an effect common to all observations made in the jstud, 
(ys)^j is an effect common to all observations made in the i^^ year 
, ,th ^ , 
and j stud 
and e^j^ is an effect peculiar to the observation made in the i^^ 
, ,th 
year and j stud. 
All terms in the model except e^j^ were considered to be fixed effects. The 
term e^^^^ was assumed to be a normally distributed random variable with mean 
zero and variance o®. 
e 
The analysis of variance appropriate to this model was computed by first 
partitioning the total variability of the w... on a within and between stud-ij k 
year subclass basis (step 1). The least squares method of fitting constants 
was then used to fit the main effects of years and studs (step 2). The 
year-by-stud interaction sums of squares was obtained as the difference be­
tween the residual sums of squares after fitting main effects (in step 2) 
and the within year-stud sums of squares (in step 1). The within year-stud 
mean square was used as an estimate of 
Traits included in the above analysis were the average regressed 
daughter deviations for milk and fat, D/E and classification score, in the 
case of sires and sons, and the regressed deviations from herdmates for 
milk and fat and classification score, for dams. The sire-son generation 
interval was also included. 
Dickerson, et al» (1954) described a method of computing, in retrospect, 
the average index weights actually used in selection. It was shown that the 
actual weights used can be obtained by substituting for the vector G in the 
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index normal equations discussed previously, the vector of selection dif­
ferentials actually achieved. Where the index represents a weighted func­
tion of standardized traits, the vector substituted for G (in the standard­
ized equations) is the vector of standardized selection differentials (i.e., 
the vector S in (2)). Allaire and Henderson (1966) more precisely formu­
lated this procedure in matrix notation. Their approach was to maximize 
the correlation between the hypothesized index and the actual selection 
criterion (assumed to be linear). The latter contains a term representing 
a collection of unspecified factors not Included in the hypothetical index, 
but which may, in actuality, have affected selection decisions. 
Following Allaire and Henderson (1966), suppose the criterion upon 
which selection was actually practiced can be represented as 
k 
P = 2 b. x. + A 
i=l 1 
where 
P is the selection criterion, 
x^ is the standardized phenotypic record on the i^ trait, 
b^ is the weight applied to x^ 
and A is the collection of all remaining terms Involved in selection. 
The index 
k r  
is constructed in retrospect such that the correlation between and P 
(p^ p) is maximized. Determination of the index weights in retrospect (bf) 
'r' 
such that p is maximized, is accomplished by solving. 
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R B = S 
P r 
where 
is a KxK matrix of phenotypic correlations (as before), 
is a Kxl vector of average weights 
and S is a Kxl vector of standardized selection differentials. 
The selection indexes used in choosing sires and dams for special 
mating were computed in retrospect, separately for sires and dams, for 
each stud and for all studs combined. In the case of sires, two indexes 
were computed. The first contained the sire's average daughter deviation 
from the A.H.M.A. for milk and fat and the sire's D/E, while the second 
included the same production traits along with final classification score. 
For dams, the single index computed contained the cow's average deviation 
from herdmates for milk and fat, and overall classification score. 
Population means for all traits expressed as deviations (including 
D/E) were assumed to be zero. The means for other traits, and all standard 
deviations, were obtained from sources independent of the present data set, 
since the latter represented a highly selected group of individuals. 
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IV. RESULTS AND DISCUSSION 
A. Simultaneous Selection for Two Correlated Traits 
Culling levels maximizing expected genetic response to ICL selection 
for two traits are presented in tables 1 and 2. In table 1 the culling 
levels are expressed as standard normal deviates, while in table 2 the 
identical culling levels are expressed as the proportion of individuals 
retained after selection. 
The degree of accuracy was limited to a single decimal place in table 1 
and to two decimals in table 2,due to the pronounced inelasticity of the 
response curves in the area of the maxima (i.e., the curves were 
"flat-topped"). For example, ten percent change in the optimum levels of d^, 
in general,produced changes in of about one percent or less. 
Optimum culling levels (i.e., those maximizing were found to be 
functions of the total fraction of animals selected (TPS), the phenotypic 
correlation (p^) and the importance of the traits examined. The importance 
of the i^^ trait (r\) was defined for the case of two correlated traits as 
"•i ° "i "I "i + Pg "i "j "j "j "'j 
where all terms are as previously defined. This represents an expansion of 
the definition of in^ortance used by Hazel and Lush (1942) and by Young (1961) 
for uncorrelated traits. These authors defined importance as 
*  , 2  r. = hj . 
The expanded definition (r^) contains r* plus an additional term which is a 
function of the genetic correlation between the two traits. Hazel and Lush 
Table 1. Culling levels (expressed as deviates) maximizing AH for selected combinations of total 
culling, trait importance and phenotypic correlation 
Percent saved 
0. 01 0. 05 0. 10 0. 25 0.33 0. 50 0. 75 
d d„ d. d„ d. d„ d. d^ d. d„ d. d. d. d^ 1 2 1 2 1 2 1 2 1 2 1 2 1 2 
-0.50 0.8 0.8 0.4 0.4 0.2 0.2 -0.2 -0.2 -0.3 -0.3 -0.6 -0.6 -1.1 -1.1 
-0.25 1.1 1.1 0.6 0.6 0.3 0.3 -0.1 -0.1 -0.3 -0.3 -0.6 -0.6 -1.1 -1.1 
0.00 1.3 1.3 0.8 0.8 0.5 0.5 0.0 0.0 -0.2 -0.2 -0.5 -0.5 -1.1 -1.1 
0.25 1.5 1.5 0.9 0.9 0.6 0.6 0.1 0.1 -0.1 -0.1 -0.5 -0.5 -1.1 -1.1 
0.50 1.7 1.7 1.1 1.1 0.8 0.8 0.2 0.2 0.0 0.0 -0.4 -0.4 -1.0 -1.0 
-0.50 1.1 0.5 0.6 0.1 0.4 — 0.1 0.0 -0.4 -0.1 -0.6 -0.4 -0.9 -0.9 -1.5 
-0.25 1.5 0.6 1.0 0.2 0.7 -0.1 0.2 -0.5 0.0 -0.6 -0.3 -0.9 -0.9 -1.5 
0.00 1.8 0.6 1.2 0.2 0.9 -0.1 0.4 -0.5 0.2 -0.7 -0.2 -1.0 -0.8 -1.7 
0.25 2.0 0.6 1.4 0.1 1.1 -0.2 0.5 -0.7 0.3 -0.8 -0.1 -1.2 -0.7 -1.9 
0.50 2.3 0.3 1.6 -0.3 1.2 -0.4 0.7 -1.1 0.4 -1.4 0.0 -1.8 -0.7 -2.4 
-0.50 1.3 0.3 0.8 0.1 0.6 -0.3 0.2 -0.6 0.0 -0.8 -0.3 -1.1 -0.8 -1.8 
-0.25 1.7 0.3 1.2 -0.2 0.9 -0.4 0.4 -0.7 0.2 -1.0 -0.2 -1.2 -0.8 -1.9 
0.00 2.0 0.2 1.4 -0.3 1.1 -0.5 0.5 -1.0 0.3 -1.2 -0.1 -1.6 -0.7 -2.2 
0.25 2.3 -0.3 1.6 -0.7 1.2 -1.0 0.6 -1.5 0.4 -1.8 0.0 -2.1 -0.7 -2.6 
0.50 2.3 -1.7 1.6 -2.6 1.3 -2.6 0.7 -2.4 0.4 -2.6 0.0 -2.6 -0.7 -2.6 
^Phenotypic correlation. 
Table 1. (Continued) 
R=2.5 
Percent saved 
0.01 0.05 0.10 0.25 0.33 0.50 0.75 
p d. d. d. d. d. do d. d. d. d„ d. dn d. do p 1 2 1 2 1 2 1 2 1 2 1 2 1 2 
-0.50 1.4 0.1 1.0 -0.3 0.7 -0.4 0.3 -0.8 0.1 -1.0 -0.3 -1.2 -0.7 -2.1 
-0.25 1.8 -0.1 1.3 -0.4 0.9 -0.5 0.5 -1.0 0.3 -1.2 -0.1 -1.5 -0.7 -2.2 
0.00 2.1 -0.2 1.5 -0» 7 1.2 -0.9 0.6 -1.4 0.4 -1.6 0.0 -2.0 -0. 7 -2.6 
0.25 2.3 -1.2 1.6 -1.9 1.3 -2.3 0.7 -2.4 0.4 -2.6 0.0 -2.6 -0.7 -2.6 
0.50 2.3 -1.8 1.6 -2.2 1.3 -2.6 0.7 -2.6 0.4 -2.6 0.0 -2.6 -0.7 -2.6 
0.50 1.5 -0.1 1.1 -0.4 0.8 -0.6 0.3 -0.9 0.1 -1.0 -0.2 -1.4 -0.7 -2.3 
0.25 1.9 -0.2 1.3 -0.6 1.0 -0.7 0.5 -1.2 0.3 -1.3 0.1 -1.8 -0.7 -2.6 
0.00 2.2 -0.6 1.6 -1.0 1.2 -1.2 0.6 -1.8 0.4 -1.9 0.0 -2.4 -0.7 -2.6 
0.25 2.3 -1.6 1.6 -2.4 1.3 -2.4 0.7 -2.6 0.4 -2.6 0.0 -2.6 -0.7 -2.6 
0.50 2.3 -2.4 1.6 -2.4 1.3 -2.6 0.7 -2.6 0.4 -2.6 0.0 -2.6 -0. 7 -2.6 
Table 2. Culling levels (expressed as the fraction of individuals saved) maximizing for selected 
combinations of total culling, trait importance and phenotypic correlation 
Percent saved 
0. 01 0. 05 0. 10 0. 25 0. 33 0. 50 0. 75 
Pp Pi P2 Pi P2 Pi P2 Pi P2 Pi P2 Pi P2 Pi P2 
0.50 .21 .21 .34 .34 .42 .42 .57 .57 .63 .63 .74 .74 .87 .87 
0.25 .15 .15 .28 .28 .37 .37 .54 .54 .61 .61 .72 .72 .87 .87 
0.00 .10 .10 .22 .22 .31 .31 .50 .50 .57 .57 .70 .70 .87 .87 
0.25 .07 .07 .17 .17 .27 .27 .46 .46 .54 .54 .68 .68 .86 .86 
0.50 .04 .04 .13 .13 .22 .22 .41 .41 .50 .50 .65 .65 .85 .85 
0.50 .13 .32 .26 .46 .33 .53 .48 .67 .55 .72 .66 .82 .82 .93 
0.25 .07 .28 .17 .44 .25 .52 .42 .68 .49 .74 .63 .83 .81 .93 
0.00 .04 .26 .12 .42 .19 .53 .36 .70 .44 .76 .59 .85 .79 .95 
0.25 .02 .27 .08 .47 .14 .58 .30 .75 .38 .80 .54 .89 .77 .97 
0.50 .01 .37 .05 .63 .11 .66 .26 .87 .33 .92 .50 .96 .75 .99 
0.50 .10 .40 .20 .54 .27 .62 .43 .73 .50 .78 .61 .87 .79 .96 
0.25 .05 .40 .12 .56 .19 .66 .36 .77 .42 .84 .58 .89 .78 .97 
0.00 .02 .43 .08 .61 .14 .70 .30 .84 .38 .88 .53 .94 .76 .99 
0.25 .01 .61 .06 .74 .11 .83 .26 .93 .34 .96 .51 .98 .75 1.00 
0.50 .01 .96 .05 1.00 .10 1.00 .25 .99 .33 1.00 .50 1.00 .75 1.00 
Table 2. (Continued) 
Percent saved 
0.01 0. 05 0. 10 0. 25 0. 33 0. 50 0. 75 
pp Pi P2 Pi P2 Pi P2 Pi P2 Pi P2 Pi P2 Pi P2 
0.50 .08 .48 .17 .60 .25 .65 .37 .79 .45 .84 .60 .88 .77 .98 
•0.25 .03 .52 .10 .65 .18 .69 .32 .85 .40 .88 .55 .94 .76 .99 
0.00 .02 .60 .07 .75 .12 .82 .27 .92 .35 .94 .51 .98 .75 1.00 
0.25 .01 .87 .05 .97 .10 .99 .25 .99 .33 1.00 .50 1.00 .75 1.00 
0.50 .01 .96 .05 .99 .10 1.00 .25 1.00 .33 1.00 .50 1.00 .75 1.00 
0.50 .06 .53 .14 .66 .22 .71 .37 .82 .44 .85 .57 .92 .76 .99 
0.25 .03 .58 .09 .70 .16 .77 .30 .88 .38 .91 .53 .96 .75 1.00 
0.00 .01 .73 .06 .84 .11 .89 .26 .96 .34 .97 .51 .99 .75 1.00 
0.25 .01 .95 .05 .99 .10 .99 .25 1.00 .33 1.00 .50 1.00 .75 1.00 
0.50 .01 .99 .05 .99 .10 1.00 .25 1.00 .33 1.00 .50 1.00 .75 1.00 
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(1943) state that , is a measure of the importance of a trait in 
the selection program". While this might still be said of r^, the latter 
quantity is somewhat more complex and therefore intuitively less appealing. 
However, the primary purpose for expressing the terms comprising r^ as a 
single parameter is to reduce the number of variables which need be con­
sidered in maximizing This is possible since the terms which 
comprise r^ and r^ are separately and collectively determined independently 
of the culling levels for each trait. Thus, the optimum culling levels 
are identical for given values of r^ and r^ regardless of the specific 
magnitudes of the individual parameters comprising r^ and r^. 
This reduction in the number of variables considered can be carried one 
step further in the case of two traits by defining the relative importance 
ratio as 
with trait one arbitrarily chosen as the more important. Since this ratio 
is also determined independently of the culling levels for each trait, it 
is sufficient to maximize for a given value of R. Tables 1 and 2 are 
therefore constructed presenting optimum culling levels for various combi­
nations of TPS, Pp and relative trait importance, R. 
Optimum culling levels were found to be identical for traits one and 
two for the case in which the two traits were of equal importance (R = 1.0). 
This was true for all levels of phenotypic correlation and total culling. 
As trait one increased in inçortance relative to trait two, an increasing 
intensity of selection (to maximize was indicated for trait one. 
The emphasis on trait one was, in numerous instances, increased to the 
46 
extent that optimum ICL selection for two traits reduced to single trait 
selection for trait one. (Values of d^ = -2,6 or p^ = 1.00 indicate no 
selection on trait two for the degree of accuracy specified). 
Optimum ICL selection also tended toward single trait selection as TPS 
and were increased. Both results were e3q)ected and are quite logical. 
It naturally follows that the intensity of selection on both traits must be 
reduced as the total fraction of individuals selected increased. A suf­
ficiently large advantage in the relative inçortance of one trait then 
leads to the result that improvement in the aggregate genotype is maximized 
by concentrating selection pressure on the more inçortant trait and com­
pletely ignoring the trait of lesser importance. As the phenotypic correla­
tion between the two traits increases, individuals having superior pheno-
types in one trait tend to also have superior phenotypes in the other. 
Selection for one trait thus yields a degree of automatic selection (deter­
mined by the magnitude of p^) for the second trait. For large values of 
pp, the optimum ICL procedure again reduced in several instances to selecting 
entirely on performance in the more in^ortant trait. 
Comparisons of the relative efficiencies of index to ICL selection for 
the various combinations of TPS, and R are presented in table 3. These 
results are depicted graphically in figures 1-5. The relative efficiency 
of index to ICL selection was defined as 
/ ™ICL 
where was computed using the optimum culling levels in table 1. 
The index method of selection was found to be at least as efficient as 
ICL selection for all combinations of total culling, phenotypic correlation 
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Table 3. Relative efficiency of index selection to ICL selection 
Percent saved 
P O.Ol 0.05 0.10 0.25 0.33 0.50 0.75 
_£ 
-0.50 1.14 1.18 1.22 1.30 1.32 1.41 1.56 
-0.25 1.10 1.13 1.15 1.19 1.21 1.25 1.33 
R=l.O 0.00 1.07 1.09 1.10 1.13 1.14 1.16 1.20 
0.25 1.05 1.06 1.07 1.08 1.09 I.IO 1.12 
0.50 1.04 1.04 1.04 1.05 1.05 1.06 1.07 
-0.50 1.13 1.18 1.21 1.29 1.32 1.40 1.54 
-0.25 1.09 1.12 1.14 1.18 1.20 1.23 1.30 
R=l.5 0.00 1.07 1.08 1.09 1.11 1.12 1.13 1.16 
0.25 1.04 1.05 1.05 1.06 1.06 1.07 1.08 
0.50 1.01 1.02 1.02 1.02 1.02 1.02 1.02 
-0.50 1.13 1.17 1.20 1.27 1.31 1.37 1.48 
-0.25 1.09 1.11 1.13 1.16 1.17 1.20 1.24 
R=2.0 0.00 1.06 1.07 1.07 1.09 1.09 1.10 1.11 
0.25 1.02 1.03 1.03 1.03 1.03 1.03 1.03 
0.50 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
-0.50 1.13 1.16 1.19 1.26 1.29 1.35 1.42 
-0.25 1.08 1.10 1.12 1.14 1.15 1.17 1.20 
R=2.5 0.00 1.05 1.05 1.06 1.07 1.07 1.07 1.08 
0.25 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
0.50 1.01 1.01 1.01 1.00 1.01 1.00 1.01 
-0.50 1.12 1.16 1.19 1.25 1.28 1.33 1.38 
-0.25 1.08 1.10 1.11 1.13 1.14 1.15 1.17 
R=3.0 0.00 1.04 1.04 1.05 1.05 1.05 1.05 1.06 
0.25 1.00 1.00 1.00 1.00 1.00 1.00 1.01 
0.50 l.Ol 1.01 1.00 1.00 1.02 1.02 1,02 
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and relative trait in^ ortance. The superiority of the index method ranged 
from 0 to 56 percent, depending upon the particular combination of TFS, 
pp and R. Relative efficiency was found to be directly related to the 
magnitude of TFS and inversely related to p^  and R. That is, ICL selection 
compared most favorably to index selection for situations involving intense 
selection, a high phenotypic correlation and a large relative importance 
ratio. These situations are exactly those which tend to make the optimum 
ICL and index procedures more nearly equivalent to single trait selection. 
Both methods are prone to select many of the same individuals under these 
circumstances and thus tend toward equal efficiency in producing genetic 
response. 
Young (1961) compared the index and ICL methods for two uncorrelated 
traits. His results showed ICL selection to compare most favorably with 
the index method where total selection was most intense and where the traits 
differed most in importance (r^ ). The results present here indicate that 
these relationships also hold for two correlated traits (with importance 
defined as r^ ). 
It may also be noted from table 3 that the efficiency of the index 
increased most rapidly as decreased from 0.00 to -0.50. Thus, for situa­
tions in which the traits under selection are negatively correlated, the 
index may offer a substantial advantage in the amount of genetic progress 
obtained. 
B. Simultaneous Selection for Three Correlated Traits 
Twelve specific examples were constructed to illustrate the comparison 
of optimum ICL and index selection for three correlated traits. While these 
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examples were primarily intended to be illustrative, they were constructed 
to include traits of concern to most dairymen. A total of five traits was 
considered. These included milk and fat production expressed as a deviation 
from herdmates, overall classification score, classification score for 
mammary system, and classification score for feet and legs. The two pro­
duction traits were combined with each of the three type traits to give 
three "trait groups". Estimates of the phenotypic and genetic parameters 
associated with each trait were, with three exceptions, average values for 
the Holstein breed obtained from the literature. Two exceptions were the 
heritability estimates for milk and fat production. The values currently 
used in the U.S.D.A. sire summary procedures (0.19) were chosen as estimates 
of these parameters, A third exception was the phenotypic correlation of 
zero between production and classification score. The average value found 
in the literature would indicate this correlation to be somewhat higher, 
probably around 0.2. However it was felt that this value was likely biased 
upward by a number of factors, most of which are related to female culling. 
The study of Atkeson, Meadows and McGilliard (1969) which seemingly removed 
most of the biases obtained a value of 0.06 for this correlation. Table 4 
contains a summary of the phenotypic and genetic parameters used in the 
three-trait examples. It may be noted that the parameter estimates associ­
ated with mammary system are identical to those for feet and legs. The 
number of unique "trait groups" thus reduced to two. 
To construct the function which defined the aggregate genotype (H), it 
is necessary to determine economic weights for each trait. These weights 
should really ideally reflect net returns to the producer per unit increase 
in a given trait. However, accurate information regarding net returns for 
Table 't. Phenotypic and genetic parameters used in computing AH and AH „ for examples Involving 
three traits I ILL 
Correlation 
Trait 
Milk production^  
Fat production^  
Classification score 
Mammary system® 
Feet and legs® 
%1 
1,200 
40 
3.58 
.90 
.90 
_i 
.19 
.19 
.20  
.20  
. 20  
Milk 
.75 
.00 
.10 
.10 
Fat 
.90 
.00 
.10 
.10 
Class, 
score 
.00 
.00 
Mammary 
system 
.10 
.10 
Feet and 
legs 
.10 
.10 
P^henotypic correlations above the diagonal, genetic correlations below. 
D^eviation from herdmates expressed in kilograms. 
c 
On a 0 to 100 point basis. 
O^mitted since these traits were not considered together. 
e 
On a 0 to 5 point basis. 
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the traits considered in these examples was unavailable. The problem of 
determining economic weights was further complicated by the fact that the 
value of the type traits considered may vary widely among producers. For 
example, the economic value of overall classification score is much greater 
to the individual marketing dairy breeding stock than to the commercial 
dairyman who markets only cull cows. For these reasons, gross economic 
values were used for milk and fat production, while two divergent values 
were assigned for all type traits. 
A model presented by Wilton and Van Vleck (1968) was used to determine 
gross economic values for milk and fat production. These authors note that 
for most fluid milk sales, the value of the product can be written as 
D = M [v^  + Vg (T-T^ )] 
where 
D is dollars received, 
M is kilograms of milk produced, 
v^  is the value per kilogram of milk at the base test, 
v^  is the test differential, 
T is the test of the milk 
and T, is the base test. 
b 
Since TM represents the kilograms of fat produced, this quadratic function 
for product value can be rewritten linearly as 
D = (v^  - v^  T^ ) M + Vg TM 
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where 
is (v^  - T^ ), the value of milk at zero test, 
F is the kilograms of fat produced 
and a^  is v^ . 
Values for Vj^  and v^  of $0.12125 and $0.01764 (per 1 percent deviation 
from Ty), respectively, were chosen to approximate nationwide averages for 
milk price and test differential. (These correspond to a $5.50 milk price 
and an $0.08 (per 0.1 percent deviation from T^ ) test differential on a 
hundred-weight basis.) The corresponding economic weights for milk and fat 
production (i.e., a^  and a^ ) were $0.0595 and $0.01764, respectively. 
Bayley et. (1961) estimated that overall type may range in importance 
to dairymen from an upper limit of 1/3 the value of production to 1/20 the 
value of production, or less. In the absence of more detailed information, 
the economic value of a standard deviation in each type trait (a^ ) was 
alternately assigned as 1/3 and 1/20 the value of a phenotypic standard 
deviation in milk production. The values of a^  thus computed were $13.5475 
and $2.0321 for overall classification score, and $53.8889 and $8.0333 for 
mammary system or feet and legs score. These are expressed on a per-point 
basis. Estimates of phenotypic and genetic parameters given in table 4 
were combined with the above values for a^ , a2 and a^  to compute the im­
portance of each trait, r^  ^(i = 1, 2, 3). The results are summarized in 
table 5. 
Culling levels maximizing for the examples involving three traits 
are presented in table 6. The two economic values for type specified in 
table 5 were included with each trait group. These four combinations were 
each examined at two diverse levels of selection (TFS = .01 and .75) to 
Table 5, Economic weights and trait inçortance values used in the examples involving three traits 
Relative , 
a „ , . , . D 
Trait group Traits included type value Economic weights Trait importance 
®1 2^ ®3 1^ 2^ 3^ 
milk, fat, 1/3 .0595 .0176 13.5475 13.671 10.312 9.215 
class, score 1/20 .0595 .0176 2.0320 13.671 10.312 1.382 
milk, fat, 1/3 .0595 .0176 53.8889 14.593 11.233 10.585 
mammary system 1/20 .0595 .0176 8.0333 13.808 10.449 2.744 
(or feet and legs) 
O^n a standard deviation basis. 
M^easured in dollars. 
Table 6. Culling levels maximizing for exançles involving three traits 
Trait group r^  TPS = 0.01 TPS = 0.75 
1^ Pi ^^ 2 P2 <3 P3 <1 Pi <2 P2 <3 P3 
9.215 1.8 .04 0.6 .28 0.5 .31 -0.8 .79 -1.8 .96 -1.6 .95 
1.382 2.2 .02 1.0 .16 -1.5 .93 -0.7 .76 -2.0 .98 -2.3 .99 
.0.585 1.8 .04 0.8 .21 0.6 .28 -0.8 .79 -1.7 .95 -1.6 .95 
2.744 2.3 .01 1.0 .16 -1.1 .86 -0.7 .76 -1.7 .95 -2.3 .99 
Slilk-fat correlation = 0.9, milk-type correlation = 0.0, fat-type correlation = 0.0. 
M^ilk-fat correlation = 0.9, milk-type correlation = 0.1, fat-type correlation =0.1. 
Cn 
g 
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give the eight examples in table 6. For example, in table 6 for trait 
group 1, which included milk yield, fat yield and classification score, 
the optimum culling levels were found to be 1.8, 0.6 and 0.5 standard 
deviation units, respectively, for these three traits, for the case in 
which type was assumed to have its higher economic value. The corresponding 
percentages of animals selected were 4, 28 and 31 percent for milk, fat and 
score, respectively. 
An interesting aspect of these results occurred where type was assumed 
to have relatively high economic value. For these cases, it was noted that 
while the importance of the type traits (r^ ) was less than that of fat 
production (r^ )» the optimum culling levels indicated slightly greater 
attention should be given to type than to fat yield. This apparently re­
sulted due to the high phenotypic correlation between milk and fat produc­
tion. That is, the majority of inçrovement in H attributable to increased 
fat yield was obtained by selection for milk production. Optimum selection 
attention for type when its economic value was 1/20 that of milk production 
(on a standard deviation basis) was, as expected, greatly reduced. 
The relative efficiencies of index to ICL selection for the examples 
involving three traits are presented in table 7. The advantage in the 
efficiency of the index was found to range from 5 to 21 percent for the 
cases considered. As was noted in the case of two traits, the superiority 
of the index decreased as (1) the intensity of selection was increased, 
(2) the phenotypic correlation between type and production increased and 
(3) as the traits diverged in importance. 
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Table 7. Relative efficiency of index to ICL selection (AH^  / for 
examples involving three traits 
Relative 
Trait group type value TFS 
0.01 0.75 
1/3 1.11 1.21 
1/20 1.06 1.08 
1/3 1.10 1.17 
1/20 1.05 1.07 
C. Analysis of Data 
The data used in this study consisted of pedigree (i.e., sire and 
dam) and performance information on young Holstein bulls chosen for progeny 
testing by seven major A.I. studs. In several instances (noted earlier), 
U.S.D.A. and H.F.A. sire summaries were used as sources of information not 
supplied by the studs. Tables 8 through 10 contain stud means, within-stud 
standard deviations and numbers of observations for traits measured on sires, 
dams and sons, respectively. Overall means and pooled within-stud standard 
deviations are also presented. Identical statistics are found in table 11 
for regressed production traits of sires, dams and sons. It should be noted 
that sire and son means for production traits and for difference from 
expectancy actually refer to the average performance of their daughters. 
In contrast, classification score refers to the score of the sire or son 
(rather than to the average score of their daughters). All production 
traits are expressed in kilograms, sire-son generation intervals in months 
[able 8. Arithmetic means, standard deviations and numbers of observations by studs for traits 
measured on sires 
Difference 
No, Deviation Deviation from Classification Generation 
Stud daughters milk fat expectancy score interval 
X 245.9 444.8 17.5 1.86 89.9 129.4 
1 S 400.9 356.7 9.7 1.05 2.4 37.8 
n 71 71 71 74 66 75 
X 518.3 405.0 15.4 1.10 87.9 122.6 
2 S 1,226.6 345.4 14.6 1.10 8.0 35.8 
n 109 109 109 40 107 109 
X 948.0 240.0 13.1 1.67 89.4 124.9 
3 S 2,129.7 402.0 11.9 1.12 2.6 60.8 
n 31 31 31 27 27 31 
X 1,516.8 347.5 10.9 0.48 88.3 144.7 
4 S 1,700.2 309.5 7.7 0.89 3.2 44.0 
n 366 366 366 272 294 366 
X 418.1 339.1 10.7 1.44 90.3 123.5 
5 S 472.9 302.6 9.7 1.07 2.7 27.6 
n 21 21 21 17 15 21 
X 842.8 366.4 12.8 -0.10 88.6 140.4 
6 S 1,357.4 202.3 8.5 1.10 3.1 36.1 
n 172 172 172 28 115 173 
Table 8, (Continued) 
No. Deviation 
Stud daughters milk 
X 1,315.4 283.4 
7 S 2,360.1 272.1 
n 181 181 
X 1,103.5 349.0 
Overall S® 1,635.1 298.0 
n 951 951 
P^ooled within-stud standard deviation. 
Deviation 
fat 
Difference 
from Classification Generation 
expectancy score interval 
9.9 0.95 89.2 126.3 
10.8 1.09 2.7 41.7 
181 80 146 184 
12.2 0.85 88.7 135.6 
9.8 0.99 4.9 41.2 
951 538 770 959 
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Table 9. Arithmetic means, standard deviations and numbers of observations 
by studs for traits measured on dams 
No. Deviation Deviation Class. 
Stud records milk fat score 
X 4.0 1,666.9 69.7 87.3 
1 S 2.0 719.4 55.8 2.7 
n 72 72 72 73 
X ——— ——————— ———— 85.8 
2 S — — ——————— ———— 3.8 
n 91 
X 6.4 ------- 90.2 
3 S 2.3 ------- ---- 2.0 
n 31 ------- ---- 31 
X 4.8 1,654.8 65.2 87.2 
4 S 2.0 865.7 43.6 3.3 
n 356 356 356 235 
X 3.6 1,330.0 36.9 87.9 
5 S 1.5 578.1 25.4 1.9 
n 19 5 5 21 
X 3.8 1,902.6 71.3 85.9 
6 S 2.0 798.5 28.2 2.5 
n 171 171 171 172 
X 4.8 661.0 25.8 88.2 
7 S 2.0 747.8 30.9 2.6 
n 170 56 56 160 
X 4.6 1,640.9 63.7 87.9 
Overall S® 2.0 822.7 40.7 2.9 
n 819 660 660 783 
^Pooled within-stud standard deviation. 
Table 10. Arithmetic means, standard deviations and number of observations by studs for traits 
measured on sons 
No. 
Stud daughters 
X 43.4 
1 S 39,3 
n 21 
X 67.2 
2 S 51.2 
n 33 
X 26.0 
4 S 11.3 
n 120 
X 195.5 
5 S 198.9 
n 10 
X 73.1 
6 S 212.9 
n 83 
X 92.2 
7 S 114.5 
n 55 
X 60.1 
Overall 124.7 
n 322 
Difference 
Deviation Deviation from 
milk fat expectancy 
-0.9 -1.8 0.57 
256.8 8.7 0.20 
21 21 3 
-58.4 -0.9 -0.27 
324.3 13.0 1.60 
33 33 7 
166.0 4.1 -1.38 
372.8 13.7 1.46 
120 120 4 
48.3 2.4 1.63 
263.8 6.9 0.74 
10 10 3 
-68.9 -3.3 -0.71 
139.0 12.0 1.31 
83 83 13 
139.0 5.8 0.44 
456.4 16.5 1.53 
55 55 36 
63.3 1.5 0.90 
368.7 13.3 1.45 
322 322 66 
P^ooled within-stud standard deviation. 
Classification 
score 
83.8 
3.1 
15 
83.7 
3.5 
28 
80 .2  
3.4 
160 
86.5 
2.8 
14 
81.5 
4.1 
60 
87.4 
3.0 
45 
8 2 . 2  
3.5 
322 
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Table 11, Arithmetic means, standard deviations and number of observa­
tions by studs for regressed production traits of sires, dams 
and sons 
Stud Sires Dams Sons 
milk fat mi Ik fat milk fat 
X 342.5 13.4 486.4 20.6 3.1 -0.5 
1 S 246.8 6.1 223.8 17.8 163.9 5.5 
n 71 71 71 71 21 21 
X 318.4 11.6 -30.5 -0.5 
2 S 208.7 7.9 — — — — 224.4 9.0 
n 109 109 —  —  — —  33 33 
X 212.6 10.0 
3 S 213.3 6.9 — — — — — — — — 
n 31 31 —  —  —  —  —  —  —  —  
X 364.0 11.7 502.5 19.7 132.1 3.8 
4 S 283.9 6.5 260.2 12.7 201.8 7.3 
n 366 366 356 356 120 120 
X 349.5 10.9 339.5 9.9 53.2 2.1 
5 S 233.2 6.1 152.0 7.6 226.1 5.9 
n 21 21 5 5 10 10 
X 372.7 13.3 541.0 20.3 -3.3 -1.0 
6 S 168.3 6.4 215.0 8.0 210.7 6.9 
n 172 172 171 171 83 83 
X 285.4 9.8 197.2 7.7 109.1 4.3 
7 S 210.1 8.1 208.2 8.6 294.5 11.0 
n 181 181 56 56 55 55 
X 338.5 11.7 483.3 18.9 65.7 1.8 
Overall S* 238.3 7.0 240.6 12.0 223.& 8.0 
n 951 95 660 660 322 322 
^Pooled within-stud standard deviation. 
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and type traits in units of one classification point. 
Studs differed markedly in the amount of information available (e.g., 
more than a third of the data was supplied by a single stud). Substantial 
differences were also found to exist among studs for all variables measured 
on the sires and dams of young bulls. Especially large differences were 
noted for average number of daughters per sire, difference from expectancy 
(D/E) for sires, dams' deviated milk production and dams' classification 
score. 
Overall means for the seven studs supplying these data revealed the 
sires and dams chosen for special matings to represent a highly selected 
group of individuals with respect to both type and production. (Estimates 
of the selection intensity achieved in terms of index and ICL selection will 
be discussed in a later section.) Individual stud means indicated little 
divergence among studs in the amount of attention paid to type and production 
in selecting sires for special mating. 
Correlations between stud means (unweighted) for sires' deviated milk 
production and the two measures of sire type (i.e., classification score and 
D/E) were essentially zero. This was not true in the case of dams, however. 
A correlation of -0.84 between mean deviated milk production and mean classi­
fication score of dams suggested a tendency for studs to sacrifice production 
to achieve a higher mean for type or vice versa. Stud 7, which ranked last 
in mean deviated milk production of dams and first in dams' mean classifi­
cation score, accounted for a substantial part of this large negative 
correlation. It should also be pointed out that this correlation involved 
only 5 paired means. 
Stud means for sire-son generation intervals (table 8) were large. 
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These means represent the average ages of sires used in special matings 
when their sons were bom. The overall average of 135.6 months (11.3 
years) suggested a rather strong tendency for studs to use older, extremely 
well proven bulls to sire sons for progeny testing. A similar tendency 
was noted in the case of dams. The overall average of 4.6 records per dam 
(table 9) indicated that cows used in special matings averaged approximately 
eight years of age when their sons were born. Since genetic progress per 
year is inversely proportional to the generation interval, it seems desirable 
to reduce this interval of time as much as possible. This, of course, would 
require some reduction in the accuracy with which the breeding values of 
sires and dams are estimated. The cost of purchasing, maintaining and 
proving young bulls undoubtably tends to make accuracy in pedigree selection 
quite important to the A.I. stud. However, several of the studs represented 
in these data have demonstrated (through efficient use of co-operating 
progeny test herds) the feasibility of accurately proving a bull at six to 
seven years of age. For example, a systematic sançling program designed to 
produce 35 to 50 daughter records in nearly as many herds by the time the 
bull is six to seven years old, is not unrealistic. The accuracy of such a 
proof measured in terms of the expected correlation between the bull's 
proof and his genotype for production would exceed 0.8. Using the elite 
among these younger bulls to produce sons for sampling would tend to sub­
stantially shorten the generation interval with little loss in accuracy. 
It should also be noted that the effects of genetic trend and female culling, 
which tend to bias conçarisons between older and younger bulls in favor of 
the former, have not been discussed. Consideration of these factors makes 
the use of younger sires appear even more desirable. Stud means and 
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standard deviations for traits measured on sons (table 10) indicated that 
outstanding sons were available to the various studs. Yet there appeared 
to be some hesitancy to use these young bulls in special matings. Perhaps 
the problems associated with merchandising sons of young, relatively unknown 
sires are of sufficient magnitude to strongly discourage the use of young 
bulls in special matings. It is hoped that recent trends toward more 
efficient distribution of current sire proofs to dairymen will tend to 
alleviate this problem. Effort directed toward eliminating the biases 
(against younger bulls) which exist in the current sire proving procedures 
would also be desirable. 
Much the same situation exists in the case of dams. With a repeat­
ability of 0.5, relatively little in terms of accuracy is to be gained from 
even a third record on a cow when consideration is limited to milk and fat 
production. A third record may be of some value in assessing the physical 
ability of a cow to meet the demands of heavy production. However, if a 
cow is selected for special mating on the basis of her first record and the 
early part of her second record, she should have completed a third record by 
the time her son was old enough to sample. The structural soundness of the 
cow should be evident by this time. As in the case of sires, the effects of 
genetic trend and female culling tend to bias downward the estimated breeding 
value of first and second lactation cows when compared against their older 
herdmates. The use of younger cows in special matings seems to offer 
another opportunity to reduce the length of the generation with relatively 
little loss in accuracy. 
Means, standard deviations and numbers of observations by years (1960 
through 1970) are presented in tables 12, 13 and 14 for traits measured on 
Table 12. Arithmetic means, standard deviations and numbers of observations by years for traits 
measured on sires 
Difference 
Year® 
No. 
daughters 
Deviation 
milk 
Deviation 
fat 
from 
expectancy 
Classification 
score 
Generation 
interval 
X 314.1 259.7 7.6 1.83 89.8 128.8 
1 S 343.7 399.8 11.2 0.56 3.3 24.5 
n 22 22 22 3 12 22 
X 930.3 360.0 11.7 2.00 89.6 109.8 
2 S 2,139.5 363.7 15.6 1.28 3.4 31.7 
n 38 38 38 4 33 41 
X 802.4 329.0 10.4 1.16 88.6 127.2 
3 S 1,685.9 276.3 11.3 1.14 3.3 42.9 
n 61 61 61 10 34 62 
X 1,130.5 392.5 13.3 2.17 88.3 127.3 
4 S 1,932.5 579.4 10.0 1.63 3.5 36.1 
n 83 83 83 12 63 87 
X 997.8 370.4 13.2 0.75 87.9 137.3 
5 S 1,378.6 251.5 9.3 1.12 5.8 42.4 
n 147 147 147 . 70 111 147 
X 1,101.7 306.8 12.4 0.85 88.8 145.3 
6 S 1,710.1 249.3 8.4 1.01 3.4 44.6 
n 159 159 159 82 134 159 
I^fear of son's birth numbered consecutively from 1960. 
Table 12. (Continued) 
Year* 
No, 
daughters 
Deviation 
milk 
X 1,094.3 327.9 
7 S 1,748.1 230.7 
n 143 143 
X 1,332.2 373.6 
8 S 1,869.0 200.0 
n 111 111 
X 1,268.9 325.0 
9 S 1,922.3 304.0 
n 100 100 
X 1,329.3 408.6 
10 S 1,658.6 223.7 
n 76 76 
X 1,034.9 428.6 
11 S 1,891.6 170.0 
n 11 11 
Deviation 
fat 
Difference 
from Classification Generation 
expectancy score interval 
11.9 
7.6 
143 
0.94 
0.85 
73 
12.5 
8.7 
111 
0.42 
1 .10  
106 
10.9 
13.1 
100 
0.88 
1.16 
94 
12.9 
10.7 
76 
0.94 
1 .10  
74 
11.9 
6.5 
11 
1.44 
0.98 
10 
88.7 
5.6 
132 
140.6 
42.5 
143 
89.0 
2.8 
99 
139.5 
43.8 
111 
88 .8  
2.9 
78 
131.6 
44.4 
100 
88.8 
2 . 6  
64 
133.5 
38.1 
76 
88.6 
2.9 
10 
139.9 
35.0 
11 
Table 13. Arithmetic means, standard deviations and numbers of observations 
by years for traits measured on dams 
No. Deviation Deviation Class. 
Year* records milk fat score 
X 4.5 1,275.0 55.5 87.8 
1 S 2.5 646.8 30.9 2.3 
n 22 14 14 21 
X 4.7 1,624.3 63.8 86.0 
2 S 2.8 624.4 21.0 4.5 
n 22 13 13 29 
X 4.2 1,562.3 76.4 85.7 
3 S 1.8 672.1 68.8 3.3 
n 50 37 37 42 
X 4.4 1,587.9 63.5 86.0 
4 S 2.1 716.5 33.2 3.8 
n 74 61 61 52 
X 4.5 1,743.5 68.4 86.0 
5 S 2.2 860.2 52.3 3.0 
n 136 122 122 109 
X 4.6 1,742.7 64.1 87.2 
6 S 2.0 818.3 30.4 2.8 
n 144 102 102 136 
X 4.5 1,729.5 67.9 87.6 
7 S 1.9 871.6 36.6 3.0 
n 121 102 102 121 
X 4.6 1,614.6 62.0 87.8 
8 S 1.8 921.1 36.0 2.6 
n 101 77 77 101 
X 5.2 1,776.8 67.5 88.1 
9 S 2.1 1,021.8 41.6 3.3 
n 84 63 63 87 
Y^ear of son's birth numbered consecutively from 1960. 
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Table 13. (Continued) 
No. Deviation Deviation 
Year records milk fat 
X 4.4 1,184.2 42.1 
10 S 2.0 1,037.6 43.7 
n 67 59 59 
X 4.2 1,339.9 49.9 
11 S 1.7 935.0 37.3 
n 10 10 10 
Class, 
score 
87.6 
2 . 6  
75 
88.6 
2.5 
10 
Table 14. Arithmetic means, standard deviations and numbers of observations by years for traits 
measured on sons 
Difference 
Year* 
No. 
daughters 
Deviation 
milk 
Deviation 
fat 
from 
expectancy 
Classification 
score 
X 245.7 121.6 1.5 -0.32 86.5 
1 S 404.9 290.5 11.3 1.58 3.7 
n 23 23 23 15 18 
X 72.4 57.7 1.7 0.29 84.8 
2 S 58.2 378.8 14.4 1.63 3.9 
n 41 41 41 15 33 
X 73.4 61.5 1.9 0.05 83.9 
3 S 93.9 327.3 12.3 1.18 3.9 
n 61 61 61 16 53 
X 39.0 51.0 1.7 0.21 82.0 
4 S 16.7 421.6 15.0 1.61 4.(5 
n 80 80 80 12 73 
X 26.6 63.9 1.1 0.38 80.7 
5 S 16.8 402.0 13.7 2.17 3.5 
n 117 117 117 8 145 
Y^ear of son's birth numbered consecutively from 1960. 
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sires, dams and sons, respectively. Regressed production traits are 
summarized by years in table 15, The results are presented by year of 
son's birth, numbered consecutively from 1960. It should be remembered 
that the traits measured for sires and dams were determined approximately 
at the time of the son's birth while the traits listed for sons were de­
termined several years later. For example, in table 15 for year 1, it is 
seen that 22 of the 23 sons bom in 1960 had sires with available production 
information. These 22 sires had an average regressed daughter deviation of 
270.7 kg. of milk at the time of special mating. In contrast, the average 
regressed daughter deviation for sons bom in 1960 (130.0 kg. of milk) 
represents the mean of the most recent available proofs of sons and thus is 
not contemporaneous with the mean proof of their sires (even though both 
are listed for the same year). Only two of the sons born during and subse­
quent to 1965 were found to have published proofs by May 1970. These were 
eliminated from the data. 
Trends in the yearly means for traits of sires and dams are of interest 
as possible indicators of any systematic changes in the emphasis (reflected 
in selection decisions) placed on the various traits by the overall group of 
studs. The importance of interpreting any trends in terms of the entire 
group of studs become clear when it is realized that not all studs were 
represented equally in all years. Indeed, some studs were not represented 
at all in some years (i.e., year differences are to a degree confounded 
with stud differences). Positive yearly trends were noted for the production 
traits of sires, for dam's classification score and for the sire-son 
generation interval. The linear regression of yearly means (unweighted) on 
son's year of birth was found to be 8.61 and 0,23 kg./year for sire's 
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Table 15. Arithmetic means, standard deviations and numbers of observa­
tions by years for regressed production traits of sires, dams 
and sons 
Year^  Sires Dams Sons 
milk fat milk fat milk fat 
X 270.7 8.2 375.7 16.6 130.0 2.0 
1 S 319.4 9.6 179.0 9.3 240.4 8.4 
n 22 22 14 14 23 23 
X 287.8 8.8 481.4 18.9 43.2 1.5 
2 S 235.7 8.5 221.3 7.9 265.4 10.2 
n 38 38 13 13 41 41 
X 310.9 10.5 458.4 22.6 68.4 2.2 
3 S 239.4 8.3 208.7 22.0 220.3 8.3 
n 61 61 37 37 61 61 
X 365.9 12.0 455.0 17.9 57.7 1.9 
4 S 543.3 5.9 199.7 8.0 258.0 9.1 
n 83 83 61 61 80 80 
X 365.1 13.2 509.6 20.1 63.6 1.8 
5 S 182.4 6.5 242.7 15.1 204.5 6.8 
n 147 147 122 122 117 117 
X 313.2 12.2 518.8 19.1 » » » » 
6 S 166.6 5.9 242.6 9.0 —  —  —  —  
n 159 159 102 102 ----
X 324.9 11.5 512.4 20.2 
7 S 170.8 5.8 245.0 10.8 —  —  —  —  
n 143 143 102 102 ----
X 369.2 12.3 480.1 18.4 M » V M 
8 S 146.6 7.0 263.4 10.1 — - — — 
n 111 111 77 77 — - - — 
X 306.0 10.3 542.4 20.6  ^M mm 
9 S 204.3 8.9 317.6 12.8 —  — -  —  
n 100 100 63 63 
Y^ear of son's birth numbered consecutively from 1960. 
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Table 15. (Continued) 
a Sires Dams Year Sons 
milk fat milk fat milk fat 
X 389.4 12.1 346.1 12.4 
10 S 174.8 7.7 294.5 12.5 
n 76 76 59 59 
X 404.7 11.2 401.3 15.0 
11 S 132.7 5.1 285.3 11.4 
n 11 11 10 10 
deviated milk and fat, respectively. Similar regressions computed for 
generation interval and dam's classification score indicated that these 
variables tended to increase by 1.74 months/year and 0.21 points/year, 
respectively. During the same period, dams deviated milk and fat production 
decreased at an average linear rate of 6.85 and 1.31 kg./year while sire's 
classification scores and D/E remained essentially constant. The eleven 
year trends suggested that, as a group, the studs tended to select bulls 
with increasing estimated breeding values for production while maintaining 
selection for type relatively constant. On-the-other-hand, cows selected 
for special mating tended to decline in their level of deviated production 
and to increase in overall type rating. 
A distinctly negative trend was found to exist for the deviated milk 
production of sons' daughters and for sons' classification score over the 
five years for which proofs of sons were available (table 14). The trend 
in the case of milk production was entirely due to the fact that sons bom 
in 1960 greatly exceeded those bom in later years with respect to the 
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deviated milk production of their daughters. However, this was not true for 
deviated fat production. The only apparent explanation was that of random 
variation. The decline in the average classification score of sons was a 
consistent trend over all years. 
The eventual fate of 422 of the sons resulting from special matings 
has been determined at the time of this study. These results are summarized 
in table 16. Approximately 25 percent of all sons resulting from special 
matings were returned to active A.I. service. (Percentages refer only to 
the 422 cases where decisions had been made.) More than a third (35.5 
percent) were culled for poor daughter production while only about 10 per­
cent were culled due to unsatisfactory type. Most of the remaining sons 
were culled involuntarily. Approximately 7 percent died, while 19 percent 
were culled for reasons of disease, injury, severe physical abnormalities, 
undesirable recessives, etc. (category 8). These losses represent a sub­
stantial reduction in the intensity of second-stage selection (i.e., 
selection among sons on their daughters' performance). 
Means, standard deviations and numbers of observations by studs for 
traits of sons returned to active A.I. service are presented in table 17. 
Production traits were regressed for the number of daughters per son, in 
the manner described previously. The overall means for regressed deviation 
milk and fat exceeded the mean of all proven sons for these traits (table 11) 
by 146,2 and 5.0 kg. of milk and fat, respectively. Thus, second-stage 
selection (i.e., selection among progeny tested sons) accounted for 69 and 
73 percent of the apparent genetic superiority for milk and fat, respectively, 
of the sons returned to service. Positive second-stage selection was also 
achieved for classification score. However, the mean D/E of sons returned 
Table L6. Reason for disposal of sons resulting from special makings 
Stud Disposal a category Total 
1 2 3 4 5 6 7 8 
No. 
1 4(11.4)^  6(17.1) 12(34.3) 3( 8.6) 5(14.3) 1(2.9) 1(2.9) 3( 8.6) 35 
2 6(15.0) 18(45.0) 8(20.0) 0( 0.0) 3( 7.5) 0(0.0) 0(0.0) 5(12.5) 40 
4 6( 4.3) 24(17.1) 49(35.0) 17(12.1) 2( 1.4) 1(0.7) 2(1.4) 39(27.9) 140 
5 2(16.7) 9(75.0) 1( 8.3) 0( 0.0) 0( 0.0) 0(0.0) 0(0.0) 0( 0.0) 12 
6 0( 0.0) 28(26.2) 45(42.1) 3( 2.8) 2( 1.9) 5(4.7) 2(1.9) 22(20.6) 107 
7 12(13.6) 21(23.9) 35(39.8) 3( 3.4) 3( 3.4) 3(3.4) 0(0.0) 11(12.5) 88 
Overall 30( 7.1) 106(25.1) 150(35.5) 26( 6.2) 15( 3.6) 10(2.4) 5(1.2) 80(19.0) 422 
Disposal categories were; 1 = died prior to proving; 2 = returned to service; 3 = culled on 
daughters* production; 4 = culled on own type; 5 = culled on daughters* type; 6 = culled due to poor 
semen production or quality; 7 = culled on a combination of daughters* type and production; 8 = 
cullec for other reasons. 
t. 
Percentage in parenthesis. 
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Table 17. Arithmetic means, standard deviations and numbers of observa­
tions by studs for selected traits of sons returned to service 
Regressed 
deviation 
Stud milk 
X 179.2 
1 S 115.4 
n 6 
X 66.7 
2 S 167.2 
n 18 
X 335.6 
4 S 175.0 
n 24 
X 89.0 
5 S 206.0 
n 9 
X 162.3 
6 S 132.6 
n 28 
X 299.8 
7 S 253.1 
n 21 
X 211.9 
Overall S® 187.6 
n 106 
Regressed Difference 
deviation from Classification 
fat expectancy score 
6.1 0.80 84.2 
2.5 ---- 3.1 
6 1 5 
3.5 0.18 84.0 
6.8 1.16 4.0 
18 6 17 
10.9 -2.38 81.6 
6.9 0.67 2.4 
24 2 24 
2.7 1.72 87.4 
6.0 1.03 2.7 
9 2 8 
3.1 -0.74 83.1 
4.7 1.58 3.8 
28 8 19 
10.4 1.06 88.2 
10.0 1.50 2.6 
21 17 20 
6.8 0.04 84.4 
7.1 1.43 3.2 
106 34 93 
P^ooled within-stud standard deviation. 
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to service was less than that for all sons. 
-Analyses of variance for regressed production traits of sires, dams 
and sons are presented in table 18. Similar analyses are given for all 
type traits and for sire-son generation interval in table 19. The units 
listed for deviated milk and fat in table 18 refer to units of the original 
variables. The model used in these analyses (presented in detail earlier) 
included terms to account for the effects of years, of studs, of the year-
by-stud interaction and a residual term to account for deviations from the 
model. 
Significant differences (P<0.05) were found to exist among studs for 
all variables measured. Significant differences (P<0.05) also existed 
among years for all variables except regressed deviated production of fat 
for dams, regressed milk and fat proofs of sons, classification scores of 
sires and D/E for sons. In contrast, year-by-stud interactions were found 
to be significant (P<0.05) only in the case of regressed milk and fat proofs 
of sires and for dams' classification score. 
The magnitude of the differences among studs (relative to within stud-
year differences) for traits measured on sires and dams suggested that the 
studs supplying these data differed in the intensity of selection achieved 
for these traits. Whether or not these differences were by design, thus 
reflecting divergent selection goals among studs, could not be determined 
from these data. 
Stud differences for traits of sons indicated varying degrees of 
effectiveness in the pedigree selection practiced by the various studs in 
choosing sires and dams of special mating sons). 
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Table 18. Analyses of variance for regressed production traits of sires, 
dams and sons 
REGRESSED DEVIATIONS - SIRES 
Milk (kg . X 10"2) Fat (kg.) 
Source of variation d.f. M.S. F M.S. F 
Years 10 10.551 1.94* 121.563 2.63* 
Studs 6 25.675 4.73^  212.793 4.60 
Years X studs 48 9.425 1.74* 65.264 1.41* 
Within stud-years 886 5.428 46.256 
REGRESSED DEVIATIONS - DAMS 
Milk (kg . X lO'^ ) Fat (kg.) 
Source of variation d.f. M.S. F M.S. F 
Years 10 14.814 2.66^  176.695 1.26, 
Studs 4 123.524 22.20° 1,493.992 10.63 
Years X studs 26 7.740 1.39 209.357 1.49 
Within stud-years 619 5.563 140.557 
REGRESSED DEVIATIONS - SONS 
Milk (kg . X 10"^ ) Fat (kg.) 
Source of variation d.f. M.S. F M.S. F 
Years 4 7.759 1.53 20.132 0.31 
Studs 5 31.290 6.26^  345.501 5.31^  
Years X studs 23 4.518 0.90 28.368 0.44 
Within stud-years 289 5.000 65.040 
a 
F-ratio significant at 0.05 probability level. 
F^-ratio significant at 0.01 probability level. 
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Table 19. Analyses of variance for type traits of sires, dams and sons and 
for sire-son generation interval 
DIFFERENCE FRCM EXPECTANCY - SIRES 
Source of variation d.f. M.S. F^  
Years 10 2.07 2.23? 
Studs 6 21.94 23.59 
Years X studs 31 1.16 1.25 
Within stud-years 490 0.93 
CLASSIFICATION SCORE - SIRES 
Source of variation d.f. M.S. F 
Years 10 13.52 0.82 
Studs 6 50.64 3.06 
Years X studs 47 16.04 0.97 
Within stud-years 706 16.54 
CLASSIFICATION SCORE - DAMS 
Source of variation d.f. M.S. F 
Years 10 33,55 4.15^  
Studs 6 122,40 15.13 
Years X studs 46 12.35 1.53 
Within stud-years 720 8.09 
DIFFERENCE FROM EXPECTANCY - SONS 
Source of variation d.f. M.S. F 
Years 4 1.02 0.44 
Studs 5 5.97 2,58 
Years X studs 9 1,23 0.53 
Within stud-years 47 2.32 
F^-ratio significant at 0,05 probability level. 
F^-ratio significant at 0,01 probability level. 
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Table 19. (Continued) 
CLASSIFICATION SCORE - SONS 
Source of variation d.f. M.S. F^  
Years 6 59.23 5.43^ 1 
Studs 5 231.44 21.21 
Years X studs 18 13.50 1.25 
Within stud-years 292 10.91 
GENERATION INTERVAL 
Source of variation d.f. M.S. F^  
Years 10 4,753.46 2.86^  
Studs 6 10,704.38 6.45 
Years X studs 48 1,845.93 1.11 
Within stud-years 894 1,659.62 
The effectiveness of pedigree selection for the entire group of studs 
was determined from the average regressions of offspring on parents for 
production traits, for classification score and for D/E. Regressions were 
not computed individually for each stud due to the small number of sons 
sampled by some studs. 
The regressed daughter deviations computed for sires and sons provided 
estimates of breeding values (i.e., one-half their genetic merit) for milk 
and fat production for each bull. The regressed deviations from herdmates 
(for milk and fat) computed for dams were halved prior to computing regres­
sions involving these traits in order to express son-sire and son-dam 
regressions on a comparable basis. Son-sire, son-dam and son-midparent 
regressions were coiupuleù lui. Uiê zagzasscd prcducticr. trsits s'jnimerize'i in 
table 11. (Midparent is the average of sire and dam). This is equivalent 
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to regressing a son's estimated breeding value (E.B.V.) computed from 
progeny test results on son's E.B.V. calculated from his pedigree (with 
pedigree limited to sire and dam). Classification scores of sons were 
regressed on sire, dam and midparent classification scores while D/E for 
sons was regressed on the D/E of their sires. Each regression was computed 
using all available paired observations. These regressions are presented 
with their standard errors in table 20. Son-parent correlations are also 
given. 
Searle (1954) derived expectations of the regressions and correlations 
involving the mean production of n daughters of a sire and the mean pro­
duction of n' daughters of his son. The expected regression of son on sire 
was found to be 1/2 p, where p is the esqpected regression of a sire's 
breeding value on his daughter deviations. The correlation between sire 
and son was found to have expectation 1/2 Vg p', where p' is the expected 
regression of the son's breeding value on his daughter deviations. Expected 
son-sire regressions and correlations were computed for the production traits 
examined using average values of P and p' for these data. Similar son-dam 
and son-midparent regressions were computed and are presented in table 20 
with the observed regressions and correlations. 
With the exception of the son-dam regression for milk production, all 
observed regression and correlations for production traits were less than 
their expectations. These differences were largest for son-sire and son-
midparent regressions and correlations. The rather intense selection 
practiced on the dependent variables (i.e., E.B.V. of sires and dams) was 
considered a iikeiy cause ot the discrepancy between observed and expected 
correlations. However, the regressions should be uneffected by selection 
Table 20. Son-parent regressions and correlations 
?rait 
Milk production 
Fat production 
Class, score 
D/E 
Regression or 
correlation 
son-sire 
son-dam 
son-midparent 
son-sire 
son-dam 
son-midparent 
son-sire 
son-dam 
son-midparent 
son-sire 
Regression 
coefficient 
0. 203 + .05 
0. 241 + .13 
0. 174 + .08 
0. 206 + .06 
0. 095 + .07 
0. 201 + .10 
0. 295 + .08 
0. 457 + .09 
0. 598 + .12 
-0. 678 + .44 
S^tandard error of regression coefficient. 
Expected Correlation Expected 
regression coefficient correlation 
0.437 0.202 0.378 
0.151 0.110 0.222 
0.448 0.154 0.383 
0.437 0.191 0.378 
0.151 0.092 0.222 
0.448 0.141 0.383 
0.250 
0.351 
0.404 
-0.395 
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if the true regressions were actually linear. In the case of the regres­
sions, it was speculated that the presence of factors such as genetic trend, 
female culling, etc. which likely contribute to a positive bias in the proofs 
of sires selected for special matings may have been a possible cause of this 
discrepancy. If such factors tended to be coiranon to the group of selected 
sires (actually to their daughters), an unaccounted for daughter covariance 
would tend to lower the son-sire correlations and regressions. Positive 
biases in the proofs (or E.B.V.'s) of sires would also tend to make the 
regression of son's proofs on the proofs of their sires non-linear since 
such biases represent apparent genetic superiority which is not realized 
in the proofs of sons. In this case, selection on the dependent variable 
(E.B.V. of sires) may affect the magnitude of the computed regressions. 
The actual son-sire correlations and regressions for milk and fat proofs 
computed from these data were similar in magnitude to those reported by 
Dickinson et al. (1969) for U.S.D.Â. "Predicted Differences", The actual 
regressions of son on sire were also in agreement with the value of 0.22 
computed by Freeman (1970) for the regression of sons' modified comparison 
proof on sires' U.S.D.A. rating. The data examined by Freeman (1970) were 
similar to the present data in that the sons represented bulls sampled by 
New York Artificial Breeders Cooperative, 
Offspring-parent regressions and correlations for classification score 
involved unadjusted phenotypic measurements on sons, sires and dams. In 
unselected, random mating populations, they would in fact constitute 
estimates of the heritability of classification score (with an appropriate 
coefficient of relationship). If this heritability is taken to be in the 
range of 0,1 to 0,2, the regressions and correlations computed from these 
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data considerably exceed their expectations. A tendency to sample sons 
with better than average type (which is equivalent to selection for type) 
was thought to be a likely cause. 
The negative regression and correlation computed for D/E was considered 
to result from sampling, due to the fact that only thirteen son-sire pairs 
were represented. 
D. Selection in Retrospect 
Average selection indexes were confuted in retrospect to estimate the 
relative selection emphasis placed on production and type traits by the 
various studs. The index weights actually used were computed by solving 
R B = S 
P r 
where 
R is the matrix of phenotypic correlations, 
P 
is the vector of weights (expressed in standard deviation units) 
computed in retrospect, 
and S is the vector of standardized selection differentials. 
Indexes in retrospect were computed separately for sires and dams. 
For sires, two different three-trait indexes were examined. Index one of 
table 21 included the sire's average deviation from the A.H.M.A. for milk 
and fat and his classification score. The same production traits were 
included in index two of table 21 together with the sire's D/E. A single 
index was con^ )uted for dams. This included the dam's average deviation 
from herdmates for milk and fat and her classification score. Trait means 
for each stud and overall trait means were used in estimating the selection 
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differentials for each of the traits included in an index. This assumed 
an identical average selection differential for individuals not reported 
as measured for a particular trait, as the average of those that were 
measured. For example, some sires with recorded daughter performance for 
production did not have recorded daughter performance for type (i.e., D/E). 
In this and other similar cases, the average selection differential for 
those individuals measured was taken to be the average emphasis placed by 
the stud on a particular trait. 
Since production traits of sires and dams were expressed as means, the 
actual selection differentials were standardized relative to the standard 
deviation of the particular mean involved. For example, the standard 
deviation of a sire's average daughter production for n daughters was 
computed as 
The D/E for sires is also expressed as a mean performance. However, 
this quantity is extremely complicated for algebraic manipulation in that 
it involves daughter-dam deviations for classification score expressed 
relative to the breed-age average classification score for each. The 
variance of the D/E is a function of the proportion of a sires daughters 
and mates which are included in the various age classes. Since no infor­
mation regarding these proportions was available, an approximate standard 
deviation for D/E was confuted from an independent source. The value used 
where a, is the standard deviation of single deviated records. Average 
d 
stud and overall computing aj . 
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(1.38 points) was computed from the D/E of all bulls listed in the H.F.A, 
Sire Summary, Volume II, 1969, having a U.S.D.A. repeatability for "Pre­
dicted Difference" of 50 percent or greater. These bulls had a similar, 
but smaller, average number of classified daughter-dam pairs than the 
bulls represented in these data. 
Selection differentials for dams' classification scores were computed 
by deviating the score for each dam from the H.F.A. breed-age average 
score. Age of the dam was determined by lactation number at the time of 
special mating, with first lactation corresponding to 2-3 year old cows, 
second lactations to 3-4 year old cows, etc. 
Classification scores of sires were deviated from a three year (1968-
70) H.F.A. mean score of 83.9^  for all bulls classified, to obtain selection 
differentials for this trait. The standard deviation assumed for this 
trait was identical to that for cows since none was available for bulls. 
The phenotypic correlation matrix, R^ , used in computing the selection 
indexes in retrospect contained the elements listed in table 4 for "trait 
group" 1. 
An "idealized" index was computed using "high" and "low" economic 
values for type traits (table 5), for each index in retrospect. "Idealized" 
index weights were found by solving 
R B = TG 
P 
where all terms are as defined previously. The matrix, R^ , was identical 
to that used to obtain the index weights in retrospect. Elements of the 
K^liewer, R. K,, Holstein Friesian Association of America, Brattle-
boro, Vermont, Private Communication. 1971, 
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vector G were, as before, the covariances between the various traits and 
the genotype for total merit (H). Economic values listed in table 5 for 
"trait group" 1 were used in constructing H. 
The "idealized" index weights apply both to index 1 and 2 computed for 
sires since identical economic values were assigned to classification 
score and D/E and since the genetic correlation between these traits and 
production was assumed to be zero. 
Phenotypic standard deviations (o\), actual and standardized selection 
differentials, index weights confuted in retrospect and "idealized" index 
weights are presented in table 21 for the indexes computed for sires. 
Similar results are presented in table 22 for the single index computed 
for dams. In both tables 21 and 22, the actual and "idealized" index 
weights are expressed relative to the weight (in the same index) having 
the largest absolute value. These relative weights are denoted as b^  and 
b. for actual and "idealized" weights, respectively. Since all traits were 
standardized, all weights are expressed in relative standard deviation 
units. 
The index weights presented are somewhat deceiving unless it is 
realized that they reflect the selection enq>hasis placed on a trait 
relative to that placed on the other traits in the index. They do not 
individually specify the intensity of selection for a given trait, nor for 
the index as a whole. That is, a negative weight in no way implies selection 
in a negative direction. The negative weight for fat yield in the "ideali­
zed" index resulted from the high phenotypic correlation between milk and 
fat, the lower genetic correlation and the fact that milk yield had the 
higher economic weight. 
Table 21, Selection differentials and relative index weights computed in retrospect for sires 
Trait 
!i 
S.D.* 
fi 
Index 1 Index 2 V 
deviated milk 299.2^  444.8 1.487 -0.214 -0.214 1.000 
deviated fat 10.0 17.5 1.750 1.000 1.000 -0.454 
classification 3.58 6.0 1.676 0.773 - - - - - 0.099 
D/E 1.38 1.86 1.348 - - - - - 0.367 0.015 
deviated milk 301.3 405.0 1.344 -0.127 -0.127 1.000 
deviated fat 10.0 15.4 1.540 1.000 1.000 -0.454 
classification 3.58 4.0 1.117 0.642 — — — — — 0.100 
D/E 1.38 1.10 0.797 - - - - - 0.458 0.015 
deviated milk 315.7 240.0 0.760 -0.644 -0.644 1.000 
deviated fat 10.5 13.1 1.248 1.000 1.000 -0.454 
classification 3.58 5.5 1.536 0.518 — — — — — 0.105 
D/E 1.38 1.67 1.210 - - - - - 0.408 0.016 
deviated milk 269.7 347.5 1.288 0.849 1.000 1.000 
deviated fat 9.0 10.9 1.211 0.222 0.262 -0.454 
classification 3.58 4.4 1.229 1.000 - - - - - 0.090 
D/E 1.38 0.48 0.348 - - - - - 0.334 0.013 
deviated milk 287.9 339.1 1.178 0.513 0.880 1.000 
deviated fat 9.6 10.7 1.115 0.161 0.276 -0.454 
classification 3.58 6.4 1.788 1.000 0.096 
D/E 1.38 1.44 1.043 - - - - - 1.000 0.014 
'^ Selection differential in original units. 
V^irst three weights apply to the optimum index with type value = 1/3; first two and fourth 
weigh ts apply to optimum index with type value = 1/20. 
Table 21. (Continued) 
Stud Trait S.D.* 
deviated milk 275.3 366.4 
g deviated fat 9.2 12.8 
classification 3.58 4.7 
D/E 1.38 -0.10 
deviated milk 282.0 283.4 
y deviated fat 9.4 9.9 
classification 3.58 5.3 
D/E 1.38 0.95 
deviated milk 279.8 349.0 
deviated fat 9.3 12.2 
classification 3,58 4.8 
D/E 1.38 0.85 
Overall 
!i Index 1 
Index 2 V 
1.331 
1.391 
1.313 
-0.072 
0.371 
0.774 
1.000 
0.409 
1.000 
-0.071 
1.000 
-0.454 
0.091 
0.014 
1.005 
1.053 
1.480 
0.688 
0.204 
0.528 
1.000 
0.386 
1.000 
0.880 
1.000 
-0.454 
0.094 
0.014 
1.247 
1.312 
1.341 
0.616 
0.260 
0.744 
1.000 
0.349 
1.000 
0.617 
1.000 
-0.454 
0.093 
0.014 
vD 
ro 
Table 22. Selection differentials and relative index weights computed in retrospect for dams 
Stud Trait S.D.* 
h 
deviated milk 968.7 1666.9 1.721 -0.363 1.000 
1 deviated fat 32.3 69.7 2.158 1.000 -0.454 
classification 3.58 5.82 1.626 0.507 0.322 
deviated milk 922.3 1654.8 1.794 -0.231 1.000 
4 deviated fat 30.7 65.2 2.124 1.000 -0.454 
classification 3.58 4.72 1.318 0.492 0.314 
deviated milk 975.5 1330.0 1.363 0.956 1.000 
.5 deviated fat 32.5 36.9 1.135 -0.257 -0.454 
classification 3.58 6.73 1.880 1.000 0.324 
deviated milk 978.4 1902.6 1.945 -0.054 1.000 
6 deviated fat 32.6 71.3 2.187 1.000 -0.454 
classification 3.58 4.70 1.313 0.572 0.325 
deviated milk 943.7 661.0 0.700 -0.113 1.000 
7 deviated fat 31.5 25.8 0.819 0.577 -0.454 
classification 3.58 6.17 1.723 1.000 0.328 
deviated milk 948.6 1640.9 1.730 -0.163 1.000 
Overal1 deviated fat 31.8 63.7 2.003 1.000 -0.454 
classification 3.58 5.13 1.433 0.611 0.317 
S^election differential in original units. 
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When making comparisons between the "idealized" weights and the 
weights confuted in retrospect, it should be borne in mind that the former 
are optimum (in the sense of maximizing AHj.) specifically for the hypo­
thesized H. Deviations between the actual and "idealized" weights there­
fore reflect differences in the H-function used by the studs (explicit or 
iit^ lied) and that hypothesized in this study. 
The standardized selection differentials presented in tables 21 and 22 
indicated that a considerable amount of selection was practiced for all 
traits considered. However, comparisons between "idealized" and actual 
index weights suggested the relative emphasis placed on the various traits 
to be less than optimum. In general, the results indicated that an 
excessive amount of attention was paid to fat yield and to both type traits 
relative to the attention given milk yield. Only one stud (stud 4) placed 
primary emphasis on milk production in either index computed in retrospect 
for sires. Five studs placed primary emphasis on fat production in either 
index 1 or 2, while the same number gave the most attention to one of the 
type traits in either index 1 or 2. For all studs combined, primary 
attention was given to sires classification score in index 1 and to fat 
production in index 2. 
Five of the seven studs represented in these data supplied production 
and type information for the cows selected for special mating. Three of 
these placed primary selection attention on the fat production of dams, 
while dams' classification score was the trait of principle concern to the 
remaining two. The index computed in retrospect for all studs combined 
indicated that major emphasis was placed on fat production in choosing 
cows for special matings. 
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The selection intensities actually achieved for various traits should 
reasonably well reflect the goals of selection with respect to these traits. 
It was therefore apparent that the studs represented in these data assigned 
(at least implicitly) greater economic value to fat production and to type 
(for both sires and dams) than was assumed in this study. 
Relative selection efficiencies were computed for each stud and for 
all studs ccxnbined by comparing the expected improvement in H from selecting 
on the index computed in retrospect (I^) with that expected from selecting 
on the "idealized" index (I). The expected responses using the index in 
retrospect and the "idealized" index were determined, respectively, as 
Phi 'I 
r r r r r 
"i - K ™ h 
where and are standardized selection differentials of and I, 
respectively and where and represent the regressions of H on 
and I, respectively. All other terms are as defined previously. 
Assuming equal selection on I and I^, the relative selection efficiency 
may be expressed as 
RSE = AHj. / AH]. 
= Ê' TCVÊ' R B / Ê' TG VÊ' R B 
s  r p r  r  s p s  
Relative selection efficiencies, computed using "high" and "low" economic 
values for type traits (table 5), are presented in table 23 for sires and 
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Table 23. Relative selection efficiencies (RSE) of the indices in retro­
spect for sires 
RSE for type 
value of 
Stud 
7 
Overall 
.dex 1/3 1/20 
1 0.558 0.473 
2 0.591 0.517 
1 0.629 0.555 
2 0.660 0.605 
1 0.259 0.161 
2 0.262 0.176 
1 0.751 0.676 
2 0.909 0.886 
1 0.621 0.519 
2 0.774 0.697 
1 0.674 0.595 
2 0.783 0.797 
1 0.579 0.482 
2 0.740 0.679 
1 0.671 0.557 
2 0.797 0.747 
in table 24 for dams. It should perhaps be reiterated that these relative 
efficiencies are applicable to the genotype for total merit hypothesized 
in this study. 
The relative selection efficiencies were found to be rather low for 
most studs. This suggested either that the selection goals of most studs 
differed from those hypothesized here (i.e., those implicit in the form of 
H), or that their selection programs were less than optimally suited to 
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Table 24. Relative selection efficiencies (RSE) of the indices in retro­
spect for dams 
RSE for 
value 
type 
of 
Stud 1/3 1/20 
1 0.655 0.476 
4 0.708 0.567 
5 0.888 0.567 
6 0.767 0.635 
7 0.662 0.353 
Overall 0.736 0.575 
achieving their goals. 
Selection efficiencies were found to be uniformly greater where type 
was assumed to have a higher economic value. This suggested that the studs 
assigned greater economic value to the classification scores of sires and 
dams than was assumed here. In the case of sires, selection on index 2 
(containing D/E) was more efficient than selection on index 1 (containing 
sire classification). Thus, the weight given D/E was more nearly the 
hypothesized optimum than was the weight given to classification score. 
Overall efficiency of selection of the index computed in retrospect 
for dams exceeded that for index 1 computed for sires (both of which in­
cluded classification score). This was true in spite of the fact that the 
overall standardized selection differential for dams' classification score 
(table 22) exceed that for classification score of sires (table 21). This 
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apparent inconsistency was attributable to the fact that the production 
proofs of sires were theoretically better indicators of breeding value 
than were those of dams. At the same time, classification scores of sires 
and dams were equally accurate indicators of their respective breeding 
values for this trait. Thus, the production proofs of sires should 
optimally receive more weight relative to classification score than should 
the production of dams. It has been emphasized that much of the apparent 
in^ roper weighting of the traits examined may be explained on the basis 
of differences between the economic values used by studs and those assumed 
in this study. It would also seem that a likely explanation may be the 
failure to properly consider the accuracy with which a particular pheno-
typic measurement reflects the underlying genotype. This is especially 
true for type traits. 
The relative efficiencies of index to ICL selection for the traits 
grouped as in the above indexes were computed using the actual index weights 
and culling levels applied by the various studs. The average culling 
levels actually applied were estimated using the selection differentials 
achieved for each of the traits. The three traits in each group were 
assumed to jointly form a trivariate normal distribution. The overall 
level of selection (a) was computed as 
where the d^ ,were the average truncation points or culling levels. 
Expected genetic response to ICL selection was then estimated using 
the actual culling levels and was con^ ared with the genetic response 
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expected using the index in retrospect. The selection intensity for the 
index was assumed to be identical to the overall selection intensity for 
the ICL method (i.e., the intensity corresponding to the total fraction of 
individuals selected, a). It should be noted that these comparisons were 
not between optimum index and ICL procedures. They were, rather, compari­
sons of the efficiencies of the index and ICL methods using the relative 
emphasis actually applied by the studs to the various traits considered. 
The aggregate genotype (H) was identical to that computed previously for 
the "idealized" index. 
Results of these comparisons are presented in table 25. The actual 
index used was expected to yield slightly greater improvement in the 
hypothesized H than was the ICL method, when the overall selection inten­
sities were assumed equal for both methods. The superiority of the index 
ranged from 1 to 19 percent and was in general slightly greater in the case 
of sire selection than for selection of dams. Little difference in the 
efficiency of index to ICL selection existed among studs or between indexes 
I and 2 computed for sires. The similarity of expected response to the 
two methods was thought to be primarily attributable to (1) the high overall 
intensity of selection which was achieved, and (2) the large phenotypic 
correlation between milk and fat yield. These are the conditions where 
the two methods have been shown to be most similar. For situations in 
which these circumstances do not exist, the ICL method of selection could 
be expected to con^ are less favorably with the index method. 
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Table 25, Relative efficiencies of index to ICL selection (AH^  / 
using the relative weightings actually applied 
Sires Dams 
Stud Index 1 Index 2 
1 1.09 1.10 1.06 
2 1.12 1.12 —  —  — —  
3 1.01 1.01 —  —  —  —  
4 1.14 1.13 1.08 
5 1.11 1.15 1.09 
6 1.13 1.08 1.09 
7 1.13 1.08 1.09 
Overall 1.11 1.19 1.09 
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V. SUMMARY 
The purpose of this study was to examine the relationships existing 
between the index and ICL methods of selection for the case in which 
selection is directed toward simultaneous inçrovement in several correlated 
traits of varying economic importance. Theoretical comparisons between the 
efficiencies of these methods in producing genetic change were made for 
two- and three-trait selection for correlated traits. These comparisons 
revealed that (1) the optimum index procedure was always at least as 
efficient as the ICL method in producing genetic change and (2) the ICL 
method compared most favorably with index selection for situations involving 
intense overall selection, high phenotypic correlations between the traits 
under selection and a divergence in the importance (r^ ) of the traits in 
which genetic improvement is sought. 
Empirical data supplied by seven major A.I. studs was examined to 
evaluate the intensity of pedigree and progeny test (second-stage) selection 
achieved in choosing Holstein sires for future use in A.I. The bulls and 
cows chosen to produce sons for sampling were found to represent a group 
of individuals highly selected for milk and fat production and for the 
type traits examined. However, selection indexes computed in retrospect 
for the sires and dams of young bulls revealed a general overemphasis of 
fat production and classification score relative to milk production for 
the combinations of economic, genetic and phenotypic parameters assumed 
here. This might indicate that the studs considered fat production (or 
luL Lcôu) and classification cccrc to be of higher ermnmmir value than was 
assumed in this study. Alternately, it could suggest that the studs failed 
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to properly consider the accuracy with which the production and type 
traits reflected the respective breeding values of these traits. A com­
bination of these explanations was also thought possible. 
As a group, the studs returned to service approximately 25 percent of 
the sons sampled. The sons returned to service exceeded the mean of all 
sons sampled for milk and fat yield and for classification score. The 
actual average second-stage selection differentials were found to be 146.2 
kg., 4.0 kg. and 2.2 points for regressed milk yield, regressed fat yield 
and classification score, respectively. 
It was indicated that genetic progress measured on a per year basis 
might be considerably reduced by the excessively long generation interval. 
Comparisons between index and ICL methods of selection were made using 
weights and culling levels computed from the actual selection emphasis 
placed on the various traits by the studs. The results indicated that the 
ICL method was expected to yield slightly less improvement in the hypo­
thesized H than was the index method, for the selection intensities 
actually achieved. It was noted that these comparisons were made under 
circumstances which are most favorable to ICL selection. 
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VIII. APPENDIX I 
The bivariate normal integrals used in this work were computed by the 
method of Owen (1956). This method expresses the volume of the standard 
bivariate normal distribution included from minus infinity to the trunca­
tion points, d^  and d^ , as a function of the corresponding univariate 
normal integrals and the T-function, which is tabled by Owen. The 
expression is 
B(d^ , p) - i G(dj)+ i GCd^ ) - T(d^ , A;,) - T(d^ , - ll 
where the upper choice is made if dj^ d^ O^ or if d^ dg = 0 and d^  + d^ O^ 
and the lower choice is made otherwise, where 
4: = (d^  - pd^ ) / dj^  Vl-p^  , = (d^  - pdg) / d^  Vl-p^  
and where 
B(d^ , d^ ; p) is the volume of a standardized bivariate normal dis­
tribution with correlation p over the lower left-hand 
quadrant of the x^ xg plane when truncated at x^  = d^  
and x^  = dg, 
G(d^ ) is the univariate normal integral from minus infinity to d^  
and T(d^ , is the T-function tabulated by Owen. 
The T-function is expressed as 
/
i^j 
exp (- 1 dS (1 + x^ )) / (1 + x^ ) dx^  . 
n 
An exponential series expansion of T(d., A ) given by Owen was used in 
1 ij 
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this study. This expansion may be represented as 
00 
T(d , A ) = (arctan A - 2 C A^ "*" ) / 27T (1) 
 ^ ij j=o J 
i 1 j .21 
where C. = (-1) [l - exp (- r d!) Z -5—] / (2j+l). 
J Z 1 i=0 2^ 1: 
The infinite summation in (1) was computed roughly to the limits of the 
computer. Values computed for T(dj, A^ )^ agreed with those tabled by Owen 
to the fifth decimal. 
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IX. APPENDIX II 
The trivariate normal integrals used in this work were confuted by the 
method of Steck (1958). This method expresses the volume of the standard 
trivariate normal integral included from minus infinity to the truncation 
points dj^ , d^  and d^  as a function of the corresponding univariate normal 
integrals, the T-function confuted by Owen (1956) and the S-function 
tabulated by Steck. 
The fundamental formulas are: 
Case (1): d^  > 0, d^  > 0, d^  > 0 or d^  <0, d^  < 0, d^  < 0 
C ( d j ^ ,  d g ,  d ^ î  P i 2 '  P i 3 '  P 2 3 )  "  2  ^ ( 4 ^ )  
1 3 
72 S [T(d A,,) - 2 S (d., A,,, M,.)] (j' f j f i) 
 ^i=l jf^ i 1 1 iJ IJ 
Case (2): d^  > 0, d^  > 0, d^  < 0 or d^  <0. 4% < 0, d^  > 0 
C(dj^ , dg, d^ ; Pi2» P13» P23) J + GCdg) -
T(di, A^ g , )  - T(d2, A^ )^ - C (d^ , d^ , -d^ ; P12* "Pl3* "^ 23^ ' 
where 
C(d^ , d^ , d^ ; Pj^ 2» Pi3* P23) the standard trivariate normal 
integral from minus infinity to d^ , d2 and d^ » 
L, . is 0 if A > 0 and A../ > 0 or if A., < 0 and A.,/ < 0, and 
ij ij' ~ - ij -
is I otherwise, 
S(d^ , A^ j, M^ j) is the S-function tabulated by Steck, 
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where 
•' '^l-Pi2'Pl3"P23^ P^l2Pi3P23 
and where all other terms are defined as in Appendix I. 
A first-term series expansion accurate to the fifth decimal presented 
by Steck was used to approximate the S-function. This expansion may be 
expressed as 
S(h, a, b) = G[h(l + a^  + a^  (b/Z)^ )^ ^^ ] arctan 
[b/(l + af + af 
