Abstract-This paper proposes a surface mount device (SMD) classification method for printed circuit board (PCB) assembly inspection machines. The package types of SMD components must be classified to create a job program for the inspection machine. In order to reduce the creation time of the job program, we developed an automatic classification algorithm for SMD packages. We identify the chip-type packages by color and edge distribution of images. The input images are transformed to the hue saturation intensity (HSI) color model, and the binarized histograms are extracted for the H and S spaces. Also the edges are extracted from the binarized image, and quantized histograms are obtained for the horizontal and vertical directions. A neural network is then applied to classify package types from the histogram inputs. Experimental results verify the usefulness of the proposed method.
I. Introduction
Automated optical inspection (AOI) on surface mount technology (SMT) line automatically scans the surface mount device (SMD) assembled on a printed circuit board (PCB). It checks the PCB's assembled condition processing images from a camera attached to the AOI.
The inspection determines if there is a device mounted, if it is the wrong type, for tombstone problems, for something out of place, for excess solder or poor solder, excitation issues, or a short in the shouldering area through 2D and 3D image processing.
The position of the parts, the inspection area, and package types should be programmed pre-operation to perform the AOI. Based on the lighting and inspection, the parameters are set differently depending on the component package types, and package types should be set exactly. Currently, an operator checks the images of the parts by eye and manually registers each package type. Since there are hundreds or thousands of parts on one PCB, it takes a lot of time and work to learn them, so automation of the component package classification process is needed.
Traditionally, most work has focused on how to automatically extract the inspection position and area from the PCB image [1, 2] . One proposed method uses a neural network to recognize the types of components and to find defects in a part [3] . By teaching the neural network model the size of a part, the number of, and size of, soldering, etc. this method can identify defects and the defect type by recognizing the type of the part and inspecting parts of the assembly. However, it is hard to determine if the size is different, even for devices of the same type, so it is difficult to adjust the problem in classification of a device package. Another method was proposed for recognizing positions of the parts and assembled status with a genetic algorithm and template matching [4] . However, it is difficult to get this method to recognize the type of the component package.
Lead-type packages can be easily classified by number and position of leads, but chip-type packages are hard to classify because they have the same number and position of leads. This paper proposes a new, automatic chip-type SMD package and a classification method that extracts color and edge information from a processing color image obtained via AOI, and proposes an algorithm to classify chip-type packages using a neural network. To verify the usefulness of the proposed method, we compared experiment results using color and edge information and by using color information only. This paper is organized as follows. Section II defines the automatic classification problem for an SMD package. In Section III, we propose an automatic classification system. In Section IV, we present the results and evaluate the performance of the proposed system.
II. SMD Package Automatic Classification Problem
To create a work program for AOI, the positions and area data for each part are extracted and input by computer-assisted design and Gerber file. Also, a non-defective standard PCB image for the inspection target is input. Extracting images of each part, each image is shown in the assembled state of the PCB with its background. The SMD automatic package classification problem is to classify the package from the acquired image of each part.
An SMD package can be classified with various criteria, such as size, number of leads (electrodes or terminals), position of leads, etc., because the objective of AOI is optical inspection in the assembled state. It classifies the package based on the parameters needed for the inspection. In other words, it is important to know the position and number of leads for soldering inspection, and it is also important to know the printed shape on the surface and the color, depending on the light available for package inspection. Fig. 1 shows examples of chip-type packages to be classified in this paper. A chip-type package with two leads can be classified into small outline diode (SOD), tantalum, ceramic, metal electrode leadless face (MELF), and resist packages, according to color and edge. The input image may vary depending on optical conditions, such as the amount of light and the camera resolution, so package classification should be performed with this taken into consideration.
There are hundreds, even thousands, of parts on one PCB, so the time required for package classification per part should be minimized.
There are many studies into methods to extract the part inspection area and detect defective parts, but there are no studies with the objective of creating automatic classification of packages. Because lead-type parts can easily be classified to identify the position and number of leads, this paper proposes a new classification system for chip-type packages. Fig. 2 is the flowchart of the chip-type package classification system. We extract the color and edge information for each image and classify the package using a neural network.
III. System Organization

A. Extract color of the part
The inputted vertical-light image is represented with the RGB color model. In case, because the color expressed by adding to a mixture of three components, 978-1-4799-6944-9/14/$31.00 ©2014 IEEEand each component is not independents, using it for color analysis is difficult, and it is sensitive to external light. On the other hand, information for the HSI color model components is detached. Compared with the RGB color model, HSI makes it easier to take advantage of the color information, and is closer to the way humans recognize color, so it is usually applied for processing color images. Fig. 3 shows an example of an original image using the RGB color model and the H component, S component, and I component from the HSI color model. STEP 1 represents the package color extraction and generation process for the neural network input value. Input an image with the RGB color model, convert it to the HSI color model, and extract the color information to binarize the subtotal of the histogram of the converted component. Because histogram value depend on the image size, binarize the histogram for generalize. Fig. 4 shows an example of extracted color information of a tantalum package.
[STEP 1-1] Input part image  of the RGB color model.
[
[STEP 1-4] Get sub interval  that divides the total interval  by the number of intervals .
[STEP 1-5] Get subtotal         ⋯    into each interval according to (1) .
[step 1-6] According to (2) , generate input data         ⋯    to binarize subtotal  using threshold value T.
[STEP 1-7] Repeat STEP 1-3 ~ 6 with the S component of image  ′ .
B. Extract edge of the part
Extract edges in the package image to determine the shape that is printed on the package surface. Edge extraction is the process of finding the position of rapid change in the color image. Using the edge information, the PCB can be separated from the package part, and the change in color of the package surface can be seen. Fig. 5 shows an example without the printed shape (Fig. 5a) , with the printed shape (Fig. 5c) , and the result of each (Fig. 5b, Fig. 5d ). A package with a printed shape on the surface has complicated edge information, and one without a printed shape avoids the edge information.
To extract edge information, a canny edge detect operation is applied to the vertical illumination image. The canny edge detection operation used most often for edge detection has a low probability of finding a bad edge and is represented by a single line of the one edge. [STEP 2-3] To get projection value         ⋯   , project image  ′  for the vertical direction.
[STEP 2-4] Get sub interval  that divides total interval  by the number of intervals .
STEP 2-5] Get subtotal         ⋯    into each interval according to (3)
[STEP 2-6] According to (4), generate input data         ⋯    to binarize subtotal  using threshold value T
[STEP 2-7] Repeat STEP 2-3 ~ 6 with the horizontal direction project value of image  ′ . each subtotal (c, f) , and the result of binarizing (d, g). The result for ceramic is almost '0', but the result for resist is almost '1', so it can be classified using the neural network.
C. Back-Propagation neural network
A multi-layer perceptron (MLP) neural network is a multi-layer feed-forward network where each layer connects the lower layer (input layer) to the upper layer (output layer). A three-layer back-propagation (BP) neural network can complete any mapping, from m-dimensional to q-dimensional, so only one hidden layer is enough [5] . The learned result is saved to be distributed in connection strength, so it is resistant to input with noise and to corrupted input [6] .
A BP algorithm is one of supervised learning. The learning process has two steps: one is forward (calculate the output for an input); the other is backward (calculate error via the difference between target output and real output, and refresh interlayer connection strength).
In the first step, the relationships for the input vector on input layer ∈  ×  , the output vector on hidden layer ∈  ×  , the output vector on output layer ∈  ×  , the connection strength matrix between input and hidden layer ∈  ×  , the connection strength matrix between hidden and output layer ∈  ×  , the active function on neuron , are similar to (5), and (6)
In the second step, refresh interlayer connection strength  and  in proportion to desired output ∈  ×  , real output   , and error
Repeat until the error becomes smaller then the predetermined value  max by applying the refreshed connection strength. Fig. 8 shows the multi-layer perceptron neural network model. the input vector of the neural network is generated using color and edge information extracted from the steps in section III.1 and III.2.
The total number of input layer neurons is            , where   is the H component of the color information,   is the S component,   is the horizontal component of the edge information, and   is the vertical component. We designed five package-type Total neural network error  is defined with (7) .  is the number of training images,   is the desired output of the th training image,   is the real output of the th training image.
IV. Experiment result
The proposed method in this paper was tested using captured a PCB image captured by AOI on an SMT assembly line, and was compared using color and edge information as well as color information only. In the learning process, 5 package types and 83 part images were used. In the testing process, 154 part images were used. The number of input layer neurons was 35(10 for the H component and 25 for the S component) and 75(10 for the H component in color, 25 for the S component in color, 20 for the horizontal component of edge, 20 for the vertical component of edge). The number of hidden layers was 10, and the number of output layer neurons was 5 for each experiment. The neuron activate function is unipolar sigmoid function, like (8). The neural network learning rate was   , with a maximum error of  max  . To prevent an infinite loop, the maximum repeat count was 10,000.
For the canny edge detect algorithm parameter, standard deviation   , the high threshold   used the Otsu method, and a low threshold of      was used. [7] The system performance comprised an Intel Core i5-3470 CPU @ 3.20GHz, 4GB RAM, under the Windows 7 64-bit environment, and was implemented with Visual Studio 2010. Accuracy is defined with (9), where  is the number of total inputted part images in the same package, and   is the number of successfully classified part images. Fig. 9 shows the error changing graph for two experiments, using color information only (Dotted line), and using color and edge information (Solid line). For color information only, the error was convergent at 0.025, with a repeat count of 800. If two different parts have similar color, consistency between the input value and output value are lost, which leads to negative effects on the learning process. Using color and edge information, convergence speed is lower than with color only, but the learning process was interrupted because error was satiated, with maximum error  max   Experiment 1. Using color information only Table 1 shows the experiment results from the neural network using color information only. It was take about 0.5 seconds for 154 test images. Average accuracy is 75.3%. SOD, tantalum, and MELF packages, which have unique color, show high classification accuracy, but ceramic and resist packages show low accuracy. Table 2 shows the experiment results of the neural network using color and edge information. It was take about 2.8 seconds for 154 test images. Average accuracy is 97.6%. In particular, ceramic and resist accuracy rose dramatically.
Experiment 2. Using color and edge information
In experiment 1, SOD, tantalum and MELF, which have unique color, show high accuracy, but in many cases, ceramic with large white color was classified as resist, and resist with large black color was classified as SOD.
In experiment 2, time increased about 2 seconds but Ceramic and SOD have similar edge information, but can be classified because they have different color information. Table 3 shows a sample of successful classification in experiment 2 that failed to be classified in experiment 1.
V. Conclusion
To reduce prior work time for automatic teaching of an SMT inspector, we proposed an automatic classification method for chip-type SMD packages. We extracted part images, and classified them using a neural network. Using color information only, the average accuracy is 75.3%, because it is hard to classify some parts that have different color even though they are the same package type. To compensate for this, we add edge information, and average accuracy rose to 97.6%, which was demonstrated by experiment.. In both experiments was take about 2.88 seconds for 154 test images. This paper presents an automatic classification method for chip-type packages commonly used in manufacturing plants. Standards for package classification methods depend on the inspector, so the study was carried out to target a relatively standardized package. A follow-up study will proceed for application of the method to more types of packages. Sample of successful classification using edge information Result of using color and edge information 978-1-4799-6944-9/14/$31.00 ©2014 IEEE
