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We present a quantum mechanical theory of optically induced dynamic nuclear polarization ap-
plicable to quantum dots and other interacting spin systems. The exact steady state of the optically
driven coupled electron-nuclear system is calculated under the assumption of uniform hyperfine cou-
pling strengths (box model) for an arbitrary number of nuclear spins. This steady state is given by
a tractable expression that allows for an intuitive interpretation in terms of spin-flip rates. Based on
this result, we investigate the nuclear spin behaviour for different experimental parameter regimes
and find that our model reproduces the flat-top and triangular absorption line shapes seen in various
experiments (line dragging) under the assumption of fast electron spin dephasing due to phonons
and co-tunneling. The mechanism responsible for line dragging has been a matter of controversy so
far; in contrast with previous works, we show that the effect can be explained solely in terms of the
contact hyperfine interaction, without the need to introduce non-collinear terms or other types of
electron-nuclear interactions. Furthermore we predict a novel nuclear spin polarization effect: under
particular, experimentally realistic conditions, the nuclear spin system tends to become sharply po-
larized in such a way as to cancel the effect of the external magnetic field. This effect can therefore
suppress electron spin dephasing due to inhomogeneous broadening, which could have important
repercussions for quantum technological applications.
I. INTRODUCTION
The coupling between an optically driven electron and
the ∼ 105 nuclear spins inside a semiconductor quan-
tum dot gives rise to drastic and unexpected phenom-
ena that have been challenging to explain in a consis-
tent way. While quantum mechanical models of nu-
clear spin dynamics in pulsed laser experiments1–4 have
been used to explain frequency focusing effects5,6, the
underlying assumption of optical and nuclear processes
taking place on different timescales does not hold for
experiments with continuous wave (CW) laser drive.
In fact a consistent quantum mechanical description
with predictive power for important CW effects such
as line dragging7–10 and nuclear polarization induced
by quasiresonant excitation11–15 is still lacking. Such
a theory of optically induced dynamic nuclear polar-
ization (DNP) could be crucial for quantum dot (QD)
based technologies to realize their immense potential.
QD single-photon sources have recently achieved un-
precedented brightness16 and near-perfect single-photon
purity17–19, as well as generated entangled states of sev-
eral photons20. For these systems to become fundamental
building blocks of a quantum computer, however, the co-
herence of a trapped electron spin needs to be preserved
in the presence of the nuclear spin environment. DNP
can be used to strongly reduce the variance of the effec-
tive magnetic field acting on the electron spin21, which
greatly increases the decoherence time of this qubit sys-
tem. Understanding and controlling nuclear spins there-
fore constitutes a crucial step in advancing quantum dot
science and technology.
We present a model of DNP induced by CW lasers that
features two novel, critical elements in a DNP theory.
First, our model allows us to capture the full quantum
state of thousands of nuclear spins interacting with an
electron spin in a QD. This approach makes it possible to
consider the collective quantum mechanical behaviour of
the nuclear spin system and leads to a tractable solution
in the so-called “box model” limit, in which the electron-
nuclear contact hyperfine couplings are taken to be uni-
form. The box model has been shown to successfully
capture the DNP-driven frequency focusing effect1,2 as
well as short-time free induction decay22,23. More impor-
tantly, we simultaneously take into account optical driv-
ing, decay, and electron-nuclear interactions. The inter-
play of these mechanisms turns out to be centrally impor-
tant to understanding DNP in these systems, as energy
conserving second-order processes emerge that transfer
spin polarization between electron and nuclear systems
even in the presence of a large external magnetic field.
Our model can be viewed as minimal in the sense that it
includes only the contact hyperfine interaction, the elec-
tron Zeeman interaction, and optical driving. Additional
interactions such as quadrupolar hyperfine terms or nu-
clear dipole-dipole interactions are not included. Our
work thus sheds light on which DNP effects can be ex-
plained solely in terms of the contact interaction.
We find an exact and analytically tractable expres-
sion for the steady state of the optically driven, coupled
electron-nuclear spin system for an arbitrary number of
nuclear spins in the box model approximation. This ex-
act expression allows for an intuitive interpretation in
terms of spin-flip rates and describes a rich variety of
DNP effects. In particular we find that our model re-
produces both the flat-top and the triangular absorption
line shapes seen in experiments7,8 and referred to as line
dragging under the assumption of a strong electron spin
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FIG. 1. Trion population averaged over steady-state nuclear
spin polarizations (black). The nuclear spin system adjusts
in such a way that the optical transition remains at a fixed
detuning over a range of laser frequencies parametrized by
∆. The green dashed line shows the Lorentzian line shape
of the driven |↑〉 ↔ |⇑〉 transition in the absence of nuclear
spins. Parameters in GHz: Γ = 1, γ = 0.01, A = 0.01, Ω = 1,
ωe = −150, J = 2000, κ↑ = 0.01, κ↓ = 0.011, η = 1.5,
∆0 = ωe/2.
dephasing mechanism on top of the electron-nuclear in-
teraction. An example of a flat-top line shape is shown in
Fig. 1. Furthermore we find an interplay of second-order
flip-flop processes leading to sharply peaked nuclear spin
polarization probability distributions (NSPPDs). This
novel DNP effect can give rise to nuclear spin polarization
that tends to cancel the effect of an external magnetic
field and thereby leads to degenerate electronic transi-
tions. We refer to this effect as “Zeeman suppression”.
Due to the strongly reduced variance of the NSPPD, this
effect could greatly reduce electron spin dephasing due
to inhomogeneous broadening, which along with the de-
generate transitions established by the effect is a crucial
requirement for a QD source of entangled photons as pro-
posed in Ref. 24.
Our exact solution for the steady state of an optically
driven, coupled electron-nuclear spin system provides an
explanation for experimentally observed DNP effects and
predicts interesting novel phenomena, which could pave
the way towards QD-based quantum technologies. As
an exact solution of a mesoscopic quantum mechanical
problem, our result can furthermore serve as a touchstone
for approximate methods going beyond the box model
approximation.
This paper begins with the introduction of the model in
section II. The steady-state solution of this model is de-
rived in section III and used in sections IV and V to inves-
tigate the DNP effects of line dragging and Zeeman sup-
pression, respectively. An overview of the effects found
is shown in Tab. I and the experimental parameters are
summarized in Tab. II.
Transition Detuning Dephasing Effect
blue (ωe < 0) ∆ ≈ ωe
2
fast
(ηt & Γ)
line dragging
red (ωe > 0) anti-dragging
blue or red
∆ < 0 slow
(ηt  Γ)
Zeeman suppression
∆ > 0 anti-dragging
TABLE I. DNP effects found in four different parameter
regimes when a right-circularly polarized CW laser is applied
along the growth axis of the QD. In this case, the laser ex-
cites the electron state |↑〉 up to the trion state |⇑〉. ωe is
the Zeeman splitting between the electronic spin states, and
∆ = ⇑ − ωdrive is the laser detuning relative to the midway
point between the two electron spin states (taken to be the
zero of energy). Because the electronic g-factor is negative,
ωe < 0 means that |↑〉 has a lower Zeeman energy than |↓〉,
and thus the |↑〉 ↔ |⇑〉 transition has larger frequency (blue).
II. THE OPTICALLY DRIVEN BOX MODEL
We consider a state ρ of the electron-nuclear system
subject to a Lindblad equation
ρ˙ = − i
~
[H, ρ] +
∑
i
(
LiρL
†
i −
1
2
(L†iLiρ+ ρL
†
iLi)
)
, (1)
where i ∈ {Γ, γ, ↑, ↓, η1, η2} with the Lindblad operators
Li defined below. The Hamiltonian H = Hel +Hhf com-
prises a purely electronic term Hel describing the elec-
tron Zeeman effect and driving by a classical optical field
as well as the hyperfine interaction Hhf which couples
the electron to the nuclear spin system. The electronic
component is given in the frame rotating at the driving
frequency in the rotating wave approximation by
Hel = Ω(|⇑〉 〈↑|+ |↑〉 〈⇑|)+∆ |⇑〉 〈⇑|+ ωe
2
(|↑〉 〈↑|−|↓〉 〈↓|),
(2)
where Ω is the Rabi frequency of the drive, ∆ the differ-
ence between trion energy (including the hole Zeeman
contribution) and driving frequency, and ωe the elec-
tronic Zeeman splitting. Note that we do not include
the trion state |⇓〉 in our model. This omission is justi-
fied for experiments where the laser drives only one of the
two optically active transitions |↑〉 ↔ |⇑〉 and |↓〉 ↔ |⇓〉
due to its polarization or detuning from one transition
in a large external magnetic field. The electron-nuclear
coupling is given by the contact hyperfine Hamiltonian,
which in the box model approximation25 takes the form
Hhf = A(SzIz +
1
2
(S+I− + S−I+)), (3)
where Sz = 1/2 (|↑〉 〈↑|− |↓〉 〈↓|), Iz =
∑
i I
i
z and accord-
ingly for I+/− and S+/−.
We furthermore include spontaneous decay of the trion
state |⇑〉 via Lindblad terms LΓ =
√
Γ |↑〉 〈⇑|, Lγ =√
γ |↓〉 〈⇑|, where Γ  γ are the vertical and diago-
nal decay rates, respectively. Electron spin relaxation
is described by L↑ =
√
κ↑ |↓〉 〈↑|, L↓ = √κ↓ |↑〉 〈↓|, and
3FIG. 2. The box model Hamiltonian is block diagonal in
blocks corresponding to eigenvalues of Fz = Iz+Sz. The level
scheme inside the red box represents such a subspace referred
to as an F block. Within each F block, states are coupled via
optical driving and the hyperfine interaction, represented by
double sided arrows labelled Ω and α, respectively. Processes
that transfer population between F blocks are co-tunneling
at rates κ↑ and κ↓ as well as diagonal decay at rate γ.
electron spin dephasing by Lη1 =
√
η |↓〉 〈↓|, Lη2 =√
η |↑〉 〈↑|. Electron spin relaxation occurs mainly due to
co-tunneling of electrons in and out of the dot26, where
the two different co-tunneling rates can be chosen consis-
tently with a thermal electron spin state in the absence of
optical driving, i.e. κ↓/κ↑ = exp
(− ωekBT ). Electron spin
dephasing on top of nuclear dephasing can be attributed
to phonons27.
The box model approximation greatly simplifies the
problem, as an electron-nuclear spin state |↓〉⊗|m〉, where
Iz |m〉 = m |m〉, only couples to |↑〉 ⊗ |m− 1〉 and vice
versa. The hyperfine Hamiltonian is therefore block di-
agonal in blocks corresponding to eigenvalues mF of the
total electron-nuclear spin operator Fz = Sz + Iz. This
block diagonal structure is illustrated in Fig. 2.
III. THE STEADY-STATE SOLUTION
We want to calculate the steady state of the system, i.e.
the state ρstd that satisfies ρ˙ = 0 with ρ˙ given by Eq. (1).
We first note that due to the block diagonality of H all
coherences between states of different mF vanish. The
remaining linear system can be solved by a decoupling
procedure. We consider the steady-state condition for
the trace of a mF = m− 1/2 block within ρ˙ = 0:
ρ˙↓(m) + ρ˙↑(m− 1) + ρ˙⇑(m− 1) =
γ(ρ⇑(m)− ρ⇑(m− 1))+
κ↓ (ρ↓(m− 1)− ρ↓(m)) + κ↑ (ρ↑(m)− ρ↑(m− 1))
= 0,
(4)
where we use the notation ρe(m) = 〈m, e|ρ|m, e〉 with
e ∈ {↓, ↑,⇑} for state populations. Adding such trace
equations for adjacent mF blocks starting with the trace
equation for the mF = J + 1/2 block,
γρ⇑(J) + κ↑ρ↑(J) = κ↓ρ↓(J), (5)
one arrives at the series of equations
γρ⇑(m) + κ↑ρ↑(m) = κ↓ρ↓(m) for J ≥ m ≥ −J. (6)
The steady-state equations
ρ˙↑(m) = 〈↑,m|[H, ρ]| ↑,m〉+
Γρ⇑(m)− κ↑ρ↑(m) + κ↓ρ↓(m) = 0,
ρ˙↓(m) = 〈↓,m|[H, ρ]| ↓,m〉+
γρ⇑(m) + κ↑ρ↑(m)− κ↓ρ↓(m) = 0,
(7)
simplify to
ρ˙↑(m) = 〈↑,m|[H, ρ]| ↑,m〉+ (Γ + γ)ρ⇑(m) = 0,
ρ˙↓(m) = 〈↓,m|[H, ρ]| ↓,m〉 = 0 (8)
using Eq. (6). The resulting set of equations for any
mF = m−1/2 block is therefore identical to the equations
generated by a steady-state Lindblad equation LρmF = 0
with Hamiltonian HmF = PmFHPmF and Lindblad op-
erators Lv =
√
Γ + γ |↑〉 〈⇑|, L↑ = √κ↑ + η |↑〉 〈↑|, L↓ =√
κ↓ + η |↓〉 〈↓|. Here PmF is the projector onto the mF
subspace spanned by |↓,m〉, |↑,m− 1〉, |⇑,m− 1〉.
The steady-state equation ρ˙ = 0 has now been decou-
pled into a 3× 3 set of steady-state equations LρmF = 0,
referred to as the “one-block problem”, and a set of equa-
tions given by Eq. (6) relating these one-block problems,
which we refer to as the “all-blocks problem”. While the
one-block problem involves finding the steady state of
a Lindblad equation in a three-dimensional state space,
the all-blocks problem is solved by normalizing these one-
block solutions in such a way as to satisfy Eq. (6). In
what follows, we first show how to perform this normal-
ization procedure assuming the single-block problem has
been solved. We then show how to solve the single-
block problem to obtain an explicit expression for the
full steady-state density matrix.
The all-blocks problem can be formulated in terms of
rate equations in the probabilities
pmF = ρ↓(m) + ρ↑(m− 1) + ρ⇑(m− 1), (9)
where m = mF − 1/2. We write
p˙mF (t) =−
(
rmF↓ (t) + r
mF
↑ (t)
)
pmF (t)+
rmF+1↓ (t) pmF+1(t) + r
mF−1
↑ (t) pmF−1(t),
(10)
where rmF↓/↑ (t) denotes the rate of the system to transi-
tion from a state with total electron-nuclear spin mF
downwards (upwards) to a state of mF = mF − 1
(mF = mF + 1) at time t. These rates can be identi-
fied as
rmF↓ (t) = κ↑n↑(mF , t) + γn⇑(mF , t),
rmF↑ (t) = κ↓n↓(mF , t),
(11)
where ne(mF , t) are the diagonal elements of a normal-
ized 3 × 3 density matrix ρmF (t) obeying 〈e|ρ(t)|e〉 =
ne(mF , t) pmF (t) and
∑
e ne(mF ) = 1 with e ∈ {⇑, ↑, ↓}.
4The steady state is given by p˙mF = 0. Using Eq. (6),
which also holds in the steady state, one finds that
pmF
pmF−1
=
rmF−1↑
rmF↓
, (12)
where dropping the time dependence indicates steady-
state rates and probabilities. This equation can be inter-
preted as a statement of zero probability flow across each
side of the mF box shown in Fig. 2. Given the steady-
state rates rmF↓↑ , which can be determined by solving the
one-block problem, the all-blocks problem is solved by
pmF =
1
N
1
rmF↓
mF−1∏
i=1
(
ri↑
ri↓
)
for mF > 0,
pmF =
1
N
1
rmF↑
mF+1∏
i=0
(
ri↓
ri↑
)
for mF < 0,
p0 =
1
N
1
r0↑
,
(13)
where N is an overall normalization constant.
The steady state of the optically driven box model
is therefore found by solving the one-block problem
LρmF = 0 to obtain the three relative populations
n↓(mF ), n↑(mF ), and n⇑(mF ), calculating the spin-flip
rates given by Eq. (11), and using these rates to calcu-
late the polarization probability distribution given in Eq.
(13). Eq. (12) and Eq. (13) have an intuitive graphical
interpretation that can directly lead to a qualitative un-
derstanding of the NSPPD pmF based on properties of
the one-block solution, as shown in Fig. 3.
We now return to the one-block problem and show how
to solve the 3×3 set of equations to obtain an explicit ex-
pression for the steady state. To compactify the notation
in what follows, we introduce the auxiliary parameters
α = A2
√
J(J + 1)−m(m− 1), ω = −ωe − Am + A/2,
δ = ∆−(ωe +A(m− 1)) /2, Γ′ = Γ+γ, η↑ = η+κ↑, and
η↓ = η+κ↓. Note that δ is the detuning of the laser from
the optical transition |↑,m〉 ↔ |⇑,m〉. We also note that
in the one-block problem, the co-tunneling rates κ↑/↓ ap-
pear as part of dephasing rather than as relaxation rates,
because the effect of electron spin relaxation in the one-
block problem cancels out when using Eq. (6). We there-
fore refer to η↑/↓ as combined dephasing rates, keeping
in mind that this dephasing is partially a consequence of
relaxation. The relative populations ne(mF = m − 1/2)
for e ∈ ↓, ↑,⇑ are then found as the steady state of the
Lindblad equation with Hamiltonian
H = ω |↓〉 〈↓|+ δ |⇑〉 〈⇑|
+α
( |↓〉 〈↑|+ |↑〉 〈↓| )+ Ω( |↑〉 〈⇑|+ |⇑〉 〈↑| ), (14)
where the zero of energy has been reset by subtract-
ing ωe1/2 w.r.t. Eq. 2, and Lindblad operators LΓ′ =√
Γ′ |↑〉 〈⇑|, L↑ = √η↑ |↑〉 〈↑|, L↓ = √η↓ |↓〉 〈↓|. We find
n⇑ =
D
D(2T + 1) + 2
(
α
Ω
)2
N1 −N2
,
n↑ =
TD +
(
α
Ω
)2
N1
D(2T + 1) + 2
(
α
Ω
)2
N1 −N2
,
n↓ =
TD +
(
α
Ω
)2
N1 −N2
D(2T + 1) + 2
(
α
Ω
)2
N1 −N2
,
(15)
where
T = 1 +
Γ′Γ′↑
4Ω2
+
Γ′δ2
Γ′↑Ω2
,
D =
1
Γ′
(
Γ′↓
4
+
α2
Γ′↑
+
Ω2
ηt
+
(δ − ω)2
Γ′↓
)
,
N1 =
1
4
+
Ω2
ηtΓ′↓
+
2δ(ω − δ) + α2
Γ′↑Γ
′
↓
− δ
2
(Γ′↑)2
,
N2 =
1
4
+
Ω2
ηtΓ′↓
+
δ(ω − δ) + α2
Γ′↑Γ
′
↓
+
ω
ηt
(
δ − ω
Γ′↓
+
δ
Γ′↑
)
,
(16)
and we use the short forms Γ′↑/↓ = Γ
′ + η↑/↓ and ηt =
η↓ + η↑. This solution of the one-block problem lets us
calculate the spin-flip rates r
mf
↑/↓ following Eq. (11), which
in turn specify the NSPPD pmF . The density matrix ρstd
with populations given by 〈e|ρstd|e〉 = ne(mF )pmF is the
exact steady state of the optically driven box model spec-
ified by the Lindblad equation in Eq. (1). This steady-
state solution is our main result and will be used in the
following to explore interesting DNP effects such as line
dragging and Zeeman suppression.
IV. LINE DRAGGING
The one-block solution (Eq. (15)) exhibits familiar
two-level system behaviour when considering the excited
fraction
n⇑
n↑
=
1
T +
(
α
Ω
)2
N1/D
. (17)
The term T (Eq. (16)) is identical to the denominator
of a Lorentzian two-level system line shape with peak
at δ = 0, and the additional term ∝ (A/Ω)2 gives rise
to hyperfine-induced broadening. The function D can
be interpreted as the denominator of a Lorentzian line
shape centered where the frequency of the driving field
matches the optical transition energy minus the Zeeman
energy (δ = ω). The detunings δ = 0 and δ = ω are
therefore of special importance, and we refer to them as
optical and indirect resonances, respectively. If the laser
frequency is far detuned from both of these resonances,
5Symbol Meaning
Γ vertical decay rate (|⇑〉 → |↑〉)
γ diagonal decay rate (|⇑〉 → |↓〉)
A hyperfine coupling constant
J total nuclear spin quantum number
Ω Rabi frequency of the |⇑〉 ↔ |↑〉 driving
∆ laser drive detuning ⇑ − ωdrive (does not include
Zeeman splitting)
ωe Zeeman splitting of the electron spin states
η electron spin dephasing rate
κ↑ (κ↓) co-tunneling rate from up to down (down to up)
η↑ (η↓) combined dephasing rate η + κ↑ (η + κ↓)
ω total splitting of states |↓,m〉 and |↑,m− 1〉:
ω = ↓,m − ↑,m−1 = −ωe −A m+A/2
δ total detuning (includes Zeeman and hyperfine
splitting): δ = ∆− (ωe +A(m− 1))/2
α effective hyperfine coupling:
α = A
2
√
J(J + 1)−m(m− 1)
TABLE II. Parameters of the optically driven box model.
then the term TD ∝ ∆4 dominates, and the system tends
towards the state n↓ = n↑ = 1/2 that is also obtained in
the absence of optical driving.
We begin our investigation of the nuclear spin be-
haviour in the regime near optical resonance δ / Γ.
Considering the ratio of ground state populations un-
der the assumption of large Zeeman splitting appropri-
ate for experiments in large (' 1T) magnetic fields, i.e.
ωe  A, Ω, η↑, η↓, we arrive at
n↓
n↑
≈ 1 + Γ
′
ηt
1
T
. (18)
The ratio of ground state populations is therefore de-
scribed by almost the same Lorentzian function that
gives the excited fraction in the optically driven two-
level system obtained by switching off the hyperfine in-
teraction. This Lorentzian feature is weighted by the
ratio of spontaneous emission and combined dephasing
Γ′/ηt = (Γ + γ)/(2η + κ↑ + κ↓), such that for slow de-
phasing population is strongly driven towards the state
|↓,m〉 which does not directly couple to the laser. For
fast dephasing, on the other hand, the ground states are
almost equally populated.
The nuclear spin steady state is obtained by calcu-
lating the spin-flip rates rmF↑/↓ given by the solution of
the one-block problem. In the regime of fast combined
dephasing, the ground states can be assumed almost
equally populated, and the trion state population fol-
lows an approximately Lorentzian line shape centered at
the optical resonance. Hence given that the co-tunneling
rates obey |κ↑ − κ↓| < γ, the downward spin-flip rate
r↓(mF ) = κ↑n↑(mF ) + γn⇑(mF ) dominates the upward
spin-flip rate r↑(mF ) = κ↓n↓(mF ) around the value of
mF corresponding to the optical resonance due to the ex-
cited state contribution. Due to the negative g-factors in
self-assembled quantum dots, the |↑〉 electron spin state
is usually lower in energy than the |↓〉 spin state28, such
that in the thermal state n↑ > n↓, and we therefore
take κ↓ > κ↑. Hence for spin polarizations mF far from
the value corresponding to the optical resonance where
n⇑(mF ) ≈ 0, and given that n↑(mF ) ≈ n↓(mF ), we find
that the spin-flip rate upward dominates, i.e. r↑ > r↓.
There are two values mp, m
′
p of mF on the wings
of the Lorentzian function given in Eq. (17) at which
the spin-flip rates are equal (see Fig. 3). The crossing
point mp at the lower value of mF is a stable point, as
higher (lower) mF values favour the spin-flip rate down-
ward (upward), and the nuclear spin polarization is there-
fore driven towards this crossing point from both sides.
The trapping condition (r↑ − r↓)(mp − m) > 1 holds
true for m ∈ [−J,m′p], while polarization is pushed to-
wards m = +J for m > m′p. Clearly the resonance
polarization m0 =
1
A (2∆ − ωe) (peak of r↓ in Fig. 3)
moves with the detuning ∆ and with it the two crossing
points mp, m
′
p. In an upsweep of the laser frequency, a
jump of the average nuclear spin polarization 〈m〉 to the
near-resonant value mp occurs at a critical detuning ∆
at which the trapping region captures a sufficient frac-
tion of the nuclear spin range m ∈ [−J, J ]. As shown
in the inset of Fig. 3 the average nuclear spin polar-
ization then follows the resonance polarization m0 up
to its maximum polarization, and the NSPPD remains
sharply peaked at a fixed and small detuning. This be-
haviour can be interpreted as the line dragging effect seen
in experiments7,8. Clearly the values of the co-tunneling
rates κ↑/↓ are swapped when the direction of the mag-
netic field is reversed, explaining why line anti-dragging
rather than line dragging is observed when the lower-
energy (‘red’) transition is driven rather than the higher-
energy (‘blue’) one. In this case, r↓ > r↑ for all m, and
thus the NSPPD becomes peaked at m = −J .
The line-dragging behaviour described above can be
seen as a consequence of two competing physical pro-
cesses. On the one hand optical excitation from the
ground state |↑,m〉 to the trion state |⇑,m〉 leads to di-
agonal decay to the state |↓,m〉. On its own this pro-
cess shelves electron spin population into the electron
spin state that is not optically addressed, as observed
experimentally in Ref. 26. In the presence of dephas-
ing, however, the shelved state |↓,m〉 can flip-flop with
the nuclear spin system to the state |↑,m− 1〉, as the
dephasing environment provides or absorbs the Zeeman
energy required for the flip flop. This cycle of optical ex-
citation - diagonal decay - environment-assisted flip flop
decreases the nuclear spin projection number m by one in
each iteration. Following Ref. 7 we refer to this process
as the Overhauser effect (see the left panel of Fig. 4).
On the other hand, co-tunneling pushes the electron
spin state towards a slightly polarized thermal state at
cryogenic temperatures. We find 〈Sz〉thermal = 0.065
at 4 K and 3 T with a g-factor of ge = 30 µeV/T
28.
The hyperfine interaction leads to equilibration between
electron and nuclear spin polarization given a mech-
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FIG. 3. Spin-flip rates r↓ = κ↑n↑ + γn⇑ and r↑ = κ↓n↓
and resulting nuclear spin polarization probability distribu-
tion p(m) (NSPPD, black line). Nuclear spin polarizations
m at which the rates match are the potential positions of a
peak in the NSPPD. Inset: The peak in the NSPPD remains
at a fixed distance from the optical resonance polarization
m0 =
1
A
(2∆−ωe) over a certain interval of detunings ∆, which
corresponds to the width of the flat-top line shape shown in
Fig. 1. The data point highlighted in green corresponds to
the NSPPD shown. Parameters as in Fig. 1 with ∆ = −74
GHz for the outer figure.
anism to overcome the energy conservation barrier in
an external magnetic field29. In the absence of opti-
cal driving, this mechanism is provided by dephasing
in our model. A state |↑,m〉 decays to the mixed state
1/2(|↑,m〉 〈↑,m|+|↓,m+ 1〉 〈↓,m+ 1|) with a decay rate
of γeq = 2ηtα
2/ω2 for ω  A, ηt, where α is the effective
flip-flop strength, ω the total electron spin splitting, and
ηt = η↑ + η↓ the total combined dephasing rate. This
effect could in principle lead to nuclear spin polarization
even in the absence of optical driving (as seen for detun-
ings ∆ < ∆c in the inset of Fig. 3, where ∆c marks
the position of the jump), but since the equilibration
takes place at a comparatively slow rate of γeq in the kHz
regime for experiments in magetic fields of ∼ 1 T, the ef-
fect is superseded by nuclear spin diffusion (diffusion rate
Td ≈ 2.5 ms measured in Ref. 11). Off-resonant optical
driving leads to an additional dephasing mechanism and
thereby accelerates the spin equilibration process, such
that the thermal electron spin polarization is transferred
to the nuclear spin system. In a system with a ground
state |↑〉 significantly lower in energy than |↓〉, the elec-
tron tends towards positive 〈S〉thermal, such that the nu-
clear spin system upon equilibration also tends towards
a positive value of polarization, which is in the opposite
direction to the Overhauser effect. Since the Overhauser
effect relies on optical excitation to the trion state |⇑〉, it
dominates only close to resonance, while thermal equili-
bration of thermal electron spin polarization takes place
further off resonance. Hence the most likely nuclear spin
polarization is found on the shoulder of the Lorentzian
line shape describing the trion population. If the tran-
sition |↓〉 ↔ |⇓〉 instead of |↑〉 ↔ |⇑〉 of is optically ad-
dressed (using σ− rather than σ+ polarized light), how-
ever, the Overhauser effect polarizes nuclear spins in the
same direction as the thermal polarization, such that the
most likely nuclear spin polarization is far off-resonant.
This is consistent with the anti-dragging effect observed
in Ref. 8. As noted above, reversing the magnetic field
switches between line dragging and anti-dragging regard-
less of which optical transition is driven, since reversing
the field swaps the transition frequencies. Our model pre-
dicts that line dragging always occurs when the blue tran-
sition (whether this is |↑〉 ↔ |⇑〉 or |↓〉 ↔ |⇓〉) is driven,
while anti-dragging occurs when the red transition is ad-
dressed, which agrees with experimental observations7,8.
V. ZEEMAN SUPPRESSION
We now show that in the weak-dephasing regime
the electron-nuclear spin system exhibits behaviour that
is very different from the line dragging phenomenon
just described and that has thus far been missed by
other theoretical treatments. Slow combined dephas-
ing κ↑/↓ + η  Γ effectively turns off the Overhauser
effect, as environment-assisted equilibration of electron
and nuclear spin polarization cannot take place any more.
Nonetheless we find strong optically induced nuclear spin
polarization effects in this low-dephasing regime due to
second-order effects that combine a spin flip flop with
an optical process. These processes are illustrated in the
middle and right panels of Fig. 4. Before we describe
them in detail, we first point out some general trends
that follow from the ground state ratio obtained from
Eq. (15). For slow dephasing rates κ↑/↓, η  Γ this ratio
approaches
n↓
n↑
= 1− Ω
2 + ω(2δ − ω)
Ω2 + (Γ′)2/4 + δ2 + α2
, (19)
which holds in the limit of zero combined dephasing
κ↑/↓ + η = 0. At the optical resonance (δ = 0) the
system can be seen to tend towards the state |↓,m〉 as-
suming ω  Ω. At the indirect resonance ω = δ, on the
contrary, the state |↑,m− 1〉 is favored. Hence the elec-
tron spin is pushed towards the state that is off resonance
with the driving field in either case as shown in Fig. 5,
no matter if this state is optically addressed (|↑,m− 1〉)
or not (|↓,m〉). We now describe the physical origin of
these trends and show that it leads to a new type of DNP
in this system.
Depletion of the |↑,m− 1〉 state near the optical res-
onance can be attributed to emission-assisted flip flops
(right panel of Fig. 4). For small detunings δ the
state |↑,m− 1〉 is likely to be excited to the trion state
|⇑,m− 1〉 (Eq. (17)). In the presence of hyperfine cou-
pling between the ground states |↓,m〉, |↑,m− 1〉, the
trion does not decay to |↑,m− 1〉 as the selection rules
might suggest. Instead the decay results in a super-
position of the energy eigenstates |↑˜〉 = c1 |↑,m− 1〉 +
c2 |↓,m〉 and |↓˜〉 = c2 |↑,m− 1〉 − c1 |↓,m〉 with coeffi-
cients c1,2 obtained by diagonalizing the sum of the hy-
7FIG. 4. Processes giving rise to optically induced nuclear
polarization. The Overhauser cycle decreases nuclear spin
polarization for a driven |↑〉 ↔ |⇑〉 transition and requires
diagonal decay as well as strong dephasing to overcome the
energy conservation barrier of the electron-nuclear spin flip
flop. The excitation- and emission-assisted flip flop cycles, on
the contrary, take place even in the absence of diagonal decay
and dominate the system dynamics in the weak dephasing
regime, as the energy cost of the flip-flop is provided by an
absorbed or emitted photon. The emission-assisted flip flop
cycle is referred to as the reverse Overhauser effect in Ref. 7.
perfine and Zeeman Hamiltonians. The state after pho-
ton emission is given by
|⇑,m− 1〉 t1/Γ−−−−→ c1 |↑˜〉 ⊗ |γ1〉+ c2 |↓˜〉 ⊗ |γ2〉 , (20)
where |γ1/2〉 refer to single-photon wavepackets with a
Lorentzian spectrum centered around the difference be-
tween trion energy and the energy of |↑˜/↓˜〉, respectively.
Tracing over the photon and transforming to the original
basis shows that a spontaneous-emission-assisted flip flop
takes place with probability
p⇑→↓ =
1
2
(
ξ
α
)2
1 +
(
ξ
2α
)2 , (21)
where α = A2
√
J(J + 1)−m(m− 1) as above and ξ ≡√
4A2 − (ωe +Am)2 − (ωe + Am). As there are no en-
ergy conserving transitions from state |↓,m〉, population
accumulates in this state if the |↑,m− 1〉 ↔ |⇑,m− 1〉
transition is driven resonantly in accordance with Eq.
(19).
Depletion of the |↓,m〉 state near the indirect reso-
nance δ = ω is a consequence of excitation-assisted flip
flops (middle panel of Fig. 4). Formally this process can
be seen by performing a Schrieffer-Wolff transformation
to an effective Hamiltonian H˜ = exp(S)H exp(−S). Fol-
lowing Ref. 7, we use S = A2ωe (S
+I− − S−I+), where as
before I± =
∑
k I
±
k , to arrive at
H˜ = (ωe +AI
z)Sz + Ω (|↑〉 〈⇑|+ |⇑〉 〈↑|) + ∆ |⇑〉 〈⇑|
− AΩ
2ωe
(|↓〉 〈⇑| I+ + |⇑〉 〈↓| I−)+O(A2
ωe
)
.
(22)
The coupling term between states |↓,m〉 and |⇑,m− 1〉
can be interpreted as the result of a second-order process
involving a flip flop from state |↓,m〉 to state |↑,m− 1〉
and photon emission into or absorption from the laser
field connecting state |↑,m− 1〉 to |⇑,m− 1〉. We refer
to this process as an excitation-assisted flip flop. It is
resonant if the energy of a laser photon matches the en-
ergy of the |↑,m− 1〉 ↔ |⇑,m− 1〉 transition minus the
Zeeman energy cost of a flip flop, which corresponds to
δ = ω using the symbols of Eq. (14). For driving near
the indirect resonance δ = ω, the state |↓,m〉 is therefore
likely to undergo an excitation-assisted flip flop to trion
state |⇑,m− 1〉, which then most probably decays to the
ground state |↑,m− 1〉. Due to the large detuning of the
optical transition, this ground state cannot be excited
back to the trion state nor does it flip flop to |↓,m〉 due
to energy conservation. Hence the system tends towards
|↑,m− 1〉 for δ ≈ ω.
Optically induced nuclear spin polarization in the low-
dephasing regime results from a competition of emission-
and excitation-enabled flip flops. The emission-enabled
process dominates and leads to n↓(m) > n↑(m − 1) if
the driving frequency parametrized by ∆ is closer to the
|↑,m− 1〉 ↔ |⇑,m− 1〉 transition energy than to that
of |↓,m〉 ↔ |⇑,m− 1〉, as in this case direct excitation is
more efficient than flip flop-enabled excitation. This con-
dition is satisfied if the total electron splitting Am + ωe
and the detuning parameter ∆ are both positive or both
negative. The centre panel of Fig. 5 illustrates this ef-
fect for the ground state ratio n↓/n↑ obtained from Eq.
(15) for a specific set of parameters in the slow-dephasing
regime; ∆ and Am+ωe have the same sign in the upper
right and lower left regions of the plot, and it is clear that
n↓ dominates in these regions. In the level schemes shown
in the top panel of the figure, these cases correspond to
diagrams where both |↑〉 and |⇑〉 are below or above the
zero line. On the contrary excitation-enabled flip flops
dominate and give rise to n↓(m) < n↑(m− 1) if the sys-
tem is closer to the indirect than to the direct resonance,
which is satisfied when ∆(ωe + Am) < 0. The regions
to the upper left and lower right of the zero contour in
Fig. 5 therefore correspond to the regime of dominant
excitation-enabled flip flops.
As the excited state population n⇑(m − 1) is vanish-
ingly small in the low-dephasing regime, its contribution
to the spin-flip rate rmF↓ = κ↑n↑(m − 1) + γn⇑(m − 1)
(Eq. (11)) can be neglected unless we have fast diagonal
decay and slow co-tunneling, i.e. γ/κ↑/↓  1. The ratio
of spin-flip rates rmF↓ ≈ κ↑n↑, rmF↑ = κ↓n↓ for a par-
ticular laser frequency ∆ can therefore be read off from
the centre panel of Fig. 5 (assuming κ↑/κ↓ ≈ 1 for the
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FIG. 5. Top: Level diagrams in which the trion state |⇑〉
is shown at the rotating frame energy ∆ obtained by sub-
tracting driving frequency from trion energy. The m and ∆
values for each diagram are indicated with a star of matching
color in the centre plot. Centre: The interplay of excitation-
and emission-assisted flip flops can give rise to very unequal
ground state populations of the optically driven three-level
system, depending on nuclear spin polarization m and detun-
ing parameter ∆. Bottom: Spin-flip rates r↑/↓ (units of Γ)
and resulting NSPPD vs. nuclear spin projection number m
for ∆ = −5 GHz, therefore corresponding to a vertical section
through the point highlighted in green in the centre plot. The
nuclear spins tend to polarize in such a way as to cancel the
effect of the external magnetic field (Zeeman suppression).
Parameters in GHz: Γ = 1, γ = 0.01, A = 0.01, Ω = 1,
ωe = −10, J = 3000, κ↑ = 0.9 κ↓ = η = 10−4.
moment). For ∆ < 0 the spin-flip rate r↑ dominates if
m < −ωe/A due to the prevalence of emission-assisted
over excitation-assisted flip flops, while r↓ dominates if
m > −ωe/A. Since for both m > mp and m < mp the
rate that drives the polarization towards mp = −ωe/A
dominates, the polarization probability accumulates at
this value as is evident in the NSPPD shown in the bot-
tom panel of Fig. 5. In contrast, for ∆ > 0, the rate
r↑ dominates for m > mp and r↓ for m < mp, such that
there is no stable point, and the polarization probabil-
ity is pushed away to either side of mp. Similarly to the
anti-dragging behavior discussed above, the nuclear spin
polarization piles up towards maximum polarization at
m + ±J , which is why we refer to the behavior found
in the ∆ > 0 case as anti-dragging as well. Unequal co-
tunneling rates κ↑ 6= κ↓ shift the position of mp but do
not alter the qualitative behaviour. We therefore find
that the nuclear spin system tends towards the value of
polarization mp = −ωe/A that cancels the effect of the
external magnetic field and leads to a zero total electron
spin splitting for ∆ < 0 but avoids this value of polariza-
tion for ∆ > 0. This effect is one of the key findings of the
present work, and we refer to it as Zeeman suppression.
The experiment required to demonstrate Zeeman sup-
pression is comparatively simple and involves a circularly
polarized laser driving a negatively charged QD in a mag-
netic field oriented along the optical axis. The laser fre-
quency needs to be set such that it is closer to resonance
with the blue electronic transition than to the forbidden
one, i.e. ∆ < 0. The transition moves towards a de-
creased electron spin splitting, resulting in a temporarily
increased photoluminescence (PL) if the laser frequency
is lower than the original transition energy, which could
be observed as a short spike in PL intensity. However the
transition does not seek a position close to resonance as
in the line-dragging regime seen for higher combined de-
phasing rates, but instead continues towards the configu-
ration where both allowed electron transitions |↑〉 ↔ |⇑〉
and |↓〉 ↔ |⇓〉 have the same transition energy. If the
system is driven for a sufficiently long time, the NSPPD
will become concentrated around mp = −ωe/A, which
can be verified by measuring the transition energies of
the two allowed electronic transitions. Executing these
measurements without disturbing the nuclear state is an
experimental challenge but can be achieved. In particu-
lar the technique of spin echo measurements with inter-
mediate electron spin inversion pulses as presented in30
seems suitable for this purpose. Such a measurement
could even gain information on the narrowing of the po-
larization probability distribution, which is of great in-
terest to QD-based photonic devices. The effect of an
anti-aligned nuclear spin steady state is expected to van-
ish when the laser frequency passes the ∆ = 0 level, at
which point no narrowed distributions can be expected.
Zeeman suppression should occur in experiments where
there is little dephasing noise on top of the nuclear de-
phasing effects, which is achieved at low temperatures
that suppress phonon effects. Moderate co-tunneling at
rates 1/Td < κ↑/↓  Γ, where 1/Td is the nuclear spin
diffusion rate, are required to complete the flip flop cy-
cles shown in Fig. 4. Furthermore a moderate magnetic
field ωe ∼ 10Γ is conducive as it suppresses quadrupolar
effects30 and leads to a steady state of significant polar-
ization around mp = −ωe/A. A large magnetic field,
however, suppresses the second-order processes involved
and thereby prevents Zeeman suppression. We note the
striking similarity between Zeeman suppression and the
nuclear spin steady-state polarization counteracting the
Zeeman splitting observed in the experiment presented
in11, however further theoretical work is needed to take
the quasiresonant excitation laser used in the experiment
into account.
9Experimental observation of Zeeman suppression
would be of great significance for the theoretical under-
standing of QDs and pave the way towards their use in
photonic quantum technologies. It would demonstrate
a dynamic nuclear polarization effect that arises out of
the competition of two optically-assisted electron-nuclear
spin transfer processes and that undergoes a sharp tran-
sition to a narrowly peaked polarization probability dis-
tribution at the critical laser frequency corresponding to
∆ = 0. This narrowly peaked distribution is centered
around the polarization where the two transitions are
degenerate, which is a crucial requirement for the gener-
ation of entangled photons for quantum computing fol-
lowing the protocols presented in Ref. 24, 31–33 and
experimentally demonstrated in Ref. 20. Realization of
such devices is currently hindered by the fast inhomo-
geneous dephasing due to the random value of nuclear
spin polarization found in each run of an experiment.
Zeeman suppression transforms this random distribution
into a narrowly peaked one and therefore greatly extends
the inhomogeneous dephasing time, potentially removing
a major stumbling block of QD-based photonic quantum
computing and communication.
VI. DISCUSSION AND CONCLUSION
We have presented an exact steady-state solution for
the electron-nuclear spin system subject to continuous
wave laser driving in the box model approximation. One
of our goals in this work is to understand which DNP ef-
fects are captured by this minimal model, which includes
only the contact hyperfine interaction, electron Zeeman
interaction, and optical driving. We have seen that not
only are line dragging and anti-dragging reproduced, but
a new phenomenon that we refer to as Zeeman suppres-
sion is also predicted by this model. Here, we discuss
how extensions to this model might modify the results
we have obtained.
The approximation of uniform electron-nuclear cou-
pling constants Ak = Aν0|Ψ(rk)|2, where A is the hy-
perfine constant and ν0 the volume of the crystal unit
cell, neglects the spatial variation of the electron wave-
function Ψ(rk) across the nuclear positions rk. Inhomo-
geneity of the coupling constants Ak can play a crucial
role in the electron-spin dynamics as shown in Refs. 34
and 35, as the electron spin in a small magnetic field un-
dergoes flip flop oscillations with the nuclei, and the am-
plitude and frequency of these oscillations is given by the
coupling constants. Averaging over an inhomogeneous
distribution Ak therefore gives a decay of the electron
spin polarization, while a sinusoidal oscillation is pre-
dicted for the box model limit Ak → A/N . This effect,
however, can be neglected if the magnetic field is large
enough to prevent first-order flip flops, which is satis-
fied for Bext & 100 mT36. Moreover, the effect of the
inhomogeneous hyperfine couplings in second-order flip-
flop processes is negligible in the regime of strong optical
driving given by Ω ∼ Γ ∼ 1 GHz that is assumed in
the DNP effects discussed above, since the electron spin
steady state is reached much faster than the electron spin
decoherence due to the difference in coupling constants
Ak
23. While the box model does provide a reliable model
of electron spin behaviour in high magnetic fields or un-
der strong optical driving, the question remains whether
the inhomogeneity of the coupling constants qualitatively
alters the nuclear spin response to the driven electron
spin dynamics. As varying coupling constants Ak break
the block diagonal structure of the Hamiltonian37, the
decoupling procedure leading to the steady-state solu-
tion of Eq. (13) cannot be used to answer this question.
However the mechanisms of environment-assisted angu-
lar momentum transfer giving rise to the DNP effects
discussed here can be expected to play a role even in
the case of inhomogeneous couplings, such that the box
model can serve as an insightful limiting case.
The optically driven box model we consider does not
include any mechanism of nuclear spin depolarization
other than its interaction with the electron spin. The
primary mechanism for nuclear spin depolarization is the
inter-nuclear dipole-dipole interaction38, which drives nu-
clear spin diffusion out of the quantum dot. This inter-
action is weak compared to the second-order hyperfine
processes we consider. In GaAs for example, the nu-
clear dipolar interaction between nearest neighbors is on
the order of 0.1 neV, whereas the second-order drive-
assisted flip-flop process shown in Eq. (22) is on the
order of AΩ/ωe ∼ 1 neV, which is an order of magnitude
larger. Thus, the dipolar-induced nuclear spin diffusion
is much slower than the hyperfine processes we consider
and should play a negligible role in the initial build-up of
DNP, which is the main focus of our work. The nuclear
dipolar spin diffusion process will, however, ultimately
limit the total amount of DNP that is created in the case
of anti-dragging, and it would be interesting to incorpo-
rate this mechanism in future work to obtain more quan-
titatively accurate results for this particular case. We do
not expect spin diffusion to have a significant effect on
line-dragging or Zeeman suppression because these effects
entail only moderate levels of DNP. Moreover, hyperfine
processes become more dominant over dipolar interac-
tions at low magnetic fields, so the relative importance
of dipolar interactions should be even less in the case of
Zeeman suppression.
Another potentially important mechanism that is not
included in our model is the quadrupolar interacation,
which has been shown to play an important role in ex-
periments on self-assembled30,39 and gate-defined40 QDs.
The quadrupolar interaction leads to an additional elec-
tron spin dephasing mechanism and has been used in a
model of line dragging8. An interesting open question is
therefore whether the linedragging mechanism proposed
here can be experimentally distinguished from DNP re-
lying on the quadrupolar interaction. As the quadrupo-
lar interaction arises from electric field gradients occur-
ing in strained QDs, the DNP mechanism at play could
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be identified by measuring a change of DNP behaviour
with the QD size, externally applied pressure, or other
parameters affecting the strain profile of the QD. The
strong dependence of the linedragging mechanism pre-
sented here on dephasing due to co-tunneling or phonon
coupling provides an additional experimental character-
istic that could be used to distinguish Overhauser-cycle
based DNP from other DNP mechanisms. Another open
question beyond the scope of this work is whether the
quadrupolar interaction can be included in a steady-state
treatment of the kind presented here, which could help
to clarify the role of this interaction.
In addition to showing that line dragging and anti-
dragging can be explained using only the contact hyper-
fine interaction, we uncovered the novel DNP effect of
Zeeman suppression, which arises out of an interplay of
two optically assisted flip-flop processes. One of these
mechanisms (emission-assisted flip flops) has been previ-
ously considered7 as a process competing with the Over-
hauser effect. We find that the two cycles take effect
at different dephasing strengths and that the excitation-
assisted flip flop cycle needs to be taken into account as
well. Experimental observation of Zeeman suppression
would be of great significance as it could be a way to es-
tablish conditions favourable for the realization of a QD
source of entangled photons. Our result can also be used
to explore other DNP effects such as the spontaneous self-
polarization effect predicted in Ref. 41 in QDs and other
systems featuring a driven and coupled electron-nuclear
spin system.
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