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Automatic Content Filter Using Augmented or Virtual Reality
ABSTRACT
This disclosure describes techniques for automatic filtering of audio and/or video content
via augmented reality (AR) or virtual reality (VR) glasses if the content is unsuitable for certain
users. Per the techniques, content filters are configured to define objectionable or scary content.
A machine learning model analyzes the content along with other user-permitted data such as
environmental cues, and crowdsourced information to detect unsuitable content that matches one
or more of the filters. Upon detection, such content is automatically obscured via the AR/VR
glasses, e.g., by darkening the entire screen or selected parts of the screen, by attenuating the
audio feed, etc. or by other suitable action.
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BACKGROUND
Parents sometimes let their children watch movies or other content that they know may
contain scenes they deem too violent or otherwise objectionable. To protect their children, the
parents remain ready to intervene by putting their hands in front of their kids’ eyes or taking
other suitable action to prevent the content from being viewed by children.
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DESCRIPTION
This disclosure describes techniques for automatic filtering of content when a child (or
other user) is watching content, e.g., a movie, using augmented reality (AR) or virtual reality
(VR) glasses.

FIG. 1: Automatic content filtering using AR or VR
Fig. 1 illustrates automatic content filtering using AR or VR. As illustrated, a user is
watching a movie using AR or VR glasses. In Fig. 1(a), the video and audio tracks are suitable
for all audiences. Accordingly, the user sees an unfiltered version of the video and the audio. In
Fig. 1(b), the video and/or audio track includes content that is deemed to be potentially
objectionable. Accordingly, the user’s visual field is darkened and/or the audio volume is
reduced.
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Fig. 2: Machine learning for automatic filtering of content
Fig. 2 illustrates the use of machine learning for automatic filtering of content based on
continuous processing of the video (204a) and audio (204b) feed as provided to the user via their
AR/VR glasses. A machine learning model (202) analyzes the content to match it against a list of
predefined filters (206). The filters can be set by a parent or other responsible user. The filters
can be configured to remove content that is inappropriate for a particular age group, e.g.,
sexually suggestive, violent, drug-related, scary, etc.
When the machine learning model detects that the content matches one or more
categories specified by the filters, the video and/or audio signal fed to the user is attenuated
(208), e.g., by darkening the glasses to block the video feed (akin to a parent closing the eyes of
the child), by reducing the audio volume or muting the audio, etc. In addition to video and audio
feed, the machine learning model can also use environmental cues (204c), crowdsourced
information (204d), content metadata (204e), etc. to determine the video and/or audio attenuating
signal, as further explained below.
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The matching of content to filter category can be done in various ways such as:
● By using machine learning models to detect scenes in the video that match one of the
filter categories.
● By using machine learning models to detect audio in the movie that matches one of the
filter categories.
● By using environmental (audio) cues, e.g., screams from people near the user that are
indicative of a scene being shocking. Such cues are obtained, with user permission, by
deploying appropriate sensors.
● By leveraging network effects, e.g., by crowdsourcing information relating to
objectionable scenes in a movie from similar audiences or users where the glasses have
recorded (with consent from users) that users put their hands in front of their eyes (or
closed their eyes) or took other action to block content at specific moments of a video.
Crowdsourcing to determine objectionable scenes in a movie can be done in a privacypreserving manner by aggregating data coming from many users, and/or by using
techniques like federated learning.
● By using content metadata, e.g., metadata such as timestamps that bracket inappropriate
portions of the content, such as objectionable, sensitive, or scary sections of the content.
The described techniques are of low latency, as soon as the first content cues are detected
and before the content is rendered via the AR/VR glasses, inappropriate content is hidden in a
real-time manner, obscuring either the whole video or selected parts of it.
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CONCLUSION
This disclosure describes techniques for automatic filtering of audio and/or video content
via augmented reality (AR) or virtual reality (VR) glasses if the content is unsuitable for certain
users. Per the techniques, content filters are configured to define objectionable or scary content.
A machine learning model analyzes the content along with other user-permitted data such as
environmental cues, and crowdsourced information to detect unsuitable content that matches one
or more of the filters. Upon detection, such content is automatically obscured via the AR/VR
glasses, e.g., by darkening the entire screen or selected parts of the screen, by attenuating the
audio feed, etc. or by other suitable action.
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