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In this thesis, we propose several versions of the heteroskedasticity-consistent
covariance matrix estimators for the factor analysis model. These estimators are
extensions of Hinkley (1977), White (1980), Shao and Wu (1987) and Cribari-Neto
(2000) that were proposed for the ordinary least squares estimators in the classical
linear regression model. We consider the two-stage least squares estimation method
and present versions of these heteroskedasticity-consistent covariance matrix esti-
mators for the factor loadings in the factor analysis model. A simulation study was
conducted to assess and compare these variance estimators, under different factor
and error distributions.
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Factor analysis attempts to explain the relationship between a set of p response
variables using a smaller set of q underlying, unobservable variables, called factors.
Commonly, the factor analysis model is expressed as:











 is a q×1 vector of factors and µp×1 and Λp×q contain unknown parameters.
It is commonly assumed that factors and errors are independent and errors are
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homoskedastic, that is,






for i = 1, 2, ..., n.
Model (1.1) as stated above is not identified. To achieve identification, some
restrictions must be made on model parameters µ and Λ. One common set of








 fi + i, (1.3)
where β0 is (p− q)× 1 and β is (p− q)× q. So for each of the last q components
of yi,
yij = fij + ij, (1.4)
that is, the factors fij are the true underlying value of yij. The simplicity of the
interpretation of fi, β0 and β is appealing.
Tha maximum likelihood approach is commonly used to estimate β0 and β in
(1.3). The appeal of maximum likelihood approach is that all unknown parameters
are estimated simultaneously and theoretical properties of the estimators can be
easily established using existing maximum likelihood theory. However, a drawback
of the simultaneous estimation process is that if a part of the model is misspecified,
the bias will contaminate all parts of model estimation. In view of this concern, a
limited-information estimator, which estimates parts of models separately is some-
times desirable. Another drawback of maximum likelihood approach is for the
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asymptotic properties of the estimators to be valid, the assumption that factors
and errors in (1.3) are independent must hold. This assumption is sometimes un-
tenable. For example, some marine biologists take morphological meaurements on
corallites found on corals, as part of the procedure to monitor health of coral reefs.
Some of these measurements, for example maximum diameter, is thought to be
size-related. We can use a one-factor model to express the relationships between
these morphological measurements and size of corallite, by letting q = 1 in (1.3),
with fi being the underlying size of a piece of corallite and yi being the p morpho-
logical measurements on the corallite, it is conceivable that yi is measured with
varying level of accuracy depending on the size of corallite i, fi. This variability in








In such a situation where factor and errors are dependent, the usual maxi-
mum likelihood estimators of β0 and β in (1.3) are still unbiased but the variance
estimator is invalid, see Lewin-Koh (1999). Lewin-Koh and Amemiya (2003) sug-
gested a likelihood-based approach that incorporates the structure (1.5) in the
model. Bollen (1996) suggested a limited-information estimator, the two-stage
least square (2SLS) estimator, as an alternative to the full-information likelihood-
based approach. 2SLS estimators of the parameters in the mean structure were
shown to be consistent. However, the asymptotic and small-sample properties of
the variance estimators were largely unexplored. In addition, the 2SLS approach
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is not able to yield estimators for α in the heteroskedasticity structure (1.5).
In this thesis, we propose some alternatives to Bollen’s variance estimator. The
ideas used were first employed by White (1980), Shao and Wu (1987) and Cribari-
Neto (2000) in a different problem. They were interested in finding heteroskedasticity-
consistent variance estimators for the ordinary least squares estimator of the simple
linear regression model, where all variables are observed. Here we consider the fac-
tor analysis model (1.3) which has unobservable predictors, fi and 2SLS estimators
are used to estimate the model parameters. This disallows direct application of
their results and this thesis attempts to modify their estimators to apply to the
factor analysis model.
We now describe the ideas of White (1980), Shao and Wu (1987) and Cribari-
Neto (2000) in section 1.2.
1.2 Literature Review
White (1980) considered the linear regression model :
y = Xβ + u (1.6)
where y is an n × 1 vector of observations, X is an n × k matrix of observations
and u is an n× 1 vector of error terms with mean zero. The ordinary least square
(OLS) estimator for this model is
βˆ = (X′X)−1X′y (1.7)
and the covariance matrix of βˆ is:
(X′X)−1X′ΩX(X′X)−1, (1.8)
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where
Ω = E(uu′)
If error u is homoskedastic, E(uu′) = σ2In, then (1.8) reduces to σ2(X′X)
−1
, hence







uˆ = (I−X(X′X)−1X′)y, (1.11)
If error is heteroskedastic, White (1980) proposed a heteroskedasticity-consistent









Generally, the variance estimator (1.12) is biased in small samples due to the
unbalanced form of model. Here the unbalance form means the unequal variance of
error term. White (1980) used a simple modification of (1.12) suggested by Hinkley
(1977) :
(n/(n− k))(X′X)−1X′ΩˆX(X′X)−1, (1.13)
The denominator n − k used in this variance estimator reflects the degrees of
freedom in the residual vector and makes the variance estimator exactly unbiased
in the unbalanced case.
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If there is no heteroskedasticity, then
E(uˆ2t ) = (1− ktt)σ2, (1.14)
where ktt is the tth diagonal element of the matrix X(X
′X)−1X′. Horn, Horn and













Another method for estimating the covariance matrix, suggested by MacKinnon
and White (1985), is based on the jackknife which produces consistent estimators.
The main idea in a simple jackknife procedure is to recompute the estimator of
β, each time omitting one observed data. The variability of these recomputed
estimators is then an estimate of the variability (1.8) of the original estimator βˆ
in (1.7). For more on the jackknife, see Efron (1982). Let βˆ(t) denote the OLS
estimator of β based on all observations except the tth. If βˆ is the OLS estimator
of β based on the complete dataset, as in (1.7), it can be shown that:
βˆ(t) = βˆ − (X′X)−1X′tu∗t , (1.17)




1− ktt. The jackknife estimator
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Miller (1974) shows that this expression can be reduced to:
((n− 1)/n)(X′X)−1[X′Ω∗X− (1/n)(X′u∗u∗′X)](X′X)−1, (1.19)
Here Ω∗ is an n × n matrix with the diagonal elements of u∗2t and off-diagonal






For the regression model (1.6), MacKinnon and White (1985) showed that
among these heteroskedasticity-consistent variance estimators (1.12), (1.13), (1.16)
and (1.19), the jackknife variance estimator (1.19) performed the best in terms of
the smallest standard deviation of the quasi t-statistics based on these covariance
matrix estimators for small samples with the condition that there is no tendency for
this jackknife variance estimator (1.19) to have too small variance. Subsequently,
a weighted jackknife and bias-corrected covariance matrix suggested by Shao and
Wu (1987) and Cribari-Neto (2000) were used to improve the estimators of the
covariance matrix suggested by White (1980) and MacKinnon and White (1985).
The main idea in Shao and Wu (1987) is to add a weight in the MacKinnon and




(1− wt)(βˆ(t) − βˆ)(βˆ(t) − βˆ)′. (1.20)
where wt = X
′
t(X
′X)−1Xt, and Xt is the tth row of X.
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As noted earlier, the variance estimator (1.12) can be biased and Cribari-Neto
(2000) suggested a way of correcting the bias. The variance estimator (1.12) can
be written as
ψˆ = PΩˆP′ (1.21)
where P = (X′X)−1X′; Ωˆ= diag{uˆ21, ..., uˆ2n} and uˆ = (uˆ1, ..., uˆn)′ = {(I−H)y}′
with H = X(X′X)−1X′ and I denotes the n × n identity matrix. Now we define
some scalar function for defining the iterated bias-corrected estimator.
Let M (1)(A) = {HA(H− 2I)}d, here {B}d represents the diagonal matrix
which is formed from the diagonal elements of matrix B and A is a diagonal
matrix with order n. Let
M (2)(A) =M (1){M (1)(A)}
M (3)(A) =M (1){M (2)(A)}
M (4)(A) =M (1){M (3)(A)}
(1.22)
and so on. Assume M (0)(A) = A. Cribari-Neto (2000) bias-corrected estimator of




(−1)jM (j)(Ωˆ), (k = 1, 2, ...). (1.23)
so a sequence of covariance matrix estimators can be defined as:
ψˆ
(k)
= PΩˆ(k)P′, (k = 1, 2...). (1.24)
Cribari-Neto (2000) also showed that P and H are O(n−1). Since Ω = O(1),
we have M (k+1)(Ω) = O(n−(k+1)), therefore BΩˆ(k)(Ω) = O(n
−(k+1)). Then the bias
for ψˆ
(k)
has order O(n−(k+2)). So the bias is corrected.
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1.3 Thesis Organization
The thesis is organized in the following manner: in chapter 2, six versions of
heteroskedasticity-consistent covariance matrix estimators for the factor analysis
model are derived, including the jackknife and weighted jackknife estimators.
In chapter 3, a simulation study is described and the simulation results are
presented and analyzed to assess and compare the six heteroskedasticity-consistent
variance estimators proposed in chapter 2. Some suggestions for further research





In this chapter, we describe the 2SLS estimation method and its application to
the factor analysis model (1.3). We also propose several variance estimators which
are consistent in the presence of error heteroskedasticity (1.5). These variance esti-
mators are motivated by the work of Hinkley (1977), White (1980), Shao and Wu
(1987) and Cribari-Neto (2000). However their estimators are applied to the clas-
sical linear regression model only, using OLS model estimators. Here we propose
to apply them to a factor analysis model using 2SLS estimation procedure to esti-
mate the model coefficients. An important difference is that in the factor analysis
model, the predictors are the unobservable factors whereas in the model considered
by these researchers, all variables are fully observed. Because of this difference, the
OLS estimation procedure is not applicable and we consider the 2SLS estimation
procedure instead.
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In our factor analysis model (1.3), we let p = 4 and q = 1 for simplicity, i.e., we
have
y1t = β01 + β11ft + 1t
y2t = β02 + β12ft + 2t
y3t = β03 + β13ft + 3t
y4t = ft + 4t
(2.1)
Here, (y1t, y2t, y3t, y4t)
′ are the observations on tth individual, ft is unobservable
factor, (1t, 2t, 3t, 4t)
′ are the error of observations, each with mean zero and
variance given by structure (1.5). By substituting the fourth equation in (2.1) into
the other three equations, the model can be changed to:
y1t = β01 + β11y4t − β114t + 1t
y2t = β02 + β12y4t − β124t + 2t
y3t = β03 + β13y4t − β134t + 3t
(2.2)
The model can be rewritten as :
y1 = Zβ1 + u1
y2 = Zβ2 + u2
y3 = Zβ3 + u3
(2.3)
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where y1, y2 and y3 are (n× 1) vectors of y1t, y2t and y3t respectively, Z = (1,y4),
y4 is n × 1 vector of y4t, t = 1, ..., n. β1 = (β01, β11)′, β2 = (β02, β12)′ and β3 =
(β03, β13)
′. Also
u1 = (−β114 + 1)
u2 = (−β124 + 2)
u3 = (−β134 + 3)
(2.4)
where 1, 2, 3 and 4 are n × 1 vectors of 1t, 2t, 3t and 4t, u1, u2 and u3 are
n× 1 vectors of u1t, u2t and u3t.
2.2 Modification
The 2SLS method is used to obtain the estimators of β in this thesis. Instru-
mental variables (IV s) for Z are required to do the first stage regression. Some
requirements must be met when we select the IV s, and that is IV s must be cor-
related with Z and uncorrelated with u . According to these requirements, we
choose IV s such as V1 = (1,y2,y3) for Z in the first equation. In the same way,
we use V2 = (1,y1,y3) and V3 = (1,y1,y2) as IV s for Z in the next two equations
respectively.
When the eligible IV s for Z are collected, the first stage regression can be
done. The first stage of 2SLS is to regress Z on Vi, which produces the coefficient
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estimator,
(V′iVi)
−1V′iZ i = 1, 2, 3 (2.5)






The second stage is the OLS regression of yi on Zˆ so that coefficient in the ith
















Here ui = yi − Zβˆi. It should be mentioned that Z is used in the expression of
residual but not Zˆ, the estimator of Z. The reason is that the second stage residual
yi − Zβˆi will tend to be too large, since Zˆ will have less explanatory power than
Zi if the model is correctly specified. For a more detailed discussion of this issue,




i In, the covariance
matrix can be simplified to σ2i (Zˆ
′Zˆ)
−1
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uˆi = (I− Z(Zˆ′Zˆ)−1Zˆ′)yi
(2.9)
The covariance matrix estimator (1.12) was proposed by White (1980) for the
OLS estimator in the classical regression model. When applied to our factor analy-
sis model, we obtain the variance estimator for the 2SLS estimators, as discussed
in Bollen (1996),
HC = (Zˆ′Zˆ)−1Zˆ′ΩˆZˆ(Zˆ′Zˆ)−1 (2.10)
where





and uˆ2it is obtained in (2.9).
One simple way to modify the estimator is to use the degree of freedom correc-
tion suggested by Hinkley (1977) for the regression context. That is:
(n/(n− k))(Zˆ′Zˆ)−1Zˆ′ΩˆZˆ(Zˆ′Zˆ)−1, (2.11)
and we denote it by HC1.
Without error heteroskedasticity, it can be shown that
E(uˆ2it) = (1− ktt)σ2i , (2.12)
and ktt is the tth diagonal element of the matrix Z(Zˆ
′Zˆ)−1Zˆ′. Then following the
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to yield our third heteroskedasticity-consistent variance estimator, denoted by
HC2,
HC2 = (Zˆ′Zˆ)−1Zˆ′Ω˜Zˆ(Zˆ′Zˆ)−1 (2.14)
where





with σ˜it as given in (2.13).
The fourth estimator of covariance matrix is based on the jackknife idea. Here







where Ω∗ is an n×n diagonal matrix with elements of u∗2it and off-diagonal elements






(1− ktt). We refer to this
covariance matrix as HC3.
Wu (1986) proposed a weighted jackknife variance estimator in the simple re-
gression context, allowing deletion of an arbitrary number of observations. We
apply the same idea to the factor model (2.1). In addition, we consider only the
delete-1 jackknife, where only one observation is deleted.
Let βˆi = (Zˆ
′Zˆ)
−1
Zˆ′yi and after deleting jth observation,we get the estimator
of βi, which is:





where u∗ij = uˆij/(1− kjj). Let Zˆ′(j) be the jth row of Zˆ, and wj = Zˆ′(j)(Zˆ′Zˆ)
−1
Zˆ(j).
Then the weighted delete-1 jackknife estimator of covariance matrix can be pro-





(1− wj)(βˆi(j) − βˆi)(βˆi(j) − βˆi)′ (2.17)
The estimator (2.17), which we denote as HC4.
Lastly, we propose another heteroskedasticity-consistent variance estimator based
on the idea of bias correction. In the covariance estimators HC,












where I represents the n× n indentity matrix. Now,
E(uˆiuˆ
′
i) = cov(uˆi) + E(uˆi)E(uˆ
′
i)
= (I−H)Ω(I−H) + (I−H)Zˆββ′Zˆ′(I−H).
(2.19)





E(Ωˆ) = {(I−H)Ω(I−H)}d . (2.20)
Here {M}d represents the diagonal matrix which is formed from the diagonal
elements of matrix M.
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The expectation of HC is
E(HC) = P{(I−H)Ω(I−H)}dP′ (2.21)
where P = (Zˆ′Zˆ)
−1
Zˆ′. Hence E(HC) is not (2.10) and a bias is present. Following
Cribari-Neto (2000), we can perform a bias correction of our HC estimator, giving








(−1)jM (j)(Ωˆ) (k = 1, 2, ...). (2.23)
Here Ωˆ is as defined in (2.18). M (j)(Ωˆ) is defined as M (j)(Ωˆ) = {HM (j−1)(Ωˆ)(H−
2I)}d, M (1)(Ωˆ) = {HΩˆ(H− 2I)}d. Note that M (j) has following propertities;
Property 1. M (k)(A) +M (k)(B) = M (k)(A+B).
P roperty 2. M (k)[{HA(H− 2I)}d] =M (k+1)(A).
P roperty 3. E{M (k)(A)} =M (k){E(A)}.
(2.24)
A and B are diagonal matrices. So the bias of Ωˆ is:
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The bias of the covariance matrix estimator HC is:
BHC(Ω) = P{HΩ(H− 2I)}dP′
= PM (1)(Ω)P′;
(2.26)




Since Ωˆ(1) is nearly unbiased estimator, the bias is only formed from using the
estimator, M (1)(Ωˆ) instead of M (1)(Ω). Then the bias here should be corrected.
The bias of Ωˆ(1) is:
BΩˆ(1)(Ω) = E{Ωˆ−M (1)(Ωˆ)} −Ω
= BΩˆ(Ω)− E{M (1)(Ωˆ)}
= M (1)(Ω)− E{M (1)(Ωˆ)−M (1)(Ω)} −M (1)(Ω)
= −M (1){E(Ωˆ)−Ω}
(2.28)
Through property 2, this can be obtained:
BΩˆ(1)(Ω) = −M (2)(Ω). (2.29)
Subsequently, a second bias-corrected estimator can be defined:
Ωˆ(2) = Ωˆ(1) − BΩˆ(1)(Ωˆ)
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= Ωˆ−M (1)(Ωˆ) +M (2)(Ωˆ).
(2.30)
This procedure can be repeated iteratively, then following expression can be ob-




(−1)jM (j)(Ωˆ) (k = 1, 2, ...). (2.31)












(−1)j{M (j+1)(Ω) +M (j)(Ω)} −Ω
= (−1)kM (k+1)(Ω).
(2.32)
Since Cribari-Neto (2000) has shown that the order for P and H are O(n−1)
in linear regression model. The conclusion also can be extended to factor analysis
model in 2SLS procedure. That is P = (Z′Z)−1Z′ and H = Z(Z′Z)−1Z′ has order
O(n−1). Since Ω = O(1), then M (k)(Ω) = O(n−(k+1)). So BΩˆ(k)(Ω) = O(n
−(k+1)).
Therefore the kth estimator of the sequence of modified White estimators has bias
of order O(n−(k+2)). We can see that HC5 is approximately bias-free.
In this chapter, we proposed six heteroskedasticity-consistent variance estima-
tors for the 2SLS estimators of a factor analysis model, namely HC, HC1, HC2,
HC3, HC4 and HC5 in (2.10), (2.11), (2.14), (2.16), (2.17) and (2.22). These
estimators were motivated by the work done by other researchers who were con-
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sidering a similar problem of correcting their estimators’ variance for heteroskedas-
ticity. However the model and estimation procedure considered in this thesis is
different from that considered in those previous works. To compare these variance




Simulation results and discussion
We performed a simulation study to see which of the modified covariance ma-
trix estimators proposed in chapter 2 has better performance in the presence of
error homoskedasticity or heteroskedasticity. The rationale for considering error
homoskedasticity is to see how the various heteroskedasticity-consistent estimators
perform when there is in fact no heteroskedasticity.
3.1 Analysis of Data Sets
In all cases, the model considered is (1.3) with p = 4, q = 1, i.e.(2.1):
y1t = β01 + β11ft + 1t
y2t = β02 + β12ft + 2t
y3t = β03 + β13ft + 3t
y4t = ft + 4t
(3.1)
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Factor ft and errors ut were generated from Normal distribution, Uniform dis-
tribution and Gamma distribution. Here the true model parameter values are
β0 = (1, 2,−3) and β = (6, 5, 4). We conducted the simulation in the presence of
homoskedasticity and heteroskedasticity respectively. Following is the description
of the cases considered. For each case, 1000 samples, each of size 200 is generated,
and another 1000 samples, each of size 500 is also generated. The factor analysis
model (3.1) is then fitted to each dataset using the 2SLS procedure.
The three cases considered in the presence of homoskedasticity are the follow-
ing.
Case 1: ft were generated from the Normal distribution with mean 1.7 and
variance 1. The error terms were generated from the Normal distribution with
mean 0 and variance 1, it ∼ N (0, 1), i=1, 2, 3, 4; t=1, 2,..., n.
Case 2: ft were generated from the t distribution, f ∼ 1.7+t10. The error terms
are it ∼ t10. i=1, 2, 3, 4; t=1, 2,..., n.
Case 3: ft were generated from the Gamma distribution, f ∼ G(7, 0.25). The
error terms were it ∼ G(0.01, 10). i=1, 2, 3, 4; t=1, 2,..., n. The pdf form for
Gamma distribution we used is:




β , 0 < x <∞, α > 0, β > 0. (3.2)
We choose these parameter values for the factor distributions in order to make
each case have roughly same mean and variance. The error distribution is chosen
to reflect different skewness and kurtosis.
For the heteroskedastic cases, we consider the error variance to be given by
(1.5), with g2j being a polynomial function in ft, namely,
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g21 = 1 + 0.5ft + 0.5f
2
t
g22 = 1 + 0.25ft
g23 = 0.75




The three cases considered in the presence of heteroskedasticity were:
Case 1: ft was generated from Normal distribution, f ∼ N(1.7, 1) and normal
error term, 0it ∼ N(0, 1) is used, i=1, 2, 3, 4.
Case 2: ft was generated from t distribution, which is f ∼ 1.7+t10 and t-
distributed error terms, 0it ∼ t10 is used, i=1, 2, 3, 4.
Case 3: ft was generated from Gamma distribution, which is f ∼ G(7, 0.25)
and gamma error terms, 0it ∼ G(0.01, 10), i=1, 2, 3, 4.
The variance estimators proposed in chapter 2 were compared using two criteria.
The first criterion is the frequency with which the nominal 95% confidence intervals
cover the true value of βi. The second criterion is the difference between the average
of each variance estimator and the simulated variance of βˆi. Since the simulated
variance is an unbiased estimator, the variance estimator which is closest to the
simulated variance is almost unbiased and performs relatively better. We also can
compare the average of the variance estimators to see if any variance estimators
tend to underestimate or overestimate. Through the above methods, we compare
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the performances of different covariance matrix estimators in different cases.
3.2 Comparision of Coverage Probability of Con-
fidence Intervals for β
For each case, 1000 samples each of size 200 and 500 are simulated. For each
sample, we obtain the 2SLS estimator βˆ and its six variance estimators HC, HC1,
HC2, HC3, HC4 and HC5. Here we use two iterations in HC5 to correct the
bias. We calculate the 95% confidence interval for βi as
(βˆi − 1.96
√





HCj , βˆi + 1.96
√
HCj), j = 1, 2, 3, 4, 5.
(3.4)
Hence for each of the 1000 simulated samples, we obtain six different 95% confidence
intervals for each parameter βi, based on the six different variance estimators used.
Then we compared the percentage of the 1000 confidence intervals which cover the
true value of β for each of these defined confidence interval. The results for the
homoskedastic error case is given in Table 3.1 for sample size 200 and in Table 3.2
for sample size 500.
Under the condition of homoskedasticity with size 200, HC, HC1, HC2 and
HC3 have similar percentage of the 1000 confidence intervals which cover the true
value of β in all cases we considered. The differences between them are very small
and the coverage probabilities are all close to the norminal 95% level. However,
the result in HC4 is a little different for Gamma distributed factor and errors.
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From Table 3.1 the coverage probabilities for β1 and β3 are 82.4% in the gamma
case. They are further away from the 95% confidence level than other covariance
matrix estimators. The coverage probabilities for HC5 are highest, larger than
98%, suggesting that HC5 overestimates the variance of the 2SLS estimators. It
means HC5 is not so good because the coverage percentages are further away
from the nominal 95% confidence level. This result can be found in all the three
distributions. When sample size is increased to 500, the coverage probabilities for
all estimators, except HC5, improved. As before, HC, HC1, HC2 and HC3 are
similarly good, almost 95%. HC4 performs worst in the Gamma case though better
than when sample size is 200. HC5 still overestimates.
Table 3.3 gives the coverage probabilities for the different variance estimators,
in the presence of heteroskedasticity for sample size 200. HC5 overestimates the
variance of βˆ in all distributions considered. For the normal and student t cases, the
coverage probabilities of the proposed variance estimators are very similar except
for HC5, and the level for normal case is close to 90% and the level for student
t is close to 93%, below the norminal 95% level. For gamma case, the coverage
probabilities are close to 98%. It appears that HC4 performs relatively poorly
when the error distribution is skewed. Table 3.4 shows the results when sample
size is increased to 500. The coverage probabilities for HC, HC1 to HC4 are closer
to nominal 95% confidence level than those with size 200 though the improvement
is not as marked as for the homoskedastic error cases.
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3.3 Comparison of Variance Estimators with the
Simulated Variance of βˆ
The simulated variance of βˆ is the sample variance of βˆ based on the 1000 βˆ
obtained in each case. Simulated variance can be used as a yardstick to compare
the variance estimators of the two-stage least square estimators. The one which
is closest to simulated variance can be considered as the most unbiased. The
simulated variance of βˆ0i and βˆ1i are given in Tables 3.5 and 3.6, for the scenarios
of error homoskedasticity and heteroskedasticity and different sample sizes. Table
3.7-3.12 give the values of the simulated variance minus the average of each variance
estimator under error homoskedasticity and heteroskedasticity.
When error is homoskedastic, HC, HC1 to HC4 are similar in terms of unbi-
asedness. HC5 showed the most bias for all distributions and sample sizes. On
the other hand, there is no single variance estimator that is least unbiased across
all distributions and sample sizes. When sample size is 200, HC is most unbiased
for the normal case. But when factor is t or gamma distributed, HC3 is most
unbiased. When sample size is increased to 500, HC is still most unbiased for
normal case and HC3 is still most unbiased for t case. However for the case with
gamma factor, HC and HC3 are comparable to each other in terms of being most
unbiased.
When there is error heteroskedasticity, the difference between the simulated
variance and average HC, HC1, HC2, HC3, HC4 and HC5 is also presented
in Table 3.7 to Table 3.12. From the results for sample size 200, it appears that
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HC is most unbiased for most of the cases with symmetrically distributed factor.
When the factor has a skewed distribution, i.e., in gamma case, HC3 is closest
to the simulated variance and hence is the most unbiased. When sample size is
increased to 500, HC is still most unbiased for the normal, though the difference
in performance between HC and the other estimators are much smaller compared
to when sample size is only 200. When the sample size becomes larger, for the
student-t cases and gamma cases, HC3 is the most unbiased variance estimator.
In addition, across all cases the difference between HC5 and the simulated variance
is the biggest. It shows that HC5 is seriously misleading. The negative value of
difference also shows HC5 overestimates the variance of βˆ.
3.4 Summary of the Simulation
Comparing the simulation results, we obtain the following conclusion that under
error homoskedasticity, when we use the coverage probability as the comparison
criteria, HC, HC1, HC2 and HC3 have coverage probabilities nearer to 95%
confidence level for both sample size of 200 and 500. HC4 has coverage probability
which is further away from 95% confidence level when factor distribution is skewed
but performs similar to HC, HC1, HC2 and HC3 otherwise. HC5 however always
overestimates in all cases. Then we check the difference between the simulated
variance and the average of variance estimators. When error is homoskedastic,
there is no single most unbiased variance estimator across all cases, though the bias
in HC, HC1 to HC4 are similarly small. When factor distribution is symmetric,
HC and HC3 are the most unbiased over most cases with error heteroskedasticity
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condition. When factor distribution is skewed, HC3 is the most unbiased over most
cases. Hence while HC3 may not be the most unbiased variance estimator over all
cases, we recommend using HC3 as it seems to give consistently fairly unbiased
results over all cases.
The results suggest that it may be wise to use HC and HC3 for covariance
estimator when performing 2SLS estimation for the factor analysis model.
Table 3.1: The percentage of the confidence intervals which cover the true value of
β in the presence of homoskedasticity n=200
HC HC1 HC2 HC3 HC4 HC5
Normal β11 0.9270 0.9290 0.9300 0.9270 0.9250 0.9740
β12 0.9300 0.9300 0.9300 0.9340 0.9300 0.9730
β13 0.9290 0.9320 0.9330 0.9360 0.9300 0.9720
T β11 0.9290 0.9290 0.9310 0.9290 0.9180 0.9830
β12 0.9260 0.9280 0.9310 0.9340 0.9260 0.9760
β13 0.9210 0.9250 0.9260 0.9300 0.9200 0.9810
Gamma β11 0.9690 0.9710 0.9790 0.9690 0.8240 0.9970
β12 0.9750 0.9750 0.9840 0.9880 0.9750 0.9990
β13 0.9720 0.9730 0.9800 0.9850 0.8240 0.9970
Table 3.2: The percentage of the confidence intervals which cover the true value of
β in the presence of homoskedasticity n=500
HC HC1 HC2 HC3 HC4 HC5
Normal β11 0.9500 0.9500 0.9500 0.9500 0.9460 0.9880
β12 0.9530 0.9530 0.9530 0.9530 0.9530 0.9900
β13 0.9500 0.9500 0.9500 0.9520 0.9500 0.9910
T β11 0.9480 0.9480 0.9480 0.9480 0.9410 0.9870
β12 0.9500 0.9510 0.9530 0.9540 0.9500 0.9890
β13 0.9390 0.9390 0.9400 0.9410 0.9380 0.9890
Gamma β11 0.9720 0.9730 0.9780 0.9720 0.8560 1.0000
β12 0.9760 0.9760 0.9800 0.9800 0.9760 1.0000
β13 0.9710 0.9710 0.9750 0.9770 0.8530 0.9990
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Table 3.3: The percentage of the confidence intervals which cover the true value of
β in the presence of heteroskedasticity n=200
HC HC1 HC2 HC3 HC4 HC5
Normal β11 0.9030 0.9060 0.9090 0.9030 0.8950 0.9610
β12 0.8940 0.8950 0.8950 0.8970 0.8940 0.9570
β13 0.8910 0.8930 0.8960 0.8990 0.8860 0.9570
T β11 0.9300 0.9300 0.9350 0.9300 0.8900 0.9780
β12 0.9200 0.9210 0.9220 0.9270 0.9200 0.9710
β13 0.9240 0.9250 0.9290 0.9300 0.8850 0.9740
Gamma β11 0.9890 0.9890 0.9960 0.9890 0.7990 0.9940
β12 0.9780 0.9740 0.9820 0.9850 0.9740 0.9930
β13 0.9810 0.9810 0.9880 0.9910 0.8080 0.9910
Table 3.4: The percentage of the confidence intervals which cover the true value of
β in the presence of heteroskedasticity n=500
HC HC1 HC2 HC3 HC4 HC5
Normal β11 0.9300 0.9300 0.9300 0.9300 0.9160 0.9760
β12 0.9240 0.9240 0.9240 0.9250 0.9240 0.9790
β13 0.9260 0.9270 0.9270 0.9280 0.9150 0.9790
T β11 0.9280 0.9280 0.9280 0.9280 0.8680 0.9830
β12 0.9300 0.9300 0.9300 0.9300 0.9300 0.9820
β13 0.9260 0.9260 0.9280 0.9310 0.8690 0.9840
Gamma β11 0.9790 0.9800 0.9840 0.9790 0.8390 0.9970
β12 0.9730 0.9730 0.9780 0.9820 0.9730 0.9980
β13 0.9670 0.9670 0.9700 0.9690 0.8390 0.9970
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Table 3.5: The simulated variance of βˆij for cases with sample size 200
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
Normal 1.7345 1.1930 0.7996 0.5221 0.3515 0.2424
T 0.8280 0.5958 0.3828 0.2044 0.1448 0.0951
Gamma 2.3861 1.5171 1.0608 0.5753 0.3604 0.2541
Heteroskedasticity Normal 4.4304 3.0773 1.9900 1.9391 1.2916 0.8362
T 2.2739 1.5941 1.0592 1.1001 0.7686 0.5102
Gamma 3.7926 2.6634 1.6913 0.8853 0.6199 0.3958
Table 3.6: The simulated variance of βˆij for cases with sample size 500
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
Normal 0.6296 0.4508 0.2867 0.1943 0.1391 0.0876
T 0.3118 0.2233 0.1468 0.0793 0.0558 0.0370
Gamma 0.8103 0.5420 0.3990 0.1968 0.1296 0.0971
Heteroskedasticity Normal 1.7150 1.1923 0.7884 0.6927 0.4802 0.3167
T 0.9182 0.6508 0.4273 0.4436 0.3080 0.2005
Gamma 1.6786 1.0580 0.6804 0.4498 0.2827 0.1829
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Table 3.7: The difference between the simulated variance and average variance of
βˆij for normal cases with sample size 200
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
HC 0.0007 -0.0073 0.0153 -0.0074 -0.0143 0.0037
HC1 -0.0168 -0.0194 0.0074 -0.0127 -0.0180 0.0013
HC2 -0.0339 -0.0317 -0.0004 -0.0185 -0.0221 -0.0013
HC3 -0.0616 -0.0512 -0.0129 -0.0275 -0.0284 -0.0054
HC4 -0.0150 -0.0219 0.0070 -0.0135 -0.0193 0.0001
HC5 -1.7340 -1.2076 -0.7690 -0.5369 -0.3802 -0.2350
Heteroskedasticity HC -1.1022 -0.9302 -0.3911 -0.4109 -0.3772 -0.1611
HC1 -1.1580 -0.9707 -0.4151 -0.4347 -0.3940 -0.1712
HC2 -1.2213 -0.9765 -0.4409 -0.4624 -0.3985 -0.1831
HC3 -1.3449 -1.0400 -0.4942 -0.5174 -0.4279 -0.2075
HC4 -2.0061 -1.4464 -0.7313 -0.2263 -0.2204 -0.0703
HC5 -6.6348 -4.9375 -2.7721 -2.7609 -2.0459 -1.1583
Table 3.8: The difference between the simulated variance and average variance of
βˆij for t cases with sample size 200
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
HC 0.0371 0.0424 0.0211 0.0088 0.0085 0.0062
HC1 0.0291 0.0368 0.0174 0.0068 0.0071 0.0053
HC2 0.0208 0.0311 0.0136 0.0039 0.0051 0.0039
HC3 0.0077 0.0220 0.0076 -0.0003 0.0023 0.0020
HC4 0.0380 0.0426 0.0213 0.0113 0.0103 0.0070
HC5 -0.7538 -0.5110 -0.3407 -0.1868 -0.1278 -0.0827
Heteroskedasticity HC -0.0910 -0.0837 -0.0222 -0.0763 -0.0602 -0.0282
HC1 -0.1149 -0.1006 -0.0331 -0.0881 -0.0686 -0.0336
HC2 -0.1447 -0.1236 -0.0498 -0.1043 -0.0815 -0.0422
HC3 -0.2094 -0.1762 -0.0839 -0.1392 -0.1103 -0.0603
HC4 -0.7396 -0.4714 -0.2691 0.2989 0.2163 0.1519
HC5 -2.4559 -1.7615 -1.1036 -1.2526 -0.8890 -0.5666
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Table 3.9: The difference between the simulated variance and average variance of
βˆij for gamma cases with sample size 200
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
HC -0.4721 -0.4133 -0.1950 -0.0046 -0.0306 -0.0018
HC1 -0.5010 -0.4328 -0.2077 -0.0104 -0.0345 -0.0044
HC2 -0.1355 -0.1866 -0.0518 0.0311 -0.0056 0.0132
HC3 -0.0207 -0.0720 -0.0099 0.0048 -0.0088 -0.0005
HC4 0.3316 0.0917 0.1384 0.1103 0.0330 0.0439
HC5 -3.3304 -2.3436 -1.4508 -0.5844 -0.4215 -0.2576
Heteroskedasticity HC -3.3695 -1.9396 -1.3504 -0.4729 -0.2509 -0.1792
HC1 -3.4419 -1.9861 -1.3811 -0.4867 -0.2597 -0.1851
HC2 -1.4244 -0.7678 -0.5532 -0.1730 -0.0732 -0.0561
HC3 -0.4397 -0.2966 -0.2350 -0.0901 -0.0617 -0.0480
HC4 -2.4896 -1.5368 -0.8902 -0.4174 -0.2323 -0.1326
HC5 -10.5317 -6.5426 -4.3921 -1.8312 -1.1217 -0.7543
Table 3.10: The difference between the simulated variance and average variance of
βˆij for normal cases with sample size 500
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
HC -0.0282 -0.0075 -0.0106 -0.0085 -0.0019 -0.0037
HC1 -0.0309 -0.0093 -0.0118 -0.0093 -0.0024 -0.0041
HC2 -0.0333 -0.0111 -0.0129 -0.0102 -0.0030 -0.0045
HC3 -0.0372 -0.0138 -0.0147 -0.0115 -0.0039 -0.0051
HC4 -0.0353 -0.0111 -0.0125 -0.0104 -0.0028 -0.0044
HC5 -0.6860 -0.4658 -0.3079 -0.2112 -0.1429 -0.0951
Heteroskedasticity HC -0.0457 -0.0441 -0.0153 -0.0299 -0.0244 -0.0106
HC1 -0.0527 -0.0491 -0.0185 -0.0328 -0.0264 -0.0119
HC2 -0.0609 -0.0552 -0.0226 -0.0365 -0.0291 -0.0137
HC3 -0.0739 -0.0648 -0.0289 -0.0423 -0.0333 -0.0164
HC4 -0.3442 -0.2369 -0.1355 0.0476 0.0319 0.0265
HC5 -1.8064 -1.2805 -0.8190 -0.7525 -0.5289 -0.3379
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Table 3.11: The difference between the simulated variance and average variance of
βˆij for t cases with sample size 500
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
HC -0.0026 0.0030 0.0030 0.0025 0.0020 0.0020
HC1 -0.0038 0.0021 0.0025 0.0021 0.0018 0.0019
HC2 -0.0051 0.0012 0.0019 0.0017 0.0015 0.0017
HC3 -0.0071 -0.0002 0.0009 0.0011 0.0010 0.0014
HC4 -0.0054 0.0010 0.0018 0.0021 0.0018 0.0019
HC5 -0.3170 -0.2172 -0.1407 -0.0744 -0.0518 -0.0330
Heteroskedasticity HC 0.0440 0.0487 0.0388 0.0159 0.0162 0.0129
HC1 0.0404 0.0463 0.0372 0.0142 0.0151 0.0121
HC2 0.0367 0.0432 0.0353 0.0121 0.0135 0.0111
HC3 0.0295 0.0377 0.0317 0.0084 0.0107 0.0093
HC4 -0.1610 -0.0897 -0.0482 0.1712 0.1205 0.0797
HC5 -0.8303 -0.5534 -0.3498 -0.4118 -0.2755 -0.1748
Table 3.12: The difference between the simulated variance and average variance of
βˆij for gamma cases with sample size 500
Homoskedasticity βˆ01 βˆ02 βˆ03 βˆ11 βˆ12 βˆ13
HC -0.0568 -0.0572 0.0011 -0.0003 -0.0055 0.0069
HC1 -0.0603 -0.0596 -0.0005 -0.0011 -0.0061 0.0066
HC2 -0.0334 -0.0345 0.0105 -0.0027 -0.0052 0.0055
HC3 -0.0262 -0.0192 0.0104 -0.0097 -0.0068 0.0013
HC4 0.0605 0.0054 0.0511 0.0073 -0.0061 0.0091
HC5 -0.9240 -0.6565 -0.3969 -0.1924 -0.1407 -0.0832
Heteroskedasticity HC 0.2810 0.1291 0.0930 0.1291 0.0730 0.0513
HC1 0.2754 0.1253 0.0906 0.1279 0.0722 0.0508
HC2 0.2345 0.1156 0.0731 0.0875 0.0498 0.0332
HC3 -0.1156 -0.0978 -0.0470 0.0503 -0.0364 -0.0178
HC4 -0.7092 -0.5625 -0.3386 -0.0790 -0.0743 -0.0412




We have proposed and examined the performance of several versions of heteroske-
dasticity-consistent covariance matrix estimators. Our variance estimators HC1-
HC4 can be thought of as being derived from the jackknife in different ways, and
the last one, HC5 is from a bias-reduction method. Among them, HC and HC3
performed relatively better than the others, although in some cases the difference
is very small.
In the simulation study presented in chapter 3, we used coverage probabilities
of nominal 95% confidence interval for βij as a gauge of the performance of these
variance estimators. An alternative is to construct a 95% confidence interval for the
true variance of βˆij, as given in (2.8) and assess the percentage of these confidence
intervals which cover the true variance value. However to do so requires us to find
the asymptotic distributions of each of our proposed variance estimator. This is
not a trivial task and is not attempted in this thesis.
Besides constructing heteroskedasticity-consistent variance estimators for the
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2SLS estimator βˆ, we can also attempt to incorporate the heteroskedasticity into
the 2SLS procedure itself. This has been suggested by Bollen (1996) but the prop-
erties of these heteroskedasticity-adjusted estimators of β were not explored. An
interesting study would be to compare the performance of these heteroskedasticity-
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Appendix
In this appendix, we list some Matlab code and functions for reference. To save
space, we only list the code and functions in which factors and errors are generated
from Normal distribution with the condition homoskedasticity.
1. Simulation code to calculate the probability of the confidence interval
which covers the true β value
#Firstly we generate data from Normal distribution.
n=500;




































# The other cases with different distribution are quite similar with
the above generating data, just change the distribution. So we
omitted here.
# Now we define the factor analysis model with assumed coefficients
for this simulation.































































































# Compute the probability of the confidence interval which cover























2. Simulation function to calculate the estimator of β, the covariance
matrix estimators in HC and the number of the confidence interval which
















\# First stage to regress z on v.
zhat=v*inv(v’*v)*v’*z;














if nl<=beta(2) \& beta(2)<=nu,
numa=numa+1;
end
3. Simulation function to calculate the estimator of β, the covariance
matrix estimators in HC1 and the number of the confidence interval
















# First stage to regress z on v.
zhat=v*inv(v’*v)*v’*z;















if nl<=beta(2) & beta(2)<=nu,
numb=numb+1;
end
4. Simulation function to calculate the estimator of β, the covariance
matrix estimators in HC2 and the number of the confidence interval
















# First stage to regress z on v.
zhat=v*inv(v’*v)*v’*z;




























5. Simulation function to calculate the estimator of β, the covariance
matrix estimators in HC3 and the number of the confidence interval
















# First stage to regress z on v.
zhat=v*inv(v’*v)*v’*z;


























if nl<=beta(2) & beta(2)<=nu,
numd=numd+1;
end
6. Simulation function to calculate the estimator of β, the covariance
matrix estimators in HC4 and the number of the confidence interval
















# First stage to regress z on v.
zhat=v*inv(v’*v)*v’*z;
































if nl<=beta(2) & beta(2)<=nu,
nume=nume+1;
end
7. Simulation function to calculate the estimator of β, the covariance
matrix estimators in HC5 and the number of the confidence interval
















# First stage to regress z on v.
zhat=v*inv(v’*v)*v’*z;



























8. Compute sample variance and the difference between the sample






































































disp(’this is difference of sample variance and average variance
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disp(’this is difference of sample variance and average variance

























disp(’this is difference of sample variance and average variance
of beta in HC5:’);
disp(difhc5);
