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Abstract
In the present paper we investigate when Hausdorff matrices and generalized Hausdorff matrices, with
the same mass function, are equivalent, as bounded operators on c and p .
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The generalized Hausdorff matrices that we will be considering are those defined indepen-
dently by Endl [1,2] and Jakimovski [6]. A generalized Hausdorff matrix H(α) is an infinite
matrix with entries
h
(α)
nk =
{(
n+α
n−k
)
n−kμk, 0 k  n,
0, k > n,
(1)
where α is a real number, {μn} is a real sequence, and  is the forward difference operator
defined by μk = μk −μk+1,n+1μk = (nμk). We shall consider here only nonnegative α.
For α = 0 one obtains an ordinary Hausdorff matrix.
For each fixed value of α, the corresponding set of generalized Hausdorff matrices forms
a commutative, non-archimedean integral domain. (See, e.g., [5, pp. 615–617].) For different
numbers α and β , the only matrices in common are the identity matrix and the zero matrix.
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sequences. From [6] or [1], a generalized Hausdorff matrix (for α > 0) is regular if and only if
there exists a function γ ∈ BV[0,1] with γ (1) − γ (0+) = 1 such that
μ(α)n =
1∫
0
tn+α dγ (t), (2)
in which case {μ(α)n } is called the moment sequence for H(α), and γ is called the moment gener-
ating function, or mass function, for H(α).
For ordinary Hausdorff summability (see, e.g., [4]), the necessary and sufficient conditions
for regularity are that the function γ ∈ BV[0,1], γ (1) − γ (0) = 1, γ (0+) = γ (0) = 0, and (2) is
satisfied with α = 0.
Let H(α) and H(β) be two matrices which possess the same mass function γ . In this paper we
shall investigate whether or not such matrices are equivalent. Two infinite matrices A and B are
said to be equivalent, as bounded linear operators on c, if they have the same convergence do-
mains; i.e., if x is a sequence such that limAnx exists, then limBnx exists, and conversely, where
Anx :=∑∞k=0 ankxk . We shall use the notation A ≡ B to denote this equivalence. If A and B are
triangles, i.e., lower triangular matrices with nonzero diagonal entries, then A ≡ B if and only if
AB−1 and BA−1 are equivalent to convergence; i.e., they each sum only convergent sequences.
Note that this definition of equivalence does not require AB−1 and BA−1 to be regular.
We shall show that there are cases in which H(α) and H(β) are equivalent, but not to H , cases
in which H(α) and H(β) are not equivalent to each other, and cases in which H(α),H (β) and H
are all equivalent.
We shall also examine the question of equivalence in p for 1 < p < ∞. Two matrices A and
B are said to be equivalent over p , for some 1 < p < ∞, if, for each sequence X such that
{An(x)} ∈ p , it follows that {Bn(x)} ∈ p , and conversely.
We begin by computing the entries of H(α)μ (Hμ(β))−1, where H(α)μ and H(β)μ are two gener-
alized Hausdorff matrices with the same mass function. Assume that μ(α)n · μ(β)n = 0 for each n;
i.e., that the matrices are triangles. Then from (1),
((
H(α)μ
)(
H(β)μ
)−1)
nk
=
n∑
j=k
(
H(α)μ
)
nj
(
H
(β)
λ
)
jk
=
n∑
j=k
(
n + α
n − j
)
n−jμ(α)j
(
j + β
j − k
)
j−kλk, (3)
where λn := 1/μ(β)n .
Therefore, to show that the matrices are equivalent, it will be necessary and sufficient to
show that the matrix defined by (3), and the corresponding matrix with the roles of α and β
interchanged, is equivalent to convergence. While Eq. (3) is virtually impossible to handle in
general, it is tractable for certain specific mass functions.
Before stating and proving the theorems we note that, to establish equivalence, it will be
sufficient to prove that H(α)μ ≡ Hμ for each α > 0. For, suppose that α,β > 0 and H(α)μ ≡ Hμ.
Then
H(α)μ H
−1
μ is equivalent to convergence. (4)
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y = (H(α)μ H−1μ )(Hμ(H(β)μ )−1s).
Since all of the matrices involved are triangles, associativity of matrix multiplication is as-
sured.
Suppose that y ∈ c. Then, using (4), Hμ(H(β)μ )−1s ∈ c. Again using (4), s ∈ c, and
H
(α)
μ ≡ H(β)μ .
As a result of this observation, (3), with β = 0, takes the simpler form
(
H(α)μ (Hμ)
−1)
nk
=
n∑
j=k
(
n + α
n − j
)(
j
k
)
n−jμ(α)j 
j−kλk. (5)
Theorem 1. For each α > 0, δ > −1, the matrices C(α)δ and C(β)δ are equivalent in B(c).
Proof. To prove this theorem we shall use (4). The matrix Cδ is an ordinary Hausdorff matrix
with mass function γ defined by γ (t) = 1 − (1 − t)δ,0 t  1. (See, for example, [4, p. 266].)
Let α > 0. From (2), the corresponding generalized Cesàro matrix C(α)δ has a moment se-
quence
μ(α)n =
1∫
0
tn+αδ(1 − t)δ−1 dt = δ	(n + α + 1)	(δ)
	(n + α + δ + 1) , (6)
and, for n k and k,n = 0,1, . . . ,
n−kμ(α)k =
1∫
0
tk+α(1 − t)n−kδ(1 − t)δ−1 dt = δ	(k + α + 1)	(n − k + δ)
	(n + α + δ + 1) . (7)
Set
λk = 	(k + δ + 1)
	(δ + 1)	(k + 1) .
By induction it can be shown that, for m = 1,2, . . . ,
mλk = (−δ)(1 − δ) · · · (m − 1 − δ)	(δ + k + 1)
	(1 + δ)	(k + m + 1) . (8)
Case I. Suppose that δ /∈N. Then we may write (8) in the form
mλk = (−δ)	(m − δ)	(δ + k + 1)
	(1 − δ)	(1 + δ)	(k + m + 1) . (9)
Note that (9) is valid for m = 0,1, . . . ,(
n + α
n − j
)(
j
k
)
= 	(n + α + 1)j !
	(j + α + 1)(n − j)! (j − k)!k!
= 	(n + α + 1)
k! (n − k)! A
n−j
j−k
j !
	(j + α + 1) . (10)
Substituting (10), (7) and (9) into (5) gives
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C
(α)
δ C
−1
δ
)
nk
= 	(n + α + 1)
(n − k)!k!
n∑
j=k
(
n − k
j − k
)
j !
	(j + α + 1)
× δ	(j + α + 1)	(n − j + δ)
	(n + α + δ + 1)
× (−δ)	(j − k − δ)	(k + δ + 1)
	(1 − δ)	(1 + δ)	(j + 1)
= (−1)	(n + α + 1)δ
2	(δ + k + 1)
	(n + α + δ + 1)k! (n − k)!	(1 − δ)	(1 + δ)g(n, k),
where
g(n, k) :=
n∑
j=k
(
n − k
j − k
)
	(n − j + δ)	(j − k − δ)
=
n−k∑
i=0
A
(
n − k
i
)
	(n − k − i + δ)	(i − δ).
Lemma 1. For any δ > 0, δ /∈N, n ∈N,
K(n) :=
n∑
i=0
(
n
i
)
	(n − i + δ)	(i − δ) = 0.
Proof. The proof is by induction. Clearly K(1) = 0. Assume the induction hypothesis,
K(n + 1) =
n+1∑
i=0
(
n + 1
i
)
	(n + 1 − i + δ)	(i − δ)
=
n+1∑
i=0
[(
n
i
)
+
(
n
i − 1
)]
	(n + 1 − i + δ)	(i − δ).
= I1 + I2, say.
I1 =
n+1∑
i=0
(
n
i
)
	(n − i + 1 + δ)	(i − δ)
=
n∑
i=0
(
n
i
)
(n − i + δ)	(n − i + δ)	(i − δ)
= (n + δ)
n∑
i=0
(
n
i
)
	(n − i + δ)	(i − δ)
−
n∑
i=0
(
n
i
)
i	(n − i + δ)	(i − δ)
= (n + δ)K(n) −
n∑
i
(
n
i
)
	(n − i + δ)	(i − δ), (11)l=1
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n+1∑
i=0
(
n
i − 1
)
	(n + 1 − i + δ)	(i − δ)
=
n∑
j=0
(
n
j
)
	(n − j + δ)	(j + 1 − δ)
=
n∑
j=0
(
n
j
)
	(n − j + δ)(j − δ)	(j − δ)
=
n∑
j=0
(
n
j
)
j	(n − j + δ)	(j − δ)
− δ
n∑
k=0
(
n
j
)
	(n − j + δ)	(j − δ)
=
n∑
j=1
(
n
j
)
j	(n − j + δ)	(j − δ) − δK(n). (12)
Combining (11) and (12) yields
K(n + 1) = I1 + I2 = (n + δ)K(n) − δK(n) = nK(n) = 0,
since K(1) = 0. 
Case II. Suppose that δ ∈N. If δ is a positive integer, then (9) can no longer be used, and (8) is
not valid for m = 0. Also (8) vanishes for m 1 + δ, i.e., for n − k  1 + δ.
For n − k < 1 + δ, substituting (10), (8), and (7) into (5) yields
(
C
(α)
δ C
−1
δ
)
nk
= 	(n + α + 1)
(n − k)!k!
[
k!
	(k + α + 1)
× δ	(k + α + 1)	(n − k + δ))
	(n + α + δ + 1)
	(k + δ + 1)
	(1 + δ)	(k + 1)
+
n∑
j=k+1
(
n − k
j − k
)
j !
	(j + α + 1)
δ	(j + α + 1)	(n − j + δ)
	(n + α + δ + 1)
× (−δ)(1 − δ) · · · (j − k − 1 − δ)	(δ + k + 1)
	(1 + δ)	(j + 1)
]
= 	(n + α + 1)δ	(k + δ + 1)
(n − k)!k!	(n + α + δ + 1)	(1 + δ)
[
	(n − k + δ)
+
n∑
j=k+1
(
n − k
j − k
)
	(n − j + δ)(−δ) · · · (j − k − 1 − δ)
]
.
The quantity in brackets can be written as
	(n − k + δ) +
n−k∑
i=1
(
n − k
i
)
	(n − k − i + δ)(−δ) · · · (i − 1 − δ).
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L(r) :=
r∑
i=1
(
r
i
)
	(r − i + δ)(−δ) · · · (i − 1 − δ) = −	(r + δ).
Proof. The proof is by finite induction. It is trivially true for r = 1. Assume that it is true for any
r < δ − 1. Then
L(r + 1) =
r+1∑
i=1
(
r + 1
i
)
	(r + 1 − i + δ)(−δ) · · · (i − 1 − δ)
=
r+1∑
i=1
[(
r
i
)
+
(
r
i − 1
)]
	(r + 1 − i + δ)(−δ) · · · (i − 1 − δ)
= J1 + J2, say.
J1 =
r+1∑
i=1
(
r
i
)
	(r + 1 − i + δ)(−δ) · · · (i − 1 − δ)
=
r∑
i=1
(
r
i
)
(r − i + δ)	(r − i + δ)(−δ) · · · (i − 1 − δ)
= (r + δ)
r∑
i=1
(
r
i
)
	(r − i + δ)(−δ) · · · (i − 1 − δ)
−
r∑
i=1
i
(
r
i
)
	(r − i + δ)(−δ) · · · (i − 1 − δ)
= (r + δ)L(r) −
r∑
i=1
i
(
r
i
)
	(r − i + δ)(−δ) · · · (i − 1 − δ),
J2 =
r+1∑
i=1
(
r
i − 1
)
	(r + 1 − i + δ)(−δ) · · · (i − 1 − δ)
=
r∑
j=0
(
r
j
)
	(r − j + δ)(−δ) · · · (j − δ)
= 	(r + δ)(−δ) +
r∑
j=1
(
r
j
)
	(r − j + δ)(−δ) · · · (j − 1 − δ)(j − δ)
= (−δ)	(r + δ) − δL(r) +
r∑
j=1
j
(
r
j
)
	(r − j + δ)(−δ) · · · (j − 1 − δ).
Therefore
L(r + 1) = J1 + J2 = (−δ)	(r + δ) + rL(r)
= (−δ)	(r + δ) − r	(r + δ) = −	(r + δ + 1). 
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δ is a diagonal matrix. We shall now show that
the diagonal entries have limit one, independent of α.
From (1) and (6),(
C
(α)
δ C
−1
δ
)
nn
= μ(α)n λn =
	(n + α + 1)	(n + δ + 1)
	(n + α + δ + 1)	(n + 1) ,
which has limit one, independent of α. 
The gamma methods, written 	b , are Hausdorff matrices generated by γ (t) = tb,0 t  1.
The corresponding values of μn are
μn =
1∫
0
tn dγ (t) = b
n + b .
For α  0, the corresponding generalized Hausdorff matrix has diagonal entries
μ(α)n =
1∫
0
tn+α dγ (t) = b
n + b + α .
Define λ(α)n = (n + α + 1)−1, i.e., H(α)λ = C(α)1 . Then
μ
(α)
n
λ
(α)
n
= b(n + α + 1)
n + b + α = b −
b(b − 1)
n + b + α . (13)
The corresponding mass function is
β(t) =
{−(b − 1)tb, 0 t < 1,
1, t = 1.
Since β ∈ BV[0,1], the corresponding generalized Hausdorff matrix, call it H(α), is conser-
vative. A matrix is called conservative if it maps c → c, but does not necessarily preserve the
limit.
From (13),
λ
(α)
n
μ
(α)
n
= n + b + α
b(n + α + 1) =
1
b
[
1 + b − 1
n + α + 1
]
,
the corresponding mass function is
γ (t) =
{
(b−1)t
b
, 0 t < 1,
1, t = 1,
and again γ ∈ BV[0,1]. Therefore H(α)μ ≡ C(α)1 , and all of the 	(α)b methods are equivalent in
B(c) for α  0.
Let δ > 0. The mass function
γ (t) = 1
	(δ)
t∫
0
(
log
(
1
x
))δ−1
dx
generates the Hölder matrix of order δ, which we will denote by (H, δ). The corresponding
generalized Hölder matrix will be denoted by (H (α), δ). Hardy [4, Theorem 211], has shown
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(H (α), δ) and C(α)δ are equivalent for δ > −1, and hence that (H, δ), (H (α), δ), and (H (β), δ) are
equivalent.
Theorem 2. For each α > 0, δ > −1, (H (α), δ) and C(α)δ are equivalent in B(c).
Proof. To prove the theorem we shall show that (H (α), δ) and (H (β), δ) are equivalent. Then the
conclusion follows by applying Theorem 1. Define
ρ(α)n =
(
n + α + δ
δ
)−1
(n + α + 1)δ, σn = 1
ρ
(α)
n
.
Case I. Suppose that δ ∈N. Then
ρ(α)n =
(n + α + 1)δ	(δ + 1)	(n + α + 1)
	(n + α + δ + 1)
=
(
(n + α + 1)
(n + α + 1)
)(
2(n + α + 1)
(n + α + 2)
)
. . .
(
δ(n + α + 1)
(n + α + n)
)
=
n∏
i=1
λni(α),
where
λni(α) = i − (i − 1)
(
i
n + α + i
)
.
But {i/(n + α + i)} is the moment sequence for the regular 	(α)i methods. Hence {λni} is a
regular moment sequence fore each i. Since the product of a finite number of regular moment
sequences is regular [4, Theorem 210], C(α)δ (H (α), δ)−1 is regular.
1
λni(α)
= n + α + i
i(n + α + 1) =
1
i
(
1 + i − 1
n + α + 1
)
,
and a similar argument verifies that (H (α), δ)(C(α)δ )−1 is regular.
Case II. Suppose that δ /∈ N, δ > −1. We shall find explicit formulas for the mass functions
involved, since we also wish to establish the equivalence of the operators in B(p). Since
ρ
(α)
n
ρ
(α)
n+1
=
(
n + α + 1
(n + α + 2)
)δ(
n + α + δ + 1
(n + α + 1)
)
,
it is sufficient to assume that δ lies in some interval s < δ  s + 1, where s −1, and, since the
result has been established for integer values of δ, we may assume that 0 < δ < 1.
We may write
ρ(α)n =
(n + α + 1)δ−1	(δ + 1)	(n + α + 2)
	(n + α + δ + 1)
= 	(δ + 1) + (n + α + 1)δ−1un,
where, formally,
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{
	(n + α + 2)
	(n + α + δ + 1) − (n + α + 1)
1−δ
}
= δ(δ − 1)
1∫
0
xn+α
{
x(1 − x)δ−2 −
(
log
1
x
)δ−2}
dx.
Define the function φ(x) by the relation
dφ(x) =
[
x(1 − x)δ−2 −
(
log
1
x
)δ−2]
dx.
We wish to show that
1∫
0
|dφ|
exists.
We may write xαφ = udv, where
u = x1+α, dv =
[
(1 − x)δ−2 − 1
x
(
log
1
x
)δ−2]
dx.
Then
1∫
0
|dφ|
1∫
0
|uv| +
1∫
0
|v du| = J1 + J2, say.
I1 
1∫
0
|v|,
where
v(x) = 1
1 − δ
(
log
1
x
)δ−1[
w(x) − 1],
and where
w(x) =
(
1 − x
log(1/x)
)δ−1
,
w′(x) = (δ − 1)
(
1 − x
log(1/x)
)δ−2[
(log(1/x))(−1) − (1 − x)(−1/x)
(log(1/x))2
]
.
The quantity in brackets is monotone decreasing in x for 0 < x < 1, and has limit zero as
x → 1. Since 0 < δ < 1, w′(x) is negative, and w is decreasing in x. Using L’Hospital’s rule,
limx→1 w(x) = 1, and v(x) is positive over (0,1).
Thus
I1 <
1∫
v(x) dx = 1
1 − δ
(
1
δ
− 	(δ)
)
, I2 =
1∫
|v du| =
1∫
v(x) dx,0 0 0
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sequence, so also is {ρ(α)n }. Moreover, {ρ(α)n } is regular.
Formally,
σ (α)n =
	(n + α + δ + 1)
	(δ + 1)	(n + α + 1)(n + α + 1)
= 1
	(δ + 1) +
1
	(δ + 1)(n + α + 1)δ wn,
where
wn = 1
	(−δ)
1∫
0
xn+α+δ
[
(1 − x)−1−δ
	(−δ) −
1
xδ	(δ)
(
log
(
1
x
))δ−1]
dx.
Define ψ(x) by
dψ(x) =
[
xδ(1 − x)−1−δ
	(−δ) −
1
	(δ)
(
log
(
1
x
))δ−1]
dx.
Therefore
1∫
0
∣∣dψ(x)∣∣
1∫
0
xδ(1 − x)−1−δ
|	(−δ)| dx +
1
	(δ)
1∫
0
(
log
(
1
x
))δ−1
dx
= 	(δ + 1)	(−δ)|	(−δ)| + 1,
which exists. Hence {wn} is a moment sequence. Since {(n+ α + 1)−δ} is the moment sequence
for (H (α), δ), {σ (α)n } is a moment sequence, which is also regular, and (H (α), δ) ≡ C(α)δ . 
The Euler matrix, (E,q) is a Hausdorff matrix with mass function
γ (t) =
{
0, 0 t < a,
1, a  t  1, (14)
where q = (a + 1)/a. If we denote the generalized Euler matrix by (E(α), q), then, from (2)
and (14),
μ(α)n =
1∫
0
tn+α dγ (t) = an+α. (15)
Theorem 3. (E(α), q) and (E(β), q) are equivalent in B(c) for each α,β  0.
Proof. From (15),
n−kμ(α)k =
1∫
0
tk+α(1 − t)n−k dγ (t) = ak+α(1 − a)n−k. (16)
Also, from (15),
λn = a−n. (17)
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mλn = (a − 1)ma−n−m. (18)
Substituting (16) and (18) into (3) gives((
E(α), q
)(
E(β), q
)−1)
nk
=
n∑
j=k
	(n + α + 1)
	(k + β + 1)(n − k)!
(
n − k
j − k
)
	(j + β + 1)
	(j + α + 1)
× aj+α(1 − a)n−j (a − 1)j−ka−j−β
= 	(n + α + 1)a
α−β(1 − a)n−k
	(k + β + 1)(n − k)!
n∑
j=k
(
n − k
j − k
)
(−1)j−k	(j + β + 1)
	(j + α + 1)
= a
α−β(1 − a)n−k	(n + α + 1)
	(k + β + 1)(n − k)!
n−k∑
i=0
(
n − k
i
)
(−1)i	(i + k + β + 1)
	(i + k + α + 1)
= a
α−β(1 − a)n−k	(n + α + 1)
	(k + β + 1)(n − k)! 
n−kξk,
where
ξk = 	(k + β + 1)
	(k + α + 1) ,
ξk = 	(k + β + 1)
	(k + α + 1) −
	(k + β + 2)!
	(k + α + 2)
= 	(k + β + 1)
	(k + α + 2)
[
k + α + 1 − (k + β + 1)]
= α	(k + β + 1)
	(k + α + 2) .
By induction,
mξk = α · · · (α + m − 1)	(k + β + 1)
	(k + α + m + 1) .
Therefore
Ank :=
((
E(α), q
)(
E(β), q
)−1)
nk
= aα−β(1 − a)n−kAn−kα−β−1. (19)
Clearly limn Ank = 0 for each k and each α,β  0.
n∑
k=0
|Ank| =
n∑
k=0
aα(1 − a)n−kAn−kα−β−1 =
n∑
j=0
aα(1 − a)jAjα−β−1.
By the ratio test, the above series converges for each α,β  0. Therefore A is regular, and
(E(α), q) and (E(β), q) are equivalent. 
Let a, b > 0 and define γ by
γ (t) =
{
(a+b)
a
tb, 0 t < 1, (20)
1, t = 1.
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Hausdorff primes.
Using (20),
μ(α)n =
1∫
0
tn+α dγ (t)
= 1 − (a + b)
a
+ (a + b)
a
b
n + b + α)
= −b
a
+ b(a + b)
a(n + b + α)
= −b(n + α − a)
a(n + b + α) . (21)
For α > a, H(α)μ is equivalent to convergence. Thus, for α,β > a, H(α)μ and H(β)μ are equiv-
alent in B(c), but neither is equivalent to Hμ, which is a Hausdorff prime. For α < a, H(α)ν is a
generalized Hausdorff prime, and sums the unbounded sequence
xn = 	(n + α + 1)
	(n + α − a + 1) .
Thus, for 0 < α, β < a, H(α)μ , H(β)μ , and Hμ are not equivalent in B(c), since they are each
(generalized) Hausdorff primes, which sum different unbounded sequences.
A reasonable conjecture is that, if the mass function is continuous at t = 1, then, for α,β > 0,
Hμ,H
(α)
μ , and H(β)μ are equivalent in B(c). Theorems 1 and 2 support this conjecture.
We now turn our attention to the situation in p , for 1 < p < ∞. We shall say that two matrices
A and B , which are bounded operators on p (A,B ∈ B(p)), are equivalent (A ≡ B) if, for each
x such that {Anx} ∈ p , then {Bnx} ∈ p , and conversely. If A and B are triangles, then one has
A ≡ B iff both AB−1 and BA−1 are in B(p).
Theorem 4. Let α,β, δ > 0, 1 < p < ∞. Then C(α)δ and C(β)δ are equivalent in B(p).
Proof. From [3] or Theorem 1 of [7], C(α)δ and C
(β)
δ ∈ B(p) for 1 < p < ∞. From the proof
of Theorem 1 of this paper, since A := C(α)δ C−1δ is a diagonal matrix with convergent diagonal
entries, both A and A−1 are in B(p) for 1 < p < ∞. 
For b > 1/p, the 	(α)b methods are in B(p). Thus, for b > 1/p, all of the 	
(α)
b methods are
equivalent in B(p) for 1 < p < ∞.
Theorem 5. (Hα), δ) and C(α)δ are equivalent on B(p) for p > 1.
Proof. Since the Hölder matrix of any positive order is in B(p), from the proof of Theorem 3,
it will be sufficient to show that
1∫
0
x−1/p
∣∣dφ(x)∣∣ and
1∫
0
x−1/p
∣∣dψ(x)∣∣
exist.
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1∫
0
x−1/p
∣∣dφ(x)∣∣=
1∫
0
x−1/p
[
(1 − x)δ−2 − 1
x
(
log
(
1
x
))δ−2]
dx
= − (1 − 1/p)	(1 − 1/p)	(δ)
(1 − δ)	(1 + δ − 1/p) +
(1 − 1/p)	(δ)
(1 − δ)(1 − 1/p)δ ,
and the integral exists.
1∫
0
x−1/p
∣∣dψ(x)∣∣
1∫
0
x−1/p+δ(1 − x)1−δ
	(−δ) dx +
1
	(δ)
1∫
0
x−1/p
(
log
(
1
x
))δ−1
dx
= 1
	(−δ)
	(1 − 1/p + δ)	(−δ)
	(1 − 1/p) +
1
	(δ)
	(δ)
(1 − 1/p)δ ,
and this integral also exists. 
Theorem 6. Let 1  p < ∞. Then (E(α), q) and (E(β), q) are equivalent in B(p) for each
α,β  0.
Proof. Using (19),
∞∑
n=k
|Ank| =
∞∑
n=k
aα−β(1 − a)n−k∣∣An−kα−β−1∣∣= aα−β
∞∑
i=0
(1 − a)i∣∣Aiα−β−1∣∣.
The series on the right-hand side converges for each α,β  0, independent of k. Therefore
A := (E(α), q)(E(β), q)−1 ∈ B(). From Theorem 2, A ∈ B(c). By the Riesz–Thorin theorem,
A ∈ B(p), 1 < p < ∞, and (E(α), q) and (E(β), q) are equivalent in B(p). 
From (20), Hμ,H(α)μ ∈ B(p) for b > 1/p. Thus, for b > 1/p, the same kind of pathology as
that for B(c) is true; i.e., for 0 < α,β < a,H(α)μ ,H (β)μ and Hμ are not equivalent in B(p), and,
for α,β > a, H(α)μ and H(β)μ are equivalent, but neither is equivalent to Hμ.
The presence of a discontinuity at t = 0 has no bearing on whether or not Hμ and H(α)μ are
equivalent in B(c). To see this, let Hμ be a regular Hausdorff matrix. Then the corresponding
mass function is continuous from the right at t = 0. Let F denote the matrix whose first column
has the value d = 0 in each row, with all other entries of the matrix zero. Then F is a conservative
Hausdorff matrix generated by the mass function λ defined by
λ(t) =
{
d, 0 < t  1,
0, t = 0.
With Hξ := F +Hμ, Hξ is a conservative Hausdorff matrix and Hξ ≡ Hμ. Therefore Hμ and
H
(α)
μ are equivalent iff Hξ and H(α)μ are equivalent.
However, the situation is quite different in B(p). For, Hλ := F /∈ B(p), whereas H(α)λ is the
zero matrix for each α > 0. Hence, in this example, H(α)λ ≡ H(β)λ for each α,β > 0, but neither
matrix is equivalent to Hλ.
Therefore, a reasonable conjecture is that H(α)μ and H(β)μ are equivalent in B(p) if the mass
function for μ is continuous at both zero and one.
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lent in B(c) and B(p), the Hausdorff primes are notable exceptions. Also, in the area of operator
theory in Hilbert space, the equivalence is irrelevant. Trutt, Ghosh, and the second author [10]
have shown that the C(α)1 , for α a positive integer are subnormal. Stefan Maurer [8] has shown
that they are not subnormal if α is not a positive integer.
As a consequence of Theorems 1 and 2, many theorems dealing with Cesàro matrices Cδ can
now be extended to C(α)δ or to (H (α), δ). We now list a few of them.
Theorem 7. If ∑an is bounded C(α)r+1, where r > −1, then a necessary and sufficient con-
dition that it should be summable C(α)r is that Brn = o(nr+1), where bn = nan and Brn =∑n
ν=1
(
n−ν+r
r
)
bν .
Theorem 8. If ∑an is summable (H (α), r + 1), where r > −1, then a necessary and sufficient
condition that it should be summable (H (α), r) is that Brn = o(nr+1).
Theorem 9. If, for some ,p  1, ∑an is summable C(α) and ∑np−1|an|p < ∞, then ∑an is
summable C(α)k for each k > −(p − 1)/p.
Theorem 10. If, for some ,p  1, ∑an is summable (H (α), ) and ∑np−1|an|p < ∞, then∑
an is summable (H (α), k) for each k > −(p − 1)/p.
Theorem 11. If ∑an is bounded C(α)δ1 and summable C(α)δ2 , where δ2 > δ1 > −1, then it is
summable C(α)δ for each δ1 < δ < δ2.
Theorem 12. If ∑an is bounded (H (α), δ1) and summable (H (α), δ2), where δ2 > δ1 > −1, then
it is summable (H (α), δ) for each δ1 < δ < δ2.
Theorem 13.
(i) ∑an is summable or bounded C(α)k , where k ∈N,
(ii) fn → 0, and
(iii) ∑(n + 1)k|k+1fn| < ∞,
then
∑
anfn is summable C(α)k .
Theorem 14.
(i) ∑an is summable or bounded (H (α), k), where k ∈N,
(ii) fn → 0, and
(iii) ∑(n + 1)k|k+1fn| < ∞,
then
∑
anfn is summable (H (α), k).
Theorem 15. If ∑an is summable C(α)k , then ∑(n + c)−san is summable C(α)k , for c, s > 0.
428 I. Albayrak, B.E. Rhoades / J. Math. Anal. Appl. 328 (2007) 414–428Theorem 16. If ∑an is summable (H (α), k), then ∑(n + c)−san is summable (H (α), k), for
c, s > 0.
Theorem 17. If ∑an is summable C(α)k and 0 < δ < k + 1, then∑(n + s
s
)−1
an and
∑ an
(n + 1)s
are summable C(α)k−s .
Theorem 18. If ∑an is summable (H (α), k) and 0 < δ < k + 1, then∑(n + s
s
)−1
an and
∑ an
(n + 1)s
are summable (H (α), k − s).
Theorem 19. Let A > 0, 0 < a < 1, b = β + iγ . The series∑
an =
∑
n−beAin
α
is summable C(α)k , k > −1 if and only if (k + 1)a + β > 1.
Theorem 20. Let A > 0, 0 < a < 1, b = β + iγ . The series∑
an =
∑
n−beAin
α
is summable (H (α), k), k > −1 if and only if (k + 1)a + β > 1.
Theorems 7, 9, 11, 13, 15, 17, and 19 are extensions of Theorems 65, 69, 70, 71, 74, 76, and
84 of [4], respectively. Theorems 8, 10, 12, 14, 16, 18, and 20 are new results.
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