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A diffraction assisted image correlation (DAIC) method is proposed for three-
dimensional (3D) deformation measurement, surface profiling, and tomographic 
reconstruction. We show that, through a pinhole projection model, the 3D shape and 
deformation of an object can be measured by performing two-dimensional digital image 
correlation analysis between the two first-order diffracted views. A fluorescent 3D 
microscope with sub-micron spatial resolution and sub-pixel measurement accuracy is 
developed based on the DAIC method. To extend the depth of focus of the 3D 
microscope, a diffraction assisted light field microscopy is developed by inserting a 
microlens array in the microscope’s imaging path. The capability of the 3D microscope 







Three-dimensional (3D) measurement technique is playing increasingly prominent 
roles in both scientific research and industrial application [1], such as materials 
deformation characterization [2], 3D medical imaging [3], robotic control [4] and 
geometry checking of mechanical parts [5]. The recent development of digital imaging 
devices, laser scanning techniques and other light sensor devices combined with digital 
signal processing, enables the fast development of 3D measurement techniques. 
Compared with stylus based microscope and electron beam microscope, optical 3D 
measurement methods provide many advantages such as low costs, biocompatibility and 
fast sampling speed. 
Based on the sampling method, existing 3D optical measurement methods can be 
divided into two main categories: spatial-scanning method and full-field method [6]. The 
first category includes time-of-flight (TOF) depth profiling, scanning-laser confocal 
microscopy, chromatic depth scanning method, and triangulation-based laser spot 
scanning or line scanning approaches. All of these methods are intrinsically point-wise or 
line-wise scanning methods, but can achieve full-field measurement by means of spatial 
scanning. In the second category of inherent full-field techniques, 3D perception is 
usually achieved by digital processing of a sequence of two-dimensional coherent or 
incoherent optical images. Some of the commonly used full-field methods include white 
light and laser interferometry, projection Moire interferometry, depth from focus/defocus 
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(DFF/DFD), as well as 3D digital image correlation (3D-DIC). In general, the full-field 
methods allow much faster 3D measurement than the spatial-scanning methods.  
Digital image correlation (DIC) has been established as an effective tool for full-
field motion, shape and deformation measurement with high accuracy at various length 
scales ranging from landscape profiling and micro electronic devices deformation 
measurement [7-9]. Stereo-imaging system has been implemented with DIC for 3D shape 
and deformation measurement from millimeter to meter scale [10, 11]. When the length 
scale comes down to the micrometer range, shallow depth of focus and accurate 
calibration of the multi-camera system pose great challenges for the implementation.  
In this thesis, a novel diffraction assisted image correlation method (DAIC) method 
is developed to allow a single camera imaging system for 3D profile, deformation and 
tomography measurement. The DAIC method combines a transmission diffraction 
grating with two dimensional digital image correlation (2D-DIC) method by inserting a 
transmission diffraction grating between the camera and the imaging target. We exploit 
the light splitting and shifting characteristics of the transmission grating to obtain the 
three-dimensional information of the imaging target. The distortion due the camera and 
the transmission diffraction grating is calibrated and its influence on the measurement 
accuracy has been investigated. Taking advantage of the high accuracy and simplicity for 
implementation, a compact optical 3D microscope is developed that is able to measure 
submicron scale displacement and surface profile.  
The recently developed light field microscope is capable of reconstructing the 
volumetric data of a specimen with extended depth of field in a single shot [12, 13]. But 
the performance of the system is greatly constrained by its poor axial resolution. In the 
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current study, we integrate our 3D microscopy with the light field technique to enable 3D 
high-resolution tomographic reconstruction. We show that, by inserting a diffraction 
grating between the imaging specimen and the objective lens, two first-order diffracted 
light field images could be formed in the camera sensor plane for tomographic 
reconstruction. The axial resolution of reconstructed 3D stacks is found to be greatly 
improved by a diffraction assisted light field rendering method without sacrificing the 
lateral resolution. 
 
1.2 Outline of the Thesis 
Chapter 2 will first introduce the DAIC method for macroscopic 3D shape and 
displacement measurement. The basic theory of the DAIC method will be presented in 
detail. Validation test results on a Barbie doll’s face and a set of well-defined cylindrical, 
conical and step surfaces will be presented to illustrate the implementation and 
performance of the proposed method. The error analysis of the DAIC method from the 
lens distortion and transmission grating distortion will also be discussed. 
In Chapter 3, a compact, high-accuracy 3D microscope that is capable of measuring 
3D displacement and deformation at the microscopic scale will be reported. The 
microscope system is based on a seamless integration of the DAIC method with 
fluorescent microscopy. We will experimentally demonstrate the microscope’s capability 
for 3D measurements with submicrometer spatial resolution and subpixel measurement 
accuracy. Potential applications and limitation of the microscope will be discussed at the 
end of the chapter 3. 
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To overcome the shallow depth of focus problem of the 3D microscope, we have 
combined the light field imaging technique with the DAIC method. In chapter 4, a 
diffraction assisted light field microscope (DLFM) for 3D tomographic reconstruction 














CHAPTER 2  
DIFFRACTION ASSISTED IMAGE CORRELATION FOR 
THREE-DIMENSIONAL SURFACE PROFILING 
2.1   Introduction 
High-fidelity, full-field reconstruction of three-dimensional (3D) surfaces is playing 
increasingly prominent roles in materials [14, 15] and biological research [16], 3D 
scanning [6, 17], and automated inspection [18, 19]. Compared to conventional stylus-
based surface profiling techniques, optical-based profiling methods offer many unique 
advantages, such as non-contact/non-intrusive measurement capability, fast sampling 
speed, and wide measurement range. 
Existing optical methodologies for topographical characterizations can be divided 
into two main categories: spatial-scanning methods and one-shot acquisition methods. 
The first category includes time-of-flight (TOF) depth profiling [20], scanning-laser 
confocal microscopy [21-23], chromatic depth scanning method [24], and triangulation-
based laser spot scanning or line scanning approaches [25]. All of these methods are 
intrinsically point-wise or line-wise scanning methods, but can achieve full-field 
measurement by means of spatial scanning. In the second category of inherent full-field 
techniques, topographic reconstruction is usually achieved by digital processing of a 
sequence of two-dimensional coherent or incoherent optical images. Some of the 
commonly used full-field methods include white light and laser interferometry [15, 26-
28], projection Moire interferometry [29], depth from focus/defocus (DFF/DFD) [30-32], 
as well as 3D digital image correlation (3D-DIC) [33-35]. In general, the one-shot 
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acquisition methods allow much faster 3D topographic construction than the spatial-
scanning methods. 
Recently, Xia et al. [36] developed a novel image correlation-based technique named 
Diffraction-Assisted Image Correlation (DAIC) for 3D deformation measurement. The 
DAIC method involves viewing a test specimen under monochromatic illumination 
through a transmission diffraction line grating. The grating produces multiple diffracted 
face views of the specimen that are free from perspective distortion. The apparent in-
plane displacements of the positive and negative first-order diffracted views are obtained 
through two-dimensional digital image correlation (2D-DIC) analysis, and algebraically 
manipulated to determine the 3D displacement of the specimen. Motivated by this work, 
a diffraction-assisted grid method was recently developed by Notbohm et al. [37], who 
combined the 2D grid method [38-40] and the use of a diffraction grating to achieve 3D 
measurement. 
In the present study, we extend the original DAIC method for 3D surface profile 
measurement. We show that, without major modification to the DAIC setup previously 
developed for 3D displacement measurement, 3D topographical reconstruction can be 
readily achieved by performing 2D correlation analysis between the two diffracted views 
of different diffraction orders. This new surface profiling method eliminates the need for 
stereoscopic imaging as required by classical 3D-DIC, thus resulting in a compact and 
simple setup that is more suitable for dynamic and microscopic measurement of small 
objects. Furthermore, the use of 2D correlation and algebraic operations for 3D shape 
measurement significantly reduces the computational effort as compared with traditional 




When a single camera is used to directly view a curved object surface, the depth 
information of the object is lost during 2D image projection. The proposed profiling 
approach involves placing a transmission line grating in the imaging path to create a 3D 
perception, as shown in Fig. 1. Due to first-order light diffraction by the grating, two 
virtual objects are formed on both sides of the real object. Consider a point (P) on the real 
object surface at a height of h, measured from a fixed reference plane parallel to the 
grating surface and near the object surface. The two corresponding virtual points (P+ and 
P-) are located at a distance of 3cos)( hdd   from the grating [36]. Here d is the 
distance between the grating and the reference plane,  p 1sin  is the first-order 
diffraction angle,   is the wavelength of the light source, and p is the pitch of the 
grating. The position vectors of P + and P -, PX , are related to the position vector of P, 
PX , via the equation 





)(( n3 hdhdPP ,                                         (2.1) 
in which ni  is an out-of-plane unit vector normal to the grating surface, and i  is an in-
plane unit vector perpendicular to the grating rulings.  
Assuming a pinhole camera model, P + and P – are projected to I + and I – in the image 
plane of the camera, as shown in Fig. 1. The position vectors of the two image points in 
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Figure 1. Optical arrangement for 3D profile measurement by the diffraction-assisted image 
correlation (DAIC) method. i  and //i are unit vectors perpendicular and parallel to the grating 
rulings, respectively, and ni  is a unit vector normal to the grating surface. 
  
pinhole and the grating, f is the distance between the pinhole and the image plane in 
physical unit, and Ie  are the projection errors associated with camera/lens/grating 
distortion. In the classical pinhole camera model, there are four intrinsic camera 
parameters: (fx, fy, cx, cy). fx and fy are the focal distances expressed in units of horizontal 
and vertical pixels, and cx and cy are the coordinates of the principal point in units of 
horizontal and vertical pixels. In this work, we consider square-shaped pixels and 
therefore the numerator (f/b) in Eq. (2) is equal to fx and fy. Note that cx and cy do not 
show up in Eq. (2.2) because the position vectors of the virtual points and the image 
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points ( PX  and IX ) are both expressed in a rectangular coordinate system with its 
origin placed at the pinhole. Substitution of Eq. (2.1) into Eq. (2.2) and computation of 












 .                             (2.3) 
The above equation can be linearized by assuming the surface height is much smaller 
than the camera-object distance (i.e., dsh  3cos ). The linearization results in the 




























































3 is the projected pixel size in the object plane. 
By subtracting Eqs. (2.4a) and (2.4b), we obtain the following equation for 

























  III  in the above equation is the in-plane displacement from I 
– 
to I + which can be determined by performing a 2D image correlation analysis. Note that 




I  obtained by image correlation (and therefore h given by Eq. (2.5)) is 
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 obtained using Eqs. (2.5) and 






If we choose a sensor (image) coordinate system (x, y) with its y-axis parallel to the 
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,            (2.7c) 
in which ),( yxux  and ),( yxu y  denote the x- and y-displacement fields between the 
negative and positive first-order images, and xe  and ye  are the geometric image 
distortions in the x- and y-directions. 
2.3 Experimental 
2.3.1 Experimental Setup 
An experimental realization of the proposed surface profiling method is shown in Fig. 
2. A digital camera (DFK 72AUC02, Imaging Source, Charlotte, NC) equipped with a 35 
mm focal length lens (HF35HA-1B, Fujinon, Stamford, CT) was used for image 
acquisition. The camera had an 8-bit, 2592×1944 pixel CMOS sensor with a square pixel 
size of 2.2 m. A pair of blazed transmission gratings (GT25-03, Thorlabs, Newton, NJ) 
11 
 
with 300 lines/mm groove density was placed between the lens and a test specimen, to  
(a)   
 
(b)    
Figure 2.  (a) Experimental setup of the proposed surface profiling method; (b) front view 
of the gratings and the object surface taken under ambient room lighting. Note that the 
two diffracted views are blurred due to chromatic dispersion of the gratings, necessitating 
















produce positive and negative first-order diffracted views of the specimen. The gratings 
had a dimension of 25×25 mm, limiting the largest possible measurement area to about 
the same size. A light-emitting diode (LED) light source was used with a narrow-band 
optical filter (632-634 nm band pass, FL05632.8-1632, Thorlabs, Newton, NJ) to provide 
even quasi-monochromatic illumination. In all experiments, the distance between the 
gratings and the optical center of the lens was fixed at 307 mm. The lens was focused at a 
reference plane 109 mm behind the gratings and had a depth-of-field of ±4 mm. The 
specimen surface was positioned within 2 mm of the reference plane for surface profiling. 
There were a few factors involved to set up the geometry of our experiment. The distance 
between the camera and the specimen was determined by the working distance and field-
of-view of the imaging lens. The grating-specimen distance was proportional to the 
spacing between the two diffracted views. Therefore, this distance needed to be 
sufficiently large to avoid overlapping of the diffracted views. 
The surface to be measured was first spray-painted with white paint as background, 
and then speckle patterned with green paint to enable image correlation. A DIC analysis 
was performed between the two diffracted views using the VIC-2D software (Correlated 
Solutions, Inc., W. Columbia, SC) with a subset size of 59×59 pixels and a step size of 5 
pixels. The correlated displacement field was then used to compute a surface height map 
of the specimen according to Eqs. (2.7a)-(2.7c). 
2.3.2 Image Distortion Calibration 
As can be seen from Eqs. (2.7a)-(2.7c), the geometric image distortion affects the 
determination of both height profile and planar coordinates in an additive manner, and 
needs to be corrected for the sake of accuracy. The distortion in the DAIC optical system 
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has three possible components: image distortion due to grating imperfection, lens 
distortion, and distortion caused by non-uniform spatial distribution of the sensing pixels 
(thereafter referred to as the sensor distortion). Our previous study showed that the first 
type of distortion is negligible for the transmission gratings used [36]. The lens distortion 
is usually well described by Brown’s model [41] in which the radial and tangential 
distortion components are expressed as polynomial functions of image coordinates. The 
coefficients of these polynomials can be determined through calibration against a 
precision test target. The sensor distortion is related to the manufacturing tolerances and 
techniques of image sensors and does not obey a simple parametric distribution.  This 
type of distortion has generally been overlooked in previous work, but as we will show, it 
plays an important role in the present study.  
We adopt a non-parametric method of distortion calibration developed by Yoneyama 
et al. [42], to determine the combined lens and sensor distortion in our optical system. In 
this method, a rectangular grid pattern is aligned with the principal image axes, and a 
single image of the grid pattern is acquired and analyzed with a Fourier transform-based 
algorithm. The analysis yields the phase maps, x  and y , of the grid pattern, which are 















 ,                                                                                         (2.8)                                   
where 0xp  and 0yp  are the x- and y-directional pitches of the grid pattern. In our 
calibration experiment, we chose a high-precision Ronchi line grating (56-619, Edmund 
Optics, Barrington, NJ) with a pitch of 0.254 mm (~ 10 pixels), as opposed to the grid 
pattern used in the original method. This choice was made because of non-availability of 
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a high-precision grid target of desired pitch. The x- and y-directional distortion 
distributions were measured separately by aligning the grating’s groove direction with the 
x- or y-direction of the image plane. The alignment was carefully done by adjusting the 
angular position of the grating with a tilt stage and aligning the visible grating lines with 
the x- or y-axis of the display screen. 
2.4 Results 
The proposed profiling method was first applied to topographic reconstruction of a 
Barbie doll’s face to test its validity. The positive first (+1) order and negative first (-1) 
order images of the Barbie doll’s face seen through the pair of blazed gratings are shown 
in Fig. 3(a) and (b). The two speckle images were correlated using the VIC-2D software 
to obtain the apparent in-plane displacement field. Neglecting any geometric distortion in 
the images, this displacement field was used in Eqs. (2.7a)-(2.7c) to construct a surface 
profile map as shown in Fig. 3(c). The characteristic facial features, such as the forehead, 
nose and lips, are clearly discernible in the contour map, thereby qualitatively validating 
the proposed method.  
To quantitatively assess the measurement accuracy that can be achieved by the DAIC 
method, we carried out 3D shape measurement on a set of well-defined surfaces which 
were prepared by machining with a precision of 2.5 m. The surfaces used included a 
cylindrical surface with a radius of 36.00 mm, a conical surface with a half-apex angle of 
76.16o, and a 1.46 mm step height. These surface types were chosen to investigate the 
effect of different orders of surface continuity on the measurement accuracy; the 
cylindrical surface was smooth and infinitely differentiable; the conical surface was 
15 
 




(a)           (b)  




Figure 3. (a) Speckle images of the (a) negative and (b) positive first-order diffracted 
views of a Barbie doll’s face; (c) measured topographic map of the Barbie doll’s face. 
The measured height contour plots of the three surfaces without image distortion 
correction are presented in Fig. 4. The height profiles along the dashed lines in Fig. 4 are 
plotted in Fig. 5(a)-(c), together with the true surface profiles calculated from the surface 
parameters. Each measured profile is registered with the corresponding true profile by 
translating and rotating the measured profile to minimize the square sum of the errors. 
The reconstructed shapes are found to match well with their true counterparts. A more 
stringent comparison is shown in Fig. 5(d)-(f), where the difference between the 
experimental and true profiles is plotted for each surface. The error in the measured 
cylindrical surface profile is small near the center of the surface, and increases to ~0.04 
mm towards the both ends. The measured height profiles of the conical and step surfaces 
have significant errors at the centers where a discontinuity occurs. These large errors are 
caused by the inherent smoothing nature of the image correlation algorithm used. Apart 




cylindrical surface are seen. This similarity suggests that systematic errors due to image 
distortion are present in the three reconstructed shapes and may be ruled out through 
careful distortion compensation. 
The calibration approach explained in Section 2.3.2 was applied to correct the errors 
due to optical distortion. Fig. 6 shows the calibrated distributions of image distortion 
along the x- and y-directions, ),( yxex  and ),( yxey , as well as the magnitude of 
distortion (calculated as 22 yx ee  ). The amount of distortion is small over the whole field 
(less than 0.2% of the field-of-view). It is noted that the three distortion patterns do not 
possess good symmetry or anti-symmetry as typically seen for lens distortion. Therefore, 
we conclude that the measured distortion is primarily attributed to the sensor distortion. 
With this distortion taken into account, the height profiles of the three surfaces were re-
calculated by deducting the image distortion maps from the in-plane displacement maps 
according to Eqs. (2.7a)-(2.7c) and are displayed in Fig. 7. The root-mean-square (RMS) 
errors are reduced to 10 m away from the discontinuities for all three surfaces, while the 
























    (b)     (c)  
 
Figure 4. Measured surface height maps of (a) a cylindrical surface, (b) a conical surface, 
and (c) a step surface. 
 
(a)  (d)  
 




































































































(c)  (f)  
Figure 5. Comparison between the measured and true surface profiles along the dashed 
lines shown in Figure. 4 for (a) the cylindrical surface,  (b) the conical surface, and (c) the 
step surface; measurement errors in the height profiles of (d) the cylindrical surface, (e) 
the conical surface, and (f) the step surface. 
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 Figure 6. Calibrated image distortion distributions along the (a) x- and (b) y-directions; (c) 
magnitude of image distortion.  






























































































(b)  (e)  
(c)  (f)  
 
Figure 7. Comparison between the true and measured surface profiles after distortion 
compensation for (a) the cylindrical surface, (b) the conical surface, and (c) the step 
surface; measurement errors in the surface profiles after distortion compensation for (d) 
the cylindrical surface, (e) the conical surface, and (f) the step surface. 
2.5 Discussion 
There are four main sources of error associated with applying the DAIC method for 
3D shape measurement. The first type of error is caused by uncertainty in determining the 
geometrical parameters of the optical setup. According to Eq. (2.7a), the relative 














































































































sduh                                                    
(2.9) 
in which u is the in-plane displacement and (u,s,d) are the absolute measurement 
errors in (u, s, d). In the present study, s and d are determined to be 307 mm and 109 mm, 
respectively, with submillimeter accuracy. The in-plane displacement measurement has a 
relative error (
u
u ) around 0.5%. Therefore, the contribution ofs and d to the total error 
is estimated to be more than one order of magnitude lower than that of u and is not 
considered as a major source of error. The second type of error is due to geometric image 
distortion. As demonstrated in the present study, this error can be fully corrected by 
distortion calibration and compensation. The third source of error comes from the 
uncertainty of displacement measurement by 2D-DIC. The image correlation error, u , 
which is dependent on various factors, such as speckle pattern, subset shape function, 
subset size, and grayscale bit depth, is usually at a sub-pixel level. From Eq. (2.7a), the 











                                                                                        (2.10) 
By performing DIC measurement of an in-plane rigid-body translation, we found the 
value of u  in the present study was about 0.09 pixel. According to Eq. (10), this value 
corresponds to a surface profile error of 7.9 m, which compares well with the actual 
error of 10 m observed in our experiments. Eq. (2.10) also suggests that a large first-
order diffraction angle can help suppress the measurement error associated with u . 
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The last type of measurement error occurs when the measured surface has a low order 
of continuity. Classical 2D-DIC algorithms are based on the correlation of a subset area 
between the reference and deformed images. The correlation analysis assumes a uniform 
deformation mode within the subset, making standard 2D-DIC unsuitable for measuring 
discontinuous displacement fields. Several attempts have been made recently to develop 
new image correlation algorithms that are capable of handling displacement 
discontinuities. Jin and Bruck [43] proposed a pointwise DIC method that allows the 
displacement of each pixel within a subset to be assessed independently. Réthoré et al. 
[44] applied the concept of the extended finite element method to image correlation 
analysis, and demonstrated the flexibility and accuracy of their scheme for measuring 
irregular displacement fields. More recently, Poissant et al. [45] made a direct extension 
to standard DIC by allowing a subset to be split when a discontinuity is detected. When 
the DAIC method is combined with one of these discontinuity-preserving DIC algorithms, 
we can expect a substantial improvement in accuracy for measuring discontinuous 
surfaces. The actual implementation of this idea, though, is not within the scope of this 
paper. 
Spray-painting has been used in this work to produce affixed random speckle patterns 
as needed for image correlation analysis. Other less invasive patterning strategies (e.g., 
laser speckle patterning or digital patterning by a video projector) may be employed to 
facilitate correlation. It is also possible to use regular patterns instead of random patterns; 
in this case, alternative full-field displacement measurement techniques to 2D-DIC, such 
as the grid method [38-40] or the object grating method [46], can be assisted by the use of 
a diffraction grating to achieve 3D surface profiling. 
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The DAIC surface-profiling method utilizes a transmission grating and a single 
camera to achieve 3D perception, making it particularly suitable for dynamic and 
microscopic measurement. Coupled with a high-speed camera, the DAIC method can be 
readily adopted for dynamic 3D shape measurement. This arrangement overcomes the 
cost and synchronization issues commonly associated with existing stereo vision-based 
approaches using multiple cameras. It is also envisioned that the method presented here 
may be implemented in optical microscopy to enable multiscale topographic analysis. 
Nevertheless, we also recognize several limitations of our profiling method. First, a test 
object must be in full view through the transmission gratings used, thus limiting the 
maximum size of the object to the grating size. Large transmission gratings, such as 
holographic diffraction grating films up to 6×12 inches (54-509, Edmund Optics, 
Barrington, NJ), are now readily available at low cost. Therefore it is believed that the 
practical limit for measurable object sizes is on the order of tens of cm, even though 
larger object sizes may be achievable using custom-made gratings at the expense of 
increased cost. Second, monochromatic illumination is required in our method to prevent 
chromatic dispersion of the diffraction gratings. This entails the use of a speckle pattern 
with a good-contrast color that is matched to the illumination wavelength. Finally, the 
surface profile equations (Eqs. (2.5) and (2.7a)) are derived assuming that the grating 
surface is perpendicular to the optical axis of the camera. Future work could relax this 




2.6 Conclusions  
A new full-field optical method for surface profile measurement is presented. This 
method involves the use of a single camera and a transmission grating to achieve 3D 
perception and the application of 2D-DIC for rapid 3D shape reconstruction. The 
theoretical basis of the proposed method is provided by assuming a pinhole projection 
model and accounting for possible geometric image distortion. The validity and accuracy 
of the method have been demonstrated on a set of object surfaces with different levels of 
surface continuity. It is found that systematic measurement errors occur due to distortion 
from lens imperfection and non-uniform distribution of sensing pixels, but can be 
corrected with a non-parametric distortion-correction scheme. The proposed method is 
simple and easy to implement, and is advantageous over existing stereo-vision based ones 









CHAPTER 3  
A NOVEL OPTICAL MICROSCOPE FOR MICROSCALE 





 3.1 Introduction 
3D full-field deformation and morphology analyses are widely used in many 
industrial and research applications. Driven by advances in biology and nanotechnology, 
there is a growing need for performing such analyses at the microscale. A good example 
in point is the study of deformation and failure mechanisms of complex material systems. 
Detailed experimental full-field characteristics, in combination with theoretical and/or 
computational modeling, can provide crucial information in helping establish their 
microstructure-property relationships.   
There are a range of optical techniques for measuring height profiles and 
displacements in 3D. Existing optical surface-profiling techniques can be divided into 
two categories: spatial-scanning methods and full-field methods. The first category 
includes scanning-laser confocal microscopy [21-23], chromatic depth scanning method 
[24], and laser spot scanning or line scanning approaches. All of these methods are 
intrinsically point-wise or line-wise scanning methods, but can achieve full-field 
measurement by means of spatial scanning. In the second category of inherent full-field 
methods, topographic reconstruction is done by processing two-dimensional optical 
images. Some of the commonly used full-field methods include white light and laser 
interferometry [47], projection Moire interferometry [29], depth from focus/defocus 
(DFF/DFD) [30-32], as well as three-dimensional (3D) digital image correlation (DIC) 
[33, 34, 48]. In general, the full-field methods allow much faster 3D topographic imaging 
than the spatial-scanning methods. 
A small number of approaches are available for 3D full-field surface displacement 
measurement. Among them, electronic speckle pattern interferometry (ESPI) [49] offers 
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the highest sensitivity but suffers from very limited measurement range due to speckle 
decorrelation. In recent years, 3D-DIC is being increasingly used for 3D deformation 
characterization for its ease of operation. 
Despite the advent of the above measurement techniques, high-accuracy 3D surface 
deformation and profile characterizations at the microscale, however, remain a great 
challenge. Traditional optical microscopes can achieve sub-micron spatial resolution, but 
they are only capable of two-dimensional (2D) imaging. In a recent study, Li and Yi 
developed a freeform prism array that could be attached to the objective of a microscope 
to enable 3D stereo imaging [50]. They demonstrated the viability of their method 
through quantitative 3D imaging tests, but did not provide an imaging processing 
algorithm for quantitative 3D shape reconstruction.  
Xia et al. has recently developed a novel image correlation-based technique, named 
DAIC, for 3D full-field deformation and profile measurement [51]. The DAIC method 
utilizes a transmission grating and a single camera to achieve 3D perception, making it 
particularly suitable for both macroscopic and microscopic measurements. In this paper, 
we present a novel 3D microscope that has been newly developed by seamlessly 
integrating the DAIC technique with an optical microscope. The microscope has a unique 
capability of 3D deformation and morphology measurement with sub-micron spatial 
resolution. In the remainder of this paper, we will first describe the experimental setup of 
the microscope, followed by a description of the data analysis method. We will then 
present and discuss the results of a series of validation tests. Finally, concluding remarks 





3.2.1 Decoding of 3D Surface Displacement 
The 3D displacements of the specimen (P) and its intermediate image (P’) are 
assumed to be related according to the following linear relationship: 
pcxpxyp wxxuMu )(                                                                                        (3.1a)        
pcypxyp wyyvMv )(                                                                                        (3.1b) 
pzp wMw                                                                                                               (3.1c) 
in which xyM  and zM  are the in-plane and out-of-plane magnification factors, x  and 
y  are the coupling coefficients that account for the non-telecentricity of the imaging 
system, and cx  and cy  are the coordinates of the center of perspective projection. The 3D 
displacement of the intermediate image is further related to the in-plane displacements of 
the two first-order diffracted images ( P  and P ) through [15] 
)tan( ppxyp wuNu                                                                                           (3.2a) 
)tan( ppxyp wuNu                                                                                            (3.2b) 
pxypp vNvv                                                                                                         (3.2c) 
where xyN  is the magnification factor of objective 3 and   is the first-order diffraction 
angle of the grating. 
By substituting Eqs. (3.2a)-(3.2c) into Eqs. (3.1a)-(3.1c) and inverting the resulting 




















































































          (3.3c)   
Once the in-plane displacement fields of the two first-order diffracted views are obtained, 
the above equation can be used to calculate the 3D full-field displacement of the 
specimen. The free parameters of the optical system, i ( 51i ), can be calibrated 
against a known 3D displacement field. 
3.2.2 Decoding of 3D Surface Profile 
3D profile measurement of a curved surface involves determining the surface height, h , as a 
function of in-plane coordinates, px  and py . To derive a governing equation for profile 
measurement, we consider a virtual process in which the surface is initially flat and is deformed 
into the final curved shape with an out-of-plane displacement of hw . Let 
p
X  and 
p
X  
denote the initial x-coordinates of the first-order diffracted images and 
p
x  and 
p
x  
denote the corresponding x-coordinates in the final configuration. According to Eq. (3.3a), 
we have 







           (3.4)        
in which 
 
 ppp xxu  is the relative displacement between the two first-order 






 is the relative 
displacement in the initial configuration. Here C  is a constant, since the surface is made 
to be flat in the initial configuration. 
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Then we map w  from the coordinate space of the diffracted views to that of the 









                                                                               (3.5) 
In writing the above equation, we have dropped the constant term, C . This causes a shift 
in the measured profile but does not affect the actual shape of the specimen. The full-field 
distribution of pu  can be measured by correlating the two first-order diffracted images 




Figure 8 shows the schematic and actual experimental setup of the newly developed 
3D microscope system. A Cartesian coordinate system o(x, y, z) used throughout the 
study is also shown in the figure. The layout of the microscope closely resembles that of 
an epi-illuminated fluorescence microscope. Two infinity-corrected microscope 
objectives (objectives 1 and 2) (Nikon CFI Plan Apo 20x, N.A. 0.75 and Olympus 





Figure 8. (a) Photograph of the newly developed optical microscope for three-
dimensional (3D) surface displacement and profile measurements; (b) schematic layout 
of the microscope. 
 
real image (P’) of a micro-sized specimen (P). A custom-made transmission diffraction 
grating (Ibsen Photonics, Denmark) is positioned right above the real image. The grating 
has a constant line spacing of 2000 nm, and a rectangular profile specially designed to 

































diffracted beams. The ruling of the grating is aligned with the y-direction. Therefore, 
diffraction by the transmission grating along the x-direction creates two first-order virtual 
images of the intermediate real image. A third microscope objective (objective 3, Nikon 
BD Plan 20x , N.A. 0.4) is used to project the virtual images onto the senor plane of a 
high-resolution, Peltier-cooled CCD camera with 16-bit digital digitization (ML8300M, 
Finger Lakes Instrumentation, Lima, New York). 
Illumination of the specimen is provided by an ultraviolet (UV) light-emitting diode 
(LED) light source (GCS-0365-07, Mightex Systems, Toronto, Canada). An iris field 
diaphragm is positioned in the illumination path so that the size and location of the 
illuminated area can be precisely controlled. A narrow-band-pass filter (450±10 nm 
bandpass, Thorlabs Inc, Newton, NJ) is inserted in the imaging path, to filter out the 
background light as well as to suppress chromatic dispersion of the transmission grating. 
The entire setup is placed on a vibration isolation table to reduce external vibrations. 
The 3D surface displacement or profile of the specimen is encoded in the projected 
first-order images ( P  and P ). Decoding of such 3D data requires two-dimensional 
(2D) full-field displacement analysis of the first-order diffracted images. In the present 
work, this analysis is carried out using the 2D digital image correlation (DIC) method 
[16-18]. A random speckle pattern required for the implementation of DIC is created by 
coating the specimen surface with fluorescent polymer particles of diameters between 1-5 





3.4.1 3D Surface Displacement Measurement 
Rigid-body translation and rotation experiments were conducted to assess the validity 
of the 3D microscope system for displacement measurement. A flat glass slide speckled 
with fluorescent particles was used as a test specimen in the both experiment. Fig. 9 
shows the negative first (-1) and positive first (+1) diffraction order views of a selected 
region on the glass slide, each of which has a field of view of 320 m × 340 m and a 
pixel resolution of 0.53 m/pixel. Note that the zeroth-order view, which corresponds to 
direct light transmission through the grating, does not show up due to strong intensity 
suppression of the zeroth-order diffraction. 
 
Figure 9. The negative and positive first-order views of a speckle-patterned region on a 
flat glass slide. 
 
In the rigid-body translation experiment, the glass slide was translated along the 
vertical (z) axis for 10.0 m using a differential micrometer driven translation stage 
(PT1A, Thorlabs Inc, Newton, NJ). Four speckle images, including two negative first-
order (-1st) images and two positive first-order (+1st) images were captured before and 
after the rigid-body translation. 2D-DIC analysis was carried out between the -1st order 













v ) as shown in Fig. 10. Because light diffraction only acts in the 
x direction, the two y-displacement maps are nearly identical. In contrast, the two x-
displacement maps encode the out-of-plane displacement of the specimen in different 
ways, and therefore exhibit a large difference (note the difference in the displacement 
ranges). The specimen does not have any in-plane motion. However, all of the four 
displacement fields are linearly varying with similar gradient magnitudes, indicating that 
the non-telecentricity of the microscope is significant. 
 
 
Figure 10. In-plane displacement maps of the two first-order diffracted views due to an out-of-
plane rigid-body translation of 10.0 m : (a) negative first order ( pu ); (b) positive first order (


















































































































































































The four displacement maps shown in Fig. 10 were used in Eq. 3.3(a)-(c) to calculate 
the in-plane displacements ( pu , pv ) and out-of-plane displacement ( pw ) of the specimen. 
The optical parameters in these equations were obtained by least-squares fitting the 
calculated displacements to the actual imposed displacements. Fig. 11(a)-(c) shows the 
contour plots of the calculated in-plane and out-of-plane displacement components. The 
displacement profiles along the central horizontal line are plotted in Fig. 11(d).  
 
 
Figure 11. Measured 3D displacement fields due to an out-of-plane translation of 10.0 m: (a) 
pu ; (b) pv ; (c) pw ; (c) displacement profiles along the dashed section line shown in (c). 
 



































































































































































































To further demonstrate the measurement capability of the microscope, a second 
experiment was carried out in which the glass side was tilted about an axis along the y-
direction for 6.0 degrees using a tilt stage. The tilt produced constant in-plane 
displacement components and a linearly varying out-of-plane displacement field. Similar 
to the first experiment, four in-plane displacement components of the first-order 
diffracted views were measured. The previously calibrated optical parameters were used 
to calculate the 3D displacements from these in-plane displacement maps. The obtained 
3D displacement fields are presented in Fig. 12(a)-(c). Fig. 12(d) shows the measured 3D 
displacement profiles along the dashed section line in Fig. 12(c), together with the true 
out-of-plane displacement profile. The measured and true out-of-plane displacements 
compare favorably with each other. 
3.4.2 3D Surface Profile Measurement  
The surface profiling capability of the microscope was tested by profiling the top 
surface of a steel ball (0.68 mm in diameter). The two first-order diffracted views of the 
test surface are shown in Fig. 13(a). The microscope was focused near the central region 
of the field of view. Hence, the perimeter of the field of view was noticeably out of focus. 
The central in-focused regions in the two diffracted views were correlated using the DIC 
method. The resulted x-displacement field was substituted in Eq. (3.5) to obtain the 
topography of the test surface as shown in Fig. 13(b). Comparison between the measured 
and true height profiles along two section lines is given in Fig. 13(c). A good level of 











Figure 12. Measured 3D displacement fields due to an out-of-plane tilt: (a) pu ; (b) pv ; (c) pw ; 










































































































Figure 13. (a) The negative and positive first-order views of a speckle-patterned spherical 
surface; (b) measured topography of the test surface; (c) height profiles along the two 
dashed section lines shown in (b). 
3.4.3 Error Assessment  
The root-mean-square (RMS) errors for all the measured data are tabulated in Table 
1. The two sets of profile data show comparable errors at the sub-pixel level. The largest 
error occurs in the out-of-plane (z) direction and the least in the y-direction along which 
no diffraction occurs. The measured profile shows a large error of 1.345 m (2.54 
pixels), mainly due to image blurring in the perimeter of the measured area.  
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up 0.038 0.084 − 
vp 0.022 0.031 − 
wp (h) 0.232 0.296 1.345 
 
3.5 Conclusions  
In conclusion, we have presented an optical microscope system for full-field, 
noncontact measurements of 3D surface deformation and topography at the microscale. 
The 3D microscope system was developed by a novel combination of the DAIC method 
and fluorescent microscopy. The theoretical basis for data analysis and processing was 
provided. The performance of the system was tested by measuring the 3D displacement 
components of rigid-body translation and rotation, as well as by profiling the top surface 
of a micro-sized ball. With the submicrometer spatial resolution and subpixel 
measurement accuracy demonstrated here, the 3D microscope can serve as a unique tool 






CHAPTER 4  
DIFFRACTION ASSISTED LIGHT FIELD MICROSCOPY 
4.1 Introduction 
3D microtomography is playing increasingly prominent roles in medical imaging [52-
54], biological and material characterization [55-57]. The existing 3D measurement 
techniques can be mainly categorized as the stylus based microscopy and noncontact 
microscopy. The first group includes scanning probe microscope and stylus profilometry. 
They are inherently pointwise methods that are based on a scanning tip to obtain the 
profile of a target surface. In the latter group, there are a wide range of techniques, such 
as 3D electron beam tomography [58], optical microscopy and magnetic resonance 
imaging [59]. 3D electron microscopy involves the combination of a conventional 
electron microscope, such as scanning electron microscope, transmission electron 
microscope and reflection electron microscope, with a 3D image reconstruction method. 
Superior to the above mentioned 3D electron microscope, optical methods offer unique 
advantages, such as non-intrusive measurement capability, fast sampling speed and no 
potential harm to the live cells or tissues [60, 61].  
Current 3D optical microscopy includes deconvolution, confocal microscopy and 
optical coherence tomography [6]. All of these methods generate 3D data with a point by 
point or layer by layer scanning method, i.e. optically sectioning the specimen, which 
physically imposes constraints on the maximum thickness on the specimen that could be 
imaged. Another worth mentioning 3D imaging method, diffraction assisted image 
correlation microscope developed by Xia and coworkers [60], is intrinsically a full field 
41 
 
method that can get the 3D surface profile of a specimen in a single shot with high 
accuracy. But the reduced depth of focus greatly limits the maximum depth of the 
specimen that can be measured at high magnification. Extensive efforts, by using 
specially designed optical path, structured light illumination or improved deconvolution 
algorithms, have been devoted to overcoming the shallow depth of focus limitation [62-
64]. 
The recently developed light field microscopy can reconstruct the volumetric data of 
a specimen with extended depth of field in a single shot [12, 13]. But the performance of 
the system is greatly constrained by the poor axial resolution. In the current study, we 
will show that by inserting a diffraction grating between the imaging specimen and the 
objective lens, two first-order diffracted light field images could be formed in the camera 
sensor plane and used for tomographic reconstruction. We show that the axial resolution 
of the reconstructed 3D volumetric data can be greatly improved by a diffraction assisted 
light field rendering method without sacrificing the lateral resolution. 
4.2 Theory 
The volume reconstruction from the diffraction assisted light field microscopy 
(DLFM) involves deconvolution of a diffracted light field image with a point spread 
function of the imaging system. To be more specific, we need to invert a linear forward 
imaging model, 
Ggf  ,                                                                                                                    (4.1) 
where f  is the diffracted light field image, g is the 3D volume to be reconstructed and 
G is the forward transformation matrix of the imaging system.  
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4.2.1 Light field point spread function 
The point spread function (PSF) of an imaging system is critical to characterizing its 
imaging capability. In a DLFM, the point spread function is spatially invariant, which is 
different from the Airy pattern of a simple microscope. To analytically model the point 
spread function of the DLFM, monochromatic light illumination with a wavelength of 
is assumed here. This is a reasonable assumption when a narrow-band optical filter is 
inserted in the optical path of the microscope. In a typical light field microscope, the two 
key optical components are the objective lens and microlens array. The wave distribution 
),( yxX on the native image plane of the objective from a point source located in the 

































 VX ,          (4.2) 
where M and f are the magnification factor and focus length of the objective, 





  and angle of the numerical aperture 
n
NA1sin are calculated from the wavelength    and refractive index n . 0J  is the 




Vu  ,                                                                                                        (4.3) 
 sin)()( 22
2
1 VyVxv  .                                                                             (4.4) 
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The function )(P can be simplified as  2/1cos)( p  in an Abbe-sine corrected lens. 
After the PSF calculation for the objective lens, we will need to consider the light 
transmission through the microlens array. For a microlens array with focus length d  and 













 .                                                          (4.5) 
With a Fresnel propagation approach to model the light transport from the microlens 















 VXXVX                                      (4.6) 
where xw  and yw  are the spatial frequencies of the light along the x- and y-directions of 
the camera sensor plane. 
To computationally determine the PSF, a discretization process is required. Let the 
camera sensor have 
yx CC  pixels and the volume V  be divided into 321 VVV   voxels. A 
transformation matrix ijh  indicating the projection of light from voxel i  to pixel j can 





),()(  ,                                                                                (4.7) 
where jA  is the area of pixel j , iV  is the volume of voxel i , and )(Viw  is the sampling 
filter that weights the contribution at the center of the voxel more than its edge.  A raised 




4.2.2 Image reconstruction 
With the insertion of a diffraction grating, diffracted views of the specimen with 
different orders appear symmetrically about the zeroth-order view. In the current work, 
only the first-order positive and negative images are considered, which can be taken as 
the projections from two virtual objects V  and V . By an optical ray-tracing method 






















V                                                            (4.8) 
where T][  DDD  is transformation matrix of the diffraction grating, and 
)(sin 1
p
   is the diffraction angle determined by wavelength  and grating pitch p . 
Combining Eqs. (4.1) and (4.8), the diffraction assisted imaging model can be 






















,                                                                                                          
(4.9) 
where   DHGG 
T
is the total transformation matrix. In the current image 
deconvolution process, a Richardson-Lucy (RL) iteration [65] scheme is implemented as  









                                          (4.10) 
to reconstruct the volumetric data. 
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4.3 Experimental Results 
In the current experiment, the original DAIC fluorescent microscope was modified by 
inserting a microlens array (Fresnel Technologies, Inc. Fort Worth, TX) between the 
objective 3 and the camera. A microlens array with pitch of m125 and focus length 
m2500 was selected to match the numerical apertures (NAs) of the objective 3 and the 
microlenses. In order to minimize the modification of the camera, a 1:1 relay lens 
(Thorlabs, Inc. Newton, NJ) was placed in front of the camera to extend the distance 
between the microlens array and the camera sensor plane. A schematic illustration of the 
proposed optical system for the DLFM is shown in Fig. 14 (a). A commercially available 
transmission grating (Ibsen Photonics, Denmark) with a pitch of 2000 nm was used here. 
The position of the diffraction grating was carefully adjusted to ensure that there were no 
overlaps between the two diffracted first-order views. The microlens array was placed in 
the image plane of objective 3. The camera sensor plane was located right in the back 
focus plane of the relay lens to ensure all the sub-images appropriately fill the camera 
sensor without overlap or big gaps between them.  Fig. 14 (b) shows the positive first-
order and negative first-order diffracted light field views of a point light source. 
A single m12 diameter light yellow fluorescent particle (Spherotech, Inc. Lake 
Forest, IL) was used for imaging. A monochromatic light with a wavelength of 450 nm 
was chosen for illumination. A diffraction assisted light field deconvolution was carried 
out with a RL scheme for 8 iterations to reconstruct the particle, as described in equation 
(4.8). In Figs. 15(a) and (b), we show the comparison of the reconstructed images both 
from a traditional light field microscope and our diffraction assisted light field 
microscope. The reconstructed image resolution from the DLFM is found to be worse 
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than that from a traditional light field method. This could be due to the small diffraction 
































Figure 14. (a) Schematic layout of the diffraction assisted light field microscope for 3D 
tomography measurement; (b) the positive and negative first-order light field images of a 






(a)    (b)   
Figure 15. Maximum intensity projections (MIPs) of a fluorescent particle with diameter
m12  from the (a) DLFM and (b) traditional light field microscope. The scalar bars are
m10 . 
 
4 Simulation Results  
To achieve a larger diffraction angle which cannot be easily implemented in the 
current experimental setup, a set of simulated experiments was conducted. A standard 
20x objective lens with a numerical aperture (NA) 0.5 was used. To match the image-side 
NA of the objective, a microlens array with pitch m150 and focus length m3000  was 
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selected. A monochromatic light with a wavelength of 450 nm was chosen for 
illumination.  
A diffraction grating with a pitch of 900 nm was selected here which could give a 
diffraction angle of o30  for light illumination with 450 nm wavelength. The PSF was 
constructed with a sampling ratio of 3. Seven randomly distributed spherical fluorescent 
particles of diameter m12 , confined to a rectangular box ( umumm 40256256  ) 
with its upper surface )40( mz  fixed at the focus plane, were used for reconstruction. 
The diffracted light field images of the random particles are shown in Figs. 16(a) and (b). 
A diffraction assisted light field deconvolution was carried out with a RL scheme for 8 
iterations to reconstruct the particles, as described in Eq. (4.8). 
From the maximum intensity projections (MIPs), the lateral resolution of the DLFM 
does not have significant improvement compared with a traditional light field rendering 
method [66] under the same reconstruction process, as shown in Figs. 16 (d) and (e). 
However, the improvement of the axial resolution is very striking, both when the 
particles are close to the focus plane and far away from the focus plane, as shown in Fig. 
16 (e). Therefore, with the insertion of a diffraction grating, the resolving power of the 
light field microscope in the axial direction is greatly enhanced. 
In a conventional microscope, only the orthographic view of a specimen can be 
obtained. By inserting a microlens array into the imaging path, one can capture light 
fields from the specimen and use them to resolve the axial information of the specimen. 
The axial resolution of a light field microscope is in general much worse than its lateral 
resolution. The insertion of a diffraction grating in the imaging path of the light field 
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microscope results in multiple diffracted views that encode the out-of-plane geometric 
information of the specimen. Therefore, decoding of such 3D information from the 
diffracted views allows one to perform 3D tomographic reconstruction with improved 
axial resolution.  
(a)                  (b)             
                                     

















(e)   
Figure 16. (a, b) Positive and negative first-order diffracted light field images of a set of 
randomly distributed fluorescent particles. (c) True MIPs of the fluorescent particles with 
diameter m12 . (d) MIPs reconstructed with the traditional light field rendering method. 
(e) MIPs reconstructed with the diffraction assisted light field rendering method. Both 
reconstruction processes are performed with 8 Richardson-Lucy (RL) iterations. The 
scale bars in all the images are m10 .  
A set of diffraction gratings with different diffraction angles of 15o, 30o, and 45o are 
used to investigate the effect of diffraction angle on the resolution of tomographic 
reconstruction.  As shown in Fig. 17, when the diffraction angle becomes lager, the 
lateral resolution remains largely unchanged. However, the axial resolution has 
significant improvement when the grating angle increases from 15o to 45o. This suggests 
that a large diffraction angle helps to encode more depth information in the diffracted 
views and therefore greatly improves the axial resolution of the measurement. 


































































   
Figure 17. Comparison of the lateral and axial resolutions with different grating angles. 
(a, b) x- and y-direction profiles showing the lateral resolution. (c) z-direction profiles 
showing the axial resolution. (a.u.: arbitrary unit) 
 
In a DLFM, the reconstruction of a 3D volume is based on the deconvolution of the 
PSF and the two first-order diffracted light field images. A parallel projection of the 
specimen is collected on the camera sensor plane as the diffracted light field images. The 
light ray density is varying with its distance from the focus plane. Accordingly, the axial 
resolution of the reconstructed 3D volume is dependent upon the spatial location of the 
sample. To examine this dependence, three fluorescent particles with diameter m12
located at m5.7 , m20 and m30 away from the focus plane, respectively, are used for 
tomographic reconstruction. With the same reconstruction procedure, the obtained z-
direction intensity profiles are shown in Fig. 18. The particle located at m20 away from 
the focus plane has the best axial resolution among the three. In the proposed DLFM  































(b) (c)  
Figure 18. Comparison of the axial resolutions of a particle at varying distances from the focus 
plane, (a) ,(b) ,(c) . (a.u.: arbitrary unit) 
 
reconstruction method, the light rays passing onto each pixel are projected back into the 
sample volume. The wider spread light rays could result in denser sampling pattern, 
which will permit finer reconstructed resolution. At the place near the focus plane where 
there is no such light ray spreading, the resolution enhancement is not obvious.  
To investigate the bit depth effect on the reconstructed image resolution, two 
commonly used digital camera bit depth, 8 bit and 16 bit, are employed here. A particle 
located at m20 away from the focus plane is used for reconstruction. Both the axial and 
lateral resolutions do not have obvious improvement by increasing the image bit depth 








































































mz 5.7 mz 20 mz 30
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from 8 bit to 16 bit, as shown in Fig. 19. Therefore, in the current prototype, a commonly 
(a)     (b)  
(c)  
 
Figure 19.  Effect of the bit depth on the lateral and axial resolutions. (a, b) x- and y-
direction profiles showing the lateral resolution. (c) z-direction profile showing the axial 
resolution. (a.u.: arbitrary unit) 
used 8 bit depth camera sensor could be more than enough to achieve the desired lateral 
and axial resolutions. 
Equation (4.1) is a strict description of the noise free light field imaging process. To 
model a real imaging sensor system, it is necessary to include the noise effect. The 
standard RL deconvolution model can be viewed as a combination of the maximum 
likelihood algorithm with a Poisson statistical noise model [67]. For a typical CCD 
camera, the statistical Poisson noise assumption inherent in the RL algorithm results a 
very good convergence in the deconvolution process. A root-mean-square (RMS) value













































































ggg  nRMS  is defined here to study the convergence rate of the RL algorithm for 
the diffraction assisted light field reconstruction, as shown in Fig. 20. The RMS error is 
seen to drop very fast at the first 8 iterations and finally converge to 0.675%. 
 
Figure. 20. ggg n  vs the number of iterations 
 
Extensive research has been done on the blind deconvolution by the RL algorithm 
with Poisson statistic noise. However, the white noise is not thoroughly investigated in 
previous work which may also contribute to the divergence of the RL deconvolution [68]. 
In the current study, three different levels of white noise have been considered 
corresponding to a set of signal noise ratios (SNRs) of 1000, 100, 20, respectively.  The 
obtained profiles indicate very good convergence even when the SNR is as low as 20, as 
shown in Fig. 21. 
 


















(a)     (b)  
(c)  
Figure 21.  Effect of the white noise on the lateral and axial resolutions. (a, b) x- and y- 
direction profiles showing lateral resolution, (c) z-direction profile showing axial 
resolution. (a.u.: arbitrary unit) 
 
4.5 Conclusions 
In this chapter, a diffraction assisted light field reconstruction method is developed 
for 3D tomography measurement. This method involves the integration of a diffraction 
grating with a conventional light field microscope to achieve improved axial resolution. 
The theoretical outline of the diffraction assisted light field image reconstruction is 
proposed based on a wave optics model. The accuracy and capability of the microscope is 
validated via a set of simulated light field images. It is found that the axial resolution of 













































































the reconstructed volumes has significant improvement compared to a conventional light 






CHAPTER 5  
CONCLUSIVE REMARKS 
The research work in this thesis was stimulated by the development of a hybrid 
optical 3D deformation, displacement, and tomography measurement system that could 
be used for fast speed imaging with high accuracy. Our work shows that insertion of a 
transmission diffraction grating between a test specimen and camera lens results in 
diffracted views that encode 3D geometric information. The surface profile or 
deformation of the specimen can be obtained by performing 2D-DIC analysis of the two 
first-order diffracted views. Based on the DAIC method, a compact 3D microscope was 
developed for 3D deformation and displacement measurement at the microscale. The 3D 
microscope provides the following unique features that are not offered by any existing 
measurement techniques. 
 Full-field, non-contact measurement of 3D displacement components and shapes 
of complex objects; 
 A wide range of fields-of-view suitable for multiscale characterizations; 
 High measurement accuracy (sub-pixel accuracy of  ~10 nm at the smallest field-
of-view). 
We also showed that, by integrating the DAIC method with the light field microscopy, 
one could perform tomographic reconstruction at the microscale. The axial resolution of 
reconstructed 3D stacks was found to be greatly improved by the diffraction assisted light 




 ALIGNMENT PROCEDURE OF THE DAIC SETUP 
Eqs. (2.7a)-(2.7c) are derived by assuming the optical axis of the camera is 
perpendicular to the transmission grating (i.e., the image plane is parallel to the grating 
surface) and the grating grooves are parallel to the y-axis of the image plane. In the 
current experiments, we carefully aligned the optical components in the setup to ensure 
satisfaction of this assumption. In our experiments, both the camera and the grating were 
mounted on 5-axis optical rail carriers to enable accurate alignment. The detailed 
alignment procedure is as follows: 
1. Calibrate the intrinsic camera parameters (fp, cx, cy) using a Camera Calibration 
Toolbox for Matlab [69]. fc is the focal distance in pixels, and cx and cy are the 
principal point coordinates. 
2. Align the optical axis of the camera parallel to an optical rail. This is done by 
placing an Iris aperture close in front of the camera. The aperture is translated in 
the x- and y-directions to align its center with the principal point of the camera on 
the display screen. The aperture is then translated to the far end of the optical rail, 
and the camera tilt about the x- and y-axes is adjusted to realign the aperture 
center with the principal point. This alignment process is performed iteratively 
until the aperture center is coincident with the principal point, regardless of the z-
position of the aperture. 
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3. Mount a laser and point it at the camera lens, as shown in Fig. 8. The laser beam 
is made to be parallel to the optical rail (and the optical axis of the camera) using 
an iterative alignment process similar to that used in step 2. 
4. Place two transmission gratings between the camera and the iris aperture, and 
pass the laser beam through one of the gratings. Bring the gratings to their 
operative position by adjusting their angular coordinates (x and y) and directing 
the reflected light beam through the iris aperture. 
5. Bring the gratings close to the camera so that the 0th order and 1st order beams are 
collected by the camera. Adjust the gratings’ angular positionz) to align the 
three beam spots along the horizontal (x) direction on the display screen. In this 
way, the grating grooves are made to be parallel to the y-axis of the image plane.  
6. Translate the grating holder along the x-direction, pass the laser beam through the 
other grating, and confirm proper alignment of this grating (The two gratings are 
mounted in a straight rectangular groove on the holder. Therefore, alignment of 
one grating would ensure alignment of the other). 
7. Remove the gratings (together with the 5-axis carrier) from the optical rail. 
8. Place a plane calibration board in front of the camera and set the camera to focus 
on the board. The calibration board contains a straight line of known physical 
length, L. The pixel length of this line is measured to be L’ on the display screen. 
The pinhole-board distance, D, is determined according to D = Lfp/L’. 
9. Put the gratings back on the optical rail (together with the 5-axis carrier). 
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10. Measure the distance between the gratings and the calibration board, d, using a 
digital caliper. The distance between the camera pinhole (i.e., the optical center of 
the lens) and the grating, s, is calculated according to s = D - d. 























Figure 22. A schematic diagram of the experimental setup used for camera and 
grating alignment. A laser beam parallel to the z optical axis is used to assist in 
the alignment. The gratings shown in the figure are in a misaligned position, 
causing the reflected beam to deviate from being parallel to the z axis. The 
gratings are brought to their operative position by adjusting their angular 
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