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Résumé
Nous généralisons au cas équivariant un résultat de J. Denef et F.
Loeser sur les sommes trigonométriques sur un tore ; d’autre part, nous
étudions la stratification de Thom-Boardman associée à la multiplica-
tion des sections globales des fibrés en droites sur une courbe. Nous
montrons une inégalité subtile sur les dimensions de ces strates.
Notre motivation vient du programme de Langlands géométrique. En
s’appuyant sur les travaux de W. T. Gan, N. Gurevich, D. Jiang et de
S. Lysenko, nous proposons, pour le groupe réductif G de type G2, une
construction conjecturale du faisceau automorphe dont le paramètre
d’Arthur est unipotent et sous-régulier. En utilisant nos deux résultats
ci-dessus, nous déterminons les rangs génériques de toutes les compo-
santes isotypiques d’un faisceau S3-équivariant qui apparaît dans notre
conjecture, ce S3 étant le centralisateur du SL2 sous-régulier dans le
groupe dual de Langlands de G.
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1. Introduction
1.1. Programme de Langlands géométrique. Une difficulté dans
le programme de Langlands géométrique est de construire les faisceaux
automorphes associés aux paramètres d’Arthur unipotents.
Soit k un corps algébriquement clos de caractéristique p > 0. Soit ℓ
un nombre premier différent de p. Nous employons la cohomologie étale
ℓ-adique. Soit X une courbe projective lisse et irréductible sur k, et G
un groupe réductif sur k. Notons par BunG le champs classifiant des
G-fibrés principaux sur X. Pour tout point x ∈ X, on a la grassma-
nienne affine Grx classifiant les G-fibrés principaux sur X munis d’une
trivialisation en dehors de x. On a
Grx = G(Kx)/G(Ox).
Ainsi il admet l’action du groupe G(Ox) par multiplication à gauche.
La catégorie de Hecke Hkx est la catégorie des faisceaux pervers G(Ox)-
équivariants sur Grx. Le produit tensoriel sur Hkx est la convolution.
On peut la munir naturellement d’une contrainte de commutativité. La
catégorie monoïdale
HkX := ⊗
′
x∈XHkx
agit, par modifications de G-fibrés, sur la catégorie
Sh(BunG)
des faisceaux (dérivés) sur BunG.
Le programme de Langlands géométrique vise à étudier la décomposi-
tion spectrale de Sh(BunG) sous cette action. On dit que F ∈ Sh(BunG)
est un faisceau propre pour Hecke s’il est propre sous cette action, c’est-
à-dire que pour tout h ∈ HkX,
h ∗ F = EF(h)⊗ F.
Ici EF(h) est un faiseau (dérivé) sur un point.
Quel système de valeurs propres (EF(h))h∈HkX peut-on prendre ? En
fait, rappelons l’isomorphisme de Satake
Satx : RepGˇ
∼
−→Hkx,
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où Gˇ sur Qℓ est le groupe réductif dual de G. Langlands et Arthur
proposent que les EF(h) s’organisent en un Gˇ-système local gradué σ
sur X, de sorte que pour toute représentation V de Gˇ et tout x ∈ X,
notant h = Satx(V), on a un isomorphisme entre faisceaux dérivés sur
un point :
Vσ,x = EF(h).
Ainsi,
(1) h ∗ F = Vσ,x ⊗ F.
Un tel système local gradué σ s’exprime aussi comme un homomor-
phisme
σ : π1(X)× SL2 → Gˇ,
appelé paramètre d’Arthur, où π1(X) désigne le groupe fondamental
étale de X. En fait, pour toute représentation V de Gˇ, Vσ sera un
système local surX muni d’une action de SL2. L’action du tore diagonal
Gm ⊂ SL2 fait de Vσ un système local gradué. Ainsi Vσ peut être
interprété comme dérivé, c’est le sens adopté dans (1).
La direction « galois =⇒ automorphe » du programme de Langlands
consiste, pour un paramètre d’Arthur σ donné, à trouver tous les fais-
ceaux F propres pour Hecke pour le système local gradué associé à σ.
1.2. Conjecture d’Arthur. Nous nous sommes concentrés sur les pa-
ramètres d’Arthur dits unipotents, ce sont ceux qui se factorisent par
SL2 → Gˇ. En termes de Gˇ-systèmes locaux sur X, ce sont des systèmes
triviaux mais avec une graduation éventuellement non-triviale. Si un
faisceau F sur BunG correspond à un tel paramètre, l’action de Hecke
sur F devient très simple : pour tout x ∈ X et toute représensation V
de Gˇ, notons h := Satx(V), alors
(2) h ∗ F = V |Gm ⊗ F.
Ici, V |Gm est l’espace vectoriel V muni de la graduation donnée par
l’action de
Gm ⊂ SL2 → Gˇ.
Dans l’equation (2), on considère V |Gm comme un faisceau dérivé sur
un point.
Dans la suite, un paramètre d’Arthur sera sous-entendu unipotent,
et sera noté simplement
σ : SL2 → Gˇ.
On dit que σ est distingué si son image n’est contenue dans aucun Levi
propre de Gˇ.
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Arthur, basé sur des considérations autour de la formule de trace,
a conjecturé dans [1, Conjecture 8.1] l’existence et l’unicité de repré-
sentations automorphes unipotentes. L’analogue géométrique s’énonce
comme suivant
Conjecture 1.2.1. Soit σ un paramètre d’Arthur unipotent distingué,
alors il existe un (essentiellement) unique faisceau (dérivé) F sur BunG
qui vérifie (2).
L’unicité dans cet énoncé signifie que les autres faisceaux vérifiant
les mêmes conditions sont des sommes directes de plusieurs copies (dé-
calées) de F.
Les classes de conjugaison d’homomorphisme σ : SL2 → Gˇ sont
en bijection avec les orbites unipotentes dans Gˇ. Cette bijection est
donnée en prenant l’image par σ d’un quelconque élément unipotent qui
n’est pas l’identité de SL2. Les orbites unipotentes sont (partiellement)
ordonnées :
O ≤ O′ si O ⊂ O¯′.
Il existe une unique orbite maximale, dite régulière, et, si Gˇ est simple,
une unique orbite, dite sous-régulière, qui est maximale parmi toutes
les orbites non-régulières. Les paramètres d’Arthur correspondants se
nomment de la même manière.
Pour un σ régulier, le faisceau sur BunG qui lui correspond est le
faisceau constant. Si G est de type A, le seul paramètre d’Arthur dis-
tingué est le paramètre régulier, donc la conjecture ne dit pas grand
chose dans ce cas. Lorsque G est de type B,D,E,F, ou G, mais non
pas de type C, l’orbite sous-régulière de Gˇ est distinguée, voir [6]. Une
question se pose donc naturellement dans ces cas :
Question 1.2.2. Comment décrire le faisceau automorphe Fsr associé
au paramètre d’Arthur unipotent sous-régulier ?
Lorsque G est de type D, cette question a été répondue dans [17]
via la « correspondence theta » ; 1 lorsque G est de type E6 ou E7, une
construction conjecturale est proposée dans la conjecture 9.1 de loc.
cit. Remarquons que toutes ces constructions sont basées sur le fait que
dans ces cas, le groupe G admet au moins un sous-groupe parabolique
maximal dont le radical unipotent est abélien. Ce n’est plus vrai pour
G de type G2.
1. La partie « unicité » de la conjecture 1.2.1 n’a néanmoins pas été considérée
dans la littérature, et ne sera pas discutée dans cet article non plus.
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Figure 1. Système des racines de G2
1.3. Le cas du type G2 et notre conjecture. En fait, le groupe
G de type G2 est le groupe de dimension la plus petite pour lequel la
question 1.2.2 se pose. Dans ce cas, le faisceau Fsr est l’analogue géomé-
trique de l’exemple le plus essentiel considéré par Langlands lui-même
dans son livre [14]. Il appraît dans l’Appendix III de loc. cit., comme
illustration de sa méthode de prendre les résidus des séries d’Eisenstein
pour remplir le spectre discret. Cet exemple a ensuite joué un rôle im-
portant quand Arthur formulait ses conjectures citées plus haut. 2 Or,
même si les séries d’Eisenstein géométriques existent, voir [5], jusqu’à
présent on ne sait pas comment en prendre les « résidus géométriques ».
Je propose une construction conjecturale de Fsr pour le groupe G de
type G2. Pour l’énoncer, nous avons besoin de plus de notations.
Fixons un épinglage de G, c’est-à-dire un Borel B de G et un tore
maximal T dans B, d’où le système de racines. On note Φ l’ensemble des
racines. Dans cet article, nous désignons par « racines simples » celles
qui sont habituellement désignées comme « racines simples positives ».
On a g := LieG = Lie(T )⊕⊕γ∈Φgγ. On désigne par Uγ le sous-groupe
unipotent de G d’algèbre de Lie gγ . On note θ la plus haute racine.
Les racines sont des Z-combinaisons des racines simples. Si on fixe
une racine simple et ne regarde que ses coefficients, on obtient une Z-
graduation sur g. Pour tout groupe réductif épinglé, on sait que ses
2. Il écrivait dans [1, p. 57] : “ It seems that the only other elliptic unipotent
representation which is known to exist is the Langlands’ representation for G2.”
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paraboliques standards maximaux sont en bijection avec ses racines
simples. On note P γ le parabolique maximal correspondant à une racine
simple γ. On noteMγ le Levi standard de P γ, et Uγ le radical unipotent
de P γ, et Zγ le centre de Uγ .
Dans le cas du type G2, on note β la racine simple courte, qui induit
une Z-graduation
g := LieG = ⊕3n=−3gn.
Pour tout n ≥ 0, on note G≥n (resp. G0) le sous-groupe de G dont
l’algèbre de Lie est ⊕j≥ngj (resp. g0). Alors pour tout m ≥ n, G≥m est
un sous-groupe normal de G≥n. On a
G≥0 = P
β, G0 = M
β, G≥1 = U
β, G≥3 = Z
β.
On note α la racine simple longue. Alors
θ = 2α + 3β, g3 = gθ ⊕ gα+3β ,
Lie(B/Uθ) = Lie(TUβ)⊕ gα+?β ,
où gα+?β := ⊕ngα+nβ.
L’énoncé de notre construction se base sur le lemme suivant.
Lemme 1.3.1. Supposons car(k) 6= 2 ou 3. Alors, il existe un unique
morphisme entre des schémas
(3) g3β × gα+?β → gα+3β
vérifiant les conditions suivantes :
— Il est S3-invariant ;
— Il est TUβ-équivariant, où pour t ∈ T et x ∈ Uβ
∼
−→gβ, l’action
de tx ∈ TUβ sur gβ envoie y ∈ gβ sur Ad(t)(x+ y) ;
— Sa restriction à {0}3 × gα+3β est la projection ;
— Sa restriction à g3β × gα est non-nulle.
Remarque 1.3.2. Exprimé par une formule, ce morphisme envoie
(x, y, z, σ0 + · · ·+ σ3), où x, y, z ∈ gβ , σn ∈ gα+nβ, sur
σ3 −
x+ y + z
3
σ2 +
xy + yz + zx
6
σ1 −
xyz
6
σ0.
Ici xy+yz+zx
6
σ1 désigne
ad(x)ad(y)+ad(y)ad(z)+ad(z)ad(x)
6
σ1, etc.
La figure 2 capture le diagramme des champs concernés.
Ici Ω désigne le fibré en droites canonique sur la courbe X. S’il appa-
raît dans une indice, cela signifie des changements de base par rapport
au morphisme BunT,Ω → BunT où BunT,Ω classifie FT ∈ BunT muni
d’une « trivialisation » (gα+3β)FT
∼
−→Ω, où (gα+3β)FT désigne le fibré en
droites sur X obtenu en tordant gα+3β par FT via l’action canonique
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Y BunB,Ω Bun
sss
TUβ ,Ω
BunPβ BunB/Uθ,Ω Y
′
BunG BunTUβ ,Ω
πY
j
πB π
πP
Figure 2.
de T sur gα+3β. Le champs Y classifie FPβ ∈ BunPβ muni d’une ap-
plication au-dessus de X entre des fibrés vectoriels (g3)F
Pβ
→ Ω. Le
lieu ouvert de Y où cette dernière application est surjective est natu-
rellement isomorphe à BunB,Ω via l’extension de groupes B → P β.
Les paires de flèches au-dessus d’une même base sont des fibrés vecto-
riels duaux. Donc Y′ classifie FTUβ ∈ BunTUβ ,Ω muni d’une application
(gα+?β)FTUβ
→ Ω. Finalement BunsssTUβ ,Ω classifie FTUβ ∈ BunTUβ ,Ω muni
de trois réductions numérotées dans BunT,Ω. Il admet ainsi une action
du groupe S3. Le morphisme π est obtenu en tordant le morphisme (3)
par FTUβ et en prenant ensuite des sections globales convenables. Il est
fini et S3-invariant.
Fixons tout au long de l’article un caractère nontrivial ψ : Fp →
Qℓ
×
. Notons par Lψ le faisceau d’Artin-Schreier sur A1 associé à ψ.
Désignons par Four la transformation de Fourier identifiant la catégorie
des faisceaux sur un fibré avec celle sur son dual via le noyau Lψ.
Une particularité : ayant la suite exacte non-scindée des homomor-
phismes de groupes
1→ Zβ → P β → P β/Zβ → 1
avec Zβ abélien, on a, pour un FPβ donné, que la fibre du morphisme
BunPβ → Bun(Pβ/Zβ) passant FPβ est isomorphe à Bun((Zβ)
F
Pβ
). Ainsi
la transformation de Fourier Four associe à un faisceau sur BunPβ un
faisceau équivariant sur Y. Son inverse Four−1 = (πY)!.
Notre construction conjecturale est :
Conjecture 1.3.3. Supposons car(k) 6= 2 ou 3. Alors, il existe un
unique faiseau Fsr sur BunG tel que, sur chaque composante connexe
BundB,Ω dont le degré d = dimH
0(X, (Uβ)FT ) est assez grand, on a (à
décalage près)
(πP )
∗Fsr
∼
−→(πY)!j!∗(πB)
∗Four(π!Qℓ).
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BunsssTUβ ,Ω
BunB/Uθ,Ω Y
′
BunTUβ ,Ω
π
Figure 3.
Ce faisceau vérifie la propriété de Hecke (1) pour le paramètre d’Ar-
thur unipotent sous-régulier σ : SL2 → Gˇ.
Cette conjecture vient des calculs que nous avons effectués basés sur
les articles [17] et [11].
2. Résultats principaux
Comme première étape vers notre conjecture, nous avons mené une
étude détaillée du faisceau Four(π!Qℓ) qui en est l’élément principal. Il
s’agit donc de la figure 3, qui est une partie de la figure 2.
Nous aboutissons en particulier au résultat suivant :
Proposition 2.0.1. Supposons car(k) 6= 2 ou 3. Alors, pour d assez
grand, le faisceau Four(π!Qℓ) sur Bun
d
B/Uθ ,Ω
est pervers (décalé), géné-
riquement un système local (décalé) de rang
Fd :=
d∑
i=0
(
d
i
)3
.
Il admet une action du groupe S3. Soit ⊕ρFρ ⊠ ρ sa décomposition
en composantes S3-isotypiques, où ρ parcourt les trois représentations
irréductibles ρtriv, ρst, ρsgn de S3. Alors Fρ est un faisceau pervers irré-
ductible dont la restriction sur un ouvert non-vide de BundB/Uθ ,Ω est le
décalage d’un système local de rang
Fd/6− (−2)
d−1 + 2d/3, pour ρ = ρtriv,
Fd/3− 2
d/3, pour ρ = ρst,
Fd/6 + (−2)
d−1 + 2d/3, pour ρ = ρsgn.
Remarque 2.0.2. Cette S3-symétrie doit venir du fait que le centra-
lisateur de l’image du paramètre sous-régulier σ : SL2 → Gˇ = G2 est
S3.
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H0(X,L)3 (si)
3⊕
n=0
H1(X,L⊗(−n) ⊗ Ω)
3⊕
n=0
H0(X,L⊗n)
∏
(1 + si)
•
ϕ
Figure 4.
Remarque 2.0.3. Ces nombres Fd sont appelés nombres de Franel,
puisque Franel, dans son article [8], en répondant à une question de
Laisant, a trouvé qu’ils satisfont
d2Fd = (7d
2 − 7d+ 2)Fd−1 + 8(d− 1)
2Fd−2, pour tout d ≥ 2.
Pour d = 0, 1, 2, . . ., ces nombres Fd sont donnés par :
1, 2, 10, 56, 346, 2252, 15184, 104960, 739162, 5280932, 38165260,
278415920, 2046924400, 15148345760, 112738423360, 843126957056, . . .
Don Zagier l’appelle « séquence A » dans [21], il l’a trouvée comme
la première des six suites entières sporadiques satisfaisant une certaine
équation de récurrence « à la Apéry ».
Dans un certain sens, nous introduisons une structure S3-équivariante
sur ces nombres.
On ne peut s’empêcher de spéculer sur la possibilité que ses autres
suites sporadiques, qu’il a démontrées être modulaires, soient liées aux
autres faisceaux automorphes unipotents.
Démonstration de la proposition 2.0.1. Suivons les notations de l’énoncé.
Pour d assez grand, le morphisme BunT,Ω → BunTUβ ,Ω est un fibré
vectoriel. En particulier, il est lisse et surjectif. Il suffit donc de démon-
trer l’analogue de l’énoncé après le changement de base par rapport à
ce morphisme. Décrivons l’analogue de la figure 3 après ce changement
de base. Sur un point • → BunT,Ω correspondant à un fibré FT (muni
de (gα+3β)FT
∼
−→Ω) , en notant L := (Uβ)FT le fibré en droites associé,
et d’après la remarque 1.3.2 concernant le morphisme π, la figure 3
devient la figure 4. 3
3. A vrai dire, selon la remarque 1.3.2, le morphisme ϕ ici aurait dû être suivi de
l’automorpisme linéaire de ⊕3
n=0 H
0(X,L⊗n) induit par des homothéties de rapport
(−1)n (3−n)!3! sur H
0(X,L⊗n) pour n = 0, 1, . . . , 3. Nous négligeons volontairement
cet automorphisme, qui n’a pas d’impacts sur la suit de nos analyses, pour simplifier
la présentation.
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La perversité et l’irréductibilité des faisceaux Fρ se voient aussitôt
car ϕ, et donc π, est fini et génériquement galoisien (sur son image)
avec le groupe de Galois S3. La partie concernant les rangs génériques
des Fρ se reformule comme dans la proposition 2.0.4 suivant. 
Proposition 2.0.4. Pour tout γ ∈ S3 et tout l ∈ ⊕3n=0H
1(X,L⊗(−n)⊗
Ω) générique,
Tr(γ; H•c,ét(H
0(X,L)3, (l ◦ ϕ)∗Lψ))
=


(−2)d, lorsque γ est transitif;
2d, lorsque γ est une transposition;
(−1)dFd, lorsque γ est l’identité.
Cette proposition sera le sujet du reste de l’article. Elle est un cas
particulier de la proposition 5.1.8, compte tenu de la remarque 5.1.4.
2.1. Deux résultats en géométrie algébrique. Notre démonstra-
tion de la proposition 2.0.4 est basée sur deux résultats, qui nous pa-
raissent nouveaux, en géométrie algébrique. Présentons-les dans cette
partie.
Le premier concerne les sommes trigonométriques sur les tores. Soit
k un corps algébriquement clos de caractéristique p > 0. Soit T un
tore sur k. Notons par Λ le réseau des poids de T. Soit f =
∑
λ∈Λ cλt
λ
une fonction sur T. Notons par ∆(f) ⊂ Λ⊗ R l’enveloppe convexe de
{λ|cλ 6= 0}, et par ∆∞(f) l’enveloppe convexe de {0} ∪ ∆(f). On dit
que f est non-dégénérée à l’infini si pour toute face Γ de ∆∞(f) ne
contenant pas 0, les conditions suivantes sont satisfaites :
— Le diviseur sur T défini par f |Γ :=
∑
λ∈Γ∩Λ cλt
λ est lisse.
— Il existe l ∈ Λ∨ telle que, considérée comme fonction sur Γ, elle
est constante de valeur (entière) non-divisible par p.
Un résultat de J. Denef et F. Loeser, voir [16, Theorem (1.3)], dit que
si f est non-dégénérée à l’infini et si∆ := ∆∞(f) est de dimension égale
à dimT, alors la caractéristique d’Euler-Poincaré de la cohomologie ℓ-
adique à support compact H•c,ét(T, f
∗Lψ) est donnée par
(−1)dimT(dim∆)!Vol(∆).
On le généralise au cas équivariant où f est fixée par un groupe fini
G ⊂ Aut(Λ). Pour tout γ ∈ G, notons par ∆γ ⊆ ∆ le sous-polytope des
points fixes sous γ. Alors, sous les mêmes hypothèses, nous montrons :
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Théorème 2.1.1 (Théorème 5.0.2 et Proposition 4.3.30). Pour tout
γ ∈ G,
Tr(γ; H•c,ét(T, f
∗Lψ))
= (−1)dimT det(γ; Λ) det(1− γ; (∆γ −∆γ)⊥) dim(∆γ)!Vol(∆γ),
où (∆γ−∆γ)⊥ désigne l’espace linéaire {l ∈ Λ∨⊗R|l est constante sur ∆γ}.
Pour γ = 1, on retrouve le résultat cité ci-dessus.
Pour montrer cette généralisation, on est réduit, en utilisant la for-
mule de Grothendieck-Ogg-Šafarevič comme dans [16, Proposition (3.2)],
à calculer
Tr(γ; H•c,ét(T, G
−1(0)))
où G := f−c avec c générique. L’analogue de cette trace en caractéris-
tique 0 a été calculée par Stapledon dans [19, Theorem 6.5]. Pour faire
la comparaison, nous montrons qu’il existe un relèvement G-invariant
Gˆ de G sur l’anneau de Witt R := W(k) et montrons que Gˆ−1(0) admet
une compactification lisse sur R dans laquelle le complément de Gˆ−1(0)
est un diviseur strictement à croisements normaux relatif à R, et que
l’action de G sur Gˆ−1(0) s’étend sur cette compactification.
En caractéristique 0, nous avons le résultat plus général suivant.
Proposition 2.1.2 (Propositions 4.2.3 et 4.2.5). Soit F un corps al-
gébriquement clos de caractéristique 0, soit P une variété lisse sur F ,
X ⊂ P un diviseur lisse, et D→֒P un diviseur strictement à croise-
ments normaux tel que l’immersion fermée D ∩ X→֒X l’est aussi. Soit
G un groupe agissant sur P de façon à préserver X, D. Supposons les
conditions suivantes vérifiées :
— L’inclusion canonique F →֒H0(P,OP) est un isomorphisme ;
— Le fibré vectoriel Ω1P(logD) sur P est trivialisable ;
— En tant que F [G]-module, H0(P,Ω1P(logD)) est isomorphe à son
dual. On le note par ρ.
Alors, il existe un (unique) polynôme ϕ(s) à coefficients dans le K-
groupe K(F [G]−mod), tel que la série de Hilbert-Poincaré satisfait
∑
n≥0
H•(P,O(nX))sn =
ϕ(s)
(1− s) det(1− sρ)
dans K(F [G] − mod)[[s]], et tel que, en notant X◦ := X − X ∩ D, la
cohomologie de de Rham algébrique satisfait
H•dR(X
◦) = H•dR(P−D)− (−1)
dimP det(ρ)ϕ(1)
dans K(F [G]−mod).
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Pour une fonction G non-dégénérée et G-invariante sur un tore T
comme ci-dessus, notons ∆ = ∆(G). On peut s’arranger pour trouver
des triplets (P,X, D) comme ci-dessus tels que
X◦ = G−1(0),P−D = T, ρ = Λ⊗ F,
H•(P,O(nX)) = F [(n∆) ∩ Λ)].
C’est la base de tout nos calculs et fait le lien avec la série d’Ehrhart∑
n≥0
F [(n∆) ∩ Λ)]sn
dont la trace sous γ ∈ G, lorsque s → 1−, est asymptotiquement
équivalente à
dim(∆γ)!Vol(∆γ)
(1− s)dim(∆γ)+1
.
2.1.3. La non-dégénérescence. Pour analyser Four(ϕ!Qℓ) ainsi que l’ac-
tion de S3 là-dessus, nous stratifions l’espace vectoriel ⊕3n=0H
0(X,L⊗n)
par des tores bien choisis, et on applique le théorème 2.1.1 sur chaque
tore. 4 Ainsi, il reste à montrer la condition de non-dégénérescence re-
quise dans 2.1.1. Cette condition se trouve être hautement non-triviale
dans notre situation. On la démontre finalement sous une forme plus
générale en utilisant la stratification de Thom-Boardman qui à un mor-
phisme π : X→ Y entre des variétés lisses associe la stratification de X
par les strates
Σr(π) := {x ∈ X| dim(dπ)∗TxX = r},
où r parcourt les entiers naturels.
Voici le deuxième résultat en géométrie algébrique mentionné plus
haut.
Théorème 2.1.4 (Théorème 3.2.8). Soit X/k une courbe projective,
lisse, et géométriquement irréductible. Soit I un ensemble fini. Soit L
un fibré en droites sur X. Soient (Li)i∈I des sous-faisceaux de L. Pre-
nons la k-algèbre intègre
∏
n≥0H
0(X,L⊗n) et notons par K son corps
de fraction. Pour tout i ∈ I, prenons un k-sous-espace vectoriel Vi
4. Cette stratégie de stratifier un espace vectoriel par des tores se trouve aussi
dans [9, Corollary 0.10]. La différence est que, d’une part, son article ne considère
pas les cas équivariants, c’est-à-dire avec l’action d’un groupe comme notre S3 ici.
D’autre part, ses espaces vectoriels sont « sans structures internes ». Les nôtres sont
formés des sections globales des fibrés en droites sur une courbe, le choix d’une base
bien adaptée n’est donc plus automatique.
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de K qui est soit k ⊕ H0(X,Li), soit H
0(X,Li). Alors le morphisme
« produit »
m :
∏
i∈I
P(Vi)→ P(K)
satisfait
dimΣr(m) ≤ r, pour tout r ≥ 0.
Remerciements. Cet article est la thèse de l’auteur, faite à l’Ins-
titut Élie Cartan de l’Université de Lorraine. L’auteur remercie son
directeur de thèse S. Lysenko pour son encouragement et pour de nom-
breuses discussions.
3. Stratification de Thom-Boardman
Soit k un corps algébriquement clos de caractéristique quelconque.
Dans ce paragraphe, toutes les variétés sont définies sur k, et un point
d’une telle variété signifie un k-point. Pour un point z sur une telle
variété, on désigne par Oz l’anneau local en z et mz l’ideal maximal de
Oz.
Soit ϕ : X→ Y un morphisme entre des variétés lisses. Il induit, sur
tout point x de X, l’application tangente
(dϕ)∗ : TxX→ Tϕ(x)Y.
Généralisant les travaux de Morse sur les « singularités » de ϕ, Thom,
dans [20], a associé à ϕ une stratification de X par des sous-variétés
Σr(ϕ) := {x ∈ X| dim(dϕ)∗TxX = r}, r ≥ 0.
Cette stratification a ensuite été poursuivie par Boardman dans [4].
3.1. Une condition sur les dimensions des strates. Il est dans
notre intérêt de connaître les dimensions des Σr(ϕ). On a par exemple
la formule « produit des corangs » si ϕ est« générique », voir [20, Théo-
rème 2]. Attention néanmoins à la différence entre nos notations.
On se demande en particulier si la condition suivante est vérifiée :
(4) dimΣr(ϕ) ≤ r, pour tout r ≥ 0.
Elle est équivalente à : il existe une famille finie de variétés Xi au-dessus
de X telles que les images des Xi couvrent X et pour tout x dans l’image
de Xi, on a
dim(dϕ)∗TxX ≥ dimXi.
Dans cet article, on montre toujours cette condition équivalente pour
justifier (4).
L’intérêt principal selon nous de la condition (4) est le suivant :
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Lemme 3.1.1. Soit Y,Z des variétés lisses. Soit L un fibré en droites
sur Z tel que H0(Z,L) est de dimension finie sur k et que pour tout point
z ∈ Z, l’application canonique H0(Z,L) → L ⊗ Oz/m2z est surjective.
Soit ϕ : Y→ Z un morphisme vérifiant (4). Alors toute section globale
s ∈ H0(Z,L) générique définit un diviseur lisse sur Y.
Démonstration. Pour toute section s ∈ H0(Z,L) et tout point y ∈ Y,
notons Sy le noyau de l’application canonique H
0(Z,L)→ L⊗Oy/m
2
y.
Alors, s définit un diviseur lisse sur Y au voisinage de y si et seulement
si s /∈ Sy. Ainsi, s définit un diviseur lisse sur Y si et seulement si
s /∈
⋃
y∈Y Sy.
D’autre part, pour tout point y ∈ Y, notons z := ϕ(y), alors les
conditions suivantes sont équivalentes :
— y ∈ Σr(ϕ).
— Le noyau de l’application canonique Oz/m2z → Oy/m
2
y est de
codimension r + 1.
De plus, comme H0(Z,L)→ L⊗Oz/m2z est surjective, elles sont encore
équivalentes à
— Sy est de codimension r + 1 dans H
0(Z,L).
Ainsi la codimension de
⋃
y∈Σr(ϕ) Sy dans H
0(Z,L) est au moins r +
1 − dimΣr(ϕ). Ayant supposé dimΣr(ϕ) ≤ r, cette codimension est
au moins 1. Il s’ensuit que la codimension de
⋃
y∈Y Sy =
⋃
r
⋃
y∈Σr(ϕ) Sy
dans H0(Z,L) est aussi au moins 1, ce qui termine la preuve. 
On en utilisera plutôt le corollaire suivant :
Lemme 3.1.2. Soit V un espace vectoriel. Soient X,Y des variétés
lisses. Soit
X
ϕ1→ V − {0}
π ↓ ↓
Y
ϕ
→ P(V )
un diagramme commutatif où π est lisse. Supposons ϕ satisfait (4),
alors pour tout l ∈ V ∨ générique, la fonction l ◦ ϕ1 définit un diviseur
lisse sur X.
Si V est de dimension infinie, on le considère comme l’ind-schéma
“ colimU ”U où U parcourt les sous-espaces vectoriels de V de dimen-
sions finies. Similairement pour V − {0} et P(V ).
Démonstration. Prenons Z := P(V ). La projection canonique V −
{0} → P(V ) est un Gm-torseur sous l’action canonique de Gm sur
V − {0} par dilatation, et donc correspond à un fibré en droites sur
FAISCEAU AUTOMORPHE UNIPOTENT POUR G2 15
Z. Prenons L le fibré en droites dual. Alors, le diagramme commutatif
dans l’énoncé n’est rien d’autre qu’une trivialisation du tiré en arrière
de L sur X. On a canoniquement H0(Z,L) ∼−→V ∨. Ce que l’on veut mon-
trer devient alors : toute s ∈ H0(Z,L) générique définit un diviseur lisse
sur X.
Comme π est lisse, il suffit de montrer que : toute s ∈ H0(Z,L)
générique définit un diviseur lisse sur Y. Ceci découle du lemme 3.1.1
appliqué au morphisme ϕ, car pour tout z ∈ Z, l’application canonique
H0(Z,L)→ L⊗Oz/m
2
z est bijective, donc est en particulier surjective.

3.2. Multiplication des espaces vectoriels dans un corps. Pour
tout espace vectoriel V sur k, on considère P(V ) comme l’ind-schéma
“ colimU ”P(U) où U parcourt les sous-k-espaces vectoriels de V de di-
mensions finies. Alors, pour toute k-droite L ⊂ V , on a canoniquement
TLP(V )
∼
−→Homk(L, V )/k.
Soit A une k-algèbre (commutative). Notons A× le groupe des élé-
ments inversibles de A. Alors, les faisceaux en groupes pour la topologie
fpqc, ResA|kGm et ResA|k(Gm)/Gm, sont naturellement des ind-schémas
agissant sur l’ind-schéma P(A). En effet, sur un k-schéma S, ces trois
faisceaux classifient respectivement :
— les sections globales sur S du faisceau (A⊗k OS)
×.
— les classes d’isomorphisme des triplets (L, s1, s2) où L est un
fibré en droites sur S, et s (resp. s′) est une section globale sur
S du faisceau A⊗k L (resp. A⊗k L∨) telles que s⊗A s′ = 1 en
tant que section globale du faisceau A⊗k OS.
— les classes d’isomorphisme des couples (M, s0) où M est un fibré
en droites sur S, et s0 est une section globale sur S du faisceau
A⊗k M telle que
Homk(A, k)⊗k OS →M, e⊗ f 7→ f · 〈e⊗ id, s0〉
est un épimorphisme.
Sous ces termes, l’action de ResA|k(Gm)/Gm sur P(A) est donnée par :
(L, s1, s2) · (M, s0) := (L⊗OS M, s1 ⊗A s0).
Au niveau des k-points, ces actions deviennent les actions naturelles
de A× et de A×/k× sur (A−{0})/k× par multiplication. On remarque
aussi que ResA|k(Gm)/Gm, en oubliant s2, est naturellement un sous-
faisceau de P(A).
Si A est lui-même un corps K, alors, K× = K− {0}.
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Proposition 3.2.1. L’inclusion d’ind-schémas
(5) ResK|k(Gm)/Gm ⊆ P(K)
induit des bijections au niveau de leurs valeurs sur tout k-schéma fini.
De plus, l’action ci-dessus de ResK|k(Gm)/Gm sur P(K) devient tran-
sitive et libre au niveau de leurs valeurs sur tout k-schéma fini.
Ainsi les espaces tangents sur tous les k-points de P(K) sont tous
canoniquement isomorphes à
Lie(ResK|k(Gm)/Gm)
∼
−→K/k.
D’ailleurs, l’ensemble des k-sous-espaces vectoriels de K forment un
demi-anneau sous l’addition usuelle et la multiplication donnée par :
V ·W est le k-sous-espace vectoriel de K engendré par les vw où v ∈
V, w ∈W . Les éléments multiplicativement inversibles sont exactement
les k-droites dans K. Ainsi pour tout k-sous-espace vectoriel V ⊂ K et
toute k-droite L ⊂ K, le quotient V
L
est bien défini est désigne l’unique
sous k-space vectoriel de K dont le produit avec L donne V . Ceci induit
une multiplication m sur l’ind-schéma P(K), compatible avec celle sur
le groupe ResK|k(Gm)/Gm et l’inclusion (5).
On a le diagramme commutatif suivant pour tout k-sous-espace vec-
toriel V de K et toute k-droite L ⊂ V :
TLP(V ) →֒ TLP(K)
‖ ‖
V
L
/k →֒ K/k
En outre, soient L1, L2 ⊂ K des k-droites, et notons L := L1 · L2 ⊂ K
le produit. Alors on a diagramme commutatif
∏2
i=1TLiP(K)
(dm)∗
−→ TLP(K)
‖ ‖∏2
i=1(K/k)
+
−→ K/k
Pour le voir, il suffit, grâce à la proposition 3.2.1, de le comparer
avec le diagramme correspondant pour la multiplication sur le groupe
ResA|k(Gm)/Gm.
Dans ce cadre, une question naturelle se pose :
Question 3.2.2. Soit I un ensemble fini. Soient (Vi)i∈I des k-sous-
espaces vectoriels de dimension finie de K. Est-ce que le morphisme
« produit »
m :
∏
i∈I
P(Vi)→ P(K)
satisfait (4) ?
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On n’en traite ici que deux cas particuliers. La réponse est affirmative
dans ces deux cas.
3.2.3. Cas I.
Proposition 3.2.4. Soit E un espace affine sur k. Soit K := k(E)
le corps des fonctions rationnelles sur E. Soient Vi ⊂ K des k-sous-
espaces vectoriels de dimension finie, tous constitués d’applications af-
fines sur E. Alors le morphisme « produit »
m :
∏
i∈I
P(Vi)→ P(K)
satisfait (4).
Démonstration. Considérons les classes d’isomorphisme de la donnée
de
— un ensemble J0 avec un élément marqué ∗ ∈ J0 ;
— une application π : I → J0
sujette aux conditions suivantes :
— k ⊂ Vi si π(i) = ∗ ;
— notons J := J0 − {∗}, alors aucun des Vj := ∩i,π(i)=jVi pour
j ∈ J n’est contenu dans k, et que parmi eux, ceux qui sont de
dimension 1 sont deux-à-deux différents.
Pour une telle classe, prenons la variété XJ0,∗,π, notée plus simple-
ment par Xπ, des (Li) ∈
∏
i∈I P(Vi) satisfaisant
— Li = k si et seulement si π(i) = ∗ ;
— Li = Li′ si et seulement si π(i) = π(i′).
Ces variétés, non-vides, forment une stratification de
∏
i∈I P(Vi). En
outre, on a une immersion ouverte
Xπ ⊂
∏
j∈J
P(Vj).
Il s’ensuit que
dimXπ =
∑
j∈J
dimP(Vj).
On notera (Lj) ∈
∏
j∈J P(Vj) l’image de (Li) sous cette immersion.
Pour conclure, il suffit de montrer que pour tout (Li) ∈ Xπ, on a
dim(dm)∗T(Li)
∏
i∈I
P(Vi) ≥ dimXπ.
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Suivant le formalisme du paragraphe 3.2, on a
(dm)∗T(Li)
∏
i∈I
P(Vi) = (
∑
i
Vi
Li
)/k = (
∑
i,π(i)=∗
Vi +
∑
j∈J
∑
i,π(i)=jVi
Lj
)/k.
Ainsi,
(dm)∗T(Li)
∏
i∈I
P(Vi) ⊃ (
∑
j∈J
Vj
Lj
)/k.
Il reste à montrer que
dim((
∑
j∈J
Vj
Lj
)/k)) ≥
∑
j∈J
dimP(Vj),
lequel découle du lemme suivant. 
Lemme 3.2.5. Soit E un espace affine sur k. Soient (lj)j , (vj)j des
applications affines sur E, où j parcourt un ensemble fini non-vide J .
Supposons les lj deux-à-deux non-proportionnelles et qu’aucune des lj
et des vj
lj
n’est constante. Alors
∑
j
vj
lj
n’est pas constante non plus.
Démonstration. C’est clair car la fonction
∑
j
vj
lj
sur E a des singularités
sur tous les hyperplans définis par lj = 0. 
3.2.6. Cas II. Pour donner un aperçu de ce dont il s’agit, on l’énonce
d’abord dans une situation légèrement plus simple.
Théorème 3.2.7. Soit X/k une courbe projective, lisse, et géométri-
quement irréductible. Soit K := k(X) le corps des fonctions ration-
nellles sur X. Soit Di →֒ X des diviseurs, et
Vi := {f ∈ K|div(f) ≥ −Di} ⊂ K.
Alors le morphisme « produit »
m :
∏
i∈I
P(Vi)→ P(K)
satisfait (4).
En fait, plus généralement,
Théorème 3.2.8. Soit X/k une courbe projective, lisse, et géométri-
quement irréductible. Soit I un ensemble fini. Soit L un fibré en droites
sur X. Soient (Li)i∈I des sous-faisceaux de L. Prenons la k-algèbre in-
tègre
∏
n≥0H
0(X,L⊗n) et notons par K son corps de fraction. Pour
tout i ∈ I, prenons un k-sous-espace vectoriel Vi de K qui est soit
k ⊕H0(X,Li), soit H
0(X,Li). Alors le morphisme « produit »
m :
∏
i∈I
P(Vi)→ P(K)
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satisfait (4).
Pour retrouver la proposition 3.2.7, prenons, pour tout i, Li = O(Di)
pour un diviseur Di →֒ X et Vi := H
0(X,Li). Alors, le corps K défini
ici sera différent de celui pris dans la proposition 3.2.7. Cette différence
n’a pas d’impact sur l’énoncé, et n’est en fait nécessaire que si certain
Vi = k ⊕ H
0(X,Li).
Démonstration de 3.2.8. On peut supposer que les Li sont tous non-
nuls. Ils sont alors aussi des fibrés en droites.
Considérons les classes d’isomorphisme de la donnée de
— un ensemble J muni d’une une partition α : J = J1 ⊔ J2 ;
— une application surjective π : I → J ;
— un entier naturel m
sujette aux conditions suivantes :
— π(i) ∈ J2 si Vi = H
0(X,Li) ;
— l’application restreinte π−1(J2)
π
→ J2 est bijective.
Pour une telle classe, notons Lj := ∩i,π(i)=jLi pour tout j ∈ J , et
prenons la variété XJ,α,π,m, notée plus simplement Xπ,m, qui classifie la
donnée de
— pour tout j ∈ J2, une suite décroissante des fibrés en droites
sur X
Lj = Lj,0 ⊇ Lj,1 ⊇ · · · ⊇ Lj,m;
— pour tout j ∈ J1, une section sj ∈ H
0(X,Lj)
sujette aux conditions suivantes :
— les (sj)j∈J1 sont deux-à-deux différentes ;
— pour tout n ∈ {1, . . . , m}, au moins un j ∈ J2 est tel que
H0(X,Lj,n−1) 6= H
0(X,Lj,n);
— pour tout n ∈ {1, . . . , m}, il existe un point xn ∈ X, nécessaire-
ment unique, tel que pour tout j ∈ J2, l’inclusion Lj,n−1 ⊂ Lj,n
est un isomorphisme en dehors de xn ;
— les (xn) sont deux-à-deux différents ;
— pour tout j ∈ J2, H
0(X,Lj,m) est de dimension 1, et de plus,
si OX ⊂ Lj,m représente un élément non-nul dedans, alors pour
tout n ∈ {1, . . . , m}, l’inclusion induite OX ⊂ Lj,n est un iso-
morphisme en xn.
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Remarquons tout de suite que m ne peut pas être trop grand pour
que cette variété soit non-vide, ainsi seul un nombre fini de ses variétés
sont non-vides. D’autre part, comme sj ∈ H
0(X,Lj) pour tout j ∈ J1
et que (x1, . . . , xm) ∈ Xm, on a un morphisme naturel
Xπ,m →
∏
j∈J1
H0(X,Lj)×X
m.
Ce morphisme est quasi-fini, ce qui donne l’estimation
dimXπ,m ≤
∑
j∈J1
dimH0(X,Lj) +m.
D’autre côté, on a un morphisme naturel
Xπ,m →
∏
i∈I
P(Vi)
envoyant une donnée comme ci-dessus à la donnée, pour tout i ∈ I,
de la droite Li ⊂ Vi définie, en notant j := π(i), comme k · (1 + sj) si
j ∈ J1, et comme H
0(X,Lj,m) si j ∈ J2. On observe que :
les images de ces morphismes couvrent
∏
i∈I P(Vi).
Ainsi, pour conclure, il suffit de montrer que
dim(dm)∗T(Li)
∏
i∈I
P(Vi) ≥ dimXπ,m.
Montrons, plus fortement, que
dim(dm)∗T(Li)
∏
i∈I
P(Vi) ≥
∑
j∈J1
dimH0(X,Lj) + m.
Suivant le formalisme du paragraphe 3.2, on a
(dm)∗T(Li)
∏
i∈I
P(Vi) = (
∑
i
Vi
Li
)/k,
et donc est égal à
(
∑
j∈J1
∑
i,π(i)=j Vi
1 + sj
+
∑
j∈J2
∑
i,π(i)=j Vi
Lj
)/k.
Il s’ensuit que (dm)∗T(Li)
∏
i∈I P(Vi) contient les deux sous-espaces vec-
toriels
—
∑
j∈J1
H0(X,Lj)
1+sj
;
— (
∑
j∈J2
H0(X,Lj)
Lj
)/k.
Pour conclure, on est réduit à montrer les faits suivants
— a) L’intersection de ces deux sous-espaces est 0.
— b) La somme
∑
j∈J1
H0(X,Lj)
1+sj
est une somme directe.
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— c) dim((
∑
j∈J2
H0(X,Lj)
Lj
)/k) ≥ m.
Voici les démonstrations de ces faits.
Pour a). Remarquons d’abord que l’anneau
∏
n≥0H
0(X,L⊗n) est le
compété de ⊕n≥0H
0(X,L⊗n) qui est un anneau N-gradué. En utilisant
le développement dans K :
1
1 + sj
= 1− sj + s
2
j − · · · ,
on voit que tout élément dans H
0(X,Lj)
1+sj
est la somme (infinie) des élé-
ments de degré strictement positif. Par contre, chaque H
0(X,Lj)
Lj
est com-
posé d’éléments de degré 0.
Pour b). Pour tout j ∈ J1, soit vj ∈ H
0(X,Lj). On a∑
j∈J1
vj
1 + sj
=
∑
n≥0
(−1)n
∑
j∈J1
vjs
n
j .
Donc
∑
j∈J1
vj
1+sj
= 0 si et seulement si pour tout n ≥ 0,∑
j∈J1
vjs
n
j = 0.
On conclut en remarquant que la matrice
(snj )j∈J1,0≤n<|J1|
est inversible, les (sj)j∈J1 étant deux-à-deux différentes.
Pour c). C’est la partie la plus essentielle. Soit n ∈ {1, . . . , m}.
Alors, pour tout j ∈ J2, tout élément de
H0(X,Lj,n−1)
Lj
est régulier sur
x1, . . . , xn−1 ; D’autre part, d’après la définition deXπ,m, on peut prendre
un j(n) ∈ J2 tel que H
0(X,Lj(n),n−1) 6= H
0(X,Lj(n),n), alors, un élé-
ment de H
0(X,Lj(n),n−1)
Lj(n)
est régulier sur xn si et seulement s’il est dans
H0(X,Lj(n),n)
Lj(n)
.
Donc pour n = 1, . . . , m, et pour tout fn dans l’ensemble non-vide
H0(X,Lj(n),n−1)
Lj(n)
\
H0(X,Lj(n),n)
Lj(n)
,
on aura f1, . . . , fm et 1 sont k-linéairement indépendants. 
4. Caractéristique d’Euler-Poincaré équivariante
4.1. Complexe de de Rham logarithmique. Soit F un corps algé-
briquement clos de caractéristique 0.
Soit P une variété lisse sur F . Soit X→֒P une hypersurface fermée
et lisse. Soit D→֒P un diviseur à croisements normaux stricts, tel que
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D ∩X→֒X est un diviseur à croisements normaux stricts de X. Notons
j : X◦ → X l’ouvert complémentaire au diviseur D ∩ X.
Notons par Aut(P,X, D) le groupe des automorphismes de P préser-
vant respectivement X et D. On va exprimer la cohomologie de X◦, ou
plutôt son image dans leK-groupe de Grothendieck des F [Aut(P,X, D)]-
modules, en termes des cohomologies des faisceaux des formes différen-
tielles sur P ayant des singularités « contrôlées » le long de X et de D.
On note ce K-groupe K(F [Aut(P,X, D)]−mod).
Par « forme différentielle sur P à singularités logarithmiques le long
de D », on entend une forme différentielle ω sur l’ouvert P − D véri-
fiant : ω et dω ont tous les deux des pôles d’ordre au plus 1 le long
de D. Prenons Ω•P(logD) le complexe des faisceaux cohérents de telles
formes différentielles sur P à singularités logarithmiques le long de D.
Similairement, on prend le complexe des faisceaux Ω•X(logD ∩ X) sur
X. Prenons L := O(X) le fibré en droites sur P. Notons, pour tout
n,m ∈ Z,
Ωn,m := ΩmP (logD)⊗ L
⊗n.
On a des inclusions
· · · ⊆ Ωn−1,m ⊆ Ωn,m ⊆ · · · .
Lemme 4.1.1. On a canoniquement des suites exactes longues
· · · → Ωn,m/Ωn−1,m → Ωn+1,m+1/Ωn,m+1 → · · · .
Démonstration. Localement sur P, l’idéal définissant X est principal,
donc est engendré par une fonction f . Les flèches dans les suites en
question sont données par
· ∧
df
f
.
Ces flèches ainsi définies sont indépendantes du choix de f . L’exactitude
de ces suites est claire. 
Ayant en même temps les suites exactes
Ω−1,m−1/Ω−2,m−1 → Ω0,m/Ω−1,m → ΩmX (logD ∩ X)→ 0,
il s’ensuit des suites exactes longues
(6) 0→ ΩmX (logD ∩ X)→ Ω
1,m+1/Ω0,m+1 → Ω2,m+2/Ω1,m+2 → · · · .
On cite aussi le lemme suivant, dont la version analytique est le
célèbre lemme d’Atiyah-Hodge.
Lemme 4.1.2. L’inclusion
Ω•X(logD ∩ X)→ j∗Ω
•
X◦
est un quasi-isomorphisme.
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Démonstration. L’assertion étant locale, on peut supposer X affine. En-
suite, un dévissage standard nous ramène au cas où F = C est le corps
des nombres complexes. Dans ce cas, ce lemme est conséquence des
théorèmes 4.4 et 4.6 de [2]. 
Proposition 4.1.3. La cohomologie de de Rham algébrique H•dR(X
◦)
est égale à
H•dR(P−D)−
∑
m
(−1)mH•(P,Ωm,m)
dans K(F [Aut(P,X, D)]−mod).
Démonstration. Calculons dans leK-groupeK(F [Aut(P,X, D)]−mod).
La cohomologie de de Rham algébrique H•dR(X
◦) est définie comme
l’hypercohomologie
H•(X◦,Ω•X◦)
du complexe Ω•X◦ sur X
◦. Comme j est affine, le foncteur image directe
j∗ sur les faisceaux abéliens est exact lorsqu’on le restreint aux faisceaux
quasi-cohérents. En particulier, on a un quasi-isomorphisme
j∗Ω
•
X◦ = Rj∗Ω
•
X◦ .
Ainsi, l’hypercohomologie ci-dessus est isomorphe à
H•(X, j∗Ω
•
X◦).
Compte tenu du lemme 4.1.2, on a
H•dR(X
◦)
∼
−→H•(X,Ω•X(logD ∩ X)).
D’autre part, par (6), on a pour tout j ∈ Z,
(7) (−1)j H•(X,ΩjX(logD ∩ X)) =
∑
n≥0,m=n+j+1
(−1)mH•(P,Ωn,m)
−
∑
n>0,m=n+j
(−1)mH•(P,Ωn,m).
Sommons par rapport aux j ≥ 0, on obtient
H•dR(X
◦) =
∑
m>n≥0
(−1)mH•(P,Ωn,m)−
∑
m≥n>0
(−1)mH•(P,Ωn,m)
=
∑
m
(−1)mH•(P,Ω0,m)−
∑
m
(−1)mH•(P,Ωm,m)
= H•dR(P−D)−
∑
m
(−1)mH•(P,Ωm,m).

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4.2. Théorie d’Ehrhart équivariante. Reprenons les notations du
paragraphe 4.1. Soit G→֒Aut(P,X, D) un sous-groupe fixe.
Lemme 4.2.1. Les sommes∑
n,m≥0,n−m=i
(−1)mH•(P,Ωn,m)
pour i ≥ 0 sont toutes égales.
Démonstration. Il suffit de prendre j = −1,−2, . . . dans (7). 
Pour faire le lien avec la théorie d’Ehrhart, il nous faut l’hypothèse :
Hypothèse 4.2.2.
i) L’inclusion canonique F →֒H0(P,OP) est un isomorphisme.
ii) Le fibré vectoriel Ω1P(logD) sur P est trivialisable.
iii) En tant que F [G]-module, H0(P,Ω1P(logD)) est isomorphe à son
dual. On le note par ρ.
Proposition 4.2.3. Sous l’hypothèse 4.2.2, il existe un (unique) poly-
nôme ϕ(s) à coefficients dans le K-groupe K(F [G] − mod), tel que la
série de Hilbert-Poincaré∑
n≥0
H•(P,L⊗n)sn =
ϕ(s)
(1− s) det(1− sρ)
Démonstration. Notons d = dimP.
Par les hypothèses i) et ii), l’application canonique
OP ⊗ ρ→ Ω
1
P(logD)
est un isomorphisme. Ainsi, pour tout m ≥ 0,
Ωn,m
∼
−→L⊗n ⊗ ∧mρ.
Donc
H•(P,Ωn,m)
∼
−→H•(P,L⊗n)⊗ ∧mρ.
On a ∧mρ ≃ det(ρ) ⊗ ∧d−m(ρ∨) pour m = 0, 1, . . . , d. Par l’hypo-
thèse iii), ρ∨ ≃ ρ, donc
∧mρ ≃ det(ρ)⊗ ∧d−mρ.
Il s’ensuit que
(8) H•(P,Ωn,m) ≃ det(ρ)⊗H•(P,Ωn,d−m).
Comme
det(1− sρ) = 1− sρ+ s2 ∧2 ρ− · · · ,
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le produit
det(1− sρ)
∑
n≥0
H•(P,L⊗n)sn
se développe donc comme∑
n,m≥0
(−1)mH•(P,L⊗n) ∧m (ρ)sn+m,
qui se note aussi comme∑
n,m≥0
(−1)mH•(P,Ωn,m)sn+m.
Par (8), c’est égal à∑
n≥0,0≤m≤d
(−1)m det(ρ) H•(P,Ωn,d−m)sn+m,
ou bien, changeant l’indice m en d−m, à la somme de
(−1)d det(ρ)
∑
m>n≥0
(−1)mH•(P,Ωn,m)sn−m+d
et de
(−1)dsd det(ρ)
∑
n≥m
(−1)mH•(P,Ωn,m)sn−m.
On observe, grâce à (4.2.1), que
∑
n≥m
(−1)mH•(P,Ωn,m)sn−m =
1
1− s
∑
m
(−1)mH•(P,Ωm,m).
Ainsi le polynôme
(9) ϕ(s) := (−1)d(1− s) det(ρ)
∑
m>n≥0
(−1)mH•(P,Ωn,m)sn−m+d
+ (−1)dsd det(ρ)
∑
m
(−1)mH•(P,Ωm,m)
est celui requis par l’énoncé de la proposition. 
La fin de cette preuve nous donne :
Corollaire 4.2.4. Le polynôme ϕ(s) de la proposition précédente véri-
fie
ϕ(1) = (−1)dimP det(ρ)
∑
m
(−1)mH•(P,Ωm,m).
Ce corollaire nous permet, sous les mêmes hypothèses, de réécrire la
proposition 4.1.3 :
Proposition 4.2.5. Sous l’hypothèse 4.2.2, on a
H•dR(X
◦) = H•dR(P−D)− (−1)
dimP det(ρ)ϕ(1).
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4.3. Caractéristique d’Euler-Poincaré équivariante des diviseurs
sur un tore. Soit R un anneau de valuation discrète d’idéal maximal
m et de corps résiduel k. Tout schéma dans cette partie est défini sur R.
Pour nous, l’avantage principal de cette restriction sur R réside dans
la facilité de reconnaître les modules plats sur R : ce sont juste les
modules sans torsion. On utilisera à plusieurs reprises, mais souvent
implicitement, le lemme suivant :
Lemme 4.3.1. Soit R un anneau de valuation discrète d’idéal maxi-
mal m. Soit A un anneau factoriel contenant R comme sous-anneau.
Supposons A/mA intègre. Soit a ∈ A non-nul, alors, a définit un divi-
seur sur Spec(A) relatif à R, i.e. A/a est plat sur R, si et seulement
si a 6∈ mA.
Démonstration. Soit π ∈ m un générateur. Comme A/mA est intègre,
π est premier dans A. Ainsi,
A/a est plat sur R⇔ A/a ·π→ A/a est injective
⇔ (aA) ∩ (πA) = aπA
⇔ a 6∈ πA = mA.

Le cas dégénéré où R est un corps n’est pas exclu.
Soit Λ un réseau, i.e. un groupe abélien libre et de rang fini.
Pour tout anneau A, on désigne par TA le tore Spec(A[Λ]), et par ρA
le A-module Λ⊗ A. Notons T = TR sauf mention contraire explicite.
4.3.2. Diviseurs sur un tore. Une fonction sur T s’écrit comme une
somme finie
f =
∑
λ∈Λ
cλt
λ
où les coefficients cλ ∈ R. Le support de f est défini comme
supp(f) := {λ|cλ 6= 0}.
Pour tout sous-ensemble S ⊆ Λ⊗ R, on note
f |S :=
∑
λ∈S∩Λ
cλt
λ.
On notera ∆(supp(f)) aussi par ∆(f), appelé polytope de Newton asso-
cié à f , où ∆(S) désigne l’enveloppe convexe de S. On note fk l’image
de f dans k[Λ]. On a
∆(fk) ⊆ ∆(f).
L’anneau R[Λ] étant principal, tout diviseur sur T est principal, i.e.
est globalement défini par une fonction sur T. Cette fonction est alors
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déterminée à multiplication par des éléments du groupe R[Λ]× = R×tΛ
des fonctions inversibles près.
4.3.3. Variétés toriques. On suit les notations du livre [10] en ce qui
concerne les variétés toriques.
Si R est un corps, rappelons qu’une variété torique sous le tore T est
une variété P, supposée normale, contenant T comme un ouvert dense
telle que l’action par multiplication de T sur T s’étend, de manière
unique bien sûr, à une action de T sur P. Les variétés toriques sous
le tore T sont en bijection avec les éventails dans Λ∨ ⊗ R : la variété
torique P associée à un éventail F dans Λ∨ ⊗ R est construite dans la
catégorie des schémas comme le recollement
P := colimσ∈F Uσ
des variétés toriques affines
Uσ := Spec(R[σ
∨ ∩ Λ])
où
σ∨ := {λ ∈ Λ⊗ R|〈λ, σ〉 ≥ 0}.
Les Uσ deviennent alors des ouverts affines T-stables de P.
Cette construction reste valable pour R général.
Dans Uσ, il y a une unique T-orbite fermée. Elle est donnée par
Tσ := Spec(R[σ
⊥ ∩ Λ])→֒Uσ
où σ⊥, noté habituellement cospan(σ∨), est défini comme
{λ ∈ Λ⊗ R|〈λ, σ〉 = 0} ⊆ σ∨.
Remarquons que les orbites Tσ sont naturellement des tores, et T agit
sur Tσ à travers l’homomorphisme canonique
T։ Tσ.
Ces homomorphismes admettent des sections homomorphes, et sont,
en particulier, lisses.
La collection (Tσ)σ∈F est la stratification de P par ses T-orbites. On
a
Uσ =
⋃
τ∈F,τ⊆σ
Tτ
Tσ =
⋃
τ∈F,τ⊇σ
Tτ .
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Pour tout σ, τ ∈ F, Tσ est couvert par les ouverts Uτ où τ parcourt
les cônes dans F contenant σ. On a Tσ ∩ Uσ = Tσ, et
Tσ ∩ Uτ =

Spec(R[τ
∨ ∩ σ⊥ ∩ Λ]), si σ ⊆ τ,
∅, sinon.
La variété torique P est lisse (sur R) si et seulement si le éventail
F est non-singulier, i.e. tout cône dans F est engendré par une partie
d’une Z-base de Λ∨ ; P est propre (sur R) si et seulement si F est
complet, i.e. son support |F| :=
⋃
σ∈F σ est égal à Λ∨ ⊗R.
Notons l’intérieur d’un cône σ par
◦
σ. C’est le complément de l’union
de toutes les faces propres de σ.
4.3.4. Éventail associé à un polytope. Tout polytope ∆ ⊂ Λ ⊗ R crée
une relation d’équivalence sur Λ∨ ⊗R : deux éléments de Λ∨ ⊗R sont
équivalents s’ils déterminent la même face de ∆. Les adhérences de ces
classes d’équivalences forment alors un éventail complet, noté F(∆). 5
Si le polytope est rationel, le éventail le sera aussi.
Lemme 4.3.5. Soit ∆ un polytope dans Λ ⊗ R. Soit F un éventail
raffinant F(∆). Alors toute face de ∆ est de la forme Γ(σ) pour un (ou
plusieurs) σ ∈ F.
4.3.6. Compactification d’un diviseur sur un tore. Soit P une variété
torique sur R sous le tore T. Supposons P lisse sur R, construite à
partir d’un éventail non-singulier F. Notons F(1) le sous-ensemble des
cônes de dimension 1 dans F. On sait que :
Lemme 4.3.7. Le sous-schéma fermé D := P − T→֒P est un divi-
seur à croisements normaux stricts relatifs à R, dont les composantes
irréductibles sont les Tτ , où τ parcourt F(1).
Pour tout I ⊆ F(1), l’intersection
⋂
τ∈I Tτ est non-vide si et seule-
ment si les éléments de I engendrent un cône σ ∈ F. Dans ce cas, cette
intersection est égale à Tσ.
Soit X◦→֒T un diviseur. Soit X→֒P l’adhérence schématique de X◦.
On a bien X◦ = X− X ∩D.
Fixons une fonction f définissant le diviseur X◦→֒T. Le choix de f
est seulement pour faciliter l’articulation des énoncés suivants dont le
contenu ne dépend pas vraiment de ce choix.
Le éventail F(∆(f)) associé au polytope ∆(f) ne dépendant pas du
choix de f , on le note aussi par F(X◦).
Le lemme suivant est clair :
5. Si ∆ n’était pas de dimension maximale, F(∆) dans Λ∨ ⊗ R serait l’« image
inverse » d’un éventail dans (Λ∨ ⊗ R)/((∆−∆))⊥).
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Lemme 4.3.8. Soit σ ∈ F. Alors :
Le sous-schéma fermé X ∩ Uσ →֒Uσ est défini par t−λf,σf pour les
λf,σ ∈ Λ tels que ∆(f)− λf,σ est contenu dans σ∨ et touche σ⊥.
De tels λf,σ forment une classe modulo σ⊥ ∩ Λ. Ainsi,
Af,σ := σ
⊥ + λf,σ,
Bf,σ := σ
∨ + λf,σ
ne dépendent pas du choix de λf,σ.
Pour tout τ ∈ F contenu dans σ, le sous-schémas fermé
X ∩ Tτ ∩ Uσ →֒Tτ ∩ Uσ
est défini par
(t−λf,σf)|τ⊥.
Pour tout l ∈
◦
σ, le minimum de l sur ∆(f) est atteint précisément
sur
Af,σ ∩∆(f).
Cette intersection est donc une face de ∆(f). On la note par Γ(σ).
Le sous-schéma fermé X ∩ Tσ →֒Tσ est défini par t−λf,σ(f |Γ(σ)).
On en déduit :
Lemme 4.3.9. Soit σ ∈ F.
Alors les conditions suivantes sont équivalentes :
— X ∩ Tσ est plat sur R.
— L’anneau R[σ⊥ ∩ Λ]/f |Γ(σ) est plat sur R.
— f |Γ(σ) /∈ m[Λ].
— Le sous-schéma fermé de T défini par f |Γ(σ) est plat sur R, i.e.
l’anneau R[Λ]/f |Γ(σ) est plat sur R.
— Pour tout τ ∈ F, X ∩ Tτ ∩ Uσ est plat sur R.
Lemme 4.3.10. Soit σ ∈ F.
Alors, les conditions suivantes sont équivalentes :
— X ∩ Tσ est lisse sur R.
— Le sous-schéma fermé de T défini par f |Γ(σ) est lisse sur R.
Lemme 4.3.11. Les conditions suivantes sont équivalentes :
— Pour tout σ ∈ F, X ∩ Tσ est plat sur R.
— Pour tout σ ∈ F, X ∩ Tσ est plat sur R.
De plus, si F raffine F(X◦), ces conditions sont équivalentes à :
∆(fk) = ∆(f).
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Démonstration. On a les équivalences suivantes :
Pour tout σ ∈ F,X ∩ Tσ est plat sur R
⇔Pour tout σ, τ ∈ F,X ∩ Tσ ∩ Uτ est plat sur R
⇔Pour tout τ ∈ F,X ∩ Tτ est plat sur R,
dont la deuxième vient du lemme 4.3.8.
La dernière assertion du lemme est conséquence des lemmes 4.3.5
et 4.3.9. 
Lemme 4.3.12. Les conditions suivantes sont équivalentes :
i) X est lisse sur R et D ∩ X→֒X est un diviseur à croisements
normaux stricts relatif à R.
ii) Pour tout σ ∈ F, X ∩ Tσ est lisse sur R.
iii) Pour tout σ ∈ F, X ∩ Tσ est lisse sur R.
iv) Pour tout σ ∈ F, le sous-schéma fermé de T défini par f |Γ(σ)
est lisse sur R.
Démonstration. L’équivalence i)⇔ ii) se déduit du lemme 4.3.7.
L’implication ii) =⇒ iii) est automatique puisque Tσ est un ouvert
dans Tσ.
Montrons iii) =⇒ ii). Supposons iii). Pour tout σ ∈ F, le schéma
Tσ est lisse sur R et est stratifié par des strates (Tτ )τ∈F,τ⊇σ lisses sur
R. De plus, le diviseur X ∩ Tσ →֒Tσ est plat sur R par lemme 4.3.11,
et son intersection avec toute strate Tτ reste lisse sur R par iii). On
conclut par lemme suivant.
Pour l’équivalence iii)⇔ iv), on se réfère au lemme 4.3.10. 
Lemme 4.3.13. Soit Y → Z un morphisme lisse entre des schémas.
Soit X→֒Y un diviseur plat sur Z. Supposons que Y est union des sous-
schémas localement fermés (Yi) lisses sur Z, tels que pour tout i, X∩Yi
est un diviseur sur Yi et est lisse sur Z. Alors X est lui aussi lisse sur
Z.
Démonstration. Comme X est plat sur Z, il est lisse sur Z si toutes les
fibres géométriques sont lisses. Ainsi on peut supposer que Z = Spec(κ)
où κ est un corps algébriquement clos. Le problème étant Zariski-local
par rapport à Y, on peut supposer que le diviseur X→֒Y est défini par
une fonction f sur Y. Alors pour tout i, X∩Yi est le sous-schéma fermé
de Yi défini par f . Il faut montrer que pour tout κ-point x ∈ X, df
n’est pas identiquement nul sur l’espace tangent TxY.
Comme les (Yi) couvrent Y, x appartient à un certain Yi0 , et donc à
X∩Yi0 , lequel est lisse par notre hypothèse. On en déduit que df n’est
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pas identiquement nul sur l’espace tangent TxYi0 qui est un sous-espace
de TxY. 
Définition 4.3.14. Le diviseur X◦→֒T est dit F-non-dégénéré s’il vé-
rifie les conditions équivalentes du lemme 4.3.12.
Définition 4.3.15. Le diviseur X◦→֒T est dit non-dégénéré si pour
toute face Γ de ∆(f), le sous-schéma fermé de T défini par f |Γ est
lisse sur R.
Une fonction f ∈ R[Λ] est dite non-dégénérée si le sous-schéma
fermé du T défini par f est un diviseur non-dégénéré.
Lemme 4.3.16. Soit X◦→֒T un diviseur. Alors les conditons suivantes
sont équivalentes :
— Il est non-dégénéré.
— Il est F-non-dégénéré pour tout éventail F non-singulier dans
Λ∨ ⊗R.
— Il est F-non-dégénéré pour un éventail non-singulier F raffinant
F(X◦).
Démonstration. C’est une conséquence du lemme 4.3.5. 
La proposition suivante est cruciale dans le paragraphe 4.3.22.
Proposition 4.3.17. Si f ∈ R[Λ] est non-dégénéré, alors ∆(fk) =
∆(f).
Si f ∈ R[Λ] satisfait ∆(fk) = ∆(f), alors f est non-dégénéré si et
seulement si fk est non-dégénéré.
Démonstration. La première assertion est claire.
Pour la deuxième, la direction « seulement si » vient de la préser-
vation de lissité pendant le changement de base R → k. La direction
« si » est plus subtile.
Pour tout éventail F non-singulier dans Λ⊗R. Construisons les sché-
mas P,X, D, (Tσ)σ∈F sur R associés au couple (F, f) comme ci-dessus.
Parallèlement, on peut construire les schémas Pk,Xk, Dk, ((Tσ)k)σ∈F
sur k associés à (F, fk) par la même recette. Ces schémas ne sont pas
nécessairement les changements de base des schémas correspondants
sur R précédemment construits. Mais pour les f satisfaisant ∆(fk) =
∆(f), ils le sont.
Supposons que f satisfait ∆(fk) = ∆(f). Prenons un éventail F non-
singulier et raffinant F(∆(f)). Comme F est complet, P est propre sur
R. Ainsi tous les X ∩ Tσ le sont aussi. Ils sont aussi plats sur R par
lemme 4.3.11.
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Grâce au lemme suivant, on a des équivalences :
fk est non-dégénéré
⇔fk est F− non-dégénéré
⇔Xk ∩ (Tσ)k est lisse sur k, pour tout σ ∈ F
⇔la fibre spéciale du morphisme X ∩ Tσ → SpecR est lisse pour tout σ ∈ F
⇔X ∩ Tσ → SpecR est lisse pour tout σ ∈ F.
⇔f est F− non-dégénéré
⇔f est non-dégénéré.

Lemme 4.3.18. Soit π : Y → Z un morphisme propre et plat entre
des schémas noethériens. Alors il est lisse si et seulement si toutes ses
fibres sur les points fermés de Z sont lisses.
Démonstration. Par [13, Corollaire 6.8.7], le sous-ensemble S de Y où
π n’est pas lisse est un fermé de Y. Comme π est propre, π(S) est un
fermé de Z, et donc, s’il est non-vide, contient un point fermé de Z, ce
qui est exclu par notre hypothèse. Ainsi π(S) est vide et π est partout
lisse.

Résumons :
Proposition 4.3.19. Soit X◦→֒T un diviseur non-dégénéré. Soient F
un éventail non-singulier raffinant F(X◦), et P la variété torique lisse
et propre sur R associée à F. Soit X l’adhérence schématique de X◦
dans P. Notons D := P− T. Alors,
— L’immersion fermée X→֒P est un diviseur lisse sur R, et D→֒P
et D ∩ X→֒X sont des diviseurs à croisements normaux stricts
relatif à R.
— Notons L := O(X) le fibré en droites sur P. Alors, pour tout n ≥
0, le faisceau L⊗n sur P est acyclique par rapport au foncteur
« section globale ». Le R-module f−nR[(n∆(f)∩Λ)] ne dépend
pas du choix de f ∈ R[Λ] définissant X◦. Il est canoniquement
isomorphe à
H0(P,L⊗n).
— Le groupe Aut(Λ)⋉ T(R) agit naturellement sur T. Soit G un
sous-groupe dont l’action sur Λ ⊗ R préserve F, alors G est
naturellement un sous-groupe de Aut(P,X, D). Supposons en
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plus que Λ ⊗ R est auto-dual en tant que R[G]-module. Alors
l’hypothèse 4.2.2 est vérifiée pour le quadruple (P,X, D,G).
Démonstration. Par le lemme 4.3.16, le diviseur X◦→֒T est F-non-
dégénéré, ce qui, par définition, montre la première assertation.
Soit f ∈ R[Λ] définissant X◦. Par le lemme 4.3.8, on a, pour tout
σ ∈ F et tout n ≥ 0,
H0(Uσ,L
⊗n) = (t−λf,σf)−nR[σ∨ ∩ Λ]
= f−nR[(σ∨ + nλf,σ) ∩ Λ].
On en déduit que
H0(P,L⊗n) = f−nR[
⋂
σ∈F
(σ∨ + nλf,σ) ∩ Λ].
Pour n = 0, ⋂
σ∈F
σ∨ = {0};
Pour n > 0, on a
σ∨ + nλf,σ = n · Bf,σ,⋂
σ∈F
Bf,σ = ∆(f).
Donc pour tout n ≥ 0,
H0(P,L⊗n) = f−nR[(n∆(f)) ∩ Λ].
Il s’ensuit en particulier que tous les (L⊗n)n≥0 sont engendrés par leurs
sections globales. Pour montrer l’annulation de toutes leurs cohomolo-
gies supérieures, on peut, grâce à changement de base propre, supposer
que R est un corps. Alors le « corollaire » dans [10, Section 5] permet
de conclure.
Enfin, on a l’isomorphisme canonique
OP ⊗ Λ
∼
−→Ω1P(logD)
qui envoie λ ∈ Λ sur t−λd(tλ). Donc
H0(P,Ω1P(logD)) = Λ⊗ R,
lequel est auto-dual en tant que R[G]-module par la condition imposée
sur G. 
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4.3.20. Caractéristique 0. Considérons le cas où R est un corps F al-
gébriquement clos de caractéristique 0.
Théorème 4.3.21. Soit X◦→֒T un diviseur non-dégénéré défini par
f ∈ F [T]. Soit G ⊂ Aut(Λ)⋉T(F ) un sous-groupe fini fixant f , tel que
ρ := Λ⊗F est auto-dual en tant que F [G]-module. Notons ∆ := ∆(f).
Alors il existe un (unique) polynôme
ϕ(s) ∈ K(F [G]−mod)[s],
tel que ∑
n≥0
F [Λ ∩ (n∆)]sn =
ϕ(s)
(1− s) det(1− sρ)
dans K(F [G] − mod)[[s]], et tel que la cohomologie de de Rham algé-
brique satisfait
H•dR(X
◦) = det(1− ρ)− (−1)dimT det(ρ)ϕ(1)
dans K(F [G]−mod).
Pour tout polytope ∆ ⊂ Λ ⊗ R, on appelle
∑
n≥0 F [Λ ∩ (n∆)]s
n la
série d’Ehrhart associée à ∆.
Démonstration. Comme G fixe f , son action sur Λ⊗R préserve F(X◦).
Prenons un éventail non-singulier F raffinant F(X◦). Comme G est fini,
on peut supposer en plus que F est préservé par G. Prenons P la variété
torique lisse et propre associée à F, notons X l’adhérence schématique
de X◦ dans P, et notons D := P − T. Par la proposition 4.3.19, on a,
pour tout n ≥ 0,
H•(P,L⊗n) = H0(P,L⊗n)
= f−nF [(n∆) ∩ Λ]
∼
−→F [(n∆) ∩ Λ]
dans K(F [G]−mod), où le dernier isomorphisme utilise le fait que G
fixe f . On en déduit que∑
n≥0
H•(P,L⊗n)sn =
∑
n≥0
F [(n∆) ∩ Λ]sn
dans K(F [G]−mod)[[s]].
Ensuite, comme l’hypothèse 4.2.2 est vérifiée, on peut appliquer la
proposition 4.2.3 pour trouver le polynôme ϕ(s) demandé.
L’assertion concernant la cohomologie de X◦ vient de la proposi-
tion 4.2.5. En fait, comme P−D = T,
H•dR(P−D) = H
•
dR(T) = det(1− ρ).

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4.3.22. Caractéristique p > 0. Supposons le corps de base k algébri-
quement clos de caractéristique p > 0. Soit T un tore sur k dont le
réseau des poids est Λ. On utilise la cohomologie étale ℓ-adique où ℓ
est un nombre premier inversible dans k. Désignons par C le corps des
nombres complexes, et par Q¯ son sous-corps des nombres algériques sur
Q.
Dans ce cas, le théorème 4.3.21 reste vrai presque verbatim. Mais il
y a quelques modifications à apporter, dûes au fait qu’on utilisera le
formalisme de cycles proches pour le démontrer.
Lemme 4.3.23. Soit G un groupe fini. Soit F1→֒F2 une extension de
corps. Supposons F1, F2 algébriquement clos de caractéristique 0. Alors
le morphisme naturel
K(F1[G]−mod)⊗F1 F2 → K(F2[G]−mod)
est un isomorphisme.
Lemme 4.3.24. Pour tout sous-groupe fini G ⊂ Aut(Λ) et tout corps
F algbébriquement clos de caractéristique 0, ρF := Λ⊗F est auto-dual
en tant que F [G]-module.
Démonstration. Le corps F contient une copie de Q¯, il suffit de démon-
trer le lemme en supposant F = Q¯. Ensuite, au vu du lemme 4.3.23,
on peut effectuer l’extension de scalaires Q¯→֒C et supposer F = C.
On sait qu’une représentation complexe d’un groupe fini G est auto-
duale si et seulement si son caractère prend valeurs dans le sous-corps R
des nombres réels. En particulier, toute complexification des représen-
tations réelles de G est auto-dual. C’est bien le cas dans notre situation,
notre représentation étant même définie sur Z. 
Théorème 4.3.25. Soit X◦ un diviseur non-dégénéré sur T, défini par
une fonction f sur T . Soit G ⊂ Aut(Λ) un sous-groupe fini fixant f .
Notons ρ := Λ⊗Qℓ, et ∆ := ∆(f). Alors il existe un (unique) polynôme
ϕ(s) ∈ K(Qℓ[G]−mod)[s],
tel que ∑
n≥0
Qℓ[(n∆) ∩ Λ]s
n =
ϕ(s)
(1− s) det(1− sρ)
dans K(Qℓ[G]−mod)[[s]]. De plus, on a, dans K(Qℓ[G]−mod),
H•c,ét(X
◦,Qℓ) = H
•
ét(X
◦,Qℓ) = det(1− ρ)− (−1)
dimT det(ρ)ϕ(1).
Démonstration. En se restreignant à la clôture algébrique du sous-corps
de k engendré par les coefficients de f , on peut supposer que k est
dénombrable.
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Ensuite, prenons un anneau local R, hensélien et de valuation dis-
crète, de corps résiduel k, et dont le corps de fractions est de carac-
téristique 0. On pourrait prendre par exemple R = W(k) l’anneau de
Witt associé à k. Soit F une clôture algébrique de son corps de frac-
tions. Alors card(F ) = card(R) ≤ card(C). Ainsi on peut prendre un
prolongement de corps ιF : F →֒C.
Prenons fR ∈ R[Λ] un relèvement G-invariant de f tel que
∆(fR) = ∆.
Soit X◦R →֒TR le diviseur associé, qui est non-dégénéré par la proposi-
tion 4.3.17. Par changement de base, on obtient un diviseur X◦C →֒TC,
aussi non-dégénéré, défini par fC := ιF (fR) ∈ C[Λ].
Par le lemme 4.3.24, ρC := Λ⊗C est auto-duale comme représenta-
tion de G. En appliquant le théorème 4.3.21 au triplet
(X◦C→֒TC, fC ∈ C[Λ],G ⊂ Aut(Λ)),
on trouve un polynôme
ϕ(s) ∈ K(C[G]−mod)[s]
tel que ∑
n≥0
C[Λ ∩ (n∆)]sn =
ϕ(s)
(1− s) det(1− sρC)
dans K(C[G]−mod)[[s]], et tel que
H•dR(X
◦
C) = det(1− ρC)− (−1)
dimT det(ρC)ϕ(1)
dans K(C[G]−mod).
Les représentations C[Λ ∩ (n∆)] et ρC de G étant naturellement dé-
finies sur Z, les coefficents de ϕ(s) sont donc « définis sur Q¯ », i.e.
appartiennent à K(Q¯[G]−mod).
Comme card(Qℓ) = card(Qℓ) = card(C), on peut choisir une exten-
sion de corps ιℓ : Qℓ →֒C. Alors l’inclusion Q¯→֒C se factorise canoni-
quement par un prolongement Q→֒Qℓ suivi de ιℓ.
Alors, le polynôme ϕ(s) satisfait
∑
n≥0
Qℓ[(n∆) ∩ Λ]s
n =
ϕ(s)
(1− s) det(1− sρ)
,
H•dR(X
◦
Qℓ
) = det(1− ρ)− (−1)dimT det(ρ)ϕ(1),
puisqu’il satisfait ces identités après extension de scalaires donnée par
ιℓ.
Montrons ensuite l’égalité
H•dR(X
◦
Qℓ
) = H•ét(X
◦,Qℓ)
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dans K(Qℓ[G] − mod). Il suffit de la montrer après l’extension de
scalaires ιℓ. On explicitera en fait un quasi-isomorphisme AutR(X◦R)-
équivariant :
H•dR(X
◦
C)
∼
−→H•ét(X
◦,Qℓ)⊗Qℓ,ιℓ C.
L’existence d’un tel morphisme équivariant vient de la proposition 4.3.26
suivante, car X◦R est lisse surR. Ce morphisme est un quasi-isomorphisme
par la même proposition, car on a une « bonne » compactification de
X◦R décrite dans le paragraphe suivant.
Prenons un éventail non-singulier F raffinant F(X◦), Comme G est
fini, on peut supposer en plus que F est préservé par G. Soit PR la
variété torique sur R associée à F. Prenons XR l’adhérence schématique
de X◦R dans P. Par la proposition 4.3.19, X
◦
R est propre et lisse sur R,
et le complément de l’ouvert X◦R dans XR est un diviseur à croisements
normaux stricts relatif à R.
Traitons finalement H•c,ét(X
◦,Qℓ). Les Qℓ[G]-modulesQℓ[(n∆(f))∩Λ]
et ρ étant définis sur Z, sont tous auto-duaux. Ainsi ϕ(1), et donc
H•ét(X
◦,Qℓ), sont aussi auto-duaux. Comme X◦ est lisse, H
•
c,ét(X
◦,Qℓ),
étant dual de H•ét(X
◦,Qℓ) (à décalage pair près) par la dualité de Ver-
dier, est égal à H•ét(X
◦,Qℓ) dans K(Qℓ[G]−mod). 
Proposition 4.3.26. Soient des anneaux R, k, F comme dans la preuve
du théorème 4.3.25. Soit X◦R un schéma lisse sur R. Alors pour tout
prolongement
ιF : F →֒C, ιℓ : Qℓ →֒C,
on a un morphisme canonique
H•dR(X
◦
F )⊗F,ιF C→ H
•
ét(X
◦
k,Qℓ)⊗Qℓ,ιℓ C
compatible à tout automorphisme du R-schéma X◦R.
De plus, si on dispose d’un schéma XR propre et lisse sur R, tel
que X◦R se prolonge comme un ouvert dans XR de manière à ce que le
complément soit un diviseur à croisements normaux stricts relatif à R,
alosr le morphisme ci-dessus est un quasi-isomorphisme.
Démonstration. Comme X◦R est lisse sur R, on a par [7, Exposé XIII,
Reformulation 2.1.5], que pour tout groupe abelien A qui est fini en
tant qu’ensemble et de torsion premier à p, le cycle proche Rψ(AX◦
F
) est
isomorphe à AX◦
k
. Le morphisme canonique (2.1.8.1) de loc.cit. devient
alors
(10) H•ét(X
◦
F , A)→ H
•
ét(X
◦
k, A).
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Par définition,
H•ét(X
◦
F ,Zℓ) := lim
n≥0
H•cl(X
◦
an,Z/ℓ
n),
H•ét(X
◦
F ,Qℓ) := H
•
ét(X
◦
F ,Zℓ)⊗Zℓ Qℓ.
Idem pour X◦k. Ainsi, on déduit de (10) un morphisme canonique
H•ét(X
◦
F ,Qℓ)→ H
•
ét(X
◦
k,Qℓ).
Ce sera un quasi-isomorphisme si X◦R ademet une compactification
comme décrite dans l’énoncé. En fait, par proposition 2.1.9 de loc.cit.,
l’existence d’une telle compactification implique que (10) est un quasi-
isomorphisme.
Pour conclure, il reste donc à trouver un isomorphisme canonique
(11) H•dR(X
◦
F )⊗F,ιF C
∼
−→H•ét(X
◦
F ,Qℓ)⊗Qℓ,ιℓ C.
Montrons-le.
Analysons le côté droite de (11). Notons X◦C le changement de base
de X◦F par rapport à ιF : F →֒C. Pour tout groupe abélien A comme
ci-dessus, l’extension ιF induit
H•ét(X
◦
F , A)
∼
−→H•ét(X
◦
C, A),
lequel, par [3, Exposé XI, Théorème 4.4] et en notant X◦an la variété
complexe analytique associée à X◦C, est isomorphe à H
•
cl(X
◦
an, A), où H
•
cl
désigne la cohomologie d’un faisceau par rapport à la topologie classique
d’un espace topologique. On en déduit
H•ét(X
◦
F ,Qℓ)
∼
−→H•cl(X
◦
an,Qℓ).
Le côté gauche de (11) est isomorphe à H•dR(X
◦
C), lequel admet un
morphisme naturel, montré quasi-isomorphe dans [12], vers l’hyperco-
homologie
H•(X◦an,Ω
•
an)
où Ω•an est le complexe des faisceaux des formes différentielles holo-
morphes. Cette hypercohomologie est quasi-isomorphe à H•cl(X
◦
an,C)
par le lemme de Poincaré, qui dit que le morphisme naturel
C
∼
−→Ω•an
est un quasi-isomorphisme pour la topologie classique. 
Remarque 4.3.27. D’après la preuve, G pourrait, plus généralement,
être un sous-groupe fini de Aut(Λ)⋉Λ⊗R× ayant les mêmes propriétés.
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4.3.28. Trace et volume. Comment calculer explicitement la trace d’un
γ ∈ G sur ϕ(1) ?
On a besoin de la notion de volume pour les polytopes pour répondre
à cette question.
Pour tout réseau Λ, Λ⊗R, considéré comme un groupe additif muni
de sa topologie usuelle, est muni d’une unique mesure de Haar telle
que la mesure induite sur (Λ ⊗ R)/Λ est de volume totale 1. Pour un
polytope ∆ ⊂ Λ⊗ R de dimension maximale, son volume sera mesuré
sous cette mesure.
Sinon, en le déplaçant par un élément de Λ, on peut supposer qu’il
contient 0. Alors, prenons H le plus petit sous-espace linéaire de Λ⊗R
contenant ∆. Alors H ∩ Λ est un réseau cocompact dans H , ce qui
induit une mesure canonique sur H comme ci-dessus. Le volume de
∆ ⊂ H sera alors mesuré sous cette mesure. En tous cas, nous allons
noter le volume de ∆ par Vol(∆).
Lemme 4.3.29. Pour tout polytope (convexe et rationel) ∆ ⊂ Λ⊗ R,
on a
card((n∆) ∩ Λ) = Vol(∆)ndim∆ +O(ndim(∆)−1)
lorsque n→ +∞. Ainsi,
∑
n≥0
card((n∆) ∩ Λ)sn ∼
dim(∆)!Vol(∆)
(1− s)dim(∆)+1
lorsque s→ 1−.
Proposition 4.3.30. Suivons les notations du théorème 4.3.21 (resp.
théorème 4.3.25), alors pour tout γ ∈ G, on a
Tr(γ;ϕ(1)) = det(1− γ; (∆γ −∆γ)⊥) dim(∆γ)!Vol(∆γ).
Démonstration. Traitons le cas du théorème 4.3.21. L’autre cas sera
similaire.
On utilise l’égalité
∑
n≥0
F [Λ ∩ (n∆)]sn =
ϕ(s)
(1− s) det(1− sρ)
dans K(F [G]−mod)[[s]].
Pour γ ∈ G, remarquons d’abord que
Tr(γ;F [Λ ∩ (n∆)]) = card(Λ ∩ (n∆)).
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Appliquant le lemme 4.3.29 au polytope ∆γ , i.e. au sous-polytope (ra-
tionel) des points fixes sous l’action de γ sur ∆, on obtient
Tr(γ;ϕ(1)) ∼Tr(γ;ϕ(s))
=(1− s) det(1− sγ; ρ)
∑
n≥0
card(Λ ∩ (n∆γ))sn
∼
det(1− sγ; ρ)
(1− s)dim(∆γ)
dim(∆γ)!Vol(∆γ)
∼ det(1− γ; (∆γ −∆γ)⊥) dim(∆γ)!Vol(∆γ)
lorsque s→ 1−. 
5. Sommes trigonométriques équivariantes
Suivons les notations du paragraphe 4. Soit k un corps algébrique-
ment clos de caractéristique p > 0, et T un tore (déployé) sur k, dont
le réseau des poids est Λ. Soit f ∈ k[Λ] une fonction sur T. Notons
∆∞(f) ⊂ Λ⊗R, appelé polytope de Newton à l’infini associé à f , l’en-
veloppe convexe de {0} ∪ ∆(f). On note A1 := Spec(k[c]) la droite
affine sur k.
Définition 5.0.1. Une fonction f ∈ k[T] est dite non-dégénérée à
l’infini si pour toute face Γ de ∆∞(f) ne contenant pas 0, les conditions
suivantes sont satisfaites :
— Le diviseur sur T défini par f |Γ est lisse.
— Il existe l ∈ Λ∨ telle que, considérée comme fonction sur Γ, elle
est constante de valeur (entière) non-divisible par p. 6
Théorème 5.0.2. Soit X◦ un diviseur sur T défini par f ∈ k[T] non-
dégénérée à l’infini. Soit G ⊂ Aut(Λ) un sous-groupe fini fixant f .
Notons ρ := Λ⊗Qℓ. Alors il existe un (unique) polynôme
ϕ(s) ∈ K(Qℓ[G]−mod)[s],
tel que ∑
n≥0
Qℓ[(n∆∞(f)) ∩ Λ]s
n =
ϕ(s)
(1− s) det(1− sρ)
dans K(Qℓ[G]−mod)[[s]]. De plus, considérant f comme un morphisme
T→ A1, on a, dans K(Qℓ[G]−mod),
H•c,ét(T, f
∗Lψ) = (−1)
dimT det(ρ)ϕ(1).
6. Cette deuxième condition n’était pas mentionnée dans [16]. Cette négligeance
a été rattrapée dans [9].
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Démonstration. Soit F un faisceau sur A1 modérément ramifié à l’in-
fini. Par la formule de Grothendieck-Ogg-Šafarevič telle que décrite
dans [15, Théorème (2.2.1.2)] et le fait
Swan∞Lψ = 1
comme décrit dans l’Exemple (2.1.2.8) de loc. cit., on a
H•c,ét(A
1,F ⊗ Lψ) = H
•
c,ét(A
1,F)− Fη¯
dans K(Qℓ −mod), où η¯ est un point géométrique localisé sur le point
générique de A1. Supposons qu’un groupe fini G agit sur F, alors l’éga-
lité ci-dessus est vraie même dans K(Qℓ[G] − mod). Pour le voir, on
peut appliquer l’égalité ci-dessus à chaque composante isotypique de
F, sachant que ces composantes seront aussi modérément ramifiées à
l’infini.
Par [16, Theorem 4.2], on sait que le complexe de faisceaux F :=
Rf!Qℓ est modérément ramifié à l’infini. Il est muni d’une action du
groupe G comme dans l’énoncé puisque f est G-invariante. Il s’ensuit
que
H•c,ét(T, f
∗Lψ) =H
•
c,ét(A
1, (Rf!Qℓ)⊗ Lψ)
=H•c,ét(A
1,Rf!Qℓ)− (Rf!Qℓ)η¯
=H•c,ét(T,Qℓ)− H
•
c,ét(f
−1(η¯),Qℓ)
= det(1− ρ)− H•c,ét(G
−1(0),Qℓ)
dans K(Qℓ[G]−mod), où on a noté par G la fonction f − c sur le tore
T ×k η¯. On a que G est invariante sous le groupe G, et que ∆(G) =
∆∞(f).
La preuve du thèorème 4.2 de loc. cit. montre aussi que G est non-
dégénérée, on peut donc appliquer le théorème 4.3.25 sur G. On obtient
ainsi le polynôme ϕ(s) ayant les deux propriétés décrites dans l’énoncé.

5.1. Applications. Nous étudions ici des sommes trigonométriques
sur des espaces vectoriels.
Soit U un espace vectoriel de dimension finie sur k. Soit B une k-
base de U . Elle induit une stratification de U par des tore GJm, où J
parcourt les sous-ensembles de B, via
GJm→֒U, (tj)j∈J 7→
∑
j
tj · j.
De plus, le réseau des poids et le réseau des copoids du tore GBm sont
tous les deux canoniquement isomorphes à ZB.
Le lemme suivant est clair.
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Lemme 5.1.1. Soit f une fonction sur U , alors les conditions sui-
vantes sont équivalentes :
— La restriction f |GBm est non-dégénérée à l’inifini.
— Pour tout J ⊆ B, f |GJm est non-dégénérée à l’inifini.
Pour un k-espace vectoriel V , notons
Sym(V ) := ⊕n≥0Sym
n(V ),
ST(V ) := ⊕n≥0ST
n(V ).
Alors ST(V ∨) est le dual de Sym(V ).
Soit I un ensemble fini. Soit γ ∈ SI . Notons par I/γ l’ensemble des
γ-orbites dans I. Pour une telle γ-orbite O, sa longeur sera notée |O|.
5.1.2. Des fonctions génératrices associées aux permutations. Dans l’an-
neau des séries formelles Z[[(tO)O∈I/γ]], définissons
Pγ((tO)O∈I/γ) := (1−
∑
J⊆I/γ,J 6=∅
(−1)|J |(
∑
O∈J
|O| − 1)
∏
O∈J
tO)
−1.
On la développe comme∑
mO≥0,∀O∈I/γ
Cγ((mO)O)
∏
O
tmOO ,
où les Cγ((mO)O) ∈ Z.
Lemme 5.1.3. On a
Cγ((mO)O) =
∑
0≤nO≤mO ,∀O∈I/γ
(
∑
O
nO)!
∏
O
(−|O|)nO
(
mO
nO
)
nO!
.
Démonstration. On a
Pγ((tO)O∈I/γ)
=
1
(1 +
∑
O
|O|tO
1−tO
)
×
1∏
O(1− tO)
=
∑
0≤nO≤mO ,∀O∈I/γ
(
∑
O nO)!∏
O nO!
(−|O|tO)
nO
(1− tO)nO+1
.
On conclut par l’égalité
tnOO
(1− tO)nO+1
=
∑
mO
(
mO
nO
)
tmOO .

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Remarque 5.1.4. Pour certains γ, ces coefficients se calculent de fa-
çons plus simples. Voici les cas intervenant dans la proposition 2.0.4.
a). Pour γ transitif,
Pγ(tI) = (1 + (|I| − 1)tI)
−1,
donc pour tout m ≥ 0,
Cγ(m) = (1− |I|)
m.
b). Pour γ induisant deux orbites {i}, I −{i} où i est un élément de
I, notons t{i} par ti, on a
Pγ(ti, tI−{i}) = (1 + (|I| − 2)tI−{i} − ([I| − 1)titI−{i})
−1,
donc pour tout m ≥ 0,
Cγ(m,m) = (|I| − 1)
m.
c). Pour γ = id, on a
Pγ((ti)i∈I) = (1−
∑
J⊆I,|J |≥2
(−1)|J |(|J | − 1)
∏
i∈J
ti)
−1.
Lorsque |I|=3, on a, d’après le commentaire de Gheorghe Coserea dans [18],
que
Cid(m,m,m) = (−1)
mFm,
où Fm :=
∑m
i=0
(
m
i
)3
sont les nombres de Franel.
5.1.5. Cas I. Soient (Vi)i∈I des sous-espaces vectoriels de dimensions
finies de V tels que Vi = Vγ(i) pour tout i. Ainsi pour toute γ-orbite
O ⊂ I, on peut définir VO ⊂ V comme Vi pour un quelconque i ∈ O.
Notre γ agit sur
∏
i∈I Vi via (vi) 7→ (vγ−1(i)). Notons par ϕ le morphisme∏
i
Vi → Sym(V ), (vi) 7→
∏
(1 + vi).
Il est invariant sous γ.
Suivant ces notations, on a :
Proposition 5.1.6. Pour tout l ∈ ST(V ∨) générique,
Tr(γ; H•c,ét(
∏
i
Vi, (l ◦ ϕ)
∗Lψ)) = Cγ((dim VO)O).
Démonstration. Il s’agit d’une somme trigonométrique sur
∏
i Vi, c’est
à dire sur un espace vectoriel. On aimerait la calculer en s’appuyant
sur le théorème 5.0.2. Ce théorème étant sur les tores, on doit d’abord
stratifier
∏
i Vi par des tores.
Pour tout i, prenons une k-base Bi de Vi, de sorte que Bi = Bγ(i)
sous l’identification Vi = Vγ(i). Ceci donne une k-base BO de VO pour
toute γ-orbite O ⊂ I. Ainsi pour tout i ∈ I, Vi est stratifié par les tores
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TJi := G
Ji
m où Ji parcourt les sous-ensembles de Bi. Le produit
∏
i Vi
est stratifié par les
∏
i TJi. D’ailleurs, le réseau des poids et le réseau
des copoids de
∏
i TBi sont tous les deux canoniquement isomorphes à∏
i Z
Bi .
Pour l ∈ ST(V ∨) générique, considérons la fonction l ◦ ϕ restreinte
au tore
∏
i TBi ⊂
∏
i Vi. Le polytope de Newton de cette restriction est∏
i∆({0}∪Bi) où ∆({0}∪Bi) désigne l’enveloppe convexe de {0}∪Bi
dans RBi =
∑
b∈Bi Rb. Ce polytope contient 0, donc coincïde avec le po-
lytope de Newton à l’infini de cette restriction. Remarquons en passant
que pour ce genre de polytope, la preuve de [16, Theorem 4.2] montre
que la première des deux conditions suivantes implique la deuxième :
— Pour tout l ∈ ST(V ∨) générique, la fonction (l ◦ ϕ)|∏
i
TBi
est
non-dégénérée à l’infini.
— Pour tout l ∈ ST(V ∨) générique, la fonction (l ◦ ϕ)|∏
i
TBi
est
non-dégénérée.
Ce polytope est un produit de simplexes. Ainsi ses faces sont produits
de sous-simplexes, i.e. sont de la forme∏
i∈I1
∆({0} ∪ Ji)×
∏
i∈I2
∆(Ji)
où α : I = I1 ⊔ I2 est une partition et les Ji ⊆ Bi pour tout i ∈ I.
Montrons que (l◦ϕ)|∏
i
TBi
est non-dégénérée pour l générique. Concrè-
tement, d’après la description des faces ci-dessus, il faut, la deuxième
condition de la définition 5.0.1 étant évidemment vérifiée, montrer que
pour toute partition α : I = I1⊔ I2 et pour tout l ∈ ST(V ∨) générique,
tous les morphismes
ϕα :
∏
i∈I
TJi → Sym(V ), (ti) 7→
∏
i∈I1
(1 + ti)×
∏
i∈I2
ti
sont tels que : l ◦ ϕα définit un diviseur lisse sur
∏
i∈I TJi.
On peut compléter les morphismes ci-dessus en des diagrammes com-
mutatifs ∏
i∈I TJi
ϕα→ Sym(V )− {0}
πα ↓ ↓∏
i∈I1 P(k ⊕ VJi)×
∏
i∈I2 P(VJi)
m
→ P(Sym(V )),
où πα désigne le produit des morphismes lisses
TJi → P(k ⊕ VJi), t 7→ k · (1 + t), pour tout i ∈ I1;
TJi → P(VJi), t 7→ k · t, pour tout i ∈ I2,
et m est donné simplement par la multiplication.
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On sait quem satisfait (4) par proposition 3.2.4. Ainsi, le lemme 3.1.2
montre la non-dégénérescence à l’infini souhaitée.
Notre γ induit une permutation des tores T =
∏
i TJi. Le polytope de
Newton, ainsi que celui à l’infini, de (l ◦ϕ)|T sont tous les deux donnés
par
∆ =
∏
i∈I
∆({0} ∪ Ji) ⊂ ΛT ⊗R.
Un tore T comme ci-dessus est préservé par γ si et seulement s’il
existe des JO ⊆ BO pour tout O ∈ I/γ tels que Ji = JO pour tout i
dans l’orbite O.
Pour un tel T γ-stable, on a
dim T =
∑
i∈I
|Ji| =
∑
O∈I/γ
|O| · |JO|,
det(γ,ΛT ) = (−1)
∑
O
|JO|(|O|−1).
Le sous-polytope ∆γ des points fixes par γ est l’image de l’application
« diagonale » ∏
O
∆({0} ∪ JO)→֒
∏
i∈I
∆({0} ∪ Ji).
On a donc
dim(∆γ) =
∑
O
|JO|,
Vol(∆γ) =
∏
O
Vol(∆({0} ∪ JO)) =
∏
O
1
|JO|!
,
det(1− γ; (∆γ −∆γ)⊥) =
∏
O
|O||JO|,
où
(∆γ −∆γ)⊥ := {u ∈ (ΛT )
∨ ⊗R|u est constante sur ∆γ}.
La trace
Tr(γ; H•c,ét(
∏
i
Vi, (l ◦ ϕ)
∗Lψ))
est la somme des
Tr(γ; H•c,ét(T, (l ◦ ϕ)
∗Lψ))
où T parcourt les strates γ-stables comme ci-dessus de
∏
i Vi. Si l ∈
ST(V ∨) est générique, comme on a déjà montré que (l ◦ ϕ)|T est non-
dégénérée à l’infini, le théorème 5.0.2 et la proposition 4.3.30 impliquent
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que
Tr(γ; H•c,ét(T, (l ◦ ϕ)
∗Lψ))
=(−1)dimT det(γ; ΛT ) det(1− γ; (∆
γ −∆γ)⊥) dim(∆γ)!Vol(∆γ)
=(
∑
O
|JO|)!
∏
O
(−|O|)|JO|
|JO|!
.
En somme,
Tr(γ; H•c,ét(
∏
i
Vi, (l ◦ ϕ)
∗Lψ))
=
∑
JO⊆BO,∀O∈I/γ
(
∑
O
|JO|)!
∏
O
(−|O|)|JO|
|JO|!
=
∑
0≤nO≤dim(VO),∀O∈I/γ
(
∑
O
nO)!
∏
O
(−|O|)nO
(
dimVO
nO
)
nO!
=Cγ((dimVO)O).

5.1.7. Cas II. SoitX une courbe projective lisse irréductible sur k. Soit
L un fibré en droites sur X. Soient (Li)i∈I des sous-faisceaux de L de
sorte que Li = Lγ(i) pour tout i ∈ I. Pour toute γ-orbite O ⊆ I, notons
LO ⊆ L comme Li pour un quelconque i ∈ O. Prenons le morphisme
ϕ :
∏
i
H0(X,Li)→ ⊕n≥0H
0(X,L⊗n), (si) 7→
∏
(1 + si).
Proposition 5.1.8. Pour tout l ∈ ⊕n≥0H
1(X,L⊗(−n) ⊗Ω) générique,
Tr(γ; H•c,ét(
∏
i
H0(X,Li), (l ◦ ϕ)
∗Lψ) = Cγ((dimH
0(X,LO))O).
Démonstration. On peut supposer que tous les Li sont non-nuls. Ils
sont alors aussi des fibrés en droites sur X.
Le morphisme ϕ se factorise comme∏
i
H0(X,Li)→ Sym(H
0(X,L)), (vi) 7→
∏
(1 + vi),
suivi de
Sym(H0(X,L))→ ⊕n≥0H
0(X,L⊗n)
lequel est le produit des morphismes
Symn(H0(X,L))→ H0(X,L⊗n), pour tout n ≥ 0.
Ainsi notre énoncé est du même type que celui de la proposition 5.1.6,
sauf que notre fonctionnelle linéaire l est plus spécifique.
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Pour adapter la preuve de 5.1.6, il faut, pour tout i ∈ I, bien choisir
une base de H0(X,Li). Pour tout i, prenons un ensemble fini Bi des
points deux-à-deux disctincts de X tels que,
dimH0(X,Li) = |Bi|,
H0(X,Li(−
∑
b∈Bi
b)) = 0.
De plus, on peut bien sûr supposer Bi = Bγ(i) pour tout i.
Pour tout i et tout Ji ⊆ Bi, on note Li,Ji := Li(−
∑
b∈Bi−Ji b) le fi-
bré en droites sur X muni de l’injection faisceautique Li,Ji →֒Li. Alors,
pour tout b ∈ Bi, H
0(X,Li,{b}) est de dimension 1. On choisit un élé-
ment non-nul eb là-dedans. Alors, pour tout Ji ⊆ Bi, H
0(X,Li,Ji) est
le sous-espace vectoriel de H0(X,Li) librement engendré par (eb)b∈Ji.
En particulier, (eb)b∈Bi forment une base de H
0(X,Li). Il s’ensuit une
stratification de H0(X,Li) par les tores TJi := G
Ji
m où Ji parcourt les
sous-ensembles de Bi. Le produit
∏
iH
0(X,Li) est alors stratifé par les
tores
∏
i TJi.
Comme dans la preuve de la proposition 5.1.6, on est réduit à regar-
der, pour toute partition α : I = I1 ⊔ I2, des diagrammes commutatifs∏
i∈I
TJi
ϕα→ ⊕
n≥0
H0(X,L⊗n)− {0}
πα ↓ ↓∏
i∈I1
P(k ⊕ H0(X,Li,Ji))×
∏
i∈I2
P(H0(X,Li,Ji))
m
→ P( ⊕
n≥0
H0(X,L⊗n)),
où ϕα envoie (ti) sur
∏
i∈I1(1 + ti)×
∏
i∈I2 ti, πα désigne le produit des
morphismes lisses
TJi → P(k ⊕ H
0(X,Li,Ji)), t 7→ k · (1 + t), pour tout i ∈ I1,
TJi → P(H
0(X,Li,Ji)), t 7→ k · t, pour tout i ∈ I2,
et m est donné simplement par la multiplication.
On sait que m satisfait (4), cette fois par théorème 3.2.8. Ainsi, le
lemme 3.1.2 montre que pour tout l ∈ ⊕n≥0H
1(X,L⊗(−n) ⊗ Ω) géné-
rique, l ◦ ϕα définit un diviseur lisse sur
∏
i∈I TJi , ce qui nous permet
de conclure comme dans la preuve de 5.1.6. 
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