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1. INTRODUCTION: Looking for ecology in ecosystem data: fishing in the 
North Sea historical catch and oceanography data using high performance 
implementation of clique analytical methods 
 Fisheries management has steadily down-shifted gears over the last 100 
years from revolutionary dialectical industrialization of fisheries (Baranov, 1917; 
Beverton and Holt, 1957), through various forms of scientific realpolitik (e.g., 
Hutchings et al., 1997), to genuinely heart-felt green utopianism, often inspired 
by SoCal syncretism (e.g.World Wildlife Fund, 2002); all leading to what often 
appears from the outside to be paralysis by analysis. Much of this policy 
doctoring has gone on at the professorial level of mathematical modeling in 
fisheries management. Fashionable modeling stances come and go without much 
change at the basic data level that is dominated almost exclusively by various 
catch estimates (biomass measures) and the various analogues of age frequencies 
that are recalculated to provide mortality estimates, etc. The fisheries themselves 
have also not taken much notice of the changes in modeling stance. Mostly, they 
have simply continued to decline. In the case of the North Sea fisheries of interest 
to us, the landings of commercially valuable species have declined, but the 
overall fish biomass appears to have increased; as has the biomass of sea birds, a 
likely indicator species for fish biomass. 
 Meanwhile, down on the fish sorting deck of the good ship Ernst Mayr, 
fisheries scientists continue to plug away collecting and reporting not only the 
biomass and age data, but also storing way a vast amount of personal knowledge 
about the natural history of the fish and related species that pass through their 
hands, only a small amount of which is published, usually as lists of by-catch 
species. Thus, the history of fish observation and reporting results in two main 
forms of data. The first form of data is the formal, institutional general fish catch 
and effort data, plus the oceanographic productivity data and the seabird data. 
The second form of data is the informal personal knowledge stores of how all of 
these variables that are collected by different fisheries scientists for different 
purposes may, in fact, interact at certain times and places. The first form of data 
is stored in large (and growing) data silos in every fisheries management and 
marine conservation jurisdiction. The second form of data is stored in the 
personal knowledge base of the hundreds, if not thousands, of scientists and 
technicians who spend their working lives observing fish and fisheries as well as 
the ocean, its invertebrates, birds and marine mammals that make up the 
biological environment of fish. 
 Fisheries science provides a useful microcosm of the problems that need 
to be overcome in every attempt at data analysis of the large (sometimes 
extremely large) data sets collected by nearly all large organisations (private and 
public) in the developed world.  Most of these organisations are government 
funded because the data that they collect are needed for some specific purpose 
mandated by government legislation. The problems inherent in the datasets that 
are created by government policies that result in mandated data collections can 
be boiled down to the factors shown in the diagram in Figure 1: Data Modulation 
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by Policy Implication. The diagram is easy to follow and its context is familiar to 
most readers. The end effect is that we often have at least two (usually more then 
two) differing sets of data that are actually based on the same raw data source. 
The formal institute databases  (Figure 1) are the most common sources of data 
for analyses. The informal data in the personal database stores are much less 
likely to be available. The advantage of the personal data is that it is often partly 
orthogonal to the institute data that are usually mono-specific and time-
directional. The personal data sets are also often time-horizontal, linking together 
the time-directional siloed data sets through the uncollected intermediate 
interactions that biologists are aware of, but are rarely able to digitize. The 
personal data has the elements of the natural history of the fish, of which 
biomass variables (usually landed catch) and estimated age variables are often 
the only available data for analysis, being in the form of siloed, digitized 
variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 This paper deals with the first form of stored data. This is the formal, 
Figure 1: Data Modulation by Policy Implication. 
Raw data flow through the personal sorter (red) into the personal database (dark green). The same raw data flow 
through the institutional sorter (dark blue) into the institute database (light green). The institute sorting process is 
modulated through a policy filter that is itself modulated by feedback from all of the intervening steps up to and 
including the public reactions (shown as light blue two-way arrows) to the legislated functions that the institute 
database serves. 
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siloed, mostly digital, fish catch and effort data, ocean productivity data, as well 
as the bird and marine-mammal abundance data. We hope that one of the 
outcomes of our fishing expedition in the first data store will result in enough 
understanding of the internal structure of the formal data to allow us to begin to 
incorporate into that structure what we find the second store of personal 
knowledge about fish, birds, invertebrates and marine mammals that that forms 
the personal knowledge base of fisheries scientists. In this way, we may be able 
to one day clothe the mathematical bones of the internal structure of the fish-
related institutional data with a passable sense of biological reality. 
2. DATA: The sources of the quantitative North Sea data for fish catch and 
effort, oceanographic measures, seabirds and plankton abundance 
 The sources of the North Sea data used in this study are listed in ICES 
(2005, 2006 a, b). The data were provided by the Regional Ecosystem Study 
group for the North Sea (REGNS). REGNS is part of the response of the 
International Council for the Exploration of the Sea (ICES) to the Ministerial 
Declaration from the Fifth International Conference on the Protection of the 
North Sea. The data comprise 76 variables over time from 1974 to 2004 that are 
summarized by one-degree squares on a monthly basis. The REGNS data and the 
various analytical approaches taken to the data by the REGNS group are 
described in ICES (2005, 2006 a, b). This paper should not be regarded as being in 
any way a REGNS-supported effort, except that REGNS and ICES have been 
kind enough to allow us access to the data to analyse as we see fit. It is not only 
adhering to the scientific principles of open debate that are so often honoured 
only in the breach, but also creating an inexpensive way of maximizing the value 
of a very expensive data set. The full data set made available to us to use is 
available for others to use and can be downloaded from 
www.stichnz.com/data/REGNS/. In this study 85 variables from the REGNS 
data were used in the clique analysis, 
 The REGNS data that were used in the clique analyses can be 
conveniently divided into four groups to facilitate a visual examination of the 
general “shape” of the data. These four groups are: Catch per unit effort for 
commercial fish species (CPUE) measured as kgs/hour-tow; Basic ocean 
chemistry in ppm for the REGNS study area; Sea-bird density as sightings per 
hour for the REGNS area; Plankton density per litre by species for the REGNS 
area. In addition, we have added a list of REGNS commercial fish landings over 
the same period. The fish landings data were not included in the clique analyses 
but are added here for the light they shed on the other data sets 
2.1: Fish landings data 
 Fish landings for seven commercial species in the REGNS area are shown 
as kilograms per year from 1973 to 2004 in Figure 2: Fish landings in kilograms per 
year in the REGNS study area. The data show a decline in landings across all 
species from 1973 to 1984 that is summarised in the lowess smoothing curve in 
Figure 2. The landings of Clupea harengus (herring) and Scomber scombrus (blue 
mackerel) appear to contradict this trend in the years post-2000. But the landings 
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of C. harengus and S. scombrus are highly variable, making it difficult to assess the 
significance of the upward post-2000 trend. Furthermore, the landings of C.  
harengus and S. scombrus show periods when landings are in phase and other 
periods when they are out of phase. Overall, the fish landings data showed a 
decline in commercial 
fish species form 1974 to 
2004. The overall lowess 
curve shows a general 
increase in landings from 
1974 to about 1988, 
followed by a general 
decrease to 2004. This is 
not the behaviour one 
would expect form a 
regime shift that implies 
a change form one stable 
equilibrium to another. 
2.2: Catch Per Unit 
Effort (CPUE) 
 The CPUE data 
for the REGNS study 
area is in units of 
kilogram/hour-tow.  
CPUE should track 
biomass, with CPUE 
increasing with 
increasing biomass and 
vice-versa. The data in 
Figure 3 are difficult to 
compare among species 
because of the 
differences in absolute 
value of the CPUE. The 
log10 transform of the 
CPUE data is shown in 
Figure 3:Log10 transform of 
the CPUE in 
kilograms/hour-tow by year 
in the REGNS study area. 
Overall there was 
increase in CPUE over 
the period 1982 to 2004 
as shown by the lowess curve in Figure 3. The log10 transform rescales the data to 
make it easier to visually assess the comparative variability of the data by 
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species.  The rescaled data confirms the noisy, but overall increasing, trend in the 
CPUE data. 
 Fish 
landings reflect 
market value 
more than 
biomass. Fish 
value and 
CPUE are 
linked making 
CPUE a biased 
estimator of 
biomass. 
Nonetheless, 
over the period 
1983 to 2004 it 
is evident that 
CPUE 
increased, 
implying an 
overall increase 
in biomass in 
the REGNS 
study area for 
that period. The 
steady increase 
in CPUE may 
also reflect a 
change in 
target species. 
Nonetheless, 
the CPUE 
graph shows no 
indications of a 
regime shift 
form one stable 
equilibrium to 
another. 
2.3: Birds. 
 Bird 
density is 
measured in 
sightings/hour. 
Thus, the Bird 
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Figu re  3:  Lo g10 t rans fo rm o f  t he  REGNS CPUE data (ki lo grams/hour -tow ) f rom 
1983  to  2004.  Spec i e s  are  id ent i f i ed  by  t he  box-co lo u r o f  t he  sp ec ie s  co de on  t he  
ri ght  hand  s i de .  The lowess  smoo th o f  t he  ov eral l  data  is  s hown as a  con t inuous  
black l i ne .  
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Pollachius virens 
Scomber scombrus 
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Trisoptersu esmarkii 
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data are similar to a CPUE measure. As the biomass of birds increases so do 
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Figure 4: Log10 transform of Birds sightings/hour for the REGNS study area from 1981 to 2004. Species are identified by 
the box-colour of the species code on the right hand side. Common names rather than Latin names have been used because 
some of the data are reported as type of bird rather than by species. The lowess smooth of the overall data is shown as a 
continuous black line. 
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sightings/hour. The Birds data are highly skewed in terms of absolute values. 
The log10 transform of the Birds data is shown in Figure 4:The log10 transform of the 
Birds sightings/hour data for the REGNS study area from 1973 to 2004. The Birds data 
imply an increasing biomass of bird in the REGNS study area from 1973 to 2004. 
The seabirds and CPUE data are not correlated, but they both show a trend of a 
varying increase over time. The implication of the similarity in the seabirds and 
CPUE data is that productivity in the North Sea increased by a factor of about 0.5 
on the log scale in both fish and seabird density over time. This is equivalent to 
about a three times increase in productivity of seabirds and fish. 
2.4: North Sea Chemistry 
 The North Sea chemistry data are also skewed in terms of absolute values. 
The log10 transforms of the raw data are shown in Figures 5A, B and C: Log10 
transform of the North Sea chemistry data (ppm) for the REGNS study area from 1973 to 
2004.  
 The log10 transforms of the surface chemistry data are shown in Figure 5A. 
The variables Surface Chlorophyll, Nitrate, Ammonia and Dissolved O2 all track each 
other, the Dissolved O2 being negatively correlated with the other three variables. 
The trends for these four surface chemistry variables is a shift way from their 
initial overall mean values (either positive or negative) in the central part of the 
time series, then drifting back to the mean value at the end of the time series. The 
remaining surface chemistry variables Nitrite, Phosphate, Salinity, NAO and 
Surface Temperature show little change over time in their log10-transformed state. 
NAO shows the most variability but it also difficult to measure and the values 
are near the limits of resolution. 
 The log10 transforms of the Bottom Chemistry data shown in Figure 5B 
reveal less structure than the log10 transformed Surface Chemistry data. Hydrogen 
Sulphide is the most variable bottom chemistry measurement and is the only 
bottom chemistry measurement that shows a trend, more-or-less decreasing, 
over the study period. 
 The raw data for the variables Surface Temperature, Bottom Temperature, 
Surface Chlorophyll and Bottom Chlorophyll are shown in Figure 5C. Bottom 
Temperature tracks Surface Temperature reasonably well, r2 = 78%. But Bottom 
Chlorophyll does not track Surface Chlorophyll with the same fidelity, r2 = 52%. 
2.5: Plankton 
 Plankton are the great food base that we assume to be the ultimate driver 
of the overall behaviour of the REGNS fishery. The densities of thirty-one species 
of plankton ranging from diatoms to copepods were recorded over 1973 to 2004 
in the REGNS study area. The interactions among species of plankton are 
complex, with a high degree of in-phase and out-of-phase behaviour over time. It 
will be evident from the plankton graphs that the natural history of plankton 
presents by far the most complicated analytical problem in the REGNS data. 
For the purpose of illustration of the general behaviour of plankton over the 
1973-2004 study period, we have arbitrarily divided the data into four groups as 
shown in Figure 6: Changes in the density of plankton species over the period 1973 to  
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Figure 5: Log10 transform of the North Sea chemistry data (ppm) for the REGNS study area from 1973 to 2004. Chemical 
species are identified by the box-colour of the chemical species code on the right hand side. A. Surface chemistry variables. B. Bottom 
chemistry variables. C. Raw data for surface and bottom chemistry, and surface and bottom chlorophyll. 
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2004 in the REGNS study area. Later in the text we will discuss the choice of 
analytical techniques for assessing structure in the data. Our choice of clique 
analyses over principal components analysis or multivariate analysis is based on 
the kinds of variation in the data, and the kind and extent of correlations 
(positive and negative) that exist in the data. The plankton data in Figure 6 reveal 
some disruptive behaviour from an analytical point of view. The most significant 
of these behaviours is the tendency for any two variables (or any two groups of 
variables) to shift in phase  
related behaviour. Over a certain period certain plankton species will show 
tightly phase-locked behaviour, but at other periods the same plankton species 
will be behave independently of each other. This kind of behaviour requires an 
analytical procedure that can isolate the periods of phase-locked and out-of-
phase behaviour. Otherwise the their biological significance cannot be evaluated. 
The complexity of the plankton interactions does, however, make the North Sea 
plankton data an ideal target for further clique analysis. 
3. OBJECTIVES: What kinds of relationships should we seek among the 
REGNS data? The case for clique analysis. 
 The kinds of underlying relationships that are implied in conventional 
fisheries management models are usually fairly simple and readily reduce to 
some variant of the calculus mean value theorem. The resulting equations have 
real positive solutions. This is an important consideration in the light of the 
highly variable, and varying, data that we have shown in Figures 2-6. There is no 
apparent tendency in the REGNS data over the period 1973 to 2004 to behave as 
if there is an attractor inherent in the data that might lead to a simple polynomial 
with real and positive roots. 
 The underlying mathematical behavior among fisheries variables is also 
assumed to be regressive. This means that it is assumed (often by default by the 
choice of the data fitting procedure) that there is an innate tendency (i.e. an 
inherent biological property) of the data to tend towards a central value as the 
sample size increases. The original meaning of “regression “ intended by Galton 
came from his observations that in a randomly mating population the heights of 
parents and offspring tended to "regress" (Galton’s term) to a central value if the 
heights of offspring were plotted against heights of parents. Thus, regression 
refers to a specific model of the innate properties though to be driving the 
relationship between the two variables. A regressive relationship among the data 
also means that the variability in the data is not noise, but is a reflection of a 
fundamental mathematical property of the population under study, i.e. central 
limiting behaviour. There are a lot of strong consequences to this assumption. 
For example, central limiting behaviour implies that the distribution of 
variability is determined by µ the mean value and σ2 the variance of the mean.  
Such data will go on forever oscillating around the mean value µ in accordance 
the value of σ2. Any change from this behaviour will require a saltation to a 
different value of µ and σ2.  This is conventionally taken to mean that the 
saltation leads to a new data set with a statistically significantly different µ and  
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σ2 from the old data set. This means that the new data set has, by implication, a 
new and different set of biological properties form the old data set. The idea of 
such a saltation is often what is meant by a “regime shift”. The assumption of 
regression requires, therefore, that the system must make fundamental changes 
in its biological properties if its behaviour leads to a change in its mean value. 
Thus, if a regime shift is anticipated then a minimum of two different regressions 
will be needed to describe the data. The problem that arises with fitting two or 
more regressions is that there are an extremely large number of different 
regressions that can be fitted to subsets of the data depending entirely on how 
the subsets are chosen. The advantage of a single regression forced on to any 
data set is that it is, in the sense of minimizing the variance of the slope of the 
regression, a unique solution. In the absence of a likely polynomial fit to any of 
the REGNS data, and doubts about the appropriateness of regression analysis, 
we will need to use some analytical techniques that are more statistical than 
functional (in the mathematical sense of the word). 
 If we now look at the sufficiency of the North Sea data from our expected 
ecosystem perspective, it is immediately evident that the data was collected as 
single variables. Ecological information (for want of a better word) is rarely in 
the form of a single variable when it is in its ecosystem context. Nonetheless, 
historically, fisheries management data collection has been driven by the market 
value that depends on the changes in abundance of a single species of fish. Thus, 
fisheries management data are usually in the form of isolated silos of data, each 
of which refer to a single species, or factor, as if it were a single isolated variable. 
But now, thirty years after the inception of data collections, we want to take the 
85 silos of data that were collected without measures of their ecosystem context 
and try to reconstruct the properties of the ecosystem from which they were 
drawn. Furthermore, we appear to have no idea of what the mathematical shape 
of the model that describes the ecosystem relationship, even though this is the 
model we need to place the silos of variables back into ecosystem context.  
 If it is going to be difficult to fit the data to an ecosystem model, then the 
next best alternative is to find some structure in the data that leads to real-value 
variables (units of mass, time, distance and temperature) that we can use in 
experiments to test the validity of the mathematical structure of the analysis 
outputs. How can we analyze the data in a way that will give results in some 
form that we can use as predictions in an experimental test? This is the prime 
consideration for future use of the available North Sea data. We need to find 
some structure among the formal siloed data that will link species (the ecological 
variables) with environmental variables.  Having such a structure, we could then 
sit down with the biologists who specialize in the various species involved and 
ask them what other data we should consider that was not collected, but exists in 
their personal, informal stores of knowledge. Common sense suggests that we 
will need this potentially integrative data to reverse-engineer the dynamics of the 
original ecosystem. We could then try to recast their best guess into quantitative 
terms on how the not-collected data can be used to assess the likely effect that the 
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not-collected data has on the data that was collected. Thus, we are anticipating 
two kinds of data. There are both ecological and environmental variables in the 
existing siloed data, and there is another, second set, of informal data about the 
interactions of the first two variables that are known only to the specialist 
biologists.  
 The methods most frequently used for analysis of siloed data are multiple 
regression and principal components analysis. We do not believe that these 
techniques can be used with the REGNS data for the following arguments. 
 
Argument #1: In multiple regression analysis of ecosystem data there are usually 
two implied sets of data, ecological and environmental. There is an assumption 
that the set of environmental variables p drives the set of ecological variables q. 
The multiple regression models separates the p set of environmental variables 
into separate variables that are each tested for multiple regressions against all of 
the q variables. The advantage of this method is that it can assess the relationship 
between any pi and any qi with the effects of all the other qn-1 variables removed. 
This is also a disadvantage when the reaction of any qi to any pj is conditional on 
the interaction of qi with all, or some, of the other qn-1 ecological variables that 
also make up the “environment” in the ecosystem sense. In addition, there is an 
assumption central to multiple regression analysis that the correlation matrix is 
an identity matrix. This assumption is a necessary requirement if the matrix is to 
be used to solve problems in statistical frequencies. The identity matrix 
assumption may be true over long periods of averaging out when the ecosystem 
is oscillating around some central value, but if there is a possibility of a change of 
state in the system from one stable space to another then the identity matrix 
assumption is unlikely, and multiple regression will not be the tool of choice. 
 
Argument#2: Principal components analysis (PCA) involves projecting the 
sample data sets on to a subspace that is specified solely on the basis of a desired 
mathematical outcome; usually maximizing the correlation coefficient. In some 
cases the mathematical subspace may have some direct biological meaning, but 
most often the properties of the analytical outcomes in the specified subspace are 
used to assign ranks to different data sets, i.e. that one set of data is similar or 
different to another data set by a certain degree. This essentially mathematical 
nature of PCA outcomes brings with it (as one might expect) stringent 
requirements in order for the data to be statistically sufficient for PCA analyses. 
These requirements are explained in more detail in most texts dealing with PCA. 
The requirement that apply to PCA analyses of the North Sea data are as follows: 
 1. Sample size must be greater than 50, preferably ≥ 100. 
 2. The ratio of cases (e.g. for our data, cases are yearly samples) to 
 variables (CPUE, Birds, North Sea Chemistry and Plankton data) must be 
 5:1 or greater. This means that for each of the 85 variables of the North sea 
 data set, at least 425 cases, are needed, preferably 850; far more than that 
 available for the REGNS data set. 
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 3. The correlation matrix for the variables must contain two or more 
 correlations of 0.3 or more. 
 4. Variables with Kaiser-Meyer-Olkin measures of sampling adequacy of 
 less then 0.5 must be removed. 
 5. Bartlett’s test of sphericity (whether the subgroups variances are 
 homogeneous) should be statistically significant. 
 One can readily understand the issues here. The PCA outcomes are in 
reference to an entirely imaginary mathematical subspace that has stringent 
mathematical properties. If the results of analyses of different data sets in that 
subspace are to be comparable, then the data must have the mathematical 
properties that are sufficient for that subspace. The North Sea data does not meet 
these PCA requirements. In addition, what use is it to our desired purpose of 
developing an ecosystem, real-world structure from the North Sea data to have 
results that are comparable only in an entirely imaginary mathematical space? 
 If we cannot readily use the multiple regression and PCA tools, then we 
must look elsewhere. In this study we are going to examine the suitability of 
using clique analyses to understand the underlying relationships within the 
North Sea data. In effect, we will use the clique analysis as a tool to try to look for 
a structure common to all of the data that might be usable to reverse-engineer the 
actual ecology that underlies the ecosystem data. This means that we will 
describe and apply the basic mathematical tools and the powerful graph 
algorithms of clique analysis that can be harnessed to uncover temporal, spatial 
and other meaningful relationships on a scale comparable to that of the North 
Sea data.  
 The North Sea data are large enough to require special computing 
procedures to carry out clique analysis.  The high performance parallel 
implementation procedures described here can be synthesized to extract and 
highlight variable sets common to multiple relationships (cliques), and to 
determine inflection points, putative regime changes and other patterns of 
possible interest. The significance of these common-variable set approaches is 
discussed in the context of more traditional clustering methods. Data quality and 
the significance of missing or corrupted values are also addressed, as is the 
importance of mining data at multiple levels of granularity. A long-term goal is 
to establish data dependencies from which we can draw conclusions about the 
ecosystem of the North Sea and how it may react to the impact of man and other 
agents upon the North Sea. 
4.ANALYSIS.  
4.1: Background to clique analyses 
 When we address the idea of a quantitative relationship outside of the 
context of a specific mathematical model, then we are asking about the degree of 
association or clustering among the data. Effective multivariate data clustering 
lies at the heart of attempts to understand relationships embedded in ecosystems 
as complex as those found in the North Sea. A central goal is to find algorithms 
that can extract subsets of variables with approximately similar observational 
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profiles; this is what clustering means 
 A huge variety of clustering approaches has been proposed in the 
analytical literature. Unfortunately, most of these approaches are limited by the 
fact that the clusters they produce are disjoint, requiring that a variable be 
assigned to a single cluster. Disjoint clustering greatly simplifies the analysis. 
Unfortunately, it also presupposes a model with at best only modest fidelity to 
the conjoint clustering in which variables belonging to many clusters that 
common sense suggests is more likely in the North Sea ecosystem under study. 
In the case of North Sea data, for example, many variables appear to play 
important roles in multiple but distinct relationships. Meaningful clusters should 
therefore overlap at these variables. Generally, in ecosystem studies we should 
expect overlap in interactions between variables to occur widely; this is what is 
generally meant by the use of the term “ecology”. 
 Popular clustering approaches are also limited in that they do not 
recognize negative correlations. Yet negative correlations are widely witnessed 
and are clearly a persistent factor in the REGNS time series. Negative 
correlations can be particularly meaningful when viewed from an ecosystems 
perspective. Relevance networks have been proposed in an effort to represent 
complex relationships with negative correlation structures and to thus overcome 
the limitations of traditional clustering methods. The method of relevance 
networks, proposed by Butte & Kohane (2000, 2003), is based on pairwise 
association scores. These scores are computed for all pairs of vertices. Butte and 
Kohane (2000, 2003) use the mutual information and the Pearson correlation as 
appropriate association scores. Their approach is straightforward to implement, 
and its computational costs are comparatively low. The disadvantage of 
relevance networks is that an interaction between two vertices is not done in the 
context of the whole system. This means that relevance networks can only detect 
direct interactions. In what we believe to be typical ecosystem behaviors, 
relevance networks will not detect indirect relationships (the most interesting 
relationships from the ecosystem point of view), which will remain embedded 
within a vast space of weak correlations (Werhli et al. 2006); which is, 
unfortunately, what we have observed in the raw fish species REGNS time series 
data.  
4.2: Graph Theoretic methods  
 Graph Theoretic methods of data analysis are unfamiliar to most fish 
biologists. Graph theoretics is now a large study area in contemporary 
mathematical analyses. Graph theoretic methods allow a hitherto unavailable 
facility for the analyst to change the scale of the analytical outputs. In the 
conventional statistical approach to large data sets, the scale of the data is 
irreversibly reduced to the first and second moments, mean and variance, or 
their analogues. This is a terminal reduction of the scale of the data. The original 
data cannot be reconstructed from the mean and variance. Thus, the idea of 
being able to shift the scale of analysis, in effect to focus up and down through 
the data at different levels of resolution in the data is severely limited. Graph 
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theoretic analysis preserves the dimensionality of the data simply by aggregating 
the data at different levels of granularity. This is possible because the data are 
treated as being truly graphical, ordered with respect to each other in a defined 
space. The benefit of the reduced dimensionality of conventional statistics is, in 
fact, the reduced dimensionality itself. By such a reduction, a large amount of 
data can be reduced to a small number of properties that are comparable 
between the large data sets. The Chi-square test, F-test and t-test are all popular 
methods of reduction of data dimensionality in order to provide comparable 
statistics. Graph theoretical methods forgo these computational and intuitive 
benefits in favour of variable granularity; but it is at the cost of vast computing 
power. While it is possible to compute complex reductive statistics of even large 
data sets by hand, it is not possible to use graph theoretic methods without large, 
fast computers. Much of the mathematical elegance of conventional statistics is 
abandoned for brute force analysis. With the loss of mathematical elegance we 
also lose the complex metaphysics that justifies the reduction in data dimension, 
but also results in endless difficulties in interpretation of the endpoint statistics. 
 Now, here at last, we can see the first glimmer of just how useful clique 
analyses can be in ecosystem studies such as our analysis of the REGNS data. 
Clique analysis lets us establish all of those linkages within ecosystems that in 
 
 
Figure 7: Network of protein 
communities. Network of the 82 
communities in the DIP core list of 
the protein-protein interactions of 
Saccharomyces cerevisiae for k = 4. 
The area of the circles and the width 
of the links are proportional to the 
size of the corresponding 
communities and to the size of the 
overlaps respectively. The coloured 
communities are cut out and 
magnified to reveal their internal 
structure. In this magnified picture 
the nodes and links of the original 
network have the same colour as 
their communities, those that are 
shared by more than one 
community are emphasised in red, 
and the grey links are not part of 
these communities. 
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the past we have tried to winkle-out using various forms of variance 
partitioning. Clique analysis gives us a technique that allows hitherto 
unprecedented capacity to focus up and down through the data. In addition, we 
can consider the possibility of extracting algebraic functions linking variables at 
different levels of resolution instead of the terminal comparative statistics that 
variance analysis provides. Here is a tool that allows looking at the broad 
interactions at one level of granularity and the specific local interactions (positive 
and negative) at a much finer level of granularity. The clique analysis also allows 
us to look forward as well as backwards. Now we can ask questions of what 
might happen if we change a variable; not just asking whether one set of data is 
statistically significantly similar or not similar to another set of data. The diagram 
in Figure 7: Network of protein communities from Palla et al. (2005) demonstrates the 
variable resolving capability of clique analysis. The diagram in Figure 7 shows a 
clique analysis of a community of proteins based on their interactions, including 
proteins whose biochemical interactions are unknown but whose associations 
with other better understood proteins have been documented. There are striking 
parallels between the known interactions of protein communities and the kinds 
of interactions (as yet not quantified) that we believe to characterize ecosystem 
communities. 
 There are many benefits to the mathematical power and abstraction of a 
graph theoretical approach. We do, however, embrace the spirit of relevance 
networks in the sense that we begin with a symmetric correlation matrix, M, in 
which the rows and columns represent variables, and in which the entry at 
location Mi,j denotes the correlation coefficient between variables i and j. From 
the location M we build a weighted correlation graph, C, whose vertices (i.e. 
points) represent variables and whose edges (i.e. the lines joining points) are 
annotated with correlation coefficients. In this way, if the weight of the edge 
between points i and j is twice that of the weight between j and k, then the 
correlation represented by the edge ij is twice the correlation represented by the 
edge jk.  With the use of a high-pass filter and a chosen threshold, t, we produce 
from C a simple, unweighted graph, G, whose structural properties we seek to 
comprehend. By following this procedure, we no longer have the need for matrix 
transformations, so we can address datasets like the REGNS that present a 
jagged observational profile. 
 Once this graph is created, the focus moves to extracting its densest 
subgraphs. These subgraphs are tightly coupled sections of the graph whose 
vertices represent strongly correlated variable subsets. Ideally, every pair of 
vertices in such a subgraph is connected by an edge. In each case where this 
occurs the subgraph is called a clique. Subgraphs that form cliques can 
themselves be reduced to vertices with the use of a “clique intersection graph”. 
This shifts the granularity of the graph. A new clique analysis can then address 
the clique-of-cliques created by the density of vertices in the new graph. It is 
particularly noteworthy that cliques need not be disjoint, they can be conjoint. 
Thus, a vertex can reside in more than one clique, just as a variable may be in 
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more than one relationship. Moreover, negative correlations are easily handled in 
a variety of ways, for example, by two-coloring the graph’s edges prior to 
thresholding. In terms of correlation density, clique represents the most 
trustworthy potential for identifying sets of interacting variables.  
 False positives therefore, the bane of so many analysis techniques, are 
seldom problematic for clique-centric methods. In fact, we must guard against 
false negatives, so much so that the use of Bonferroni corrections, false discovery 
rates and the like are generally unnecessary. After all, a clique of size k requires 
k(k-1)/2 significant correlations. The loss of a single correlation means the loss of 
the clique. In this way clique is complementary to more traditional clustering 
tools. The tradeoff against all of these benefits is that clique analyses are difficult 
to solve. Clique analyses, as with so many other mathematical problems that are 
inherently difficult to solve, has developed a number of robust transformations 
that allow solutions to clique problems in real time and space.  
 Formally, the inputs to the clique problem are an undirected graph G of 
order n, and a parameter k ≤ n. The question asked is whether G contains a 
subgraph isomorphic to Kk. Clique analysis is NP-complete, and hence without 
any known algorithm that runs in time polynomial in n and k. NP-complete 
means that a polynomial in n,k plotted against time does not cross the time axis; 
at least as far as the present analytical and numerical methods can show. Clique 
cannot even be approximated in polynomial time to within nε, for any ε>0, 
unless P=NP  (Feige et al., 1991). Here is a mathematical method that is a 
potential silver bullet for the ecosystem biologist, but it is in effect intractable. 
Novel approaches are clearly required if the clique problem  is to be solved on 
data sets as huge and complex as the REGNS data that we consider here.  
 We do, therefore, what mathematicians always do when faced with a 
difficult situation. We resort to a cunning dodge. The clique problem itself is NP-
complete, but the graph space in which it occurs is solvable in real time. This 
means that we can use the graph-space properties to find a parallel solution to 
the clique problem. This property is called fixed-parameter tractability (Fellows 
& Langston, 1994; 1998; Downey & Fellows, 1999; Robertson & Seymour, 2004; 
Neidermeier, 2006; Flum et al., 2006). Fixed parameter tractability results in a 
solution of the clique problem if the following graph-space properties of the data 
obtain:  A problem is fixed-parameter tractable if it has an algorithm that runs in 
O(f(k)nc) time, where n is the problem size, k is the input parameter, and c is a 
constant independent of both n and k.  The basic idea behind fixed parameter 
tractability parallels the felicitous properties of identity sets that are used in 
matrix algebra to create facile transpose conditions that would otherwise be 
intractable; or at least tedious and difficult to solve . Just as the appropriate 
choice of identity set results in the transpose to a solvable matrix, so fixed 
parameter tractability is created by resorting to the complementary vertex cover 
profile of the original NP-complete graph. The desired output of the clique 
analysis of the REGNS data is some structure that can represent the internal 
architecture of the data well enough to clothe it with some biological properties. 
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It is, therefore, important to understand the mathematical sleight-of-hand 
involved in the use of the fixed parameter tractability as a clever dodge to 
circumvent the very serious problem of the basic NP-complete intractability of 
clique analysis. 
 In graph theory, the complement of a graph G is a graph H on the same 
vertices (i.e. points) such that any two vertices of H are adjacent if and only if 
they are not adjacent in G. The complement of a graph is found by filling-in all 
the missing edges (edges are the lines joining vertices or points), and the 
removing all the edges that were already there. Figure 8: Peterson Graph and its 
Complement clearly shows the shift from the graph to its complement. In formal 
terms, given a graph G(VG,EG) of vertices VG and edges EG, then there exists a 
complement graph H(VH,EH). Therefore, for a clique k(VK,EK) of n = VGvertices, 
the relationship EH = EK/EG holds. In this way, the edges of the complement 
graph H are related to the edges of the clique k, and to the edges of the graph of 
vertices G. The complement does not refer to the troublesome set of vertices, but 
to their far less troublesome edges. This relationship provides a route for the 
solution of the clique problem. 
 Although the clique problem itself is not fixed-parameter tractable, we can 
solve instead the vertex cover problem, which is the clique problem’s 
complementary dual and is tractable. The result is an algorithm whose run time 
is linear in n and whose exponential growth in n-k is limited to an additive term 
that makes it realistic now to consider the search for cliques of huge sizes in 
immense collections of ecosystem data. For brevity, we have suppressed a great 
number of technical details, but recent work on this subject is featured in (Abu-
Khzam et al., 2006; 2007), that deal at length with application details and 
describes the tools needed to work in the context of data analysis.  
Figure 8: The Petersen graph (on the left) and its complement graph (on the right). In 
graph theory the complement or inverse of a graph G is a graph H on the same 
vertices such that two vertices of H are adjacent if and only if they are not adjacent in 
G. To find the complement of a graph, all the missing edges are filled, and all the 
edges that were already there are removed. 
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4.3: Scalable Implementations and High Performance Computing  
 The problem involved in going from the intractable clique problem to the 
tractable vertex cover problem is known as the classic decision version of the 
maximum clique problem. It sheds light on the overall complexity of the clique 
procedure, and provides a basis for novel algorithms. In practice, however, we 
must also solve the optimization version of the problem, which means 
computing the size of a largest clique, as well as the search version, which means 
isolating a clique of that size. Thanks to problem transformations, it turns out 
that optimization and search are relatively easy if we have efficient methods for 
decision.  
 On the other hand, we are frequently required also to solve the maximal 
clique problem. Such a clique need not be the largest in the graph (a global 
measure of optimality). Instead it must only be a complete subgraph with the 
property that no other vertex in the graph can be added to it to complete a larger 
complete subgraph. Thus, a maximal clique is a local measure of optimality. 
Because we cannot know in advance which maximal cliques are the most 
revealing, the problem becomes one of enumerating all maximal cliques in the 
graph.  
 Space, not just time, now becomes a critical resource. A graph with n 
vertices may in theory have as many as 3n/3 maximal cliques (Tomita et al., 
2004). In practice, a maximum clique size in the teens can mean thousands of 
maximal cliques; while a maximum clique size nearing 100 can mean tens of 
millions of maximal cliques. Space requirements are compounded by the fact that 
algorithms for enumerating maximal cliques of a given size, k, often require 
maintaining all maximal cliques of size k-1.  
 In the clique analysis, the inputs are an undirected graph G with n 
vertices, and a parameter of interest k<n. “Parameter” k<n simply means that we 
are interested in k-size dispositions of vertices in G. The clique analysis cannot 
begin until we can answer the question of whether G can, indeed, contain a 
subset C of k-size sets of vertices such that every pair of elements in C is 
connected by an edge in G. In the context of the REGNS data, “connected by an 
edge,” means “correlated with”. Thus, the clique question has the sense of what 
size is the cluster or subset C of G that has a similar, certain level of correlation 
among its elements? 
 All of this potential value to ecosystem analysis comes at a price. As 
graphs grow in size, we need to turn more and more to high performance 
computing platforms to solve the maximal clique problem. We have addressed 
the memory bottleneck just described with an algorithmic strategy that provides 
exact, parallel and scalable solutions. It exploits not only fixed-parameter 
tractability, but also the ultra-large globally addressable memory architectures 
such as that of the SGI Altix 3700 computer at Oak Ridge National Laboratory 
that we used in these studies. We refer the interested reader to Zhang et al. (2005) 
for details of the algorithmic strategy.  
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4.4: A Data Analysis Toolchain  
The enormous volumes of data now stored by public and private organisations 
provide many opportunities to investigate mathematical models of complex 
biotic and abiotic interactions at an unprecedented level of scale. Such models, 
when coupled with high performance computational means, hold the promise of 
predictive dynamic simulations with which we cannot only evaluate not only the 
ecosystem multi-factor causality but also estimate the impact of policy. In order 
to realize the potential of this approach, however, high dimensional historical 
data must first be analyzed to devise hypothetical models and determine which 
may be plausible and meaningful. An early step in exploring the data is model 
formulation is to reduce the huge dimensions of the data in order to determine 
putative relationships embedded in multivariate data. To accomplish this, we 
employ the algorithmic toolchain illustrated in Figure 9:  Algorithmic Toolchain for 
REGNS Clique Analysis. Raw data is initially normalized to bring values into  
comparable ranges. Correlation coefficients are then computed for each pair of 
variables, for example, by using Pearson’s or Spearman’s rank calculations. This 
produces the matrix of correlations, M, from which we are able to construct 
 
Figure 9: Algorithmic Toolchain for REGNS clique analysis 
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graphs and extract cliques as previously discussed.  
 The wealth of data used in this study presents several special challenges 
to those who would attempt to unlock its secrets. For example, a wide variety of 
differing sources were used to generate measurements. Moreover, these 
measurements were taken at varying levels of granularity. On top of that, 
temporal metrics were recorded some times on a monthly basis, at other times on 
a quarterly basis, and at yet still other times on an annual basis. Of critical 
significance is the fact that huge numbers of data values are missing, incomplete 
or of questionable reliability. Together these many factors tend to compound the 
difficult problem of combining, preprocessing, integrating and normalizing data 
spread over so many different types and sources. For detailed specifics on 
REGNS data types and completeness, see the papers by Kenny et al. (2006) and 
ICES (2006).  
5. RESULTS  
5.1: Correlation Computations 
 The first question in data explorations is to ask if there is any prior 
evidence of relationships in the data. We do not want to set in motion a large 
effort only to discover that the data is dominated by noise. It is evident from the 
brief examination of cross correlations between pairs of log-transformed and 
untransformed variables that there are apparently both weak and strong 
interrelationships in the REGNS data. We can now address techniques to 
compute the degrees of correlate behavior among variables. 
 By composition, multivariate (or megavariate)  data permit a variety of 
ways to compute ways to assess degrees of co-related behaviour among the 
variables. Historical ecosystems data are no exception. We can, for example, 
choose any single variable to play the role of “condition” (not quite driving 
variable, but similar in intent) upon which we measure and compute pairwise 
correlation coefficients over all other variables The goal is to select a condition for 
which the resulting correlation coefficient histogram approximates a normal 
distribution. In this way, we can apply conventional statistical procedures and 
also keep and intuitive sense of reality in the analysis. Correlation is familiar to 
all biologists as way to express relationships. Correlation coefficients are far from 
ideal as the starting point, but they have the advantage of being an intuitively 
well-understood starting point in what will be for most readers an unfamiliar 
analytical methodology. Mathematical descriptions of co-related behaviour 
slither like eels from the pond of conventional product moment correlation, 
through the somewhat deeper pond of convolution, eventually slipping into the 
great sea of Fourier transforms. Undoubtedly there will be developed methods of 
quantifying relationships in graph space based on Fourier and other transforms 
that do not have the statistical baggage that product moment correlation 
coefficients carry. But for the moment, product moment correlation coefficients 
are intuitively well understood by biologists and have a respectable place in 
clique analyses. 
 Two popular choices for the “condition” are space or time. In the case of 
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North Sea data, we have found time generally to be superior. Debating the 
theory is beyond the scope of this paper, however, and we merely illustrate the 
histograms based on the space condition in Figure 10: Histogram of correlation 
coefficients by space, and the time condition in Figure 11: Histogram of correlation 
coefficients by time. Horizontal axes list correlation coefficient values ranging from 
-1 to +1. Vertical axes depicted in both Figure 10 and Figure 11 show, for each 
correlation coefficient value from -1 to +1, the number of correlations found over 
pairs of both biotic and abiotic variables. In preparing these figures, Pearson’s 
correlation coefficients were calculated, with those based upon fewer than twelve 
pairwise observations discarded. The symmetrical shape of the histogram in 
Figure 11: Histogram of correlation coefficients by time allows the more statistically 
sensitive way to choose a meaningful threshold value for the correlation 
 
 
 
Figure 10: Histogram of correlation coefficients by space 
 
Figure 11: Histogram of correlation coefficients by time 
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coefficient than the rather asymmetrical histogram in Figure 10: Histogram of 
correlation coefficients by space. We assume that the reader is familiar with the 
concept of thresholding by dropping off the tails of the Gaussian distribution to 
remove the rarer events. 
 There are several ways to select a threshold for the purpose of clique 
analysis. For example, clique analysis practitioners have sometimes suggested a 
correlation coefficient value of r = 0.85  (i.e. r2 = 72%) as a universal cutoff value. 
Other methods employ functional knowledge or match the threshold to a desired 
maximum clique size (Chesler & Langston, 2005; Chesler et al., 2005).  In the 
REGNS dataset, many variable readings are missing; an only too common 
condition for fisheries related data.  The technique that we adopt here is to 
compute the significance of correlations non-uniformly using the Student’s t-test 
with N-2 degrees of freedom, where N is taken to be the number of common 
observations between the two correlates. Any edge whose weight corresponds to 
a correlation not significant at a preselected 
! 
" level is removed. Weights on 
remaining edges are then ignored. After the thresholding process we can begin 
the computationally intensive task of clique extraction.  
5.2: Clique Overlap  
 Using the Student’s t-test with N-2 degrees of freedom at 
! 
"=0.05 (which 
on average corresponds to a threshold value of the correlation coefficient of 
about 0.42), we find examples such as the one shown in Figure 12: A clique 
example at 
! 
"=0.05 and detailed in Table 1. Only positive correlations are 
considered, with bird species depicted in red, fish in blue, plankton in green and 
abiotic variables in black.  
  Figure 12: A clique example at 
! 
"=0.05 
  
 Note the biological significance of overlapping cliques in Figure 12: A 
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clique example at 
! 
"=0.05 and the role three species of fish play at the nexus. 
Variables not in a common clique are poorly correlated. The correlations between 
Ammodytidae and the four variables Btemp, Stemp, calhel and decap, for 
example, have respective p-values 0.37, 0.60, 0.97 and 0.61. Traditional clustering 
methods, however, would either have forced Ammodytidae and these four 
variables to reside in the same cluster, or have removed one or more of the three 
fish in the intersection from the cluster highly populated with fish or from the 
cluster with abiotic factors (or both). In each of these cases, the accuracy with 
which the resultant clusters represent the underling ecosystem data would have 
been severely compromised.   
 From a biological perspective, the relationships in Figure 12: A clique 
example at 
! 
"=0.05  that are derived from the clique analysis have some important 
implications in terms of interpreting the meaning of the clique analyses of the 
REGNS data from a biological perspective. The first implication is that 
 
  
Table 1. Details on variables shown in Figure 12: A clique example 
at 
! 
"=0.05 
 
Abiotic  
Btemp  Bottom temperature  
Stemp  Surface temperature  
Phytoplankton  
Colour  ‘Greenness’ from CPR screen  
Zooplankton  
Calhel  Calanus helgolandicus  
Decap  Decapoda total  
Fish  
Ammodytidae  Ammodytidae  Sand lance  
Kitt  Microstomus kitt  Lemon sole  
Limanda  Limanda limanda  Common dab  
Merlangus  Merlangius merlangus  Whiting  
Scombrus  Scomber scombrus  Mackerel  
Sprattus  Sprattus sprattus  Sprat  
Trachurus  Trachurus trachurus  Horse mackerel  
 Birds  
B-H Gull Larus ridibundus Black-headed Gull 
Lttle Gull Larus minutus Little Gull 
 
oceanographic productivity is not directly linked to the invertebrate food 
resource, but is linked through two demersal flatfish species and the pelagic 
horse mackerel. Perhaps even more startling than the implication of a  
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productivity “tap” controlled by two flatfish species and the horse mackerel is 
the implication that ocean productivity, gull abundance and the abundance of 
large group of fish species is weakly related to both bottom and surface 
temperatures. This arrangement simply does not make biological sense. But it 
does reflect the order of correlations, which is not the same thing as the direction 
of events, which is what the biologist is more interested in finding. But, by 
focusing down into the data to decrease its granularity by using quarterly data 
rather than annual data, another relationship emerges. 
 Using the Student’s t-test with N-2 degrees of freedom at 
! 
"  =0.01 (which 
on average corresponds to a threshold value of the correlation coefficient r ≈ 
0.30), we discover a huge number of overlapping cliques, three of which are 
shown in Figure 13: The clique example in Figure 12 re-examined at 
! 
"  =0.0 1 The 
details of Figure 13 are shown in Table 2. As before, we consider positive 
correlations only, with bird species again depicted in red, fish in blue, plankton 
in green and abiotic variables in black. At this level of scrutiny, it becomes clear 
that plankton plays a major role, and that something as simple as an abiotic 
factor like temperature can be at the confluence linking many seemingly 
dissimilar variables. The relationships in Figure 13: The clique example in Figure 10 
re-examined at 
! 
"  =0.0 1 are now much more closely in line with the biologists’ 
 
 
Figure 13: The clique example in Figure 12 re-examined at 
! 
"  =0.0 1 
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knowledge of the direction of temperature effects based on the known ecological 
physiology of fish and invertebrates.  
 But in order to uncover relationships that make biological sense we 
shortened the time span of observations, and decreased the value of what we 
would consider to be the a significant level of correlation between variables. In 
the clique case, this effect becomes much more specific: the higher correlations at 
low resolution are likely to be aliasing effects without any biological reality, 
while the lower correlations at higher resolution are likely to be real biological 
effects. The ability to focus up and down through the correlation space is 
powerful advantage in clique analyses. But focussing downwards in any 
correlation space must eventually reach the level of noise. 
 
Table 2: Details of Figure 13: The clique example in Figure 12 re-examined at 
! 
"  =0.0 1 
 
5.3: Noise and paracliques 
 Noise is a constant concern when handling biological data. Clique analysis 
has its own toolbox of noise-reduction techniques, most notably the paraclique 
algorithm, for dealing with high-throughput biological data (Chesler & 
Langston, 2005). We apply the paraclique method here in order both to mitigate 
the effects of noise as well as to view correlation structures at a more 
interpretable level of granularity.  
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 Informally, a paraclique is an extremely densely connected subgraph, but 
one that may be missing a small number of edges. In the present application, this 
corresponds to a very highly correlated group of variables whose 
representational levels show highly significant but not necessarily perfect pair-
wise correlations. Although the complete algorithm is fairly complex, a 
simplified version of it may be described as follows.  
 Beginning with a clique, C, of size k, we consider each non-clique vertex, v, 
in turn. We mark v if and only if it is adjacent to at least k-1 vertices in C. After 
each vertex has been considered, we define a paraclique, P, to be the union of C 
and the set of all marked vertices. We then remove P from the graph and iterate.  
 Sample results of the paraclique method are illustrated in Figure 14: 
 
Figure 14:Paracliques of the North Sea REGNS data 
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Paracliques of the North Sea REGNS data, where the correlates are the 208 squares 
defined for the North Sea, each roughly 30 kilometers by 30 kilometers in size, 
with correlations driven by the average annual readings of all other variables. By 
harnessing the computational power of fixed-parameter tractability and then 
isolating paracliques, we are able to identify considerably denser subgraphs than 
are typically produced with traditional clustering algorithms. While we have 
observed edge densities ranging in the 10-20% range with simple k-cores and 
neighborhoods, and in the 50-60% range with hierarchical clustering schemes, on 
real data paraclique consistently seems to return subgraphs with densities 
upwards of around 95%. Within a paraclique all variables are highly positively 
correlated. Thus, it can be revealing to examine negative correlations. It is 
noteworthy that among the paracliques shown in Figure 14:Paracliques of the North 
Sea REGNS data, each of those located in the north has the property that all of its 
squares are significantly negatively correlated with every square in at least one 
paraclique located in the south. It is also interesting to compare this distribution 
of paracliques with the spatial distribution of clusters of abiotic, plankton, 
fisheries and birds data computed with more traditional methods (Kenny et al. 
2006; ICES 2006). There is a high degree of agreement between these results 
particularly between paracliques and the clusters derived for abiotic and 
plankton data. The derivation of similar contiguous patterns of corresponding 
variables, using very different algorithmic approaches, is encouraging.  
6. DISCUSSION 
 The REGNS data provide a rich and representative ecosystem for detailed 
study. There are many inviting opportunities for system evaluation, modeling 
and management. On the other hand, high dimensional multivariate ecosystem 
data by its very nature present relationships among its biotic and abiotic factors. 
This situation creates the universal ecologist’s problem: many variables are 
correlated with one another, but with statistically weak pairwise correlations. 
Combinatorial analysis based on the clique problem effectively compiles these 
weak correlations into statistically robust interrelated clusters. We have therefore 
synthesized and implemented our innovative algorithms for use on high 
performance computation platforms. With these, we are able to mine and extract 
relevant system constituents in an effort to uncover important relationships and 
other possible patterns of interest. In particular, clique-centric analysis offers us 
the opportunity to identify gaps in our collective datasets where important 
relationships are likely to exist. Although this paper has focused primarily on 
novel methods, a sampling of preliminary results has been chosen to help 
illustrate the potential of this approach in establishing key data dependencies. In 
this role, clique can be viewed as a powerful generator of hypotheses amenable 
to further testing.  
 This paper has focused on novel methods, and with new methods come 
many as-yet unanswered questions. For brevity we mention just one, namely, the 
exploration of putative regime changes in the sense of Weijermann et al., (2005) in 
an effort to assess the impact of human and other pressures on the North Sea. A 
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regime change in the sense of Weijermann et al. (2005) denotes a shift from one 
major stable set of ecosystem dependencies to another major set of ecosystem 
dependencies. Regime shifts in this broad sense are a subset of the ecosystem 
changes described as resilience by Ludwig et al. (1997). Ludwig et al’s 
perceptions date from the pre global warming period and Weijermann et al. 
(2005) from the post-global warming period. Ecosystem stability and instability 
in the Ludwig et al. perception is driven by certain mathematical models of 
predator-prey interactions that allows unstable modes that lead to stable 
bifurcations. The perception of Weijermann et al. (2005) is driven by the possible 
environment-driven change in relative species abundance; a kind of updated 
Allee effect. 
 Any evidence for such a regime change of the type described by 
Weijermann et al. (2005) is apt to be highly dependent on the variables used to 
drive its correlations. The result is that, depending on the variables chosen, there 
may be multiple, and conflicting, evidence of regime changes, including 
evidence that there has been no change at all. If we choose to let all variables 
drive the correlations, the best we can say at this time is that two sets of years 
seem to indicate some sort of change in overall North Sea readings. The four 
years from 1984 to 1987 form one clique; the three years from 2002 to 2004 form 
another. Although all correlations are of course positive within each clique, it 
turns out that each and every year in the first clique is significantly negatively 
correlated with each and every year in the second clique. This is a surprisingly 
strong computational finding. What is to be made of it? And what is to be made 
of the missing interactions in the intervening years? The fact that so many years 
are not associated with any cliques at all suggests to us that using the entire set of 
variables to drive correlations have a dilutive effect, and that one should be 
selective in the biotic and abiotic variables chosen.  
 The “missing interactions”, as well as the time and space granularity both 
say something important about the initial filtering of the data (Figure 1: Data 
Modulation by Policy Implication). A change in data collection policy in response to 
fisheries practice (e.g. to collect Ammodytes and Argentina data), can seriously 
Figure 15: The large-, medium- and fine-scale granularity in ocean temperature patterns from the 
NASA Earth Observatory images published in April 2008. 
(http://earthobservatory.nasa.gov/Newsroom/NewImages/images.php3?img_id=18012) 
 35 
affect the validity of the whole data set simply by transferring funds out of 
existing data collection programs to include data collection of new species.  
Similarly, relying on landed catch reportings makes the data very sensitive to 
spurious correlations. The shift in effort to, say, anglerfish almost certainly 
implies a decline in another species, but it was also almost certain that the 
decline in the other species was effort-driven, neither an eco-driven nor an 
environment-driven decline. Policy by itself can, and does, inject structure into 
the data. There is no way around this problem at our present levels of knowledge 
about how eco-systems, as apposed to eco-aggregations, actually work; nor is 
there ever going to be so much funding that we will have a sufficient sample of 
eco-aggregations from which we might reconstruct eco-systems.  
 The shift in the biological reasonableness of the apparent interactions 
between variables at different levels of granularity may be another facet of the 
puzzling and unusual North to South negative correlations. The negative 
correlation and the granularity effect suggest that the REGNS data set may be 
chaotic, or pseudo-periodic, similar to the form of other marine data explored by 
Sugihara & May (1993). We collect data under the broad assumption that the 
underlying mechanisms that we seek are, indeed, continuous in the data. But at 
the whole ocean level of observation, granularity is evident for temperature at 
scales of granularity that are of orders of magnitude different in area, and in 
stability and over time (Figure 15: The large-, medium- and fine-scale granularity in 
ocean temperature patterns from the NASA Earth Observatory images published in 
April 2008. (http://earthobservatory.nasa.gov/ Newsroom/NewImages/ 
images.php3?img_i =18012). This kind of logarithmic scale of granularity, both in 
area and time, makes clique analysis the tool of choice for grasping such an 
otherwise near-intractable scale of variability. 
 Neither fisheries biologists nor computational scientists can work in a 
vacuum if we are to make real progress. These and other experts must pool their 
collective knowledge in order to reach a new level of understanding about 
ecosystems that are as complex as the North Sea. We are optimistic that 
continuing marine ecosystem research using clique analysis will help us to draw 
far-reaching conclusions about the impact of man and other agents upon the 
production of fish in the world’s oceans.  
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