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Abstract
In this paper, we consider the problem of distributed inference in tree based networks. In the framework
considered in this paper, distributed nodes make a 1-bit local decision regarding a phenomenon before sending
it to the fusion center (FC) via intermediate nodes. We propose the use of coding theory based techniques to solve
this distributed inference problem in such structures. Data is progressively compressed as it moves towards the FC.
The FC makes the global inference after receiving data from intermediate nodes. Data fusion at nodes as well as
at the FC is implemented via error correcting codes. In this context, we analyze the performance for a given code
matrix and also design the optimal code matrices at every level of the tree. We address the problems of distributed
classification and distributed estimation separately and develop schemes to perform these tasks in tree networks.
The proposed schemes are of practical significance due to their simple structure. We study the asymptotic inference
performance of our schemes for two different classes of tree networks: fixed height tree networks, and fixed degree
tree networks. We show that the proposed schemes are asymptotically optimal under certain conditions.
Index Terms
distributed classification, distributed estimation, tree networks, error correcting codes, wireless sensor networks,
information fusion
I. INTRODUCTION
Wireless Sensor Networks (WSNs) have attracted much interest in recent years [1]. Detection, classification, or
estimation of certain events, targets, or phenomena, in a region of interest, is an important application of sensor
networks. Different aspects of this problem have been investigated by the research community over the last few
decades [2], [3] mostly in the context of the parallel network topology. In such a framework, due to power and
bandwidth constraints, each node, instead of sending its raw data, sends quantized data to a central observer or
fusion center (FC). The FC combines these local nodes’ data to make a global inference [4]. Given a parallel
topology, the objective is to find efficient quantization rules for the nodes and efficient inference rule for the FC,
which maximize the global performance at the FC. Note that, in general, the problem of designing optimal inference
rules is computationally expensive (NP-hard) [5].
For example, in a distributed detection framework, under the assumption of conditional independence, the optimal
decision rule for each node takes the form of a likelihood ratio test, with a suitably chosen threshold. However,
finding the optimal thresholds requires the solution of a system of non-linear equations and, therefore, the problem
is difficult to solve, even for the network of moderate size. The analysis of optimal detection system performance
is tractable only in asymptotic regime. It has been shown that the use of identical thresholds is asymptotically
optimal [6]. Under the assumption of identical thresholds, several authors have considered the problem of designing
optimal decision rules in the past [7]–[9].
In contrast to the distributed detection problem, in a classification problem, each decision is usually represented by
log2M information bits, where M is the number of classes to be distinguished. The problem of classification using
log2M information bits has been studied for parallel topology [10]. Due to bandwidth constraints, it is desirable
that the local node decisions are sent to the FC with as few bits as possible. To overcome this problem, distributed
classification has been proposed in which the local nodes make 1-bit (rather than log2M bit) local decisions and
send them to the FC [11]–[13]. The FC then uses the local decisions collectively and makes a global inference
about the underlying phenomenon.
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2In [14], [15], the authors consider the problem of parameter estimation in a parallel topology. Received signal
strength based methods have been proposed which employ least-squares or maximum likelihood (ML) based
parameter estimation techniques. These techniques are not suitable for power and bandwidth constrained networks.
To overcome these drawbacks, distributed parameter estimation using quantized measurements has been addressed
in [16]–[18]. Similar to the problem of distributed detection, the system design issues of distributed estimation have
also been addressed only in certain scenarios, such as in [19], where it has been shown that identical quantizers are
optimal under certain conditions. To simplify things, in [20], coding theory based iterative schemes were proposed
for target localization using parallel topology where at every iteration, the FC solves an M -ary hypothesis testing
problem and decides the region of interest for the next iteration.
Even though the parallel topology has received significant attention, there are many practical situations where
parallel topology cannot be implemented due to several factors, such as, the FC being outside the communication
range of the nodes and limited energy budget of the nodes [21]. In such cases, a multi-hop network is employed,
where nodes are organized hierarchically into multiple levels (tree networks). Some examples of tree networks in-
clude wireless sensor and military communication networks. For instance, the IEEE 802.15.4 (Zigbee) specifications
[22] and IEEE 802.22b [23] can support tree based topologies.
There have been limited attempts to address the distributed inference problems in tree networks [24]–[27]. In
all but the simplest cases, optimal strategies in tree based networks are difficult to derive. Most of the work on
tree networks focuses on person-by-person optimal (PBPO) strategies [24]–[27]. Also, the above works address the
problem of distributed detection in tree networks while, to the best of our knowledge, the problem of distributed
estimation in tree networks has not received any attention. Due to the complexity of classification and estimation
in tree networks as compared to detection, these problems have been left unexplored by researchers.
In this paper, we take a first step to address the distributed inference (classification and estimation) problems
in tree networks by developing an analytically tractable framework. We first consider the distributed classification
problem and propose to use coding theory based techniques to solve the problem. We analyze the asymptotic
classification performance of our scheme for two different classes of tree networks: fixed height tree networks, and
fixed degree tree networks. We show that the proposed scheme is asymptotically optimal under certain conditions.
Building on these results, we extend our scheme to consider the distributed estimation problem and analyze the
asymptotic estimation performance of our scheme. The remainder of the paper is organized as follows. In Section II,
we describe the system architecture and present a brief overview of Distributed Classification Fusion using Error
Correcting Codes (DCFECC) scheme [13] which serves as a foundation for the schemes presented in this paper. We
propose our basic coding scheme for distributed classification in tree networks in Section III. The performance of
the proposed scheme in the asymptotic regime is also analyzed. We present some numerical results to gain insights
into the solution. We extend this scheme for distributed estimation in tree networks in Section IV by formulating
the estimation problem as a sequence of M -ary classification problems. The performance of the proposed scheme
in the asymptotic regime is analyzed and some numerical results are presented. We also provide a technique for
optimal region splitting for distributed estimation. Finally, we conclude our paper in Section V with some discussion
on possible future work.
II. PRELIMINARIES
A. General Network Architecture
Consider a perfect tree, T (K, N), rooted at the FC (Please see Figure 1). Nodes at level k, for 1 ≤ k ≤ K − 1,
are referred to as intermediate nodes and nodes at the last level of the tree, i.e., k = K, are called the leaf nodes.
In a perfect tree, all the intermediate nodes have an equal number of immediate successors and the number of such
successors N is referred to as the degree of the tree.
We assume that the network is designed to infer about a particular phenomenon. Each node j at level k performs
two basic operations:
• Depending on the task, sense data regarding the phenomenon and/or collect data from its successors at level
k + 1, denoted by Sk+1(j).
• Compress the data available at node j about the phenomenon and transmit a 1-bit version to its predecessor
at level k − 1, denoted by P k−1(j).
3Fusion Center (FC)
Level 3
Level 2
Level 1
Fig. 1. A distributed inference system organized as a perfect binary tree; T (3, 2) is shown as an example.
𝑦𝑗
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Fig. 2. Data processing for distributed inference at node j at level k. Here ykj and v
k
j are the inputs and u
k
j ∈ {0, 1} is the output of the
process at node j.
Local observation of node j at level k is denoted as ykj . Received data vector at node j of level k from its successors
Sk+1(j) at level k+ 1 is denoted as vkj ∈ {0, 1}N . After processing the data at the node according to a processing
model (Please see Figure 2), every node j at level k sends its one-bit local decision ukj ∈ {0, 1} to its immediate
predecessor. This processing model is designed based on the inference problem considered, i.e., Figure 3 for
classification or Figure 6 for estimation. Finally, the FC receives the inference vector u1 = (u11, · · · , u1N ) ∈ {0, 1}N
and fuses this data to infer about the underlying phenomenon. In our analysis, we consider error-free links in the
network. However, we do provide some simulation results for the case where there are erroneous links, to examine
the robustness of the proposed schemes.
Given a tree network, our objective is to find the appropriate processing scheme for nodes at all levels depending
on the inference problem considered. Next, we describe the distributed classification fusion using error-correcting
codes scheme (originally proposed for parallel topology in [13]) which serves as the mathematical basis for the
ideas proposed in this paper.
B. Distributed Classification Fusion using Error-Correcting Codes (DCFECC)
In [13], the authors proposed the DCFECC scheme for M -ary distributed classification using binary quantized
local data for a parallel topology network. The idea behind the DCFECC scheme is to select a binary code matrix
C to determine the local decision rules at the nodes, and to perform fault-tolerant fusion at the FC. For a network
with N nodes trying to distinguish among M hypotheses, the code matrix C is an M × N binary matrix. Each
row of C corresponds to one of the M possible hypotheses H1, · · · , HM and each column represents the binary
decision rule of the corresponding node. Given this code matrix, the node j sends its binary decision uj ∈ {0, 1}
to the FC. After receiving the binary decisions u = (u1, · · · , uN ) from local nodes, the final classification decision
is made at the FC using minimum Hamming distance based fusion given by:
Decide Hm where
m = arg min
1≤l≤M
dH(u, rl), (1)
4where dH(x,y) is the Hamming distance between x and y, and rl = (cl1, · · · , clN ) is the lth row of C which
corresponds to hypothesis Hl. The tie-break rule is to randomly pick a row of the code matrix C from those with the
smallest Hamming distance to the received vector u. The performance of the scheme depends on the code matrix
C since it is used for designing the local decision rules as well as for the fusion rule at the FC. Several approaches
to design the matrix C, e.g., based on simulated annealing and cyclic column replacement, were presented in [13].
For example, consider the code matrix used by a parallel network of N = 7 nodes performing an (M = 4)-ary
classification problem
C =

1 0 0 0 1 0 1
0 0 1 0 0 0 0
1 0 1 1 0 1 0
0 1 1 1 1 1 1
 .
When the true hypothesis is H1 corresponding to the first row, all the nodes are supposed to send the first element
of their column. However, due to imperfect observations at the nodes, consider the case when the FC receives
the vector [1110101]. The FC evaluates the Hamming distance between this received vector and each of the rows
resulting in the Hamming distance values (2, 4, 5, 3). Therefore, it decides the hypothesis corresponding to the first
row, H1, as the true hypothesis.
III. DISTRIBUTED CLASSIFICATION IN TREE NETWORKS
In this section, we consider the problem of distributed classification in tree networks. We model the classification
problem as an M -ary hypotheses testing problem. Let Hl, where l = 1, · · · ,M and M ≥ 2, denote the M
hypotheses1. The a priori probabilities of these M hypotheses are denoted by Pr(Hl) = Pl, for l = 1, · · · ,M .
A. Proposed Scheme
We assume that under each hypothesis Hl, every leaf node j acts as a source and makes an independent and
identically distributed (i.i.d.) observation yKj . After processing the observations locally, every leaf node j sends its
local decision2 uKj ∈ {0, 1} according to a transmission mapping τKj (·) to its immediate predecessor PK−1(j).
Each intermediate node j at level k receives the decision vector consisting of local decisions made by its immediate
successors Sk+1(j) at level k + 1, which can be expressed as vkj = u
k+1 = (uk+11 , · · · , uk+1N ). After fusing this
data using fusion rule fkj (·), this intermediate node j at level k makes a classification decision ykj ∈ {1, · · · ,M}.
Then, it sends a 1-bit version of this decision, ukj ∈ {0, 1}, according to its transmission mapping τkj (·) to its
immediate predecessor P k−1(j). Finally, the FC receives the decision vector u1 = (u11, · · · , u1N ) and fuses this
data to decide the underlying hypothesis. The proposed scheme builds on the DCFECC scheme (Section II-B). To
summarize, each node j at level k, for 1 ≤ k ≤ K − 1, performs two basic operations (Please see Figure 3):
• Collect data from its successors Sk+1(j) and fuse their data using fusion rule fkj (·) to locally decide the
hypothesis, denoted by ykj .
• Compress the decision ykj at node j about the hypothesis and transmit a 1-bit version u
k
j to its predecessor
P k−1(j) using the transmission mapping τkj (·).
For the leaf nodes (level K), there are no successors and, therefore, only the second operation needs to be
performed. And, for the FC (level ‘0’), only the first operation needs to be performed. Each of the functions fkj (·)
and τkj (·) depend on the code matrix used at level k. By appealing to symmetry, we assume that each node at the
same level k, uses an identical code matrix Ck for transmission to its predecessor and Ck+1 for fusion of data from
its successors. We start with the design of transmission mapping τKj (·) of the leaf nodes. When the leaf nodes use
code matrix CK for transmission, the probability of misclassification at level K − 1 is given by [13]
PK−1e =
∑
i,l
∫
yK
PlP (u
K
1 = i1|yK1 )× · · · × P (uKN = iN |yKN )p(yK|Hl)ψKi,l , (2)
1In order to distinguish among the M hypotheses using binary decisions, we assume that N ≥ log2M .
2In this context, “decision” is a binary quantized value determined by the processing model.
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Fig. 3. Data processing for distributed classification at node j at level 1 ≤ k ≤ K − 1. Here vkj ∈ {0, 1}N , ykj ∈ {1, · · · ,M}, and
ukj ∈ {0, 1}. Therefore, the mappings are fkj : {0, 1}N → {1, · · · ,M} and τkj : {1, · · · ,M} → {0, 1}
where i = [i1, · · · , iN ] ∈ {0, 1}N is a realization of the received codeword uK, yK = [yK1 , · · · , yKN ] are the
local observations of leaf nodes, and ψKi,l is the cost associated with a global decision Hl at level K − 1 when the
received vector from level K is i. This cost is:
ψki,l =
{
1− 1% if i is in the decision region of Hl
1 otherwise.
(3)
for k = K, where % is the number of decision regions corresponding to a received codeword i. In other words,
it is the number of rows of code matrix CK which have the same minimum Hamming distance with the received
codeword i. Usually this value is 1, however % can be greater than one when there is a tie at the node at level
K − 1 and in those cases, the tie-breaking rule is to choose one of them randomly.
Employing a person-by-person optimization approach, we can find the local transmission mapping of the leaf
nodes as follows [13]:
uKj = τ
K
j (y
K
j ) =
{
0, if
∑
l p(y
K
j |Hl)Ajl < 0
1, otherwise
, (4)
where A = {Ajl} is the weight matrix whose values3 are given by,
Ajl =
∑
i1,··· ,ij−1,ij+1,··· ,iN
PlP (u
K
1 = i1|Hl)× · · · × P (uKj−1 = ij−1|Hl)P (uKj+1 = ij+1|Hl)
× · · · × P (uKN = iN |Hl)× [ψKi1,··· ,ij−1,0,ij+1,··· ,iN ,l − ψKi1,··· ,ij−1,1,ij+1,··· ,iN ,l]. (5)
For 1 ≤ k ≤ K − 1, the local classification decision ykj ∈ {1, · · · ,M} made using the data from the successors
Sk+1(j) is discrete and, therefore, the transmission mapping τk(·) is straight-forward and is given as follows:
ukj = τ
k
j (y
k
j ) = c
k
ykj j
, if 1 ≤ k ≤ K − 1. (6)
In other words, the one-bit decision ukj is the element of C
k corresponding to ykj th row and jth column. For
every intermediate node, the fusion rule fkj (·) is the minimum Hamming distance fusion rule as given in (1).
Therefore, the performance of the scheme depends on the minimum Hamming distance of the code matrices. Let
dkmin be the minimum Hamming distance of the code matrix C
k. In the remainder of this section, we derive the
error expressions at intermediate nodes which will later be used for the design of code matrices at every level.
Proposition 3.1: The probability of misclassification P k−1e at level k − 1 due to the data received from level k
and using code matrix Ck = {ckmj} (1 ≤ k ≤ K − 1, 1 ≤ m ≤M , 1 ≤ j ≤ N ) is:
P k−1e =
∑
i,l
Pl
N∏
j=1
[
(2ij − 1)
M∑
m=1
ckmjP
k
ml + (1− ij)
]
ψki,l, (7)
where i = [i1, · · · , iN ] ∈ {0, 1}N is the realization of the received codeword uk, matrix P k = {P kml} is the
confusion matrix of the local decisions at level k, and ψki,l is the cost associated with a global decision Hl at level
k − 1 when the received vector from level k is i. This cost is given by (3).
3We refer the reader to [13] for further details.
6Proof:
If ukj denotes the bit sent by the node j at level k and the global decision is made using the Hamming distance
criterion:
P k−1e =
∑
i,l
PlP (u
k = i|Hl)ψki,l. (8)
Since local decisions are conditionally independent, P (uk = i|Hl) =
∏N
j=1 P (u
k
j = ij |Hl). Further,
P (ukj = ij |Hl) = ijP (ukj = 1|Hl) + (1− ij)P (ukj = 0|Hl)
= (1− ij) + (2ij − 1)P (ukj = 1|Hl)
= (1− ij) + (2ij − 1)
M∑
m=1
ckmjP (y
k
j = m|Hl)
= (1− ij) + (2ij − 1)
M∑
m=1
ckmjP
k
ml
where ykj is the local classification decision made by node j after collecting data from its successors S
k+1(j) at
level k + 1. The desired result follows.
Note that this suggests that the probability of misclassification at level k−1 is dependent on the confusion matrix
at level k. These can be derived easily as follows:
P kml
∆
=P (decide Hm at level k|Hl is true) = 1−
∑
i
p(uk = i|Hl)ψk+1i,m (9)
From these expressions, we can observe that there is a recursive structure, where the probability of misclas-
sification at level k is dependent on the confusion matrix of level k + 1. Therefore, the performance at the FC
depends on all the code matrices in a recursive manner. As mentioned before, we propose a simpler approach
by assuming that each node of the same level uses the same code matrix which is designed by optimizing on a
person-by-person sequential basis. We start with the code design at level K − 1 to fuse data from level K. This
is designed by optimizing the expression in (2). Once we have designed the optimal code matrix at this level,
we derive the corresponding confusion matrix from (9), which is used to design the code matrix at the next level
by optimizing the expression in (7). Following this method, we can design all the code matrices. Note that each
of these optimizations can be performed offline using approaches such as simulated annealing or cyclic-column
replacement [13].
In the following subsection, we analyze our scheme in the asymptotic regime and show that the scheme is
asymptotically optimal.
B. Asymptotic Optimality
We study the asymptotic classification performance of our scheme for two different classes of tree networks.
The first one is the class of fixed height trees in which the height of the tree, K, is assumed to be fixed while
the second is the class of fixed degree trees in which the degree of the tree, N , is assumed to be fixed. More
specifically, we study the classification performance of minimum Hamming distance fusion in fixed height tree
networks when the number of nodes tends to infinity and in fixed degree tree networks when the height of the tree
tends to infinity. We first provide the following bound on the misclassification probability at the FC which will be
used to prove the asymptotic optimality. Let Qkm be the probability of misclassifying hypothesis Hm at level k and
define qkmax
∆
= max1≤m≤M Qkm. Note that for levels 0 ≤ k ≤ K − 1, we have Qkm = 1 − P kmm where P kml are the
elements of the confusion matrix. For k = K, QKm = 1− Pr(decide Hm at level K|Hm is true).
Proposition 3.2: In a perfect tree structure T (K,N) employing the proposed scheme, the misclassification
probability at the FC, P 0e , is bounded as follows
P 0e ≤
[
qKmax
]
K∏
k=1
dkmin
ak
, (10)
7if qKmax <
1
2 and
dkmin ≥
2(M − 2)
[1− 4qkmax(1− qkmax)]− (1/ak)[(2/qkmax)− 2]
, ∀k, (11)
where ak is a parameter which satisfies the following condition
ak >
2(1− qkmax)
qkmax − 4(qkmax)2(1− qkmax)
,∀k. (12)
Proof: To prove the proposition, we start with the inequality (11)
dkmin ≥
2(M − 2)
[1− 4qkmax(1− qkmax)]− (1/ak)[(2/qkmax)− 2]
(13)
=⇒ d
k
min
2
(
1− 4qkmax(1− qkmax)
)
≥ (M − 2) + d
k
min
ak
(
1
qkmax
− 1
)
(14)
=⇒ d
k
min
2
log
(
1
4qkmax(1− qkmax
)
≥ log(M − 1) + d
k
min
ak
log
1
qkmax
(15)
=⇒
[
qkmax
] dkmin
ak ≥ (M − 1)
[√
4qkmax(1− qkmax)
]dkmin
(16)
where (14) is true because ak satisfies (12), and (15) can be proved by applying the logarithm inequality:
(x− 1) ≥ log x ≥ x− 1
x
, for x > 0. Now, for k = 1, · · · ,K
Qk−1m = Pr(decision at level k − 1 6= Hm | Hm) ≤ Pr(dk(uk, ckm) ≥ min
1≤l≤M, l 6=m
dk(uk, ckl ) | Hm)
≤
M∑
l=1
l 6=m
Pr(dk(uk, ckm) ≥ dk(uk, ckl ) | Hm)
≤
M∑
l=1
l 6=m
[√
4Qkmm(1−Qkmm)
]dk(ckl ,ckm)
(17)
≤ (M − 1)
[√
4qkmax(1− qkmax)
]dkmin
(18)
≤
[
qkmax
] dkmin
ak . (19)
Note that (17) is true when Qkm <
1
2 as shown in [28], which holds when (11) and (12) are true. Using the above
results, the average probability of error can be bounded as follows.
P 0e =
M∑
m=1
PmPr(decision at the FC 6= Hm | Hm)
≤
M∑
m=1
Pm
[
q1max
] d1min
a1
=
[
q1max
] d1min
a1
Now, since Q1m ≤
[
q2max
] d2min
a2 ∀m, we have q1max ≤
[
q2max
] d2min
a2 . Continuing in this manner, we get
P 0e ≤
[
qKmax
]∏K
k=1
dkmin
ak .
8The results obtained in Proposition 3.2 show that the misclassification probability for minimum Hamming distance
fusion can be upper-bounded by a quantity determined by the minimum Hamming distance of the code matrices
(dkmin, ∀k), and the largest local classification error among all hypotheses (qkmax, ∀k). Also, note that the parameter
ak in (10) can be chosen appropriately to make the bound tighter. For example, if ak is chosen such that
qkmax(2M − 2) + 2(1− qkmax)
qkmax − 4(qkmax)2(1− qkmax)
> ak >
2(1− qkmax)
qkmax − 4(qkmax)2(1− qkmax)
,∀k,
then, (dk/ak) > 1, ∀k, and we have
P 0e ≤
[
qKmax
]∏K
k=1(d
k
min/ak) ≤ [qKmax](dKmin/aK) .
As a consequence, for fixed height trees, the decoding error of the proposed scheme vanishes as dKmin approaches
infinity which happens when N → ∞. Also, for fixed degree trees, the decoding error of the proposed scheme
vanishes as K approaches infinity. These results can be summarized in the following theorem:
Theorem 3.3: Under conditions (11) and (12), the proposed coding theory based distributed classification scheme
is asymptotically optimal, for both classes of tree networks: fixed height tree networks and fixed degree tree networks,
as long as the probabilities of correct local classification for all hypotheses of the leaf nodes are greater than one
half.
The conditions required for the above theorem depend on the minimum Hamming distance dkmin of the code
matrices used at each level and can be interpreted as follows: the proposed scheme is optimal when the minimum
Hamming distance of the code matrices is “large enough” to ensure that perfect classification is made at every level
of the tree. When the rows of the code matrices are well separated due to large minimum Hamming distance, the
proposed scheme can handle more errors and have good performance.
Also, observe that these results imply that when (11) and (12) are satisfied, there is no loss in asymptotic
performance when all the nodes at level k, for k = 1, · · · ,K, use identical transmission mapping and identical
fusion rules.
C. Simulation Results
In this section, we evaluate the performance of the proposed scheme using simulations. Consider a tree network
T (3, 7) consisting of a total Ntotal = 400 nodes, including the FC. The leaf nodes sense the environment to identify
among four (M = 4) equally likely hypotheses. As discussed before, we assume that all the leaf node measurements
are independent and identically distributed. Under each hypothesis, the probability density function is assumed to
be Gaussian distribution with the same variance (σ2 = 1) but with different means 0, s, 2s, and 3s respectively.
The signal-to-noise power ratio (SNR) of observations at each local node is given by 20 log2 s. The code matrices
are designed using the scheme described in Section III-A and simulated annealing for optimization. The designed
code matrices used at different levels of the tree are found to be
C1 = [11, 8, 9, 9, 3, 9, 12] (20)
C2 = [7, 6, 3, 12, 12, 9, 14] (21)
C3 = [3, 8, 14, 12, 9, 12, 9] (22)
where the code matrix is represented by a vector of M -bit integers. Each integer mj represents a column of any
arbitrary code matrix C and can be expressed as mj =
∑M
l=1 clj . For example, the integer 9 in column 5 of C
3
represents c315 = 1, c
3
25 = 0, c
3
35 = 0, and c
3
45 = 1.
In Figure 4, we plot the final probability of misclassification at the FC with varying SNR values. Note that
this probability of misclassification is empirically found by performing Nmc = 5000 Monte-Carlo runs. As we
can observe, the performance of the scheme improves with increasing SNR and approaches 0 as early as 5dB.
Since the proposed scheme is based on error-correcting codes, it can also tolerate some errors in data. These errors
could be due to various reasons: presence of a faulty node [13], presence of imperfect links between levels [29],
or presence of a malicious node sending falsified data [30]. In order to check the fault-tolerance capability of the
scheme, we have simulated the case when the links between the levels are binary symmetric channels with crossover
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probabilities β = 0.05 and β = 0.1. As shown in Figure 4, the proposed scheme still performs reasonably well
even in the presence of imperfect data due to non-ideal channels modeled as binary symmetric channels.
Building on these results, in the following section, we address the parameter estimation problem in tree based
networks. More specifically, we break the parameter estimation problem into a sequence of M -ary decision making
problems, and each of these M -ary decision making problems is solved using a technique similar to the distributed
classification scheme of the previous section.
IV. DISTRIBUTED PARAMETER ESTIMATION IN TREE NETWORKS USING ITERATIVE CLASSIFICATION
Consider a distributed parameter estimation problem where the goal is to estimate a random scalar parameter θ
at the FC. The parameter θ has a prior probability density function (pdf) pθ(θ) where θ ∈ Θ. We propose a scheme
to estimate the parameter θ using iterative classification. By doing so, we break the parameter estimation problem
into a sequence of M -ary decision making problems. This is essentially a process of iterative rejection of unlikely
objects where the most undesirable options are discarded and the scope of options is progressively narrowed down
until exactly one option is left.
A. Proposed Scheme
We consider a distributed estimation system with the topology of a perfect tree, T (K, N), rooted at the FC.
We model the parameter estimation problem as an M -ary hypotheses testing problem. Our scheme is iterative in
which at every iteration 1 ≤ s ≤ K, the parameter space is split into M regions and an M -ary hypothesis test is
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Fig. 6. Data processing for distributed estimation at node j at level 1 ≤ k ≤ K − 1. Here, vkj ∈ {0, 1}N , vk ∈ {0, 1}N
k
, ykj ∈ R, and
ukj ∈ {0, 1}. Therefore, the mappings are fkj : {0, 1}N
k → {1, · · · ,M} and τkj : R→ {0, 1}.
performed at the level (K + 1− s) of the tree to determine the parameter space for the next level in the tree. The
optimal splitting of the parameter space at every iteration can be determined offline (which will be explained later
in the paper in Section IV-C). For now, we assume that the MK final regions and their corresponding representation
points are known. Let Hkl , where l = 1, · · · ,M and M ≥ 2, denote the M hypotheses4 being tested at level k.
Figure 5 shows an example of parameter space splitting when pθ(·) is standard Gaussian, and M = K = 2. Every
node at level k = 2 first performs a classification task to determine if the parameter θ is positive or negative
(differentiate between hypotheses H21 and H
2
2 ). After a decision is made, the nodes at level k = 1, ‘zoom’ into
the decided hypothesis, say H21 , and perform a classification task to determine if θ belongs to hypothesis H
2
1 or
H12 . In this manner, the FC at level ‘0’ eventually decides the true hypothesis, among the M
K hypotheses, where
θ belongs.
The a priori probabilities of the MK hypotheses are denoted by Pr(Hkl ) = P
k
l , for l = 1, · · · ,M and k =
1, · · · ,K. P kl depends on pθ(·) and the region corresponding to Hkl . We assume that every node j′ at level
k + 1 acts as a source and makes a conditionally independent and identically distributed (i.i.d.) observation yk+1j′ ,
conditioned under each hypothesis Hkl . After processing the observations locally, every node sends its local decision
uk+1j′ ∈ {0, 1} according to a transmission mapping τk+1(·) to its immediate predecessor P k(j′). Each intermediate
node j at level k receives the decision vector vkj consisting of local decisions made by its immediate successors
Sk+1(j) at level k + 1. Intermediate nodes at level k, through collaboration5 and fusion, decide on the result of
the M -ary hypotheses test as the new parameter space for them.
The scheme builds on the DCFECC scheme proposed for distributed classification. Each node j at level k, for
1 ≤ k ≤ K − 1 performs four basic operations (Please see Figure 6):
• Collect data from its successors Sk+1(j) and collaborate with other nodes at level k.
• Decide the new parameter space (hypotheses to test) by fusing data using fusion rule fkj (·).
• Acquire observation ykj and perform hypothesis testing to determine the new parameter space.
• Compress the observation at node j about the hypothesis (new parameter space) and transmit a 1-bit version
to the predecessor P k−1(j) using the transmission mapping τkj (·).
For the leaf nodes (level K), there are no successors and, therefore, only the third and fourth operations need
to be performed. The FC (level ‘0’) collects data from its successors and makes the final decision regarding the
region where θ belongs. Given a tree network, our objective is to find efficient transmission mappings and fusion
rules for nodes at all levels, to maximize the estimation performance at the FC.
Remark: There are three major differences between the scheme proposed here for distributed estimation in tree
networks and the scheme proposed in Section III for distributed classification in tree networks:
• In the scheme proposed here, every node acts as a source node and senses the phenomenon while for the
classification problem in Section III, only the leaf nodes act as source nodes and intermediate nodes act only
as relay nodes.
• In Section III, each node performs the same classification task, or in other words, the set of classes are the
same. On the other hand, in the scheme proposed here, the parameter space is ‘zoomed’ at every level, which
changes the corresponding classes to be tested.
• An important step in the scheme proposed in this section is the collaboration step which is not required for
the classification problem of Section III.
4As before, we assume that N ≥ log2M .
5In collaboration phase, node j at level k shares vkj (the data collected from its successors S
k+1(j)) with other nodes at level k. In
this paper, we assume that nodes do not compress vkj for collaboration and, therefore, after collaboration phase receive the data v
k =[
vk1 , · · · ,vkN
] ∈ {0, 1}Nk .
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By appealing to symmetry, we assume that each node at the same level k, uses an identical code matrix Ck for
transmission to its predecessor and Ck+1 for fusion of data from its successors. Each of the functions fkj (·) and
τkj (·) depend on the code matrix used at level k. Although the performance metric in this framework is the Mean
Square Error (MSE), it is difficult to obtain a closed form representation for MSE. Therefore, typically, one uses
the bounds on MSE to characterize the performance of the estimator. Here, we use an analytically tractable metric
to analyze the performance of the proposed scheme which is the probability of misclassification of the parameter
region. It is an important metric when the final goal of the parameter estimation task is to find the approximate
region or neighborhood where the parameter lies rather than the true value of the parameter itself. Since the final
region could be one of the MK regions, a metric of interest is the probability of ‘zooming’ into the correct region.
In other words, it is the probability that the true value of the parameter and the estimated value of the parameter
lie in the same region.
Now, we design the transmission mapping τkj (·) of nodes at level k. Notice that the final region of the estimated
value of the parameter is the same as the true value of the parameter, if and only if we ‘zoom’ into the correct region
at every iteration of the proposed scheme. Thus, when the nodes at level k use code matrix Ck for transmission,
the probability of misclassification at level k − 1 is given by the following proposition.
Proposition 4.1: The probability of misclassification P k−1e at level k − 1 due to the data received from level k
and using code matrix Ck = {ckmj} (1 ≤ k ≤ K, 1 ≤ m ≤M , 1 ≤ j ≤ Nk) is
P k−1e = 1−
K∏
t=k
[
1−
∑
i,l
∫
yt
P tl P (u
t
1 = i1|yt1)× · · · × P (utN t = iN t |ytN t)p(yt|Htl )ψti,l
]
, (23)
where i = [i1, · · · , iN t ] ∈ {0, 1}N t is the realization of the received codeword ut, yt = [yt1, · · · , ytN t ] are the
local observations of nodes at level t, matrix P t = {P tml} is the confusion matrix of the local decisions at level t,
and ψt−1i,l is the cost associated with a global decision H
t−1
l at level t − 1 when the received vector from level t
is i. This cost is:
ψti,l =
{
1− 1% if i is in decision region of Htl
1 otherwise.
(24)
where as before % is the number of decision regions corresponding to a received codeword i. In other words, it
is the number of rows of code matrix Ct which have the same minimum Hamming distance with the received
codeword i. P tl is the prior probability of hypothesis H
t
l at level t.
Proof: Note that a correct decision is made at level k−1 if and only if the decision at all levels from t = k to
t = K are correct. Therefore, using (2) in a recursive manner at every level of the tree, we get the desired result.
From (23), we can observe that the performance at the FC depends on all the code matrices in a recursive manner. In
this paper, we employ a simpler approach by assuming that code matrices are designed by optimizing on a person-
by-person basis. The code matrix at each level is designed using an approach similar to that of a parallel topology.
Note that each of these optimizations can be performed offline using approaches such as simulated annealing or
cyclic-column replacement [13].
Employing a person-by-person optimization approach, we can find the local transmission mapping of the nodes
at level k as follows:
ukj = τ
k
j (y
k
j ) =
{
0, if
∑
l p(y
k
j |Hkl )Akjl < 0
1, otherwise
, (25)
where Ak = {Akjl} is a weight matrix whose values are given by,
Akjl =
∑
i1,··· ,ij−1,ij+1,··· ,iNk
P kl P (u
k
1 = i1|Hkl )× · · · × P (ukj−1 = ij−1|Hkl )P (ukj+1 = ij+1|Hkl )
× · · · × P (uKNk = iNk |Hkl )× [ψki1,··· ,ij−1,0,ij+1,··· ,iNk ,l − ψ
k
i1,··· ,ij−1,1,ij+1,··· ,iNk ,l]. (26)
For every intermediate node, the fusion rule fkj (·) is the minimum Hamming distance fusion rule as given in
(1). Therefore, the performance of the scheme depends on the minimum Hamming distance of the code matrices.
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Let dkmin be the minimum Hamming distance of the code matrix C
k. In the remainder of this section, we analyze
our scheme in the asymptotic regime and show that the scheme is asymptotically optimal.
B. Asymptotic Optimality
As before, we study the asymptotic performance of our scheme for two different classes of tree networks, fixed
height trees and fixed degree trees. We also analyze the scenarios where both the number of nodes and the height of
the tree tend to infinity. We first provide the following bound on the misclassification probability at the FC which
will be used to prove the asymptotic optimality. Let Qkm be the probability of misclassifying hypothesis H
k
m at
level k and define qkmax
∆
= max1≤m≤M Qkm. For k = 1, · · · ,K, QKm = 1− Pr(decide Hkm at level K|Hkm is true).
Proposition 4.2: In a perfect tree structure T (K,N) employing the proposed scheme, if qkmax <
1
2 , the misclas-
sification probability at the FC, P 0e , is bounded as follows
P 0e ≤ 1−
K∏
k=1
[
1− (M − 1)(4qkmax(1− qkmax))
dkmin
2
]
. (27)
Proof: To prove the proposition, we first establish the following set of inequalities (Please see (17)-(19))
M∑
m=1
P kmPr(decision at level k − 1 6= Hkm | Hkm) ≤
M∑
m=1
P kmPr(d
k(uk, ckm) ≥ min
1≤l≤M, l 6=m
dk(uk, ckl ) | Hkm)
≤
M∑
m=1
P km
M∑
l=1
l 6=m
Pr(dk(uk, ckm) ≥ dk(uk, ckl ) | Hkm)
≤
M∑
m=1
P km
M∑
l=1
l 6=m
[√
4Qkmm(1−Qkmm)
]dk(ckl ,ckm)
≤ (M − 1)
[√
4qkmax(1− qkmax)
]dkmin
.
Therefore,
M∑
l=1
P kmPr(decision at level k − 1 6= Hkm | Hkm) ≤ (M − 1)
[√
4qkmax(1− qkmax)
]dkmin
⇔
M∑
l=1
P kmPr(decision at level k − 1 = Hkm | Hkm) ≥ 1− (M − 1)
[√
4qkmax(1− qkmax)
]dkmin
.
Now,
P 0e = 1−
K∏
k=1
M∑
l=1
P kmPr(decision at level k − 1 = Hkm | Hkm)
≤ 1−
K∏
k=1
[
1− (M − 1)(4qkmax(1− qkmax))
dkmin
2
]
.
As a consequence of Proposition (4.2), for fixed height trees, the probability of ‘zooming’ into the incorrect region
of the proposed scheme vanishes as dkmin approaches infinity which happens when N →∞.
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lim
N→∞
P 0e ≤ lim
N→∞
[
1−
K∏
k=1
(
1− (M − 1)(4qkmax(1− qkmax))
dkmin
2
)]
=
[
1−
K∏
k=1
lim
N→∞
(
1− (M − 1)(4qkmax(1− qkmax))
dkmin
2
)]
= 1−
K∏
k=1
[
1− (M − 1) lim
N→∞
(
(4qkmax(1− qkmax))
dkmin
2
)]
= 1−
K∏
k=1
[1− (M − 1)0]
= 0.
Hence, the overall detection probability becomes ‘1’ as the degree of the tree N goes to infinity. This shows that
the proposed scheme asymptotically attains perfect region detection probability for bounded height tree networks
if qkmax < 1/2 ∀k = 1, · · · ,K. Notice that perfect region detection probability does not imply that the estimation
error will vanish. It just provides a coarse estimate of the parameter. For estimation error to vanish, MK → ∞,
which can be achieved by letting K approach infinity.
However, for fixed degree trees, misclassification error of the proposed scheme need not vanish as K approaches
infinity.
lim
K→∞
P 0e ≤ lim
K→∞
[
1−
K∏
k=1
(
1− (M − 1)(4qkmax(1− qkmax))
dkmin
2
)]
=
[
1− lim
K→∞
K∏
k=1
(
1− (M − 1)(4qkmax(1− qkmax))
dkmin
2
)]
For misclassification error to vanish, every term in the product should vanish, which obviously is not true for
the above equation.
These results can be summarized as the following theorem:
Theorem 4.3: The proposed iterative classification scheme for distributed parameter estimation in tree based
networks is asymptotically optimal (when both the degree N and number of levels K simultaneously approach
infinity), as long as the probabilities of correct local classification for all hypotheses at each node is greater than
one half.
Remark: Note that, while for distributed classification, we have shown that the proposed scheme is asymptotically
optimal if either N or K tend to infinity, for the distributed estimation case, we have proved that the scheme is
asymptotically optimal when both N and K tend to infinity.
Next, we address the remaining aspect of the scheme which is the discretization of the continuous parameter
space to perform estimation as iterative classification.
C. Optimal Splitting of the Parameter Space
As mentioned before, the scheme splits the parameter space Θ into MK regions. Therefore, the MSE between
the true parameter value θ and the FC’s estimate θˆ is affected by two factors: the quantization of the continuous
region Θ into MK discrete points and the probability of misclassifying the region where the true parameter belongs.
In Section IV-B, we showed that the probability of misclassification can be made to tend to zero by using a large
sensor network. Therefore, in order to minimize the MSE, we need to minimize the error due to the quantization
of Θ into MK points. This optimal splitting depends on the prior pdf pθ(·) and can be determined by using ideas
from rate distortion theory [31]. As mentioned in [31], the optimal regions for quantization are given by Voronoi
regions and the reconstruction points should minimize the conditional expected distortion over their respective
assignments. One of the most popular algorithms used to determine these regions is the Llyod-Max algorithm [32],
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[33]. This algorithm is iterative where we start with an initial set of reconstruction points which are typically chosen
at random. It then repeatedly executes the following steps until convergence:
• Compute the optimal set of reconstruction regions (Voronoi regions) and
• Find the set of optimal reconstruction points for these regions (centroid of the Voronoi regions).
In this paper, we use this algorithm which is performed offline and, therefore, is not a computational issue.
D. Simulation Results
In this section, we provide simulation results to evaluate the performance of the proposed scheme. As before,
consider a tree network T (3, 7) consisting of a total Ntotal = 400 nodes, including the FC. The observation at each
node is Gaussian distributed with unknown mean θ and variance σ2 = 1. This unknown parameter θ is uniformly
distributed in (0, θmax) where the region size is varied by varying the maximum value θmax. At each level, the
nodes perform an M -ary classification where M = 4. Therefore, there are a total of MK = 43 = 64 possible
estimates of θ. Since the parameter is uniformly distributed, the optimal splitting is uniform quantization into MK
regions with the mid-points of the regions as the corresponding representation. Due to the complexity in designing
the optimal matrix of size 4× 343 for transmission at level 3 (due to collaboration, each node at level 2 has data
of all nodes at level 3), we employ a sub-optimal approach by concatenating the optimal code matrix of size 4× 7.
For level 3, it is concatenated 49 times, and for transmission at level 2, it is concatenated 7 times. The smaller
code matrix of size 4× 7 is designed using the simulated annealing approach.
In Figure 7, we plot the mean square error (MSE) between the true value of θ and its estimate θˆ at the FC6 as
a function of θmax. This value of MSE is empirically found by performing Nmc = 5000 Monte-Carlo runs. As
we can observe, the performance of the scheme gets worse with increasing region size. This is because, when the
range of θ is increased while the total number of possible estimates remains fixed, the error due to quantization
increases. Since the proposed scheme is based on error-correcting codes, it can tolerate some errors in data. As
mentioned before, these errors could be due to various reasons [34]. We have also simulated the case when the
links between the levels are modeled as binary symmetric channels with crossover probability β = 0.1. As shown
in Figure 7, the proposed scheme is quite robust to the presence of imperfect data arising due to non-ideal channels
modeled as binary symmetric channels. As alluded to before, this robustness in performance is due to the use of
error-correcting codes.
V. CONCLUSION
In this paper, we considered the general framework of distributed inference problem in tree networks. We proposed
an analytically tractable scheme to solve these problems and proved the asymptotic optimality of the proposed
schemes. For the classification problem, when the number of hypotheses is M = 2, the proposed scheme is a
majority-vote scheme for distributed detection in tree networks. Also, note that since the proposed scheme uses
6As discussed before, this estimate is one of the MK discrete points representing the quantized regions (centroids of the Voronoi regions,
please see Section IV-C).
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error-correcting codes, it works well even in scenarios with unreliable data [34]. It should be pointed out that the
proposed scheme is not limited to wireless sensor networks, although the application of wireless sensor networks
has been considered in this paper. The DCFECC scheme has been found to be applicable to a number of other
applications including the paradigm of crowdsourcing [35]. We believe that one can use these results to address
several other applications involving tree structures.
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