Purpose: X-ray scattering leads to CT images with a reduced contrast, inaccurate CT values as well as streak and cupping artifacts. Therefore, scatter correction is crucial to maintain the diagnostic value of CT and CBCT examinations. However, existing approaches are not able to combine both high accuracy and high computational performance. Therefore, we propose the deep scatter estimation (DSE): a deep convolutional neural network to derive highly accurate scatter estimates in real time. Methods: Gold standard scatter estimation approaches rely on dedicated Monte Carlo (MC) photon transport codes. However, being computationally expensive, MC methods cannot be used routinely. To enable real-time scatter correction with similar accuracy, DSE uses a deep convolutional neural network that is trained to predict MC scatter estimates based on the acquired projection data. Here, the potential of DSE is demonstrated using simulations of CBCT head, thorax, and abdomen scans as well as measurements at an experimental table-top CBCT. Two conventional computationally efficient scatter estimation approaches were implemented as reference: a kernel-based scatter estimation (KSE) and the hybrid scatter estimation (HSE). Results: The simulation study demonstrates that DSE generalizes well to varying tube voltages, varying noise levels as well as varying anatomical regions as long as they are appropriately represented within the training data. In any case the deviation of the scatter estimates from the ground truth MC scatter distribution is less than 1.8% while it is between 6.2% and 293.3% for HSE and between 11.2% and 20.5% for KSE. To evaluate the performance for real data, measurements of an anthropomorphic head phantom were performed. Errors were quantified by a comparison to a slit scan reconstruction. Here, the deviation is 278 HU (no correction), 123 HU (KSE), 65 HU (HSE), and 6 HU (DSE), respectively. Conclusions: The DSE clearly outperforms conventional scatter estimation approaches in terms of accuracy. DSE is nearly as accurate as Monte Carlo simulations but is superior in terms of speed (%10 ms/projection) by orders of magnitude.
INTRODUCTION
The CT image reconstruction algorithms rely on the assumption that detected x rays do not undergo any interaction within the scanned object. The contribution of scattered x rays to the acquired projection data leads to a violation of this assumption. As a result, the corresponding CT images suffer from a reduced contrast, inaccurate CT values as well as cupping and streak artifacts. [1] [2] [3] Especially in cone-beam CT (CBCT), where scatter-to-primary ratios may easily be in the order of 1 and above, scatter artifacts are a severe issue. Therefore, appropriate scatter correction is crucial to maintain the diagnostic value of the CT examination.
Basically, there are two different concepts to deal with x-ray scattering in CT: scatter suppression and scatter estimation. Scatter suppression aims at reducing the amount of scattered x rays reaching the detector using antiscatter grids or collimators. 4 Scatter estimation approaches, which are the focus of this manuscript, try to derive an estimate of the distribution of scattered x rays that is, subsequently, used to correct the acquired projection data. 5 Here, the scatter distribution can either be estimated using dedicated hardware such as beam blockers or primary modulation grids [6] [7] [8] [9] [10] [11] [12] [13] or using software-based approaches that rely on physical, empirical, or consistency-based models to predict x-ray scattering.
Among these methods the gold standard is to perform Monte Carlo (MC) simulations that precisely model the entire CT acquisition process. 5 However, while being very accurate, MC simulations have two major drawbacks: the high computational complexity that prevents a real-time application, and the need for accurate prior information on the object to be simulated such as the density distribution and the material distribution. 29 Thus, so-called kernel-based scatter estimation approaches are preferred in practice. 14, 15, 17, [19] [20] [21] [30] [31] [32] These approaches can be divided into model-based and MC-based approaches. The former approximate x-ray scattering as an integral transform of a scatter source term that reflects the amount of scattering along rays from the source to the detector and a scatter propagation kernel that accounts for the spatial spreading of scattered x rays. 5 Typically, both of these terms are derived using simplified theoretical models (e.g., only single scattering is considered) with a set of open parameters that are calibrated to fit MC simulations or reference measurements. MC-based approaches, in contrast, make use of precalculated needle-beam MC simulations of primitive geometries such as cuboids or ellipsoids with varying dimensions. To estimate scatter within a measured projection, one of the precalculated needle-beam kernels is assigned to every detector pixel according to an appropriate similarity metric. Finally, all kernels are summed up including correction terms that account for differences between the prior object shape and the actual patient shape.
While being real-time capable, kernel-based approaches have the drawback of a reduced accuracy compared to MC simulations. Furthermore, it might be challenging to find parameters or correction terms, respectively, that apply to different anatomical regions, view angles or acquisition conditions.
Deep neural networks have the potential to overcome these drawbacks and have proven outstanding performance in several areas of CT imaging such as segmentation, [33] [34] [35] [36] registration, 37 denoising, [38] [39] [40] [41] [42] CT artifact reduction [43] [44] [45] , or sparse view CT. [46] [47] [48] [49] Therefore, we recently proposed the deep scatter estimation (DSE) for medical CT 50, 51 and industrial CT. 52 To estimate scatter, DSE uses a deep convolutional neural network which is trained to reproduce the output of MC simulations given only a function of the acquired projection data as input. Once the DSE network has learned the corresponding mapping, scatter estimates with almost similar accuracy as MC simulations can be generated in real time. Compared to previous publications this manuscript provides additional experiments that investigate DSE with respect to the most suitable mapping to be learned by the neural network, the generalization to different tube voltages, the generalization to different noise levels, the generalization to different anatomical regions as well as the application of DSE to truncated data. Furthermore, we demonstrate the application of DSE to measured data of an experimental CBCT system. For any experiment DSE is compared against two commonly used conventional scatter estimation approaches: a kernel-based and a hybrid scatter estimation.
MATERIALS AND METHODS

2.A. Kernel-based scatter estimation
Kernel-based scatter estimation (KSE) approaches usually derive the scatter estimate S est by an integral transform of a scatter source term T(p) and a scatter propagation kernel G:
which can be expressed as a convolution operation in case of a stationary kernel (Gðu; u 0 ; cÞ ¼ Gðu À u 0 ; cÞ). Here, p denotes the logarithm of the normalized primary intensity p ¼ À lnðI=I 0 Þ. The operator T is usually based on a physical model and represents the amount of scattering along a line from the x-ray source to a certain detector element at position u. G denotes the scatter propagation kernel that models the spatial spreading of scattered x rays as a function of the parameter vector c ¼ ðc 0 ; c 1 ; ; c N Þ. Thus, for a ray from the xray source to the detector position u 0 , Gðu; u 0 ; cÞ is the fraction of x rays that are detected at position u. In recent years several models to set T and G have been proposed. 14 [24] . It uses the forward scatter intensity, which can be calculated analytically, as a scatter source term:
where K can be interpreted as the differential cross section of forward scattering. The scatter propagation kernel is defined as: 
Prior to an application of the kernel-based approach, the open parameters are calibrated such that the resulting scatter estimate best fits scatter predictions of a MC simulation by minimizing the following cost function:
fK; cg ¼ argmin X n;u kS est ðn; u; K; cÞ À S MC ðn; uÞk 
where, n is the sample index and S MC the MC scatter estimate. As the parameters are only calibrated once and kept unchanged subsequently, they might not perfectly fit the actual measurement. Therefore, Baer et al. proposed to use a distinct parameter set fK; cg n for every projection to be corrected using a similar minimization as in Eq. (4):
However, to achieve reasonable performance only a very coarse MC simulationS MC is used here. Thus, the convolution model can be seen as a physics-based regularizer to the MC scatter estimate. This, so-called hybrid scatter estimation (HSE) was implemented as a second reference method.
2.B. Deep scatter estimation
The drawback of conventional kernel-based approaches is that they are restricted to a predefined scattering model that is based on simplified assumptions, and therefore, might not generalize well to arbitrary cases. However, given only the 2D projection data, it is challenging to set up more comprehensive models. Deep convolutional neural networks have the potential to overcome this drawback as they are able to learn suitable models intrinsically without the need to define them explicitly. Here, we propose to use the U-net architecture 35 to estimate scatter given only a function of the acquired projection data as input. Our DSE network, shown in Fig. 1 , consists of an encoding path and a decoding path which are connected by concatenated skip connections. The contracting path that plays a role in creating a hierarchy of features consists of seven stages. Each of them applies three 3 9 3 convolutions followed by a rectified linear unit (ReLU) activation. While the spatial dimensions are reduced after every stage using a 3 9 3 convolution with a stride of 2 9 2, the number of feature channels is doubled, starting with 16 in the first stage. The expansive path is designed same as the contracting path except for the strided convolutions which are replaced by a 2 9 2 nearest neighbor upsampling to restore the spatial resolution.
The DSE network was implemented using the Keras framework (v. 2.15) with the Tensorflow backend (v. 1.7). The weights w and the biases b were determined by minimizing the mean absolute percentage error between the output DSE(w, b) and a MC scatter prediction S MC : fw; bg ¼ argmin 100 K X n;u DSEðn; u; w; bÞ À S MC ðn; uÞ S MC ðn; uÞ ;
where n is the sample index, u is the detector coordinate and K is the product of the number of training samples and the number of detector pixels. The weights were initialized using a Glorot uniform initialization. 53 The biases were initialized with zeros. The training was performed on an NVIDIA Quadro P6000 for 80 epochs using an Adam optimizer and a batch size of 16.
As scatter distributions are known to be of low frequency, the DSE network was not applied to the full size projection data but on a downsampled version with 384 9 256 pixels. Thus, to use the DSE scatter estimate for scatter correction, it has to be upsampled to the original projection size. TABLE 1. Mean absolute percentage error of the kernel-based scatter estimation (KSE), the hybrid scatter estimation (HSE), and the deep scatter estimation (DSE) with respect to the ground truth scatter distribution (MC simulation). Training data were generated simulating tube voltages of 80, 100, 120, 140 kV. The training was performed for every of the four tube voltages separately as well as using all data together (left column 
2.C. Simulation study
The accuracy as well as the limits of the proposed DSE approach was evaluated for simulated data of CBCT scans of three different anatomical regions: head, thorax and abdomen. All simulations are based on clinical CT reconstructions of different patients (7 male and female patients for the simulation of head scans and 14 male and female patients for the simulation of thorax and abdomen scans). Additional datasets were generated by applying affine transformations to the CT reconstructions such that there are 28 voxel volumes for every anatomical region. Using these voxel volumes as prior, artificial CBCT projections were generated as follows:
where I is the polychromatic primary intensity, S MC is the scatter distribution calculated by our in-house MC simulation, 24 and I 0 is the flat field image. For each voxel volume and each parameter set 45 views, distributed equally over 360 , were simulated. The performance of DSE was evaluated by quantifying the accuracy of scatter estimates for different tube voltages (see Section 2.C.1), different noise levels (see Section 2.C.2) and different anatomical regions (see Section 2.C.3). For each experiment, the following mappings M i of the simulated projection data p sim were trained separately.
•
In any case the training was performed as described in Section 2.B without further normalization of the input data.
As a reference, the kernel-based scatter estimation and the hybrid scatter estimation described in Section 2.A were implemented. Therefore, the open parameters of the kernelbased approach were calibrated according to Eq. (4) using FIG. 3 . CT reconstructions of two simulated patient datasets with and without scatter correction (KSE: kernel-based scatter estimation, HSE: hybrid scatter estimation, DSE: deep scatter estimation trained to learn the mapping M pep ). For better visibility of remaining scatter artifacts, the data were simulated without noise.
Medical Physics, 46 (1), January 2019 the same training dataset as the neural network. Since the parameters of the hybrid approach are recalibrated for every projection to be corrected, it is applied according to Eq. (5) using a coarse MC simulation of the test dataset.
To investigate the impact of the three scatter estimation approaches on CT images, CT reconstructions of scatter-corrected data were performed. Therefore, 720 projections covering 360
were generated according to Eq. (7). Subsequently, KSE, HSE, and DSE scatter estimates were calculated and subtracted in intensity domain to derive a scatter-corrected dataset. To avoid very small or even negative intensity values, scatter estimates were restricted to a maximum of 97% of the simulated data (S est ¼ minðS est ; 0:97 Á e Àp sim Þ). The scattercorrected data were water precorrected and reconstructed on a 512 9 512 9 512 voxel grid with 0.6 mm voxel size.
2.C.1. Generalization to different tube voltages
The generalization of the DSE to CBCT scans acquired with different tube voltages was evaluated using simulated head scans. For each of the 28 head priors projections were simulated at 80, 100, 120, and 140 kV. Here, the geometry of the simulation as well as the prefilter settings and the detector characteristics were chosen according to our experimental CBCT system (see Section 2.D). Additional data were generated by flipping the projections vertically and horizontally. The data were divided into a training dataset consisting of the projections of 22 head priors and a test dataset consisting of the projections of the remaining 6 head priors. For each of the mappings described in Section 2.C the DSE network was trained five times: for every of the four tube voltages separately and once using all data together. In the latter case, no data augmentation was applied to ensure that every training dataset contains the same number of samples. To investigate the generalization, any DSE network was applied to the five different test datasets.
2.C.2. Generalization to different noise levels
To apply DSE to projections acquired with different tube current settings, it has to be robust against variations of the noise level. The generalization of DSE to varying noise levels was evaluated for projections of the head datasets. Similar to Section 2.C.1, the 28 head priors were used to simulate projections at 80, 100, 120, and 140 kV. Here, two training and testing datasets consisting of the projections of 22 and 6 head priors, respectively, were simulated; one dataset without noise and one dataset that contains projections with six different noise levels that correspond to 5k, 10k, 25k, 50k, 75k, and 100k x-ray photons per detector pixel. DSE was trained on both datasets as described in Section 2.B. To evaluate the performance for noisy data, 20 different noise realizations, corresponding to 5k-100k x rays per detector pixel, were added to the test dataset. For each noise realization both of the trained models were applied.
2.C.3. Generalization to different anatomical regions
To avoid the need of having a separate parameter set for every anatomical region to be corrected, a generalization of a single model to varying anatomical regions is desirable. This   FIG. 4 . Mean absolute percentage error of the kernel-based scatter estimation (KSE), the hybrid scatter estimation (HSE), and the deep scatter estimation (DSE) with respect to the ground truth scatter distribution of the test dataset. The scatter estimation approaches were applied to test data with different noise levels (5000-100,000 photons per detector pixel). To investigate the influence of the input data on the DSE scatter estimate, it was trained using different functions of the simulated projection p sim as input ( property was investigated using simulations of head, thorax, and abdomen scans at 120 and 140 kV. The projection data were generated as described in Section 2.C assuming a typical C-arm geometry with a 40 9 30 cm detector, an isocenter-todetector distance of 440 mm and an isocenter-to-focus distance of 620 mm. Thorax and abdomen data were simulated for two different z-positions and two different acquisition geometries: a centered detector setup that yields a 22 cm field of measurement (FOM) and a shifted detector setup that yields a 40 cm FOM. As the head phantoms usually fit within the 22 cm FOM, no shifted detector acquisition was simulated but only two different z-positions. To have the same number of samples for every anatomical region, the number of head projections was doubled by horizontal flipping. For each of the mappings described in Section 2.C, KSE and DSE were trained for head, thorax, and abdomen data separately as well as using all data together. Again, projections of 22 prior volumes were used for training and 6 were used for testing.
2.D. Measured data
To evaluate the performance of DSE as well as the two reference approaches for real data, measurements of an anthropomorphic head phantom were conducted at our experimental table-top CT which is equipped with a Powerphos x-ray source and a Varian 4030 flat detector. A 360 scan with 720 views was performed using a tube voltage of 120 kV and a 6 mm aluminum prefilter. To quantify the accuracy of the scatter correction a slit scan was performed as reference. Since the simulation study (Section 2.C) was performed using the geometry and acquisition parameters of our table-top system, the DSE network trained on simulated data was also applied to correct the measurement. Only the parameters of the hybrid scatter estimation approach were recalibrated using MC simulations of the measurement.
RESULTS
3.A. Simulation study
Scatter estimates were evaluated for head, thorax, and abdomen CBCT simulations. The data were generated as described in Section 2.C. Subsequently, scatter was estimated using KSE, HSE, and DSE. While KSE and HSE calculate the scatter estimate by convolving a pep image (p Á e Àp ) with (6)] with respect to the ground truth (MC scatter simulation) was evaluated for every of the following three experiments.
3.A.1. Generalization to different tube voltages
The generalization of DSE to projections acquired with different tube voltages was investigated for head datasets as described in Section 2.C.1. Qualitative results of scatter estimates of two exemplary head projections are shown in Fig. 2 . Quantitative results evaluating the accuracy of the three scatter estimation approaches are summarized in Table I . In general, it can be observed that the performance is significantly reduced if a certain scatter estimation approach is applied to a tube voltage setting that has not been included within the training dataset. This might be explained by the fact that projections simulated with a different tube voltage differ in scatter-to-primary-ratio, which is 0.89 (80 kV), 0.70 (100 kV), 0.63 (120 kV), and 0.59 (140 kV) on average. Therefore, there is the best agreement between 120 and 140 kV data while the largest deviations can be observed if a certain approach is applied to 80 kV data, but has not seen in 80 kV data during training. However, practically there is no need to train a certain approach on data simulated with one tube voltage only as a training on all data does not lead to a major loss of accuracy but applies well to all simulated tube voltages.
Comparing the different scatter estimation approaches, KSE shows the lowest accuracy. In any case, the deviation of the scatter estimates from the ground truth is larger than 10%. Since HSE calculates a distinct parameter set for every projection, there is an increased performance with an error between 6.5% (140 kV) and 8.2% (80 kV). DSE clearly outperforms the reference approaches. However, the mapping to be learned by the DSE network has a strong impact on the accuracy of the scatter estimate. Considering a training on data that have been simulated with tube voltages of 80, 100, 120,and 140 kV, there is an error between 3.4% (140 kV) and 5.5% (80 kV) for the mapping that uses normalized intensities as input (M ep ). Training a mapping based on projection data (M p ) improves the accuracy on the test data to values between 0.9% (140 kV) and 1.6% (80 kV). Similar results are obtained for the third mapping that is based on "pep" data (M pep ). Here, the error is between 1.0% (140 kV) and 1.4% (80 kV).
Scatter-corrected CT reconstructions are shown in Fig. 3 . Here, similar trends as for the projection data can be observed. The poorest scatter correction is achieved using KSE. Due to an overestimation of scatter, streak artifacts are introduced to the reconstructed CT images. These artifacts are reduced using HSE while DSE yields CT images that are almost similar to the ground truth, a CT reconstruction of scatter-free data. Comparing the CT values in soft tissue to the ground truth yields an average deviation of 275 HU (no correction), 55 HU (KSE), 22 HU (HSE), and 1 HU (DSE) for patient 1, and 350 HU (no correction), 131 HU (KSE), 73 HU (HSE), and 9 HU (DSE) for patient 2.
3.A.2. Generalization to different noise levels
The generalization of DSE to projections acquired with different tube current or different noise levels, respectively, was investigated for head datasets as described in Section 2.C.2. The corresponding results are shown in Fig. 4 . As KSE and HSE convolve the input data with a rather broad kernel, they are robust against a variation of the noise level, even if trained on noiseless data. In contrast, DSE requires the training data to resemble the test data in terms of noise. Training DSE on noiseless data leads to a very reduced accuracy, especially in case of high noise levels. However, a robust performance can be achieved by training DSE on noisy data. Including six different noise levels within the training dataset led to the same accuracy for all of the 20 different noise levels used for testing. Mean absolute percentage error of the kernel-based scatter estimation (KSE), the hybrid scatter estimation (HSE), and the deep scatter estimation (DSE) with respect to the ground truth scatter distribution (MC simulation). Training data were generated by simulating head, thorax, and abdomen data at 120-140 kV. The training was performed for head, thorax, and abdomen data separately as well as using all data together (left column 
3.A.3. Generalization to different anatomical regions
The generalization of DSE to different anatomical regions was investigated using simulations of head, thorax, and abdomen CBCT acquisitions. Qualitative results of the three scatter estimation approaches for exemplary head, thorax, and abdomen projections are shown in Fig. 5 . Results of the quantitative evaluation are summarized in Table II . For abdomen and thorax data, HSE yields scatter estimates with the lowest accuracy. This is obvious as HSE is based on a coarse MC simulation which, in turn, requires an accurate prior representing the patient. However, in case of truncated data no accurate prior volume is available. Thus, especially for the 22 cm FOM (centered detector) there are high deviations up to 293.2%. As the FOM is sufficient to reconstruct most of the head data without truncation, much better agreement is observed in that case. Using a shifted detector setup leads to reduced truncation and more accurate HSE scatter estimates with deviations up to 26.5%. Slightly more accurate scatter estimates can be achieved using KSE while the best performance is observed for DSE. Similar to the experiments FIG. 6 . CT reconstructions of thorax and abdomen datasets with and without scatter correction (KSE: kernel-based scatter estimation, HSE: hybrid scatter estimation, DSE: deep scatter estimation trained to learn the mapping M pep ). The data were simulated using a centered detector [22 cm field of measurement (FOM)] setup and a shifted detector setup (40 cm FOM). KSE and DSE used a training dataset consisting of head, thorax, and abdomen data. Note that HSE had to use a truncated prior for the coarse MC simulation as there is a FOM smaller than the patient. described in Sections 3.A.1 and 3 there is a decreased accuracy of DSE if it is applied to an anatomical region that has not been present in the training data. However, using a training dataset containing head, thorax, and abdomen data yields accurate scatter estimates for all three anatomical regions.
Comparing the three mappings to be learned by the DSE network, there are similar trends as observed in Section 3.A.1. Considering a training on data of all anatomical regions, there is an error between 2.4% (abdomen) and 4.7% (head) for the mapping based on normalized intensities as input (M ep ). A mapping of projection data to scatter distributions (M p ) improves the accuracy and yields errors between 1.6% (abdomen) and 1.7% (head). Similarly the "pep" mapping (M pep ) leads to errors between 1.4% (abdomen) and 1.8% (head).
The CT reconstructions of scatter-corrected data are shown in Fig. 6 . According to the poor performance of KSE and HSE, the corresponding reconstructions suffer from inaccurate CT values and streak artifacts. DSE, in contrast, yields CT images that are almost similar to scatter-free reference reconstruction.
3.B. Measured data
The performance of DSE and the two reference approaches was evaluated for a CT scan of an anthropomorphic head phantom that was measured at our experimental CBCT system. To quantify the accuracy of KSE, HSE, and DSE scatter-corrected CT reconstructions, a slit scan measurement was acquired to serve as a low scatter example since no ground truth exists for the measurement. The slit scan measurement as well as the scatter-corrected data were water precorrected and reconstructed on a 512 9 512 9 8 grid with a voxel size of 0.6 mm. The corresponding CT images as well as the difference to the slit scan are shown in Fig. 7 . As also observed in the simulation study, DSE yields images almost free of scatter artifacts, while KSE and HSE are not able to fully correct the data. Evaluating the CT value accuracy in soft tissue yields an average deviation of 278 HU (no correction), 123 HU (KSE), 65 HU (HSE), and 6 HU (DSE) with respect to the slit scan.
It should be noted that the difference in the DSE image and the slit scan image looks more significant than the corresponding difference image in the simulated case (Fig. 3 , DSE image minus ground truth). The reason is twofold. First, the slit scan is not scatter-free while DSE attempts to produce a scatter-free image. Second, our MC simulation that was used to train DSE may not model our experimental table-top CBCT system accurately enough.
DISCUSSION AND CONCLUSION
This work demonstrates the advantage of using a deep convolutional neural network for x-ray scatter estimation. In contrast to conventional methods such as KSE or HSE, the proposed DSE approach is not restricted to derive scatter estimates according to a predefined theoretical model but learns the most suitable model itself during the training phase. Therefore, DSE shows a good generalization to varying acquisition conditions and different anatomical regions as long as they are appropriately represented in the training dataset. Once trained, DSE can be applied in real time (%10 ms for a 384 9 256 projection) and yields scatter estimates with almost the same accuracy as MC simulations. In this regard, the mapping to be learned by the DSE network seems to be of particular importance. In our experiments the loss on the test data increased by about a factor of 2 to 3 if DSE was trained using normalized intensities instead of using logarithmic data or "pep" data as input. Therefore, it is recommended to use DSE with one of the latter mappings. Compared to DSE, KSE and HSE scatter estimates show significantly higher deviations from the ground truth. Especially, in regions of high attenuation the reference methods tend to overestimate scattering which leads to the introduction of streak artifacts within the reconstructed CT images. Since KSE and HSE rely on rather simple models, more accurate results might be achieved using more sophisticated kernel-based approaches. However, to our best knowledge, there is no kernel-based model that is able to provide a similar accuracy as DSE. Furthermore, these models might need major adjustments if the geometry or the acquisition parameters are changed. As demonstrated by our experiments, DSE can be adapted by simply extending or exchanging the training dataset.
It has to be noted that the accuracy of DSE scatter estimates is depending on the accuracy of the scatter signal presented during the training phase. Here, we were using Monte Carlo simulations to generate the scatter ground truth. However, for complex setups that might not be modeled accurately enough using Monte Carlo, DSE can, quite obviously, also be trained to reproduce any other reference scatter estimate, for example, estimates from beam-blocker, slit scan or primary modulation measurements.
Although this paper is focused on the application of DSE to CBCT head, thorax, and abdomen scans, there is no conceptual restriction, neither to a certain modality nor to one of the three anatomical regions. It has been shown that a DSE network trained on simulated data can also handle measured data. Thus, training data for other modalities can be generated easily, even if they are not of tomographic type. As DSE makes no use of the fact that a whole CT scan is available, it is likely to be useful also for applications in conventional xray imaging, in interventional fluoroscopy, in interventional imaging, or in tomosynthesis applications as long as training data, that is, accurate scatter estimates, can be provided.
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