Dual structure in the conjugate analysis of curved exponential families (Statistical Inference of Records and Related Statistics) by Ohnishi, Toshio & Yanagimoto, Takemi
Title
Dual structure in the conjugate analysis of curved exponential
families (Statistical Inference of Records and Related
Statistics)
Author(s)Ohnishi, Toshio; Yanagimoto, Takemi








Dual structure in the conjugate analysis
of curved exponential families
(Toshio Ohnishi) (Takemi Yanagimoto)
The Institute of Statistical Mathematics
Abstract
Curved exponential families $\mathrm{a}\mathrm{d}$ mitting conjugate pliol densities are introduced $\mathrm{a}\alpha \mathrm{l}\mathrm{d}$ exploreaIntx 0-
ducing extended versions of the mean and tlxe canonical I) arameters, we expand the conjugate analysis
to these curved exponential families. Emphasis is put on dual structures- In fact, we derive the dual
Pythagorean $1\mathrm{e}1\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{r}1\mathrm{b}\backslash \ddagger 1\mathrm{i}\mathrm{p}_{\mathrm{b}}$ with resPect to posterior risks, each of which makes it clear how the Bayes
estimator do minates other estim $\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{b}\neg$ . We also show that the conjugate prior density is the least
informative.
Key Words: closure under sampling, conjugacy, duality, least information, Legendre transfozntatiott,
linearity, proper dispersion model. Pytllagolef.fil relationship, standgdized posterior mode
1. Introduction
Tlte conjugate analysis is one of the most $\mathrm{i}$ mportant fields in Bayesian inference. It
has attracted interests of 1rlany reseaxchers including Coiisonni alld Veronese (1992. 2001),
Guti\’errez-Pe\^ila $(1992, 1997)$ axld Guti\’erre?-Pefia and Smith (1997). Si mplicity in calculating
the posterior mean, or the Bayes estimator, is characteristic of $\mathrm{t}1_{1}\mathrm{e}$ conjugate analysis. A
minimax property of the conjugate prior density was sbovv 11 $1_{\mathit{3}}\mathrm{y}$ Morris (1983) and Consomri
aIld Veronese (1992). Recently, extensions of tlie conjugate prior density $1\mathrm{z}_{\dot{\mathrm{C}}}\iota \mathrm{v}\mathrm{e}$ been studied $1_{\lrcorner}\mathrm{y}$
$\mathrm{s}$uch authors as Ibrahim and Chen $(1998, 2000)$ and Yanagi moto and Ohnishi $(200\overline{\mathrm{a}}\mathrm{a})$ . Tlle
dual structure is elegantly observed iu the exponential fal1lilies and the curved exponential
$\mathrm{f}\mathrm{a}$ milies (Bariidorff-Nielsen $1^{\{}\mathrm{J}78\mathrm{a}$ , Am ari anld Nagaoka 2000). $11\dot{1}$ fact, the $\mathrm{i}$ mportance of the
cru ved exponential families owes largely to the dual structure. That in $\mathrm{t}$ }$\mathrm{l}\mathrm{e}‘ \mathrm{j}\mathrm{O}\mathrm{l}\mathrm{l}\mathrm{j}\mathrm{u}\not\in\dot{\mathrm{i}}$ate analysis
was pursued in naive ways by Yanagimoto and Ohnishi $(\underline{?}0\mathrm{O}^{r}s\mathrm{a}\mathrm{b})$ .
The original definition of conjugacy is closure under sa mpling, i.e., that the prior and the
posterior den ities belong to the same family of distributions, $\mathrm{w}\mathrm{h}\mathrm{i}\mathrm{c}1_{\mathrm{J}}$ was defined by Raiffa
and Schlaifer (1961, pp.43-57). In this paper we I1leaXl closure under sam$\mathrm{n}\mathrm{p}1\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ by $\mathrm{f}\cdot \mathrm{O}\mathrm{l}\mathrm{l}\mathrm{j}\mathrm{u}\mathrm{g}\mathrm{a}\mathrm{e}\mathrm{y}$
according to their definition. It is known that this definition produces am biguity. Take a
sam pling den sity in a natural exponential family
$p(x;\eta)=\exp\{\eta x-\psi(\eta)\}a(x)$ (1.1)
for instance. The prior density $7\tau(\eta;m_{\dot{r}}\delta)$ cx $\exp[\overline{\delta}\{\tau\iota\iota r/-’\sqrt J(\eta)\}]b(\eta)$ is conjugate, that is,
closed under sam$\iota \mathrm{p}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{g}$, an $\iota \mathrm{d}$ we cannot specify the tyPe of the supporting measure $b(\eta 1$ by
conjugacy alone. Diaconis and Ylvisaker (1979) characterized the choice $b(\eta)=1$ by linearity
of the posterior mean of the mean para meter and defined conjugacy by this linearity. Tbe
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reason why the present authors adopt such an ambiguous definition is a conjecture that closure
under sampling in itself implies a $\mathrm{c}\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{a}_{\int}\mathrm{i}11$ opti111U11I property. This will be shown affirmatively
in Section 3.
The conj ugatc analysis is not restricted to the natural exponential $\mathrm{f}\mathrm{a}\mathrm{m}$ ily case. Mardia $\mathrm{a}\mathrm{r}$)$\kappa 1$
El-Atoum (1976) showed that the von Mises distribution, which $\mathrm{i}\mathrm{t}\backslash$ in the curved exponential
families, has a conjugate prior density. For the sampling density
$p_{\iota \mathrm{M}}(Xj \mu, \tau)=\frac{1}{2\pi I_{0}(\tau)}\exp\{\tau\cos(x-\mu)\}$ , (1.2)
where $I_{0}(\tau)$ is the modified Bessel function of tlle first kind, the vonl Mises prior density
$P\mathrm{v}\mathrm{M}(\ell\iota;?n, \delta)$ is conjugate. $\mathrm{T}\mathrm{l}\dot{\mathrm{u}}\mathrm{f}\mathrm{i}$ prior density was enlplo$.\mathrm{v}$ed by Guttorp and Lockhart (1988)
and Rodrigues et al. (2000). $\mathrm{H}\mathrm{e}1^{\mathrm{n}}\mathrm{e}$ the linearity of tlie posterior mean of $\mu$, does not hold in
the sense of Diaconis and Ylvisaker (1979), although Rodrigues et $al$ (2000) pointed out that
a tyPe of linearity holds.
This paper has the $\mathrm{f}\mathrm{o}11\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{n}_{\mathrm{p}\gamma}\mathrm{t}$) two aim$1\mathrm{S}$ . $\zeta)_{1\mathrm{z}\mathrm{e}}$ is to reveal an essential aspect of the conjugate
analysis. We considez the following $\mathrm{s}\mathrm{a}\iota \mathrm{x}\iota \mathrm{p}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{g}$ density
$\mathrm{p}\{\mathrm{x};\mu$ ) $=\exp\{-d(x, \mu)\}a(x)\backslash$ (1.3)
$\prime \mathrm{h}\cdot 1\mathrm{l}\mathrm{e}\mathrm{r}\mathrm{e}$ $x$ and $\mu$ are $P$-dimensional, and $d(a, t)$ is $\mathrm{e}\mathrm{x}\mathrm{l}$) $1^{\cdot}\mathrm{C}\mathrm{b}\mathrm{b}\mathrm{e}\mathrm{d}$ through thle $(2p+2)$ functions,
$f_{k}(t)’ \mathrm{s}$ and $l\iota\iota(t)$ ’s, as
$d(a, t)$ $= \sum_{j=1}^{p+1}f\iota_{f}(a)\{f_{j}(t)-f_{j}’(a)\}$ .
In general, the density (1.3) belongs to the curved exponential families. As will be seen in
tl$\iota \mathrm{e}$ subsequent sections, the $\mathrm{s}\mathrm{a}\mathrm{n}[perp] 1$)Iing density (3.
$\cdot$3) with $P$ $=1$ covers the natural exponential
family (1.1) and the von Mises distribution (1.2). Thus, a unified discussion is possible. We
will slxov’ that the prior density of the for$\mathrm{m}\pi(\mu\cdot, m_{\backslash }. \mathrm{r})^{\backslash })$ cx $\mathrm{e}\mathrm{x}1^{\mathit{1}}\{-\delta\prime t(m, \mu)\}$ $c(\mu)$ is conjugate
for the sam pling density $(1\iota 3)$ . We will also prove th at the conjugate prior has the lninirnunl
$\mathrm{i}_{11}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{m}$ atiori among a’ ertain set of prior densities. This property implies a tyPe of superiority
of the conjugate analysis over non-conjugate ones. It seems to be closely related to the
minimax property of the conjugate prior density shown by Morris (1983) and Consonni and
Vet $\mathrm{o}\mathrm{I}\mathrm{I}\mathrm{G}\mathrm{S}6$ (1992).
The other. but main aim is to show dual $\mathrm{s}\mathrm{t}1\mathrm{u}\mathrm{t}^{\backslash }1$ure of the conjugate analysis. $\mathrm{b}\mathrm{Y}^{\tau}\mathrm{e}$ will
assume two types of prior densities which have dual properties, and discuss conjugate allaly-
scs separately. The loss functions we adopt are also dual to each other. YVe derive the dual
Pytl agorean relationships with respect to posterior risks. These relationships make it clear
how the Bayes estimnalor do minates other ones. The dual struc rure we will show is si nilar
to the one with respect to the mean and the canonical parameters in the $\mathrm{c}^{1}\mathrm{x}\mathrm{p}\subset\lrcorner \mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}1\mathrm{f}\mathrm{a}_{J}\mathrm{n}1^{\wedge}$
ilies, which Barndorff-Nielsen $(1^{\langle}\mathrm{J}78\mathrm{a})$ and Amari and Nagaoka (2000) pointed out. It is a
substantial extension of previous results by tlxe authors to $\mathrm{t}\mathrm{h}[perp] \mathrm{e}$ $\mathrm{C}\mathrm{U}1^{\backslash }\mathrm{v}\mathrm{e}\mathrm{d}$ exponential falnily {1.3).
The organization of this paper is as follows. Section 2 introduces gxtain curved expo-
nential families adinitting the conjugate analysis. Extcnded versions of tlie mean and the
canonical parameters are defined under some regularity conditions. Section 3 shows conju-
gacy of the assu med prior density. An optimum property of the conjugate $\mathrm{P}^{1\mathrm{i}_{\mathrm{o}\mathrm{I}}}$. density is
also proved. Sections 4 and 5 reveal dual structure of the conjugate $\mathrm{e}$ analysis. We derivc the
dual Pythagorean relationships with respect to posterior risks. Extended $\mathrm{v}\mathrm{e}\mathrm{r}\cdot \mathrm{s}\mathrm{i}_{\mathrm{o}\mathrm{I}1\mathrm{S}}$ of the dual
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Pythagorean relationships $\mathrm{a}1^{\backslash }\mathrm{e}$ also obtained. Section 6 discusses the conjugate analysis under
weaker regularity conditions, which covers the V0II Mises case.
2. Extended mean and canonical parameters
In tl is section wc introduce certain curved exponential families for which we can discuss the
conjugate analysis. Counterparts of the mean and thle canonical parameters in the exponential
families are defined. We will learn th at these parameters are useful in understanding the dual
structure of the conjugate analysis. The two propositions and tlle two lcmm as are obtained,
the proofs of which are given in Appendix.
We investigate the conjugate analysis of tl $\iota \mathrm{e}$ curved exponential family
$iF=$ { $p(x;\mu)|p(x;\mu)=\exp\{-d(x,$ $\mu)\}$ a(r) }, (2.1)
where $x$ and $\mu$ are $p$-dimeusional, $a(x)$ is thle supporting measure and
$d(a, t)$ $= \sum_{\mathrm{j}=1}^{p+1}lx_{j}(a)_{\mathrm{t}}^{(}.f_{j}.(t)$ $-f_{j}(a)\}$ . (2.2)
In tlie above we assumle the following three regularity conditions:
(2.1) $h_{1}(\mathrm{t})\ldots$ , $f\iota_{\mu+\rfloor}(t)$ are linearly independent.
(C.2) 1, $f_{1}.(t)$ , $\ldots$ , $f_{p+1}(t)$ are linearly independcn$1\mathrm{t}$ .
(C.3) $d(a, t)\geq 0$ and $d(a, t)=()$ if attd only if $a=t$ .
The function $d(a, t)$ is the deviance function $\mathrm{i}_{11}\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{e}\mathrm{d}$ in Jorgcnseu (1907, P.4). The regu-
larity condition (C.3) $\mathrm{i}$ mplies tl at
$\frac{\partial}{\partial t}d(a_{:}t)$ $|_{t=a}=0$ for $\Re 1\mathrm{y}$ $a$ . $(^{\underline{\}}}..\cdot \mathit{3}\rangle$
The farxlily $F$ covers the cxponeutial $\mathrm{f}\mathrm{a}$ mily case. In fact, set $l\iota_{p+1}(x)=1$ in tbe sarn-
pling density in (2.1). Then the density is $\mathrm{v}’\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{t}\mathrm{e}11$ as $p(x, \cdot\mu)=\exp\{-\sum^{\mathrm{p}}j=1jf\iota(x)fj(\mu)-$
$f_{p+1}(\mu)\}\overline{c’}(x)$ , wlle1e $\tilde{a}(x)$ $= \exp\{\sum_{j=1}^{p}f\iota_{j}(x)f_{j}(x)+f_{p+1}(x)\}a(x)$ . This is a den sity 1n $\mathrm{a}\mathrm{J}1$
exponential family.
Now, we define extended versions of the mean and the canonical para meters $\mathrm{i}_{\mathrm{I}1}$ order to
develop discussions similar to those in the exponential family case. Let $F_{p.p}(t)$ denote the
$p\mathrm{x}$ $p$ matrix whose ( $i,j\}\mathrm{t}\mathrm{h}1$ component is $\partial f.j$ $(t)/\partial ti(1\leq i, \sqrt{}^{r}\leq p)$ . In addition to (C. 1)-(C.3)
we assume the following regularity condition:
(C.4) $\det F_{p,p}(t)\neq 0$ for anly $t$ .
The case where this $r\iota on- s\mathrm{i}r\iota gular\mathrm{i}t\uparrow J$ condition is not satisfied will be discussed in the final
section. Here we show that $h_{p+1}(a)\neq 0$ for any $a$ . Suppose that $f\mathrm{z}_{p+1}(a\mathrm{o})$ $=$ ($\}$ foi sorne $a0$ .
The equality (2.3) can be rewritten as
$F_{p,p}(a)h(a)=-hi \beta-\vdash 1(a\}\frac{d^{\Gamma}}{\partial a}f_{p+\iota},(a).$,
where $h(a)=(h_{1}(a), \ldots, h_{p}(a))^{T}$ . This set of linear equations, together with (C.4), gives
that $h(a_{0})=0$ alld therefore that $\mathrm{d}(\mathrm{a}\mathrm{o}, t)=0$ fot any $t$ , which contradicts (C.3). Thus, we
assume without loss of generality that
(C.3) $h_{p+1}(t)$ $>0$ for any $t$ .
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We introduce a new parameter vector $\eta=$ $(\eta_{1t}\ldots,\eta_{p})^{T}$ as
$\eta_{j}=-f_{J}.(\mu)$ (2.4)
for $j=1$ , $\ldots$ , $p$ . It follow$\mathrm{v}\mathrm{s}$ from the inverse function theorem that (C.4) guarantees the oue-
to-onle correspondence between $\mu$. and $\eta$ . $\mathrm{t}K\check{/}\mathrm{e}$ nlay call j7 the extended canonical pcvtosneter.
The parameter vector yy is the very canonical one in the exponential family case.
We regard $f_{p+1}.(\mu)$ as a function of $\eta$ and set
$\psi(\eta)=f_{p+1}.(\mu)$ . (2. $\llcorner’\rangle r$
This function becomes the cumulant function in the exponential family case. Although the
cumulant fur ctiou is convex., the convexity is not obvious in the curved exponential family $F$ .
We show in the follo wing lemma that convex ity also holds true for $\mathcal{F}$ .
le mma 2.1.
The function $\nu^{/}\cdot(\eta)$ defined by (2.5) is convex.
Using the Legendre transformation, we define another parameter $\theta$ and another convex
function $\phi(\theta)$ conjugate to $\eta$ and $\psi(\eta)$ , respectively. 1Ve set $\theta=(\theta_{1}, \ldots, \theta)^{T}\rho$ as $\theta_{j}=$
$(\partial/\partial\eta_{j})_{l}/l\}(\eta)$ for $j=1$ , $\ldots$ . $p$ . As is given by (A.4) in Appendix, $\backslash \mathrm{v}\mathrm{e}$ have
$\theta_{j}=\frac{f\iota_{j}(\mu\grave{)}}{l\iota_{p+1}(\mu)}$. (2.6)
The following $\mathrm{l}\mathrm{c}\prime \mathrm{I}\mathrm{l}\mathrm{I}\mathrm{m}\mathrm{a}$ clarifies $\mathrm{t}\mathrm{h}_{\mathrm{G}111}\mathrm{e}\mathrm{a}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{g}$ of $\theta$ . $\mathrm{W}’ \mathrm{e}$ $\mathrm{U}1\mathrm{a}3’$ call $\theta \mathrm{t}\mathrm{h}_{1\mathrm{C}^{\lrcorner}}exte;\iota ded$ $\mathit{7}ll\cdot e,a\tau\iota param\wedge$
eter.
Lemma 2.2.
It holds jar $j=1$ , $\ldots$ , $p$ that
$\mathrm{E}[h_{j}(x)-\theta_{j}h_{l^{J+\mathrm{I}}}(x)|p(x;\mu)]=0$ .
$\mathrm{T}1_{1}\mathrm{e}$ convex function conjugate to $\psi(\eta)$ is expressed as $\phi(\theta)=\theta^{T}\eta-\psi(\eta)$ where $\eta$ is tltc
parameter value corresponding to 0. Note that the convexity of $\psi l_{\backslash }\eta$ ) guarantees the oue-to-
one $\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{I}$) $01_{\grave{\mathrm{A}}}\mathrm{d}\mathrm{e}1\mathrm{x}\mathrm{c}\mathrm{e}$ between $\eta$ and $\theta$ . The $\mathrm{f}$ unction1 $\phi(\theta)$ has the following representation as
a function of $\mu$ :
$\psi(\theta)=-,\sum_{j=1}^{p}\frac{h_{j}(\mu)}{h_{\mathrm{p}+1}(\mu)}f_{j}(\mu)-f_{p+1}’(\mu)$ . (2.7)
The definition of $\phi(\theta)$ yields that
$L(\mu_{1}, \mu_{2})=\phi(\theta_{1}\rangle+\psi(\eta_{2})-\theta_{1}^{T}\eta_{2}$ $(_{\sim}^{\eta}.8)$
is positive where $\mu_{i}$ , $\eta_{\iota}$ and $\theta_{\iota}$, are equivalent to one another $(\mathrm{i}=1, 2)$ . It seems to be natural
to adopt $L(\hat{\mu}, \mu)$ or $L(\mu,\acute{\mu})$ as a loss function. It should be noted that the following identity
$L(\mu_{1}, \mu_{3})-L(\mu_{1}, \mu_{2})-L(\mu_{2}, \mu_{3}\rangle=(\theta_{1}-\theta_{9}.)^{2’}(\eta_{2}-\eta_{3})$ (2.9)
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holds, which will play a key role in subsequent discussions.
An interesting result is found in the relation among $d(\mu_{1}, \mu_{2})$ , $L(\mu_{1},$ $\mu_{2}$ } and the Kuliback-
Leibler separator. Note that the function $d(x_{?}\mu)$ of $\mu$ given data $x$ beco mes the norlrled
$\log$-likelihood function, i.e., $d(x, \mu)=\max_{\mu}\{\log p(x; \mu)\}-\log p(x;\mu)$ . A calculation using
tlle formulas (2.4) through (2.7) gives
$d(\mu_{1}, \mu_{2})=h_{p+:}(\mu_{1}\rangle L(\mu_{1}, \mu_{l}\mathrm{z}).$ (2.10)
Also, the Kullback-Leibler separator from $p(x;\mu \mathrm{l} )$ to $p(x; \mu 2)$ is calculated as
$\mathrm{K}\mathrm{L}(\mu_{\mathrm{L}}, \mu_{2})=\mathrm{E}$ $[f\iota_{p+\downarrow}(x)|p(x;\mu_{1}\}]L(\mu_{1},$ $\mu_{2}\prime 1.$ (2.11)
These two expressions (2.10) and (2.11) $\mathrm{r}\epsilon \mathrm{v}\mathrm{e}\mathrm{a}\mathrm{l}$ the $\mathrm{r}\mathrm{e}1\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}\mathrm{a}1\mathrm{I}1\mathrm{O}1\mathrm{l}}\mathrm{g}d(\mu_{1\backslash }\mu_{2})$ , $L(\mu_{1\backslash }\mu_{2})\mathrm{a}\mathrm{l}\tau \mathrm{d}$
$\mathrm{K}\mathrm{L}(\mathrm{p}\mathrm{i}, \mu_{\mathit{2}}|)$ . Modification of the loss functions $L(\hat{\mu}_{\backslash }\mu)$ and $L(\mu_{\backslash }\grave{\mu})$ will be dealt with in
Sections 4 and 5.
The following two exam ples give calculations of the extended mean and the extended
canonical param etets. We deal with the natural exponential family $\mathrm{a}\mathrm{n}\iota 1$ the hyperbola dislai-
butiou.
Examnple 2.1. Let $1\mathrm{k}^{\zeta}$, $\mathrm{f}$ onsider the case of thle natural exponential family (1.1). Let $\mu$ be
the mean palalirleter and $\phi(\mu)$ $\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{e}$ convex function C01ljugate to the CUlIlUlant function $\psi(?/)$ .
Noting that r7 $=\acute{\varphi}’(\mu)$ and $\phi(\backslash a)=x\varphi’(x)-\{/$) $(\acute{\varphi}’(x))$ , we obtain another expression of the
density (1.1) as
$p(x;\mu)=\mathrm{e}\prime \mathrm{x}\mathrm{p}[-.\iota^{1},\{-\phi’(\mu_{I})+d’J(.\iota)\}-\{\psi(\phi’(\mu))-\psi(‘\beta’(x))\}]e^{\varphi(\nu)}a(.\iota\cdot)$ .
If we set $fi(\mu)=-\mathrm{r}\beta’(\mu)$ , $f.\underline{)}(\mu)=\psi(\phi’(\mu))$ , $h\iota$ $(.\iota)=x$ aiid $l\prime 2(x)=1$ , then we $01_{\mathrm{J}}\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{n}$ the
mean and tl$1\mathrm{C}$ canonical para meters in the ordinary sense.
When the salnplin$\mathrm{g}$ den sity is defined on $\mathrm{I}\mathrm{R}^{+}$ . $\mathrm{a}\mathrm{n}\mathrm{o}\mathrm{t}_{1}\mathrm{h}\mathrm{e}\mathrm{r}$ choice is possible. The pair $(1/\mu, -\psi(\eta))$
of the extended mean and the extended canonical parameters $\mathrm{i}_{\mathrm{E}\mathrm{i}}$ obtained by setting $f_{1}(\mu)=$
$\psi(\phi’(\mu))$ , $f_{2}(\mu\rangle=-\phi’(\mu.), h_{\mathrm{J}\mathit{1}}(x)$ $=1$ and $l\iota_{\ell}.(x)$ $=x$ . If we adopt tl is para meterization in the
gamma distiibution, tl$1\mathrm{G}$ derived dual convex functions aie thle salne as those in the Poisson
distribution under the ordinary parameterization. $\mathrm{T}1_{1}\text{\’{i}} \mathrm{s}$ is directly related to the fact that the
gamma prior density is conjugate for both the sampling distributions.
Example $\Delta_{\angle}^{l\mathit{6}}.i$ . We discuss the hyperbola distribution having the density
$p_{\mathrm{H}}\acute{(}x;\mu.,$ $\tau)=\frac{1}{2I\zeta_{\mathfrak{g}}(\tau)}\exp\{-\tau$ cosll(x-{\iota ) $\}$ , (2.12)
where $\mathrm{A}_{0}’(\tau)$ is the modified Bessel function of the third kind. The addition formula for the
hyperbolic cosine function gives
$\cosh(x-\mu)$ - $1=\mathrm{s}\mathrm{i}\mathrm{x}[perp] \mathrm{h}x$ ( $-\mathrm{s}\mathrm{i}_{11}\mathrm{I}\iota\mu$ $+$ sirlh $x$ ) $+\mathrm{c}\mathrm{o}_{\backslash }\mathrm{s}\mathrm{h}x(\mathrm{c}\iota)\mathrm{s}\mathrm{h}$$\mu-\cosh x.)$ .
The regularity conditions (C.4) and (C.5) are satisfied if we set $f1(\mu\rangle$ $=-$ sitihpa, $\mathit{1}^{\iota}\mathrm{z}(\mu)=$
$\cosh\mu_{\dot{J}}h_{1}(x)=$ sinlrx aiid $h_{2}(x)=\cosh x$ . The extended mean arid the extended canonical
parameters are given by $\theta$ $=\tanh\mu$ agxd $\eta$ $=\sin \mathrm{h}_{1}\mu$ , respectively. This sa mpling density
allows us the conjugate analysis as the von Mises density does. A close relationship $\mathrm{b}\mathrm{c}\mathrm{t}\mathrm{v}^{Y}\mathrm{e}\mathrm{e}11$
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this density atid the von Mises one was pointed out by $\mathrm{B}\mathrm{a}\mathrm{l}\mathrm{r}\iota \mathrm{d}\mathrm{o}\mathrm{r}\mathrm{f}\mathrm{f}$-Nielsen $(1978\mathrm{b}\backslash )$ and Jensen
(1981).
3. Conjugacy with the least information property
Consider thle prior density
$r_{1}(\eta_{7}. m,\overline{\delta})=\exp\{-\delta d(m, \mu)+K(m, \delta)\}b(\eta)$ (3.1)
on the extended canonical parameter $\eta$ where $b\acute{(}\eta$ ) is a non-negative function and $\exp\{K(m, \delta)_{f}^{\mathrm{I}}$
is the normalizing constant. We prove that this prior density is conjugate for the sampling
density in (2.1). Comparing with non-conjugate prior densities, we also show the least infor-
rnation property of the conj ugate prior den sity.
First, we give a proof of the conjugacy in termsIS of thle duality of tlle param this $\eta$ and $\theta$ .
Let $\theta(\mu)$ denote the p-dim cnsional vector with the $j\mathrm{t}\mathrm{h}$ component Oj $=\theta_{J}(\mu)$ in (2.6), In this
paper we employ the standardized posterior mode $\grave{\mu}_{6nbap}$ , which is a modified posterior mode
of $\mu$ derived by discarding the Jacobian factor $b(\eta)$ in Yanagimoto and Ohnishi (2005b). In
ouz case it is given by
$\hat{\mu}_{sr’\iota ap}=\arg$ xnin $\{d(x. \mu)+\delta d(m. \mu)\}$ . $(3.2\dot{)}$
$\mu$
It should be noted that the esti mation procedure is i1lval.iant with respect to a parameter
trallsf(Jlmation.
The regularity conditions (C.4) and (C.5) yield that the standardized posterior lllode is
uniquely determined for anly $x$ , $m$ and $\delta$ . Actually, a calculation using (2.8) and (2.10) gives
the expression of the standardized posterior ntode $\hat{\theta}_{bmap}$ as
$\hat{\theta}_{sr\prime 7ap}=’\frac{h_{p+1}(x)\theta(x)+\delta h_{p+l}(m)\theta(m)}{f\iota_{fJ\dashv 1}(x\rangle+\delta h_{\gamma\nu+3}(m)}$ .
Noting that $\acute{\theta}_{sm\iota p}‘=\theta\{\hat{\mu}_{smup}$ ) an$1\mathrm{d}$ recalling the equality (2.6), we obtain $\mathrm{t}1$ $1\mathrm{C}$ $\mathrm{L}^{\cdot}\mathrm{O}\mathrm{I}\mathrm{l}\mathrm{l}\mathrm{p}\mathrm{o}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{w}\mathrm{i}\mathrm{s}\mathrm{e}$
expression
$\frac{f\iota_{j}(\mu_{b\prime\}\iota ap})}{h_{p+1}(\hat{\mu}_{sm\alpha\beta 1}\not\in)}=\frac{f\iota_{j}(x)+\prime\overline{1}b_{j}(m)}{l\iota_{p+1}(x)+\delta h_{p+1}(m)}$ $(1\leq j’ \leq p)$ . (3.3)
We can see a tyPe of lineaxity of the standardized posterior rnode in $\theta$ . It is interesting to
col pate this linearity holding for any $b(\eta)$ with the posterior 1lnearity by which Diaconis ar cl
Ylvisaker (1979) characterized the constant supporting Ine.a$\mathrm{s}\iota \mathrm{u}\mathrm{e}$ on the canonical parameter,
Theorem 3.1.
The prior density (3.1) is conjugate. The posterior $der;sit_{l}^{J}.\iota/\mathrm{i}s\rho,j\iota\gamma_{J\Gamma^{\sim}\xi \mathrm{i}}s^{\mathrm{v}}sed$ as $\pi(\eta:\hat{\mu}_{smap}, \delta^{*})$
where $\hat{\mu}$smap is the standardized posterior mode (3.2) and
$\delta^{l}=\frac{h_{p+1}(x)+\delta h_{\rho+\mathrm{t}}(m)}{f_{t_{p+1}}(\hat{\mu}_{\theta Y\hslash \mathrm{t}\iota p}\prime)}$. (3.4)
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Proof. The posterior density is $\mathrm{P}^{1\mathrm{O}}.\mathrm{P}^{\mathrm{C}l1^{\backslash }\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{a}1}$ to $\exp\{-\mathrm{d}(x, \mu)-\delta d(m, \mu)\}b(\eta)$ .
$\mathrm{T}\mathrm{b}\mathrm{e}$
expression (2.2) of $d(a, t)$ gives
$d(x, \mu)+\delta d(m, \mu)-d(x,\hat{\mu}_{b7\prime\iota up})-\delta d(m, \mu_{srn\prime\iota p})$
$= \sum_{j=1}^{p+1}\{l_{lj}(x)+\delta l_{l_{j}}(m)\}\{f_{j}’(\mu)-f_{\dot{j}}(\hat{\mu}_{Sl\prime\iota ap})\}$ . {3.5)
It follow$\mathrm{v}\mathrm{s}$ fro$1\mathrm{X}1$ ( $3.\cdot \mathrm{d}\rangle$ and (3.4) that
$f\iota_{j}(x)+\delta h_{j}(m)=\overline{\delta}^{*}h_{j}(\hat{\mu}_{smap})$
for $j=1$ , $\ldots$ , $p$ . Thus, using ( $2.2\rangle$ again, we see that the left-hand side of (3.5) reduces to
$\delta^{*}d(\hat{\mu}_{smap}, \mu)$ , which $\mathrm{c}\mathrm{o}$ mpletes thlc proof. $\square$
Next, we show that the conjugate prior density has the least information property. For
this purpose we make comparison with a non-conjugate prior. Let $\pi(\eta)$ denote an arbitrary
prior density, and write the corresponding posterior density as $\pi(\eta|x)$ for a given $x$ . Then we
consider the family $f’(x, m, \delta)$ of prior densities satisfying
$\mathrm{E}[(\eta^{T}, \tau_{\ell}\mathit{1}^{J}J(\eta))|\pi(\eta|x)]=\mathrm{E}[(\eta^{T}, \psi(\eta))|\pi(\eta,\hat{\mu}_{srn\iota\iota p_{j}}\delta^{*})]$ . $(’3.6)$
Since $L(\mu_{J}^{\mathrm{A}}. \mu)=\acute{\varphi}(\hat{\theta})+\psi(\eta)-\hat{\theta}^{T}\eta_{\backslash }$ this condition is equivalent to tlic condition th at the
equality
$\mathrm{E}$ $[L(\tilde{\mu}, \mu)|\pi(\eta|x)]=\mathrm{E}[L(\hat{\mu}, \mu)|\pi(\eta_{l}.\hat{\mu}_{\mathrm{b}l\prime tup}, \delta^{*})]$
holds fot $\mathrm{a}\prime \mathrm{l}\mathrm{y}$ estim ate $\hat{\mu}\wedge$ To be specific, any prior density iti $\mathcal{P}(x, m_{\dot{\mathit{1}}}\overline{\delta})$ has tl $\iota \mathrm{e}$ identical
Bayes estim ate aud the identical posterior risk of the Bayes esti1natr. Thus, \’it is $\mathrm{r}\mathrm{c}\mathrm{a}BO11\mathrm{a}\iota_{y}1\mathrm{e}$
to compare the amount of information contained am ong thle thot densities in $\mathcal{P}(x, m, \delta)$ .
Thle following theorem gives a Pythagorean relationship holding $\mathrm{f}\dot{\mathrm{o}}1$ the conjugate prior
density. See Figure 1. The least inform atioti property is obtained as a corollary.
Theorem 3.2.
Let $\pi(\eta)$ be $ar\iota y$ prior $der\iota s\mathrm{i}t?J\mathrm{i}\tau’$. $\mathrm{P}(x, m, \delta)defi^{1}ned$ by the condition (3.6), and write the
corresponding posterior density as $\pi(\eta|x)$ . Then, the following $Pythago^{J}r.\epsilon’ a^{l}rl7^{\cdot}elatior\iota st\mathfrak{x}\mathrm{i}p$
$\mathrm{K}\mathrm{L}(\pi(\eta|x)_{\backslash }’\tau(\eta;m_{1}, \delta_{1}))=$ $\mathrm{I}\{\mathrm{L}$ $(\pi(\eta|x), \tau)(\eta;\hat{\mu}_{sr;\iota a\mu}, \delta^{\mathrm{A}}))$
$+\mathrm{K}\mathrm{L}(\tau’(\eta;\hat{\mu}_{snlBp\rangle}\delta^{*}). \tau’(?l;\eta l_{1}, \delta_{1}))$ (3.7)
holds for any hyperparameters $m_{1}$ und $\delta_{1}$ .
Proof. Note that
KL $(\overline{l\mathrm{t}}(\eta|xx), \pi(\eta:m_{\mathit{1}}, \delta_{1}))-\mathrm{K}\mathrm{L}(\pi(\eta|x), \pi(\eta:\hat{\mu}_{s\tau nc\iota p_{j}}\delta^{*}\rangle)$
$= \mathrm{E}||\mathrm{l}\mathrm{o}\mathrm{g}.\frac{\pi(\iota\tau,\hat{\mu}_{s\prime nap},\delta^{*})}{\pi(\eta m_{1},\delta_{1})}|\pi(\eta|x)||$ .
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If we replace $\pi(\eta|x)$ with $’/\rceil^{-}(\eta;\hat{\mu}_{s’ r\mathrm{z}ap\}}\delta")$ in the right-hand side, the expected value be comes
the Kullbaek-Leibler separator from $\pi(\eta:\hat{\mu}_{sn\{\kappa\iota p}, \delta^{*})$ to $\pi(\eta:m_{1},\overline{\delta}1\rangle$ . Thus, it is sufficient to
show that this replace nent does not change tlie above expected value. It follows that
$\log\frac{\pi\acute{\{}\eta\hat{\mu}_{smap_{i}}\delta^{*})}{\pi(\eta im_{1},\overline{\delta}_{1})}=a_{1}^{T}\eta+a_{\mathit{2}}\mathrm{A}\tau_{f}^{\dot{f}}\acute,(\eta)+a_{\delta\backslash }\backslash$




$\oint)(\hat{\theta}_{sn\iota a\rho})-K(m_{1}, \delta_{1})+K(\hat{\mu}_{s\prime\prime\iota ap}, \delta^{\star})$ .









Figure 1: Tlle Pythagorean relationsh ip holding for $\mathrm{t}1_{1}\mathrm{e}$ conjugate prior.
Now, we solve the minimization1 problem of the followving $\mathrm{f}_{\mathrm{U}\mathrm{I}1\mathrm{C}}\mathrm{t}\mathrm{i}_{01}\mathrm{z}\mathrm{a}1$
$G[\pi(\eta)]=\mathrm{K}\mathrm{L}(\pi(\eta|x\rangle\backslash \tau’(\eta.\cdot x. 1))$ .
Recall that the factor $b(\eta)$ $\mathrm{i}\mathrm{n}\mathrm{l}$ the prior density (3.1) is $\mathrm{d}\mathrm{i}\mathrm{s}\epsilon$ axded when deriving the stan-
$\mathrm{d}\mathrm{a}\mathrm{r}^{*}\mathrm{d}\mathrm{i}\mathrm{r},\mathrm{e}\mathrm{d}$ posterior mode (3.2), Since we may look upon the $\mathrm{s}$ ampling density $p(x^{\mathrm{z}}, \mu)=$
$\exp\{-d(x, \mu)\}a(x)$ as the ptior density $\pi(\eta;x\grave, 1)$ , the functional $G[\pi(\eta\rangle]$ can be regarded
as the information colltaitted in tl $\iota \mathrm{e}$ prior density $\pi(\eta)$ . The following corollary gives the
minimizer of $G[\pi(\eta)]$ .
Corollary 3.3.
The conjugate prior density (3.1) $n\iota \mathrm{i}n\mathrm{i}_{J\prime}^{l}\iota \mathrm{i}\wedge./es$ the $f\uparrow xr\iota ct\mathrm{i}onal$ $G[\pi(\eta)]=KL(\pi(\eta|x\}_{\backslash }\pi(\eta;x, 1)$
$)$
among the family $\mathrm{V}\{\mathrm{x},$ $m,$ $\delta$) of prior densities $defi7\iota ed$ by th$\iota e$ condition (3.6)
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Proof. Set $m_{1}=x$ and $\delta_{1}=1$ in Theorem 3.2. and $\mathrm{w}\cdot \mathrm{e}$ have
$G[\pi(\eta)]=G[_{J}\tau(\eta_{j}. m, \delta\}]+\mathrm{K}\mathrm{I}\lrcorner(\pi(\eta|x)_{\backslash }\pi(\eta j\hat{\mu}_{\mathrm{S}lnap\}}\delta^{*}))$ .
This equality completes the proof.
$\square$
Note that this corollary is closely related to discussions on the $1\mathrm{h}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{r}11r\mathrm{d}_{\vee}\mathrm{x}$ property of $\mathrm{t}$ he
conjugate prior density employed by Morris (1983) and Consonni and Veronese (1992).
We close this section by $\mathrm{e}$ mphasizing to a potential relation between thle conjugate an alysis
and the generalized linear model (GLM). Conjugate priors for the GLM were studied by Chen
and Ibrahim (2003). $\prime \mathrm{I}’1\iota \mathrm{e}\mathrm{G}\mathrm{L}\mathrm{M}$ is bas ed 011 tlxe $\mathrm{s}\mathrm{a}\mathrm{I}\mathrm{I}1\mathrm{p}1\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ density $p(.’\iota^{1}\mathrm{i}\mu)$ with lnean $\mu \mathrm{i}_{11}$
the one-para meter exponential $\mathrm{f}\mathrm{a}$ mily- $\mathrm{I}\iota$ is known to $1_{1\mathrm{O}}1\mathrm{d}$ that $\log\{p(x;/\hat{x}_{\mathrm{k}\mathrm{J}\mathrm{L}})/\mathit{1}^{\mathrm{J}}(x:\mu)\}=$
$\mathrm{K}\mathrm{L}(p(y;;\hat{s}_{\mathrm{k}4\mathrm{L}})\dot, \mathrm{p}(\mathrm{y};\mu))$ where $\hat{\mu}_{\mathrm{M}\mathrm{L}}=’.r$ is the rnaximurn likelihood estim ator. This is formally
rewritten as
KL $(\delta(y-\hat{\mu}_{\Lambda 1\mathrm{L}}), p(y;\mu))=\mathrm{K}\mathrm{L}(\delta(y-\hat{\mu}_{\mathrm{M}\mathrm{L}}), p(y;\hat{\mu}_{\mathrm{k}1\mathrm{J}_{\vee}}))+\mathrm{K}\mathrm{L}(p(y;\acute{\mu}_{\mathrm{M}\mathrm{L}}), p(y:\mu))$ ,
where $\delta(ry-A^{\cdot})$ is the $\mathrm{D}\mathrm{i}_{1}\cdot \mathrm{a}\mathrm{r},’ \mathrm{s}$ delta function. A similar Pythagorean relationship holds approx-
imately in tlle GLM. Com paaing with the Pythagorean relationship (3.7) in Tl eorern 3.2. we
learn tl at a type of similarity lies between tlte conjugate analysis and tlle GLM.
4. A Pythagorean relationship
In this and the following sections $\mathrm{t}$ he duai Pythagorean relationship$\mathrm{s}$ are derived, each of
which manifests how the standardized posterior mode dominates other $\mathrm{t}^{4}s\mathrm{t}\mathrm{i}\mathrm{r}\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{s}$. The loss
functions we adopt in the $\mathrm{t}\backslash \mathrm{v}\mathrm{o}$ cases $\mathrm{a}1\mathrm{G}$ dual to each other. Assum ing thc $\mathrm{t}\backslash \mathrm{v}\mathrm{o}$ conjugate prior
densities, or the two types of $l$)( $\eta\}$ , we discuss tl$1\epsilon^{1}$ conjugate analysis separately.
First, we pursue an optimality of tire est$\mathrm{i}_{1}\mathrm{n}\mathrm{a}10\iota$ under the loss function $L(\hat{\mu}, \mu)=d(\hat{\mu}, \mu)/$
$h_{\mathrm{p}+1}(\hat{\mu})$ , when there exists a non-negative function $b_{c}(\eta)$ such that
$\frac{\partial}{\partial m}$
.
$.\mathit{1}^{\cdot}\exp\{-\delta_{L}L(m\cdot, \mu)\}b_{\mathrm{c}}(\eta)d??=0$ . $(4.1\rangle$
We set the integral in (4.1) as $\mathrm{e}\mathrm{x}\iota$) $\{-K(\overline{\delta}_{1})\}$ . The density $\exp_{\mathrm{t}}^{J}-\delta_{1}L(m, \mu)+K(\delta_{1})\}b_{\iota}(\eta)$
belongs to the proper dispersion model introduced in Jorgensen $(1997, \mathrm{p}.\overline{\}})$ . Setting $\delta_{1}=$
$\delta l\iota_{p+1}(m\rangle$ , we assu me tlte prior density
$r_{1_{\Gamma}}(\eta;m_{\dot{J}}\delta)=\exp\{-\delta d(m, \mu)+K(\delta l\prime_{p+3}(m))\}b_{\zeta}.(\eta)$ . (4.2)
It should bc noted that the no rmalizing constant depends on $m$ and 6 only through the
product $\dot{\delta}h_{p+1}(m)$ .
The conjugate prior density (4.2) has the following property with respect to the expectation
of the cxten ded can onical para meter.
Proposition 4.1.
Und er the assumption (4.1) it holds for any $m$ and $\delta>0$ that
$\mathrm{E}[\eta-\eta(\prime m)|\pi_{p}(\eta;ln_{\dot{l}}\delta)]$ $=0$ ,
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where $\eta(m\rangle$ $=-(f_{1}(m)$ , $\ldots$ , $f_{p}(m\})^{T}$ . Further, the posterior density $C^{l}\mathrm{O}\mathit{1}’respo’\iota di\tau\iota g$ to
$\pi_{\mathrm{t}}\cdot(\eta;m\dot, \delta)s$atisfies
$\mathrm{E}[\eta-\hat{\eta}_{\mathrm{s}\prime nap}|\mathrm{T}l ,,(\eta:\hat{\mu}_{\mathrm{s}m\iota p}‘’\delta^{*})]=0$ .
Proof. Differentiating the integral in (4.1) with respect to $\theta(m)$ , we have
$\int.\{\eta(m)-\eta\}\exp\{-\delta_{1}L(m, \mu\}\}b_{c}(\eta\prime 1d\eta=0$ (4.3)
for any $m$ and $\delta_{1}>0$ . Setting $\delta_{1}=\delta f\iota_{p+1}(m)$ , we $01_{\mathrm{J}}\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{n}$ tlle $\mathrm{f}\mathrm{o}$ rmer part.
Th cozcrn 3.1 yields that the corresponding posterior density $\mathrm{i}_{\mathrm{b}}$ expressed $\mathrm{a}5\prime \mathrm{T}_{C}(\eta;\hat{\mu}_{sr’ \mathrm{z}\alpha\rho}$,
$\delta’)$ . Noting that $\hat{\eta}_{sr\iota ap},=\eta(\hat{\mu}_{s\tau\tau\iota ap}|\rangle$ , we see that the latter part follows obtain thle $\mathrm{f}\mathrm{o}$ rmer part.
$\square$
This proposition is an extension of Proposition 4.5 $(\mathrm{i}\mathrm{i},)$ in Yanagimoto and Ohnishi (2005a),
where the sampiing density is restiicted to $\mathrm{b}\mathrm{c}^{\mathrm{I}}$ in the $\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{u}\mathrm{I}^{\cdot}\mathrm{a}\mathrm{l}$ exponential fa mily. This extension
is realised by introducing $\eta$ suitably.
$\backslash \mathrm{h}\tilde{\prime}\mathrm{e}$ clarify im plications of Proposition il through the following example where the sarn-
pling density is in the natural exponential family (1.1).
Example 4.1. Set $fj(\mu,$} and $f\iota_{\mathcal{J}}(x)(\iota. =1_{\mathrm{j}}2)$ in $\mathrm{t}11\langle^{1}$ natural exponential family (1.1) as in
the form cr part of Exa mple 2.1. Suppose that the assum ption (4.1) is satisfied, that is, the
no$\mathrm{r}1\mathrm{n}\mathrm{a}1\mathrm{i}\mathrm{z}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ constant $\mathrm{i}1\mathrm{J}(4.2\rangle$ depends only on $\overline{\delta}$ . Then, the posterior mean of $?/=\phi’(\mu\grave{)}$ is
$\phi’(\hat{\mu}_{b\mathrm{V}lb\mathcal{U}\beta})$ with $\hat{\mu}_{srr\iota\iota p},‘=(.c +\mathrm{f}\overline{)}\prime\prime l)/(1+\delta)$.
Next, $\backslash \mathrm{v}\mathrm{e}$ deal with $\mathrm{t}\mathrm{l}\iota \mathrm{e}$ case where the sampling density is defined on $\mathbb{R}^{+}$ and set $f.j$ $(\mu,$
and $h_{j}(x)(\mathrm{i}=1_{\dot{l}}2$} as in the l.a $\mathrm{t}\mathrm{t}\epsilon^{1}1$’ part of Example 2.1. The assum ption (4.1) is equivaleut
to tlle one that the no rmalizing constant in (4.2) is a function of $\delta_{7\prime}\iota$ . Under this assumptionl
the posterior $\mathrm{m}$ ean $\mathrm{n}\mathrm{f}$ $\psi(7//\backslash =\psi’(\phi’(\mu)\rangle$ is $\psi(\acute{\varphi}(\hat{\mu}_{6t\prime\iota ap}$ } $)$ .
Now, let us derive a Pythagorean xelatiollshiI) with respect to posterior risks.
Proposition 4.2.
Under the assumption (4.1) the Pythagorean relationsf$\iota \mathrm{i}\chi_{J}$
$\mathrm{E}[L(\hat{\mu}, \mu\rangle-L(\hat{\mu}_{\mathrm{S}\dagger\iota ap},, \mu)-L(\hat{\mu},\hat{\mu}_{b\mathcal{T}\prime\iota c\iota p})|\pi_{c}(\eta;\hat{\mu}_{6\mathit{7}\mathfrak{l}l(\iota p}(’ \delta^{*})]=0$ (4.4)
holds for any estimator $\hat{\mu}$ . $Th^{r}us_{f}thc$ $sta$ } $\iota da^{C}rdizc^{\mathrm{J}}d$ posterior $r\prime lode$ Psrn$\iota a\rho$ is $opt\mathrm{i}r\tau\iota u7’\iota$ un
$dc^{\mathrm{J}}r$
the loss $L(\hat{\mu}. \mu)$ .
Proof. It follows $\mathrm{f}\mathrm{i}^{\backslash }\mathrm{o}\mathrm{r}\mathrm{r}\iota$ the identity (2.9) that
$L(\hat{\mu}, \mu)-L(\hat{\mu}_{B7nup}, \mu)-L(\hat{\mu},\acute{\mu}_{sr\prime\not\supset ap})=\{\theta(\hat{\mu})-\theta_{67\prime\lambda\prime\iota p}^{\mathrm{A}}\}^{T}(\hat{\eta}_{sn\iota\zeta\iota p}-\eta\rangle$ . $(4‘ 5)$
Note that $\theta(\mu$ } $-\hat{\theta}_{br’\iota ap}$ is constant$\mathrm{n}\mathrm{t}$ in 17. Thus, the latter part of Proposition 4.1 yields the






We derive an extended version of the Pythagorean relationship in Proposition 4.2. Th is
is done by modifying the loss function $L(\hat{\mu}, \mu)$ for an appropriate choice of $b(lJ\rangle$ in the prior
density (3.1). Suppose that there exist a positive function $I(m)$ alld a non-negatrve function
$\overline{b}_{c}(\eta)$ such that
$\frac{\partial}{\partial m}/\cdot\exp\{-\delta_{1}\mathrm{I}(m)L(m_{/}.\mu)\}\tilde{b}_{c}(\eta)d\eta=0_{\backslash }$. $(4.6^{\cdot}1’$
and wc write thle integral in (4.6) as $\exp\{-\tilde{K}(\delta_{1})\}$ . $\mathrm{T}\mathrm{h}\zeta^{1}$ assumption (4.6) is weaker than (4.1),
since the forlllCl. allows $I(m)$ .
The prior density we assume on $\eta$ is of the form
$\overline{\pi}_{c}(\eta:m, \delta)=\exp\{-\delta d(m, \mu)+\overline{\mathrm{A}^{r}.}\{\frac{\delta h_{p+1}(m)}{I(m)})\}\tilde{b}_{\mathrm{c}}(\eta)$ .
Theorem 3.1 means that the corresponding posterior density is expressed as $\tilde{\pi}_{c}(\eta;\hat{\mu}_{sn\iota\iota\iota p},$ $\delta^{*}\}$ .
A modified Pythagorean $\mathrm{r}\mathrm{e}1\mathrm{a}\mathrm{t}\mathrm{i}_{01}1\mathrm{s}\mathrm{h}\mathrm{i}\mathrm{p}$ is derived under the loss 1 $(\hat{\mu})L(\hat{\mu}_{\gamma}\mu)$ . It should be
noted that the posterior risk diffelcllce is expressed through the Kullback-Leibler separator
between the two ( $\mathrm{p}\mathrm{r}\mathrm{i}\mathrm{o}\mathrm{r}\uparrow$ densities.
Proposition 4.3.
Under the assumption (4.6) set $\pi\tau(\eta;m, \delta_{1})$ $=\mathrm{e}\mathrm{x}1)\{-\overline{\delta}1l(rn)L(m, \mu)+\tilde{R}^{\nearrow}(\delta_{1})\}\tilde{b}_{c}(\eta)$ . The
foilowing modified Pythagorean $L^{-}el(ztlonship$
$\mathrm{E}[I(\hat{\mu})L(\hat{\mu}_{\backslash }\mu)-I(\hat{\mu}_{sr\prime\iota ap})L(\hat{\mu}_{67nap}, \mu\rangle|\overline{\pi}_{\mathrm{c}}(\eta_{j}\hat{\mu}_{srn\iota\iota p}, \mathit{5}^{*}\rangle]$
$= \frac{1}{\delta_{1}^{*}}\mathrm{K}\mathrm{L}$
$(\pi_{I}(\eta;\hat{\mu}_{s\tau\prime\iota \mathrm{f}lp}, \delta_{\rceil}^{*})\dot,$
$\pi_{\Gamma}(\eta \mathrm{i}\hat{\mu}, \delta_{\mathrm{t}}^{*}))$ (4.7)
holds for any estian ator $\hat{\mu}$ there $\delta_{1}^{*}=\{f\iota_{2\}+1}(x)+\delta f\prime_{\beta+1},(m)\}/I(\grave{\mu}_{s^{\mathit{1}}’ nup})$ . Consequently, the
standardized posterior mode $\hat{\mu}_{\mathrm{s}r’\iota ap}$ is optimum under $tf\iota e$ loss $I(\hat{\mu})L(\hat{\mu}, \mu)$ .
Proof A calculation of th$1\mathrm{C}$ right-hand side of (4.7) gives
$\frac{1}{\delta_{1}^{*}}\mathrm{K}\mathrm{L}(\pi_{I^{(_{\backslash }\eta;\tilde{\mu}_{\Delta taap},\delta_{1}^{\star})}}, \pi\gamma(\eta;\acute{\mu}_{\tau}.\tilde{\delta}_{1}^{*}))$
$=\mathrm{E}[I(\hat{\mu})L(\hat{\mu}_{\dot{r}}\mu)-I(\hat{\mu}_{\mathrm{s}rnap}\}L(\hat{\mu}_{b\prime\uparrow\iota\iota p}‘’\mu)|\tau_{1/}(\eta;\mu_{srnap}^{\mathrm{A}}, \delta_{1}^{*})]$
The equality (2.10) and the expression (3.4) of $\delta^{*}$ , together with tlte expression of $\delta_{1}^{*}$ in
Proposition 5.1, give
$\delta_{\mathrm{L}}^{*}I(\mathrm{A}\mu_{sm\mathrm{r}\iota p})L(\hat{\mu}_{srt\iota ap}, \mu\grave{)}=\delta^{*}d(\hat{\mu}_{b7nav}.. \mu)_{!}$ .
$\tilde{K}(\delta_{1}^{*})=\tilde{K}(\frac{\delta^{*}h_{p\}1}(\grave{\mu}_{sr\prime\iota ap})}{I(\hat{\mu}_{s;pap})},)$ .
Thus, we see that the posterior density $\tilde{\pi}_{c}(\eta;\hat{\mu}_{brr\iota\alpha p}, \delta^{*})$ is equal to $\pi_{l}(\eta;\hat{\mu}_{s\iota a\mathrm{p}}"’$ $\delta_{1}^{*},$}, which
completes the proof. $\square$
Another expression of the term $L(\hat{\mu},\hat{\mu}_{\mathrm{S}lr\iota ap})$ in Proposition 4.2 is obtained as
$L( \hat{\mu}_{2}\hat{\mu}_{sntap})=\frac{1}{\delta_{1}^{*}}\mathrm{K}\mathrm{L}(\pi_{1}(\eta;\grave{\mu}_{b7\prime\iota ap}’, \delta_{1}^{*}),$
$\pi_{1}(\eta;\hat{\mu},\tilde{\delta}_{1}^{\star_{\mathrm{r}}}))$
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where $\pi 1$ $(\eta;m,, \delta_{1})$ $=\exp\{-\delta_{1}L(m, \mu)+K(\delta \mathrm{l}\}\}b_{(},(\eta)$ and $\overline{\delta}_{1}^{*}=/\iota_{p-\vdash 1}(x)$ $+\delta h_{p\dagger\lfloor}$ $(5.1)$ .
The hyperbola density (2.12) provides us with an illustrative exam ple of Proposition 4.3,
where a modified loss $\mathrm{f}\mathrm{u}11_{J}‘ \mathrm{t}\mathrm{i}\mathrm{o}11$ $I(\hat{\mu})L(\ell\iota. \mu)\mathrm{A}$ is more familiar than the original one $L(\hat{\mu},\dot, \mu)$ .
Example 4. $\kappa^{\beta}i$ . The dual convex functions are $\psi(\eta)=c\mathrm{o}\mathrm{s}\mathrm{h}(\sinh^{-1}\eta)\mathrm{a}I1(1\dot{q}’(\theta)=\theta\sinh(\mathrm{t}\mathrm{a}11\mathrm{h}^{-1}\theta)-$
$\mathrm{c}\mathrm{o}‘ \mathrm{s}\mathrm{h}(\mathrm{t}\mathrm{a}\mathrm{r}1\mathrm{h}^{-1}\theta)$ in thle hyperbola density $p_{\mathrm{H}}(\prime x;\mu\backslash , \tau)$ in (2.12). Thus, the loss function $L(\hat{\mu}, \mu)$
is of the form $L(\hat{\mu}$ } $\mu\rangle$ $=\{\mathrm{c}\mathrm{o}\mathrm{s}11(\hat{\mu}-l^{l})-1\}/$ case $\hat{\mu}$ . A $\mathrm{f}\mathrm{a}$ miliar loss function in the literature
is $I(\hat{\mu})L(\grave{\mu}, \mu)=$ {$j\mathrm{o}\mathrm{s}1\mathrm{x}(\hat{\mu}\cdot-\mu)-$ $1$ , which is obtain ed by setting $I(\mu$ } $=(^{\backslash }\mathrm{o}\mathrm{s}\mathrm{h}\mu$ . If we choose
$b(\eta)$ as $\tilde{b}_{c}(\eta)=d\mu/d\eta=1/\cosh(\mathrm{s}\mathrm{i}\mathrm{r}1\mathrm{h}^{-1}\eta)$ , then the integral
$J_{-\mathrm{m}}^{\propto)}.\exp\{-\delta_{1}I(ln)L(Ir\iota, \mu)\}\tilde{b}_{\mathrm{L}}(\eta)d\eta=J_{-\infty}^{\infty}.\exp\{-\delta_{\mathrm{I}}\cosh(m-\mu)\}d\mu$
is inldepeIxdellt of $/n$ . Note that the Kuliback-Leibler separator from $p_{\mathrm{H}}(\mu;m_{1}. \delta)$ to $p_{11}(\mu\}. \prime\prime\iota_{J}.., \delta)$
is calculated as
$\mathrm{K}\mathrm{L}((rr\iota_{1}, \delta)$ , $(_{7n\underline{\prime y}}, \delta^{-}))=\frac{I_{1^{\nearrow}1}(\delta)}{\mathit{1}\mathrm{i}_{0}’(\delta)}\{\cosh(\uparrow n_{1}-?\tau\iota_{2})-1\}$.
For an arbitrary estimator $\hat{\mu}$ Proposition 4.3 gives the following modified Pythagorean iela-
tionship
$\mathrm{E}[\cosh(\hat{\mu}-\mu)-\cosh(\hat{\mu}_{st;\iota e\epsilon p}-\mu)|p_{\mathrm{H}}(\mu_{\}.\hat{l^{l}}smap’\delta_{1}^{*})]=\frac{1}{\delta_{1}^{*^{\vee}}}\mathrm{K}\mathrm{L}((\hat{\mu}_{s\tau\prime*\iota p}‘’\delta_{1}^{*})\dot{\prime}(\hat{\mu}_{\backslash }\grave{\delta}_{1}^{*}))_{7}$
where tauh $\mu\wedge ymap=\{\tau \mathrm{s}\mathrm{i}_{11}\mathrm{t}_{1’1j}.+\delta \mathrm{s}\mathrm{i}_{\mathrm{I}1}\mathrm{h}_{7\prime}\iota\}/${ $\tau$ rosh $x+\delta$ case $r;\iota$ } and $\delta_{1}^{*}=\{\tau^{\mathit{2}}.+\delta^{2}+2\tau\delta\cosh(.’\iota-$
$7ll,)\}^{1/2}$ .
5. A dual version of the Pythagorean relationship
We move to the case of an alternative loss function $L(\mu_{7}\hat{\mu}$ }, dual to $L(\hat{\mu}, \mu)$ . Another
$\mathrm{c}\mathrm{o}\mathrm{r}1\mathrm{j}_{11}\mathrm{g}\mathrm{a}\mathrm{t}\mathrm{e}$ prior density which is in a sense dual to $\pi_{c}(\eta jm, \delta)$ in (4.2) is dealt with. Setting
$b(\eta)=1$ , we $\mathrm{a}\mathrm{s}\mathrm{s}\iota \mathrm{u}\mathrm{l}\mathrm{l}\mathrm{e}$ the priot density
$\pi_{7l},\acute{(}\eta;m$ , $\delta)$ cx $\exp\{-\delta d(m_{7}\mu)_{f}^{1}$ (5.1)
with respect to $\mathrm{t}1_{1}\mathrm{e}$ Lebesgue measure on $\eta$ . Wlten the sax1lpliug density is in the regular
natural exponential $\mathrm{f}\mathrm{a}$ mily, this prior density reduces to what is called thle DY prior density.
We atte npt here to extend Theorem 2 in Diaconis and $\mathrm{Y}1\mathrm{v}\mathrm{i}\mathrm{s}\mathrm{a}1_{\acute{\mathrm{t}}}\mathrm{e}1$ (1979) in various ways,
For this purpose we $\mathrm{a}\mathrm{s}\mathrm{s}$ ume tllat
$\lim_{\eta_{j}arrow\overline{\eta}_{J}}d(m,$
$\mu.$} $=\infty$ and $\lim_{\eta j^{arrow\underline{\eta}_{\dot{\lrcorner}}}}d(m, \mu)=\infty$ for $\mathrm{j}=1\mathrm{L}’\cdots$ ,p. $(5.2\rangle$
In the above $\overline{\eta}_{j}=\overline{\eta}_{j}(\eta(j\rangle)$ and $\underline{\eta}_{j}=\underline{\eta}_{j}(\eta(j))$ are respectively the upper and the lower boundary
point when $\eta(j)=(\eta_{1}, \ldots, \eta j-3,Y/j+1, \ldots., r/_{\mathrm{P}})^{T}$ are fixed. Rouglly speaking, th is ass umption
irrrplics that the density vanishes at the boundary. The following $\mathrm{P}^{\mathrm{I}\mathrm{Q}}\mathrm{p}oi_{3}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{x}1$ clai ms that tlte
prior density (5.1) has a property dual to the one in Proposition 4.1.
Proposition 5.1.
Under the assumption (5.2) it holds for any $m$ and $\delta>0$ that
$\mathrm{E}[\theta-\theta(m)|\pi_{Y\prime l}(\eta;m, \delta)]$ $=0$ .
214
Iti addition, the posterior density corresponding to $\pi_{r’\iota}(\eta jm, \delta)$ satisfies
$\mathrm{E}[\theta-\hat{\theta}_{\mathrm{b}r\prime\iota ap}|\pi_{r\iota},(\eta_{\backslash }.\hat{\mu}_{s\mathrm{r}nap}, \delta^{\wedge})]=0$.
Proof. It follows from (5.2) that
$\mathit{1}_{\underline{\eta}_{j}}^{\overline{l}_{\mathrm{j}}}.\frac{\partial^{\Gamma}}{\partial\eta_{j}}\exp\{-\delta d(m, \mu|\}\}d\eta_{j}=0$
for $j’=L$ $\ldots$ , $p$ . We have from (2.6) and $(\mathrm{A}.4\grave{)}$
$\frac{(;t}{\partial\eta_{j\prime}}d(m, \mu,)=-l_{j}\}(m)+’\frac{h_{j}(\mu)}{f\iota_{p+1}(\mu)}h_{p+1}(m\grave{)}=l\iota_{p+1}(m)\{\theta_{j}-\theta_{j}(m)\}$ .
Com binin${ }$ these, we obtain the $\mathrm{f}\mathrm{o}$ rmer part.
The proof of the latter part is parallel to that of the latter part of $\mathrm{P}_{1}\mathrm{o}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}4.1$ . $\square$
Now, let us derive a Pythagorean relationship with respect to the $1\mathrm{c}_{\mathit{1}}\mathrm{s}\mathrm{s}\mathrm{f}_{\mathfrak{U}\mathrm{n}(j}\mathrm{t}\mathrm{i}_{011}L(\mu,\hat{\mu})=$
$d(\mu,\hat{\mu})/h_{p+1}(\mu.)$ . Note that the loss function and tlic property of thle prior density are dual
to those in the previous Pythagorean relationship (4.4).
Proposition 5.2.
Under the assumption $(\overline{:\supset}.2)$ the Pythagorean relationship
$\mathrm{E}[L(\mu,\grave{\mu})-L(\mu_{\backslash }\hat{\mu}_{st\prime\iota c\iota p})-L(\hat{\mu}_{smap}\dot,\grave{\mu}\}|\pi_{rn}(\eta:\hat{\mu}_{\mathrm{b}7\prime\iota a\nu}, \delta^{\mathrm{f}})]=0$ (5.3)
holds for any estimator $\hat{\mu}$ . Therefor\^e the $standu’.d\mathrm{i}zed$ posterior $?r\iota ode$ $\hat{\mu}_{6?’\iota ap}$ is optimum
under$\cdot$ the loss $L(\mu.\acute{\mu}\}$ .
Proof. The proof is parallel to that of Proposition 4.2. Instead of the identity (4.5), we
use
$L(\mu,\hat{\mu})-L(\mu_{2}\hat{\mu}_{b\mathrm{f}rlap})-L(\hat{\mu}_{\mathrm{S}\tau t\iota ap},\hat{\mu},)=(\theta-\hat{\theta}_{sm(\prime p})^{T}(\hat{\eta}_{smup}-\hat{\eta})_{\backslash }$
where $\hat{\eta}$ is the estim ator equivalent to $\hat{\mu}$ . $\square$
Next, a modification of the Pythagorean relationship (5.3) is dealt with. $\mathrm{W}^{\Gamma}\mathrm{e}$ adopt a loss
function $J(\eta)L(\mu,\grave{\mu}$ } with $J(\eta)$ being a positive function. $\ulcorner I\mathrm{h}\epsilon^{\iota}$ prior den sity we assume is of
the fonn
$\tilde{\pi}_{rn}(\eta;m, \delta)\mathrm{r}\mathrm{x}\exp${-fftl $(m,$ $\mu)$ } $/J(\eta)$ . (5.4)
It follows from Theorem 3.1 that the above prior density is also conjugate, axld also that th$1\mathrm{G}$
posterior density is given as $\tilde{\pi}_{t’ t}(\eta:\hat{\mu}_{6map},$ $\delta^{*}\rangle$ . Here again we assume the regularity condition
(5.2), We learn that a modified Pythagorean relationship holds under the loss $J(\eta)L(\mu_{?}\hat{\mu})$ .
Note that tlle third term in tl$\mathrm{z}\mathrm{e}$ posterior expectation in the following proposition is not
$J(\hat{\eta}_{sr\prime lap}\rangle L(\hat{\mu}_{sm\alpha pi}\hat{\mu}), 1_{\mathrm{J}}\mathrm{u}\mathrm{t}J(\eta)L(\hat{\mu}_{sma\mathrm{p}},\hat{\mu})$ .
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Proposition 5.3.
Under the assum ption $(\check{\mathrm{D}}.2)$ the modified Pythagorean relationship
$\mathrm{E}[J(\eta)L(\mu,\hat{\mu})-J(\eta)L(\mu,\hat{\mu}_{smu\rho})-.I(\eta)L(\hat{\mu}_{9\prime nal^{27}}\hat{\mu})|\overline{\pi}_{r\prime l}(\eta;\hat{\mu}_{s\prime\prime\iota a\rho}, \delta^{\Lambda})]=0$ $($ 5. $\overline{\mathrm{e}‘ \mathrm{J}})$
holds for any estimator $\mu^{\nearrow}$ . Thus, the stand $a\gamma.d\dot{\tau.}zed$ posterior $\tau r\iota ode\hat{\mu}_{srn\iota\iota p}$ is optimum under
the loss $J(\eta)L(\mu,\hat{\mu}\rangle$ .
Proof. Co mparing the two prior densities (5.1) and (5.4), we see that $J(\eta)\tilde{\pi}_{\rho’\}}(\eta;\hat{\mu}_{smap}, \delta^{*})$ sc
$\overline{\}}m(\eta;\hat{\mu}_{smap\backslash }\delta^{*})$ as functions of $\eta$ . Tiie modified Pythagorean $l1$ relationship (5.5) is a rewrit-
ten version of the original one (5.3). $\square$
Interestingly, the $8\mathrm{t}\mathrm{a}\mathrm{l}\downarrow \mathrm{t}\mathrm{l}\mathrm{a}\mathrm{I}^{\cdot}\mathrm{d}\mathrm{i}\mathrm{z}\mathrm{e}\mathrm{d}$ posterior mode is opti mum for all thle loss functions in Propo-
sitions 4.2, 4.3, 5.2 and 5.3.
Let $\xi=(\xi_{1\backslash }\vee\cdot$ . ’ $\xi_{\mathrm{P}J}^{1^{T}}$ be a new paral eter vector $\iota\backslash$ hich has a $011\mathrm{P},- \mathrm{t}\mathrm{o}-\prime l11\mathrm{C}$ corresponden ce
with $\eta$ . We write the Jacobian of $\mathrm{t}_{1}\mathrm{f}1\mathrm{e}$ parameter transformation as $\partial\xi/\acute{\iota}J\eta$ . Consider $\mathrm{t}1_{1}\mathrm{e}$ prior
density cxp $\{-\delta d(m, \mu)\}$ with respect to the Lebesgue 1ncasrue ou $\xi$ . Especially when tlie
sampling density is in thle exponential family, this prior density is called standard conjugate
by Consonni and Veronese (1992). The prior density is equivalent to (5.4) with $1/J(\eta)=$
$|\partial\xi/\cdot\partial\eta|$ .
Thle following exam ple gives implications of Propositions 5.2 aJld $\iota \mathrm{J}\cdot 3\ulcorner$ to the natural cxpo-
nential family (1.1).
Example 5. $f$ . Let us assume that the na rural exponential $\mathrm{f}\mathrm{a}\iota \mathrm{m}\mathrm{i}\mathrm{l}\mathrm{y}$ $(1.1)$ is regular, $\mathrm{i}.\mathrm{e}.\uparrow$ th at its
canonica 1 space is assu med to be open. This assu mption im plies that
$\etaarrow 1\mathrm{i}_{\mathrm{l}_{\frac{\mathrm{n}}{;\}}}}\mathrm{K}\mathrm{L}(?n, \mu)=\infty)$ and $rl_{-}\prec\prime\prime 1\mathrm{i}\mathrm{r}\mathrm{I}1\mathrm{K}\mathrm{L}(\prime\prime\iota, \mu)=\infty$ ,
where $\mathrm{K}\mathrm{L}(\mu_{1}., \mu_{2})$ is the Kullback-Leibler separator from $p(x; \mu\rfloor)$ to $p(\alpha,;\mu_{arrow\prime}‘)$ . Thus, the
assum ption (5.2) is satisfied. It is known that the DY prior density exists for a regular
natural exponential family. It is of the fonn
$\pi_{\mathrm{r}t\iota}(\eta;m, \delta)=\tau\downarrow \mathrm{r})[searrow]’(\eta\cdot, \tau;\overline{\iota}, \delta)\alpha \mathrm{e}\wedge \mathrm{x}\mathrm{p}$ { $-\delta \mathrm{K}\mathrm{L}$ (to, $\mu,)$ }
with respect to the Lebesgue measure on $7f$ . Then, the standardized posterior mode $\hat{\mu}_{srn\alpha p}=$
$(x +\delta m)/(1+\delta)$ is opt imum with respect to the loss $\mathrm{K}\mathrm{L}(\mu,\hat{\mu})$ .
Next, we in troduce a new parameter $\langle$ $=\xi(\eta)=\xi(\phi’(\mu))$ , and consider the prior density
$\tilde{\pi}_{m}(\tau^{\backslash }/:7\Gamma l,, \delta)$ $\alpha$
$\exp\{-\delta \mathrm{K}\mathrm{L}(?r\iota, \mu)\}|\frac{d\xi}{\{fr\prime}.|$ .
The function $\xi(\eta)$ is assumed to be strictly increasing. Several cases of $\xi(7’)$ and the corxe-
spondiug Ioss function $J(’/)L(\mu,\hat{\mu})$ are given in Table 1, where tite function $v(\mu)$ denotes the
$1’\mathrm{a}1\mathrm{i}\mathrm{a}.\mathrm{n}\mathrm{c}\mathrm{e}$ fuuction.
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Table 1: Examples of the para meter 4 and the loss function $J(\eta)L(\mu,\hat{\mu})$ in tlle natural
exponential family




$\log\mu$ $\frac{\mu \mathrm{K}\mathrm{L}(\mu_{\dot{J}}\hat{\mu})}{v(\mu)}$ $\mu_{J}>0$
$\psi(\eta)$ $\frac{\mathrm{K}\mathrm{L}(/x,\hat{\mu})}{\mu}$ $\mu>\mathrm{U}$
$\phi(\mu)$ $\frac{\mathrm{K}\mathrm{L}(\mu_{\}}\grave{\mu})}{\eta v(\mu)}$ $\eta>\mathrm{t}]$
$1_{0_{\acute{P}3}^{\mathrm{J}}\mathit{7}\int}$ $\eta \mathrm{K}\mathrm{L}(\mu,\hat{\mu})$ $\eta\backslash /0$
6. Examination of the non-singularity condition
The aim of this section is to make regularity conditions weaker. Our $\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{c}.\mathrm{u}\mathrm{s}\mathrm{s}^{\neg}\mathrm{i}\mathrm{o}11\mathrm{s}$ in Sections
2 through 5 were based on thle non-singularity condition (C.4). However, the conjugate
analysis is possible without this regularity condition to bollle extent. An example is the von
Mises distribution, the conjugate analysis of which was studied by Mardia and El-Ato rn
(1976).
Let $F_{p,p+1}(t)$ denote the $p\mathrm{x}$ $(p+1)$ matrix whose $(\mathrm{i},j)\mathrm{t}1_{1}$ component is
$.$
$\partial Jj(t)/\partial ti(1\leq$
$\mathrm{i}\leq p$ , $1\leq j\leq p+1)$ . In place of (C.4) requiring the non-singularity of $F_{p,p}(t)$ alld $(\mathrm{C}.5^{\mathrm{t}})_{7}$ we
here assum $\mathrm{e}$ tlle following regularity condition
(C.4’) rank $F_{p,p+1}(t)$ $=l)$ foi any $t$ .
In order to make tlic difference betw een (C.4) and $(\mathrm{C}.4’.)$ clear, we consider the $\mathrm{v}\mathrm{o}\iota\iota$ Mises
case. Whether we set $f_{1}(t)=-\cos t$, or $f_{1}(t)=$ - $\mathrm{s}\mathrm{i}_{11}\mathrm{t}$, the condition (C.4) is xiot satisfied.
However, thc rank of the 1 $\mathrm{x}_{\sim^{1}}$. matrix $(\mathrm{s}\mathrm{i}\mathrm{u}t, -\cos t)$ is equal to one for any $t$ , that is, (C.4’)
is satisfied.
Since it seem $1\mathrm{S}$ difficult to define tlle extended canonical param eter, we assum$\downarrow \mathrm{e}$ prior den-
sities on the parameter $\mu$ . The assu uted prior density has the form
$\pi(\mu;m., \delta)\alpha$ $\exp\{-\delta d(m_{\dot{i}}\mu)\}c(\mu)$ , $(6.1\rangle$
where $c^{l}(\mu)$ is an appropriate non-negative function.
Proposition 6.1.
Suppose that the standardized posterior mode (3.2) is uniquely determined. Then, the prior
density (6.1) is conjugate.
Proof The proof is si milar to that of Theore$\ln 3.1$ . We prove that thle right-hand side
of (3.5) is proportional to $d(\hat{\mu}_{smc\iota p}, \mu)$ . It suffices to $\mathrm{S}$ }$\mathrm{I}\mathrm{O}\mathrm{Y}\mathrm{V}$ that the two vectors $\hat{h}(x)+$
$\delta\tilde{h}(m)$ an$1\mathrm{d}h\sim(\hat{\mu}_{smup})$ are proportional where $\tilde{h}(t\rangle$ denote the $(p+1)$ -dimensional vector
$(h_{1}(t), . 4. , h_{p+1}(t))^{T}$. By defirution, the standardized posterior mode $\hat{\mu}_{S\Gamma hlxp}$ satisfie
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$(.\partial/\partial\mu)\{d(x., \mu)+\delta\iota l(m, \mu)\}|_{\mu=\hat{\mu}_{\aleph\eta?a\mathrm{u}}}=0$. This is expressed in a matrix representation
as $F_{p.p+[perp]}(\hat{\mu}_{sr’\iota ap})\{\tilde{h}(x)+\delta\tilde{h}(m)\}=0$ . The equality (2.3) with $a=\hat{\mu}_{sn\iota\iota\iota p}$ is rewritten as
$F_{p.p+1}(\hat{\mu}_{smap})\tilde{h}(\hat{\mu}_{s\iota ap}")=0$ . Note tl at the lIlatrix $F_{p,p-\vdash 1}(\mu_{srnap})$ 1s of full $1^{\cdot}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{k}$ . It follows
from the theory of linear algebra that there exists $\overline{\delta}^{*}$ sudr that
$\tilde{h}(x)+\delta\overline{h}(m)=\delta^{*}\tilde{h}(\hat{\mu}_{\mathrm{S}\mathit{7}’ bap})$ . (6.2)
Thus, the desired proportionality
$d(x, \mu)+\delta d(m, \mu)-d(x,\hat{\mu}_{srnl\lambda p})-\vec{\delta}d(m_{j}\hat{\mu}_{6map})=\delta^{i}d(\hat{\mu}_{sn\iota\alpha p}, \mu)$
is obtained, Tlle existence assumption of $\hat{\mu}$smap guarantees that $\delta^{*}>0$ . Thus, we see that
the posterior density is expressed as $\tau_{\mathrm{t}}(\mu_{\mathrm{t}}.\hat{\mu}_{bmap}, \delta^{*})$ . $\square$
Discussions similar to those in Propositions 4,2 and 4.3 hold true under the weaker $\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{u}rightarrow$
latity condition (C.4’) in place of (C.4) $\mathrm{a}\mathrm{x}\iota \mathrm{d}$ (C.5). We assume the follow ing piior density
$\pi_{0}(\mu_{\backslash }. m, \delta)\propto$ $\exp\{-\delta d(m, \mu)\}c_{d}0(\mu\rangle$
under the assum ption that there exist a positive function $\tilde{I}(m)$ alld a llon-ncgative function
$c_{0}^{J}(\mu)$ such that
$\frac{\mathrm{e}^{l}J}{\partial m}./\cdot\exp\{-’\}_{\underline{)}}^{\backslash }\tilde{I}(m)d(m, \mu)\}\iota^{1}0(\mu)d\mu=0$ . (6.3)
Proposition 6.2,
Under the assumption (6.3) set $\overline{\tau 1}0(\mu\cdot., m_{7}\delta_{\wedge}.>)\propto$ $\exp\{-\delta_{2}\tilde{I}(m)d(m, \mu)\}_{\acute{\mathrm{t}}}\cdot 0(\mu)$ . The following
modified Pythagorean relationship
$\mathrm{h}^{\urcorner}[\overline{I}\{\hat{\mu})d\acute{(}\hat{\mu}, \mu)-\overline{\mathit{1}}(\hat{\mu}_{s\prime\prime\iota u\rho})d(\hat{\mu}_{s\tau\prime \mathrm{t}ap}, \mu.)|\pi_{0}(\mu,\hat{\mu}_{6i\prime\iota up}, \delta^{*})]$
$= \frac{1}{\delta_{\underline{9}}^{*}}\mathrm{K}\mathrm{L}(\tilde{\pi}_{0}(\mu:\grave{\mu}_{\mathrm{b}nbll}\mathrm{P}’ \delta_{2}^{*}).\tilde{\pi}_{0}(\mu;\hat{\mu}, \delta_{2}^{*}))$
hold for $an’/\iota$ $eb.t\mathrm{i}\uparrow?\iota‘\iota t\mathrm{o}r\hat{\mu}$ there $\overline{\delta}^{*}$ is the constant $J\mathrm{f}iv\iota^{\mathit{1}}n$ in (6.2) and $\delta_{2}^{*}=\delta^{l}/\overline{\dot{I}}(\hat{\mu}_{sma\mathrm{p}})$ .
$Cor\iota sequ\mathrm{e}ntl.\tau/\cdot$ the $st\zeta xndardized$ posterior rnode $\mu\wedge sr\dagger \mathrm{t}ay$ is optimum $ur\iota de7^{\cdot}$ the loss $\tilde{I}(\hat{\mu})d(\hat{\mu}, \mu)$ .
Proof. Thle proof is $\mathrm{p}_{\dot{\mathrm{c}}1}\mathrm{x}\cdot \mathrm{a}11\mathrm{e}1$ to that of Proposition 4.3, The key is the equality $\pi \mathrm{o}(\mu:\hat{\mu}_{6\tau nop}$ ,
$\delta^{*})=\tilde{\pi}_{0}(\mu;\hat{\mu}_{bm\iota p}, \delta_{arrow)}^{*}‘)$ . $\square$
Here we investigate the von Mises case in order to explain the above proposition.
Example 6. 1. Consider the von Mises density $p_{\mathrm{v}\mathrm{M}}$ $(x; \mu, \tau)$ in (1-2). If we set $\tilde{I}(m)=1$ alld
$c_{\mathrm{U}}(\mu)=1_{\rangle}$ the integral
$\mathit{1}_{0}^{\underline{{}^{t}l}\pi}.\exp\{-\delta_{2}\overline{I}(?7L)d(\tau n, \mu)\}c_{0}(\mu)d\mu=J_{0}^{2m}.\mathrm{e}\wedge \mathrm{x}\mathrm{p}$[-\delta_{\mathit{2}}.\{1-\cos(7n-\mu\rangle\}]d_{l^{l}}$,
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is independent of in. Sir cc the condition (6.3) is satisfied, we can $\mathrm{a}\mathrm{l}$)]$3\mathrm{l}\mathrm{y}$ Proposition 6.2. We
obtain thle following modified Pythagorean relationship
$\mathrm{F}_{\lrcorner}[\mathrm{c}.\mathrm{o}\mathrm{s}(\hat{\ell z}_{sr;\iota\iota\iota p}-\mu)-\iota^{\backslash }\mathrm{o}\mathrm{s}(\hat{\mu}-\mu)|p_{\mathrm{v}\mathrm{b}4}(\mu.;\mu_{STll(\iota p}, \delta_{\mathit{2}}^{*}‘)]=\frac{1}{\delta_{J\sim}^{*}}‘\frac{I_{1}(\overline{\delta}_{\mathit{2}}^{*}l)}{I_{0}(\delta_{-}^{*})},\{1-\cos(\hat{\mu}-\hat{\mu}_{b\mathit{7}\prime/up}.)\}$,
where $\mu_{bmap}arrow$ $=\mathrm{a}\mathrm{l}.\mathrm{g}$ $\mathrm{m}\mathrm{a}l\mathrm{x}_{\mu}\{\tau\cos(x-\mu)+\delta\cos(?\mathfrak{l}\iota-\mu)\}$ and $\delta_{2}^{*}=\{\tau^{2}+\delta^{2}+2\tau\overline{\delta}\cos(x-;n)\}^{1/2}$ .
This result is to be compared with Exa mple 4.2.
Although we succeed in extending Propositions 4.2 and 4.3, it seem $\mathrm{s}$ difficult to develop
the arguments parallel to those in Propo‘s itions 5.2 and 5.3. This is due to severity in defining
the extended canonical $\mathrm{p}\mathrm{a}x\mathrm{a}\mathrm{I}\mathrm{n}t^{1}\mathrm{t}\mathrm{e}\mathrm{r}$ without the regularity condition $(\mathrm{C}4)$ .
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Appendix
Proofs of $Lerr\iota r\tau\iota a.s$ $\Delta^{f}.\mathit{1}and1J.’.J\mathit{3}/\cdot$
Tl$1_{d}^{\backslash }$‘ chain rule for partial differentiation gives
$\frac{d^{\mathit{4}}}{\dot{\mathrm{c}}?\eta_{j}}f_{p+1}.(\mu$} $= \sum_{k=1}^{p}\frac{\partial}{\partial\mu_{k}}f_{p+3}(\mu)\frac{\partial\mu_{k}}{\mathrm{c}J\eta i}$ (A.1)
and
$\grave{\delta}_{jl}=-‘\frac{\partial}{dr\prime j}fi(\mu)=-\sum_{-k- 1}^{p}\frac{\partial}{\overline{d}/\iota_{k}}f_{l}.(\mu)\frac{\Gamma 9\mu h}{\partial_{7/j}}$, (A.2)
where $\delta_{jk}$ is Kronecker ’s delta. It follows from the $\mathrm{k}.\mathrm{t}\mathrm{l}\iota$ compollellt of the equality $(2.’.3)$ that
$\frac{\mathrm{e}J}{\partial\mu_{k}}‘ f_{p\vdash 1}(\mu)=-\frac{1}{h_{p+\mathrm{J}}(\mu)}\sum_{l=1}^{p}h_{l}\int(\mu)\frac{c^{d}J}{\dot{c}f\mu_{k}}fi(\mu)$ . $(\mathrm{A}.\cdot 3)$
Cotttbiriing (A. $\mathrm{I}$ ), (A.2) and (A.3), we have
$\frac{\partial}{\dot{c}tr/\mathrm{i}}d_{J}(\eta)=\frac{l\iota_{j}(\mu)}{h_{p+1}(\mu)}$. (A.4)
Note that $d(x, \mu)=-\sum_{J^{=1}}^{p}\eta\dot{f}f\iota j(x$ } $+\psi_{j}(\eta)h_{p+1}(x)$ $- \sum_{j=1}^{p+1}l\iota j(x)f.j$ $(x)$ . Differentiating both
sides of the equality $1=\mathrm{J}^{\cdot}\exp\{-d(x, \mu)\}(x\acute{(}x)$ clx with respect to $rfj$ , we have
$\mathrm{E}$ $[h_{j}(x)- \frac{h_{j}(\mu)}{h_{p+1}(\mu)}h_{p+1}(x)|p(x_{\backslash }.$ $\mu\rangle$ $]=\mathrm{U}_{j}$ (A.5)
which is the required result of Lemma 2.2
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Again, differentiating both sides of (A.5) with respect to $\eta_{k\backslash }$ we see that
$\mathrm{E}[h_{p+\mathrm{t}}(x)|\int J(Xj \mu)]\frac{\mathrm{d}^{l2}}{\partial\eta_{k}d?/j}‘\psi(l?)$
$= \mathrm{E}[\{h_{j}.(x)-\frac{f\iota_{j}(\mu)}{h_{p+\mathrm{t}}(\mu)}h_{p+1}(x)$ $\}\{$ $h_{k}.(x)- \frac{f\iota_{k}(\mu)}{h_{p+1}(\mu)}h_{p+1}(x)$ $\}|p(x_{j}\mu\}]$ .
This implies the convexity of $\sqrt$) $(\eta)$ , which $\Gamma,0\mathrm{l}\mathrm{f}\mathrm{l}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{s}$ the proof of LPInlna 2.1.
