Browsing recently through Euclid's Elements [1] , I found a proof of the Pythagorean theorem that some of my friends characterize as the first one they are able to comprehend. It is not only short and simple but also seems to be free of the defect just mentioned.
The Pythagorean Theorem, also known as Euclid I.47 (i.e., Proposition 47 in Book I of the Elements), says that the areas of the squares built on the catheti of a right triangle add up to the area of the square built on the hypotenuse: A + B = C. It turns out that Book V I of the Elements contains a generalization of the Pythagorean theorem that seems much less famous. Namely, Euclid VI.31 asserts (see Figure 2 ) that A + B = C for the areas A, B and C of similar figures of any shape built on the sides of a right triangle. The Pythagorean theorem is clearly the special case where the shape is the square. However, the tiling argument looks hopeless when the shape is arbitrary. On the other hand, it is not hard to figure out that the generalization, in turn, can be derived from the Pythagorean theorem since areas of similar figures scale as squares of their linear sizes. And indeed, the latter fact is contained in the Elements as Proposition VI.19 and its corollary and is quoted in Euclid's proof of the generalized Pythagorean theorem. However, Euclid uses it in order to prove the generalization in a way independent of the Pythagorean theorem; he thus reproves the latter rather than relies on it. Let us postpone the discussion of Euclid's proof and try to find one on our own.
As becomes evident from the previous remarks, it suffices to prove the generalized Pythagorean theorem for figures of one shape only. Indeed, if a+b = c for areas of one shape, and areas of another shape (built on the same segments) are k times bigger, then we have A = ka, B = kb and C = kc, so A + B = C too. We are using here the intuitively obvious fact that the ratio k of the areas of two figures built on the same segment depends only on their shapes, and does not change under their simultaneous rescaling.
So, why squares? Let us instead take the shape to be the right triangle itself, of the area called c (see Figure 3) . The height drawn from the vertex of the right angle to the hypotenuse divides the triangle into two triangles both of which are similar to it and the areas a and b of which add up to c. That's all. c a b
In fact the foregoing argument is not new. Moreover, it is so close to the original proof of Proposition VI.31 that G. Polya [2] attributes it to Euclid himself. We describe Euclid's argument after the following two remarks. Our second remark is somewhat more advanced. The tiling aspect in the proof of the theorem (and its generalization) is quite straightforward. As a result, the true nature of the Pythagorean theorem as a statement based on similarity is revealed. What is "similarity" after all? From the abstract point of view it is conformal isometry: an isometry of a metric space with itself equipped with a rescaled metric. This explains why the Pythagorean theorem is a genuinely Euclidean phenomenon (and not only in the historical sense of the word): among all Riemannian metrics of constant curvature only the Euclidean one admits nontrivial conformal isometries. Perhaps the scaling selfsimilarity property of the Euclidean geometry is that fundamental balsamic ingredient that makes the Pythagorean theorem ageless.
To appraise Euclid's original proof of the generalized Pythagorean theorem we need to realize that the power of our symbolic notation was not available to the ancient Greek mathematicians. In particular, numbers in the Elements are understood as ratios of geometrical magnitudes. The precise meaning is established by Definition V.5 (see [1, p. 114 
]):
Magnitudes are said to be in the same ratio, the first to the second and the third to the fourth, when, if any equimultiples whatever be taken of the first and the third, and any equimultiples whatever of the second and the fourth, the former equimultiples alike exceed, are alike equal to, or alike fall short of, the latter equimultiples respectively taken in corresponding order.
Translating this to modern terminology, two real numbers α and β are called equal when, if any whole numbers n and m whatever be taken, nα and nβ both exceed, are both equal to, or both fall short of m. This definition was revived in the ninetienth century by Dedekind [3] who proposed to regard a real number α as a cut: a partition of all fractions m/n according to the property of exceeding, being equal, or falling short of α, and respectively to call two real numbers equal when the corresponding partitions are "alike" (i.e., when they coincide).
Furthermore, in order to express the square α 2 of a number, the concept of the duplicate ratio is introduced ([1, Definition V.9, p. 114]):
When three magnitudes are proportional [that is the first is to the second what the second is to the third-A.G.], the first is said to have to the third the duplicate ratio of that which it has to the second.
For instance, the scaling law for areas of similar triangles is formulated in Proposition VI.19 this way: similar triangles are to one another in the duplicate ratio of the corresponding sides. The corollary ("porism") to this proposition extends this property to arbitrary figures. This reduces the generalized Pythagorean theorem to the identity α 2 + β 2 = 1, where α and β are ratios of the catheti of a right triangle to its hypotenuse.
Euclid's proof of the theorem is shown in Figure 7 and is also based on the property of the familiar height to divide the right triangle into two triangles similar to it.
Here it is: the hypotenuse is composed of two segments that have to it the duplicate ratios of those that the corresponding catheti have to it. The similarity property is employed here in precisely the same way as in Figure 3 , and the tiling portion of the former argument is replaced here with its one-dimensional counterpart. Apparently, the ancient Greek mathematicians understood the essense of the subject more clearly than we tend to think they did.
