As self-directed online anxiety treatment and e-mental health programs become more prevalent and begin to rapidly scale to a large number of users, the need to develop automated techniques for monitoring patient progress and detecting early warning signs is at an alltime high. While current online therapy systems work based on explicit quantitative feedback from various survey measures, little attention has been paid thus far to the large amount of unstructured free text present in the monitoring logs and journals submitted by patients as part of the treatment process. In this paper, we automatically categorize patients' internal sentiment and emotions using machine learning classifiers based on n-grams, syntactic patterns, sentiment lexicon features, and distributed word embeddings. We report classification metrics on a novel mental health dataset.
Introduction
As mental health awareness becomes more widespread, especially among at-risk populations such as young adults and college-aged students, many institutions and universities are beginning to offer online anxiety and depression treatment programs to supplement traditional therapy services. A key component of these largely self-directed programs is the regular completion of journals, in which patients describe how they are feeling. These journals contain a wide variety of information, including a patient's specific fears, worries, triggers, reactions, or simply status updates on their emotional state. At current time, these journals are either reviewed by therapists (who are vastly outnumbered by the users) or left unused, with the assumption that simply talking about negative emotions is therapy in and of itself. We see a large and novel opportunity for applying natural language techniques to these unstructured mental health records. In this paper, we focus on analyzing the sentiment of patient text.
The largest motivator of existing sentiment analysis research has arguably been the detection of user sentiment towards entities, such as products, companies, or people. We define this type of problem as external sentiment analysis. In contrast, when working in the mental health domain (particularly with self-reflective textual journals), we are trying to gauge a patient's internal sentiment towards their own thoughts, feelings, and emotions. The differences in goals, types of sentiment, and distribution of polarity presents unique challenges for applying sentiment analysis to this new domain.
One key aspect that sets our task apart from traditional sentiment analysis is our treatment of polarity classes. Traditionally, sentiment is categorized as either positive, negative, or neutral. In contrast, we subdivide the neutral polarity class into two distinct classes: both positive and negative and neither positive nor negative. We justify this decision based on several studies showing the independent dimensions of positive and negative affect in human emotion (Warr et al., 1983; Watson et al., 1988; Diener et al., 1985; Bradburn, 1969) , and feel that is a more appropriate framework for our domain. This choice represents a novel characterization of sentiment analysis in mental health, and is one we hope to see made in future studies in this domain.
Our primary focus in this paper is on the automatic and reliable categorization of patient responses as positive, negative, both positive and negative, or neither positive nor negative. Such a system has far-reaching implications for the online therapy setting, in which automatic language analysis can be incorporated into existing patient evaluation and progress monitoring, or serve as an early warning indicator for patients with severe cases of depression and/or risk of suicide. Additionally, tools based on this type of internal sentiment analysis can provide immediate feedback on mental health and thought processes, which can become distorted and unclear in patients stuck in anxiety or depression. In the future, sentiment-based mental health models can be incorporated into the characterization and treatment of patients with autism, dementia, or other broadly-defined language disorders.
In short, our main contributions are summarized by the following:
• We present a novel sentiment analysis dataset, annotated by psychology experts, specifically targeted towards the mental health domain.
• We introduce the notion of subdividing the traditional neutral polarity class into both a dual polarity sentiment (both positive and negative) and a neither positive nor negative sentiment.
• We identify the unique challenges faced when applying existing sentiment analysis techniques to mental health.
• We present an automatic model for classifying the polarity of patient text, and compare our work to models trained on existing sentiment corpora.
Related Work
From a technical point of view, our methods fall squarely in the realm of sentiment analysis, a field of computer science and computational linguistics primarily concerned with analyzing people's opinions, sentiments, attitudes, and emotions from written language (Liu, 2010) . In our paper, we apply sentiment analysis and polarity detection techniques to the largely untapped mental health domain.
In the past decade, sentiment analysis techniques have been applied to a wide variety of areas. Although the majority of work has dealt in areas outside of mental health, we must discuss the bulk of previous sentiment analysis research, from which our techniques are derived.
Given the explosive rise in popularity of social media platforms, a large number of studies have focused on user sentiment in microblogs such as Twitter (Barbosa and Feng, 2010; Pak and Paroubek, 2010; Agarwal et al., 2011; Kouloumpis et al., 2011; Nielsen, 2011; Wang et al., 2011; Montejo-Ráez et al., 2012; Spencer and Uchyigit, 2012; Montejo-Ráez et al., 2014; Tang et al., 2014) . Other studies have explored user sentiment in web forum opinions (Abbasi et al., 2008) , movie reviews (Agrawal and Siddiqui, 2009) , blogs (Melville et al., 2009) , and Yahoo! Answers (Kucuktunc et al., 2012) . As we will show, the models proposed in all of these works cannot be directly transferred to polarity detection in mental health (as sentiment analysis remains a largely domain-specific task), but our initial techniques are largely based on these previous works.
Although the majority of sentiment analysis has focused on user opinions towards entities, there are studies in domains more directly related to our area. One such study analyzed the sentiment of suicide notes (Pestian et al., 2012) . Another mined user sentiment in MOOC discussion forums (Wen et al., 2014) . Sentiment analysis and polarity detection techniques are widely varied (Mejova and Srinivasan, 2011; Feldman, 2013) , and as this research area is still garnering a great deal of interest, many studies have proposed novel methods. These include topiclevel sentiment analysis (Nasukawa and Yi, 2003; Kim and Hovy, 2004) , phrase-level sentiment analysis (Wilson et al., 2009) , linguistic approaches (Wiegand et al., 2010; Benamara et al., 2007; Tan et al., 2011) , semantic word vectorization (Maas et al., 2011; Tang et al., 2014) , various lexicon-based approaches (Taboada et al., 2011; Baccianella et al., 2010) , information-theoretic techniques (Lin et al., 2012) , and graph-based methods (Montejo-Ráez et al., 2014; Pang and Lee, 2004; Wang et al., 2011) . In recent years, approaches based on deep learning architectures have also shown promising results (Glo-rot et al., 2011; Socher et al., 2013) . As a starting point for our new internal sentiment analysis framework, in this paper we apply more straightforward approaches based on linear classifiers.
Dataset
In this section, we detail the construction of our mental health sentiment dataset.
While not yet publicly available, we plan to release our data in the near future.
In order to build a dataset of real patient responses, we partnered with TAO Connect, Inc. 1 , an online therapy program designed to treat anxiety, depression, and stress. This program is being implemented in several universities around the country, and as such, the primary demographic is collegeaged students.
As part of the TAO program, patients complete several self-contained content modules designed to teach awareness and coping strategies for anxiety, depression, and stress. Additionally, patients regularly submit several types of journals and logs pertaining to monitoring, anxiety, depression, worries, and relaxation. The free text contained in these logs is the source of our dataset. In total, we collected 4021 textual responses from 342 unique patients, with submission dates ranging from April 2014 to November 2015. Patients were de-identified and the collection process was part of an IRB-approved study. Responses typically range from single sentences to a single paragraph, with an average of 39 words per response. We show a complete word count distribution in Figure 1 .
To help transform our collection of free text responses into a classification dataset suitable for polarity prediction, we solicited the expertise of three psychology undergraduates (all female) under the supervision of one psychology professor (male) to provide polarity labels for our response documents. The annotators were tasked with reading each individual response, and assigning it a label of positive, negative, both positive and negative, or neither positive nor negative. The inter-rater agreement reliability (Cohen's kappa) between annotators 1 and 2 was 0.5, between annotators 2 and 3 was 0.67, and between annotators 1 and 3 was 0.48. The overall agreement reliability between all annotators (Fleiss' kappa) was 0.55. We used a majority-vote scheme to assign a single label to each piece of text, where 62% of the documents had full annotator agreement, 35% had a clear label majority, and only 3% had no majority, in which case we picked the label from the annotator with the best aggregate reliability. Table 1 shows label counts for each annotator, as well as the final count after applying the majority-vote process.
To provide a clearer picture of the types of responses in our dataset, we present one short concrete example of each polarity class below.
• Positive -I tried to say good things for them since I know there was a lot of arguments happening.
• Negative -I don't do well at parties, I'm not interesting.
• Both Positive and Negative -I shouldn't have taken things so seriously.
• Neither Positive nor Negative -I wrote in my journal, and read till I was tired enough to fall asleep.
In the above examples, the challenges of applying sentiment analysis and traditional text classification techniques to self-reflective text becomes more apparent. For instance, the positive example mentions arguments, typically associated with negative sentiment, while the negative example mentions parties, a word usually associated with a positive connotation. Additionally, the both positive and negative example exhibits subtle cues that differentiate it from the other three polarity classes.
Method
To predict polarity from patient text, we employ several established machine learning and text classification techniques. We begin by preprocessing the annotated patient responses, which we refer to interchangeably as documents. We then extract several types of attributes from each response, referred to as features. The extracted features and polarity annotations are used to build a logistic regression classifier, which is a linear machine learning model we use to predict the final polarity label. In this section, we describe each step in detail.
Preprocessing
Starting with the raw documents obtained from our data collection process, we apply several traditional preprocessing steps to the text. First, based on experimental feedback, we convert all the text to lowercase and strip all documents of punctuation following a standard tokenization phase. While these are relatively standard steps, it should be explicitly noted that we did not remove stop words from our corpus, which is a common preprocessing technique in other domains, due to lowered classification performance. This can be partially explained by the nature of our domain; for example, the phrase "what if" tended to be associated with worrying about the future -traditionally, both of these words are considered stop words and filtered out, losing valuable information for our task.
Feature Extraction
Next, we extract several types of features from the preprocessed documents. In our experiments, we evaluate classification performance with various feature subsets.
N-Gram Features and POS Tags
As a starting point for our experiments with this new domain, the most numerous of our extracted features are derived from a traditional "bag of ngrams" approach, in which we create document vectors comprised of word unigrams, bigrams, and/or trigram counts. As previous works have shown, this allows the capture of important syntactical information like negation, which would otherwise be missed in a standard "bag of words" (i.e., unigrams only) model.
In order to constrain the scope of later feature subset experiments, we first obtain the n-gram combination resulting in the best performance for our newly created dataset. We denote this optimal n-gram setting as the "n-grams only" model in later experiments. In this experiment, we perform a 10-fold cross-validated randomized parameter search using six possible word n-gram combinations: unigrams, bigrams, trigrams, unigrams + bigrams, bigrams + trigrams, and unigrams + bigrams + trigrams. We split cross-validation folds on responses, as we expect patient responses to be independent over time. All extracted n-gram counts are normalized by tfidf (term frequency-inverse document frequency), a common technique used for describing how important particular n-grams are to their respective documents. The results of this n-gram comparison experiment are shown in Figure 2 , where it is clear that using a combination of unigrams and bigrams resulted in the best performance.
In an effort to capture more subtle patterns of grammatical structure, we also experiment with augmenting each document with each word's PennTreebank part-of-speech (POS) tag. In these experiments, we augment our documents by appending these tags, in order, to the end of every sentence, allowing for our n-gram extraction methods to capture syntactic language patterns. During the tokenization process, we ignore any n-grams consisting of both words and part-of-speech tags.
Sentiment Lexicon Word Counts
One of the more rudimentary sentiment analysis techniques stems from the use of a sentiment dictio- As seen by the final cluster, adding trigrams to this subset resulted in a performance decrease. Thus, when we use n-gram features in later experiments, we only consider the combination of unigrams and bigrams.
nary, or lexicon, which is a pre-existing collection of subjective words that are labeled as either positive or negative. Using the sentiment lexicon from (Liu, 2012) 2 , we count the number of positive and negative words occurring in each document and incorporate the counts as two additional features.
Document Word Count
In our initial analysis, we discovered that oftentimes the most negative text responses were associated with a larger word count. Although the correlation is relatively weak across the entire corpus, we nonetheless include a word count of each document as a feature.
Word Embeddings
Based on the recent successes of distributed word representations like Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014) , we sought to harness these learned language models for predicting sentiment polarity. Although primarily used in deep learning architectures, we show that these representations can also be useful with linear models. Unlike our other features, the individual features contained in word embeddings are indecipherable; however, as we show in the results section, they contribute to the overall success of our classification.
In our experiments, we utilize a publicly avail-2 https://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html able Word2Vec model pre-trained on Google News 3 , containing 100 billion words. Each unique word in the model is associated with a 300-dimensional vector. For each of our documents, we include the mean word vector derived from each individual word's embedding as 300 additional features.
Four-Class Polarity Prediction
Because our new dataset introduces a clear distinction between text labeled as both positive and negative and neither positive nor negative (traditionally, both of these classes are grouped together as neutral), there are no baselines for which to compare our experiments. We offer our results for this scenario as a launching point for future studies on polarity detection in mental health. For this scenario, we show the results of each feature extraction method individually, as well as the results for the combination of all features. All results are evaluated via 10-fold cross-validation, with folds split on responses. Results are shown in Figure 3 , where it is clear that optimal performance is achieved using the model trained on all features. Our methods gave rise to an overall classification accuracy of 78%.
From Figure 3 , it is apparent that of all individual features, n-grams perform the best. The relatively strong performance of n-gram features tends to align with our expectations, given the widespread use of n-gram features across all types of text classifica- tion problems. However, what is more surprising is the relatively weak results for the sentiment lexicon features, given their popularity in modern sentiment analysis. Additionally, the word embedding features also gave rise to better performance than expected, especially considering that we used the Word2Vec embeddings with linear models as opposed to the more traditional deep learning architectures. Finally, we see optimal performance across all metrics when using the combination of all features. Using the optimal model from Figure 3 , we show the individual class metrics for precision, recall, F1, and overall accuracy in Table 2 . It is apparent that the both positive and negative class proves especially difficult to classify. This is explained in part by the previously mentioned class imbalance issue -when the majority of the corpus is negative, it becomes difficult for the classifier to differentiate between sentiment comprising of mostly positive polarity, and sentiment comprising of some positive polarity. The low recall of the both positive and negative class clearly points towards the need for more research in this area.
Binary Polarity Prediction
In this section, we experiment with using existing sentiment analysis corpora to perform traditional two-class polarity prediction on our dataset, and compare the results to a cross-validation approach, split on responses, trained on our dataset alone. The primary purpose is to gauge the effectiveness of classifiers trained on existing sentiment corpora as applied to the mental health domain. State of the art sentence-level binary polarity detection accuracy is reported as 85.4% (Socher et al., 2013) using deep learning models and a specialized movie review dataset, and while our models are computationally more simple and use different features, we incorporate such existing corpora in our experiments. Since our full dataset consists of four polarity labels, whereas traditional sentiment analysis only uses two, for these experiments we only consider the responses from our dataset belonging to the positive and negative classes. We begin by training our model on existing sentiment datasets only. The first is a large-scale Twitter sentiment analysis dataset 4 which automatically assigns polarity labels based on emoticons present in user tweets (we denote this dataset as "Twitter"). The next is a collection of IMDB movie reviews published by (Maas et al., 2011) at Stanford Univer 2002) at Cornell University 6 , where one is geared towards document-level sentiment classification (denoted as "Cornell"), and the other towards sentencelevel classification (denoted as "Cornell Sentence"). Our final dataset is a collection of web forum opinions collected by the University of Michigan as part of a Kaggle competition 7 (which we denote as "UMich"). The number of documents of each sentiment class, per dataset, is given in Table 3 . Using all features from the previously outlined extraction process, we train a separate model on each of the five existing sentiment analysis corpora. Optimal hyperparameters for each experiment were selected via a randomized parameter search in conjunction with three-fold cross validation. In each case, the trained models were tested against the binary version of our dataset. Additionally, we perform the same extraction and fine-tuning process to construct a model trained on our new dataset alone. For this experiment, we report the results after a 10-
Important Features
In this section, we wish to understand which features are most discriminative in predicting whether a piece of text is positive, negative, both positive and negative, or neither positive nor negative. These features (all of which are naturally-interpretable aside from the word embeddings) can serve as useful indicators for therapists and future mental health polarity studies.
To evaluate our features, we examine the weight matrix of a randomized logistic regression classifier trained on our full four-class polarity dataset. The feature weights corresponding to each of the four classes give an idea of the relative importance of each feature, and how discriminative they are as compared to the remaining three classes. We summarize the 10 most important features per class in Table 4 .
Much can be gleaned from an informal inspection of these top features. For example, while the words found in the positive and negative polarity classes are clearly characteristic of their respective labels (with negative words pertaining mostly to worry and stress), the words found in the both positive and negative class are more indecisive in nature ('but', 'eventually', 'although', 'actually'). Words from the neither positive nor negative class carry less surface-level emotional significance. The partof-speech patterns are more difficult to interpret, but these results point towards the need for future exploration.
Conclusion
In this paper, we introduced the notion of applying sentiment analysis to the mental health domain, and show that existing techniques and corpora cannot be simply transferred to this new setting. We developed baseline classification techniques grounded in the results from previous works, and show the benefit of spending resources on creating new mental health datasets explicitly focused on patient sentiment. We introduced the notion of splitting the polarity class traditionally defined as neutral into two sub-classes, and demonstrated the new challenges that decision brings as it pertains to the automatic classification of patient sentiment in mental health text.
