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Summary
The primary purpose of the Ada Embedded Systems Testbed (AEST) Project at the Software Engineering Institute (SEI) is to develop a solid in-house support base of hardware, software, and personnel to permit the investigation of a wide variety of issues related to software development for real-time embedded systems. Two of the most crucial issues to be investigated are the extent and quality of the facilities provided by Ada runtime support environments. The SEI support base will make assessments possible of the readiness of the Ada language and Ada tools to develop embedded systems.
The benchmarking/instrumentation subgroup was formed to:
• Collect and run available Ada benchmark programs from a variety of sources on a variety of targets.
• Identify gaps in the coverage and fill them with new test programs.
• Review the measurement techniques used and provide new ones if necessary.
• Verify software timings by inspection and with specialized test instruments.
This report documents the results obtained from running Ada performance benchmarks on a DEC VAXELN MicroVAX II using the DEC VAXELN Ada compiler. The benchmarks were the University of Michigan Ada benchmarks and the ACM SIGAda Performance Issues Working Group (PIWG) Ada benchmarks (excluding the compilation tests). A description of these suites and the reasons for choosing them are given in [9] . The benchmarks focus largely on the execution time of specific features of the Ada language; they do not, for example, measure the efficiency or the size of the generated object code. A brief description of the benchmarks and the test environment is followed by a discussion of some problems encountered and lessons learned. The results obtained from running the entire Michigan and PIWG benchmark suites are contained in the appendices to this report. Note that the caveats discussed in the body of the report must be borne in mind when examining these results.
Discussion

The University of Michigan Ada Benchmarks
The University of Michigan benchmarks concentrate on techniques for measuring the performance of individual features of the Ada programming language. 
Running the Benchmarks
Both the Michigan and PIWG benchmark suites contained command files for compiling and running the tests under VAX/VMS. The Michigan benchmarks had a command file for each category of tests (e.g., one for rendezvous tests, one for exception handling tests), whereas the PIWG suite had a single command file that could be adapted to run any test. The Michigan command files were run through a "pre-processor" command file that produced an expanded command file capable of building and downloading a VAXELN executable system. The benchmark output, which normally would have appeared on the target machine's console, was re-routed to a file on the host. It was also possible to create a bootable floppy disk; as a test, several executable VAXELN images were created as both a bootable floppy disk and a file to be downloaded from the host. Virtually no variation in the results produced by either method was observed, so the downloadable file became the preferred method since it could be fully controlled from the host.
All benchmarks were compiled with VAXELN Ada's default optimizations turned on. 2 The benchmarks contained code to prevent the language feature of interest from being optimized away. Runtime checks were not suppressed, and, apart from the Michigan exception-handling problem noted below, the benchmarks' source code was not modified in any way. Benchmark results are listed in the appendices.
Problems Encountered and Lessons Learned
A number of minor problems were encountered during the running of the benchmarks; these are noted below in the appropriate results section. The one major problem that arose only appeared after most of the Michigan tests had been run: negative time values were produced for some of the tests (Dynamic Storage Allocation and Subprogram Overhead tests). An investigation revealed that the VAXELN paging mechanism lengthened the ex-ecution times of loops that spanned a page boundary. (Physical memory on the VAXELN target is divided into 512-byte pages; however, no swapping to disk took place since disk support was not included. The benchmarks were entirely resident in memory.) Thus the control loop of some benchmarks would actually take longer to run than the test loop, and the execution time of the language feature being measured (expressed as the difference of the test and control times) would sometimes be negative. A more detailed discussion of the so-called "dual loop problem" can be found in [1] . A complete report on the problems encountered during the AEST benchmarking effort, and a discussion of other possible benchmarking pitfalls, is contained in [2] .
Another interesting issue is the accuracy of times reported by the PIWG benchmarks. One of the PIWG benchmark support packages, A000032.ADA, contains the body of the ITERA-TION package. This package is called by a benchmark program to calculate, among other things, the minimum duration for the test loop of a benchmark run. The minimum duration is computed to be the larger of 1 second, 100 times System.Tick, and 100 times Standard.Duration'Small. The idea appears to be (a) to run the benchmark for enough iterations to overcome the problem of the relatively coarse resolution of the Calendar.Clock function, and (b) to provide a relative accuracy of one percent or better. The times reported by the benchmark programs are printed with an accuracy of one tenth of a microsecond; however, merely running the test for a specific minimum duration does not guarantee this degree of accuracy. If the clock resolution is 10 milliseconds, for example, and the desired accuracy is to within 1 microsecond, then the test should be run for 10,000 iterations. For Ada language features that execute in tens of microseconds, running for a specific duration may ensure enough iterations for accuracy to within one microsecond; this is not so for language features that take longer.
In general, the accuracy of the PIWG and Michigan benchmarks is to within one tick of Calendar.Clock divided by the number of iterations of the benchmark (see the Basic Measurement Accuracy section of the University of Michigan report). The University of Michigan benchmarks typically run for 10,000 iterations, and so are accurate to within 1 microsecond for VAXELN Ada (10 millisecond Calendar.Clock resolution). The task creation tests and some of the dynamic storage allocation tests run for fewer iterations, probably because of the amount of storage they use up; the reduced accuracy is noted in the appropriate sections. Also, the source of the exception-handling tests had to be modified to reduce the number of iterations so that the test would actually run. For the PIWG tests, a table of iteration counts and resultant accuracy is provided in the PIWG results appendix.
Comparison of the results from the most closely equivalent PIWG and Michigan benchmarks has been hindered by the accuracy problem and the dual loop problem. Even when the correction factors are applied to take care of the former, the precise effects of the dual loop problem on each benchmark program are not known. It is clear that more work needs to be done to resolve such problems.
The VAXELN benchmarking effort was essentially a learning experience. The major lessons learned were:
• It is very important to check the underlying assumptions incorporated in the benchmark design before attempting to use the benchmark. A simple example of such a check is a "calibration" routine to check whether or not a dual loop test with textually identical loops will zero out.
• Even when few or no problems are encountered during the running of the benchmarks, the results should be checked for reasonableness, especially if the times reported are different from heuristically calculated figures.
• Inspection of generated assembly code (however distasteful this might be to an Ada aficionado) can turn up clues to puzzling results. Once problems start occurring, knowledge of the machine's instruction set architecture and underlying hardware can prove very useful.
The major result of the VAXELN MicroVAX benchmarking effort, therefore, is not a list of numbers to be taken at face value; rather, it is an appreciation of the problems and pitfalls facing the would-be benchmarker. Analysis of the results from the VAXELN and other cross-compilers and target systems, as well as analysis of the benchmarks themselves, will be one of the main items of business in the AEST Project's second year. 
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Appendix A: Results: University of Michigan Benchmarks
In the results presented below, certain lines of output have been omitted for the sake of brevity. Many of the Michigan tests print out lines of "raw data," and the command files sometimes run a particular test many times; these are the lines that have been omitted. Also, some of the headings have been split over two lines to make them fit this document. It should be noted that the negative times above are a legitimate result of the test and have nothing to do with the dual loop problem discussed earlier.
A.a. Clock Calibration and Overhead
The test to measure the overhead associated with calling Calendar.Clock produced consistently repeatable results, so only one line of output is shown:
Clock function calling overhead : 84.00 microseconds
A.b. Task Rendezvous
For this test, a procedure calls the single entry point of a task; no parameters are passed, and the called task executes a simple accept statement. According to the Michigan report, it is assumed that such a rendezvous will involve at least two context switches.
Rendezvous time : No parameters passed Number of iterations = 10000 _______________________________________________________________ Task rendezvous time : 1585.0 microseconds _______________________________________________________________
A.c. Task Creation
These tests measure the composite time taken to elaborate a task's specification, activate the task, and terminate the task. The coarse resolution of the clocks available at the time the tests were developed did not allow for measurement of the individual components of the test. Also, because these tests are run for 100 iterations, the reported times are accurate to 100 microseconds, or 0.1 milliseconds.
To obtain the third test result below, the VAXELN pool size (which determines the number of VAXELN objects that can be in simultaneous use) had to be increased from the default of 384 blocks to 1024 blocks (a block is 512 bytes). 
A.d. Exception Handling
The exception-handling benchmark kept crashing with a STORAGE_ERROR exception despite many attempts to tailor the storage parameters of the VAXELN system build process. Eventually it was made to run by reducing the number of iterations of the test from 1000 to 100. This was the only case where benchmark code had to be modified. A possible reason for the problem (see the Memory Management section) is the lack of storage reclamation (garbage collection) procedures; space used during exception-handling probably remains allocated after the exception-raising procedure exits. The reduced number of iterations means that the times shown below are accurate only to within 100 microseconds. 
Number of iterations = 100
A.e. Time and Duration Math
In the results below, the lines flagged with an asterisk are from tests that had to be run individually to get them to work. When included in a command file that ran all of the tests sequentially, these two tests would always cause VAXELN Ada to generate a runtime error message saying that the "computed year is not in the range of subtype YEAR_NUMBER." 
Number of Iterations
A.f. Delay Statement Tests
For VAXELN Ada, System.Tick is 10 milliseconds and Standard.Duration'Small is 61 microseconds. In the results below, the desired delay times start at Duration'Small and increment by Duration'Small. The actual delay time of 0.01996 seconds is twice System.Tick; 0.02997 is three times System.Tick; and 0.03998 is four times System.Tick. Thus the smallest delay that can be achieved by a delay statement in the VAXELN implementation is approximately 20 milliseconds. 
Number of iterations = 1
A.g. Dynamic Storage Allocation
There are three categories of allocation measured by these tests:
1. Fixed Storage Allocation: The objects are declared locally in a subprogram or declare block; the storage required is known at compile time but is allocated at run time.
2. Variable Storage Allocation: Same as for fixed allocation, but the storage required (e.g., in the case of an array with variable bounds) is not known at compile time.
3. Explicit Dynamic Allocation: Storage is allocated via the new allocator.
These tests were the first to exhibit symptoms of the "dual loop" problem (negative times) referred to earlier in this report.
Number of iterations = 10000
Dynamic Allocation in a Declarative Region ____________________________________________________________________ Time | # Declared | Type | Size of (microsec.)|Because these tests only iterate 1000 times, the reported times are accurate to within 10 microseconds, rather than 1 microsecond. 
Number of iterations
A.h. Subprogram Overhead
Several kinds of subprogram overhead benchmarks are provided. They measure the overhead involved in entering and exiting a subprogram with no parameters, with various numbers of scalar parameters, and with various numbers of composite objects (arrays and records) as parameters. Tests are also provided to measure the overhead associated with passing constraint information to subprograms whose formal parameters are of an unconstrained composite type. All of the tests include passing parameters in all three modes: in, out, and in out.
All of the tests also measure the difference in overhead between calling subprograms in different packages and calling subprograms in the same package. For intra-package calls, there are also versions of the tests to measure the overhead of using the INLINE pragma, if the pragma is supported. 3 Finally, all the tests for inter-and intra-package calls are repeated with the subprograms appearing as part of a generic. These tests determine the overhead associated with executing generic instantiations of the code.
The subprogram overhead tests were the second major source of negative time values. The negative numbers for these tests were generally a lot smaller than those produced by the dynamic storage allocation tests. 
A.i. Memory Management
There are no timing results produced by these tests; they are used to determine whether or not garbage collection takes place. They attempt to allocate up to ten million integers by successively allocating 1000-integer arrays using the new allocator. Only the last test explicitly attempted to free any allocated storage (using UNCHECKED_DEALLOCATION).
The tests were designed either to report how much storage they allocated before the expected STORAGE_ERROR exception occurred, or a message saying they had succeeded. Running the tests confirmed that garbage collection did not occur; reclamation of storage is only done when explicitly requested. This may be the reason why the exception-handling tests would not run until the number of iterations was reduced (see the Exception Handling section).
An additional test included with the memory management tests uses a first differencing scheme to determine the scheduling discipline of the target operating system. This test was not run because it was already known that VAXELN is a pre-emptive priority-based system. This is a collection of benchmarks that are relatively short in terms of program size and execution time. Named after the person who gathered the tests, it includes such well-known programming problems as the Eight Queens problem, the Tower of Hanoi, Quicksort, Bubble Sort, Fast Fourier Transform, and Ackermann's Function. The Hennessy benchmark, known as PIWG A000094, was the only PIWG benchmark that failed to execute; it crashed with a STORAGE_ERROR exception. Initial attempts to resolve the problem were unsuccessful. It is believed, however, that the solution lies in simply finding the right settings for the storage parameters of the VAXELN build process. 
B.b. Task Creation
