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Abstract
We discuss a method of calculating the zeta function of subshifts which have
a presentation by a finite directed graph labeled by elements of the associated in-
verse semigroup. This class of subshifts is introduced as a class of property A sub-
shifts(T.Hamachi, K.Inoue and W.Krieger/Subsystems of finite type and semigroup
invariants of subshifts, preprint), and the Dyck shift and the Motzkin shift are repre-
sentative subshifts in this class. The exact number of the periodic points and entropies
are also given by this method, and these values are used in the embedding condition
for an irreducible shift of finite type into a subshift in this class.
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1 Introduction
Put Σ = {λ1, λ2, · · · , λM , ρ1, ρ2, · · · , ρM , 11, 12, · · · , 1N}, M,N ∈ N. Let M(M,N) be a
monoid (with zero) with generators λi, ρi, 1 ≤ i ≤ M, 1j , 1 ≤ j ≤ N and 1. The relations
are:
λi · ρi = 1, 1 ≤ i ≤M,
1i · 1j = 1, 1 ≤ i, j ≤ N,
λi · ρj = 0, 1 ≤ i, j ≤M, i 6= j,
1 · α = α · 1 = α, α ∈ Σ ∪ {1},
1i · α = α · 1i = α, 1 ≤ i ≤ N, α ∈ Σ ∪ {1},
0 · α = α · 0 = 0, α ∈ Σ ∪ {1},
0 · 0 = 0.
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Set a mapping red : Σ∗ −→M(M) by
red(α) = α1 · α2 · . . . · αn for α = α1α2 . . . αn, n ∈ N
and
red(ε) = 1 where ε is the empty word.
The Motzkin shift M(M,N) is defined by
M(M,N) = {x ∈ ΣZ : red(xixi+1 · · ·xj) 6= 0 for ∀i ≤ ∀j}.
Therefore we can regard the Motzkin shift as a shift defined by a simple directed graph G
which has one vertex and (2M +N)-loops named by the elements of the set Σ, and the loop
named λi, ρi(1 ≤ i ≤ M) carry the labels λ, ρ respectively, the loop named 1i(1 ≤ i ≤ N)
carries the label 1, that is,M(M) is the Dyck type inverse monoid. And such a presentation
of subshifts is called S -presentation in [HIK], where S is an inverse semigroup of Dyck type.
Note that if N = 0, the monoid is the Dyck monoid DM and the subshift M(M, 0) is the
Dyck shift DM in [HI].
In [HIK], a necessary and sufficient condition for embedding of an irreducible subshift
of finite type into a property A subshift that allows an S -presentation is obtained. This
condition is extension of the embedding condition whose target is the Dyck shift in [HI],
and which consists of periodic condition and the entropy condition. For the Dyck shift DM
the entropy, h(DM) = log(M + 1), is know by W.Krieger [Kr] and the number of n-periodic
points (n ∈ N) is obtained in [I] and [HI]. As known, the zeta function of the Dyck shift is
calculated by circular codes [Ke]. Also from the number of periodic points, the entropy and
the zeta function are computed directly[I].
In section 2, we consider the zeta function(Proposition 2.2), the number of periodic
points(Proposition 2.3) and the entropy(Proposition 2.4) of the Motzkin shift. Here it is a
crucial point that periodic points are classified by images of periodic defining blocks by the
mapping red .
Put X a subshift over Σ which allows an S -presentation. If α = α1α2 · · ·αn ∈ Bn(X), n ≥
1 satisfies α∞ ∈ X , we call α∞ an n-periodic point of X and α is called an n-periodic defining
block of α∞ where Bn(X) denotes a set of length n blocks and B(X) =
⋃∞
n=1 Bn(X). Any
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block of the Motzkin shift α is given as a product α = α+α− such that red(α+) ∈ M+(M)
and red(α−) ∈ M−(M), where M+(M) is the free monoid generated by ρi, 1 ≤ i ≤ M
and M−(M) is the free monoid generated by λi, 1 ≤ i ≤ M . For a periodic defining block
α = α+α− we call red(α−α+) a multiplier of α or of α
∞. For a block α = α+α−, if a
multiplier of α is either positive (i .e. red(α−α+) ∈ M+), negative (i .e. red(α−α+) ∈ M−)
or neutral (i .e. red(α−α+) = 1), then α is a periodic defining block, and vice versa. In this
paper, Pn(X) denotes the set of n-periodic points and pn(X) = ♯Pn(X), n ≥ 1.
Using these property of the Motzkin shift (the Dyck shift), bijections are constructed
between a set of periodic points belonging to some class of this classification and an edge
shift. The bijection gives the generating function of a circular code that is needed in the
calculation of the zeta function. This generating function can also be obtained by using the
Schu¨tzenberger’s method.
The entropies h+ and h− are introduced for the embedding condition in [HIK]. In fact,
the Dyck shift and the Motzkin shift satisfy h+ = h− because of their symmetry. In section
3, we show a simple example satisfying h+ > h−.
At the time when the author reached the results, she had not knowledge of the
Schu¨tzenberger’s method. She would like to thank W.Krieger, who let me know the
Schu¨tzenberger’s method.
2 The zeta function of the Motzkin shift
The Motzkin shift M(M,N) is defined by a directed graph G = G(M,N) with one vertex
and (2M + N)-loops named by λi, ρi, 1 ≤ i ≤ M, 1j, 1 ≤ j ≤ N . Put G′ = G′(M,N) a
graph which is gotten by removing the loops named λ2, λ3, · · · , λM from the graph G and
XG′ the edge shift of G
′. Then we can construct a bijection as follows.
Proposition 2.1 For n ≥ 1 there exists bijections{
x ∈ Pn(M(M,N)) : a multiplier of x is either positive, neutral ora positive power of λ1
}
−→ Bn(XG′).
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Proof Take x = α∞ ∈ Pn(M(M,N)), α = α+α− such that a multiplier of α is positive or
neutral or a positive power λ1. Replacing all λi, 2 ≤ i ≤M in α with λ1, we get a block of
XG′, and obviously it gives a bijection. (See Proposition 2.4 in [HI],[I].) ✷
Set
R = {ρ1, ρ2, · · · , ρM , 11, 12, · · · , 1N} ∪ {ε},
L = {λ1, λ2, · · · .λM , 11, 12, · · · , 1N} ∪ {ε} and L˜ = {λ1, 11, 12, · · · , 1N} ∪ {ε}.
n ≥ 1,
En = {w ∈ Bn(M(M,N)) : w = λivρi, 1 ≤ i ≤M,where red(v) = 1}
and E =
⋃∞
n=1En.
E+ = {wu ∈ B(M(M,N)) : w ∈ E, u ∈ R∗},
E− = {uw ∈ B(M(M,N)) : w ∈ E, u ∈ L∗} and
E˜− = {uw ∈ B(M(M,N)) : w ∈ E, u ∈ L˜∗}.
F = {wv ∈ B(M(M,N)) : w ∈ E, v ∈ {11, 12, · · · , 1N}∗}.
Then these are circular codes. And particularly codes E are called the Motzkin codes(the
Dyck codes for N = 0). In general, for a circular code C, the zeta function of C∞, ζ(C∞, z)
is given by the generating function of C, which is defined by f(C, z) =
∑
u∈C z
|u|, as follows
[St]
ζ(C∞, z) =
1
1− f(C, z) .
In [Ke], the zeta function of the Dyck shift is calculated by using circular codes E, E+
and R. In the same way, the zeta function of the Motzkin shift is gotten by the circular
codes defined above. But, in fact, the true nature of the calculation of these zeta functions
is to calculate the generating function of the Motzkin code(the Dyck code) E.
Theorem 2.1 The generating function of the Motzkin code f(E, z) satisfies
f(E, z)2 + (Nz − 1)f(E, z) +Mz2 = 0.
Hence f(E, z) = 1
2
{1−Nz −√(1−Nz)2 − 4Mz2}.
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Proof From Proposition 2.1 and Pn(E
∞
+ ) ∩ Pn(E˜∞− ) = Pn(F∞) and Pn(R∞) ∩ Pn(L˜∞) =
{11, 12, · · · , 1N}n, for n ≥ 1
pn(XG′) = pn(E
∞
+ ) + pn(E˜
∞
− )− pn(F∞) + pn(R∞) + pn(L˜∞)−Nn. (1)
Since E+, E˜−, F, R and L˜ are circular codes, each zeta function is given by each generating
function and the generating functions are f(R, z) = (M +N)z, f(L˜, z) = (N + 1)z and
f(E+, z) = f(E, z)
∑∞
k=0 |R|kzk = f(E, z)/{1− (M +N)z}.
Similarly, f(E˜−, z) = f(E, z)/{1 − (N + 1)z} and f(F, z) = f(E, z)/(1 − Nz). Therefore
from (1)
1
1− (1 +M +N)z =
ζ(E∞+ , z)ζ(E˜
∞
− , z)ζ(R
∞, z)ζ(L˜∞, z)(1 −Nz)
ζ(F∞, z)
=
1−Nz − f(E, z)
{1− (M +N)z − f(E, z)}{1− (N + 1)z − f(E, z)} .
Thus the proof is complete. ✷
Proposition 2.2 The zeta function of the Motzkin shift is
ζ(M(M,N), z) =
2{1−Nz +√(1−Nz)2 − 4Mz2}
{1− (2M +N)z +√(1−Nz)2 − 4Mz2}2 .
Proof The number of periodic points of the Motzkin shift is
pn(M(M,N)) = pn(E
∞
+ ) + pn(E
∞
− )− pn(F∞) + pn(R∞) + pn(L∞)−Nn. (2)
By the symmetry of M(M,N),
ζ(M(M,N), z) =
ζ(E∞+ , z)
2ζ(R∞, z)2(1−Nz)
ζ(F∞, z)
=
(1− f(F, z))(1−Nz)
(1− f(E+, z))2(1− f(R, z))2 .
From theorem 2.1, the zeta function is obtained. ✷
In [I] and [HI], the number of periodic points of the Dyck shift DM is
pn(DM) =

2{(M + 1)n −∑n/2i=0 (ni)M i}+ (nn
2
)
M
n
2 if n is even,
2{(M + 1)n −∑(n−1)/2i=0 (ni)M i} if n is odd. (3)
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For the Motzkin shift, from (1),(2) and symmetry i.e. pn(E
∞
− ) = pn(E
∞
+ ) and pn(L
∞) =
pn(R
∞), n ≥ 1, the following is established:
pn(M(M,N)) = 2{pn(XG′)− pn(E˜∞− )− pn(L˜∞)}+ pn(F∞) +Nn, n ≥ 1. (4)
Notice that pn(F
∞) = pn(E
∞), n ≥ 1 for the Dyck shift (i.e.N = 0). To compute the number
of n-periodic points(n ≥ 1). it is sufficient to compute pn(E˜∞− ) + pn(L˜∞) and pn(E∞).(See
the proof of Theorem 2.5 in [HI],[I].) For the Motzkin shift, it is possible to compute these
values directly, but we can also obtain pn(M(M,N)), n ≥ 1, easily by using (3) as follows.
Proposition 2.3 For n ≥ 1
pn(M(M,N))
=

2{(M +N + 1)n −∑n/2i=0 (n2i)N2i∑n/2−ij=0 (n−2ij )M j
−∑n/2−1i=0 ( n2i+1)N2i+1∑n/2−i−1j=0 (n−2i−1j )M j}
+
∑n/2
i=0
(
n
n−2i
)(
2i
i
)
M iNn−2i if n is even,
2{(M +N + 1)n −∑n/2i=0 (n2i)N2i∑(n−1)/2−ij=0 (n−2ij )M j
−∑(n−1)/2i=0 ( n2i+1)N2i+1∑(n−1)/2−ij=0 (n−2i−1j )M j}
+
∑(n−1)/2
i=0
(
n
n−2i
)
Nn−2i
(
2i
i
)
M i if n is odd.
Proof The number of periodic points ofM(M,N) is given by the number of periodic points
of the Dyck shift pn(DM) as follows.
pn(M(M,N)) =
n−1∑
i=0
(
n
i
)
N ipn−i(DM) +N
n.
Thus the proof is complete. ✷
Proposition 2.4 The entropy of the Motzkin shift M(M,N) is
h(M(M,N)) = log(M +N + 1).
Proof Since E˜− ⊃ F and pn(L˜) = (N + 1)n, n ≥ 1, from (4)
2pn(XG′) ≥ pn(M(M,N)), n ≥ 1.
Since E− ⊃ E˜− and L ⊃ L˜, n ≥ 1, from (1),(2)
pn(M(M,N)) ≥ pn(XG′), n ≥ 1.
Then h(M(M,N)) = h(XG′) = log(M +N + 1). ✷
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3 A subshift whose entropies h+ and h− differ
The necessary and sufficient condition for embedding an irreducible subshifts of finite type
into a property A subshift X that allows an S -presentation in [HIK](Theorem 5.10) consists
of periodic conditions and entropy conditions. And entropies h+(X), h−(X) are introduced
for the entropy condition. They are defined by
h+(X) = lim inf
n→∞
1
n
log p+n (X),
where p+n (X) is the number of n-periodic points of X whose periodic defining block have a
positive or neutral multiplier[HIK]. The entropy h−(X) is defined alike. The Dyck shift and
the Motzkin shift satisfy h+ = h− because of their symmetry. Here we show an example
possessing h+ > h−.
Put Σ1 = {λ, ξ, ρ1, ρ2, · · · , ρM , η1, η2, · · · , ηM}, M ∈ N andM1(M) a monoid (with zero)
with generators λ, ξ, ρi, ηi, 1 ≤ i ≤M and 1 defined by
λ · ρi = 1, λ · ηi = 0, ξ · ηi = 1, ξ · ρi = 0 (1 ≤ i ≤M),
1 · α = α · 1 = α, 0 · α = α · 0 = 0 and 0 · 0 = 0.
Therefore monoids M+1 (M) and M−1 (M) are generated by ρi, ηi, 1 ≤ i ≤M , 1 and λ, ξ,
1 respectively according to the above relations.
Set X(M) = {x ∈ ΣZ1 : red(xixi+1 · · ·xj) 6= 0 for ∀i ≤ ∀j}. If M = 1, X(1) is the Dyck
shift D2 itself. This subshift X(M) has an underlying graph G1 = G1(M) which has one
vertex and 2(M+1)-loops named by the elements of Σ1, and the loops with the names λ, ξ,
ρi and ηi (1 ≤ i ≤M) carry the labels λ, ξ, ρ and η respectively.
Theorem 3.1
h+(X(M)) = log(2M + 1) and h−(X(M)) = log(M + 2).
Hence h+(X) > h−(X) for M ≥ 2.
For proving Theorem 3.1, we prepare two graphs G′1 and G
′′
1. A graph G
′
1 has one vertex
and (2M+1)-loops with the names λ, ρi, ηi (1 ≤ i ≤ M), and put the edge shift XG′
1
. A
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graph G′′1 has one vertex and (M+2)-loops with the names λ, ξ, ρi (1 ≤ i ≤ M), and put
the edge shift XG′′
1
. We can construct two bijections between some sets of n-periodic points
and Bn(XG′
1
) or Bn(XG′′
1
) respectively.
Lemma 3.1 For n ≥ 1 there exists bijections{
x ∈ Pn(X(M)) : a multiplier of x is positive, neutral ora positive power of λ
}
−→ Bn(XG′
1
) (5)
and {
x ∈ Pn(X(M)) : a multiplier of x is negative, neutral ora positive power of ρ1, ρ2, · · · , ρM
}
−→ Bn(XG′′
1
). (6)
Proof The proof is done in the same way as of Proposition 2.1. ✷
Proof of Theorem 3.1 Put
R1 = {ρ1, ρ2, · · · , ρM , η1, η2, · · · , ηM} ∪ {ε}, L1 = {λ, ξ} ∪ {ε} and L˜1 = {λ} ∪ {ε}.
And circular codes E,E±, E˜− and F are defined by the R1 and L1 in the same way as those
of the Motzkin shift in the previous section.
From Lemma 3.1 (5), for n ≥ 1
pn(XG′
1
) = pn(E
∞
+ ) + pn(E˜
∞
− )− pn(E∞) + pn(R∞1 ) + pn(L˜∞1 ) (7)
> p+n (X(M)),
since p+n (X(M)) = pn(E
∞
+ ) + pn(R
∞
1 ), n ≥ 1 and E˜− ⊃ E.
On the other hand, since pn(E
∞
+ ) > pn(E˜
∞
− ), pn(R
∞
1 ) > pn(L˜
∞
1 ), n ≥ 1 and (7),
2p+n (X(M)) > pn(XG′1).
Then h+(X(M)) = h(XG′
1
) = log(2M + 1).
Set R˜1 = {ρ1, ρ2, · · · , ρM} ∪ {ε} and E˜+ = {wu ∈ B(X(M)) : w ∈ E, u ∈ R˜∗1}. From the
bijection (6)
pn(XG′′
1
) = pn(E˜
∞
+ ) + pn(E
∞
− )− pn(E∞) + pn(R˜∞1 ) + pn(L∞1 ). (8)
Similarly, for p−n (X(M)) = pn(E
∞
− )+pn(L
∞
1 ), we obtain pn(XG′′1 ) ≥ p−n (X(M)) ≥ 12pn(XG′′1 ).
Then h(X(M)) = h(XG′′
1
) = log(M + 2). ✷
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The zeta function ζ(X(M)) and the number of periodic points pn(X(M)) are also com-
putable.
Lemma 3.2 The generating function of E, f(E, z) is identical with of the Dyck shift D2M ,
that is, f(E, z) =
1
2
(1−
√
1− 8Mz2).
Proof The proof is done in the same way as Proposition 2.1 by using the bijection (5) in
Lemma 3.1. Here, notice that the graph G′1 defining Bn(XG′1) is identical with the graph
G′(2M, 0). Therefore Lemma 3.1 is immediately established from Proposition 2.2. ✷
Proposition 3.1 The zeta function of the shift X(M) is
ζ(X(M), z) =
2(1 +
√
1− 8Mz2)
(1− 4Mz +√1− 8Mz2)(1− 4z +√1− 8Mz2) .
Proof The proof is done in the same way as of Proposition 2.3, using the circular codes
defined in the proof of Theorem 3.1 and the generating function f(E, z) obtained in Lemma
3.2. ✷
The zeta functions for p+n (X(M)) and p
−
n (X(M)) are also calculated. Set
ζ±(X(M), z) = exp
∞∑
n=1
p±n (X(M))
n
zn.
Proposition 3.2
ζ+(X(M), z) =
2
1− 4Mz +√1− 8Mz2
and
ζ−(X(M), z) =
2
1− 4z +√1− 8Mz2 .
Proof Since p+n (X(M)) = pn(E
∞
+ )+pn(R
∞
1 ), then ζ
+(X(M), z) = ζ(E∞+ , z)ζ(R
∞
1 , z). From
the generating functions of E+ and R1, the zeta function ζ
+(X(M), z) is obtained.
In the same way, from p−n (X(M)) = pn(E
∞
− ) + pn(L
∞
1 ), the zeta function ζ
−(X(M), z) is
obtained. ✷
The zero points of ζ+(X(M), z) and ζ−(X(M), z) are 1/(2M + 1) and 1/(M + 2), re-
spectively. Therefore h+(X(M)) and h−(X(M)) also follow these values immediately. The
number of periodic points is
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Proposition 3.3
pn(X(M))
=

(2M + 1)n + (M + 2)n −∑n/2i=0 (ni)2i(M i +Mn−i) + (nn
2
)
(2M)
n
2 if n is even
(2M + 1)n + (M + 2)n − 2∑(n−1)/2i=0 (ni)2i(M i +Mn−i) if n is odd.
Proof For n ≥ 1, pn(X(M)) = pn(E∞+ ) + pn(E∞− ) + pn(R∞1 ) + pn(L∞1 )− pn(E∞).
Since pn(XG′
1
) = (2M + 1)n and pn(XG′′
1
) = (M + 2)n, n ≥ 1 from (7) and (8),
pn(X(M)) = (2M +1)
n+ (M +2)n−{pn(E˜∞− ) + pn(L˜∞1 )}− {pn(E˜∞+ ) + pn(R∞1 )}+ pn(E∞).
Furthermore,
pn(E
∞) =
{ (
n
n
2
)
(2M)
n
2 if n is even,
0 if n is odd.
pn(E˜
∞
− ) + pn(L˜
∞
1 ) = ♯
{
x ∈ Pn(X(M)) : a multiplier of x is neutral ora positive power of λ
}
=
∑[n/2]
i=0
(
n
i
)
(2M)i
and
pn(E˜
∞
+ ) + pn(R˜
∞
1 )
= ♯
{
x ∈ Pn(X(M)) : a multiplier of x is neutral ora positive power of ρ1, ρ2, · · · , ρM
}
=
∑[n/2]
i=0
(
n
i
)
2iMn−i.
(See the proof of Theorem 2.5 in [HI],[I].) Thus the proof is complete. ✷
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