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In [2] we proved strong convergence with order 1 of the Ninomiya-Victoir scheme XNV with
time step T/N to the solution X of the limiting SDE when the Brownian vector fields commute.
In this paper, we prove that the normalized error process N
(
X −XNV ) converges to an affine
SDE with source terms involving the Lie brackets between the Brownian vector fields and the
drift vector field. This result ensures that the strong convergence rate is actually 1 when the
Brownian vector fields commute, but at least one of them does not commute with the drift
vector field. When all the vector fields commute the limit vanishes. Our result is consistent with
the fact that the Ninomiya-Victoir scheme solves the SDE in this case.
1 Introduction
We consider a general n-dimensional stochastic differential equation, driven by a d-dimensional
standard Brownian motion W =
(
W 1, . . . ,W d
)
, of the form

 dXt = b(Xt)dt+
d∑
j=1
σj(Xt)dW
j
t , t ∈ [0, T ]
X0 = x,
(1.1)
where x ∈ Rn is the starting point, b : Rn −→ Rn is the drift coefficient and σj : Rn −→ Rn, j ∈
{1, . . . , d}, are the Brownian vector fields. We are interested in the study of the normalized error
process for the Ninomiya-Victoir scheme. To do so we will consider in the whole paper a regular
time grid, with time step h = T/N , of the time interval [0, T ]. We introduce some notations to
define the Ninomiya-Victoir scheme. Let
• (tk = kh)k∈[[0;N ]] be the subdivision of [0, T ] with equal time step h,
• ∆W js =W js −W jtk , for s ∈ (tk, tk+1] and j ∈ {1, . . . , d},
• ∆s = s− tk, for s ∈ (tk, tk+1].
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For V : Rn −→ Rn Lipschitz continuous, exp(tV )x0 denotes the solution, at time t ∈ R, of the
following ordinary differential equation in Rn{
dx(t)
dt
= V (x(t))
x(0) = x0.
(1.2)
To deal with the Ninomiya-Victoir scheme, it is more convenient to rewrite the stochastic dif-
ferential equation (1.1) in Stratonovich form. Assuming C1 regularity for the vector fields, the
Stratonovich form of (1.1) is given by:
 dXt = σ
0(Xt)dt+
d∑
j=1
σj(Xt) ◦ dW jt
X0 = x,
(1.3)
where σ0 = b− 1
2
d∑
j=1
∂σjσj and ∂σj is the Jacobian matrix of σj defined as follows
∂σj =
((
∂σj
)
ik
)
i,k∈[[1;n]]
=
(
∂xkσ
ij
)
i,k∈[[1;n]]
. (1.4)
We recall that the Ninomiya-Victoir scheme [9] is given by:
• starting point: XNV,ηt0 = x,
• for k ∈ {0 . . . , N − 1}, if ηk+1 = 1:
XNV,ηtk+1 = exp
(
h
2
σ0
)
exp
(
∆W dtk+1σ
d
)
. . . exp
(
∆W 1tk+1σ
1
)
exp
(
h
2
σ0
)
XNV,ηtk , (1.5)
and if ηk+1 = −1:
XNV,ηtk+1 = exp
(
h
2
σ0
)
exp
(
∆W 1tk+1σ
1
)
. . . exp
(
∆W dtk+1σ
d
)
exp
(
h
2
σ0
)
XNV,ηtk , (1.6)
where η = (ηk)k≥1 is a sequence of independent, identically distributed Rademacher random
variables independent of W . In [1], we proved strong convergence with order 1/2:
∀p ≥ 1,∃CNV ∈ R∗+,∀N ∈ N∗,E
[
max
0≤k≤N
∥∥∥Xtk −XNV,ηtk
∥∥∥2p] ≤ CNV (1 + ‖x‖2p)hp. (1.7)
In [2], we studied the stable convergence in law of the normalized error defined by V N =√
N
(
X −XNV,η). The theory of stable convergence, introduced by Re´nyi [10] was developed
by Kurtz-Protter[7], Jacod [5] and Jacod-Protter [6]. The asymptotic distribution of the nor-
malized error for the Euler continuous scheme was established by Kurtz and Protter in [7].
The asymptotic behavior of the normalized error processes for the Milstein scheme [8], which is
known to exhibit strong convergence with order 1, was studied by Yan in [11]. In both cases,
the normalized error converges to the solution of an affine SDE with a source term involving
additional randomness given by a Brownian motion independent of the one driving both the
SDE and the scheme. In [2], we showed the stable convergence in law of V N to the solution V of
the affine SDE with source terms involving the Lie brackets between the Brownian vector fields:
Vt =
√
T
2
d∑
j=1
j−1∑
m=1
∫ t
0
[
σj , σm
]
(Xs) dB
j,m
s +
∫ t
0
∂b (Xs)Vsds+
d∑
j=1
∫ t
0
∂σj (Xs)VsdW
j
s ,
2
where
[
σj , σm
]
= ∂σmσj−∂σjσm, for j,m ∈ {1, . . . , d} ,m < j, denotes the Lie bracket between
the Brownian vector fields σj and σm, ∂b is the Jacobian matrix of b, defined analogously to
(1.4), and (Bt)0≤t≤T is a standard
d(d−1)
2 -dimensional Brownian motion independent of W . The
limit vanishes when the Brownian vector fields commute:
∀j,m ∈ {1, . . . , d} , [σj, σm] = ∂σmσj − ∂σjσm = 0. (C)
When the Brownian vector fields σj , for j ∈ {1, . . . , d}, commute, the order of integration of
these fields no longer matters, since Frobenius’ theorem ensures (see [3] or [4]) the commutativity
of the associated flows. The sequence η is then useless. Therefore, the Ninomiya-Victoir scheme
may be written as follows
• starting point: XNVt0 = x,
• for k ∈ {0 . . . , N − 1},
XNVtk+1 = exp
(
h
2
σ0
)
exp
(
∆W dtk+1σ
d
)
. . . exp
(
∆W 1tk+1σ
1
)
exp
(
h
2
σ0
)
XNVtk . (1.8)
Under some regularity assumptions, we proved, in [2], strong convergence with order 1 of the
Ninomiya-Victoir scheme when the commutativity condition (C) holds. More precisely, we
showed the following result.
Theorem 1.1 Assume that
• ∀j ∈ {1, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives,
• σ0 ∈ C2 (Rn,Rn) with bounded first order derivatives and polynomially growing second
order derivatives,
•
d∑
j=1
∂σjσj is a Lipschitz continuous function,
and that the commutativity condition (C) holds. Then
∀p ≥ 1,∃C ′NV ∈ R∗+,∀N ∈ N∗,E
[
max
0≤k≤N
∥∥Xtk −XNVtk ∥∥2p
]
≤ C ′NV h2p. (1.9)
In the present paper, we assume that the commutativity condition (C) holds and we focus on
the convergence in law of the normalized error defined by UN = N
(
X −XNV ). This paper is
organized as follows. In section 2, we define an adapted interpolation between time grid points
and derive its Itoˆ decomposition. Then, we provide a suitable decomposition of the normalized
error UN = N
(
X −XNV ) of the form
UNt = Q
N
t + J
N
t +

∫ t
0
H0,Ns U
N
s ds+
d∑
j=1
∫ t
0
Hj,Ns U
N
s dW
j
s

 , (1.10)
where Hj,N , j ∈ {0, . . . , d} take values in Rn ⊗ Rn, QN is a remainder term and JN a source
term, to study its stable convergence in law. In section 3, we prove the stable convergence in
law of UN to the solution of the following SDE:
Ut =
T
2
√
3
d∑
j=1
∫ t
0
[
σ0, σj
]
(Xs) dB˜
j
s +
∫ t
0
∂b (Xs)Usds+
d∑
j=1
∫ t
0
∂σj (Xs)UsdW
j
s (1.11)
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where
(
B˜t
)
0≤t≤T
is a standard d-dimensional Brownian motion independent of W . This result
ensures that the strong convergence rate is actually 1 when the Brownian vector fields commute,
but at least one of them does not commute with the drift vector field σ0. It is not surprising
that the limit vanishes when all the vector fields σj , for j ∈ {0, . . . , d}, commute, since the
Ninomiya-Victoir scheme solves the SDE (1.1) in this case.
Notation
In the following, we introduce some more notations which will be used throughout this paper.
• Let τˆs be the last time discretization before s ∈ [0, T ], ie τˆs = tk if s ∈ (tk, tk+1], and for
s = t0 = 0, we set τˆ0 = 0.
• Let τˇs be the first time discretization after s ∈ [0, T ], ie τˇs = tk+1 if s ∈ (tk, tk+1], and for
s = t0 = 0, we set τˇ0 = 0.
• For the vector field σj , j ∈ {0, . . . , d}, ∂2σj denotes the n × n × n-tensor (∂2σj)i,k,l =
∂2xlxkσ
ij .
• The tensor product, between a m × p × q−tensor A and a vector b in Rq is denoted by
A⊙ b:
(A⊙ b)i,k =
q∑
l=1
Ai,k,lbl,∀i ∈ {1, . . . ,m} ,∀k ∈ {1, . . . , p} . (1.12)
• To lighten up the notation, ‖.‖ will denote both the Euclidean norm in Rn and its associated
operator norm in Rn ⊗ Rn.
• For a finite-dimensional normed vector space (S, ‖.‖S), LIP pgcloc (S) denotes the space of
locally Lipschitz with polynomially growing Lipschitz constant functions from Rn to S:
LIP pgcloc (S) =
{
F : Rn −→ S,∃c ∈ R∗+,∃q ∈ N,∀x, y ∈ Rn, ‖F (x)− F (y)‖S ≤ c (1 + ‖x‖q ∨ ‖y‖q) ‖x− y‖
}
.
Remark 1.2
• If F ∈ C1 (Rn,S) with polynomially growing first order derivatives, then F ∈ LIP pgcloc (S).
• If A ∈ LIP pgcloc (Rm ⊗Rp ⊗ Rq), M ∈ LIP pgcloc (Rp ⊗ Rq) and b ∈ LIP pgcloc (Rq), then A⊙ b ∈
LIP pgcloc (R
m ⊗ Rp) and Mb ∈ LIP pgcloc (Rp).
2 Adapted interpolation and main result
2.1 Main result
To study the normalized error process UN = N
(
X −XNV ), using the framework described in
section 2 of [2], we provide the following adapted interpolation between time grid points:{
XNVt = hd+1
(
∆t
2 ,∆Wt,
∆t
2 ;X
NV
τˆt
)
XNV0 = x,
(2.1)
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where hd+1 : R
d+1 −→ Rn is defined by
hd+1 (t0, . . . , td+1; y) = exp
(
td+1σ
0
)
exp
(
tdσ
d
)
. . . exp
(
t1σ
1
)
exp
(
t0σ
0
)
y, (2.2)
for the initial condition y ∈ Rn. The main result of this paper is the following theorem, which
gives the stable convergence in law of the normalized error process UN .
Theorem 2.1 Assume that
• ∀j ∈ {0, . . . , d} , σj ∈ C2 (Rn,Rn) with bounded first order derivatives, ∂σj ∈ LIP pgcloc (Rn ⊗ Rn)
and ∂2σj ∈ LIP pgcloc (Rn ⊗ Rn ⊗ Rn),
• ∀j ∈ {1, . . . , d} , ∂σjσj is a Lipschitz continuous function,
and that the commutativity condition (C) holds. Then:
UN = N
(
X −XNV ) stably=⇒
N→+∞
U (2.3)
where U is the unique solution of the following affine equation:
Ut =
T
2
√
3
d∑
j=1
∫ t
0
[
σ0, σj
]
(Xs) dB˜
j
s +
∫ t
0
∂b (Xs)Usds+
d∑
j=1
∫ t
0
∂σj (Xs)UsdW
j
s (2.4)
and
(
B˜t
)
0≤t≤T
is a standard d-dimensional Brownian motion independent of W .
In order to prove this theorem we will proceed as follows. Firstly, we will derive the dynamics
of the interpolated Ninomiya-Victoir scheme XNV using Itoˆ’s formula. Then we will decompose
the dynamics as follows
dXNVt = b(X
NV
t )dt+
d∑
j=1
σj(XNVt )dW
j
t + dJ¯
N
t + dQ¯
N
t (2.5)
where J¯N is a term with strong order 1 and Q¯N is a remainder term such that NQ¯N uniformly
converges in probability to 0. Using (2.5) we can derive a convenient decomposition of the
normalized error process UN as
UNt = Q
N
t + J
N
t +

∫ t
0
H0,Ns U
N
s ds+
d∑
j=1
∫ t
0
Hj,Ns U
N
s dW
j
s

 , (2.6)
where Hj,N , j ∈ {0, . . . , d} take values in Rn ⊗ Rn, JN = −NJ¯N is a source term and QN =
−NQ¯N is a remainder term. By analyzing the stable convergence in law of the source term JN ,
we will be able to prove the above result using Theorem 2.5 in [2].
2.2 Itoˆ decomposition of XNV
To get the Itoˆ decomposition of XNV , the main difficulty is to explicit the derivatives of hd+1
given by (2.2). Even if the commutativity of the Brownian vector fields σj , j ∈ {1, . . . , d},
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simplifies the calculation a lot, it is still cumbersome. To compute the derivatives of hd+1, we
begin by writing hd+1 in integral form as follows. The Frobenius theorem (see [3] or [4]) ensures
that for all permutation ξ on {1, . . . , d}:
hd+1 (t0, . . . , td+1; y) = y +
∫ t0
0
σ0
(
exp
(
sσ0
)
y
)
ds
+
d∑
k=1
∫ tξ(k)
0
σξ(k)
(
exp
(
sσξ(k)
)(∏
m<k
exp
(
tξ(m)σ
ξ(m)
))
exp
(
t0σ
0
)
y
)
ds
+
∫ td+1
0
σ0 (hd+1 (t0, . . . , td, s; y)) ds.
(2.7)
First order derivative with respect to t0.
To compute the derivative with respect to t0, we choose ξ = Id, and we introduce the functions
hj (t0, . . . , tj; y) = exp(tjσ
j) . . . exp(t1σ
1) exp(t0σ
0)y, (2.8)
for j ∈ {0, . . . , d}. Then, with ξ = Id, (2.7) becomes
hd+1 (t0, . . . , td+1; y) = y +
∫ t0
0
σ0 (h0 (s; y)) ds+
d∑
k=1
∫ tk
0
σk (hk (t0, . . . , tk−1, s; y)) ds
+
∫ td+1
0
σ0 (hd+1 (t0, . . . , td, s; y)) ds,
and it follows that
∂t0hd+1 (t0, . . . , td+1; y) = σ
0 (h0 (t0; y)) +
d∑
j=1
∫ tj
0
∂σj (hj (t0, . . . , tj−1, s; y)) ∂t0hj (t0, . . . , tj−1, s; y) ds
+
∫ td+1
0
∂σ0 (hd+1 (t0, . . . , td, s; y)) ∂t0hd+1 (t0, . . . , td, s; y) ds.
Moreover,
∂t0hj (t0, . . . , tj ; y) = σ
0 (h0 (t0; y)) +
j∑
k=1
∫ tk
0
∂σk (hk (t0, . . . , tk−1, s; y)) ∂t0hk (t0, . . . , tk−1, s; y) ds.
Then, solving these linear differential equations, we obtain by induction
∂t0hd+1 (t0, . . . , td+1; y) = R
d+1 (t0, . . . , td+1; y)R
d (t0, . . . , td; y) . . . R
1 (t0, t1; y) σ
0 (h0 (t0; y)) ,
(2.9)
where, for j ∈ {1, . . . , d+ 1} , Rj is the solution of the following linear system{
d
dt
Rj (t0, . . . , tj−1, t; y) = ∂σ
j (hj (t0, . . . , tj−1, t; y))R
j (t0, . . . , tj−1, t; y)
Rj (t0, . . . , tj−1, 0; y) = Idn,
(2.10)
with σd+1 = σ0 by convention.
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First order derivative with respect to tj , j ∈ {1, . . . , d}.
Choosing ξ such that ξ (d) = j, we get
∂tjhd+1 (t0, . . . , td+1; y) = σ
j (hd (t0, . . . , td; y)) +
∫ td+1
0
∂σ0 (hd+1 (t0, . . . , td, s; y)) ∂tjhd+1 (t0, . . . , td, s; y) ds.
(2.11)
Solving this linear differential equation, we obtain
∂tjhd+1 (t0, . . . , td+1; y) = R
d+1 (t0, . . . , td+1; y) σ
j (hd (t0, t1, . . . , td; y)) . (2.12)
First order derivative with respect to td+1.
The derivative with respect to td+1 is trivial:
∂td+1hd+1 (t0, . . . , td+1; y) = σ
0 (hd+1 (t0, . . . , td+1; y)) . (2.13)
Second order derivative with respect to tj, j ∈ {1, . . . , d}.
Using (2.11) and
∂tjhd (t0, . . . , td; y) = σ
j (hd (t0, . . . , td; y)) , (2.14)
we have
∂2tjtjhd+1 (t0, . . . , td+1; y) = ∂σ
jσj (hd (t0, . . . , td; y))
+
∫ td+1
0
(
∂2σ0 (hd+1 (t0, . . . , td, s; y))⊙ ∂tjhd+1 (t0, . . . , td, s; y)
)
∂tjhd+1 (t0, . . . , td, s; y) ds
+
∫ td+1
0
∂σ0 (hd+1 (t0, . . . , td, s; y)) ∂
2
tj tj
hd+1 (t0, . . . , td, s; y) ds.
Solving this linear differential equation, we get
∂2tjtjhd+1 (t0, . . . , td+1; y) = R
d+1 (t0, . . . , td+1; y) ∂σ
jσj (hd (t0, . . . , td; y))
+
∫ td+1
0
Rd+1 (t0, . . . , td+1; y)
(
Rd+1
)−1
(t0, . . . , td, s; y)
((
∂2σ0 ◦ hd+1 ⊙ ∂tjhd+1
)
∂tjhd+1
)
(t0, . . . , td, s; y) ds.
(2.15)
Itoˆ’s formula.
Using Itoˆ’s formula, we obtain:
dXNVt =
1
2
∂t0hd+1
(
∆t
2
,∆Wt,
∆t
2
;XNVτˆt
)
dt+
d∑
j=1
∂tjhd+1
(
∆t
2
,∆Wt,
∆t
2
;XNVτˆt
)
dW jt
+
1
2
∂td+1hd+1
(
∆t
2
,∆Wt,
∆t
2
;XNVτˆt
)
dt+
1
2
d∑
j=1
∂2tj tjhd+1
(
∆t
2
,∆Wt,
∆t
2
;XNVτˆt
)
dt
=
1
2
Z0t dt+
d∑
j=1
Y d+1t,t σ
j
(
X¯t,t
)
dW jt +
1
2
σ0
(
XNVt
)
dt+
1
2
d∑
j=1
(
Y d+1t,t ∂σ
jσj
(
X¯t,t
)
+ Zd+1,jt
)
dt,
(2.16)
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where for t ∈ [0, T ]
Z0t = Y
d+1
t,t . . . Y
1
t,tσ
0
(
X¯0t
)
,
for j ∈ {1, . . . , d} , s ∈ [τˆt, t]
Y jt,s = R
j
(
∆t
2
,∆W 1t , . . . ,∆W
j−1
t ,∆W
j
s ;X
NV
τˆt
)
,
Y d+1t,s = R
d+1
(
∆t
2
,∆W 1t , . . . ,∆W
d
t ,
∆s
2
;XNVτˆt
)
,
X¯0t = h0
(
∆t
2
;XNVτˆt
)
,
X¯t,s = hd
(
∆t
2
,∆Ws;X
NV
τˆt
)
,
Zd+1,jt =
1
2
∫ t
τˆt
Y d+1t,t
(
Y d+1t,s
)−1 (
∂2σ0
(
X¯d+1t,s
)
⊙
(
Y d+1t,s σ
j
(
X¯t,t
)))
Y d+1t,s σ
j
(
X¯t,t
)
ds,
and
X¯d+1t,s = hd+1
(
∆t
2
,∆Wt,
∆s
2
;XNVτˆt
)
. (2.17)
The next lemma gives estimations of the moment of the Ninomiya-Victoir scheme XNV and its
increments. It also compares XNV to the intermediate processes X¯0, X¯ and X¯d+1. This result
is very similar to Lemmas 4.4 and 4.5 in [2], that is why we omit its proof.
Lemma 2.2 Assume that
• ∀j ∈ {1, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives,
• σ0 and
d∑
j=1
∂σjσj are Lipschitz continuous functions.
Then, ∀p ≥ 1,∃C0 ∈ R∗+,∀N ∈ N∗,∀t ∈ [0, T ],
E
[∥∥XNVt ∥∥2p] ≤ C0, (2.18)
E
[∥∥XNVt −XNVτˆt ∥∥2p] ≤ C0 (∆t)p , (2.19)
E
[∥∥XNVt − X¯0s∥∥2p] ≤ C0 (∆t)p ,∀s ∈ [τˆt, t], (2.20)
E
[∥∥XNVt − X¯t,s∥∥2p] ≤ C0 (∆t)p ,∀s ∈ [τˆt, t], (2.21)
E
[∥∥∥XNVt − X¯d+1t,s ∥∥∥2p
]
≤ C0 (∆t)2p ,∀s ∈ [τˆt, t]. (2.22)
Moreover if the commutativity condition (C) holds:
E
[∥∥XNVt − X¯t,t∥∥2p] ≤ C0 (∆t)2p . (2.23)
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2.3 Suitable decomposition of XNV
Our derivation of a decomposition of the form (2.5) is carried out in two steps. The first step
will consist in approximating the dynamics of XNV with strong order 3/2. In the second step
we will identify the appropriate source term JN .
2.3.1 Approximation with strong order 3/2
The dynamics (2.16) of XNV is not really tractable to study the normalized error process UN .
In the following, we provide an approximation with strong order 3/2 of the theoretical dynamics
of XNV . The goal is to be able to write the dynamics of XNV in the form (2.5). We begin by
indicating a natural approximation with strong order 2, respectively 3/2, of the intermediate
processes Y d+1 and
(
σj
(
X¯t,t
))
0≤t≤T
, respectively
(
∂σjσj
(
X¯t,t
))
0≤t≤T
and Zd+1,j.
Proposition 2.3 Assume that
• ∀j ∈ {0, . . . , d} , σj ∈ C2 (Rn,Rn) with bounded first order derivatives, ∂σj ∈ LIP pgcloc (Rn ⊗ Rn)
and ∂2σj ∈ LIP pgcloc (Rn ⊗ Rn ⊗ Rn),
•
d∑
j=1
∂σjσj is a Lipschitz continuous function.
Then, ∀p ≥ 1,∃C1 ∈ R∗+,∀N ∈ N∗,∀t ∈ [0, T ],∀j ∈ {1, . . . , d} ,
E
[∥∥∥∥Y d+1t,s − Idn − 12∆s∂σ0 (XNVt )
∥∥∥∥
2p
]
≤ C1 (∆t)4p ,∀s ∈ [τˆt, t], (2.24)
E
[∥∥∥∥Zd+1,jt − 12∆t (∂2σ0 ⊙ σj)σj (XNVτˆt )
∥∥∥∥
2p
]
≤ C1 (∆t)3p . (2.25)
Moreover if the commutativity condition (C) holds:
E
[∥∥∥∥σj (X¯t,t)− σj (XNVt )+ 12∆t∂σjσ0 (XNVt )
∥∥∥∥
2p
]
≤ C1 (∆t)4p , (2.26)
E
[∥∥∥∥∂σjσj (X¯t,t)− ∂σjσj (XNVt )+ 12∆t
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )
∥∥∥∥
2p
]
≤ C1 (∆t)3p .
(2.27)
In (2.25) and (2.27), we have replaced by XNVτˆt the argument of the functions which would
naturally appears in Taylor expansion when Lemma 2.2 ensures that the strong order 3/2 is
preserved. Although the above approximations are very intuitive, their proofs are both heavy
and technical. That is why, the proof of this proposition is postponed to the Appendix. To obtain
an approximation with strong order 3/2 of the form (2.5), it remains to estimate
∫ t
0
Z0sds, for
t ∈ [0, T ].
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Proposition 2.4 Assume that
• σ0 ∈ C1 (Rn,Rn) with bounded first order derivatives, and ∂σ0 ∈ LIP pgcloc (Rn ⊗ Rn),
• ∀j ∈ {1, . . . , d} , σj ∈ C2 (Rn,Rn) with bounded first order derivatives, ∂σj ∈ LIP pgcloc (Rn ⊗ Rn),
and ∂2σj ∈ LIP pgcloc (Rn ⊗ Rn ⊗ Rn),
• ∀j ∈ {1, . . . , d} , ∂σjσj is a Lipschitz continuous function.
Then, denoting by,
θ0t = σ
0
(
X¯0t
)
+
d∑
j=1
∆W jt ∂σ
jσ0
(
XNVτˆt
)
+
1
2
d∑
j=1
∆t
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )+ 12∆t∂σ0σ0 (XNVτˆt ) ,
(2.28)
for t ∈ [0, T ] ,we have:
∀p ≥ 1,∃C2 ∈ R∗+,∀N ∈ N∗,E
[
sup
t≤T
∥∥∥∥
∫ t
0
(
Z0s − θ0s
)
ds
∥∥∥∥
2p
]
≤ C2h3p. (2.29)
This approximation is not really intuitive. Indeed, to get this result, we approximate the process
Z0, and then we use the integration by parts formula to identify the dominant contribution. The
proof of this proposition is also postponed to the Appendix.
We are now able to approximate the dynamics of the Ninomiya-Victoir scheme. Using b =
σ0 +
1
2
d∑
j=1
∂σjσj , together with Propositions 2.3 and 2.4, it is easy to see that an adequate
decomposition of the dynamics of XNV is given by
dXNVt = b
(
XNVt
)
dt+
d∑
j=1
σj
(
XNVt
)
dW jt +
1
2
(
σ0
(
X¯0t
)− σ0 (XNVt )) dt
+
1
2
d∑
j=1
∆t
[
σj , σ0
] (
XNVt
)
dW jt +
1
2
d∑
j=1
∆W jt ∂σ
jσ0
(
XNVτˆt
)
dt
+
1
4
∆t

∂σ0σ0 + d∑
j=1
(
∂2σ0 ⊙ σj + ∂σ0∂σj)σj

(XNVτˆt ) dt+ dQ¯1,Nt ,
(2.30)
where, Q¯1,N is defined by Q¯1,N0 = 0 and
dQ¯1,Nt =
1
2
(
Z0t − θ0t
)
+
d∑
j=1
(
Y d+1t,t σ
j
(
X¯t,t
)− σj (XNVt )− 12∆t [σj , σ0] (XNVt )
)
dW jt
+
1
2
d∑
j=1
(
Y d+1t,t ∂σ
jσj
(
X¯t,t
)− ∂σjσj (XNVt )− 12∆t
(
∂σ0∂σjσj −
(
∂2σj ⊙ σj + (∂σj)2)σ0) (XNVτˆt )
)
dt
+
1
2
d∑
j=1
(
Zd+1,jt −
1
2
∆t
(
∂2σ0 ⊙ σj)σj (XNVτˆt )
)
dt,
(2.31)
is a remainder term with strong order 3/2. The proof of the following proposition is also
postponed to the Appendix.
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Proposition 2.5 Under the assumptions of Theorem 2.1: ∀p ≥ 1,∃C3 ∈ R∗+,∀N ∈ N∗,
E
[
sup
t≤T
∥∥∥Q¯1,Nt ∥∥∥2p
]
≤ C3h3p. (2.32)
2.3.2 Identification of the source term JN
The goal of this subsection is to identify the source term JN . Deducing the strong convergence
with order 1 of the Ninomiya-Victoir scheme from the equation (2.30) does not look straightfor-
ward. Indeed, at first glance, in (2.30), the terms
N
2
∫ T
0
(
σ0
(
XNVt
)− σ0 (X¯0t )) dt (2.33)
and
N
2
d∑
j=1
∫ T
0
∆W jt ∂σ
jσ0
(
XNVτˆt
)
dt (2.34)
seem to diverge as N goes to infinity. Actually, using the integration by parts formula, we show
that both terms, (2.33) and (2.34), are bounded by a constant independent of N in L2, which
is consistent with Theorem 1.1. More precisely, we have the following result.
Proposition 2.6 Let
I0t =
d∑
j=1
∫ t
0
(t ∧ τˇs − s) ∂σ0σj
(
XNVs
)
dW js −
1
2
∫ t
0
(t ∧ τˇs − s) ∂σ0σ0
(
XNVτˆs
)
ds
− 1
2
d∑
j=1
∫ t
0
(t ∧ τˇs − s)
(
∂2σ0 ⊙ σj + ∂σ0∂σj)σj (XNVτˆs ) ds, t ∈ [0, T ],
(2.35)
and for j ∈ {1, . . . , d}
Ijt =
∫ t
0
(t ∧ τˇs − s) ∂σjσ0
(
XNVs
)
dW js , t ∈ [0, T ]. (2.36)
Under the assumptions of Theorem 2.1: ∀p ≥ 1,∃C4 ∈ R∗+,∀N ∈ N∗,∀j ∈ {1, . . . , d}:
E
[
sup
t≤T
∥∥∥∥∥
∫ t
0
σ0
(
XNVs
)− σ0 (X¯0s ) ds− I0t
∥∥∥∥∥
2p]
≤ C4h3p, (2.37)
E
[
sup
t≤T
∥∥∥∥
∫ t
0
∆W js ∂σ
jσ0
(
XNVτˆs
)
ds − Ijt
∥∥∥∥
2p
]
≤ C4h3p. (2.38)
Proof : We start by proving (2.38) and we denote by
ΦNt =
∫ t
0
∆W js ∂σ
jσ0
(
XNVτˆs
)
ds− Ijt . (2.39)
Using the integration by parts formula, we have∫ t
0
∆W js ∂σ
jσ0
(
XNVτˆs
)
ds =
∫ t
0
(t ∧ τˇs − s) ∂σjσ0
(
XNVτˆs
)
dW js .
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Therefore,
ΦNt = −
∫ t
0
(t ∧ τˇs − s)
(
∂σjσ0
(
XNVs
)− ∂σjσ0 (XNVτˆs )) dW js .
Combining the Burkholder-Davis-Gundy inequality and a convexity inequality, we get a constant
α1 independent of N such that
E
[
sup
t≤T
∥∥ΦNt ∥∥2p
]
≤ α1
∫ T
0
(t ∧ τˇs − s)2p E
[∥∥∂σjσ0 (XNVs )− ∂σjσ0 (XNVτˆs )∥∥2p] ds. (2.40)
As the function ∂σjσ0 ∈ LIP pgcloc (Rn) is locally Lipschitz with polynomially growing Lipschitz
constant, there exists c ∈ R∗+ and q ∈ N such that∥∥∂σjσ0 (XNVs )− ∂σjσ0 (XNVτˆs )∥∥ ≤ c(1 + ∥∥XNVs ∥∥q ∨ ∥∥XNVτˆs ∥∥q)∥∥XNVs −XNVτˆs ∥∥ . (2.41)
Hence,
E
[∥∥∂σjσ0 (XNVs )− ∂σjσ0 (XNVτˆs )∥∥2p] ≤ c2pE
[(
1 +
∥∥XNVs ∥∥q ∨ ∥∥XNVτˆs ∥∥q)2p ∥∥XNVs −XNVτˆs ∥∥2p
]
.
(2.42)
Applying the Cauchy-Schwarz inequality together with (2.18) and (2.19) from Lemma 2.2, we
easily get a constant α2 ∈ R∗+ independent of N such that:
E
[∥∥∂σjσ0 (XNVs )− ∂σjσ0 (XNVτˆs )∥∥2p] ≤ α2hp, (2.43)
and we conclude that
E
[
sup
t≤T
∥∥ΦNt ∥∥2p
]
≤ α1α2Th3p. (2.44)
Now, we focus on (2.37) and we denote
ΨNt =
∫ t
0
(
σ0
(
XNVs
)− σ0 (X¯0s )) ds − I0t . (2.45)
To get a clearer picture, the i-th coordinate, i ∈ {1, . . . , n}, Ψi,Nt is given by
Ψi,Nt =
∫ t
0
σi0
(
XNVs
)− σi0 (X¯0s ) ds− d∑
j=1
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVs
)
. σj
(
XNVs
)
dW js
− 1
2
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVτˆs
)
. σ0
(
XNVτˆs
)
ds− 1
2
d∑
j=1
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVτˆs
)
.
(
∂σjσj
(
XNVτˆs
))
ds
− 1
2
d∑
j=1
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s) ∂2xkxlσi0
(
XNVτˆs
)
σkj
(
XNVτˆs
)
σlj
(
XNVτˆs
)
ds.
(2.46)
Using once again the integration by parts formula, since ∀s ∈ [0, T ],XNVτˆs = X¯0τˆs , we have∫ t
0
(
σi0
(
XNVs
)− σi0 (X¯0s )) ds =
∫ t
0
(t ∧ τˇs − s) d
(
σi0
(
XNVs
)− σi0 (X¯0s )) .
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Before applying Itoˆ’s formula, we recall that the dynamics of X¯0 is given by
dX¯0t =
1
2
σ0
(
X¯0t
)
dt, (2.47)
and that the dynamics of XNV is given by (2.30). Since ∀t ∈ [0, T ],∀s ≤ t, |t ∧ τˇs − s| ≤ h, we
rewrite the dynamics of XNV as the sum of its dominant contribution and a remainder term
with strong order 1/2. Using (2.30) together with b = σ0 +
1
2
d∑
j=1
∂σjσj , we obtain
dXNVt =
1
2
σ0
(
XNVt
)
dt+
d∑
j=1
σj
(
XNVt
)
dW jt +
1
2
d∑
j=1
∂σjσj
(
XNVt
)
dt+
1
2
σ0
(
X¯0t
)
dt+ dϑt
(2.48)
where
dϑt =
1
2
d∑
j=1
∆t
[
σj , σ0
] (
XNVt
)
dW jt +
1
2
d∑
j=1
∆W jt ∂σ
jσ0
(
XNVτˆt
)
dt
+
1
4
∆t

∂σ0σ0 + d∑
j=1
(
∂2σ0 ⊙ σj + ∂σ0∂σj)σj

(XNVτˆt ) dt+ dQ¯1,Nt .
(2.49)
Notice that ϑ is a term with strong order 1 since we have already proved (2.38). Applying Itoˆ’s
formula we get∫ t
0
σi0
(
XNVs
)− σi0 (X¯0s ) ds = 12
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVs
)
. σ0
(
XNVs
)
ds
+
d∑
j=1
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVs
)
. σj
(
XNVs
)
dW js
+
1
2
d∑
j=1
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVs
)
. ∂σjσj
(
XNVs
)
ds
+
1
2
∫ t
0
(t ∧ τˇs − s)
(∇σi0 (XNVs )−∇σi0 (X¯0s )) . σ0 (X¯0s ) ds
+
1
2
d∑
j=1
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s) ∂2xkxlσi0
(
XNVs
)
σkj
(
XNVs
)
σlj
(
XNVs
)
ds
+
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVs
)
. dϑs
+
1
2
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s) ∂2xkxlσi0
(
XNVs
)
d〈ϑk, ϑl〉s
+
1
2
d∑
j=1
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s) ∂2xkxlσi0
(
XNVs
)
σlj
(
XNVs
)
d〈ϑk,W j〉s.
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Then, it follows that
Ψi,Nt =
1
2
∫ t
0
(t ∧ τˇs − s)
(∇σi0 (XNVs ) . σ0 (XNVs )−∇σi0 (XNVτˆs ) . σ0 (XNVτˆs )) ds
+
1
2
d∑
j=1
∫ t
0
(t ∧ τˇs − s)
(∇σi0 (XNVs ) . ∂σjσj (XNVs )−∇σi0 (XNVτˆs ) . ∂σjσj (XNVτˆs )) ds
+
1
2
∫ t
0
(t ∧ τˇs − s)
(∇σi0 (XNVs )−∇σi0 (X¯0s )) . σ0 (X¯0s ) ds
+
1
2
d∑
j=1
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s)
(
∂2xkxlσ
i0σkjσlj
(
XNVs
)− ∂2xkxlσi0σkjσlj (XNVτˆs )) ds
+
∫ t
0
(t ∧ τˇs − s)∇σi0
(
XNVs
)
. dϑs
+
1
2
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s) ∂2xkxlσi0
(
XNVs
)
d〈ϑk, ϑl〉s
+
1
2
d∑
j=1
n∑
k=1
n∑
l=1
∫ t
0
(t ∧ τˇs − s) ∂2xkxlσi0
(
XNVs
)
σlj
(
XNVs
)
d〈ϑk,W j〉s.
Now, it is easy to see that (2.37) is a straightforward consequence of Lemma 2.2 and the regularity
assumption on the vector fields σj for j ∈ {0, . . . , d}.
We easily obtain the following decomposition of XNV
XNVt =
∫ t
0
b
(
XNVs
)
ds+
d∑
j=1
∫ t
0
σj
(
XNVs
)
dW js +
1
2
d∑
j=1
∫ t
0
(∆s− (t ∧ τˇs − s))
[
σj , σ0
] (
XNVs
)
dW js
+
1
4
∫ t
0
(∆s− (t ∧ τˇs − s))

∂σ0σ0 + d∑
j=1
(
∂2σ0 ⊙ σj + ∂σ0∂σj)σj

(XNVτˆs ) ds
+ Q¯2,Nt + Q¯
1,N
t ,
(2.50)
where
Q¯2,Nt =
1
2
(∫ t
0
(
σ0
(
XNVs
)− σ0 (X¯0s )) ds− I0t
)
+
1
2
d∑
j=1
(∫ t
0
∆W js ∂σ
jσ0
(
XNVτˆs
)
ds− Ijt
)
(2.51)
is a remainder term with strong order 3/2 from Proposition 2.6. Actually, in (2.50), the term
∫ t
0
(∆s− (t ∧ τˇs − s))

∂σ0σ0 + d∑
j=1
(
∂2σ0 ⊙ σj + ∂σ0∂σj)σj

(XNVτˆs ) ds (2.52)
14
is null. To lighten up this expression, we denote F = ∂σ0σ0 +
d∑
j=1
(
∂2σ0 ⊙ σj + ∂σ0∂σj)σj .
Then (2.52) becomes:
∫ t
0
(∆s− (t ∧ τˇs − s))F
(
XNVτˆs
)
ds =
⌊Nt
T
⌋−1∑
k=0
F
(
XNVtk
) ∫ tk+1
tk
(2s− tk − tk+1) ds
+ F
(
XNVτˆt
) ∫ t
τˆt
(2s− τˆt − t) ds
= 0.
(2.53)
Therefore (2.50) can be simplified to our final decomposition:
XNVt =
∫ t
0
b
(
XNVs
)
ds +
d∑
j=1
∫ t
0
σj
(
XNVs
)
dW js + J¯
N
t + Q¯
N
t , (2.54)
where
J¯Nt =
1
2
d∑
j=1
∫ t
0
(∆s− (t ∧ τˇs − s))
[
σj , σ0
] (
XNVs
)
dW js , (2.55)
and
Q¯Nt = Q¯
2,N
t + Q¯
1,N
t . (2.56)
According to Propositions ?? and 2.6, Q¯N is a remainder term with strong order 3/2.
Proposition 2.7 Under the assumptions of Theorem 2.1: ∀p ≥ 1,∃C5 ∈ R∗+,∀N ∈ N∗,
E
[
sup
t≤T
∥∥Q¯Nt ∥∥2p
]
≤ C5h3p. (2.57)
In the following proposition we state the continuous version of Theorem 1.1.
Proposition 2.8 Under the assumptions of Theorem 2.1: ∀p ≥ 1,∃C ′′NV ∈ R∗+,∀N ∈ N∗,
E
[
sup
t≤T
∥∥Xt −XNVt ∥∥2p
]
≤ C ′′NV h2p. (2.58)
Proof : Let p ∈ [1,+∞), t ∈ [0, T ] and s ∈ [0, t]. Subtracting (2.54) from (1.1), we can
evaluate the difference between the exact solution and the scheme:
Xs −XNVs =
∫ s
0
(
b (Xu)− b
(
XNVu
))
du+
d∑
j=1
∫ s
0
(
σj (Xu)− σj
(
XNVu
))
dW ju − J¯Ns − Q¯Ns .
(2.59)
Using a convexity inequality, taking the expectation of the supremum and applying the Burkholder-
Davis-Gundy inequality, we get a constant α0 ∈ R∗+ independent of N , such that
E
[
sup
s≤t
∥∥Xs −XNVs ∥∥2p
]
≤ α0
(∫ t
0
E
[∥∥b (Xu)− b (XNVu )∥∥2p] du+ d∑
j=1
∫ t
0
E
[∥∥σj (Xu)− σj (XNVu )∥∥2p] du
+ E
[
sup
s≤t
∥∥J¯Ns ∥∥2p
]
+ E
[
sup
s≤t
∥∥Q¯Ns ∥∥2p
])
.
(2.60)
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By the Lipschitz assumption, we can rewrite the last inequality as follows
E
[
sup
s≤t
∥∥Xs −XNVs ∥∥2p
]
≤ α1
(∫ t
0
E
[
sup
v≤u
∥∥Xv −XNVv ∥∥2p
]
du+ E
[
sup
s≤t
∥∥J¯Ns ∥∥2p
]
+ E
[
sup
s≤t
∥∥Q¯Ns ∥∥2p
])
,
(2.61)
where α1 ∈ R∗+ is a constant independent of N . On the one hand, applying the Burkholder-
Davis-Gundy inequality, we obtain a constant β0 ∈ R∗+ independent of N , such that
E
[
sup
s≤t
∥∥J¯Ns ∥∥2p
]
≤ β0
d∑
j=1
∫ t
0
|∆s− (t ∧ τˇs − s)|2p
∥∥[σj , σ0] (XNVs )∥∥2p du. (2.62)
Since
[
σj , σ0
] ∈ LIP pgcloc (Rn), (2.18) from Lemma 2.2 ensures that
E
[
sup
s≤t
∥∥J¯Ns ∥∥2p
]
≤ β1h2p, (2.63)
for some constant β1 ∈ R∗+ independent of N . On the other hand, from Proposition 2.7, we have
E
[
sup
s≤t
∥∥Q¯Ns ∥∥2p
]
≤ C5h3p (2.64)
Then, combing (2.61), (2.63) and (2.64), we easily obtain
E
[
sup
s≤t
∥∥Xs −XNVs ∥∥2p
]
≤ α1
∫ t
0
E
[
sup
v≤u
∥∥Xv −XNVv ∥∥2p
]
du+ α1 (β1 + C5T
p)h2p. (2.65)
We conclude thanks to Gro¨nwall’s inequality.
As a comparison with theorem 4.2 in [2], note that using the adapted interpolation leads to
stronger assumptions, which justifies the use of the non-adapted interpolation in [2].
3 Proof of the stable convergence
Using (2.54), the normalized error process UN can be written as:
UNt = N
(∫ t
0
(
b (Xs)− b
(
XNVs
))
ds +
d∑
j=1
∫ t
0
(
σj (Xs)− σj
(
XNVs
))
dW js
)
+ JNt +Q
N
t ,
(3.1)
where
JNt = −NJ¯Nt =
N
2
d∑
j=1
∫ t
0
(∆s− (t ∧ τˇs − s))
[
σ0, σj
] (
XNVs
)
dW js , (3.2)
and
QN = −NQ¯N . (3.3)
As previously mentioned, by analyzing the stable convergence in law of the source term JN ,
we prove the stable convergence in law of UN . In the following, we provide a detailed proof of
Theorem 2.1.
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Proof of Theorem 2.1: For the reader’s convenience, the proof will go through several steps.
Step 1: linearization of N
∫ t
0
(
b (Xs)− b
(
XNVs
))
ds+N
d∑
j=1
∫ t
0
(
σj (Xs)− σj
(
XNVs
))
dW js .
Let j ∈ {1, . . . , d} and i ∈ {1, . . . , n}, by the mean value theorem, we get
σij (Xs)− σij
(
XNVs
)
= ∇σij (ζ ijs ) . (Xs −XNVs )
where ζ ijs = α
ij
s Xs +
(
1− αijs
)
XNVs for some α
ij
s ∈ [0, 1]. Using a compact matrix notation, we
can write:
σj (Xs)− σj
(
XNVs
)
= ∂σj,Ns
(
Xs −XNVs
)
(3.4)
where: (
∂σj,Ns
)
i,m
= ∂xmσ
ij
(
ζ ijs
)
. (3.5)
In the same way,
b (Xs)− b
(
XNVs
)
= ∂bNs
(
Xs −XNVs
)
where (
∂bNs
)
i,m
= ∂xmb
i
(
ζ i0s
)
(3.6)
with ζ i0s = α
i0
s Xs +
(
1− αi0s
)
XNVs for some α
i0
s ∈ [0, 1]. Then, it follows that
N
∫ t
0
(
b (Xs)− b
(
XNVs
))
ds =
∫ t
0
∂bNs U
N
s ds
and
N
d∑
j=1
∫ t
0
(
σj (Xs)− σj
(
XNVs
))
dW js =
d∑
j=1
∫ t
0
∂σj,Ns U
N
s dW
j
s .
Then, we can write the error process in three parts as follows:
UNt = Q
N
t + J
N
t +

∫ t
0
∂bNs U
N
s ds+
d∑
j=1
∫ t
0
∂σj,Ns U
N
s dW
j
s

 .
Step 2: stable convergence in law of the source term JN .
To study the convergence of the source term JN , we introduce the d-dimensional martingale
MN with coordinates
M j,Nt = N
∫ t
0
1
2
(∆s− (t ∧ τˇs − s)) dW js , j ∈ {1, . . . , d} , (3.7)
and KN =
(
Kj,N =
[
σ0, σj
] (
XNVs
))
1≤j≤d
with values in Rn ⊗ Rd, so that
JNt =
d∑
j=1
∫ t
0
Kj,Ns dM
j,N
s . (3.8)
Step 2.1: stable convergence in law of MN .
By virtue of Theorem 2.3 in [2], to study the limit in law of MN , we check ∀t ∈ [0, T ],∀j,m, k ∈
{1, . . . , d}
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• the convergence in probability of 〈M j,N ,Mm,N 〉t, as N goes to infinity,
• the convergence in probability to 0 of 〈M j,N ,W k〉t, as N goes to infinity.
If j 6= m and j 6= k then, obviously, 〈M j,N ,Mm,N 〉t = 〈M j,N ,W k〉t = 0. Now, if j = m, a
straightforward calculation gives us:
〈M j,N ,M j,N 〉t = N2
∫ t
0
1
4
(∆s− (t ∧ τˇs − s))2 ds
=
1
4
N2
(∫ τˆt
0
(∆s− (τˇs − s))2 ds+
∫ t
τˆt
(s− τˆt − (t− s))2 ds
)
=
1
12
N2
(
⌊Nt
T
⌋ T
3
N3
+ (t− τˆt)3
)
−→
N→+∞
1
12
tT 2.
(3.9)
If j = k
〈M j,N ,W k〉t = N
∫ t
0
1
2
(∆s− (t ∧ τˇs − s)) ds = 0. (3.10)
Applying Theorem 2.3 in [2] we conclude that
2
√
3
T
MN stably converges in law to a standard
d-dimensional Brownian motion B˜, independent of W .
Step 2.2: convergence in probability of KN .
Now, it remains to prove the convergence in probability of KN . From Proposition 2.8, to-
gether with the continuity assumption on
[
σ0, σj
]
, j {1, . . . , d}, we get the following convergence
in probability
sup
t≤T
∥∥∥Kj,Nt − [σ0, σj] (Xt)∥∥∥ P−→
N→+∞
0. (3.11)
Step 2.3: conclusion of the step 2.
According to Proposition 2.2 in [2], we have the following convergence:(
KN ,
2
√
3
T
MN
)
stably
=⇒
N→+∞
(([
σ0, σj
]
(X)
)
j∈{1,...,d}
, B˜
)
. (3.12)
The convergence of
〈
MN
〉
T
ensures its tightness. Then Proposition 2.4 in [2] leads us to:
(
KN ,
2
√
3
T
MN , JN
)
stably
=⇒
N→+∞

([σ0, σj] (X))j∈{1,...,d} , B˜,

 T
2
√
3
d∑
j=1
∫ t
0
[
σ0, σj
]
(Xs) dB˜
j
s


t∈[0,T ]

 .
(3.13)
Step 3: convergence of QN .
We easily get the following convergence in L2 from Proposition 2.7:
sup
t≤T
∥∥QNt ∥∥ L2−→
N→+∞
0. (3.14)
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Step 4: stable convergence in law of UN .
We recall that UNt = Q
N
t +J
N
t +

∫ t
0
∂bNs U
N
s ds+
d∑
j=1
∫ t
0
∂σj,Ns U
N
s dW
j
s

. Thanks to (3.13) and
(3.14), we conclude using Theorem 2.5 in [2] since the continuity of ∂b and ∂σj , j ∈ {1, . . . , d} ,
together with Proposition 2.8, ensure that
sup
t≤T
∥∥∂bNt − ∂b (Xt)∥∥ P−→
N→+∞
0, (3.15)
and ∀j ∈ {1, . . . , d},
sup
s≤T
∥∥∥∂σj,Nt − ∂σj (Xt)∥∥∥ P−→
N→+∞
0. (3.16)
4 Appendix
This section is devoted to the proof of Propositions 2.3, 2.4 and 2.5. Before proving Proposition
2.3, in the following lemma, we give intermediate estimations of the process Y d+1.
Lemma 4.1 Assume that ∀j ∈ {0, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives.
Then, ∀p ≥ 1,∃C6 ∈ R∗+,∀N ∈ N∗,∀t ∈ [0, T ],∀s ∈ [τˆt, t],
E
[∥∥∥Y d+1t,s − Idn∥∥∥2p
]
≤ C6 (∆t)2p , (4.1)
E
[∥∥∥∥Y d+1t,t (Y d+1t,s )−1 − Idn
∥∥∥∥
2p
]
≤ C6 (∆t)2p . (4.2)
Proof : Let t ∈ [0, T ] and s ∈ [τˆt, t], we recall that Y d+1t,s is the solution, at time s, of the
following ODE: {
d
du
Ξt,τˆt,u =
1
2∂σ
0
(
X¯d+1t,u
)
Ξt,τˆt,u, u ∈ [τˆt, t]
Ξt,τˆt,τˆt = Idn,
(4.3)
and Y d+1t,t
(
Y d+1t,s
)−1
is the solution, at time t, of the same ODE, but with the initial condition:
{
d
du
Ξt,s,u =
1
2∂σ
0
(
X¯d+1t,u
)
Ξt,τˆt,u, u ∈ [s, t]
Ξt,s,s = Idn.
Therefore, we deduce (4.2) similarly to (4.1). Since ∂σ0 is bounded, there exists a constant
c ∈ R∗+, independent of N , t and s, such that∥∥∥Y d+1t,s ∥∥∥2p ≤ exp (c (s− τˆt)) ≤ exp (cT ) , (4.4)
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Writing Y d+1t,s in integral form, we have
Y d+1t,s = Idn +
1
2
∫ s
τˆt
∂σ0
(
X¯d+1t,u
)
Y d+1t,u du. (4.5)
Hence, using a convexity inequality,
E
[∥∥∥Y d+1t,s − Idn∥∥∥2p
]
≤ 1
22p
exp (cT ) (∆t)2p−1
∫ s
τˆt
∥∥∥∂σ0 (X¯d+1t,u )∥∥∥2p du. (4.6)
Since ∂σ0 is bounded we easily get (4.1).
Proof of Proposition 2.3:
Proof of (2.24):
To prove (2.24), we only need to assume that
• ∀j ∈ {0, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives,
•
d∑
j=1
∂σjσj is a Lipschitz continuous function,
• ∂σ0 ∈ LIP pgcloc (Rn ⊗ Rn).
Let t ∈ [0, T ], s ∈ [τˆt, t], p ≥ 1, and
Θd+1t,s = Y
d+1
t,s − Idn −
1
2
∆s∂σ0
(
XNVt
)
. (4.7)
Adding and subtracting
1
2
∫ s
τˆt
∂σ0
(
XNVt
)
Y d+1t,u du, we get
Θd+1t,s =
1
2
∫ s
τˆs
(
∂σ0
(
X¯d+1t,u
)
− ∂σ0 (XNVt ))Y d+1t,u du+ 12
∫ s
τˆs
∂σ0
(
XNVt
) (
Y d+1t,u − Idn
)
du.
(4.8)
Combining a convexity inequality and the Cauchy-Schwarz inequality, we obtain
E
[∥∥∥Θd+1t,s ∥∥∥2p
]
≤ 2
2p−1
22p
(∆t)2p−1
(∫ s
τˆs
(
E
[∥∥∥∂σ0 (X¯d+1t,u )− ∂σ0 (XNVt )∥∥∥4p
]
E
[∥∥∥Y d+1t,u ∥∥∥4p
]) 1
2
du
+
∫ s
τˆs
(
E
[∥∥∂σ0 (XNVt )∥∥4p]E
[∥∥∥Y d+1t,u − Idn∥∥∥4p
]) 1
2
du
)
.
(4.9)
Since ∂σ0 is bounded and locally Lipschitz with polynomially growing Lipschitz constant, there
exists a constant c ∈ R∗+ and q ∈ N, independent of N , t and s, such that
E
[∥∥∥Θd+1t,s ∥∥∥2p
]
≤ c (∆t)2p−1
(∫ s
τˆs
(
E
[(
1 +
∥∥∥X¯d+1t,u ∥∥∥q ∨ ∥∥XNVt ∥∥q)∥∥∥X¯d+1t,u −XNVt ∥∥∥4p
]
E
[∥∥∥Y d+1t,u ∥∥∥4p
])1
2
du
+
∫ s
τˆs
(
E
[∥∥∥Y d+1t,u − Idn∥∥∥4p
]) 1
2
du
)
.
(4.10)
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Applying once again the Cauchy-Schwarz inequality, and using (2.18) and (2.22) from Lemma
2.2, and (4.4) from the above proof of Lemma 4.1, we get a constant α1 ∈ R∗+, independent of
N , t and s, such that
E
[∥∥∥Θd+1t,s ∥∥∥2p
]
≤ α1 (∆t)2p−1
∫ s
τˆs
((
E
[∥∥∥X¯d+1t,u −XNVt ∥∥∥8p
]) 1
4
+
(
E
[∥∥∥Y d+1t,u − Idn∥∥∥8p
]) 1
4
)
du.
(4.11)
We conclude using (2.22) from Lemma 2.2, and (4.1) from Lemma 4.1.
Proof of (2.25):
To prove (2.25), we only need to assume that
• ∀j ∈ {1, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives,
•
d∑
j=1
∂σjσj is a Lipschitz continuous function,
• σ0 ∈ C2 (Rn,Rn) with bounded first order derivatives and ∂2σ0 ∈ LIP pgcloc (Rn ⊗ Rn).
Let t ∈ [0, T ], j ∈ {1, . . . , d}, p ≥ 1, and
θd+1,jt = Z
d+1,j
t −
1
2
∆t
(
∂2σ0 ⊙ σj)σj (XNVτˆt ) , (4.12)
and we recall that
Zd+1,jt =
1
2
∫ t
τˆt
Y d+1t,t
(
Y d+1t,s
)−1 (
∂2σ0
(
X¯d+1t,s
)
⊙
(
Y d+1t,s σ
j
(
X¯t,t
)))
Y d+1t,s σ
j
(
X¯t,t
)
ds.
Therefore,
θd+1,jt =
1
2
∫ t
τˆt
(
Y d+1t,t
(
Y d+1t,s
)−1 (
∂2σ0
(
X¯t,s
)⊙ Y d+1t,s σj (X¯t,t))Y d+1t,s σj (X¯t,t)− (∂2σ0 ⊙ σj)σj (XNVτˆt )
)
ds.
(4.13)
Adding and subtracting some appropriate terms, we obtain:
θd+1,jt =
1
2
∫ t
τˆt
Y d+1t,t
(
Y d+1t,s
)−1 (
∂2σ0
(
X¯t,s
)⊙ Y d+1t,s σj (X¯t,t))(Y d+1t,s − Idn)σj (X¯t,t) ds
+
1
2
∫ t
τˆt
(
Y d+1t,t
(
Y d+1t,s
)−1
− Idn
)(
∂2σ0
(
X¯t,s
)⊙ Y d+1t,s σj (X¯t,t)) σj (X¯t,s) ds
+
1
2
∫ t
τˆt
(
∂2σ0
(
X¯t,s
)⊙ (Y d+1t,s − Idn)σj (X¯t,t))σj (X¯t,t) ds
+
1
2
∫ t
τˆt
((
∂2σ0
(
X¯t,s
)− ∂2σ0 (XNVt ))⊙ σj (X¯t,t))σj (X¯t,t) ds
+
1
2
∫ t
τˆt
(
∂2σ0
(
XNVt
)⊙ (σj (X¯t,t)− σj (XNVt )))σj (X¯t,t) ds
+
1
2
∫ t
τˆt
(
∂2σ0
(
XNVt
)⊙ σj (XNVt )) (σj (X¯t,t)− σj (XNVt )) ds
+
1
2
∫ t
τˆt
(
∂2σ0 ⊙ σj)σj (XNVt )− (∂2σ0 ⊙ σj)σj (XNVτˆt ) ds.
(4.14)
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Note that since ∂2σ0 ∈ LIP pgcloc (Rn ⊗ Rn ⊗ Rn) and σj is Lipschitz continuous, then
(
∂2σ0 ⊙ σj)σj ∈
LIP pgcloc (R
n). We easily get the desired result by combing a convexity inequality, the Cauchy-
Schwarz inequality, (4.1), (4.2) and (4.4) from Lemma 4.1, (2.18) (2.19) and (2.21) from Lemma
2.2
Proof of (2.26):
To prove (2.26), we assume
• ∀j ∈ {0, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives,
•
d∑
j=1
∂σjσj is a Lipschitz continuous function,
• ∀j ∈ {1, . . . , d} , ∂σj ∈ LIP pgcloc (Rn ⊗ Rn),
and that the commutativity condition (C) holds. Let t ∈ [0, T ], j ∈ {1, . . . , d}, i ∈ {1, . . . , n},
p ≥ 1, and
θjt = σ
j
(
X¯t,t
)− σj (XNVt )+ 12∆t∂σjσ0 (XNVt ) . (4.15)
The i-th component of θj is given by:
θijt = σ
ij
(
X¯t,t
)− σij (XNVt )+ 12∆t∇σij (XNVt ) . σ0 (XNVt ) .
By the mean value theorem
σij
(
X¯t,t
)
= σij
(
XNVt
)
+∇σij (XNVt ) . (X¯t,t −XNVt )+(∇σij (ξijt )−∇σij (XNVt )) . (X¯t,t −XNVt )
(4.16)
where ξijt = X
NV
t + α
ij
t
(
X¯t,t −XNVt
)
for some αijt ∈ [0, 1]. Then, it follows that
θijt = ∇σij
(
XNVt
)
.
(
X¯t,t −XNVt
)
+
(
∇σij
(
ξijt
)
−∇σij (XNVt )) . (X¯t,t −XNVt )+12∆t∇σij (XNVt ) . σ0 (XNVt ) .
Moreover, since
XNVt = exp
(
1
2
∆tσ0
)
X¯t,t,
we have that
X¯t,t −XNVt = −
1
2
∫ t
τˆt
σ0
(
X¯d+1t,s
)
ds.
Therefore, we obtain
θijt =
1
2
∫ t
τˆt
∇σij (XNVt ) .(σ0 (XNVt )− σ0 (X¯d+1t,s )) ds+ (∇σij (ξijt )−∇σij (XNVt )) . (X¯t,t −XNVt ) .
(4.17)
Using a convexity inequality
E
[∣∣∣θijt ∣∣∣2p
]
≤ 22p−1
(
1
22p
(∆t)2p−1
∫ t
τˆt
E
[∣∣∣∇σij (XNVt ) .(σ0 (XNVt )− σ0 (X¯d+1t,s ))∣∣∣2p
]
ds
+ E
[∣∣∣(∇σij (ξijt )−∇σij (XNVt )) . (X¯t,t −XNVt )∣∣∣2p
])
.
(4.18)
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Applying the Cauchy-Schwarz inequality, we get
E
[∣∣∣θijt ∣∣∣2p
]
≤ 22p−1
(
1
22p
(∆t)2p−1
∫ t
τˆt
(
E
[∥∥∇σij (XNVt )∥∥4p]E
[∥∥∥σ0 (XNVt )− σ0 (X¯d+1t,s )∥∥∥4p
]) 1
2
ds
+
(
E
[∥∥∥∇σij (ξijt )−∇σij (XNVt )∥∥∥4p
]
E
[∥∥X¯t,t −XNVt ∥∥4p]
) 1
2
)
.
(4.19)
Since σ0 is Lipschitz continuous and ∂σj is locally Lipschitz with polynomially growing Lipschitz
constant, using (2.18) from Lemma 2.2 , we easily get a constant α2 ∈ R∗+ independent of N
and t such that
E
[∣∣∣θijt ∣∣∣2p
]
≤ α2
(
(∆t)2p−1
∫ t
τˆt
(
E
[∥∥∥XNVt − X¯d+1t,s ∥∥∥4p
]) 1
2
ds+ E
[∥∥X¯t,t −XNVt ∥∥4p]
)
. (4.20)
Applying (2.22) and (2.23) from Lemma 2.2 , we obtain
E
[∣∣∣θijt ∣∣∣2p
]
≤ α2
(√
C0 + C0
)
(∆t)4p . (4.21)
Proof of (2.27):
The proof of (2.27) is very similar to (2.26). However, we need to assume further that ∀j ∈
{1, . . . , d} , σj ∈ C2 (Rn,Rn) and ∂2σj ∈ LIP pgcloc (Rn ⊗ Rn ⊗ Rn). Let t ∈ [0, T ], j ∈ {1, . . . , d},
p ≥ 1, and
θ¯jt = ∂σ
jσj
(
X¯t,t
)− ∂σjσj (XNVt )+ 12∆tFj (XNVτˆt ) . (4.22)
where Fj =
(
∂2σj ⊙ σj + (∂σj)2)σ0. Since ∂2σj ∈ LIP pgcloc (Rn ⊗ Rn ⊗Rn), ∂σj ∈ LIP pgcloc (Rn ⊗Rn)
and σ0 is Lipschitz continuous, then Fj ∈ LIP pgcloc (Rn). Hence, similarly to (4.21), there exists
α¯2 ∈ R∗+, independent of N and t, such that
E
[∥∥∥∥∂σjσj (X¯t,t)− ∂σjσj (XNVt )+ 12∆tFj (XNVt )
∥∥∥∥
2p
]
≤ α¯2 (∆t)4p . (4.23)
Then, using a convexity inequality
E
[∥∥∥θ¯jt∥∥∥2p
]
≤ 22p−1
(
E
[∥∥∥∥∂σjσj (X¯t,t)− ∂σjσj (XNVt )+ 12∆tFj (XNVt )
∥∥∥∥
2p
]
+ E
[∥∥∥∥12∆t (Fj (XNVτˆt )− Fj (XNVt ))
∥∥∥∥
2p
])
≤ 22p−1
(
α¯2 (∆t)
4p +
1
22p
(∆t)2p E
[∥∥Fj (XNVτˆt )− Fj (XNVt )∥∥2p]
)
(4.24)
Since Fj is locally Lipschitz with polynomially growing Lipschitz constant, we conclude using
(2.19) from Lemma 2.2.
Before proving Proposition 2.4, we introduce some intermediate processes. We define for j ∈
{1, . . . , d}, t ∈ [0, T ] and s ∈ [τˆt, t]
X¯jt,s = hj
(
∆t
2
,∆W 1t , . . . ,∆W
j−1
t ,∆W
j
s ;X
NV
τˆt
)
. (4.25)
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The next lemma, which is similar to Lemma 2.2, compares the Ninomiya-Victoir scheme to the
intermediate process X¯j, j ∈ {1, . . . , d}. We omit its proof.
Lemma 4.2 Assume that
• σ0 is a Lipschitz continuous function,
• ∀j ∈ {1, . . . , d} , σj ∈ C1 (Rn,Rn) with bounded first order derivatives,
• ∀j ∈ {1, . . . , d} , ∂σjσj is a Lipschitz continuous function.
Then, ∀p ≥ 1,∃C7 ∈ R∗+,∀N ∈ N∗,∀t ∈ [0, T ],∀s, s1, s2 ∈ [τˆt, t],∀j,m ∈ {1, . . . , d} ,
E
[∥∥∥XNVτˆt − X¯jt,τˆt
∥∥∥2p] ≤ C7 (∆t)p , (4.26)
E
[∥∥∥XNVt − X¯jt,s∥∥∥2p
]
≤ C7 (∆t)p . (4.27)
E
[∥∥∥X¯jt,s1 − X¯mt,s2
∥∥∥2p] ≤ C7 (∆t)p , (4.28)
In order to derive the estimation (2.29) from Proposition 2.4, we also need the following lemma,
which gives several approximations of the processes Y j, for j ∈ {1, . . . , d}.
Lemma 4.3 Assume that
• σ0 is a Lipschitz continuous function,
• ∀j ∈ {1, . . . , d} , σj ∈ C2 (Rn,Rn) with bounded first order derivatives, ∂σj ∈ LIP pgcloc (Rn ⊗ Rn)
and ∂2σj ∈ LIP pgcloc (Rn ⊗ Rn ⊗ Rn),
• ∀j ∈ {1, . . . , d} , ∂σjσj is a Lipschitz continuous function.
Then, ∀p ≥ 1,∃C8 ∈ R∗+,∀t ∈ [0, T ],∀s ∈ [τˆt, t],∀N ∈ N∗
E
[∥∥∥Y jt,s − Idn∥∥∥2p
]
≤ C8 (∆t)p , (4.29)
E
[∥∥∥Y jt,s − Idn −∆W js ∂σj (X¯jt,τˆt
)∥∥∥2p] ≤ C8 (∆t)2p . (4.30)
E
[∥∥∥∥Y jt,s − Idn −∆W js ∂σj (X¯jt,τˆt
)
− 1
2
(
∆W js
)2 (
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)∥∥∥∥
2p
]
≤ C8 (∆t)3p .
(4.31)
Proof : Let p ≥ 1, t ∈ [0, T ] and s ∈ [τˆt, t], we recall that Y jt,s is the solution, at time ∆W js , of
the following ODE: {
d
du
Ξt,τˆt,u = ∂σ
j
(
Hjt,u
)
Ξt,τˆt,u, u ∈ R
Ξt,τˆt,τˆt = Idn,
(4.32)
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where Hjt,u = hj
(
∆t
2 ,∆W
1
t , . . . ,∆W
j−1
t , u;X
NV
τˆt
)
. Since ∂σj is bounded, there exists a constant
c ∈ R∗+, independent of N , t and s, such that∥∥∥Y jt,s∥∥∥2p ≤ exp (c ∣∣∣W js −W jτˆt
∣∣∣) . (4.33)
Therefore,
E
[∥∥∥Y jt,s∥∥∥2p
]
≤ 2 exp
(
1
2
c2 (s− τˆt)
)
≤ 2 exp
(
1
2
c2T
)
. (4.34)
Now, we are able to prove (4.29). Writing Y jt,s in integral form, we have:
Y jt,s = Idn +
∫ ∆W js
0
∂σj
(
Hjt,u
)
Y¯ jt,udu
where Y¯ jt,u is the solution at time u ∈ R to the ODE (4.32). Applying Itoˆ’s formula, we obtain
Y jt,s − Idn =
∫ s
τˆt
∂σj
(
X¯jt,u
)
Y jt,udW
j
u +
1
2
∫ s
τˆt
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,u)Y jt,udu. (4.35)
Note that as ∂σjσj is Lipschitz continuous, its derivatives given by ∂2σj⊙σj+(∂σj)2 is bounded.
Thus, combining a convexity inequality, the Burkholder-Davis-Gundy inequality and (4.34) we
deduce (4.29). We prove now (4.30). Using (4.35), we have that
Y jt,s − Idn −∆W js ∂σj
(
X¯jt,τˆt
)
=
∫ s
τˆt
(
∂σj
(
X¯jt,u
)
Y jt,u − ∂σj
(
X¯jt,τˆt
))
dW ju
+
1
2
∫ s
τˆt
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,u)Y jt,udu
=
∫ s
τˆt
(
∂σj
(
X¯jt,u
)
− ∂σj
(
X¯jt,τˆt
))
Y jt,udW
j
u +
∫ s
τˆt
∂σj
(
X¯jt,τˆt
)(
Y jt,u − Idn
)
dW ju
+
1
2
∫ s
τˆt
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,u)Y jt,udu.
(4.36)
Since ∂2σj ⊙ σj + (∂σj)2 is bounded and ∂σj is bounded and locally Lipschitz with polynomi-
ally growing Lipschitz constant, combining a convexity inequality, the Burkholder-Davis-Gundy
inequality, (4.28) from Lemma 4.2, (4.29) from Lemma 4.3 and (4.34), we obtain (4.30). We can
now focus on the approximation (4.31) , with strong order 3/2, of Y j. We denote by Θj the
process such that
Θjt,s = Y
j
t,s − Idn −∆W js ∂σj
(
X¯jt,τˆt
)
− 1
2
(
∆W js
)2 (
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)
(4.37)
Writing
1
2
(
∆W js
)2 (
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)
=
∫ s
τˆt
∆W ju
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)
dW ju
+
1
2
∫ s
τˆt
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)
du
(4.38)
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and using (4.36), we get
Θjt,s =
∫ s
τˆt
((
∂σj
(
X¯jt,u
)
− ∂σj
(
X¯jt,τˆt
))
Y jt,u −∆W ju∂2σj ⊙ σj
(
X¯jt,τˆt
))
dW ju
+
∫ s
τˆt
(
∂σj
(
X¯jt,τˆt
)(
Y jt,u − Idn
)
−∆W ju
(
∂σj
)2 (
X¯jt,τˆt
))
dW ju
+
1
2
∫ s
τˆt
((
∂2σj ⊙ σj + (∂σj)2)(X¯jt,u)Y jt,u − (∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
))
du.
(4.39)
Adding and subtracting some appropriate terms, we obtain:
Θjt,s =
∫ s
τˆt
(
∂σj
(
X¯jt,u
)
− ∂σj
(
X¯jt,τˆt
)
−∆W ju∂2σj ⊙ σj
(
X¯jt,τˆt
))
Y jt,udW
j
u
+
∫ s
τˆt
∆W ju∂
2σj ⊙ σj
(
X¯jt,τˆt
)(
Y jt,u − Idn
)
dW ju
+
∫ s
τˆt
∂σj
(
X¯jt,τˆt
)(
Y jt,u − Idn −∆W ju∂σj
(
X¯jt,τˆt
))
dW ju
+
1
2
∫ s
τˆt
((
∂2σj ⊙ σj + (∂σj)2)(X¯jt,u)− (∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
))
Y jt,udu
+
1
2
∫ s
τˆt
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)(
Y jt,u − Idn
)
du.
(4.40)
On the one hand, by the mean value theorem
∂σj
(
X¯jt,u
)
−∂σj
(
X¯jt,τˆt
)
= ∂2σj
(
X¯jt,τˆt
)
⊙
(
X¯jt,u − X¯jt,τˆt
)
+
(
∂2σj
(
ξjt,u
)
− ∂2σj
(
X¯jt,τˆt
))
⊙
(
X¯jt,u − X¯jt,τˆt
)
(4.41)
where ξjt,u is a matrix of intermediate points between X¯
j
t,u and X¯
j
t,τˆt
. On the other hand, since
X¯jt,u = exp
(
∆W juσ
j
)
X¯jt,τˆt , (4.42)
applying Itoˆ’s formula we have that:
X¯jt,u − X¯jt,τˆt = ∆W juσj
(
X¯jt,τˆt
)
+ γjt,u, (4.43)
where
γjt,u =
∫ u
τˆt
(
σj
(
X¯jt,v
)
− σj
(
X¯jt,τˆt
))
dW jv +
1
2
∫ u
τˆt
∂σjσj
(
X¯jt,v
)
dv. (4.44)
Using (4.28) from Lemma 4.2, together with the regularity assumptions on σj and ∂σjσj it is
easy to see that γj a remainder with strong order 1: ∃α ∈ R∗+ independent of N , t and u, such
that
E
[∥∥∥γjt,u∥∥∥2p
]
≤ α (∆u)2p . (4.45)
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Combining (4.40), (4.41) and (4.43), we get
Θjt,s =
∫ s
τˆt
(
∂2σj
(
X¯jt,τˆt
)
⊙ γjt,u +
(
∂2σj
(
ξjt,u
)
− ∂2σj
(
X¯jt,τˆt
))
⊙
(
X¯jt,u − X¯jt,τˆt
))
Y jt,udW
j
u
+
∫ s
τˆt
∆W ju∂
2σj ⊙ σj
(
X¯jt,τˆt
)(
Y jt,u − Idn
)
dW ju
+
∫ s
τˆt
∂σj
(
X¯jt,τˆt
)(
Y jt,u − Idn −∆W js ∂σj
(
X¯jt,τˆt
))
dW ju
+
1
2
∫ s
τˆt
((
∂2σj ⊙ σj + (∂σj)2)(X¯jt,u)− (∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
))
Y jt,udu
+
1
2
∫ s
τˆt
(
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
)(
Y jt,u − Idn
)
du.
(4.46)
Since σj is Lipschitz continuous, ∂σj and ∂2σj are locally Lipschitz with polynomially growing
Lipschitz constant, it is easy now to see that (4.31) is a straightforward consequence of (4.28)
from Lemma 4.2, (4.29), (4.30) and (4.45).
Proof of Proposition 2.4:
We recall the result of this proposition:
E = E
[
sup
t≤T
∥∥∥∥
∫ t
0
(
Z0s − θ0s
)
ds
∥∥∥∥
2p
]
≤ C2h3p,
where, for t ∈ [0, T ],
Z0t = Y
d+1
t,t . . . Y
1
t,tσ
0
(
X¯0t
)
,
and
θ0t = σ
0
(
X¯0t
)
+
d∑
j=1
∆W jt ∂σ
jσ0
(
XNVτˆt
)
+
1
2
d∑
j=1
∆t
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )+ 12∆t∂σ0σ0 (XNVτˆt )
To prove this proposition, we will proceed in two steps.
Step 1: approximation with strong order 3/2 of Z0.
The first step consists in naively computing and approximating the product:
Z0t = Y
d+1
t,t . . . Y
1
t,tσ
0
(
X¯0t
)
.
We replace Y d+1 and Y j , for j ∈ {1, . . . , d}, by their approximation (2.24) from Lemma 2.3 and
(4.31) from Lemma 4.3, respectively. Let
Γt =
(
Idn +
1
2
∆t∂σ0
(
XNVt
))(
Idn +∆W
d
t ∂σ
d
(
X¯dt,τˆt
)
+
1
2
(
∆W dt
)2(
∂2σd ⊙ σd +
(
∂σd
)2)(
X¯dt,τˆt
))
. . .(
Idn +∆W
1
t ∂σ
1
(
X¯1t,τˆt
)
+
1
2
(
∆W 1t
)2 (
∂2σ1 ⊙ σ1 + (∂σ1)2) (X¯1t,τˆt)
)
,
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and
θ˜0t = Γtσ
0
(
X¯0t
)
.
It is clear that θ˜0 is an approximation of strong order 3/2 of Z0: ∃α˜ ∈ R∗+ independent of N
and t such that:
E
[∥∥∥Z0t − θ˜0t ∥∥∥2p
]
≤ α˜h3p. (4.47)
Computing θ˜0, we easily deduce the following approximation with strong order 3/2 by dropping
higher order terms:
E
[∥∥∥θˆ0t − θ˜0t ∥∥∥2p
]
≤ αˆh3p, (4.48)
where
θˆ0t = σ
0
(
X¯0t
)
+
d∑
j=1
∆W jt ∂σ
j
(
X¯jt,τˆt
)
σ0
(
X¯0t
)
+
d∑
j=1
j−1∑
m=1
∆W jt ∆W
m
t ∂σ
j
(
X¯jt,τˆt
)
∂σm
(
X¯mt,τˆt
)
σ0
(
X¯0t
)
+
d∑
j=1
1
2
(
∆W jt
)2 (
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
))
σ0
(
X¯0t
)− 1
2
∆t∂σ0
(
XNVt
)
σ0
(
X¯0t
)
,
(4.49)
and αˆ ∈ R∗+ is a constant independent of N and t. We will now approximate the term
∆W jt ∂σ
j
(
X¯jt,τˆt
)
σ0
(
X¯0t
)
, for j ∈ {1, . . . , d}, with strong order 3/2. To do so, it suffices to
approximate ∂σj
(
X¯jt,τˆt
)
σ0
(
X¯0t
)
with strong order 1. By the mean value theorem
∂σj
(
X¯jt,τˆt
)
= ∂σj
(
XNVτˆt
)
+ ∂2σj
(
XNVτˆt
)⊙ (X¯jt,τˆt −XNVτˆt
)
+
(
∂2σj
(
ζjt
)
− ∂2σj (XNVτˆt ))⊙ (X¯jt,τˆt −XNVτˆt
)
,
where ζjt is a matrix of intermediate points between X¯
j
t,τˆt
and XNVτˆt . On the one hand, since
∀t ∈ [0, T ], X¯0t = X¯1t,τˆt and X¯m+1t,τˆt = X¯mt,t, using telescopic summation, we have
∂σj
(
X¯jt,τˆt
)
= ∂σj
(
XNVτˆt
)
+
j−1∑
m=1
(
∂2σj
(
XNVτˆt
)⊙ (X¯m+1t,τˆt − X¯mt,τˆt
))
+ ∂2σj
(
XNVτˆt
)⊙ (X¯0t −XNVτˆt )+ (∂2σj (ζjt )− ∂2σj (XNVτˆt ))⊙ (X¯jt,τˆt −XNVτˆt
)
= ∂σj
(
XNVτˆt
)
+
j−1∑
m=1
(
∂2σj
(
XNVτˆt
)⊙ (X¯mt,t − X¯mt,τˆt))
+ ∂2σj
(
XNVτˆt
)⊙ (X¯0t −XNVτˆt )+ (∂2σj (ζjt )− ∂2σj (XNVτˆt ))⊙ (X¯jt,τˆt −XNVτˆt
)
.
(4.50)
On the other hand, we recall that from (4.43) we have
X¯mt,t − X¯mt,τˆt = ∆Wmt σm
(
X¯mt,τˆt
)
+ γmt,t, (4.51)
where γm is a remainder with strong order 1:
γmt,t =
∫ t
τˆt
(
σm
(
X¯mt,v
)− σm (X¯mt,τˆt)) dWmv + 12
∫ t
τˆt
∂σmσm
(
X¯mt,v
)
dv. (4.52)
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This leads us to the following decomposition
∂σj
(
X¯jt,τˆt
)
= ∂σj
(
XNVτˆt
)
+
j−1∑
m=1
∆Wmt ∂
2σj
(
XNVτˆt
)⊙ σm (X¯mt,τˆt)+ Γjt , (4.53)
where
Γjt =
j−1∑
m=1
∆Wmt ∂
2σj
(
XNVτˆt
)⊙ γmt,t + ∂2σj (XNVτˆt )⊙ (X¯0t −XNVτˆt )
+
(
∂2σj
(
ζjt
)
− ∂2σj (XNVτˆt ))⊙ (X¯jt,τˆt −XNVτˆt
)
.
(4.54)
Using (2.20) from Lemma 2.2 and (4.26) from Lemma 4.2, it is easy to see that Γj is a remainder
with strong order 1. Then it follows that θˇ0, which is given by
θˇ0t = σ
0
(
X¯0t
)
+
d∑
j=1
∆W jt ∂σ
j
(
XNVτˆt
)
σ0
(
X¯0t
)
+
d∑
j=1
j−1∑
m=1
∆W jt ∆W
m
t ∂σ
j
(
X¯jt,τˆt
)
∂σm
(
X¯mt,τˆt
)
σ0
(
X¯0t
)
+
d∑
j=1
j−1∑
m=1
∆W jt ∆W
m
t ∂
2σj
(
XNVτˆt
)⊙ σm (X¯mt,τˆt)σ0 (X¯0t )
+
d∑
j=1
1
2
(
∆W jt
)2 (
∂2σj ⊙ σj + (∂σj)2)(X¯jt,τˆt
))
σ0
(
X¯0t
)− 1
2
∆t∂σ0
(
XNVt
)
σ0
(
X¯0t
)
,
(4.55)
is an approximation of strong order 3/2 of θˆ0:∃αˇ ∈ R∗+ independent of N and t such that:
E
[∥∥∥θˇ0t − θˆ0t ∥∥∥2p
]
≤ αˇh3p. (4.56)
Then, we can replace by XNVτˆt the argument of the functions in the expression of θˇ
0 when Lemma
2.2 and Lemma 4.2 ensure that the strong order 3/2 is preserved. This leads us to the following
approximation, given by θ¯0,
θ¯0t = σ
0
(
X¯0t
)
+
d∑
j=1
∆W jt ∂σ
jσ0
(
XNVτˆt
)
+
d∑
j=1
j−1∑
m=1
∆W jt ∆W
m
t
(
∂2σj ⊙ σm + ∂σj∂σm)σ0 (XNVτˆt )
+
d∑
j=1
1
2
(
∆W jt
)2 (
∂2σj ⊙ σj + (∂σj)2) σ0 (XNVτˆt )+ 12∆t∂σ0σ0 (XNVτˆt ) ,
(4.57)
and ∃α¯ ∈ R∗+ independent of N and t, such that
E
[∥∥θ¯0t − θˇ0t ∥∥2p] ≤ α¯h3p. (4.58)
Adding and subtracting θ¯0, and using a convexity inequality, we get:
E = E
[
sup
t≤T
∥∥∥∥
∫ t
0
(
Z0s − θ0s
)
ds
∥∥∥∥
2p
]
≤ 1 ∨ T 2p−1
(∫ T
0
E
[∥∥Z0t − θ¯0t ∥∥2p] dt+ E
[
sup
t≤T
∥∥∥∥
∫ t
0
(
θ¯0s − θ0s
)
ds
∥∥∥∥
2p
])
.
(4.59)
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Combining a convexity inequality, (4.47), (4.48), (4.56), and (4.58), we obtain an estimation of
the first expectation in the right-hand side of the above inequality:
E
[∥∥Z0t − θ¯0t ∥∥2p] ≤ 42p−1 (α˜+ αˆ+ αˇ+ α¯)h3p (4.60)
To achieve our goal, it remains to estimate:
E
[
sup
t≤T
∥∥∥∥
∫ t
0
(
θ¯0s − θ0s
)
ds
∥∥∥∥
2p
]
. (4.61)
This is the aim of the following step.
Step 2: the integration by parts formula.
Let t ∈ [0, T ], subtracting (2.28) from (4.57), we have that
∫ t
0
(
θ¯0s − θ0s
)
ds =
d∑
j=1
j−1∑
m=1
∫ t
0
∆W js∆W
m
s
(
∂2σj ⊙ σm + ∂σj∂σm)σ0 (XNVτˆs ) ds
+
1
2
∫ t
0
((
∆W js
)2 −∆s)(∂2σj ⊙ σj + (∂σj)2) σ0 (XNVτˆs ) ds.
(4.62)
To lighten up the notation, we denote Fj,m =
(
∂2σj ⊙ σm + ∂σj∂σm)σ0 for j,m ∈ {1, . . . , d} ,m ≤
j. Using the integration by parts formula, we have:∫ t
0
∆W js∆W
m
s Fj,m
(
XNVτˆs
)
ds =
∫ t
0
(t ∧ τˇs − s)∆W jsFj,m
(
XNVτˆs
)
dWms +
∫ t
0
(t ∧ τˇs − s)∆Wms Fj,m
(
XNVτˆs
)
dW js .
(4.63)
Taking the expectation of the supremum and using a convexity inequality, the Burkholder-Davis-
Gundy inequality, we easily get a positive constant α1, independent of N such that
E
[
sup
t≤T
∥∥∥∥
∫ t
0
∆W js∆W
m
s Fj,m
(
XNVτˆs
)
ds
∥∥∥∥
2p
]
≤ α1
∫ T
0
(τˇs − s)2p E
[∥∥∆Wms Fj,m (XNVτˆs )∥∥2p] ds.
(4.64)
Then, by independence
E
[
sup
t≤T
∥∥∥∥
∫ t
0
∆W js∆W
m
s Fj,m
(
XNVτˆs
)
ds
∥∥∥∥
2p
]
≤ α1
∫ T
0
(τˇs − s)2p E
[
|∆Wms |2p
]
E
[∥∥Fj,m (XNVτˆs )∥∥2p] ds.
(4.65)
Since Fj,m ∈ LIP pgcloc (Rn), we get α2 ∈ R+ and q ≥ 1 independent of N such that
E
[
sup
t≤T
∥∥∥∥
∫ t
0
∆W js∆W
m
s Fj,m
(
XNVτˆs
)
ds
∥∥∥∥
2p
]
≤ α2E
[
|G|2p
](∫ T
0
E
[∥∥(XNVτˆs )∥∥2q] ds
)
h3p (4.66)
where G is a standard normal variable. We conclude using (2.18) from Lemma 2.2. To estimate,∫ t
0
((
∆W js
)2 −∆s)Fj,j (XNVτˆs ) ds, (4.67)
we use exactly the same arguments since the integration by parts formula gives us∫ t
0
((
∆W js
)2 −∆s)Fj,j (XNVτˆs ) ds = 2
∫ t
0
(t ∧ τˇs − s)∆W jsFj,j
(
XNVτˆs
)
dW js . (4.68)
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This completes the proof.
In the following, we give a detailed proof of Proposition 2.5, which is a consequence of Proposi-
tions 2.3, 2.4.
Proof of Proposition 2.5:
Combining a convexity inequality and the Burkholder-Davis-Gundy, we get a constant α0 inde-
pendent of N such that
E
[
sup
t≤T
∥∥∥Q¯1,Nt ∥∥∥2p
]
≤ α0

E + d∑
j=1
(
Ej1 + E
j
2 +E
j
3
) , (4.69)
where
E = E
[
sup
t≤T
∥∥∥∥
∫ t
0
(
Z0s − θ0s
)
ds
∥∥∥∥
2p
]
, (4.70)
for j ∈ {1, . . . , d},
Ej1 =
∫ T
0
E
[∥∥∥∥Y d+1t,t σj (X¯t,t)− σj (XNVt )− 12∆t [σj , σ0] (XNVt )
∥∥∥∥
2p
]
dt, (4.71)
Ej2 =
∫ T
0
E
[∥∥∥∥Y d+1t,t ∂σjσj (X¯t,t)− ∂σjσj (XNVt )− 12∆t
(
∂σ0∂σjσj −
(
∂2σj ⊙ σj + (∂σj)2)σ0) (XNVτˆt )
∥∥∥∥
2p
]
dt,
(4.72)
and
Ej3 =
∫ T
0
E
[∥∥∥∥Zd+1,jt − 12∆t (∂2σ0 ⊙ σj)σj (XNVτˆt )
∥∥∥∥
2p
]
dt. (4.73)
To prove our claim, it suffices to estimate, with at least strong order 3/2, each expectations in
the right-hand side of (4.69).
An estimation with strong order 3/2 of E is given by Proposition 2.4.
Estimation with strong order 2 of Ej1, for j ∈ {1, . . . , d}.
To estimate Ej1, we estimate its integrand, and we denote
ǫj1 (t) = E
[∥∥∥λjt∥∥∥2p
]
, (4.74)
where
λjt = Y
d+1
t,t σ
j
(
X¯t,t
)− σj (XNVt )− 12∆t [σj, σ0] (XNVt ) . (4.75)
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Since
λjt =
(
Y d+1t,t − Idn −
1
2
∆t∂σ0
(
XNVt
))(
σj
(
X¯t,t
)− σj (XNVt )+ 12∆t∂σjσ0 (XNVt )
)
+
(
Y d+1t,t − Idn −
1
2
∆t∂σ0
(
XNVt
))(
σj
(
XNVt
)− 1
2
∆t∂σjσ0
(
XNVt
))
+
(
Idn +
1
2
∆t∂σ0
(
XNVt
))(
σj
(
X¯t,t
)− σj (XNVt )+ 12∆t∂σjσ0 (XNVt )
)
− 1
4
(∆t)2 ∂σ0∂σjσ0
(
XNVt
)
,
(4.76)
combining a convexity inequality and the Cauchy-Schwarz inequality, we obtain
ǫj1 (t) ≤ 42p−1
((
E
[∥∥∥∥Y d+1t,t − Idn − 12∆t∂σ0 (XNVt )
∥∥∥∥
4p
]
E
[∥∥∥∥σj (X¯t,t)− σj (XNVt )+ 12∆t∂σjσ0 (XNVt )
∥∥∥∥
4p
]) 1
2
+
(
E
[∥∥∥∥Y d+1t,t − Idn − 12∆t∂σ0 (XNVt )
∥∥∥∥
4p
]
E
[∥∥∥∥σj (XNVt )− 12∆t∂σjσ0 (XNVt )
∥∥∥∥
4p
]) 1
2
+
(
E
[∥∥∥∥Idn + 12∆t∂σ0 (XNVt )
∥∥∥∥
4p
]
E
[∥∥∥∥σj (X¯t,t)− σj (XNVt )+ 12∆t∂σjσ0 (XNVt )
∥∥∥∥
4p
]) 1
2
+ E
[∥∥∥∥14 (∆t)2 ∂σ0∂σjσ0 (XNVt )
∥∥∥∥
2p
])
.
(4.77)
The first two expectations in the right-hand side of the previous inequality are estimated using
(2.24) and (2.26) from Proposition 2.4, respectively. Since σ0 and σj have bounded first order
derivatives, applying and (2.18) from Lemma 2.2, we obtain a constant βj ∈ R∗+ independent of
N such that:
E
[∥∥∥∥σj (XNVt )− 12∆t∂σjσ0 (XNVt )
∥∥∥∥
4p
]
≤ βj , (4.78)
E
[∥∥∥∥Idn + 12∆t∂σ0 (XNVt )
∥∥∥∥
4p
]
≤ βj , (4.79)
and
E
[∥∥∥∥14 (∆t)2 ∂σ0∂σjσ0 (XNVt )
∥∥∥∥
2p
]
≤ βjh4p. (4.80)
Then it follows that
ǫj1 (t) ≤ 42p−1
(
C1T
4p + 2
√
C1βj + βj
)
h4p, (4.81)
and then
Ej1 ≤ 42p−1T
(
C1T
4p + 2
√
C1βj + βj
)
h4p. (4.82)
Estimation with strong order 3/2 of Ej2, for j ∈ {1, . . . , d}.
As previously, we denote
ǫj2 (t) = E
[∥∥∥µjt∥∥∥2p
]
, (4.83)
32
where
µjt = Y
d+1
t,t ∂σ
jσj
(
X¯t,t
)− ∂σjσj (XNVt )− 12∆t
(
∂σ0∂σjσj −
(
∂2σj ⊙ σj + (∂σj)2) σ0) (XNVτˆt ) .
(4.84)
Since
µjt =
(
Y d+1t,t − Idn −
1
2
∆t∂σ0
(
XNVt
))(
∂σjσj
(
X¯t,t
)− ∂σjσj (XNVt )+ 12∆t
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )
)
+
(
Y d+1t,t − Idn −
1
2
∆t∂σ0
(
XNVt
))(
∂σjσj
(
XNVt
)− 1
2
∆t
(
∂2σj ⊙ σj + (∂σj)2) σ0 (XNVτˆt )
)
+
(
Idn +
1
2
∆t∂σ0
(
XNVt
))(
∂σjσj
(
X¯t,t
)− ∂σjσj (XNVt )+ 12∆t
(
∂2σj ⊙ σj + (∂σj)2) σ0 (XNVτˆt )
)
− 1
4
(∆t)2 ∂σ0
(
XNVt
)(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )+ 12∆t (∂σ0∂σjσj (XNVt )− ∂σ0∂σjσj (XNVτˆt )) ,
(4.85)
combining a convexity inequality, the Cauchy-Schwarz inequality, (2.24) and (2.27) from Propo-
sition 2.4, and (4.79), we obtain
ǫj2 (t) ≤ 52p−1
(
C1h
7p +
√
C1h
4p
(
E
[∥∥∥∥∂σjσj (XNVt )− 12∆t
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )
∥∥∥∥
4p
]) 1
2
+
√
C1βjh
3p + E
[∥∥∥∥14 (∆t)2 ∂σ0 (XNVt )
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )
∥∥∥∥
2p
]
+ E
[∥∥∥∥12∆t (∂σ0∂σjσj (XNVt )− ∂σ0∂σjσj (XNVτˆt ))
∥∥∥∥
2p
])
.
(4.86)
Since σ0 and σj have bounded first order derivatives and ∂2σj is locally Lipschitz with polyno-
mially growing Lipschitz constant, applying and (2.18) from Lemma 2.2, we easily get a constant
γj ∈ R∗+ independent of N such that:
E
[∥∥∥∥∂σjσj (XNVt )− 12∆t
(
∂2σj ⊙ σj + (∂σj)2) σ0 (XNVτˆt )
∥∥∥∥
4p
]
≤ γj , (4.87)
and
E
[∥∥∥∥14 (∆t)2 ∂σ0 (XNVt )
(
∂2σj ⊙ σj + (∂σj)2)σ0 (XNVτˆt )
∥∥∥∥
2p
]
≤ γjh4p. (4.88)
It remains to estimate the last expectation in the right-hand side of (4.86). As the function
F j :=
1
2
∂σ0∂σjσj is locally Lipschitz with polynomially growing Lipschitz constant, we easily
get a constant δj ∈ R∗+ independent of N such that:
E
[∥∥∆t (F j (XNVt )− F j (XNVτˆt ))∥∥2p] ≤ δjh3p. (4.89)
Then it follows that
ǫj2 (t) ≤ 52p−1
(
C1T
4p +
√
C1Tγj +
√
C1βj + γjT
p + δj
)
h3p, (4.90)
and we conclude that
Ej2 ≤ 52p−1T
(
C1T
4p +
√
C1Tγj +
√
C1βj + γjT
p + δj
)
h3p. (4.91)
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An estimation with strong order 3/2 of Ej3, for j ∈ {1, . . . , d} is given by (2.25) from
Proposition 2.3 and this concludes the proof.
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