Abstract-This paper describes a comparative study of performance between the estimated image Jacobian that come from taking into account the epipolar geometry in a system of two cameras, and the well known analytic image Jacobian that is utilized for most applications in visual servoing. Image Based Visual Servoing architecture is used for controlling a 3 DOF articular system using two cameras in eye to hand configuration. Tests in static and dynamic cases were carried out, and showed that the performance of estimated Jacobian by using the properties of the epipolar geometry is such as good and robust against noise as the analytic Jacobian. This fact is considered as an advantage because the estimated Jacobian does not need laborious previous work prior to control task in contrast to the analytic Jacobian does.
I. INTRODUCTION
ISUAL servoing consists in the use of visual information given by visual sensors (i.e. cameras) to control a robotic system. This kind of control turns out to be very useful in many applications because it allows us to know which objects are present in the scene with high accuracy, as well as their position, orientation and velocity. It makes possible to use robots in new domains where the workspace is not known a priori.
Among the existing classifications of visual servoing [4] [11] [12] , one of the most known is the way that visual information is used to define the signal error to control the system [2] : Position Based Visual Servoing (PBVS) and the Image Based Visual Servoing (IBVS). In PBVS features are extracted from the image and used to reconstruct the 3D position of the target, whereas in IBVS the task is defined in the image plane directly through image features. In the latter a matrix is defined called the Image Jacobian, which linearly relates changes in image features and changes in Cartesian coordinates or changes in joints (in this case, it is called fullvisual-motor Jacobian [1] [5] [12] ).
Analytic Image Jacobian is widely used by the most researchers in visual servoing and, it is well known that it requires a thorough knowledge of the involved systems: calibration of the joint system, kinematic calibration of the vision system, and 3D reconstruction of features positions; they all are common sources of possible errors. In past papers [13] [16] [17] we presented a method to estimate image Jacobian by integrating epipolar geometry of the system [3] , and compared with other existing algorithms from the literature by means of tests that consider static [13] and dynamic [16] cases.
In this paper, the performance of two methods of estimating the image Jacobian is compared with that one which calculates the image Jacobian analytically. Methods that consider the estimation of the image Jacobian are represented by both the method that incorporates the fundamental matrix and the recursive least square method, the first method takes into account properties of the epipolar geometry in the system of two cameras [16] and the second method considers properties of recursive techniques [14] which gave good results among others in past work [17] .
The present work realizes a comparative study of the mentioned methods and shows that the system with low values of error in calibration (camera and kinematic) is advantageous against the estimation of the Jacobian. But it is showed that when levels of error increase, the use of the estimated Jacobian is widely justified, this is the main contribution of the paper. Tests were carried out with an articular system of 3 d.o.f., and due to the fact that the articular system comprises revolute and prismatic joints, we consider that conclusions obtained in the present study are valid, and can be extended to a system of more d.o.f. This paper is organized as follows: after the present introduction, section II details the terminology and theoretical concepts used in the paper. Sections III and IV put forward the estimated and analytic Jacobian respectively. Section V describes the control law, whereas section VI describes the workspace applied, tests, and results. Finally section VII reflects our conclusion and future work.
II. IMAGE JACOBIAN
We assume that a robot or positioning system is observed from one or various fixed views. Let 
[ ]
where v u , represent the central image coordinates, f is the focal distance, Z is the space coordinate of the point in camera coordinates, and 
Analytic Jacobian comes from (1) whereas estimated Jacobian from (2) . It must be emphasized that to obtain the analytic Jacobian, there must be considered: the intrinsic parameters of the camera calibration (focal distance, image center coordinates), the 3D reconstruction of the point or an approximation ( Z coordinate), the kinematic calibration of the camera (relation between camera coordinates and joint space origin), and the kinematic calibration of the robot. Most of previous works on visual servoing assume that the system structure and the system parameters are known, or the parameters can be identified in an off-line process. In contrast to estimate image Jacobian dynamically based on changes in both features and joints only. Hereafter, the fullvisual-motor Jacobian sq J will be simply named as the Jacobian J .
It is well known that to calculate the analytic Jacobian is necessary to know the depth of the 3D point, the more precise method to calculate the depth (among others, or to consider a depth constant equal to the desired position) is to realize a 3D reconstruction of the point by using two cameras, thus in the present work a system of two cameras is utilized.
A. Multiple View Jacobian
When several views are used, whether the interaction matrix or the full visual-motor Jacobian can be defined as the concatenation of the partial Jacobian for each view [1] [2] [16] :
' J and '' J are Jacobians of the first and the second image respectively.
It's worth noticing that both Jacobians share the same joint increments, although visual features are managed independently. In previous work [16] , we carried out experiments comparing the results obtained using one of the cameras and those obtained using two cameras: our results showed that using two cameras instead of one improved the behaviour of the all methods we tested. In many applications, improvement on the performance justifies the [18] gathers diverse methods to estimate the image Jacobian, Two of them are described in this section, the first method was designed by the authors and is based on incorporating the epipolar constraint of the system [16] , the second method is based on the recursive updating of the Jacobian considering a covariance matrix with a forgetting factor [14] , due to its good results in past works [13] [16] [17] this method is included into the tests and is described below. It is worth also mentioning the Kalman method where the system is modelled by its state variables which are updated using Kalman filter equations [15] , the Broyden method that recursively update the Jacobian by using the last movement and the previous Jacobian [5] . Recently, it was presented two new methods of estimating the global visual-motor Jacobian [7] , the first one is a K-nearest neighbourhood regressor over Jacobian that uses previously estimated local models, the second method stores previous movements and computes an estimate of the Jacobian by solving a local least squares problem.
The all mentioned methods considerate a discrete counterpart model of equation (2) defined by the equations:
where J is assumed to be a constant.
A. Adding the Epipolar Constraint
Epipolar constraint (5) is taken into account in calculating the image Jacobian (2) (4). If the considered visual features are centroids of points, and if we note a point in the first camera by ( '), and in the second camera by ( '' ), the projection of a 3D point on both images must satisfy the epipolar restriction equation:
'' ' 0
for moments k or k-1 respectively, where features are expressed in projective notation (~), and F is a 3x3 matrix known as the fundamental matrix. Its knowledge is known as weak or projective calibration. A more detailed description can be found in [8] and [10] .
On the other hand, features at moments k and k-1 for each camera, are given by:
where
, and ′ J  , ′′ J  contain the variables to be solved, which are elements of image Jacobian for each camera and have the form (system of n DOF):
to do dimensionally correct equation (6), where 1,n 0 is a row vector of dimension n. Substituting (6) in the second equation of (5), ordering terms and considering the first equation of (5) 
Equation (8) and linear equations (4) for each camera form a set of equations solved at every move applying LevenbergMarquadt optimisation. The non-linear system is initialized with a Jacobian obtained by a linear method [18] and converging after a few iterations. To obtain the enough number of equations to solve the equations system, the last realized moves method [18] was applied as well as a reliability factor [16] . We must remark that a normalization of input data [9] (image points and articular increments) is carried out before calculation of the Jacobian in order to homogenize importance of each equation.
B. Recursive Least Squares (RLS) Methodt
In this method the Jacobian is estimated recursively by a least squares algorithm [1] [14] , its equations are:
is the image features error, and * k s the desired features, and
is the covariance matrix. The behaviour of this method depends on the parameter λ , which varies in a range from 0 to 1, and ponders previous movements. λ settles a compromise between the information provided by old data from previous moves and new data, possibly corrupted by noise. In the presence of moderate noise, values of λ close to 0.9 are often used
IV. ANALYTIC IMAGE JACOBIAN
The analytic image Jacobian is given by [4] :
where rq J is the robot Jacobian, N is a matrix that contains the direct kinematic of the robot:
where [ ] J , thus there is a different analytic Jacobian for each camera, and the control of the system is realized by using both Jacobians together.
As can be seen in (11), analytic Jacobian depends on several parameters and transformations that become it very dependent on their accuracy, some of them are constants as the calibration of the cameras, and the camera-robot transform, others must be determined on line as the direct kinematic and the robot Jacobian.
V. CONTROL LAW
The task function k e to be regulated to zero is given by:
where * s and k s are vectors of desired and current features at moment k respectively.
A proportional control law based on the pseudoinverse of the Jacobian [2] [4] was utilized to control the system, where the exponential decay of k e to 0 is obtained by imposing
(being λ is a positive scalar that regulates the convergence rate), the corresponding control law for the static (positioning) case is:
being − + = the pseudoinverse of the Jacobian, since there are more features than number of DOF. It is proved that (15) has local asymptotic stability [2] .
For the dynamic (tracking) case, a predictive term is added to (15) based on the last and the penultimate reference [14] :
( )
In control laws (15) and (16), the estimated Jacobian and analytic Jacobian are used alternatively.
VI. EXPERIMENTS
In this section we describe our experimental equipment and results.
A. Experimental Setup
The system used in the experiments consists of: 1) A joint system: composed of a high precision positioning device and its controller, model Newport MM3000 (see Fig. 1 ). The system has 3 DOF: one prismatic and two revolute joints, and their theoretical precisions are of a thousandth of a millimeter and a thousandth of a degree. The visual control object, is made out of five black points on a white background, the projection of which on the image will be the control features, and has been attached to the last link of the joint system 2) An image acquisition and processing system: composed by two CV-M50 analogic cameras and a Matrox Meteor II-MC image acquisition board, which allows simultaneous acquisition from both cameras. The cameras, fixed in the working environment, are separated by about 700 millimeters, their both axes converge towards the joint system, and they are separated from it by about 1200 millimeters. Visual features are detected with sub-pixel precision, and due to the simplicity of the image, the error is estimated to be of less than 0.2 pixels. Tests are realized by using 2, 3, 4, or 5 points 
B. Control Objective
We have contrasted the performance of the analytic Jacobian (ANLTC) method with two methods to estimate the image Jacobian: by integrating epipolar restriction (FUNDMAT) and by using recursive last square algorithm (RLS). Experiments consist of static (positioning) and dynamic (tracking) tasks using the respective control law, where the number of points for controlling the system is taken into account. Likewise tests were carried out without added noise and with added noise (Gaussian noise with 0.5 σ = pixel) in detecting features. Image features are centroids of projected points (Fig. 1) . Visual features must be reachable and the visual object must be visible from both views. Due to the fact that the joint system has only 3 DOF, and to ensure coherence, we have obtained visual features for all desired positions previously from a teach-by-showing technique [12] where the joint system is moved to a desired position and its corresponding image features are recorded. In this way, values of desired features ( * q ) are obtained, which are utilized not to control the system but only in the evaluation of the control.
1) Static case: starting from an initial position, the system has to achieve desired features consecutively (Fig.2) . A trajectory will be generated in both image planes and in the joint space. If the error (Euclidean distance) between current and desired features is less than 0.6 pixels, it is meant that desired features have been reached. A high number of positions (up to 50) obtained randomly in the whole workspace are linked in order to obtain more representative results
2) Dynamic case:
The system has to follow some image features belonging to a curve trajectory set in advance into the workspace (Fig. 3) built from random parameters. Similar to static case, in order to obtain more representative results, a high number of trajectories to be tracked are generated into the workspace.
C. Evaluation Indices
In order to evaluate the performance of the methods, we consider an index to be measured from image plane Index 0, and two indices to be measured from joint space Index 1s, and Index 1d. Index 0 is utilized either for static or for dynamic case, Index 1s for static case and Index 1d for dynamic case. It is worth remarking that low values of indices mean better performance. Indices are defined as follows:
1) Index 0: Sum of Euclidean distances between desired and current visual features. It is weighted by number of considered points to control the system, number of cameras, and number of desired positions: 
D. Results
Numerical results are resumed in Table I and Table II . Table I and Table II show that ANLTC and FUNDMAT methods work quite similar especially for dynamic case, in general both methods work quite well. RLS shows the least good performance. Similar graphs for the case without added noise can be also drawn. Fig. 2 and Fig. 3 show the articular evolution for FUNDMAT method with added noise, static and dynamic case respectively. Red circles represent desired positions to be reached, and the evolution of the joint system is drawn in blue lines 1) Perturbation of transforms: It is well-known that analytic Jacobian has a strong dependency of parameters that have to be calculated both on line and off line prior to the control task (see equation (11)). In this sense, in order to evaluate this dependence, the analytic Jacobian has been calculated based on:
• Degrading the depth Z of the 3D point to be detected in about 2%, up to 5% (Table III and Table IV) . A constant depth equal to the desired position which is a common solution in visual servoing [2] [6].
• Degrading cr R and cr t of the camera-robot transform (equation (13)) in about 2% up to 4% (Table V and   Table VI) . Where a random perturbation of both the elements of cr t and Euler angles of cr R was applied. In this way, tests were also carried out with this degraded analytic Jacobian. It was observed that increasing these levels of degradation the system is no longer controlled. Table III and Table V show results for static case, whereas Table IV and Table VI for dynamic case. The notation is as follows: ANLTC Z2%, ANLTC Z3%, ANLTC Z4%, ANLTC Z5%, degradation of the depth of the detected 3D point in 2%, 3%, 4%, 5% respectively, for the calculation of the analytic Jacobian, and ANLTC Zd, calculation of the analytic Jacobian with depth constant and equal to the depth of the desired 3D point, ANLTC W2%, ANLTC W3%, and ANLTC W4%, perturbation in 2%, 3%, and 4% of the camera-robot transformation. Tables III-VI show that with these levels of perturbations either depth Z or camera-robot transform, the behaviour of ANLTC is also degraded. Both static and dynamic cases show the same tendency. Furthermore, these figures show that RLS has less good behaviour than ANLTC and FUNDMAT.
Results with added noise are quite similar, that means that these kinds of perturbation affect to the analytic Jacobian much more than noise. Fig. 4 and Fig. 5b show the articular evolution without noise of some degraded analytic Jacobian. Articular evolution with added noise static case for RLS is also shown in Fig. 5a Fig.4a and Fig.4b show an important degradation of the trajectory for ANLTC Z5% and ANLTC W4% respectively even noise was not added. Trajectory of RLS (Fig 5a) with added noise has not the same good behaviour as ANLTC and FUNDMAT (Fig.2) . Trajectory of ANLTC Zd (Fig. 5b) has no good performance even without noise. Joint evolution for dynamic case is drawn in Fig. 6 , which show that evolution in blue does not follows red circles trajectory even noise is not added. 2) Incrementing level of added noise: Additional tests were carried out by incrementing the level of added noise up to σ =1. The results showed that in all cases for te performance of the analytic Jacobian, the level of degradation are more important than the levels of added noise, whereas at these same levels of noise, the performance of the estimated Jacobian FUNDMAT is not affected.
VII. CONCLUSION
A performance comparison has been carried out between a control task that comes from the estimation of the image Jacobian (represented by both FUNDMAT that integrates the fundamental matrix and RLS the recursive least square method) and that one that comes from a calculation (ANLTC, analytic Jacobian method). Tests showed that in absence of noise, behavior of these three methods work quite similar. But in tests with added noise, FUNDMAT and ANLTC showed to be very robust. Analytic Jacobian works well, but at the expense of doing laborious previous work to the control task, it needs the camera calibration, 3D reconstruction of the point, the camera-robot transformation, and the robot Jacobian. Tests with perturbation of either camera-robot transformation or depth of the detected 3D point showed that performance of the analytic Jacobian is degraded even low values of perturbation.
Considering the good performance of the method that estimates the image Jacobian by integrating the fundamental matrix, and the fact that this method does not need previous work to the control task in contrast to the analytic Jacobian does, it is considered as an advantage. This fact becomes it to be appropriate for tasks in unknown or changing environments because the knowledge of the fundamental matrix is not an objection, and its calculation has been proven to be much more simple, robust and reliable. The future work is the analysis of the system stability with the control law generated from the estimated Jacobian..
