In the sparse vector recovery problem, the L 0 -norm can be approximated by a convex function or a nonconvex function to achieve sparse solutions. In the low-rank matrix recovery problem, the nonconvex matrix rank can be replaced by a convex function or a nonconvex function on the singular value of matrix to achieve low-rank solutions. Although the convex relaxation can easily lead to the optimal solution, the nonconvex approximation tends to yield more sparse or lower rank local solutions. As a natural extension of vector and matrix to high order structure, tensor can better represent the essential structure of data for modeling the high-dimensional data. In this paper, we study the low tubal rank tensor recovery problem by nonconvex optimization. Instead of using convex tensor nuclear norm, we use nonconvex surrogate functions to approximate the tensor tubal rank, and propose a tensor based iteratively reweighted nuclear norm solver. We further provide the convergence analysis of our new solver. Sufficient experiments on synthetic data and real images verify the effectiveness of our new method.
I. INTRODUCTION
In recent years, low-rank matix minimization has been widely studied and applied in machine learning tasks, such as image and video recovery, image segmentation, motion segmentation, background modeling, etc. [1] - [3] . Since the matrix rank minimization problem is usually difficult to solve (even NP-hard), the matrix rank is relaxed and approximated by the convex matrix nuclear norm. The matrix completion problem [4] is a known example of matrix rank minimization problem, which aims at recovering low-rank matrix X from incomplete observed matrix M. Its mathematical model can be expressed as min X X * , s.t. P (X) = P (M).
where X * denotes the nuclear norm of matrix X (i.e., the sum of its singular values), is the set of locations corresponds to the observed matrix elements, P is a linear operator which preserves the entries in and fills the entires not in zeros. The Robust Principal Component Analysis (RPCA) problem [5] is another example, which aims to recover the low rank component X and sparse component E where E 1 denotes the sum of the absolute values of matrix elements, and λ is a positive weighting parameter. Generally, the above two convex models can be solved by the polynomial time algorithms. For example, Accelerated Proximal Gradient with Line search (APGL) [6] is proposed to solve a nuclear norm regularized least squares matrix completion convex problem. Augmented Lagrange Multiplier (ALM) [7] is proposed to solve a convex and non-smooth RPCA problem.
However, the convex matrix nuclear norm may be a loose approximation of the matrix rank. Some nonconvex penalty functions and solvers are proposed to approximate the rank of the matrix to obtain a better low-rank solution. For example, [8] extended the Iteratively Reweighted Least Squares(IRLS) algorithm to minimize the nonconvex Schatten-p norm, which serves as a smooth approximation of the matrix rank. The Iteratively Reweighted Nuclear Norm (IRNN) algorithm [9] proposed to solve the general nonconvex nonsmooth low-rank minimization problem and provided the convergence analysis. Compared with the most VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ advanced convex models and algorithms, the nonconvex low-rank models achieved much better recovery performance in practice.
With the real data becoming more and more abundant, the structure of real data becoming more and more complex, such as web data, multimedia data, multi-spectral data, and so on. Making full use of the structural information of data is the key for data representation. The representation of data in the form of vectors and matrices fails to fully express the structure features of these data. As a natural extension of vector and matrix to a higher order case, tensor can better represent the essential structure of data.
In order to take advantage of the tensor structure, it is natural to consider manipulating the tensor by extending the low-rank matrix minimization to low-rank tensor minimization. The low-rank tensor minimization has also been widely used in image or video recovery [10] - [12] , background modeling [13] , subspace clustering [14] . It expected to extend the model and solver from matrix case to tensor case. However, this is difficult because the numerical algebra of tensor case is different from matrix case [15] . Several different definitions and convex surrogates of tensor rank have been proposed [12] , [13] , [16] . For example, motivated by the tensor Singular Value Decomposition (t-SVD) which is based on the tensor-tensor product (t-product) [17] , a new tensor rank named tensor tubal rank is proposed [18] , [19] . Based on the computable t-SVD, the tensor nuclear norm is used as the convex approximation of the tensor tubal rank [12] , [13] . Similar to matrix case, the low-rank tensor minimization can be applied to solve the tensor completion problem and Tensor Robust Principal Component Analysis (TRPCA) problem. For instance, the work [12] studies a low tubal rank tensor completion problem by convex tensor nuclear norm minimization min X X * , s.t. P (X ) = P (M).
where X * indicates the tensor nuclear norm of X . The definition of tensor nuclear norm can be found in Section II-A. In addition, [13] studies the TRPCA problem by convex tensor nuclear norm and 1 -norm minimization min X ,E
where E 1 denotes the 1 -norm, and M is the given observation which can be decomposed into low-rank component X and sparse component E. Since the above problems are convex, they can be solved by the alternating direction multiplier method [20] efficiently.
As can be seen from [12] and [13] , the tensor completion method usually outperforms the matrix completion method, and the tensor based TRPCA perform much better than the matrix based RPCA in color image recovery. The reason is that matrix based method is manipulate on each channel independently, while tensor based method performs well by taking advantage of the information cross channels. What is more, t-SVD is based on an operator theoretic interpretation of 3-way tensors as linear operators on the space of oriented matrices, the tensor tubal rank can avoide the loss of inherent information in matricization of a tensor and characterize the inherent low-rank structure of the tensor well [11] , [21] .
However, the tensor nuclear norm suffers from the same issue as the matrix case, as it is a loose approximation of the tubal rank of a tensor. Consequently, the solution of the corresponding convex model may not be an ideal approximation in many cases. Therefore, many nonconvex models and solvers have been proposed [22] - [26] . For example, [22] proposed a t-SVD based nonconvex approximation of tensor tubal-rank named partial sum of the tensor nuclear norm (PSTNN). By using the PSVT solver, two alternating direction method of multipliers (ADMM) algorithms have been proposed to solve the corresponding nonconvex optimization problem. The work [23] proposes a t-SVD based tensor Schatten-p norm, which approximates the tensor tubal rank better than the convex tensor nuclear norm. The corresponding nonconvex optimization problem can be transformed into many convex optimization sub-problems equivalently by decomposing the target tensor into many small-scale tensors, and then solved by ADMM. The work [24] proposes a Laplace function based nonconvex surrogate for tensor multi-rank, which assigns weights to each singular values adaptively. The corresponding nonconvex optimization problem is solved by ADMM. In [25] , an alternating minimization method, which iteratively refines estimation of the singular values, is proposed for nonconvex tensor completion. In [26] , a softimpute-like algorithm, namely iterative singular tube thresholding (ISTT), is proposed for the optimization of noisy low tubal rank tensor completion. In practice, the performance of this algorithm is better than many convex algorithms in most cases. As we know, ADMM [7] is a widely used solver for linearly constrained convex problems with separable objectives, and various improvements are made to it. For example, [20] generalizes previous ADMMs to the unified frameworks, which are capable of solving the problems with non-separable objectives by minimizing their separable majorant surrogates. However, existed works with strong convergence guarantee focus on convex optimization. The convergence results of ADMM for nonconvex optimization is much weaker. This motivates to study more efficient solvers for nonconvex optimization and provide stronger convergence guarantee.
In this paper, we propose to use nonconvex surrogate functions to approximate the tensor tubal rank. Note that we do not consider special nonconvex functions. We study a family of general nonconvex functions which satisfy certain conditions. Thus, our proposed nonconvex low-rank tensor recovery model is very general. Then a tensor based iteratively reweighted nuclear norm algorithm is proposed to solve the nonconvex program. Experiments on synthetic data show that the proposed nonconvex model and its solution lead to much better recovery performance than the convex model. Furthermore, experiments on real images verify that the proposed model and algorithm can achieve better recovery results in practice.
The rest of this paper is structured as follows. In Section II, we first present some background knowledge about tensors which will be used later. In Section III, we present the nonconvex surrogate functions of the tensor tubal rank. In Section IV, we propose our new solver for nonconvex low-rank tensor minimization and provide the convergence analysis. Section V conducts some experiments. Finally, we conclude this work in Section VI.
II. PRELIMINARIES A. TENSOR-TENSOR PRODUCT
In this section, some tensor symbols, definitions and theorems are introduced, most of which were described previously [13] . Table 1 gives some basic notations and we introduce more operations on tensors below.
For A ∈ C n 1 ×n 2 ×n 3 , its 1 -norm is denoted as A 1 = ijk |a ijk |, its infinity norm is denoted as A ∞ = max ijk |a ijk |, and its Frobenius norm is denoted as A F = ijk |a ijk | 2 . For a matrix A ∈ C n 1 ×n 2 , its spectral norm is denoted as A = max i σ i (A), where the singular values of A are expressed in σ i (A)'s, and its nuclear norm is denoted as A * = i σ i (A). For a vector v ∈ C n , its 2 -norm is denoted
For A ∈ R n 1 ×n 2 ×n 3 , we denoteĀ ∈ C n 1 ×n 2 ×n 3 as the result of Discrete Fourier Transformation (DFT) performed on A along the 3-rd dimension, i.e.,Ā = fft(A, [ ], 3). On the contrary, A is the result of inverse DFT performed onĀ, i.e., A = ifft(Ā, [ ], 3).Ā ∈ C n 1 n 3 ×n 2 n 3 is a block diagonal matrix, with its i-th diagonal matrix block being the i-th frontal slice ofĀ, which is denoted as
We denote bcirc(A) ∈ R n 1 n 3 ×n 2 n 3 as the block circulant matrix of A. Its definition is given below
For A ∈ R n 1 ×n 2 ×n 3 , the operator unfold and the inverse operator fold are denoted as (1) A (2) . . .
where the operator unfold maps A to a matrix of size n 1 n 3 × n 2 .
Next, we will introduce some important definitions and theorems, e.g., tensor-tensor product (T-product) [17] , tensor singular value decomposition (T-SVD) [17] , and Tensor Nuclear Norm (TNN) [13] .
Definition 1 (T-product): [17] The t-product of A ∈ R n 1 ×n 2 ×n 3 and B ∈ R n 2 ×l×n 3 is defined as an n 1 × l × n 3 sized tensor
Definition 2 (Conjugate Transpose): [13] The conjugate transpose of A ∈ C n 1 ×n 2 ×n 3 is a tensor A * ∈ C n 2 ×n 1 ×n 3 , which is obtained by two steps: first, conjugate transposing each frontal slice of A, then, reversing the order of frontal slices two through n 3 .
Definition 3 (Identity Tensor): [17] The identity tensor is a tensor I ∈ R n×n×n 3 , whose first frontal slice is a n×n sized identity matrix, and other frontal slices are zeros.
Definition 4 (Orthogonal Tensor): [17] The orthogonal tensor is a tensor Q ∈ R n×n×n 3 satisfying Q * * Q = Q * Q * = I. Definition 5 (F-diagonal Tensor): [17] The f-diagonal tensor is a tensor with all frontal slices being diagonal matrices. VOLUME 7, 2019 Theorem 1 (T-SVD): [13] , [17] Tensor A ∈ R n 1 ×n 2 ×n 3 can be factored as
where S ∈ R n 1 ×n 2 ×n 3 is a f-diagonal tensor, U ∈ R n 1 ×n 1 ×n 3 and V ∈ R n 2 ×n 2 ×n 3 are orthogonal tensors.
An illustration of the t-SVD of an n 1 × n 2 × n 3 sized tensor [27] .
T-SVD is illustrated intuitively in Figure1. By using the fast Fourier transformation, T-SVD can be computed efficiently. First, a Fourier transformation is performed on A along the 3-rd dimension to obtainĀ. Then, matrix SVD is operated on each frontal slice ofĀ respectively to obtain the corresponding three components. Finally, the inverse Fourier transformation is applied on the three components. It is worth noting that the matrix SVD is operated on a complex field, but the final result obtained by the inverse Fourier transformation must be real tensors. Details of the computing of t-SVD can be found in [13] .
Definition 6 (Tensor multi-rank and tubal rank): [13] , [18] The multi-rank of A ∈ R n 1 ×n 2 ×n 3 is defined as a n 3 sized vector rank(A) = (rank(Ā (1) ), · · · , rank(Ā (n 3 ) )).
Given A ∈ R n 1 ×n 2 ×n 3 with corresponding t-SVD A = U * S * V * , the tensor tubal rank of A ∈ R n 1 ×n 2 ×n 3 is defined as the number of nonzero singular tubes of S rank t (A) = #{i, S(i, i, :) = 0} = #{i, S(i, i, 1) = 0}.
Definition 7: [Tensor nuclear norm, TNN] [13]
Given A ∈ R n 1 ×n 2 ×n 3 with corresponding T-SVD A = U * S * V * , its tensor nuclear norm is denoted as
where r = rank t (A).
B. SUPERGRADIENT OF A CONCAVE FUNCTION
In this section, we introduce the concept of supergradient which will be used in the convergence analysis in Section IV. Subgradient is the extension of the gradient of the convex function at nonsmooth points, and supergradient is the extension of the gradient of the concave function at nonsmooth points. If g(x) is concave and differentiable in x, then
Further, when g(x) is nonsmooth at x, the gradient extends to the supergradient [9] . Definition 8: Let g : R n → R be concave, and vector v be the supergradient of g at point x ∈ R n . For each y ∈ R n , the following formula holds
If g is nonsmooth at x, the supergradient of g at x may not be unique, and all supergradients are called the superdifferentiation of g at x and is denoted as ∂g(x). If g is differentiable at x, ∇g(x) is the unique supergradient, and ∂g(x) = {∇g(x)}.
For concave function g, −g is convex, and the converse is also true. According to this fact, there has the following relationship between the supergradient of g and the subgradient of −g.
Lemma 1: Let g(x) be concave, and h(x) = −g(x). For any v ∈ ∂g(x), u = −v ∈ ∂h(x) holds, and vice versa. The relationship between the supergradient and the subgradient given by Lemma 1 leads to some properties of the supergradient. As we all know, for any u 1 ∈ ∂h(x), u 2 ∈ ∂h(y), the subdifferential of convex function h is called monotone operator, namely
While the superdifferential of concave function has opposite property as following.
, the superdifferential of concave function g is called antimonotone operator, namely
Lemma 2 is an important lemma in the convergence proof. Assume that g(x) is concave. If x ≤ y, we have the following result by (6) v 1 ≥ v 2 , for any v 1 ∈ ∂g(x) and v 2 ∈ ∂g(y),
III. NONCONVEX LOW-RANK TENSOR PENALTY
In this section, we propose a nonconvex low-rank tensor penalty function to better approximate tensor tubal rank. For X ∈ R n 1 ×n 2 ×n 3 , note that TNN has the following important property [13] 
where σ i (X (j) ) denotes the i-th singular value ofX (j) ∈ R n 1 ×n 2 , and m = min(n 1 , n 2 ). Motivated by the convex tensor nuclear norm in (8) , we can define the following nonconvex penalty function
where g λ denotes some type of nonconvex function. If g λ (x) = x, then R(X ) reduces to the tensor nuclear norm in (8) . In this work, we focus on the study on the nonconvex function g λ . There are many choices of nonconvex functions g λ , e.g., the L p -norm. See some popular examples in Table 2 . Figure 2 plots these nonconvex functions and their supergradients. Based on the nonconvex penalty function in (9), we then focus on the following nonconvex low-rank tensor optimization problem
where f denotes some loss function, which can be nonconvex.
Usually, the loss function should be non-trivial. As we know, many machine learning models fall into the formulation in (10). If g λ (x) = λx is selected for model (10) , then R(X ) = λ X * . In this case, problem (10) is equivalent to the following well-known tensor nuclear norm (TNN) regularized problem min X λ||X || * + f (X ).
If f (X ) is convex, problem (11) is the most commonly used convex relaxation for tensor tubal rank minimization problem min X λrank t (X ) + f (X ).
The tensor rank minimization problem is difficult to solve. It is even NP-hard. However, t-SVD and TNN are computable. Due to the good properties of TNN, TNN is usually used as a convex surrogate and thus the convex problem (11) can be solved exactly.
The main advantage of TNN based convex model is that its optimal solution is computable. However, TNN is only an approximation of tensor tubal rank. In many cases, this approximation may be too loose. In short, the tensor rank cannot be well defined and replaced by a tight convex relaxation. Similar phenomenons have been observed in the matrix nuclear norm (convex) and matrix rank (nonconvex) for low-rank matrix recovery [32] , and the L 1 -norm (convex) and L 0 -norm (nonconvex) for sparse vector recovery [33] . In order to better approximate the nonconvex L 0 -norm or matrix rank, many nonconvex surrogate functions have been proposed. Take the L p -norm [28] for example, it can approximate the nonconvex L 0 -norm better, what's more, it is extended on matrix singular values to approximate the matrix rank function. Several penalty functions are listed in Table 2 and shown in Figure 2 . These penalty functions share common characteristics: concave and monotonically increasing on [0, ∞). Therefore their supergradients (see Section II-B) are nonnegative and monotonically decreasing.
In this work, these nonconvex surrogate functions are extended to tensor model to better approximate the tensor tubal rank. As can be seen from the above analysis, the nonconvex low-rank tensor optimization model is expected to get better local solutions, although the optimal solution can not be guaranteed. For R(X ) in (9), we can choose g λ as the penalty functions listed in Table 2 . In Section IV, we present the new solver for problem (10) and provide the convergence analysis.
IV. ITERATIVELY REWEIGHTED NUCLEAR NORM ALGORITHM AND CONVERGENCE ANALYSIS
In this section, the tensor based Iteratively Reweighted Nuclear Norm is proposed to solve the nonconvex low-rank tensor optimization model (10) , and the convergence analysis is given.
A. TENSOR BASED ITERATIVELY REWEIGHTED NUCLEAR NORM ALGORITHM
As can be seen from the model (10), its two terms in the objective function are defined in the Fourier domain (complex number field) and original domain (real number field), which makes the problem more complex. Our method is inspired by the optimization methods of nonconvex sparse representation and nonconvex low-rank matrix optimization. But there have some key differences. For example, we need to perform operations on both the real number field and complex number field, and we need to ensure that the tensor obtained by the inverse Fourier transformation is a real.
In order to ensure the convergence of the algorithm, we make the following assumptions for nonconvex model (10) A1 g λ : R → R + is continuous, monotonically increasing on [0, ∞), concave, and may be nonsmooth. A2 f : X ∈ R n 1 ×n 2 ×n 3 → R + is a C 1,1 type smooth function, i.e., its gradient is Lipschitz continuous,
where for any X ,
Here, (X (j) ) k is denoted as the k-th iteration ofX (j) . To simplify the symbol, we denote σ j i = σ i (X (j) ) and (σ j i ) k = σ i ((X (j) ) k ). According to the properties of singular values of matrices, we have
Since g λ is a concave function on [0, ∞), according to the definition of supergradient, we have
where
According to (14) and the anti-monotonicity of supergradient [9] , we have
Property (15) motivates us to use the right side instead of the left side to solve a relaxed problem of model (10)
However, problem (18) is still difficult to solve. According to the assumption A2, ∇f is Lipschitz continuous, we can consider linearizing f (X ) and adding a proximal term
where µ > L(f ) ensures the convergence of the algorithm (see the convergence analysis later). Substituting (19) into (18), we get
Although problem (20) is still nonconvex, it has a closed form solution given below.
Lemma 3: For any λ > 0, X , Y ∈ R n 1 ×n 2 ×n 3 , where m = min(n 1 , n 2 ). W ∈ R n 1 ×n 2 ×n 3 is a f-diagonal tensor, whose diagonal element W (j)
and its optimal solution is
where Y = U * S * V * is the SVD of Y, and T λW (S) = ifft((S − λW) + , [ ], 3). Proof: First, the required solution X is a real tensor. Each front slice ofS are singular values of matrices, thusS is a real tensor. Thus, (S − λW) + is also a real tensor. According to Lemma 2.1 in [13] , T λW (S) is a real tensor too. Second, problem (21) is equivalent to arg min
According to the matrix SVD, the j-th front slice ofT λW (S) is the solution of the j-th subproblem of problem (23) . Thus, (22) gives the solution to problem (21) . The proof is completed.
With the solution to problem (20) , we have a complete tensor based Iteratively Reweighted Nuclear Norm algorithm for solving model (10) . The algorithm is summarized in Algorithm 1. We simply denote this algorithm as IRNN(T).
B. CONVERGENCE ANALYSIS
In this section, we give the convergence proof of Algorithm 1.
Lemma 4: [34] , [35] Let f : R m×n → R be a continuous and differentiable, and have Lipschitz continuous gradient and Lipschitz constant L(f ). Then, the following inequality holds
for any X , Y ∈ R m×n , and µ ≥ L(f ). Theorem 2: Assume that g λ and f in model (10) satisfy the assumptions A1-A3. The sequence {X k } obtained by Algorithm 1 has the following properties (1) 1) F(X k ) decreases monotonously, namely Initialize: k = 0, X k = 0, and (w j i ) k = 0, i = 1, · · · , m, j = 1, · · · , n 3 . Output: X * . while not converge do 1.
1) Update X k+1 by solving problem (20) . 3) .
(2) Calculate each frontal slice ofŪ ,S andV fromȲ as follows:
2) Update the weights (w j i ) k+1 (i = 1, · · · , m, and j = 1, · · · , n 3 ) by:
end while
Proof: First, according to assumption A2, ∇f is Lipschitz continuous. By Lemma 4, we have
Second, according to the fact that X k+1 is the optimal solution to problem (20) . This implies that
which is equivalent to
Combining (15), (26) and (27), we obtain
Therefore, F(X k ) is a monotonically decreasing sequence. Further, by adding up all the inequalities in (28) for k ≥ 1, we obtain
or equivalently,
Since µ > L(f ), we thus have X k − X k+1 → 0. In addition, according to assumption A3, {X k } is a bounded sequence, and must have convergent subsequences.
Theorem 2 gives the convergence of IRNN(T), it decreases the value of the objective function monotonously. Since
{X k
} is a bounded sequence, it must have convergent subsequences, and any convergence point of it is a stationary point. We would like to emphasize that, compared with matrix based IRNN algorithm [9] , [36] , our proposed IRNN(T) is much more complex in computation and the convergence proof. First, the roles of the singular values used in the nonconvex surrogate functions are different. The nonconvex surrogate functions in matrix IRNN are performed on the singular values of the matrix in the real number domain. In our IRNN(T), there has no singular values of tensors and the nonconvex surrogate functions are performed on the singular values of the frontal slices in the complex number domain. Second, in our IRNN(T), we have to perform FFT and inverse FFT in each iterations. The singular value thresholding is performed in the complex number domain. But we have to make sure that the obtained tensors are in the real number domain after inverse FFT. This is guaranteed by a careful construction using some special properties of FFT. However, in matrix IRNN, only the singular value thresholding in the real number domain is performed and thus it is much easier. Finally, the convergence proof of our IRNN(T) is much more complex, as we have to do a lot of operations on both the original domain and the Fourier domain, and also ensure that the obtained tensors in each iterations are real numbers. The matrix IRNN has no such challenges. Also, it is obvious that our IRNN(T) is very different from some other iteratively reweighted solver, e.g., [37] , [38] , as we perform the nonconvex functions on the singular values of frontal slices of tensors in the Fourier domain. The obtained nonconvex regularizer is non-separable. The used nonconvex functions defined on the entries of vectors are separable and thus they are easier to solve.
For the time complexity of Algorithm 1, each iteration requires computing FFT and performing SVD. The per-iteration cost is O(n 1 n 2 n 3 log n 3 + n (1) n 2 (2) n 3 ), where n (1) = max(n 1 , n 2 ) and n (2) = min(n 1 , n 2 ). Note that each iteration in ADMM has the same operations and thus the per-iteration cost of Algorithm 1 is the same as those in ADMM for convex tensor nuclear norm minimization.
V. EXPERIMENTS
To evaluate the performance of our method, we apply the proposed nonconvex tensor model (10) and IRNN(T) algorithm on both synthetic data and real images. The t-product toolbox [39] is used for the efficient implementation of our IRNN(T) method.
As we know, how to recovery the original data from the missing complex data is important in the field of machine learning and computer vision. Here we examine our method on the problem of nonconvex low-rank tensor completion
For the penalty function g λ , it satisfies the assumption A1.
We evaluate penalty functions listed in Table 2 , including L p -norm [28] , Logarithm, MCP and ETP. For the loss function, f (X ) = 1 2 ||P (X − M)|| 2 F is adopted. Here is the indices of samples, and P : R n 1 ×n 2 ×n 3 → R n 1 ×n 2 ×n 3 is a linear operator which keeps the same the entries in and sets those outside as zeros. The loss function satisfies the assumption A2, and its gradient is Lipschitz continuous with the corresponding Lipschitz constant L(f ) being 1.
For the choices of parameters in IRNN(T), we set µ = 1.1. To choose an appropriate λ, we adopt a continuation technique to improve the low-rank tensor recovery performance. The value of λ is initially set at a relatively larger value λ 0 , and then is dynamically decreased by λ = η k λ 0 with η < 1. The iteration is terminated when the value reaches a predefined value λ t . X is initialized as a zero tensor. To determine the values of parameters (e.g., p and γ ) in the nonconvex penalty functions, we define a candidate set and use the value with overall good performance in most cases.
Then, the nonconvex low-rank tensor completion problem (31) adopt the penalty functions listed in Table 2 , and is solved by IRNN(T) algorithm. These methods are denoted as IRNN(T)-L p , IRNN(T)-Logarithm, IRNN(T)-MCP and IRNN(T)-ETP, respectively. We compare our new methods with the following methods:
• Nonconvex low-rank matrix completion problem with the penalty functions listed in Table 2 min
It can be solved by IRNN. These methods are denoted as IRNN-L p , IRNN-Logarithm, IRNN-MCP and IRNN-ETP, respectively.
• Nuclear norm regularized least squares convex problem solved by Accelerated Proximal Gradient with Line search (APGL), which is denoted as APGL-NN. The convex matrix completion problem
• Tensor nuclear norm (TNN) based convex completion problem
It can be solved by Alternating Direction Method of Multiplier (ADMM). This method is denoted as ADMM-TNN. Note that, both synthetic data and real images have three channels. Due to the tensor construction of data, tensor based method can be directly applied to all channels, while matrix based method is performed on each channel separaly and then First, we use the Matlab command randn to generate a tensor M ∈ R n 1 ×n 2 ×n 3 , where n 1 = n 2 = n 3 = 50. 50% of elements in M are randomly set as missing. Then, for each low-rank tensor with only part of the elements known, IRNN(T)-L p , IRNN(T)-Logarithm, IRNN(T)-MCP, IRNN(T)-ETP and ADMM-TNN are used separately for tensor recovery.
For ADMM-TNN, the default parameters of the released codes is used. For IRNN(T), µ is set as 1.1, λ 0 takes the VOLUME 7, 2019 maximum element in the tensor, η is set as 0.9, λ t is set as 10 −6 λ 0 , p is set as 0.5. For the parameters in nonconvex penalty functions, we set (1) L p -norm: p = 0.5; (2) Logarithm: γ = 10; (3) MCP: γ = 10; (4) ETP: γ = 10. The recovery performance is evaluated by the Relative Error defined as ||X − M|| F /||M|| F , whereX is the recovered solution by a given algorithm.X is considered as a successful recovery of M with a Relative Error smaller than 10 −3 . The experiments were repeated 50 times with the rank r ranging from 5 to 15 for each individual method. Figure 3 (a) illustrates the frequency of success with the increase of rank on synthetic data using each method. Apparently, the general shapes of all frequency of success curves are similar: high frequency of success occurs at low rank and then the frequency of success decreases sharply with the increase of rank. That is, the lower the rank, the higher the frequency of success.This implies that, low-rank tensor recovery performs well on low-rank data. It can be seen that problem (31) solved by IRNN(T) achieves significantly higher recovery performance than the convex TNN-ADMM. This is due to the fact that the nonconvex penalty functions have better approximations of the tensor tubal rank than the convex tensor nuclear norm. However, we cannot conclude that problem (31) solved by IRNN(T) is always better than ADMM-TNN because the solution obtained is locally optimal.
The running time comparison is shown in Figure 3(b) . Obviously, the running time curves of nonconvex methods resemble each other: with a slow and slight initial rise followed by a rapid increase. That is, the higher the rank, the more the time-consuming. This means that it is more time-consuming with higher rank. It can be seen that problem (31) solved by IRNN(T) is more time-consuming than ADMM-TNN. This is because IRNN(T) needs reinitialization when the continuation technique is applied, and it is performed on both the real and complex domain in each iteration.
B. REAL IMAGE EXPERIMENTS
In this section, problem (31) with nonconvex penalty function solved by IRNN(T) was compared with other state-of-the-art methods for real color image recovery.
The real color images in Berkeley Segmentation dataset 40 were randomly extracted and tested. 50% of elements in each image are randomly set as missing. Note that, real images are normally not of low-rank, while the main information is dominated by top singular values [41] . Therefore, it is feasible to recover corrupted images by low-rank approximation. Then, we exect low-rank tensor recovery by some nonconvex or convex, tensor or matrix methods, including IRNN(T)-L p , IRNN(T)-Logarithm, IRNN(T)-MCP, IRNN(T)-ETP, IRNN-L p , IRNN-Logarithm, IRNN-MCP, IRNN-ETP, APGL-NN and ADMM-TNN were used separately for tensor recovery. For ADMM-TNN, APGL-NN and IRNN, we use default parameters as in the released codes. For IRNN(T), µ is set as 1.1, λ 0 takes the maximum element in the tensor or matrix, η is set as 0.8, λ t is set as 10 −4 λ 0 , p is set as 0.5. For the parameters in nonconvex penalty functions, we use parameters as in the aboved synthetic data experiment. The well known metric, Peak Signal-to-Noise Ratio (PSNR), is adopted to evaluate the recovery performance. We attempt to determine optimal parameters for the investigated algorithms and record the best result. Figure 4 shows the recovery results of different methods on eight sample images. It can be seen that, problem (31) solved by IRNN(T) obtains much better recovery performance than other methods. Figure 5 shows the corresponding PSNR value and running time of the aboved eight sample images. As can be seen from the PSNR values of different methods, problem (31) solved by IRNN(T) obtains overall higher PSNR values than other investigated methods. In addition, With different nonconvex functions, our methods perform quite similar. These results demonstrate the effectiveness of the nonconvex penalty functions for low-rank tensor recovery. This not only due to the abundant information of tensor structure, but also due to that the nonconvex function can better approximate the tubal rank of the tensor. The comparison of running time reveals that problem (31) solved by IRNN(T) needs more time than problem (32) solved by IRNN, which is due to that our methods need to constantly operate on real domain and complex domain. Although our methods are time-consuming with some nonconvex function, they have superior recovery performance than ADMM-TNN, which are also time-consuming.
Generally, our methods have the best tradeoff between the performance and running time. To better verify the effectiveness of our methods, Figure 6 shows the comparison of PSNR values and running time over all 50 images. Some examples are shown in Figure 4 and 5.
VI. CONCLUSION AND FUTURE WORK
In this paper, we study the low-rank tensor minimization problem based on the nonconvex surrogate functions. We propose a nonconvex low-rank tensor model, and a tensor based iteratively reweighted nuclear norm algorithm. The model and algorithm are adopted to solve the nonconvex low-rank tensor minimization problem and the convergence is guaranteed. We observe that, the nonconvex function can better approximate the tensor tubal rank and tensor can model the data better than matrix. Experiments on synthetic data and real color images show that our proposed nonconvex model and the corresponding algorithm have higher recovery performance than competing methods. Additional works can be carried out in the future. First, this work focuses on 3-way tensors. It is interesting to apply our model and algorithm on K -way tensors [42] . Second, considering the high-dimensional nature of many types of real data, it is important to develop more efficient model and algorithm, e.g., by using the generalized SVT [43] . Third, it is of great interest to extend our model and algorithm for the recovery of low tubal rank tensor under linear transforms [44] , [45] . Finally, different parameters in nonconvex surrogate functions lead to different performance. It is important to find some way for learning the parameters from data for some specific nonconvex surrogate function. GENGGENG LIU received the B.S. degree in computer science and the Ph.D. degree in applied mathematics from Fuzhou University, Fuzhou, China, in 2009 and 2015, respectively. He is currently an Associate Professor with the College of Mathematics and Computer Science, Fuzhou University. His research interests include computational intelligence and very large scale integration physical design. VOLUME 7, 2019 
