Abstract: This paper deals with a model of the telegraph line that consists of system of ordinary differential equations, rather than partial differential telegraph equation. Numerical solution is then based on an original mathematical method. This method uses the Taylor series for solving ordinary differential equations with initial condition -initial value problems in a non-traditional way. Systems of ordinary differential equations are solved using variable order, variable step-size Modern Taylor Series Method. The Modern Taylor Series Method is based on a recurrent calculation of the Taylor series terms for each time interval. The second part of paper presents the solution of linear problems which comes from the model of telegraph line. All experiments were performed using MATLAB software, the newly developed linear solver that uses Modern Taylor Series Method. Linear solver was compared with the state of the art solvers in MATLAB and SPICE software.
Introduction
The second order partial differential equations (PDEs) and especially the linear ones (elliptic, hyperbolic and parabolic) are very important in practical applications [1, 2] . One of these applications includes the telegraph equation, which is a PDE, that describes a telegraph line (a long wire that serves as a transmission medium for a signal). The PDE can describe the behavior of the signal, however, this description does not contain any specific information about the conditions on the wire and it is very complicated. This paper presents a numerical model of the telegraph line, that consists only of ordinary differential equations (ODEs), it is relatively simple, easy to configure and the results match real output precisely. The system of ODEs is solved using the Modern Taylor Series Method (MTSM), which is introduced in one of the sections of the paper. To show the suitability of the MTSM to solve this kind of problem and its advantages over the other commonly used methods (Runge-Kutta, Gear), the set of experiments is performed and the results are analyzed.
This work extends the article presented at the 2017 IEEE 14th International Scientific Conference on Informatics [3] .
Solution of telegraph equation
Voltage and current change along the telegraph line continuously in time and they can be expressed using equations
where x is a distance from the beginning of the line and t is the time. Voltage and current in the distance x + dx can be expressed using Taylor series with second and higher derivatives omitted
Basic Line Equations (5), (6) describe the change of voltage and current on the line
where constants R, G, L, C are parameters of line: the resistance of the wire, the conductance between wires, inductance of the wire (e.g. due to the magnetic field around the wires) and capacitance between two wires, respectively. Using (5) and (6) it is possible to construct a model of the segment. The entire line is then a series of infinite number of connected segments (Fig. 1) . The line chained using this segment is lossy. The model in the Fig. 1 can be simplified by removing the terms R(x) and G(x). The simplified model is in the Fig. 2 . The line then becomes lossless. Based on the simplified model, partial differential equations for voltage and current can be derived
The equations (7) and (8) can be solved analytically using for example the method of Separation of Variables, however the solution of large systems of PDEs is very complicated. Therefore, the simple model of telegraph equation was created. The model is described in Section 4.
Modern Taylor series method
The Modern Taylor Series Method (MTSM) is based on recurrent calculation of the Taylor series terms for each time step [4] . Therefore the complicated calculation of higher order derivatives (much criticized in the literature) does not need to be performed as the value of each term of the Taylor series is calculated numerically. An important part of the method is an automatic integration order setting, i.e. using as many Taylor series terms as the defined accuracy requires. Thus it is usual that the computation uses different numbers of Taylor series terms for different time steps of constant length.
Several papers focus on computer implementations of the Taylor series method in a variable order and variable step context, see for instance TIDES software [5] , TAYLOR [6] including detailed description of a variable step size version, ATOMF [7] , COSY INFINITY [8] , DAETS [9] . Variable-stepsize variable-order scheme is also described in [10] and [11] , where simulations on a parallel computer are shown.
The best-known and the most accurate method of calculating a new value of the numerical solution of ODE [12] 
is to construct the Taylor series in the form
where h is the integration step, y i = y(t i ) is the previous value and y i+1 = y(t i + h) is the next value of the function y(t). Theoretically, it is possible to compute the solution of homogeneous linear differential equations with constant coefficients with arbitrary order and with arbitrary accuracy. Let us denote the ORD as the function which changes during the computation and defines the number of Taylor series terms in the current integration step (ORD i+1 = n). The resulting system of linear equations can be effectively solved either sequentially or in parallel. For linear systems of ODEs, the equation (10) can be rewritten in matrix/vector notation
where A is the constant Jacobian matrix and b is the constant right-hand side. Moreover, (11) can be rewritten in the form
where Taylor series terms could be computed recurrently using (13) .
The model of the telegraph line presented in this article can be effectively solved by a system of linear ODEs. Fig. 3 . Model of the line -series of S segments.
Telegraph equation model
As stated in Section 2, the model used in the experiments is the simplified model of the telegraph line (segment in Fig.  2 ). By chaining these segments together, we can create a lossless model of the line (Fig. 3) . Let us denote the number of segments of telegraph line as S.
The equations describing the model are below. For the first segment
where u 0 is the input voltage of the system, u C1 is the voltage on the first capacitor and i 1 is the current that flows through the first inductor. Resistor R 1 represents input load of the transmission line. Equations for the following segments are very similar to one another. For the second segment
for the next segments
where k ∈ ⟨3, S⟩. The last segment of the line ends with an output load, simulated by the resistor R 2
Note that all differential equations have initial conditions equal to zero. The model can be represented as the linear system of ODEs in the matrix/vector notation
where A is the sparse matrix, y is the vector of voltages and currents and b is the vector of constants. The block structure of matrix A, vectors y and b is 
For our simulation experiments, the capacitances and inductances are the same, C 1 = C 2 = · · · = C S = 1 pF and L 1 = L 2 = · · · = L S = 10 nH (homogeneous lossless telegraph line).
The input voltage u 0 should be generally constant (DC circuit) or harmonic (AC circuit) signal. In the case of DC circuit the input voltage u 0 is hidden in constant right hand side b, see (19) . In the case of AC circuit the input voltage u 0 = U 0 sin(ωt) can be computed using auxiliary system of coupled linear ODEs
For our experiments, we used firstly harmonic input signal u 0 = sin(ωt), where the angular velocity ω = 3 · 10 9 rad/s, and secondly impulse input voltage which is defined as
The behavior of the transmission on the line was studied. This behavior is based on the values of the input (R 1 ) and the output (R 2 ) loads. If the condition
holds, the line is lossless and signal on the line is transmitted without change. For our simulation experiments, the line is adjusted for R 1 = R 2 = 100 Ω. The behavior of the signal for the harmonic input and the impulse input on the line comprised of 100 segments (S = 100) can be seen in the Fig. 4 . The propagation constant per unit length of one segment for the used model is known t LC = √ LC. Then the total delay of input signal can be computed as t delay = S t LC . The simulation time for all experiments was set tmax = 2 t delay . For S = 100, and used L and C, the output signal is delayed by 100 · Notice, that in the Fig. 5b , the input signal is amplified on the output and then repeated back. This can be useful to determine where the line is cut.
Numerical experiments
This section presents a set of experiments with the model from the Section 4. The experiments are performed using the traditional (MATLAB and SPICE software) and nontraditional approaches (new implementation of MTSM in MATLAB). The aim is to compare the efficiency of MTSM and other available methods and highlight the suitability of MTSM for solving these kinds of problems coming from technical practice [13, 14] . All codes are implemented in MATLAB 2015a and the computations are performed by the SALOMON supercomputer at VŠB-TU Ostrava [15] . Experiments in SPICE software were performed on 4 core CPU clocked at 3.2 GHz with 8 GB of RAM using LTSpice XVII [16] .
Maximum time of all numerical experiments was set to tmax = 2 t delay , numerical error for all calculations was set to 10 −7 .
MATLAB
MATLAB is the language of scientific computing [17] . It contains the full suite of tools that can be used to solve various engineering and mathematical problems. Experiments in this paper use the ODE solvers, that are bundled with MATLAB. The solvers used in the paper are based on the Runge-Kutta method (solvers ode23 and ode45) [18] . Solver ode45 is based on an explicit Runge-Kutta (4,5) formula, solver ode23 on an explicit Runge-Kutta (2,3) formula. Both are single-step solvers. Solver ode113 is a variable-step, variable-order (VSVO) Adams-BashforthMoulton PECE solver of orders 1 to 13. The highest order used appears to be 12, however, a formula of order 13 is used to form the error estimate and the function does local extrapolation to advance the integration at order 13. Vectorized MATLAB code of explicit Taylor series expTay with a variable order and variable step size scheme for linear systems of ODEs (18) order of the MTSM for adjusted line with harmonic input and 600 segments is depicted in the Fig. 6a and for 1400 segments in Fig. 6b . The number of integration steps needed during the computation could be seen in Tables 4, 5 for harmonic and impulse input signal, respectively. The number of integration steps is strictly linear with growing size of the ODEs (the number of segments S in transmission line).
More comparisons of MTSM numerical solutions of linear ODEs systems and some ideas of parallel computation could be found in [19] .
SPICE
Content of this section is mostly from [20] . SPICE is used for analogue circuit simulation because it can compute the full large signal behavior of arbitrary circuits. SPICE uses three numerical methods for numerical integration. Newton integration is suitable to find the solution of circuits with non-linear elements. The sparse matrix method is used to save memory by storing only non-zero elements of the matrices. Implicit integration method is used to integrate the differential equations that describe the circuit.
Numerical integration of differential equations is necessary for analogue circuit simulation. SPICE uses second order integration. Most SPICE implementations follow Berkeley SPICE and provide two forms of second order implicit integration: Gear and Trapezoidal (trap). Trap integration is both faster and more accurate than Gear. However trap inte- or impulse). The experiments are summarized and clearly show the suitability of the MTSM for this kind of problem. The MTSM was compared with the state of the art numerical solvers implemented in MATLAB and SPICE software. Due to the fact that the Telegraph equation is the special case of the wave equation, it might be possible to slightly change the presented model to represent much wider class of problems, which is an interesting topic for future research. The problem is easily scalable so different approaches to parallelization can also be researched especially for larger systems of ODEs.
