ABSTRACT We present an efficient and scalable system to predict emergency department (ED) patient volume in hospitals using publicly available Google Trends search data. Search volume data are retrieved for a selected set of context-relevant query keywords with refinements, on which a series of correlation analyses are performed, and a multiple regression predictive model is constructed. We also develop a software suite to enable convenient access to data visualization and prediction capabilities by medical and administrative staff. A preliminary demonstration of the method and software is presented with data from a large public hospital as a form of validation. This paper enables informed resource and manpower allocation in hospitals and thus improved ability to respond to patient influx surges, and importantly, can serve as a key mitigation measure against worsening ED congestion problems that plague hospitals.
I. INTRODUCTION
The reputation of Google as a leader amongst search engines and web service providers is notable. A comparison by Comscore in April 2017 has revealed a large disparity between the annual 9.6 billion queries managed by Google and the 1.8 billion managed by competitor Yahoo, and that Google has achieved more than 63% and 94% market penetration for desktop and mobile search respectively. These figures suggest massive amounts of search data that Google possesses, possibly exploitable in solving real-world problems. In working towards making such data accessible, Google Trends (GT) offers the capability to track popular search terms in numerous countries, and comparisons between search volumes of different queries. This tool was created primarily for marketing analytics, but is available in the public domain, and can thus be used for a diverse range of purposes.
The popularity of Google search across platforms, and its penetration into web services of diverse types, including mapping, blogging, video streaming, and social media, allows
The associate editor coordinating the review of this manuscript and approving it for publication was Jing Bi. the collation of user-generated search data of great comprehensiveness and breadth. Such data can possibly be used as a proxy indicator of real-time trends in various domains and regions. Indeed, various studies have explored the applicability of Google Trends search data in different industries. A notable example is an analysis of Google Flu Trends (GFT), revealing a consistent relationship between trends data and the number of flu reports collected by the Centers for Disease Control and Prevention (CDC) in the United States [1] . The statistical association can allow the identification of increases in flu cases weeks in advance of CDC records. The study suggests that search data can carry significant value in providing insights into quantitative trends, and when applied in the medical industry, can enable early intervention in service demand surges or declines.
Medical treatment in hospitals is limited not only by the available medical technology and expertise of medical professionals, but also by manpower and the ability to cope with patient influx surges. Fluctuations in patient volumes hinder effective distribution of resources and therefore diminishes treatment quality. In particular, emergency department (ED) overcrowding has become increasingly major in recent times [2] - [4] , and currently stands as the greatest threat to emergency medical care with associations to increased amounts of errors from medical professionals, late timecritical care, and extra deaths [5] - [14] . In the local context of the state of Singapore [15] , currently experiencing an ageing population and a consequent strain on medical infrastructure [16] - [18] , bed shortage risks compromise the ability to cope with patient influx. The ability to accurately forecast expected patient volume in advance will allow hospitals to make better-informed manpower and resource allocations, potentially improving operational efficiency, reducing operational costs, and alleviating overcrowding problems.
In the present study, we utilize Internet search data made available by GT to forecast ED patient volume for the Singapore General Hospital (SGH), the largest public hospital in Singapore. A statistical analysis methodology to assess correlation traits between a selected set of medically-relevant query keywords and institutional hospital visit records is developed, and multiple regression predictive models are constructed on the basis of the correlational analyses. We also develop an interactive software that enables medical and administrative staff to access the data and predictive model conveniently. The primary motivation of our work is to mitigate worsening ED congestion problems that have not seen effective resolution with existing measures.
The structure of this paper is as follows-we first provide a technical overview, discussing current efforts in mitigating ED congestion in Section II-A, and existing studies in utilizing Internet search data for medical applications in Section II-B. We then discuss the analytical methods for correlation assessment and regression, and the functionalities of the developed Dashboard software platform, in Section III. Lastly, we detail key results, including validation of the accuracy of patient volume predictions, in Section IV.
II. TECHNICAL OVERVIEW A. ED CONGESTION MITIGATION
Congestion in the ED leads to delayed medical treatment, subjecting patients to prolonged pain and decreased recovery rates [13] , [14] , [19] - [22] . Other than the direct health ramifications, related ethical issues also arise, in particular from the suppression of quality of care available to patients, and the need to distribute scarce resources and manpower over a large patient volume [23] , [24] . Various solutions have been proposed to mitigate ED overcrowding-for instance, Salway et al. suggests that the boarding of ED patients can be lowered through internal ED-specific and external hospitalwide systemic adjustments [25] . Congestion in the ED occurs because of its limited ability to cope with surges in patient influx, and is also intricately linked to overcrowding in other departments, which diverts patient influx into the ED and hinders outflux; the study therefore recommends resource management and staff re-allocation as part of the mitigation strategy, with the goal of improving the flexibility of EDs in handling high-demand periods [25] . The smoothing of elective cases is also presented as a measure to free up resources during high-demand periods, and patient discharge schedules are also suggested to be optimized to reduce volatility in bed availability.
Yet ED overcrowding continues to be a worsening issue, with little practical progress in management and recovery. The degree and consequences of congestion problems are likely not entirely recognized in public medical facilities; and in hospitals that have implemented proposed measures, their effectiveness was not observed to be satisfactory. An analysis on the 'four-hour target' of the England National Health Service (NHS) had indicated an improvement of the availability of beds through system process revamps at approximately 5-8% of total capacity, but these process adjustments cannot be the only mitigation measure [26] . A growing consensus within the medical community is a need for greater automation in medical facilities, and more effective exploitation of massive data analytics to improve medical care [27] - [30] . Such programmes may encompass medical data collection on nationwide scales to better inform the adjustment of present procedures and policies. The current study indeed concerns massive data analytics-but on publicly available Internet search data, rather than patient-level medical data.
B. WEB DATA ANALYTICS
There have been a number of prior studies investigating the plausibility of using Internet search data for medical applications [31] - [33] . For instance, Gluskin et al. had successfully used Google Dengue Trends (GDT) alongside various other data modalities to construct descriptive models for dengue cases in Mexican states, with excellent model accuracy against real-world records [34] . A similar study using web search data had been conducted by Althouse et al. on dengue occurrence in Singapore and Bangkok [35] , with stepdown linear regression, generalized boosted regression, and negative binomial regression explored as plausible predictive models. The linear model with Akaike information criterion step-down was found to be the most suitable.
Further studies by Carneiro and Mylonakis had demonstrated a web-based tool for real-time surveillance of disease outbreaks, utilizing GT as a basis for monitoring medical care demand worldwide [36] . Medical communities around the world may devise disease control solutions that suit their particular needs more effectively through such a tool. Yang et al. has also introduced a framework, Autoregression with Google search data (ARGO), that utilizes GT data to estimate influenza-like illness activity levels in the United States [37] . The successful usage of Twitter activity data, rather than Google search data, as a proxy for monitoring and predicting flu trends have also been reported [38] , [39] . The current state of research strongly indicates that web data holds immense potential in powering descriptive and predictive capabilities. The potential benefit of such technologies in the medical field heavily motivates the development of new application platforms, including that of the current study.
III. DESIGN AND IMPLEMENTATION
In this section, we detail the development of our software platform and data analysis methods, beginning with a general overview of architecture and framework (Section III-A), data collection (Section III-B), correlation analysis methods (Section III-C), the multiple regression model (Section III-D), and lastly the Dashboard software platform (Section III-E).
A. SOFTWARE FRAMEWORK
The software package developed in this study was implemented in R and Visual Basic for Applications (VBA). R is a programming language widely used in data analytics and statistical computation-we use the gtrendsR package to retrieve GT data, such as the search volume for specific search terms, hit locations, and query dates. Statistical analyses on the GT data and institutional medical records are also performed on R.
A multiple regression predictive model based on the results of the statistical analysis is implemented, alongside a graphical front-end in VBA for users to interface with. The front-end is called the Dashboard, and allows non-technical personnel to conveniently access and visualize the processed data, and to utilize the predictive model.
TABLE 1. List of selected query keywords related to the Singapore General Hospital (SGH). The Mass Rapid Transit (MRT) in
Singapore is the primary public transport metro system serving commuters, with a station in close proximity to SGH.
B. DATA COLLECTION 1) NON-REALTIME DATA
Retrieved non-realtime GT search data is restricted to originate from the locale of Singapore and to be in the English language, the primary language across the local demographic. Datasets comprising non-realtime GT data span from 2006 to 2016. The query keywords for which data is retrieved are selected to be greatly relevant to SGH (see Table 1 ), under the assumption that patients might search these keywords online in some prior time period before visiting the hospital. The majority of these keywords concern locations and maps of SGH, supplemented by appointment-related keywords. Location-based keywords are logically expected to be greatly relevant to our prediction results, as patients or accompanying persons often need to determine how to navigate to the hospital; appointment searches are also expected to occur as patients confirm their appointment details. The selected set of keywords is supplemented by additional refinements from Google Autocomplete, which suggests searches to users as they type, presumably also frequently used by the patient demographic. In this manner, a wide range of keywords characteristic of searches by potential patients are captured. The retrieved data is condensed to count weekly search hits for each keyword in the selected set. A plot of retrieved nonrealtime data is presented in Figure 1 . 2) REALTIME DATA Throughout the development period of the current study in January to February 2019, realtime GT search data was retrieved on a daily basis, for the same set of keywords as detailed in Table 1 . Realtime data in this time range is expected to be of greater volume and quality than the historical 2006-2016 non-realtime data, due to the increase in Internet usage over the past decade. A sample of the retrieved realtime GT data is shown in Table 2 .
3) OFFICIAL DATA Official hospital visit records, which count the number of actual ED visits in SGH from January 2006 to February 2019, were extracted from the local health institutional data. These records are anonymized to preserve confidentiality, and are condensed to count daily ED visits. VOLUME 7, 2019 C. STATISTICAL ANALYSIS A number of correlation analysis methods is used to explore association between patient volume and various predictors derived from search data. An overview of these methods is given in the following subsections. The statistics yielded enable the identification of key correlated factors in patient volume, which informs the construction of the multiple regression predictive model.
1) PEARSON CORRELATION COEFFICIENT
The Pearson product-moment coefficient computes the robustness and direction of association between two variables, reflecting the extent of linear correlation. The coefficient is given by
where x i and y i are the values of independent and dependent variables respectively,x andȳ denote the means of x and y respectively, and n value pairs are considered. The coefficient r satisfies −1 ≤ r ≤ 1, with r = 1 and r = −1 indicating a perfect positive and negative correlation respectively, and r = 0 indicating no correlation between the variables. In the current context, x i are the daily search volume of the selected keywords, and y i represent the actual ED patient volume.
2) KENDALL RANK CORRELATION COEFFICIENT
The Kendall τ coefficient is a non-parametric measure that computes the degree of correlation between non-interval variables. The coefficient is computed as
where n c is the total number of concordant pairs, n d is the total number of discordant pairs, and n is the number of value pairs considered. Two value pairs (x i , y i ) and (x j , y j ) are concordant if x i < x j and y i < y j , or x i > x j and y i > y j ; they are discordant if x i < x j and y i > y j , or x i > x j and y i < y j ; and are neither if x i = x j or y i = y j .
3) SPEARMAN RANK CORRELATION COEFFICIENT
The Spearman coefficient is also a non-parametric measure of association between rank variables. While the Pearson correlation coefficient assesses linear relationships between two variables, the Spearman coefficient assesses monotonic relationships. The Spearman coefficient is computed as [40] 
where x i is the rank of x i , y i is the rank of y i , andx andȳ are the means of x and y respectively.
D. MULTIPLE REGRESSION
We utilize a multiple regression model to enable predictions on expected ED patient volume, based on multiple indicators derived from search query volume metrics. In general, a linear multiple regression for k independent variables can be written [41] as
where y is the response (dependent) variable, x i are the various predictor (independent) variables, β i are weighting coefficients, and is an error or noise term. In the context of our study, the predictors are search volumes for various query keywords, and the response variable of interest is the ED patient volume.
The training of the model is performed using an iterative elimination method, where the entirety of available training search volume data is used at first as predictors, and variables are then removed if doing so improves the model, as measured by multiple R and multiple R 2 metrics. In this process, linear to quartic powers of the variables are trialed to improve the regression, enabling a flexibility beyond linear regression. This training procedure is continued until no significant improvement can be achieved, as reflected when all remaining predictors are of p-value ≤ 0.05. Intrinsically, such a regression procedure assumes that the correlation between search data and actual patient volume can be approximately captured through a linear combination of polynomials in each of the basis keyword volumes, hence, as with all seriesbased methods, increasing the number of terms allowed in the regression will in general aid accuracy in exchange for increased computation complexity, with diminishing returns.
Constructing a regression using time-synchronized search volume data and official records will produce a model suited for real-time estimation and prediction. However, we also wish to be able to make in-advance predictions of patient volume. This is enabled by introducing a time retardation offset to the search volume data, such that regression is performed on official records against search data that is of some duration prior. For instance, to construct a model for next-day prediction, a time offset of one day is used (denoted T − 1), and for next-week prediction, a time offset of seven days is used (denoted T − 7).
E. ANALYTICS DASHBOARD
The Dashboard software was developed using VBA to present a convenient interface for the access and visualization of processed data, and for the computational prediction of ED patient volumes. The software package is intended for use by medical staff to manage manpower allocation in an informed manner, as well as administrators and authorities overseeing the functioning conditions of hospitals. Two tabs are presented to the user-dashboard and data-whose functionalities are described in the following subsections.
1) DASHBOARD TAB
Key data visualizations and summaries are presented on the main dashboard tab (Figure 2) . The default graphical configuration comprises three charts, plotting the predicted ED patient volume trend for a specified time range, a comparison of the basis search data against the predicted trend to verify consistency, and a keyword break-down of search data, along with various controls for each graph. Hovering the cursor over the chart highlights the exact values of data points, and panning and zooming functionalities are enabled. On the left, a filter panel allows users to include or exclude search data of certain date ranges from the model. With appropriate training of the model, the software can allow prediction of patient volumes for the next 1-3 days, and even up to the next year, but accuracy beyond two months cannot be expected due to the inherent unpredictability in disease outbreaks.
2) DATA TAB
The data tab brings users to an expanded spreadsheet detailing the retrieved GT data (Figure 3 ), which underlies any patient volume prediction that the software makes. Further development in the software will allow users to manually force a data refresh, upon which the software will attempt to retrieve updated search data into the database, or force a model refresh, in which the software will re-analyze all collated data to construct a new multiple regression model.
IV. RESULTS & DISCUSSION

A. INTRICACIES IN DATA UTILIZATION
A problem is that the available search volume index (SVI) from GT is not absolute but relative-Google adjusts the volume of query keywords searches to be within a scale of 0-100, relative to the volume of all searches. This normalization process presents a loss of information on the true magnitude of search volume when comparing across different time periods. For instance, an SVI of 50 on some day may represent a true count of, say, 10 6 hits, but on another day might represent a different volume of 10 9 hits, if the total search volume on the second day is much greater than that on the first.
This implies that an increase in SVI may not necessarily represent a true surge in search volume, and similarly a decrease in GT data may not necessarily reflect a true dip-these fluctuations could be attributed to changes in total search volume. To mitigate this, a denormalization by collating data can be carried out over weeks, and scaling all daily SVI by weekly SVI ratios. We note a second problem, in that the adjustment by Google of SVI data to fit within the standard scale of 0-100 also involves a filter, through which volumes deemed too insignificant are suppressed to 0. This presents a considerable information limitation in our context, as only ∼18% of our set of relevant query keywords has SVI > 0 over the 2006-2016 period. The denormalization procedure does not aid in this, and the amount of search data useful for statistical analysis and the construction of the regression model is therefore restricted by the SVI adjustment. For the purpose of this preliminary study, we have managed to collect data on a daily basis for the period stipulated in our model.
B. CORRELATION ANALYSES
A comparison of the processed GT search volume data and the actual recorded ED patient volumes in SGH from 07 January to 16 February 2019 is presented in Figure 4 . A correspondence between the two can indeed be observed.
The increase in ED cases from 14 January to 18 January is clearly accompanied by a surge in Google queries, indicative of an association between patient influx and heightened public usage of Internet search. Additionally, a peak of 409 recorded ED cases on 08 February also corresponded VOLUME 7, 2019 with the highest volume of GT hits. Certain patterns in patient volume can also be attributed to local holidays. For instance, the observed plummet from 03 February to 06 February is likely due to the Lunar New Year festive period, and the surge on 07 February and 08 February coincides with the resumption of work and school activities. It is notable that a significant portion of ED cases in SGH, at times accounting for more than half of total patient influx, concerns nonemergency conditions-for instance, gastrointestinal problems comprise ∼ 29% of ED cases. These non-emergency cases are expected to be responsible for the surge in ED demand associated with festive seasons and holidays.
To further illustrate the correlation properties, charts of daily patient volume-search volume pairs with Pearson, Kendall, and Spearman correlation analyses are presented in Figure 5 . A positive correlation is observed with all three analysis methods, indeed reflecting the consistency in trends observed previously in Figure 4 . Individual correlation analysis on query keywords in place of the total search volume was also performed, indicating moderate positive or negative correlation for 20 query keywords and weak or no correlation for remaining keywords.
C. MULTIPLE REGRESSION
Here we demonstrate the construction of the multiple regression predictive model for forecasting of ED patient volume one day in advance (T − 1). Multiple regression is performed on a total of 7 predictors-search volume for query keyword ''SGH map'' (x 1 ), quartic search volume for ''SGH map'' (x 2 ), quartic search volume for ''Singapore General Hospital address'' (x 3 ), search volume for ''SGH appointment'' (x 4 ), search volume for ''Singapore General Hospital address'' (x 5 ), quartic search volume for ''SGH'' (x 6 ), and quartic search volume for ''SGH A&E'' (x 7 ). These predictors are chosen as they yielded the strongest association with actual ED patient volume, as indicated by correlation tests. Figure 6 presents a multiple regression chart on these predictors. More than half of all data points lie within the 95% confidence intervals, demonstrating reasonable robustness of the regression. Regression results for the seven predictors are presented in Table 3 , with overall regression statistics multiple R = 0.7526, R 2 = 0.5664, adjusted R 2 = 0.4744, and standard error of the mean SE = 23.31. These statistics indicate satisfactory consistency between the regression model and the recorded data. It is observed from Table 3 that five of the seven predictors (x 1 -x 5 ) have p ≤ 0.05, whereas the remaining two have large p-values of > 0.05, suggesting that they are statistically insignificant and can be discarded without noticeably affecting regression accuracy. The predictive multiple regression model is therefore constructed as
where y is the predicted ED patient volume and β i is the regression coefficient for predictor x i . Utilizing this regression model, predictions on next-day ED patient volume can be produced. From the perspective of the Dashboard user, the correlation analyses and the construction of the predictive regression model is automatic; though as detailed in Section III-E, the software also presents interfaces for the user to directly observe and manipulate predictor data and the regression model. We present in Figure 7 a comparison of the predicted next-day ED patient volume against actual recorded patient volume. It is clear that prediction accuracy is excellent, with good consistency between the predicted and observed trends over the plotted range of approximately five weeks. To illustrate, the actual and predicted ED patient volume for 13 January were 284 and 291 respectively, reflecting a relative error of 2.5%, and those for 04 February were 285 and 288 respectively, reflecting a 1.1% error.
It is therefore clear that GT search data can be used to effectively predict ED patient volumes. We note that the runtime of the current software solution is < 10 seconds for data update and < 1 minute to construct the statistical model, through a parallelized implementation on a quad-core administrative workstation. Such an overhead can be considered negligible in the daily workflow of hospitals, especially as the patient volume predictions are expected to be run in the background near the end of each working day, to plan manpower in the next. The resource cost of our solution is thus minimal, with other routine administrative processes being vastly more time-demanding in comparison.
While we have detailed next-day predictions, the analysis methodology and the Dashboard software are also able to make predictions in advance using appropriate data offsets, though of course with diminishing expected accuracy for farther predictions. It also noted that the software can be configured to lump groups of query keywords into a single predictor, as opposed to the one-to-one approach demonstrated here. Doing so can increase the quality of regression as noise in search data is suppressed, but may also incur a loss in regression robustness if predictors of opposing correlation are grouped together. In the interest of ease of use, the default method is set to treat single query keywords as predictors, unless specified otherwise by the user in the filter panel of Dashboard. Lastly, we note a possibility of patient influx variations due to festivities or holiday seasons-the regression model can be made to account for these by including week-wise, month-wise, and year-wise day counts as appropriate.
V. CONCLUSION
This study has demonstrated a feasible method of exploiting publicly available Internet search data to forecast emergency department (ED) patient volume in hospitals. Search volume data were retrieved from Google Trends (GT) and correlation analyses performed to determine key factors associated to patient volume, and regression-based predictive models have been constructed. A software suite has also been developed to make data visualization and forecasting capabilities easily available to hospital medical and administrative staff. The system has been demonstrated in the context of the Singapore General Hospital (SGH), with validation of prediction results against real-world records. The forecasting capability presented here enables informed resource and manpower allocation, and is applicable in hospitals and general medical facilities; in particular, it represents a potential effective measure against worsening ED congestion problems that remain unresolved to date.
Notably, the dynamic regression approach presented is relatively simplistic in comparison to more complex methods [42] - [44] , such as neural network-based deep learning, but has been shown to yield sufficient performance, and has the advantage of great transparency and ease of management and adjustment in practical use. These aspects are important, especially for long-term operation in safety-critical medical settings. Our work can improve medical care quality, especially important in emergency cases; and we hope the strong evidence on the wealth of potential in search data analytics indicated here can motivate further research in medical applications.
