The generalized Kernel Linear Discriminant Analysis (KLDA) is the dimensionality reduction technique with class discrimination to map the vectors from the feature dimensional space to the lower dimensional space. In this paper, we propose to tune the unknown parameters of the generalized KLDA using genetic algorithm to map the vectors from the feature dimensional space to the lower dimensional space. Nearest mean classifier is used for classification. Experiments are performed on medical data using the genetic algorithm based GLDA and reported in this paper. As an average 5% increase in the detection rate is achieved using the genetic algorithm based GLDA when compared with the other kernel function based LDA.
Introduction
Medical databases contains large collection of medical data, which includes all the parameters that defines its type. Medical data classification contains great importance in the field of medicine because of enormous development of automation methodologies. By applying data classification algorithms on medical data, it is possible to aid diagnosis of diseases and especially in its early stages. When it gets successfully detected in early stages itself, the chances of recovery is high.
Early work on classification was done by Fisher [6] [7] for a two class problem tends to develop Fisher's linear discriminant function which becomes a rule for assigning class to the new instance. Later so much development happened in this field, large no of algorithms like Perceptron algorithm, Support vector machine, Linear discriminant analysis,..etc are developed on the basis of linear predictor function in which the class of new instance is predicted by means of scores obtained. In the year 1999, Sebastian Mika [5] demonstrated kernel based LDA is competitive to other state of art classification techniques and there is much room for extensions.
In this paper, we had taken Real Time Medical Databases and classification is done using Genetic algorithm based Kernel Linear Discriminant Analysis (KLDA). Here the kernels [10] used are K1, K2, K3, K5, K6 and Generalized kernel [2] . In case of N-Class problem, whatever may be the size of individual vector in the feature dimensional space because of the KLDA technique these vectors are mapped to lower dimensional space with size N-1. By means of Nearest mean classifier, an individual vector is predicted that it belongs to which class.
In this medical data classification, some part of data is taken as Training data which is used for fixing the coefficients of kernel used in KLDA method. Remaining part of data is used for testing the performance and hence the success factor (percentage of success) is calculated. Here, Genetic algorithm is used for the optimization of the kernel coefficients.
Medical Databases taken

Weaning database
Weaning data set consists of retrospective records of patients suffering from acute respiratory insufficiency on a long-term (at least 7 days) mechanical ventilation. Each case is described by 17 clinical and paraclinical features. Based on these, two classes of patients are distinguished: (1) not ready for weaning and (2) 
Contractions database
Wireless capsule video endoscopy is a recent technology in which a pill with an attached camera is swallowed by the patient. The camera travels along the intestinal tract and emits a radio signal recorded as a video. The problem is to detection of contraction frames in the video automatically. Each contraction is defined as a sequence of 9 image frames. 27 attributes were derived from these frames, 3 features for each frame: mean ntensity, the hole size (lumen opening) and global contrast. The 9 values from the consecutive frames have been standardized by taking out the mean and dividing by the standard deviation of the respective feature. Total no of instances are 98. No of attributes are 27, they are 1 -9. Mean intensity of frames 1 to 9, 10 -18. Hole size of frames 1 to 9, 19 -27. Global contrast of frames 1 to 9, 28. Class label (1 -contractions; 2 -non contractions)
RDS database
The Respiratory data set consists of the clinical records (17 features) for 85 premature newborn children with two types of respiratory distress syndrome (RDS): Hyaline Membrane Disease (HMD) and non-HMD. The two classes need urgent and completely different treatment, therefore an accurate RDS classification is crucial within the first few hours after delivery. Total no of instances are 85. No of attributes are 17, they are 1. Pathology during pregnancy, 2. Antenatal administration of corticosteroids, 3. Preterm rupture of the foetal membranes, 4. Chorionamnionitis, 5. Tocolysis (suppression of the premature delivery by i.v. infusion of betamimetics), 6. Gestation age (weeks), 7. Birth weight (grams), 8. Morphological maturity (weeks), 9. APGAR score at 5 minutes after delivery (scale from 0 to 10), 10. PH from umbilical artery (before resuscitation of the newborn infant), 11. PH after resuscitation (at least after 1 hour), 12. BE (Basis excess) after resuscitation, 13. Heart rate at the 1 hour (bpm) [measured one hour after resuscitation in the delivery room], 14. Respiratory insufficiency 6 hours after delivery (Silvermann-index, scale from 0 to 10), 15. Cyanosis 6 hours after delivery, 16. Crepitation rales by lung auscultation 6 hours after delivery, 17. Heart rate 6 hours after delivery (bpm), 18. Class 1 -non-HMD, Class 2 -HMD
Voice database
Signals of patients voices were processed to derive parameters in the time, spectral and cepstral domains. This data will be used to aid diagnosis of laryngeal pathology and especially in detecting its early stages. It is a three class problem. Total no of instances are 238. No of attributes are 10, they are 1. Gender (1-Male, 2 -Female), 2. Age, 3. APQ -Amplitude perturbation quotient (Shimmer), 4. PPQ -Pitch period perturbation quotient (Jitter), 5. Diss-The degree of dissimilarity of the shape of the pitch pulses, 6. Turbo-measure for the turbulence of the signal, 7. Stab -Stability of to (pitch period) generation, 8. HNR -harmonics to noise ratio, 9. Pecm -Ratio of the energy concentrated in the cepstral pitch impulse to the total cepstral energy, 10. DHDegree of hoarseness: ratio of noise energy to all energy, 11. Class label -(1 -normal, 2 -functional pathology, 3-organic pathology).
Kernels for LDA and Cost function
For this experiment, we had taken six kernels. Let Y1 and Y2 are two input vectors given to the kernel then, Gaussian kernel (K1) is 
Genetic algorithm based KLDA
The method used for data classification is Genetic algorithm based KLDA. The entire work is divided in to two parts. They are fixing a kernel by the use of training data and classification to be done on the testing data.
Fixing coefficients of kernel using training data:
1. Construct an initial matrix M with columns as training vectors. 2. Initialize the tuning parameters vector C with some arbitrary values. 3. Compute Gram matrix GM from M using C vector.
(22) the resultant matrix GM is a square matrix with no of rows/columns as no of training vectors. 4. From this Gram matrix GM, calculate the values of Q1, Q2, Q3 and then compute the cost function J. 5. Find next C vector using Genetic algorithm and go to step3. This process has to be repeated for required no of iterations. 6. When required no of iterations gets completed, identify the C vector for which the value of cost function J is maximum. 7. The Best vector identified from above step is taken as final C vector, thus the coefficients of the kernel gets fixed and then the kernel is ready for classification of data.
Data classification using kernel:
The remaining part of database after taking training data is taken as testing data. Data classification is applied on these testing data and performance analyses of the kernels are studied. The Steps followed are 1. After fixing kernel coefficients, the resultant Gram matrix is 11. Then for each and every vector of the matrix P, the distances from the centroids of the classes are calculated and then by observing the values of distances, the nearest centroid is identified. Thus how, the vector is predicted that it belongs to which class. 12. With the above step, Data classification is completed. To check the validity of the classification, we need to cross check whether all the training data are predicted correctly or not. If any of the training data is predicted wrong, then the classification is not proper. 13. If the classification is proper, then find the no of correctly predicted vectors from testing set. The ratio of correctly predicted vectors to the total vectors gives percentage of success in detection.
Results and Conclusion
During the calculation of percentage of success for each and every kernel, for the validity of the result, kfold classification is done i.e. for each and every database, the same experiment is done by taking different training sets from same data set. Here for all the observations, 20% of total data is taken as training set and the remaining is taken as testing set. So, we have five possible training data sets. Percentage of success calculation does not include prediction of training vectors. During experiment, training vectors are intentionally predicted to know whether the result is valid or not. The results obtained for five databases taken are shown below. In case of Weaning data, Total of 302 instances are present among which 60 instances are taken as training set and 242 are as testing set. So, maximum count possible is 242. In case of Laryngeal3 data, total of 173 instances are there among which 33 are taken as training set and remaining 140 are taken as testing set. For Contractions data, among total of 98 instances 20 are taken as training set and remaining 78 as testing set. For RDS data, among total of 85 instances 16 are taken as training set and 69 are taken as testing set. For Voice data, among total of 238 instances 30 are taken as training set and 208 are taken as testing set.
From above tables 1 to 5, we can observe that for Weaning data, generalized kernel performance is 7.68% better than the kernel K2 in average sense though in some cases other kernels are performing better than the generalized kernel. For Laryngeal3, data generalized kernel performance is 5.6% better than the kernel K6 in average sense. For Contractions data, generalized kernel performance is 5.4% better than the kernel K2 in average sense. For RDS data, generalized kernel performance is 4.93% better than the kernel K5 in average sense. For Voice data, generalized kernel performance is 11.9% better than the kernel K5 in average sense.
Hence, the Experiments are performed on medical data using genetic algorithm based KLDA by using different kernels as discussed before. The results obtained are reported in this. If we observe the results obtained for different cases and data, different kernels are performing better in different situations. But as an average, there is a minimum of 5% increase in detection rate is achieved using the genetic algorithm based GLDA when compared with the other kernel function based LDA. So we can conclude that independent to data, the genetic algorithm based GLDA will have better performance than the remaining kernel function based LDA.
