Let K n1,n2,...,np denote the complete p-partite graph, p > 1, on n = n 1 + n 2 + · · · + n p vertices and let n 1 ≥ n 2 ≥ · · · ≥ n p > 0. We show that for a fixed value of n, both the spectral radius and the energy of complete p-partite graphs are minimal for complete split graph CS(n, p − 1) and are maximal for Turán graph T (n, p).
Introduction
Let G be a simple graph on n vertices, and λ 1 ≥ λ 2 ≥ · · · ≥ λ n be its eigenvalues (i.e., the eigenvalues of the (0,1)-adjacency matrix of G) [2, 4] . Then λ 1 = λ 1 (G) is said to be the spectral radius of the graph G whereas
is its energy. The spectral radius is one of the most thoroughly investigated graph-spectral parameters [2, 4, 3] . Also the graph energy has recently attracted much attention [6, 7] . In spite of this, not much is known on λ 1 and E of complete multipartite graphs [5] . Let p > 1. Denote by K n1,n2,...,np the complete p-partite graph on n = n 1 +n 2 +· · ·+ n p vertices. For convenience, we assume that n 1 ≥ n 2 ≥ · · · ≥ n p > 0 . Two particular types of complete multipartite graphs are:
• Complete split graph CS(n, p − 1) = K n−p+1,1,...,1 consisting of an independent set of n − p + 1 vertices and a clique of p − 1 vertices, such that each vertex of the independent set is adjacent to each vertex of the clique, and
.., n/p , n/p ,..., n/p , the (p + 1)-clique-free graph with maximum number of edges [10] .
A fundamental result on the spectrum of complete multipartite graphs is: 9, 8] Proof. Since all graph eigenvalues are real numbers and their sum is zero, from Eq. (1.1) follows that E(G) is equal to twice the sum of positive eigenvalues.
It is known that the characteristic polynomial of K n1,n2,...,np is given by [2, 5] 
The spectrum of K n1,n2,...,np consists of the spectral radius λ 1 determined from the equation
ni λ+ni = 1, eigenvalue 0 with multiplicity n − p and p − 1 eigenvalues situated in
In the special case n 1 = n 2 = · · · = n p = t, the spectrum of K t,t,...,t consists of the spectral radius t(p − 1) with unit multiplicity, eigenvalue 0 with multiplicity p(t − 1), and eigenvalue −t with multiplicity p − 1, so that
Remark 1.3. The 1-partite complete graph (when p = 1 and t = n) is the edgeless graph K n for which, consistently, λ 1 = E = 0. The n-partite complete graph (when p = n and t = 1) is the ordinary complete graph K n for which, consistently, λ 1 = n − 1 and E = 2(n − 1).
from which the (well known) expressions for spectral radius and energy follow:
Because n 1 + n 2 = n , for a fixed number of vertices n, we arrive at:
) and E(K n1,n2 ) are minimal if n 1 = n − 1 and n 2 = 1.
Using (1.3), it is relatively easy to show the following:
Claim 1.5. 1
• Let n 1 + n 2 + n 3 be equal to a fixed integer n. Then the spectral radius and the energy of K n1,n2,n3 are minimal if n 1 = n − 2 and n 2 = n 3 = 1. 2
• Let n 1 + n 2 + n 3 be equal to a fixed integer n. Then the spectral radius and the energy of K n1,n2,n3 are maximal if n 1 − n 3 ≤ 1.
The above claims were the motivation for establishing our main results: Theorem 1.6. Let p ≥ 2 and n 1 + n 2 + · · · + n p be equal to a fixed integer n. Then the spectral radius and the energy of K n1,n2,...,np are minimal if K n1,n2,...,np ∼ = CS(n, p − 1). Theorem 1.7. Let p ≥ 2 and n 1 + n 2 + · · · + n p be equal to a fixed integer n. Then the spectral radius and the energy of K n1,n2,...,np are maximal if K n1,n2,...,np ∼ = T (n, p).
Proofs of Theorems 1.6 and 1.7
Let λ 1 and x be, respectively, the spectral radius and the corresponding unit eigenvector of the adjacency matrix of K n1,...,np . Since λ 1 is a simple eigenvalue of K n1,...,np , similar vertices have equal x-components. Hence, we may denote by x i the common x-component of vertices in the part of K n1,...,np having n i vertices for i = 1, . . . , p. From the eigenvalue equation, we have:
..,ni,...,nj ,...,np ) .
Proof. Let λ 1 , x and E denote, respectively, the spectral radius, the corresponding eigenvector, and the edge set of K n1,...,ni,...,nj ,...,np , and let λ * 1 , A * and E * denote, respectively, the spectral radius, the adjacency matrix, and the edge set of K n1,...,ni−1,...,nj +1,...,np . From the Variational theorem we have
by Eq. (2.1). Next, note that K n1,...,ni,...,nj ,...,np has K ni,nj as an induced subgraph, so that, by the Interlacing theorem [2] ,
Therefore,
Proof of Theorem 1.6 Let K m1,...,mp be the complete multipartite graph with the smallest spectral radius. If there are two parameters m i ≥ m j ≥ 2, then (m i +1)−(m j −1) ≥ 2 and from Lemma 2.1
contradicting the choice of K m1,...,mi,...,mj ,...,mp . Hence, all parameters m 1 , . . . , m p are equal to one, except for one parameter equal to n−p+1, so that K m1,...,mp ∼ = CS(n, p−1).
Proof of Theorem 1.7 Let K m1,...,mp be the complete multipartite graph with the largest spectral radius. It is apparent from Lemma 2.1, that |m i − m j | ≤ 1 holds for all i = j, as otherwise, assuming m i − m j ≥ 2,
..,mi−1,...,mj +1,...,mp ) > λ 1 (K m1,...,mi,...,mj ,...,mp )
contradicting the choice of K m1,...,mi,...,mj ,...,mp . The condition |m i − m j | ≤ 1 for i = j implies that each parameter m i is equal to either n/p or n/p , so that K m1,...,mp ∼ = T (n, p).
Remark 2.2. Delorme [5] proved (a bit too concisely) that changing the arbitrary e parameters of a complete multipartite graph by their average value increases the spectral radius by relying on the characteristic polynomial. While this result can be substituted for Lemma 2.1 in the proofs of Theorems 1.6 and 1.7, Lemma 2.1 is an independent result based on the principal eigenvector and inspired by the rotation lemma from [1] .
Remark 2.3. Delorme also asked in [5] whether the spectral radius of complete multipartite graph K n1,...,np is a concave function on the (p − 1)-dimensional simplex Y : p i=1 n i = n ∧ (∀i ∈ {1, . . . , p})(n i ≥ 0), i.e., whether λ 1 (K t(n1,...,np)+(1−t)(m1,...,mp) ) ≥ t λ 1 (K n1,...,np ) + (1 − t) λ 1 (K m1,...,mp )
for any two points (n 1 , . . . , n p ), (m 1 , . . . , m p ) ∈ Y and each t ∈ [0, 1] such that t(n 1 , . . . , n p ) + (1 − t)(m 1 , . . . , m p ) ∈ Y ?
Delorme proved this affirmatively for p ≤ 3 in [5] . We tested it computationally for t = 0.5, p ∈ {4, . . . , 10} and n ≤ 33 and found no counterexamples to the above question on these simplices.
