There are several theoretical reasons why globalization will have a narrowing as well as widening effect on the gender wage gap, but little is known about the actual impact, except for a number of country studies. This study provides a cross-country study of the impact of globalization on the occupational gender wage gap, based on the rarely used but most far-ranging survey of wages around the world, the ILO October Inquiry. This annual survey was started in 1924 and contains a wealth of information on wages and the gender wage gap. For the period 1983-99, there is information on the gender wage gap in 161 narrowly defined occupations in more than 80 countries around the world. This study finds the following: (i) the occupational gender wage gap appears to be narrowing with increases in GDP per capita; (ii) there is a significantly narrowing impact of trade and FDI net inflows on the occupational gender wage gap for low-skill occupations, both in poorer and richer countries, and for high-skill occupations in richer countries; (iii) there is no evidence of a narrowing impact of trade, but there is evidence of a widening impact of FDI net inflows on the high skill occupational gender wage gap in poorer countries; and (iv) wage-setting institutions have a strong impact on the occupational gender wage gap in richer countries.
Introduction

1
There are several reasons why globalization will have a narrowing effect on the gender wage gap. First, according to neoclassical theory, globalization will lead to increasing competitive pressures, making it more costly for individuals and firms to discriminate (Becker 1971) . Second, increasing trade will expand job opportunities with an increasing number of women being absorbed in export-oriented industries (Wood 1991; Anker 1998; Standing 1999; Cagatay and Berik 1991; Ozler 2000) . However, the female share of labor may peak with increasing exports if the demand for the generally lower-skilled female labor first rises and subsequently falls again over time (Joekes 1995) . Third, increasing trade will spur economic growth, with more investments in infrastructure and the availability and quality of public services. This, together with rising household incomes, will typically mean that gender disparities in human capital will fall with economic development, and therefore the gender wage gap as well (World Bank 2001 ).
However, globalization may also worsen the gender wage gap. First, standard trade theory predicts that trade will adversely affect the compensation paid to the relatively scarce factors of production in the economy. If female workers in developed economies tend to have lower skills than male workers, then female wages will be more adversely affected by increases in trade with developing countries than male workers. This skill effect would increase the gender wage gap. Of course the opposite is true for developing countries -their gender wage gap should fall with increases in trade. Second, globalization through increasing competition may weaken the bargaining power of workers, and especially female workers if they are disproportionally employed in sectors increasingly competing on the basis of "cheap" labor. If globalization means an increased ability of businesses to relocate all or some segments of their production across national borders, this will put a downward pressure on the wages of workers in the affected industries (UN 1999) . Third, there are complicated linkages between the traded sectors and other sectors in the market economy, as well as between the market economy and the unpaid household economy where women are the main workers (Fontana and Wood 2000) . For instance, if trade leads to increasing occupational segregation, or a reduction in leisure time for female workers, women may be less motivated to pursue a life-long career, thereby increasing the gender gap.
Only a few country studies have looked at the impact of trade on the gender wage gap. Black and Brainard (2002) find that increased competition through trade did contribute to the relative improvement in female wages in concentrated relative to competitive industries in the United States between 1976 and 1993, suggesting that trade may benefit women by reducing firms' ability to discriminate. García-Cuéllar (2000) and Artecona and Cunningham (2002) , using data on Mexican wages, find that the gender gap decreased more in industries that were more affected by trade (in terms of import licenses' reductions or import penetration) than in other industries. Berik, van der Meulen Rodgers and Zveglich (2004) analyze the impact of competition from international trade on the gender wage gap in Taiwan and South Korea between 1980 and 1999, and find that greater international competition in concentrated sectors was associated with larger gender wage gaps, contradicting Becker's theory.
2 Fontana and Wood (2000) use a computable general equilibrium model for Bangladesh to simulate the gendered effects of changes in trade policies and capital flows. They find that the gender wage gap narrows with a rise in foreign capital inflows and an increase in exports, as long as exports are female-led.
This study analyzes the rarely-used ILO October Inquiry to do a cross-country study of the impact of globalization on the gender wage gap, and provides evidence on the impact of trade and FDI net inflows across many countries. The ILO October Inquiry is the most far-ranging survey of wages around the world, and contains information on the gender wage gap in 161 narrowly-defined occupations in more than 80 countries for and Gender Initiative Any responsibility for remaining errors that remain rests with the author. 2 There are also a number of country studies looking at the impact of market structure on the gender gap. Although these studies do not focus on trade, they are suggestive in the sense that trade can have an impact on the gender wage gap through changes in market structure. Black and Strahan (2001) have shown that deregulation in the banking industry in the United States was associated with a significant improvement in the relative wages of women. Hellerstein et al. (2002) found that enterprises that have weak market power tend to pay women and men more nearly equal wages, while firms that are large relative to the market tend to discriminate.
1983-99. Although the pre-1983 ILO October Inquiry contains data on male and female wages for 12 occupations, the analysis in this study focuses on the 1983-99 data..
The main conclusions of the paper are as follows. First, the occupational gender gap appears to be narrowing with increases in GDP per capita,. Second, there is a significantly narrowing impact of trade and FDI net inflows on the occupational gender gap for low-skill occupations, both in poorer and richer countries, and for high-skill occupations in richer countries. Third, there is no evidence of a narrowing impact of trade and evidence of a widening impact of FDI net inflows on the high-skill occupational gender gap for poorer countries, possibly reflecting skill complementarities. And finally, wage-setting institutions have a strong impact on the occupational gender wage gap in richer countries.
Measuring the Occupational Gender Wage Gap Using the ILO October Inquiry
Since 1924 the ILO has conducted an "October Inquiry" on pay by occupation across the world. The ILO sends a questionnaire to national governments asking for wages in detailed occupations, within particular industries. 3 To assure comparability of occupational definitions across the countries, the ILO specifies in great detail the work involved in each occupation. To get a flavor of the specificity consider the following description of a clicker cutter in the footwear industry:
Clicker cutter (machine). Operates press machine which cuts out upper parts of footwear; lays material on the table of machine; selects cutting dies; arranges dies on material to cut it economically and avoid weaknesses; cuts out show part by lowering
press onto dies; removes cut-out parts from material.
Or this (abbreviated) description of an accountant in a bank: 1929, to 41 in 1951, to 48 in 1953, and then to 161 in 1983. 4 With respect to gender, the ILO October Inquiry reported wages for male earners for the period 1924 -1952 . In 1953 it changed the observation unit to adult workers, but with a gender breakdown in reported pay for 6 occupations. In each of the years in the period 1954-1982 there was a gender breakdown for between 6 and 12 occupations. After 1982 the number of occupations was expanded to 161, and for most of these occupations a gender breakdown and therefore gender gap was reported in any year.
If each country contributed information on wages from a nationally representative survey based on ILO definitions, the October Inquiry would be the ideal source for comparing the pay of male and female workers across countries and occupations.
However the October Inquiry data fall short of being ideal. Indeed, the problems involved are such that the Inquiry is one of the least used sources of cross-country data in the world (see Oostendorp 2000, 2002) .
The main problem is that countries respond to the ILO's request for information often in inconsistent ways. Recorded wages are not directly comparable either between countries or in the same country over time, or between occupations in one country at a point in time. The recorded wages are non-comparable because countries report data from a variety of national sources rather than conducting special surveys to respond to the 4 Starting from 1983, the ILO actually asks for information on 159 occupations but it differentiates occupation 139, executives in the government into three sectors; national, regional or provincial, and local governments. ; in 1985, 71 reported wages; in 1990, 72 reported; in 1992, 60 reported; in 1995, 76 reported; in 1997, 66 reported; and finally in 1999, 45 countries reported wages. The uneven pattern in reporting makes it tricky to conduct time-series and trend analyses. In addition, over time the ILO has asked for data on different numbers of occupations, which makes trend comparisons difficult, particularly those between the post-1983 period and earlier years. Moreover, some countries do not provide national data but report data from particular regions instead, e.g. major cities or urban areas.
A third problem relates to the concepts of wages used in the October Inquiry.
Information is requested on average wage or salary rates and average regular gross earnings, together with the relevant hours of work, with respect to the month of October.
The October Inquiry does not seek to cover all components of earnings (irregular bonuses, including such important payments as the annual or bi-annual bonuses paid in Japan and some other Asian countries, may represent a significant part of total gross earnings). Nor does it seek to obtain information on all supplementary labour costs. To the extent that employers' and employees' social contributions are often proportionate to wages, this will not affect estimates of relative wage structures in countries, but it will affect, and often underestimate, inter-country differences in labour costs or living standards.
A fourth problem is that even with the ILO's detailed specification of skills, the work performed in a given occupation can vary from one country to another. Even in one country, skills differ within the narrow ILO categories. The range of skills displayed by cooks employed in restaurants and hotels (one of the ILO's specified occupations) in the United Kingdom varies considerably, depending on the size of an establishment, the type of cuisine offered, and the number of stars in the guidebook. Such differences are likely to be even greater between countries. To the extent that differences in skills within occupations are associated with education, the workers in advanced industrialized countries are likely to be more skilled than those in less advanced, developing countries.
Finally, there is the problem of the quality of the data provided to the ILO. As already mentioned, countries send the ILO data obtained from a range of different sources: government agencies; collective agreements; legally determined scales, such as minimum wage rates; and surveys of varying quality. Approximately half the data are based on surveys, mostly enterprise surveys. There are potential quality problems with each of these sources, depending on the data-gathering process. At our request, the ILO's Bureau of Statistics has classified the various data sources into four quality groups, ranging from "not acceptable", "poor quality", "acceptable/good" to "excellent". 5 The vast bulk of the data were rated as being in the "acceptable/good" category (52.6 per cent) or the "excellent" category (32.4 per cent), and 15% was rated as "not acceptable"
or "poor". The data of acceptable/good or excellent quality was further cleaned by the author and still another 16% of the observations were dropped.
6 5 The quality assessment of the October Inquiry data was based on information available within the ILO on the data sources, consistency of the data (trend, regularity, consistency between wage rates and earnings, etc.), comparisons with other wage data received for publication in the Yearbook of Labour Statistics, and questions raised with countries and the types of replies received. 6 The time-series for each country/occupation pair was inspected, and observations that were clearly deviating from the time pattern were omitted. Entire occupation/year pairs were omitted if there was no pattern whatsoever. No cut-off point with respect to very low or very high reported wage gaps was imposed. Differences in gender gap across reported locations and gender differences in hours worked were taken into account. Sometimes whole countries were dropped because too many occupations had to be dropped, suggesting serious data problems. Panel B shows the frequency distribution of countries by the number of occupations they report; and the frequency distribution of occupations by the number of countries that report statistics on them. The distribution of countries by number of occupations shows that in most countries the gender breakdown has been reported for less than 50 observations. In 17 countries the female-male wage has been reported for less than 5 occupations, while 13 countries report between 5 and 9 female-male wages.
These numbers show that in many countries there are not enough occupations with 7 The maximum is the multiplicand of the number of countries (83) times the number of occupations (161) times the number of years (17).
female-male wage data to get a good measure of the overall gender wage gap structure within a country. The distribution of occupations by country shows that there are femalemale wage data for 66 occupations in at least 20 countries, and for 18 occupations in at least 30 countries. This means that we can contrast the gender wage gap in these occupations around the world.
Panel C shows the various ways in which countries report female-male wages.
Many countries report wage rates from employer surveys or collective agreements or legislated pay schedules. Others report earnings, some from household surveys but mostly from employer surveys. In total about half the observations are reported in wage rates, and the other half in earnings. Most give statistics in the form of means 8 , but some report minimum wage rates, maximum wage rates, prevailing wages, or medium wages.
The period to which the pay refers also varies. The most common period is the month, followed by the week and hour, but some countries report daily, annual or forthnightly rates for some occupations.
How can we make valid comparisons of the gender wage gap across countries, occupations, and years if the data are available in such a heterogeneous format? In Oostendorp (2000, 2002) a standardization procedure was developed to put the Inquiry data into a form that researchers can readily use, transforming each observation, however reported, into a standard rate based on the most common form of data in the Inquiry -monthly average wages for male workers. 9 Here we use a similar procedure to standardize the gender wage differentials across countries, occupations, and years. We choose to standardize all gender wage differentials into average hourly earnings differentials, because earnings are a better measure of total compensation and only slightly less frequently reported than wages in our data set. Instead of standardizing the gender wage differentials, it would also be possible to standardize the wages for female and male workers first, and then use the standardized female and male wages to analyze the standardized gender wage differentials (or more accurately "the gender 8 In a few cases the wages are in the form of ranges. We found the midpoint of the range and report it as the wage for the category. 9 The standardization procedure involves two steps. In the first step dimensional analysis is used to convert annual, weekly, and forthnightly wages into monthly wages while hours of work data (if available) are used to convert hourly and daily wages into monthly wages. In the second step a regression analysis is applied to correct for the remaining differences in pay, averaging, and period concepts. We have limited the heterogeneity of the data by limiting the pay concept to average, minimum, prevailing and median rates (excluding the maximum and 'other' rates). The 'average' pay concept is included because it is the preferred pay concept measuring the compensation of an average worker. We have also included the minimum and prevailing rates, however, because in the pre-1983 data this is a very common pay concept, and this will allow greater comparability over time. However we have excluded any observations where the reported minimum wage gender differential equals one -this is most likely a reflection of (non-discriminatory) statutory minimum rates rather than actual minimum rates. The median pay concept is only reported by the United States and has been retained to allow comparison with other research on US data.
The estimated adjustment factors are very small for the pay and period concepts.
For the averaging concept there is a relatively large adjustment for minimum wages: the occupational gender wage gap is estimated to be 6 % point higher for minimum wages as opposed to average wages. The estimated adjustment factors have been used to transform each observed gender wage gap into a gender wage gap for average hourly earnings. It is the latter standardized gender wage gap that we have used for the analysis.
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10 We did some preliminary analysis on standardized female and male wages, however, with few significant results. This is probably the result of loss of efficiency by standardizing female and male wages separately, rather than standardizing the wage differential directly. 11 Note that in the standardizing regressions we are assuming that the effect of the differences in concepts is the same across countries. If we had enough variation within the countries it would be possible to estimate country-specific adjustment factors. In our earlier standardization procedure for wages we have explored this issue by introducing country-specific adjustment factors (see Freeman and Oostendorp 2000) . Because of lack of variation within countries, this could only be done for female-male wage differentials within countries, but not for differences in the pay, averaging and period concepts. Hence, when standardizing the gender wage gap itself, we do not have enough variation to estimate country-specific adjustment factors for the pay, averaging and period concepts. We have, however, also followed an intermediate route, and estimated adjustment factors specific for income levels. We found that allowing for income level-specific adjustment factors gives virtually the same results (available on request from the author).
The Occupational Gender Wage Gap around the World
The ILO October Inquiry data allow us to look at the occupational gender wage gap, that is, the female-male wage difference within an occupation in a given country and year. Occupations have been narrowly defined, so in principle we have information on how much female engineers or clicker cutters earn in comparison to their male counterparts. It is important to point out that the ILO October Inquiry does not contain information on employment within these occupations, so we are unable to measure the average gender wage gap across workers. In principle it is even conceivable that the average gender wage gap across workers increases, while we observe a decline in gender wage gap in each of the occupations.
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Does this mean that the occupational gender wage gap is non-informative? Quite the contrary. Because it gives information on the gender wage gap within narrowly defined occupations, it is, in a way, more informative than the usual measures of the gender wage gap. Usual measures of the gender wage gap are the 'raw wage gap' and the 'unexplained wage gap'. The raw wage gap measures the female-male wage differentials for typically all employed workers or for broad occupational categories. Because female and male workers may be different from each other in terms of human capital (such as type of education, work experience), occupations, and hours worked, this measure will typically overstate the actual gender wage gap if one would control for these differences.
The unexplained wage gap is the female-male wage differential that remains if gender differences in human capital are taken out (typically through a regression analysis). It can be thought of measuring gender discrimination, in the sense of indicating gender-specific prices for similar levels of human capital.
The occupational gender wage gap can be viewed as providing a direct measure of the unexplained wage gap, without relying on the availability of good human capital data and a regression method to control for gender differences in qualifications. Assuming that female and male workers in the narrowly defined occupations have similar skills, any wage differentials can be interpreted as direct evidence of wage discrimination. In so far as occupational skills are comparable across countries, the occupational gender wage gap can be compared across countries as well. Table 3 presents the occupational gender wage gap by country for 1983-99, organized by the level of development. Here the occupational gender wage gap is measured as one minus the average ratio of the reported female and male wage for a given country and year across occupations. This definition implies that a gap of zero indicates no difference between female and male occupational wage, while a gap more than zero indicates that the female wage is lower than the comparable male wage.
In Table 3 for each country the year is selected for which most occupational gender wage gaps were reported (at least two occupational gaps). We report two occupational gender wage gap statistics, namely the unadjusted and the adjusted. The unadjusted occupational gender gap does not correct for differences in pay, averaging, and period concepts. 13 The adjusted occupational gender wage gap corrects for differences in pay, averaging and period concepts.
14 It indicates what the gender wage gap is for hourly average earnings.
First of all, there are relatively minor differences between the unadjusted and adjusted occupational gender wage gap, suggesting that the heterogeneity in reporting is not a major problem if one is looking at the gap between female and male wages. Secondly, the occupation gender wage gap is typically above zero, as female workers tend to earn less than male workers in the same occupations. The overall average occupational gender wage gap is 0.11 across all countries in the dataset. Looking across income groups, the richer countries actually appear to have a higher occupational gender wage gap. The average occupational gender wage gap is 0.13 (0.12 if adjusted) for the high income countries, and 0.04 (or 0.03 if adjusted) for the poor countries.
Recent empirical studies from 71 countries indicate that on average the gender raw wage gap is 0.23 in developed countries, and 0.27 in developing countries.
13 But dimensional analysis and the hours of work data have been used to calculate the gender gap on a hourly basis as much as possible. 14 More precisely, a regression has been estimated with dummies for the pay, averaging and period concept to adjust the occupational gender wage gap for different units. Lexicographic weighting has been used in case there are multiple standardized observations for a given country/year/occupation pair (see Freeman and Oostendorp 2000) .
Generally, only about 20 percent of the gender gap in earnings can be explained by observed differences in worker and job characteristics, leaving an unexplained gender wage gap of about 0.20 (World Bank 2001, pp.55-57) . We find that the average occupational gender wage gap is 0.11 across countries. Unfortunately these figures are not completely comparable, as we are looking at the average occupational gender wage gap across countries, without taking into account employment patterns. They still suggest however a significant bias in the labor market treatment (discrimination) of women even within narrowly defined occupations. Countries report different occupations and this may be a reason why there is a positive relationship between the occupational gender wage gap and the level of development. However, if we adjust the occupational gender wage gap for cross-country differences in occupations reported, we still find a positive relationship. 15 Also if we limit the analysis to the country/year pairs reporting at least five of the 20 most reported occupations, we also find a positive relationship between the level of economic development and the gender gap.
The above descriptive analysis suggests that if there is any relationship between the occupational gender wage gap and the level of development, it would be a positive one. However, the above analysis does not take into account other country differences which may affect the occupational gender wage gap and which are correlated with the level of development, such as wage-setting institutions and occupational segregation. In the regression analysis of section 4 we will attempt to control explicitly for these possible omitted country characteristics. We can already control for time-invariant country characteristics, however, by looking at within-country changes in the occupational gender wage gap. In order to do this, we have separated the sample in two groups, namely the top one-third countries which have seen the fastest growth rate in GDP per capita between the 1980s and 1990s, and the corresponding bottom one-third. The first group form the 'fast growth group', while the latter group forms the 'slow growth group'. Figure 2 shows the results. The average change in the occupational gender wage gap for the slow growth group is +0.04 (median change +0.02) between the 1980s and 1990s.
The corresponding change is -0.02 (median change -0.01) for the fast growth group.
Hence, the fast growth group has experienced a narrowing in the occupational gender wage gap, while the slow growth group experienced a widening. Also if we look at the number of positive and negative changes within each group the pattern is clear. Six out of eight countries in the slow growth group experienced an increase in the occupational gender wage gap, while six out of eight countries in the fast growth group experienced a decrease.
The occupational gender wage gap in globalizing countries
In the introduction we discussed different theories about the impact of trade on the gender gap. These theories often have implications for the gender wage gap across occupations or skill levels but not for the gender wage gap within occupations or skill levels. For instance, standard trade theory predicts that the compensation paid to the relatively scarce factors of production will fall, implying that both male and female wages will fall in occupations intensive in scarce factors. Similarly, any trade-induced fall in gender disparities in human capital will probably lead to more employed women in the higher skill occupations, but not necessarily a lower gender wage gap within occupations.
If we look at the gender wage gap within occupations, we would expect the impact of trade to be a narrowing one. First, trade will lead to more competition and therefore less discrimination, as argued by Becker (1971) . Second, increases in trade will drive up the relative demand for female labor because female labor supply tends to be more elastic than male labor supply, and because women are disproportionally represented in export-oriented sectors, at least in developing countries (Wood 1991) .
Hence, prima facie, we expect a negative relationship between globalization and the occupational gender wage gap. It is clear that the above descriptive analysis may suffer from occupational heterogeneity (specification bias), the omission of factors that may have caused the changes in the occupational gender wage gap (omitted variable bias), and feedback effects from the gender gap on economic development and trade (simultaneity bias). In the following section we therefore provide a more in-depth regression analysis of the impact of globalization on the gender gap, taking into account each of the above potential biases.
Does Globalization Reduce the Occupational Gender Wage Gap? A Regression Analysis
Regression estimates of the impact of trade and FDI on the occupational gender gap
In Table 4 we report the cross-section estimates (OLS) of the effect of per capita income and a number of trade and FDI variables on the occupational gender wage gap. In this and all the following regressions we have omitted Hong Kong, Singapore, Azerbaijan and Luxembourg, because they are untypical either in terms of trading volume or FDI net inflows. Also throughout the analysis we will include dummy variables for Cyprus, Japan and Korea, as it was found that the cross-section estimates were strongly affected by the inclusion of these high occupational gender wage gap countries.
We estimate the impact of GDP per capita, trade and FDI on the gender gap for 'poorer' as well as 'richer' countries. The low and lower middle income countries are classified as 'poorer countries' and the high and higher middle income countries as 'richer countries'. The impact of GDP per capita, trade and FDI may differ with the level of development, given that the gender gap varies across level of development (Table 3) and given possible non-linearities in the relationships between GDP per capita, trade and FDI and the gender wage gap.
The first row of Table 4 shows that there is a significant positive impact of GDP per capita on the gender wage gap in poorer countries. For richer countries the impact is either positive or negative, depending on the globalization measure used, but not significant. The positive cross-section correlation confirms what we have already seen in Figure 1 , except that we now observe the relationship to be non-linear and to hold for the poorer countries in particular. A non-linear relationship suggests a gender-equivalent of the Kuznets curve, with first an increase in gender inequality (within occupations) and then a decrease. However, Figure 2 and time-series analysis discussed below (Table 9) suggest that there is no Kuznets curve at the country level and that the gender gap falls with economic development. This apparent discrepancy or 'puzzle' will be discussed more below.
In the second to fifth rows of Table 4 we report the coefficients for the trade and The second to fifth rows of Table 4 show that the effect of trade is generally negative (although not always significant), that is, the gender wage gap tends to fall with the openness of the economy. This result confirms what we already have seen in Figure   3 . For FDI net inflows we find a more ambiguous pattern, with a negative and a positive but insignificant effect for the poorer and richer countries respectively. The use of the Sachs-Warner measure of openness gives an insignificant result as well (not reported).
The R 2 is much lower for poorer countries, which may reflect greater measurement error in poorer countries and therefore heteroskedasticity. The standard errors are therefore corrected for clustering within country/occupation observations throughout the analysis.
Overall we can conclude that countries that trade more tend to have a lower occupational gender wage gap. In the following we will further investigate this basic result by analyzing possible specification, simulateneity and omitted variable bias.
Specification bias: occupational heterogeneity, trade and the gender wage gap
The impact of globalization on the gender gap may vary across occupations. First, the existing gap may vary across occupations, and globalization may be expected to have the greatest impact on those occupations with the largest gap (and potential for reduction). Second, occupations differ in terms of worker and sector characteristics and may therefore be impacted differently.
An especially important distinction is that between high versus low skill occupations. 18 If the gender gap is primarily reduced through sector expansion (with increasing relative demand for female labor), then we would expect trade to have a negative impact on the low skill gender gap in poorer countries and the high skill gender gap in richer countries. This is because standard trade theory suggests that low skill occupations are most likely to benefit from trade expansion in poorer countries and the high skill occupations in richer countries. Conversely, if the gender gap is primarily reduced through sector contraction (with increasing competition from imports), then we expect a large impact on the high skill gender gap in the poorer countries and the low skill occupations in the richer countries. Hence standard trade theory suggests that trade may have different impacts on the gender gap depending on the income (or average skill) level of the country and the skill type of the occupation. For this reason it is important to distinguish between these skill types.
Because we lack independent information on the skill or educational levels within each occupation, we define high skill occupations as those occupations that are within the top half of the occupational wage distribution within a country. Low skill occupations are defined as those occupations in the bottom half of the wage distribution. 19 This procedure to distinguish between low and high skill occupations is reasonable given that wage levels and skills tend to be strongly correlated.
In Table 5 we report cross-section estimates for the occupational gender wage on skill type. The inclusion of year dummies subsumes any time pattern as we are focusing on the cross-sectional relationship between skill type and gender gap. 18 We are grateful to Aart Kraay for pointing this out. 19 The occupational wage distribution within a country is calculated as follows. First, we regress wages on dummies for pay, averaging, and period concepts as well as country by year dummies. Second, we calculate a standardized wage by subtracting the estimated coefficients from the observed wage. Unlike the standardization procedure as discussed before, we also subtract the coefficients for the country by year dummies to control for inflation and aggregate wage changes across years. Third, we take the average standardized wage across years for each occupation within a country to derive the occupational wage distribution for each country.
Column 1 in Table 5 shows that the occupational gender wage gap is 8% point lower for low skill occupations in low and lower middle income countries compared to the high skill occupations. 20 Column 2 shows that for the high and higher middle income countries the gender wage gap is 2% point lower for low skill occupations. Given that the lower skill occupations in poorer countries already have a 8% point lower gap than the high skill occupations the impact from sector expansion on the gender gap is expected to be moderate in the poorer countries.
In Table 6 we reestimate the regressions of Table 4 but now with interaction terms for the trade and FDI variables with the level of skill of the occupation. We have the following findings. First, the puzzling findings on the impact of GDP per capita on the gender gap as found earlier in Table 4 remain. Second, there is a generally significant negative impact of trade and FDI net inflows on the gender wage gap for low skill occupations, both in the poorer and richer countries. Third, there is a negative impact of trade on the gender wage gap for high skill occupations in richer countries, but not in poorer countries. Fourth, there is a positive (that is, widening) impact of FDI net inflows on the gender gap for high skill occupations in poorer countries.
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The above findings suggest that trade and FDI do not lower the gender wage gap for high skill occupations in poorer countries, which tend to have a 8% point higher gender gap (Table 5 ). According to standard trade theory, sectors intensive in scare factors will contract and the demand for scarce factors will fall. Hence, we would expect high skill occupations in poorer countries to suffer from increased import penetration and competition, and therefore falling gender gaps following Becker (1971) . However, no such fall is observed.
How can we explain this surprising finding? From earlier research we know that high skill occupations in poorer countries often do not lose from globalization as there are many instances where the skill premium has increased with trade liberalization (Robbins 1997 , Hanson and Harrison 1999 , Robbins and Gindling 1999 , Beyer, Rojas and Vergara 1999 , Arbache, Dickerson and Green 2003 , Hanson 2003 . This may be due to the fact that high skilled labor is a complement for trade in low skill goods. Similarly the technology embodied in direct foreign investment and skilled labor may be complements.
Trade and foreign investment can therefore significantly raise the demand for skilled workers, such as engineers, accountants, and finance specialists, and an increase in trade and foreign investment does therefore not necessarily lead to increased competitive pressures for high skill occupations in poorer countries.
However, we not only find an absence of a negative (and narrowing) impact, but a significantly positive (and widening) impact of FDI net inflows on the gender wage gap for high skilled occupations. 22 This result is difficult to understand, unless there are significant gender gaps in human capital within high skill occupations in poorer countries (as suggested by the large difference in gender gap between low and high skill occupations in poorer countries in Table 5 ). In that case an FDI-induced increased demand for the better-qualified high-skill workers may disproportionally benefit male workers and lead to a larger gender wage gap. In other words, FDI benefits male engineers or computer programmers more than female engineers or computer programmers because they tend to be relatively better educated.
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The estimated coefficients for the aggregate trade variables (as a percentage of GDP, in current price or constant price) for the low skill occupations in poorer and richer countries are approximately -0.001. This magnitude suggests that if trade increases with 10% point, that the gender gap would become 1% point lower. Given that the average occupational gender gap is 11% point, this reduction is substantial.
22 Earlier we noted that using country-specific adjustment factors in the standardization procedure gives virtually the same results (footnote 11). There is one notable difference, however, namely that the estimated coefficients of the trade measures for the high skill occupational gender gap in poorer countries become larger and even significantly positive for two of the three measures. This may even suggest the occupational gender wage gap also increases with trade for high skill occupations in poorer countries. 23 Note that this argument implicitly assumes that gender differentials in human capital are relatively less important for low skill occupations as well as for high skill occupations in richer countries. This is plausible because (a) human capital differentials are more likely to show up in high skill occupations creating larger occupational gender wage gaps in high skill occupations (see Table 5 ), and (b) female education lags behind male education in economic development (see Filmer 1999) .
Simultaneity bias
So far we have looked at the impact of trade and FDI net inflows on the gender wage gap. It is possible that the above estimates suffer from a simultaneity bias, however, Potentially there are two limitations to this strategy. First, as noted by Rodriguez and Rodrik (2001) , geography may be a determinant of income through many more channels than just trade. Second, the Frankel-Romer instruments are time-invariant, and can only be used to control for simultaneity bias in cross-section regressions.
In spite of these caveats, we also use the Frankel-Romer instruments, as they will go a long way in reducing the simultaneity bias. 24 In particular we interact the FrankelRomer instruments with the skill level of the occupation and use them as instruments for our trade and FDI measures. Table 7 reports the results of this exercise. Generally speaking the earlier results from Table 6 remain valid. We still find a negative impact of trade and FDI net inflows on the gender wage gap for low skill occupations, both in the poorer and richer countries. 25 Also the earlier finding that there is a negative impact of trade on the gender wage gap for high skill occupations in richer countries is confirmed.
In particular the coefficient for the sectoral trade variable is now also negative (although insignificant), confirming that simultaneity bias is especially important for the sectoral trade data, presumably because high gender gaps imply cost-savings and increase trade intensity with an upward bias in the OLS estimate. Interestingly, however, the significant positive impact of FDI on high skill occupations in Table 6 Tables 6 and 7 ). This result may reflect the attenuation bias because of measurement error in Table 6 , as well as simultaneity bias. 26 In the poorer countries a 10% point increase in trade (as a % of GDP) lowers the low skill gender gap by 1% point. In richer countries a similar increase in trade intensity would reduce the gender gap by 2% point, both in low and high skill occupations. The impact of FDI on the gender gap is particularly large -a 1% point increase in FDI (as a % of GDP) would lower the gender gap by 3-4% points, except for the high skill occupations in poorer countries. 24 Dollar and Kraay (2001) have used lagged levels of trade as an instrument, assuming that any timevarying omitted variables are uncorrelated with lagged levels of openness. This strategy also has its limits because it does not take into account any serial correlation in growth (shocks). 25 There is a positive and insignificant coefficient on the sector trade variable only for low skilled occupations in poorer countries. 26 Simultaneity bias will lead to an upward bias if gender gaps imply cost-savings and therefore increase trade and FDI net inflows.
Omitted variable bias
The above estimates may suffer from omitted variable bias if the occupational gender wage gap is affected by other factors other than economic development, trade and FDI net inflows. Here we will investigate two different types of omitted variable bias, namely omitted variable bias due to observed and omitted variable bias due to unobserved variables. With respect to the observed omitted variable bias we investigate three types of omitted variables, namely wage-setting institutions, intra-country trade, and occupational segregation and inequality. With respect to the unobserved omitted variable bias we will investigate the impact of omitted unobserved country and occupation characteristics.
Wage-setting institutions
The first type of observed factor we consider is the impact of wage-setting institutions. It has typically been found that pay differentials are reduced with strong institutional determination of wages and/or prices (Freeman and Oostendorp 2000) . Here we test whether this is also the case for the wage differentials between female and male workers in the same occupations.
We have two types of measures of the role of institutions in wage-setting. Columns 1 and 5 of Table 8 show that wage-setting institutions have a large impact on the gender wage gap in richer countries, but not in poorer countries. 27 For richer countries it is estimated that an increase in union density of 10% points will decrease the gender wage gap by 0.5% point. An increase in the regulatory score from 1 to 2 would lower the gender wage gap by 5% point. Hence, relative to trade, the impact of wage-setting institutions is substantial.
We do not find any significant impact of wage-setting institutions on the gender wage gap for the poorer countries. This insignificance may reflect the fact that these institutions tend to be weaker and less binding because of weaker enforcement and the large size of the informal sector. Significantly, the coefficients for the trade intensity variable are relatively unaffected (compare with columns 1 and 5 in Table 6 ), suggesting that omitted variable bias is no problem.
Intra-country trade
The gender wage gap may not only be affected by international trade but also by regressions to estimate the impact of (international) trade on aggregate income. Without the inclusion of proxy measures for within-country trade the coefficient for international trade would be biased.
Frankel and Romer assume that within-country trade is a function of size, which they proxy by population and area, both in logs. In interpreting these proxies, they focus on the sum of the coefficients on log population and log area, as this reflects the impact of an increase in population and area together, with no change in population density (Frankel and Romer, 1999 p.382) . Such a change clearly increases the scope for withincountry trade.
In columns 2 and 6 of Table 8 we report the results if these proxies for withincountry trade are included. The coefficients on the area and population variables are jointly insignificant for the poorer countries 28 , but significantly positive for the richer countries. This is a puzzling and difficult to explain result as it suggests that larger countries tend to have a larger occupational gender wage gap compared to smaller countries. Most importantly, however, the coefficients on trade intensity variable are relatively unaffected (compare with columns 1 and 5 in Table 6 ), suggesting that omitted variable bias is not a big problem.
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Occupational segregation and inequality
The gender wage gap is only one possible measure of inequity and may be related to other measures of inequity. Another dimension of gender inequity which is often analyzed is that of occupational segregation (see for instance Anker, 1998) . The literature distinguishes between two different forms of occupational segregation by sex. Horizontal segregation refers to the distribution of men and women across occupations, for instance women work as salespersons and men as truck drivers. Vertical segregation refers to the distribution of men and women in the same occupation with one sex more likely to be at a higher grade or level. For instance men are more likely to be working at highly competitive firms and women working at less competitive firms.
28 The F-test on the joint significance of the population and area variables has a p-value of 0.12. 29 The reported results are for trade intensity (as a % of GDP, current prices). Similar results hold if one uses one of the other trade variables or the FDI net inflow variable.
Vertical segregation may be an explanation why women earn less than men even within the same occupation. Horizontal segregation may substitute for gender wage gaps as it may allow discriminatory employment practices without violating the widely accepted equal-pay-for-equal-work norm. Hence, horizontal and vertical integration should be taken into account when explaining gender wage gaps.
Horizontal occupational segregation is measured by the index of dissimilarity that is by far the most commonly used inequality index. It is defined as one-half of the summation over all occupations of the absolute differences between the proportion of all females and the proportion of all males in each occupation. It has a minimum value of 0 (no segregation) and a maximum value of 1 (complete segregation) (see Anker 1998, p.69) . We use information on the number of female and male workers at the 3-digit ISIC level from the Trade and Production Database to calculate the index of dissimilarity. This index at the sector level is subsequently linked with the ILO October Inquiry at the occupational level given that each occupation belongs to a specific sector (ILO 1995) .
It is more problematic to calculate a proxy for vertical segregation as this information is often unavailable at the country level, let alone for a large country dataset.
We therefore use a rough proxy, namely the number of firms in a sector, assuming that vertical segregation is more likely as the sector expands with an increasing diversity of firms. Once again, we use information from the Trade and Production Database on the number of firms at the 3-digit ISIC level and link this information with the ILO October Inquiry at the occupational level.
Columns 3 and 7 show the results if we include our proxies for horizontal and vertical occupational segregation in the regression. The only significant effect is for the number of firms in richer countries -the occupational gender gap tends to be higher in countries with more firms in a sector. 30 This finding confirms our hypothesis that an expansion of the number of firms may increase the opportunities for vertical segregation, and therefore contributes to the gender wage gap within occupations. However, the trade variables are all insignificant now, because of the stark reduction in sample size. If we rerun the same regression but without the segregation variables on the same smaller 30 No significant effect is found in poorer countries possibly because many firms are unregistered and informal firms.
sample (not reported), then we find almost identical and insignificant coefficients for the trade intensity variable. Hence, we may conclude that the omission of proxies for horizontal and vertical occupational segregation does not lead to an important omitted variable bias.
We also investigated whether the gender wage gap is related to overall wage inequality. Blau and Kahn (2001) have shown that a large part of the cross-country differences in the gender wage gap can be explained by differences in wage inequality.
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This is because the pay of women tend to be at the bottom of the wage distribution so countries with a compressed wage structure will tend to have a lower gender wage gap.
If women tend to be at the bottom of the wage distribution within occupations, then we may also expect countries with a greater wage inequality to have a larger gender gap. However if the occupations are sufficiently narrowly defined, no such effect can be expected.
We have estimated whether empirically there is a relationship between wage inequality and gender wage gap. Wage inequality has been measured as occupational wage inequality, reflecting the wage structure. We have used the ILO October Inquiry to estimate the occupational wage inequality as the standard deviation of the log male occupational wage. 32 Columns 4 and 8 of Table 8 show the regression results if this measure of wage inequality is included. Unlike Blau and Kahn, we do not find a significant (positive) relationship between wage inequality and the gender gap, suggesting that the occupations are sufficiently narrowly defined. Also the coefficients for the trade intensity variable are virtually unaffected implying the unimportance of omitted variable bias in this instance.
31 They also show that another large part can be explained by cross-country differences in female net supply. We have also calculated their measure of female net supply and found a weakly significant negative effect on the gender wage gap in richer countries (p-value 0.09). This may reflect a simultaneity bias, if higher gaps lead to less net supply because of low female wages. Importantly, the coefficient for the trade variable was not significantly affected. 32 We have estimated the occupational wage inequality for all country/year pairs for which at least 30 occupational wage observations were available (see Freeman and Oostendorp, 2002) .
Unobserved country and occupation characteristics
It is also possible that the results are biased because of the presence of unobserved country and/or occupation characteristics that are correlated with the regression variables.
Also the dataset is highly unbalanced, in the sense that countries report gender gaps for different occupations in different years, and countries report often only for a subset of years. As a consequence the results may also suffer from a sample selection bias. We therefore also exploit the panel data structure of the ILO October Inquiry by including country by occupation dummies in the regressions ( Table 9 ). The inclusion of these dummies implies that the impact of the trade and FDI variables is solely based on changes in trade and FDI intensity within a given occupation for a given country over time. Hence, the regressions are unaffected by time-invariant (observed and unobserved) country and occupation characteristics, and also controls (to some extent) for sample selection bias. The disadvantage of this procedure is, however, that the results become more sensitive to measurement error and therefore are more likely to suffer from attenuation bias. Table 9 reports the results of the time-series analysis. First we simply estimate a linear trend on the occupational gender wage gap, and do find a negative trend (columns 1 and 6). The coefficients are imprecisely estimated, however, and only approaching 10% significance for the richer countries (p-value 0.14). A coefficient of -0.001 implies a 0.1% point narrowing of the occupational gender wage gap each year.
The positive coefficients for GDP per capita for poorer countries in the crosssection analysis (see Table 6 ) are no longer significant and even negative in three out of four cases, confirming the pattern observed in Figure 2 . Also three of the coefficients for GDP per capita for richer countries (Table 6 ) become significantly negative after the inclusion of country by occupation dummies. Only if we use sectoral trade measures we still find positive coefficients on the GDP per capita variable, but they are insignificant.
Therefore we conclude that the gender gap has a tendency to fall within a given country with economic development, as suggested by figure 2.
In Table 8 we have included controls for wage-setting institutions, intra-country trade, horizontal and vertical occupational sex segregation and wage inequality, but the positive relationship found earlier in Table 6 (for poorer countries) still held even with the inclusion of these potentially omitted variables. This result suggests that other (omitted) country characteristics create the omitted variable bias, for instance gender culture and anti-discrimination legislation. 33 However, because we have no proxies for these omitted factors we are not able to test this formally.
We still find that trade has a negative impact on the low skill gender gap for the poorer countries. For the richer countries we also find a significant negative effect for the sectoral trade intensity variable, but a significant positive effect for the aggregate trade intensity variables. However, the finding for the sectoral trade variable is most relevant in this respect, because it measures most directly the link between changes in trade and the gender gap within given occupations and countries. The impact of FDI net inflows is now found to be positive for low skill occupations in richer countries and insignificant otherwise, contradicting the results in Tables 6 and 7 . Also here we are suspicious of these results given that we lack information on sectoral rather than aggregate FDI net inflows to measure the link between changes in FDI and the gender gap within given occupations and countries.
Conclusion
In this paper we have undertaken one of the first truly global studies of the effect of globalization on the gender wage gap. The study is based on the most far-ranging crosscountry survey of wages available, the ILO October Inquiry, allowing us to measure the gender wage gap within narrowly defined occupations. Assuming that skills are relatively homogenous within these narrowly defined occupations, the occupational gender wage gap provides a direct measure of gender differences in labor market treatment and The October Inquiry results were published chronologically by the ILO as follows.
Data for 1924-45
International Labour Review (Geneva), Vols. 10 (No. 5, Nov. 1924) to 54 (No. 3 and 4, Sept.-Oct. 1946 Inquiry Results, 1985 (1983 -84 results) to 1991 (1989 Note: standard errors are corrected for clustering within the same country/occupation observations. NA = not applicable. Note: standard errors are corrected for clustering within the same country/occupation observations. NA = not applicable. Note: standard errors are corrected for clustering within the same country/occupation observations. NA = not applicable.
*For OECD and (ex-)communist countries union density is replaced by collective bargaining coverage and zero respectively. 
