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We summarize and extend evidence that the deconfinement phase transition in Yang-Mills theories
can be viewed as change of effective non-perturbative degrees of freedom and of symmetries of
their interactions. In short, the strings in four dimensions (4d) at temperatures below the critical
temperature Tc are replaced by particles, or field theories in 3d at T > Tc. The picture emerges
within various approaches based, in particular, on dual models, lattice data and field theoretic
models. We concentrate mostly on the lattice data, or on the language of quantum geometry.
PACS numbers: 12.38.Aw, 25.75.Nq, 11.15.Tk
I. INTRODUCTORY REMARKS
Non-perturbative phenomena in Yang-Mills theories
attract attention of theorists since long. The most fa-
mous problem is the confinement of color. More re-
cently, observation of the ’strongly interacting quark-
gluon plasma’ (for review see, e.g. [1]) fueled the fas-
cination.
Quasiclassical solutions seem to be most natural start-
ing point to consider non-perturbative phenomena. And,
indeed, instantons provide a clue to understand generi-
cally spontaneous chiral symmetry breaking. In contrast,
there are no classical solutions of Yang-Mills equations
which could be relevant to confinement.
String picture is best suited to approach the confine-
ment. The deconfinement phase transition is then tran-
sition to percolation of strings [2]. In terms of the Yang-
Mills fields the first stringy operator with well established
relation to deconfinement is the Polyakov line,
L = P exp
{
− i
∫ 1/T
0
A0 dτ
}
. (1)
The vacuum expectation value of the Polyakov line is
an order parameter for the confinement-deconfinement
phase transition. Moreover, there are widely discussed
models, see, e.g., [3, 4, 5] which assume that the Polyakov
line becomes a dynamical variable with potential (in its
simplest form):
V (〈TrL〉) = c2〈TrL〉
2 + c4〈TrL〉
4 , (2)
so that the deconfining phase corresponds to the tachy-
onic sign of the coefficient c2.
Phenomenologically, confinement and chiral symmetry
breaking are strongly correlated and it seems unsatisfac-
tory to explain these phenomena within models which
are not related to each other. A framework to reach syn-
thesis of instantons and, say, Polyakov’s lines is provided
by dual models, or gauge/string duality, for review see,
e.g. [6]. Within these models all the non-perturbative ef-
fects of gauge theories are related to properties of strings
and/or D-branes in extra dimensions.
The model [7] turned to be most successful to unify
phenomenology of confinement and of chiral symmetry
breaking. The geometry of the model introduces, in par-
ticular, a confinement-related horizon in an extra coor-
dinate u and a compact coordinate x4:
ds2 =
( u
R0
)3/2(
− dt2 + δijdx
idxj + f(u)dx24
)
+ (3)
( u
R0
)−3/2( du2
f(u)
+ u2dΩ24
)
,
where
f(u) = 1−
( u
uΛ
)3
and uΛ is the position of the horizon, dΩ
2
4 is the metric
of a four-dimensional sphere; the corresponding coordi-
nates will not play any crucial role in our considerations.
At non-zero temperature, T 6= 0 there are two compact
coordinates, x4 and the Euclidean time τ . The decon-
finement phase transition is the interchange of geometry
in the coordinates x4 and τ .
As is emphasized in [8] the geometrical picture out-
lined above reproduces main features of the phenomenol-
ogy, such as condensation of magnetic degrees of freedom
at T = 0 or Polyakov’s lines becoming tensionless at
T = Tc. Moreover, it predicts existence of the magnetic
component of plasma which might be crucial to explain
the unusual properties of the plasma [9, 10, 11, 12, 13].
Transition at T = Tc from 4d strings to 3d field theories,
mentioned in the abstract, is predicted as well.
2Although the gauge/string duality suggests an excit-
ing perspective of a unified description of the confine-
ment and of strongly interacting plasma, this description
is mostly qualitative at the moment. Indeed, conclu-
sions mentioned above are based exclusively on consid-
eration of topology of the extra dimensions (3). Exact
metric (3) is a property of large Nc-approximation and
can hardly be true in the realistic case. Also, theory pre-
dicts a strong first order phase transition while it is either
second order in case of SU(2) gauge group or weak first
order in case of SU(3).
Thus, the gauge/string duality considerations would
remain pure speculations unless they can be comple-
mented by other, more quantitative evidence. In this
note we turn to the lattice evidence concerning the mag-
netic defects at T 6= 0 (for a review of the T = 0 case
see [14]). The language used by the lattice is in fact the
language of quantum geometry, see, e.g., [15]. The main
result of the present paper is that the lattice data in-
deed demonstrate transition from strings living in 4d at
T < Tc to 3d field theories at T > TC . Moreover, the
lattice data allow to establish some particular features of
the emerging 3d theories, such as Higgs condensation of
a scalar field.
Another quantitative approach to the deconfinement
is the use of effective theories. We already mentioned a
prototype of such theories, see Eq (2). Nowadays there
exist much more developed versions of course. In partic-
ular, quite a detailed comparison of the lattice-motivated
models with the analytical model of Ref. [5] turns pos-
sible. In their gross features the models turn similar but
there exist important differences as well.
II. THREE-DIMENSIONAL MAGNETIC HIGGS
FIELD ON THE LATTICE
A. Percolation of 1d defects
Lattice data which we will analyze refers to ’defects’
which are nothing else but (closed) lines and (closed) sur-
faces. Both the lines and surfaces are defined as infinitely
thin. Historically, the defects were identified empirically
as configurations responsible for confinement. The 1d
defects are called magnetic monopoles while surfaces are
center vortices, for review and further references see [16].
Originally, the defects were defined in specific lattice lan-
guage of the so called projected fields. Later, they were
identified in the language used by the continuum theory
[14]. In particular, the surfaces are identified as magnetic
vortices, or strings. By definition, the magnetic strings
are closed surfaces in the (Euclidean) vacuum which can
be open on an external ’t Hooft line.
We will not go into all the details now and only em-
phasize that the language appropriate for the lattice data
is that of the quantum geometry. As a simplest example
of this type let us remind the reader that the percola-
tion theory corresponds to a theory of free scalar field in
Euclidean space-time.
The percolation theory introduces the probability p of
a link to be “occupied”. A connected sequence of occu-
pied links is called trajectory. The percolation theory is
mapped into field theory by the relation
p ≡ − ln(M · a) , (4)
where M is the bare mass and a is the lattice spacing,
a→ 0 in the continuum limit.
The mass gets renormalized and the physical mass of
the bosonic field is related to the bare mass through the
balance of action and entropy:
m2phys =
const
a
[
M(a)−
ln 7
a
]
, (5)
where the ln 7 is specific for cubic lattice in 4d and we
reserved for dependence of the bare mass M(a) on the
lattice spacing. Note that the physical mass m2phys is in-
dependent on the lattice spacing a only if there is almost
exact cancelation between the two terms in the right hand
side of Eq. (5). This is the action-entropy balance.
At a critical value, pc there appears an infinite cluster
of trajectories. In our case pc = 1/7. In the standard
field-theory language this point corresponds to the phys-
ical mass (5) mass becoming tachyonic. The probability
of a given link to belong to the infinite cluster is
θperc ∼ (p− pc)
α , α > 0 . (6)
Moreover the emergence of the infinite cluster signals the
spontaneous symmetry breaking and
|〈φ〉|2 ∼ θperc , (7)
where φ is a Higgs field [17]. It is amusing that perco-
lation produces the Higgs phenomenon without an ex-
plicit introduction of the Higgs potential. The interpre-
tation of the lattice data at zero temperature on the mag-
netic monopoles in terms of the percolation theory can
be found in [17].
B. Monopole percolation around Tc: evidence for
strings
Percolating monopole trajectories fall on surfaces
which are magnetic strings. Quantum geometry of sur-
faces (or strings) is less developed. Nevertheless, such
concepts as action-entropy balance are well known as
well. Moreover, the monopole trajectories are strongly
correlated with the vortices and cover them densely. This
observation allows us to use alternatively the languages
of the 1d and 2d defects. In particular this trick (re-
placing the 2d defects by the 1d defects) was used in [9]
to argue, on the basis of the percolation theory, that at
T > Tc the magnetic degrees of freedom become part
of the thermal Yang-Mills plasma. Let us review briefly
the argumentation and emphasize that in fact the lattice
3data cannot be understood in terms of (effective) 4d field
theory of monopoles. Instead, one should invoke strings
which are non-local objects.
One begins again [as in case of (5)] with free field the-
ory in Euclidean time but now at non-zero temperature,
T 6= 0. One can then show that the so called wrapped tra-
jectories which start at Euclidean time τ = 0 and reach
the other boundary τ = 1/T (and then “wrapped” back
because of the periodic boundary condition) correspond
to real (as opposed to virtual) particles. Intuitively, this
is appealing since the wrapped trajectories visualize par-
ticles which ’exist for ever’. In terms of equations [9]:
ρ(T ) = nwr , (8)
where nwr is the density of the wrapped trajectories and
ρ(T ) ≡
∫
d3p
(2pi)3
1
[exp(ωp + µ)/T ]− 1
,
A crucial test of applicability of (8) to the lattice
monopoles is provided by measuring how the density nwr
scales with the lattice spacing. It should be in physical
units, independent of the lattice spacing. This, highly
non-trivial constraint is indeed satisfied by the data [13].
So far, there is similarity between standard thermal
particles and lattice monopoles. There exists, however, a
crucial difference as well. The point is that for ordinary
scalar particles the trajectories percolate uniformly in all
four dimensions also at T 6= 0. This is a generic feature
of a local field theory which does not depend, in partic-
ular, on the sign of m2phys, see Eq. (5). The wrapped
trajectories arise when a percolating trajectory is so to
say ’trapped’ by the periodic boundary condition and be-
comes a wrapped trajectory. Thus, the Boltzmann factor
corresponds to the density of virtual particles at T = 0
which propagate distance 1/T .
The behavior of the trajectories of the lattice
monopoles around T = Tc is very different. Namely,
both in case of 1d and 2d defects one can introduce a lo-
cal order parameter which quantifies the time alignment
of the defects. In case of monopoles this quantity is [18]:
A =
3〈|nt|
2〉 − 〈|n|2〉
3〈|nt|2〉+ 〈|n|2〉
, (9)
where the temporal, |nt|, and spatial, |n|, currents take
values 1, 0 depending on the direction of the monopole
trajectory (on the 4d cubic lattice). In Eq. (9) a statisti-
cal average over all monopole configurations is assumed.
In particular it was demonstrated in [19] that the
asymmetry (9) measured on the trajectories can serve
as an order parameter which equals zero in the confined
phase and is positive in the deconfined phase. Let us
emphasize again that the local asymmetry (9) at points
inside the lattice volume can arise because the monopoles
are in fact defects living on the surfaces, or strings. And
the strings, in turn, are non-local and can “learn” about
the time direction because the boundary condition in the
time direction is singled out by its periodicity.
Similar asymmetry was observed directly for the mag-
netic vortices as well [20]. Moreover, the transition to
almost complete time alignment is quite fast so that (nu-
merically) the percolation picture for the vortices is com-
pletely changed in the temperature interval
0.8Tc < T < 1.1Tc .
At lower temperatures the percolation picture for the vor-
tices is four dimensional while at the upper edge the per-
colation occurs in three spatial dimensions.
Thus, at T > Tc the time dependence becomes (ap-
proximately) trivial and the vortices can be reduced to
their 3d projections which are 1d trajectories percolating
in a 3d time slice. Since the original vortices are closed
the trajectories are closed as well.
C. Higgs-field condensate
Now we come to the central point of this section: at
T > Tc the continuum-theory description of the 2d di-
mensional surfaces simplifies greatly and can be given in
terms of 3d field theory. The reason is that the strings
become time-oriented [20]. Their geometry in time direc-
tion becomes trivial and the strings can be characterized
entirely in terms of their 3d projection. The 3d projec-
tions, or intersections of the 2d surfaces with a 3d volume
of a time slice represent 1d defects, or trajectories. Fi-
nally, in quantum geometry, trajectories in any number
of dimensions can be mapped to a field theory.
Thus, we are invited to interpret the lattice data on
the magnetic defects in terms of a 3d field theory. In
particular, it is crucial that the 1d trajectories considered
do form an infinite cluster in a 3d time slice [20]. The
total length of the percolating cluster can be defined in
terms of the density ρs of the percolating vortices in the
three-dimensional timeslice:
Lperc ≡ ρsV3d (10)
where V3d is the total 3d volume of the time slice. The
density ρs was measured and turned proportional to the
tension of the spatial Wilson loop σs:
ρs ∼ σs ∼ T
2 g4(T ), (11)
where g2(T ) is the running coupling of the original 4d
gauge theory, and the combination g23(T ) = T g
2(T ) cor-
responds to the 3d gauge coupling of the dimension-
ally reduced theory. The last relation in Eq. (11) is
valid in the deconfined phase at temperatures larger than
2Tc [21]. The result (11) is non-trivial since there is no
dependence on the lattice spacing, as it should be for
physical fields and would not be true for the lattice “ar-
tifacts”.
Combining the observation (11) with Eq. (6) we come
to the conclusion that there exists a 3d scalar field ΣM
condensed in the 3d vacuum:
〈ΣM 〉 6= 0 . (12)
4A reservation is that (12) assumes that the time orienta-
tion of the magnetic strings is complete and the 3d de-
scription is adequate. Near to T = Tc this picture should
be taken with caution since there are still “wiggles” of the
surfaces in the time direction. In the 3d projection such
wiggles would be manifested as breaking/disconnection
of the infinite cluster. Instead of an infinite cluster one
would observe rather a few ’big’ clusters. With temper-
ature going up such disconnections should occur more
rarely.
D. Higgs-field quantum numbers
Thus, lattice provides a definite evidence in favor of
a 3d magnetic Higgs field at T > Tc. Similar predic-
tion arises in the dual models [8]. It is only on the lat-
tice, however, that the prediction can be directly checked.
There are limitations to the use of the lattice of course
as well. In particular, one would like to learn more on
interactions of the field ΣM . The lattice data are limited,
however to the magnetic degrees of freedom. Lattice is
’blind’ (so far) to “electric degrees of freedom”, say, to the
same Polyakov’s lines (see the Introduction). According
to the string picture, non-vanishing vacuum expectation
value of the Polyakov line, 〈L〉 6= 0 corresponds to 3d
scalar particles in the adjoint representation, Πa. Such
particles are not visible directly on the lattice with the
presently available techniques.
It is amusing that – despite of all these apparent limita-
tions – we can still state that the ΣM field has a negative
parity (in case of the original SU(2) Yang-Mills theory).
Indeed, introduce phenomenologically possible interac-
tion terms:
Lint ∼ s3Σ
3
M + s4Σ
4
M + s5Σ
5
M + (13)
s1,2ΣM (Π
a)2 + s2,2Σ
2
M (Π
a)2 + ...
Then it is known that terms with an odd number of ΣM -
legs is not allowed:
s3 = s5 = s1,2 = 0 . (14)
Indeed, the vertices corresponding to the interactions
(13) would be seen on the lattice as intersections between
the odd number of the corresponding trajectories1. How-
ever, the trajectories of the magnetic strings are closed
and the odd-number intersections are impossible.
In terms of the interactions (13) one can say that the
ΣM -field has a negative parity and the interaction La-
grangian is invariant under this parity transformation.
We will return to this point later.
1 Such intersections are observed for the monopole trajectories at
T=0, see [17] and references therein.
E. Matching 3d theories of confinement
The 3d sector of Yang-Mills theories at high temper-
ature is a confining theory in the sense that the spatial
Wilson line obeys area law at all temperatures. Thus,
we expect that if the emerging picture of the magnetic
component in 3d is correct it should also produce un-
derstanding of this area law. The problem is currently
under investigation [22]. The preliminary finding is that,
indeed, the properties of the ΣM -field do match models
of the type [23].
F. What to measure next
One could get further information on the properties of
the ΣM field from lattice measurements.
An interesting quantity to measure is the non-Abelian
action associated with the 1d defects. The action-entropy
balance assumes that
(Action)1d ≈
ln 5
a
L , (15)
where L is the length of trajectory. In case of four
Euclidean dimensions the factor ln 5 is replaced by ln 7
and the latter relation was confirmed for the lattice
monopoles at T=0 [24].
The mass of the excitations of the field ΣM can be
inferred from measuring distribution of finite cluster in
length:
N(L) ∼ exp(−m2Σ La) . (16)
Furthermore, measuring extra action associated with
self-intersections of the trajectories would allow to mea-
sure the coefficient s4, see Eq. (13).
III. THREE DIMENSIONAL MODELS WITH Z2
PARITY
Now we will review briefly an independent approach
to the theory of the deconfinement which started with
effective theories for the Polyakov’s line [see (2)] and de-
veloped into superrenormalizable 3d field theories, see
[3, 4, 5] and references therein. In particular we will
compare the 3d theory of Ref. [5] with the models fa-
vored by the lattice data on the magnetic component, as
discussed in the preceding section.
The model [5] postulates existence of a 3d color field
Πa and of a colorless field ΣP with following potential
energy:
V (ΣP ,Πa) = b1Σ
2
P + b2Π
2
a (17)
+c1Σ
4
P + c2(Π
2
a)
2 + c3Σ
2
PΠ
2
a .
While the field Πa can be identified with the original filed
Aa0(x), the ΣP -field is a new degree of freedom. The in-
troduction of this new field turns to be crucial to correctly
5reproduce the thermodynamics of the original 4d theory
in terms of the effective 3d theory (17). It is amusing
that numerically it is indeed possible to match the 3d
theory to its original 4d counterpart beginning practi-
cally with T ≥ Tc. At high temperature, one assumes
that the new field ΣP can be integrated out to reproduce
the standard dimensionally reduced theory. To justify
this procedure one assumes that the excitations of the
ΣP field are heavier (by an inverse power of the coupling
g(T )) than excitations of the field Πa.
Although potential (17) might look somewhat arbi-
trary it is motivated by remarkably simple symmetry
considerations. One can say that the form (17) is the
minimal realization of these symmetries possible. Indeed,
the basic properties of (17) is that it is invariant under
ΣP → − ΣP
and that 〈ΣP 〉 6= 0. To ensure these properties one needs
nonvanishing coefficients b1, c1. The (Π
a)2 and (Πa)4
terms are standard for any dimensional reduction of the
original Yang-Mills theory. Finally, the Σ2P (Π
a)2 interac-
tion is needed for the ΣP field not to be decoupled from
the rest of the system.
The central point is that the invariance under the re-
flection ΣP → −ΣP and the fact that 〈ΣP 〉 6= 0 both
corresponds the properties of the underlying 4d Yang-
Mills theory. Namely, the ΣP field represents the vacuum
expectation value of the Polyakov line (and its fluctua-
tions) at T > Tc. The parity transformation ΣP → −ΣP
is then an analogue of the Z2 transformation of the orig-
inal Polyakov line.
IV. COMPARISON OF THE TWO
APPROACHES
A. Thermodynamics of plasma
The magnetic component on the lattice appears to be
crucial for thermodynamics of the whole plasma at tem-
peratures about Tc ≤ T ≤ 3Tc. This follows from mea-
surements of the contribution of the 4d vortices into the
equation of state of the Yang-Mills plasma [11]. In the
language of the 3d models a qualitatively similar conclu-
sion was made in Ref. [5], this time about the role of the
newly introduced Higgs field ΣP .
It is amusing that both the field ΣP and the mag-
netic component in the 4d language are tachyonic. In
case of the vortices the contribution of the vortices to
the energy and pressure densities is of unphysical, nega-
tive sign. The negative sign corresponds to the “negative
number” of degrees of freedom, which are balanced by
the rest of the plasma. The ΣP -field, on the other hand,
condenses in the vacuum and is tachyonic in this sense
as well. Unfortunately, more detailed comparison is not
possible, since in case of the vortices the sign is defined
with respect to T = 0. In case of the 3d models such a
normalization is not possible since these models do not
work and not defined at T = 0.
Note that in both cases (4d vortices and 3d Higgs
fields) the colorless scalar field is not the only impor-
tant ingredient of the theory. In case of the vortices this
follows from measuring contribution to the equation of
state from the “rest of plasma”. In case of the ΣP -field,
it is explicitly one of four Higgs fields strongly interacting
with each other.
B. Limitations of the 3d picture
In both approaches, we do not expect that the 3d pic-
ture remains valid in the continuum limit of the lattice
spacing going to zero, a→ 0 with a≪ 1/T .
In case of theories which start with the Polyakov line
the subtle point is the ultraviolet divergence associated
with the operator L. This is the self-energy linear diver-
gence common to all the Wilson lines on the quantum
level:
〈L〉 ∼ exp
(
−M(a) · T
)
, M(a) ∼ g2/a ,
where a is the lattice spacing. To avoid this divergence
one does not allow to consider the limit a → 0 or, in
another language, one considers smearing (“coarsing”)
of Polyakov line over transverse finite distances of order
1/T. In particular, Ref. [5] assumes the following coars-
ing:
L(x) →
1
Vblock
∫
d3xU(x, y)L(y)U(y, x), (18)
where the integration goes over the (somewhat arbitrary)
O(T 3) volume of the block and U(x, y) is a Wilson line
connecting the points x and y at constant time τ = 0.
Necessity for such a smearing makes direct contact
with the continuum limit a → 0 difficult and introduces
uncertainties in understanding dynamics of the Polyakov
lines. To our mind, the assumption that the UV di-
vergence is smeared out is equivalent to the hypothe-
sis that there exist electric strings with physical tension
σ ∼ Λ2QCD at T = 0. As it is common in quantum
geometry, the physical tension is a result of cancelation
between UV divergent (bare) action and entropy:
σ · (area) ∼ (action) − (entropy) .
Both the action and entropy are of order (area)/a2,
where the area corresponds to the worldsheet of the string
in the Euclidean space-time.
In case of the geometrical picture, or magnetic defects
some coarsing is also implied. To see this, consider again
the vacuum expectation value 〈ΣM 〉. We discussed the
lattice data which show that the density ρs is in physical
units, see (10). However, in the continuum limit one
has [17]:
〈ΣM 〉
2
∼ ρs · a , (19)
6where a is the lattice spacing. By sending a→ 0 naively
we would get 〈ΣM 〉 = 0. But this would be true if the
ΣM were a fundamental field of a genuine 3d theory. In
case of an effective theory we may assume a ∼ T−1 so
that the condensate is expressed in physical (not in the
lattice) units.
At very short distances, or very small lattice spacings
a we expect to see again the 4d percolation picture of
the vortices. Indeed, observation of a percolating clus-
ter implies action-entropy balance at short distances, for
details see [15, 17]. The precise form of the balance de-
pends on the number of dimensions. The vortices are 4d
objects and at short distances one expects restoration of
the 4d picture, with no infinite, percolating cluster in the
3d projection2.
To summarize, the use of the 3d language for the Higgs
fields is justified in the infrared regime: provided a fi-
nite lattice spacing, or the coarsening scale is introduced
for the spatial dimensions3, a ≥ 1/T . This is true both
from the continuum- and lattice-theories perspective. A
delicate point is that a priori it is not clear that this
reservation can be indeed implemented because the time
extension is also of order τmax ∼ 1/T . Success reported
in Ref. [5] supports the hypothesis that numerically the
scheme still works. In the lattice version of the magnetic
component of the plasma the same conclusion could be
in fact made on the basis of the data [20]. Indeed, the
behavior ρs ∼ T
2 was observed for a range of the lattice
spacings, although at very small spatial lattice spacing a
it is expected to break down. However, we expect that
the description of the infrared long distance 3d physics in
terms of the condensed (magnetic) scalar field(s) should
be a useful tool for study of the nonperturbative proper-
ties of the high temperature phase.
C. Symmetries involved
The symmetry behind introducing the ZZ2 parity of the
ΣP field is the global ZZ2 invariance of the original Yang-
Mills theory in the lattice formulation. Let us remind
the reader definition of this symmetry. In the discretized,
lattice formulation the plaquette action Sx,µν is given in
terms of unitary matrices Uxµ:
Sx,µν ∼ Tr
(
UxµUx+µˆ,νU
†
x+νˆ,µU
†
xν
)
, (20)
2 In case of the vortices such a phenomenon has not been ob-
served yet on the lattice. As we believe, this happens because
one cannot perform lattice simulations with small enough lattice
spacings. However, a similar phenomenon in case of the mag-
netic monopoles has been observed recently, M. D’Elia and A.
D’Alessandro, private communication.
3 This relation can be fulfilled for the lattices with space-time
asymmetric spacing. Such asymmetry may be achieved by uti-
lizing different lattice couplings spatial and temporal directions.
where
Uxµ ∼ exp
{
iaAˆµ(x)
}
, (21)
Aˆµ(x) is the discretized vector potential and a is the lat-
tice spacing. The continuum action arises by expanding
the lattice matrices U in series of the lattice spacing,
U ≈ 1l + iaAˆµ(x) +O(a
2) . (22)
The global symmetry in point is the change of the sign of
all the matrices U which correspond to links in the time
direction at a given time, τ = 0. The lattice action is not
changed since the signs of two matrices U are changed
simultaneously.
Note that after the change of the sign the matrices U
are close to the matrix −1l while the standard contin-
uum limit corresponds to the matrices U in the vicinity
of the unit matrix, +1l. It is worth emphasizing that
existence of the ZZ2 symmetry is not automatic for any
discretization. In particular, there is no ZZ2 symmetry if
the discretized potential Aˆµ ≡ A
a
µ ta is written in terms
of the matrices ta in the adjoint representation of the
gauge group rather than in the fundamental representa-
tion as we assumed above. The continuum-limit action
remains however the same.
Since the ZZ2 global symmetry is a property of a partic-
ular regularization scheme, one would expect that ther-
modynamical properties do not depend on existence of
the ZZ2 symmetry. On the other hand, the whole of the
message of the Ref. [5] is that introduction of the ZZ2
parity is crucial to reproduce the thermodynamics of the
original theory, that is the second order phase transition.
Now, in the geometrical language of the defects we do
not introduce any ZZ2 parity but account for the fact that
there exist magnetic degrees of freedom, or defects. Ex-
istence of such defects seems to be a generic feature of
the Yang-Mills theories formulated in the continuum lan-
guage. In particular, holographic formulations do imply
existence of the magnetic defects. Reduction of the mag-
netic defects to a 3d scalar, ΣM field is, again, a generic
feature of these models [8].
V. CONCLUSIONS
We have argued that the lattice data provides strong
evidence that in the deconfining phase the magnetic vor-
tices reduce to their 3d projection and can be described
as a color singlet 3d Higgs field, ΣM which is condensed
in the 3d vacuum. This picture holds in the “infrared
regime” (provided that the spatial resolution of the mea-
surements is not too fine, that is a ≥ 1/T at high tem-
peratures). The observations agree with the dual models
mentioned in the Introduction. Indeed strings (or D-
branes) become tensionless in the deconfining phase only
if they are wrapped around the periodic Euclidean time
direction. This is the explanation in the language of the
7dual models why our surfaces are aligned with the time
direction. Moreover, reduction of the strings to 3d par-
ticles follows from T-duality.
There are strong similarities between the properties
of the magnetic scalar field ΣM which is introduced in
this paper, and the 3d Higgs field ΣP which was recently
introduced for absolutely independent reasons, see [5].
This similarity supports validity of the both pictures in
their gross features.
Despite of these similarities of their properties, the
symmetries behind the emerging fields ΣM and ΣP are
different. The reason for the introduction the field ΣP is
ZZ2 symmetry which is a property of a particular ultravi-
olet regularization of Yang-Mills theories. Appearance of
the field ΣM reflects the fact that generically there exist
both electric and magnetic defects.
Generally speaking, one cannot rule out that the family
of the 3d scalars includes both ΣM and ΣP . Indeed,
these fields were introduced for very different reasons.
The most economic version which identifies ΣM and ΣP
seems more attractive since in this case the number of
the scalars agrees with predictions of the dual model.
Finally, the magnetic component of the Yang-Mills [9,
10, 11, 12, 13] plasma gets a novel interpretation in terms
of the 3d field theoretic models. This interpretation may
provide us with a great simplification of the treatment
of the gluonic plasma compared to the strings in original
four-dimensional theory which hosts the original image
for the magnetic component of the plasma.
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