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TWO MULTIVARIATE CENTRAL LIMIT THEOREMS
ELIZABETH MECKES
Abstract. In this paper, explicit error bounds are derived in the approximation of rank k projections of
certain n-dimensional random vectors by standard k-dimensional Gaussian random vectors. The bounds
are given in terms of k, n, and a basis of the k-dimensional space onto which we project. The random
vectors considered are two generalizations of the case of a vector with independent, identically distributed
components. In the first case, the random vector has components which are independent but need not have
the same distribution. The second case deals with finite exchangeable sequences of random variables.
1. Introduction
The classical central limit theorem says that, under mild conditions, the random variable Sn =
1√
n
∑n
i=1 Xi
is approximately Gaussian, for a sequence of n independent, identically distributed random variables Xi and
n large. That is, if X is a random vector of Rn with i.i.d. components, then the orthogonal projection of
X in the direction (1, 1, . . . , 1) is approximately Gaussian. It is natural to ask for what other directions the
projection of such a random vector is approximately Gaussian. In particular, the Berry-Esseen theorem for
sums of independent, non-identically distributed random variables implies that for X as above,
sup
t∈R
∣∣P[〈θ,X〉 ≤ t]− Φ(t)∣∣ ≤ 0.8(E|Xi|3) n∑
j=1
|θj |3,
where Φ denotes the standard normal distribution function and θ is any unit vector in Rn. Thus 〈θ,X〉 is
close to Gaussian as long as
∑n
j=1 |θj |3 is small. Roughly, this happens as long as there aren’t a small number
of coordinates of θ controlling the value of 〈θ,X〉; i.e., the components of θ are all of similar size. More
generally, one could ask when higher rank projections of X are close to Gaussian; that is, not only consider
the asymptotic normality of individual projections of X , but the asymptotic independence of projections
in different directions. The basic result of this paper is the following quantitative bound on the distance
from a rank k projection of X to a standard Gaussian random vector in a fixed dimension, where distance
is measured here by comparing the integrals of C2 test functions. In the following theorem, C2c (R
k) denotes
the space of compactly supported, real-valued functions on Rk with two continuous derivatives; ‖|∇g(x)| ‖∞
is the maximum length of the gradient of g and |g|2 = max
i,j
sup
x
∣∣∣∣ ∂2g∂xi∂xj (x)
∣∣∣∣. The ℓp norm of a vector θ ∈ Rn
is denoted ‖θ‖p = (
∑n
i=1 |θi|p)
1
p .
Theorem 1. Let X1, . . . , Xn be independent, identically distributed random variables with EX1 = 0 and
EX21 = 1. Let θ1, . . . , θk be fixed vectors in R
n with θi = (θ
1
i , . . . , θ
n
i ), such that 〈θi, θj〉 = δij . Define a
random vector Sn ∈ Rk by
Sin = 〈θi, X〉 =
n∑
r=1
θriXr.
Then for g ∈ C2c (Rk), ∣∣Eg(Sn)− Eg(Z)∣∣ ≤ √k
2
‖|∇g|‖∞
√
EX41 − 1
(
k∑
i=1
‖θi‖24
)
+
4
3
k2|g|2
(
E|X1|3
)( k∑
i=1
‖θi‖33
)
,
(1)
where Z is distributed as a standard normal random vector in Rk.
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The following example is useful to consider. Suppose the θi are such that |θji | = 1√n for each j; i.e., the θi
are orthogonal unit vectors in the directions of corners of the hypercube. As long as n is large and a multiple
of 4, there are more such vectors than we can make use of – see [2]. Then the norm expressions in the bound
above reduce to
k∑
i=1
‖θi‖24 =
k√
n
,
k∑
i=1
‖θi‖33 =
k√
n
.
Thus for directions chosen in this way, projections of rank k are close to Gaussian as long as k = o
(
n1/6
)
.
Furthermore, if θi is random on the sphere, then
E‖θi‖24 ≤
√√√√E n∑
r=1
(θri )
4 =
√
3
n+ 2
and
E‖θi‖33 =
n∑
r=1
E|θri |3 =
nΓ
(
n
2
)
√
πΓ
(
n
2 +
3
2
) ≈√ 8
nπ
.
(See [3] for a straightforward approach to integrating even-degree monomials over the sphere; the proof given
there extends to odd-degree monomials in the absolute values of coordinates as well.) It follows that for the
θi chosen at random (subject to the orthogonality condition), there are absolute constants c1 and c2 such
that for every g ∈ C2c (Rk),
Eθ
(∣∣Eg(Sn,θ)− Eg(Z)∣∣) ≤ 1√
n
[
c1k
3/2‖|∇g|‖∞
√
EX41 − 1 + c2k3|g|2E|X1|3
]
.
This implies that a typical projection of rank k is close to Gaussian for k = o(n1/6).
Theorem 1 is generalized below in two directions. In the following version, the Xi are assumed to be
independent, but need not be identically distributed.
Theorem 2. Let X1, . . . , Xn be independent (not necessarily identically distributed) random variables with
EXi = 0 and EX
2
i = 1 for each i. Let θ1, . . . , θk be fixed vectors in R
n with θi = (θ
1
i , . . . , θ
n
i ), such that
〈θi, θj〉 = δij . Define a random vector Sn ∈ Rk by
Sin = 〈θi, X〉 =
n∑
r=1
θriXr.
Then for g ∈ C2c (Rk), ∣∣Eg(Sn)− Eg(Z)∣∣ ≤ √k
2
‖|∇g|‖∞
√
max
1≤i≤n
EX41 − 1
(
k∑
i=1
‖θi‖24
)
+
4
3
k2|g|2
(
max
1≤j≤n
E|Xj |3
)( k∑
i=1
‖θi‖33
)
,
(2)
where Z is distributed as a standard normal random vector in Rk.
Theorem 2 can be generalized further to require the vectors θi only to be linearly independent. Let Hg(x)
be the Hessian matrix of g at x, and let
‖‖Hg‖op‖∞ = sup
x
‖Hg(x)‖op
where ‖A‖op is the operator norm of the matrix A. Thus ‖‖Hg‖op‖∞ is the supremum over x of the largest
eigenvalue (in absolute value) of Hg(x).
Theorem 3. Let X1, . . . , Xn be independent (not necessarily identically distributed) random variables with
EXi = 0 and EX
2
i = 1 for each i. Let θ1, . . . , θk be fixed, linearly independent vectors in R
n with θi =
(θ1i , . . . , θ
n
i ), such that ‖θi‖2 = 1 for each i. Let cij = 〈θi, θj〉 . Define a random vector Sn ∈ Rk by
Sin = 〈θi, X〉 =
n∑
r=1
θriXr
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and let Z˜ be a Gaussian random vector with covariance matrix C = (cij)
k
i,j=1. Then for f ∈ C2c (Rk),
∣∣Ef(Sn)− Ef(Z˜)∣∣ ≤ 1
2
√
λk‖|∇f |‖∞
√
max
1≤i≤n
EX4i − 1
(
k∑
i=1
‖θi‖24
)
+
4
3
λk2
(
‖‖Hf‖op‖∞
)(
max
1≤i≤n
E|Xi|3
)( k∑
i=1
‖θi‖33
)
,
(3)
where λ is the largest eigenvalue of C.
Theorem 3 follows from Theorem 2 using a fairly straightforward linear algebra argument.
Theorem 1 can also be generalized in a different direction, by weakening the independence assumption.
In the following version, the sequence X1, . . . , Xn is assumed to be exchangeable, i.e., (X1, . . . , Xn)
L
=
(Xσ(1) . . . , Xσ(n)) for any permutation σ, but (X1, . . . , Xn) need not have independent entries. Theorem 4 is
not a generalization of Theorem 1 in the strictest sense, as it has the additional technical requirement that∑
r θ
r
i = 0 for each i. In what follows, let |g|1 = max1≤i≤k
∥∥∥ ∂g∂xi ∥∥∥∞ .
Theorem 4. Let (X1, . . . , Xn) be a finite exchangeable sequence of random variables with EX1 = 0 and
EX21 = 1. Let {θi}ki=1 be an orthonormal set of vectors in Rn, such that
∑n
r=1 θ
r
i = 0 for each i. Define the
random vector Sn in R
k by
Sin = 〈θi, X〉 =
n∑
r=1
θriXr.
Then there are absolute constants a, b, c such that for any g ∈ C2c (Rk),∣∣Eg(Sn)− Eg(Z)∣∣ ≤ ak|g|1(√∣∣EX1X2X3X4∣∣+√∣∣E(X21 − 1)(X22 − 1)∣∣)
+ b|g|1
√
EX41
(
k∑
i=1
‖θi‖4
)2
+ ck2|g|2E|X1|3
(
k∑
i=1
‖θi‖33
)
.
(4)
In the case that the entries are independent, the first two error terms vanish; one can interpret their
presence as a requirement that the dependence among the Xi must be weak.
In the same way as one obtains Theorem 3 from Theorem 2, one can weaken the orthonormality re-
quirement on the θi of Theorem 4 to the requirement that they be linearly independent. This yields the
following.
Theorem 5. Let (X1, . . . , Xn) be an exchangeable sequence of random variables with EX1 = 0 and EX
2
1 = 1.
Let {θi}ki=1 be a linearly independent set of vectors in Rn, such that
∑n
r=1 θ
r
i = 0 for each i. Let cij = 〈θi, θj〉 .
Define the random vector Sn in R
k by
Sin = 〈θi, X〉 =
n∑
r=1
θriXr,
and let Z˜ be a Gaussian random vector with covariance matrix C = (cij)
k
i,j=1. Then there are absolute
constants a, b, c such that for any g ∈ C2c (Rk),∣∣Eg(Sn)− Eg(Z˜)∣∣ ≤ ak√λ‖|∇g|‖∞(√∣∣EX1X2X3X4∣∣+√∣∣E(X21 − 1)(X22 − 1)∣∣)
+ b
√
λ‖|∇g|‖∞
√
EX41
(
k∑
i=1
‖θi‖4
)2
+ ck2λ
(
‖‖Hg‖op‖∞
)
E|X1|3
(
k∑
i=1
‖θi‖33
)
,
(5)
where λ is the largest eigenvalue of C.
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2. Proofs
Proof of Theorem 3 from Theorem 2. Perform the Gram-Schmidt algorithm on the set of vectors {θi}: since
the θi are linearly independent, there is an invertible matrix B such that for ηi :=
∑
j B
−1
ij θj , 〈ηi, ηj〉 = δij .
By assumption,
cij = 〈θi, θj〉
=
〈∑
p
Bipηp,
∑
q
Bjqηq
〉
=
∑
p,q
BipBjq 〈ηp, ηq〉
=
∑
p
BipBjp.
Thus BBT = C.
Now, let f : Rk → R and define h : Rk → R by h(x) = f(Bx). Define S˜in :=
∑n
r=1 η
r
iXr. Then
(BS˜n)i =
∑
j
Bij 〈ηj , X〉 =
〈∑
j
Bijηj , X
〉
= 〈θi, X〉 = Sin,
and so h(S˜n) = f(BS˜n) = f(Sn). If Z is a standard Gaussian random vector, then h(Z) = f(BZ) and BZ
is a Gaussian random vector with covariance matrix BBT = C. Applying Theorem 2 for this test function
h to the random vector S˜in yields∣∣Ef(Sn)− Ef(BZ)∣∣ = ∣∣Eh(S˜n)− Eh(Z)∣∣
≤ 1
2
k1/2‖|∇h|‖∞
√
max
1≤j≤n
EX4j − 1
(
k∑
i=1
‖θi‖24
)
+
4
3
k2|h|2
(
max
1≤j≤n
E|Xj |3
)( k∑
i=1
‖θi‖33
)
,
so it remains to estimate ‖|∇h|‖∞ and |h|2.
To estimate ‖|∇h|‖∞, first note that if B is viewed as an operator on Rk, then its operator norm is its
largest singular value. That is,
‖Bx‖ ≤
√
λ‖x‖,
where λ is the largest eigenvalue of C. Since ‖|∇h|‖∞ is the Lipschitz constant of h, it follows that ‖|∇h|‖∞ ≤√
λ‖|∇f |‖∞.
To estimate |h|2, note that
∂2h
∂xℓ∂xp
=
∑
r,s
BrpBsℓ
∂2f
∂xs∂xr
(Bx) = (BTHf (Bx)B)ℓp,
where (Hf )ij =
(
∂2f
∂xi∂xj
)
ij
is the Hessian of f . Now,
|BTHB|ℓp = |
〈
BTHBeℓ, ep
〉 | = | 〈HBeℓ, Bep〉 | ≤ ‖H‖op‖B‖2op.
As stated above, ‖B‖2op ≤ λ, the largest eigenvalue of C; this completes the proof.

Remarks:
(1) To obtain a bound in Theorem 3 which doesn’t involve the operator norm of the Hessian of f , one
can estimate the operator norm by the Hilbert-Schmidt norm:
‖Hf (Bx)‖op ≤
√√√√ k∑
r,s=1
(
∂2f
∂xr∂xs
(Bx)
)2
≤ k|f |2.
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(2) The proof of Theorem 5 from Theorem 4 is exactly the same as the proof above.
The proofs of Theorems 2 and 4 are applications of the following abstract normal approximation theorem,
proved in [1]
Theorem 6. Let X and X ′ be two random vectors in Rk such that L(X) = L(X ′), and let Z ∈ Rk be a
standard Gaussian random vector. Suppose there is a constant λ and random variables Eij such that
(1) E
[
X ′i −Xi
∣∣X] = −λXi
(2) E
[
(X ′i −Xi)(X ′j −Xj)
∣∣X] = 2λδij + Eij .
Then if g ∈ C2(Rk),
∣∣Eg(X)− Eg(Z)∣∣ ≤ min
 |g|12λ ∑
i,j
E|Eij |,
√
k‖|∇g|‖∞
2λ
E
(∑
i,j
E2ij
)1/2
+
k2|g|2
6λ
∑
i
E|X ′i −Xi|3.
(6)
In the contexts in which Theorem 6 is applied below, the pair of vectors X,X ′ will in fact be constructed
not only to have the same law but to be exchangeable.
Proof of Theorem 2. From the random vector Sn with S
i
n = 〈θi, X〉, make an exchangeable pair of vectors
(Sn, S
′
n) by choosing I ∈ {1, . . . , n} at random, independent of {Xi}, and replacing XI by an independent
copy X∗I . That is,
(S′n)
i = Sin − θIiXI + θIiX∗I .
Then
E
[
(S′n)
i − Sin
∣∣{Xj}nj=1] = − 1n
n∑
j=1
θ
j
iXj = −
1
n
Sin,
thus the proportionality condition of Theorem 6 holds with λ = 1n .
Next,
E
[(
(S′n)
i − Sin
)2 ∣∣{Xj}nj=1] = E [(θIi )2(XI −X∗I )2∣∣ {Xj}nj=1]
=
1
n
n∑
ℓ=1
E
[
(θℓi )
2(Xℓ −X∗ℓ )2
∣∣{Xj}nj=1]
=
1
n
n∑
ℓ=1
(θℓi )
2(X2ℓ + 1)
=
2
n
+
1
n
n∑
ℓ=1
(θℓi )
2(X2ℓ − 1),
since
∑
ℓ(θ
ℓ
i )
2 = 1. Thus one can take Eii =
1
n
∑n
ℓ=1(θ
ℓ
i )
2(X2ℓ − 1).
If i 6= j,
E
[(
(S′n)
i − Sin
) (
(S′n)
j − Sjn
) ∣∣{Xl}nl=1] = E [θIi θIj (XI −X∗I )2∣∣ {Xl}nl=1]
=
1
n
n∑
r=1
θri θ
r
jE
[
(Xr −X∗r )2
∣∣{Xl}nl=1]
=
1
n
n∑
r=1
θri θ
r
j (X
2
r + 1)
=
1
n
n∑
r=1
θri θ
r
j (X
2
r − 1),
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where the last line follows because
∑
r θ
r
i θ
r
j = 0. Thus Eij =
1
n
∑n
r=1 θ
r
i θ
r
j (X
2
r − 1) for all i and j. Now,
k∑
i,j=1
E2ij =
1
n2
k∑
i,j=i
n∑
ℓ,r=1
θℓiθ
r
i θ
ℓ
jθ
r
j (X
2
ℓ − 1)(X2r − 1).
Making use of the facts that E(X2ℓ − 1) = 0 and Xℓ and Xr are independent for ℓ 6= r, together with the
Cauchy-Schwarz inequality yields
E
√√√√ k∑
i,j=1
E2ij =
1
n
E
√√√√ k∑
i,j=i
n∑
ℓ,r=1
θℓiθ
r
i θ
ℓ
jθ
r
j (X
2
ℓ − 1)(X2r − 1)
≤ 1
n
√√√√√E
 k∑
i,j=i
n∑
ℓ,r=1
θℓiθ
r
i θ
ℓ
jθ
r
j (X
2
ℓ − 1)(X2r − 1)

=
1
n
√√√√√E
 k∑
i,j=1
n∑
ℓ=1
(θℓi )
2(θℓj)
2(X2ℓ − 1)2

≤ 1
n
√√√√√ max
1≤i≤n
(EX4i − 1)
 k∑
i,j=1
n∑
ℓ=1
(θℓi )
2(θℓj)
2
.
Now,
n∑
ℓ=1
(θℓi )
2(θℓj)
2 ≤
√√√√ n∑
ℓ=1
(θℓi )
4
√√√√ n∑
ℓ=1
(θℓj)
4 = ‖θi‖24‖θj‖24,
and so
E
√√√√ k∑
i,j=1
E2ij ≤
1
n
(
k∑
i=1
‖θi‖24
)√
max
1≤i≤n
EX4i − 1.
Finally,
E
∣∣(S′n)i − Sin∣∣3 = 1n
n∑
j=1
|θji |3E|Xj −X∗j |3
≤ 8
n
n∑
j=1
|θji |3E|Xj |3
≤ 8‖θi‖
3
3
n
max
1≤i≤n
E|Xi|3,
where the second line follows from the L3 triangle inequality and the fact that X
∗
j has the same distribution
as Xj . The statement of the theorem is now an immediate consequence of Theorem 6. 
Proof of Theorem 4. Starting from Sn, make an exchangeable pair of random vectors as follows. Choose a
pair of indices I 6= J at random from {1, . . . , n}. Let τ = (IJ), the permutation on n letters that transposes
I and J , and let
X ′ = (Xτ(1), . . . , Xτ(n)).
Then
(S′n)
i = 〈θi, X ′〉 = Sin + θIiXJ − θIiXI + θJi XI − θJi XJ ,
that is,
(7) (S′n)
i − Sin = (θIi − θJi )(XJ −XI).
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Let
∑′
denote summing over distinct indices. Then
E
[
(S′n)
i − Sin
∣∣X] = 1
n(n− 1)
∑′
r,s
(
θriXs − θriXr + θsiXr − θsiXs
)
= − 2
n− 1
∑
r
θriXr
= − 2
n− 1S
i
n,
where the second line follows as
∑
r θ
r
i = 0. Thus the proportionality condition of Theorem 6 holds with
λ = 2n−1 .
The next step is to compute and bound the error terms Eij . First, consider i = j. From (7),
E
[
((S′n)
i − Sin)2
∣∣X] = 1
n(n− 1)
∑′
r,s
(θri − θsi )2(Xs −Xr)2
=
1
n(n− 1)
∑
r,s
(θri − θsi )2(Xs −Xr)2
=
1
n(n− 1)
[
2
∑
r,s
(θri )
2X2s − 4
∑
r,s
(θri )
2XrXs + 2n
∑
r
(θri )
2X2r
−4
∑
r,s
θri θ
s
iX
2
s + 4
∑
r,s
θriXrθ
s
iXs
]
=
2
n(n− 1)
[∑
r
X2r + n
∑
r
(θri )
2X2r − 2
(∑
r
(θri )
2Xr
)(∑
s
Xs
)
+ 2(Sin)
2
]
=
4
n− 1 +
2
n(n− 1)
[(∑
r
X2r − n
)
+ n
(∑
r
(θri )
2X2r − 1
)
−2
(∑
r
(θri )
2Xr
)(∑
s
Xs
)
+ 2(Sin)
2
]
.
The error Eii can thus be taken to be
Eii =
2
n(n− 1)
[∑
r
(X2r − 1) + n
∑
r
(θri )
2(X2r − 1)− 2
(∑
r
(θri )
2Xr
)(∑
s
Xs
)
+ 2(Sin)
2
]
.
To bound E|Eii|, first apply the triangle inequality and treat each of the four terms above separately. First,
E
∣∣∣∣∣∑
r
(X2r − 1)
∣∣∣∣∣ ≤
√√√√E(∑
r,s
(X2r − 1)(X2s − 1)
)
≤
√
n
∣∣E (X41 − 1) ∣∣+√n(n− 1)∣∣E [(X21 − 1)(X22 − 1)] ∣∣.
Next,
E
∣∣∣∣∣∑
r
(θri )
2(X2r − 1)
∣∣∣∣∣ ≤
√√√√E(∑
r,s
(θri )
2(θsi )
2(X2r − 1)(X2s − 1)
)
≤
√
|E [X41 − 1]|
∑
r
(θri )
4 + |E [(X21 − 1)(X22 − 1)]|
∑
r,s
(θri )
2(θsi )
2
≤ ‖θi‖24
√∣∣EX41 − 1∣∣+√∣∣E [(X21 − 1)(X22 − 1)] ∣∣.
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Note also that the normalization is such that E(Sin)
2 = 1, thus only the second-last term remains to be
estimated. As before, start by applying the Cauchy-Schwarz inequality:
E
∣∣∣∣∣∑
r,s
(θri )
2XrXs
∣∣∣∣∣ ≤
√
E
∑
k,ℓ,r,s
(θki )
2(θri )
2XkXℓXrXs.
Now, breaking up the sum by the equality structure of the indices and using the exchangeability gives√
E
∑
k,ℓ,r,s
(θki )
2(θri )
2XkXℓXrXs
≤
(
n2
∣∣E[X1X2X3X4]∣∣+ n2‖θi‖44∣∣E[X21X2X3]∣∣+ n‖θi‖44E[X21X22 ]+ 2n‖θi‖44∣∣E[X31X2]∣∣
+ ‖θi‖44E
[
X41
]
+ n
∣∣E[X21X2X3]∣∣+ 2∣∣E[X31X2]∣∣+ 2n∣∣E[X21X2X3]∣∣+ 2E[X21X22]) 12
≤ n
[√∣∣EX1X2X3X4∣∣+ ‖θi‖24√∣∣EX21X2X3∣∣]
+
√
n
[
‖θi‖24
(√
2
∣∣EX31X2∣∣+√EX21X22)+√3∣∣EX21X2X3∣∣]
+
[
‖θi‖24
√
EX41 +
√
2
∣∣EX31X2∣∣+√2EX21X22] .
By Ho¨lder’s inequality and the exchangeability of the sequence,∣∣EX31X2∣∣ ≤ EX41 , ∣∣EX21X22 ∣∣ ≤ EX41 , and ∣∣EX21X2X3∣∣ ≤ EX41 .
Also,
1√
n
≤ ‖θi‖24 ≤ 1
since ‖θi‖2 = 1. Thus there are constants c, c′ such that√
E
∑
k,ℓ,r,s
(θki )
2(θri )
2XkXℓXrXs ≤ cn
√∣∣EX1X2X3X4∣∣+ c′n‖θi‖24√EX41 .
All together, this shows that there are constants c1, c2, c3 such that
(8) E|Eii| ≤ c1
n
√∣∣EX1X2X3X4∣∣+ c2
n
√∣∣E (X21 − 1) (X22 − 1) ∣∣+ c3n ‖θi‖24
√
EX41 .
Next, consider Eij for i 6= j. From (7),
E
[(
(S′n)
i − Sin
) (
(S′n)
j − Sjn
)∣∣ {Xℓ}nℓ=1] = E [(θIi − θJi ) (θIj − θJj ) (XJ −XI)2∣∣∣ {Xℓ}]
=
1
n(n− 1)
∑
k,ℓ
(
θki − θℓi
) (
θkj − θℓj
)
(Xk −Xℓ)2 .
Expanding this expression and making use of the facts that 〈θi, θj〉 = 0 and
∑
r θ
r
i =
∑
r θ
r
j = 0 gives that
the right-hand side is equal to
2
n(n− 1)
[
n
∑
k
θki θ
k
jX
2
k − 2
(∑
k
θki θ
k
jXk
)(∑
ℓ
Xℓ
)
+ 2SinS
j
n
]
=: Eij .
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As in the case of Eii, to estimate E|Eij |, apply the triangle inequality to the expression above and estimate
each term separately. First,
E
∣∣∣∣∣∑
r
θri θ
r
jX
2
r
∣∣∣∣∣ ≤
√
E
∑
r,s
θri θ
r
jθ
s
i θ
s
jX
2
rX
2
s
=
√
(EX41 − EX21X22 )
∑
r
(θri )
2(θrj )
2
≤ ‖θi‖4‖θj‖4
√
EX41 ,
where the second line follows from exchangeability and the fact that 〈θi, θj〉 = 0. By the normalization,∣∣ESinSjn∣∣ ≤ 1, and it remains to estimate the middle term. As before, this is done by applying the Cauchy-
Schwarz inequality, breaking up the sum by equality structure of the indices, and using exchangeability and
the orthonormality conditions on the θi to simplify the result. This process yields
E
∣∣∣∣∣∑
r,s
θri θ
r
jXrXs
∣∣∣∣∣
≤
√∑
r
(θri )
2(θrj )
2
[
n2
∣∣EX1X2X3X4∣∣+ n2∣∣EX21X2X3∣∣+ 2n∣∣EX31X2∣∣+ nEX21X22 + EX41]
≤ ‖θi‖4‖θj‖4cn
√
EX41 ,
for some constant c. It follows that there is another constant a such that for all i 6= j,
E|Eij | ≤ a
n
‖θi‖4‖θj‖4
√
EX41 .
It now follows that
1
λ
k∑
i,j=1
E|Eij | ≤ ck
√∣∣EX1X2X3X4∣∣+ c′k√∣∣E(X21 − 1)(X22 − 1)∣∣+ c′′√EX41
(∑
i
‖θi‖4
)2
.
To complete the application of Theorem 6, it remains to estimate E
∣∣(S′n)i − Sin∣∣3. By (7),
E
∣∣(S′n)i − Sin∣∣3 = E ∣∣(θIi − θJi )(XJ −XI)∣∣3
=
1
n(n− 1)
∑
r,s
E |(θri − θsi )(Xs −Xr)|3
≤ 8E|X1|
3
n(n− 1)
∑
r,s
|θri − θsi |3
≤ 8E|X1|
3
n(n− 1)
∑
r,s
(|θri |+ |θsi |)3
=
8E|X1|3
n(n− 1)
[
2n‖θi‖33 + 6‖θi‖1
]
.
Here the third line follows from the L3 triangle inequality and exchangeability, and the last line by expanding
the cube and using the normalization condition on θi. Note that, by Ho¨lder’s inequality and the fact that
‖θi‖ = 1 for each i,
‖θi‖1 ≤
√
n
and
‖θi‖33 ≥
1√
n
,
thus the second term above can be absorbed into the first with a change in constant. It follows that
1
λ
∑
i
E
∣∣(S′n)i − Sin∣∣3 ≤ cE|X1|3 k∑
i=1
‖θi‖33.
10 ELIZABETH MECKES
This accounts for the remaining error term in Theorem 4.

References
[1] S. Chatterjee and E. Meckes. Multivariate normal approximation using exchangeable pairs. Preprint, 2006.
[2] Warwick de Launey. On the asymptotic existence of partial complex Hadamard matrices and related combinatorial objects.
Discrete Appl. Math., 102(1-2):37–45, 2000. Coding, cryptography and computer security (Lethbridge, AB, 1998).
[3] G. Folland. How to integrate a polynomial over a sphere. Amer. Math. Monthly, 108(5):446–448, 2001.
Elizabeth Meckes, American Institute of Mathematics and Department of Mathematics, Cornell University,
Ithaca, NY 14853-4201.
E-mail address: esmeckes@math.cornell.edu
