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ESTIMATES OF OPERATOR MODULI OF CONTINUITY
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. In [AP2] we obtained general estimates of the operator moduli of conti-
nuity of functions on the real line. In this paper we improve the estimates obtained in
[AP2] for certain special classes of functions.
In particular, we improve estimates of Kato [Ka] and show that
∥∥ |S| − |T |∥∥ ≤ C‖S − T‖ log
(
2 + log
‖S‖+ ‖T‖
‖S − T‖
)
for every bounded operators S and T on Hilbert space. Here |S|
def
= (S∗S)1/2. Moreover,
we show that this inequality is sharp.
We prove in this paper that if f is a nondecreasing continuous function on R that
vanishes on (−∞, 0] and is concave on [0,∞), then its operator modulus of continuity
Ωf admits the estimate
Ωf (δ) ≤ const
∫ ∞
e
f(δt) dt
t2 log t
, δ > 0.
We also study the problem of sharpness of estimates obtained in [AP2] and [AP3].
We construct a C∞ function f on R such that ‖f‖L∞ ≤ 1, ‖f‖Lip ≤ 1, and
Ωf (δ) ≥ const δ
√
log
2
δ
, δ ∈ (0, 1].
In the last section of the paper we obtain sharp estimates of ‖f(A) − f(B)‖ in the
case when the spectrum of A has n points. Moreover, we obtain a more general result in
terms of the ε-entropy of the spectrum that also improves the estimate of the operator
moduli of continuity of Lipschitz functions on finite intervals, which was obtained in
[AP2].
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1. Introduction
In this paper we study operator moduli of continuity of functions on subsets of the
real line. For a closed subset F of the real line R and for a continuous function f on F,
the operator modulus of continuity Ωf,F is defined by
Ωf,F(δ)
def
= sup ‖f(A)− f(B)‖, δ > 0,
where the supremum is taken over all self-adjoint operators A and B such that
σ(A) ⊂ F, σ(B) ⊂ F, and ‖A−B‖ ≤ δ.
If F = R, we use the notation Ωf
def
= Ωf,R. Recall that a continuous function f on F is
called operator Lipschitz if Ωf,F(δ) ≤ const δ, δ > 0.
It turns out that a Lipschitz function f on R, i.e., a function f satisfying
|f(x)− f(y)| ≤ const |x− y|, x, y ∈ R,
does not have to be operator Lipschitz. This was established for the first time by Far-
forovskaya [Fa1]. It was shown later in [Ka] that the function x 7→ |x| on R is not
operator Lipschitz. The paper [Ka] followed the paper [Mc], in which it was shown that
the function x 7→ |x| is not commutator Lipschitz. We refer the reader to § 5 for the
definition of commutator Lipschitz functions. Note that nowadays it is well known that
operator Lipschitzness is equivalent to commutator Lipschitzness.
We would like to also mention that in [Pe2] necessary conditions for operator Lip-
schitzness were found that also imply that Lipschitzness is not sufficient for operator
Lipschitzness. On the other hand, it was shown in [Pe2] and [Pe3] that if f belongs to
the Besov class B1∞1(R), then f is operator Lipschitz (we refer the reader to [Pee] and
[Pe5] for the definition of Besov classes).
In our joint papers [AP1] and [AP2] we obtain the following upper estimate for con-
tinuous functions f on R:
Ωf (δ) ≤ const δ
∫ ∞
δ
ωf (t)
t2
dt = const
∫ ∞
1
ωf (tδ)
t2
ds, δ > 0, (1.1)
where ωf is the modulus of continuity of f , i.e.,
ωf (δ)
def
= sup
{|f(x)− f(y)| : x, y ∈ R, |x− y| ≤ δ}, δ > 0.
We deduced from (1.1) in [AP2] that for a Lipschitz function f on [a, b], the following
estimate for the operator modulus of continuity Ωf holds:
Ωf,[a,b](δ) ≤ const δ
(
1 + log
(
b− a
δ
))
‖f‖Lip,
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where
‖f‖Lip def= sup
x 6=y
|f(x)− f(y)|
|x− y| .
A similar estimate was obtained earlier in [Ka] in the very special case f(x) = |x|.
Namely, it was shown in [Ka] that for bounded self-adjoint operators A and B on Hilbert
space, the following inequality holds:∥∥ |A| − |B|∥∥ ≤ 2
π
‖A−B‖
(
2 + log
‖A‖+ ‖B‖
‖A−B‖
)
.
It turns out, however, that for the function x 7→ |x| the operator modulus of continuity
admits a much better estimate. Namely, we show in § 6 that under the same hypotheses∥∥ |A| − |B|∥∥ ≤ const ‖A−B‖ log(2 + log ‖A‖ + ‖B‖‖A−B‖
)
.
We also prove in this paper that this estimate is sharp.
Note that in [NiF] an estimate slightly weaker than (1.1) was obtained by a different
method.
In § 8 we show that if f is a continuous nondecreasing function on R such that f(x) = 0
for x ≤ 0 and the restriction of f to [0,∞) is a concave function, then estimate (1.1) can
also be improved considerably:
Ωf (δ) ≤ const
∫ ∞
e
f(δt) dt
t2 log t
, δ > 0.
We also obtain other estimates of operator moduli of continuity in § 8.
It is still unknown whether inequality (1.1) is sharp. It follows easily from (1.1) that
if f is a function on R such that ‖f‖L∞ ≤ 1, ‖f‖Lip ≤ 1, then
Ωf (δ) ≤ const δ
(
1 + log
1
δ
)
, δ ∈ (0, 1].
We construct in § 9 a C∞ function f on R such that ‖f‖L∞ ≤ 1, ‖f‖Lip ≤ 1, and
Ωf (δ) ≥ const δ
√
log
2
δ
, δ ∈ (0, 1].
To construct such a function f , we use necessary conditions for operator Lipschitzness
found in [Pe2]. We do not know whether the results of § 9 are sharp.
In § 10 we obtain lower estimates in the case of functions on the unit circle and unitary
operators.
Finally, we obtain in §11 the following sharp estimate for the norms ‖f(A) − f(B)‖
for Lipschitz functions f and self-adjoint operators A and B on Hilbert space such that
the spectrum σ(A) of A has n points:
‖f(A)− f(B)‖ ≤ C(1 + log n)‖f‖Lip‖A−B‖. (1.2)
Moreover, we obtain in §11 an upper estimate in the general case (see Theorem 11.5) in
terms of the ε-entropy of the spectrum of A, where ε = ‖A−B‖. It includes inequalities
(1.1) and (1.2) as special cases. Note that (1.2) improves earlier estimates in [Fa1] and
[Fa2].
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In § 2 we give a brief introduction to Schur multipliers, in § 3 we collect auxiliary
estimates of certain functions in the space of functions with absolutely converging Fourier
integrals. The estimates collected in § 3 are used in § 4 to estimate the Schur multiplier
norms of certain functions of two variables. To obtain upper estimates for operator
moduli of continuity of concave functions, we estimate in § 7 the operator modulus of
continuity of a very special piecewise continuous function on R.
2. Schur multipliers
In this section we define Schur multipliers and discuss their properties. Note that the
notion of a Schur multiplier can be defined in the case of two spectral measures (see e.g.,
[Pe2]). In this section we give define Schur multipliers in the case of two scalar measures.
This corresponds to the case of spectral measures of multiplicity 1.
Let (X , µ) and (Y, ν) be σ-finite measure spaces. Let k ∈ L2(X × Y, µ ⊗ ν). Then k
induces the integral operator Ik = Iµ,νk from L2(Y, ν) to L2(X , µ) defined by
(Ikf)(x) =
∫
Y
k(x, y)f(y) dν(y), f ∈ L2(Y, ν).
Denote by ‖k‖B = ‖k‖B µ,ν
X ,Y
the operator norm of Ik. Let Φ be a µ ⊗ ν-measurable
function defined almost everywhere on X ×Y. We say that Φ is a Schur multiplier with
respect to µ and ν if
‖Φ‖M µ,ν
X ,Y
def
= sup
{‖Φk‖B : k ,Φk ∈ L2(X × Y, µ ⊗ ν), ‖k‖B ≤ 1} <∞.
We denote by Mµ,νX ,Y the space of Schur multipliers with respect to µ and ν. It can be
shown easily that Mµ,νX ,Y ⊂ L∞(X × Y, µ ⊗ ν) and ‖Φ‖L∞(X×Y ,µ⊗ν) ≤ ‖Φ‖M µ,νX ,Y . Thus if
Φ ∈Mµ,νX ,Y , then
‖Φ‖M µ,ν
X ,Y
= sup
{‖Φk‖B : k ∈ L2(X × Y, µ⊗ ν), ‖k‖B ≤ 1}.
Note that Mµ,νX ,Y is a Banach algebra:
‖Φ1Φ2‖M µ,ν
X ,Y
≤ ‖Φ1‖M µ,ν
X ,Y
‖Φ2‖M µ,ν
X ,Y
.
It is easy to see that ‖Φ‖M µ,ν
X ,Y
= ‖Ψ‖M ν,µ
Y,X
for Ψ(y, x) = Φ(x, y).
If X0 is a µ-measurable subset of X, then we denote by (X0, µ) the corresponding
measure space on the σ-algebra of µ-measurable subsets of X0.
Let X =
∞⋃
n=1
Xn and Y =
∞⋃
n=1
Yn, where the Xn are µ-measurable subsets of X , and
the Yn are ν-measurable subsets of Y. It is easy to see that
sup
m,n≥1
‖k‖2B µ,ν
Xn,Yn
≤ ‖k‖2B µ,ν
X ,Y
≤
∞∑
m=1
∞∑
n=1
‖k‖2B µ,ν
Xn,Yn
4
for every k ∈ L2(X × Y, µ⊗ ν), and
sup
m,n≥1
‖Φ‖2
M
µ,ν
Xn,Yn
≤ ‖Φ‖2
M
µ,ν
X ,Y
≤
∞∑
m=1
∞∑
n=1
‖Φ‖2
M
µ,ν
Xn,Yn
(2.1)
for every Φ ∈ L∞(X × Y, µ ⊗ ν).
We state the following elementary theorem:
Theorem 2.1. Let (X , µ), (X , µ0), (Y, ν) and (Y, ν0) be σ-finite measure spaces.
Suppose that µ0 is absolutely continuous with respect to µ and ν0 is absolutely continuous
with respect to ν. Let Φ ∈Mµ,νX ,Y . Then Φ ∈Mµ0,ν0X ,Y and ‖Φ‖M µ0,ν0
X ,Y
≤ ‖Φ‖M µ,ν
X ,Y
.
Proof. By the Radon–Nikodym theorem, dµ0 = ϕdµ and dν0 = ψdν for nonnegative
measurable functions ϕ and ψ on X and Y. Let k ∈ L2(X × Y, µ0 ⊗ ν0). Put
(Tk)(x, y)
def
= k(x, y)
√
ϕ(x)ψ(y).
Clearly, T is an isometric embedding from L2(X × Y, µ0 ⊗ ν0) in L2(X × Y, µ ⊗ ν).
Moreover, ‖Tk‖B µ,ν
X ,Y
= ‖k‖B µ0,ν0
X ,Y
. We have
‖Φk‖B µ0,ν0
X ,Y
=‖T (Φk)‖B µ,ν
X ,Y
= ‖ΦTk‖B µ,ν
X ,Y
≤‖Φ‖M µ,ν
X ,Y
‖Tk‖B µ,ν
X ,Y
= ‖Φ‖M µ,ν
X ,Y
‖k‖B µ0,ν0
X ,Y
for every k ∈ L2(X × Y, µ0 ⊗ ν0). Hence, Φ ∈Mµ0,ν0X ,Y and ‖Φ‖M µ0,ν0
X ,Y
≤ ‖Φ‖M µ,ν
X ,Y
. 
Note that if X and Y coincide with the set Z+ of nonnegative integers and µ and
ν are the counting measure, the above definition coincides with the definition of Schur
multipliers on the space of matrices: a matrix A = {ajk}j,k≥0 is called a Schur multiplier
on the space of bounded matrices if
A ⋆ B is a matrix of a bounded operator, whenever B is.
Here we use the notation
A ⋆ B = {ajkbjk}j,k≥0 (2.2)
for the Schur–Hadamard product of the matrices A = {ajk}j,k≥0 and B = {bjk}j,k≥0.
Let X and Y be closed subsets of R. We denote by MX ,Y the space of Borel Schur
multipliers on X × Y, i.e., the space of Borel functions Φ defined everywhere on X × Y
such that
‖Φ‖MX ,Y
def
= sup ‖Φ‖Mµ,ν
X ,Y
<∞,
where the supremum is taken over all regular positive Borel measures µ and ν on X and
Y. It can be shown easily that
sup
(x,y)∈X×Y
|Φ(x, y)| ≤ ‖Φ‖MX ,Y .
It is also easy to verify that if Φn ∈MX ,Y , Φ is a bounded Borel function on X ×Y, and
Φn(x, y)→ Φ(x, y) for all (x, y) ∈ X × Y, then
‖Φ‖MX ,Y ≤ lim infn→∞ ‖Φn‖MX ,Y .
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In particular, Φ ∈MX ,Y if lim inf
n→∞
‖Φn‖MX ,Y <∞.
We are going to deal with functions f on X ×Y that are continuous in each variable.
It must be a well-known fact that such a function f has to be a Borel function. Indeed,
one can construct an increasing sequence {Yn}∞n=1 of discrete closed subsets of Y such
that
∞⋃
n=1
Yn is dense in Y. Let us consider the function fn : X × R → C such that
f
∣∣(X × Yn) = fn∣∣(X × Yn) and fn(x, ·) is a piecewise linear function with nodes in Yn
for all x ∈ X . Clearly, the function fn is defined uniquely if we require that fn(x, ·) is
constant on each unbounded complimentary interval of Yn. It is easy to see that fn is
continuous on X ×R and lim
n→∞
fn(x, y) = f(x, y) for all (x, y) ∈ X ×Y. Thus, f belongs
to the first Baire class, and so it is Borel.
Theorem 2.2. Let X and Y be closed subsets of R and let Φ be a function on X ×Y
that is continuous in each variables. Suppose that µ and µ0 are positive regular Borel
measures on X , and ν and ν0 are positive regular Borel measures on Y. If suppµ0 ⊂
suppµ and supp ν0 ⊂ supp ν, then ‖Φ‖M µ0,ν0
X ,Y
≤ ‖Φ‖M µ,ν
X ,Y
.
We need two lemmata.
Lemma 2.3. Let X and Y be compact subsets of R and let µ and ν be finite positive
Borel measures on X and Y. Suppose that {νj}∞j=1 is a sequence of finite positive Borel
measures on Y that converges to ν in the weak-∗ topology σ((C(Y))∗, C(Y)). If k is a
bounded Borel function on X × Y such that k(x, ·) ∈ C(Y) for every x ∈ X , then
lim
j→∞
∥∥Iµ,νjk ∥∥Bµ,νj
X ,Y
=
∥∥Iµ,νk ∥∥Bµ,ν
X ,Y
.
Proof. Clearly, Iµ,νjk
(Iµ,νjk )∗ is an integral operator on L2(X , µ) with kernel lj(x, y) =∫
Y k(x, t)k(y, t) dνj(t). Besides, the sequence {lj} converges in L2(X × X , µ ⊗ µ) to the
function l defined by l(x, y) =
∫
Y k(x, t)k(y, t) dν(t), which is the kernel of the integral
operator Iµ,νk
(Iµ,νk )∗. Hence,
lim
j→∞
∥∥Iµ,νjk ∥∥2Bµ,νj
X ,Y
= lim
j→∞
∥∥Iµ,νjk (Iµ,νjk )∗∥∥Bµ,νj
X ,Y
=
∥∥Iµ,νk (Iµ,νk )∗∥∥Bµ,ν
X ,Y
=
∥∥Iµ,νk ∥∥2Bµ,ν
X ,Y
. 
Corollary 2.4. Let X and Y be compact subsets of R, and let µ and ν be finite positive
Borel measures on X and Y. Suppose that {νj}∞j=1 is a sequence of finite positive Borel
measures on Y that converges to ν in σ((C(Y))∗, C(Y)). If Φ is a Borel function on
X × Y such that Φ(x, ·) ∈ C(Y) for all x ∈ X , then ‖Φ‖M µ,ν
X ,Y
≤ lim inf
j→∞
‖Φ‖
M
µ,νj
X ,Y
.
Proof. It is easy to see that
‖Φ‖M µ,ν
X ,Y
= sup
{‖Φk‖B µ,ν
X ,Y
: k ∈ C(X × Y), ‖k‖B µ,ν
X ,Y
≤ 1}.
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Let k ∈ C(X × Y) with ‖k‖L2(µ⊗ν) > 0. Then
‖Φk‖B µ,ν
X ,Y
= lim
j→∞
‖Φk‖
B
µ,νj
X ,Y
≤ lim inf
j→∞
(
‖Φ‖
M
µ,νj
X ,Y
‖k‖
B
µ,νj
X ,Y
)
= lim inf
j→∞
‖Φ‖
M
µ,νj
X ,Y
lim
j→∞
‖k‖
B
µ,νj
X ,Y
= ‖k‖B µ,ν
X ,Y
lim inf
j→∞
‖Φ‖
M
µ,νj
X ,Y
which implies the result. 
We are going to use the following notation: for a measure µ and an integrable function
ϕ, we write ν = ϕµ if ν is the (complex) measure defined by dν = ϕdµ.
The following fact can be proved very easily.
Lemma 2.5. Let ν and ν0 be finite Borel measures on R with compact supports.
Suppose that supp ν0 ⊂ supp ν. Then there exists a sequence {ϕj}∞j=1 in C(R) such that
ϕj ≥ 0 everywhere on R for all j and ν0 = lim
j→∞
ϕjν in σ
((
C(supp ν)
)∗
, C(supp ν)
)
.
Proof of Theorem 2.2. Put Xn def= [−n, n] ∩ X and Yn def= [−n, n] ∩ Y . Clearly,{
‖Φ‖M µ,ν
Xn,Yn
}
is a nondecreasing sequence and
lim
n→∞
‖Φ‖M µ,ν
Xn,Yn
= ‖Φ‖M µ,ν
X ,Y
.
This allows us to reduce the general case to the case when X and Y are compact. Besides,
it suffices to consider the case where µ0 = µ. Indeed, the case ν0 = ν can be reduced to
the case µ0 = µ, and we have
‖Φ‖M µ0,ν0
X ,Y
≤ ‖Φ‖M µ,ν0
X ,Y
≤ ‖Φ‖M µ,ν
X ,Y
.
Let X and Y be compact, and µ = µ0. Applying Lemma 2.5, we can take a sequence
{ϕj}∞j=1 of nonnegative functions in C(R) such that ν0 = limj→∞ϕjν in the weak topology
σ((C(Y)∗, C(Y)). Put νj def= ϕjν. By Theorem 2.1, ‖Φ‖M µ,νj
X ,Y
≤ ‖Φ‖M µ,ν
X ,Y
for every j ≥ 1.
It remains to apply Corollary 2.4. 
Theorem 2.2 implies the following fact:
Theorem 2.6. Let X and Y be closed subsets of R and let Φ be a function on X ×Y
that is continuous in each variables. Suppose that µ and ν are positive regular Borel
measures on X and Y such that suppµ = X and supp ν = Y. Then ‖Φ‖MX ,Y = ‖Φ‖M µ,νX ,Y .
The following result is well known.
Let f ∈ C(R). Put Φ(x, y) def= f(x−y). Then Φ ∈MR,R if and only if f is the Fourier
transform of a complex measure on R. Moreover, ‖Φ‖MR,R = |µ|(R).
A similar statement holds for any locally compact abelian group. In particular, it is
true for the group Z:
Let f be a function defined on Z. Put Φ(m,n)
def
= f(m− n). Then Φ ∈ MZ,Z if and
only if {f(n)}n∈Z are the Fourier coefficients of a complex Borel measure µ on the unit
circle T. Moreover, ‖Φ‖MZ,Z = |µ|(T).
We need the following well-known fact.
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Lemma 2.7. Let
H(m,n)
def
=
{
1
m−n , if m,n ∈ Z, m 6= n,
0, if m = n ∈ Z.
Then ‖H‖MZ,Z =
π
2
.
Proof. It suffices to observe that
H(n, 0) =
1
2π
∫ 2π
0
i(π − t)e−int dt and 1
2π
∫ 2π
0
|π − t| dt = π
2
. 
3. Remarks on absolutely convergent Fourier integrals
In this section we collect elementary estimates of certain functions in the space of
absolutely convergent Fourier integrals. Such estimates will be used in the next section
for estimates of certain functions in the space of Schur multipliers.
We are going to deal with the space
L̂1 = L̂1(R)
def
= F (L1(R)), ‖f‖L̂1 = ‖f‖L̂1(R)
def
=
∥∥F−1f∥∥
L1
.
Here we use the notation F for Fourier transform:
(Ff)(x)
def
=
∫
R
f(t)e−ixt dt, f ∈ L1(R).
Unless otherwise stated, an interval throughout the paper means a closed nondegen-
erate (not necessarily finite) interval. For such an interval J , we consider the class L̂1(J)
defined by L̂1(J)
def
=
{
f
∣∣J : f ∈ L̂1}. If f ∈ C(J), we put
‖ϕ‖L̂1(J)
def
= inf
{‖f‖L̂1 : f ∣∣J = ϕ}.
For ϕ ∈ C(R), we put ‖ϕ‖L̂1(J)
def
=
∥∥ϕ∣∣J∥∥
L̂1(J)
. Clearly, ‖ϕ‖L∞(J) ≤ ‖ϕ‖L̂1(J).
For an interval J , we use the notation |J | for its length.
It is easy to see that the nonzero constants belong to the space L̂1(J) for bounded
intervals J and ‖1‖
L̂1(J)
= 1. Moreover,
L̂1(J) =
{
(Fµ)|J : µ ∈ M (R)} and ‖f‖L̂1(J) = inf {‖µ‖M : (Fµ)∣∣J = f}
for every bounded interval J , where M (R) denotes the space of (complex) Borel measures
on R.
In this section we are going to discuss (mostly known) estimates for ‖ · ‖L̂1(J).
First, we recall the Po´lya theorem, see [Po].
Let f be an even continuous functions such that f
∣∣[0,∞) is decreasing convex function
vanishing at the infinity. Then f ∈ L̂1 and ‖f‖
L̂1
= f(0).
This theorem readily implies the following fact.
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Lemma 3.1. Let f be a continuous function on a closed ray J that vanishes at infinity.
Suppose that f is monotone and convex (or concave). Then f ∈ L̂1(J) and ‖f‖
L̂1(J)
=
max
J
|f |.
In what follows by a locally absolutely continuous function on R we mean a function
whose restriction to any compact interval is absolutely continuous.
Lemma 3.2. Let f be a locally absolutely continuous function in L2(R) such that
f ′ ∈ L2(R). Then f ∈ L̂1(R) and ‖f‖2
L̂1
≤ ‖f‖L2‖f ′‖L2 .
Proof. Put a = ‖f‖L2 , b = ‖f ′‖L2 . By Plancherel’s theorem,∥∥F−1f∥∥2
L2
=
a2
2π
and
∥∥xF−1f∥∥2
L2
=
b2
2π
.
Hence, ∥∥∥√b2 + a2x2 F−1f∥∥∥2
L2
=
a2b2
π
.
and by the Cauchy–Bunyakovsky inequality,∥∥F−1f∥∥
L1
≤ ab√
π
∥∥∥∥ 1√a2x2 + b2
∥∥∥∥
L2
=
√
ab. 
Corollary 3.3. Let a > 0. Put
fa(x)
def
=
{
a−2x, if |x| ≤ a,
x−1, if |x| ≥ a.
Then fa ∈ L̂1(R) and ‖fa‖L̂1 ≤ 2a .
Proof. It suffices to observe that ‖fa‖2L2 = 83a , ‖f ′a‖2L2 = 83a3 , and
√
8
3 ≤ 2. 
Lemma 3.4. Let J be a bounded interval and let f be a Lipschitz function on R such
that supp f ⊂ J . Then f ∈ L̂1 and
‖f‖
L̂1
≤ 1
4
√
12
|J | · ‖f ′‖L∞ .
Proof. Let J = [−a, a]. Clearly, |f(x)| ≤ (a− |x|)‖f ′‖L∞ for all x ∈ J . Hence,
‖f‖2L2 ≤ 2‖f ′‖2L∞
∫ a
0
(a− t)2 dt = 1
12
‖f ′‖2L∞ |J |3.
Using the obvious inequality ‖f ′‖2L2 ≤ ‖f ′‖2L∞ |J |, we get the desired estimate. 
Corollary 3.5. Let f be a Lipschitz function on R such that f(0) = 0. Then
‖f‖
L̂1(J)
≤ 2
4
√
12
|J | · ‖f ′‖L∞ for every bounded interval J that contains 0.
Proof. Put 2J
def
= {2x : x ∈ J}. Clearly, there exists a function fJ in C(R) such
that fJ = f on J , supp fJ ⊂ 2J , and ‖f ′J‖L∞ ≤ ‖f ′‖L∞ . 
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Lemma 3.6. Let f be a locally absolutely continuous function on R such that
(1 + |x|)f ′(x) ∈ L2(R). Suppose that lim
x→−∞
f(x) = 0 and lim
x→∞
f(x) = 1. Then
‖f‖
L̂1(−∞,a]
≤ 1√
π
‖f ′‖L2 +
√
2
π
‖xf ′‖L2 +
7
2π
+
2
π
log a.
for every a ≥ 2.
Proof. Put
fa(x)
def
= f(x)− a−1
∫ x
−∞
χ[a,2a](t) dt.
Clearly, ‖f‖
L̂1(−∞,a]
≤ ‖fa‖L̂1 .
We have
−ixF−1fa = F−1(f ′a) = F−1(f ′)−
e2aix − eaix
2πaix
Put h
def
= F−1(f ′). Then
‖fa‖L̂1 =
∫
R
∣∣∣∣h(x) − e2aix − eaix2πaix
∣∣∣∣ · dx|x|
≤
∫ 1
−1
|h(x) − h(0)|
|x| dx+
1
2π
∫ 1
−1
∣∣∣∣e2aix − eaixaix − 1
∣∣∣∣ · dx|x|
+
∫
{|x|≥1}
|h(x)|
|x| dx+
1
2πa
∫
{|x|≥1}
|eaix − 1|
x2
dx.
We have∫ 1
0
|h(x)− h(0)|
x
dx ≤
∫ 1
0
1
x
(∫ x
0
|h′(t)| dt
)
dx =
∫ 1
0
|h′(t)| · | log t| dt.
Hence, ∫ 1
−1
|h(x) − h(0)|
|x| dx ≤
∫ 1
−1
|h′(t)| · ∣∣ log |t| ∣∣ dt
≤ ‖h′‖L2
(∫ 1
−1
log2 |t| dt
)1/2
=
√
2
π
‖xf ′(x)‖L2
because h′ = F−1(ixf ′).
By Taylor’s formula for the function e2ix − eix, we have∣∣e2ix − eix − ix∣∣ ≤ 5
2
x2.
Thus
1
2π
∫ 1
−1
∣∣∣∣e2aix − eaixaix − 1
∣∣∣∣ · dx|x| = 12π
∫ a
−a
∣∣∣∣e2ix − eixix − 1
∣∣∣∣ · dx|x|
≤ 1
2π
∫ a
−a
min
{
5
2
,
2
|x|
}
dx ≤ 1
2π
(5 + 4 log a).
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Finally, ∫
|x|≥1
|h(x)|
|x| dx ≤
√
2‖h‖L2 =
1√
π
‖f ′‖L2
by the Cauchy–Bunyakovsky inequality and
1
2πa
∫
{|x|≥1}
|eaix − 1|
x2
dx =
1
2π
∫
{|x|≥a}
|eix − 1|
x2
dx ≤ 2
πa
≤ 1
π
for a ≥ 2. This implies the desired inequality. 
Theorem 3.7. Let J be a bounded interval containing 0. Then∥∥∥∥ex − 1ex + 1
∥∥∥∥
L̂1(J)
≤ 1
4
√
12
|J | ≤ 3
5
|J |. (3.1)
Proof. Ii suffices to observe that
∥∥(ex−1ex+1)′∥∥L∞ = 12 and apply Corollary 3.5. 
Theorem 3.7 gives a sufficiently sharp estimate of L̂1-norm for little intervals J . For
big intervals J , this estimate will be improved in Corollary 3.9.
Theorem 3.8. Let a ≥ 2. Then∥∥∥∥ ex1 + ex
∥∥∥∥
L̂1(−∞,a]
≤ 2 + 2
π
log a.
Proof. We have∥∥∥∥( exex + 1
)′∥∥∥∥2
L2
=
∫
R
e2x dx
(ex + 1)4
=
∫ ∞
0
t dt
(t+ 1)4
=
1
6
,
and1 ∥∥∥∥x( exex + 1
)′∥∥∥∥2
L2
= 2
∫ ∞
0
x2e2x dx
(ex + 1)4
≤ 2
∫ ∞
0
x2e−2x dx =
1
2
,
whence for a ≥ 2,∥∥∥∥ ex1 + ex
∥∥∥∥
L̂1(−∞,a]
≤ 1√
6π
+
1√
π
+
7
2π
+
2
π
log a ≤ 2 + 2
π
log a
by Lemma 3.6. 
Remark. Lemma 3.1 implies that∥∥∥∥ ex1 + ex
∥∥∥∥
L̂1(−∞,a]
≤ e
a
1 + ea
≤ ea
for a ≤ 0 but we do not need this inequality.
Corollary 3.9. Let J be a bounded interval containing 0. Then∥∥∥∥ex − 1ex + 1
∥∥∥∥
L̂1(J)
≤ 5 + 4
π
log
(
1
2
|J |
)
if |J | ≥ 4.
1In fact, ‖x( e
x
ex+1
)′‖2L2 =
pi2
18
− 1
3
.
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Proof. We may assume that the center of J is nonpositive. Then J ⊂ ( −∞, 12 |J |].
We have∥∥∥∥ex − 1ex + 1
∥∥∥∥
L̂1(J)
≤ 1 + 2
∥∥∥∥ exex + 1
∥∥∥∥
L̂1(J)
≤ 5 + 4
π
log a = 5 +
4
π
log
(
1
2
|J |
)
. 
4. Estimates of certain multiplier norms
In this section we are going to obtain sharp estimates for the Schur multiplier norms∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ1,J2
=
∥∥∥∥ex−y − 1ex−y + 1
∥∥∥∥
MJ1,J2
(4.1)
for every intervals J1 and J2. First, we consider two special cases. In the first case
J1 = J2 while in the second case J1 and J2 do not overlap, i.e., their intersection has at
most one point.
Theorem 4.1. Let J1 and J2 be nonoverlapping intervals. Then∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ1,J2
≤ 2.
Proof. Clearly, either J1 − J2 ⊂ (−∞, 0] or J1 − J2 ⊂ [0,∞). It suffices to consider
the case when J1 − J2 ⊂ (−∞, 0]. Then∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ1,J2
≤ 1 + 2
∥∥∥∥ ex−yex−y + 1
∥∥∥∥
MJ1,J2
≤ 1 + 2
∥∥∥∥ exex + 1
∥∥∥∥
L̂1(−∞,0]
= 2
by the Po´lya theorem [Po], see also Lemma 3.1. 
Theorem 4.2. Let J be a bounded interval. Then∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≤ min
{
6
5
|J | , 5 + 4
π
log+ |J |
}
and so ∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≤ 4 log(1 + |J |).
Proof. We have ∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≤
∥∥∥∥ex − 1ex + 1
∥∥∥∥
L̂1(J−J)
.
Note that |J − J | = 2|J | and 0 ∈ J − J . The result follows now from Theorem 3.7 and
Corollary 3.9. 
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Theorem 4.3. Let J1 and J2 be nonoverlapping intervals and let J be the convex hull
of J1 ∪ J2. Then
e− 1
e+ 1
min
{
1, |J |} ≤ ∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ1,J2
≤ min
{
2,
6
5
|J |
}
.
Proof. The upper estimate follows readily from Theorems 4.1 and 4.2. Let us prove
the lower estimate. We have∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ1,J2
≥ sup
x∈J1, y∈J2
∣∣∣∣ex − eyex + ey
∣∣∣∣ ≥ e|J | − 1e|J | + 1 ≥ e− 1e+ 1 min{1, |J |}
because the function t 7→ et−1t(et+1) decreases on [0,∞), while the function t 7→ e
t−1
et+1 in-
creases. 
Theorem 4.4. Let J be a bounded interval. Then∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≥ 1
9
min
{
|J | , 1 + log+ |J |
}
.
Proof. Put Qε(t)
def
= 1π
t
t2+ε2
, where ε > 0. Let us consider the convolution operator
CQε on L2(R), CQεf def= f ∗Qε. Clearly, ‖CQε‖ = ‖FQε‖L∞ = 1, see, for example, [Ga],
Ch. III, § 1. Note that CQε is an integral operator with kernel Qε(x− y). We can define
the integral operator XJ,ε on L
2(J) with kernel
1
π
x− y
(x− y)2 + ε2
ex − ey
ex + ey
.
We have
|J | · ‖XJ,ε‖ ≥ (XJ,εχJ , χJ) = 1
π
∫∫
J×J
x− y
(x− y)2 + ε2
ex − ey
ex + ey
dxdy
=
2
√
2
π
∫ |J |
0
t
t2 + ε2
et − 1
et + 1
(|J | − t) dt
and
‖XJ,ε‖ ≤ ‖CQε‖ ·
∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
=
∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
.
Hence, ∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≥ 2
√
2
π
· 1|J |
∫ |J |
0
t
t2 + ε2
et − 1
et + 1
(|J | − t) dt
for every ε > 0, whence∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≥ 2
√
2
π
∫ |J |
0
et − 1
t(et + 1)
(
1− t|J |
)
dt ≥
√
2
π
∫ |J |
0
et − 1
t(et + 1)
dt
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because the function t 7→ et−1t(et+1) decreases on (0,∞). It follows that∥∥∥∥ex − eyex + ey
∥∥∥∥
MJ,J
≥
√
2
π
· e− 1
e+ 1
∫ |J |
0
min{1, t−1} dt.
This implies the desired estimate. 
Remark 1. Every rectangle J1 × J2 is the union at most of three rectangles, each of
which satisfies the hypotheses of either Theorem 4.2 or Theorem 4.3. This allows us to
obtain a sharp estimate for the norms in (4.1) for every rectangle J1 × J2.
Remark 2. Remark 1 and the change of variables x 7→ log x, y 7→ log y allow us to
obtain a sharp estimate for
∥∥∥∥x− yx+ y
∥∥∥∥
MJ1,J2
, where J1 and J2 are intervals containing in
(0,∞).
We proceed now to estimates of multiplier norms that will be used in this paper.
Theorem 4.5. There exists a positive number C such that∥∥∥∥ex − eyex + ey
∥∥∥∥
M[a,∞),(−∞,b]
≤ C log(2 + (b− a)+)
for all a, b ∈ R.
Proof. The result follows from Theorems 4.1 if a ≥ b. If a < b, then
[a,∞)× (−∞, b] = ([a, b] × [a, b]) ∪ ([a, b]× (−∞, a]) ∪ ([b,∞) × (−∞, b]),
and we can apply Theorem 4.2 to the first rectangle and Theorem 4.1 to the remaining
rectangles. 
Theorem 4.6. There exists a positive number C such that∥∥∥∥ex − eyex + ey
∥∥∥∥
MR,[a,b]
≤ C log(2 + b− a)
for every a, b ∈ R satisfying a < b.
Proof. We have
R× [a, b] = ([a, b]× [a, b]) ∪ ((−∞, a]× [a, b]) ∪ ([b,∞) × [a, b]).
It remains to apply Theorem 4.2 to the first rectangle and Theorem 4.1 to the remaining
rectangles. 
Theorem 4.7. There exists a positive number c such that∥∥∥∥x− yx+ y
∥∥∥∥
M[a,∞),[0,b]
≤ c log
(
2 + log+
b
a
)
for all a, b ∈ (0,∞).
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Proof. Theorem 4.5 with the help of the change of variables x 7→ log x and y 7→ log y
yields ∥∥∥∥x− yx+ y
∥∥∥∥
M[a,∞),[ε,b+ε]
≤ c log
(
2 + log+
b+ ε
a
)
for every ε > 0, whence∥∥∥∥x− y − εx+ y + ε
∥∥∥∥
M[a,∞),[0,b]
≤ c log
(
2 + log+
b+ ε
a
)
for every ε > 0. It remains to pass to the limit as ε→ 0. 
Theorem 4.8. There exists a positive number c such that∥∥∥∥x− yx+ y
∥∥∥∥
M[a,b],[0,∞)
≤ c log
(
2 + log
b
a
)
whenever a, b ∈ (0,∞) and a < b.
Proof. The result follows from Theorem 4.6 in the same way as Theorem 4.7 follows
from Theorem 4.5. 
Theorem 4.9. There exists a positive number c such that∥∥∥∥x− yx+ y
∥∥∥∥
M[a,b],[a,b]
≥ c log
(
1 + log
b
a
)
whenever a, b ∈ (0,∞) and a < b.
Proof. The result follows from Theorem 4.4 with the help of the change of variables
x 7→ log x and y 7→ log y. 
5. Operator Lipschitz functions and operator modulus of continuity
In this section we study operator Lipschitz functions on closed subsets of the real
line. It is well known that a function f on R is operator Lipschitz if and only if it is
commutator Lipschitz, i.e.,
‖f(A)R −Rf(A)‖ ≤ const ‖AR −RA‖
for an arbitrary bounded operator R and an arbitrary self-adjoint operator A.
It turns out that the same is true for functions on closed subsets of R; moreover
the operator Lipschitz constant coincides with the commutator Lipschitz constant. The
following theorem was proved in [AP2] (Th. 10.1) in the case F = R. The general case
is analogous to the case F = R. See also [KS] where similar results for symmetric ideal
norms are considered.
Theorem 5.1. Let f be a continuous function defined on a closed subset F of R and
let C ≥ 0. The following are equivalent:
(i) ‖f(A) − f(B)‖ ≤ C‖A − B‖ for arbitrary self-adjoint operators A and B with
spectra in F;
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(ii) ‖f(A)R−Rf(A)‖ ≤ C‖AR−RA‖ for all self-adjoint operators A with σ(A) ⊂ F
and all bounded operators R;
(iii) ‖f(A)R − Rf(B)‖ ≤ C‖AR − RB‖ for arbitrary self-adjoint operators A and B
with spectra in F and for an arbitrary bounded operator R.
A function f ∈ C(F) is said to be operator Lipschitz if it satisfies the equivalent
statements of Theorem 5.1. We denote the set of operator Lipschitz functions on F by
OL(F). For f ∈ OL(F), we define ‖f‖OL(F) to be the smallest constant satisfying the
equivalent statements of Theorem 5.1. Put ‖f‖OL(F) =∞ if f 6∈ OL(F).
It is well known that every f in OL(F) is differentiable at every non-isolated point of
F, see [JW]. Moreover, the same argument gives differentiability at ∞ in the following
sense: there exists a finite limit lim
|x|→+∞
x−1f(x) provided F is unbounded.
Let f ∈ OL(F). Suppose that F has no isolated points. Put
(
Df
)
(x, y)
def
=
{
f(x)−f(y)
x−y , if x, y ∈ F, x 6= y,
f ′(x), if x ∈ F, x = y.
The following equality holds:
‖f‖OL(F) = ‖Df‖MF,F . (5.1)
The inequality ‖f‖OL(F) ≤ ‖Df‖MF,F is an immediate consequence of the formula
f(A)− f(B) =
∫∫
(Df
)
(x, y) dEA(x)(A−B) dEB(y), (5.2)
where A and B are self-adjoint operators with bounded A− B whose spectra are in F,
and EA and EB are the spectral measures of A and B. The expression on the right is
called a double operator integral. We refer the reader to [BS1], [BS2], and [BS3] for the
theory of double operator integrals elaborated by Birman and Solomyak. The validity
of formula (5.2) under the assumption Df ∈MF,F and the inequality∥∥∥∥∫∫ (Df)(x, y) dEA(x)(A −B) dEB(y)∥∥∥∥ ≤ ‖D‖MF,F‖A−B‖
was proved in [BS3]. The opposite inequality in (5.1) is going to be proved in Corollary
5.4.
In the general case for f ∈ OL(F) we can define the function
(
D0f
)
(x, y)
def
=
{
f(x)−f(y)
x−y , if x, y ∈ F, x 6= y,
0, if x ∈ F, x = y.
The following inequalities hold:
‖f‖OL(F) ≤ ‖D0f‖MF,F ≤ 2‖f‖OL(F). (5.3)
The first inequality in (5.3) follows from the formula
f(A)− f(B) =
∫∫
(D0f
)
(x, y) dEA(x)(A−B) dEB(y), (5.4)
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whose validity can be verified in the same way as the validity of (5.2). The second
inequality in (5.3) is going to be verified in Corollary 5.5.
Let f be a continuous function on a closed set F, F ⊂ R. We define the operator
modulus of continuity Ωf,F as follows
Ωf,F(δ)
def
= sup
{‖f(A)− f(B)‖ : A = A∗, B = B∗, σ(A), σ(B) ⊂ F, ‖A−B‖ ≤ δ},
and the commutator modulus of continuity as follows
Ω♭f,F(δ)
def
= sup
{‖f(A)R −Rf(A)‖ : A = A∗, σ(A) ⊂ F, ‖R‖ ≤ 1, ‖AR −RA‖ ≤ δ}.
One can prove that we get the same right-hand side if we require in addition that R is
self-adjoint. On the other hand, ‖f(A)R − Rf(B)‖ ≤ Ω♭f,F
(‖AR −RB‖) for every self-
adjoint operators with σ(A), σ(B) ⊂ F and for every bounded operator R with ‖R‖ ≤ 1.
Also, Ωf,F ≤ Ω♭f,F ≤ 2Ωf,F.
These results were obtained in [AP2] in the case F = R. The same reasoning works in
the general case.
Lemma 5.2. Let F be a closed subset of R and let µ and ν be regular positive Borel
measures on F. Suppose that k is a function in L2(F× F, µ⊗ ν) such that k = 0 on the
diagonal ∆F
def
= {(x, x) : x ∈ F} almost everywhere with respect to µ⊗ ν. Then
‖kD0f‖B µ,ν
F,F
≤ ‖f‖OL(F)‖k‖B µ,ν
F,F
for every continuous function f on F.
Proof. Let Fn
def
= F∩ [−n, n], and let µn and νn be the restrictions of µ and ν to Fn.
Clearly,
lim
n→∞
‖k‖Bµn,νn
Fn,Fn
= ‖k‖Bµ,ν
F,F
for every k ∈ L2(F × F, µ⊗ ν)
and
lim
n→∞
‖f‖OL(Fn) = ‖f‖OL(F) for every f ∈ C(F).
Thus we may assume that F is compact. It suffices to consider the case when k vanishes
in a neighborhood of the diagonal ∆F. Put l(x, y)
def
= (x − y)−1k(x, y). Denote by
A and B multiplications by the independent variable on L2(F, µ) and L2(F, ν). Then
Iµ,νk = AIµ,νl − Iµ,νl B and Iµ,νkD0f = f(A)I
µ,ν
l − Iµ,νl f(B). It remains to observe that∥∥f(A)Iµ,νl − Iµ,νl f(B)∥∥ ≤ ‖f‖OL(F)∥∥AIµ,νl − Iµ,νl B∥∥,∥∥AIµ,νl − Iµ,νl B∥∥ = ‖k‖B µ,νF,F ,
and ∥∥f(A)Iµ,νl − Iµ,νl f(B)∥∥ = ‖kD0f‖B µ,νF,F . 
Corollary 5.3. Let F be a closed subset of R with no isolated points, and let µ and
ν be finite positive Borel measures on F. Suppose that f is a differentiable function on
F and k ∈ L2(F × F, µ ⊗ ν). If k vanishes µ ⊗ ν-almost everywhere on the diagonal
∆F
def
= {(x, x) : x ∈ F}, then
‖kDf‖Bµ,ν
F,F
≤ ‖f‖OL(F)‖k‖B µ,ν
F,F
.
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Proof. It suffices to observe that kDf = kD0f almost everywhere with respect to
µ⊗ ν. 
Corollary 5.4. Let F be a closed subset of R with no isolated points, and let µ and ν
be finite positive Borel measures on F. If f is a differentiable function on F, then
‖Df‖MF,F ≤ ‖f‖OL(F).
Proof. Let µ be a regular Borel measure on F with no atoms and such that suppµ = F.
Then (µ ⊗ µ)(∆F) = 0 and Corollary 5.3 implies that
‖kDf‖B µ,µ
F,F
≤ ‖f‖OL(F)‖k‖B µ,µ
F,F
for all k ∈ L2(F×F, µ⊗µ). Hence, ‖Df‖M µ,µ
F,F
≤ ‖f‖OL(F). It remains to apply Theorem
2.6. 
Corollary 5.5. Let F be a closed subset of R. Then
‖D0f‖MF,F ≤ 2‖f‖OL(F)
for every f ∈ C(F).
Proof. Let µ and ν be regular Borel measures on F. We have to verify that
‖kD0f‖B µ,ν
F,F
≤ 2‖f‖OL(F)‖k‖B µ,ν
F,F
for every k ∈ L2(F× F, µ⊗ ν). Put k0 def= χ∆Fk and k1 def= k − k0. We have
‖k0‖B µ,ν
F,F
≤ ‖k‖B µ,ν
F,F
.
This inequality can be verified easily. We leave the verification to the reader.
It follows that ‖k1‖B µ,ν
F,F
≤ ‖k0‖B µ,ν
F,F
+ ‖k‖B µ,ν
F,F
≤ 2‖k‖B µ,ν
F,F
. It remains to observe that
‖kD0f‖B µ,ν
F,F
= ‖k1 D0f‖B µ,ν
F,F
≤ ‖f‖OL(F)‖k1‖B µ,ν
F,F
≤ 2‖f‖OL(F)‖k‖B µ,ν
F,F
. 
Let F1 and F2 be closed subsets of R. We define the space OL(F1,F2) as the space of
functions f in C(F1 ∪ F2) such that
‖f(A)R −Rf(B)‖ ≤ C‖AR−RB‖ (5.5)
for all bounded operator R and all self-adjoint operators A and B such that σ(A) ⊂ F1
and σ(B) ⊂ F2 with some positive number C. Denote by ‖f‖OL(F1,F2) the minimal
constant satisfying (5.5). Clearly, ‖f‖OL(F1,F2) = ‖f‖OL(F2,F1) and ‖f‖OL(F,F) = ‖f‖OL(F).
As in the case F1 = F2, we can prove that
‖f‖OL(F1,F2) ≤ ‖D0f‖MF1,F2 ≤ 2‖f‖OL(F1,F2). (5.6)
(cf. (5.3)).
Remark. In the case where F1 6= F2 we cannot claim that the inequality
‖f(A)− f(B)‖ ≤ C‖A−B‖ (5.7)
for all self-adjoint A and B such that σ(A) ⊂ F1 and σ(B) ⊂ F2 implies (5.5).
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Indeed, in the case f(t) = |t|, F1 = (−∞, 0], and F2 = [0,∞), inequality (5.7) holds
with C = 1 because
‖A−B‖ ≤ ‖A+B‖
for positive self-adjoin operators A and B. However, inequality (5.5) does not hold with
any positive C. Indeed,∥∥∥∥ |x| − |y|x− y
∥∥∥∥
M(−∞,1],[1,∞)
=
∥∥∥∥x− yx+ y
∥∥∥∥
M[1.∞),[1,∞)
=∞
by Theorem 4.9.
Theorem 5.6. Suppose that inequality (5.5) holds for every bounded operator R and
arbitrary self-adjoint operators A and B with simple spectra such that σ(A) ⊂ F1 and
σ(B) ⊂ F2. Then f ∈ OL(F1,F2) and ‖f‖OL(F1,F2) ≤ C.
Proof. We have to prove inequality (5.5) for arbitrary self-adjoint operators A and
B with σ(A) ⊂ F1 and σ(B) ⊂ F2. It is convenient to think that the operators A and B
act in different Hilbert spaces. Let A act in H1 and B in H2. Then R acts from H2 into
H1. We are going to verify that∣∣(f(A)Ru, v) − (Rf(B)u, v)∣∣ = ∣∣(Ru, f(A)v) − (f(B)u,R∗v)∣∣ ≤ C‖AR−RB‖
for every unit vectors u ∈ H2 and v ∈ H1. Denote by H01 and H02 the invariant subspaces
of A and B generated by v and u. Clearly, A0
def
= A|H01 and B0 def= B|H02 are self-adjoint
operators with simple spectra. Consider the operator R0 : H02 → H01, R0h def= PRh for
h ∈ H2, where P is the orthogonal projection from H1 onto H01. Note that for h ∈ H02,
we have A0R0h = APRh = PARh and R0B0h = PRBh. Clearly, ‖A0R0 − R0B0‖ ≤
‖AR −RB‖. Applying (5.5) to the operators A0, B0, and R0, we obtain
|(f(A)Ru, v) − (Rf(B)u, v)| = |(Ru, f(A)v) − (Rf(B)u, v)|
= |(R0u, f(A0)v)− (R0f(B0)u, v)|
= |(f(A0)R0u, v)− (R0f(B0)u, v)|
≤ C‖A0R0 −R0B0‖ ≤ C‖AR−RB‖. 
Remark. Theorem 5.6 allows us to give alternative the proofs of (5.1), (5.3) and (5.6)
that do not use double operator integrals.
Theorem 5.7. Let f be a function defined on Z. Then
Ω♭f,Z(δ) = δ‖f‖OL(Z)
for δ ∈ (0, 2π ].
Proof. The inequality
Ω♭f,Z(δ) ≤ δ‖f‖OL(Z), δ > 0,
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is a consequence of Theorem 5.1. Let us prove the opposite inequality for δ ∈ (0, 2π ].
Fix ε > 0. There exists a self-adjoint operator A and a bounded operator R such that
‖AR −RA‖ = 1, σ(A) ⊂ Z, and ‖f(A)R −Rf(A)‖ ≥ ‖f‖OL(Z) − ε. Put
RA
def
=
∑
j 6=k
EA({j})REA({k}) = R−
∑
j∈Z
EA({j})REA({j}).
Clearly, AR − RA = ARA −RAA and f(A)R − Rf(A) = f(A)RA − RAf(A). Thus we
may assume that R = RA. Note that
AR−RA =
∑
j 6=k
(j − k)EA({j})REA({k}).
Since
R = RA =
∑
j 6=k
1
j − k (j − k)EA({j})REA({k}),
we have R = H ⋆ (AR −RA), where
H(j, k)
def
=
{
1
j−k , if j 6= k,
0, if j = k,
where ⋆ denotes Schur–Hadamard multiplication, see (2.2). It follows that
‖R‖ ≤ ‖H‖MZ,Z‖AR −RA‖ = ‖H‖MZ,Z =
π
2
by Lemma 2.7.
Let δ ∈ (0, 2π ]. Then ‖A(δR) − (δR)A‖ = δ and ‖δR‖ ≤ 1. Hence,
Ω♭f,Z(δ) ≥ δ‖f(A)R −Rf(A)‖ ≥ δ
(‖f‖OL(Z) − ε).
Passing to the limit as ε→ 0, we obtain the desired result. 
Let ωf,F denote the usual scalar modulus of continuity of a continuous functionf
defined on F. Clearly, ωf,F ≤ Ωf,F. Put ωf def= ωf,R and Ωf def= Ωf,R. We are going to get
some estimates for the commutator modulus of continuity Ω♭f,F. We consider first the
case when F = R. The following theorem is contained implicitly in [NiF].
Theorem 5.8. Let f be a continuous function on R. Then
Ω♭f (δ) ≤ 2ωf (δ/2) + 2‖f(δx)‖OL(Z).
Proof. Let ‖AR − RA‖ ≤ δ with ‖R‖ = 1. We can take a self-adjoint operator Aδ
such that AδA = AAδ, ‖A−Aδ‖ ≤ δ/2 and σ(Aδ) ⊂ δZ. Then ‖f(A)−f(Aδ)‖ ≤ ωf (δ/2)
and
‖AδR−RAδ‖ ≤ ‖AδR−AR‖+ ‖AR −RA‖+ ‖RA−RAδ‖ ≤ 2δ
Hence,
‖f(A)R−Rf(A)‖ ≤ ‖f(A)R− f(Aδ)R‖+ ‖f(Aδ)R−Rf(Aδ)‖+ ‖Rf(Aδ)−Rf(A)‖
≤ 2ωf (δ/2) + ‖AδR−RAδ‖ · ‖f‖OL(δZ) ≤ 2ωf (δ/2) + 2δ‖f‖OL(δZ)
= 2ωf (δ/2) + 2‖f(δx)‖OL(Z). 
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Theorem 5.9. Let f be a continuous function on R. Then
Ω♭f (δ) ≥ max
{
ωf (δ),
2
π
‖f(δx)‖OL(Z)
}
for all δ > 0.
Proof. Clearly, ωf ≤ Ωf ≤ Ω♭f . It remains to prove that ‖f(δx)‖OL(Z) ≤ π2Ω♭f (δ). We
have
Ω♭f (δ) ≥ Ω♭f,δZ(δ) = Ω♭f(δx),Z(1) ≥ Ω♭f(δx),Z
( 2
π
)
=
2
π
∥∥f(δx)∥∥
OL(Z)
by Theorem 5.7. 
We consider now similar estimates of Ω♭f,F for an arbitrary closed subset F of R. Recall
that a subset Λ of R is called a δ net for F if F ⊂ ⋃
t∈Λ
[t− δ, t+ δ].
Theorem 5.10. Let f be a continuous function on a closed subset F of R. Suppose
that Fδ is a subset of F that forms a δ/2 net of F. Then
Ω♭f,F(δ) ≤ 2ωf,F(δ/2) + 2δ‖f‖OL(Fδ).
Proof. The proof is similar to the proof of Theorem 5.8. It suffices to replace the
δ/2 net δZ of R with the δ/2 net Fδ of F. 
Theorem 5.11. Let f be a continuous function on a closed subset F of R and let
δ > 0. Suppose that Λ and M are closed subsets of F such that (Λ−M) ∩ (−δ, δ) ⊂ {0}.
Then
Ω♭f,F(δ) ≥ max
{
ωf,F(δ),
δ
2
‖D0f‖MΛ,M
}
.
Proof. Clearly, ωf,F ≤ Ωf,F ≤ Ω♭f,F. Note that
‖D0f‖MΛ,M = sup
a>0
‖D0f‖MΛ∩[−a,a]),M∩[−a,a].
Thus it suffices to prove that
Ω♭f,F(δ) ≥
δ
2
‖D0f‖MΛ,M
in the case when Λ and M are bounded.
Let ε > 0. There exist positive regular Borel measures λ on Λ, µ on M, and a function
k in L2(Λ ×M, λ ⊗ µ) such that ‖k‖
Bλ,µΛ,M
= 1 and ‖kD0f‖Bλ,µΛ,M ≥ ‖D0f‖MΛ,M − ε. We
define the function k0 in L
2(Λ×M, λ⊗ µ) by
k0(x, y)
def
=
{
k(x, y), if x 6= y,
0, if x = y.
Then kD0f = k0D0f and ‖k0‖Bλ,µΛ,M ≤ 2. Put Φ(x, y)
def
= fδ(x− y) where fδ denotes the
same as in Corollary 3.3. We define the self-adjoint operators A : L2(Λ, λ) → L2(Λ, λ)
and B : L2(M, µ)→ L2(M, µ) by (Af)(x) def= xf(x) and (Bg)(y) def= yg(y). Put
h(x, y)
def
= Φ(x, y)k(x, y) = Φ(x, y)k0(x, y).
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Clearly,
‖h‖
Bλ,µΛ,M
≤ ‖Φ‖
M
λ,µ
Λ,M
‖k‖
Bλ,µΛ,M
≤ ‖Φ‖MR,R ≤
2
δ
by Corollary 3.3.
Clearly, AIh − IhB = Ik0 and f(A)Ih − Ihf(B) = Ik0D0f . (Recall that Iϕ is the
integral operator from L2(M, µ) into L2(Λ, λ) with kernel ϕ ∈ L2(Λ×M, λ⊗ ν).) Then∥∥∥∥δ2Ih
∥∥∥∥ = δ2‖h‖Bλ,µΛ,M ≤ 1,∥∥∥∥A(δ2Ih
)
−
(
δ
2
Ih
)
B
∥∥∥∥ = δ2‖k0‖Bλ,µΛ,M ≤ δ,
and ∥∥∥∥f(A)(δ2Ih
)
−
(
δ
2
Ih
)
f(B)
∥∥∥∥ = δ2‖k0D0f‖Bλ,µΛ,M ≥ δ2(‖D0f‖MΛ,M − ε).
Hence, Ω♭f,F(δ) ≥ δ2
(‖D0f‖MΛ,M − ε) for every ε > 0. 
Theorem 5.11 allows us to obtain another proof of Theorem 4.17 in [AP3].
Theorem 5.12. Let f be a continuous function on an unbounded closed subset F of
R. Suppose that Ωf,F(δ) <∞ for δ > 0. Then the function t 7→ t−1f(t) has a finite limit
as |t| → ∞, t ∈ F.
Proof. Assume the contrary. Then there exists a sequence {λn}∞n=1 in F such that
|λn+1| − |λn| > 1 for all n ≥ 1, limn→∞ |λn| = ∞ and the sequence {λ−1n f(λn)}∞n=1 has
no finite limit. Denote by Λ the image of the sequence {λn}∞n=1. Then ‖f‖OL(Λ) = ∞.
This fact is contained implicitly in [JW]. Indeed, Theorem 4.1 in [JW] implies that
every operator Lipschitz function f is differentiable at every non-isolated point. It is
well known that the same argument gives us the differentiability at ∞ in the following
sense: the function t 7→ t−1f(t) has a finite limit as |t| → ∞, provided the domain of f
is unbounded. Applying Theorem 5.11 for M = Λ and δ = 1, we find that Ωf,F(1) =∞.

We need the following known result, see [KST]. We give the proof for the reader’s
convenience.
Theorem 5.13. Let f be a bounded continuous function on a closed subset F of R.
Suppose that f ∈ OL((−∞, 1] ∩ F) and f ∈ OL([−1,∞) ∩ F). Then f ∈ OL(F) and
‖f‖OL(F) ≤ C
(‖f‖OL((−∞,1]∩F) + ‖f‖OL([−1,∞)∩F) + sup
F
|f |),
where C is a numerical constant.
Proof. Put F1
def
= F ∩ (−∞,−1], F2 def= F ∩ [−1, 1], and F3 def= F ∩ [1,∞). We have
‖f‖OL(F) ≤ ‖D0f‖MF,F ≤
3∑
j=1
3∑
k=1
‖D0f‖MFj,Fk =
3∑
j=1
‖D0f‖MFj,Fj
+ 2‖D0f‖MF1,F2 + 2‖D0f‖MF2,F3 + 2‖D0f‖MF1,F3 .
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Each term ‖D0f‖MFj,Fk except ‖D0f‖MF1,F3 can be estimated in terms of
2‖f‖OL(F1∪F2) or 2‖f‖OL(F2∪F3).
Let us estimate ‖D0f‖MF1,F3 . We have
‖D0f‖MF1,F3 =
∥∥∥∥f(x)− f(y)x− y
∥∥∥∥
MF1,F3
≤
(
sup
F1
|f |
)∥∥∥∥ 1x− y
∥∥∥∥
MF1,F3
+
(
sup
F3
|f |
)∥∥∥∥ 1x− y
∥∥∥∥
MF1,F3
≤ 2
(
sup
F
|f |
)∥∥∥∥ 1x− y
∥∥∥∥
MF1,F3
≤ 2 sup
F
|f |
because by Corollary 3.3,∥∥∥∥ 1x− y
∥∥∥∥
MF1,F3
≤ ‖f2(x− y)‖MR,R ≤ 1,
where f2 means the same as in Corollary 3.3.
Thus
‖f‖OL(F) ≤ 6‖f‖OL(F1∪F2) + 4‖f‖OL(F2∪F3) + 4 sup
F
|f |. 
6. The operator Lipschitz norm of the function x 7→ |x| on subsets of R
In this section we obtain sharp estimates of the operator modulus of continuity of
the function x 7→ |x| on certain subsets of the real line. This allows us to obtain sharp
estimates of
∥∥ |S| − |T |∥∥ for arbitrary bounded linear operators S and T . Note that our
estimates considerably improve earlier results of [Ka].
Put Abs(x)
def
= |x|. For J ⊂ [0,∞), we put log(J) def= {log t : t ∈ J, t > 0}.
Theorem 6.1. There exist positive numbers C1 and C2 such that
C1 log
(
2 + | log(J1 ∩ J2)|
) ≤ ‖Abs ‖OL((−J1)∪J2) ≤ C2 log (2 + | log(J1 ∩ J2)|)
for all intervals J1 and J2 in (0,∞).
Proof. Put J = J1 ∩ J2. Let us first establish the lower estimate. Note that
‖Abs ‖OL((−J1)∪J2) ≥ ‖Abs ‖OL(J2) = 1. This proves the lower estimate in the case
| log(J)| ≤ 1. In the case | log(J)| > 1 we have
‖Abs ‖OL((−J1)∪J2) ≥ ‖Abs ‖OL((−J)∪J) ≥
∥∥∥∥ |x| − |y|x− y
∥∥∥∥
M−J,J
=
∥∥∥∥x− yx+ y
∥∥∥∥
MJ,J
≥ c1 log(1 + | log(J)|) ≥ c2 log(2 + | log(J)|)
by Theorem 4.9.
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We proceed now to the upper estimate. We consider first the case when J = J1. Then
‖Abs ‖OL((−J1)∪J2) ≤ ‖Abs ‖OL((−J1)∪[0,∞)) ≤ 2 + 2
∥∥∥∥x− yx+ y
∥∥∥∥
MJ,[0,∞)
and we can apply Theorem 4.8. The case J = J2 is similar. Suppose that J 6= J1 and
J 6= J2. Then inf J1 6= inf J2. Let inf J1 > inf J2. Put a def= inf J1 and b def= supJ2. Then
‖Abs ‖OL((−J1)∪J2) ≤ ‖Abs ‖OL((−∞−a]∪[0,b)) ≤ 2 + 2
∥∥∥∥x− yx+ y
∥∥∥∥
M[a,∞),[0,b)
and the result follows from Theorem 4.7. 
Let us state two special cases of Theorem 6.1.
Theorem 6.2. There exist positive constants C1 and C2 such that
C1 log(2 + log(ba
−1)) ≤ ‖Abs ‖OL((−∞,0]∪[a,b]) ≤ C2 log(2 + log(ba−1))
for every a, b ∈ (0,∞) with a < b.
Theorem 6.3. There exist positive constants C1 and C2 such that
C1 log(2 + log+(ba
−1)) ≤ ‖Abs ‖OL((−b,0]∪[a,∞)) ≤ C2 log(2 + log+(ba−1))
for every a, b ∈ (0,∞).
Theorem 6.4. Let ξa = Abs
∣∣[−a,∞) and ηa = Abs ∣∣[−a, a], where a > 0. Then there
exist positive numbers C1 and C2 such that
C1δ log(2 + log+(aδ
−1)) ≤ Ωηa(δ) ≤ Ωξa(δ) ≤ C2δ log(2 + log+(aδ−1))
for every δ > 0.
Proof. Put Fδ
def
= [−a,∞) \ (0, δ). Clearly, Fδ is a δ-net of (−∞, a]. Hence, by
Theorem 5.10 we have
Ωξa(δ) ≤ Ω♭ξa(δ) ≤ δ + 2δ‖ξa‖OL(Fδ).
Applying Theorem 6.3, we obtain the desired upper estimate.
To obtain the lower estimate, we use Theorem 5.11. Clearly, Ωηa(δ) ≥ δ for all
δ ∈ (0, a]. Thus it suffices to consider the case δ ∈ (0, a2 ). Put Λ = [−a, 0] and M = [δ, a].
By Theorem 5.11,
Ωηa(δ) ≥
1
2
Ω♭ηa(δ) ≥
δ
4
‖D0ηa‖MΛ,M .
It remains to apply Theorem 4.9. 
Theorem 6.5. There exists a positive number C such that∥∥ |A| − |B|∥∥ ≤ C‖A−B‖ log(2 + log ‖A‖+ ‖B‖‖A−B‖
)
for every bounded self-adjoint operators A and B.
Proof. This is a special case of Theorem 6.4 that corresponds to a = ‖A‖+ ‖B‖. 
Theorem also 6.4 allows us to prove that the upper estimate in Theorem 6.5 is sharp.
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Theorem 6.6. Let a > 0. There is a positive number c such that for every δ ∈ (0, a),
there exist self-adjoint operators A and B such that ‖A+B‖ ≤ a, ‖A−B‖ ≤ δ, but∥∥ |A| − |B|∥∥ ≥ cδ log (2 + log a
δ
)
.
We proceed now to the case of arbitrary (not necessarily self-adjoint) operators. Recall
that for a bounded operator S on Hilbert space, its modulus S is defined by
|S| def= (S∗S)1/2.
Theorem 6.7. There exists a positive number C such that∥∥ |S| − |T |∥∥ ≤ C‖S − T‖ log(2 + log ‖S‖ + ‖T‖‖S − T‖
)
for every bounded operators S and T .
Proof. Put
A =
(
0 S∗
S 0
)
and B =
(
0 T ∗
T 0
)
.
Clearly, A and B are self-adjoint operators with
|A| =
(|S| 0
0 |S∗|
)
and |B| =
(|T | 0
0 |T ∗|
)
.
Hence, ∥∥ |S| − |T |∥∥ ≤ ∥∥ |A| − |B|∥∥ ≤ C‖A−B‖ log(2 + log ‖A‖+ ‖B‖‖A−B‖
)
= C‖S − T‖ log
(
2 + log
‖S‖+ ‖T‖
‖S − T‖
)
. 
Remark. Theorem 6.7 significantly improves Kato’s inequality obtained in [Ka]:∥∥ |S| − |T |∥∥ ≤ 1
π
‖S − T‖
(
2 + log
‖S‖+ ‖T‖
‖S − T‖
)
.
7. The operator modulus of continuity of a certain piecewise linear function
In this section we obtain a sharp estimate for the operator modulus of continuity of
the piecewise linear function κ defined by
κ(t)
def
=

1, if t ≥ 1,
t, if − 1 < t ≤ 1.
−1, if t > 1.
The results obtained in this section will be used in the next section to estimate the
operator modulus of continuity of functions concave on R+.
It is easy to see that κ(t) = 12
(|1 + t| − |1− t|).
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Theorem 7.1. There exist positive numbers C1 and C2 such that
C1 log | log δ| ≤ ‖κ‖OL((−∞,−1−δ]∪[−1,1]∪[1+δ,∞)) ≤ C2 log | log δ|
for every δ ∈ (0, 12).
Proof. Put κ1 = κ
∣∣((−∞,−1− δ] ∪ [−1, 1]) and κ2 = κ∣∣([−1, 1] ∪ [1 + δ,∞)). Note
that
κ1(t) =
1
2
(|1 + t| − 1 + t) and κ2(t) = 1
2
(
1 + t− |t− 1|).
It follows from Theorem 6.3 that
C1 log | log δ| ≤ ‖κ1‖OL ≤ C2 log | log δ|
and
C1 log | log δ| ≤ ‖κ2‖OL ≤ C2 log | log δ|.
Thus the desired lower estimate is evident and the required upper estimate follows from
Theorem 5.13. 
Theorem 7.2. There exist positive numbers c1 and c2 such that
c1δ log
(
1 + log(1 + δ−1)
) ≤ Ωκ(δ) ≤ c2δ log (1 + log(1 + δ−1))
for every δ > 0.
Proof. Note that lim
t→∞
t log
(
1 + log(1 + t−1)
)
= 1. Thus it suffices to consider the
case when 0 < δ ≤ 12 . Put Fδ
def
= (−∞,−1 − δ] ∪ [−1, 1] ∪ [1 + δ,∞). Clearly, Fδ is a
δ-net for R. Hence, by Theorem 5.10, we have
Ωκ(δ) ≤ Ω♭κ(δ) ≤ δ + 2δ‖κ‖OL(Fδ).
The desired upper estimate follows now from Theorem 7.1.
To obtain the lower estimate we can apply Theorem 6.4 because κ(t) = 12(|1+t|−1+t)
for t ≤ 1. 
8. Operator moduli of continuity of concave functions on R+.
Recall that in [AP2] we proved that if f is a continuous function on R, then its operator
modulus of continuity Ωf admits the estimate
Ωf (δ) ≤ const δ
∫ ∞
δ
ωf (t)
t2
dt = const
∫ ∞
1
ωf (tδ)
t2
ds, δ > 0.
In this section we show that if f vanishes on (−∞, 0] and is a concave nondecreasing
function on [0,∞), then the above estimate can be considerably improved.
We also obtain several other estimates of operator moduli of continuity.
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Theorem 8.1. Suppose that f ′′ = µ ∈ M (R) (in the distributional sense), µ(R) = 0,
and ∫
R
log(log(|t|+ 3)) d|µ|(t) <∞.
Then
Ωf (δ) ≤ c ‖µ‖M (R)δ log(log(δ−1 + 3)),
where c is a numerical constant.
Proof. Put
ϕs(t)
def
=
1
2
(|t|+ |s|)− |t− s|
2
, s, t ∈ R. (8.1)
It is easy to see that
ϕs(t)
def
=
|s|
2
κ
(
2t
s
− 1
)
+
|s|
2
for s 6= 0.
Clearly,
ϕ′′s = δ0 − δs and ϕs(0) = 0. (8.2)
Theorem 7.2 implies that
Ωϕs(t) ≤ const t log
(
1 + log
(
1 +
|s|
2t
))
≤ const t log
(
1 + log
(
1 +
|s|
t
))
, t > 0. (8.3)
It is easy to see that
t log
(
1 + log
(
1 + t−1|s|)) ≤ const ( log(log(|s|+ 3))) t log ( log (t−1 + 3)).
To complete the proof, it suffices to observe that
f(t) = at+ b−
∫
R
ϕs(t) dµ(s), for some a, b ∈ C,
which follows easily from (8.2). 
The assumption that µ(R) = 0 in the hypotheses of Theorem 8.1 is essential. More-
over, the following result holds.
Theorem 8.2. Suppose that f ′′ = µ ∈ M (R) and µ(R) 6= 0. Then Ωf (t) = ∞ for
every t > 0.
Proof. Indeed, it is easy to see that f ′(t) = c + µ((−∞, t)) for almost all t ∈ R.
Hence,
lim
t→∞
f(t)
t
= lim
t→∞
f ′(t) = c+ µ(R) and lim
t→−∞
f(t)
t
= lim
t→−∞
f ′(t) = c.
The result follows from Theorem 5.12. 
Let G be an open subset of R. Denote by Mloc(G) the set of all distributions on G
that are locally (complex) measures.
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Theorem 8.3. Let f ∈ C(R). Put µ def= f ′′ in the sense of distributions. Suppose that
lim
|t|→∞
t−1f(t) = 0, µ
∣∣(R \ {0}) ∈ Mloc(R \ {0}) and∫
R\{0}
log(1 + log(1 + |s|)) d|µ|(s) <∞.
Then
Ωf (δ) ≤ const δ
∫
R\{0}
log
(
1 + log
(
1 + |s|δ−1)) d|µ|(s).
Proof. Put
g(t) = −
∫
R\{0}
ϕs(t) dµ(s),
where ϕs is defined by (8.1). Inequality (8.3) implies that
Ωg(δ) ≤ const δ
∫
R\{0}
log
(
1 + log
(
1 + |s|δ−1)) d|µ|(s). (8.4)
In particular, g is continuous on R. Clearly, g′′ = f ′′ on R \ {0}. Hence, f(x)− g(x) =
a|x|+ bx+ c for some a, b, c ∈ C. It follows from (8.4) that
lim
|t|→∞
∣∣∣∣g(t)t
∣∣∣∣ ≤ limt→∞ ωg(t)t ≤ limt→∞ Ωg(t)t = 0 = lim|t|→∞ f(t)t
which implies that f − g = const. 
Corollary 8.4. Let a > 0 and let f be a continuous function on R that is constant
on R \ (−a, a). Put µ def= f ′′ in the sense of distributions. Suppose that µ∣∣(R \ {0}) ∈
Mloc(R \ {0}) and
C
def
= sup
s>0
|µ|([s, 2s] ∪ [−2s,−s]) <∞. (8.5)
Then
Ωf (δ) ≤ C const δ
(
log
a
δ
)
log
(
log
a
δ
)
for δ ∈
(
0,
a
3
)
.
Proof. By Theorem 8.3,
Ωf (δ) ≤ const δ
(∫ a
0
log
(
1+log
(
1+sδ−1
))
d|µ(s)|+
∫ a
0
log
(
1+log
(
1+sδ−1
))
d|µ(−s)|
)
=const δ
∑
n≥0
∫ 2−na
2−n−1a
log
(
1 + log
(
1 + sδ−1
))
d|µ|(s)
+ const δ
∑
n≥0
∫ 2−na
2−n−1a
log
(
1 + log
(
1 + sδ−1
))
d|µ|(−s).
It follows now from (8.5) and the inequality
log(1 + log(1 + αx)) ≤ 2 log(1 + log(1 + x)), 0 < x <∞, 1 < α ≤ 2,
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that
Ωf (δ) ≤ const δ
∑
n≥0
∫ 2−na
2−n−1a
log
(
1 + log
(
1 + sδ−1
))ds
s
=const δ
∫ a
0
log
(
1 + log
(
1 + sδ−1
))ds
s
=const δ
∫ a/δ
0
log
(
1 + log(1 + s)
)ds
s
≤ const δ + const δ
∫ a/δ
1
log
(
1 + log(1 + s)
)ds
s
=const δ
(
1 +
(
log
(
1 + log(1 + s)
)
log s
)∣∣∣a/δ
1
−
∫ a/δ
1
log s ds
(1 + s) log
(
1 + log(1 + s)
))
≤ const δ + const δ( log(1 + log(1 + s)) log s)∣∣∣a/δ
1
≤ const δ
(
log
a
δ
)
log
(
log
a
δ
)
for sufficiently small δ. 
Corollary 8.5. Let f be a continuous function on R that is constant on R \ (−a, a).
Suppose that f is twice differentiable on R \ {0} and
C
def
= sup
s 6=0
∣∣sf ′′(s)∣∣ <∞.
Then
Ωf (δ) ≤ const C δ
(
log
a
δ
)
log
(
log
a
δ
)
for δ ∈
(
0,
a
3
)
.
The following result shows that in a sense Theorem 8.1 cannot be improved.
Theorem 8.6. Let h be a positive continuous function on R. Suppose that for every
f ∈ C(R) such that
f ′′ = µ ∈ M (R), µ(R) = 0, and
∫
R
h(t) d|µ|(t) <∞,
we have Ωf (δ) <∞, δ > 0. Then for some positive number c,
h(t) ≥ c log(log(|t|+ 3)), t ∈ R.
We need the following lemma, in which ϕs is the function defined by (8.1).
Lemma 8.7. There is a positive number c such that for every s ≥ 10, there exist
self-adjoint operators A and B satisfying the conditions:
σ(A), σ(B) ⊂
(
s
2
,
3s
2
)
, ‖A−B‖ ≤ 1, and ‖ϕs(A)− ϕs(B)‖ ≥ c log log s.
29
Proof. Clearly, it suffices to prove the lemma for sufficiently large s. By Theorem 6.4,
there exist self-adjoint operators A0 and B0 such that ‖A0‖, ‖B0‖ < 1, ‖A0−B0‖ ≤ 2/s,
and
∥∥ |A0| − |B0|∥∥ ≥ const s−1 log (2 + log s). Put A def= sI + s2A0 and B def= sI + s2B0.
Then σ(A), σ(B) ⊂ ( s2 , 3s2 ) and ‖A−B‖ ≤ 1. Let us estimate ‖ϕs(A)−ϕs(B)‖. Clearly,
ϕs(A)−ϕs(B) = s
4
(A0 −B0)− s
4
(|A0| − |B0|).
Hence,
‖ϕs(A)− ϕs(B)‖ ≥ s
4
∥∥ |A0| − |B0|∥∥− s
4
‖A0 −B0‖
≥ const log log s− 1
2
≥ const log log s
for sufficiently large s. 
Proof of Theorem 8.6. Assume the contrary. Then there exists a sequence {sn} of
real numbers such that lim
n→∞
|sn| = ∞ and lim
n→∞
(log(log(|sn|)))−1h(sn) = 0. Passing to
a subsequence, we can reduce the situation to the case when sn > 0 for all n or sn < 0
for all n. Without loss of generality we may assume that sn > 0 for all n. Moreover,
we may also assume that s1 ≥ 10, sn+1 ≥ 2sn and log log sn ≥ n3(1 + h(sn)) for every
n ≥ 1. Put αn def= n(log log sn)−1 for n ≥ 1 and f(t) def=
∑
n≥1
αnϕsn(t). Note that the
series converges for every t because σ
def
=
∑
n≥1
αn <∞. Moreover,
f ′′ = σδ0 −
∑
n≥1
αnδsn and σh(0) +
∑
n≥1
αnh(sn) <∞.
By Lemma 8.7, there exist two sequences {An}n≥1 and {Bn}n≥1 of self-adjoint operators
such that
σ(An), σ(Bn) ⊂
(
sn
2
,
3sn
2
)
, ‖An −Bn‖ ≤ 1,
and
‖ϕsn(An)− ϕsn(Bn)‖ ≥ c log log sn.
Note that ϕsk(An) = ϕsk(Bn) = skI for k < n. Also, ϕsk(An) = An and ϕsk(Bn) = Bn
for k > n. Hence,
f(An)− f(Bn) = αn(ϕsn(An)− ϕsn(Bn)) +
∑
k>n
αk(An −Bn),
and so
‖f(An)− f(Bn)‖ ≥ αn
∥∥ϕsn(An)− ϕsn(Bn)∥∥−∑
k>n
αk‖An −Bn‖
≥ Cαn log log sn −
∑
k>n
αk →∞ as n→∞.
Thus Ωf (1) =∞ and we get a contradiction. 
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In [AP2] it was proved that
Ωf (δ) ≤
∫ ∞
1
ωf (δs)
s2
ds
for every f ∈ C(R). The following theorem shows that this estimate can be improved
essentially for functions f concave on a ray.
Theorem 8.8. Let f be a continuous nondecreasing function such that f(t) = 0 for
t ≤ 0, lim
t→∞
t−1f(t) = 0, and f is concave on [0,∞). Then
Ωf (δ) ≤ c
∫ ∞
e
f(δs) ds
s2 log s
,
where c as a numerical constant.
Proof. Let µ = −f ′′ (in the distributional sense). Clearly, µ = 0 on (−∞, 0)
and µ is a positive regular measure on (0,∞) because f is concave on (0,∞). Hence,
µ ∈ Mloc(R \ {0}). By Theorem 8.3, we have
Ωf (δ) ≤ const δ
∫ ∞
0
log(1 + log(1 + sδ−1)) dµ(s).
To estimate this integral, we use the equality f ′(t) = µ(t,∞) for almost all t > 0 and
apply the Tonelli theorem twice.
δ
∫ ∞
0
log(1 + log(1+sδ−1)) dµ(s) =
∫ ∞
0
(∫ s
0
dt
(1 + log(1 + tδ−1))(1 + tδ−1)
)
dµ(s)
=
∫ ∞
0
f ′(t) dt
(1 + log(1 + tδ−1))(1 + tδ−1)
= δ−1
∫ ∞
0
(∫ ∞
t
(2 + log(1 + sδ−1)) ds
(1 + log(1 + sδ−1))2(1 + sδ−1)2
)
f ′(t) dt
= δ−1
∫ ∞
0
2 + log(1 + sδ−1)
(1 + log(1 + sδ−1))2(1 + sδ−1)2
f(s) ds
=
∫ ∞
0
2 + log(1 + s)
(1 + log(1 + s))2(1 + s)2
f(sδ) ds
≤ 2
∫ ∞
0
1
(1 + log(1 + s))(1 + s)2
f(sδ) ds.
It remains to observe that∫ e
0
1
(1 + log(1 + s))(1 + s)2
f(sδ) ds ≤ f(eδ)
∫ e
0
1
(1 + log(1 + s))(1 + s)2
ds
≤ f(eδ)
∫ ∞
0
ds
(1 + s)2
= f(eδ) ≤ const
∫ ∞
e
f(sδ) ds
s2 log s
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and ∫ ∞
e
1
(1 + log(1 + s))(1 + s)2
f(sδ) ds ≤
∫ ∞
e
f(sδ) ds
s2 log s
. 
Corollary 8.9. Suppose that under the hypotheses of Theorem 8.8, the function f is
bounded and has finite right derivative at 0. Then
Ωf (δ) ≤ const aδ log
(
log
M
aδ
)
for δ ∈
(
0,
M
3a
)
,
where a = f ′+(0) and M = sup f .
Proof. Since f(t) ≤ min{at,M}, t > 0, the result follows from Theorem 8.8 and the
following obvious facts:∫ M
aδ
e
aδds
s log s
= aδ log
(
log
M
aδ
)
and
∫ ∞
M
aδ
Mds
s2 log s
≤
∫ ∞
M
aδ
Mds
s2
= aδ. 
In [AP2] we proved that if f belongs to the Ho¨lder class Λα(R), 0 ≤ α < 1, then
Ωf (δ) ≤ const(1− α)−1‖f‖Λαδα, δ > 0, (8.6)
where
‖f‖Λα def= sup
x 6=y
|f(x)− f(y)|
|x− y| .
The next result shows that if in addition to this f satisfies the hypotheses of Theorem 8.8,
then the factor (1− α)−1 on the right-hand side of (8.6) can considerably be improved.
Corollary 8.10. Suppose that under the hypotheses of Theorem 8.8, the function f
belongs to Λα(R), 0 ≤ α < 1. Then
Ωf (δ) ≤ const
(
log
2
1− α
)
‖f‖Λαδα
for every δ > 0.
Proof. Indeed,∫ ∞
e
ds
s2−α log s
=
∫ ∞
1
e(α−1)t
dt
t
=
∫ ∞
1−α
e−t dt
t
≤ const log 2
1− α. 
Remark. The function x 7→ 1 + κ(x − 1) satisfies the hypotheses of Corollary 8.9
with a = 1 and M = 2, and Corollary 8.9 yields a sharp result in this case. That means
that Theorem 8.8 is also sharp in a sense.
The following theorem is a symmetrized version of Theorem 8.8.
Theorem 8.11. Let f be a continuous function on R such that f is convex or con-
cave on each of two rays (−∞, 0] and [0,∞). Suppose that there exists a finite limit
lim
|t|→∞
t−1f(t)
def
= a. Then
Ωf (δ) ≤ aδ + c
∫ ∞
e
|f(δs)− f(0)− δas|+ |f(−δs)− f(0) + δas|
s2 log s
ds,
where c as a numerical constant.
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Proof. It suffices to consider the case where f(0) = a = 0. We assume first that
f(t) = 0 for t ≤ 0. To be definite, suppose that f is concave on [0,∞). Then f is a
nondecreasing function because lim
|t|→∞
t−1f(t) = 0, and so the result reduces to Theorem
8.8. The case f(t) = 0 for t ≥ 0 follows from the considered case with the help of the
change of variables t 7→ −t. It remains to observe that each function f with a = f(0) = 0
can be represented in the form f = g + h in such way that g(t) = 0 for t ≤ 0, h(t) = 0
for t ≥ 0, and the cases of the function g and h have been treated above. 
Theorem 8.12. Let f be a nonnegative continuous function on R such that f(x) = 0
for all x ≤ 0 and the function x 7→ x−1f(x) is nonincreasing on (0,∞). Suppose that
Ωf (δ) <∞ for δ > 0. Then
f(x) ≤ const x
log log x
for every x ≥ 4.
Proof. By Theorem 5.11,
Ω♭f (1) ≥
1
2
‖D0f‖M[1,∞),(−∞,0] .
Making the change of variables y 7→ −y we get∥∥∥∥ f(x)x+ y
∥∥∥∥
M[1,∞),[0,∞)
≤ 2Ω♭f (1).
Thus for every a > 1∥∥∥∥ xx+ y
∥∥∥∥
M[1,a],[1,a]
≤ max
[1,a]
∣∣∣∣ xf(x)
∣∣∣∣ · ∥∥∥∥ f(x)x+ y
∥∥∥∥
M[1,a],[1,a]
≤ a
f(a)
∥∥∥∥ f(x)x+ y
∥∥∥∥
M[1,∞),[0,∞)
≤ 2aΩ
♭
f (1)
f(a)
.
It remains to apply Theorem 4.9. 
Remark. Let x0 > e and let gα be a continuous function such that
gα(x) =

x
logα(log x)
, if x ≥ x0 > 0,
0, if x ≤ 0.
Then Ωgα(δ) <∞ for α > 1. Indeed, in this case gα coincides with a function satisfying
Theorem 8.8 outside a compact subset of R. On the other hand, Ωgα(δ) =∞ for α < 1.
This follows from Theorem 8.12. Indeed, outside a compact subset of R the function
gα coincides with a function f , for which the function x 7→ x−1f(x) is nonincreasing on
(0,∞). The case α = 1 is an open problem.
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9. Lower estimates for operator moduli of continuity
Recall that it follows from (1.1) that if f is a function on R such that ‖f‖L∞ ≤ 1,
‖f‖Lip ≤ 1, then
Ωf (δ) ≤ const δ
(
1 + log
1
δ
)
, δ ∈ (0, 1].
It is still unknown whether this estimate is sharp. In particular, the question whether
one can replace the factor
(
1 + log 1δ
)
on the right-hand side with
(
(1 + log 1δ
)s
for some
s < 1 is still open.
In § 6 we established a lower estimate for the operator modulus of continuity of the
function x 7→ |x| on finite intervals.
The main purpose of this section is to construct a C∞ function f on R such that
‖f‖L∞ ≤ 1, ‖f‖Lip ≤ 1, and
Ωf (δ) ≥ const δ
√
log
2
δ
, δ ∈ (0, 1].
Let σ > 0. Denote by Eσ the set of entire functions of exponential type at most σ.
Let F ∈ Eσ ∩ L2(R). Then
F (z) =
∑
n∈Z
sin(σz − πn)
σz − πn F
(πn
σ
)
,
see, e.g., [L], Lect. 20.2, Th. 1. Let f ∈ Eσ ∩ L∞(R). Then
f(z)
sin
(
σ(z − a))
σ(z − a) ∈ E2σ ∩ L
2(R).
Hence,
f(z)
sin(σ(z − a))
σ(z − a) =
∑
n∈Z
sin(2σz − πn)
2σz − πn ·
sin
(
σ(πn2σ − a)
)
σ
(
πn
2σ − a
) f (πn
2σ
)
= 2
∑
n∈Z
sin(2σz − πn) sin (σa− πn2 )
(2σz − πn)(2σa− πn) f
(πn
2σ
)
.
Substituting z = a, we obtain
f(z) = 2
∑
n∈Z
sin(2σz − πn) sin(σz − πn2 )
(2σz − πn)2 f
(πn
2σ
)
=
∑
n∈Z
sin2(σz − πn2 ) cos(σz − πn2 )
(σz − πn2 )2
f
(πn
2σ
)
(9.1)
for f ∈ Eσ ∩ L∞(R).
Denote by Eσ
(
C
2
)
the set of all entire functions f on C2 such that the functions
z 7→ f(z, ξ) and z 7→ f(ξ, z) belong to Eσ for every ξ ∈ R (or, which is the same, for all
ξ ∈ C). Equality (9.1) implies the following identity:
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f(z, w)=
∑
(m,n)∈Z2
sin2(σz− πm2 )cos(σz− πm2 ) sin2(σw− πn2 ) cos(σw− πn2 )
(σz − πm2 )2(σw − πn2 )2
f
(πm
2σ
,
πn
2σ
)
(9.2)
for every f ∈ Eσ(C2) ∩ L∞(R2).
Theorem 9.1. Let σ > 0 and Φ ∈ Eσ(C2). Suppose that Φ(πm2σ + α, πn2σ + β) ∈ MZ,Z
for some α, β ∈ R. Then Φ ∈MR,R and
‖Φ(x, y)‖MR,R ≤ 2
∥∥∥Φ(πm
2σ
+ α,
πn
2σ
+ β
)∥∥∥
MZ,Z
.
Proof. Clearly, it suffices to consider the case when α = β = 0, σ = π/2 and
‖Φ(m,n)‖MZ,Z = 1. Then (see [Pi], Theorem 5.1) there exist two sequences {ϕm}m∈Z
and {ψn}n∈Z of vectors in the closed unit ball of a Hilbert space H such that (ϕm, ψn) =
Φ(m,n). Put
gx
def
=
4
π2
∑
m∈Z
sin2
(
π
2 (x−m)
)
cos
(
π
2 (x−m)
)
(x−m)2 ϕm
and
hy
def
=
4
π2
∑
n∈Z
sin2
(
π
2 (y − n)
)
cos
(
π
2 (y − n)
)
(y − n)2 ψn.
We have
‖gx‖H ≤ 4
π2
∑
m∈Z
sin2
(
π
2 (x−m)
)| cos (π2 (x−m))|
(x−m)2
=
4
π2
∑
n∈Z
sin2 πx2
∣∣ cos πx2 ∣∣
(x− 2n)2 +
4
π2
∑
n∈Z
sin2
(
πx
2 − π2
)∣∣ cos (πx2 − π2 )∣∣
(x− 2n− 1)2
=
∣∣∣cos πx
2
∣∣∣+ ∣∣∣sin πx
2
∣∣∣ ≤ √2.
In the same way, ‖hy‖H ≤
√
2 for all x ∈ R. Clearly |Φ| ≤ 1 on Z2. The Cartwright
theorem (see [L], Lecture 21, Theorem 4) implies that Φ is bounded on R×Z. Applying
once more the Cartwright theorem, we find that Φ ∈ L∞(R2). Hence, we can apply
formula (9.2) to the function Φ, whence Φ(x, y) = (gx, hy) for all x, y ∈ R. It remains to
observe that by Theorem 5.1 in [Pi],
‖Φ(x, y)‖MR,R ≤ sup
x∈R
‖gx‖H · sup
y∈R
‖hy‖H ≤ 2. 
Theorem 9.2. Let f ∈ Eσ. Then
Ω♭f (δ) ≥
δ
2
∥∥∥∥f(x)− f(y)x− y
∥∥∥∥
MR,R
for every δ ∈ (0, 12σ ].
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Proof. The general case easily reduces to the case σ = π/4. By Theorem 9.1, we
have ∥∥∥∥f(x)− f(y)x− y
∥∥∥∥
MR,R
≤ 2
∥∥∥∥f(2m+ 1)− f(2n)2m− 2n+ 1
∥∥∥∥
MZ,Z
≤ 2‖f‖OL(Z).
Hence, by Theorem 5.7,
Ω♭f (δ) ≥ Ω♭f,Z(δ) = δ‖f‖OL(Z) ≥
δ
2
∥∥∥∥f(x)− f(y)x− y
∥∥∥∥
MR,R)
for δ ∈ (0, 2π ]. 
Theorem 9.3. Let f ∈ Eσ. Then
Ωf (δ) ≥ δ
4
∥∥∥∥f(x)− f(y)x− y
∥∥∥∥
MR,R
for every δ ∈ (0, 12σ ].
Proof. It suffices to observe that Ω♭f (δ) ≤ 2Ωf (δ) by Theorem 10.2 in [AP2]. 
Theorem 9.4. For every δ ∈ (0, 1], there exists an entire function f ∈ E1/δ such that
‖f‖L∞(R) ≤ 1, ‖f ′‖L∞(R) ≤ 1 and Ωf (δ) ≥ C δ
√
log 2δ , where C is a positive numerical
constant.
We need some lemmata.
Lemma 9.5. For every positive integer n, there exists a trigonometric polynomial f
of degree n such that ‖f‖L∞ ≤ 1, ‖f ′‖L∞ ≤ 1, and∥∥∥∥f(x)− f(y)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ c
√
log n.
Proof. It follows from the results of [Pe2] that for every function h in C1(T),∥∥∥∥h(eix)− h(eiy)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ const ‖h‖B11 , (9.3)
where B11 is a Besov space (see [Pe5] for the definition) of functions on T. Note that this
result was deduced in [Pe2] from the nuclearity criterion for Hankel operators (see [Pe1]
and [Pe5], Ch. 6). It is easy to see from the definition of B11(T) (see e.g., [Pe5]) that
‖h‖B11 ≥ const
∑
j≥0
2j |hˆ(2j)|. (9.4)
It is well known (see, for example, [Fo]) that for every positive integer n, there exists
an analytic polynomial h such that
h(0) = 0, deg h = n, ‖h′‖L∞(T) = 1, and
∑
j≥0
2j |hˆ(2j)| ≥ d
√
log n,
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where d is a positive numerical constant. Then inequality (9.3) implies that∥∥∥∥h(eix)− h(eiy)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ const
√
log n.
Put f(x)
def
= h(eix). It remains to observe that ‖f ′‖L∞ = ‖h′‖L∞(T) = 1 and ‖f‖L∞ =
‖h‖L∞(T) ≤ 1. 
Lemma 9.6. Let n ∈ Z. Then∥∥∥∥x− y − 2πneix − eiy
∥∥∥∥
MJ1,J2
≤ 3
√
2π
4
for every intervals J1 and J2 with J1 − J2 ⊂
[
(2n− 32 )π, (2n + 32)π
]
.
Proof. We can restrict ourselves to the case n = 0. We have∥∥∥∥ x− yeix − eiy
∥∥∥∥
MJ1,J2
=
∥∥∥∥ x− yei(x−y) − 1
∥∥∥∥
MJ1,J2
≤
∥∥∥∥ teit − 1
∥∥∥∥
L̂1([− 3pi
2
, 3pi
2
])
=
∥∥∥∥ t2 sin(t/2)
∥∥∥∥
L̂1([− 3pi
2
, 3pi
2
])
.
Consider the 3π-periodic function ξ such that ξ(t) = t2 sin(t/2) for t ∈ [−3π2 , 3π2 ]. We can
expand ξ in Fourier series
ξ(t) =
∑
n∈Z
ane
2
3
nit.
Note that an = a−n ∈ R for all n ∈ Z because ξ is even and real. Moreover, ξ is convex
on [−3π2 , 3π2 ]. Hence, by Theorem 35 in [HR], (−1)nan ≥ 0 for all n ∈ Z. It follows that∥∥∥∥ t2 sin(t/2)
∥∥∥∥
L̂1([− 3pi
2
, 3pi
2
])
≤
∑
n∈Z
|an| = ξ
(
3π
2
)
=
3
√
2π
4
. 
Corollary 9.7. Let J1 = [πj, πj + π)] and J2 = [πk − π2 , πk + π2 ], where j, k ∈ Z.
Then ∥∥∥∥x− y − 2πneix − eiy
∥∥∥∥
MJ1,J2
≤ 3
√
2π
4
for some n ∈ Z.
Proof. We have J1 − J2 = [π(j − k)− π2 , π(j − k) + 3π2 ]. If j − k is even, then we can
apply Lemma 9.6 with n = 12(j − k). If j − k is odd, then we can apply Lemma 9.6 with
n = 12(j − k + 1). 
Lemma 9.8. Let g be a 2π-periodic function in C1(R). Then∥∥∥∥g(x) − g(y)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≤ 3
√
2π
∥∥∥∥g(x)− g(y)x− y
∥∥∥∥
MR,R
.
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Proof. Note that ∥∥∥∥g(x)− g(y)x− y
∥∥∥∥
MR,R
=
∥∥∥∥ g(x) − g(y)x− y − 2πn
∥∥∥∥
MR,R
for all n ∈ Z and∥∥∥∥g(x)− g(y)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
=
∥∥∥∥g(x) − g(y)eix − eiy
∥∥∥∥
M
[0,2pi],[−pi2 ,
3pi
2 ]
.
Now we can represent the square [0, 2π]× [−π2 , 3π2 ] as the union of four squares with sides
of length π, each of which satisfies the hypotheses of Corollary 9.7. 
Proof of Theorem 9.4. It suffices to consider the case when δ ∈ (0, 12]. Then
δ ∈ [ 1n+1 , 1n] for an integer n ≥ 2. By Lemma 9.5, there exists a trigonometric polynomial
f of degree n such that ‖f‖L∞ ≤ 1, ‖f ′‖L∞ ≤ 1 and∥∥∥∥f(x)− f(y)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ c
√
log n.
Hence, ∥∥∥∥f(x)− f(y)x− y
∥∥∥∥
MR,R
≥ c
√
log n
by Lemma 9.8. Clearly, g ∈ En ⊂ E1/δ . Applying Theorem 9.3, we obtain
Ωf (t) ≥ const
√
log n t, 0 < t ≤ 1
2n
.
Hence,
Ωf (δ) ≥ Ωf
(
1
2n
)
≥ C0
√
log n
n
≥ Cδ
√
log
(
2
δ
)
for some positive numbers C0 and C. 
Theorem 9.9. There exist a positive number c and a function f ∈ C∞(R) such that
‖f‖L∞ ≤ 1, ‖f ′‖L∞ ≤ 1, and Ωf (δ) ≥ c δ
√
log 2δ for every δ ∈ (0, 1].
Proof. Applying Theorem 9.4 for δ = 2−n, we can construct a sequence functions
{fn}n≥1 and two sequences of bounded self-adjoint operators {An}n≥1 and {Bn}n≥1 such
that ‖fn‖L∞ ≤ 1, ‖f ′n‖L∞ ≤ 1, ‖An − Bn‖ ≤ 2−n and ‖fn(An) − fn(Bn)‖ ≥ C
√
n 2−n
for all n ≥ 1. Denote by ∆n the convex hull of σ(An) ∪ σ(Bn). Using the translations
fn 7→ fn(x − an), An 7→ An + anI, Bn 7→ Bn + anI and ∆n 7→ an + ∆n for a suitable
sequence {an}∞n=1 in R, we can achieve the condition that the intervals ∆n are disjoint
and dist(∆m,∆n) > 2 for m 6= n. We can construct a function f ∈ C∞(R) such that
‖f‖L∞ ≤ 1, ‖f ′‖L∞ ≤ 1 and f
∣∣∆n = fn∣∣∆n for all n ≥ 1. Clearly, Ωf (2−n) ≥ C√n 2−n
for all n ≥ 1 and some positive C which easily implies the result. 
To obtain the lower estimate in Theorem 9.9, we used the inequality∥∥∥∥f(eix)− f(eiy)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ const
∑
j≥0
2j |fˆ(2j)|, (9.5)
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which in turn implies that there exists a positive number C such that for every positive
integer n there exists a polynomial f of degree n such that∥∥∥∥f(eix)− f(eiy)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ C
√
log n ‖f‖Lip. (9.6)
We do not know whether Theorem 9.9 can be improved. It would certainly be natural
to try to improve (9.6). The best known lower estimate for the norm of divided differences
in the space of Schur multipliers was obtained in [Pe2]. To state it, we need some
definitions.
Let f ∈ L1(T). Denote by Pf the Poisson integral of f ,
(P)f(z)
def
=
∫
T
(1− |z|2)f(ζ)
|z − ζ|2 dm(ζ), z ∈ D,
where m is normalized Lebesgue measure on T.
For t ∈ R and δ ∈ (0, 1), we define the Carleson domain Q(t, δ) by
Q(t, δ)
def
= {reis : 0 < 1− r < h, |s − t| < δ}.
A positive Borel measure on µ on D is said to be a Carleson measure if
C (µ)
def
= µ(D) + sup
{
δ−1µ(Q(t, δ)) : t ∈ R, δ ∈ (0, 1)} <∞.
If ψ is a nonnegative measurable function on D, we put
C (ψ)
def
= C (µ), where dµ
def
= ψ dm2.
Here m2 is planar Lebesgue measure.
It follows from results of [Pe2] (see also [Pe4]) that∥∥∥∥f(eix)− f(eiy)eix − eiy
∥∥∥∥
M[0,2pi],[0,2pi]
≥ const ‖f‖L , (9.7)
where
‖f‖L def= C
(∥∥Hess(Pf)∥∥),
where for a function ϕ of class C2, its Hessian Hess(ϕ) is the matrix of its second order
partial derivatives.
It turns out, however, that for a trigonometric polynomial f of degree n,
‖f‖L ≤ const
√
log(1 + n)‖f‖Lip, (9.8)
and so even if instead of inequality (9.5) we use inequality (9.7), we cannot improve
Theorem 9.9.
Inequality (9.8) is an immediate consequence of the following fact:
Theorem 9.10. For a trigonometric polynomial f of degree n, n ≥ 2, the following
inequality holds:
C
(∣∣∇(Pf)∣∣) ≤ const√log n ‖f‖L∞ .
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We are going to use the well-known fact that a function f in L1(T) belongs to the
space BMO(T) if and only if the measure µ defined by dµ = |∇(Pf)|2(1 − |z|) dm2 is
a Carleson measure. We refer to [Ga] for Carleson measures and the space BMO.
Proof of Theorem 9.10. Suppose that ‖f‖L∞ = 1. We have to prove that∫
Q(t,δ)
|∇(Pf)| dxdy ≤ const δ
√
log n . (9.9)
Note that |∇(Pf)| ≤ 2n by Bernstein’s inequality. Hence,∫
{1−n−1<|ζ|<1}∩Q(t,δ)
|∇(Pf)| dm2 ≤ 2nm2
({ζ : 1− n−1 < |ζ| < 1} ∩Q(t, δ))
= 2nδ(1 − (1− n−1)2) ≤ 4δ.
This proves (9.9) in the case δ ≥ 1−n−1. In the case δ < 1−n−1 it remains to estimate
the integral over the set {ζ : |ζ| < 1−n−1}∩Q(t, δ). Note that ‖f‖BMO ≤ const ‖f‖L∞ .
Hence, there exists a constant C such that∫
Q(t,δ)
|∇(Pf)|2(1− |ζ|) dm2(ζ) ≤ Cδ.
Thus∫
{|ζ|<1−n−1}∩Q(t,δ)
|∇(Pf)| dm2
≤
(∫
Q(t,δ)
|∇(Pf)|2(1− |ζ|) dm2(ζ)
)1/2(∫
{|ζ|<1−n−1}∩Q(t,δ)
(1− |ζ|)−1 dm2(ζ)
)1/2
≤ const δ(log(nδ))1/2 ≤ const δ(log n)1/2. 
10. Lower estimates in the case of unitary operators
The purpose of this section is to obtain lower estimates for the operator modulus of
continuity for functions on the unit circle.
We define an operator modulus of continuity of a continuous function f on T by
Ωf (δ)
def
= sup
{‖f(U)− f(V )‖ : U and V are unitary, ‖U − V ‖ ≤ δ}.
As in the case of self-adjoint operators (see [AP2]), one can prove that
‖f(U)R−Rf(V )‖ ≤ 2Ωf (‖UR −RV ‖)
for every unitary operators U , V and an operator R of norm 1. We define the space
OL(T) as the set of f ∈ C(T) such that
‖f‖OL(T) def= sup
δ>0
δ−1Ωf (δ) <∞.
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Given a closed subset F of T, we can also introduce the operator modulus of continuity
Ωf,F and define the space OL(F) of operator Lipschitz functions on F.
For closed subsets F1 and F2 of T, the space MF1,F2 of Schur multipliers can be
defined by analogy with the self-adjoint case. Note that the analogues of (5.1) and (5.3)
for functions on closed subsets of T can be proved as in § 5.
Let f ∈ C(T). We put f♠(t) def= f(eit). It is clear that Ωf♠ ≤ Ωf . Hence, ‖f♠‖OL(R) ≤
‖f‖OL(T). Lemma 9.8 implies that ‖f‖OL(T) ≤ 3
√
2π‖f♠‖OL(R). One can prove that
Ωf ≤ const Ωf♠ .
Recall that it follows from results of [Pe2] that for f ∈ C(T),
‖f‖OL(T) ≥ const ‖f‖B11 ;
actually we used this estimate in § 9, see inequality (9.3).
We would like to remind also that for each positive integer n, there exists an analytic
polynomial f such that deg f = n, ‖f ′‖L∞(T) = 1, and ‖f‖OL(T) ≥ const
√
log n; see
Lemma 9.5.
Put
dn(z)
def
=
1
n
zn − 1
z − 1 =
1
n
n−1∑
k=0
zk.
It is easy to see that
dn(ζz
−1) = z1−n
zn − ζn
n(z − ζ) = z
1−nζn−1dn(zζ
−1).
Denote by Tn the set of nth roots of 1, i.e., Tn
def
= {ζ ∈ T : ζn = 1}.
Let f be an analytic polynomial of degree less that n. Then
f(z) =
∑
ζ∈τTn
f(ζ)dn(zζ
−1) for every τ ∈ T.
If f is a trigonometric polynomial and deg f ≤ n, then for every ξ ∈ T, the function
znf(z)d2n(zξ
−1) is an analytic polynomial of degree less than 4n. Hence,
znf(z)d2n(zξ
−1) =
∑
ζ∈τT4n
f(ζ)d2n(ζξ
−1)d4n(zζ
−1).
Substituting ξ = z we get
f(z) = z−n
∑
ζ∈τT4n
f(ζ)d2n(ζz
−1)d4n(zζ
−1) =
∑
ζ∈τT4n
f(ζ)Fn(z, ζ) (10.1)
for every τ ∈ T, where
Fn(z, ζ)
def
= z1−3nζ1−4n
(z2n − ζ2n)(z4n − ζ4n)
8n2(z − ζ)2 .
Denote by Pn
(
T
2
)
the set of all trigonometric polynomial f on T2 such that the
functions z 7→ f(z, ξ) and z 7→ f(ξ, z) are trigonometric polynomials on T of degree at
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most n for every ξ ∈ T. Equality (10.1) implies the following identity:
f(z, w) =
∑
ζ∈τ1T4n
∑
ξ∈τ2T4n
f(ζ, ξ)Fn(z, ζ)Fn(w, ξ) (10.2)
for every f ∈ Pn
(
T
2
)
and for arbitrary τ1 and τ2 in T.
Theorem 10.1. Let Φ ∈ Pn
(
T
2
)
. Then
‖Φ‖MT,T ≤ 2‖Φ‖Mτ1T4n,τ2T4n
for every τ1, τ2 ∈ T.
Proof. Clearly, it suffices to consider the case when τ1 = τ2 = 1. Then (see [Pi],
Theorem 5.1) there exist two sequences {ϕζ}ζ∈T4n and {ψξ}ξ∈T4n of vectors in the closed
unit ball of a Hilbert space H such that (ϕζ , ψξ) = Φ(ζ, ξ). Put
gz
def
=
∑
ζ∈T4n
Fn(z, ζ)ϕζ and hw
def
=
∑
ξ∈T4n
Fn(w, ξ)ψξ .
Taking into account that for z ∈ T,
1
2n
∑
ζ∈T2n
∣∣∣∣z2n − ζ2nz − ζ
∣∣∣∣2 = 12n ∑
ζ∈T4n\T2n
∣∣∣∣z2n − ζ2nz − ζ
∣∣∣∣2
=
∫
T
∣∣∣∣z2n − ζ2nz − ζ
∣∣∣∣2 dm(ζ) = 2n,
we obtain
‖gz‖H ≤
∑
ζ∈T4n
|Fn(z, ζ)|
≤ |z
2n + 1|
8n2
∑
ζ∈T2n
∣∣∣∣z2n − ζ2nz − ζ
∣∣∣∣2 + |z2n − 1|8n2 ∑
ζ∈T4n\T2n
∣∣∣∣z2n − ζ2nz − ζ
∣∣∣∣2
=
|z2n + 1|+ |z2n − 1|
2
≤
√
2.
In the same way, ‖hw‖H ≤
√
2 for every w ∈ T. By (10.2), we have Φ(z, w) = (gz, hw)
for all z, w ∈ T. It remains to observe that by Theorem 5.1 in [Pi],
‖Φ(z, w)‖MT,T ≤ sup
z∈T
‖gz‖H · sup
w∈T
‖hw‖H ≤ 2. 
We need the following version of Theorem 5.7:
Theorem 10.2. Let f be a function on Tn. Then
Ω♭f,Tn(δ) = δ‖f‖OL(Tn)
for every δ ∈ (0, 4n ].
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To prove Theorem 10.2, we need a lemma. Put
λ(z)
def
=
{
z−1, if z ∈ C, z 6= 0,
0, if z = 0.
Lemma 10.3. Let n be a positive integer. Then
‖λ(z − w)‖MTn,Tn =
{ n
4 , if n is even,
n2−1
4n , if n is odd.
Proof. It is easy to verify that
n∑
k=1
(
k − n+ 1
2
)
zk =
nzn
z − 1 −
zn − 1
(z − 1)2 −
n+ 1
2
z
zn − 1
z − 1 = nλ(z − 1)
for z ∈ Tn. Hence,
λ(z − w) = w−1λ(zw−1 − 1) = 1
n
n∑
k=1
(
k − n+ 1
2
)
zkw−k−1. (10.3)
Thus
‖λ(z − w)‖MTn,Tn ≤
1
n
n∑
k=1
∣∣∣∣k − n+ 12
∣∣∣∣ =
{ n
4 , if n is even,
n2−1
4n , if n is odd.
The opposite inequality is also true. It can be deduced from the observation that equality
(10.3) means that that the function λ(z − 1) on the group Tn is the Fourier transform
of the n-periodic sequence {ak}k∈Z defined by ak = k− n+12 for k = 1, 2, . . . , n. Here we
identify the group dual to Tn with the group Z/nZ. We omit details because we need
only the upper estimate. 
Proof of Theorem 10.2. The inequality
Ω♭f,Tn(δ) ≤ δ‖f‖OL(Tn), δ > 0,
is a consequence of a unitary version of Theorem 5.1, which can be proved in the same
way as the self-adjoint version, see also Theorem 4.13 in [AP3].
Let us prove the opposite inequality for δ ∈ (0, 4n]. Fix ε > 0. There exists a unitary
operator U and bounded operator R such that ‖UR − RU‖ = 1, σ(U) ⊂ Tn, and
‖f(U)R−Rf(U)‖ ≥ ‖f‖OL(Tn) − ε. Put
RU
def
=
∑
ζ,ξ∈Tn, ζ 6=ξ
EU ({ζ})REU ({ξ}) = R−
∑
ζ∈Tn
EU ({ζ})REU ({ζ}).
Clearly, UR−RU = URU −RUU and f(U)R−Rf(U) = f(U)RU −RUf(U). Thus we
may assume that R = RU . Note that
UR−RU =
∑
ζ,ξ∈Tn, ζ 6=ξ
(ζ − ξ)EU ({ζ})REU ({ξ}).
Since
R = RU =
∑
ζ,ξ∈Tn, ζ 6=ξ
(ζ − ξ)λ(ζ − ξ)EU ({ζ})REU ({ξ}),
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we have R = Hn ⋆ (UR − RU), where Hn(ζ, ξ) = λ(ζ − ξ), where ζ, ξ ∈ Tn. Thus by
Lemma 10.3,
‖R‖ ≤ ‖Hn‖MTn,Tn‖UR−RU‖ = ‖Hn‖MTn,Tn ≤
n
4
.
Let δ ∈ (0, 4n]. Then ‖U(δR) − (δR)U‖ = δ and ‖δR‖ ≤ 1. Hence,
Ω♭f,Tn(δ) ≥ δ‖f(U)R −Rf(U)‖ ≥ δ
(‖f‖OL(Tn) − ε).
Passing to the limit as ε→ 0, we obtain the desired result. 
Theorem 10.4. Let f be a trigonometric polynomial of degree n ≥ 1. Then
Ω♭f,T(δ) ≥
δ
2
‖f‖OL(T)
for δ ∈ (0, 1n ].
Proof. Applying Theorems 10.1 and 10.2, we obtain∥∥∥∥f(z)− f(w)z −w
∥∥∥∥
MT,T
≤ 2
∥∥∥∥f(z)− f(w)z −w
∥∥∥∥
MT4n,T4n
= 2δ−1Ω♭f,T4n(δ) ≤ 2δ−1Ω♭f,T(δ)
for δ ∈ (0, 1n ]. 
Theorem 10.5. Let f be a trigonometric polynomial of degree n ≥ 1. Then
Ωf,T(δ) ≥ δ
4
‖f‖OL(T)
for δ ∈ (0, 1n ].
Proof. It suffices to observe that Ω♭f,T(δ) ≤ 2Ωf,T(δ). 
Theorem 10.6. Let f ∈ C(T). Then
Ωf (2
−n) ≥ C 2−n
n−1∑
k=0
2k
(∣∣f̂(2k)∣∣+ ∣∣f̂(−2k)∣∣) ,
where C is a positive constant.
Proof. Applying the convolution with the de la Valle´e Poussin kernel, we can find an
analytic polynomial fn such that deg fn < 2
n, f̂n(k) = f̂(k) for k ≤ 2n−1 and Ωfn ≤ 3Ωf .
Applying inequalities (9.3) and (9.4), we obtain
‖fn‖OL(T) ≥ const
n−1∑
k=0
2k
(|f̂(2k)|+ |f̂(−2k)|).
It remains to apply Theorem 10.5 for δ = 2−n. 
In the following theorem we use the notation CA for the disk-algebra:
CA
def
=
{
f ∈ C(T) : fˆ(n) = 0 for n < 0}.
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Theorem 10.7. Let ω : (0, 2] → R be a positive continuous function. Suppose that
ω(2t) ≤ constω(t), the function t 7→ t−1(log 4t )−1ω(t) is nondecreasing, and∫ 2
0
ω2(t) dt
t3 log2 4t
<∞. (10.4)
Then there exists a function f ∈ CA such that f ′ ∈ CA and Ωf (δ) ≥ ω(δ) for all δ ∈ (0, 2].
Proof. Note that the inequality Ωf (δ) ≥ ω(δ) for δ = 2−n implies that Ωf (δ) ≥
constω(δ) for all δ ∈ (0, 2]. Thus it suffices to obtain the desired estimate for δ = 2−n.
Taking Theorem 10.6 into account, we can reduce the result to the problem to construct
a function g ∈ CA such that
an
def
=
2nω(2−n)
n
≤ 1
n
n−1∑
k=0
∣∣ĝ(2k)∣∣
for all nonnegative integer n.
Indeed, in this case the function f defined by
f(z) =
∫ z
0
g(ζ)− g(0)
ζ
dζ
satisfies the inequality
an ≤ 1
n
n−1∑
k=0
2k
∣∣f̂(2k)∣∣.
Condition (10.4) implies that {an}n≥0 ∈ ℓ2. Moreover, {an}n≥0 is a nonincreasing se-
quence because the function t 7→ t−1(log 4t )−1ω(t) is nondecreasing.
We can find a function g ∈ CA such that ĝ(2k) = ak for all k ≥ 0, see, for example,
[Fo]. Then
1
n
n−1∑
k=0
∣∣ĝ(2k)∣∣ = 1
n
n−1∑
k=0
ak ≥ an−1 ≥ an. 
Remark. Theorem 10.7 remains valid if we replace the assumption that the function
t 7→ t−1(log 4t )−1ω(t) is nondecreasing with the assumption that there exists a positive
constant C such that
ω(t)
t log 4t
≤ C ω(s)
s log 4s
, whenever 0 < t < s ≤ 2.
11. Self-adjoint operators with finite spectrum.
Estimates in terms of the ε-entropy of the spectrum
In this section we obtain sharp estimates of the quasicommutator norms
‖f(A)R − Rf(B)‖ in the case when A has finite spectrum. This allows us to obtain
sharp estimates of the operator Lipschitz norm in terms of the Lipschitz norm in the
case of operators on finite-dimensional spaces in terms of the dimension.
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Moreover, we obtain a more general result (see Theorem 11.5) in terms of ε-entropy of
the spectrum of A, where ε = ‖AR −RA‖. This leads to an improvement of inequality
(1.1).
Note that the results of this section improve some results of [Fa2] and [Fa3].
Let F be a closed subset of R. Denote by Lip(F) the set of Lipschitz functions on F.
Put
‖f‖Lip(F) def= inf
{
C > 0 : |f(x)− f(y)| ≤ C|x− y| ∀x, y ∈ F}.
Let {sj(T )}∞j=0 be the sequence of singular values of a bounded operator T . We use
the notation Sω for the Matsaev ideal,
Sω
def
=
{
T : ‖T‖Sω def=
∞∑
j=0
(1 + j)−1sj(T ) <∞
}
.
We need the following statement which is contained implicitly in [NaP].
Theorem 11.1. Let f be a Lipschitz function on a closed subset F of R. Then for
every nonempty finite subset Λ in F,
‖D0f‖MΛ,F ≤ C
(
1 + log(card(Λ))
)‖f‖Lip(F),
where C is a numerical constant.
Proof. Let k ∈ L2(µ ⊗ ν), where µ and ν are Borel measures on Λ and F. Clearly,
rank Iµ,νk ≤ card(Λ). Hence, ‖Iµ,νk ‖Sω ≤
(
(1 + log(card(Λ))
)‖Iµ,νk ‖. Now Theorem 2.3
in [NaP] implies that∥∥Iµ,νkD0f∥∥ ≤ const ((1 + log(card(Λ)))∥∥Iµ,νk ∥∥ · ‖f‖Lip(F). 
Theorem 11.2. Let A and B be self-adjoint operators. Suppose that σ(A) is finite.
Then
‖f(A)R−Rf(B)‖ ≤ C(1 + log(card(σ(A))))‖f‖Lip(σ(A)∪σ(B))‖AR −RB‖
for all bounded operators R and f ∈ Lip(σ(A)∪σ(B)), where C is a numerical constant.
Proof. The result follows from Theorem 11.1 if we take into account the following
generalizations of (5.2) and (5.4) (see [BS4]):
f(A)R−Rf(B) =
∫∫
σ(A)×σ(B)
(D0f
)
(x, y) dEA(x)(AR −RB) dEB(y)
and∥∥∥∥∥∥∥
∫∫
σ(A)×σ(B)
(D0f
)
(x, y) dEA(x)(AR −RB) dEB(y)
∥∥∥∥∥∥∥ ≤ ‖D0f‖M(σ(A)×σ(B))‖AR−RB‖
which proves the result. 
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Corollary 11.3. Let A, B be self-adjoint operators and let R be a linear operator on
C
n. Then
‖f(A)R−Rf(B)‖ ≤ C(1 + log n)‖f‖Lip(σ(A)∪σ(B))‖AR−RB‖ (11.1)
for every function f on σ(A) ∪ σ(B), where C is a numerical constant.
Remark 1. Note that in the special case f(t) = |t| inequality (11.1) is well-known,
see, e.g., [Da]. This special case also follows from Matsaev’s theorem, see [GK], Ch. III,
Th. 4.2 (see also [Go] where a finite dimensional improvement of Matsaev’s theorem was
obtained).
Remark 2. We also would like to note that inequality (11.1) is sharp. Indeed, it
follows immediately from Lemma 15 of [Da] that for each positive integer n there exist
n× n self-adjoint matrices A and R such that∥∥ |A|R−R|A|∥∥ ≥ const log(1 + n)‖AR −RA‖ and AR −RA 6= 0. (11.2)
We also refer the reader to [Mc] where inequality (11.2) is essentially contained. More-
over, (11.2) can be deduced from the results of Matsaev and Gohberg mentioned above.
The following result is a special case of Corollary 11.3 that corresponds to R = I.
Theorem 11.4. Let A, B be self-adjoint operators on Cn. Then
‖f(A)− f(B)‖ ≤ C(1 + log n)‖f‖Lip(σ(A)∪σ(B))‖A−B‖
for every function f on σ(A) ∪ σ(B), where C is an absolute constant.
Remark. The estimate in Theorem 11.4 is also sharp. Indeed, for each positive
integer n there exist n× n self-adjoint matrices A and B such that A 6= B and∥∥ |A| − |B|∥∥ ≥ const log(1 + n)‖A−B‖,
This follows easily from (11.2), see the proof of Theorem 10.1 in [AP2].
Definition. Let F be a nonempty compact subset of R. Recall that for ε > 0, the
ε-entropy Kε(F) of F is defined as
Kε(F)
def
= inf log
(
card(Λ)
)
,
where the infimum is taken over all Λ ⊂ R such that Λ is an ε net of F. The following
result is an generalization of Theorem 11.2. On the other hand, it improves inequality
(1.1) obtained in [AP2].
Theorem 11.5. Let A and B be self-adjoint operators and let R be bounded operator
with ‖R‖ ≤ 1. Suppose that σ(A) ⊂ F, where F is a closed subset of R. Then for every
f ∈ Lip(σ(A) ∪ σ(B)),
‖f(A)R−Rf(B)‖ ≤ const (1 +Kε(F))‖f‖Lip(σ(A)∪σ(B))‖AR−RB‖,
where ε
def
= ‖AR −RB‖.
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Proof. We repeat the argument of the proof of Theorem 5.8. We can find a self-adjoint
operator Aε such that AεA = AAε, ‖A−Aε‖ ≤ ε, σ(Aε) ⊂ F, and log
(
card
(
σ(Aε)
)) ≤
Kε(F). Then
‖f(Aε)R−Rf(B)‖ ≤ const
(
1 +Kε(F)
)‖f‖Lip(σ(A)∪σ(B))‖AεR−RB‖
≤ 2 const δ(1 +Kε(F))‖f‖Lip(σ(A)∪σ(B))
by Theorem 11.2. It remains to observe that since A commutes wit Aε, we have
‖f(A)R−Rf(B)‖ ≤ ‖f(A)− f(Aε)‖+ ‖f(Aε)R−Rf(B)‖
≤ ε‖f‖Lip(σ(A)) + ‖f(Aε)R −Rf(B)‖. 
Corollary 11.6. Let A and B be self-adjoint operators and let σ(A) ⊂ F, where F is
a closed subset of R. Then for every f ∈ Lip(σ(A) ∪ σ(B)),
‖f(A)− f(B)‖ ≤ const (1 +Kε(F))‖f‖Lip(σ(A)∪σ(B))‖A−B‖,
where ε
def
= ‖A−B‖.
Proof. It suffices to put R = I. 
If we apply Theorem 11.5 to the case K = [a, b], we obtain the following estimate,
which improves inequality (1.1) in the special case R = I.
Corollary 11.7. Let f ∈ Lip(R). Let A be a self-adjoint operator with σ(A) ⊂ [a, b].
and ‖R‖ ≤ 1. Then for every self-adjoint operators B,
‖f(A)R−Rf(B)‖ ≤ const ‖f‖Lip log
(
2 +
b− a
‖AR −RB‖
)
‖AR−RB‖.
Corollary 11.8. Let f ∈ Lip(R). Let A be a self-adjoint operator with σ(A) ⊂ [a, b].
and ‖R‖ ≤ 1. Then
‖f(A)R −Rf(B)‖ ≤ const ‖f‖Lip log
(
2 +
b− a
‖A−B‖
)
‖A−B‖.
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