In this paper, we study the behaviour of the Scaling and Probabilistic Smoothing (SAPS) dynamic local search algorithm on the unweighted MAX-SAT problem. MAX-SAT is a conceptually simple combinatorial problem of substantial theoretical and practical interest; many application-relevant problems, including scheduling problems or most probable explanation finding in Bayes nets, can be encoded and solved as MAX-SAT. This paper is a natural extension of our previous work, where we introduced SAPS, and demonstrated that it is amongst the state-of-the-art local search algorithms for solvable SAT problem instances. We present results showing that SAPS is also very effective at finding optimal solutions for unsatisfiable MAX-SAT instances, and in many cases performs better than state-of-the-art MAX-SAT algorithms, such as the Guided Local Search algorithm by Mills and Tsang [8]. With the exception of some configuration parameters, we found that SAPS did not require any changes to efficiently solve unweighted MAX-SAT instances. For solving weighted MAX-SAT instances, a modified SAPS algorithm will be necessary, and we provide some thoughts on this topic of future research.
Introduction and Background
The propositional satisfiability problem (SAT) is an important subject of study in many areas of computer science. Since SAT is application-relevant problems, including scheduling problems or Most Probable Explanation (MPE) finding in Bayes nets can be encoded and solved as MAX-SAT [10] . Although MAX-SAT is defined as a maximisation problem, it is usually more convenient to consider the corresponding minimisation problem, where the goal is to minimise the number of unsatisfied clauses. In weighted MAX-SAT, each clause is associated with a weight , in each search step, the truth assignment of one variable is changed from true to false or vice versa; this type of search step is also called a variable flip. Variable flips are typically performed with the purpose of minimising an objective function that sums the number of unsatisfied clauses (in the case of weighted MAX-SAT, this would easily generalise into minimising the total weight of the unsatisfied clauses). Since the introduction of GSAT [15] , a simple best-improvement search algorithm for SAT, much research has been conducted in this area. Major performance improvements were achieved by the usage of noise strategies [13] , the development of the WalkSAT architecture [14] , and further advancements such as the Novelty variant of WalkSAT [5] .
In parallel to the development of more refined versions of randomised iterative improvement strategies such as WalkSAT, another SLS method has become increasingly popular in SAT solving. This method is based on the idea of modifying the evaluation function in order to prevent the search from getting stuck in local minima or other attractive non-solution areas of the underlying search space. We call this approach Dynamic Local Search (DLS) . DLS strategies for SAT typically associate a clause penalty with each clause of the given formula, which is modified during the search process. These algorithms then try to minimise the total penalty rather than the number of the unsatisfied clauses. GSAT with clause penalties [13] was one of the first algorithms based on this idea, although it changes penalties only in connection with restarting the search process. Many variants of this scheme have been proposed: Frank [3] uses a DLS penalty scheme that is updated every time a variable is flipped. Morris' Breakout Method [9] simply adds one to the penalty of every unsatisfied clause whenever a local minimum is encountered. The Discrete Lagrangian Method (DLM) [18] is based on a tabu search procedure and uses a similar, but slightly more complicated penalty update scheme. Additionally, DLM periodically and deterministically invokes a smoothing mechanism that decreases all clause penalties by a constant amount. The Smoothed Descent and Flood (SDF) approach [11] introduced a more complex smoothing method, and the concept of multiplicative penalty updates, which evolved into the Exponentiated Sub-Gradient (ESG) method [12] . Our Scaling and Probabilistic Smoothing (SAPS) [7] method improved upon the ESG approach; SAPS will be described in detail in Section 2.
With the SAT problem, both complete solvers and SLS solvers have had a large amount of success. However, complete solvers often have difficulty with MAX-SAT problems, whereas SLS methods have been extremely effective. For MAX-SAT, much emphasis has been placed on developing polynomial-time algorithms that can achieve solutions within a bounded factor of the optimal solution, but in practice these algorithms are not as effective as SLS approaches. In principle, any SLS algorithm for SAT can be applied to the unweighted MAX-SAT problem with some simple modifications, but it is not clear that algorithms effective in the SAT domain are also effective in the MAX-SAT domain. Furthermore, in many cases the straightforward extensions of SLS algorithms for SAT to weighted MAX-SAT problems appear to perform rather poorly.
One of the first SLS techniques applied to MAX-SAT was the Steepest Ascent Mildest Descend (SAMD) algorithm [4] , and numerous approaches have been used since. The Iterated Local Search (ILS) algorithm by Yagiura and Ibaraki [19] (ILS-YI) is an effective MAX-SAT solver, and is different from many approaches in that it implements a multi-flip neighbourhood. The Guided Local Search (GLS) approach of Mills and Tsang (GLSSAT2) [8] is currently considered one of the best-performing algorithms for MAX-SAT. In this paper, we apply SAPS, our recently developed, stateof-the-art DLS algorithm for SAT, to the unweighted MAX-SAT problem. Our empirical performance results show that for a wide range of problem instances, SAPS finds quasi-optimal (i.e., provably optimal or best known) solutions significantly faster than the state-of-the-art GLSSAT2 algorithm. This suggests that extensions of SAPS to weighted MAX-SAT might also reach or exceed state-of-the-art performance.
The remainder of this paper is structured as follows. In Section 2 we review the SAPS algorithm and discuss some of its important characteristics. In Section 3, we report and discuss the results from our empirical study of SAPS on MAX-SAT. In Section 4 we discuss how SAPS can be extended from unweighted to weighted MAX-SAT. Finally, Section 5 contains conclusions and points out directions for future work.
Scaling and Probabilistic Smoothing
In this section, we describe the Scaling and Probabilistic Smoothing (SAPS) algorithm [7] . SAPS is a Dynamic Local Search (DLS) algorithm, developed as a variant of the ESG algorithm of Schuurmans et al. [12] .
Like most DLS algorithms, SAPS associates a clause penalty
, which is dynamically changed throughout the search process. 3 The clause penalties help to direct the search, ideally away from local minima and toward a global optimum. There are two distinct stages involved in updating the clause penalties: a scaling stage and a smoothing stage. In the scaling stage, all currently unsatisfied clause penalties are multiplied by a scaling factor ¢ . In the smoothing stage, all penalties are adjusted toward the clause penalty mean £ £ according to a smoothing factor ¤ . In SAPS, outside of a local minimum the best flip candidate is always chosen, with ties broken randomly. Whenever a local minimum is encountered, a random walk step is taken with procedure UpdatePenalties( ,
propositional formula , variable assignment . While the SAPS algorithm described in [7] only performs probabilistic smoothing at local minima, recent experiments (not reported here) demonstrate that the smoothing stage can be performed outside of local minima (completely decoupled from the scaling stage) which provides for more robust values of a r b e d g f h f i q p
. Recent experiments (not reported here) also suggest that the random walk step is more effective when performed with probability ¡ outside of local minima. However, the performance enhancement is marginal, and for consistency we used the original SAPS algorithm for the experiments conducted in the context of this study.
In Figures 1 and 2 we provide the details of our SAPS algorithm. Figure 1 shows the algorithm outline of our penalty update procedure. Compared to ESG and other DLS algorithms with frequent smoothing, the time complexity incurred by the smoothing stage of SAPS is considerably reduced, since in each local optimum, smoothing is only performed with a probability
. Figure 2 shows the main SAPS algorithm and its underlying search procedure with penalties; overall, the main algorithm is conceptually very similar to ESG. The only modification to the SAPS algorithm for SAT required in the context of this work was the addition of a simple mechanism by which the best candidate solution found within a given run is stored and returned when the algorithm terminates.
The behaviour and performance of the SAPS algorithm depend on four parameters:
, and
¡
. For satisfiable instances, the performance of SAPS w.r.t. these parameters is very robust, and setting the values of (¢ ,a
,¡ ) to (1.3,0.05,0.01) will provide nearly optimal results for most instances. To adjust for differences in the smoothing parameter ¤ , we developed a reactive variant of SAPS (RSAPS) that reactively changes the value of ¤ when search stagnation is detected [7] .
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Experimental Design and Results
To evaluate the performance of SAPS on the unweighted MAX-SAT problem, we conducted extensive experiments on several sets of well-known benchmark instances, in addition to some newly developed test sets of MAX-SAT instances that were designed to test the performance of MAX-SAT algorithms in more detail:
jnh The set of instances known as the DIMACS jnh set have been popular benchmark instances, and are available at SATLIB (www.satlib.org). These instances are generated with variables such that each variable is added to each clause with probability § ¡ . The literals are negated with probability § ¡ £ ¢ and all unit and empty clauses are removed. Instances generated in this manner are often referred to as Random P-SAT [16] or constant density model instances. Several of the jnh instances are satisfiable. rnd -¤ u We used several test sets of overconstrained (unsatisfiable) Uniform Random 3-SAT instances in our experiments. These instances are obtained by randomly and independently generating ¤ clauses of length three as follows: The respective three literals are selected uniformly at random from the set of all possible literals over the given variables; clauses that contain more than one literal with the same variable are discarded [16] . bor-¥ u These test sets consist of satisfiable and unsatisfiable MAX-2-SAT and MAX-3-SAT instances (both weighted and unweighted) and have been described and used in [1] . For each problem size and clause length, there are only 2-9 instances, and all instances are overconstrained. For our experiments, we only ran experiments on the unsatisfiable unweighted instances, which we grouped together in one MAX-2-SAT and one MAX-3-SAT test set. rndu1000a These instances are unweighted variants of instances from a set originally used by Yagiura and Ibaraki [20] . 4 They were generated in a fashion similar to the jnh instances and have 1000 variables and 7700 clauses each.
In total, we used 789 unique instances in our empirical evaluation of SAPS for unweighted MAX-SAT. All experiments were conducted on IBM servers with dual 2GHz Intel Xeon processors (hyperthreading disabled for accurate time results) with 512KB CPU cache and 4GB RAM, running Red Hat Linux 7.3. For each problem instance and algorithm, we measured empirical run-length and run-time distributions (RLDs and RTDs) [6] based on at least 100 successful runs, in each of which the algorithm was run until the respective quasi-optimal solution quality was reached. Run-times are reported in terms of the medians of the corresponding RLDs (measured in search steps) or RTDs (measured in CPU seconds). For the SAPS experiments, no instancespecific parameter tuning was conducted; the parameters (¢ ,¤ ,a
,¡ ) were set to (1.05,0.8,0.05,0.01) as generally good values, except for the heavily overconstrained instances, where we used
. For the GLSSAT2 software, the default settings were used (except for cutoff), and for the ILS-YI software, the neighbourhood size was set to 2. In our empirical study, we generally measured the run-time and number of search steps for reaching provably optimal or best-known solution qualities. Where possible, Borcher and Furman's complete solver maxsat [1] was used to determine the optimal solution quality for each instance. (This is the best-performing complete MAX-SAT solver we are aware of.) For larger instances, which become quickly intractable for this solver, we used quasi-optimal solution qualities obtained from Iterated Robust Tabu Search, a state-of-the-art SLS algorithm for MAX-SAT, in conjunction with an "iterative deepening" scheme (for details, see [17] , where exactly the same solution qualities are used). In all cases, the solution qualities thus obtained could not be improved upon with any method we are aware of (including SAPS), and in several cases their optimality was confirmed by the complete maxsat solver (which took several CPU days).
As we will demonstrate in Table 1 , GLSSAT2 consistently outperforms ILS-YI, and so we compare the performance of SAPS primarily with that of GLSSAT2. Our first comparison between SAPS and GLSSAT2 is shown in Figure 3 , where we compare the search step performance and time performance of the two algorithms on the jnh problem instances. Each data point in the figure represents a single problem instance, where points above and to the left of the diagonal represent instances where SAPS outperformed GLSSAT2. From Figure 3 (left) it is clear that GLSSAT2 generally requires fewer search steps than SAPS for finding quasi-optimal solutions. However, comparing the search step results to the time performance results in Figure 3 (right) clearly illustrates one of the key features of SAPS: fast search steps. When the comparison is made for time performance, SAPS outperforms GLSSAT2 by a median speedup factor (s.f.) of 3.9.
In Figure 4 , we present similar results for the rnd100-500u, rnd150-750u, and rnd200-1000u test sets. All of these sets have the same clauses/variables ratio Comparison between search step (left) and run-time (right) performance of SAPS and GLSSAT2 on the instances from the test sets rnd100-500u, rnd150-750u, and rnd200-1000u. All points correspond to the median performance for at least 100 runs of a single instance. Time is in CPU seconds.
of 5, so we would expect to see similar differences in performance between the two algorithms. Considering that the solubility phase transition for Uniform Random-3-SAT occurs at a clauses/variables ratio near 4.3 [2] , these instances are slightly overconstrained. The results in Figure 4 (left) and (right) closely resemble the results presented in Figure 3 ; for most instances, GLSSAT2 requires fewer search steps for finding quasioptimal solutions, but when taking into account the CPU time per search step, SAPS typically performs better than GLSSAT2. When analyzing the run-time performance of an SLS algorithm, it is important to study the distribution of the run-times on individual problem instances [6] . In Figure 5 (left) we present the RLDs for the ILS-YI, GLSSAT2 and SAPS algorithms on a medium hardness instance from the set rnd100-500u. From this figure, it can be seen that GLSSAT2 consistently outperforms SAPS when measuring run-time in search steps, and SAPS outperforms ILS-YI; the RLDs for all three algorithms are closely approximated by exponential distributions, which is known to be typical for high-performance SLS algorithms for SAT when using optimal or close-to-optimal parameter settings [6] . This picture changes for the respective RTDs shown in Figure 5 (right); clearly, SAPS performs best when measuring CPU time, which again highlights the significant difference between search step performance and run-time performance.
It is interesting to note that the optimal solutions of the instances in the slightly overconstrained test set rnd100-500u have between 1 and 5 unsatisfied clauses, with an average of 2.8 unsatisfied clauses per instance. This is in marked contrast to the sets of heavily overconstrained instances with a clauses/variables ratio of 10; e.g., for the instances from test set rnd100-1000u, quasi-optimal solutions have between 24 and 36 unsatisfied clauses, with an average of 32.2 unsatisfied clauses per instance. While for all other instances used in this study, SAPS performed well using ). The significance of this difference in ¢ will be addressed later in this Section. In Figure 6 we present a comparison of GLSSAT2 and SAPS performance on heavily overconstrained instances. From this figure, it is clear that SAPS outperforms GLSSAT2 for these test sets in terms of both search steps (left) and CPU time (right) required for finding quasioptimal solutions.
In Table 1 we summarise the results from our experiments on all test sets used in this study. For each problem instance, at least 100 runs of each algorithm were performed, in each of which a quasi-optimal solution was found. From the RLDs and RLDs thus obtained, we determined the median number of search steps and median CPU time for finding a quasi-optimal solution of the respective instance; the values shown in the table are the medians of these search cost measures over the respective test-sets. To indicate the variability in instance hardness within each set, we also report the ratio of the 90% and 10% quantiles (q.90/q.10) of the instance search cost over the respective test set (measured in search steps). To help further illustrate the excellent time performance of SAPS, the speedup factor for the median instance is given, in addition to the fraction of instances for which the SAPS algorithm was best in terms of CPU time required for finding a quasi-optimal solution of a given instance.
For the heavily overconstrained instances, ILS-YI shows impressive search step performance, but as mentioned previously, when considering the time complexity of the search steps, this performance advantage is not amortised. GLSSAT2 does not perform well on the heavily overconstrained instances, but overall it shows a very impressive Comparison between search step (left) and run-time (right) performance of SAPS and GLSSAT2 on the instances from test sets rnd100-1000u and rnd150-1500u. Every point corresponds to the median performance over 100 runs on a single instance. CPU time is measured in seconds.
search step performance. However, the search steps in GLSSAT2 are expensive, and compared to the search steps of SAPS, they are slow. Finally, we found that the bor-¥ u instances were very easy to solve for all of the algorithms tested here and that once again SAPS showed the best time performance. Furthermore, the most impressive median time speedup of SAPS over GLSSAT2 was found for the rndu1000a test set; for the same test set, even after 10 million search steps, less than 50% of the runs of the ILS-YI algorithm reached a quasi-optimal solution quality.
Overall, it is interesting to note that in order to achieve the reported excellent performance of SAPS, the only parameter that needed to be adjusted for the various test-sets was the scaling factor, ¢ . When SAPS was tested on satisfiable instances, a parameter setting of ¢ § £ ¦ was found to generally give good performance. On most satisfiable instances we tested, near-optimal performance of SAPS was obtained with that setting. However, initial experiments with SAPS on unweighted MAX-SAT with ¢ § £ ¦ produced discouraging performance results; subsequently, we discovered that a lower value of ¢ was required for unsatisfied, and particularly for heavily overconstrained instances. Intuitively, this phenomenon can be explained as follows: The obvious difference between satisfiable and unsatisfiable instances is that in the latter case, any optimal solution leaves some clauses unsatisfied. It is reasonable to assume that for unsatisfiable instances, there are sub-optimal local minima in the objective function (number of unsatisfied clauses) that share unsatisfied clauses with the global optima. Clearly, when SAPS encounters such a local minimum, the penalties of these clauses will be increased along with those of all other unsatisfied clauses, which allows the search process to avoid stagnation in this area of the search space. This, however, may easily have 
were used; GLSSAT2 annd ILS-YI were used with their respective default settings.
the side effect of modifying the search space around the optimal solution(s) in a way that makes it harder for SAPS to efficiently reach an optimal solution. (Note that although it might be desirable to change the evaluation function in such a way that only the current local minimum is eliminated, changes of the clause penalties used by a DLS algorithm for SAT or MAX-SAT will usually affect large areas of the search space.)
For this reason, we would expect that aggressive scaling (i.e., high ¢ settings) becomes more detrimental to the efficiency of SAPS as the number of unsatisfied clauses, and hence the potential undesired side effects of scaling, increases. By using smaller ¢ settings for more heavily overconstrained MAX-SAT instances, the impact of each single scaling stage, and hence presumably the magnitude of the unwanted side effects, is reduced, resulting in improved performance of SAPS, as observed in our empirical study.
On the other hand, when we examined the results (not shown) for different instances within the same test set, we found no correlation between the number of unsatisfied clauses in the respective optimal solution qualities and the optimal value of ¢ . However, we did find strong evidence suggesting that within a test set, harder instances are solved faster when using a smaller value of ¢ . As can be seen in Figure 6 , the performance ratio between SAPS and GLSSAT2 appears to slightly decrease with instance hardness within the test set. We found that this effect can be avoided by decreasing the scaling factor ¢ as the instance hardness increases. This could indicate that the hardness differences of MAX-SAT instance sampled from the same random distribution are partially due to the way in which global and local optima are coupled in terms of shared unsatisfied clauses.
Clearly, it would be highly desirable to shed further light on these issues by analysing the composition and distance of local minima in relation to the optimal solution, and by characterising the changes in the search landscape induced by the dynamic adjustment of the clause penalties in SAPS; both of these directions are currently being followed in our ongoing research. Furthermore, based on our observations and reasoning presented here, it would seem that in contrast to the reactive mechanism used in RSAPS [7] for automatically adjusting the smoothing parameter ¤ , an adaption mechanism for the scaling factor ¢ might be more beneficial to SAPS for MAX-SAT; devising and studying such mechanisms constitutes another direction for further research.
Initial Thoughts on SAPS for Weighted MAX-SAT
Applying the SAPS algorithm to unweighted MAX-SAT is a necessary stepping stone to developing an effective DLS algorithm for weighted MAX-SAT. When moving from unweighted to weighted MAX-SAT, DLS algorithms have to contend with an interesting issue: how should the fixed clause weights in a weighted MAX-SAT instance interact with the dynamically changing clause penalties? To date, three different DLS algorithms for MAX-SAT have used three very different approaches. In Shang and Wah's first DLM algorithm for weighted MAX-SAT [18] , an evaluation function is used which sums the clause weights In addition to the three methods described above, a variety of other approaches can be used for incorporating clause weights and penalties into an extension of SAPS for weighted MAX-SAT. Limited preliminary results suggest that at least some of the resulting SAPS variants appear to perform at least as good as GLSSAT2 on standard benchmarks for weighted MAX-SAT, but a better understanding of the search dynamics and a more thorough empirical analysis is required to confirm these results.
Conclusions & Future Work
In this study, we applied the Scaling and Probabilistic Smoothing (SAPS) algorithm to the unweighted MAX-SAT problem; it extends our previous work, in which we developed the SAPS algorithm for the SAT problem, and established it as a state-ofthe-art SLS algorithm for SAT. Here, we presented empirical evidence that SAPS performs similarly excellent on unweighted MAX-SAT, where it consistently outperforms GLSSAT2, one of the best performing MAX-SAT algorithms known to-date. For all of the problem test sets we examined, SAPS was at least 2 times faster than GLSSAT2 in finding optimal or best known solutions, and for some instances SAPS was over 10 times faster. We found that the performance of SAPS was relatively robust w.r.t. parameter settings; only for heavily overconstrained problem instances, a different setting of the scaling parameter was required to reach state-of-the-art performance. We provided some insight into this behaviour and some of the other phenomena we encountered.
This work provides a solid foundation for assessing and understanding the behaviour of SAPS on MAX-SAT, and provides a natural stepping stone for developing a SAPS variant for weighted MAX-SAT. Since SAPS is a Dynamic Local Search (DLS) algorithm, and uses dynamic clause penalties, there are many different ways of combining the clause penalties with the clause weights specified in a weighted MAX-SAT instance. Some of these variants are currently being implemented and empirically evaluated. When we proposed SAPS for SAT, we found it helpful to reactively tune the smoothing component of the algorithm, but from our work presented here, we found that unsatisfiable instances are more sensitive to the scaling component of the algorithm. Hence, we will turn our attention to developing a SAPS variant that dynamically adapts the scaling parameter during the search. Overall, based on the promising results reported here, we believe that SAPS has the potential to exceed the performance of the best-performing algorithms for MAX-SAT (weighted and unweighted) currently known.
