This paper discusses the possible uses of the VIP (Variable Interdependent Parameters) Analysis software and methodology in negotiation support. VIP Analysis is a decision support tool that incorporates complementary approaches to deal with the aggregation of multi-criteria performances under imprecise information. Its purpose is to support the evaluation of a discrete set of alternatives according to multi-attribute additive value functions. We propose extensions of the methodology of VIP Analysis to address explicitly the differences among the actors in terms of the weights space.
Introduction
Group decision and negotiation processes constitute very complex human activities. Improving their understanding justifies multidisciplinary studies based on cognitive psychology, organizational science, sociology, political science, etc. Furthermore, the development of computer based support tools for these activities is rooted not only in communication/information technologies and OR/management science models, but also in human and organizational behavior studies.
VIP Analysis is a decision support tool that incorporates complementary approaches to deal with the aggregation of multi-criteria performances under imprecise information. Its purpose is to support the evaluation of a discrete set of alternatives according to a multi-attribute additive value function. Instead of requiring precise values for the scaling constants (scaling weights) it asks for intervals and linear constraints on these values.
The stand alone version of VIP Analysis (for details see (Dias and Clímaco, 2000) ) may be used to discover robust conclusions, i.e. those that hold for every admissible combination of the parameters, and to identify which results are more affected by the imprecision in the parameter values, i.e. the variability of the results. Stand alone VIP Analysis can be a useful tool to support a group of Decision Makers (DMs) meeting face to face around a computer, but it excludes settings where the DMs are spatially distributed. It does not allow DMs to analyze the problem individually and it implicitly requires an a priori aggregation of the different models that the DMs may have. Recent work (Dias and Clímaco, 2005) discussed how the stand alone version can be extended to become a distributed Group Decision Support System (GDSS) -VIP-G -suitable to support groups of DMs. Other related methodologies for multicriteria group decision support with imprecise information are, for instance, (Contreras and Mármol , 2004) , (Kim et al., 1999) , (Lahdelma and Salminen, 2001 ) and (Tavares, 2004) . This paper discusses the way in which VIP-G, may evolve to situations where, instead of cooperative group decision making, strong conflicting interests are present and voting is not an option -the process must end with an agreement (even if the agreement is that negotiations failed). Examples of this type of situation occur, for instance, when managers in a company negotiate the selection of the company's R&D projects which should be considered of first priority; when community-based assessment of alternatives for managing a river, involving different stakeholders and interest groups, is implemented; another example is when it is necessary to prepare a call for tenders for a new information system for a service of the Public Administration by actors representing different departments and user perspectives. Sometimes aggregation studies considering sub-groups of the actors may be adequate, namely to support the members of coalitions that may emerge. In these circumstances, besides the conflict, interdependence among the DMs/actors is crucial. Negotiation Support Tools may help the identification of the critical constraints imposed to the evaluation model's parameters, trying to help in narrowing the differences and/or identifying the characteristics of new virtual alternatives which should be acceptable by the parties, overcoming the degree of opposition among them. A negotiation process is, in any case, an evolutionary process and the system must provide the tools to increase the chances of opinions' convergence. The core of this paper consists in the discussion of some possible extensions of the VIP-G Analysis Methodology to negotiation support.
Basic VIP Analysis Concepts
We will first overview the current VIP Analysis methodology and software (Dias and Clímaco, 2000) .
The purpose of VIP Analysis is the support of the evaluation of a discrete set of alternatives, in order to choose the most preferred one, according to a multiattribute additive value function (Keeney and Raiffa, 1976) . The global value of an alternative a i is a sum of its values for the n criteria (v 1 (a i ),...,v n (a i )), weighted by n scaling weights w=(w 1 ,...,w n ) that indirectly reflect the importance of the criteria:
, with One of the most difficult parts of the decision aid process is setting the values of the scaling weights, since these parameters will reflect the DMs values and trade-offs (e.g., how much would you be willing to lose in attribute "cost" to gain one unit in attribute "risk of accident"?). Indeed, not only DMs may find it hard to provide precise figures about their preferences and these preferences may change as the decision aid process evolves, but also in group decision situations the opinions and preferences of the DMs diverge frequently. To overcome these difficulties, VIP Analysis proposes to advance in the decision process with Variable Interdependent Parameters. This means that instead of requiring precise values for the scaling weights, it asks for intervals and linear constraints on these values. For instance, a DM (or a group of DMs) may be doubtful about setting w 1 =0.2 and w 2 =0.1 (these precise values) but may find it easy to agree that w 1 >w 2 . This kind of information is often designated as poor, imprecise, incomplete, or partial information (e.g., see (Dias and Clímaco, 2000) , (Weber, 1987) ). The constraints usually stem from imprecise answers from the DM (e.g. providing an interval for the trade-off rate between two criteria) or from holistic judgments about alternatives that the DM is able to compare (e.g. a 1 is preferred to a 2 ).
Let W denote the set of all combinations of parameter values that satisfy all the established constraints. Once W is defined, VIP Analysis may be used to discover robust conclusions (those that hold for every combination in W) and to identify which results are more affected by the imprecision in the parameter values (the results that vary more). The results produced by VIP Analysis from a set W of (a i ,w) ∀w∈W, which we denote as a j Δ a i (a j "dominates" a i ). If the maximum difference does not exceed a tolerance parameter ε, then V(a j ,w)≥V(a i ,w)-ε ∀w∈W, and we denote this as a j Δ ε a i (a j "quasi-dominates" a i with tolerance ε). -For each alternative a i  ∈A, the "maximum regret" associated with choosing it, i.e. the maximum difference of value considering the alternatives that may have a higher value than a i given W:
If Regret max (a i )=0 then we can say that a i is "optimal"; if Regret max (a i )≤ ε we can say that a i is "quasioptimal" with tolerance ε.
VIP Analysis, as outlined above, can be a useful tool to support a group of DMs meeting face-to-face around a computer, sharing an imprecisely defined model, therefore agreeing on the robust conclusions. The outputs of VIP Analysis may allow the decision process to progress, as the DMs learn about the model and the problem, postponing the elicitation questions they find difficult to answer, or prone to generate conflict. For instance, they may not agree on precise values for the scaling weights, but may agree on a ranking of those weights. Or they may merely agree on a partial ranking (e.g. w 1 ≥w 2 ; w 1 ≥ w 3 and w 3 ≥w 4 ). In any case, VIP Analysis provides results that may allow to eliminate some alternatives or to highlight the most promising ones. Furthermore, the results can be used to direct the elicitation of further information with the purpose of progressively reducing the imprecision (e.g. "can alternative a x really attain such a high value?", "can all DMs agree that a x is worse than a y ?").
VIP Analysis extensions addressing the weights space
The VIP Analysis software excludes settings where the DMs are spatially distributed. It requires group members to meet together around a computer and it implicitly requires an a priori aggregation the different models that the DMs may have. offering explicit aggregation tools, and allowing DMs to work privately and spatially distributed, while keeping the advantages mentioned above. Each DM can perform private analyses, which may be confronted with the aggregated results and/or conclusions of the group or part of it, considering or not tolerance parameters. VIP-G maintains the "exploration" philosophy of VIP Analysis, not demanding precise information, and providing robust conclusions with wide support from the group (possibly with a tolerance). Moreover, the feedback each member receives concerning what can be accepted by the other members can facilitate issuing proposals (e.g. "can we drop a 7 from consideration?", "can we agree that w 1 ≥w 2 ?") and can encourage the convergence of opinions. So, the focus has been directed to the aggregation of results, emphasizing the duality between shared results and shared conclusions, and the compromise between the extension of majorities in the group and the tolerance.
Each group member can have his/her set of constraints defining his/her model in an imprecise manner. Nevertheless, along the interaction process, group members can agree to incorporate in their private models common constraints acceptable by all of them.
In VIP-G, we have proposed the idea of finding out how much of a tolerance would each actor have to concede to have an agreement on each pairwise comparison. This tolerance was defined with respect to differences of global value. For instance, if the actors agree to a tolerance of 0.05 units of value, then they may accept that one alternative a x is not worse than another alternative a y , provided that min{V(a x )-V(a y ): w∈W}≥-0,05. In group decision situations, there is a trade-off between the accepted tolerance and the number of group members accepting a quasi-dominance conclusion. If we denote by a i Δ ε(α) a j the assertion "a i quasi-dominates a j with tolerance ε for a majority of α", then one may need a higher tolerance to obtain a wider majority supporting the conclusion. For instance, one may find all members of a group with 4 DMs agree that a i Δ 0.03(4/4) a j , half of them agree that a i Δ 0.02(2/4) a j ; and one of them finds that a i Δ 0(1/4) a j , i.e. only one of them supports the conclusion that a i dominates a j without considering any tolerance (for an example see (Dias and Clímaco, 2005) ).
Although the same strategy may be followed in negotiation settings, where negotiating parties may seek to know the conclusions that are easier to reach an agreement on, we now propose to follow a similar strategy, but now considering an analysis of the weights space. In earlier work (Tavares, 2004) , a model was proposed to support the process of search for a consensus when the actors have different additive value functions and so prefer different rankings of the alternatives. In the proposed model the weights space is used to provide useful insights to help the DMs adopting a consensus ranking, by computing a central vector of weights. A central vector of weights is also computed in (Contreras and Mármol, 2004), based on a different approach (the lexicographical minimization of the maximum disagreement between the values assigned to the alternatives by the group members). Even earlier (e.g., (Kersten, 1985) ), distance minimization formulations were proposed, but in the offers space.
The idea of this paper is to consider tolerances defined with respect to the right-hand-sides (RHS) of the linear constraints that bound the acceptable weights defined by a polyhedron W k = {w: A k w ≤ b k }for each actor (k=1,…,K), i.e. a relaxation of those constraints. To find the minimum relaxation τ on the RHS defining W 1 ,…, W K that allows an alternative a x to be potentially considered not worse than another alternative a y , the following linear program (LP) would have to be solved:
The solution of this LP will indicate the critical constraints as regards the pair (a x , a y ). These will be the constraints that are binding at the optimal solution. More important, if τ* (the optimum value of this LP) is considered low, then the actors may agree that a x can be better than a y , when comparing this value with the optimum τ* obtained for the reversed pair (a y , a x ).
This strategy is analogous to the analysis proposed in (Dias and Clímaco, 2005) , but now considering the weights space. It requires, however, special attention to circumvent a problem related with the way constraints are coded: writing a constraint as 2 w 1 -w 2 ≥ 0 will not yield the same results as writing the same constraint as w 1 -0.5 w 2 ≥ 0. Hence, this strategy requires rules about the coding of constraints defining each W k (k=1,…,K), e.g.,
only accept constraints of type w s /w t ∈ [L,U], or only accept constraints of type V(a y )≥V(a z ).
We may also note that this LP amounts to minimize a Chebyshev distance (L ∞ norm). Of course, other norms could be used as a distance to minimize. The chosen distance, however, fits better the use of tolerances in VIP Analysis.
In this section we present another strategy to extend the analysis based on the weights space, in a way that overcomes the problem found in the previous approach. Consider two actors, actor 1 and actor 2. The idea is to find a path (a line segment) linking W 1 to W 2 , in case they are disjoint. After computing this path, the actors may analyze which conclusions about the comparison of alternatives hold at each point. Analyzing a sequence of points from W 1 to W 2 (or vice-versa), they may discover that some conclusions hold only for points closer to W 1 , other conclusions hold only for points closer to W 2 , whereas there may exist other conclusions that hold along all the points in the path. Furthermore, this path will indicate to each actor a direction he/she could follow (i.e., the constraints that could be relaxed) in order to get closer to the other actor.
If Process 1: to define two extreme points according to RHS tolerances 1. Solve the following LP (variables are vector w and scalar τ 2 ) to find a 1 st point in the path, a point in
If τ 2 *≤0, then W 1 and W 2 intersect and the algorithm stops, since there is no interest in finding a path linking W 1 to W 2 in this case. Otherwise, τ 2 *>0, meaning that the intersection of acceptable weights W 1 ∩ W 2 is empty. However, there would exist a common vector of weights w* (i.e., the sets would intersect) if actor 2 relaxed his/her critical constraints by a tolerance of τ 2 *. Let p (1) =w*.
2. Solve LP to find the last point in the path, a point in W 2 's border:
τ 1 * must now be strictly positive. The solution of this LP states that there would exist a common set of weights w* if actor 1 relaxed his critical constraints by a tolerance of τ 1 *. Let p (2) =w*.
One property of this process is that no comparisons among the actor's tolerances are made. If the actors agreed to accept the midpoint of
as a compromise weights vector, this would mean a concession that is equivalent for both of them, although actor 1 would be accepting a relaxation of τ 1 */2, whereas actor 2 would be accepting a relaxation of τ 2 */2. Process 2: To define two extreme points by minimizing a L 1 distance In this case, the idea is to find p (1) ∈W 1 and p (2) ∈W 2 such that the distance between these two points is as small as possible according to the L 1 metric. This may be achieved by solving the following LP (variables are vectors w (1) and w (2) , plus the vectors x p and x n ):
The solution of this LP yields the two points: p (1) = w (1) *, p (2) = w (2) *. This second process does not inform about the tolerances involved.
Independently of the process chosen,
is a line segment defining a path from W 1 to W 2 . The analysis of quasi-dominance and quasi-optimality results for the points in this path allows the DMs to see if there are any conclusions that they might easily agree on. If they agree on a conclusion, e.g., V(a 1 )≥V(a 2 ), then they may incorporate this constraint in their models (i.e., in the definition of weights they consider acceptable -those making V(a 1 )≥V(a 2 )). These points also show each DM how much of a tolerance they have to concede in order to approximate to another actor, and which constraints are involved. The actors may even exchange concessions, e.g., actor 1 accepts one conclusion that does not hold for W 1 , but holds for a point near W 1 , while actor 2 accepts one conclusion that does not hold for W 2 , but holds for a point near W 2 .
Another interesting analysis that can be made is that
indicates the direction one actor should follow (i.e., the constraints that should be relaxed) in order to get closer to another actor. Actor 1, for instance, will know that he/she has to relax the constraints defining p (1) in order to reach p (2) . He/she may also compare p (1) with p (2) (which represent weights vectors), to know which weights should increase or decrease in order to get closer to another actor. This may indicate which criteria are originating the conflict: what the actor 2 values that actor 1 does not value as much. This in turn may stimulate thinking about how to "enlarge the pie": actor 1 may try to devise new alternatives that improve current ones in the criteria both actors value most. 
A short illustrative example
Let us consider a small illustrative example, considering two actors and three evaluation criteria. The sets of weights acceptable by each actor are the following (Fig. 1 =(0.571, 0.286, 0.143) corresponds to a relaxation τ 2 *=0.4 by actor 2 (Fig. 2) , whereas p (2) =(0.357, 0.429, 0.214) corresponds to a relaxation τ 1 *=0.5 by actor 1 (Fig. 3) . The path Fig. 4 . If Process 2 is followed instead, the path is the one depicted in Fig. 5 . The difference is that p (2) =(0.390, 0.467, 0.143) . We may observe that the critical constraints for actor 1 are w 1 /w 2 ≥2 and w 1 /w 3 ≥4 (i.e. the constraints imposing a high value for w 1 ). The critical constraints for actor 2 are w 2 /w 1 ≥1.2 and, for Process 1, also w 2 /w 3 ≥2. Comparing the values of p (1) and p (2) obtained by Process 2, it is clear that the conflict lays mostly on the trade-off between the first and second criteria. To proceed towards an agreement, actor 1 should decrease w 1 and increase w 2 , and actor 2 should do the contrary. Furthermore, given the low importance they seem to attach to w 3 , they could try to devise agreements that perform well under the first two criteria, even if this means sacrificing the performance under the third criterion.
Conclusion
This paper addressed the way in which VIP-G may evolve to support situations where, instead of cooperative group decision making, conflicting interests are present and voting is not an option. Therefore, negotiation is to be understood as meaning that all group members have to agree on decision by using persuasion and making concessions, while trying to find common interests. The approaches proposed are not intended to support negotiations such as court settlements or buyer/seller, in which the parties not even agree on which criteria are to maximize or to minimize (e.g., the buyer wishes to minimize the price, while the seller wishes to maximize it).
Conflict lays in the evaluation of the relative importance of the criteria. With this in mind, we have proposed new procedures that consider explicitly the weights space, which can be added to the ones already proposed for VIP-G (the latter focusing on the results space). The main advantages of the procedures proposed is that they maintain the idea of tolerance introduced in VIP Analysis and in such a way that the tolerances of the different actors need not be compared. The idea of using paths of convergence also seemed adequate, since it does not choose any point in this path. In extending this approach to a multilateral setting, this may provide flexibility in the cases where the number of actors supporting a region in the weights space is much greater than the number actors. For instance, if four DMs are in agreement to accept a region W 1 in the weights space, whereas a fifth DM supports a different (non-intersecting) region W 2 , then taking the midpoint of a path between W 1 and W 2 might be hard to sustain. One important development for future research is indeed the extension of the tools proposed here to negotiation settings with many parties.
