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On the well-posedness of stochastic Boussinesq equations with cylindrical
multiplicative noise
Diego Alonso-Ora´n and Aythami Bethencourt de Leo´n
ABSTRACT. The Boussinesq equations are fundamental in meteorology. Among other aspects, they aim to
model the process of front formation. We use the approach presented in [Hol15] to introduce stochasticity into
the incompressible Boussinesq equations. This is, we introduce cylindrical transport noise in a way that the
geometric properties in the Euler-Poincare´ formulation are preserved. One of our main results establishes the
local well-posedness of regular solutions for these new stochastic Boussinesq equations. We also construct a
blow-up criterion and derive some general estimates, which are crucial for showing well-posedness of a wide
range of similar SPDEs. July 26, 2018
CONTENTS
1. Introduction 1
2. The stochastic Boussinesq equations 5
3. Preliminaries, notation and main results 10
4. Proofs of the main statements 16
5. Compactness argument 24
6. The blow-up criterion 33
7. Conclusions 38
Appendix A. The generalised Lie derivatives estimates 39
References 41
1. Introduction
The Boussinesq equations are widely considered as a fundamental model for the study of large scale at-
mospheric and oceanic flows, built environment, dispersion of dense gases, and internal dynamical structure
of stars, [Ped87, Ric07, Bus89]. Beyond its considerable physical relevance, this system of equations has
generated substantial interest in the mathematics community due to its rich nonlinear and coupling structure.
The physical derivation of the Boussinesq equations dates back to the early 1900’s, and more concretely,
to the work of Rayleigh [Ray16]. He proposed the study of buoyancy driven fluid convection problems by
using the equations of Boussinesq [Bou97] in order to explain the experimental work of Be´nard [Ben01].
The 2D Boussinesq equations retain some key features of the well-known Euler and Navier-Stokes equa-
tions, as for instance, the vortex stretching mechanism. Moreover, the Boussinesq flow can be interpreted
as an analogue of the 3D axisymmetric flow, where vortex stretching terms appear in the vorticity formu-
lation. The Boussinesq equations with various different boundary conditions, on bounded and unbounded
domains, have attracted considerable attention and there is a vast literature on the mathematical theory of
the deterministic Boussinesq equations [LH14, LH14+, EJ18, CdB80, Cha06, HL05, CW12, CD96]. The
fundamental issue of whether classical solutions of the 2D Boussinesq equations can develop finite time
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singularities remains an outstanding open problem, which is even discussed in Yudovich’s “eleven great
problems of mathematical hydrodynamics” [Yud03].
Therefore, the Boussinesq equations encompass tremendously fundamental physical laws, and hence, it
is natural to wonder what the motivations to introduce stochasticity in deterministic models like this one are,
an idea which has been lately popularised. In particular, introducing stochasticity in a deterministic model
in an intelligent fashion can help account for two things:
• Since most deterministic atmospheric models are numerically intractable, they cannot be solved accu-
rately enough with the computer power we have nowadays at our disposal. Moreover, the sensitivity
with respect to initial conditions often makes them unreliable, unstable, and unleashes chaotic behaviour.
However, the statistical averages and properties of the solutions are typically much more robust. For this
reason, this kind of stochastic solutions is incredibly useful to deal with the small unresolved scales. The
process of treating this type of problems is called stochastic parameterisation in the literature (see, for
example, [LQ79, ZF10]).
• Nowadays, the uncertainty due to the radiation phenomena coming from the clouds is considered to be the
most drastic source of unpredictability in weather and climate modelling, and it is not fully understood
yet. Adding stochasticity might help account for the uncertainty coming from these events and shed some
light onto this unknown and complex process.
A vast literature exists concerning stochastic fluid dynamics equations. For instance, the stochastic
Navier-Stokes equation has been largely studied, starting with the pioneering works of [BT72, BT73],
and substantial developments have been carried out, see [BF00, FG95, FR02, GHZ09] and the references
therein. Several results have also been established regarding the two and three-dimensional Euler equation
[Bes99, BF99, Kim02, Kim09, CFM07, GHV14]. Recently, solution properties of a newly derived sto-
chastic model of the Euler equation were investigated in [CHF17, FL18]. This model was proposed by D.
Holm in [Hol15] and presents an innovative geometric approach for including stochastic processes as cylin-
drical transport noise in PDE systems via a stochastic variational principle. This new formulation endows
the stochastic equations with a rich geometric structure inherited from its deterministic counterpart.
The goal of this paper is manifold: first, we establish local existence and uniqueness of solutions of
the system (1.1)-(1.2), for initial vorticity ω0 and potential temperature θ0 in the spaces H
2(T2,R) and
H3(T2,R), respectively. Second, we prove a blow-up criterion, which partially recovers the most general
blow-up criterion for the deterministic case. Finally, we will provide some important derivative estimates,
and comment on why they are key when showing local well-posedness of a wide range of stochastic fluid
problems (where the stochastic noise depends on the gradient of the velocity).
Main results. In this paper we address the well-posedness of a stochastic version of the 2D incom-
pressible Boussinesq equations, given by
dω + Luω dt+
∞∑
i=1
Lξiω ◦ dBit = ∂xθ dt, (1.1)
dθ + Luθ dt+
∞∑
i=1
Lξiθ ◦ dBit = 0, (1.2)
where ω = ∇⊥ ·u = ∂xu2−∂yu1 is the vorticity, u is the velocity field, and θ denotes the potential tempera-
ture. We assume ξi, i ∈ N, are prescribed divergence-free vector fields, andBi, i ∈ N, are a family of scalar
independent Brownian motions. The system is defined on T2 × [0,∞), with T2 = [−π, π]2 = R2/(2πZ2)
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being the two-dimensional square torus (therefore supplemented with periodic boundary conditions). The
derivation of the stochastic 2D Boussinesq equations is carried out in full detail in Section 2. Concretely,
the aim of the present paper is to prove the following three theorems:
THEOREM 1.1. Let (ω0, θ0) ∈ H2(T2,R)×H3(T2,R), then there exists a unique local solution to the
stochastic 2D Boussinesq equations (1.1)-(1.2) in H2(T2,R) ×H3(T2,R). Namely, if ω1, ω2 : T2 × Ξ ×
[0, τ ] → R, θ1, θ2 : T2 × Ξ × [0, τ ] → R are two solutions defined up to the same stopping time τ, then
ω1 = ω2 and θ1 = θ2, a.s.
THEOREM 1.2. Let (ω0, θ0) ∈ H2(T2,R)×H3(T2,R). Then there exists a stopping time τmax and pro-
cesses ω : T2×Ξ×[0, τmax)→ R, θ : T2×Ξ×[0, τmax)→ R,with trajectories inC([0, τmax);H2(T2,R)×
H3(T2,R)). Moreover, if τmax <∞, then∫ τmax
0
(‖∇u(t)‖L∞ + ‖∇θ(t)‖L∞) dt =∞.
In particular, lim sup
tրτmax
(‖∇u(t)‖L∞ + ‖∇θ(t)‖L∞) = ∞. τmax is the largest time satisfying the afore-
mentioned properties.
Finally, we show the following theorem, which will be paramount when deriving some of the Sobolev
estimates we need throughout this paper.
THEOREM 1.3. Let Q be a linear operator of first order with smooth bounded coefficients. Then for
f ∈ H2(T2,R) we have
〈Q2f, f〉L2 + 〈Qf,Qf〉L2 . ||f ||2L2 . (1.3)
Moreover, if f ∈ H2+k(T2,R), and P is a pseudodifferential operator of order k,
〈PQ2f,Pf〉L2 + 〈PQf,PQf〉L2 . ||f ||2Hk , (1.4)
for every k ∈ [1,∞).
REMARK 1.4. Inequalities in Theorem 1.3 turn out to be fundamental for closing energy estimates in a
very general type of stochastic fluid problems. We discuss this in the appendix.
Plan of the paper. The paper is organised along the following lines:
• In Section 2 we show how to derive the 2D deterministic Boussinesq equations from a Clebsch-type vari-
ational principle and use this approach to construct the stochastic version we will focus our study on.
• In Section 3 we review some basic mathematical background, both deterministic and stochastic, establish
key notation and introduce our main assumptions. We also present the main mathematical results of this
article.
• In Section 4 we provide the proof of the first key result of this paper. We start by showing local uniqueness
of solutions defined up to a certain stopping time. Then we introduce a truncated version of the stochastic
Boussinesq equations and show uniqueness of maximal solutions. The next subsection deals with the
global existence of mild solutions of the hyper-regularised truncated Boussinesq equations.
• In Section 5 we discuss the required compactness methods and limiting procedure. To that purpose, one
has to overcome some technical difficulties, which we treat in great detail.
• In Section 6 we prove the second fundamental result of this paper, namely the blow-up criterion. We also
discuss the main obstacles regarding the derivation of sharper versions of this blow-up criterion, which
are actually available for the deterministic model but seemingly not for its stochastic counterpart.
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• In Section 7 we propose some possible future research lines and comment on several open problems which
are left to study.
• Appendix A gathers the proof of our third main result and probably the most important one, namely, our
general derivative estimates. These are needed in a simpler Lie-derivative form throughout the body of
this paper. This simplified version of Theorem 1.3 is presented in Section 3.
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2. The stochastic Boussinesq equations
2.1. Clebsch approach derivation. The Boussinesq equations for inviscid, incompressible, 2D fluid
flow in a smooth domain Ω ⊂ R2, first derived in [Bou97] are given by
∂tu+ u · ∇u = −∇p+ θê2, (2.1)
∂tθ + u · ∇θ = 0, (2.2)
∇ · u = 0, (2.3)
where u = u(x, y) represents the fluid velocity, θ = θ(x, y) is the potential temperature, and p = p(x, y)
denotes the pressure of the fluid. Also, we have used the notation ê2 = ∇y = (0, 1). Due to their variational
character, the Boussinesq equations enjoy several important conservation laws.
THEOREM 2.1. The Boussinesq system (2.1)-(2.3) conserves energy and generalised enstrophy.
h =
∫
Ω
{
1
2
|u|2 + θy
}
dV (energy), (2.4)
CΦ =
∫
Ω
Φ(θ) dV (generalised enstrophy), (2.5)
for any differentiable function Φ of the potential temperature.
The following theorem shows that the Boussinesq equations can be derived from a Clebsch-type ap-
proach (this kind of approach is presented in [HoKu83]). This is the key tool for introducing stochasticity
as explained in [Hol15].
THEOREM 2.2. Let Ω be a smooth domain. Consider a Lagrangian function l[u, θ,D] and construct
the following action functional
S [u, θ,D, φ, β] =
∫ b
a
l[u, θ,D] dt+
∫ b
a
∫
Ω
{φ(Dt + div(Du)) + β(∂tθ + u · ∇θ)}dV dt.
Here,D represents a density, and β, φ are multipliers with respect to which we will also take variations. dV
denotes integration in the domain Ω. If we apply Hamilton’s principle for this action functional, we obtain
Boussinesq equations (2.1)-(2.3).
REMARK 2.3. The quantities which are paired with φ and β in the action functional have a geometric
meaning. Indeed, if D is considered as a two-form density, and θ as a scalar, their Lie derivatives with
respect to a velocity vector field u become
LuD = div(Du),
Luθ = u · ∇θ.
Hence, the action functional above could be rewritten as
S[u, θ,D, φ, β] =
∫ b
a
l[u, θ,D] dt+
∫ b
a
∫
Ω
{φ(Dt + LuD) + β(∂tθ + Luθ)}dV dt.
PROOF OF THEOREM 2.2. First note that the form of the action functional is a way of imposing the
constraints coming from the continuity equation and the tracer equation for θ. Let us take variations on the
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action functional S:
0 = δS [u, θ,D]
= δ
∫ b
a
l[u, θ,D] dt+ δ
∫ b
a
∫
Ω
{φ(Dt + div(Du)) + β(∂tθ + u · ∇θ)}dV dt
=
∫ b
a
〈
δl
δu
−D∇φ+ β∇θ, δu
〉
L2
dt+
∫ b
a
〈
δl
δD
− φt −∇φ · u, δD
〉
L2
dt
+
∫ b
a
〈
δl
δθ
− βt − div(βu), δθ
〉
L2
dt+
∫ b
a
〈Dt + div(Du), δφ〉L2 dt+
∫ b
a
〈∂tθ + u · ∇θ, δβ〉L2 dt.
Here, we have used the notation 〈·, ·〉L2 to denote L2 inner product. We obtain the following set of equations
δl
δu
= D∇φ− β∇θ, δl
δD
= φt +∇φ · u, δl
δθ
= βt + div(βu),
Dt + div(Du) = 0, ∂tθ + u · ∇θ = 0.
Now, use this last set of equations to compute(
∂
∂t
+ Lu
)(
1
D
δl
δu
· dx
)
=
(
∂
∂t
+ Lu
)
((∇φ− (β/D)∇θ) · dx) =
(
∂
∂t
+ Lu
)
(dφ− (β/D) dθ)
= d
(
∂
∂t
+ Lu
)
φ−
(
∂
∂t
+ Lu
)
(β/D) dθ − (β/D) d
(
∂
∂t
+ Lu
)
θ
= d
δl
δD
− 1
D
δl
δθ
dθ.
Note that if we substitute the Lagrangian function
l =
∫
Ω
{
1
2
D|u|2 −Dθy + p(1−D)
}
dV, (2.6)
the variational derivatives become
1
D
δl
δu
= u,
δl
δD
=
1
2
|u|2 − θy − p,
1
D
δl
δθ
= −y.
Note that the multiplier p enforces D = 1. Hence we obtain the equations
ut · dx+ Lu(u · dx) = ∇(|u|2/2− θy − p) · dx+ y∇θ · dx,
which can be rewritten as
ut + u · ∇u = θ∇y −∇p,
together with the tracer equation
θt + u · ∇θ = 0,
to close the system. Therefore, we have obtained the Boussinesq equations (2.1)-(2.3) by using a Clebsch-
type approach with constraints to ensure conservation of mass and potential temperature. 
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2.2. Stochastic equations for a general Lagrangian. In order to add stochasticity to the Boussinesq
equations in a way that their geometric properties are preserved, we imitate the ideas in [Hol15]. In our
case, there is more than one constraint of the type qt +Luq = 0, so we include all of them in our stochastic
variational principle.
The new stochastic action functional will be
S[u, θ,D] =
∫ b
a
l[u, θ,D] dt+
∫ b
a
(〈
φ,
dD
dt
+ LuD
〉
L2
+
〈
β,
dθ
dt
+ Luθ
〉
L2
)
dt
+
∫ b
a
∞∑
i=1
〈φ ⋄D, ξi(x, y)〉L2 ◦ dBi(t) +
∫ b
a
∞∑
i=1
〈β ⋄ θ, ξi(x, y)〉L2 ◦ dBi(t).
Here, Bi, i ∈ N, represents a countable family of independent Brownian motions, and ξi, i ∈ N, are
prescribed divergence-free vector fields. “ ◦ ” denotes Stratonovich integration. Note that we have also
required the diamond operation, which is defined by
〈p ⋄ q, ξ〉L2 = −〈p,Lξq〉L2 .
By taking variations, one obtains
δS[u, θ,D] =
∫ b
a
〈dD + LdXtD, δφ〉L2 +
∫ b
a
〈dθ + LdXtθ, δβ〉L2 +
∫ b
a
〈
δl
δD
dt− dφ+ LTdXtφ, δD
〉
L2
+
∫ b
a
〈
δl
δθ
dt− dβ + LTdXtβ, δθ
〉
L2
+
∫ b
a
〈
δl
δu
−D∇φ+ β∇θ, δu
〉
L2
dt,
where Xt is defined by
dXt = u(x, y, t) dt+
∞∑
i=1
ξi(x, y) ◦ dBi(t),
which is a stochastic differential equation in Stratonovich form. Therefore, the stochastic equations of
motion for a general Lagrangian depending on u, θ,D, become
(d+LdXt)
(
1
D
δl
δu
· dx
)
= d
δl
δD
dt− 1
D
δl
δθ
dθ dt, (2.7)
plus the two imposed stochastic transport equations
dθ + LdXtθ = 0,
and
dD + LdXtD = 0.
REMARK 2.4. The notation ◦dBi(t) represents Stratonovich integration with respect to Brownian mo-
tion. Hence, in order to rewrite these equations in Itoˆ form one has to use the Itoˆ correction. This will be
done later.
2.3. Stochastic incompressible Boussinesq model. In Subsection 2.2, we derived the stochastic Boussi-
nesq equations for a general Lagrangian function by using the Clebsch approach. Let us now derive the sto-
chastic incompressible Boussinesq equations, which as we have explained, have Lagrangian function (2.6).
Note that in the deterministic case, the multiplier p enforces that the velocity u must be divergence-free
(since it makes D = 1). When one substitutes the Lagrangian (2.6) into the general stochastic equations
(2.7), one realises quickly that in order for the computations to work properly (so that the geometric prop-
erties of the Boussinesq equations are not lost), one also needs to assume that the stochastic part of u is
divergence-free, this is
∇ · ξi(x, y) = 0, i ∈ N.
8 D. ALONSO-ORA´N AND A. BETHENCOURT DE LEO´N
We will denote by u¯ (instead of dXt) the stochastic velocity with noise. With this new notation, the stochas-
tic Boussinesq equations become
du+ u¯ · ∇u+ uj∇u¯j = ∇(|u|2/2) dt−∇p dt+ θê2 dt,
dθ + u¯ · ∇θ = 0,
∇ · u¯ = ∇ · udt+∇ · ξi ◦ dBi(t) = 0.
Here we employ the Einstein summation convention of summing over repeated indices for the term uj∇u¯j .
Also, D is moved along with the stochastic flow, namely,
dD + u¯ · ∇D = 0.
2.4. Stratonovich to Itoˆ. We have obtained stochastic Boussinesq equations in Stratonovich form.
This was convenient for us, since the equations in this form preserve important geometric properties we are
interested in retaining, such as conservation laws. That is because the Stratonovich integral preserves the
standard rules of integral calculus. The stochastic equations for a general Lagrangian in Stratonovich form
are
d
(
1
D
δl
δu
· dx
)
+ Lu
(
1
D
δl
δu
· dx
)
dt−∇
(
δl
δD
)
· dxdt + 1
D
δl
δθ
∇θ · dxdt = −
∞∑
i=1
Lξi
(
1
D
δl
δu
· dx
)
◦ dBi(t),
dθ + Luθ dt = −
∞∑
i=1
Lξiθ ◦ dBi(t),
dD + LuD dt = −
∞∑
i=1
LξiD ◦ dBi(t).
Of course, it is useful to be able to write these equations in Itoˆ form as well, which can be effected by using
the Itoˆ correction.
PROPOSITION 2.5. The Itoˆ form of our stochastic equations for a general Lagrangian is
d
(
1
D
δl
δu
· dx
)
+ Lu
(
1
D
δl
δu
· dx
)
dt−∇
(
δl
δD
)
· dxdt+ 1
D
δl
δθ
∇θ · dxdt
+
∞∑
i=1
Lξi
(
1
D
δl
δu
· dx
)
dBi(t) =
1
2
∞∑
i=1
Lξi
(
Lξi
(
1
D
δl
δu
· dx
))
dt,
dθ + Luθ dt+
∞∑
i=1
Lξiθ dBi(t) =
1
2
∞∑
i=1
Lξi(Lξiθ) dt,
dD + LuD dt+
∞∑
i=1
LξiD dBi(t) =
1
2
∞∑
i=1
Lξi(LξiD) dt.
Note that the stochastic incompressible Boussinesq equations in Stratonovich form can be expressed as
du+ (u · ∇u− θê2) dt+ uj∇u¯j +
∞∑
i=1
Lξiu ◦ dBit = ∇(|u|2/2) dt−∇p dt, (2.8)
dθ + u · ∇θ dt+
∞∑
i=1
Lξiθ ◦ dBit = 0, (2.9)
∇ · u = 0, (2.10)
∇ · ξi = 0. (2.11)
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To rewrite equations (2.8)-(2.11) in Itoˆ form we apply Proposition 2.5, thus obtaining
du+ (u · ∇u − θê2) dt+ uj∇u¯j +
∞∑
i=1
Lξiu dBit =
1
2
∞∑
i=1
L2ξiu dt+∇(|u|2/2) dt−∇p dt, (2.12)
dθ + u · ∇θ dt+
∞∑
i=1
Lξiθ dBit =
1
2
∞∑
i=1
L2ξiθ dt, (2.13)
∇ · u = 0, (2.14)
∇ · ξi = 0. (2.15)
REMARK 2.6. As a reminder, note that if one wants to prove Proposition 2.5, or as a particular case,
to derive (2.12)-(2.15) from (2.8)-(2.11), one has to calculate the cross-variational terms coming from the
identity ∫ t
0
f ◦ dBs =
∫ t
0
fdBs +
1
2
[f,B] ,
where [·, ·] represents the cross-variation between two stochastic processes. So, in our case[Lξiu,Bi]t = Lξi [u,Bi]t = −Lξi ∫ t
0
Lξiu(·, s) ds = −
∫ t
0
L2ξiu(·, s) ds.
A similar result is also obtained for θ, namely[Lξiθ,Bi]t = − ∫ t
0
L2ξiθ(·, s) ds.
Finally, since we prefer to avoid the pressure term when working with equations (2.12)-(2.15), we take
the curl operator on the first equation, obtaining
dω + Luω dt+
∞∑
i=1
Lξiω dBit =
1
2
∞∑
i=1
L2ξiω dt+ ∂xθ dt, (2.16)
dθ + Luθ dt+
∞∑
i=1
Lξiθ dBit =
1
2
∞∑
i=1
L2ξiθ dt, (2.17)
where ω = ∇⊥ · u = ∂xu2 − ∂yu1 is the vorticity. To close the system, the velocity u can be calculated
from ω by using the Biot-Savart law (see 3.1.2) and the divergence-free condition ∇ · u = 0.
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3. Preliminaries, notation and main results
3.1. Preliminaries and notation. The first result featured in this paper shows local existence in time
and uniqueness of regular solutions of the stochastic Boussinesq equations (2.16)-(2.17). The system is
defined on T2 × [0,∞), with T2 = [−π, π]2 = R2/(2πZ2) being the two-dimensional square torus. Note
that we have chosen to focus on the periodic case for the sake of simplicity; however, results can be straight-
forwardly extended to the whole domain R2. In the presence of boundaries, this is, for smooth bounded
domains Ω ⊂ R2, a more careful analysis is required and presents a future line of research. We next in-
troduce the functional setting and some mathematical background which will be used throughout this article.
3.1.1. Sobolev spaces and embeddings. Sobolev spaces are defined as
W k,p := {f ∈ Lp(T2,R) : (I −∆)k/2f ∈ Lp(T2,R)},
for any k ≥ 0 and p ∈ [1,∞], equipped with the norm ||f ||W k,p = ||(I −∆)k/2f ||Lp . Here, we denote by
(I −∆)k/2f to be the function having Fourier transform (1 + |ξ|2)k/2f̂(ξ), where f̂ represents the Fourier
transform of f . Sometimes we will also use the notation Λk = (−∆)k/2. Recall that L2 based spaces are
Hilbert spaces and may alternatively be denote by Hk = W k,2. For k > 0, we also define H−k := (Hk)⋆,
i.e. the dual space ofHk. Along the paper we will be using different forms of Sobolev embeddings. For the
sake of clarity, we collect below the ones we will most often make use of:
‖f‖L4 . ‖f‖1/2L2 ‖∇f‖
1/2
L2
, (3.1)
‖∇f‖L4 . ‖f‖1/2L∞ ‖∆f‖1/2L2 , (3.2)
‖f‖L∞ . ‖f‖H1+ǫ , for every ǫ > 0. (3.3)
3.1.2. The Biot-Savart operator. As we previously mentioned, in order to close the system of partial
differential equations, we need to be able to calculate u from the vorticity ω. This reconstruction is obtained
by means of the Biot-Savart operator, namely u = K⋆ω = ∇⊥∆−1ω. As a consequence, it is easy to check
that the following inequality
||u||W k+1,p ≤ Ck,p||ω||W k,p , (3.4)
holds for all k ≥ 0, p ∈ (1,∞), where Ck,p = C(k, p) denotes a positive constant.
3.1.3. Assumptions on the vector fields ξi. To give a reasonable meaning to the stochastic terms and to
show certain estimates we need to impose the following assumption. The vector fields
ξi : T
2 → R2 are assumed to be of class C4 and to satisfy
∞∑
i=1
||ξi||2H3 <∞. (3.5)
With this assumption in mind, it is easy to check that for smooth enough functions f :∣∣∣∣∣
∣∣∣∣∣
∞∑
i=1
L2ξif
∣∣∣∣∣
∣∣∣∣∣
2
L2
. ||f ||2H2 , (3.6)
∞∑
i=1
〈Lξif,Lξif〉L2 . ||f ||2H2 . (3.7)
Inequalities (3.5)-(3.7) will be frequently applied throughout this article. Moreover, since during the proofs
of some of the main uniqueness and existence theorems several high order terms appear in the energy
estimates (similar to the ones in [CHF17]), one needs to make use of some facts which are collected in the
following proposition. Its most general version appears in Appendix A, where we also comment on how to
use this result for showing existence and uniqueness results in a more general class of SPDEs.
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PROPOSITION 3.1. Let f ∈ H2(T2,R) and ξi be vector fields satisfying (3.5) . Then we have
〈L2ξif, f〉L2 + 〈Lξif,Lξif〉L2 = 0. (3.8)
Moreover, if f ∈ Hk+2(T2,R) and ξi are of class Ck+1 satisfying
∞∑
i=1
||ξi||2Hk+1 <∞,
there exists a positive constant C = C(i) such that
∞∑
i=1
〈ΛkL2ξif,Λkf〉L2 + 〈ΛkLξif,ΛkLξif〉L2 ≤ C||f ||2Hk , (3.9)
for every k ∈ [1,∞).
REMARK 3.2. Estimates (3.8) and (3.9) are very surprising, since the terms of highest order and one
order less cancel. This turns out to be a general property regarding differential operators (see Appendix A).
3.1.4. Theory of analytical semigroups. For the sake of completeness, we also include several facts
from the theory of analytic semigroups which will be useful later on. For any fixed k ∈ N let us denote
D(A) = H2k(T2,R), and define the operator A : D(A) → L2(T2,R) by Af = ν∆kf , with ν a positive
real number. This operator is self-adjoint and negative definite. Let etA be the semigroup generated by the
operator A in L2(T2,R). The fractional powers (I − A)α are well-defined for every α > 0. Moreover, we
have
‖f‖H2kα ≤ Cα||(I −A)αf ||L2 ,
for some Cα > 0 and f ∈ H2kα(T2,R). The fractional powers commute with the semigroup etA (cf.
[Paz83]), and have the following property∥∥(I −A)αetAf∥∥
L2
≤ Cα
tα
‖f‖L2 , (3.10)
for all t ∈ (0, T ] and functions f ∈ L2(T2,R). With this property in hand, let us prove the following
statement.
LEMMA 3.3. Let f ∈ C([0, T ];L2(T2,R)), fi ∈ C([0, T ];L2(T2,R)), i ∈ N, and t ∈ (0, T ]. We have
that ∥∥∥∥∫ t
0
e(t−s)Af (s) ds
∥∥∥∥2
Hβ
. T 2−β/k sup
t∈[0,T ]
‖f (s)‖2L2 , (3.11)
for 0 < β < k. Moreover,
E
 sup
t∈[0,T ]
∥∥∥∥∥
∞∑
i=1
∫ t
0
e(t−s)Afi (s) dB
i
s
∥∥∥∥∥
2
Hβ
 . T 2−β/k E[ sup
s∈[0,T ]
∞∑
i=1
‖fi (s)‖2L2
]
, (3.12)
for 0 < β < k.
PROOF OF LEMMA 3.3. We just show the first inequality, as the second follows analogously. Note that∥∥∥∥∫ t
0
e(t−s)Af (s) ds
∥∥∥∥
Hβ
≤ Cα
∥∥∥∥(I −A)β/2k ∫ t
0
e(t−s)Af (s) ds
∥∥∥∥
L2
≤ Cα
∫ t
0
1
(t− s)β/2k
‖f (s)‖L2 ds,
where we have used property (3.10) with α = β/2k for the second inequality. The assertion follows by
Jensen’s inequality. 
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3.1.5. Duhamel’s principle and mild sense. In order to show global existence of the regularised equa-
tions (cf. 4.4), we need to rewrite these in a convenient way, namely, as an abstract stochastic evolution
equation
dU +BU dt+
∞∑
i=1
RiU dB
i
t = GU dt+ LU dt, (3.13)
U(0) = U0, (3.14)
where U := (ω, θ), BU := (u · ∇ω, u · ∇θ), GU := (∂xθ, 0), LU :=
(
1
2
∞∑
i=1
L2ξiω,
1
2
∞∑
i=1
L2ξiθ
)
, and
RiU := (Lξiω,Lξiθ). With this new formulation, we say that U satisfies (3.13)-(3.14) in the mild sense if
U(t) = etAU0 −
∫ t
0
e(t−s)A(BU(s)−GU(s)) ds+
∫ t
0
e(t−s)ALU(s) ds−
∞∑
i=1
∫ t
0
e(t−s)ARiU(s) dB
i
s,
where etA is the semigroup generated by A defined previously.
3.1.6. Compact embedding theorems. We shall make use of a compact embedding result (see [FG95])
which is a variation of the classical Aubin-Lions Lemma [Lio69]. To this end we first recall some spaces of
fractional in time derivative. LetW be a Banach space and consider the space of functions
{f : [0, T ]→W}. (3.15)
For fixed p > 1 and 0 < α < 1, we define
Wα,p([0, T ];W ) =
{
f ∈ Lp([0, T ];W ) :
∫ T
0
∫ T
0
||f(t)− f(s)||pW
|t− s|1+pα dt ds <∞
}
.
We endow this space with the following norm
‖f‖pWα,p([0,T ];W ) :=
∫ T
0
||f(t)||pW dt+
∫ T
0
∫ T
0
||f(t)− f(s)||pW
|t− s|1+pα dt ds.
We now have all the tools to state the compact embedding lemma.
LEMMA 3.4. Suppose thatX ⊂ Y ⊂ Z are Banach spaces withX,Z reflexive, and that the embedding
of X into Y is compact. Then for any 1 < p <∞ and 0 < α < 1, the embedding:
Lp([0, T ];X) ∩Wα,p([0, T ];Z) →֒ Lp([0, T ];Y )
is compact.
3.1.7. The stochastic framework. We next briefly recall some notions and aspects of the theory of sto-
chastic analysis. We refer the reader to the classical references [dPZ92, Fla96, Fla11] for a more thorough
review. We begin by fixing a stochastic basis S = (Ξ,F , {Ft}t≥0,P, {Bi}i∈N), that is, a filtered probability
space together with a sequence {Bi}i∈N of scalar independent Brownian motions relative to the filtration
{Ft}t≥0.
Given a stochastic process X ∈ L2(Ξ;L2([0,∞);L2(T2,R))), one may define the Itoˆ stochastic integral
by
Mt =
∫ t
0
X dB =
∞∑
i=1
∫ t
0
Xi dB
i, t > 0,
whereXi = Xei, being {ei}i∈N a complete orthonormal basis in L2(T2,R). This definition makes {Mt}t>0
an element of the square integrable martingales. The process {Mt}t>0 enjoys many good properties. An
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important one is the so called Burkholder-Davis-Gundy inequality, which in the present context reads
E
[
sup
s∈[0,T ]
∣∣∣∣∫ t
0
Xs dBs
∣∣∣∣p
]
≤ CpE
[∫ T
0
|Xs|2 dt
]p/2
, (3.16)
for any p ≥ 1 and Cp an absolute constant depending on p.
Finally, we review some classical and standard convergence tools from abstract probability theory. These
results will be paramount for establishing the needed convergence of the associated hyper-regularised trun-
cated equations to a solution. Let (X, d) be a separable metric space and B(X) the Borel σ-algebra.
Let P(X) denote the collection of all the probability measures that can be defined on (X,B(X)). A set
Γ ⊂ P(X) is said to be tight if, for every ǫ > 0, there exists a compact subset Kǫ ⊂ X such that
µ(Kǫ) ≥ 1− ǫ, ∀µ ∈ Γ.
We say that a sequence {µn}n∈N ⊂ P(X) converges weakly to a probability measure µ if
lim
n→∞
∫
X
ϕdµn =
∫
X
ϕdµ,
for all bounded continuous functions ϕ : X → R. On the other hand, a set Γ ⊂ P(X) is weakly compact
if every sequence {µn}n∈N ⊂ Γ has a weakly convergent subsequence. The proofs of the following two
classical results can be found in [dPZ92],[GK96].
THEOREM 3.5 (Prokhorov). The collection Γ ⊂ P(X) is weakly compact if and only if it is tight.
THEOREM 3.6 (Skorokhod representation). Let {µn}n∈N be a sequence of probability measures that
converges weakly to some measure µ. Assume the support of µ is separable. Then there exists a probability
space (Ω,A,P) and random variables {Xn}∞n=1, such thatXn converges almost surely to a random variable
X, where the laws of Xn and X are µn and µ, respectively.
Let us state the celebrated Gyo¨ngy-Krylov result.
LEMMA 3.7 (Gyo¨ngy-Krylov lemma). Let {Xn}n∈N be a sequence of random variables with values
in a Polish space (E, d), endowed with the Borel σ-algebra. Then Xn converges in probability to an E-
valued random process, if and only if, for every pair of subsequences {Xnj ,Xmj}j∈N, there exists a further
subsequence that converges weakly to a random variable supported on the diagonal {(x, y) ∈ E×E : x =
y}.
We conclude this subsection by recalling the following classical probability theory inequality:
LEMMA 3.8 (Markov’s inequality). Let X be a nonnegative random variable and A > 0. Then
P(X > A) ≤ E(X)
A
.
3.2. Statement of the main results. Let us state here some fundamental definitions and the main the-
orems that we are going to prove in the following sections.
DEFINITION 3.9 (Local solution). A local solution (ω, θ) ∈ H2(T2,R)×H3(T2,R) to the Boussinesq
equations (2.16)-(2.17) is a pair of random variables ω : T2 × Ξ × [0, τ ] → R, θ : T2 × Ξ × [0, τ ] → R,
with trajectories of class C([0, τ ];H2(T2,R)×H3(T2,R)), together with a stopping time τ : Ξ→ [0,∞]
such that ω(t ∧ τ), θ(t ∧ τ) are adapted to {Ft}t≥0, and (2.16)-(2.17) holds in the L2 sense. This is
ωτ ′ − ω0 +
∫ τ ′
0
Luω ds+
∞∑
i=1
∫ τ ′
0
Lξiω dBis =
1
2
∞∑
i=1
∫ τ ′
0
L2ξiω ds+
∫ τ ′
0
∂xθ ds,
θτ ′ − θ0 +
∫ τ ′
0
Luθ ds+
∞∑
i=1
∫ τ ′
0
Lξiθ dBis =
1
2
∞∑
i=1
∫ τ ′
0
L2ξiθ ds,
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for finite stopping times τ ′ ≤ τ . A pair (ω, θ) ∈ L2(T2× [0, τ ])×L2(T2× [0, τ ]) is said to satisfy equations
(2.16)-(2.17) in the weak sense if
〈ωτ ′ , φ〉L2 − 〈ω0, φ〉L2 −
∫ τ ′
0
〈ω,Luφ〉L2 ds−
∞∑
i=1
∫ τ ′
0
〈ω,Lξiφ〉L2 dBis =
1
2
∞∑
i=1
∫ τ ′
0
〈ω,L2ξiφ〉L2 ds−
∫ τ ′
0
〈θ, ∂xφ〉L2 ds,
〈θτ ′ , φ〉L2 − 〈θ0, φ〉L2 −
∫ τ ′
0
〈θ,Luφ〉L2 ds−
∞∑
i=1
∫ τ ′
0
〈θ,Lξiφ〉L2 dBis =
1
2
∞∑
i=1
∫ τ ′
0
〈θ,L2ξiφ〉L2 ds,
for all test functions φ ∈ C∞(T2,R).
DEFINITION 3.10 (Maximal solution). A maximal solution of (2.16)-(2.17) is a stopping time τmax :
Ξ→ [0,∞] and random variables ω : T2 × Ξ× [0, τmax)→ R, θ : T2 × Ξ× [0, τmax)→ R such that:
• P(τmax > 0) = 1, τmax = limn→∞τn, where τn is an increasing sequence of stopping times, i.e.
τn+1 ≥ τn P almost surely.
• (τn, ω, θ) is a local solution for every n ∈ N.
• If (τ ′, ω′, θ′) is another triplet satisfying the above conditions and (ω′, θ′) = (ω, θ) on [0, τ ′∧ τmax), then
τ ′ ≤ τmax P almost surely.
We are now ready to state the main results of this article:
THEOREM 3.11. Let (ω0, θ0) ∈ H2(T2,R) ×H3(T2,R), then there exists a unique maximal solution
(τmax, ω, θ) of the 2D stochastic Boussinesq equations (2.16)-(2.17). If (τ
′, ω′, θ′) is another maximal
solution of (2.16)-(2.17), then necessarily τmax = τ
′, ω = ω′, and θ = θ′ on [0, τmax). Moreover, either
τmax =∞ or lim sup
sրτmax
(||ω(s)||H2 + ||θ(s)||H3) =∞.
In this paper we also construct a blow-up criterion, which reads:
THEOREM 3.12. Given (ω0, θ0) ∈ H2(T2,R)×H3(T2,R), if τmax <∞, then∫ τmax
0
‖∇u(t)‖L∞ + ‖∇θ(t)‖L∞ dt =∞, a.s.
REMARK 3.13. Theorem 3.11 answers the question of the physical validity of the stochastic Boussinesq
equations and provides another example which corroborates the method for introducing stochasticity pre-
sented in [Hol15] as physical. Theorem 3.12 could be used to check whether data from a given numerical
simulation shows blow-up in finite time.
REMARK 3.14. The Sobolev spaces in Theorem 3.11 are not sharp. One could actually prove the same
local existence and uniqueness result in the Sobolev spaces Hs−1(T2,R) ×Hs(T2,R) for s > 2. One of
the knotty and technical points for extending this result to fractional indexes hinges on the Lie derivative
cancellation inequalities stated in Proposition 3.1. However, as shown in Appendix A, inequality (3.9) is
satisfied for a wide class of differential operators, which in particular covers the case of fractional differential
operators.
Finally, we prove a result which is tremendously useful when deriving Hs estimates for a general type
of equations.
THEOREM 3.15. Let Q be a linear operator of first order with smooth bounded coefficients. Then for
f ∈ H2(T2,R) we have
〈Q2f, f〉L2 + 〈Qf,Qf〉L2 . ||f ||2L2 . (3.17)
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Moreover, if f ∈ H2+k(T2,R), and P is a pseudodifferential operator of order k,
〈PQ2f,Pf〉L2 + 〈PQf,PQf〉L2 . ||f ||2Hk , (3.18)
for every k ∈ [1,∞).
REMARK 3.16. Theorem 3.15 turns out to be fundamental when performing a priori estimates in Hs
spaces for similar problems where the noise is given by
∞∑
i=1
Qi(u) dBit ,
where Qi, i ∈ N, represent linear differential operators of first order, and the stochastic integral is in the
Stratonovich sense. We comment further on this in the appendix.
REMARK 3.17 (Paper notation). We mention some aspects regarding the notation we employ along the
article. Normally, we will denote the Sobolev L2−based spaces by Hs(domain, target space). However,
we will sometimes omit the domain and target space and just write Hs, when these are clear from the
context. We write d to indicate an integrating differential in a domain, and we also use the notation df to
denote the exterior differential of a form or a function, hoping it causes no confusion. a . b means there
exists C such that a ≤ Cb, where C is a positive universal constant that may depend on fixed parameters,
constant quantities, and the domain itself. Note also that this constant might differ from line to line. It is
also important to remind that the condition “almost surely” is not always indicated, since in some cases it is
obvious from the context.
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4. Proofs of the main statements
4.1. Local uniqueness. To show the local uniqueness of solutions, we argue by contradiction. We will
prove that any two different local solutions of the 2D stochastic Boussinesq equations (2.16)-(2.17) defined
up to a certain stopping time must be equal (almost surely).
PROPOSITION 4.1. Let τ be a stopping time and ω1, ω2 : T
2 × Ξ × [0, τ ] → R, θ1, θ2 : T2 × Ξ ×
[0, τ ] → R two solutions of (2.16)-(2.17) with the same initial data (ω0, θ0) and continuous paths of class
C
(
[0, τ ];H2(T2,R)×H3(T2,R)). Then ω1 = ω2 and θ1 = θ2 on [0, τ ].
PROOF OF PROPOSITION 4.1. We know that
dωj + Lujωj dt+
∞∑
i=1
Lξiωj dBit =
1
2
∞∑
i=1
L2ξiωj dt+ ∂xθj dt,
dθj + Lujθj dt+
∞∑
i=1
Lξiθj dBit =
1
2
∞∑
i=1
L2ξiθj dt,
for j = 1, 2. Defining the differences ω˜ = ω1 − ω2, u˜ = u1 − u2, and θ˜ = θ1 − θ2, we infer that
dω˜ + Lu1 ω˜ dt+ Lu˜ω2 dt+
∞∑
i=1
Lξiω˜ dBit =
1
2
∞∑
i=1
L2ξiω˜ dt+ ∂xθ˜ dt,
dθ˜ + Lu1 θ˜ dt+ Lu˜θ2 dt+
∞∑
i=1
Lξi θ˜ dBit =
1
2
∞∑
i=1
L2ξi θ˜ dt.
Therefore, we can write (upon using Itoˆ’s lemma for f(x) = x2) that
1
2
d〈ω˜, ω˜〉L2 + 〈Lu1ω˜, ω˜〉L2 dt+ 〈Lu˜ω2, ω˜〉L2 dt+
∞∑
i=1
〈Lξiω˜, ω˜〉L2 dBit
=
1
2
∞∑
i=1
〈L2ξiω˜, ω˜〉L2 dt+
1
2
∞∑
i=1
〈Lξiω˜,Lξi ω˜〉L2 dt+ 〈∂xθ˜, ω˜〉L2 dt,
and
1
2
d〈θ˜, θ˜〉L2 + 〈Lu1 θ˜, θ˜〉L2 dt+ 〈Lu˜θ2, θ˜〉L2 dt+
∞∑
i=1
〈Lξi θ˜, θ˜〉L2 dBit
=
1
2
∞∑
i=1
〈L2ξi θ˜, θ˜〉L2 dt+
1
2
∞∑
i=1
〈Lξi θ˜,Lξi θ˜〉L2 dt.
Now, one can check that for scalar functions, Lξ = −L∗ξ (see Proposition 3.1). Hence we obtain
1
2
∞∑
i=1
〈L2ξiω˜, ω˜〉L2 dt+
1
2
∞∑
i=1
〈Lξi ω˜,Lξi ω˜〉L2 dt = 0
and
1
2
∞∑
i=1
〈L2ξi θ˜, θ˜〉L2 dt+
1
2
∞∑
i=1
〈Lξi θ˜,Lξi θ˜〉L2 dt = 0.
We can estimate the nonlinear terms of each equation as follows
|〈Lu˜ω2, ω˜〉L2 | = |〈u˜ · ∇ω2, ω˜〉L2 | . ‖u˜‖L4 ‖∇ω2‖L4 ‖ω˜‖L2 ≤ C ‖ω2‖H2 ‖ω˜‖2L2 ,
where we have used the Gagliardo-Nirenberg inequality (3.1) and the Biot-Savart property (3.4). In a similar
manner, we can estimate
|〈Lu˜θ2, θ˜〉L2 | = |〈u˜ · ∇θ2, θ˜〉L2 | . ||∇θ2||L∞ ||u˜||L2 ||θ˜||L2 . ||θ2||H3(||ω˜||2L2 + ||θ˜||2L2)
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by applying Young’s inequality and the Sobolev embedding (3.3) in the last step. We also derive
|〈∂xθ˜, ω˜〉L2 | . (||∇θ1||L2 + ||∇θ2||L2) ||ω˜||L2 .
The following two terms are zero due to the divergence-free condition:
〈Lu1 ω˜, ω˜〉L2 = 〈u1 · ∇ω˜, ω˜〉L2 = 0,
〈Lu1 θ˜, θ˜〉L2 = 〈u1 · ∇θ˜, θ˜〉L2 = 0.
Hence, we obtain
d
(
||ω˜||2L2 + ||θ˜||2L2
)
+ 2
∞∑
i=1
(
〈Lξiω˜, ω˜〉L2 + 〈Lξi θ˜, θ˜〉L2
)
dBit
. (1 + ||θ1||H3 + ||θ2||H3 + ||ω1||H2 + ||ω2||H2) (||ω˜||2L2 + ||θ˜||2L2) dt.
Now, by defining
Yt = −
∫ t
0
(1 + ||θ1||H3 + ||θ2||H3 + ||ω1||H2 + ||ω2||H2) ds,
one rewrites the equation in Gro¨nwall’s type form
d
(
exp(Yt)
(
||ω˜||2L2 + ||θ˜||2L2
))
. − exp(Yt)
∞∑
i=1
(
〈Lξi ω˜, ω˜〉L2 + 〈Lξi θ˜, θ˜〉L2
)
dBit ,
and therefore upon integration
exp(Yτ¯ )
(
||ω˜τ¯ ||2L2 + ||θ˜τ¯ ||2L2
)
. −
∞∑
i=1
∫ τ¯
0
exp(Ys)
(
〈Lξi ω˜s, ω˜s〉L2 + 〈Lξi θ˜s, θ˜s〉L2
)
dBis,
for any bounded stopping time τ¯ ≤ τ . Hence
exp(Yt∧τ )
(
||ω˜t∧τ ||2L2 + ||θ˜t∧τ ||2L2
)
. −
∞∑
i=1
∫ t∧τ
0
exp(Ys)
(
〈Lξi ω˜s, ω˜s〉L2 + 〈Lξi θ˜s, θ˜s〉L2
)
dBis.
By taking expectation, one can obtain
E
[
exp(Yt∧τ )
(
||ω˜t∧τ ||2L2 + ||θ˜t∧τ ||2L2
)]
. −
∞∑
i=1
E
[∫ t∧τ
0
exp(Ys)
(
〈Lξi ω˜s, ω˜s〉L2 + 〈Lξi θ˜s, θ˜s〉L2
)
dBis
]
≤ 0.
We conclude
E
[
exp(Yt∧τ )
(
||ω˜t∧τ ||2L2 + ||θ˜t∧τ ||2L2
)]
= 0.
This implies that for every t > 0,
exp(Yt∧τ )
(
||ω˜t∧τ ||2L2 + ||θ˜t∧τ ||2L2
)
= 0, a.s.
Since Yt∧τ is finite we obtain
||ω˜t∧τ ||2L2 + ||θ˜t∧τ ||2L2 = 0, a.s.
and thus,
ω1,t∧τ = ω2,t∧τ , and θ1,t∧τ = θ2,t∧τ , a.s.

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4.2. Existence and uniqueness of maximal solutions. Fix r > 0 to be determined later and choose a
C∞ non-increasing function ηr : [0,∞)→ [0, 1] such that
ηr(x) =
{
1, for |x| ≤ r,
0, for |x| ≥ 2r.
Consider the following truncated stochastic Boussinesq equations
dωr + ηr(||∇u||L∞)Lurωr dt+
∞∑
i=1
Lξiωr dBit =
1
2
∞∑
i=1
L2ξiωr dt+ ∂xθr dt, (4.1)
dθr + ηr(||∇θ||L∞)Lurθr dt+
∞∑
i=1
Lξiθr dBit =
1
2
∞∑
i=1
L2ξiθr dt. (4.2)
LEMMA 4.2. Fix r > 0 and (ω0, θ0) ∈ H2(T2,R) × H3(T2,R). Let ωr : T2 × Ξ × [0,∞) → R,
θr : T
2 × Ξ × [0,∞) → R be a global solution of (4.1)-(4.2) in H2(T2,R) × H3(T2,R). Consider the
stopping time
τr := inf
{
t ≥ 0 : ||ω||H2 + ||θ||H3 ≥
r
C
}
, (4.3)
where C is chosen in such a way that the following inequality holds:
||∇u||L∞ + ||∇θ||L∞ ≤ C(||ω||H2 + ||θ||H3).
Then, if we let ω : T2 × Ξ × [0, τr] → R, θ : T2 × Ξ × [0, τr] → R be the restriction of (ωr, θr) to τr, we
have that (ω, θ) is a local solution in H2 ×H3 to the stochastic Boussinesq equations (2.16)-(2.17).
PROOF OF LEMMA 4.2. The proof is straightforward by construction. For any t ∈ [0, τr] we have that
||∇u||L∞ + ||∇θ||L∞ ≤ C(||ω||H2 + ||θ||H3) ≤ r,
and therefore, ηr(||∇u||∞) = ηr(||∇θ||∞) = 1. 
Let us now state the result which will be the pillar for proving existence and uniqueness of maximal
solutions of the stochastic Boussinesq equations (2.16)-(2.17).
PROPOSITION 4.3. Given r > 0 and (ω0, θ0) ∈ H2(T2,R)×H3(T2,R), there exists a unique global
solution (ω, θ) inH2 ×H3 to the truncated equations (4.1)-(4.2).
The rest of Section 4 and Section 5 is devoted to proving Proposition 4.3. However, we first analyse
how Proposition 4.3 implies our main result stated in Theorem 3.11, showing existence and uniqueness of
maximal solutions of equations (2.16)-(2.17).
PROOF OF THEOREM 3.11. The proof is rather standard and merely constructive. By choosing r =
n ∈ N in Lemma 4.2, we have that (τn, ωn, θn) in H2(T2,R) × H3(T2,R) are local solutions of the
stochastic Boussinesq equations (2.16)-(2.17). Let us define τmax := lim
n→∞
τn, ω := ωn, and θ := θn on
[0, τn). The statement that either τmax =∞ or lim sup
sրτmax
(||ω(s)||H2 + ||θ(s)||H3) =∞ is easy to check.
Indeed, assume that τmax < ∞. Then by continuity of (ω, θ), there exists some stopping time τ ′n < τn
satisfying |τ ′n − τn| ≤ 1n and ||ω(τ ′n)||H2 + ||θ(τ ′n)||H3 ≥ n−1C . Hence,
lim sup
sրτmax
(||ω(s)||H2 + ||θ(s)||H3) ≥ lim sup
n→∞
(||ω(τ ′n)||H2 + ||θ(τ ′n)||H3) =∞.
Now let us show that (τmax, ω, θ) is a maximal solution. Assume by contradiction, that there exists another
solution (τ ′, ω′, θ′) such that ω′ = ω and θ = θ′ on [0, τ ′ ∧ τmax), with τ ′ > τmax on a set with positive
probability. This is only possible if τmax <∞ and therefore, on the set {τ ′ > τmax},
∞ = lim sup
n→∞
(||ω(τ ′n)||H2 + ||θ(τ ′n)||H3) = lim sup
n→∞
(||ω′(τ ′n)||H2 + ||θ′(τ ′n)||H3)
= ||ω′(τmax)||H2 + ||θ′(τmax)||H3 <∞,
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since ω′, θ′ are continuous on [0, τ ′), leading to a contradiction. We conclude that τ ′ ≤ τmax and therefore,
(τmax, ω, θ) is a maximal solution. Suppose now that there exists another maximal solution (τ, ω
⋆, θ⋆)
with the same initial conditions (ω0, θ0). Due to the uniqueness result of Proposition 4.1, one deduces that
ω = ω⋆, θ = θ⋆ on [0, τ ∧ τmax). By a similar argument as before, we cannot have τmax < τ on any set
with positive measure, so τ ≤ τmax. From the third property of maximal solutions in Definition 3.10, we
obtain τ = τmax, and hence ω = ω
⋆, θ = θ⋆ on [0, τmax). 
4.3. Uniqueness of solutions of the truncated Boussinesq equations. In this subsection we show
uniqueness of solutions of the truncated Boussinesq equations (4.1)-(4.2), and therefore we prove the unique-
ness part of Proposition 4.3. The proof follows closely the same strategy as for the uniqueness result in
Proposition 4.1. However, since we have to perform H2 and H3 estimates, it is more involved. First of
all, let ωr,1, ωr,2 : T
2 × Ξ × [0,∞) → R and θr,1, θr,2 : T2 × Ξ × [0,∞) → R be two global solutions
of (4.1)-(4.2) in H2 and H3 respectively. Define the differences ω˜ = ωr,1 − ωr,2, θ˜ = θr,1 − θr,2, and
u˜ = ur,1 − ur,2. We also define the truncation functions ηr(||∇u˜||L∞) = ηr(||∇u1||L∞) − ηr(||∇u2||L∞)
and ηr(||∇θ˜||L∞) = ηr(||∇θ1||L∞)− ηr(||∇θ2||L∞). To simplify notation, we omit the r parameter depen-
dence along the proof. First let us estimate the evolution of ||ω˜||L2 , ||θ˜||L2 , and then we will estimate the
evolution of ||∆ω˜||L2 , ||Λ3θ˜||L2 . We have
dω˜ + η(||∇u1||L∞)Lu1ω1 dt− η(||∇u2||L∞)Lu2ω2 dt+
∞∑
i=1
Lξi ω˜ dBit =
1
2
∞∑
i=1
L2ξi ω˜ dt+ ∂xθ˜ dt, (4.4)
dθ˜ + η(||∇θ1||L∞)Lu1θ1 dt− η(||∇θ2||L∞)Lu2θ2 dt+
∞∑
i=1
Lξi θ˜ dBit =
1
2
∞∑
i=1
L2ξi θ˜ dt. (4.5)
Therefore, by using Itoˆ’s lemma and the cancellation property (3.8), we obtain that
1
2
d||ω˜||2L2 + 〈η(||∇u1||L∞)Lu1ω1 − η(||∇u2||L∞)Lu2ω2, ω˜〉L2 dt+
∞∑
i=1
〈Lξiω˜, ω˜〉L2 dBit = 〈∂xθ˜, ω˜〉L2 dt,
1
2
d||θ˜||2L2 + 〈η(||∇θ1||L∞)Lu1θ1 − η(||∇θ2||L∞)Lu2θ2, θ˜〉L2 dt+
∞∑
i=1
〈Lξi θ˜, θ˜〉L2 dBit = 0.
To estimate the nonlinear terms we rewrite them as follows
〈η(||∇u1||L∞)Lu1ω1 − η(||∇u2||L∞)Lu2ω2, ω˜〉L2 = 〈(η(||∇u1||L∞)− η(||∇u2||L∞))Lu1ω1, ω˜〉L2
+ 〈η(||∇u2||L∞)Lu˜ω1, ω˜〉L2 + 〈η(||∇u2||L∞)Lu2 ω˜, ω˜〉L2 ,
and
〈η(||∇θ1||L∞)Lu1θ1 − η(||∇θ2||L∞)Lu2θ2, θ˜〉L2 = 〈(η(||∇θ1||L∞)− η(||∇θ2||L∞))Lu1θ1, θ˜〉L2
+ 〈η(||∇θ2||L∞)Lu˜θ1, θ˜〉L2 + 〈η(||∇θ2||L∞)Lu2 θ˜, θ˜〉L2 .
Now notice that, on the set where τ2 ≤ τ1, the nonlinear terms are zero if ||ω1||H2 + ||θ1||H3 ≥ r/C (this is
simply a direct consequence of the definition of the stopping times τ1, τ2 provided in (4.3)). Therefore, the
nonlinear terms can be bounded as follows:
|〈η(||∇u1||L∞)Lu1ω1 − η(||∇u2||L∞)Lu2ω2, ω˜〉L2 | . (1 + ||ω1||H2) ||ω˜||2H2 , (4.6)
where we have used that η is Lipschitz, so
|η(||∇u1||L∞)− η(||∇u2||L∞)| ≤ C (||∇u1||L∞ − ||∇u2||L∞)
≤ C||∇u˜||L∞ ≤ C||ω˜||H2 .
Similarly
|〈η(||∇θ1||L∞)Lu1θ1 − η(||∇θ2||L∞)Lu2θ2, θ˜〉L2 | . (1 + ||θ1||H3)
(
||ω˜||2H2 + ||θ˜||2H3
)
, (4.7)
20 D. ALONSO-ORA´N AND A. BETHENCOURT DE LEO´N
where once again we have needed
|η(||∇θ1||L∞)− η(||∇θ2||L∞)| ≤ C (||∇θ1||L∞ − ||∇θ2||L∞)
≤ C||∇θ˜||L∞ ≤ C||θ˜||H3 .
Putting (4.6) and (4.7) together, we deduce
d||ω˜||2L2+d||θ˜||2L2+
∞∑
i=1
〈Lξi ω˜, ω˜〉L2 dBit+
∞∑
i=1
〈Lξi θ˜, θ˜〉L2 dBit . (1 + ||ω1||H2 + ||θ1||H3)
(
||ω˜||2H2 + ||θ˜||2H3
)
dt.
Also, by the same reason as before, we have that on the set {τ1 ≤ τ2}, the nonlinear terms are zero if
||ω2||H2 + ||θ2||H3 ≥ r/C . Hence, by applying similar arguments to the ones above, one can conclude that
d||ω˜||2L2+d||θ˜||2L2+
∞∑
i=1
〈Lξi ω˜, ω˜〉L2 dBit+
∞∑
i=1
〈Lξi θ˜, θ˜〉L2 dBit . (1 + ||ω2||H2 + ||θ2||H3)
(
||ω˜||2H2 + ||θ˜||2H3
)
dt.
Next, let us estimate the evolution of ||∆ω˜||2L2 . Taking the Laplace operator on equation (4.4) and L2 inner
product against ∆ω˜, we obtain
d||∆ω˜||2L2 + 〈∆(η(||∇u1||L∞)Lu1ω1 − η(||∇u2||L∞)Lu2ω2) ,∆ω˜〉L2 dt+
∞∑
i=1
〈∆Lξi ω˜,∆ω˜〉L2 dBit
=
1
2
∞∑
i=1
〈∆L2ξi ω˜,∆ω˜〉L2 dt+
1
2
∞∑
i=1
〈∆Lξiω˜,∆Lξi ω˜〉L2 dt+ 〈∆∂xθ˜,∆ω˜〉L2 dt.
First of all note that
|〈∆Lu˜ω1,∆ω˜〉L2 | . ||ω1||H2 ||ω˜||2H2 ,
|〈∆Lu2 ω˜,∆ω˜〉L2 | . ||ω2||H2 ||ω˜||2H2 .
The same kind of estimates holds for the terms 〈∆Lu˜ω2,∆ω˜〉L2 , 〈∆Lu1 ω˜,∆ω˜〉L2 . Again, on the set {τ2 ≤
τ1}
|〈(η(||∇u1||L∞)− η(||∇u2||L∞))∆Lu1ω1,∆ω˜〉L2 | ≤ ||ω1||H2 ||ω˜||2H2 .
In the same way, on the set {τ1 ≤ τ2}
|〈(η(||∇u1||L∞)− η(||∇u2||L∞))∆Lu2ω2,∆ω˜〉L2 | ≤ ||ω2||H2 ||ω˜||2H2 .
Hence putting everything together we obtain:
d||∆ω˜||2L2 +
∞∑
i=1
〈∆Lξiω˜,∆ω˜〉L2 dBit . (1 + ||ω1||H2 + ||ω2||H2)
(
||ω˜||2H2 + ||θ˜||2H3
)
dt
+
1
2
∞∑
i=1
〈∆L2ξi ω˜,∆ω˜〉L2 dt+
1
2
∞∑
i=1
〈∆Lξiω˜,∆Lξω˜〉L2 dt.
The terms on the second line above can be bounded by invoking estimate (3.9) with k = 2, thus obtaining
d||∆ω˜||2H2 +
∞∑
i=1
〈∆Lξiω˜,∆ω˜〉L2 dBit . (1 + ||ω1||H2 + ||ω2||H2)
(
||ω˜||2H2 + ||θ˜||2H3
)
dt.
Finally, we derive the estimate for ||Λ3θ˜||2L2 . To avoid repetition and simplify the exposition, we omit further
details on this H3 evolution computation. Without much effort, one realises that (take into account (3.9)
with k = 3)
d||Λ3θ˜||2L2+
∞∑
i=1
〈Λ3Lξi θ˜,Λ3θ˜〉L2 dBit . (1 + ||ω1||H2 + ||ω2||H2 + ||θ1||H3 + ||θ2||H3)
(
||ω˜||2H2 + ||θ˜||2H3
)
dt.
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Combining the estimates for ω˜ and θ˜ we conclude
d||∆ω˜||2L2 + d||Λ3θ˜||2L2 +
∞∑
i=1
(
〈∆Lξiω˜,∆ω˜〉L2 + 〈Λ3Lξi θ˜,Λ3θ˜〉L2
)
dBit
. (1 + ||ω1||H2 + ||ω2||H2 + ||θ1||H3 + ||θ2||H3)
(
||ω˜||2H2 + ||θ˜||2H3
)
dt.
Now, it is enough to repeat the arguments in the proof of Proposition 4.1 to finish the proof.
REMARK 4.4. It is also worth mentioning that in order to make full sense of some of the terms in the pre-
vious computation we would actually require more regularity. This could be made rigorous by introducing
some mollifiers or a Fourier truncation type function Sr such that
Ŝrf(ξ) = 1Br f̂(ξ),
where Br is a ball of radius r centred at the origin and 1Br represents the indicator function. However, we
do not carry out this argument here, since it would give rise to several lengthy and tedious computations that
are quite standard.
4.4. Global solutions of the hyper-regularised truncated Boussinesq equations. We are left to show
global existence of solutions of the truncated Boussinesq equations (4.1)-(4.2). To that purpose, let us
consider the following hyper-regularised truncated equations
dωνr + ηr(ω
ν
r )Luνrωνr dt+
∞∑
i=1
Lξiωνr dBit = ν∆5ωνr dt+
1
2
∞∑
i=1
L2ξiωνr dt+ ∂xθνr dt, (4.8)
dθνr + ηr(θ
ν
r )Luνr θνr dt+
∞∑
i=1
Lξiθνr dBit = ν∆7θνr dt+
1
2
∞∑
i=1
L2ξiθνr dt, (4.9)
ωνr (x, 0) = ω0 , θ
ν
r (x, 0) = θ0, (4.10)
where ν > 0 and div uνr = 0. The above equation is understood in the mild sense (see 3.1.5), since the
terms∆5ωνr ,∆
7θνr cannot be made sense of in the classical one. The artificial dissipations have been added
in order to make the computations of the higher order terms rigorous (as for instance ∆L2ξiω or Λ3L2ξiθ).
The rest of this section is devoted to proving the following result.
PROPOSITION 4.5. For every ν, r > 0, and initial data (ω0, θ0) ∈ H2(T2,R)×H3(T2,R), there exists
a unique global strong solution (ωνr , θ
ν
r ) in the class L
2(Ξ;C([0, T ];H2(T2,R)) × H3(T2,R))), for all
T > 0. Moreover, their paths will gain extra regularity, namely C([δ, T ];H4(T2,R) × H5(T2,R)), for
every T > δ > 0.
PROOF OF PROPOSITION 4.5. The proof consists in first constructing a local solution via a fix point
iteration argument. After showing a proper a priori estimate, we will be able to infer that this solution can
be extended to a global one. For the sake of exposition clarity, the proof will be divided into several steps.
We will also omit the subscripts ν and r throughout the proof.
Step 1: Formulation of the mild equation. Given U0 = (ω0, θ0) ∈ L2(Ξ;H2(T2,R)×H3(T2,R)), consider
the mild truncated formulation equation
U(t) = (ΥU)(t),
where
(ΥU)(t) = etAU0−
∫ t
0
e(t−s)A(Bη(U)(s)−GU(s)) ds+
∫ t
0
e(t−s)ALU(s) ds−
∞∑
i=1
∫ t
0
e(t−s)ARiU(s) dB
i
s,
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where A := (ν∆5, ν∆7), BηU := (η(||∇u||L∞)(u · ∇)ω, η(||∇θ||L∞)(u · ∇)θ) , GU := (∂xθ, 0),
LU :=
(
1
2
∞∑
i=1
L2ξiω,
1
2
∞∑
i=1
L2ξiθ
)
, and RiU := (Lξiω,Lξiθ).
Step 2: Construction of the local solution. Let WT = L2(Ξ;C([0, T ];H2(T2,R) × H3(T2,R))). Since
we want to prove that the map Υ is a contraction on the space WT , first we need to check that the map Υ
applied to an element ofWT returns indeed an element of the same space. So let U ∈ WT . We check the
different terms:
• etA is bounded in the spaces H2(T2,R) and H3(T2,R). Therefore etAU0 is inWT .
• The operator Bη(U) is in L2(Ξ;C([0, T ];L2(T2,R) × L2(T2,R))) since the map U → Bη(U) from
H2(T2,R)×H3(T2,R) to L2(T2,R)×L2(T2,R) is Lipschitz continuous. Hence by applying estimate
(3.11), we obtain that ∫ t
0
e(t−s)ABη(U)(s) ds ∈ WT .
• Since the operator G satisfies
||GU ||L2 . ||U ||H1 ,
by the same argument as above it is straightforward to infer that∫ t
0
e(t−s)AGU(s) ds ∈ WT .
• By condition (3.6),
∞∑
i=1
L2ξiU ∈ L2(Ξ;C([0, T ];L2(T2,R)×L2(T2,R))), so again by estimate (3.11) we
have ∫ t
0
e(t−s)ALU(s) ds ∈ WT .
• To manipulate the stochastic term RiU , we just need to combine (3.7),
∞∑
i=1
||LξiU ||2L2 . ||U ||2H2 ,
with estimate (3.12) to get
∞∑
i=1
∫ t
0
e(t−s)ARiU(s) dB
i
s ∈ WT .
Checking the Lipschitz continuity of the map Υ in WT is a tedious but simple task which is left for the
interested reader.
Step 3: From local to global. A priori estimate. It is clear from the above construction that the lifespan
of the solution U depends only on the norm of the initial condition U0 in L
2(Ξ;H2(T2,R)×H3(T2,R)) .
Therefore, in order to extend the solution to a global one, it is sufficient to show that for a given T > 0 and
initial U0, we have that
sup
t∈[0,T ]
E
[||U(t)||2H2×H3] ≤ C(T ). (4.11)
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If this holds true, we could patch together each local solution to cover any time interval. Hence, let us prove
that this a priori estimate is indeed satisfied. Taking into account each term in the equation U(t) = (ΥU)(t),
we derive
E
[
‖U(t)‖2H2×H3
]
. E
[∥∥etAU0∥∥2H2×H3]+ E
[∥∥∥∥∫ t
0
e(t−s)A (Bη(U)(s)−GU(s)) ds
∥∥∥∥2
H2×H3
]
+ E
[∥∥∥∥∫ t
0
e(t−s)ALU(s) ds
∥∥∥∥2
H2×H3
]
+ E
∥∥∥∥∥
∞∑
i=1
∫ t
0
e(t−s)ARiU(s) dB
i
s
∥∥∥∥∥
2
H2×H3
 .
Applying estimates (3.11) and (3.12), together with (3.5)-(3.7), we obtain
E
[
‖U(t)‖2H2×H3
]
. E
[
‖U0‖2H2×H3
]
+ E
[∫ t
0
max
(
1
(t− s)2/5 ,
1
(t− s)3/6
)
‖U(s)‖2H2×H3 ds
]
.
Assertion (4.11) is concluded by performing a variation of a Gro¨nwall’s type argument (cf. [Hen81]).
Step 4: Higher regularity. By using general properties of the semigroup etA (cf. [Gol85, Paz83]), one
can prove that for positive times T > δ > 0, each term in the mild equation enjoys higher regularity,
namely, U ∈ L2(Ξ;C([δ, T ];H4(T2,R)×H5(T2,R))), for every T > δ > 0. 
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5. Compactness argument
In this section, we will show that the family of solutions {(ωνr , θνr )}ν>0 to the hyper-regularised equa-
tions (4.8)-(4.9) is compact in some sense, which will enable us to extract a subsequence converging strongly
to a solution of the truncated stochastic Boussinesq system (4.1)-(4.2). The central idea for proving this is
to show compactness of the probability laws of this family. Consequently, we have to demonstrate that these
laws are tight in a suitable metric space. Before proceeding any further, let us first give a glimpse of the
steps we will be following.
Let T > 0 and define the Polish space E by
E = L2([0, T ];Hβ(T2,R)×Hβ(T2,R)) ∩ Cw([0, T ];H2(T2,R)×H3(T2,R)), β > 1. (5.1)
Assume that the laws of {(ωνr , θνr )}ν>0 are tight inE. Then, Theorem 3.5 can be applied and one can extract
a weakly converging subsequence, which we will denote by {(ω1/nr , θ1/nr )}n∈N without loss of generality.
However, we need a stronger type of convergence so that we can take limits properly. To this purpose we use
the Gyo¨ngy-Krylov Lemma 3.7, which guarantees that the sequence {(ω1/nr , θ1/nr )}n∈N converges in proba-
bility if some diagonal assumption holds. This latter assumption can be checked by applying Theorem 3.6 to
the sequence {(ω1/nr , θ1/nr )}n∈N and finding a probability space (Ω,A,P) and a family of random measures
{(ω′1/nr , θ′1/nr )}n∈N, where the convergence is almost surely. Moreover, the laws of {(ω′1/nr , θ′1/nr )}n∈N
can be easily shown to satisfy equations (4.8)-(4.9) weakly. Although we have not gone into extreme detail
at some of the points in this paragraph, this is based on standard and classical stochastic partial differential
equations arguments. A more exhaustive explanation can be found in [CHF17],[GHV14],[GHZ09].
Passage to the limit. We know that {(ω′1/nr , θ′1/nr )}n∈N converges almost surely in E as n → ∞. Let
us denote its limit by (ω′r, θ
′
r). We claim that (ω
′
r, θ
′
r) satisfies equations (4.1)-(4.2) in the weak sense
explained in Definition 3.9. We will show this now and later we will take charge of proving this limit is
actually regular enough so the equations are satisfied in the strong sense. We integrate against test functions
and take limits as n→∞ on the equations
dω1/nr + ηr(||∇u1/n||L∞)Lu1/nr ω
1/n
r dt+
∞∑
i=1
Lξiω1/nr dBit = (1/n)∆5ω1/nr dt+
1
2
∞∑
i=1
L2ξiω1/nr dt+ ∂xθ1/nr dt,
dθ1/nr + ηr(||∇θ1/n||L∞)Lu1/nr θ
1/n
r dt+
∞∑
i=1
Lξiθ1/nr dBit = (1/n)∆7θ1/nr dt+
1
2
∞∑
i=1
L2ξiθ1/nr dt.
Let us analyse each term carefully:
• It is straightforward to check that the term ∂xθ1/nr converges to ∂xθr, weakly as n→∞.
• The viscosity term (1/n)∆5ω1/nr . Indeed, note that (1/n)∆5ω1/nr converges weakly to zero (as n→∞),
by using pathwise convergence in
L2([0, T ];L2(T2,R)) ⊃ L2([0, T ];Hβ(T2,R))
plus the embedding Hβ(T2,R) ⊂ C(T2,R), which implies that ω1/nr is equibounded, i.e. we can apply
bounded convergence theorem.
• The single Lie-derivative term Lξiω1/nr . First note that〈
∞∑
i=1
Lξiω1/nr −
∞∑
i=1
Lξiωr, φ
〉
L2
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≤ ||∇φ||L∞
(
∞∑
i=1
||ξi||L2
)
||ω1/nr − ωr||L2 → 0,
by using integration by parts, the pathwise convergence in L2([0, T ];L2(T2,R)) and assumption (3.5).
Then apply bounded convergence theorem.
• The double Lie-derivative terms L2ξiω
1/n
r . Note〈
∞∑
i=1
L2ξiω1/nr −
∞∑
i=1
L2ξiωr, φ
〉
L2
=
〈
ω1/nr − ωr,
∞∑
i=1
L2ξiφ
〉
L2
,
since L = −L∗ (where L∗ denotes the adjoint operator of L under the L2 pairing). Use again convergence
in L2([0, T ];L2(T2,R)) and assumption (3.5). Then apply bounded convergence theorem.
• The nonlinear term. One needs to show∫ T
0
∫
T2
ηr(||∇u1/n||L∞)Lu1/nr ω
1/n
r φdV ds→
∫ T
0
∫
T2
ηr(||∇u||L∞)LurωrφdV ds, a.s. (5.2)
First note 〈
L
u
1/n
r
ω1/nr , φ
〉
L2
= −
〈
ω1/nr ,Lu1/nr φ
〉
L2
,
so ∣∣∣〈L
u
1/n
r
ω1/nr − Lurωr, φ
〉
L2
∣∣∣
≤
∣∣∣〈L
(u
1/n
r −ur)
ω1/nr , φ
〉
L2
∣∣∣+ ∣∣∣〈Lur(ω1/nr − ωr), φ〉
L2
∣∣∣
=
∣∣∣〈ω1/nr ,L(u1/nr −ur)φ〉L2∣∣∣+ ∣∣∣〈ω1/nr − ωr,Lurφ〉L2∣∣∣→ 0,
as n → ∞, since convergence of ω1/nr in L2([0, T ];L2(T2,R)) to ωr implies convergence of u1/nr in
L2([0, T ];H1(T2,R)) to ur. By the bounded convergence theorem, this convergence can be extended to
L1([0, T ],R). Also note that∣∣∣∣∣∣ηr(||∇u1/n||L∞)Lu1/nr ω1/nr ∣∣∣∣∣∣L2 ≤ ∣∣∣∣∣∣ηr(||∇u1/n||L∞)∣∣∣∣∣∣L∞ ∣∣∣∣∣∣Lu1/nr ω1/nr ∣∣∣∣∣∣L2 .
Therefore, to show (5.2), we only need bounded convergence theorem. Let us verify the assumptions.
(i) Since L2([0, T ];Hβ(T2,R)) ∩ Cw([0, T ];H2(T2,R)) ⊂ Cw([0, T ];C(T2,R)), the sequence〈
(ω1/nr − ωr),L(u1/nr −ur)φ
〉
L2
is equibounded in L2([0, T ],R), P almost surely.
(ii) We are left to prove ηr(||∇u1/n||L∞) → ηr(||∇u||L∞), as n → ∞, in probability with respect to
time (note that these functions are bounded by one). For this convergence, use that ω
1/n
r converges
to ωr strongly with respect to time since L
2([0, T ];Hβ(T2,R)) ⊂ L2([0, T ];C(T2,R)). Moreover,
since ηr is bounded continuous, also ηr(||∇u1/n||L∞) converges in L2([0, T ];C(T2,R)). Finally,
strong convergence implies convergence in probability. Hence, bounded convergence can be applied
and (5.2) is guaranteed.
Thus, we have shown that solutions of equation (4.8) converge to solutions of equation (4.1) in the weak
limit on E. By an almost identical procedure, we can also show that solutions of equation (4.9) converge to
solutions of its nonregularised version, namely equation (4.2), as n → ∞. As we pointed before, the first
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step to carry out all these arguments is to show that the laws of {(ωνr , θνr )}ν>0 are tight in the Polish space
E. The following result asserts that this holds true if some estimates are satisfied.
PROPOSITION 5.1. Assume that for some α > 0 and N,N⋆ ∈ N, there exist constants C1, C2, such
that
E
[
sup
t∈[0,T ]
||ωνr (t)||2H2
]
+ E
[
sup
t∈[0,T ]
||θνr (t)||2H3
]
≤ C1, (5.3)
E
[∫ T
0
∫ T
0
||ωνr (t)− ωνr (s)||2H−N
|t− s|1+2α dt ds
]
+ E
[∫ T
0
∫ T
0
||θνr (t)− θνr (s)||2H−N⋆
|t− s|1+2α dt ds
]
≤ C2, (5.4)
uniformly in ν. Then {(ωνr , θνr )}ν>0 is tight in the Polish space E defined in (5.1).
PROOF OF PROPOSITION 5.1. By applying Lemma 3.4 with X = H2(T2,R) × H3(T2,R), Y =
Hβ(T2,R)×Hβ(T2,R), Z = H−N (T2,R)×H−N⋆(T2,R), p = 2, and 0 < α < 1, we deduce that
E0 := L
2([0, T ];X) ∩Hα([0, T ];Z) →֒ L2([0, T ];Y ) ⊂ E, (5.5)
for any 1 < β < 2. We choose this range for β to obtain compactness of the embedding of X into Y and so
that Y ⊂ C(T2,R). Then the family of laws of {(ωνr , θνr )}ν>0 is supported on the space E0 by hypothesis
(5.3)-(5.4). All we need to show is that this family is tight in E. ForR1, . . . , R6 > 0 define the set BR1,...,R6
as{
(ωνr , θ
ν
r ) : sup
t∈[0,T ]
||ωνr (t)||2H2 ≤ R1,
∫ T
0
||ωνr (t)||2H−N dt ≤ R2,
∫ T
0
∫ T
0
||ωνr (t)− ωνr (s)||2H−N
|t− s|1+2α dt ds ≤ R3,
sup
t∈[0,T ]
||θνr (t)||2H3 ≤ R4,
∫ T
0
||θνr (t)||2H−N⋆ dt ≤ R5,
∫ T
0
∫ T
0
||θνr (t)− θνr (s)||2H−N⋆
|t− s|1+2α dt ds ≤ R6
}
,
which is compact in L2([0, T ];Hβ(T2,R) × Hβ(T2,R)) and therefore in E. It suffices to prove that for
every given ǫ, there exist R1, . . . , R6 > 0 such that
P((ωνr , θ
ν
r ) ∈ BcR1,...,R6) ≤ ǫ.
Invoking Lemma 3.8, we have that
P
(
sup
t∈[0,T ]
||ωνr (t)||2H2 > R1
)
≤
E
[
sup
t∈[0,T ]
||ωνr (t)||2H2
]
R1
≤ C
R1
,
and this is smaller than ǫ/6 if we choose R1 sufficiently large. Similarly, one can deduce that
P
(∫ T
0
∫ T
0
||ωνr (t)− ωνr (s)||H−N
|t− s|1+2α dt ds > R3
)
≤ C
R3
≤ ǫ/6,
if R3 is large enough. Since ||f(t)||2H−N . ||f(t)||2H2 ,
P
(∫ T
0
||ωνr (t)||2H−N dt > R2
)
≤ P
(
T sup
t∈[0,T ]
||ωνr (t)||2H−N > R2
)
. P
(
T sup
t∈[0,T ]
||ωνr (t)||2H2 > R2
)
≤ C
R2
,
which can also be made arbitrarily small by choosing R2 large enough. Identical procedure applies to the
sets
P
(
sup
t∈[0,T ]
||θνr (t)||2H3 > R4
)
,P
(∫ T
0
||θνr (t)||2H−N⋆ dt > R5
)
,P
(∫ T
0
∫ T
0
||θνr (t)− θνr (s)||H−N⋆
|t− s|1+2α dt ds > R6
)
,
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thanks to Lemma 3.8 and hypothesis (5.3)-(5.4). We conclude that there exist large enough R1, . . . , R6 > 0
such that
P((ωνr , θ
ν
r ) ∈ BcR1,...,R6) ≤ ǫ
as required. 
After having proven Proposition 5.1, we are left to show that its hypothesis (5.3)-(5.4) hold. First, we
will demonstrate that condition (5.3) implies condition (5.4). Indeed, since ωνr and θ
ν
r satisfy equations
(4.8)-(4.9), respectively, we have that
ωνr (t)− ωνr (s) +
∫ t
s
ηr(||∇u||L∞)Luνrωνr (γ) dγ +
∫ t
s
∞∑
i=1
Lξiωνr (γ) dBiγ
=
∫ t
s
ν∆5ωνr (γ) dγ +
1
2
∫ t
s
∞∑
i=1
L2ξiωνr (γ) dγ +
∫ t
s
∂xθ
ν
r (γ) dγ,
and
θνr (t)− θνr (s) +
∫ t
s
ηr(||∇θ||L∞)Luνr θνr (γ) dγ +
∫ t
s
∞∑
i=1
Lξiθνr (γ) dBiγ
=
∫ t
s
ν∆7θνr (γ) dγ +
1
2
∫ t
s
∞∑
i=1
L2ξiθνr (γ) dγ.
Hence by applying Minkowski’s and Jensen’s inequality, we obtain that
E
[||ωνr (t)− ωνr (s)||2H−N ] . (t− s)∫ t
s
E
[
ηr(||∇u||L∞)||Luνrωνr (γ)||2H−N
]
dγ
+ (t− s)
∫ t
s
E
[||ν∆5ωνr (γ)||2H−N ] dγ
+ (t− s)
∫ t
s
∞∑
i=1
E[||L2ξiωνr (γ)||2H−N ] dγ + (t− s)
∫ t
s
E
[||∂xθνr (γ)||2H−N ] dγ
+ E
∣∣∣∣∣
∣∣∣∣∣
∫ t
s
∞∑
i=1
Lξiωνr (γ) dBiγ
∣∣∣∣∣
∣∣∣∣∣
2
H−N
 .
Therefore, by using that ‖f‖H−N . ‖f‖L2 , we have that
E
[||ωνr (t)− ωνr (s)||2H−N ] . (t− s)∫ t
s
E
[
ηr(||∇u||L∞)||Luνrωνr (γ)||2H−N
]
dγ
+ (t− s)
∫ t
s
E
[||ν∆5ωνr (γ)||2H−N ] dγ
+ (t− s)
∫ t
s
∞∑
i=1
E
[||L2ξiωνr (γ)||2L2] dγ + (t− s)∫ t
s
E
[||∂xθνr (γ)||2L2] dγ
+ E
∣∣∣∣∣
∣∣∣∣∣
∫ t
s
∞∑
i=1
Lξiωνr (γ) dBiγ
∣∣∣∣∣
∣∣∣∣∣
2
L2
 .
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Mimicking the same estimates, we get
E
[||θνr (t)− θνr (s)||2H−N⋆ ] . (t− s)∫ t
s
E
[
ηr(||∇θ||L∞)||Luνr θνr (γ)||2H−N⋆
]
dγ
+ (t− s)
∫ t
s
E
[||ν∆7θνr (γ)||2H−N⋆ ] dγ
+ (t− s)
∫ t
s
∞∑
i=1
E
[||L2ξiθνr (γ)||2L2] dγ
+ E
∣∣∣∣∣
∣∣∣∣∣
∫ t
s
∞∑
i=1
Lξiθνr (γ) dBiγ
∣∣∣∣∣
∣∣∣∣∣
2
L2
 .
In order to calculate each term, we use the following bounds:
LEMMA 5.2. The following estimates hold true
||Luνrωνr ||H−8 . ||ωνr ||L∞ ||ωνr ||H2 , (5.6)
||∆5ωνr ||H−8 . ||ωνr ||H2 , (5.7)
||Luνr θνr ||H−11 . ||ωνr ||L∞ ||ωνr ||H3 , (5.8)
||∆7θνr ||H−11 . ||θνr ||H3 . (5.9)
PROOF OF LEMMA 5.2. The statement can be checked by direct computations. 
Using (5.6) we have that
ηr(||∇u||L∞)
∥∥Luνrωνr ∥∥2H−8 . ‖ωνr ‖2H2 ,
and therefore, ∫ t
s
E
[
ηr(||∇u||L∞)||Luνrωνr (γ)||2H−8
]
dγ .
∫ t
s
E
[
‖ωνr (γ)‖2H2
]
dγ ≤ C, (5.10)
where we have used (5.3). In the same way, by using (5.3) and (5.7), it is easy to infer that∫ t
s
E
[||ν∆5ωνr (γ)||2H−8] dγ . ∫ t
s
E
[||ωνr (γ)||2H2] dγ ≤ C. (5.11)
Applying (5.3), we get ∫ t
s
E
[||∂xθνr (γ)||2L2] dγ . ∫ t
s
E
[||θνr (γ)||2H3] dγ ≤ C. (5.12)
Now using (3.6), we have that ∥∥∥∥∥
∞∑
i=1
L2ξiωνr (γ)
∥∥∥∥∥
2
L2
. ‖ωνr (γ)‖2H2 ,
and hence by (5.3), ∫ t
s
∞∑
i=1
E
[∥∥L2ξiωνr (γ)∥∥2L2]dγ . ∫ t
s
E
[
‖ωνr (γ)‖2H2
]
dγ ≤ C. (5.13)
Finally, the stochastic term can be controlled by using (3.7),
E
∣∣∣∣∣
∣∣∣∣∣
∫ t
s
∞∑
i=1
Lξiωνr (γ) dBiγ
∣∣∣∣∣
∣∣∣∣∣
2
L2
 = ∞∑
i=1
∫ t
s
E
[||Lξiωνr (γ)||2L2] dγ
.
∫ t
s
E
[||ωνr (γ)||2H2] dγ ≤ C. (5.14)
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Combining estimates (5.10)-(5.14), we deduce that
E
[
‖ωνr (t)− ωνr (s)‖2H−8
]
≤ C(t− s).
Likewise, by using (5.8)-(5.9) we can conclude that
E
[
‖θνr (t)− θνr (s)‖2H−11
]
≤ C(t− s).
Hence for 0 < α < 1/2,
E
[∫ T
0
∫ T
0
||ωνr (t)− ωνr (s)||2H−8
|t− s|1+2α dt ds
]
+ E
[∫ T
0
∫ T
0
||θνr (t)− θνr (s)||2H−11
|t− s|1+2α dt ds
]
≤ E
[∫ T
0
∫ T
0
C
|t− s|2α dt ds
]
≤ C1(T ),
as required.
REMARK 5.3. Notice that we have needed to use the spaces H−8 and H−11 in order to deal with the
dissipative terms.
We are left to prove that hypothesis (5.3) holds true. This fact is collected in the following lemma.
LEMMA 5.4. There exists a universal constant C such that
E
[
sup
t∈[0,T ]
||ωνr (t)||2H2
]
+ E
[
sup
t∈[0,T ]
||θνr (t)||2H3
]
≤ C. (5.15)
PROOF OF LEMMA 5.4. Taking two derivatives on equation (4.8), we have that
∆ωνr (t) = ∆ω
ν
r (0)−
∫ t
0
ηr(||∇u||L∞)∆Luνrωνr (s) ds−
∫ t
0
∞∑
i=1
∆Lξiωνr (s) dBis
+
∫ t
0
ν∆6ωνr (s) ds+
1
2
∫ t
0
∞∑
i=1
∆L2ξiωνr (s) ds+
∫ t
0
∆∂xθ
ν
r (s) ds.
Dotting against ∆ωνr , applying Itoˆ’s formula, and integrating over T
2, one obtains
1
2
∫
T2
|∆ωνr (t)|2 dV =
1
2
∫
T2
|∆ωνr (0)|2 dV −
∫ t
0
〈ηr(||∇u||L∞)∆Luνrωνr (s),∆ωνr (s)〉L2 ds
−
∞∑
i=1
∫ t
0
〈∆Lξiωνr (s),∆ωνr (s)〉L2 dBis +
∫ t
0
〈ν∆6ωνr (s),∆ωνr (s)〉L2 ds
+
∫ t
0
〈∆∂xθνr (s),∆ωνr (s)〉L2 ds+
1
2
∞∑
i=1
∫ t
0
〈∆L2ξiωνr (s),∆ωνr (s)〉L2 ds
+
1
2
∞∑
i=1
∫ t
0
〈∆Lξiωνr (s),∆Lξiωνr (s)〉L2 ds.
Let us estimate term by term:
• The dissipative term 〈ν∆6ωνr ,∆ωνr 〉L2 cannot be used to absorb any other singular terms, since we want
our estimates to be independent of ν. Applying integration by parts
〈ν∆6ωνr ,∆ωνr 〉L2 = −ν
∫
T2
|∆7/2ωνr |2 dV,
so we see that the dissipative term has the correct sign, and we can just drop it.
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• The sum of the last two terms
1
2
∞∑
i=1
〈∆Lξiωνr ,∆Lξiωνr 〉L2 +
1
2
∞∑
i=1
〈∆L2ξiωνr ,∆ωνr 〉L2
can be bounded thanks to (3.9) as
1
2
∞∑
i=1
〈∆Lξiωνr ,∆Lξiωνr 〉L2 +
1
2
∞∑
i=1
〈∆L2ξiωνr ,∆ωνr 〉L2 . ||ωνr ||2H2 .
• TheH2 estimate for the nonlinear term is quite standard. It is easy to show that∣∣∣∣∫
T2
∆Luνrωνr∆ωνr dV
∣∣∣∣ . ||∇uνr ||L∞ ||ωνr ||2H2 . (5.16)
Indeed, by Leibniz chain rule we have that∫
T2
∆Luνrωνr∆ωνr dV =
∫
T2
(∆uνr · ∇)ωνr∆ωνr dV +
∫
T2
(uνr · ∇∆ωνr )∆ωνr dV
+ 2
∫
T2
∑
|α|=1
(Dαuνr ·Dα∇ωνr )∆ωνr dV.
The second integral on the right-hand side above is zero due to the incompressibility condition. The first
integral can by bounded as follows∣∣∣∣∫
T2
(∆uνr · ∇)ωνr∆ωνr dV
∣∣∣∣ . ‖∆uνr‖L4 ‖∇ωνr ‖L4 ‖∆ωνr‖L2
. ‖∇uνr‖1/2L∞ ‖∇∆uνr‖1/2L2 ‖ωνr ‖
1/2
L∞ ‖∆ωνr‖1/2L2 ‖∆ωνr ‖L2
. ‖∇uνr‖L∞ ‖ωνr ‖2H2 ,
where we have used the Gagliardo-Nirenberg inequality (3.2) and the Biot-Savart mapping (3.4). We can
also estimate the last integral with the aid of Ho¨lder’s inequality∣∣∣∣∣∣
∫
T2
∑
|α|=1
(Dαuνr ·Dα∇ωνr )∆ωνr dV
∣∣∣∣∣∣ . ‖∇uνr‖L∞ ‖ωνr ‖2H2 ,
thus proving our claim.
• The term 〈∆∂xθνr ,∆ωνr 〉L2 can be easily bounded by applying Ho¨lder’s inequality:∣∣∣∣∫
T2
∆∂xθ
ν
r∆ω
ν
r dV
∣∣∣∣ . ||ωνr ||H2 ||θνr ||H3 . (5.17)
On the other hand, by taking three derivatives in equation (4.9), dotting against Λ3θνr , using Itoˆ’s formula,
and integrating over T2,
1
2
∫
T2
|Λ3θνr (t)|2 dV =
1
2
∫
T2
|Λ3θνr (0)|2 dV −
∫ t
0
〈ηr(||∇θ||L∞)Λ3Luνr θνr (s),Λ3θνr (s)〉L2 ds
−
∞∑
i=1
∫ t
0
〈Λ3Lξiθνr (s),Λ3θνr (s)〉L2 dBis +
∫ t
0
〈νΛ3∆7θνr (s),Λ3θνr (s)〉L2 ds
+
1
2
∞∑
i=1
∫ t
0
〈Λ3Lξiθνr (s),Λ3Lξiθνr (s)〉L2 ds+
1
2
∞∑
i=1
∫ t
0
〈Λ3L2ξiθνr (s),Λ3θνr (s)〉L2 ds.
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Let us analyse each term separately:
• The dissipative term ∫ t0 〈νΛ3∆7θνr (s),Λ3θνr (s)〉L2 ds can be ignored. Indeed, applying integration by
parts
〈νΛ3∆7θνr ,Λ3θνr 〉L2 = −ν
∫
T2
|∆5θνr |2 dV,
and thus we see that it has the correct sign.
• The sum of the last two terms can be bounded thanks to (3.9) as
1
2
∞∑
i=1
〈Λ3Lξiθνr ,Λ3Lξiθνr 〉L2 +
1
2
∞∑
i=1
〈Λ3L2ξiθνr ,Λ3θνr 〉L2 . ||θνr ||2H3 .
• The nonlinear term can be estimated as in the deterministic case,∣∣∣∣∫
T2
Λ3Luνr θνrΛ3θνr dV
∣∣∣∣ . (||∇uνr ||L∞ + ||∇θνr ||L∞)(||ωνr ||2H2 + ||θνr ||2H3).
We omit the proof to avoid redundancy, since it is quite similar to the H2 estimate for the nonlinear term
(5.16).
To conclude the proof, we just need to bound the local martingale terms. This is done by estimating there
quadratic variation and using the Burkholder-Davis-Gundy inequality (3.16). Indeed, let us denote
Mt =
∫ t
0
∞∑
i=1
(〈Lξiωνr (s), ωνr (s)〉L2 + 〈Lξiθνr (s), θνr (s)〉L2 + 〈∆Lξiωνr (s),∆ωνr (s)〉L2 + 〈Λ3Lξiθνr (s),Λ3θνr (s)〉L2) dBis.
We will denote the quantities ωνr , θ
ν
r by ω, θ, respectively, to make the notation in the following estimates
less cumbersome, but implicitly taking into account that they indeed depend on ν and r. From the aforemen-
tioned estimates we can infer
||ω(t)||2H2 + ||θ(t)||2H3 . ||ω0||2H2 + ||θ0||2H3 +Mt + η(r)
∫ t
0
(||ω(s)||2H2 + ||θ(s)||2H3) ds,
and thus by Gro¨nwall’s inequality
sup
s∈[0,t]
(||ω(s)||2H2 + ||θ(s)||2H3) . exp(η(r)t)
(
||ω0||2H2 + ||θ0||2H3 + sup
s∈[0,t]
|Ms|
)
.
Consequently, by taking expectations,
E
[
sup
s∈[0,t]
(||ω(s)||4H2 + ||θ(s)||4H3)
]
. exp(η(r)t)
(
||ω0||4H2 + ||θ0||4H3 + E
[
sup
s∈[0,t]
|Ms|2
])
. (5.18)
Invoking Burkholder-Davis-Gundy inequality (3.16), the term |Ms| can be controlled by
E
[
sup
s∈[0,t]
|Ms|2
]
. E [[M ]t] , (5.19)
where [Mt] is the quadratic variation of the processMt, given by
[M ]t =
∫ t
0
∞∑
i=1
(〈Lξiω(s), ω(s)〉L2 + 〈Lξiθ(s), θ(s)〉L2 + 〈∆Lξiω(s),∆ω(s)〉L2 + 〈Λ3Lξiθ(s),Λ3θ(s)〉L2)2 ds.
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It follows that
[M ]t ≤
∞∑
i=1
∫ t
0
Ci
(
‖ω(s)‖4H2 + ‖θ(s)‖4H3
)
ds, (5.20)
where Ci = C(‖ξi‖H3) since the highest order terms cancel, namely∫
T2
(ξi · ∇∆ω)∆ω dV = −1
2
∫
T2
div (ξi)|∆ω|2 dV = 0.
Therefore, by making use of assumption (3.5) we obtain
E [[M ]t] .
∫ t
0
E
[
sup
s∈[0,γ]
(||ω(γ)||4H2 + ||θ(γ)||4H3)
]
dγ. (5.21)
Hence, from estimates (5.18), (5.19), (5.21), and Gro¨nwall’s inequality we have that
E
[
sup
t∈[0,T ]
||ω(t)||4H2
]
+ E
[
sup
t∈[0,T ]
||θ(t)||4H3
]
≤ C(T ).
Finally, bound (5.15) follows by a simple application of Jensen’s inequality. 
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6. The blow-up criterion
In this subsection we prove an analogue of the well-known Beale-Kato-Majda criterion for the Euler
equation, but this time for the stochastic Boussinesq system. However, let us first discuss some key differ-
ences between the deterministic and the stochastic models.
6.1. The deterministic blow-up criterion. The deterministic Boussinesq equations in vorticity form
are given by {
∂tω + u · ∇ω = ∂xθ,
∂tθ + u · ∇θ = 0,
(6.1)
(6.2)
where ω = ∇⊥ · u and div u = 0. Local existence and uniqueness of strong solutions in Hs−1(T2,R) ×
Hs(T2,R) for s > 2 can be shown by obtaining a priori estimates and applying a Picard type theorem. Let
us now assume that (ω, θ) are local solutions and let T ∗ > 0. If∫ T ⋆
0
‖∇u(t)‖L∞ dt <∞, (6.3)
then the solution can be extended to [0, T ⋆]. Indeed, to do so, we can compute theHs−1 norm of the vorticity
as follows
1
2
d
dt
∥∥Ds−1ω∥∥2
L2
=
∫
T2
Ds−1∂xθD
s−1ω dV −
∫
T2
Ds−1ωDs−1(u · ∇ω) dV.
Using Leibniz rule, Gauss’s theorem, and well-known calculus inequalities, we have that
d
dt
∥∥Ds−1ω∥∥2
L2
. ‖Dsθ‖2L2 +
∥∥Ds−1ω∥∥2
L2
+
∥∥Ds−1ω∥∥2
L2
‖∇u‖L∞ .
Similarly, for the potential temperature θ, we obtain
d
dt
‖Dsθ‖2L2 . ‖Dsθ‖L2 (‖Dsu‖L2 ‖∇θ‖L∞ + ‖Dsθ‖L2 ‖∇u‖L∞) .
Moreover, one gets the upper bound
1
p
d
dt
‖∇θ‖pLp . ‖∇u‖L∞ ‖∇θ‖pLp ,
for any p ∈ [2,∞]. By Gro¨nwall’s lemma, the inequality
‖∇θ‖pLp . ‖∇θ0‖pLp exp
(∫ t
0
‖∇u(s)‖L∞ ds
)
,
holds for any p ∈ [2,∞]. Therefore, letting E(t) = ∥∥Ds−1ω∥∥2
L2
+ ‖Dsθ‖2L2 , one derives the energy
inequality
d
dt
E(t) . ‖∇θ0‖Lp exp
(∫ t
0
‖∇u(s)‖L∞ ds
)
E(t) +E(t) (‖∇u‖L∞ + 1) .
Invoking Gro¨nwall’s lemma one gets that if (6.3) holds, then E(t) <∞ on [0, T ⋆].
REMARK 6.1. Furthermore, one can also prove the same result under the alternative assumption∫ T ⋆
0
‖∇θ(t)‖L∞ dt <∞.
Nevertheless, we omit the proof, since the strategy is quite similar although a little more involved. One needs
to use more sophisticated calculus inequalities, like for instance, a logarithmic type Sobolev inequality (cf.
[BW80]).
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REMARK 6.2. Notice that we cannot expect (as for 3D Euler), a Beale-Kato-Majda criterion [BKM84]
stating that if ∫ T ∗
0
‖ω(t)‖L∞ dt <∞,
then the corresponding solution stays regular on [0, T ∗], i.e. a blow-up criterion in terms of the vorticity.
This is due to the fact that we cannot control properly θ by using solely the vorticity. Note that if we only had
u in the equations, this could be done easily by using a logarithmic inequality like in 3D Euler. However,
for the 2D Boussinesq equations it is unknown whether controlling ‖ω‖L∞ is enough for global regularity.
6.2. The stochastic blow-up criterion. A priori, one would expect this type of results might be re-
covered for the stochastic Boussinesq equations. Nevertheless, an immediate analysis reveals that several
complications arise, namely:
• When computing the evolution of the Hs−1 norm of the vorticity and the Hs norm of the potential tem-
perature, various extra terms appear in the stochastic case. For instance, the term
∞∑
i=1
L2ξiω dt (a second
differential operator) needs to be treated carefully.
• Another term one must take into account is the Itoˆ correction, which appears constantly while carrying
out computations.
By using the algebraic in [CHF17], one can manage to manipulate these differential operators and explore
some cancellations involving the most singular terms. We also want to point out that when deriving the
estimates for the stochastic blow-up criterion, a new term appears in the stochastic Boussinesq case, which
seems to make the derivation of a stochastic version of the deterministic Boussinesq criterion hopeless (see
Remark 6.4). However, we are able to show a slightly weaker yet very useful version, which reads as
follows.
THEOREM 6.3 (Blow-up criterion for stochastic Boussinesq). Let us define the stopping times τ2 and
τ∞ by
τ2 = lim
n→∞
τ2n, τ
2
n = inf {t ≥ 0 : ‖ω(·, t)‖H2 + ‖θ(·, t)‖H3 ≥ n} ,
τ∞ = lim
n→∞
τ∞n , τ
∞
n = inf
{
t ≥ 0 :
∫ t
0
(‖∇u(·, s)‖L∞ + ‖∇θ(·, s)‖L∞) ds ≥ n
}
.
Then τ2 = τ∞, P almost surely.
PROOF OF THEOREM 6.3. We prove the above equality by showing both τ2 ≤ τ∞ and τ∞ ≤ τ2 in
two different steps.
Step 1: τ2 ≤ τ∞. This inequality is straightforward to check. It follows from the Sobolev embedding
inequality (3.3) and Biot-Savart mapping (3.4) that
‖∇u‖L∞ + ‖∇θ‖L∞ . ‖ω‖H2 + ‖θ‖H3 .
Step 2: τ∞ ≤ τ2. Consider the hyper-regularised truncated equations introduced in Subsection 4.4 given by
dωνr + ηr(||∇u||L∞)Luνrωνr dt+
∞∑
i=1
Lξiωνr dBit = ν∆5ωνr dt+
1
2
∞∑
i=1
L2ξiωνr dt+ ∂xθνr dt, (6.4)
dθνr + ηr(||∇θ||L∞)Luνr θνr dt+
∞∑
i=1
Lξiθνr dBit = ν∆7θνr dt+
1
2
∞∑
i=1
L2ξiθνr dt, (6.5)
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with initial data ωνr (x, 0) = ω0, θ
ν
r (x, 0) = θ0. To simplify notation we will omit subscripts ν and r over the
proof. We need to compute the evolution of the H2 norm of the vorticity and the H3 norm of the potential
temperature. Therefore, we can write that
1
2
d‖ω‖2L2 + η(||∇u||L∞)〈Luω, ω〉L2 dt+
∞∑
i=1
〈Lξiω, ω〉L2 dBit
= 〈∆5ω, ω〉L2 dt+
1
2
∞∑
i=1
〈L2ξiω, ω〉L2 dt+
1
2
∞∑
i=1
〈Lξiω,Lξiω〉L2 dt+ 〈∂xθ, ω〉L2 dt,
and
1
2
d‖θ‖2L2 + η(||∇θ||L∞)〈Luθ, θ〉L2 dt+
∞∑
i=1
〈Lξiθ, θ〉L2 dBit
= 〈∆7θ, θ〉L2 dt+
1
2
∞∑
i=1
〈L2ξiθ, θ〉L2 dt+
1
2
∞∑
i=1
〈Lξiθ,Lξiθ〉L2 dt.
Integrating by parts, using the divergence-free condition, Ho¨lder’s inequality, and the cancellation (3.8) one
obtains that
d‖ω‖2L2 + d‖θ‖2L2 + 2
∞∑
i=1
(〈Lξiω, ω〉L2 + 〈Lξiθ, θ〉L2) dBit . (1 + ‖∇θ‖L∞) ‖ω‖2L2 dt. (6.6)
The evolution of theH2 norm of the vorticity and the H3 norm of the potential temperature is given by
1
2
d‖ω‖2H2 + η(||∇u||L∞)〈∆Luω,∆ω〉L2 dt+
∞∑
i=1
〈∆Lξiω,∆ω〉L2 dBit
= 〈∆6ω,∆ω〉L2 dt+
1
2
∞∑
i=1
〈∆L2ξiω,∆ω〉L2 dt+
1
2
∞∑
i=1
〈∆Lξiω,∆Lξiω〉L2 dt+ 〈∆∂xθ,∆ω〉L2 dt,
and
1
2
d‖θ‖2H3 + η(||∇θ||L∞)〈Λ3Luθ,Λ3θ〉L2 dt+
∞∑
i=1
〈Λ3Lξiθ,Λ3θ〉L2 dBit
= 〈Λ3∆7θ,Λ3θ〉L2 dt+
1
2
∞∑
i=1
〈Λ3L2ξiθ,Λ3θ〉L2 dt+
1
2
∞∑
i=1
〈Λ3Lξiθ,Λ3Lξiθ〉L2 dt,
respectively. Let us estimate each term above separately:
• |〈∆Luω,∆ω〉L2 | . ‖∇u‖L∞ ‖ω‖2H2 ,
• 〈∆6ω,∆ω〉L2 = −
∥∥∥∆ 72ω∥∥∥2
L2
≤ 0,
• |〈∆∂xθ,∆ω〉L2 | . ‖θ‖H3 ‖ω‖H2 ,
• 〈Λ3∆7θ,Λ3θ〉L2 = −
∥∥∆5θ∥∥2
L2
≤ 0,
• |〈Λ3Luθ,Λ3θ〉L2 | . (‖∇u‖L∞ + ‖∇θ‖L∞ + 1)
(
‖ω‖2H2 + ‖θ‖2H3
)
.
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By using all the previous estimates together with inequality (3.9), and Young’s inequality, we have
d‖ω‖2H2 + d‖θ‖2H3 + 2
∞∑
i=1
(〈Lξiω, ω〉L2 + 〈Lξiθ, θ〉L2 + 〈∆Lξiω,∆ω〉L2 + 〈Λ3Lξiθ,Λ3θ〉L2) dBit
. (‖∇u‖L∞ + ‖∇θ‖L∞ + 1) (‖ω‖2H2 + ‖θ‖2H3) dt. (6.7)
In order to deal with the stochastic term, we rewrite the last equation using Itoˆ’s formula for the logarithmic
function (cf. [CHF17])
d log
(
‖ω‖2H2 + ‖θ‖2H3
)
=
d
(
‖ω‖2H2 + ‖θ‖2H3
)
‖ω‖2H2 + ‖θ‖2H3
− dNt(
‖ω‖2H2 + ‖θ‖2H3
)2 . (6.8)
Here we have assumed, without loss of generality, that ‖ω‖2H2 + ‖θ‖2H3 is nonzero and
Nt := 2
∞∑
i=1
∫ t
0
(〈Lξiω(s), ω(s)〉L2 + 〈Lξiθ(s), θ(s)〉L2 + 〈∆Lξiω(s),∆ω(s)〉L2 + 〈Λ3Lξiθ(s),Λ3θ(s)〉L2)2 ds.
By applying estimate (6.7), we have that
d log
(
‖ω‖2H2 + ‖θ‖2H3
)
.
(1 + ‖∇u‖L∞ + ‖∇θ‖L∞)
(
‖ω‖2H2 + ‖θ‖2H3
)
‖ω‖2H2 + ‖θ‖2H3
dt+ dMt,
for the local martingale
Mt = 2
∞∑
i=1
∫ t
0
〈Lξiω(s), ω(s)〉L2 + 〈Lξiθ(s), θ(s)〉L2 + 〈∆Lξiω(s),∆ω(s)〉L2 + 〈Λ3Lξiθ(s),Λ3θ(s)〉L2
‖ω(s)‖2H2 + ‖θ(s)‖2H3
dBis.
Thus, integrating in time we obtain that
log
(
‖ω(t)‖2H2 + ‖θ(t)‖2H3
)
. log
(
‖ω0‖2H2 + ‖θ0‖2H3
)
+
∫ t
0
(1 + ‖∇u(s)‖L∞ + ‖∇θ(s)‖L∞) ds
+
∫ t
0
dMs. (6.9)
At this point, it is only left to find a good control of the stochastic integral in (6.9). This is done by invoking
Burkholder-Davis-Gundy inequality. To that purpose, we show how to estimate the quadratic variation of
the aforementioned stochastic integral, namely,[∫ t
0
dMs
]
t
= 4
∞∑
i=1
∫ t
0
(〈Lξiω(s), ω(s)〉L2 + 〈Lξiθ(s), θ(s)〉L2 + 〈∆Lξiω(s),∆ω(s)〉L2 + 〈Λ3Lξiθ(s),Λ3θ(s)〉L2)2(
‖ω(s)‖2H2 + ‖θ(s)‖2H3
)2 ds
.
∫ t
0
‖ω(s)‖4H2 + ‖θ(s)‖4H3(
‖ω(s)‖2H2 + ‖θ(s)‖2H3
)2 ds
. t,
where we have used (3.5) and standard calculations to bound all the numerator terms in the first integral.
Making use of inequality (3.16), we obtain
E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
dMs
∣∣∣∣
]
.
√
t. (6.10)
Taking expectation on (6.9) and using the estimate (6.10), we derive
E
[
sup
s∈[0,τ∞n ∧m]
log
(
‖ω(s)‖2H2 + ‖θ(s)‖2H3
)]
. log
(
‖ω0‖2H2 + ‖θ0‖2H3
)
+m(n+1)+
√
t <∞, (6.11)
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for any n,m ∈ N. So we have proven that for any n,m ∈ N,
E
[
log
(
sup
s∈[0,τ∞n ∧m]
(‖ω(s)‖H2 + ‖θ(s)‖H3)2
)]
<∞,
which implies in particular that sup
s∈[0,τ∞n ∧m]
(‖ω(s)‖H2 + ‖θ(s)‖H3) is a finite measure random variable P
almost surely, this is
P
(
sup
s∈[0,τ∞n ∧m]
(‖ω(s)‖H2 + ‖θ(s)‖H3) <∞
)
= 1.
Recall that we have omitted the subscripts ν, r during the proof. However, by using Fatou’s lemma we can
take limits on ωνr , θ
ν
r as ν goes to zero and r tends to infinity, hence recovering the same result on the limit.
To finish the proof we just need to notice that if
P
(
sup
s∈[0,τ∞n ∧m]
(‖ω(s)‖H2 + ‖θ(s)‖H3) <∞
)
= 1.
for any n,m ∈ N, then τ∞ ≤ τ2 (c.f. [CHF17]). 
REMARK 6.4. The question of whether one can improve this blow-up criterion is quite natural. For
instance, one could wonder whether it would be possible to recover the deterministic blow-up criterion,
where it suffices to control ∫ T∗
0
‖∇u(t)‖L∞ dt or
∫ T∗
0
‖∇θ(t)‖L∞ dt.
As sketched in the previous discussion on the deterministic Boussinesq equations (see 6.1), this follows by
performing several Lp estimates on the evolution of the potential temperature in the deterministic case (see
6.1). If one tries to adapt this idea to the stochastic Boussinesq equations, the Itoˆ correction terms destroy
any hope. Indeed, if dXt = µt dt+ σt dBt and f(t, x) is a smooth enough function, then
df(t,Xt) =
∂f
∂t
dt+ (∇xf)T dXt + 1
2
Tr[σTt Hessx(f)σt] dt.
Now let f = xp/p.We obtain
df(Xt) = X
p−1
t dXt +
1
2
Tr[σTt Hessx(f)σ
T
t ] dt.
Therefore, in the stochastic case, by computing the evolution of the Lp norm of the gradient of the potential
temperature, we have that
1
p
d||∇θ||pLp = −
∫
T2
ηr(||∇θ||L∞)((∇u · ∇)θ) · ∇θ|∇θ|p−2 dV dt
−
∞∑
i=1
∫
T2
∇Lξiθ · ∇θ|∇θ|p−2 dV dBit + ν
∫
T2
∇∆5θ · ∇θ|∇θ|p−2 dV dt
+
1
2
∞∑
i=1
∫
T2
∇L2ξiθ · ∇θ|∇θ|p−2 dV dt+
p− 1
2
∞∑
i=1
∫
T2
∇Lξiθ · ∇Lξiθ|∇θ|p−2 dV dt.
The main complication comes from the last two terms. It is easy to check that those integrals contain several
high order singular terms we are not able to deal with if p 6= 2. This could be due to the special structure
enjoyed by Hilbert spaces (case of p = 2).
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7. Conclusions
In this paper we have established local well-posedness in Sobolev spaces of a stochastic Boussinesq
model. The model itself comes from modifying the variational principle for deterministic Boussinesq to in-
clude cylindrical multiplicative noise, following the ideas in [Hol15]. The rich properties of this stochastic
formulation enable this type of results, since the proposed method fundamentally preserves the “geomet-
ric structure” of the deterministic Boussinesq system. Our result contributes to validating the methods for
adding stochasticity to the equations proposed in [Hol15], as physical. Moreover, it makes this stochas-
tic Boussinesq model a good candidate for real weather simulations. Note that thanks to the estimates in
the appendix, our well-posedness results could be extended to (ω0, θ0) ∈ Hs−1(T2,R)×Hs(T2,R), s > 2.
We have also constructed a stochastic blow-up criterion, which is an extension of the one in the deterministic
case. However, this criterion is not as sharp as the deterministic one, since Itoˆ correction terms destroy the
estimates on ||∇θ||Lp which permit a bound of the type ||∇θ||L∞ . ||∇u||L∞ in the deterministic case. Our
criterion is very useful for numerical simulations, since one can track the evolution of ||∇θ||L∞ + ||∇u||L∞
to see whether solutions are likely to blow up in finite time.
Finally, we have derived general Lie derivatives estimates which serve to tackle well-posedness of a broader
range of stochastic fluid dynamics equations with cylindrical multiplicative noise. We plan on commenting
further on this topic and its various possible applications in a forthcoming paper.
We propose a few research lines regarding some problems which are left for future research:
• One could prove that our blow-up criterion is indeed sharp, in the sense that there exist initial data for
which the norm ||∇θ||L∞ cannot be controlled by ||∇u||L∞ , and therefore providing an example where
the first norm blows up but not the second. Numerical simulations have been carried out investigating
this phenomenon and this might be part of a future paper, which would complete the theoretical results
provided here.
• Similar well-posedness results, as well as extensions of deterministic blow-up criteria, could be derived
for other relevant stochastic physical equations such as MHD [Hol15], slice atmospheric models [AB18],
electromagnetic field equations [Hol18], etc.
• The problem of finite time blow-up versus global existence of smooth solutions in the deterministic case is
open and tremendously challenging. An interesting and ambitious question to ponder about is whether the
presence of noise could prevent or mitigate the singularities in the stochastic model. Examining this kind
of problems could help develop new intuition which might shed some light into the original deterministic
problem.
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Appendix A. The generalised Lie derivatives estimates
We collect in this appendix the proof of Proposition 3.1, dealing with the bounds on the Lie derivatives.
The proof is derived from a more general result for linear operators of order one which turns out to be quite
useful. We will provide the proof of this statement and comment on its various possible applications. The
idea is to extend the results in [CHF17], by modifying their argument to be more general. More precisely,
we provide an extension of their result to higher or fractional order differential operators and general linear
differential operators of first order (i.e. not only 3D Lie derivatives). This shows that the special cancella-
tions taking place in [CHF17] not only occur due to the particularities of the Laplace operator and the Lie
derivative noise type, but due to something more essential. The main idea behind our proof presented in this
appendix relies on the fact that commutators of differential operators become slightly less singular operators.
We first claim that the following inequality holds for every smooth enough vector field f ,
〈Q2f, f〉L2 + 〈Qf,Qf〉L2 . ||f ||2L2 . (A.1)
Here Q is a linear differential operator of first order with bounded smooth coefficients. Indeed, this follows
after a straightforward computation, since
〈Q2f, f〉L2 = 〈Qf,Q⋆f〉L2 = −〈Qf,Qf〉L2 + 〈Qf,Ef〉L2 , (A.2)
where Q⋆ denotes the adjoint operator of Q under the L2 pairing. Note that we have used
Q∗ = −Q+ E (A.3)
where E is a zero order operator, which follows from the general theory of differential operators. The last
term on the right-hand side of (A.2) can be rewritten as
〈Qf,Ef〉L2 = −〈f,QEf〉L2 + 〈f,E2f〉L2
= −〈f,EQf〉L2 − 〈f, T0f〉L2 + 〈f,E2f〉L2
= −〈Ef,Qf〉L2 − 〈f, T0f〉L2 + 〈f,E2f〉L2 ,
since
QE − EQ = [Q, E] = T0,
where T0 is a zero order differential operator and the fact that 〈Ef, g〉L2 = 〈f,Eg〉L2 , for any L2 integrable
smooth vector fields f, g. Hence
|〈Q2f, f〉L2 + 〈Qf,Qf〉L2 | = (1/2)|〈f, T0f〉L2 + 〈f,E2f〉L2 | . ||f ||2L2 .
Next, let us show that for every smooth enough f ,
〈PQ2f,Pf〉L2 + 〈PQf,PQf〉L2 . ||f ||2Hk , (A.4)
where P is a pseudodifferential operator of order k ∈ [1,∞), and Q is a linear differential operator of first
order with smooth bounded coefficients. First, let us define
T1 = PQ−QP = [P,Q].
The classical theory of pseudodifferential operators states that the resulting commutator is of order k (c.f.
[Tay74] , [Ho¨r07]). Following the same idea, let us define
T2 = T1Q−QT1 = [T1,Q],
which is also an operator of order k for the same reason. Hence, we have
〈PQ2f,Pf〉L2 = 〈(QP + T1)Qf,Pf〉L2 = 〈QPQf,Pf〉L2 + 〈T1Qf,Pf〉L2
= 〈PQf,Q⋆Pf〉L2 + 〈T1Qf,Pf〉L2 = −〈PQf,QPf〉L2 + 〈PQf, EPf〉L2 + 〈T1Qf,Pf〉L2
= −〈PQf,PQf〉L2 + 〈PQf, T1f〉L2 + 〈T1Qf,Pf〉L2 + 〈PQf, EPf〉L2,
where we have used the definition of T1 and (A.3). Therefore,
〈PQ2f,Pf〉L2 + 〈PQf,PQf〉L2 = 〈PQf, T1f〉L2 + 〈T1Qf,Pf〉L2 + 〈PQf,EPf〉L2 . (A.5)
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Once again, manipulating the above equality (A.5), we obtain
〈PQ2f,Pf〉L2 + 〈PQf,PQf〉L2 = 〈QPf, T1f〉L2 + 〈T1f, T1f〉L2 + 〈T1Qf,Pf〉L2 + 〈PQf, EPf〉L2
= −〈Pf,QT1f〉L2 + 〈T1f, T1f〉L2 + 〈T1Qf,Pf〉L2
+ 〈PQf, EPf〉L2 + 〈Pf, ET1f〉L2
= 〈(T1Q−QT1)f,Pf〉L2 + 〈T1f, T1f〉L2 + 〈PQf, EPf〉L2 + 〈Pf, ET1f〉L2
= 〈T2f,Pf〉L2 + 〈T1f, T1f〉L2 + 〈Pf, ET1f〉L2 + 〈PQf, EPf〉L2,
Notice that the last term on the right-hand side in the last equality seems to be singular as well. However,
one can manage it as follows:
〈PQf, EPf〉L2 = 〈(QP + T1)f, EPf〉L2 = 〈QPf, EPf〉L2 + 〈T1f, EPf〉L2
= −〈Pf,QEPf〉L2 + 〈Pf, E2Pf〉L2 + 〈T1f, EPf〉L2
= −〈Pf, EQPf〉L2 − 〈Pf, T0Pf〉L2 + 〈Pf, E2Pf〉L2 + 〈T1f, EPf〉L2
= −〈EPf,QPf〉L2 − 〈Pf, T0Pf〉L2 + 〈Pf, E2Pf〉L2 + 〈T1f, EPf〉L2,
where we have used (A.3) and the commutators constructed above. Hence,
2〈PQf,EPf〉L2 = −〈Pf, T0Pf〉L2 + 〈Pf,E2Pf〉L2 + 2〈T1f,EPf〉L2 .
Finally, by applying Ho¨lder’s inequality, plus the fact that T1, T2,P are differential operators of order k, and
E,T0 are zero order operators, we conclude that∣∣∣∣〈PQ2f,Pf〉L2 + 〈PQf,PQf〉L2 ∣∣∣∣ = ∣∣∣∣〈T2f,Pf〉L2 + 〈T1f, T1f〉L2 + 〈Pf,ET1f〉L2
− 1
2
〈Pf, T0Pf〉L2 +
1
2
〈Pf,E2Pf〉L2 + 〈T1f,EPf〉L2
∣∣∣∣. ‖f‖2Hk .
REMARK A.1. It is easy to see that (3.8),(3.9) represent a particular case of inequalities (A.1),(A.4).
Indeed, let Q = Lξi and f be a smooth scalar function. Then we have that Q⋆ = −Q, yielding (3.8). On
the other hand, inequality (3.9) follows by taking Q = Lξi , P = Λk, and f a smooth scalar function. It
is also worth noting that we have proven our estimates for smooth vector fields f taking values in T2, but
they extend to the whole space R2 without modifying the argument. Moreover, since all the commutator
properties are also available for compact manifolds M , these estimates are also valid in that context.
REMARK A.2. It is also important to note that the Lie derivative estimates in [CHF17] can be extended
to higher fractional order differential operators P and general first-order linear operators Q, hence proving
well-posedness results and blow-up criteria for a broader and much more general noise type.
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