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ABSTRACT 
This research uses four classification algorithms in standard and boosted forms to predict members of a class for an online 
community. We compare two performance measures, area under the ROC (Receiver Operating Characteristic) curve (AUC) 
and accuracy in the standard and boosted forms. The research compares four popular algorithms Bayes, logistic regression, 
J48 and Nearest Neighbor (NN). The analysis shows that there are significant differences among the base classification 
algorithms—J48 had the best accuracy.  Additionally, the results show that boosted methods improved the accuracy of 
logistic regression. ANOVA was used to detect the differences between the algorithms; post hoc analysis shows the 
differences between specific algorithms.   
Keywords (Required) 
Classification, Ensemble Methods, Bayes, Logistic Regression, Nearest Neighbor. 
INTRODUCTION 
Data mining tools allow us to discover patterns in data and make predictions that impact people and organizations. 
Classification algorithms are one category of data mining tools that are used by organizations to assist decision makers in 
information rich environments. The purpose of this research is to evaluate the performance of multiple algorithms on a single 
data set from a military community of practice (COP). The COP is officially known as the Company Command (CC) 
Professional Forum. Members of the CC COP are junior officers in the Army, mostly captains between the ages of 26 and 34. 
Younger forum members join around the time of their promotion to captain as they prepare to assume the position of 
company commander, one of the most demanding leadership roles in the Army. The purpose of the CC COP is to facilitate 
organizational learning and knowledge sharing. The application of the research results will determine if there are differences 
in behaviors between the two labeled classes of users – those about to assume company command and those who are not on 
the Army forum. The results can be used to tailor the user interface of the forum members more appropriately, gain better 
insight into the user community and plan new features. 
Facilitators of the COP wish to implement an algorithm to predict the class of a COP member in order to make decisions on 
the type of content and the timing of announcements relevant to different member classes. These actions are necessary to 
keep community members motivated—this is a non-trivial problem for COP facilitators (Gouvêa, Motta, & Santoro, 2006). 
Since no classifier performs best for all possible data sets, and since this is a unique data set with a unique problem to be 
solved, this research explores the use of several diverse classification algorithms and investigates the impact of boosting 
those algorithms to improve performance.  
SELECTING CLASSIFICATION ALGORITHMS 
Recommendation systems are commonly implemented in COPs to help users find relevant content quickly (Gouvêa et al., 
2006). Whereas there is limited research in recommendation systems in COPs, the concepts are similar to other Web 
recommendation systems used in e-commerce and digital entertainment. Scholars often recommend nearest-neighbor (NN) 
algorithms for the collaborative filtering (CF) approach because: they are relatively accurate, they are intuitive, and they are 
robust in computational terms (Herlocker, Konstan, Terveen, & Riedl, 2004; Hoffmann, 2004). Good et al. (1999) provide 
empirical evidence that confirms NN algorithms as a better choice compared to Bayesian methods when using accuracy as 
the performance measure in CF-based situations. 
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No single algorithm performs best across all data sets; it is common for researchers in this area to use popular algorithms to 
increase the knowledge base on the algorithms researched and use the existing literature for baseline comparisons. Mannino 
et al. (2009) used five popular classification algorithms, each with a different approach. Dietterich’s (1998) research selected 
algorithms from the literature following a similar methodology, the researcher selected popular algorithms in existing 
research. There is little theory that supports a best algorithm for the COP problem domain. 
This research uses four algorithms to process the data: Bayes, logistic regression, J48 and Nearest Neighbor (NN). Bayes is a 
directed acyclic graph (DAG) of nodes that can represent the relationship between the nodes through edges that represent the 
conditional dependencies. Logistic regression predicts a binary dependent variable (in this case assuming command or not 
assuming command) based on independent variables. J48 is an open source implementation of the C4.5 algorithm that 
generates decision trees. The J48 algorithm selects the attribute of the data that most effectively splits the set into distinct 
subsets and then recursively works on the subsets. Nearest neighbor is a method of classifying an object through majority 
voting by the nearest of a set of previously classified objects. 
Ensemble methods are learning algorithms that construct a set of classifiers and then classify new data points by taking a vote 
of their predictions (Dietterich, 2000a). These methods combine individual decisions to classify new examples usually by 
weighted or unweighted voting, often making the ensemble more accurate than the base classifiers from which they are 
composed. According to Dietterich (2000a), an accurate classifier is one that has an error rate of better than random guessing 
on new values. In order to provide better accuracy results, ensemble classifiers should combine accurate and diverse methods; 
diversity can be measured by the extent that the classifiers make different errors on new data points. 
Boosting is a general method for improving the accuracy of any given learning algorithm. It works by manipulating the 
training set to generate a hypothesis with each iteration; boosting creates multiple hypotheses as the number of iterations 
increases. The weighted error is then calculated and applied to update the weights on the training examples. The weights are 
used to strengthen the misclassified examples. Boosting is often used to make a weak classifier a strong learning algorithm. 
Multiple Comparisons and Statistical Procedures 
Demsar (2006) notes that when more than two algorithms are compared, many researchers fail to avoid the pitfalls of 
multiple hypothesis testing, a “well-known statistical problem” (2006, p. 9). The problem arises when researchers make 
multiple comparisons, testing more than one statistical hypothesis on data from a single experiment. Under these 
circumstances, it is necessary to use multiple comparison procedures (MCP) to minimize the family-wise error (Ludbrook, 
1998). Vasquez et al. (2001) and Pizarro et al. (2002) use the analysis of variance (ANOVA) statistical procedure to compare 
multiple models on single data set. 
RESEARCH METHODOLOGY 
Research Questions 
The primary purpose of this exploratory research is to compare classification algorithms from a small group of commonly 
used algorithms. The research will determine whether there are statistically significant differences in performance between 
four common classifiers on the online community of practice data set. NN algorithms have been shown to be more accurate 
than Bayesian methods in COP recommendation systems. Logistic regression can be expected to perform well with this data 
set because it includes both continuous predictors and dichotomous outcome variable but not necessarily better than the other 
three classifiers (Witten & Frank, 2005).  
Our second research question is whether boosted methods will perform better than their standard counterparts. Boosting may 
provide greater accuracy for two reasons. Boosting generate new hypothesis whose error on the training set is small by 
combining many hypotheses whose error may be large (but still better than random guessing). The weighted majority over 
many hypotheses has the effect of reducing the random variability of the combined hypothesis, but this effect is normally not 
realized unless accuracy is greater than prevalence (the base error rate). 
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Experimental Design and Procedures 
Experimental Design 
Four base algorithms were chosen for this study from different approaches—logistic regression, naïve Bayes, J48 (decision 
tree), and nearest neighbor—and four boosted algorithms of the same base algorithms. The design is multiple group pretest-
posttest: the base algorithms is executed on the data for the pretest, manipulate the algorithms by adding the boosting, then 
run the boosted algorithms and observe the posttest performance data. 
Data was collected from the CC forum using database queries on March 27, 2009. The query resulted in trace data from 
1,244 of the most active members. Data for each selected member consisted of 13 fields (with no missing data): 1 field with a 
unique nominal variable to distinguish records, 11 fields for the scale predictor variables, and 1 field for the binary outcome 
variable. The predictor variables are all counts of member activity in the forum as described in Table 1. The predicted 
variable is the status of a forum member: Preparing for Command or Not Preparing for Command. The labeled data comes 
from the forum itself where users identify their role and the label is visible to forum members when they are on the site. 
Variable name Description 
Page visits The number of forum pages visited by the member. 
Metacard visits The number of metacards, or quick profile boxes of other 
members, viewed by the member. 
Video downloads The number of videos downloaded by the member. 
Attachment downloads The number of documents downloaded by the member. 
Table 1. Description of Predictor Variables 
Experimental Procedure 
The experimental procedure for the classification was a multi-step process that used several software tools and configurations 
summarized in Table 2. Four variables from the original eleven independent variables were chosen based on their 
independence to run the experiment. Reducing the eleven independent variables to four was done reduce numerical 
sensitivity for some of the classifier algorithms. The dataset was randomized into twenty sets because the original source was 
ordered. After randomization, a 10-fold cross validation was run on the dataset to determine classification results for the 
dataset for accuracy and AUC for the four algorithms. AUC combines the true positive rate and false positive rate to generate 
an over performance measure for the classifier (Bradley, 1997; Ling 2003). AUC ranges from 0 to 1  where values closer to 1 
indicate better classifying performance. Experiment results and confusion matrices are in the Appendix. The 10-fold cross 
validation results provide a mean for accuracy and AUC. 
In Weka’s experimenter (Version 3.6.0) application the twenty randomized datasets were used for each of the four algorithms 
to determine the fit between the 10-fold cross validation and the experiment. The experimenter was setup to perform a 40-
fold cross validation for a single repetition. The experiment reported results for each of the folds; 40 means for accuracy and 
AUC were calculated for each classifier in the experiment and an average.  
The experiment was then setup to use one data set with the eight classifiers—the four base classifiers and four AdaBoost 
classifiers with the same base classifier. The base classifiers were configured to use the default parameter settings provided 
by Weka. The four base classifier and base classifiers used by AdaBoost classifiers used the same configuration parameters. 
AdaBoost was configured to run 100 iterations of boosting. Each observation is independent; that is, each observation is a 
case that was in the test set only once during the experiment for a given classifier. Accuracy and AUC for each of the folds 
for each of the eight algorithms was then exported into SPSS for further statistical analysis. 
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Configuration of Base Classifiers 
Bayes bayes.NaiveBayes 
Logistic Regression Functions.Logistic '-R 1.0E-8 -M -1' 
J48 trees.J48 '-C 0.25 -M 2' 
Nearest Neighbor rules.NNge '-G 5 -I 5' 
Table 2. Software Tools and Classifier Configurations 
There is a trade-off between the number of folds in the dataset and the size of the test set. A large number of folds are likely 
to reduce the variance in the result set. A large number of observations in the test set are likely to receive more accurate 
results. In the COP dataset we have 1244 cases which we divided into 40 folds each with a training size of 1213 cases and a 
test size of 31. 
Measures and Statistical Tests 
We use the d family for effect size, which focuses on the magnitude of the difference between means of algorithm 
performance divided by the pooled standard deviation. Whereas effect size measures the magnitude of the difference, it does 
not directly measure the importance of a finding (Leech, Barrett, & Morgan, 2005). Therefore, in this problem domain, we 
determined an effect size of practical significance for AUC to be .10 and for accuracy to be 2.5%. We use AUC and accuracy 
for performance measures to calculate the effect size. 
Classification Accuracy and Area Under the Curve (AUC) 
AUC is a natural performance measure to compare classifiers because it provides a single measure of true positives and false 
positives, whereas most measures provide one or the other. Ling et al. (2003) argue that AUC is a better method to compare 
classifiers. Accuracy, by itself, ignores the prevalence in the data where AUC implicitly is compared against prevalence (base 
error rate). An algorithm that has high accuracy may not be enough because there may be a high number of false positives in 
the results. AUC has been shown to be both statistically consistent and more discriminating than accuracy (Ling et al., 2003). 
In this study, we use AUC and accuracy measures for classification algorithm performance. 
Analysis of Variance (ANOVA) 
A major concern with conducting multiple hypothesis testing is correcting for the inflated risk of type I error (Ludbrook, 
1998). The Bonferroni inequality is a conservative method used in MCP that sets the family-wise error rate to a specified α 
by adjusting the α of individual tests in order to ensure the probability of any Type I error across a series of tests using the 
same data is held below the specified α (Hair et al., 2006).  In order to ensure an overall error rate is not surpassed, the α of 
each test in the experiment must be lower than the overall α; therefore, the adjusted α is equal to the overall α divided by the 
number of tests. Procedures to adjust the results, known as post hoc tests, allow systematic examination of group differences 
among all possible combinations of the dependent variable, which in our case is algorithm performance (Hair et al., 2006). 
ANOVA post hoc tests (implemented in statistical software packages) use higher critical values (than those for the standard α 
of .05) to “ensure that there is at most 5% chance that one of the pairwise differences will be erroneously found significant” 
(Demšar, 2006, p. 10). 
In order to use ANOVA to test the null-hypothesis we must check three assumptions of ANOVA. First, each observation 
must be independent—each test set must consist of unique performance tests—and there are no repeated measures. This is a 
function of our experimental design already addressed in the previous section; each test set is independent in this study. 
Second, the variances of the dependent variable (performance) must be equal across all groups (algorithms). The Levine test 
checks this assumption: if the p value of the test is significant, the assumption of homogeneity of variances is violated and we 
must use Dunnett’s post hoc test; otherwise, we can use the Tukey HSD post hoc test. Finally, the third assumption is that the 
dependent variable is normally distributed for each algorithm. This can be checked using the skewness measure in SPSS and 
visually checking the distribution graphs. As long as the skewness measure is between -1 and +1, which it is for all 
algorithms in our data set, the distribution is assumed to be normal (Morgan et al., 2007).  Performance results are shown in 
Table 3. 
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  Performance 
Algorithm n AUC Accuracy 
Bayes 40 -.416 .384 
Logistic Regression 40 -.917 -.065 
J48 40 -.301 -.026 
NN 40 .497 .315 
Bayes boosted 40 -.416 .384 
Logistic boosted 40 -.934 .838 
J48 boosted 40 -.590 -.026 
NN boosted 40 -.253 .164 
Table 3. AUC and Accuracy 
RESULTS  
ANOVA was used to test the differences between means for performance, using two different performance measures: AUC 
and accuracy. Because there are eight pairwise tests, we set the family-wise error rate as to .05 and control the pair-wise error 
rate to 1-.95(1/8) or .0064. 
AUC Results 
ANOVA was conducted to assess the relationship between classification algorithm and performance based on AUC. 
Assumptions of homogeneity of variances, normal distribution of each group on the dependent variable, and independence of 
observations were checked and met. A statistically significant difference was found among the eight different classification 
algorithms on AUC, F(7, 312) = 4.35, p < .001. Table 4 shows that the mean AUC is .654 for logistic regression, .634 for 
J48, .581 for Bayes, and .566 for NN; it also shows the boosted algorithm means. The Receiver Operating Characteristic 
(ROC) curve for logistic regression, shown in Figure 1, appeared to be the best classifier upon visual inspection. Post hoc 
Tukey HSD tests indicate that a statistically significant difference was found between the means for logistic regression and 
NN (p = .008, effect size (d) = .90). According to Cohen (1988), this is a very large effect. Comparisons between the base 
algorithms and their boosted algorithms indicate that there are no significant differences. 
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Figure 1. ROC Curve for Logistic Regression 
 Base Boosted 
Algorithm n M SD n M SD 
Bayes 40 .581 .127 40 .581 .127 
Logistic Regr. 40 .654 .115 40 .614 .106 
J48 40 .634 .080 40 .644 .112 
NN 40 .566 .082 40 .567 .110 
Table 4. Means, Standard Deviations, and n for Algorithms (AUC) 
Accuracy Results  
ANOVA was used to assess the relationship between classification algorithm and performance based on accuracy. 
Assumptions of normal distribution of each group on the dependent variable and independence of observations were checked 
and met; however, the assumption of homogeneity of variances was violated (as indicated by a statistically significant p value 
(< .001) for the Levene Test). Since ANOVA is robust to the assumption of homogeneity of variances, we continued the 
analysis using Dunnett’s post hoc test. A statistically significant difference was found among the eight different classification 
algorithms on accuracy, F(7, 312) = 115, p < .001. Table 5 shows that the mean accuracy for J48 is 67.7%, logistic regression 
is 61.3%, NN is 59.4%, and Bayes is 42.4%; it also shows the boosted algorithm means. Post hoc Dunnett’s tests indicate that 
among the base algorithms, J48 is significantly better than the other three: logistic regression (p < .001, d = 1.37), NN (p < 
.001, d = 1.13), and Bayes (p < .001, d = 4.35). Comparisons between the base algorithms and their boosted algorithms show 
that the only difference is that the boosted logistic regression is better than the base logistic regression (p < .001, d = 1.0). 
Table 6 shows the mean differences and effect sizes with interpretation based on Cohen (1988). Prevalence of the data set 
was 61.7%, which in this case meant 61.7% of the sampled members were Not Preparing for Command. 
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 Base Boosted 
Algorithm n M SD n M SD 
Bayes 40 42.4% 4.6% 40 42.4% 4.6% 
Logistic Regr. 40 61.3% 2.2% 40 64.7% 4.6% 
J48 40 67.7% 7.1% 40 67.7% 7.1% 
NN 40 59.4% 7.7% 40 58.5% 8.0% 
Table 5. Means, Standard Deviations, and n for Algorithms (Accuracy) 
 
Higher Mean Lower Mean Mean Difference d Effect Size1 
J48 Logistic Regr. 6.4% 4.3* Very Large 
J48 NN 8.3% 1.1* Very Large 
J48 Bayes 25.4% 2.8* Very Large 
Boosted Logistic 
Regr. 
Logistic Regr. 3.3% 1.0* Very Large 
Cohen (1988), *p<.001 
Table 6. Mean Differences and Effect Sizes for Significant Effects 
DISCUSSION 
The results of our ANOVA analyses allow us to answer our research questions. The first research question on the base 
algorithm performance requires analysis of ANOVA for AUC and accuracy, whereas the research question can be answered 
using just the accuracy ANOVA results. The AUC ANOVA results indicate there is no difference between Bayes, logistic 
regression, and J48; however, since logistic regression was significantly better than NN, we know that NN did not have the 
best AUC. The accuracy ANOVA showed that J48 is statistically better than the other three base algorithms. The second 
research question only requires analysis of the accuracy ANOVA results. Since prevalence (base error rate) was 61.7%, and 
since the only base algorithm with a higher accuracy than prevalence was J48 (67.7%), we would only expect to see boosting 
improve the accuracy of J48 and not the other algorithms. However, results indicate a slight increase in J48’s accuracy that is 
not statistically significant. A surprising result is that boosting of logistic regression is a statistically significant improvement 
over the accuracy of logistic regression, despite the fact that logistic regression’s accuracy (61.3%) was lower than 
prevalence. 
Three classifiers, Bayes and NN did worse than the prevalence in the data; the error rate for each was >.5. When error rates 
are greater than .5, this indicates that it can be difficult for the boosted algorithm to perform better than the base classifier. 
Sometimes when error rates are >.5, the boosted algorithms perform worse that the base classifier. AdaBoost works by 
weighted voting, and if the classifiers are highly correlated or the error rate is >.5, then all the votes are likely to go one way 
for a case in the test set; therefore, results are likely to be unchanged. These are the likely cause that the AdaBoost of Bayes 
and NN performed no better than the base classifiers themselves. Logistic regression had statistically significantly better 
results for accuracy when boosted. One reason that it might have been better is that although the error rate is >.5; the 
accuracy of the classifier is very close the prevalence and the standard deviation of logistic regression is much lower than the 
other algorithms. AdaBoost is not noise tolerant (Dietterich, 2000b), but logistic regression performs well with smaller data 
sets and has more noise tolerance than many algorithms such as decision trees (Perlich, Provost, & Simonoff, 2003). These 
factors may have contributed to logistic regression accuracy increasing through AdaBoost. 
J48’s accuracy was better than prevalence but, as noted by Quinlan (1993), it is susceptible to noise. Noise is a topic of much 
discussion in the machine learning field (Mannino et al., 2009). We believe the data is noisy for a number of reasons. Senior 
ranking officers may intentionally conceal their true rank and status. For example, some senior officers may participate in the 
forum in order to provide advice or just get a feel for current issues among junior officers. If the junior officers knew the 
advice was coming from superiors, they may feel betrayed by the COP and decide not to participate in future discussions. 
Thus, senior officers usually deceive COP members by leaving out their ranks and altering their positions in order to maintain 
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trust among members and encourage discussion. Unintentional noise may come from members not updating their profile 
status. J48 may have some of the same issues as the above classifiers even though its accuracy was greater than prevalence. 
J48 had a large standard deviation of 7.11% and that standard deviation can put some of the results below the threshold error 
rate of .5. Decisions trees have performance problems classifying noisy data sets and smaller data sets (Perlich et al., 2003); 
the dataset may be too small for J48 to perform well. Another reason for J48’s poor performance after boosting may be due to 
the combined susceptibility of AdaBoost and the base J48 to noise problems. These factors may have contributed to J48’s 
accuracy not increasing through AdaBoost. 
Another explanation of our results may be due to the skewness of the predictor variables in the data set. The distribution 
characteristics in the training set and test set should match as closely as possible. The experiments were not executed with 40 
test sets that matched the training sets and may have negatively impacted the results. According to Witten and Frank (2005), 
logistic regression should work well with skewed data, but the classifier accuracy did not exceed prevalence. Removing the 
correlated variables reduced the accuracy of logistic regression. The accuracy of logistic regression went from 64.47% to 
61.58% when reducing the independent variables from 11 to 4. The prevalence in the data for NotPreparing is 61.7% so the 
additional 2.89% may have theoretically made a difference because the error rate would be reduce to below .5. However, 
when the 11 independent variable model was tested in boosted form the accuracy rate only rose to 64.63% and is not 
statistically significant from the unboosted 64.47%. 
Reporting effect sizes is becoming more common in research (Tabachnick & Fidell, 2007). As previously discussed, we set 
our desired effect sizes based on practical significance: AUC = .10 and accuracy = 2.5%. These small effect size may be 
more appropriate in this domain used for website development and insight then other domains like measuring pharmaceutical 
effectiveness. For AUC, there was only one statistically significant difference in means to report effect size: logistic 
regression and NN (d = .90). The larger than typical effect size was much larger than our practical effect, so this indicates an 
extreme difference in magnitude between the AUC of the algorithms. The effect sizes for the comparisons not found to be 
statistically significant were mostly above .10, so we would have been able to see the effects if they were significant. The 
smallest d existed between NN and the boosted NN—it may not have been visible even if power increased significantly. In 
terms of accuracy, the effect size for the significant differences between J48 and logistic regression, and J48 and Bayes was 
greater than our desired effect size. The effect sizes for Bayes compared to the others were much larger than normal. One 
possible explanation for the large effect sizes (which were much greater than 1) is that because Bayes performed so poorly, 
any difference between the other algorithms would be identified.  
The goal of this research is to determine if there are differences in behaviors between the two labeled classes of users – those 
about to assume company command and those who are not on a company command forum. The results can be used to tailor 
the user interface of the forum members more appropriately and generally gain better insight into the user community. The 
algorithms can help identify differences is the user classes and help website designers tailor the interface to different needs.  
Noise in the data set may be introduced by members, intentionally or unintentionally. Senior ranking officers may 
intentionally conceal their true rank and status.  For example, some senior officers may participate in the forum in order to 
provide advice or just get a feel for current issues among junior officers.  If the junior officers knew the advice was coming 
from superiors, they may feel betrayed by the COP and decide not to participate in future discussions.  Thus, senior officers 
usually deceive COP members by leaving out their ranks and altering their positions in order to maintain trust among 
members and encourage discussion.  Unintentional noise may come from members not updating their status.  For example, 
when members assume command they get busy and forget to change their status from “Preparing for Command” to “Not 
Preparing for Command” in their profile.  The classifications results can be used to identify users who may have 
misidentified themselves in the forum and ask the user to update their status. 
CONCLUSION 
In this study, we set out to compare eight different classification algorithms: four different base algorithms and four boosted 
versions of each algorithm. Our analyses showed that there was a significant difference among the group of base 
classification algorithms—J48 had the best accuracy. Additionally, we found that boosting improved logistic regression’s 
accuracy. ANOVA was used to detect any difference between the algorithms; post hoc analyses showed where those 
differences were between specific algorithms. The findings are limited to this data set and problem domain. Research on 
other COP data sets is necessary to generalize across COPs and into other domains. 
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