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Einleitung 
Um die Determinante einer unendlichen Matrix 
A = (aij);  bzw. A = (a,)?Z 
zu definieren, betrachtet POINCARB in [lo] zu A die endlichen ,,Abschnitt,s- 
mat,rizen" 
A,= (aij); bzw. A,= (aij)Tm 
und hierzu die Folge (det A,); der Determinanten dieser endlichen Matrizen A,. 
Konvergiert diese Folge, so bezeichnet POINCARE diesen Grenzwert mit det A 
und spricht von der ,,unendlichen Determinante" der Matrix A .  
Speziell fur die Klassen unendlicher Matrizen, deren Elemente der Be- 
dingung c laij - dijl -== OJ 
i,i 
(0.1) 
genugen, beweist POINCAR& in [ 101 die Existenz dieses Grenzwertes, also die 
Existenz der unendljchen Determinante det A .  Derartige unendliche Matrizen 
nennt VON KOCH, der hierzu in einer Reihe von Arbeiten - vgl. etwa [5], [6] - 
eine zur Theorie endlicher Matrizen vollig analoge Determinantentheorie ent- 
wickelt, normal; genauer spricht er nahezu ausschliel3lich von normalen unend- 
lichen Determinanten. Wegen ihrer Bedeutung im Zusammenhang mit der 
Hruschen Differeiitialgleichung - siehe z. B. [8] oder [14] - bezeichnet sie 
MENNICKEN in [9] als (unendliche) Hrmsche Matrizen bzw. Determinanten. 
Die Ergebnisse von VON KOCH werden von'BOBR in [I] und COEEN in [2], [3] 
auf die urnfangreichere Klasse unendlicher Matrizen verallgemeinert, deren 
Elemente mit 1 s p ,  q s a, 1 / p  + l / q  = 1 die Summierbarkeitsbedingurigen 
a 
erfullen. Da (0.1) die Beziehungen (0.2) fur beliebige zugelassene p ,  q nach sich 
zieht, bezeichnen die Verfasser derartige Matrizen als verallgemeinerte HnLsche 
Matrizen bzw . Determinanten. 
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Ausgehend von der Theorie ~REDHOLmCher Integralgleichungen, entwickeln 
RUSTOB [12]. GROTENUIECK [4], LEZANSEI [7] und SIKORSKI [13] eine Deter- 
miiiantent'heorie fur gewisse lineare beschrankte Operatoren in (abstrakten) 
BABAcHriuinen. Wie LEZANSKI uiid SIRORSKI zeigen, uinfafit diese Theorie 
insbesondere die auf POIBCA4Rk und VON KOCH zuruckgehende Determinanten- 
theorie HmLscher Matrizen. Eiiie Spezialisieruiig auf die durch verallgemeinerte 
Hmsche  Xatrizen in I, defiiiiert,en linearen beschrankten Abbildungen wird 
nicht angegeben ; sie scheint auch nicht ohne weiteres inoglich. 
Von besonderein Interesss fiir die Anwendung sind Kenntnisse uber die 
Koiivergeiizeigeiiscliaft,en unendlicher Determinanten, d. h. uber die Konvergenz- 
geschwindigkeit, der Folge (det A,),". 
In [9] giht XEXSICKEX reclit scliarfe, fiir die Anwendung brauchbare Ab- 
schitzungen der Konvergenzgute bei HnLscheii Mat'rizen an. Feriier ermittelt 
er dort iin Spezialfall Hmscher  Baiidinatrizen das asymptotische Verhalten der 
Folge der Ahschnittlsdeterminaiit en, was durch Abspalten geeigneter unendlicher 
Produkt,e die Moglichkeit der Koiirergenzverbesserung schafft . 
Ziel der vorliegenden Note ist die Ausdehnuiig der Ergebnisse aus [9] auf die 
uinfangreichere Klasse der verallgeineiiiertten HmLschen Matrizen. 
Hierzu werden in Abschiiit t 1 einfache funktionalanalyt,ische Eigenschaften 
derartiger Matrizen zusamineiigestellt. 
Abschnit,t 2 hat eine neue, nach Ansicht der Verfasser durchsichtigere Dar- 
stellung des aus [l] bzw. [2] bekannten Satzes uber die Beschranktheit der Folge 
(det A%);, aus dein die Existenz der zugehorigen unendlichen Determinanten 
nahezu unmittelbar folgt, zuin Inhalt,. 
Ab~chnit't~ 3 ist das Kernstuck der Arbeit. Hier finden sich die hisher an- 
scheineiid unbekaniiten Absch&zungen der Konvergenzgute der Deterininanten 
verallgemeinerter Hrmscher Matrizeii, die iin Fall HmLscher Matrizen gegebenen- 
falls sogar eine Verschiirfung der Abschatzungen aus [9] darstellen. 
In L4bschiiittj 4 sind einige elementare, auf den Ergebnissen von Abschnitt 3 
griiiidende Benierliungen zur Losungstheorie der zu verallgemeinerten HILLschen 
Matrizen zugehorigen (unendlichen) Gleichungssysteine notiert . 
I n  Abschnitt 5 st,udieren die Verfasser speziell verallgemeinerte HILLsche 
Bandmatrizeii. Durch Verfeiiieriing der Reweisniet,hode aus Abschnitt 3 wird 
fur derartige unendliche Matrizeii dns asyinptotische Verhalten der zugehorigen 
Folge der Abschnitt.sdet'erminanten erniittelt. Die Art der Herleitung ist wesent- 
lich durchsichtiger als die Methode, die NEBNICKEN in [9] iin Spezialfall Hnxscher 
Mstrizen angewandt hat ; zusLt,zlich ist &as Ergebnis soga,r in diesem Spezialfall 
weit, allgemeiner . 
Aufgruiid dieser Resultate werden in Abschnitt 6 ahnlich \vie in [9] Moglich- 
keiten der Konvergenzvcrbesserung diskutiert, die uber die in [9] gewonnenen 
noch hinausgehen. 
Anwendungen auf &e Hmsche  Differentialgleichung werden nachfolgende 
Arbeiten von WAGENFUHRER bringen. Dort werden zunLchst die von MENNICKEN 
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in [9] angegebenen Verfahren zur Berechnung der charaktcristischen Exponenten 
erganzt und numerisch diskutiert ; ferner wird fur die MATHIErrsChe Differential- 
gleichung ein Verfahren hoherer Konvergenzordnung mitgeteilt. 
1. Verallgemeinerte Hmsche Matrizen 
Es sei 1 s p  5 03, n eine natiirliche Zahl. Dann ist fur c = (yi)Zi E C" durch 
1 
eine Norm jm C" definiert, wobei fur p = 00 der in (1.1) rechts stehende Ausdruck 
als sup (Iyil : i = 1,  . . . , n} zu interpretieren ist. Wir bezeichnen 
(1.2) z; = (C",I I,) * 
Fiir das Folgende seien p ,  q gegeben mit 
Es sei nun B = (/3ii)cm,n, eine komplexe (m, n)-Matrix, c = ( y i ) L i  l:, als Matrix 
mit einer Spalte aufgefaljt. Dann gilt 
(1.4) Bc~l?, lBclgs jBJPlclP, mit 
a 1  
Zum Beweis benutzen wir die HoLDERsche Ungleichung, wonach fur die i-te 
Komponente von Bc gilt (i = 1, . . . , m ) :  
Ebenso schlieljen wir fur del," - init B" = der zu B transponierten Xatrix - : 
(1.5) B"dEZi, lB'd[ps lBlp \dip, mit 
v 1  
P 
4 
Definiert man v=-, so ist wegen (1.3) ~ z l .  Unter Benutzung der Dreiecks- 
ungleichung iin 1; folgt, daB 
1 
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also wegen q c  05 
(1.6) ii3IpS ;Big .
Wie allgeniein iiblich, bezeichne fur 1 ~p 5 - 
mit 
1 
p und q niogeii die Voraussetzung (1.3) erfullen. Dam bezeichnen wjr mjt A?q 
die Gesamtlieit, aller unendlichen Matrizen A = (aij):i=o niit aiic C uiid 
a 
j # i  
Dazu beinerken wir 
Wir brauchen nur die rechte Seite von (1.8) aus (1 .7 )  herzuleiten. Die Dreiecks- 
ungleichung im 1, liefert' : 
1 1 
und die Dreiecksungleichung im Z4 weit#er 
letzteres wegen 
Wir defjnieren fur A E AT, 
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Dem Beweis von (1.6) ist zu entnehmen, dal3 fur A E B ,  
14,s IAlq. 
Wie man sofort nachrechnet, ist a, bezuglich 1 Jp und j 1, normierter Vektorraum 
und sogar BANACH-hum. 
Jeder unendlichen Matrix A c an entspricht vermoge 
ein linearer, beschrankter Operator vonl lp in sich, wobei 
(1.10) IAclp", 14, lclq ( C W  . 
Ebenso definieren wir fur A E Bq durch 
I -  \ -  
einen linearen, heschrankten Operator im Zp, fur den gilt 
(1.11) l ~ z ~ l p ~ l ~ l ,  ldl, (W,), 
Die Beweise zu (1.10) und (1 .I 1) entnehrnen wir den Ausfuhrungen zu (1.4) und 
(1.5). - Von A c B ,  sei bezeichnet ~ I = ( N ~ ~ ) T = ~  a h  i-te Zeile, nj=(vij)T=o als 
j - te  Spalte. Offensichtlich ist 
1 
Wir zeigen nun, da13 i@, Algebra ist, genauer 
1.12. Hilfssatz. Voraussetxmg: A ,  BE%',, C = A  * B, d. h. 
Behuptung : 
1. CEB,, 
2.  lCI*S I ~ l q l ~ l , ~  l ~ l q P J p ,  
3. 2 l Y i i l 5  IAlqlBI,. 
- 
i = O  
Beweis: Wie man sofort nachrechnet, ist die i-te Zeile von C,  c:=B7al, 
dahernach (1.11) clEZ,, und J c ; J p ~  lBJ,la:),. Aufsummieren liefert: 
1 - 1 - 
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Zum Beweis der 3. Ungleichung benutzen n.ir zweimal die HoLDERsche Un- 
gleichung : zuiiachst, 
und daher 
1 1 
Nach Kriterium (1.8) liegt daiiiit, C in &I,. 
A=(clij)%& der Gestalt A = I + A ,  wobei I=((Bi3)cj'j=o, A€@,. 
1.13. Definition. Es hezeichne M ,  &e Menge aller unendlichen Matrizen 
Als wichtigst.e Eigeiischafteii voii M ,  iiotieren wir : 
I JJclii-l/<co. 
i = O  
Der Beweis der zweiteil &quivalenz folgt uninittelbar aus (1.8). Nach MEN- 
NICKER [9] heil3t eine Matrix vom ,,HmLschen Typ" genau dann, 
wenn 
Natrizen vom HmLschen Typ liegen offensichtlich fur jedes hier betrachtete p 
in M,; inaii wird sie meistens in den besoiiders einfachen Fall p = 2 einordnen. 
Einer Matrix A c $1, entspricht eine lineare, beschrgnkte Abbildung vom Z9 in 
sich, deren Operatornorm sich durch (1 + /At4) abschatzen laBt. 
Definiert nian fur A E H,, A =I + A ,  
/ / A / /  =1 + 1-41, , 
so folgt aus 1.12 uninittelbar 
1.14. Satz. 
1. AEM,, BEH*=>A+BEM,; 
2 .  A ,  BE M , a A  * BE M,, ljA * Bl/ %\lA/I - \ /B / /  . 
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2. Beschranktheit der Abschnittsdeterminanten 
Zu AEMg bezeichne A,= (uij)tj=o die n-te Abschnittsmatrix. Wir zerlegen A 
in  
mit 
so daI3 nach (1.14) AEICZg. 
gezeigt; den allgemeinen Fall wollen wir zunachst auf IAl 5- zuriickfiihren. 
A = D + A D = diag (c(~~);=~ , 
Die Reschranktheit der Folge (det A,),"=, wird im wesentlichen fur IAlg<l 
1 
p - 2  I 
2 
Falls 1 B l P ~ r  mit r > - ,  so existiert ein m c N  mit 
(2.1) [ i=m j j  ( j = o  & j , j j L L .  4
j # i  
Fur die Restsumnie in [Alp gilt, etwa mit M = 4 r ,  sicher 
Daher dividieren wir in A die Zejlen der Numinern 0 bis m- 1 jeweils durch M ;  
.die entstandene Matrix heil3e B, also 
3 sei wieder aufgeteilt in 
B=E+B, E=diag (Pii)T." . 
Dann haben wir erreicht, daD 
1 
p - 2  
iB/ 5-, uiid es gilt 
(2.3) det A,=M*det B, fur alle n z m - 1 ;  
daher ist mit (det B,)l=o auch (det A,);=, beschrankt. 
2.4. Satz. Es sei AEH,, A = D + d  mit D=diag 
1. Falls /A/,< 1, so gilt fur jedes natiirliche n 
1 
2 
2. Falls lAIgsr, r z - ,  so gilt mit M = 4 r ,  m gemap (2.1): 
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Zurn Beweis  setzen wir 
uiid zeigeii : 
2.5. IIi1fssat.z. 
rersrhietlrn rerschiede II 
D~IZU bezeichne LS',, die Menge cler Permut,stionen von (0, 1, . . . , n};  fur 
acS, sei 
(2.6) 
Nach Definition der Deterrnina.nte gilt : 
(2.7) /det A,I z n x , , , ~ ( , , )  5 ED, . 
Eine Permutation [ E A',, hejljt Zyklus der Lange nt + 1 (nt z I) ,  weiin es paarweise 
verschiedene I * ~ ~ >  Y,, . . . , Y ~ , ~ ~ { C ) ,  1, . . . , n> init Y , , < Y ~  ( i =  1, . . . , m) gibt, so dalj 
, I  
P, = n (4r,g(L,) + I k,,(l.) ~ ) ' 
:,=o 
n 1 
o;.S,, , r = O  I o€.v,l 
r ( Y , J = l ' / ( + L  (/A=(), . . . , WL- I ) ,  aY, , J=%> 
<(Y) = v  
i = (Y,P, . * . Y,,,) ;
fur ~4 { I * ( ~ >  . . . , Y,,,, 1 . 
Den so definiert'en Zpklus 5 schreihen wir kurz als 
V ( [ )  = {Y,,, v I ,  . . . , v1,$} sei die Vertsuschui~gsmen~e zu [. 
Die Ident,itat reclinen wir ah Zpklus der Lange Null oder 1, mit V(id)=O. Zwei 
Zyklen (, c' heiBen elementfremd, wenn V ( < )  n V(C')=O. In diesem Fall ist 
5 0 "= 5' 0 l. 
Bekannt ist der Satz. Jede Permzetatiosh OES,, la@ sich (6is auf  die Reihenfolge 
der Faktoren) eindeutiy a h  Produkt elementfremder Zyk len  Echreiben. 
Wir definieren fur nb = 0, 1, . . . , 12 
Xjl")= {oeS,,: G Produkt elementfreinder Zyklen der Lange ~ m +  11, 
8;) = (id), 8:;) = S,h . 
so dalj 
Zum Beweis  des Hilfssatzes zeigen wir init Induktion uber nz : 
n 
C Poi= n (1 + h i 1  * . . . . 17 (1 + kiyal * . . . * 1% m 01) . 
"0,YI. .. ..Ym 
o 4 Y  "=l' verschieden 
(2.8) 
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Der Induktionsanfang jst wegen Pid = n ( 1  + lZJ) klar. Fur 1 5 m 5 11. lafit sic11 
U E  X:.) eindeutig zerlegen in 
n 
V = O  
5,  ( X  = 1, . . . , Ic) elemeiitfremde Zyklen der Lange m + 1, und 
~ ( Y ) = Y  fur Y E  U ?‘([,):= V .  
k 
x = l  
(2.9) 
Definiert man fur C=(Y , ,YJ  - * * YJ 
so wird nach (2.9) 
ye= JZiyovIl lZvl,,21 - . . . * JEz,ntyoI, 
V t  V 
Daraus schliel3en wir - mit 1 = 
wobei Zm:={(EX,,: 5 Zyklus der Lange m+l}.  Unter Benutzung von (2.8) fur 
rn- 1 als Induktionsannahme wollen wir den Faktor abschatzen; der 
zweite Faktor wird majorisiert durch 
n 
versehieden 
womit (2.8) auch fur m gezeigt ist. 
Mit der bekannten Ungleichung 
l+ZS2 (ZZO)  
gewinnen wir aus (2.5) weiter die Abschatzung 
YO # V l  venchieden 
wobei benutzt wurde, daB fur v # p  ccvp = EVF. Mit der Matrix aus den Betrlgen der 
Elemente von An, 
An=(\aij-dij  * aiiI)&,= (kij);j=o > 
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gilt fur m z 1 
verschieden 
Man rechnet namlich leicht nach, da13 
0 -  spur A;+‘= 2 a ,,ov, xVIy2  - . . . * ~ , ~ m m y o  . 
V @ Y i ,  .... vm=o 
Weiter benutzen wir die Abschatzungen aus (1.12), wonach 
spur K T + ‘ s  \A,lr - \A,&= \A,/,” * /A&s \A/; 1.41, 
Mit ii?vvi = IM,,”- 11 gilt schlieBlich fur jedes naturliche n :  
Da stets \A \ps  \Atn, ist dainit cfie erste Aussage von (2.4) bewiesen. 
Beweisteil folgt lnit (2.3) zusammen, daB 
Zum Bewei s  der 2 .  Aussage sei B durch (2.2) definiert; aus dem ersten 
IB I  (2.10) ldet A,\ z M m  exp \pie- 11 + IBI 2-) , 
i = O  1 - lBlp 
wobei zunachst 
auBerdem fur i = 0, 1, . . . . m - 1 
und daher 
Z 2 2  l x i i -  11 +?I?, . 
i = o  
Dies uiid (2.i1) in (2.10) eingeset.zt,, liefert die zweite Aussage des Satzes. 
2.12. Folgerung. Par A EM, ist (det 








Wir hatten gesehen, da13 mit 
pn(A) 5 P @ E N )  * 
Zum Beweis von 2.12. bleibt zu zeigen, da8 
Mit der zu Sn isomorphen Untergruppe von 
X ~ = { U E S , + ~ :  u ( n + l ) = n + l } ,  
schreiben wir 
det An+1 - det A, 
und daher 
Andererseits ist 
woraus unmittelbar (2.14) folgt. - 
Wegen p,,(A) s P ist die Reihe C (det Awfl -det An) absolut konvergent, 
71=0 
und daniit existiert lim det An. 
n-== 
Fur p = q = 2 lafit sich die Beschranktheit von det A,  wesentlich einfacher 
&us der HADAMARDsChen Ungleichung ableiten : 
M.it dem konvergenten unendlichen Produkt 
gilt daher 
(2.16) / d e t A , I s P  (.n=O, 1, 2 , .  . .). 
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Die Konvergenz von P2 folgt aus 
wobei 
Aus dieser Abschiitzung lafit sic11 die Konvergenz von det A,, nicht wie oben 
herleikn : stat.t, desseii ergibt' sich, wie auch iin allgeineinen Fall, die Konvergenz 
aus den &erlegungen des folgenden Kapit.els, des sich init, der Konvergenzgute 
beschaftigt . 
3. Konvergeiizgiite 
Zu A EM,., sei X,ES so ge\r-ahlt, dd3 
P 1  
Fur X z Ar0 + 2 berethnet man 
( 3 . 2 )  (det A,-det L4x-L =det A,, 
wobei 
Wir unterteilen J, in Rlocke 
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&+I 0 
~ _ _ _ _  
Wir benutzen nun, da13 fur N z N , +  2 
(3.8) det A-det AN= (det A,-det A,-,)= 2 det A , ,  
und wollen die ldet A,l mit Hilfe von ( 3 . 7 )  abschatzen. Zunachst ist nach Satz 2.4. 
bzw. (2.16) die Folge (det 
(3.9) jdet A,1 S P  ( N E N )  . 
Fur i, j E (0,  . . . , No} ist &e durch Streichen der i-ten Zeile und j-ten Spalte 
aus A entstandene Matrix auch a m  M ,  (ab dem Index N ,  spatestens stimmen 
die Diagonalelemente mit denen von A uberein), daher sind siimtliche ( N o +  1 ) 2  
- - 
,=N+I  n=N+l  
beschrankt: es sei etwa 
3 Math. Nachr. Bd. 72 
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(3.13) s - 
und ebenso 




/ E ~ . ~ ~ ~ A , - , / s P  IaA-s-lI+--- j6sjq*&,vlp 
1 - v  
so daI3 insgesamt 
Da nach (3.8) - 
(det A - det A,] = C (det A,( ( N  r N o  + 2 )  , 
n=N+i  
notieren wir 
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3.18. Satz. Fur AEMp existiert det A=lim det A,; definiert man No,  7 mit 
%-+a 
den Eigenschuften (3.  I ) ,  so gilt fur  N z N o  + 2 
l d e t A - d e t A f l l s P -  / t ~ , ~ - l / + & -  lc7nlq16njp, 
n=m+l n=N+1 
wobei P dureh (3.9), Q durch (3.17) definiert ist. 
Zum B ew ei s und zur Anwendbarkcit des Satzes benotigen wir die Konvergenz 
von 16nlp. Nach der HoLDERschen Ungleichung gilt: 
1 - 1 
und selbst im Fall p = 00 strebt wenigstens 
1 
Falls AGM?, ist die Konstante P’ mit 1 U N I 2 s  P‘ leicht anzugeben. Die 
Anwendung der Hadamardschen Unglejchung liefert mit den1 in (2.15) definierten 
P sofort : 
(3.19) 1 (f A N - , )  ~ 5 P fur jedes naturliche N und i, j s N ,  dalier 
(3.20) I U N 1 2 S  (No+ 1) P 
als mogliche Abschatzung. 
4. Zur Losungstheorie 
Fur A €  M ,  wollen wir die Abhangigkeit von det A als Funktion der Spalten 
Ersetzt man in A € M g  die j-te Spalte (jEN beliebig) durch eine be- 
liebige Folge cjc l,, so liegt die abgeanderte Matrix A’ wieder in M,, 
und es gilt 
{ ei = (6ij)i=o sei die j-te Einheitsspalte. 
det A als Funktion der j-teii S p i t e  ist lineares Funktional, definiert 
in 1,. 
Vertauscht man in A EM, zwei verschiedene Spalten, geht der Wert 
von det A ins Negative iiber. 
Der Wert von det A andert sich nicht, wenn man zu einer festen Spalte 
von A eine eiidliche Linearkombination anderer Spalten addiert . 
untersuchen. Dazu beweisen wir einige Vorbemerkungen : 
(4.1) 
l A ’ - I l g s  J A - I ] , +  1cj-eJq; 




In Verscharfung von (4.3) gilt aul3erdem 
4.6. Satz. det A ist stetiges lineares Funktionul bezuglich jeder Spalte von A .  
3’ 
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Zum Beweis  von (4.1) definieren wir A o = ( a $ ) ) ~ j = o  durch Ersetzen der j-ten 
Spalte von A durch ei. Wegen 
Ia/8)-11= zlaii-ll~ laii-lj<- und 
i = O  i=tJ i = O  
i #i 
(4.7) / A , - I / * S  \ A  -I/, 
liegt A ,  sicher in M,. Die Matrix Cj, definiert durch ci-ei in der j-ten Spalte, 
sonst durch Nullen, liegt in a,, mit 
(4.8) l c j l ~ = l C j - e j l q  . 
A’ hat nun die Gestalt A’=AO+C,,  w;ts mit Satz 1.14. unmittelbar (4.1), mit 
(4.7) und (4.8) sofort (4.2) liefert. Die Eigenschaften (4.3) bis (4.5) folgen unmittel- 
bar aus 
det A =  lim det A,  , 
N-- 
da die entsprechenden Aussagen fur alle A ,  ab  einer gewissen Nummer gelten. 
Fur den Satz 4.6. wollen wir zwei Beweise angeben; wegen (4.4) genugt w, 
die Abhangigkeit von der 0-ten Spalte zu untersuchen. 
Der 1.  Beweis benutzt den funktionalanalytischen Satz iiber die gleichmaBige 
Beschranktheit. - Zuniichst ist fur jedes naturliche N die Zuordnung a, - (a io )~ ,  
stetige, lineare Abbildung vom I, in I:+‘, daher ist det A ,  als Funktional in 1, 
stetig. Nach dem Satz uber &e gleichmal3ige Beschrlinktheit ist nun det A als 
punktweiser Grenzwert stetiger h e a r e r  Funktionale im BANAcHraum 2, selbst 
stetig. 
Zu eineni 2 .  B ewe is benutzen wir die Anfangsuberlegungen des 2. Kapitels : 
Es seien al, a,, u3, . . . E 1, vorgegeben; zu c E 1, bezeichne A (c) die Matrix mit den 
Spalten c, a,, a,, a3, . . . . Die Spaltenfolge (aj)T=i habe die Eigenschaft, daB 
(4.9) A , , : = A ( ~ , ) E J ~ ,  , 
was nach (4.1) damit aquivalent ist, dal3 fur jedes ccZg A(c)EM,. 
gilt : 
(4.10) 
dann folgt aus der Linearitat in c die Stetigkeit von det A(c) .  Es sei also 
Wir suchen im folgenden eine positive Konstante K ,  so daB fiir alle ~ € 1 ~  
1 
Iclg-18 =. ldet A(c)j s K ;  
Wir zerlegen, wie im 2 .  Kapitel 
A(c)=D(c)+A(c) ,  &=Do+& , 
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mit D(e) uiid Do als Matrizen &us den Diagonalelementen von A(c) bzw. A,. 
Es sei lAo \q~rO;  dann gilt, wie in den nberlegungen zu (4.1), mit 
1 
(4.11) r = r  1- 
“ 8  
die Ungleichung IA(c)lqsr . 






(4.12) /yo- 11 s- . 
Fur den Fall, da13 in (4.11) r - = l ,  gewinnen wir aus dem 1.  Teil von Satz 2.4. 
die Aussage (4.10), namlich 
Fur den allgemeineren Fall, da13 r z 1 ,  definieren wir m 2 1 so, da13 
1 
~ - q 
P 1 - ” 1  m C . 3  [ <=m 2 ( f = i  c ~a i j~p)  ]sg* Wegen ( i=m c lyilq) /clqsg 
i#i 
wird nacli Anwendung der Dreiecksungleichung in der p-  und der q-Worm: 
aul3erdem mit M = 4r 
a 1  
Damit liaben wir fur alle betrachteten A(c) gemeinsame GroSen m und M ge- 
funden, mit denen der 2 .  Teil von Satz 2.4. anwendbar ist. Unter Benutzung 
von (4.12) erhalten wir die fur alle ~ € 1 ,  mit /c1,sg geltende Abschatzung: 
1 
- 
~ d e t A ( c ) ~ s 1 1 1 ” . e x p ( 2 - Z ( ~ a i i - l ~ + m + 3  i=i 
Aus den notierten Eigenschaften folgern wir iiber die Losbarkeit des zu A 
4.13. Satz. 1st A EM,, c = (Y~);=~ E I, mit c f 0, AG = 0, 
gehorenden unendlichen Gleichungssystems 
so gilt  
det A=O. 
Zurn Beweis sei j c N  die Nummer einer Komponente von c mit y j # O ;  
ohne Einschrankung sei angenommen, daB yj=  - 1. Dann bedeutet die Gleichung 
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Ac = 0 fur die Spalteii von A : 
k # j  
wobei die Reihe zuniichst in jeder Koinponentc konrergiert. Defjniert nian fur 
I €  ,V die Xlatris A, clurch Abiinderuiig ron A in cler j-ten Spalte in 
so gilt iiacli (4.5) 
(4.14) 'd E g S  det A,=det A . 
Wenn man gezeigt hat, daD 
(4.15) I U ~ ! ) \ ~ + O  fur l - - ,  
dann liefert Sstz 1.6 .  init (4.11) zusainnien uiisere Behsuptung. zu  (4.15) 
mussen wir zeigen, daB 2 ykak in Zp konrergiert. Wir haben 
k = O  
M 
DieReihe 2 ykek konvergiert gegen c ,  da q < ; weiter gilt nach der HoLDERsCheri 





genz gegen Null. 
y@k gegen Null konvergiert, folgt &us der komponentenweise Konver- 
k=O 
- 
4.16. Zusatz. Falls A Matrix uorn HImschen Typ, d .  h. 2 /aii-di i l -=~,  
. i , j=O 
c=(Yk)&,EZ- mit C f  0 ,  A c = O  , 
so gilt 
1.  c E l , ;  
2 .  det A=O. 
Zunachst ist' fur jedes naturliche i 
cc 
A c  ist also komponentenweise erklart. Wir folgern aus aiiyj= 0 : 
j = o  
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und daher 
m 
Summation uber i liefert 
Die 2. Behauptung folgt, wenn wir nunmehr den Satz 4.13. nuf eiii heliebiges q 
mit 1 s q s 2 aiiwenden. 
5. Konvergenzverhalten der Determinanten von Bandmatrizen 
In diesem Kapitel beschaftigen wir uns init uneiidlichen Bnndmatrizen der 
Ordnung k und beweisen dazu 
1 1  
P P  
5.1. Satz. Es sei I ~ q ~ p ~ r n r n i t  -+-=l;  kELU,zl; 
A E M ,  
a,=O f u r  [ , i - j I r k .  
Bandmatrix der Ordnung k, d .  h. 
Dann  gilt: 
A E M ~ ,  und l A - I ) 2 ~ ~ 2 E +  1 IA -I19. 
Beweis:  Aus der bekannten Tatsache 
(5-2) c=(yi);=ocZl*Vrzl c ~ l ,  und \ c l r ~ \ c l l  
folgt mit 1 s q s q' 
(5 .3 )  d = ( 6 i ) i , o ~ Z , ~ d ~ Z 9 ~ ,  ldlq,S id(, . 
Dazu wendet man namlich (5.2) an auf 
q' 
c =  ( \di(P);=O~Zi, r =-z 1 
P 
und erhalt 
1 - 4 ~~ 
m 9' ca r m  
Id[: ,=( 2 1diIY'.) =( 2 18,!9') 5 i = O  /6Jq=lIdl:. 
i = O  i = O  
Nach Definition von M ,  gilt nun fur hi = i-te Zeile von A - I  : 
1 
Wegen q ~ 2  folgt &us (5.3), dalj 
1 
40 Mennickeq'Wagenfiihrer, Verallgemeinerte Hillsche Determinanten 
Da jedes hi hochstens 2k + 1 von Null verschiedene Komponenten besitzt, schliel3en 
wir fur i = O ,  1, 2, . . , 
- -~ 
6iEz,, /&+k+ 1 f & . , 4 2 k +  1 16& 
und daraus unniittelbar die Aussage des Satzes. 
Bandmatrix der Ordnung k aus ill2, d. 11. 
Fur die beiden folgenden Kapitel set,zeri wir stets voraus: A = (E..)' $7 a , i = O  sei 
15.4) 
I -  
Am Elide des 2. Kapitels hstten wir mit 
0 0 0 3  
die Abschatzung bewiesen 
ebenso folgt fur alle natiirlichen n, i , j ~ n :  
ldet A,I s P fur alle natiirlichen n; 
(5.5) (: A % ) ' - F  .
Urn die Konvergenzgeschmindigkeit einer Folge an der Matrix A zu messen, 
definieren wir, ahnlich wie NENNICKEN [9] :
5.6. Definition. Falls (yN)XTEO komplexe Zahlenfolge, m natiirliche Zahl, 2 1,  so 
he@ , , ( Y ~ ) ; = ~  konvergent gegen Null von der Ordnung m bezuglich A" genau d a m ,  
wenn 3 y w O ~ n ~ N ,  N ' ; N ,  so d u p f f i r  alle N z N '  
Es sei nun eirie naturliche Zahl Zz 1 vorgegeben, No sei so gewiihlt, daB 
Fur N s N ,  berechnen wir det A,-det A,_,=det A ,  mit der in (3.2) angege- 
benen Matrix A,. Abweichend vom 3. Kapitel, zerlegen wir hier A ,  folgender- 
maBen : 
(5 .8 )  A ,  = 
' 0  0 
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wobei die Matrizen L$, D$, R$)folgende Elemente uij von A besitzen: 
0'') N fur i , j = N - l k ,  . . . , N - 1 ;  
R;' fur , i = N - ( l - t l )  k, . . . , N - l k - 1 ;  j = N - l k , .  . . , N-1; 
L$ fur i = N - l k , .  . . ,N-1;  j = N - ( l + l ) k , .  . . , N - l k - I .  
AuBerdem ist definiert 
dN=uNN- 1 , 
( I )  - N--l (1) - N--l 
Aufgrund der Bandstruktur von A zerlegen wir weiter 
- (CliSIT)i=N--lk, zN - (aiVj)j=N-lk * 
p(2) - 
LN - (RN-(Z- i )k  l o /  ' 1 




mit (k, k)-Matrizen D,, L,, R,, definiert wie D;'), Lf) bzw. Ri') fur I =  1 .  
Ebenso haben wir 
mit 
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Aus Grunden der Ubersichtlichkeit ist die Abhangigkeit von 1 in s& und 2; 
nicht iiiarkiert. Defiriiert inan die Matrix U$ durch 
so folgt in Analogie zu (3 .7)  
5.11. Satz. 
rnit p f? = z: iY$s;-. 
3. Q $  strebt gegeiL Sdl z 'o~,  der Ordntmg 31 f 2 bezuglich A .  
Beweis.  A h  erste Abschiitzung erhalteii wir: 
1. det -4, - det A x p i  = ((aSS - 1)  - z$)TD(')-is$)] det AAT-l + Q$, 
( 1 )  - ' ' ( 0  ' I (5.13) I P ~ I  2 IzA-I? I f i s 1 2  IsgiJ 
wobei nach (6.3) fur alle natiirlichen S 
(5.14) lC i !12sk .  p 
gilt. Zur Untersuchuiig von zLT untl sIv definieren wir Projektionsrnetrizen, die 
der Zerlegung eines Vektors des Ckl in I Blocke des Ck entsprechen, nkiinlich fur 
/ .&=I, . . . ,  1 
also mit der k-zeiligen Einheitsmat'ris in der p-ten Blockzeile und -spalte. Mit 
diesen J ,  gilt nun:  
*(W -cS  - ( l ) T J  p - J ls-.,- (0 ; L'l' s-- JIL;!, a$)= R$J, 
und daher vegeii (5.10) 
z:,= -#(')'(J e4T 1 D!z)-iJk) \- L:{-'; s:\= -Rf?(JID$'-'Jl) st) . 
Demnach haben wir die Abschatzungen 
!z:-q2 a iL$i2 . ~ J ~ D : : J - ' J ~ ~  , 
1 ) - ' J  [s$i2 * lR$12 iJiDi. , 
wobei wir als nicht,iiidizierte Norm die Operatornorin bezuglich der 1 [?-Norm im 
Clk wahlen. Wir set,zen 
(5.16) 
Wegen (5.7) isb die GroBe 
D(')- -,- E, (') + F:? = E?? ( I  - V($), wobei 
Ef? = diag (ctji)$<\:-/k . 
a'lj . - niin (iw.ii\ : i = K - Zk, . . . , S - 1) positiv, und 
a&1 fur N--; 
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daher gilt 
1 
strebt also gegen Null von der Ordnung 1 beziiglich A .  Da Ei? Diagonalmatrix 
ist, besitzt mit 0% auch V($ eine Blockeiiiteilung (5.9), 1aBt sich also schreihen als 
1 
Fur geniigeiid groBe N wird 1 V$i < 1 ; d a m  laBt sich I)$-' gemail3 (5.1G) als 
NEUMANNSChe R'eihe schreiben; wir erhalten 
Dazu zeigen wir, daB 
(5.19) J,VFnJ,=0, sobald ( x - i l ( s n + l  . 
Den Reweis von (5.19) fiihren wir mit Induktion iiber 12, wobei der Fall n=O 
klar ist. Fur n s 0  ist 
(2)"" J - J Vl(l)" V(2) JJ X V s  2 -  x N N a ,  
V$J,=(J,V$!+J,+,V$+J,-,V$)) J,-mit J2+1=Jo==0, 
und nach (5.17) 
daher 
J,V$I~+~J,= J,v$" ( J ~ +  J,+,+J,-J v ~ J , .  
Nach Iiiduktionsannahme fur n ist, 
J,V$" (J,+J,+, +J,-,)=O 
13t-,Ilzn+1 und i x - i l + l ( z l z + l  und I x - / I - l l s . n + l .  
sicher d a m ,  wenn 
Letzt,ere Bedingungen sjnd fur ix -A( z n  f 2  erfullt. 
In  der Reihe (5.18) bleibt steheii 
cc 
J D(Z)-'J - J v(l)n J j!$-' 
I N 1 -  ' N 1 N  7 
n = 1 - 1  
daher gilt 
Es folgt, daB 
1 JID$-'Jz( von der Ordnung I - 1 bzgl. A gegen Null konvergiert, 
falls 1 ~ 3  , 
[J,D$'-lJzl beschrankt bleibt, falls I=  1 . 
Die analoge Aussage gilt fiir J,D$-'J,. 
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Niinmt man hinzu, da13 
Iz$)l?, IL$/2, jsg?/?, iB$12 jeweils von der Ordnung 1 
beziiglich A gegeii Null gehen, folgt aus (d.13), (5.14) und (5.15) die 2 .  Behauptung 
des Satzes. 
ti. Ein Prinzip der Honvergenzverbesserung 
Es sei fur A = (acj)Tjz0 wieder die Voraussetzung (5.4) erfiillt. Wir schicken 
6.1. Hilfssatz. Falls cx kosnpleze Zuhlenfolge, cAV+ 0 von der Ordnung nz => 2 
als Beiiierkung voraus : 
ce 
beziiglich A ,  so I E ~ - /  -=a. 
N=O 
Zuni Beweis benutzen wir die Definition (5 .6 ) ,  wonach ab einem gewissen N ' :  
i # j  
Daher gilt 
i + i  
Als Prinzip der Koar-erpenzverbesserung notieren wir 
Eigenschaft (5.7), (p,v)~=o, ( Y ~ ) , V = ~  komplexe Zahlenfolgen whit Pn.# 1 fur alle N ,  
6.2. Satz. Es seien 1, In nuturliche Zuhlen mit  2 s m m 2 1 + 2 ,  lzl ,  N,EN mit 
1.  n ( 1 - pmv) ist absolut konvergent ; 
N =  0 
2 .  die unendliche il.latrix 
erfullt die Voraussetzung (5.4) ; 
3. det, A = 17 (1  -Js) * det B ;  
4. det BN-det Bx-, -0 con d e ~  OPdnung m btzuylich A bzw. B.  
N=O 
Beweis. 
Urn zu zeigen, daB 
- ce 
IP_.,TI-=m, beiiutzen wir (5.4), wonach 2 JccNn-lj-=~. 
AuBerdem konvergieren ,Z$~D$-'S$) von der Ordnung 2,  yn. von der Ordnurig 
N =o N=O 
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m z 2  beziiglich A gegen Null, was mit Hilfssatz 6.1. unmittelbar die 1. Behaup- 
twig liefert. Wegen plV# I, lim pN = 0, ist 
P I :  = i d  11 --Pfl/ > O ,  
N - -  
PI*:  =sup 11 - / ? N l  -=a 
NEN N€N 
und daher fur alle i , j c N  
1 
IB-l Z Z -  l%il, l%I S B I I  IPiil . 
%l - P I  - 
Es folgt, da13 
Zahlenfolge beziiglich A und B stets die gleiche. SchlieBlich wird 




Aus den Voraussetzungen (5.4) folgt die Konvergenz von det B N  und damit 
Aussage 3. 
Zum Beweis von 4. wollen wir die in B auftretenden Teilmatrizen mit einem - 
versehen, um sie von den Teilmatrizen von A zu unterscheiden. Satz 5.11., auf 
B angewendet, liefert fur N%N0 
1) - d)'D(Q-'g$} . det BN + Q:J (6.3) det BN-det BN-i=((PNN- 6N N 
Wir beachten, daB mit der invertierbaren Matrix 
gilt : 
Mit der Definition von PN wird 
Dies mit (6.5) zusammen in (6.3) eingesetzt, liefert 
1 
det BN-det BN-l=---- 1/N det B N - 1  +&I 
1 -PN 
(6.6) 
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An dieser Stelle ist der eigentlicho Beweis des Sstzes beendet, da iiach Satz 5.11. 
p2J-0 1-011 der Ordiiung ?Z+2 heziiglich B, iiacli dem 2 .  Beweisteil also auch 
hezuglich A .  
Zuni Zweck eincr Fehlerahschhtzung wollen wir @ $  durch ,p$) ausdriicken. 
Dazu heachtet inan, dalj fur i , j = O ,  . . . . S-  1 
und deshalh 
N-1 1 
Setzt, man in (6.6) auf der rechten Seite det Blv-, = (n ---) . det AN-1 ein, 
so erhalt inan insgesanit v = O  1 - k  
s- 1 
6.9. Korollar. det R,-det n ----). (ysdet A N - ~ + Q ~ ) ~ U ~ ~ X Z N , .  
v = O  
Zur praktischen Anwendung von Satz 6.2. wird man versuchen, die Pv so zu 
wahlen, dalj fl ( 1  -p3,)  in geschlossener Form darstellbar ist. Als Naherung fur 




ah. = n ( 1 - B,) * det B, . 
Y =o 
Zur Fehlerabschatzung benutzen wir 6.9., wonach 
- I -  , 
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und daher 
(6.10) /det A - xhT.( 
I M  Do M 
5 p?A’t2 S U P 1 ,,=p 17(1-pv)I(iUP1detAv1* Y N  
n = N +  c1 lYnl+ n=N+ 1 I~:)I)* 
Die Yrodukte 17 (1 -&) i lassen sich rnit der Exponentialfunktion im all- 
geineiiien einfach und recht gut abschatzen; jdet A,l wird man zuerst durch P 
abschiitzen; dam beriicksichtigt man, daB (6.10) auch fur alle det A ,  mit v s h -  
gilt, so dal3 die iin allgemeinen recht grobe Schranke P verbessert werden kanii. 
Wegen der groben Abschbtzung von lU$ in (5.14) werden die Schraiiken fur 
&) ziemlich grob ausfallen: daher sollte inan zu vorgegebenein nz das 1 so groB 
wahlen, da13 rn < 21 + 2 ; dann strebt e::) schneller als ylp gegen Null und erhdt 
geringeres Gewicht in der Fehlerabschatzung. 
Als unmittelbare Folgerung aus Satz 6.2. wollen wir die bei MENNICKEN ([9], 
Satz 2.21 und 2.30) fur H ~ ~ ~ s c h e  Bandinatrizen angegebenen Satze beweisen. 
6.11. Satz. Es sei  A = ( E , ~ ) ~ , ~ = ~  unendliche M a t r i x  mit Vorazlssetzung (5.4). 
N;=rnin { N E N :  Y n z N  ann+0), 
p N ,  y X c  C so definiert, da/3 alle p N  # 1 u n d  fur N s N ;  + k + 1 entweder 
! -  I! =p 
k 
K N - - ~ , N ~ N , N  --x 
p N = ( l - E ” ) +  c--- +YX, 
x = l  uN--x,N-x 
y&+0 von der Ordnung 3 bezuglich A,  
(1) 1 
oder 
X f l r  
y& + 0 von der Ordnung 4 bezuglich A .  
Dann s ind  ?nit geeignet gewahlten yN die Voraussetzungen von  Sa t z  6.2. erfullt,  
u n d  es gilt fur 
det B, - det B, -1 koncergiert gegen Null eon  der Ordnung 3 bezuglich A im Pall (I), 
von der Ordnung 4 bezuglich A irn Fall (11). 
Zum Beweis wollen wir geeignete y, angeben. Wir zerlegen gema13 (5.16) fur  
NZN, 
D, (0 - EtO ( I  - V Y ) ,  E$) = diag 
Wir hatten bereits gesehen, da13 
t V$)[ -0 von der Ordnung 1 bzgl. A .  
Fur genugend grol3e N wird daher 
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Diese Reihe setzen wir in den Ausdruck .z$'U~?-'s$ ein. Dazu wahlen wir im 
Fall (I) I =  1 und brechen nach den1 I. Glied ab: 
z ; D ; ~ s ~ = z & E ~ ? s ~ + z ~  (DNi -E,y') s3 
k 
Cr, - x  N U N  N --x - c-- LA- +zg (D&-Eii) s,, 
x = l  u N - x , N - x  
Wir setzen nun 
wobei 
daher strebt ys- 0 voii der Ordnung 3 bzgl. A. Wegen Pfl = ( 1  - uNnT) + z&Da1sw + yN 
ist init 1 = 1,  nz = 3 die Voraussetzung von 6.2. erfiillt. 
Fur den Fall (11) konnten wir auch I =  I wahlen; ziir hesseren Fehlerabschat- 
zung sollte aber p$) schneller als y N  konrergieren, daher setzen wir hier Z =  2 und 
t,eilen die Reihe (6.12) nach dern 9 .  Glied ab. Danach haben wir 
Hier setzt man 
wobei wegen 
y N  + 0 von cler Ordnung 4 beziiglich A .  
Hier ist niit .m=4 die Voraussetzung von 6.2. erfiillt. - 
Mit den Beweisidecn zu diesem Satz lassen sich unschwer weitere Formeln fur 
mogliehe ,dN, yN angeben, wenn man eine noch hohere Konvergenzordnung von 
(det BN-det B N - 1 )  erreichen mochte. - Allerdings steigt mit der Konvergenz- 
ordnung der Aufwand, die geeignet zu bestimmen und das unendliche Produkt - 
( 1  - O N )  zu berechnen. 
N = O  
Mennicken/Wagenfiihrer, Verallgemeinerte Hillsche Determinanten 49 
Literatur 
ST. BOBR, Eine Verallgemeinerung des von Koch’schen Satzes iiber die absolute Konvergenz 
der unendlichen Determinanten. Math. Z. 10, 1 - 11 (1921). 
L. W. COHEN, A note on a system of equations with infinite many unknowns. Bull. A. 31. S. 36 
-, Transformations on spaces of infinitely many dimensions. Annals of Math. 37 (2), 326 - 335 
(1936). 
A. GROTENDIECK, La theorie de Fredholm. Bull. SOC. math. France 84, 319-384 (1956). 
H. VON KOCH, Sur les determinants infinis e t  Ies Bquations differentielies lineaires. Acta math. 
- , Sur les systkmes d’une infinite $equations lineaires une infinite dinconnues. Comptes 
Rendues du CongrAs de Stockholm, 43-61 (1910). 
T. LEZANSKI, The Fredholm theory of linear equations in Banach spaces. Studia Xate- 
matica 13, 244-276 (1953). 
W. NAGNUS, Infinite determinants associatet with Hill’s equation. Pacific Journal of Xath. 5, 
R. MENNICKEN, On the convergence of infinite Hill-type determinants. Arch. for Rat. Mech. 
andAna1. 30 (l), 12-37 (1968). 
H. POINCAR~, Sur les dCterminants d‘ordre infini. Bull. Soc. math. France 14, 77 -90 (1886). 
IT. RIESZ, Les systhmes d‘bquations lineaires a une infinite d’inconnues. Paris 1913. 
A. F. RUSTON, Operators with a Fredholrn theory. Journal of London Math. Society 39, 
R. SIKORSJ~I, The determinant theory in Banach spaces. Colloquium Mathematicum 8, 
E. T. WHITTAKER and G. N. WATSON, A course of modern analysis. Cambridge 1962. 
In den zitierten Arbeiten finden sich zahlreiche weitere Literaturhiuweise. 
(2), 563 -572 (1930). 
16, 271 -295 (1892). 
Suppl. 2, 941 -951 (1955). 
318-326 (1954). 
141 - 198 (1961). 




4 Yath. Nachr. Bd. 7 2  
