Abstract. We extend the formulae given by Azé-Corvellec, Belousov-Andronov and Ng-Zheng for the Hoffman constant associated to the system of linear inequalities Ax ≤ b and relate them to that established by Li.
where, for γ ∈ R, γ + := max{0, γ}, while for y ∈ R m , y + := (y 1 ) + , . . . , (y m ) + . In fact, because the space R m+l can appear as a whole, we are interested by an estimate of the form
where · is a norm on R m+l ; of course, the existence of τ > 0 satisfying (1.3) follows from Hoffman's statement because all norms on R m+l are equivalent. Remark 2. We could take C = 0 because the equality Cx = d may be replaced by the system of inequalities Cx ≤ d, (−C)x ≤ −d. This is not a very good procedure because one must change the space R m+l with the space R m+l+l ; in such a situation one must decide what norm to choose on the last space. As we shall see later we need to impose some supplementary conditions on the behavior of the norm (y, z) in the variables y i with i ∈ I which are not needed for variables z j with j ∈ J; replacing an equality by two inequalities we have to impose such conditions on all the variables of the norm on R m+l+l . Another reason is furnished by the preceding remark; if A = 0, we observe that τ does not depend on d ∈ dom F , but the system of inequalities depends on the elements in the domain of F .
Note that one can assume, at least theoretically, that X is finite dimensional, or reflexive. Indeed, considering X := X/ ker A endowed with the quotient norm, A : X → R m+l defined by A x := A x, C x := (Ax, Cx) ( x being the class x + ker A of x) and F (b, d) := { x ∈ X | A x ≤ b, C x = d}, one has, as observed by Ng and Zheng [11] in the case l = 0, that d x, F (b, d) = d x, F (b, d) for every x ∈ X, and so (1.3) holds if and only if
The consideration of equalities in the system (1.2) is inspired by Li's articles [8] , [9] ; in these articles the author is interested by Lipschitz constants for the feasible multifunction F , as well as for the solution multifunction S of a linear programming problem whose feasible set is given by (1.2). We say that γ ≥ 0 is a Lipschitz constant for
where e(D, E) := sup x∈D d(x, E) is the Hausdorff-Pompeiu excess of D over E with e(∅, E) := 0, the distance
In fact there exists a deep relationship between the Hoffman and Lipschitz constants of F at (b, d), as we shall see in the sequel (see also Belousov and Andronov's article [2] ). As the existence of τ > 0 satisfying (1.3) is assured by Hoffman's theorem, an important problem is to give computable estimates of τ , or even formulae for the sharp τ . Of course such estimates will depend on the norms on X and R m+l . Recently, in the case l = 0 (and so C = 0, d = 0), Azé-Corvellec [1] obtained a formula and Ng-Zheng [11] obtained an estimate (which in fact is a formula as we shall see later on) for the sharp Hoffman constant at (
when R m is endowed with the box norm · ∞ (the norm on X being arbitrary), while Belousov and Andronov [2] obtained a formula for the sharp uniform Hoffman constant
when X = R k is endowed with the Euclidean norm and R m is endowed with a (pseudo-) norm · satisfying the condition
Because not only these pairs of norms are useful, our aim is to give formulae for δ b,d and δ also for other pairs of norms. Note that the estimates for the Lipschitz constant of Bergthaller and Singer [3] for the inequality system Ax ≤ b are established for the norm · ∞ on R m and an arbitrary norm on X (although the authors say their method works for the norm · p on R m ) while the sharp global Lipschitz constant established by Li [8] , [9] are for C surjective and arbitrary norms on X = R k and R m+l . In order to obtain such formulae we use a result established in [14] . Since the case A = 0 is trivial, in the sequel we assume that A = 0; in this case
(We could even assume that a i = 0 for every i ∈ I and c j = 0 for every j ∈ J.)
Assume now that X is reflexive. Then
When t = 0, the positivity of l f (0) defined above is equivalent to the existence of a global error bound for the inequality system f (x) ≤ 0. When X is finite dimensional and the function f is convex there are many results concerning error bounds (see the recent papers [7] , [5] and the references therein). For X infinite dimensional the above result is one of the most general to our knowledge. Lemaire We mention that throughout this paper the space R k (k will be m, l or m+l) is endowed with a (arbitrary) norm denoted also by · ; when needed, we shall specify supplementary conditions on · . We identify the topological dual of the normed space R k , · with R k by the pairing
In order to apply the preceding result we need the convexity of f , which is ensured by the convexity of the positively homogeneous function
In this sense the next result is useful. 
(iii) Assume that · satisfies conditions (2.5) and (2.6). Then
Moreover, if (µ, ζ) ∈ ∂h(y, z) then y − , µ = 0, and so µ i = 0 whenever y i < 0, where
Proof. (i) Assume that · satisfies condition (2.5) and take y, y ∈ R m , z, z ∈ R l . Then 0 ≤ (y + y ) + ≤ y + + y + , and so
As h is obviously positively homogeneous, h is sublinear. Conversely, assume that h is sublinear and take y, y ∈ R m with 0 ≤ y ≤ y and z ∈ R l . Then y = y +(−v) for some v ≥ 0, and so
(ii) Let · satisfy condition (2. 
, and so
(iii) Assume that · satisfies (2.5) and (2.6). The inclusion
whence y − , µ = 0 and y + , µ + z, ζ = (y + , z) . Since (µ, ζ) * ≤ 1, when (y + , z) = 0, from the last equality, we get (µ, ζ) * = 1.
Note that the norm · on R m+l satisfies conditions (2.5) and (2.6) if and only if
or, equivalently,
A sufficient condition for (2.5) and (2.6) to hold is
where
Indeed, if (2.10) holds then the mapping t → (t, y 2 , . . . , y m , z) from R into R is an even convex function; hence it attains its infimum at 0 and is nondecreasing on R + . The same is true for every variable y i . Hence (2.5) holds; (2.6) holds too because 0 ≤ y + ≤ |y|.
Of course, the norm · on R m+l satisfies (2.10) whenever the condition below holds: (2.11) , and so it verifies conditions (2.5) and (2.6), too. Recall that the dual norm of · p is · q with q ∈ [1, ∞], 1/p + 1/q = 1.
Lemma 2.3. Assume that the norm · on R m+l satisfies condition (2.10) and consider Φ := Φ R m+l the duality mapping of R m+l . Then
Assume that y i0 µ i0 < 0 for some i 0 ∈ I. Taking y i := y i for i ∈ I \{i 0 } and y i0 := −y i0 , we have that (y, z) = (y, z) and so we get the contradiction
(iv) In the proof of (iii) we consider also J 0 := {j ∈ J | z j = 0} and take ζ j := ζ j for j ∈ J 0 and ζ j := 0 for j ∈ J \ J 0 . Proceeding as in the proof of (iii) we obtain that (µ, ζ) ∈ Φ(y, z).
where sgn α := α/ |α| for α ∈ R \ {0}, sgn 0 := 0; for 1 < p < ∞,
and for p = ∞,
As recalled in the Introduction, there are strong relationships between the Hoffman and Lipschitz constants for the multifunction F . The next result was observed in [13] .
Lemma 2.4. Consider the multifunction Γ :
Condition (2.13) means that the multifunction Γ has a global error bound at x 0 as introduced by Li and Singer [10] .
Note that for the multifunction F : R m+l ⇒ X defined in the Introduction we have that
, and so relation (2.13) becomes
with equality if · satisfies conditions (2.5) and (2.6) (or equivalently (2.9)).
Corollary 2.5.
Moreover, if the norm · on R m+l satisfies conditions (2.5) and (2.6) then the converse holds. Proof. Just note that in (2.14) one can take only x ∈ dom Γ. Then apply the preceding lemma and the above discussion.
In fact, the preceding corollary is valid when A is replaced by an arbitrary function f : X → R m (or even defined on a subset of X). In such a case Corollary 2.5 (for l = 0) was established by Belousov and Andronov [2] with the norm · replaced by a function g : R m → R + satisfying similar conditions to (2.5) and (2.6).
3. Extensions of Belousov-Andronov's formula. Throughout this section X is a reflexive Banach space; of course,
and F : R m+l ⇒ X be as in the Introduction. The adjoint C * of C is given by C * ζ = j∈J ζ j c j , and similarly A * . For K ∈ P(I) := {L | L ⊂ I} we set C ∅ := {0} and
where 
Hence, for such i and t we have that ( Cu) . From the above expression of δ b,d we obtain (3.2). Taking into consideration that (3.2) holds for every (b, d) ∈ dom F , the inequality ≥ holds in (3.3). Consider K ∈ P(I) and u ∈ S X such that Φ X (u) ∩ (C K + Im C * ) = ∅. Fix an x ∈ X and take b i := x, a i for
is finite and dim X < ∞ we may assume that K n = K for every n and (u n ) → u ∈ S X . Because the graph of Φ X is closed and
. Hence the infimum in (3.2) is attained. A similar argument shows that the infimum in (3.3) is also attained.
The formula (3.3) was stated by Belousov and Andronov [2] for l = 0, for X = R k endowed with the Euclidean norm and for the norm on R m replaced by a pseudo-norm verifying condition (1.6).
Extensions of Ng-Zheng and Azé-Corvellec formulae.
In this section we are interested by estimates or formulae for δ b,d of similar types as those established by Ng and Zheng [11] or Azé and Corvellec [1] . Taking into consideration Corollary 2.5, these estimates are related to those of Bergthaller and Singer [3] . Using formula (2.1) for the function f defined by relation (2.3) we obtain the following result where, as above, Ax = (Ax, Cx).
Theorem 4.1. Assume that the norm · on R m+l satisfies conditions (2.5) and (2.6). Then for every
Moreover, if X is a reflexive Banach space then
Proof. We apply Proposition 2.1 for f defined by (2.3) and t = 0. Then f (x) = h(Ax − (b, d)) for every x ∈ X. Since h is a continuous sublinear function by Lemma 2.2 (i), we have that f is a continuous convex function and so
and so the first part of the conclusion follows applying again Lemma 2.2.
Since for x ∈ X and (µ,
Assume that X is reflexive. Let x ∈ X and (µ,
and so δ b,d ≤ A * µ + C * ζ . The conclusion follows. In order to obtain other formulae or estimates for δ b,d let us introduce other notations. We shall deal with pairs (K, L) and triples ( 
respectively. For such pairs and triples we consider the compact sets
and the numbers
Inspired by the notions introduced by Ng and Zheng in [11] , we consider the classes of regular pairs and regular triples
Since R(I, J) and R (I, J) are nonempty (as A = 0) and finite, we have that
Taking into consideration (4.8) we have that ρ ≥ ρ . We shall see below that ρ = ρ , but this is not obvious
is full, and we denote by R f (I, J) the class of full regular triples. The notations R(I), R(J), R f (I), R f (J) are now self explanatory. Consider also
. In particular, any maximal regular pair and any maximal regular triple (with respect to inclusion) is full.
Proof.
Consider the first case, the second one being treated similarly. It follows that (K , L) ∈ R(I, J), where
) in a finite number of steps. The proof for triples is similar.
When
Another result in the same spirit, but with a more involved proof, is the following.
The proof for the case when 
and ρ = ρ . When the norm on R m+l is · ∞ we can also extend the notion of peak set introduced by Ng and Zheng [11] . So, we say that 
is assured by the finiteness of the class of peak triples. It is obvious that
, and so equality holds in (4.11) 
). Then at least one of these inequalities becomes an equality. Let
, and at least one of these inclusions is strict. Because, obviously,
Hence the equality holds in (4.12), too.
For (4.13) just use Lemma 4.3.
The proof above shows that
are empty, and so we omit them in the above notations. So we write 
Unfortunately, for an arbitrary norm · on R m+l (however satisfying conditions (2.5) and (2.6)) we have only the formulae for δ b,d which are provided by Theorem 4.1. In the next result we provide an estimate for δ b,d in the general case. This estimate practically follows from (the proof of) Li's Th. 3.4 in [8] .
Proposition 4.6. Assume that X is a reflexive Banach space. Then
* be an element of this set. Using formula (3.1), the set
is nonempty. Of course (η, ξ) = (0, 0) for (η, ξ) ∈ M x * ; this is due to the fact that x = x, and so x * = 0. Proceeding as in the proof of Lemma 3.1 in [8] , there exists (µ, ζ) ∈ M x * and
Assume that λ i 0 = 0 for some i 0 ∈ K; we (may) even assume that λ i 0 > 0. Taking t := min{λ
and Ax, µ = b, µ , we have that
The conclusion follows using Corollary 2.5. When l = 0, the norm on R m is · ∞ and b ∈ dom F (we omit the second component in this case), the constant C defined in relation (1.31) of Bergthaller and Singer's paper [3] is nothing else but α In fact the condition that X is a reflexive Banach space in the statement of the preceding proposition is not essential because, as mentioned in the Introduction, we can suppose that X is finite dimensional.
The above expression of δ when {c j | j ∈ J} is linearly independent is obtained by Li in relation (5.10) of [8] for the norm · on R m+l satisfying condition (2.11); note that Li's proof is very different. Note also that the inequality in (5.1) can be strict if {c j | j ∈ J} is not linearly independent as the example given at the end of the preceding section shows. Taking into consideration Corollary 4.4 we have that δ ≥ ρ (where ρ is defined by relation (4.9)) the inequality can be strict even if {c j | j ∈ J} is linearly independent, as showed by Li in [8, Prop. 5.1]. Using Corollary 4.4 and the preceding proposition, in the case l = 0 there are several formulae for δ.
Corollary 5.2. Assume that the norm · on R m satisfies condition (2.10). Then
-We showed that the sharp Hoffman constant established by Li [8] is valid for more general norms on R m+l ; a similar formula for the sharp Hoffman constant at (b, d) ∈ dom F is furnished. Also, using Li's formula, we deduced a formula for the sharp Hoffman constant by using eigenvalues of Gram matrices in the case when all spaces are Hilbert spaces; this reduces to the Belousov and Andronov formula when C = 0.
-We gave properties and characterized several types of monotonicity for norms on R m+l .
