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Abstract
We introduce the problem of nding a maximum weight matching in a graph such that the
number of matched vertices lies in a prescribed interval and certain vertices will be matched.
In the case of bipartite graphs, this generalizes the k-cardinality assignment problem which
was recently studied by Dell’Amico and Martello (Discrete Appl. Math. 76 (1997) 103{121).
Similarly dened a minimum weight constrained edge covering problem is shown to be NP-hard
even for bipartite graphs. We present a simple polynomial transformations of such matching and
simplied covering problems to classical unconstrained problems. In the case of bipartite graphs
also min-cost ow formulations are given. ? 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
First we recall some necessary notions and notations from graph theory. Given a
graph G=(V; E); V (G) and E(G) denote its vertex set V and edge set E, respectively.
Their cardinalities jV j and jEj will be denoted by n and m. For a bipartite graph
G = (V1; V2;E) with the partition sets V1 and V2 we put n1 := jV1j and n2 := jV2j. We
say that an edge (u; v) covers its endvertices u and v. A subset M E is called a
matching of G if the edges in M are independent (i.e. no two edges in M have a
common vertex). A subset PE is called a partial cover of G because the edges in P
together cover V partly (in general not entirely). If the whole set V is covered, then P
is called a (complete) cover of G. A matching which is a cover is said to be perfect
(each vertex is matched).
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Given a real valued (edge) cost function c and a subset S E; c(S) denotes the cost
of S, i.e. the sum of the costs of the edges in S.
Now the classical maximum cost matching problem (MP) can be stated as follows
[1,7,8]: Given a graph G with a cost function c, nd a maximum c-cost matching
M of G. As this is an optimization problem, we will speak about feasible or optimal
solutions of MP for the instance (G; c), or briey, of MP(G; c). There are (strongly)
polynomial algorithms for MP with running times O(n3) and O(nm+ n2 log n) (cf. [1,
p. 500]).
It is well known (see e.g. [8, p. 370]) that MP can be reduced to the problem to
nd a maximum cost perfect matching, PMP. (It is sucient: (1) to add an isolated
vertex if n is odd, (2) to delete the edges with negative costs, (3) join all pairs of
non-adjacent vertices by zero cost edges. Then the resulting complete graph has a
maximum perfect matching and its restriction to the original edges of positive cost is
a maximum cost matching for the original instance.) Conversely, PMP can be reduced
to MP simply by increasing each edge cost by a common suciently large constant.
Then each maximum cost matching must be perfect whenever a perfect matching exists.
Therefore any algorithm for MP can be easily adapted for PMP and its complexity is
preserved.
Note that if G is a complete bipartite graph with n1 = n2, then MP is usually called
the assignment problem (AP) and is often interpreted as the problem to assign n
workers to n machines optimally. A good survey of the literature on AP, its modica-
tions, extensions, and applications can be found in [2]. AP was recently generalized by
Dell’Amico and Martello [4] to the k-cardinality assignment problem (k-AP): Given a
complete bipartite graph with real costs and an integer k, nd a maximum cost match-
ing of cardinality k. They have developed a specialized algorithm for k-AP. Note that
the Hungarian method for the bipartite MP and Edmonds’ method for the general MP
provide as by-products also optimal matchings for all the cardinalities up to the cardi-
nality of an optimal matching (see e.g. [7, pp. 204 and 247]). But it can happen that
the algorithm ends before cardinality k is reached.
Here we generalize MP to the following constrained matching problem (CMP):
Given a graph G, a real-valued edge cost function c, a subset RV (G) (of required
vertices), two even integers 2a (a lower bound) and 2b (an upper bound), we have
to nd a maximum c-cost matching M of G with respect to the constraints that M
covers R and covers at least 2a and at most 2b vertices. (Although it would by sim-
pler to say that the cardinality of M is between a and b, we prefer this formulation
to be in harmony with further problems.) If G is bipartite, then CMP is referred to
as the bipartite constrained matching problem (BCMP). One sees that BCMP gener-
alizes also k-AP (let G to be a complete bipartite graph, put R := ;, and a := b := k).
BCMP can be interpreted as follows: We have to assign optimally at least a workers
(machines), at most b workers (machines) and such that certain workers and machines
(the elements of R) will be employed. Thus CMP enables to formulate better mod-
els of real-life problems. Nevertheless, it is the purpose of this paper to show that CMP
can be transformed to PMP (Section 2) and that BCMP can be transformed to BPMP
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(Section 3) and then further to AP. In Section 3 we also present a direct formulation of
BCMP as a min-cost ow problem (FP), which has an advantage for sparse graphs G.
The remaining two Sections 4 and 5 deal with (edge) covering problems. The
(classical) covering problem (CP) can be stated as follows: Given a graph G with
a real-valued edge cost function c, we have to nd a minimum c-cost cover P of G.
Evidently, a cover exists if and only if G has no isolated vertices. Edmonds’ method
for MP can be adapted also for CP which gives an O(n3) algorithm [10]. On the
other hand, CP can be transformed in O(n2) time to PMP [11] and this yields O(n3)
algorithm for CP.
If G is a bipartite graph (V1; V2;E), then CP is referred to as BCP and can be easily
formulated as a min-cost ow problem as follows: Assign each original edge (i; j) the
direction from V1 to V2, require a ow between 0 and 1, and assign original cost c(i; j).
Further add two new vertices s and t, an arc (s; i) for every i 2 V1 with ow demand
between 1 and n2, an arc (j; t) for every j 2 V2 with ow demand between 1 and n1.
All these are zero cost arcs. It is evident that any integer valued min-cost s− t ow in
this network gives a minimum c-cost cover of the original graph (the edges (i; j) with
unit ow form such a cover). Since the min-cost ow problem (FP) can be solved in
O(m log n)(m+ n log n)) time [1, p. 397], we get a better bound than O(n3) whenever
the bipartite graph is suciently sparse.
Also a cardinality constrained covering problem is known in the literature. Namely
the authors of [12] developed an algorithm for nding a minimum cost cover with
xed cardinality. However, we will deal with other constraints. We introduce the fol-
lowing constrained covering problem (CCP): Given a graph G, a real-valued edge cost
function c, a subset RV (G), and integers a and b, we ask to nd a minimum c-cost
partial cover P covering R and covering at least a and at most b vertices of G. This
problem is treated in Section 4. We show that CCP is NP-hard, but a special case
when there is no restriction b from above, can be transformed to CP and thus solved
in a polynomial time. Similar results are presented in Section 5 for the case if G is a
bipartite graph and bounds are considered for each partition set (BCCP).
Describing our transformations, one will nd convenient to use the following nota-
tions. For any two disjoint vertex sets X and Y we can form the set of edges
X  Y := f(x; y) j x 2 X; y 2 Yg:
Further, if jX j= jY j, then XY denotes a perfect matching between X and Y . In
particular, if jX j is even, then XX denotes a perfect matching on X (i.e. a set of jX j=2
independent edges covering X ).
2. The constrained matching problem (CMP)
In this section we reduce the general CMP to PMP while BCMP is postponed to
the next section. Given an instance (G; c; R; 2a; 2b) of CMP, we may suppose that
r6 2a6 2b6 n;
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Fig. 1. The transformation of CMP(G; c; R; 2a; 2b) to PMP(G^; c^).
where r := jRj and n := jV (G)j. Letting R :=V (G) n R and r := j Rj, we construct an
instance (G^; c^) of PMP in accordance with Fig. 1 as follows.
V (G^) :=V (G) [ U [W;
where U and W are disjoint sets of n− 2b and 2b− 2a new vertices, respectively.
E(G^) :=E(G) [ R (U [W ) [WW:
The c-costs of the old edges remain as their c^-costs and c^-cost of each new edge is
dened to be 0.
One sees that G^ has 2n−2a vertices and m+ r(n−2a)+b−a edges. The following
result relates feasible solutions of CMP(G; c; R; 2a; 2b) and PMP(G^; c^).
Lemma 1. (a) Any feasible solution M of CMP(G; c; R; 2a; 2b) can be completed to
a feasible solution M^ of PMP(G^; c^) with the same value.
(b) Any feasible solution M^ of PMP(G^; c^) when restricted to G gives a feasible
solution M of CMP(G; c; R; 2a; 2b) with the same value.
Proof. (a) Let X V (G) be the set covered by M and let jX j=2k. Since 2a6 2k6 2b,
we can choose a matching of W covering exactly 2k − 2a vertices. The remaining
2b − 2k vertices of W can be matched to 2b − 2k vertices of R n X . It remains
(n− 2k)− (2b− 2k) = n− 2b not covered vertices of R which can be easily matched
to the n − 2b vertices of U . The formed matching M^ of G^ is evidently perfect and
has the same value as M .
(b) Let 2y be the number of vertices in W which are matched by M^ to vertices
of W . Then 2b − 2a − 2y vertices of W and n − 2b vertices of U are matched to
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n− 2a− 2y vertices of R. Thus, the remaining n− (n− 2a− 2y) = 2a+ 2y vertices
of G^ are matched inside G and R is also covered by this subset M of M^ . Since y>0
and we have seen that 2b− 2a− 2y> 0, we see that 2a6 2a+ 2y6 2b, as desired.
The following assertion, which is an immediate consequence of Lemma 1, shows
how to solve CMP.
Theorem 1. (a) If G^ has no perfect matching; then CMP(G; c; R; 2a; 2b) has no fea-
sible solution.
(b) If G^ has a perfect matching; then PMP(G^; c^) has also an optimal solution and
its restriction to G is an optimal solution of CMP(G; c; R; 2a; 2b):
Thus the above transformation guarantees an O(n^3) = O(n3) algorithm for CMP.
However, our transformation does not preserve sparsity and therefore we are not able
to guarantee the complexity O(nm+ n2 log n) (see Section 1) in general.
3. The bipartite constrained matching problem (BCMP)
In this section we rst show that BCMP can be transformed to PMP without loss
of bipartitness (in contrast to Section 2). The resulting problem can be then reduced
also to AP. Finally we present a min-cost ow formulation of BCMP.
Given an instance (G; c; R; 2a; 2b) of BCMP with a bipartite graph G = (V1; V2; E),
let Ri :=R\Vi, Ri :=Vi nRi, and ri := j Rij for i=1; 2. Further let U1; W1; U2, and W2
be pairwise-disjoint sets of n2 − b, b− a, n1 − b, and b− a new vertices, respectively.
Now, in accordance with Fig. 2, we extend G to a graph G^ as follows:
Vi(G^) :=Vi(G) [ Ui [Wi for i = 1; 2;
E(G^) :=E(G) [ R1  (U2 [W2) [ (U1 [W1) R2 [W1W2:
The costs of the old edges remain and the cost of each new edge is 0. Thus we
have dened a cost function c^.
Note that G^ has 2n− 2a vertices and m+ r1(n1 − a) + r2(n2 − a) + b− a edges.
We have an analogy of Lemma 1.
Lemma 2. (a) Any feasible solution M of BCMP(G; c; R; 2a; 2b) can be completed to
a feasible solution M^ of BPMP(G^; c^) with the same value.
(b) Any feasible solution M^ of BPMP(G^; c^) when restricted to G gives a feasible
solution M of BCMP(G; c; R; 2a; 2b) with the same value.
Proof. (a) Let M matches a set X V1 of k vertices to a set Y V2. Thus it remains
n1 − k vertices of V1 and n2 − k vertices of V2 to be matched. To extend M we
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Fig. 2. From BCMP(G; c; R; 2a; 2b) to BPMP(G^; c^).
rst match k − a arbitrary vertices of W1 to the corresponding vertices of W2. Then
it remains exactly b − k vertices in W2 and n1 − b vertices of U2 that is together
n1 − k vertices which can be easily matched to the vertices of V1nX . Symmetrically,
it remains n2 − k unmatched vertices in U1 [W1 which can be easily matched to the
vertices of V2nY . This completes the construction of the perfect matching M^ . Evidently,
c(M) = c^(M^).
(b) The vertices of R1 and R2 are incident in G^ only with edges of E(G). Therefore
M^ matches them inside G. Since jU2 [W2j= n1− a, at least n1− (n1− a)= a vertices
of V1 must be matched inside G. Further, as jU2j= n1 − b, at most n1 − (n1 − b) = b
vertices of V1 are matched inside G. A proof for V2 is symmetrical. The rest of the
assertion is obvious.
Immediately from Lemma 2 we get the following assertion which suggests how to
solve BCMP.
Theorem 2. (a) If G^ has no perfect matching; then BCMP(G; c; R; 2a; 2b) has no
feasible solution.
(b) If G^ has a perfect matching; then BPMP(G^; c^) has also an optimal solution
and its restriction to G is an optimal solution of BCMP(G; c; R; 2a; 2b).
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Now we show that CMP can be reduced also to the assignment problem (AP) which
requires a complete bipartite graph. This can be arranged simply by adding the missing
edges in the above graph G^ between V^ 1 and V^ 2, each of cost −1 (a number q0).
The resulting complete bipartite graph is denoted by ~G and the new cost function by
~c. Clearly, we have
Theorem 3. There exists an optimal solution ~M of AP( ~G; ~c). If its value ~c( ~M)>−1
then the restriction of ~M to G is an optimal solution of CMP(G; c; R; 2a; 2b); else
CMP(G; c; R; 2a; 2b) has no feasible solution.
In some matching problems (e.g. PMP, AP, k-AP) negative costs can be transformed
to nonnegative by use a standard method: each edge cost is increased by a proper
constant. But in general our BCMP does not fall into this category because we do
not know which (except of R1 and R2) or how many vertices will be matched. On
the other hand, the resulting problems from the above reductions of BCMP admit this
transformation of their costs, as can be easily seen.
How to solve BCMP? One can use our reductions and solve BPMP or AP (depending
on the availability of an eective code). Thus BCMP can be solved in O(n3) time. As
the existing codes for BPMP (called often as \sparse assignment problem") and AP are
very fast [1,3,6,9], we believe that one can solve fairly large size problems. (A further
possibility is to develop a specialized algorithm for BCMP like that of Dell’Amico and
Martello [4] for the k-AP which was the fastest in their computational experiments.
But we leave this as an open problem.)
Since the computational (time) complexity of assignment problems is cubic in
the number of vertices, this means that if the number of vertices increases 2 times
then one can expect that the complexity increases 8 times. Applying our reduction to
an instance of k-AP with n vertices, we obtain an instance of AP with 2n−2k= n ver-
tices, where 16< 2. Therefore for large k relative to n, our approach to k-AP could
be an advantage even against the specialized algorithm of Dell’Amico and Martello
(cf. [4, p. 118] where a related computational experience is reported).
However, many real-life problems are often rather sparse and our transformation in
general does not keep sparsity. Therefore for such problems the following min cost-ow
problem (FP) formulation of BCMP should be preferred.
In accordance with Fig. 3, let D be a digraph with vertex set
V (D) = fs; s0; s00; tg [ V1 [ V2
and arc set
A(D) = f(s; s0); (s0; s00); (s0; t)g [
[
u2V1
f(s00; u)g [
[
v2V2
f(v; t)g [ ~E
where ~E is the set of arcs obtained from E by orienting each edge of E in the direction
from V1 to V2.
A ow along the arc (s; s0) is required to be exactly b, a ow along (s0; s00) is
required to be in the interval between a and b and a ow along (s0; t) is required
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Fig. 3. The min-cost ow problem for BCMP(G; c; R; 2a; 2b).
to be at most b − a. The arcs (s00; u) with u2R1 and the arcs (v; t) with v 2 R2
have prescribed one unit ows. All the other arcs enable a ow at most 1. Let each
arc (u; v) with u 2 V1; v 2 V2 be of cost −cuv and all the other arcs be of cost 0.
(See Fig. 3.) Evidently, we have
Theorem 4. BCMP(G; c; R; 2a; 2b) is equivalent to the problem of nding a minimum
cost integer s− t ow in D.
One sees that D has only n+ 4 vertices and m+ n1 + n2 + 3 arcs. This reduction is
very simple and preserves sparsity. As noted in Section 1, FP can be solved in time
O((m log n)(m + n log n)) for digraphs with n vertices and m arcs. The same bound
remains also for n and m being the order and size of the original graph G in BCMP.
It is clear that this bound is smaller than the BPMP and AP-bound O(n3) whenever
G is sparse. However, if m>n3=2 then the above transformations to BPMP or AP will
probably provide a faster way.
4. The constrained covering problem (CCP)
In this section we deal with constrained covering for general graphs while the special
case on bipartite graphs is postponed to the next section. Here we rst show that CCP
in general is NP-hard and then we deal with a special case which can be reduced to
the classical (unconstrained) covering problem.
Theorem 5. The problem CCP is NP-hard even in each of the following two special
cases:
(a) each edge cost is −1; R= ;; and either a= 0 or a= b;
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Fig. 4. The transformation of CCP(G; c; R; a;−) to CP(G^; c^).
(b) the graph G is bipartite; all edge costs are 0 (i.e. only a feasible solution is
required); and either a= jRj or a= b.
Proof. (a) We give a polynomial transformation from the following NP-hard problem
(CLIQUE, see [5]): Given a graph G and an integer k, nd in G a k-clique (a complete
subgraph of order k). Set a CCP by assigning each edge of G cost -1 and putting R := ;,
b := k, and either a := 0 or a := k. Since the maximum number of edges covering at
most k vertices in a graph is ( k2 ), we see that G has a k-clique if and only if the cost
of an optimal solution of the CCP is −( k2 ).
(b) Now we give a polynomial transformation from the EXACT 3-COVER problem
which is known to be NP-hard [5]: Given a set S = fv1; v2; : : : ; v3pg and a family
F=fS1; S2; : : : ; Stg of 3-element subsets of S, nd a subfamily F 0 of F exactly covering
S (i.e. each element of S belongs to exactly one Sj of F 0 and thus jF 0j = p). Let G
be the bipartite graph with V1(G) := S; V2(G) :=F , and E := f(vi; Sj) j vi 2 Sjg. It is
evident that any set of edges covering V1 must cover at least p vertices of V2 and
it covers exactly p vertices if and only if it corresponds to an exact 3-cover for S.
Setting each edge cost to be 0, R :=V1; b := 4p, and either a := jRj or a := b, the proof
follows.
Fortunately, if the number of covered vertices is not bounded from above (i.e. if e.g.
b>n), then we can transform CCP to the classical CP and thus guarantee a polynomial
time algorithm for this special case of CCP.
Given an instance (G; c; R; a;−) of CCP (i.e. b is not prescribed), we construct an
instance (G^; c^) of CP as follows (see Fig. 4). First add to G a set U of n − a new
vertices and 2 more vertices w1 and w2, i.e.
V (G^) :=V (G) [ U [ fw1; w2g:
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Further
E(G^) :=E(G) [ U  ( R [ fw1g) [ f(w1; w2)g:
The costs of the original edges remain, c^(w1; w2) := 0, and each other new edge is
of cost q, where q is suciently large positive number (greater than the cost of any
subset of E(G)).
Theorem 6. (a) Any feasible solution P of CCP(G; c; R; a;−) can be completed to a
feasible solution P^ of CP(G^; c^) with cost c^(P^) = c(P) + (n− a)q<q+ (n− a)q.
(b) Let R contain no isolated vertex of G. Then CP(G^; c^) has an optimal solution
P^ and its restriction P to G (P=P^\E(G)) is an optimal solution of CCP(G; c; R; a;−):
Proof (a) Let P cover x vertices. Since a6x6n, it remains to cover n − x6n − a
vertices of R which can be done by using a matching between R and U consisting of
n− x edges. The remaining x − a vertices of U can be covered by the corresponding
x − a edges joining these vertices to w1. Adding edge (w1; w2) of cost 0, we get a
cover P^ of G^ with cost c^(P^) = c(P) + (n− a)q, as desired.
(b) By (a) and the choice of q, P^ exists and its cost is less than q + (n − a)q.
Consequently, it contains exactly n−a edges of cost q (because we need at least n−a
edges to cover U ). Therefore P covers at least a vertices of G and covers R. Hence,
it is a feasible solution of CCP(G; c; R; a;−). Its optimality follows from (a) and the
optimality of P^.
One sees that G^ has n^=2n−a+2 vertices and m^=m+(n−a)( r+1)+1 edges. As
noted in Section 1, an optimal cover P^ can be found in time O(n^3)=O(n3). Therefore
an optimal solution P of CCP(G; c; R; a;−) can be found in O(n3) time.
5. Constrained covers in bipartite graphs
For a bipartite graph G=(V1; V2; E) with a cost function c, and a subset RV1[V2,
CCP can be dened in a rened form as to the bounds a and b: Let a1; b1; a2; b2 be
given integers, then the bipartite constrained covering problem (BCCP) is to nd a
minimum c-cost partial edge cover P of G covering R and such that the number of
covered vertices from Vi is between ai and bi for i = 1; 2. Denoting Ri :=R \ Vi and
ri := jRij, we may suppose that
ri6ai6bi6ni for i = 1; 2
An instance of BCCP is formally written as (G; c; R; a1; b1; a2; b2):
In this section we proceed analogously as in Section 4. First we extend Theorem 5(b)
concerning the NP-hardness then show that a simplied BCCP can be reduced to the
classical BCP and thus formulated as a min-cost ow problem. Hence the polynomial
solvability of such BCCP will be guaranteed.
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Theorem 7. The problem BCCP is NP-hard even in each of the following two special
cases:
(a) each edge cost is −1; R = ;; and either (1) a1 = a2 = 0; and b1 = b2; or
(2) a1 = b1 = a2 = b2;
(b) all edge costs are 0 (i.e. we have to nd only a feasible solution); either R= ;
or R= V1; a1 = b1 = n1; and either a2 = 0 or a2 = b2.
Proof (a) It is known that the problem to nd in a bipartite graph G a balanced
complete bipartite subgraph H of G with each partition set of the same prescribed
cardinality k is NP-hard [5]. We reduce this problem to our simplied BCCP simply
by setting b1 := b2 := k and each edge cost to be −1. Clearly, the maximum number
of edges in G which covers in each partition set at most k vertices is at most k2. Thus
G has a desired H if and only if the cost of a solution of BCCP is −k2.
(b) Here we can use the same transformation as in the proof of Theorem 5(b) (put
b2 :=p).
Thus probably neither BCCP can have a polynomial time algorithm. Therefore, anal-
ogously to the preceding section, we present the simplied BCCP where b1=n1; b2=n2,
and show its transformation to the classical bipartite covering problem (BCP). In ac-
cordance with Fig. 5, we extend G to a bipartite graph G^ as follows. Let U1 and U2
be disjoint sets of n2 − a2 and n1 − a1 new vertices, respectively and w1 and w2 be
further two new vertices. Then we put:
Vi(G^) :=Vi(G) [ Ui [ fwig for i = 1; 2;
E(G^) :=E(G) [ U1  ( R2 [ fw2g) [U2  ( R1 [fw1g) [ f(w1; w2)g:
The original edges have the original costs, (w1; w2) is of cost 0, and each other new
edge is assigned cost q, where q is suciently large positive number (greater than the
cost of any subset of E(G)). This denes a cost function c^ for G^. Evidently G^ is a
bipartite graph. The following assertion is similar to Theorem 6. Its straightforward
proof goes in lines of the above arguments and therefore can be left to the reader.
Theorem 8. (a) Any feasible solution P of BCCP(G; c; R; a1;−; a2;−) can be com-
pleted to a feasible solution P^ of BCP(G^; c^) with cost c^(P^) = c(P) + (n− a1 − a2)q:
(b) Let R contain no isolated vertex of G. Then BCP(G^; c^) has an optimal solution
P^ and its restriction P to G (P= P^\E(G)) is an optimal solution of BCCP(G; c; R; a1;
−; b1;−).
One sees that n^=2n+2−a1−a2 and m^=m+( r1+1)(n1−a1)+( r2+1)(n2−a2)+1.
Therefore we can solve BCP(G^; c^) by using an O(n^3)=O(n3) algorithm for CP or by us-
ing an O(m^ log n^)(m^+n^ log n^) algorithm for FP (min-cost ow problem, see Section 1).
Since in some cases we may have m^  n2, the bound becomes O(n4 log n) when ex-
pressed in n, the order of the original graph G. Note that, in contrast to the bipartite
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Fig. 5. From BCCP(G; c; R; a1;−; a2;−) to BCP(G^; c^).
constrained matching problem (BCMP, see Section 3), we were not able to formulate
the simplied BCCP as a min-cost ow problem preserving the sparsity.
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