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Abstract: We study semiclassical Gevrey pseudodifferential operators acting on the
Bargmann space of entire functions with quadratic exponential weights. Using so-
me ideas of the time frequency analysis, we show that such operators are uniformly
bounded on a natural scale of exponentially weighted spaces of holomorphic functions,
provided that the Gevrey index is ≥ 2.
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1
1 Introduction and statement of results
The purpose of this paper is to study continuity properties of semiclassical Gevrey pseu-
dodifferential operators acting on exponentially weighted spaces of entire holomorphic
functions on Cn, providing an alternative approach to some of the results established
in the recent work [10]. Let us proceed to describe the assumptions and state the main
results.
Let Ω ⊂ Rm be open and let s ≥ 1. The Gevrey class Gs(Ω) consists of all functions
u ∈ C∞(Ω) such that for any K ⊂ Ω compact there exist A > 0, C > 0 such that for
all α ∈ Nm we have
|∂αu(x)| ≤ AC |α| (α!)s , x ∈ K. (1.1)
The class G1(Ω) is the space of real analytic functions on Ω, while for s > 1, we
have Gs0(Ω) := G
s(Ω) ∩ C∞0 (Ω) 6= {0}, see [14, Theorem 1.3.5]. In this work we
shall specifically be concerned with the subspace Gsb (R
m) ⊂ Gs(Rm) of functions u ∈
C∞(Rm) satisfying the Gevrey condition (1.1) uniformly on all of Rm, for some s > 1:
we have u ∈ Gsb (R
m) precisely when there exist A > 0, C > 0 such that for all α ∈ Nm,
we have
|∂αu(x)| ≤ AC |α|(α!)s, x ∈ Rm. (1.2)
Let Φ0 be a strictly plurisubharmonic quadratic form on C
n and let us introduce the
real linear subspace
ΛΦ0 =
{(
x,
2
i
∂Φ0
∂x
(x)
)
, x ∈ Cn
}
⊂ C2n = Cnx ×C
n
ξ . (1.3)
Identifying ΛΦ0 linearly with C
n
x, via the projection map πx : ΛΦ0 ∋ (x, ξ) 7→ x ∈ C
n
x,
we may define the Gevrey spaces Gs(ΛΦ0), G
s
0(ΛΦ0), G
s
b (ΛΦ0).
Given a ∈ Gsb (ΛΦ0), for some s > 1, and u ∈ Hol(C
n) such that for all N ≥ 0 we have
u(x) = Oh,N(1)〈x〉
−NeΦ0(x)/h, let us introduce the semiclassical Weyl quantization of a
acting on u,
Opwh (a)u(x) =
1
(2πh)n
∫∫
Γ(x)
e
i
h
(x−y)·θa
(
x+ y
2
, θ
)
u(y) dy ∧ dθ. (1.4)
Here 0 < h ≤ 1 is the semiclassical parameter and Γ(x) ⊂ C2ny,θ is the natural integration
contour given by
θ =
2
i
∂Φ0
∂x
(
x+ y
2
)
. (1.5)
The operator Opwh (a) extends to a uniformly bounded map
Opwh (a) = O(1) : HΦ0(C
n)→ HΦ0(C
n), (1.6)
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see [22], [12]. Here HΦ0(C
n) is the Bargmann space defined by
HΦ0(C
n) = Hol(Cn) ∩ L2(Cn, e−2Φ0/hL(dx)), (1.7)
with L(dx) being the Lebesgue measure on Cn. Now the mapping property (1.6) follows
merely from the fact that ∇ka ∈ L∞(ΛΦ0) for all k ∈ N, and the Gevrey smoothness of
a allows us to consider other weights as well. The effect of modifying the exponential
weight has been considered in [10], and the following result has been established there,
see [10, Theorem 3.3, Theorem 3.4].
Theorem 1.1 Let a ∈ Gsb (ΛΦ0), s > 1, and let Φ1 ∈ C
1,1(Cn;R) be such that
|| ∇k(Φ1 − Φ0) ||L∞(Cn) ≤
1
C
h1−
1
s , k = 0, 1, 2, (1.8)
where C > 0 is large enough. Then the operator Opwh (a) extends to a uniformly bounded
map
Opwh (a) = O(1) : HΦ1(C
n)→ HΦ1(C
n). (1.9)
Here, similarly to (1.7), we have set
HΦ1(C
n) = Hol(Cn) ∩ L2(Cn, e−2Φ1/hL(dx)).
The proof of Theorem 1.1 in [10] proceeds by a contour deformation argument in (1.4),
introducing a Gevrey almost holomorphic extension of a ∈ Gsb (ΛΦ0) and making use of
Stokes’s theorem. A noteworthy aspect of the proof developed in [10] is that performing
a deformation to a contour of the form
θ =
2
i
∂Φ0
∂x
(
x+ y
2
)
+
i
C
(x− y), C > 0, (1.10)
natural in the analytic theory [18], [22], [12], does not lead to some exponentially
accurate remainder estimates of the form
R = O(1) exp
(
−
1
O(1)
h−
1
s
)
: HΦ0(C
n)→ L2(Cn, e−2Φ0/hL(dx)), (1.11)
natural in the Gevrey theory. To overcome this issue, the argument in [10] proceeds
by deforming to a suitable "mixed" contour, using (1.10) in the region
|x− y| ≤
1
O(1)
h1−
1
s
only. An additional deformation to a "mixed" contour adapted to the weight Φ1 leads
then to the uniform boundedness in (1.9) in the range s ∈ (1, 2] only, and some further
work, involving another change of contour, is required to recover the mapping property
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(1.9) in the full range s > 1. See [10, Theorem 3.4]. Let us also remark that, as
explained in [10], when obtaining a uniformly bounded realization of the operator in
(1.9) for s > 2, via a contour deformation, one has to accept a remainder which is
larger than the one in (1.11).
Our purpose here is to give a direct proof of Theorem 1.1 in the "complementary" region
s ≥ 2, avoiding the use of contour deformations entirely. Specifically, the following is
the main result of this work.
Theorem 1.2 Let a ∈ Gsb (ΛΦ0), for some s ≥ 2, and let Φ1 ∈ C
1,1(Cn;R) be such that
|| ∇k(Φ1 − Φ0) ||L∞(Cn) ≤
1
C
h1−
1
s , k = 0, 1, (1.12)
where C > 0 is large enough. Then the operator Opwh (a) extends to a uniformly bounded
map
Opwh (a) = O(1) : HΦ1(C
n)→ HΦ1(C
n). (1.13)
When establishing Theorem 1.2, rather than performing a contour deformation in (1.4),
we shall proceed by following some basic ideas of the time frequency analysis [6],[8], [23],
decomposing the symbol a into a superposition of coherent states of the form ΛΦ0 ∋
X 7→ e2iσ(X,Y )/hχ0((X − T )/h
1/2), for Y, T ∈ ΛΦ0 . Here σ is the complex symplectic
form on C2nx,ξ and χ0 is a fixed function in G
s
b (ΛΦ0), which we can choose essentially
as a real Gaussian. Passing to the Weyl quantizations leads to the representation of
the operator Opwh (a) as a direct integral of certain rank one projections expressed in
terms of the "magnetic translations" eiσ((x,hDx),Y )/h, for Y ∈ ΛΦ0, unitary on HΦ0(C
n),
whose operator norm on HΦ1(C
n) can be controlled. Theorem 1.2 follows from these
observations, by an application of Schur’s lemma, when combined with the Wiener type
characterization of the Gevrey space Gsb (ΛΦ0). We refer to [20], [21] for the original
works on the Wiener algebras of pseudodifferential operators. See also [7], [23], and
the references given there. It is perhaps of note that the time frequency approach to
the proof of Theorem 1.2 appears to work for the Gevrey indices s ≥ 2 only, which
is precisely the range where the contour deformation method of [10] encounters some
difficulties.
The plan of the paper is as follows. In Section 2, we study mapping properties of
magnetic translations on the weighted spaces HΦ0(C
n), HΦ1(C
n). In Section 3, as a
preparation for the proof of Theorem 1.2, we consider compactly supported Gevrey
symbols a ∈ Gs0(ΛΦ0). In this case, the mapping property (1.13) can be established
in the full range s > 1, by decomposing the operator Opwh (a) into a superposition of
magnetic translations directly. Section 4 is devoted to the proof of Theorem 1.2 in
the general case. As alluded to above, an essential role in the proof is played by a
decomposition of the operator Opwh (a) into a direct integral of rank one projections,
and we would like to emphasize that it can be viewed as the Bargmann space analogue
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of the corresponding decomposition established in [8] in the real setting. In Appendix
A we recall the composition formulas for the Weyl h–pseudodifferential calculus in the
complex domain, obtained by the method of magnetic translations.
We dedicate this paper to the memory of Misha Shubin and would like to acknowledge his
pioneering contributions to the global theory of pseudodifferential operators [17], [27],
of which this work is a more recent descendant.
2 Magnetic translations on weighted spaces
Let Φ0 be a strictly plurisubharmonic quadratic form on C
n and let ΛΦ0 ⊂ C
2n be
defined as in (1.3). The real 2n-dimensional linear subspace ΛΦ0 is I-Lagrangian and
R-symplectic, in the sense that the restriction of the complex symplectic (2,0)–form
σ =
n∑
j=1
dξj ∧ dxj (2.1)
on C2n = Cnx ×C
n
ξ to ΛΦ0 is real and non-degenerate. In particular, ΛΦ0 is maximally
totally real.
Let ℓ(x, ξ) be a complex linear form on C2n so that
ℓ(x, ξ) = ℓ′x · x+ ℓ
′
ξ · ξ = σ((x, ξ), Hℓ), Hℓ = ℓ
′
ξ · ∂x − ℓ
′
x · ∂ξ. (2.2)
Let us notice that the restriction ℓ|ΛΦ0 is real precisely when the Hamilton vector field
Hℓ ∈ TΛΦ0 . Here we identify the holomorphic (constant) vector field Hℓ with the
corresponding real vector field Hρℓ = Hℓ +Hℓ. We have therefore
− ℓ′x =
2
i
(
(Φ0)
′′
xxℓ
′
ξ + (Φ0)
′′
xxℓ
′
ξ
)
=
2
i
∂Φ0
∂x
(ℓ′ξ), (2.3)
and we may write
ℓ(x, ξ) = σ((x, ξ), Hℓ) = −
2
i
∂Φ0
∂x
(x∗) · x+ x∗ · ξ, (x, ξ) ∈ C2n, (2.4)
for some unique Cn ∋ x∗ = ℓ′ξ.
To a complex linear form ℓ on C2n, such that ℓ|ΛΦ0 is real, we associate the operator
Opwh
(
e−iℓ/h
)
= e−iℓ(x,hDx)/h, (2.5)
and recall from [22, Proposition 1.4] that
e−iℓ(x,hDx)/h = e−
i
2h
ℓ′x·x ◦ τℓ′
ξ
◦ e−
i
2h
ℓ′x·x. (2.6)
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Here τz is the operator of translation by z ∈ C
n, (τzu)(x) = u(x− z). Throughout this
paper, operators of the form (2.6) will be referred to as magnetic translations, in view
of the fact that such operators appear naturally in the study of Schrödinger operators
with magnetic fields, see [19], [4].
Let us recall from [22] that the first order differential operator ℓ(x, hDx) is selfadjoint
on the Bargmann space HΦ0(C
n), when equipped with the maximal domain {u ∈
HΦ0(C
n); ℓ(x, hDx)u ∈ HΦ0(C
n)}. In particular, the operator in (2.5) is unitary when
acting on HΦ0(C
n). For future reference, it will be convenient for us to start by doing
the exercise mentioned in the proof of [22, Proposition 1.4], verifying the unitarity
directly, using the expression (2.6). See also [23, Section 3].
Given u ∈ HΦ0(C
n), we shall show that∣∣(e−Φ0/he−iℓ(x,hDx)/hu)(x)∣∣ = ∣∣(e−Φ0/hu)(x− ℓ′ξ)∣∣ , x ∈ Cn. (2.7)
When doing so, let us write using (2.6),
e−iℓ(x,hDx)/hu(x) = e
i
2h
ℓ′x·ℓ
′
ξe−
i
h
ℓ′x·xu(x− ℓ′ξ). (2.8)
A simpler expression is obtained, by exploiting the natural symmetry in the Weyl
quantization, if we express e−iℓ(x,hDx)/hu at the point x+ℓ′ξ/2 in terms of u at the point
x− ℓ′ξ/2, which gives that
(e−iℓ(x,hDx)/hu)
(
x+
ℓ′ξ
2
)
= e−iℓ
′
x·x/hu
(
x−
ℓ′ξ
2
)
. (2.9)
It follows that
(
e−
1
h
Φ0e−iℓ(x,hDx)/hu
)(
x+
ℓ′ξ
2
)
= e−
1
h(Φ0(x+
1
2
ℓ′
ξ
)−Φ0(x−
1
2
ℓ′
ξ
))e−iℓ
′
x·x/h
(
e−
1
h
Φ0u
)(
x−
ℓ′ξ
2
)
. (2.10)
We next observe that
Φ0
(
x+
1
2
ℓ′ξ
)
− Φ0
(
x−
1
2
ℓ′ξ
)
= 2Re
(
∂xΦ0(x) · ℓ
′
ξ
)
, (2.11)
in view of the following standard consequence of Taylor’s formula
Φ0(x)− Φ0(y) = 2Re
(
∂xΦ0
(
x+ y
2
)
· (x− y)
)
, (2.12)
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valid for the real valued quadratic form Φ0. Moreover, using (2.3) we see that the right
hand side of (2.11) takes the form
2Re
(
∂xΦ0(x) · ℓ
′
ξ
)
= 2Re
(
∂xΦ0(ℓ
′
ξ) · x
)
= −Re
(
i
(
−
2
i
∂xΦ0(ℓ
′
ξ) · x
))
= −Re (iℓ′x · x) . (2.13)
Here we have also used the general relation
Re
(
∂xΦ0(x) · y
)
= Re
(
∂xΦ0(y) · x
)
, x, y ∈ Cn. (2.14)
Combining (2.11) and (2.13), we obtain that
Φ0
(
x+
1
2
ℓ′ξ
)
− Φ0
(
x−
1
2
ℓ′ξ
)
+ Re (iℓ′x · x) = 0, (2.15)
and the absolute value of the prefactor in the right hand side of (2.10) is therefore
equal to 1. We get from (2.10) and (2.15),∣∣∣∣(e− 1hΦ0e−iℓ(x,hDx)/hu)(x+ ℓ′ξ2
)∣∣∣∣ = ∣∣∣∣(e− 1hΦ0)u(x− ℓ′ξ2
)∣∣∣∣ ,
and (2.7) follows, by replacing x by x− ℓ′ξ/2.
It follows from (2.7) that the operator
e−iℓ(x,hDx)/h : HΦ0(C
n)→ HΦ0(C
n) (2.16)
is an isometry, and is therefore unitary, since it is a bijection, with the inverse given
by eiℓ(x,hDx)/h : HΦ0(C
n)→ HΦ0(C
n).
Remark. Magnetic translations play a role also in the theory of Toeplitz operators,
where they appear under the name of the Weyl operators, see [1].
We shall now consider weights other than Φ0. To this end, let Φ1 ∈ C1,1(C
n;R), the
space of C1–functions on Cn with a globally Lipschitz gradient. In particular we know,
thanks to Rademacher’s theorem, that
∇2Φ1 ∈ L
∞(Cn). (2.17)
Let us also assume that || ∇k(Φ1 − Φ0) ||L∞(Cn) are small enough, for k = 0, 1. We
would like to consider magnetic translations acting on the weighted space
HΦ1(C
n) = L2(Cn, e−2Φ1/hL(dx)) ∩Hol(Cn). (2.18)
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To this end, viewing the operator in (2.6) as a Fourier integral operator associated to
the complex canonical transformation exp (Hℓ), we shall first determine the image of
the Lipschitz manifold
ΛΦ1 =
{(
x,
2
i
∂Φ1
∂x
(x)
)
, x ∈ Cn
}
⊂ C2n, (2.19)
under the map exp (Hℓ) : C
2n ∋ ρ 7→ ρ + Hℓ ∈ C
2n. Here we may notice that the
manifold ΛΦ1 is I-Lagrangian, in the sense that its almost everywhere defined tangent
plane is Lagrangian with respect to Im σ.
We have the following result, where we write Φ1(x) = Φ0(x) + f(x).
Proposition 2.1 Let ℓ(x, ξ) be a complex linear form on C2n such that ℓ|ΛΦ0 is real,
and let us represent ℓ in the form (2.4). Then we have
exp (Hℓ) (ΛΦ1) = ΛΦ2,
where Φ2 ∈ C
1,1(Cn) is given by
Φ2(x) = Φ1(x) + f(x− x
∗)− f(x), x ∈ Cn. (2.20)
Proof: Following the proof of [3, Lemma 2.2], let us consider the real Hamilton-Jacobi
equation
∂Ψ
∂t
(x, t)− Im ℓ
(
x,
2
i
∂Ψ
∂x
(x, t)
)
= 0, Ψ(x, 0) = Φ1(x), (2.21)
for x ∈ Cn, t ∈ R, t ≥ 0. Associated to the function Ψ(x, t) ∈ C1,1(Cn × R;R) in
(2.21) is the Lipschitz manifold
LΨ =
{(
t,
∂Ψ
∂t
(x, t), x,
2
i
∂Ψ
∂x
(x, t)
)}
⊂ R2t,τ ×C
2n
x,ξ, (2.22)
which is Lagrangian with respect to the real symplectic form
dτ ∧ dt− Im σ. (2.23)
The function τ − Im ℓ vanishes along LΨ, in view of (2.21), and therefore its Hamilton
vector field, computed with respect to the real symplectic form (2.23), is tangent to
LΨ, almost everywhere. Using the general relation
Hρℓ = H
−Im σ
−Im ℓ ,
valid for any ℓ(x, ξ) holomorphic, where Hρℓ = Hℓ+Hℓ is the real vector field naturally
associated to the holomorphic vector field Hℓ, see [18], we conclude that the vector
field
∂t +H
−Imσ
−Im ℓ = ∂t +H
ρ
ℓ
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is tangent to LΨ. Identifying H
ρ
ℓ and Hℓ, we get therefore
ΛΨ(·,t) = exp (tHℓ) (ΛΦ1) , t ∈ R.
We claim now that the unique C1,1–solution of (2.21) is given by
Ψ(x, t) = Φ1(x) + f(x− tx
∗)− f(x) = Φ0(x) + f(x− tx
∗). (2.24)
Indeed, using (2.24), (2.4), and the fact that ℓ|ΛΦ0 is real we see that
Im ℓ
(
x,
2
i
∂Ψ
∂x
(x, t)
)
= Im
(
x∗ ·
2
i
∂f
∂x
(x− tx∗)
)
= −2Re
(
x∗ ·
∂f
∂x
(x− tx∗)
)
, (2.25)
which agrees with
∂Ψ
∂t
(x, t) = ∂t (f(x− tx
∗)) = −
(
x∗ · f ′x(x− tx
∗) + x∗ · f ′x(x− tx
∗)
)
.
This shows (2.24) and completes the proof. ✷
Proposition 2.1 can be viewed as an indication that we have a uniformly bounded
Fourier integral operator,
e−iℓ(x,hDx)/h = O(1) : HΦ1(C
n)→ HΦ2(C
n). (2.26)
Here the weighted space of holomorphic functions HΦ2(C
n) is defined analogously to
(2.18). In order to give a direct verification of the mapping property (2.26), we observe
that (2.7) gives, for u ∈ HΦ1(C
n),∣∣(e−Φ2/he−iℓ(x,hDx)/hu)(x)∣∣ = ∣∣(e−Φ1/hu)(x− x∗)∣∣ , x ∈ Cn. (2.27)
Here Φ2 is given by (2.20). It follows from (2.27) that the operator in (2.26) is an
isometry, and therefore unitary.
The discussion in this section may be summarized in the following result.
Theorem 2.2 Let ℓ(x, ξ) be a complex linear form on C2n such that ℓ|ΛΦ0 is real, and
let us represent ℓ in the form (2.4). We have the unitary operators
e−iℓ(x,hDx)/h : HΦ0(C
n)→ HΦ0(C
n), (2.28)
and
e−iℓ(x,hDx)/h : HΦ1(C
n)→ HΦ2(C
n). (2.29)
Here in (2.29), the weight function Φ1 = Φ0 + f ∈ C1,1(C
n;R) is such that || ∇k(Φ1 −
Φ0) ||L∞(Cn) are small enough, for k = 0, 1, and Φ2(x) = Φ0(x) + f(x− x
∗).
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Remark. The purpose of this remark is to outline an alternative approach to the
Hamilton-Jacobi equation (2.21), leading directly the unitarity of the operator in (2.29).
To this end, let u ∈ HΦ1(C
n), and let us differentiate formally the scalar product
(e−itℓ(x,hDx)/hu, e−itℓ(x,hDx)/hu)HΨt = (u(t), u(t))HΨt (2.30)
with respect to t ∈ R. Here Ψt ∈ C1,1 is to be chosen so that the time derivative of
(2.30) vanishes. We refer to [9], [24], [11], [13] for other instances of this approach,
which is particularly straightforward in the present linear setting. We get
h∂t(u(t), u(t))HΨt = h∂t
∫
u(t, x)u(t, x)e−2Ψt(x)/h L(dx)
= −i(ℓ(x, hDx)u(t), u(t))HΨt + i(u(t), ℓ(x, hDx)u(t))HΨt
−
∫
2∂tΨt(x) |u(t, x)|
2 e−2Ψt(x)/h L(dx). (2.31)
Using that hDx(u(t, x)) = 0, we obtain that
(ℓ(x, hDx)u(t), u(t))HΨt =
∫
ℓ(x, hDx)u(t, x) u(t, x)e
−2Ψt(x)/h L(dx)
=
∫
|u(t, x)|2 ℓt(x, hDx)
(
e−2Ψt(x)/h
)
L(dx). (2.32)
Here
ℓt(x, hDx) = ℓ(x,−hDx)
is the transpose of the first order differential operator ℓ(x, hDx), and therefore we get
the quantization-multiplication formula in its exact version, see also [12],
(ℓ(x, hDx)u(t), u(t))HΨt =
∫
ℓ
(
x,
2
i
∂Ψt
∂x
(x)
)
|u(t, x)|2 e−2Ψt(x)/h L(dx). (2.33)
Combining (2.31) and (2.33), we get
h∂t(u(t), u(t))HΨt = −2
∫ (
∂tΨt(x)− Im ℓ
(
x,
2
i
∂Ψt
∂x
(x)
))
|u(t, x)|2 e−2Ψt(x)/h L(dx).
(2.34)
The unitarity of the map
e−itℓ(x,hDx)/h : HΦ1(C
n)→ HΨt(C
n), t ∈ R,
is therefore implied by the vanishing of the first factor under the integral sign in the
right hand side of (2.34), which agrees with the Hamilton-Jacobi equation (2.21).
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3 Fourier inversion and compactly supported Gevrey
symbols
The purpose of this section is to prove Theorem 1.2 in the special case when a ∈ Gs0(ΛΦ0)
is compactly supported. Here we shall let s > 1 be arbitrary. When doing so, let us
start by recalling the invariant form of the Fourier inversion formula on a real symplectic
vector space (W,σ) of dimension 2n, see [25]. Let
Fu(X) = û(X) =
1
πn
∫
e2iσ(X,Y )u(Y ) dY, u ∈ S(W ), (3.1)
be the (twisted) Fourier transformation on W . Here dY is the symplectic volume form
on W . Then F2 = I on S(W ) and the Fourier transformation extends to a unitary
selfadjoint involution of L2(W ). After a change of variables, we get the following
semiclassical version of the Fourier inversion formula,
a(X) =
1
πnh2n
∫
e2iσ(X,Y )/hâ
(
Y
h
)
dY, a ∈ S(W ). (3.2)
Specializing (3.2) to the case when W = ΛΦ0, with the symplectic form given by σ|ΛΦ0 ,
where σ is the complex symplectic (2, 0)–form on C2n defined in (2.1), a ∈ Gs0(ΛΦ0),
and passing to the Weyl quantizations, we get
aw(x, hDx) := Op
w
h (a) =
1
πnh2n
∫
ΛΦ0
â
(
Y
h
)
e2iσ((x,hDx),Y )/h dY. (3.3)
Here for Y ∈ ΛΦ0, the complex linear form
ℓY (x, ξ) = σ((x, ξ), Y ), (x, ξ) ∈ C
2n (3.4)
is real along ΛΦ0 and Theorem 2.2 provides us therefore with some precise mapping
properties for the magnetic translations e2iσ((x,hDx),Y )/h, for Y ∈ ΛΦ0.
It is now easy to finish the proof of Theorem 1.2 in the special case of compactly
supported Gevrey symbols. Let Φ1 = Φ0 + f ∈ C1,1(C
n;R) be such that
|| ∇kf ||L∞(Cn) ≤
1
C
h1−
1
s , k = 0, 1, (3.5)
for some C > 0. For each Y = (y, η) ∈ ΛΦ0 , in view of Theorem 2.2, we have the
unitary operators
e2iσ((x,hDx),Y )/h : HΦ1(C
n)→ HΦ2(C
n), (3.6)
where Φ2(x) = Φ0(x) + f(x+ 2y). It follows that
|| e2iσ((x,hDx),Y )/h ||L(HΦ1(Cn),HΦ1 (Cn))
≤ exp
(
||Φ2 − Φ1 ||L∞(Cn)
h
)
= exp
(
|| f(·+ 2y)− f(·) ||L∞(Cn)
h
)
. (3.7)
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Here
|| f(·+ 2y)− f(·) ||L∞(Cn) ≤ min
(
2|| f ||L∞(Cn), 2|| ∇f ||L∞(Cn) |y|
)
, (3.8)
and combining (3.5), (3.7), and (3.8), we get with the same constant C > 0 as in (3.5),
|| e2iσ((x,hDx),Y )/h ||L(HΦ1(Cn),HΦ1 (Cn)) ≤ exp
(
2
C
h−1/smin(1, |y|)
)
, Y = (y, η) ∈ ΛΦ0 .
(3.9)
We claim that the integral in the right hand side of (3.3) converges in the space
L(HΦ1(C
n), HΦ1(C
n)), provided that C > 0 in (3.5) is large enough. To this end let us
recall from [10, Section 2] the following decay estimate for the (twisted) semiclassical
Fourier transform of a ∈ Gs0(ΛΦ0), see also [14, Lemma 12.7.4],∣∣∣∣â(Yh
)∣∣∣∣ ≤ C0 exp
(
−
1
C0
(
|y|
h
)1/s)
, Y = (y, η) ∈ ΛΦ0 , C0 > 0. (3.10)
We get, using (3.3), (3.9), and (3.10), for some C˜ > 0,
||Opwh (a) ||L(HΦ1(Cn),HΦ1 (Cn))
≤
1
πnh2n
∫
ΛΦ0
∣∣∣∣â(Yh
)∣∣∣∣ || e2iσ((x,hDx),Y )/h ||L(HΦ1(Cn),HΦ1 (Cn)) dY
≤
C˜
h2n
∫
Cn
exp
(
1
h1/s
(
−
1
C0
|y|1/s +
2
C
min(1, |y|)
))
L(dy). (3.11)
Here L(dy) is the Lebesgue measure on Cn. When estimating the integral in the right
hand side of (3.11), we write, using that min(1, |y|) ≤ |y|1/s for y ∈ Cn, and taking
C > 0 large enough,
1
h2n
∫
Cn
exp
(
1
h1/s
(
−
1
C0
|y|1/s +
2
C
min(1, |y|)
))
L(dy)
≤
1
h2n
∫
Cn
exp
(
1
h1/s
(
−
1
C0
|y|1/s +
2
C
|y|1/s
))
L(dy)
=
1
h2n
∫
Cn
exp
(
−
|y|1/s
h1/s
(
1
C0
−
2
C
))
L(dy)
=
∫
Cn
exp
(
− |z|1/s
(
1
C0
−
2
C
))
L(dz) = O(1). (3.12)
Combining (3.11) and (3.12), we get
||Opwh (a) ||L(HΦ1(Cn),HΦ1 (Cn)) ≤ O(1). (3.13)
This completes the proof of Theorem 1.2, in the full range s > 1, in the case when
a ∈ Gs0(ΛΦ0).
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4 Wiener conditions and rank one decompositions
In the beginning of this section, rather than working on ΛΦ0 , for simplicity we shall
work on Rm ≃ T ∗Rn, where m = 2n. Following [20], [21], we shall first establish a
Wiener type characterization of the Gevrey space Gsb (R
m), for s > 1. See also [26].
When doing so, let e1, . . . , em be a basis of R
m and let
Γ =
m⊕
j=1
Zej (4.1)
be the corresponding integer lattice. Let 0 ≤ χ0 ∈ C∞0 (R
m) be such that∑
j∈Γ
χj = 1, χj(x) = χ0(x− j). (4.2)
It was remarked in [20] that we have a ∈ S00,0(R
m), the space of C∞ functions on Rm
bounded together with all of their derivatives, precisely when a ∈ S ′(Rm) is such that
sup
j∈Γ
|F(χja)(ξ)| ≤ ON (1)〈ξ〉
−N , N = 1, 2, . . . , ξ ∈ Rm. (4.3)
Here F stands for the standard Fourier transformation, Fu(ξ) = û(ξ) =
∫
e−ix·ξu(x) dx.
When establishing an analogous characterization of the space Gsb (R
m) ⊂ S00,0(R
m), it
will be natural to assume that the compactly supported function χ0 in (4.2) satisfies
χ0 ∈ G
s
0(R
m).
Proposition 4.1 Let 0 ≤ χ0 ∈ G
s
0(R
m) be such that (4.2) holds. We have a ∈ Gsb (R
m),
for some s > 1, if and only if a ∈ S ′(Rm) has the property that
sup
j∈Γ
|F(χja)(ξ)| ≤ O(1) exp
(
−
1
C
|ξ|1/s
)
, ξ ∈ Rm, (4.4)
for some C > 0.
Proof: Let us first verify the necessity of (4.4). When doing so, we remark that given
χ0 ∈ G
s
0(R
m), a ∈ Gsb (R
m), we have, in view of the Leibniz formula,
|∂α (χj(x)a(x))| ≤ C
|α|+1(α!)s, x ∈ Rm, α ∈ Nm, (4.5)
for some C > 0, uniformly in j ∈ Γ. Following an argument in [10, Section 2] and
writing
F
(
(1−∆)
N
2 (χja)
)
(ξ) = 〈ξ〉NF(χja)(ξ), (4.6)
for some even integer N large to be chosen, we get in view of (4.5), (4.6),
|F(χja)(ξ)| ≤ 〈ξ〉
−N || (1−∆)N/2(χja) ||L1(Rm) ≤ C
N+1〈ξ〉−N(N !)s, (4.7)
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uniformly in j ∈ Γ. Choosing N ∼ (|ξ| /C)1/s, as explained in [10], we get (4.4).
As for the sufficiency of (4.4), let a ∈ S ′(Rm) be such that (4.4) holds. As remarked
above, we then have a ∈ S00,0(R
m), and we only need to control the growth of the
derivatives of a. When doing so, let us set Uj(ξ) = (1/(2π)m)F(χja)(ξ). Let 0 ≤ χ˜0 ∈
Gs0(R
m) be such that χ˜0 = 1 near suppχ0 and let us put χ˜j(x) = χ˜0(x − j), j ∈ Γ.
Using the Fourier inversion formula and (4.2), we may write
a(x) =
∑
j∈Γ
χ˜j(x)
∫
eix·ξUj(ξ) dξ, (4.8)
and therefore, when α ∈ Nm, we have
Dαa(x) =
∑
j∈Γ
∑
β≤α
(
α
β
)(
Dα−βχ˜0
)
(x− j)
∫
eix·ξξβUj(ξ) dξ. (4.9)
Using (4.4), we get, passing to polar coordinates and making a change of variables,∣∣∣∣∫ eix·ξξβUj(ξ) dξ∣∣∣∣ ≤ O(1) ∫ |ξ||β| exp (− 1C |ξ|1/s
)
dξ ≤ C
1+|β|
1 Γ(s(|β|+m)), (4.10)
for some C1 > 0, uniformly in j. Here Γ(x) =
∫∞
0
e−ttx−1 dt, x > 0, is the Γ-function.
Using Stirling’s formula
Γ(λ) ∼
√
2π
λ
(
λ
e
)λ
, λ→∞, (4.11)
and the general inequality |β|! ≤ m|β|β!, valid for β ∈ Nm, we see therefore that∣∣∣∣∫ eix·ξξβUj(ξ) dξ∣∣∣∣ ≤ C1+|β|(β!)s, (4.12)
for a (new) constant C > 0, uniformly in j. Combining (4.9) and (4.12), we obtain
that
|∂αa(x)| ≤ C1+|α|(α!)s, x ∈ Rm. (4.13)
The proof is complete. ✷
Remark. The proof of the sufficiency of the condition (4.4) can alternatively be carried
out by staying on the Fourier transform side. Indeed, let χ ∈ Gs0(R
m), and let us write
using (4.2),
χa =
∑
j; suppχ∩ suppχj 6=∅
χχja, (4.14)
F(χa) =
1
(2π)m
∑
j; suppχ∩ suppχj 6=∅
Fχ ∗ F(χja), (4.15)
14
where ∗ is the convolution star. Using that
|Fχ(ξ)| ≤ O(1) exp
(
−
1
C
|ξ|1/s
)
, ξ ∈ Rm, (4.16)
and (4.4), we obtain that
|(Fχ ∗ F(χja))(ξ)| ≤
∫
|F(χ)(ξ − η)| |F(χja)(η)| dη
≤ O(1)
∫
exp
(
−
1
C
(
|ξ − η|1/s + |η|1/s
))
dη ≤ O(1) exp
(
−
1
O(1)
|ξ|1/s
)
. (4.17)
Here the last inequality in (4.17) follows by estimating separately the contributions
coming from the regions of integration |ξ − η| ≥ |ξ| /2 and |ξ − η| ≤ |ξ| /2. Using
(4.15) and (4.17), we get
|Fχ(ξ)| ≤ O(1) exp
(
−
1
O(1)
|ξ|1/s
)
, ξ ∈ Rm. (4.18)
In this estimate we can replace χ by any translate of χ, and by Fourier’s inversion
formula we can conclude therefore that a ∈ Gsb (R
m).
Remark. Let χ0 ∈ Gs0(R
m) be real valued such that ||χ0 ||L2 = 1, and let us set
χt(x) = χ0(x− t), t ∈ R
m. We then have the following natural analog of Proposition
4.1: a ∈ Gsb (R
m), for some s > 1, precisely when we have
sup
t∈Rm
|F(χta)(ξ)| ≤ O(1) exp
(
−
1
C
|ξ|1/s
)
, ξ ∈ Rm, (4.19)
for some C > 0. Indeed, this follows by arguing as in the proof of Proposition 4.1,
replacing (4.8) by the following consequence of the Fourier inversion formula,
a(x) =
1
(2π)m
∫∫
eix·ξχt(x)F(χta)(ξ) dξ dt. (4.20)
Here we may also notice that the same characterization of the class Gsb (R
m) remains
valid when χ0(x) = 2m/4π−m/4e−|x|
2
is the L2–normalized real Gaussian. Indeed, the
derivatives of χ0 obey the pointwise bounds
|∂αχ0(x)| ≤ C
1+|α|(α!)1/2e−|x|
2/C , x ∈ Rm, α ∈ Nm, (4.21)
for some C ≥ 1, which is sufficient for the arguments to go through. Let us also remark
that such derivative bounds are well known [15], and can also be obtained directly by
means of the Cauchy inequalities.
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Let us proceed to make some additional remarks in the real setting, in preparation for
the discussion on the FBI-Bargmann transform side. Let us set
e0(x) = Ch
−n/4e−x
2/2h, x ∈ Rn, (4.22)
where C > 0 is chosen so that || e0 ||L2 = 1. The distribution kernel of the orthogonal
projection L2(Rn) ∋ u 7→ (u, e0)L2 e0 onto Ce0 is given by K(x, y) = e0(x)e0(y), and
the semiclassical Weyl symbol of the orthogonal projection has the form∫
e−iy·ξ/hK
(
x+
y
2
, x−
y
2
)
dy. (4.23)
A simple computation shows that the integral in (4.23) is given by ϕ0((x, ξ)/h1/2),
where
ϕ0(x, ξ) = (4π)
n/2C2e−(x
2+ξ2). (4.24)
See also [21, Section 3].
We shall now pass to work on ΛΦ0 , and to this end let φ(x, y) be a holomorphic quadratic
form on Cnx ×C
n
y such that
Imφ′′yy > 0, detφ
′′
xy 6= 0, (4.25)
and with the property that the associated complex linear canonical transformation
κφ : C
2n ∋ (y,−φ′y(x, y)) 7→ (x, φ
′
x(x, y)) ∈ C
2n (4.26)
satisfies
κφ (R
m) = ΛΦ0. (4.27)
Associated to the quadratic form φ is the generalized Bargmann transformation
T u(x, h) = Ch−3n/4
∫
eiφ(x,y)/h u(y) dy, (4.28)
where C > 0 is chosen suitably so that the map T is unitary,
T : L2(Rn)→ HΦ0(C
n), (4.29)
see [22], [12], [16].
Let a ∈ Gsb (ΛΦ0) be uniformly Gevrey, for some s > 1, and let us set χ0 = ϕ0 ◦ κ
−1
φ ∈
S(ΛΦ0), where ϕ0 is given in (4.24). Put also χT (X) = χ0(X − T ), T ∈ ΛΦ0 . The
discussion above, see (4.19), shows that
|F(χTa)(Y )| ≤ O(1) exp
(
−
1
C0
|Y |1/s
)
, Y ∈ ΛΦ0, (4.30)
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for some C0 > 0, uniformly in T ∈ ΛΦ0. Here F is the symplectic Fourier transforma-
tion on ΛΦ0 , introduced in (3.1). Letting Fh be the semiclassical symplectic Fourier
transformation on ΛΦ0 , given in (A.1), we can write, in view of the Fourier inversion
formula,
χT (X)a(X) =
1
(πh)n
∫
ΛΦ0
e2iσ(X,Y )/hFh(χTa)(Y ) dY. (4.31)
Multiplying (4.31) by χ0((X − T )/h1/2) = ϕ0
(
κ−1φ (X − T )/h
1/2
)
and integrating with
respect to T ∈ ΛΦ0, we get
M(h)a(X) =
1
(πh)n
∫∫
ΛΦ0×ΛΦ0
e2iσ(X,Y )/hχ0
(
X − T
h1/2
)
Fh(χTa)(Y ) dY dT, (4.32)
where
M(h) =
∫
ΛΦ0
χ0(T )χ0
(
T
h1/2
)
dT ≍ hn. (4.33)
We would like to pass to the Weyl quantizations in (4.32), and to this end we shall first
take a closer look at the Weyl quantization of the Schwartz function
ΛΦ0 ∋ X 7→ b(X) = bY,T (X) = e
2iσ(X,Y )/hχ0
(
X − T
h1/2
)
, Y, T ∈ ΛΦ0.
Let us start with some preliminary observations and computations, closely related
to [23, Section 3]. Let ℓ be a complex linear form on C2n such that ℓ|ΛΦ0 is real, so
that Hℓ ∈ ΛΦ0, and let a ∈ S(ΛΦ0). A straightforward computation using (A.15) shows
that (
eiℓ/h#a
)
(X) = eiℓ(X)/ha
(
X +
Hℓ
2
)
, (4.34)
and similarly we find (
a#eiℓ/h
)
(X) = eiℓ(X)/ha
(
X −
Hℓ
2
)
. (4.35)
It follows from (4.34), (4.35) that(
eiℓ/h#a#eiℓ/h
)
(X) = e2iℓ(X)/ha(X), (4.36)(
eiℓ/h#a#e−iℓ/h
)
(X) = a (X +Hℓ) . (4.37)
Following (3.4), let us write ℓY (X) = σ(X, Y ), for Y ∈ ΛΦ0 , and notice that HℓT = T .
Using (4.36), (4.37) we get
b(X) = e2iσ(X,Y )/hχ0
(
X − T
h1/2
)
=
(
eiℓY /h#e−iℓT /h#χ0
( ·
h1/2
)
#eiℓT /h#eiℓY /h
)
(X), (4.38)
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and therefore
bw(x, hDx)
= eiℓY (x,hDx)/h ◦ e−iℓT (x,hDx)/h ◦ χw0
(
(x, hDx)
h1/2
)
◦ eiℓT (x,hDx)/h ◦ eiℓY (x,hDx)/h. (4.39)
Using (A.4) we infer that
eiℓY (x,hDx)/h ◦ e−iℓT (x,hDx)/h = eiℓY−T (x,hDx)/heiσ(Y,−T )/2h = eiℓY−T (x,hDx)/heiσ(T,Y )/2h,
(4.40)
eiℓT (x,hDx)/h ◦ eiℓY (x,hDx)/h = eiℓT+Y (x,hDx)/heiσ(T,Y )/2h, (4.41)
and combining (4.39), (4.40), and (4.41) we get
bw(x, hDx) = e
iσ(T,Y )/heiσ((x,hDx),Y−T )/h ◦ χw0
(
(x, hDx)
h1/2
)
◦ eiσ((x,hDx),Y+T )/h. (4.42)
An application of the exact Egorov theorem [22], [12], gives that
χw0
(
(x, hDx)
h1/2
)
= T ◦ ϕw0
(
(x, hDx)
h1/2
)
◦ T −1, (4.43)
and we conclude therefore that the operator in (4.43) is a rank one orthogonal projection
on HΦ0(C
n), given by
χw0
(
(x, hDx)
h1/2
)
u = (u, v0) v0, u ∈ HΦ0(C
n). (4.44)
Here v0 = T e0 and (·, ·) stands for the scalar product in HΦ0(C
n). Let us mention
explicitly that we owe the idea of using Gaussians to pass to rank one projections
to [8].
For future reference, let us also notice that an application of the exact (quadratic)
stationary phase together with (4.22), (4.28) allows us to conclude that
v0(x) = (T e0)(x, h) = Ch
−n/2eig(x)/h, C 6= 0, (4.45)
where g is a holomorphic quadratic form on Cn. The strict positivity of the complex
Lagrangian plane η = iy, y ∈ Cn, associated to the state e0 in (4.22) implies that
Φ0(x) + Im g(x) ≍ |x|
2 , x ∈ Cn, (4.46)
see [2, Theorem 2.1].
Using (4.42) and (4.44), we get, using the unitarity of magnetic translations onHΦ0(C
n),
bw(x, hDx)u = e
iσ(T,Y )/heiσ((x,hDx),Y−T )/h ◦ χw0
(
(x, hDx)
h1/2
)
◦ eiσ((x,hDx),Y+T )/hu
= eiσ(T,Y )/h(u, e−iσ((x,hDx),Y+T )/hv0) e
iσ((x,hDx),Y−T )/hv0. (4.47)
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Passing to the Weyl quantizations in (4.32), we obtain therefore, in view of (4.47),
M(h)aw(x, hDx)u
=
1
(πh)n
∫∫
ΛΦ0×ΛΦ0
e
iσ(T,Y )
h Fh(χTa)(Y )(u, e
−
iσ((x,hDx),Y+T )
h v0) e
iσ((x,hDx),Y−T )
h v0 dY dT.
(4.48)
Making the change of variables Y ′ = Y − T , T ′ = −Y − T , and using that 2σ(T, Y ) =
σ(Y ′, T ′), we obtain after dropping the primes,
M(h)aw(x, hDx)u
=
C
hn
∫∫
(ΛΦ0 )
2
e
iσ(Y,T )
2h Fh(χ−Y+T
2
a)
(
Y − T
2
)
(u, e
iσ((x,hDx),T )
h v0) e
iσ((x,hDx),Y )
h v0 dY dT.
(4.49)
Here we have incorporated the non-vanishing constant Jacobian into the (new) constant
C 6= 0. We have therefore represented the operator aw(x, hDx) as a superposition of
rank one kernels. The decomposition (4.49) can be regarded as the Bargmann transform
side analogue of the corresponding decomposition in the real setting, established in [8].
Let us next record the following observation, closely related to the computations in
Section 2.
Lemma 4.2 Let ℓ(x, ξ) be a complex linear form on C2n such that the restriction ℓ|ΛΦ0
is real, and let us represent ℓ in the form (2.4),
ℓ(x, ξ) = −
2
i
∂Φ0
∂x
(x∗) · x+ x∗ · ξ,
for some unique x∗ ∈ Cn. There exists Cx∗,h ∈ C with |Cx∗,h| = 1, such that
eiℓ(x,hDx)/hu(x) = Cx∗,he
−2iIm (Φ′′0,xxx
∗·x)/heiσ(X,X
∗)/2he(Φ0(x)−Φ0(x+x
∗))/hu(x+ x∗). (4.50)
Here u ∈ HΦ0(C
n), and X ∈ ΛΦ0, X
∗ = Hℓ ∈ ΛΦ0 are the points in ΛΦ0 above x,
x∗ ∈ Cn, respectively.
Proof: This result follows by a direct computation, using (2.3), (2.7), (2.8), as well
as the following general expression for the complex symplectic (2,0)–form σ on C2n,
restricted to ΛΦ0 ,
σ(X,X∗) = −4Im
(
Φ′′0,xxx · x
∗
)
, X,X∗ ∈ ΛΦ0 . (4.51)
✷
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Remark. Let u, v ∈ HΦ0(C
n). It follows from Lemma 4.2 that the scalar product
(eiℓ(x,hDx)/hu, v)HΦ0 , viewed as a function of x
∗ ∈ Cn, or equivalently as a function
of X∗ ∈ ΛΦ0, can be regarded as the twisted convolution of the functions e
−Φ0/hu,
e−Φ0/hv ∈ L2(Cn) in the sense of (A.7), after these have been modified by some uni-
modular factors. It follows, in particular, that the function
Cn ∋ x∗ 7→ (eiℓ(x,hDx)/hu, v)HΦ0 ∈ L
2(Cn),
see [25]. Ignoring the unimodular factors in (4.50), we get the more elementary point-
wise estimate,∣∣(eiℓ(x,hDx)/hu, v)HΦ0 (x∗)∣∣ ≤ ∫
Cn
e−Φ0(x+x
∗)/h |u(x+ x∗)| e−Φ0(x)/h |v(x)| L(dx), (4.52)
which will be sufficient in what follows.
We now come to complete the proof of Theorem 1.2. When doing so, let us write, using
(4.49), (4.50), and (4.52),
M(h) |aw(x, hDx)u(x)| e
−Φ0(x)/h
≤
O(1)
h2n
∫∫∫
(Cn)3
U
(
y − t
h
)
e−Φ0(z+t)/h |v0(z + t)| e
−Φ0(x+y)/h |v0(x+ y)|
|u(z)| e−Φ0(z)/h L(dy)L(dt)L(dz), (4.53)
where, in view of (4.30),
U(y) = exp
(
−
1
C0
|y|1/s
)
, y ∈ Cn. (4.54)
Letting Φ1 = Φ0 + f ∈ C1,1(C
n;R) be such that (3.5) holds, we obtain next, making
use of (4.33), (4.45), (4.46), and (4.53),
|aw(x, hDx)u(x)| e
−Φ1(x)/h ≤
∫
Cn
K(x, z) |u(z)| e−Φ1(z)/h L(dz), (4.55)
where
K(x, z) ≤
O(1)
h4n
∫∫
Cn×Cn
U
(
y − t
h
)
e−|z+t|
2/Che−|x+y|
2/Ch e(f(z)−f(x))/h L(dt)L(dy). (4.56)
We would like to show that the kernel K(x, z) is dominated pointwise by an L1 convo-
lution kernel, in order to be able to apply Schur’s lemma to (4.55). To this end let us
consider the t–integration in (4.56) first, estimating the integral
1
h2n
∫
Cn
U
(
y − t
h
)
e−|z+t|
2/Ch L(dt) =
1
h2n
∫
Cn
U
(
t
h
)
e−|z+y−t|
2/Ch L(dt) = I1 + I2.
(4.57)
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Here
I1 =
1
h2n
∫
|z+y−t|≥|z+y|/2
U
(
t
h
)
e−|z+y−t|
2/Ch L(dt) ≤ || U ||L1e
−|z+y|2/4Ch, (4.58)
and, in view of (4.54), we have
I2 =
1
h2n
∫
|z+y−t|≤|z+y|/2
U
(
t
h
)
e−|z+y−t|
2/Ch L(dt)
≤
1
h2n
∫
|z+y−t|≤|z+y|/2
U
(
t
h
)
L(dt) ≤ O(1) exp
(
−
1
C0
(
|z + y|
h
)1/s)
. (4.59)
Here we have also used that |z + y| ≤ 2 |t| in the region of integration in (4.59).
Combining (4.56), (4.57), (4.58), and (4.59), we see that
K(x, z) ≤ K1(x, z) +K2(x, z), (4.60)
where
K1(x, z) ≤ e
(f(z)−f(x))/h O(1)
h2n
∫
Cn
e−|z+y|
2/Ch e−|x+y|
2/Ch L(dy)
= e(f(z)−f(x))/h
O(1)
h2n
∫
Cn
e−|y|
2/Ch e−|z−x+y|
2/Ch L(dy), (4.61)
and
K2(x, z) ≤ e
(f(z)−f(x))/h O(1)
h2n
∫
Cn
exp
(
−
1
C0
(
|z + y|
h
)1/s)
e−|x+y|
2/Ch L(dy)
= e(f(z)−f(x))/h
O(1)
h2n
∫
Cn
exp
(
−
1
C0
(
|z − x+ y|
h
)1/s)
e−|y|
2/Ch L(dy). (4.62)
When estimating the contribution K1(x, z) in (4.61), we notice that considering sepa-
rately the regions of integration |z − x+ y| ≤ |z − x| /2 and |z − x+ y| ≥ |z − x| /2,
and using that
1
hn
∫
Cn
e−|y|
2/Ch L(dy) = O(1),
we get
O(1)
hn
∫
Cn
e−|y|
2/Ch e−|z−x+y|
2/Ch L(dy) ≤ O(1) e−|x−z|
2/Ch, (4.63)
and therefore,
K1(x, z) ≤
O(1)
hn
e(f(z)−f(x))/he−|x−z|
2/Ch. (4.64)
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Alternatively, the estimate (4.63) can be obtained by an application of the exact sta-
tionary phase to the integral in the left hand side of (4.63). Arguing similarly, we find
that
O(1)
hn
∫
Cn
exp
(
−
1
C0
(
|z − x+ y|
h
)1/s)
e−|y|
2/Ch L(dy)
≤ O(1) exp
(
−
1
C0
(
|z − x|
h
)1/s)
+O(1) e−|x−z|
2/Ch. (4.65)
Combining (4.60), (4.64), (4.62), and (4.65), we get
K(x, z) ≤
O(1)
hn
e(f(z)−f(x))/he−|x−z|
2/Ch +
O(1)
hn
e(f(z)−f(x))/hexp
(
−
1
C0
(
|z − x|
h
)1/s)
.
(4.66)
To handle the second term in the right hand side of (4.66) we write, following (3.8)
and using (3.5),
f(z)− f(x) ≤
1
O(1)
h1−
1
smin (1, |z − x|) ≤
1
O(1)
h1−
1
s |z − x|1/s . (4.67)
The Schur norm of the second term in the right hand side of (4.66) is therefore O(1),
provided that the implicit constant in (4.67) is large enough, and we only need to
estimate the Schur norm of the first term in the right hand side of (4.66). Using (4.67),
we see that it suffices to control the L1–norm
1
hn
∫
Cn
e−|x|
2/Ch exp
(
h1−
1
s |x|
O(1) h
)
L(dx) = I1 + I2, (4.68)
where
I1 =
1
hn
∫
|x|≥C˜h1−
1
s
e−|x|
2/Chexp
(
h1−
1
s |x|
O(1) h
)
L(dx), (4.69)
and
I2 =
1
hn
∫
|x|≤C˜h1−
1
s
e−|x|
2/Ch exp
(
h1−
1
s |x|
O(1) h
)
L(dx). (4.70)
Taking the constant C˜ > 0 sufficiently large, we get
I1 ≤
1
hn
∫
exp
(
−
|x|2
O(1)h
)
L(dx) = O(1). (4.71)
Furthermore,
I2 ≤
(
1
hn
∫
|x|≤C˜h1−
1
s
e−|x|
2/Ch L(dx)
)
exp
(
C˜h2−
2
s
O(1)h
)
≤ O(1) exp
(
O(1)h1−
2
s
)
. (4.72)
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Recalling that s ≥ 2, we conclude, in view of (4.66), (4.67), (4.68), (4.71), and (4.72),
that the Schur norm of the kernel K(x, z) is O(1). Applying Schur’s lemma to (4.55),
we get therefore,
Opwh (a) = O(1) : HΦ1(C
n)→ HΦ1(C
n).
The proof of Theorem 1.2 is complete.
Remark. The purpose of this remark is to verify that the decomposition (4.49) can also
be used to give a direct proof of the L2–boundedness result for the Wiener algebra of
pseudodifferential operators, established in [20], [21]. Indeed, the fact that decomposi-
tions such as (4.49) are useful to this end is well known in the real setting [8], and the
observation here is that working on the FBI–Bargmann transform side seems to make
the computations and estimates particularly natural. See also [21, Section 5].
Let us therefore replace (4.30) by the weaker assumption,
|F(χTa)(Y )| ≤ U(Y ), Y ∈ ΛΦ0, (4.73)
uniformly in T ∈ ΛΦ0. Here U ∈ L
1(ΛΦ0). Setting
F (T ) = (u, e
iσ((x,hDx),T )
h v0)HΦ0 , T ∈ ΛΦ0 ≃ C
n, (4.74)
we get, in view of (4.52) and the Young inequality,
||F ||L2(ΛΦ0 ) ≤ O(1)|| u ||HΦ0 || e
−Φ0/hv0 ||L1 ≤ O(h
n/2)|| u ||HΦ0 . (4.75)
Here we have also used (4.45), (4.46). An application of Schur’s lemma together with
(4.73) and (4.75) allows us next to conclude that the function
G(Y ) :=
C
hn
∫
ΛΦ0
e
iσ(Y,T )
2h Fh(χ−(Y+T )/2a)
(
Y − T
2
)
F (T ) dT ∈ L2(ΛΦ0) (4.76)
and we have
||G ||L2(ΛΦ0 ) ≤ O(1)||F ||L2(ΛΦ0 ) ≤ O(h
n/2)|| u ||HΦ0 . (4.77)
Using (4.49), (4.74), and (4.76), we can write
M(h)aw(x, hDx)u(x) =
∫
ΛΦ0
G(Y )e
iσ((x,hDx),Y )
h v0(x) dY, (4.78)
and an application of Lemma 4.2 gives the pointwise estimate,
M(h) |aw(x, hDx)u(x)| e
−Φ0(x)/h ≤
∫
ΛΦ0
|G(Y )| e−Φ0(x+y)/h |v0(x+ y)| dY. (4.79)
Here we have written Y = (y, η) ∈ ΛΦ0. Applying the Young inequality once more we
get, using also (4.77),
M(h)|| awu ||HΦ0 ≤ ||G ||L2|| e
−Φ0/hv0 ||L1 ≤ O(h
n/2)||G ||L2 ≤ O(h
n)|| u ||HΦ0 . (4.80)
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Recalling finally (4.33) we conclude that
|| awu ||HΦ0 ≤ O(1)|| u ||HΦ0 , u ∈ HΦ0(C
n), (4.81)
provided that (4.73) holds. We have therefore recovered the L2–boundedness result
of [20], [21] in the HΦ0–setting.
A Weyl composition of symbols
Let (W,σ) be a real symplectic vector space of dimension 2n and let
Fhu(X) =
1
hn
Fu
(
X
h
)
=
1
(πh)n
∫
e2iσ(X,Y )/hu(Y ) dY, u ∈ S(W ), 0 < h ≤ 1,
(A.1)
be the semiclassical (twisted) Fourier transformation on W . Here the map F is given
in (3.1). We have F2h = I on S
′(W ).
We shall carry out a familiar computation composing two semiclassical Weyl quanti-
zations, see [5, Chapter 7] for such computations on the real side. Let a, b ∈ S ′(ΛΦ0)
be such that Fa, Fb ∈ L1(ΛΦ0) and let us write following (3.3),
aw(x, hDx) =
1
(πh)n
∫
ΛΦ0
e2iσ((x,hDx),Y )/hFha(Y ) dY, (A.2)
bw(x, hDx) =
1
(πh)n
∫
ΛΦ0
e2iσ((x,hDx),Y )/hFhb(Y ) dY. (A.3)
Using the composition law for magnetic translations
e2iσ((x,hDx),Y )/he2iσ((x,hDx),Z)/h = e2iσ((x,hDx),Y+Z)/he2iσ(Y,Z)/h, (A.4)
see [5, (7.11)] for the corresponding result in the real domain, and making the change
of variables (Y, Z) 7→ (Y +Z,Z), we get that the composition aw(x, hDx) ◦ bw(x, hDx)
of the operators in (A.2), (A.3), is given by
1
(πh)2n
∫∫
ΛΦ0×ΛΦ0
e2iσ((x,hDx),Y+Z)/he2iσ(Y,Z)/hFha(Y )Fhb(Z) dY dZ
=
1
(πh)n
∫
ΛΦ0
e2iσ((x,hDx),Y )/hFhc(Y ) dY = c
w(x, hDx). (A.5)
Here
Fhc(X) =
1
(πh)n
∫
ΛΦ0
e2iσ(X,Z)/hFha(X − Z)Fhb(Z) dZ ∈ L
1(ΛΦ0). (A.6)
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We shall now compute the semiclassical Fourier transform of the expression in the
right hand side of (A.6), leading to an integral representation formula for the symbol
c = a#b ∈ L∞(ΛΦ0) ∩ C(ΛΦ0). To this end, following [25], it will be convenient to
introduce the (non-commutative) twisted convolution product on ΛΦ0,
(u ∗σ v)(X) =
∫
ΛΦ0
e2iσ(X,Y )/hu(X − Y )v(Y ) dY, (A.7)
where u, v ∈ L1(ΛΦ0), so that
Fh(a#b) =
1
(πh)n
Fha ∗σ Fhb. (A.8)
We have the following result, due to [25], whose proof we give for the convenience of
the reader only.
Proposition A.1 We have if u, v ∈ L1(ΛΦ0),
Fh(u ∗σ v) = (Fhu) ∗σ v. (A.9)
Proof: Using (A.1), (A.7), let us write
Fh(u ∗σ v)(X) =
1
(πh)n
∫
ΛΦ0
e2iσ(X,Y )/h(u ∗σ v)(Y ) dY
=
1
(πh)n
∫∫
ΛΦ0×ΛΦ0
e2iσ(X,Y )/he2iσ(Y,Z)/hu(Y − Z)v(Z) dY dZ. (A.10)
On the other hand, we compute
((Fhu) ∗σ v)(X) =
∫
ΛΦ0
e2iσ(X,Z)/h(Fhu)(X − Z)v(Z) dZ
=
1
(πh)n
∫∫
ΛΦ0×ΛΦ0
e2iσ(X,Z)/he2iσ(X−Z,Y )/hu(Y )v(Z) dY dZ. (A.11)
Making the change of variables (Y, Z) 7→ (Y −Z,Z), we can rewrite (A.11) as follows,
((Fhu) ∗σ v)(X) =
1
(πh)n
∫∫
ΛΦ0×ΛΦ0
e2iσ(X,Z)/he2iσ(X−Z,Y−Z)/hu(Y − Z)v(Z) dY dZ.
(A.12)
Here
σ(X,Z)+σ(X−Z, Y −Z) = σ(X,Z)+σ(X, Y )−σ(X,Z)−σ(Z, Y ) = σ(X, Y )+σ(Y, Z),
and therefore the expressions (A.10) and (A.12) agree. ✷
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Combining Proposition A.1 and (A.8) with the fact that F2h = I, we get
c = a#b =
1
(πh)n
a ∗σ Fhb, (A.13)
and therefore, assuming for simplicity that a, b ∈ S(ΛΦ0), we get
c(X) =
1
(πh)n
∫
ΛΦ0
e2iσ(X,Y )/ha(X − Y )Fhb(Y ) dY
=
1
(πh)2n
∫∫
ΛΦ0×ΛΦ0
e2iσ(X,Y )/he2iσ(Y,Z)/ha(X − Y )b(Z) dY dZ
=
1
(πh)2n
∫∫
ΛΦ0×ΛΦ0
e2iσ(X−Z,Y )/ha(X − Y )b(Z) dY dZ. (A.14)
We obtain finally, after a change of variables,
c(X) = (a#b)(X) =
1
(πh)2n
∫∫
ΛΦ0×ΛΦ0
e−2iσ(Y,Z)/ha(X + Y )b(X + Z) dY dZ. (A.15)
Remark. The integral representation formula (A.15) can also be inferred from the cor-
responding expression for the Weyl symbol of the composition aw(x, hDx) ◦ bw(x, hDx)
in the real domain [28, Chapter 4], thanks to the metaplectic invariance of the Weyl
calculus [22], [12].
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