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Abstract
The aim of this paper is to show how differential characters of Abelian varieties (in the sense of
[A. Buium, Differential characters of Abelian varieties over p-adic fields, Invent. Math. 122 (1995) 309–
340]) can be used to construct differential modular forms of weight 0 and order 2 (in the sense of [A. Buium,
Differential modular forms, Crelle J. 520 (2000) 95–167]) which are eigenvectors of Hecke operators. These
differential modular forms will have “essentially the same” eigenvalues as certain classical complex eigen-
forms of weight 2 (and order 0).
© 2007 Elsevier Inc. All rights reserved.
MSC: 11F32; 11F85
1. Introduction
The concept of δ-modular form was introduced in [5]. Very roughly speaking a level one
δ-modular form of order r is a “homogeneous” function of plane elliptic curves y2 = x3 +
ax + b (where a, b ∈ R := Zˆurp ) that can be written as a p-adic restricted power series in
a, b, δa, δb, . . . , δra, δrb,Δ−1, where Δ := 4a3 + 27b2 and δia, δib are the iterated “Fermat
quotients” of a, b with respect to p. We recall that δx := (φ(x)−xp)/p, where φ : R → R is the
lift of the p-power Frobenius on R/pR. Morally one may view δ as an arithmetic analogue of a
derivation (acting on “numbers” rather than “functions”) and one may view δ-modular forms as
“non-linear arithmetic differential operators of order r” acting on pairs (a, b). We shall review
this concept presently, from a slightly different (but equivalent) viewpoint. There is a level N
generalization of this. Also there are Hecke operators T (l) acting on δ-modular forms (where l
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can attach, to δ-modular forms of order r , δ-Fourier expansions which are series in the variables
q, q ′, . . . , q(r).
One of the main motivations of our theory (cf. [5,6]) comes from the fact that, unlike in the
theory of modular forms, there exist, in our setting, δ-modular forms which possess a remarkable
covariance property with respect to isogenies. These forms are called isogeny covariant and they
are, in particular, δ-eigenforms. The ring generated by them is denoted by I and can be viewed,
in a sense explained in [6], as the “projective coordinate ring” for the “quotient of the modular
curve by the Hecke correspondences.” This quotient does not exist, of course, in usual algebraic
geometry but, rather, in δ-geometry; cf. [6].
There is an “easy” way to construct δ-eigenforms by considering I -linear combinations of
“φ-powers,” f φj , of classical (complex) eigenforms f . A natural question is whether all δ-
eigenforms can be obtained in this way. As we shall see in this paper the answer is no. Indeed,
one of the main purposes of this paper is to provide a construction of δ-eigenforms f  of weight
0 and order 2 that have “essentially the same” Hecke eigenvalues as certain classical eigenforms
f of weight 2 (and order 0). As we shall see, forms of weight 0 (such as f ) are never I -linear
combinations of forms f φj .
The δ-Fourier expansion of f  will be related in an interesting way to the Fourier expansion
of f . Indeed, if f =∑anqn is a (classical) newform of weight 2 on Γ0(N) (which is not of
“CM type”) with Fourier coefficients an ∈ Z, then the δ-Fourier expansion of f  will be a series
f
∞(q, q ′, q ′′) in 3 variables q, q ′, q ′′ which, after the substitution q ′ = q ′′ = 0, becomes equal to
the series
f (−1)(q) :=
∑
(n,p)=1
an
n
qn.
(In [18, p. 115] this series was denoted by f |R−1.) A similar, but more complicated statement
holds for f of “CM type.” The series f (−1) is, of course, not the Fourier series of any (classical)
eigenform: morally, in its modular interpretation, f (−1) has “singularities in the supersingular
disks” (which is not the case with f  itself!). One may ask if, in spite of this somewhat unex-
pected phenomenon, the δ-Fourier expansion of f  is, nevertheless, a linear combination, with
R-coefficients of φ-powers of f (−1); we will show that this is not the case.
The idea in our construction of the forms f  is to use the Eichler–Shimura construction for
the f ’s in conjunction with our theory of δ-characters introduced in [3]. (Roughly speaking
δ-characters are homomorphisms from the group of R-points of an Abelian variety to the additive
group of R which, in coordinates, are given by expressions involving the coordinates of the points
and their iterated Fermat quotients. They are arithmetic analogues of the Manin maps introduced
by Manin in the context of the Mordell conjecture over function fields [15].) Then our forms
f  will arise by composing certain δ-characters of the modular Jacobians J1(N) with the Abel–
Jacobi maps X1(N) → J1(N) that send a fixed cusp into 0.
Here is the plan of this paper. In Section 2 we review (and slightly extend) the concept of
δ-modular form and Hecke operators in [5]. Then we state one of our main results about the
existence of the forms f  and their independence from f . In Section 3 we review results of
Eichler–Shimura and Manin–Drinfeld. Section 4 reviews δ-characters [3] and examines the ex-
istence of eigenvectors in the space of δ-characters. In Section 5 we conclude our construction
of the forms f ; it will turn out that the forms f  “vanish at all the cusps.” In Section 6 we in-
troduce δ-Fourier expansions at ∞ and we compute them for our forms f . In Section 7 we use
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use δ-Fourier expansions to compute the effect of δ-Serre operators (in the sense of [6]) on f .
In Section 9 we prove that the δ-Fourier expansion of f  is in the domain of definition of the (par-
tially defined) Hecke operator T (p)∞ and is an eigenvector of this operator. We end the paper
by stating a result (whose proof will be given in a subsequent paper [7]) saying that δ-modular
forms which “vanish at the cusps” and are in the domain of definition of T (p)∞ automatically
arise from composing δ-characters of the modular Jacobians with Abel–Jacobi maps. This is, in
some sense, a converse of our existence results for the forms f  in the present paper.
2. Main concepts
2.1. Prolongation sequences
Our main reference here is [5]. We fix, throughout this paper, a prime integer p  5. Let
Cp(X,Y ) ∈ Z[X,Y ] be the polynomial with integer coefficients
Cp(X,Y ) := X
p + Yp − (X + Y)p
p
.
A p-derivation from a ring A into an A-algebra ϕ : A → B is a map δ : A → B such that δ(1) = 0
and
δ(x + y) = δx + δy +Cp
(
ϕ(x),ϕ(y)
)
,
δ(xy) = ϕ(x)p · δy + ϕ(y)p · δx + p · δx · δy,
for all x, y ∈ A. Given a p-derivation we always denote by φ : A → B the map φ(x) =
ϕ(x)p +pδx; then φ is a ring homomorphism. A prolongation sequence is a sequence S∗ of rings
Sn, n 0, together with ring homomorphisms ϕn : Sn → Sn+1 and p-derivations δn : Sn → Sn+1
such that δn+1 ◦ ϕn = ϕn+1 ◦ δn for all n. We usually denote all ϕn by ϕ and all δn by δ and we
view Sn+1 as an Sn-algebra via ϕ. A morphism of prolongation sequences, u∗ : S∗ → S˜∗ is a se-
quence un : Sn → S˜n of ring homomorphisms such that δ ◦un = un+1 ◦ δ and ϕ ◦un = un+1 ◦ϕ.
Let W be the ring of polynomials Z[φ] in the indeterminate φ. Then, for w =∑ri=0 aiφi ∈ W ,
we set deg(w) :=∑ai . If ar = 0 we set ord(w) = r ; we also set ord(0) = 0. For w as above
(respectively for w ∈ W+ := {∑biφi | bi  0}), S∗ a prolongation sequence, and x ∈ (S0)× (re-
spectively x ∈ S0) we can consider the element xw :=∏ri=0 ϕr−iφi(x)ai ∈ (Sr )× (respectively
xw ∈ Sr ). We let W(r) := {w ∈ W | ord(w) r}.
Let R := Rp := Zˆurp be the completion of the maximum unramified extension of Zp . Then
R has a unique p-derivation δ : R → R given by δx = (φ(x) − xp)/p where φ : R → R is the
unique lift of the p-power Frobenius map on R/pR. One can consider the prolongation sequence
R∗ where Rn = R for all n. By a prolongation sequence over R we understand a prolongation
sequence S∗ equipped with a morphism R∗ → S∗. From now on all our prolongation sequences
are assumed to be over R.
2.2. δ-Modular forms
Our main reference here is, again, [5]. We fix, throughout this paper, an integer N  1, not
divisible by p. For any ring S let us denote by M(Γ1(N),S) the set of all triples (E/S,α,ω)
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immersion of group schemes (referred to as a Γ1(N)-level structure). Two tuples (Ei/S,αi,ωi)
are isomorphic if there is an isomorphism f : E1 → E2 such that f ◦ α1 = α2 and f ∗ω2 = ω1.
Fix w ∈ W with ord(w)  r . A δ-modular form over R of weight w ∈ W and order r on
Γ1(N) is a rule f that associates to any prolongation sequence S∗ of Noetherian, p-adically
complete rings and any triple (E/S0, α,ω) ∈ M(Γ1(N),S0) an element f (E/S0, α,ω,S∗) ∈ Sr
such that the following properties are satisfied:
(1) f (E/S0, α,ω,S∗) depends on the isomorphism class of (E/S0, α,ω) only.
(2) Formation of f (E/S0, α,ω,S∗) commutes with base change u∗ : S∗ → S˜∗ i.e.
f
(
E ⊗S0 S˜0/S˜0, α ⊗ S˜0, u0∗ω, S˜∗
)= ur(f (E/S0, α,ω,S∗)).
(3) f (E/S0, α,λω,S∗) = λ−w · f (E/S0, α,ω,S∗) for all λ ∈ (S0)×.
We denote by Mr(Γ1(N),R,w) the R-module of all δ-modular forms over R of weight
w ∈ W and order r on Γ1(N). Then the direct sum
Mr
(
Γ1(N),R,∗
) := ⊕
w∈W(r)
Mr
(
Γ1(N),R,w
)
has a natural structure of graded ring. We view Mr(Γ1(N),R,∗) as a subring of Mr+1(Γ1(N),
R,∗) via ϕ and we have naturally induced ring homomorphisms φ : Mr(Γ1(N),R,∗) →
Mr+1(Γ1(N),R,∗) sending any f ∈ Mr(Γ1(N),R,w) into f φ := φ ◦ f ∈ Mr+1(Γ1(N),
R,φw); for w =∑aiφi ∈ W+ we write f w :=∏(f φi )ai . The rings Mr(Γ1(N),R,∗) are inte-
gral domains; cf. [6, Corollary 3.24, p. 82]. Their union will be denoted by M∞(Γ1(N),R,∗).
If in all definitions we restrict ourselves to elliptic curves E/S whose reduction mod p is
ordinary (i.e. has ordinary geometric fibers) then we get the concept of ordinary δ-modular form.
The corresponding spaces will be denoted by Mrord(Γ1(N),R,w), etc.
Remark 2.1. We record here, for later use in our arguments, the fact that the spaces
Mr(Γ1(N),R,w) and Mrord(Γ1(N),R,w) defined above identify with the spaces M
r
Y1(N)R
(w)
and Mr
Y1(N)R,ord
(w) in [6, p. 251], respectively.
2.3. δ-Hecke operators
Again, our main reference here is [5]. Assume S∗ is a prolongation sequence of Noetherian,
p-adically complete rings, and let S˜ be a finite étale over-ring of S0. Then, by [5, (1.6)], there is a
unique structure of prolongation sequence on S∗ ⊗S0 S˜ := (Sn ⊗S0 S˜) compatible (in the obvious
sense) with that of S∗. Now let l be a prime integer not dividing Np. Let f ∈ Mr(Γ1(N),R,w)
be a δ-modular form. We can define a δ-modular form T (l)f ∈ Mr(Γ1(N),R,w) by the formula
(
T (l)f
)(
E/S0, α,ω,S∗
)= l∑
i=0
f
(
E˜i/S˜, ui ◦ α,ui∗ω,S∗ ⊗S0 S˜
) (2.1)
where S˜ is any finite étale over-ring of S0 such that the group scheme of points of order l of
E˜ := E ⊗S0 S˜ is isomorphic to (Z/lZ)2 (hence the elliptic curve E˜ has exactly l + 1 finite, flatS˜
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and the ui∗ω’s are induced by ω via pull-back to E˜ followed by trace to the E˜i ’s. In the above
we can always assume S˜ is Galois over S0. Note that (T (l)f )(E/S0, α,ω,S∗) which is, a priori,
an element of Sr ⊗S0 S˜, actually belongs to Sr , and does not depend on the choice of S˜.
We refer to the maps T (l) : Mr(Γ1(N),R,w) → Mr(Γ1(N),R,w) as δ-Hecke operators.
Clearly these maps commute with φ. For r = 0 and w = m ∈ Z one can normalize our T (l) in
the classical fashion by considering the operators
Tm(l) := lm−1T (l) : M0
(
Γ1(N),R,m
)→ M0(Γ1(N),R,m).
2.4. Classical eigenforms
Our main references here are [8,17]. Denote by Sm(Γ1(N),C) the space of (classical) cusp
forms of weight m on Γ1(N) over the complex field C. On this space one has Hecke opera-
tors Tm(n) acting, n  1. An eigenform f ∈ Sm(Γ1(N),C) is a non-zero element which is a
simultaneous eigenvector for all Tm(n), n  1. An eigenform f =∑n1 anqn, an = an(f ), is
normalized if a1 = 1; in this case Tm(n)f = an ·f for all n 1. One associates to any eigenform
f ∈ Sm(Γ1(N),C) its system of eigenvalues l 
→ al , (l,N) = 1. A newform is a normalized
eigenform whose system of eigenvalues does not come from a system of eigenvalues asso-
ciated to an eigenform in Sm(Γ1(M),C) with M|N , M = N . For any normalized eigenform
f ∈ Sm(Γ1(N),C) one may consider the subring Of of C generated by all an(f ), n  1; then
Of is a finite Z-algebra and one denotes by Kf its fraction field. If Q  1 is any integer we
denote by O(Q)f the subring of C generated by all al(f ), where l is prime, not dividing Q.
We will later need to consider the subspace Sm(Γ0(N),C) of Sm(Γ1(N),C) of all cusp forms
of weight m on Γ0(N). Recall that if f =∑anqn is an eigenform in Sm(Γ0(N),C) then
an1n2 = an1an2 for (n1, n2) = 1,
ali−1al = ali + lm−1ali−2 for l prime, (l,N) = 1 and i  2,
ali−1al = ali for l prime, l|N and i  2. (2.2)
2.5. δ-Eigenforms
A non-zero δ-modular form f  ∈ Mr(Γ1(N),Rp,w) is called a δ-eigenform if T (l)f  =
λl ·f , λl ∈ Rp , for all primes l not dividing Np. A δ-eigenform f  is said to belong (outside Np)
to a (classical) normalized eigenform f =∑anqn ∈ Sm(Γ1(N),C) if there exist a (necessarily
injective) ring homomorphism χ :O(Np)f → Rp and an integer e ∈ Z such that λl = leχ(al) for
all primes l not dividing Np. We then say that f  belongs to f with character χ and exponent e.
Note that χ is uniquely determined by f . Indeed assume χ,χ ′ : O(Np)f → Rp are ring ho-
momorphisms and e, e′ are integers such that leχ(al) = le′χ ′(al) for all primes l not dividing
Np and assume χ = χ ′. Then clearly e = e′. Set L := le−e′ = 1. One can choose a prime l not
dividing Np such that al = 0. Let Φ(t) = td + bd−11 + · · · + bd ∈ Q[t] be the minimal polyno-
mial of al over Q. Then both χ(al) and L · χ(al) are roots of Φ(t). Hence χ(al) is a root of
Ψ (t) := Φ(t) − L−dΦ(Lt) =∑di=1 bi(1 − L−i )td−i . Since Ψ (t) has degree  d − 1 we must
have Ψ (t) = 0 hence Φ(t) = t hence al = 0, a contradiction.
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There is an “easy” way to construct δ-eigenforms belonging to classical eigenforms f by
taking linear combinations of “φ-powers of f ” with isogeny covariant δ-modular forms (in a
sense slightly generalizing that in [5]). In what follows we explain this construction. We should
point out that the forms f  mentioned in the Introduction will be shown not to be obtainable via
this construction.
Let F ∈ Mr(Γ1(N),R,w) be a δ-modular form of weight w = ∑niφi on Γ1(N). As-
sume deg(w) := ∑ni is even. Generalizing the level one definition in [5] we say that F is
isogeny covariant if for any prolongation sequence S∗, any triples (E1, α1,ω1), (E2, α2,ω2) ∈
M(Γ1(N),S0), and any isogeny u : E1 → E2 of degree prime to p, with ω1 = u∗ω2 and
u ◦ α1 = α2, we have
F
(
E1, α1,ω1, S
∗)= deg(u)−deg(w)/2 · F (E2, α2,ω2, S∗).
We denote by I r (Γ1(N),R,w) the space of isogeny covariant forms belonging to the space
Mr(Γ1(N),R,w).
Remark 2.2. We record here, for later use in our arguments, the link between the spaces of
isogeny covariant forms just defined and certain spaces introduced in [6]. In [6, Definition 8.11,
p. 240], the concept of Hecke correspondence was introduced. For a Hecke correspondence X
the concept of regular Hecke fixed point was defined (cf. [6, Definition 8.17, p. 242, and Def-
inition 8.19, p. 244]) and spaces of sections H 0(X,Lr,w) were introduced (cf. [6, p. 253]). We
refer to [6, pp. 240, 242, 244, 253] for the definitions of the above concepts. Then, exactly as in
[6, Eq. 8.103, p. 262], we have an injective map
I r
(
Γ1(N),R,w
)→ H 0(X,Lr,w)
with X a suitable Hecke correspondence possessing a regular Hecke fixed point and a supersin-
gular point; this follows from [6, Proposition 8.22, p. 245]. In [6] various results about the spaces
H 0(X,Lr,w) were proved; these results will be used in the present paper to deduce various results
about the spaces I r (Γ1(N),R,w).
Example 2.3. We claim that for each r  1 the Rp-module I r (Γ1(N),Rp,−1 − φr) is free of
rank one. Indeed, by Remark 2.2, this Rp-module embeds into a module H 0(X,L−1−φr ) :=
H 0(X,Lr,−1−φr ). By [6, p. 268 and assertion 2 in Theorem 8.83], the module H 0(X,L−1−φr )
is free of rank one. A basis of this module is the form denoted by f r = f rcrys in [6, p. 628].
Now the form f r belongs, by its very definition, to I r (Γ1(N),Rp,−1 − φr). So f r is a basis of
I r (Γ1(N),Rp,−1 − φr). (Note that the upper r is an index, not an exponent. Also, recall from
[6, p. 268], that f r is constructed via crystalline cohomology.)
We denote by I ⊂ M∞(Γ1(N),R,∗) the multiplicative system of all non-zero isogeny co-
variant δ-modular forms and by J ⊂ I the multiplicative system generated by all (f r)φs for
r  1 and s  0. The R-linear spans of I and J will be denoted by I and J , respectively. Then
I is a ring, J is a subring of I , and it is tempting to conjecture [1,2] that J ⊗ Q = I ⊗ Q.
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G ∈ Mr(Γ1(N),R,v)
is any δ-modular form then, for any prime l not dividing Np,
T (l)(F ·G) = l−deg(w)/2 · F · T (l)G.
In particular, if G is a δ-eigenform belonging to the classical normalized eigenform
f ∈ Sm(Γ1(N),C) with character χ and exponent e then F · G is a δ-eigenform belonging
to f with character χ and exponent e − deg(w)2 .
Proof. This follows from a computation similar to the one in [5, p. 125] (where the case N = 1
was treated). 
Now let f ∈ Sm(Γ1(N),C), f =∑anqn, be a normalized eigenform of weight m and let
ρ :Of [1/N, ζN ] → Rp be any ring homomorphism, where p does not divide N . Then, by the
“q-expansion principle” [10, pp. 70 and 112], f naturally defines (via ρ) a rule f ρ (compatible
with base change and homogeneous of degree −m) that attaches to any Rp-algebra S and any
triple (E/S,α,ω) ∈ M(Γ1(N),S) an element f ρ(E/S,α,ω) ∈ S depending only on the isomor-
phism class of the triple. (Here it is essential that we have a fixed primitive N th root of unity
ρ(ζN) in Rp .) Then f ρ induces a δ-modular form (still denoted by) f ρ ∈ M0(Γ1(N),Rp,m),
of weight m, defined by the formula
f ρ
(
E/S0, α,ω,S∗
) := f ρ(E/S0, α,ω).
The composition f ρφj := φj ◦ f ρ is a well-defined element of Mj(Γ1(N),Rp,mφj ). There is
an obvious compatibility between the classical and our Hecke operators Tm(l), which yields:
T (l)f ρφ
j = (T (l)f ρ)φj = (l1−mTm(l)f ρ)φj = l1−m(Tm(l)f )ρφj = l1−mφj (ρ(al)) · f ρφj
(2.3)
for all primes l not dividing Np. So we see that f ρφj is a δ-eigenform of order j and weight
mφj which belongs to f with character φj ◦ ρ and exponent e = 1 −m.
In particular, according to Lemma 2.4, if φb ◦ ρ = ρ for some b  1, and if a  0, then any
δ-modular function of weight w in the I -linear span of
{
f ρφ
a
, f ρφ
a+b
, f ρφ
a+2b
, f ρφ
a+3b
, . . .
}
is a δ-eigenform belonging to f with character φa ◦ ρ and exponent
e = 1 − m+ deg(w)
2
. (2.4)
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δ-modular form of weight 0. Then f˜ cannot be in the I -linear span of
{
f ρ,f ρφ, f ρφ
2
, f ρφ
3
, . . .
}
.
Proof. Assume the conclusion is false. We may assume f˜ =∑Fa ·f ρφa , where Fa are isogeny
covariant of weight −2φa . To get a contradiction we need to check the following:
Claim. For any 0 a  r we have I r (Γ1(N),Rp,−2φa) = 0.
We fix a and prove this claim by induction on r . Assume first r = a. If a = 0, by Remark 2.2,
the space I 0(Γ1(N),Rp,−2) embeds into a space H 0(X,L0,−2). By [6, Proposition 8.75], the
latter space vanishes and the claim follows. If a  1 our claim follows from [6, Theorem 8.83,
assertion 2], plus Remark 2.2. To perform the induction step assume r > a. Then, by [6, Corol-
lary 8.40 and Proposition 8.75], if h ∈ I r (Γ1(N),Rp,−2φa) then ∂rh = 0 where ∂r is the δ-Serre
operator in [6, Corollary 8.40 and Proposition 8.75]. Looking, say, at Fourier expansions, we get
that h ∈ I r−1(Γ1(N),Rp,−2φa) and we conclude by the induction hypothesis. (Note that the
special case N = 1 of our claim was proved by Barcau [1].) 
2.7. The forms f 
The main purpose of this paper is to provide a construction of δ-eigenforms f  of weight 0
and order 2 belonging to classical eigenforms f of weight 2. As we shall see, the forms f  will
not be I -linear combinations of φ-powers of f . Also the δ-Fourier expansion of f  (to be defined
later) will not be an R-linear combination of φ-powers of f (−1). Here is one of our main results.
This result will be complemented by other results later in the paper; cf. Remark 2.7 below.
Theorem 2.6. Let f ∈ S2(Γ1(N),C) be a newform of weight 2 on Γ1(N), N > 4, and let g :=
[Kf : Q]. Then, for any sufficiently large prime p, and any embedding ρ :Of [1/N, ζN ] → Rp ,
there exist δ-eigenforms
f

1 , . . . , f

g ∈ M2
(
Γ1(N),Rp,0
)
,
of weight 0 and order 2 on Γ1(N), such that
(1) f j belongs to f with exponent 0,
(2) f j is not in the I -linear span of {f ρ,f ρφ, f ρφ
2
, f ρφ
3
, . . .},
(3) f 1 , . . . , f g are Rp-linearly independent.
Remark 2.7. (1) Assertion (2) follows directly from Lemma 2.5.
(2) As we shall see, f j themselves should be morally viewed as a kind of “δ-cusp forms” in
the sense that they “vanish at the cusps”; cf. Remark 5.1.
(3) In case g = 1 (i.e. an(f ) ∈ Q, equivalently an(f ) ∈ Z) the form f  = f 1 will be essen-
tially canonically associated to f and its δ-Fourier expansion will be closely related to that of f ;
cf. Theorems 6.3 and 6.5. We will show that the δ-Fourier expansion of f  is not an Rp-linear
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δ-Serre operators on f ; cf. Propositions 8.3 and 8.4.
(4) It would be interesting to extend the above theorem to f ’s of higher weight.
(5) Let g = 1, f  := f 1 , and 1  2a  r , r  2. Let f a , f 2a be the forms introduced in
Example 2.3 of orders a and 2a, respectively. Then the δ-eigenforms (f a)φa ·f  and f a ·f 2a ·f ρ
of order r have the same weight −φa − φ2a and belong to f with the same character and same
exponent e = 1. One can ask if these forms are Rp-linearly dependent. The answer is negative as
one will see in Theorem 7.1.
3. Review of Eichler–Shimura and Manin–Drinfeld
We need to review some basic facts about modular curves. The references for this section are
[8,10,13,17]. Fix an integer N  4. Then the modular curve
Y1(N)/Z[1/N] (3.1)
is the scheme whose S-points (S any scheme over Z[1/N ]) identify with isomorphism classes
of pairs (E,α) where E/S is an elliptic curve and α : (Z/NZ)S → E is a closed immersion of
group schemes. Recall that Y1(N) is smooth affine of relative dimension one over Z[1/N], with
geometrically irreducible fibers.
Let now l be a prime integer not dividing N . There is a scheme
Y1(N, l)/Z[1/Nl] (3.2)
whose S-points identify with triples (E,α,H) where (E,α) is as above and H is a finite flat
subgroup scheme of E of rank l. Recall that Y1(N, l) is smooth affine of relative dimension one
over Z[1/Nl], with geometrically irreducible fibers. Over Z[1/Nl] one can consider the natural
projections
σ1, σ2 : Y1(N, l) → Y1(N),
σ1(E,α,H) = (E,α),
σ2(E,α,H) = (E/H,u ◦ α), (3.3)
where u : E → E/H is the canonical projection. Moreover σ1 and σ2 are étale above Z[1/Nl].
For details on the discussion above see [13, pp. 87, 117, 125, 129], [10, pp. 69–72], [8, pp. 212–
213]. (For σ1 we use the convention in [8] rather than that in [10].)
In what follows we need to consider the “compactified” situation. We assume N > 4. Recall
that Y1(N) is an open set in its Deligne–Rapoport compactification X1(N)/Z[1/N] which is a
proper smooth scheme. Cf. [10, p. 79]. The complex points of X1(N)\Y1(N) are called the cusps
of X1(N) and they come from Z[1/N, ζN ]-points of X1(N). As usual we denote by J1(N) the
Jacobian of X1(N) viewed as an Abelian scheme over Z[1/N ]. Let X1(N, l)C be the smooth
complete curve over C containing the complex curve Y1(N, l)C; the morphisms in Eq. (3.3)
induce morphisms
σ1, σ2 : X1(N, l)C → X1(N)C.
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gree 0 on X1(N)C and [D] is the point of J1(N)C representing D then
T (l)∗[D] :=
[
σ2∗σ ∗1 D
]
. (3.4)
The endomorphisms T (l)∗ have models over Z[1/N ] (arising from Néron model theory); cf. [8].
We will need the following basic construction due to Eichler–Shimura (cf. [8, p. 215], [11,
pp. 241–242]):
Theorem 3.1 (Eichler–Shimura). Let f ∈ S2(Γ1(N),C) be a newform. Then there exists an
Abelian variety A = AQ defined over Q of dimension g = [Kf : Q], a ring homomorphism
ι : Of → End(A/Q), and a dominant homomorphism π : J1(N)Q → A defined over Q such
that the following hold:
(1) For all primes l we have a commutative diagram
J1(N)Q
T (l)∗
π
J1(N)Q
π
A
ι(al(f ))
A
(2) The image of the pull-back map
π∗ : H 0(AC,Ω) → H 0
(
J1(N)C,Ω
) S2(Γ1(N))C
is the C-linear span of {f σ | σ : Kf → C}.
(3) If f ∈ S2(Γ0(N),C), g = 1, and p is a sufficiently big prime then ap equals the trace of the
p-power Frobenius on the elliptic curve obtained by reducing A mod p.
Remark 3.2. If g = 1 then A in the above theorem is an elliptic curve over Q (which, by con-
dition (2) in the theorem, is uniquely determined by f up to isogeny); we say that f is of CM
type or not of CM type according as A has CM or does not have CM. Assertion (3) in the above
theorem, appropriately reformulated, holds for Γ1(N) and arbitrary g; for our purposes here we
will not need this more general statement.
On the other hand we will need the following theorem due to Manin and Drinfeld (cf. [16] or
[14, p. 62]):
Theorem 3.3 (Manin–Drinfeld). If D is a divisor of degree 0 on X1(N)C supported in the set of
cusps then its image [D] in J1(N)C is a torsion point.
4. δ-Characters
We start by reviewing some concepts from [3,5]. A δ-morphism of order r , f : X → Y ,
between two R-schemes is a rule that attaches to any prolongation sequence S∗ of p-adically
complete rings a map fS∗ : X(S0) → Y(Sr) which is functorial in S∗. In the special case when
A. Buium / Journal of Number Theory 128 (2008) 979–1010 989X is smooth over R and Y = A1 is the affine line any δ-morphism f : X → A1 = A1R is
completely determined by the map fR∗ : X(R) → A1(R) = R. We denote by Or (X) the ring
of all δ-morphisms X → A1 of order r . Assume that G is a smooth group scheme over R.
A δ-morphism f : G → A1 = Ga for which fR∗ : G(R) → Ga(R) = R is a group homomor-
phism into the additive group of R is called a δ-character. We denote by Xr (G) the R-module
of δ-characters of G of order r .
Theorem 4.1. (See [3].) Let A be an Abelian scheme over R of relative dimension g. Then
(r − 1)g  rankR Xr (A) rg.
Proof. This is contained in [3, pp. 325–326]. 
As explained in [3], the δ-characters ψ : A → Ga of an Abelian variety should be viewed as
arithmetic analogues of the Manin maps in [15]; Manin maps are homomorphisms A(L) → L
defined for any Abelian variety A over a field L of characteristic zero equipped with a non-zero
derivation D : L → L. In our theory the role of the derivation D is played by the p-derivation δ.
Remark 4.2. For N  4 the description of points of Y1(N) immediately implies that we have an
identification
Mr
(
Γ1(N),R,0
)Or(Y1(N)R). (4.1)
The above suggests the following:
Definition 4.3. A δ-modular form f ∈ Mr(Γ1(N),R,0) Or (Y1(N)R) is called δ-holomorphic
if it lies in the image of Or (X1(N)R) → Or (Y1(N)R). If ρ : Z[1/N, ζN ] → R is an embed-
ding then the cusps of X1(N)R (with respect to ρ) are the R-points of X1(N)R obtained as
images, via ρ, of the cusps of X1(N)C (viewed as Z[1/N, ζN ]-points). A δ-modular form
f ∈ Mr(Γ1(N),R,0) is a δ-cusp form (with respect to ρ) if it is δ-holomorphic and it vanished
at all the cusps of X1(N)R (with respect to ρ).
Remark 4.4. For the next proposition and its proof it is useful to introduce some terminology and
record some facts about it. If K is a field, V is an n-dimensional K-linear space, and T ∈ End(V )
then, by the eigenvalues of T on V we mean the eigenvalues (in an algebraic closure Ka of K)
of any matrix in Matn(K) representing T . If W ⊂ V is a subspace with TW ⊂ W then all
eigenvalues of T on W and all eigenvalues of T on V/W are also eigenvalues of T on V .
If L is a field extension of K we say that T ∈ End(V ) is diagonalizable over L if V ⊗K L
has an L-basis consisting of eigenvectors of T . More generally, T1, . . . , Ts ∈ End(V ) are said
to be simultaneously diagonalizable over L if V ⊗K L has an L-basis consisting of common
eigenvectors of T1, . . . , Tg . We will use the following trivial facts:
(1) T is diagonalizable over Ka if and only if the minimal polynomial of T on V ⊗K Ka has
simple roots only.
(2) If T is diagonalizable over Ka and all its eigenvalues are in K then T is diagonalizable
over K .
(3) If T1, . . . , Ts are pairwise commuting and each of them is diagonalizable over K then
T1, . . . , Ts are simultaneously diagonalizable over K .
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End(A/R) be commuting endomorphisms each of which annihilates a polynomial with Z-coef-
ficients with simple complex roots only. Let T be the subring of End(A/R) generated by
τ1, . . . , τs and let K be the fraction field of R. Assume the tangent maps dτ1, . . . , dτs ∈
End(Lie(AK/K)) have all their eigenvalues in K . (Here we view Lie(AK/K) as the tan-
gent space to AK at the origin.) Then there exist R-linearly independent δ-characters
ψ1, . . . ,ψg :A → Ga of order 2 and ring homomorphisms χ1, . . . , χg : T → R such that
ψj ◦ τ = χj (τ ) ·ψj for all τ ∈ T , j = 1, . . . , g.
Proof. Let the formal group Afor of A be identified with SpfR[[x]] where x = (x1, . . . , xg) are
some variables. Let L = (L1, . . . ,Lg) ∈ K[[x]]g be the logarithm of the formal group law of A
with respect to x. Let x′ and x′′ be additional g-tuples of variables and let K[[x]] φ−→ K[[x, x′]] φ−→
K[[x, x′, x′′]] be the ring homomorphisms, extending φ : R → R, defined by φ(x) = xp + px′,
φ(x′) = (x′)p + px′′. By Theorem 4.1 we have rankR X2(A)  g. Note that End(A/R)op acts
on X2(A) (and hence on X2(A) ⊗ K) by the formula (τ,ψ) 
→ τ ∗ψ := ψ ◦ τ , τ ∈ End(A/R).
On the other hand End(A/R)op naturally acts on R[[x]] via (τ, x) 
→ τ ∗x and one can extend
this action uniquely to an action on K[[x, x′, x′′]] = K[[x,φ(x),φ2(x)]] such that the induced
endomorphisms τ ∗ on the latter ring satisfy φ(τ ∗G) = τ ∗(φ(G)) for all G ∈ K[[x, x′]]. By
[3, Lemma 2.8], if ψ is any δ-character of order 2, identified with its image in K[[x, x′, x′′]],
then its composition with the exponential of the formal group is a K-linear combination of
xi,φ(xi), φ
2(xi), where 1  i  g. It follows that ψ gets identified with a K-linear combina-
tion of Li,φ(Li),φ2(Li), where 1  i  g. So we have an injective K-linear End(A/R)op-
equivariant map X2(A)⊗K → K[[x, x′, x′′]] whose image lies in the K-linear space
V :=
g∑
i=1
(
K ·Li +K · φ(Li)+K · φ2(Li)
)
. (4.2)
The logarithm L : AforK → (Gfora,K)g is an isomorphism of formal groups over K hence, in par-
ticular, the endomorphisms τi : Afor → Afor induce, via L, endomorphisms of (Gfora,K)g , hence
matrices M(τi) = (mjs(τi)) ∈ Matg(K) satisfying
τ ∗i Lj =
g∑
s=1
mjs(τi)Ls. (4.3)
On the other hand, taking the Lie functor we get commutative diagrams
Lie(AK/K)  Lie(AforK )
dτi
dL
dτi
Lie(Gfora,K)g
M(τi )
Lie(AK/K)  Lie(AforK )
dL
Lie(Gfora,K)g
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Since all eigenvalues of dτi on Lie(AK/K) lie in K the same is true about the eigenvalues of the
matrices M(τi). On the other hand Eq. (4.3) implies that
τ ∗i
(
φe(Lj )
)= g∑
s=1
φe
(
mjs(τi)
)
φe(Ls)
for e = 1,2. Hence τi act on the space V in Eq. (4.2) via a matrix of the form⎡
⎢⎣
M(τi) 0 0
0 φM(τi) 0
0 0 φ2M(τi)
⎤
⎥⎦ .
The above matrices have all their eigenvalues in K . We deduce that all the eigenvalues of
τi on X2(A) ⊗ K are in K . On the other hand, since each τi annihilates a polynomial with
Z-coefficients having simple complex roots only, the same will be true about τi acting on V hence
the minimal polynomial of τi on V ⊗K Ka has simple roots only so the minimal polynomial of τi
acting on X2(A)⊗Ka has simple roots only. So τi acting on X2(A)⊗K is diagonalizable over
Ka (by Remark 4.4, assertion (1)) hence over K (by Remark 4.4, assertion (2)). Then, by Re-
mark 4.4, assertion (3), τ1, . . . , τs acting on X2(A) ⊗ K are simultaneously diagonalizable over
K . So there exist at least g K-linearly independent δ-characters ψ1, . . . ,ψg ∈ X2(A) ⊗ K such
that τ ∗i ψj = λij · ψj , λij ∈ K . Multiplying ψj by a power of p we may assume ψj ∈ X2(A).
Now, since End(A/R) ⊂ Mat2g(Z), τi are integral over Z hence so are the λij ’s. Since R is inte-
grally closed, λij ∈ R. Clearly then, for τ ∈ T , we have τ ∗ψj = χj (τ ) ·ψj for some χj (τ ) ∈ R
and χj defines a ring homomorphism T → R. 
5. Proof of Theorem 2.6
Fix a cusp P 0 of X1(N)C and consider the morphisms
X1(N)C
β−→ J1(N)C π−→ AC, (5.1)
where β is the Abel–Jacobi map sending P 0 
→ 0 and A is as in Theorem 3.1. Let M ∈ Z be
divisible by N such that the embedding ι :Of → End(A), all the cusps of X1(N)C and all the
objects and morphisms in Eq. (5.1) have (compatible) models over Z[1/M,ζN ].
Let p ∈ Z be any prime not dividing M and unramified in F := K˜f (ζN) where K˜f is the
normal closure of Kf in C. Assume we are given an embedding ρ :Of [1/N, ζN ] → Rp = Zˆurp .
The latter can be lifted to an embedding ρ˜ :OF [1/M] → Rp where OF is the ring of integers
of F . Then the morphisms in Eq. (5.1) induce (by base change via ρ˜) morphisms of Rp-schemes
X1(N)Rp
β−→ J1(N)Rp π−→ ARp . (5.2)
Select primes l1, . . . , ls not dividing Np such that the endomorphisms
T (l1)∗, . . . , T (ls)∗
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Z
[
T (l′)∗
∣∣ l′ prime not dividing Np]
of End(J1(N)/Z[1/N ]). Let T (Np) be the subring of End(ARp/Rp) generated by ι(al′) with l′
prime not dividing Np. Clearly T (Np) is generated as a ring by ι(al1), . . . , ι(als ).
Claim. Each of the maps d(ι(al1)), . . . , d(ι(als )) ∈ End(Lie(AKp/Kp)) has all its eigenvalues
in Kp , the fraction field of Rp .
Indeed an eigenvalue of d(ι(ali )) on Lie(AKp/Kp) is also an eigenvalue of d(ι(ali )) on
Lie(AQ/Q) hence on H 0(AC,Ω). By the Eichler–Shimura Theorem 3.1 the latter identifies
with the C-linear span Vf of {f σ | σ : Kf → C} and the action of d(ι(ali )) corresponds to the
action on Vf of T2(li). But the eigenvalues of T2(li) on Vf are clearly in K˜f and our claim is
proved.
Now each ali , being an element of the field Kf , annihilates a polynomial with Z-coefficients
having simple complex roots only. Hence the same is true about ι(ali ). By Proposition 4.5 there
exist g = [Kf : Q] Rp-linearly independent δ-characters of order 2,
ψ1, . . . ,ψg : ARp → Ga,Rp = A1Rp (5.3)
and ring homomorphisms χ1, . . . , χg : T (Np) → Rp such that for any prime l′ not dividing Np
we have
ψj ◦ ι(al′) = χj
(
ι(al′)
) ·ψj , j = 1, . . . , g.
We may then consider the δ-morphisms of order 2,
f

j := ψj ◦ π ◦ β : X1(N)Rp → A1Rp , j = 1, . . . , g. (5.4)
Their restrictions to Y1(N)Rp can be viewed as δ-modular forms of weight 0.
Let now F ′ be a number field containing F , let v′ be a valuation on F ′ above p and let P
be any OF ′,v′ -point of Y1(N) where OF ′,v′ is the valuation ring of F ′ at v′. Since OF [1/Ml] ⊂
OF ′,v′ all cusps of X1(N) areOF ′,v′ -points and T (l)∗ has a model overOF ′,v′ . So one may write
σ2∗σ ∗1 P =
l+1∑
i=1
Pi, σ2∗σ ∗1 P 0 =
l+1∑
i=1
P 0i ,
where Pi are distinct OF ′′,v′′ -points of X1(N), OF ′′,v′′ an unramified finite extension of OF ′,v′ ,
and P 0i are (a priori not necessarily distinct) cusps of X1(N) so they are OF ′,v′ -points. So, for l
prime, not dividing Np, Eq. (3.4) yields
T (l)∗
(
β(P )
)= l+1∑β(Pi)− l+1∑β(P 0i ). (5.5)
i=1 i=1
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above; in particular the points Pi and P 0i can be viewed as Rp-points of X1(N). By Theorem 3.3,
β(P 0i ) are torsion points hence their image via ψj ◦π is 0. Using this and the fact that ψj and π
are homomorphisms, we get, by Eq. (5.5):
ψjπT (l)∗
(
β(P )
)= ψjπ
(
l+1∑
i=1
β(Pi)−
l+1∑
i=1
β
(
P 0i
))= l+1∑
i=1
f

j (Pi) =
(
T (l)f

j
)
(P ). (5.6)
On the other hand, using Theorem 3.1, we get
ψjπT (l)∗
(
β(P )
)= ψj (ι(al)πβ(P ))= χj (ι(al)) · f j (P ). (5.7)
Equations (5.7) and (5.6) imply that
(
T (l)f

j
)
(P ) = χj (ι(al)) · f j (P ). (5.8)
In the above equality P has coordinates in OF ′,v′ . Since F ′ and v′ are arbitrary, and since, by
smoothness, the image of
⋃
F ′,v′
Y1(N)(OF ′,v′) → Y1(N)(Rp)
is p-adically dense in Y1(N)(Rp) it follows, by continuity, that Eq. (5.8) holds for any Rp-point
P of Y1(N). This implies that T (l)f j = χj (al) · f j where χj :O(Np)f → Rp is the composition
O(Np)f ι−→ T (Np)
χj−→ Rp.
To conclude it is enough to check that f 1 , . . . , f

g are Rp-linearly independent. Assume∑
cjf

j = 0, cj ∈ Rp . For large n, the image of the natural map
X1(N)(Rp)
n → J1(N)(Rp)
contains all the R-points of a non-empty open subset U of J1(N). It follows that the restric-
tion of (
∑
cjψj ) ◦ π to U(Rp) is 0. This immediately implies that (∑ cjψj ) ◦ π = 0. Hence∑
cjψj = 0 which implies cj = 0 for all j . This ends our proof.
Remark 5.1. Note that the δ-modular forms f j constructed above are δ-cusp forms (with respect
to ρ) in the sense of Definition 4.3. Indeed f j come from δ-morphisms
ψ ◦ π ◦ β : X1(N)Rp → A1Rp,
so they are δ-holomorphic. Now, by the Manin–Drinfeld Theorem 3.3, the images of the cusps
in J1(N)(R) via the Abel–Jacobi map
β : X1(N)(Rp) → J1(N)(Rp)
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ψ ◦ π : J1(N)(Rp) → Ga,Rp (Rp) = Rp
is a homomorphism with torsion free target so it vanishes on torsion points.
6. δ-Fourier expansions
We start by recalling the background of classical Fourier expansions; cf. [10, p. 112]. (The
discussion in [10, p. 112] involves the model Xμ(N) instead of the model X1(N) used here but
the two models, and hence the two theories, are isomorphic over Z[1/N, ζN ] cf. [10, p. 113].)
There is a point s∞ : Z[1/N, ζN ] → X1(N)Z[1/N,ζN ] arising from the generalized elliptic curve
P1Z[1/N,ζN ] with its canonical embedding of μN,Z[1/N,ζN ]  (Z/NZ)Z[1/N,ζN ]; the complex point
corresponding to s∞ is the cusp Γ1(N) · ∞. The map s∞ is a closed immersion; denote by
X˜1(N)Z[1/N,ζN ] the completion of X1(N)Z[1/N,ζN ] along the image of s∞. Now consider the
Tate generalized elliptic curve
Tate(q)/Z[1/N, ζN ][[q]];
it has a canonical immersion αcan of μN,Z[1/N,ζN ]  (Z/NZ)Z[1/N,ζN ] so there is an induced map
Spec Z[1/N, ζN ][[q]] → X1(N)Z[1/N,ζN ] (which further composed with Spec Z[1/N, ζN ] →
Spec Z[1/N, ζN ][[q]], q 
→ 0, equals s∞). There is an induced isomorphism
Spf Z[1/N, ζN ][[q]] → X˜1(N)Z[1/N,ζN ]. (6.1)
There is a canonical 1-form ωcan on the elliptic curve Tate(q)/Z[1/N, ζN ]((q)) over
Z[1/N, ζN ]((q)) := Z[1/N, ζN ][[q]][1/q] such that the induced map
S2
(
Γ1(N),C
)→ C((q)), f 
→ f∞ := f∞(q) := f (Tate(q)/C((q)),αcan,ωcan)
has image in qC[[q]] and is the classical Fourier expansion at the cusp Γ1(N) · ∞. (Here we
interpret f as a function of triples in the style of [12].)
Next we move to the δ-theory. Fix a prime p not dividing N and fix a homomorphism
ρ : Z[1/N, ζN ] → Rp . We may consider the prolongation sequence S∗∞ defined by
Sr∞ := Rp((q))ˆ
[
q ′, q ′′, . . . , q(r)
]ˆ,
where ˆ means p-adic completion and q ′, q ′′, . . . , q(r) are new indeterminates; Sr+1∞ is viewed
as an Sr∞-algebra via the inclusion and the p-derivations δ : Sr∞ → Sr+1∞ are the unique
p-derivations satisfying δq(i) = q(i+1). Explicitly, they are defined as follows. First extend
φ :Rp → Rp to ring homomorphisms φ : Sr∞ → Sr+1∞ by requiring that
φ(q) := qp + pq ′, φ(q ′) := (q ′)p + pq ′′, . . . (6.2)
and then define δ : Sr∞ → Sr+1∞ by
δF := φ(F )− F
p
. (6.3)
p
A. Buium / Journal of Number Theory 128 (2008) 979–1010 995Finally define the δ-Fourier expansion map
E∞,ρ : Mr
(
Γ1(N),Rp,w
)→ Sr∞, f 
→ E∞,ρ(f ) = f∞,ρ,
by the formula
f∞,ρ := f∞,ρ
(
q, q ′, . . . , q(r)
) := f (Tate(q)/S0∞, αcan,ωcan, S∗∞).
Note that if f ∈ Sm(Γ1(N),C) is a newform and ρ : Of [1/N, ζN ] → Rp extends the homo-
morphism ρ : Z[1/N, ζN ] → Rp above then, by functoriality, (f ρ)∞,ρ(q) = (f∞(q))ρ , where
(f ρ)∞,ρ(q) is the δ-Fourier expansion of f ρ ∈ M0(Γ1(N),Rp,m) and (f∞(q))ρ is the image
of the classical Fourier expansion f∞(q) ∈ Of [[q]] via the natural map ρ : Of [[q]] → Rp[[q]].
If Of = Z we simply have (f∞(q))ρ = f∞(q). Also note that the δ-Fourier expansion map
commutes with φ i.e. (f φ)∞,ρ = (f∞,ρ)φ .
Lemma 6.1 (δ-expansion principle). The δ-Fourier expansion map
E∞,ρ : Mr
(
Γ1(N),Rp,w
)→ Sr∞
is injective, with torsion free cokernel.
Proof. This follows exactly as in [6, Proposition 8.29], where the Serre–Tate expansions (instead
of Fourier expansions) were considered. 
For two elements F,G ∈ Sr∞ we write F ∼ G if F = λ ·G with λ ∈ R×p and we write F¯ ∼ G¯
if the images,
F¯ , G¯ ∈ Sr∞ ⊗ k = k((q))
[
q ′, q ′′, . . . , q(r)
]
of F and G satisfy F¯ = c · G¯ for some c ∈ k×, k := Rp/pRp . Let
Ψ = Ψ (q, q ′) := 1
p
· log
(
1 + p q
′
qp
)
=
∞∑
n=1
(−1)n−1pn−1n−1
(
q ′
qp
)n
∈ Rp((q))ˆ[q ′]ˆ .
Then the δ-Fourier expansion of f r = f rcrys ∈ Mr(Γ1(N),Rp,−1 − φr) is given by:
Lemma 6.2.
f r∞,ρ ∼ Ψ φ
r−1 + pΨ φr−2 + · · · + pr−1Ψ ∈ Rp((q))ˆ
[
q ′, . . . , q(r)
]ˆ .
In particular
f r∞,ρ ∼
(
q ′
qp
)pr−1
∈ k((q))[q ′, . . . , q(r)].
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Next we would like to compute the δ-Fourier expansion of the forms f  = f 1 in Theorem 2.6
for g = 1.
Theorem 6.3. Let f =∑anqn ∈ S2(Γ0(N),C) be a newform with Kf = Q which is not of CM
type. Then, for any sufficiently large prime p and any embedding ρ : Z[1/N, ζN ] → Rp there is
a unique δ-eigenform f  ∈ M2(Γ1(N),Rp,0) with δ-Fourier expansion:
f
∞,ρ(q, q ′, q ′′) = 1
p
∑
n1
an
n
(
qnφ
2 − apqnφ + pqn
) ∈ Rp((q))ˆ[q ′, q ′′]ˆ . (6.4)
Moreover f  is a δ-cusp form (with respect to ρ) belonging to f with exponent 0 and
f
∞,ρ(q,0,0) =
∑
(n,p)=1
an
n
qn ∈ Rp[[q]]. (6.5)
Remark 6.4. (1) Explicitly, in Eq. (6.4) we have
qnφ = (qp + pq ′)n, qnφ2 = [(qp + pq ′)p + p(q ′)p + p2q ′′]n.
(2) Uniqueness of f  follows, of course, from the δ-expansion principle (Lemma 6.1).
(3) The series
∑
(n,p)=1
an
n
qn (6.6)
is normalized and has coefficients in Z(p) but not all its coefficients are in Z. Indeed if the latter
were the case then any prime l = p would divide al . Since, for big enough l, al are the traces of
Frobenius of an elliptic curve A over Q taken modulo l it would follow that A has supersingular
reduction for sufficiently big l, a contradiction. In particular the series (6.6) is not a (classical)
eigenform.
Proof. We begin with a preparatory discussion; in this discussion we will not assume yet that
f is not of CM type (for we will use this discussion later in case f is of CM type). We place
ourselves in the context of the proof of Theorem 2.6. Since Kf = Q the field F in that proof
equals Q(ζN). Also we let β : X1(N)C → J1(N)C be the Abel–Jacobi map that sends the cusp
P 0 = ∞ into 0. One can choose A in Theorem 3.1, and hence in the proof of Theorem 2.6, such
that
Φ := π ◦ β : X1(N)C → AC
satisfies
Φ∗ωA = c · 2πi · f (z) dz = c ·
∑
anq
n−1 dq,n1
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coordinate around the origin 0 of A such that T vanishes at 0. Let L(T ) ∈ Q[[T ]] be the logarithm
of the formal group of A associated to T ; cf. [19]. Chainging T by a Q×-multiple of it we may
assume that ωA = c · dLdT · dT . Let m ∈ Z be such that X1(N), A, T , ωA have (compatible)
models over Z[1/m]. Then P 0 and Φ are defined over O := Z[1/Nm,ζN ]. We have an induced
homomorphism Φ∗ :O[[T ]] →O[[q]] and we set Φ∗(T ) = ϕ(q) ∈O[[q]]. We get
c ·
(∑
n1
anq
n−1
)
dq = Φ∗ωA = c · dL
dT
(
ϕ(q)
) · dϕ
dq
(q) · dq = c · d
dq
(
L
(
ϕ(q)
)) · dq.
Setting q = 0 in the coefficients of dq we get that dϕ
dq
(0) = 1. Also we deduce that
L
(
ϕ(q)
)=∑
n1
an
n
qn.
Now, for p sufficiently large, ρ : Z[1/N, ζN ] → Rp induces a homomorphism
ρ : Z[1/Nm,ζN ] → Rp .
From this point on we assume f is not of CM type. Since A is not a CM elliptic curve
it follows that ARp does not have a lift of Frobenius (i.e. there is no morphism of schemes
φ˜ : A → A over Z lifting the morphism SpecRp → SpecRp induced by φ such that the reduction
mod p of φ˜ is the p-power Frobenius on ARp ⊗ k). Since ARp does not have a lift of Frobenius,
by [6, Theorem 7.22] and [4, Theorem 1.10], one can assume the δ-character ψ in the proof of
Theorem 2.6 gives rise to the series (still denoted by ψ )
ψ = 1
p
(
φ2 − apφ + p
)
L(T ) ∈ Rp[[T ]][T ′, T ′′]ˆ,
where φ is viewed here as naturally extended to series with K-coefficients. (Note that ψ belongs
to Rp[[T ]][T ′, T ′′]ˆ (and not merely to K[[T ,T ′, T ′′]]) because ψ comes from an element of
O2(A), and the image of the latter ring in K[[T ,T ′, T ′′]] is contained in Rp[[T ]][T ′, T ′′]ˆ .) Then
the δ-Fourier expansion of the form f  := f 1 provided by the proof of Theorem 2.6 equals
f
∞,ρ = Φ∗ψ = Φ∗
(
1
p
(
φ2 − apφ + p
)
L(T )
)
= 1
p
{(
φ2 − apφ + p
)(
L(T )
)}(
ϕ(q), δ
(
ϕ(q)
)
, δ2
(
ϕ(q)
))
= 1
p
(
φ2 − apφ + p
)(
L
(
ϕ(q)
))= 1
p
(
φ2 − apφ + p
)(∑
n1
an
n
qn
)
= 1
p
∑
n1
an
n
(
qnφ
2 − apqnφ + pqn
) (6.7)
and our Eq. (6.4) follows.
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f
∞,ρ(q,0,0) = 1
p
∑
n1
an
n
(
qnp
2 − apqnp + pqn
)=∑
n1
cnq
n,
cn = 1
p
(
an/p2
n/p2
− an/pap
n/p
+ an
n
p
)
.
Here, by definition, ax = 0 for x ∈ Q\Z. Note that for p not dividing n we get cn = an/n. For
n = pm with p not dividing m we get
cn = an
n
− amap
pm
= 0.
For n = pim with p not dividing m and i  2 we get, by Eq. (2.2), that
cn =
api−2am
pi−1m
− api−1map
n
+ an
n
= am
n
(papi−2 − api−1ap + api ) = 0.
Equation (6.5) follows. 
In the CM case we have the following:
Theorem 6.5. Let f =∑anqn ∈ S2(Γ0(N),C) be a newform with Kf = Q which is of CM type
(corresponding to an imaginary quadratic field K). Then, for any sufficiently large prime p and
any embedding ρ : Z[1/N, ζN ] → Rp there is a unique δ-eigenform f  ∈ M2(Γ1(N),Rp,0)
such that the following hold:
(1) If p does not split in K then Eq. (6.4) holds (with ap = 0).
(2) If p splits in K and if pu is the unique root in pZ×p of the polynomial x2 − apx +p then the
following equation holds:
f
∞,ρ(q, q ′, q ′′) = 1
p
∑
n1
an
n
(
qnφ − puqn) ∈ Rp((q))ˆ[q ′, q ′′]ˆ . (6.8)
Moreover f  is a δ-cusp form (with respect to ρ), f  belongs to f with exponent 0, and the
following hold:
(1′) If p does not split in K then Eq. (6.5) holds.
(2′) If p splits in K then
f
∞,ρ(q,0,0) = −u ·
∑
(m,p)=1
am
m
∑
i0
uiqmp
i ∈ Rp[[q]]. (6.9)
Proof. Let us go back to the preparatory discussion in the proof of Theorem 6.3. In our case here
A is an elliptic curve over Q with CM by an order of K. By [20, p. 180], there exists an elliptic
curve A′ over Q and an isogeny defined over Q, A → A′, such that A′ has CM by the ring of
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defined over Q, K has class number one; cf. [20, pp. 118, 121]. By standard facts about elliptic
curves with CM [20, pp. 184, 133] we have that for p large enough the following hold:
(I) If p does not split in K then ARp has supersingular reduction, ap = 0, and ARp does not
have a lift of Frobenius.
(II) If p splits in K then ARp has ordinary reduction, ap ≡ 0 mod p, and ARp has a lift of
Frobenius.
If we are in case (I) the argument in the proof of Theorem 6.3 applies. Assume we are in
case (II). Then, by [4, Theorem 1.10], ψ gives rise to the series (still denoted by)
ψ = 1
p
(φ − up)L(T ) ∈ Rp[[T ]][T ′]ˆ .
Then the δ-Fourier expansion of the form f  provided by the proof of Theorem 2.6 equals
f
∞,ρ = Φ∗ψ = Φ∗
(
1
p
(φ − up)L(T )
)
= 1
p
{
(φ − up)(L(T ))}(ϕ(q), δ(ϕ(q)))= 1
p
(φ − up)L(ϕ(q))
= 1
p
(φ − up)
(∑
n1
an
n
qn
)
= 1
p
∑
n1
an
n
(
qnφ − upqn) (6.10)
and our Eq. (6.8) follows.
Setting q ′ = q ′′ = 0 in this equation we get
f
∞,ρ(q,0,0) = 1
p
∑
n1
an
n
(
qnp − upqn)=∑
n1
cnq
n,
cn = an/p − uan
n
.
Note that for p not dividing n we get cn = −uan/n. For n = pim with p not dividing m and
i  1 we get, by Eq. (2.2), that
cn = am
m
· api−1 − uapi
pi
.
We claim that
api−1 − uapi = −piui+1,
and this will, of course, end the proof of the equality in Eq. (6.9). To check the claim note that,
for i = 1, we get a1 − uap = −pu2. In general we proceed by induction, using Eqs. (2.2):
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= −pu2api + upapi−1 = up(api−1 − uapi )
= −pi+1ui+2,
and our claim is proved. 
7. Independence of f  from f and f (−1)
Using δ-Fourier expansions it is possible to prove a variant of the result on the independence
of f  from f contained in assertion (2) of Theorem 2.6 and also a result on the independence of
f  from f (−1).
Theorem 7.1. Let f ∈ S2(Γ0(N),C) be a newform of weight 2 on Γ0(N), N > 4, with
Kf = Q. For any sufficiently large prime p and any embedding ρ : Z[1/N, ζN ] → Rp let
f  ∈ M2(Γ1(N),Rp,0) be the unique form in Theorems 6.3 or 6.5 according as f is of non-
CM or CM type, respectively. Then the following hold:
(1) There is no G ∈ J such that G · f  belongs to the J -linear span of
{
f ρ,f ρφ, f ρφ
2
, f ρφ
3
, . . .
}
.
(2) f ∞ does not belong to the Rp-linear span of
{
f (−1), f (−1)φ, f (−1)φ2, f (−1)φ3, . . .
}
.
Proof. We prove assertion (1). Since there are infinitely many primes l of ordinary reduction for
the elliptic curve A we may choose two such distinct primes l1 and l2; so al1al2 = 0. Let p be a
prime which is sufficiently big so that Theorem 6.3 holds in case A does not have CM (respec-
tively Theorem 6.5 holds in case A has CM) and, in addition, p does not divide l1l2(l1 − l2)al1al2 .
Fix a homomorphism ρ : Z[1/N, ζN ] → Rp and let f  be the unique form in Theorem 6.3 in
case A does not have CM (respectively the unique form in Theorem 6.5 in case A has CM).
Assume A does not have CM; the case when A has CM is entirely similar and left to reader.
Assume there exists G ∈ J such that G · f  is a J -linear combination of forms f ρφd . Hence
G ·f  is an Rp-linear combination of forms F ·f ρφd with F ∈ J . By taking δ-Fourier expansions
we get that G∞,ρ ·f ∞,ρ is an Rp-linear combination of forms F∞,ρ ·f ρφ
d
∞,ρ . Reducing modulo p,
setting q ′′ = 0, and using Lemma 6.2 and Theorem 6.3 we have a congruence mod p of the form
(
q ′
qp
)s( ∑
(m,p)=1
am
m
qm + q ′B(q, q ′)
)
≡
∑
j,d0
λdj
(
q ′
qp
)j(∑
m1
amq
mpd
)
in Rp((q))[q ′]ˆ , where s  0, λij ∈ Rp , and B(q, q ′) ∈ Rp[[q]][q ′]ˆ . Let l be either l1 or l2.
Identifying the coefficients of (q ′)sql−ps in the above equation we get
al ≡ λ0s · al mod (p)
l
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1 ≡ l · λ0s mod (p).
So l1 ≡ l2 mod p, a contradiction.
We prove assertion (2). Assume f ∞ =∑j0 λjf (−1)φj , λj ∈ Rp . Then we get one of the
following equalities:
1
p
∑
n1
an
n
(
qnφ
2 − apqnφ + pqn
)=∑
j0
∑
(n,p)=1
λj
an
n
qnφ
j
,
1
p
∑
n1
an
n
(
qnφ − puqn)=∑
j0
∑
(n,p)=1
λj
an
n
qnφ
j
. (7.1)
Setting q ′ = q ′′ = · · · = 0 and picking out the coefficient of qpj we get λ0 = 1, λ1 = λ2 = · · · = 0
in the first case and λj = −uj+1 in the second case, respectively. In both situations we clearly
get a contradiction. 
8. δ-Serre operators
Recall from [6, p. 255], that the Serre–Katz operators on modular forms [12, p. 169], induce
R-derivations
∂j : Mr
(
Γ1(N),R,∗
)→ Mr(Γ1(N),R,∗), j  0,
such that if w =∑aiφi then
∂jM
r
(
Γ1(N),R,w
)⊂ Mr(Γ1(N),R,w + 2φj ).
According to [12] (or [6, p. 255]) the Ramanujan form defines an element
P ∈ M0ord
(
Γ1(N),R,2
)
.
(N.B: the P in [12] is 12 times the P in [6]; here we are using the P in [6].) One can consider
the R-derivations
∂∗j : Mrord
(
Γ1(N),R,∗
) := ⊕
w∈W(r)
Mrord
(
Γ1(N),R,w
)→ Mrord(Γ1(N),R,∗),
where, for w =∑aiφi , the restriction of ∂∗j to Mrord(Γ1(N),R,w) equals
∂j + ajpjP φj .
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consider the R-derivation θ := q d
dq
on S0∞ := R((q))ˆ . Exactly as in [6, p. 113], there exist
unique R-derivations
θj :
⋃
r0
Sr∞ →
⋃
r0
Sr∞
satisfying the properties
θj ◦ φs = 0, on S0∞ for s = j,
θj ◦ φj = pj · φj ◦ θ on S0∞. (8.1)
Lemma 8.1. For all j  0, r  0, w ∈ W(r), we have an equality of maps
E∞,ρ ◦ ∂∗j = θj ◦E∞,ρ : Mr
(
Γ1(N),R,w
)→ Sr∞.
In particular we have an equality of maps
E∞,ρ ◦ ∂j = θj ◦E∞,ρ : Mr
(
Γ1(N),R,0
)→ Sr∞.
Proof. Same argument as in [6, Proposition 8.42, p. 259], where the case of Serre–Tate expan-
sions (rather than Fourier expansions) was considered. 
Remark 8.2. By [6, p. 113], θj sends each R[[q]][q ′, . . . , q(r)]ˆ into itself hence induces a K-
derivation (still denoted by) θj on K[[q, . . . , q(r)]] which still satisfies Eq. (8.1) (with S0∞ replaced
by K[[q]]).
In the next two propositions we compute the effect of ∂j on f .
Proposition 8.3. Assume the hypotheses and notation of Theorem 6.3. Then
∂2f
 = pf φ2, ∂1f  = −apf φ, ∂0f  = f. (8.2)
In particular ∂∗∗f  = 1p (f φ
2 − apf φ + pf ).
Proof. By Lemma 8.1, Theorem 6.3, and Remark 8.2 one has
(
∂2f

)
∞,ρ = θ2
(
f
∞,ρ
)= 1
p
∑
n1
an
n
θ2
(
φ2
(
qn
))= 1
p
∑
n1
an
n
p2φ2
(
θ
(
qn
))
= p
(∑
n1
anq
n
)φ2
= (pf φ2)∞,ρ .
By the δ-expansion principle (Lemma 6.1) we get ∂2f  = pf φ2 . The other equalities are obtained
in the same way. 
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Proposition 8.4. Assume the hypotheses and notation of Theorem 6.5. Then the following hold:
(1) If p splits in K then Eqs. (8.2) hold (with ap = 0).
(2) If p does not split in K then
∂1f
 = f φ, ∂0f  = −uf. (8.3)
In particular ∂∗∗f  = 1p (f φ − puf ).
Note that Eqs. (8.2) and (8.3) together with the condition that f  is in Mr(Γ1(N),Rp,0)
(r = 1,2) pin down f  up to an additive constant in R.
9. The Hecke operator T (p)∞
A direct attempt to define the Hecke operator T (p) on δ-modular forms along the lines of
Eq. (2.1) obviously fails. The “expected” definition of T (p) on arbitrary series in R[[q, q ′,
. . . , q(r)]] is also easily seen to fail. We will define T (p)∞ on a certain R-submodule of
R[[q, q ′, . . . , q(r)]]; then f ∞,ρ will be in that submodule and will turn out to be an eigenvector for
T (p)∞ with eigenvalue ap(f ). By considering a slightly different R-module of series we will
show that the δ-Fourier expansions f r∞,ρ of f r = f rcrys are also eigenvectors of an appropriate
version, T (p)∞,2, of T (p)∞ with eigenvalues p(p + 1).
Definition 9.1. Let q1, . . . , qm be variables and let S1, . . . , Sm be the fundamental symmetric
polynomials in q1, . . . , qm; so
S1 = q1 + · · · + qm, . . . , Sm = q1 · · ·qm.
A series
G ∈ R[[q1, . . . , qm, . . . , q(r)1 , . . . , q(r)m ]]
is called δ-symmetric if there exists a series
G(m) ∈ R
[[
q1, . . . , qm, . . . , q
(r)
1 , . . . , q
(r)
m
]]
such that
G
(
q1, . . . , qm, . . . , q
(r)
1 , . . . , q
(r)
m
)= G(m)(S1, . . . , Sm, . . . , δrS1, . . . , δrSm). (9.1)
(The series G(m) is trivially seen to be unique; cf. [7].)
On the other hand, for any series F ∈ R[[q, . . . , q(r)]] one can define the series
ΣmF :=
m∑
F
(
qi, . . . , q
(r)
i
) ∈ R[[q1, . . . , qm, . . . , q(r)1 , . . . , q(r)m ]].
j=1
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δ-symmetric; for instance we have:
Lemma 9.2. Let T = (T 1, . . . , T g) be a g-tuple of variables, let F ∈ R[[T1,T2]]g be a formal
group law, and let ψ ∈ R[[T, . . . ,T(r)]] be such that
ψ
(F(T1,T2), . . . , δrF(T1,T2))= ψ(T1, . . . ,T(r)1 )+ψ(T2, . . . ,T(r)2 )
in the ring
R
[[
T1,T2, . . . ,T(r)1 ,T
(r)
2
]]
.
Let ϕ(q) ∈ R[[q]]g be a g-tuple of series and let
F := ψ(ϕ(q), . . . , δr(ϕ(q))) ∈ R[[q, . . . , q(r)]].
Then ΣmF is δ-symmetric for all m 2.
Proof. An easy exercise. Cf. also [7, Lemma 3.1]. 
Corollary 9.3. If f ∞,ρ is an in Theorems 6.3 and 6.5 then Σmf ∞,ρ is δ-symmetric for all m 2.
Proof. By Eqs. (6.7) and (6.10) f ∞,ρ can be written as
ψ
(
ϕ(q), . . . , δr
(
ϕ(q)
))
with ψ and ϕ as in Lemma 9.2 and we may conclude by Lemma 9.2. 
Definition 9.4. Let F ∈ R[[q, . . . , q(r)]] be a series such that G := ΣpF is δ-symmetric. Then
define the action of the Hecke operator T (p)∞ on F by
(
T (p)∞F
) := F (qp, . . . , δr(qp))+G(p)(0, . . . ,0, q, . . . ,0, . . . ,0, q(r))
∈ R[[q, . . . , q(r)]], (9.2)
where q in G(p) is at the pth place. Morally this should correspond to the Hecke action on
δ-expansions of weight (of degree) 0.
Remark 9.5. If G = ΣpF is δ-symmetric then so is Gφ = Σp(Fφ) and we have(
Gφ
)
(p)
= (G(p))φ.
In particular T (p)∞ commutes with φ in the sense that
T (p)∞
(
Fφ
)= (T (p)∞F )φ
for any F for which ΣpF is δ-symmetric.
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T (p)∞F =
∑
n1
cnq
np + p
∑
n1
cnpq
n. (9.3)
Indeed note that if
qn1 + · · · + qnp = Pn(S1, . . . , Sp) (9.4)
with Pn a weighted homogeneous polynomial with Z-coefficients of degree n (with respect to
the weights 1,2, . . . , p) then Pn(0, . . . ,0, q) is either mqn/p (with m ∈ Z) or 0 according as
p divides n or not. In case n/p ∈ Z, specializing qi 
→ ζ ip , ζp := e2πi/p , we get Si 
→ 0 for
0 i  p− 1 and Sp 
→ 1 so Eq. (9.4) yields p = m. Equation (9.3) follows. Formula (9.3) is, in
some sense, what one would expect the action of T (p) to yield on series of order 0 and weight 0.
Remark 9.7. One can introduce a variant over K of the above definitions. A series
G ∈ K[[q1, . . . , qm, . . . , q(r)1 , . . . , q(r)m ]]
is K–δ-symmetric if there exists a series
G(m) ∈ K
[[
q1, . . . , qm, . . . , q
(r)
1 , . . . , q
(r)
m
]]
such that Eq. (9.1) holds. (The series G(m) is, again, trivially seen to be unique; cf. [7].) For any
series F ∈ K[[q, . . . , q(r)]] one can define the series ΣmF ∈ K[[q1, . . . , qm, . . . , q(r)1 , . . . , q(r)m ]]
as before. If F is such that ΣpF is K–δ-symmetric we define T (p)∞F ∈ K[[q, . . . , q(r)]] by the
formula (9.2). Then Remarks 9.5 and 9.6 hold verbatim with R replaced by K and the words
“δ-symmetric” replaced by “K–δ-symmetric.”
Definition 9.8. A series F ∈ R[[q, . . . , q(r)]] is an eigenvector for T (p)∞ with eigenvalue λ ∈ R
if ΣpF is δ-symmetric and
T (p)∞F = λ · F. (9.5)
Proposition 9.9. Let f =∑anqn and f  be as in Theorems 6.3 and 6.5, respectively. Then f ∞,ρ
is an eigenvector of T (p)∞ with eigenvalue ap = ap(f ).
Proof. By Corollary 9.3 Σpf ∞,ρ is δ-symmetric. Now we think of f ∞,ρ as an element of
K[[q, q ′, q ′′]] or K[[q, q ′]] respectively and we consider the extension of T (p)∞ “over K” dis-
cussed in Remark 9.7. Since T (p)∞ commutes with φ it is enough to check that∑ an
n
qn
is an eigenvector of T (p)∞ with eigenvalue ap . This can be checked directly as follows. First
note that, by Eqs. (2.2) we have
pan/p + anp = apan, n 1.
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T (p)∞
(∑ an
n
qn
)
=
∑ an
n
qnp + p
∑ anp
np
qn =
∑ an/p
n/p
qn +
∑ anp
n
qn
=
∑ pan/p + anp
n
qn = ap
∑ an
n
qn. 
One can develop a variant of T (p)∞ by allowing it to act on certain series with denomina-
tors. We need a preparation. We continue to denote by S1, . . . , Sp the fundamental symmetric
polynomials in q1, . . . , qp and we let s1, . . . , sp be variables.
Lemma 9.10. Consider the R-algebras
A := R[[s1, . . . , sp]]
[
s−1p
]ˆ[s′1, . . . , s′p, . . . , s(r)1 , . . . , s(r)p ]ˆ,
B := R[[q1, . . . , qp]]
[
q−11 · · ·q−1p
]ˆ[q ′1, . . . , q ′p, . . . , q(r)1 , . . . , q(r)p ]ˆ .
Then the natural algebra map
A → B, s(i)j 
→ δiSj
is injective with torsion free cokernel.
Proof. Let σ1, . . . , σp−1 be variables and let Σ1, . . . ,Σp−1 ∈ R[S1, . . . , Sp] be defined by
Σi := qi1 + · · · + qip.
Note that
R[Σ1, . . . ,Σp−1, Sp] = R[S1, . . . , Sp].
So there is a natural isomorphism C  A where
C := R[[σ1, . . . , σp−1, sp]]
[
s−1p
]ˆ[σ ′1, . . . , σ ′p−1, s′p, . . . , σ (r)1 , . . . , σ (r)p−1, s(r)p ]ˆ
such that the composition C → A → B is given by
σ
(i)
j 
→ δiΣj , s(i)p 
→ δiSp.
So it is enough to prove that C ⊗ k → B ⊗ k is injective. We have
C ⊗ k = k[[σ1, . . . , σp−1, sp]]
[
s−1p
][
σ ′1, . . . , σ ′p−1, s′p, . . . , σ
(r)
1 , . . . , σ
(r)
p−1, s
(r)
p
]
,
B ⊗ k = k[[q1, . . . , qp]]
[
q−11 · · ·q−1p
][
q ′1, . . . , q ′p, . . . , q
(r)
1 , . . . , q
(r)
p
]
.
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k[σ1, . . . , σp−1, sp] = k[s1, . . . , sp] → k[q1, . . . , qp]
is finite and flat, and (q1, . . . , qp) is the unique maximal ideal lying over
(σ1, . . . , σp−1, sp).
Hence the ring homomorphism
k[[σ1, . . . , σp−1, sp]] → k[[q1, . . . , qp]]
is faithfully flat, hence injective, so we have an inclusion L ⊂ M of their fraction fields. It is
enough to show that the map
L
[
σ ′1, . . . , σ ′p−1, s′p, . . . , σ
(r)
1 , . . . , σ
(r)
p−1, s
(r)
p
]→ M[q ′1, . . . , q ′p, . . . , q(r)1 , . . . , q(r)p ]
in injective. We will show (and this will end our proof) that for each i = 0, . . . , r the images of
δiΣ1, . . . , δ
iΣp−1, δiSp ∈ R
[
q1, . . . , qp, . . . , q
(i)
1 , . . . , q
(i)
p
] (9.6)
in the ring
M
[
q ′1, . . . , q ′p, . . . , q
(i)
1 , . . . , q
(i)
p
]
are algebraically independent over
M
[
q ′1, . . . , q ′p, . . . , q
(i−1)
1 , . . . , q
(i−1)
p
]
.
Now one checks by induction on i  1 that for all a = 1, . . . , p − 1,
δiΣa =
p∑
j=1
aq
pi(a−1)
j q
(i)
j +O(i − 1)+ pO(i),
where
O(i) ∈ R[q1, . . . , qp, . . . , q(i)1 , . . . , q(i)p ],
and O(i − 1) has the corresponding meaning. Similarly one has
δiSp =
p∑
j=1
q
(i)
j (sp/qj )
pi + pO(i)+O(i − 1).
So the images of the polynomials (9.6) in the ring
k
[
q1, . . . , qp, . . . , q
(i)
, . . . , q(i)p
]
1
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k
[
q1, . . . , qp, . . . , q
(i−1)
1 , . . . , q
(i−1)
p
]
.
So we need to check that the matrix of the coefficients of q(i)1 , . . . , q
(i)
p in the reductions mod p
of the polynomials (9.6) is non-singular. But this matrix is the image under the pi th power
Frobenius of the matrix
⎛
⎜⎜⎜⎜⎜⎜⎝
1 · · · 1
2q1 · · · 2qp
...
...
...
(p − 1)qa−21 · · · (p − 1)qa−2p
sp/q1 · · · sp/qp
⎞
⎟⎟⎟⎟⎟⎟⎠
which is clearly non-singular. 
Definition 9.11. In the notations of Lemma 9.10, an element G ∈ B will be called Laurent
δ-symmetric if it is the image of some element G(p) ∈ A (which is then unique by Lemma 9.10).
For any F ∈ R((q))ˆ[q ′, . . . , q(r)]ˆ such that
ΣpF :=
p∑
j=1
F
(
qj , . . . , q
(r)
j
) ∈ B
is Laurent δ-symmetric we may define
T (p)∞,mF := F
(
qp, . . . , δr
(
qp
))+ pmG(p)(0, . . . ,0, q, . . . ,0, . . . ,0, q(r))
∈ R[[q, . . . , q(r)]].
We write T (p)∞F = T (p)∞,0F . A series F ∈ R((q))ˆ[q ′, . . . , q(r)]ˆ is a Laurent eigenvector
of T (p)∞,m with eigenvalue λ ∈ R if ΣpF is Laurent δ-symmetric and T (p)∞,mF = λ · F .
The various values of m morally correspond to the Hecke action on δ-Fourier expansions of
δ-modular forms of various weights w (with deg(w) = −m).
Remark 9.12. If F ∈ R[[q]][q ′, . . . , q(r)]ˆ then one can consider the following conditions:
(a) ΣpF is δ-symmetric;
(b) ΣpF is Laurent δ-symmetric.
A priori none of these conditions seems to imply the other. On the other hand one can trivially
see that f ∞,ρ in Theorems 6.3 and 6.5 is not only δ-symmetric but also Laurent δ-symmetric and
a Laurent eigenvector for T (p)∞ with eigenvalue ap(f ).
A. Buium / Journal of Number Theory 128 (2008) 979–1010 1009Proposition 9.13. For any r  1 the δ-Fourier expansion
f r∞,ρ ∈ R((q))ˆ
[
q ′, . . . , q(r)
]ˆ
of the δ-modular form
f r = f rcrys ∈ Mr
(
Γ1(N),R,0
)
is a Laurent eigenvector for T (p)∞,2 with eigenvalue p(p + 1).
Proof. By Lemma 6.2 it is enough to show that Ψ φi are Laurent eigenvectors for T (p)∞,2 with
eigenvalues p(p + 1). Now Ψ φi is Laurent δ-symmetric because
p∑
j=1
Ψ φ
i (
qj , . . . , q
(i+1)
j
)= φi
(
p∑
j=1
1
p
log
(
1 + p q
′
j
q
p
j
))
= φi
(
p∑
j=1
1
p
log
φ(qj )
q
p
j
)
= φi
(
1
p
log
p∏
j=1
φ(qj )
q
p
j
)
= φi
(
1
p
log
φ(sp)
s
p
p
)
= Ψφi (sp).
Moreover, since
Ψ φ
i (
qp, . . . , δi+1
(
qp
))= φi( 1
p
log
φ(qp)
qp
2
)
= p ·Ψ φi ,
we have
T (p)∞,2Ψ φ
i = p ·Ψ φi + p2 ·Ψ φi = p(p + 1)Ψ φi . 
We end by stating a result (to be proved in a subsequent paper [7]) showing that there is an
interesting relationship between (Laurent) δ-symmetry and δ-characters. This result is, in some
sense, a “converse” of the existence results for f  in the present paper. We assume, in what
follows, that X1(N) has genus at least 2.
Theorem 9.14. Fix an embedding ρ : Z[1/N, ζN ] → Rp and a δ-modular form G ∈ Mr(Γ1(N),
R,0). Assume G is δ-holomorphic, G vanishes at ∞, and ΣpG∞,ρ is either δ-symmetric or
Laurent δ-symmetric. Then G = ψ ◦ β where β : X1(N)R → J1(N)R is the Abel–Jacobi map
(corresponding to ∞) and ψ : J1(N)R → Ga,R is a δ-character. (In particular G is automati-
cally a δ-cusp form.)
The case when ΣpG∞,ρ is δ-symmetric follows directly from the main theorem of [7]. The
case when ΣpG∞,ρ is Laurent δ-symmetric can be proved in an entirely similar way.
Remark 9.15. Given a classical newform f = ∑anqn ∈ S2(Γ0(N),C), an embedding
ρ :OF [1/MN,ζN ] → Rp (where the cusps are defined over OF [1/M]), and an embedding
χ :O(Np)f → Rp one is naturally lead to try to compute the R-module M=M(f,ρ,χ, r,p) of
all δ-modular forms G ∈ Mr(Γ1(N),Rp,0) satisfying the following properties:
1010 A. Buium / Journal of Number Theory 128 (2008) 979–1010(1) G is a δ-cusp form (with respect to ρ),
(2) G belongs to f (outside Np) with character χ and exponent 0,
(3) G∞,ρ is an eigenvector (respectively a Laurent eigenvector) of T (p)∞ with eigen-
value χ(ap).
By Theorems 9.14 and 4.1, rankM  rg1(N) where g1(N) is the genus of X1(N)C. One
should expect a much better bound for rankM. Of course, by Theorems 6.3 and 6.5 plus Propo-
sition 9.9, if g = [Kf : Q] = 1 then f ∞,ρ ∈M.
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