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Abstract 
A well-known result of Hell and Ne~etfil 1992 states that if H is a fixed non-bipartite graph, 
then it is an NP-complete problem to decide if there exists a homomorphism of a given graph 
G to H. The problem is polynomial if H is bipartite. The same authors have conjectured that, 
if H is non-bipartite, the problem remains NP-complete ven if restricted to instances where the 
input graph G admits a homomorphism to a fixed graph Y, unless there is a homomorphism of 
Y to H. We describe some progress on this conjecture, and the possibility of extending it to 
digraphs. 
1. Introduction 
Let G and H be directed graphs (we shall also use the term digraphs). A homo- 
morphism of G to H is a function f : V(G)  -~ V(H)  such that f (x ) f (y )  is an arc 
of H whenever xy  is an arc of G. We write G ~ H (resp. G 7 ~ H)  to denote the 
existence (resp. non-existence) of a homomorphism of G to H. 
It is convenient to regard an undirected graph as its equivalent digraph, obtained 
by replacing each edge by two oppositely oriented arcs. Thus homomorphism is also 
defined for undirected graphs. 
Homomorphisms of graphs and digraphs have been extensively studied from both 
the theoretical and applied point of view [1-3, 5-14]. 
For a fixed digraph H, the H-colouring problem is defined as follows: 
H-COL (H-colouring). 
Instance: A digraph G. 
Question: Is there a homomorphism of G to H? 
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The name H-colouring of G has been used to describe a homomorphism of G to H 
because an n-colouring of a graph G is equivalent to a homomorphism G ~ Kn. 
Hell and Ne~etfil [8] have determined the complexity of the H-colouring problem 
for each finite undirected graph H. 
Theorem 1.1 (Hell and Ne~et['il [8]). Let H be a finite graph, l f  H & bipartite graph, 
then H-COL is polynomial. Otherwise, H-COL is NP-complete. 
The H-colouring problem for digraphs has attracted considerable attention [1-3, 8, 
10-12, 14]. At this time, it appears that a complete classification of these H-colouring 
problems will be extremely difficult to accomplish. H-colouring problems involving 
infinite graphs are considered in [3]. 
Ffiredi [6] et al. ask whether it is an NP-complete problem to decide if a 3-colourable 
graph G admits a Cs-colouring, where C5 denotes the undirected 5-cycle. This leads 
naturally to the complexity of deciding whether a k-colourable graph admits a homo- 
morphism to a fixed graph H, i.e., to the question of the complexity of the H-colouring 
problem restricted to graphs that admit a homomorphism to Kk. In [5] it was proved 
that this problem is NP-complete if k ~> 3 is greater than the clique number of H, and 
polynomial if k is at most the clique number of H. The proof uses the methods of [8, 
14]. In fact, the affirmative answer to the original question is implicit in these papers. 
More generally, one could ask for the complexity of the H-colouring problem restricted 
to graphs that admit a homomorphism to a fixed graph Y. 
Let H and Y be fixed directed graphs. The Restricted Homomorphism Problem for 
H and Y is defined as follows: 
RHP(H, Y) (The Restricted Homomorphism Problem for H and Y). 
Instance: A directed graph G and a homomorphism of G to Y. 
Question: Is there a homomorphism of G to H? 
Since it can easily be checked whether a given mapping is a homomorphism, each 
restricted homomorphism problem belongs to NP. 
If there is a homomorphism of H to Y, then the existence of a homomorphism of G 
to Y is a necessary condition for the existence of a homomorphism of G to H. Thus, 
in this case, RHP(H, Y) asks for the complexity of H-COL among those digraphs that 
satisfy this necessary condition. The second author and J. Ne~et~il have conjectured 
that, for undirected graphs, this information does not change the complexity of H- 
COL, unless it makes the problem trivial. They propose the following generalization 
of Theorem 1.1. 
Conjecture 1.2 (Hell and Neget~il [9]). Let H and Y be finite undirected graphs. If H 
is bipartite or Y --~ H, then RHP(H, Y) is polynomial. If H is not bipartite and Y 7 4 H, 
then RHP(H, Y) is NP-complete. 
The first statement is easy to see. First, a polynomial-time algorithm for H-COL 
decides if any graph admits a homomorphism to H, and such an algorithm works 
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regardless of whether the input has been restricted. Second, composing the given ho- 
momorphism of G to Y with a homomorphism of Y to H yields a homomorphism of
G to H, whence each instance of the problem is a YES-instance. 
An easy case is when Y is bipartite. Here any input graph G (such that G ~ Y) 
must also be bipartite. Thus, RHP(H, Y) is polynomial. 
In this paper we study the complexity of restricted homomorphism problems. For 
some families of graphs H (respectively Y), we are able to completely determine the 
complexity of RHP(H, Y) for all graphs Y (respectively H). The main theorem in [5] 
is derived as a consequense of his work. We also show that Conjecture 1.2 is cannot 
be directly extended to directed graphs. 
2. Tools 
In this section we describe the tools we use and the preliminary results on which 
we rely. Any terminology not defined here follows that of [4]. 
We make extensive use of the following construction from [8]. Let 1 be a fixed 
directed graph with specified vertices u and v. The indicator construction with respect 
to the indicator (l,u, v) transforms a given directed graph H to the directed graph H* 
defined to have the same vertex set as H, and arc set the set of all pairs xy for which 
there is a homomorphism of I to H taking u to x and v to y. The vertices x and y 
may be the same in this case H* has a loop. If there exists an automorphism of 1 that 
maps u to v and v to u then H* is (the equivalent digraph of) an undirected graph. 
Suppose G is an instance of H*-COL. Construct a digraph G ~ from V(G) and 
m = [E(G)] copies I1, 12 . . . .  ,Im of I according to the following rule: if ei = ab is the 
jth arc of G, then identify vertices u and v of lj with a and b, respectively. 
Lemma 2.1 (Hell and Negeti'il [8]). G ~ H* (f and only if G ~ ~ H. 
Thus, the H*-colouring problem polynomially transforms to the H-colouring problem, 
i.e., if H*-COL is NP-complete, so is H-COL. 
In the case of restricted homomorphisms, we have the following similar result. 
Lemma 2.2. For any f ixed directed graphs H and Y, RHP(H*, Y*) polynomially 
transforms to RHP(H, Y). 
ProoL Suppose an instance (G, g), i.e., a digraph G and a homomorphism y of G to 
Y*, of RHP(H*, Y*) is given. Since G --+ Y*, Lemma 2.1 asserts that G ~ -+ Y, where 
G ~ is constructed as above. It is not hard to describe such a mapping, g', say. The 
transformed instance of RHP(H, Y) is (G~,g~). The result follows by applying Lemma 
2.1 with G,H*,G ~, and H. [] 
The following proposition and its corollary relate H-colouring problems and re- 
stricted homomorphism problems. 
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Proposition 2.3. I f  Y has a loop, then RHP(H, Y) is equivalent o H-COL. 
Proof. If Y has a loop, then any directed graph admits a homomorphism to Y. [] 
Corollary 2.4. I f  there is an indicator (1, u, v) such that Y* has a loop and H*-COL 
is NP-complete, then RHP(H, Y) is also NP-complete. 
Proof. By Proposition 2.3 and Lemma 2.2, H*-COL polynomially transforms to 
RHP(H, Y). [] 
I f  G and H are undirected graphs, we say that G is H-critical if there is no homo- 
morphism of G to H, but for every edge e of G there is a homomorphism of G - e to 
H. If  G and H are digraphs, the definition is the same, except 'edge' is replaced by 
'arc'. Note that the/(,-critical graphs are precisely the (n + 1 )-(colour)-critical graphs. 
Lemma 2.5. I f  G 74 H, then G has an H-critical suboraph. 
Corollary 2.4 and Lemma 2.5 can be used together to establish NP-completeness 
results. Suppose H and Y are undirected graphs such that H is non-bipartite and 
Y 74 H. Let Y~ be an H-critical subgraph of H, and uz ~ E(Y').  Then (Y~ - uz) 
H. Let I = Y~ - uz ÷ vz, where v is a new vertex. Consider applying the indicator 
construction with respect o (1, u, v) to H and Y. Since Y~ is a subgraph of Y, there 
is a homomorphism of I to Y that maps u and v to the same vertex, namely u. Hence, 
Y* has a loop. Since Y~ is H-critical, there is a homomorphism of I to H (mapping 
v to any neighbour of the image of z; this image is clearly not an isolated vertex of 
H), but no such mapping takes u and v to the same vertex, otherwise Y ~ H. Hence 
H* has no loops. If  also H*-COL is NP-complete, then so is RHP(H, Y). 
The following proposition corresponds to the technique of proof by restriction. 
Proposition 2.6. I f  X -+ Y, then RHP(H,X) polynomially transforms to RHP(H, Y). 
Let A and B be directed graphs. The categorical product A x B (also known as the 
cardinal product or conjunction, see [13]) of A and B has vertex set V(A) × V(B) 
and edge set {(a,b)(a',b') : aa' c E(A),bff E E(H)}. Two important properties of the 
categorical product are summarized in the following lemma. 
Lemma 2.7 ([13]). (a)  A x B --~ A, and A x B --~ B, (b)  G -*  A × B i f  and only i f  
G--+ A and G---~ B. 
A directed graph H is called multiplicative if for all directed graphs A and B, 
A 74 H and B 74 H imply A x B 74 H. 
Multiplicative graphs are studied in e.g. [7]. 
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Proposition 2.8. I f  H is a multiplicative directed graph and H-COL & NP-complete, 
then RHP(H, Y) is NP-complete unless Y --* H. 
Proof. If Y --+ H then the answer is always YES, so assume Y 7z~ H. We will show 
that H-COL polynomially transforms to RHP(H, Y). Suppose an instance of H-COL, a 
directed graph G is given. The transformed instance of RHP(H, Y) is G × Y. If G -~ H, 
then G x Y --+ G --+ H, and if G 7~ H, then the multiplicativity of H assures that 
GxY~H.  [] 
Since undirected odd cycles are multiplicative [7], we have the following corollary. 
Corollary 2.9. Let k > 0 be an integer and let Y be any graph. I f  Y 7~ C2k+l, then 
RHP(C2k+I, Y) is NP-complete. 
This corollary implies that RHP(C2k+I, Y) remains NP-complete ven if Y is chosen 
to be C2k+l plus a chord, and thus differs from C2~+L only by one edge. 
The restricted homomorphism problem with respect to Czk+l and C2t+L, with an 
additional girth condition on the input graph, is also treated in [9]. 
3. Circulant graphs 
The main result of this section verifies Conjecture 1.2 for many classes of restricted 
homomorphism problems. 
Let S be a subset of { 1,2 . . . . .  n - 1 } such that if i C S, then n - i E S. The cireulant 
graph o[" order n with symbol S, denoted X(n,S),  has vertex set {0 . . . . .  n -  1} and 
arc-set {(j : i - j  (mod n) E S}. A cireulant digraph is defined as above, except 
the condition i c S ~ n - i E S is dropped. A circulant digraph can, equivalently, be 
defined to be any n-vertex digraph G whose automorphism group contains the cyclic 
group of order n as a subgroup. 
The following result, which holds for all digraphs, is relevant o our work on circulant 
graphs. 
Lemma 3.1 ([11]). f i l l *  is the result of apply&g the &dicator construction with 
respect to (L u, v) to H, then Aut (H*)~ Aut(H). 
Corollary 3.2. [fl H* is the result of applying the indicator construction with respect 
to (1, u,v) to the circulant digraph H, then H* is also a cireulant digraph. 
Suppose X is a circulant graph. Then, by Corollary 3.2, X* is a circulant digraph. In 
fact, X* is a circulant (undirected) graph, as we now show. 
Proposition 3.3. Let X(n,S)  be a circulant graph. Then D,, the dihedral group ~![' 
order n, & a subgroup of Aut(X(n,S)). 
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ProoL The functions g(x) = x + l(mod n) and h(x) = -x(mod n) are elements of 
Aut(X(n,S)) and generate a subgroup isomorphic to Dn. [5] 
Corollary 3.4. I f  X & a circulant graph, and (Li, j )  & an &dicator, then X* & also 
a circulant graph. 
We will make use of the following facts about circulant graphs. 
Theorem 3.5 ([15]). For the circulant graph X(n,S), (a) if d = gcd{S tJ {n}}, 
then X(n,S) has exactly d connected components, each of which is isomorphic 
to the circulant graph X(n/d,{s/d : s E S}), and (b) if X(n,S) is connected 
(i.e., d=l ) ,  then X(n,S) is bipartite if and only if n is even and every 
element of S is odd. 
Theorem 3.6. Let X(n,S) be a circulant graph and Y be any graph. I f  X(n,S) is 
bipartite or Y --+ X(n,S), then RHP(X(n,S),Y) is polynomial. I f  X(n,S) is non- 
bipartite and Y 74 X(n,S), then RHP(X(n,S), Y) is NP-complete. 
Proof. The first statement was noted in Section 1. 
It remains to prove the second assertion. By Theorem 3.5(a), if X(n,S) is discon- 
nected, then all of its connected components are isomorphic circulant graphs. If  C 
denotes one such component, X(n,S) --~ C. Since the inclusion map is a homomor- 
phism, C --+ X(n, S). Thus, a given graph G admits a homomorphism to X(n, S) if 
and only if it admits a homomorphism to C. We may therefore assume without loss 
of generality, that X(n, S) is connected. 
Since Y 74 X(n,S), it has an X(n,S)-critical subgraph F. Let ik be an edge of F. 
Let / be graph obtained from F - ik by adding a new vertex j and the edge kj. 
Consider the result of applying the indicator construction with respect o (I, i, j) to 
X(n, S) and Y. For a graph G, any homomorphism of I to G that maps i and j 
to the same vertex defines a homomorphism of F to G, and vice versa. There is a 
homomorphism of I to Y taking i and j to the same vertex (namely i). Hence, the 
digraph Y* has a loop. Since F 74 X(n,S), the digraph X(n,S)* is loopless. Further, 
by Corollary 3.4, X(n,S)* is an undirected circulant graph. Thus, by Corollary 2.4 and 
Theorem 1.1, it suffices to prove that X(n,S)* is not bipartite. 
Since F is X(n,S)  critical, the graph X(n,S)* has edges. As it also has n vertices, 
if n is odd, then X(n,S)* is non-bipartite by Theorem 3.5(b). 
Suppose then, that n is even. Let S* be the symbol of X(n,S)*. From the definition 
of (I, i, j) and the indicator construction, 
S* = {h(k) + s : h is a homomorphism of I to X(n,S) with h(i) = 0,s C S}. 
(As X(n,S)* is loopless h(k) ~ S for any homomorphism h of I to X(n,S) with 
h(i) = 0.) Since X(n,S) is connected and not bipartite, Theorem 3.5(a) implies that S 
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contains both an even element and an odd element. Therefore, S* also contains both 
an even element and an odd element. 
Suppose first that X(n,S)*  is disconnected. Let d = gcd{SU {n}}. Since S* contains 
an odd element, d is odd. Further, the set {s/d : s E S*} also has both an even element 
and an odd element. It now follows from Theorem 3.5(a) and (b) that X(n,S)*  is non- 
bipartite. 
Finally, suppose X(n,S)*  is connected. Then it is non-bipartite by Theorem 3.5(b). 
This completes the proof. [] 
When n is odd, the same argument establishes NP-completeness of RHP(H, Y) when- 
ever Y 74 H and H has the property that for all u,v E V(H)  there exists an automor- 
phism q5 of H such that ¢p(u) = v and ~b(v) = u. (The latter condition implies H is 
non-bipartite. ) 
Note that Corollary 2.9 is also a consequense of Theorem 3.6. We note some other 
interesting special cases of this theorem. 
Corollary 3.7. I f  n>~3 and z(Y)~<n, then RHP(Kn, Y) is polynomial. Otherwise, 
RHP(Kn, Y) is NP-complete. 
This corollary is interesting in that it states knowledge of a homomorphism to a 
fixed graph Y does not make it any easier (in the sense of NP-completeness) to decide 
if a graph is n-colourable, unless Y itself is n-colourable. 
4. Other classes of graphs 
In the previous ection we established results asserting NP-completeness of restricted 
homomorphism problems where H belongs to a given family of graphs and Y is any 
graph. In this section we establish similar results for cases where H is any graph and 
Y belongs to some family of graphs. 
Lemma 4.1. l J(o(H)>~3 and there is" an K~,,(H)-critical subgraph X oJ'Y which is not 
a subgraph oJ'H, then RHP(H, Y) is NP-complete. 
Proof. Let ik E E(X), and let I : (X - ik) + kj, where j is a new vertex. Consider 
the indicator construction with respect o (I, i , j). As before, Y* has a loop. Since X 
is H-critical, there is a homomorphism of I to H, but no such mapping takes i and j 
to the same vertex, otherwise X --~ H. Hence H* has no loops. Let Z be a maximum 
clique of H. Since I is co(H)-colourable, for any vertices a ¢ b in Z there is a 
homomorphism of I to H taking i to a and j to b. Thus, the digraph H* contains 
(the equivalent digraph of) a complete graph on ~o(H)>~3 vertices. Hence H*-COL is 
NP-complete [8]. Thus, by Corollary 2.4, RHP(H, Y) is also NP-complete. [] 
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Corollary 4.2. I f  ~o(Y) > o3(H)>~ 3, then RHP(H, Y) is NP-complete. 
A special case of Corollary 4.2 is the main result in [5], stated as Corollary 4.3 
below. This result, together with Corollary 3.7, completely describes the complexity of 
the restricted homomorphism problem when either H or Y is a complete graph. 
Corollary 4.3 ([5]). I f  ~o(H)>~m~>3, then RHP(H, Km) is polynomial. Otherwise, 
RHP(H, Km ) is NP-complete. 
Let G be a graph. For an integer k > 0 we define G k to be the graph with vertex 
set V(G) and uv E E(G k) if the distance between u and v in G is at most k. I f  G is 
connected, then G k is complete if and only if k is at least the diameter of G. Clearly, 
for each integer k, G k is a subgraph of G k+l. We use the following lemma which 
relates the clique number of G k and G k+l. 
Lemma 4.4. Let G be a connected graph. I f  G k is not complete and l > k, then 
~(G l) > co(GI¢). 
Proof. Since G k is a subgraph of G/, we have ~o(Gl)~o~(Gk). Let X be a clique 
of maximum size in G k. Since G k is not complete, there exists a vertex x which is 
adjacent in G to some, but not all, vertices in X. Since any two vertices in X are at 
distance at most k in G, the distance in G between x and any vertex in X is at most 
k + 1. Hence X LA {x} is a clique in G l. [] 
Corollary 4.5. Let H be a connected graph and let k and l be a positive integers 
with 0 < k < l. I f  H k is bipartite (i.e., H is bipartite and k = 1 ) or complete, then 
RHP(Hk,H l) is polynomial. Otherwise, RHP(Hk,H t) is NP-complete. 
A similar result hold for directed graphs. We state it without proof. 
I f  H is a digraph that contains a directed cycle of length at least three, then there 
is a positive integer N(H)  such that Hk-COL is NP-complete whenever k >~N(H). To 
see this note that C~ - l  is (the equivalent digraph of) Ki. I f  H has no such directed 
cycle, the integer N(H)  need not exist. 
We use z(H) to denote the number of vertices in a largest transitive tournament 
contained in H. 
Lemma 4.6. Suppose H is a strong digraph and k is a positive integer. I f  l > 
k >,N(H), and H k is not (the equivalent digraph of) a complete graph, then either 
(i) z(H t) > z(Hk), or (ii) ~o(H 1) > ~o(Hk). 
Corollary 4.7. Suppose H is a strong digraph and k is a positive integer. 
I f  l > k >~N(H), and H ~ is not (the equivalent digraph of) a complete graph, then 
RHP(Hk,H t) is NP-eomplete. In all other cases the problem is polynomial. 
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For a striking illustration of this result, take H to be the equivalent digraph of 
a complete graph on n>~3 vertices, minus one arc. Then H~-COL is NP-complete 
[1, 8]. By Corollary 4.7, RHP(HI,H2)-COL is also NP-complete, even though H 2 
is (the equivalent digraph of) K,, and differs from H only by the addition of one 
arc. 
The odd girth of a graph G, denoted og(G), is the length of a shortest odd cycle in 
G. If G has no odd cycles, we define og(G) to be infinite. 
Lemma 4.8. ! f  og(Y) < og(H) < oc, then RHP(H, Y) is NP-complete. 
Proof. The argument is similar to Lemma 4.1. Let l be a path of length og(Y) with 
endvertices i and j. (A cycle of length og(Y) is an H-critical subgraph of Y.) Consider 
applying the indicator construction with respect o (Li, j). As before, Y* has a loop, 
and H* has no loop. Since I -~ K2, with the images of i and j being different, for 
any pair a,b of adjacent vertices of tI there is a homomorphism of 1 to H taking 
i to a and v to b. Thus H* is an undirected graph and E(H*)~E(H) .  Thus, H* is 
non-bipartite, so H*-COL is NP-complete by Theorem 1.1. Hence RHP(H, Y) is also 
NP-complete. 
The following corollary, together with Corollary 2.9, completely describes the com- 
plexity of the restricted homomorphism problem when either H or Y is a cycle. 
Corollary 4.9. Suppose og(H) < oc. ! f  m is even or og(H)<~m, then RHP(H, Cm) is 
polynomial. Otherwise (m is odd and og(H) > m), RHP(H, Cm) is NP-complete. 
5. Extending the conjecture to digraphs. 
As stated, Conjecture 1.2 applies only to graphs. It can be reformulated so that it 
applies to digraphs. 
Conjecture 1.2 (Version 2). If H-COL is polynomial or Y ---+ H, then RHP(H, Y) is 
polynomial. If H-COL is NP-complete and Y 7z* H, then RHP(H, Y) is NP-complete. 
Again the first statement is easy to see. We show, however, that this extended version 
of the conjecture is not true. 
Proposition 5.1. Let D1 and D2 be digraphs such that D1 /* D2, D1-COL is 
NP-complete, D2-COL is" polynomial, and (Di × D2)-COL is NP-complete. then 
RHP(DI × D2, Dt ) is polynomial. 
ProoL By Lemma 2.7 (b), a digraph G ---+ DI × D2 if and only if G ~ D1 and 
G ~ D2. It is given that G --~ D1, and deciding if G ~ D2 is polynomial. 
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Let T4 be the unique strong toumament on four vertices. Then Ta-COL is NP- 
complete [1]. Since C2-COL is polynomial [12] and /'4 -/-* (72, if T4 x C2-COL is 
NP-complete, we can take Dl ---- T4 and D2 --- C2 in Proposition 5.1. We sketch a 
proof this next. 
Proposition 5.2. T4 × C2-COL is NP-complete. 
Proof. The result follows from two applications of the indicator construction. First, let 
P be a directed path on three vertices, with endvertices i and j. Let H* be the result of 
applying the indicator construction with respect o (P, i,j) to T4 x C2, and let Q be the 
directed graph with vertex set V(Q)= {u, v,x, y} and arc set E(Q)= {xy, yx, xu, yv}. 
Let H** be the result of applying the indicator construction with respect o (Q, u, v) 
to H*. Since there is an automorphism of Q that maps u to v and v to u, H** is an 
undirected graph. Since H** contains a 3-cycle, H**-COL is NP-complete by Theorem 
1.1. Hence, H*-COL and, consequently, T4 x C2-COL are also NP-complete. [] 
Thus, Conjecture 1.2 does not easily extend to digraphs. 
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