In this paper we address the problem of minimizing a large class of energy functions that occur in early vision. The major restriction is that the energy function's smoothness term must only involve pairs of pixels. We propose two algorithms that use graph cuts to compute a local minimum even when very large moves are allowed. The rst move we consider is an --swap: for a pair of labels ; , this move exchanges the labels between an arbitrary set of pixels labeled and another arbitrary set labeled . Our rst algorithm generates a labeling such that there is no swap move that decreases the energy. The second move we consider is an -expansion: for a label , this move assigns an arbitrary set of pixels the label . Our second algorithm, which requires the smoothness term to be a metric, generates a labeling such that there i s n o expansion move that decreases the energy. Moreover, this solution is within a known factor of the global minimum. We experimentally demonstrate the e ectiveness of our approach on image restoration, stereo and motion.
Energy minimization in early vision
Many early vision problems require estimating some spatially varying quantity such a s i n tensity o r disparity from noisy measurements. Such quantities tend to be piecewise smooth; they vary smoothly at most points, but change dramatically at object boundaries. Every pixel p 2 P must be assigned a label in some set L; for motion or stereo, the labels are disparities, while for image restoration they represent i n tensities. The goal is to nd a labeling f that assigns each pixel p 2 P a label f p 2 L , where f is both piecewise smooth and consistent with the observed data.
These vision problems can be naturally formulated in terms of energy minimization. In this framework, one seeks the labeling f that minimizes the energy Ef = E smooth f + E data f:
Here E smooth measures the extent to which f is not piecewise smooth, while E data measures the disagreement b e t ween f and the observed data. Many di erent energy functions have been proposed in the literature. , where i p is the observed intensity of the pixel p.
The choice of E smooth is a critical issue, and many di erent functions have been proposed. For example, in standard regularization-based vision 6 , E smooth makes f smooth everywhere. This leads to poor results at object boundaries. Energy functions that do not have this problem are called discontinuity-preserving. A large number of discontinuity-preserving energy functions have been proposed see for example 7 . Geman and Geman's seminal paper 3 gave a B a yesian interpretation of many energy functions, and proposed a discontinuitypreserving energy function based on Markov Random Fields MRF's.
The major di culty with energy minimization for early vision lies in the enormous computational costs. Typically these energy functions have many local minima i.e., they are non-convex. Worse still, the space of possible labelings has dimension jPj, which i s m a n y thousands. There have been numerous attempts to design fast algorithms for energy minimization. Simulated annealing was popularized in computer vision by 3 , and is widely used since it can optimize an arbitrary energy function. Unfortunately, minimizing an arbitrary energy function requires exponential time, and as a consequence simulated annealing is very slow. In practice, annealing is ine cient partly because at each step it changes the value of a single pixel.
The energy functions that we consider in this paper arise in a variety of di erent contexts, including the Bayesian labeling of MRF's. We allow D p to be arbitrary, and consider smoothing terms of the form E smooth = L is a nite 1D set and the interaction potential is V f p ; f q = jf p ,f q j then the exact minimum can also be found e ciently via graph cuts 5, 2 . In general, however, the problem is NP-hard 8 .
In this paper we develop algorithms that approximately minimize energy Ef for an arbitrary nite set of labels L under two fairly general classes of interaction potentials V : semi-metric and metric. V is called a semi-metric on the space of labels L if for any pair of labels ; 2 L it satis es two properties: V ; = V ; 0 and V ; = 0 , = .
If V also satis es the triangle inequality V ; V ; + V ; 2 for any ; ; in L then V is called a metric. Note that both semi-metric and metric include important cases of discontinuity-preserving interaction potentials. For example, the truncated L 2 distance V ; = minK;jj , jj and the Potts interaction penalty V ; = 6 = are both metrics.
The algorithms described in this paper generalize the approach that we originally developed for the case of the Potts model 2 . In particular, we compute a labeling which is a local minimum even when very large moves are allowed. We begin with an overview of our energy minimization algorithms, which are based on graph cuts. Our rst algorithm, described in section 3, is based on --swap moves and works for any semimetric V fp;qg 's. Our second algorithm, described in section 4, is based on more interesting -expansion moves but works only for metric V fp;qg 's i.e., the additional triangle inequality constraint is required. Note that -expansion moves produce a solution within a known factor of the global minimum of E. A proof of this can be found in 8 .
Energy minimization via graph cuts
The most important property of these methods is that they produce a local minimum even when large moves are allowed. In this section, we discuss the moves we allow, which are best described in terms of partitions. We s k etch the algorithms and list their basic properties. We then formally introduce the notion of a graph cut, which is the basis for our methods. 
Partitions and move spaces
Any labeling f can be uniquely represented by a partition of image pixels P = fP l j l 2 L g where P l = fp 2 P j f p = lg is a subset of pixels assigned label l.
Since there is an obvious one to one correspondence between labelings f and partitions P, w e can use these notions interchangingly.
Given a pair of labels ; , a m o ve from a partition P labeling f to a new partition P 0 labeling f 0 i s called an -swap if P l = P 0 l for any label l 6 = ; . This means that the only di erence between P and P 0 is that some pixels that were labeled in P are now labeled in P 0 , and some pixels that were labeled in P are now labeled in P 0 .
Given a label , a m o ve from a partition P labeling f to a new partition P 0 labeling f 0 is called anexpansion if P P 0 and P 0 l P l for any label l 6 = .
In other words, an -expansion move allows any set of image pixels to change their labels to . Note that a move which gives an arbitrary label to a single pixel is both an -swap and an -expansion. As a consequence, the standard move space used in annealing is a special case of our move spaces.
Algorithms and properties
We h a ve developed two energy minimization algorithms, which are shown in gure 1. The structure of the algorithms is quite similar. We will call a single execution of steps 3.1 3.2 an iteration, and an execution of steps 2 4 a cycle. In each cycle, the algorithm performs an iteration for every label expansion move algorithm or for every pair of labels swap move algorithm, in a certain order that can be xed or random. A cycle is successful if a strictly better labeling is found at any iteration. The algorithm stops after the rst unsuccessful cycle since no further improvement is possible. Obviously, a cycle in the swap move algorithm takes jLj 2 iterations, and a cycle in the expansion move algorithm takes jLj iterations.
These algorithms have several important properties. First, the algorithms are guaranteed to terminate in a nite number of cycles; in fact, under fairly general assumptions we can prove termination in OjPj cycles 8 . However, in the experiments we report in section 5, the algorithm stops after a few cycles and most of the improvements occur during the rst cycle. Second, once the algorithm has terminated, the energy of the resulting labeling is a local minimum with respect to a swap or an expansion move. Finally, the expansion move algorithm produces a labeling f such that Ef Ef 2kEf where f is the global minimum and k = maxfV ; : 6 = g minfV ; : 6 = g see 8 .
Graph cuts
The key part of each algorithm is step 3.1, where graph cuts are used to e ciently ndf. Let G = hV; Ei b e a w eighted graph with two distinguished vertices called the terminals. A cut C E is a set of edges such that the terminals are separated in the induced graph GC = hV; E , C i . In addition, no proper subset of C separates the terminals in GC. The cost of the cut C, denoted jCj, equals the sum of its edge weights.
The minimum cut problem is to nd the cut with smallest cost. There are many algorithms for this problem with low-order polynomial complexity 1 ; in practice they run in near-linear time for our graphs.
Step 3.1 uses a single minimum cut on a graph whose size is OjPj. The graph is dynamically updated after each iteration. The details of this minimum cut are quite di erent for the swap move and the expansion move algorithms, as described in the next two sections.
3 Finding the optimal swap move Given an input labeling f partition P and a pair of labels ; , w e wish to nd a labelingf that minimizes E over all labelings within one -swap of f. This is the critical step in the algorithm given at the top of Figure 1 . Our technique is based on computing a labeling corresponding to a minimum cut on a The set of pixels in the image is P = P P where P = fp; r; s g and P = fq ; : : : ; w g. graph G = hV ; E i. The structure of this graph is dynamically determined by the current partition P and by the labels ; .
This section is organized as follows. First we describe the construction of G for a given f or P.
We show that cuts C on G correspond in a natural way to labelings f C which are within one -swap move o f f. Theorem 1 shows that the cost of a cut is jCj = Ef C plus a constant. A corollary from this theorem states our main result that the desired labelingf equals f C where C is a minimum cut on G .
The structure of the graph is illustrated in Figure 2 . For legibility, this gure shows the case of 1D image.
For any image the structure of G will be as follows.
The set of vertices includes the two terminals and , as well as image pixels p in the sets P and P that is f p 2 f ; g. Thus, the set of vertices V consists of , , and P = P P . Each pixel p 2 P is connected to the terminals and by edges t p and t p , respectively. For brevity, w e will refer to these edges as t-links terminal links. Each pair of pixels fp; qg P which are neighbors i.e. fp; qg 2 N i s connected by an edge e fp;qg which w e will call an n-link neighbor link. 
Finding the optimal expansion move
Given an input labeling f partition P and a label , w e wish to nd a labelingf that minimizes E over all labelings within one -expansion of f. This is the critical step in the algorithm given at the bottom of Figure 1 . In this section we describe a technique that solves the problem assuming that each V fp;qg is a metric, and thus satis es the triangle inequality 2. Some important examples of metrics are given in the introduction. Our technique is based on computing a labeling corresponding to a minimum cut on a graph G = hV ; E i. The structure of this graph is determined by the current partition P and by the label . Figure 4 : An example of G for a 1D image. The set of pixels in the image is P = fp; q; r; s g and the current partition is P = fP 1 ; P 2 ; P g where P 1 = fpg, P 2 = fq;rg, and P = fsg. T w o auxiliary nodes a = a fp;qg , b = a fr;sg are introduced between neighboring pixels separated in the current partition. Auxiliary nodes are added at the boundary of sets P l .
As before, the graph dynamically changes after each iteration.
This section is organized as follows. First we describe the construction of G for a given f or P and . We show that cuts C on G correspond in a natural way to labelings f C which are within one -expansion move o f f. Then, based on a numberof simple properties, we de ne a class of elementary cuts. Theorem 2 shows that elementary cuts are in one to one correspondence with labelings that are within one -expansion of f, and also that the cost of an elementary cut is jCj = Ef C . A corollary from this theorem states our main result that the desired labelingf equals f C where C is a minimum cut on G .
The structure of the graph is illustrated in Figure 4 . For legibility, this gure shows the case of 1D image. The set of vertices includes the two terminals and , as well as all image pixels p 2 P . In addition, for each pair of neighboring pixels fp; qg 2 N separated in the current partition i.e. f p 6 = f q w e create an auxiliary vertex a fp;qg . Auxiliary nodes are introduced at the boundaries between partition sets P l for l 2 L . T h us, As in section 3, any cut C on G must sever include exactly one t-link for any pixel p 2 P . This de nes a natural labeling f C corresponding to a cut C on G . F ormally,
In other words, a pixel p is assigned label if the cut C separates p from the terminal and, p is assigned its old label f p if C separates p from . Note that for p 6 2 P the terminal represents labels assigned to pixels in the initial labeling f. Clearly we h a ve Lemma 3 A labeling f C corresponding to a cut C on G is one -expansion away from the initial labeling f. It is also easy to show that a cut C severs an nlink e fp;qg between neighboring pixels fp; qg 2 N such that f p = f q if and only if C leaves the pixels p and q connected to di erent terminals. In other words, Property 1 holds when we substitute " for ". We will refer to this as Property 1 . Analogously, w e can show that Property 1 and equation 5 establish Lemma 2 for the n-links e fp;qg on G . Consider now the set of edges E fp;qg corresponding to a pair of neighboring pixels fp; qg 2 N such that f p 6 = f q . In this case, there are several di erent w ays to cut these edges even when the pair of severed t-links at p and q is xed. However, a minimum cut C on G is guaranteed to sever the edges in E fp;qg depending on what t-links are cut at the pixels p and q.
The rule for this case is described in Property 2 below. Assume that a = a fp;qg is an auxiliary node between the corresponding pair of neighboring pixels. Property a results from the fact that no subset of C is a cut. The others follow from the minimality o f jCj and the fact that je fp;ag j, je fa;qg j and jt a j satisfy the triangle inequality so that cutting any one of them is cheaper than cutting the other two together. These properties are illustrated in Figure 5 .
Lemma 4 If fp; qg 2 N and f p 6 = f q then the minimum cut C on G satis es jC E fp;qg j = V fp;qg f C p ; f C q : Proof: The equation follows from property 2, equation 5, and the edge weights.
Property 1 holds for any cut, and Property 2 holds for a minimum cut. However, there can be other cuts besides the minimum cut that satisfy both properties. We will de ne an elementary cut on G to be a cut that satis es Properties 1 and 2. Therefore, jCj = Ef C .
Our main result is a simple consequence of this theorem, since the minimum cut is an elementary cut.
Corollary 2 The optimal expansion from f isf = f C where C is the minimum cut on G .
Experimental results
For our experiments, we used three energy functions, each with a quadratic D p . The rst energy function, called E 1 , uses the truncated quadratic V fp;qg f p ; f q = minK;f p ,f q 2 for some constant K as its smoothness term. This choice of V does not obey the triangle inequality, s o w e minimized E 1 using our swap move method. The second E 2 and the third E 3 energy functions use, correspondingly, the Potts model and the truncated L 2 distance as their smoothness penalty V . Both of these obey the triangle inequality and we minimized E 2 and E 3 with our expansion move method. We compared against annealing; we implemented several di erent annealing variants, and used the one that gave the best performance. This was the Metropolis sampler with a linearly decreasing temperature s c hedule.
of di erent c hoices of V , consider the image restoration problem shown in the top row of gure 7. The original image contains large constant-intensity regions the diamonds which are gradually shaded, as if there were a light source to the left of the image. This image is corrupted with normally-distributed noise to produce the input image shown. This example demonstrates the need for non-Potts energy functions, as minimizing E 2 gives signi cant banding" problems shown in the second image. By selecting an energy function with a truncated quadratic V fp;qg , w e obtain the improved results shown at right.
The energy computed by our swap move method is shown below as a function of time. Note that we produce a very low energy after the rst iteration, while annealing decreases the energy very slowly. The energy values that we obtain for this and two more examples are shown in gure 6. The energy curves as a function of time are very similar to the diamond example shown above, but are omitted to save space. We also include the ratio between annealing's energy and ours. The third row for each image gives the best energy that annealing eventually achieves, when run until it is making very minimal progress. In this case, annealing eventually achieves a small improvement.
It is worthwhile to analyze E smooth , since in our experience this correlated much more strongly with overall image quality than E. This is partly due to the fact that D p rises so rapidly; as a result, most labels can be easily eliminated for a given pixel.
Motion and stereo. We also did energy minimization on several standard images, including the SRI tree sequence taken from a camera moving along a rail and the rock stereo pair. We compared our swap move and expansion move methods for E 1 and E 3 , correspondingly with simulated annealing. We initialized both methods with the results of normalized correlation, which are also shown in the gure.
For both images, the energy that annealing achieves after more than 15 hours is signi cantly worse than the energy we obtain in around 200 seconds. We h a ve experimented with a number of other images and obtained similar results.
