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ON MOTIVIC ZETA FUNCTIONS AND THE MOTIVIC
NEARBY FIBER
FRANZISKA BITTNER
Abstract. We collect some properties of the motivic zeta functions and the
motivic nearby fiber defined by Denef and Loeser. In particular, we calculate
the relative dual of the motivic nearby fiber. We give a candidate for a nearby
cycle morphism on the level of Grothendieck groups of varieties using the
motivic nearby fiber.
1. Introduction
Let k be an algebraically closed field of characteristic zero. One parameter Taylor
series of length n in a smooth variety X over k are called arcs of order n on X .
The set of all these arcs are the k-valued points of a k-variety Ln(X).
Suppose that we are given a function f : X −→ A1 on a smooth connected variety
X of dimension d. Denef and Loeser have associated to this data the so-called
motivic zeta function S(f)(T ), which is a formal power series with coefficients in a
localized equivariant Grothendieck group of varieties over the zero locus of f . The
n-th coefficient of this series (for n ≥ 1) is given as L−nd times the class of the variety
of arcs γ(t) of order n onX satisfying f◦γ(t) = tn, which carries a µn-action induced
by t 7→ ζt. Here L denotes the class of the affine line. Using the transformation rule
for motivic integrals, they have given a formula for S(f)(T ) in terms of an embedded
resolution of the zero locus, which shows that it is in fact a rational function which
is regular at infinity. Let us denote −S(f)(∞), the motivic nearby fiber, by ψf ,
as it is supposed to be a virtual motivic incarnation of the nearby cycle sheaf.
We establish some identities for the motivic nearby fiber which are analogues of
identities known for the nearby cycle sheaf. In particular, we calculate the relative
dual over the zero locus of f . It turns out to be L1−dψf , which means that ψf
behaves as the class of a smooth variety, proper over the zero locus. Furthermore
we give a functional equation for the motivic zeta function. Unfortunately, to be
able to define e.g. a relative dual, we have to work in Grothendieck groups which
are coarser than the ones considered by Denef and Loeser.
For the purpose of investigating the zeta function and the nearby fiber, we first
have to generalize slightly the presentations from [1] in the equivariant setting.
Essentially, we also allow free actions on the base varieties. Then we calculate the
relative dual of an affine toric variety given by a simplicial cone which is proper
over the base variety.
Using the motivic nearby fiber, we end with defining a nearby cycle morphism
on the level of Grothendieck groups of varieties and listing some properties of this
morphism.
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I am indebted to Eduard Looijenga, my thesis advisor. I thank Jan Denef and
Wim Veys for their comments and questions.
Conventions: In the sequel k denotes an algebraically closed field of characteristic
zero. By a variety over k we mean a reduced scheme of finite type over k.
2. Motivic zeta functions and the motivic nearby fiber
The aim of this section is to recall the definition and properties of motivic zeta
functions and the motivic nearby fiber as they can be found e.g. in [3] and in [7].
We also use this opportunity to fix some notations.
2.1. Arc spaces. We denote Spec(k[t]/tn+1) by Dn. An order n arc in a k-variety
X is a morphism γ : Dn −→ X . There is a k-scheme Ln(X), the space of arcs
of order n in X , whose k-valued points are the arcs of order n on X . Actually,
it is the scheme representing the functor from k-schemes to sets which sends Z to
X(Z × Dn). There are natural projections Ln+1(X) −→ Ln(X) which are AdimX -
bundles in case X is smooth and equidimensional.
2.2. Grothendieck groups of varieties. We denote by K0(Vark) the free abelian
group on isomorphism classes of k-varieties modulo the relations [X ] = [X−Y ]+[Y ],
where Y ⊂ X is a closed subvariety. It is also called the naive Grothendieck
group of varieties over k and carries a ring structure induced by the product of
varieties. More generally, for a variety S over k, we denote by K0(VarS) the free
abelian group on isomorphism classes [X ]S of varieties over S modulo the relations
[X ]S = [X − Y ]S + [Y ]S , where Y ⊂ X is a closed subvariety. It is naturally a
K0(Vark)-module. We denote by L the class of the affine line [A
1] ∈ K0(Vark).
Let MS be the localization K0(VarS)[L−1] and Mk the ring K0(Vark)[L−1]. A
morphism f : S −→ S′ naturally induces f! : MS −→ MS′ by composition and
f∗ : MS′ −→ MS by pulling back. The presentation for K0(VarS) given in [1]
allows to define a relative dualization endomorphism DS on MS characterized by
the propertyDS [X ]S = L
− dimX [X ]S for a smooth equidimensional varietyX which
is proper over S.
Let S be a variety over k with a good action of a finite group G. Here by a
good action we mean an action such that every orbit is contained in an affine open
subvariety. By K′G0 (VarS) we denote the free group on isomorphism classes [X ]S
of varieties X −→ S with a good G-action over the action on S modulo relations
for closed G-subvarieties. It has the structure of a K′
G
0 (Vark)-module provided by
the product of varieties with the diagonal action.
We define KG0 (VarS) to be K
′G
0 (VarS) modulo the submodule generated as a
group by expressions of the form [G  P(V )]S − [Pn × (G  X)]S , where V −→ X
is a vector bundle of rank n + 1 with a G-action which is linear over the ac-
tion on X . Here G  P(V ) denotes the projectivization of this action, whereas
Pn× (G  X) denotes the action of G on the right factor only. For S = Spec k this
is an ideal, and KG0 (VarS) is a K
G
0 (Vark)-module. For an A
n-bundle F −→ X with
an affine G-action over the action on the base we have [G  F ]S = [A
n×(G  X)]S
in KG0 (VarS). We obtain restriction and induction morphisms from group ho-
momorphisms. In particular, KG0 (VarS) is a K0(Vark)-module. Denote by M
G
S
the localization KG0 (VarS)[L
−1]. An equivariant morphism f : S −→ S′ induces
f! : M
G
S −→ M
G
S′ and f
∗ : MGS′ −→ M
G
S . In case of a trivial action of G on the
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base variety, the presentation in [1] allows to define a relative dualization endo-
morphism DS on MGS characterized by the property DS [X ]S = L
− dimX [X ]S for a
smooth equidimensional variety X which is proper over S.
Now let µˆ = lim
←−
µm (where in the projective limit we take the natural surjections
µdm −→ µm, ζ 7→ ζd). Following [3], we call an action of µˆ which comes from a
good action of a finite quotient µn of µˆ a good µˆ-action.
As in the case of a finite group for a base variety S (with a trivial µˆ-action)
we can then define the equivariant group Kµˆ0 (VarS). Actually, it is just the direct
limit lim−→K
µm
0 (VarS), where K
µm
0 (VarS) −→ K
µdm
0 (VarS) is restriction along the
d-th power map µdm −→ µm. We denote K
µˆ
0 (VarS)[L
−1] by MµˆS.
Remark 2.1. The equivariant groups which Denef and Loeser consider are finer.
The groups we use allow us to define dualization, induction morphisms, quotient
morphisms by groups acting freely on the base variety and zeta-functions in an
equivariant setting.
2.3. Motivic zeta functions. Let X be a smooth connected variety over k of
dimension d, let f : X −→ A1 be a function. For a natural number n ≥ 0 we define
Sn(f) := L
−nd[{γ ∈ Ln(X) | ordt(fγ) = n}]X ∈MX .
Remark 2.2. Sometimes, for example in [2], there is an extra factor L−d.
Following Denef and Loeser, we define the naive motivic zeta function of f as
S(f)(T ) :=
∑
n≥0
Sn(f)T
n ∈ MX [[T ]].
Remark 2.3. Sometimes (for example in [3]) the constant term S0(f) is omitted.
We keep it, like in [2] and [7].
Denef and Loeser established a formula for S(f)(T ) in terms of an embedded
resolution H : Y −→ X of f−1(0). Let us assume that f is non-zero. Let E =
(fH)−1(0) be a simple normal crossings divisor with irreducible components Ei
(where i ∈ irr(E)). The zero divisor of fH can then be written as
∑
miEi, and
the Jacobian ideal JH of H (which is the principal ideal of OY characterized by
H∗ΩdX = JHΩ
d
Y ) can be expressed as
∑
(ni − 1)Ei, where ni > 0. For I ⊂ irr(E)
we define EI as the intersection
⋂
i∈I Ei and E
◦
I as EI −
⋃
j 6∈I Ej (for I = ∅ we get
E∅ = Y and E
◦
∅ = Y − E).
Proposition 2.4. We have the identity
S(f)(T ) =
∑
I⊆irr(E)
[E◦I ]X
∏
i∈I
L− 1
T−miLni − 1
.
in MX [[T ]].
In particular, S(f) lies in MX [(T−NLn − 1)−1 |n,N ∈ N>0].
The motivic zeta function also carries information about the monodromy.
Again, let X be a smooth connected variety of dimension d over k,
and let f : X −→ A1 be a function on X . We will always denote the zero set
of f by X0. For a natural number n ≥ 1 we define
Sn(f) := L
−nd[{γ ∈ Ln(X) | fγ(t) = t
n}]X0 ∈M
µˆ
X0
.
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Here the µˆ-action is induced by the µn-action on Dn given by t 7→ ζt.
Following Denef and Loeser, we define the motivic zeta function of f as
S(f)(T ) :=
∑
n≥1
Sn(f)T
n ∈MµˆX0 [[T ]].
There is also a formula for S(f)(T ) in terms of an embedded resolution of X0
(for non-zero f): Let Y , ni, and mi be like above. For I ⊆ irr(E) we denote
the greatest common divisor (mi)i∈I by mI . For a point in E
◦
I in a neighborhood
U the function fH can be written as u
∏
i∈I x
mi
i , where u is a unit and xi is a
local (analytic) coordinate defining Ei. We define E˜◦I as the µmI -covering of E
◦
I
given over U ∩ E◦I by {(z, p) ∈ A
1 × U ∩ E◦I | z
mI = u(p)−1}. These patch to a
µmI -covering of E
◦
I : If yi = ηixi are other local (analytic) coordinates with ηi units,
and f is written as v
∏
i∈I y
mi
i , then u = v
∏
i∈I η
mi
i and
{(z, p) ∈ A1 × U ∩E◦I | z
mI = u(p)−1} ∼= {(z, p) ∈ A1 × U ∩ E◦I | z
mI = v(p)−1}
via (z, p) 7→ (
∏
i∈I η
αi
i z, p), where αi :=
mi
mI
.
The µmI -operation on E˜
◦
I induces a good µˆ-action over E
◦
I .
There is also an intrinsic description of these coverings, compare also [7], Lemma
5.3 and [4], Lemma 2.5:
Denote by νEi the normal bundle of Ei in Y , denote the complement of the zero
section by UEi and the fiber product of the restrictions of the (UEi)i∈I over E
◦
I by
UI . As fH is a section of OY (
∑
i∈I −miEi), it induces a morphism⊗
i∈I
ν⊗miEi |E◦I −→ A
1.
The composition of this map with the morphism
∏
i∈I νEi |E◦I −→
⊗
i∈I ν
⊗mi
Ei
|E◦
I
which sends (vi) to ⊗v
⊗mi
i restricted to UI induces UI −→ Gm.
Let us spell this out in the analytic coordinates used above: An element of the
fiber of UI over p given by (λi
∂
∂xi
)i∈I is mapped to u(p)
∏
λmii (where λi ∈ Gm).
Define UI(1) as the preimage of 1 under the morphism UI −→ Gm. Denote∑
i∈I mi by cI . Then µˆ acts on UI(1) via the scalar action of µcI .
We get a µˆ-equivariant mapping UI(1) −→ E˜◦I , where in the local coordinates
the z-coordinate is given as
(2.1)
∏
i∈I
λαii
(note that this is well defined, as for different coordinates yi = ηixi with ηi a unit
we have ∂∂xi = ηi
∂
∂yi
on Ei).
As the αi are relatively prime, the vector (αi) can be completed by |I| − 1 more
vectors to a basis of ZI , so we conclude that UI(1) −→ E˜◦I is a torus bundle with
fiber G
|I|−1
m , which in turn establishes E˜◦I −→ E
◦
I as the covering obtained from
UI(1) −→ E◦I by passing (fiber-wise) to connected components.
Remark 2.5. Note that for the zero function f = 0 we get S(0)(T ) = 0 ∈MµˆX [[T ]].
If on the other hand f is a unit, X0 = ∅ and consequently MX0 = 0.
Denef and Loeser prove the
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Theorem 2.6. We have the identity
S(f)(T ) =
∑
∅6=I⊆irr(E)
(L − 1)|I|−1[E˜◦I ]X0
∏
i∈I
1
T−miLni − 1
in MµˆX0 [[T ]].
In particular, S(f) lies in MµˆX0 [(T
−NLn − 1)−1 |n,N ∈ N>0] and can hence by
evaluated at T =∞. Following Denef and Loeser, we call ψf := −S(f)(∞) ∈ M
µˆ
X0
the motivic nearby fiber of f . In terms of an embedded resolution of X0 it is given
by
(2.2) ψf =
∑
∅6=I⊆irr(E)
(1− L)|I|−1[E˜◦I ]X0 .
Remark 2.7. Note that if π : Y −→ X is an isomorphism outside X0, we have
ψf = (π0)!ψfπ, where π0 denotes the morphism Y0 −→ X0 between the zero loci of
fπ and f .
3. Relative equivariant Grothendieck groups of varieties
In this section we collect some properties of relative equivariant Grothendieck
groups of varieties.
Remark 3.1. Suppose that V −→ S is a vector bundle of rank n+ 1 which carries
a linear G-action over the action on S. Denote P(V ) −→ S by ν. Then the
endomorphism ν!ν
∗ of KG0 (VarS) is multiplication with [P
n].
The presentation for KG0 (VarS) given in [1] in case of a trivial G-action on the
base variety S can be generalized slightly.
Lemma 3.2. Suppose we are given a good G×H-action on a variety S, such that
G acts trivially and H acts freely. Then the morphism
K′
G×H
0 (VarS) −→ K
′G
0 (VarH\S)
which maps [X ]S to [H\X ]H\S is a K
′G
0 (Vark)-linear isomorphism. Furthermore
it induces a KG0 (Vark)-linear isomorphism
KG×H0 (VarS) −→ K
G
0 (VarH\S).
Proof. The K′
G
0 (Vark)-linearity is quite clear. Suppose we are given a variety
X −→ S with a good G × H-action over the action on S. Then the G × H-
equivariant mapping X −→ H\X ×H\S S is an isomorphism (as both are e´tale of
the same degree over H\X). Hence pulling back along S −→ H\S is an inverse for
K′
G×H
0 (VarS) −→ K
′G
0 (VarH\S).
A vector bundle V −→ X with a linear G ×H-action over a good action on X
descends to the vector bundle H\V over H\X . And as P(H\V ) ∼= H\P(V ) in this
case, the above morphism induces an isomorphism KG×H0 (VarS) −→ K
G
0 (VarH\S)
which is obviously KG0 (Vark)-linear. 
Remark 3.3. Applied to the case that G is the trivial group this yields K′
H
0 (VarS)
∼=
KH0 (VarS) for a free good H-action on S.
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Remark 3.4. The morphism KG×H0 (VarS) −→ K
G
0 (VarH\S) induces anM
G
k -linear
morphism
MG×HS −→M
G
H\S
which we will sometimes denote by A 7→ A.
For convenience we spell out the presentations for K′
G×H
0 (VarS) and K
G×H
0 (VarS)
we obtain from the above lemma.
Corollary 3.5. Suppose that we are given a good G×H-action on S such that G
acts trivially and H acts freely on S. The group K′
G×H
0 (VarS) has a presentation
as the abelian group generated by the isomorphism classes of S-varieties with good
G × H-action over S which are smooth over k and proper over S subject to the
relations [∅]S = 0 and [BlY X ]S − [E]S = [X ]S − [Y ]S, where X is smooth over
k and proper over S and carries a good G ×H-action over S, Y ⊂ X is a closed
smooth G×H-invariant subvariety, BlY X is the blow-up of X along Y and E is the
exceptional divisor of this blow-up. Moreover, we get the same group if we restrict
to varieties which are projective over S. We can also restrict to varieties such that
G×H acts transitively on the connected components.
Corollary 3.6. The group KG×H0 (VarS) is the free abelian group on smooth vari-
eties, projective (respectively, proper) over S with good G×H-action over S (tran-
sitive on the connected components), modulo blow-up relations and the subgroup
generated by expressions of the form [G × H  P(V )]S − [Pn × (G × H  X)]S,
where X is a smooth variety, projective over S, with a G×H-action transitive on
the connected components, and V −→ X is a vector bundle of rank n + 1 over X
with a linear action over the action on X.
Corollary 3.7. We can define the duality endomorphism DG×HS on M
G×H
S as
in [1] and get the same formulae as developed there. Dualizing commutes with
restriction and induction and with the morphism induced by dividing out the free
H-action.
Remark 3.8. We have not used that k is algebraically closed here.
Instead of finite groups, we will also consider µˆ and finite products of µˆ with
itself and with finite groups:
For a natural number l, we define a good µˆl-action to be an action coming from a
good (µn)
l-action. For a finite group G, we can also consider G× µˆl-actions, which
we call good if they come from a good G × (µn)
l-action. We define K′
µˆl
0 (VarS),
K′G×µˆ
l
0 (VarS) and K
µˆl
0 (VarS), K
G×µˆl
0 (VarS) as above. As they are direct limits of
groups of the kind considered above, we get analogous presentations. We only spell
out one.
Corollary 3.9. Suppose G and H are finite groups, and l ∈ N. Suppose that
S carries a good G × H × µˆl action, such that H acts freely and G and µˆl acts
trivially. Then the group KG×H×µˆ
l
0 (VarS) is the free abelian group on smooth
varieties, projective (respectively, proper) over S with (good) G × H × µˆl-action
over S (transitive on the connected components), modulo blow-up relations and the
subgroup generated by expressions of the form [G×H × µˆl  P(V )]S − [Pn × (G×
H× µˆl  X)]S, where X is a smooth variety, projective over S, with a G×H × µˆl-
action transitive on the connected components, and V −→ X is a vector bundle of
rank n+ 1 over X with a linear action over the action on X.
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Remark 3.10. As above, dividing out by H induces an MG×µˆ
l
k -linear morphism
MG×H×µˆ
l
S −→M
G×µˆl
H\S
which we will also denote by A 7→ A.
Furthermore we also get a duality endomorphism DG×H×µˆ
l
S ofM
G×H×µˆl
S which
satisfies the same relations as developed above.
4. The relative dual of an affine simplicial toric variety
The aim of this section is the following
Lemma 4.1. Let X be an affine toric variety associated to a simplicial cone, let
X −→ S be proper, let G be a finite group acting on X over S via the torus, where
S carries the trivial G-action. Then DS [X ]S = L− dimX [X ]S ∈ MGS .
Corollary 4.2. If X is a toric variety associated to a simplicial fan, we have
DX [X ]X = L− dimX [X ]X ∈MX .
Proof. As for an open cover {Ui} of X the map MX −→
∏
iMUi is injective and
commutes with dualizing, we may assume thatX is defined by a simplicial cone. 
Remark 4.3. Note that if X is complete, in particular Dk[X ] = L− dimX [X ] ∈ MGk .
We need Lemma 4.7 on triangulations of simplices. It is probably well known
and perhaps should be proven by means of toric geometry as it is derived from the
Dehn-Sommerville equations which are the combinatorial counterpart of Poincare´
duality for toric varieties defined by complete simplicial fans. First an auxiliary
Lemma 4.4.
∑n
l=0
(
n+1
n−l
)
(t− 1)l = tn + · · ·+ 1.
Proof. This follows from
n∑
l=0
(
n+ 1
l + 1
)
(t− 1)l+1 = ((t− 1) + 1)n+1 − 1 = tn+1 − 1.

For convenience we recall the Dehn-Sommerville equations — see for example
[5], page 126.
Theorem 4.5 (Dehn-Sommerville equations). Suppose we are given a triangulation
of an (m− 1)-sphere with fi faces of dimension i. Let f−1 := −1. For 0 ≤ p ≤ m
we set
hp =
m∑
i=p
(−1)i−p
(
i
p
)
fm−1−i.
Then
hp = hm−p for 0 ≤ p ≤ m.
Suppose we are given a linear triangulation S of an n-simplex ∆ which refines
the standard triangulation T . For σ ∈ S we define σ∆ to be the smallest simplex
in T which contains σ. We denote the dimension of a simplex σ by |σ| and define
the star of τ in S by StarS(τ) = {σ ∈ S | τ ⊆ σ}.
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Lemma 4.6. For a fixed τ ∈ S consider the polynomial
gSτ (t) =
∑
σ∈StarS(τ)
(−1)|σ∆|(t− 1)|σ∆|−|σ|.
Then gSτ (t
−1) = t|τ |−ngSτ (t), in other words, g
S
τ is a polynomial of degree ≤ n−|τ |
with symmetric coefficients.
Proof. We proceed by induction on n− |τ∆|.
Suppose |τ∆| = n. Then also |σ∆| = n for all σ ∈ Star
S(τ), hence
(−1)ngSτ (t) =
∑
σ∈StarS(τ)
(t− 1)n−|σ|
=
n∑
k=|τ |
ck(t− 1)
n−k =
n−|τ |∑
i=0
cn−i(t− 1)
i,
where ck denotes the number of k-simplices in Star
S(τ). Without loss of generality
we may assume that that ∆ ⊂ Rn and that 0 ∈ τ . Denote the subspace generated
by τ by Wτ . The projection of Star
S(τ) to Rn/Wτ generates a complete fan whose
intersection with a sphere around the origin gives a triangulation with fi = ci+|τ |+1
simplices of dimension i. If we set f−1 = 1 we have fi = ci+|τ |+1 for all −1 ≤ i ≤
n− |τ | − 1. Hence
(−1)ngSτ (t) =
n−|τ |∑
i=0
fn−|τ |−1−i(t− 1)
i
=
n−|τ |∑
i=0
i∑
p=0
fn−|τ |−1−i
(
i
p
)
tp(−1)i−p
=
n−|τ |∑
p=0
tp
n−|τ |∑
i=p
(−1)i−p
(
i
p
)
fn−|τ |−1−i.
The Dehn-Sommerville equations then imply that gSτ (t
−1) = t|τ |−ngSτ (t).
Now suppose k := |τ∆| < n. Then τ is contained in a k-dimensional face of ∆.
Without loss of generality we can assume that ∆ ⊂ Rn is the simplex spanned by
0 and the n standard basis vectors e1, . . . , en, and that τ is contained in the facet
spanned by 0 and e1, . . . , ek. Denote by H the hyperplane spanned by e1, . . . , en−1.
Denote the reflection at H by ρ. We get a new simplex ∆′ = ∆ ∪ ρ(∆) (spanned
by e1, . . . , en−1, en,−en) with the linear triangulation S′ = S ∪ ρ(S) refining the
standard triangulation of ∆′ such that |τ∆′ | = |τ∆|+ 1.
The star of τ in S′ decomposes as
StarS
′
(τ) = {σ ∈ StarS(τ) | σ ⊆ H}
⊔ {σ ∈ StarS(τ) | σ 6⊆ H} ⊔ ρ{σ ∈ StarS(τ) | σ 6⊆ H}.
For σ ∈ StarS(τ) such that σ ⊆ H we get |σ∆′ | = |σ∆| + 1 and |σH∩∆| = |σ∆|,
while for σ ∈ StarS(τ) such that σ 6⊆ H we have |σ∆′ | = |σ∆|. Furthermore
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|(ρσ)∆′ | = |σ∆′ |, and hence
gS
′
τ (t) =
∑
σ∈StarS(τ)
σ⊆H
(−1)|σ∆|+1(t− 1)|σ∆|−|σ|+1
+ 2
∑
σ∈StarS(τ)
σ 6⊆H
(−1)|σ∆|(t− 1)|σ∆|−|σ|
= 2gSτ (t)− 2g
H∩S
τ (t) + (1 − t)g
H∩S
τ (t)
= 2gSτ (t)− (1 + t)g
H∩S
τ (t).
By the induction hypothesis we have gS
′
τ (t
−1) = t|τ |−ngS
′
τ (t) and g
H∩S
τ (t
−1) =
t|τ |−n+1gH∩Sτ (t). Using the above equation we conclude g
S
τ (t
−1) = t|τ |−ngSτ (t). 
Lemma 4.7. Consider the polynomial
hS(t) :=
∑
σ∈S
(−1)|σ∆|(t− 1)|σ∆|−|σ| − 1.
Then hS(t−1) = t−(n+1)hS(t).
Proof. The cone R on S is a linear triangulation of an (n+ 1)-simplex. If τ is the
top, we have gRτ (t) = −h
S(t). 
Proof of Proposition 4.1. Denote the fan definingX by T. We proceed by induction
on dimT.
For dimT = 0 the claim holds, because in this case X is smooth.
Now suppose dimT ≥ 1. Note that all toric constructions will be compatible
with the action of G. In the sequel we will denote the dimension of a cone τ by |τ |.
We have the orbit stratification X =
⊔
τ∈TOτ , where Oτ is (k − |τ |)-dimensional.
Furthermore, if Vτ denotes the closure of Oτ , we have the equation [Oτ ]S =∑
τ ′⊇τ (−1)
|τ ′|−|τ |[Vτ ′ ]S in K
G
0 (VarS).
We choose a toric resolution of singularities Y −→ X . It is given by a certain
simplicial refinement Σ of T and carries the orbit stratification Y =
⊔
σ∈ΣOσ.
For σ ∈ Σ we denote by ϕ(σ) ∈ T the smallest facet of T which contains σ.
Then Oσ −→ Oϕ(σ) is a (trivial) G
(|ϕ(σ)|−|σ|)
m -bundle. As G acts via the torus,
[Oσ]S = (L− 1)(|ϕ(σ)|−|σ|)[Oϕ(σ)]S in K
G
0 (VarS). Thus
[Y ]S =
∑
τ∈T
∑
ϕ(σ)=τ
(L− 1)|τ |−|σ|[Oτ ]S
=
∑
τ ′∈T
(∑
τ⊆τ ′
∑
ϕ(σ)=τ
(−1)|τ |(L− 1)|τ |−|σ|
)
(−1)|τ
′|[Vτ ′ ]S
=
∑
τ ′∈T
|τ ′|≥1
(∑
τ⊆τ ′
∑
ϕ(σ)=τ
(−1)|τ |(L− 1)|τ |−|σ|
)
(−1)|τ
′|[Vτ ′ ]S + [X ]S
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For τ ′ ∈ T such that |τ ′| ≥ 1 consider
pτ
′
(t) : =
∑
τ⊆τ ′
∑
ϕ(σ)=τ
(−1)|τ |(t− 1)|τ |−|σ|
=
∑
τ⊆τ ′
|τ |≥1
∑
ϕ(σ)=τ
(−1)|τ |(t− 1)|τ |−|σ| + 1
Now from Lemma 4.7 (applied to the intersection of τ ′ with a transversal hyperplane
and the triangulations induced by Σ and T) we know that pτ
′
(t−1) = t−|τ
′|pτ
′
(t).
Furthermore Vτ ′ is an affine toric variety defined by a simplicial cone of dimension
dimT − |τ ′|, hence for |τ ′| ≥ 1 we deduce from the induction hypothesis that
DS([Vτ ′ ]S) = L−(dimX−|τ
′|)[Vτ ′ ]S . Thus
DS([Y ]S − [X ]S) = L
− dimX([Y ]S − [X ]S),
which completes the induction step.

5. A completion
Let f : X −→ A1 be a non-zero function on a smooth connected variety X , let
Y be an embedded resolution of X0 = f
−1(0) and let EI and E˜◦I be as in Section 2.
Definition 5.1. Let ∅ 6= I ⊂ irr(E). Define E˜I as the normalization of EI in E˜◦I .
Lemma 5.2. We have E˜I |EJ ∼= E˜J for I ⊆ J and DEI [E˜I ]EI = L
|I|−dimX [E˜I ]EI
in MµˆEI (and in particular DX0 [E˜I ]X0 = L
|I|−dimX [E˜I ]X0 in M
µˆ
X0
).
Proof. Both statements are local on the embedded resolution of X0, hence we can
assume that f = uxm11 · · ·x
mk
k , with k ≥ 1 and mi > 0, where x1, . . . , xk, . . . , xn
are local analytic coordinates, and I = {1, . . . , l} ⊆ J = {1, . . . , l′}, where 1 ≤ l ≤
l′ ≤ k.
Adjoining an m1-th root of u we again get a µm1-cover
π : Y := {(p, t) ∈ X × A1 | tm1 = u(p)} −→ X
with analytic coordinates y1 = tx1, y2 = x2, . . . , yn = xn around {x1 = 0} such
that fπ = ym11 · · · y
mk
k . Here ξ ∈ µm1 acts on y1 by multiplication with ξ and
trivially on yj for j ≥ 2. Shrinking X (outside {x1 = 0}), we may assume that
ν = (y1, . . . , yn) : Y −→ A
n is e´tale. Denote {y1 = · · · = yl = 0} by FI and
FI −
⋃k
j=l+1{yj = 0} by F
◦
I (these are the pullbacks of EI and E
◦
I to Y ). Let
F˜ ◦I := {(s, q) ∈ A
1 × F ◦I | s
mI =
k∏
j=l+1
yj(q)
−mj}
. Recall that
E˜◦I = {(z, p) ∈ A
1 × E◦I | z
mI = u(p)
k∏
j=l+1
xj(p)
−mj}
and note that the pullback of E˜◦I to F
◦
I is isomorphic to F˜
◦
I via (z, p, t) 7→ (t
m1
mI z, (p, t))
(and that the same holds for F˜ ◦J ). Under this isomorphism the µˆ-action comes from
ON MOTIVIC ZETA FUNCTIONS AND THE MOTIVIC NEARBY FIBER 11
a µmI -action, where ζ ∈ µmI acts on s by multiplication with ζ, while ξ ∈ µm1 acts
on s by multiplication with ξ
m1
mI .
Denote the normalization of FI in F˜ ◦I by F˜I . Consider the following cartesian
diagram:
π∗E˜I
//

E˜I

FI
π
// EI
As π is smooth and E˜I is normal, π
∗E˜I is normal. Furthermore, it is finite and
surjective over FI and hence isomorphic to F˜I . We conclude that E˜I ∼= µm1\F˜I
and similarly for E˜J . Hence it suffices that F˜I |FJ ∼= F˜J for I ⊆ J and that
DFI [F˜I ]FI = L
|I|−dimX [F˜I ]FI ∈M
µm1×µˆ
FI
.
Now consider the e´tale morphism ν : Y −→ An. We denote the coordinates of
An by w1, . . . , wn, {w1 = · · · = wl = 0} by DI , DI −
⋃k
j=l+1{wj = 0} by D
◦
I . Let
D˜◦I := {(r, w) ∈ A
1 ×D◦I | r
mI =
k∏
j=l+1
w
−mj
j }
and denote the normalization of DI in D˜◦I by D˜I . Then we have again a cartesian
diagram:
F˜I
//

D˜I

FI
ν
// DI
Thus it suffices that D˜I |DJ ∼= D˜J for I ⊆ J and DDI [D˜I ]DI = L
|I|−dimX [D˜I ]DI ∈
M
µm1×µˆ
DI
. As the projection p : An −→ Ak is smooth and Dp∗ = Lk−np∗D, we may
assume without loss of generality that k = n. In this case the claim follows from
Lemma 5.3 and Lemma 5.4. 
Lemma 5.3. The restriction of the normalization S˜ of S := {sd = xp11 · · ·x
pk
k } ⊂
A1 × Ak to {x1 = 0} ⊂ Ak is isomorphic to the normalization S˜′ of S′ :=
{s′d
′
= xp22 · · ·x
pk
k } ⊂ A
1 × Ak−1, where d′ = (d, p1). The µd-action on S˜ which
is given by ζ(s, x1, . . . , xk) = (ζ
−1s, x1, . . . , xk) restricts to the action induced by
ζ(s′, x2, . . . , xk) = (ζ
− d
d′ s′, x2, . . . , xk). In other words, it is given via the canonical
surjection µd −→ µd′ .
Proof. Let us first assume that the greatest common divisor (p1, . . . , pk, d) equals
1 or equivalently that S is irreducible.
Let M be the lattice in Rk spanned by Zk and by v := (p1d , . . . ,
pk
d ). Then
S˜ ∼= Spec k[M+], where M+ = M ∩ (R≥0)k. The restriction to {x1 = 0} is then
given as Spec k[M+1 ], where M1 := {α ∈ M |α1 = 0} and M
+
1 = M1 ∩ (R≥0)
k
(compare [6], page 16).
But M ′ is generated by e2, . . . , ek and v
′ := (0, p2d′ , . . . ,
pk
d′ ):
First note that v′ = dd′ v −
p1
d′ e1 ∈M
′.
On the other hand, if (λ1, . . . , λk)+µv ∈M
′, where λi, µ ∈ Z, then λ1+µ
p1
d = 0.
12 FRANZISKA BITTNER
Write p1 = fd
′ and d = ed′ such that (e, f) = 1. As µ fe ∈ Z also µ
′ = µe ∈ Z
and hence (λ1, . . . , λk) + µv = (0, λ2, . . . , λk) + µ
′v′ lies in the Z-module generated
by e2, . . . , ek and v
′.
Hence indeed S˜|{x1=0}
∼= S˜′. Note that s′ = s
d
d′ x
−
p1
d′
1 , hence the µd-action
on S˜′ comes from the µd′ -action induced by s
′ 7→ ζ′−1s′ via the homomorphism
µd −→ µd′ which maps ζ to ζ
d
d′ , and the µp1 -action comes from the µd′-action via
ξ 7→ ξ
p1
d′ .
Now let us drop the assumption that c = (p1, . . . , pk, d) equals 1. Note that
c = (d′, p2, . . . , pk). Let e =
d
c , qi =
pi
c , e
′ = (e, q1). Note that e
′ = d
′
c . Let
T˜ be the normalization of T = {te = xq11 · · ·x
qk
k } and T˜
′ the normalization of
T ′ = {t′e
′
= xq22 · · ·x
qk
k }. They both carry a µe-action as above. The mapping
µd ×
µe T −→ S, (η, t, x) 7→ (η−1t, x)
induces an isomorphism
µd ×
µe T˜ ∼= S˜
over Ak. The µd-action on S˜ corresponds to the action on µd ×µe T˜ given by (left)
multiplication on µd.
Furthermore the mapping
µd ×
µe T ′ −→ S′, (η, t′, x) 7→ (η−
d
d′ t′, x)
induces an isomorphism
µd ×
µe T˜ ′ ∼= S˜′.
As
(µd ×
µe T˜ )|{x1=0} = µd ×
µe (T˜ |{x1=0}) = µd ×
µe T˜ ′
this establishes S˜|{x1=0}
∼= S˜′.
Now let us calculate the action of µd on µd ×
µe T˜ ′ obtained from the action on
µd ×µe T˜ and the corresponding action on S˜′.
The action of µd is given by (left) multiplication on the first factor. It corresponds
to the µd-action on S˜′ induced by ζ(s
′, x2, . . . , xk) = (ζ
− d
d′ s′, x2, . . . , xk). 
Lemma 5.4. Let p1, . . . , pk, d be natural numbers, not necessarily relatively prime.
Again denote by S˜ the normalization of S := {td = xp11 · · ·x
pk
k } ⊂ A
1 × Ak. Then
DAk([S˜]Ak) = L
−k[S˜]Ak in M
µd×µp1
Ak
.
Here the µd-action is induced by ζ(t, x1, . . . , xk) = (ζ
−1t, x1, . . . , xk), and the
µq-action is given by the µd-action on S˜ via µq −→ µd, ξ 7→ ξ
q
d .
Proof. As dualization commutes with restriction, it is enough to prove the claim in
Mµd
Ak
.
If the greatest common divisor (p1, . . . , pk, d) equals 1, the claim follows directly
from Lemma 4.1.
The general case follows from the fact that dualizing commutes with induction
as in the proof of Lemma 5.3. 
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6. The dual of the motivic nearby fiber and two functional
equations
Let X be a smooth connected variety of dimension d, let f : X −→ A1 be a
(non-zero) function.
Theorem 6.1. We have DX0ψf = L
1−dψf in M
µˆ
X0
.
So ψf behaves like a smooth (d− 1)-dimensional variety, proper over X0.
Remark 6.2. Let J be a finite nonempty set. Then∑
∅6=I⊆J
(L− 1)|I|−1 = [P|J|−1].
Proof of Theorem 6.1. According to Formula (2.2) we have
ψf =
∑
∅6=I⊆irr(E)
(1− L)|I|−1[E˜◦I ]X0 .
Due to Lemma 5.2 [E˜◦I ]X0 =
∑
J⊇I(−1)
|J|−|I|[E˜J ]X0 , and hence
ψf =
∑
∅6=I⊆irr(E)
(1− L)|I|−1
∑
J⊇I
(−1)|J|−|I|[E˜J ]X0
=
∑
∅6=J⊆irr(E)
(−1)|J|−1[E˜J ]X0
∑
∅6=I⊆J
(L− 1)|I|−1
=
∑
∅6=J⊆irr(E)
(−1)|J|−1[P|J|−1][E˜J ]X0 due to Remark 6.2.
Again using Lemma 5.2 we conclude that
DX0(ψf ) =
∑
∅6=J⊆irr(E)
(−1)|J|−1L−|J|+1[P|J|−1]L−d+|J|[E˜J ]X0 = L
−d+1ψf .

Recall that Proposition 2.4 shows that S(f) lies inMX [(T−mLn− 1)−1 |n,m ∈
N>0].
Consider the ring Pk :=Mk[T, T−1, (T−mLn − 1)−1 |n,m ∈ N>0]. The duality
involution onMk can be extended to a ring involutionDPk of Pk by setting D
P
k (T ) =
T−1.
We set PX :=MX ⊗Mk Pk =MX [T, T
−1, (T−mLn − 1)−1 | n,m ∈ N>0]. The
duality involution DX induces a D
P
k -linear involution D
P
X .
Claim 6.3. The functional equation DPXS(f) = L
−dS(f) holds in PX .
Proof. This is much easier to see than the functional equation in [2]. The calculation
given here can already been found there.
Note that [E◦I ]X =
∑
J⊇I(−1)
|J|−|I|[EJ ]X .
Furthermore for a finite collection of elements (al)l∈L in a commutative ring the
identity
∏
l∈L(al − 1) =
∑
K⊆L(−1)
|L|−|K|
∏
k∈K ak holds.
This together with Proposition 2.4 yields
S(f) =
∑
J⊆irr(E)
[EJ ]X
∏
j∈J
Bj ,
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where Bj =
L−1
T−mj Lnj−1
− 1 = L−T
−mj L
nj
T−mj Lnj−1
. Now note that DPk (Bj) = L
−1Bj and
that DX [EJ ]X = L|J|−d[EJ ]X . 
Theorem 2.6 and Lemma 5.2 yield
S′(f)(T ) := (L− 1)S(f)(T ) +
∑
∅6=J⊆irr(E)
(−1)|J|[E˜J ]X0
=
∑
∅6=J⊆irr(E)
[E˜I ]X0
∑
I⊆J
(−1)|J|−|I|
∏
i∈I
L− 1
T−miLni − 1
,
and as in the proof of Claim 6.3 we conclude that
DPX0S
′(f) = L−dS′(f)
in MµˆX0 [T, T
−1, (T−mLn − 1)−1 | n,m ∈ N>0], where DPX0(T ) = T
−1.
7. Some properties of motivic zeta functions and the motivic nearby
fiber
Let again X be smooth connected variety over k and f : X −→ A1 a function
on X . We denote the zero locus of f by X0.
Definition 7.1. For a morphism π : X ′ −→ X of varieties we will denote the zero
locus of fπ by X ′0 and the induced morphism X
′
0 −→ X0 by π0.
We collect some properties of the motivic zeta function and the motivic nearby
fiber. For this purpose we first introduce a notation.
Definition 7.2. Let m ≥ 1 be a natural number. Let X be a variety with good
µˆ-action. Then we denote by Ind(m) : MµˆX −→ M
µˆ
X the morphism induced by
Indµnmµn , where µn −→ µnm is the inclusion ζ 7→ ζ.
List of properties 7.3. Suppose u : X −→ Gm is a morphism. Then after a
finite e´tale base change π : X˜ −→ X (taking a sufficiently high root of u) we get
S(f ◦ π)(T ) = S((uf) ◦ π)(T ) and in particular
(7.1) ψf◦π = ψ(uf)◦π.
Suppose π : X ′ −→ X is a smooth morphism of smooth connected varieties.
Then S(fπ)(T ) = π0
∗S(f)(T ) and in particular
(7.2) ψfπ = π0
∗ψf .
For a natural number m ≥ 1 we have S(fm)(T ) = Ind(m) S(f)(Tm) and in
particular
(7.3) ψfm = Ind
(m) ψf .
Proof. The first equality follows directly from Theorem 2.6.
For the second identity, note that Ln(X ′) −→ π∗ Ln(X) is a locally trivial fibra-
tion with fiber And, where d = dimX ′ − dimX . Therefore Sn(fπ) = π0∗Sn(f).
Finally,
Snm(f
m) = L−nm dimX [γ ∈ Lnm(X) | f
mγ(t) = tnm]X0
= L−nm dimXLn(m−1) dimX [γ ∈ Ln(X) | fγ(t) = ζt
n where ζ ∈ µm]X0
= Ind(m) Sn(f).
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
Remark 7.4. Equality (7.1) does not always hold before taking a base change. For
example, let k = C. Consider the open subvariety U ⊂ A1 which is the complement
of the zero locus of g(x) = x3 + ax + b, where we assume that g has no multiple
roots. On U × A1 consider the functions f(x, y) = y2 and u(x, y) = g(x). Then
ψf = µ2 × U ∈ M
µˆ
U and ψuf = {t
2 = u(x)} ∈ MµˆU (set t = z
−1 in Formula 2.2).
Their images inMC are not equal: They are distinguished by the Hodge character.
We will need the following lemma later on to define a nearby cycle morphism.
Lemma 7.5. Let X be a smooth connected variety and Y ⊂ X a smooth closed
subvariety, let f : X −→ A1 be a function on X. Let π : BlY X −→ X be the
blow-up of X along Y , let E be the exceptional divisor of the blow-up. Denote the
inclusion Y →֒ X by ι and the inclusion E →֒ BlY X by ι
′. Let g := fι, f ′ = fπ
and g′ = f ′ι′. Then
ψf − ι0!ψg = π0!ψf ′ − π0!ι
′
0!ψg′ .
Proof. Note that if Y ⊆ f−1(0) the claim follows from Remarks 2.5 and 2.7. Hence
we may assume that Y is not contained in the zero locus of f .
If f−1(0) is a simple normal crossings divisor which has normal crossings with
Y , the same holds for f ′
−1
(0) and E, and Formula 2.2 yields
ψg = ι0
∗ψf and ψg′ = ι
′
0
∗
ψf ′ .
Hence ψf − ι0!ψg = j0!j0
∗ψf , where j denotes the inclusion X − Y →֒ X . Now
j0
∗ψf = ψfj , hence ψf − ι0!ψg = j0!ψfj and similarly for ψf ′ − ι
′
0!ψg′ , thus the
claim follows from the fact that π is an isomorphism outside Y .
In the general case we first choose an embedded resolution X♮ of the zero locus
of f . Denote the closure of the inverse image of Y − f−1(0) by Y ♮, denote the
function X♮ −→ X −→ A1 by f ♮. Now we choose an embedded resolution Ŷ ⊂ X̂
of Y ♮ which is compatible with the zero divisor of f ♮.
The situation is as follows:
Ŷ // _
ι̂

ĝ
,,
Y
_
ι

g
rr
X̂
r
//
f̂   @
@@
@@
@@
@
X
f
~~
~~
~~
~~
~
A1
Here f̂−1(0) is a simple normal crossings divisor and has normal crossings with
Ŷ . Note that r induces an isomorphism outside the zero locus of f , hence in the
diagram
BlŶ X̂
π̂

ϕ
//___ BlY X

X̂ // X
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the proper birational map ϕ induces an isomorphism outside the zero locus of f ′.
Thus we can find X˜ smooth making
X˜
p
}}zz
zz
zz
zz q
!!
DD
DD
DD
DD
D
BlŶ X̂
ϕ
//_______ BlY X
commutative such that the closure E˜ of the inverse image of E−(f ′)−1(0) is smooth
and such that p and q are proper and isomorphisms outside the zero loci of f ′ and
f̂ ′ = f̂ π̂ (we can take a resolution of singularities of the graph of ϕ and then an
embedded resolution of the closure of the inverse image of E − (f ′)−1(0)). We
denote the inclusion E˜ →֒ X˜ by ι˜, f ′q by f˜ and f˜ ι˜ by g˜. Furthermore we define ι̂′
as the inclusion Ê →֒ BlŶ X̂ and ĝ
′ := f̂ ′ι̂′. From the commutative diagram
X˜
p
||zz
zz
zz
zz
z
q
""
DD
DD
DD
DD
D
f˜

BlŶ X̂
f̂ ′
--
π̂

BlY X
f ′
qq
π

X̂
f̂ ""F
FF
FF
FF
FF
r
// X
f
||xx
xx
xx
xx
x
A1
we conclude:
ψf − ι0!ψg = r0!ψf̂ − r0! ι̂0!ψĝ due to Remark 2.7
= r0!π̂0!ψf̂ ′ − r0!π̂0!ι̂
′
0!ψĝ′ due to the above discussion
= r0!π̂0!p0!ψf˜ − r0!π̂0!p0!ι˜0!ψg˜ due to Remark 2.7
= π0!q0!ψf˜ − π0!q0!ι˜0!ψg˜
= π0!ψf ′ − π0!ι
′
0!ψg′ due to Remark 2.7

Now suppose there is a good action of a finite group G on X which is transitive
on the connected components of X and leaves f invariant.
Hence we can regard S(f)(T ) as an element of MGX [[T ]]. The transformation
formula also holds in the equivariant setting (as an element of g ∈ G induces an
affine action over the base in the fibrations of the Key lemma 9.2 in [7] and on
the AdimX -bundle Ln+1(X) −→ Ln(X)). Hence we get a formula analogous to
Proposition 2.4 in the equivariant context if we choose an G-equivariant embedded
resolution of the zero locus (where the summation runs over the orbits of finite
subsets of irrE).
The µˆ-action on Ln(X) induced by µn commutes with the action of G and hence
S(f)(T ) can be regarded as an element of MG×µˆX0 [[T ]] and ψf as an element of
MG×µˆX0 .
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Also Theorem 2.6 and Formula (2.2) have analogues in this context, if we choose
an equivariant embedded resolution of the zero locus (from the intrinsic description
of E˜◦I it is also clear that
⊔
g∈G/ StabG(I)
E˜◦gI carries a G-action, where StabG(I)
denotes the stabilizer of I in G).
Lemma 7.5 and properties 7.3 also hold in the equivariant setting.
We can replace G by G× µˆl and get the same identities as before.
Remark 7.6. Suppose we are given a good free action of a finite group H which
is transitive on the connected components on a smooth variety X . Suppose we
have a H-invariant function f on X . It then induces a function f on X = H\X .
Furthermore Ln(X) = H\Ln(X) and Sn(f) = H\Sn(f), hence S(f)(T ) = S(f)(T )
(we extend the quotient morphism by T 7→ T ) and in particular
ψf = ψf .
8. The nearby cycle morphism
Let X be a (not necessarily smooth) variety over k, let f : X −→ A1 be a
function. Let X0 := f
−1(0). We want to define a nearby cycle morphism
Ψf :MX −→M
µˆ
X0
such that for a proper morphism π : X ′ −→ X we get π0!Ψfπ = Ψfπ! and further-
more in the case of a smooth connected variety X the image of 1lX is ψf . For this
purpose we define Ψf on K0(VarX) first.
Definition 8.1. Let p : Y → X be a proper morphism, where Y is a smooth
connected k-variety. Then we set Ψf ([Y ]X) := p0!(ψfp).
Claim 8.2. The morphism Ψf is compatible with the blow-up relations (and hence
well defined).
Proof. Let p : Y −→ X as above, let Z ⊂ Y be a smooth connected closed subva-
riety. Denote by π : Y ′ −→ Y the blow-up of Y along Z, denote the exceptional
divisor by E. Denote the inclusion Z →֒ Y by ι and the inclusion E →֒ Y ′ by ι′.
Then we have
Ψf ([Y ]X)− Ψf([Z]X) = p0!ψfp − (p0ι0)!ψfpι
= (p0π0)!ψfpπ − (p0π0ι
′
0)!ψfpπι due to Lemma 7.5
= Ψf ([Y
′]X)−Ψf ([E]X).

Claim 8.3. The morphism Ψf is K0(Vark)-linear.
Proof. Let W be a smooth complete variety over k, let p : Y −→ X be as above.
Denote the projection W × Y −→ Y by π. Then
Ψf([W × Y ]X) = (p0π0)!ψfpπ = p0!π0!π
∗
0ψfp due to Formula (7.2)
= p0!([W ]ψfp) = [W ]Ψf ([Y ]X).

Hence Ψf can be extended to an Mk-linear morphism
Ψf :MX −→M
µˆ
X0
.
18 FRANZISKA BITTNER
List of properties 8.4. For π : X ′ −→ X proper we get π0!Ψfπ = Ψfπ!.
If π : X ′ −→ X is a smooth morphism, then Ψfππ∗ = π0∗Ψf .
If ι : X0 →֒ X denotes the inclusion, Ψf ι! = 0.
For a natural number m ≥ 1 we get Ψfm = Ind
(m)Ψf .
Dualizing and the nearby cycle morphism commute up to a factor: DµˆX0Ψf =
LΨfDX .
Proof. The first identity holds by construction of Ψf .
For the second formula, suppose that π : X ′ −→ X is a smooth morphism. Let
p : Y −→ X be a proper morphism, where Y is a smooth variety over k. Let
Y ′
p′
//
π′

X ′
π

Y
p
// X
be cartesian. Then π′ is smooth, and p′ is proper, furthermore
Y ′0
p′
0
//
π′
0

X ′0
π0

Y0
p0
// X0
is cartesian, too. We therefore get
Ψfπ(π
∗([Y ]X)) = p
′
0!ψfpπ′ = p
′
0!π
′
0
∗
ψfp due to Formula (7.2)
= π0
∗p0!ψfp = π0
∗Ψf([Y ]X).
The third identity follows from the fact that S(0)(T ) = 0 (see Remark 2.5).
The last two identities follow from Formula (7.3) and Theorem 6.1, respectively.

We can also define Ψf in the equivariant setting. Let G be a group of the form
H ×H ′ × µˆl, where we assume that H acts freely and H ′ × µˆl acts trivially on the
base variety X . We assume that we have a G-invariant function f : X −→ A1. We
first get a K′
G
0 (Vark)- linear morphism
Ψf : K
′G
0 (VarX) −→M
G×µˆ
X0
as before.
Claim 8.5. Suppose Y is a smooth variety, projective over X and that V −→ Y is
a vector bundle of rank n+ 1 with a linear G-action over the action on X . Then
Ψf ([G  P(V )]X) = Ψf([P
n × (G  Y )]X).
Proof. Let ν : P(V ) −→ Y be induced by the structure map of V . Denote the
morphism Y −→ X by p. We have
Ψf([P(V )]X) = (p0ν0)!ψfpν = (p0ν0)!(ν0)
∗ψfp due to Formula (7.2)
= p0!([P
n]ψfp) due to Remark 3.1
= [Pn]Ψf ([Y ]X) = Ψf([P
n × Y ]X).

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Hence Ψf induces a K
G
0 (Vark)-linear morphism
Ψf : K
G
0 (VarX) −→M
G×µˆ
X0
and an MGk -linear morphism
Ψf :M
G
X −→M
G×µˆ
X0
.
The first four identities of the List 8.4 also hold in the equivariant setting. We
do not know the relationship between dualizing and the nearby cycle morphism in
this context.
Furthermore, from Remark 7.6 we conclude
Proposition 8.6. Suppose we have a good G × H-action (transitive on the con-
nected components) on the smooth variety X and a G × H-invariant function
f : X −→ A1. Suppose that H is a finite group and acts freely. Denote the
function induced on X = H\X by f . Then for A ∈ MG×HX we have
Ψf (A) = Ψf (A) ∈M
G×µˆ
X0
.
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