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Abstract
Sufficiency for strong local optimality in the calculus of variations involves, in the classical theory, the
strengthened condition of Weierstrass. A proof of sufficiency for strong minima, modifying this condition under
certain uniform continuity assumptions on the functions delimiting the problem, is presented. The proof is direct in
nature as it makes no use of fields, Hamilton–Jacobi theory, Riccati equations or conjugate points. Some examples
illustrate clear advantages of the new sufficient condition over the classical one.
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1. Introduction
For the fixed-endpoint problem in the calculus of variations, an integral component of the usual
sufficiency proofs (see for example [1–4]) has been invoking general embedding or field theorems of
the theory of differential equations. A different approach for weak local minima, without using field
or expansion methods, was introduced by McShane [5] and later modified by Hestenes [4] to obtain
a sufficiency theorem for strong minima for the isoperimetric problem of Bolza. The proof given
in [4] illustrates how this method can be applied to cases in which Mayer fields may not exist. It can
also be extended to more general variational problems, such as systems involving time delays [6] or
certain classes of optimal control problems [7]. Two more recent approaches for sufficiency, without
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making use of the field method, were introduced by Clarke and Zeidan [8], and Loewen [9]. Assuming
the strengthened conditions of Legendre and Jacobi, in [8] the existence of a symmetric solution of
the matrix Riccati inequality associated with the problem is proved, yielding an explicit solution of
the Hamilton–Jacobi inequality. The approach given in [9] is based on local convexity arguments. In
particular, both techniques unify the treatments of weak and strong local minima.
A fundamental component of these proofs has been the strengthened condition of Weierstrass. In
this paper we show how, under certain uniform continuity assumptions on the functions delimiting the
problem, this condition can be replaced by a different one which is more verifiable in nature. The proof
we give, based partially on that of Hestenes, relies on the concept of a directional convergent sequence
which generalizes the usual notion for vectors in finite dimensional spaces. In order to clearly situate this
new sufficiency result, let us briefly state the problem we shall be concerned with together with some
classical conditions for optimality. A full account of these ideas can be found in, for example, [1–4].
Suppose we are given an interval T := [t0, t1] in R, two points ξ0, ξ1 in Rn , a relatively open set A
in T × Rn × Rn , and a function L mapping T × Rn × Rn to R. Denote by X the vector space of all
piecewise C1 functions mapping T to Rn , set
X (A) := {x ∈ X | (t, x(t), x˙ (t)) ∈ A(t ∈ T )}, Xe(A) := {x ∈ X (A) | x(t0) = ξ0, x(t1) = ξ1},
and consider the functional I : X → R given by I (x) := ∫ t1t0 L(t, x(t), x˙ (t))dt (x ∈ X). The problem we
are interested in, which we label P(A), is that of minimizing I over Xe(A).
Elements of X are called arcs or trajectories, and a trajectory x solves P(A) if it belongs to
S(A) := {x ∈ Xe(A) | I (x) ≤ I (y) for all y ∈ Xe(A)}. For local minima, consider the sup or strong
norm in X , ‖x‖0 := sup{|x(t)| : t ∈ T }. We say x ∈ Xe(A) is a strong minimum of P(A) if it is a
local minimum of I on Xe(A) with respect to the strong norm in X , i.e., if there exists  > 0 such that
I (x) ≤ I (y) for all y ∈ Xe(A) ∩ N0(x; ), where N0(x; ) = {y ∈ X : ‖x − y‖0 < }. Note that if,
for all x ∈ X and  > 0, we define T0(x; ) := {(t, y) ∈ T × Rn : |x(t) − y| < }, then x is a strong
minimum of P(A) ⇔ x ∈ S((T0(x; ) × Rn) ∩ A) for some  > 0.
For any trajectory x we use the notation (x˜(t)) to represent (t, x(t), x˙ (t)), and we shall assume
throughout that L is continuous, and C2 with respect to x and x˙ .
For all x ∈ X define the first variation of I along x by
I ′(x; y) :=
∫ t1
t0
(〈Lx(x˜(t)), y(t)〉 + 〈Lx˙(x˜(t)), y˙(t)〉)dt (y ∈ X)
and the second variation of I along x by I ′′(x; y) := ∫ t1t0 2Ω(t, y(t), y˙(t))dt (y ∈ X) where
2Ω(t, y, y˙) := 〈y, Lxx(x˜(t))y〉 + 2〈y, Lxx˙(x˜(t))y˙〉 + 〈 y˙, Lx˙ x˙(x˜(t))y˙〉 ((t, y, y˙) ∈ T × R2n).
Let Y := {y ∈ X | y(t0) = y(t1) = 0} be the set of admissible variations, and consider the following
sets:
E := {x ∈ X | I ′(x; y) = 0 for all y ∈ Y },
H := {x ∈ X | I ′′(x; y) ≥ 0 for all y ∈ Y },
L := {x ∈ X | Lx˙ x˙(x˜(t)) ≥ 0 for all t ∈ T },
W (A) := {x ∈ X (A) | E(t, x(t), x˙ (t), u) ≥ 0 for all (t, u) ∈ T × Rn with (t, x(t), u) ∈ A}
where the Weierstrass “excess function” E : T × R3n → R is given by
E(t, x, x˙ , u) := L(t, x, u) − L(t, x, x˙ ) − 〈u − x˙, Lx˙ (t, x, x˙ )〉.
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Elements of E ∩C1 are called extremals, elements of L are said to satisfy the condition of Legendre, and
elements of W (A) to satisfy the condition of Weierstrass.
The following theorem gives necessary conditions for any trajectory solving P(A) where A is any
relatively open set in T × Rn × Rn .
Theorem 1.1. If x solves P(A) then x belongs to E, H, L and W (A).
For sufficiency, consider the following sets obtained by strengthening those defined for necessary
conditions:
H ′ := {x ∈ X | I ′′(x; y) > 0 for all y ∈ Y − {0}},
L ′ := {x ∈ X | Lx˙x˙(x˜(t)) > 0 for all t ∈ T },
W (A; ) := {x0 ∈ X (A) | E(t, x, x˙ , u) ≥ 0 for all (t, x, x˙ , u) ∈ T × R3n
with (t, x, x˙ ) ∈ T1(x0; ) and (t, x, u) ∈ A}
where T1(x; ) := {(t, y, v) ∈ T0(x; ) × Rn : |x˙(t) − v| < }.
Theorem 1.2. Let x ∈ Xe(A) ∩ C1. Then x ∈ E ∩ H ′ ∩ L ′ ∩ W (A; ) for some  > 0 ⇒ x is a strict
strong minimum of P(A).
2. An auxiliary result
In this section we introduce the notion of a directionally convergent sequence in the class of all
absolutely continuous functions mapping T to Rn , together with an auxiliary result which plays a
fundamental role in the sufficiency theorem given in Section 3. For the proof of this result we refer
the reader to [4].
Denote by X ′ the class of all absolutely continuous functions mapping T to Rn , and define D(y) :=
ϕ(y(t0)) +
∫ t1
t0
ϕ(y˙(t))dt (y ∈ X ′) where ϕ(c) := (1 + |c|2)1/2 − 1 (c ∈ Rn).
Definition 2.1. Let x0 ∈ X ′, {xq} ⊂ X ′ with xq = x0 (q ∈ N). Then dq := (2D(xq − x0))1/2 > 0.
Let wq(t) := [1 + 12ϕ(x˙q(t) − x˙0(t))]1/2 and yq(t) := (xq(t) − x0(t))/dq (t ∈ T ). We say that {xq}
converges to x0 in the direction y0 if
(i) y0 has a square integrable derivative a.e. on T ;
(ii) lim D(xq − x0) = 0, lim wq(t) = 1 almost uniformly on T , and lim yq(t0) = y0(t0);
(iii) { y˙q/wq} converges weakly in L2(T ; Rn) to y˙0.
Lemma 2.2. Let x0 ∈ X ′, {xq} ⊂ X ′ with xq = x0 (q ∈ N), and suppose lim D(xq − x0) = 0. Then
there exist y0 and a subsequence of {xq} which converges to x0 in the direction y0. Moreover, if wq and
yq are as in Definition 2.1, then
a. lim
∫ t1
t0
(w2q(t) − 1)dt = 0.
b. lim ‖yq − y0‖0 = 0.
c. If fq, f : T → Rn are continuous functions such that fq(t) → f (t) uniformly on T , then
lim
q→∞
∫ t1
t0
〈 fq(t), y˙q(t)〉dt =
∫ t1
t0
〈 f (t), y˙0(t)〉dt.
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d. If S ⊂ T is measurable, wq(t) → 1 uniformly on S, Rq , R are quadratic forms with Rq measurable
and R continuous on S, Rq (t) → R(t) uniformly on S, and R(t) ≥ 0 (t ∈ S), then
lim inf
q→∞
∫
S
Rq(t; y˙q(t))dt ≥
∫
S
R(t; y˙0(t))dt.
3. A new sufficiency theorem
To state our sufficiency theorem let us define, for all h > 0,
G(A; h) := {x ∈ X (A) | E(t, x(t), x˙ (t), u) ≥ hϕ(u − x˙(t))
for all (t, u) ∈ T × Rn with (t, x(t), u) ∈ A}.
Theorem 3.1. Let x0 ∈ Xe(A) ∩ C1 and suppose L x˙ x˙ is uniformly continuous. If also
a. x0 ∈ E ∩ H ′ ∩ G(A; h) for some h > 0;
b. for any η > 0 there exists µ > 0 such that, for any x ∈ Xe(A) with ‖x − x0‖0 < µ,∣∣∣∣
∫ t1
t0
{E(t, x0(t), x˙0(t), x˙(t)) − E(t, x(t), x˙0(t), x˙(t))}dt
∣∣∣∣ < η,
then x0 is a strict strong minimum of P(A).
Proof. Let us, throughout the proof, modify the definition of X and replace it by the class of all absolutely
continuous functions mapping T to Rn . The space Y of admissible variations will be the space of all arcs
y ∈ X having square integrable derivatives on T and satisfying y(t0) = y(t1) = 0. Also, we shall work
with the strong norm on X , ‖x‖ := ‖x‖0. The theorem will follow if we prove the existence of ρ, δ > 0
such that, for all x ∈ Xe(A) with ‖x − x0‖ < ρ,
I (x) ≥ I (x0) + δD(x − x0). (1)
Observe first that, for all x ∈ X (A),
I (x) = I (x0) + I ′(x0; x − x0) + K (x0; x) + E∗(x0; x) (2)
where
E∗(x0; x) =
∫ t1
t0
E(t, x(t), x˙0(t), x˙ (t))dt,
K (x0; x) =
∫ t1
t0
{M(t, x(t)) + 〈x˙(t) − x˙0(t), N (t, x(t))〉}dt,
E is the Weierstrass excess function, and M and N are given by
M(t, y) := L(t, y, x˙0(t)) − L(x˜0(t)) − 〈y − x0(t), Lx (x˜0(t))〉,
N (t, y) := Lx˙(t, y, x˙0(t)) − Lx˙(x˜0(t)).
By Taylor’s theorem, there exists µ > 0 such that, for all (t, y) ∈ T0(x0;µ),
M(t, y) = 1
2
〈y − x0(t), P(t, y)(y − x0(t))〉, N (t, y) = Q(t, y)(y − x0(t)) (3)
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where
P(t, y) := 2
∫ 1
0
(1 − λ)Lxx(t, x0(t) + λ(y − x0(t)), x˙0(t))dλ,
Q(t, y) :=
∫ 1
0
Lx˙x(t, x0(t) + λ(y − x0(t)), x˙0(t))dλ.
Now, since x0 ∈ G(A; h), we have
G(x0; x) :=
∫ t1
t0
E(t, x0(t), x˙0(t), x˙ (t))dt ≥ h D(x − x0) (x ∈ Xe(A)). (4)
Also, by (3), we can choose α′ > 0 such that, for all x ∈ Xe(A) with ‖x − x0‖ < µ and t ∈ T ,
|M(t, x(t)) + 〈x˙(t) − x˙0(t), N (t, x(t))〉| ≤ α′|x(t) − x0(t)|(1 + |x˙(t) − x˙0(t)|2)1/2.
Setting α := max{α′, α′(t1 − t0)}, it follows that
|K (x0; x)| ≤ α‖x − x0‖[1 + D(x − x0)]. (5)
Moreover, for all q ∈ N, there exists 0 < δq < min{µ, 1/q} such that
‖x − x0‖ < δq ⇒ |E∗(x0; x) − G(x0; x)| < αq . (6)
Suppose now the conclusion of (1) is false. Then, for all q ∈ N, there exists xq ∈ Xe(A) such that
‖xq − x0‖ < δq , I (xq) − I (x0) < D(xq − x0)q . (7)
Our aim is to show that x0 ∈ H ′. Clearly xq = x0 (q ∈ N). By (2) and (4)–(6),
I (xq) − I (x0) = K (x0; xq) + E∗(x0; xq) ≥ −α‖xq − x0‖ + D(xq − x0)(h − α‖xq − x0‖) − αq
and so, by (7), D(xq − x0)(h − 1/q − α/q) < 2α/q (q ∈ N). Hence lim D(xq − x0) = 0. By
Lemma 2.2, there exist a subsequence (again denoted by {xq}) and y0 ∈ X such that {xq} converges to
x0 in the direction y0. We claim that y0 ∈ Y , I ′′(x0; y0) ≤ 0, and y0 ≡ 0.
To prove this, set dq := (2D(xq − x0))1/2 and yq(t) := (xq(t) − x0(t))/dq . In view of Lemma 2.2b
and the fact that yq(t0) = yq(t1) = 0 (q ∈ N), we have y0 ∈ Y . Now, by (3) and Lemma 2.2b, as
q → ∞, M(t, xq (t))/d2q converges to 12 〈y0(t), Lxx (x˜0(t))y0(t)〉 and N (t, xq(t))/dq to Lx˙x(x˜0(t))y0(t),
both uniformly on T . Together with Lemma 2.2c, this implies that
lim
q→∞
K (x0; xq)
d2q
= 1
2
∫ t1
t0
{〈y0(t), Lxx (x˜0(t))y0(t)〉 + 2〈 y˙0(t), Lx˙ x(x˜0(t))y0(t)〉}dt. (8)
On the other hand, by (2) and (7),
0 ≥ lim inf
q→∞
I (xq) − I (x0)
d2q
≥ lim
q→∞
K (x0; xq)
d2q
+ lim inf
q→∞
E∗(x0; xq)
d2q
(9)
and so the inequality I ′′(x0; y0) ≤ 0 will follow if we show that
lim inf
q→∞
E∗(x0; xq)
d2q
≥ 1
2
∫ t1
t0
〈 y˙0(t), Lx˙ x˙(x˜0(t))y˙0(t)〉dt. (10)
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To this end, let Γ ⊂ T be measurable and note that, by Taylor’s theorem (recall that L is defined on the
whole space T × Rn × Rn), there exists q0 ∈ N such that, for all q ≥ q0 and for almost all t ∈ Γ , we
have
1
d2q
E(t, xq (t), x˙0(t), x˙q(t)) = 12 〈 y˙q(t), Rq (t)y˙q(t)〉
where
Rq (t) := 2
∫ 1
0
(1 − λ)Lx˙ x˙(t, xq(t), x˙0(t) + λ[x˙q(t) − x˙0(t)])dλ.
Set
Sq(t) := 2
∫ 1
0
(1 − λ)Lx˙ x˙(t, x0(t), x˙0(t) + λ[x˙q(t) − x˙0(t)])dλ
and note again that, for q sufficiently large and for almost all t ∈ Γ ,
1
d2q
E(t, x0(t), x˙0(t), x˙q(t)) = 12 〈 y˙q(t), Sq(t)y˙q(t)〉.
Let β > 0. Since Lx˙ x˙ is uniformly continuous and xq(t) → x0(t) uniformly on T , there exists
q0 ∈ N such that, for all q ≥ q0 and for almost all t ∈ Γ , ‖Rq (t) − Sq(t)‖L ≤ β where
‖L‖L = sup{|Lx | : |x | ≤ 1} denotes the usual norm in the space of all linear operators L: Rn → Rn . By
the inequality of Schwarz, Lemma 2.2a, and noting that
∫ t1
t0
|y˙q(t)|2/w2q(t)dt = 1, we have∣∣∣∣
∫
Γ
〈 y˙q(t), (Rq (t) − Sq(t))y˙q(t)〉dt
∣∣∣∣ ≤ β
(∫
Γ
|y˙q(t)|2
w2q(t)
dt
∫
Γ
w2q(t)dt
)1/2
< βσ
for some σ > 0 (independent of β) and all q ≥ q0. Thus
lim inf
q→∞
∫
Γ
〈 y˙q(t), Rq (t)y˙q(t)〉dt = lim infq→∞
∫
Γ
〈 y˙q(t), Sq (t)y˙q(t)〉dt. (11)
Now, let S ⊂ T be measurable and suppose x˙q(t) → x˙0(t) uniformly on S. Clearly, lim Rq (t) = R(t) :=
Lx˙ x˙(x˜0(t)) uniformly on S. By (11), Lemma 2.2d, and the fact that x0 ∈ G(A; h),
lim inf
q→∞
E∗(x0; xq)
d2q
≥ 1
2
∫
S
〈R(t)y˙0(t), y˙0(t)〉dt.
Since S can be chosen to differ from T by a set of arbitrary small measure, this inequality holds when
S = T , and this establishes (10). It thus remains to prove that y0 ≡ 0. But, in view of (4), (9) and (11),
we have
0 ≥ lim
q→∞
K (x0; xq)
d2q
+ lim inf
q→∞
G(x0; xq)
d2q
≥ lim
q→∞
K (x0; xq)
d2q
+ h
2
.
By (8), the assumption y0 ≡ 0 contradicts the positivity of h. Hence x0 ∈ H ′ and the proof is
complete. 
As one readily verifies, if A is bounded with respect to x˙ , the condition of uniform continuity of Lx˙ x˙
is unnecessary and condition (b) of Theorem 3.1 is satisfied. Hence we obtain the following result.
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Corollary 3.2. Suppose x0 ∈ Xe(A)∩C1 and A is bounded with respect to x˙ . If x0 ∈ E ∩ H ′ ∩ G(A; h)
for some h > 0, then x0 is a strict strong minimum of P(A).
Note 3.3. Let us mention that the function ϕ is crucial in the proof of Lemma 2.2. Note that, in particular,
the function D plays a role similar to that of the square of a norm. However, results similar to the one
obtained in this paper might be derived by the use of other functions with similar properties. For example,
a sufficiency proof for the classical Theorem 1.2, without the use of fields, is derived by Bliss [1] by
considering the function ψ(c) = |c|2/(1 + |c|). The theory in this paper is confined to ϕ, but it would
be of interest to find general properties required by such nonnegative functions in order to obtain results
similar to that of Theorem 3.1.
4. Examples
Example 4.1. Minimize I (x) = ∫ 1−1{x˙2(t) + sin x(t) sin x˙(t)}dt subject to x(−1) = x(1) = 0.
Here L(t, x, x˙ ) = x˙2 + sin x sin x˙ , T = [−1, 1], ξ0 = ξ1 = 0, and A = T × R × R.
It is easy to see that Lx˙ x˙(t, x, x˙ ) = 2−sin x sin x˙ is uniformly continuous on A. Since x0 ≡ 0 satisfies
Euler’s equation d/dt (2x˙(t) + sin x(t) cos x˙(t)) = cos x(t) sin x˙(t), it belongs to E . Now,
E(t, x, x˙ , u) = u2 + sin x sin u − x˙2 − sin x sin x˙ − (u − x˙)(2x˙ + sin x cos x˙)
and so E(t, x0(t), x˙0(t), u) = u2. Hence x0 ∈ G(A; 1). Also, as one readily verifies, |E∗(x0; x) −
G(x0; x)| ≤
∫ 1
−1 | sin x(t)|dt and so condition (b) of Theorem 3.1 holds. Finally, since I ′′(x0; y) =
2
∫ 1
−1 y˙
2(t)dt , we have x0 ∈ H ′. By Theorem 3.1, x0 is a strict strong minimum of P(A).
Example 4.2. Minimize I (x) = ∫ 10 {x˙2(t) − 4x(t)x˙3(t) + 2t x˙4(t)}dt subject to x(0) = x(1) = 0 and
x˙(t) ∈ O (a.e. in [0, 1]) with O a bounded open subset of R containing the point 0.
Here L(t, x, x˙ ) = x˙2 − 4x x˙3 + 2t x˙4, T = [0, 1], ξ0 = ξ1 = 0, and A = T × R × O.
Euler’s equation d/dt (2x˙(t) − 12x(t)x˙2(t) + 8t x˙3(t)) = −4x˙3(t) is satisfied by the arc x0 ≡ 0 and
hence x0 ∈ E . Now, since
E(t, x, x˙ , u) = u2 − 4xu3 + 2tu4 + x˙2 − 8x x˙3 + 6t x˙4 − 2ux˙ + 12ux x˙2 − 8tux˙3,
we have E(t, x0(t), x˙0(t), u) = u2 + 2tu4, and so x0 ∈ G(A; 1). Moreover, I ′′(x0; y) = 2
∫ 1
0 y˙
2(t)dt
and so x0 ∈ H ′. By Corollary 3.2, x0 is a strict strong minimum of P(A). It should be noted that, for this
example, the above conclusion does not hold if A is unbounded with respect to x˙ (see [4]).
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