This paper focuses on the waveform design for a radar-embedded communication (REC) system which can achieve covert communication while improving the spectrum utilization. In order to solve the problem that the conventional embedded communication waveforms are not orthogonal, this paper proposes the orthogonal weighted-combining (OWC) strategy and the orthogonal dominant-projection (ODP) strategy. Furthermore, the OWC strategy can be broken into two strategies: constrained weighted-combining (CWC) strategy and improved weighted-combining (IWC) strategy. Theoretical analysis and simulation results have shown that these three strategies can dramatically improve communication reliability. Moreover, the performance of the strategies mentioned above has been assessed by the low probability of intercept (LPI) metric. Comparing to the traditional strategies, the IWC strategy shows better LPI performance while the CWC strategy and ODP strategy remain unchanged. Additionally, the ODP strategy can also reduce computational complexity and response delay, which is rather important in the REC system. Any of the three strategies can be selected in accordance with the needs of the application scenario.
Introduction
The expansion of users and the development of wireless devices have challenged the future military communication systems a lot. One challenge is that, with the increasing of wireless devices, spectrum resources become more and more shortage. In 2013, the US Defense Advanced Research Projects Agency (DARPA) set up a program named Shared Spectrum Access for Radar and Communications (SSPARC) [1] to develop spectrum-sharing technologies [2] [3] [4] between military radars and military communication systems, which is considered as an effective way of improving the spectrum utilization [5] . Radar-embedded communication (REC) [6] is a strong competitor amongst this program, it takes both the finite spectrum resource and the transmission security into consideration.
As shown in Figure 1 , the operational concept of REC consists of four primary aspects. Firstly, an area is illuminated by radar, which may be friend or foe. Secondly, the radio frequency (RF) tag/transponder processes the received signal and embeds communication signal into radar signal of the same time and the same frequency to cover up the communication signal with the radar signal. Thirdly, the cooperative receiver detects and recovers the covert information transmitted by the RF tag. Finally, there may be an intercept receiver. To achieve covert communication in this manner, Shannon Blunt et al. discussed some pertinent technical issues (here we list three typical issues as follows. Firstly, the embedded communication waveforms should be designed based upon the incident radar waveform. Secondly, the cooperative receiver should extract and recover the embedded communication signal properly. Thirdly, it is necessary to make a trade-off between covertness and communication reliability.) and proposed a feasible strategy in their early papers [7, 8] . Since eavesdroppers tend to concentrate more on the passband of radar spectrum, hiding the communication signal in the stopband seems to be a feasible solution (specifically, in the passband of radar spectrum, we make the communication signal as weak as possible. In the stopband, we make the communication signal sufficiently correlate with the radar signal.) to meet the target of REC. Compared with other spectrum sharing technologies (e.g., radar communication integration [9] ), this method can achieve covert communication while improving the spectrum utilization. Compared with other covert communication technologies (e.g., physical layer security [10] [11] [12] ), this method provides both low probability of detection (LPD) (the intercept receivers can easily ignore the communication signal. On the one hand, the energy of the communication signal can be much lower than that of the radar signal. On the other hand, the embedded communication signal hides in the stopband and possesses the similar spectrum characteristics with the radar signal.) and low probability of intercept (LPI) (even if the communication signal has been detected, the intercept receivers cannot extract the covert information without prior information.) performance. Therefore, REC has attracted the attention of many scholars and research institutions.
The Air Force Office of Scientific Research (AFOSR) and the Office of Naval Research (ONR) had planned to apply REC in engineering since 2009 [13] . A series of problems in engineering have been discussed by many scholars. The authors in [14] made in-depth research on the effect of multipath fading in the REC link. In order to offset the influence of multipath fading, the time reversal technique of REC was proposed in [15] , which can further improve the LPI performance. However, this technique requires an accurate estimation of the channel, which may be a little short for practice. In [16] , it was assumed that the radar waveform is known to the RF tag, then the estimation of the channel via coherent processing was proposed. In [17] , a two-stage Neyman Pearson detector was presented, which can ensure the reliability of detection at the cooperative receiver. To assess the performance of the REC system, performance characteristics and metrics were discussed in [18] .
To get a better balance between reliability and covertness, Domenico Ciuonzo et al. [19, 20] proposed a waveform design procedure based on multi-objective optimization. For the expansion of the application, Chaoyun Mai et al. [21] proposed a method for sparse frequency waveform design. Baoguo Li et al. [22] investigated more complex waveform design based on the spread spectrum. Shan He et al. [23] made a hybrid combination of water filling and spectral shaping. An approach based on continuous phase modulation (CPM) was introduced for REC in [24] , and characterization of range sidelobe modulation was discussed in [25] . In order to reduce complexity, Cenk Sahin et al. [26] proposed an alternative mathematical formulation, which decouples range and Doppler processing. Furthermore, some of the papers on radar communication integration are also applicable to REC, such as [9, 27] .
The design of REC waveform (i.e., the embedded communication) has always been the core technology in REC system. Traditional basic design strategies (although many scholars have tried to improve the REC waveform, there are only three basic design strategies, which are dominant-projection, weighted-combining and eigenvectors-as-waveforms. Eigenvectors-as-waveforms strategy is not covert, so we don't consider it here. This paper focuses on the basic design strategies, and the existing work on REC waveform is equally applicable to our proposed strategies.) are dominant-projection (DP) and weighted-combining (WC). However, these two strategies do not fully consider the orthogonality between different waveforms, and the REC waveforms designed by them cannot be completely orthogonal. This problem will affect the performance of communication transmission and reduce reliability. For duplex design, the transmission reliability of the waveform is very important, which would determine whether the REC link can be established and extended to the networking application. This paper observes this problem and proposes improved strategies. In different application scenarios, we recommend different waveform design strategies to improve communication reliability and ensure covertness.
Note that part of the work in this paper was described in our previous conference paper [28] . As an extended version, we add the following parts, which are also the main contributions of this paper.
•
We illustrate the design idea of REC specifically, and for the first time explain the reason why traditional methods convert the research target.
We analyze the orthogonality of WC and DP strategies. The existing conclusions on REC wavefroms are summarized in this paper.
We proposed the improved weighted-combining (IWC) strategy in the previous conference paper, which can improve the reliability and LPI performance simultaneously. Yet the IWC strategy does have a construction limit, and cannot generate a large number of different REC waveforms.
To solve this problem, we recommend the constrained weighted-combining (CWC) strategy as an alternative. Integrating the IWC strategy with the CWC strategy, we propose the orthogonal weighted-combining (OWC) strategy based on WC.
We propose the orthogonal dominant-projection (ODP) strategy on the basis of DP, which can ensure the orthogonality of REC waveforms and reduce the complexity as well. We can choose whether the ODP strategy or the OWC strategy according to practical needs.
In order to show the advantage of our technique, we compare the proposed strategies and traditional ones in terms of communication reliability and LPI performance.
The remainder of this paper is organized as follows. Section 2 presents the preliminaries and system model. In Section 3, we introduce the traditional schemes which include REC waveform design strategies, receiver designs and performance metrics. We also analyze the orthogonality of WC and DP strategies in this section. The proposed orthogonal waveform design strategies and performance comparison are shown in Section 4. Simulation results are presented in Section 5 and final conclusions are presented in Section 6.
Preliminaries and System Model

Preliminaries
A list of notations will be used throughout the paper as follows.
•
Lowercase and bold letters are used to denote vectors, i.e., s = [s 1 , s 2 , s 3 , . . . , s N M c ]. • Uppercase and bold letters are used to denote matrices, i.e., Q.
We also use the vectors to denote matrices, i.e., Q ND = [q 1 q 2 · · · q N M c −L ]. • C n stands for the space of n × 1 vectors with complex elements. • C m×n stands for the space of m × n matrices with complex elements. • N stands for natural numbers. • A H stands for the Hermit operator (conjugate transpose of matrix A). • A −1 stands for the inverse of matrix A. • A = diag (a 1 , a 2 , . . . , a n ) stands for a diagonal matrix composed of the diagonal elements a 1 , a 2 , . . . , a n . * denotes a convolution process.
System Model
Assuming that the cooperative receiver is radar, the REC system model is shown in Figure 2 . In the forward link, the radar signal is received by both the RF tag and radar target. In the backward link, the radar echo and the embedded REC signal return to radar. Specifically, we assume that the radar transmits linear frequency modulated (LFM) waveforms [29] and the signals are transmitted over an additive white Gaussian noise (AWGN) channel. Then the signal received by radar can be expressed as [22] r
where s(t) represents the signal transmitted by radar, p(t) represents the clutter, or ambient backscatter, h(t) represents the multipath channel response, and c k (t) represents the kth embedded REC signal.
α k is an attenuation constant, and n(t) is the environmental noise. The interaction between radar signal and clutter is modeled as a convolution of s(t) and p(t). Generally, we need to oversample (for higher design freedom, the RF tag and radar usually require more sampling points than the Nyquist sampling.) the received signals. We define that N is the number of sampling points which could satisfy the Nyquist criterion, and M c (for convenience, we take M c as a positive integer. ) is an oversampling factor, which means sampling at M c times of the Nyquist rate. Then the discrete oversampled radar signal can be denoted as the following vector s with the length of N M c [28] :
where s 1 , s 2 , . . . , s N M c are sampled data. Since the length of s is N M c , there are 2N M c − 1 possible shifts when calculating the convolution. Therefore, the discrete convolution s(t) * p(t) can be expressed as follows [28] :
where
is a Toeplitz matrix corresponding to s, p ∈ C 2N M c −1 is a clutter column vector. Although p can be used to control the power of the embedded REC signal, we do not need to consider it during the waveform design phase [8] .
The spectrum of LFM radar waveform is shown in Figure 3 . We can see that most of the spectral components are distributed in the passband, while only a small amount of the spectral components are distributed in the stopband. Corresponding to the matrix S b , we can use the eigenvectors and eigenvalues to characterize S b . The larger the eigenvalue, the more information the corresponding eigenvector can be carried, and the higher the similarity with the radar waveform would be, vice versa. Eigen-decomposition can be used to obtain the eigenvalues and eigenvectors of the square matrices. However, S b is not a square matrix. Therefore, we cannot perform eigen-decomposition on S b directly. Instead, we perform singular value decomposition on S b as follows:
where 
Here, the left singular value matrix Q is formed by standard orthogonal eigenvectors of S b S b H , and the right singular value matrix U is formed by standard orthogonal eigenvectors of S b H S b .
According to the physical meanings of singular value decomposition, left singular value matrix can be used to characterize the matrix [30] . Therefore, traditional methods perform eigen-decomposition on S b S b H to obtain the matrix Q [8] :
where Λ represents the diagonal matrix consisted of the N M c eigenvalues, Q = [q 1 q 2 · · · q N M c ] represents the unitary matrix composed of the associated eigenvectors, and q 1 , q 2 , · · · , q N M c are column vectors. We assume that the eigenvalues in Λ are in the order of increasing magnitude. The above theoretical analysis explains the reason why traditional methods convert the research target Figure 4 shows the eigenvalues of LFM radar signal at oversampling factors of M c = 2, M c = 4 and M c = 8 respectively. N equals to 100. Since the eigenvalues are arranged in the order of increasing magnitude, we can define the last L eigenvalues as the dominant region and the remaining N M c − L eigenvalues as the non-dominant region. Similarly, we can define the eigenvectors corresponding to the dominant region as dominant eigenvectors and the eigenvectors corresponding to the non-dominant region as non-dominant eigenvectors. The size of the dominant region is L (the value of L is variable, which could further improve the LPI performance. For convenience, we take L equal to N.), which is determined by RF tag and radar. L satisfies 1 ≤ L ≤ N M c − 1 and L ∈ N. Therefore, we can further express Equation (6) as follows [28] :
is a diagonal matrix corresponding to the non-dominant region. 
Traditional Waveform Design and Analysis
In this section, we introduce traditional waveform design strategies, receiver designs and performance metrics. Moreover, we analyze the orthogonality of WC and DP strategies.
REC Waveform Design Strategies
Based on the above system model, there are three basic strategies for designing REC waveforms. We define that K (K ∈ N and 1 ≤ K ≤ N M c − L) is the number of different REC waveforms, and c k ∈ C N M c (k = 1, 2, . . . , K) is the generated REC waveform.
(i) Eigenvectors-as-waveforms (EAW) strategy EAW strategy uses non-dominant eigenvectors as REC waveforms directly, such as [8] 
where q k ∈ C N M c is the column vector in Q ND .
(ii) WC strategy
As a trade-off, WC strategy weights each column vector in Q ND as follows [8] :
where b k ∈ C N M c −L is a different weight vector determined by RF tag and radar,
(iii) DP strategy DP strategy considers the non-dominant region as a whole and uses projection matrices to generate REC waveforms:
where P k ∈ C N M c ×NM c is the projection matrix, which is given by [8] . d k ∈ C N M c is a random column vector known only to RF tag and radar.
Receiver Designs
The embedded REC waveforms have similar characteristics to the radar waveform, which makes it difficult for the eavesdropper to intercept, but it also brings a challenge for the cooperative receiver. Consequently, to ensure good communication performance (e.g., communication reliability), the reasonable design of the receiver means a lot.
The existing REC receivers include the matched filter (MF) receiver [8] , the decorrelating-filter (DF) receiver [8] , and the diagonally loaded decorrelating (DLD) receiver [17] . The DLD receiver has been proved to be better than the other two receivers [22] , so this paper only introduces the DLD receiver.
DLD receiver constructs the decorrelating-filter as follows [22] :
where δ is the largest eigenvalue in the non-dominant region, w k ∈ C N M c is the result after decorrelating-filtering. The decision processing are as follows [22] :
wherek is the index of the REC waveform, r is the signal received by radar.
Performance Metrics
There are two main performance metrics of the REC system: reliability metric based on symbol error ratio (SER) and LPI metric based on normalized correlation.
(i) Reliability metric
In order to analyze communication reliability, we make comparisons for the SER of REC waveforms with different signal-to-interference ratio (SIR) and signal-to-noise ratio (SNR). SIR and SNR are defined as follows.
• SIR: the ratio of the REC signal power to the interference (in REC systems, radar echoes are considered as interference.) power. • SNR: the ratio of the REC signal power to the environmental noise power.
(ii) LPI metric
The intercepted signal can be processed as follows [13] :
where P eve ∈ C N M c ×NM c is the predicted projection matrix, which is given by [13] . r eve is the intercepted signal, and z is the result.
Then normalized correlation can be calculated as follows [13] :
where corr represents the normalized correlation. The smaller corr (0 ≤ corr ≤ 1) is, the better the LPI performance would be.
Analysis of Traditional Strategies
Before the analysis, we normalize the energy of the EAW, WC and DP waveforms as follows:
where c EAW ∈ C N M c , c WC ∈ C N M c and c DP ∈ C N M c represent the EAW, WC and DP waveforms generated according to the above strategies, respectively.
Orthogonality Analysis of WC
We take two different WC waveforms c WC x and c WC y into consideration. According to Equation (9), c WC x and c WC y can be expressed as follows:
and
where c WC x and c WC y are different WC waveforms, b x and b y are different weight vectors, b x1 , b x2 , · · · , b x(N M c −L) are the elements in b x , while b y1 , b y2 , · · · , b y(N M c −L) are the elements in b y .
x and y satisfy 1 ≤ x, y ≤ K and x, y ∈ N while x = y.
According to the properties of the unitary matrix, we can know as follows:
Combining Equations (16)- (19) , we can derive as follows:
where c H WC x c WC y = 0, when and only when b H x b y = 0. In other words, the orthogonality of WC depends on the weight vectors. However, no one has noticed this conclusion, and the weight vectors are randomly selected. Therefore, the conventional WC waveforms are not orthogonal. In the next section, we add the constraint that weight vectors are orthogonal to each other and propose CWC strategy as a method to design orthogonal REC waveforms.
Orthogonality Analysis of DP
The orthogonality of DP has been discussed in [19, 20] . Although DP references the idea of Schmidt orthogonalization [31] , DP waveforms are not completely orthogonal. In order to ensure weak correlation among different DP waveforms, the following constraint is added to DP [20] :
However, DP waveforms with this constraint are orthogonal only when the dominant region is sharply attenuated and the non-dominant eigenvalues are ideally equal. Neither of the two requirements can be achieved in engineering. Therefore, we need to find better methods to make the DP waveforms orthogonal.
Orthogonal Waveform Design and Performance Comparison
In this section, we propose improved strategies for WC and DP. Moreover, we compare the improved strategies with the traditional ones according to the reliability and LPI metrics mentioned above.
In order to facilitate the performance comparison below, we summarize the existing conclusions on REC waveforms as follows.
1. EAW tends to result in the lowest SER, but it is not covert. Therefore, we generally use WC and DP to construct REC waveforms. The performance of WC and DP are similar to each other. 2. Since eigen-decomposition is needed only once, WC has less computational intensity than DP.
As a result, we can use WC to get lower response delay. 3. DP considers the dominant region and the non-dominant region as a whole, which solves the problem that the RF tag does not match the cooperative receiver (e.g., the matrix S b ).
OWC Strategy
On the basis of the WC strategy, we propose an improved waveform design strategy which is called OWC strategy. As shown in Figure 5 , OWC can be summarized as the following steps. Step 1: According to the value of K, we choose the corresponding waveform design strategy. If K ≤ N M c −L 5
, we can proceed to Step 2 to Step 4 and then go to Step 8, otherwise, we should proceed to Step 5 to Step 8.
Step 2: We select column vectors that satisfy the following conditions randomly in Q ND to construct generator matrices. The specific process is as follows: Step 2.1: We determine the dimension of the generator matrix (viz., the number of column vectors selected from Q ND ). We define the number of column vectors as j (if j < 5, similar to EAW waveforms, the generated waveforms will exhibit peaks in the spectrum. Then the risk of exposure will increase). The j ∈ N satisfies jK ≤ N M c − L and j ≥ 5. Step 2.2: We select the column vectors according to the following conditions, and each waveform requires a corresponding generator matrix, denoted as Q Gk (k = 1, 2, . . . , K and Q Gk ∈ C N M c ×j ). The conditions are:
(1) In order to ensure orthogonality, each column vector can only be selected once. The same column vector cannot be used for two generator matrices. (2) In order to improve performance, every Q Gk should select non-dominant eigenvectors corresponding to the larger eigenvalues as many as possible.
Step 3: We generate a series of column vectors randomly, denoted as h k (k = 1, 2, . . . , K and h k ∈ C j ).
Step 4: We use Q Gk and h k to generate REC waveforms, which are called IWC waveforms. Then, we can go to Step 8.
Step 5: The RF tag and radar generate mutually orthogonal column vectors to form a vector library which is known only to themselves. Different N and M c are considered in the library.
Step 6: We select the column vectors from the vector library randomly, denoted as e k (k = 1, 2, . . . , K and e k ∈ C N M c −L ). Step 7: We use Q ND and e k to generate REC waveforms, which are called CWC waveforms. c k = Q ND · e k , k = 1, 2, . . . , K.
Step 8: To further improve the LPI performance, we regularly replace the column vectors that generate the waveforms. The specific process is as follows:
If IWC waveforms are generated, after an interval, steps 3 and 4 should be repeated. If we generate CWC waveforms, after an interval, steps 6 and 7 should be repeated. This interval is determined by RF tag and radar.
To better understand the OWC strategy, we provide an example. Assuming N = 100, M c = 2, L = 100, K = 4, we can get Q ND = [q 1 q 2 · · · q 100 ] and N M c −L 5 = 20. Since K < 20, which does not exceed the upper construction limit of IWC, we take the IWC waveforms as a priority. Therefore, we go to step 2 to step 4 and take j = 25 that satisfies the requirements in Step 2.1. Then, the generator matrices are as follows:
The generated IWC waveforms are as follows:
We prioritize generating IWC waveforms for the reason that IWC has better LPI performance. However, IWC has a construction limit and cannot satisfy the case where K > N M c −L 5 . To solve this problem, we propose CWC as an alternative. In this way, the complete OWC strategy can be formed. Moreover, since the eigen-decomposition is likewise required only once, OWC retains the advantage of WC (viz., low response delay). More detailed theoretical explanations will be shown below.
ODP Strategy
Inspired by the OWC strategy, we also propose an improved strategy for DP, which is called ODP strategy. Traditional DP strategy brings large amount of calculation, and its response delay is high. This may result in a problem: the REC waveforms can not be embedded into the radar echo on time. Once the REC waveforms are not masked in the radar echo, the risk of exposure would increase. Therefore, in the REC system, it is important to ensure low response delay.
In fact, we can make the waveforms orthogonal by mutually orthogonal column vectors, and thus multiple eigen-decompositions are not necessary. We consider the first projection matrix in Equation (10), which is given by [22] :
where P 1 ∈ C N M c ×NM c is the first projection matrix. Then ODP waveforms can be generated as follows:
where f k ∈ C N M c is the mutually orthogonal column vector known only to RF tag and radar.
In this way, we can not only ensure the orthogonality of the ODP waveforms, but also retain the advantage of DP (viz., robustness).
Comparison of Communication Reliability
Similar to Equation (15), we normalize the energy of the CWC, IWC and ODP waveforms as follows:
where c CWC ∈ C N M c , c IWC ∈ C N M c and c ODP ∈ C N M c represent the CWC, IWC and ODP waveforms generated according to the above strategies, respectively.
Reliability Analysis of CWC and IWC
Due to the properties of the unitary matrix, similar to Equations (16)- (20) , we can get the following conclusion:
where c CWC x ∈ C N M c and c CWC y ∈ C N M c are different CWC waveforms, e x and e y are different column vectors. Obviously, the CWC waveforms are orthogonal. According to the first condition in Step 2.2, we can use Equations (18) and (19) to prove Q H Gx Q Gy = O. Further conclusions are as follows:
where c IWC x ∈ C N M c and c IWC y ∈ C N M c are different IWC waveforms, h x and h y are different column vectors. In other words, the IWC waveforms are orthogonal. From Equations (29) and (30), we can see that the OWC strategy makes the orthogonal REC waveforms come true. Therefore, CWC and IWC have better communication reliability than WC. In addition, for IWC waveforms, the coefficient δ in Equation (11) is not optimal due to changes in the construction. As a result, the communication reliability of IWC cannot be optimized by the DLD receiver. CWC would have better communication reliability than IWC.
Reliability Analysis of ODP
Due to the properties of Hermitian, we can prove the following conclusion [18] :
According to Equations (18) and (19), we can prove the idempotent property of the projection matrix [18] :
Combining Equations (27), (31) and (32), we can derive as follows:
where c ODP x ∈ C N M c and c ODP y ∈ C N M c are different ODP waveforms, f x and f y are different column vectors.
Since f x and f y are mutually orthogonal, we can know f H x f y = 0. Substituting Equation (26) into Equation (33), we can further derive as follows:
Due to the properties of the dominant region, we can know Q D Q H D ≈ I N M c . We can get the conclusion as follows:
Moreover, according to Equations (31) and (32), we can prove that ODP waveforms satisfy the constraint in Equation (21) . ODP waveforms achieve the requirement that non-dominant eigenvectors are equal. Therefore, the orthogonality of ODP is stronger than that of DP. We can approximate that the ODP waveforms are orthogonal.
In other words, ODP has better communication reliability than DP. ODP needs only one eigen-decomposition, so it would have less computational complexity than DP.
Comparison of LPI Performance
The predicted projection matrix is given by [19] :
where l is the predicted size of the dominant region, P eve l ∈ C N M c ×NM c is the predicted projection matrix, and Q ND l = [q 1 q 2 · · · q N M c −l ] consists of N M c − l predicted non-dominant eigenvectors. l satisfies 1 ≤ l ≤ N M c − 1 and l ∈ N. We use the metric mentioned above to measure the LPI performance. As it is proved in [19] , the value of c H k P eve l c k . We define the value of R corresponding to WC, CWC, IWC, DP and ODP as R WC , R CWC , R IWC , R DP and R ODP , respectively. In addition, we assume that the elements in each column vector (viz., b k , d k , h k , e k and f k ) are identically distributed.
LPI Performance Analysis of CWC and IWC
R WC can be calculated as follows:
Substituting Equation (36) into Equation (37), we can further derive as follows:
According to Equation (9), c WC can be expressed as follows:
where b t1 , b t2 , · · · , b t(N M c −L) are the elements in the column vector b t . 1 ≤ t ≤ K and t ∈ N. From Equation (15), we can know c WC 2 = 1. From Equation (20), we can know c H WC c WC = b H t b t . Therefore, we can derive as follows:
Combining Equations (18), (19) and (38)-(40), we can get the following conclusion:
Compared with WC, CWC only adds some constraints. Therefore, the derivation of R CWC is the same as R WC . R CWC can be expressed the same as Equation (41).
R IWC can be calculated as follows. Firstly, according to Equation (22), c IWC can be expressed as follows:
where h t1 , h t2 , · · · , h tj are the elements in the column vector h t , q t1 , q t2 , · · · , q tj are column vectors in Q Gt . Similar to Equation (20), we can derive c H IWC c IWC = h H t h t . From Equation (28), we can know c IWC 2 = 1. Then further conclusion can be obtained as follows:
R IWC would change if we select different generator matrices. By adjusting the generator matrix, we can make the value of R IWC much smaller than that of R WC . In order to compare the LPI performance intuitively, we consider the typical IWC waveform similar to c 4 in Equation (25) . Obviously, R IWC possesses an expression similar to Equation (38). Combining Equations (18), (19) , (42) and (43), we can derive as follows:
Since the elements in b t are identically distributed, we can derive as follows:
If we take the expectation at both sides of Equation (40), we can write
Due to the properties of expectation, Equation (46) can be rewritten as
Combining Equations (45) and (47), further conclusions are as follows
Similar to Equations (45)-(48), we can get the following conclusion:
According to Equation (48), if we take the expectation at both sides of Equation (41), we can derive as follows:
Similarly, E [R IWC ] can be calculated as
Generally, K > 1, and it is easy to prove
In other words, IWC can achieve better LPI performance than WC, and the LPI performance of CWC is the same as that of WC. Moreover, IWC adds more variables (viz., the number of column vectors and different combinations of column vectors), and thus it is more difficult to intercept without prior knowledge.
LPI Performance Analysis of ODP
According to Equations (26) and (27), c ODP can be expressed as follows:
Similar to Equation (38), R ODP can be expressed as follows:
Combining Equations (18) , (19) , (53) and (54), R ODP can be rewritten as follows:
From Equation (28), we can know c ODP 2 = 1. We can use Equation (33) to prove
Note that different DP waveforms correspond with different non-dominant eigenvectors [8] , R DP cannot be expressed accurately. To compare the LPI performance intuitively, we assume that the non-dominant eigenvalues are equal. According to Equation (10), c DP can be expressed as follows:
Similar to Equations (54) and (55), R DP can be expressed as follows:
Similar to Equation (56), we can prove
From Equations (55), (56), (58) and (59), we can see R ODP and R DP have similar expression and constraint.
Furthermore, we define L in Equations (55) and (56) as L ODP , and L in Equations (58) and (59) as L DP . If L ODP = L DP + 1 − t, R ODP and R DP will have the same expression and constraint, and their LPI performance will be the same.
Actually, K always satisfies L K. From the definition of t, we know t ≤ K. As a result, we can know L t. When L ODP = L DP + 1 − t, we can derive L ODP ≈ L DP . In addition, the slight change of the dominant region would not affect the performance a lot. Therefore, we can derive that the LPI performance of ODP and DP are similar to each other.
Simulation Results
In this section, we make several simulations to demonstrate the performance of our strategies. We assume that the radar transmits a length N nominally-sampled LFM waveform which is oversampled by an oversampling factor M c . The LFM waveform is modeled by the mathematical function for the P3 code [13] , and its sampled version is s n = e j π N ( n Mc ) 2 , n = 1, 2, . . . , N M c . The clutter and environmental noise are modeled as white Gaussian. We assume that the elements in each column vector (viz., b k , d k , h k , e k and f k ) are identically distributed. The parameters are: N = 100, M c = 2, L = 100, K = 4.
In Figures 6-8 , we check the spectrums of five strategies. As shown in Figure 6 , EAW has explicit peaks in the spectrum, and thus it is not covert. As a result, we will no longer consider it in other simulations. WC, DP, CWC, IWC and ODP do not have obvious peaks and are similar to the radar waveform in the stopband. CWC is a special case of WC, and the spectrum of CWC is similar to that of WC as Figure 7a . Besides, as shown in Figures 7b and 8b , the spectrums of DP and ODP are similar. Since only a part of non-dominant eigenvectors are selected, the difference between IWC and radar waveform is greater than that of ODP and radar waveform. However, we can see from Figure 8a that IWC is still under the mask of radar waveform. These simulations have shown that WC, DP, CWC, IWC and ODP all possess the LPD performance. Figure 9 shows the reliability comparison between the traditional strategies and the proposed. We consider the typical IWC waveforms mentioned in Equations (24) and (25) as an example. A DLD receiver is used, and the SIR is set to −25 dB and −30 dB. When SIR is −25 dB, CWC outperforms WC with 3.5 dB at SER of 10 −4 while IWC outperforms WC with 1.5dB. This trend is more pronounced when SIR is decreased. In the SIR of −30 dB, CWC outperforms WC with 16 dB at SER of 10 −4 while IWC outperforms WC with 10 dB. ODP also remarkably improves reliability on the basis of DP. At SIR −25 dB, ODP outperforms DP with 1.5 dB at SER of 10 −4 . In the SIR of −30 dB, ODP outperforms DP with 6 dB at SER of 10 −4 . These gains are attributed to the orthogonal waveform designs. The ODP waveforms are approximately orthogonal, and thus the reliability of ODP is worse than that of CWC and IWC. In addition, the DLD receiver is not optimal for IWC, so the reliability of IWC is worse than that of CWC. These simulations have shown that CWC, IWC and ODP strongly improve the communication reliability.
The comparison of LPI performance is shown in Figure 10 . The IWC waveforms are the same as the above, and SNR is set to −5 dB. We make comparisons between these five strategies when the SIR is −25 dB and −35 dB. By comparing the envelope area, we can come to conclusions as follows. IWC has the smallest envelope area, and thus its LPI performance is the best. Since the envelope area of CWC and WC are similar, CWC does not decrease LPI performance when comparing to WC. Similarly, compared with DP, ODP does not decrease its LPI performance. 
Conclusions
This paper elaborates on the idea of REC and analyzes the traditional waveform design strategies. In order to solve the problem that the conventional REC waveforms are not orthogonal, the OWC and ODP strategies are proposed. The OWC strategy can be divided into two parts: CWC strategy and IWC strategy. Theoretical analysis and simulation results have shown that the proposed strategies have advantages of communication reliability and LPI performance. Specifically, the CWC strategy has the best communication reliability while the LPI performance is unchanged. The IWC strategy has the best LPI performance while the reliability is increased. The ODP strategy increases reliability while the computational complexity is reduced. In conclusion, if the application scenario requires high communication reliability, we can choose the CWC strategy. If the application scenario requires high communication covertness, we can choose the IWC strategy. In addition, if the RF tag and the cooperative receiver do not match with each other in the application scenario, the ODP strategy can be considered.
We will focus on the duplex design and networking application in future research. Additionally, the synchronization problem and the establishment of a multi-user REC link need to be considered as well. 
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