Spectral analysis of operator-functions which are the symbols of the abstract integrodifferential equations of the Gurtin-Pipkin is provided. These equations represent abstract wave equations disturbed by terms involving Volterra operators. Correct solvability in the Sobolev space W 2 2 ((0, T ), A 2 ), for arbitrary T > 0, of that abstract integrodifferential equations is also studied.
Introduction
The paper is concerned with integrodifferential equations with unbounded operator coefficients in a Hilbert space. The main part (d 2 u/dt 2 +A 2 u) of the equation under consideration is an abstract hyperbolic-type equation disturbed by terms involving Volterra operators. These equations can be looked upon as an abstract form of the Gurtin-Pipkin equation describing thermal phenomena and heat transfer in materials with memory or wave propagation in viscoelastic media. A complete analysis and abundant examples of such equations in Banach and Hilbert spaces can be found in [1, 2, 3, 8, 9, 10, 11, 23] .
Consider the following class of second-order abstract models . This type of equations appear in various branches of mechanics and physics, for instance, in heat transfer with finite propagation speed [4] , theory of viscoelastic media [2] , kinetic theory of gases [5] , and thermal systems with memory [24] . In this paper we restrict ourselves to two results: correct solvability of the initial value problem (1.1)-(1.2) in the Sobolev space W which is the symbol of integrodifferential equation (1.1). The main goal of this paper is to study the location of spectrum of the operator-valued function L(λ) in the case when θ ∈ [0, 1]. Spectral analysis of integrodifferential equation (1.1) , in the case θ = 1, was carried out in detail in the works [19, 21, 22, 29, 20] . The presence of a parameter θ ∈ [0, 1) changes significantly the structure of the spectrum of the operator-valued function L(λ) (see sections 4.3, 4.4 and figures, given at the end of section 4.4). It is pertinent to mention that the equation (1.1) has been studied by many authors (see, for example, the monograph [1] and the bibliography given in it; see also works [19, 20, 21, 22, 29, 12, 13, 14] and the bibliography given in it). Results related to asymptotic behavior of solutions for systems with memory, for different θ ∈ [0, 1], were extensively studied in recent years (see [3, 12, 13, 14] and the references given therein). In [12] , for instance, Muñoz Rivera and co-authors showed that the solutions for system (1.1)-(1.2) with θ ∈ [0, 1) decay polynomially as t → +∞, even if the kernel K(t) decays exponentially. In [3] , assuming the exponential decay of kernel K(t) and θ = 1 Fabrizio and Lazzari proved the exponential decay of the solutions for system (1.1)-(1.2). In [13] , for the case θ = 0, Muñoz Rivera and co-authors showed that for the ionized atmosphere the dissipation produced by the conductivity kernel alone is not enough to produce an exponential decay of the solution of an integrodifferential equation. In [14] , for the case θ = 1, Muñoz Rivera and Maria Naso proved that the solution of model (1.1)-(1.2) decays exponentially to zero if so does the kernel K(t).
In the section 4.2 is given a theorem including the distribution of spectrum of the operator-valued function L(λ) on the left half-plane. From here the question about the stability of solutions of abstract integro-differential equations of the form (1.1) when θ ∈ [0, 1] naturally arises. In this direction, there are several results related to asymptotic behavior of solutions for systems with memory, for different θ ∈ [0, 1] (see [3, 12, 13, 14] and the references given therein). We note, however, that in the papers known to us, when θ ∈ [0, 1], and, in particular, in the works [12, 13, 14] spectral analysis of the symbol L(λ) of equation (1.1) was not carry out. The results of this paper, therefore, are a natural development of the results of the works [19, 20, 21, 22, 29] , in which spectral analysis was carried out in the case θ = 1. The information about the spectra of operator-valued function L(λ) plays an important role in the analysis of behaviour of solutions of above mentioned equations. On this way it is possible to say wether or not the solutions will be decay exponentially. In the sections 3.2 and 4.5 we formulate such results with explanations. Moreover, in the paper [22] , when θ = 1, was obtained the representation of solutions of the initial value problem (1.1)-(1.2) as series of exponential functions corresponding to spectrum of operatorvalued function L(λ). The formulation of similar results for an arbitrary θ ∈ [0, 1] was presented in the recent work [16] . In the monograph [1] was proposed a semigroup approach in the researching initial value problem (1.1)-(1.2). To our mind the key moment in the studing of this generators is spectral analysis of their spectra and behaviour of its resolvents. We consider that the results presented in the present paper are an important step in this direction because of the spectra of these generators coincides with the spectra of operator-valued function L(λ).
The paper is divided into five sections. In the first section a brief introduction to the subject is carry out. Other works in the cases θ = 0, θ = 1 and θ ∈ (0, 1) are also mentioned. The main results on the correct solvability and spectral analysis of integro-differential equation (1.1) in the case θ ∈ [0, 1] are formulated in the second and the third paragraph, respectively. The two theorems in the second paragraph are related with correct solvability in the Sobolev space. The first of them was proved in our work [27] . The second is proved in this present paper. The first result in the third paragraph is on the structure of the spectrum in the case when the kernel K(t) belongs to the Sobolev space W 1 1 (R + ), while the second result corresponds to the case when the kernel K(t) belongs to the space L 1 (R + ), but do not belong W 1 1 (R + ). A complete analysis on the structure of the spectrum of the operator-valued function L(λ) in the case when
is provided in the section 4.5. The proof of the main results is given in the fourth section. The fifth section contains the proof of auxiliary assertions and lemmas.
Correct solvability
Let H be a separable Hilbert space and let A be a self-adjoint positive operator in H with compact inverse. We denote by {e n } ∞ n=1 the orthonormal basis formed by the eigenvectors of A corresponding to its eigenvalues a n such that Ae n = a n e n , n ∈ N. The eigenvalues a n are arranged in increasing order and counted according to multiplicity; i. e,
where a n → +∞ as n → +∞.
Let us consider the system (1.1)-(1.2) on the semi-axis R + = (0, +∞). It is assumed that the vector-valued function A 2−θ f (t) belongs to L 2,γ (R + , H) for some γ ≥ 0, where
The scalar function K(t) admits the representation
If a) and b) are both satisfied, then the kernel K belongs to Sobolev space
2 ) the Sobolev space consisting of vector-functions on the semi-axis R + = (0, +∞) with values in H; this space will be equipped with the norm
For a complete description of the space W 
2 ) satisfies the equation (1.1) almost everywhere on the semi-axis R + and u also satisfies the initial condition (1.2).
The following result was proved in the work [27] . Theorem 2.1. Suppose that, for all θ ∈ [0, 1] and for some ρ 0 ≥ 0, A 2−θ f (t) belongs to L 2,ρ 0 (R + , H).
1) If conditions a) and b) both hold, and ϕ 0 ∈ H 2 , ϕ 1 ∈ H 1 for all θ ∈ [0, 1] then there is a ρ > ρ 0 such that for any γ > ρ, the initial value problem (1.1)-(1.2) has a unique solution in the Sobolev space W 2 2,γ (R + , A 2 ) and this solution satisfies the estimate
where the constant d is independent of the vector-valued function f and the vectors ϕ 0 , ϕ 1 .
2) If condition a) is satisfied, but condition b) does not hold (i.e., K(t) / ∈ W 1 1 (R + )) and ϕ 0 ∈ H 2+θ , ϕ 1 ∈ H 1+θ for all θ ∈ (0, 1] then there is a ρ > ρ 0 such that for any γ > ρ the initial value problem (1.1)-(1.2) has a unique solution in Sobolev space W 2 2,γ (R + , A 2 ) and this solution satisfies the estimate
Consider the operator-valued function
which is the symbol of integrodifferential equation (1.1), where
is the Laplace transform of the kernel K(t), the operator I is the unit operator acting in a separable Hilbert space H.
Let us consider the restriction of the operator-valued function L(λ) on a one-dimensional subspace spanned by a vector e n :
In what follows it is assumed that the following condition is satisfied
3)
The condition (3.3) means that the elements of the sequence {γ k } ∞ k=1 , can not approach each other too quickly.
3.1. Theorem on the location of spectrum of operator-valued functions Definition 3.1. By the resolvent set R(λ) of operator-valued function L(λ) it is understood as the set of all values λ ∈ C, for which the operator-valued function L −1 (λ) exists and it is bounded. The complement of set R(λ) in the complex plane, i. e., σ(L) = {C \ R(λ)}, is called the spectrum of the operator-valued function L(λ).
is satisfied. Then the spectrum of operator-valued function L(λ) is contained in the left half-plane {λ ∈ C : Re λ < 0}. 3.2. Theorem on the structure of spectra in the case when the kernel K(t) belongs to the Sobolev space
Suppose that the following conditions (3.3), a), b) and a 1 ≥ 1 hold. Then, for each fixed n ∈ N, the set of zeros of meromorphic function ℓ n (λ) is the union of a countable set of real zeros {λ n,k (θ)|n, k ∈ N} satisfying the inequalities
and also pairs of zeros λ ± n (θ), which, for a sufficiently large n ∈ N, are non-real, complex-conjugate λ + n (θ) = λ − n (θ) and asymptotically represented in the form
n , a n → +∞. n,k=1 of meromorphic function ℓ n (λ), i. e., the spectrum σ(L) is represented by
It is observed that if the conditions of theorem 3.2 are satisfied, then in the case when θ ∈ [0, 1) the non-real parts of complex-conjugate roots λ ± n (θ), when n → +∞, asymptotically approach the imaginary axis (see figure 1 ). In the case θ = 1, the non-real parts of complex conjugate roots λ ± n (θ), when n → +∞, asymptotically approach a line parallel to the imaginary axis (for more details, see the works [19, 21, 22] and chapter 3 of monograph [29] ). Thus, when θ ∈ [0, 1), the non-real spectrum of the operator-valued function L(λ) is close to the spectrum of the abstract wave equation (when K(t) ≡ 0).
The structure of the real spectrum σ R when θ ∈ [0, 1) also differs from the case θ = 1, since when θ = 1 the real zeros λ n,k (θ) tend to real zeros x k of function [19, 20, 22] for more details). 
where the constants A > 0, B > 0, 0 < α ≤ 1, α + β > 1, and, when k → +∞, the sequences
Remark 3.4. If the following relation holds
then for β > 1/2 the condition (3.3) is satisfied.
Remark 3.5. It is noticed that if the Condition 1 is fulfilled, the kernel K(t) have a singularity at t = 0, because
The following theorem represents the asymptotics of a pair of complex-conjugate zeros λ ± n , λ + n = λ − n in the case when the condition b) is not satisfied.
Theorem 3.3. Suppose that β > 1/2, a 1 ≥ 1, Condition 1 and a) are satisfied. Then, for each fixed n ∈ N, the set of zeros of a meromorphic function ℓ n (λ) is the union of a countable set of real zeros satisfying the inequalities (3.4) with a pairs of zeros λ ± n (θ, r), which, for a sufficiently large n ∈ N, are non-real, complex-conjugate λ + n (θ, r) = λ − n (θ, r) and asymptotically represented, when a n → +∞, in the following form
where n 1 (θ, r) := r + 2 1 2 − θ , n 2 (θ, r) := min{2(1 − θ), 2r + 3 − 4θ}, the parameter r := α+β−1 β , α and β are such that α ∈ (0, 1], α + β > 1, the constants A > 0, B > 0 and constants D 1 , D 2 are defined as follows
. 
Remark 3.6. The case θ = 1 was studied in detail in [19, 21, 22] , as well as in monograph [29, chap. 3] . For θ = 1, the proposed theorem 3.3 becomes theorem 3 of the paper [19] .
Proof of the main results

Proof of theorem 2.2
We carry out the proof of the mentioned theorem at first for zero initial conditions u(+0) = ϕ 0 = 0,
We extend the function f (t), given on the segment [0, T ], as zero function on the semiaxis (T, +∞). Let us denote the extension of the function f (t) by f (t):
Then the function f (t) will satisfy the conditions of the theorem 2.1 with the vector-valued function
and the inequality holds
Further, according to the theorem 2.1, for the function f (t) there exists a unique solution u(t), which belongs to the Sobolev space W 2 2,γ (R + , A 2 ), for γ >ρ > 0, and satisfying the estimate
It is not difficult to note that the following chain of inequalities holds:
Combining the inequalities (4.1), (4.2) and (4.3) we arrive at the desired inequality
Let us consider the case of non-zero initial conditions ϕ 0 and ϕ 1 . As in the proof of the theorem 2.1 we seek the solution of the initial value problem (1.1)-(1.2) in the form
Then for the function ω(t) we obtain the following initial value problem:
where f 1 (t) = f (t) + h(t) and
First, this assertion will be proven when the condition 1) of theorem 2.1 is satisfied, i. e., in the case when the series can be represented in the form
where ω 1 (t) is the solution of the problem corresponding to the right-hand side of h(t), while ω 2 (t) is the solution of the problem corresponding to the right-hand side of f (t). The estimate of function ω 2 (t) = u(t) already was obtained in (4.4). We now estimate the function ω 1 (t). We note that in the proof of the theorem 2.1 in the case when the condition 1) is satisfied the following inequality was established
From the inequality (4.9) and according to the proof of the theorem 2.1 the following estimate is valid 3)) for function ω 1 (t) the estimate is satisfied
Therefore, from the estimates (4.10) and (4.11) we obtain the required inequality
Consequently, from the representation (4.8) and inequalities (4.4), (4.12) with u(t) = ω 2 (t) we obtain the estimate
To complete the proof, we give an estimate of the vector function
From the inequalities (4.14) and (4.15) the following estimate follows
On the basis of inequalities (4.13), (4.16) and representation (4.5) the required estimate is obtained
where the positive constant D(T ) is independent of the vector function f and vectors ϕ 0 , ϕ 1 . Consider the case when the series ∞ k=1 c k is divergent, i. e., when the condition b) is not satisfied, but
Repeating the reasoning of the part 1) of theorem 2.2 we can estimate the function ω 2 (t):
For the vector-function v(t) the estimate (4.16) is valid. To obtain the estimate of function w 1 it is necessary the proof of the following lemma:
Lemma 4.1. Under the assumptions that the series
is convergent, the following estimate is true
Proof. The following chain of inequalities is quickly verified
To prove the lemma 4.1 we need the following easily verifiable proposition. , γ k → +∞ (k → +∞) and on the operator A the following inequalities hold
The inequalities (4.20) and (4.21) follow on from the inequalities
and from the representation of operator A:
where {e n } ∞ n=1 is the orthonormal basis of eigenvectors of the operator A: Ae n = a n e n . By the proposition 4.1 and the convergence of series
each of the six terms in (4.19) can be estimated. Consequently, the estimate (4.18) can be obtained.
Let us estimate the first of the six terms on the right-hand side of (4.19):
The second term on the right-hand side of inequality (4.19) is estimated as follows:
The remaining terms on the right-hand side of the inequality (4.19) are estimated in a similar way. Indeed
Thus, combining the estimates of six terms of the inequalities (4.19) we obtain the desired inequality (4.18). Now, from lemma 4.1 and arguments similar to the point 1) of theorem 2.2 the following estimate is obtained
Consequently, on the basis of estimates (4.16), (4.17) and (4.22) the required estimate is established
where the positive constant d(T ) is independent of the vector function f and vectors ϕ 0 , ϕ 1 .
Proof of theorems on the location of spectra of operator-valued functions on the left half-plane
Proof of Theorem 3.1. The function ϕ(λ) = λ 2 + a 2 n , where λ = x + iy, maps the upper right quadrant φ π/2 =: {λ ∈ C : 0 < arg λ < π/2}
into the upper half-plane Im λ > 0. In turn, the function
maps the angle φ π/2 into the lower half-plane Im λ < 0. Therefore, the equation ϕ(λ) = ψ(λ), which is equivalent to the equation ℓ n (λ) = 0, has no solutions inside the angle φ π/2 . Since the function ℓ n (λ) has real coefficients, then their non-real zeros are complex conjugate zeros. Thus, the equation ℓ n (λ) = 0 has no zeros inside the lower right quadrant φ −π/2 =: {λ ∈ C : −π/2 < arg λ < 0}.
Location of the spectrum of the operator-valued function L(λ) on the left half-plane
It is also clear that when a
, the equation ϕ(x) = ψ(x) has no solutions, lying on the semiaxis (0, +∞) (see the figure A) . Therefore, the equation ϕ(λ) = ψ(λ) has no solutions for such λ that Re λ > 0.
On the other hand, if
is satisfied, then in the right half-plane there is at least one real zero of a meromorphic function ℓ n (λ) (see the figure below B). 
. . . λ n,k λ n,2 λ n,1
In the case when
on the right half-plane there is N 0 real zeros of a meromorphic function ℓ n (λ). In fact, from equality
From that we have
. Consequently, in the right half-plane there is N 0 eigenvalues of the operator-valued function
and the initial value problem (1.1)-(1.2) will be unstable. Note that on the imaginary axis and at the origin, the coordinate (0, 0) of complex plane C there are no points of the spectrum σ(L) of operator-valued functions L(λ). Indeed, for y = 0 and x = 0 the following relation is valid
For x = y = 0 and on the basis of a 1 ≥ 1 and a
the following equality is valid
The Theorem 3.1 is proved.
In what follows will be used the following assertions. We provide here a variant of the Schwarz lemma, which is known as the Schwarz-Pick lemma (see [25, Chap. 4 ] for more details).
Lemma (Schwarz-Pick [25] ). Let f be a holomorphic self-map of the unit disc D. Then for every pair of points p, q ∈ D we have
and for all z ∈ D,
There is equality for all pairs of points if and only if f is a conformal automorphism of D.
An analogous statement on the upper half-plane C + can be made as follows: Corollary. Let f be a holomorphic self-map of C + . Then for every pair of points p, q ∈ C + the following estimate is hold
and for all z ∈ C + ,
Theorem (Denjoy-Wolff [25, 26] ). Let f be an analytic function which maps the upper half-plane C + into itself and, suppose that f is not an elliptic fractional-linear transformation. Then there exists a unique point w ∈ C + ∪ {∞} such that the iterates f * n converge to w uniformly on compact subsets of C + , the angular limit lim Proof of lemma 4.2. We consider a regular branch ϕ of square root, which maps the lower half-plane C − into the second quadrant. Then the equation
which is equivalent to the equation
i. e., λ = g(λ) := a n −1 + 1
Therefore, by the corollary of Schwarz-Pick lemma and Denjoy-Wolff theorem, the equation λ = g(λ) has at most one solution in the upper half-plane C + .
Proof of theorem on the structure of spectrum when
Proof of the theorem 3.2. To prove the formulated theorem it will be provided a series of auxiliary lemmas on the distribution of zeros of meromorphic function ℓ n (λ) in the case when kernel K(t) is written as the sum of a finite number of exponential functions. Let us consider the function
This result is of interest, since if the conditions a) and b) both are satisfied, the asymptotics of zeros of meromorphic function ℓ n can be obtained from the asymptotics of the zeros of the function ℓ n,N by the passage to the limit when N → +∞.
Lemma 4.3. Let us consider the meromorphic function (4.23).
Then the zeros of the function ℓ n,N can be written as a set of real zeros {λ n,k (θ, N)|k = 1, . . . , N} for which the following inequalities are satisfied 24) and such that lim n→+∞ λ n,k (θ, N) = −γ k , where x n,k (θ, N) are the real zeros of the function
The zeros of the function ℓ n,N can also be written, for a sufficiently large a n , as a pair of complex conjugate zeros λ N) , which are asymptotically represented in the form Proof of Lemma 4.3. It will be proved that the complex zeros of a meromorphic function ℓ n,N (λ) are asymptotically represented in the form λ ± n (θ, N) = τ n a n ± ia n , n ∈ N, for a n → +∞, where τ n is a bounded numerical sequence. For this purpose, it is suffices to prove that the asymptotic representation λ + n (θ, N) satisfies the equation
). It follows that
We denote by
Then the equation (4.27) can be rewritten in the form τ n = h n (τ n ). Hence, we get that number τ n is a fixed point of the mapp τ → h n (τ ) when n → +∞. Consequently, it suffices to prove that, when n → +∞, the mapp τ → h n (τ ) is a contraction mapp. Thus, the desired solution τ n will be found as the limit of the sequence τ k n , when k → +∞, where τ
Consider the following set ϕ π−δ = {λ ∈ C : | arg λ| < π − δ, δ > 0}. Suppose that, for all z n ∈ ϕ π−δ , for |z n | → +∞, the relations |z n K ′ N (z n )| → 0 and | K N (z n )| → 0 are satisfied. Then the mapp τ → h n (τ ) is a contraction mapp when a n → +∞. Indeed, this assertion follows from the estimate
. Proof of the hypothesis in the remark 4.2 is given at the end of this paper.
Using the Taylor polynomial expansion in powers of τ n we immediately obtain
It follows that
Thus, for a bounded numerical sequence τ n the following asymptotic formula is valid:
Now, by the equation (4.28) the following asymptotic formula will be obtained
, a n → +∞.
Indeed,
Hence, from (4.28) we obtain
Thus, substituting τ n in λ ± n (θ, N) = τ n a n ± ia n , n ∈ N, for a n → +∞, we obtain the following asymptotic representation
Graphical construction shows us that the real zeros {λ n,k (θ, N)} N k=1 of function ℓ n,N (λ) satisfy the inequalities
where x n,k (θ, N) are the real zeros of the function f n,
The real roots of the equation
are sought in the form
Then, substituting these roots in equation (4.30) we obtain
Note that, for a sufficiently large a n , the second term on the left-hand side of (4.32) is a bounded quantity. In fact, for any arbitrarily small δ > 0 there is a N, from which the following estimate is valid
It is not difficult to see that the following chain of inequalities holds.
. We note that, for a n → +∞, the boundedness of the second term on the left-hand side of (4.32) is obtained. Therefore, the asymptotic representation (4.31) is true. Thus, lim n→+∞ λ n,k (θ, N) = −γ k , for all k = 1, 2, . . . , N. Lemma 4.3 is proved.
Proof of Lemma 4.4. Consider the family of equations
depending on the parameter N ∈ N for a fixed value a n , where x(N), λ(N) ∈ C for any N. In addition, we consider the equation 
the function f (x) is a decreasing function on the set R and f (x) → +∞ when x → −γ k , k = 1, 2, . . . , N. Consequently, the equation (4.33) has N real zeroes and two complex conjugate roots. The equation (4.34) has N real zeroes. In turn, the equation (4.35) has an infinite sequence of real roots.
For any fixed value of the parameter N ∈ N let us denote by λ n,k (θ, N), k = 1, 2, . . . , N, and λ ± n (θ, N) = α(θ, N) ± iβ(θ, N), α(θ, N), β(θ, N) ∈ R, respectively, the real and complexconjugate roots of equation (4.33) . Similarly, for any fixed value of the parameter N ∈ N, we denote by x n,k (θ, N), k = 1, 2, . . . , N the real roots of the equation (4.34). In turn, by λ n,k (θ), k = 1, 2, . . . , N and λ ± n (θ) = α 0 (θ) ± iβ 0 (θ), α 0 (θ), β 0 (θ) ∈ R we denote, respectively, the real and complex-conjugate roots of equation (4.35). It is not difficult to see that the real roots of the equations (4.33) and (4.34) satisfy the following inequalities
(4.36)
In turn, the real roots of equation (4.35) satisfy the following inequalities
Applying the Vieta theorem to the equation (4.33) for the coefficients of powers λ N +2 (N), λ N +1 (N) and free term we obtain the following relations . From (4.38) and (4.39) we have
From inequality (4.36) we obtain
Consequently, taking into account the relations (4.40) and (4.42) we have
The sequence of sums N k=1 c k is increasing, consequently, the sequence of sums
is also increasing. In addition, by the convergence of the series ∞ k=1 c k , the following estimate holds
Thus, the sequence of sums N k=1 (x n,k (θ, N) + γ k ) is increasing and bounded from above. Consequently, this sequence has a limit when N → +∞. Therefore, from inequalities (4.44) we have that the sequence of sums N k=1 (λ n,k (θ, N) + γ k ) is increasing and bounded from above and, indeed, that sequence has a limit when N → +∞.
Let us define ψ k (θ, N) := λ n,k (θ, N) + γ k . By virtue of equality (4.40) there exists the limit
In what follows it will be proved that there exists the limit lim N →+∞ β(θ, N). In effect, from relations (4.41) we obtain
Consequently,
The right-hand side of (4.46) has limit, when N → +∞. Indeed, when N → +∞ we have
. In turn, the factor
,
Let us prove that the quantity (4.47) has limit when N → +∞. It is not difficult to verify that the following inequality holds
In turn, from the fact that lim
to zero when n → +∞. Consequently, there is a constant M > 0, such that for all n > M the following inequality holds
Thus, according to inequality (4.48) the following chain of inequalities holds
Thus, from relation (4.45) it is concluded the existence of the limit of the sequence
Consequently, there exists the limit of the sequence (4.47). Thus, the right-hand side of (4.46) has limit when N → +∞. Therefore, there exists limit lim N →+∞ β(N) = β 0 (θ). Dividing the equation (4.33) into its real and imaginary parts, we obtain the following relations:
. (4.50)
Passing to the limit as N → +∞ in the equation (4.49) and (4.50) we have the following equalities: 4.4. Proof of theorem on the structure of spectrum in the case when
Proof of Theorem 3.3 . Let us consider, as in the theorem 3.2, the meromorphic function
It will be proved that for any fixed n ∈ N the set of all zeros of the function ℓ n (λ) is the union of a countable set of real zeros {λ n,k |k ∈ N} and pairs of complex conjugate zeros λ ± n , λ + n = λ − n . Moreover, it will be shown that the sequences {λ n,k |k ∈ N} satisfy the inequalities (3.4). In the second part of the proof it will be established the asymptotic representations (3.7)-(3.9) for complex conjugate zeros λ 
with subsequent estimates of the function h(λ) in the region ϕ π−δ := {λ ∈ C : | arg λ| < π − δ, δ > 0}, (4.52) where A and B are some positive constants. Approximation of the function K(λ) by the function h(λ) in the case θ = 1 was established in the work [19] , as well as in the monograph [29, chap. 3] .
In the case θ ∈ [0, 1], the proof of this assertion is given in the section 5. We show that the complex zeros of a meromorphic function ℓ n (λ) are asymptotically represented in the form λ ± n = τ n a n ± ia n , n ∈ N, for n → +∞, where τ n is a bounded numerical sequence. It's enough to prove that the asymptotic representation λ + n satisfies the equation
which is equivalent to equation
Let us denote by
, λ + n = τ a n + ia n .
Then the equation (4.53) can be rewritten in the form τ n = h n (τ n ). Hence we get that number τ n is a fixed point of the mapp τ → h n (τ ) for n → +∞. Consequently, It's enough to prove that when n → +∞ the mapp τ → h n (τ ) is a contraction mapp. Thus, the desired solution τ n will be found as the limit of the sequence τ k n when k → +∞, where τ
is a contraction mapp. Indeed, this assertion follows from the estimate
and from the following lemma 4.5, which will be proved in the section 5. Using the Taylor polynomial expansion in powers τ n we immediately obtain
Thus for τ n the following asymptotic formula holds:
The following lemma is used to obtain the asymptotic formulas (3.7)-(3.9).
Lemma 4.6. Suppose that | arg λ| < π − δ, δ > 0. Then
where A and B are some positive constants.
Proof of Lemma 4.6 will be given at the end of this paper (see section 5).
The following equality holds
To verify the equality (4.57) we need to separate the equation (4.57) in its real and imaginary parts:
.
In turn, the calculation of the integrals on the right-hand side of the last equality is well known (see, for example, [28, chap. IV]):
where p = 1 − r, f (z) = 1 1+z 2 and q = −r. Thus, from (4.58)-(4.59) we obtain the equality (4.57). Now, using the Lemma 4.6, and the equality (4.57) we obtain the following asymptotic formula for the case 0 < r < 1:
Thus,
where
we have
In the case 0 < r < 1, the following formula holds
) and θ ∈ [ , 1) , (4.60)
) . (4.61)
Again using the Lemma 4.6, in the case r = 1 we have
ln a n a n + O 1 a n .
Thus, we obtain the asymptotic formula
Since λ ± n (θ, r) = τ n (θ, r)a n ± ia n , then from the asymptotic formulas (4.60)-(4.62) we obtain the required asymptotic representations
) and θ ∈ [
where n 2 (θ, r) = min{2(1 − θ), 2r + 3 − 4θ}, r := α+β−1 β , 0 < α ≤ 1, α + β > 1, constants A > 0, B > 0 and constants D 1 , D 2 are defined as follows
(r + 1) sin(πr) .
Distribution of spectrum of the operator-valued function L(λ)
In this section, is studied the distributions of the spectrum of the operator-valued function L(λ) in the case, when the kernel K(t) belongs to space L 1 (R + ), but not belongs to Sobolev space W 1 1 (R + ). The cases a) r = 1, θ = 1 and b) r = (0, 1), θ = 1 were given in the works [19, 29] . The cases when r ∈ (0, 1) and θ ∈ [0, 1) are studied here. Under the conditions of the theorem 3.3, from the asymptotic formulas (3.7)-(3.9) the following cases are possible:
1. If a) r = 1, θ ∈ [0, 1) and b) r ∈ (0, 1), θ ∈ 0, , 1), Re λ ± n (θ, r) → −∞ (see figure 3 ) when a n → +∞, because
The structure of the spectrum in the case It is pertinent to mention that the structure of the complex spectrum of operator-valued functions L(λ), considered here, differs significantly from the structure of the complex spectrum of the operator-valued function L(λ) of work [19] . Indeed, from the asymptotic formulas (3.7)-(3.9) for θ = 1 we have Re λ ± n (θ, r) → −∞, when n → +∞ (for more details see work [19] ). In the case θ ∈ [0, 1) we have Re λ ± n (θ, r) → −∞, when n → +∞, (see figure 3) or Re λ ± n (θ, r) → 0 (see figure  2) or Re λ ± n (θ, r) tend to a negative constant (see figures 4 and 5).
✲ Re λ The presence of the parameter θ ∈ [0, 1) complicates the structure of the non-real spectrum of the operator-valued function L(λ). For instance, in the cases 1) and 3) (see figures 2, 4 and 5) the structure of the non-real spectrum of the operator-valued function L(λ) is close to the spectrum of the wave equation, while in the case 2) (see figure 3) the structure of the non-real spectrum of L(λ) is close to the spectrum of an abstract parabolic equation.
Proof of auxiliary statements
Proposition 5.1. Suppose that | arg λ| < π − δ, with δ > 0. Then for λ ∈ C and t ∈ R we have
Let us denote by ϕ := arg λ. Then on the one hand we have
On the other hand, the following relations are obtained
dx and suppose that | arg λ| < π − δ, where δ > 0. Then the following estimate holds
Proof. The sequences c k and γ k are represented in the form
where A > 0, B > 0, 0 < α ≤ 1, α + β > 1 and ϕ(k) = O 1 k α+1 , φ(k) = O k β−1 , for k → +∞. Now, let us estimate the modulus of the difference
We denote by r(x) := Thus, | K(λ)| → 0 when λ → +∞. Additionally, by the Proposition 5.1 the following estimate is obtained
As result of estimating of the modulus of the difference 
