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    2．4．1 線形分離可能性の理論．．．





    3．2．1 適応フィルタ


































































    4．5．1 SLAの次数たと学習収束性、、、．









































1east mean square a1gorithm：最小2乗平均アルゴリズム









































































































































































































































































































































                 N－1               ・＝Σ榊       （2・1）
                  ｛＝0
                 ＋1，u≧0              ツニ              （2・2）
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                      た＝O
 WinderはNが大きい場合について非常に単純な関係を得た．すなわち，任意の
 6＞0に対して，
         1im Prob（2N（1＋6），N）二 〇             （2・5）
         N→oo
                       l              Prob（2N，N） ＝  ＿                （2．6）
                       2
         ！imP・・b（2N（1一・），N）一1      （2・7）
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              ・ゴ（η）＝ΣW1（η）      （2・8）
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                  ＋1，・ゴ（η）≧0
           リゴ（叶1）＝           （2・9）






















”1二（斗1，十1，十1，一・，十1，十1，±ユ）       （2，11）
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           ｛＝1        ｛＝l
                  N－1                ：Σω舳
                  ご1
                ＝Σω州       （2・13）
                  ｛＝1
 このように，たとえパターン集合を構成するパターン数が少なくてもこれらを記



















πm：（・m1｛・ジ・・，・m・）     （2．14）
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           Σω〆。1≧0wh…剛＝十1    （2．15）
           ゴ＝1
           N           ΣW．1・0wh・・～二一1    （2．16）
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入力信号を遅延させたものと，フィルタ係数の積和が出力される．
      InPut TTTTT



















                     ρ           ん（7z＋1）二ん（η）十    e（η）u（η）       （32）                    l1他（η川2
ここで，IIu（η）l12はタップ入力ベクトルu（η）の2乗ノルム，μは正の定数である．
NLMSアルゴリズムが収束するための必要十分条件は以下の式で与えられる［43］．
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               X＝（π’，皿2，…，πた）T      （3・5）
40 41
 そうでないなら
             X＝（・’，π2，…，πた。）T
［step51結合荷重を次式で更新する．
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        （λ一1）・i・（φ一θ）・・tφ：・i・（グθ）・・t（グθ）   （3．8）
 この方程式をλに関して解くと次式を得る．
                 tanφ              λ＝   十1       （39）                tan（φ一θ）





                   tanφ              ∫（φ）：   十1      （310）                 tan（φ一θ）
 図3・81図3・9はそれぞれ0＜θ≦葦，葦＜θ≦πの場合の関数∫（φ）の概形を示
してし、る．
        ！（φ）
       π θ      l         l      tan（十）   1      ：       42．1一一…十一一一一一．  ＝       π θ     ．   1    ．      tan（一）   l  l   1  4 2     1   1  1
          2   1  1   1
        π θ     ：   ：    l      tan（ 一 ）       l     l     1        42  ＿＿＿＿＿」＿＿＿＿＿＿＿止＿＿＿＿＿＿＿」＿＿＿＿＿＿＿＿＿＿＿＿＿          十1    ，    ，     ．         I        π θ      I    I    l        －      tan（十）   l  l   1     1   4 2      1   1   1      1
          1 一一一■一一一一一一一←一一一一一一一一一一一一一一一一一一一一一一一一一一一．
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  ！（ゆ）
t、、（、θ
j  2   ＋1  θtan（一）  2   2
  θtan（一）  2   ＋1
tan（十）
    1
．．．．．．．．．．．．1、㌧ノ
             π θ      π π θ           O＿一十一   一一十一 〇  π             4 2     2 4 2
           図3．9：φの関数∫ （葦＜θ≦π）．









                  tanφ0              λ。：    十ユ       （311）                 tan（φ0一θ）
 結合荷重ベクトルがφoから微小だけずれた位置φo＋δ（0＜δ《1）にあり，更
                   49
新が1回行われてφo＋6に移動したとすると，
                tan（φ0＋6）            λ。＝     十1      （312）               t・・（φ。十δ一θ）
 ．音十ξ≦φo＜麦または葦＜φO≦芋十ξの場合
  このとき・図…より后／為・llφ、φ。≧・であるので・
                tan（φO＋δ）             λ・＜     十1      （313）               tan（φO＋δ一θ）
が成り立つ．式（3．12），（3．13）より，
            tan（φ0＋6）     tan（φO＋δ）







                tan（φ0＋δ）            一・＞    十1     （315）               t・・（φ。十トθ）
が成り立つ．式（3．12），（3．15）より，
           t・・（φ・十・） t・・（φ。十δ）
                  ＞            （316）           tan（φ0＋δ一θ） tan（φ0＋δ一θ）














 ・0＜θ＜工の場合     一 2
           1蓋1111；・1・／・lllllll；・1 （・・1・）
 ・葦＜θ≦πの場合
                  λ＞1        （3．18）
                  51
結合荷重ベクトルの位置が角度α（＞θ）にあり，更新が1回行われてβに移動し
たとすると，
● θ＜α＜工の場合     2
   tanβλ＝   十1       （319）  tan（α一θ）
この場合，式（3．17）が成り立っていることになるから，図3．8より
               tanα            λ＜      十1              t・・（α一θ）
           tanβ       tanα              十1＜      十1         tan（α一θ）    tan（α一θ）
              tanβ＜tanα











                 tanα             λ＞   十1       （324）               t・・（α一θ）




          tanβ二（λ一1）tan（α一θ）＞O       （3・26）





             t・・β＜t・・α       （3．28）











・0＜θ＜工の場合   一 2
・工＜θ＜πの場合 2    一
；蓋1111；・1・／・lllllll；・1 （／・・）
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              ψ（3）：max∠30T             （3．32）
                   σ
               ψmi。＝minψ（3）              （3．33）
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           ψ1＝min∠（♂， Σ二  8ρゴ）          （3．34）
              8j≧0                   ゴ＝1
               ψmi。＝mエnψ｛               （3．35）
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             11ω（m＋1）ll＝llω（m）ll     （3．36）
 いま，llω（o）ll＝1であるからl
                llω（m）l1＝1       （3・37）
 ここで，m回目の更新ベクトルを△ω（m），そのとき用いられたパターンベク
トルを”，ω（m）の”への射影をpとすると［46］，
             P ＝ ”（皿丁”）一1”Tω（m）
              ＝”（llπ112）一’♂ω（m）
                ”♂              ：  ω（m）       （338）                llπ112
            △ω（m）＝一2p
                   ””T                ＝一2 ω（m）     （339）                   ll”l12
ノルムが1であり，すべてのパターンを正しく分類するような結合荷重ベクトル





 一 、   、               ．
    、              一
 ‘        、       ． ・             、pη＿＿＿一一：▲1ω（m
図3，14：1－GLA（八二2）における結合荷重ベクトルの更新．
のひとつをω＊とすると
                   、。一2””T          ω‡T△ω（m）＝ ω     ω（m）
                    llπ112
                    2 ，T T                ＝ 一   ω ”πω（m）                   ll㏄112
                ＞ 0
 （’．’ω‡Tωと♂ω（m）は異符号）
 また，
                     η一1         ω（η）Tω＊一（ω（0）T＋Σ△ω（m）T）ω‡
                    ㍗．1
              一ω（0）Tω＊十Σ△ω（m）Tω‡
                     m＝O
                   π一1              ≧一1＋Σ△ω（m）Tω＊
                   m＝O
ここで，ω（η），ω‡はともにノルムが1であるからl
                lω（η）Tω＊1≦1





       几＿1            η一1
       Σ△ω（m）Tω‡一Σll△ω（m）1川ωrl…α・
       m＝0           m＝O




                      π               0≦αm≦β＜一                  （3．44）                      2
               cosαm≧cosβ＞0                （3．45）
 式（3．43），（3．45）より，次式が成り立つ．
            η一1            Σ11△ω（m川11ω＊1…β≦2     （3．46）
            m＝O
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［・t・p41
 もしん。≧んならば
              X＝（”’，”2，…，πん）T
 そうでないなら
              X二（”！，π2，…，㏄た。）T
［step51結合荷重を次式で更新する．
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であるω・に垂直な平面である．3（71）は時刻ηにおける結合荷重ベクトルω（η）
に垂直な平面であり，この時点においてω（η）は解領域内に到達していない・
                     B
｛）ム0ダ
     、・、。▲
     ．／0’、 ＼．
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ω（0）二ω三十ω集           （4・4）





ω（0）：｛、た十峨．κ     （4・6）
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                 C    ρ                ωん＝外一ん        （4．8）
                 ρ    C                ωκ＝ωN一κ        （4．9）
 この場合には，式（4．5），（4．7）より以下の式が成り立つ．
            ωトん（！）：ω㌃．κ一ωポん
                 ＿    ρ    c                 一 ωた■ωん
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            n            Σ二αゴμづ≦dゴ （ゴ：1，2，・・．，m）           （A．1）
            ｛＝1
             叫≧0 （ん＝1，2，… ，η）             （A．2）
なるm＋η個の条件のもとに
                  η                 Σ二。画                  （A．3）















ωゴ｛：ち｛一8力               （A．4）
             ち沽1≧0（1≦1，ゴ≦N）
 ここまでの操作により式（2．15）～（2．17）は次のように変形される．
          〃       N         一Σい。1＋ΣW。｛≦0wh・・如一十1
         ｛＝1      づ＝1
         N       N
         Σち1・・rΣ・伽≦dwh…。ゴー一1
         ゴ＝1      ｛＝1
                 1＜m＜M
4．以下の変数r欠，％を導入する．
               ち｛  （1≦乞≦N）
           「力＝







              一zm4 （1≦乞≦N）
          qm｛＝
              ・m，1－N（N＋1≦1≦2N）
エmゴ＝＿1の時には，
             工ml   （1≦乞≦N）
         9m｛二
             一zm，1－N（N＋1≦1≦2N）
このことにより，式（A．6）～（A．8）は以下のように書き直される．
               2N
               Σg沽｛≦dm
               ｛＝！
                 r力≧0
               dm＝0or d
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