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Abstract
We investigate the stabilizing effects of the magnetic fields in the linearized magnetic Rayleigh-
Taylor (RT) problem of a nonhomogeneous incompressible viscous magnetohydrodynamic fluid
of zero resistivity in the presence of a uniform gravitational field in a three-dimensional bounded
domain, in which the velocity of the fluid is non-slip on the boundary. By adapting a modi-
fied variational method and careful deriving a priori estimates, we establish a criterion for the
instability/stability of the linearized problem around a magnetic RT equilibrium state. In the
criterion, we find a new phenomenon that a sufficiently strong horizontal magnetic field has the
same stabilizing effect as that of the vertical magnetic field on growth of the magnetic RT in-
stability. In addition, we further study the corresponding compressible case, i.e., the Parker (or
magnetic buoyancy) problem, for which the strength of a horizontal magnetic field decreases with
height, and also show the stabilizing effect of a sufficiently large magnetic field.
Keywords: Viscous MHD equations; equilibrium state; magnetic Rayleigh-Taylor instability;
incompressible/compressible fluids; Parker’s instability; instability/stability criteria.
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1. Introduction
The three-dimensional (3D) nonhomogeneous, incompressible and viscous magnetohydrody-
namic (MHD) equations with zero resistivity (i.e. without magnetic diffusivity) in the presence of
a uniform gravitational field in a domain Ω ⊂ R3 reads as follows (see, for example, [3, 6, 27, 29]
on the derivation of the equations):
ρt + div(ρv) = 0,
ρvt + ρv · ∇v +∇(p+ λ0∇|M |2/2) = µ∆v + λ0M · ∇M − ρge3,
Mt =M · ∇v − v · ∇M,
divv = divM = 0.
(1.1)
Here the unknowns ρ = ρ(x, t), v = v(x, t), M := M(x, t) and p = p(x, t) denote the density,
velocity, magnetic field and pressure of the incompressible fluid, respectively; µ > 0 stands for
the coefficient of shear viscosity, λ0 for the permeability of vacuum, g > 0 for the gravitational
constant, e3 = (0, 0, 1)
T for the vertical unit vector, and −ρge3 for the gravitational force. In
the system (1.1) the equation (1.1)1 is the continuity equation, (1.1)2 describes the balance law
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of momentum, while (1.1)3 is called the induction equation. As for the constraint divM = 0,
it can be seen just as a restriction on the initial value of M since (divM)t = 0 due to (1.1)3.
We remark that the resistivity is neglected in (1.1)3, and this arises in the physics regime with
negligible electrical resistance.
Now, we choose a Rayleigh-Taylor (RT) density profile ρ¯ := ρ¯(x3), which is independent of
(x1, x2) and satisfies
ρ¯ ∈ C1(Ω¯), inf
x∈Ω
ρ¯ > 0, ρ¯′|x3=x03 > 0 for some x03 ∈ {x3 | (x1, x2, x3) ∈ Ω}, (1.2)
where ρ¯′ := dρ¯/dx3, x
0
3 is the third component of x0 ∈ Ω. We refer to [21, Remark 1.1] for
the construction of such ρ¯. We remark that the second condition in (1.2) prevents us from
treating vacuum in the construction of unstable solutions, while the third one in (1.2) assures
that there is at least a region in which the RT density has larger density with increasing height
x3 and may lead to the classical RT instability. Since we investigate the stabilizing effects of the
horizontal and vertical magnetic fields, we consider the magnetic field profile M¯ = me1 (i.e. the
magnetic field orthogonal to the direction of the gravitational force) or me3 (i.e., the magnetic
field parallel to the direction of the gravitational force), where e1 := (1, 0, 0)
T and m is non-zero
constant. Then (ρ, v,M) = (ρ¯, 0, M¯) defines a magnetic RT equilibrium state to (1.1), where the
equilibrium pressure profile p¯ is determined by
∇p¯ = −ρ¯ge3.
Denoting the perturbation to the RT equilibrium state by
̺ = ρ− ρ¯, u = v − 0, N =M − M¯, q = p− p¯,
then, (̺, u, q) satisfies the perturbed equations
̺t + u · ∇(̺+ ρ¯) = 0,
(̺+ ρ¯)ut + (̺+ ρ¯)u · ∇u+∇(q + λ0|N + M¯ |2/2)
= µ∆u+ λ0(N + M¯) · ∇(N + M¯)− (̺+ ρ¯)ge3,
Nt = (N + M¯) · ∇u− u · ∇(N + M¯),
divu = divN = 0.
(1.3)
For the system (1.3), we impose the initial and boundary conditions:
(̺, u,N)|t=0 = (̺0, u0, N0) in Ω, (1.4)
u(x, t)|∂Ω = 0 for any t > 0. (1.5)
If the perturbation (̺, u,N) is very small, then the two-order small terms (i.e., the nonlinear
terms) could be neglected in the perturbed equations, and we obtain the following linearized
magnetic RT equations around the equilibrium state (ρ¯, 0, M¯):
̺t + ρ¯
′u3 = 0,
ρ¯ut +∇(q + λ0mNi) = µ∆u+ λ0m∂iN − ̺ge3,
Nt = m∂iu,
divu = divN = 0, i = 1, 3.
(1.6)
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The linearized equations are convenient in mathematical analysis in order to have an insight
into the physical and mathematical mechanisms of the magnetic RT instability. In this article,
we investigate the instability/stability of the linearized magnetic RT problem (1.4)–(1.6) in a
bounded domain.
Next we briefly introduce the related background and research motivation of the magnetic
RT instability. The RT instability is well-known as a gravity-driven instability in fluid dynamics
when a heavy fluid is on top of a light one. This phenomenon was first studied by Rayleigh 1883
[36] and then Taylor, thus called Rayleigh-Taylor instability. The analogue of the RT instability
arises when fluids are electrically conducting and a magnetic field is present, and the growth
of the instability will be influenced by the magnetic field due to the generated electromagnetic
induction and the Lorentz force. In the last decades, the stabilizing effect of the magnetic field on
RT instability has been analyzed by a number of authors. Kruskal and Schwarzchild in 1954 first
showed that a horizontal magnetic field has no effect on growth of the linear RT instability [25],
and such RT instability arising in magnetohydrodynamics is called the Kruskal-Schwarzschild
instability. Then the stabilizing role of a vertical magnetic field was further investigated by
Hide in [17] where the effect of finite viscosity and resistivity was included and his analysis was
encumbered with many parameters. These results were summarized in the monograph [4] by
Chandrasekhar. Similar results also hold for the problem (1.4)–(1.6) defined in a horizontally
periodic domain (i.e., Ω := (2πLT)2 × (−l, l), where 0 < l ≤ +∞ and 2πLT stands for the
1D-torus of length 2πL). More precisely, one can construct an unstable solution to (1.4)–(1.6)
for any horizontal magnetic field M¯ = me1 and for the vertical magnetic field M¯ = me3 with
m < MC, where MC denotes a critical number defined by
MC :=
√√√√ sup
ψ∈H1
0
(−l,l)
g
∫ l
−l
ρ¯′|ψ(x3)|2dx3
λ0
∫ l
−l
|ψ′(x3)|2dx3
> 0, (1.7)
see [22, Theorem 1.1] for more details. Moreover, if l ∈ (0,+∞), one can show the stability of
(1.4)–(1.6) for any m > MC, please refer to [37] for the proof of the linear stability. This means
that a sufficiently strong vertical magnetic field can prevent the growth of the linear RT instability.
These different effects on instability between the horizonal and vertical magnetic fields motivate
us to study the intrinsic mechanism from the mathematical point of view. By a simple analysis
of the Lorentz force, we find that the non-slip boundary condition of the velocity can play an
important role in the stabilizing effect of the vertical magnetic field. On the other hand, we also
notice that the velocity is horizontally periodic and non-slip at x3 = ±l for l ∈ (0,+∞), i.e, the
boundary conditions for the velocity are different in the horizontal and vertical directions. This
shows that the different behaviors on instability of the horizonal and vertical magnetic fields may
be somehow related to the boundary condition of the velocity. The same situation occurs for the
inviscid magnetic RT problem [18] (i.e. µ = 0 in (1.5)–(1.6)) in a 2D periodic domain, where the
velocity is periodic in both vertical and horizontal directions. A natural question arises whether
the horizontal magnetic field has the same stabilizing effect as the vertical one on growth of the
magnetic RT instability, when the velocity is non-slip on the boundary of a bounded domain Ω.
The first aim of this article is to give a positive answer, namely, we shall find that there is a
critical numberm3C for a horizontal magnetic field M¯ = me3, such that the linearized magnetic RT
steady state is stable provided m > m3C (see Theorem 2.1). Moreover, we find that the horizontal
magnetic field has the same stabilizing effect as the vertical one on growth of the magnetic RT
instability (see Remark 2.2). Thus, this article updates Kruskal and Schwarzschild’s results. To
our best knowledge, this is the first article to study the role of the non-slip boundary condition
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of velocity in the horizontal direction in the MHD instability under a horizontal magnetic field.
We also mention that the magnetic RT instability for two-layer incompressible fluids separated
by a free interface (stratified fluids) in a horizontally periodic domain is investigated and some
weakly nonlinear instability results are obtained, see [23].
The second aim is to extend Theorem 2.1 for the incompressible MHD problem (1.5)–(1.6)
with M¯ = me1 to the corresponding compressible isentropic case, in which the horizontal mag-
netic field is vertically stratified. Before stating our result, we introduce the governing equations.
The corresponding compressible isentropic model of (1.1) reads as follows.
ρt + div(ρv) = 0,
ρvt + ρv · ∇v +∇(p+ λ0|M |2/2) = µ∆v + µ0∇divv + λ0M · ∇M − ρge3,
Mt =M · ∇v − v · ∇M −Mdivv,
divM = 0,
(1.8)
where µ0 := µ + ν, ν denotes the bulk viscosity and 3ν + 2µ ≥ 0. The pressure p is usually
determined through the equations of state. In this article we focus our study on the isentropic
flow case and consider that
p ≡ p(ρ) = Aργ , (1.9)
where γ ≥ 1 denotes the adiabatic constant and A > 0 is a constant.
Next we construct a magnetic RT equilibrium state for (1.8). Letting ρ¯ satisfy (1.2), we define
a horizontal magnetic field profile M¯c := (mc, 0, 0) with
mc = ±
√
2
λ0
(C − p(ρ¯)− gF (ρ¯)), (a function of x3) (1.10)
where F (ρ¯) denotes a primitive function ρ¯ and C is a positive constant satisfying
C − p(ρ¯)− gF (ρ¯) > 0 on Ω¯.
It is easy to see that
p′(ρ¯)ρ¯′ = −λ0mcm′c − gρ¯, (1.11)
where p′(ρ¯) := Aγρ¯γ−1. Thus (ρ¯, 0, M¯c) constructed above is an equilibrium state to (1.8), i.e.,
∇(p(ρ¯) + λ0|M¯c|2/2) = λ0M¯c · ∇M¯c − ρ¯ge3 and divM¯c = 0. (1.12)
Obviously, by virtue of the relation (1.11), mc is impossible to be a constant. We remark here
that, by virtue of the relation (1.12), there does not exist a magnetic RT equilibrium state
(ρ¯, 0, M¯) of (1.8), such that M¯ is a vertical magnetic field.
Now denoting the perturbation to (ρ¯, 0, M¯c) by
̺ = ρ− ρ¯, u = v − 0, N =M − M¯c,
we get the perturbed equations:
̺t + div((̺+ ρ¯)u) = 0,
(̺+ ρ¯)ut + (̺+ ρ¯)u · ∇u+∇(p(̺+ ρ¯) + λ0|N + M¯c|2/2)
= µ∆u+ µ0∇divu+ λ0(N + M¯c) · ∇(N + M¯c)− (̺+ ρ¯)ge3,
Nt = (N + M¯c) · ∇u− u · ∇(N + M¯c)− (N + M¯c)divu,
divN = 0.
(1.13)
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We impose the following initial and boundary conditions for (1.13):
(̺, u,N)|t=0 = (̺0, u0, N0) in Ω, (1.14)
u(x, t)|∂Ω = 0 for any t > 0. (1.15)
The linearized equations of (1.13) around the equilibrium state (ρ¯, 0, M¯) read as
̺t + div(ρ¯u) = 0,
ρ¯ut +∇(p′(ρ¯)̺+ λ0mcN1) = µ∆u+ µ0∇divu+ λ0N3M¯ ′c + λ0mc∂1N − ̺ge3,
Nt = mc∂1u− u3M¯ ′c − M¯cdivu,
divN = 0,
(1.16)
where M ′c := dMc/dx3. The system (1.16) with suitable initial and boundary conditions consti-
tutes a compressible (viscous) magnetic RT problem.
Now, we introduce the related research background on the compressible magnetic RT problem.
By virtue of the conditions (1.2), (1.9) and (1.11), there exists at least a region in which the RT
density profile has larger density with increasing height and the magnetic field M¯c causes a
non-zero Lorentz force λ0(M¯c · ∇M¯c − ∇|M¯c|2/2), the direction of which is opposite to gravity,
to support the heavier gas layered on top of lighter one. In particular, if the strength of the
Lorentz force increases in (1.12), we see that the Lorentz force plays a role of buoyancy to drive
the heavier gas to go up. This idea of “magnetic buoyancy” was introduced by Parker [34] in
connection with the formation of sunspots. When sunspots break out, most solar prominences
will go up due to the magnetic buoyancy, and then slowly fall down toward the surface of the
sun due to gravity of the sun, while some solar prominences can float in the solar corona for a
long time, although the density of the former is heavier 1000-10000 times than the latter. Hence,
if the equilibrium state (1.12) is slightly disturbed, then the instability caused by magnetic
buoyancy and gravity may occur in compressible MHD problems. Therefore, such an instability
is commonly referred as the magnetic buoyancy instability due to the new characteristic caused
by the magnetic buoyancy, also called the Parker instability in the astronomical literature [35].
Thus, the linearized compressible magnetic RT problem (1.14)–(1.16) can be called the linearized
Parker problem, we refer the reader to [1, 24] and the references cited therein for more physical
background on the Parker instability. The Parker instability is also suggested to be responsible for
other observed astrophysical effects, for examples, Parker [35] demonstrated that the interstellar
medium is unstable due to the magnetic buoyancy as an instability mechanism, and thought that
the Parker instability is associated with interstellar cloud formation. It is worth pointing out
that Fukui, et al. [8] observed giant molecular loops in a Galactic center, which offers a evidence
for magnetic floating and supports thus Parker’s theory.
The linear Parker instability have been widely investigated by physicists from the physical
and numerical simulation points of view, see [2, 26, 28, 31, 32] and the references cited therein
for example. In this paper, we study the dynamical instability and stability of the linearized
Parker problem (1.14)–(1.16) from the mathematical point of view. More precisely, we give
sufficiently conditions for the linear instability and stability of the problem (1.14)–(1.16) in the
Hadamard sense in Sobolev spaces. Moreover, from the stability condition, we can easily see
that a sufficiently strong M¯c has a remarkable stabilizing effect in the development of the Parker
instability. Therefore, our results for the compressible can be regarded as a generalization of
those for the previous incompressible case.
The rest of this paper is organized as follows. In Section 2 we introduce the instability and
stability of both linearized magnetic RT and Parker problems. Sections 3 and 4 are devoted to
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the proof of instability and stability of the two linearized problems. Finally, we give an additional
result on the critical number in a horizontally periodic domain and prove the sharp growth rate
of solutions to the two linearized problems in Section 5.
2. Main results
Before stating the main results, we introduce the notations used throughout this paper. We
always assume that Ω be a C2-smooth bounded domain. For simplicity, we drop the domain Ω
in Sobolev spaces and the corresponding norms as well as in integrands over Ω, for example,
L2 := L2(Ω), H10 := W
1,2
0 (Ω), H
k := W k,2(Ω), and
∫
:=
∫
Ω
.
We denote
R+ := (0,∞), H1σ := {u ∈ H10 | divu = 0}, J(w) :=
∫
ρ¯w2dx,
A = {w ∈ H10 ∣∣ J(w) = 1} , Aσ = A∩H1σ,
f 0j denotes the j-th component of the vector function f0.
The letter C denotes a generic positive constant which may depend on Ω and other known
physical quantities such as g, ρ¯, λ0, p, m and mc, but is independent of µ and µ0. Similarly,
we denote by Cµ still a generic positive constant to address the dependence on µ. In addition,
a product space (X)n of vector functions is still denoted by X , for example, a vector function
u ∈ (H2)3 is denoted by u ∈ H2 with norm ‖u‖H2 := (
∑3
k=1 ‖uk‖2H2)1/2.
2.1. Incompressible case
Our first main result is concerned with the instability/stability for the linearized incompress-
ible magnetic RT problem (1.4)–(1.6) and reads as follows.
Theorem 2.1. Denote the critical number by
miC := sup
w∈H1σ
√
g
∫
ρ¯′w23dx
λ0
∫ |∂iw|2dx (i = 1 or 3). (2.1)
Assume that the density profile ρ¯ satisfies (1.2). Then, miC is a threshold of M¯ for instability
and stability of the problem (1.4)–(1.6) in the following sense:
(1) If |m| < miC, then the equilibrium state (ρ¯, 0, M¯) of the problem (1.4)–(1.6) is unstable.
That is, there is an unstable solution
(̺, u,N, q) := eΛt(−ρ¯′u˜3/Λ, u˜, m∂iu˜, q˜)
to (1.4)–(1.6), where (u˜, q˜) ∈ (H2 ∩ Aσ)×H1 solves the boundary value problem:{
Λ2ρ¯u˜ = Λµ∆u˜−∇(Λq˜ + λ0m2∂iu˜i) + λ0m2∂2i u˜+ gρ¯′u˜3e3, divu˜ = 0,
u˜|∂Ω = 0 (2.2)
with a finite growth rate Λ > 0 satisfying
Λ2 = sup
w∈Aσ
Eσ(w,Λ) = Eσ(u˜,Λ), (2.3)
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where
Eσ(w,Λ) :=
∫
gρ¯′w23dx− λ0m2
∫
|∂iw|2dx− Λµ
∫
|∇w|2dx.
Moreover,
‖̺(t)‖L2 , ‖(u1, u2)(t)‖L2, ‖u3(t)‖L2,
‖(N1, N2)(t)‖L2 and ‖N3(t)‖L2 →∞ as t→∞.
(2.4)
(2) If |m| > miC and the initial data ̺0, u0, N0 satisfy
u0 ∈ H1σ ∩H2, (̺0, N0, ∂iN0) ∈ L2 and divN0 = 0,
then there is a unique global solution (̺, u,N) ∈ C0(R+, L2)×C0(R+, H2)×C0(R+, L2) to
the problem (1.4)–(1.6) satisfying the following stability estimates: for any t > 0,
‖(̺, u,N)t(t)‖2L2 + ‖(u, ∂iu)(t)‖2L2 + µ
∫ t
0
‖uτ‖2H1dτ ≤ C‖(̺0, ∂iu0, µ∆u0, ∂iN0)‖2L2 , (2.5)
‖u(t)‖2L2 +
∥∥∥∥∫ t
0
(u, ∂iu)(τ)dτ
∥∥∥∥2
L2
+ µ
∫ t
0
‖u(τ)‖2H1dτ ≤ C‖(u0, Q0)‖2L2, (2.6)
‖(̺,N)(t)‖2L2 ≤ C‖(̺0, u0, N0, Q0)‖2L2, (2.7)
µ‖∇u(t)‖2L2 ≤ C‖(̺0, ∂iu0, µ∆u0, N0, ∂iN0)‖2L2, (2.8)
where Q0 := λ0m∂iN0 − ̺0ge3. Moreover, there exists a couple (̺∞, N∞) ∈ L2, such that∫
(λ0mN∞ · ∂iϕ+ g̺∞ϕ3)dx = 0 for any ϕ = (ϕ1, ϕ2, ϕ3) ∈ H1σ, (2.9)
‖̺(t)− ̺∞‖L2, ‖u(t)‖H1, ‖ut(t)‖L2 , ‖N(t)−N∞‖L2 → 0 as t→∞. (2.10)
Remark 2.1. It should be remarked that we have omitted to write the restriction w 6= 0 in
(2.1) in order to make the denominator sense. We mention the definition (2.1) makes sense, and
miC ∈ (0,+∞). In fact, recalling the condition (1.2) for ρ¯, there exists a function w ∈ H1σ, such
that ∫
ρ¯′w23dx > 0,
which guarantees the validity of (2.1) and implies miC > 0. On the other hand, we have
‖wi‖L2 ≤ cΩ‖∂jwi‖L2 for w ∈ H10 , (2.11)
which implies miC < +∞. Here cΩ is a positive constant depending on the diameter of Ω only.
Remark 2.2. For the linearized nonhomogeneous incompressible viscous fluid problem, it is
shown in [20, Theorem 1.1] that a RT equilibrium state is always unstable. However, Theorem
2.1 shows that in the presence of a sufficiently large magnetic field M¯ , the linear stability can
be maintained due to the stabilizing effect of the magnetic field. In addition, when the domain
is symmetric about the plane x1 = x3 (e.g., a ball centered at the original point) and ρ¯
′ is a
constant, then
miC =
gρ¯′
λ0
sup
w∈H1σ
√ ∫
w23dx∫ |∂iw|2dx (i = 1, 3),
and obviously, m1C = m
3
C. This shows that the horizontal magnetic field has the same stabilizing
effect as the vertical one, a new phenomenon found in this article.
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Remark 2.3. Theorem 2.1 still holds for a horizontally periodic domain with finite height (i.e.,
Ω := (2πLT)2 × (−l, l), l ∈ (0,+∞)). In this case, we can assert that
m3C = MC, (2.12)
which will be shown in Section 5 directly by using the definitions (2.1) and (1.7). In addition,
we can see from (2.1) that m1C = +∞ for the horizontally periodic domain. This means that
the horizonal magnetic field has no stabilizing effect (due to the horizontally periodic boundary
condition).
Remark 2.4. We briefly describe the idea in the derivation of (2.4). It follows from (2.2)
that u˜ ∈ H10 ∩ H2 satisfies Λ2 = Eσ(u˜,Λ) > 0; moreover, u˜ ∈ C0,ς(Ω) for some constant ς ∈
(0, 1) by Sobolev’s embedding theorem. Thus, one has ρ¯′u˜3 6= 0, u˜3 6= 0 and ∂iu˜3 6= 0, and
consequently, ‖̺(t)‖L2 , ‖u3(t)‖L2 , ‖N3(t)‖L2 → ∞ as t → ∞. Recalling that divu˜ = 0 and
u˜|∂Ω = 0, we get u˜21 + u˜22 6= 0 and |∂iu˜1|2 + |∂iu˜2|2 6= 0 immediately, which yields ‖(u1, u2)(t)‖L2
and ‖(N1, N2)(t)‖L2 → ∞ as t → ∞. Such process is consistent with the phenomenon of the
magnetic RT instability: gravity first drives the 3-th component of velocity unstable. Then, the
instability of the 3-th component of the velocity further results in instability of the density and
horizontal velocity. Finally, the instability of the velocity leads to instability of the magnetic
field through the induction equation.
Remark 2.5. To our best knowledge, it is still open whether there exists a small smooth solution
of an initial boundary value problem for the equations of a homogeneous incompressible viscous
MHD flow of zero resistivity without external forces in a bounded domain (i.e., ρ is a constant
and g = 0 in (1.1)). Therefore, at present we can not establish a nonlinear stability result for the
more complicated problem (1.3)–(1.6). On the other hand, for the nonlinear instability problem,
even if we have a local-in-time existence result for (1.3)–(1.6), there still are some difficulties
induced by boundary in establishing the nonlinear instability from the linear instability by a
classical bootstrap argument [13, 14]. Due to the same reason, in a previous work [22] we only
considered a horizontally periodic domain with infinite height. We mention that for the Cauchy
problem, one does have certain existence results on global small smooth solutions [30] and local
large solutions [7].
Remark 2.6. In this remark we give some extended results.
• If Ω is a Ck+2-smooth bounded domain and ρ¯ ∈ Ck+1(Ω¯), then (u˜, q˜) ∈ Hk+2 × Hk+1 by
the classical regularity theory on the Stokes problem (see [9, Theorem IV.6.1]).
• If m = miC, then we only have the following stability estimate of ut, which can be observed
from (2.18).
‖ut‖2L2 + µ
∫ t
0
‖uτ‖2H1dτ ≤ C‖(̺0, ∂iu0, µ∆u0, ∂iN0)‖2L2 . (2.13)
• If ρ¯ is further in C2(Ω¯), then we can deduce that ∂j(ρ¯′u˜3) 6≡ 0 for j = 1, 2, 3, and hence
‖∂j̺(t)‖L2 → ∞ as t → ∞. Moreover, based on (2.6), we can deduce from (1.6) that the
solution in the linear stability result satisfies ‖∂i̺(t)‖2L2 ≤ C‖(̺0, ∂j̺0, u0, Q0)‖2L2, whence,
limt→∞ ‖∂j̺(t)− ∂j̺∞‖L2 = 0, also see the derivation of (3.19).
• Obviously, Theorem 2.1 still holds for i = 2 and M¯ = (0, m, 0).
8
Next, we sketch the main idea of the proof of Theorem 2.1 to explain how to utilize the
critical number, and the detailed proof will be given in Section 3. We start with the proof idea
of the linear instability. As in [20], we make the following ansatz of growing mode solutions to
the linearized problem:
̺(x, t) = ˜̺(x)eΛt, u(x, t) = u˜(x)eΛt, q(x, t) = q˜(x)eΛt, N(x, t) = N˜(x)eΛt for some Λ > 0.
Substituting this ansatz into (1.6), we get
Λ˜̺+ ρ¯′u˜3 = 0,
Λρ¯u˜+∇(q˜ + λ0mN˜i) = µ∆v˜ + λ0m∂iN˜ − ˜̺ge3, divu˜ = 0,
ΛN˜ = m∂iu˜, divN˜ = 0,
(2.14)
and then eliminating ρ˜ and N˜ by using the first and third equations, we arrive at the time-
invariant boundary problem (2.2) for u˜ and q˜. Then we apply a modified variational method as
in [20] to construct a solutions of the eigenvalue problem (2.2). This idea was used probably first
by Guo and Tice to deal with an ODE problem arising in the construction of unstable linear
solutions [16]. In view of the basic idea of the modified variational method, we modify (2.2) as
follows. {
αρ¯u˜ = sµ∆u˜+ gρ¯′u˜3e3 +∇p˜+ λ0m2∂2i u˜, divu˜ = 0,
u˜|∂Ω = 0,
(2.15)
where s > 0 is a parameter, p˜ := −(sq˜ + λ0m2∂iu˜i) and α := α(s) depends on s. The system
(2.15) satisfies the identity: α(s)J(u˜) = Eσ(u˜, s), where
Eσ(u˜, s) := Eσ(u˜)− sµ
∫
|∇u˜|2dx and Eσ(u˜) :=
∫
gρ¯′u˜23dx− λ0m2
∫
|∂iu˜|2dx.
Thus, using the variational method and the classical regularity theory on the Stokes problem, we
find that u˜ ∈ H2 ∩Aσ, and α satisfies (2.15) by maximizing
α(s) = sup
w∈Aσ
Eσ(w, s) ∈ R. (2.16)
Moreover, in view of the definition of α(s), we can infer that α(s) ∈ C0,1loc (0,∞) is nonincreasing.
On the other hand, recalling the instability condition |m| < miC, we conclude that Eσ(w0) > 0 for
some w0 ∈ H1σ, and thus there exists a finite interval (0,S) on which α(s) > 0 and lims→S α(s) =
0. Employing a fixed-point argument, we immediately see that there is a Λ satisfying
Λ =
√
α(Λ) =
√
sup
w∈Aσ
Eσ(w,Λ) ∈ (0,S). (2.17)
Consequently, we can construct a nontrivial solution u˜ ∈ H2 to (2.2) with a positive Λ defined
by (2.17), and therefore the linear instability follows.
For the linear stability, the key observation is that any solution to the linearized magnetic
RT problem (1.4)–(1.6) satisfies∫
ρ¯|ut|2dx− Eσ(u(t)) + 2µ
∫ t
0
∫
|∇uτ |2dxdτ = J0, (2.18)
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where J0 :=
∫
(ρ¯|ut|2 + λ0m2|∂iu|2 − gρ¯′u23) |t=0dx. On the other hand, recalling the definition of
the critical number, we get
g
∫
ρ¯′u23dx ≤ λ0(miC)2
∫
|∂iu|2dx,
whence,
−Eσ(u) ≥ λ0[m2 − (miC)2]
∫
|∂iu|2dx. (2.19)
Hence (2.5) follows from (2.19), (1.6)1, (1.6)3 and the condition |m| > miC.
Furthermore, similarly to the derivation of (2.18), we find that∫ [
ρ¯|u|2 − Eσ
(∫ t
0
u(τ)dτ
)]
dx+ 2µ
∫ t
0
∫
|∇u(τ)|2dxdτ
=
∫
ρ¯|u0|2dx+ 2
∫ t
0
∫
Q0udxdτ ≤
∫
ρ¯|u0|2dx+ 2‖Q0‖L2
∥∥∥∥∫ t
0
u(τ)dτ
∥∥∥∥
L2
,
(2.20)
which, together with Cauchy-Schwarz’s inequality, gives (2.6) immediately. Finally, with these
stability estimates in hand, we can deduce (2.7)–(2.10) by standard energy estimates and asymp-
totic analysis.
2.2. Compressible case
Based the ideas in the proof of Theorem 2.1, we can further establish the instability/stability
of the linearized Parker problem (1.14)–(1.16) by a more careful analysis for compressibility.
Unfortunately, we can not give a critical number of the magnetic field for (1.14)–(1.16) as for
the incompressible problem (1.4)–(1.6), since the horizontal steady magnetic field is vertically
stratified. Now, we introduce another version of instability/stability criterion for (1.14)–(1.16).
First, substituting the following ansatz of growing mode solutions into (1.16),
̺(x) = ˜̺(x)eΛt, u(x) = u˜(x)eΛt, N(x) = N˜(x)eΛt,
we get
Λ˜̺+ div(ρ¯u˜) = 0,
Λρ¯u˜+∇(p′(ρ¯)˜̺+ λ0mcN˜1) = µ∆v˜ + µ0∇divu˜+ λ0N˜3M¯ ′c + λ0mc∂1N˜ − ˜̺ge3,
ΛN˜ = mc∂1u˜− u˜3M¯ ′c − M¯cdivu˜,
divN˜ = 0,
(2.21)
and then eliminating ρ˜ and M˜c by using (2.21)1 and (2.21)2, we arrive at a time-independent
boundary value problem problem for u˜ = (u˜1, u˜2, u˜3):
Λ2ρ¯u˜ = gρ¯′u˜3e3 +∇[p′(ρ¯)div(ρ¯u˜)] + gρ¯divu˜e3 + λ0mc(mc∂21 u˜− M¯cdiv∂1u˜)
+∇[λ0mc(mc∂2u˜2 +mc∂3u˜3 +m′cu˜3)] + Λµ∆u˜+ Λµ0∇divu˜,
u˜|∂Ω = 0.
(2.22)
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Multiplying (2.22) by u˜, integrating the resulting equations and using the condition (1.11),
we infer that
Λ2
∫
ρ¯|u˜|2dx =
∫
[gρ¯′u˜23 − p′(ρ¯)ρ¯|divu˜|2 + λ0mc(mc∂21 u˜ · u˜−mcu˜1div∂1u˜)
− λ0mc(mc∂2u˜2 +mc∂3u˜3 +m′cu˜3)divu˜
+ gρ¯u˜3divu˜− p′(ρ¯)ρ¯′u˜3divu˜]dx− Λ
∫
(µ|∇u˜|2 + µ0|divu˜|2)dx
=
∫
{gρ¯′u˜23 − p′(ρ¯)ρ¯|divu˜|2 − λ0m2c[|∂1u˜|2 + (∂2u˜2 + ∂3u˜3)divu˜− ∂1u˜1divu˜]
+ (gρ¯− λ0mcm′c − p′(ρ¯)ρ¯′)u˜3divu˜}dx− Λ
∫
(µ|∇u˜|2 + µ0|divu˜|2)dx
=
∫
[gρ¯′u˜23 − p′(ρ¯)ρ¯|divu˜|2 − λ0m2c(|∂1u˜2|2 + |∂1u˜3|2 + |∂1u˜1 − divu˜|2)
+ 2gρ¯u˜3divu˜]dx− Λ
∫
(µ|∇u˜|2 + µ0|divu˜|2)dx.
Defining
Ec(u˜) :=
∫
gρ¯′u˜23dx+
∫
2gρ¯divu˜u˜3dx−
∫ [
p′(ρ¯)ρ¯|divu˜|2
+λ0m
2
c(|∂1u˜2|2 + |∂1u˜3|2 + |∂2u˜2 + ∂3u˜3|2)
]
dx,
V (u˜) =:
∫
(µ|∇u˜|2 + µ0|divu˜|2)dx,
we have the relation:
Λ2J(u˜) = Ec(u˜,Λ) := Ec(u˜)− ΛV (u˜). (2.23)
Recalling the proof of linear instability in Theorem 2.1, the instability condition |m| < miC
guarantees that Eσ(w) > 0 for some w ∈ H1σ. This gives the existence of a positive growth-rate
Λ by applying the modified variational method. Similarly, in view of (2.23), we shall impose the
following condition:
there exists a function w ∈ H10 , such that Ec(w) > 0, (2.24)
which is actually a necessary condition for the existence of a positive growth-rate Λ. Of course,
we shall show that (2.24) indeed is the instability condition for the linearized Parker problem in
Subsection 4.1.
Now we turn to a sufficiently condition for the linear stability. In the proof of the linear
stability in Theorem 2.1, the key step is to deduce the relation (2.19), from which and the
condition |mc| > miC we obtain the desired stability estimates immediately. Define
Cr := sup
w∈H1
0
Ec(w)∫
λ0(|∂1w2|2 + |∂1w3|2 + |∂2w2 + ∂3w3|2)dx,
where we have omitted to write the restriction that w ∈ H10 should make the denominator and
the square root operation sense. Hence, if Cr < 0, we find that
Ec(u) ≤ λ0Cr
∫
(|∂1u2|2 + |∂1u3|2 + |∂2u2 + ∂3u3|2)dx for any u ∈ H10 . (2.25)
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Then we can deduce from (2.25) the stability estimate on the velocity of solutions to the linearized
Parker problem, the detailed derivation will be presented in Subsection 4.2. In addition, it is
easy to check that Cr > 0 is equivalent to (2.24); moreover Cr 6= +∞.
Now, we sum up the previous discussions and state the instability and stability results for
the linearized Parker problem (1.14)–(1.16).
Theorem 2.2. Assume that ρ¯ and mc satisfy (1.2) and (1.10), and let M¯c = (mc, 0, 0).
(1) If Cr > 0, then the equilibrium state (ρ¯, 0, M¯c) of the problem (1.14)–(1.16) is unstable, that
is, there exists an unstable solution
(̺, u,N) := eΛt(−div(ρ¯u˜)/Λ, u˜, (mc∂1u˜− u˜3M¯ ′c − M¯cdivu˜)/Λ)
of (1.14)–(1.16), where u˜ ∈ H2 ∩ A solves the boundary value problem (2.22) with a finite
growth rate Λ > 0 satisfying
Λ2 = sup
w∈A
Ec(w,Λ) = Ec(u˜,Λ). (2.26)
Moreover,
‖(u1, u2)(t)‖L2 , ‖u3(t)‖L2 , ‖(N1, N2)(t)‖L2 and ‖N3(t)‖L2 →∞ as t→∞.
In addition, ‖̺(t)‖L2 →∞ as t→∞ provided ρ¯′ ≥ 0.
(2) If Cr < 0, and the initial data ̺0, u0, N0 satisfy
u0 ∈ H10 ∩H2, ̺0 ∈ H1, (N0, ∂1N0,∇N01 ) ∈ L2 × L2 × L2 and divN0 = 0,
then there exists a unique global solution (̺, u,N) ∈ C0(R+, H1)×C0(R+, H2)×C0(R+, L2)
of (1.14)–(1.16) satisfying the following stability estimates:
‖(̺, u,N)t‖2L2 + ‖(u, ∂1u, divu)(t)‖2L2 + µ
∫ t
0
‖uτ‖2H1dτ ≤ CI0, (2.27)
‖u(t)‖2L2 +
∥∥∥∥∫ t
0
(u, ∂1u, divu)(τ)dτ
∥∥∥∥2
L2
+ µ
∫ t
0
‖u(τ)‖2H1dτ ≤ C(‖(u0, P0)‖2L2 + I0), (2.28)
‖(̺,N)(t)‖2L2 ≤ C(‖(̺0, u0, N0, P0)‖2L2 + I0), (2.29)
µ‖∇u(t)‖2L2 ≤ C(‖(̺0, u0, N0, P0)‖2L2 + I0), (2.30)
where P0 = ∇(p′(ρ¯)̺0+λ0mcN01 )−λ0N03M¯ ′c−λ0mc∂1N0+̺0ge3, and I0 is defined in (4.14)
and can be bounded from above by
C[‖̺0‖H1 + (µ+ µ0)‖∆u‖L2 + ‖(∂1u01, ∂2u02, ∂3u03, N03 , ∂1N0,∇N01 )‖L2 ]. (2.31)
Furthermore, there is a couple (̺∞, N∞) ∈ L2, such that∫ [
λ0mcN∞ · ∂1ψ + g̺∞ψ3 − λ0N∞3 mcψ1 − (p′(ρ¯)̺∞ + λ0mcN∞1 )divψ
]
dx = 0,
for any ψ = (ψ1, ψ2, ψ3) ∈ H10 ,
(2.32)
‖̺(t)− ̺∞‖L2, ‖u(t)‖H1, ‖ut‖L2 and ‖N(t)−N∞‖L2 → 0 as t→∞, (2.33)
where N∞j (j = 1, 3) denotes the j-th component of N
∞.
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Remark 2.7. We can choose a sufficiently large |mc|, such that Cr < 0. In fact, we define
n¯ := sup
w∈H1
0
√ ∫
(gρ¯′w23 + 2gρ¯w3divw − p′(ρ¯)ρ¯|divw|2)dx∫
λ0(|∂1w2|2 + |∂1w3|2 + |∂2w2 + ∂3w3|2)dx.
By Remark 2.1, we see that n¯ ∈ (0,+∞). In view of (1.10), for given p, ρ¯, g and λ0, we can
choose mc satisfying infx∈Ω |mc| > n¯. Then, it is easy to verify that such mc satisfies Cr < 0.
Remark 2.8. We give some extended results similar to those in Remark 2.6:
• If Ω is a Ck+2-smooth bounded domain and ρ¯ ∈ Ck+1(Ω¯), then u˜ ∈ Hk+2 by the classical
regularity theory on elliptic equations (see [10, Theorem 4.11]).
• Any linear solution of (1.14)–(1.16) satisfies the following estimate
‖√ρ¯ut‖2L2 + 2µ
∫ t
0
‖∇uτ‖2L2dτ ≤ I0,
provided Ec(w) ≤ 0 for any w ∈ H10 (i.e., Cr ≤ 0).
3. Proof of Theorem 2.1
3.1. Linear instability
In this Subsection we give the detailed proof of the linear instability in Theorem 2.1. To
begin with, we show that a maximizer of (2.16) exists and that the corresponding Euler-Lagrange
equations are equivalent to (2.15).
Proposition 3.1. Assume that the density profile ρ¯ satisfies the first two conditions in (1.2),
then for any but fixed s > 0, the following assertions are valid.
(1) Eσ(w, s) achieves its supremum on Aσ.
(2) Let u˜ be a maximizer and α satisfy (2.16), then there exists a corresponding pressure field
p˜ associated with u˜, such that the couple (u˜, p˜) satisfies the boundary value problem (2.15).
Moreover, (u˜, p˜) ∈ H2 ×H1.
Proof. (1) Let {wn}∞n=1 ⊂ Aσ be a maximizing sequence, then Eσ(wn, s) is bounded. Recalling
that
Eσ(wn, s) =
∫
[gρ¯′(wn3 )
2 − λ0m2|∂iwn|2 − sµ|∇wn|2]dx,
we can easily see that wn is bounded in H
1
σ. Here w
n
3 denotes the third component of wn. So,
there exists a w˜ ∈ Aσ and a subsequence (still denoted by wn for simplicity), such that wn → w˜
weakly in H1σ and strongly in L
2. Moreover, by the lower semi-continuity, one has
sup
w∈Aσ
Eσ(w, s) = lim sup
n→∞
Eσ(wn, s)
= lim
n→∞
∫
ρ¯′(wn3 )
2dx− lim inf
n→∞
∫
(λ0m
2|∂iwn|2 + sµ|∇wn|2)dx
≤Eσ(w˜, s) ≤ sup
w∈Aσ
Eσ(w, s),
which shows that Eσ(w, s) achieves its supremum on Aσ.
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(2) To show the second assertion, we notice that since Eσ(w, s) and J(w) are homogeneous of
degree 2, (2.16) is equivalent to
α = sup
w∈H1σ
Eσ(w, s)
J(w)
. (3.1)
For any τ ∈ R and ϕ ∈ H1σ, we take v˜(τ) := u˜+ τϕ, where u˜ is a maximizer. Then (3.1) implies
Eσ(v˜(τ), s)− λ2J(v˜(τ)) ≤ 0.
If we set I(τ) = Eσ(v˜(τ), s)− Λ2J(v˜(τ)), then we see that I(τ) ∈ C1(R), I(τ) ≤ 0 for all τ ∈ R
and I(0) = 0. This implies
dI(τ)
dτ
∣∣∣∣
τ=0
= 0.
Hence, a direct computation leads to
α
∫
ρ¯u˜ · ϕdx =− sµ
∫
∇u˜ : ∇ϕdx− λ0m2
∫
∂iu˜ · ∂iϕdx+
∫
gρ¯′u˜3e3 · ϕdx,
which implies that u˜ ∈ H1σ is a weak solution to (2.15). Thus, by virtue of scaling the variable
xi, it follows from the classical regularity theory on the Stokes problem that there are constants
c1 dependent of the domain Ω, s, µ, λ0 and m, and c2 dependent of c1, g, α and ρ¯, such that
‖u˜‖H2 + ‖∇p˜‖L2 ≤ c1‖(gρ¯′u˜3e3 − αρ¯u˜)‖L2 ≤ c2,
where p˜ ∈ H1 is the corresponding pressure field associated to u˜. This completes the proof. 
Next, we want to show that there is a fixed point s = Λ > 0 such that
√
α(Λ) = Λ. To this
end, we first give some properties of α(s) as a function of s > 0.
Proposition 3.2. Under the assumptions of Proposition 3.1, the function α(s) defined on (0,∞)
enjoys the following properties:
(1) α(s) ∈ C0,1loc (0,∞) is nonincreasing.
(2) If |m| < miC, then there are constants c3, c4 > 0 which depend on g, ρ¯, µ, λ0 and m, such
that
α(s) ≥ c3 − sc4. (3.2)
Proof. (1) Let {wsjn }∞n=1 ⊂ Aσ be a maximizing sequence of supw∈Aσ Eσ(w, sj) for j = 1 and 2.
Then
α(s1) ≥ lim sup
n→∞
Eσ(ws2n , s1) ≥ lim inf
n→∞
Eσ(ws2n , s2) = α(s2) for any 0 < s1 < s2 <∞.
Hence α(s) is nonincreasing on (0,∞). Next we use this fact to show the continuity of α(s).
Let I := [a, b] ⊂ (0,∞) be a bounded interval. In view of the monotonicity of α(s), we know
that
|α(s)| ≤ max {|α(a)|, g ‖ρ¯′/ρ¯‖L∞} <∞ for any s ∈ I. (3.3)
On the other hand, for any s ∈ I, there exists a maximizing sequence {wsn}∞n=1 ⊂ Aσ of
supw∈Aσ Eσ(w, s), such that
|α(s)− Eσ(wsn, s)| < 1. (3.4)
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Making use of (3.3) and (3.4), we infer that
0 ≤µ
∫
|∇w|2dx+ λ0m
2
s
∫
|∂iw|2dx
=
g
s
∫
ρ¯′|wsn3|2dx−
Eσ(wsn, s)
s
≤1 + max{|α(a)|, g ‖ρ¯
′/ρ¯‖L∞}
a
+
g
a
∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞
:= K,
where wsn3 denotes the third component of w
s
n. Thus, for sj ∈ I (j = 1, 2), we further find that
α(s1) = lim sup
n→∞
Eσ(ws1n , s1) ≤ lim sup
n→∞
Eσ(ws1n , s2) + µ|s1 − s2| lim sup
n→∞
∫
|∇ws1n |2dx
≤α(s2) +K|s1 − s2|.
(3.5)
Reversing the role of the indices 1 and 2 in the derivation of the inequality (3.5), we obtain the
same boundedness with the indices switched. Therefore, we deduce that
|α(s1)− α(s2)| ≤ K|s1 − s2|,
which yields α(s) ∈ C0,1loc (0,∞).
(2) We turn to the proof (3.2). Noting that m < miC, we can deduce from the definition of
miC that there is a v ∈ H1σ, such that∫
gρ¯′v23dx− λ0m2
∫
|∂iv|2dx > 0.
Thus, one has
α(s) = sup
w∈Aσ
Eσ(w, s) = sup
w∈H1σ
Eσ(w, s)
J(w)
≥ Eσ(v, s)
J(v)
=
∫
gρ¯′v23dx− λ0m2
∫ |∂iv|2dx∫
ρ¯v2dx
− sµ
∫ |∇v|2dx∫
ρ¯v2dx
:= c3 − sc4
for two positive constants c3 := c3(g, ρ¯,m) and c4 := c4(µ, ρ¯). This completes the proof of
Proposition 3.2. 
Next we show that there exists a pair of functions (u˜, q˜) satisfying (2.2) with a growth rate
Λ > 0. Let
S := sup{s | α(τ) > 0 for any τ ∈ (0, s)}.
By virtue of Proposition 3.2, S > 0; moreover, α(s) > 0 for any s < S (in addition, we can
further show that α(s) strictly decreases on (0,S)). Since α(s) = supw∈Aσ Eσ(w, s) < ∞, using
the monotonicity of α(s), we see that
lim
s→0
α(s) exists and the limit is a positve constant. (3.6)
On the other hand, by virtue of Poincare´’s inequality, there is a constant c5 dependent of g, ρ¯
and Ω, such that
g
∫
ρ¯′w23dx ≤ c5
∫
|∇w|2dx for any w ∈ A.
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Thus, if s > c5/µ, then
g
∫
ρ¯′w23dx− sµ
∫
|∇w|2dx < 0 for any w ∈ A,
which implies that
α(s) ≤ 0 for any s > c5/µ.
Hence S <∞. Moreover,
lim
s→S
α(s) = 0. (3.7)
Now, exploiting (3.6), (3.7) and the continuity of α(s) on (0,S), we find by a fixed-point
argument on (0,S) that there is a unique Λ ∈ (0,S) satisfying (2.17). Thus, by virtue of
Proposition 3.1, there is a solution (u˜, q˜) ∈ H2 ×H1 to the problem (2.2) with Λ constructed in
(2.17), where q˜ := −(p˜ + λ0m2∂iu˜i)/Λ. We conclude the following proposition, which, together
with Remark 2.4, yields the linear instability in Theorem 2.1.
Proposition 3.3. Assume that the density profile ρ¯ satisfies (1.2) and m < miC. Then there
exists a pair of functions (u˜, q˜) ∈ (H2 ∩ Aσ) × H1 which solves the boundary value problem
(2.2) with a finite growth rate Λ > 0 satisfying (2.3). In particular, ˜̺ := −ρ¯′u˜3/Λ ∈ H1 and
N˜ := m∂iu˜/Λ ∈ L2. Moreover, (˜̺, u˜, N˜ , q˜) satisfies (2.14).
Remark 3.1. It is easy to see that Proposition 3.3 still holds for ρ¯ being a function of three
variables (x1, x2, x3). However, if
∇p¯ = −ρ¯ge3,
then ρ¯ has to be a function of the single variable x3. This is the reason why we only consider
that ρ¯ is a single variable of x3 in Theorem 2.1.
3.2. Linear stability
Before proving the linear stability in Theorem 2.1, we shall establish the local well-posedness
of the linearized magnetic RT problem (1.4)–(1.6), which can be shown by an iterative method.
Next, we briefly describe how to show it for the reader’s convenience.
Let T ∗ ∈ (0, 1), IT ∗ := (0, T ∗), K > 0 and
UK = {u ∈ C0(I¯T ∗ , H2) ∩ C0(I¯T ∗ , H1σ) | ‖u‖L∞(IT∗ ,H2) ≤ K},
where T ∗ and K will be fixed later. Given v ∈ UK , we consider the following linear problem:{
ρ¯ut +∇p = µ∆u+ f, divu = 0,
u|∂Ω = 0, u|t=0 = u0,
(3.8)
where
f = λ0m∂iN − ̺ge3, ̺ = −
∫ t
0
ρ¯′v3(τ)dτ + ̺0, N = m
∫ t
0
∂iv(τ)dτ +N0. (3.9)
Obviously, divN = 0, since divN0 = 0. Using (3.9), we have (f, ft) ∈ C0(I¯T ∗ , L2), and thus the
problem (3.8) possesses a unique solution u ∈ L∞(IT ∗ , H2) with a unique associated pressure
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p ∈ L∞(IT ∗ , L2) satisfying
∫
pdx = 0. Moreover, u and p enjoy the following estimates (referring
to [5, Lemma 5] or [22, Lemma 5.2])
‖ut‖2C0(I¯∗
T
,L2) + ‖u‖2L∞(IT∗ ,H2) + ‖ut‖2L2(IT∗ ,H1) + ‖p‖2L∞(IT∗ ,H1)
≤ Cµ[‖u0‖2H2 + ‖f0‖2L2 + (1 + T ∗)‖f‖2L∞(IT∗ ,L2) + T ∗‖ft‖2L∞(IT∗ ,L2)]
≤ C˜(‖̺0‖2L2 + ‖u0‖2H2 + ‖∂iN0‖2L2 +K2T ∗) for any t ∈ IT ∗ ,
(3.10)
where the constant C˜ only depends on µ, ρ¯, λ0, g, m and the domain Ω. Using the classical
regularity theory on the Stokes problem, we have
‖u(t2)− u(t1)‖H2 + ‖p(t2)− p(t1)‖H1 ≤ Cµ(‖ut(t2)− ut(t1)‖L2 + ‖f(t2)− f(t1)‖L2),
which implies that u ∈ C0(I¯T ∗ , H2) and p ∈ C0(I¯T ∗ , H1). Now, taking K ≥ C˜(‖̺0‖2L2 +‖u0‖2H2 +
‖∂iN0‖2L2 + 1) and T ∗ ≤ 1/K2, we arrive at u ∈ UK .
Considering the above results, we can construct a function sequence {u}∞n=1 satisfying{
ρ¯∂tun+1 +∇pn+1 = µ∆un+1 + λ0m∂iNn − ̺nge3, divun+1 = 0,
un+1|∂Ω = 0, un+1|t=0 = u0
and
‖∂tun‖2C0(I¯T∗ ,L2) + ‖un‖
2
C0(I¯T∗ ,H
2) + ‖∂tun‖2L2(IT∗ ,H1) + ‖pn‖C0(I¯T∗ ,H1) ≤ K,
where
̺n = −
∫ t
0
ρ¯′vn3 (τ)dτ + ̺0, Nn = m
∫ t
0
∂ivn(τ)dτ +N0.
Let u¯n+1 = un+1−un, ¯̺n = ̺n− ̺n−1, N¯n = Nn−Nn−1 and p¯n+1 = pn+1− pn for n ≥ 2, then
we have {
ρ¯∂tu¯n+1 +∇p¯n+1 = µ∆u¯n+1 + λ0m∂iN¯n − ¯̺nge3, divu¯n+1 = 0,
u¯n+1|∂Ω = 0, u¯n+1|t=0 = 0
In view of the estimate (3.10), we get
‖∂tu¯n+1‖2L∞(IT∗ ,L2) + ‖u¯n+1‖2L∞(IT∗ ,H2)
+ ‖∂tu¯n+1‖2L2(IT∗ ,H1) + ‖p¯n+1‖L∞(IT∗ ,H1) ≤ C˜T ∗‖u¯n‖2L∞(IT∗ ,H2).
Hence, we see that {un}∞n=1, {∂tun}∞n=1 and {pn}∞n=1 are a Cauchy sequence in
L∞(IT ∗ , H
2), L2(IT ∗ , H
1) ∩ L∞(IT ∗ , L2) and L∞(IT ∗ , H1)
for sufficiently small T , respectively. Thus we obtain the limit functions u, p. It is easy to verify
that the limit functions u, p are a unique solution to the following problem
ρ¯ut +∇p = µ∆u+ λ0m∂iN − ̺ge3, divu = 0,
̺ = − ∫ t
0
ρ¯′u3(τ)dτ + ̺0, N = m
∫ t
0
∂iu(τ)dτ +N0,
u|∂Ω = 0, u|t=0 = u0.
(3.11)
Furthermore,
u ∈ C0(I¯T ∗, H2), ut ∈ C0(I¯T ∗ , L2),
∫
pdx = 0 and p ∈ C0(I¯T ∗ , H1).
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Obviously, (̺, u,N) constructed above also uniquely solves the linearized problem (1.4)–(1.6) with
an associated pressure q = p−λ0mNi. Moreover, (̺,N, ∂iN) ∈ C0(I¯T ∗ , L2) due to (̺0, N0, ∂iN0) ∈
L2.
To get a global solution in Theorem 2.1, it suffices to deduce the global estimates for ‖̺(t)‖L2,
‖u(t)‖H2 and ‖∂iN(t)‖L2 . To begin with, we derive the energy equality (2.18). In view of the
regularity of (̺, u,N), we can deduce from (3.11)1 that for a.e. t > 0,
1
2
d
dt
∫
ρ¯|ut|2dx =< ρ¯utt, ut >=
∫
(λ0m
2∂2i u · ut + gρ¯′u3∂tu3)dx− µ
∫
|∇ut|2dx,
where < ·, · > denotes the dual product between the spaces H−1σ and H1σ, and H−1σ represents
the dual space of H1σ, please refer to [5, Remark 6]. On the other hand,
1
2
d
dt
∫ (
λ0m
2|∂iu|2 − gρ¯′u23
)
dx =
∫ (
λ0m
2∂iu · ∂iut − gρ¯′u3∂tu3
)
dx
= −
∫ (
gρ¯′u3∂tu3 + λ0m
2∂2i u · ut
)
dx,
Putting the previous two equalities together, we conclude
d
dt
∫ (
ρ¯|ut|2 + λ0m2|∂iu|2 − gρ¯′u23
)
dx+ 2µ
∫
|∇ut|2dx = 0,
which yields (2.18).
Then, using the inequality (2.19), we further infer from (2.18) that∫ {
ρ¯|ut|2 + λ0[m2 − (miC)2]|∂iu|2
}
dx+ 2µ
∫ t
0
∫
|∇uτ |2dxdτ ≤ J0.
Recalling (2.11) and Poinca´re’s inequality, we obtain
‖ut‖2L2 + ‖(u, ∂iu)‖2L2 + µ
∫ t
0
‖uτ‖2H1dτ ≤ CJ0. (3.12)
Applying (3.12) to the first and third equations in (1.6), we find that
‖(̺, u,N)t‖2L2 + µ‖(u, ∂iu)‖2L2 + µ
∫ t
0
‖uτ‖2H1dτ ≤ CJ0. (3.13)
On the other hand, we have
J0 ≤ ‖(̺0, ∂iu0, µ∆u0, ∂iN0)‖2L2 . (3.14)
In fact, using the second condition in (1.2) and Cauchy-Schwarz’s inequality, we obtain from
(1.6)2 that∫
ρ¯|uτ |2(τ)dx =
∫
(µ∆u+ λ0m∂iN − ̺ge3) · uτ (τ)dx
≤C(‖̺(τ)‖2L2 + ‖µ∆u(τ)‖2L2 + ‖∂iN(τ)‖2L2) +
inf ρ¯
2
‖uτ(τ)‖2L2 ,
which implies
‖uτ(τ)‖2L2 ≤ C(‖̺(τ)‖2L2 + ‖µ∆u(τ)‖2L2 + ‖∂iN(τ)‖2L2) for any τ > 0.
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Let τ → 0, then
‖ut|t=0‖2L2 ≤ C‖(̺0, µ∆u0, ∂iN0)‖2L2 ,
and one gets (3.14). Putting (3.13) and (3.14) together, we obtain the stability estimate (2.5).
Noting that ∂iN = m
∫ t
0
∂2i u(τ)dτ + ∂iN0, thus, we use the classical regularity theory on the
Stokes problem to infer that
‖u(t)‖H2 + ‖q(t)‖H1 ≤Cµ(‖ut(t)‖L2 + ‖λ0m∂iN − ̺ge3‖L2)
≤Cµ
(
‖(̺0, ∂iu0,∆u0, ∂iN0)‖L2 +
∫ t
0
‖u(τ)‖H2dτ
)
,
which, together with Grownwall’s inequality, yields
‖u(t)‖H2 ≤ Cµ‖(̺0, ∂iu0,∆u0, ∂iN0)‖L2
(
1 + Cµte
Cµt
)
. (3.15)
With the global estimate (3.15) and
‖(̺, ∂iN)(t)‖ ≤C
(
‖(̺0, ∂iN0)‖L2 +
∫ t
0
‖u(τ)‖H2dτ
)
in hand, we immediately get the global solution (̺, u,N) with an associated pressure q by a
continuity argument based on the local well-posedness result. Moreover, the global solution
satisfies the stability estimate (2.5).
Now, we proceed to deriving the estimates (2.6)–(2.8). Firstly, (1.6)2 yields
ρ¯ut +∇(q + λ0mNi) = µ∆u+ λ0m2∂2i
∫ t
0
u(τ)dτ + ρ¯′
∫ t
0
u3(τ)dτge3 +Q0.
Consequently, (2.20) follows. Noting that
∫ t
0
u(τ)dτ
∣∣
∂Ω
= 0, similarly to the derivation of (3.12),
we can obtain (2.6). Hence, exploiting (1.6)1, we have
‖̺(t)‖L2 ≤‖̺0‖L2 +
∥∥∥∥∫ t
0
̺τdτ
∥∥∥∥
L2
≤‖̺0‖L2 + ‖ρ¯′‖L∞
∥∥∥∥∫ t
0
u3(τ)dτ
∥∥∥∥
L2
≤ C‖(̺0, u0, Q0)‖L2.
(3.16)
Similarly, using (1.6)3, one obtains
‖N(t)‖L2 ≤‖N0‖L2 +
∥∥∥∥∫ t
0
Nτdτ
∥∥∥∥
L2
≤‖N0‖L2 + |m|
∥∥∥∥∫ t
0
∂iu(τ)dτ
∥∥∥∥
L2
≤ C‖(u0, N0, Q0)‖L2.
(3.17)
Therefore, the estimate (2.7) follows from (3.16) and (3.17). Using (2.5)–(2.7), we deduce from
(1.6)2 that
µ‖∇u‖2L2 + ‖
√
ρ¯ut‖2L2 =−
∫
(λ0mN · ∂iu+ ̺gu3)dx
≤g‖̺‖L2‖u‖L2 + λ0m‖N‖L2‖∂iu‖L2
≤C‖(̺0, ∂iu0, µ∆u0, N0, ∂iN0)‖2L2,
(3.18)
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which yields (2.8). Hence, to complete the proof of the linear stability in Theorem 2.1, it remains
to show the asymptotic stability of (̺, u,N) in (2.10).
By [33, Theorem 1.68], Sobolev’s inequality, the estimates on ‖u‖W 1,2(R+,H1) in (2.5) and (2.7),
we infer that∫ t
0
∣∣∣∣ ddτ ‖(u,∇u)‖2L2
∣∣∣∣ dτ ≤ 2 ∫ t
0
(‖u‖L2‖uτ‖H−1 + ‖∇u‖L2‖∇uτ‖H−1) dτ
≤ C
∫ t
0
‖(u,∇u, uτ ,∇uτ)‖2L2dτ
≤ C
∫ t
0
‖(u, uτ)‖2H1dτ ≤ C‖(̺0, ∂iu0, µ∆u0, ∂iN0)‖2L2.
Hence, ‖u(t)‖H1 ∈ W 1,1(0,∞), which, together with (3.18), implies ‖u(t)‖H1 and ‖ut(t)‖L2 → 0
as t→∞. Using (3.16) and (3.17), we see that there are two measurable functions ̺∞ and N∞
and a time sequence {tn}∞n=1 ⊂ R+, such that
(̺,N)(tn)→ (ρ∞, N∞) weakly in L2 as n→∞.
On the other hand, we have that for any t ∈ R+,
‖̺(t)− ̺∞‖L2 ≤ lim inf
n→∞
‖̺(t)− ̺(tn)‖L2 ≤ lim inf
n→∞
∫ tn
t
‖̺τ‖L2dτ
≤‖ρ¯′‖L∞
∫ ∞
t
‖u3‖L2dτ ≤ C‖u0‖L2
(3.19)
and
‖N(t)−N∞‖L2 ≤
∫ ∞
t
‖Nτ‖L2dτ ≤ m
∫ ∞
t
‖∂iu(τ)‖L2dτ ≤ C‖u0‖L2.
Thus, ‖(̺− ̺∞, N −N∞)(t)‖L2 → 0 as t→∞. Finally, multiplying (1.6) by u, we obtain
−
∫
ρ¯ut · ϕdx =
∫
(µ∇u : ∇ϕ+ λ0mN · ∂iϕ+ ̺ge3)dx,
which, together with (2.10), implies (2.9). The proof of the linear stability in Theorem 2.1 is
complete.
4. Proof of Theorem 2.2
In this section, we adapt the basic ideas in the proof of Theorem 2.1 to show Theorem 2.2.
Due to the compressibility, the proof of Theorem 2.2 will be more complicated than that of
Theorem 2.1.
4.1. Linear instability
We still apply a modified variational method to construct a solutions of the boundary value
problem (2.22), so we modify (2.22) as follows.
αρ¯u˜ = sµ∆u˜+ sµ0∇divu˜+ gρ¯divu˜e3 + gρ¯′u˜3e3 +∇[p′(ρ¯)div(ρ¯u˜)]
+λ0mc(mc∂
2
1 u˜− M¯cdiv∂1u˜) +∇[λ0mc(mc∂2u˜2 +mc∂3u˜3 +m′cu˜3)],
u˜|∂Ω = 0,
(4.1)
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where α := α(s) depends on s. Then, the standard energy functional for (4.1) is given by
Ec(u˜, s) = Ec(u˜)− sV (u˜)
with an associated admissible set A. Thus, we find an α by maximizing
α := sup
w∈A
Ec(w, s). (4.2)
Obviously, supw∈A Ec(w, s) < ∞ for any s > 0. Next we show the existence of a maximizer for
(4.2).
Proposition 4.1. Assume that the density profile ρ¯ satisfies the first two conditions in (1.2),
then for any but fixed s > 0, the following assertions are valid.
(1) Ec(w, s) achieves its supremum on A.
(2) Let u˜ be a maximizer and α defined by (4.2), then u˜ ∈ H10 is a weak solution to the boundary
value problem (4.1).
(3) If α > 0, then the maximizer u˜ further satisfies
u˜3 6= 0, mc∂1u˜3 6= 0, (4.3)
|m′cu˜3 +mc(∂2u˜2 + ∂3u˜3)|2 + |mc∂1u˜2|2 6= 0, (4.4)
u˜21 + u˜
2
2 6= 0, (4.5)
where u˜i denotes the i-th component of u˜. In addition,
div(ρ¯u˜) 6= 0, provided ρ¯′ ≥ 0. (4.6)
Proof. (1) Let {wn}∞n=1 ⊂ A be a maximizing sequence. Using Cauchy-Schwarz’s inequality,
one sees that
Ec(wn, s) =Ec(wn)− sV (wn)
≤
∫
gρ¯′|wn3 |2dx+
∫ (
2gρ¯divwnw
n
3 − p′(ρ¯)ρ¯|divwn|2
)
dx− sµ
∫
|∇wn|2dx
≤
∫
gρ¯′|wn3 |2dx+
∫
g2ρ¯|wn3 |2
p′(ρ¯)
dx− sµ
∫
|∇wn|2dx,
which yields
sµ
∫
|∇wn|2dx+ Ec(wn, s) ≤
∫
gρ¯′|wn3 |2dx+
∫
g2ρ¯|wn3 |2
p′(ρ¯)
dx.
We easily see from the above inequality that Ec(wn, s) is bounded, and consequently, wn is
bounded in H10 . So, there exists a w˜ ∈ A and a subsequence (still denoted by wn for simplicity),
such that wn → w˜ weakly in H10 and strongly in L2. Moreover, by the lower semi-continuity, one
has
sup
w∈A
Ec(w, s) = lim sup
n→∞
Ec(wn, s)
= lim
n→∞
∫ (
gρ¯′|wn3 |2dx+ 2gρ¯divwnwn3
)
dx− lim inf
n→∞
∫ [
p′(ρ¯)ρ¯|divwn|2
+λ0m
2
c(|∂1wn2 |2 + |∂1wn3 |2 + |∂2wn2 + ∂3wn3 |2) + s(µ|∇wn|2 + µ0|divwn|2)
]
dx
≤Ec(w˜, s) ≤ sup
w∈A
Ec(w, s),
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which shows that Ec(w, s) achieves its supremum on A.
(2) To show the second assertion, we write (4.2) as follows
α = sup
w∈H1
0
Ec(w, s)
J(w)
. (4.7)
For any τ ∈ R and ψ ∈ H10 , we take v˜(τ) := u˜+ τψ. Then, (4.7) implies
Ec(v˜(τ), s)− λ2J(v˜(τ)) ≤ 0.
Let I(τ) = Ec(v˜(τ), s)− Λ2J(v˜(τ)), then
dI(τ)
dτ
∣∣∣∣
τ=0
= 0.
Hence, a direct computation leads to
α
∫
ρ¯u˜ · ψdx =
∫
[(gρ¯′u˜3e3 + gρ¯divu˜e3) · ψ + gρ¯divψ˜e3 · u˜]dx
−
∫
{λ0m2c [∂1u˜2∂1ψ2 + ∂1u˜3∂1ψ3 + (∂2u˜2 + ∂3u˜3)(∂2ψ2 + ∂3u˜3)]
+ p′(ρ¯)ρ¯divu˜divψ}dx− s
∫
(µ∇u˜ : ∇ψ + µ0divu˜divψ)dx.
Using the condition (1.11), we change the above weak form as follows
α
∫
ρ¯u˜ · ψdx =−
∫
[(sµ0 + p
′(ρ¯)ρ¯)divu˜+ λ0m
2
c(∂2u˜2 + ∂3u˜3)]divψdx
− sµ
∫
∇u˜ : ∇ψdx+ λ0m2c
∫
(divu˜∂1ψ1 − ∂1u˜ · ∂1ψ)dx
+
∫
[(gρ¯′u˜3e3 + gρ¯divu˜e3 +∇(p′(ρ¯)ρ¯′u˜3) + λ0∇(mcm′cu˜3)] · ψdx,
(4.8)
which implies that u˜ is a weak solution to (4.1).
(3) Next, we turn to the proof of (4.3)–(4.6) by contradiction.
By the second assertion, we know the maximizer u˜ ∈ A satisfies (4.8), thus α = Ec(u˜, s).
Suppose u˜3 = 0, then α = Ec(u˜, s) < 0 due to
∫
ρ¯|u˜|2dx = 1, which contradict with the condition
α > 0. Hence u˜3 6= 0.
Suppose |m′cu˜3 +mc(∂2u˜2 + ∂3u˜3)|2 + |mc∂1u˜2|2 = 0, then
m′cu˜3 +mc(∂2u˜2 + ∂3u˜3) = 0 (4.9)
and mc∂1u˜2 = 0. Since mc > 0, we get ∂1u˜2 = 0. Recalling that u˜2|∂Ω = 0, we obtain u˜2 = 0
by a Lagrangian formula [33, Section 1.3.5.1], which, tougher with (4.9), implies ∂3(mcu˜3) = 0.
We immediately see u˜3 ≡ 0, which contradicts with u˜3 6= 0. Hence (4.4) holds. Similarly, we can
show m∂1u˜3 6= 0.
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Suppose that u˜21 + u˜
2
2 = 0 or div(ρ¯u˜) = 0, then
0 < α =
∫ {
gρ¯′u˜23 + 2gρ¯u˜3∂3u˜3 − (p¯′(ρ¯)ρ¯+ λ0m2c)|∂3u˜3|2 − λ0m2c |∂1u˜3|2
}
dx
− s
∫ (
µ|∇u˜3|2 + µ0|∂3u˜3|2
)
dx
=−
∫ [
(p¯′(ρ¯)ρ¯+ λ0m
2
c)|∂3u˜3|2 + λ0m2c |∂1u˜3|2
]
dx
− s
∫ (
µ|∇u˜3|2 + µ0|∂3u˜3|2
)
dx < 0,
or
0 < α =
∫ {
gρ¯′u˜23 + (2gρ¯u˜3 − p¯′(ρ¯)ρ¯divu˜)divu˜
− λ0m2c(|∂1u˜2|2 + |∂1u˜3|2 + |∂2u˜2 + ∂3u˜3|2
}
dx− s
∫ (
µ|∇u˜|2 + µ0|divu˜|2
)
dx
=−
∫ [
gρ¯′u˜23 + p¯
′(ρ¯)ρ¯|divu˜|2 + λ0m2c(|∂1u˜2|2 + |∂1u˜3|2 + |∂2u˜2 + ∂3u˜3|2
]
dx
− s
∫ (
µ|∇u˜|2 + µ0|divu˜|2
)
dx < 0,
which is a contradiction. Therefore, (4.5) and (4.6) hold. This completes the proof. 
Proposition 4.2. Let u˜ ∈ H10 be a weak solution of the boundary value problem (4.1), then
u˜ ∈ H2.
Proof. Firstly, we write (4.1) as follows.
(sµ+ sµ0 + p
′(ρ¯)ρ¯)∂21 u˜1 + sµ∂
2
2 u˜1 + sµ∂
2
3 u˜1
+(sµ0 + p
′(ρ¯)ρ¯)∂1∂2u˜2 + (sµ0 + p
′(ρ¯)ρ¯)∂1∂3u˜3 = αρ¯u˜1 + gρ¯∂1u˜3,
(sµ+ λ0m
2
c)∂
2
1 u˜2 + (sµ+ sµ0 + p
′(ρ¯)ρ¯+ λ0m
2
c)∂
2
2 u˜2 + sµ∂
2
3 u˜2
+(sµ0 + p
′(ρ¯)ρ¯)∂1∂2u˜1 + (sµ0 + λ0m
2
c + p
′(ρ¯)ρ¯)∂2∂3u˜3 = αρ¯u˜2 + gρ¯∂2u˜3,
(sµ+ λ0m
2
c)∂
2
1 u˜3 + sµ∂
2
2 u˜3 + ∂3[(sµ0 + p
′(ρ¯)ρ¯)∂1u˜1
+(sµ0 + λ0m
2
c + p
′(ρ¯)ρ¯)∂2u˜2 + (sµ+ sµ0 + λ0m
2
c + p
′(ρ¯)ρ¯)∂3u˜3]
= αρ¯u˜3 − gdiv(ρ¯u˜) + ∂3(gρ¯u˜3),
u˜|∂Ω = 0,
(4.10)
Let f = (αρ¯u˜1 + gρ¯∂1u˜3, αρ¯u˜2 + gρ¯∂2u˜3, αρ¯u˜3 − gdiv(ρ¯u˜) + ∂3(gρ¯u˜3))T and (Aαβij )1≤α,β≤31≤i,j≤3 be the
matrix of coefficients of the linear elliptic equations (4.10), then (4.10) can be written as
−∂α(Aαβij ∂βuj) = fi,
where we have used the Einstein convention of summing over repeated indices, and the non-zero
coefficients are
A2211 = A
33
11 = A
33
22 = A
22
33 = sµ,
A1212 = A
13
13 = A
21
21 = A
31
31 = sµ0 + p
′(ρ¯)ρ¯,
A1122 = A
11
33 = sµ+ λ0m
2
c , A
32
32 = A
23
23 = sµ0 + p
′(ρ¯)ρ¯+ λ0m
2
c ,
A1111 = sµ+ sµ0 + p
′(ρ¯)ρ¯, A2222 = sµ+ sµ0 + p
′(ρ¯)ρ¯+ λ0m
2
c ,
A3333 = sµ+ sµ0 + p
′(ρ¯)ρ¯+ λ0m
2
c .
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Noting that, for any ξ, η ∈ R3,
Aαβij ξαξβηiηj =sµ|ξ|2|η|2 + (sµ+ p′(ρ¯)ρ¯)(ξ1η1 + ξ2η2 + ξ3η3)2
+ λ0m
2
c(ξ2η2 + ξ3η3)
2 + λ0m
2
cξ
2
1(η
2
2 + η
2
3) ≥ sµ|ξ|2|η|2,
hence Aαβij satisfies the strong elliptic condition. On the other hand, ∂Ω is of class C
2, Aαβij ∈
C0,1(Ω) and f ∈ L2. Thus, if we apply [10, Theorem 4.11] to the weak form (4.8), we get u˜ ∈ H2.

Similarly to Proposition 3.2, we have the following properties of α(s) as a function of s > 0.
Proposition 4.3. Under the assumptions of Proposition 4.1, the function α(s) defined on (0,∞)
enjoys the following properties:
(1) α(s) ∈ C0,1loc (0,∞) is nonincreasing.
(2) If Cr > 0, then there are constants c6, c7 > 0 which depend on g, ρ¯, µ, µ0, λ0, p and mc,
such that
α(s) ≥ c6 − sc7.
Proof. The monotonicity and the second assert obviously hold by directly following the proof
of Proposition 3.2, while the absolute continuity can be established by modifying the proof of the
first assertion in Proposition 3.2. Here we give the proof of absolute continuity for the reader’s
convenience.
Let I := [a, b] ⊂ (0,∞) be a bounded interval. For any w ∈ A, by Cauchy-Schwarz’s
inequality,
Ec(w, s) ≤
∫
(gρ¯′w23 + 2gρ¯divww3)dx−
∫
p¯′(ρ¯)ρ¯|divw|2dx
≤g
(∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞
+
∥∥∥∥ gρ¯p¯′(ρ¯)
∥∥∥∥
L∞
)
.
Hence, from the monotonicity of α(s) we get
|α(s)| ≤ max
{
|α(a)|, g
(∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞
+
∥∥∥∥ gρ¯p¯′(ρ¯)
∥∥∥∥
L∞
)}
:= L <∞ for any s ∈ I. (4.11)
On the other hand, for any s ∈ I, there exists a maximizing sequence {wsn} ⊂ A of supw∈A Ec(w, s),
such that
|α(s)− Ec(wsn, s)| < 1. (4.12)
Making use of (4.11) and (4.12), we infer from the definition of Ec(w, s) that
0 ≤
∫ (
µ|∇w|2 + µ0|divw|2
)
dx
≤1
s
∫
[gρ¯′|wsn3|2 + (2gρ¯wsn3 − p¯′(ρ¯)ρ¯divwsn)divwsn]dx−
Ec(wsn, s)
s
≤1 + L
a
+
g
a
[∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞
+
∥∥∥∥ gρ¯p¯′(ρ¯)
∥∥∥∥
L∞
]
≤ 1 + 2L
a
.
Thus, for si ∈ I (i = 1, 2), we have
α(s1) ≤ α(s2) + (1 + 2L)|s1 − s2|/a,
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and further infer that
|α(s1)− α(s2)| ≤ (1 + 2L)|s1 − s2|/a,
which yields α(s) ∈ C0,1loc (0,∞). This completes the proof of Proposition 4.3. 
With Proposition 4.3 in hand, we can directly follow the proof of (2.17) to deduce that there
is a unique Λ > 0 satisfying
Λ =
√
α(Λ) =
√
sup
w∈A
Ec(w,Λ) > 0. (4.13)
Thus, by virtue of Propositions 4.1 and 4.2, there is a solution u˜ ∈ H2 to the boundary value
problem (2.22) with Λ constructed in (4.13), where u˜ satisfies (4.3)–(4.6). Thus, we conclude the
following proposition, which gives the linear instability in Theorem 2.2.
Proposition 4.4. Assume that the density profile ρ¯ satisfies (1.2) and Cr > 0. Then there
exists a u˜ ∈ H2 ∩ A which solves the boundary value problem (2.22) with a finite growth
rate Λ > 0 satisfying (2.26). Moreover, u˜ satisfies (4.3)–(4.6). In particular, let (ρ˜, N˜) :=
(−div(ρ¯u˜), mc∂1u˜− u˜3M¯ ′c−M¯cdivu˜)/Λ, then (ρ˜, u˜, N˜) ∈ L2×H2×L2 solves (2.21), N˜21 +N˜22 6= 0
and N˜3 6= 0. In addition, ρ˜ 6= 0 provided ρ¯′ ≥ 0.
4.2. Linear stability
Firstly, following the process of the iterative method as in Subsection 3.2, we can show that
there exists a unique local-in-time solution (̺, u,N) of the linearized Parker problem (1.14)–
(1.16), where we should use the classical regularity theory on elliptic equations instead of that
for the Stokes problem (see (4.19) later). Moreover, the solution satisfies the following regularity
̺ ∈ C0(I¯T ∗ , H1), (N, ∂1N,∇N1) ∈ C0(I¯T ∗ , L2),
u ∈ C0(I¯T ∗ , H2), ut ∈ C0(I¯T ∗ , L2) ∩ L2(IT ∗ , H1),
where T ∗ ∈ (0, 1) depends on (‖̺0‖2H1 + ‖u0‖2H2 + ‖(N03 , ∂1N0,∇N01 )‖2L2). Next, we deduce some
global-in-time estimates on ‖̺(t)‖H1 , ‖u(t)‖H2 and ‖(N3, ∂1N,∇N1)(t)‖2L2.
In view of the regularity of (̺, u,N), we deduce from (3.11)1 that for a.e. t > 0,
1
2
d
dt
∫
ρ¯|ut|2dx =< ρ¯utt, ut >
=
∫
[(p′(ρ¯)̺t + λ0mc∂tN1)divut + λ0m
′
c∂tN3∂tu1
+ λ0mc∂1Nt · ut − ̺tg∂tu3]dx−
∫
(µ|∇ut|2 + µ0|divut|2)dx := L1 + L2,
where < ·, · > denotes the dual product between the spaces H−1 and H10 , and H−1 denotes the
dual space of H10 . On the other hand, using (1.16)1, (1.16)2, (1.11) and partial integrations, we
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have
L1 =
∫
[−p′(ρ¯)div(ρ¯u) + λ0mc(mc∂1u1 −m′cu3 −mcdivu)]divutdx
+
∫
[λ0m
2
c(∂
2
1u · ut − ∂1divu∂tu1) + gdiv(ρ¯u)∂tu3]dx
=
∫
{gρ¯′u3∂tu3 − (p′(ρ¯)ρ¯′ + λ0mcm′c)u3divut + gρ¯divu∂tu3 − p′(ρ¯)ρ¯divudivut
− λ0m2c [∂1u · ∂1ut + (divu− ∂1u1)divut − divu∂t∂1u1]dx
=
∫
{gρ¯′u3∂tu3 + gρ¯∂t(divuu3)− p′(ρ¯)ρ¯divudivut
− λ0m2c [∂1u2∂t∂1u2 + ∂1u3∂t∂1u3 + (∂2u2 + ∂3u3)(∂2u2 + ∂3u3)t]dx
=
1
2
d
dt
Ec(u(t)).
Combining the above two equalities, we get
1
2
d
dt
(∫
ρ¯|ut|2dx− Ec(u(t))
)
+
∫
(µ|∇ut|2 + µ0|divut|2)dx = 0,
which yields ∫
ρ¯|ut|2dx− Ec(u(t)) + 2
∫ t
0
∫
(µ|∇uτ |2 + µ0|divuτ |2)dxdτ
=
∫ (
ρ¯|ut|2
∣∣
t=0
−Ec(u(0))
)
dx := I0.
(4.14)
Keeping in mind that ‖∇divu0‖L2 ≤ ‖∆u0‖L2 (see [11, Corollary 9.10]) and (2.11), we easily see
that I0 can be bounded from above by (2.31).
Recalling (2.25), we have∫
ρ¯|ut|2dx− λ0Cr
∫
(|∂1u2|2 + |∂1u3|2 + |∂2u2 + ∂3u3|2)dx
+ 2
∫ t
0
∫
(µ|∇uτ |2 + µ0|divuτ |2)dxdτ ≤ I0.
Since Cr < 0, we obtain by exploiting Poinca´re’s inequality and (2.11) that
‖ut(t)‖2L2 + ‖(u2, u3, ∂1u2, ∂1u3, ∂2u2 + ∂3u3)(t)‖2L2
+
∫ t
0
(µ‖uτ‖2H1 + µ0‖divuτ‖2L2)dτ ≤ CI0, for any t ∈ R+.
(4.15)
On the other hand, (4.14) can be rewritten as follows∫ [
ρ¯|ut|2 + p′(ρ¯)ρ¯|divu|2 + λ0m2c(|∂1u2|2 + |∂1u3|2 + |∂2u2 + ∂3u3|2)
]
dx
+ 2
∫ t
0
∫
(µ|∇uτ |2 + µ0|divuτ |2)dxdτ = I0 +
∫ (
2gρ¯divu˜u3 + gρ¯
′u23
)
dx.
Thus, using Cauchy-Schwarz’s inequality and (4.15), we obtain
‖divu‖2L2 ≤ CI0, (4.16)
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which, together with (4.15) and (2.11), yields
‖(u1, ∂1u1)‖2L2 ≤ CI0 (4.17)
Putting (4.15)–(4.17), (1.16)1 and (1.16)2 together, we get the stability estimate (2.27).
Now, we turn to the estimation of ‖u(t)‖H2. To this end, we use (1.16)1 and (1.16)3 to rewrite
(1.16)2 as follows.
µ∆u+ µ0∇divu = ρ¯ut +∇ (p′(ρ¯)̺+ λ0mcN1)− λ0N3M¯ ′c − λ0mc∂1N + ̺ge3, (4.18)
where
̺ = −
∫ t
0
div(ρ¯u)(τ)dτ + ̺0 and N =
∫ t
0
(mc∂1u− u3M¯ ′c − M¯cdivu)(τ)dτ +N0.
The viscosity term in (4.18) defines a strong elliptic operator on u, thus
‖u(t)‖H2 ≤‖ρ¯ut +∇ (p′(ρ¯)̺+ λ0mcN1)− λ0N3M¯ ′c − λ0mc∂1N + ̺ge3‖L2
≤Cµ,µ0
(
‖̺0‖H1 + ‖(N03 , ∂1N0,∇N01 , ut)‖L2 +
∫ t
0
‖u(τ)‖H2dτ
)
≤Cµ,µ0
(
‖̺0‖H1 + ‖(N03 , ∂1N0,∇N01 )‖L2 + I0 +
∫ t
0
‖u(τ)‖H2dτ
)
,
(4.19)
which, together with Grownwall’s inequality, gives
‖u(t)‖H2 ≤ Cµ,µ0(‖̺0‖H1 + ‖(N03 , ∂1N0,∇N01 , )‖L2 + I0)
(
1 + Cµ,µ0te
Cµ,µ0 t
)
. (4.20)
Here Cµ,µ0 denotes a generic positive constant depending on Ω, µ, µ0 and the other known
physical parameters. With the help of (4.20) and
‖̺(t)‖H1 + ‖(N3, ∂1N,∇N1)(t)‖L2 ≤C
(
‖̺0‖H1 + ‖(N03 , ∂1N0,∇N01 )‖L2 +
∫ t
0
‖u(τ)‖H2dτ
)
,
we immediately obtain a global solution (̺, u,N) by a continuity argument based on the local
well-posedness result. Moreover, the global solution satisfies the stability estimate (2.27).
We proceed to deriving the estimates (2.28)–(2.30). Firstly, we get from (4.18) that
ρ¯ut +∇
[
−p′(ρ¯)div
(
ρ¯
∫ t
0
u(τ)dτ
)
+ λ0mc
∫ t
0
(mc∂1u1 −m′cu3 −mcdivu)(τ)dτ
]
= µ∆u+ µ0∇divu+ λ0mc∂1
∫ t
0
(mc∂1u− u3M¯ ′c − M¯cdivu)(τ)dτ
+ λ0mc∂1
∫ t
0
u3(τ)dτM¯
′
c + gdiv
(
ρ¯
∫ t
0
u(τ)dτ
)
e3 + P0.
Similarly to the identity (2.18), we have∫
ρ¯|u|2dx− Ec
(∫ t
0
u(τ)dτ
)
+ 2
∫ t
0
∫
(µ|∇u|2 + µ0|divu|2)(τ)dxdτ
=
∫
ρ¯|u0|2dx+ 2
∫
P0
∫ t
0
u(τ)dτdx.
(4.21)
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Noting that
∫ t
0
u(τ)dτ
∣∣
∂Ω
= 0, we obtain (2.28) from (4.21) by following the derivation of (2.27).
Utilizing (1.16)1, we find that
‖̺(t)‖L2 ≤‖̺0‖L2 +
∥∥∥∥∫ t
0
div(ρ¯u)(τ)dτ
∥∥∥∥
L2
=‖̺0‖L2 +
∥∥∥∥div(ρ¯ ∫ t
0
u(τ)dτ
)∥∥∥∥
L2
≤ C(‖(̺0, u0, P0)‖L2 + I0).
(4.22)
Similarly, using (1.16)3, one obtains
‖N(t)‖L2 ≤‖N0‖L2 +
∥∥∥∥∫ t
0
(mc∂1u− u3M¯ ′c − M¯cdivu)(τ)dτ
∥∥∥∥
L2
≤C(‖(N0, u0, P0)‖L2 + I0).
(4.23)
Combining (4.22) with (4.23), we arrive at (2.29).
Now, making use of (2.28), (2.29) and Cauchy-Schwarz’s inequality, we infer from (1.16)2 that
µ‖∇u‖2L2 + µ0‖divu‖2L2
= −
∫
[ρ¯ut · u− (p′(ρ¯)̺+ λ0mcN1)divu− λ0m′cN3u1 + λ0mcN · ∂1u+ ̺gu3]dx
≤ C(‖(̺,N3, ut)‖L2‖u‖L2 + ‖(̺,N1)‖L2‖divu‖L2 + ‖N‖L2‖∂1u‖L2)
≤ C(‖(̺0, u0, N0, P0)‖2L2 + I0),
which implies (2.30). In addition, following the proof of (2.9) and (2.10), and using the stability
estimates, we obtain the asymptotic behaviors (2.32) and (2.33). The proof of linear stability
results in Theorem 2.2 is complete.
5. Additional results
5.1. Critical number of horizontally periodic domains
In this subsection we prove the equality (2.12) in Remark 2.3. Obviously, it suffices to show
the following conclusion.
Proposition 5.1. Let L > 0, l > 0, Ω := (2πLT)2 × (−l, l), ρ¯ := ρ¯′(x3) ∈ L∞(R),
a = sup
w(x)∈H1σ
∫
ρ¯′w23(x)dx∫ |∂3w(x)|2dx and b = supψ(x3)∈H10 (−l,l)
∫ l
−l
ρ¯′|ψ(x3)|2dx3∫ l
−l
|ψ′(x3)|2dx3
,
then a = b.
Proof. Let wˆ3(ξ, x3) be the horizontal Fourier transform of w3(x) ∈ H1σ, i.e.,
wˆ3(ξ, x3) =
∫
(2piLT)2
w3(x
′, x3)e
−ix′·ξdx′,
where x′ = (x1, x2) and ξ = (ξ1, ξ2), then ∂̂3w3 = ∂3ŵ3. We denote ψ(ξ, x3) := ψ1(ξ, x3) +
iψ2(ξ, x3) := wˆ3(ξ, x3), where ψ1 and ψ2 are real functions. By the Fubini and Parseval theorems
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(see [12, Proposition 3.1.16]), we have∫
ρ¯′|w3(x)|2dx = 1
4π2L2
∑
ξ∈(L−1Z)2
∫ l
−l
(ρ¯′1{ρ¯′≥0} + ρ¯
′1{ρ¯′<0})|wˆ3(ξ, x3)|2dx3
=
1
4π2L2
∑
ξ∈(L−1Z)2
∫ l
−l
ρ¯′(ψ21(ξ, x3) + ψ
2
2(ξ, x3))dx3
(5.1)
and ∫
|∂3w3(x)|2dx = 1
4π2L2
∑
ξ∈(L−1Z)2
∫ l
−l
(|∂3ψ1(ξ, x3)|2 + |∂3ψ2(ξ, x3)|2)dx3, (5.2)
where 1{ρ¯′≥0} and 1{ρ¯′<0} denote the characteristic functions. Noting that ψi ∈ H10 (−l, l), by the
definition of b, we have
b
∫ l
−l
|∂3ψi(ξ, x3)|2dx3 ≥
∫ l
−l
ρ¯′|ψi(ξ, x3)|2dx3,
Thus, using (5.1)–(5.2), we immediately deduce that
b ≥
∑
ξ∈(L−1Z)2
∫ l
−l
ρ¯′|ψ(ξ, x3)|2dx3∑
ξ∈(L−1Z)2
∫ l
−l
|∂3ψ(ξ, x3)|2dx3
=
∫
ρ¯′|w3(x)|2dx∫ |∂3w3(x)|2dx ≥
∫
ρ¯′|w3(x)|2dx∫ |∂3w(x)|2dx ,
Hence a ≤ b.
Next we turn to the proof of a ≥ b. We choose a maximizing sequence {ψj}∞j=1 ⊂ H10 (−l, l)
of b to see at
b = lim
j→∞
∫ l
−l
ρ¯′|ψj(x3)|2dx3∫ l
−l
|ψ′j(x3)|2dx3
. (5.3)
For each ψj , we can construct an approximate sequence {ψm}∞m=1 ⊂ C∞0 (−l, l) satisfying ψm → ψj
in H10 (−l, l) as m→∞. Now, we denote
w˜ = (0, ψ′m(x3) cos(nL
−1x2), nL
−1ψm(x3) sin(nL
−1x2)),
then w˜(x) ∈ H1σ and∫
ρ¯′w˜23(x)dx3∫ |∂3w˜(x)|2dx =
∫
ρ¯′w˜23(x)dx∫
(|∂3w˜2(x)|2 + |∂3w˜3(x)|2)dx
=
(nL−1)2
∫ 2piL
0
∫ 2piL
0
∫ l
−l
ρ¯′ψ2m(x3) sin
2(nL−1x2)dx1dx2dx3∫ 2piL
0
∫ 2piL
0
∫ l
−l
(|ψ′′m(x3) cos(nL−1x2)|2 + |nL−1ψ′m(x3) sin(nL−1x2)|2)dx1dx2dx3
=
∫ l
−l
ρ¯′ψ2m(x3)dx3
L2n−2
∫ l
−l
|ψ′′m(x3)|2dx3 +
∫ l
−l
|ψ′m(x3)|2dx3
for sufficiently large m,
whence,
a ≥ lim
m→∞
lim
n→∞
∫ l
−l
ρ¯′ψ2m(x3)dx3
L2n−2
∫ l
−l
|ψ′′m(x3)|2dx3 +
∫ l
−l
|ψ′m(x3)|2dx3
=
∫ l
−l
ρ¯′ψ2j (x3)dx3∫ l
−l
|ψ′j(x3)|2dx3
,
which, together with (5.3), yields a ≥ b. The proof is complete. 
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5.2. Sharp growth rate of solutions to the linearized problems
In this section we show that Λ defined by (2.3) resp. (2.26) is the sharp growth rate for any
solution of the linearized problem (1.4)–(1.6) resp. (1.14)–(1.16). We shall exploit the energy
estimates as in [15, 19, 20] to show that eΛt is indeed the sharp growth rate for (̺, u,N) in
L2 ×H1 × L2-norm.
Proposition 5.2. (i) Let (̺, u,N) solve the linearized magnetic RT problem (1.4)–(1.6) with an
associated pressure q. Then for any t ≥ 0,
‖̺(t)‖2X ≤ Cµe2Λt(‖̺0‖2X + ‖(∇u0,∆u0, ∂iN0)‖2L2), X = L2 or H1,
‖u(t)‖2H1 + ‖ut(t)‖2L2 +
∫ t
0
‖∇u(τ)‖2L2dτ ≤ Cµe2Λt‖(̺0,∇u0,∆u0, ∂iN0)‖2L2,
‖N(t)‖L2 ≤ CµeΛt‖(̺0,∇u0,∆u0, N0, ∂iN0)‖2L2,
where the constant Cµ only depends on µ and Λ.
(ii) Let (̺, u,N) solve the linearized Parker problem (1.14)–(1.16). Then for any t ≥ 0,
‖u(t)‖2H1 + ‖ut(t)‖2L2 +
∫ t
0
‖∇u(τ)‖2L2dτ ≤ Cµ,µ0e2Λt(‖u0‖2H1 + I0), (5.4)
‖(̺,N)(t)‖2L2 ≤ Cµ,µ0e2Λt(‖(̺0, N0)‖2L2 + ‖u0‖2H1 + I0), (5.5)
where the constant Cµ,µ0 only depends on µ, µ0 and Λ.
Proof. We prove only the second assertion and the first assertion can be shown in the same
manner. Let (̺, u,N) be a solution of (1.14)–(1.16), then (̺, u,N) satisfies the identity (4.14).
In view of (2.26), we have
Ec(u) ≤ Λ2J(u) + Λ
∫
(µ|∇u˜|2 + µ0|divu˜|2)dx,
which, combined with (4.14), results in∫
ρ¯|ut|2dx+ 2
∫ t
0
∫
(µ|∇uτ |2 + µ0|divuτ |2)dxdτ
≤ I0 + Λ2
∫
ρ¯|u|2dx+ Λ
∫
(µ|∇u˜|2 + µ0|divu˜|2)dx.
(5.6)
Using Newton-Leibniz’s formula and Cauchy-Schwarz’s inequality, we find that
Λ(µ‖∇u(t)‖2L2 + µ0‖divu(t)‖2L2)
= K0 + 2Λ
∫ t
0
∫
Ω
(
µ
∑
1≤i,j≤3
∂xi∂τuj∂xi∂τujdxdτ + µ0divuτdivu
)
dxdτ
≤ K0 +
∫ t
0
(µ‖∇uτ‖2L2 + µ0‖divuτ‖2L2)dτ + Λ2
∫ t
0
(µ‖∇u(τ)‖2L2 + µ0‖divu(τ)‖2L2)dτ,
(5.7)
where K0 := Λ(µ‖∇u0‖2L2 + µ0‖divu0‖2L2). Thus, we infer by (5.6)–(5.7) that
1
Λ
‖√ρ¯ut(t)‖2L2 + µ‖∇u(t)‖2L2 + µ0‖divu(t)‖2L2
≤ Λ‖√ρ¯u(t)‖2L2 + 2Λ
∫ t
0
(µ‖∇u(τ)‖2L2 + µ0‖divu(τ)‖2L2)dτ +
I0 + 2K0
Λ
.
(5.8)
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Recalling that
Λ
d
dt
‖√ρ¯u(t)‖2L2 = 2Λ
∫
ρ¯u(t) · ut(t)dx ≤ ‖
√
ρ¯ut(t)‖2L2 + Λ2‖
√
ρ¯u(t)‖2L2,
we further deduce from (5.8) the differential inequality:
d
dt
‖√ρ¯u(t)‖2L2 + µ‖∇u(t)‖2L2 + µ0‖divu(t)‖2L2
≤ 2Λ
[
‖√ρ¯u(t)‖2L2 +
∫ t
0
(µ‖∇u(τ)‖2L2 + µ0‖divu(τ)‖2L2)dτ
]
+
I0 + 2K0
Λ
.
Applying Gronwall’s inequality [33, Lemma 1.2] to the above inequality, one concludes
‖√ρ¯u(t)‖2L2 +
∫ t
0
(µ‖∇u(τ)‖2L2 + µ0‖divu(τ)‖2L2)dτ ≤
[
‖√ρ¯u0‖2L2 +
(I0 + 2K0)
2Λ2
]
e2Λt, (5.9)
which, together with (5.8), yields
1
Λ
‖√ρ¯ut(t)‖2L2 + µ‖∇u(t)‖2L2 + µ0‖divu(t)‖2L2
≤ 2
[
Λ‖√ρ¯u0‖2L2 +
(I0 + 2K0)
2Λ
]
e2Λt +
I0 + 2K0
Λ
.
Thus (5.4) follows from the two estimates above. Finally, using (1.16)1, (1.16)2 and (5.9), we
find that
‖(̺,N)(t)‖L2 ≤‖(̺0, N0)‖L2 +
∫ t
0
‖(̺,N)τ‖L2dτ
≤‖(̺0, N0)‖L2 + C
∫ t
0
‖u(τ)‖H1dτ
≤Cµ,µ0eΛt(‖(̺0, N0)‖L2 + ‖u0‖H1 +
√
I0),
and get (5.5). The proof is complete. 
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