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ABSTRACT 
Let (M,w) be a symplectic manifold with [w] representing an integral cohomology class, let 
‘P = C”(M) be its Poisson algebra, and let S c P be a subset generating a dense subalgebra of P. 
We show that the representation of S by symmetric (and sometimes self-adjoint) operators obtained 
by the KostanttSouriau prequantization is irreducible. In particular P itself is irreducibly rep- 
resented. 
1 INTRODUCTION 
The well-known Groenewold-Van Hove theorem [VH, Gr] tells us that there 
does not exist a representation of the Poisson algebra of R2” by symmetric 
operators which is irreducible when restricted to the Heisenberg subalgebra. 
More recently a similar ‘no-go’ result was obtained for the sphere S2 [GGH]. 
Less well-known is that Van Hove also showed that the standard prequantiza- 
tion representation of the Poisson algebra of R 2n is irreducible (anachronistic 
terminology: Van Hove did not call it prequantization, that name was in- 
troduced later by Kostant and Souriau). In this paper we show that this result is 
general: the prequantization representation of any prequantizable symplectic 
manifold is irreducible. An immediate consequence is that for a compact pre- 
quantizable symplectic manifold, the quantomorphism group (a central exten- 
sion of the group of exact symplectomorphisms) is irreducibly represented on 
the prequantization Hilbert space (see [RaSc]). 
We also show that if S c P generates a dense subalgebra (in the ‘natural’ 
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topology on P), then the prequantization representation of S is irreducible. 
This explains (partially) the ‘go’ result obtained in [Go]. For a more thorough 
discussion concerning go and no-go results the reader is referred to [GGT]. 
2. THE PREQUANTIZATION REPRESENTATION OF A POISSON ALGEBRA 
In this section we recall the construction of the prequantization representation 
of the Poisson algebra of a symplectic manifold. For proofs we refer the reader 
to the literature on geometric quantization, e.g., [Ko], [TW] (or [&I, [So], [Tu], 
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Let (M, w) be a connected symplectic manifold of dimension 2n such that w 
represents an integral cohomology class. Then there exists a principal T’-bun- 
dle 7r : Y 4 A4 with a (connection) l-form cy such that da: = n*w. The combi- 
nation (y CX) is a contact manifold, and as such has a unique vector field R, 
called the Reeb vector field, defined by n,R = 0 and a(R) 5 1. It is a generator 
of the T’ action on Y. 
For any functionf E C”(M) we can define a unique vector field & on A4 (the 
hamiltonian vector field off) and a unique vector field qf on Y by the equa- 
tions: 
L([~)w + df = 0 
r*77f.=<f. & Q!(7/f) = 7r’1’. 
If U c A4 is a local Darboux coordinate patch on M with coordinates qi, pi, 
i = 1, . . , n, then the hamiltonian vector field has the form: 
If s : U -+ Y is a local section defining a local trivialisation of Y, if cp E 
R/27rZ g T’ is a (local) coordinate on T’, and if we define 0 = s*cy, then df9 = 
w, Q = 8 + dp, and the vector field qf has the form: 
Moreover, in these coordinates we have R = 8, = 71. 
The Poisson algebra P of (M, w) is the set of smooth real valued functions 
P = C”(M,R), with its subspace P, c P of smooth functions with compact 
support (in fact, P, is an ideal in P). The Lie algebra structure is given by the 
Poisson brackets defined by: 
One can show that the mapf H <r is a Lie algebra morphism from the Poisson 
algebra P to the Lie algebra of smooth vector fields on M equipped with the 
commutator bracket. Its kernel consists of the constant functions on M. 
Moreover, one can show that the map f~ 7~ is an injective Lie algebra 
morphism from P to smooth vector fields on Y; it is an isomorphism onto the 
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vector fields n on Y preserving (Y, i.e., C(q)0 = 0, where C denotes the Lie de- 
rivative. 
We now consider the Hilbert space L2( Y dp) of square integrable complex 
valued functions on Y with respect to the volume form dp = cy A (da)“. 
(4, d9 = I- 4(yb+‘G)d/4y). . Y 
In CX( Y, C) we define the subspace E” as consisting of those functions 
~9 : Y + C such that R$ = i$. In terms of the T’ action on Y this property can 
be stated as $(y. e’“) = e’+‘@(y). The letter & stands for ‘equivariant’. We also 
define EOX = I” n C(F( Y C) as those elements in E” that have compact sup- 
port. We finally define R c L2( Y dp) as the closure of &,F c L2( Y dp). 
We are now in position to construct the prequantization representation of P 
associated to the bundle Y. For an f E P, the Lie derivative of dp with respect to 
nf is zero, and thus we have: 
@,II, E C,“(YC) * (41 ?f.V4 = -(171.4149 
We now define the operator Q(f) as the closure of the symmetric operator -iqf 
defined on C(F( Y C). The fact that the map f H vf is a Lie algebra morphism 
translates as the operator equality 
lQ(f),Qk)l= -iQ({f,d) on C,"(KC). 
Since the vector field nj commutes with the vector field R, yr maps E” to I” 
and E,: to E,?. It follows that the operator Q(f) preserves the Hilbert space 7-t. 
The map Q which associates to f E P the operator ‘Q(f) restricted to H’ is 
commonly called the prequantization of the symplectic manifold M. 
The representation Q has some nice properties. In the first place, the re- 
striction of Q( 1) to ‘FI is the identity, because Q( 1) = -iR. In the second place, 
for f E P,, the support of no is compact, and thus the operator Q(f) is defined, 
not only on CoX( KC), but also on L2( Y,dp) n Cx( KC), which it maps to 
CcjX( Y C). And last but not least, if the vector field <f is complete on M, then 
the operator Q(f) is self-adjoint on L2( Y,dp). Since any vector field with 
compact support is complete, it follows that the operators Q(Po) are self- 
adjoint. 
Remark. Associated to the principal T’-bundle Y ---) M with connection 0, we 
can construct the associated complex line bundle L + M with connection V. 
Prequantization is usually stated in terms of the line bundle L : the space EK is 
(isomorphic to) the space of smooth sections of L, fox is the space of smooth 
sections of L with compact support (in M), and ‘FI is the completion of E,: with 
respect to a canonically defined hermitian structure on L. For our purposes the 
given description is easier to handle. 
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3. WHAT DOES IT MEAN TO BE ‘IRREDUCIBLE’? 
For finite dimensional representations the notion of irreducibility is well 
known and without ambiguities. However, for representations on infinite di- 
mensional Hilbert spaces this notion is less obvious because of problems with 
the domains of the operators involved. In this section we will discuss this 
problem; we refer the reader to [ReSi] for details concerning functional analy- 
sis. 
Definition 3.1. A set A of hermitian operators on a finite dimensional (com- 
plex) Hilbert space is said to be irreducible if the only subspaces of ‘FI that are 
invariant under all elements of A are (0) and ‘FI. 
Schur’s lemma 3.2. A is irreducible if and only tfany hermitian operator B on 3-1 
commuting with all elements of A is necessarily a multiple of the identity. 
The simplest generalization to infinite dimensional Hilbert spaces X is when we 
let A be a set of bounded self-adjoint operators on ‘FI. In that case the above 
definition of irreducibility makes perfect sense, but is not quite what one wants. 
In the first place because Schur’s lemma is no longer true. And in the second 
place because it allows for ‘trivial’ non-trivial invariant subspaces: in many 
applications ‘H is realised as an L*-space over a manifold M, and the (dense) 
subspace of compactly supported smooth functions is often invariant under A. 
Both problems can be solved by adding the adjective ‘closed’ in front of ‘sub- 
space’: for finite dimensional spaces any subspace is closed, and for infinite di- 
mensional Hilbert spaces it avoids ‘trivial’ invariant subspaces, and it re- 
establishes Schur’s lemma. 
Our problems increase when the elements of A are self-adjoin& but not nec- 
essarily bounded. Now the notion of an invariant (closed) subspace is less ob- 
vious, because how should it behave with respect to the domains of the ele- 
ments in A? An obvious way out is to go over to the unitary groups they 
generate (by Stone’s theorem), and call A irreducible if there is no non-trivial 
invariant closed subspace for the operators exp(itA), A E A. Schur’s lemma is 
still true, provided we interpret commuting in the strong sense, meaning that all 
the projections in their associated projection-valued measures commute. As 
the next theorem shows, this criterion is not much easier than computing the 
exponentials exp(itA). 
Theorem 3.3 ([ReSi, Theorem VIII.131). For two self-adjoint operators A and B 
the following are equivalent: 
(1) A and B commute in the strong sense; 
(2) Im X # 0 #Imp implies &(A)&(B) = R,,(B)&(A) (where Rx(A) = 
(M - A))’ denotes the (bounded) resolvent of A at X); 
(3) for all s, t E R : exp(itA) exp(isB) = exp(isB) exp(itA). 
Another way out is to look for a subset 2) c 7-l which is contained in the domain 
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of all A E A, and to require that there do not exist non-trivial invariant sub- 
spaces of V. As before we must add the adjective closed to avoid ‘trivial’ non- 
trivial invariant subspaces, but this is still not enough. As said before, in many 
applications l-t is realised as an L2-space over a manifold M, and the subspace 
2) of compactly supported smooth functions is often contained in the domain 
of all A E A. If A consists of differential operators, the closed subspace S c V 
consisting of smooth functions with their support in a fixed subset of M is in- 
variant. Such ‘trivial’ non-trivial closed subspaces can be excluded by adding 
the adjective ‘orthocomplemented’, meaning that S’, the orthogonal to S in V, 
should form a complement to S, i.e., 27 = S @ S’. If all A E A are bounded, we 
can take 2) = ‘H, and then any closed subspace is automatically orthocomple- 
mented, i.e., the adjective orthocomplemented does not change our definition 
in the bounded case. 
However, our problems become more serious once we allow the elements of 
A to be symmetric, but not necessarily self-adjoint, because then we no longer 
dispose of the associated unitary groups. We will present here four possible 
notions of irreducibility, all of which seem reasonable to the author, and, 
moreover, the main result is true with any one of these notions. 
Definition 3.4. Let A be a symmetric operator and let B be a bounded self- 
adjoint operator, then we will say that A and B commute in the weak sense if the 
product AB makes sense on the domain of A, where it equals BA. If V c 3-1 is a 
subspace contained in the domain of A, we will say that A and B commute in the 
V-weak sense if the product AB makes sense on V, and then equals BA. 
Now let A be a set of symmetric operators on ‘FI, and let 2) be a subspace of ti 
contained in the domain of all A E A. 
(i) A is irreducible if a bounded self-adjoint operator commuting in the 
strong sense with all those A E A that are self-adjoint is necessarily a multiple 
of the identity. 
(ii) A is operator irreducible if a bounded self-adjoint operator commuting 
in the weak sense with all A E A is necessarily a multiple of the identity. 
(iii) A is V-operator irreducible if a bounded self-adjoint operator commut- 
ing in the V-weak sense with all A E A is necessarily a multiple of the identity. 
(iv) A is V-topological irreducible if the only closed orthocomplemented 
subspaces of V which are invariant under all elements of A are (0) and 27. 
Lemma 3.5. Let A be a self-adjoint operator and let B be a bounded self-adjoint 
operator. A and B commute in the strong sense if and only lf they commute in the 
lz,eak sense. 
Proof. This is an easy consequence of the fact that for any X in the resolvent of 
A, the operator XI - A is a bijection from the domain of A onto 7f. 0 
Remarks 3.6. l We always have the implications (i) ===+ (ii) += (iii) ==+ (iv). 
The first two implications are straightforward from the definition (and [3.5]). To 
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see the third implication, let S be a closed orthocomplemented invariant sub- 
space of V. If we denote by s the closure of S in l-t, we have S’ = 3’ n V. If B 
denotes the orthogonal projection on 3, it is a bounded self-adjoint operator 
mapping V into 2) and commuting in the V-weak sense with all A E A. It thus is 
a multiple of the identity, and thus S is trivial. 
l If all A E A are self-adjoint, (i) is equivalent to the non-existence of non- 
trivial invariant closed (orthocomplemented) subspaces of ‘H for the operators 
exp(itA), A E A. Using [3.5] we also have (iv) += (iii) ==+ (ii) w (i). 
l If all A E A are bounded self-adjoint operators, the four definitions are 
equivalent, provided we take V = X. 
4. IRREDUCIBILITY 
In this section we will show that Q(PO) is E,“-operator irreducible on ‘H. To that 
end we fix a bounded self-adjoint operator B on ‘FI for the rest of this section. 
We will show that if B commutes with all Q(PO) in the E,“-weak sense, then it 
must be a multiple of the identity. Note that, since all Q(P(>) are self-adjoint, 
this implies that Q(Po) IS irreducible in all four senses as defined in Section 3. 
The key ingredients of the proof are [4.3] and [4.6]. In [4.3], which is a variant 
of Sobolev’s lemma, we prove roughly speaking that B maps smooth functions 
in ‘H to smooth functions, and in [4.6], we apply Peetre’s lemma to prove that B 
is a differential operator; since it commutes with the vector fields n/‘, B must be 
a multiple of the identity. But we start with an easy lemma. 
Lemma 4.1. For K c U c M with K compact and U open, there exists a p E P, 
which is identically 1 on K and which has support in U. 
Definition 4.2. A subset S c P is called transitive if the vector fields nf, f E S 
span the tangent space of Yeverywhere. 
Proposition 4.3. Let S c P be transitive. If B commutes in the &,“-weak sense 
with all Q(S), then B(&,30) c E" n N. 
Proof. Let 4 E E,” be a fixed element. Forf E S we have Q(~)Bc#J = Be(f)4 
(because B commutes with Q(f)). S’ mce Q(f)@ E E,“, we can repeat this argu- 
ment with a sequence f;, , . . . ,hA E S to show that Q(J;, ) Q(&)B4 is well 
defined and belongs to ti c L2( r dp). 
Now let 0 c Y be an open (Darboux) coordinate patch with coordinates xi 
and let fi, . . . ,fd E S (with d = 2n + 1) be functions such that the vector fields 
7; = n,, (i = 1 ,...’ d) are independent and generate the tangent space every- 
where on 0. Such 5 exist (if 0 is sufficiently small) because S is transitive. We 
conclude that there exists an invertible matrix a = (a(i) with coefficients in 
CX(0) such that n/, = C, a,jaj on 0 (with 8, = a,,). Let furthermore Uand I’ 
be open sets in Y with compact closure such that K = u c V c V c 0. We 
then choose p, $ E C’A~ ( Y R) such that $ is identically 1 on U and has support in 
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V, and such that p is identically 1 on Vand has support in 0. Since I& has com- 
pact support and since any Q(f;:,) . . Q(J,)(&) belongs to Lz( Y, dl.~), it follows 
easily from the definition of Q(f) that Q(f;,) . . . Q(f;,)($B$) is well defined and 
belongs to L 2 ( Y dp). 
We now define the function F on Rd as being zero outside 0 (seen as open 
subset of Rd), and on 0 by 
F(x,) . . ,.‘&I) = $(x,, . . . xd) (B4)(x,, . . , -~,I). 
In this identification of 0 with an open subset of R”, the measure dp on Y 
equals (up to a constant factor) the Lebesgue measure on Rd (because we have 
Darboux coordinates). Since $ has compact support, we conclude that Fcan be 
seen as an element of L2(Rd). 
We finally define the global vector fields jli on Rd as 7ji = p. 71;. Since p has 
support in 0 this is well defined. With this definition and using that p E 1 on 
supp($), the statement Q(l;,) Q(f;k)($Bd) E L2( Y, dp) translates as the 
statement i,, . . ?ji, F E L’(R”). Again because p z 1 on supp($), we have: 
i;, . f,, F = a;,j, . ajlj,,8,, . a,, F + lower order derivatives of F. 
Since the matrix a is invertible on 0, we can multiply the above L2 functions by 
the smooth functions with compact support p. (u-I)(, ii (cI~‘)~,~~ to obtain 
that 
&, i3(, F + lower order derivaties of F E L2(Rd). 
Induction on k then proves that all order partial derivatives of F belong to 
L2(Rd). By Sobolev’s lemma [Ru, Theorem 7.251, Fis smooth. Since it coincides 
with B4 on U, we conclude that B4 is smooth on U. Since U is sufficiently ar- 
bitrary, it follows that B4 is smooth everywhere. Cl 
Lemma 4.4. Let 4, T) E E,:, and U c Y open. If 4 and ?1, coincide on U, and if B 
commutes in the &,T-weak sense with all Q(Po), then B4 and B$ coincide on U. 
Proof. First note that P,) is transitive, and thus that B4 and B$ belong to 
I” n 7-l according to [4.3]. Now let y E U be arbitrary, let V be an open neigh- 
bourhood of y such that V c V c U with V compact, and let p E P,] be such 
that it is identically 1 on 7r( V) and has support in rr( U) (such p exist by [4.1]). 
Then Q(p)(4 - $) E 0 because 71~~ is identically zero outside U. Since Q(p) 
commutes with B, we also have Q(p)(B4 - B$) = 0. Since B4 - B$ is in E”, 
and since np = R on V, we conclude from the definition of &” that B4 and B<b 
coincide on V 3 y. Since y was arbitrary, the result follows. q 
Lemma 4.5. !f B commutes in the &Jy-weak sense with all Q(P”). then we can 
extend B in a canonical wuy to a linear map B : Ex + &” such that for 4 E E” ive 
have supp(B4) c supp(4). 
Proof. Let 4 E E” and y E Y be arbitrary, let V be an open neighbourhood of 
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y such that V is compact, and let p E P, be such that it is identically 1 on 7r( V). 
It follows that Q(p)4 = q5 on V. We now use that Q(p)+ E E,: to define (B4)(y) 
as 
(B@)(Y) = (BQ(PM)(Y). 
According to [4.4] this is independent of the choice of Vand p. It follows that 
the given expression defines B$ on the whole of V, and thus B4 is smooth. 
To prove the result on the support, suppose y $! supp(q5). From the definition 
of E” it follows that supp(q5) = K’ (r(supp($))), and thus we may assume that 
T(~~PP(G~ and ~~PP(P) are disjoint. This implies that Q(p)4 is identically zero, 
and thus B4 is identically zero on V. This proves that supp(Bq5) c supp(4), 0 
Theorem 4.6. If B commutes in the E,” -weak sense with all Q(PO). then B is a 
multiple of the identity on Ii. 
Proof. If we interpret E” as the set of smooth sections of the associated line 
bundle L, [4.5] tells us that B is a linear map on these sections which does not 
increase its support. Thus B is a differential operator. By Peetre’s lemma [Na, 
Theorem 3.3.3/8] B can locally on a neighbourhood U c M be written as a 
differential operator of finite order: 
(4.7) 
where o = (cyi,. . . , 02~) is a multi-index, and where D” is the differential op- 
erator n’=, I!?{:~. Shrinking U if necessary we may assume that it has compact 
closure and that this closure is contained in a Darboux coordinate neighbour- 
hood I/. 
The operator B commutes with all operators Q(f) = -iv,, f’ E PC:,. Combin- 
ing formulas (2.1) and (2.2) this implies that the (local) differential operator 
(4.7) commutes on U with the (local) vector fields 
In terms of the associated line bundle L (on which -i& acts as the identity) and 
choosing for /3 the symplectic potential B = C, p;dq’, these differential opera- 
tors of order 1 take the (local) form 
Multiplying smooth functions f on V by a p E P, which is identically 1 on I/ and 
has support in V(such p exist by [4.1]), we can use the above expression of Q(f) 
for functions on Vas if there was no p. Moreover, since of has compact sup- 
port, B commutes with these Q(f). 
Taking forfone of the Darboux coordinates pi on V, we find iQ(pj) = aq, and 
thus we find on U 
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OE[ c u,, D”, a,,] = - C da,DO + lower order terms. 
ImI 5 A’ Inl=N @’ 
We conclude that the coefficients a,,, la/ = N must be independent of qj. A 
similar computation using Q(qj) = -$, + iqJ tells us that a,,, 1~1 = N must be 
independent ofpi. We thus find that the coefficients urr, ICEI = N are constant. 
Next we assume that N > 0 and we take f = pi’, for which we find Q@f) = 
2pjL?,, - it:. We then find, using the previous result: 
OE[ c 
loI 5 N 
a,, D^, 2p&, - ip,!] = - C 2n,,u,,D”’ + lower order terms, 
/CL/ =N 
where nru E N is the number of times the derivative a,,, appears in the differential 
operator D”, and where D”’ is the differential operator in which one partial 
derivative a,, is replaced by a partial derivative a,,. Since the map Q H o’ is in- 
jective on those (u that contain ap;, we conclude that a,, = 0 for those N of order 
N that contain a pj. A similar computation using Q((qj)2) = -2qJd,,, + i( 
shows that a,, = 0 for those cy of order N that contain a qj. We conclude that 
U - 0 for all a of order N, provided N > 0. By induction we conclude that on n - 
U the differential operator B acts as multiplication by a constant. Connected- 
ness of M then implies that B is a multiple of the identity on E”, thus on E,:. 
and thus, because B is a bounded operator, on ‘FI. 0 
Corollary 4.8. Q(Po) is I,?-operator irreducible on 7-l. 
5. DENSE SUBALGEBRAS 
For any subset S c P we define A as the (Poisson) subalgebra generated by S 
(by linear combinations and Poisson brackets). In this section we will show that 
if A is dense in P, then Q(s) is I,;-operator irreducible. This implies in par- 
ticular that if all Es are complete, then Q(s) is irreducible in all four senses as 
defined in Section 3. As before we fix a bounded self-adjoint operator B on 7-L 
Definition 5.1. We topologize the Poisson algebra P = CX(M) by the family of 
seminorms II IIK:X,.....XI of uniform convergence on compacta of a function as 
well as its derivatives, defined as: 
where K c M is a compact subset, and where Xi,. , Xk are smooth vector 
fields on M. 
We define Syrn(&T? ‘FI) as the set of symmetric operators A : &,F + T-l, i.e., 
satisfying (A$,$) = (4,A$) f or all 4, II, E &,T. For any symmetric operator A ’ 
on 1-I whose domain includes E,“, saying A’ E Sym(E,T, X) means auto- 
matically that we take its restriction to 8,;“. We topologize Sym(E;;“, ‘H) by the 
family of seminorms II . Ilo,e,, 4, II, E E,” defined by: 
ll40.,#. = I(d?‘wJl. 
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Since (by definition) the domain of A E Sym(&%, ‘FI) is E,:, it follows that this 
topology on Sym(&,y, ‘7-L) is Hausdorff. 
Remark 5.2. For any (second countable, Hausdorlf) manifold there exists an 
increasing sequence of open sets Oi, i E N such that Ki = oi is compact and 
such that U;O; = M. This implies that in the definition of the topology of P we 
can restrict our attention to seminorms 11 IIK:X,,,,,,XI in which Kis one of the K;. 
On the other hand, dimension theory tells us that we can cover M by a finite 
number of charts above which the tangent bundle is trivial [GHV, Proposition 
I.XI]. This implies that in the definition of the topology of P we can restrict our 
attention to seminorms /I . IIKiX,,,,,,Xk in which each vector field X; is chosen 
among a fixed finite set of (global) vector fields. These arguments show that the 
topology on P can be defined by a countable family of seminorms. The choice 
of the overcomplete set of seminorms will simplify the proofs of [5.3] and [5.6]. 
Proposition 5.3. If Bmaps &,y into E” n ?i, then the map C : P,, + Sym(Eg, ‘FI) 
dejined as C(f) = i. [B, Q(f)] is continuous. 
Proof. Note first that the map Cis well defined, because if f E P,), then E” n ‘l-l 
is contained in the domain of Q(j), and thus LB, QUI = BQU”) - QU”P 
makes sense on E,:. To prove the continuity, we have to estimate IIC(f‘)]lo,,, in 
terms of the seminorms IlfllK,x ,,,,,, xA, which amounts (by symmetry) to esti- 
mate I (B4, Q(f)@) I. If K is the (compact) support of $ E E,?, we obtain: 
I (SUP I(B ./ ~(wNYM~Y)~ 
?‘EK K 
Now let U,, c A4 be a finite open cover of r(K) by Darboux coordinate patches, 
and let pa be a partition of unity subordinated to this cover (after adding M \ K 
to get a cover of M). If we introduce the compact sets K, = K n 
rTT1 (supp(pu)) c Y, we can write: 
In a local trivialisation of Yabove U, the connection a is given as 0(, + dt, with 
dd, = w. If the x, are the coordinates on U,, then the smooth functions 0,(&,) 
are bounded on K,, say by the constant Q,, and the partial derivatives 8$/8x, 
of 4~ are bounded on Ku, say by the constant C,. If we now introduce the global 
vector fields xiU, i = 1,. ,2n by A’,,’ = pU . &,, and if we use expression (2.2) for 
nf, we can make the following estimate: 
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where vu = SK,, 40) is the volume of K, c Y. Since there are only finitely 
many KU’s, we have proven that we can estimate ]]C(f)]]O,,, in terms of the 
seminorms kfilKixl.....xA~ q 
Remark 5.4. With a slight modification of the proof of [5.3] one can show that 
the map Q : P + Sym(E,T, 7-l) is continuous with respect to the given topologies. 
Lemma 5.5. If B commutes with all Q(S) in the E,“-weak sense, it commutes with 
all Q(d) in the EC?-weak sense. 
Proof. We have to show that if Q( f, ) and Q( f2) commute in the ET-weak sense 
with B, then so does [Q(fi), Q(A)] = -iQ({fi,f2}). Now for 4 E E,” we have 
Q(fl)4 E ~$7, and thus BQ(fdQ(fl)4 = Q(f@Q(fl)h Since we also have 
BQ(fi)d = Q(f])B$, the announced result follows easily. 0 
Lemma 5.6. If A c P is dense, then A is transitive. 
Proof. The stated property is local, so let yO E Y be arbitrary, and let p E P,, be 
a function constant 1 in a coordinate neighbourhood U of m,, = ~(y,,) E M and 
with compact support K. Let furthermore xi be local coordinates on the 
neighbourhood U. Since A is dense, there exist, for a given value oft, functions 
fo,J;ESsuchthatforallj= 1,...,2n: 
sup If0 - PI < c, 
171 E K
sup I&M - PX,)l < 6 
,,I E K I 
(we just use the seminorms )I . IIK and I] IIKiti,). It follows immediately from the 
expression (2.2) for nf that the vector fields q, and v,,.~, generate the tangent 
space at y,. Comparing these vector fields with the vector fields nfO and no, we 
see that our estimates imply, if E is small enough, that they too generate the 
tangent space at y,. 0 
Proposition 5.7. Let S c P be such that the associated algebra A is dense in P. 
Then Q(S) is &,y-operator irreducible. 
Proof. Let B be a bounded self-adjoint operator on X commuting in the &,T- 
weak sense with all Q(s). Combining [5.5], [5.6], and [4.3], we conclude that B 
617 
maps &P to E” n Ii. We now define the map C : A + P, + Sym(&,“, IFI) as 
C(f) = iP> QWI. S’ mce it is identically zero on A, it is continuous by [5.3]. 
Since A is dense, we conclude that C is identically zero. This implies in partic- 
ular that B commutes with all Q(Po) in the &,“-weak sense. The result now 
follows from [4.6]. 0 
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