Motivation: The identification of microRNA (miRNA) target sites is important. In the past decade, dozens of computational methods have been developed to predict miRNA target sites. Despite their existence, rarely does a method consider the well-known competition and cooperation among miRNAs when attempts to discover target sites. To fill this gap, we developed a new approach called CCmiR, which takes the cooperation and competition of multiple miRNAs into account in a statistical model to predict their target sites. Results: Tested on four different datasets, CCmiR predicted miRNA target sites with a high recall and a reasonable precision, and identified known and new cooperative and competitive miRNAs supported by literature. Compared with three state-of-the-art computational methods, CCmiR had a higher recall and a higher precision.
Introduction
MicroRNA (miRNA) target site identification is important. MiRNAs are $22 nt long endogenous regulatory RNAs (Ambros, 2001; Bartel, 2004) . They are engaged in diverse processes and carry out regulatory functions through the partial base-pairing with their target sites (Yang et al., 2007) . By the partial base-pairing, miRNAs negatively regulate the expression of their target mRNAs. Because of such an important role, it is vital to identify miRNA target sites.
It is still challenging to identify miRNA target sites. The partial matching between mature miRNAs and their target sites makes the discovery of miRNA target sites nontrivial. Traditionally, it is commonly believed that the imperfect matching between target sites and miRNA seeds, the regions between the position 2 and the position 7 in mature miRNAs, is critical for miRNA functions (Lewis et al., 2005) . Recently, several types of high-throughput studies demonstrate that a significant fraction of target sites have no any seed matching and sometimes partially match non-seed regions, such as the 3 0 regions of the mature miRNAs (Helwak et al., 2013; Wang, 2014) . Moreover, other features such as secondary structure, binding free energy, binding context, etc., are also important for functional miRNA binding (Enright et al., 2003; Grimson et al., 2007; Lewis et al., 2003 Lewis et al., , 2005 . In addition, other miRNAs or other types of molecules may prevent from or enhance the binding of one miRNA (Ebert et al., 2007; Xu et al., 2011) . In other words, miRNA binding is the result of a complicated process involved miRNAs, mRNAs and other types of molecules. Dozens of computational methods and tools for miRNA target site prediction have been developed, based on different sets of miRNA binding features (Betel et al., 2008; Ding et al., 2015 Ding et al., , 2016 Enright et al., 2003; Friedman et al., 2009; Grimson et al., 2007; Kertesz et al., 2007; Lewis et al., 2003 Lewis et al., , 2005 . Early methods and tools, limited by the availability of the relevant experimental data, are mainly based on traditional features, such as seed, energy, conservation, accessibility, etc. (Peterson et al., 2014) . Later and especially recently, with the available high-throughput miRNA binding data from different protocols (Hafner et al., 2010; Helwak et al., 2013) , new methods are developed based on important new features learned from high-throughput experimental data (Paraskevopoulou et al., 2013; Reczko et al., 2012) . For instance, microT-CDS (Paraskevopoulou et al., 2013) utilizes the traditional features together with features learned from the photoactivatableribonucleoside-enhanced crosslinking and immunoprecipitation (PAR-CLIP) data and microarray expression data to predict miRNA target sites.
Most of the aforementioned computational methods predict miRNA target sites in a site-specific manner. That is, they utilize the binding features related to only one miRNA-mRNA pair at a time instead of considering multiple pairs of miRNAs and mRNAs simultaneously. It is well-known that the efficiency of miRNA-mediated regulation can be affected by multiple system-wide factors such as miRNA/mRNA expression levels and the combinatorial binding of multiple miRNAs (Arvey et al., 2010) . Therefore, the accurate prediction of miRNA binding necessitates the consideration of such system-wide factors. Several methods tried to make use of the system-wide factors (Coronnello and Benos, 2013; Krek et al., 2005) . However, they are still very limited. For instance, PicTar (Krek et al., 2005) considers combinations of miRNAs but does not even take the miRNA expression into account to determine the relative binding affinity of miRNAs.
To fill this gap, we developed CCmiR (stands for Competitive and Cooperative miRNA target prediction), a hidden Markov model (HMM) based method that considers the miRNA expression levels and the competition and cooperation of multiple miRNAs. Tested on two co-measurement datasets and two crosslinking immunoprecipitation (CLIP) based datasets, we demonstrated that more than 21.1% of true miRNA target sites and true miRNA targets were discovered. Compared with three different approaches, we showed that CCmiR has a better recall as well a better precision. The CCmiR tool is freely available at http://hulab.ucf.edu/research/projects/ miRNA/CCmiR.
Materials and methods

Co-measurement data
As in previous studies (Arvey et al., 2010; Bansal et al., 2011) , we used co-measurement datasets to evaluate CCmiR. In such a dataset, the expression levels of miRNAs and mRNAs under different conditions are provided. One thus can calculate the fold changes of the predicted targets of a miRNA. The larger the fold change of an mRNA is, the more likely this mRNA is a true target of the predicted miRNA.
We used two available co-measurement datasets in The Cancer Genome Atlas (TCGA) portal (http://cancergenome.nih.gov/): the Ovarian serous cystadenocarcinoma (OV) dataset and the Glioblastoma multiforme (GBM) dataset. For the OV dataset, we obtained 590 samples with both miRNA and mRNA expression data, eight of which were from normal cells and the remaining from tumor cells. For the GBM dataset, we had 73 samples with both miRNA and mRNA expression data, 10 of which were from normal cells and the remaining from tumor cells. For each sample, we used the level two data, which represented the normalized expression signals per probe. We chose the top 10 up-regulated miRNAs and the top 100 down-regulated mRNAs with the largest fold changes in each dataset when tumor samples were compared with normal samples, in a similar way as that in a previous study (Lim, 2006) .
CLIP-based data
We tested CCmiR on two CLIP-based datasets. Previous studies used the CLIP-based datasets to validate the predicted miRNA target sites (Cimmino et al., 2005; Hafner et al., 2010) . The CLIPbased datasets can provide high-throughput miRNA-mRNA target sites. These miRNA-mRNA target sites were from experiments and thus tended to be reliable. Moreover, the larger number of target sites from these experiments can evaluate CCmiR more unbiasedly and comprehensively. In addition, the CLIP-based datasets provide the expressed miRNA reads, which can approximate the miRNA expression (Dillies et al., 2013) .
One CLIP-based dataset was a PAR-CLIP dataset in HEK293 from Hafner et al. (Hafner et al., 2010) . This dataset provided 17 319 crosslink-centered regions (CCRs), 16 041 of which were mapped to 10 023 mRNAs. CCRs represented the potential miRNA target sites, although the corresponding miRNAs may be unknown. The miRNA expression levels were provided in terms of the number of expressed miRNA reads. The top 20 miRNAs with the largest number of mapped reads accounted for more than 67.7% of the total mapped miRNA reads. Similarly, the top 60 and 120 miRNAs accounted for more than 90 and 99% of the total mapped reads, respectively. We tested CCmiR with the top 20/60/120 miRNAs and the 10 023 mRNAs.
The other CLIP-based dataset used was a Cross Linking ligation And Sequencing of Hybrids (CLASH) dataset (Helwak et al., 2013) . There were 18 514 miRNA-mRNA binding sites identified in HEK293. These 18 514 sites involved 399 miRNAs and 7390 mRNAs. Similarly, the top 20/60/120 miRNAs account for 67.7, 90 and 99% of the total mapped miRNA reads, respectively. We thus tested CCmiR with the top 20/60/120 miRNAs and the corresponding mRNAs they bound.
Experimentally validated miRNA targets
The experimentally validated miRNA targets in miRTarBase 6.0 (Lal and O'day, 2010) and Tarbase 7.0 (Vlachos et al., 2015) were used to validate CCmiR and other tools. There were 410 602 human miRNA-mRNA interactions reported in miRTarBase 6.0, which involved 2650 miRNAs and 14 895 mRNAs. Tarbase 7.0 reported 421 086 interactions that relate to 18 484 mRNAs and 1028 miRNAs in human.
CCmiR, a novel approach for miRNA target site prediction
CCmiR is based on HMM, a statistical method that models the observations generated from a hidden Markov chain. Assume there are k-1 miRNAs, CCmiR has k hidden states, including one unbound state and the remaining k-1 states corresponding to the binding of each of the k-1 miRNAs. The observations in CCmiR are the input mRNA sequences.
There are three sets of unknown parameters in CCmiR: the transition matrix T ¼ (t ij ), the emission matrix E ¼ (e iot ) and the vector P describes the probability that the hidden Markov chain starts from each hidden state. The transition probabilityt ij denotes the probability that the Markov chain transits from the hidden state i to the hidden state j. The emission probability e iot denotes the probability that the hidden state i emits the observed sequence segmento t .
CCmiR models the emission probability by taking the affinity between the miRNA and the candidate target sequences and the abundance of the miRNA into account. For a miRNA binding state,e iOt ¼ q ijo t ð ÞÃa i ð Þ, where q ijo t ð Þis calculated as the miRNAmRNA binding affinity, which is widely represented by free binding energy (Breda et al., 2015; Cao and Chen, 2012; van Rooij, 2011) . And a i ð Þ is calculated as the normalized number of reads mapped to the ith miRNA or the expression level of the ith miRNA as in a previous study (Dillies et al., 2013) . For the unbound state, the emission probability is the background frequency of the corresponding nucleotides.
For a given miRNA, CCmiR does not calculate the emission probability with the above formula for all mRNA segments, since the majority of the mRNA fragments are rarely bound by this miRNA. For instance, about 99.13% of the miRNA-mRNA binding have more than eight base-pairings between a miRNA and a target site (Helwak et al., 2013) and segments with fewer than eight basepairings are unlikely the target sites of a miRNA. CCmiR applies a fast program called RNAduplex from the ViennaRNA package (Jayaswal et al., 2011; Xiao et al., 2013) to infer the number of paired bases between miRNAs and mRNA segments. CCmiR then calculates the binding affinity with the above formula for mRNA segments with more than eight base-pairings for a miRNA. CCmiR assumes the binding affinity of the positions with fewer than eight base-pairings as 0.0087, an empirical number based on miRNA binding sites from the CLASH experiment (Helwak et al., 2013) .
CCmiR estimates the two remaining sets of parameters P and T by a common HMM-decoding strategy with the forward-backward algorithm (Rabiner, 1989) . CCmiR initializes every parameter in P and T as 1/k, where k is the number of hidden states. Next, for each position, say t, in an mRNA sequence of length N, CCmiR calculates the forward variable a j t ð Þ and the backward variable b j t ð Þas follows:
The forward variable is the probability of observing the mRNA segment until the position t, with the hidden state S j at the pos-
The backward variable is the probability of observing the mRNA segment after the pos-
With the calculated a j t ð Þ and b j t ð Þ based on the current T and P, CCmiR calculates n ij t ð Þ and c i t ð Þ by the following formulae. Here n ij t ð Þ represents the probability that the nucleotide at the position t is generated by the hidden state S i and the nucleotide at the position t þ 1 is generated by the hidden state S j . c i t ð Þ is the probability that the miRNA i binds to the position t of a given mRNA segment O.
CCmiR then re-estimates T and P with the following formulae:
CCmiR iteratively re-calculates the log likelihood L k of observing the input mRNA sequences under the estimated HMM with k different miRNAs, and re-estimates T and
where
Here, M denotes the number of the mRNA sequences and N m denotes the length of the mth sequence.
With the final estimated HMM (T, E,P), CCmiR calculates the finalc i t ð Þ, the binding probability of the ith miRNA (i > 0) or the unbound probability (i ¼ 0) at t in the mRNA sequence O. By calculating final c i t ð Þ for all possible i and t, CCmiR produces the binding profile of all miRNAs in every position of a given mRNA sequence. The obtained binding profile c i t ð Þ, which is a two-dimensional matrix, can be illustrated by a heat map (Fig. 1) .
All miRNA competitive binding can be inferred from the above c i t ð Þ ; i 2 0; k ½ matrix. CCmiR checks the binding probability of all miRNAs at every position of given mRNAs. If the miRNA binding probability is larger than the unbound probability, CCmiR claims that there is a miRNA binding to the given mRNA at that specific position. If the binding probabilities of multiple miRNAs are larger than the unbound probability at the same mRNA position, CCmiR claims that these miRNAs are competitive to each other. CCmiR is also able to predict the cooperative binding between miRNAs based on the matrix TA ¼ P K k¼1 T k ( Fig. 2) , where T is the transition matrix and K is a cutoff. We tried different K values from 2 to 10 and calculated the sum of the difference on each position of the matrix TA. Using the elbow method, we decided to choose the default K as 5. If miRNAs i and j are cooperative, it tends to have a relatively large transition probability between i and j, as the synergistic miRNAs prefer to bind within a close distance (Ding et al., 2015; Saetrom et al., 2007) . If the transition probability between miRNAs i and j are at least 10 times larger than the median of the transition probabilities that transit from the miRNA i, then miRNAs i and j will be regarded as cooperative miRNAs. The median transition probability can represent the 'normal' transition probability between i and all other miRNAs. If the transition probability between i and j is larger than the median, it is likely that i and j are cooperative as the transition probability is larger than most transition probabilities. We tried different cutoffs (2, 5, 8, 10, 20, 30) for the OV and the GBM datasets. We found that the results for 10, 20 are 30 were the same, which were better than results from other cutoffs. Therefore, we used 10 as the cutoff.
Comparison with other methods
We compared CCmiR with TargetScan (Friedman et al., 2009) , miRanda (Betel et al., 2008) and microT-CDS (Paraskevopoulou et al., 2013) . TargetScan and miRanda are the most widely used traditional feature-based miRNA target prediction tools. MicroT-CDS is a widely used data-driven miRNA target prediction tool. We used the following command for TargetScan: Perl Target Scan.pl<miRNA><mRNA><TargetScan_out>; perl TargetScan_ 60_context_scores.pl<miRNA><mRNA><TargetScan_out><Tar getScan_context_score_out>. We used the following command for miRanda: miRanda<miRNA><mRNA>. MicroT-CDS is a webserver and we downloaded all the predicted results under the default cutoff, 0.7. We used the following command for CCmiR: python CCmiR.py -a<miRNA>-b<mRNA>-c<miRNA expression level>-o<output>-P<number of used CPUs>.
Results
Co-measurement data supported the CCmiR predictions
To study the performance of CCmiR, we applied it to two comeasurement datasets. The co-measurement data were commonly used to assess the quality of the miRNA target prediction (Arvey et al., 2010; Bansal et al., 2011; Wang and Olson, 2009) . Like these previous studies, we calculated the average fold change of the predicted miRNA target mRNAs and assumed that a larger fold change of the predicted target mRNAs means a better performance of the corresponding method. The fold change for miRNA target g was calculated as the ratio of the average expression level of g in normal samples to the expression of the same miRNA target g in tumor samples by the following formula:
where Ex g;t denotes the expression of g in tumor sample t, Ex g;n denotes the expression of g in normal sample n. With the fold change for each target, the average fold change of a miRNA or a miRNA set is calculated as the average of the fold changes of all its targets. For the first co-measurement data, the OV dataset, we applied CCmiR to the top 10 up-regulated miRNAs and the top 100 downregulated mRNAs in tumor (Materials and Method). CCmiR predicted the targets for each of the 10 miRNAs. The average downregulation fold change for the top 100 mRNAs was 1.75, while the average fold change of the targets of the top 10 up-regulated miRNAs in tumor was 1.843. To assess the significance of the observed average fold change of the predicted miRNA targets, we randomly chose the same number of mRNAs from the top 100 mRNAs as the number of the predicted miRNA targets and calculated the average fold changes of these randomly selected mRNAs. We found that the observed average fold change of the predicted miRNA targets was significantly larger than the average fold change of the randomly selected mRNAs (P-value: 0.00054, MannWhitney U test). In fact, the average fold change of the target genes of each of the 10 miRNAs except hsa-miR-517c was larger than the average fold change of the 100 mRNAs. The smaller average fold change of the target genes of hsa-miR-517c may be due to its much smaller number of predicted targets, with only four predicted targets. We also noticed that in general, the average fold change of the targets of the more expressed miRNAs was larger than that of the less expressed miRNAs. For instance, the average fold change of the predicted targets of the top five miRNAs was 1.846, which was about 12.6% larger than that of the predicted targets for top 6-10 miRNAs (fold change 1.640) ( Table 1) .
To see the performance of CCmiR under different conditions, we applied it to another co-measurement dataset, the GBM dataset. This dataset was for the brain cells. For the top 10 up-regulated miRNAs and the top 100 down-regulated mRNAs in tumor (Materials and Method), the average down-regulation fold change of the predicted miRNA targets was 2.059, which was much larger than the average fold change of the 100 mRNAs, 1.914 (P-value: 0.00083, Mann-Whitney U test). Moreover, the average fold change of the predicted targets of each of the 10 miRNAs was larger than the average fold change of the 100 mRNAs. Similarly, we noticed that the predicted targets of the more up-regulated miRNAs were more down-regulated than those of the less up-regulated miRNAs. For instance, the average fold change of the targets of the top five up-regulated miRNAs was 2.026, which was larger than that of the targets of the remaining five miRNAs, 2.016 (Table 1) .
We also evaluated the importance of miRNA expression information using the co-measurement data. We compared the CCmiR performance with/without the miRNA expression data. If the miRNA expression data was not available, CCmiR would assume that all miRNAs were expressed at the same level. We found that Table 1 in order the performance of CCmiR with miRNA expression was better. CCmiR had an average down-regulation fold change 1.843 for the predicted target genes with the miRNA expression data on the OV dataset, which was better than that without the miRNA expression data, 1.836. Similarly, CCmiR had an average fold change of 2.059 for the predicted target genes on GBM dataset with the miRNA expression data. It had an average fold change of 1.972 without the miRNA expression data (Table 1 ). This analysis suggested that the miRNA expression data was helpful in predicting miRNA targets. We also observed that the predicted targets with miRNA expression data were more down-regulated than those without miRNA expression data in both co-measurement datasets (Table 1) .
We also compared the predicted miRNA targets with the experimentally validated miRNA targets in miRTarBase 6.0. Nine miRNA-mRNA interactions were reported in miRTarBase 6.0 for the top 10 miRNAs and the top 100 mRNAs in the OV dataset. CCmiR successfully predicted seven of the nine interactions (77.78%). The miRTarBase also reported 10 miRNA-mRNA interactions for the top 10 miRNAs and the top 100 mRNAs in the GBM dataset, six of which (60%) were predicted by CCmiR. In short, more than 60% of the mirTarBase interactions in the two comeasurement datasets were successfully predicted by CCmiR. Similarly, we also compared the predicted miRNA targets with Tarbase 7.0. More than 55.6% (OV) and 65.6% (GBM) of the involved Tarbase 7.0 interactions were predicted (Table 1 and  Supplementary Table S1 ).
We further investigated why CCmiR did not predict all known miRNA-mRNA interactions. We hypothesized that these missed miRNA-mRNA interactions may not occur under the two experimental conditions. We found that this may be the case for several miRNA-mRNA interactions. For instance, CCmiR missed the miRTarBase interaction between hsa-miR-16-5p and TFP (OV dataset). However, if the miRNA expression was not considered, CCmiR was able to predict this interaction. This at least partially supported our hypothesis, which also implied the importance of taking the miRNA expression data into account and the capability of CCmiR to predict condition-specific miRNA-mRNA interactions. Similarly, CCmiR could predict the missed miRTarBase interaction between hsa-miR-424-5 and PHYHIP in the GBM dataset without considering the miRNA expression levels. 7/9 1/9 4/9 3/9 6/9 P-value ¼ 4.66e-13 P-value ¼ 0.0898 P-value ¼ 1.42e-06 P-value ¼ 9.02e-05 P-value ¼ 1.03e-10
Predicted Tarbase 7.0 interactions for top 10 miRNAs 5/9 0/9 4/9 4/9 6/9 P-value ¼ 6.25e-07 Note: For each dataset, the second number in each entry in the last two rows gives the hypergeometric testing P-value of the number of the predicted known miRNA targets in the two databases.
High-throughput miRNA-mRNA binding experimental data supported CCmiR predictions
We tested CCmiR on a high-throughput miRNA-mRNA binding experimental dataset, the PAR-CLIP dataset in HEK293. We com- (Table 2 and Supplementary Table  S2 ). The recall of CCmiR was under-estimated as we only considered the top miRNAs. Many of those 16 041 CCRs may be targets of the miRNAs unconsidered.
We also tested CCmiR on another high-throughput miRNAmRNA binding experimental dataset, the CLASH data (Helwak et al., 2013) . Similarly, we considered the top 20, 60 and 120 miRNAs. There were 3855, 7029 and 12 975 CLASH miRNAmRNA binding sites for the top 20, 60 and 120 miRNAs, respectively. For the top 20 miRNAs, CCmiR predicted 143 788 target sites, which covered 21.1% of the 3855 true CLASH binding sites. For the top 60 miRNAs, CCmiR predicted 401 964 target sites, which included 28.2% of the 7029 true CLASH target sites. For the top 120 miRNAs, CCmiR predicted 635 363 target sites, which covered 25.5% of the 12 975 true CLASH target sites (Table 3 and  Supplementary Table S3 ). Note that the recall on the PAR-CLIP data was much larger than that on the CLASH data. This may be due to the fact that the PAR-CLIP data only tells CCRs and does not tell which miRNA binds to the CCRs while the CLASH data tells which miRNA binds a specific region.
We also compared the CCmiR predicted miRNA targets on the PAR-CLIP data and the CLASH data with the experimentally verified miRNA-mRNA interactions in miRTarBase and Tarbase 7.0. There were 9487 miRNA-mRNA interactions in miRTarBase for the top 20 miRNAs in the PAR-CLIP dataset, 3614 (38.1%) of which were predicted by CCmiR. Similarly, there were 21 469 miRNA-mRNA interactions in Tarbase 7.0 for the top 20 miRNAs in the PAR-CLIP dataset, 10 535 (49.1%) of which were predicted by CCmiR. For the top 60 miRNAs, miRTarBase reported 19 678 miRNA-mRNA interactions and 8286 (42.1%) of them were predicted by CCmiR. For Tarbase 7.0 interactions, CCmiR predicted 58.0% of involved interactions. For the top 120 miRNAs, miRTarBase reported 29 358 miRNA-mRNA interactions, 13 666 (46.5%) of which were predicted by CCmiR. Similarly, 46.5% of Tarbase 7.0 interactions were predicted by CCmiR (Table 2 and Supplementary Table S2 , P-values are calculated based on hypergeometric testing). For the CLASH dataset, miRTarBase reported 9464, 19 976 and 30 249 miRNA-mRNA interactions for the top 20, 60 and 120 miRNAs, respectively. CCmiR predicted 7246 (75.6%), 15 621 (78.2%) and 21 896 (72.4%) of these known interactions for the top 20, 60 and 120 miRNAs. For Tarbase 7.0 interactions, CCmiR predicted 60.8%, 64.9% and 68.5% of the known interactions for top 20, 60 and 120 miRNAs (Table 3 and Supplementary Table S3 , P-values are calculated based on hypergeometric testing).
We also studied the importance of the miRNA expression information to the performance of CCmiR with the PAR-CLIP data and the CLASH data (Supplementary Tables S2 and S3 ). We noticed that the performance of CCmiR without miRNA expression was much worse in every aspect we studied in both datasets, which supported the importance of the miRNA expression information to CCmiR.
CCmiR predicted the competitive and cooperative miRNA binding
It is well known that miRNAs can modulate their target gene expression (Lewis et al., 2003 (Lewis et al., , 2005 Wang et al., 2011) . However, the details of how miRNAs modulate target expression are unclear. One strong miRNA binding site may be enough to regulate a target (Lai, 2004) . Multiple binding sites, which are used to recruit different cooperative miRNAs, may be indispensable to silence a target (Lai, 2004) . Moreover, miRNAs may be competitive to bind the same site (Coronnello and Benos, 2013) . To date, no method can systematically identity such competitive/cooperative miRNA binding. We thus applied CCmiR to study the competition and cooperation of multiple miRNAs. CCmiR could predict competitive miRNA binding. For the OV and GBM co-measurement datasets, CCmiR predicted 13 and 19 competitive miRNA binding groups, respectively. For each group, on average, there were 2.271 miRNAs competing to bind. For the top 120 miRNAs in the CLASH dataset, CCmiR predicted 55 882 competitive miRNA binding groups, with 4.99 miRNAs in each group on average. For the top 120 miRNAs in the PAR-CLIP dataset, CCmiR predicted 52 152 competitive miRNA binding groups, with averagely 4.99 miRNAs in each group. For both PAR-CLIP dataset and the CLASH dataset, about 72.0% competitive groups contained at least one pair of miRNAs sharing seeds, and about 29.0% of miRNA pairs within these groups shared seeds (Supplementary Table S4 ).
CCmiR was also capable of predicting the cooperative miRNA binding. For the OV and GBM co-measurement datasets, CCmiR predicted 10 and 14 cooperative miRNA groups, respectively. For the top 120 miRNAs, CCmiR predicted 164 cooperative miRNA groups in the CLASH dataset and 159 cooperative miRNA groups in the PAR-CLIP dataset. For the three types of datasets, there were on average two miRNAs in each group. Note that the competitive miRNA binding was considered at every position in all input mRNAs while cooperative miRNA binding was based on one transition matrix, which may explain why CCmiR predicted much more competitive miRNA binding groups.
Currently, no high-throughput experiment was available to identify the miRNA competition and cooperation in cells. Therefore, we were not able to evaluate all CCmiR predicted miRNA competition/cooperation. We thus tried to evaluate the predictions based on literature. We randomly chosen 50 predicted miRNA groups from the predicted results on CLASH dataset and then searched literature support for these randomly chosen predictions. We found that 39 out of 50 predicted miRNA groups are supported (Supplementary file S5). We also randomly generated 50 miRNA groups with the same number of miRNAs. We found that 7 out of these 50 random miRNA groups were supported. The predicted miRNA groups were thus supported by the literature not by chance compared with the random groups (P-value 0).
The following were a few supported miRNA groups. For instances, CCmiR predicted that miR-15b and miR-203 were competing to bind multiple mRNAs (e.g. CCDC19, ALDH1A2) in the OV dataset. The competition between miR-15 and miR-203 for binding targets was reported by Bansal et al. (Bansal et al., 2011) . Another example, miR-15b and miR-20a were reported to compete for binding mRNA targets (Hua et al., 2006; Wang and Olson, 2009 ). This competition between miR-15b and miR-20a to bind mRNAs (e.g WDR78, TTYH1, NBEA) was predicted by CCmiR. Another example, CCmiR predicted that miR-10b and miR-21 were competing to bind multiple mRNA targets. This competition to target mRNAs was also supported by a previous study (Lal and O'day, 2010) . CCmiR also predicted cooperative miRNA binding groups in the OV dataset supported by literature, such as hsa-miR-15b and hsamiR-16 and hsa-hsa-miR-20a and has-miR-20b (Li et al., 2012) . In the GBM dataset, CCmiR predicted the known cooperation of hasmiR-15b and has-miR-424 (Ezzie et al., 2012) .
CCmiR showed superior performance to existing tools
We compared CCmiR with two widely used tools, TargetScan (Friedman et al., 2009) and miRanda (Betel et al., 2008) and a more recently developed tool, microT-CDS (Paraskevopoulou et al., 2013) . We compared them on two co-measurement datasets (OV, GBM) and two high-throughput miRNA-mRNA binding experimental datasets (PAR-CLIP, CLASH). Overall, CCmiR showed a better performance in terms of the larger fold changes of the predicted targets, a larger precision, a larger recall and a larger number of predicted miRNA-mRNA interactions supported by experimentally validated miRNA-mRNA interactions (Tables 1-3) . In addition, we compared the predicted targets by different tools. We found that CCmiR predicted more down-regulated mRNA targets and more 'common' targets than other tools. A 'common' target here was the target predicted by at least two tools (http://hulab.ucf. edu/research/projects/miRNA/CCmiR/).
On the two co-measurement datasets (OV, GBM), we compared CCmiR with other tools in terms of the average fold change of the predicted targets. The average down-regulation fold change of the CCmiR predicted targets was 1.843 in the OV dataset, which was much larger than that of miRanda (1.792), TargetScan (1.747) and microT-CDS (1.801). In the GBM dataset, the average fold change of the CCmiR predicted targets was 2.059, which was larger than that of miRanda (1.996), TargetScan (2.029) and microT-CDS (2.021). We also compared the performance in terms of the predicted miRTarbase experimentally verified interactions. For the nine interactions involving the top 10 miRNAs reported in miRTarBase on the OV dataset, CCmiR predicted 77.8% (7 out of 9) of experimentally validated interactions, which was much better than miRanda 44.4% (4 out of 9), TargetScan (3 out of 9) and microT-CDS 55.6% (5 out of 9). For the GBM dataset, miRTarBase reported 10 interactions related to the top 10 miRNAs. CCmiR predicted 60% (6 out of 10) of the miRTarBase interactions, which was better than miRanda 30% (3 out of 10), TargetScan 40% (4 out of 10) and microT-CDS 50% (5 out of 10) ( Table 1) .
On the PAR-CLIP dataset, the recall of CCmiR was at least 2.7% better than other tools and the precision was at least 0.48% better than other tools. If we considered as many miRNAs as possible, the performance of CCmiR was even better than other tools. For instance, when we took the top 120 miRNAs into consideration, CCmiR had a recall of 0.705, which was about 10% better than miRanda, about 15% better than TargetScan, and about 32% better than microT-CDS. On the other hand, the precision was also at least 0.7% better than other tools (Table 2 and Supplementary Table S2) . On the CLASH dataset, CCmiR had a recall at least 0.7% better than other tools and had a precision at least 0.046% better. If we consider as many miRNAs as possible, the performance of CCmiR was even better (Table 3 and Supplementary Table S3) .
We also compared the number of predicted miRTarBase interactions by different tools. CCmiR predicted 3614 (38.1%), 8286 (56.0%) and 13 666 (46.5%) miRTarBase interactions involving the top 20, 60 and 120 miRNAs on the PAR-CLIP dataset, respectively, which was at least 2.1% more than other tools (Table 2 and  Supplementary Table S2 ). On the CLASH dataset, CCmiR predicted 7246, 15 621 and 21 896 miRTarbase interactions involving the top 20, 60 and 120 miRNAs, respectively, which was better than miRanda and TargetScan while slightly worse than microT-CDS (Table 3 and Supplementary Table S3) . Similarly, we compared the number of predicted Tarbase 7.0 interactions by different tools. CCmiR predicted 10 535 (49.1%), 32 260 (42.1%) and 13 666 (46.5%) Tarbase interactions involving the top 20, 60 and 120 miRNAs on the PAR-CLIP dataset, respectively, which was at least 1.0% better than other tools. On the CLASH dataset, CCmiR predicted 60.8, 64.9 and 68.5% of Tarbase interactions involving the top 20, 60 and 120 miRNAs, respectively, which are better than miRanda and TargetScan, but worse than microT-CDS. MicroT-CDS predicted more known interactions in the two databases, which may be due to the fact that microT-CDS has been trained with the PAR-CLIP data and the interactions identified in the PAR-CLIP data are stored in the two databases while the other three tools are not trained with such data (Supplementary file S6) . Note that the predicted known interactions collected in the two databases may be false interactions in the CLASH experiments, as interactions are condition-specific.
We also compared the running time of CCmiR, miRanda and TargetScan with the same computer configuration: Intel(R) Core(TM) i7-4770 CPU at 3.40 GHz. CCmiR was able to employ a parallel computing strategy to run on multiple cores to speed up the computation. For 10 miRNAs and 100 mRNAs as input, CCmiR was able to finish the running within 2985 s using two cores, 1391 s using four cores and 645 s using eight cores. miRanda was able to finish the running within 571 s and TargetScan needs 1404 s for the same dataset. From the above comparison, we found that CCmiR on eight cores had a similar performance as miRanda and CCmiR on four cores had a similar running efficiency as TargetScan when the number of the input miRNAs is relatively small (<20). The running time of CCmiR significantly increased if we need to model the competition of a large number of miRNAs system-wide. The reason was that CCmiR did not simply predict miRNA target sites. It also modelled the competition and cooperation of miRNAs. Therefore, it was time consuming to run CCmiR on single core computers. However, the time efficiency can be significantly improved if one runs CCmiR with multiple CPU cores and a large RAM (Supplementary S7).
Discussion
By taking miRNA expression into consideration, we developed CCmiR to predict competitive and cooperative miRNA binding. Testing on different types of datasets, we show that CCmiR had a superior performance to three existing methods. CCmiR is freely available at http://hulab.ucf.edu/research/projects/miRNA/CCmiR/. The program is available for both Linux and Windows users. Users can obtain the competitive miRNA binding from the predicted 'X.competitive'. Similarly, cooperative miRNA binding information is also available from 'X.cooperative'. CCmiR also visualizes the binding affinity at each position of each mRNA, which can be accessed under the BP-'Binding Profile' directory. The detailed information is in the manual.
CCmiR is similar to traditional methods when the system-wide factors are not available. Without the system-wide information in a dataset, CCmiR only takes the site-specific binding affinity into consideration, which is similar to existing tools. For example, if we do not have the genome wide information of miRNA expression, the binding affinity will be calculated only based on the specific binding sites. In other words, those highly expressed miRNAs were treated equally as those lowly expressed miRNAs, which will affect the final predictions.
Although users can input all miRNAs and all mRNAs in a species to run CCmiR, it is recommended to input a proper set of miRNAs and a proper set of mRNAs in order to have the best performance. It is well known that the activity of miRNAs and their binding are condition-specific. Under a given condition, only a set of miRNAs are active and these miRNAs only bind to a set of their targets. In practice, scientists often have certain prior knowledge about which set of miRNAs and/or which set of mRNAs they may want to study under an experimental condition. Such prior knowledge motivates us to require a set of miRNAs and a set of mRNAs as input to CCmiR. The input sets do not need to be perfect. But the included prior knowledge in the two sets will significantly improve the tool performance (Supplementary file S8) .
The precision of CCmiR is low. The low precision may be due to the limited features of miRNA binding sites used in CCmiR. In fact, CCmiR only considered the binding energy and the seed match. A recent study showed that new features learned from recent highthroughput studies may improve the performance of the methods (Ding et al., 2016) . In the future, we will incorporate new features of miRNA binding in CCmiR.
CCmiR is still imperfect, although it is a good addition to existing tools for miRNA binding prediction. First, we did not consider the competition of miRNA for the Ago proteins (Khan et al., 2009) . In the future, we will extend the microRNA binding models to incorporate such an effect when more relevant datasets become available. Second, our model is only able to detect the cooperative miRNA groups within certain distance range as it is based on transition matrices, which will have difficulty on handling long range miRNA-cooperative binding. It is reported that some cooperative miRNAs can bind to distant sites (Ding et al., 2015) although it is not common (Rinck et al., 2013) . Finally, CCmiR is a model, which considers the miRNA binding on a genome-wide level. This makes CCmiR very memory costing. With 32 G memory, CCmiR is only table to handle less than 120 miRNAs. Therefore, we suggest that users first identify the highly expressing miRNAs (or a short list of interesting miRNAs) before applying CCmiR.
