Modélisation et détection des émotions à partir de données expressives et contextuelles by Berthelon, Franck
Mode´lisation et de´tection des e´motions a` partir de
donne´es expressives et contextuelles
Franck Berthelon
To cite this version:
Franck Berthelon. Mode´lisation et de´tection des e´motions a` partir de donne´es expressives
et contextuelles. Interface homme-machine [cs.HC]. Universite´ Nice Sophia Antipolis, 2013.
Franc¸ais. <NNT : 2013NICE4151>. <tel-00917416v2>
HAL Id: tel-00917416
https://tel.archives-ouvertes.fr/tel-00917416v2
Submitted on 6 Feb 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Université de Nice Sophia-Antipolis
THÈSE
pour obtenir le grade de
Docteur en sciences de l’Université de Nice Sophia-Antipolis
Spécialité : Informatique
préparée au laboratoire I3S
dans le cadre de l’École Doctorale EDSTIC





Modélisation et détection des émotions à partir de données
expressives et contextuelles
Directeur de thèse: Peter SANDER
Jury
M. Frank FERRIE, Rapporteur
M. Claude FRASSON, Rapporteur
M. Ladjel BELLATRECHE, Examinateur
M. Nhan LE THANH, Examinateur
M. Peter SANDER, Directeur de thèse
ii
Remerciements
L’élaboration de ce document n’aurait pu se réaliser sans l’aide de nombreuses per-
sonnes que je souhaite tout particulièrement remercier par le biais de ces quelques
lignes.
En premier lieu, j’adresse mes plus sincères remerciements à mon directeur de
thèse Peter Sander. En plus d’avoir accepté d’encadrer ma thèse, il a toujours
su m’encourager et m’orienter dans les moments diﬃciles. Grâce à son soutien et
sa conﬁance inconditionnelle, j’ai pu progresser toutes ces années aﬁn d’arriver au
terme de mes travaux. Il restera pour toute ma carrière un exemple à suivre.
J’exprime tous mes remerciements à Frank Ferrie et Claude Frasson qui ont eu
la gentillesse de rapporter mon manuscrit de thèse.
Je remercie toute mon équipe de recherche qui m’a acceuilli et fourni un cadre
de travail idéal pour mener à bien ma recherche.
Je remercie chaleureusement mes amis Nadia Cerezo, Khalil Riad Bouzidi, Viet
Hoang Vu et Vincent Caraccio avec qui j’ai partagé mes doutes, mes échecs, mais
aussi mes réussites. Sans eux, je n’aurais jamais pu achever ce travail. Je pense
également à tous ceux que je n’ai pas cités, et qui m’ont encouragé pendant ces
années.
Je remercie enﬁn, toute ma famille et plus particulièrement mes parents Henri
et Patricia Berthelon, ainsi que mon amie Cyrielle Claret, qui n’ont jamais douté de
mes capacités à réussir et m’ont toujours apporté soutien et réconfort.
J’adresse un remerciement tout particulier à mon père qui, il y a 21 ans de cela,





Nous proposons un modèle informatique pour la détection des émotions basé sur le
comportement humain. Pour ce travail, nous utilisons la théorie des deux facteurs de
Schachter et Singer pour reproduire dans notre architecture le comportement naturel
en utilisant à la fois des données expressives et contextuelles. Nous concentrons nos
eﬀorts sur l’interprétation d’expressions en introduisant les Cartes Emotionnelles
Personnalisées (CEPs) et sur la contextualisation des émotions via une ontologie
du contexte émotionnel(EmOCA). Les CEPs sont motivées par le modèle complexe
de Scherer et représentent les émotions déterminées par de multiple capteurs. Les
CEPs sont calibrées individuellement, puis un algorithme de régression les utilises
pour déﬁnir le ressenti émotionnel à partir des mesures des expressions corporelles.
L’objectif de cette architecture est de séparer l’interprétation de la capture des
expressions, aﬁn de faciliter le choix des capteurs. De plus, les CEPs peuvent aussi
être utilisées pour la synthétisation des expressions émotionnelles.
EmOCA utilise le contexte pour simuler la modulation cognitive et pondérer
l’émotion prédite. Nous utilisons pour cela un outil de raisonnement interopérable,
une ontologie, nous permettant de décrire et de raisonner sur les philies et phobies
pour pondérer l’émotion calculée à partir des expressions. Nous présentons égale-
ment un prototype utilisant les expressions faciales pour évaluer la reconnaissance
des motions en temps réel à partir de séquences vidéos. De plus, nous avons pu re-
marquer que le système décrit une sorte d’hystérésis lors du changement émotionnel
comme suggéré par Scherer pour son modèle psychologique.
v
Abstract
We present a computational model for emotion detection based on human be-
havioural expression. For this work, we use the two-factor theory of Schachter and
Singer to map our architecture onto natural behavior, using both expressive and
contextual data to build our emotion detector. We focus our eﬀort on expression
interpretation by introducing Personalized Emotion Maps (PEMs), and on emotion
contextualisation via an Emotion Ontology for Contex Awareness (EmOCA). PEMs
are motivated by Scherer’s complex system model of emotions and represent emo-
tion values determined from multiple sensors. PEMs are calibrated to individuals,
then a regression algorithm uses individual-speciﬁc PEMs to determine a person’s
emotional feeling from sensor measurements of their bodily expressions. The aim
of this architecture is to dissociate expression interpretation from sensor measure-
ments, thus allowing ﬂexibility in the choice of sensors. Moreover, PEMs can also
be used in facial expression synthesis.
EmOCA brings context into the emotion-modulating cognitive input to weight
predicted emotion. We use a well known interoperable reasoning tool, an ontology,
allowing us to describe and to reason about philia and phobia in order to modulate
emotion determined from expression. We present a prototype using facial expres-
sions to evaluate emotion recognition from real-time video sequences. Moreover, we
note that, interestingly, the system detects the sort of hysteresis phenomenon in
changing emotion state as suggested by Scherer’s psychological model.
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Introduction
1 Les interactions Homme-Machine et les émo-
tions
Depuis la première interface graphique le SketchPad [Sutherland 64] du début des
années 60, les interactions homme-machine tiennent une place prépondérante dans
l’évolution de l’informatique. Nos systèmes de plus en plus complexes nous obligent
à réﬂéchir aux interfaces de communication avec ce monde virtuel. Deux voies de
réﬂéxions ont été envisagées, d’une part l’Interaction Homme-Machine (IHM) sys-
témique où l’interface est étudiée dans sa globalité et d’autre part l’IHM “à pointe
ﬁne” qui se concentre sur les nouvelles méthodes d’interaction.
Cette seconde direction, en forte croissance ces dernières années, a produit des
interactions d’un nouveau genre. Parmi les exemples les plus démocratisés, nous
pouvons citer les écrans tactiles qui révolutionnent nos smartphones et tablettes, la
wii 1 de Nintendo, première console guidée par des mouvements naturels au travers
de la wiimote, ainsi que le module kinect 2 de Microsoft permettant d’interpréter les
postures humaines comme commande pour les consoles ou ordinateurs.
Outre ces produits déjà commercialisés, la recherche continue son avancée vers
des axes très variés. Récemment, Google a présenté ses travaux sur les Google Glass 3
basés sur la réalité augmentée et le contrôle par oculométrie de cette interface.
Nous pouvons également citer les travaux de Pranav Mistry du MIT avec Sixth-
sense [Mistry 09], proposant une interface portable s’adaptant au monde physique
et contrôlable par gestes. Ou encore, les systèmes Brain Computer Interface (BCI),
fréquemment basés sur l’Électroencéphalographie (EEG) qui sont souvent utilisés
pour les personnes à fort handicap. Ce type de périphérique permet d’obtenir des
temps de réponse très courts voire même d’anticiper certains mouvements de l’uti-






plus avancés utilisent des capteurs très invasifs (IRMf, électrodes intra-craniennes)
malgré l’existence des casques EEG non invasifs mais moins performants.
Enﬁn, le domaine que nous visons pour nos recherches est celui de l’informatique
affective [Picard 95]. Cet axe de l’IHM “à pointe ﬁne” a pour but d’intégrer les émo-
tions comme nouvelle interaction entre l’homme et la machine. Quotidiennement,
dans nos interactions homme à homme, les émotions tiennent une part importante
dans notre mode de communication [Goleman 99]. Bien que cette interaction soit
non-verbale, nous sommes de formidables détecteurs émotionnels, ce qui nous per-
met de moduler notre communication en fonction du ressenti de notre interlocuteur.
Fournir aux ordinateurs la capacité d’interpréter ou de simuler les émotions peut
améliorer notre manière de communiquer avec les systèmes informatiques. Le do-
maine se divise donc en deux parties possédant des bases théoriques communes.
D’un côté, la génération d’avatars possédant la capacité d’exprimer des émotions
essentiellement au travers d’un visage virtuel 4 et, d’un autre côté, la détection des
émotions. Cette deuxième facette du domaine est fortement liée à la notion d’appren-
tissage au sens large c’est à dire l’acquisition de nouvelles connaissances [Jraidi 12],
mais également l’amélioration de certaines aptitudes. Les pilotes d’avions peuvent
être un bon exemple de détection des émotions. Dans les phases de simulation de
crash aérien, il est intéressant d’identiﬁer des émotions très intenses pouvant modiﬁer
la prise de décision du pilote et donc de lui faire commettre des erreurs.
La notion d’émotion est très familière, nous avons tous la capacité de la déﬁnir.
Cependant, cette notion est plus complexe que ce qu’il paraît. Les déﬁnitions intui-
tives que nous pouvons proposer ne permettent pas de cerner le sujet de manière
précise. De plus, de nombreuses ambiguïtés existent. En particulier, sur des termes
tels que : aﬀect, humeur ou sentiment. Les liens entre ces concepts ainsi que leurs
limites ne sont pas évidents. La culture joue également un rôle important dans la
compréhension de l’émotion. Par exemple, l’“ijirashii” est un terme japonais déﬁnis-
sant l’émotion ressentie lorsque l’on voit une personne louable franchir une diﬃculté.
C’est pourquoi nous devons déﬁnir précisément le type d’émotion que nous traitons
dans nos travaux. Pour cela, nous pouvons nous baser sur des études eﬀectuées sur les
déﬁnitions [Kleinginna 81] ou encore sur les déﬁnitions du réseau d’excellence HU-
MAINE 5[Cowie 05]. Nous pouvons déﬁnir l’émotion comme une réponse à la fois
corporelle (neurologique, physiologique, ...) et cognitive (sociale, mémoire, connais-
sances, ...), rapide, déclenchée par un évènement extérieur (évènement, objet) ou
intérieur (souvenir), qui capte l’attention de la personne.
4http://www.cam.ac.uk/research/news/face-of-the-future-rears-its-head
5http://emotion-research.net/
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2 Contexte applicatif
L’utilisation d’un détecteur d’émotion dans les logiciels est très variable. Il existe
de nombreuses applications pouvant proﬁter d’un tel outil et ceci aﬁn de modiﬁer
dynamiquement le comportement de l’application ou de récolter des informations sur
l’état de l’utilisateur. Par exemple, dans le domaine des jeux vidéo la détection des
émotions commence à atteindre le grand public. Microsoft propose au travers de la
XBox One une analyse du rythme cardiaque pour l’identiﬁcation d’émotions. Ce type
d’application peut permettre de modiﬁer l’environnement virtuel du jeu en fonction
des émotions (modiﬁcation de la météo, du comportement des avatars, diﬃculté, ...)
mais aussi pouvoir identiﬁer la validité d’un scénario en déterminant les émotions
ressenties chez l’utilisateur. D’autres contextes applicatifs peuvent être imaginés
comme dans le domaine médical pour identiﬁer la dépression ou des troubles liés
au stress. Dans le domaine de l’apprentissage également, nous pouvons imaginer
l’emploi d’un tel détecteur aﬁn d’améliorer la productivité de l’apprentissage et
obtenir des informations sur l’état d’écoute de l’auditoire. Tous les domaines que
nous venons de citer imposent leur propres contraintes. Bien que le sujet reste la
détection des émotions, le choix des capteurs, l’environnement des utilisateurs et
les informations pertinentes à identiﬁer sont spéciﬁques. Cependant, nous essayons
de montrer comment fournir un système adaptable à ces diﬀérentes contraintes en
proposant une modélisation commune et une implémentation adaptée au contexte
applicatif.
Dans le cadre de nos travaux, nous avons sélectionné le type d’émotion en fonc-
tion du contexte applicatif de notre réalisation. En eﬀet, dans le cadre des IHM, il
existe un grand nombre de situations à forte charge émotionnelle. Cependant, toutes
ne sont pas facilement reproductibles dans le cadre expérimental. Les situations de
frustration ou de stress des utilisateurs face à des situations d’incompréhension sont
légion, mais limitent le panel d’émotions analysables. Une situation courante en in-
formatique où la charge émotionnelle peut être très importante est le jeu vidéo. En
eﬀet, les jeux vidéo sont des logiciels conçus pour optimiser l’immersion de l’utilisa-
teur dans l’environnement virtuel. Que ce soit l’univers dans lequel il évolue ou le
personnage qu’il incarne, le joueur peut ressentir des émotions par un phénomène
d’empathie au travers des avatars qu’il incarne ou qu’il rencontre. Il est alors possible
de susciter un éventail d’émotions plus variées en fonction des évènements proposés
au joueur. De plus, les jeux vidéos sont de plus en plus multi-joueurs et commu-
nautaires, ce qui augmente encore la capacité du jeu à être un vecteur émotionnel
fort.
Le processus d’apprentissage est une autre situation où l’émotion joue un rôle
important. Maintenir l’apprenant dans un état émotionnel adapté peut améliorer
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l’assimilation des informations. Des travaux [Chaouachi 12] montrent que certains
rythmes cérébraux liés aux émotions permettent de distinguer les phases où l’appre-
nant est capable d’assimiler l’information, des phases où il ne l’est pas.
Pour notre réalisation, nous avons sélectionné un autre type d’application combi-
nant ces deux situations, à savoir les “Serious Games”. Une déﬁnition communément
admise dans le domaine est la suivante :
”serious games, that is, (digital) games used for purposes other than
mere entertainment” [Susi 07]
Bien qu’il existe des “Serious Games” visant des objectifs marketing ou publicitaire,
une grande partie de ces jeux ont pour vocation l’apprentissage. Dans cette catégorie,
nous retrouvons les simulations (simulateur de vol pour les pilotes de ligne) ou les
jeux ludo-éducatifs.
Ces applications ont la double particularité d’avoir une forte capacité d’immer-
sion provoquant des émotions importantes, ainsi que la nécessité d’un retour sur
l’état émotionnel du joueur.
C’est en partant de ce contexte, ainsi que des contraintes que cela implique,
que nous avons conçu notre modèle de détection des émotions. C’est pourquoi nous
proposons de détecter les émotions à court terme, via des capteurs à faible coût,
dans le cadre des systèmes multi-modaux, ceci aﬁn de s’adapter aux contraintes
dues à l’hétérogénité des situations rencontrées dans les “Serious Games” à but
d’apprentissage.
3 Fondements théoriques
Les fondements théoriques de notre réﬂexion se portent sur les travaux de Schachter
et Singer concernant le processus émotionnel, ainsi que les travaux de Scherer sur la
modélisation des émotions au travers des systèmes complexes.
La théorie cognitive des deux facteurs, proposée par Schachter et Singer, est
l’une des premières théories à intégrer le contexte et les connaissances dans le pro-
cessus de déclenchement émotionnel. Cette approche se décompose en deux parties.
Premièrement, la phase de perception du stimulus, permettant de déclencher les
réponses réﬂexes adaptées à la situation rencontrée, engendrant ainsi un état dit
d’hyper-éveil, suivi de la seconde phase d’interprétation des réponses émotionnelles,
associées au contexte et aux connaissances de l’individu, permettant d’identiﬁer
l’émotion ressentie. Ce courant de pensée s’est vu développer au cours des années
par les travaux de Schachter [Schachter 79] et de Philippot [Philippot 01], proposant




4 Axes de recherche
La détection des émotions est une tâche diﬃcile. Aﬁn de comprendre cette diﬃculté,
nous pouvons faire l’analogie avec la classiﬁcation dans l’imagerie terrestre. En eﬀet,
lorsque l’on souhaite identiﬁer certains objets à partir d’images satellitaires, il est
facile de récolter un ensemble de données représentant cet objet, de les comparer
et ensuite d’aller vériﬁer sur le terrain la pertinence du résultat. Ici, l’émotion est
une information impalpable et très variable d’un individu à un autre. La vérité
“terrain” n’existe pas, car il n’est pas possible de déclencher une même émotion de
manière répétée sur un individu. Certaines études sondent les sujets aﬁn d’identiﬁer
des schémas communs. Nous souhaitons proposer une alternative en concevant un
détecteur fonctionnant sur les mêmes bases que le cerveau humain.
Après avoir étudié l’existant, nous avons identiﬁé des problématiques pour les-
quelles nous voulions proposer une réponse. Dans le chapitre 1, nous détaillerons les
travaux préalablement eﬀectués dans les domaines que nous visons. C’est à partir de
cette étude, que nous avons constaté deux éléments fondateurs de notre réﬂexion.
D’une part, il existe une très grande quantité de connaissances à ce sujet sans aligne-
ment précis et d’autre part, concernant la détection des émotions, la temporalité lors
de l’apparition d’une expression est rarement prise en compte. Ces deux constats
nous ont poussés à réﬂéchir sur la manière de modéliser les émotions dans le but
d’améliorer la qualité de la détection.
Tout d’abord, deux types de modèles existent pour décrire une émotion. Ils sont
souvent considérés comme antagonistes de par l’approche continue de l’un et dis-
crète du second. Il est alors nécessaire de faire un choix entre ces deux approches
même s’il n’existe aucun consensus dans ce domaine. La question ici est : Comment
concevoir un système capable d’uniﬁer les modèles de description des émotions ?
Cette problématique peut également se traduire par un besoin d’interopérabilité
dans la description des émotions. L’uniﬁcation des modèles de description a pour
objectif de fournir un réponse en adéquation avec les attentes des utilisateurs. Par
exemple, une annotation continue est diﬃcilement compréhensible par un utilisateur
qui aura tendence à préférer un mot correspondant à l’émotion ressentie. Cependant,
l’observation de la valence peut être une information suﬃsante pour modiﬁer dyna-
miquement le comportement de l’application.
Un autre aspect diﬃcile à appréhender lors de la détection des émotions est la
diversité des sources de données. Il est possible d’utiliser des données dynamiques
correspondant aux expressions de la personne mais aussi des données statiques cor-
respondant au contexte ou aux connaissances du sujet sur le stimulus déclencheur
de l’émotion. Dans un premier temps, la grande variété des données dynamiques
pose une problématique dans la conception de notre système. Comment concevoir
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un système capable de s’abstraire des capteurs utilisés ? Le choix des capteurs uti-
lisés lors de la détection est soumis à des contraintes utilisateur, comme le niveau
d’invasivité ou le coût de ces derniers. Il est nécessaire de concevoir un détecteur
capable de s’adapter à diﬀérents capteurs et d’utiliser leurs informations pour l’in-
terprétation des émotions. Il est également intéressant dans un contexte réel de
rendre le système robuste en l’absence d’un ou plusieurs capteurs, sans pour autant
réentrainer le système. Dans un second temps, l’utilisation des données statiques
reste problématique : comment utiliser les données contextuelles dans la détection
des émotions ?
Pour cette thèse, notre objectif est double. D’une part, nous souhaitons proposer
un modèle des émotions adapté à la détection, répondant aux problématiques pré-
cédentes, dans un contexte temps réel. D’autre part, nous cherchons à expérimenter
de nouvelles voies, comme la modélisation proposée par Scherer, aﬁn d’observer les
émotions sous l’angle du changement émotionnel.
5 Principaux résultats
Le principal apport de nos travaux se trouve dans la réalisation d’un prototype de
détecteur émotionnel. Nous avons basé son élaboration à partir du modèle de Scherer
n’ayant jamais été implémenté. L’intérêt de ce modèle réside dans l’approche des
émotions par les systèmes complexes permettant l’émergence de comportements non
prévisibles, ainsi que l’identiﬁcation de certains phénomènes déﬁnis par le terme
de “catastrophe” au sens de René Tom. On peut ainsi avoir une vision continue
des émotions, ce qui nous permet de les observer sous l’angle du changement. Une
seconde partie de notre travail a consisté à coupler cette modélisation avec des
informations sur le contexte de l’expérience émotionnelle.
Nous avons également construit notre système aﬁn qu’il soit capable d’utiliser
des capteurs variés dont la seule contrainte est de fournir une information numérique
continue, par exemple, un grand nombre de capteurs physiologiques ou une caméra,
en considérant les déplacements de points caractéristiques. En revanche, le texte
ne peut être utilisé pour capter l’émotion dans notre système. Cette possibilité est
permise par l’architecture modulaire de notre outil aﬁn de pouvoir utiliser simulta-
nément plusieurs capteurs dont le traitement est indépendant. Nous utilisons aussi
cette capacité pour nos Carte Emotionnelle Personnalisées (CEPs) aﬁn de permettre
la description des émotions sur l’ensemble des modèles émotionnels dimensionnels.
Nous avons aussi travaillé sur l’évaluation des performances de notre prototype.
La comparaison avec d’autres détecteurs est rendue diﬃcile d’un côté, par l’impossi-
bilité d’adapter les jeux de données disponibles [Healey 02, Picard 01], en raison de
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l’absence d’information sur l’intensité émotionnelle, et d’un autre côté, par le para-
digme d’observation des émotions, qui n’est pas quantiﬁable par les méthodes ren-
contrées dans la littérature. Nous proposons donc un protocole d’évaluation adapté
à notre outil, ainsi que des indicateurs de performances permettant de quantiﬁer les
capacités de notre prototype. Nous utilisons pour cela la notion de déviation qui est
la diﬀérence entre une annotation manuelle d’une expression faciale et l’annotation
continue issue de notre système. A partir de notre jeu de test (une vidéo sur laquelle
un acteur mime des expressions faciales), et après avoir paramétré notre algorithme
de détection, nous proposons une analyse basée sur une vidéo de 1232 images, dont
163 ont été utilisées pour l’apprentissage. Le taux de déviation obtenu en moyenne
sur l’ensemble des six émotions exprimées est de 1,44% pour l’axe de valence et 2,1%
pour l’éveil. L’émotion ayant subi la plus forte amélioration après paramétrage de
notre algorithme est la peur en passant d’une déviation de 20,95% pour la valence et
-7,97% pour l’éveil à respectivement 1,62% et -1,42%. Ces mesures nous permettent
de montrer que notre approche permet de détecter des émotions et ceci de manière
précise.
Notre outil a été utilisé sur une vidéo, non exploitée pour l’apprentissage conte-
nant 5757 images. Nous avons obtenu une identiﬁcation du changement émotionnel
pour l’ensemble des 17 séquences émotionnelles contenues dans la vidéo. Cependant,
nous avons obtenu deux erreurs d’annotations concernant toujours le “dégoût” qui
s’est vu être annoté comme une émotion proche de la “peur” ou de la “colère” de
faible intensité.
Le dernier résultat impactant les capacités de détection vise l’intérêt de la contex-
tualisation de l’émotion. Nous avons donc réalisé un questionnaire permettant de
comparer notre système à l’être humain, dans le cas d’une annotation avec et sans
prise en compte du contexte, aﬁn d’identiﬁer l’impact de celui-ci sur l’expérience
émotionnelle. Á partir des réponses de 10 participants, nous avons extrait le taux
moyen de similitude entre les annotations avec contexte et celles sans, ainsi que le
taux d’accord entre les participants. Nous avons pu en tirer la conclusion que le
contexte est utilisé pour identiﬁer l’émotion ressentie, mais aussi qu’il n’existe pas
une déﬁnition unique d’une phobie ou philie.
Nous souhaitons également mettre en avant l’observation du phénomène d’hys-
teresis lors de la détection d’une émotion. Ce comportement permet d’apporter un
indice expérimental aux théories utilisées par Scherer, pour l’élaboration de son
modèle que nous utilisons aﬁn de développer nos CEPs.
Enﬁn, de par la construction de notre système, nous avons pu développer un
algorithme de synthétisation des expressions à partir des données d’apprentissage
inclues dans nos cartes. Les résultats obtenus ne permettent pas de rivaliser avec
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les outils dédiés, mais montrent une certaine faisabilité pouvant être grandement
améliorée, aﬁn d’exploiter cette possibilité.
Les résultats nous permettent cependant de mettre en évidence l’intérêt d’utili-
ser un modèle hybride pour la détection des émotions. Nous avons pu obtenir des
capacités de détection comparables aux systèmes existants tout en fournissant un
système capable de s’adapter à la fois à une grande variété de capteurs, mais aussi
à la manière d’exprimer les émotions.
6 Structure du manuscrit
Aﬁn de décrire les travaux menés pendant cette thèse, nous diviserons ce manuscrit
en cinq chapitres. Nous commencerons par une revue des travaux de notre domaine
aﬁn de mettre en perspective notre réalisation face aux voies empruntées par la
communauté. De plus, le domaine abordé étant fortement inter-disciplinaire, un
grand nombre de connaissances seront explicitées dans ce chapitre. Des notions de
psychologie, médecine ou encore de traitement du signal seront utilisées pendant
l’explication de nos travaux.
Nous continuerons ensuite avec une présentation générale de notre modèle et de
son implémentation. Dans ce chapitre, nous montrerons comment nous avons réalisé
notre modèle en partant de la théorie des deux facteurs de Schachter et Singer. Une
description des diﬀérents modules et des données transitant entre eux sera spéciﬁée
aﬁn d’obtenir une vision globale de notre réalisation. Nous terminerons cette partie
par une présentation de l’application complète pour fournir une vision concrète de
ce que nous avons réalisé.
A partir de la présentation de notre modèle, nous développerons les deux prin-
cipaux modules de notre système dans deux chapitres distincts. Dans un premier
temps, nous détaillerons le fonctionnement de ce que nous appelons les CEPs. Nous
en donnerons une déﬁnition formelle, puis nous continuerons sur les méthodes de
création et d’utilisation de ces dernières. Nous concluerons cette partie par des fonc-
tionnalités permises par l’utilisation de ces cartes, en particulier, sur la notion de
conﬁance attribuée à la détection et aux capacités d’apprentissage induites par cette
information, puis la possibilité d’utiliser celles-ci en sens inverse pour synthétiser les
émotions.
Dans un second temps, nous présenterons le module de catégorisation et de
contextualisation des émotions en décrivant la construction de Emotion Ontology
for Context Awareness (EmOCA) 6. Nous préciserons l’intérêt de l’utilisation d’un
6http://ns.inria.fr/emoca
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tel outil et dans quelle mesure nous souhaitons le développer.
Après avoir détaillé l’ensemble de notre réalisation, nous présenterons les résul-
tats que nous avons obtenus ainsi que les méthodologies mises en place pour leur
quantiﬁcation. Nous discuterons ensuite autour de ces résultats aﬁn d’identiﬁer les
avantages et inconvénients de notre système, pour terminer sur les perspectives que
nous envisageons pour l’avenir du projet.
Nous concluerons ce document par un retour sur l’ensemble de nos travaux et
une mise en perspective de notre réalisation au sein du domaine de l’informatique
aﬀective.
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Cette première partie a pour but de faire un tour d’horizon des connaissances sur
les émotions et des techniques informatiques mises en oeuvre pour leurs captations.
En eﬀet, comme nous le verrons par la suite, cette notion paraît simple, mais nous
en avons tous une vision personnelle, ce qui rend complexe sa déﬁnition. De plus
l’informatique affective est un domaine reliant de nombreuses disciplines, c’est pour-
quoi nous ne prétendons pas proposer un état de l’art exhaustif, mais plutôt une
sélection de travaux montrant l’évolution et les directions du domaine. La variété
des champs disciplinaires et l’ancienneté de l’étude de ce phénomène nous fait re-
monter depuis les travaux de Darwin de 1872 jusqu’à nos jours, tout en traversant
des domaines variés, tels que la psychologie, la médecine ou encore la philosophie.
Comme indiqué précédemment, l’objectif de nos travaux est de réaliser un détec-
teur émotionnel adaptable aux diﬀérents contextes applicatifs, ainsi que d’explorer
de nouvelles sources de données permettant d’aﬃner la détection. Nous proposons
ici de rassembler les connaissances nécessaires à la compréhension de nos travaux.
Les détecteurs émotionnels proposés dans le domaine utilisent une structuration
similaire. La ﬁgure 1.1 montre une architecture simpliﬁée de ces derniers compara-
tivement aux travaux que nous avons menés.
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Figure 1.1 – Comparaison des architectures simpliﬁées des détecteurs existants par
rapport à notre proposition
Nous déﬁnissons cette structure en trois parties, une première centrée sur les
capteurs exploités, une seconde sur l’interprétation des données captées et une der-
nière permettant de décrire l’émotion identifée. Nous proposons dans ce document
d’exploiter cette architecture en la complétant par la prise en compte du contexte
émotionnel, mais également en calquant le fonctionnement de notre système sur le
processus naturel d’apparition des émotions. Ces deux architectures seront utilisées
dans ce chapitre comme structure des connaissances décrites.
Nous proﬁterons de cette première partie pour détailler les émotions sous trois
aspects, d’abord les déﬁnitions, ensuite les théories d’expressions de l’émotion et en-
ﬁn les modélisations existantes. La seconde partie se concentrera sur l’expression des
émotions et les méthodes de captation couramment employées. La troisième partie
présente les impacts comportementaux sur l’expérience émotionnelle, ainsi que les
méthodes d’observation et d’élicitation des émotions à des ﬁns expérimentales. Pour
terminer, nous présenterons les travaux réalisés depuis la déﬁnition de l’informatique
affective par Rosalind Picard en 1995 jusqu’à nos jours.
2 L’émotion, une notion complexe
2.1 Vers une déﬁnition commune
Le terme émotion que nous utilisons couramment est chargé de sens très varié. Il
est diﬃcile de donner une déﬁnition précise, mais il est également compliqué de le
diﬀérencier de notions proches telles que les sentiments ou les traits de caractère.
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Ce terme provient du latin “emovere” indiquant un mouvement. Cette étymologie
montre que l’émotion n’est pas une notion passive, mais au contraire emplie d’action.
Les ouvrages non spécialisés ne proposent pas de déﬁnition suﬃsamment explicite
pour avoir une bonne appréhension de cette notion. Prenons comme exemple la
déﬁnition du dictionnaire Larousse 1 :
“Trouble subit, agitation passagère causés par un sentiment vif de peur,
de surprise, de joie, etc...”
Un lien de cause à eﬀet est directement introduit entre l’émotion et le sentiment.
De plus, les termes qui caractérisent les sentiments sont souvent employés pour
décrire les émotions, créant ainsi une confusion entre ces deux notions. Aﬁn de palier
ce manque de clarté, nous avons sélectionné une déﬁnition communément acceptée.
Cette dernière est issue de l’analyse de 140 déﬁnitions provenant de toutes langues,
cultures et domaines [Kleinginna 81] :
“Emotion is a complex set of interactions among subjective and ob-
jective factors, mediated by neural/hormonal systems, which can
a) give rise to aﬀective experiences such as feelings of arousal, pleasu-
re/displeasure ;
b) generate cognitive processes such as emotionally relevant perceptual
eﬀects, appraisals, labeling processes ;
c) activate widespread physiological adjustments to the arousing condi-
tions ; and
d) lead to behavior that is often, but not always, expressive, goal-
directed, and adaptive.”
De cette déﬁnition, trois points nous intéressent plus particulièrement :
• modiﬁe le comportement du sujet (d)
• impact important sur l’ensemble du corps (c)
• l’espace minimum de déﬁnition des émotions composé des axes éveil et valence
(a)
1http://www.larousse.com/fr/dictionnaires/francais/emotion
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Le premier montre l’intérêt de détecter les émotions pour analyser le compor-
tement d’un utilisateur. Le second valide la possibilité de détecter les émotions au
travers des conséquences corporelles de l’émotion. Enﬁn, le dernier point propose
une manière de décrire l’ensemble des émotions en fonction de l’éveil et de la va-
lence d’une émotion. Même si cette déﬁnition est riche et décrit de manière précise
les émotions, la diﬀérenciation avec les sentiments ou les traits de caractère reste
encore diﬃcile.
Le Réseau Européen d’Excellence HUMAINE 2 permettant de regrouper des tra-
vaux sur les émotions propose une déﬁnition des émotions permettant de compléter
celle de Kleinginna et Kleinginna [Cowie 05] :
“We [will] consider emotion in an inclusive sense rather than in the
narrow sense of episodes where a strong rush of feeling brieﬂy dominates
a person’s awareness. ... emotion in the broad sense pervades human
communication and cognition. Human beings have positive or negative
feelings about most things, people, events and symbols. These feelings
strongly inﬂuence the way they attend, behave, plan, learn and select.”
Celle-ci vient appuyer l’importance de l’émotion dans le processus de communi-
cation et d’attention d’un individu face à l’ensemble des situations qu’il peut rencon-
trer. Mais l’aspect qui nous semble important est la diﬀérenciation entre deux types
d’émotions, d’une part les émotions au sens strict déﬁnies comme des états épiso-
diques dominant la conscience de l’individu, d’autre part, les émotions envahissantes
au sens plus large permettant d’inclure des concepts d’humeur ou de sentiment ayant
un impact important sur le comportement de l’utilisateur.
Ces deux déﬁnitions nous fournissent un point de départ pour notre réﬂexion sur
les émotions en proposant un contexte général à la communication entre individus
ou celle, entre des individus et un système artiﬁciel.
2.2 Caractéristiques des émotions
Bien que les déﬁnitions des émotions proposées précédemment fournissent un cadre
strict de ce concept, des ambiguïtés ne sont pas levées. Nous pouvons identiﬁer des
similitudes ou des confusions avec des termes tels que sentiments, humeurs, traits
de caractère ...
Dans un livre sur la nature des émotions [Ekman 94], Paul Ekman et Richard
J. Davidson ont proposé un questionnaire sur les caractéristiques des émotions à
2http://emotion-research.net/
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plusieurs psychologues spécialisés dans le domaine des émotions. Parmi ces psy-
chologues, nous pouvons noter des ﬁgures emblématiques de la théorie des émo-
tions comme Frijda (“action tendency” [Frijda 87]), Lazarus (Théorie de l’évalua-
tion [Lazarus 91]), Watson, Clark et Panksepp (Les quatres systèmes [Panksepp 82]).
Un résumé de leur réponse est proposé par C. Belzung [Belzung 07] :
• la vitesse de déclenchement (rapide pour les émotions, lente pour
l’humeur),
• la fréquence d’apparition (faible pour les émotions et élevée pour
l’humeur),
• l’intensité subjective (forte pour les émotions, faible pour l’humeur),
• l’aptitude à identiﬁer les éléments déclencheurs (facile pour les émo-
tions et diﬃcile pour l’humeur),
• la durée (quelques secondes ou minutes pour les émotions et plu-
sieurs heures ou jours pour l’humeur),
• l’eﬀet sur l’attention (respectivement fort et faible),
• la présence d’une composante physiologique et comportementale
(respectivement présente et absente),
• la propriété (les émotions permettent l’action alors que l’humeur
modiﬁe les processus cognitifs comme la créativité et la ﬂexibilité),
• l’intentionnalité (les émotions sont au sujet de quelque chose : “j’ai
peur du lion”, “je suis fâché contre X” alors que cette spéciﬁcité
d’être à propos de quelque chose est absente de l’humeur).
En plus de caractériser la diﬀérence entre humeur et émotion, ces spéciﬁcités
permettent d’approfondir la notion d’émotion. Dans le cadre de la détection des
émotions, les notions de vitesse de déclenchement et de durée délimitent l’émotion
dans le temps. La majorité du temps, nous ne ressentons pas d’émotion, cet état
est souvent nommé “émotion neutre” même si cette dernière ne répond pas aux
caractéristiques déﬁnies précédemment.
2.3 Positionnement
Dans nos travaux, nous nous appuierons sur ces déﬁnitions aﬁn de limiter notre
champ d’action, ainsi que pour déﬁnir des contraintes fortes. En particulier, les ca-
ractéristiques des émotions déterminent un temps de calcul de l’émotion, inférieur
au temps de déclenchement de celle-ci, aﬁn de pouvoir suivre l’évolution du pro-
cessus. De plus, en délimitant précisément cette notion, des interactions émergent,
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permettant d’inﬂuencer la détection par l’état émotionnel, au sens plus large, de
l’utilisateur. Tout au long de nos travaux, nous prendrons comme référence ces trois
éléments de déﬁnition à savoir la déﬁnition de Kleinginna, la distinction de Cowie
entre l’émotion envahissante et épisodique et la liste de caractéristiques de Ekman.
3 Théories sur l’activation de l’émotion
Le fonctionnement interne du processus émotionnel est complexe. Les théories sui-
vantes proposent de répondre aux questions sur le fonctionnement de l’émotion,
depuis l’apparition du stimulus jusqu’au ressenti de l’émotion en proposant des sché-
mas cognitifs et physiologiques de l’activité émotionnelle. Nous avons sélectionné les
théories les plus marquantes depuis les théories évolutionnistes de Darwin jusqu’aux
théories modernes de Scherer ou Philippot. Une majorité de ces théories sont main-
tenant rejetées par la communauté, mais elles montrent une importante évolution
du domaine, ainsi que la diﬃculté à appréhender ce concept jusqu’à nos jours, où
plusieurs théories cohabitent encore.
3.1 L’approche psycho-évolutionniste
Cette première approche est une des plus anciennes (1872). Le premier à avoir émis
cette hypothèse fut Charles Darwin. Père de la théorie de l’évolution, il a voulu
appliquer sa théorie aux émotions après avoir compris l’importance des émotions
dans la survie des espèces. La réﬂexion proposée [Darwin 02] par ce courant est la
suivante : les émotions existent dans une grande variété d’espèces, la sélection natu-
relle conserve donc cette capacité. Si elle est conservée, c’est que l’émotion possède
une fonction adaptative, c’est-à-dire, qui sert à déﬁnir le comportement approprié
en fonction d’un stimulus 1.2. De plus, pour les théoriciens psycho-évolutionnistes,
le nombre d’émotions est restreint de par leur origine (sélection naturelle). Enﬁn, la
seule réponse fournie concernant le mode de transmission des émotions est qu’elles
sont innées. Il existe donc des schémas neuronnaux spéciﬁques pour chaque émotion,
qui seront activés lors de l’apparition d’un stimulus.
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Théorie de l’évaluation, Component Process Model (CPM)
Une déﬁnition de la CPM (2000) et des émotions est proposée par Klaus R. Scherer :
“an episode of interrelated, synchronized changes in the states of all
or most of the ﬁve organismic subsystems in response to the evaluation
of an external or internal stimulus event as relevant to major concerns
of the organism” [Scherer 05]
L’émotion est présentée comme le résultat d’un processus découpé en cinq fonc-
tions principales, chacune étant reliée à un sous-système organique, en réponse à
l’évaluation d’un stimulus pouvant être externe (évènement naturel) ou interne (sou-
venir). La notion d’évaluation peut également être de deux types, d’une part l’éva-
luation intrinsèque sans prise en compte des besoins ou des buts et d’autre part,
transactionnelle avec prise en compte des besoins ou des buts.
Le tableau 1.1 [Scherer 05] résume les diﬀérentes fonctions du processus émo-
tionnel ainsi que les liens avec les sous-systèmes organiques et les composantes émo-
tionnelles.




















Action (SNS) Motor expression com-
ponent (facial and vocal
expression)
Monitoring of internal state
and organism-environment
interaction
Monitor (CNS) Subjective feeling com-
ponent (emotional expe-
rience)
Note : CNS = central nervous system ; NES = neuro-endocrine system ; ANS =
autonomic nervous system ; SNS = somatic nervous system.
Table 1.1 – Tableau récapitulatif des liens entre fonctions, sous-sytèmes organiques
et composants émotionnels [Scherer 05]
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suﬃsante pour le moment dans le cadre de nos travaux, mais également compatible
avec les travaux de Scherer.
4 Modèles de description
Comme nous l’avons expliqué, il existe un grand nombre de théories sur les émotions.
Une partie de celles-ci décrivent également des modèles de description des émotions.
Parmi ceux-ci, nous pouvons en déﬁnir deux catégories principales, les modèles dits
catégoriels et les modèles dits dimensionnels. La grande diﬀérence entre ces deux
catégories est le fait que les premiers considèrent qu’il existe un socle d’émotions
dites primaires, communes chez tous les peuples [Izard 77, Ekman 92, Plutchik 01,
Kemper 81]. Les seconds, considèrent que les émotions sont déﬁnies dans un espace
continu, décrit par des composantes variables des émotions, telles que la valence ou
l’éveil. Dans le domaine, ces deux approches sont souvent présentées comme antago-
nistes, en opposant le monde discret des modèles catégoriels au monde continu des
modèles dimensionnels. Cependant, de nouvelles approches ont émergé plus récem-
ment, exploitant des bases de connaissances (ontologies) ou des théories mathéma-
tiques pertinentes pour la représentation des émotions.
4.1 Les modèles catégoriels
Parmi les modèles des émotions, les modèles catégoriels sont les plus nombreux. En
eﬀet, de part leur construction simple, de nombreux chercheurs ont proposé leur vi-
sion des émotions. Ces types de modèles sont fortement liés à la vision évolutionniste
des émotions. Le principe même de la déﬁnition d’un thesaurus des émotions com-
mun aux êtres dotés de la capacité de ressentir les émotions, implique que celles-ci
sont universelles. La notion d’universalité des émotions est déﬁnie par Ekman. Pour
cela, il a réalisé une expérience à grande échelle aﬁn de prouver qu’il existe un
sous-ensemble minimal d’émotions communes. Pour valider son hypothèse, il utilise
des images de visages occidentaux exprimant une certaine émotion et présente ces
images à des populations n’ayant eu quasiment aucun contact avec des occidentaux,
dans le but d’observer la reconnaissance des émotions.
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Figure 1.7 – Les 6 émotions basiques de Ekman. Le lecteur est invité à identiﬁer
les émotions exprimées ; réponses dans l’annexe D
Les résultats de ses observations montrent qu’il existe au moins 6 émotions com-
munes à l’ensemble de l’humanité [Ekman 94]. Il étendra par la suite ces six émotions
de base à 16 en ajoutant une plus grande variété d’émotions positives [Ekman 99].
D’autres travaux [Izard 77, Kemper 81] sont basés sur la notion d’émotion basique,
aﬁn d’étudier les liens avec le développement humain.
Parmi ces modèles, de nombreuses propositions existent [Izard 77, Tomkins 80,
Ekman 92], mais le but ici n’étant pas de fournir une liste exhaustive de tous ces
modèles, nous citerons le tableau récapitulatif suivant :
Auteurs Émotions
Izard (1977) Joie, surprise, colère, peur, tristesse, mépris, détresse, intérêt,
culpabilité, honte, amour
Plutchik (1980) Acceptation, colère, anticipation, dégoût, joie, peur, tristesse,
surprise
Kemper (1981) Peur, colère, dépression, satisfaction
Ekman (1992) Colère, peur, tristesse, joie, dégoût, surprise
Table 1.2 – Résumé des émotions basiques [Belzung 07]
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4.3 Ontologies des émotions
Présentation générale
Plus récemment, des travaux ont été eﬀectués sur une modélisation des émotions
via les ontologies. Ce nouvel outil informatique est fortement utilisé dans le domaine
du web sémantique [Berners-Lee 01]. La structuration et la déﬁnition des données
issues du web sont au centre des problématiques de ce mouvement. L’ambition de
structurer la quantité et la diversité des données issues du web a obligé la création
d’outils spéciﬁques à cette tâche. La notion d’ontologie [Gruber 95] informatique est
alors apparue pour répondre à ce besoin. Ces outils reposent sur deux concepts, d’une
part l’identiﬁcation unique des ressources via la notion d’URI (Uniform Resource
Identiﬁer) [Masinter 05] structurées sous la forme de triplet (sujet, prédicat, objet)
et d’autre part, un vocabulaire déﬁnissant la sémantique des données.
L’intérêt de développer des ontologies du domaine est d’une part la possibi-
lité d’organiser les connaissances, mais aussi de lier ces informations avec d’autres
domaines. Par exemple, FOAF est une ontologie déﬁnissant les personnes et les in-
teractions entre elles. Le concept de “Giant Global Graph” déﬁni par Tim Berners-
Lee [Berners-Lee 07] est la possibilité de pouvoir naviguer au travers des données en
parcourant les relations les liant, sans restriction. Cet objectif visé par le domaine
n’est réalisable que par la déﬁnition d’ontologies liées entre elles et permettant de
communiquer via la sémantique des connaissances.
La notion d’ontologie repose sur la logique de description. Cette logique permet
de décrire la sémantique des objets qui nous entourent. Pour cela, chaque logique de
description déﬁnit un ensemble d’opérateurs tels que la subsomption(relation hiérar-
chique) ou l’inclusion permettant de décrire plus ou moins d’objets. Cette capacité
est décrite comme étant son niveau d’expressivité. Les connaissances sont alors re-
présentées d’une part via une ontologie décrivant la structure des données et d’autre
part via des instances constituant les données compatibles avec la structure déﬁ-
nie par l’ontologie. L’ensemble, constitué de l’ontologie et des individus, représente
la base de connaissances. En plus des capacités d’interopérabilité et d’organisation
des connaissances, un raisonnement est réalisable sur la base de connaissances. Ce
raisonnement se traduit par la capacité d’inférer sur les connaissances décrites. Des
exemples de déduction peuvent être la subsomption (inclusion ou sous-concept), la
cohérence de la base de connaissances ou la vériﬁcation des relations.
L’implémentation d’une ontologie se réalise à partir de langages de descriptions
tels que RDF Schema (RDFs) ou Web Ontology Language (OWL) et Resource
Description Framework (RDF) pour les individus. Le choix d’un langage s’eﬀectue
en fonction du niveau d’expressivité nécessaire à la modélisation du domaine, mais
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ces langages et les bases de connaissances qui en découlent, restent compatibles entre
eux. C’est cette interopérabilité qui permet d’envisager le “Giant Global Graph”.
Les propositions du domaine
Dans le domaine de l’informatique affective, l’utilisation des ontologies est envisagée
pour décrire l’émotion ainsi que les interactions entre les diﬀérentes connaissances
du domaine. Au moment de la rédaction de ces lignes, il existe peu d’ontologies sur
les émotions. Nous en avons référencé quatre [Obrenovic 05, Grassi 09, Hastings 11,
Smith 04, Grenon 04] spécialisées dans la description ou l’annotation des détections
émotionnelles. D’autres ontologies telles que “Smiley Ontology” 4, déﬁnissent la no-
tion d’émotion, mais avec une vision hors de nos préoccupations.
Les premiers travaux [Obrenovic 05] eﬀectués dans cette voie proposent de dé-
crire les émotions au travers de leurs expressions. Il devient possible de décrire les
émotions directement depuis les capteurs utilisés pour la détection. Cette approche
se base sur le fait qu’il existe une expression universelle des émotions. Il est possible
d’inscrire ces travaux dans la vision d’Ekman, dans laquelle il montre que les ex-
pressions faciales d’un groupe restreint d’émotions sont universelles. Un tel système
peut mener à la constitution d’une base de connaissances de toutes les règles de dé-
tection des émotions. Cependant, la déﬁnition de ces règles reste un sujet complexe
et en constante évolution. De plus, les travaux de Cannon tendent à montrer que les
réponses émotionnelles ne sont pas spéciﬁques. Les théories modèles se basent sur
le contexte et les connaissances de l’utilisateur aﬁn d’expliquer cette non-spéciﬁcité.
C’est pourquoi une partie des chercheurs ayant proposé cette ontologie ont développé
une nouvelle ontologie [López 08] prenant en compte le contexte de la détection émo-
tionnelle 1.10. L’usage des ontologies permet alors de rendre compatible ces deux
visions des émotions en alignant les concepts, c’est à dire en décrivant la sémantique
des concepts similaires entre deux ontologies distinctes.
4http://smileyontology.com
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pour les autres systèmes. La catastrophe qui a particulièrement interessée Klaus R.
Scherer se nomme l’hysteresis [Fig. 1a]. Cette catastrophe permet de déﬁnir deux
états diﬀérents pour des paramètres identiques. Le changement d’état s’eﬀectue en
fonction de la situation précédente.
Pour Scherer, cela explique des situations telles que le passage du calme à la
colère. Sur la représentation de ce changement [Fig. 1b], on observe la présence de
deux chemins pour la même modiﬁcation. Cela s’explique lors du passage du calme
vers la colère comme une forme de tolérance face au stimulus en augmentation. Pour
le changement de la colère au calme en revanche, la situation est diﬀérente. Le sujet
déjà dans une situation de stress n’acceptera pas un stimulus de même intensité
pour revenir au calme mais d’une intensité plus faible.
4.5 EmotionML
Le dernier chainon manquant dans l’utilisation des émotions, est la possibilité de
décrire l’émotion de manière standardisée. Le w3c 7 fournit, depuis peu, un nouveau
langage de description nommé EmotionML permettant de decrire les émotions. Basé
sur la notion de langage balisé, il trouve son intérêt pour annoter des données ou
pour faire transiter des émotions entre applications, de manière standardisée.
La structure simple de ces documents, comportant dix balises diﬀérentes, permet
néanmoins de décrire très largement tout type d’émotion dans des cas d’utilisation
très variés. Nous décrirons ici rapidement les diﬀérentes balises utilisables aﬁn de
montrer l’utilisation d’un tel langage de description.
La balise racine de ce langage est <emotionml>, elle est le conteneur d’une ou
plusieurs balises <emotion> décrivant chacune une émotion. De plus chacune de ces
balises peuvent contenir un élément <info> permettant de décrire des méta-données
sur le contexte de l’analyse.
L’élément <emotion> contient l’ensemble de la déﬁnition d’une émotion détec-
tée, pour cela il est nécessaire de déﬁnir le vocabulaire que l’on souhaite utiliser pour
la décrire. Ce système permet donc de faire référence à un ou plusieurs modèles des
émotions. Il existe quatre variétés de vocabulaire :
• <category> faisant référence aux modèles catégoriels
• <dimension> faisant référence aux modèles dimensionnels
• <appraisal> faisant référence au CPM
7http://www.w3.org/TR/emotionml/
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• <action-tendency> permettant de décrire le comportement de la personne
Dans certains cas, il est possible de compléter ces derniers par la création d’un voca-
bulaire personnalisé. Chacune de ces balises contient les attributs “name”, “value”
et “conﬁdence”, sauf dans le cas de l’élément <category> qui ne contiendra pas
l’attribut “value”. Le premier, renvoit à un terme du vocabulaire faisant référence
dans le cas de :
• <category> à l’émotion ressentie
• <dimension> au nom d’une dimension dans un modèle
• <appraisal> à un terme du vocabulaire d’évaluation
• <action-tendency> à un comportement
L’attribut “value” permet de donner une note comprise entre 0 et 1, décrivant le
niveau de la propriété associée. Enﬁn, l’attribut “conﬁdence” donne une indication
sur la conﬁance à donner à cet élément, par une représentation numérique comprise
entre 0 et 1.
La balise <emotion> peut être complétée par l’attribut “expressed-through”,
permettant de déﬁnir la ou les modalités d’expressions utilisées pour la capture. Cet
attribut peut prendre des valeurs parmi “voice”, “text”, “face” ou “body”. Il est
cependant possible d’être cet ensemble de valeur en fonction des besoins.
Le dernier aspect de la description, est la possibilité d’associer cette détection
à un stimulus. La notion de référence permet donc de lier la capture et le stimulus
qui est représenté par une URI. Il devient donc possible d’annoter tous types de
média, même les videos grâce à la notion de “timestamp” qui est incluse dans la
balise <reference>.
4.6 Positionnement
Parmi la variété de modèles existants, nous n’en voyons pas pouvant être adap-
tés à une grande variété de contextes. Les modèles catégoriels ont l’avantage d’être
compréhensibles par l’homme mais avec des nuances faibles voire inexistantes. Le
problème est inversé pour les modèles dimensionnels. L’uniﬁcation des connaissances
par les ontologies est une solution intéressante mais ne valorisant pas suﬃsamment la
complémentarité de ces deux modèles. Enﬁn, le modèle de Scherer bien que très inté-
ressant n’a à notre connaissance jamais eu d’implémentation concrète. Il n’y a donc
aucune certitude sur la capacité d’un tel modèle à décrire la réalité de l’émotion.
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5 Expression et captation des émotions
Le point de départ de l’expérience émotionnelle est notre environnement. En eﬀet,
l’émotion est déclenchée par un stimulus interne (souvenir) ou externe (environne-
ment). L’observation de ces stimulus étant trop variée et complexe, la seconde voie
communément admise dans le domaine est l’observation des expressions émotion-
nelles. Aﬁn d’informatiser ces expressions, de nombreux capteurs ont été étudiés aﬁn
d’extraire une information émotionnelle. L’utilisation de capteurs pour la détection
des émotions implique d’analyser certains paramètres aﬁn de déterminer l’utilisabi-
lité de ces derniers :
• invasivité : niveau de restriction de la liberté de mouvement impliqué par le
capteur (exemple : bracelet/scanner)
• prix : l’investissement pour l’acquisition d’un tel capteur (exemple : caméra/s-
canner)
• ﬁabilité : pertinence des données issues du capteur (exemple : casque EEG/s-
canner)
A partir de ces paramètre et du contexte applicatif, nous pouvons déterminer
le niveau d’acceptation d’un capteur. Par exemple, dans le cadre des jeux vidéo,
un casque EEG est un capteur intéressant. Un joueur est capable d’accepter un tel
niveau d’invasivité avec la promesse d’une amélioration de l’immersion en revanche
il ne pourrait pas accepter un coût trop important dans l’achat d’un capteur. Dans
le cadre d’un suivi pour personnes âgées, le coût du capteur n’est plus un problème
en revanche le niveau d’invasivité doit être le plus faible possible et la ﬁabilité accrue
aﬁn de ne pas activer des alarmes sans raison.
Bien que le choix de capteurs puisse se faire en fonction des paramètres pré-
cédents, tous ne sont pas adaptés à la détection des émotions. C’est pourquoi de
nombreux travaux étudient des capteurs potentiellement utilisable pour cette tâche.
Certains capteurs ont déjà été éprouvés en partant du rythme cardiaque jusqu’à
l’Imagerie par Résonance Magnétique fonctionnelle (IRMf) [Kassam 13].
Dans cette partie, nous exposerons les travaux détaillant la mise en oeuvre de
ces capteurs ainsi que des techniques permettant d’extraire des données pertinentes
aﬁn de fournir des indices sur l’état émotionnel de l’utilisateur.
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5.1 Catégorisation des expressions
Un point commun de toutes les théories sur les émotions est qu’il existe une phase
d’expression des émotions. Les travaux de David Marr [Marr 82] sur la trichoto-
mie des émotions fournissent une première catégorisation de ces expressions. Les 3
modalités proposées sont :
• Physiologique (ex. rythme cardiaque)
• Psychologique (ex. voix)
• Comportementale (ex. recul)
Ce découpage proposé par David Marr permet d’identiﬁer les trois modes d’ex-
pression des émotions. Les expressions dites physiologiques, comprennent la plus
grande variété de capteurs. De plus, ces capteurs existent déjà car largement utilisés
dans le domaine médical. L’utilisation de cette modalité pour l’observation comporte
un avantage important qui est la diﬃculté de falsiﬁcation de l’émotion par ce biai.
Cet avantage contraint donc l’utilisation de techniques d’ellicitation de l’émotion
aﬁn de capter les indices pertinents.
Les deux autres modalités ont pour avantage l’utilisation de capteurs externes
(caméra ou microphone) et sont facilement simulables. Le jeu d’acteur faisant passer
les émotions au travers de ces modalités, il est plus facile dans le cadre d’une ex-
périmentation d’observer les émotions de manière contrôlée. De plus, l’être humain
qui est le meilleur détecteur émotionnel à ce jour n’utilise que ces deux modalités
pour capturer l’émotion de son interlocuteur.
5.2 Les réponses physiologiques
Nous commencerons par présenter les capteurs physiologiques. Parmi ces derniers, il
existe une grande variété d’expressions des émotions mettant en cause des réactions
physiologiques. L’énumération complète de ces capteurs ne rentrant pas dans le cadre
de ce document, nous nous limiterons aux capteurs les plus couramments utilisés
dans le domaine.
Rythme cardiaque
Le rythme cardiaque est le capteur le plus évident lorsque l’on pense à l’expression
des émotions. En eﬀet, lors du ressenti d’une émotion, nous sentons rapidement la
modiﬁcation surtout lors d’une forte peur, colère ou joie. L’analyse du comporte-
ment du muscle cardiaque peut être eﬀectuée à plusieurs niveaux. La manière la plus
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simple d’obtenir une information relative aux modiﬁcations de notre rythme car-
diaque est le nombre de pulsation par minute. Cependant d’autres capteurs peuvent
fournir des informations plus précises comme l’Électrocardiogramme (ECG) ou le
photopléthysmographe.
L’avantage majeur de ce capteur est sa faible invasivité en particulier pour le pho-
topléthysmographe ou le capteur de rythme cardiaque. De plus, ces capteurs sont
fortement utilisés dans le cadre sportif ce qui les rend peu couteux et facilement uti-
lisables par un non spécialiste. Un autre avantage réside dans la bonne connaissance
des algorithmes de traitement du signal rendant les mesures de ce capteur ﬁables et
faiblement bruitées.
Concernant la détection des émotions, le principal rôle de ce capteur est de four-
nir une information sur l’éveil de l’utilisateur. Cette capacité est facilement compré-
hensible si l’on considère l’utilité de l’augmentation du rythme cardiaque. En eﬀet,
l’augmentation de notre rythme cardiaque est provoquée par l’eﬀort physique. Dans
le cadre des émotions, l’activité n’ayant pas eu lieu, cette augmentation est provo-
quée par anticipation de l’organisme à un eﬀort. Lors d’une situation de colère, le
corps se prépare à un potentiel aﬀrontement physique. De même pour la peur, l’or-
ganisme se prépare à prendre la fuite. L’augmentation du rythme cardiaque permet
alors de fournir aux muscles les apports nécessaires pour répondre rapidement à un
potentiel eﬀort physique. C’est ce qui correspond à la tendance à l’action dans la
théorie de Klaus R. Scherer. Nous pouvons ainsi faire le lien entre l’éveil du sujet et
son rythme cardiaque.
Cependant, l’exploitation de cette information uniquement pour la dimension de
l’éveil est restrictif. Les travaux de Daniela Palomba [Palomba 97] sur l’évolution
du rythme cardiaque lors d’une expérience émotionnelle mettent en évidence la
possibilité d’extraire des informations sur la valence du sujet. Les conclusions de
ses travaux tendent à montrer que la décéleration du rythme cardiaque est plus
importante lors de l’expérience d’émotions négatives.
Sudation et température cutanée
Ces informations relativement simples à capturer sont fortement utilisées en infor-
matique affective. La société aﬀectiva 8 basée en partie sur les travaux de Rosalind
W. Picard du MIT, développe un bracelet permettant d’extraire l’éveil émotionnel
à partir de ces données.
Ce capteur possède de nombreux avantages parmi lesquels un faible niveau d’in-
vasivité ainsi qu’une réactivité importante face au changement émotionnel. Ces deux
8http://www.affectiva.com
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informations fortement inter-dépendantes sont très visibles dans des conditions de
stress, mais se révèlent pertinentes pour identiﬁer le niveau d’éveil d’un individu.
Activité cérébrale
Plus récemment, les recherches se sont orientées sur l’analyse du système nerveux
central. Notre cerveau est l’élément uniﬁcateur de l’expérience émotionnelle. Que
ce soit lors de la captation du stimulus, du déclenchement des expressions ou du
ressenti émotionnel, toutes ces actions transitent par le cerveau. Cependant, bien
que l’observation de l’activité cérabrale semble la solution optimale pour eﬀectuer
une détection ﬁable, de nombreuses diﬃcultés existent pour sa mise en oeuvre. Il
est en eﬀet, diﬃcile de dissocier les informations liées au processus émotionnel de
l’activité globale du cerveau.
Dans ce domaine, deux grandes variétés de phénomènes sont observées, d’une
part l’activité électrique et d’autre par le ﬂux sanguin. Ces deux approches ont pour
objectif de mettre en évidence les zones du cerveau en activité à un instant précis. En
eﬀet, depuis de nombreuses années, les scientiﬁques ont découpé le cerveau en zones
correspondant à certaines fonctions de l’organisme. Par exemple, le lobe occipital
situé à l’arrière du crâne est le siège de la vision. La principale diﬀérence entre
les deux approches de l’exploration cérébrale se situe au niveau de la ﬁabilité des
informations obtenues, du niveau d’invasivité des capteurs utilisés et du coût de ces
derniers.
Les IRMfs sont utilisés aﬁn d’observer le ﬂux sanguin à l’intérieur de notre cer-
veau. Une concentration plus forte dans une zone montre une activation de cette
dernière. L’information obtenue est extrèmement précise mais nécessite un environ-
nement médicalisé pour son exploitation. Le niveau d’invasivité ainsi que le coût
d’un tel système limite son utilisation au cadre expérimental. Cependant, de récents
travaux [Kassam 13] ont montré un lien entre le ressenti émotionnel et l’activation
de certaines zones cérébrales. Une expérience a même été menée aﬁn de détecter
l’émotion d’un utilisateur à partir des imageries médicales et d’un algorithme de
classiﬁcation.
Néanmoins, dans le domaine de l’informatique affective c’est la seconde approche
qui est le plus souvent étudiée en raison de son coût plus faible et de sa facilité de mise
en oeuvre. L’EEG utilise des électrodes aﬁn de capturer les modiﬁcations de potentiel
électrique au niveau du cuir chevelu. Cette méthode moins précise que l’IRMf permet
également de capturer l’activation des zones du cerveau grâce à une disposition des
électrodes de manière standardisée sur le crâne. L’engouement pour ces capteurs est
tel que plusieurs sociétés se sont lancées dans le développement d’EEG à faible coût
et simple d’utilisation. Par exemple, le casque Epoc de la société Emotiv s’oriente sur
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l’utilisation de ce capteur pour les jeux vidéo dont une fonctionnalité, est la détection
des émotions. Ce casque se démarque de par son coût très faible, une connexion sans-
ﬁl et une structure rigide des capteurs, ne nécessitant pas de connaissances pour son
installation.
Dans le cadre des émotions, l’exploitation d’un EEG s’eﬀectue principalement
par une étude du spectre des fréquences. L’utilisation d’un algorithme simple comme
la transformée de fourrier permet de transformer le signal de l’espace temps à l’es-
pace des fréquences. Ceci permet d’observer l’activation des rythmes cérébraux. Il
en existe cinq principaux couvrant une plage de fréquence de 4 à 50 Hz. A cha-
cun de ces rythmes est associé un comportement pour la personne les activant. Par
exemple, une activation du rythme β, correspondant aux fréquences entre 12 et
45Hz, est associée à un état de concentration. L’étude de l’activation de ces rythmes
et de leur synchronisation est une voie empruntée par la communauté pour la détec-
tion des émotions. L’utilisation des rythmes cérébraux a permis l’identiﬁcation de
relations entre l’activité cérébrale et l’apprentissage, en se basant sur une analyse
émotionnelle [Heraz 09].
D’autres outils d’analyse sont employés en particuliers, l’observation du potentiel
évoqué P300. Cette onde apparaît 300ms après la présentation d’un stimulus visuel
à un sujet. L’analyse de son amplitude est utilisée aﬁn d’identiﬁer les émotions res-
senties. Cependant, ce phénomène est diﬃcile à observer. Il est nécessaire d’employer
des capteurs performants et souvent plus diﬃciles à manipuler. C’est pourquoi ce
type d’analyse se limite au champ expérimental. Il existe néanmoins des travaux
exploitant cette information aﬁn de lier la personnalité au ressenti émotionnel. Par
exemple, une étude [Mardaga 09] montre une diﬀérence d’amplitude de cette onde
face à un stimulus plaisant, en fonction de certains traits de caractères.
Oculométrie
C’est une technique permettant le suivi des mouvements oculaires, grâce à des lu-
mières infra-rouges se reﬂétant sur les pupilles de l’utilisateur, et une caméra infra-
rouge qui capture cette reﬂexion. Ce système permet à la fois de capter les mouve-
ments oculaires que l’on appelle saccade, les points de ﬁxation, c’est-à-dire les zones
sur lesquelles le regard s’arrête, et la dilatation pupillaire.
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Figure 1.13 – Oculomètre tobii
Ce type de capteur peut être utilisé de deux manières diﬀérentes. La première est
le suivi du mouvement des yeux, ce qui peut donner des informations sur le centre
d’intérêt de la personne lors de la perception de l’émotion. Un stimulus visuel fournit
un nombre varié d’informations à un instant donné, il est alors intéressant d’obser-
ver quelle zone occupe l’attention de l’utilisateur. Dans ce cadre là, l’oculomètre
est utilisé pour éliminer des données parasites. Les informations que nous pouvons
étudier sont les points de ﬁxation essentiellement. Nous pouvons également étudier
les saccades. En nombre élevé, cela peut révéler une incompréhension du stimulus.
Le deuxième aspect de l’étude des données de l’oculomètre est l’étude des émo-
tions via la dilatation pupillaire. Cette modiﬁcation est provoquée par des émo-
tions [Partala 03] et d’une manière plus évidente par la modiﬁcation de l’intensité lu-
mineuse, mais aussi par l’augmentation de la charge de travail cognitif [Kahneman 66].
L’origine de cette réaction n’étant pas spéciﬁque à l’émotion, l’interprétation de
celle-ci est diﬃcile.
Ce capteur peut donc se révéler très utile dans le cadre expérimental, pour la
validation et la détection des émotions.
Rythme respiratoire
Le rythme respiratoire est un des capteurs plébiscités par l’affective computing group
du MIT [Healey 98]. Ce capteur permet d’identiﬁer le nombre de pulsations eﬀec-
tuées dans le temps (généralement 60 secondes). L’existence d’une relation entre
la modiﬁcation du rythme respiratoire et le changement émotionnel a été démon-
trée [Boiten 94, Homma 08]. Cependant, comme pour le rythme cardiaque les mo-
diﬁcations respiratoires ne sont pas uniquement liées à l’émotion. Par exemple l’ac-
tivité sportive peut être une cause d’augmentation du rythme cardiaque. Il reste
néanmoins intéressant d’analyser ce signal particulièrement pour l’identiﬁcation de
l’éveil, qui est une des principales composantes de l’émotion.
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5.3 Les réponses psychologiques
La seconde modalité d’expression des émotions que nous présentons est psycholo-
gique. Cette catégorie rassemble les expressions que nous utilisons pour transmettre
ou détecter les émotions de notre entourage. Les deux principaux axes de recherches
utilisant cette modalité se ﬁxent sur les expressions faciales et vocales. Nous divi-
sons l’expression vocale en deux sous-catégories qui sont la tonalité et le langage.
L’utilisation de ces expressions pour la détection des émotions possède de nombreux
avantages, mais aussi quelques diﬃcultés. Parmi les avantages importants, nous pou-
vons identiﬁer la facilité d’interprétation des diﬀérentes expressions. L’être humain
est dans ce cas le meilleur annotateur possible du fait de son expérience acquise lors
de la communication entre deux personnes. Cette facilité d’interprétation est contre-
balancée par la facilité d’expression des émotions au travers de cette modalité. En
eﬀet, le jeu d’acteur est basé sur l’imitation des émotions au travers du visage et de
la voix. Cette dernière caractéristique est intéressante dans le cadre expérimental,
mais se révèle un indicateur non ﬁable dans une situation réelle.
Expressions faciales
Les expressions faciales représentent le vecteur de communication des émotions le
plus évident. Nous l’utilisons au quotidien aussi bien pour transmettre nos émotions
que pour identiﬁer celles d’autrui. Le froncement des sourcils ou la présence d’un sou-
rire sont des indicateurs facilement reconnaissables. Les travaux d’Ekman [Ekman 71]
ont montré l’existence d’un sous-ensemble d’expressions universellement reconnu.
Les expressions faciales semblent être la source de données la plus facile et pra-
tique à utiliser. En eﬀet, une simple caméra peut être employée pour ce traitement.
Cependant, cette modalité est à la fois la plus expressive, mais aussi la plus contrô-
lable. L’utilisateur peut alors facilement tromper le système. De plus, le contexte
inﬂue largement sur ce mode d’expressions, la vie en société empêche d’exprimer
ses émotions sans retenue. Á contrario, cet inconvénient devient une qualité dans
le cadre expérimental. Il est beaucoup plus facile de mimer une émotion au tra-
vers du visage, que d’elliciter une véritable émotion aﬁn de capter son expression
physiologique, par exemple.
Outre ces problématiques de falsiﬁcation des expressions faciales, cette moda-
lité reste largement exploitée dans le domaine de l’informatique affective. Á tort
considérée comme une source de données facile à manipuler, la détection des émo-
tions au travers du visage soulève de nombreuses diﬃcultées. Il existe une grande
variété d’expressions faciales pour une même émotion. La modiﬁcation de l’intensité
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émotionnelle, ainsi que les circonstances de l’émotion peuvent produire des expres-
sions variées. Une description standardisée des expressions est proposée au travers
de l’outil Facial Action Coding System (FACS) [Ekman 78].
Figure 1.14 – Extrait de la base de données des unités d’actions de Ka-
nade [Kanade 00]
Ce dernier permet, au travers de 46 unités d’expressions, de décrire l’ensemble
des expressions faciales. Une unité d’action représente une modiﬁcation locale d’un
groupe musculaire du visage. Par exemple, la première unité d’action correspond à
l’élévation de la partie interne des sourcils (au niveau du nez). L’observation des dif-
férentes unités d’actions permet d’identiﬁer une émotion. Des applications de FACS
pour l’analyse émotionnelle existent au travers de Emotional Facial Action Coding
System (EMFACS) [Friesen 83] et Facial Action Coding System Aﬀect Interpretation
Dictionary (FACSAID) 9. Il est alors possible de décrire une émotion en fonction des
unités d’actions. La problématique informatique se limite alors au bon suivi des chan-
gements d’unités d’actions [Hamm 11]. Cependant, même si cette approche tente de
faciliter l’interprétation des expressions faciales, le suivi de ces dernières n’est pas
simple. Le visage est un vecteur d’émotion, mais il ne se limite pas à cette unique
tâche. En eﬀet, les mouvements de la tête, les changements de luminosité ou la pa-
role rendent cette démarche ardue. Une voie autre que l’observation d’un ensemble
de changements locaux est également envisagée. Les travaux de Dahmane et Meu-
nier [Dahmane 11] proposent une analyse de la déformation globale du visage, aﬁn
d’extraire l’émotion par la classiﬁcation. D’autres travaux [Sénéchal 13, Hoque 12]
en revanche se concentrent sur certaines parties du visage, en particulier la bouche,
aﬁn de diﬀérencier le vrai sourire du ricannement par exemple.
9http://www.face-and-emotion.com/dataface/facsaid/description.jsp
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Expressions vocales et textuelles
L’utilisation du son de la voix ou du texte est la seconde voie empruntée pour
l’analyse de la modalité psychologique. La particularité ici est que ces deux signaux
peuvent être produits au même moment. L’étude de ce signal se divise d’une part
en fonction de caractéristiques phonétiques pour extraire les sons et prosodiques
pour extraire la mélodie. Les aspects phonétiques sont souvent employés pour l’ex-
traction de mots et les aspects prosodiques pour l’analyse des émotions. Cependant
cette délimitation n’est pas aussi franche puisque certains travaux [Nicholson 00]
utilisent ces deux caractéristiques pour la détection des émotions. Néanmoins, les
outils d’analyses du texte sont très diﬀérents de ceux employés pour la mélodie.
L’interprétation émotionnelle d’une phrase s’appuie essentiellement sur des thé-
saurus [Bradley 99] ou ontologies [Mathieu 05]. En associant une émotion à un terme
il est alors possible d’identiﬁer l’émotion globale d’une phrase en fonction du sens
donné au terme, par la syntaxe de la phrase. Ceci est compliqué puisque spéciﬁque à
la langue utilisée et au niveau de langage employé. En fonction de la syntaxe d’une
phrase, un terme correspondant à une émotion négative peut décrire une émotion
positive.
En revanche, l’analyse du son de la voie repose en grande partie sur l’extrac-
tion de caractéristiques prosodiques et phonétiques. Parmi celles-ci, nous pouvons
citer la puissance vocale, la hauteur du son ou encore le débit vocal. Tout comme
pour les expressions faciales et EMFACS des propositions existent pour décrire une
émotion en fonction des variations de ces caractéristiques. Les travaux de Banse et
Scherer [Banse 96] utilisent 18 paramètres acoustiques pour diﬀérencier 12 émotions.
Une implémentation informatique de ces règles [Jones 08] a permis de mettre en évi-
dence l’utilisabilité de celles-ci pour la détection des émotions. Néanmoins, il existe
d’autres approches pour l’analyse de la voie, comme la classiﬁcation [Nicholson 00],
qui est un outil largement exploité en informatique affective.
5.4 Les réponses comportementales
Cette dernière modalité correspond à l’expression des émotions au travers du com-
portement que l’on adopte face à une situation. Le plus souvent représentée par
la posture du corps, cette modalité est faiblement employée en raison de l’espace
requis pour son expression. Néanmoins, les postures adoptées lors de l’expérience
émotionnelle sont fortements liées à la notion de tendance à l’action [Frijda 87]. Par
exemple, dans le cadre d’une émotion dominante (colère) une position d’avancement
est prise par le sujet. De plus, il est facile d’observer cette modalité grâce à une ca-
méra. Plus récemment, de nouveaux capteurs à bas coût ont été développés facilitant
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cette observation, tels que la kinect de Microsoft. Il existe cependant des travaux
la concernant [Gunes 07]. Ces derniers utilisent uniquement la partie supérieure du
corps pour obtenir l’information émotionnelle.
5.5 Positionnement
Comme nous l’avons montré dans cette section, il existe une grande variété de cap-
teurs émotionnels, chacun fournissant un ou plusieurs aspects de l’émotion ressentie.
De plus, il n’existe pas un ensemble de règles permettant d’identiﬁer une émotion
en fonction d’un ou plusieurs capteurs.
En se basant sur les théories émotionnelles précédentes, notre cerveau utilise
l’ensemble de ces retours aﬁn d’identiﬁer le type d’émotion éprouvé. Il semble donc
raisonnable de penser que l’ensemble de ces expressions a un impact sur la déter-
mination du ressenti. Cependant, il est inenvisageable d’appliquer l’ensemble de ces
capteurs sur un individu dans un contexte réel. Le choix de l’utilisation d’un capteur
plutôt qu’un autre est fortement lié à l’environnement de l’expérimentation ou de
l’application. C’est pourquoi nous proposons de laisser ce choix aux concepteurs aﬁn
d’adapter notre système à ses propres considérations. Nous spéciﬁerons dans la suite
du document certaines limitations quant à l’utilisation de capteurs.
6 Observation et validation des émotions
L’émotion est à la fois un objet éphémère, subjectif et impalpable. Ces trois carac-
tèristiques rendent l’étude de ce phénomène diﬃcile. Dans un cadre expérimental de
détection, l’objectif est d’une part observer un objet connu via un système automa-
tisé pour obtenir la nature de l’objet. La comparaison entre la nature réelle et celle
détectée permet alors d’identiﬁer si le détecteur est fonctionnel. Par exemple, l’ana-
lyse d’images satellitaires permet d’identiﬁer la nature des terrains. La détection
consiste alors à appliquer une détection sur une image et d’identiﬁer le terrain pho-
tographié. Il est ensuite possible de se rendre à cet emplacement pour conﬁrmer ou
non la présence d’un terrain de ce type. Dans le cadre de l’émotion, cette procédure
n’est pas aussi évidente. Il faut alors dissocier deux aspects. D’une part, nous devons
elliciter une émotion chez une personne puis nous devons nous assurer que l’émotion
ellicitée est bien celle ressentie par le sujet. Une fois ces deux étapes accomplies, il
est alors possible de comparer les résultats d’un détecteur d’émotion avec ceux récol-
tés manuellement. Cependant cette démarche nécessite un protocole expérimental
complexe, aﬁn de nous assurer de la bonne concordance entre l’émotion souhaitée
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et l’émotion ressentie. En psychologie, des travaux [Coan 07] se sont penchés sur la
standardisation de méthodologies permettant de répondre à ces problématiques.
6.1 Ellicitation des émotions
Cette première étape a pour but de faire ressentir à un individu une émotion pré-
cise. Une première méthode simple est de demander au sujet de mimer une émotion.
Cette démarche comporte certaines restrictions. Il est nécessaire d’une part de bien
connaître l’expression émotionnelle aﬁn de mimer cette dernière de manière natu-
relle (FACS), et d’autre part, toutes les réponses corporelles ne sont pas simulables.
En eﬀet, la modiﬁcation du rythme cardiaque ou la sudation de la peau ne sont
pas des réactions facilement observables dans le cadre du jeu d’un acteur. Cepen-
dant, il existe certaines procédures permettant de faire ressentir à un sujet acteur
ou non une émotion. La présentation d’une succession d’images, sons ou vidéos avec
une charge émotionnelle proche, peut plonger le sujet dans un certain état émo-
tionnel. Il existe pour cela des bases de données d’images (International Aﬀective
Picture System (IAPS) [Lang 05]), de sons (International Aﬀective Digitized Sounds
(IADS) [Bradley 07]) ou de vidéos [Gross 95] permettant de faire ce travail. Il reste
cependant diﬃcile de faire la diﬀérence entre l’ellicitation d’une émotion pénétrante
d’une émotion épisodique [Cowie 05].
6.2 Identiﬁcation de l’émotion
Une fois l’émotion ressentie, il est nécessaire d’identiﬁer si celle-ci correspond à
l’émotion souhaitée initialement. Le questionnement est la solution la plus cou-
ramment utilisée. Cependant, de par les confusions existantes entre les diﬀérents
types d’émotion, un questionnement simple sur le ressenti du sujet n’est pas envi-
sageable. Un des questionnaires le plus souvent utilisé est Self-Assessment Manikin
(SAM) [Bradley 94]. Celui-ci utilise des pictogrammes répartis sur une échelle d’in-
tensité, aﬁn de caractériser l’émotion suivant trois axes : la valence, l’éveil et la do-
minance. Ce type de questionnaire peut également être complété par l’observation
du sujet. Une personne entrainée à l’identiﬁcation des émotions peut alors pondérer
les résultats obtenus par son observation.
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Figure 1.15 – Représentation des trois échelles du questionnaire SAM
7 Les détecteurs émotionnels
Le domaine de l’informatique affective a permis le développement de nombreux
détecteurs des émotions. Nous pouvons distinguer deux grandes catégories, les sys-
tèmes à une modalité et les systèmes multimodaux. Le premier type de modèle vise à
exploiter les données d’un capteur de manière optimale. La diﬃculté ici étant qu’un
seul capteur peut fournir des données erronées ou des tentatives de dissimulation
de l’émotion provoquant des erreurs de détection. Le second type de système, en
revanche propose de combiner des sources variées d’informations aﬁn d’aﬃner les
détections. Il devient donc diﬃcile de masquer l’émotion si le nombre de modali-
tés est suﬃsant, mais cela peut engendrer une dégénéréscence de la capture. Une
autre diﬃculté se situe au niveau de la complexité et de la rapidité d’exécution, qui
augmente avec la quantité de modalités observées.
Dans cette partie, nous présenterons donc des détecteurs de ces deux catégories
aﬁn de montrer les diﬀérences et les tendances de chacun des domaines. Cependant,
nous ne proposerons pas de comparaison de performances de ces systèmes. Dans
le domaine de l’informatique affective, il n’existe pas encore de base de données
standardisée pour comparer les systèmes, même si des propositions commencent à
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émerger. De plus, les émotions détectées ne sont pas forcément comparables suivant
le type d’émotions [Cowie 05] ou la variété considérée.
7.1 Présentation d’une partie des détecteurs existants dans
le domaine
Le tableau 1.3, présente une comparaison d’un éventail représentatif des détecteurs
émotionnels. Nous proposons un résumé des principaux critères de caractérisation
des détecteurs, à savoir les types de signaux utilisés, la méthodologie employée pour
l’interprétation de ces derniers, ainsi que les émotions observées.
Travaux Type Signaux Méthodologie Emotions
Systèmes multimodaux












































FDA Eveil / va-
lence
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Travaux Type Signaux Méthodologie Emotions
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Table 1.3 – Tableau comparatif d’un panel représentatif des détecteurs d’émotions
Au travers de ce tableau, nous avons voulu représenter les principales voies em-
pruntées pour détecter les émotions. Nous pouvons observer qu’il existe une grande
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diversité des signaux observés même si la tendance est à l’observation des expres-
sions physiologiques. En particulier, les travaux les plus récents utilisent de plus en
plus l’EEG en complément d’autres capteurs physiologiques. Cependant, toutes les
modalités d’expressions des émotions ont été exploitées dans ces travaux. Les per-
formances avancées dans ces diﬀérents articles bien que diﬃcilement comparables,
ne montrent pas de prévalence d’un certain type de capteurs. Nous pouvons éga-
lement déduire de ce tableau que les systèmes unimodaux sont souvent développés
dans le but de prouver l’utilité du capteur employé ou de déduire certains corpor-
tements de la modalité observée. Par exemple, les travaux eﬀectués sur le rythme
cardiaque [Anttonen 05] montrent la diﬀérence de décélaration du rythme cardiaque
en fonction de la valence d’un stimulus. En revanche, les systèmes multimodaux sont
voués à la détection et à l’évaluation des méthodologies employées.
Concernant les méthodologies employées, nous pouvons dire qu’il existe un fort
angouement pour la classiﬁcation. Une telle approche se justiﬁe par l’aspect non
spéciﬁque des réponses émotionnelles et la variété des signaux à observer. L’étude
individuelle des capteurs n’ayant pas vu apparaître l’émergence de schémas ou de
règles permettant l’identiﬁcation des émotions, une approche par apprentissage reste
une bonne solution pour eﬀectuer la détection. Nous pouvons également remarquer
que la classiﬁcation est souvent précédée par une phase d’extraction de caractéris-
tiques et de réduction de ces dernières par l’utilisation d’outils tels que la projec-
tion de Fisher. Il existe néanmoins des approches dédiées à certains capteurs. Par
exemple, l’utilisation d’une ontologie est plus adaptée dans le cadre d’une détection
des émotions par le texte [Mathieu 05].
7.2 Positionnement
A partir de l’observation des détecteurs existants, nous avons convenu que la dé-
termination d’un jeu de capteurs ﬁxes est diﬃcilement envisageable. En eﬀet, les
propositions eﬀectuées par la communauté ne montrent pas un ensemble de capteurs
plus performants que les autres. De plus, le choix d’un capteur est très dépendant du
contexte applicatif visé. Nous avons donc opté pour concevoir un système qui puisse
s’abstraire du nombre et du type de capteurs utilisés. Nous avons cependant voulu
nous rapprocher de ce qui existe en nous positionnant sur une détection par régres-
sion, qui est une classiﬁcation dans l’espace continu. L’extraction de caractéristiques
est pour nous une considération liée au capteur, c’est pourquoi nous proposons de
dissocier cette étape de l’interprétation des signaux, dans le but de concevoir un
système indépendant des capteurs.
50 7. LES DÉTECTEURS ÉMOTIONNELS
CHAPITRE 1. L’INFORMATIQUE AFFECTIVE, UNE NOUVELLE INTERACTION
HOMME-MACHINE
8 Conclusion
Dans ce chapitre, nous avons commencé par fournir un ensemble de connaissances is-
sues du domaine psychologique aﬁn de cerner la notion d’émotion. Pour ce faire, nous
avons commencé par une analyse des diﬀérentes déﬁnitions proposées par le domaine
aﬁn de sélectionner les déﬁnitions de Kleinginna et Cowie largement utilisées dans
le domaine. Nous avons également montré les caractéristiques émotionnelles per-
mettant de distinguer les émotions de notions connexes engendrant de nombreuses
ambiguités.
Nous avons ensuite continué par présenter les principales théories émotionnelles
par ordre chronologique aﬁn de montrer l’évolution de la compréhension du processus
émotionnel. La description de ces principaux courants de pensée nous a amené à
identiﬁer les théories auxquelles nous adhérions, à savoir les théories cognitives telles
que la théorie des deux facteurs de Schachter et Singer ou la théorie CPM de Scherer.
Ensuite, pour nous rapprocher du domaine de l’ informatique affective, nous avons
montré les modèles émotionnels utilisés par les psychologues, ainsi que les tentatives
proposées en informatique à travers les ontologies ou des modèles plus théoriques
comme celui de Scherer.
Nous avons terminé ce chapitre par la présentation des principaux capteurs uti-
lisés dans le domaine, ainsi que les détecteurs dans lesquels ils sont utilisés, en
distinguant les approches unimodales des approches multimodales.
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Un modèle en trois couches pour
la détection des émotions
L’objectif que nous visons est de proposer un modèle pour la détection des émotions
modulaire et ﬂexible pour faciliter l’intégration dans un système nécessitant une
reconnaissance en temps réel. Nous présenterons donc notre modélisation divisée en
modules interopérables et interchangeables. Nous n’avons pas la prétention d’abou-
tir à un détecteur des émotions parfait, c’est pourquoi nous souhaitons que notre
système puisse contenir des modules interchangeables permettant ainsi d’améliorer
la qualité de détection.
L’architecture globale de notre système repose sur la théorie des deux facteurs
car c’est la première à déﬁnir la dualité expression et contexte dans le processus
émotionnel. Cette théorie propose qu’après la perception d’un stimulus, la personne
produit une expression corporelle reﬂexe, ensuite, un processus cognitif est déclenché
permettant d’évaluer l’émotion ressentie. La diﬃculté ici est de pouvoir exploiter
à la fois les expressions corporelles mais aussi le processus cognitif pour obtenir
une interprétation émotionnelle la plus ﬁdèle. La ﬁgure 2.1 reprend le schéma de
la théorie des deux facteurs complété par un observateur externe qui peut être
une autre personne mais aussi un système informatique. Un observateur humain
a typiquement accès aux expressions émotionnelles (B) pour déterminer l’émotion
d’une personne. Nous proposons ici d’exploiter deux autres informations (A et C)
aﬁn d’approcher l’émotion réellement ressentie. Le chapitre 3 présente l’exploitation
des expressions corporelles (B) alors que le chapitre 4 présente l’exploitation du
stimulus et du processus cognitif (A et B).
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Figure 2.1 – Présentation des diﬀérentes sources d’informations émotionnelles à
partir de la théorie des deux facteurs.
Nos recherches sur l’état de l’art nous ont poussés à diviser notre modèle en trois
modules distincts. Chaque module ayant une tâche indépendante et étant centré sur
une spécialité précise, sera interopérable aﬁn de fournir une information émotionnelle
à des degrés d’abstraction de plus en plus faible. Basé sur la théorie des deux facteurs
et sur notre hypothèse selon laquelle nous pensons comme un modèle dimensionnel et
nous nous exprimons comme un modèle catégoriel, notre modèle se divise en couches
successives reprenant ce que nous pensons être le fonctionnement humain [Fig. 2.2].
Figure 2.2 – Vue d’ensemble de notre modèle en trois couches
Un premier module (a) aura pour objectif de traiter les données issues des cap-
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teurs. Cette partie de traitement du signal ne permet pas l’émergence d’une in-
formation sur l’émotion ressentie mais des indices sur l’expression de celle-ci. La
partie centrale (b) du système correspond à ce que nous appelons CEP ; ce sont
ces cartes que nous utiliserons pour la reconnaissance des émotions ainsi que l’ap-
prentissage. L’information issue de cette partie est une annotation dans un modèle
dimensionnel. Le dernier module (c), basé sur une ontologie, permet, d’une part,
de déﬁnir des intervalles émotionnels de notre espace dimensionnel, aﬁn d’associer
un terme émotionnel à l’annotation brute issue des CEPs (catégorisation). D’autre
part, ce module nous permet également d’utiliser le contexte de l’expérience émo-
tionnelle pour pondérer l’annotation brute. Ceci est réalisable grâce aux capacités
d’inférences de l’ontologie. Ce choix d’implémentation est directement lié à notre
approche cognitiviste de l’émotion. Cette dernière déﬁnie que la connaissance et le
contexte du sujet sur le stimulus auquel il est soumis, est une phase importante de
l’expérience émotionnelle.
Dans ce chapitre, nous détaillerons l’architecture globale, ainsi que les interac-
tions entre ces diﬀérents modules, permettant d’aboutir à l’émotion.
1 De la théorie des deux facteurs au modèle in-
formatique
La réalisation d’un modèle informatique des émotions est sujette à de nombreuses
variantes. Le nombre de théories et de modèles existants dans le domaine de la
psychologie empêche la déﬁnition d’un standard admis par tous. Nous avons donc
dû eﬀectuer des choix quant aux connaissances qui devaient être la base théorique
de notre modélisation. Nous avons pour cela sélectionné des déﬁnitions générales
du phénomène ﬁxant ainsi certaines caractéristiques sur l’objet que nous voulons
détecter, une théorie décrivant le processus d’apparition de l’émotion et enﬁn un
modèle de description de l’émotion.
Dans cette section, nous allons décrire de quelle façon nous avons créé notre
modèle en fonction des choix précédents. Comme indiqué dans le chapitre précé-
dent, le point de départ de nos travaux est la théorie des deux facteurs de Schachter
et Singer. Cette dernière propose un découpage du processus émotionnel en deux
phases interconnectées. D’une part, comme dans les théories classiques, l’expression
des émotions est une réponse issue du cerveau reptilien, permettant ainsi le déclen-
chement réﬂexe d’une réponse face à un stimulus. Cette première phase diﬃcilement
contrôlable est traduite comme un état d’hyper-éveil amorçant la phase de cogni-
tion dont le déroulement est plus long de par sa complexité. Cette seconde étape
1. DE LA THÉORIE DES DEUX FACTEURS AU MODÈLE INFORMATIQUE 55
CHAPITRE 2. UN MODÈLE EN TROIS COUCHES POUR LA DÉTECTION DES
ÉMOTIONS
utilise les informations issues des réponses émotionnelles couplées au contexte aﬁn
d’identiﬁer l’émotion ressentie.
L’utilisation du contexte comme information pour la détermination de l’émotion
nous a semblé pertinent du fait de la non spéciﬁcité des réponses émotionnelles. Cette
information diﬃcilement captable est sous exploitée dans les travaux de détection
des émotions. De plus, cette théorie est à l’origine des théories modernes sur les
émotions et semble admise par de nombreux psychologues.
Nous avons donc opté pour l’utilisation de cette théorie aﬁn de calquer notre mo-
dèle de détection des émotions sur le comportement humain. Nous avons souhaité
réaliser une modélisation couvrant l’ensemble du processus de détection depuis l’ex-
pression émotionnelle jusqu’à l’expression verbale de l’émotion. Nous pensons en
eﬀet, que la phase d’expérience émotionnelle est distincte de la phase de verbali-
sation de par l’utilisation d’un vocabulaire émotionnel. L’utilisation d’un tel outil
implique une discrimination faible des émotions. Nous émettons donc l’hypothèse
selon laquelle l’être humain ressent une variété inﬁnie d’émotions mais les exprime
via un nombre de termes limité, éliminant ainsi un grand nombre de nuances.
Nous proposons ainsi une détection en deux phases, une première permettant
d’extraire une émotion dans un espace continu grâce à l’analyse de l’expression émo-
tionnelle et une seconde permettant d’y associer un terme du vocabulaire émotionnel
pondéré par le contexte.
1.1 Architecture générale
La détection des émotions est un domaine fortement interdisciplinaire, c’est pour-
quoi, nous avons divisé notre réalisation en 3 modules interconnectés et interchan-
geables. L’intérêt y est double car la division de la détection permet d’obtenir des
informations émotionnelles à plusieurs niveaux d’abstraction, mais également de
pouvoir modiﬁer un ou plusieurs modules aﬁn de l’adapter au contexte de l’appli-
cation réalisée. Nous identiﬁons donc trois couches distinctes représentées sur la
ﬁgure 2.3 qui sont :
• le module de traitement du signal spéciﬁque à chacun des capteurs
• le module de détection et annotation bas niveau appelé CEP
• le module de catégorisation et contextualisation des annotations brutes
Cette division est basée sur les connaissances issues de la psychologie, mais égale-
ment, déﬁnie en fonction des domaines de connaissances impliqués dans ces modules.
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Module de traitement du signal
Le module de plus bas niveau que nous déﬁnissons correspond à la phase de traite-
ment des données captées. L’identiﬁcation des capteurs et le traitement permettant
d’extraire des informations exploitables, est un travail important pour détecter les
émotions. Ce travail particulièrement complexe et spéciﬁque à chacun des capteurs
utilisés demande des connaissances importantes dans le domaine du traitement de
signal. La création d’un tel module est nécessaire lors de l’ajout d’un nouveau cap-
teur et comprend l’ensemble du traitement depuis le pilote logiciel permettant de
communiquer avec le capteur, jusqu’à l’exposition des données sous forme de valeurs
numériques représentant la caractéristique visée. L’exemple que nous avons sélec-
tionné pour nos travaux est celui de la caméra et des expressions faciales. Dans celui-
ci, nous avons donc developpé le traitement permettant d’extraire de chaque image
huits points caractéristiques des expressions, à savoir, diﬀérentes zones représentant
la position et la forme de la bouche, ainsi que des sourcils. Nous normalisons ensuite
ces informations dans un intervalle [0 ; 1] décrivant le déplacement de ces points.
Figure 2.4 – Détail du module de traitement du signal
Module de détection et d’annotation
L’objectif pour ce second module est de faire le lien entre les données captées, ex-
posées par le module précédent et une annotation dans un espace continu représen-
tant une émotion. Dans cette première étape, seules les expressions émotionnelles
sont utilisées pour identiﬁer l’émotion ressentie. La réalisation de cette phase s’ins-
crit dans une démarche de régression qui est une transposition de la classiﬁcation
dans l’espace continu. Nous utilisons à la fois un algorithme de détection inspiré
de l’algorithme de classiﬁcation K-nearest neighbors (KNN) [Beyer 99] et une base
d’apprentissage constuée des expressions annotées émotionnellement. Dans notre
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système, la base d’apprentissage est représentée par les CEPs et l’algorithme de dé-
tection s’éxécute grâce à ces dernières. Pour cette première étape de la détection,
nous souhaitons décrire les émotions dans un espace continu aﬁn de nous conformer
à notre hypothèse initiale sur la cohabitation des modèles dimensionnels et catégo-
riels. C’est pourqoi nous avons modiﬁé l’algorithme KNN pour faire de la régression.
Cette dernière étant une forme de classiﬁcation dans le domaine continu, ainsi nous
ne souhaitons pas prédire une classe précise pour un état émotionnel, mais prédire
une valeur numérique pour celui-ci.
Nous distinguons deux temps d’éxécution pour ce module. Le premier temps cor-
respond à l’apprentissage, nous permettant ainsi de générer les CEPs nécéssaires à la
détection. Cette phase doit être réalisée en amont de la détection, aﬁn d’insérer des
données émotionnelles représentatives. Le second temps d’éxécution est la détection
en temps réel de l’émotion, basée sur les mêmes capteurs que la phase précédente.
Il est également possible d’utiliser un sous-ensemble de capteurs en eﬀectuant une
projection de nos cartes sur les capteurs utilisés lors de la détection. Cette possi-
bilité permet d’améliorer la robustesse de notre système, en prévenant des pannes
matérielles par exemple. La détection sera impactée en réduisant potentiellement la
ﬁabilité de la détection. Nous utilisons également les émotions détectées pour aﬃ-
ner nos CEPs grâce à la notion de conﬁance de la détection, que nous détaillerons
dans le chapitre 3. De plus, l’algorithme de détection utilisé s’appuie sur l’émotion
précédemment détectée aﬁn d’identiﬁer la suivante. Ceci nous permet de stabiliser
la détection car il n’est pas possible de changer d’émotion instantannément. Le ré-
sultat ﬁnal de ce module est l’exposition d’une représentation d’une émotion dans
un espace émotionnel dimensionnel basé uniquement sur l’expression de l’émotion.
Pour notre prototype, nous utilisons deux cartes dans le but de décrire les émo-
tions dans l’espace éveil/valence. La construction de celles-ci se base sur une vidéo
où une personne exprime diﬀérentes émotions. Chaque image de cette vidéo permet
de capturer une expression que l’on annote manuellement, aﬁn de l’ajouter dans
nos cartes. A partir de l’ensemble des émotions exprimées (ici les six émotions de
Ekman), nous pouvons exécuter notre algorithme de détection. Une fois les données
captées agglomérées, nous calculons les composantes de l’émotion (éveil ou valence)
sur chacune des cartes à partir de l’expression faciale et de l’émotion précédente.
Ce calcul nous fournit d’une part une nouvelle annotation émotionnelle dimension-
nelle, mais également une information sur la conﬁance que l’on peut porter sur cette
détection. C’est cette dernière information qui nous permettra d’ajouter ou non ce
nouvel état au sein de notre base d’apprentissage, en fonction d’un seuil de conﬁance
déﬁni par l’utilisateur.
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Figure 2.5 – Détail du module de CEP
Module de catégorisation et de contextualisation
La dernière étape de notre processus d’extraction des émotions est composée d’un
double objectif. La catégorisation et la contextualisation sont deux étapes indépen-
dantes visant des objectifs distincts, mais réalisées par le même module. La contex-
tualisation doit être réalisée en amont de la catégorisation pour obtenir le terme le
plus adapté à l’émotion ressentie.
L’étape de contextualisation est réalisée à partir des annotations brutes four-
nies par les CEPs. Le but ici, est de prendre en compte le contexte de l’experience
émotionnelle pour pondérer l’annotation ﬁnale proposée par le système. Cet objectif
découle directement des théories cognitivistes sur les émotions déﬁnissant le contexte
comme élément de catégorisation des émotions. Dans notre cas, nous utilisons des
informations sur les traits de caractères stockés dans notre base de connaissances.
La comparaison entre le stimulus proposé à l’utilisateur et les traits de caractères
pouvant correspondre, détermine la pondération à appliquer sur l’annotation ini-
tiale. Dans un deuxième temps, la catégorisation utilise cette nouvelle annotation
pondérée aﬁn d’identiﬁer le terme de notre vocabulaire émotionnel le plus adapté
à cette dernière. Par exemple, une personne arachnophobe ressentira une émotion
nettement plus intense face à une araignée qu’une personne ne l’étant pas. C’est
cette connaissance tangible et durable que nous souhaitons modéliser aﬁn de fournir
une information aussi proche que possible du ressenti réel de l’utilisateur.
L’ensemble des informations utilisées dans ce traitement est dissocié de notre
modélisation basée sur une ontologie. Les traits de caractères et leur impact sur
l’émotion ressentie sont déﬁnis par l’utilisateur, pouvant ainsi modiﬁer l’intensité de
son trait de caractère. D’un autre côté, la traduction des annotations continues en
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annotation discrète doit être établie par des spécialistes du domaine en fonction du
modèle émotionnel choisi pour la génération des CEPs.
Figure 2.6 – Détail du module de catégorisation et contextualisation
2 Présentation du prototype
Dans cette section, nous présenterons le prototype d’application que nous avons
réalisé à des ﬁns expérimentales. L’objectif ﬁnal étant de masquer le fonctionnement
interne de notre détection pour proposer un outil clé en main aux développeurs
souhaitant intégrer la notion d’émotion dans leur application.
Le prototype que nous présentons est divisé en sous-applications indépendantes
suivant le découpage de notre modèle. Cette démarche a pour ambition d’éprouver
les capacités de modularité de notre système.
Nous commencerons tout d’abord par le module de plus bas niveau utilisant une
caméra comme capteur. La partie de traitement du signal étant une solution ad’hoc
pour notre système, nous détaillerons son fonctionnement dans cette partie. L’im-
plémentation que nous en proposons repose sur des outils sensibles au changement
de luminosité et de position du corps ce qui rend son utilisation diﬃcile dans un
cadre réel. Nous souhaitons néanmoins le présenter pour fournir une bonne com-
préhension des données que nous traiterons par la suite et des contraintes que nous
avons précisés pour la création de modules similaires.
Nous présenterons ensuite les deux principaux modules de notre détecteur sans
spéciﬁer les détails techniques de leurs mises en oeuvre, puis nous parlerons d’un der-
nier module d’exploitation d’une caractéristique de nos cartes émotionnelles visant
à synthétiser les expressions faciales.
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sur une séquence vidéo pour faire de la détection en temps réel. A partir de la zone
du visage, nous conﬁgurons les régions de la bouche et des sourcils aﬁn d’exécuter
nos algorithmes de détection de points d’intérêts pour les expressions faciales. La
position de ces deux régions est conﬁgurable dans la partie de gauche et est exprimée
en pourcentage du visage (zone rouge). Cette démarche à pour but de donner un
peu de ﬂexibilité lors de la détection en cas de déplacement du visage.
Une fois ces deux régions déﬁnies, nous appliquons un traitement permettant
de repérer les contours de la bouche ou des sourcils. Nous utilisons la diﬀérence de
coloration de ces diﬀérentes parties et les variations de contraste et de luminosité
aﬁn de détacher ces éléments du reste du visage. Sur l’image nous pouvons voir les
sourcils ressortir en noir et la bouche en vert. Pour stabiliser cette détection, nous
utilisons également l’algorithme de morphisme qu’est l’ouverture, aﬁn d’éliminer
les pixels isolés. La ﬁgure 2.8 présente l’application de notre processus d’extraction
des contours sur la bouche. Nous pouvons voir que sur cette image seuillée pour
conserver uniquement les pixels verts, les pixels blancs représentent la bouche. A
partir de cette image, nous utilisons les caractéristiques de forme de la bouche pour
en extraire les points caractéristiques.
Figure 2.8 – Extraction des contours de la bouche
À partir de la camera, nous identiﬁons six points caractéristiques pour la bouche
dont nous souhaitons suivre l’évolution :
• Les commissures de la bouche : extrait en recherchant les points horizontale-
ment les plus extérieurs de la zone d’intérêt.
• Les bords supérieurs et inférieurs : extrait en recherchant les points verticale-
ment les plus extérieurs.
• La distance entre les commissures de la bouche ce qui représente la largeur de
la bouche.
• La distance entre les bords supérieurs et inférieurs ce qui représente l’ouverture
de la bouche.
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Sa première utilisation consiste à créer une CEP. Nous chargerons donc un mo-
dule distinct par CEP utilisée dans le système global. Comme nous le détaillerons
dans les chapitres suivants, la création des cartes consiste en l’annotation manuelle
des données captées lors d’une expérience émotionnelle. Aﬁn de regrouper les anno-
tations par type d’expressions, nous déﬁnissons une notion de séquence contenant
des annotations émotionnelles pour une expression particulière. Une carte pouvant
contenir plusieurs séquences, nous pouvons via cette interface en créer une nouvelle
et sélectionner parmi celles existantes la séquence à laquelle nous souhaitons aﬀecter
notre nouvelle annotation.
L’utilisation de ces cartes est réalisée automatiquement lors de la modiﬁcation
des données captées. Dès qu’une nouvelle information est reçue, l’algorithme de
classiﬁcation est exécuté et aﬃche au sein même de notre visualisation un point
distinctif. Cela permet lors de l’analyse en temps réel, d’observer le déplacement de
notre état émotionnel sur les cartes. En cas d’absence d’un ou plusieurs capteurs, il
est possible d’eﬀectuer la détection sur ces cartes en les projetant sur les capteurs
utilisés. Ceci permet de rendre robuste notre système aux défaillances matériels.
L’impact d’un tel incident sur la détection est variable suivant les capteurs utilisés,
mais tendra à réduire la ﬁabilité du système. Après remplacement du capteur dé-
fectueux, le système peut alors exploiter à nouveau les informations de ce dernier et
ainsi améliorer la détection. Cependant, si on souhaite ajouter un nouveau capteur il
est nécessaire de refaire la phase de création des cartes, aﬁn de lier le comportement
de ce nouveau capteur au jeu préalablement utilisé. Nous pouvons également faire
varier des paramètres d’optimisation de notre algorithme de détection aﬁn d’obser-
ver l’impact de ces derniers sur les performances de détection du système. L’analyse
des émotions sous l’angle du changement donne une place prépondérante à l’état ini-
tial de l’utilisateur. C’est pourquoi nous pouvons réinitialiser notre système à l’état
neutre via cette interface.
Les deux premiers cas d’utilisation que nous avons cités sont les points clés de
ce module, néanmoins pour une phase d’expérimentation, nous avons porté un soin
important à la visualisation de nos cartes. N’ayant pas déﬁni de restriction quant
au nombre de capteurs utilisables par nos cartes, il devient diﬃcile de représenter
celles-ci lorsque le nombre de capteurs est important. C’est pourquoi, nous avons
opté pour une projection des cartes sur deux capteurs évitant ainsi la surcharge
d’informations lors de la visualisation. Nous avons également laissé la possibilité
de modiﬁer les capteurs utilisés pour la projection, aﬁn d’observer au mieux le
comportement de notre système.
Cependant, l’utilisation de ces cartes est lié à la qualité de la phase d’appren-
tissage. L’ajout d’expressions au sein nos CEPs peut être long et fastidieux. C’est
pourquoi, nous avons élaboré une fonctionnalité permettant de réduire cette dernière.
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Nous proposons donc, à partir d’une carte minimale, de l’améliorer dynamiquement
pendant la phase de détection. L’utilisation de l’information de conﬁance nous per-
met de déﬁnir si une nouvelle expression est suﬃsamment proche de celles contenues,
aﬁn de pouvoir l’ajouter. Nous utilisons pour cela un seuil d’acceptabilité basé sur
la conﬁance aﬁn de prendre cette décision. L’utilisation de cet apprentissage permet
d’accélérer la création des cartes, mais la déﬁnition du seuil est capital pour la qua-
lité des cartes résultantes. En eﬀet, un seuil trop faible ajoutera un grand nombre
d’expressions et tendra à faire dégénérer nos CEPs, alors qu’un seuil trop important
ne permettra pas l’ajout d’expressions rendant ainsi inutile cette fonctionnalité.
Parmi les problématiques initiales, la question de la présence d’hysteresis en est
une directement liée à la classiﬁcation. Nous avons donc rajouté la possibilité d’en-
registrer les annotations eﬀectuées par le système aﬁn d’observer cette discontinuité
pendant cette phase.
Une autre interrogation était de pouvoir comparer des cartes entre elles, ceci
aﬁn d’observer des points communs ou divergeants entre les utilisateurs du système.
Nous pouvons donc comparer les cartes visuellement en superposant deux CEPs et
en calculant la distance entre l’ensemble des points des deux cartes portant sur la
même composante émotionnelle.
2.3 Module de catégorisation et de contextualisation
La phase de catégorisation et de contextualisation est déportée dans un module
distinct. Les données utilisées proviennent de la couche inférieure de classiﬁcation
des données captées. A partir de l’annotation brute exprimée dans un modèle di-
mensionnel des émotions, nous utilisons le contexte de l’expérience émotionnelle par
l’intermédiaire des traits de caractères (phobies et philies) de l’individu, aﬁn de pon-
dérer la catégorisation, qui permet d’associer un terme du vocabulaire émotionnel à
l’annotation initiale.
L’interface de ce module [Fig. 2.10] est relativement simple. Nous permettons
uniquement la sélection des informations permettant la contextualisation ainsi que la
description de l’état émotionnel dans le modèle ciblé. Aﬁn de présenter les capacités
de contextualisation de l’ontologie sous-jacentes, nous pouvons déﬁnir l’utilisateur
face au système ainsi que le stimulus auquel il est exposé. Ces deux informations
permettent alors d’identiﬁer les données contenues dans notre base de connaissances
sur l’individu et d’inférer sur les liens sémantiques entre ses traits de caractères et
le stimulus présenté.
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3 Conclusion
Dans ce chapitre, nous avons présenté l’architecture générale de notre système ainsi
qu’une description des modules que nous avons implémenté dans notre prototype.
Le détecteur se décompose en 3 modules distincts permettant à chacun de traiter
une partie du problème de la détection des émotions. Nous ciblons la tâche du plus
bas niveau au plus haut, de traitement du signal de chaque capteur, la génération
des CEPs avec l’algorithme de classiﬁcation et la contextualisation, couplée à la
catégorisation des annotations. Les modules sont interconnectés permettant d’en-
richir l’annotation dans chacune des étapes de la détection. Pour cela, le module
de plus bas niveau permet l’extraction d’informations caractéristiques des émotions.
Ces informations sont alors transmises au module de plus haut niveau, visant à
classiﬁer ces données grâce aux CEPs. Ce dernier module fournit une annotation
brute qui sera alors contextualisée et catégorisée par le module de plus haut niveau.
Cette dernière étape permet de prendre en compte des informations durables sur le
comportement de l’utilisateur et sur le stimulus déclencheur de l’émotion.
La seconde partie de ce chapitre est dédiée à la présentation de notre prototype.
Nous avons sélectionné la caméra comme premier capteur aﬁn de développer un
détecteur basé sur les expressions faciales. Ces données sont transmises au module
CEP, qui est une implémentation d’un modèle psychologique, basé sur les systèmes
complexes. Une variante de l’algorithme de classiﬁcation KNN, modiﬁé pour eﬀec-
tuer de la régression, est utilisée pour exploiter ces cartes, aﬁn d’identiﬁer l’émotion
ressentie. Enﬁn, une ontologie permet la classiﬁcation et la contextualisation des
émotions, c’est-à-dire une utilisation du contexte émotionnel pour interpréter les
expressions ainsi qu’une traduction des annotations dimensionnelles en annotations
catégorielles. Un autre module est décrit dans ce chapitre montrant la génération
des expressions faciales à partir d’une annotation brute.
Nous avons donc mis en avant dans ce chapitre la structuration en module de
notre système aﬁn de répondre aux problèmatiques de ﬂexibilité, induites par une
grande variété de contextes applicatifs. En eﬀet, l’informatique affective tend à utili-
ser une grande variété de capteurs, mais les outils disponibles sont souvent spécialisés
dans l’utilisation d’un ou plusieurs capteurs déﬁnis au préalable. Nous visons ici la
possibilité de développer des modules indépendants pour ajouter de nouveaux cap-
teurs en fonction de l’application réalisée. De plus, la structure de nos modules per-
met d’obtenir des informations à des niveaux d’interprétation variés. Une première
interprétation permet d’obtenir une annotation dimensionnelle basée sur les expres-
sions émotionnelles uniquement. Une seconde annotation est disponible après pon-
dération des annotations dimensionnelles en prenant en compte le contexte. Cette
dernière annotation est disponible soit dans un format dimensionnel ou catégoriel
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après traduction. Nous décrivons ici, notre vision de la structuration d’un détecteur
émotionnel capable de répondre à la plus grande variété de contextes applicatifs,
en identiﬁant certaines contraites, comme l’utilisation de capteurs fournissant une
donnée numérique continue, ou l’utilisation des modèles émotionnels dimensionnels
pour la classiﬁcation des émotions.
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Chapitre 3
Les variations émotionnelles sous
l’angle des sytèmes complexes
Dans le chapitre précédent, nous avons présenté l’architecture globale de notre sys-
tème. Ici, nous allons détailler le fonctionnement de la couche centrale de notre
système à savoir le module d’interprétation des expressions émotionnelles.
En nous basant sur les théories du processus émotionnel, nous pouvons dire
que l’environnement (mais également les stimulus internes comme les souvenirs)
est le facteur de changement émotionnel. Un objet de notre environnement peut
devenir le stimulus déclencheur de l’émotion que nous allons ressentir. Cependant,
il est diﬃcile de déduire d’un stimulus, l’émotion ressentie. La solution couramment
utilisée est d’observer une partie de l’expression émotionnelle par l’intermédiaire de
capteurs. En d’autres termes, l’environnement déclenche un changement émotionnel
par l’intermédiaire d’un stimulus, ce qui provoque une expression observable chez
l’individu. Cette indirection nous permet d’obtenir des données tangibles pour la
détection émotionnelle.
Á partir de cette source d’informations, deux voies principales d’interprétation
existent : la recherche de patrons ou la classiﬁcation. Dans le cadre de ce document,
nous avons opté pour une approche régressive aﬁn de nous conformer à la vision
continue des émotions. De plus, le phénomène que nous souhaitons observer possède
certaines caractéristiques diﬃcilement modélisables. Nous basons notre réﬂexion à
partir du modèle de Scherer, lui même utilisant les travaux de Thom sur les systèmes
complexes pour la modélisation des émotions. Le modèle proposé n’ayant, à notre
connaissance, pas d’implémentation connue, nous souhaitons par l’intermédiaire de
nos travaux apporter une étude expérimentale de ce dernier. En eﬀet, l’expérience
émotionnelle est stable, c’est-à-dire, que le changement d’émotion n’est pas pro-
portionnel à l’intensité du stimulus. Par exemple, l’augmentation progressive de la
diﬃculté d’un jeu va entrainer une réaction d’énervement lorsque le joueur ne pourra
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plus avancer dans la tâche qui lui est conﬁée. Ce moment correspond à une rupture
qui délimite l’émotion initiale (joie ou émotion neutre), de l’émotion ﬁnale (colère).
Si l’on considère maintenant la situation inverse, la diminution progressive de la dif-
ﬁculté ne va pas permettre le retour au calme au même niveau que dans la situation
précédente, mais à un niveau bien inférieure de diﬃculté.
Ce phénomène est modélisable mathématiquement par la théorie des catas-
trophes sous le nom d’hysteresis. Une modélisation prenant en compte ce comporte-
ment et s’appuyant sur cette théorie est proposée par Klaus R. Scherer [Scherer 00,
Scherer 09].
Une autre diﬃculté dans l’exploitation de l’expression émotionnelle est la spéciﬁ-
cité de celle-ci. En eﬀet, le lien entre l’expression et l’émotion ressentie est spéciﬁque
à chaque individu. C’est pourquoi nous souhaitons proposer un modèle personnali-
sable des émotions.
C’est à partir de ces diﬀérentes observations, que nous proposons un modèle
d’interprétation des expressions émotionnelles que nous appelons CEP. Cette modé-
lisation repose à la fois sur les travaux de Klaus R. Scherer et son modèle dynamique,
mais aussi sur une modiﬁcation de l’algorithme de classiﬁcation KNN adapté à la
régression. La déﬁnition de ce modèle se fera indépendamment des capteurs et des
modèles émotionnels utilisés pour la détection des émotions, aﬁn de rendre notre
outil adaptable au maximum de contextes applicatifs.
Dans ce chapitre, nous nous concentrerons sur la présentation des CEPs. Dans
un premier temps, une déﬁnition permettant de structurer le concept sera propo-
sée. Ensuite, nous décrirons les diﬀérentes fonctions applicables sur nos cartes, en
particulier, les méthodes d’apprentissage et de détection des émotions, mais égale-
ment la notion de conﬁance que nous pouvons en extraire. Cette dernière permettra
d’aborder la problématique de l’apprentissage automatique et les questions d’en-
richissement des cartes. Enﬁn, nous présenterons les capacités des CEPs pour la
synthétisation des émotions par des avatars virtuels.
1 Les Cartes Émotionnelles Personnalisées
1.1 Utilisation et objectifs
Ce que nous appelons CEP est utilisée comme lien entre les données d’expressions
captées et l’annotation émotionnelle dimensionnelle. Ces cartes tiendront donc lieu
de base d’apprentissage pour l’exécution de notre algorithme de régression. L’objectif
principal est de pouvoir annoter une expression émotionnelle à partir des données
d’apprentissage. Cependant, nous visons d’autres objectifs comme l’adaptabilité et
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une détection en temps réel. Ce que nous déﬁnissons comme l’adaptabilité est le fait
que notre modélisation puisse d’une part être utilisée avec une grande variété de
capteurs, mais aussi de décrire l’émotion dans la plus part des modèles émotionnels.
Ce que nous proposons pour cette modélisation est de nous appuyer sur des
bases théoriques solides aﬁn d’observer et de comparer le principe d’émotion. La
nature même de l’émotion pose problème de part sa complexité, son aspect éphémère
et subjectif. Nous souhaitons pour cela une base théorique nous oﬀrant des outils
d’analyses aﬁn de poursuivre l’exploitation de ces cartes en dehors du cadre de ce
document.
Nous avons opté pour la modélisation complexe de Scherer. Cette proposition
a l’avantage de fournir une vision continue des émotions en se basant sur les sys-
tèmes complexes et plus particulièrement sur la théorie des catastrophes. Une telle
approche permet de modéliser les changements émotionnels par des discontinuités
proposées dans la théorie des catastrophes. Dans ses articles, Scherer prend l’exemple
de l’hystérésis pour décrire le besoin de discontinuité concernant la modélisation du
changement émotionnel. Dans la section résultat, nous essayerons d’observer ce phé-
nomène lors d’une détection, aﬁn de vériﬁer par l’expérimentation cet exemple.
1.2 Modèle dynamique
Le modèle dynamique que nous souhaitons utiliser n’a, à notre connaissance, jamais
été implémenté. Nous souhaitons à travers les CEPs proposer une implémentation
informatique de ce modèle aﬁn d’évaluer ses performances dans un contexte expéri-
mental. L’utilisation de la théorie des catastrophes permet d’étudier et de modéliser
certains aspects du comportement d’un sytème complexe. Une déﬁnition d’un sys-
tème complexe peut être : un grand nombre d’informations en interconnexion faci-
lement compréhensibles individuellement mais dont le comportement global ne l’est
pas. Dans le contexte de l’émotion, le système complexe correspond à l’expérience
émotionnelle et les informations en interaction à l’environnement ayant déclenché
cette dernière. Comme nous l’expliquions en introduction, l’observation de l’environ-
nement est une tâche très complexe de par sa variabilité. Nous privilégierons dans
nos travaux les expressions émotionnelles. Nous pouvons alors modiﬁer notre en-
oncé précédent en indiquant que nos informations en interaction sont les expressions
émotionnelles.
En prenant un exemple de capteur physiologique comme le rythme cardiaque, il
est facile de comprendre qu’une augmentation de ce dernier induit une augmenta-
tion de l’éveil et inversement. Cependant, l’expression émotionnelle est une notion
complexe activant un certain nombre de réponses corporelles. Selon les théories
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émotionnelles, les réponses émotionnelles sont non-spéciﬁques. De même, certaines
réponses physiologiques peuvent être produites par d’autres facteurs que l’émotion.
Par exemple, lors d’une activité physique, l’augmentation du rythme cardiaque n’est
pas un signe d’éveil ou encore la dilation des pupilles peut être liée à une diminu-
tion de l’intensité lumineuse environnante. Il est alors nécessaire d’en observer une
grande quantité aﬁn d’identiﬁer l’émotion ressentie. C’est pour cela que nous propo-
sons d’intégrer nos travaux dans la vision des émotions par les systèmes complexes.
Néanmoins, dans le cadre d’une détection en temps réel, basée sur des cap-
teurs d’expressions émotionnelles, il est diﬃcile d’utiliser directement ce modèle.
C’est pourquoi nous proposons de modiﬁer le modèle de Scherer en fonction de nos
contraintes applicatives. Les modiﬁcations que nous allons proposer dans la suite de
ce document respectent le formalisme déﬁni par la théorie des catastrophes, en par-
ticulier concernant la déﬁnition de notre espace multi-dimensionnel. La déﬁnition de
cet espace repose sur deux éléments, l’espace de contrôle et la dimension représentant
le comportement de notre système. Ce premier élément caractérise l’ensemble des
variables impactant le comportement de notre système. Ces variables déﬁnissent un
espace multi-dimensionnel. Dans l’exemple proposé par Klaus R. Scherer, l’espace
de contrôle correspond à la puissance et l’obstruction de celle-ci. Dans le contexte
de la détection, nous ne pouvons pas observer ces deux facteurs. Nous proposons
alors de remplacer les deux facteurs par les expressions émotionnelles. Le terme
même d’espace de contrôle tend à déﬁnir qu’il est possible de modiﬁer les variables
du système de manière contrôlée. Dans notre situation, les expressions ne sont pas
contrôlables de part leur nature réﬂexe. Cependant, le contrôle de l’environnement de
l’utilisateur est possible en particulier dans un environnement virtuel. La possibilité
de modiﬁer le stimulus initial impacte directement l’expression émotionnelle. Nous
utiliserons donc cette indirection pour justiﬁer le choix de notre espace de contrôle.
Même s’il est plus aisé d’observer des réponses émotionnelles, celles-ci sont nom-
breuses et ne peuvent être capturées par un unique capteur. Nous proposons donc
une déﬁnition de notre espace de contrôle indépendamment des capteurs utilisés lors
de l’implémentation. Cependant, nous ﬁxons certaines contraintes sur les capteurs
compatibles avec notre modélisation. Ceux-ci doivent fournir une information nu-
mérique continue. Par exemple, un ECG est compatible avec notre déﬁnition alors
qu’un texte ne l’est pas. De même certains capteurs peuvent sembler incompatibles
comme la caméra, mais en considérant le déplacement de points caractéristiques sur
les diﬀérentes images, il est possible d’utiliser ce capteur. Dans la suite du document,
quand nous parlerons de capteurs, nous ferons référence à l’ensemble des capteurs ré-
pondant aux contraintes ﬁxées. D’une manière concrète, chaque dimension de notre
espace de contrôle sera déﬁnie par un des capteurs utilisés dans l’implémentation de
notre modèle. Par exemple, une implémentation utilisant un ECG et un Galvanic
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Skin Response (GSR) déﬁnira un espace de contrôle à deux dimensions, chacune
représentant un capteur diﬀérent.
Figure 3.1 – Fonctionnement global des CEPs
Le second élément que nous devons décrire est la dimension résultat ou com-
portement de notre système. C’est l’évolution de cette dimension que nous devons
observer pour identiﬁer le comportement de notre sytème après modiﬁcation de nos
variables de contrôle. Cette dernière doit être unique aﬁn d’isoler l’impact d’une mo-
diﬁcation de l’espace de contrôle sur le comportement du système. Dans l’exemple
proposé par Klaus R. Scherer, la dimension “comportement” correspond aux émo-
tions. Compte tenu de notre modélisation continue, nous devons décrire les émo-
tions par l’intermédiaire de modèles émotionnels dimensionnels. Ces derniers étant
les seuls capables de décrire l’ensemble des émotions et leurs intensités dans un es-
pace continu, la contrainte précédente imposée par la théorie des catastrophes ne
permet pas d’utiliser les modèles comportant plus d’une dimension comme dimen-
sion “résultat”. Nous proposons de résoudre cette problématique en créant une CEP
par dimension du modèle émotionnel sélectionné. En reprenant l’espace de contrôle
de l’exemple précédent, et sachant que l’on souhaite exprimer les émotions dans
le modèle eveil/valence, nous devons créer une carte pour la dimension de valence
et une seconde pour la dimension d’éveil, chacune partageant le même espace de
contrôle. Cette décomposition de nos espaces complexes en fonction des dimensions
du modèle cible, nous permet de rendre compatible notre système avec l’ensemble
des modèles dimensionnels.
Le prototype que nous avons proposé dans le chapitre 2, présente une implé-
mentation de nos CEPs à partir d’une caméra et du modèle de Russell. Cette im-
plémentation permet de construire des cartes à partir de données fournies par la
caméra. Comme expliqué précédemment, nous utilisons ce capteur pour récupérer
le déplacement de huits points caractéristiques de l’expression faciale. Ces huits élé-
ments représentent notre espace de contrôle pour nos CEPs. Ce dernier est donc de
dimension huit. Pour fournir une annotation dans notre modèle cible, nous décla-
rons les dimensions d’éveil et de valence aﬁn que le système génère deux cartes, une
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pour la valence et une pour l’éveil. Nous utilisons ces cartes de dimension neuf aﬁn
de stocker notre base d’apprentissage, représentée par des expressions corporelles,
préalablement annotées émotionnellement, dans le but d’appliquer notre algorithme
de régression.
1.3 Apprentissage et annotation des états émotionnels
Comme nous l’évoquions précédemment, les CEPs sont utilisées comme base d’app-
rentissage pour notre algorithme de régression. Ceci, implique une phase de popula-
tion de nos CEPs après les avoir déﬁnies. Cette étape d’apprentissage va permettre
d’intégrer des expressions corporelles annotées émotionnellement au sein de notre
espace complexe. Ces états sont déﬁnis par l’ensemble des valeurs captées à un ins-
tant donné et associées à une annotation émotionnelle déterminée par le modèle
utilisé pour la construction des CEPs. De manière générale, la construction des
CEPs pendant la phase d’apprentissage se déroule de la manière suivante :
1. on présente au sujet un ensemble de stimulus
2. ses réactions sont indéxées par Ia ∈ [1, 2, 3...] correspondant à une séquence
regroupant les mesures des capteurs
3. on associe les annotations émotionnelles aux mesures des capteurs
De manière plus formelle,
Ia 7→ R
M pour M capteurs (ii)
Cependant, nous recherchons l’annotation émotionnelle à partir des données cap-
tées
Ia 7→ R
N pour N dimensions émotionnelles (iii)
Nous déﬁnissons alors les CEPs comme une application composée :
CEP : Ia → RM → RN︸ ︷︷ ︸
Une fois cet apprentissage eﬀectué nous considérons une CEP comme un en-
semble de points CEP ⊂ RM+N .
Pour notre approche concernant la détection émotionnelle, cette phase d’app-
rentissage doit permettre de capturer l’apparition de l’émotion jusqu’à sa dispari-
tion, ceci aﬁn d’observer le changement émotionnel provoqué par le stimulus. Nous
proposons de regrouper au sein de nos cartes la succession d’expressions proposées
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sation par notre système. Nous tenons à préciser que ce type d’utilisation a motivé
notre choix de conception.
2 Reconnaissance des émotions
La recherche de l’annotation émotionnelle à partir des CEPs se base sur l’hypothèse
de Scherer [Scherer 09] selon laquelle un individu ressentant une certaine émotion
tend à conserver son état le plus longtemps possible. L’évolution continue d’un sti-
mulus va permettre le changement émotionnel lorsque le sujet ne peut plus accepter
l’intensité de la stimulation et opte donc pour une nouvelle réaction émotionnelle.
De plus, nous visons une approche de la détection sous l’angle du changement, ceci
ayant pour intérêt d’observer le déclenchement de l’émotion et donc de stabiliser la
détection dans une direction ayant été initiée par les changements précédents.
Pour cela, nous utilisons comme base l’algorithme de classiﬁcation K-nearest
neighbors (KNN) [Fig. 3.3]. Aﬁn de l’employer comme outil de recherche de l’état
émotionnel, nous en proposons une version modiﬁée répondant aux critères déﬁnis
ci-dessus. Premièrement, le choix de cet algorithme est motivé par cette approche
de l’émotion par le changement, ainsi que par nos objectifs de temps réel. Cet algo-
rithme, bien que considéré comme peu performant dans le domaine de la fouille de
données, possède une simplicité nous permettant d’atteindre une vitesse d’exécution
de l’ordre du temps réel. De plus, la disposition des états émotionnels de nos cartes
forme des chemins facilement exploitables par cet algorithme.
Cependant, une classiﬁcation directe des données captées est soumise à de grandes
perturbations de part la non spéciﬁcité des réponses émotionnelles. Par exemple,
une classiﬁcation basée sur le rythme cardiaque ne peut pas fournir une information
stable du fait d’une augmentation similaire dans le cas de la colère, peur ou joie.
Les modiﬁcations physiologiques peuvent être causées par un évènement extérieur
à l’émotion, en particulier les activités physiques pour le rythme cardiaque ou une
modiﬁcation d’intensité lumineuse pour la dilation pupillaire. C’est pourquoi nous
intégrons dans le vecteur à classiﬁer une nouvelle dimension correspondant à l’anno-
tation émotionnelle précédente. Cette information tend à stabiliser la classiﬁcation
en augmentant l’intérêt d’une annotation proche de la précédente. L’initialisation
est eﬀectuée avec une annotation neutre, mais peut être modiﬁée par l’utilisateur
en fonction de l’émotion ressentie lors du démarrage du système.
La deuxième modiﬁcation réside dans la stratégie de classiﬁcation utilisée. Une
utilisation classique du KNN détermine la classe de l’objet à classiﬁer, comme la
classe majoritaire des k voisins les plus proches. Dans notre cas, nous n’avons pas à
proprement parlé de classe, mais d’une annotation continue représentant l’émotion.
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Figure 3.3 – Schématisation de l’algorithme KNN. Les classes A et B pouvant
représenter deux émotions distinctes.
C’est pourquoi, nous utilisons le barycentre pondéré par l’inverse de la distance entre
le point recherché et ses voisins pour déﬁnir l’annotation de notre nouvelle émotion.
Cela permet de réduire l’impact de points trop éloignés de l’annotation recherchée,
surtout dans le cas d’utilisation d’un nombre de voisins importants.
La ﬁgure 3.4 présente le fonctionnement de notre algorithme. À partir d’un nouvel
ensemble de données captées, nous devons construire le nouvel état Dt ∈ RM+N où t
correspond à un indice temporel, nous cherchons à retrouver l’émotion correspondant
à cette expression à partir de nos CEPs. Conceptuellement,
1. Dt correspond alors à la combinaison entre les N dimensions émotionnelles
préalablement calculées pour Dt−1 associées auxM nouvelles données captées,
nous permettant de construire un état temporaire où Dt ∈ RM+N ;
2. notre algorithme détermine la nouvelle émotion pour Dt comme le barycentre
de l’ensemble des K plus proches voisins de nos CEPs.
La valeur du parmètre K, le nombre des plus proches voisins à considérer pour le
calcul de la nouvelle émotion, est un paramètre de notre système qui reste à déﬁnir.
Nous proposons une détermination de celui-ci dans le chapitre 5 section 1.2
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Figure 3.4 – Schématisation de l’algorithme KNN modiﬁé
Comme nous l’indiquions dans les sections précédentes, nos annotations sont di-
visées au sein de nos cartes en fonction de la séquence utilisée pour leur génération.
L’application de cet algorithme est reproduite sur chacune des séquences aﬁn d’ob-
tenir un ensemble d’annotations potentielles. Le choix de l’annotation s’eﬀectue en
fonction de la conﬁance attribué par notre algorithme à chaque exécution, aﬁn de
déterminer laquelle est la plus ﬁable. Nous utilisons l’inverse de la distance moyenne
aﬁn de déﬁnir la conﬁance de la classiﬁcation. La conﬁance est décrite par la formule
suivante :
Soit K, le nombre de plus proches voisins, E , un état parmi les plus proches












Cette information permet d’identiﬁer si la classiﬁcation proposée a été déterminée
grâce à un grand nombre de points similaires et donc si elle est potentiellement ﬁable.
La conﬁance est utilisée par la suite pour automatiser l’apprentissage, aﬁn d’aﬃner
les cartes préalablement annotées.
Le pseudo-code fournit en annexe A ainsi que le schéma suivant en [Fig. 3.5]
montrent le fonctionnement global de notre algorithme de recherche. Il se décom-
pose en trois grandes étapes, une première permettant de parcourir les séquences
de notre CEP et d’appliquer le traitement sur chacune d’elles. La deuxième étape
correspond au fonctionnement du KNN, en cherchant les K plus proches voisins du
vecteur comprenant les nouvelles données et l’annotation précédente, à partir du cal-
cul de la distance euclidienne. Enﬁn, la dernière étape vériﬁe pour chaque séquence
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si la conﬁance moyenne de l’annotation proposée sur la séquence courante est plus
ﬁable que les précédentes, permettant ainsi de calculer le barycentre représentant
l’annotation ﬁnale. Cette dernière étape permet donc de faire la sélection du bary-
centre le plus pertinent pour la détection de l’émotion en fonction de la conﬁance
attribuée par le système.
Figure 3.5 – Schématisation du processus de détection des émotions dans les CEPs
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3 Apprentissage automatique
Comme nous l’indiquions précédemment, la notion de conﬁance est une information
calculable grâce à la structure de nos cartes et à l’algorithme de classiﬁcation utilisé.
Cette donnée fournit une information sur la pertinence de la détection et peut être
utilisée pour avertir d’un défaut du système lors de l’annotation. Cette première
utilisation est intéressante dans des contextes ayant besoin d’un haut niveau de
ﬁabilité. Cependant, une autre utilisation de la conﬁance peut être eﬀectuée aﬁn
d’obtenir une amélioration du système. En eﬀet, la phase d’apprentissage est longue
et fastidieuse surtout pour des séquences vidéos contenant de nombreuses images.
C’est pourquoi, nous utilisons la conﬁance pour aﬃner nos cartes et ajouter de
nouveaux états au sein des CEPs.
Lors de la détection d’une émotion, le système produit deux informations, l’anno-
tation et la conﬁance sur chacune des cartes. Cette annotation couplée aux données
captées représente un vecteur émotionnel comparable à ceux existant au sein de
nos cartes. Nous proposons de réinjecter ce vecteur comme un nouvel état émo-
tionnel dans la séquence ayant permis son annotation. La conﬁance est ici utilisée
pour déterminer si ce vecteur est potentiellement viable pour être réinjecté. Pour
ce faire, nous déﬁnissons un seuil de conﬁance minimum pour indiquer au système
d’ajouter ou non cet état dans les cartes. Un seuil trop faible aura pour conséquence
de faire diverger ces dernières et donc d’empécher la détection des émotions. Au
contraire, un seuil trop important ne permettra pas l’ajout de nouveaux états. Le
choix de ce seuil dépend de plusieurs facteurs, d’une part la structure même de nos
cartes mais également du nombre de voisins utilisé par l’algorithme de classiﬁca-
tion. Par exemple, pour un K égal à 1 une conﬁance inﬁnie peut être obtenue si
la valeur exacte des données captées a déjà été intégrée au système. En revanche,
pour des valeurs de K plus importantes, l’algorithme permet de générer de nouvelles
annotations correspondant au barycentre des plus proches voisins, il devient donc
extrêmement rare d’obtenir un niveau comparable. La détermination de ce seuil doit
être eﬀectuée après la déﬁnition du paramètre K, aﬁn de le considérer comme une
constante dans la formule de la conﬁance. Il n’est cependant pas possible de déter-
miner un seuil optimum adaptable aux diﬀérentes situations de test. Le choix devra
être eﬀectué en fonction des capteurs utilisés, de l’intervalle des données issues des
diﬀerents capteurs et de la valeur du paramètre K, le tout pondéré par la ﬁabilité
que l’on souhaite obtenir pour nos cartes.
L’utilisation de cette fonctionnalité ne permet pas la génération de cartes au-
tomatiquement, il est nécessaire de fournir une carte minimale contenant l’éventail
complet des annotations que nous souhaitons obtenir. L’apprentissage automatique
se limite donc a l’aﬃnage de nos cartes, aﬁn d’augmenter la probabilité de bonne
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classiﬁcation.
Figure 3.6 – Schématisation du processus d’apprentissage automatique
4 Algorithme de génération d’expressions émo-
tionnelles
L’utilisation des émotions peut également être vue comme un outil de communica-
tion. En eﬀet, les échanges émotionnels sont utilisés, dans le cadre d’une discussion,
pour améliorer la compréhension de certains messages. Pour reproduire ce système
de fonctionnement entre un humain et une machine, il est nécessaire dans un pre-
mier temps, de reconnaître l’émotion exprimée par l’humain, c’est cette partie que
nous visons pour notre réalisation. Dans un second temps, le système informatique
doit pouvoir exprimer des émotions. Cette seconde partie n’était pas un objectif au
début de nos travaux. Cependant la structure de nos CEPs nous permet d’envisager
ce type d’utilisation.
Initialement, nous avons développé ces cartes aﬁn de relier les données captées
avec une annotation émotionnelle. Dans le cadre de notre algorithme de détection,
nous fournissons les données captées aﬁn de récupérer une annotation émotionnelle.
Ici, nous interrogeons nos cartes avec une annotation émotionnelle aﬁn de récupérer
les données captées. Le fonctionnement de notre algorithme se base sur l’existence
d’états annotés émotionnellement au sein de nos cartes. Nous proposons de récupé-
rer, sur chacune de nos cartes, les états dont l’annotation émotionnelle est la plus
proche de celle recherchée. De part la construction de nos cartes, il est possible d’ob-
tenir plus d’un état correspondant aux critères déﬁnis. C’est pourquoi, à partir des
états candidats, nous déﬁnissons une stratégie de sélection de l’expression émotion-
nelle adaptée. Cette phase est complexe car elle ne possède pas de données tangibles
4. ALGORITHME DE GÉNÉRATION D’EXPRESSIONS ÉMOTIONNELLES 83
CHAPITRE 3. LES VARIATIONS ÉMOTIONNELLES SOUS L’ANGLE DES
SYTÈMES COMPLEXES
permettant d’eﬀectuer cette sélection. Dans l’implémentation que nous proposons,
nous avons opté pour une stratégie de moyennage des états, capteur par capteur.
Nous détaillerons dans la section 4, les performances d’une telle approche.
Figure 3.7 – Principe général de fonctionnement de la synthétisation des émotions
Une telle approche n’est valable que dans le cas où la détection est basée sur
un ensemble de capteurs utilisés pour la synthétisation des émotions. Pour notre
prototype, nous utilisons les expressions faciales comme sources de données. Nous
pouvons donc appliquer cette fonctionnalité, aﬁn de récupérer les déplacements des
points caractéristiques et donc, de reproduire l’expression faciale de l’utilisateur
sur notre avatar. Dans le cas d’une détection basée uniquement sur des capteurs
physiologiques, il semble plus diﬃcile d’utiliser ces informations pour la génération
d’avatar. Cependant, il est possible d’utiliser ce type d’information, aﬁn d’augmenter
le réalisme de l’avatar en réutilisant les expressions de l’utilisateur.
5 Conclusion
Dans ce chapitre, nous avons détaillé le fonctionnement de notre module intermé-
diaire de détection des émotions. L’objectif ici était d’identiﬁer l’émotion ressentie en
nous basant uniquement sur des données d’expressions émotionnelles. Comme nous
l’évoquions précédemment, le déclencheur de l’émotion provient de l’environnement
de l’utilisateur aussi bien externe (situation du monde réel) qu’interne (souvenir,
mémoire). La diﬃculté d’observation de ces informations est contournée en nous
penchant sur les expressions émotionnelles. Celles-ci sont le reﬂet des modiﬁcations
corporelles induites par le stimulus déclencheur de l’émotion. Nous nous sommes
donc servis de cette indirection, aﬁn d’utiliser les expressions comme source de don-
nées pour notre détection.
Dans le domaine, de nombreux travaux utilisent à la fois ces informations et
des algorithmes de classiﬁcation pour réaliser ce traitement. Dans notre cas, nous
avons souhaité appréhender ce problème sous un angle nouveau. Les travaux de
Scherer sur la modélisation des émotions par les systèmes complexes et les théories
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de Thom, nous ont servi de base pour l’élaboration de cette partie. L’objectif d’une
telle approche est double. D’une part, nous souhaitions décrire les émotions comme
un phénomène continu, aﬁn de nous conformer à l’hypothèse que nous pouvons
ressentir une inﬁnité d’émotions mais que notre vocabulaire nous limite dans la
communication de celles-ci. D’autre part, la majorité des systèmes existant dans le
domaine utilise un jeu de capteurs, déterminé à l’avance, et les émotions sont décrites
par un modèle spéciﬁque. Ici, nous avons opté pour une modélisation plus fexible
permettant aux utilisateurs de notre système de déﬁnir à la fois les capteurs à utiliser,
mais aussi le modèle de description à employer. Pour cela nous avons ﬁxé deux
contraintes, à savoir l’utilisation de capteurs numériques continus et uniquement
des modèles dimensionnels des émotions. L’utilisation de ces limitations, couplée à
une modélisation basée sur les sytèmes complexes, nous a permis de donner une
réponse à cette problématique au travers de nos CEPs.
De plus, à notre connaissance aucune implémentation du modèle de Scherer
n’a été proposée. Bien que nos cartes ne soient pas une implémentation directe
de ce modèle, nous avons pu proposer une solution exploitant ces hypothèses aﬁn
de tester dans des conditions expérimentales, le fonctionnement de cette approche.
L’évaluation de notre modèle est disponible dans le chapitre 5.
Au travers de cette partie, nous avons pu montrer les modiﬁcations apportées au
modèle de Scherer, aﬁn de l’adapter à une détection en temps réel, basée sur des don-
nées expressives. Nous avons également présenté les outils permettant de créer ces
cartes, en eﬀectuant un apprentissage manuel, complété par une tentative d’appren-
tissage automatique, permettant d’aﬃner ces dernières, ainsi que la structuration
en séquence des émotions au sein de nos CEPs. Nous avons ensuite présenté notre
algorithme de détection à proprement parler. Celui-ci basé sur l’algorithme KNN et
modiﬁé pour l’appliquer dans le cadre de la régression, exploite nos cartes, aﬁn de
prédire l’annotation émotionnelle correspondant à un jeu de données captées à un
instant donné. Outre le cadre de la régression employé pour la détection, cet algo-
rithme utilise l’annotation émotionnelle précédemment détectée, aﬁn de stabiliser la
prédiction, en donnant un poids supplémentaire à une détection compatible avec la
précédente. Enﬁn, nous avons proposé une utilisation inversée de nos cartes, aﬁn de
synthétiser les expressions faciales sur un avatar, en réutilisant les expressions de
l’utilisateur.
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Dans le chapitre précédent, nous avons décrit le fonctionnement des CEPs. Les outils
d’apprentissage et de détection développés pour ce module permettent d’obtenir une
annotation brute, dépendante d’un modèle dimensionnel en sortie des cartes. L’ob-
jectif ici, est de fournir un enrichissement et une simpliﬁcation de cette information
grâce à des connaissances sur l’utilisateur stables dans le temps. Les annotations di-
mensionnelles ont l’avantage de pouvoir décrire les émotions dans un espace continu,
permettant ainsi de décrire l’ensemble des nuances de l’émotion. Cependant, la com-
préhension d’une telle annotation par un individu non expert peut être diﬃcile. De
plus, en se référant à la théorie des deux facteurs, une reconnaissance basée sur
l’expression des émotions ne permet pas d’appréhender l’émotion dans sa globalité.
Cette théorie ainsi que les théories plus modernes proposent de prendre en compte
l’expérience du sujet face au stimulus qu’il rencontre. Par exemple, l’arachnophobie,
est un trait de caractère donnant une information importante sur la réaction d’une
personne face au stimulus “araignée”. Face à une mygale, certaines réactions telles
que la fuite ou l’augmentation du rythme cardiaque seront communes de par notre
instinct de survie. Cependant, une personne arachnophobe bien que présentant des
signes communs, ressentira une émotion exacerbée. C’est cette information que nous
souhaitons traiter aﬁn de pondérer l’émotion brute détectée.
L’utilisation d’une ontologie comme socle pour ce module se justiﬁe par le besoin
de raisonnement. La question qui se pose ici est le moyen de faire le lien entre un
trait de caractère et un objet de la vie courante. La capacité d’inférence permise
par les ontologies et l’interopérabilité avec de vastes sources de données telles que
dbpedia 1, permet de décrire n’importe quel type de trait de caractère répondant à la
déﬁnition suivante : un trait de caractère est une modiﬁcation du ressenti émotionnel
1http://dbpedia.org
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(inhibition/galvanisation) en fonction d’un objet concret et dûe à l’expérience du
sujet.
Dans ce chapitre, nous décrirons la structure et le fonctionnement de notre onto-
logie EmOCA 2 des émotions. Nous commencerons par déﬁnir ce que nous considé-
rons être le contexte émotionnel dans le cadre de notre travail. Nous continuerons sur
les raisons des choix technologiques pour arriver sur la modélisation de notre base
de connaissances. Enﬁn, nous terminerons ce chapitre en décrivant l’exploitation de
cette base avec d’une part, l’implémentation de celle-ci, suivi des outils permettant
son interrogation.
1 Contexte émotionnel
Nous déﬁnissons la catégorisation comme la capacité du système à associer un terme
de notre vocabulaire à une annotation émotionnelle. De même, nous déﬁnissons
la contextualisation comme la capacité de notre système à utiliser le contexte de
l’expérience émotionnelle pour pondérer la catégorisation. La notion de contexte
est le point de départ pour la réalisation de cette phase de détection émotionnelle.
Nous proposons une déﬁnition du contexte comme étant l’ensemble des informations
ayant déclenché l’émotion ou permettant d’expliquer son apparition. La diversité
et la complexité de ces données ne permettent pas une prise en compte globale du
processus. A défaut de tenir compte des stimuli déclencheurs et des connaissances de
l’individu sur ces derniers, nous proposons de considérer une information permettant
d’expliquer certaines réactions disproportionnées par rapport à un stimulus donné.
Cette information correspond aux diﬀérentes craintes ou attirances d’un individu
face à un objet de la vie courante.
Par exemple, les phobies sont des traits de caractère impactant de manière né-
gative l’expérience émotionnelle. L’arachnophobie en est un exemple qui caractérise
les personnes ayant une forte répulsion pour les araignées ou plus généralement les
arachnides. Á l’inverse, nous pouvons aussi considérer les philies qui impactent de
manière positive le ressenti d’une émotion. La cynophilie caractérise les personnes
ayant une forte attirance pour les chiens ou canidae.
Cependant, les phobies et les philies ne s’expriment pas de manière identique
sur l’ensemble de la population. L’impact de ces dernières est sujet à variation ce
qui empêche une caractérisation unique de ce comportement. De plus, ces traits
de caractère sont activés par des stimuli précis. Dans le cas de l’arachnophobie, la
présence d’une espèce d’araignée telle que la veuve noire ou d’une variété voisine
comme une mygale ou un scorpion doit activer cette phobie. Bien que nous ayons
2http://ns.inria.fr/emoca
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restreint le contexte à un sous-ensemble de l’environnement du ressenti émotionnel,
la prise en compte de cette information comporte un coût de traitement non né-
gligeable pour une implémentation classique. C’est pourquoi le choix technologique
est ici crucial aﬁn de limiter le coût en terme de modélisation mais également de
capacité de raisonnement sur le contexte.
2 Choix technologique
Aﬁn de modéliser les phobies et philies des utilisateurs, les approches classiques ne
permettent pas une réalisation aisée et peu coûteuse en terme de ressource et de
traitement. Nous proposons pour notre réalisation, l’utilisation de bases de connais-
sances aﬁn de pouvoir connecter notre système à celles existantes, mais aussi dans
le but de proﬁter des capacités de raisonnement sur les données de ces dernières.
Depuis l’apparition du web-sémantique en 2006, visant à structurer les données
sur le web, de nombreuses bases de connaissances ont été développées reposant sur
des standards issus du W3C. Ces standards développés pour le web favorisent l’in-
terconnexion de ces sources d’informations. Le second intérêt des bases de connais-
sances est que le fondement théorique de ces dernières repose sur la logique de
descriptions. Ceci permet d’introduire la notion d’inférence et de raisonnement aﬁn
de déduire des connaissances d’un ensemble structuré de données. La combinaison
de ces deux caractéristiques permet de répondre aux problématiques que nous avons
identiﬁées pour la modélisation du contexte émotionnel. D’une part, la réutilisation
d’informations issues d’autres bases de connaissances nous permet de décharger la
modélisation des stimuli et d’autre part, le raisonnement nous permet de retrouver
les liens hierarchiques entre deux stimuli. Cet outil permet de fournir à l’utilisateur
une façon de décrire ses traits de caractères de manière structurée, aﬁn d’être utilisé
pour améliorer la détection de ses émotions.
En reprenant l’exemple de la cynophilie, l’utilisation d’une base de connaissances
nous permet dans un premier temps de déﬁnir le sujet activateur de ce trait de
caractère. Pour notre exemple, nous utilisons la famille des “canis”, récupérée de
fr.dbpedia.org. Nous pouvons donc déﬁnir la “cynophilie” comme un trait de carac-
tère stimulé par l’ensemble des animaux appartenant au genre “canis”. A partir de
cette déﬁnition, nous pouvons interroger notre base de connaissances aﬁn d’identiﬁer
si ce trait de caractère est éveillé par le stimulus présenté à l’utilisateur. En mon-
trant une photo représentant un “loup” ou un “dalmatien”, nous pouvons grâce aux
capacités d’inférence obtenir l’information suivante : le trait de caractère “cynophi-
lie” est activé dans les deux cas. La ﬁgure 4.1 reprend cet exemple aﬁn de montrer
la logique recherchée pour l’identiﬁcation de l’activation de ces traits de caractères.
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Figure 4.1 – Logique d’activation d’un trait de caractère à partir d’une base de
connaissances
A partir de cette information, nous pouvons alors déﬁnir l’impact de ces traits
de caractère sur le ressenti émotionnel et donc pondérer la catégorisation qui en
découle.
La contextualisation que nous décrivons dans cette section est une première
étape dans la prise en compte du contexte émotionnel. La déﬁnition des philies et
des phobies est un exemple qui nous permettra de montrer l’intérêt du contexte
dans la détection des émotions. La considération de ces traits de caractère motive
également notre choix technologique vers une base de connaissances qui n’est pas
sans impact sur le coût d’une telle implémentation.
3 Modélisation de EmOCA
3.1 Modélisation de la contextualisation
La modélisation de notre base de connaissances repose sur la création d’une ontolo-
gie permettant de structurer les connaissances sur les traits de caractère. L’objectif
ici est de pouvoir décrire les philies et phobies d’un individu mais également l’impact
de ces dernières sur le ressenti émotionnel. Une première étape consiste à contextua-
liser les annotations émotionnelles issues des couches inférieures de notre système,
alors que la seconde, permet la catégorisation des émotions par la déﬁnition d’un
vocabulaire contrôlé.
La ﬁgure 4.2 représente l’architecture générale de notre ontologie.
90 3. MODÉLISATION DE EMOCA
CHAPITRE 4. CATÉGORISATION ET CONTEXTUALISATION PAR UNE
ONTOLOGIE
Figure 4.2 – Architecture globale de EmOCA
Nous avons découpé ce schéma en trois parties aﬁn d’identiﬁer les diﬀérents
éléments nécessaires à la modélisation de notre contexte. Nous avons en premier, la
représentation d’un concept “person” décrivant les individus utilisant notre système.
Le concept même de personne n’est pas déﬁni aﬁn de respecter la logique de réuti-
lisation et d’interconnexion des ontologies. Nous pouvons déﬁnir ce concept comme
étant identique au concept “person” de l’ontologie Friend Of A Friend (FOAF) et
ainsi proﬁter d’une description très précise des individus et des relations existantes
entre eux. Ce que nous souhaitons ajouter à la déﬁnition d’une personne correspond
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aux traits de caractère qu’il possède, ainsi que les stimuli auxquels il est confronté.
A l’image de l’exemple précédent 4.1, les deux concepts “trait” et “stimulus” sont
en relation avec un concept particulier “owl :thing” qui est le parent de l’ensemble
des concepts. Cette déﬁnition permet donc la description d’un trait de caractère
ou d’un stimulus en rapport avec des concepts issus de n’importe quelle base de
connaissances.
3.2 Modélisation de la catégorisation
A l’autre extrémité de ce schéma, nous avons la description des émotions compo-
sée d’un vocabulaire contrôlé et de sa déﬁnition dans les modèles dimensionnels. Le
vocabulaire utilisé correspond aux termes déﬁnis par Ekman [Ekman 71] dans sa
première liste des émotions universelles. Nous avons opté pour ce modèle catégo-
riel du fait de sa simplicité et de la réutilisation de ces termes dans de nombreux
modèles catégoriels. De plus, le nombre de termes décrits n’est pas limité, il est
possible d’augmenter ou de réduire ce vocabulaire aﬁn de correspondre aux besoins
applicatifs. Il est également possible de décrire des intensités émotionnelles lors de
la déﬁnition des individus peuplant notre base de connaissances.
La seconde partie de la modélisation des émotions correspond à la traduction des
émotions dans les modèles dimensionnels. Cette partie nous permet d’interpréter les
annotations dimensionnelles issues de notre module de classiﬁcation en annotations
catégorielles. Ceci est réalisé par la déﬁnition d’intervalles dans l’espace dimension-
nel correspondant à un terme de notre vocabulaire. Nous proposons de déﬁnir ces
intervalles grâces aux coordonnées cartésiennes en fournissant une valeur minimale
et maximale sur chaque dimension des modèles, ou en coordonnées sphériques en
déﬁnissant sur chaque dimension un intervalle angulaire et un intervalle correspon-
dant au rayon. L’utilisation de ces deux types de coordonnées permet une déﬁnition
plus ﬂexible des intervalles. Le schéma 4.3 présente deux conﬁgurations possibles
utilisant les deux types de coordonnées.
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nous proposons. Nous pensons aussi aux impératifs de temps réel que nous nous
sommes ﬁxés ce qui limite le raisonnement envisagé, aﬁn de conserver un temps
d’exécution acceptable. L’exploitation de cette base de connaissances s’eﬀectuera
grâce au langage de requête SPARQL Protocol And RDF Query (SPARQL) et au
moteur d’inférence COnceptual REsource Search Engine (Corese).
La réalisation de notre base de connaissances s’est divisée en deux phases, une
première visant à implémenter l’ontologie, et une seconde, permettant de peupler
cette dernière avec des triplets, décrivant les instances exploitées par notre système.
En nous basant sur la modélisation décrite dans les sections 3.1 et 3.2, nous avons
pu décrire chacun des concepts de notre ontologie avec le langage RDFs. La repré-
sentation d’un concept est décrite de la manière suivante :
1 <rdfs:Class rdf :about="&emoca;Joy">
2 <rdfs:subClassOf rdf:resource="&emoca;Emotion" />
3 </rdfs:Class>
Alors que les propriétés reliant nos concepts sont décrites par cette syntaxe :
1 <rdf:Property rdf:about="&emoca;hasEﬀect">
2 <rdfs:domain rdf:resource="&emoca;Impact" />
3 <rdfs:range rdf :resource="&xsd;double" />
4 </rdf:Property>
Concernant la phase de population de notre base, nous avons dû déﬁnir un
ensemble d’individus minimum permettant de mettre en exergue les capacités de
raisonnement de notre outil de contextualisation. En respectant la structuration
de notre ontologie, les triplets que nous fournissons permettent de décrire les uti-
lisateurs de notre système, ainsi que les traits de caractère et les stimuli auxquels
il sont soumis, mais également les émotions et leurs descriptions dans les modèles
dimensionnels. Voici un exemple de la description d’une personne :
1 <emoca:Impact rdf:about="&base;ModeratelySuppressValence">
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12 <emoca:relatesTo rdf:resource="http://umbel.org/umbel/rc/Arachnid" />
13 <emoca:hasImpact rdf:resource="&base;ModeratelySuppressValence" />








22 <emoca:involves rdf:resource="http://dbpedia.org/resource/Scorpion" />
23 </emoca:Stimulus>
Cet exemple montre une déﬁnition de l’utilisateur “John Doe” possédant un trait
de caractère qui est l’arachnophobie. Cette phobie est décrite comme étant activée
par les “arachnides” et impacte la valence négativement alors que son impact sur
l’éveil est positif. Nous déﬁnissons également un stimulus permettant d’activer cette
caractéristique par la présentation d’une photo de scorpion.











11 <emoca:isDeﬁnedBy rdf:resource="&base;ValenceFear" />
12 <emoca:isDeﬁnedBy rdf:resource="&base;ArousalFear" />
13 </emoca:Fear>
Cet exemple montre la description de la peur dans notre système qui est carac-
térisée par un intervalle sur l’axe de l’éveil et de la valence compris entre 0.45 et 0.
Nous pouvons également déﬁnir des intensités pour cette émotion en proposant un
nouveau triplet dont l’intervalle est une partie de celui de la peur.
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4.2 Interrogation de la base de connaissances
L’implémentation de l’ontologie nous a permis de structurer les connaissances du
contexte de l’expérience émotionnelle ainsi que la standardisation d’un vocabulaire.
L’objectif ici est de raisonner sur ces informations, aﬁn d’identiﬁer si le stimulus
déclencheur est en relation avec un trait de caractère de l’utilisateur, et d’appliquer
l’impact de celui-ci sur l’annotation brute, aﬁn de sélectionner le terme de notre
vocabulaire compatible avec notre pondération. Pour réaliser ce raisonnement, nous
utilisons le moteur d’inférence Corese et le langage de requête SPARQL. La requête
que nous allons détailler dans cette section est exécutée à chaque fois qu’une nouvelle
annotation brute est calculée par notre module de classiﬁcation.
Le fonctionnement global de cette requête est décrit par la ﬁgure 4.4. Nous
identiﬁons trois parties de raisonnement exécutées en séquence avec en premier, la
détermination du trait de caractère, activé par le stimulus présenté à l’utilisateur,
suivi par la pondération de l’annotation brute en fonction de l’impact du trait de
caractère,et pour terminer, la sélection d’un terme de notre vocabulaire.
Figure 4.4 – Schéma global de l’exécution de la requête SPARQL
Pour décrire le fonctionnement de notre requête, nous allons prendre l’exemple
de l’utilisateur “JohnDoe” auquel nous allons présenter une image de “dalmatien”.
Les phases précédentes de notre détection ont permis de trouver une annotation
correspondant à l’émotion dans le modèle de Russell à savoir une valeur de 0.6
pour la valence et 0.9 pour l’éveil. Nous montrerons le déroulement du raisonnement
appliqué dans notre base de connaissance en trois étapes aﬁn d’obtenir un terme de
notre vocabulaire correspondant à l’émotion contextualisée.
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La première partie de notre raisonnement permet d’identiﬁer les liens séman-
tiques entre les traits de caractère et le stimulus présenté. Dans la ﬁgure 4.5, nous
prenons l’exemple de l’utilisateur “JohnDoe” auquel nous présentons une image de
“dalmatien”.
Figure 4.5 – Détermination du trait de caractère activé
Nous utilisons les Uniform Resource Identiﬁer (URI) des triplets pour caracté-
riser à la fois la personne et le stimulus. A partir de ces deux informations, nous
interrogeons d’une part, la base pour obtenir les traits de caractère de l’utilisateur,
ici “JohnDoe”, et d’autre part, le sujet du stimulus. Dans cet exemple, nous pou-
vons savoir que l’utilisateur est à la fois arachnophobe mais également cynophile.
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Aﬁn de pouvoir raisonner sur ces caractérisques, nous recherchons les concepts en
relation avec ces phobies et philies. Ici, nous déterminons que l’arachnophobie est
activée en présence d’arachnides et que la cynophilie est activée en présence d’ani-
maux de la famille canis. Le stimulus quant à lui a pour sujet un chien de la race
des dalmatiens. Le raisonnement commence à partir de ces informations aﬁn de re-
trouver les liens sémantiques entre les arachnides ou les canis, et le dalmatien. Dans
le premier cas, aucun lien hiérarchique n’est identiﬁable car le dalmatien n’est pas
une sous-espèce d’arachnide alors que le dalmatien appartient bien à la famille des
canis. Cette information nous permet de sélectionner le trait de caractère activé par
ce stimulus.
Une fois le trait de caractère identiﬁé, nous pouvons déterminer l’impact de ce
dernier sur l’annotation émotionnelle brute. Cet impact correspond à la pondération
que nous appliquons à l’annotation dimensionnelle. La ﬁgure 4.6 présente ce proces-
sus. La déﬁnition d’un trait de caractère est composée à la fois de l’objet qui l’active
mais également de l’impact sur l’émotion qu’il induit. Ces deux informations sont
déﬁnies par l’utilisateur du système aﬁn de personnaliser son ressenti émotionnel
face à un sujet donné. Dans notre exemple, c’est la cynophilie de notre utilisateur
qui est activée.
Figure 4.6 – Pondération de l’annotation émotionnelle brute
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Nous pouvons alors récupérer l’impact de cette philie qui est décrite par l’uti-
lisateur. L’annotation initialement classiﬁée est de 0.6 pour la valence et 0.7 pour
l’éveil, avec un impact pour la cynophilie de +0.1 sur la valence et +0.2 sur l’éveil,
nous obtenons une nouvelle annotation brute pondérée par le contexte émotionnel,
qui est de 0.7 pour la valence et 0.9 pour l’éveil. A ce stade, un utilisateur non expert
ne peut toujours pas identiﬁer l’émotion ressentie.
La dernière étape de notre traitement consiste en la détermination d’un terme
de notre vocabulaire compatible avec l’annotation contextualisée. Ceci se fait par la
comparaison de notre annotation avec l’ensemble des intervalles émotionnels décrits
dans notre base de connaissances. Si la description de l’émotion est compatible sur
l’ensemble des axes du modèle dimensionnel, alors l’annotation contextualisée est
décrite par ce concept. Ici, deux émotions sont décrites, la peur et la joie, avec des
intervalles sur les dimensions de valence et d’éveil. La comparaison montre qu’il y
a un problème de compatibilité avec la peur où l’intervalle de valence ne comprend
pas l’annotation pondérée, alors que la joie est compatible avec cette annotation.
L’annotation contextualisée et catégorisée est représentée par le nom du concept qui
est fourni en sortie de notre système.
C’est l’information de plus haut niveau que nous proposons pour notre système.
Cette annotation est alors exploitée par l’application utilisant notre détecteur pour
eﬀectuer une action en fonction des diﬀérentes émotions ressenties par l’utilisateur.
Dans le cadre des “serious games”, il est possible de modiﬁer l’environnement ou
le comportement du système en fonction des émotions décrites dans notre base
de connaissances. Cet ensemble d’émotions limite les réponses de notre système et
permet ainsi une détection limitée à un ensemble restreint d’émotions. L’annotation
brute contextualisée peut également être fournie, aﬁn d’évaluer de manière précise
l’intensité de l’émotion ressentie.
Le schéma 4.7, représente la dernière étape de la catégorisation. Ici, le but est
de trouver le terme compatible avec l’annotation pondérée précédemment dans la
phase de contextualisation. Nous pouvons voir que chaque émotion est déﬁnie par
un intervalle sur l’axe de l’éveil et un sur l’axe de la valence. Pour cet exemple,
l’annotation pondérée est compatible uniquement avec la joie, puisque dans le cas
de la peur, l’intervalle caractérisant cette émotion ne comprend pas la valeur de
l’annotation.
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Figure 4.7 – Sélection du (ou des) terme(s) émotionnel(s) compatible(s) avec la
pondération
5 Conclusion
Dans ce chapitre, nous avons présenté le fonctionnement de la contextualisation et
de la catégorisation des annotations brutes. Cette étape ﬁnale de notre processus de
détection commence après la classiﬁcation des émotions et se termine par l’exposi-
tion d’une annotation brute contextualisée et d’un terme issu de notre vocabulaire
standardisé. Nous avons commencé par déﬁnir le contexte émotionnel comme étant
l’ensemble des informations impactant la compréhension d’une expression émotion-
nelle, aﬁn d’approcher au mieux le ressenti émotionnel de l’utilisateur. Pour notre
réalisation, nous avons montré l’implémentation d’une partie de ce contexte en mo-
délisant la notion de phobie et de philie.
La prise en compte de ce contexte est réalisée par la modélisation d’une base
de connaissances. Nous avons justiﬁé ce choix technologique par les capacités de
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raisonnement et d’interconnexion issues de la logique de description. De plus, l’en-
gouement pour le web sémantique depuis 2006 a vu apparaître une grande variété
de bases pouvant être réutilisées par notre système aﬁn de décharger la déﬁnition
des stimuli dans ces dernières. Le raisonnement que nous avons montré se concentre
sur l’identiﬁcation de liens sémantiques entre les sujets, les traits de caractère et les
stimuli.
Nous avons également présenté l’implémentation de cette base de connaissances
réalisée en RDFs pour l’ontologie et RDF pour les triplets peuplant notre base de
connaissances. Cette implémentation a permis de déterminer la syntaxe des diﬀérents
triplets que nous souhaitons utiliser dans notre système, aﬁn de déﬁnir les personnes,
les traits de caractère et les émotions.
Enﬁn, nous avons montré comment nous exploitons cette base de connaissances
dans notre processus de détection émotionnelle. L’utilisation de notre base est réa-
lisée par l’intermédiaire du moteur d’inférence Corese et du langage de requête
SPARQL. Nous avons montré que l’exécution de cette requête est réalisée pour
chacune des classiﬁcations eﬀectuées par notre module CEP. Nous avons présenté
le fonctionnement de notre requête à partir d’un exemple concret aﬁn de mettre en
évidence les trois étapes de raisonnement.
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Dans les chapitres précédents, nous avons explicité les diﬀérents modules utilisés au
sein de notre prototype de détecteur émotionnel. Dans ce dernier chapitre, notre
objectif est de fournir des informations qualitatives et quantitaves sur les résultats
obtenus pendant notre expérimentation. De plus, nous présenterons une utilisation
de notre prototype ainsi que le protocole de quantiﬁcation utilisé.
Notre problématique initiale nous a poussé à déﬁnir un modèle des émotions à la
fois ﬂexible et interopérable pour s’adapter à une grande variété de contextes d’utili-
sation. Lors de l’élaboration d’un tel système deux questions ont émergé. D’une part,
nous souhaitons fournir un système ﬁable pouvant répondre de la manière la plus
précise possible sur l’état émotionnel d’une personne et cela dans un délai assimi-
lable à du temps réel pour les émotions. D’autre part, nous proposons une première
implémentation à notre connaissance du modèle complexe de Scherer. C’est pour-
quoi, nous voulons également déﬁnir si cette modélisation des émotions correspond
aux hypothèses émises lors de son élaboration.
Pour répondre à notre première interrogation, nous proposons dans ce chapitre
une quantiﬁcation de notre taux de bonne classiﬁcation. Cela se concentrera sur
la mise au point d’un protocole de test basé sur un capteur facilement contrôlable
(la caméra) aﬁn d’écarter des problèmes de traitement du signal ou de mauvaise
interprétation des signaux. Notre modèle étant divisé en modules, nous proposerons
deux quantiﬁcations, une pour les CEPs et une pour la base de connaissances. Pour
les cartes, nous utiliserons la notion de déviation aﬁn de déterminer si la détection
tend vers des valeurs cohérentes avec l’expression faciale exprimée. Pour l’ontologie,
nous examinerons la qualité de catégorisation de cet outil.
Concernant notre seconde interrogation, nous proposons de vériﬁer la présence de
discontinuités de type hystérésis lors de la détection. Comme présenté sur la ﬁgure 1,
ce type de catastrophe est utilisé pour représenter la non spéciﬁcité d’une émotion
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en fonction d’un stimulus. La présence d’un tel comportement dans la classiﬁcation
des émotions met en évidence l’intérêt de l’observation des émotions sous l’angle des
systèmes complexes. De plus, la quantiﬁcation précédente donnera une indication
quant à la viabilité de son utilisation dans le cadre de la détection.
Enﬁn, nous discuterons autour des résultats obtenus aﬁn de proposer des évolu-
tions futures pour notre système.
1 Evaluation des performances de détection émo-
tionnelle
Les premiers résultats que nous souhaitons valoriser sont les performances de détec-
tion de notre système. Nous présenterons dans cette section trois niveaux d’évalua-
tions aﬁn de valider le choix de notre algorithme de détection basé sur l’algorithme
KNN [Fig. 3.4] en montrant l’inﬂuence de la constante K de notre algorithme, puis
nous quantiﬁerons la détection sur des séquences inconnues, pour enﬁn terminer sur
l’intérêt de la contextualisation des émotions.
1.1 Méthodologie
Comme expliqué précédemment, notre modèle possède deux niveaux d’accès pour
l’annotation de l’émotion. D’une part, nous avons l’annotation dite “bas-niveau”
correspondant à un vecteur de dimension n, répondant au nombre de dimensions du
modèle psychologique cible. Pour notre expérimentation, nous utiliserons le modèle
de Russell de dimension 2 (valence / éveil). D’autre part, nous avons l’annotation
dite de “haut-niveau” qui est une catégorisation de l’annotation précédente dans
un modèle psychologique catégoriel ou un thésaurus émotionnel. Dans ce cas pré-
cis, nous utilisons les émotions basiques de Ekman complétées par les intensités
correspondantes du modèle circomplexe de Plutchik.
Nous divisons donc notre méthodologie en trois étapes. Premièrement, nous dé-
ﬁnssons la méthode de construction de notre base de séquence vidéo de référence et la
méthode d’annotation de cette dernière. Ensuite, nous calculerons le niveau de dévia-
tion entre la détection automatique de bas-niveau et l’annotation manuelle eﬀectuée
sur cette première séquence, aﬁn d’identiﬁer la meilleure valeur de la constante K
de notre algorithme de classiﬁcation. Enﬁn, nous montrerons la capacité de catégo-
risation sur une séquence video inconnue du système.
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Ces cartes serviront pour la classiﬁcation des images de nos vidéos. L’annotation
obtenue en sortie de notre algorithme de classiﬁcation est nommée annotation auto-
matique. Elle est composée de deux valeurs, une pour la valence, l’autre pour l’éveil,
ainsi que de deux valeurs de conﬁance correspondant à l’inverse de la distance entre
l’état inconnu et les états annotés de nos cartes.
Indicateurs de performances
Pour quantiﬁer les performances de notre système, nous déﬁnissons la notion de
déviation. Cette information correspond à la diﬀérence entre l’annotation manuelle
et l’annotation automatique. Nous calculerons la déviation moyenne par composante,
par émotion et pour l’ensemble des émotions.
Nous déﬁnissons donc la déviation pour une composante par la formule suivante :
∆ =
∑n
i (annomani − annoautoi)
n
(5.1)












Nous utilisons ce premier indicateur aﬁn d’observer la variation de la détection
en fonction de l’émotion recherchée. Le second indicateur permet d’observer la sta-
bilité générale du système lors de changement de certains paramètres comme notre
constante de classiﬁcation ou le nombre d’états initialement annotés. Enﬁn, notre
dernier indicateur permet de fournir une vision globale de la capacité de détections
toutes émotions confondues.
Le schéma 5.5 représente la méthodologie complète mise en oeuvre pour la quan-
tiﬁcation des performances de notre système. La première partie est réalisée avec
l’utilisateur alors que le reste du processus est réalisé à posteriori. Nous pouvons
donc reproduire cette analyse aﬁn de voir l’évolution de notre système en fonction
de modiﬁcations internes.
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Figure 5.5 – Récapitulatif de la méthodologie de test
1.2 Résultats
L’application de la méthodologie précédente est utilisée pour deux raisons. D’une
part, nous utiliserons cette procédure dans le but d’identiﬁer la valeur de notre
constante K de notre algorithme de classiﬁcation, et d’autre part, nous observerons
la ﬁabilité de notre système dans les conditions de performances optimales.
Détermination de la constante K
Aﬁn d’identiﬁer la valeur optimale de notre constante, nous avons reproduit l’analyse
précédente en faisant varier la valeur de K. Pour ce faire, nous avons repris notre
séquence vidéo d’apprentissage dont nous avions extrait 13% des images pour la
génération de nos cartes, le but étant ainsi d’observer la qualité de l’annotation
automatique sur des expressions préalablement annotées.
Les ﬁgures 5.6, 5.7, 5.8 présentent trois histogrammes contenant chacun la dé-
viation par émotion et la déviation moyenne pour des valeurs de K diﬀérentes.
Les premiers résultats [Fig. 5.6] obtenus pour une valeur de K égale à 1 montrent
un niveau d’annotation très bon pour l’ensemble des émotions sauf pour la peur. Une
analyse manuelle des résultats brutes montre que cette mauvaise classiﬁcation est
due à la confusion entre peur et surprise. C’est pourquoi nous avons un taux d’erreur
si important sur la valence. L’annotation que nous donnons pour la surprise dans le











déviation moyenne quant à elle reste faible à cause des taux de bonne classiﬁcation
des autre émotions. Nous pouvons noter en particulier les valeurs très basses des
déviations de la joie et de la colère. Nous pouvons expliquer ces résultats très faibles
par l’utilisation d’une valeur de K à 1. En eﬀet, la méthode de calcul de notre
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autres émotions. Le gain obtenu pour la peur se réduit considérablement à partir
de K égal 6, nous avons donc opté pour l’utilisation de cette dernière valeur qui est
pour nous le meilleur compromis dans le cadre de cette expérimentation.
Annotation automatique sur la vidéo de test
La deuxième étape de notre quantiﬁcation se résume par l’annotation automatique
de la vidéo de test. Celle-ci, n’ayant pas été utilisée pendant la phase de construction
des cartes, contient des variantes d’expressions faciales pour les émotions déﬁnies.
Nous comparons ici l’annotation brute issue du modèle de Russell ainsi que la caté-
gorisation de cette dernière par l’ontologie. Le cadre de l’expérimention ne permet
pas l’évaluation de la prise en compte du contexte au sein du raisonnement. L’ac-
teur ayant pour tâche de mimer des émotions, il n’est pas soumis à un stimulus
déclencheur.
Pour eﬀectuer ce travail, nous avons dupliqué la vidéo de test. Dans une première
version, nous regroupons les séquences par émotion alors que la deuxième version
contient des séquences ordonnées aléatoirement. Cette seconde vidéo à pour but de
montrer les capacités d’annotation dans un contexte plus proche de la réalité où
l’utilisateur ne reproduit pas constamment les mêmes émotions.
La ﬁgure 5.10 montre l’annotation automatique d’une partie de la vidéo de test
contenant uniquement des expressions de joie. Ici, nous pouvons facilement identiﬁer
trois expressions faciales séparées par un retour au neutre.
Figure 5.10 – Annotation automatique d’une séquence vidéo regroupant trois ex-
pressions de la joie
La ﬁgure 5.11 quant à elle présente l’annotation automatique de la vidéo de test
contenant uniquement l’expression de la colère. Nous pouvons également observer
l’apparition de trois séquences exprimant cette émotion. Cependant, la dernière
séquence annotée montre une intensité de l’émotion inférieure aux précédentes.
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1.3 Discussion
Cette première phase de validation avait pour objectif de comparer l’interpréation
automatique des expressions faciales face à une annotation humaine. Nous avons
scindé ce travail de manière à paramétrer notre algorithme aﬁn d’obtenir dans un
second temps une interprétation ﬁable de la part de notre algorithme. Le paramé-
trage de notre système a révélé une grande amélioration pour un valeur de K égale à
six. Nous pouvons déduire de ce comportement, que l’utilisation d’un algorithme de
régression basé sur KNN est particulièrement adapté dans notre cas. Cet algorithme
bien que considéré comme peu performant dans le domaine de la classiﬁcation nous
permet d’interpréter les expressions faciales de manière précise mais aussi en temps
réel. A partir de notre vidéo de test, nous avons pu obtenir une vitesse d’éxécution
variant de 8 à 12 images par secondes. Ces performances obtenues sur un ordinateur
personnel peuvent s’apparenter à du temps réel car la durée d’une émotion varie de
quelques secondes, voir minutes. En observant au minimum 8 images par secondes,
nous pouvons suivre l’évolution de l’expérience émotionnelle et donc exploiter la
structure de nos cartes contenant les phases de changement émotionnel.
A partir de ce constat, nous avons eﬀectué un ensemble de tests sur des séquences
vidéos contenant des émotions similaires dans un premier temps puis variées. D’une
manière générale, chaque expression émotionnelle contenue dans les vidéos a été
identiﬁée. Cependant, deux interprétations sur 17 sont erronnées. Notre système
possède certaines diﬃcultés à diﬀérencier le dégoût de la peur ou de la colère. En
comparant les images de ces diﬀérentes émotions, nous pouvons voir une grande
similarité entre le dégoût et la colère. Ceci peut expliquer l’erreur commise par
notre système. Deux solutions sont envisagées pour améliorer ce comportement.
Nous pensons d’une part, à continuer l’apprentissage de notre système en ajoutant
des expressions faciales correspondant au dégoût et d’autre part, il est possible
que les caractéristiques faciales observées ne soient pas suﬃsantes. En ajoutant de
nouveaux points caractéristiques ou modélités, nous pensons pouvoir faire progresser
la détection sur ce point.
2 Contextualisation des annotations
Aﬁn de quantiﬁer la pertinence des résultats de notre système, nous avons mis en
place un questionnaire permettant de comparer d’une part l’annotation en sortie de
l’ontologie par rapport à une annotation humaine et d’autre part, d’observer l’in-
ﬂuence du contexte dans l’analyse émotionnelle. Nous proposons donc aux personnes
qui ont participé au questionnaire de prendre la place de notre système dans deux
situations diﬀérentes.
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2.1 Hypothèse initiale
A partir des théories émotionnelles sélectionnées, nous avons identiﬁé que la no-
tion de contexte est une information importante dans l’expérience émotionnel. Pour
Schachter et Singer [Schachter 79], le contexte correspond à la connaissance d’une
personne sur une certaine situation. Dans l’expérience qu’ils ont mené sur l’injec-
tion d’épinéphrine, ils ont pu démontrer que la connaissance des conséquences d’une
telle injection permettait de limiter celles-ci sur le ressenti émotionnel. D’autre part,
le monde informatique sous-exploite cette information. Pour d’autres théoriciens
comme Frédéric Toates ou P. Philippot, le contexte est associé également à la mé-
moire et plus généralement à la cognition. Dans notre cas, nous avons proposé une
modélisation du contexte sous la forme de philies ou phobies. Nous souhaitons ici
montrer quelques pistes en correlation avec nos hypothèses initiales.
La principale hypothèse est que le contexte de l’expérience émotionnelle impacte
le ressenti émotionnel. C’est-à-dire qu’un utilisateur arachnophobe en présence d’une
araignée ressentira une émotion plus intense qu’un utilisateur non arachnophobe
pour une même expression. Dans notre réalisation cela se traduit par une diﬀé-
rence de l’annotation émotionnelle en fonction des phobies/philies et du stimulus
déclencheur. Nous souhaitons donc observer si les participants à notre expérimenta-
tion vont modiﬁer l’annotation d’une même image après avoir pris connaissance des
traits de caractère et du stimulus présenté.
La seconde hypothèse est qu’un trait de caractère n’est pas généralisable pour
une population donnée. C’est la notion même de personnalisation que nous souhai-
tons évaluer au travers de ce questionnaire. En eﬀet, nous partons du principe que
les traits de caractères sont déﬁnis par l’utilisateur de notre système. Cette tâche
fastidieuse et complexe à réaliser doit être paramétrée par la personne connaissant
ses réactions en fonction de certains stimuli. Dans notre questionnaire, cela cor-
respond à la concordance des annotations avec le contexte des participants. Nous
souhaitons observer si un consensus existe dans la déﬁnition d’un trait de caractère
comme l’arachnophobie par exemple. Pour cela, nous calculerons le pourcentage le
plus important d’accord entre les participants au questionnaire.
2.2 Résultat
Déroulement de l’expérimentation
Nous avons demandé à un groupe de 10 personnes constitué de 4 femmes et 6 hommes
âgés de 22 à 36 ans ayant déjà utilisé des jeux vidéos, de remplir notre question-
naire. L’ensemble des participants a eﬀectué la même phase initiale de notre test.
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fonction du contexte après l’interprétation des expressions faciales. De plus, le type
de trait de caractères décrit modiﬁe l’interprétation des émotions. Nous avons pu
observer un impact plus important sur la reconnaissance des émotions de la part des
phobies que des philies. Néanmoins, le calcul de la pondération n’est pas un élément
évident. Le dernier résultat obtenu tend à montrer qu’il est diﬃcile de déﬁnir un
impact générique d’une phobie ou philie sur le ressenti de l’émotion. Nos partici-
pants n’ont pas réussi à se mettre d’accord sur l’émotion ressentie par notre sujet en
connaissant le contexte. Seulement la moitié des participants arrive à un accord en
considérant le contexte alors qu’ils sont plus de 65% à être en accord sans considérer
le contexte. Ceci permet de dire que la déﬁnition de l’impact d’une philie ou phobie
sur le ressenti émotionnel est un élément de personnalisation de notre système.
3 Observation de l’hystérésis
L’utilisation du modèle de Klaus Scherer comme base de notre système de classi-
ﬁcation des émotions est un choix risqué. En eﬀet, à notre connaissance, aucune
implémentation ni expérimentation n’a été réalisée sur cette approche. Un de nos
objectifs était de mettre en évidence les hypothèses théoriques utilisées dans des
conditions réelles. Ici, nous ne proposons pas une validation de ce modèle mais
juste une observation montrant l’existence d’une caractéristique théorique dans des
conditions expérimentales. Le phénomène que nous souhaitons mettre en évidence
est l’hystérésis [Fig. 1]. Cette discontinuité est facilement identiﬁable par sa forme
dans des espaces à trois dimensions. Au sein de nos cartes, l’utilisation d’un grand
nombre de capteurs rend diﬃcile l’observation de l’hystérésis même en eﬀectuant des
projections sur des espaces 3D. De plus, nos cartes ne comprenant pas de surfaces
mais un nuage de points, il n’est pas certain d’identiﬁer sa présence, même lorsqu’il
existe une même expression de deux émotions diﬀérentes.
3.1 Observation
Le moyen d’observation que nous privilégions se concentre sur l’observation des
conséquences d’une hystérésis [Fig. 1]. En particulier, lors de l’expérience émotion-
nelle, le chemin emprunté par l’expression de celle-ci est diﬀérent selon que l’on
atteigne l’émotion ou que l’on revienne au calme. C’est cette diﬀérence que nous
souhaitons observer au sein de notre système aﬁn de mettre en évidence le phéno-
mène d’hystérésis.
Pour ce faire, nous avons extrait de notre vidéo de test une séquence émotionnelle
sur laquelle nous avons appliqué notre algorithme de classiﬁcation. Pendant son
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pitre 3 permet de retrouver les expressions émotionnelles à partir d’une annotation
brute.
4.1 Méthodologie
Aﬁn de quantiﬁer les performances de notre système, nous avons mis en place une
routine de comparaison des expressions mimées par un acteur face aux expressions
fournies par notre avatar [Fig. 5.20]. La méthodologie présentée permet d’utiliser les
annotations en sortie de notre système pour les réutiliser dans la synthétisation des
expressions.
Figure 5.20 – Méthodologie d’évaluation des performances de l’algorithme de syn-
thétisation des expressions faciales
Aﬁn d’extraire les informations utilisées pour la comparaison, nous proposons de
réutiliser notre vidéo d’apprentissage sur laquelle nous appliquons notre algorithme
de détection des émotions. En sortie de nos CEPs, nous capturons l’annotation brute
aﬁn de la réinjecter dans notre algorithme de synthétisation. Enﬁn, nous enregistrons
à la fois les données capturées sur le sujet et celles calculées par notre générateur
d’expressions.
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surprise. L’annotation de cette émotion sur la dimension d’éveil est très sem-
blable à la peur ou à la colère. Nous observons donc une diﬃculté à identiﬁer
la bonne expression. L’utilisation d’un modèle plus expressif comme le modèle
Pleasure, Arousal, Dominance (PAD) [Mehrabian 74] aﬁn de mieux discrimi-
ner les émotions.
• la stratégie de sélection des expressions que nous utilisons est basée sur une
moyenne des expressions retournées par nos cartes. L’atténuation observée
dans nos résultats est causée par ce choix, mais c’est aussi la cause de cer-
taines confusions lorsque deux émotions possèdent une même annotation, cela
concerne des expressions antagonistes comme la peur et la colère, où les sourcils
sont dans un premier cas, levés, et dans un second, baissés.
Les choix eﬀectués ne permettent pas d’obtenir des résultats pouvant égaler
les outils spécialisés dans ce traitement. Cependant, avec de faibles moyens et des
solutions naïves, nous arrivons à obtenir des tendances proches de ce qu’exprime
notre utilisateur. Ces résultats nous encourage à continuer l’exploration dans cette
voie aﬁn non pas de concurrencer ce qui existe déjà, mais d’apporter une nouvelle
information permettant de personnaliser l’expression des avatars aux expressions de
l’utilisateur.
5 Conclusion
Dans ce chapitre, nous avons présenté l’ensemble des résultats permettant d’évaluer
les performances de notre réalisation. Nous avons testé notre système sur plusieurs
points en proposant à chaque fois une quantiﬁcation de ces résultats ou une obser-
vation de certains phénomènes signiﬁcatifs. Nous avons commencé par présenter la
méthodologie mise en oeuvre pour l’évaluation du coeur de notre système qui est
la détection des émotions, ainsi que la déﬁnition de nos jeux de tests. La première
étape de cette étude a été de montrer la pertinence de l’utilisation de l’algorithme
KNN en déﬁnissant la meilleure valeur de la constante K à partir de nos vidéos
d’apprentissage. La détermination de cette constante se base sur l’analyse de ce que
nous avons déﬁni, comme la déviation, et permet d’atteindre un taux de déviation
par rapport à une annotation manuelle de l’ordre de 3% pour la meilleure valeur de
K.
Nous avons poursuivi par deux expérimentations sur des séquences vidéos in-
connues, aﬁn d’observer le comportement du système sur des séquences n’ayant pas
été utilisées pour l’apprentissage de nos cartes. La première a permis de mettre en
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évidence la capacité du système à identiﬁer à chaque fois l’apparition des émotions
sur notre jeu de test. Cependant, sur les 17 séquences analysées, nous avons obtenu
des erreurs d’annotations sur 3 d’entre elles, dont 2 concernant le dégoût, qui est
interprété comme de la colère ou de la peur. Enﬁn, nous avons analysé la pertinence
de la catégorisation et de la contextualisation de ces annotations au travers d’un
questionnaire. Nous avons pu déduire de cette étude que le contexte émotionnel et
plus particulièrement les phobies et philies, modiﬁe l’interprétation des expressions
faciales de manière importante. Cela justiﬁe la pondération que nous eﬀectuons au
travers de l’ontologie émotionnelle. De plus, nous avons pu déterminer que les parti-
cipants n’ont pas fourni une interprétation générique en fonction du contexte. Nous
en concluons que la description de l’impact des phobies et philies sur le ressenti émo-
tionnel est une personnalisation du système qui doit rester à la charge de l’utilisateur
ﬁnal.
Nous avons également présenté les observations que nous avons pu eﬀectuer sur
la présence d’une hystérésis pendant la détection des émotions. L’observation de ce
phénomène permet d’apporter une indication quant à la validité du modèle proposé
par Klaus Scherer.
Nous avons terminé par l’évaluation de la synthétisation des expressions émo-
tionnelles. La comparaison entre les expressions mimées et générées montre une
réelle similitude, bien que nos CEPs ne soient pas conçues pour cela. Cependant,
un nombre trop important de divergences nous empêche de rivaliser avec les avatars
émotionnels déjà proposés par la communauté.
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Solutions et contributions de nos travaux
Dans ce document, nous avons présenté nos travaux sur la détection des émotions.
En introduction, nous présentions trois problématiques sur lesquelles nous souhai-
tions proposer une solution. De plus, nous avons également présenté des solutions
ou observations dépassant le cadre strict de ce questionnement, ceci en raison de
l’utilisation d’un modèle jamais implémenté à notre connaissance ou par la structu-
ration de notre détecteur permettant de développer de nouvelles fonctionnalités à
moindre coût. Cependant, ce que nous avons présenté correspond à une étape préli-
minaire dans la réalisation d’un détecteur émotionnel. A partir des travaux existants,
nous voulions proposer d’intégrer le contexte dans l’identiﬁcation des émotions, mais
aussi d’explorer de nouvelles voies en basant notre modélisation sur les systèmes
complexes. Pour conclure la présentation de nos travaux, nous reviendrons dans
un premier temps sur les apports d’une telle modélisation, ainsi que sur les perfor-
mances de cette dernière, calculées à partir de notre prototype. Nous terminerons
enﬁn par les améliorations et perspectives visées à partir de ce travail.
Comment concevoir un système capable d’unifer les modèles de descrip-
tion des émotions ?
La solution que nous proposons pour cette problématique est apportée par notre
ontologie des émotions. Cette dernière correspond au module de catégorisation et
de contextualisation dans notre architecture globale. L’approche continue que nous
avons employée lors de la première phase d’interprétation (CEP) est alors catégo-
risée par notre ontologie. Cette catégorisation correspond à une traduction de l’an-
notation dimensionnelle en un terme du modèle catégoriel décrit dans l’ontologie.
L’utilisation d’un tel outil nous permet une grande ﬂexibilité et évolutivité dans la
description à la fois des modèles dimensionnels et catégoriels. De plus, les standards
employés issus du W3C favorisent l’intéropérabilité entre les bases de connaissances.
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Comment concevoir un système capable de s’abstraire des capteurs uti-
lisés ?
Tout d’abord, nous n’avons pas pu rendre compatible notre modèle avec l’ensemble
des capteurs au sens large utilisable dans le cadre de la détection des émotions. Nous
avons donc restraint cette compatibilité à un sous ensemble de capteurs répondant à
certaines contraintes. Aﬁn de déterminer les limitations que nous imposons à l’utili-
sateur de notre modèle, nous avons identiﬁé les points communs couramment utilisés
pour une détection en temps réel des émotions. Nous avons donc déﬁni les capteurs
compatibles comme l’ensemble des capteurs fournissant des données numériques et
continues. Ceci permet d’englober la plupart des capteurs physiologiques comme le
rythme cardiaque ou les reﬂexes galvanométriques. Cependant, dans notre proto-
type, nous avons pu montrer que certains capteurs a priori non compatibles avec
notre description pouvait être modiﬁés aﬁn d’être utilisés dans notre système. C’est
le cas en particulier de la caméra qui est utilisée aﬁn de suivre les déplacements de
certains points caractéristiques du visage.
Néanmoins, le traitement initial eﬀectué sur les capteurs aﬁn d’améliorer la qua-
lité du signal ou de le rendre compatible avec notre système est séparé de notre phase
d’interprétation des signaux. Cette séparation permet d’abstraire notre modèle des
considérations liées aux diﬀérents capteurs et permet d’uniformiser les données obte-
nues. Une fois le traitement eﬀectué, nous utilisons nos CEPs aﬁn d’eﬀectuer l’inter-
prétation de ces signaux. Ces cartes basées sur les systèmes complexes et le modèle
dynamique des émotions de Scherer nous permettent de manipuler un nombre théo-
riquement illimité de capteurs aﬁn de prédire l’émotion ressentie. Nous avons pour
cela développé un algorithme de regression permettant à partir de nos CEPs de
retrouver l’émotion correspondante à l’expression.
C’est grâce à la séparation des considérations avec le traitement individuel de
chacun des capteurs puis l’utilisation de notre modèle capable de manipuler plusieurs
capteurs que nous avons pu développer un détecteur capable de fonctionner avec des
capteurs variables.
Comment utiliser les données contextuelles dans la détection des émo-
tions ?
La principale diﬃculté rencontrée correspond à la nature même de cette informa-
tion. Les informations d’expression changent rapidement et, dans le cadre de nos
travaux, sont numériques et continues. En revanche, le contexte émotionnel ne peut
être représenté par une donnée de ce type. Il est nécessaire dans ce cas de raisonner
sur les liens sémantiques entre le contexte émotionnel (stimulus déclencheur) et les
connaissances pérennes du sujet vis à vis de ce stimulus. Pour notre réalisation,
nous nous sommes concentrés sur une partie du contexte émotionnel correspondant
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aux philies et phobies d’un individu. Nous avons pu montrer que l’utilisation d’une
ontologie permet de modéliser ces connaissances, mais aussi, grâce aux capacités
d’inférences et de raisonnement de cette dernière, de retrouver les liens sémantiques
entre une description d’une philie ou phobie et le stimulus présenté au sujet. En
nous basant sur les travaux du web-sémantique, la conception d’une ontologie des
émotions nous permet d’identiﬁer ces liens mais aussi de décrire l’impact de ces
traits de caractères sur la détection de l’émotion. En nous appuyant sur des bases
de connaissances existantes comme dbpedia, nous avons pu réaliser un module pour
notre système capable de pondérer la prédiction d’émotions en fonction d’un stimu-
lus quelconque. L’aspect générique et interopérable de ce module permet d’une part
de prendre en compte le contexte émotionnel dans la détection, mais aussi d’être
étendu à d’autres aspects du contexte comme l’humeur ou les traits de caractères.
Vision globale de nos travaux
De manière plus générale, nous avons réutilisé une approche standard dans le do-
maine, à savoir la classiﬁcation des expressions corporelles. Nous l’avons cependant
adaptée à notre vision continue des émotions, puis étendue pour prendre en compte le
contexte. Tout d’abord, nous avons conçu notre système à partir du fonctionnement
humain en nous basant sur la théorie des deux facteurs. Cela nous a permis d’iden-
tiﬁer les deux niveaux d’interprétation que nous avons créés pour notre système. De
plus, aﬁn de faciliter l’observation de plusieurs modalités, nous avons proposé de
séparer les problématiques de traitement des capteurs dans un module à part aﬁn
d’uniformiser les données en entrée de notre système.
A partir de cette architecture, nous avons souhaité exploiter de nouvelles ap-
proches, en particuliers, pour l’interprétation des expressions corporelles. Notre hy-
pothèse initiale était que nous pouvons ressentir une inﬁnité d’émotions mais que
notre vocabulaire nous limite dans l’expression de cette variété. C’est pourquoi nous
avons voulu représenter cette vision en utilisant une approche continue pour décrire
nos émotions avant de les catégoriser. Nous avons donc inscrit notre modèle dans
une logique de régression aﬁn de prédire une annotation continue des émotions. Nous
avons également voulu construire notre base d’apprentissage, nécessaire à l’éxecu-
tion de notre algorithme de régression, sur des bases théoriques capables de nous
fournir des outils d’analyses. Nous nous sommes tournés vers le modèle dynamique
des émotions de Scherer basé sur les sytèmes complexes et les travaux de Thom.
Pour ce dernier, n’ayant à notre connaissance jamais eu d’implémentation, nous
avons voulu observer de manière expérimentale le fonctionnement d’un tel modèle.
Une implémentation directe n’étant pas possible, de par le cadre applicatif que nous
nous sommes ﬁxés, nous en avons proposé une version adaptée à notre système sous
le nom de CEP. Ces modiﬁcations se concentrent en partie sur les sources de données
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utilisées et sur la description continue des émotions. La réalisation d’un prototype
basé sur ce modèle a permis de mettre en évidence des capacités de détections im-
portantes mais aussi d’observer le phénomène d’hystérésis utilisé par Scherer pour
présenter son modèle.
La seconde partie de notre travail s’est basée sur la manière d’exploiter des
connaissances sur un individu avec le contexte émotionnel. Nous avons proposé de
pondérer notre interprétation des expressions corporelles en fonction des philies ou
phobies de la personne qui les exprime. Nous avons présenté pour cela l’ontologie
émotionnelle que nous avons réalisée permettant de pondérer l’expression corporelle
mais aussi de catégoriser cette information aﬁn de la rendre compréhensible par un
humain. Nous avons alors réalisé une expérimentation aﬁn de mettre en évidence
l’importance du contexte dans la détermination de l’émotion, mais aussi de montrer
que ce type de trait de caractères n’est pas généralisable.
Perspectives
Les travaux présentés dans cette thèse représentent un travail préliminaire permet-
tant de ﬁxer les bases d’un système évolutif et adaptable aux évolutions du domaine.
Nous avons pu réaliser un détecteur en temps réel capable de manipuler des sources
de données divergeantes aﬁn d’englober un maximum d’informations dans notre
système. Maintenant, nous souhaitons développer notre modèle et analyser les per-
formances de ce dernier dans un cadre plus large et plus précis que ce nous avons
pu faire jusqu’à présent. Pour cela, nous avons identiﬁé trois voies de recherche que
nous voulons explorer aﬁn de valoriser ce travail.
Notre vision du contexte émotionnel reste limitée. Cependant, notre ontologie a
permis de mettre en évidence l’intérêt d’un tel outil dans la modélisation des phobies
et philies. Nous souhaiterions maintenant étendre notre champ d’observation. Nous
avons pu voir dans les déﬁnitions des émotions qu’il existe des ambiguïtés en parti-
culier avec les traits de caractères. Nous pensons que cette notion peut faire partie
d’un contexte plus général. Tout comme les phobies et philies, les traits de caractères
(big ﬁve []) sont des informations durables voire potentiellement immuables. De plus,
le lien entre émotion et personnalité est déjà identiﬁé [Mardaga 09]. Nous pensons
donc qu’intégrer la personnalité au sein de notre ontologie permettrait d’aﬃner da-
vantage la détection et ainsi correspondre encore plus ﬁnement avec le ressentie réel
des utilisateurs.
Au vu des travaux eﬀectués, nous avons pu montrer une première implémenta-
tion de notre modèle CEP. Les résultats obtenus grâce à notre prototype montrent
qu’un tel système est capable d’identiﬁer les émotions à partir de l’observation d’une
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modalité. En nous basant dans le domaine des détecteurs multimodaux, nous pen-
sons que l’augmentation du nombre de modalités observées permet d’améliorer la
qualité de la détection. C’est pourquoi nous aimerions développer notre prototype en
ajoutant de nouveaux capteurs en particulier d’ECG et d’EEG aﬁn de voir l’impact
de cette modiﬁcation sur les performances globales de notre système. Cependant,
une telle réalisation nécessite une expérimentation d’envergure. Comme nous le pré-
sentions, mimer des émotions au travers du visage est une chose facile, en revanche
demander à un utilisateur d’exprimer une émotion réelle est beaucoup plus diﬃ-
cile. Nous avons néanmoins plusieurs protocoles et outils à notre disposition aﬁn de
mener à bien une étude plus large sur le sujet.
Enﬁn, nous avons basé la conception de nos cartes sur des théories mathoéma-
tiques capables de nous fournir des outils d’analyse mathématiques performant. En
particulier, les travaux de Thom sur lesquels repose notre modèle, permettent d’étu-
dier les discontinuités. Nous avons pu mettre en évidence la présence d’une hystérésis
pendant notre phase de validation. Cependant, la présence de tels phénomènes est
vue selon Scherer comme la modélisation d’une réalité de l’expérience émotionnelle.
Une cartographie de ces discontinuités, ainsi qu’une comparaison des cartes de plu-
sieurs utilisateurs ou d’un même utilisateur dans le temps, est une voie que nous
souhaitons prendre. En eﬀet, si nous pouvons identiﬁer des similitudes entre deux
utilisateurs, pouvons nous également déﬁnir une fonction de transition entre ces der-
niers ? Peut-on également transformer nos cartes personnalisées en cartes génériques
paramétrables ? En fonction des traits de caractères ? De l’humeur ?
Cette dernière perspective laisse de nombreuses questions en suspens. De plus,
la réponse à ces questions permettrait grandement, de simpliﬁer la détection des
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Annexe A
Algorithme de détection des
émotions
1
2 fonction classiﬁcation (carte , donnees, emotionPrecedente)
3
4 annotation = 0
5 conﬁance = 0
6
7 // Etape 1 : parcours des sequences de la carte
8 pour i = 0 jusqu’a i = taille (carte)
9




14 // Etape 2 : Recherche des K voisins les plus proches des nouvelles donnees
15 // completees par l ’annotation emotionnelle precedente
16 pour j = 0 jusqu’a j = taille (sequence)
17 etat = sequence[j ];
18 distance = calculerDistance(etat, donnees, emotionPrecedente)
19 pour k = 0 jusqu’a k < K
20 si distance < distances[k] alors
21 ajouter(distance, distances)





ANNEXE A. ALGORITHME DE DÉTECTION DES ÉMOTIONS
26
27 // Etape 3 : Recherche de la conﬁance la plus faible pour le calcul du
28 // barycentre
29 conﬁanceCourante = calculerConﬁanceMoyenne(distances)
30 si conﬁanceCourante > conﬁance alors
31 conﬁance = conﬁanceCourante











3 <!DOCTYPE rdf:RDF [
4 <!ENTITY xsd "http://www.w3.org/2001/XMLSchema#" >
5 <!ENTITY rdfs "http://www.w3.org/2000/01/rdf−schema#" >
6 <!ENTITY rdf "http://www.w3.org/1999/02/22−rdf−syntax−ns#" >












19 # Classes #
20 ###########
21 −−>
22 <rdfs:Class rdf :about="&emotion;Coordinate" />
23
24 <rdfs:Class rdf :about="&emotion;Radius" />




ANNEXE B. ONTOLOGIE DES ÉMOTIONS
28 <rdfs:Class rdf :about="&emotion;Component" />
29 <rdfs:subClassOf rdf:resource="&emotion;Coordinate" />
30 </rdfs:Class>
31
32 <rdfs:Class rdf :about="&emotion;Arousal">
33 <rdfs:subClassOf rdf:resource="&emotion;Component" />
34 </rdfs:Class>
35 <rdfs:Class rdf :about="&emotion;Valence">
36 <rdfs:subClassOf rdf:resource="&emotion;Component" />
37 </rdfs:Class>
38
39 <rdfs:Class rdf :about="&emotion;Emotion" />
40
41 <rdfs:Class rdf :about="&emotion;Joy">
42 <rdfs:subClassOf rdf:resource="&emotion;Emotion" />
43 </rdfs:Class>
44 <rdfs:Class rdf :about="&emotion;Fear">
45 <rdfs:subClassOf rdf:resource="&emotion;Emotion" />
46 </rdfs:Class>
47 <rdfs:Class rdf :about="&emotion;Sadness">
48 <rdfs:subClassOf rdf:resource="&emotion;Emotion" />
49 </rdfs:Class>
50 <rdfs:Class rdf :about="&emotion;Anger">
51 <rdfs:subClassOf rdf:resource="&emotion;Emotion" />
52 </rdfs:Class>
53 <rdfs:Class rdf :about="&emotion;Disgust">
54 <rdfs:subClassOf rdf:resource="&emotion;Emotion" />
55 </rdfs:Class>
56 <rdfs:Class rdf :about="&emotion;Surprise">
57 <rdfs:subClassOf rdf:resource="&emotion;Emotion" />
58 </rdfs:Class>
59
60 <rdfs:Class rdf :about="&emotion;Impact" />
61 <rdfs:Class rdf :about="&emotion;Person" />
62 <rdfs:Class rdf :about="&emotion;Stimulus" />




67 # Properties #
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72 <rdfs:domain rdf:resource="&emotion;Impact" />




77 <rdfs:domain rdf:resource="&emotion;Trait" />




82 <rdfs:domain rdf:resource="&emotion;Coordinate" />




87 <rdfs:domain rdf:resource="&emotion;Coordinate" />




92 <rdfs:domain rdf:resource="&emotion;Person" />








101 <rdfs:domain rdf:resource="&emotion;Emotion" />




106 <rdfs:domain rdf:resource="&emotion;Impact" />
107 <rdfs:range rdf :resource="&emotion;Component" />
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4 # Retrieve valence range #
5 ##########################
6 ?emotion emotion:isDeﬁnedBy ?arousal
7 ?arousal rdf :type emotion:Arousal
8 ?arousal emotion:hasMinimum ?minArousal
9 ?arousal emotion:hasMaximum ?maxArousal
10
11 ##########################
12 # Retrieve arousal range #
13 ##########################
14 ?emotion emotion:isDeﬁnedBy ?valence
15 ?valence rdf :type emotion:Valence
16 ?valence emotion:hasMinimum ?minValence




21 # Retrieve emotion in range #
151
ANNEXE C. REQUÊTE SPARQL DE CATÉGORISATION ET DE
CONTEXTUALISATION DES ANNOTATIONS BRUTES
22 #############################
23 select ((xsd:double(?minArousal) xsd :double(if (bound( ?eﬀectArousal), ?eﬀectArousal,
0))) AS ?minA)((xsd :double( ?maxArousal) xsd:double(if (bound(?eﬀectArousal),
24 ?eﬀectArousal , 0))) AS ?maxA)
25 ((xsd:double(?minValence) xsd :double(if (bound( ?eﬀectValence), ?eﬀectValence,
0))) AS ?minV)((xsd :double( ?maxValence) xsd:double(if (bound(?eﬀectValence),
26 ?eﬀectValence , 0))) AS ?maxV)
27 where {
28 FILTER (?minA < eveilBrute && ?maxA > eveilBrute &&
29 ?minV < valenceBrute && ?maxV > valenceBrute)
30 {
31 #########################################################
32 # Case of person with a trait in relation with stimulus #
33 #########################################################
34 select ?eﬀectArousal ?eﬀectValence
35 where {
36 \textbf{ utilisateur } emotion:hasTrait ?trait
37 ? trait emotion:relatesTo ?extTrait
38 \textbf{stimulus} emotion:involves ?extStimulus
39 { ?extStimulus rdf:type ?extTrait }
40 UNION
41 { ?extStimulus rdfs:subClassOf ?extTrait }
42 ? trait emotion:hasImpact ?impactArousal
43 ?impactArousal emotion:pertainsTo emotion:Arousal
44 ?impactArousal emotion:hasEﬀect ?eﬀectArousal
45
46 ? trait emotion:hasImpact ?impactValence
47 ?impactValence emotion:pertainsTo emotion:Valence






54 # Case of person without trait or without relation with stimulus #
55 ##################################################################
56 select ("0"^^xsd:double AS ?eﬀectArousal)
57 ("0"^^xsd:double AS ?eﬀectValence)
58 where {
59 FILTER NOT EXISTS {
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CONTEXTUALISATION DES ANNOTATIONS BRUTES
60 \textbf{ utilisateur } emotion:hasTrait ?trait
61 ? trait emotion:relatesTo ?extTrait
62 \textbf{stimulus} emotion:involves ?extStimulus
63 { ?extStimulus rdf:type ?extTrait }
64 UNION
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