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Abstract. Dierent options can be used in order to
measure the shear from observations in the context of
weak lensing. Here we introduce new methods where the
isotropy assumption for the distribution of the source
galaxies is implemented directly on the observed quadrupole
moments. A quantitative analysis of the error associated
with the nite number of source galaxies and with their
ellipticity distribution is provided, applicable even when
the shear is not weak. Monte Carlo simulations based on a
realistic sample of source galaxies show that our procedure
generally leads to errors  30% smaller than those asso-
ciated with the standard method of Kaiser and Squires
(1993).
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1. Introduction
One of the most interesting applications of gravitational
lenses arises in the context of weak distortions of far
sources (e.g., see Tyson et al. 1984, Webster 1985). The
presence of a gravitational lens (e.g., an intervening clus-
ter of galaxies) breaks the symmetry of the image of an
isotropic population of extended sources, with the lensed
objects preferentially oriented in the tangential direction
with respect to the center of the lens. This eect is usu-
ally quantied in terms of the shear introduced by the
lens. In turn, the shear eld measured from the observed
anisotropy and stretching in a eld of distant objects can
be used to infer the two-dimensional (projected) mass dis-
tribution of the lens (see Kaiser and Squires 1993; Kaiser
et al. 1995).
At present these concepts have found application in
two dierent classes of lenses, i.e. galaxies and clusters.
The work on galaxies has been performed via a statisti-
cal investigation of a suitable ensemble (Griths et al.
1996, Brainerd et al. 1996), due to the limited number of
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print requests to: M. Lombardi
background sources generally associated with an individ-
ual galaxy. Relatively nearby clusters, instead, are ideal
candidates for direct weak lens analyses (e.g., Kneib et al.
1996; for a review, see Kneib and Soucail 1995; see also
Gould and Villumsen 1994); these studies are especially
important in relation to the problem of dark matter on
the megaparsec scale, with signicant cosmological impli-
cations.
In this paper we focus on the measurement of shear
from observations, as a key step in the process of esti-
mating the mass of a cluster of galaxies from weak grav-
itational lensing. We discuss the possible merits of alter-
native options in handling a given set of data under the
same conditions for the population of background sources.
Dierent methods may introduce dierent forms of bias,
depending on whether the data are degraded by seeing
or by other eects. In this article we give special atten-
tion to one aspect of the problem which is largely inde-
pendent of the specic characteristics of the observations
involved. This important factor in determining the size of
the error in the shear measurement is the ellipticity dis-
tribution of the source galaxies. In Sect. 2, with a short
discussion of the \standard" method of Kaiser and Squires
(1993), we provide an expression for the expected error in
a shear measurement as a function of the ellipticity dis-
tribution of the sources. This result is not restricted to a
weak shear analysis. Then, in Sect. 3, we introduce a dif-
ferent method, directly based on the observed quadrupole
moments, which retains information not only on the shape
of the observed objects, but also on their angular size,
and we carry out the related error analysis. The method
is shown to implement correctly the hypothesis of a ran-
dom orientation of the sources; it is also shown to be fully
equivalent to the \standard" method if applied to a popu-
lation of nearly round source objects. The method is then
generalized and further improved by introducing suitable
weight functions to optimize the inversion procedure. In
Sect. 4 we describe the results of a wide set of Monte Carlo
simulations applied to realistic distributions of ellipticities
for the source galaxies. These show that the new method
proposed in this paper can be signicantly more accurate
than the standard method in determining the shear from
the data. The simulations also conrm that the applica-
bility of the method and the conclusions on its accuracy
do not depend on the strength of the lens in a relatively
wide parameter range. The implications on the accuracy
of mass measurements are discussed in Sect. 5.
2. The isotropy hypothesis and the \standard"
method
2.1. Notation
Following standard notation with minormodications (see
Schneider et al. 1992), let 
s
be the unlensed position of a
point source and  the position of the corresponding ob-
served image. We will generally refer to a Cartesian rep-





deection angle  is dened through the relation

s
=    () : (1)







the distances between the observer (o), the lens or de-
ector (d), and the source (s). In this case the deec-
tion angle can be expressed as a function of the dimen-
sionless mass distribution () = ()=
c
, where ()




















































































is called shear be-
cause it is responsible for the distortion of the image. The





=(1   ) and is the quantity actually derived from the
observations; note that for a weak lens g ' .
From the surface brightness distribution I() of an ex-
tended object we can dene the total luminosity I, the po-



































gives information on angular size,
shape, and orientation of the observed galaxy. If we are not

















= (Q) : (7)
The modulus of  is related to the shape (jj = 0 for a
circular object) while its argument is twice the image ori-
entation angle (angle between the 
1
axis and the galaxy
major axis).
Similar denitions can be given for the unlensed







. For a small object a simple relation holds between
the observed and the source quadrupole moment:
Q
s
= JQJ ; (8)
where we have used the symmetry of J . The corresponding
relation between  and 
s



















(; g) : (9)
Thus 
s
is a function of  and g only.
2.2. The standard method (X method)
The local value of g can be derived from the observation of
a large number N of galaxies in a small patch of the sky.
For the purpose, it is usually assumed that the population
of source objects is isotropic, i.e. that the source galax-
ies have random orientations. The area of the sky under
consideration must be small so that the Jacobian matrix
can be considered to be approximately constant, i.e. the
same for all the galaxies observed in the area. The source




' constant, which is
a reasonable assumption for far away sources lensed by a
nearby cluster.
The standard method (X method) of Kaiser and
Squires (1993) implements the isotropy hypothesis by ar-





























is used to determine the reduced shear parameter g. In








































. [Here the indices refer to the rep-





the range of values for jj, we must have c  1=2. Then





Eq. (10), calculated for N galaxies, must converge to a
Gaussian with mean 0 and covariance matrix (c=N )
ij
in
the limit N  1.
2.3. Error analysis for the standard method
Here we consider the simple case of a sharp distribution
of source ellipticities, when the population of objects is
basically made of nearly round source galaxies. We then
assume that the probability distribution p is characterized





shown to give a correct determination of the reduced shear
parameter g (see Appendix A). If we perform a measure-
ment for a lens with true reduced shear equal to g
0
, then




































we denote the covariance matrix for the random


















The error depends on the source distribution via the
parameter c and shows that the method can lead to an ac-
curate measurement of g provided N is suciently large.




1=2) is much more dicult. However, if we
naively extrapolate the conclusions obtained for sharp dis-















8N . In the opposite limit, when c = 0, the
error vanishes. In fact, when c = 0 all galaxies are circular.
In this situation the value of g
0
can be derived simply by
observing the shape of a single galaxy, and thus the error
on g is zero.





j < 1 the error decreases with increasing jg
0
j,
and it vanishes when jg
0
j = 1. This happens because for
jg
0








which means that all galaxies are seen as thin segments,
with jj = 1. If the source population is made of nearly
round galaxies, by observing even a single galaxy with very
high ellipticity, we can immediately infer that jg
0
j ' 1; of
course the argument of g
0
is given by the orientation of the
galaxy. The behavior of the error for jg
0
j > 1 is explained





local invariance (Schneider &
Seitz 1995a, b). Thus it should be possible to infer the er-


















3. Alternative methods based on the observed
average quadrupole
3.1. Simple quadrupoles (Q method)
We now introduce a new method based on the ob-
served quadrupole moments rather than on ellipticities (Q
method). In order to implement the isotropy assumption













= 0 : (14)
Note that here the average is performed inside the paren-
theses, i.e. on the observed quadrupoles. Then it is argued
that the average quadrupole is traced back to a circular
source. The method is thus similar to the one used by Bon-
net & Mellier (1995), but with an important dierence in
that we refer to an average on quadrupole moments, which
gives dierent weights to galaxies with dierent angular
sizes.
To see why Eq. (14) holds, we dene the probability






































. The isotropy hypothesis states
that the probability distribution p
Q
is independent of the






= M Id, with Id
the 2  2 identity matrix. Furthermore, isotropy requires
the covariance matrix of Q
s










a + b 0 a  b
0 b 0




As the covariance matrix is positive denite, we must have
a; b  0. Here the two indices k and l run on the three
independent components of Q
s
. It is possible to show that
b is related to the constant c dened earlier in Sect. 2.2,
as c = b=M
2







dimention of the galaxy.

























'M Id ; (16)
where the approximate sign is used because N is nite.
Let us now calculate the ellipticity  for both sides of this















' (M Id) = 0 : (17)




The reduced shear g calculated through Eq. (14) is a
good estimate of the true reduced shear g
0
. In Appendix A
we show that in the case of sharp distributions the quan-



















Note that these expressions are exactly the same as for the
standard method. This apparently surprising result can
be traced to the decoupling of size and ellipticity distri-
butions for quasi-circular sources. This property is shown





is found to depend
on two quantities, a being related to the size distribution
and b being related to the ellipticity.
3.2. Weighted quadrupoles (W method)
The simple quadrupole method described in Sect. 3.1 is






= M Id, which
leads to Eq. (16) and thus justies the use of Eq. (14).
Since the analysis has shown that g is determined more
accurately when the ellipticities involved are smaller, we
may argue that a generalization where a penalty is as-







should be able to im-






> 0 with the following requirements:



















(consistent with the fact that the anal-
ysis of the data is able to constrain J only up to a














Under these conditions we may now consider as the















a positive number dependent on W , which holds be-
cause of the isotropy assumption. Then, following the ar-
























= 0 ; (20)



















= 0 : (21)
In this method based on weighted quadrupoles (W





that appear in the weight
functions are not given directly by the data but must be
guessed rst in order to start the iteration procedure. Sev-
eral alternatives have been considered. One possibility is
to take the result of the method described in Sect. 3.1 as
the initial seed for the iteration. Another reasonable choice
is to take the natural approximation of the weak lensing

















the weak lensing limit (see Appendix A).
As far as the choice of the weight functions is con-
















is simple and suitable for the purpose.
Note that a similar weight function could be intro-
duced also for the standard X method, but the stan-
dard method remains less accurate than the quadrupole
method.
3.3. Advantages with respect to the standard method
The following is a short qualitative discussion of the three
methods introduced above in relation to the properties of
the background source galaxy populations.
Our starting point is the fact that the expected er-
ror on g depends on
p
c, i.e. it is larger for broader
distributions. This has led us to introduce the weighted
quadrupole method. On the other hand, the simple quadrupole
method should also perform better than the standard
method. This may be argued in the following way. Con-
sider a simple case where all source galaxies are at disks
with the same luminosity and the same size. Then, for
a random spatial orientation, all galaxies will appear as
ellipses, with identical major axes and minor axes rang-
ing from 0 to the size of the major axes. Therefore atter
source objects occupy smaller areas of the sky. In contrast
with the standard method, the quadrupole method takes
the galaxy size into account, which should lead to more
accurate results. The argument can be extended to the
case where dierent luminosities and sizes are involved.
Furthermore, it should also be applicable to a more re-
alistic galaxy population, since galaxy elds are usually
dominated by spiral galaxies. This will be conrmed by
our simulations (see Sect. 4).
It is also interesting to consider the case of a source
population made of spheroids (i.e. axisymmetric ellip-
soids). For a population of oblate galaxies we expect a
behavior similar to that of disk galaxies. Thus if elliptical
galaxies are generically oblate, their contribution would
not alter the argument in favor of the quadrupole method.
The situation is completely dierent for prolate spheroids,
which behave in the opposite way; for a population domi-
nated by prolate objects better results would be expected
from application of the standard method.
Finally, it would be important to assess the error in-
volved in the measurement of the ellipticity, but this
would depend on a number of conditions characterizing
the specic set of observations under investigation. Since
the lensed galaxies are often smaller than 1
00
, seeing can
be one important factor for ground observations. Seeing
makes galaxies rounder and thus leads to an underesti-
mate of the shear. Even if seeing eects can be partially
resolved by means of special algorithms (such as maxi-
mum likelihood and maximum entropy image restoration;
Lucy 1994), the error on the measured ellipticity should
be larger for smaller galaxies. This is again in favor of the
use of the quadrupole method, which downplays the role
of small galaxies. For simplicity, seeing and other sources
of error, such as Poisson noise, sky luminosity, and pixel-
ing are not considered in this paper and in the simulations
described below.
4. Monte Carlo simulations
4.1. Source galaxies
To test the various methods we have performed a series of
Monte Carlo simulations of measurements of the reduced
shear parameter g, by generating N galaxies as a realiza-
tion of two types of source galaxies.
The rst galaxy distribution (Population A) is char-
acterized by a source ellipticity distribution inferred from
about 6000 galaxies observed in a single frame obtained
at the 200-inch Hale telescope at Palomar (Brainerd et
al. 1996). Calling q the axis ratio of the galaxy (with




(q) ' 64q exp( 8q) : (23)
The associated ellipticity distribution for 
s
is shown in
Fig. 1. The source galaxies are largely dominated by disk
galaxies, with signicant contributions from ellipticals. In
order to specify the size distribution, for simplicity we
have followed Wilson et al. (1996) in adopting exponential
luminosity proles for all the source objects, with scale-
length h uniformly distributed in the range [0:25; 0:65] arc-
seconds. Finally, the position angle has been chosen ran-
domly with uniform distribution. We have assumed that
the three distributions (ellipticity, size, and position angle)
are independent. A correlation between ellipticity and size
might be present in a more realistic population of sources.
Based on this choice of p
q
(q) we have c ' 0:0606. Thus
the expected error in the determination of g for both the
standard method and the simple quadrupole method is
 0:015=N .
The second simple population of source galaxies (Pop-
ulation B) has been generated by assuming that all galax-
ies are at disks of the same size and with random orienta-
tion (see also Bonnet & Mellier 1995). A straightforward




(q) = 1 : (24)
In this case we have c ' 0:2146. The associated distri-
bution for 
s
(see Fig. 1) shows a pronounced peak near
Fig. 1. The probability distribution of the source ellipticity for
the two galaxy populations described in the text. The distri-















jj = 1. This distribution is not sharp in the sense of
Sect. 2.3, because of its relatively large value of c.
4.2. Simulations and results
The lens properties are then specied by means of the
value of g
0
; the value of (1 ) does not aect the results.
For a given lens, the observed quadrupole moment Q
(n)















the methods X, Q, and W described in Sect. 2 and Sect. 3
allow us to determine the measured shear g. All methods
involve the resolution of an implicit equation (Eq. (11),
Eq. (14), and Eq. (21)): this has been done with a simple
Newton-Raphson algorithm (see Press et al. 1992)
The entire process has been repeated a large number
of times (typically 10; 000), each time based on a dier-
ent realization of the N source galaxies. Thus for each
method, the mean of the measures of g and the related
errors (covariance matrix) have been calculated. The sim-





and on their covariance matrices, consistent
with the relation c = b=M
2
stated in Sect. 3.1. Then we
have compared the average errors of each method with the
expected error given by Eqs. (13) and (19). The main re-
sults for population A of galaxies are shown in Fig. 2, con-
rming the anticipated dependence on jg
0
j; the expected
diagonal character of Cov
ij
(g) for all the methods is also
recovered.
As we can see from Fig. 3, the errors for the standard
method (X) follow the 1=
p
N law. They agree quite well
Fig. 2. The graphs show the mean error on g as a function of
g
0
. The error has been obtained from 10; 000 simulations (N =
16 galaxies, Pop. A) analyzed with the standard method (a),
with the simple quadrupole method (b), and with the weighted










with Eqs. (13) and (19) for all g
0
values. From these re-
sults on the standard method, the galaxy distribution A
is found to be suciently sharp. The error for the sim-
ple quadrupole method (Q) is instead about 15% lower
than in the standard method for every value of g and N
(see the short discussion given in Sect. 3.3). The weighted
quadrupole method (W) shows even smaller errors: these
are about 28% smaller than that of the standard method.
The results based on population B are qualitatively
similar. The relevant ellipticity distribution is rather
broad, and thus we expect Eq. (13) to give only approx-
imate results. In fact, actual errors are about 30% larger
Fig. 3. The mean error on g versus the number N of galax-
ies used in the reconstruction process. Symbols are the results
of the average error obtained with 10; 000 simulations for the
three specied methods, while the line is the 1=
p
N law given




= 0:2 + 0:2i.
The trends observed at N  30 have been checked to persist
well beyond the range of N shown here.
than those stated in Eq. (13). For this galaxy population
the dierences among the three methods are more signif-
icant. The error in the simple quadrupole method is 27%
smaller than that in the standard method, while in the
weighted quadrupole method it is 38% smaller.
5. Impact on the mass measurement
The projected mass distribution () of a lens can be de-
rived from a map of the reduced shear g, obtained by car-
rying out the procedure described above for many adjacent
small patches of the sky. The analysis may be performed
within a parameterised model for the lens. Here below we
refer to the more general parameter-free approach.
The reconstruction of the lens mass distribution ()
from the map g(), with dierent ways of noise ltering,
























 u() ; (26)









with respect to 
j
. Equation (26) shows
that, if g is known, one can determine (1   ) only up
to a multiplicative constant. In general, the reconstructed
















) is a suitable kernel. The integration is per-
formed over the observation area. In Sect. 4.2 the weighted
quadrupole method has been shown to lead to errors in the
determination of g that are signicantly smaller than those
of the standard method. This in turn implies smaller er-
rors on the reconstructed mass distribution (). In fact,
in the sharp distribution limit the covariance matrix of
every derived variable is directly proportional to the co-
variance matrix of the original variable. This in practice
suggests that the weighted quadrupole method should lead
to a covariance of () smaller by a factor of  30% with
respect to the standard method. Similarly, one could argue
that the error on the total mass is expected to be reduced
by the same factor. Of course, this is only a quick esti-
mate. We have considered the full problem in detail, but
here we leave out the related calculations, since this anal-
ysis would bring us well beyond the scope of the present
paper.
6. Conclusions
In this paper we have analyzed in detail dierent methods
aimed at obtaining the reduced shear g from the observed
ellipticities of a set of galaxies and we have focused on the
issue of the accuracy of such measurement. Monte Carlo
simulations have demonstrated that realistic distributions
in general favor a new method introduced in this paper,
called the quadrupole method. In particular, the weighted
quadrupole method has been shown to perform best (the
gain is of the order of  15{30% for the simple quadrupole
method and of the order of  30{40% for the weighted
quadrupole method). This in turn leads to more accurate
mass determinations.
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Appendix A: The expected covariance matrix for
a sharp ellipticity distribution
In order to calculate the covariance expected in a mea-
surement of g with the methods described in the main
text, we use a general expression known in the theory of
errors (see Taylor 1982). Let X be a multidimensional
random variable and let Y = f(X). Suppose that f is
a smooth function and that the probability distribution
of X is sharp, so that its covariance matrix Cov(X) is
small. Then we have (basically this is an application of
the saddle-point integration method)





Cov(Y ) ' CCov(X)C
T
: (A2)
Here C is the Jacobian matrix for f calculated for the










If Y is implicitly dened by F (X;Y ) = 0, we can equally
well apply the previous relations using the inverse function














































Based on these expressions we can easily prove Eqs. (12,
13) for the standard method, and (18, 19) for the simple
quadrupole method.
A.1. Standard method
In the standard method the reduced shear g is calculated
from Eq. (11). In principle this equation depends on N
complex random variables 
(n)
and on the unknown re-
duced shear g. The expected average for the observed el-



































As in the main text, g
0
represents the real value of g.
Note that this equation could be used to determine g
0
in
a simple way from a measurement of the observed mean
of .
The expected mean of measurements of g obtained












Using the calculated mean hi of Eq. (A9) above we thus
prove Eq. (12).












































The covariance matrix Cov() can be expressed, by appli-








































and thus we recover Eq. (13).
A.2. Simple quadrupole method
To show that the simple quadrupole method leads to sim-
ilar results, we start by considering the expected distribu-
tion for the observed quadrupoles Q. From Eq. (16) in the












, i.e. the square of the inverse
matrix of J . The expected average of g is calculated by






= 0 : (A18)
Since 
s
(Q; g)  (JQJ), with J any matrix with associ-
ated reduced shear equal to g, we recover Eq. (18).
In order to calculate the covariance matrix of g, we use



































In the quadrupole method, the matrices A and B of

































where the average values of Q and g are stated in
Eqs. (A17) and (18). Note that the matrix B dened here
is the same as the one used for the standard method and

















































































= c Id : (A25)
Using Eq. (A16) we nally obtain Eq. (19).
A.3. The dependence on g
From local observations it is not possible to choose be-





. We thus expect that the expression for the
error will incorporate this invariance property.
The g 7! 1=g

transformation is equivalent to a change
of sign in one eigenvalue of J (see Schneider & Seitz
1995a), which is not observable. Every reconstruction
method is then bound to give two solutions for the re-
duced shear. As g
0
is related to g, we can calculate the
expected error on g
0


















































































Appendix B: Basic structure of the simulation al-
gorithm
The simulation algorithm, briey described in Sect. 4, is
composed of three dierent parts.
For a given galaxy distribution, we have generated N
source galaxies (quadrupoles) using the rejection method
(see Press et al. 1992). Then we have calculated, using
Eq. (25), the observed quadrupoles and ellipticities.
Dierent methods (X, Q, and W) have been applied by
solving respectively Eqs. (11), (14), and (21) with a sim-
ple Newton-Raphson algorithm. This algorithm requires
an initial point for the unknown g. This has been chosen
using Eq. (A9). Through the entire simulation algorithm
we have supposed to be able to distinguish between the
two solutions g and 1=g

. In practical cases this is easy if
the lens is non-critical. For critical lenses this ambiguity
can be resolved only globally. Note that this assumption
has been implicitly made throughout the paper (e.g., con-
sider the justication of Eqs. (A10) and (A18)).
The previous steps have been repeated a large number
of times with the same g
0
. For each individual \simula-
tion" we have memorized the calculated value of g. Finally,
the mean and the covariance matrix have been calculated
from the data base of all the available results.
The algorithm has been implemented as a C++ code
running on a IBM RISC System/6000 590 machine.
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