The Heawood graph and K 3,3 have the property that all of their 2-factors are hamiltonian cycles. We call such graphs 2-factor hamiltonian. More generally, we say that a connected k-regular bipartite graph G belongs to the class BU(k) if for each pair of 2-factors, F 1 , F 2 in G, F 1 and F 2 are isomorphic. We prove that if G ∈ BU(k) , then either G is a circuit or k = 3.
Preliminaries
An r-factor of a multigraph G is an r-regular spanning subgraph of G. A 1-factorization of G is a partition of the edge set of G into 1-factors. It is well known that every k-regular bipartite multigraph has a 1-factorization. In the case of a 3-regular (cubic) bipartite multigraph, combining two of the 1-factors in a 1-factorization gives a 2-factor avoiding the third 1-factor in the 1-factorization. Thus a cubic bipartite multigraph has a 2-factor including any given edge and a 2-factor avoiding any given edge. The following lemma investigates the 2-factors of a cubic bipartite multigraph to which an edge is added.
Lemma 2.1 Let G be a 2-connected cubic bipartite multigraph with bipartition (X,Y ), x, x ∈ X, y ∈ Y , and f = xy ∈ E(G). Add an edge e joining x to y to form the multigraph G + e. Then G + e has a 2-factor including e and avoiding f .
Proof. Let G, e and f be as in the statement of the lemma. Since G is cubic and bipartite it is 3-edge-colourable and hence admits a 2-factor, F, containing f . So with x = x, e is parallel to f and F − f + e is a 2-factor of G + e including e and avoiding f . Thus we may assume that x = x. If e = x y ∈ E(G) (so that the edge e is parallel to e ), then, since there is a 2-factor of G avoiding any given edge, there is a 2-factor F of G including e and avoiding f . Thus F − e + e is a 2-factor of G+e including e and avoiding f . So suppose x y ∈ E(G). Let N G (x ) = {y 1 , y 2 , y 3 } and N G (x) = {y, y , y }. Construct a bipartite graph G from G as follows. Delete the vertex x and add a new vertex x with N G (x ) = {y 1 , y 2 , y 3 }. Note that, since G is 2-connected, G is connected. Now, G + e admits a 2-factor including e and avoiding f if and only if G admits a 1-factor. By Hall's Theorem, G admits a 1-factor unless there is some subset S ⊆ X = (X\{x}) ∪ {x } with |N G (S)| < |S|. So assume that we have such a subset S. In G , all vertices in X have degree 3. Vertices in Y have degree 3 apart from y, y and y which have degree at least 2 and y 1 , y 2 , y 3 which have degree at most 4. (If, say y 1 = y , then y 1 will have degree 3 in G and so on.) With this in mind and counting edges between S and N G (S) we have ( * )
where −3 ≤ α ≤ 3. Thus we must have α = 3, {x , x } ⊆ S, {y 1 , y 2 , y 3 } ⊆ N G (S) and {y, y , y }∩N G (S) = / 0. Moreover, ( * ) is satisfied as an equality, thus N G (N G (S)) = S and G is disconnected. This contradicts our earlier observation that G is connected. Hence we may find a 2-factor through e avoiding f .
2 Let G be a bipartite graph with bipartition (X,Y ) such that |X| = |Y |, and A be its bipartite adjacency matrix. In general 0 ≤ |det(A)| ≤ per(A). We say that G is det-extremal if |det(A)| = per(A). Let X = {x 1 , x 2 , . . . , x n } and Y = {y 1 , y 2 , . . . , y n } be the bipartition of G. For F a 1-factor of G define the sign of F, sgn(F), to be the sign of the permutation of {1, 2, . . . , n} corresponding to F. Thus G is det-extremal if and only if all 1-factors of G have the same sign.
The following result is a special case of [4 
. Let x 1 , x 2 , x 3 be the neighbours of y in G 1 and
we say that G is a star product of G 1 and G 2 and write
We shall also say that G 1 and G 2 are 3-cut reductions of G.
The Heawood graph H 0 is the bipartite graph associated with the point/ line incidence matrix of the Fano plane PG (2, 2) . Let H be the class of graphs obtained from the Heawood graph by repeated star products. These graphs were used by McCuaig in [6] to characterize the 3-connected cubic det-extremal bipartite graphs:
Theorem 2.3 [6] A 3-connected cubic bipartite graph is det-extremal if and only
if it belongs to H .
2
Note 1: Bipartite graphs G with the more general property that some of the entries in the adjacency matrix A of G can be changed from 1 to −1 in such a way that the resulting matrix A * satisfies per(A) = det(A * ) have been characterized in [3, 5, 7] .
Note 2:
It is conjectured in [2] that a k-regular bipartite graph G is 2-factor hamiltonian if and only if either k = 2 and G is a circuit, or k = 3 and G can be obtained from K 3, 3 and H 0 by repeated star products.
In [1] the structure of 2-connected cubic det-extremal bipartite graphs is characterized. Part of that characterization is summarized in Theorem 2.4 below. First, however, we need the following definition.
If a cubic bipartite graph G has a 2-edge-cut K = {x 1 y 1 , x 2 y 2 } and G − K has components H with x 1 , y 2 ∈ V (H) and J with x 2 , y 1 ∈ V (J), we call the multigraphs, H + x 1 y 2 and J + x 2 y 1 , 2-cut-reductions of G. If, in addition, a 2-cutreduction of G is 3-connected, we call it an endpiece of G. Note that an endpiece must be a simple graph since it is 3-connected and cubic. Proof. We use induction on |V (G)|. It can be seen that the lemma holds for H 0 . (Since H 0 is 4-arc-transitive, see [13, p60] , it suffices to check that H 0 has a connected 2-factor.) Hence we may suppose that G has been constructed from H 0 using star products. Then G = (G 1 , y) * (G 2 , x) for some G 1 , G 2 ∈ H , and the lemma follows easily by applying the inductive hypothesis to G 1 and G 2 .
2
Note that, since each G ∈ H is cubic, Lemma 2.5 implies that G also has a connected 2-factor containing any given edge.
The statements of Lemmas 2.6 and 2.8 below are quite long and technical, detailing structures beyond the requirements of the proof of our main result, Theorem 3.1. Indeed, Lemma 2.5 and Corollaries 2.7 and 2.9 are all we require for this purpose; the stronger and more involved statements are necessary for our inductive proofs of the lemmas themselves. Before presenting the lemmas we introduce some terminology.
Let G be a graph and let x, y ∈ V (G). We will make use of the following spanning subgraphs. An x-y theta graph of G, Θ xy , is a 2-connected spanning subgraph of G in which vertices x and y have degree 3 and all other vertices have degree 2. So Θ xy consists of a cycle, C, through x and y together with a path (possibly just an edge) joining x to y, which meets C precisely at x and y. An x to y lollipop of G is a connected spanning subgraph of G in which x has degree 1, y has degree 3 and all other vertices have degree 2. (Note the importance of the order, an x to y lollipop is quite different from a y to x lollipop.) An x-y double lollipop of G is a connected spanning subgraph of G in which x is joined to y by a unique path, x and y have degree 3 and all other vertices have degree 2. In both an x to y lollipop and an x-y double lollipop there is a unique path joining x to y. We refer to this path as the stick and edges belonging to the stick are called stick edges. We say that a 3-edge-cut K in a 3-connected graph G is non-trivial if each component of G − K has at least two vertices.
Lemma 2.6 Let G ∈ H have bipartition (X,Y ). Then we have the following. (a) Suppose x ∈ X, y ∈ Y and f ∈ E(G) is incident with x. Then: (i) G has two x-y-hamiltonian paths avoiding f , each entering y via a different edge; (ii) either G has an x-y theta graph, or xy ∈ E(G) and G has two x-y double lollipops each excluding f from their stick and each using a different stick edge at y. (b) Suppose x, x ∈ X, x = x , f ∈ E(G) is incident with x and f ∈ E(G) is incident with x . Then (i) G has two x to x lollipops, each avoiding f , and each using a different stick edge at x ;
(ii) G has two x to x lollipops such that neither uses f as a stick edge, and each uses a different stick edge at x.
Proof. We use induction on |V (G)|. If G = H 0 then it can be checked that the various assertions hold for H 0 . (Using the 4-arc-transitivity of H 0 , see [13, p60] , and the fact that H 0 has diameter 3, it suffices to check the cases when x and y are joined by a path P in H 0 of length 1 or 3, and x and x are joined by a path P in H 0 of length 2. In the cases when P has length at most two, there are two subcases depending on whether or not f , or f , lies on P; in the remaining case we may assume by symmetry that f lies on P.) Hence we may suppose that G has been constructed from H 0 using star products.
Let G ∈ H be a smallest possible counterexample to the statement of the lemma Lemma 2.5, each contains a hamiltonian cycle avoiding any nominated edge. Thus the desired structure in G may be obtained from the corresponding structure in H , say, when paired with the appropriate hamiltonian cycle in J .) So we may assume that the selected vertices, x, y (respectively x, x ), lie in different components of G − K.
Claim 1 (a) holds for G.
Proof. Case 1 x ∈ V (H) ∩ X and y ∈ V (J) ∩Y . We first show that (a)(i) holds for G. We can apply (a)(i) inductively to H with x = x and y = u and to J with v = x and y = y. Thus for each edge f ∈ E(H ) incident with x, there are hamiltonian paths P 1 and P 2 from x to u avoiding f and each uses a different edge at u. Say P 1 uses the edge x 1 u and P 2 uses the edge x 2 u. Now, in J there are two hamiltonian paths P 1 , P 2 , from v to y avoiding the edge vy 3 , each using a different edge at y. Now we might have vy 1 ∈ E(P 1 ) and vy 2 ∈ E(P 2 ) or both P 1 and P 2 could have the same initial edge, say vy 1 . In the former case, combining P 1 with P 1 and P 2 with P 2 yields the desired hamiltonian paths in G avoiding f and each using a different edge at y. In the latter case we combine P 1 with each of P 1 and P 2 in turn to yield the desired hamiltonian paths in G.
We next show that (a)(ii) holds for G. If H has an x-u theta subgraph and J has a v-y theta subgraph, then G has an x-y theta graph. Note that, if x ∈ {x 1 , x 2 , x 3 }, then xv ∈ E(H ) and we may apply (a)
Suppose H has an x-u theta graph, Θ xu . We may assume without loss of generality that f is included in the x-u path in Θ xu using the edge x 1 u. If J has a v-y theta subgraph, we are done as noted above. Thus we may assume that J has two v-y double lollipops each avoiding vy 1 as a stick edge and each using a different stick edge at y. Combining these with Θ xu we obtain the desired double lollipops in G.
Similarly, if J has a v-y theta graph and H has the indicated double lollipops, we can construct the desired double lollipops in G.
Case 2 x ∈ V (J) ∩ X and y ∈ V (H) ∩Y . We first show that (a)(i) holds for G. Applying (b)(i) inductively to J , there are two x to v lollipops avoiding f , each using a different stick edge at v. Say we have an x to v lollipop avoiding f , with stick edge y 1 v at v in J . By b(ii), in H we have two y to u lollipops, each using a different stick edge at y and neither using the edge x 1 u in the stick at u. Combining these as in the proof of (a)(i) in Case 1, gives two x-y hamiltonian paths avoiding f and each entering y via a different edge in G.
We next show that (a)(ii) holds for G. Applying (b)(ii) inductively, we deduce that there are two v to x lollipops of J such that f is not a stick edge at x and each uses a different stick edge at v, say one uses vy 1 and the other uses vy 2 . By (b)(i), there are two u to y lollipops of H avoiding ux 3 , each using a different stick edge at y. Combining these appropriately we obtain two x-y double lollipops avoiding f as a stick edge at x and each using a different stick edge at y. This completes the proof of the claim. 2
Claim 2 (b) holds for G.
Proof. By (a)(i), there are two x to u hamiltonian paths in H , avoiding f and each entering u via a different edge. Say x 1 u and x 2 u are the edges used at u. By (b)(ii), there are two v to x lollipops in J avoiding vy 3 , each using a different stick edge at x . These may be combined to form the desired x to x lollipops in G for part (b)(i) of the lemma. Similarly, for each edge f incident with x , there are two v to x lollipops in J avoiding f as a stick edge at x , each using a different stick edge at v. Say these use y 1 v and y 2 v as stick edges. By part (a) there are two u-x hamiltonian paths avoiding ux 3 and each entering x via a different edge. Combining these appropriately we form the desired lollipops for part (b)(ii) of the lemma. 2 The lemma follows from the above two claims.
2 Using Lemma 2.6(a)(i), we may deduce
Corollary 2.7 Let G ∈ H , x ∈ V (G) and f ∈ E(G) incident to x. If an edge e = xy is added to G so that G + e is bipartite, then there is a connected 2-factor in G + e through e, avoiding f .
Lemma 2.8 Let G ∈ H have bipartition (X,Y ), x ∈ X, y ∈ Y and f ∈ E(G) incident with x. (a) If xy ∈ E(G), then G − x − y has a disconnected 2-factor, (b) If xy ∈ E(G), then either: (i) x and y are both endvertices of different edges in the same non-trivial 3-edge-cut, K, of G, and f ∈ K. In this case there is a non-hamiltonian xy-path P in G, such that f ∈ E(P). Moreover, G − V (P) admits a 2-factor; or
(ii) there are two non-hamiltonian xy-paths P 1 , P 2 in G such that f ∈ E(P 1 )∪
E(P 2 ) and each P i enters y via a different edge. Moreover, for each i, G −V (P i ) admits a 2-factor.
Proof. We use induction on |V (G)|. If G = H 0 then it can be checked that the various assertions hold for H 0 . (Using the 4-arc-transitivity of H 0 , see [13, p60] , and the fact that H 0 has diameter 3, it suffices to check the cases when x and y are joined by a path P in H 0 of length 1 or 3. In the case when P has length 1, there are two subcases depending on whether or not f lies on P; in the remaining case we may assume by symmetry that f lies on P.) Hence we may suppose that G has been constructed from H 0 using star products. Let K = {x 1 y 1 , x 2 y 2 , x 3 y 3 } be a non-trivial 3-edge-cut in G. There are precisely two components of G − K, H containing {x 1 , x 2 , x 3 } and J containing {y 1 , y 2 , y 3 }. Case 1 x ∈ V (H) ∩ X and y ∈ V (J) ∩Y . Suppose xy ∈ E(G). Without loss of generality we may take x = x 1 and y = y 1 . By (a) and induction, there is a disconnected 2-factor of H − x 1 − u and disconnected 2-factor of J − y 1 − v. Hence there is a disconnected 2-factor of G − x − y and (a) holds for G.
Thus we may assume xy ∈ E(G). We shall show that (b) holds for G. Suppose x ∈ {x 1 , x 2 , x 3 } and y ∈ {y 1 , y 2 , y 3 }, say x = x 1 and y = y 2 . By Lemma 2.6(a)(i), there are two x 1 -u hamiltonian paths in H avoiding f , each entering u via a different edge. Since neither of these paths can use the edge x 1 u, one of them, P 1 say, must use the edge x 2 u. Now, from (a), J − v − y 2 has a disconnected 2-factor, F 1 . Let
If f = x 1 y 1 , P 1 provides the required path to satisfy (b)(i). So we assume that f = x 1 y 1 and proceed to establish (b)(ii) in this case. By Lemma 2.6(a)(i), there are two y 2 -v hamiltonian paths in J , each entering v via a different edge. Since neither of these paths can use the edge vy 2 , one of them, P 2 say, must use the edge vy 1 . By (a), H − u − x 1 , has a disconnected 2-factor, F 2 . Thus P 1 and P 2 := P 2 [y 2 y 1 ]y 1 x 1 are the two paths required for (b)(ii).
Hence we may assume that, no non-trivial 3-edge-cut of G is incident with both x and y. (2.1)
We now modify our choice of the 3-edge-cut K, if necessary, so that H is minimal with respect to inclusion. This implies that H has no non-trivial 3-edge-cuts.
(Since H ∈ H , this implies H = H 0 .) Suppose x ∈ {x 1 , x 2 , x 3 }. Applying (b) inductively to H and using the fact H has no non-trivial 3-edge-cuts, we deduce that there are two non-hamiltonian xupaths P 1 , P 2 in H such that f ∈ E(P 1 ) ∪ E(P 2 ), each P i enters u via a different edge and, for each i, H − V (P i ) admits a 2-factor. Without loss of generality x 1 u ∈ E(P 1 ) and x 2 u ∈ E(P 2 ). By Lemma 2.6 (a)(i), there are two hamiltonian vypaths P 1 , P 2 in J such that vy 3 ∈ E(P 1 ) ∪ E(P 2 ), and each P i enters y via a different edge. Combining these paths appropriately we deduce that (b)(ii) holds for G.
Finally we suppose that x ∈ {x 1 , x 2 , x 3 }, say x = x 3 . By (2.1), y ∈ {y 1 , y 2 , y 3 }. By Lemma 2.6 (a)(i), there are two hamiltonian x 1 u-paths P 1 , P 2 in H such that f ∈ E(P 1 ) ∪ E(P 2 ), and each P i enters u via a different edge. Since x 3 u cannot be an edge of P 1 or P 2 , we may suppose that x 1 u ∈ E(P 1 ) and x 2 u ∈ E(P 2 ). If J had a non-trivial 3-edge cut K incident with both v and y and containing v 1 y 3 , then K − v 1 y 3 + x 1 y 3 would be a non-trivial 3-edge cut of G which is incident to both x and y. This is impossible by (2.1). Thus no such cut exists in J . Applying (b) inductively to J we obtain two non-hamiltonian vy-paths P 1 , P 2 in J such that vy 3 ∈ E(P 1 )∪E(P 2 ), each P i enters y via a different edge and, for each i, J −V (P i ) admits a 2-factor. Combining these paths appropriately we deduce that (b)(ii) holds for G.
Case 2 x ∈ V (J) ∩ X and y ∈ V (H) ∩ Y . Note that in this case, xy ∈ E(G) and neither x nor y is the endvertex of an edge in K. By Lemma 2.6 (b)(i), there are two x to v lollipops in J avoiding f and each using a different stick edge at v. Say one uses y 1 v and the other uses y 2 v. Using Lemma 2.6 (b)(ii) on H , there are two y to u lollipops avoiding ux 3 as a stick edge at u and each using a different stick edge at y. These lollipops may be combined appropriately to form the desired paths P 1 and P 2 satisfying (b)(ii) in G.
2 Proof. Using the notation of the statement of the lemma we add edges e 1 = x 1 y to H * 1 and e 2 = x y 1 to H * 2 . By Lemma 2.1, H * 2 + e 2 admits a 2-factor F that includes e 2 and avoids x y . Now, H * 1 + e 1 admits a connected 2-factor, F * , including e 1 and avoiding xy by Corollary 2.7, and a disconnected 2-factor F including e 1 and avoiding xy by Corollary 2.9(i) (since e 1 = x 1 y cannot be parallel to xy). Combining F with F * to form a 2-factor F 1 of G + x 1 y 1 and combining F with F to form a 2-factor F 2 of G + x 1 y 1 , we have, ω(F 1 ) < ω(F 2 ) and the the result follows. 
Proof.
Suppose that the theorem is false and let G, with bipartition (X,Y ), be a counterexample chosen such that k is as small as possible. Let F be a 1-factor of G and H = G − F. Then H ∈ BU(k − 1). Hence, by the minimality of k, we must have k = 4. Thus H = G−F is cubic bipartite and each component of H belongs to BU (3) . Now for each 1-factor F in H, F ∪F is a 2-factor of G. Since G ∈ BU(4), every 2-factor of G has the same number of cycles with length congruent to 0 mod 4. Consequently, by Lemma 2.2, all 1-factors in H have the same sign. In particular, each component of H is det-extremal. We distinguish three cases, depending on the connectivity of H.
Case 1 H is 3-connected.
Since H is det-extremal, it follows from Theorem 2.3 that H ∈ H . Thus H and hence G is hamiltonian. This contradicts Theorem 1.1.
Case 2 H has connectivity 2. By Theorem 2.4, there is a 2-edge-cut S = {xy , x y} in H such that H 1 , H 2 are the components of G−S, with {x, y} ⊂ V (H 1 ), and H * 1 = H 1 +xy ∈ H . By Lemma 2.5, H * 1 contains a hamiltonian cycle F 1 through xy and a hamiltonian cycle F 2 avoiding xy. Also, since H * 2 = H 2 + x y is cubic and bipartite, it contains a 2-factor F 1 through x y and a 2-factor F 2 avoiding x y . Now, if there is an edge e ∈ F such that both end vertices of e are in V (H 1 ), then by Corollary 2.9, H * 1 + e has a disconnected 2-factor F * including the edge e. If F * also includes the edge xy, then combining F * with F 1 we obtain a 2-factor of G with more components than that obtained by combining F 1 and F 1 . Similarly, if F * avoids the edge xy, then combining F * with F 2 we obtain a 2-factor of G with more components than that obtained by combining F 2 and F 2 . Consequently G admits two non-isomorphic 2-factors.
So we assume that for each e ∈ F incident with a vertex in V (H 1 ), the other endvertex of e lies in V (H 2 ). Choose x 1 ∈ (V (H 1 )\{x}) ∩ X. There is an edge e ∈ F such that e = x 1 y 1 and y 1 ∈ V (H 2 ) ∩Y . By Lemma 2.10, H + e, and hence G, admits two non-isomorphic 2-factors.
Case 3 H is disconnected.
Suppose there is a 3-connected component C of H and an edge e ∈ F with both endvertices in V (C). By Corollary 2.7 we have a connected 2-factor in C + e and by Corollary 2.9 there is a disconnected 2-factor in C + e. Thus G admits two non-isomorphic 2-factors.
Suppose H has a component C of connectivity 2 and there is an edge e ∈ F with both endvertices in the same endpiece of C . By an argument similar to that in Case 2 above, there are two non-isomorphic 2-factors in G.
Suppose there is a component C of connectivity 2 and an edge e = uv ∈ F such that u, v ∈ V (C ), u is in an endpiece H of C (and hence H ∈ H ) and v is not in V (H ). Let S = {xy , yx } be a 2-edge-cut separating H from J = C −V (H ). Let x, y ∈ V (H ). So long as u ∈ {x, y}, Lemma 2.10 guarantees that C + e and hence G has two non-isomorphic 2-factors. Thus we may assume that H has connected components C 1 , . . . ,C n , n ≥ 2 and for each component C i of H we have the following properties. If C i is 3-connected, then all vertices in V (C i ) have neighbours in G belonging to V (G)\V (C i ) via edges in F. If C i is of connectivity 2, then in each endpiece H i of C i all vertices, except possibly those two incident with edges in the unique 2-edge-cut joining H i to the remainder of C i , have neighbours in G belonging to V (G)\V (C i ) via edges in F.
Choose a component, say C 1 of H. If C 1 is 3-connected, let x 1 be any vertex in V (C 1 ) ∩ X. If C 1 has connectivity 2, choose x 1 ∈ X from an endpiece of C 1 but not in a 2-cut. The vertex x 1 has a neighbour y i in another component C i via an edge in F. Relabelling if necessary, we may assume that i = 2. Now, if C 2 is 3-connected, we choose any x 2 ∈ (V (C 2 ) ∩ X)\N C 2 (y 2 ). If C 2 has connectivity 2, choose x 2 ∈ X in an endpiece of C 2 not containing y 2 and such that x 2 does not belong to a 2-cut. Continuing in this way from x 2 to a neighbour y 3 via an edge in F in a component C 3 and so on we must eventually reach a component which has already been visited. While this component may not be C 1 , there is no loss in generality if we assume that there is a sequence of components C 1 ,C 2 , . . . ,C m with x i ∈ V (C i ) ∩ X adjacent to y i+1 ∈ V (C i+1 ) ∩Y , x i y i+1 ∈ F and each x i chosen as described above. The addition of the subscripts is modulo m. Fix a 2-factor in J = H − ∪ m i=1 V (C i ). For each i = 1, . . . , m let e i = x i y i and C i = C i + e i . By Lemma 2.1 each C i , i = 2, . . . , m has a 2-factor through e i . By Corollaries 2.7 and 2.9 when C 1 is 3-connected, and Lemma 2.10 when C 1 has connectivity 2, C 1 has two 2-factors through e 1 , each with a different number of components. Thus G has two non-isomorphic 2-factors. This last contradiction establishes the result. 2
