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Abstract
Growth and Electronic Structure of Heusler Compounds for Use in Electron
Spin Based Devices
by
Sahil Jaykumar Patel
Spintronic devices, where information is carried by the quantum spin state
of the electron instead of purely its charge, have gained considerable interest
for their use in future computing technologies. For optimal performance, a pure
spin current, where all electrons have aligned spins, must be generated and
transmitted across many interfaces and through many types of materials. While
conventional spin sources have historically been elemental ferromagnets, like Fe
or Co, these materials produce only partially spin polarized currents. To increase
the spin polarization of the current, materials like half-metallic ferromagnets,
where there is a gap in the minority spin density of states around the Fermi
level, or topological insulators, where the current transport is dominated by
spin-locked surface states, show promise. A class of materials called Heusler
compounds, with electronic structures that range from normal metals, to half-
metallic ferromagnets, semiconductors, superconductors and even topological
ix
insulators, interfaces well with existing device technologies, and through the
use of molecular beam epitaxy (MBE) high quality heterostructures and films
can be grown. This dissertation examines the electronic structure of surfaces and
interfaces of both topological insulator (PtLuSb– and PtLuBi–) and half-metallic
ferromagnet (Co2MnSi– and Co2FeSi–) III-V semiconductor heterostructures.
PtLuSb and PtLuBi growth by MBE was demonstrated on AlxIn1−xSb (001)
ternaries. PtLuSb (001) surfaces were observed to reconstruct with either (1x3)
or c(2x2) unit cells depending on Sb overpressure and substrate temperature.
The electronic structure of these films was studied by scanning tunneling mi-
croscopy/spectroscopy (STM/STS) and photoemission spectroscopy. STS mea-
surements as well as angle resolved photoemission spectropscopy (ARPES) sug-
gest that PtLuSb has a zero-gap or semimetallic band structure. Additionally,
the observation of linearly dispersing surface states, with an approximate cross-
ing point 240meV above the Fermi level, suggests that PtLuSb (001) films are
topologically non-trivial. PtLuBi films also display a Fermi level position ap-
proximately 500meV below the valence band maximum.
Co2MnSi and Co2FeSi were also grown by MBE on GaAs (001) for use as
spin injectors into GaAs lateral spin valve devices. By the growth of the qua-
ternary alloy Co2FexMn1−xSi and varying x, electron doping of the full Heusler
compound was demonstrated by observation of a crossover from a majority spin
polarization of Co2MnSi to a minority spin polarization in Co2FeSi. Co2MnSi
x
films were studied as a function of the nucleation sequence, using either Co–
or MnSi– initiated films on c(4x4) GaAs. Studies using x-ray photoemission
spectroscopy (XPS), STM/STS, and transmission electron microscopy (TEM)
suggest that the bulk of the Co2MnSi films and the interfacial structure between
Co2MnSi and GaAs is not modified by the nucleation sequence, but a change
in spin transport characteristics suggests a modification of semiconductor band
structure at the Co2MnSi/GaAs interface due to diffusion of Mn leading to com-
pensation of the Schottky barrier contact. Diffusion of Mn into the GaAs was
confirmed by secondary ion mass spectrometry (SIMS) measurements. The pro-
posed mechanism for the modified spin transport characteristics for MnSi initi-
ated films is that additional diffusion of Mn into the GaAs, widens the Schottky
barrier contact region. These studies suggest that the ideal initiation sequence
for Co2MnSi/GaAs (001) lateral spin valve devices is achieved by deposition of
Co first.
xi
Contents
Contents xii
1 Heusler Compounds for Spintronic Devices 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Heusler Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Electronic structure of Heusler compounds . . . . . . . . . 6
1.3 Topological Insulators . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Half-Heusler topological insulators . . . . . . . . . . . . . . 10
1.4 Spintronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Spin Source . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Role of the interface on spintronic devices . . . . . . . . . 16
1.4.3 Semiconductor spintronics: the role of band structure near
the spin injection contact . . . . . . . . . . . . . . . . . . . 17
2 Heusler Heterostructure Growth and Characterization Tech-
niques 19
2.1 Molecular Beam Epitaxy . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 More specifics on Heusler growth: flux control and calibration . . 22
2.3 In-situ growth and surface characterization setup . . . . . . . . . 27
2.4 Scanning tunneling microscopy and scanning tunneling spectroscopy
(STM/STS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Photoemission spectroscopy . . . . . . . . . . . . . . . . . . . . . 32
2.5.1 ARPES measurement instrumentation . . . . . . . . . . . 35
xii
2.6 Measurements of spin injection in lateral spin valve heterostructures 37
2.6.1 Biased detector non-local spin valve measurements . . . . 43
2.6.2 Determining the sign of spin accumulations in
Co2MnSi/GaAs (001) lateral spin valve devices . . . . . . 46
3 Half-Heusler topological insulators: PtLuSb (001) and PtLuBi
(001) thin films 48
3.1 PtLuSb Growth and Electronic Structure . . . . . . . . . . . . . . 50
3.1.1 Sb capping and decapping . . . . . . . . . . . . . . . . . . 54
3.1.2 Surface reconstructions of PtLuSb (001) . . . . . . . . . . 57
3.2 Electronic Structure of PtLuSb (001) thin films . . . . . . . . . . 62
3.2.1 Measurement of the electronic quality of PtLuSb (001) films 62
3.2.2 Improving the electronic quality of PtLuSb (001) films . . 64
3.2.3 Temperature dependent Hall measurements of
PtLuSb (001) . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.4 Scanning tunneling spectroscopy (STS) and ultra-violet
photoemission spectroscopy (UPS) of PtLuSb (001) . . . . 69
3.2.5 Angle resolved photoemission spectroscopy (ARPES) of
PtLuSb (001) surfaces . . . . . . . . . . . . . . . . . . . . 72
3.2.6 Normal Emission . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.7 k‖ dispersions as a function of incident photon energy . . . 74
3.2.8 spin-ARPES of linearly dispersing surface states . . . . . . 79
3.2.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3 PtLuBi (001) Thin Films . . . . . . . . . . . . . . . . . . . . . . . 82
3.3.1 STM PtLuBi (001) surfaces . . . . . . . . . . . . . . . . . 84
3.3.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.4 Outlook for topological half-Heusler thin films . . . . . . . . . . . 92
4 Full-Heusler/GaAs Heterostructures for Spin Injection 94
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 Growth of full Heusler compound Co2MnSi and Co2FeSi thin films
by molecular beam epitaxy (MBE) . . . . . . . . . . . . . . . . . 96
xiii
4.2.1 Growth of Heusler/GaAs (001) layers for lateral spin valve
heterostructures . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3 Co2FexMn1−xSi alloys: Controlling the bulk spin polarization . . . 108
4.3.1 Growth of Co2FexMn1−xSi alloys . . . . . . . . . . . . . . 110
4.3.2 Biased detector spin signal measurements of
Co2FexMn1−xSi/GaAs (001) spin valves . . . . . . . . . . . 110
4.4 Understanding the effect of the Co2MnSi/GaAs (001) interface on
spin injection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.4.1 Co- and MnSi- Initiated Co2MnSi/GaAs (001) Lateral Spin
Valve Heterostructures . . . . . . . . . . . . . . . . . . . . 115
4.4.2 Spin signals of Co- and MnSi- initiated Co2MnSi/GaAs
(001) non-local spin valves . . . . . . . . . . . . . . . . . . 119
4.4.3 In-situ STM and STS of Co2MnSi growth on c(4x4) GaAs
(001) surfaces . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.4.4 In-situ XPS measurements of core-level emission intensity
during Co2MnSi nucleation on c(4x4) GaAs (001) surfaces 132
4.4.5 Investigation of the Co2MnSi/GaAs (001) interface by HAADF-
STEM imaging . . . . . . . . . . . . . . . . . . . . . . . . 137
4.5 Effects of Co2MnSi growth conditions on the GaAs band structure
near the interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.5.1 I-V measurements of Co2MnSi/GaAs Schottky contacts . . 142
4.5.2 Effect of modification of band structure on spin injection
properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.6 Outlook for Heusler compound spin injectors into III-V materials 146
5 Outlook of Heusler compounds for future research 148
A In-situ Point-contact Andreev reflection spectroscopy (PCAR)152
A.1 Measurements of spin-polarization in ferromagnets: PCAR . . . . 152
A.2 Traditional PCAR measurements and the advantages of in-situ
growth and measurement . . . . . . . . . . . . . . . . . . . . . . . 156
A.3 PCAR measurements: Measurement design and results . . . . . . 157
xiv
Chapter 1
Heusler Compounds for
Spintronic Devices
1.1 Introduction
Traditional computing architectures have been built upon complementary
metal-oxide semiconductor (CMOS) architectures which use simple on and off
devices for computation. However, to increase computing power, more of these
on/off devices, or transistors, need to be packed onto ever shrinking areas, and
at some point a size limit will be reached where these transistors no longer work
due to quantum mechanical effects. Additionally, as the transistor shrinks, its
leakage current increases, increasing the overall power consumption of the device.
To move past these obstacles, new computation technologies must be researched.
A promising new field that may realize a new type of computation is the field
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of spintronics. Spintronic devices utilize the fundamental, quantum mechanical
quantity of electron spin to store, read, and transmit data. New materials must
be developed which have ability to store, create, and transmit spin based data.
To create devices, these materials must be integrated into heterostructures, and
the properties of these heterostructures must be characterized. A class of materi-
als called Heusler compounds has a strong potential for use in spintronic devices,
as they can be integrated into heterostructures with many other electronic ma-
terials, and have the ability to store, create, and transmit data through electron
spins.
1.2 Heusler Compounds
Heusler compounds are a class of ternary intermetallics that crystalize in two
major crystal structures: L21 Full Heuslers with the chemical formula X2YZ and
C1b Half-Heuslers with the chemical formula XYZ. The full- and half-Heusler
crystal structures are shown in 1.1. These compounds can be thought of as
4 interpenetrating face-centered cubic lattices with the element Z at Wyckoff
position 4a (0,0,0), element Y at Wyckoff position 4b (1
2
,0,0). In full Heusler
compounds, both Wyckoff positions 4c (1
4
,1
4
,1
4
) and 4d (3
4
,1
4
,1
4
) are occupied by
element X, while in half Heusler compounds, the Wyckoff position 4c is occu-
pied, and the position 4d remains unoccupied. The resulting crystal structures
are similar for full and half-Heuslers, but an important consequence of the empty
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4d position in half Heuslers is a loss of symmetry. This makes half-Heusler com-
pounds have 2-fold symmetric surfaces, while full Heuslers have 4-fold symmetric
surface, as will be further discussed in this dissertation.
Figure 1.1. Crystal structure of Heusler compounds. Both the half- (left) and the full-
(right) Heusler crystal structures are shown. The half-Heusler structure can be thought
of as 3 interpenetrating FCC sublattices, while the full Heusler has 4 interpentrating
FCC sublattices.
The cubic Heusler crystal structure, consisting of interpenetrating FCC lat-
tices, is very similar to the zinc-blende and diamond crystal structures of III-V
and elemental semiconductors, respectively. Additionally, as shown in figure 1.2
Heuslers have similar lattice parameters to the III-V compounds semiconductors.
Both a good lattice match, as well as a continuous FCC sublattice from III-V
semiconductors into Heusler compounds, promotes epitaxial growth as well as
the formation of atomically abrupt interfaces, allowing for the growth of complex
Heusler/III-V thin film heterostructures and subsequent fabrication of devices
that utilize Heusler/III-V structures.
3
Figure 1.2. The lattice parameter of select Heusler compounds plotted against the
lattice parameter of common III-V semiconductors, demonstrating their good lattice
match and potential for incorporation into III-V devices [1]
This class of materials contains over 1000 compounds, with a wide range of
electronic properties including ferromagnets, half-metallic ferromagnets, semi-
conductors, superconductors, and topological insulators. The ability to tune
electronic structure while retaining the same basic crystal structure and lattice
constant, makes Heusler compounds analogous to complex perovskite oxides.
In thin film form, this gives Heusler compounds the ability to be grown into
complex heterostructures for a variety of interesting devices. Figure 1.3 shows
the vast number of elements that can be incorporated into the Heusler crystal
structure.
Traditionally, research in the field of Heuslers has focused on full-Heuslers
for their interesting magnetic properties [3, 4], but more recently, research has
4
Figure 1.3. Periodic table depicting the vast number of elements that can be incor-
porated into Heusler compounds to tune electronic properties, all while retaining the
same cubic crystal structure. Red elements can sit in the X site, purple elements sit
on the Y site, and green elements sit on the Z site [2].
picked up in the field of semiconductors [5], topological insulators [6–8], and su-
perconductors [9–11]. Semiconducting Heusler compounds have recently gained
interest for their use as potential thermoelectric materials [5, 12–14].
These compounds are mostly variants on semiconducting Heusler compounds,
with doping to increase carrier concentration and to reduce lattice thermal con-
ductivity. Even more recently, the prediction of topological insulators, and even
topological superconductors has sparked a new interest in the synthesis of half-
Heusler compounds with large average atomic number (Z), and large spin-orbit
coupling [6–8].
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1.2.1 Electronic structure of Heusler compounds
Figure 1.4 shows possible electronic structures that Heusler compounds can
possess.
Figure 1.4. Possible electronic structures of Heusler compounds. By tuning the
number of valence electrons per formula unit, the Fermi level position may be adjusted
and the electronic structure of the resulting compound can be tuned.
The electronic properties of Heusler compounds can be fairly reliably pre-
dicted by counting the total number of valence electrons per formula unit [2].
Due to d-orbital crystal field splitting, which is based on the crystal structure and
d-orbital overlap of neighboring atoms, Heusler compounds tend to have gaps
in their band structures [2, 15]. For half-Heusler compounds, a valence electron
count of 18 e- results in a compound with filled electronic states below this gap,
and empty states above the gap, therefore leading to a semiconducting crystal.
For full Heusler compounds, a filling of 24 valence electrons creates a similar
semiconducting electronic structure, although in full Heusler compounds, these
gaps tend to be much smaller. For both crystal structures, a valence electron
6
count above or below these numbers results in metallic electronic structures. In
full Heusler compounds, these metallic structures have a tendency to become
ferromagnetic [2]. Additionally, ferromagnetism can be stable with the d-orbital
gap present in the minority spin channel, leading to half-metallic ferromagnetism
and the potential for a 100% spin polarized source for spintronic devices.
1.3 Topological Insulators
Electronic materials can be divided into two simple groups: insulators and
metals. In a simple picture, insulating materials are characterized by large band
gaps and cannot transport electrons or holes, while metals have no band gaps,
and can conduct electrons and holes easily. The term topological insulator
bridges the gap between an insulator and a metal: the bulk of the material
is insulating, and cannot pass current, while all surfaces of the material remain
conductive and can pass current. In a topological insulator, not only are the
surfaces conductive, but in these surface states, the momentum‘ and spin are
locked. This means that the spin of electrons traveling in these surface states is
locked to the direction that they travel. The ultimate consequence of spin lock-
ing, is that current traveling across a topologically insulating surface is 100%
spin polarized, with the potential for use in novel spintronic devices.
The E vs k dispersion of these states is linear with a helical spin texture [16].
A consequence of spin orbit coupling, the helical spin texture surface state pos-
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sesses time reversal symmetry, that is, if the electron momentum is reversed, it
must be accompanied by a reversal in spin. These states are said to be topolog-
ically protected, and robust against disorder, as they are caused by a crossing of
bulk bands at the interface between the bulk material and vacuum [16]. An ex-
ample of this surface state is shown in figure 1.5 in the predicted band structure
of the topological insulator Bi2Se3 as projected into the surface Brillouin zone.
The band structure is calculated with and without the influence of spin orbit
coupling. The incorporation of spin orbit coupling into the calculations results
in the formation of a Dirac cone, or topologically protected state, in red [17].
This state has been experimentally verified in Bi2Se3 as well as many other 3D
topological insulators using angle resolved photoemission spectroscopy (ARPES)
which will be further discussed in section 2.5.
While current passed across the surface a topological insulator should theo-
retically come out 100% spin polarized, there are many experimental challenges
that need to be addressed to synthesize these materials. More specifically, even
if the electronic band structure theoretically predicts a bulk bandgap around the
Fermi level, crystal defects can lead to a change in gap size or change in Fermi
level position, leading to bulk conduction. Since the bulk bandstructure is not
spin polarized, this leads to the reduction of the spin polarization of the total
current.
The first demonstration of a topological state in a three-dimensional topo-
8
Figure 1.5. Bandstructure of Bi2Se3 projected onto the surface Brillioun zone. The
simple bandstructure is shown calculated with (purple) and without (blue-green) spin-
orbit coupling. The inclusion of spin orbit coupling leads to the topological bulk band
inversion leading to the formation of a helical dirac cone, shown in red [17].
logical insulator was in Bi0.9Sb0.1 [18]. While the toplogical state was verified
by ARPES, the Fermi level was not located in a bulk band gap and therefore
topological state could not be measured. Since then, other materials possess-
ing topological surface states have been discovered and heavily studied. [16].
Even with these gapped electronic structures, though, it has been difficult to
synthesize materials with the Fermi level within the bulk bandgap.
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1.3.1 Half-Heusler topological insulators
Half Heusler topological insulators were first predicted in 2010 at the same
time by Chadov, Lin, and Al-Sawai in three separate papers [6–8]. The topo-
logical state was predicted to arise due to an inversion of bulk bands in strongly
spin orbit coupled materials. This inversion occurs when bands with s-like char-
acter, which are normally situated in the conduction band in trivial insulators,
above the gap, are pushed lower in energy than the four-fold degenerate p-like
bands at the Γ point of the Brillouin zone. This inversion leads to a topologi-
cally non-trivial state at the surface of the material, as these bands are part of a
continuum, and must revert back to the trivial s above p state in vacuum. Since
the bands are inverted in the crystal, and not inverted outside of the crystal,
they must cross at the surface, leading to the formation of the topological state.
In the case of half-Heusler compounds, it was found that a general trend
of increasing strength of the band inversion, which is calculated by subtracting
the energy of the p-like bands from the s-like bands, is observed with increasing
average atomic number (Figure 1.6). This is a direct consequence of increasing
of the spin-orbit coupling by increasing the charge of the positive nucleus [7].
An additional consequence, however, of the band inversion is the closing of
the bulk band gap. Many of the predicted topological half-Heuslers are zero-
gap or semi-metallic materials, making it difficult to remove bulk conduction
paths. However, alternatives have been proposed to open up a bulk bandgap,
10
Figure 1.6. Caluculated band inversion strength of half-Heusler compounds with a
valence electron count of 18e−. A general trend of increasing band inversion strength
(larger negative numbers) is observed for an increase of average atomic number Z.
PtLuSb is on the border of this topologically trivial and non-trivial band inversion
and PtLuBi displays the strongest band inversion [7].
particularly in zero-gap PtLuSb. Since the bulk band structure has conduction
and valence bands that only touch, and do not overlap, the addition of tensile
strain can open up a bulk bandgap [6, 7]. Since the application of tensile strain
in three dimensions is not practical, one way to possibly strain the material is
through thin film growth on lattice-mismatched substrates and apply biaxial
tensile strain, which is also predicted to open a bulk bandgap while retaining
11
the topological band inversion, as illustrated in figure 1.7a. Also illustrated in
figure 1.7b is the band structure calculation under 3% hydrostatic compressive
strain. In this case, although a larger bandgap is opened, the topological band
inversion is not preserved, resulting in a trivially insulating phase. Therefore,
in designing thin film heterostructures to create a truly topologically insulating
phase, only positive lattice mismatches can be considered, resulting in a tensile
strain of the half-Heusler film.
Figure 1.7. (a) PtLuSb band structure under application of 3% biaxial tensile strain
opening a bulk bandgap and preserving the topological band inversion, as denoted
by the presence of s-like states (orange dots) in the valence band. (b) PtLuSb band
structure under application of 3% biaxial compressive strain opening a bulk bandgap
and destroying the topological band inversion, as denoted by the absence of s-like
states (orange dots) in the valence band. [6].
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1.4 Spintronics
Spintronics is very general term which refers to devices that use the funda-
mental quantum mechanical quantity of spin of electrons to operate. In general,
spintronic devices can be split into two broad categories: metal based spintronics
and semiconductor based spintronics. The category of metal based spintronics
encompasses giant magnetoresistive (GMR) [19, 20], tunneling magnetoresistive
devices (TMR) [21, 22], and other types of magnetoresistive (MR) devices, as
well as metallic spin valves in either the lateral or vertical current transport
direction and more recently, spin torque transfer memories (STTM). Semicon-
ductor based spintronics attempt to modify the electron spin, or to convert it into
another form, such as light. These devices include the proposed spin-FET, lat-
eral spin valves using semiconductor transport channels, and spin-LEDs [23–25].
Regardless of the device structure or concept, all devices require a spin source,
spin transport material, and spin detector. This dissertation will focus on semi-
conductor based spintronics, as work towards the realization of the Datta-Das
spin-FET [23], but draws on concepts developed in the study of metal based spin-
tronics that have been well studied and can be used to explain characteristics of
semiconductor devices.
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1.4.1 Spin Source
The most important aspect of spintronic device design is a spin source. The
most reliable spin source has traditionally been a ferromagnet. Ferromagnetic
materials are characterized by unpaired electrons that have a natural tendency
to align spins. When placed in a magnetic field, these spins can align as an
ensemble with that field, but when the field is removed, they retain that same
spin direction, generating an internal magnetic field. When talking about ferro-
magnets, the terms majority and minority spins can be defined. In itinerant, or
delocalized ferromagnets, the majority spin can be defined as the spin direction
which has a larger number of filled states, while the minority spin has a smaller
number of filled states. The net imbalance in spins results in a magnetization of
the sample (Figure 1.8).
Taking a closer look at the details of the density of states for each spin, we can
define the term spin polarization, which is related to imbalance in spin density
of states at the Fermi level. Equation 1.1 shows the tranditional definition of
spin polarization, which is the net spin present at the Fermi level described as a
percentage:
P =
ρ↑(EF )− ρ↓(EF )
ρ↑(EF ) + ρ↓(EF )
× 100 (1.1)
The spin polarization at the Fermi level is of considerable importance in
a spintronic device. In metals, current transport is dominated by electronic
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Figure 1.8. Cartoon schematic of the density of states of a ferromagnet. A net
imbalance in majority (red) and minority(blue) spins is characteristic of a ferromagnet.
At the Fermi level, denoted by EF , there is also an imbalance in number of states.
This imbalance leads to the net polarization of spins in a current flowing through a
ferromagnetic material.
states at or near the Fermi level. Since the ferromagnetic density of states is
spin polarized at the Fermi level, this means that the current flowing through
and out of a ferromagnet becomes spin polarized, which allows it to serve as
a source of spins. Ferromagnets with larger spin polarizations are, in general,
of interest for researchers as they provide a source of current that has a larger
spin polarization. Taken to the extreme, some materials have the potential to be
100% spin polarized, that is, they have no minority states at or near the Fermi
level. These materials are called half-metallic ferromagnets. One promising way
to measure the bulk spin polarization of a material is through a technique called
point contact Andreev reflection (PCAR) spectroscopy where a superconducting
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point contact is made to the material of interest, and spectroscopy within the
superconducting gap can provide information about spin transport across the
junction [26]. A more detailed discussion of this technique can be found in
appendix A.
1.4.2 Role of the interface on spintronic devices
High bulk spin polarization, however, is not the only criteria for a good spin
source. The interface between the spin source and the rest of the device is cru-
cial, as the change in periodicity due to the interface causes the formation of
interfacial states, which can have different band structure than the bulk, leading
to either an enhancement or reduction in spin polarization of the flowing current.
Interfacial states have been theorized to be the driving force in the reduction of
spin polarization of the tunneling current in Co2MnSi/MgO/Co2MnSi magnetic
tunnel junctions [27]. This work suggests that a purely Mn-O interfacial bond-
ing configuration at the Co2MnSi/MgO interface is the only interface that is
stable and predicted to retain half-metallicity. This theoretical work has been
substantiated by the observation of increasing tunneling magnetoresistance ra-
tio (TMR) in tunnel junctions composed of Co2−xMn1+xSi electrodes, with x as
large as 0.3 [28]. In these samples, the percentage of MnMn/O type interface in-
creased with increasing x, presumably leading to an increase in half-metallicity
at the interface, and an increase in spin polarization of the tunneling current
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[29]. This theoretical work and experimental observation show the importance
of the interface between the spin source and the spin channel material.
1.4.3 Semiconductor spintronics: the role of band struc-
ture near the spin injection contact
While the Datta-Das spin-FET transistor is regarded as the holy grail of
semiconductor spintronics, the process of actually transporting the electron from
the ferromagnet into the semiconductor has proven to be difficult [23]. Initially,
researchers attempted to make ohmic contacts to semiconductors using ferro-
magnets, but these contacts failed to inject spins into the semiconductor. The
reason for this difficulty was described in 2000 and is due to the impedance mis-
match at the ferromagnet semiconductor interface [30, 31]. A simple description
of this problem as is follows, and is adapted from the thesis of Xiaohua Lou
[32]. When electrons or holes are traveling from a ferromagnet, which is a metal,
into a semiconductor, which is much more resistive than a metal, the effective
resistance of spin-flipping in the metal at the semiconductor interface must also
be considered. In an ohmic contact, majority electrons reach the semiconductor
interface, and the resistance to get into the semiconductor is much higher than
the effective resistance of the spin-flip at the interface, which causes majority
electrons to flip. This results in the flow of a net unpolarized current into the
semiconductor, even though the transport in the bulk of the ferromagnet is spin
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polarized [30, 31]. To overcome this obstacle, a tunneling type contact is re-
quired where the tunneling process is only dominated by the density of states of
the ferromagnet and semiconductor, and is not affected by spin flips present in
diffusive transport [31]. The Schottky barrier which naturally forms at a metal-
GaAs interface, due to Fermi-level pinning [33, 34], is an ideal and simple tunnel
barrier for spin injection into GaAs, and has been widely used in semiconductor
spintronics [35–37]. Since the first demonstrations of spin injection to GaAs,
a considerable amount of work has gone into engineering of the Schottky bar-
rier to optimize spin injection efficiency and transport into semiconductor layers
and heterostructures deep in the semiconductor. Although a Schottky barrier
is naturally formed when GaAs is contacted by a metal, the details of its shape
can vary greatly depending on the metal (or in this case, the ferromagnet) and
the doping in the Schottky barrier region (due to the modification of the space-
charge region charge density) [33, 34]. Luckily, the GaAs Schottky barrier is
fairly robust, and the interfacial Fermi level pinning does not vary greatly be-
tween different ferromagnets, so techniques developed for Fe/GaAs spin injection
can be used for a variety of different ferromagnets. The assumption of a near
mid-gap Fermi level pinning was used for the growth of Heusler compounds on
GaAs, and was verified by the observation of similar current voltage (IV) char-
acteristics in Heusler devices as are observed in Fe/GaAs (001) devices. Those
details will not be presented in this dissertation.
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Chapter 2
Heusler Heterostructure Growth
and Characterization Techniques
2.1 Molecular Beam Epitaxy
For devices to utilize either half-metallic ferromagnetic full Heuslers or pre-
dicted topologically insulating half Heuslers, they first must be heteroepitaxially
grown in thin film form. While much of the research in Heusler compound thin
films has centered around sputtering [38–41], many of the highest quality Heusler
films have been grown by molecular beam epitaxy [1, 42–45]. MBE is also the
best method for the growth of ultra-high purity semiconductor heterostructures,
and its control over doping is critical for the growth of lateral spin valve trans-
port devices [46]. Sub-monolayer level deposition control also allows films to be
grown with specific interfacial terminations and control over surface reconstruc-
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tions. Therefore MBE was the chosen growth method for all samples in this
dissertation.
The MBE chamber, in its simplest form, consists of elemental source mate-
rials and a sample substrate heater, as well as vacuum pumps, which allow the
chamber to operate in the regime of ultra-high vacuum (UHV) (P < 10−8 mbar).
The ultra-high vacuum environment allows molecular species to travel for mean
free paths on the order of meters before colliding with another molecule which
is crucial to allowing species to arrive on the sample surface without interact-
ing with other molecules [46]. The UHV environment also drastically reduces
the concentration of unwanted elemental contaminants in the growing film. For
example, carbon incorporated in the growth of GaAs is a strong p-type dopant.
A figure of a typical MBE is shown in figure 2.1. As an example, Pt, Lu,
and Sb sources are shown, but in practice, these sources could be any elemen-
tal source. Conventionally, source materials are placed inside crucibles that are
heated by resistive heating filaments to temperatures where the elemental source
begins to either evaporate or sublimate. A typical source temperature, for exam-
ple, of Ga is held between 800◦C-1000◦C for evaporation, while for Fe, the typical
source temperature is around 1250◦C-1300◦C for sublimation. The atomic flux
coming off of a source is governed by its vapor pressure, which follows Arrhenius
behavior as shown in equation 2.1 where kB is the Boltzmann constant, T is the
source temperature, EA is the activation energy for sublimation or evaporation,
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Figure 2.1. A schematic diagram of a molecular beam epitaxy growth chamber.
and A is a prefactor that includes geometry and other factors.
P (T ) = A× e−
EA
kBT (2.1)
The determination of EA and A as well as methods used for flux control will
be further discussed in the next section. For materials that have a very low vapor
pressure, an electron beam evaporator can be used to provide localized heating in
a small area resulting in increased temperature to a point that resistive heating
cannot reach, thus allowing for evaporation of the source. The MBE chamber
also contains a reflection high energy electron diffraction (RHEED) system which
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allows for the monitoring of the crystal during growth.
2.2 More specifics on Heusler growth: flux con-
trol and calibration
In typical III-As or III-Sb growth by molecular beam epitaxy, growth rate
is controlled by arrival of group III species while a group V overpressure is
supplied to the growing surface. The substrate temperature is typically kept at
a temperature at which a group V species will only incorporate into the crystal
if a group III species is present, otherwise, the group V species will re-evaporate
off of the surface. This ensures the growth of stoichiometric crystals in a group
III limiting growth regime. Many of the Heusler compounds, however, are made
of elements (like many transition metals) which have a sticking coefficient at
attainable growth temperatures of 1 or close to 1. This means that precise
control of each elemental flux must be obtained to deposit a stoichiometric film.
Calibration of atomic fluxes is carried out by correlation of beam flux mea-
surements from an ion flux gauge to Rutherford backscattering spectrometry
(RBS) measurements of elemental films grown at constant flux. The ion flux
gauge operates by accelerating electrons emitted from a hot filament towards a
positively biased grid. When these electrons collide with the atoms present in
the vacuum chamber or molecular beam, they ionize the atoms and molecules.
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These ionized particles are collected on a thin wire located in the middle of the
grid cage which is held at ground potential. The resulting current measured
from this wire to ground is proportional to the number of ions collected and
therefore the chamber pressure or molecular beams atomic flux. A picture of a
commercially available ion gauge is shown in figure 2.2.
Figure 2.2. A picture of an ion gauge showing the filament, grid, and collector. A
similar ion gauge is installed in each MBE chamber for beam flux measurements prior
to each growth.
In standard operation, the ion flux gauge is connected to a flux gauge con-
troller, which converts the current into a pressure value. This measurement of
beam flux pressure is common in III-V growth by MBE. In our setup, a beam
flux gauge controller was originally used to set emission current and grid bias,
but the collector was connected to a separate electrometer, which was used to
measure the ion current. This allows for the measurement of the ion current
with a higher precision, without the influence of any conversions from current to
pressure.
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To obtain complete control over the ion gauge, since it is crucial for it to
operate identically from measurement to measurement, we removed the ion gauge
controller completely, and the grid bias and filament current were externally
controlled by a current source for the filament and a high voltage source for the
grid. This setup currently allows for complete control over emission current and
grid bias, and has produced highly reproducible ion-current readings.
To calibrate atomic fluxes for a typical effusion cell, for example, Mn, the
cell is ramped up to a set temperature and allowed to stabilize for more than 15
minutes. After the cell temperature has stabilized, an ion flux gauge is positioned
in the molecular beam right where the substrate would be located. In the Heusler
Gen II system, the sample and ion flux gauge are located on opposite sides of the
sample manipulator, so fluxes can be measured while a sample is in the chamber,
as it points away from the source flange when the ion gauge is facing the sources.
The Mn shutter is then opened, and is left open until the ion current is stable for
30 seconds. This ensures that flux transients from the loss of reflected heat off
of the back of the shutter can be eliminated and that the cell has reached steady
state before the measurement. In order to subtract out the background chamber
pressure from the reading, the shutter is quickly closed, and the ion current is
recorded immediately after the shutter closes. After repeating this process to
verify that the measurement is precise, the Mn shutter is closed and the sample
is then rotated to the growth position. The Mn shutter is then opened and
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an elemental, polycrystalline Mn film is grown on a silicon substrate for a set
amount of time, which is recorded, to obtain a film that is approximately 10nm
thick.
This whole calibration process is repeated at least three times for three dif-
ferent cell temperatures to produce three samples per source. These samples are
then sent off for Rutherford backscattering spectroscopy (RBS) analysis to deter-
mine the areal atomic density. After determination of the areal atomic density,
diving by the growth time gives an atomic flux for each specific cell temperature
and ion current reading. Plotting the natural log of the atomic flux against 1/T
gives a straight line [Fig. 2.3A], which can then be used to calibrate atomic
fluxes for each cell temperature. However, in our experience, atomic flux from
a cell at a given temperature can vary greatly over long periods of time, and
after cell cool down and warmup. This can be due to effects such as material
depletion, oxidation, or redistribution of source material in the cruicible. By
plotting the atomic flux against the measured ion current [Fig. 2.3B], we also
obtain a straight line, which can be used to fine tune the source temperature
prior to each growth to obtain the desired flux. This technique is insensitive to
effects like depletion, oxidation, and redistribution of source material, because
the ion gauge measures the arriving atomic flux at the sample. As long as the
overall geometry (i.e. crucible shape, cell position, ion gauge position) does not
change, this measurement is fairly precise. Care also must be taken to ensure
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that the gauge is operating at a set emission current, with a set bias on the grid
and filament to ground (in our case, the grid is biased at +180V and the filament
at +24V to ground).
Figure 2.3. (A) Assuming Arrhenius behavior of the thermal evaporation source, the
natural logarithm of the atomic flux of Mn, as determined by the growth of elemental
Mn films on Si and analysis by Rutherford backscattering spectrometry (RBS), can be
plotted against 1/T and fit to a straight line to calibrate fluxes. Slight deviations can
be seen for this calibration series for the Mn cell. (B) Combining the RBS measurement
results with readings of ion current prior to each sample growth, a linear fit between
ion current at atomic flux can be obtained, with very little deviation from the fit,
and better agreement than using Arrhenius fitting. Since atomic fluxes drift from day
to day when sources are held at constant temperature, checking the beam flux gauge
pressure prior to each growth is crucial.
For silicon, the same series of RBS calibration samples is grown, but the
silicon source is a strip heater, and its flux is controlled by controlling the current
through a silicon strip. The flux off of the silicon strip heater must be checked
prior to each growth using an ion flux gauge, as the filament thins over time,
changing power dissipation and atomic flux. To control the silicon filament, a
Labview routine was written to provide controlled current ramps and monitor
the output power of the silicon source. These improvements have led to better
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control over the silicon flux, as well as an increase in the lifetime of each silicon
filament.
For platinum evaporation, an electron beam physical vapor deposition
(EBPVD) system is used, and a quartz crystal microbalance (QCM) is used to
calibrate flux, as the secondary electrons generated by the source and evapora-
tor affect collector ion currents. The QCM is installed on a linear drive-bellows
which allows the crystal to extend next to the sample manipulator for flux cali-
bration, and then be retracted during growths. Since the quartz crystal cannot
be positioned directly in front of the sample manipulator, the ratio of the flux
that is seen on the QCM to the flux that hits the substrate was calculated by
growth of an elemental film on the QCM and the substrate at the same time,
and comparing the ending thickness as measured both by the QCM and RBS
measurements of the calibration sample.
2.3 In-situ growth and surface characterization
setup
The samples studied in this dissertation were grown and partially character-
ized in the in-situ growth and characterization setup in Chris Palmstrøms Lab
at University of California, Santa Barbara. This system, shown as a schematic
diagram in figure 2.4, connects six MBE growth chambers to three scanning
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Figure 2.4. A schematic diagram of the Palmstrøm lab in-situ growth and char-
acterization setup, with 6 MBE growth chambers, 3 scanning probe microscopes, an
x-ray photoemission spectroscopy analysis chamber, and multiple RHEED and LEED
diffraction systems. The majority of the sample growth done for this dissertation was
on the III-V VG-V80H and the Heusler MOD Gen II EMOF growth chambers, and
samples were characterized by XPS and in the Omicron LTSPM.
tunneling microscopes (STM) and an x-ray photoemission spectroscopy (XPS)
system for surface characterization. The setup allows for the study of growing
surfaces and films without contamination from exposure to air in the transfer
process. A few of the chambers were heavily used for this dissertation, including
the VG Semicon V80H III-V MBE chamber, the Heusler Veeco MOD Gen II
EMOF MBE chamber, the VG Scienta XPS analysis chamber, and the Omi-
cron Low-Temperature Scanning Probe Microscope (LTSPM). In addition to
the in-situ characterization setup, samples were also studied by angle-resolved
photoemission spectroscopy (ARPES) at the beamlines i3 and i4 of MAX-lab
in Lund University, SE as well as x-ray diffraction and SQUID magnetometry
using a Quantum Design Magnetic Property Measurement System (MPMS) XL
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in shared facilities run by the Materials Research Lab at UC-Santa Barbara.
The following sections briefly describe the techniques of scanning tunneling
microscopy and spectroscopy (STM/STS) as well as photoemission spectroscopy.
A more detailed description and review of these techniques can be found in the
dissertation of Jason Kawasaki [1].
2.4 Scanning tunneling microscopy and scan-
ning tunneling spectroscopy (STM/STS)
Scanning tunneling microscopy (STM) and scanning tunneling spectroscopy
(STS) are powerful tools that can be used to study the surface topography as
well as surface electronic structure of materials. The STM utilizes an atomically
sharp tip to scan the surface of a material, similar to the scanning of an atomic
force microscopy. However, in STM, sample is biased with respect to the tip, and
the tip is held at a distance on the order of A˚ngstroms away from the samples
surface (while never contacting the surface). The bias results in a tunneling
current, which is on the order of pA to nA between the tip and the sample. By
rastering the tip across the sample and using a feedback loop to control the tip-
sample separation in order to keep the tunneling current constant, a convolution
of the sample surface morphology and electronic structure can be imaged. A
schematic diagram of an STM is shown in figure 2.5.
29
Figure 2.5. A schematic diagram of a scanning tunneling microscope and its related
feedback components [47].
From a quantum mechanical description of tunneling, it can be seen that the
tunneling current is directly proportional to the convolution of the density of
states of the sample and tip, and, if the tip is made from a metal with nearly
constant density of states near the Fermi level, the tunneling current is propor-
tional to the local density of states (LDOS) of the sample [48]. Therefore, if the
STM tip is kept at the same location, it can be used as a probe of the electronic
structure directly under the tip, to the resolution of less than one nanometer.
To accurately probe the LDOS, AC lock-in techniques can be used to perform
conductance spectroscopy measurements, where dI/dV is directly proportional
to the LDOS [48]. An interesting example of this phenomena is seen in the
imaging of subsurface Mn dopants in GaAs (110) surfaces, where the spatial
extent of the change in density of states from Mn hole donors [49].
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Figure 2.6. (a) dI/dV spectra from areas near a Mn acceptor in (110) GaAs. The
red curve corresponds to spectra taken on the Mn acceptor while the blue and purple
curves correspond to spectra taken from the neighboring As atoms. (b) 40 A˚2 height
contrast image of the Mn acceptor. A bias of -1.5V results in tunneling from the filled
states of the sample to the tip. (c) 40 A˚2 height contrast image of the Mn acceptor.
A bias of +1.55V results in tunneling from the empty states of the sample to the tip.
The shapes observed in panels (b) and (c) show the anisotropic disturbance in LDOS
due to the Mn acceptor [49].
Figure 2.6a shows dI/dV spectra on the Mn acceptor and on its neighboring
atoms. A small shoulder appearing at the valence band edge is seen in spectra
on the As neighboring atoms while a large DOS peak shows up on the Mn atom,
due to its acceptor level. Figures 2.6b (filled states, valence band) and 2.6c
(empty states, conduction band) show the spatial extent of the effect of the Mn
acceptor on the LDOS. This technique therefore allows for a good probe of the
surface electronic density of states and provides a strong spectroscopic tool on
the in-situ growth and characterization setup. This localized spectroscopic and
imaging probe was useful in the study of PtLuBi surfaces and surface defects,
which will be discussed in section 3.3.1.
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2.5 Photoemission spectroscopy
X-ray photoemission spectroscopy (XPS) or angle resolved photoemission
spectroscopy (ARPES) is another probe to determine the physical and elec-
tronic structure at the surface of a material. Both techniques operate under
the photoelectric effect, where light is shined on the sample providing energy
for photoemitted electrons to leave the sample and travel in vacuum towards
a detector. In XPS or UPS (ultra-violet photoemission spectroscopy) experi-
ments, the light is provided by a beam of monochromatic x-ray radiation. The
photoemitted electrons can be analyzed as a function of kinetic energy where
Ekinetic = hν −Ebinding − φ. hν is the energy of the incoming radiation, Ebinding
is the binding energy of the electron, or the difference in energy between its ini-
tial state and the Fermi level, and φ is the work function. From measurements
of a metal in contact with the sample, the work function can be determined,
and since the incoming radiation is monochromated and has a known energy,
the binding energy can be determined.
If this data is taken as a function of photoemission angle [2.7], information
about the energy-crystal momentum dispersion of the photoemitted electron can
be determined. Electrons photoemitted from core levels, which are energy levels
not involved in bonding, have no E vs k dispersion, so angle resolution does not
provide any additional information, but for electrons emitted from the valence
band, angular resolution can recreate the E vs. k dispersion for the crystal.
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Figure 2.7. A schematic diagram of angle resolved photoemission spectroscopy
(ARPES) techniques. When binding energy is mapped as a function of Θ and Φ,
E vs. k dispersion of electron states in the crystal can be probed. This figure was
adapted from [50].
Photoemission from the valence band can be explained simply using the
three-step model developed by Berglund and Spicer [51]. The three steps in-
volved in photoemission are:
1. Optical excitation of the electron from an initial state in the solid to a final
state in the solid [(Esi ,k
s
i ) −→ (Esf ,ksf )]
2. Transport of the photoelectron to the surface
3. Escape of the photoelectron from the surface into vacuum [(Evf ,k
v
f )]
In this simple model, optical excitation is only allowed for specific optical
transitions resulting in polarization dependent intensity. These allowed optical
transitions strongly determine measured photoemission intensity and are termed
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matrix effects [52].
Using these assumptions, in addition to the assumption that the final state is
a ”free-electron” state, where Evf =
~2 k2f
2me
, the final electron state of the detected
photoelectron can be related to the initial state of the electron in the crystal. kf
can be broken into two components, one parallel to the sample surface, kf,‖, and
one perpendicular to the sample surface,kf,⊥. In the escape process, the in-plane
momentum is conserved as the electron leaves the crystal, so:
ki,‖ = kf,‖ = kfsinθ =
√
2 me Evf
~2
sinθ (2.2)
The perpendicular component of momentum, however, is not conserved, as
there is an energy barrier required for the electron to leave the crystal. This
energy is termed Uo and called the ”inner potential” which can be described
as the energy required for the electron to become ”free-electron” like [52]. The
inner potential is determined using the periodicity of the bulk kz dispersion from
experimental measurements [53]. Using Uo, kz can be determined from the final
state electron energy:
k⊥ =
√
2 me
~2
(Evf cos
2θ + Uo)
1
2 (2.3)
These methods for determining the parallel and perpendicular components
of momentum are used in the analysis of ARPES spectra of PtLuSb (001) films
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using Uo = 12eV.
2.5.1 ARPES measurement instrumentation
Typically soft x-rays and ultraviolet light (less than 200eV) are used for this
ARPES due to the high photoionization cross sections at these energies as well
as the high energy resolution that can be obtained for monochromated light [52].
At these energies, the inelastic mean free path (IMFP) of electrons [figure 2.8]
of photoemitted electrons is extremely short, typically less than 10A˚, so ARPES
is a very surface sensitive technique.
Figure 2.8. The inelastic mean free path (IMFP) universal curve for all elements.
This curve does deviate slightly for different materials, but its general shape remains
the same. In general ARPES measurements take place at energies less than 200eV,
resulting in the detection of photoemitted electrons from less than 8A˚ from the surface.
This plot is adapted from Ref. [52].
Due to this surface sensitivity, obtaining clean and well-ordered surfaces is
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imperative to obtain high quality ARPES data. While the MBE system used
to grow the samples is equipped with an in-situ XPS analysis system, the x-
ray source is fixed energy using Al-kα radiation at 1486eV, making it difficult
for measurements of the valence band due to low count rates. Some lab-based
ARPES systems currently use laser light sources or monochromated helium lamp
light sources, but these sources are not photon energy tunable, so they can only
probe certain regions of k-space. Synchrotron sources allow for tuning of photon
energy with extremely high photon fluxes as well as monochromated beams.
Our measurements at MAX-lab in Lund, Sweden were performed on beamline
i4, which provided a tunable photon energy of 14-200eV, and an analyzer with
acceptance angle of 15◦.
The simplest ARPES measurements capture, with a CCD detector, snapshots
of k‖ vs kinetic energy of electrons at a given photon energy. In order to obtain E-
k dispersion in the direction perpendicular to the detector, the sample is tilted
with respect to the entrance slit of the detector, and multiple snapshots are
stacked up to create a 4 dimensional dataset including two perpendicular k‖
directions, binding energy, and photoemission intensity.
The surface brillioun zone, shows electron and hole bands projected from the
three dimensional bulk Brillioun zone. The final state momentum, kf , of the
detected electron determines which bulk states are projected onto the surface
Brillioun zone. Since the detector detects electrons of a set kinetic energy, in
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the simplest sense, the surface Brillioun zone shows the projection of bulk states
from a hemispherically shaped surface centered around bulk Γ. By changing
photon energy, the final state momentum of the photoemitted electron is varied,
so the effective radius of the hemispherical surface is changed, and a different
projection of the bulk Brillioun zone is observed.
Since ARPES is so surface sensitive, a surface protection scheme was devel-
oped to transfer the samples from the MBE system at UCSB to the ARPES
beamline at MAX-lab. This scheme used elemental Sb caps to protect the sur-
face during transport which were then removed at MAX-lab in the beamline i4
prep chamber. This development of this capping and decapping procedure will
be discussed in section 3.1.1.
2.6 Measurements of spin injection in lateral
spin valve heterostructures
Chapter 4 will focus on lateral spin transport measurements in Heusler/GaAs(001)
heterostructures. Therefore, it is first important to define the methods used for
the measurement of lateral spin transport signals.
The epitaxial growth structure consists of a ferromagnetic injector, a heavily
doped Si:GaAs (n = 5 x 1018 cm−3) Schottky contact region and a lightly doped
Si:GaAs (n = 3 x 1016 cm−3) channel region.
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Figure 2.9. Schematic structure of an epitaxial growth stack for lateral spin valve
device structures. Samples were grown on semi-insulating GaAs wafers. The Al/Au
capping layers were used to protect the ferromagnet from oxidation.
As shown in figure 2.9, the use of a graded doping from the channel to
the injector region is employed to smoothen out the conduction band profile in
the out-of-plane direction [54]. After growth by molecular beam epitaxy, these
samples are fabricated into lateral spin valves. In between the metallic contacts
to the surface, the heavily doped GaAs regions are etched away, which allows for
injection of spin from the ferromagnet, and then lateral transport through the
lightly doped semiconducting layer without any influence of lateral conduction
paths through the heavily doped region.
The lateral spin valve structure is shown in figure 2.11, with ferromagnetic
contacts B, C, and D, and non-magnetic reference contacts A and E [37]. The
distances l1 are much longer than the spin diffusion length in GaAs, while the
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distance l2 are on the order of the spin diffusion length. In the operation of the
device, contacts A and C are used as a current source, while contacts D and E
are used for non-local spin detection.
After growth of the heterostructure by MBE, as shown in figure 2.9, the
samples are then fabricated into lateral spin valve structures. Ferromagnetic
contacts are patterned and etched using ion-milling techniques to remove the
ferromagnet as well as the degenerately doped GaAs regions that are not under
a contact. The schematic of the device, as well as the measurement geometry, is
shown in figure 2.10.
Figure 2.10. Schematic diagram of the fabricated of the non-local spin valve het-
erostructure devices used for the study of Co2MnSi/GaAs (001) heterostructures.
Spins are injected under contact C and then diffuse in the semiconductor channel
where they dephase due to spin-scattering events, then are detected by contact D.
This extraction of current at contact C in figure 2.11 leads to an accumulation
of majority spin in the lightly doped GaAs channel, which then diffuses outwards
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from contact C. The ferromagnet detection electrode D experiences a shift in
chemical potential which is sensitive to the chemical potential of the spin in the
channel that is aligned to its magnetization.
Figure 2.11. Schematic structure of the non-local spin valve devices measured for
sample in this dissertation [37].
Two measurements can be taken using this device geometry: non-local spin
valve measurements and Hanle measurements. In a non-local spin valve mea-
surement, starting with both contacts, C and D, aligned, magnetic field is swept
in an in plane direction which causes contacts C and D become anti-aligned as
field is swept from positive to negative values (and from negative to positive val-
ues). When the injection contact (C) becomes anti-aligned with the detection
contact (D), the result is a jump in the potential measured by contact D, because
of the change in sign of the steady state spin accumulation in the channel. This
is observed as the field is swept in the positive to negative direction as well as
the negative to positive direction, as seen in figure 2.12. The magnitude of the
chemical potential shift is referred to as the spin signal [37].
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Figure 2.12. A typical spin valve measurement of the non-local spin signal. Field is
swept in the plane of the sample to cause the ferromagnetic contacts to flip in-plane.
The change in spin accumulation in the GaAs channel is observed by a shift in chemical
potential when the detection and injection contacts are aligned vs. anti-aligned. The
top panel shows raw data, and the bottom shows the data after the subtraction of
magneto-resistive contributions [37].
A verification of the spin dependency of the voltage spike can be done by the
measurement of the Hanle effect, in which electron spins can be dephased by the
application of a transverse magnetic field, illustrated in figure 2.13 [37, 55, 56].
The Hanle effect can be observed in either the parallel or anti-parallel contact
configuration, and at high enough field, the spin dephases completely, resulting
in the observation of non net spin signal. Both the non-local spin valve mea-
surement and the Hanle measurement require the subtraction of a background
voltage signal which is due to changes in the magneto-resistive changes in the
semiconductor.
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Figure 2.13. An example of a Hanle measurement, where field is applied transverse
to the direction of the injected spin, which results in the dephasing of electron spins
in the semiconducting channel. This measurement can be done with the injection and
detection contacts in either the parallel or anti-parallel configurations. The top panel
shows raw data, and the bottom shows the data after the subtraction of magneto-
resistive contributions [37].
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2.6.1 Biased detector non-local spin valve measurements
The previous section has described a typical non-local spin valve device,
where spin can be injected into the semiconducting channel, allowed to diffuse
laterally, and then detected by a non-local ferromagnetic contact. In this mea-
surement, the detection contact is purely allowed to shift chemical potential
based on the chemical potential of spins in the channel, and no bias is applied to
the detected. However, for the samples measured in this thesis, Mn in-diffusion
from the Co2MnSi electrode into the GaAs resulted in the compensation of the
Schottky contact, which will be discussed in chapter 4, and the increased Schot-
tky barrier width prevented the observation of a purely non-local spin signal
with an unbiased detector. To counteract the effects of the increase in Schottky
barrier width, a biased detector scheme was used for these measurements. The
setup of the biased detector is shown in figure 2.14, where the detector is forward
biased at the same bias as the injector contact. It is important to note that the
current from the biased detector flows between the grounded reference contact
and the detector, but not to the voltage reference contact, which is floating.
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Figure 2.14. A schematic diagram of the biased detector measurement geometry.
The detector bias results in an increase in spin injection efficiency, a spin injection
into the channel, and a increase in spin drift current as shown by the increased bias
contributed from the detector bias.
This bias causes two major effects which allow for the observation of spin
signal [57]:
1. The spin detection efficiency changes.
2. The potential shift of the biased detector contact results in an increase in
spin drift current in the semiconductor channel.
The spin detection efficiency of the detection contact can be varied greatly by
applying a bias. The exact nature of the bias dependance of a FM/semiconductor
interface is determined by the interfacial band structure and ordering. These
bias dependencies have been studied in depth by Crooker, et al., in 2009, for
Fe/GaAs (001) heterostructures. To calculate the detection efficiency, optical
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pumping of spins into the GaAs channel was used to create a spin polarization
in the channel that was independent of applied biases. The detection efficiency
was studied by applying a bias to the detector, then measuring the chemical
potential shift of the contact as the spin in the channel was dephased using the
Hanle effect. While the details of the study can be found in Ref. [57], the net
result is shown in figure 2.15, where the spin detection efficiency is plotted as
a function of detector bias. From these results, we can see that the detection
efficiency is greatly enhanced at large forward biases.
Figure 2.15. The spin detection efficiency of an Fe/GaAs (001) heterostructure as a
function of detector bias.
In addition, the application of a bias voltage in the configuration shown
45
in figure 2.14, results in an additional potential drop over the semiconductor
channel. This voltage drop creates a drift current for the spins, pushing the spin
diffusion profile further under the detection contact. This shift results in a larger
spin accumulation under the detection contact, which also serves to increase the
signal detected by the contact. For Co2MnSi/GaAs (001) heterostructures, the
details of the effects of biased detector measurements on spin signal, and the
details of the determination of spin accumulation in the GaAs channel using
these models can be found in greater detail in the thesis of Kevin Christie from
Paul Crowell’s group at University of Minnesota.
2.6.2 Determining the sign of spin accumulations in
Co2MnSi/GaAs (001) lateral spin valve devices
Using the non-local spin valve device and measuring the spin-valve signal, as
described previously, the sign of the spin accumulation cannot be determined.
However, using Hanle effect measurements, the sign of the spin accumulation
can be determined. A detailed explanation of the determination of the sign of
spin accumulation can be found in the thesis of Kevin Christie [58], but a simple
description will follow.
The ensemble of electron spins can interact with the nuclear spins in the
GaAs crystal through hyperfine interactions. The sign of the spin accumulation
can be determined from measurements of the Hanle effect in the presence of a
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hyperfine field .The electrons in the GaAs experience an effective magnetic field
from the spin polarization of the GaAs nuclei which is given by
~Bneff = bn
~B · ~P
B2
~B, (2.4)
where B is the applied magnetic field, P is the electron spin and bn is a nuclear
field coefficient on the order of a few Tesla with a negative sign for GaAs.[59–61].
By manipulating the applied field direction with respect to the direction of spin
polarization, the sign of ~B · ~P can be changed, therefore modifying the effective
nuclear field. The effective nuclear field can be measured and studied using
”oblique Hanle measurements” [62], in which the transverse applied magnetic
field is slightly canted. The details of this measurement, and how it can be
used to obtain the effective nuclear field, can be found in the thesis of Mun
Chan [62]. Paul Crowell’s group at University of Minnesota, with their expertise
in semiconductor based spin transport measurements and theory, used these
techniques to determine the magnitude and sign of the spin accumulation in
Co2FexMn1−xSi/GaAs (001) lateral spin valve devices.
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Chapter 3
Half-Heusler topological
insulators: PtLuSb (001) and
PtLuBi (001) thin films
The proposed existence of a topologically insulating phase in some half-
Heusler compounds has recently sparked a great interest in their synthesis and
characterization [6–8]. Compared to conventional topological insulators, like
Bi2Se3, BixSb1 − x, and others, the draw to half-Heusler compounds is the ex-
traordinary ability to continuously tune the electronic structure as well as the
physical lattice parameter, all while retaining the same cubic C1b crystal struc-
ture. The cubic symmetry, plus the ability to tune lattice parameter, allows
these half-Heusler compounds to be easily integrated with conventional elemen-
tal semiconductors, such as Si or Ge, and compound semiconductors, such as
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III-Vs with zinc blende crystal structure. Being able to incorporate these ma-
terials with each other can allow for the fabrication of novel, gateable thin film
devices which utilize the unique helical surface states of a topological insula-
tor in conjunction with the well established device structures of conventional
semiconductors such as field-effect transistors. Moreover, the difficulties that
have been encountered in trying to grow traditional topological insulators and
doping them could be overcome in the half-Heuslers by simple alloying to in-
crease or decrease the valence electron count. The flexibility of the system is
the strongest attractor to the half-Heuslers, but considerable work must be done
to synthesize high quality crystals and study their electronic structures. From
the large number of predicted topological half-Heusler compounds, we chose to
study two: PtLuSb and PtLuBi [6–8]. These two compounds represent two ex-
tremes of the topological band inverted class, with PtLuSb lying right on the
border of the topologically trivial and non-trivial states, and PtLuBi having the
strongest band inversion. This chapter describes some of the techniques used
to grow extremely high quality thin films of PtLuSb and PtLuBi, and charac-
terizations of their electronic structure through scanning tunneling microscopy
and spectroscopy (STM/STS), photoemission spectroscopy (XPS, ARPES), and
electronic transport measurements.
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3.1 PtLuSb Growth and Electronic Structure
Since Heusler compounds are well lattice-matched to III-V semiconductors,
and half-Heuslers in particular retain their crystalline symmetries, the choice of
the III-V substrate was obvious. For PtLuSb, there were two choices, GaxIn1−xSb
and AlxIn1−xSb, to grow a lattice-matched buffer. The composition of Al0.1In0.9Sb
was chosen because of its larger band-gap than comparable lattice parameter
GaxIn1−xSb ternaries resulting in more insulating buffer layers. The more insu-
lating buffer layers reduced the effects of parallel conduction in lateral electrical
transport measurements. For most of these studies, UID GaAs (001) substrates
were used due to their insulating electrical properties at room temperature, but
in samples where vertical conductance was required, for example in STM samples
and ARPES samples, n+GaAs (001) substrates were used.
The lattice-matched buffer layers were grown in the dedicated VG-V80H III-
V chamber. After native oxide desorption under As4 overpressure at 580
◦C,
200-500nm of GaAs was grown to trap any remaining impurities and smooth the
surface. For vertically conducting samples, GaAs layers were doped with Si to
an n-type carrier density of 5 x 1018 cm−3. After GaAs growth, the sample was
cooled to 380◦C while As was shuttered to retain a As-stabilized (2x4)/c(2x8)
surface reconstruction [63]. After residual As was pumped out of the chamber,
Al0.1In0.9Sb was nucleated by a 10s presoak of the surface with Sb, followed by
the opening of Al and In shutters. Typical V-III ratios were close to 1.2, which
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prevented the sticking of excess Sb to the surface at the very low nucleation
temperatures required for heteroepitaxial growth [64]. Due to the significant
lattice-mismatch of 14.1% between Al0.1In0.9Sb and GaAs, the Al0.1In0.9Sb film
immediately relaxed to form a three-dimensional island like structure as observed
by the formation of a three-dimensional spotty RHEED diffraction pattern. At
this point, the substrate temperature was rapidly ramped to a growth tempera-
ture of 450◦C for continued growth, which allowed for increased surface diffusivity
and a smoothening of the rough three dimensional surface. For samples grown
for lateral transport measurements, this layer was grown only to a thickness of
19.4nm, where the RHEED was observed to transition from a spotty pattern,
indicating a three-dimensional surface to a streaky one, indicating the smoothen-
ing to a two-dimensional surface. At this thickness, an extremely high threading
dislocation density is present at the surface at a concentration near 1012 cm−2
[65] due to the dramatic mismatch between the GaAs and Al0.1In0.9Sb, and the
lack of film thickness which would allow dislocation lines to cross and annihilate.
However, this reduction in film thickness was crucial in reducing the effects of
parallel conduction in the Al0.1In0.9Sb layer on transport measurements. For all
other samples, the buffer layer was grown to a thickness of 200nm resulting in a
smooth surface with a reduced threading dislocation density. The samples were
terminated with a mixed, Sb-rich, (1x3)/c(4x4) surface reconstruction.
Following III-V buffer layer growth, samples were transferred in-situ to the
51
Heusler Gen II MBE chamber. After carefully calibrating the fluxes as detailed
in section 2.2, the substrate was heated to growth temperature and a shuttered
sequence of Lu, Pt, Sb was used to grow alternating 0.5MLs and build up an
epitaxial seed template of PtLuSb. This template was grown to a total thickness
of 8MLs after which Pt, Lu, and Sb were codeposited for the remainder of the
growth. Initially, atomic flux ratios of 1:1:1 were used at growth temperatures
below 300◦C, but after determining that PtLuSb (001) surface could be subject
to Sb overpressures at higher substrate temperatures without the deposition of
elemental Sb [See section 3.1.2], samples were codeposited with Pt:Lu:Sb ratios
of 1:1:1.3, similar to those used for III-Sb semiconductors as previously described.
Samples grown for lateral transport measurements were capped with 20nm AlOx
from an e-beam evaporator while samples grown for structural characterization
were capped with 2nm amorphous Si to prevent oxidation. Samples grown for
ARPES measurements were capped with approximately 100nm Sb to protect
the sample surface for transport to the beamline at MAX-lab in Lund, Sweden.
Section 3.1.1 describes in more detail the sample structures grown for ARPES
measurements and the development of the Sb capping and decapping procedure.
X-ray diffraction ω − 2θ measurements verified epitaxial growth and crystal
quality of the PtLuSb (001) films. Shown in figure 3.1 is a representative ω− 2θ
scan showing GaAs (002) and (004) substrate reflections, Al0.1In0.9Sb (002) and
(004) buffer layer reflections, and (002) and (004) reflections of PtLuSb. The
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absence of non-(00l) reflections confirms the epitaxial growth with (001) out of
plane orientation. Finite thickness fringes corresponding to a film thickness of
7 ± 0.1nm are observed around both the (002) and (004) reflections suggesting
good, abrupt interface quality. From these measurements, the experimental, out-
of-plane lattice constant was determined to be 6.46A˚, in good agreement with
published lattice parameters of bulk crystals [66, 67] and well-lattice matched to
the underlying Al0.1In0.9Sb buffer layer.
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Figure 3.1. Top: X-ray diffraction ω − 2θ out-of plane diffraction pattern of a
PtLuSb/Al0.1In0.9Sb/GaAs (001) structure. The absence of non-00l reflections con-
firms epitaxial growth with an out-of-plane lattice parameter of 6.46A˚. Bottom:
PtLuSb, C1b crystal structure.
3.1.1 Sb capping and decapping
In order to protect sample surfaces from oxidation and contamination during
transport from our MBE growth facility at University of California, Santa Bar-
bara to the beamline at MAX-lab at Lund University, an elemental Sb cap was
used. The elemental Sb cap, which has been used before in III-Sb semiconductors
[68, 69] and the half-Heusler CoTiSb by Jason Kawasaki [1] was chosen due to
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its relatively high vapor pressure at moderate evaporation temperatures, and its
presence in the compound PtLuSb. The high vapor pressure allows for thermal
desorption of the cap at moderate substrate temperatures and the presence of
Sb in PtLuSb eliminates possibilities of the cap reacting significantly with the
film. However, for PtLuSb/Al0.1In0.9Sb (001) heterostructures, at the temper-
ature required to thermally desorb the Sb cap ( ≈ 380◦C) significant reactions
occur between the PtLuSb and Al0.1In0.9Sb layer, leading to the destruction of
the film before decapping. To prevent this reaction from happening, a diffusion
barrier was employed. Previous work has demonstrated the use of rare-earth ar-
senides, including ScAs and ErAs, as diffusion barriers between transition metals
and GaAs [70]. However, for the growth of PtLuSb (001) films, these diffusion
barriers have two major flaws: (1) the lattice constant of ScAs and ErAs is not
large enough for PtLuSb (001) lattice matching and (2) the four-fold symmetry
of the rare-earth arsenide rocksalt crystal structure can lead to the growth of
rotational variants of two-fold symmetric crystals on top. For our growths, we
had the ability to grow GdSb (001) due to the availablility of a Gd source in
our III-V chamber. While the equilibrium lattice parameter of GdSb (001) is
approximately 6.22A˚ [71], we attempted to grow the material at a thickness of
5ML in attempt to strain the in-plane lattice constant to 6.45A˚ for PtLuSb (001)
growth. At first glance, this procedure seemed to succeed, with the successful
growth of PtLuSb films on GdSb. However, upon examination of x-ray diffrac-
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tion data, it was clear that the GdSb films relaxed to their equilibrium lattice
constant, but remarkably, the PtLuSb films also grew epitaxially and relaxed on
that GdSb film. Another interesting result, was that by RHEED and LEED,
no rotational domains of PtLuSb were observed, and the final surface was 2-fold
symmetric.
Figure 3.2. LEED images of a decapped PtLuSb (001) surface taken at MAX-lab
in Lund, Sweden. A (1x3) surface reconstruction is observed, and the absence of 90◦
rotational domains is verified by the observation of a 2-fold symmetric LEED pattern.
The growth of the additional GdSb layer allowed access to slightly higher
temperature for thermal desorption of the cap. This desorption was verified at
the beamline in two ways: observation of (1x3) LEED patterns and by analyzing
core level emission in XPS and verifying the absence of Sb-metal components.
The LEED patterns are presented in figure 3.2, showing a clear (1x3) pattern.
Further analysis of the core level XPS will be presented in section 3.1.2.
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3.1.2 Surface reconstructions of PtLuSb (001)
The surface of PtLuSb (001) was observed to reconstruct in two different
phases depending on substrate temperature and Sb overpressure: (1x3) or c(2x2).
The (1x3) reconstruction was observed at high substrate temperatures and low
Sb overpressures while the c(2x2) reconstruction was observed at relatively lower
substrate temperatures and high Sb overpressures. By systematically varying
substrate temperature and Sb overpressure on a PtLuSb (001) surface, a re-
construction phase diagram was constructed consisting of three regions: (1x3),
c(2x2), and Sb capping. RHEED and LEED images of the (1x3) and c(2x2)
surface reconstructions are shown in Figure 3.3, as well as the reconstruction
phase diagram.
While these reconstructions are stable at the temperature and fluxes de-
scribed, they can also be retained at room temperature by specific cooling pro-
cedures. For (1x3) surface, the Sb overpressure is held at 8.75 x 1014 atoms
cm2min
and the sample is annealed at temperatures between 350◦C and 380◦C until the
(1x3) reconstruction is observed. Then, the Sb is shuttered and the sample is
rapidly quenched by turning off power to the substrate heater. To retain the
c(2x2) surface, samples are first cooled to 330◦C under an Sb overpressure of
8.75 x 1014 atoms
cm2min
until the c(2x2) reconstruction is obtained, then the Sb is
shuttered and the sample is quenched to room temperature.
The similarities to III-V semiconductors in reconstruction phase diagram,
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Figure 3.3. Top: RHEED and LEED images taken after stabilization of the (1x3)
and c(2x2) surface reconstructions of PtLuSb (001) surfaces. Bottom: Reconstruction
phase diagram obtained by varying Sb4 overpressure and substrate temperature.
where the reconstruction is controlled by group V overpressure and substrate
temperature, suggest that group V adsorption and desorption is the most likely
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candidate for reconstruction changes [63]. To investigate the nature of the surface
reconstruction, Sb 4d core levels were examined by XPS at the i4 beamline at
MAX-lab in Lund, Sweden. These samples were capped with elemental Sb, as
described in section 3.1, then decapped at the beamline. Figure 3.4 shows the
Sb 4d core level for two different photon energies of 90eV and 120eV. Since the
core level binding energy of each atom is affected by its surrounding chemical
environment, XPS allows for a study of different bonding configurations of, in
this case, Sb atoms in or on the PtLuSb crystal. In the bulk, we would expect
one Sb component, as each Sb atom has the same local bonding environment. At
the surface, we can expect that the local Sb bonding environment changes due
to the end of the crystal periodicity, and by studying the shift in energy of the
Sb 4d core level, a bonding configuration can be suggested. In this experiment,
varying photon energy changes the kinetic energy of the detected electrons for
emission from a single core level. This change in energy leads to a change in
inelastic mean free path (IMFP) (See Fig. 2.8) of the photoelectron escaping the
crystal. Therefore, for the Sb 4d core level, scans taken at a photon energy of
90eV are more surface sensitive than scans taken at a photon energy of 120eV,
where the photoelectron can escape from a greater depth due to a longer inelastic
mean free path.
To analyze different bonding components, spectra were fit to Voigt functions
(Gaussian Lorentzian convolution) for each binding component. The full-width
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Figure 3.4. (A) XPS spectra of the Sb 4d core level at a photon energy of hν =
120eV. (B) Spectrum of the Sb 4d core level at a photon energy of hν = 120eV. Three
components are fit for each spectrum. The red represents the core level emission from
the bulk Sb, while the blue and orange represent emission from surface Sb atoms whcih
have a modified local bonding environment, leading the a shift in the electron binding
energy.
half-maximum (FWHM) of each component was held to 0.57eV at h=90eV and
0.61eV at h=120eV. The energy splitting between the Sb 4d
5
2 and Sb 4d
3
2 spin
orbit split components was constrained to 1.25eV for all fits. Three different
chemical components are seen in the fitted data. To determine which of the
components relate to bulk bonding, the ratio of peaks can be compared at the
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two different photon energies. As the 120eV scan is more bulk sensitive, a
lower surface component to bulk ratio should be expected. The ratio of the
area of the sum of s1 and s2 to the area of the bulk component, is 2.1 at 90eV
and 1.4 at 120eV, confirming that s1 and s2 components arise from surface
bonding. Additionally, ratio of the area of s1 to s2 is nearly constant at 1.1 for
both photon energies. From this analysis, we observe the bulk Sb 4d
5
2 at 31.21
± 0.02eV, and binding energy shifts from the bulk component: ∆BEs1=-0.46
± 0.03eV and ∆BEs1=-0.92 ± 0.03eV. The component s1 is likely associated
with Sb dimerization, as the binding energy shift of -0.46eV is similar in energy
to shifts observed in III-V semiconductors like GaAs (001) and GaSb (001),
which have been attributed to surface dimerization [72, 73]. The component
which is shifted -0.92eV from the bulk component represents a more negative
Sb atom than those present in an Sb dimer, which could be caused by broken
dimer bonds at step edges or broken dimer bonds due to disorder in the surface
reconstruction. At these locations, singly bonded Sb surface atoms could have
three lone pair electrons surrounding them, which would be a more negative
bonding environment than the Sb dimer, which would be surrounded by 2 lone
pairs and two bonds. The spectra also show a lack of a higher binding energy Sb
surface component, which would be indicative of the presence of elemental Sb
at the surface, confirming the complete desorption of the elemental Sb capping
layer.
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3.2 Electronic Structure of PtLuSb (001) thin
films
3.2.1 Measurement of the electronic quality of PtLuSb
(001) films
Measurements of carrier concentration and mobility are good metrics to de-
termine the electronic quality of grown films. For PtLuSb (001) films, this mea-
surement proved to be difficult due to the conductivity of the Al0.1In0.9Sb buffer
layers. Al0.1In0.9Sb, when grown directly on GaAs (001), undergoes a relaxation
process that leads to the introduction of a large number of threading disloca-
tions and misfit dislocations to relax the strain. These dislocations, and defects
associated with the relaxation process, have been shown to contribute a very
large number of carriers to the Al0.1In0.9Sb film [64]. Coupled with the relatively
high mobility of Al0.1In0.9Sb, this results in a high conductivity for films grown
directly on GaAs. Due to the high conductivity of the Al0.1In0.9Sb, it is difficult
to ensure that the current path for Hall measurements of PtLuSb films remains
in the PtLuSb. To overcome this barrier, the thickness of the Al0.1In0.9Sb layer
was drastically reduced to 19.4nm, which increased the resistivity of the film,
and limited the effects of parallel conduction on the Hall measurements. Addi-
tionally, the PtLuSb film was grown 20nm thick, to reduce its sheet resistance
and ”encourage” transport through that layer.
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To verify that this approach was effective, two identical buffer structures
were grown: one was capped with amorphous Si and removed from vacuum, and
the other was used to grow PtLuSb for measurement, then capped with SiOx
from an e-beam evaporator, and removed. Figure 3.5 shows the resistivity of
both samples. The dramatic change in sheet resistance of the PtLuSb sample
suggests that transport is dominated by the PtLuSb film. Additionally, thin
Al0.1In0.9Sb films have been observed to have high n-type carrier densities [64],
which we verified for our sample. Measurements on PtLuSb samples showed
a positive, linear Hall coefficients up to 5kOe, suggesting the measurement of
p-type carriers with little or no influence from the n-type Al0.1In0.9Sb layer.
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Figure 3.5. Sheet resistance of both samples with purple squares representing just
the buffer structure, and black squares representing the buffer structure and PtLuSb
film. The dramatic decrease in sheet resistance of the sample with PtLuSb is evident,
suggesting that the PtLuSb film dominates transport measurements. [44]
3.2.2 Improving the electronic quality of PtLuSb (001)
films
From the reconstruction phase diagram shown in figure 3.3, we were able to
determine a growth window where the PtLuSb crystal could be grown with an Sb
overpressure, while still retaining the 1:1:1 stoichiometry of a PtLuSb film. The
ability to keep a constant overpressure without the growth of excess elemental Sb
on the surface of the film suggests that when the substrate temperature is in the
right range for a given Sb flux, the Sb terminated surface prevents the sticking of
any additional Sb. At an overpressure of 8.75 x 1014 atoms
cm2min
, the reconstruction
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phase diagram shows that from a substrate temperature of 320◦C to 390◦C leads
to a stable Sb terminated surface. To study the effect of Sb overpressured growth
on film quality, three samples were grown at substrate temperatures of 320◦C,
350◦C, and 380◦C using Pt:Lu:Sb flux ratios of 1:1:1.3, which corresponded to
an Sb flux of 8.75 x 1014 atoms
cm2min
.
For these three samples, Hall measurements were performed at room tem-
perature using annealed indium contacts in the Van Der Pauw geometry. For all
of the samples measured, Hall measurements suggest that holes are the majority
carrier from measurement of a positive Hall coefficient. A trend of decreasing
carrier concentration with increasing hole mobility was observed for increasing
substrate temperatures as shown in figure 3.6.
Figure 3.6. Hall measurements taken at 300K of carrier concentration and calcu-
lated mobility for PtLuSb samples grown with a 1:1:1.3 Pt:Lu:Sb flux ratio at varying
substrate temperatures. A notable decrease in carrier concentration and increase in
mobility is observed for higher growth temperatures.
The likely cause of this decreased carrier concentration and increased mobil-
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ity is the increase in crystalline quality of the half-Heusler film. High substrate
temperatures allows for greater surface diffusivity of adatoms, allowing them
to reach their lowest energy site locations and growing a high quality crystal.
Another possibility is that increasing growth temperature could lead to a de-
crease in incorporation of excess Sb. Excess Sb could serve as a point defect and
therefore a scattering center for holes, and if incorporated as an antisite defect,
could possibly hole dope the material. These results point towards the growth of
PtLuSb at even higher substrate temperatures, but a practical limit is reached
at 380◦C for the PtLuSb/ Al0.1In0.9Sb system, as significant interfacial reactions
between the PtLuSb and the Al0.1In0.9Sb occur above this temperature. This
opens the door to a search for other suitable substrate for the growth of PtLuSb
which are less reactive. There has been some work demonstrating growth on Ta
(001) buffers on MgO(001) [74], and other rare-earth arsenide diffusion barriers
could be used, but these layers are metallic or semi-metallic, and will serve as
unwanted parallel conduction paths for electrical transport measurements and
devices. The best candidate will be near lattice-matched to PtLuSb, insulat-
ing, and will also possess two fold surface symmetry to match the half-Heusler
structure.
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3.2.3 Temperature dependent Hall measurements of
PtLuSb (001)
Although trends show that higher growth temperatures are likely to improve
the properties of the PtLuSb films, an analysis of the temperature dependent
carrier concentration and Hall mobility can provide insights into the electronic
structure for the best PtLuSb films. A Van der Pauw geometry with annealed
indium contacts was used for Hall measurements of the PtLuSb sample grown
at a substrate temperature of 380◦C as a function of temperature from 35K to
300K. Figure 3.7 shows both the carrier concentration as well as the mobility as
a function of temperature.
Figure 3.7. Temperature dependent Hall-measurements show a decrease in carrier
concentration and an increase in mobility as a function of decreasing sample temper-
ature. These trends are consistent with the transport characteristics of a zero-gap
semiconductor. [44]
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The p-type carrier concentration measured at room temperature for the
PtLuSb film was 2.3 x 1020 cm−3 and decreased to 1.3 x 1020 cm−3 at 35K.
The mobility increased from 25 cm
2
V s
at 300K to 41 cm
2
V s
at 35K. This sample
showed higher carrier densities and lower mobilties than bulk samples that were
annealed at 1073K for 2 weeks [66]. A significant decrease in mobility and in-
crease in carrier concentration is expected for the thin film samples, as they
were grown on highly defective Al0.1In0.9Sb layers. For InSb/GaAs (001) struc-
tures at similar thicknesses, which undergo a similar strain relaxation, threading
dislocation densities as high as 1012 cm−2 were observed [75]. This high disloca-
tion density results in a large number of defects for carrier scattering, and will
greatly decrease mobility of carriers. Additionally, these defect cores can serve as
”dopants” and increase the carrier density of the film. To reduce these effects, a
buffer structure could be grown that would reduce the threading dislocation den-
sity in the PtLuSb, and a thicker PtLuSb film could be grown to reduce both the
effects of dislocation and interface scattering on the hole transport through the
material. Although this structure has not yet been grown, a possible method of
reducing threading dislocation density would be the use of a step-graded buffer
layer structure grown on GaSb(001) substrate. This would involve a stepped
increase in lattice constant from the composition of AlSb, which is nearly lattice
matched to GaSb, up to the composition of Al0.1In0.9Sb. The step graded layer
would create multiple interfaces at which threading components could turn into
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misfit components by nucleation of a different lattice parameter in the next step
up in indium content. Varying the thickness of the step-graded layers as well as
the steps in indium content can allow for control over final threading dislocation
density at the PtLuSb film. This optimization will be left for future work.
3.2.4 Scanning tunneling spectroscopy (STS) and ultra-
violet photoemission spectroscopy (UPS) of PtLuSb
(001)
Hall measurements of PtLuSb show p-type conduction, suggesting a Fermi
level position in the valence band, but to study the electronic structure in greater
detail and determine the location of the Fermi level, UPS and STS were em-
ployed. STM and STS measurements were performed ( in-situ) at UC-Santa
Barbara in an Omicron Low Temperature Scanning Probe Microscope. Shown
in figure 3.8 is a topograph of a PtLuSb (001) surface quenched immediately
following growth. Highlighted are two regions of atomically resolved (1x2) and
(1x3) reconstructions. The (1x2) reconstruction is believed to be metastable and
present in these images only due to the lack of annealing under Sb overpressure.
Regardless of the surface reconstruction, STS spectra were identical, suggest-
ing that tunneling was dominated by bulk bandstructure rather than strongly
influenced by surface states. The spectra, taken at 78K to reduce the effects of
piezo-electric drift as well as adatom diffusion, are shown in figure 3.9a. The
69
Figure 3.8. STM topographical image of a PtLuSb (001) surface quenched imme-
diately following codeposition. A mixed (1x2) and (1x3) reconstructed surface is ob-
served. This figure was previously published in Ref. [44].
smoothly decreasing density of states of the valence band is in good agreement
with both theoretical calculations and measurements of bulk crystals [6–8, 66].
The continued decrease in the LDOS across the Fermi level suggests that the
Fermi level lies in the valence band. Two features are observed in STS spectra
at 160mV and at 450mV. Positive bias indicates tunneling into empty states,
and the LDOS feature observed at 450mV is possibly due to the local minimum
at X predicted in the bulk band structure [6]. The LDOS feature at 160mV
is possibly related to a light-hole band maximum that occurs above the Fermi
level, or may arise due to the presence of a trivial surface state. Further studies
will be needed to determine the true nature of the 160mV feature.
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For the photoemission spectroscopy measurements described in this section,
samples were grown in-situ and then capped with Sb, which was desorbed at
beamline i4 at MAX-lab in Lund as described in section 3.1.1. The angle-
integrated valence band density of states was studied using hν = 50eV light
to increase the photoemission intensity from the valence band. Shown in figure
3.9(b), the valence band spectra closely match those measured in bulk PtLuSb
crystals and band structure calculations [66]. The continued decrease in density
of states at approaching the Fermi level suggests that the Fermi level is located
in the valence band, which is in good agreement with both the measurement of
p-type carriers by Hall measurements as well as STS measurements and ARPES
measurements that are presented in section 3.2.5.
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Figure 3.9. (a) STS spectra taken from a PtLuSb at 78K. (001) surface. (b) Valence
band spectroscopy using angle-integrated ultraviolet photoemission spectroscopy with
an incident photon energy of hν=50eV. This figure was taken from Ref. [44].
3.2.5 Angle resolved photoemission spectroscopy (ARPES)
of PtLuSb (001) surfaces
To probe the electronic structure of the valence band of PtLuSb (001) films
in greater detail, ARPES techniques were used. These measurements allowed
for the mapping of not only the bulk band structure, but also the surface states
of PtLuSb (001) surfaces.
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3.2.6 Normal Emission
Normal emission scans, which reproduce bulk band structure in the direction
of Γ to X, are shown in figure 3.10. The values of k⊥ were calculated assum-
ing free-electron-like final states, i.e. kz =
√
2m/~2(Ekin + U0), with an inner
potential of U0 ≈ 12.0 eV. The inner potential was used as an adjustable param-
eter to match the periodicity of measured bands [53]. Although the resolution
of these scans is poor, it is clear that there is a band maximum located near k⊥
values of 3.9 and 5.8. By comparison to the bulk band structure of PtLuSb from
calculations, these points must correspond to the bulk Γ points. Using a lattice
constant of 6.46A˚ the expected periodicity of the bulk band structure is 1.94A˚−1,
which matches well with the periodicity observed over the whole normal emis-
sion dispersion. From this data, a band near a binding energy -0.5eV is clearly
observed and does not disperse as a function of k⊥. The lack of dispersion is
indicative of a two dimensional state, which is most likely a surface state. The
normal emission scans are unclear, but to better investigate the nature of the
band structure, and to see the dispersion of the surface state in plane, a more
detailed study of k‖ dispersions is required.
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Figure 3.10. A normal emission scan of PtLuSb (001) resulting in the visualization
of bulk bandstructure in the Γ-X direction. This data has been converted to values of
k⊥ or kz by the assumption that the final state of the electron is free-electron like, and
that its escape from the crystal leads to a loss of energy called the ”inner potential”
which is experimentally determines from the periodicity of the bands. kz values of
1.8, 3.9, and 5.8 correspond to Γ points while values of approximately 2.7 and 4.8
correspond to X points. This figure is courtesy of John A. Logan.
3.2.7 k‖ dispersions as a function of incident photon en-
ergy
While the visualization of normal emission scans is relatively simple, where
dispersing bands correspond to dispersion of k vectors in the Γ-X direction and
non-dispersing bands correspond to 2D states, the information contained in one
k‖ vs. binding energy slice gets relatively complex. The reason is that all of bands
in a crystal including bulk and surface bands disperse in the kx - ky plane. As
previously discussed, since the in-plane momentum of the free-electron like state
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of the photoemitted electron is preserved while the out-of-plane momentum is
not, the resulting k‖ slice combines surface states and the projection of bulk states
that have a kz component that is determined by the incident photon energy. To
deconvolute which states are bulk-like and which are from the surface, we must
look at k‖ slices taken at different photon energies and determine which bands
do not change from slice to slice.
Figure 3.11. An in-plane dispersion slice taken at hν = 16eV showing dispersion in
the kx direction as a function of binding energy.
Shown in figure 3.11 is a long-integration snapshot of a PtLuSb (001) film
around normal emission. The incident photon energy for this acquisition was
16eV, which means that states near a k‖ value of 0 (normal emission) have a
kz value close to the first observed Γ point. Since the in-plane dispersions are
projections of a 3D structure onto the 2D surface Brillouin zone, it is impossible
to pick out which states are surface states and which are bulk states by looking
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at one single frame.
If the photon energy is varied, however, states that are related to the sur-
face should appear exactly the same in each acquisition, while states related to
the bulk will change. Shown in figure 3.12a are the in-plane dispersions taken
at hν=16eV, 18eV, and 20eV. Figure 3.12b shows the second derivative along
the energy axis of the same set of data to increase the contrast observed from
the bands. There are numerous bands that seem to move with photon energy.
There are two sets of states that are not observed to disperse: one is a set of
bands that appear 0.5eV below the Fermi level near normal emission, and an-
other which look like linearly dispersing states that cross the Fermi level at a
k‖ value of approximately ±0.13A˚−1. The states that appear 0.5eV below the
Fermi level are the same states that appear as a constant, non-dispersing band
in the normal emission scans shown in figure 3.10. It appears that these are
surface states which are spin-orbit split due to their equal displacement away
from k‖=0 in the positive and negative directions. Preliminary spin-ARPES
measurements confirm that these bands are non-spin-degenerate, confirming the
spin-orbit splitting, but due to the requirement of further analyses of these re-
sults, they are not included in this dissertation.
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Figure 3.12. (A) Raw data of in-plane dispersions as a function of incident photon
energy. (B) Second differential images with respect to both k‖ and binding energy.
Shown at 20eV are highlights of the surface states observed that do not disperse as a
function of photon energy. Two bands of a linearly dispersing state appear to cross
the Fermi level, while to spin-orbit split bands appear shifted in the k‖ direction with
maxima near -0.5eV.
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The more interesting surface state is the linearly dispersing state, which,
when extrapolated above the Fermi level, can be estimated to reach a crossing
point at ≈+240meV above the Fermi level. This linear dispersion is character-
istic of the helical Dirac-like dispersions of topological insulators [16–18]. To
verify that this state does not disperse, kx as a function of kz can be plotted at
a binding energy of -150meV, right below the Fermi level [ Fig. 3.13].
Figure 3.13. (a) The linearly dispersing surface state can be viewed in a plot of kz vs
kx as a non-dispersing state at various binding energies. Since the state is not present
in the valence band at kx = 0, it cannot be observed in the normal emission scans
shown in figure 3.10. (b) The surface state’s kx vs binding energy can be extrapolated
from the data and plotted to find a band crossing point approximately 240meV above
the Fermi level. This figure is courtesy of John A. Logan.
These dispersion maps verify that the Fermi level is located approximately
240meV below the zero-gap point of PtLuSb. Additionally, surface states are
observed, and the presence of a linearly dispersing state suggests a topologically
non-trivial nature of PtLuSb (001) films.
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3.2.8 spin-ARPES of linearly dispersing surface states
To investigate the spin texture of the linearly dispersing surface state ob-
served in PtLuSb (001) films, spin resolved ARPES measurements were taken.
The measurements were taken at an incident photon energy of hν=16eV at two
locations on the Fermi surface that had equal and opposite kx and ky wave
vectors as shown in figure 3.14.
Figure 3.14. Preliminary spin-ARPES measurements of the linearly dispersing sur-
face state. Shown is a schematic diagram of the Fermi surface (right) in dotted black
lines. Spin polarization measurements were taken at cuts 4 and 5, shown on the left, in
a direction tangential to the Fermi surface. Shown are the spin polarizations measured
for the in and out of plane directions within a region of the ARPES spectra denoted
by the dotted red lines. The results suggest that the surface state has a strong helical
spin polarization with spins lying in-plane at cuts 4 and 5.
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The two slices are labeled 4 and 5. By subtracting the intensities of two anti-
parallel spin directions that were tangential and in-plane to the Fermi surface,
we were able to observe a strong spin polarization, as seen in figure 3.14 in both
cuts 4 and 5 (above a binding energy of 0.5eV) which are equal in magnitude
and opposite in sign. Also shown are the spin polarization of states in the out-
of-plane direction, where the magnitude of the signal is much smaller than the
in-plane signal. This suggests that the spin polarization at cut 4 is opposite of
the spin polarization of cut 5, and the linearly dispersing surface state has a
strong helical spin polarization that is tangential to the Fermi surface with an
in-plane spin orientation.
3.2.9 Summary
This study found that PtLuSb (001) films could be grown epitaxially on
Al0.1In0.9Sb (001) buffer layers, and that PtLuSb (001) surfaces reconstruct in
either c(2x2) or (1x3) unit cells. The c(2x2) reconstruction is believed to be more
Sb-rich, as it occurs at lower substrate temperatures and higher Sb overpressures
than the (1x3) reconstruction which occurs at higher substrate temperatures and
lower Sb overpressures. The nature of the surface reconstruction for the (1x3)
reconstruction was determined to be Sb-Sb dimerization by investigation of the
Sb 4d core level emission using variable photon energies at MAX-lab in Lund,
Sweden. By verifying that there was a window where excess Sb did not stick
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on the surface after the surface reconstruction was stabilized, a growth window
was discovered where PtLuSb could be grown at an atomic flux ratio of 1:1:1.3
of Pt:Lu:Sb. Investigation of the film properties within this growth window
suggests that higher substrate temperatures lead to the highest quality films
with an eventual limit at 380◦C due to significant reactions between the film
and the Al0.1In0.9Sb substrate. Higher quality films may be obtained by growing
on different substrates, but it is difficult to find a lattice-matched insulating
substrate for these films. However, the possibility of discovering a substrate
where a coincident lattice-match is used remains promising.
By improving growth techniques, we were able to study the electronic struc-
ture of PtLuSb (001) surface by both scanning tunneling microscopy and ARPES.
STS and photoemission measurements confirm the position of the Fermi level in
the valence band of PtLuSb and match well with predicted band structures. A
linearly dispersing state was observed as well as spin-orbit split surface states
through ARPES measurements. Preliminary measurements of the spin texture
of the linearly dispersing state suggests that PtLuSb is topologically non-trivial.
These promising results will be the subject of future study, as the complete spin
texture of this surface state needs to be investigated and compared to theoretical
spin-texture predictions.
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3.3 PtLuBi (001) Thin Films
Using techniques developed for the growth of PtLuSb (001) films on Al0.1In0.9Sb
buffer layers, epitaxial PtLuBi (001) films were also grown. These films are pre-
dicted to be semi-metallic at the equilibrium lattice parameter, but can also
become gapped upon application of strain [8].The bulk lattice constant, how-
ever, for PtLuBi has been reported to be 6.578A˚ [9, 76], which is much larger
than attainable by conventional III-V semiconductors. For the growth of this
compound, InSb (001) buffer layers were grown with a lattice constant of 6.49A˚
to get the closest lattice match to PtLuBi.
Similar to the growth of buffer layers for PtLuSb (001) films, (100nm) InSb
(001)/GaSb (001) buffer layer structures were grown in the VG-V80H III-V MBE
chamber, then transferred in ultra-high vacuum to the Heusler Gen II chamber
in which the PtLuBi films were grown. Two difficulties were encountered during
the growth of PtLuBi films directly on InSb (001) that were not previously
observed in the growth of PtLuSb: Bi reactions with the InSb (001) surface
destroyed the epitaxial interface, preventing further epitaxial growth and the Bi
incorporation rate in the crystal at growth temperatures in excess of 350◦C was
greatly reduced. To counteract the effects of Bi reaction into the surface, 8 ML
thick PtLuSb (001) films were used as an interlayer and grown directly on the
InSb (001) surfaces. These interlayers served to prevent Bi from diffusing into
the InSb layer. To ensure Bi incorporation a low substrate temperature of 270◦C
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was used for growth using atomic flux ratios of 1:1:1. Unlike PtLuSb films, no
growth window has been discovered that allows for Bi overpressured growth.
This is likely due to the relatively lower vapor pressure of Bi, which leads to an
increased sticking coefficient.
A shuttered growth sequence was used to grow both the PtLuSb interlayer
as well as an 8ML thick seed layer of PtLuBi as previously described in sec-
tion 3.1. To study the growth mode of codeposited PtLuBi films, Pt, Lu, and
Bi shutters were opened simultaneously allowing for a natural ordering limited
by surface diffusion. For these growths, intensity oscillations of the spectral
RHEED beam were observed, confirming a layer-by-layer growth mode with a
period corresponding to the growth of a PtLuBi bilayer, or one-half of the unit
cell. This layer-by-layer growth mode is similar to the growth mode observed in
both PtLuSb and Co2MnSi films where step heights correspond to complete bi-
layers, and no monolayer steps are observed. RHEED images of a typical PtLuBi
(001) surface after growth as well as the RHEED intensity oscillations during
codeposition of Pt, Lu, and Bi are shown in figure 3.15.
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Figure 3.15. RHEED diffraction patterns along the [110], [010], and [110] azimuths
of PtLuBi suggest epitaxial growth with a single in-plane orientation. Also included
is the intensity if the spectral RHEED beam as a function of growth time. The period
of oscillation is 42.8s and corresponds to the growth of a PtLuBi bilayer as calibrated
by beam flux calibrations.
3.3.1 STM PtLuBi (001) surfaces
To study the morphology of PtLuBi films, samples were transferred in-situ
to an Omicron Low Temperature Scanning Probe Microscope (LTSPM) which
was kept at 78K to reduce the effects of piezoelectric drift and adatom diffusion
on the sample surface. Large area scans of the PtLuBi (001) surface show a
terraced surface with terraces covered in bilayer deep holes [Fig. 3.16].
The terrace height corresponds to a bilayer of PtLuBi as expected from the
observed RHEED intensity oscillations. Upon closer observation, many of the
”holes” in the terraces are related to spiral-like growth around threading dis-
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Figure 3.16. STM topographical image of a 4nm PtLuBi/8ML PtLuSb/100nm
InSb/GaSb (001) heterostructure. The image was taken at a tip-sample bias of
+100mV and a current of 900pA. Step heights correspond to ≈ 3.3A˚ or one half unit
cell of PtLuBi, in good agreement with the period of RHEED intensity oscillations. A
number of dislocation spirals can be observed in the image.
locations with screw-like character at the surface. By counting the number of
spirals, an estimated threading dislocation density of ≈ 2 x 1011 cm−2 can be
determined. The high threading dislocation density is likely a result of both the
InSb(001) buffer layer relaxation on the GaSb(001) substrate as well as the addi-
tional relaxation of the PtLuBi film on the InSb buffer layer which both serve to
nucleate additional threading dislocations. The absence of spiral hillock growth
is likely due to the relatively low substrate temperatures during growth which
leads to a decreased surface diffusivity and the inability of adatoms to diffuse to
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the lowest energy positions at the dislocation spiral. Looking closer at the step
edges in the topographical image, clear faceting can be observed in <010> and
<110> directions, a characteristic typical of (001) Heusler compound surfaces
[1, 44].
Figure 3.17. Atomic resolution topographical STM images of PtLuBi (001) surfaces.
The two panels are taken from the same location at a constant tunneling current of
1180pA with a tip-sample bias of (A) +5mV and (B) +200mV. Three black arrows
denote a subsurface atomic defect which is visibile in both images. At a tip-sample bias
of +200mV, the defect becomes most evident, as a local electronic structure change
around the defect site is visualized as a ”donut” like feature.
A closer inspection of the surface shows a number of atomic scale defects.
Figure 3.17 shows two images of the same area of the sample, one taken at a
tip-sample bias of (A) +5mV and the other (B) at +200mV. At +5mV two
”brighter” atoms are observed on either side of the defects, which are noted by
black arrows. Increasing the tip-sample bias makes these defects more obvious,
and their shape is ”donut”-like. As this ”donut” shape is much more clearly
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visible at +200mV, and is very sensitive to the tip-sample bias, it is likely that
these features are atomic defects that cause a longer range perturbation to the
crystal potential which is visualized by the STM as it is very sensitive to the
LDOS. To check the influence of the defect on the measured LDOS, the STM
tip was held above the defect site and scanning tunneling spectroscopy (STS)
was used to study the exact LDOS on and around the defect.
In these experiments, the technique of varied tip-sample separation, or varied-
z spectroscopy, was used, and normalization of dI/dV spectra developed by
Feenstra was performed [77, 78]. This technique increases the dynamic range
and therefore the sensitivity of dI/dV spectra at low tip-sample biases, allowing
for the observation of fine LDOS features at both low tip-sample biases and high
tip-sample biases using the same set of lock-in electronics. Figure 3.18 shows
an expanded view of three defects near the top of the frame, and a defect free
area at the bottom, as well as three representative tunneling spectra taken from
different locations on the surface.
Panel A and B show representative spectra taken on the defect site, while
panel C shows representative spectra taken from a non-defective area. The
shapes of the three spectra are very similar, with peak features evident at
-1800mV, -1400mV, +500mV and +1000mV. However, as indicated by black
arrows, a peak at approximately +200mV bias is only present for spectra taken
around the defect site, and vanishes at spectra taken away from the defect site.
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Figure 3.18. An STM image shows three defects near the top of the frame and none
near the bottom. Panels (A), (B), and (C) represent STS spectra taken from the noted
locations on the PtLuBi surface. The dotted circle indicates the ”donut”-like defect
radius. Panels (A) and (B), taken from the defect site, clearly show an additional
peak near +200mV as compared to panel (C) which was taken from a ”defect-free”
location on the PtLuBi (001) surface.
This result indicates that the sub-surface crystallographic defect has an observ-
able electronic state at +200mV. These spectroscopy results are consistent with
imaging of the defects, where defects had pronounced donut-like shapes that
were visible at +200mV, but only slightly visible at +5mV. A possible origin
of this defect is Sb from the underlying PtLuSb (001) layer. In the growth of
GaSbBi and InSbBi by molecular beam epitaxy, recent work has shown that
the incorporation of Bi is difficult, and high Bi-Sb flux ratios must be used to
incorporate Bi into the growing film [79]. This implies a stability of the Sb com-
pound over the Bi compound, which could lead to the preferential formation of
PtLuSb over PtLuBi, and some diffusion of the Sb from the PtLuSb into the
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PtLuBi layer. This theory is also substantiated by the observation of Sb 3d
peaks in XPS core level spectra of 10nm thick PtLuBi films on 8ML PtLuSb
templates. An Sb substitution in the PtLuBi (001) film could lead to states
near 200mV, similar to those observed in STS measurements of PtLuSb (001)
films [44]. Additionally, STM/STS measurements of 20nm thick films show no
observable defect states at 200mV tip-sample bias, suggesting that these defects
are no longer present. It is possible that in thick films, the interfacial intermixing
does not affect the surface of the film, and the presence of Sb at the surface is
greatly reduced. To confirm these observations, further studies involving STM
and STS measurements at varying thicknesses must be performed.
The observed LDOS features in the spectra taken from the defect free ar-
eas, which match those observed in thick PtLuBi films, match well with band
structure calculations. A large peak in density of states at +1000mV can be
attributed a sharp increase in density of states due to the flat character of the
conduction band near the X point. The smaller feature near +500mV can be
described by the semimetallic overlap of the valence and conduction band near
Γ. From this analysis of LDOS features with respect to the Fermi level position
of the free surface, it is believed that the Fermi level at the surface of these
films lies approximately 500mV below the valence band maximum. This result
is similar to that observed in PtLuSb and PtLuBi thin films and bulk crystals
where transport, XPS, and STS measurements all indicate a Fermi level position
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within the valence band [44, 66]. ARPES measurements of bulk PtLuBi crystals
also suggest a similar Fermi level position, as determined by the extrapolation
of linearly dispersing states in the valence band and measuring their predicted
crossing point [80].
Unfortunately, due to the reactivity of PtLuSb with InSb, and the high tem-
perature required to thermally desorb a Bi cap, ARPES measurements were not
performed on PtLuBi (001) films. However, due to the inability to cap and
decap the sample for transport to the synchrotron, an in-situ lab source x-ray
photoemission spectrometer (XPS) was used to probe photoemitted electrons at
binding energies corresponding to the valence band. XPS measurements used
a monochromated Al-k lab source at hν=1486eV with a fixed analyzer angle of
55◦ from sample normal. Figure 3.19 shows the comparison of XPS (A) mea-
surements STS (B) spectra of taken from a defect-free area of the PtLuBi (001)
surface.
Valence band features in the STS spectra at approximately -1800mV are
also observed in XPS spectra. Additionally the continued decrease in photoe-
mission intensity approaching the Fermi level is similar to the observed decrease
in tunneling spectra. At higher binding energies, Lu 4f
7
2 and 4f
5
2 core levels are
observed.
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Figure 3.19. XPS measurements of the valence band (A) show similar DOS features
as STS measurements (B) as evidenced by features near -1800mV in both spectra. The
combination of the two measurements, plus theoretical density of states calculations
suggest that the Fermi level is located 500mV below the valence band maximum in
PtLuBi (001) films.
3.3.2 Summary
In this study, in-situ measurements of the valence band as well as STS spec-
troscopies were in good agreement to place the Fermi level position 500mV below
the valence band maximum, which is similar to results of bulk crystals [80]. Un-
fortunately, an inability to cap and decap the grown films made it impossible to
transport samples to the beamline at MAX-lab, so ARPES measurements were
unable to be performed. This difficulty in capping, however, can be overcome
by the development of a vacuum suitcase transfer to bring samples to a local
synchrotron (Advanced Light Source at Lawrence Berkeley National Laboratory
or SLAC National Accelerator Laboratory) in a van or truck without breaking
vacuum and contaminating the sample surface. Plans for this type of transfer
are underway at the time of the writing of this dissertation.
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3.4 Outlook for topological half-Heusler thin films
The future is bright for the research of topological half-Heusler thin films.
More and more research groups are starting to work on the materials, leading
to better synthesis methods and eventually higher materials qualities. One im-
portant result of this research has been the determination of the Fermi level
positions of both PtLuSb (001) and PtLuBi(001) thin films. The dramatic shift
of the Fermi level into the valence band compared to theoretical predictions sug-
gests that either the predictions were incorrect, or materials quality issues are
affecting the band structure and Fermi level position. Fortunately, due to the
great tunability of the Heusler compounds, it is possible to alloy and dope the
materials to move the Fermi level position, as will be further discussed in the
next chapter. To raise the Fermi level, which is accomplished by increasing the
number of valence electrons per formula unit, alloying of Au onto the Pt site in
both of these compounds could be used. This would potentially move the Fermi
level position up towards the zero-gap point in PtLuSb or the conduction band in
PtLuBi. Au is a suitable alloying material because its atomic number, Z, is only
one unit higher than Pt, so the resulting change in crystal potential is unlikely
to drastically affect band structure, but the extra electron it can donate can
dramatically influence Fermi level position. If the Fermi level can be tuned to
these positions, then the application of biaxial tensile strain can be used to open
a bulk band gap at the energy levels that dominate transport. This promising
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avenue of research can result in a better understanding of Heusler compound
electronic structure and the knobs that can be used to adjust it.
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Chapter 4
Full-Heusler/GaAs
Heterostructures for Spin
Injection
4.1 Introduction
The ”holy grail” of semiconductor spintronics is the realization of the Datta-
Das spin field effect transistor (spin-FET) proposed in 1990 [23]. Since the
original proposal, however, creating an actual device has remained elusive, as it
requires detailed understanding of how to put spins into a semiconductor, and
an arguably more difficult task, manipulate them once they are inside. This
chapter will not focus on spin transport within a semiconductor, but rather will
detail work that has attempted to gain a better understanding of the design of
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the spin injection contact to optimize and obtain control over spin injection.
The three important factors in determining spin injection efficiency from a
ferromagnet into a semiconductor have already been discussed: the bulk spin
polarization of the ferromagnet, the interfacial spin polarization of the ferro-
magnet/semiconductor interface, and the semiconductor band structure near
the ferromagnet/semiconductor interface. To simply put spins into a semicon-
ductor so that they can be manipulated requires a detailed understanding of
each of these factors which can vary greatly for each materials system.
Fortunately for GaAs spintronics, nearly lattice-matched Fe contacts have
served well as a source for spins, and there has been a great deal of work in opti-
mization of the Fe/GaAs interface to improve spin injection efficiencies. However,
Fe has a fundamental limit in how well it can serve as a spin source, which is its
relatively low bulk spin polarization of 43% [26]. Fortunately, many full-Heusler
compounds also have a very good lattice match to GaAs, including Co2MnSi
and Co2FeSi. These two full-Heusler compounds also boast extremely high spin
polarizations. Theoretically, both Co2MnSi and Co2FeSi are predicted to be
100% spin polarized in the majority direction [81, 82] as well as high curie tem-
peratures of 985K and 1100K, respectively [4, 83], allowing them to retain their
magnetic ordering at room temperature operation. However, when shifting from
a simple elemental Fe ferromagnetic electrode to a complex ternary intermetallic
one, the structural formation of the interface and structural ordering within the
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ferromagnet come into play, and can play a large role in spin injection efficiency.
This chapter will be split into three major sections regarding spin injec-
tion from full-Heusler compounds into GaAs (001) lateral spin valve structures:
Controlling the bulk spin polarization, understanding the interfacial spin polar-
ization, and finally, understanding changes in the semiconductor band structure
that occur due to reactions between the ferromagnet and GaAs. First, a short
section will describe the growth of the full Heusler compounds by molecular
beam epitaxy.
4.2 Growth of full Heusler compound Co2MnSi
and Co2FeSi thin films by molecular beam
epitaxy (MBE)
The growth of transition metals and transition metal complexes on GaAs
(001) is tricky at elevated temperatures, as strong reactions tend to occur be-
tween the film and the substrate [70, 84–88]. Therefore during initial growths
of Co2MnSi on GaAs (001) a diffusion barrier was used which helped to allow
for a study of a variety of growth temperatures that would result in the highest
quality Co2MnSi films. The diffusion barrier Sc0.3Er0.7As with a rock-salt crystal
structure was used due to its lattice-match with GaAs, and its effectiveness at
preventing reactions between the underlying GaAs and transition metals [70].
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This diffusion barrier layer was grown in-situ in the III-V MBE chamber and
then transferred in UHV to the Heusler Gen II system where the full-Heusler
compounds were grown.
A templated growth method was used where alternating monolayers of Co
and MnSi were initially deposited on the Sc0.3Er0.7As layers to promote the het-
eroepitaxial nucleation of Co2MnSi. For growths on Sc0.3Er0.7As, Co was always
chosen as the first full monolayer to deposit, and a 10ML seeded template was
grown. The substrate temperature was held near 300◦C for both the template
growth and the subsequent codeposition of Co, Mn, and Si for the remainder of
the film.
This resulted in the growth of very high quality Co2MnSi films as verified
by x-ray diffraction [Figure 4.1] and magnetic hysteresis loops measured in a
Quantum Design MPMS system [Figure 4.2]. ω-2θ diffraction scans show finite
thickness fringes from the Sc0.3Er0.7As layer, indicated by red arrows, as well
as the Co2MnSi layer, indicated by grey arrows, suggesting the growth of high
quality, abrupt interfaces. Magnetic hysteresis measurements show an extremely
low coercivity and high remenance magnetization at zero field.
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Figure 4.1. ω−2Θ diffraction pattern around the GaAs (002) reflection of a Co2MnSi
film grown on Sc0.3Er0.7As on GaAs (001). Inset is the sample structure. Arrows
indicate finite thickness fringes from the Sc0.3Er0.7As and Co2MnSi layers suggesting
the growth of high quality and abrupt interfaces.
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Figure 4.2. Magnetic hysteresis loop of Co2MnSi grown on Sc0.3Er0.7As measured
at 300K in the [110] direction. Due to the four-fold symmetry of the rocksalt crystal
structure of the Sc0.3Er0.7As layer, the film displayed four-fold magnetic anisotropy
with easy axes in <110> directions.
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After determination of the growth temperature of 300◦C for Co2MnSi on
Sc0.3Er0.7As diffusion barriers, the Sc0.3Er0.7As was removed from the structure
and Co2MnSi was grown directly on GaAs (001) surfaces. At growth temper-
atures of 300◦C, the films grew epitaxially, with RHEED intensity oscillations
suggesting a layer-by-layer growth mechanism with a layer thickness of 0.5 unit
cells.
The observation of RHEED oscillations at the expected rate based on beam
flux calibrations helped to confirm the growth of stoichiometric crystals in a
layer-by-layer growth mode, and was used in future growths as a metric for
the verification of stoichiometric growth. The RHEED pattern observed after
the growth of a thick Co2MnSi film and the corresponding RHEED intensity
oscillations are shown in figure 4.3.
The magnetic behavior of thin (<5nm) Co2MnSi is quite different than its
behavior on Sc0.3Er0.7As. This is due to the strong interfacial anisotropy induced
by the two-fold symmetric GaAs surface. Similar to the behavior of Fe and other
elemental ferromagnets, in thin layers, this anisotropy creates an easy axis in the
[110] direction and a hard axis in the [110] direction [89].
The magnetic hysteresis loops of a 5nm thick Co2MnSi film grown on GaAs
in three high-symmetry directions are shown in figure 4.4. These results are of
particular importance as lateral spin valve devices need to be fabricated with fer-
romagnetic contact stripes along the easy access so that magnetizations can be
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Figure 4.3. Top: RHEED patterns of 5nm thick Co2MnSi grown on GaAs (001) at
270◦C. Bottom: RHEED intensity oscillations with a period of 49.7s which agrees well
with the expected growth rate from flux calibrations.
accurately controlled during device measurements. During device measurements,
an in-plane field parallel to the [110] direction is used to control the magneti-
zation of ferromagnetic contacts, and upon removal of the field, since the easy
axis of the film is in the [110] direction, the contact will retain its magnetization,
allowing for precise control of contact magnetizations.
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Figure 4.4. Hysteresis loops of a 5nm Co2MnSi film grown directly on GaAs (001)
taken with field applied and magnetization measured in the [110], [110], and [010]
directions. The 2-fold surface symmetry of GaAs (001), combined with the thin film
geometry, induces a strong uniaxial magnetic anisotropy on the Co2MnSi films with
an easy axis in the [110] direction.
Figure 4.5 shows an in-situ topographical STM image of a 4nm thick Co2MnSi
grown directly on GaAs (001). The surface shows step heights of 2.8A˚, which
corresponds to 0.5 Co2MnSi unit cells, matching well with RHEED oscillations
occuring at a period corresponding to the growth of one-half unit cell. The sur-
face is as smooth as the GaAs (001) surface underneath, and retains the typical
terrace elongation in the [110] of GaAs (001) surfaces.
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Figure 4.5. STM image of a 4nm thick Co2MnSi film grown on GaAs (001). Step
heights correspond to 1 bilayer of Co2MnSi (2.8A˚).
4.2.1 Growth of Heusler/GaAs (001) layers for lateral
spin valve heterostructures
Shown in figure 2.9 is the schematic diagram of III-V layers grown for lateral
spin valve device stacks. This III-V stack consists of a lightly doped nGaAs
channel capped with a graded doping to a highly doped region to create a narrow
Shottky barrier. These epilayers were grown in the III-V VG-V80H MBE system,
then terminated with an As-rich c(4x4) surface reconstruction for Heusler growth
[63]. The c(4x4) reconstruction was chosen because it is the most reproducibly
attained in terms of cooling procedures after III-V growth. For all of the lateral
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spin valve samples, a Heusler thickness of 5nm was grown. After the sample was
allowed to cool to room temperature, a 10nm Al cap was grown followed by an
additional 10nm of Au to protect the ferromagnetic film from oxidation.
Using these growth techniques, we were able to demonstrate spin injection
directly from Co2MnSi thin films into GaAs for the first time. The spin signals
were observed in a lateral spin valve measurement and verified by the observa-
tion of spin dephasing in Hanle measurements as shown in figure 4.6. For this
measurement, and all future measurements in this disseration, the biased detec-
tor geometry was used for spin signal measurements with a forward bias of 2mA
on the detector.
An ideal growth temperature of Co2MnSi on GaAs (001) of 270
◦C was de-
termined by lateral spin valve measurements [Fig. 4.7]. A series of samples
were grown at different growth temperatures and their spin injection/detection
efficiency was studied.
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Figure 4.6. Spin valve signal at 60K shown in black as well as Hanle curves shown
in red and green for a Co2MnSi/GaAs (001) lateral spin valve. The measurements
were taken in a biased detector geometry as shown in the optical micrograph of the
fabricated device.
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Figure 4.7. Growth temperature dependance of the non-local spin valve signal in
Co2MnSi/GaAs(001) heterostructures. An ideal growth temperature of 270
◦C was
determined by finding the maximum of the spin signal.
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The measured spin signal in these devices peaked at a growth temperature of
around 270◦C with a significant decrease in spin signal above these growth tem-
peratures. Therefore, all future samples were grown at a substrate temperature
of 270◦C.
For the best sample, were were able to obtain spin signals in excess of 2mV
at room temperature, which is a 20x improvement over typical Fe/GaAs samples
[see Fig. 4.8. By modeling the spin injection efficiency and the enhancement
due to detector bias, Paul Crowell’s group at University of Minnesota was able
to calculate a spin accumulation near 60% in the GaAs channel, as compared to
typical values of 30% in Fe/GaAs devices. This near doubling of injected spin
Figure 4.8. Temperature dependence of the spin signal with a detector and injector
bias of 2mA (forward) in a Co2MnSi/GaAs (001) spin valve. This sample shows a
tremendous spin signal in excess of 2mV at 30K.
polarization is attributed to the high spin polarization of the bulk Co2MnSi film,
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as well as a high interfacial spin polarization. These initial results showed the
promise of highly spin polarized compounds, and the work in the rest of this
chapter set out to control the magnitude and sign of the spin signals, as well to
understand the Heusler/III-V interface.
4.3 Co2FexMn1−xSi alloys: Controlling the bulk
spin polarization
The two compounds Co2MnSi and Co2FeSi are nearly ideal choices for spin
injection into GaAs. Their lattice constants are nearly identical at 5.65A˚, and
are almost perfectly lattice-matched to GaAs (< -0.6% mismatch) [81, 82]. Ad-
ditionally, their crystal structure is well suited towards epitaxial growth on GaAs
as they retain the similar face-centered cubic sublattice structure of the Ga and
As in the zinc blende structure. Both compounds also have high Curie temper-
atures of 985K for Co2MnSi and 1100K for Co2FeSi making them suitable for
room temperature operation [4, 83]. Both of these materials also have very high
spin polarizations, with Co2MnSi predicted to be 100% spin polarized in the ma-
jority direction [82]. Co2FeSi has been predicted to be both half-metallic with a
majority spin polarization [90], and near half metallic with a spin polarization in
the minority direction [91]. Experiments have suggested that Co2FeSi is indeed
minority spin polarized both by a sign reversal in anisotropic magnetoresistance
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measurements [92] as well as an increase in Gilbert damping parameter, α, as
compared to half-metallic films [38]. For the purposes of this experiment, these
experimental studies are assumed to be correct, and pure Co2FeSi is minority
spin polarized.
Co2MnSi and Co2FeSi posses a valence electron count of 29 and 30 e
− per
formula unit. The addition of one more valence electron results in a “higher”
filling of electrons within the band structure, therefore raising the Fermi level. As
shown in figure 4.10, the two compounds have electronic structures with similar
density of states for each spin channel, but the Fermi level position is raised in
the Co2FeSi as compared to the Co2MnSi. This suggests that by increasing the
Fe content in the alloy Co2FexMn1−xSi should raise the Fermi level to a point
where the compound becomes minority spin polarized. If this is the case, then
the alloying of Fe on the Mn site could prove to be a useful tool in tuning both
the magnitude and sign of spin polarization.
To complement experimental results that suggest that Co2FexMn1−xSi alloys
become minority spin polarized at high Fe contents, we chose to study the spin
injection from these alloys as a function of Fe content, x, into GaAs (001) spin
channels. From previous lateral spin valve measurements using Fe spin injectors
into GaAs, it has been determined that the sign of the spin accumulation in
the GaAs is the same as the sign of the spin in the ferromagnetic contact, so
this system allows for the measurement of not only magnitude of injected spin
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polarization, but also for the measurement of sign of that spin polarization [58].
4.3.1 Growth of Co2FexMn1−xSi alloys
To grow the Co2FexMn1−xSi thin film alloys, a shuttered growth technique as
was used for PtLuSb, PtLuBi, and Co2MnSi could not be used. This is because
the Co and Fe sources are part of a dual-source cell in the Heusler Gen II, which
means that both fluxes are shuttered simultaneously by a single shutter, making
it impossible to grow one versus the other. Since the seeded nucleation sequence
was not possible for Co2FexMn1−xSi alloys, a full series of compositions with x
= 0, 0.3, 0.33. 0.66, and 1 were grown using codeposition of Co, Fe, Mn, and
Si from the start of the growth. The samples x = 0, 0.33, 0.66, and 1 were all
grown as a series, in immediate succession without changing the Co or Si source
temperatures so as to eliminate any experimental variable changes aside from
the Fe/Mn ratio.
4.3.2 Biased detector spin signal measurements of
Co2FexMn1−xSi/GaAs (001) spin valves
For measurements of spin signal in Co2FexMn1−xSi/GaAs (001) spin valves,
a constant injector and detector bias of 2mA (in the forward bias condition)
were used. Even though the pure Co2FeSi sample contained no Mn, and the
detector was “on” at no bias, the sample was still measured under bias to be
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able to compare the magnitude and sign of the spin signals.
The biased detector spin signals for each sample, measured at 30K, are shown
in figure 4.9.
It is clearly observed that the spin signal first decreases as x is increased
until it reaches a point at x ≈ 0.66 where the spin signal is nearly 0, then flips
sign and increases in the minority direction as x approaches 1. Using predicted
band structures, a schematic diagram can be drawn that describes the transition,
where at x = 0.66, the number of majority and minority states at the Fermi level
are nearly equal, with the end results being an injection of an unpolarized spin
current and the measurement of no spin voltage [Figure 4.10].
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Figure 4.9. (a) Raw measurement of spin signal as a function of injector bias. (b) The
biased detector spin signal as a function of concentration, x, of Fe in Co2FexMn1−xSi.
Shaded in red is a region where the ferromagnet’s spin polarization is majority, while
the blue section and negative values show minority spin polarization. A clear cross-
over from majority to minority spin polarization at x ≈ 0.66 is clearly observed in the
Co2FexMn1−xSi alloy.
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Figure 4.10. The density of states of Co2FexMn1−xSi as x varies from 0 to 1. This
figure was adapted by Kevin Christie from Ref. [81].
This apparent change in spin polarization, and the decrease in spin signal
observed for Co2FexMn1−xSi alloys with 0< x < 1, shows not only the opposite
nature of the spin polarizations of Co2MnSi and Co2FeSi, but also the composi-
tions in between where the spin polarization can can modified by alloying.
The ability to tune the spin polarization magnitude and sign by controllable
alloying is a new concept to the field of semiconductor spintronics. Previous work
has focused on efforts to increase injected spin polarization as well as increase
overall spin signal in lateral semiconductor devices. Our work has demonstrated
not only very high spin signals using Heusler compounds, but has been able to
demonstrate control over magnitude and sign of spin polarization in the GaAs
channel.
This study also shows the versatility of the whole class of Heusler compounds,
as the Fermi level can be tuned through a band gap (in this case the minority spin
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gap) by alloying with an element that increases the total valence electron count
per formula unit. In future work, these concepts will be applied to modify the
Fermi level position of the proposed topologically non-trivial Heusler compound
PtLuSb, mentioned in chapter 3, by alloying on the Pt site with Au. Addi-
tionally, in work to be completed by Sean Harrington in our research group, we
will investigate the Fermi level shift in purely semiconducting compounds and
try to understand the semiconducting to metallic transition in Co1−xNixTiSb
compounds.
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4.4 Understanding the effect of the Co2MnSi/GaAs
(001) interface on spin injection
While theoretical predictions suggest that Co2MnSi is half-metallic [82], a
practical limitation of the spin polarization is often reached due to the break-
down of half-metallicity at surfaces and interfaces [39, 93–96]. Understanding
the band structure at these interfaces, therefore, is of utmost importance when
predicting and understanding device performance. In the case of Co2MnSi/GaAs
(001) interfaces, the bonding and structure can be extraordinarily complex. This
study attempted to modify the interfacial structure by a modification of the film
nucleation, and see if changes in interfacial structure resulted in changes in the
spin injection in Co2MnSi/GaAs lateral spin valves. However, the end result,
presented in the following sections, was that the interfacial structure could not
be modified.
4.4.1 Co- and MnSi- Initiated Co2MnSi/GaAs (001) Lat-
eral Spin Valve Heterostructures
The L21 full-Heusler crystal structure consists of alternating planes of Co
and MnSi. Therefore, using the epitaxial seeding layer technique, previously
described for PtLuSb and PtLuBi growth, there are two choices for the initiation
layer, Co or MnSi. To see if the choice of initiation layer would affect the spin
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signal by modification of interfacial structure, two samples were grown: one
with a Co initiation layer and one with a MnSi initiation layer. Regardless of
initiation layer, the resulting structural quality and magnetic properties of the
films remained the same, suggesting that the choice of intitiation layer did not
have a significant effect on the epitaxial growth or the bulk structure of the film.
Shown in figure 4.11 are RHEED diffraction patterns from the growth of both
samples taken in the [110] direction as a function of growth thickness. After
the growth of the second monolayer, no significant differences in RHEED are
observed for either sample, and the only difference observed is after the growth
of the initiation layer. For the Co initiation layer, faint streaks are observed at
positions around the spectral beam that do not index to lattice parameters from
reflections of the full Heusler crystal structure. These streaks may originate
form the formation of a CoAs like phase which has been suggested to form
after the deposition of < 1ML Co on the c(4x4) GaAs (001) surface [84]. After
subsequent MnSi deposition, these faint streaks disappear and RHEED patterns
representative of Co2MnSi appear.
For MnSi initiated films, the c(4x4) reconstruction of the GaAs (001) surface
disappears, and reflections from the bulk GaAs dim considerably. After the
deposition of the next Co layer, RHEED patterns representative of Co2MnSi
appear, suggesting the formation of a 2 monolayer thick film of Co2MnSi.
After the growth of a few monolayers, both samples display 1
2
order streaks
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corresponding to a real space 2x surface periodicity as compared to the bulk
unit cell. As will be shown later, these RHEED patterns are consistent with
a mixed c(2x4)/c(4x2) surface reconstruction believed to originate from GaAs
that is riding on top of the Co2MnSi film.
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Figure 4.11. RHEED of a starting c(4x4) GaAs (001) surface as well as after the
deposition of each monolayer in Co- and MnSi-initiated samples of Co2MnSi. After the
deposition of the first monolayer, there are no significant differences in RHEED, and
after deposition of 15.4nm of film, the RHEED patterns are nearly identical, showing
a slight 2x periodicity in both the [110] and [110] directions.
118
4.4.2 Spin signals of Co- and MnSi- initiated Co2MnSi/GaAs
(001) non-local spin valves
After growth of the full lateral spin valve heterostructure for both Co- and
MnSi-initiated Co2MnSi films, the samples were then fabricated into non-local
spin valve devices as shown in figure 2.11 for spin transport measurements.
Shown in figure 4.12 are positive field non-local spin-valve measurements with
a 2mA detector bias (to increase detection efficiency) of Co2MnSi/GaAs (001)
Co- and MnSi- initiated samples.
Figure 4.12. Non-local spin valve signals for Co- and MnSi-initiated Co2MnSi/GaAs
(001) lateral spin valve structures. The observed spin signals are fairly similar.
The jumps in voltage are observed when the extraction contact is magnet-
ically oriented in an antiparallel direction to the detection contact. The spin
signal for the MnSi initated device is similar to that of the Co initiated device
(500µV vs 375µV), but there is an increase in noise on the spin-signal in the
MnSi initiated sample as compared to the Co sample. The increase in noise
suggests that the choice of nucleation sequence affects the spin injection process
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from the ferromagnet into the GaAs channel. Since the bulk of the Co2MnSi, as
verified by RHEED during growth and transmission electron microscopy after
growth, remains the same regardless of nucleation sequence, a change in bulk
electronic structure of the ferromagnet can be ruled out. The change in spin
injection properties, therefore, must be due to a modification of either the inter-
facial electronic structure or the semiconductor electronic structure. First, the
interfacial structure was studied during growth by in-situ scanning tunneling mi-
croscopy and spectroscopy (STM/STS) and XPS as well as ex-situ by high angle
annular dark field scanning transmission electron microscopy (HAADF-STEM)
combined with electron energy loss spectroscopy (EELS) maps of the interfacial
region.
4.4.3 In-situ STM and STS of Co2MnSi growth on c(4x4)
GaAs (001) surfaces
The in-situ scanning tunneling microscope provides an ideal tool to study
the heteroepitaxial nucleation of Co2MnSi on GaAs (001) as it allows for both
a topographical study of the nucleation as well as a study of the electronic
structure of ultra-thin Co2MnSi films by means of STS. For these experiments,
STM/STS measurements were performed at 78K in an Omicron low temperature
scanning probe microscope (LTSPM) to reduce the effects of piezoelectric drift
during STS measurements and to reduce the effects of surface atom diffusion.
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Tunneling spectroscopy measurements were used to study the local density of
states (LDOS) by measuring differential conductance as a function of tip-sample
bias using standard lock-in techniques. STS measurements were performed using
a varied-Z spectroscopy mode where the tip-sample distance is linearly scaled
with the magnitude of the applied bias. This measurement technique allowed for
accurate measurement of semiconducting band edges as well as a high sensitivity
to states close to the Fermi level as described by Feenstra [77, 78]. Spectra were
normalized by I/V using previously published techniques in order to remove
the effects of the change in conductance caused by ramping the tip closer to
and further from the surface [77, 78]. In this study, for both Co- and MnSi-
initiated samples, the STM was used to investigate surface topography as well
as surface electronic structure during nucleation after each monolayer of growth.
The results from the MnSi-initiated sample will be discussed first, followed by
the results of the Co-initiated sample.
The GaAs c(4x4) surface reconstruction consists of triplets of As-As dimers
along the [110] direction bonded to an underlying As layer as shown in figure
4.13 [63].
This results in an extra 0.75ML of surface As on the nominally stoichiometric
GaAs substrate. An STM image of the c(4x4) surface is included in figure 4.14.
After deposition of 1ML MnSi, STM images show that the c(4x4) reconstruc-
tion of GaAs is completely destroyed. However, GaAs terraces are still observed,
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Figure 4.13. A schematic of the β-c(4x4) surface reconstruction showing both top
down and side (along the [110] direction) views. The reconstruction results in an extra
0.75ML of As on the surface. This figure was taken from Ref. [63].
and approximately 4A˚ tall islands cover ≈ 25% of the surface. STS spectra at
all areas of the surface suggest a gapped electronic structure, with a slightly
different LDOS from spectra taken from the 4A˚ tall islands [Fig. 4.15].
From STS spectra shown in figure 4.15, it appears as though STS spectra
from the lower areas of each terrace are gapped, and that spectra on top of
each island show similar STS spectra, with a gap present, convoluted with the
existence of a smaller gap. From previous studies of Mn deposition on c(4x4)
GaAs (001) surface, the areas in between the islands look nearly identical to the
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Figure 4.14. STM filled state images of c(4x4) GaAs surface. The inset shows a
zoomed in view, with a highlight of the c(4x4) unit cell. Some disorder in the surface
reconstruction is clearly observed, likely caused by As-deficiencies due to post-growth
annealing procedures used to reduce excess As from sticking to the surface.
surfaces where pure Mn was deposited at similar growth temperatures of 250◦C,
where it is theorized that Mn reacts with the GaAs to form Mn2As and δ-MnGa
like phases [87]. Studies of the growth of Si on GaAs (001) surface suggest
that Si sits on the GaAs surface to form rectangular islands [97]. The smaller
observed gap (green dotted line) of the island like features suggests that these
islands could be the formation of silicon with GaAs on top or directly beneath,
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since the GaAs band-gap features still seem to be present (red dotted lines).
Unfortunately, using STS, it is difficult to draw solid conclusions on band gap
size from layer to layer, as factors that can affect tip-induced band bending can
change [48].
After the deposition of the next ML, Co, the sample surface morphology
changes dramatically, with the growth of islands over the whole surface (> 85%
coverage) with clear <110> type faceting, typical of the Heusler compounds
studied in this dissertation [Figure 4.16].
124
Figure 4.15. STM filled state images of GaAs surface after the deposition of 1ML
MnSi. The c(4x4) surface reconstruction appears to destroyed and the surface is 25%
covered in 4 A˚ tall islands. Also shown are STS spectra taken on the areas where
the reconstruction is destroyed (left) and on the islands (right) where the LDOS is
modified.
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Figure 4.16. An STM image (top) and STS spectra (bottom) of a 2ML thick MnSi-
initated sample after the deposition of the first Co ML. STS spectra suggest a metal-
lic surface and resemble the LDOS measured on thick Co2MnSi films. <110> type
faceting is observed in the STM image, which is typical of Heusler compounds.
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STS measurements also show that the band gap is no longer present, and
a LDOS representative of metallic surfaces is observed. The STS spectra for
the 2ML thick sample are similar to those observed for thick Co2MnSi films,
suggesting that the full-Heusler crystal structure is present in this 2ML thick
film.
For samples initiated with Co, STM images show very different surfaces for
the initial monolayer of deposition, but after the second monolayer, both samples
appear nearly identical [Figure 4.17]. After the deposition of 1ML of Co on the
c(4x4) GaAs (001) surface, STM images show the presence of small, densely
packed islands. Clear <110> faceting is observed. At this point, STS spectra
suggest a metallic surface, which is presumably a CoAs or CoGa phase, similar
to those reported for the deposition of pure Co on c(4x4) GaAs at elevated
temperatures [84].
After deposition of the next ML of MnSi, no significant changes to the surface
morphology are observed, except for a slight increase of <110> faceting. STS
spectra taken on the island appear metallic, and show a density of states similar
to that of bulk Co2MnSi [Figure 4.18]. Also shown in the bottom of figure 4.18 is
the evolution of STS spectra along the red line traveling from the semiconducting
surface to the top of a Co2MnSi island. The transition from a semiconducting
spectra in between the islands to a metallic spectra on top of the islands is clear.
It is important to note the presence of LDOS features (indicated by black arrows)
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Figure 4.17. After the deposition of 1ML of Co on the c(4x4) GaAs (001) surface,
<110> faceted islands are observed. STS spectra suggest that the surface is metallic,
with regions of semiconducting area in between the islands which are labeled GaAs.
in both the semiconducting spectra as well as spectra taken from the top of the
island. These features line up well with features observed from the GaAs surface
(between islands) suggesting that there is some semiconducting material on top
of the islands as well. The island height is 5.6A˚ from the semiconducting surface,
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which, after the deposition of only 2ML Co2MnSi, or 2.82A˚, suggests that these
islands could be formed by a 2ML thick Co2MnSi layer under a 2ML thick GaAs
layer, which could give rise to the states observed in LDOS spectra.
After the deposition of the first two monolayers of film, no significant differ-
ences are observed in STS spectra or topography for the two different initiation
sequences. Further evidence of GaAs riding on top of the growing Co2MnSi film
is seen in RHEED patterns as well as STM images of a 15.4nm thick Co2MnSi
film. The RHEED pattern shown in figure 4.11 of the thick film shows a slight 2x
periodicity, suggesting a surface reconstruction. STM images of this film, shown
in figure 4.19, suggest the presence of a mixed c(2x4)/c(4x2) surface reconstruc-
tion with 90◦ rotational variants. This reconstruction, which is not observed in
very thick Co2MnSi films, is likely caused by 2-fold symmetric GaAs forming on
the 4-fold symmetric Co2MnSi crystal, leading to the formation of 90◦ rotated
domains.
A study of the nucleation of Co2MnSi on c(4x4) GaAs (001) surfaces using
both Co- and MnSi-initiation layers suggests that the only major differences in
the seeded growth sequence occur during the first two monolayers of growth.
MnSi initations result in semiconducing surfaces after the deposition of the first
monolayer, possibly as a result of reactions between the Mn and GaAs as well
as the growth of Si clusters. After the growth of Co, films appear to cover the
surface and are metallic with DOS similar to that of thick Co2MnSi films.
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Figure 4.18. STM image (top) of a Co-initiated sample after the deposition of the
first ML of MnSi. STS spectra (bottom) taken along a line (denoted by the red arrow)
from in-between islands to the top of an island show the transition from a gapped
electronic structure to a metallic one. The persistence of LDOS features denoted by
the black arrows suggest the presence of GaAs on the surface of the Co2MnSi island.
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Figure 4.19. STM image (top) of a 15.4nm thick Co2MnSi film grown on c(4x4) GaAs
(001). The image shows surface reconstruction with two rotational varients of c(2x4)
reconstructions oriented 90◦ to each other (red and green boxes). STS measurements
(bottom) of the thick film show metallic behavior with a slight tip in LDOS near the
Fermi level.
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Co initiations results in a metallic film with full coverage from the start, with
the deposition of the first monolayer of Co. Deposition of MnSi does not change
the surface morphology much, and STS spectra are very similar to the those
measured on thick Co2MnSi films. The STS measurements, as well as height
measurements of the growing islands suggest that GaAs rides on top of the sur-
face of the growing Co2MnSi film, which is further evidenced by the observation
of mixed c(2x4)/c(4x2) surface reconstruction on the Co2MnSi surface. To bet-
ter understand how the interface forms, and to verify that GaAs rides on the
surface of the growing Co2MnSi film, in-situ XPS was used to study the attenu-
ation of Ga and As core-levels as well as the intensity of Co and Mn core-levels
as a function of monolayer deposition thickness.
4.4.4 In-situ XPS measurements of core-level emission
intensity during Co2MnSi nucleation on c(4x4) GaAs
(001) surfaces
Similar to the sequence used for STM measurements, XPS spectra were mea-
sured in-situ after the growth of each monolayer using an Al K x-ray source with
700meV energy resolution detector at an emission angle of 55◦ for both Co- and
MnSi- initiated samples. To investigate the possibility of Ga and As riding on
the growing surface of the Co2MnSi film, the Ga 3d and As 3d photoemission
intensity was analyzed as a function of film thickness. The As 3d intensity at-
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tenuation was nearly identical to that of the Ga 3d core level, so it is not shown
here. To study the growing film, the Co and Mn 2p core levels were studied as
a function of film thickness.
Studying the core level intensity attenuation of a substrate peak in XPS
allows for a study of both growth mode and interfacial reactions. Since XPS is
extremely surface sensitive, and inelastic mean free paths of electrons are on the
order of A˚ngstroms, so after only the deposition of a few monolayers, substrate
peaks attenuate rapidly, allowing for quantitative studies.
Shown in figure 4.20A are XPS spectra of the Ga 3d core level as a function
of film thickness, with each subsequent curve corresponding to the deposition
of an addition ML of Co2MnSi. For both nucleation sequences, the Ga 3d core
level attenuates for each subsequent monolayer deposition. Assuming that each
monolayer provides complete coverage, the expected intensity attenuation of
the Ga 3d peak can be calculated. For a detailed description of the intensity
modeling and calculations, please refer to the thesis of Brian D. Schultz and the
thesis of Jason K. Kawasaki [1, 98].
An inelastic mean free path can be calculated for each layer of Co and each
layer of MnSi. Using that inelastic mean free path, since the geometry of the
electron analyzer and sample are well known, a normalized intensity expected
after each monolayer deposition can be calculated. This analysis makes assump-
tions about the attenuation coefficient of each layer, and more specifically, in
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Figure 4.20. Left: Ga 3d core level spectra as a function of monolayer growth
thickness for a Co-initiated sample to demonstrate the peak attenuation as a function
of Heusler thickness. Top right: Intensity of the Ga 3d core level as a function of
Co2MnSi thickness for a Co initiated sample. Bottom right: Intensity of the Ga 3d
core level as a function of Co2MnSi thickness for a MnSi initiated sample. Black
squares correspond to experimentally measured values while blue triangles correspond
to theoretical intensity attenuations based on the growth of Co and MnSi monolayers.
Also shown are fits as a guide to show the deviation of the experimentally observed
attenuation rate from the theoretically expected one.
the case of a MnSi layer, an approximation was used by averaging the inelastic
mean free path of a full Mn layer and a full Si layer. The expected intensities,
along with the measured intensities are plotted in figure 4.20b and 4.20d for
each intiation sequence: (B) Co-first (D) MnSi-first. It is clear that the intensity
measured by experiment attenuates at a slower rate than is expected, suggest-
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ing that either that the Co2MnSi film is growing as islands and not completely
covering the GaAs, or that Ga is riding on the surface of the growing film. From
STM images, it is clear that the Co2MnSi film is not growing as islands, and any
slight deviation from perfect layer coverage that can be observed in the STM
images is not reconciled by modeling. Additionally, after the deposition of very
thick Co2MnSi films in excess of 15nm, Ga is still observed by XPS, suggesting
that even at these thicknesses, when the film thickness is much greater than the
electron inelastic mean free path, Ga is present on the surface of the film. These
results suggest that Ga (as well as As, due to the similarities in observed peak
attentuation) are likely riding on the surface of the growing film.
Further information about the nucleation and growth of the film can be
obtained from analyzing the emission intensity of the Co and Mn 2p core levels.
These intensities are also shown in figure 4.21 for both nucleation sequences.
For MnSi initiated films, the core level intensity varies as expected, as the core
level intensity for each species increases after deposition, and is attenuated by
the deposition of the next monolayer. For Co initiated films, this trend is similar,
except for the first two monolayers. The Co 2p intensity, after deposition of the
first monolayer of MnSi, remains constant, and is not attenuated. This suggests
that the MnSi buries under the previous Co layer to bond with the underlying
GaAs. Continued deposition results in the expected rise and attenuation of core
levels for both Mn and Co, which suggests a layer-on-top-of-layer growth mode
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Figure 4.21. Measured intensities of the Co and Mn 2p core levels as a function of
growth thickness. MnSi initiated films are shown on the left and Co initiated films
are on the right. Intensities are expected in increase upon deposition of the layer that
contains the element, and are expected to attenuate after deposition of the next layer.
The trend in the MnSi initiated sample is consistent with this description, but for
Co initiations, the MnSi layer does not attenuate the first layer, suggesting a burying
mechanism.
after the first two monolayers.
These results suggest that there is a strong driving force to form a MnSi-
GaAs type interface, and at the high substrate temperatures of 270◦C, there is
enough energy for the MnSi to bury under the Co layer to form a stable interface.
This is consistent with STM measurements as well, as the deposition of MnSi
was not observed to significantly change the surface morphology. To verify the
formation of a similar MnSi-GaAs type interface regardless of initiation layer,
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cross-sectional TEM samples were prepared and studied using HAADF-STEM
imaging.
4.4.5 Investigation of the Co2MnSi/GaAs (001) interface
by HAADF-STEM imaging
The Co2MnSi/GaAs (001) interface is atomically abrupt, as seen in figure
4.22.
Figure 4.22. High-angle annular dark field scanning transmission electron microscopy
(HAADF-STEM) image of the Co2MnSi/GaAs (001) interface viewed along the [110]
direction showing an atomically abrupt transition from Co2MnSi to GaAs.
However, rather than simple bulk terminations of Co2MnSi and GaAs stacked
on top of each other, the interfacial structure is rather complex, involving multi-
ple layers of Ga, As, Co, Mn, and Si. HAADF-STEM imaging is sensitive to Z,
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or the atomic number, of the atomic column being probed, so atomic columns
made up of heavier atoms show up as brighter in the image. From this contrast,
it is possible to pick out a few chemical species, but to differentiate between Co
and Mn or Ga and As is difficult.
By analysis of the image contrast, possible interfacial atomic models have
been calculated and allowed to relax to their equilibrium positions through com-
putational methods. From these positions, HAADF-STEM simulations can be
made, and their results can be directly compared to images. Since most of this
work was completed in collaboration with Paul Voyles’ and Bill Butler’s groups
at University of Wisconsin-Madison and University of Alabama, the details of
the analysis will not be presented here. However, the proposed structure matches
well with XPS and STM results, suggesting that a MnSi-GaAs type interface is
formed [Figure 4.23].
HAADF-STEM imaging as well as density function theory calculations have
suggested that the interfacial structure is similar for both Co- and MnSi- initiated
samples. These results match well with in-situ XPS and STM measurements.
Therefore, it is unlikely that interfacial electronic structure is different between
the two samples, and the differences in observed spin signal must come from a
modification of the semiconductor band structure near the interface.
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Figure 4.23. High-angle annular dark field scanning transmission electron microscopy
(HAADF-STEM) image of the Co2MnSi/GaAs (001) interface viewed along the [110]
direction showing an atomically abrupt transition from Co2MnSi to GaAs.
4.5 Effects of Co2MnSi growth conditions on
the GaAs band structure near the interface
Changing the nucleation sequence, while intending to modify interfacial struc-
ture and bonding, had no observable effects on the interfacial structure, likely
due to a strong driving force to form a MnSi-GaAs type interface. Since the
bulk and interfacial structures are the same using both nucleation sequences, it
is likely that the change in spin injection properties is due to a modification of
semiconductor band structure near the ferromagnet.
Mn is a shallow acceptor in GaAs, and Mn diffusion from the Co2MnSi
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into the GaAs could significantly effect the Schottky barrier width, which is
determined by both the barrier height and the charge density profile of the space
charge region. It is possible that compensation of the n-type Si dopants by Mn
greatly affects the Schottky barrier shape, which has been shown to strongly
effect the magnitude of observed spin signals [99].
In a study by Hu, et. al., an optimal thickness of 15nm for the n+GaAs
contact region was determined [99], but for Co2MnSi, this was too thin, and the
n+ region was increased to 18nm to observe spin signals in non local spin valve
devices. This suggests that for Co2MnSi injectors, there is some compensation
of the n+ region, likely by the diffusion of Mn into the GaAs from the Heusler
electrode.
To study the extent of Mn diffusion into the GaAs, secondary ion mass
spectrometry (SIMS) was employed. To avoid effects of knocking-on Co, Mn,
and Si into the GaAs from the metal, and to increase depth resolution, the
substrate was removed and SIMS analysis was performed by sputtering from the
backside of the sample using previously developed techniques [85].
Specifically for this study, Co2MnSi films were grown on 500A˚ GaAs/(100A˚
Al0.1Ga0.9As/100A˚ GaAs) x 3 superlattice/100A˚ GaAs/5000A˚ Al0.8Ga0.2As/GaAs
(001) structures. Two samples were grown, one with a Co- initiation sequence
and one with a MnSi- initiation sequence. To remove the substrate, samples
were mechanically polished to a thickness of 110µm, then the remaining GaAs
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was removed using 30:1 H2O2:NH4OH solution using the Al0.8Ga0.2As as an etch
stop. Finally, buffered HF (1:7 HF:NH4F) was used to remove the Al0.8Ga0.2As
layer, leaving a GaAs surface. The 100A˚ Al0.1Ga0.9As/100A˚ GaAs superlattice
was used as a sputtering rate calibration for depth.
Figure 4.24. Backside SIMS profiles for MnSi- and Co- initiated Co2MnSi/GaAs
(001) structures. A rise in Mn signal before the rise of Co and Si in the interfacial
region suggests a diffusion of Mn into the GaAs which could be compensating the
n-type Schottky contact. Due to the effects of intermixing and depth resolution of
SIMS, a difference between MnSi- and Co- initiated samples was not observed and no
conclusions regarding the difference in Mn in-diffusion could be made.
Figure 4.24 shows Ga, Al, Co, Mn, and Si signals from SIMS measurements.
The interface of the Co2MnSi and GaAs is located 1230A˚ deep, which is seen
in the spectra by the dramatic rise of both the Co and Si signals. The rise
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of the Mn signal before the interface suggests significant Mn diffusion into the
GaAs. This diffusion, on the order of 20A˚ - 50A˚ from the interface, is likely to
partially compensate the effects of the Si doping which is required to obtain a
narrow Schottky barrier. This “diffusion layer” thickness also matches well with
the required increase of the n+ region in Co2MnSi/GaAs (001) structures from
150A˚ to 180A˚ as compared to Fe/GaAs (001) structures.
Unfortunately, for both initiation sequences, there were no strong differences
in the observed Mn signal within the GaAs. It is likely that the SIMS technique
is not sensitive enough to measure very small differences in Mn concentration
near the interface. To obtain a more sensitive probe, I-V measurements of the
contacts were taken.
4.5.1 I-V measurements of Co2MnSi/GaAs Schottky con-
tacts
I-V characteristics of the grown Schottky diodes provide a more sensitive elec-
tronic probe probe to study the semiconductor bandstructure near the Co2MnSi/GaAs
interface. I-V curves were measured on lateral spin valve devices grown using
Co-, MnSi-, and Mn- initiated Co2MnSi spin injectors. For this study, Mn- ini-
tiation corresponds to the replacement of the Si atoms in a MnSi layer with
Mn.
Since the semiconductor-ferromagnet contact is a Schottky barrier, we expect
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rectification and the I-V characteristic of a diode. The equation for thermionic
emission, J = A∗T 2e−
φB
kBT (e
VF
kBT −1), could allow for an extrapolation of Shottky
barrier height, but unfortunately, due to the degenerate doping of the contact,
there is a significant tunneling contribution. However, analysis of the I-V curves
can give an idea of the width and height of the Schottky barrier by calculation
of the effective barrier height. Using a Richardson constant for metal/n-GaAs
Schottky contacts determined in Ref. [100] of 4.4 A
cm2K2
, we can calculate effec-
tive barrier heights of the 3 different initiations.
Shown in figure 4.25 are forward biased I-V curves on semi-log plots for three
samples with identical Si:GaAs doping profiles and three different spin injectors:
Co2MnSi (Co initated), Co2MnSi (MnSi initiated), and Co2MnSi (Mn intiated).
By initiating the growth with Co, MnSi, or Mn, an increased amount of Mn
at the interface could lead to a larger amount of in-diffused Mn, or a greater
modification of the effective Schottky barrier height. Also included are the cal-
culated effective barrier heights for each curve. As the I-V data clearly shows,
an increase in effective barrier height is observed for increasing Mn composition
in the nucleation layer.
As seen in the data, a clear trend is observed towards higher turn on in I-V
curves is observed as Mn content near the interface is increased. The Mn initiated
sample is the most resistive, followed by the MnSi initiated sample, and finally
the Co initiated sample. This increase in resistance (also observed as an increase
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Figure 4.25. I-V characteristics of Co-, MnSi-, and Mn- initiated Co2MnSi samples
plotted on semi-log plots at 300K and 30K. Included are the effective Schottky barrier
heights for each curve.
in rectification, as reverse bias IV curves show much lower current) is suggestive
of a widening or increase in height of the Schottky barrier. This is likely due to
the effects of Mn in-diffusion that were observed in SIMS measurements.
4.5.2 Effect of modification of band structure on spin in-
jection properties
It is clear the Mn compensation of the Schottky barrier is dominating the
spin injection process. The addition of excess Mn at the interface, by replacing
all Si atoms with Mn, resulted in even more compensation as observed through
IV curves.
From SIMS spectra, it is quite clear that Mn diffuses strongly in the GaAs
layer, as it is seen as far as 20A˚ - 50A˚ into the GaAs. However, for the two nu-
cleation sequences, the amount of Mn that diffuses is likely different. The more
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rectifying I-V characteristics of lateral spin transport devices with a Mn initia-
tion layer as compared to Co and MnSi initation layers suggest that the Schottky
barrier is modified by the diffusion of more Mn into the first few GaAs layers.
Since the n-type silicon doping profile was held constant, this would result in a
modification of both the Schottky barrier width. For Co initiated samples, the
lower compensation ratio would result in a narrow Schottky contact with more
ohmic I-V characteristics. For MnSi initiated samples, the higher compensation
ratio would result in a wider Schottky contact with more rectifying I-V charac-
teristics. Both of these trends are observed in lateral spin valve devices, with
higher spin signals seen and more rectifying I-V characteristics observed in Mn
initiated samples as compared to Co and MnSi initiated ones.
The increase in rectification observed in I-V measurements of MnSi initiated
samples could be related to a modification of Schottky barrier height by a change
in Fermi-level pinning position at the interface, or solely due to a modification of
Schottky barrier width due to compensation of n-type carriers from Mn diffusion
into the GaAs. The HAADF-STEM imaging, however, as well as XPS spectra
during nucleation, show that the interfacial structure remains constant for both
initiation sequences, suggesting a similar interfacial state density and energy
level for both initiation sequences, and a similar Fermi-level pinning position.
Therefore, we propose that Mn diffusion into the GaAs provides acceptor levels
that compensate Si-doping and increase the width of the space-charge region,
145
resulting in a wider Schottky barrier and tunneling contact.
From these results, we believe that Co2MnSi films are promising choices
as spin injectors into GaAs and we have demonstrated that large signals can
be obtained in lateral spin valve devices. While it seems like the choice of
nucleation sequence does not significantly affect the spin signal, we do note
that MnSi intiated films have a higher “turn on” voltage of the spin signal
due to increased rectification. We also observe slightly higher noise on the MnSi
initiated samples, likely due to the increased rectification from extra Mn diffusion
and compensation of the Schottky contact. We therefore propose that the Co
initiation results in a better device performance and should be used for future
devices.
4.6 Outlook for Heusler compound spin injec-
tors into III-V materials
The results presented in this thesis suggest that Heusler compounds are quite
promising for use as spin injectors into III-V materials. When compared to
typical spin injectors like Fe, the observed spin signals are increased by as much
as 20x, suggesting both a larger spin injection efficiency as well as a better spin
detection efficiency. For GaAs based devices, Co2MnSi and Co2FeSi were the
most logical choices of Heusler spin injector due to their near lattice-match,
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but unfortunately, in the case of Co2MnSi, Mn diffusion into the GaAs was
detrimental to the Schottky tunneling contact, and for Co2FeSi, the ferromagnet
is not 100% spin polarized. The ideal choice for a spin injector would be one
that does not contain elements that may p-dope the GaAs (like Mn), but would
display 100% spin polarization in the bulk.
This work demonstrated the ability to grow the quaternary Heusler
Co2FexMn1−xSi. By increasing the Fe composition x, the valence electron count
per formula unit was increased leading to a tuning of the Fermi level within the
minority spin gap. Therefore, while the compound Co2FeSi may have a minority
spin polarization of less than 100%, it may be possible to reduce the valence
electron count by the growth of the alloy Co2FeAlxSi1−x which could tune the
Fermi level back into a minority gap without the presence of a reactive dopant
like Mn. This will remain a prospect for future studies.
For other III-V semiconductors, like InAs or InxGa1−xAs, as proposed in the
Datta-Das spin-FET, there are many other Heusler compounds that could be
grown either lattice-matched or lattice-mismatched. For example, Co2TiSn, with
a lattice constant of 6.07A˚ and a predicted half-metallic electronic structure,
would be ideal for use as a spin injector into either GaSb or InAs [101, 102].
There has been little research in the field of growing Heusler compounds on III-
V semiconductors, but due to their ideal lattice match and similar structures,
the Heusler/III-V heterostructure is promising for spintronic devices.
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Chapter 5
Outlook of Heusler compounds
for future research
This work has hopefully demonstrated some of the really interesting proper-
ties of Heusler compounds, including the tunability that is inherent in their elec-
tronic structure. The tunability not only allows for structural/lattice-matching,
but also allows for a continuous variation of the electronic structure.
We demonstrated the growth of Heusler compounds, including Co2MnSi,
Co2FeSi, PtLuSb, and PtLuBi on III-V semiconductors. Their ideal lattice con-
stant match as well as similar crystal structures to the III-V semiconductor
family should allow for Heusler/III-V integration. For spin injection into III-V’s
Heusler compounds boast high spin polarizations as well as high Curie temper-
atures. Because of this, Heusler-injector based semiconductor spintronics may
be able to operate at room temperature, where effects of spin dephasing can be
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overcome by the brute force method of increasing the overall polarization. In
fact, some preliminary work that is not included in this thesis has demonstrated
room temperature spin signal in Co2FeSi/GaAs (001) lateral spin valve devices,
so further improvements in fabrication techniques as well as in spin polariza-
tion should be researched to improve the room temperature operation of these
devices.
We should also not only think of Heusler devices that integrate with ex-
isting semiconductors, but we should also look at the possibility of growing
pure-Heusler heterostructures and making all-Heusler devices. Analogous to the
strongly electron correlated perovskite oxides, the Heusler compound class ex-
hibits many interesting electronic properties over one similar crystal structure,
with very similar lattice parameters. We should be able to grow heterostructures
with layers that have different electronic properties, while still retaining similar
crystal structures. These devices may rely on current transport from one Heusler
into another, or other interesting interfacial phenomena may be studied.
It is likely that the PtLuSb (001) films that we have grown are indeed topo-
logically non-trivial, as we have observed linearly dispersing surface states with
strong spin texture. To make these films useful, we must continue to try to
engineer ways to open a bulk bandgap to access the topological surface states
without bulk conduction. To do this, we can build on Co2FexMn1−xSi experi-
ments, where we can try to shift the Fermi level position upwards by alloying
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with an element that contains one more valence electron. In the case of PtLuSb,
and ideal choice is Au, where creating a Pt1−xAuxLuSb alloy could increase the
Fermi level position while maintaining a similar electronic structure. If the Fermi
level could be placed at the valence band maximum, then the application of bi-
axial tensile strain through growth on a higher lattice parameter substrate may
be able to open a bulk bandgap around the Dirac point of the surface state. This
sort of research will be the focus of future work on this project, in hopes of truly
engineering a topological insulator, as well as gaining a better understanding the
Heusler electronic structure.
Regardless of what type of Heusler devices may be used, there should be
an emphasis on trying to grow the highest quality, thin film, Heusler compound
heterostructures. Thin films will be necessary for the fabrication of novel devices,
and high quality single crystals will be needed to study the intrinsic properties
of Heusler compounds. So far most work in Heusler compounds has centered
around bulk synthesis or, in the case of magnetic tunnel junctions, sputtering.
While bulk crystal growth may synthesize high quality crystals, these materials
cannot be integrated into thin film devices. Sputtering of thin films can be
used, but the resulting films contain a large number of crystal defects due to
the relatively high energy sputtering process. This work has demonstrated the
use of molecular beam epitaxy as a premier tool for the growth of high quality
Heusler crystals, and further research on the growth of Heusler compounds using
150
MBE will lead to higher quality films and more reproducible growth techniques.
When high quality heterostructures can be grown, as in the world of III-V
semiconductors, the number of devices that can be dreamed of in Heusler com-
pounds is infinite. Interfacing topological insulators with superconductors, or
magnetic Heuslers with semiconducting ones, or even doping to create dilute
magnetic semiconductors all seem to be interesting avenues of research. Hope-
fully the interest in these materials will grow leading to more research and greater
understanding of their true potential.
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Appendix A
In-situ Point-contact Andreev
reflection spectroscopy (PCAR)
A.1 Measurements of spin-polarization in fer-
romagnets: PCAR
The goal of the work completed over the course of this dissertation was to
develop new materials that could be used as potential pure spin sources for spin-
tronic devices. Although the non-local spin valve measurements give an idea of
the spin polarization of the ferromagnet through measurements of spin accumu-
lation in the semiconductor, they do not truly measure the bulk spin polarization
of the ferromagnet. As discussed previously, the spin injection process is quite
complicated with spin polarization of the current being dominated by both in-
terfacial band structure as well as semiconductor band structure. Measurement
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of the true bulk spin polarization would allow for studies of the actual bulk band
structure and the highest attainable spin polarization from a material. Most of
the techniques used to measure spin polarization involve the measurement of an
interfacial spin polarization. The simplest of these measurements is the use of
Jullie´re’s model for the conversion of tunneling magnetoresistance ratio (TMR)
into the spin polarization of the density of states on either side of the tunnel bar-
rier [103]. However, this method really probes the insulator/ferromagnet interfa-
cial density of states, and can be incorrect if effects like spin filtering are present
[104]. Another method is the use of the superconductor-insulator-ferromagnet
junction in Meservey-Tedrow tunneling experiments, where spectroscopy of tun-
neling into the superconducting gap at high fields causes a Zeeman splitting
of the quasiparticle density of states allowing for a spin polarized probe the
ferromagnetic density of states [105]. However, this technique also probes the
interfacial density of states at the ferromagnet-insulator interface, so it is not an
accurate probe of the bulk density of states.
To probe the bulk spin polarization, point contact Andreev reflection spec-
troscopy (PCAR) has been proposed [26]. This technique involves the formation
of a point contact between a superconductor and a metal, and measuring the
conductance through the junction. A simple explanation of the physics is as
follows and is schematically depicted in figure A.1. Two types of junctions can
be created: superconductor-normal metal, or superconductor-ferromagnet. For
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both junctions, when tunneling at biases greater than the superconducting gap,
electrons of either spin are allowed to tunnel into and out of the superconductor
without pairing, so the conductance spectra is determined almost purely by the
relatively flat superconducting density of states. At biases within the gap, the
superconductor requires electrons to be paired with another of opposite spin, to
be conducted as a Cooper pair at the Fermi energy. In a superconductor-normal
metal junction, this means that any electron that travels across the junction
“pulls” another electron of opposite spin with it, reflecting an extra hole, and
leading to a doubling of the conductance. For a superconductor ferromagnet
junction (taking the extreme case of a half-metallic ferromagnet, where there
are no minority spin states at the Fermi level), if a spin up electron is incident
on the junction, there are no available spin down electrons to pair with it as
a cooper pair, which results in the electron being reflected off of the junction
rather than being transmitted. The net effect is that within the superconducting
gap, the conductance drops to zero.
Assuming that the measurement is not done at 0K (which is always the
case), thermal broadening comes into effect, and broadens the superconduct-
ing band edge, which results in non-zero conductance within the gap for a
superconducting-half metal junction. However, models have been developed
which account for thermal broadening and claim to be able to extract a spin
polarization of the ferromagnet by fitting the conductance spectra in and around
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Figure A.1. (A) Schematic drawing of Andreev reflection process for a normal-
superconductor junction with a polarization of 0. (B) IV and dI/dV spectra of a
Nb-Cu point contact showing double conductance at 0 bias. (C) Schematic drawing
of Andreev reflection process for a ferromagnet-superconductor junction with a polar-
ization of 1. (D) IV and dI/dV spectra of a Nb-CrO2 point contact showing near zero
conductance at 0 bias [26].
the superconducting gap [106–108].
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A.2 Traditional PCAR measurements and the
advantages of in-situ growth and measure-
ment
PCAR measurements have traditionally been performed with fairly crude
experimental setups, where superconducting wire is sharpened into a tip with
sandpaper and driven into a ferromagnet using a set-screw, as depicted in figure
A.2 until IV spectra representing a superconducting point contact are observed
[26, 106, 107, 109]. However, these techniques can induce quite a large amount of
contamination at the superconductor-ferromagnet interface that may affect the
spin transport at the interface. To control the formation of the point contact, the
use of piezo-electric stacks have been employed to slowly bring a wire in contact
with the sample [110]. While this approach gives more control over the formation
of the point contact, sample surfaces are still exposed to air and contaminants
could affect the junction.
To reduce the effects of surface contamination, either through surface oxida-
tion or other contaminants, we set out to perform PCAR measurements in-situ
in a 4.2K LHe cooled Omicron Low Temperature Scanning Probe Microscope.
The samples could be grown and transferred in ultra-high vacuum to keep their
surfaces clean, and the STM tip, which has x, y, and z control over position
could allow for the positioning of a Nb tip and controlled formation of a point
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Figure A.2. A schematic diagram of a PCAR setup in a helium bath dewar. The tip
is typically driven into the ferromagnetic sample using a set screw [111].
contact. In addition, the Nb tip could be cleaned by in-situ electron bombard-
ment to remove its native oxide. This setup could potentially provide some of
the cleanest point contacts for analysis.
A.3 PCAR measurements: Measurement de-
sign and results
The work presented in this appendix has not been completed, but describes
steps towards PCAR measurements of Heusler compounds. Although the setup
described in the previous section sounds relatively simple and straightforward,
the process of making 4-point measurements in-situ, proves quite difficult. The
Omicron LTSPM is fitted with 4 internal spring clip contacts which contact a
special STM block with 4 contact pads that are isolated from the ground plane
of the sample. This sample holder is ideal for device measurements, but cannot
157
be used as a growth block, as the growth of metal would short out the electrical
contact pads on the isolated contact strip. Therefore, an adapter to grow the
sample on, then transfer it into the contact block, was required.
The first iteration of the sample holder design was ineffective. Shown in
figure A.3b is the first block design, where Ta spring clips were installed on the
LTSTM 4 contact sample block. The idea for this design was the the sample
was grown on the small block, then transferred into the larger one where the Ta
clips would (1) provide electrical contact to the sample surface and (2) provide
structural support to hold the sample block in place. In reality, it was impossible
to transfer these blocks using a grabbing-action wobblestick in UHV, so the
design was scrapped. The second iteration, shown in figure A.3c is the current
working iteration. These blocks utilize a slotted rail to hold the sample block,
and Ta spring clips to make contact to the sample surface.
The tip for these measurements was made out of Nb, which was created by
electrochemical etching in concentrated HCl with and AC voltage. The tip etch-
ing setup was based on techniques developed by Uehara, et al. [112]. To perform
adequate 4-point measurements, voltage probe at the Nb tip was required which
was seperate from the path of the current through the standard tip holder. To
interface well with the LTSTM, we used the shield of the coaxial tunneling cur-
rent lead as a voltage probe. To access this, an indium wire was bonded from
the coaxial shield plane of the tip holder directly to the Nb tip, removing the
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Figure A.3. An image of (a) The sample block adapted, which allowed for growth
on the small sample block in the MBE system before transferring to the STM, (b)
the first iteration of block design for PCAR sample holders to obtain two points of
electrical contact to the sample and (c) the second and current iteration of the design,
utilizing slotted rails to hold the sample block in place.
measurement of the superconductor-normal (S-N) junction of the tip holder to
the Nb wire. An image of the tip with the bonded gold wire near the sample
surface in the STM is shown in figure A.4.
Measurements were performed with I+ and V+ contacts on the tip and
I- and V- contacts on the sample using the spring clips discussed previously.
dI/dV spectra were recorded using standard AC lock-in techniques. To test the
measurement setup, point contacts were made to the Ta spring clips. Figure A.5a
shows spectra recorded at 4.2K on the resulting Nb-Ta junction. The near double
conductance observed is prediced in the normal-superconductor junction and
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Figure A.4. An image of the Nb tip and its voltage sense wire bonded with In directly
to the superconducting Nb tip. Also seen is the sample surface (facing downwards).
verifies the measurement setup working correctly. Unforunately, measurements
of both normal metal (Au) and ferromagnet (Co2MnSi) thin films (<20nm) on
these blocks did not result in PCAR spectra where the superconducting gap was
visible. The likely cause of this effect was the additional sheet resistance due
to the thin film geometry resulting in voltage drop across the film, washing out
effects of the S-F junction in the spectra. Also shown are spectra taken at 2.6K
on the Ta clip (obtained by pumping on the helium dewar to lower the LHe
boiling point), shown in figure A.5b. At this temperature, Ta superconducts,
leading to the observation of additional gap features. The widening of the gap
observed is due to additional measurement of line resistances.
So far, we have not been able to successfully measure PCAR spectra on thin
films. This is likely due to the additional sheet resistance presented by the film,
and the inability to measure the voltage drop from tip to thin film accurately. To
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help reduce the effects of sheet resistance, the next step to take is to grow thicker
films, so that the voltage measurement probe can be located farther away from
the tip-sample junction and still accurately measure the voltage drop from tip
to sample. These experiments will be left for future work, but the observation
of near double conductance on the Ta clip, suggests that the measurement setup
works for thick films or bulk crystals, but needs further fine tuning for the
measurement of thin films.
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Figure A.5. PCAR spectra taken on Ta clips on sample holder at (A) when the
sample temperature was 4.5K, with Ta in its normal metal state, and the tip and
voltage probes were on the same contact and (B) when the sample temeprature was
2.6K making the Ta clip superconduct and the tip and voltage probes were on two
different contacts. Near double conductance is observed in the superconductor normal
contact in (A).
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