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Abstract
A relational database can be considered as a nite structure for a nite relational
signature in rst-order logic, i.e., there are no function symbols. Interpreting the
logic over this signature in such structures allows the expressiveness and complexity
of queries to be studied in detail. This is the starting point for nite model theory
which has proven to be a viable tool to study relational database theory. In par-
ticular, it is known that computable queries expressed as isomorphism-preserving
partial recursive functions can be formalized by Reective Relational Machines.
These are extended Turing Machines with an additional relational store, a query
tape and the facility to evaluate the query on the tape against the database in the
store in a single step.
In this paper we start to generalize the theory to post-relational databases. We
rst consider the case of having set-based complex values and references such that
the semantics can still be expressed in nite sets. Following the approach that object
oriented databases in general including those, where the underlying type systems
does no longer allow the semantics dened by sets, can be expressed as theories
in higher-order intuitionistic logic, we use such a logic instead of rst-order logic.
However, as we are not yet exploiting the full power of such logics, we can interpret
the logic in the category FINSET of nite sets, i.e., again in a structure dened by
a database.
Having done this the denition of computable queries and the model of Reective
Relational Machines carry over easily. We can show that the new model of Reec-
tive Object Machines guarantees completeness, i.e., all computable queries can be
expressed by the model.
Key words: computable query, object oriented database,
reective machine, nite model theory
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1 Introduction
The theory of databases has been mainly the theory of the relational data-
model. As a database schema can be simply dened by a nite set of rela-
tion symbols, we can consider a relational signature in rst-order logic. As
a database over a given database schema is given by nite relations, such a
database is just a nite structure, in which the logic dened by the signature
can be interpreted. In this way the logic denes a query language in a natural
way which leads to nite model theory [6,13].
In order to obtain more expressive query languages several formalisms
have been studied that combine such simple queries with computable func-
tions. This leads to computable queries [9,10]. Roughly speaking, the major
dierence between a computable function and a computable query is that for
the latter one we want to have that permutations of the domain commute with
the query. We say that the computation preserves isomorphisms. We say that
a certain formalism is complete i it can express all computable queries.
In order to nd such complete formalisms that express computable queries,
the work in [9,10] introduced the abstract programming languages QL and
RQL. Alternative formalisms are RelationalMachines (RMs) [2,3,4]|however,
the model of RMs is not complete|and Reective RelationalMachines (RRMs)
[1,5]. A Relational Machine is a Turing machine extended by a relational store
that can only be accessed via rst-order queries. A Reective Relational Ma-
chine extends a Relational Machine by an extra query tape that is used to
compute queries to be evaluated against the relational store.
The framework of nite model theory allows to play with restrictions and
extensions to the logic which lead to dierent query languages with dierent
complexity results. Thus, we may classify queries. On the other hand we
may study properties of databases that allow weaker logics to be complete if
restricted to databases satisfying these properties. So far, nite model theory
has led to a signicant increase of knowledge with respect to the theory of the
relational datamodel [2,3,4,24,25,26].
When moving from the relational model to a more general datamodel,
e.g., [7,16,17,20,21,22,23,27] the problem is to dene the analogue of a nite
structure. As the gist of the extensions concern rational trees, types and
(polymorphic) functions it seems to be reasonable to replace nite sets by the
corresponding topos that is used to dene the semantics of the underlying
type system. Roughly speaking, a topos is an intuitionistic universe of sets
with an internal non-classical logic [8,14,21,22]. The most interesting case is
the eective topos [18] that has been introduced to study recursion theory
from a logical point of view. It has also been successfully used to dene the
semantics of higher-order typed programming languages.
In this paper we start with the simplest case. We choose the underlying
type system to provide only a record and a nite set constructor. We also
dispense with a variety of base types just reducing the model to one base type
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B for values and another base type ID for object identiers. Then we can
choose the category of FINSET of nite sets|in fact, FINSET is a topos|for
expressing the semantics of a database schema. In particular, it is suÆcient
to start with nite sets of values and identiers, as the constructors cannot
lead out of FINSET. On this basis we review the fundamental concepts of
the datamodel in Section 2 and dene isomorphisms between databases and
computable queries.
We review the interpretation of higher-order intuitionistic logic in Section
3 concentrating on Fourman-Scott languages [14]. However, we only consider
the topos FINSET, in which case the logic becomes fairly classical. Following
the work in [21,22] we know the relationship between an OODB schema and
a signature of a Fourman-Scott language. We exploit this relationship in our
restricted context to show how to consider a database as a structure for the
interpretation of the logic. Similar to the relational case this denes simple
queries which can be shown to have the same expressibility as the query algebra
investigated in [23].
In Section 4 we address the generalisation of the model of Reective Rela-
tional Machines. In principle, the construction of Reective Object Machines
is not much dierent, the major dierence being that the relational store has
to be replaced by an object store and that the query tape has to contain
(encodings of) simple logical queries in the corresponding Fourman-Scott lan-
guage. With this model it is possible to achieve a completeness result, i.e.,
Reective Object Machines are able to express all computable queries against
simple object oriented databases.
Finally, Section 5 contains an example to illustrate the use of the logic as a
query language. We will only sketch the use of Reective Object Machines, as
it is usually awkward to look at computation on the level of Turing machines.
We conclude with a short summary and a description of future plans.
2 Object Oriented Databases
As announced in the introduction we want to consider a very simple version
of the OODM introduced in [20]. We will not consider subclassing nor op-
erations and we will only consider a simplied underlying type system using
only a record and a set type constructor. However, we keep references be-
tween classes. As to the semantics, we dispense with looking at rational trees,
though we know that they are the gist of the model, as shown in [20]. We
simply consider databases with object identiers knowing that the identiers
are only an implementation concept [7], which of course will be reected in
the denition of database isomorphisms.
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2.1 The Datamodel
Following [20] we start with a level of values expressed by an underlying type
system. Using abstract syntax our type systems can be described by
t = B j x j t
1
     t
n
j ftg j ID :
Here, B denotes a single base type and ID is a type of object identiers. x
represents type variables,  gives an (anonymous) record constructor, and fg
gives a nite set constructor.
A type without occurrence of ID is called a value type. The variables
in a type are referred to as the parameters of the type. The semantics of a
type t with parameters x
1
; : : : ; x
n
is dened as a mapping (t) : FINSET
n
!
FINSET dened as follows:

For B and ID we have (B) = V and (ID) = O with two nite, disjoint
sets V and O.

On type variables  is the identity mapping.

For record types we have (t
1
   t
n
)(X) = (t
1
)(X
1
)  (t
n
)(X
n
),
where X
i
is the projection of X to the parameters in t
i
.

For set types we have (ftg)(X) = P((t)(X)) with the powerset operator
P.
Denition 2.1 A class C is dened by a structure expression exp
C
, which
itself results from a value type t replacing all parameters x
i
in t by pairs r
i
: C
i
with pairwise dierent reference names r
i
and class names C
i
. We say that r
i
is a reference from class C to class C
i
.
The representation type t
C
of the class C results from t by replacing all
parameters by the type ID.
A database schema is a nite set S of classes such for all C 2 S and all
references from C to C
i
we also have C
i
2 S.
As to semantics we have to dene databases over a given database schema
S. Without going into formal details we will use an occurrence relation o
r
for
all references. If t
0
is a parameterless type occurring in a parameterless type
t, then this denes a binary relation o
t;t
0
on (t)  (t
0
) with (v; v
0
) 2 o
t;t
0
i
v
0
occurs in v at the place indicated by the occurrence of t
0
in t. In particular,
each reference r
i
from C to C
i
denes such an occurrence relation between t
C
and ID . We denote this occurrence relation by o
r
i
.
Denition 2.2 A database D over a database schema S is an S-indexed
family of nite sets D(C)  O  (t
C
) such that

for all classes C whenever (i; v) 2 D(C) and (i; v
0
) 2 D(C) hold, then
v = v
0
;

for all references r
i
from C to C
i
whenever (i; v) 2 D(C) and (v; j) 2 o
r
i
hold, then there is some (j; v
0
) 2 D(C
i
).
299
Schewe and Turull-Torres
2.2 Computable Queries
The concept of computable queries for the relational datamodel as dened in
[9,10] relies on the notion of isomorphic databases. For the relational data-
model this is easily dened by permuting the values in the relations. For object
oriented databases the situation is slightly more complicated, as we have to
distinguish between identiers and (complex) values. In particular, as shown
in [7] we should consider databases resulting from a permutation of identiers
to be not only isomorphic, but even equal. If there is a non-trivial permutation
of identiers that preserves a given database, then it is impossible to identify
objects uniquely. Consequently, database updates are not uniquely dened.
As we are dealing with queries only, we can ignore this problem. We simply
have to consider permutations of values and identiers.
Denition 2.3 Let two dierent semantics of the type system be dened by

1
and 
2
. A t-isomorphism between 
1
and 
2
is a pair (';  ) of bijective
mappings ' : 
1
(ID)! 
2
(ID) and  : 
1
(B)! 
2
(B).
It is easy to see that a t-isomorphism  = (';  ) extends to parameter-free
types t as follows:

For t = ID we have (i) = '(i).

For t = B we have (v) =  (v).

For record types t = (t
1
     t
n
) we dene  : 
1
(t
1
)      
1
(t
n
) !

2
(t
1
)     
2
(t
n
) by (v
1
; : : : ; v
n
) = ((v
1
); : : : ; (v
n
)).

For set types t = ft
0
g we dene  : P(
1
(t
0
))! P(
2
(t
0
)) by (fv
1
; : : : ; v
k
g) =
f(v
1
); : : : ; (v
k
)g.
As for a database D we have D(C) 2 (fID  t
C
g) a t-isomorphism  also
denes a mapping from S-databases over the semantics 
1
to S-databases over
the semantics 
2
. We denote this mapping also by  = (';  ) and call it an
S-isomorphism.
Denition 2.4 Two databases D
1
and D
2
over the same database schema S
are called isomorphic (notation: D
1
' D
2
) i there exists an S-isomorphism
from D
1
to D
2
.
Now the denition of a computable query is straighforward, as a generali-
sation of [9] only requires the preservation of isomorphisms. We use D (S) to
denote the set of all databases over the schema S.
Denition 2.5 A computable query on a database schema S with output
schema S
0
is a partial recursive function q : D (S) ! D (S
0
) mapping isomor-
phic databases to isomorphic databases, i.e.,
D
1
' D
2
^ q(D
1
) # ) q(D
2
) # ^ q(D
1
) ' q(D
2
) :
In the last denition q(D
1
) # means that the partial mapping q is dened
on D
1
.
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3 The Logic
In [21,22] it has been shown how to consider databases as theories in higher-
order intuitionistic logic using the approach by Fourman and Scott to such
logics [14]. We briey review these logics and concentrate on the interpretation
in FINSET which will allow us to view databases as suitable structures for
the interpretation of these logics.
3.1 Fourman-Scott Languages
We rst introduce Fourman-Scott languages in a general way.
Denition 3.1 A Fourman-Scott signature L consists of

two sets Sort and Const of sorts and constants,

a power sort map [] :
S
n2N
Sort
n
! Sort written (A
1
; : : : ; A
n
) 7! [A
1
; : : : ; A
n
],

a family of countable sets fV ar
s
g
s2Sort
indexed by the sorts and

a map # : Const! Sort assigning to each constant its sort.
We also use V ar =
S
s2Sort
V ar
s
to refer to the set of all variables. Then
for a given variable x 2 V ar we write #x to refer to the sort of x. Moreover,
we use f = [] as an abbreviation for the empty power sort which will be
regarded as consisting of truth values.
Denition 3.2 The terms T
s
(L) of sort s 2 Sort for a signature L are
constructed from L as the smallest set such that each variable x of sort s,
each constant c with #c = s and Ix:' for each variable x with #x = s and
each formula ' belong to T
s
(L).
The formulae over L build the smallest set F(L) such that the following
formulae are in F(L):

E for each term  2 T (L),

   for terms ,  of the same sort s,

(
1
; : : : ; 
n
) for terms 
i
2 T
s
i
(L) and  2 T
[s
1
;:::;s
n
]
(L),

' ^  for formulae ' and  ,

')  for formulae ' and  and

8x:' for variables x 2 V ar and formulae ' .
The intension behind the description symbol I needs some explanation.
Informally Ix:' means the unique x that satises '. However, such an x may
not exist.
The logic deals with this problem by introducing a formal existence pred-
icate E, where E means that  exists. This is formalized by distinguishing
domains
~
A of possible elements and to let E pick out the subdomains of actual
elements. Then bound variables will range only over actual elements.
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The introduction of an existence predicate also inuences the equality pred-
icate = which is considered as a property of actual elements. In order to
compare also possible elements the equivalence predicate  is introduced.
Non-existing elements are all considered to be equivalent. Since then equality
can be dened in terms of the equivalence and the existence predicates, only
 is taken as a primitive in the logic.
In [21,22] it has been shown that we can always redene an OODB in the
way that a class C is treated as a constant of sort [ID;
~
T
C
] and a reference
from C to D as a constant of sort [
~
T
C
; [
~
T
D
]].
3.2 Interpretation in FINSET
According to [14] we can interpret a Fourman-Scott language in any topos.
Here we shall only consider the topos FINSET of nite sets. In this case the
truth value object is 
 = fT; Fg, the trivial Boolean algebra. In addition, for
each set A its extension is simply
~
A = A [ f1g
Denition 3.3 A structure for a signature (Sort; Const) assigns to each
sort s 2 Sort a nite set A
s
and to each constant c of sort s an element
a
c
2
~
A
s
.
Structures can be extended to terms and formulae. For this consider
sequences % of variables, say % = (x
1
; : : : ; x
n
) with x
i
2 V ar
s
i
. Dene
X
%
=
~
A
s
1
    
~
A
s
n
. Terms  of sort s dene mappings I
%
() : X
%
!
~
A
s
.
Formulae ' dene mappings I
%
(') : X
%
! 
. These are dened as follows:

for a constant term c we obtain I
%
(c)(a
1
; : : : ; a
n
) = c;

for a variable x = x
i
we obtain I
%
(x)(a
1
; : : : ; a
n
) = a
i
;

for a term  = Ix:' with x of sort s we obtain
I
% fxg
(Ix:')(a
1
; : : : ; a
i 1
; a
i+1
; : : : ; a
n
) =
(
a if fag = fa
i
j I
%
(')(a
1
; : : : ; a
n
) = Tg
1 else

for a formula ' = E with a term  of sort s we obtain
I
%
(E)(a
1
; : : : ; a
n
) =
(
T if I
%
()(a
1
; : : : ; a
n
) 2 A
s
F else

for a formula ' = (
1
; : : : ; 
n
) with 
i
of sort s
i
and  of sort [s
1
; : : : ; s
n
]
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we obtain
I
%
((
1
; : : : ; 
n
))(a
1
; : : : ; a
n
) =
8
>
<
>
:
T if (I
%
(
1
)(a
1
; : : : ; a
n
); : : : ;
I
%
(
n
)(a
1
; : : : ; a
n
)) 2 I
%
()(a
1
; : : : ; a
n
)
F else

for a formula ' =    we obtain
I
%
(  )(a
1
; : : : ; a
n
) =
(
T if I
%
()(a
1
; : : : ; a
n
) = I
%
()(a
1
; : : : ; a
n
)
F else

for a formula ' ^  we obtain
I
%
(' ^  )(a
1
; : : : ; a
n
) =
8
>
<
>
:
T if I
%
(')(a
1
; : : : ; a
n
) =
I
%
( )(a
1
; : : : ; a
n
) = T
F else

for a formula ')  we obtain
I
%
(')  )(a
1
; : : : ; a
n
) =
8
>
<
>
:
F if I
%
(')(a
1
; : : : ; a
n
) = T and
I
%
( )(a
1
; : : : ; a
n
) = F
T else

for a formula 8x:' with x = x
i
of sort s
I
% fxg
(8x:')(a
1
; : : : ; a
i 1
; a
i+1
; : : : ; a
n
) =
(
T if I
%
(')(a
1
; : : : ; a
n
) = T for all a
i
2 A
s
F else
Following [14] we may also use the following additional formulae as short-
cuts:

 =  for    ^E ^E;

:' for 8z:') z();

' _  for 8z:(') z()) ^ ( ) z())) z();

9x:' for 8z:(8x:') z())) z();

',  for ')  ^  ) '.
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3.3 OODBs as Structures
Based on our knowledge that the interpretation of a Fourman-Scott language
in FINSET becomes rather simple compared with the general case in [21,22]
we can now also simplify the treatment of OODBs as logical structures.
As the set of sorts we have to choose the smallest set containing sorts B
and ID that is closed under the power sort map []. In this way we capture
all the types of the underlying type system. We may choose any number of
constants of sort B . In addition, we have to choose for each class C 2 S a
constant of sort [ID; T
C
]. This completes the denition of the signature.
The structure is then determined in the usual way by a database D over
a schema S. The sort ID is interpreted by a nite set O of object identiers.
The sort B is interpreted by a nite set V disjoint from O. The power sort
map is xed using the interpretation P(A
s
1
     A
s
n
) for the power sort
[s
1
; : : : ; s
n
] assuming that s
i
is interpreted by A
s
i
.
Constants of sort B are either interpreted by some value in V or left
undened, as we have
~
V = V [ f1g. Constants C 2 C are interpreted by the
value D(C) in the database D.
Note that this way of dening a logical query language that can be inter-
preted in D does not include the creation of new identiers. We make some
remarks to this regard in the last section.
As to the expressiveness of Fourman-Scott logic, the next result is straight-
forward. It follows from the fact that the tower function
1
is primitive recur-
sive, but not elementary in the sense of Kalmar ([12]), and from the fact that
nite order logic expresses exactly the class of Kalmar elementary functions
([19], [17]).
Proposition 3.4 Fourman-Scott logic is not complete. Moreover, the class
of queries which are expressible in Fourman-Scott logic is strictly included in
the class of primitive recursive functions. 2
4 Reective Object Machines
Let us now address a formalism that allows us to express computable queries.
We choose to generalise the model of Reective Relational Machines [1,5].
4.1 The Machine Model
The model of Reective Relational Machines is based on the model of a Turing
machine. However, as Turing machines cannot guarantee the preservation
of isomorphisms the access to the database is handled in a dierent way.
Basically, the model is extended by a relational store, in which relations of
any arity can be stored. Initially, this store will contain the database against
which a query has to be evaluated.
1
f(1) = 2, and f(n) = 2
f(n 1)
if n  2.
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In addition the model has a separate query tape which is used to store
simple queries, i.e., logical formulae, against the relational store. The machine
starts with an empty tape, works as a normal Turing machine with a special
query evaluation state, in which the query on the query tape is evaluated in
a single step with the result added to the relational store.
In order to generalise this model, we rst need a generalisation of the
relational store. It is clear that the initial content should be an S-database.
According to [27] we may think of a query evaluation by successively adding
new classes and extending the database. Thus, the object store must always
contain a complete object oriented database.
Denition 4.1 Let S be a database schema. Consider D =
S
SS
0
D (S
0
). An
S-based object store is a store that may contain any database in D .
Now we can formalize the model of a Reective Object Machine. For this
we keep the notation from the last denition. In addition let S= fS
0
j S  S
0
g
denote the set of all database schemata extending a given database schema S.
Denition 4.2 A Reective Object Machine R over a database schema S
consists of

a nite set of states denoted Q containing three pairwise dierent distin-
guished states z
0
(the initial state), z
t
(the terminal state) and q (the query
state);

two alphabets B and B
q
, both containing a distinguished blank symbol 2
and at least one more symbol;

a transition function Æ : QBB
q
! QBB
q
 fL;R;Og
2
;

a partial query transition function Æ
q
: B

q
 S D ! S D subject to the
following conditions for Æ
q
(w;S
1
;D
1
) = (S
2
;D
2
):
 D
i
must be a database over the schema S
i
;
 S
1
 S
2
;
 w must encode a formula that is used as a query on databases over S
1
such that the evaluation of this query against D
1
results in the extended
database D
2
.
We write R = (Q; z
0
; q; z
t
;B;B
q
;2; Æ; Æ
q
).
4.2 Completeness
The processing of a Reective Object Machine is described analogously to the
processing of a Turing Machine or a Reective Relational Machine.
We consider congurations and transitions between these. A conguration
is a quadruple (w
1
zw
2
; w
0
1
" w
0
2
;S
0
;D
0
) such that the following holds:

w
1
; w
2
2 B

such that w
1
w
2
describes the content of the working tape with
the read-write head pointing to the rst symbol of w
2
;

z 2 Q denoting the actual state;
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
w
0
1
; w
0
2
2 B

q
such that w
0
1
w
0
2
describes the content of the query tape with
the read-write head pointing to the rst symbol of w
0
2
;

S
0
2 S describes the database schema and D
0
2 D describes an S
0
-database,
which both together describe the actual state of the object store.
The initial conguration is (z
0
;  " ;S;D). For z = z
t
we have a nal
conguration, in which case D
0
is the query result. For z = q we have a query
conguration.
The transition function Æ describes as usual a change of the state and the
contents of the tapes including a possible move of the read-write heads. This
denes conguration changes with S
0
and D
0
unchanged, unless we have a
query conguration. In case of a query conguration also the query transition
function Æ
q
is applied to (w
0
1
w
0
2
;S
0
;D
0
) to complete the conguration transition.
We can now state a relevant result with respect to our generalised theory.
Theorem 4.3 The model of Reective Object Machines is complete, i.e., it
is able to express all computable queries.
The proof is similar to the completeness proof for Reective Relational
Machines exploiting the diagram of a structure, generalized from standard
model theory [11].
Denition 4.4 Let S = fC
1
; : : : ; C
s
g be a database schema and let D be a
database over S. The diagram ofD (denoted as 
D
) is a sentence in Fourman-
Scott logic of the form

D
= 9x
1
; : : : ; x
n
; y
1
; : : : ; y
m
:
^
'2
' ^
^
 2	
: ^
^
s
i

s
i
^
^
s
i

s
i
subject to the following conditions:
(i) Consider all the sorts s
i
arising from all supertypes of all representation
types T
C
with C 2 S including the sort B. For every value of such sort
s
i
there is a variable x
j
: s
i
.
(ii) For each element (i; v) 2 D(C) in any class C 2 S there is a variable y
i
of sort ID for its object identier.
(iii) The atoms over the database D are the formulae x
i
(z
1
; : : : ; z
r
) for every
variable x
i
: s with s = [s
1
; : : : ; s
r
] and all variables z
i
: s
i
. Let  denote
the set of all those atoms over D that are satised in D and let 	 denote
the set of all the remaining atoms.
(iv) For every sort s
i
used in (i) the formula 
s
i
expresses that all variables
x
j
: s
i
correspond to dierent values in D.
(v) For every sort s
i
used in (i) the formula 
s
i
expresses that the values
which are assigned to all the variables x
j
: s
i
are the only values of sort

i
in D.
Note that 
D
is a single sentence which is a canonical representation of
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the database D, i.e., we have
D
1
' D
2
, D
2
j= 
D
1
:
The proof of this fact is straightforward. With the use of diagrams we can
now prove Theorem 4.3.
Proof. [of Theorem 4.3]
It is straightforward to prove that the queries computed by Reective Ob-
ject Machines are computable queries. As the basic model is that of a Turing
Machines, we could easily encode the object store on a separate tape. Thus,
we obtain a partial recursive function. For the preservation of isomorphisms
we only have to consider the elementary queries expressed by logical formulae,
but for these the proof is obvious.
So let us concentrate on the converse direction of the proof. Let S =
fC
1
; : : : ; C
s
g be a database schema, and let q be a computable query against
S-databases with output-schema S
0
= fD
1
; : : : ; D
r
g. Then, there is a Turing
maching M
q
which computes the q. We have to construct a Reective Object
Machine machine M
0
q
, which computes q.
M
0
q
starts encoding the input-database D (in its object store) on its tape.
Then, M
0
q
works as follows:
(i) For each possible S-database D
0
of each possible size (considering the
number of atomic values and the number of object identiers separately)
M
0
q
encodes on its tape the diagram 
D
0
.
(ii) M
0
q
uses these diagrams one after the other as boolean queries against the
object store, until it gets the answer T. According to the fact mentioned
above this means to determine the diagram of a database isomorphic to
the one in the object store.
(iii) Using now the diagram 
D
0
the machine M
0
q
encodes D
0
in its tape using
the indices of the variables in the diagram as elements for the atomic
sorts in the encoding.
(iv) Next, M
0
q
simulates the execution of the M
q
in its tape using as input
the encoding of D
0
and producing the result q(D
0
) on its tape. Thus, we
obtain an encoding of a S
0
-database D
00
.
(v) M
0
q
produces the diagram 
D
00
on its tape, except that it leaves free the
variables that correspond to the classes D
1
; : : : ; D
r
2 S
0
, say x
1
; : : : ; x
r
.
(vi) Finally, M
0
q
evaluates 
D
00
as a query. According to the fact mentioned
above the result of the evaluation of the query is a database isomorphic
to q(D). 2
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5 Example
Let us consider a small OODM schema consisting of four classes. For these
we use the notation C = exp
C
. For sake of readability we use eld names
in record types. If there is no indication of type associated with these eld
names, then the type is the base type B .
Department = (D name, Head : Lecturer)
Lecturer = (Name, Dept : Department,
Participation : f Project : Project g)
Student = (Stud no, Name, Major :
Department, Supervisor : Lecturer)
Project = (Proj no, Title, Students :
f P Student : Student g)
This leads to the following representation types:
T
Department
= B  ID
T
Lecturer
= B  ID  f ID g
T
Student
= B  B  ID  ID
T
Project
= B  B  f ID g
Representing the schema in Fourman-Scott logic leads to the following four
constants:
D : [ID ; [B ; ID]]
L : [ID ; [B ; ID; [ID ]]]
S : [ID ; [B ;B ; ID; ID]]
P : [ID ; [B ;B ; [ID]]]
308
Schewe and Turull-Torres
With these variables we can formulate the usual constraints that have to
be met by databases (uniqueness of identiers, referential integrity):
8i; j; x
D
; y
D
:D(i; x
D
) ^D(j; y
D
) ^ i  j
) x
D
 y
D
(1)
8i; j; x
L
; y
L
:L(i; x
L
) ^ L(j; y
L
) ^ i  j
) x
L
 y
L
(2)
8i; j; x
S
; y
S
:S(i; x
S
) ^ S(j; y
S
) ^ i  j
) x
S
 y
S
(3)
8i; j; x
P
; y
P
:P (i; x
P
) ^ P (j; y
P
) ^ i  j
) x
P
 y
P
(4)
8i; x
D
; d
1
; d
2
; h
1
; h
2
:D(i; x
D
) ^ x
D
(d
1
; h
1
)^
x
D
(d
2
; h
2
)) d
1
 d
2
^ h
1
 h
2
(5)
8i; x
L
; n
1
; n
2
; j
1
; j
2
; p
1
; p
2
:L(i; x
L
) ^ x
L
(n
1
; j
1
; p
1
)^
x
L
(n
2
; j
2
; p
2
)) n
1
 n
2
^ j
1
 j
2
^ p
1
 p
2
(6)
8i; x
S
; n
0
1
; n
0
2
; n
1
; n
2
; j
1
; j
2
; k
1
; k
2
:S(i; x
S
)^
x
S
(n
0
1
; n
1
; j
1
; k
1
) ^ x
S
(n
0
2
; n
2
; j
2
; k
2
)
) n
0
1
 n
0
2
^ n
1
 n
2
^ j
1
 j
2
^ k
1
 k
2
(7)
8i; x
P
; n
1
; n
2
; t
1
; t
2
; s
1
; s
2
:P (i; x
P
) ^ x
P
(n
1
; t
1
; s
1
)^
x
P
(n
2
; t
2
; s
2
)) n
1
 n
2
^ t
1
 t
2
^ s
1
 s
2
(8)
Now let us look at the following query: List for each department the
students participating in any project, in which their supervisor participates.
In fact, we want to extend the schema by a new class
PStudent = (Dept : Department,
f P Student : Studentg)
So again, we get a variable of sort [ID ; [ID; [ID]]]. Let this be a. Then the
query can be formulated as
Ia:(8i; b:a(i; b), b = Ix:(8z:x(i; z) ) 9y:D(i; y)
^8j:(z(j) , 9s:S(j; s) ^ 9n; n
0
; k:s(n
0
; n; i; k)^
9`:L(k; `) ^ 9p;m:`(m; p) ^ 8i
0
:(p(i
0
))
9q:P (i
0
; q) ^ 9p
0
; t; s
0
:q(p
0
; t; s
0
) ^ s
0
(j)))))
Note that at this stage we do not suggest that the use of Fourman-Scott
logic in an unltered way (as done in this example) should be encouraged in
practice.
Further note that in this example we did not create new identiers. We
consider this aspect in the next section.
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6 Conclusion
In this paper we addressed the generalisation of nite model theory and its
application to relational databases. Instead of the relational datamodel we
considered a very simple variant of an object oriented datamodel using only a
record and a set type constructor and a single base type apart from the object
identier type. We also omit subclassing.
This model is quite similar to the one studied in [16,17]. The major dif-
ference is the incorporation of references between classes which is facilitated
by the use of object identiers. From the general theory [20] we know that
this is equivalent to allowing some kind of innite, yet nitely representable
structures|to be precise, rational tree structures|to be used.
For this model we were able to generalise the key concept of a computable
query. We could generalise also the model of Reective Relational Machines
to Reective Object Machines which give us a formalism to express all com-
putable queries.
The work reported in this article is part of a larger project addressing the
generalisation of nite model theory to non-standard databases. As pointed
out in [21] we could choose any reasonable type system as the starting point.
A type system is treated as being reasonable, if its semantics can be dened
in some topos. This includes all type systems that have been studied so far
in the context of programming languages.
If we go one step further, switching from the topos FINSET to the topos
SET, we may include the creation of new object identiers, among other more
advanced features. According to [23] the creation of new identiers is crucial to
queries against databases with references, unless we switch to a representation
with rational trees. Next we explain roughly how we can do that. In every
database D we let the set O of object identiers be countably innite. For
every schema S, we dene the equivalence relation 
id
in D (S) as follows:
two databases are equivalent i they have the same set O of object identiers
and the same set V of atomic values, and if they are isomorphic via a S-
isomorphism which is the identity relation in V . Then, for a query to be
considered as computable, we ask that whenever the query is evaluated over
two isomorphic databases, the isomorphism can be extended (to incorporate
the newly created object identiers) in such a way that the resulting databases
are isomorphic via the extension of the original isomorphism, modulo 
id
.
Then we can dene a Reective Object Machine in this setting, which is also
complete. This would give us some kind of meta nite structures in the sense
of [15].
Our main interest, however, is concerned with impredicative polymorphism
[21,22], because it allows computable functions and functionals to be used as
data. This enables to represent and store scientic data arising from molec-
ular biology, genetics, earth science, environmental science, chemistry etc. in
databases. It could be used, e.g., for describing earthquakes, volcanoes, cell
310
Schewe and Turull-Torres
processes or chemical ractions.
The semantics of such a type systems lies beyond set theory. We have
to consider a more sophisticated topos, the eective topos E [18], but we
strongly believe that the theory could be generalised and fruitfully applied
also under these general conditions. Once we are able to dene the analogue
of a nite model also in the E we can investigate again complete formalisms
for to express computable queries. This would be the basis for playing with
the tools of nite model theory to achieve a deep understanding of queries and
their complexity in the context of post-relational databases.
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