This paper presents an application of Hellwig's method for selecting concomitant variables under a growth curve model, where the values of the concomitant variables change over time and are the same for all experimental units. The authors present a simple adaptation of the growth curve model to the multiple regression model for which Hellwig's method applies. The theoretical considerations are applied to the selection of significant concomitant variables for raspberry fruiting.
Introduction
The analysis of data subject to the growth curve model with concomitant variables has been of interest to many statisticians (Fujikoshi, Rao 1991; Fus, Wesołowska-Janczarek 1998; Wang et al. 1999) . These studies highlight the problem of determining which concomitant variables have a significant impact on the examined feature and which can be omitted. A special case occurs when the concomitant variables are features other than the tested Y feature and affect its values. For example, such a study may concern the yield of plants over time.
From natural observations it appears that the yield may be affected by rainfall or air temperature, which are treated further as concomitant variables. A method for determining the influence of these variables on the yield of raspberries has been presented previously (Wesołowska-Janczarek, Fus 1996; Wesołowska-Janczarek et al. 1997) for a model in which the influence of concomitant variables is assumed to be the same for all of the units, namely the studied plants. Hellwig's (1987) method seems to be a simpler method of assessing the impact of concomitant variables for the model under consideration, in particular in the case of a small number of explanatory variables. This paper presents the adaptation of the growth curve model to the regression model, as well as an application of Hellwig's method to a sample set of experimental data.
Models and methods
The growth curve model with concomitant variables having the same values for all examined units has the following form (Wesołowska-Janczarek et al. 1997 ):
where Y is the observation matrix a r n   (r being the number of replications)
of experimental units at p time points, A is the matrix of the experimental design dividing the units into a groups, B is the matrix of unknown coefficients in the growth curves, which are polynomials of degree q-1, T is the Vandermonde matrix which defines the internal observation structure, where (2), which additionally includes the products of variables i X , i.e.
the so-called interactions of independent variables. This issue, however, will be the subject of a future study.
Hellwig's method
Hellwig's method is described as the optimal predicate selection method or among which there is also a random error. When this difference is close to zero, it can be assumed that the influence of variables not included in the study is completely random. Otherwise, it is a signal to search for new predicates that influence the analyzed phenomenon.
Selection of significant concomitant variables, using the example of raspberry fruiting
Here, the methods described above will be used to determine the effect of Norna and Canby. At each date when the raspberries were collected, the following were also determined: average daily air temperature (T), sum of daily rainfall (O) and insolation (U). Each of these three features was described by an average computed from the three days preceding the date of harvesting. These three variables were potential candidates for concomitant variables in the model determining the total raspberry yield over time {T, O, U}. It was assumed at the outset (in line with the model considered in this paper) that all plants, regardless of variety, react identically to these three co-existing factors. The following results were obtained using the methods described in the previous section:  Using the model (1), the pattern of raspberry fruiting was described by a fourth-degree polynomial ) 5 (  q . It was found that variables such as average temperature, rainfall and insolation are significant for raspberry fruiting; this was confirmed by appropriate tests. The following regression coefficients were obtained: -0.00539 for temperature, 0.02976 for precipitation and -0.05124 for insolation. On the basis of these values, it was concluded that the strongest effect on yield was the negative effect of insolation; a slightly weaker, positive, effect came from precipitation; and a weaker negative effect came from temperature. Hellwig's method will indicate whether any of these variables can be considered as insignificant for raspberry yield, and will determine the impact of specific combinations of these variables.
 To apply Hellwig's method, the first part of model (2) Table 1 . As shown in Table 1 , the maximum integral information capacity index corresponds to the third combination. By Hellwig's method, the conclusion would follow that insolation has the greatest impact on raspberry yield and is a variable that should undoubtedly be included in the model describing the dynamics of raspberry fruiting over time. It is notable that not only insolation alone, but also the combination of temperature and insolation has a fairly significant effect on the raspberry yield. A similar observation can be made for the combination of precipitation and insolation. It is apparent that the difference 3 1 H  = 0.83 is a large value. In our case, this measures the influence exerted on the total yield of raspberries by concomitant variables not included in the conducted experiment. This is certainly a signal to researchers to look for new concomitant variables that have a significant impact on the total yield of raspberries during the harvesting period.
Conclusions
The results obtained using the methods considered here are similar as regards the impact of concomitant variables, and indicate that insolation has the strongest effect on the yield of raspberries. Furthermore: 
