








































































在する場合の処理など，多くの方法が開発されている。 2 章で取りあげる AHP やファ
ジィ線形計画法による方法は，この範疇に入れることもできる。















































2 － 3 　エントロピー法
評価基準となる属性の持つデータの差異の大きさをウェイトに反映させる客観的評価
の方法である。意思決定者の主観は入らず，それとは独立に，以下のようなエントロ
ピー指標を用いてデータの散布度や乱雑性を捉えようとするものである［ 7 ］［ 8 ］。






























  いま、代替案ｉの属性ｊに関する情報を数値化したものを ijd （属性行列：Decision 
Matrix）とする。これをすべての属性について正規化し（（1）式）、次の行列 ijp  （正規
化 Decision Matrix）を求め、(2)式で示されるエントロピー指標を作成する。 
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属性 j の代替案の値 pij がすべて等しい場合，明らかに Ej は 1 （エントロピー最大）
となり，反対に，ある一つの代替案の値が 1 に，他のすべての代替案の値が 0 に近づい
てくると，Ej は 0 （エントロピー最小）に近づく。








属性ｊの代替案の値 ijp がす 、 jE は 1（エントロピー最大）とな
り、反対に、ある一つの代替案の値が１に、他のすべての代替案の値が０に近づいてくる
と、 jE は０（エントロピー最小）に近づく。 








れるなら、属性ｊの客観的評価結果としてのウェイト jw は以下の式で表すことができる。 































fi が属性 j に固有のデータの散らばりの程度あるいは対比の強さを表す尺度と考えら






属性ｊの代替案の値 ijp がすべて等しい場合、明らかに jE は 1（エントロピー最大）とな
り、反対に、ある一つの代替案の値が１に、他のすべての代替案の値が０に近づいてくる









れるなら、属性ｊの客観的評価結果としてのウェイト jw は以下の式で表すことができる。 





































を評価する基準が表 1 のようになっていたとする。こ データをもとに，上記⑴から⑷
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式に従ってエントロピー値を計算しウェイトを求めたものが，表下の数字である。デー
タ較差の大きい j ＝ 2 の建設費用のウェイトが一番大きくなっている。
次に，データを表 2 のように，建設費用の地点による差異が他の属性と比べて最も小
さくなるように変えた場合，これに関するウェイトが最も小さくなった（表 2 下の wj）。
建設費用という属性の，立地を評価するに際しての影響力が小さくなり，重要度も低く
なったといえる。
表 1 　ロジスティクス関連施設の属性値 1 とウェイト
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表 1 ロジスティクス関連施設の属性値１とウェイト 
       
      
 
      表 2 ロジスティクス関連施設の属性値２とウェイト 
（j=2 建設費用のデータ較差を小さくした場合） 
        








      ｗ１≧ｗ２≧ｗ３≧ｗ４ ……≧ｗｎ         (5) 





① Rank Sum RS 
個々の順位を順位合計で割ることによって正規化しウェイトとする方法である。 
   ��＝ �����∑ �ｎ�����ｎ���
 � ���������������     (7) 
 
 
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 350 53 10
b 8000 800 89 3
c 2000 300 49 8
d 10000 1100 85 5
ｗｊ＝ 0.3068 0.3610 0.0929 0.2394
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 2300 53 10
b 8000 2100 89 3
c 2000 2400 49 8
d 10000 2000 85 5
ｗｊ＝ 0.4750 0.0107 0.1437 0.3706
表 2 　ロジスティクス関連 値 2 とウェイト
（ j＝ 2 建設費用 較差を小さくした場合）
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表 1 ロジスティクス関連施設の属性値１とウェイト 
       
      
 
      表 2 ロジスティクス関連施設の属性値２とウェイト 
（j=2 建設費用のデータ さくした場合） 
        








      ｗ１≧ｗ２≧ｗ３≧ｗ４ ……≧ｗｎ         (5) 





① Rank Sum RS 
個々の順位を順位合計で割ることによって正規化しウェイトとする方法である。 
   ��＝ �����∑ �ｎ�����ｎ���
 � ���������������     (7) 
 
 
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 350 53 10
b 8000 800 89 3
c 2000 300 49 8
d 10000 1100 85 5
ｗｊ＝ 0.3068 0.3610 0.0929 0.2394
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 2300 53 10
b 8000 2100 89 3
c 2000 2400 49 8
d 10000 2000 85 5
ｗｊ＝ 0.4750 0.0107 0.1437 0.3706
2 － 4 　意思決定者の選好順位から求める方法
ここでは，意思決定者が代替案を選択する際の評価基準に重要性に応じて選好順位を
与え，それをもとにウェイトを算出するいくつかの いて示す［ 9 ］［10］［11］。




表 1 ロジスティクス関連施設の属性値１とウェイト 
      
      
 
      表 2 ロジスティクス関連施設の属性値２とウェイト 
（j=2 建設費用のデータ較差を小さくした場合） 
        








      ｗ１≧ｗ２≧ｗ３≧ｗ４ ……≧ｗｎ         (5) 





① Rank Sum RS 
個々の順位を順位合計で割ることによって正規化しウェイトとする方法である。 
   ��＝ �����∑ �ｎ�����ｎ���
 � ���������������     (7) 
 
 
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 70 350 53 10
b 8000 800 89 3
c 2 00 300 49 8
d 10000 1100 85 5
ｗｊ＝ 0.3068 0.3610 0.0929 0.2394
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 2300 53 10
b 8000 2100 89 3
c 20 2400 49 8
d 10000 2000 85 5












表 1 ロジスティクス関連施設の属性値１とウェイト 
       
      
 
      表 2 ロジスティクス関連施設の属性値２とウェイト 
（j=2 建設費用のデータ較差を小さくした場合） 
        








      ｗ１≧ｗ２≧ｗ３≧ｗ４ ……≧ｗｎ         (5) 





① Rank Sum RS 
個々の順位を順位合計で割ることによって正規化しウェイトとする方法である。 
   ��＝ �����∑ �ｎ�����ｎ���
 � ���������������     (7) 
 
 
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 350 53 10
b 8000 800 89 3
c 2000 300 49 8
d 10000 1100 85 5
ｗｊ＝ 0.3068 0.3610 0.0929 0.2394
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 2300 53 10
b 8000 2100 89 3
c 2000 2400 49 8
d 10000 2000 85 5
ｗｊ＝ 0.4750 0.0107 0.1437 0.3706
　　　　　⑺
②　RankExponent　RE
　　RankSum の方法を一般化したもので，⑻式において z＝ 1 の場合は RankSum
と同様であり，z＝ 0 のときにはすべてが等ウェイトとなる。z が大きくなるほど，
ウェイトの較差が急激に開いていく（表 3 ，図 1 参照）。
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② Rank Exponent RE 
Rank Sum の方法を一般化したもので、 (8)式においてｚ=1 の場合は Rank Sum
と同様であり、ｚ＝0 のときにはすべてが等ウェイトとなる。ｚが大きくなるほど、
ウェイトの較差が急激に開いて く（表 3、図 1 参照）。 
     ��＝ �������
�
∑ ������������
          (8) 
 
③ Rank Reciprocal RR 
 順位の逆数をその合計で割ることによって正規化しウェイトとする方法である。 
        �� � ��ｊ∑ �� �� ����� 	                       (9) 
 
④ Rank Order Centroid ROC 
 順位を維持する中でもっともあり得る値（centroid；重心）をウェイトとする方法
である。 
      �� �
� ��
∑ �� �� �����








      ｗ１≧ｗ２≧ｗ３≧ｗ４     （11） 
 














② Rank Exponent RE 
Rank Sum の方法を一般化したもので、 (8)式においてｚ=1 の場合は Rank Sum
と同様であり、ｚ＝0 のときにはすべてが等ウェイトとなる。ｚが大きくなるほど、
ウェイトの較差が急激に開いていく（表 3、図 1 参照）。 
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③ Rank Reciprocal RR 
 順位の逆数をその合計で割ることによって正規化しウェイトとする方法である。 
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④ Rank Order Centroid ROC 
 順位を維持する中でもっともあり得る値（centroid；重心）をウェイトとする方法
である。 
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� ��
∑ �� �� �����








      ｗ１≧ｗ２≧ｗ３≧ｗ４     （11） 
 















② Rank Exponent RE 
Rank Sum の方法を一般化したもので、 (8)式においてｚ=1 の場合は Rank Sum
と同様であり、ｚ＝0 のときにはすべてが等ウェイトとなる。ｚが大きくなるほど、
ウェイトの較差が急激に開いていく（表 3、図 1 参照）。 
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③ Rank Reciprocal RR 
 順位の逆数をその合計で割ることによって正規化しウェイトとする方法である。 
        �� � ��ｊ∑ �� �� ����� 	                       (9) 
 
④ Rank Order Centroid ROC 
 順位を維持する中でもっともあり得る値（centroid；重心）をウェイトとする方法
である。 
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する程度の差などは考慮されない。たとえば，評価基準 数が 4 つあり，その順位が以
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ウェイトの較差が急激に開いていく（表 3、図 1 参照）。 
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④ Rank Order Centroid ROC 
順位を維持する中でもっともあり得る値（centroid；重心）をウェイトとする方法
である。 
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 なお表 3 には、上述の４つの方法（Rank Exponent に関しては、ｚの大きさを 0～10
まで変化させた場合）、および、２.２で示した AHP 法の属性間 重要性に関する一対比較
値の与え方 で与える場合、すなわち、１ を２位の比を２（１位の属性と２位







なお表 3 には，上述の 4 つの方法（RankExponent に関しては，z の大きさを 0 ～10
まで変化させた場合），および，2－2で示した AHP 法の属性間の重要性に関する一対
比較値の与え方を狭い間隔で与える場合，すなわち， 1 位を 2 位の間の 対比較値を 2
（ 1 位の属性と 2 位の属性は同じくらいか 1 方が若干重要，の中間）， 1 位
3 位との値を 3 （ 1 の方が若干重要）， 1 と 4 位との値を 4 （若干重要と重
要の中間），また，広い間隔で与えた場合，すなわち， 1 位と 2 位 間の一対比較値を
3 （若干重要）， 3 位との値を 5 （重要）， 4 位との値を 7 （かなり重要），それぞれを
用いて計算したウェイトも加えている。またこれらを図示したものが図 1 ， 2 である。
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表 3 　 4 つのウェイト算出法によるウェイトの大きさ
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        表 3 ４つのウェイト算出法によるウェイトの大きさ 
  
                                                
  
 図１ Rank Exponent 法におけるｚを 0 から 10 まで変化させた場合のウェイト 
 
     
AHP AHP
順位 z=0 z=1 z=2 z=3 z=4 z=5 z=6 z=7 z=8 z=9 z=10 1234 1357
1 0.250 0.400 0.533 0.640 0.723 0.788 0.838 0.876 0.906 0.928 0.946 0.400 0.480 0.521 0.467 0.564
2 0.250 0.300 0.300 0.270 0.229 0.187 0.149 0.117 0.091 0.070 0.053 0.300 0.240 0.271 0.278 0.263
3 0.250 0.200 0.133 0.080 0.045 0.025 0.013 0.007 0.004 0.002 0.001 0.200 0.160 0.146 0.160 0.118
4 0.250 0.100 0.033 0.010 0.003 0.001 0.000 0.000 0.000 0.000 0.000 0.100 0.120 0.063 0.095 0.055
RR ROCRank Exponent RS
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        表 3 ４つのウェイト算出法によるウェイトの大きさ 
  
                                                
  
 図１ Rank Exponent 法におけるｚを 0 から 10 まで変化させた場合のウェイト 
 
     
AHP AHP
順位 z=0 z=1 z=2 z=3 z=4 z=5 z=6 z=7 z=8 z=9 z=10 1234 1357
1 0.250 0.400 0.533 0.640 0.723 0.788 0.838 0.876 0.906 0.928 0.946 0.400 0.480 0.521 0.467 0.564
2 0.250 0.300 0.300 0.270 0.229 0.187 0.149 0.117 0.091 0.070 0.053 0.300 0.240 0.271 0.278 0.263
3 0.250 0.200 0.133 0.080 0.045 0.025 0.013 0.007 0.004 0.002 0.001 0.200 0.160 0.146 0.160 0.118
4 0.250 0.100 0.033 0.010 0.003 0.001 0.000 0.000 0.000 0.000 0.000 0.100 0.120 0.063 0.095 0.055
RR ROCRank Exponent RS
図 1 　Rank Exponent 法における z を 0 から10まで変化させた場合のウェイト
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AHP AHP
順位 z=0 z=1 z=2 z=3 z=4 z=5 z=6 z=7 z=8 z=9 z=10 1234 1357
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4 0.250 0.100 0.033 0.010 0.003 0.001 0.000 0.000 0.000 0.000 0.000 0.100 0.120 0.063 0.095 0.055
RR ROCRank Exponent RS
図 2 　各方法における順位とウェイトの大きさの関係
表 3 および図 1 をみると，RankExponent 法では，z＝ 0 の等ウェイトから z が大き
くなるにつれてウェイト間の差が拡がり，順位 1 位のウェイト値が 1 に近づいているこ
ロジスティクスと多属性意思決定問題
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         図２．各方法における順位とウェイトの大きさの関係 
 表 3 および図１をみると、Rank Exponent 法では、ｚ＝0 の等ウェイトからｚが大きく
なるにつれてウェイト間の差が拡がり、順位１位のウェイト値が１に近づいていることが
わかる。また、図 2 では、AHP の一対比較値を差が小さくなるような狭い間隔で与えた













 いま、各評価基準に関する代替案 i の正規化された情報(属性値)ｈijが得られているもの
としよう。いま、評価基準に対する重要度を wj とすると、線形結合を仮定した場合、代替
案の総合評価値は以下のように表される。 
       
j
ijji hwA                                   (12) 
代替案が 3 個（a,b,c）、評価基準が４個（j =1～4）の簡単な例を考える。また、意思決
定者が判断した代替案の相対的優位性として、選択した案 a と他の案(b,c )の総合評価値と
の差の最小値の最大化、すなわち、次善の代替案の総合評価値との差（ε）の最大化、 
    max{min(Σwjｈaj－Σwjｈij )}  ((i =b,c ) 
を考えると、次のような定式化が可能である。 
      max   ε                   （13） 
s.t.  
          Σｗｊｈaj－Σｗｊｈbj ≧ε     （14）  
         Σｗｊｈaj－Σｗｊｈcj ≧ε     （15） 
            Σｗｊ＝1               （16） 
          ε，ｗｊ≧0  (j = 1～4)       （17） 
 
制約式(14)、（15)は、選択した代替案 a の総合評価値が他の案 b、c の総合評価値を下回
　　　　　⑿
代替案が 3 個（a, b, c），評価基準が 4 個（j＝ 1 ～ 4 ）の簡単な例を考える。また，










　　　ε，wj ≧ 0 　（j＝ 1 ～ 4 ）　　　　　　　　　　　　　⒄






して付加することを考える。たとえば， 4 つの評価基準の重要性の順位を，基準 1 ， 2 ，









与えるが，このときその選好の度合いにあいまい性を導入し，基準 1 と基準 2 の関係を，
以下の 3 通りで判断することにする。
　　　 1 の方をかなり重視している　w1≻≻ w2 ⒅


































   ｗ１ ≻≻ ｗ2 	�	 ｗ３ ≻ ｗ４       （21） 
 
制約式ではこれらの関係は、 
      ｗ１－ｗ２ ≻≻ ０                 （22） 
      ｗ２－ｗ３ � ０                   （23） 





           0            ；fｉ(w)≦bｉ－dｉ 
                bｉ－fｉ(w) 
mｉ(fｉ(w))=   1－ ―――――   ；bｉ－dｉ≦fｉ(w)≦bｉ  (25) 
                        dｉ 
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制約式ではこれらの関係は、 
      ｗ１－ｗ２ ≻≻ ０                 （22） 
      ｗ２－ｗ３ � ０                   （23） 





           0            ；fｉ(w)≦bｉ－dｉ 
                bｉ－fｉ(w) 
mｉ(fｉ(w))=   1－ ―――――   ；bｉ－dｉ≦fｉ(w)≦bｉ  (25) 
                        dｉ 


















図 3 　メンバシップ関 り重視”の場合）
ここで問題になるのは，基準 1 が基準 2 よりかなり るとしても，これがウェ
イトの差としてどのくらいになるかということである。これは意思決 主観的に設
定す ，A P なわち，
ある基準を他より“かなり重視”する場合，先の表 3 の最右列 AHP1357の数字を見ると，
基準 1 を基準 2 より“かなり重視”とする場合の数字の差（0.564－0.263）は0.3，また，
基準 2 と基準 3 の数字の差（0.263－0.118）は0.15に近くなっており，ここではこれを
参考にし，“かなり重視”する場合の bi を0.3，di を0.15とみなすこととする。
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その結果， 2 つの要因のウェイトに0.3以上の差があると，“かなり重視”という集
合の帰属度が 1 となり，メンバシップ関数の値は 1 となる。また，その差が0.15（＝
bi－di）以下の場合には，“かなり重視”とはいえないことになる。“少し重視”するとい


















      
              0         ；fｉ(w) ≦－dｉ 
                  fｉ(w) 
               1＋ ―――   ；－dｉ≦ fｉ(w) ≦0 
                        dｉ 
mｉ(fｉ(w)) =    1               ；fｉ(w)=0              （26） 
                  fｉ(w) 
               1－ ―――      ；dｉ≧ fｉ(w) ≧0 
                          dｉ 
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mｇ(fｇ(w)) =   1－ ――――――  ；bｇ－dｇ ≦ fｇ(w) ≦bｇ   (27) 
                          dｇ 
fi(w)
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                        dｉ 
mｉ(fｉ(w)) =    1               ；fｉ(w)=0              （26） 
                  fｉ(w) 
              1－ ―――      ；dｉ≧ fｉ(w) ≧0 
                         dｉ 






              0             ；fｇ(w) ≦bｇ－dｇ 
                 bｇ－fｇ(w) 
mｇ(fｇ(w)) =   1－ ――――――  ；bｇ－dｇ ≦ fｇ(w) ≦bｇ   (27) 
                          dｇ 
fi(w)










ᇶ‽ࡀ௚ࡼࡾ"࠿࡞ࡾ㔜ど"ࡍࡿሙྜࠊඛࡢ⾲㸯ࡢ᭱ྑิ AHP1357 ࡢᩘᏐࢆぢࡿ࡜ࠊᇶ‽㸯ࡀᇶ‽㸰ࡼࡾ͆࠿࡞ࡾ㔜ど͇࡜ࡍࡿሙྜࡢᩘᏐࡢᕪ㸦0.564̺0.263㸧ࡢᩘᏐࡣ࡯ࡰ 0.3ࠊࡲࡓࠊᇶ‽㸰࡜ᇶ‽㸱ࡢᩘᏐࡢᕪ㸦0.263̺0.118㸧ࡀ 0.15࡟㏆ࡃ࡞ࡗ࡚࠾ࡾࠊࡇࡇ࡛ࡣࡇࢀࢆཧ⪃࡟ࡋࠊ"࠿࡞ࡾ㔜ど"ࡍࡿሙྜࡢ b㹧ࢆ 0.3ࠊd㹧ࢆ 0.15࡜ࡳ࡞ࡍࡇ࡜࡜ࡍࡿࠋ ࡑࡢ⤖ᯝࠊ㸰ࡘࡢせᅉࡢ࢙࢘࢖ࢺ࡟ 0.3 ௨ୖࡢᕪࡀ࠶ࡿ࡜ࠊ"࠿࡞ࡾ㔜ど"࡜࠸࠺㞟ྜࡢᖐᒓᗘࡀ㸯࡜࡞ࡾࠊ࣓ࣥࣂࢩࢵࣉ㛵ᩘࡢ್ࡣ㸯࡜࡞ࡿࠋࡲࡓࠊࡑࡢᕪࡀ 0.15㸦=b㹧㸫d㹧㸧௨ୗࡢሙྜ࡟ࡣࠊ"࠿࡞ࡾ㔜ど"࡜ࡣ࠸࠼࡞࠸ࡇ࡜࡟࡞ࡿࠋ"ᑡࡋ㔜ど"ࡍࡿ࡜࠸࠺ሙྜ࡟ࡣࠊᑡ࡞ࡃ࡜ࡶᕪࡀ࠶ࢀࡤ࠸࠸ࡇ࡜࡟࡞ࡿࡢ࡛ b㹧࡜ d㹧ࢆྠࡌ್࡟ࡍࢀࡤࡼ࠸ࠋ  ไ⣙ᘧ(23)ࡢࡼ࠺࡞ࠊ"࡯ࡰྠ➼"࡜࠸࠺ሙྜࡢ࣓ࣥࣂࢩࢵࣉ㛵ᩘ࡜ࡋ࡚ࡣࠊḟࡢࡼ࠺࡞㛵ᩘࡀ⪃࠼ࡽࢀࡿ㸦ᘧ(26)ࠊᅗ㸲㸧ࠋ 
 
 ᅗ㸲 ࣓ࣥࣂࢩࢵࣉ㛵ᩘ㸦͆ ࡯ࡰྠ➼͇ࡢሙྜ㸧                     0         㸹f㹧(w) ӌ㸫d㹧                   f㹧(w)                1㸩 ̿̿̿   㸹㸫d㹧ӌ f㹧(w) ӌ0 
                     d㹧 
m㹧(f㹧(w)) =    1               㸹f㹧(w)=0              㸦26㸧                   f㹧(w)                1㸫 ̿̿̿      㸹d㹧Ӎ f㹧(w) Ӎ0 
                          d㹧               0            㸹f㹧(w) Ӎ d㹧   ࡉ࡚ࠊ┠ⓗ㛵ᩘ࡜ࡋ࡚ࠊ㑅ᢥࡉࢀࡓ௦᭰᱌࡜ḟၿࡢ᱌࡜ࡢ⥲ྜホ౯್ࡢᕪࢆ᭱኱໬ࡍࡿࡼ࠺࡞ࣔࢹࣝࢆ⪃࠼ࡿሙྜࠊࡇࡇ࡟ࡶࡇࡢᕪࡀࡔ࠸ࡓ࠸࠶ࡿ್௨ୖ࡜࠸࠺ࣇ࢓ࢪ࢕┠ᶆࢆྲྀࡾධࢀࡿ࡜ࠊࡑࡢ࣓ࣥࣂࢩࢵࣉ㛵ᩘࡣࠊᅗ㸱࡜ྠᵝ࡟௨ୗࡢࡼ࠺࡟࡞ࡿࠋ 
 















































































































　　　　λ,ε,　wj ≧ 0 　（j＝1,2,3,4） 
制約式はファジィ目標に関するメンバシップ関数で，εは最適な代替案と次善の案
の総合評価値の差を表しており，ここでは，図 3 の形の関数を採用し，少なくとも 0 以
上であればよいので，式の bg と dg を同値とした。また，式はファジィ制約式に，
式は式に，式は式にそれぞれ対応している。また，目的関数のλの値は制約



















表 4 は，この問題を Excel ソルバーを使用して解いた結果であり，ウェイト値は表の
下の方にある変数の行に示されている。





表４ ソルバーによる d が立地点の場合） 
 
 











        表５ AHP 一対比較行列とウェイト 
    
       ｗ１ ≻≻ ｗ2 	�	 ｗ３ ≻ ｗ４ 
D
w 1 w 2 w 3 w 4 e λ 制約式 定数
制約１ 0.3 -0.5844 0.35955 -0.5 -1 0 0
制約２ 0.2 -0.1023 -0.0449 0.2 -1 0.05233 0
制約３ 0.8 -0.7273 0.40449 -0.3 -1 0.26551 0
dg= 0.05 選好順序１ 1 -0.05 0 0
d1= 0.15　b1= 0.3 選好順序２ 1 -1 -0.15 0.18609 0.15
d2= 0.05 選好順序３ 1 -1 -0.05 -0.05 -0.05
d2= 0.05 選好順序４ -1 1 -0.05 -0.05 -0.05
d2= 0.05 選好順序５ 1 -1 -0.05 0 0
正規化(＝１） 1 1 1 1 1 1
変数 0.5146 0.1785 0.1785 0.1285 0.0500 1.0000
d1= 0.15　b1= 0.3 目的セル 1
AHP 属性1 属性2 属性3 属性4 幾何平均値 ウェイト
属性1 1 5 5 7 3.6371 0.632
属性2 1/5 1 1 3 0.8801 0.153
属性3 1/5 1 1 3 0.8801 0.153
属性4 1/7 1/3 1/3 1 0.3549 0.062
5.7523








せてみたものが表 5 である。これは，属性 1 は属性 2 ， 3 と比較すると“かなり重視”









表４ ソルバーによる計算結果（地点 d が立地点の場合） 
 
 











        表５ AHP 一対比較行列とウェイト 
    
       ｗ１ ≻≻ ｗ2 	�	 ｗ３ ≻ ｗ４ 
D
w 1 w 2 w 3 w 4 e λ 制約式 定数
制約１ 0.3 -0.5844 0.35955 -0.5 -1 0 0
制約２ 0.2 -0.1023 -0.0449 0.2 -1 0.05233 0
制約３ 0.8 -0.7273 0.40449 -0.3 -1 0.26551 0
dg= 0.05 選好順序１ 1 -0.05 0 0
d1= 0.15　b1= 0.3 選好順序２ 1 -1 -0.15 0.18609 0.15
d2= 0.05 選好順序３ 1 -1 -0.05 -0.05 -0.05
d2= 0.05 選好順序４ -1 1 -0.05 -0.05 -0.05
d2= 0.05 選好順序５ 1 -1 -0.05 0 0
正規化(＝１） 1 1 1 1 1 1
変数 0.5146 0.1785 0.1785 0.1285 0.0500 1.0000
d1= 0.15　b1= 0.3 目的セル 1
AHP 属性1 属性2 属性3 属性4 幾何平均値 ウェイト
属性1 1 5 5 7 3.6371 0.632
属性2 1/5 1 1 3 0.8801 0.153
属性3 1/5 1 1 3 0.8801 0.153






















































 (cost measure)                  (47) 
ここで、 ijh は正規化行列の要素、 ijd は表１に示されるような代替案の属性値（属性行
列 Decision matrix の各要素）、添え字の＋、－はそれぞれの属性における最大値と最小値
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j










































 (cost measure)                  (47) 
ここで、 ijh は正規化行列の要素、 ijd は表１に示されるような代替案の属性値（属性行
列 Decision matrix の各要素）、添え字の＋、－はそれぞれの属性における最大値と最小値







    
j
ijji hwA                                   (12) 
前項で求めた表４のウェイトを用いて総合評価値を計算した結果は、表６右側に示され
 





表 1 に示した属性値をもとに，これらの計算をした結果は表 6 の左側に記されている











































 (cost measure)                  (47) 
ここで、 ijh は正規化行列の要素、 ijd は表１に示されるような代替案の属性値（属性行
列 Decision matrix の各要素）、添え字の＋、－はそれぞれの属性における最大値と最小値







    
j
ijji hwA                                   (12) 
前項で求めた表４のウェイトを用いて総合評価値を計算した結果は、表６右側に示され
 ⑿
前項で求めた表 4 のウェイトを用いて総合評価値を計算した結果は，表 6 右側に示さ
れる。





            表６ SAW による総合評価 
















      表７ ロジスティクス関連施設の属性値とウェイト 
        
                (注) ウェイトは表４によるもの 
 
いま、代替案（この例では地点）a の案 b に対する優位性の集合を(48)式のように定義
する。 
daj は代替案 a、評価基準ｊの属性行列の値である。劣位性についても、案ａの方が劣っ
地点i 労働力 j＝１ 建設費用 j＝２ 土地の広さ j＝３ 誘致政策ｊ＝4 総合評価値 順位
a 0.625 0.9375 0.1 1 0.6353 2
b 0.75 0.3750 1 0 0.6313 3
c 0 1 0 0.7143 0.2702 4
d 1 0 0.9 0.2857 0.7119 1
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 350 53 10
b 8000 800 89 3
c 2000 300 49 8
d 10000 1100 85 5
ｗｊ＝ 0.5146 0.1785 0.1785 0.1285




















            表６ SAW による総合評価 
















      ７ クス関連施設の属性値とウェイト 
        
                (注) ウェイトは表４によるもの 
 
いま、代替案（この例では地点）a の案 b に対する優位性の集合を(48)式のように定義
する。 
daj は代替案 a、評価基準ｊの属性行列の値である。劣位性についても、案ａの方が劣っ
地点i 労働力 j＝１ 建設費用 j＝２ 土地の広さ j＝３ 誘致政策ｊ＝4 総合評価値 順位
a 0.625 0.9375 0.1 1 0.6353 2
b 0.75 0.3750 1 0 0.6313 3
c 0 1 0 0.7143 0.2702 4
d 1 0 0.9 0.2857 0.7119 1
地点 i 労働人口 建設費用 土地の広さ 誘致政策
a 7000 350 53 10
b 8000 800 89 3
c 2000 300 49 8
d 10000 1100 85 5
ｗｊ＝ 0.5146 0.1785 0.1785 0.1285
　　　　　　　　　　　　　　　　　　　（注）ウェイトは表 4 によるもの
いま，代替案（この例では地点）a の案 b に対する優位性の集合を式のように定義
する。




　　　C（a,b）＝｛j｜（daj ≥ dbj）｝ 
　　　D（a,b）＝｛j｜（daj＜dbj）｝ 
前者は，案 a が b より優れているか，もしくは無差別である評価基準の集合，後者は
a が b より劣っている基準の集合で，それぞれ，コンコーダンス（concordance），ディス
コーダンス（discordance）の訳から一致の条件，不一致の条件とも呼ばれている［21］。
これをもとにして，次のようにコンコーダンス指数 Cab（案 a が b より優れている程






ものと仮定する。建設費用のような cost measure の場合には不等号の向きは逆になる。 
          C�a, b� � ������� � �����     （48） 
            D�a, b� � ������� � �����    （49） 
 前者は、案 a が b より優れているか、もしくは無差別である評価基準の集合、後者は a
が b より劣っている基準の集合で、それぞれ、コンコーダンス（concordance）、ディスコ
―ダンス（discordance）の訳から一致の条件、不一致の条件とも呼ばれている。 
これをもとにして、次のようにコンコーダンス指数���（一致の指数（案 a が b より優
れている程度を示す））、および、ディスコー （不一致指数（a が b より劣って
いる程度 示す））を導出する。      
��� � � ��
�����,��
																			     			 			 								���� 
         
��� � � ��
�����,��
���� � ��������� � ����																						���� 
  たとえば、表７のデータにおいて、地点 a の地点 b に対するコンコーダンス指数は以下
のようになる。すなわち、地点 a と b の評価基準（属性値）をみてみると、地点 a が b よ
り優れているのは、２建設費用と４誘致政策についてである。これに関する選好ウェイト
を(50)式にあてはめると、次のようになる。 
     Ｃab＝w2＋w4＝0.1785+0.1285=0.3070 
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ものと仮定する。建設費用のような cost measure の場合には不等号の向きは逆になる。 
          C�a, b� � ������� � �����     （48） 
            D�a, b� � ������� � �����    49  
 前者は、案 a が b より優れているか、もしくは無差別である評価基準の集合、後者は a
が b より劣っている基準の集合で、それぞれ、コンコーダンス（concordance） ディスコ
―ダンス（discordance）の訳から一致の条件、不一致の条件とも呼ばれている。 
これをもとにして、次 ようにコンコーダンス指数���（一致の指数（案 a が b より優
れている程度を示す））、お び、ディスコーダンス指数 不一致 a が b より劣って
いる程度を示す））を導出する。      
��� � � ��
�����,��
																			     			 			 								���� 
         
��� � � ��
�����,��
���� � ��������� � ����																						���� 
  たとえば、表７のデータにおいて、地点 a の地点 b に対するコンコーダンス指数は以下
のようになる。すなわち、地点 a と b の評価基準（属性値）をみてみると、地点 a が b よ
り優れてい のは、２建設費用と４誘致政策についてである。これに関する選好ウェイト
を(50)式にあて めると、次のようになる。 
     Ｃab＝w2＋w4＝0.1785+0.1285=0.3070 
 Cab＝1 のとき、案 a は案 b に完全に優越していることを示し、また、これが０ならば、
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       表８ コンコーダンス指数と優越指標 
 
たとえば，表 7 のデータにおいて，地点 a の地点 b に対するコンコーダンス指数は
以下のようになる。すなわち，地点 a と b の評価基準（属性値）をみてみると，地点 a
が b より優れているのは， 2 建設費用と 4 誘致政策についてである。これに関する選好
ウェイトを式にあてはめると，次のようになる。
　　　Cab＝w2＋w4＝0.1785＋0.1285＝0.3070
Cab＝1のとき，案 a は案 b に完全に優越していることを示し，また，これが 0 ならば，
どの基準からみても案 b より劣っていることになる。このように，コンコーダンス指数
は評価基準に関する相対的優位性を表している。









ものと仮定する。建設費用のような cost measure の場合には不等号の向きは逆になる。 
          C�a, b� � ������� � �����     （48） 
            D�a, b� � ������� � �����    （49） 
 前者は、案 a が b より優れているか、もしくは無差別である評価基準の集合、後者は a
が b より劣っている基準の集合で、それぞれ、コンコーダンス（concordance）、ディスコ
―ダンス（discordance）の訳から一致の条件、不一致の条件とも呼ばれている。 
これをもとにして、次のようにコンコーダンス指数���（一致の指数（案 a が b より優
れている程度を示す））、および、ディスコーダンス指数（不一致指数（a が b より劣って
いる程度を示す））を導出する。      
��� � � ��
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  たとえば、表７のデータにおいて、地点 a の地点 b に対するコンコーダンス指数は以下
のようになる。すなわち、地点 a と b の評価基準（属性値）をみてみると、地点 a が b よ
り優れているのは、２建設費用と４誘致政策についてである。これに関する選好ウェイト
を(50)式にあてはめると、次のようになる。 
     Ｃab＝w2＋w4＝0.1785+0.1285=0.3070 
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これをみると、地点の順位は、d → b → a → c となっていることがわかる。コンコー
ダンス指数の式から明らかなように、この優位性は評価基準のウェイトのみから算出され
ており、属性行列は考慮されていないので、属性の大きさの差は無視される。 

































る(ディスコ―ダンス指標）。すなわち、以下の式のようになる。   
  	
�� � ���� �����
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     ���� 
           
表９ ディスコ―ダンス指標と優越指標 
 
地点 ｉ a b c d 行和 列和 優越指標 順位
a 0.3070 0.8215 0.3070 1.4354 1.56 -0.1291 3
ｂ 0.6930 0.6930 0.3570 1.7430 1.26 0.4861 2
ｃ 0.1785 0.3070 0.3070 0.7924 2.21 -1.4152 4
ｄ 0.6930 0.6430 0.6930 2.0291 0.97 1.0583 1
地点ｉ a b c d 行和 列和 優越指標 順位
a 0.2250 0.0112 0.3357 0.5719 0.8641 -0.2923 2
b 0.2289 0.2033 0.1654 0.5975 0.8741 -0.2766 3
c 0.3762 0.5644 0.6752 1.6158 0.4480 1.1678 4











これをみると、地点の順位は、d → b → a → c となっていることがわかる。コンコー
ダンス指数の式から明らかなように、この優位性は評価基準のウェイトのみから算出され
ており、属性行列は考慮されていないので、属性の大きさの差は無視される。 

































る(ディスコ―ダンス指標）。すなわち、以下の式のようになる。   
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表９ ディスコ―ダンス指標と優越指標 
 
地点 ｉ a b c d 行和 列和 優越指標 順位
a 0.3070 0.8215 0.3070 1.4354 1.56 -0.1291 3
ｂ 0.6930 0.6930 0.3570 1.7430 1.26 0.4861 2
ｃ 0.1785 0.3070 0.3070 0.7924 2.21 -1.4152 4
ｄ 0.6930 0.6430 0.6930 2.0291 0.97 1.0583 1
地点ｉ a b c d 行和 列和 優越指標 順位
a 0.2250 0.0112 0.3357 0.5719 0.8641 -0.2923 2
b 0.2289 0.2033 0.1654 0.5975 0.8741 -0.2766 3
c 0.3762 0.5644 0.6752 1.6158 0.4480 1.1678 4
d 0.2591 0.0848 0.2335 0.5774 1.1763 -0.5989 1













これをみると、地点の順位は、d → b → a → c となっていることがわかる。コンコー
ダンス指数の式から明らかなように、こ 優 性は評価基準のウェイトのみから算出され
ており、属性行列は考慮されていないので、属性の大きさ 差は無視される。 
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表９ ディスコ―ダンス指標と優越指標 
 
地点 ｉ a b c d 行和 列和 標 順位
a 0.3070 0.8215 0.3070 1.4354 1.56 -0.1291 3
ｂ 0.6930 0.6930 0.3570 1.7430 1.26 0.4861 2
ｃ 0.1785 0.3070 0.3070 0.7924 2.21 -1.4152 4
ｄ 0.6930 0.6430 0.6930 2.0291 0.97 1.0583 1
地点ｉ a b c d 行和 列和 優越指標 順位
a 0.2250 0.0112 0.3357 0.5719 0.8641 -0.2923 2
b 0.2289 0.2033 0.1654 0.5975 0.8741 -0.2766 3
c 0.3762 0.5644 0.6752 1.6158 0.4480 1.1678 4









これをみると、地点の順位は、d → b → a → c となっていることがわかる。コンコー
ダンス指数の式から明らかなように、この優位性は評価基準のウェイトのみから算出され
ており、属性行列は考慮されていないので、属性の大きさの差は無視される。 

































る(ディスコ―ダンス指標）。すなわち、以下の式のようになる。   
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表９ ディスコ―ダンス指標と優越指標 
 
地点 ｉ a b c d 行和 列和 優越指標 順位
a 0.3070 0.8215 0.3070 1.4354 1.56 -0.1291 3
ｂ 0.6930 0.6930 0.3570 1.7430 1.26 0.4861 2
ｃ 0.1785 0.3070 0.3070 0.7924 2.21 -1.4152 4
ｄ 0.6930 0.6430 0.6930 2.0291 0.97 1.0583 1
地点ｉ a b c d 行和 列和 優越指標 順位
a 0.2250 0.0112 0.3357 0.5719 0.8641 -0.2923 2
b 0.2289 0.2033 0.1654 0.5975 0.8741 -0.2766 3
c 0.3762 0.5644 0.6752 1.6158 0.4480 1.1678 4
d 0.2591 0.0848 0.2335 0.5774 1.1763 -0.5989 1
この場合の優越指標は，負の最大値が劣位性最小といえるので，これによる地点の順
位は　d→a→b→c となる。コンコ―ダンス指数によるものとは 2 ， 3 位が異なっ
ているが，先のファジィ線形計画法や SAW による結果と一致している。
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