Birth-and-death processes or, equivalently, nite Markov chains with three-diagonal transition matrices proved to be adequate models for processes in physics 12], biology 4,5], sociology 13] and economics 1,3,10]. The analysis in this case quite often relies on the stationary distribution of the chain. Representing it as a Gibbs distribution, we study its limit behavior as the number of states increases.
Motivation and Formulation of the Problem
Imagine a population whose evolution is governed by a Markov chain. We shall be dealing with a time-homogeneous Throughout the paper we assume that for every N there is a unique stationary distribution D N of the chain t N ; t 0, and we are looking at its limit as N ! 1.
Conceptually we are interested in the limit behavior (in the sense of distributions) when rst time goes to in nity and then the size of the system N also increases without bound.
Consider an intuition which is (with di erent degrees of rigour) behind the analysis in many of applied papers on this issue. Set t N = t+1 If M is su ciently large, then the distributions of M+i N ; i 0, are arbitrarily close to the stationary one for a xed N. Hence, the distributions of x M N (s) and x M N (t) almost coincide for all 0 s < t < 1. This implies that x (s) and x (t) are equally distributed for all s 6 = t and this distribution is . Also, for a xed x 0 , x x 0 (t) converges to a singular point of (1.3) as t ! 1. The singular points are solutions of the equation f(x) = g(x): (1.4) Hence, x (t) deterministically converges (and, consequently, weakly) to a singular point as t ! 1. Since T can be arbitrarily large and the distribution of x (t) is for all t 0, we conclude that the weak limits of t N (as N ! 1; t ! 1) can nest only on the set of singular points, that is, with probability one f( ) = g( ) (1.5) provided that (1.2) holds true.
If there is a single solution of (1.4) on 0; 1], then (1.5) characterizes completely the limit distribution, which is deterministic. But if there is more than one solution of (1.4) on 0; 1], the characterization is unsu ciently precise. For example, some of the solutions are stable in terms of the dynamic system (1.3), others are not. The criterion (1.5) does not distinguish between such points, although our intuition suggests that unstable singular points should not be attained by the limit. Furthermore, if (1.4) holds for an interval, (1.5) does not allow to characterize the distribution generated by on this interval. Thus, we need a more delicate instrument than Notice that (1.2) implies that F(x) = f(x)=g(x) if g(x) > 0. Furthermore, since 0 (x) = ? ln F(x), we obtain that 0 (x) = ? ln f(x)=g(x)]. Consequently, all singular points of ( ) satisfy (1.4) if (1.2) holds true. Hence (1.5) relates to the necessary condition of extremum for ( ). The result to be given in this section sharpens the characterization provided by (1.5) showing that the limit distributions nest on the set of global minima of ( ). Notice, that under (1.2) each point of minimum of ( ) turns out to be a stable attractor of the di erential equation involved in (1.3). Thus, the description of the limits in terms of global minima proves to be sharper than any one based on the analysis of stability of the limit di erential equation. Because the set of global minima may contain a point where F( ) is discontinuous, the characterization given here generalizes the one based on the necessary condition. Since N (x) is almost an integral sum for (x), intuitively the result we are going to obtain follows from Corollary 2.1. we obtain that
:
The statement of the lemma follows from (2.2) { (2.5).
Remark 2.1. In the proof we actually used the rate of uniform convergence of Theorem 2.2 establishes weak convergence of ( N ) to as N ! 1. To obtain weak convergence of N to the set X = fx 2 0; 1] : (x) = g (that is, when the Euclidean distance between them goes weakly to zero), we need additionally some regularity condition.
Since ( ) is a continuous function, the set X is closed. From now on we shall be assuming that it consists of a nite number of connected components: singletons a i , i = 1; 2; : : : ; k, and intervals b j ; c j ], j = 1; 2; : : : ; l. Also, let there be continuous Since in (2.7) the value can be arbitrarily small, the statement of the theorem follows from Theorem 2.2 and (2.6).
Theorem 2.3 states that all weak limits of D N as N ! 1 are concentrated with probability one in X . It might happen that some of the limits put zero weights on certain connected components of X . Now we shall calculate the probabilities that the limits assign to di erent connected components of X and identify conditions of uniqueness of the limit of D N . . Now, depending upon the structure of the set of global minima of the limit Gibbs potential, we can apply results given above.
Conclusions
The results obtained here show certain similarity of birth-and-death processes and generalized urn schemes 2]. Indeed, since the chain t N and an urn process evolve in 0; 1], they are stochastic replicator equations. In both cases the asymptotic analysis relies on the stability properties of some dynamic system associated with the process. In the case of singleton attractors this analogy works fully for urn processes. Their limits nest on the set of stable singular points. For birth-and-death processes it is not the case. Their limit distributions nest on a subset of stable attractors (namely, the points of global minima of the limit potential, or even a subset of this set) of the associated dynamic system. For urn processes each set of singular points having positive Lebesgue measure turns out to be an attractor 7], which is not the case for birth-and-death processes. There only intervals that consist of points of global minima support the limit. Finally, urn schemes generate time non-homogeneous Markov processes that are not ergodic, while the Markov chains corresponding to birth-and-death processes considered here are time homogeneous and ergodic.
These two mathematical objects have essentially the same area of application. In economics this includes learning processes. Conceptually the main di erence between them is that the total size of a population involved in learning is growing in time in the case of an urn process, while it remains constant in the case of a birth-and-death process.
We believe that some of the results of Section 3 can be proved for a general annealing process 11].
