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Understanding the mechanical behavior of nanostructured and amorphous materials under 
harsh environments such as high irradiation dose and temperature is one of the major constraints 
in the development of novel materials for nuclear applications. This thesis explores the effects of 
irradiation on the mechanical properties of several model alloys in the context of irradiation 
induced creep and irradiation induced hardening. Three different systems were studied to elucidate 
the creep behavior under energetic particle irradiation; single crystal Ag, nanocrystalline high 
entropy alloys, and amorphous alloys. 1) In the Ag nanopillars, the ion irradiation induced creep 
rate increases linearly at lower stresses, i.e. below ≈ 2/3 the high temperature yield stress and 
parabolically with pillar diameter for diameters less than ≈ 300 nm.  The size dependence results 
from a competition between the relative flux of point defects to surfaces versus internal sinks; i.e. 
dislocations.  2) In nanocrystalline high entropy alloys, the measured ion beam induced creep 
compliance varies directly with the inverse grain size. The activation energy for vacancy migration 
in the recombination regime is measured to be ~ 0.7 eV. The sluggish diffusion behavior often 
cited as a novel feature of these alloys has very limited effect on the observed creep behavior. 3) 
A low (200 keV or 80 keV) energy electron beam is used to induce creep in SiO2, Fe79B16Si5, CuTi 
and CuTa metallic glasses. In SiO2 and Fe79B16Si5 irradiation induced creep rates are sufficiently 
high to suggest that recoils as low as ≈ 1 eV should contribute to creep.  
The distinct microstructure resulting from irradiation induced self-organization of highly 
immiscible Cu-W alloys system is used to understand the relative importance of composition, 
solubility, precipitate distribution, morphology on hardening mechanisms. 1) During room 
temperature irradiation, a nanograin solid-solution strengthening mechanism with a linear 
compositional dependence is observed for the as-grown alloys and for the alloy samples irradiated 
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to 0.5 dpa. Solid solution strengthening is the major strengthening mechanism for Cu99.5W0.5 at all 
irradiation doses. Irradiation induces precipitation in samples with W concentrations greater than 
or equal to 1 at% W at doses above > 0.5 dpa. The growth of 1-4 nm precipitates enhances the 
hardness of these alloys, and the degree of strengthening is determined by the interparticle spacing. 
While the alloys exhibit steady-state properties after relatively low dose (≈1 dpa), the different 
time scales associated with detwinning and damage accumulation in pure Cu lead to transients at 
higher doses (>5 dpa). 2) High temperature irradiation and annealing following room temperature 
irradiation results in the formation of precipitate denuded zones, distinct areas around grain 
boundaries that are devoid of W precipitates The PDZs in the irradiated samples are a result of 
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CHAPTER 1  
INTRODUCTION 
The behavior of solids at or near equilibrium has traditionally been the guiding point for 
designing and processing engineering materials. The strategy therefore, has involved discovering 
relaxation pathways that result in microstructures that afford useful properties through control of 
process variables such as annealing time and temperature, cooling rates, thermomechanical 
treatments, etc. While the approach can be suitable for materials that at are close to equilibrium, it 
suffers significantly when materials are to be used in driven environments, such as irradiation, that 
may be driven far from the initial or equilibrium conditions.  
Under irradiation however, the interaction of the energetic particle with the target atom 
results in the supersaturation of point defects and if such defects are mobile, they can lead to a flux 
of defects towards each other or to sinks. This defect flux can result in several distinct 
microstructural features including but not limited to the formation of dislocation loops [1], 
redistribution of solute elements [2] and to formation of secondary phases [3] in ways that are not 
easily predicted. The radiation induced redistribution of solute elements could even lead to 
enhanced corrosion in metals and alloys resulting in premature failure of reactor components [4,5]. 
In cases of neutron irradiation or irradiation through inert gases specifically He, the excess defects 
that are produced can interact with the He and since He is insoluble in metals, it can lead to the 
precipitation of gas bubbles which could in turn act as sites for the growth of bubbles through 
vacancy coalescence [6]. Additionally, the increased defect concentration results in enhanced 
diffusion under irradiation [7]. Radiation enhanced diffusion causes a rapid transport of defects to 
sink sites such as precipitates and grain boundaries resulting for example in overaging of 
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precipitates in precipitate-strengthened alloys [8] or to rapid grain growth in nanograined alloys 
[9] thus, significantly altering the microstructure of such materials. In the macroscopic scale, 
irradiation and the resulting microstructural features can lead to deleterious mechanical properties 
such as significant hardening and loss of ductility resulting in radiation induced embrittlement 
[10], enhanced creep due to point defect supersaturation [11] and to volumetric swelling [12] all 
of which lead to premature failure of metals and alloys. 
Two different strategies have generally been employed to suppress the supersaturation of 
point defects: (i) enhancing the recombination rate of Frenkel pairs in the lattice and (ii) aiding 
unbiased point defect absorption at sinks by providing a high density of neutral sinks. Initial 
strategies involved the use of solid solution elements to trap point defects thus aiding in 
recombination. For example, it was shown that the addition of Si solutes to Ni results in the 
trapping of interstitial atoms which enhances recombination [13]. However, the strong coupling of 
non-equilibrium point defect fluxes to the solute results in non-equilibrium solute segregation at 
intermediate temperatures leading to the depletion of solute from the matrix resulting in the loss 
of recombination over time [3,14,15]. Thus, deleterious processes such as void swelling, creep etc. 
may be delayed by this strategy but not suppressed completely.  
A recently proposed improvement to the solid solution strategy has involved the use of 
concentrated solid solutions alloys (CSAs) or high entropy alloys (HEAs) [16,17]. These alloys 
are equiatomic multicomponent alloys ( >5 elements in the case of HEAs). The increased lattice 
strain and the compositional complexity is said to result in “sluggish diffusion” of point defects in 
these alloys [18,19]. The complex transport pathways in CSAs and HEAs is proposed to reduce 
interstitial mobility and enhance recombination between vacancies and interstitials [20,21]. The 
combined effect of sluggish diffusion and enhanced recombination results in recovery of radiation 
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damage during the early stages of irradiation.  Furthermore, it has been shown that certain HEAs 
are less susceptible to irradiation induced segregation in comparison to commercially used steels 
[22]. The combination of superior radiation resistance and excellent mechanical properties HEAs 
are considered as potential candidates for fission and fusion reactors.  
While the reduced point defect mobility has been attributed to the superior radiation 
tolerance of these HEAs, thermal tracer diffusion studies in quaternary and quinary Ni based HEAs 
have shown that diffusion might not necessarily be sluggish in these alloys [18]. Further, the 
presence of high density of dislocations have shown to enhance void swelling in HEAs implying 
the presence of point defect sinks might suppress recombination in such alloys [23]. More 
importantly, all the studies mentioned above only provide a qualitative understanding of the 
diffusion behavior of point defects under irradiation and then only in coarse-grained HEAs and no 
study has attempted to quantitatively measure the temperature dependence and activation energy 
for diffusion of point defects in HEA. There also exists a need to delineate the effect of point defect 
recombination and sink elimination in such alloys quantitatively. Thus, the current work by 
attempting to measure the irradiation creep of such HEAs would not only help understand the 
mechanical properties of such alloys but also help fill the above-mentioned gaps in literature  
An alternative strategy to reducing point defect supersaturation has involved the 
introduction of high density of nanoscale heterogeneities in the matrix. These nanoscale systems 
provide an increased density of interfacial sinks which can either acts a trap sites for recombination 
or can act as sinks that absorb point defects. An attractive feature of this strategy is that 
nanostructured systems generally contain high densities of such sinks and can effectively reduce 
point defect supersaturations.  Therefore, broad classes of nanostructure materials like nanograined 
[24], nanoprecipitate [25] and nanolaminate materials [26], and materials that self-organize into 
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nanostructured compositional patterns under irradiation [27–29] have been investigated for 
potential applications in environments exposed to irradiation. Nanostructured materials tend to be 
more susceptible to thermal creep than their coarse grain counterparts due to the high density of 
interfaces that can facilitate Coble and Nabarro-Herring creep mechanisms.  
Irradiation induced creep (IIC) is a major design challenge in nuclear reactors. For 
example, IIC can result in dimensional changes and eventual rupture of claddings in fuel rods in 
water based reactors [30], leads to early rupture of pressure tubes [31] and decreases in fastening 
torque in bolts [32,33].  Most early experiments on irradiation induced creep experiments were 
performed on bulk, coarse-grained samples. Two common groups of mechanisms were initially 
proposed to explain the observed creep mechanisms in these materials. The first group of models 
depend on dislocation climb from stress induced nucleation of new dislocation (Stress induced 
preferential nucleation (SIPN)) or stress induced absorption of point defects by pre-existing 
dislocation loops (Stress induced preferential absorption (SIPA)). These mechanisms have 
satisfactorily explained the observed creep rates in 316 stainless steel [34]. A second group of 
mechanisms involves creep produced from glide of dislocations [34].  A common trend for both 
the groups mentioned is the role that dislocations and dislocation loops play in producing strain in 
the material.  
In the nanostructured regime, nanograined materials for example, there could be a potential 
reduction in creep rate from a reduction in the dislocation density due to the smaller grain size and 
a decrease in point defect concentration from the increased density of sinks (grain boundaries 
(GBs)). However, the increased absorption of point defects at GBs could lead to acceleration of 
grain boundary deformation processes that could enhance creep during  irradiation under stress. 
Ashkenazy et al. predicted such a grain boundary mediated mechanism for creep using MD 
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simulations [35].  Thus, in nanograined materials there could exist a competition between the 
dislocation mediated processes and grain boundary mediated processes, where reducing grain size 
suppresses the former but enhances the latter.  
In addition, irradiation of monolithic metals usually results in the formation of high density 
of closely spaced dislocation loops, stacking fault tetrahedra, voids and bubble etc. all of which 
change the shear strength and hence the hardness of the metal [36]. This effect is only exacerbated 
in nanograined alloys, where the presence of other strengthening elements such as grain 
boundaries, precipitates and solutes might modify the hardening mechanisms both as a function of 
the irradiation dose and temperature. For example, nanoindentation hardness of nanocrystalline 
14LMT oxide -dispersion strengthened (ODS) ferritic steel showed that the hardness increased 
with hardness up to 200 dpa before gradually decreasing with dose [37]. This was possibly a result 
of the dissolution and eventual reprecipitation of smaller and higher density of oxide precipitates 
at 200 dpa and the gradual decrease beyond this regime was a result of the coarsening of 
precipitates with irradiation dose. While this is an interesting examination, no quantitative analysis 
of the possible hardening mechanism was provided and the complex microstructure of such ODS 
alloys makes studying basic mechanisms of hardening behavior complicated. Recent 
investigations have shown that the CuW is a good model system to understand basic mechanisms 
of irradiation induced microstructural evolution in ODS alloys [38,39]. The alloy does not form 
compounds and shares similarities to the ODS alloys.  
Several studies have focused on the effect of temperature and irradiation dose on the 
microstructural evolution of such CuW alloys. The alloys forms distinct microstructural features, 
for example to the formation nanoprecipitates with an average steady state precipitates size of ~ 3 
nm under room temperature irradiation [38], formation of grain boundary precipitates during high 
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temperature irradiation [40] and to the formation of precipitate denuded zones (PDZs) around such 
grain boundaries [41], however an understanding of such resultant microstructure on the hardening 
mechanism is not well understood. For example, the formation of the PDZs could lead to easier 
dislocation nucleation and migration resulting in a lower strength of the alloys or the lattice 
precipitates might dominate the strengthening mechanism and hence the formation of such PDZs 
might not be significant. Thus, a detailed study on the hardening mechanisms of CuW as a function 
of composition, temperature and irradiation dose might provide a better understanding on the 
strengthening mechanisms of microstructurally similar but industrially important ODS alloys. 
This dissertation focuses on the study of the creep and hardening behavior of various 
nanostructured and amorphous materials subjected to irradiation with energetic particles. The goal 
of the dissertation is to utilize existing and design new in-situ and ex-situ small scale mechanical 
test methodologies to better understand the fundamental mechanisms that affect creep compliance 
and hardening behavior in nanostructured materials and to tailor irradiation induced creep 
compliance and strength through microstructure design. The results will be discussed from the 
perspective of effect of grain size, temperature and defect diffusion on the creep compliance for 
both simple metals (Ag) and candidate alloys for next generation nuclear reactors (HEAs). 
Furthermore, the hardening mechanism will be tailored by tuning the microstructure of highly 
immiscible Cu-W alloys.  
Chapter 2 briefly introduces the background knowledge required to better understand the 
results of the current dissertation and Chapter 3 discusses the experimental techniques utilized to 
obtain the results of the current work. Chapter 4 reports on the variation of irradiation induced 
creep (IIC) rates of Ag nanopillars with defect concentration (pillar size) and the applied stress in 
the sink limited regime studied through in-situ nanopillar compression focusing on understanding 
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the effect of relative point defect flux to surface versus internal sinks on IIC rates. In Chapter 5, 
the creep behavior of candidate nanocrystalline high-entropy alloys (HEAs) are investigated using 
a 4-probe 3-point beam bending experiment to understand the effect of temperature and grain size 
on the compliance and diffusion behavior of point defects in high entropy alloys. This is the first 
reported measurements of IIC in (HEAs) and an attempt has been made to experimentally 
determine the average activation energy for vacancy diffusion in the recombination regime. 
Chapter 6 is focused on understanding how low energy electrons affect creep behavior in 
amorphous materials. Since two different mechanisms have been proposed to explain irradiation 
induced fluidity (IIF) in these materials, the use of low energy electrons will help determine the 
dominant mechanism for IIF. Finally, chapter 7 and 8 discuss the microstructural evolution in 
highly immiscible Cu-W alloys under irradiation and help determine how the dominant 
strengthening mechanism in immiscible Cu-W alloys evolve with changes in microstructure during 
athermal (room temperature) and thermal radiation and thermal annealing. 
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CHAPTER 2  
BACKGROUND KNOWLEDGE 
Since this thesis deals primarily with radiation induced changes in the mechanical behavior 
of crystalline and amorphous materials, a brief background on irradiation damage effects relevant 
to the present work is provided in this chapter. This is by no means exhaustive and a more 
comprehensive background can be found in various reviews [1–5] and books [6,7].     
2.1 Displacement damage in solids 
An energetic particle (ion, neutron, electrons etc.) passing through a target material loses 
energy either through elastic collision with the nucleus of the target atom or through electronic 
excitation. In metals and semiconductors, the elastic collisions are the primary source of defect 
production while electronic excitations only act as a means for energy dissipation. However, 
electronic excitations have been shown to play an important role in defect production in amorphous 
materials [8,9].  
As the energetic particle strikes a target atom, it transfers some of its kinetic energy to the 
struck atom, resulting in the production of a primary knock-on atom (PKA). In ion irradiation, the 
incoming ion itself could be considered as a PKA. If the recoil energy of the PKA is greater than 
the lattice binding energy, the PKA is knocked away from its lattice site. Many such PKAs are 
created during the irradiation process, with each leading to the production of additional secondary 
recoils resulting in the formation of a collision cascade. A schematic of the atomic displacement 




Fig. 2.1 Schematic illustration of the atomic displacement process as envisioned by Seeger 
in 1958 [10].  
 The amount of damage produced during irradiation is quantified using the damage rate 
(Rd), given by: 
𝑅𝑑 = 𝑁 ∫ 𝜙(𝐸𝑖)𝜎(𝐸𝑖, 𝑇) 𝑁𝑑(𝑇)𝑑𝑇
𝑇𝑚𝑎𝑥
𝑇𝑚𝑖𝑛
 – (2.1) 
where, N is the atomic density, 𝜙(𝐸𝑖) is the energy dependent flux of particle, σ(𝐸𝑖,T) is the 
differential scattering cross-section, 𝑁𝑑(𝑇) is the number of defects produced, Ei  is the incident 
energy of the particle and 𝑇𝑚𝑎𝑥 and Tmin are the maximum recoil energy of the atoms displaced 
through elastic collision and threshold displacement energy respectively. The recoil energy T is 






, where  
4𝑚1𝑚2
(𝑚1+𝑚2)2
𝐸𝑖 is the maximum 




Since, the potential functions used to calculate σ(𝐸𝑖,T)  depend on the type and energy of 
the incident particle, different expressions have been utilized to determine σ(𝐸𝑖,T).The general 








) – (2.2)  




) is the screening function and a is the screening length. The Coulomb potential 
and the hard-sphere potential represent the limiting cases for equation (2.2).  




 is employed for light particles and the scattering 








 – (2.3)  
Thus, the scattering cross-section in this case has a 
1
𝑇2
 dependence and the average recoil energy 
and the damage rate vary logarithmically with Tmax. It should be noted that equation (2.3) represents 
the non-relativistic cross-section and for the 200 keV electrons used in chapter 6, the relativistic 
cross-section provides a better estimate of Rd.  
 For ions with low incident energy (Ei  < 50 keV), the hard-sphere potential can be employed 
to determine σ(𝐸𝑖,T) . The hard-sphere potential is represented as a step-function given by: 
𝑉(𝑟) = {
0 𝑓𝑜𝑟 𝑟 > 𝑟0
∞ 𝑓𝑜𝑟 𝑟 < 𝑟0
}  – (2.4) 
where, 𝑟0 is the hard-sphere radius. The scattering cross-section is thus independent on the recoil 







 – (2.5) 
It should be once again noted that the two potentials mentioned above are limiting cases 
and more realistic potentials must be employed for ions obtained from accelerators. The ratio of 
distance of closest approach to the screening radius (r/a) provides a convenient guide for the 
selection of the appropriate potential (refer. Fig. 2.2) 
 
Fig. 2.2 Variation of r/a as a function of recoil energy (T), providing a guide for the choice 
for appropriate interatomic potentials to calculate 𝝈(𝑬𝒊, 𝑻). (Reprinted with permission 
from Springer Nature [6]) 
 The number of defects produced from a recoil of energy T, is given by Nd(T). One of the 
estimates of  Nd(T) is provided by the modified Kichin-Pease (KP) model [11,12] which is based 
on the binary collision approximation (BCA). BCA assumes that particles move in straight lines 
between two-body collisions and the collision primarily occurs between a moving particle and one 
at rest. The value of Nd(T) according to the modified KP model is given by: 
𝑁𝑑(𝑇) = {
0                 𝑇 < 𝐸𝑑
1    𝐸𝑑 < 𝑇 < 2𝐸𝑑
0.8𝑇
2𝐸𝑑
            𝑇 > 2𝐸𝑑
} – (2.6) 
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Since, the mean free path of collisions decreases with decreasing energy, successive 
collisions are only a few atomic displacements apart. This initial phase of atomic displacement 
characterized by localized regions of highly disordered lattice is called the ballistic phase and 
usually lasts for ~ 0.2 ps after the production of the PKA because the energy of the PKAs fall 
below the threshold energy (~ 25 eV) for additional atomic displacements.  However, for a few 
picoseconds following the end of the ballistic phases, the system enters the thermal spike. This is 
a result of the dissipation of  ~ 50 eV of energy in the lattice during the production of a Frenkel 
Pair which results in a temperature greater than 2000K which is greater than the melting point of 







) – (2.7) 
where, ED is the cascade energy, Ua is the energy per atom, ~ 0.3-0.5 eV for metals and D 
is the thermal diffusivity. The lifetime of a 5 keV cascade using a thermal diffusivity of 1012 
nm2/s is τ ≈ 2.5 ps [1].  
Several studies have shown the importance of thermal spikes in irradiated materials 
[13,14]. Specifically, due to the local melting in a thermal spikes, the solutes in alloys can diffuse 
and cluster in the liquid state of thermal spike. Of particular interest in the current thesis (chapters 
7 and 8) is the clustering of highly immiscible W atoms though Brownian-like motion in the 
thermal spike of the Cu matrix thus resulting formation of W precipitates whose size is dictated by 
the size of the thermal spikes [15,16]. In addition, Trinkhaus postulated that creep in amorphous 
materials is a result of localized relaxation around thermal spikes [17].   
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2.2 Radiation enhanced diffusion 
When a crystalline alloy is subjected to an irradiative flux, a high concentration of interstitial 
and vacancy pairs can be created. While most of these defects self-recombine, a significant fraction 
(ξFM) of them escape and can result in detrimental processes such as void swelling, embrittlement, 
creep, etc. [6]. These defect pairs can be eliminated either through recombination or can be 
absorbed at microstructural features such as precipitates, grain boundaries, interfaces and surface 
[18–20]. The variation of vacancy (cv) or interstitial (ci) concentration with time in the presence of 
homogeneous sinks of concentration (cs) is given by rate theory to be [4,21,22]; 
𝑑𝑐𝑖(𝑣)
𝑑𝑡
= 𝐾𝑜 − 𝐾𝑖𝑣𝑐𝑖(𝑣)𝑐𝑣(𝑖) − 𝐾𝑣(𝑖)𝑠𝑐𝑣(𝑖)𝑐𝑠– (2.8) 
where, K0 is the irradiation induced defect production rate, Kiv, Kvs and Kis are the reaction rate co-
efficient associated with interstitial-vacancy recombination, vacancy-sink interaction and 
interstitial-sink interaction reactions respectively. The reaction rate coefficients are calculated 








𝐷𝑣(𝑖) – (2.10) 
where, 𝛺 is the atomic volume, Dv(i) is the diffusivity of the vacancy or interstitial and 𝑟𝑖𝑣is the 
vacancy interstitial interaction radius, usually taken to be twice the lattice parameter. In the 
presence of spatially isolated heterogeneous sinks such as precipitates, defect loops etc. there is 
net flow of point defects to neighboring sinks. In this situation equation (2.8) is modified to  
𝑑𝑐𝑖(𝑣)
𝑑𝑡
= 𝐾𝑜 − 𝐾𝑖𝑣𝑐𝑖(𝑣)𝑐𝑣(𝑖) − 𝐾𝑣(𝑖)𝑠𝑐𝑣(𝑖)𝑐𝑠 − 𝛻𝐷𝑖(𝑣)𝛻𝑐𝑖(𝑣) – (2.11) 
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The solutions to equation 2.11 under various experimental conditions can be represented in log-
log plot and can be found in the review by Sizmann [4].  
 In the current work equation 2.8 or 2.11 are only used at steady state and hence a brief 
description of radiation enhanced diffusion (RED) at steady is provided. The steady state vacancy 





























Radiation enhanced diffusion (RED) occurs when the super saturation of defects produced 
by radiation is greater than the thermal equilibrium concentration. RED is significant at 
intermediate temperature ranges, where vacancy mobility is high but thermal diffusion is 
minimized due to lower thermal vacancy concentration. The diffusivity under RED for a pure 
metal assuming vacancies and interstitials are the primary defects is given by [4,23] 
𝐷𝑅𝐸𝐷 = 𝑓𝑣𝐷𝑣𝑐𝑣 + 𝑓𝑖𝐷𝑖𝑐𝑖– (2.14) 
f represents the correlation factor (usually < 1).  At steady state, 𝐷𝑣𝑐𝑣 = 𝐷𝑖𝑐𝑖 which results in the 
diffusivity value of  
𝐷𝑅𝐸𝐷 = 2𝐷𝑣𝑐𝑣 – (2.15) 
Depending on the density of sinks and hence the probability of defect annihilation at sinks, 
DRED can occur in two different regimes. At relatively low temperatures and low sink densities, 




 can be ignored and the vacancy concentration becomes 𝑐𝑣 =
𝐾0𝐾𝑖𝑠
𝐾𝑖𝑣𝐾𝑣𝑠
. Thus, the 
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radiation enhanced diffusivity in the recombination regime substituting for values of Kiv, Kvs and 
Kis from 2.9 and 2.10 and realizing that the interstitial diffusivity is generally greater than the 
vacancy diffusivity i.e Di>>Dv is given by [24]: 










Hence, the activation energy for diffusion in the recombination regime (Q) is equal to the half 
the vacancy migration enthalpy (𝛥𝐻𝑣
𝑚). 
 At higher temperatures and higher sink concentrations, the system enters the sink-limited 
regime where the defect concentration is controlled by the diffusion of vacancies and interstitials 




 and hence the value of DRED in the sink-limited regime becomes independent of the 
vacancy diffusivity and is given by: 
𝐷𝑅𝐸𝐷 = 2 (
𝛺
4𝜋𝑟𝑣𝑠
) 𝐾0– (2.17) 
Fig. 2.3 shows the temperature dependence of diffusion co-efficient for an irradiated Ni-base 




Fig. 2.3 Variation of diffusion co-efficient as a function of temperature of a Ni based alloy 
for different sink probabilities. (Reprinted with permission from Elsevier [25]) 
2.3 Irradiation induced creep  
 Irradiation induced point defects significantly enhance creep in comparison to thermal 
creep. The net effect of irradiation is to  activate creep at temperatures and stresses where thermal 
creep should be insignificant. For example, irradiation has been shown to result in enhanced creep 
in various materials even at room temperature [26–28]. Irradiation induced creep (IIC) is affected 
by a number of parameters including but not limited to the number of point defects generated, their 
recombination fraction, the fraction of defects that coalesce into dislocation loops and voids, the 
growth of such loops and voids and the reaction between loops of different burgers vector. For 
high temperature reactors, IIC can be important during transient conditions like start-up of the 
reactor [29]. Several mechanisms have been proposed to explain IIC in crystalline materials. Few 
of the commonly used mechanisms are discussed here.  
2.3.1 Stress induced preferential nucleation (SIPN) 
 First proposed by Hesketh [30], creep from SIPN occurs as a result of the strain produced 
due to the irradiation induced preferential nucleation of interstitial and vacancy loops in response 
to an applied stress. Briefly, vacancy loops are formed from coalescence of vacancy clusters at the 
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site of the of the displacement cascade while interstitial loops are formed from random coalescence 
of interstitial clusters away from the cascade. When a tensile stress is applied during irradiation, 
interstitial loops tend to nucleate perpendicular to the direction of the applied stress while vacancy 
loops nucleate parallel to the applied stress. Both of these, cause an increase in strain in the 
material, resulting in creep.  If pi represents the probability that a loop configuration survives the 
irradiation process, NAL and NNL represent the number of loops aligned favorably and unfavorably 
to a uniaxial applied stress (σa), then the strain due to the preferential nucleation of the aligned 






2𝑏𝑁𝑁𝐿] – (2.18) 
where, b is the burgers vector and 𝑟𝐿 is the average size of loops and f is the excess fraction of 












(1 − 𝑓)𝑁𝐿 – (2.21) 








2𝑁𝐿 – (2.22) 










where, k is the Boltzmann and constant and  𝜌𝐿 = 2𝜋𝑟𝐿𝑁𝐿is the line length per unit volume of 
the defect loop. Thus, the creep rate in this mechanism is directly proportional to the applied 
stress and the growth rate of the loops (𝑟?̇?). 
 Support for this mechanism stems from the fact that an increase in the applied stress results 
in increase in the number of loops with preferred orientation [5]. However, the greatest limitation 
for this model is that after nucleation, creep should only be dictated by the irradiation dose and 
should continue even if the stress is removed. Similarly, if loop nucleation happens prior to 
irradiation, creep should not take place [5]. Hence, the SIPN mechanism of irradiation creep is 
most suitable at low doses for well-annealed samples and even in this case, predicts the creep rate 
to be 2 to 4 times smaller than the experimentally observed creep rates [31].  
 
Fig. 2.4 Schematic illustration of stress induced preferential nucleation. (a) In the absence of 
an applied stress loops nucleate along random directions and (b) for an applied tensile stress, 
the interstitial loops (red lines and circles) and vacancy loops (blue lines and circles) tend to 
align perpendicular and parallel to the direction of the applied stress respectively. This 
preferred nucleation causes a strain in the material which eventually leads to creep 
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2.3.2 Stress Induced Preferential Absorption (SIPA) 
Stress induced preferential absorption (SIPA) is a complementary mechanism to SIPN 
where, creep at steady state results from the preferential absorption of atoms and vacancies by 
dislocations oriented favorably to the applied stress. Usually for a tensile stress, this results in the 
transfer of interstitials from planes parallel to the applied to those perpendicular to them. The 
primary cause for SIPA is the elastic interaction between the stress fields of the dislocation and 
the interstitials. Other causes include anisotropic diffusion and elastodiffusion. 
At steady state, ignoring vacancy-interstitial recombination the production of vacancies 
and interstitials is balanced by the absorption of these defects at sinks (dislocations in the current 
case). Assuming interstitials are the dominant sources for creep, the flux of interstitials (Jj) into 
and out of the dislocations with orientation (j) is balanced by climb of the corresponding 
dislocations whose velocities (vj) strongly depend on the vacancy and interstitial concentration. 
Thus, 𝐽𝑗 = 𝑏𝜌𝑗𝑣𝑗, where 𝜌𝑗is the density of dislocation with orientation j. The expression for climb 
velocity depends on the sink efficiency of the dislocations with orientation j to absorb defects 𝜂𝑖
𝑗
 
and the vacancy concentration in equilibrium with a dislocation 𝐶𝑣
0,𝑗












) – (2.24) 









)𝜌𝑗 – (2.25) 
However, it should be noted that equation (2.25) also includes the contribution from void induced 
swelling from the excess vacancy concertation. Removing this effect and assuming an isotropic 






𝛺𝜌(𝛥𝜂𝑖 𝐷𝑖𝐶𝑖 − 𝛥𝜂𝑣 𝐷𝑣𝐶𝑣) – (2.25) 
where, 𝛥𝜂𝑖(𝑣) =  𝜂𝑖(𝑣)
𝐴𝐿 −  𝜂𝑖(𝑣)
𝑁𝐿  is the difference in sink efficiency of the favorably and unfavorably 
oriented dislocations and 𝜌 is the isotropic diffusion density.  The detailed procedure involved in 
deriving equation (2.26) can be found in [6]. It should be noted that SIPA is only active at 
temperatures where thermal emission or absorption of vacancies is limited i.e. T < Tm.  
Of particular importance to this work, is the applicability of SIPA to defect loops which 
can preferentially absorb point defects and thus result in size dependent creep rates in 
nanostructured metals (refer Chapter 4). SIPA is considered to be the dominant mechanism for 
irradiation induced creep in metals where swelling is limited however, the mechanism fails to 
explain the variation in creep rates between metals with different structures [6]. 
 
Fig. 2.5 Schematic illustration of stress induced preferential absorption. (a) In the absence 
of a stress the vacancies and interstitials diffuse randomly, and no preferential absorption 
exists. (b) For an applied tensile stress, interstitials (closed orange circles) are preferentially 
absorbed by dislocations oriented perpendicular to the stress and vacancies are absorbed by 
dislocations oriented parallel to the applied stress. This flux of defects results in a climb of 
dislocations which eventually leads to creep strain in the material.  
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2.3.3 Irradiation induced grain boundary flow – creep mechanism in nanocrystalline materials 
 As mentioned earlier in section 1, in nanocrystalline materials there is a potential 
competition between the reduction in creep rate from a reduction in dislocation density and point 
defect concentrations from decreasing grain size and an increase in grain boundary density that 
increases creep with decreasing grain size. Ashkenazy et. al [32] studied the evolution of 
irradiation creep in nanocrystalline materials through molecular dynamics simulation. The 
irradiation process was simulated by artificially introducing defects into the system. According to 
this model, creep occurs as a result of relaxation of grain boundaries as these grain boundaries 
absorb point defects. The relaxation is usually biased in a direction perpendicular to the applied 
stress and a number of such relaxations could lead to strain in the material. An essential assumption 
for this simulation was that grain boundaries are the ideal sinks for irradiation induced point 
defects. In addition, the model predicts that in the sink-limited (temperature independent) regime, 
IIC compliance is directly proportional to the applied stress and is inversely proportional to the 
grain size of the material. The IIC compliance (B) was mathematically derived to be: 












 is the creep strain in strain dpa-1,𝜎0is the applied stress and d is the grain size of 
the nanocrystalline material.  The creep compliance can be extrapolated to the value commonly 
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CHAPTER 3  
EXPERIMENTAL METHODS 1,2 
3.1 Thin film deposition  
3.1.1 Deposition of Cu-W thin films 
An AJA DC magnetron sputtering system equipped with three sputtering guns for co-
sputtering was used for the deposition of ~ 1 µm thick nanocrystalline Cu and Cu100-xWx (x=0.5 
at%, 1 at%, 6 at%, and 12 at%) alloys of varying composition. The sputtering chamber was initially 
evacuated to a base pressure of 5x10-8 torr and the Ar growth pressure was maintained at 
approximately 2.1x10-3 torr. Prior to alloy deposition, the sputtering rates of the high purity 
(typically 4N or 5N) Cu and W targets were precalibrated using Rutherford backscattering 
spectroscopy (RBS).  
An oxidized Si (001) wafer with ~ 1 µm thick amorphous native oxide layer was used as 
the substrate in these films. Prior to loading the wafer was ultrasonically cleaned in acetone, iso-
propanol for 10 minutes and rinsed in DI water and blow dried with compressed air.  
3.1.2 Sample preparation for irradiation induced creep in Ag nanopillars 
 The same sputtering chamber in 3.1 was used in the deposition of the Ag thin films. In 
order to enable the fabrication of nanopillars and minimize the focused ion beam milling time, 
oxidized Si wafers were initially pre-thinned by mechanical polishing using diamond lapping film 
to a thickness of < 25 µm. Coarse-grained (~ 1.5 µm grain size) Ag films were deposited from 
high purity (> 99.99% purity) on the pre-thinned Si wafers at a temperature of 350 °C. In addition 
                                                 
1 This section is created with permission from Scripta Materialia, DOI: 10.1016/j.scriptamat.2018.01.007 
Copyright © 2018 Acta Materialia Inc. 
2 Reprinted with permission from Journal of Materials Research, DOI: https://doi.org/10.1557/jmr.2017.295, 
Copyright: © Materials Research Society 2017. 
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to the coarse-grained Ag films, thin film photolithography lift-off technique was used to fabricate 
≈ 6.7 mm long Pt resistance temperature detectors on substrates of similar thickness. The detectors 
were utilized to test the linearity of the laser heating and calibrate the COMSOL FEM thermal 
transport simulation.   
3.1.3 Sample preparation for irradiation induced creep in nanocrystalline high entropy alloys 
(HEAs) 
The first step in sample preparation was to devise a means to measure the resistance change 
in the HEA microbeams during laser heating. To enable the resistance measurement from a single 
calibration beam per sample, ~  25 µm Au lines with pads were fabricated on oxidized Si wafer 
using thin film photolithography lift-off process. Approximately 1 µm thick (NiCoFeCrMn) films 
were then grown adjacent to the Au lines using a different AJA DC magnetron sputtering system 
from a high purity (> 99.95%) NiCoFeCrMn target (AJA, USA) at a base pressure of  5 x10-8 torr 
and an Ar pressure of 3x10-3 torr. The samples were subsequently polished from the Si side to a 
thickness of ≈ 20 – 25 µm to minimize the focused ion beam (FIB) milling time. At this point, the 
sample was transferred to a Vespel® mechanical test specimen stage and Au wire bonding was 
utilized to connect the Au pads on the sample to the Au pads grown on top of the specimen stage. 
This ensures connectivity between the HEA microbeam, the Au lines and the specimen stage and 
hence measurement of the resistance.  Fig. 3.1 briefly describes the steps involved in the fabrication 





Fig. 3.1 (a) Steps involved in the fabrication of the 4-probe 3-point beam bending geometry 





Fig. 3.1 (cont.) (b) Au wire bonds are used to connect the Au pads to the Vespel® mechanical 
test stage and the focused ion beam was used to fabricate the HEA 3-point bend creep sample 
which was connected to the Au lines using e-beam assisted Pt deposition. 
3.1.4 Sample preparation for electron beam induced creep in amorphous materials 
 The microscale amorphous SiO2 (a-SiO2) beams used in the study in chapter 6 were 
prepared from commercially available oxidized Si wafers with ~ 500 nm thick wet thermal oxide 
layer obtained from University Wafer and the Fe79B16Si5 beams (FeBSi) were fabricated from 25 
µm thick Fe79B16Si5 metallic glass foils (Goodfellow Corporation). The microbeams of CuTa and 
CuTi were fabricated from amorphous thin films deposited using DC magnetron co-sputtering 




3.2 Focused ion beam fabrication nanopillars and microbeams 
3.2.1 Ag nanopillar fabrication 
 Pillars were milled such that their long axis (i.e. compression direction) lay within the plane 
of the film. A Helios 600i Nanolab focused ion beam (FIB) with an accelerating voltage of 30 keV 
was used to fabricate the pillars. The pillars were fabricated by first creating trenches using an ion-
beam current decreasing from an initial value of 21 nA to 1.1 pA during final milling. Square 
pillars were fabricated by milling from 2 orthogonal directions, both perpendicular to the loading 
axis.  This approach was used to avoid tapering of the pillar along its length, which can lead to 
inhomogeneous stress distributions. Care was taken to ensure no residual substrate remained in the 
final pillar geometry. The final pillar was nearly taper free as seen from side view of a fabricated 
pillar in Fig. 3.2.  However, the edges of the square pillar tend to not be perfectly square along 
their whole length.  Pillars with approximately square cross sections were prepared with the length 
of the square sides, L, ranging from ~ 160 nm to ~ 400 nm and the aspect ratio ≈ 2.5.  The grain 
size of the Ag film was ≈ 1.5 μm, leading most pillars to be single crystalline.  Pillars found to 
contain more than one grain, were not tested and/or analyzed. 
 
Fig. 3.2 SEM micrograph of the side view of a FIB milled pillar. 
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3.2.2 3-point bend microbeam fabrication 
 For the fabrication of the microbeams for the 3-point bend tests employed in chapters 5 
and 6, the pre-thinned samples were first mounted on a Cu or custom Vespel® mechanical test 
stage using silver paint. A Helios 600i Nanolab or a Scios2 dual-beam FIB operating at 30 kV was 
next used to shape the micro beams for the bending tests. The test stage was then mounted with 
the sample horizontal and the Si -surface facing the ion beam. An initial current of 21 nA was 
employed to remove undulations on the surface of the sample surface. The test stage was 
subsequently mounted vertically and thin windows ~ 10 µm in length were polished from the Si 
side to the desired thickness with decreasing ion beam current from 2 nA to 40 pA. A final 
polishing with 40 pA along the film side was performed to remove any trace surface oxides from 
handling. Care was taken to ensure know no residual substrate remained in the final beam 
geometry. At this point, the test stage was again mounted horizontally and a trenched with a current 
of 30 pA to aid in the deformation of the beam during irradiation induced creep (refer Fig. 3.3 for 
an SEM image of a fabricated 3-point bend microbeam). The final dimensions of the beams were 
maintained approximately constant for each beam: length = 10 ± 1.5 µm, width = 1.5 ± 0.2 µm 




Fig. 3.3 SEM micrograph of a 3-point bend microbeam fabricated using FIB milling 
3.3 Ex-situ ion irradiation and annealing of Cu-W films 
The irradiation of Cu-W thin films was performed using a 3 MeV Van-de Graff accelerator. 
Samples with varying W concentration were initially irradiated at room temperature to a dose of 
8.32x1015 ions-cm-2 (~ 20 displacements per atom (dpa)).  
The alloys with 1 and 6 at% W were then chosen to perform high temperature annealing 
and irradiation experiments. One set of alloy samples were thermally annealed at the three 
temperatures (400 °C, 500 °C and 600 °C) for 1 hour. Another set of samples was first pre-
irradiated at room temperature to a dose of ~ 65 dpa and subsequently annealed at 400 °C, 500 °C 
and 600 °C for 1 hour.  The third sample set was irradiated at room temperature to a dose of ~ 65 
dpa and then re-irradiated at high temperature (400 °C, 500 °C and 600 °C) for an additional 65 
dpa.    
Irrespective of the temperature, all samples were irradiated or annealed at a base pressure 
lower than 5x10-8 torr. All irradiations were carried out using 1.8 MeV Kr+ using a displacement 
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rate of 1.5x10-2 dpa s-1. The ion beam current for all the experiments was maintained at 100 nA to 
minimize beam heating.  
3.4 In-situ transmission electron microscopy (in-situ TEM) based creep testing 
3.4.1 In-situ ion irradiation TEM (I3TEM) 
The irradiation induced creep testing of the single crystalline Ag nanopillars and the 
nanocrystalline HEA beams was performed using the I3TEM, a customized 200 keV JEOL 2100 
LaB6 TEM at the Ion Beam Laboratory at Sandia National Laboratories [1]. The TEM is connected 
to a 6 MeV Tandem accelerator which is used for in-situ irradiation. The ion beam impinges the 
sample perpendicular to the electron beam. Samples were tested with the samples tilted 20 o about 
the specimen rod axis toward the ion beam, such that both the electron and ion beam impinge the 
sample in coincidence. 3.0 MeV Ag3+ ions were used to irradiate the Ag nanopillars at current 
densities between 2.5x10-3 A m-2 and 9.5x10-3 A m-2 producing damage rates between 3x10-3 and 
9.1x10-3 dpa s-1. The HEA microbeams were irradiated using 2.6 MeV Ag3+ ions operating at 
current densities between 2.4x10-2 – 3.0x10-2 A m-2 producing dose rates between 1.5x10-3 to 
1.9x10-3 dpa s-1. The damage profile calculated from SRIM for the creep experiments on Ag 





Fig. 3.4 Thickness dependence of dose rate for (a) Ag irradiated with 3.0 MeV Ag3+ ions 
and (b) HEA irradiated using 2.6 MeV Ag3+ ions.  
A 1064 nm IR laser with a nominal diameter of 50 µm and a maximum power of 20 W was 
used as the heating source. A schematic illustration of the test setup is shown in Fig. 3.5. The 
temperature of the sample was varied by varying the input power of the laser beam. A constant 
laser power of 1.6 W was employed for Ag and the laser power was varied between 1 W and 4.8 
W to understand the temperature dependence of creep in the nanocrystalline HEAs.  
 
Fig. 3.5 Schematic illustration of the test setup for the creep tests (a) perspective view and 
(b) top view.  
Constant mechanical loading was applied using a Bruker PI–95 ECM picoindenter 
equipped with a diamond flat punch using stress-jump tests with the stress held constant for 300 s 
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at each stress jump. The instrument that was utilized is shown in Fig. 3.6. The Bruker PI–95 
picoindenter has previously been successfully employed to measure the strength and deformation 
behavior of a wide variety of materials systems including metals [2,3], ceramics [4] and even 
nanoscaled biomaterials [5] under compression [6], tension [3] and bending [4]. The picoindenter 
is sensitive to a displacement of ~ 5 nm and a load of ~ 1 µN. Prior to loading the sample in the 
holder, a coarse alignment of diamond flat punch to the sample height is performed under an 
optical microscope. To ensure proper functioning, an air indent is performed prior to every test 
iteration. The 4 leads present along at the sample side of the picoindenter enable the measurement 
of resistance through a 4-probe technique. The resistance thus measured can be indirectly used to 
measure the sample temperature.  The strain response was measured by both the Bruker PI-95 
indenter and image-based measurements of displacement. On longer timescales and lower strain 
rates, differential drift becomes significant and the strain measurements provided by the 





Fig. 3.6 (a) Bruker PI-95 picoindenter holder, (b) sample stage with electrical contacts, the 
voltage is read through P5 and P2 and the current is measured using P6 and P2 respectively 
and (c) position of the diamond flat punch relative to the sample stage. 
In addition to the creep tests, the yield strength and the deformation behavior of the single 
crystalline Ag and the nanocrystalline HEA were measured under different experimental 
conditions using a uniaxial pillar compression. The nanopillar compression experiments were 
performed under displacement control mode at a rate of 1 nm s-1. All high temperature pillar 
compression tests were performed at a laser power of 1.6 W.  
3.4.2 Electron beam induced creep using in-situ TEM 
e-beam induced beam bending experiments on amorphous materials were performed in-
situ in a transmission electron microscope (TEM, JEOL 2010 LaB6), operating either at 200 keV 
or 80 keV, using a Bruker PI-95 Picoindenter equipped with a 1 µm diamond flat punch. Two 
different types of tests were performed to elucidate the creep behavior. In the first set of 
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experiments, a series of stress jump tests were performed with the stresses ranging from 5%σy to 
50%σy (where σy is the yield strength of the microbeams measured in absence of electron 
irradiation) at different beam current densities. In a separate set of experiments, (e-beam density 
jumps experiments) the effect of dose rate on creep compliance was studied by varying the beam 
current densities under a constant stress.  The e-beam current density on the sample for the all the 
experiments was calculated using the following procedure. An initial calibration was obtained by 
measuring the e-beam current on a Faraday cup at a combination different magnifications, 
brightness and spot sizes. The value of e-beam on the phosphor screen was then obtained by 
multiplying the calibration values by a constant ~ 1.7 to account for any backscattered electrons 
and the height difference between the Faraday cup and the phosphor screen. These calibrated 
values of e-beam currents were then used for the creep experiments. The current density on the 
sample was obtained by dividing the corresponding e-beam current by the e-beam area on the 
phosphor screen accounting for any change in magnification and multiplying by the area of the 
sample illuminated. While small changes in the beam currents are expected due to the prolonged 
nature of the experiments, e-beam currents were measured both before and after each creep 
experiment to ensure no significant deviation in the beam current occurred and an average of the 
two values was taken to be the e-beam current density. 
The e-beam currents in the current set of experiments were varied by changing either the 




3.5 Characterization Techniques 
3.5.1 X-ray diffraction 
 X-ray diffraction (XRD) was employed to determine the crystallinity, phase formation and 
the W solubility in the Cu matrix (XW). Due to the significant dependence of the diffraction data 
on the twin sizes, XRD typically underestimates the grain size and precipitate size obtained and 
hence all grain sizes and precipitate sizes reported in this work are obtained from TEM images. 
The diffraction data was measured with a Philips X’Pert 2 diffractometer using the Point-Parallel 
plate configuration and Cu-Kα wavelength. In order to remove any potential errors from 
misalignment or sample height, the diffraction data for all the samples were aligned with respect 
to the Si (004) Bragg peak. The W solubility was obtained by determining the relative shift of the 
Cu Bragg peak in the alloy phase with respect to pure Cu. The amount of W in solution with copper 
under different irradiation conditions was obtained by comparing peak positions from the current 
study with respect to previously determined XW-2θ positions for irradiated Cu-W alloys [7].  
3.5.2 (Scanning) transmission electron microscopy (S/TEM) 
 The bulk of the microstructural characterization in the current work was performed using 
S/TEM. Bright field TEM images and electron diffraction patterns were obtained using JEOL – 
2010 LaB6 TEM and high angle annular diffraction (HAADF) or Z-contrast imaging were 
obtained using the a JEOL 2010-EF STEM. Additional high-resolution microstructural 
characterization was performed using a Cs-corrected JEOL 2200FS STEM. Plane-view TEM 
samples were prepared by mechanical polishing followed by ion milling with Ar ions in a Gatan 
Precision-Ion-Polishing System (PIPS). Beam energies of 4-5 keV were initially used until the 
formation of a hole was observed. A final polishing energy of 1 keV to remove ion-damaged layers 
and redeposition. Cross-section TEM samples were prepared using FIB lift-out with a final 
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polishing at 2 keV. A detailed procedure for cross-sectional TEM sample preparation can be found 
elsewhere [8]. The intensity from a HAADF image scales approximately as Z2, where Z is the 
atomic number. The mean grain size of the samples was measured from BF-TEM images using 
the lineal intercept method: 𝐷 = 1.39
𝐿
𝑁
, where 𝐷 is the mean intercept length, L is the length of 
the line and N is the number of grain boundaries intersected by the line and 1.39 is a stereological 
correction factor [9]. The average precipitate spacing was obtained from HAADF images, using a 
greyscale thresholding and a pixel counting routine. 
3.5.3 Nanoindentation 
Nanoindentation hardness measurements on the irradiated Cu-W alloys were performed 
using a Bruker Triboindenter TI950 outfitted with a diamond Berkovich tip in continuous stiffness 
measurement mode. The nanoindenter was calibrated before each experiment using fused silica. 
The average hardness (H) was determined using the Oliver-Pharr method based on a 5 x 2 array 
of indents made to a depth of 100 nm to minimize substrate effects and spaced at least 3 μm apart. 
According to Hosemann et. al, [10] the plastic zone of a Berkovich indenter extends to a depth of 
at least five times the indentation depth. Hence, a 100 nm indent would sample material to a depth 
of at least 500 nm. The damage profile for Kr+ ions in Cu calculated using SRIM [11] indicates 





Fig. 3.7 (a) Damage profile for 1.8 MeV Kr+ in Copper and schematic illustration of indent 
and plastic volume depth and (b) 5x2 array of indents used to measure nanohardness in Cu-
W alloys. 
3.6 COMSOL Multiphysics Simulations 
All thermal simulations were performed using COMSOL Multiphysics 5.3a. In simulating the 
temperature distribution of the Pt RTD in chapter 4, the following assumptions were made, 
(i) The laser is modeled as a Gaussian beam with variable power. The laser was 
positioned at the center of the Pt RTD since this produced the maximum temperature 
and is assumed to travel along the negative z – direction. Note that the sample was 
positioned during the experiment to induce the maximum temperature reading. 
(ii) The laser is assumed to be completely absorbed by the geometry and no attenuation 
occurs as it travels through the thickness. 
(iii) Thermal conductivity of all the materials is assumed to be isotropic.  
(iv) The temperature boundary condition is set to be equal to the room temperature 
(293.15 K) at the end of the Al holder. 
(v) All outer surfaces can radiate heat with corresponding materials dependent surface 
emissivity values listed in table 3.1.  
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In the simulation of the experimental setups for chapters 4 and 5, the same assumptions as stated 
above were made, with the exception that the laser beam is now incident at the interface between 
the diamond tip and the Ag pillar or the HEA beam and a room temperature boundary condition 
is also fixed at the end of the Al2O3 rod. 
Table 3.1: Surface emissivity values of various materials used in the COMSOL 
Multiphysics simulation for temperature determination. 
Material Emissivity used in COMSOL Simulation 
Platinum  0.05 






Silicon oxide 0.05 
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CHAPTER 4  
HIGH TEMPERATURE IRRADIATION INDUCED CREEP IN AG 
NANOPILLARS MEASURED VIA IN-SITU TRANSMISSION ELECTRON 
MICROSCOPY3 
4.1 Introduction 
Constituent components of next-generation nuclear reactors are expected to experience 
unprecedented extremes of temperature, stress and irradiative flux, and this has stimulated 
considerable effort toward developing new nanostructured alloys that can withstand these 
challenging conditions [1–7]. Few studies, however, have treated these three effects in parallel, 
and thus our understanding of irradiation induced creep (IIC) deformation is quite limited in many 
systems of potential interest. This is particularly true for newer classes of materials, such as 
nanomaterials, as new mechanisms may be active that are not operative in better studied coarse-
grained materials [8].  The limited number of new experimental IIC studies stems from the 
difficulty in acquiring such data. This chapter demonstrates a method for accelerated high 
temperature IIC measurements and applies it to model single crystalline ≈ 100 nm to 500 nm thick 
nanopillars. 
Most prior IIC measurements have been made via in-reactor experiments [9–12].  The large 
mean free path of the neutrons enables the use of large samples, which simplifies accurate creep 
measurements, but these experiments are expensive and require long times to reach levels of 
displacements damage relevant to reactor lifetimes. Some accelerated tests have been performed 
using ions beams, although these have mostly employed high-energy light ions (e.g. protons or 
                                                 
3 This section is created with permission from Scripta Materialia, DOI: 10.1016/j.scriptamat.2018.01.007 
Copyright © 2018 Acta Materialia Inc. 
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He) in order to attain reasonably homogeneous damage over several microns of material; 6.2 MeV 
protons, for example, can penetrate  110 μm samples of typical steels [13]. Protons, however, do 
not simulate well neutron primary knock-on damage, and their low ratio of displacement damage 
to electron excitation limits defect production rates to less than  10-5 displacements per atom (dpa) 
per sec, thus constraining doses to less than  1 dpa. An alternative approach to accelerated IIC 
measurements utilizes MeV heavy ions, which simulate neutron damage quite well and can be 
performed at high dpa rates with limited beam heating from electronic stopping. The short mean 
free path of heavy ions, however, limits their range to the micron scale, and depths of relatively 
uniform damage are restricted to hundreds of nanometers.  This small penetration distance clearly 
presents experimental challenges for mechanical testing.  
Previous measurements of IIC on miniaturized specimens have employed thin-film stress 
relaxation [14], bulge-testing [15,16], and nanopillar compression [17–19]. The first two have been 
employed mostly with vapor deposited thin-film samples and are thus questionable for testing 
alloys with microstructures representative of bulk materials. Nanopillar compression provides 
greater flexibility in selecting test specimens and controlling the sample and loading geometry, but 
at this length scale, aligning specimens is challenging. As a result, it can be unclear whether 
samples deform according to the expected test modes.  Performing such compression tests at high 
temperatures, moreover, raises additional challenges arising from thermal drift.  A quantitative 
discussion of these issues is found in ref. [17].  These difficulties, however, can largely be managed 
by carrying out the nanopillar creep experiments using in-situ imaging. This enables precise 
alignment of the diamond punch with the nanopillar and accounting for thermal drift. A prior work 
using in-situ IIC measurements in a transmission electron microscopy  (TEM) demonstrated that 
room temperature IIC could be activated in high strength nanolaminates and nanoprecipitated 
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alloys at a fraction of their bulk yield strengths [20]. This chapter extends these measurements to 
elevated temperatures using focused laser heating of Ag nanopillars within the TEM. Ag samples 
are selected for this study since Ag is insensitive to surface oxidation at high temperatures under 
TEM vacuum conditions, and more conventional IIC measurements on pure Ag wires using proton 
irradiation [21] are available for comparison.  The results are primarily discussed from the 
perspective of the effect of applied stress and pillar size.  In these model single crystalline 
nanostructures, the free surfaces are the dominant sinks for mobile point defects, and thus variation 
of the pillar diameter provides a useful control parameter for testing models of IIC.   
4.2 Results and Discussions 
All results in this chapter were obtained by utilizing a laser power of 1.6 W.  The amount 
of heating induced by the electron beam, ion beam, and laser beam was measured separately using 
a ≈ 6.7 mm long Pt RTD.  Electron beam heating was negligible.  Assuming all resistance increase 
resulted from heating, the maximum increase in temperature due to the ion beam RTD was ≈ 5 °C. 
At 1.6 W, the laser produced a 17 °C average rise in temperature. Although the laser heating is 
only  3 times large than the ion beam, it should be recalled that the heating from the laser is 
localized on a 50 𝜇m spot, while the ion beam covers the entire RTD area. For the nanopillar 
experiments, therefore, the ratio will be many times higher. The results of the resistance change 
on Pt RTD measured from COMSOL Multiphyics FEM simulations and in-situ experiments is 





Fig. 4.1 (a) Temperature distribution at 2.6W laser power in a 3D COMSOL Multiphysics 
simulation of the Pt RTD geometry. (b) Temperature measurements made directly from the 
calibrated RTD and COMSOL simulations, the simulation assumes no attenuation of the 
laser power and hence a slight overestimation of the laser power is expected. (All 
temperatures are in Kelvin)  
Direct measurement of the sample temperature is challenging in this testing configuration, 
and therefore, COMSOL Multiphyics FEM simulations, as described in chapter 3, were utilized to 
estimate sample temperature and the temperature gradient across the specimen as shown in Fig. 
4.2.  The simulation predicts an average pillar temperature of ≈ 500 oC.  Since the IIC 
measurements performed here examine the so-called sink-limited defect regime (see below) and 
IIC is relatively insensitive to temperature in this regime (activation energy ≈ 0.002 eV) [21], errors 
in the thermometry should have little effect on the IIC results.  Sample temperature will be 




Fig. 4.2 (a) Temperature distribution in a 3D model of the test geometry at 1.6W laser power 
and (b) temperature distribution along the length of the pillar. The pillar was maintained at 
an average temperature of 503 ⁰C. (All temperatures are shown in Kelvin).  
Fig. 4.3 compares the engineering stress-strain curves obtained from 250-400 nm pillars 
under different conditions; as-deposited room temperature (RT), high temperature (HT) prior to -
irradiation, HT pre-irradiated at HT to 35 dpa, and HT in-situ-irradiated. The as-deposited samples 
showed large load drop events when loaded at RT above the yield strength; these events, which 
were not observed in the other samples, are associated with discrete slip events.   Similar load 
drops were reported previously for Cu single crystals [22]. The phenomena were associated with 
different deformation mechanisms being active in the as-deposited and irradiated samples.  As 
seen in Fig. 4.3, the yield strength of the as-prepared Ag at RT is  0.61 GPa. The yield strength 
in the as-grown state agreed closely with previous experiment on pillar compression [23]. 
Measurement of the yield strength of this sample at HT results in a significant decrease, to  0.3 
GPa.  Pre-irradiation of the sample to 32 dpa at HT results in a further reduction in the yield 
strength, to  0.25 GPa. Finally, measurement of the yield strength during irradiation of the sample 
at HT leads to additional reduction in the yield stress,  0.15-0.20 GPa. In this latter case the 
specimen was irradiated to 28 dpa before the yield stress measurement was performed.  
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Fig. 4.3 Compressive engineering stress-strain curves for Ag nanopillars under various 
irradiation and thermal conditions. (a) As-deposited pillar, (b) H.T. prior to irradiation, (c) 
H.T. post irradiation up to 32 dpa and (d) H.T. irradiation in sample pre-irradiated to 28 
dpa. The approximate pillar temperatures from COMSOL simulations are included. 
Fig. 4.4 presents creep data for several samples loaded at different stresses during HT 
irradiation and compares them with creep response during RT irradiation and HT loading in 
absence of irradiation.  While the data are somewhat noisy, a linear trend is clearly present for 
each, consistent with steady-state creep.  Increasing stress during IIC, moreover, increases the 
strain rate; this is discussed in more detail, below. Negligible creep is measured at RT or at HT 
absent irradiation.  The creep rate is thus negligible due to either thermal effects or irradiation 
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alone, but is appreciable during HT irradiation, consistent with our expectation of being in the IIC 
regime.  The corresponding time lapse images are shown in Figs. 4.5 – 4.7.  
 
Fig. 4.4 Strain-time plot for select samples under different processing conditions. Thermal 
creep and IIC under room temperature irradiation are negligible in comparison to IIC 
during high temperature irradiation.  The approximate pillar temperatures from COMSOL 
simulations for H.T. irr and Thermal is ≈ 500 °C. 
 
 
Fig. 4.5 Time-lapse bright-field images of in-situ pillar thermal creep tests at 150 MPa. The 
pillar is same as the pillar data shown in Fig. 4.4.  Note from the images that any measured 
deformation, i.e. displacement of the indenter surface relative to the pillar base, is due to 





Fig. 4.6 Time-lapse bright-field images of in-situ pillar creep tests under room temperature 
irradiation at 125 MPa. The pillar is same as the pillar data shown in Fig. 4.4.    Note from 
the images that any measured deformation, i.e. displacement of the indenter surface relative 
to the pillar base, is due to contact flattening of the pillar tip and that the amount of creep in 
the bulk is negligible. 
 
Fig. 4.7 Time-lapse bright-field images of in-situ pillar creep tests under high temperature 
irradiation at 150 MPa. The pillar is same as the pillar data shown in Fig. 4.4.  The IIC rate 




IIC rates were also measured on pillars of different diameter; the results are plotted in Fig. 
4.8 for samples tested at 75 MPa and 125 MPa. Note, these stresses are significantly below the 
yield stress.  Most notably, the IIC rates increase with increasing pillar size, approximately as L2. 
A mechanism for grain-size dependent IIC was previously proposed based on point defect fluxes 
to the grain boundaries, however this mechanism is only significant for grain sizes less than  100 
nm [8], and it predicts an inverse relationship between creep rate and grain size, unlike the current 
findings. Clearly this mechanism is not operative for our larger single-grained samples. Another 
possible creep mechanism is that stress biases point defect fluxes along versus normal to the 
loading axis [25]. The high temperature, modest stresses, and the large aspect ratio of the samples, 
however, suggest that this mechanism also is an unlikely dominating factor in the observed IIC 
[24,25].  
 
Fig. 4.8 Log-log plot of the size dependence of IIC rates for various samples at 75 MPa and 
125 MPa. The IIC rates vary parabolically with the pillar diameter and tend to saturate 
beyond ≈ 300 nm. 
We consider therefore that the IIC measured here derives from the biased flux of defects 
at irradiation-induced dislocation loops (i.e., stress induced preferential adsorption (SIPA)) [26].  
To quantify the loop density, a tested pillar was prepared as a TEM sample using FIB lift-out 
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techniques. A series of bright-field and dark-field images were taken under different <111> and 
<200> two-beam conditions and the number of loops per unit volume was measured, while 
comparing images to avoid double counting. The average radius and concentration of loops were 
𝑟𝐿 =4.13 nm and 𝑐𝐿 =1.67x10
23 m-3, respectively (see Fig. 4.9).   
 
Fig. 4.9 (a) Representative bright-field TEM image of a pillar post high temperature IIC 
showing an area containing a large amount of defect loops (looped region) surrounded by a 
defect free area adjacent to the surfaces (un-looped region, indicated by white arrows), (b) 
size distribution of defect loops calculated from multiple samples. 
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where 𝐾𝑜is the defect production rate and   is the production efficiency of point defects, 𝑟𝑖𝑣is the 
radius for interstitial-vacancy recombination, D is diffusivity, Lc   is the concentration of loops 




In the sink-limited regime, the recombination term (second term on the right) is negligible and can 
be neglected.  
By comparing the sink strength of the dislocations (third term on the right) with the sink strength 
of the surfaces (fourth term), we can estimate the pillar size where the flux to the surface is 
equivalent to the flux to loops, 2L=183 nm.  At much smaller values of L, the fraction of defects 
annihilating at dislocations will scale as 1/L2, in agreement with the experimental results (see Fig. 
4.10). For L >  400 nm nearly all defects annihilate at dislocations and the creep rate becomes 
independent of the pillar size, also in agreement with the experiments. Discrepancies may arise 
from the fact that the terms in Eq. (1) are not independent as assumed, see [29] and that values for 
the large pillar loop size and loop density were applied to all pillar widths. 
 
Fig. 4.10 Size dependence of IIC rates for various samples at 75 MPa and 125 MPa. The IIC 
rates vary parabolically with the pillar diameter and tend to saturate beyond ≈ 300 nm. The 
fractional flux of vacancies to loops is calculated for the experimental value of 
rLcL = 6.9 × 1014. The stress dependence is discussed in more detail below. 
The stress dependence of IIC rates is shown in Fig. 4.11. These data were obtained on 
samples with pillar sizes between ≈ 300 and 400 nm, as IIC does not vary with size in this regime.  
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Samples larger than ≈ 400 nm were not tested in order to ensure uniform damage through the pillar 
thickness. Below the effective yield stress, ≈ 150-200 MPa, the IIC rates increase approximately 
linearly with stress. This result is also consistent with SIPA [26]. As seen in Fig. 4.11, our results 
agree well with the IIC data of Ansari and Jung [21], acquired on coarse-grained Ag samples, pre-
strained to 20%, and irradiated with  6.2 MeV protons between 97 and 150 oC.  The good 
agreement, however, is possibly fortuitous, considering the different irradiation particles employed 
in the two experiments result in very different defect structures. It is noteworthy that, similar to 
Ansari and Jung, the highest IIC rates in these studies are   0.05 dpa-1, which is quite high since 
  0.4 [30].  If SIPA is indeed the predominant creep mechanism, then at large stresses the stress 
induced bias between loops must be large, but see e.g. ref [26].  
 
Fig. 4 .11 Stress dependence of IIC rate for pillars with diameters > 300 nm on a log-linear 
scale. The stress dependence increases approximately linearly with stress up to ≈ 175 MPa, 




Finally, one of the challenges associated with this study was accurate determination of 
sample temperature.  Our FEM model predicts a volume averaged pillar temperature of ≈ 500 oC 
at 1.6W laser power.  This may be considered an over estimate, because we assume all laser power 
is absorbed, rather than reflected or partially transmitted through the thin pillar.  Thermal creep in 
Ag becomes comparable to our measured IIC rates at T > 600 oC [31].  Since our thermal creep 
rates are more than an order of magnitude smaller than our smallest IIC rates, an upper bound for 
our experimental temperature can be set at  500 oC.  We would not be in the sink limited regime, 
i.e. a significant pillar size effect for 100 nm > L > 300 nm, for T > 250 oC (see Fig. 4.12 for the 
steady state defect concentration as a function of pillar size calculated based on diffusion equations 
[32]).  This could be considered a lower bound for our experiments.  Therefore, our sample 
temperature must be in the range of 250 oC to 500 oC, which although quite broad, is consistent 
with our FEM simulation. While methods to develop in-situ localized temperature measurements 
are ongoing, we note that knowing the exact temperature in the IIC regime is not critical in 
affecting creep rates in the sink limited regime and determining associated deformation 
mechanisms.   
 
Fig. 4.12 Steady state point defect concentration at the center of pillars, at different 
temperatures calculated from the 1D diffusion equation developed by Sizmann [32] plotted 




In summary, we have demonstrated that in-situ imaging of nanopillar specimens by TEM 
offers a potentially powerful method for quantifying IIC in nominally bulk specimens. These 
experiments on coarse grained Ag samples showed the following:  The yield strength of silver 
decreases during thermal treatment and pre-irradiation at high temperature. IIC at higher 
temperatures, i.e., greater than  250 C, is orders of magnitude faster than during RT irradiation 
and HT thermal creep. IIC rate increases parabolically with pillar diameter up to ≈300-400 nm and 
is a result of the competition between surfaces and dislocation loops acting as sinks. IIC creep rates 
increase with applied stress up to a saturation load that is comparable to a measured effective yield 
stress measured at 1 nm s-1.  
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CHAPTER 5  
IRRADIATION INDUCED CREEP IN NANOCRYSTALLINE HIGH 
ENTROPY ALLOYS 
5.1 Introduction 
        The lack of materials suitable for application in extreme environments experienced in next-
generation nuclear reactor designs imposes a major constraint on this source of carbon-free energy 
[1–3].  A variety of strategies have been employed to develop structural materials suitable for high 
temperature, high stress, and high displacement damage environments.  The principle behind each 
is to facilitate efficient recombination of irradiation induced Frenkel pairs [4,5]. One way to 
achieve this condition is via the introduction of a high density of incoherent interfaces; such as in 
oxide dispersion strengthened alloys [6–9], multilayer nanolaminates [10–15], and nanograined 
alloys [16–18].  Solid-solutions can also promote recombination via point defect trapping by the 
solute.  However, strong solute-defect interactions tend to promote radiation induced segregation, 
which limits the efficacy of this approach in dilute alloys [19].       
        Certain high entropy alloys (HEA) and other concentrated solid solutions have been shown 
to be less susceptible to irradiation induced segregation than conventional alloys, potentially 
providing a new route to suppressing irradiation induced damage through solid solution effects 
[20–22].  For example, HEAs have shown exceptional tolerance to radiation induced damage as 
characterized by improved swelling resistance [23,24] or smaller dislocation loop structures 
[23,25]. For example, swelling in NiCoFeCrMn was compared with Ni irradiated under the same 
conditions and was ~ 0.2% as compared to ~ 6.7% in Ni [24].  It is hypothesized that the enhanced 
lattice strain in HEAs, promotes sluggish diffusion of defects [26,27], hinders dislocation 
movement [28] and also prevents the one-dimensional focused motion of interstitials along the 
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FCC <110> direction thus promoting interstitial – vacancy recombination [23].  The reduced 
swelling and suppression of loops in coarse grained HEAs suggests enhanced recombination.  
However, increased sink density in the form of indentation induced dislocations (density ≈ 4.9 ± 
0.25x1020 m-3)  in NiCoFeCrPd HEAs has been suggested to shift the system into the sink-limited 
regime resulting in increased void concentrations around the pre-existing dislocations [20]. HEAs 
also exhibit high strength and ductility when tested ex-situ, which has also made them potential 
candidates for use as structural materials in next-generation reactors [29,30].  However, the 
irradiation induced creep (IIC) response, a critical property for structural materials, of these 
materials remains unknown.  The aforementioned oxide dispersions strengthen steels [31,32], 
nanolaminates [10], and nanograined alloys [33,34] have all been shown to be susceptible to IIC 
to varying degrees depending on their microstructure and materials properties.   
 Previous chapter demonstrated that micropillar compression performed during ion 
irradiation, laser heating, and complementary in-situ transmission electron microscopy imaging 








 is the creep rate in strain dpa-1 i.e. strain rate (
𝑑
𝑑𝑡
) by the dose rate (
𝑑𝜙
𝑑𝑡
), 𝜎0 is the applied stress. 
However, the prior experiments used a single laser power, since the sample temperature was not 
measured directly, and it considered only single crystalline pillars.   
This chapter focuses on understanding the IIC response of nanocrystalline NiCoFeCrMn 
HEA alloy films as a function of temperature and grain size. It uses a three-point bending 
geometry, with the sample connected to a 4-probe electrical resistance measurement to calibrate 
specimen temperature against laser power.  The results are interpreted in the context of a grain 
boundary model for creep in irradiated nanocrystalline materials The IIC compliance of 
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NiCoFeCrMn is compared to published IIC compliances in a dilute nanograined Cu alloys in order 
to determine if this HEA provides improved IIC resistance.  
5.2 Experimental Procedure 
The laser’s 33 kHz pulse rate is fast relative to the thermal relaxation time, τ=0.3 s of the 
system, thus the temperature is anticipated to reach a steady-state (refer Fig. 5.1). The temperature 
of the sample was varied by the applying laser power between 1 W and 4.8 W. The stresses 




, where δ is the deflection of the beam at the center of the diamond punch and L 
and t are the length and the thickness of the microbeam. The beam deflections measured manually 
from the snapshots, obtained from the in-situ videos, are more accurate than the instrumented 
measurements, since they are less sensitive to thermal drift. The creep strain is calculated by 
assuming the final elastic strain during unloading is linear and subtracting it from the total strain, 
correcting for variation in the bending angle.  Prior to the creep experiments, the resistance of the 
microbeams was measured during in-situ heating at different laser powers and compared with the 
ex-situ data, thus relating specimen temperature to laser power.  
 
Fig. 5.1 (a)COMSOL simulation model for determination of relaxation time for laser heating 
and (b) Variation of temperature with time. The relaxation time to reach steady state is 
approximately 0.3 s.  
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In addition to the HEA microbeams, HEA films were also grown on (100) oriented YSZ 
single crystals to measure the pillar size effect on the yield strength. HEA nanopillars with square 
cross-section and equivalent size (≈ √𝐴, where A is the cross-sectional area), between 150 – 500 
nm were fabricated using the same FIB system mentioned previously with a final milling current 
of 10 pA. The aspect ratio (ratio of equivalent size to length) of all pillars was maintained between 
1:2 and 1:3. The nanopillar compression experiments were performed under displacement control 
mode at a rate of 1 nm s-1. All high temperature pillar compression tests were performed at a laser 
power of 1.6 W. At least three different pillars were tested for each experimental condition. 
5.3 Experimental Results 
5.3.1 Morphology of the as-deposited films 
Fig. 5.2(a) shows an X-ray diffraction pattern obtained from the as-deposited HEA film. 
The as-deposited films were highly oriented along the (111) direction with no secondary phases 
present. Bright field TEM micrographs of the as-grown films in Fig. 5.2(b) show columnar 
nanotwinned grains with an average grain size, d=28  ± 2 nm. The cross-section TEM micrographs 
also show a high density of twins in the as-deposited film consistent with other studies on sputter 
deposited FCC alloy films.  During creep testing the columnar growth direction is perpendicular 
to the applied stress.  The solid solution nature of the HEA film was confirmed using HAADF-




Fig. 5.2(a) XRD pattern of the as-deposited HEA film, (b) BF-TEM image of the as deposited 
film showing an average grain size of 28 nm, (c) HAADF-STEM image and (d) EDS map of 
the as-deposited film. No significant segregation was observed in either (c) or (d) indicating 
the homogeneous solid solution nature of the as-deposited film. 
5.3.2 Temperature calibration of microbeams 
Electrical resistance as a function of temperature measured from microbeams during ex-
situ furnace heating and in-situ laser heating are shown in Fig. 5.3. The temperature during the in-
situ laser heating was calibrated by comparing the data from the two experiments. The applied 
power is plotted, rather than the measured laser power, which likely accounts for the initial 
threshold power necessary to induce heating.  In both data, the resistance of the HEA microbeams 
initially increases with temperature as is expected for metals but drops rapidly between ≈ 200 °C 
– 425 °C and tends to increase gradually beyond this temperature. This behavior was found to be 
reversible with temperature and hence any effect of grain growth or other thermally induced 
66 
 
irreversible reactions do not explain this result. The exact cause of this phenomenon, however, is 
unknown but possibly derives from short-range ordering in the HEA, which has been theoretically 
predicted in some HEAs [35]. 
 
Fig. 5.3 Variation of resistance with (a) temperature during ex-situ calibration (b) laser 
power during in-situ calibration of a HEA microbeam and (c) temperature variation with 
laser power. 
5.3.3 In-situ pillar compression 
The uniaxial stress-strain curves for representative HEA pillars grown on YSZ under 
various experimental conditions are shown in Fig. 5.4. The yield strength in these pillars was 
determined as the deviation from the linear (elastic) region of the stress – strain curve. The yield 
strength of the as-deposited pillars (ion and laser beam off) was 4.3±0.3 GPa. The stress-strain 
curves of the as-deposited pillars were consistent with elastic-plastic behavior with small load 
drops typical of nanograined nanopillars [36–38].  Upon compression under a laser power of 1.6 
W (Tann), the yield strength of the pillars dropped moderately to 3.4±0.6 GPa. In-situ testing during 
high temperature irradiation (H.T.irr) resulted in further reduction of the yield strength to 1.7 ± 0.3 
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GPa. A second set of uniaxial compression tests were performed on pillars pre-irradiated to a dose 
of approximately 1.58 dpa at a laser power of 1.6 W. Fig. 5.4(b) shows the stress-strain curves for 
representative pillars tested under room temperature irradiation (H.T.irr + R.T.irr, σy = 1.6 ± 0.2 
GPa), laser heating (H.T.irr+Tann, σy = 2.0±0.2 GPa) and post irradiation testing, i.e.  high T than 
low T irradiation, (Postirr, σy = 1.9 ± 0.4 GPa). The post-irradiation samples were tested in the same 
manner as the as-deposited samples i.e. under no ion or laser beam. Hence, the yield strength 
significantly decreases during H.T.irr and further changes in experimental conditions has little 
effect on the strength of these nanocrystalline alloys. Fig. 5.4(c) shows the yields strength 
measured under various conditions plotted as a function of the equivalent pillar size. No significant 
size effect on yield strength was observed in these nanograined samples consistent with theoretical 
predictions by Gu et. al. [37]. For the purposes of the current creep experiments, it can be 
concluded that the minimum yield strength is ≈1.5 GPa; all IIC experiments are thus performed 
using stresses less than  27% of this value.  
 
Fig. 5.4 (a) and (b) Representative compressive stress-strain curves in HEA nanopillars 
under different experimental conditions. The curves in (a) are representative of pillars in the 
as-deposited condition, compression under laser heating (Tann) and compression under high 
temperature irradiation (H.T.irr) and the pillars in (b) have been pre-irradiated to a dose of 
1.58 dpa and compressed during post-irradiation (POSTirr), under laser heating 
(H.T.irr+Tann) and during room temperature irradiation (H.T.irr+R.T.irr). Fig 5(c) shows the 
variation of yield strength with pillar size for the HEA nanopillars under different 
irradiation conditions. No significant pillar size effect was observed in these pillars.  
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5.3.4 Irradiation induced creep testing of HEA microbeams 
 
Fig. 5.5 (a) Variation of IIC strain with time for HEA microbeams tested at different 
temperatures. Loading regimes are separated by dashed lines. Negligible strain was observed 
in the samples tested at room temperature while beams tested at higher temperatures showed 
a linear temporal dependence of creep strain consistent with steady-state creep behavior. (b) 
shows the linear dependence of IIC strain rate with stress. (c) and (d) are the pre and post 
creep snapshots of a beam tested at 205 °C and (e) and (f) are the corresponding snapshots 
of a beam tested at 480 °C. The dotted lines in (d) and (f) represent the initial position of the 
beams  
The results for IIC are shown in Fig. 5.5. In Fig. 5.5(a) strain is plotted as a function of 
time for samples tested at different stresses and temperatures between 97 – 480 °C. Figs. 5.5(b)-
(e) show images of the microbeams before and after IIC at 97 °C and 480 °C. The IIC strain varies 
approximately linearly with time, consistent with steady state creep behavior. The IIC strain rate 
also increases with stress, Fig. 5.5(f). The creep strain was negligible in the sample tested under 
room temperature irradiation (laser beam turned off). It should be noted that the total creep strain 
in the R.T. irradiated sample is comparable to the image pixel size, i.e. the noise level, and no 
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further analysis on the specific sample was performed. The creep strain rate initially increases 
rapidly with increasing temperature from RT to 97. °C, but above 97 °C the creep strain rate tends 
to decrease with increasing temperature. This is seen clearly by comparing Fig. 5.5(c) and Fig. 
5.5(e), which show the beam deflections at 205 °C and 480 °C after exposure to the same loading 
schedule. 
The grain sizes of the HEA beams during IIC in the aforementioned samples are not 
independently controlled but rather a result of high temperature irradiation. To account for the 
effect of grain size, select beams were initially pre-annealed at 750 °C for approximately 10 
minutes to facilitate grain growth. IIC experiments were then performed on these pre-annealed 
beams at two different lower temperatures. As seen in Fig. 5.6, significantly lower creep strain was 
observed in the pre-annealed beams compared to the as-deposited beams tested at similar 
temperature.  The IIC compliances of both sample sets are discussed in more detail below. 
 
Fig. 5.6 Comparison of creep strain obtained from the as-deposited (closed symbols) and pre-
annealed beams (open symbols). The pre-annealed beams have significantly lower creep 
strain compared to the as-deposited beams due to the larger grain size in the latter. 
To understand the effect of temperature on the observed IIC rate, bending experiments 
were also performed on samples using laser heating in absence of irradiation, i.e. thermal creep 
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(TC). Strain versus time curves for these experiments are shown in Fig. 5.7(a). The stresses used 
to measure thermal creep, 300 MPa – 900 MPa, were greater than those employed to measure IIC, 
50 MPa – 400 MPa.  The TC strains for stresses < 500 MPa are negligible in the temperature range 
used to measure IIC behavior, becoming comparable only at temperatures exceeding 650 °C. Figs. 
5.7(c) and (e) compares the post creep images for beams tested at 97 °C for IIC and thermal creep 
respectively. Note the significant bending of the beam tested during IIC, while the beam tested 
during TC shows almost no strain. TC only become measurable below 900 MPa at temperatures T 
   660 oC (refer Fig. 5.7f).  Thus, TC is negligible below 660 oC where considerable IIC occurs.  
The samples were not tested at higher temperatures, since surface oxidation was observable above 
750 oC. 
 
Fig. 5.7 Variation of thermal creep strain with time for HEA microbeams tested at different 
temperatures. Loading regimes are separated by dashed lines. Negligible strain was observed 
in the samples tested below 650°C.  (b) is the variation of thermal creep `strain rate with 
stress. As a demonstration of this fact (c) and (d) are the pre and post creep snapshots of a 
beam tested at 97°C under IIC, which can be compared with (e) and (f) that are the 
corresponding snapshots for a beam tested for thermal creep at 97°C. 
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The variation of the creep compliance with temperature is shown on an Arrhenius plot in 
Fig. 5.8. The error bars in the compliances are the standard deviation in slope averaged across at 
least two different microbeams. Due to the limited amount of data present for thermal creep, the 
compliance values for the TC measurements are obtained by dividing the strain rate by the 
corresponding stress. The IIC compliance of the as-deposited samples initially increases rapidly 
with an increasing temperature, is approximately constant between 97 oC and 200 °C, decreases 
slowly at higher temperatures. The gradual decrease in compliance could be a result of increasing 
grain size. This hypothesis was tested by measuring the compliance of the pre-annealed samples. 
These samples had similar creep compliance as samples tested at T ≥ 480 °C and were of 
comparable grain size.  The negligible activation energy amongst samples with approximately 
equivalent grain sizes suggests that the system is in the sink limited regime between 97 oC and 480 
oC [39,40] . Notably the contribution of TC to the total compliance in the irradiated samples is 
completely negligible.  
 
Fig. 5.8 Variation of creep compliance with temperature of the as-deposited, pre-annealed 
HEA beams tested under irradiation and thermal conditions. TC is insignificant at 
temperatures below 650 °C and increases with temperature beyond this regime (f) stress 




5.3.5 Grain size evolution under high temperature irradiation 
In-situ TEM imaging was performed on < 100 nm thick beams in order to understand the 
effect of high temperature irradiation on grain growth. The results are shown in Fig. 5.9(a) and 
corresponding BF-TEM images in Fig. 5.9(b)-(c). The grain size increases from 28 ± 2 nm at room 
temperature to 65 ± 6 nm at 480 °C. Comparable grain sizes were observed in post-mortem BF-
TEM analysis of several tested beams; e.g. Fig. 5.9(d). No defect loops or dislocations are observed 
during the in-situ imaging.  
 
Fig. 5.9 (a) Change in grain size as a function of temperature, (b) and (c) are the 
corresponding in-situ BF-TEM images at 97 °C and 205 °C and (d) is the post-mortem plan-





Additional, post-mortem BF-TEM imaging of the strained HEA microbeams displayed a 
lack of irradiation induced voids or interstitial loops as seen in Fig. 5.9(d) and Fig. 5.10. The 
absence of dislocations suggests that GBs are the primary sinks for irradiation induced defects in 
these nanocrystalline high entropy alloys.   
 
Fig. 5.10 High resolution Fourier filtered HAADF-STEM image of the (a) as-deposited HEA 
film and (b) creeped HEA beam showing the absence of any extra half plane of atoms or 
stacking fault tetrahedra (SFTs). 
5.4 Discussion 
5.4.1. Diffusion behavior in HEAs 
At this point we would note that no prior data exists regarding IIC or radiation enhanced 
diffusivity in high entropy alloys. We begin our discussion by analyzing the diffusive process that 
mediates IIC in this material.  We assume that vacancies and interstitials are primarily produced 
by irradiation and are annihilated by recombination or fluxes to grain boundary sinks. We also 
assume that the vacancy flux to the grain boundary sinks mediates IIC, which will be discussed in 
more detail below.  Based on these assumptions a steady state defect concentration may be 
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The first term on the right is associated with defect production, the second describes the 
recombination rate, and the third term describes annihilation at the grain boundary sink. Since ci(v) 
and Di(v) are the concentration and diffusivities of the vacancies or interstitials, K0 and ξFM are the 
defect production rate and the production efficiency, respectively. riv, Ω, and d are the vacancy-
interstitial recombination width, the atomic volume, and grain size respectively. As shown in Fig. 
5.8, the transition from recombination regime to sink-limited regime occurs at ≈ 97 °C. We plot 
the creep rate normalized by the maximum value at T=97 oC as a function of inverse temperature 
in Fig. 5.11. In order to determine the vacancy migration enthalpy (ΔHm), we plot the normalized 
flux of vacancies towards the GBs for different values of ΔHm and a grain size of 70 nm. As seen 
from Fig. 5.11, the transition from recombination to sink-limited regime at 100 °C for ΔHm  at 0.7 
eV. Choi et al. [41] calculated the migration enthalpy distribution  in NiCoFeCrMn  using 
Canonical Monte-Carlo simulations.  A distribution of migration energy barriers was predicted 
with a peak in the distribution between 0.67 eV and 0.87 eV, which agrees well with our 
experiments.  The vacancy formation energy, ΔHf, has been calculated for the 4 component 
NiCoFeCr alloy, 1.7 eV [42].  Tracer diffusion measurements in NiCoFeCr produces activation 
energies, Q= ΔHm+ ΔHf, varying between ≈ 2.5 eV for Co tracers and ≈ 3.3 eV for Cr tracers. Our 
experimental migration enthalpy when combined with the theoretically predicted formation energy 
is reasonably consistent with experiments in NiCoFeCr.  Unfortunately, formation energies have 
not been determined in the 5-component system, where the activation energy for Co tracer 





Fig. 5.11 Normalized creep compliance and diffusivity of vacancies in high entropy alloys.  
Thus, the value of Q varies between 2.4 - 2.5 eV for the nanocrystalline HEA For purposes of 
comparison, the vacancy diffusivity calculated at 1373 K using Q = 2.4eV (3.3x10-5 m2./s)  is 
consistent with those measured from a previous study [43]. Thus, sluggish diffusivity in HEAs has 
very little effect on the observed creep compliance in the nanocrystalline HEA. 
5.4.2 Irradiation induced creep of HEA microbeams 
Prior to discussing the results of the IIC in the current study, we briefly review a mechanism 
for IIC in nanocrystalline materials proposed by Ashkenazy et al. [44]. This model is conceptually 
based on the idea that grain boundaries (GBs) accommodate point defects in essentially the same 
manner as amorphous phases; i.e. shear transformation zones. The introduction of irradiation 
induced point defects into the grain boundary changes the local atomic density that must 
subsequently relax to a more energetically favorable condition. This relaxation can slightly alter 
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the shape of the neighboring crystalline lattice. Since these relaxations are biased by the applied 
stress, a number of such of relaxation can eventually lead to creep under irradiation in 
nanocrystalline materials. According to this model, the IIC compliance resulting from point defects 
migrating to the grain boundaries (B) is given by 















 - (5.3) 
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 is the creep rate in strain dpa-1 i.e. strain rate (
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) by the dose rate (
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), 𝜎0 is the applied stress 
and d is the grain size of the alloy. Thus, based on the GB relaxation model, the IIC compliance 
varies inversely with the grain size of the material and converges on the value for amorphous 
materials (≈ 3 dpa-1 GPa-1) as the grain size approaches the atomic size. In addition, the model 
predicts IIC compliance varies linearly with the applied stress and is nearly independent of 
temperature in the sink-limited regime for point defects, and GB’s are the main sink. 
 We invoke this mechanism, because between 97 oC and 480 oC the material is in the sink 
limited regime, as evident by a negligible activation energy.  Since dislocation loops are not 
observed in the samples, we discount traditional mechanisms such as stress-induced preferred 
absorption (SIPA) and stress-induced preferred nucleation (SIPN) [45] and posit that a grain 
boundary mechanism must mediate IIC.  Below 97 oC the HEA is expected to be in the 
recombination regime where vacancy diffusion is slow and vacancy elimination mainly occurs 
through recombination with interstitials. In this case few defects reach the GB’s and IIC becomes 
small.   At room temperature, IIC is not measurable, which implies that the creep mechanism does 
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not relate to grain boundary processes alone but is instead dominated by point defect fluxes to the 
grain boundary sinks.  The model by Ashkenazy et al. [44] captures stress dependent atomic 
relaxations that occur within the grain boundary that facilitate creep. To compare with this model, 
Fig. 5.12 plots the IIC compliance (B) measured here versus inverse grain size (1/d) along with the 
model predictions. The experimental values of B indeed show an inverse dependence on d.  
Although the samples were tested at different temperatures, it should be noted that the pre-annealed 
samples tested at lower temperature fit the trend well.  This is consistent with the samples being 
in the sink limited regime, where the sink density is the primary factor affecting kinetics.  A linear 
fit of the experimental data (286 MPa-1 dpa-1 nm-1) agrees well with that predicted from the MD 
simulations cited above (244 MPa-1 dpa-1 nm-1) [44]. The values predicted from the MD simulation 
are approximately twice as large as the compliance measured from the experiments. Several 
possible factors could explain this discrepancy including; most notably, however, is the value 
assumed in the simulations for the production of freely migrating defects, as this value is uncertain 
by a similar factor [44,46].   As a result of the uncertainty in the absolute defect concentrations, 
the absolute value of B is expected to differ.  However, the slope of B versus 1/d is insensitive to 
this, since the defect production efficiency is insensitive to d.  Good agreement between the model 
and the experiments are indeed observed on this basis. 
Fig. 5.12 also compares the IIC compliance of the HEA to nanocrystalline Cu-1%W and  
Cu-6.5%W alloys [47].  Prior analysis of the Cu-W alloys lead the authors to conclude that the W 
had limited effect on IIC compliance; i.e. the finer grained Cu-6.5%W exhibited higher IIC 
compliance than the Cu-1%W which had significantly fewer W precipitates [47].  It was later 
suggested that the Cu-W interfaces were likely poor sinks due to their preference for forming 
coherent interfaces [48]. The IIC compliance of the HEA and Cu samples is the same within 
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experimental error when normalized for grain size.  These results together demonstrate how the 
model by Ashkenazy et al. [44] may apply somewhat generally to nanograined polycrystals subject 
to IIC.  The results also suggest that within this grain size regime, the concentrations of freely 
migrating defects is the same in both systems.  This indicates that within the experimental regime 
studied HEAs are no more effective in suppressing the concentration of freely migrating point 
defects via recombination than dilute Cu alloys. 
 
Fig. 5.12 IIC compliance (B) in the sink limited regime as a function of inverse grain size 
(1/d) The values from IIC of nanocrystalline Cu-W alloys by Tai et. al. [47] is also plotted 
along with the predicted slope from the MD simulation [44] 
5.4.3 Finite Element Analysis 
Samples were tested at a 20o tilt angle in order to ensure the ion beam impinges the sample. 
As a result, determination of the exact center of the sample has some associated uncertainty.  FEM 
simulations were performed to estimate errors resulting from misalignment and it was found that 
even for a large misalignment of 30%, the resulting error in the stress was only 15%.  An 
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assumption in our analysis is that the stress is approximately constant.  This was also tested via 
FEM simulations and the error was found to be on the order of 3% for displacements < 200 nm.  
Three-dimensional finite element method (3D-FEM) analyses were performed using 
ABAQUS 6.14. A microbeam with a nominal dimension of length: 10 µm, width 1.5 µm and 
thickness 400 nm was used for the simulations. The creep was performed using a flat punch similar 
in geometry to that used in the experiment.  A compliance of 1.05x10-7 s-1 MPa-1 was used for all 
simulations; i.e. maximum compliance from experiments. The materials for both the microbeam 
and the flat punch were assumed to be elastic and isotropic with elastic moduli of 205 GPa [29] 
and a Poisson’s ratio of 0.25 respectively. The microbeam was encastrated in three directions 
similar to the experimental boundary conditions and the creep load was applied unidirectionally 
along the negative y axis. In addition, the flat punch is constrained in the x and z direction and no 
slip (rough contact) is assumed to occur at the contact between the microbeam and the flat punch. 
An example of the simulation geometry and mesh with the boundary conditions highlighted is 
shown in Fig. 5.13. An incremental element size is adopted to produced uniform and continuous 
meshing in the simulation geometry and a finer meshing (mesh size = 5 nm) is used just below the 






Fig. 5.13 (a) Three-dimensional geometry for the finite element simulation highlighting the 
boundary conditions, (b) is the same geometry along the xy plane and (c) is an enlarged image 
of the area highlighted by the red box in (b). The microbeam is encastrated in three directions 
and the flat punch is encastrated in the x and z directions. The arrow in (c) represents the 
direction along which the analysis was performed. 
 
Our focus here is on geometric sources of error in the determination of creep compliance 
measured in our experiments. Two main sources of errors exist (1) it is assumed that the creep 
stress along the tensile axis of the microbeam remains constant with time and (2) since the creep 
experiments are performed with the sample tilted, an exact determination of the microbeam center 
is not possible. Finite element simulation is employed to understand the evolution of creep stress 
with time and the effect of flat punch position on the observed creep strain. The simulations are 
performed with a creep compliance of 1.05x10-7 s-1 MPa-1 (maximum measured compliance at 97 
°C). First, we compare the strain measured from the experiment to those from the finite element 
simulation at an applied stress of 100 MPa to determine the accuracy of the finite element 
simulation. The creep strain calculated from the simulation, 9.84x10-4 (327.9 nm displacement) is 





Fig. 5.14 Finite element simulation at a creep compliance of 1.05x10-7 s-1 MPa-1 showing a 
final displacement of 327.9 nm and a creep strain of 9.84x10-4. 
 Next, we plot the variation of the y-component of the Von-Mises stress (S22) along center 
of the beam in Fig. 5.15(a) as a function of creep time (along the red line in Fig. 5.15 (c)). The 
creep stress remains approximately constant with time (< 4% variation between pre and post-
creep). Fig. 5.15(b) plots the variation of creep stress at the tensile edge of the beam as a function 
of creep displacement for the various stress jumps, where n is the multiplication factor from the 
initial stress of 50 MPa. S22 remains constant with creep time/creep strain and thus does not 
significantly alter the measured creep compliance. The creep stress along the tensile edge remains 





Fig. 5.15 (a) Evolution of y-component of the Von-Mises creep stress (S22) with time along 
the center of the beam for an applied stress of 100 MPa, (b) change in creep stress along the 
tensile edge of the beam for various stress jumps (n) and (c) effect of flat punch position from 
the center of the beam on the creep stress.  
Simulations were also performed with the diamond flat punch placed at variable distance 
away from the center of the beam (refer Fig. 5.16). It is assumed that the creep stress remains 
constant with time. As seen in Fig. 5.15(c), significant change in creep stress was not observed at 
distances less than 1.5 µm away from the beam center. We expect at most an error of 30% in the 
indenter position from the center of the microbeam which would lead to an error of < 15% in the 
measured creep stress and hence the position of the indenter should have negligible effect on the 
observed creep response of the HEA microbeams. 
 
Fig. 5.16 Finite element creep simulations performed with the flat punch at (a) 20% µm, (b) 
40% and (c) 60% away from the center of the beam. 
5.5 Conclusions 
In summary, we have demonstrated a robust method for in-situ measurement of IIC during 
heavy ion irradiation and report initial results on IIC in a high entropy alloy. Our results indicate 
that IIC in nanocrystalline NiCoFeCrMn, with grain sizes < 80 nm, enters the sink limited regime 
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at ≈ 100 °C during irradiation with 2.6 MeV Ag at a dose rate of 1.5 x 10-3 dpa-s-1.  Thermal creep, 
in contrast does not become comparable in magnitude until ≈ 650 °C. In the sink limited regime 
IIC is consistent with a previously proposed nanocrystalline creep mechanism in which creep 
results from stress biasing the relaxation of point defects that annihilate at the grain boundaries. 
The results are consistent with the predicted IIC creep dependence of 1/d. The magnitude of IIC 
compliance of the HEA is the same magnitude as a previously reported for dilute nanocrystalline 
Cu alloys, which suggests that the freely migrating point defect concentrations within the two 
alloys are comparable similar nominal dpa rates as calculated by SRIM. 
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CHAPTER 6  
ELECTRON BEAM INDUCED CREEP IN AMORPHOUS MATERIALS 
CHARACTERIZED BY IN-SITU TEM BEAM BENDING: AN 
EXPERIMENTAL VERIFICATION OF THE POINT DEFECT MODEL 
6.1 Introduction 
Experimental investigations using stress relaxation [1,2], wafer curvature [3–5], and pillar 
compression [6] have revealed that amorphous materials undergo Newtonian flow or creep under 
the combined effects of stress and particle bombardment. The irradiation induced fluidity (IIF), is 
nearly independent of the material or the ions in these materials and is orders of magnitude greater 
than compliance measured in single crystalline or even nanocrystalline alloys [7]. Two different 
mechanisms have been proposed to explain the observed flow behavior in amorphous materials. 
In the first mechanism, the thermal spike model proposed by Trinkhaus and co-workers [8], creep 
occurs as a result of elastic relaxation around thermal spikes which form from localized increase 
in temperature resulting from energy dissipated during scattering of energetic particles. Hence, the 
primary condition for creep occurring through this mechanism is from the localized increase in 
temperature beyond the glass temperature (Tg). An alternative point defect-based model was 
proposed following molecular dynamics simulation by Mayr et. al. [7] According to this model, 
nuclear stopping of the incoming projectile results in the displacement of an atom away from its 
initial site resulting in the formation of “Frenkel-like” defect pairs. Subsequent local relaxations 
around these defects are biased by an applied stress resulting in creep. An important aspect of the 
point defect model is its explanation of the universality of the IIF, because the displacement energy 
does not vary greatly between materials resulting in a near constant value of IIF. Most creep 
experiments on amorphous materials have been performed with MeV ions and thus separating the 
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effect of one mechanism from the other becomes increasingly difficult [9]. Recent investigations 
have shown that is possible to modify the mechanical [10–13] or diffusion behavior [14] of 
amorphous materials using 200 or 300 keV electrons. Since these electrons do not possess 
sufficient energy to increase the temperature beyond Tg, the point defect model may better explain 
the results. However, these prior experiments have not treated the IIF problem quantitatively and 
thus it remains unclear how the IIF models apply in this regime.  It is also unclear how to accurately 
calculate defect generation under low energy electron irradiation and what constitutes a defect state 
in an amorphous material that is sufficiently non-equilibrium to contribute to creep at a given 
stress. In the present work, we measure electron irradiation induced creep in a-SiO2, Fe79B16S5, c-
SiO2, CuTa and CuTi metallic glasses using in-situ TEM microbeam bending experiments at 80 
keV and 200 keV accelerating voltages.  Measurements at different voltages and in different 
systems allow us to fit a model for defect generation and measure IIF under relatively low energy 
electron irradiation. 
6.2 Results and Discussions 
The stress-strain response of the a-SiO2, Fe-B-Si and c-SiO2 micro beams under e-beam off 
condition are plotted in the Fig 6.1. The yield strength (σy) for the three samples were 2.52 GPa, 




Fig. 6.1 Stress-strain curves for (a) a-SiO2, (b) FeBSi and (c) c-SiO2 measured during beam 
bending and with the e-beam turned off and (d), (e) and (f) are the corresponding diffraction 
patterns for the samples after bending.  
Fig. 6.2 presents the evolution of creep strain with time at different e-beam current densities 
and stresses for the a-SiO2 and FeBSi samples at 200 keV respectively.   Associated images before 
and after creep are also provided in Fig. 6.2(c)-(f).  The displacement rate data obtained from the 
instrument are unreliable when they are small relative to drift rates within the system due to thermal 
and acoustic noise [15].  Figure 6.2(a) and (b) compare sample displacement measurements 
obtained from the picoindenter with those measured from in-situ TEM imaging.  While the trends 
in both data generally agree, measurements from images were found to be more reliable and are 
utilized for all the subsequent analysis.  The creep strain is calculated by subtracting the elastic 
strain and correcting for variation in the bending angle. As seen in Fig. 6.2, the creep strain 
increases approximately linearly with time and hence the creep rate in (strain s-1) was obtained by 
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measuring these slopes. The creep strain was negligible for the c-SiO2 even at 200 keV and 50% 
σy (refer Fig. 6.3).  
 
Fig. 6.2 (a) Stress-time curves for a-SiO2 at 200 keV at constant stress of 250 MPa and (b) 
FeBSi at 200 keV under constant e-beam current density of 142 A m-2, showing smaller strain 
in the FeBSi compared to a-SiO2, (c) and (d) are the snapshots at time T=0 s for a-SiO2 and 





Fig. 6.3 (a) Stress-time curves for a-SiO2 at 80 keV and c-SiO2 at 200 keV under constant e-
beam current density of 11 A m-2 and 325 A m-2 respectively, showing negligible strain in c-
SiO2 (b) and (c) are the snapshots at time T = 0 s for a-SiO2 and c-SiO2 respectively (d) and 
(e) are the corresponding snapshots at T = 930 s and T = 1240 s respectively.  
Creep experiments were also performed in CuTa and CuTi. The yield strength of CuTa and 
CuTi were measured to be 420 MPa and 332 MPa respectively.  The variation of creep strain with 
stress for the two metallic glass is shown in Fig. 6.4(b). The measured strain was approximately 
two to three orders of magnitude lower than the creep strain measured in either FeBSi or a-SiO2. 





Fig. 6.4 (a) Stress-strain curves for CuTa and CuTi under e-beam off condition (b) is the 
strain-time curve for CuTa and CuTi under 200 keV under constant e-beam current density 
of 786 A m-2 and 659 A m-2,  (c) and (d) are the snapshots at time T=0 s and T=2460 s for 
CuTa (e) and (f) are the corresponding snapshots for CuTi and (g) and (h) are the post-creep 
diffraction patterns for CuTa and CuTi.  
The two main electron beam irradiation induced damage mechanisms result in the 
production of defects; (1) radiolysis from inelastic scattering of an incident electron that results in 
cleavage of atomic bonds and (2) knock-on damage due to elastic scattering resulting in 
displacement of an atom from its initial site [16]. If radiolysis were the primary mechanism for 
defect production resulting in creep, then creep should be absent in the FeBSi due its high electrical 
conductivity and delocalized electrons [12]. Previous studies using γ-ray electronic excitations 
have shown that the displacement of a bridging oxygen atom forming a “vacancy-interstitial” like 
pair is the dominant defect formation mechanism in a-SiO2 [17]. This leaves knock-on damage as 
the primary source of defect production contributing to creep in these materials and hence all 
94 
 
calculations of scattering cross-section in the subsequent discussion are made assuming complete 
elastic scattering.  
 
 
Fig. 6.5 Log-log plot of the dependence of creep compliance (B) on e-beam current density 
for various samples. The creep compliance varies logarithmically with the e-beam current 
density consistent with radiation enhanced diffusion of point defects. Note the values 
represented here are from the e-beam current density experiments only and does not include 
data from stress jump experiments. 
Electron beam induced creep measurements were also performed at constant stresses and 
different e-beam current densities (e-beam current density jump). The creep compliance (B in 
strain s-1 GPa-1) is plotted as a function of e-beam current density for all the amorphous samples 
in Fig. 6.5. It should be noted that significantly greater e-beam current densities were accessible at 
the higher e-beam energy. In all the cases, the creep compliance increased linearly with e-beam 
current density as anticipated from the linear dependence of displacement rate on beam current 
density.  This is given by 𝑐𝑑 =
𝜎𝐽𝑡
𝑒
, where σ and J are the stress and e-beam current density and t 
and e are the irradiation time and unit electric charge respectively [18]. A recent study using 300 
keV electron beam irradiation in CoFeB amorphous thin films, demonstrated diffusion of Fe and 
Co resulting from electron irradiation, which also scaled linearly with e-beam current density [14]. 
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The creep compliance in strain s-1 GPa-1 at constant beam current density, was on average greater 
in the a-SiO2 tested at 200 keV than at 80 keV, which is unsurprising since most defects (oxygen 
vacancies being the primary source), produced during electron irradiation are through knock-on 
damage as mentioned earlier and the amount of knock-on displacement increases with increasing 
accelerating voltage. The creep compliance values of FeBSi were significantly smaller than those 
of a-SiO2.  At 200 keV only B can be displaced by electrons, and as a result of the lower B 
concentration, versus O in SiO2, the creep compliance in strain s
-1 GPa-1 is lower. The measured 
compliance in both CuTi and CuTa were approximately two to three orders of magnitude lower 
than both a-SiO2 and FeBSi because of the larger atomic mass of Cu, Ti and Ta which results in a 
smaller maximum recoil energy (Tmax) in these metallic glasses  The e-beam currents used in the 
current study were insufficient to induce any amorphous to nanocrystalline transition in the 
samples (> 1nA), such as have been observed in the literature [14].  
The dpa rate (displacements per atom per second) was obtained by integrating the product 
of the scattering cross-section and the number of defects produced, as shown in equation 6.1, where 
J is the e-beam current density, Nd(T) is the number of defects produced, σ(E,T) is the scattering 
cross-section, Emax and Ed are the maximum energy transferred to the atom through elastic collision 
and displacement energy respectively and N is the fraction of O, B, Cu and Ti atoms in a-SiO2 
(2/3),  FeBSi (16/100), CuTa (3/5) and CuTi (1/2) respectively.  































The scattering cross-sections are given by equations (6.2) and (6.3) for relativistic (σR) and 
non-relativistic (σNR) scattering respectively. a0, ZT and ER in equation 6.2 are the Bohr radius (52.9 
pm), atomic number of the target atom  and the Rydberg energy (13.605 eV) respectively. m0c
2 is 
the rest energy of an electron, 𝛽 =
𝑣
𝑐
 is the relativity ratio, 𝛼 =
𝑍𝑇
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where Ei is the incident electron energy (200 keV or 80 keV) and mT is the mass of the target (O 
in SiO2, B in FeBSi, Cu in CuTa and Ti in CuTi in the present case). The upper limit of the integral 
in equation (1), Emax is taken to be equal to ?̂? and γEi, (𝛾 =
4𝑚𝑒𝑚𝑇
(𝑚𝑒+𝑚𝑇)2
)  for the relative and non-
relative cross-sections, respectively. 
The prime challenge in the current set of experiments is the inability to determine the value 
of Ed for low energy electron irradiation. As mentioned earlier in chapter 5, the average IIF for 
amorphous materials under ion irradiation has been measured to be 3 dpa-1 GPa-1 for the point 
defect model (Ed  = 10 eV) [6-9]. We utilize the a-SiO2 measured at two different incident beam 
energies to determine the value of Ed with defects produced according to the Kinchin-Pease model 
(refer chapter 2) since the only variable in these experiments is the maximum recoil energy Tmax. 
Our calculations indicate that an Ed value of 0.8 eV is required to produce the IIF of 3 dpa
-1 GPa-1 
and this is not completely reasonable. We thus realize, that that the KP model is based on 
crystalline materials and defect production in crystalline materials result in at least one Frenkel 
pair.  Displacement thresholds large enough to affect electrical conductivity have been measured 
to be 22 eV for Fe, in similar amorphous alloys [19].  If such threshold energies applied to the 
current experiments, then creep would not be measurable under any condition tested.   However, 
for irradiation induced creep in an amorphous material, a defect must only be sufficiently energetic 
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to relax via a shear transformation zone, which will contribute to creep.  Relatively low energy 
defects resulting from small displacements that could contribute to creep likely relax rapidly and 
are not measurable by electrical resistance. We thus hypothesize that at displacement energies 
greater than 0 eV defects may be produced in an amorphous material, but that those defects are 
essentially a fraction of a complete Frenkel pair scaled by their relative energy. Hence, in our 
calculation of dpa rate we assume that energy values lower than Ed could also result in the 
production of partial defects in amorphous materials. We thus use a modified form of the Kinchin-
Pease model to define Nd(T). Nd(T) is assumed to be a sigmoidal function, 
𝑇
1+𝑇
 for 0 ≤ T < Ed, 1 for 
Ed ≤ T < 2Ed and 0.8T/Ed for 2Ed ≤ T < Emax. (Refer Fig. 6.6 for a schematic plot of the modified 
KP model) This approach is supported by Monte Carlo simulations on various amorphous which 
have shown the presence of low energy regions in their potential energy landscapes [20,21].  A 
sigmoidal function is utilized in the low energy range, since the distribution of barriers in a relaxed 
glass may be reasonably approximated by a Gaussian distribution [21].   The choice of sigmoidal 
function is made by fitting different functions of the sigmoidal form to obtain an IIF of ~ 3 dpa-1 




Fig. 6.6 An average IIF of 3 dpa-1 GPa-1 can be obtained either through (a) Traditional 
Kinchin-Pease model with Ed = 0.8 eV or (b) using the modified Kinchin-Pease model with 
Ed = 10 eV and (c) the function of form T/1+T provides the best estimate of IIF for both 80 
keV and 200 keV electrons in a-SiO2. 
The dpa rate values calculated for Ed = 10 eV using the modified KP model are shown in 
Table 6.1. All further calculations of strain rate were performed with Ed = 10 eV, for ease of 




The dpa rate calculated using a relativistic cross-section is approximately double the value 
calculated using a non-relativistic cross-section. This is expected since the value of 𝛽(~ 0.50238 
and 0.6953) is less than 1 for the electrons accelerated at 80 and 200 keV which in turn results in 
a larger scattering cross-section and hence a greater dpa rate for the relativistic calculations. The 
relativistic calculations are anticipated to be more accurate and are utilized for subsequent 
discussion. 
Table 6.1: Calculated dpa rates for a-SiO2 and FeBSi using equations (6.1) – (6.3) and Ed = 
10 eV 





Dpa rate  
(Non – relativistic) 
(x10-22 dpa/e-cm-2) 
a-SiO2 200 17.90 5.59 
80 19.20 6.09 
FeBSi 200 2.51 0.78 
CuTa 200 49.55 15.45 
CuTi 200 26.29 8.20 
 
   
Fig. 6.7 Effect of e-beam current density on the creep rate (?̇?) of (a) a-SiO2 and FeBSi 
calculated from the relativistic cross-section, (b) is the corresponding data for CuTi and 
CuTa  (c) is the variation in irradiation induced fluidity with e-beam current density, 
showing that IIF is independent of the e-beam current density and the average IIF for a-SiO2 
and FeBSi is similar to the expected value of 3 dpa-1 GPa-1.  
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Fig. 6.7 (cont.) The black and violet dotted lines correspond to the IIF of a-SiO2 obtained 
from literature for MD simulations and experiments respectively [7,13].   
The creep rates, per dpa, obtained from the relativistic cross sections from constant stress 
experiments are plotted in Fig. 6.7(a). As expected, the creep rate per dpa is relatively insensitive 
to the e-beam current density. The average irradiation induced fluidity (IIF in dpa-1 GPa-1) for the 
different samples calculated from these experiments were; a-SiO2 at 200 keV = 3.73 ± 0.86, a-
SiO2 at 80 keV = 1.90 ± 0.98 dpa
-1 GPa-1, FeBSi at 200 keV = 2.78 ± 1.28 dpa-1 GPa-1, CuTa at 
200 keV = 0.001 ± 0.0004 dpa-1 GPa-1 and CuTi at 200 keV = 0.002 ± 0.0006 dpa-1 GPa-1. The 
values represented in Fig. 6.7 are from e-beam current density jump experiments only and does 
not include data from the stress jump experiments. It should be noted that the theoretical value of 
IIF for amorphous materials measured based on the point defect model from heavy ion irradition  
is ≈ 3.0 dpa-1 GPa-1 (black dotted line in Fig 6.7(c)). It is clear that the IIF is within the estimated 
error consistent between a-SiO2 and FeBSi but the IIF for the Cu alloys are significantly lower 
compared to the former. Several possibilities exist to explain the lower value of IIF in the Cu 
alloys.  
(i) The maximum recoil energy for Cu (8.25 eV), Ti (10.96 eV) and Ta (2.89 eV) for 
200 keV electron irradiation is 3-10 times lower than either B (48.53 eV) or O 
(32.82 eV). This is potentially further proving that IIF in amorphous materials 
occurs as result of point defect models since the density of point defects created in 
the former three cases would be significantly lower compared to the latter.  
(ii) In addition to B and O being relatively light elements with respect to Fe and Si, 
there also exists a mismatch in the atomic radius of the various atoms involved in 
the creep process. For example, Si (118 pm) is nearly 82% larger than O (65 pm) 
is a-SiO2 , and B (85 pm) is 48% smaller than Fe (126 pm). Similarly, Ta is 
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oversized in Cu by 72% and Ti by 68% but Ta is also 2.85 times heavier than Cu 
while Ti is 1.34 times lighter. Hence, if atomic radius was the predominant effect, 
both CuTa and CuTi must undergo Viscous flow under e-beam irradiation. Thus, 
at these low energies, the local environment and the mass of the atom might also 
play a significant role in inducing creep in these materials.  
  
 
Fig. 6.8 Variation of creep rate (?̇?) with stress in (a) a-SiO2 and (b) FeBSi under 200 keV and 
(c) a-SiO2 under 80 keV electron irradiation showing a linear relationship between ?̇? and 
stress. The average irradiation induced fluidity is 3.48 dpa-1 GPa-1, 2.34 dpa-1 GPa-1 and 2.42 
dpa-1 GPa-1 respectively. The black dotted line corresponds to a slope of 3 dpa-1 GPa-1. The 
values for various amorphous alloys from literature are also shown for comparison [22]. 
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The stress dependence of creep rate, per dpa, at different e-beam current densities for a-
SiO2 and FeBSi at 200 keV are plotted in Fig. 6.8(a) and 6.8(b), respectively. Since no appreciable 
strain was measured at stresses lower than 0.5σy for CuTi and CuTa, the stress jump tests for these 
samples are not shown here.  The creep varies approximately linearly with stress for both the 
samples.  The plots also contain data from the literature measured during ion irradiation, which on 
average agree well with our electron irradiation results.  Similar results were obtained for the a-
SiO2 at 80 keV (refer Fig. 6.8 (c)).  The IIF calculated from the stress jump tests 3.48 ± 0.67, 2.42 
± 0.73 and 2.34 ± 0.25 dpa-1 GPa-1 for a-SiO2 at 200 keV and 80 keV and FeBSi respectively were 
consistent with the values measured from constant stress experiments.  The error associated with 
the stress jump measurements is smaller than those associated with varying beam current density.  
This may result from the assumption in the analysis that the beam current density is relatively 
spatially uniform, since the beam current density is varied in part by varying the spread of the 
electron beam. The IIF values are consistent with the theoretical value and values measured from 
other amorphous alloys [1,23]. A striking feature of the point defect model is its explanation of the 
universality of the IIF, since IIF in this model is nearly independent of the spatial distribution of 
defects and the energy distribution in the solid. This further proves that the point defect model 
plays a predominant role in the creep of amorphous materials. 
 
Finally, we determine the temperature increase due to electron beam irradiation in a-SiO2, 
since the increase in temperature to Tg (glass transition temperature) resulting in localized melting 
is the primary mechanism for creep in the thermal spike model [8]. To quantitatively, determine 
the temperature change, we follow the procedure adopted by Zheng et. al [10], who showed that 
the increase in temperature due to 200 keV electrons (ΔT) can be obtained by equating the heat 
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accumulation from e-beam irradiation and the heat dissipation through the contact between the a-
SiO2 or FeBSi beam and the diamond punch i.e. HV=GAΔT, where V is the volume of the sample, 
G is the thermal conductance and the contact and A is the contact area. H=QJ/e rate at which e-
beam energy is transferred to the sample, where Q=Qc+Qp is the sum of the collision stopping 
power (Qc) and the radiative stopping power (Qp). Using the values of Qc = 0.51 eV nm
-1, Qp = 
1.57x10-2 eV nm-1 for a-SiO2 and 200 keV electrons [24] and using J = 1755 A m
-2 (highest e-
beam current density), V = 10x1.5x0.45 µm3, A = 1x0.45 µm2 and G = 3.32 kW m-1 K-1 , we obtain 
ΔT < 1 K for a-SiO2 at 200 keV. While, the actual values of Qc and Qp for the other samples are 
unknown, a similar value of ΔT should be expected. Thus, thermal spikes should not contribute 
significantly to creep in amorphous materials. 
6.3 Conclusions 
In summary, electron beam induced creep in amorphous materials was demonstrated using 
in-situ TEM beam bending experiments and have produced the following results; creep in 
amorphous materials is consistent with the point defect model, the creep rates vary linearly with 
e-beam current density, and stress. Thermal spikes do not contribute significantly to creep in 
amorphous materials. A modified Kinchin-Pease model is applied to the electron beam induced 
creep to match the experimental results obtained from heavy ions. The irradiation induced fluidity 
(IIF) is approximately constant for all experiments in this study and on average consistent with IIF 
≈ 3.0 dpa-1 GPa-1 predicted by prior MD simulations.  
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CHAPTER 7  
HARDENING MECHANISMS IN ROOM TEMPERATURE IRRADIATED 
Cu-W ALLOYS4 
7.1 Introduction 
Isolating and interpreting strengthening mechanisms in nanostructured alloys presents 
experimental challenges that have left gaps in our understanding of the relative importance of 
different contributing factors. Pure metals typically follow Hall-Petch strengthening down to a 
critical grain size, beyond which the strength saturates or possibly even decreases.  For example, 
in pure Cu the hardness reaches a maximum of  2.5 GPa at a grain size of  25 nm [1–4].  The 
addition of solutes [5,6], precipitates [7], grain boundary segregation [8,9], and nanotwins [10–12] 
can then further enhance the hardness of this material.  These approaches have motivated numerous 
efforts to optimize the microstructure, chemistry, and resultant mechanical properties of 
nanostructured alloys.  A fundamental scientific challenge exists in understanding and predicting 
the combined effects of these mechanisms in complex alloys.  This stems from experimentally 
varying microstructure and chemistry independently.  For example, grain size, precipitate size, 
precipitate density, and solubility all depend on thermal treatment conditions in ways that are often 
interdependent as the system relaxes toward equilibrium. Driven processes such as severe plastic 
deformation and irradiation that force the system into non-equilibrium configurations allow for the 
possibility of partially decoupling the evolution of some such microstructural attributes [13,14].  
These driven processes tend to induce point and line defects and defect clusters that also effect 
mechanical properties [15,16].  However, their concentrations can be limited in nanostructured 
                                                 
4 Reprinted with permission from Journal of Materials Research, DOI: https://doi.org/10.1557/jmr.2017.295, 
Copyright: © Materials Research Society 2017. 
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materials with high sink densities, and their effects on mechanical properties can be minimal under 
certain circumstances where solute, precipitates, and high densities of interfaces dominate 
mechanical properties.  Here we seek to understand the relative contributions to hardening that 
result from irradiation induced defects, solid solution additions, interfaces, and precipitates 
through controlled non-equilibrium processing.     
This chapter examines the strength modifications in PVD grown Cu-W alloys with 
compositions below and above the irradiation-induced solubility limit and exposed to low and high 
doses of high-energy ion irradiation.  
7.2 Experimental Results 
X-ray diffraction measurements indicate that the as-grown thin films were solid solutions 
(Fig. 7.1). Additionally, no second-phase W was observed via TEM or high angle annular dark 
field (HAADF) STEM imaging.  This is consistent with prior reports for Cu-W thin films of similar 
composition grown via PVD [13,22,24].  The hardness of the as-deposited samples increases with 
increasing W concentration, c.  This agrees with a prior report from Vüllers et al. [22]. The as-
deposited Cu94W6 and Cu99W1 produce Cu (111) diffraction peaks at 43.03° and 43.23°, 
respectively, which are consistent with ~ 7 at.% W and ~ 1.6 at.% W. As shown in Fig. 7.1, the 
(111) peak shifts towards pure Cu (43.297°) with increasing irradiation dose, illustrating W 
precipitation. No measurable W peaks appear suggesting that the W precipitates are quite small. 
After a dose of ≈ 20 dpa the Cu (111) peak position reaches a steady-state value of 43.24° and 
43.28° in Cu94W6 and Cu99W1, respectively, which correspond to solid solution concentrations of 
1.3 at% W and 0.7 at% W. 
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Fig. 7.1 XRD spectra of Cu99W1(red) and Cu94W6 (black) as a function of irradiation dose. 
Dotted lines correspond to the Bragg peaks of Cu (111), W (110), Stainless steels and Si (400) 
respectively. The additional peaks observed at 8, 10, 15 and 20 dpa are from stainless steel 
mounts used to mount these samples on the X-ray diffractometer. 
Upon room temperature irradiation to a dose of 0.25 dpa, all samples showed, to varying 
degrees, an increase in hardness.  Pure Cu undergoes the greatest change, increasing from 1.61 ± 
0.07 GPa to 2.34 ± 0.09 GPa (or 45%), while Cu99.5W0.5, Cu99W1, and Cu94W6 increase only 5.5%, 
3.07%, and 1.6%, respectively. The hardness of pure Cu saturates at this dose and does not exhibit 
higher hardness at larger doses.  Irradiation hardening in the pure material is associated with the 
accumulation of non-equilibrium point defect clusters and dislocations loops. In the Cu-W alloys, 
W clustering can also contribute to hardening.  While the hardness of pure Cu reaches a maximum 
value by 0.25 dpa, the alloy samples exhibit only small increases in hardness.  In fact, the 
Cu99.5W0.5 alloy shows negligible increase in hardness even to 20 dpa.  These results all indicate 
that irradiation hardening due to accumulation of irradiation induced defects is a relatively weak 
secondary effect in the W containing alloys. In pure Cu the hardness reaches a maxima by 0.25 
dpa, but decreased between 0.75 dpa and 2dpa, before regaining the prior maximum hardness at 
even higher doses. As discussed below, we attribute this transient reduction in hardness to an 
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irradiation-induced reduction in the density of twins, which are inherent to Cu samples grown by 
sputtering. 
In the alloy samples the hardness saturated during room temperature irradiation at a dose 
of ~ 1 dpa (refer to Fig. 7.2). Fitting these data to an exponential function produces a relaxation 
dose constant of 0.4 dpa and 0.8 dpa for Cu99W1 and Cu94W6 respectively, which is similar to prior 
measurements deduced from in-situ electrical resistivity measurements (0.2-0.5 dpa for 1.1 – 4.7 
%W [13]). 
 
Fig. 7.2 Hardness of samples with varying initial W concentration irradiated at room 
temperature to different doses (the closed symbols are from hardness results and the open 
symbols are from the in-situ compression experiment H = 3σy). The two plots show the same 
data on (a) linear and (b) log scales and the lines represent suitable fits to the experimentally 
measured hardness. 
Hardness saturation beyond 0.75 dpa is consistent with onset of W precipitation in the 
Cu94W6 confirmed by HAADF STEM imaging.  Since, the intensity in HAADF imaging varies 
roughly as the square of the atomic number, images acquired at doses of 0.25 and 0.5 dpa showed 
an absence of W precipitates while the sample irradiated to 0.75 dpa reveals distinct bright spots 
throughout the copper lattice (refer inset in Fig. 7.3(c)), consistent with W precipitation with an 
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average precipitate diameter, d, of 1.4 ± 0.2 nm (see Fig. 7.3). Further increases in irradiation dose 
result in minor W coarsening, to approximately 3.5 ± 0.5 nm and 3.1 ± 0.5 nm in Cu94W6 and 
Cu99W1 alloys respectively (refer Fig. 7.4). No precipitates were observed in Cu99.5W0.5 even after 
a dose of 20 dpa.  These findings are consistent with the measured threshold irradiation-induced 
solubility of ≈ 0.7 at.% W, noted above and elsewhere [13].  
 
Fig. 7.3 HAADF images of Cu94W6 samples irradiated to (a) 0.25 dpa, (b) 0.5 dpa, (c) 0.75 
dpa showing precipitation only in the sample irradiated to 0.75 dpa [the inset in (c) is a 
magnified image of the boxed region], and (d) Histogram of Cu94W6 irradiated to 0.75 dpa 





Fig. 7.4 HAADF-STEM images of precipitation and precipitate size distribution in (a) pure 
Cu, (b) Cu99.5W0.5, (c) Cu99W1, and (d) Cu94W6 irradiated to a dose of 20 dpa. In Cu99W1 and 
Cu94W6, W precipitates with high atomic number (represented by black circles) appear white 
in the dark background of Cu matrix. 
In-situ nanopillar compression experiments (Fig. 7.5) were performed on select Cu94W6 
samples. The yield strength (σy) increases from 1.55 ± 0.11 GPa for the as-grown pillars to 2.24 ± 
0.07 GPa for pillars irradiated to 5 dpa. Using of the approximation H = 3σy [7,25] indicates that 
the indentation hardness values are reasonably consistent with the nanopillar compression results 
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(see Fig. 7.2 for comparison).  Since the narrow pillars were irradiated perpendicular the direction 
of the film growth, the damage profile is inherently more uniform along the loading axis. The 
difference in the hardness values for the irradiated sample measured between the two different 
techniques could result from a number of causes, for example, somewhat more uniform damage 
in the nanopillar compared to the film in nanoindentation. The difference, however, is small, and 
we can conclude that the indentations hardness measurements reasonably capture the 
representative behavior of the irradiated materials. 
 
Fig. 7.5 Time-lapse dark-field images of in-situ compression tests in Cu94W6alloy (a) as-
deposited sample and associated stress strain curve showing a yield strength (σy) of 1.55 ± 
0.11 GPa and (b) sample irradiate to a dose of 5 dpa showing with σy = 2.24 ± 0.07 GPa. 
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Grain sizes of select samples are measured from TEM images. During the first 1 dpa where 
precipitation occurs, and the hardness saturates, the grain diameters in the alloys grow only by ~ 
6-8 %. After 20 dpa, on the other hand, the grains have coarsened by almost a factor of 2, which 
could influence hardness.  Approximate irradiation induced grain growth rates are 4.72x106 nm3 
dpa-1, 8.06x104 nm3 dpa-1, 3.9x104 nm3 dpa-1, and 2.5x104 nm3 dpa-1 for the pure Cu, Cu99.5W0.5, 
Cu99W1, and Cu94W6 alloys, respectively, calculated assuming cubic growth kinetics. Increasing 
W concentration clearly suppresses irradiation induced grain growth.   In Fig. 7.6 hardness is 
plotted for all alloys against lateral grain size-0.5 obtained here from various TEM/STEM images. 
No significant dependence of hardness on grain size is observed for samples varying between 30 
nm in the as-grown condition to 75 nm after 20 dpa.  None of the materials tested exhibit a positive 
slope characteristic of Hall-Petch in Cu. In fact, the finer grained material irradiated at low dose is 
softer than the coarser grained materials obtained at the high dose. Therefore, Hall-Petch behavior 
is limited and secondary to alloying related hardening mechanisms in the irradiated Cu-W samples.  
 
Fig. 7.6 Hall-Petch plot for Cu, Cu99.5W0.5, Cu99W1 and Cu94W6 under different room 
temperature irradiation conditions. The yellow dotted line is the Hall-Petch line for 




The as-deposited samples and those irradiated to less than 0.5 dpa, exhibit solid solution 
strengthening.  For coarse-grained samples, hardness should increase as the square root of the 
solute concentration, but nanograined samples often exhibit a linear dependence with either a 
positive or negative slope.  We observe linear strengthening between 0.5 at% W and 12 at% W.  
Rupert et al. developed a model for solid solution strengthening in nanocrystalline alloys [26].  The 
model assumes that plasticity results from the complete emission and adsorption of a lead partial 
before the trailing partial is emitted.  They showed that in nanocrystalline alloys the shear modulus, 
G, is the limiting variable and ∂G/∂c governs solid-solution strengthening.  This increase in the 
shear strength is given by 𝛥𝜏 =
𝐺𝑠𝑜𝑙𝑣𝑒𝑛𝑡𝑏𝑠𝑜𝑙𝑣𝑒𝑛𝑡 
𝐷
𝜀𝑛𝑐𝑐, where G and c are defined above, b is the 
burgers vector in this case, D is the grain size and ε captures the strain due to change in lattice 
parameter and shear modulus. The slope of the experimental linear fits for the as-grown and 
irradiated (0.5 dpa) samples are 0.28 GPa/at% and 0.27 GPa/at% (see Fig. 7.7a). Using GCu = 49.9 
GPa, bCu = 0.253 nm and D = 25 nm, the pre-factor term for the increase in shear strength is ~ 0.23 
GPa/at% which agrees well with the values obtained from the linear fits.  The linear fit described 
here does not include our pure Cu value. We note, however, that the grain sizes of the alloyed 
samples are considerably smaller, ~ 25-35 nm, than that in pure Cu ~ 100 nm.  While the Hall-
Petch effect is relatively inconsequential in the alloy samples measured here, it is still important 
in the pure material making it important to compare the pure and alloyed samples on a consistent 
basis.  Extrapolation of the linear composition dependent relationship to 0 %W results in a hardness 
more consistent with the pure Cu nanograin hardness limit of ~ 2.5 GPa. This value indeed agrees 
with the hardness of pure Cu, for grain size less than ≈ 25 nm [27].   
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The sudden onset of increased hardness in Cu94W6 at ~ 0.75 dpa is consistent with W 
precipitation.  The increase in yield strength after the onset of precipitation to the saturated value 
occurs due to an increase in the density of precipitates (compare Fig. 7.3(c) and Fig. 7.4(d) for the 
case of Cu94W6). If W precipitation is the only contribution to irradiation induced strengthening 
after saturation, Δppt, and that it is additive with solid-solution strengthening, ss, resulting from 
the ≈ 0.7% irradiation induced solubility, the total strength may be expressed as y = Δppt + ss.  
The hardness value of the Cu99.5W0.5 sample can be used to approximate ss.  The increase in yield 
strength due to Orowan looping, Δppt, due to the presence of obstacles spaced a distance, l apart, 








) [28]  where, M is the Taylor factor (2.99 for nanocrystalline 
Cu deposited with a {111} texture [29]), and rc ≈ 2b [30] is the dislocation core radius. The inter-
particle spacing (l) is calculated from the precipitate volume fraction (f) and precipitate size (d) 





− 1⌋ [31]. The equation H = 3σy is again utilized to scale hardness to yield 
strength. A plot of hardness against the inverse precipitate spacing shows reasonable agreement 
with the above equation (Fig. 7.7b) (regression coefficient = 0.87). The data was fit by fixing the 
value of hardness at  1 0l =  to be the anticipated hardness at irradiation induced solubility limit. 
The inability to fit the Cu99W1 sample irradiated to 20 dpa could be explained by the fact that only 
0.3 at% W form precipitates and hence the precipitates are spaced too far apart to have significant 




Fig. 7.7 (a) Variation of hardness as a function of initial solute concentration under different 
conditions. The dotted line is the value of hardness anticipated at the non-equilibrium 
solubility of 0.7 at% in Cu-W alloys. The value of single crystal Cu (111) is obtained from 
literature [37] and (b) Variation of hardness as a function of the inverse precipitate spacing 
(1/l). The value at 0 corresponds to the anticipated hardness at irradiation induced solubility 
limit. 
Finally, we consider the role of twin evolution in affecting the hardness evolution of the 
pure Cu samples under irradiation.  During PVD of (111) textured Cu this films (111) twins form 
at relatively high densities [10,32,33].  Irradiation induced migration of coherent and incoherent 
twin boundaries has been studied extensively in Cu both through experiments and molecular 
dynamics simulation, and it has been shown that their density decreases with dose [34,35]. The 
evolution of twin density in pure Cu at three different doses is shown in Fig. 7.8. As evident, the 
twin spacing changes from ~ 10 nm in the as grown sample to ~ 250 nm in the sample irradiated 
to 2 dpa, and no twins in the sample irradiated in the 20 dpa sample. Comparing the cross-sectional 
TEM micrographs, taken from samples irradiated to 20 dpa, indeed show pure Cu devoid of twins, 
and an increasing twin density with increasing W concentration. The average twin spacing 
determined from multiple TEM micrographs for samples irradiated at 20 dpa are 9.7, 10.8 and 2.9 
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nm for Cu99.5W0.5, Cu99W1, and Cu94W6 respectively (Fig 8(b)).  The twin spacing in Cu94W6 is 
difficult to observe in Fig. 7.8(b), due to their small spacing, a high-resolution image is included 
in Fig. 7.9.    
 
Fig. 7.8  Evolution of Cu twins as a function of irradiation dose and twin spacing in alloy 
samples irradiated to 20 dpa 
Their presence is not significant for hardening in the W alloy samples: note the as-grown 
pure Cu contains a high density of such twins, but pure Cu remains significantly softer than the 
as-grown alloy samples. We can, however, attribute the transient reduction in hardness of the pure 
Cu sample observed between the doses of 0.75 dpa and 2 dpa to twin annihilation.  Twins 
annihilate through the motion of incoherent segments, which must be nucleated under irradiation 
(see references [34,35] for details). We can thus understand qualitatively the hardness behavior in 
pure Cu on the basis that irradiation produces point defect clusters [36] and dislocation loops that 
harden the sample, while at the same time, loss of twins results in some softening. Twins serve as 
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sinks for irradiation induced defects and the decreased twin density can result in higher 
concentrations of associated defects that cause radiation hardening. Thus, the system only reaches 
steady-state after the twin population stabilizes.  The absence of detwinning in alloy samples is 
possibly explained by the presence of W solutes and particles that either suppress the nucleation 
of incoherent segments and suppress their migration. 
 
Fig. 7.9 Fourier-filtered high resolution HAADF image of Cu94W6 irradiated to 20 dpa 
showing a twin spacing of approximately 2.9 nm 
7.4 Conclusions 
The results reported here demonstrate the relative importance of grain boundaries, 
twinning, solid-solution, precipitation, and irradiation induced hardening in Cu-W alloys.  
Promoting a high number density of W precipitates provides the most effective means to 
strengthening the alloys tested.   The degree of strengthening scales in a manner consistent with 
predictions for Orowan looping.  Solid-solution tungsten alloying produces hardening that scales 
linearly with composition, consistent with the nanoscale mechanism proposed by Rupert et al [26].  
Grain boundary, nanotwin strengthening mechanisms are relatively inconsequential in these Cu-
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W alloys.  Irradiation hardening due to the accumulation of irradiation point and line defects is 
also weak in the Cu-W alloys.  Grain size, twin density, and the accumulation of irradiation 
induced defects all have a measurable effect on the hardness of the pure Cu, which is significantly 
softer than the alloys in in all cases. 
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EFFECT OF HIGH TEMPERATURE IRRADIATION AND ANNEALING 
ON THE MICROSTRUCTURAL EVOLUTION AND HARDNESS IN 
DILUTE CuW ALLOYS 
8.1 Introduction 
 The supersaturation of point defects created in materials exposed to irradiative fluxes 
undermines their function in nuclear reactor environments [1,2].  Efficient recombination of these 
irradiation induced Frankel pairs can, however, can sometimes limit their concentrations and 
thereby suppress many of the deleterious processes that arise.  Most interfaces provide effective 
sink sites, and indeed a variety of nanostructured materials with high interfacial densities have 
been developed as candidate materials for reactor environments [3–6].  Nanostructured materials, 
moreover, have other desirable properties for structural applications owing to their inherently high 
strength relative to their course grain counterparts.  Unfortunately, the microstructures of many 
nanostructured alloys are not stable at high temperatures, a problem exacerbated by irradiation.  
For example, irradiation can drive a variety of non-equilibrium processes such as radiation enhance 
diffusion [7], radiation induced segregation [8], radiation induced precipitation [9,10], or solute 
supersaturation [11].  Several approaches have been explored to develop nanostructure alloys with 
stability under irradiative fluxes including, nanolaminates [12,13], dispersion strengthened alloys 
[14,15], and self-organizing alloys [16–18].  Such materials are generally processed by far-from-
equilibrium methods.  Their function in reactor environments may further drive them from 
equilibrium, but not necessarily toward the same state as induced by the processing conditions.  
While such materials exhibit significant promise for nuclear applications, an inherent concern 
exists with regard to using these nanostructured materials for critical structural applications.  
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Namely, the mechanical properties of nanostructured materials tend to be dominated by 
microstructural features distributed at some characteristic length scale; e.g. Hall-Petch scaling, 
precipitate spacing, or lamella distance [19].  Heterogeneities in the microstructure whose length 
scales are comparable to this characteristic length scale may strongly impact materials properties.  
Therefore, as the length scales of a nanostructured material are reduced its mechanical properties 
may become more sensitive to heterogeneities, and such heterogeneities could evolve under the 
extreme conditions of the operational environment.  For example, the presence of a small 
concentration of abnormal grains whose sizes are >10x the mean can significantly affect 
mechanical properties [20]. Similarly, the strength of precipitate strengthened alloys can be 
significantly degraded when precipitate denuded zones have widths on the order of the precipitate 
spacing.  The work in this chapter seeks to explore this particular problem by investigating subtle 
microstructural changes occurring in a model alloy and correlating them with changes in hardness.  
If the gross microstructural descriptors, such as average grain size, precipitate size, and precipitate 
density can be well controlled, then it should be possible to investigate the role of any 
microstructural or chemical heterogeneities in affecting mechanical properties.   
The current chapter employs dilute Cu-W alloys as a model system for investigating the 
influence of high temperature irradiation on microstructural stability and resultant mechanical 
properties. The highly immiscible nature of this alloy and the low diffusivity of W solute motivates 
its selection for this study.  When present at concentrations greater than ≈ 0.5%, for example, W 
will precipitate out of Cu solid solutions under heavy ion irradiation even at cryogenic 
temperatures where Cu vacancies are immobile.  This occurs because Cu and W are immiscible in 
the liquid phase up to  2400 oC, which allows W to precipitate within thermal spikes produced 
by irradiation.  The W precipitates can coarsen below ~ 600 oC to a maximum of ~ 5 nm [21], 
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which is comparable to the diameter of the thermal spikes.  Recoils can also force W back into 
solution, and at low temperatures the system ultimately comes to a steady-state of randomly 
distributed W particles of diameter ≈1-5 nm.  The particle size remains stable up to ~ 600 oC, above 
which W becomes mobile in Cu and precipitates can begin coarsening via Ostwald ripening. Zener 
pinning in this alloy effectively controls the grain size below ~ 600 oC, and thus thermally driven 
grain growth is limited below this temperature.  Considering these factors, Cu-W represents a 
useful, chemically simple model for alloys relying on high densities of fine stable nanoprecipitates 
to provide strengthening and stability under irradiation, similar to nano- oxide dispersion 
strengthened alloys. Particles are stable and randomly distributed in the lattice of Cu-W up to 600 
oC, but their distributions around twins, grain boundaries, and other interfaces may be affected by 
differences in local thermodynamics and kinetics in and around these defects.  The associated 
heterogeneities in precipitate size and distribution that may arise adjacent to these defects should 
be highly sensitive to sample history, even under conditions where the bulk remains highly stable.  
For example Zhang et al. observed ≈7 and 10 nm wide W precipitate denuded zones around grain 
boundaries in Cu83.5Ag15W1.5 irradiated and annealed at 500 °C respectively following room 
temperature irradiation [22,23].   Although features like particle or compositional denuded zones 
are well known to effect mechanical properties, their influence at the nanoscale in nanostructured 
materials has received limited attention.  
As shown in Chapter 7, Cu-W solid solutions with composition between 1 and 12% were 
irradiated at room to form a uniform distribution of ≈1-4 nm nanoprecipitates with ≈ 1.3 at% W 
remaining in solution. Precipitation increased the hardness of the film relative to solid solution, 
and all the sample sets conformed well to existing mechanical models that assume uniform 
distributions of chemical and microstructural features.  The precipitated alloys scaled in a manner 
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consistent with Orowan strengthening (1/L1/2, where L is the precipitate spacing) and the solid 
solution alloy was consistent with the solid solution strengthening model proposed by Rupert and 
Schuh [24].  This portion of the research utilizes Cu-W as a model in which  amount of dissolved 
solute and nanoparticle homogeneity, i.e. precipitate denuded zones, are varied through a 
combination of thermal and irradiation treatments but at the same time leave the grain size and 
particle size largely unchanged.  We then characterize the resulting effect on mechanical properties 
and their mechanistic origin. 
8.2 Experimental results 
The Cu (111) XRD peak in as-deposited Cu99W1 and Cu94W6 thin films were at 2𝜃 angles 
consistent with complete solid solutions. In the RTirr +Tirr and Tann (Fig. 8.1), the Cu (111) peaks 
shift towards values associated with pure Cu (111).  By 600 oC, the solubility of W is no longer 
measurable in Cu in any of the samples. For example, the RTirr+Tirr in Cu99W1samples demonstrate 
a decrease in W solubility from ~ 0.78 ± 0.25 at.% after the RTirr to ~ 0 at.% for RTirr+500 °Cirr. In 
addition, a gradual sharpening of the W (110) peak in Cu94W6 with increasing irradiation 
temperature up to 600 °C is also evident. W precipitation is not observed directly in Cu99W1 due 
to the lower concentration of W in these samples. The broadening of the Cu peak remains constant 
with temperature, indicative of a lack of significant grain growth in these samples. Although, a 
small increase in the overall intensity of the Cu (200) peak is observed for the Cu99W1 samples 
irradiated at higher temperatures, the ratio of (111) and (200) intensities (I111/I200) increases from 
approximately ~15 for the RTirr sample to > 26 for samples irradiated at higher temperatures. This 
indicates an increase in Cu (111) texture at higher temperatures in comparison to room temperature 
irradiation. This increase is potentially a result of the preferential growth of the (111) grains by 
consuming the grains oriented along the (110) direction and similar results have been observed in 
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other FCC metallic films like Au [25]. No such changes were observed in Cu94W6. The intensities 
of the peaks are normalized with respect to the intensity of the Si (004) peak.  
 
Fig. 8.1 XRD spectra of the samples irradiated at different temperatures in (a) Cu94W6 and 
(b) Cu99W1 and of the samples annealed at different temperatures in (c) Cu94W6 and (d) 
Cu99W1 and (e) W solubility in Cu at different temperature for the RTirr+Tirr and Tann 
samples. 
The solubility in Cu94W6 after 400
oC annealing (Tann) calculated is 3.35 at% W, but by 500 
oC the 
solubility is approaching < 0.25 at.% W, consistent with thermal equilibrium. In contrast to the 
irradiated samples, the (111) peak of the annealed samples show gradual narrowing with increasing 
annealing temperature indicating grain coarsening. The results from annealing are in general 
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agreement with prior work [26].  The W solubilities in Cu deduced based on calibration from the 
Tann and RTirr+Tirr are shown in Fig. 8.1 (e).  
Fig. 8.2 presents Z-contrast HAADF images for Cu94W6 after different annealing 
treatments. The samples show a small increase in grain size from ~ 32 nm in the as-deposited state 
to ~ 65 nm at 400 oC. No significant additional increase in grain size was observed beyond 400 oC. 
These results are consistent with several studies on grain growth in immiscible alloys, and is a 
result of solute segregation to grain boundaries that both introduces a drag force on the boundary 
and reduces the driving force for growth [9,26,27]. Additionally, nanoprecipitates (distinct bright 
spots in the image) were observed in the samples thermally annealed above 500 oC. The 
nanoprecipitates, which were initially ~1.5 ± 0.3 nm in diameter and uniformly distributed in the 
lattice, coarsened to ~ 4.0 ± 0.6 nm with preferential nucleation at the GBs at 600 oC (refer inset 
in Fig.2(d)). Similar results were obtained in a previous study on 5 at.% W thin films [26]. The 
annealing behavior of the 1% alloy was comparable to those observed in Cu94W6 , however, in this 





Fig. 8.2 Z-Contrast HAADF images of Cu94W6 annealed at different temperatures. (a) as-
deposited, (b) annealed at 400 °C, (c) annealed at 500 °C and (d) annealed at 600 °C. No 
precipitates are observed in the (a) and (b) while precipitates with ~1.5 nm and ~5 nm 
average size are observed in (c) and (d). 
Room temperature irradiation of the two alloys under consideration resulted in a significant 
increase in grain size (to ~110 nm and 170 nm for Cu94W6 and Cu99W1, respectively), accompanied 
by W precipitation (Fig. 8.3). The precipitates in Cu94W6 and Cu99W1were ~2.6 ± 0.6 nm and ~3.9 
± 1.1 nm in diameter respectively. This is consistent with previous studies in other dilute Cu-W 
alloys where the precipitate sizes were on the order of 1-5 nm [21,23].  It is noteworthy that the 





Fig. 8.3 Z-Contrast HAADF images of (a) Cu99W1 and (b) Cu94W6 irradiated at room 
temperature. W precipitates appear as distinct white spots in the images (black circles in the 
Cu99W1). 
Following room temperature irradiation, the samples were either irradiated (RTirr+Tirr) or 
annealed (RTirr+Tann) at elevated temperatures. The results from the elevated temperature 
irradiation will be discussed first. Fig. 8.4 shows Z-contrast HAADF images of the samples 
irradiated at different temperatures. Upon irradiation at elevated temperatures, no significant grain 
coarsening was observed beyond that resulting from irradiation at room temperature; this is 
consistent with a previous study on Cu90W10 [21]. The W precipitates in Cu94W6 coarsened slightly 
from ~ 2.6 ± 0.6 nm at room temperatures to ~ 3.5 ± 0.8 nm at 400 oC. The precipitate density, Cp, 
(in atomic fraction) after irradiation at different temperatures was similar, Cp ~1.3x10
-4 and Cp 
~3.4x10-5 for the two alloys. Closer observation of the micrographs, however, reveals key 
differences between the samples in Fig. 8.4 and those irradiated at room temperature (Fig. 8.3). 
First, the precipitates in samples irradiated at higher temperatures tend to decorate the grain 
boundaries, and in some cases, they form of continuous network along these boundaries (Cu99W1 
RTirr+500
 oCirr for example in Fig. 8.4 (b)). Secondly, the increased grain boundary precipitate 
density is accompanied by a precipitate denuded zone (PDZ) adjacent to the boundary, denoted by 
arrows in figure 4. The average width of the PDZs is ~ 5.5 ± 1 nm for all samples irradiated at 
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elevated temperature.  A final difference is the formation of W-nanorods in the RTirr+600 
oCirr 
samples. Shu et. al [10] suggested that nanorods could be a result of the lower diffusion coefficient 
of W, which prevents precipitate spherodization and the absence of these nanorods at the lower 
temperatures could be a result of smaller radiation enhanced diffusion of W relative to ballistic 
mixing. The formation of nanorods, while an intriguing effect, will not be discussed further, here.   
 
Fig. 8.4 Z-Contrast HAADF images of (a) Cu94W6 and (b) Cu99W1 irradiated at elevated 
temperature post room temperature irradiation. W precipitates tend to segregate to grain 
boundaries along with the appearance of precipitate denuded zones (PDZs), which are 
indicated with the help of arrows.  
Past studies have shown that sputter deposition of nanocrystalline Cu results in the 
formation of a high density of {111} twins perpendicular to the growth direction [28–30]. The 
previous chapter showed that sputter-deposited Cu-W films also contain {111} twins, and that they 
tend to be oriented parallel to the surface.  The twin density in the as-deposited films, in fact, 
increases with increasing W concentration.  The twins, moreover, are more stable under irradiation 
and heat treatment in the more concentrated alloys as shown in Chapter 7 [31]. As shown for RTirr 
samples in Fig. 8.5, the W particles are randomly distributed relative to the twin boundaries.  Some 
W particles even appear to be twinned, following the crystallography of the Cu across the 
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boundary.  In the samples treated at high temperatures, for example RTirr+500 °Cirr in Fig. 8.5, the 
W precipitates tend to be absent from the Cu twins.  We also observe more interface dislocations 
in the RTirr samples than in the RTirr+500 °Cirr samples. The average twin spacing was ~ 3.3 nm 
and ~ 3.8 nm for the RTirr and RTirr+500 °Cirr samples respectively. 
 
Fig. 8.5 (a) and (b) Cross-section HAADF images of RTirr and RTirr+500 °Cirr samples 
showing the presence of precipitate denuded twin boundaries in the latter (indicated by red 
arrows) while the PDZs are absent in the former, (c) and (d) are high resolution HAADF 
images of the same samples, arrows indicate twin boundaries in the samples, the RTirr+500 
°Cirr sample shows a distinct area surrounding the twin which is devoid of precipitates and 
(e) and (f) are higher resolution inverse Fourier transformed HAADF images of the same 
samples. The red lines indicate twin boundaries and the boxed region shows lattice curvature 
around non-twin precipitates. 
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The TEM micrographs of the Cu94W6 samples annealed at elevated temperatures after room 
temperature irradiation are shown in Fig. 8.6. W precipitates are identified by the presence of 
Moiré fringes with a fringe spacing of ~ 1.1 nm. Similar to the case of the RTirr+Tirr samples, no 
significant grain coarsening was observed in these samples, which for all three cases had an 
average grain size of ~ 130 nm. The precipitate size increases from ~ 2.6 ± 0.6 nm for the RTirr 
sample to ~ 3.7 ± 0.8, 4.3 ± 0.7 and 4.9 ± 1.1 nm for samples post-annealed at 400 °C, 500 °C and 
600 °C respectively. In contrast to the RTirr+Tirr samples, the precipitates in the RTirr+Tann samples 
do not show continuous precipitation along the grain boundaries, but PDZs are still clearly visible 
around the grain boundaries.  
 
 
Fig. 8.6 BF-TEM images of Cu94W6 annealed at elevated temperature post room temperature 
irradiation. W precipitates are identified by the presence of Moiré fringes. 
This is seen most clearly in Fig. 8.7, which compares the Z-contrast HAADF images of the RTirr, 
RTirr+500 °Cirr and RTirr+500 °Cann samples. The average width of the PDZ is approximately 9.8 
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± 1.3 nm for the RTirr+500 °Cann sample, which is approximately twice that of the PDZs found in 
the RTirr+500 °Cirr  sample.  
 
Fig. 8.7 HAADF images of RTirr, RT+500 °Cirr and RTirr+500 °Cann showing the presence 
of precipitate denuded zones (PDZs indicated by red arrows) around grain boundaries in the 
samples thermally treated at higher temperatures. PDZs are absent in the sample radiated 
at room temperature. 
Measurements of nanoindentation hardness obtained from the Cu-W alloys after different 
processing conditions are presented in Fig. 8.8. It should be noted that the RT value for Tann 
samples is the hardness of the as-deposited film, while those for RTirr+Tirr and RTirr+Tann samples 
correspond to the hardness of the RTirr sample. As is expected RT irradiation increases the hardness 
of both alloys and is a result of combined effects of solid solution and precipitation strengthening 
as shown in chapter 7 [31]. All the elevated temperature treatments tend to reduce the hardness of 
the alloys from their corresponding room temperature values. After annealing from the as-
deposited state, the hardness decreases from ~ 4.6 GPa to ~ 1.9 GPa and 3.3 GPa to ~ 1.5 GPa for 
Cu94W6 and Cu99W1, respectively. These decreases in hardness are expected from the reduction in 
solid solution strengthening as W precipitates out of solution, and additional softening from the 
precipitate coarsening. In the samples irradiated at 400 °Cirr, (i.e., RTirr+400 °Cirr) the hardness 
decreases from its RTirr value but shows no further reduction with additional increases in 
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irradiation temperature. This is expected since no significant changes in the precipitate size, grain 
size, or PDZ width were observed in these samples. However, the solubility of the RTirr  sample is 
~ 1.3 at% greater than the samples irradiated at higher temperatures. A similar behavior was 
observed for the RTirr+Tann samples, but their hardness values were lower than those of RTirr+Tirr.  
An intriguing feature of the hardness data is the greater hardness of the RTirr Cu94W6 sample 
relative to the RTirr+Tann and RTirr+Tirr samples of the same composition. Cu94W6 samples 
irradiated at room temperature are the notable outlier in all the hardness data.  In prior work, this 
hardness was shown to be constant with dose > 0.75 dpa even as the grains grew from ≈ 32 nm to 
80 nm.  It is interesting then to understand why the hardnesses of the RTirr+Tirr samples are reduced 
by almost half.  The RTirr sample does have a higher dissolved W concentration, ≈ 1.3 at.%, but 
the hardness of this sample still well exceeds that of other samples.  The measured effects of 
precipitate size and grain size on hardness produce, in themselves, no overarching systematic 
trends; see Fig. 8.9 where the RTirr samples is an outlier in all of the data.  This is illustrated in 
Figs. 8.5 and 8.7, where It should be noted that the only common differences in microstructure 
between the RTirr, RTirr+Tirr and RTirr+Tann samples are the presence or absence of PDZs, GB 




Fig. 8.8 Nanoindentation hardness measurements of (a)Cu94W6 and (b) Cu99W1 under 
different processing conditions. The RT values are the as-deposited sample for Tann and 





Fig. 8.9(a) Hall-Petch plot showing hardness versus grain size, (b) hardness versus 
precipitate size and (c) hardness versus W solubility 
8.3 Discussions  
The primary findings of this study on the microstructural evolution and nanoindentation 
hardness of immiscible Cu-W alloys under different irradiation and annealing conditions can be 
summarized as follows: 
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1) The sizes of W precipitates in the two alloys, Cu99W1 and Cu94W6, are approximately the 
same during both elevated temperature irradiation and post-room temperature irradiation 
annealing; the average precipitate size was ~ 3.5 nm.  
2) The grain sizes of both alloys remain nearly constant during annealing or irradiation 
following room temperature irradiation. 
3) The spatial distribution of precipitates varies significantly with different processing 
conditions. While room temperature irradiation leads to a homogeneous distribution of W 
precipitates, elevated temperature irradiation produces a network of GB precipitates with 
an accompanying narrow layer of PDZ adjacent to it; PDZ’s are also present in samples 
that are thermal annealed post RTirr but without the network of GB precipitates.  
4) Thermal annealing of the as-deposited samples decreases the hardness of the CuW alloys. 
5) RTirr increases the hardness of the alloys from the as-deposited condition but further 
irradiation or annealing at elevated temperatures results in a decrease in hardness. The 
samples undergoing RTirr+Tirr have a greater hardness as compared to the RTirr+Tann 
samples.   
8.3.1 Precipitate evolution in dilute Cu-W alloys 
The absence of precipitates in the two Cu-W alloys annealed at 400 °Cann is largely a 
consequence of the extremely low atomic mobility of W in Cu [21,32], which becomes significant 
only at temperatures above ~ 0.6Tm.  This together with the low solubility of W in Cu, explains 
the small average precipitate size, ~ 5 nm, even after annealing at 600 °C.  
Vo et. al. [21] studied the evolution of strongly immiscible binary alloys and showed that 
precipitation in Cu-W alloys under irradiation derives predominantly from the large immiscibility 
of W in the liquid phase of Cu. During room temperature irradiation, therefore, W precipitates in 
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thermal spikes, and they grow by agglomeration of nearby W clusters and not by evaporation-
condensation reactions. Once the size of the precipitates approaches the size of the collision 
cascade ~ 5 nm, coarsening can no longer occur in the thermal spike and hence the size of these 
precipitates is restricted to this length scale. The lack of significant coarsening in the RTirr+Tirr 
samples is explained by the fact that the size of the thermal spike does not increase significantly 
beyond 5 nm until temperatures increase above 800 °C. Similarly, RTirr+Tann treatments, lead to 
precipitation during room temperature irradiation, but no additional precipitate growth during 
subsequent thermal annealing.  
8.3.2 Formation of Precipitate denuded zones (PDZs) 
PDZs and defect denudes zones have been observed in a large number of irradiated metals 
and alloys [6,33–35]. Some of the earliest evidence of PDZs was observed by Potter and 
McCormick around defect sinks such as loops in Ni-12.8 at.% Al sample [36] and more recently 
have also been observed around GBs in neutron irradiated austenitic stainless steels [37,38].  
We begin by noting that the W precipitates tend to segregate along the GBs even in the 
absence of irradiation as seen in for the 600 °Cann and for the RTirr+500 °Cann sample. But this 
segregation is enhanced in precipitate density in the RTirr+Tirr samples. Thus, the W precipitation 
at the GBs is a result of the lower free energy for heterogeneous nucleation at the grain boundaries 
i.e. it is a purely thermally driven event and might not be influenced by irradiation. In the RTirr+Tirr 
samples, the PDZs could occur as a result of the decreased W solubility after RTirr (~1.3 at%). 
Thus, the tendency of heterogeneous W precipitation at the GBs and the lower solubility of W in 
the matrix, drives a flux of W solutes away from localized regions in grain interior and into the 
grain boundary.  RTirr+Tirr samples contain boundaries decorated with particles, while the 
RTirr+Tann contain fewer particles.  This is rationalized on the basis that during annealing 
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coarsening along grain boundaries is fast relative to bulk Ostwald ripening leading to a lower 
density of larger particles.  In the RTirr+Tirr samples cascades will induce nucleation of W particles 
and if this process is frequent relative to the rate of GB diffusion then the particles will not coarsen 
significantly; i.e. self-organization along the grain boundary. The density of particles on the grain 
boundaries is higher than the lattice since it includes the W atoms not present in the PDZ.  In other 
words, self-organization can occur at the boundary where the flux to the interface resulting from 
diffusion is balanced by the forced mixing and precipitation induced by the ion beam.   
If thermal effects were to completely dominate, the PDZ width of both the RTirr+Tirr and 
RTirr+Tann samples would be expected to be the same. However, as discussed earlier the PDZ width 
of the RTirr+Tann is approximately twice as wide as those observed in the RTirr+Tirr samples at 500 
oC. In addition, the PDZ width remains approximately constant irrespective of the temperature in 
the latter case. This leads to the assumption that the GB PDZs in the RTirr+Tirr samples occurs as 
a result of self-organization, a competition between homogeneous distribution due to irradiation 
and GB precipitation due to diffusional transport to the  GB. Prior work on Cu-W multilayer 
samples demonstrated that recoils force W precipitates back into solution in the Cu matrix, where 
it can subsequently re-precipitate homogeneously as nanoparticles when annealed [11].  Therefore, 
while the distribution of W nanoparticles is stable in the RTirr+Tirr samples it is anticipated to be 
evolving dynamically to provide a self-organized steady-state distribution. The absence of W 
redistribution from the energetic recoils also explains the wider PDZs in the RTirr+Tann samples. A 
previous study on Cu alloys with W precipitates reported that the system enters the sink-limited 
regime at T >50 °C [39] and hence it is reasonable to assume that the current system enters the 
sink-limited regime at all temperatures used in the current study.  If the microstructure is constant 
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then the diffusivity is constant in the sink-limited regime, which would explain why the PDZ width 
is independent of temperature between 400 and 600 oC.  
If the above assumptions about self-organization are true, the width of the PDZ should 
approximately be given by: 𝑤 = √𝐷𝑡, where D is the radiation enhanced diffusivity (DRED) for the 
irradiated samples and the thermal diffusivity (DT) for the annealed samples. Since both these 
values are not available in literature, we attempt to calculate a rough estimate of DRED below. 
The steady state defect concentration according to rate theory is given by: 
𝜕𝑐𝑖(𝑣)
𝜕𝑡
= 0 = 𝜉𝐹𝑀𝐾𝑜 −
4𝜋𝑟𝑖𝑣
Ω






𝜉𝐺𝐵𝐷𝑖(𝑣)𝑐𝑖(𝑣) – (8.1) 
Where K0 is the defect production rate in dpa/s calculated with the NRT model and using 
SRIM and 𝜉𝐹𝑀 are the fraction of the freely migrating defects (assumed to be ≈ 0.01) [3]. Ω is the 
atomic volume, 𝐷𝑖(𝑣), 𝑐𝑖(𝑣) and 𝑐𝑝 are the diffusivity and concentration of vacancies and 
interstitials and the concentration of the precipitates respectively, 𝑟𝑝 and D are the radius of the 
precipitates and grain size respectively and 𝜉𝑝and 𝜉𝐺𝐵 are the sink efficiency of the precipitates 
and the grain boundaries respectively.  
The relative ratio of defects annihilating at precipitates versus grain boundaries in the sink-
limited regime is obtained by taking the ratio of the third and fourth term in the right side of 
equation (1). Using a value of D = 120 nm, 𝑟𝑝= 1.75 nm, K0 = 1.5x10
-2 dpa/s, Ω = 1.2x10-23 cm3, 
Cp = 1.3x10
-4 and 3.0x10-5 (volume fraction of precipitates in Cu94W6 and Cu99W1 respectively), 






 respectively. Previous investigations have shown that W 
precipitates in Cu matrix are poor sinks for irradiation induced defects due to the large lattice strain 
around the W precipitates. We however, calculate the value of DRED at both the extremes i.e. 
141 
 
precipitates are the primary sinks (𝑐𝑣 =
𝜉𝐹𝑀𝐾𝑜𝛺
4𝜋𝑟𝑝𝑐𝑝𝐷𝑣




) are the 
primary defect sinks. 




𝑣 𝐷𝑣𝑐𝑣, where 𝑑𝐶𝑢
𝑣  and 𝑑𝑊
𝑣  are the partial diffusion coefficients of Cu and W in a Cu matrix 
calculated using density functional theory [40,41]. Thus, the value of DRED calculated for Cu94W6 
at 500 °C assuming that the precipitates are the primary sinks is 𝐷𝑝
𝑅𝐸𝐷= 1.06x10-4 nm2/s which 
yields a PDZ width w = 0.62 nm and if the grain boundaries were the primary sinks   𝐷𝐺𝐵
𝑅𝐸𝐷= 
1.23x10-2 nm2/s yields a PDZ width of w = 6.65 nm. Thus, the PDZ forms as a result of the 
enhanced sink efficiency of the grain boundaries with respect to the precipitates. This is further 
supported by the fact the PDZ width remains approximately constant for both alloys, while the 
concentration of the precipitates approximately changes by a factor of 4.  
The width of precipitate denuded zones in the RTirr+Tann samples is somewhat challenging 
to calculate directly.  Its width should be on the order of 𝑤𝑃𝐷𝑍 ≈ √𝐷𝑇𝑡.  Using the value of W 
diffusion in Cu at 500 °C as calculated from DFT calculations (Dw = 3.9x10
-2 nm2/s) [41], and due 
to the absence of any defect production during annealing following room temperature irradiation, 
the defect production term is taken to be (𝜉𝐹𝑀𝐾𝑜) = 10
-5, the approximate excess vacancy 
concentration after room temperature irradiation [40], DT is calculated approximately by 𝐷𝑇 =
𝐷𝑊𝑐𝑣. Thus, the value of D
T
 calculated for Cu94W6 at 500 °C assuming that the precipitates are the 
primary sinks is 𝐷𝑝
𝑇= 7.2x10-2 nm2/s which yields a PDZ width w = 5.08 nm and if the grain 
boundaries were the primary sinks   𝐷𝐺𝐵
𝑇 = 20.8x10-2 nm2/s yields a PDZ width of w = 27.38 nm.  
The main challenge in predicting the PDZ width is accounting for the amount of vacancies 
annihilated by Frenkel pair recombination and at the Cu-W interfaces. Nevertheless, the 
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experimental PDZ width falls below this upper bound suggesting that the results and the proposed 
diffusional mechanism are reasonable. Fig. 8.10 summarizes the variation of PDZ width with 
temperature measured from experiments. 
 
Fig. 8.10 Variation of PDZ width with temperature with temperature for Cu99W1 and 
Cu94W6. The literature data for Cu83.5W1.5Ag15 from references [22,23] are also included for 
comparison. 
8.3.3 Mechanical Properties of annealed samples 
The decrease in hardness of the annealed samples can be explained on the basis of 
decreasing W concentration in solution with copper with increasing temperature. Rupert et. al. [24] 
showed that in nanocrystalline solid solution alloys, the yield strength is dependent on the emission 
of partial dislocations from the grain boundaries. According to this model, the increase in shear 




𝜀𝑛𝑐𝑐 − (8.2) 
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where GCu, is the shear modulus of copper, bCu, is the burgers vector of copper, D is the grain size 
and c is the composition of the solute and 𝜀𝑛𝑐captures the strain due to the change in shear strength 
and burgers vector due to W addition. The value calculated from this equation using a grain size 
of 25 nm is plotted as the blue dotted line in Fig. 8.11. It can be seen that the model overpredicts 
the hardness of the samples with 0 at.% W, although this could be the result of larger grain sizes 
~ 60 nm for these samples. In addition, the larger precipitate spacing in the samples annealed at 
600 oC, could reduce the hardness further.  
 
Fig. 8.11 Nanoidentation hardness of annealed Cu94W6 and Cu99W1 plotted as a function of 
W solute concentration. The blue dotted line is the predicted curve from equation (2) using 
a grain size of 25 nm and is the same line for the samples irradiated at 0.5 dpa in Fig. 7.7 (a). 
The overestimation at 0 at% is a result of the difference in grain size in the annealed samples. 
8.3.4. Mechanical Properties of samples with precipitates and PDZs 
This section discusses the mechanical properties of the irradiated samples (RTirr+Tirr and 
RTirr+Tann). As noted in section 8.3, the variation in the hardness of these samples cannot be 
explained by the grain size or precipitate size (refer Fig. 8.9). We identified two major 
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microstructural heterogeneities in the high temperature samples not present in the RTirr material; 
specifically, precipitate denuded zones around grain boundaries and isolation of precipitates from 
twin boundaries.  The length scales of the heterogeneities around the grain boundaries are larger 
than those surrounding the twins and slip on twin boundaries is not necessarily favorable.  The 
average twin spacing is not affected by the high temperature processing. For these reasons, we 
suggest that the precipitate denuded zones primarily account for the reduction in hardness 
associated with the heat-treated material. 
The size of these PDZs measured from multiple grains is found to be approximately 0 nm, 
5.5 ± 1 nm and 9.8 ± 1.3 nm for the RTirr, RTirr+500 °Cirr and RTirr+500 °Cann respectively. The 
increase in PDZ width amongst these samples correlates with a decrease in hardness from 5.64 ± 
0.18 GPa to 3.21 ± 0.15 GPa to 2.39 ± 0.45 GPa.  PDZs have been shown to decrease the yield 
strength in polycrystals of superalloys [42–44]. For example, Krol et. al [44] showed that only a 
very small volume of PDZs (~1.1%) is required to cause significant softening in these superalloys. 
One of the earliest works on the effect of PDZ width on yield strength showed that a certain 
minimum value of PDZ width (wmin) exists below which no effect on yield strength should be 
observed [45]. According to this work, this PDZ width (wmin) should be greater than 1.7(Lmin-d). 
where Lmin is the square lattice spacing of the precipitates given by Lmin=d(πωq/f)
1/2 where, d is the 
average precipitate diameter, f is the volume fraction of the precipitate and ωq is a constant, ~ 0.05. 
The average particle volume fraction varies from ~0.06 – 0.08 for all the samples. Using the 
average particle size of ~ 3.5 nm and the particle volume fraction of ~ 0.08, we obtain the value of 
wmin ~1.5 nm and, as mentioned in section 8.2, this value of wmin is ~ 3 times smaller than the 
average PDZ width of the RTirr+Tirr and 6 times smaller than the RTirr+Tann samples at T>500 
oC. 
This supports the hypothesis that softening of the samples results from nanoscale PDZs. 
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The mechanism by which the PDZs soften the irradiated Cu-W alloys is not completely 
understood, but several possibilities exist.  
(1) It has been shown in Chapter 7 that strengthening in room temperature irradiated Cu-W 
alloys follows an Orowan like scaling relationship [31]. If we assume a similar mechanism 
operates at elevated temperatures, the interparticle spacing (l) used in Orowan scaling could 
depend on the presence or absence of PDZs. The interparticle spacing (l), will be the true 
spacing between the precipitates for samples containing no PDZs (RTirr) and the width of 
the PDZ for samples containing these PDZs (RTirr+Tirr and RTirr+Tann). Plotting the 
hardness against (1/l) (Fig. 8.12) produces a reasonable linear relationship as expected from 
the Orowan scaling at smaller values of 1/l since the logarithmic term is important only at 
higher values.  The plot combines RTirr samples, which contain ≈ 0.7 at% W in solution 
with high temperature processed samples containing ≈ 0 at%W in solution.  While the 
hardening effects are not necessarily additive, this amount of W produces a ≈ 0.7 GPa 
increase in hardness relative to pure Cu of equivalent grain size.  This explains the minor 
outlier point in Fig. 8.12, which is associated with the Cu99W1 sample irradiated at room 
temperature (open symbol at 0.12 ).  Regardless, Fig. 8.12 indicates that PDZ width from 
high temperature samples and interparticle spacing from low temperature samples together 
produce a general trend in hardening behavior.  This agrees well with our hypothesis that 




Fig. 8.12 Nanoidentation hardness of RTirr (open symbols), RTirr+Tirr, RTirr+Tann (solid 
symbols) samples as a function of 1/l, the value of l used depends on the presence or absence 
of PDZs with the solid symbols also indicating the use value of the PDZ width for l.  The RT 
samples are also differentiated here by the open symbols to denote that they contained ≈0.7-
1.3 at%W in solution in Cu, which likely provides some hardening effect. 
 
(2) Hardening of nanograined material often relates to the emission of dislocations from grain 
boundaries, adsorption of dislocations into the grain boundaries, and grain boundary 
sliding. These are typically not independent since, the emission or adsorption of a 
dislocation produces an appreciable amount of grain rotation and sliding in nanograined 
materials [46,47]. Precipitate denuded zones that also lack solute, and associated solid 
solution strengthening, provide an easy path for dislocation emission and adsorption.  Grain 
boundary precipitates in the RTirr+Tirr might be expected to affect the propensity for grain 
boundary sliding, but a limited effect is measured [48,49], in agreement with MD 
simulation [50]. A high density of grain boundary precipitates could also enhance local 
stress concentrations that favor dislocation nucleation [51]. However, the degree of 
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softening could still depend on PDZ width since the activation volume for dislocation 
nucleation and absorption may be on the order of the PDZ width.  
(3) Another possibility is the occurrence of cross-slip of a/2 <110> dislocations within these 
PDZs similar to those observed in the aforementioned Ni-superalloys [44]. These cross-
slips could occur to accommodate grain rotation or grain sliding commonly observed in 
nanocrystalline materials. The a/2 <110> dislocations emitted from the GB sources could 
easily move through the precipitate free PDZ through cross-slip or double cross-slip at 
extremely low stresses and pileup at the boundary between the PDZ and the adjacent hard 
grain interior containing precipitates. This pileup could enhance the internal stresses in the 
boundary and further movement through grain interior requires significantly lower stresses 
than required for PDZ free alloys.  
Regardless of the operating mechanism, the presence of nanoscale PDZs lead to 
considerable reduction in the hardness of nanostructured alloys.  In fact, the presence of a high 
density of hard nanoprecipitates in the grain interior has little effect on the hardness of these 
alloys when PDZs are present.  The findings have important implications for understanding 
the role of nanoparticles in affecting hardness and strength of nanograined alloys, particularly 
for elevated temperature applications where nanoscale PDZ’s could form in-situ.   
8.4 Conclusions 
The microstructural evolution of CuW alloys with two different W compositions was 
investigated. The precipitate and grain size remain approximately constant after room temperature 
irradiation during high temperature irradiation and annealing. However, irradiation at elevated 
temperature results in the formation of a PDZ with a width of ~ 5.5 nm which forms as a result of 
self-organization due to competition between GB precipitation from thermal diffusion and 
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homogeneous precipitation from irradiation induced recoils. Annealing at 500 °C following room 
temperature irradiation results in PDZs with approximately twice as large as those found in the 
case of elevated temperature irradiation at 500 °C. In addition,  the strength and nanohardness of 
these alloys is strongly dependent on the width of the PDZs.  
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CHAPTER 9  
CONCLUSIONS AND PERSPECTIVES 
9.1 Irradiation induced creep 
This thesis work focused on understanding the effect of nanostructuring and specifically 
the grain size (pillar size) on the observed creep compliance of  FCC materials in the sink-limited 
regime using novel in-situ TEM based micro and nanoscale mechanical test methodologies.  
Our results in Ag nanopillar indicate that the creep strain rate increased parabolically with 
pillar size ~ 300–400 nm and saturates beyond this regime which was a result of the relative flux 
of point defect to the internal sinks (dislocation loops) versus the pillar surface. Through rate theory 
calculations, we were able to show that for smaller values of pillar size, L, the fraction of defects 
annihilating at loops varies as L2, consistent with observed trend in creep rate. At higher values of 
L, nearly all the defects annihilate at the loops and hence the creep rate becomes nearly independent 
of the pillar size.    
A quantitative understanding on the effect of temperature and grain size on the creep 
compliance was obtained in candidate HEAs. The activation energy for vacancy migration in the 
recombination regime was observed to ~ 0.7 eV, thus showing that sluggish diffusion, commonly 
cited in these materials has very little effect on the observed creep behavior of such alloys. The 
observed creep rate varied linearly with the applied stress and the creep compliance in the sink-
limited regime, was found to be inversely proportional to the grain size of the HEA. Finally, the 
observed creep compliance was similar to the compliance values measured from nc-CuW alloys 
hence showing that in nanocrystalline materials, the grain size dictates the diffusion behavior of 
point defects and hence the creep response of these materials. Some questions need to be answered 
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prior to the application of HEAs to next generation reactors include understanding the effect in 
coarse-grained samples rather than nanocrystalline alloys. Is the creep compliance significantly 
different in the bulk scale in comparison to the nanocrystalline regime? Does the recombination 
regime extend to higher temperatures in the bulk samples and how does pre-existing dislocations 
affect the creep process and does the density have a significant effort? 
Results from electron beam induced creep experiments in a-SiO2 and FeBSi indicate that 
IIF in these materials is essentially a result of the production of Frenkel-pair like defects and not 
necessarily from thermal spikes, since the temperature increase in the current experimental setup 
was  lower than the glass transition temperature required for relaxation around thermal spikes. 
However, an interesting feature of the current study is that our results indicate that any recoil with 
energy greater > 0 eV can produced fractional point defects thus contributing to creep in these 
materials. In addition, the need for light elements is  highlighted by the absence of creep in CuTi 
and CuTa metallic glasses. Molecular dynamics simulations are required to accurately predict a 
lower bound for the threshold energy in these amorphous materials.  
It was mentioned in chapter 1, that there is a need to quantitatively map the dependence of 
creep compliance on the grain size to better design materials for various components of a reactor. 
By combining the results of the three studies with the available literature values for bulk samples, 





Fig. 9.1 Variation of creep compliance (B) with inverse grain size (L). The values for Ag and 
HEA are obtained from the current study while the bulk values and values of ODS and nc-
Cu and nc-CuW are obtained from literature [1–4].  
9.2 Strengthening mechanisms in irradiated CuW alloys 
 Nanoindentation hardness and pillar compression measurements first reveal that as-
deposited Cu-W solid-solutions conform to the nanograin strengthening mechanism proposed by 
Rupert and Schuh [5].  Subsequent irradiation of these samples induces precipitation of semi-
coherent ~ 2-4 nm W particles for alloy concentrations above the irradiation induced solubility 
limit, ~ 1 at.%.  This precipitation hardens the alloys with the strengthening scaling with 
interparticle spacing, in a manner consistent with the Orowan equation.  Post irradiation annealing, 
or high temperature irradiation up to 500 oC, reduce the hardness by a factor of 2-3, with negligible 
change in grain and precipitate size, and a reduction in solubility too small to account for this 
result.  However, high temperature treatments also result in non-random precipitate distributions 
with respect to twins, introduce small precipitate denuded zones at grain boundaries, and enhance 
the coherency of the precipitates.  The width of the PDZs is approximately constant with irradiation 
temperature indicating that the PDZs are a result of self-organization around GBs and a simple 
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diffusivity calculation shows that GBs act as primary sinks for irradiation induced point defects 
and the theoretical prediction from rate theory w ~ 6.65 nm is similar to the experimentally 
determined width of 5.5 nm. In addition, the samples annealed post RTirr had a greater precipitate 
width. One of the fundamental limitations of the current study was the lack of data for the annealed 
samples at 400 °C and 600 °C which makes a quantitative determination of the PDZs in the 
RTirr+Tann a little challenging. In addition, it is currently unknown if the PDZ width has a 
irradiation dose dependence i.e. does the width increase with increasing dose before saturating 
similar to the behavior of precipitates. Are similar effects observed in binary and ternary systems 
under other driven conditions such as severe plastic deformation? While nanoindentation and pillar 
compression provide a good estimate of the hardness/yield strength, it provides almost no estimate 
of the ductility/flow behavior and this requires the use of in-situ TEM based tensile test to 
quantitatively predict the ductility, strain hardening behavior etc. 
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APPENDIX A  
IN-SITU TEM STUDY OF IRRADIATION INDUCED DETWINNING IN 
Cu AND Cu99W1 
As mentioned in chapters 7 and 8, high-density of growth twins are frequently observed 
during physical vapor deposition of metallic FCC films. These films usually consist of Σ3{111} 
coherent boundaries (CTB) and Σ3{112} incoherent boundaries (ITB). Such nanotwinned (NT) 
metals have garnered significant research interest due to their excellent mechanical properties [1,2] 
and superior irradiation and thermal tolerance [3–5]. For example, several in-situ TEM studies 
have shown that the coherent boundaries in NT metals act as sinks for radiation induced defects 
resulting in reduced defect densities in comparison to their coarse-grained counterparts [6–8]. 
However, the 𝑏 =
𝑎
6
< 12̅1 > Shockley partials that make up the incoherent boundaries can glide 
under the application of an external stimulus, causing the migration of the twin boundaries which 
eventually results in detwinning and a decrease in the overall twin density.    
In chapter 7, it was shown that detwinning results in a decrease in hardness of monolithic 
Cu films under irradiation. In addition, the degree of detwinning increased with an increase in 
irradiation dose. This resulted in a competition between strengthening from irradiation induced 
defect clusters and weakening from detwinning which eventually reached a steady state at 2 dpa 
(refer Fig. 7.2). W solutes and precipitates prevent such detwinning even at doses as high as 20 
dpa in the alloyed samples resulting in enhanced irradiation tolerance of the nanotwins in these 
alloys. This section describes the preliminary results from an in-situ TEM study detailing the 
evolution of incoherent and coherent twins in Cu and Cu99W1.  
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The variation of twin spacing in the as-deposited state is shown in Fig. A.1. As seen, the 
average initial thickness (measured as the spacing between two successive twins) is approximately 
three times lower in Cu99W1 (tavg = 12.96 ± 4.7 nm ) when compared to Cu (tavg =35.49 ± 19.8 nm). 
It should be noted that the samples used in this study where different from those utilized in 
Chapters 7 and 8 but the average spacing of the Cu99W1 is consistent with those observed in the 
previous cases whereas the tavg for Cu is approximately twice as large as those obtained in the 
previous case. 
 
Fig. A.1 Variation of twin thickness in as deposited Cu99W1 and Cu showing a decreases 
thickness in Cu99W1. 
The detwinning of a single twin in pure Cu through the migration of the ITB during room-
temperature irradiation is shown in Fig. A.2(a) and as seen in Fig. A.2(b), the detwinning behavior 
is not continuous but rather occurs as a result of simultaneous growth and reduction of twin length. 
Fan et. al [3] studied the mechanism of detwinning in pure Cu under Kr irradiation and showed 
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that detwinning occurs as a result of the absorption of  Frank loop (𝑏 =  
1
2
[110]) by the glissile 
Shockley partial (𝑏 =
1
6




Retwinning occurs a result of the reformation of a glissile partial from the interaction between the 
sessile Frank partial and a Frank loop (refer Fig. A.2 for the corresponding interactions between 
the twin and the defect loop). The reactions for detwinning and retwinning are represented by 


















[112] – (A.2) 
 
Fig. A.2 Irradiation induced detwinning in pure Cu. Variation in twin length at (a) 1 dpa and 
(b) 4.2 dpa. (c) shows the variation of twin area as a function of irradiation dose and (d) 
shows the interaction between defect loops (bounded by black circles) with the Frank partials 
in the Cu twin resulting in detwinning and retwinning (shown by violet arrows). 
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  The variation in twin length of for few twins in Cu99W1 marked by arrows during room-
temperature irradiation in Fig. A.3(a) are shown in Fig. A.3(c). Note that the twin segments in the 
Cu99W1 sample unlike the pure Cu sample are completely bound by the grains and incoherent 
segments are absent in these twins. This could be a result of the increase in the stacking fault 
energy of Cu due to the addition of W solutes and similar results have been observed in other FCC 
metals with BCC solutes [7,8].  The first observation is the absence of significant detwinning in 
the alloyed sample in contrast to pure Cu even at irradiation doses as high as 10 dpa and 
surprisingly, some twins showed an increase in length. Additionally, as evident from Fig. A.3(b), 
a few twins exhibit a characteristic ‘V-curve’. This was not a result of ITB migration but rather a 
result of change in grain size due to irradiation.    
 
Fig. A.3 Irradiation induced detwinning in Cu99W1. Variation in twin length at (a) 0.1 dpa 
and (b) 10 dpa. (c) shows the variation of twin length  as a function of irradiation dose for a 
few twins. 
 The velocity of ITB migration is obtained from the slope of the linear fit to the twin length 
– dose curve and is plotted as a function of inverse twin thickness (1/t) for both Cu and Cu99W1 in 
Fig. A.4(a). The velocity of migration for Cu increased linearly with a decrease in twin thickness 
and the velocity remained almost constant for twins with thickness greater than 20 nm. The 
velocity of twin migration is related to the excess CTB energy (γSF = 24 mJ/m2 for pure Cu [9]) 











 =  – (A.3) 
where, M0 is the defect mobility and ΔQ is the activation energy for twin migration. Thus, a twin 
with smaller thickness would have a greater driving force for detwinning compared to a twin of 
larger thickness consistent with the observed behavior for Cu in Fig. A.4(a). However, almost all 
the twins in Cu99W1 had a velocity of 0 nm/dpa which could result from both an increase in γ and 
an increase in the activation energy of for twin migration. The activation energy for detwinning in 
Cu was calculated to be ~ 0.34 ev/atom while the value for Cu99W1 was at least two orders of 
magnitude greater. In addition, the defect density as a function of irradiation dose was 4 times 
lower in Cu99W1 in comparison to pure Cu (refer Fig. A.4(b)). This greater defect density in Cu at 
doses > 0.2 dpa could cause increased interactions of defects with ITBs and hence a faster 
detwinning in Cu.  
 
Fig. A.4(a) Velocity of ITB migration as a function of inverse twin thickness (1/t) and (b) 
variation of defect density as a function of irradiation dose. 
 Several possible reasons could explain the absence of detwinning in Cu99W1 in comparison 
to pure Cu.  
(1) The glide force on a Shockley partial with burgers vector b1 is given by [10]: 
161 
 
𝐹𝑥 = −𝑏1𝜏𝑦𝑥 + 𝐹𝑏1𝑏2 + 𝛾𝑆𝐹 + 𝐹𝑃 – (A.4) 
where, 𝐹𝑏1𝑏2 and 𝛾𝑆𝐹 represent the resistance for migration of 𝑏1 due to attractive force between 
b1 and b2. While 𝛾𝑆𝐹 is low for Cu (24 mJ/cm
2
 [9]), the addition of even 1 at% W whose 𝛾𝑆𝐹 is 
higher (50 mJ/cm2 [11]) could result in an increase in the resistance to the migration of ITB. 
However, it should be noted that 𝛾𝑆𝐹 here is for pure W and does not account for the replacement 
of Cu with W in the {111} or {112} plane and DFT calculations are required to accurately predict 
the value of 𝛾𝑆𝐹 for Cu99W1.  
 (2) As evident from Chapter 7, irradiation of Cu99W1, results in the formation of W precipitates 
and these W precipitates could act as better sinks for irradiation induced point defects in 
comparison to the ITBs which could also result in decreased interaction between the ITBs and 
defect loops and hence slower detwinning in Cu99W1 in comparison to pure Cu. This was made 
more evident by comparing the stage II defect annihilation time at twins and matrix for both Cu 
and Cu99W1 (Fig. A.5). The average defect annihilation time at twins was approximately the same 
for both pure Cu (10.9 s) and Cu99W1 (10.1 s) but the annihilation time in the matrix was 
significantly lower in Cu99W1 (5.5 s) in comparison to pure Cu (13.2 s). In addition, the average 




Fig. A.5 Average defect annihilation time for Cu99W1 and Cu. The average defect 
annihilation time at twins was approximately the same for both pure Cu (10.9 s) and 
Cu99W1 (10.1 s) but the annihilation time in the matrix was significantly lower in Cu99W1 
(5.5s) in comparison to pure Cu (13.2 s). In addition, the average defect size was smaller in 
the alloy compared to pure Cu. 
(3) The solute drag effect from W solutes could also retard ITB migration and suppress detwinning 
in Cu99W1. Using the expression for grain boundary mobility to ITB migration, the mobility of 
ITBs (M) can be obtained from the diffusivity of W solutes (DW), concentration of solutes (C) and 







 – (A.5) 
Since  the diffusivity of W is significantly lower than Cu, this could lead to solute drag of the 
partials resulting in lower ITB migration. Similar solute drag mechanisms have been observed 
using MD simulations in Cu with Ag solutes [12].  
(4) Finally, it should be noted that W is oversized in Cu which results in a compressive stress 
field around the W solutes thus enhancing the defect trapping at solute sites and lowering the 
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