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ABSTRACT
In e-commerce, consumer-generated videos, which in general de-
liver consumers’ individual preferences for the different aspects
of certain products, are massive in volume. To recommend these
videos to potential consumers more effectively, diverse and catchy
video titles are critical. However, consumer-generated videos sel-
dom accompany appropriate titles. To bridge this gap, we inte-
grate comprehensive sources of information, including the content
of consumer-generated videos, the narrative comment sentences
supplied by consumers, and the product attributes, in an end-to-
end modeling framework. Although automatic video titling is very
useful and demanding, it is much less addressed than video cap-
tioning. The latter focuses on generating sentences that describe
videos as a whole while our task requires the product-aware multi-
grained video analysis. To tackle this issue, the proposed method
consists of two processes, i.e., granular-level interaction modeling
and abstraction-level story-line summarization. Specifically, the
granular-level interaction modeling first utilizes temporal-spatial
landmark cues, descriptive words, and abstractive attributes to
builds three individual graphs and recognizes the intra-actions
in each graph through Graph Neural Networks (GNN). Then the
global-local aggregation module is proposed to model inter-actions
across graphs and aggregate heterogeneous graphs into a holis-
tic graph representation. The abstraction-level story-line summa-
rization further considers both frame-level video features and the
holistic graph to utilize the interactions between products and back-
grounds, and generate the story-line topic of the video. We collect
a large-scale dataset accordingly from real-world data in Taobao, a
world-leading e-commerce platform, and will make the desensitized
version publicly available to nourish further development of the
research community1. Relatively extensive experiments on various
datasets demonstrate the efficacy of the proposed method.
1Dataset available at https://github.com/LightGal/VideoTitling
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1 INTRODUCTION
Nowadays, a massive number of short videos are being generated,
and short video applications play a pivotal role in the acquisition of
new customers [6]. In e-commerce, a great many consumers upload
videos in the product comment area to share their unique shop-
ping experiences. Different from professional agency-generated
videos (e.g., Ads), which may deliver a wealth of official informa-
tion, consumer-generated videos depict consumersâĂŹ individual
preference for the different aspects of certain products, which prob-
ably tempt others to buy the same products. Therefore, we are
more interested in recommending consumer-generated videos to
potential consumers. For video recommendation, it is in general
appropriate to generate a descriptive and memorable title for the
given video to have potential consumers know the benefit they will
receive before diving into the full video contents.
Although the consumer-generated videos often accompany the
user-written descriptive comments, these comments are infeasible
to be directly taken as titles since many commentary sentences
often emphasize the consumersâĂŹ intuitive perception of some
shopping experience (e.g., the logistics and the services) irrelevant
to the products themselves (e.g., the functionality of products). To
this end, we seek an appropriate way to generate titles of consumer-
generated videos from the perspective of distilling overall mean-
ingful information depending on the following three kinds of facts:
1) the consumer-generated videos, which visually illustrate the
detailed characteristics and story-line topics of products; 2) the
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Figure 1: An illustration of task definition and two real appli-
cation scenarios in Mobile Taobao, i.e., Trending Video Top-
ics (left) and Selected Buyers Show (right).We aim to generate
titles for consumer-generated videos considering the narra-
tive comments and the attributes of associated products.
comment sentences written by consumers, which mainly narrate
the consumersâĂŹ preference to different aspects of products as
well as consumersâĂŹ shopping experience; 3) the attributes of
associated products, which specify the human-nameable qualities
of the products (e.g., functionality, appearance). It can be observed
that each of them contains unique and beneficial information that
should not be overlooked. We name our task as product-aware video
titling ( the generation of video titles). Figure 1 illustrates two real
application scenarios of video titling âĂŞ Trending Video Topics
and Selected Buyers Show in Mobile Taobao, which is the largest
online e-commerce platform in China.
To the best of our knowledge, we are the initiative to investi-
gate such a problem in a real complex scenario. One related and
general task in the literature can be video captioning. The challeng-
ing and practical nature of the task lends itself to various models
[24, 36, 38, 42]. However, these RNN-Encoder based methods have
limitations. On the one hand, these methods model the video solely
in the frame-level, which may be suitable for describing videos as
a whole (i.e., recognizing main objects and general actions such
as " a man is playing basketball") but may fail to recognize the
distinguishing features of products as well as the dynamic change
of fine-grained landmarks, i.e., different key-points of products. On
the other hand, the original encoder-decoder framework of RNNs
is incapable of systematically employing and aggregating the three
kinds of information: the visual spatial-temporal dynamics in the
video, the narrative description in commentary sentences and the
human-nameable aspects of products.
To mitigate these problems, we propose a new learning schema
named Graph based Video Title generator abbreviated as Gavotte.
Specifically, Gavotte is hierarchically comprised of two sub-processes,
i.e., granular-level landmark modeling and abstraction-level story-
line summarization. The granular-level sub-process represents the
three kinds of information ( i.e., the consumer-generated video, the
narrative commentary sentence, as well as the attributes of the
associated product) as three individual graphs, in order to better
capitalize on the intra-actions of granular-level cues inside three
kinds of information. Furthermore, the sheer difficulty of capturing
the inter-actions of different heterogeneous graphs and aggregating
these graphs has not been well investigated yet in the literature. To
this end, we propose a Global-local Aggregation module enhanced
with the soft attention mechanism to effectively model the inter-
actions and aggregate heterogeneous graphs into a holistic graph
representation. Since consumers usually customize their favorite
products with the social surrounding and physical environment
(e.g., lighting and decorations) in demonstration videos, it is ben-
eficial to appropriately utilize the interactions between products
and backgrounds in order to generate better titles. To capture such
information in the frame-level and story topic at the video-level,
the abstraction-level story-line summarization process models the
temporal structure of frames using RNNs with the guidance of
granular-level features, driven by the empirical observation that
the high-level semantics such as the topic and style are closely
related to the local details.
To accommodate our research and applied system development,
we collect a large-scale video title generation dataset, named Taobao
video titling dataset (T-VTD) from real-world e-commerce scenario.
T-VTD contains about 90,000 <video, comment, attributes, title>
quadruples, and is several orders of magnitude greater than most
general video captioning datasets considering the quantity and total
length of videos. For natural language data, T-VTD has an extensive
vocabulary and less repetitive information. Notably, compared to
captions from existing video datasets, which mostly describe the
objects directly, the titles in our datasets depict different levels of
information, including the fine-grained characteristics, the main
category, and the overall style of the products as well as video topics.
These new features of T-VTD pose many new challenges for general
video captioning research and other diversified research topics.
We make the desensitized version of T-VTD publicly available to
promote further investigation and make our model reproducible.
In summary, the main contributions of this work are three-fold.
• We devise a new learning schema for general video caption-
ing by employing the flexible GNNs and the hierarchical
video modeling processes, i.e., the granular-level landmark
modeling, and the abstraction-level story-line summarization.
• Weadvocate investigating the real-world problem in e-commerce,
named product-aware video titling, and propose the Global-
local Aggregation module to capture the inter-actions across
heterogeneous graphs and aggregate them into a holistic
representation.
• We conduct relatively extensive experiments across various
measurements, including human evaluation and online A/B
test, on a large industry dataset from the Mobile Taobao. We
will also release the Taobao dataset to further nourish the
research community.
2 RELATEDWORKS
2.1 Video Captioning & Title Generation
For traditional video captioning, template-based methods have
made substantial improvements for their ease-of-use and reliable
performance [13, 17, 31]. Nevertheless, these kinds of methods
highly depend on manually and carefully predefined templates.
They are also limited in expression ability since only partial output
(word roles, such as subject, verb, and object) is generated.
Notably, deep learning based video captioning methods obtained
great success and can mitigate the problems above. Most of them
rely on frame features pre-extracted by other off-the-shelf gen-
eral video understanding models [10, 14]. Venugopalan et al.[37]
proposes to represent the video as mean-pooled frame features.
More advancedmethods employ the effective sequence-to-sequence
encoder-decoder architecture [36], hierarchical RNN design [24],
and soft-attention mechanisms [42]. More recently, Wang et al.[38]
proposes a reconstruction backward-flow to re-generate the input
frame features both locally and globally, ensuring that the decoder
hidden vectors contain the necessary video information. Livebot
[23] employs a Unified Transformer Model to generate live video
comments based on frames and surrounding comments. The main
differences between our proposed method and the above are mainly
two-fold: 1) They solely model the video in the frame-level to rec-
ognize the main object and general event for captioning. Gavotte
represents landmark-level features among video frames as a video
landmark graph to better capture the granular cues of products for
product-aware video titling. 2) These models are incapable of model-
ing the comprehensive sources of facts. We propose the global-local
aggregationmodule to model the fine-grained inter-actions between
these facts and aggregate them into a holistic representation.
To the best of our knowledge, Zeng et al.[44] is currently the only
work that investigates video title generation, which aims to capture
the most salient events in videos by proposing a highlight detector.
However, this design requires highlight moments annotation for
training the highlight detector, which does not apply to our task.
It may not recognize the fine-grained characteristics due to the
frame-level representation, and cannot model the comprehensive
sources of input facts, either.
2.2 Video Graph Representation
To exploit special relationships besides the over-explored sequential
frame dependencies, there are several lines of works representing
video as graphs. Wang et al.[40] firstly represents the objects within
and across frames as a spatial-temporal graph for video action recog-
nition. Following this, VRD-GCN [27] builds a video graph using a
similar setting and design the ST-GCN module to perform informa-
tion propagation. AGNN [39] views frames as nodes and models
the fully-connected relationships using Graph Neural Networks.
To capture the video segment level interactions, Zeng et al.[45]
represents the pre-extracted segment proposals as the graph for
action localization. To the best of our knowledge, our work is an
early attempt to apply video graph representation for describing
videos in natural language. We differ from the above methods by
representing the granular-level landmark cues as a graph instead
of the object- or frame-level information. Notably, besides the vi-
sual graph, we also represent information of other modality and
other structures (i.e., the narrative description, and human-namable
attributes) as graphs. We design the global-local aggregation mod-
ule to align and aggregate heterogeneous graphs into a holistic
representation rather than single graph modeling.
Notation Description
e, v, G the edge, vertex and graph
e, v the edge weight / the vertex feature
V the set of vertex features
p, r position/type embedding
N the number of nodes / the length of sequence/set
D the dimension of features
Li , li, j landmarks feature set of the ith frame / the jth feature
X, xi the sequence of frame features / the ith frame feature
W, b linear transformation / bias term
H, ht the sequence of RNN hidden features / the feature at step t
Table 1: Notations
3 METHODS
3.1 Overview
Given a consumer-generated video comprised of Nv frames, i.e.,
{xi }i=1, ...,Nv , a consumer-written comment of Nw words, i.e.,
{wt }t=1, ...,Nw and the Na -sized attributes set, {ak }k=1, ...,Na , of
the associated product, the goal is to generate an abstractive and de-
scriptive video title {cm }m=1, ...,Nc for e-commerce mobile display.
The main challenges of video titling come from the multi-modal
and multi-source nature of the input information, and the sheer
difficulty of capturing multi-grained cues within the video. Our
proposed model recasts the generation procedure as two heuris-
tic sub-processes, namely granular-level interaction modeling and
abstraction-level story-line summarization to hierarchically and com-
prehensively model the three kinds of information.
In the granular-level interaction modeling process, we firstly rep-
resent the three kinds of information as individual graphs, includ-
ing the video landmark graph Gv , the comment graph Gc , and
the attributes graph Ga , separately. These graphs focus on particu-
larly fine-grained information. We obtain the intra-actions of the
granular-level cues in each graph using the flexible and effective
Graph Neural Networks. To exploit the inter-actions and dependen-
cies across graphs, we propose the global-local aggregation module,
which transforms heterogeneous graphs into an aggregated graph.
In the abstraction-level story-line summarization process, the goal
is to model the sequential structure of the video in the frame-level.
This process is designed to better recognize the main topic and
product-background interaction, which are essential to generate
grounded and descriptive video titles. The RNN is employed here
since it is capable of learning the temporal dependencies of videos
3.2 Graph Representations
3.2.1 Video Landmark Graph - Gv . Similar to [21], we use land-
marks to denote the salient parts of products. To effectively exploit
the landmarks in each frame and across frames, we represent these
landmarks of a video as a spatial-temporal graph. Previous works
[27, 39, 40, 45] have demonstrated the superior performance of
video-graph modeling in capturing long-range temporal dependen-
cies and the high-order relationships among the frames/objects, and
we transfer this idea to the landmark-level. Specifically, we extract
landmark features Li = {li, j ∈ RDL }j=1, ...,Nl from the ith frame.
Nl denotes how many landmarks are detected within a frame. The
extraction details can be found in the appendix A.3. Each landmark
feature li, j is represented as a vector of dimension DL . Therefore,
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the video landmark graph contains Nl ×Nv nodes (landmarks). We
build full connections for two kinds of landmarks: 1) landmarks
within the same frame, which help capture the appearance and
design of the product as a whole. 2) landmarks of the same kind
(e.g., collar) across frames, which help capture the dynamic change
and the comprehensive characteristics of each kind of landmark.
However, there is no notion of frame order in this schema (unlike
common RNN architectures) and thus losing the temporal depen-
dencies in the input/output. Inspired by the position embedding
technique widely used in sequence learning [12, 22], we add a sim-
ilar position-dependent signal to each landmark feature, which
helps capture comprehensive landmark appearance and functional-
ity along the timeline. We further facilitate the landmark feature
by adding landmark-type dependent (such as collar and sleeve)
embedding. Therefore, the node feature in Gv is initialized as:
vli, j = li, j + pi + rj (1)
where pi denotes the embedding of position i , i.e., frame index.
rj denotes the embedding of landmark-type j. Both pi and rj are
learned by supervised training.
3.2.2 Narrative Comment Graph - Gc . In the video titling task,
the nouns and corresponding adjectives are of high importance in
the narrative comment sentence. To capture these product-related
words and their dependencies, we propose first to perform syntactic
dependency parsing [43] on the comment sequence and build a nar-
rative comment graphGc accordingly. Words having dependencies
will be connected.
3.2.3 Attributes Graph - Ga . Attributes are characteristics that
define a particular product (such as appearance and functional-
ity). Each video is associated with one product in Taobao, and
the seller has manually annotated many key-value pairs, such as
"Color:White", for the product. In practice, we keep the essential
values as the attributes set. We represent the attributes set as fully-
connected graph Ga .
3.2.4 Edge weights. The edges weights of all three graphs are ob-
tained using the same schema, i.e., a learned similarity function.
er,s = Wd [vr , vs ] + bd (2)
where er,s is a scalar, representing the edge weight of node vr and
vs . Wd is a matrix denoting the similarity measurement and bd is
a bias term. A schematic graph representation example for these
three kinds of graph is shown in Figure 2.
3.3 Granular-level Interaction Modeling
3.3.1 Information propagation. As a common practice, we leverage
GNNs (Graph Neural Networks) as a trainable schema to aggre-
gate information in local neighborhood nodes and exploit the rich
information inherent in graph structure for each graph. Specifi-
cally, given the previous feature vi of node vi , the updated feature
v¯i ∈ RDout can be computed as:
v¯дi = σ (W
д
r vi + W
д
n MAX({ei, j ∗ vj , j ∈ N(i)}) + bдn ) (3)
v¯i = v¯
д
i ∗ (Whr vi + Whn MAX({ei, j ∗ vj , j ∈ N(i)}) + bhn ) (4)
where Wдr ,W
д
n ,Whr ,Whn ∈ RDout×Din are learnable linear trans-
formations used to project the root feature and neighbors features
into a joint space. bдn , bhn ∈ RDout are bias terms. Din and Dout are
the dimensions of the original node feature and the updated node
feature. N(i) denotes the neighbors index set of node vi . We adopt
the element-wise max function MAX for the empirical effective-
ness over the others, such as the element-wise average. σ is the
element-wise sigmoid function, and ∗ denotes the element-wise
multiplication. Equation 3 aims to obtain a gate vector v˜дi , which is
designed to control how much information is needed for each posi-
tion in v¯i when updating. In our experiment, this design performs
consistently better than the vanilla design without gate and GCNs
[16], which is widely used in recent video graph modeling.
3.3.2 Global-local Aggregation. To capture the inter-actions across
heterogeneous graphs in an end-to-end manner, we propose the
global-local aggregation module, termed GLA. Given the query
graphGq = {vqi }i=1, ...,Nq , and the context graphGe = {vei }i=1, ...,Ne ,
we aim to obtain an aggregated graph Gaдд with the same struc-
ture asGq using two sub-modules, i.e., global gated access, and local
attention. We use vq ∈ RDq and ve ∈ RDe to denote the dense
representation for the query node vq and the context node ve .
Global gated access We first obtain the global representation vq∗
of the query graph by global-average pooling, and then encourage
relevant information in each context node ve and suppress irrele-
vant ones using a gate function. The query-aware context feature
veqj ∈ RDeq can be obtained by:
vq∗ = 1/Nq
Nq∑
i=1
vqi (5)
gj = σ (Wд[vq∗, vej ] + bд) (6)
veqj = (1 − gj ) ∗ (Wqvq∗ + bq ) + gj ∗ (Wevej + be ) (7)
where Wд ∈ R1×(Dq+De ), Wq ∈ RDeq×Dq and We ∈ RDeq×De are
linear transformation matrices. Wд models the relevance between
the global query graph representation vq∗ and one context node vej .
σ denotes the sigmoid function. gj ∈ [0, 1] shows the relevance. Wq
and We project the original representations into a query-context
joint space (global). Intuitively, a larger gj will encourage globally
relevant information within the context graph. Smaller gj will
suppress the irrelevant and consider more global query information.
Local attention While the above process focuses on recogniz-
ing globally relevant information in the context graph (globally),
the local attention sub-module aims to further filter important fea-
tures related to each individual query node (locally). We perform
node-level additive attention [1] which allows better selectivity
in distilling relevant and necessary information. Specifically, we
compute the final aggregated node vector vaддi as the following:
oi, j = tanh(Wo [vqi , v
eq
j ] + bo ) (8)
o¯i, j =
exp(Waoi, j )∑
k exp(Waoi,k )
(9)
vaддi = v
q
i +
Ne∑
j=1
o¯i, j ∗ veqj (10)
where Wo ∈ RDo×(Dq+Deq ) and Wa ∈ R1×Do jointly model the
node-level relevance between one query node vqi and one updated
context node veqj . o¯i, j ∈ [0, 1] indicates the relevance score. Finally,
all locally relevant information have been distilled and summed up
to obtain vaдд .
3.3.3 Aggregating three graphs. We progressively perform infor-
mation propagation for three individual graphs as well as the aggre-
gated graphs, which are obtained by the global-local aggregation
module, as depicted in Fig 3. In practice, we firstly aggregate the
narrative comment graph and the attribute graph into the attribute-
comment (AC) graphGac . We use the attributes graph as the query
graph and distill relevant (globally and locally) information from
the narrative comment graph due to the observation that attributes
are always more systematic and meaningful. We finally obtain the
video-attribute-comment (VAC) graph Gvac by viewing the video
landmark graph as query and Gac as the context graph since video
can be the critical part for video titling. The VAC graph conveys the
necessary granular-level cues, especially the landmark characteris-
tics of the product, e.g., "V-collar" or "bat sleeve".
3.4 Abstraction-level Story-line Summarization
The above granular-level interaction modeling process appropriately
considers granular-level details of each product. As aforementioned,
consumers usually customize their favorite products with the social
surrounding and physical environment (e.g., lighting, and deco-
rations) in the demonstration, in order to learn the background-
product interaction and generate the story-line video topic, we
design the abstraction-level story-line summarization process.
Formally, given the aggregated graph Gvac and the frame-level
features X = {xt }t=1, ...,Nv (the detailed extraction process can be
found in appendix A.3), we firstly use X as the query matrix, the
nodes features of Gvac , i.e., Vvac , as context matrix and perform
global-local aggregation (GLA) to obtain the aggregated feature
sequence:
X¯ = GLA(X,Vvac ) (11)
whereGLA performs the same operations as illustrated in Section
3.3.2. This operation is intuitive under the empirical observation
that the high-level picture should be consistent with the local design.
Finally, we encapsulate the Gated Recurrent Unit (GRU) [7] tomodel
the narrative structure of the frame feature sequence:
x˜t = [x¯t , xt ] (12)
hSt = GRU(hSt−1, x˜t ) (13)
We concatenate the globally-locally aggregated feature x¯t ∈ X¯ and
frame feature xt as the input of GRU at time step t (The details of
GRU can be found in the original paper[7]). We keep the hidden
features HS = {hSt }t=1, ...,Nv of all steps for decoding.
3.5 Decoder
As a common practice, we employ the RNN as the decoder. Differ-
ently, we initialize the state hD0 as the final state of the story-line
summarization RNN, i.e., hD0 = h
S
Nv
. In the decoding stage, we
consider information within Gvac , Gac and Gc graphs as well as
the hidden features of the story-line reasoning RNN, HS . Gvac is
obtained by using the visual landmark feature as a query and thus
containing more visual information. Therefore, we consider graphs
Gac andGc as necessary complements to incorporate the granular-
level cues within the product attributes and the narrative comment.
Formally, at decoder stepm, we use the decoder hidden state hDm
as query and apply the aforementioned local attention mechanism
fla to distill relevant information and generate titles depending on
the four kinds of information, i.e., Gvac , Gac , Gc and HS :
xDm = [fla (hDm ,Vvac ), fla (hDm ,Vac ), fla (hDm ,Vc ), fla (hDm ,HS )]
(14)
Where V denotes all nodes features of a specific graph. We further
concatenate the context feature xDm and the embedding cˆm of previ-
ously predicted word cˆm as the input of decoding RNN. Specifically,
we use GRU for its efficiency:
hDm+1 = GRU(hDm , [cˆm , xDm ]) (15)
3.6 Learning Objectives
Cross-Entropy Loss Our model minimizes the cross-entropy loss
at each decoder step and we apply teacher forcing [41] during train-
ing. With the reference video title denoted asCR = {cRm }m=1, ...,Nc ,
the cross-entropy loss can be defined as:
Lce = − 1
Nc
Nc∑
m=1
log fP
(
cRm
)
(16)
where fP
(
cRm
)
is the predicted probability of word cRm at timestamp
m. The predicted probability distribution POm ∈ RNO on the whole
vocabulary O is obtained by applying one fully-connected layer
Wp (with bias term bp ) on the decoder hidden vector hDm , followed
by a softmax layer.
POm = softmax(WphDm + bp ) (17)
GenerationCoverage Loss Despite the commonly usedmaximum-
likelihood cross-entropy loss, we incorporate a probability-based
loss similar to the coverage loss used in Text Summarization [32].
Instead of penalizing repetitively attending to the same location
based on accumulative attention weights in the coverage loss, we
directly suppress the repetitive generated words based on accu-
mulative probability distribution. This inductive bias is reasonable
due to the findings that repetitive words are mostly not expressive
and attractive for video titling. Technically, we keep a generation
coverage vector ς to store the accumulative probability distribution:
ςm =
m−1∑
m′=1
POm′ (18)
To directly penalize the repetitive predicted words, our model min-
imizes the following loss:
Lдc =
∑
m
∑
i
min
(
ςm,i , P
O
m,i
)
(19)
Intuitively, when some word is predicted with high probability in
the past, the corresponding value, i.e., ςm,i , will be large. If the
word probability in the the current prediction, POm,i , is also large,
the loss will become large. The final loss can be written as:
L = Lce + λдcLдc (20)
4 EXPERIMENTS
4.1 Data Collection
We collect a large-scale industrial video titling dataset, named
Taobao video titling dataset (T-VTD) from real-world e-commerce
scenario. T-VTD are comprised of 90,000 <video, comment, at-
tributes, title> quadruples and each contains a product-oriented
video stream from Mobile Taobao, a narrative comment uploaded
alongside the video, human-nameable attributes from the associ-
ated product and a concise human-written video title. The basic
statistics and comparison with benchmark video captioning (or
related) datasets can be found in Appendix A.2.
4.2 Evaluation Metrics
To obtain a fair and comprehensive comparison between our meth-
ods and other state-of-the-arts, we evaluate our method in terms
of various metrics, including reference-based metrics and retrieval-
based metrics.
Reference-based metrics Following previous works in the field
of video captioning, we capitalize on four reference-based metrics,
BLEU4 [25], METEOR [2], ROUGE_L [19], CIDEr [35], to quantify
the 4-gram precision, the stemming and synonymy matching, the
longest common sequence overlap and the human-like consensus
between the generated video titles and the references, respectively.
Retrieval-based metrics Despite the well-known advantages of
the reference-based metrics, they are arguably not sufficient for our
task because of the potentially large number of plausible solutions
and the only-one reference for measurement. To this end, we adopt
the retrieval-based evaluation protocol proposed by Abhishek et
al.[8], which returns a sort of candidate titles based on the log-
likelihood score rather than directly compare the generated title
with the reference. In a similar spirit, for each test sample, we
select candidate titles, including the title of the test sample, 50
plausible titles, 20 popular titles, and 29 randomly sampled titles.
The plausibility is measured by the angular similarity of tf-idf dense
representations of attributes sets. For popularity, since there are
few repetitive titles in our dataset unlike in [8], we choose the top
20 titles with the most number of similar neighbors. We also use
angular similarity, which distinguishes almost identical vectors
much better, of tf-idf dense representations.
T-VTD Other Categories
Method BLEU-4 METEOR ROUGE_L CIDEr BLEU-4 METEOR ROUGE_L CIDEr
M-MPLSTM 0.95 10.43 15.47 32.65 1.17 7.58 13.12 25.75
M-S2VT 1.52 11.64 18.03 41.74 1.70 9.49 17.26 39.35
M-HRNE 1.70 12.11 18.85 44.53 1.66 9.40 17.10 39.36
M-SALSTM 2.01 12.95 19.81 48.63 2.33 10.65 18.42 47.01
M-RecNet 2.00 12.87 20.33 50.01 2.24 10.62 19.18 47.81
M-LiveBot 1.86 12.65 19.56 47.02 1.86 9.89 16.93 40.81
Gavotte 2.28 13.58 21.33 54.14 2.27 10.99 19.38 49.13
Table 2: Performance of gavotte and various re-implemented state-of-the-art methods (for a fair comparison) in terms of
four frequently used reference-based metrics. We conduct experiments on the released T-VTD (left) and one internal dataset
without comprising clothes samples (right).
Models R@1 ↑ R@5 ↑ R@10 ↑ MR ↓ MRR ↑
M-MPLSTM 11.1 34.6 46.3 23.48 0.230
M-S2VT 21.3 52.1 67.6 12.23 0.362
M-HRNE 22.6 54.0 68.3 11.98 0.375
M-SALSTM 25.9 54.5 67.84 12.16 0.397
M-RecNet 26.6 56.4 69.1 12.04 0.408
M-LiveBot 19.4 44.8 58.0 17.08 0.320
Gavotte 26.8 58.2 71.0 11.614 0.415
Table 3: Performance analysis using the retrieval-basedmet-
rics on T-VTD.
4.3 Competitors
To the best of our knowledge, there are no methods doing pre-
cisely the same task as ours before. We re-implement and make
necessary modifications (for a fair comparison) to various publicly
available video captioning methods (or related) as our competitors.
We mainly add separate encoders for additional inputs, i.e., the
human-nameable attributes, and narrative comment, and concate-
nate the encoder outputs. In detail, we adopt:
• M-MPLSTM. M-MPLSTM adds two average-pooling encoders
over MPLSTM [37].
• M-S2VT. M-S2VT replaces the naive mean-pooling strategy
in M-MPLSTM by LSTM encoders.
• M-HRNE We re-implement the HRNE model [24] by model-
ing each input modality with a separate hierarchical encoder.
• M-SALSTM Based on M-S2VT, M-SALSTM further leverages
the effective soft attention mechanism by attending to all
three encoded feature sets in each decoding step.
• M-RecNet We re-implemented RecNet [38] over M-SALSTM
by reconstructing the initial features of all inputs.
• M-LiveBot We modify the LiveBot [23] by adding an addi-
tional transformer encoder to model the attributes.
4.4 Performance Analysis
QuantitativeResults In summary, the results on both the reference-
based metrics and the retrieval-based metrics consistently indicate
that our proposed method achieves better results against various
Video Caption methods, including basic RNN models (M-MPLSTM
and M-S2VT), attention-based RNN approach (M-SALSTM and
M-RecNet) and transformer-based architecture (M-LiveBot).
Analogously to gains observed in other natural language gen-
eration tasks, the RNN based encoder (M-S2VT) is much better
than the simple mean-pooling strategy (M-MPLSTM) in our task.
A simple hierarchical design (M-HRNE) can lead to minor perfor-
mance boost. Notably, attention-based architectures (M-SALSTM,
M-RecNet, M-LiveBot, Gavotte) achieve the first-tier results due to
its superior power on selecting important features and suppressing
unnecessary ones. This ability is essential for our task since the
three kinds of facts (i.e., the consumer-generated video, narrative
comment, and seller-generated attributes) can be noisy and unre-
liable in the real scenario. The reconstruction flow in M-RecNet
guarantees that the decoded representation contains summarized
information of the input and thus improving the M-SALSTM. The
transformer-based M-LiveBot can not achieve competitive results
than theM-SALSTM andM-RecNet.We relate the results to the infe-
rior capacity of transformer-decoder than attentional RNN decoder
[4] and its heavy dependence on pre-trained word embedding to
avoid over-fitting. Our method outperforms the M-RecNet (the best
among competitors) by almost 8.26% considering the CIDEr metric.
We attribute the substantial improvements to the following reasons:
1) The graph representation can model special relationships such
as the interactions of landmarks compared to the vanilla sequential
dependency. 2) The proposed global-local aggregation module can
better capture the inter-actions across heterogeneous graphs, re-
sulting in an aligned and aggregated modeling. 3) The hierarchical
design of granular-level interaction modeling and abstraction-level
story-line summarization is essential for obtaining a comprehensive
understanding of the video.
To verify the model capacity on non-clothes categories dataset,
we conduct an additional experiment, of which the results are
shown in Table 2. This internal dataset contains 90,000 videos be-
longing to three categories, i.e., toys, makeups, and kitchen tools.
Products of these categories do not have well pre-defined land-
marks like clothes (e.g., collar, and sleeve). We choose to first locate
the presence of product with a bounding box and view the equally
divided 3x3 areas of the bounding box as landmarks. We represent
these nine landmarks using average-pooled features. This setting
can be viewed as an approximation to the setting for clothes. The
improvements over other competitors are comparatively smaller
than the improvement on T-VTD. This is a reasonable result due to
the coarser landmark feature extraction. Despite these disadvan-
tages, our method achieves the best result on most measurements,
which further demonstrate the merit of our design.
Human Evaluation To obtain a more reliable and precise mea-
surement of the generation results, we conduct human judgments
Figure 4: Title examples generated by Gavotte, M-RecNet, and M-Livebot with sampled frames of corresponding input videos.
Results show that our model can generate more fluent and meaningful titles with attractive buzzwords like "style-freshing".
Models Fluency Diversity Overall Quality
M-RecNet 3.671 3.497 3.310
M-LiveBot 3.901 3.613 3.407
Gavotte 3.997 3.671 3.536
Table 4: Human evaluation results across three aspects.
concerning the following three aspects [5, 18]: Fluency, Diversity
and Overall Quality. Fluency is designed to grade how fluent the gen-
erated titles are. The score of Diversity reflects whether the model
generates refreshing content and is expected to be low when the
titles are repetitive and dull. Overall Quality is intended to measure
whether the titles are consistent with the three kinds of information,
i.e., video, comment, and attributes. The score range for each aspect
is from 1 to 5. We consider M-RecNet and M-LiveBot as the repre-
sentatives of RNN-based methods and transformer-based methods,
and thus as competitors. We ask crowd workers in Taobao to grade
the generation results of randomly sampled 1000 instances from
the test set. Each instance contains the video link, the user-written
comment, the attributes of the associated product, and generation
results from three models. Workers are required to first watch the
video before reading the other inputs and titles. According to the
evaluation results shown in Table 4, Gavotte can generate more
fluent and more diversified titles than the other two competitors. As
for the measurement of faithfulness to inputs and some grounded
facts (overall quality), Gavotte achieves a clear improvement over
M-RecNet and M-LiveBot by +0.129 and +0.226 respectively. An
interesting finding is that M-LiveBot performs much better than
M-RecNet in human evaluation. By qualitatively comparing gen-
eration samples, we find that the titles generated by M-RecNet
are short and accurate, which can be beneficial for automatic mea-
surements. In contrast, a self-attention based model (M-Livebot)
generates longer titles with more comparatively uncommon words,
which can be more attractive for human judgers.
Qualitative Results Figure 4 shows some title generation samples
from Gavotte and the other two competitors, i.e., M-RecNet, and
M-Livebot. Similar to the results in human evaluation, Gavotte can
generate more fluent and attractive titles. Specifically, while the
title of M-Recnet in the first case is less informative and the title
of M-LiveBot in the second case is unfinished or broken, Gavotte
generates smooth and meaningful title with the popular buzzwords
– "steal the show". The results further demonstrate that Gavotte
can recognize granular-level details like "ripped", clothes-level
design like "jeans", frame-level product-background interaction
effect like "steal the show", and video-level story-line topic like
"dresses this way".
Models BLEU-4 METEOR ROUGE_L CIDEr
Gavotte 2.28 13.58 21.33 54.14
- HSR 2.20 13.32 21.02 53.06
- GGA 2.13 13.24 20.89 52.57
- LA 2.06 13.33 20.61 51.48
Table 5: Model ablations by progressively removing three
components.
4.5 Ablation Studies
To better understand the behavior of different modules in our model,
we surgically and progressively remove several components, includ-
ing the abstraction-level story-line summarization process (HSR), the
gated global access (GGC) and the local attention (LA) mechanism
in global-local aggregation. The results are shown in Table 5. Over-
all, removing any of the components leads to a performance drop,
which verifies the effectiveness of these components. Removing
HSR will result in a failure to recognize the background, the overall
style, and the story-line topic, and the metric scores decrease ac-
cordingly. During the graphs aggregation process, failing to access
the global picture will result in a performance drop (from 53.06 to
52.57 considering the CIDEr metric). Notably, further removing the
LA module means the total loss of the graph inter-action process.
The obvious performance gap between the LA-removed model and
the previous model demonstrates that the global-local aggregation
module, especially the local attention sub-module, is an essential
part for this task. In addition, this structure is similar to the M-
SALSTM architecture except for the graph representation and GNN
based encoder. The improvement over the M-SALSTM indicates
the merit of leveraging both the flexible GNNs and granular-level
cues within different kinds of information.
4.6 Online A/B Test
We deploy our model Gavotte on the Guess You Like scenario in
mobile Taobao. Originally, the titles for recommended consumer-
generated videos are generated as the truncated consumer-written
comment. We conduct online tests on this baseline method and
Gavotte under the framework of the A/B test. The testing set con-
tains 10,000 video samples, which has no overlap with T-VTD. The
count of total page views is around 400,000, and the number of all
unique visitors is about 100,000. We keep the network traffic for
both methods near the same. Gavotte improves the click-through-
rate by +9.90% compared to the baseline. These results demonstrate
that our model can generate meaningful and attractive titles, which
further improve the performance of video recommendation.
5 CONCLUSION
In this paper, we propose a comprehensive information integra-
tion framework, named Gavotte, to generate descriptive and at-
tractive titles for consumer-generated videos in e-commerce. We
firstly represent three kinds of information (i.e., the consumer-
generated video, the narrative comment sentences, and the human-
nameable attributes of the associated products) as graphs. Then we
perform granular-level landmark modeling to exploit both the intra-
actions within each graph using flexible GNNs and the inter-actions
across graphs using proposed global-local aggregation module. This
schema is designed to figure out the granular-level characteristics,
such as the appearance of product landmarks, within different kinds
of information, and aggregate them into a holistic representation.
We further employ abstraction-level story-line summarization to
capture the product-background interactions in the frame-level as
well as the story-line topic in the video-level. As far as we know,
this is the first piece of work that explores video graph modeling
for general video captioning. We collect and release a correspond-
ing large-scale dataset for reproduction and further research. The
consistent quantitative improvement across various metrics reveal
the effectiveness of the proposed method.
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A APPENDIX
A.1 Details on the Experimental Setup and
Hyperparameters
Hyper-parameter Configuration The parameter setup of gran-
ular level interaction modeling process is shown in Figure 5. Dur-
ing training, the batch size is set to 64 and we use Adam opti-
mizer [15] with the setting β1 = 0.9, β2 = 0.999,weightdecay =
1 × 10−4 and ϵ = 1 × 10−8. Learning rate is 4 × 10−4. We employ
dropout rate of 0.2 and batch normalization after graph information
propgation. We also applied a dropout rate of 0.5 for RNNs and
linear layers as regularization. The hidden size of both story-line
summarization RNN and decoder RNN is set to 512. The loss weight
λдc is set to 0.1. At the inference stage, we use the greedy strategy
to generate the final title.
GLA
GLA
GNN
GNN
GNN
GNN GNN GNN
Figure 5: Architecture and parameter configuration of
granular-level interaction modeling process.
Hardware & Software Configuration The experiments are con-
ducted on a Linux server equipped with an Intel(R) Xeon(R) CPU
E5-2690 v4@ 2.60GHz, 512GB RAM and 1 NVIDIA Titan V GPU. All
models are implemented in PyTorch [26] of version 1.2.0, pytorch-
geometric [11] of version 1.3.2 and Python 3.6. We’ll soon release
the main code of Gavotte for reproduction and further development.
A.2 Additional Details on the Dataset
The summarized statistics of T-VTD and comparisons with other
frequently used benchmark video captioning datasets are shown
in Figure 6. Specifically, T-VTD contains 90000 videos with a total
length of 755.73 hours, which is much larger than current datasets.
We choose three best-sold categories, i.e., men wear, women wear
and childrenwear, and collect 30,000 videos for each category. As for
natural language data, T-VTD has totally 3,878,436 words (in titles
and comments) with a vocabulary of 68232. The nature of abundant
vocabulary and little repetitive information poses a direct challenge
to fully understand the semantic information and avoid obtaining
high scores just by overfitting to some biases. In contrast to existing
datasets which mostly concern the object-level information (such
as the object categories and actions), sentences in our dataset incor-
porate rich details in four levels: 1) landmark characteristics in the
granular level; 2) the overall appearance and functionality in the
product level; 3) the interaction with the background in the frame
level 4) the story-line topic in the video level. These distinguishing
features of T-VTD pose new challenges from the industry scenario.
We summary the statistics of video durations in our dataset in Table
8. The video durations in our dataset are mainly 15-30s, with an
Figure 6: A <video, comment, attributes, title> quadruple
data sample in T-VTD.
average video length around 30.23s. The longest video can reach
600 seconds (about 10 minutes). As shown in Table 7 and 9, the
average length of elements in the titles, comments and attributes
are 6.6, 36.49 and 17.54, respectively. The vocabulary size is 27,976
for video titles and 59,109 for narrative comments. There are 81
different attribute-key types and 266,648 different attribute-value
types, i.e., the vocabulary size of human-nameable attributes. A
real case in our dataset is shown in Figure 6. It can be seen that
the comment sentences mainly narrate the preference for different
aspects of products. Although the attributes of associated products
structurally specify the human-nameable qualities of the products,
these attributes can be noisy since they may cover all possible
choices (such as different colors) and not exactly the product in
the video. Models are required to fully understand the video rather
than simply distill information from the attributes or the comment.
A.3 Details on Data Pre-processing
For text pre-processing, we remove the punctuations and tokenize
sentences using Jieba Chinese Tokenizer 2. Our vocabulary contains
all attributes values, comment tokens and ground-truth title tokens.
Since the real-world text data is noised andmany expressions can be
confusing or meaningless, such as brands and homophonic words.
We roughly filter them by replacing low-frequency tokens (less
than 50) with the special token < unk >, resulting in 6347 tokens
in total. The length limitations for title, comment and attributes are
12, 50 and 15, respectively. Text with number of tokens more than
the corresponding limitation will be truncated. We add a special
< sos > token as the first word for the title and a < eos > at the
2https://github.com/fxsjy/jieba
Dataset Context #Video #Sentence #Word #Vocabulary Total Duration(hrs)
MSVD [3] multi-category 1,970 70,028 607,339 13,010 5.3
YouCook [9] cooking 88 2,668 42,457 2,711 2.3
TACos [28] cooking 123 18,227 146,771 28,292 15.9
TACos M-L [29] cooking 185 14,105 52,593 - 27.1
MPII-MD [30] movie 94 68,375 653,467 24,549 73.6
M-VAD [34] movie 92 55,905 519,933 18,269 84.6
VTW [34] multi-category 18,100 44,603 - 23,059 213.2
MSR-VTT [44] multi-category 7,180 200,000 1,856,523 29,316 41.2
Charades [33] human 9,848 27,847 - - 82.01
T-VTD e-commerce 90,000 180,000 3,878,436 68,232 755.73
Table 6: Comparison between T-VTD with benchmark video captioning datasets, considering various capacity indicators..
avg_len total_len vocab
title 6.6 594,279 27,976
comment 36.49 3,284,157 59,109
Table 7: Basic statistics of titles and comments in T-VTD.
average min Q1 median Q3 max
video duration (s) 30.23 1.5 15.72 23.56 32.2 600.08
Table 8: Statistics of the video duration. (Q1 denotes the
lower quartile and Q3 denotes the upper quartile.)
end. When the < sos > token is predicted in the decoding stage,
the generation will be terminated.
For video processing, we first uniformly sample 30 frames per
video. For landmark feature extraction, we extract the product area
using internal product detector for all sampled frames. Then we use
the pre-trained landmark detector 3 provided by [20]. Specifically,
the backbone model VGG16 takes each frame as input and output
the activations of shape 512×7×7 from layer pooled_5. This feature
map is forwarded to the landmark decoder, which produce the
landmark-oriented features of shape 64× 14× 14 and the mask-like
landmark maps of shape 8× 56× 56, i.e., 8 landmarks maps of shape
×56 × 56 each. We downsampled each landmark map to have the
same width and height as the landmark-oriented features. Deriving
from the observation that intermediate feature map and emergent
patterns are highly correlated, we normalize each landmark map
as weights using softmax and compute weighted sum over the
landmark-oriented features as the landmark feature.
For frame-level feature extraction, we use the same model as
landmark feature extraction and obtain the activations of shape
128 × 7 × 7 from layer conv4 for each frame. We use the global
average pooling result as the frame feature.
The dataset we use for training is a subset (84394 samples) of the
released dataset (90000 samples) due to the the data pre-processing
(mainly the low-frequency words removal procedure) after which
many words in the comment and elements in the attributes set will
be replaced by < unk >. Specifically, we remove the following 3
kinds of samples: 1) sample with less than 2 non-< unk > elements
3https://github.com/fdjingyuan/Deep-Fashion-Analysis-ECCV2018
avg_num total_num total_num vocab vocabof keys of values of keys of values
attributes 17.54 1,578,777 2,604,904 81 266,648
Table 9: Basic statistics of attributes in T-VTD.
(i.e., where will be no edges in the graph) in the attributes set. 2)
sample with 0 non-< unk > words in the title. 3) sample with less
than 11 non-< unk > nodes in or less than 5 edges in the narrative
comment graph. Overall, we mainly remove samples with little
information within either one kind of fact (narrative comment or
human-nameable attributes) or the ground truth title to make the
data more reliable.
We randomly split the whole dataset by train 65%, validation 5%
and test 30%, resulting in 54856 samples for training, 4220 samples
for validation and 25318 samples for testing.
