Abstract. In this paper, we give an atomic decomposition characterization of flag Hardy spaces H p F (R n × R m ) for 0 < p ≤ 1, which were introduced in [10] . A remarkable feature of atoms of such flag Hardy spaces is that these atoms have only partial cancellation conditions. As an application, we prove a boundedness criterion for operators on flag Hardy spaces.
Introduction and the main result
Atomic decomposition is a significant tool in studying various function spaces and operators arising in harmonic analysis and wavelet analysis (see see Meyer [14] and CoifmanMeyer [5] , etc.). The atoms can be viewed as building blocks of functions spaces and the problem of boundedness on function spaces can simply be reduced to the uniform boundedness of operators on such building blocks "atoms".
The atomic decompositions for Hardy spaces in one dimension were first constructed by Coifman in 1974 (see [4] ) and later were extended to higher dimensions by Latter [12] . The multi-parameter case is more complicated. Indeed, a product atom is no longer supported in a rectangle (the direct analogue of the cube), but in a general open set. The celebrated (p, 2)-atomic decomposition of product Hardy spaces H p (R × R) were constructed by Chang-R. Fefferman in [1, 2, 3] . Recently, the general (p, q) atomic decomposition were given by Han, Lu and Zhao in [11] .
For 0 < p ≤ 1, Han and Lu [10] developed a unified approach of Hardy spaces with respect to flag multi-parameter structure. The H p and H p −L p boundedness of flag singular integral operators and the duality of H p were established via the discrete LittlewoodPaley-Stein analysis and discrete Calderón's identity. These ideas were later carried out to the weighted case in [6] . However, an atomic decomposition characterization for the multiparameter flag Hardy spaces is still absent.
The purpose of the present paper is to establish an atomic decomposition characterization for flag Hardy spaces H p F (R n × R m ) introduced in [10] . As pointed out in [10] , the main difficulty lies in the fact that the underling multiparameter structure in the flag case is not explicit, but implicit. As a consequence, the classical cancellation conditions on atoms are not available for the flag structure. To overcome this difficulty, we lift the flag structure to product structure in higher dimensions. More precisely, two types of lifting must be considered separately according to different geometric shapes of the rectangles. These two different kinds of lifting lead naturally to two different cancellation conditions.
Before stating our main result, we first recall some basic notions and notations in [10] .
The product test function class
for all multi-indices α, β, γ of nonnegative integers.
the norm is defined by
be Schwartz functions supported in the unit balls of R n+m and R m and satisfy
for all η ∈ R m \{0} and the moment conditions
k , where * 2 denotes the convolution in the second variable of ψ
is defined by
The multiparameter flag Hardy spaces can be defined as follows.
Now we give the definition of multiparameter flag
(2) a can further be decomposed into "flag particles" a R as follows.
where a R is supported in 6R = 6(I R × J R ) for some R ⊂ Ω with l(I R ) = 2 j R and
are "pseudo-product particles" which satisfy the following properties. If 
where Our main result is the following 
Moreover,
As an application of Theorem 1.1, we obtain the following boundedness criterion for operators on flag Hardy spaces.
2. Proof of Theorem 1.1
First we show the necessity by constructing an atomic decomposition. Suppose f ∈ H p F (R n × R m ). We need the maximal square function defined by
, where I ⊂ R n , J ⊂ R m are dyadic cubes with side-length l(I) = 2 −j and l(J) = 2 −k + 2 −j , χ I , χ J are the indicator functions of I and J, respectively. It has been shown in [10] that
and
where M s is the strong maximal operator. Obviously,
where I, J are dyadic cubes in R n , R m with side length 2 j and 2 k + 2 j , respectively. For
where C is a constant which will be determined later.
From the following Calderón representation formula (see [10] 
It is easy to see that
Next, we shall show that a i is a H p F -atom. Note that for each R ∈ R i and (
C2
2i |Ω i | ≥
where
By duality and (2.3),
Finally, we show that a R is a "flag particle". To this end, write
Clearly, a # R satisfies the moment conditions in (x 1 , x 3 ) variable and x 2 variable respectively while a # R satisfies the moment conditions in (x 1 , x 2 ) and x 3 , respectively. One can also check that if k > j, a
in R # := I R × I R × J R wherê I R := {x 3 ∈ R m : |x 3 | ≤ 2 j } and I R :=Î R + c J R , and c J R denotes the center of J R .
To verify the smoothness conditions for a # R , we define
Then the desired estimates for a # R follow from
(where A is a constant only depending on ψ)and Hölder's inequality and similarly for a # R .
From the definition of d R and (2.3), it is clear that
Thus we complete the proof of necessity.
Now we turn to the proof of sufficiency part of Theorem 1.1. It suffices to show that for each flag atom a,
where the constant C is independent of a. Let a be a flag atom supported in an open set Ω with finite measure. Following Chang-Fefferman's idea in [3] , set
We will split the desired estimate into two parts as follows.
p (x)dx ≤ C, and
We first show the first inequality in (2.5). Suppose a = R a R where a R are the flag particles. For two different dyadic rectangle R = I R × J R and S = I S × J S , let
Next we shall give the pointwise estimate for g F (a)(x). Let S x denote the set of all rectangles S = I S × J S containing x. Note that for each x ∈ R n × R m and all j, k ∈ Z, there exists a unique rectangle S ∈ S x with l(I S ) = 2 j and l(J S ) = 2 k . Thus, we may write
where l(I S ) = 2 j S = 2 j and l(J S ) = 2 k S = 2 k .
Now fix x with M s (χ Ω )(x) < 1/4. Then fix S = I(S) × J(S) ∈ S x and suppose R = I(R) × J(R) ⊂ Ω is a dyadic rectangle withR ∩S = ∅ whereR denote the triple of R (note that ifR ∩S = ∅, we clearly have ψ j S ,k S * a R (x) = 0). Then there are four types of such rectangles R.
Thus S ⊂ 6R. Hence
which is a contradiction. So this case could not occur.
(
First consider the case n = m = 1. If j R ≤ k R , then for S ∈ S x , i.e. (x 1 , x 2 ) ∈ I S × J S , we have
Since
a R in x 3 -variable is supported in a translation of 2Î S . For simplicity, we still use 2Î S to denote the support. Then we have
where P k (y 1 , y 3 , c J S − x 3 ) is the k th order Taylor polynomial of a # R (y 1 , y 3 , y 2 ) in the third variable at (y 1 , y 3 , c J S − x 3 ), i.e.
and Q
(1)
Since |J S | ≤ |J R | ≤ |I R | ≤ |I S |, we have
Hence
where P k denotes the k-th order Taylor polynomial of a # R . Notice that in this special case (ii),
for some constant c > 0.
Hence for any r > 0, we have
In the general case, the moment conditions of a # R allow us to use Taylor's formula of higher order to obtain better estimates. We omit the details.
Similarly as in the case (ii), we have
We only give the estimate for n = m = 1. We consider two subcases.
Taylor's formula, we see that this is
for any r > 1 and 1/t + 1/r = 1.
If j R ≥ k R , then for any r, t with r > 1 and 1/t + 1/r = 1, we have the similar estimate
Combing our estimates (i)-(iv), we see that for any x ∈ S,
.
Using the geometric argument as in [1] , we get R∈Ω ∆ R,S ≤ C. Hence for each x with M s (χ Ω )(x) < 1/4 and for each r > 1,
Then by Hölder's inequality, for all s and t with 1/s + 1/t = 1
If we choose t = 2/p, choose r so that 1 < r < 2 and finally choose k such that p/2(k
which gives the first inequality in (2.5).
As for the second inequality in (2.5), note that pt = 2, by Hölder's inequality, The proof of Theorem 1.1 is concluded.
3. Proof of Theorem 1.2
We first assume that f ∈ L 2 ∩ H p F (R n × R m ). Let f = ∞ i=1 λ i a i be an atomic decomposition of f, where the series converges in both L 2 and H p F . Since T is bounded on L 2 , thus, 
This implies that if
T a p ≤ C for all H p F atoms a then T f p ≤ C f H p F for f ∈ L 2 ∩H p F . Similarly, if T a H p F ≤ C for all H p F atoms a then T f H p F ≤ C f H p F for f ∈ L 2 ∩ H p F . Since L 2 ∩ H
