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Abstract
We develope a perturbation theory for stochastic differential equations (SDEs) by which we mean both stochastic
ordinary differential equations (SODEs) and stochastic partial differential equations (SPDEs). In particular, we
estimate the Lp-distance between the solution process of an SDE and an arbitrary Itoˆ process, which we view as
a perturbation of the solution process of the SDE, by the Lq-distances of the differences of the local character-
istics for suitable p, q > 0. As application of our perturbation theory, we establish strong convergence rates for
numerical approximations of a class of SODEs with non-globally monotone coefficients. As another application
of our perturbation theory, we prove strong convergence rates for spectral Galerkin approximations of solutions
of semilinear SPDEs with non-globally monotone nonlinearities including Cahn-Hilliard-Cook type equations and
stochastic Burgers equations. Further applications of the perturbation theory include the regularity of solutions of
SDEs with respect to the initial values and small-noise analysis for ordinary and partial differential equations.
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1 Introduction
In this article we develop a perturbation theory for stochastic differential equations (SDEs) by which we mean
both stochastic ordinary differential equations (SODEs) and stochastic partial differential equations (SPDEs). To
illustrate this perturbation theory, we use the following setting in this introductory section. Let (H, 〈·, ·〉H , ‖·‖H)
and (U, 〈·, ·〉U , ‖·‖U ) be separableR-Hilbert spaces, letD ⊆ H be a Borel measurable set, let µ : D → H and σ : D →
HS(U,H) be Borel measurable functions, let T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let (Wt)t∈[0,T ]
be a cylindrical IU -Wiener process with respect to (Ft)t∈[0,T ], let X,Y : [0, T ] × Ω → D be adapted stochastic
processes with continuous sample paths and let a : [0, T ] × Ω → H and b : [0, T ] × Ω → HS(U,H) be predictable
stochastic processes with
∫ T
0 ‖as‖H+‖bs‖2HS(U,H)+‖µ(Xs)‖H+‖σ(Xs)‖2HS(U,H)+‖µ(Ys)‖H+‖σ(Ys)‖2HS(U,H) ds <∞
P-a.s. and














P-a.s. for all t ∈ [0, T ]. The process X is thus a solution process of the SDE (1) and the process Y is a general
Itoˆ process with the drift process a, the diffusion process b and the Wiener process W . We view the stochastic
process Y as a perturbation of the solution process of the SDE (1) and we are interested in estimates for the strong
perturbation error ‖Xt − Yt‖Lp(Ω;H) at some fixed (or random) time t ∈ [0, T ] for p ∈ (0,∞).
Informally speaking, we estimate the global perturbation error by the local perturbation error. More formally, for
every p ∈ (0,∞) we estimate the global perturbation error ‖XT − YT ‖Lp(Ω;H) by the Lq-norms of the difference
X0 − Y0 at time 0 and of the differences a − µ(Y ) = (at − µ(Yt))t∈[0,T ] and b − σ(Y ) = (bt − σ(Yt))t∈[0,T ] of the
local characteristics where q ∈ (0,∞) is appropriate; see Theorem 1.2 below for details. This perturbation result
can then be applied to any stochastic process that is an Itoˆ process with respect to the Wiener process W . Possible
applications include
(i) local Lipschitz continuity of solutions of SDEs with respect to the initital value (choose at = µ(Yt) and bt =
σ(Yt) for t ∈ [0, T ]; see Corollary 2.8 below and Cox et al. [8] for details),
(ii) strong convergence rates for time-discrete numerical approximations of SODEs (e.g., the Euler-Maruyama
approximation with N ∈ N time discretization steps is given by at = µ(Y kT
N
) and bt = σ(Y kT
N
) for t ∈
[kTN ,
(k+1)T
N ) and k ∈ N; see Subsection 3.1 below),
(iii) strong convergence rates for Galerkin approximations for SPDEs (choose at = P (µ(Yt)) and btu = P (σ(Yt)u)
for u ∈ U , t ∈ [0, T ] and some suitable projection operator P ∈ L(H); see Subsection 3.2 below) and
(iv) strong convergence rates for small noise perturbations of solutions of deterministic differential equations (choose
σ = 0, at = µ(Yt) and bt = ε σ˜(Yt) for t ∈ [0, T ] where σ˜ : D → HS(U,H) is a suitable Borel measurable
function and where ε > 0 is a sufficiently small parameter; see Subsection 3.3 below).
In the literature, a frequently used method to estimate strong perturbation errors is to employ Gronwall’s lemma
together with the popular global monotonicity assumption (see, e.g., Minty [43, 44] for deterministic equations and
condition (4.19) in Pardoux [46] for SODEs) that there exists a real number c ∈ R such that for all x, y ∈ D it
holds that
〈x− y, µ(x)− µ(y)〉H + 12 ‖σ(x) − σ(y)‖2HS(U,H) ≤ c ‖x− y‖2H . (3)
Under the global monotonicity assumption (3), there are a multitute of results in the literature and, at least
partially, the above problems (i)–(iv) have been solved under this assumption (cf., e.g., Proposition 4.2.10 in Pre´voˆt
& Ro¨ckner [47] for problem (i), Hu [25], Sabanis [49] for problem (ii), Liu [40], Sauer & Stannat [51] for problem (iii)).
Unfortunately, the global monotonicity assumption (3) is too restrictive in the sense that the nonlinearities in the
coefficient functions of the majority of nonlinear (stochastic) differential equations from applications do not satisfy
the global monotonicity assumption (3) (see, e.g., Sections 3.1 and 3.2 below for a few examples).
Beyond the global monotonicity assumption (3), we are not aware of a general technique for estimating global
perturbation errors by local perturbation errors. In the literature, there exist the following results for SDEs with
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non-globally monotone nonlinearities for the problems (i)–(iv). Problem (i) – which is in a certain sense the
simpliest of the problems (i)–(iv) as there is only a perturbation of the initial value but no perturbation of the
dynamics of (1) – is already solved for a large class of SDEs with non-globally monotone nonlinearities (see, e.g.,
Li [39], Hairer & Mattingly [21], Zhang [56] and Cox et. al [8]). Problem (ii) has been solved for a large class of
one-dimensional square-root diffusion processes with inaccessible boundaries (see Gyo¨ngy & Rasonyi [19], Dereich,
Neuenkirch & Szpruch [12], Alfonsi [2], Neuenkirch & Szpruch [45]). We are not aware of any result in the literature
that solves problem (ii) in the case of a multi-dimensional SODE which fails to satisfy (3). Regarding problem (iii),
we are aware of exactly one result in the literature on SPDEs with non-globally monotone nonlinearities, that is,
the work of Do¨rsek [13]. More precisely, Corollary 3.2 in [13] establishes the strong convergence rate 1 for spectral
Galerkin approximations of the vorticity formulation of the two dimensional stochastic Navier-Stokes equations with
degenerate additive noise. For problem (iv), we have not found results in the literature on SDEs with non-globally
monotone nonlinearities.
An important observation of this article is that there exist exponential integrating factors exp(
∫ t
0
χs ds), t ∈ [0, T ],
such that, informally speaking, the rescaled squared distances ‖Xt − Yt‖2H exp(−∫ t0 χs ds), t ∈ [0, T ], are sums and
integrals over local perturbation errors where (χt)t∈[0,T ] is a suitable stochastic process. The following proposition,
Proposition 1.1 below, formalizes this idea and establishes a pathwise perturbation formula. In Proposition 1.1 the
squared Hilbert-space distance ‖v − w‖2H , v, w ∈ H , is replaced by a more general function V (v, w), v, w ∈ H ,
to measure distances. It proved very beneficial in the case of some SDEs such as Cox-Ingersoll-Ross processes or
the Cahn-Hilliard-Cook equation with space-time white noise to measure distance between the solution X and its
perturbation Y with a general function V ∈ C2(H2,R) rather than with the squared Hilbert space distance (see
Sections 4.9 and 4.12.2 in Cox et. al [8] for details). Next we note that in the perturbation formula (4) below,
there appears an operator Gµ,σ : C2(H2,R)→ C(H2,R) defined in (16) below which is the formal generator of the
bivariate process consisting of two solution processes of the SDE (1); see also Ichikawa [31], Maslowski [42] and,
e.g., Leha & Ritter [37, 38] for references where this operator has been introduced and used in the literature.
Proposition 1.1 (Perturbation formula). Assume the above setting, let V = (V (x, y))(x,y)∈H2 ∈ C2(H2,R), let
χ : [0, T ] × Ω → R be a predictable stochastic process with ∫ T
0
|χs| ds < ∞ P-a.s. and let ek ∈ U , k ∈ N, be an
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P-a.s. for all t ∈ [0, T ].
Proposition 1.1 follows immediately from Itoˆ’s formula together with the addition and the subtraction of a
suitable term; see Proposition 2.5 below for details. Proposition 1.1 turned out to be rather useful to develop a
perturbation theory for the SDE (1) and, thereby, to partially solve the problems (i)–(iv) without assuming global
monotonicity. In the formulation of Proposition 1.1, the exponential integrating factors exp(∫ t0 χs ds), t ∈ [0, T ],
can be quite arbitrary. However, it is essential to observe that if χ can be chosen such that (Gµ,σV )(Xs, Ys) −
χsV (Xs, Ys) ≤ 0 P-a.s. for all s ∈ [0, T ], then the expectation of the right-hand side of (4) is – informally speaking
– dominated by sums and integrals over the local perturbation errors a− µ(Y ) and b− σ(Y ) times random factors.
The exponential integrating factors exp(∫ t0 χs ds), t ∈ [0, T ], on the left-hand side of (4) and the random factors on
the right-hand side of (4) can then – roughly speaking – be estimated by using Ho¨lder’s inequality and Young’s
inequality. In the case of V (x, y) = ‖x−y‖p for x, y ∈ H and some p ∈ [2,∞), this leads to the following perturbation
estimate (5). For more general estimates including a general ‘distance-type’ function V see Section 2.3.
Theorem 1.2. Assume the above setting, let ε ∈ [0,∞], p ∈ [2,∞), let τ : Ω→ [0, T ] be a stopping time and assume∫ τ
0
[







/ ‖Xs − Ys‖
2
H ds < ∞ P-a.s. Then it holds for all
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α, β ∈ (0,∞), r, q ∈ (0,∞] with 1p + 1q = 1r that

































[∥∥X0 − Y0∥∥Lp(Ω;H) + α(1− 1p ) ‖a− µ(Y )‖Lp(J0,τK;H) + β( 12− 1p )√(p − 1)(1 + 1/ε) ‖b− σ(Y )‖Lp(J0,τK;HS(U,H))
]
. (5)
In Theorem 1.2 the expression J0, τK := {(t, ω) ∈ [0, T ]× Ω: t ≤ τ(ω)} denotes the stochastic interval from 0 to
τ (see, e.g., Ku¨hn [36]) and in the formulation of Theorem 1.2 the convention 00 := 0 is used. Theorem 1.2 follows
immediately from Corollary 2.12 below which, in turn, follows from Theorem 2.10 below. Theorem 1.2 can be
applied to prove local Lipschitz continuity in the strong sense with respect to the initial value by choosing τ = T ,
ε = 0, a = µ(Y ), b = σ(Y ). Thereby one obtains a quite similar inequality than Corollary 2.19 in Cox et. al [8] (see
also Corollary 2.8 below). Local Lipschitz continuity with respect to the initial value follows then from finiteness of
the exponential moment on the right-hand side of (5) which, in turn, is implied by conditions similar to (6) and (7)
below in the case a = µ(Y ) and b = σ(Y ) (see, e.g., Lemma 2.22 in [8] for details and, e.g., also [21, 15, 14, 5, 23]
for some instructive results on exponential moments). Note that the counterexamples in Hairer et. al [20] show that
some condition on µ and σ beyond smoothness and global boundedness is necessary to ensure that the exponential
moment on the right-hand side of (5) is finite and, thereby, that solutions of (1) are locally Lipschitz continuous
with respect to the initial values.
In order to demonstrate the flexibility of Theorem 1.2 (and Theorem 2.10 below), we partially solve two well-
known approximation problems. In our first application of Theorem 1.2, we establish in Theorem 1.3 below the
strong convergence rate 1/2 for suitable numerical approximations for a large class of finite-dimensional SODEs
with non-globally monotone coefficients. We point out that strong convergence rates are particularly important
for efficient multilevel Monte Carlo methods (see Giles [17], Heinrich [22], Kebaier [32]). In the literature, strong
convergence rates for time-discrete approximation processes for multi-dimensional SODEs are only known under the
global monotonicity assumption (3) (cf., e.g., [25, 24, 28, 55, 41, 33, 50, 49] and the references mentioned therein).
In addition, strong convergence without rates has been established for time-discrete approximation processes for
multi-dimensional SDEs with non-globally monotone coefficients in [6, 26, 54, 49, 34]. To the best of our knowledge,
Theorem 1.3 is the first result which proves a strong convergence rate of time-discrete approximation processes for a
multi-dimensional SODE with non-globally monotone coefficients. In particular, to the best of our knowledge, The-
orem 1.3 is the first result which implies a strong convergence rate for the stochastic Lorenz equation with bounded
noise (see Section 3.1.2), for the stochastic van der Pol oscillator (see Section 3.1.3), for the stochastic Duffing-van der
Pol oscillator (see Section 3.1.4), for a model from experimental psychology (see Section 3.1.5), for the overdamped
Langevin dynamics under suitable assumptions (see Section 3.1.6) or for the stochastic Duffing oscillator with ad-
ditive noise (see Section 3.1.7). In inequality (7) below, there appears an operator Gµ,σ : C2(H,R) → C(H,R)
defined in (14) below which is the generator associated with the SDE (1). Theorem 1.3 follows immediately from
Proposition 3.3 below.
Theorem 1.3 (Strong convergence rates for numerical approximations). Assume the above setting, let d,m ∈ N,
c, r ∈ (0,∞), q0, q1 ∈ (0,∞], α ∈ [0,∞), p, q ∈ [2,∞) with 1p + 1q0 + 1q1 = 1r , assume H = D = Rd, U = Rm,
let U1 ∈ C1(Rd, [0,∞)), µ ∈ C1(Rd,Rd), σ ∈ C1(Rd,Rd×m) have at most polynomially growing derivatives, let
U0 ∈ C3(Rd, [1,∞)) satisfy
∑3



























d + U1(x) ≤ αU0(x) + c (7)
for all x, y ∈ Rd with x 6= y and let ZN : {0, 1, . . . , N} × Ω→ Rd, N ∈ N, satisfy ZN0 = X0 and
ZNn+1 = Z
N


















− ZNn ‖Lr(Ω;Rd) ≤ C N−1/2. (9)
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The numerical scheme (8) has been proposed in [30]. Note that we cannot replace scheme (8) by the well-
known Euler-Maruyama scheme since Euler-Maruyama approximations diverge in the strong sense in the case of
superlinearly growing coefficient functions (see Theorem 2.1 in [27] and [29]). As sketched above, exponential
integrability properties play an important role in the perturbation theory developed in this article. The advantage
of the numerical approximations (8) is to preserve exponential integrability properties of the exact solution under
minor additional assumptions (see [30] for more details). Condition (7) ensures that both the exact solution and the
numerical approximations admit suitable exponential integrability properties and assumption (6) ensures that the
exponential term on the right hand side of (5) can be estimated in an appropriate way. Observe that if we choose
q0 = q1 =∞ in Theorem 1.3, then condition (6) essentially reduces to the global monotonicity assumption (3).
Our second application of Theorem 1.2 and of the more general Theorem 2.10 below concerns the approximation
and the analysis of SPDEs. In the literature, there are a number of results which prove pathwise convergence
rates or convergence rates for convergence in probability for spatially discrete approximation processes of SPDEs
with non-globally monotone nonlinearities (see, e.g., [48, 1, 7, 3, 4, 34]) or which prove strong convergence without
convergence rates for spatially discrete approximation processes of SPDEs with non-globally monotone nonlinearities
(see, e.g., [18, 35, 6, 34]). We are aware of only one result which establishes a strong convergence rate for spatially
discrete approximation processes of SPDEs with non-globally monotone nonlinearities namely the above mentioned
Corollary 3.2 in Do¨rsek [13]. Now our perturbation estimate (5) in Theorem 1.2 and its more general version (43)
in Theorem 2.10 below result in Theorem 1.4 below which can be applied to semilinear SPDEs with non-globally
monotone nonlinearities to establish strong convergence rates for Galerkin approximations. In particular, we apply
Theorem 1.4 below to obtain for the first time a strong convergence rate for spectral Galerkin approximations for
Cahn-Hilliard-Cook type SPDEs (see inequality (149) in Section 3.2.2 below for details) and for stochastic Burgers
equations with bounded diffusion coefficients (see inequality (161) in Section 3.2.3 below for details). Theorem 1.4
follows immediately from Proposition 3.6 below.
Theorem 1.4 (Strong convergence rates for Galerkin approximations). Assume the above setting, let ϕ : D2 → R
be a Borel measurable mapping, let ε ∈ [0,∞], r ∈ (0,∞), q0, q1, qˆ0, qˆ1 ∈ (0,∞], c, α, β, αˆ, βˆ ∈ [0,∞), p ∈ [2,∞),

















H + Uˆ1(y) ≤ αˆ Uˆ0(y) + βˆ, (10)
〈Px− y,Pµ(Px)− Pµ(y)〉H +
(p−1) (1+ε)
2


















for all x ∈ D, y ∈ P (H) and assume that ∫ T0 ‖µ(PXs)‖H + ‖σ(PXs)‖2HS(U,H) ds and Yt = PX0 + ∫ t0 Pµ(Ys) ds+∫ t
0 Pσ(Ys) dWs P-a.s. for all t ∈ [0, T ]. Then
sup
t∈[0,T ]
‖Xt − Yt‖Lr(Ω;H) ≤ T (
1
2− 1p ) exp
(
1






























‖(I − P )Xt‖Lr(Ω;H) .
As a third application of Theorem 1.2, we study SDEs with small noise (cf., e.g., Theorem 1.2 in Freidlin &
Wentzell [16] for the case of globally Lipschitz continuous coefficients). In particular, Corollary 3.9 below can be
applied to a number of nonlinear ordinary and partial differential equations perturbed by a small noise term such
as the examples in Subsections 3.1.2–3.1.7 as well as the examples in Subsections 3.2.2–3.2.3. We refer the reader
to Section 3.3 for more details.
1.1 Notation
Throughout this article the following notation is used. For two sets A and B we denote by M(A,B) the set of all
mappings from A to B. In addition, for two measurable spaces (A,A) and (B,B) we denote by L0(A;B) the set of
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f ∈ C2(Rd,R) :
f ′′ is locally Lipschitz continuous and for
all i ∈ {1, 2, 3} and λ
R
d -almost all x ∈ Rd it
holds that ‖f (i)(x)‖L(i)(Rd,R) ≤ c |f(x)|[1−i/p]

 . (12)
Moreover, for a natural number d ∈ N and a metric space (E, dE) we denote by
C1P(Rd, E) :=
{
f ∈ C(Rd, E) : (
∃ c ∈ [0,∞) : ∀x, y ∈ Rd : dE(f(x), f(y)) ≤ c (1 + ‖x‖c + ‖y‖c) ‖x− y‖
)}
(13)
the space of locally Lipschitz continuous functions from Rd to E with locally Lipschitz constants that grow
at most polynomially. In addition, for separable R-Hilbert spaces (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U ), an
open set O ⊆ H , a non-empty set O ⊆ O and functions µ ∈ M(O, H), σ ∈ M(O, HS(U,H)) we define lin-
ear operators Gµ,σ : C2(O,R) → M(O,R), Gσ : C1(O,R) → M(O,R1×m), Gµ,σ : C2(O2,R) → M(O2,R) and
Gσ : C
1(O2,R)→M(O2, U∗) by





































































for all x, y ∈ O, φ ∈ C2(O,R), φ¯ ∈ C2(O2,R), ψ ∈ C1(O,R), ψ¯ ∈ C1(O2,R). We call the linear operator Gµ,σ
defined in (14) generator, we call the linear operator Gσ defined in (15) noise operator, we call the linear operator
Gµ,σ defined in (16) extended generator (cf. Ichikawa [31] and Maslowski [42]) and we call the linear operator Gσ
defined in (17) extended noise operator (cf., e.g., Cox et al. [8]). In addition, for a real number T ∈ (0,∞) we denote
by PT = ∪n∈N{(t0, t1, . . . , tn) ∈ Rn+1 : 0 = t0 < t1 < · · · < tn = T } the set of all partitions of the interval [0, T ].
Moreover, if T ∈ (0,∞) is a real number and if (Ω,F ,P) is a probability space with a normal filtration (Ft)t∈[0,T ] (see,
e.g., Definition 2.1.11 in Pre´voˆt & Ro¨ckner [47]), then we say that the quadrupel (Ω,F ,P, (Ft)t∈[0,T ]) is a stochastic
basis. Furthermore, for a real number T ∈ [0,∞), a stochastic basis (Ω,F ,P, (Ft)t∈[0,T ]) and adapted and product
measurable stochastic processes χ : [0, T ]×Ω→ R and ζ : [0, T ]×Ω→ U∗ = L(U,R) with ∫ T
0
|χs|+ ‖ζs‖2U∗ ds <∞
P-a.s. we denote by Ψ[χ, ζ] the equivalence class (with respect to indistinguishability) of adaptedR-valued stochastic
processes on [0, T ] with continuous sample paths satisfying












P-a.s. for all t ∈ [0, T ]. Throughout this article we also often calculate and formulate expressions in the extended
real numbers [−∞,∞] = R∪{−∞,∞}. In particular, we frequently use the convention 00 = 0 ·∞ = 0. Furthermore,
for a real number a ∈ R we denote by a+ := max(a, 0) the nonnegative part of a. In addition, for a real number
T ∈ [0,∞), a stochastic basis (Ω,F ,P, (Ft)t∈[0,T ]) and a stopping time τ : Ω → [0, T ] we denote by J0, τK :=
{(t, ω) ∈ [0, T ]× Ω: t ≤ τ(ω)} the probabilistic interval from 0 to τ (see, e.g., Definition 3.1 in Ku¨hn [36]).
1.2 Setting
Throughout this article the following setting is frequently used. Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U ) be
separable R-Hilbert spaces, let O ⊆ H be an open set, let O ∈ B(O), T ∈ (0,∞), let (Ω,F ,P, (Ft)t∈[0,T ]) be a
stochastic basis, let (Wt)t∈[0,T ] be a cylindrical IU -Wiener process with respect to (Ft)t∈[0,T ] and let ek ∈ U , k ∈ N,
be an orthonormal basis of U .
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2 A perturbation theory for stochastic differential equations (SDEs)
2.1 Itoˆ’s formula and an exponential integrating factor
Lemma 2.1. Assume the setting in Subsection 1.2, let V ∈ C2(O,R) and let X : [0, T ]× Ω→ O, a : [0, T ]× Ω→
H, b : [0, T ] × Ω → HS(U,H), χ : [0, T ] × Ω → R, ζ : [0, T ] × Ω → U∗ be predictable stochastic processes with∫ T








= V (X0) +
∫ t
0










s (HessV )(Xs) bs)+trace(ζ
∗




P-a.s. for all t ∈ [0, T ].
Proof of Lemma 2.1. Applying Itoˆ’s formula to the process V (Xt)Ψ[χ,ζ]t , t ∈ [0, T ], results in
V (Xt)
Ψ[χ, ζ]t
= V (X0) +
∫ t
0






V ′(Xs) as + 12 trace((bs)














P-a.s. for all t ∈ [0, T ]. Combining this with the elementary identity
V (Xs) ‖ζs‖2U∗ − trace(ζ∗s V ′(Xs) bs) = V (Xs) ‖ζs‖2HS(U,R) − trace(ζ∗s V ′(Xs) bs)
= trace(ζ∗sV (Xs)ζs)− trace(ζ∗s V ′(Xs) bs) = trace(ζ∗s [V (Xs)ζs − V ′(Xs) bs])
(21)
for all s ∈ [0, T ] completes the proof of Lemma 2.1.
In the next lemma, Lemma 2.2, we present a slightly different formulation of Lemma 2.2, that is, we add and
substract in (19) the generator in (14) and the noise operator in (15). Lemma 2.2 is thus an immediate consequence
of Lemma 2.1 and its proof is therefore omitted.
Lemma 2.2. Assume the setting in Subsection 1.2, let V ∈ C2(O,R), µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)), let
X : [0, T ] × Ω → O, a : [0, T ] × Ω → H, b : [0, T ] × Ω → HS(U,H), χ : [0, T ] × Ω → R, ζ : [0, T ] × Ω → U∗ be
predictable stochastic processes with
∫ T
0 ‖as‖H + ‖bs‖2HS(U,H)+ |χs|+ ‖ζs‖2U∗ + ‖µ(Xs)‖H + ‖σ(Xs)‖2HS(U,H) ds <∞






bs dWs P-a.s. for all t ∈ [0, T ]. Then
V (Xt)
Ψ[χ, ζ]t
= V (X0) +
∫ t
0
















P-a.s. for all t ∈ [0, T ].
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2.2 A perturbation formula
In the next result, Proposition 2.3, we formulate the special case of Lemma 2.2 where the stochastic process (Xt)∈[0,T ]
in Lemma 2.2 is the pairing of two stochastic processes X = (X1, X2).
Proposition 2.3. Assume the setting in Subsection 1.2, let V = (V (x1, x2))(x1,x2)∈O2 ∈ C2(O2,R), µ ∈ L0(O;H),
σ ∈ L0(O;HS(U,H)), let X i : [0, T ] × Ω → O, ai : [0, T ] × Ω → H, bi : [0, T ] × Ω → HS(U,H), i ∈ {1, 2},
χ : [0, T ] × Ω → R, ζ : [0, T ] × Ω → U∗ be predictable stochastic processes with ∫ T
0
‖ais‖H + ‖bis‖2HS(U,H) + |χs| +






bis dWs P-a.s. for all t ∈ [0, T ],
i ∈ {1, 2}. Then




















































































P-a.s. for all t ∈ [0, T ].
Next we formulate the special case of Proposition 2.3 where the stochastic process (X1t )t∈[0,T ] in Proposition 2.3
is a solution process of the SDE with drift coefficient µ and diffusion coefficient σ.
Corollary 2.4. Assume the setting in Subsection 1.2, let V = (V (x, y))(x,y)∈O2 ∈ C2(O2,R), µ ∈ L0(O;H),
σ ∈ L0(O;HS(U,H)), let X,Y : [0, T ]×Ω→ O, a : [0, T ]×Ω→ H, b : [0, T ]×Ω→ HS(U,H), χ : [0, T ]×Ω→ R,
ζ : [0, T ]× Ω→ U∗ be predictable stochastic processes with ∫ T0 ‖as‖H + ‖bs‖2HS(U,H) + |χs|+ ‖ζs‖2U∗ + ‖µ(Xs)‖H +






σ(Xs) dWs P-a.s. and






bs dWs P-a.s. for all t ∈ [0, T ]. Then
V (Xt, Yt)
Ψ[χ, ζ]t































P-a.s. for all t ∈ [0, T ].
Note in the setting of Corollary 2.4 that if Y is also a solution of the SDE with drift coefficient µ and diffusion
coefficient σ too and if χ and ζ are appropriate (see Proposition 2.12 in Cox et al. [8]), then Corollary 2.4 essentially
reduces to Proposition 2.12 in Cox et al. [8] and can be used to study the regularity of solutions of SDEs in the
initial value. The next result, Proposition 2.5, formulates the special case of Corollary 2.4 where the process ζ ≡ 0
vanishes.
Proposition 2.5. Assume the setting in Subsection 1.2, let V = (V (x, y))(x,y)∈O2 ∈ C2(O2,R), µ ∈ L0(O;H),
σ ∈ L0(O;HS(U,H)), let X,Y : [0, T ]× Ω→ O, a : [0, T ]× Ω→ H, b : [0, T ]× Ω→ HS(U,H), χ : [0, T ]× Ω→ R
be predictable stochastic processes with
∫ T
0
‖as‖H + ‖bs‖2HS(U,H)+ |χs|+ ‖µ(Xs)‖H + ‖σ(Xs)‖2HS(U,H)+ ‖µ(Ys)‖H +



















































P-a.s. for all t ∈ [0, T ].
2.3 Perturbation estimates
Our central goal is to estimate the quantity supt∈[0,T ] ‖V (Xt, Yt)‖Lr(Ω;R) for some r ∈ (0,∞) in (25) in Propo-
sition 2.5. To do so, we apply in the next lemma a localization argument together with Ho¨lder’s inequality to
(25).
Lemma 2.6. Assume the setting in Subsection 1.2, let V = (V (x, y))(x,y)∈O2 ∈ C2(O2, [0,∞)), µ ∈ L0(O;H),
σ ∈ L0(O;HS(U,H)), let τ : Ω→ [0, T ] be a stopping time, let X,Y : [0, T ]×Ω→ O be adapted stochastic processes
with continuous sample paths (c.s.p.), let a : [0, T ] × Ω → H, b : [0, T ] × Ω → HS(U,H), χ : [0, T ] × Ω → R be
predictable stochastic processes with
∫ T
0
|χs| + ‖as‖H + ‖bs‖2HS(U,H) + ‖µ(Xs)‖H + ‖σ(Xs)‖2HS(U,H) + ‖µ(Ys)‖H +













P-a.s. for all t ∈ [0, T ]. Then it holds for all p ∈ (0, 1] that



















− χsV (Xs, Ys) +
∑∞
























|χs|+ ‖as‖H + ‖bs‖
2






















|χs|+ ‖as‖H + ‖bs‖2HS(U,H)





for all n ∈ N. Proposition 2.5 then implies



































P-a.s. for all n ∈ N. Taking expectations in (28) shows that for all n ∈ N it holds that
E
[




































Next note that Ho¨lder’s inequality proves that for all p ∈ (0, 1] it holds that
‖V (Xτ , Yτ )‖Lp(Ω;R) =





































Combining (29) and (30) with Fatou’s lemma completes the proof of Lemma 2.6.
If the right-hand side of (26) is further estimated in an appropriate way, then a more compact statement can
be obtained. This is the subject of the next corollary.
Corollary 2.7. Assume the setting in Subsection 1.2, let V = (V (x, y))(x,y)∈O2 ∈ C2(O2, [0,∞)), µ ∈ L0(O;H),
σ ∈ L0(O;HS(U,H)), let τ : Ω→ [0, T ] be a stopping time, let X,Y : [0, T ]×Ω→ O be adapted stochastic processes
with c.s.p., let a : [0, T ] × Ω → H, b : [0, T ] × Ω → HS(U,H), χ : [0, T ] × Ω → [0,∞) be predictable stochastic
processes with
∫ T
0 ‖as‖H + ‖bs‖2HS(U,H) + ‖µ(Xs)‖H + ‖σ(Xs)‖2HS(U,H) + ‖µ(Ys)‖H + ‖σ(Ys)‖2HS(U,H) + χs ds <∞












bs dWs P-a.s. for all t ∈ [0, T ].
Then it holds for all p ∈ (0, 1] that

















− χsV (Xs, Ys) +
∑∞











Lemma 2.6 can be used to study the regularity of solutions of SDEs with respect to the initial values. This is
illustrates in the next result, Corollary 2.8. Corollary 2.8 follows immediately from Lemma 2.6 and its proof is thus
omitted.
Corollary 2.8. Assume the setting in Subsection 1.2, let V ∈ C2(O2, [0,∞)), µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)),








(Gµ,σV )(Xs, Ys) −
χsV (Xs, Ys)
]+









P-a.s. for all t ∈ [0, T ]. Then it holds for all p ∈ (0, 1] that
‖V (Xτ , Yτ )‖Lp(Ω;R) ≤ E
[
V (X0, Y0)
] ‖exp(∫ τ0 χs ds)‖Lp/(1−p)(Ω;R) . (32)
Corollary 2.8 is a quite similar statement to Proposition 2.17 in Cox et al. [8] in the case p = 1 in the setting of
the proposition. As Proposition 2.17 in Cox et al. [8], Corollary 2.8 can now be used to study the regularity with
respect to the initial value for a number of nonlinear SDEs from the literature (such as the Duffing-van der Pol
oscillator, the Cox-Ingersoll-Ross process and the Cahn-Hilliard-Cook equation); see Section 4 in Cox et al. [8] for
a list of examples.
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2.4 Perturbation estimates in the case of Hilbert space distances
This subsection investigates the special case of Proposition 2.5 where V ∈ C2(O2,R) satisfies V (x, y) = ‖x− y‖pH
for all x, y ∈ O and some p ∈ [2,∞).
Proposition 2.9. Assume the setting in Subsection 1.2, let µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)), let X,Y : [0, T ]×




‖as‖H + ‖bs‖2HS(U,H) + |χs| + ‖µ(Xs)‖H + ‖σ(Xs)‖2HS(U,H) + ‖µ(Ys)‖H + ‖σ(Ys)‖2HS(U,H) ds < ∞ P-a.s.,





















































P-a.s. for all t ∈ [0, T ], ε ∈ [0,∞], p ∈ [2,∞).
Proof of Proposition 2.9. Throughout this proof let p ∈ [2,∞) be a real number and let V ∈ C2(O2,R) be given by
V (x, y) = ‖x − y‖pH for all x, y ∈ O. Then observe that Remark 2.13 in Cox et al. [8] proves that for all s ∈ [0, T ]
it holds that ∑∞
k=1 (∂x∂yV )(Xs, Ys)
(









1{Xs 6=Ys} p (p− 2) ‖Xs − Ys‖(p−4)H 〈Xs − Ys, σ(Xs)ek〉H 〈Xs − Ys, [bs − σ(Ys)] ek〉H
= −p ‖Xs − Ys‖(p−2)H trace
(
σ(Xs)
∗ [bs − σ(Ys)]
)
− 1{Xs 6=Ys} p (p− 2) ‖Xs − Ys‖(p−4)H trace
(
σ(Xs)









(Hessy V )(Xs, Ys) [bs − σ(Ys)]
)






































































































































































































P-a.s. for all t ∈ [0, T ]. The Cauchy-Schwarz inequality in the Hilbert space HS(U,H) (see, e.g., Remark B.0.4 and
Proposition B.0.8 in Pre´voˆt & Ro¨ckner [47]) and the Ho¨lder estimate for Schatten norms (see, e.g., Remark B.0.6


















































P-a.s. for all t ∈ [0, T ]. Again the Cauchy-Schwarz inequality in the Hilbert space HS(U,H) (see, e.g., Remark B.0.4



















































































P-a.s. for all t ∈ [0, T ] and all ε ∈ [0,∞]. This completes the proof of Proposition 2.9.
The next result, Theorem 2.10, further develops our theory of perturbations for SDEs. In particular, we apply
a localization argument to the right-hand side of (33), then take expectations on both sides and thereafter apply
Ho¨lder’s inequality.
Theorem 2.10. Assume the setting in Subsection 1.2, let µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)), ε ∈ [0,∞],
p ∈ [2,∞), let τ : Ω → [0, T ] be a stopping time, let X,Y : [0, T ] × Ω → O be adapted stochastic processes with






















P-a.s. Then it holds for all r, q ∈ (0,∞] with 1p + 1q = 1r that




















Lq(Ω;R)[∥∥ p ‖X − Y ‖(p−2)H [〈X − Y, µ(Y )− a〉H + (p−1) (1+1/ε)2 ‖b− σ(Y )‖2HS(U,H) − χ‖X − Y ‖2H]+∥∥1/pL1(J0,τK;R)
+ ‖X0 − Y0‖Lp(Ω;H)
]
. (43)


















‖Xs − Ys‖2(p−1)H ‖σ(Xs)− bs‖2HS(U,H) ds ≥ n
})
(45)
































































































































Fatou’s lemma hence implies that
E
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p ‖Xs − Ys‖(p−2)H




Ho¨lder’s inequality hence proves that for all q ∈ (0,∞], r ∈ (0, p] with 1p + 1q = 1r it holds that
‖Xτ − Yτ‖pLr(Ω;H) =













































p ‖Xs − Ys‖(p−2)H
·
[







This implies (43) and the proof of Theorem 2.10 is thus completed.
The next corollary, Corollary 2.11, uses Theorem 2.10 to study the difference of solutions processes of two
semilinear SPDEs with possibly different coefficient functions.
Corollary 2.11. Assume the setting in Subsection 1.2, let A : D(A) ⊆ H → H be a densely defined linear operator
with O ⊆ D(A), let F1, F2 ∈ L0(O;H), B1, B2 ∈ L0(O;HS(U,H)), ε ∈ [0,∞], p ∈ [2,∞), let X1, X2 : [0, T ]×Ω→
O, Xˆ : [0, T ] × Ω → H, χ : [0, T ] × Ω → R be predictable stochastic processes with ∫ T
0
‖AXjs‖H + ‖AXˆs‖H +
‖Fi(Xjs )‖H + ‖Bi(Xjs )‖2HS(U,H) + ‖F2(Xˆs)‖H + ‖B2(Xˆs)‖2HS(U,H) ds <∞ P-a.s., X it = X i0 +
∫ t
0




























P-a.s. Then it holds for all t ∈ [0, T ], r, q ∈ (0,∞] with 1p + 1q = 1r that
‖X1t −X2t ‖Lr(Ω;H) ≤ ‖X1t − Xˆt‖Lr(Ω;H) +
∥∥ p ‖X2 − Xˆ‖(p−2)H [〈X2 − Xˆ, F2(Xˆ)− F2(X1)〉H

















Corollary 2.11 follows immediately from the triangle inequality and from an application of Theorem 2.10 to the
stochastic process X2t , t ∈ [0, T ], with the perturbation process Xˆt, t ∈ [0, T ], and its proof is thus omitted. In a
number of cases it is convenient to further estimate the right-hand side of (43) in an appropriate way. This is the
subject of the next corollary of Theorem 2.10.
Corollary 2.12. Assume the setting in Subsection 1.2, let µ ∈ L0(O, H), σ ∈ L0(O, HS(U,H)), ε ∈ [0,∞],
p ∈ [2,∞), let τ : Ω→ [0, T ] be a stopping time, let X,Y : [0, T ]×Ω→ O be adapted stochastic processes with c.s.p.,
let a : [0, T ]×Ω→ H, b : [0, T ]×Ω→ HS(U,H) be predictable stochastic processes with ∫ T0 ‖as‖H + ‖bs‖2HS(U,H) +



















P-a.s. Then it holds for all δ, ρ, r ∈ (0,∞), q ∈ (0,∞] with 1p + 1q = 1r that

































[∥∥X0 − Y0∥∥Lp(Ω;H) + δ(1− 1p ) ‖a− µ(Y )‖Lp(J0,τK;H) + ρ( 12− 1p )√(p − 1)(1 + 1/ε) ‖b− σ(Y )‖Lp(J0,τK;HS(U,H))
]
.





(12 − 1p )
ρ
(57)

















‖X0 − Y0‖Lp(Ω;H) +
∥∥∥[p2 ρ( 2p−1) ‖X − Y ‖(p−2)H (p− 1) (1 + 1/ε)ρ(1− 2p ) ‖b− σ(Y )‖2HS(U,H)




























‖X0 − Y0‖Lp(Ω;H) +
∥∥∥[ρ(p2−1) [(p− 1) (1 + 1/ε)] p2 ‖b− σ(Y )‖pHS(U,H)






This and the definition of χ completes the proof of Corollary 2.12.
3 Applications of the perturbation theory for SDEs
3.1 Numerical approximations of SODEs
This subsection uses Corollary 2.12 to establish strong convergence rates for the stopped-tamed Euler-Maruyama
method in [30] (see (6) in [30]). To do so, the following elementary lemma is used.




for all v ∈ Rd. Then it holds for all v ∈
R
d that ‖ψ′(v)‖L(Rd) ≤ 3, that ‖ψ′(v)− IRd‖L(Rd) ≤ 3 [1 ∧ ‖v‖Rd ]2 and that supu∈Rd, ‖u‖
R
d≤1 ‖ψ′′(v)(u, u)‖Rd ≤
14 [1 ∧ ‖v‖
R
d ].
Proof of Lemma 3.1. Observe that, for example, Section 2.3 in [30] shows that for all z ∈ Rd it holds that




















































































]2 ≤ 14 [1 ∧ ‖z‖Rd ] .
(62)
The proof of Lemma 3.1 is thus completed.
We now use Lemma 3.1 together with Corollary 2.12 to prove a suitable strong convergence rate estimate (see
(64) below) for the stopped-tamed Euler-Maruyama approximations in [30].
Lemma 3.2. Let d,m, n ∈ N, 0 = t0 < t1 < . . . < tn = T < ∞, O ∈ B(Rd), φ ∈ L0(Rd;R), µ ∈ L0(Rd;Rd),
σ ∈ L0(Rd;Rd×m) satisfy ‖µ(x)− µ(y)‖
R
d ∨ ‖σ(x) − σ(y)‖HS(Rm,Rd) ≤ (φ(x) +φ(y)) ‖x− y‖Rd for all x, y ∈ Rd,
let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let W : [0, T ]× Ω → Rm be a standard (Ft)t∈[0,T ]-Brownian motion,
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let X,Y : [0, T ] × Ω → Rd be adapted stochastic processes with c.s.p. satisfying ∫ T0 ‖µ(Xs)‖Rd + ‖σ(Xs)‖2Rd×m ds




0 σ(Xs) dWs P-a.s. for all t ∈ [0, T ], Y0 = X0 and
Yt = Ytk + 1{Ytk∈O}
[
µ(Ytk )(t−tk)+σ(Ytk )(Wt−Wtk )





for all t ∈ [tk, tk+1], k ∈ {0, 1, . . . , n− 1} and let τ : Ω→ [0, T ] be given by τ = inf
({T } ∪ {t ∈ {t0, t1, . . . , tn} : Yt /∈



















∥∥µ(Ys)∥∥Lv(Ω;Rd) + v ‖σ(Ys)‖Lv(Ω;HS(Rm,Rd))
)



































Proof of Lemma 3.2. Throughout this proof let e
(m)
1 = (1, 0, . . . , 0), . . . , e
(m) = (0, . . . , 0, 1) ∈ Rm be the Euclidean
orthonormal basis of the Rm, let ⌊·⌋t0,t1,...,tn : [0, T ] → {t0, t1, . . . , tn} be given by ⌊t⌋t0,t1,...,tn = max
(
[0, t] ∩
{t0, t1, . . . , tn}
)
























σ(Y⌊t⌋t0 ,t1,...,tn ) e
(m)





and bt = ψ














P-a.s. (otherwise estimate (64) is clear). Itoˆ’s formula then proves that Yt = Yt∧τ = X0 +
∫ t
0 1{s<τ} as ds +∫ t
0 1{s<τ} bs dWs P-a.s. for all t ∈ [0, T ]. Next note that Lemma 7.7 in Da Prato & Zabczyk [10] proves that for all



















































∥∥µ(Y⌊t⌋t0 ,t1,...,tn )∥∥Rd + 7 ∥∥σ(Y⌊t⌋t0 ,t1,...,tn )∥∥2HS(Rm,Rd) + ∣∣φ(Yt)+ φ(Y⌊t⌋t0 ,t1,...,tn )∣∣
]
(69)

















Combining (69) and (70) with (68) proves that for all p, u ∈ [2,∞), v ∈ (2,∞] with 1u + 1v = 1p it holds that















































































































































































































































This completes the proof of Lemma 3.2.
Lemma 3.2 is only of use if the right-hand side of (64) is finite. The next result (Proposition 3.3), in particular,
provides sufficient conditions to ensure that the right-hande side of (64) is finite and thereby establish strong
convergence rates for the stopped-tamed Euler-Maruyama approximations in [30].
Proposition 3.3. Let d,m ∈ N, r, ε, c, T ∈ (0,∞), q0, q1 ∈ (0,∞], α ∈ [0,∞), p ∈ [2,∞), U0 ∈ C3D(Rd, [0,∞)),







d + U1(x) ≤ αU0(x) + c,















for all x, y ∈ Rd, let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let W : [0, T ]× Ω → Rm be a standard (Ft)t∈[0,T ]-











σ(Xs) dWs P-a.s. for all t ∈ [0, T ] and Y θ0 = X0 and
Y θt = Y
θ
tk + 1{‖Y θtk‖Rd < exp( |ln(max0≤i≤n−1 ti+1−ti)|1/2 )}
[
µ(Y θtk









for all t ∈ [tk, tk+1], k ∈ {0, 1, . . . , n− 1}, θ = (t0, . . . , tn) ∈ PT , n ∈ N. Then there exists a real number C ∈ [0,∞)
such that for all n ∈ N and all θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]
∥∥Xt − Y θt ∥∥Lr(Ω;Rd) ≤ C [maxk∈{0,1,...,n−1} |tk+1 − tk| ] 12 . (77)
Proof of Proposition 3.3. Throughout this proof let q ∈ (0,∞] be given by 1q = 1q0 + 1q1 and let τθ : Ω → [0, T ],















for all θ = (t0, t1, . . . , tn) ∈ PT and all n ∈ N. Next note that the assumptions µ ∈ C1P(Rd,Rd) and σ ∈






such that for all
x, y ∈ Rd it holds that
‖µ(x)− µ(y)‖
R
d ∨ ‖σ(x) − σ(y)‖HS(Rm,Rd) ≤ cˆ
(
1 + ‖x‖cˆ + ‖y‖cˆ) ‖x− y‖
R
d . (79)
In view of this, let φ ∈ C(Rd,R) be given by φ(x) = 4 |cˆ|2 [1+ ‖x‖](2cˆ+2) for all x ∈ Rd and note that for all x, y ∈
R
d it holds that max{1, ‖µ(x)‖
R
d , ‖σ(x)‖2HS(Rm,Rd)} ≤ φ(x) and ‖µ(x) − µ(y)‖Rd ∨ ‖σ(x) − σ(y)‖HS(Rm,Rd) ≤
(φ(x) + φ(y)) ‖x− y‖
R
d . We can thus apply Lemma 3.2 to obtain that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT ,
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u, v ∈ (0,∞] with 1u + 1v = 1p it holds that
sup
t∈[0,T ]







∥∥φ(Y θs )∥∥Lv(Ω;R) + v ‖φ(Y θs )‖Lv(Ω;R)
)





























The choice u = v = 2p in (80) shows that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]





























The assumptions of Proposition 3.3 hence imply that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]






























Ho¨lder’s inequality hence shows that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]























































A simple consequence of Jensen’s inequality (see, e.g., inequality (19) in Li [39] and Lemma 2.21 in Cox et al. [8])
hence shows that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]






















































Therefore, we obtain that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]


































































Combining this with Corollary 2.4 in Cox et al. [8] and Corollary 2.9 in [30] implies that there exists a real number
C˜ ∈ [0,∞) such that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]








This and Ho¨lder’s inequality prove that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]

























∥∥Xt∧τθ − Y θt∧τθ∥∥Lr(Ω;Rd)

















Next we observe that Markov’s inequality together with the fact that for all x ∈ Rd it holds that 1c‖x‖1/c ≤ 1+U0(x)
shows that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
P[τθ < T ] ≤ P
[
‖Y θT ‖ ≥ exp






















































4 ≤ ex for all x ∈ [0,∞) hence implies that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
















































This together with Corollary 2.9 in [30] shows that there exists a real number Cˆ ∈ [0,∞) such that for all n ∈ N,
θ = (t0, t1, . . . , tn) ∈ PT it holds that










Combining this with (87) implies that for all n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that
sup
t∈[0,T ]























Combining this again with Corollary 2.4 in Cox et al. [8] and Corollary 2.9 in [30] completes the proof of Proposi-
tion 3.3.
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Proposition 3.3 establishes under suitable assumptions strong convergence rates for the stopped-tamed Euler-
Maruyama approximations in [30] in the case of SDEs with possibly non-globally Lipschitz continuous drift and
possibly non-globally Lipschitz continuous diffusion coefficient functions. A number of SDEs from the literature
have a globally Lipschitz continuous diffusion coefficient. This special case of Proposition 3.3 is the subject of the
next result, Corollary 3.4. Corollary 3.4 follows immediately from Proposition 3.3.
Corollary 3.4. Let d,m ∈ N, let σ : Rd → Rd×m be globally Lipschitz continuous, let c, T ∈ (0,∞), U0 ∈




(Gµ,σU0)(x) + 12 ‖σ(x)∗(∇U0)(x)‖2Rd + U1(x)− η U0(x)
]
<∞, (92)













[‖x‖1/c − c U0(x)] < ∞, let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let W : [0, T ] × Ω → Rm be
a standard (Ft)t∈[0,T ]-Brownian motion, let X : [0, T ] × Ω → Rd and Y θ : [0, T ] × Ω → Rd, θ ∈ PT , be adapted








0 σ(Xs) dWs P-a.s. for all t ∈ [0, T ] and
Y θ0 = X0 and
Y θt = Y
θ
tk
+ 1{‖Y θtk‖Rd < exp( |ln(max0≤i≤n−1 ti+1−ti)|1/2 )}
[
µ(Y θtk









for all t ∈ [tk, tk+1], k ∈ {0, 1, . . . , n − 1}, θ = (t0, . . . , tn) ∈ PT , n ∈ N. Then there exist Cr ∈ [0,∞), r ∈
(0,∞), such that for all r ∈ (0,∞), n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt − Y θt ‖Lr(Ω;Rd) ≤
Cr
[
maxk∈{0,1,...,n−1} |tk+1 − tk|
]1/2
.
We now apply Corollary 3.4 and Proposition 3.3 respectively to a selection of example SODEs with non-globally
monotone coefficients. In each of these example SODEs, the particular choice of the functions of U0 and U1 in
Corollary 3.4 and the estimates associated with them are particularly inspired from the article Cox et al. [8] in
which regularity with respect to the initial value for these example SODEs has been analyzed. The following
common setting is used in our investigations of the example SODEs.
3.1.1 Setting
Throughout Subsection 3.1 the following setting is frequently used. Let d,m ∈ N, T ∈ (0,∞), µ ∈ C(Rd,Rd),
σ ∈ C(Rd,Rd×m), x0 ∈ Rd, let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let W : [0, T ]× Ω → Rm be a standard
(Ft)t∈[0,T ]-Brownian motion, let X : [0, T ] × Ω → Rd and Y θ : [0, T ] × Ω → Rd, θ ∈ PT , be adapted stochastic




0 σ(Xs) dWs P-a.s. for all t ∈ [0, T ] and Y θ0 = X0 and
Y θt = Y
θ
tk + 1{‖Y θtk‖Rd < exp( |ln(max0≤i≤n−1 ti+1−ti)|1/2 )}
[
µ(Y θtk









for all t ∈ [tk, tk+1], k ∈ {0, 1, . . . , n− 1}, θ = (t0, . . . , tn) ∈ PT , n ∈ N.
3.1.2 Stochastic Lorenz equation with bounded noise
In this subsection assume the setting in Subsection 3.1.1, let α1, α2, α3 ∈ [0,∞) and assume that d = m = 3, that




3 for all x ∈ R3 and some β ∈ (0,∞);
see, for example, Zhou & E [57]) and that µ(x1, x2, x3) =
(
α1 (x2 − x1) , α2x1 − x2 − x1x3, x1x2 − α3x3
)
for all
x = (x1, x2, x3) ∈ R3. If U0 ∈ C(R3, [0,∞)) is given by U0(x) = ‖x‖2
R



























































and this shows that (93) is satisfied. We can thus apply Corollary 3.4 to obtain that there exist Cr ∈ [0,∞),
r ∈ (0,∞), such that for all r ∈ (0,∞), n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt−Y θt ‖Lr(Ω;Rd) ≤
Cr
[
maxk∈{0,1,...,n−1} |tk+1 − tk|
]1/2
.
3.1.3 Stochastic van der Pol oscillator
In this subsection assume the setting in Subsection 3.1.1, let c, α ∈ (0,∞), γ, δ ∈ [0,∞), let g : R → R1×m be















and σ(x)u = (0, g(x1)u) for all x = (x1, x2) ∈ R2, u ∈ Rm. If ϑ ∈ (0, α2c ) and if






















(1− δ) x1x2 + γ (x2)























































































This shows that (92) and (93) are satisfied. We can thus apply Corollary 3.4 to obtain that there exist Cr ∈ [0,∞),
r ∈ (0,∞), such that for all r ∈ (0,∞), n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt−Y θt ‖Lr(Ω;Rd) ≤
Cr
[
maxk∈{0,1,...,n−1} |tk+1 − tk|
]1/2
.
3.1.4 Stochastic Duffing-van der Pol oscillator
In this subsection assume the setting in Subsection 3.1.1, let α1, α2 ∈ R, α3, c ∈ (0,∞), let g : R → R1×m






for all x ∈ R (a common choice for
the function g in the stochastic Duffing-van der Pol oscillator is g(x)u = β1xu1 + β2u2 for all x ∈ R, u =
(u1, u2) ∈ R2 and some β1, β2 ∈ R; see, e.g., Schenk-Hoppe´ [52]) and assume that d = 2, D = R2, µ(x) =(
x2, α2x2 − α1x1 − α3(x1)2x2 − (x1)3
)
and σ(x)u = (0, g(x1)u) for all x = (x1, x2) ∈ R2, u ∈ Rm. If ϑ ∈ (0, α3c )




and U1(x) = ϑ [α3 − cϑ] (x1x2)2 for all
23























































































− ε (U0(x) + U0(y))] <∞. (101)
This proves that (92) and (93) are fulfilled. We can thus apply Corollary 3.4 to obtain that there exist Cr ∈ [0,∞),
r ∈ (0,∞), such that for all r ∈ (0,∞), n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt−Y θt ‖Lr(Ω;Rd) ≤
Cr
[
maxk∈{0,1,...,n−1} |tk+1 − tk|
]1/2
.
3.1.5 Experimental psychology model
In this subsection assume the setting in Subsection 3.1.1, let α, δ ∈ (0,∞), β ∈ R and assume that d = 2, m = 1,
D = R2, µ(x1, x2) =
(
(x2)
2(δ + 4αx1) − 12β2x1,−x1x2(δ + 4αx1) − 12β2x2
)
and σ(x1, x2) = (−βx2, βx1) for all

























































This proves that (92) and (93) are fulfilled. We can thus apply Corollary 3.4 to obtain that there exist Cr ∈ [0,∞),
r ∈ (0,∞), such that for all r ∈ (0,∞), n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt−Y θt ‖Lr(Ω;Rd) ≤
Cr
[
maxk∈{0,1,...,n−1} |tk+1 − tk|
]1/2
.
3.1.6 Brownian dynamics (Overdamped Langevin dynamics)
In this subsection assume the setting in Subsection 3.1.1, let c, β ∈ (0,∞), θ ∈ [0, 2β ), V ∈ C3D(Rd, [0,∞)) and








d , (△V )(x) ≤ c + c V (x) +
θ ‖(∇V )(x)‖2
R













V (x) + V (y) + ‖(∇V )(x)‖2
R






If ϑ ∈ (0, 2β − θ) and if U0, U1 ∈ C(Rd,R) are given by U0(x) = ϑV (x) and U1(x) = ϑ (1− β2 (θ + ϑ)) ‖(∇V )(x)‖2Rd






















































We can thus apply Corollary 3.4 to obtain that there exist Cr ∈ [0,∞), r ∈ (0,∞), such that for all r ∈ (0,∞),
n ∈ N, θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt − Y θt ‖Lr(Ω;Rd) ≤ Cr
[
maxk∈{0,1,...,n−1} |tk+1 − tk|
]1/2
.
Remark 3.1 (Higher order strong convergence rates for SDEs with possibly non-globally monotone coefficients).
Corollary 3.4 applies both to SDEs with additive and non-additive noise and establishes the strong convergence rate
1
2 . We expect that, in the case of SDEs with additive noise (see, e.g., Subsections 3.1.6 and 3.1.7) and possibly
non-globally monotone coefficients, an application of the perturbation theory in Section 2 (to be more specific, an
application of Proposition 2.9) yields the strong convergence rate 1. Similarly, we expect that Proposition 2.9 can be
used to establish higher order strong convergence rates for suitable higher order schemes in the case of SDEs with
possibly non-globally monotone coefficients.
3.1.7 Langevin dynamics and stochastic Duffing oscillator
In this subsection assume the setting in Subsection 3.1.1, let γ ∈ [0,∞), β ∈ (0,∞), V ∈ C3D(Rm, [0,∞)) and
assume that lim suprց0 supz∈Rm
‖z‖r
1+V (z) < ∞, d = 2m, µ(x) = (x2,−(∇V )(x1) −γx2), σ(x)u = (0,
√
βu) for all















m + V (x) + V (y)
)]
<∞. (106)
These assumptions are, for example, satisfied in the case of stochastic Duffing oscillator with additive noise (see, e.g.,
equation (9) in Datta & Bhattacharjee [11]) in which m = 1 and in which V fulfills V (x) = 12x
2+ λ4x
4 for all x ∈ R
and some λ ∈ (0,∞). If ϑ ∈ (0,∞) and if U0 ∈ C(R2m,R) is given by U0(x) = ϑ2 ‖x1‖2Rm + ϑV (x1) + ϑ2 ‖x2‖2Rm















































(cf. Subsection 4.4 in Cox et al. [8]). Inequalities (106) and (107) show that (93) and (92) are fulfilled. We can
thus apply Corollary 3.4 to obtain that there exist Cr ∈ [0,∞), r ∈ (0,∞), such that for all r ∈ (0,∞), n ∈ N,
θ = (t0, t1, . . . , tn) ∈ PT it holds that supt∈[0,T ] ‖Xt − Y θt ‖Lr(Ω;Rd) ≤ Cr
[




3.2 Galerkin approximations of stochastic partial differential equations (SPDEs)
The next result, Corollary 3.5, is useful for the estimation of approximation errors of Galerkin approximations of
solutions of SPDEs.
25
Corollary 3.5. Assume the setting in Subsection 1.2, let ε ∈ [0,∞], p ∈ [2,∞), µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)),
P ∈ L(H) satisfy P (O) ⊆ O, let X,Y : [0, T ]× Ω → O, χ : [0, T ]× Ω → R be predictable stochastic processes with∫ T
0 ‖µ(Xs)‖H + ‖σ(Xs)‖2HS(U,H) + ‖µ(PXs)‖H + ‖σ(PXs)‖2HS(U,H) + ‖µ(Ys)‖H + ‖σ(Ys)‖2HS(U,H) ds < ∞ P-a.s.,






















P-a.s. Then it holds for all r, q ∈ (0,∞] with 1p + 1q = 1r that
sup
t∈[0,T ]
‖Xt − Yt‖Lr(Ω;H) ≤ sup
t∈[0,T ]















∥∥∥ p ‖Y − PX‖(p−2)H [〈Y − PX,Pµ(PX)− Pµ(X)〉H
+ (p−1) (1+1/ε)2 ‖Pσ(X)− Pσ(PX)‖
2





Corollary 3.5 is a special case of Corollary 2.11 (choose D(A) = H , A = 0, F1 = µ, B1 = σ, F2 = Pµ, B2 = Pσ,
X1 = X , X2 = Y and Xˆ = P (X) in the setting of Corollary 2.11 and Corollary 3.5 respectively). If the processes
X and Y in Corollary 3.5 satisfy suitable exponential integrability properties (see Corollary 2.4 in Cox et al. [8]),
then the right-hand side of (109) can be further estimated in an appropriate way. This is the subject of the next
result.
Proposition 3.6. Assume the setting in Subsection 1.2, let ε ∈ [0,∞], r, q0, q1, qˆ0, qˆ1 ∈ (0,∞], c, α, β, αˆ, βˆ ∈ [0,∞),
p ∈ [2,∞), U0, Uˆ0 ∈ C2(O, [0,∞)), U1, Uˆ1 ∈ C(O, [0,∞)), ϕ ∈ L0(O;R), µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)),












H + Uˆ1(y) ≤ αˆ Uˆ0(y) + βˆ, (110)
〈Px− y,Pµ(Px)− Pµ(y)〉H +
(p−1) (1+ε)
2


















for all x ∈ O, y ∈ P (H) ∩ O, let X,Y : [0, T ] × Ω → O be predictable stochastic processes with ∫ T
0
‖µ(Xs)‖H +
‖σ(Xs)‖2HS(U,H) + ‖µ(PXs)‖H + ‖σ(PXs)‖2HS(U,H) + ‖µ(Ys)‖H + ‖σ(Ys)‖2HS(U,H) ds < ∞ P-a.s., Xt = X0 +∫ t
0 µ(Xs) ds+
∫ t












‖Xt − Yt‖Lr(Ω;H) ≤ T (
1
2− 1p ) exp
(
1





























‖(I − P )Xt‖Lr(Ω;H) .
Proof of Proposition 3.6. Throughout this proof let q ∈ (0,∞] be given by 1q0+ 1q1+ 1qˆ0+ 1qˆ1 = 1q and let χ : [0, T ]×Ω→

















for all t ∈ [0, T ]. We intend to apply Corollary 3.5. To do so, we need to verify assumption (108) in Corollary 3.5.














































































A simple consequence of Jensen’s inequality (see, e.g., inequality (19) in Li [39] and Lemma 2.21 in Cox et al. [8])













































































































































































































































































P-a.s. We can thus apply Corollary 3.5 to obtain that
sup
t∈[0,T ]
‖Xt − Yt‖Lr(Ω;H) ≤ sup
t∈[0,T ]















∥∥∥ p ‖Y − PX‖(p−2)H [〈Y − PX,Pµ(PX)− Pµ(X)〉H





Assumption (110) together with the fact that Yt ∈ P (H) ∩ O P-a.s. for all t ∈ [0, T ] and the definition of χ (see
(112)) hence shows that
sup
t∈[0,T ]
‖Xt − Yt‖Lr(Ω;H) ≤ sup
t∈[0,T ]































































The choice u = 2T in (121) results in∥∥∥ p ‖Y − PX‖(p−2)H [ 12 |ϕ(X)|2 − (1/2−1/p)T ‖Y − PX‖2H]+∥∥∥1/pL1([0,T ]×Ω;R)
≤ T (1/2−1/p) ‖ϕ(X)‖Lp([0,T ]×Ω;R) .
(122)
Putting this and (117) into (120) completes the proof of Proposition 3.6.
In a number of cases the functions U0 and Uˆ0 in Proposition 3.6 satisfy U0(x) = Uˆ0(x) =
ρ
2 ‖x‖2H for all x ∈ O and
some ρ ∈ (0,∞). This special case of Proposition 3.6 is the subject of the next result, Corollary 3.7. Corollary 3.7
follows immediately from Proposition 3.6.
Corollary 3.7. Assume the setting in Subsection 1.2, let ε ∈ [0,∞], r, ρ ∈ (0,∞), q ∈ (0,∞], c, β ∈ [0,∞),
p ∈ [2,∞), U ∈ C(O, [0,∞)), µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)), ϕ ∈ L0(O;R), P ∈ L(H) satisfy P 2 = P = P ∗,
‖P‖L(H) ≤ 1, P (O) ⊆ O, 1p + 1q = 1r and




2 ‖σ(x)∗x‖2H + U(x) ≤ β, (123)
〈Px− y, µ(Px)− µ(y)〉H + (p−1) (1+ε)2 ‖σ(Px) − σ(y)‖2HS(U,H) + 〈y − Px, Pµ(Px) − Pµ(x)〉H











for all x ∈ O, y ∈ P (H) ∩ O, let X,Y : [0, T ]× Ω → O be predictable stochastic processes with E[e ρ2 ‖X0‖2H ] < ∞,∫ T
0














≤ ‖ϕ(X)‖Lp([0,T ]×Ω;R) T (
1
2− 1p ) e[
1
2− 1p+cT+βρTq ]
∣∣E[e ρ2 ‖X0‖2H ]∣∣ 1q + sup
t∈[0,T ]
‖(I − P )Xt‖Lr(Ω;H) .
(124)
We now apply Corollary 3.7 and Proposition 3.6 respectively to two semilinear example SPDEs with non-
globally monotone nonlinearities. In both example SPDEs, the particular choice of the functions of U0 and U1 in
Proposition 3.6 and the estimates associated with them are particularly inspired by a revised version of the article
Cox et al. [8]. In both example SPDEs, the following common setting is used.
3.2.1 Setting
In the remainder of Subsection 3.2 the following setting is used. Let k, l ∈ N, T ∈ (0,∞), ̺, θ ∈ [0,∞),
ϑ ∈ (−1, 0] satisfy θ − ϑ < 1, let (Ω,F ,P, (Ft)t∈[0,T ]) be a stochastic basis, let D = (0, 1), let (H, 〈·, ·〉H , ‖·‖H) =
(L2(D;Rk), 〈·, ·〉L2(D;Rk) , ‖·‖L2(D;Rk)) and (U, 〈·, ·〉U , ‖·‖U ) = (L2(D;Rl), 〈·, ·〉L2(D;Rl) , ‖·‖L2(D;Rl)) be theR-Hilbert
spaces of equivalence classes of Lebesgue square integrable functions from D to Rk and D to Rl respectively and let
(Wt)t∈[0,T ] be a cylindrical IdU -Wiener process on U with respect to (Ft)t∈[0,T ]. Moreover, let A : D(A) ⊂ H → H
be a generator of a strongly continuous analytic semigroup with the property that ρ−A is strictly positive and let
(Hr, 〈·, ·〉Hr , ‖·‖Hr ) = (D((̺ − A)r), 〈(̺−A)r(·), (̺ −A)r(·)〉H , ‖(̺−A)r(·)‖H), r ∈ R, be the R-Hilbert spaces
of domains of fractional powers of ̺ − A. Furthermore, let x0 ∈ Hθ, F ∈ C(Hθ, Hϑ), B ∈ C(H,HS(U,H)),
let PN ∈ L(Hϑ, D(A)), N ∈ N, be bounded linear operators with dim(PN (H)) < ∞ for all N ∈ N and let











P-a.s. for all t ∈ [0, T ]. Finally, let µN : PN (H) → PN (H) and σN : PN (H) → HS(U, PN (H)) be given by µN (v) =




for all v ∈ PN (H), u ∈ U , N ∈ N and let XN : [0, T ]× Ω → PN (H),
N ∈ N, be adapted stochastic processes with continuous sample paths satisfying












s ) dWs (126)
P-a.s. for all t ∈ [0, T ], N ∈ N.
3.2.2 Cahn-Hilliard-Cook type equations
In this subsection assume the setting in Subsection 3.2.1, assume θ ∈ ( 112 , 12 ), k = 1, ϑ = − 12 , let c ∈ (0,∞),
let L : D(L) ⊂ H → H be the Laplacian with Neumann boundary conditions on (0, 1), that is, D(L) = {v ∈
H2(D,R) : v′|∂D ≡ 0} and Lv = v′′ for all v ∈ D(L), assume that D(A) = D(L2) and that Av = −L2v for all
v ∈ D(A), let en ∈ H , n ∈ N, be given by e1(x) = 1 and en+1(x) =
√
2 cos(nπx) for all x ∈ (0, 1), n ∈ N, assume
that PN (v) =
∑N
n=1 〈en, v〉H en for all v ∈ H , N ∈ N, assume that F (v) = c∆
(
v3 − v) for all v ∈ Hθ, assume that
η := supv,w∈H,v 6=w
‖B(v)−B(v)‖HS(U,H)




‖(I − P1)B(v)‖2HS(U,H) − ε ‖((I − P1)v)2‖2H − ε ‖(I − P1)v‖2H ‖v‖2H
]
<∞. (127)
(For example, if Q ∈ L(U) is a trace class operator (see, e.g., Appendix B in Pre´voˆt & Ro¨ckner [47]), if l = 1 and if
B satisfies (B(v)u)(x) = (
√
Qu)(x) for all x ∈ D, v ∈ H , u ∈ U , then B fulfills supv,w∈H,v 6=w ‖B(v)−B(w)‖HS(U,H)‖v−w‖H = 0
and (127) and in that case (125) is the Cahn-Hilliard-Cook type SPDE
dXt(x) =
[











for x ∈ (0, 1), t ∈ [0, T ] equipped with the Neumann and the non-flux boundary conditions X ′t(0) = X ′t(1) =
X ′′′t (0) = X
′′′
t (1) = 0 for t ∈ [0, T ]; cf., e.g., Da Prato & Debussche [9].) We will now apply Proposition 3.6 to the
spectral Galerkin approximation processes XN and XM for N,M with N < M . For this let P˜ , L˜ ∈ L(H) be linear
operators given by P˜ v = (I−P1)v = v−P1(v) = v−e1 〈e1, v〉H and L˜v = −
∑∞
n=2 n
−2 π−2 〈en, v〉H en for all v ∈ H
and note that for all v ∈ D(L) it holds that
L˜Lv = LL˜v = P˜ v. (129)
Then observe that Young’s inequality proves that for all δ ∈ [ 34 ,∞), M ∈ N, x ∈ PM (Hϑ) it holds that
− c 〈P˜ x, x3〉H = −c 〈P˜x, (P˜ x+ P1x)3〉H
= −c 〈P˜ x, (P˜ x)3〉H − 3 c 〈P˜x, (P˜ x)2(P1x)〉H − 3 c 〈P˜x, (P˜ x)(P1x)2〉H − c 〈P˜ x, (P1x)3〉H
= −c ‖(P˜x)2‖2H − 3 c 〈P˜x, (P˜ x)2〉H 〈e1, x〉H − 3 c ‖P˜x‖2H |〈e1, x〉H |2 − c 〈P˜ x, e1〉H(〈e1, x〉H)3








δ−1/2‖P˜x‖H |〈e1, x〉H |
]
− 3 c ‖P˜x‖2H |〈e1, x〉H |2
≤ −c (1− δ) ‖(P˜ x)2‖2H − 3 c (1− 34δ ) ‖P˜ x‖2H |〈e1, x〉H |2




≤ c [δ + 3 (1− 34δ )− 1] ‖(P˜ x)2‖2H − 3 c (1− 34δ ) ‖P˜x‖2H ‖x‖2H .
(130)
In the next step observe that for all M ∈ N and all x ∈ PM (H) it holds that
〈L˜x, µM (x)〉H = 〈L˜x, PM (Ax + F (x))〉H = 〈L˜PMx,Ax+ F (x)〉H = 〈L˜x, Ax+ F (x)〉H
= −〈L˜x, L2x〉H + 〈L˜x, F (x)〉H = −〈P˜x, Lx〉H + c〈P˜ x, x3 − x〉H
= 〈(−L)1/2P˜ x, (−L)1/2P˜ x〉H + c〈P˜ x, x3〉H − c〈P˜ x, x〉H
= ‖(−L)1/2P˜ x‖2H + c〈P˜ x, x3〉H − c‖P˜x‖2H .
(131)
This implies that ifM ∈ N, ρ, ρˆ ∈ (0,∞) and if U0 ∈ C2(PM (H), [0,∞)) satisfies U0(x) = ρ2 ‖(−L˜)1/2x‖2H+ ρˆ2 ‖P˜x‖2H
for all x ∈ PM (H), then it holds for all x ∈ PM (H) that
(GµM ,σMU0)(x) + 12 ‖σM (x)∗(∇U0)(x)‖2H
=
[




ρˆ 〈P˜ x, µM (x)〉H + ρˆ2 ‖P˜σM (x)‖2HS(U,PM (H))
]
+ 12
∥∥σM (x)∗[ρ (−L˜)x+ ρˆ P˜ x]∥∥2H
≤ ρ
[











Combining this with (130) and the estimate ‖(−L˜)1/2v‖2H ≤ ‖P˜ v‖2H for all v ∈ H proves that ifM ∈ N, ρ, ρˆ ∈ (0,∞)
and if U0 ∈ C2(PM (H), [0,∞)) satisfies U0(x) = ρ2 ‖(−L˜)1/2x‖2H + ρˆ2 ‖P˜x‖2H for all x ∈ PM (H), then it holds for all
δ ∈ [ 34 ,∞), x ∈ PM (H) that
(GµM ,σMU0)(x) + 12 ‖σM (x)∗(∇U0)(x)‖2H
≤ ρ
[







)− 1] ‖(P˜ x)2‖2H − 3 c (1− 34δ ) ‖P˜ x‖2H ‖x‖2H]
+ ρˆ
[









This implies that ifM ∈ N, ρ, ρˆ ∈ (0,∞) and if U0 ∈ C2(PM (H), [0,∞)) satisfies U0(x) = ρ2 ‖(−L˜)1/2x‖2H+ ρˆ2 ‖P˜x‖2H
for all x ∈ PM (H), then it holds for all ε ∈ (0,∞), δ ∈ [ 34 ,∞), x ∈ PM (H) that








)− 1] ‖(P˜ x)2‖2H − 3 c (1− 34δ ) ‖P˜ x‖2H ‖x‖2H]
+ ρˆ
[
c ‖x′‖2H − ‖x′′‖2H − 3 c ‖x′x‖2H
]
+













)− 1]] ‖(P˜ x)2‖2H
+ [ρˆ c− ρ] ‖x′‖2H − ρˆ
[‖x′′‖2H + 3 c ‖x′x‖2H]+ [ (ρ+ρˆ) ε2 − ρ c (3− 94δ )] ‖P˜ x‖2H ‖x‖2H
+
[
η2 ‖x‖2H + ‖B(0)‖2HS(U,H)
]
‖ρˆP˜ − ρL˜‖2L(H) ‖P˜x‖2H + ρ c ‖P˜x‖2H + ςε (ρ+ρˆ)2 .
(134)
Hence, we obtain that if M ∈ N, ρ, ρˆ ∈ (0,∞) and if U0 ∈ C2(PM (H), [0,∞)) satisfies U0(x) = ρ2 ‖(−L˜)1/2x‖2H +
ρˆ
2 ‖P˜x‖2H for all x ∈ PM (H), then it holds for all ε ∈ (0,∞), δ ∈ [ 34 ,∞), x ∈ PM (H) that




2 + ρ c
[




ρ c+ ‖B(0)‖2HS(U,H) ‖ρˆP˜ − ρL˜‖2L(H)
]
‖P˜ x‖2H + [ρˆ c− ρ] ‖x′‖2H − ρˆ





2 ‖ρˆP˜ − ρL˜‖2L(H) − ρ c (3− 94δ )
]
‖P˜ x‖2H ‖x‖2H + ςε (ρ+ρˆ)2 .
(135)
This implies that there exist real numbers ρ, ρˆ, ρ˜ ∈ (0,∞) such that U0, U1 ∈ C2(D(A), [0,∞)) given by U0(x) =
ρ
2 ‖(−L˜)1/2x‖2H + ρˆ2 ‖P˜x‖2H and U1(x) = ρˆ ‖x′′‖
2






(GµM ,σMU0|PM (H))(x) + 12 ‖σM (x)∗(∇U0)(x)‖2H + U1(x)
]
<∞. (136)
Next note that for all ε ∈ [0,∞), p ∈ [2,∞), M,N ∈ N, x ∈ PM (H), y ∈ PN (H) with M > N it holds that
〈PNx− y, PNµM (PNx)− PNµM (y)〉H + (p−1) (1+ε)2 ‖PNσM (PNx)− PNσM (y)‖2HS(U,PN (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖PNσM (PNx)− PNσM (x)‖2HS(U,PN (H))
≤ 〈PNx− y, F (PNx)− F (y)〉H − ‖L(PNx− y)‖2H + (p−1) (1+ε)2 ‖B(PNx)−B(y)‖2HS(U,H)
+ 〈y − PNx, F (PNx)− F (x)〉H + (p−1) (1+1/ε)2 ‖B(PNx)−B(x)‖2HS(U,H)








+ (p−1) (1+ε) η
2
2 ‖PNx− y‖2H + c
〈
L(y − PNx), (PNx)3 − x3 − (PNx− x)
〉
H
+ (p−1) (1+1/ε) η
2




This implies that for all ε ∈ [0,∞), p ∈ [2,∞), M,N ∈ N, x ∈ PM (H), y ∈ PN (H) with M > N it holds that
〈PNx− y, PNµM (PNx)− PNµM (y)〉H + (p−1) (1+ε)2 ‖PNσM (PNx)− PNσM (y)‖2HS(U,PN (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖PNσM (PNx)− PNσM (x)‖2HS(U,PN (H))
≤ c ‖(PNx− y)′‖2H − c
〈




+ (p−1) (1+ε) η
2
2 ‖PNx− y‖2H + c2
∥∥(PNx)3 − x3∥∥2H + [c2 + (p−1) (1+1/ε) η22 ] ‖(I − PN )x‖2H
≤ c ‖(PNx− y)′‖2H − c
〈
[(PNx− y)′]2, (PNx)2 + (PNx)y + y2
〉
H
− 12 ‖L(y − PNx)‖2H
− c 〈(PNx− y)′, (PNx− y)[(PNx)2 + (PNx)y + y2]′〉H + (p−1) (1+ε) η22 ‖PNx− y‖2H
+ c2
∥∥[x− PNx][x2 + (PNx)2 + (PNx)x]∥∥2H + [c2 + (p−1) (1+1/ε) η22 ] ‖(I − PN )x‖2H .
(138)
31
Hence, we obtain that for all ε ∈ [0,∞), p ∈ [2,∞), M,N ∈ N, x ∈ PM (H), y ∈ PN (H) with M > N it holds that
〈PNx− y, PNµM (PNx)− PNµM (y)〉H + (p−1)(1+ε)2 ‖PNσM (PNx)− PNσM (y)‖
2
HS(U,PN (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖PNσM (PNx)− PNσM (x)‖2HS(U,PN (H))
≤ c ‖(PNx− y)′‖2H − c2
〈
[(PNx− y)′]2, (PNx)2 + y2
〉
H
− 12 ‖L(y − PNx)‖2H
− c 〈(PNx− y)′, (PNx− y)[2(PNx)′(PNx) + (PNx)′y + (PNx)y′ + 2y′y]〉H + (p−1) (1+ε) η2 ‖PNx−y‖2H2
+ c2
∥∥[x− PNx][x2 + (PNx)2 + (PNx)x]∥∥2H + [c2 + (p−1) (1+1/ε) η22 ] ‖(I − PN )x‖2H
≤ c ‖(PNx− y)′‖2H − c2
〈
[(PNx− y)′]2, (PNx)2 + y2
〉
H
− 12 ‖L(y − PNx)‖2H




∥∥[x− PNx][x2 + (PNx)2 + (PNx)x]∥∥2H + [c2 + (p−1) (1+1/ε) η22 ] ‖(I − PN )x‖2H .
(139)
Young’s inequality therefore shows that for all ε ∈ [0,∞), p ∈ [2,∞), M,N ∈ N, x ∈ PM (H), y ∈ PN (H) with
M > N it holds that
〈PNx− y, PNµM (PNx)− PNµM (y)〉H + (p−1) (1+ε)2 ‖PNσM (PNx)− PNσM (y)‖2HS(U,PN (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖PNσM (PNx)− PNσM (x)‖
2
HS(U,PN (H))
≤ c ‖(PNx− y)′‖2H − ‖L(y−PNx)‖
2
H
2 + 4c ‖|PNx− y| (|(PNx)′|+ |y′|)‖
2
H +
(p−1) (1+ε) η2 ‖PNx−y‖2H
2
+ c2 ‖x− PNx‖2H ‖x2 + (PNx)2 + (PNx)x‖L∞(D;R) +
[
c2 + (p−1) (1+1/ε) η
2
2
] ‖(I − PN )x‖2H
≤ c ‖(PNx− y)′‖2H − ‖L(y−PNx)‖
2
H










H ‖x2 + (PNx)2‖L∞(D;R)
+
[
c2 + (p−1) (1+1/ε) η
2
2
] ‖(I − PN )x‖2H .
(140)
In the next step observe that the Sobolev embedding theorem together with interpolation shows that there exist
real numbers κˆ ∈ [0,∞) and (κq)q∈(0,∞) ⊂ [0,∞) such that for all x ∈ D(A), q ∈ (0,∞) it holds that
c ‖x′‖2H ≤ κˆ ‖x‖2H + 12 ‖x′′‖
2
H and 8 c ‖x′‖
2
L∞(D;R) ≤ κq2 + 12q U1(x) (141)
(cf., e.g., Theorem 37.5 in Sell & You [53]). Putting this into (140) proves that for all ε ∈ [0,∞), p ∈ [2,∞),
q ∈ (0,∞), M,N ∈ N, x ∈ PM (H), y ∈ PN (H) with M > N it holds that
〈PNx− y, PNµM (PNx)− PNµM (y)〉H + (p−1) (1+ε)2 ‖PNσM (PNx)− PNσM (y)‖
2
HS(U,PN (H))







‖PNx− y‖2H + 12q ‖PNx− y‖2H [U1(x) + U1(y)]
+
[








‖(I − PN )x‖2H .
(142)
Combining this and (136) with Proposition 3.6 then shows that for all ε ∈ [0,∞), p ∈ [2,∞), q, r ∈ (0,∞),M,N ∈ N




r it holds that
sup
t∈[0,T ]
∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ √2T ( 12− 1p ) exp
(
1















2 ‖XM‖2L∞(D;R) + 3c
2
2 ‖PN (XM )‖2L∞(D;R)




∣∣∣E[eU0(XM0 )]E[eU0(XN0 )]∣∣∣ 12q + sup
t∈[0,T ]























)−α2 ] 12 [ ∞∑
n=0










)−α2 ] 12 [ ∞∑
n=1










)−α2 ] 12 ‖v‖Hα/4
(144)
and
‖(I − PN )v‖H ≤






≤ [N4π4]−α/4 ‖v‖Hα/4 = N−α π−α ‖v‖Hα/4
(145)
for all N ∈ N, v ∈ Hα/4, α ∈ (0,∞) hence prove that for all ε ∈ [0,∞), p ∈ [2,∞), α, q, r ∈ (0,∞), M,N ∈ N with




r it holds that
sup
t∈[0,T ]
∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ N−α π−α√2T (12− 1p ) exp
(
1























∣∣∣E[eU0(X0)]∣∣∣1/q +N−α π−α [supt∈[0,T ] ∥∥XMt ∥∥Lr(Ω;Hα/4)
]
. (146)




∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ N−α π−α√2T exp
(
1
2 − 1p +
[






















∣∣∣E[ exp(ρ2 ‖(−L˜)1/2X0‖2H + ρˆ2 ‖P˜X0‖2H) ]∣∣∣1/q +N−α π−α [supt∈[0,T ] ∥∥XMt ∥∥Lr(Ω;Hα/4)
]
.
This together with the estimate π−α
√
2T exp(12 ) ≤ exp(T2 ) for all α ∈ (12 ,∞) implies that for all p ∈ [2,∞),
α, q, r ∈ (0,∞), M,N ∈ N with M > N and 1p + 1q = 1r it holds that
sup
t∈[0,T ]
∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ N−α exp
([
1
2 + κˆ+ κq + (p− 1) η2 + βq
]
T















1, supt∈[0,T ] ‖XMt ‖2L2p(Ω;Hα/4)
)
. (148)
Fatou’s lemma hence shows that for all p ∈ [2,∞), α, q, r ∈ (0,∞), N ∈ N with 1p + 1q = 1r it holds that
sup
t∈[0,T ]
∥∥Xt −XNt ∥∥Lr(Ω;H) ≤ N−α exp
([
1
2 + p η


























3.2.3 Stochastic Burgers equation
In this subsection assume the setting in Subsection 3.2.1, assume that D = (0, 1), that k = 1, that A is the
Laplacian with Dirichlet boundary conditions on D, that is, D(A) = H2(D,R) ∩ H10 (D,R) and Av = v′′ for
all v ∈ D(A) and that ̺ = 0, θ = 14 , ϑ = − 12 , let c ∈ R\{0}, let en ∈ H , n ∈ N, be given by en(x) =√
2 sin(nπx) for all x ∈ (0, 1), n ∈ N and assume that PN (v) =
∑N
n=1 〈en, v〉H en for all v ∈ H , N ∈ N, that
F (v) = c2 (v
2)′ for all v ∈ H1/4 ⊂ L4(D;R) and that B : H → HS(U,H) is globally Lipschitz continuous with
η := supx∈H ‖B(x)‖2HS(U,H) ∈ (0,∞). (For example, if b : (0, 1) × R → R is a globally bounded function with a
globally bounded continuous derivative, if Q ∈ L(U) is a trace class operator (see, e.g., Appendix B in Pre´voˆt &
Ro¨ckner [47]), if l = 1 and if B satisfies (B(v)u)(x) = b(x, v(x)) · (√Qu)(x) for all x ∈ D, u, v ∈ H = U , then
B fulfills ‖B‖Lip(H,HS(U,H)) := supv,w∈H,v 6=w ‖B(v)−B(w)‖HS(U,H)‖v−w‖H <∞ and supv∈H ‖B(v)‖2HS(U,H) <∞ and in that











for x ∈ (0, 1), t ∈ [0, T ] equipped with the Dirichlet boundary conditions Xt(0) = Xt(1) = 0 for t ∈ [0, T ].) We will
now apply Corollary 3.7 to the spectral Galerkin approximation processes XN and XM for N,M ∈ N with N < M
(see (126)). For this note that for all M ∈ N, x ∈ PM (H), ρ ∈ (0,∞) it holds that
〈x, µM (x)〉H + 12 ‖σM (x)‖2HS(U,PM (H)) + ρ2 ‖σM (x)∗x‖2H










] ‖x′‖2H ≤ η2 − [1− ρη2pi2 ] ‖x′‖2H .
(151)
In addition, note that for all N,M ∈ N with N < M , x ∈ PM (H), y ∈ PN (H), p ∈ [2,∞), ε ∈ (0,∞) it holds that
〈PNx− y, µM (PNx)− µM (y)〉H + (p−1) (1+ε)2 ‖σM (PNx)− σM (y)‖2HS(U,PM (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖σM (PNx)− σM (x)‖2HS(U,PM (H))
≤ −‖(−A)1/2(PNx− y)‖2H + 〈PNx− y, F (PNx)− F (y)〉H +
(p−1) (1+ε) ‖B(PNx)−B(y)‖2HS(U,H)
2
+ 〈y − PNx, F (PNx)− F (x)〉H + (p−1) (1+1/ε)2 ‖B(PNx)−B(x)‖
2
HS(U,H)
≤ −‖(PNx− y)′‖2H + c4
〈




(p−1) (1+ε) ‖B‖2Lip(H,HS(U,H)) ‖PNx−y‖2H
2




Young’s inequality hence shows that for all N,M ∈ N with N < M , x ∈ PM (H), y ∈ PN (H), p ∈ [2,∞),
ε, δ ∈ (0,∞) it holds that
〈PNx− y, µM (PNx)− µM (y)〉H + (p−1) (1+ε)2 ‖σM (PNx)− σM (y)‖2HS(U,PM (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖σM (PNx)− σM (x)‖
2
HS(U,PM (H))
≤ |c|4 ‖PNx− y‖H ‖PNx− y‖L∞((0,1);R) ‖(PNx+ y)′‖H + (p−1) (1+ε)2 ‖B‖2Lip(H,HS(U,H)) ‖PNx− y‖2H
− 12 ‖(PNx− y)′‖2H + c
2










‖PNx− y‖2H + 132δ ‖PNx− y‖2L∞((0,1);R)









‖(I − PN )x‖2H .
(153)
Next let κ : (0,∞)→ (0,∞) be a strictly decreasing function satisfying 132r ‖v‖2L∞((0,1);R) ≤ κ(r) ‖v‖2H + 12 ‖v′‖2H for
all v ∈ D(A), r ∈ (0,∞) (cf., e.g., Theorem 37.5 in Sell & You [53]). Then we get from (153) that for all N,M ∈ N
34
with N < M , x ∈ PM (H), y ∈ PN (H), p ∈ [2,∞), ε, δ ∈ (0,∞) it holds that
〈PNx− y, µM (PNx)− µM (y)〉H + (p−1) (1+ε)2 ‖σM (PNx)− σM (y)‖
2
HS(U,PM (H))
+ 〈y − PNx, PNµM (PNx)− PNµM (x)〉H + (p−1) (1+1/ε)2 ‖σM (PNx)− σM (x)‖2HS(U,PM (H))
≤
[












L∞((0,1);R) + (p− 1) (1 + 1/ε) ‖B‖2Lip(H,HS(U,H))
]
‖(I − PN )x‖2H .
(154)
Combining (151) and (154) allows us to apply Corollary 3.7 to obtain that for all N,M ∈ N, r, q, ε, δ, ρ ∈ (0,∞),







∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ sup
t∈[0,T ]
∥∥(I − PN )XMt ∥∥Lr(Ω;H)
+ T (
1
2− 1p ) exp
(
1
2 − 1p +
[
κ(δ) + (p−1) (1+ε)2 ‖B‖2Lip(H,HS(U,H))
]
T + ηρT2q
) ∣∣∣E[e ρ2‖XM0 ‖2H ]∣∣∣1/q (155)
·
∥∥∥∥[ |c|2 ∥∥PNXM +XM∥∥L∞(D;R) +
√
(p− 1) (1 + 1ε ) ‖B‖Lip(H,HS(U,H))




































≤ [∑∞n=1 n−2α]1/2 ‖v‖Hα/2
(156)
for all N ∈ N, v ∈ Hα/2, α ∈ (0,∞) hence proves that for all N,M ∈ N, α, r, q, ε, δ, ρ ∈ (0,∞), p ∈ [2,∞) with












∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ sup
t∈[0,T ]
∥∥(I − PN )XMt ∥∥Lr(Ω;H)
+ T (
1
2− 1p ) exp
(
1
2 − 1p +
[
κ(δ) + (p−1) (1+ε)2 ‖B‖2Lip(H,HS(U,H))
]
T + ηρT2q
) ∣∣∣E[e ρ2‖XM0 ‖2H]∣∣∣1/q (157)
·
∥∥∥∥[|c| [∑∞n=1 n−2α]1/2 ‖XM‖Hα/2 +
√
(p− 1) (1 + 1ε ) ‖B‖Lip(H,HS(U,H))





‖(I − PN )v‖H =
∥∥∥(−A)−α/2(I − PN )(−A)α/2v∥∥∥
H
≤











]−α/2 ‖v‖Hα/2 = (N + 1)−α π−α ‖v‖Hα/2 ≤ N−α π−α ‖v‖Hα/2
(158)
for all N ∈ N, v ∈ Hα/2, α ∈ (0,∞) therefore shows that for all N,M ∈ N, α, r, q, ε, δ, ρ ∈ (0,∞), p ∈ [2,∞) with






















2 − 1p +
[
κ(δ) + (p−1) (1+ε)2 ‖B‖2Lip(H,HS(U,H))
]
T + ηρT2q
) ∣∣∣E[e ρ2 ‖X0‖2H]∣∣∣1/q (159)
·
[




The estimate T 1/2 ≤ exp( (T−1)2 ) and the choice ε = 1 in (159) imply that for all N,M ∈ N, α, r, q, δ, ρ ∈ (0,∞),







∥∥XMt −XNt ∥∥Lr(Ω;H) ≤ N−α exp
([
q+ηρ
2q + κ(δ) + p ‖B‖2Lip(H,HS(U,H))
]
T
) ∣∣∣E[e ρ2 ‖X0‖2H]∣∣∣1/q
·
[
1 + |c| [∑∞n=1 n−2α]1/2 +√p ‖B‖Lip(H,HS(U,H))]max(1, supt∈[0,T ] ‖XMt ‖2L2p(Ω;Hα/2)
)
. (160)











T + pT ‖B‖2Lip(H,HS(U,H))




















3.3 Analysis of SDEs with small noise
In this subsection we use Corollary 2.12 to study the perturbations of deterministic ordinary differential equations
and deterministic partial differential equations by a small noise term.
Corollary 3.8. Assume the setting in Subsection 1.2, let ε ∈ [0,∞), µ ∈ L0(O;H), σ ∈ L0(O;HS(U,H)),












HS(U,H) + ‖µ(Xs)‖H + ‖µ(Ys)‖H ds < ∞ P-a.s., Xt = X0 +∫ t
0






ε σ(Ys) dWs P-a.s. for all t ∈ [0, T ]. Then it holds for all
ρ, r ∈ (0,∞), p ∈ [2,∞), q ∈ (0,∞] with 1p + 1q = 1r that∥∥Xτ − Yτ∥∥Lr(Ω;H) (162)
≤ ε ρ( 12− 1p )
√
















Corollary 3.8 follows immediately from Corollary 2.12. If the suitable exponential integrability properties of
the processes X and Y in Corollary 3.8 are known (see, e.g., Corollary 2.4 in Cox et al. [8]), then the right-hand
side of (162) can be further estimated in an appropriate way. This is the subject of the next result, Corollary 3.9.
Corollary 3.9 can be applied to a number of nonlinear ordinary and partial differential equation perturbed by a
small noise term such as the examples in Subsections 3.1.2–3.1.7 as well as the examples in Subsections 3.2.2–3.2.3.
Corollary 3.9. Assume the setting in Subsection 1.2, let ε, α, αˆ, β, βˆ ∈ [0,∞), p ∈ [2,∞), r, q0, qˆ0, q1, qˆ1 ∈ (0,∞],
U1, Uˆ1 ∈ C(O, [0,∞)), U0, Uˆ0 ∈ C2(O, [0,∞)), µ ∈ L0(O, H), σ ∈ L0(O, HS(U,H)) satisfy 1q0 + 1qˆ0 + 1q1 + 1qˆ1 + 1p = 1r
and









2 ‖σ(x)∗(∇Uˆ0)(x)‖2H + Uˆ1(x) ≤ αˆ Uˆ0(x) + βˆ,












for all x, y ∈ O, let X,Y : [0, T ] × Ω → O be predictable stochastic processes with E[eU0(X0) + eUˆ0(X0)] < ∞,∫ T
0 ‖µ(Xs)‖H+‖µ(Ys)‖H+‖σ(Ys)‖2HS(U,H) ds <∞ P-a.s., Xt = X0+
∫ t
0 µ(Xs) ds P-a.s. and Yt = X0+
∫ t
0 µ(Ys) ds+∫ t
0
ε σ(Ys) dWs P-a.s. for all t ∈ [0, T ]. Then
sup
t∈[0,T ]
∥∥Xt − Yt∥∥Lr(Ω;H) ≤ ε T ( 12− 1p ) exp
(
1



































Proof of Corollary 3.9. Throughout this proof let q ∈ (0,∞] be a real number given by 1q0 + 1qˆ0 + 1q1 + 1qˆ1 = 1q . We
intend to prove Corollary 3.9 through an application of Corollary 3.8. To do so, we need to verify the assumptions







































































A simple consequence of Jensen’s inequality (see, e.g., inequality (19) in Li [39] and Lemma 2.21 in Cox et al. [8])









































































































































































































































































P-a.s. Corollary 3.8 can thus be applied to obtain that for all ρ ∈ (0,∞) it holds that
sup
t∈[0,T ]
∥∥Xt − Yt∥∥Lr(Ω;H) (170)
≤ ε ρ( 12− 1p )
√















Combining this with (168) proves that for all ρ ∈ (0,∞) it holds that
sup
t∈[0,T ]









































2− 1p ) exp
(








T ( 12− 1p )
ρ + ln(ρ) (
1































complete the proof of Corollary 3.9.
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