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Abstract
Bounded and unbounded weighted composition operators on L2 spaces over
σ-finite measure spaces are investigated. A variety of questions related to seminor-
mality of such operators are discussed.
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CHAPTER 1
Preliminaries
1.1. Introduction
The classical Banach-Stone theorem (see [5, The´ore`me XI.3] and [103], see
also [45, Theorem 2.1.1]) states that if X and Y are compact Hausdorff topological
spaces and A : C(X) → C(Y ) is a surjective linear isometry, then there exist a
continuous function w : Y → R and a homeomorphism φ : Y → X such that |w| ≡ 1
and
Af = w · (f ◦ φ) (1)
for every f ∈ C(X); here C(Z) stands for the Banach space of real valued con-
tinuous functions on a compact Hausdorff topological space Z equipped with the
supremum norm. This result provided a strong motivation to study isometric oper-
ators between function spaces (see e.g., the monographs [45, 46] and the references
therein). It also brought attention to the investigation of operators of the form (1),
without assuming that |w| ≡ 1, acting in spaces of analytic functions (cf. [86, 35])
or in Lp-spaces (cf. [73, 90]). Another important source of motivation comes from
the ergodic theory where Koopman operators (which are isometric operators of the
form (1) with w ≡ 1) play an important role (cf. [61, 40]).
Let (X,A , µ) be a σ-finite measure space and φ : X → X and w : X → C be
measurable transformations. A linear operator in L2(µ) with the domain{
f ∈ L2(µ) : w · (f ◦ φ) ∈ L2(µ)}
acting in accordance with the formula
f 7−→ w · (f ◦ φ)
is called a weighted composition operator with a symbol φ and a weight w; it will be
denoted by Cφ,w. If w ≡ 1, then we call it a composition operator and abbreviate
Cφ,w to Cφ. The reader is referred to Section 2.2 for the discussion of when the so-
defined operator is well-defined. Note that to each weighted composition operator
Cφ,w there corresponds the composition operator Cφ. The relationship between
well-definiteness of Cφ,w and Cφ is discussed in Section 7.1.
Weighted composition operators (in L2-spaces) turn out to be interesting ob-
jects of Operator Theory. The class of these operators includes multiplication op-
erators, partial (weighted and unweighted) composition operators, weighted shifts
on directed trees, unilateral and bilateral weighted shifts and their adjoints (see
Section 2.3). Much effort was put into the investigation of bounded weighted com-
position operators. In particular, under certain restrictive assumptions (see below
for more details), characterizations of their selfadjointness, normality, quasinor-
mality, hyponormality and cohyponormality were given (see [25, 23, 64, 24]; see
also [26] for the discrete case and [108, 89, 88, 55] for the case of composition
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operators). Moreover, criteria for subnormality and cosubnormality of bounded
composition operators were invented (see [65, 44]). Questions related to compact-
ness, commutants and spectra of weighted and unweighted composition operators
were studied as well (see [80, 76, 27, 106, 28, 75, 68, 84]; see also [62], which
was an inspiration for [106]). For more references and an overview of results on
bounded weighted composition operators the reader is referred to [90].
Until now, little was known about the properties of unbounded weighted com-
position operators. The questions of their hyponormality and cohyponormality
were investigated by Campbell and Hornor in [24], still under restrictive assump-
tions (see also [60] for the case of unbounded cohyponormal composition operators
with bimeasurable symbols). The problem of finding reasonable criteria for sub-
normality of unbounded weighted composition operators is much more challenging.
The celebrated Lambert’s characterizations of subnormality solve the problem for
bounded composition operators (see [65]; see also [66]). None of them is true for
unbounded ones (see [18, 58]). Successful attempts to solve this problem in the
unbounded case were undertaken by the present authors for weighted shifts on di-
rected trees (see [16, 17]) and, very recently, for composition operators (see [19]).
The solutions were given in terms of families of probability measures satisfying the
so-called consistency condition.
In most papers concerning weighted composition operators (including [25, 23,
64, 24]), the authors assume that the measure spaces under consideration are com-
plete and that the corresponding composition operators are densely defined. This
enables them to use the conditional expectation E( · ;φ−1(A ), µ) with respect to
the σ-algebra φ−1(A ) and to regard a weighted composition operator Cφ,w as the
product MwCφ of the operator Mw of multiplication by w and the composition
operator Cφ. In particular, such Cφ,w is well-defined (but not necessarily densely
defined, see Example 139). Surprisingly, however, if the aforementioned assump-
tions are dropped, it may even happen that Cφ,w is an isometry while Cφ is not
well-defined (see Example 102), or that Cφ,w is bounded whereas the conditional
expectation E( · ;φ−1(A ), µ) does not exist (see Example 135). This means that
the approach proposed by these authors excludes, a priori, a variety of weighted
composition operators.
In 1950 Halmos introduced the notion of a bounded subnormal operator and
gave its first characterization (cf. [51]), which was successively simplified by Bram
[13], Embry [41] and Lambert [63]. Neither of them is true for unbounded op-
erators (see [34] and [96, 97, 98] for foundations of the theory of bounded and
unbounded subnormal operators). The only known general characterizations of
subnormality of unbounded operators refer to semispectral measures or elementary
spectral measures (cf. [12, 47, 104]). They seem to be useless in the context of
particular classes of operators. The other known criteria for subnormality (with
the exception of [105]) require the operator in question to have an invariant do-
main (cf. [97, 101, 30, 2]). In this paper, we give a criterion for subnormality
of densely defined weighted composition operators in L2-spaces with no additional
restrictions.
The question of subnormality of bounded weighted composition operators was
studied by Azimi in a recent paper [4], still under the restrictive assumptions men-
tioned above. Unfortunately, the author uses an invalid formula for ‖Cnφ,wf‖2 (see
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the proof of [4, Theorem 3.3]). As a consequence, most of the results in his paper
are incorrect. The reader is referred to Theorem 49 and (162) for the correct ones.
Caution. In this paper, weighted composition operators are considered only in
L2-spaces. For brevity, we will omit the expression “in L2-space”.
1.2. Notations and prerequisites
We write Z, R and C for the sets of integers, real numbers and complex numbers,
respectively. We denote by N, Z+ and R+ the sets of positive integers, nonnegative
integers and nonnegative real numbers, respectively. Set R+= R+ ∪ {∞}. In what
follows, we adhere to the convention that
0 · ∞ =∞ · 0 = 0, 1
0
=∞, 0
0
= 0 and
1
∞ = 0. (2)
We write δi,j for the Kronecker’s delta. The expression “a countable set” means a
finite set or a countably infinite set. We denote by card(X) the cardinal number of a
setX . We put∆ △ ∆′= (∆\∆′)∪(∆′\∆) for subsets∆ and∆′ ofX . Given subsets
∆,∆n of X , n ∈ N, we write ∆n ր ∆ as n→∞ if ∆n ⊆ ∆n+1 for every n ∈ N and
∆ =
⋃∞
n=1∆n. The notation “
⊔
” is reserved to indicate pairwise disjointness of
union of sets. For a family C ⊆ 2X , we denote by σX(C ) the σ-algebra generated
by C ; we will abbreviate σX(C ) to σ(C ) if this does not lead to ambiguity. We
also put C ∩ A= {C ∩ A : C ∈ C } for A ∈ 2X . The characteristic function of a
subset ∆ of X is denoted by χ∆. If no confusion can arise, we write 1 for χX . If
f is a C-valued or an R+-valued function on a set X , then we put {f = 0} = {x ∈
X : f(x) = 0} and {f 6= 0} = {x ∈ X : f(x) 6= 0}; if f is an R+-valued function on
X , then we set {f > 0} = {x ∈ X : f(x) > 0}, {f < ∞} = {x ∈ X : f(x) < ∞},
{f = ∞} = {x ∈ X : f(x) = ∞} and {0 < f < ∞} = {f > 0} ∩ {f < ∞}. Given
functions f, fn : X → R+, n ∈ N, we write fn ր f as n → ∞ if the sequence
{fn(x)}∞n=1 is monotonically increasing and converging to f(x) for every x ∈ X .
All measures considered in this paper are assumed to be nonnegative. To simplify
the notation, we write
ν(x) = ν({x}), x ∈ X,
whenever ν is a measure on a σ-algebra A ⊆ 2X such that {x} ∈ A for all x ∈ X .
If (X,A , ν) is a measure space and ∆, ∆˜ ∈ A are such that ν(∆ \ ∆˜) = 0, then
we write ∆ ⊆ ∆˜ a.e. [ν]; if ∆ ⊆ ∆˜ a.e. [ν] and ∆˜ ⊆ ∆ a.e. [ν] (equivalently
ν(∆ △ ∆˜) = 0), then we write ∆ = ∆˜ a.e. [ν]. Clearly, ∆ ⊆ ∆˜ a.e. [ν] (resp.,
∆ = ∆˜ a.e. [ν]) if and only if χ∆ 6 χ∆˜ a.e. [ν] (resp., χ∆ = χ∆˜ a.e. [ν]). Given
two measures µ and ν on the same σ-algebra, we write µ ≪ ν if µ is absolutely
continuous with respect to ν; if this is the case, then dµdν stands for the Radon-
Nikodym derivative of µ with respect to ν (provided it exists). The σ-algebra of
all Borel sets of a topological space Z is denoted by B(Z). We write supp ν for the
closed support of a Borel measure ν on Z (provided it exists). Given t ∈ R+, we
denote by δt the Borel probability measure on R+ concentrated at t. Let (X,A , ν)
be a measure space. If p ∈ [1,∞), then Lp(ν) = Lp(X,A , ν) stands for the Banach
space of all p-integrable (with respect to ν) complex functions on X equipped with
the standard Lp-norm. In turn, L∞(ν) = L∞(X,A , ν) denotes the Banach space of
all ν-essentially bounded complex functions on X equipped with the standard L∞-
norm. As usual, an element of Lp(ν) may be regarded either as an equivalence class
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of functions or simply as a function, depending on circumstances. For p ∈ [1,∞],
we denote by Lp+(ν) the convex cone {f ∈ Lp(ν) : f > 0 a.e. [ν]}. The space L2(ν)
is regarded as a Hilbert space equipped with the standard inner product and the
corresponding norm denoted by ‖ · ‖ = ‖ · ‖ν . If X is an nonempty set, then ℓ2(X)
will be identified with the Hilbert space L2(X, 2X , µ), where µ is the counting
measure on X . In what follows, C[t] stands for the ring of all complex polynomials
in one real variable t.
The following lemma is a direct consequence of [71, Proposition I-6-1] and [3,
Theorem 1.3.10].
Lemma 1. Let P be a semi-algebra of subsets of a set X and ν1, ν2 be measures
on σ(P) such that ν1(∆) = ν2(∆) for all ∆ ∈ P. Suppose there exists a sequence
{∆n}∞n=1 ⊆ P such that ∆n ր X as n → ∞ and ν1(∆k) < ∞ for every k ∈ N.
Then ν1 = ν2.
The proof of the next lemma is left to the reader.
Lemma 2. If (X,A , ν) is a σ-finite measure space and f, g are A -measurable
complex functions on X such that
∫
∆
|f | dν < ∞, ∫
∆
|g| dν < ∞ and ∫
∆
f dν =∫
∆
g dν for every ∆ ∈ A such that ν(∆) <∞, then f = g a.e. [ν].
A sequence {γn}∞n=0 ⊆ R+ is said to be a Stieltjes moment sequence if there
exists a Borel measure ν on R+ such that (we write
∫∞
0 in place of
∫
R+
)
γn =
∫ ∞
0
sn dν(s), n ∈ Z+;
such a ν is called a representing measure of {γn}∞n=0. We say that a Stieltjes moment
sequence is determinate if it has a unique representing measure; otherwise, we call
it indeterminate. A Stieltjes moment sequence {γn}∞n=0 is called non-degenerate if
γn 6= 0 for all n ∈ Z+. Using [81, Theorem 1.39], we obtain the following.
Lemma 3. If ν is a Borel probability measure on R+, then
∫∞
0
tk dν(t) = 0 for
some k ∈ N (equivalently, for every k ∈ N) if and only if ν = δ0.
A sequence {γn}∞n=0 ⊆ R+ is said to be positive definite if
n∑
i,j=0
γi+jαiα¯j > 0, α0, . . . , αn ∈ C, n ∈ Z+.
The Stieltjes theorem (see [8, Theorem 6.2.5]) states that
a sequence {γn}∞n=0 ⊆ R+ is a Stieltjes moment sequence if and only
if the sequences {γn}∞n=0 and {γn+1}∞n=0 are positive definite. (3)
Applying (3) and [81, Exercise 4(e), Chapter 3] (see also [48, p. 50] for the determi-
nacy issue), we obtain the following characterization of Stieltjes moment sequences
with polynomial growth.
If {γn}∞n=0 ⊆ R+ and r ∈ R+, then {γn}∞n=0 is a Stieltjes moment se-
quence with a representing measure whose closed support is contained
in [0, r] if and only if {γn}∞n=0 and {γn+1}∞n=0 are positive definite
and γn 6 cr
n for all n ∈ Z+ and for some c ∈ R+. Moreover, if one
of these equivalent conditions holds, then {γn}∞n=0 is determinate.
(4)
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The particular case of r = 1 is of special interest. Namely, a sequence {γn}∞n=0 ⊆ R+
is called a Hausdorff moment sequence if there exists a Borel measure ν on [0, 1]
such that
γn =
∫
[0,1]
sn dν(s), n ∈ Z+.
In view of (4), each Hausdorff moment sequence is determinate as a Stieltjes mo-
ment sequence.
Let A be an operator in a complex Hilbert space H (all operators considered in
this paper are linear). Denote by D(A), N (A), R(A), A¯ and A∗ the domain, the
kernel, the range, the closure and the adjoint of A (in case they exist) respectively.
Set D∞(A) =
⋂∞
n=0 D(A
n) with A0 = I, where I = IH is the identity operator on
H. Members of D∞(A) are called C∞-vectors of A. We write 〈·, -〉A and ‖·‖A for the
graph inner product and the graph norm of A, i.e., 〈f, g〉A = 〈f, g〉+ 〈Af,Ag〉 and
‖f‖2A = 〈f, f〉A for f, g ∈ D(A). We also use the norm ‖ ·‖A;n on D(An) defined by
‖f‖2A;n =
∑n
j=0 ‖Ajf‖2 for f ∈ D(An) and n ∈ Z+. We say that a vector subspace
E of D(A) is a core for A if E is dense in D(A) with respect to the graph norm
of A. It is well-known that if A is closable, then E is a core for A if and only if
A¯ = A|E . Given two operators A and B in H, we write A ⊆ B if D(A) ⊆ D(B)
and Af = Bf for all f ∈ D(A). An operator A in H is called positive if 〈Af, f〉 > 0
for all f ∈ D(A). A densely defined operator N in H is said to be normal if N
is closed and N∗N = NN∗ (or equivalently if and only if D(N) = D(N∗) and
‖Nf‖ = ‖N∗f‖ for all f ∈ D(N), see [11]). We say that a densely defined operator
A in H is formally normal if D(A) ⊆ D(A∗) and ‖Af‖ = ‖A∗f‖ for all f ∈ D(A).
It is well-known that normal operators are formally normal, but not conversely (cf.
[31, 32]). A densely defined operator S in H is said to be selfadjoint or symmetric
if S = S∗ or S ⊆ S∗, respectively. Recall that symmetric operators may not be
selfadjoint and that each symmetric operator has a selfadjoint extension possibly
in a larger Hilbert space (see [1, Theorem 1 in Appendix I.2]; see also [11, 107]
for more information on symmetric operators). A closed densely defined operator
Q in H is said to be quasinormal if U |Q| ⊆ |Q|U , where |Q| is the modulus of Q
and Q = U |Q| is the polar decomposition of Q (see [14, 97]). It was shown in [59,
Theorem 3.1] that
a closed densley defined operator Q in H is quasinormal if and only
if Q|Q|2 = |Q|2Q. (5)
We say that a densely defined operator S in H is subnormal if there exist a complex
Hilbert space K and a normal operator N in K such that H ⊆ K (isometric embed-
ding), D(S) ⊆ D(N) and Sf = Nf for all f ∈ D(S). A densely defined operator A
in H is called hyponormal if D(A) ⊆ D(A∗) and ‖A∗f‖ 6 ‖Af‖ for all f ∈ D(A).
We say that a densely defined operator A in H cohyponormal if D(A∗) ⊆ D(A)
and ‖Af‖ 6 ‖A∗f‖ for all f ∈ D(A∗). If additionally A is closed, then, by the
von Neumann theorem, A is cohyponormal if and only if A∗ is hyponormal. As a
consequence, a closed operator is normal if and only if it is hyponormal and co-
hyponormal. Operators which are either hyponormal or cohyponormal are called
seminormal. An operator A in H is said to be paranormal if ‖Af‖2 6 ‖f‖‖A2f‖ for
all f ∈ D(A2). It is well-known that quasinormal operators are subnormal (see [14,
Theorem 1] and [97, Theorem 2]), subnormal operators are hyponormal (see [74,
Lemma 2.8]) and hyponormal operators are paranormal (see [74, Lemma 3.1]), but
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none of these implications can be reversed in general (this can be seen by consider-
ing weighted shifts on directed trees, see e.g., [57]). As shown by Daniluk in [37], a
paranormal operator may not be closable and the closure of a closable paranormal
operator may not be paranormal; in both cases the operators in question may have
invariant domains. In what follows B(H) stands for the C∗-algebra of all bounded
operators in H whose domains are equal to H. The linear span of a set F of vectors
in H will be denoted by linF .
The following lemma gives a necessary and sufficient condition for two positive
selfadjoint operators to be equal.
Lemma 4. Let A and B be positive selfadjoint operators in H such that D(A) =
D(B) and ‖Af‖ = ‖Bf‖ for every f ∈ D(A). Then A = B.
Proof. Note that R(A) = N (A)⊥ = N (B)⊥ = R(B). It follows from our
assumptions that there exists a unique unitary operator U˜ ∈ B(R(A)) such that
U˜A = B. Then U := U˜ ⊕ IN (A) is unitary and UA = B. Hence B2 = B∗B =
A∗U∗UA = A2, which, by uniqueness of square roots, implies that A = B. 
CHAPTER 2
Preparatory Concepts
This chapter introduces some concepts of measure theory that will be useful for
studying weighted composition operators (including the Radon-Nikodym derivative
hφ,w and the conditional expectation E( · ;φ−1(A ), µw); see Sections 2.1 and 2.4).
Weighted composition operators are introduced and initially investigated in Section
2.2. Assorted classes of weighted composition operators including classical (unilat-
eral and bilateral) weighted shifts and their adjoints are discussed in Section 2.3.
The adjoint and the polar decomposition of a weighted composition operator are
explicitly described in Section 2.5. The chapter is concluded with a characterization
of quasinormality of weighted composition operators (see Theorem 20). This result
is used in the proof of Theorem 29, which is the main criterion for subnormality of
weighted composition operators.
2.1. Measure-theory background
Let (X,A , ν) be a measure space and let B ⊆ A be a σ-algebra. We say that
B is relatively ν-complete if A0 ⊆ B, where A0 = {∆ ∈ A : ν(∆) = 0} (see [81,
Chapter 8]). The smallest relatively ν-complete σ-algebra containing B, denoted
by Bν and called the relative ν-completion of B, is equal to the σ-algebra generated
by B ∪A0. Moreover, we have
B
ν = {∆ ∈ A | ∃∆′ ∈ B : ν(∆ △ ∆′) = 0}. (6)
The Bν -measurable functions are described in [81, Lemma 1, p. 169].
Let (X,A , µ) be a σ-finite measure space. We shall abbreviate the expressions
“almost everywhere with respect to µ” and “for µ-almost every x” to “a.e. [µ]”
and “for µ-a.e. x”, respectively. We call a mapping φ : X → X a transformation
of X and write φ−1(A ) = {φ−1(∆) : ∆ ∈ A }. For n ∈ N, we denote by φn the
n-fold composition of φ with itself. We write φ0 for the identity transformation
idX of X . Set φ
−n(∆) = (φn)−1(∆) for ∆ ∈ A and n ∈ Z+. A transformation φ
of X is said to be A -measurable if φ−1(A ) ⊆ A . Clearly, if φ is A -measurable,
then so is φn for every n ∈ Z+. Let φ be an A -measurable transformation of X .
If ν : A → R+ is a measure, then ν ◦ φ−1 stands for the measure on A given by
ν ◦ φ−1(∆) = ν(φ−1(∆)) for ∆ ∈ A . Let w be a complex A -measurable function
on X . Define the measures µw, µw : A → R+ by
µw(∆) = µ(∆ ∩ {w 6= 0}) and µw(∆) =
∫
∆
|w|2 dµ for ∆ ∈ A .
Clearly, the measures µw and µw are σ-finite and mutually absolutely continuous.
Moreover, if u : X → C is A -measurable and u = w a.e. [µ], then µ({u 6= 0} △
{w 6= 0}) = 0, µu = µw and µu = µw. Note also that if P is a property which a
13
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point x ∈ X may or may not have, then P holds a.e. [µw] if and only if P holds
a.e. [µ] on {w 6= 0}.
If µw ◦ φ−1 ≪ µ, then by the Radon-Nikodym theorem (see [3, Theorem
2.2.1]) there exists a unique (up to a set of µ-measure zero) A -measurable function
hφ,w : X → R+ such that
µw ◦ φ−1(∆) =
∫
∆
hφ,w dµ, ∆ ∈ A . (7)
It follows from [3, Theorem 1.6.12] and [81, Theorem 1.29] that for every A -
measurable function f : X → R+, or for every A -measurable function f : X → C
such that f ◦ φ ∈ L1(µw) (equivalently f hφ,w ∈ L1(µ)),∫
X
f ◦ φdµw =
∫
X
f hφ,w dµ. (8)
In view of (8), f ◦ φ ∈ L1(µw) if and only if fhφ,w ∈ L1(µ). Note that the set
{hφ,w > 0} is determined up to a set of µ-measure zero.
To avoid the repetition, we gather the following two assumptions which will be
used frequently throughout this paper.
The triplet (X,A , µ) is a σ-finite measure space, w is an
A -measurable complex function on X and φ is an A -
measurable transformation of X .
(AS1)
The triplet (X,A , µ) is a σ-finite measure space, w is an
A -measurable complex function on X and φ is an A -
measurable transformation of X such that µw ◦ φ−1 ≪ µ.
(AS2)
Now we formulate a “cancellation” rule for the operation of composing functions.
Lemma 5. Suppose (AS2) holds and f and g are A -measurable R+-valued or
C-valued functions on X. Then
f ◦ φ = g ◦ φ a.e. [µw] ⇐⇒ χ{hφ,w>0} · f = χ{hφ,w>0} · g a.e. [µ]
⇐⇒ f = g a.e. [hφ,w dµ]
⇐⇒ f = g a.e. [µw ◦ φ−1].
Proof. This follows from the equality µw(φ
−1(Y ))
(7)
=
∫
Y
hφ,w dµ, where Y =
{x ∈ X : f(x) 6= g(x)}. 
The next lemma is written in the spirit of [55, 43, 18, 19].
Lemma 6. Suppose (AS2) holds. Then the following assertions are valid:
(i) hφ,w ◦ φ > 0 a.e. [µw],
(ii) if hφ,w <∞ a.e. [µ], then hφ,w ◦ φ <∞ a.e. [µw] and∫
X
f ◦ φ
hφ,w ◦ φ dµw =
∫
{hφ,w>0}
f dµ (9)
for every A -measurable f : X → R+.
Proof. (i) This follows from the equalities
µw({hφ,w ◦ φ = 0}) =
∫
X
χ{hφ,w=0} ◦ φdµw
(7)
=
∫
{hφ,w=0}
hφ,w dµ = 0.
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(ii) Since µ({hφ,w =∞}) = 0, we get
µw({hφ,w ◦ φ =∞}) =
∫
X
χ{hφ,w=∞} ◦ φdµw
(7)
=
∫
{hφ,w=∞}
hφ,w dµ = 0.
This and (i) yield∫
X
f ◦ φ
hφ,w ◦ φ dµw =
∫
{hφ,w◦φ>0}
f ◦ φ
hφ,w ◦ φ dµw
=
∫
X
χ{hφ,w>0} ◦ φ ·
f ◦ φ
hφ,w ◦ φ dµw
(8)
=
∫
{hφ,w>0}
f dµ,
which completes the proof. 
2.2. Invitation to weighted composition operators
Let (X,A , µ) be a σ-finite measure space, w be an A -measurable complex
function on X and φ be an A -measurable transformation of X . Denote by L2(µ)
the complex Hilbert space of all square summable (with respect to µ) A -measurable
complex functions on X (with the standard inner product). By a weighted com-
position operator in L2(µ) we mean a mapping Cφ,w : L
2(µ) ⊇ D(Cφ,w) → L2(µ)
formally defined by
D(Cφ,w) = {f ∈ L2(µ) : w · (f ◦ φ) ∈ L2(µ)},
Cφ,wf = w · (f ◦ φ), f ∈ D(Cφ,w).
We call φ and w the symbol and the weight of Cφ,w respectively. In general, such
operator may not be well-defined. To be more precise,
Cφ,w is said to be well-defined if w ·(f ◦φ) = w ·(f ◦φ) a.e. [µ] whenever
f, g : X → C are A -measurable functions such that f = g a.e. [µ] and
f, g, w · (f ◦ φ), w · (g ◦ φ) ∈ L2(µ).
Below, we describe circumstances under which Cφ,w is well-defined, and show that
the operator Cφ,w remains unchanged if w and φ are modified on sets of measure
zero.
Proposition 7. Let (X,A , µ) be a σ-finite measure space, w be an A -measur-
able complex function on X and φ be an A -measurable transformation of X. Then
the following conditions are equivalent:
(i) Cφ,w is well-defined,
(ii) µw ◦ φ−1 ≪ µ,
(iii) µw ◦ φ−1 ≪ µ.
Moreover, if Cφ,w is well-defined, u : X → C and ψ : X → X are A -measurable,
u = w a.e. [µ] and ψ = φ a.e. [µw], then Cψ,u is well-defined, Cψ,u = Cφ,w,
µu = µw, hψ,u = hφ,w a.e. [µ] and (ψ
−1(A ))µu = (φ−1(A ))µw .
Proof. First note that for any two functions f, g : X → C,
{w · (f ◦ φ) 6= w · (g ◦ φ)} = φ−1({f 6= g}) ∩ {w 6= 0}. (10)
(i)⇒(ii) What is important here is that g ≡ 0 has the property that w · f ◦ φ ∈
L2(µ). Take ∆ ∈ A such that µ(∆) = 0. Then χ∆ = 0 a.e. [µ], and thus, by (i),
w · (χ∆ ◦ φ) = 0 a.e. [µ]. Using (10) with f = χ∆, we get µw(φ−1(∆)) = 0.
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(ii)⇒(i) If f, g : X → C are A -measurable functions and f = g a.e. [µ], then
µ({f 6= g}) = 0, which, by (10) and (ii), gives w · (f ◦φ) = w · (g ◦φ) a.e. [µ]. Hence
Cφ,w is well-defined.
(i)⇔(iii) Note that the measures µw and µw are mutually absolutely continuous
and apply the equivalence (i)⇔(ii).
To justify the “moreover” part, note that µw = µu, and µw ◦ φ−1 = µu ◦ ψ−1
because
µw(ψ
−1(∆) △ φ−1(∆)) =
∫
X
|χ∆ ◦ ψ − χ∆ ◦ φ|2 dµw = 0, ∆ ∈ A .
This, together with (6), completes the proof. 
An inspection of the proof of Proposition 7 shows that for every p ∈ (0,∞],
any of the equivalent conditions (ii) and (iii) is necessary and sufficient for Cφ,w to
be well-defined in Lp(µ).
Now we show that each weighted composition operator Cφ,w is closed. We also
give a necessary and sufficient condition for Cφ,w to be bounded.
Proposition 8. Suppose (AS2) holds. Then the following assertions are valid:
(i) D(Cφ,w) = L
2((1 + hφ,w) dµ),
(ii) ‖f‖2Cφ,w =
∫
X
|f |2(1 + hφ,w) dµ for f ∈ D(Cφ,w),
(iii) D(Cφ,w) = χ{hφ,w<∞} · L2(µ),
(iv) Cφ,w is closed,
(v) Cφ,w ∈ B(L2(µ)) if and only if hφ,w ∈ L∞(µ); if this is the case, then
‖Cφ,w‖2 = ‖hφ,w‖L∞(µ),
(vi) Cφ,w is the zero operator on L
2(µ) ⇐⇒ hφ,w = 0 a.e. [µ] ⇐⇒ µw = 0
⇐⇒ w = 0 a.e. [µ].
Proof. In view of Proposition 7, Cφ,w is well-defined. If f : X → C is A -
measurable, then∫
X
|f ◦ φ|2|w|2 dµ =
∫
X
|f ◦ φ|2 dµw (8)=
∫
X
|f |2hφ,w dµ,
which implies (i) and (ii), and thus (iv). The proofs of (iii) and (v), which are
straightforward adaptations of those for composition operators (see [18, Eq. (3.8)]
and [73, Theorem 1] respectively), are omitted. The assertion (vi) follows from (7)
and (v). 
For later use we single out the following fact whose proof is left to the reader.
Lemma 9. If (AS2) holds and hφ,w <∞ a.e. [µ], then there exists a sequence
{Xn}∞n=1 ⊆ A such that µ(Xn) <∞ and hφ,w 6 n a.e. [µ] on Xn for every n ∈ N,
and Xn ր X as n→∞.
The question of when Cφ,w is densely defined is answered below.
Proposition 10. If (AS2) holds, then the following conditions are equivalent:
(i) Cφ,w is densely defined,
(ii) hφ,w <∞ a.e. [µ],
(iii) µw ◦ φ−1 is σ-finite,
(iv) µw|φ−1(A ) is σ-finite.
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Proof. (i)⇒(ii) Apply Lemma 8(iii) and the assumption that µ is σ-finite.
(ii)⇒(iii) Let {Xn}∞n=1 be as in Lemma 9. Then
µw ◦ φ−1(Xn) (7)=
∫
Xn
hφ,w dµ 6 nµ(Xn) <∞, n ∈ N.
This yields (iii).
(iii)⇒(iv) Evident.
(iv)⇒(i) Let {Xn}∞n=1 ⊆ A be a sequence such that φ−1(Xn)ր X as n→∞
and µw(φ
−1(Xk)) <∞ for every k ∈ N. Without loss of generality we can assume
that Xn ր X∞ :=
⋃∞
k=1Xk as n → ∞. It follows from (7) that hφ,w < ∞ a.e.
[µ] on Xk for every k ∈ N. This implies that hφ,w < ∞ a.e. [µ] on X∞. Since
φ−1(Xn) ր φ−1(X∞) = X as n → ∞, we get φ−1(X \X∞) = ∅. By (7), we have∫
X\X∞
hφ,w dµ = 0, which yields hφ,w = 0 a.e. [µ] on X \X∞. Hence, hφ,w < ∞
a.e. [µ]. Applying Proposition 8(i) and [18, Lemma 12.1], we obtain (i). 
Caution. To simplify terminology throughout the rest of the paper, in saying
that “Cφ,w is densely defined”, we tacitly assume that Cφ,w is well-defined.
Using (8) we can describe the kernel of Cφ,w.
Lemma 11. Suppose (AS2) holds. Then N (Cφ,w) = χ{hφ,w=0}L
2(µ). More-
over, N (Cφ,w) = {0} if and only if hφ,w > 0 a.e. [µ].
Our next aim is to characterize weighted composition operators satisfying the
condition “hφ,w > 0 a.e. [µw]” that plays an essential role in our study. In gen-
eral, even composition operators do not satisfy this condition (see Example 31).
Proposition 12 below is an adaptation of [18, Proposition 6.2] to our setting.
Proposition 12. Suppose (AS2) holds. Then the following conditions are
equivalent:
(i) χ{w 6=0}N (Cφ,w) = {0},
(ii) µ({hφ,w = 0} ∩ {w 6= 0}) = 0,
(iii) hφ,w > 0 a.e. [µw],
(iv) χ{hφ,w=0} = χ{hφ,w=0} ◦ φ a.e. [µw].
Moreover, if Cφ,w is densely defined, then any of the above conditions is equivalent
to the following one:
(v) χ{w 6=0}N (Cφ,w) ⊆ N (C∗φ,w).
Proof. (i)⇔(ii) This follows from the σ-finiteness of µ and Lemma 11.
(ii)⇔(iii) Clear.
(ii)⇔(iv) Since, by Lemma 6(i), χ{hφ,w=0} ◦ φ = 0 a.e. [µw], we are done.
Now we assume that Cφ is densely defined.
(i)⇒(v) Evident.
(v)⇒(iii) By Proposition 10, hφ,w <∞ a.e. [µ]. Hence, there exists a sequence
{Xn}∞n=1 ⊆ A such that Xn ր X as n → ∞ and µ(Xk) < ∞, hφ,w 6 k a.e. [µ]
on Xk and |w| 6 k a.e. [µ] on Xk for every k ∈ N. Set Yn = Xn ∩ {hφ,w = 0} for
n ∈ N. It follows from Proposition 8(i) that {w · χYn}∞n=1 ⊆ χ{w 6=0}D(Cφ,w) and
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{χXn}∞n=1 ⊆ D(Cφ,w). This implies that
‖Cφ,w(w · χYn)‖2 =
∫
X
|w ◦ φ|2 · χYn ◦ φdµw
(8)
=
∫
X
|w|2χYnhφ,w dµ = 0, n ∈ N,
and thus by our assumptions {w ·χYn}∞n=1 ⊆ N (C∗φ,w). As a consequence, we have
0 = 〈w · χYn , Cφ,wχXn〉 =
∫
X
χXn ◦ φ · χYn dµw
= µw(Yn ∩ φ−1(Xn)), n ∈ N.
By continuity of measures, we conclude that µw({hφ,w = 0}) = 0, which gives (iii).
This completes the proof. 
Since N (A) ⊆ N (A∗) for every hyponormal operator A, we get the following.
Corollary 13. If (AS2) holds and Cφ,w is hyponormal, then hφ,w > 0 a.e.
[µw] (or equivalently: µ({hφ,w = 0} ∩ {w 6= 0}) = 0).
It is known that hyponormal composition operators are automatically injective
(see [18, Corollary 6.3]). However, there are hyponormal weighted composition
operators which are not injective. The simplest possible example seems to be a
multiplication operator Mw for which µ({w = 0}) > 0 (see Remark 30). The
case of a quasinormal non-injective weighted composition operator with nontrivial
symbol is discussed in Example 161.
2.3. Assorted classes of weighted composition operators
In this section, we single out some classes of weighted composition operators.
Below, if not stated otherwise, (X,A , µ) stands for a σ-finite measure space.
(a) [multiplication operators] If w is an A -measurable complex function
on X , then the operator Mw := CidX ,w is well-defined; it is called the operator of
multiplication by w in L2(µ). Recall that the operatorMw is normal (see [11, Sect.
7.2]; see also Remark 30). If u : X → R+ is an A -measurable function which is
finite a.e. [µ], thenMu will be understood as the multiplication operatorMu˜ by any
A -measurable function u˜ : X → R+ such that u˜ = u a.e. [µ]; clearly, this definition
is correct (cf. Proposition 7). For more information on multiplication operators,
the reader is referred to [11, 33, 85, 107].
(b) [composition operators] If φ is an A -measurable transformation of X ,
then the operator Cφ := Cφ,1 is called the composition operator in L
2(µ) with
symbol φ. By Proposition 7, Cφ is well-defined if and only if µ ◦ φ−1 ≪ µ; if this is
the case, then the transformation φ is called nonsingular. To simplify the notation,
we write hφ in place of hφ,1. The subject of composition operators has been studied
by many authors over the past 60 years, see, e.g., [39, 73, 65, 66, 69, 92, 38] and
[90].
(c) [partial composition operators] Let Y be a nonempty subset of X and
ψ : Y → X be an A -measurable mapping, i.e., ψ−1(∆) ∈ A for every ∆ ∈ A . The
operator Cψ : L
2(µ) ⊇ D(Cψ)→ L2(µ) given by
D(Cψ) =
{
f ∈ L2(µ) :
∫
Y
|f ◦ ψ|2 dµ <∞
}
,
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(Cψf)(x) =
{
f(ψ(x)) if x ∈ Y,
0 if x ∈ X \ Y, f ∈ D(Cψ),
will be called the partial composition operator in L2(µ) with the symbol ψ (note
that Y = ψ−1(X) ∈ A ). Arguing as in [73, p. 38], one can show that Cψ is well-
defined if and only if µ ◦ψ−1 ≪ µ, where µ ◦ψ−1(∆) = µ(ψ−1(∆)) for ∆ ∈ A . Set
w = χY and take any A -measurable transformation φ of X which extends ψ. Since
µ(ψ−1(∆)) = µw(φ−1(∆)) for ∆ ∈ A , we deduce from Proposition 7 that Cψ is
well-defined if and only if Cφ,w is well-defined. If this is the case, then Cψ = Cφ,w.
The definition of what we call here a partial composition operator has been given
by Nordgren in [73]. Particular classes of partial composition operators have been
studied in [92].
(d) [weighted partial composition operators] Let Y be a nonempty
subset of X , v be an A -measurable complex function on X and ψ : Y → X be
A -measurable mapping (cf. (c)). The operator Cψ,v : L
2(µ) ⊇ D(Cψ,v) → L2(µ)
given by
D(Cψ,v) =
{
f ∈ L2(µ) :
∫
Y
|v · (f ◦ ψ)|2 dµ <∞
}
,
(Cψ,vf)(x) =
{
v(x)f(ψ(x)) if x ∈ Y,
0 if x ∈ X \ Y, f ∈ D(Cψ,v),
will be called the weighted partial composition operator in L2(µ) with the symbol
ψ and the weight v. As in the proof of Proposition 7, one can show that Cψ,v is
well-defined if and only if µv ◦ψ−1 ≪ µ, where µv(∆) = µ(∆∩{v 6= 0}) for ∆ ∈ A .
Set w = v · χY and take any A -measurable transformation φ of X which extends
ψ. Since µv(ψ−1(∆)) = µw(φ−1(∆)) for all ∆ ∈ A , we deduce from Proposition
7 that Cψ,v is well-defined if and only if Cφ,w is well-defined. If this is the case,
then Cψ,v = Cφ,w. Weighted partial composition operators over countably infinite
discrete measure spaces have been investigated by Carlson in [26, 27].
(e) [weighted shifts on directed trees] Suppose T = (V,E) is a directed
tree, where V is the set of vertices of T and E is the set of edges of T . If u ∈ V ,
then a (unique) vertex v ∈ V such that (v, u) ∈ E is called a parent of u; it is
denoted by par(u). A vertex which has no parent is called a root of T . A root is
unique (provided it exists) and is denoted here by root. A directed tree without
root is called rootless. Set V ◦ = V \ {root} if T has a root and V ◦ = V otherwise.
For u ∈ V , we write Chi(u) = {v ∈ V : (u, v) ∈ E} and call a member of Chi(u) a
child of u. By a weighted shift on T with weights λ = {λv}v∈V ◦ ⊆ C we mean the
operator Sλ in ℓ
2(V ) defined by
D(Sλ) = {f ∈ ℓ2(V ) : ΛT f ∈ ℓ2(V )},
Sλf = ΛT f, f ∈ D(Sλ),
where ΛT is a complex mapping on C
V given by
(ΛT f)(v) =
{
λv · f
(
par(v)
)
if v ∈ V ◦,
0 if v = root,
f ∈ CV .
Note that if card(V ) 6 ℵ0, then we can view a weighted shift on a directed tree
as a weighted partial composition operator in L2(V, 2V , µ), where µ is the counting
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measure (cf. (d)). The foundations of the theory of weighted shifts on directed trees
have been established in [57]. Very preliminary investigations of a particular class
of weighted adjacency operators of directed graphs, called also adjacency operators
of directed fuzzy graphs, have been undertaken by Fujii et al. in [49].
(f) [almost nowhere-vanishing weights] Suppose w is an A -measurable
complex function on X such that w 6= 0 a.e. [µ] and φ is an A -measurable transfor-
mation ofX . Then, by Proposition 7, Cφ,w is well-defined if and only if µ◦φ−1 ≪ µ.
This resembles the case of composition operators (see also (c)).
(g) [unilateral weighted shifts] Let {λn}∞n=0 be a sequence of complex
numbers. Set X = Z+ and A = 2
X . Let µ be the counting measure on X . Define
the functions φ : X → X and w : X → C by
φ(n) =
{
n− 1 for n ∈ N,
0 for n = 0,
and w(n) =
{
λn−1 for n ∈ N,
0 for n = 0.
Clearly, the weighted composition operator Cφ,w in ℓ
2(Z+) is well-defined. Set
en = χ{n} for n ∈ Z+. Then {en}∞n=0 is an orthonormal basis of ℓ2(Z+). Following
[70], we define the unilateral weighted shift W in ℓ2(Z+) with weights {λn}∞n=0 to
be equal to the product SD, where S is the isometric unilateral shift in ℓ2(Z+)
(i.e., S ∈ B(ℓ2(Z+)) and Sen = en+1 for all n ∈ Z+) and D is the diagonal
operator in ℓ2(Z+) with the diagonal elements {λn}∞n=0 (i.e., D is a normal operator,
{en}∞n=0 ⊆ D(D) and Den = λnen for all n ∈ Z+). We show that Cφ,w =W . It is
easily seen that {en}∞n=0 ⊆ D(Cφ,w) and
Cφ,wen = λnen+1, n ∈ Z+. (11)
If f ∈ ℓ2(Z+), then
∞∑
n=0
|w(n)f(φ(n))|2 =
∞∑
n=1
|λn−1f(n− 1)|2 =
∞∑
n=0
|λnf(n)|2,
which implies that
D(Cφ,w) = D(W ) = D(D) =
{
f ∈ CX :
∞∑
n=0
|f(n)|2(1 + |λn|2) <∞
}
,
‖f‖2Cφ,w = ‖f‖2W =
∞∑
n=0
|f(n)|2(1 + |λn|2), f ∈ D(Cφ,w).
Hence the operators Cφ,w and W are closed and lin{en : n ∈ Z+} is a core for Cφ,w
and W (see [70, Eq. (1.7)] for the case of W ). Since Wen = λnen+1 for all n ∈ Z+,
we infer from (11) that Cφ,w = W . The topic of weighted shift operators is an
immanent part of operator theory (see, e.g., [50, 52, 87, 72]).
(h) [bilateral weighted shifts] Let {λn}n∈Z be a two-sided sequence of
complex numbers. Set X = Z and A = 2X . Let µ be the counting measure on
X and {en}n∈Z be the standard orthonormal basis of ℓ2(Z), i.e., en = χ{n} for all
n ∈ Z. Define the functions φ : X → X and w : X → C by φ(n) = n−1 and w(n) =
λn−1 for n ∈ Z. Let V be the unitary bilateral shift in ℓ2(Z) (i.e., V ∈ B(ℓ2(Z))
and V en = en+1 for all n ∈ Z) and let D be the diagonal operator in ℓ2(Z) with
the diagonal elements {λn}n∈Z (i.e., D is a normal operator, {en}n∈Z ⊆ D(D) and
Den = λnen for all n ∈ Z). Set W = V D. The operator W is called a bilateral
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weighted shift in ℓ2(Z) with weights {λn}n∈Z. Arguing similarly as in (g), one can
show that lin{en : n ∈ Z} is a core for Cφ,w and W , and Cφ,w = W . Let us recall
that a bilateral weighted shift with nonzero weights is unitarily equivalent to a
composition operator in an L2-space over a σ-finite measure space (see, e.g., [58,
Lemma 4.3.1]). For more information on general as well as particular properties of
bilateral weighted shifts see [56, 87, 36].
(i) [adjoints of unilateral weighted shifts] LetW = SD be a unilateral
weighted shift in ℓ2(Z+) with weights {λn}∞n=0 (cf. (g)). Set X = Z+ and A = 2X .
Let µ be the counting measure on X . Define the functions φ : X → X and w : X →
C by φ(n) = n+1 and w(n) = λ¯n for n ∈ Z+. We show that Cφ,w =W ∗. For this,
first note that W ∗ = D∗S∗. Then it is clear that {en}∞n=0 ⊆ D(Cφ,w)∩D(W ∗) and
Cφ,wen = λ¯n−1en−1 =W
∗en, n ∈ Z+, (12)
with the convention that e−1 = 0 and λ−1 = 0. Arguing similarly as in (g), we
verify that D(Cφ,w) = D(W
∗). Since lin{en : n ∈ Z+} is a core for W ∗ (see, e.g.,
[70, Eq. (1.11)]) and Cφ,w is closed, we deduce from (12) that Cφ,w =W
∗.
(j) [backward unilateral weighted shifts] A backward unilateral weight-
ed shift in ℓ2(Z+) with weights {λn}∞n=0 can be defined as the product W = DS∗,
where S and D are as in (g). Clearly, such an operator is equal to the adjoint of
the unilateral weighted shift SD∗ whose weights have the form {λ¯n}∞n=0. Hence,
by (i), it is a weighted composition operator.
(k) [adjoints of bilateral weighted shifts] We begin by observing that if
W is a bilateral weighted shift in ℓ2(Z) with weights {λn}n∈Z (cf. (h)), then UW˜ =
W ∗U , where W˜ is the bilateral weighted shift in ℓ2(Z) with weights {λ¯−(n+1)}n∈Z
and U ∈ B(ℓ2(Z)) is the unitary operator such that Uen = e−n for all n ∈ Z
(this fact is well-known in the case of bounded operators). To see this, verify that
UW˜ |E =W ∗U |E , where E = lin{en : n ∈ Z}, and use the fact that E is a core for W˜
and W ∗. In view of (h), this means that W ∗ is unitarily equivalent to a weighted
composition operator. On the other hand, the argument provided in (i) enables
one to show that the adjoint of a bilateral weighted shift is in fact a weighted
composition operator. As in (j) we can view the adjoint of a bilateral weighted
shift as a backward bilateral weighted shift.
2.4. Conditional expectation
In this section, we discuss some properties of the conditional expectation Eφ,w
which plays a crucial role in our considerations. We refer the reader to Appendix
A.1 for the necessary background (including notation) on conditional expectation
in a general non-probabilistic setting.
Suppose (AS2) holds and the measure µw|φ−1(A ) is σ-finite (or equivalently, by
Proposition 10, hφ,w < ∞ a.e. [µ]). Thus we can consider the conditional expec-
tation E(f ;φ−1(A ), µw) of a function f with respect to the σ-algebra φ
−1(A )
and the measure µw. To simplify the notation, we write Eφ,w(f) in place of
E(f ;φ−1(A ), µw). If w = 1, we abbreviate Eφ,1(f) to Eφ(f). Recall that for a
given p ∈ [1,∞], the conditional expectation Eφ,w(·) can be regarded as a linear
contraction on Lp(µw) which leaves invariant the convex cone L
p
+(µw) (see Theorem
A.1.4). In view of (A.1.4), (A.1.13) and the well-known fact that (cf. [10, Problem
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13.3])
a function g˜ : X → R+ (resp., g˜ : X → R+, g˜ : X → C) is φ−1(A )-
measurable if and only if there exists A -measurable function g : X → R+
(resp., g : X → R+, g : X → C) such that g˜ = g ◦ φ,
(13)
we see that
if f, g : X → R+ are A -measurable functions (resp., f, g : X → C are
A -measurable functions such that f ∈ Lp(µw) and g ◦ φ ∈ Lq(µw),
where p, q ∈ [1,∞] satisfy 1p + 1q = 1), then∫
X
g ◦ φ · f dµw =
∫
X
g ◦ φ · Eφ,w(f) dµw.
(14)
The following proposition is patterned on [24, page 325].
Proposition 14. Suppose (AS2) holds. Assume that f : X → R+ (resp.,
f : X → C) is an A -measurable function. Then there exists an A -measurable
function g : X → R+ (resp., g : X → C) such that f ◦ φ = g ◦ φ a.e. [µw] and g = 0
a.e. [µ] on {hφ,w = 0}. Moreover, such g is unique up to a set of µ-measure zero
and is given by g = f · χ{hφ,w>0}.
Proof. By Lemma 6(i), χ{hφ,w>0} ◦ φ = 1 a.e. [µw]. This implies that
(f · χ{hφ,w>0}) ◦ φ = (f ◦ φ) · χ{hφ,w>0} ◦ φ = f ◦ φ a.e. [µw].
The uniqueness statement follows from Lemma 5. 
Assume that (AS2) holds and hφ,w <∞ a.e. [µ]. Suppose that f : X → R+ is an
A -measurable function (resp., f ∈ L2(µw)). Then, by the well-known description
of φ−1(A )-measurable functions and Proposition 14, Eφ,w(f) = g ◦ φ a.e. [µw]
with some A -measurable R+-valued (resp., C-valued) function g on X such that
g = g · χ{hφ,w>0} a.e. [µ]. Set Eφ,w(f) ◦ φ−1 = g a.e. [µ]. By Proposition 14, this
definition is correct, and by Lemma 5 the following equality holds
(Eφ,w(f) ◦ φ−1) ◦ φ = Eφ,w(f) a.e. [µw|φ−1(A )]. (15)
(Of course, the expression “a.e. [µw|φ−1(A )]” in (15) can be replaced by “a.e. [µw]”.)
If f˜ : X → R+ is an A -measurable function (resp., f˜ ∈ L2(µw)) is such that f = f˜
a.e. [µw], then Eφ,w(f) = Eφ,w(f˜) a.e. [µw] and consequently, in view of Lemma 5,
Eφ,w(f) ◦ φ−1 = Eφ,w(f˜) ◦ φ−1 a.e. [µ]. It is clear that Eφ,w(1) = 1 a.e. [µw] and
Eφ,w(1) ◦ φ−1 = χ{hφ,w>0} a.e. [µ]. (16)
Proposition 15. Suppose (AS2) holds, hφ,w <∞ a.e. [µ] and f, g : X → R+
are A -measurable functions. Then the following assertions are valid:
(i) if f 6 g a.e. [µw], then Eφ,w(f) ◦ φ−1 6 Eφ,w(g) ◦ φ−1 a.e. [µ],
(ii) if f 6 c a.e. [µw] for some c ∈ R+, then Eφ,w(f) ◦ φ−1 6 c a.e. [µ].
Proof. (i) If f 6 g a.e. [µw], then, by (A.1.5), Eφ,w(f) 6 Eφ,w(g) a.e. [µw],
and hence by (8) and (15), we have∫
∆
Eφ,w(f) ◦ φ−1 · hφ,w dµ =
∫
φ−1(∆)
Eφ,w(f) dµw
6
∫
φ−1(∆)
Eφ,w(g) dµw =
∫
∆
Eφ,w(g) ◦ φ−1 · hφ,w dµ, ∆ ∈ A .
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Since µ is σ-finite, hφ,w < ∞ a.e. [µ] and Eφ,w(q) ◦ φ−1 = 0 a.e. [µ] on {hφ,w = 0}
for any A -measurable q : X → R+, we get (i).
(ii) Apply (i) and (16). 
Regarding Proposition 15, note that part (i) remains true if “6” is replaced
by “>” (or by “=”). However, both of these replacements make part (ii) false (see
(16) and Example 161; see also Remark 30).
The Radon-Nikodym derivative dµ
w◦φ−1
dµ can be expressed in terms of hφ,w.
Proposition 16. If (AS2) holds and hφ,w < ∞ a.e. [µ], then µw ◦ φ−1 ≪ µ
and
dµw ◦ φ−1
dµ
= hφ,w · Eφ,w
(
χ{w 6=0} · 1|w|2
)
◦ φ−1 a.e. [µ].
Proof. Since
µw(φ−1(∆)) =
∫
φ−1(∆)
χ{w 6=0} · 1|w|2 dµw
(14)
=
∫
φ−1(∆)
Eφ,w
(
χ{w 6=0} · 1|w|2
)
dµw
(8)&(15)
=
∫
∆
hφ,w · Eφ,w
(
χ{w 6=0} ·
1
|w|2
)
◦ φ−1 dµ, ∆ ∈ A ,
the proof is complete. 
2.5. Adjoint and polar decomposition
An unexplicit description of the adjoint of a weighted composition operator has
been given in [24, Lemma 6.4]. Below, we provide another one which is complete
and written in terms of the conditional expectation Eφ,w.
First, we single out the following fact.
If (X,A , µ) is a measure space and w : X → C is A -measurable, then
the mapping Ψw : L
2(µ) ∋ f 7−→ fw ∈ L2(µw), where fw := χ{w 6=0} · fw
for f ∈ L2(µ), is a partial isometry with the initial space χ{w 6=0}·L2(µ)
and the final space L2(µ); therefore, Ψw is a coisometry.
(17)
Hence the mapping L2(µ) ∋ f 7−→ Eφ,w(fw) ∈ L2(µw), which appears frequently
in this section, coincides with the product Eφ,wΨw, where Eφ,w is understood as a
bounded operator on L2(µw) (in fact, Eφ,w is an orthogonal projection in L
2(µw);
see Theorem A.1.4). Clearly, this product is a bounded operator.
Proposition 17. Suppose (AS2) holds and Cφ,w is densely defined. Then the
following assertions are valid:
(i) D(C∗φ,w) =
{
f ∈ L2(µ) : hφ,w · Eφ,w(fw) ◦ φ−1 ∈ L2(µ)
}
,
(ii) C∗φ,w(f) = hφ,w · Eφ,w(fw) ◦ φ−1 for all f ∈ D(C∗φ,w),
(iii) N (C∗φ,w) =
{
f ∈ L2(µ) : Eφ,w(fw) = 0 a.e. [µw]
}
,
(iv) χ{w=0} · L2(µ) ⊆ N (C∗φ,w),
(v) D(C∗φ,w) = χ{w 6=0}·D(C∗φ,w)⊕χ{w=0}·L2(µ) and C∗φ,wf = C∗φ,w(χ{w 6=0}·f)
for all f ∈ D(C∗φ,w),
(vi) if Cφ,w has dense range, then w 6= 0 a.e. [µ].
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Proof. It follows from (17) that Eφ,w(fw) ∈ L2(µw) for every f ∈ L2(µ). In
turn, if g ∈ D(Cφ,w), then by (8) and Proposition 8(i), we get g ◦φ ∈ L2(µw). This,
(14), (A.1.12), (15) and (8) yield
〈Cφ,wg, f〉 =
∫
X
g ◦ φ · fw dµw
=
∫
X
g ◦ φ · Eφ,w(fw) dµw
=
∫
X
g · hφ,w · Eφ,w(fw) ◦ φ−1 dµ, g ∈ D(Cφ,w), f ∈ L2(µ). (18)
Denote by E the right-hand side of (i). Clearly, if f ∈ E , then, by (18), f ∈ D(C∗φ,w)
and (ii) holds. To complete the proof of (i) and (ii), it suffices to show that if
f ∈ D(C∗φ,w), then ξ := hφ,w · Eφ,w(fw) ◦ φ−1 ∈ L2(µ). By (18), g · ξ ∈ L1(µ) and∫
X
g · ξ dµ = ∫
X
g · ξ˜ dµ for every g ∈ D(Cφ,w), where ξ˜ := C∗φ,wf ∈ L2(µ). Let
{Xn}∞n=1 be as in Lemma 9. Considering g = χ∆∩Xn , ∆ ∈ A , and applying Lemma
2 we get ξ = ξ˜ a.e. [µ] on Xn for every n ∈ N. Hence ξ = ξ˜ a.e. [µ], which completes
the proof of (i) and (ii). Now we prove (iii). If f ∈ N (C∗φ,w), then, by (ii),
hφ,w ·Eφ,w(fw)◦φ−1 = 0 a.e. [µ]. Since, by definition, Eφ,w(fw)◦φ−1 = 0 a.e. [µ] on
{hφ,w = 0}, we deduce that Eφ,w(fw) ◦φ−1 = 0 a.e. [µ]. This together with Lemma
5 and the equality (15) yield Eφ,w(fw) = 0 a.e. [µw]. Conversely, if f ∈ L2(µ) is
such that Eφ,w(fw) = 0 a.e. [µw], then, by definition, Eφ,w(fw) ◦ φ−1 = 0 a.e. [µ],
which according to (i) and (ii) gives f ∈ N (C∗φ,w). This completes the proof of
(iii).
The assertion (iv) is a direct consequence of (iii), while the assertion (v) follows
from (i), (ii) and (iv). Finally, the assertion (vi) is to be deduced from (iv). 
The assertion (iii) of Proposition 17 says that the kernel of C∗φ,w coincides with
the kernel of the product Eφ,wΨw. By the assertion (iv) of Proposition 17, the range
of the multiplication operator Mχ{w=0} is always contained in the kernel of C
∗
φ,w
and it is a (closed) invariant vector space for C∗φ,w. Observe also that in general the
implication (vi) of Proposition 17 can not be reversed even for bounded composition
operators (see Example 141).
Now we describe the polar decompositions of Cφ,w and C
∗
φ,w.
Proposition 18. Suppose (AS2) holds and Cφ,w is densely defined. Let Cφ,w =
U |Cφ,w| be the polar decomposition of Cφ,w. Then the following assertions are valid:
(i) |Cφ,w| =M
h
1/2
φ,w
(see Sect. 2.3(a) for notation),
(ii) U = Cφ,w˜, where w˜ : X → C is an A -measurable function such that1
w˜ =
w
(hφ,w ◦ φ)1/2 a.e. [µ], (19)
(iii) U∗f = h
1/2
φ,w · Eφ,w(fw) ◦ φ−1 for f ∈ L2(µ), where fw is as in (17),
1 Because of Lemma 6 and Proposition 10, the rational function appearing on the right-hand
side of the equality in (19) takes complex values a.e. [µ]. What is important here is that w˜ satisfies
the equality {w˜ = 0} = {w = 0} a.e. [µ].
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(iv) the modulus |C∗φ,w| is given by
D(|C∗φ,w |) = {f ∈ L2(µ) : w · (hφ,w ◦ φ)1/2 · Eφ,w(fw) ∈ L2(µ)},
= {f ∈ L2(µ) : hφ,w · Eφ,w(fw) ◦ φ−1 ∈ L2(µ)},
}
(20)
|C∗φ,w|f = w · (hφ,w ◦ φ)1/2 · Eφ,w(fw), f ∈ D(|C∗φ,w|). (21)
Proof. First note that, by Proposition 7, hφ,w <∞ a.e. [µ].
(i) By the well-known properties of multiplication operators, M
h
1/2
φ,w
is posi-
tive and selfadjoint. So is the operator |Cφ,w|. By Proposition 8(i), D(|Cφ,w|) =
D(M
h
1/2
φ,w
) and thus
‖|Cφ,w|f‖2 = ‖Cφ,wf‖2 =
∫
X
|f |2 ◦ φdµw (8)=
∫
X
|f |2hφ,w dµ = ‖M
h
1/2
φ,w
f‖2
for every f ∈ D(|Cφ,w|). It follows from Lemma 4 that |Cφ,w| =M
h
1/2
φ,w
.
(ii) By Lemma 6(ii), we have∫
X
∣∣∣w · f ◦ φ
(hφ,w ◦ φ)1/2
∣∣∣2 dµ = ∫
{hφ,w>0}
|f |2 dµ, f ∈ L2(µ), (22)
which implies that the operator Cφ,w˜ is well-defined and Cφ,w˜ ∈ B(L2(µ)). Accord-
ing to (22) and Lemma 11, we see that N (Cφ,w˜) = N (Cφ,w) = χ{hφ,w>0}L
2(µ)
and Cφ,w˜|L2(µ)⊖N (Cφ,w˜) is an isometry. This means that Cφ,w˜ is a partial isometry.
It follows from (i) that Cφ,w = Cφ,w˜|Cφ,w|. By the uniqueness statement in the
polar decomposition theorem, U = Cφ,w˜, which yields (ii).
(iii) Clearly, dµw˜ =
1
hφ,w◦φ
dµw, which means that the measures µw˜ and µw
are mutually absolutely continuous and thus µw˜ ◦ φ−1 ≪ µ. By Lemma 6(ii), we
have
(µw˜ ◦ φ−1)(∆) =
∫
X
χ∆ ◦ φ
hφ,w ◦ φ dµw =
∫
∆
χ{hφ,w>0} dµ, ∆ ∈ A , (23)
which implies that hφ,w˜ = χ{hφ,w>0} a.e. [µ].
Now we show that
Eφ,w˜(fw˜) = h
1/2
φ,w ◦ φ · Eφ,w(fw) a.e. [µw˜], f ∈ L2(µ). (24)
For this, define q∆ = χ{hφ,w>0} · χ∆
h
1/2
φ,w
a.e. [µ] for ∆ ∈ A . Then, by Lemma 6(i) and
Lemma 5, we have
q∆ ◦ φ = χ∆ ◦ φ
(hφ,w ◦ φ)1/2 a.e. [µw], ∆ ∈ A . (25)
Take f ∈ L2(µ). Let ∆ ∈ A be such that µw˜(φ−1(∆)) <∞. Then∫
X
|q∆ ◦ φ|2 dµw (9)=
∫
{hφ,w>0}
χ∆ dµ
(23)
= µw˜(φ
−1(∆)) <∞.
This combined with (14), (17) and (25) yields∫
φ−1(∆)
Eφ,w˜(fw˜) dµw˜ =
∫
X
q∆ ◦ φ · fw dµw
=
∫
X
q∆ ◦ φ · Eφ,w(fw) dµw
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=
∫
φ−1(∆)
h
1/2
φ,w ◦ φ · Eφ,w(fw) dµw˜.
Applying Lemma 2 to the measure µw˜|φ−1(A ) gives (24).
Since the measures µw˜ and µw are mutually absolutely continuous, we infer
from (24) and Proposition 14 that
Eφ,w˜(fw˜) ◦ φ−1 = h1/2φ,w · Eφ,w(fw) ◦ φ−1 a.e. [µ], f ∈ L2(µ).
This together with Proposition 17, applied to Cφ,w˜, yields (iii).
(iv) It follows from [107, Exercise 7.26(b)]) that |C∗φ,w| = Cφ,wU∗. In view of
Proposition 8(i), f ∈ L2(µ) belongs to D(|C∗φ,w|) if and only if U∗f ∈ L2(hφ,w dµ).
Since, by (iii), (8) and (15), the following equalities hold∫
X
|U∗f |2 · hφ,w dµ =
∫
X
h2φ,w · |Eφ,w(fw) ◦ φ−1|2 dµ
=
∫
X
hφ,w ◦ φ · |Eφ,w(fw)|2 dµw, f ∈ L2(µ),
we get (20). The formula (21) follows from the equality |C∗φ,w| = Cφ,wU∗, the
condition (iii) and the equality (15). This completes the proof. 
Remark 19. Regarding Proposition 18, note that Eφ,w˜(f) = Eφ,w(f) a.e. [µw]
for every A -measurable function f : X → R+. Indeed, this is because∫
φ−1(∆)
f dµw˜
(25)
=
∫
X
(q∆ ◦ φ)2 · f dµw
=
∫
X
(q∆ ◦ φ)2 · Eφ,w(f) dµw (25)=
∫
φ−1(∆)
Eφ,w(f) dµw˜, ∆ ∈ A .
Using Proposition 18(i) and the well-known fact that a Hilbert space operator
V ∈ B(H) is an isometry if and only if |V | = I, we obtain the following character-
ization of isometric weighted composition operators.
If (AS1) holds, then Cφ,w is an isometry on L
2(µ) if and only if
hφ,w = 1 a.e. [µ].
(26)
2.6. A characterization of quasinormality
In this section, we characterize quasinormal weighted composition operators.
This basic characterization will be used several times in subsequent chapters.
Theorem 20. If (AS2) holds and Cφ,w is densely defined, then Cφ,w is quasi-
normal if and only if hφ,w ◦ φ = hφ,w a.e. [µw].
Proof. It follows from Proposition 18(i) that |Cφ,w|2 =Mhφ,w . We claim that
D(Cφ,w|Cφ,w|2) = L2((1 + h3φ,w) dµ). (27)
Indeed, if f ∈ D(Cφ,w|Cφ,w|2), then f ∈ D(|Cφ,w|2) = L2((1 + h2φ,w) dµ) and, by
Proposition 8(i), ∫
X
|f |2h3φ,w dµ =
∫
X
|Mhφ,wf |2hφ,w dµ <∞,
which yields f ∈ L2((1+h2φ,w+h3φ,w) dµ) = L2((1+h3φ,w) dµ). Reversing the above
reasoning proves (27).
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Suppose Cφ,w is quasinormal. By Proposition 10, hφ,w < ∞ a.e. [µ]. Let
{Xn}∞n=1 be as in Lemma 9. In view of (27), {χXn}∞n=1 ⊆ D(Cφ,w|Cφ,w|2). Hence
w · (hφ,w ◦ φ) · (χXn ◦ φ) = Cφ,w|Cφ,w|2χXn
(5)
= |Cφ,w|2Cφ,wχXn
= w · hφ,w · (χXn ◦ φ) a.e. [µ], n ∈ N. (28)
Since φ−1(Xn) ր X as n → ∞, we see that w · (hφ,w ◦ φ) = w · hφ,w a.e. [µ], or
equivalently that hφ,w ◦ φ = hφ,w a.e. [µw].
Assume now that hφ,w ◦ φ = hφ,w a.e. [µw]. We claim that
D(|Cφ,w|2Cφ,w) = L2((1 + h3φ,w) dµ). (29)
Indeed, if f ∈ D(|Cφ,w|2Cφ,w), then it follows from Proposition 18(i) that Cφ,wf ∈
L2((1 + h2φ,w) dµ) and∫
X
h3φ,w|f |2 dµ
(8)
=
∫
X
(h2φ,w ◦ φ) · (|f |2 ◦ φ) dµw
=
∫
X
h2φ,w · (|f |2 ◦ φ) dµw =
∫
X
h2φ,w|Cφ,wf |2 dµ <∞,
which implies that f ∈ L2((1 + h3φ,w) dµ). Reversing the above reasoning proves
(29). Combining (27) and (29) shows that D(Cφ,w|Cφ,w|2) = D(|Cφ,w|2Cφ,w). An
appropriate modification of (28) gives Cφ,w|Cφ,w|2 = |Cφ,w|2Cφ,w. Applying (5)
completes the proof. 

CHAPTER 3
Subnormality - General Criteria
The main goal of this chapter is to provide criteria for subnormality of (not
necessarily bounded) weighted composition operators. The first criterion, which
is given in Section 3.1, requires that hφ,w > 0 a.e. [µw] and that there exists a
measurable family of Borel probability measures on R+ which satisfies the consis-
tency condition (CC) (see Theorem 29). Section 3.3 provides the second criterion
which involves another, stronger than (CC), condition (CC−1) (see Theorem 34).
In Section 3.4, we discuss the interplay between the conditions (CC) and (CC−1)
(see Theorem 40). Section 3.2 shows that the consistency condition (CC) itself is
not sufficient for subnormality. By Theorem 34, this means that (CC) does not
imply (CC−1).
3.1. General scheme
Let (X,A ) be a measurable space. A mapping P : X × B(R+) → [0, 1] is
called an A -measurable family of probability measures if the set-function P (x, ·) is
a probability measure for every x ∈ X and the function P (·, σ) is A -measurable for
every σ ∈ B(R+). Denote by A ⊗B(R+) the σ-algebra generated by the family
A ⊠B(R+) := {∆× σ : ∆ ∈ A , σ ∈ B(R+)}.
If µ : A → R+ is a σ-finite measure, then, by [3, Theorem 2.6.2], there exists a
unique σ-finite measure ρ on A ⊗B(R+) such that
ρ(∆× σ) =
∫
∆
P (x, σ)µ(dx), ∆ ∈ A , σ ∈ B(R+). (30)
Moreover, for every A ⊗B(R+)-measurable function f : X × R+ → R+,
the function X ∋ x→
∫ ∞
0
f(x, t)P (x, d t) ∈ R+ is A -measurable (31)
and ∫
X×R+
f dρ =
∫
X
∫ ∞
0
f(x, t)P (x, d t)µ(dx). (32)
Clearly the measure ρ depends on P , but since we do not exploit this fact, we will not
make this dependence explicit. Let w : X → C be an A -measurable function and
φ be an A -measurable transformation of X . Define the function W : X × R+ → C
and the transformation Φ of X × R+ by
W (x, t) = w(x), x ∈ X, t ∈ R+, (33)
Φ(x, t) = (φ(x), t), x ∈ X, t ∈ R+. (34)
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It is easily seen that W and Φ are A ⊗B(R+)-measurable. According to our
convention, the measure ρW is defined as follows
ρW (E) =
∫
E
|W |2 dρ (32)=
∫
X
∫ ∞
0
χE(x, t)P (x, d t) dµw(x), E ∈ A ⊗B(R+).
In what follows, we regard CΦ,W as a weighted composition operator in L
2(ρ).
There is a natural way of looking at L2(µ) as a subspace of L2(ρ). Namely, by (32),
the mapping U : L2(µ)→ L2(ρ) given by
(Uf)(x, t) = f(x), x ∈ X, t ∈ R+, f ∈ L2(µ),
is well-defined, linear and isometric. Moreover, if CΦ,W is well-defined, then, com-
bining Proposition 7, Lemma 21 and (32), we deduce that Cφ,w is well-defined and
UCφ,w = CΦ,WU. (35)
In order to make the paper more readable, we gather the following assumptions.
The triplet (X,A , µ) is a σ-finite measure space, w is an A -meas-
urable complex function on X , φ is an A -measurable transformation
of X and P : X×B(R+)→ [0, 1] is an A -measurable family of prob-
ability measures. The measure ρ, the function W and the transfor-
mation Φ are determined by (30), (33) and (34), respectively.
(AS3)
We begin by proving a formula that connects hφ,w with hΦ,W via Eφ,w, where
hΦ,W : X × R+ → R+ is a unique (up to a set of ρ-measure zero) A ⊗B(R+)-
measurable function such that
ρW ◦ Φ−1(∆) =
∫
∆
hΦ,W dρ, E ∈ A ⊗B(R+).
Since ρ is σ-finite, such an hΦ,W exists due to the Radon-Nikodym theorem.
Caution. The reader should be aware of the fact that both the measure ρ and
the Radon-Nikodym derivative hΦ,W depend on P . For notational convenience this
dependence will not be expressed explicitly.
Lemma 21. Suppose (AS3) holds and ρW ◦ Φ−1 ≪ ρ. Then µw ◦ φ−1 ≪ µ.
Moreover, if hφ,w <∞ a.e. [µ], then hΦ,W <∞ a.e. [ρ] and(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) · hφ,w(x)
=
∫
σ
hΦ,W (x, t)P (x, d t) for µ-a.e. x ∈ X, σ ∈ B(R+). (36)
Proof. To prove that µw ◦ φ−1 ≪ µ, take ∆ ∈ A such that µ(∆) = 0. Then,
by (30), ρ(∆× R+) = 0. Hence, in view of (32), we have
µw ◦ φ−1(∆) =
∫
φ−1(∆)
|w(x)|2
∫ ∞
0
P (x, d t)µ(dx) =
∫
Φ−1(∆×R+)
|W |2 dρ = 0.
Assume additionally that hφ,w <∞ a.e. [µ]. If ∆ ∈ A and σ ∈ B(R+), then∫
∆
∫
σ
hΦ,W (x, t)P (x, d t)µ(dx)
(32)
=
∫
∆×σ
hΦ,W dρ
(7)
=
∫
Φ−1(∆×σ)
|W |2 dρ
(32)
=
∫
φ−1(∆)
|w(x)|2
∫
σ
P (x, d t)µ(dx)
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=
∫
φ−1(∆)
P (x, σ)µw(dx)
(14)
=
∫
φ−1(∆)
Eφ,w(P (·, σ)) dµw
(†)
=
∫
∆
Eφ,w(P (·, σ)) ◦ φ−1 · hφ,w dµ, (37)
where (†) follows from (8) and (15). Since µ is σ-finite, (36) holds.
It suffices to show that hΦ,W < ∞ a.e. [ρ]. Let {Xn}∞n=1 be as in Lemma 9.
Then ∫
Xn×R+
hΦ,W dρ
(32)
=
∫
Xn
∫
R+
hΦ,W (x, t)P (x, d t)µ(dx)
(36)
=
∫
Xn
(
Eφ,w(P (·,R+)) ◦ φ−1
)
(x) · hφ,w(x)µ(dx)
(16)
=
∫
Xn
hφ,w dµ 6 n · µ(Xn) <∞, n ∈ N,
which implies that hΦ,W < ∞ a.e. [ρ] on Xn × R+ for every n ∈ N, and thus
hΦ,W <∞ a.e. [ρ]. This completes the proof. 
Below we introduce the consistency condition (CC) which plays the crucial role
in this paper. In the case of composition operators, it coincides with the consistency
condition that appeared in [19] (consult Sect. 2.3).
Lemma 22. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ, hφ,w < ∞ a.e. [µ] and the
following condition is satisfied1:
Eφ,w(P (·, σ))(x) =
∫
σ tP (φ(x), d t)
hφ,w(φ(x))
for µw-a.e. x ∈ X, σ ∈ B(R+). (CC)
Then ρW ◦ Φ−1 ≪ ρ and
hΦ,W (x, t) = χ{hφ,w>0}(x) · t for ρ-a.e. (x, t) ∈ X × R+.
Proof. Arguing as in (37), we get
ρW (Φ
−1(∆× σ)) =
∫
Φ−1(∆×σ)
|W |2 dρ =
∫
φ−1(∆)
Eφ,w(P (·, σ)) dµw
(CC)
=
∫
X
χ∆(φ(x)) ·
∫
σ
tP (φ(x), d t)
hφ,w(φ(x))
µw(dx)
(9)
=
∫
{hφ,w>0}
χ∆(x)
∫
σ
tP (x, d t)µ(dx)
(32)
=
∫
∆×σ
χ{hφ,w>0}(x) · t dρ(x, t), ∆ ∈ A , σ ∈ B(R+). (38)
It is clear that P := A ⊠B(R+) is a semi-algebra and A ⊗B(R+) = σ(P). Let
{Xn}∞n=1 be as in Lemma 9. Then {Xn × R+}∞n=1 ⊆ P and
ρW (Φ
−1(Xn × R+)) (30)=
∫
φ−1(Xn)
|w|2 dµ = µw ◦ φ−1(Xn)
1 By Lemma 6 and (31), the right-hand side of the equality in (CC) is an A -measurable
function defined a.e. [µ].
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=
∫
Xn
hφ,w dµ 6 n · µ(Xn) <∞, n ∈ N. (39)
Combining (38) and (39) with Lemma 1, we get
ρW ◦ Φ−1(E) =
∫
E
χ{hφ,w>0}(x) · t dρ(x, t), E ∈ A ⊗B(R+).
This completes the proof. 
Now we provide some characterizations of the consistency condition (CC) that
will be used later in this paper.
Lemma 23. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ and hφ,w <∞ a.e. [µ]. Then
the following conditions are equivalent:
(i) P satisfies (CC),
(ii)
(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) · hφ,w(x) = χ{hφ,w>0}(x)
∫
σ tP (x, d t) for µ-a.e.
x ∈ X and for every σ ∈ B(R+),
(iii) ρW ◦Φ−1 ≪ ρ and hΦ,W (x, t) = χ{hφ,w>0}(x) · t for ρ-a.e. (x, t) ∈ X×R+,
(iv) ρW ◦ Φ−1 ≪ ρ and
∫
σ hΦ,W (φ(x), t)P (φ(x), d t) =
∫
σ tP (φ(x), d t) for µw-
a.e. x ∈ X and for every σ ∈ B(R+).
Proof. (i)⇔(ii) This can be proved by using (15), Lemma 5 and Lemma 6(i).
(i)⇒(iii) Apply Lemma 22.
(iii)⇒(iv) Note that∫
φ−1(∆)
∫
σ
hΦ,W (φ(x), t)P (φ(x), d t)µw(dx)
=
∫
∆
hφ,w(x)
∫
σ
hΦ,W (x, t)P (x, d t)µ(dx)
=
∫
∆×σ
hφ,w(x)hΦ,W (x, t) dρ(x, t)
(iii)
=
∫
∆×σ
hφ,w(x) · χ{hφ,w>0}(x) · t dρ(x, t)
=
∫
∆
hφ,w(x)χ{hφ,w>0}(x)
∫
σ
tP (x, d t)µ(dx)
=
∫
φ−1(∆)
χ{hφ,w>0}(φ(x))
∫
σ
tP (φ(x), d t)µw(dx)
Lem.6
=
∫
φ−1(∆)
∫
σ
tP (φ(x), d t)µw(dx), ∆ ∈ A , σ ∈ B(R+).
Since, by Proposition 10, the measure µw|φ−1(A ) is σ-finite, we get (iv).
(iv)⇒(i) By Lemma 21, (36) holds. Composing both sides of (36) with φ and
using Lemma 5, the equality (15) and (iv), we obtain (i). This completes the
proof. 
The next lemma deals with a variation of the consistency condition (CC).
Lemma 24. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ, hφ,w <∞ a.e. [µ] and(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) · hφ,w(x) =
∫
σ
tP (x, d t) for µw-a.e. x ∈ X
and for every σ ∈ B(R+). (40)
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Then for every Borel function f : R+ → R+,(
Eφ,w
(∫ ∞
0
f(t)P (·, d t)
)
◦ φ−1
)
(x) · hφ,w(x) =
∫ ∞
0
t · f(t)P (x, d t)
for µw-a.e. x ∈ X. (41)
Proof. By Proposition 14, (41) holds for every simple Borel function f : R+ →
R+. Let f : R+ → R+ be a Borel function. Take a sequence {sn}∞n=1 of simple Borel
functions sn : R+ → R+ which is monotonically increasing and pointwise convergent
to f . Then, by Lebesgue’s monotone convergence theorem, we have∫
∆
Eφ,w
(∫ ∞
0
sn(t)P (·, d t)
)
◦ φ−1 · hφ,w dµw
(†)
=
∫
φ−1(∆)
Eφ,w
(∫ ∞
0
sn(t)P (·, d t)
)
· |w ◦ φ|2 dµw
=
∫
φ−1(∆)
∫ ∞
0
sn(t)P (x, d t)|w(φ(x))|2µw(dx)yn → ∞∫
φ−1(∆)
∫ ∞
0
f(t)P (x, d t)|w(φ(x))|2µw(dx)
(†)
=
∫
∆
Eφ,w
(∫ ∞
0
f(t)P (·, d t)
)
◦ φ−1 · hφ,w dµw, ∆ ∈ A ,
where (†) follows from (8) and (15). Since∫
∆
∫ ∞
0
t · sn(t)P (x, d t)µw(dx) n→∞−−−−→
∫
∆
∫ ∞
0
t · f(t)P (x, d t)µw(dx), ∆ ∈ A ,
and µw is σ-finite, the proof is complete. 
Applying the equivalence (i)⇔(ii) of Lemma 23, we obtain the following.
Proposition 25. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ and hφ,w <∞ a.e. [µ].
Then the following two assertions are valid.
(i) If (40) holds and
(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) · hφ,w(x) =
∫
σ tP (x, d t) for µ-
a.e. x ∈ {hφ,w > 0}∩{w = 0} and for every σ ∈ B(R+), then (CC) holds.
(ii) If (CC) holds and
∫∞
0
tP (x, d t) = 0 for µ-a.e. x ∈ {hφ,w = 0}∩ {w 6= 0},
then (40) holds.
Regarding Proposition 25(i), we note that if
(
Eφ,w(P (·, σ))◦φ−1
)
(x) ·hφ,w(x) =∫
σ
tP (x, d t) for µ-a.e. x ∈ Θ+0 := {hφ,w > 0} ∩ {w = 0} and for every σ ∈ B(R+),
then, by (16),
∫∞
0
tP (x, d t) = 0 for µ-a.e. x ∈ Θ+0 if and only if µ(Θ+0) = 0, or
equivalently, if and only if
(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) = 0 for µ-a.e. x ∈ Θ+0.
The n-th power of a weighted composition operator Cφ,w is related in a natural
way to the weighted composition operator Cφn,ŵn with explicitly given weight ŵn.
Below, we provide recurrence formulas for the Radon-Nikodym derivatives hφn,ŵn
attached to Cφn,ŵn .
Lemma 26. Suppose (AS2) holds. Then the following assertions are valid:
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(i) Cφn,ŵn is well-defined and C
n
φ,w ⊆ Cφn,ŵn for every n ∈ Z+, where
ŵ0 = 1 and ŵn+1 =
n∏
j=0
w ◦ φj for n ∈ Z+, (42)
(ii) if Cφ,w is densely defined, then
hφn+1,ŵn+1 = Eφ,w
(
hφn,ŵn
) ◦ φ−1 · hφ,w a.e. [µ], n ∈ Z+, (43)
hφn+1,ŵn+1 ◦ φ = Eφ,w
(
hφn,ŵn
) · (hφ,w ◦ φ) a.e. [µw], n ∈ Z+, (44)
(iii) if Cφ,w is quasinormal, then hφn,ŵn = h
n
φ,w a.e. [µ] for all n ∈ Z+.
Proof. (i) Take ∆ ∈ A such that µ(∆) = 0. Then by Proposition 7, we see
that ŵn ·χ(φn)−1(∆) = ŵn ·(χ∆ ◦φn) = 0 a.e. [µ] for every n ∈ Z+, which means that
(µŵn ◦ (φn)−1)(∆) = 0. Applying Proposition 7 again, we conclude that Cφn,ŵn is
well-defined. The inclusion Cnφ,w ⊆ Cφn,ŵn is easily seen to be true.
(ii) By Lemma 5 and (15), the equality (44) follows from (43). To prove (43),
note that ŵn+1 = w ◦ φn · ŵn for n ∈ Z+. Hence, by (8) and (15), we have
µŵn+1((φ
n+1)−1(∆)) =
∫
X
χφ−1(∆) ◦ φn · |w ◦ φn|2 dµŵn
=
∫
φ−1(∆)
|w|2hφn,ŵn dµ =
∫
φ−1(∆)
Eφ,w(hφn,ŵn) dµw
=
∫
∆
Eφ,w(hφn,ŵn) ◦ φ−1 · hφ,w dµ, ∆ ∈ A , n ∈ Z+,
which implies (43).
(iii) We prove it by induction on n. The case of n = 0 is obviously true. If
hφn,ŵn = h
n
φ,w a.e. [µ] for a fixed n ∈ Z+, then by Theorem 20 we have
hφn+1,ŵn+1
(43)
= Eφ,w
(
hφn,ŵn
) ◦ φ−1 · hφ,w
= Eφ,w
(
hnφ,w
) ◦ φ−1 · hφ,w
= Eφ,w
(
hnφ,w ◦ φ
) ◦ φ−1 · hφ,w
(†)
= hnφ,w · hφ,w
= hn+1φ,w a.e. [µ],
where (†) follows from the fact that hnφ,w = 0 on {hφ,w = 0} a.e. [µ]. 
The result that follows will be used in the proof of Theorem 29. It clarifies the
role played by the assumption “hφ,w > 0 a.e. [µw]” in this theorem.
Theorem 27. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ and hφ,w < ∞ a.e. [µ]. If
P satisfies (CC), then the following conditions are equivalent:
(i) P satisfies (40),
(ii) hφn,ŵn(x) =
∫∞
0 t
nP (x, d t) for every n ∈ Z+ and for µw-a.e. x ∈ X,
(iii)
∫∞
0 tP (x, d t) = 0 for µw-a.e. x ∈ {hφ,w = 0},
(iv) P (x, ·) = δ0(·) for µw-a.e. x ∈ {hφ,w = 0},
(v) ρW ◦ Φ−1 ≪ ρ and hΦ,W (x, t) = t for ρW -a.e. (x, t) ∈ X × R+,
(vi) ρW ◦ Φ−1 ≪ ρ and hΦ,W ◦ Φ = hΦ,W a.e. [ρW ],
(vii) hφ,w > 0 a.e. [µw].
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Proof. (i)⇒(ii) We use induction to prove that hφn,ŵn = Hn a.e. [µw] for all
n ∈ Z+, where Hn(x) =
∫∞
0
tnP (x, d t) for x ∈ X . The case of n = 0 is obvious.
Suppose hφn,ŵn = Hn a.e. [µw] for some unspecified n ∈ Z+. Then, by Lemma 24,
(41) holds with f(t) = tn. Hence, we have
Hn+1(x)
(41)
= (Eφ,w(Hn) ◦ φ−1)(x) · hφ,w(x)
= (Eφ,w(hφn,ŵn) ◦ φ−1)(x) · hφ,w(x)
(43)
= hφn+1,ŵn+1 for µw-a.e. x ∈ X , (45)
where the second and third equalities in (45) hold a.e. [µ]. This completes the
induction argument and gives (ii).
(ii)⇒(iii) Consider the equality in (ii) with n = 1.
(iii)⇔(iv) Use Lemma 3.
(iii)⇒(v) It follows that∫ ∞
0
t · χE(x, t)P (x, d t) = 0 for µw-a.e. x ∈ {hφ,w = 0}, E ∈ A ⊗B(R+). (46)
Hence, by the implication (i)⇒(iii) of Lemma 23, ρW ◦ Φ−1 ≪ ρ and∫
E
hΦ,W dρW =
∫
E
|w(x)|2hΦ,W (x, t) dρ(x, t)
=
∫
E
χ{hφ,w>0}(x) · t · |w(x)|2 dρ(x, t)
=
∫
X
χ{hφ,w>0}(x)
∫ ∞
0
t · χE(x, t)P (x, d t)µw(dx)
(46)
=
∫
X
∫ ∞
0
t · χE(x, t)P (x, d t)µw(dx)
=
∫
E
t dρW (x, t), E ∈ A ⊗B(R+).
Since ρW is σ-finite, (v) holds.
(v)⇒(vi) By the implication (i)⇒(iii) of Lemma 23 and Lemma 5, we have
(hΦ,W ◦ Φ)(x, t) = χ{hφ,w>0}(φ(x)) · t for ρW -a.e. (x, t) ∈ X × R+. (47)
Now we note that if f, g : X → R+ are A -measurable functions such that f = g
a.e. [µw], then f(x) · t = g(x) · t for ρW -a.e. (x, t) ∈ X×R+. Indeed, this is because∫
E
f(x) · t dρW (x, t) =
∫
X
f(x)
∫ ∞
0
χE(x, t) · t P (x, d t)µw(dx)
=
∫
E
g(x) · t dρW (x, t), E ∈ A ⊗B(R+).
The above property combined with (47) and the fact that χ{hφ,w>0} ◦ φ = 1 a.e.
[µw] (see Proposition 6(i)) yields (vi).
(vi)⇒(vii) By Lemma 6(i) and Proposition 12, χ{W 6=0}N (CΦ,W ) = {0}. Take
f ∈ χ{w 6=0}N (Cφ,w). By Lemma 11, f ∈ N (Cφ,w) and thus, by (35), Uf ∈
N (CΦ,W ). Since {W = 0} = {w = 0} × R+ and f = 0 a.e. [µ] on {w = 0}, we
deduce that∫
{W=0}
|Uf |2 dρ =
∫
{w=0}
|f(x)|2
∫ ∞
0
P (x, d t)µ(dx) =
∫
{w=0}
|f(x)|2µ(dx) = 0.
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As a consequence, Uf ∈ χ{W 6=0}N (CΦ,W ) = {0}. Since U is injective, we get f = 0
a.e. [µ]. This means that χ{w 6=0}N (Cφ,w) = {0}. It follows from Proposition 12
that hφ,w > 0 a.e. [µw].
(vii)⇒(i) Apply the implication (i)⇒(ii) of Lemma 23. 
Remark 28. The implication (vi)⇒(vii) of Theorem 27 can be proved in a
shorter (but more advanced) way by applying Theorem 20. Indeed, by Lemmas
10 and 21, and Theorem 20 the operator CΦ,W is quasinormal. In view of (35)
and the fact that quasinormal operators are subnormal, Cφ,w is subnormal. Since
subnormal operators are hyponormal, an application of Corollary 13 yields hφ,w > 0
a.e. [µw].
Theorem 27 enables us to formulate a criterion for subnormality of unbounded
weighted composition operators (see Theorem 29 below). In Section 3.4, we shall
supply an extension of this criterion based on the condition (CC−1), which is a
stronger version of (40) (see Theorem 40). Note that the assumption “hφ,w > 0 a.e.
[µw]” that appears in Theorem 29 is not restrictive because it is always satisfied
whenever Cφ,w is subnormal (see Corollary 13).
Theorem 29. Let (X,A , µ) be a σ-finite measure space, w be an A -measurable
complex function on X and φ be an A -measurable transformation of X such that
Cφ,w is densely defined and hφ,w > 0 a.e. [µw]. Suppose there exists an A -
measurable family of probability measures P : X × B(R+) → [0, 1] that satisfies
(CC). Then Cφ,w is subnormal, CΦ,W is its quasinormal extension (see (AS3)) and
hφn,ŵn(x) =
∫ ∞
0
tnP (x, d t) for every n ∈ Z+ and for µw-a.e. x ∈ X. (48)
Proof. By Propositions 7 and 10, the assumptions of Theorem 27 are satis-
fied. Hence (48) holds and, by Lemma 21 and Theorem 20, CΦ,W is quasinormal.
Employing (35) completes the proof. 
Remark 30. It is worth pointing out that the above criterion can be applied
to prove the normality of the multiplication operator Mw. This is possible because
in this particular case we can describe explicitly an A -measurable family P of
probability measures that satisfies (CC). Indeed, since Mw = Cφ,w with φ = idX
(see Sect. 2.3(a)), we see that the conditional expectation Eφ,w acts as the identity
mapping, µw ◦ φ−1 ≪ µ and hφ,w = |w|2 a.e. [µ]. Hence Mw is densely defined
(see Proposition 10). Set P (x, σ) = χσ(|w(x)|2) for x ∈ X and σ ∈ B(R+). It
is easily seen that P is an A -measurable family of probability measures which
satisfies (CC). By Theorem 29, Mw is subnormal. It follows from Proposition 17
that M∗w = Mw¯. As a consequence, Mw and M
∗
w are subnormal. Since subnormal
operators are hyponormal, we conclude that Mw is normal.
3.2. Injectivity versus (CC)
In this section, we discuss the question of whether the consistency condition
(CC) implies the injectivity of a weighted composition operator. A parallel ques-
tion, which is related to [19, Theorem 9], can be stated for composition operators.
We answer the latter (and so the former) question negatively, showing that there
exists a non-injective composition operators Cφ in an L
2-space which admits an
A -measurable family of probability measures satisfying (CC) for w = 1. This is
possible in both infinite-dimensional and finite-dimensional L2-spaces (including
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the two-dimensional case). Hence, by [18, Corollary 6.3], the consistency condition
(CC) alone is not sufficient for subnormality of Cφ. As shown below, the consis-
tency condition (CC) may not even be sufficient for paranormality of Cφ. The
lack of paranormality in turn implies that Cφ does not generate Stieltjes moment
sequences (see the proof of [58, Theorem 4.1.1(iii)]; see also Sect. 4.2).
Example 31. Fix N ∈ N∪{∞}. Set X = {j ∈ Z+ : j 6 N} and A = 2X . Let
µ be an arbitrary finite measure on A such that µ(j) > 0 for every j ∈ X . Define
a mapping φ : X → X by φ(j) = 0 for every j ∈ X . Let Cφ be the composition
operator in L2(µ) (see Sect. 2.3(b)). It is clear that Cφ is a well-defined rank-one
operator and hφ =
µ(X)
µ(0) χ{0}, which implies that ‖Cφ‖ =
√
µ(X)
µ(0) (see Proposition
8(v)). Since µ({hφ = 0}) > 0, we infer from Lemma 11 that Cφ is not injective.
What is more, Cφ is not paranormal because
‖χ{0}‖‖C2φχ{0}‖ =
√
µ(0)µ(X) < µ(X) = ‖Cφχ{0}‖2.
Continuing the example, we now describe A -measurable families of probability
measures that satisfies (CC) for w = 1 (though in the discrete case A -measurabili-
ty is automatic, we preserve the original terminology).
Lemma 32. Suppose X, A , µ and φ are as above and P : X ×B(R+)→ [0, 1]
is an A -measurable family of probability measures. Then the following assertions
are valid:
(i) P satisfies (CC) for w = 1 if and only if the following conditions hold:
P (j, [0, 1]) = 0, j ∈ N ∩ [1, N ], (49)
θ :=
N∑
j=1
µ(j)
µ(0)
∫ ∞
0
1
t− 1P (j, d t) 6 1, (50)
P (0, σ) =
N∑
j=1
µ(j)
µ(0)
∫
σ
1
t− 1P (j, d t) + (1− θ)δ1(σ), σ ∈ B(R+), (51)
(ii) the following condition is necessary and sufficient for P to be φ−1(A )-
measurable and to satisfy (CC) for w = 1:
P (j, ·) = δµ(X)
µ(0)
(·), j ∈ X. (52)
Proof. (i) Since φ−1({0}) = X , we see that
Eφ(f)(y) =
1
µ(X)
∫
X
f dµ
for all y ∈ X and for each function f : X → R+ (we refer the reader to Section
6.1 for more information on conditional expectation in the case of discrete measure
spaces). Hence, we have
hφ(φ(y))Eφ(P (·, σ))(y) =
N∑
j=0
µ(j)
µ(0)
P (j, σ), y ∈ X, σ ∈ B(R+).
This implies that P satisfies (CC) for w = 1 if and only if∫
σ
tP (0, d t) =
N∑
j=0
µ(j)
µ(0)
P (j, σ), σ ∈ B(R+). (53)
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Suppose P satisfies (CC) for w = 1. Then, by (53), we have∫
σ
(t− 1)P (0, d t) =
N∑
j=1
µ(j)
µ(0)
P (j, σ), σ ∈ B(R+). (54)
Substituting σ = [0, 1] into (54), we deduce that (49) holds and P (0, [0, 1)) = 0.
This and (54) lead to
P (0, σ) =
∫
σ∩(1,∞)
1
t− 1(t− 1)P (0, dt) + P (0, σ ∩ {1})
=
N∑
j=1
µ(j)
µ(0)
∫
σ
1
t− 1P (j, d t) + P (0, {1})δ1(σ), σ ∈ B(R+). (55)
Since P (0, ·) is probabilistic, (55) implies (50) and (51).
Conversely, if (49), (50) and (51) hold, then (54) is easily seen to be satisfied.
Hence, by (53), P satisfies (CC) for w = 1.
(ii) Clearly φ−1(A ) = {∅, X}, and so P is φ−1(A )-measurable if and only if
for every σ ∈ B(R+), P (j, σ) = P (0, σ) for all j ∈ X . If P is φ−1(A )-measurable
and satisfies (CC) for w = 1, then, by (49) and (51), P (0, {1}) = 0 and
P (0, σ) =
∫
σ
∑N
j=1
µ(j)
µ(0)
t− 1 P (0, d t), σ ∈ B(R+).
This implies that t = µ(X)µ(0) for P (0, ·)-a.e. t ∈ R+, which yields (52). The converse
is obvious. This completes the proof. 
Going back to our example, we note that if {P (j, ·)}Nj=1 are Borel probability
measures on R+ which satisfy (49) and (50), then the formula (51) defines a Borel
probability measure P (0, ·) on R+. In this way, in view of Lemma 32, we get an
A -measurable family of probability measures P : X ×B(R+)→ [0, 1] that satisfies
(CC) for w = 1. In particular, any sequence {P (j, ·)}Nj=1 of Borel probability
measures on R+ such that suppP (j, ·) ⊆
[µ(X)
µ(0) ,∞
)
for all j ∈ N∩ [1, N ] fulfils (49)
and (50), which gives rise to a family P satisfying (CC) for w = 1. Hence, there
are plenty of A -measurable families of probability measures P satisfying (CC) for
w = 1. On the other hand, if {P (j, ·)}Nj=1 are Borel probability measures on R+ that
satisfy (49) and the inequality
∫∞
0
1
t−1P (j, d t) < ∞ for every j ∈ N ∩ [1, N ], then
we can always find a sequence {µ(j)}Nj=0 ⊆ (0,∞) (and consequently a measure µ)
such that (50) holds. This again gives rise to a family P satisfying (CC) for w = 1.
3.3. The condition (CC−1)
If (AS3) holds and Cφ,w is densely defined, then one can consider the following
version of the condition (40):(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) · hφ,w(x) =
∫
σ
tP (x, d t) for µ-a.e. x ∈ X
and for every σ ∈ B(R+). (CC−1)
It follows from Lemma 5 that
(CC−1) implies (CC) with the same P . (56)
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Our current goal is to prove Theorem 34, an analogue of Theorem 27, in which we
will give some characterizations of the condition (CC−1). The role of (CC−1) and
its relationship to (CC) will be explained in the subsequent section.
We begin by proving the following lemma.
Lemma 33. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ, hφ,w < ∞ a.e. [µ] and P
satisfies (CC). Then for every Borel function f : R+ → R+,(
Eφ,w
(∫ ∞
0
f(t)P (·, d t)
)
◦φ−1
)
(x)·hφ,w(x) = χ{hφ,w>0}(x)
∫ ∞
0
t·f(t)P (x, d t)
for µ-a.e. x ∈ X. (57)
Proof. It follows from Proposition 14 and Lemma 23 that (57) holds for ev-
ery simple Borel function f : R+ → R+. Let f : R+ → R+ be an arbitrary Borel
function. Take a sequence {sn}∞n=1 of simple Borel functions sn : R+ → R+ which
is monotonically increasing and pointwise convergent to f . Arguing as in the proof
of Lemma 24, we see that∫
∆
(
Eφ,w
(∫ ∞
0
f(t)P (·, d t)
)
◦ φ−1
)
(x) · hφ,w(x) dµ(x)
= lim
n→∞
∫
∆
(
Eφ,w
(∫ ∞
0
sn(t)P (·, d t)
)
◦ φ−1
)
(x) · hφ,w(x) dµ(x), ∆ ∈ A .
Since∫
∆
χ{hφ,w>0}(x)
∫ ∞
0
t · f(t)P (x, d t)µ(dx)
= lim
n→∞
∫
∆
χ{hφ,w>0}(x)
∫ ∞
0
t · sn(t)P (x, d t)µ(dx), ∆ ∈ A ,
and µ is σ-finite, we get (57). This completes the proof. 
We are now in a position to formulate and prove the aforementioned analogue
of Theorem 27. Note that the relations “a.e.” appearing in the conditions (i)-(vii)
of this theorem are related to the measures µw and ρW , while their counterparts in
Theorem 34 below are related to the measures µ and ρ.
Theorem 34. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ, hφ,w < ∞ a.e. [µ] and P
satisfies (CC). Consider the following conditions:
(i⋆) P satisfies (CC−1),
(ii⋆) hφn,ŵn(x) =
∫∞
0
tnP (x, d t) for every n ∈ Z+ and for µ-a.e. x ∈ X,
(iii⋆)
∫∞
0 tP (x, d t) = 0 for µ-a.e. x ∈ {hφ,w = 0},
(iv⋆) P (x, ·) = δ0(·) for µ-a.e. x ∈ {hφ,w = 0},
(v⋆) ρW ◦ Φ−1 ≪ ρ and hΦ,W (x, t) = t for ρ-a.e. (x, t) ∈ X × R+,
(vi⋆) ρW ◦Φ−1 ≪ ρ and there exist an A -measurable function g : X×R+ → R+
such that g = hΦ,W a.e. [ρ] and g ◦ Φ = g a.e. [ρ],
(vii⋆) hφ,w > 0 a.e. [µ].
Then the conditions (i⋆)-(v⋆) are equivalent and the implications
(v⋆)⇒(vi⋆), (vii⋆)⇒(i⋆) and (vii⋆)⇒(vi⋆) (58)
hold. Moreover, if (i⋆) holds, then hφ,w > 0 a.e. [µw], Cφ,w is subnormal and CΦ,W
is a quasinormal extension of Cφ,w.
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Proof. (i⋆)⇒(iii⋆) Substituting σ = R+ into (CC−1), we obtain∫ ∞
0
tP (x, d t) =
(
Eφ,w(P (·,R+)) ◦ φ−1
)
(x) · hφ,w(x)
(16)
= hφ,w(x) for µ-a.e. x ∈ X .
This implies (iii⋆).
(iii⋆)⇒(v⋆) By the definitions of ρ and ρW , we have∫
Φ−1(∆×σ)
dρW =
∫
φ−1(∆)
|w(x)|2P (x, σ) dµ(x)
=
∫
φ−1(∆)
P (x, σ) dµw(x)
=
∫
φ−1(∆)
Eφ,w(P (·, σ)) dµw
(†)
=
∫
∆
Eφ,w(P (·, σ)) ◦ φ−1 · hφ,w dµ
(‡)
=
∫
∆
∫
σ
tP (x, d t) dµ(x)
=
∫
∆×σ
t dρ(x, t), ∆ ∈ A , σ ∈ B(R+), (59)
where (†) follows from (8) and (15), while (‡) can be deduced from Lemma 23
and (iii⋆). Take a sequence {Xn}∞n=1 ⊆ A such that Xn ր X as n → ∞, and
µ(Xk) <∞ for every k ∈ N. Set σn = [0, n] for n ∈ N. Then clearly {Xn×σn}∞n=1 ⊆
A ⊗B(R+), Xn × σn ր X × R+ as n→∞ and∫
Xn×σn
t dρ(x, t) =
∫
Xn
∫
σn
tP (x, d t) dµ(x) 6 n · µ(Xn) <∞, n ∈ N.
Hence, by (59) and Lemma 1, the measuresE 7→ ∫
Φ−1(E)
dρW andE 7→
∫
E
t dρ(x, t)
coincide on A ⊗B(R+). As a consequence, ρW ◦ Φ−1 ≪ ρ and hΦ,W (x, t) = t for
ρ-a.e. (x, t) ∈ X × R+. This yields (v⋆).
(v⋆)⇒(i⋆) By the definitions of ρ and ρW , we have∫
∆
∫
σ
tP (x, d t) dµ(x) =
∫
∆×σ
t dρ(x, t)
(v⋆)
=
∫
∆×σ
hΦ,W dρ
=
∫
Φ−1(∆×σ)
1 dρW =
=
∫
φ−1(∆)
P (x, σ) dµw(x)
=
∫
φ−1(∆)
Eφ,w(P (·, σ)) dµw
(†)
=
∫
∆
Eφ,w(P (·, σ)) ◦ φ−1 · hφ,w dµ, ∆ ∈ A , σ ∈ B(R+),
where (†) can be inferred from (8) and (15). Since µ is σ-finite, we get (i⋆).
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(iv⋆)⇒(ii⋆) Set Hn(x) =
∫∞
0
tnP (x, d t) for x ∈ X and n ∈ Z+. Clearly, by
(31), each Hn : X → R+ is A -measurable. It follows from (iv⋆) that
Hn(x) = 0 for µ-a.e. x ∈ {hφ,w = 0} and for all n ∈ N. (60)
Using induction, we will show that for every n ∈ Z+,
Hn(x) = hφn,ŵn(x) for µ-a.e. x ∈ X . (61)
The case of n = 0 is obvious. Now assume that (61) holds for a fixed n ∈ Z+. Then
Hn+1(x)
(60)
= χ{hφ,w>0}(x) ·
∫ ∞
0
t · tnP (x, d t)
(57)
=
(
Eφ,w
(∫ ∞
0
tnP (·, d t)
)
◦ φ−1
)
(x) · hφ,w(x)
(61)
=
(
Eφ,w(hφn,ŵn) ◦ φ−1
)
(x) · hφ,w(x)
(43)
= hφn+1,ŵn+1(x) for µ-a.e. x ∈ X ,
which completes the induction argument.
(ii⋆)⇒(iii⋆) Clearly ∫∞
0
tP (x, d t) = hφ,w(x) = 0 for µ-a.e. x ∈ {hφ,w = 0}.
(iii⋆)⇒(iv⋆) Use Lemma 3.
Summarizing, we have shown that the conditions (i⋆)-(v⋆) are equivalent.
(v⋆)⇒(vi⋆) Observe that the function g : X × R+ → R+ defined by g(x, t) = t
for (x, t) ∈ X × R+ has the required properties.
(vii⋆)⇒(i⋆) This follows from the chain of implications (vii⋆)⇒(iii⋆)⇒(i⋆).
(vii⋆)⇒(vi⋆) For this, note that (vii⋆)⇒(i⋆)⇒(v⋆)⇒(vi⋆).
To prove the “moreover” part, assume that (i⋆) holds. By (v⋆) and Lemma
5 (applied to ρ and ρW in place of µ and µw), we see that hΦ,W ◦ Φ = hΦ,W a.e.
[ρW ]. According to Proposition 10, Theorem 20 and (35), CΦ,W is a quasinormal
extension of Cφ,w and consequently Cφ,w is subnormal. This and Corollary 13 imply
that hφ,w > 0 a.e. [µw], which completes the proof. 
Remark 35. Under the assumptions of Theorem 34, if Cφ,w is subnormal, then
the condition (iii⋆) of this theorem is equivalent to
(iii′)
∫∞
0 tP (x, d t) = 0 for µ-a.e. x ∈ {hφ,w = 0} ∩ {w = 0}.
Indeed, if (iii′) holds, then by Corollary 13, hφ,w > 0 a.e. [µw], and consequently
µ({hφ,w = 0}∩{w 6= 0}) = 0. Hence (iii⋆) holds. The reverse implication is obvious.
Comparing Theorems 27 and 34, one can ask whether any of the conditions
(vi⋆) and (vii⋆) is equivalent to (iii⋆). The answer is negative. What is more, the
conditions (vi⋆) and (vii⋆) are not equivalent. All this will be shown in Example 158.
3.4. Subnormality via (CC−1)
In this section, we will show that a densely defined weighted composition op-
erator that admits an A -measurable family of probability measures P satisfying
(CC−1) is subnormal (see Theorem 40). Moreover, we will prove that the condition
(CC−1) is equivalent to the conjunction of the conditions (CC) and “hφ,w > 0 a.e.
[µw]”, not necessarily with the same P (see Theorem 40 again and Remark 41).
In other words, if the assumptions of Theorem 29 are satisfied, then the family P
appearing therein can always be modified so as to satisfy (CC−1). In particular,
by Theorem 34, the so-modified P satisfies the condition (vi⋆) of this theorem.
42 3. SUBNORMALITY - GENERAL CRITERIA
First, we propose a method of modifying the family P under which the consis-
tency condition (CC) is preserved.
Lemma 36. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ, hφ,w < ∞ a.e. [µ] and P
satisfies (CC). Let Q : X×B(R+)→ [0, 1] be an A -measurable family of probability
measures such that
Q(x, ·) = P (x, ·) for µ-a.e. x ∈ {hφ,w > 0}. (62)
Then the following conditions are equivalent:
(i) Q satisfies (CC) with Q in place of P ,
(ii) Eφ,w(Q(·, σ)) = Eφ,w(P (·, σ)) a.e. [µw] for every σ ∈ B(R+).
Moreover, if (62) holds with µw in place of µ and∫
φ−1(∆)∩{hφ,w=0}
Q(x, σ) dµw(x) =
∫
φ−1(∆)∩{hφ,w=0}
P (x, σ) dµw(x) (63)
for all ∆ ∈ A and σ ∈ B(R+), then (i) is valid.
Proof. First note that∫
φ−1(∆)
∫
σ
tQ(φ(x), d t) dµw(x)
(7)
=
∫
∆
hφ,w(x)
∫
σ
tQ(x, d t) dµ(x)
=
∫
∆∩{hφ,w>0}
hφ,w(x)
∫
σ
tQ(x, d t) dµ(x)
(62)
=
∫
∆∩{hφ,w>0}
hφ,w(x)
∫
σ
tP (x, d t) dµ(x)
=
∫
φ−1(∆)
∫
σ
tP (φ(x), d t) dµw(x), ∆ ∈ A , σ ∈ B(R+).
Since the measure µw|φ−1(A ) is σ-finite (see Proposition 10), we have∫
σ
tQ(φ(x), d t) =
∫
σ
tP (φ(x), d t) for µw-a.e. x ∈ X, σ ∈ B(R+).
Using the above equality, we verify that (i) is equivalent to (ii).
Now we prove the “moreover” part. First, observe that φ−1(∆) is a disjoint
union of the sets φ−1(∆) ∩ {hφ,w = 0} and φ−1(∆) ∩ {hφ,w > 0}, then apply (62)
with µw in place of µ and finally use (63). What we get is∫
φ−1(∆)
Q(x, σ) dµw(x) =
∫
φ−1(∆)
P (x, σ) dµw(x), ∆ ∈ A .
This implies (ii) and completes the proof. 
The following realization of the above general scheme is particularly useful.
Proposition 37. Suppose (AS3) holds, µw◦φ−1 ≪ µ, hφ,w <∞ a.e. [µ] and P
satisfies (CC). Set Θ00 = {hφ,w = 0}∩{w = 0}. Let {τx}x∈Θ00 be a family of Borel
probability measures on R+ such that the mapping Θ00 ∋ x 7−→ τx(σ) ∈ [0, 1] is A -
measurable for every σ ∈ B(R+). Define the mapping Q : X ×B(R+)→ [0, 1] by
Q(x, σ) =
{
P (x, σ) if x ∈ X \Θ00,
τx(σ) if x ∈ Θ00,
σ ∈ B(R+).
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Then Q is an A -measurable family of probability measures which satisfies (CC).
In particular, the family {τx}x∈Θ00 given by τx = δ0 for x ∈ Θ00 meets our require-
ments and
∫∞
0
tQ(x, d t) = 0 for all x ∈ Θ00.
Proof. By definition, Q is an A -measurable family of probability measures
which satisfies (62) and has the property that for all σ ∈ B(R+) and ∆ ∈ A ,∫
φ−1(∆)
Q(x, σ) dµw(x) =
∫
φ−1(∆)∩{w 6=0}
Q(x, σ) dµw(x) =
∫
φ−1(∆)
P (x, σ) dµw(x).
Hence, by Lemma 36, Q satisfies (CC). The “moreover” part is obvious. 
Corollary 38. Suppose (AS3) holds, µw ◦ φ−1 ≪ µ, hφ,w < ∞ a.e. [µ] and
P satisfies (CC). Then the following assertions are valid:
(i) if hφ,w > 0 a.e. [µw], then there exists an A -measurable family of prob-
ability measures Q : X ×B(R+) → [0, 1] which satisfies (CC) with Q in
place of P and such that∫ ∞
0
tQ(x, d t) = 0 for µ-a.e. x ∈ {hφ,w = 0}, (64)
(ii) if µ(Θ00) > 0 with Θ00 := {hφ,w = 0} ∩ {w = 0}, then there exists an A -
measurable family of probability measures Q : X ×B(R+) → [0, 1] which
satisfies (CC) with Q in place of P and such that∫ ∞
0
tQ(x, d t) =∞ for µ-a.e. x ∈ Θ00. (65)
Proof. (i) By our assumption, hφ,w > 0 a.e. [µ] on {w 6= 0} and consequently
µ({hφ,w = 0} ∩ {w 6= 0}) = 0. Applying Proposition 37 with τx = δ0, we get (64).
(ii) Take any Borel probability measure τ on R+ such that
∫∞
0
t dτ(t) = ∞
(e.g., τ = 6π2
∑∞
n=1
1
n2 δn). Applying Proposition 37 with τx = τ for every x ∈ Θ00,
we get (65). This completes the proof. 
Remark 39. In view of Remark 35 and Corollary 38, it is of some interest
to know which of the following sets allow for modifications (modulo µ) of P that
preserve (CC):
Θ0+ = {hφ,w = 0} ∩ {w 6= 0}, Θ++ = {hφ,w > 0} ∩ {w 6= 0},
Θ00 = {hφ,w = 0} ∩ {w = 0}, Θ+0 = {hφ,w > 0} ∩ {w = 0}.
First, we consider the case when Cφ,w is bounded and subnormal. Then, by Corol-
lary 13, µ(Θ0+) = 0. According to Theorem 51, Cφ,w has an A -measurable family
of probability measures P : X × B(R+) → [0, 1] satisfying (CC), and each such
family is uniquely determined (modulo µ) on Θ++. Also, in general, such P may
happen to be uniquely determined (modulo µ) on Θ+0 with µ(Θ+0) > 0 (see Ex-
ample 161). This means that Θ00 is the largest subset of X (modulo µ) that allows
for modifications of P that preserve (CC) (see Proposition 37). However, if Cφ,w
is not subnormal, then the set Θ0+ may have positive µ-measure. This may hap-
pen even in the case of a composition operator Cφ which admits an A -measurable
family of probability measures P satisfying (CC); in fact, Cφ may have plenty of
such families (see Example 31).
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The following instances completely illustrate the interplay between µ-positivity
and µ-nullity of the sets defined above in the case of subnormal weighted compo-
sition operators that admit A -measurable families of probability measures P sat-
isfying (CC) (in fact, most of these operators are quasinormal, which, even in the
unbounded case, admit A -measurable families of probability measures P satisfying
(CC), see Proposition 159). Recall that in this case µ(Θ0+) = 0.
1) µ(Θ++) = 0. Then µw = 0, which, by Proposition 8(vi), implies that
µ(Θ+0) = 0 and Cφ,w = 0 (clearly, Cφ,w = 0 implies µ(Θ++) = 0). If Cφ,w is a
composition operator, then evidently µ(Θ00) = 0. However, in the weighted case,
it may happen that µ(Θ00) > 0 (e.g., for the zero multiplication operator).
2) µ(Θ++) > 0. Then each of the following cases may occur:
• µ(Θ00) = 0 and µ(Θ+0) = 0 (e.g., for a composition operator),
• µ(Θ00) = 0 and µ(Θ+0) > 0 (e.g., for Cζ,v as in Remark 162),
• µ(Θ00) > 0 and µ(Θ+0) = 0 (e.g., for a non-injective multiplication oper-
ator),
• µ(Θ00) > 0 and µ(Θ+0) > 0 (e.g., for Cφ,w as in Example 161).
Theorem 40 below, which is the main result of this paper, extends the criterion
for subnormality of unbounded weighted composition operators given in Theorem
29. The quasi-moment formula (66) below generalizes that for composition opera-
tors established in [19, Theorem 17].
Theorem 40. Let (X,A , µ) be a σ-finite measure space, w be an A -measurable
complex function on X and φ be an A -measurable transformation of X such that
Cφ,w is densely defined. Then the following three conditions are equivalent:
(i) hφ,w > 0 a.e. [µw] and there exists P : X×B(R+)→ [0, 1], an A -measur-
able family of probability measures, which satisfies (CC),
(ii) there exists P : X×B(R+)→ [0, 1], an A -measurable family of probability
measures, which satisfies (CC) and the condition below
hφn,ŵn(x) =
∫ ∞
0
tnP (x, d t) for every n ∈ Z+ and for µ-a.e. x ∈ X, (66)
(iii) there exists P : X×B(R+)→ [0, 1], an A -measurable family of probability
measures, which satisfies (CC−1).
Moreover, if (iii) holds, then Cφ,w is subnormal and CΦ,W is its quasinormal ex-
tension (see (AS3)).
Proof. (i)⇒(ii) Apply Corollary 38(i) and Theorem 34.
(ii)⇒(iii) Apply Theorem 34 again.
(iii)⇒(i) Multiplying both sides of the equality in (CC−1) by χ{hφ,w>0}, we get(
Eφ,w(P (·, σ)) ◦ φ−1
)
(x) · hφ,w(x) = χ{hφ,w>0}(x)
∫
σ
tP (x, d t) for µ-a.e. x ∈ X,
for every σ ∈ B(R+). This combined with Lemma 23 implies that P satisfies (CC).
Substituting σ = R+ into (CC
−1), we deduce that
∫∞
0
tP (x, d t) = 0 for µ-a.e.
x ∈ {hφ,w = 0}. Hence, by Theorem 27, hφ,w > 0 a.e. [µw], which gives (i).
The “moreover” part follows from Theorem 29. This completes the proof. 
Remark 41. A close inspection of the proof of Theorem 40 reveals that the
conditions (ii) and (iii) are equivalent with the same P . Similarly, (ii) implies (i)
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with the same P . However, in general, (i) does not imply (ii) with the same P (see
Example 158).
The following corollary is related to [19, Theorem 7] (see the equivalence
(i)⇔(iv) therein).
Corollary 42. Suppose (AS3) holds and Cφ,w is densely defined. Consider
the following two assertions:
(i) P satisfies (CC) and hφ,w > 0 a.e. [µw],
(ii) P satisfies (40).
Then (i) implies (ii). Moreover, if w 6= 0 a.e. [µ], then (ii) implies (i).
Proof. That (i) implies (ii) follows from Theorem 27. The moreover “part”
can be deduced from the implication (iii)⇒(i) of Theorem 40 (see Remark 41). 

CHAPTER 4
C∞-vectors
In this chapter, we turn our interest to weighted composition operators that
have sufficiently many C∞-vectors. In Section 4.1, we give necessary and sufficient
conditions for the nth power of a weighted composition operator Cφ,w to be densely
defined or to be closed (see Lemmas 43 and 44, and Proposition 45). The question
of when C∞-vectors are dense in L2(µ) is answered in Theorem 47. Section 4.2
is devoted to characterizing weighted composition operators generating Stieltjes
moment sequences (see Theorem 48). Finally, in Section 4.3, we provide a new
characterization of subnormality of bounded weighted composition operators (see
Theorem 51).
4.1. Powers of Cφ,w
Some basic properties of powers of unbounded composition operators have been
established in [18, Sect. 4]. As shown in this section, most of them, but not all,
remain true for powers of unbounded weighted composition operators.
Our first aim is to give necessary and sufficient conditions for the nth power
of a weighted composition operator Cφ,w to be densely defined (see (42) for the
definition of ŵn).
Lemma 43. Suppose (AS2) holds. Then the following assertions are valid:
(i)
∫
X
|fg| hφn,ŵn dµ < ∞ and 〈Cnφ,wf, Cnφ,wg〉 =
∫
X
f g¯ hφn,ŵn dµ for all
f, g ∈ D(Cnφ,w) and n ∈ Z+,
(ii) ‖f‖2Cn
φ,w
=
∫
X |f |2(1 + hφn,ŵn
)
dµ for all f ∈ D(Cnφ,w) and n ∈ N,
(iii) D(Cnφ,w) = L
2
((∑n
j=0 hφj ,ŵj
)
dµ
)
for every n ∈ Z+,
(iv) for every n ∈ N, D(Cnφ,w) =
⋂n
j=1 D(Cφj ,ŵj),
(v) for every n ∈ N, Cnφ,w is densely defined if and only if
∑n
j=1 hφj ,ŵj < ∞
a.e. [µ],
(vi) for every n ∈ N, Cnφ,w is densely defined if and only if Cφj ,ŵj is densely
defined for every j ∈ {1, . . . , n}.
Proof. (i) Apply Lemma 26(i) and (8) (with φn, ŵn, hφn,ŵn in place of φ, w,
hφ,w, respectively).
(ii) This follows from (i).
(iii) Employ Lemma 26(i), (8) and induction on n.
(iv) This can be deduced from (iii) and Proposition 8(i).
(v) The “if” part follows from (iii) and [18, Lemma 12.1]. To prove the “only
if” part, suppose that µ(∆) > 0, where ∆ := {x ∈ X : ∑nj=1 hφj,ŵj (x) =∞}. One
can deduce from (iii) that f = 0 a.e. [µ] on ∆ for all f ∈ D(Cnφ,w), and consequently
for all f ∈ L2(µ), which contradicts the σ-finiteness of µ.
(vi) This follows from (v) and Proposition 8(i). 
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Now we give sufficient conditions for the nth power of a weighted composition
operator Cφ,w to be closed.
Lemma 44. Suppose (AS2) holds. Fix an integer n > 2. Then the following
assertions are valid:
(i) Cnφ,w is closable,
(ii) if Cn−1φ,w is densely defined, then C
n
φ,w = Cφn,ŵn ,
(iii) if Cn−1φ,w is densely defined, then C
n
φ,w is closed if and only C
n
φ,w = Cφn,ŵn ,
(iv) Cnφ,w = Cφn,ŵn if and only if there exists c ∈ R+ such that
n−1∑
j=1
hφj ,ŵj 6 c(1 + hφn,ŵn) a.e. [µ].
(v) if Cφ,w is quasinormal, then Cφn,ŵn is quasinormal and C
n
φ,w = Cφn,ŵn .
Proof. (i) This is a direct consequence of Lemma 26(i) and Proposition 8(iv).
(ii) Adapt the proof of [18, Proposition 4.1(iii)] to the present situation and
use Lemma 43.
(iii) This follows from (ii) and Proposition 8(iv).
(iv) It follows from Lemma 26(i) that Cnφ,w = Cφn,ŵn if and only if D(Cφn,ŵn) ⊆
D(Cnφ,w). In turn, by Lemma 43(iii), D(Cφn,ŵn) = L
2
((
1 + hφn,ŵn
)
dµ
)
and
D(Cnφ,w) = L
2
((∑n
j=0 hφj ,ŵj
)
dµ
)
. Hence an application of [18, Corollary 12.4]
gives (iv).
(v) This follows from (iii) and the fact that powers of quasinormal operators
being quasinormal are closed and densely defined (see, e.g., [59, Corollary 3.8]). 
Regarding Lemma 44, we note that the assertion (ii) is no longer true if we
do not assume that Cn−1φ,w is densely defined. It may also happen that Cφ,w has a
dense set of C∞-vectors but Cnφ,w is not closed for every integer n > 2 (consequently,
Cnφ,w 6= Cφn,ŵn for every integer n > 2). Both cases can be illustrated with the aid
of composition operators (see [18, Examples 5.1 and 5.4]).
It follows from the assertions (ii) and (iv) of [18, Proposition 4.1] that if a
composition operator Cφ is well-defined and n is an integer greater than or equal
to 2, then Cnφ is densely defined if and only if Cφn is densely defined (or equivalently,
by [18, Proposition 3.2], if and only if hφn < ∞ a.e. [µ]). The corresponding
statement for a weighted composition operator Cφ,w is false in general (see Example
46). However, it is true if w(x) 6= 0 for every x ∈ X (see Proposition 45); this covers
the case of composition operators.
Proposition 45. Suppose (AS2) holds and w 6= 0 a.e. [µ]. Fix an integer
n > 2. Then ŵn 6= 0 a.e. [µ] and the following conditions are equivalent:
(i) Cnφ,w is densely defined,
(ii) Cφn,ŵn is densely defined,
(iii) hφn,ŵn <∞ a.e. [µ].
Proof. By Lemma 26(i), the operator Cφj ,ŵj is well-defined for every j ∈ Z+.
Since w 6= 0 a.e. [µ], there exists A -measurable function u : X → C \ {0} such that
w = u a.e. [µ]. We infer from Lemma 5, using induction on k, that ŵk = ûk a.e.
[µ] for every k ∈ Z+. Applying the “moreover” part of Lemma 7, we see that there
is no loss of generality in assuming that w(x) 6= 0 for all x ∈ X .
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(i)⇒(ii) Apply Lemma 26(i).
(ii)⇒(i) It follows from Lemma 9 that there exists a sequence {Xk}∞k=1 ⊆ A
such that µŵn ◦ φ−n(Xk) <∞ for every k ∈ N and Xk ր X as k →∞. Set
∆k =
{
x ∈ X : |w(x)| > 1
k
}
and ∇k = φ−n(Xk) ∩ φ−(n−1)(∆k) for k ∈ N.
Then
µŵn−1 ◦ φ−(n−1)
(
φ−1(Xk) ∩∆k
)
= µŵn−1(∇k) =
∫
∇k
|ŵn|2
|w ◦ φn−1|2 dµ
6 k2
∫
∇k
|ŵn|2 dµ 6 k2µŵn ◦ φ−n(Xk) <∞, k ∈ N.
Since φ−1(Xk)∩∆k ր X as k →∞, we infer from Proposition 10 that the operator
Cφn−1,ŵn−1 is densely defined. By reverse induction, we deduce that Cφj ,ŵj is
densely defined for every j ∈ {1, . . . , n}. This and Lemma 43(vi) imply that Cnφ,w
is densely defined.
(ii)⇔(iii) Apply Proposition 10. 
Now we show that Proposition 45 is no longer true if the assumption “w 6= 0
a.e. [µ]” is removed.
Example 46. Fix an integer n greater than or equal to 2. Set X =
⊔n−1
k=0 N
k
with N0 = {0} and A = 2X . Let µ be the counting measure on X . Define the
transformation φ : X → X by
φ(x) =
{
0 if x ∈ N0 ∪N1,
(i1, . . . , ik−1) if x = (i1, . . . , ik) ∈ Nk, 2 6 k 6 n− 1 and n > 3.
Set w = χY with Y = X \ N0. Clearly, Cφ,w is a well-defined partial composition
operator (see Sect. 2.3(c)). Since φn−1(x) = 0 for all x ∈ X , we see that hφn,ŵn =
0. Hence, Cφn,ŵn is the zero operator on L
2(µ). Now we calculate the function
hφj,ŵj for j ∈ {1, . . . , n − 1}. Fix j ∈ {1, . . . , n − 1} and k ∈ {0, . . . , n − 1}. If
k 6 n − 1 − j, then for every y ∈ Nk, φ−j({y}) is an infinite subset of Nk+j and
ŵj(x) = |w(x)|2 · . . . · |w(φj−1(x))|2 = 1 for every x ∈ φ−j({y}). This implies that
hφj ,ŵj (y) =
∫
φ−j({y})
|ŵj |2 dµ =∞, y ∈ Nk, 0 6 k 6 n− 1− j. (67)
In turn, if k > n− 1− j, then for every y ∈ Nk, φ−j({y}) = ∅. Hence, we have
hφj ,ŵj (y) = 0, y ∈ Nk, n− 1− j < k 6 n− 1.
It follows from (67) that hφj,ŵj (0) =∞ for every j ∈ {1, . . . , n− 1}. Therefore, by
Proposition 10, the operatorCφj ,ŵj is not densely defined for each j ∈ {1, . . . , n−1}.
As a consequence, Cnφ,w is not densely defined. Since Cφn,ŵn is densely defined, the
implications (ii)⇒(i) and (iii)⇒(i) of Proposition 45 do not hold.
It was proved in [18] that a composition operator Cφ whose powers are all
densely defined has a dense set of C∞-vectors. As shown below, the same is true
for weighted composition operators (see also Appendix A.2 for abstract versions of
this result). For completeness we include the proof which is an adaptation of that
of [18, Theorem 4.7].
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Theorem 47. Suppose (AS2) holds. Then the following conditions are equiv-
alent :
(i) D(Cnφ,w) is dense in L
2(µ) for every n ∈ N,
(ii) D∞(Cφ,w) is dense in L
2(µ),
(iii) D∞(Cφ,w) is a core for C
n
φ,w for every n ∈ Z+ (in particular, D∞(Cφ,w)
is dense in L2(µ)),
(iv) D∞(Cφ,w) is dense in (D(C
n
φ,w), ‖ · ‖Cφ,w;n) for every n ∈ Z+.
Proof. Only the implication (i)⇒(iv) requires a proof. Assume (i) holds. By
Lemma 43(v), 0 6 hφn,ŵn <∞ a.e. [µ] for every n ∈ Z+. It follows from assertions
(i) and (iii) of Lemma 43 that for every n ∈ Z+, the vector space D(Cnφ,w) equipped
with the norm ‖ · ‖Cφ,w;n coincides with the Hilbert space L2((
∑n
j=0 hφj ,ŵj ) dµ),
and thus by [18, Lemma 12.1], D(Cn+1φ,w ) is dense in D(C
n
φ,w) with respect to the
norm ‖ · ‖Cφ,w;n. Applying Lemma A.2.1 with kn = n completes the proof. 
4.2. Generating Stieltjes moment sequences
Following [58], we say that an operator A in a complex Hilbert space H gen-
erates Stieltjes moment sequences if D∞(A) is dense in H and {‖Anf‖2}∞n=0 is a
Stieltjes moment sequence for every f ∈ D∞(A). It is known that if A is a sub-
normal operator in H such that D∞(A) = H, then A generates Stieltjes moment
sequences; however, the converse implication does not hold in general (see, e.g.,
[16, Sect. 3.2]).
The following theorem generalizes characterizations of composition operators
generating Stieltjes moment sequences given in [18, Theorem 10.4] to the case of
weighted composition operators. They resemble the celebrated Lambert’s charac-
terizations of subnormality of bounded composition operators given in [65]. As
shown in [58, Theorem 4.3.3] and [18, Sect. 11] Lambert’s characterizations are no
longer true for unbounded composition operators. Below, C[t]+ stands for the set
of all polynomials p ∈ C[t] that are nonnegative on R+ and MX for the set of all
A -measurable complex functions on X .
Theorem 48. Suppose (AS2) holds. Then the following conditions are equiv-
alent (see (42) for the definition of ŵn):
(i) Cφ,w generates Stieltjes moment sequences,
(ii) {‖Cnφ,wf‖2}∞n=0 is a Stieltjes moment sequence for all f ∈ D∞(Cφ,w), and
D(Ckφ,w) = L
2(µ) for all k ∈ N,
(iii) {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence for µ-a.e. x ∈ X,
(iv) {µŵn(φ−n(∆))}∞n=0 is a Stieltjes moment sequence for all ∆ ∈ A such that
µŵk(φ
−k(∆)) <∞ for all k ∈ Z+, and D(Ckφ,w) = L2(µ) for all k ∈ N,
(v) there exists a linear mapping L : C[t]→MX such that1
L(tn) = hφn,ŵn a.e. [µ], n ∈ Z+, (68)
L(p) > 0 a.e. [µ], p ∈ C[t]+.
Moreover, if (i) holds, then
1 Note that the condition “hφn,ŵn < ∞ a.e. [µ] for all n ∈ N ” is necessary and sufficient for
the existence of a linear mapping L : C [t] → MX satisfying (68). Of course, if L˜ is another such
mapping, then L(p) = L˜(p) a.e. [µ] for every p ∈ C [t].
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(a) D∞(Cφ,w) is a core for C
n
φ,w for every n ∈ Z+,
(b) Cnφ,w is closed and C
n
φ,w = Cφn,ŵn for every n ∈ Z+.
Proof. By Lemma 43(v) and Theorem 47, any of the conditions (i) to (v)
implies that (a) holds and 0 6 hφn,ŵn(x) < ∞ for µ-a.e. x ∈ X and every n ∈
Z+; hence, there is no loss of generality in assuming that 0 6 hφn,ŵn(x) < ∞
for all x ∈ X and n ∈ Z+. Take α = {αi}ni=0 ⊆ C with n ∈ Z+. Set gα =∑n
i,j=0 αiα¯jhφi+j ,ŵi+j . It follows from Lemma 43(i) that for every f ∈ D(C2nφ,w),∫
X
|gα||f |2 dµ <∞ and
∫
X
gα|f |2 dµ =
n∑
i,j=0
‖Ci+jφ f‖2αiα¯j . (69)
(i)⇔(ii) This is evident due to Theorem 47.
(i)⇒(iii) In view of (3) and (69), ∫X gα|f |2 dµ > 0 for every f ∈ D∞(Cφ,w).
According to Lemma 43(iii), χ∆ ·f ∈ D∞(Cφ,w) for all f ∈ D∞(Cφ,w) and ∆ ∈ A .
Applying (69) and [18, Corollary 12.6] with E = D∞(Cφ,w), we get
n∑
i,j=0
αiα¯jhφi+j ,ŵi+j > 0 a.e. [µ] for all {αi}ni=0 ⊆ C and n ∈ Z+.
Arguing as in the proof of [18, Lemma 10.1(a)], we deduce that the sequence
{hφn,ŵn(x)}∞n=0 is positive definite for µ-a.e. x ∈ X . Replacing f by Cφ,wf in
the above reasoning, we conclude that the sequence {hφn+1,ŵn+1(x)}∞n=0 is positive
definite for µ-a.e. x ∈ X . Employing (3) gives (iii).
(iii)⇒(i) By (3) and (69), the sequence {‖Cnφ,wf‖2}∞n=0 is positive definite for
every f ∈ D∞(Cφ,w). Replacing f by Cφ,wf and using (3) again, we obtain (i).
(i)⇒(iv) Clearly, if ∆ ∈ A is such that µŵk(φ−k(∆)) <∞ for all k ∈ Z+, then
χ∆ ∈ D(Cφn,ŵn) and ‖Cφn,ŵnχ∆‖2 = µŵn(φ−n(∆)) for every n ∈ Z+. Applying
Lemma 26(i) and Lemma 43(iv) yields (iv).
(iv)⇒(i) Let s be a simple A -measurable function on X of the form s =∑k
i=1 αiχ∆i , where {∆i}ki=1 ⊆ A are pairwise disjoint and {αi}ki=1 ⊆ (0,∞).
Suppose s ∈ D∞(Cφ,w). Then, by assertions (i) and (iii) of Lemma 43, χ∆i ∈
D∞(Cφ,w) for every i ∈ {1, . . . , k} and
‖Cnφ,ws‖2 =
k∑
i,j=1
αiαj
∫
∆i∩∆j
hφn,ŵn dµ
=
k∑
i=1
α2i
∫
∆i
hφn,ŵn dµ =
k∑
i=1
α2iµŵn(φ
−n(∆i)), n ∈ Z+.
Hence, by (iv), {‖Cnφs‖2}∞n=0 is a Stieltjes moment sequence (clearly, this is the
case for s = 0 as well). If f ∈ D∞(Cφ), then there exists a sequence {sn}∞n=1 of
simple A -measurable functions sn : X → R+ such that sn(x) 6 sn+1(x) 6 |f(x)|
and limk→∞ sk(x) = |f(x)| for all x ∈ X and n ∈ N. By Lemma 43(iii), this
implies that {sn}∞n=1 ⊆ D∞(Cφ). Applying Lemma 43(i) and Lebesgue’s monotone
convergence theorem yields
‖Cnφ,wf‖2 =
∫
X
|f |2hφn,ŵn dµ
= lim
k→∞
∫
X
s2khφn,ŵn dµ = lim
k→∞
‖Cnφ,wsk‖2, n ∈ Z+.
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Since the class of Stieltjes moment sequences is closed under the operation of tak-
ing pointwise limits (use (3)), we see that {‖Cnφ,wf‖2}∞n=0 is a Stieltjes moment
sequence.
(iii)⇒(v) If p ∈ C[t]+, then there exist q1, q2 ∈ C[t] such that p(t) = t|q1(t)|2 +
|q2(t)|2 for all t ∈ R (see [77, Problem 45, p. 78]). This, together with (3), implies
that L(p) > 0 a.e. [µ].
(v)⇒(iii) Let Q be a countable dense subset of C. Since L(|q|2) > 0 a.e. [µ] and
L(t|q|2) > 0 a.e. [µ] for every q ∈ C[t], there exists ∆ ∈ A such that µ(X \∆) = 0,
n∑
i,j=0
hφi+j ,ŵi+j(x)αiα¯j > 0 and
n∑
i,j=0
hφi+j+1,ŵi+j+1(x)αiα¯j > 0 (70)
for all x ∈ ∆, α0, . . . , αn ∈ Q and n ∈ Z+. By the density of Q in C, we conclude
that (70) holds for all x ∈ ∆, α0, . . . , αn ∈ C and n ∈ Z+. Applying (3) gives (iii).
(i)⇒(b) Arguing as in the proof of [18, Lemma 10.1(b)], we see that
n∑
j=0
hφj ,ŵj 6 (n+ 1)(1 + hφn,ŵn) a.e. [µ], n ∈ Z+.
Hence, applying Lemma 44(iv) and Proposition 8(iv), we get (b). 
4.3. Subnormality in the bounded case
We begin by stating the weighted composition operator counterpart of the cel-
ebrated Lambert’s characterizations of bounded subnormal composition operators
(see [65]). It is a direct consequence of Theorem 48 and [63, Theorem 3.1] (see
also [97, Theorem 7] for the general, not necessarily injective, case). Recall that
subnormal weighted composition operators may not be injective which is not the
case for composition operators (see [18, Corollary 6.3]). For the definition of ŵn
we refer the reader to Lemma 26.
Theorem 49. Suppose (AS2) holds and Cφ,w ∈ B(L2(µ)). Then the following
conditions are equivalent:
(i) Cφ,w is subnormal,
(ii) {‖Cnφ,wf‖2}∞n=0 is a Stieltjes moment sequence for all f ∈ L2(µ),
(iii) {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence for µ-a.e. x ∈ X,
(iv) {µŵn(φ−n(∆))}∞n=0 is a Stieltjes moment sequence for all ∆ ∈ A such
that µ(∆) <∞,
(v) there exists a linear mapping L : C[t]→MX such that
L(tn) = hφn,ŵn a.e. [µ], n ∈ Z+,
L(p) > 0 a.e. [µ], p ∈ C[t]+.
Before proving the main result of this section, we recall a “moment measura-
bility” lemma which is a variant of [66, Lemma 1.3].
Lemma 50 ([19, Lemma 11]). Let (X,A ) be a measurable space and K be a
compact subset of R+. Suppose that {P (x, ·)}x∈X is a family of Borel probability
measures on R+ such that suppP (x, ·) ⊆ K for every x ∈ X, and the mapping
X ∋ x 7−→ ∫K tnP (x, d t) ∈ R+ is A -measurable for every n ∈ Z+. Then the
mapping P : X ×B(R+) ∋ (x, σ) 7−→ P (x, σ) ∈ [0, 1] is an A -measurable family of
probability measures.
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The following theorem generalizes a characterization of subnormality of bound-
ed composition operators given in [19, Theorem 13] to the case of bounded weighted
composition operators. The present proof is completely different and fits nicely into
our framework.
Theorem 51. Suppose (X,A , µ) is a σ-finite measure space, w : X → C is an
A -measurable function and φ is an A -measurable transformation of X such that
Cφ,w ∈ B(L2(µ)). Then the following three conditions are equivalent:
(i) Cφ,w is subnormal,
(ii) hφ,w > 0 a.e. [µw] and there exists P : X×B(R+)→ [0, 1], an A -measur-
able family of probability measures, which satisfies (CC),
(iii) there exists P : X×B(R+)→ [0, 1], an A -measurable family of probability
measures, which satisfies (CC−1).
Moreover, the following three assertions are valid:
(a) if (i) holds, then there exists P : X ×B(R+) → [0, 1], an A -measurable
family of probability measures, which satisfies (CC−1) (and thus (CC)),
and which has the property that suppP (x, ·) ⊆ [0, ‖Cφ,w‖2] for each x ∈ X,
(b) if P1, P2 : X × B(R+) → [0, 1] are A -measurable families of probability
measures satisfying (CC) and hφ,w > 0 a.e. [µw], then P1(x, ·) = P2(x, ·)
for µw-a.e. x ∈ X,
(c) if P1, P2 : X × B(R+) → [0, 1] are A -measurable families of probability
measures satisfying (CC−1), then P1(x, ·) = P2(x, ·) for µ-a.e. x ∈ X.
Proof. The implication (ii)⇒(i) follows from Theorem 29, while the equiva-
lence (ii)⇔(iii) is a consequence of Theorem 40.
To prove the implication (i)⇒(ii), we assume that Cφ,w is subnormal. If
Cφ,w = 0, then by Proposition 8(vi) the family P (x, ·) = δ0(·), x ∈ X , meets
our requirements. Hence, we can assume that r := ‖Cφ,w‖2 > 0. It follows from
Corollary 13 that hφ,w > 0 a.e. [µw]. Set J = [0, r]. According to [16, Proposition
3.2.1], Cφ,w generates Stieltjes moment sequences. By Lemma 43(i), we have∫
∆
hφn,ŵn dµ = ‖Cnφ,w(χ∆)‖2 6 rnµ(∆), ∆ ∈ A , µ(∆) <∞.
Since µ is σ-finite, we infer from [81, Theorem 1.40] that hφn,ŵn 6 r
n a.e. [µ] for
every n ∈ Z+. This, (3) and Theorem 48(iii) imply that there exists X0 ∈ A with
µ(X \X0) = 0 such that for every x ∈ X0,
hφ0,ŵ0(x) = 1, (71)
0 6 hφn,ŵn(x) 6 r
n, n ∈ Z+, (72)
n∑
i,j=0
αiα¯jhφi+j ,ŵi+j (x) > 0, α0, . . . , αn ∈ C, n ∈ Z+, (73)
n∑
i,j=0
αiα¯jhφi+j+1,ŵi+j+1(x) > 0, α0, . . . , αn ∈ C, n ∈ Z+. (74)
Setting hφn,ŵn(x) =
∫
J t
n dδr(t) for all x ∈ X \ X0 and n ∈ Z+, we may assume
without loss of generality that the conditions (71)–(74) hold for all x ∈ X . By (4),
for every x ∈ X there exists a unique Borel probability measure P (x, ·) on R+ such
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that suppP (x, ·) ⊆ J and
hφn,ŵn(x) =
∫
J
tnP (x, d t), x ∈ X, n ∈ Z+. (75)
Applying Lemma 50, we see that the mapping P : X×B(R+) ∋ (x, σ) 7−→ P (x, σ) ∈
[0, 1] is an A -measurable family of probability measures. Using Theorem A.1.4
(with p = ∞) and arguing as in [18, Lemma 10.1(a)], we deduce from (72), (73)
and (74) that there exists X1 ∈ φ−1(A ) with µw(X \X1) = 0 such that for every
x ∈ X1,
Eφ,w(hφ0,ŵ0)(x) = 1,
0 6 Eφ,w(hφn,ŵn)(x) 6 r
n, n ∈ Z+,
n∑
i,j=0
αiα¯jEφ,w(hφi+j ,ŵi+j )(x) > 0, α0, . . . , αn ∈ C, n ∈ Z+,
n∑
i,j=0
αiα¯jEφ,w(hφi+j+1,ŵi+j+1)(x) > 0, α0, . . . , αn ∈ C, n ∈ Z+.
Hence, applying (4) again, we see that for every x ∈ X1 there exists a unique Borel
probability measure Q(x, ·) on R+ such that suppQ(x, ·) ⊆ J and
Eφ,w(hφn,ŵn)(x) =
∫
J
tn dQ(x, d t), n ∈ Z+. (76)
Setting Q(x, ·) = δr(·) and Eφ,w(hφn,ŵn)(x) = rn for all x ∈ X \ X1 and n ∈ Z+,
we may assume without loss of generality that (76) holds for all x ∈ X . Hence, by
Lemma 50, Q : X ×B(R+) ∋ (x, σ) 7−→ Q(x, σ) ∈ [0, 1] is a φ−1(A )-measurable
family of probability measures such that suppQ(x, ·) ⊆ J for every x ∈ X . Combin-
ing (76) (which holds for all x ∈ X), (44) and (75), we see that for µw-a.e. x ∈ X ,
hφ,w(φ(x))
∫
J
tnQ(x, d t) =
∫
J
tntP (φ(x), d t), n ∈ Z+. (77)
However, since the measures Q(x, ·), x ∈ X , are compactly supported, (4) yields
hφ,w(φ(x)) ·Q(x, σ) =
∫
σ
tP (φ(x), d t) for µw-a.e. x ∈ X, σ ∈ B(R+). (78)
Hence, by (76) (which is valid for all x ∈ X), we have∫
φ−1(∆)
∫
J
tnQ(x, d t) dµw(x) =
∫
φ−1(∆)
Eφ,w(hφn,ŵn)(x) dµw(x)
(14)
=
∫
φ−1(∆)
hφn,ŵn(x) dµw(x)
(75)
=
∫
φ−1(∆)
∫
J
tnP (x, d t) dµw(x), ∆ ∈ A , n ∈ Z+.
As a consequence, we obtain∫
φ−1(∆)
∫
J
p(t)Q(x, d t) dµw(x) =
∫
φ−1(∆)
∫
J
p(t)P (x, d t) dµw(x),
∆ ∈ A , p ∈ C[t]. (79)
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Since µ is σ-finite, there exists a sequence {Yk}∞k=1 ⊆ A such that Yk ր X as
k →∞, and µ(Yk) <∞ for every k ∈ N. Fix k ∈ N and ∆ ∈ A such that ∆ ⊆ Yk.
Let f ∈ C(J) (as usual, C(J) stands for the set of all continuous complex functions
on J). Then, by the Weierstrass theorem, there exists a sequence {pn}∞n=1 ⊆ C[t]
such that supJ |f − pn| → 0 as n → ∞. Since P (x, ·) and Q(x, ·) are probability
measures for all x ∈ X , we infer from (7) and Proposition 8(v) that∣∣∣∣ ∫
φ−1(∆)
∫
J
(f(t)− pn(t))S(x, d t) dµw(x)
∣∣∣∣ 6 sup
J
|f − pn|µw(φ−1(∆))
6 r sup
J
|f − pn|µ(Yk), n ∈ N, (80)
where S ∈ {P,Q}. This and (79) imply∫
φ−1(∆)
∫
J
f(t)Q(x, d t) dµw(x) =
∫
φ−1(∆)
∫
J
f(t)P (x, d t) dµw(x), f ∈ C(J).
(81)
Let σ = [0, a) with a ∈ (0, r]. Then there exists a sequence {fn}∞n=1 ⊆ C(J) such
that 0 6 fn 6 1 for all n ∈ N, and fn(t) → χσ(t) as n → ∞ for every t ∈ J .
Since µw(φ
−1(∆)) < ∞ (see (80)), we may apply (81) and Lebesgue’s dominated
convergence theorem to get the following equality∫
φ−1(∆)
Q(x, σ) dµw(x) =
∫
φ−1(∆)
P (x, σ) dµw(x). (82)
Set P =
{
[a, b) ∩ J : a, b ∈ R}. Noticing that [a, b) ∩ J = ([0, b) ∩ J) \ ([0, a) ∩ J)
whenever a 6 b, we deduce that (82) holds for every σ ∈ P. Since P is a semi-
algebra, B(J) = σJ (P) and µw(φ
−1(∆)) < ∞, we infer from Lemma 1 that (82)
holds for every σ ∈ B(J). If ∆ ∈ A , then φ−1(∆ ∩ Yk) ր φ−1(∆) as k → ∞.
Applying (82) to ∆∩Yk in place of ∆ and using Lebesgue’s monotone convergence
theorem, we see that (82) holds for all∆ ∈ A and σ ∈ B(J). Since suppP (x, ·) ⊆ J
and suppQ(x, ·) ⊆ J for all x ∈ X , we deduce that (82) holds for all ∆ ∈ A
and σ ∈ B(R+). In view of the fact that Q(·, σ) is φ−1(A )-measurable for all
σ ∈ B(R+), we conclude that
Q(x, σ) = Eφ,w(P (·, σ))(x) for µw-a.e. x ∈ X , σ ∈ B(R+).
This combined with (78) shows that P satisfies (CC) (hence, (ii) holds). Since P
also satisfies (75), we infer from Theorem 34 that P satisfies (CC−1) as well. Recall
that suppP (x, ·) ⊆ [0, ‖Cφ,w‖2] for every x ∈ X (hence, (a) holds). This, together
with (4) and the implication (vii)⇒(ii) of Theorem 27, proves (b). In turn, using
(4) and the implication (i⋆)⇒(ii⋆) of Theorem 34 (recall that (CC−1) implies (CC)
with the same P ) gives (c). This completes the proof. 
Remark 52. Regarding the proof of the implication (i)⇒(ii) of Theorem 51,
we note that in the case of composition operators the second usage of Lemma
50 is to be omitted. Indeed, in this case we can assume that hφ(x) > 0 for all
x ∈ X (see [18, Corollary 6.3]). Arguing as in the original proof, we find a family
{ηx : x ∈ X1} of Borel probability measures on R+ supported in J , which satisfies
(76), (77) and (78) with ηx in place of Q(x, ·) (the first two conditions hold for µ-
a.e. x ∈ X). Next we define a φ−1(A )-measurable family of probability measures
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Q : X ×B(R+)→ [0, 1] by
Q(x, σ) =
∫
σ tP (φ(x), d t)
hφ(φ(x))
, x ∈ X, σ ∈ B(R+).
Clearly, this Q satisfies (78). Beginning with (78) we may repeat the rest of the
original proof. It is worth pointing out that this procedure breaks down in the case
of weighted composition operators.
CHAPTER 5
Seminormality
In this chapter, we give characterizations of seminormal, formally normal, sym-
metric, selfadjoint and positive selfadjoint weighted composition operators. Hy-
ponormality and cohyponormality are characterized in Sections 5.1 and 5.2, respec-
tively (see Theorems 53 and 60). The introductory part of Section 5.2 is devoted to
the study of the range of the conditional expectation regarded either as a mapping
on the set of R+-valued A -measurable functions or as an operator in L
2-space.
In Section 5.3, we characterize normal weighted composition operators (see Theo-
rem 63). We also show that formally normal (in particular, symmetric) weighted
composition operators are automatically normal (see Theorem 66). In Section 5.4,
we characterize selfadjoint and positive selfadjoint weighted composition operators
(see Theorems 72 and 76).
The characterizations of hyponormal and cohyponormal (not necessarily bound-
ed) weighted composition operators were given by Campbell and Hornor in [24]
under quite restrictive assumptions. Namely, in contrast to our paper, they made
the following assumptions (in the notation of Section 2.3(b)):
➊ the underlying measure space (X,A , µ) is complete,
➋ the measure space (X,φ−1(A ), µ|φ−1(A )) is complete,
➌ µ ◦ φ−1 ≪ µ (equivalently, Cφ is well-defined),
➍ hφ <∞ a.e. [µ] (equivalently, Cφ is densely defined),
➎ w > 0 a.e. [µ].
They wrote that the assumption ➍ (of course, combined with ➌) “plays an im-
portant role in obtaining our results; it is implicit in most of the definitions and
used explicitly in many of the calculations”. It guarantees the existence of the
conditional expectation E( · ;φ−1(A ), µ), which, together with ➎, enables them to
deal with E(w;φ−1(A ), µ). It is worth pointing out that, under the assumptions ➌
and ➍, a weighted composition operator Cφ,w may not coincide with the product
MwCφ even if the operators Cφ and Cφ,w are subnormal (see Example 142; see also
Section 7.1). What is worse, it may happen that a weighted composition operator
Cφ,w is an isometry while the corresponding composition operator Cφ is even not
well-defined (see Example 102). The assumptions ➊ and ➋ may not be satisfied
even in the case of discrete measure spaces (see Remark 82).
The reader should be aware that in this chapter the conditional expectation
is regarded either as a mapping on the set of R+-valued A -measurable functions
(modulo µw) or as an operator in the Hilbert space L
2(µw). In particular, writing
N (Eφ,w) and R(Eφ,w), we regard Eφ,w as an operator in L
2(µw).
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5.1. Hyponormality
Below we give a few useful characterizations of hyponormality of densely defined
weighted composition operators.
Theorem 53. Suppose (AS2) holds and Cφ,w is densely defined. Then the
following conditions are equivalent:
(i) Cφ,w is hyponormal,
(ii) hφ,w > 0 a.e. [µw] and Eφ,w
(√
hφ,w◦φ
hφ,w
· f
)2
6 Eφ,w(f
2) a.e. [µw] for every
A -measurable function f : X → R+,
(iii) hφ,w > 0 a.e. [µw] and Eφ,w
(
hφ,w◦φ
hφ,w
)
6 1 a.e. [µw],
(iv) hφ,w > 0 a.e. [µw] and Eφ,w
(
1
hφ,w
)
6 1
hφ,w◦φ
a.e. [µw].
Proof. In view of Lemma 6, Proposition 10 and Corollary 13, we can assume,
without loss of generality, that
0 < hφ,w <∞ a.e. [µw] and 0 < hφ,w ◦ φ <∞ a.e. [µw]. (83)
(i)⇔(ii) It follows from (8), Proposition 8(i) and Proposition 17(i)&(ii) that
Cφ,w is hyponormal if and only if the following two conditions hold:
L2((1 + hφ,w) dµ) ⊆
{
f ∈ L2(µ) : hφ,w · Eφ,w(fw) ◦ φ−1 ∈ L2(µ)
}
,∫
X
h2φ,w · |Eφ,w(fw) ◦ φ−1|2 dµ 6
∫
X
hφ,w|f |2 dµ, f ∈ L2((1 + hφ,w) dµ). (84)
Clearly, this implies that Cφ,w is hyponormal if and only if (84) holds. Making the
substitution f ! f · w and noting that f = f · χ{w 6=0} a.e. [µw], we deduce that
(84) holds if and only if the following inequality is satisfied∫
X
h2φ,w · |Eφ,w(f) ◦ φ−1|2 dµ 6
∫
X
hφ,w|f |2 dµw, f ∈ L2((1 + hφ,w) dµw). (85)
Since for every f ∈ L2((1 + hφ,w) dµw),∫
X
h2φ,w · |Eφ,w(f) ◦ φ−1|2 dµ
(8)
=
∫
X
hφ,w ◦ φ · |Eφ,w(f) ◦ φ−1 ◦ φ|2 dµw
(15)
=
∫
X
hφ,w ◦ φ · |Eφ,w(f)|2 dµw,
we see that (85) is equivalent to∫
X
hφ,w ◦ φ · |Eφ,w(f)|2 dµw 6
∫
X
hφ,w|f |2 dµw, f ∈ L2((1 + hφ,w) dµw). (86)
Our next goal is to show that (86) is equivalent to∫
X
hφ,w◦φ·Eφ,w(f)2 dµw 6
∫
X
hφ,wf
2 dµw, A -measurable f : X → R+. (87)
For this, suppose that (86) holds. Then, by Theorem A.1.4(ii), we have∫
X
hφ,w ◦ φ · Eφ,w(f)2 dµw 6
∫
X
hφ,wf
2 dµw, f ∈ L2+((1 + hφ,w) dµw). (88)
Define the measure ν : A → R+ by ν(∆) =
∫
∆
(1 + hφ,w) dµw for ∆ ∈ A . Since
µw is σ-finite, we infer from Proposition 10 that the measure ν is σ-finite. Let
{Ωk}∞k=1 ⊆ A be such that ν(Ωk) < ∞ for all k ∈ N and Ωk ր X as k → ∞.
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Take an A -measurable function f : X → R+. Fix k ∈ N. Then, by [81, Theorem
1.17], there exists a sequence {sn}∞n=1 of A -measurable simple functions such that
0 6 sn ր χΩkf as n → ∞. It is easily seen that {sn}∞n=1 ⊆ L2+(ν). In view of
(A.1.6), we have 0 6 Eφ,w(sn) ր Eφ,w(χΩkf) a.e. [µw] as n → ∞. This together
with Lebesgue’s monotone convergence theorem and (88) yields∫
X
hφ,w ◦ φ · Eφ,w(χΩkf)2 dµw = limn→∞
∫
X
hφ,w ◦ φ · Eφ,w(sn)2 dµw
6 lim
n→∞
∫
X
hφ,ws
2
n dµw
=
∫
X
hφ,wχΩkf
2 dµw.
The same reasoning applied to {χΩkf}∞k=1 in place of {sn}∞n=1 leads to (87). Con-
versely, assume that (87) holds. Then, by Proposition A.1.3(i), we have∫
X
hφ,w ◦ φ · |Eφ,w(f)|2 dµw 6
∫
X
hφ,w ◦ φ · Eφ,w(|f |)2 dµw
(87)
6
∫
X
hφ,w|f |2 dµw, f ∈ L2((1 + hφ,w) dµw),
which gives (86) and completes the proof of the equivalence (86)⇔(87).
Using (A.1.7), we deduce that (87) is equivalent to∫
X
Eφ,w(
√
hφ,w ◦ φ · f)2 dµw 6
∫
X
hφ,wf
2 dµw, A -measurable f : X → R+.
Hence, by making the substitution f !
√
hφ,w · f and using (83), we see that (87)
is equivalent to∫
X
Eφ,w(ϑf)
2 dµw 6
∫
X
f2 dµw
=
∫
X
Eφ,w(f
2) dµw, A -measurable f : X → R+, (89)
where ϑ : X → R+ is an A -measurable function such that ϑ =
√
hφ,w◦φ
hφ,w
a.e. [µw]
(in view of (83) such ϑ exists). Substituting χφ−1(∆)f in place of f and using [3,
Theorem 1.6.11] together with (A.1.7) and the fact that µw is σ-finite, we deduce
that (89) is equivalent to
Eφ,w(ϑf)
2 6 Eφ,w(f
2) a.e. [µw], A -measurable f : X → R+. (90)
Thus (i) and (ii) are equivalent.
(ii)⇔(iii) If (90) holds, then by substituting f = χ{ϑ6n}ϑ into (90), where
{ϑ 6 n} := {x ∈ X : ϑ(x) 6 n}, we get
Eφ,w(χ{ϑ6n}ϑ
2)2 6 Eφ,w(χ{ϑ6n}ϑ
2)
(A.1.5)
6 n2Eφ,w(1) = n
21 a.e. [µw], n ∈ N.
This implies that Eφ,w(χ{ϑ6n}ϑ
2) 6 1 a.e. [µw] for all n ∈ N. Passing to the limit
with n → ∞ and using (A.1.6), we get Eφ,w(ϑ2) 6 1 a.e. [µw]. Conversely, if
Eφ,w(ϑ
2) 6 1 a.e. [µw], then by Lemma A.1.1 we have
Eφ,w(ϑf)
2
6 Eφ,w(ϑ
2)Eφ,w(f
2)
6 Eφ,w(f
2) a.e. [µw], A -measurable f : X → R+.
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This completes the proof of the equivalence (ii)⇔(iii).
The equivalence (iii)⇔(iv) is a direct consequence of (83) and (A.1.7). 
Corollary 54. Suppose (AS2) holds and Cφ,w is hyponormal. Then the fol-
lowing assertions are valid:
(i) Eφ,w(ϑ
n+1)2 6 Eφ,w(ϑ
2n) a.e. [µw] for all n ∈ Z,
(ii) Eφ,w(ϑ) 6 1 a.e. [µw],
(iii) Eφ,w(
1
ϑ2 ) > 1 a.e. [µw],
where ϑ : X → R+ is an A -measurable function such that ϑ =
√
hφ,w◦φ
hφ,w
a.e. [µw].
Proof. Substituting f = ϑn into Theorem 53(ii), we obtain (i). In turn,
substituting n = 0 and n = −1 into (i) gives (ii) and (iii), respectively. 
5.2. Cohyponormality
Before characterizing cohyponormality of weighted composition operators (see
Theorem 60), we prove a few auxiliary lemmas. The first two provide various
descriptions of the range of the conditional expectation Eφ,w, where Eφ,w is regarded
either as a mapping on the set of R+-valued A -measurable functions (see Lemma
55) or as an operator in the Hilbert space L2(µw) (see Lemma 56).
Lemma 55. Suppose (AS2) holds and Cφ,w is densely defined. Let f : X → R+
be an A -measurable function such that f <∞ a.e. [µw] and Eφ,w(f) = f a.e. [µw].
Then there exists an A -measurable function g : X → R+ such that f = g ◦ φ a.e.
[µw].
Proof. Since Eφ,w(f) = f a.e. [µw] and 0 6 f < ∞ a.e. [µw], there exists
a φ−1(A )-measurable function f˜ : X → R+ such that Eφ,w(f) = f˜ a.e. [µw]. By
(13), there exists an A -measurable function g : X → R+ such that f˜ = g ◦φ, which
completes the proof. 
Lemma 56. Suppose (AS2) holds and Cφ,w is densely defined. Then the fol-
lowing assertions are valid:
(i) hφ,w dµ = dµw ◦ φ−1,
(ii) if f ∈ L2(µw), then f ∈ R(Eφ,w) if and only if there exists an A -
measurable function g : X → C such that f = g ◦ φ a.e. [µw],
(iii) the mapping V : L2(hφ,w dµ) ∋ g 7→ g ◦ φ ∈ L2(µw) is well-defined and it
is a linear isometry such that
R(Eφ,w) = R(V ) = L
2(µw|φ−1(A )µw ), (91)
where φ−1(A )µw is the relative µw-completion of φ
−1(A ) (see Sect. 2.1),
(iv) if f ∈ R(Eφ,w) and f > 0 a.e. [µw], then there exists g ∈ L2(hφ,w dµ)
such that f = g ◦ φ a.e. [µw] and g(x) > 0 for all x ∈ X,
(v) if g ∈ L2(hφ,w dµ) and g > 0 a.e. [hφ,w dµ], then g ◦ φ ∈ R(Eφ,w) and
g ◦ φ > 0 a.e. [µw].
Proof. (i) Apply (7).
(ii) Apply (13) and (A.1.11).
(iii) Since∫
X
|g ◦ φ|2 dµw (8)=
∫
X
|g|2hφ,w dµ, A -measurable g : X → C, (92)
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we deduce that the mapping V is well-defined and it is a linear isometry. Applying
(ii) and (92), we deduce that R(Eφ,w) = R(V ). In turn, employing (ii) and [18,
Lemma 13.3] with µw in place of µ, we conclude that R(Eφ,w) = L
2(µw|φ−1(A )µw ).
(iv) By (ii), f = V g˜ for some g˜ ∈ L2(hφ,w dµ). Since, by Proposition 10,
the measure µw ◦ φ−1 is σ-finite, there exists a sequence {Xn}∞n=1 ⊆ A such that
Xn ր X as n → ∞ and µw ◦ φ−1(Xn) < ∞ for all n ∈ N. Fix n ∈ N and take
∆ ∈ A such that ∆ ⊆ Xn. Then χφ−1(∆) ∈ L2(µw) and
0 6
∫
X
χφ−1(∆)f dµw =
∫
X
χ∆ ◦ φ · g˜ ◦ φdµw (8)=
∫
∆
g˜ hφ,w dµ. (93)
Since χ∆ ◦φ · g˜ ◦φ ∈ L1(µw) as the product of two functions in L2(µw), we deduce
from (93), by using [3, Theorem 1.6.11], that g˜ > 0 a.e. [hφ,w dµ] on Xn. Knowing
that Xn ր X as n→∞, we deduce that g˜ > 0 a.e. [hφ,w dµ]. Let now g : X → R+
be such that g˜ = g a.e. [hφ,w dµ]. Then, by Lemma 5, f = g ◦ φ a.e. [µw]. Clearly,
g ∈ L2(hφ,w dµ).
(v) By assumptions, there exists g˜ : X → R+ such that g = g˜ a.e. [hφ,w dµ]. It
follows from Lemma 5 that g ◦ φ = g˜ ◦ φ a.e. [µw]. This implies that g ◦ φ > 0 a.e.
[µw] and by (iii), g ◦ φ ∈ R(Eφ,w). 
The next two lemmas provide several equivalent variants of the conditions (ii-a)
and (ii-b) that appear in the characterization of cohyponormality of weighted com-
position operators given in Theorem 60.
Lemma 57. Suppose (AS2) holds, Cφ,w is densely defined and Ω ∈ A . Then
the following conditions are equivalent:
(i) χΩ · L2(µw) ⊆ R(Eφ,w),
(ii) N (Eφ,w) ⊆ χX\Ω · L2(µw),
(iii)
{
∆ ∈ A : ∆ ⊆ Ω a.e. [µw]
} ⊆ φ−1(A )µw ,
(iv) for every ∆ ∈ A such that ∆ ⊆ Ω a.e. [µw], there exists ∆˜ ∈ A such that
µw(∆ △ φ
−1(∆˜)) = 0,
(v) for every A -measurable function f : X → R+ such that f = χΩ · f a.e.
[µw], there exists an A -measurable function g : X → R+ such that f = g◦φ
a.e. [µw].
Moreover, if (i) holds, then there exists Ω˜ ∈ A such that χΩ = χφ−1(Ω˜) a.e. [µw].
Proof. (i)⇔(ii) Take adjoints and use the fact that Eφ,w is selfadjoint as an
operator in L2(µw) (cf. Theorem A.1.4).
(i)⇒(iii) Let∆ ∈ A be such that∆ ⊆ Ω a.e. [µw]. Without loss of generality we
can assume that ∆ ⊆ Ω. Since µw is σ-finite, there exits a sequence {Xn}∞n=1 ⊆ A
such that Xn ր X as n→∞ and µw(Xn) <∞ for all n ∈ N. Then {χ∆∩Xn}∞n=1 ⊆
χΩ · L2(µw). By (i) and Lemma 56(iii), {χ∆∩Xn}∞n=1 ⊆ L2(µw|φ−1(A )µw ) and thus
∆ ∩ Xn ∈ φ−1(A )µw for all n ∈ N. Since ∆ ∩ Xn ր ∆ as n → ∞, we get
∆ ∈ φ−1(A )µw .
(iii)⇔(iv) This follows from (6).
(iv)⇒(v) Lat s : X → R+ be an A -measurable simple function such that s =
χΩ · s a.e. [µw]. If s is of the form s =
∑n
j=1 λjχEj , where n ∈ N, {λj}nj=1 ⊆ R+
and {Ej}nj=1 are pairwise disjoint A -measurable sets, then χΩ ·s =
∑n
j=1 λjχEj∩Ω.
By (iv), there exists a sequence {Fj}nj=1 ⊆ A such that χEj∩Ω = χφ−1(Fj) a.e. [µw]
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for all j ∈ {1, . . . , n}. This implies that s = χΩ · s = (
∑n
j=1 λjχFj ) ◦ φ a.e. [µw],
which shows that (v) is valid for A -measurable simple functions.
Let now f : X → R+ be an A -measurable function such that f = χΩ · f
a.e. [µw]. Then, by [81, Theorem 1.17], there exists a sequence {sn}∞n=1 of A -
measurable simple functions such that 0 6 sn ր f as n→∞. Clearly, sn = sn ·χΩ
a.e. [µw] for all n ∈ N. Hence, by the previous paragraph, there exists a sequence
{s˜n}∞n=1 of A -measurable simple functions s˜n : X → R+ such that sn = s˜n ◦ φ a.e.
[µw] for all n ∈ N. Thus there exists Y ∈ A such that µw(X \ Y ) = 0 and
sn = s˜n ◦ φ on Y, n ∈ N. (94)
Set
L = {x ∈ X : the limit lim
n→∞
s˜n(x) exists in R+}.
Let g : X → R+ be a function defined by g(x) = limn→∞ s˜n(x) for x ∈ L and
g(x) = 0 for x ∈ X \ L. Note that L ∈ A and g is A -measurable. It follows from
(94) that φ(Y ) ⊆ L. Hence, by passing to the limit with n → ∞ in (94), we see
that f = g ◦ φ on Y , so f = g ◦ φ a.e. [µw].
(v)⇒(i) Decomposing any function belonging to χΩ · L2(µw) into the linear
combination of four functions in χΩ · L2+(µw) and using Lemma 56(ii) yields (i).
Now we prove the “moreover” part. Applying (iv) to ∆ = Ω, we get Ω˜ ∈ A
such that µw(Ω △ φ
−1(Ω˜)) = 0, or equivalently that χΩ = χφ−1(Ω˜) a.e. [µw]. This
completes the proof. 
Lemma 58. Suppose (AS2) holds. Then the following conditions are equivalent:
(i) hφ,w = 0 on {w = 0} a.e. [µ],
(ii) µw(φ
−1({w = 0})) = 0,
(iii) w ◦ φ 6= 0 a.e. [µw].
Proof. That (i) and (ii) are equivalent follows from the following equality
µw(φ
−1({w = 0})) (7)=
∫
X
χ{w=0}hφ,w dµ.
The conditions (ii) and (iii) are easily seen to be equivalent. 
The following is the first step in the proof of Theorem 60.
Lemma 59. Suppose (AS2) holds and Cφ,w is densely defined. Then the fol-
lowing conditions are equivalent:
(i) Cφ,w is cohyponormal,
(ii) hφ,w = 0 on {w = 0} a.e. [µ] and∫
X
θ2 |g|2 dµw 6
∫
X
|Eφ,w(g)|2 dµw, g ∈ L2(µw), (95)
(iii) hφ,w = 0 on {w = 0} a.e. [µ] and
Eφ,w(θ
2 |g|2) 6 |Eφ,w(g)|2 a.e. [µw], g ∈ L2(µw), (96)
where θ : X → R+ is an A -measurable function such that θ =
√
hφ,w
hφ,w◦φ
a.e. [µw].
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Proof. It follows from Lemma 6 and Proposition 10 that θ with the required
properties exists. By (17) and Proposition 17, the operator Cφ,w is cohyponormal
if and only if for every f ∈ L2(µ) such that hφ,w · Eφ,w(fw) ◦ φ−1 ∈ L2(µ),∫
X
|f ◦ φ|2|w|2 dµ 6
∫
X
h2φ,w|Eφ,w(fw) ◦ φ−1|2 dµ.
Hence, by (17), Cφ,w is cohyponormal if and only if the following holds∫
X
|f ◦ φ|2|w|2 dµ 6
∫
X
h2φ,w|Eφ,w(fw) ◦ φ−1|2 dµ, f ∈ L2(µ). (97)
Applying (8) and (15), we see that (97) is equivalent to∫
X
|f |2hφ,w dµ 6
∫
X
hφ,w ◦ φ · |Eφ,w(fw)|2 dµw, f ∈ L2(µ). (98)
Now we show that if (98) holds, then (ii-a) is satisfied. Indeed, since µ is σ-finite,
there exists {Xn}∞n=1 ⊆ A such that Xn ր X as n → ∞ and µ(Xn) < ∞ for all
n ∈ N. Substituting f = χXn∩{w=0} (which is in L2(µ)) into (98), we deduce that∫
Xn∩{w=0}
hφ,w dµ = 0 for all n ∈ N, which implies that
∫
{w=0}
hφ,w dµ = 0. As a
consequence, (ii-a) is satisfied. This means that we may assume that the condition
(ii-a) holds.
Making the substitution f ! f · w and using (ii-a) and the equality f =
f · χ{w 6=0} a.e. [µw], we deduce that (98) is equivalent to∫
X
|f |2hφ,w dµw 6
∫
X
hφ,w ◦ φ · |Eφ,w(f)|2 dµw, f ∈ L2(µw). (99)
Summarizing, we have shown that (i) is equivalent to (99) (still under the assump-
tion that hφ,w = 0 on {w = 0} a.e. [µ]).
(99)⇒(95) Substituting f = g/√hφ,w ◦ φ into (99) and using (A.1.14), we get∫
X
θ2 |g|2 dµw 6
∫
X
|Eφ,w(g)|2 dµw, g ∈ L2
((
1 +
1
hφ,w ◦ φ
)
dµw
)
. (100)
Take g ∈ L2(µw) and set gn = χ{hφ,w◦φ> 1n }g for n ∈ N. Then
{gn}∞n=1 ⊆ L2
((
1 +
1
hφ,w ◦ φ
)
dµw
)
.
Since hφ,w ◦ φ > 0 a.e. [µw], we deduce that the sequence {χX\{hφ,w◦φ> 1n}}∞n=1
converges to 0 a.e. [µw], so by Lebesgue’s dominated convergence theorem gn → g
in L2(µw) as n → ∞. By the continuity of Eφ,w (see Theorem A.1.4), we see that
Eφ,w(gn)→ Eφ,w(g) in L2(µw) as n→∞. Hence, using Fatou’s lemma, we obtain∫
X
θ2 |g|2 dµw 6 lim inf
n→∞
∫
X
θ2 |gn|2 dµw
(100)
6 lim
n→∞
∫
X
|Eφ,w(gn)|2 dµw
=
∫
X
|Eφ,w(g)|2 dµw,
which yields (95).
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(95)⇒(96) For this, take g ∈ L2(µw). Since χφ−1(∆) ·g ∈ L2(µw) for all ∆ ∈ A ,
an application of (A.1.14) yields∫
φ−1(∆)
Eφ,w(θ
2 |g|2) dµw =
∫
φ−1(∆)
θ2 |g|2 dµw
(95)
6
∫
X
|Eφ,w(χφ−1(∆)g)|2 dµw
=
∫
φ−1(∆)
|Eφ,w(g)|2 dµw, ∆ ∈ A .
Since µw is σ-finite, (96) follows from the above inequalities and [3, Theorem 1.6.11].
(96)⇒(99) Take f ∈ L2(µw). Set Xn = φ−1({hφ,w 6 n}) ∈ φ−1(A ) for
n ∈ N. Substituting g = χXn
√
hφ,w ◦ φ f ∈ L2(µw) into (96) and using (A.1.7) and
(A.1.14), we get
χXnEφ,w(|f |2hφ,w) = Eφ,w(χXn |f |2hφ,w)
6 |Eφ,w(χXn
√
hφ,w ◦ φ f)|2
= χXn(hφ,w ◦ φ) |Eφ,w(f)|2 a.e. [µw], n ∈ N.
Since hφ,w ◦ φ <∞ a.e. [µw] and Xn ր {hφ,w ◦ φ <∞} as n→∞, we deduce that
Eφ,w(hφ,w|f |2) 6 hφ,w ◦ φ |Eφ,w(f)|2 a.e. [µw].
This in turn implies that∫
X
|f |2hφ,w dµw =
∫
X
Eφ,w(hφ,w|f |2) dµw
6
∫
X
hφ,w ◦ φ · |Eφ,w(f)|2 dµw, f ∈ L2(µw),
which gives (99). 
A careful inspection of the proof of Lemma 59 reveals that under the assump-
tions of this lemma the inequalities (95), (96) and (99) are equivalent without
assuming that hφ,w = 0 on {w = 0} a.e. [µ].
Now we are in a position to prove the aforementioned characterization of co-
hyponormality of weighted composition operators. Combining it with Lemmas 57
and 58 we easily obtain other characterizations.
Theorem 60. Suppose (AS2) holds and Cφ,w is densely defined. Then the
following statements are equivalent:
(i) Cφ,w is cohyponormal,
(ii) the following three conditions hold:
(ii-a) hφ,w = 0 on {w = 0} a.e. [µ],
(ii-b) χ{hφ,w>0} · L2(µw) ⊆ R(Eφ,w),
(ii-c) hφ,w 6 hφ,w ◦ φ a.e. [µw].
Moreover, if Cφ,w is cohyponormal, then
(iii) Eφ,w(hφ,w) = hφ,w a.e. [µw],
(iv) Mθ ∈ B(L2(µw)), Mθ is a contraction, R(Eφ,w) reduces Mθ and
Mθ =Mθ|R(Eφ,w) ⊕ 0|N (Eφ,w). (101)
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Proof. (i)⇒(ii) By Lemma 59(ii), (ii-a) holds and
‖Mθ g‖µw 6 ‖Eφ,wg‖µw , g ∈ L2(µw), (102)
where ‖ · ‖µw stands for the norm of the Hilbert space L2(µw). Since Eφ,w ∈
B(L2(µw)) is a contraction (see Theorem A.1.4(ii)), we have
‖Mθ g‖µw 6 ‖g‖µw , g ∈ L2(µw),
which implies that Mθ ∈ B(L2(µw)) and ‖Mθ‖µw 6 1, or equivalently that θ 6 1
a.e. [µw]. This means that (ii-c) holds.
Since the range of Eφ,w is closed (see Theorem A.1.4(iii)), it follows from (102)
that there exists a linear contraction T˜ : R(Eφ,w)→ R(Mθ) such that
T˜ Eφ,wg =Mθ g, g ∈ L2(µw). (103)
Define T ∈ B(L2(µw)) by Tg = T˜ Eφ,wg for g ∈ L2(µw). Since Eφ,w is an orthogonal
projection in L2(µw), we deduce from (103) that ‖T ‖µw 6 1 and
T Eφ,w =Mθ.
Since both operators Eφ,w and Mθ are selfadjoint, we obtain
Mθ = Eφ,wT
∗. (104)
Since
R(Mθ) = χ{θ>0} · L2(µw) = χ{hφ,w>0} · L2(µw), (105)
the equality (104) implies (ii-b).
(ii)⇒(i) It follows from (ii-c) thatMθ ∈ B(L2(µw)) and ‖Mθ‖µw 6 1. By (ii-b)
and (105), N (Eφ,w) ⊆ N (Mθ). Set E⊥φ,w := I − Eφ,w. Since Eφ,w is an orthogonal
projection in L2(µw), we see that R(E
⊥
φ,w) ⊆ N (Mθ). Hence, we have
‖Mθ g‖µw = ‖Mθ (Eφ,wg ⊕ E⊥φ,wg)‖µw
= ‖Mθ Eφ,wg‖µw
6 ‖Eφ,wg‖µw , g ∈ L2(µw),
which is equivalent to (95). Applying Lemma 59 yields (i).
To prove the “moreover” part, assume that Cφ,w is cohyponormal. Since
R(E⊥φ,w) ⊆ N (Mθ) and R(Mθ) ⊆ R(Eφ,w), we get
Mθ Eφ,wg =Mθ g = Eφ,wMθ g, g ∈ L2(µw).
This implies that R(Eφ,w) reduces Mθ and (101) is valid. Summarizing, we have
shown that (iv) holds.
By Proposition 10, the measure hφ,w dµ = dµw ◦φ−1 is σ-finite, and thus there
exists f ∈ L2(hφ,w dµ) such that f(x) ∈ (0,∞) for all x ∈ X . By Lemma 56(iii),
g := f ◦ φ ∈ R(Eφ,w). Then, since R(Eφ,w) reduces Mθ, θg ∈ R(Eφ,w). Applying
Lemma 56(iv), we find η ∈ L2(hφ,w dµ) such that η(x) > 0 for all x ∈ X and
θg = η ◦φ a.e. [µw]. Therefore, we have
√
hφ,w g =
√
hφ,w ◦ φ · η ◦φ a.e. [µw]. This
implies that
hφ,w =
(
hφ,w · η2
f2
)
◦ φ a.e. [µw],
which completes the proof of the “moreover” part. 
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Corollary 61. Suppose (AS2) holds, Cφ,w is densely defined and w 6= 0 a.e.
[µ]. Then the following conditions are equivalent:
(i) Cφ,w is cohyponormal,
(ii) χ{hφ,w>0} · L2(µw) ⊆ R(Eφ,w) and hφ,w 6 hφ,w ◦ φ a.e. [µw].
5.3. Normality and formal normality
The following lemma, which is a direct consequence of Lemma 57, provides a
few equivalent variants of the condition (ii-b) that appears in the characterization
of normality of weighted composition operators given in Theorem 63.
Lemma 62. Suppose (AS2) holds and Cφ,w is densely defined. Then the fol-
lowing conditions are equivalent:
(i) R(Eφ,w) = L
2(µw),
(ii) N (Eφ,w) = {0},
(iii) A = φ−1(A )µw ,
(iv) for every ∆ ∈ A , there exists ∆˜ ∈ A such that µw(∆ △ φ−1(∆˜)) = 0,
(v) for every A -measurable function f : X → R+, there exists an A -measura-
ble function g : X → R+ such that f = g ◦ φ a.e. [µw].
Theorem 63. Suppose (AS2) holds and Cφ,w is densely defined. Then the
following statements are equivalent:
(i) Cφ,w is normal,
(ii) the following three conditions are satisfied:
(ii-a) hφ,w = 0 on {w = 0} a.e. [µ],
(ii-b) R(Eφ,w) = L
2(µw),
(ii-c) hφ,w = hφ,w ◦ φ a.e. [µw].
Moreover, if Cφ,w is normal, then {hφ,w > 0} = {w 6= 0} a.e. [µ].
Proof. (i)⇒(ii) First, we recall that normal operators are simultaneously hy-
ponormal and cohyponormal. Thus the condition (ii-a) follows from Theorem 60.
In view of Corollary 13, hφ,w > 0 a.e. [µw], so by Theorem 60 the condition (ii-b)
is satisfied. Using Theorem 60 again, we see that hφ,w 6 hφ,w ◦ φ a.e. [µw] and
Eφ,w(hφ,w) = hφ,w a.e. [µw]. On the other hand, by Theorem 53 we have
hφ,w ◦ φ
hφ,w
= Eφ,w
(
hφ,w ◦ φ
hφ,w
)
6 1 a.e. [µw].
As a consequence, the condition (ii-c) holds. (Note also that the condition (ii-c) is
a direct consequence of Theorem 20.)
(ii)⇒(i) It follows from Theorem 60 that Cφ,w is cohyponormal. By (ii-c)
and Lemma 6, hφ,w > 0 a.e. [µw]. Since Eφ,w
(
hφ,w◦φ
hφ,w
)
= 1 a.e. [µw], we infer
from Theorem 53 that Cφ,w is hyponormal (this can also be derived from the
quasinormality of Cφ,w via (ii-c) and Theorem 20). Knowing that Cφ,w is closed,
we conclude that Cφ,w is normal.
To prove the “moreover” part, assume that Cφ,w is normal. Then, by (ii),
hφ,w = 0 on {w = 0} a.e. [µ]. On the other hand, Corollary 13 guarantees that
hφ,w > 0 on {w 6= 0} a.e. [µ], which implies that {hφ,w > 0} = {w 6= 0} a.e. [µ]. 
Corollary 64. Suppose (AS2) holds and Cφ,w is normal. Then the following
assertions are valid for every n ∈ N,
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(i) Cφn,ŵn is normal and C
n
φ,w = Cφn,ŵn,
(ii) hφn,ŵn = h
n
φ,w a.e. [µ],
(iii) hφ,w ◦ φn = hφ,w a.e. [µw],
(iv) {ŵn 6= 0} = {w 6= 0} = {hφ,w > 0} = {hφn,ŵn > 0} a.e. [µ],
(v) µw ≪ µŵn and µŵn ≪ µw.
Proof. (i) Apply Lemma 44(v) and the fact that powers of normal operators
are normal (see [85, Proposition 4.22]).
(ii) This is a consequence of Lemma 26(iii).
(iv) Using the “moreover” part of Theorem 63 and the assertions (i) and (ii),
we get the following equalities
{ŵn 6= 0} = {hφn,ŵn > 0} = {hnφ,w > 0} = {hφ,w > 0} = {w 6= 0} a.e. [µ].
(v) This can be deduced from the assertion (iv).
(iii) It follows from the assertion (i) and Theorem 20 that
hφn,ŵn ◦ φn = hφn,ŵn a.e. [µŵn ].
By the assertion (ii) and Lemma 5, this implies that
(hφ,w ◦ φn)n = hnφ,w a.e. [µŵn ].
Applying the assertion (v) and taking nth roots completes the proof. 
Corollary 65. Suppose (AS2) holds, Cφ,w is densely defined and w 6= 0 a.e.
[µ]. Then the following conditions are equivalent:
(i) Cφ,w is normal,
(ii) R(Eφ,w) = L
2(µw) and hφ,w = hφ,w ◦ φ a.e. [µw].
It was proved in [18, Theorem 9.4] that formally normal composition operators
are automatically normal. As shown below, the same is true for weighted composi-
tion operators. The proof of this fact is an adaptation of that given in [18, Remark
9.5].
Theorem 66. Suppose (AS2) holds and Cφ,w is formally normal. Then Cφ,w
is normal.
Proof. Applying the polarization formula and Proposition 17, we obtain∫
X
f g¯ hφ,w dµ
(8)
= 〈Cφ,wf, Cφ,wg〉
= 〈C∗φ,wf, C∗φ,wg〉
=
∫
X
(Eφ,w(fw) ◦ φ−1)Eφ,w(gw) ◦ φ−1 h2φ,w dµ
(8)
=
∫
X
(Eφ,w(fw) ◦ φ−1) ◦ φ · (Eφ,w(gw) ◦ φ−1) ◦ φ · hφ,w ◦ φdµw,
(15)
=
∫
X
Eφ,w(fw)Eφ,w(gw) hφ,w ◦ φdµw, f, g ∈ D(Cφ,w). (106)
Since µ is σ-finite, there exists a sequence {Xn}∞n=1 ⊆ A such that Xn ր X as
n → ∞ and µ(Xn) < ∞ for all n ∈ N. Take ∆ ∈ A . Knowing that hφ,w > 0 a.e.
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[µw], we can define the sequences {Yn}∞n=1 ⊆ A and {fn}∞n=1, {gn}∞n=1 ⊆ L2(µ) by
Yn = Xn ∩ {0 < |w| 6 n} ∩ {hφ,w > 1/n},
fn = χ∆∩Yn
w
hφ,w
and gn = χ∆∩Ynw,
n ∈ N.
Applying Proposition 8 we easily verify that {fn}∞n=1, {gn}∞n=1 ⊆ D(Cφ,w). Substi-
tuting (fn, gn) into (106) in place of (f, g), we obtain
µw(Yn ∩∆) =
∫
X
Eφ,w(h
−1
φ,w · χYn∩∆)Eφ,w(χYn) hφ,w ◦ φdµw
(A.1.4)
=
∫
Yn∩∆
Eφ,w(χYn)
hφ,w ◦ φ
hφ,w
dµw, n ∈ N.
Using (A.1.6) and Lebesgue’s monotone convergence theorem and the fact that
χYn∩E ր χE a.e. [µw] as n→∞ for any E ∈ A , we deduce that
µw(∆) =
∫
∆
hφ,w ◦ φ
hφ,w
dµw, ∆ ∈ A .
Since ∆ ∈ A is arbitrary and µw is σ-finite, we deduce from [3, Theorem 1.6.11]
that hφ,w ◦ φ = hφ,w a.e. [µw]. By Proposition 20, Cφ,w is quasinormal. Since
quasinormal formally normal operators are normal (cf. [97, Corollary 4]), the proof
is complete. 
5.4. Selfadjointness
In this section, we concentrate on the study of selfadjoint weighted composition
operators. This covers the cases of symmetric and positive weighted composition
operators due to the following proposition.
Proposition 67. Suppose (AS2) holds and Cφ,w is densely defined. If Cφ,w is
symmetric or positive, then Cφ,w is selfadjoint.
Proof. Since densely defined positive complex Hilbert space operators are
symmetric, we can infer Proposition 67 from Theorem 66 by noting that symmetric
operators are formally normal and normal symmetric operators are selfadjoint. 
The following lemma, which is of some independent interest, will be one of
the main tools in the proof of the characterization of selfadjointness of weighted
composition operators given in Theorem 72.
Lemma 68. Assume that A is a normal operator in a complex Hilbert space H.
Then the the following two conditions are equivalent:
(i) A = A∗,
(ii) A2 is selfadjoint and positive.
Proof. (i)⇒(ii) This is clear due to the well-known fact that powers of self-
adjoint operators are selfadjoint (see [85, Proposition 4.22]).
(ii)⇒(i) It follows from the spectral mapping theorem (see [85, Proposition
5.25]) and the fact that the spectrum of a positive selfadjoint operator is a subset
of R+ (see [85, Theorem 5.7 and Proposition 5.10(i)]) that
{z2 : z ∈ Sp(A)} = Sp(A2) ⊆ R+,
where Sp(T ) denotes the spectrum of an operator T . This implies that Sp(A) ⊆ R.
Hence, by [85, Propositions 4.17(ii) and 4.20(i)], the operator A is selfadjoint. 
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To prove Theorem 72, we also need the following technical lemma.
Lemma 69. Suppose (X,A , ν) is a σ-finite measure space, τ : A → R+ is a σ-
finite measure and φ is an A -measurable transformation of X. Then the following
conditions are equivalent1:
(i) f = f ◦ φ a.e. [ν] for all f ∈ L2(τ),
(ii) f = f ◦ φ a.e. [ν] for all f ∈ L2(ν),
(iii) f = f ◦ φ a.e. [ν] for all A -measurable function f : X → C.
Proof. (i)⇒(iii) Take an A -measurable function f : X → C. Since τ is σ-
finite, there exists a sequence {Xn}∞n=1 such that Xn ր X as n→∞ and τ(Xn) <
∞ for all n ∈ N. Set Yn = {|f | 6 n} ∩ Xn for n ∈ N. Then {χYnf}∞n=1 ⊆ L2(τ),
which yields
χYnf = χφ−1(Yn) f ◦ φ a.e. [ν], n ∈ N.
Passing to the limit with n→∞, we get f = f ◦ φ a.e. [ν].
(ii)⇒(iii) Apply the implication (i)⇒(iii) to τ = ν.
The implications (iii)⇒(i) and (iii)⇒(ii) are obvious. 
An inspection of the proof of Lemma 69 shows that the conditions (i) and (iii)
are equivalent without assuming that the measure ν is σ-finite.
Corollary 70. Suppose (AS1) holds, τ : A → R+ is a σ-finite measure and
k ∈ N. Then the following conditions are equivalent:
(i) f = f ◦ φk a.e. [µw] for every f ∈ L2(τ),
(ii) Cφk is well-defined as an operator in L
2(µw) and Cφk = IL2(µw),
(iii) for every A -measurable function f : X → C, f = f ◦ φk a.e. [µw].
Moreover, if (iii) holds and Cφ,w is densely defined, then R(Eφ,w) = L
2(µw).
Proof. The conditions (i)-(iii) are equivalent due to Lemma 69. The “more-
over” part is a direct consequence of (iii) and Lemma 56(ii). 
As shown below, every positive selfadjoint weighted composition operator is a
multiplication operator.
Proposition 71. Suppose (AS2) holds and Cφ,w is selfadjoint and positive.
Then w =
√
hφ,w a.e. [µ] and Cφ,w =Mw.
Proof. Since, by Proposition 18(i), Cφ,w = |Cφ,w| = M√hφ,w , we infer from
Proposition 8(i) that
w · f ◦ φ =√hφ,w · f, f ∈ L2((1 + hφ,w) dµ). (107)
Let {Xn}∞n=1 be as in Lemma 9. Since {χXn}∞n=1 ⊆ L2((1+hφ,w) dµ), we infer from
(107) that w · χφ−1(Xn) =
√
hφ,w · χXn a.e. [µ] for all n ∈ N. Passing to the limit
with n→∞ and using the fact that Xn ր X as n→∞ completes the proof. 
Now we are ready to prove the theorem characterizing the selfadjointness of
weighted composition operators.
Theorem 72. Suppose (AS2) holds and Cφ,w is densely defined. Then the
following statements are equivalent:
1 In the condition (i) (see also Corollary 70(i)), the expression “for all f ∈ L2(τ)” should be
understood as “for all A -measurable functions f : X → C such that
∫
X
|f |2 dτ < ∞”.
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(i) Cφ,w is selfadjoint,
(ii) the following two conditions hold:
(ii-a) ŵ2 = hφ,w a.e. [µ],
(ii-b) Cφ2 is well-defined as an operator in L
2(µw) and Cφ2 = IL2(µw).
Proof. (i)⇒(ii) Since powers of selfadjoint operators are selfadjoint (see [85,
Theorem 5.9]), we infer from Lemma 44(iii) that
C2φ,w = Cφ2,ŵ2 . (108)
Therefore, by Propositions 10 and 18(i), hφ,w <∞ a.e. [µ] and
Mhφ,w =
(
M
h
1/2
φ,w
)2
= |Cφ,w|2 = C∗φ,wCφ,w = C2φ,w
(108)
= Cφ2,ŵ2 . (109)
This implies that the operator Cφ2,ŵ2 =Mhφ,w is selfadjoint and positive. By (109)
and Proposition 71, we have
Mhφ,w = Cφ2,ŵ2 =Mŵ2 , (110)
which implies (ii-a). It follows from (109) that
hφ,w · f = ŵ2 · f ◦ φ2 a.e. [µ], f ∈ L2((1 + h2φ,w) dµ) (111)
However, by (ii-a) and the “moreover” part of Theorem 63, we have
{ŵ2 6= 0} = {hφ,w > 0} = {w 6= 0} a.e. [µ],
which together with (111) yields
f = f ◦ φ2 a.e. [µw], f ∈ L2((1 + h2φ,w) dµ). (112)
Applying Corollary 70(i) with dτ = (1 + h2φ,w) dµ gives (ii-b).
(ii)⇒(i) It follows from (ii-a) that hφ,w = 0 on {w = 0} a.e. [µ]. By Corollary
70 (with k = 2), R(Eφ,w) = L
2(µw) and
w = w ◦ φ2 a.e. [µw]. (113)
Applying Lemma 5, we deduce from (ii-a) that
w ◦ φ · w ◦ φ2 = hφ,w ◦ φ a.e. [µw].
This combined with (ii-a) and (113) yields hφ,w = hφ,w ◦ φ a.e. [µw]. Summarizing,
we have shown that the conditions (ii-a), (ii-b) and (ii-c) of Theorem 63 hold.
Hence, by this theorem, Cφ,w is normal. This implies that C
2
φ,w is normal (see [85,
Proposition 4.22]). In particular C2φ,w is closed. In view of Lemma 68, it suffices to
show that C2φ,w is selfadjoint and positive. By Lemma 44(iii), the equality (108) is
valid. It follows from Proposition 8(i) and Lemma 26(iii) that
D(C2φ,w)
(108)
= D(Cφ2,ŵ2) = L
2((1 + hφ2,ŵ2) dµ)
= L2((1 + h2φ,w) dµ) = D(Mhφ,w). (114)
According to (ii-b) and Corollary 70(iii), for every A -measurable function f : X →
C, f = f ◦ φ2 a.e. [µw]. This implies that
C2φ,wf
(108)
= ŵ2 · f ◦ φ2 (ii-a)= hφ,w · f ◦ φ2
(†)
= hφ,w · f =Mhφ,wf, f ∈ D(C2φ,w),
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where (†) follows from the normality of Cφ,w and the “moreover” part of Theorem
63. Hence, by (114), C2φ,w =Mhφ,w . This completes the proof. 
The following result appeared in [19, Proposition B.1].
Corollary 73. Let (X,A , µ) be a σ-finite measure space and φ be a nonsin-
gular transformation of X. Then the following assertions are valid:
(i) if Cφ is symmetric, then Cφ is selfadjoint and unitary, and C
2
φ = I,
(ii) if Cφ is positive and symmetric, then Cφ = I.
Proof. By Proposition 67, Cφ is selfadjoint. Hence so is C
2
φ.
(i) Since C2φ is closed, we infer from Lemma 44(iii) and Theorem 72 that C
2
φ =
Cφ2 = I.
(ii) Apply Proposition 71 or (i) and the square root lemma. 
To prove Theorem 76 that characterizes positive selfadjoint weighted composi-
tion operators, we need the following lemma.
Lemma 74. Suppose (AS1) holds. Then the following statements are equivalent:
(i) Cφ,w is well-defined and Cφ,w =Mw,
(ii) Cφ is well-defined as an operator in L
2(µw) and Cφ = IL2(µw).
Moreover, if (ii) holds, then hφ,w = |w|2 a.e. [µ].
Proof. (i)⇒(ii) By assumption and Proposition 8(i) we see that w·f ◦φ = w·f
a.e. [µ] for all f ∈ L2((1 + hφ,w) dµ). This implies that f ◦ φ = f a.e. [µw] for all
f ∈ L2((1 + hφ,w) dµ). Applying Corollary 70 completes the proof of (ii).
(ii)⇒(i) It follows from Corollary 70 that w · f ◦ φ = w · f a.e. [µ] for all
A -measurable functions f : X → C. This implies (i).
Now assume that (ii) holds. Applying Corollary 70, we deduce that
µw ◦ φ−1(∆) =
∫
X
χ∆ ◦ φdµw =
∫
∆
|w|2 dµ, ∆ ∈ A ,
which proves the “moreover” part. 
Corollary 75. Suppose (AS1) holds. If the condition (ii) of Lemma 74 holds
and u : X → C is an A -measurable function such that {w = 0} = {u = 0} a.e. [µ],
then Cφ,u is well-defined and Cφ,u =Mu.
Proof. Combine Corollary 70 and Lemma 74. 
Positive selfadjoint weighted composition operators can be characterized as
follows.
Theorem 76. Suppose (AS1) holds. Then the following are equivalent:
(i) Cφ,w is well-defined, selfadjoint and positive,
(ii) the following two conditions hold:
(ii-a) w > 0 a.e. [µ],
(ii-b) Cφ is well-defined as an operator in L
2(µw) and Cφ = IL2(µw),
(iii) Cφ,w is well-defined, Cφ,w =Mw and w > 0 a.e. [µ].
Proof. (i)⇒(ii) In view of Proposition 71, w =√hφ,w > 0 a.e. [µ] and Cφ,w =
Mw. Hence, by Lemma 74, (ii-b) holds.
(ii)⇒(iii) Apply Lemma 74.
(iii)⇒(i) Obvious. 
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Corollary 77. Suppose (AS2) holds and Cφ,w is selfadjoint and positive. Let
u : X → C be an A -measurable function such that
(i) u > 0 a.e. [µ],
(ii) {w = 0} = {u = 0} a.e. [µ].
Then Cφ,u is well-defined and it is selfadjoint and positive.
Proof. By Corollary 70 and Theorem 76, f = f ◦ φ a.e. [µw] for every A -
measurable function f : X → C. Noting that the measures µw and µu are mutually
absolutely continuous and applying Corollary 70 and Theorem 76 to the weight u,
we complete the proof. 
We close this section by relating some of the conditions that appeared in the
characterizations of normality, selfadjointness and positivity of weighted composi-
tion operators.
Proposition 78. Suppose (AS2) holds and Cφ,w is densely defined. Then the
following assertions hold:
(i) if w =
√
hφ,w a.e. [µ] and hφ,w = hφ,w ◦ φ a.e. [µw], then ŵ2 = hφ,w
a.e. [µ],
(ii) the following two conditions are equivalent
(ii-a) w =
√
hφ,w a.e. [µ], hφ,w = hφ,w ◦ φ a.e. [µw], Cφ2 is well-defined as
an operator in L2(µw) and Cφ2 = IL2(µw),
(ii-b) w =
√
hφ,w a.e. [µ] and Cφ,w = C
∗
φ,w.
Proof. (i) Since w =
√
hφ,w a.e. [µ] and hφ,w = hφ,w ◦ φ a.e. [µw], we deduce
from Lemma 5 that
w ◦ φ =√hφ,w ◦ φ =√hφ,w a.e. [µw].
This gives the equality
ŵ2 = hφ,w a.e. [µw]. (115)
In turn, the equality w =
√
hφ,w a.e. [µ] implies that {w = 0} = {hφ,w = 0} a.e.
[µ]. This combined with (115) yields ŵ2 = hφ,w a.e. [µ].
(ii-a)⇒(ii-b) Apply the assertion (i) and Theorem 72.
(ii-b)⇒(ii-a) Use Theorems 63 and 72. 
CHAPTER 6
Discrete Measure Spaces
In this chapter, we adapt our general results to the context of discrete weighted
composition operators, i.e., weighted composition operators over discrete measure
spaces. Section 6.1 has an introductory character. Section 6.2 characterizes hy-
ponormality, cohyponormality and normality of discrete weighted composition op-
erators (see Theorems 83, 84 and 87). Section 6.3 provides two criteria for sub-
normality of discrete weighted composition operators, the second of which can be
thought of as a far reaching generalization of the discrete version of Lambert’s crite-
rion (see Theorems 89 and 90). The interplay between the theory of moments, the
geometry of graphs induced by symbols and the injectivity problem is discussed in
Section 6.4 (see Theorem 93 and Problems 96 and 100). The chapter is concluded
with Section 6.5 which contains a variety of examples illustrating our considerations.
6.1. Background
Given a measure space (X,A , ν) such that {x} ∈ A for every x ∈ X , we put
At(ν) = {x ∈ X : ν(x) > 0}. (116)
Elements of the set At(ν) are called atoms of ν. We say that a measure space
(X,A , ν) is discrete (or that ν : A → R+ is a discrete measure on X) if A = 2X ,
card(At(ν)) 6 ℵ0, ν(X \ At(ν)) = 0 and ν(x) <∞ for all x ∈ X . Clearly, such ν is
σ-finite, At(ν) = {x ∈ X : 0 < ν(x) <∞}, ν(∆) = ν(∆∩At(ν)) for all ∆ ∈ 2X and
for every ∆ ∈ 2X , ν(∆) = 0 if and only if ∆ ⊆ X \ At(ν). (117)
As a consequence, we see that
if P is a property which a point x ∈ X may or may not have, then P
holds a.e. [ν] if and only if P is valid for every x ∈ At(ν). (118)
To avoid the repetition, we state the following assumption which will be used
frequently in this chapter.
The triplet (X, 2X , µ) is a discrete measure space, φ is a transforma-
tion of X and w : X → C is a function. (AS4)
If (AS4) holds, then, as usual, Cφ,w denotes the weighted composition operator
in L2(µ) with the symbol φ and the weight w. Note that the measure µw is also
discrete and At(µw) ⊆ At(µ). To simplify notation, we write
φ−1w ({x}) := φ−1({x}) ∩ At(µw), x ∈ X.
It follows from (117) that φ−1w ({·}) possesses the following property
x ∈ At(µw ◦ φ−1) =⇒ φ−1w ({x}) 6= ∅. (119)
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Since X =
⊔
x∈X φ
−1({x}), it is easily seen that
At(µw) =
⊔
x∈At(µw◦φ−1)
φ−1w ({x}). (120)
A necessary and sufficient condition for Cφ,w to be well-defined and an explicit
description of hφ,w are given below.
Proposition 79. Suppose (AS4) holds. Then the following assertions are valid:
(i) Cφ,w is well-defined if and only if At(µw ◦ φ−1) ⊆ At(µ),
(ii) if Cφ,w is well-defined, then
hφ,w(x) =
µw(φ
−1({x}))
µ(x)
, x ∈ At(µ). (121)
Proof. (i) The “only if” part is obvious due to Proposition 7. To prove the
“if” part assume that µw(φ
−1({x})) = 0 for every x ∈ X such that µ(x) = 0. Using
(117), we easily verify that
if x ∈ X \ At(µ), then {w 6= 0} ∩ φ−1({x}) ⊆ X \ At(µ).
This combined with (117) implies that µw ◦φ−1 ≪ µ, which by Proposition 7 shows
that Cφ,w is well defined.
(ii) Take ∆ ∈ 2X . It follows from Proposition 7 that µw ◦ φ−1 ≪ µ. As a
consequence, since µ
(
∆∩(X\At(µ))) = 0, we see that µw◦φ−1(∆∩(X\At(µ))) = 0.
Hence, µw ◦ φ−1(∆) = µw ◦ φ−1
(
∆ ∩ At(µ)) which implies that∫
∆
µw(φ
−1({x}))
µ(x)
dµ(x) =
∫
∆∩At(µ)
µw(φ
−1({x}))
µ(x)
dµ(x) = µw ◦ φ−1(∆). (122)
Note that according to (2) the integrand in (122) equals 0 for every x ∈ X such
that µ(x) = 0. This completes the proof. 
Assume that (AS4) holds and Cφ,w is well-defined. It follows from (118) and
(121) and the fact that the measure µw is discrete that
hφ,w > 0 a.e. [µ] (resp., hφ,w > 0 a.e. [µw]) if and only if
At(µ) ⊆ At(µw ◦ φ−1) (resp., At(µw) ⊆ At(µw ◦ φ−1)). (123)
By Proposition 10 and (121), Cφ,w is densely defined if and only if µw(φ
−1({x})) <
∞ for every x ∈ At(µ).
In Proposition 80 below we explicitly describe the conditional expectation Eφ,w.
We begin by observing that
a function f : X → R+ is φ−1(2X)-measurable if and only if for every
x ∈ φ(X), f is constant on φ−1({x}). (124)
Proposition 80. Suppose (AS4) holds and Cφ,w is densely defined. Then the
following assertions are valid:
(i) the measure µw ◦ φ−1 is discrete,
(ii)
⊔
x∈Ω φ
−1({x}) is the smallest φ−1(2X)-measurable set of full µw-measure,
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(iii) for every function f : X → R+, we have1
Eφ,w(f) =
∫
φ−1({x}) f dµw
µw(φ−1({x})) on φ
−1({x}) , x ∈ Ω, (125)
where Ω := At(µw ◦ φ−1).
Proof. (i) Since the measure µw is discrete, we see that for every x ∈ X ,
x ∈ At(µw ◦ φ−1) if and only if At(µw) ∩ φ−1({x}) 6= ∅. Since the fibers φ−1({z}),
z ∈ X , are disjoint and the set At(µw) is at most countable, we deduce that the set
Ω is at most countable and, by the discreteness of µw, µw(X \
⊔
x∈Ω φ
−1({x})) = 0.
In turn, by Proposition 10, µw ◦ φ−1 is σ-finite and thus µw ◦ φ−1 is discrete.
(ii) For this, note that if ∆ ∈ 2X , then, by (117) applied to the discrete measure
µw ◦ φ−1, φ−1(∆) is a set of full µw-measure if and only if X \∆ ⊆ X \ Ω, which
proves our claim.
(iii) Using (124) and (A.1.1), we easily verify that the formula (125) holds. 
As shown below, if the weight w of a well-defined weighted composition operator
Cφ,w over a discrete measure space does not vanish on a set of positive µ-measure,
then Cφ,w is unitarily equivalent to a weighted composition operator over a “purely
atomic” measure space.
Proposition 81. Suppose (AS4) holds and w(x) 6= 0 for all x ∈ At(µ). Then
(i) Cφ,w is well-defined if and only if φ(At(µ)) ⊆ At(µ),
(ii) if Cφ,w is well-defined, X0 := At(µ), µ0 := µ|2X0 , φ0 := φ|X0 and w0 :=
w|X0 , then At(µ0) = X0, w0(x) 6= 0 for all x ∈ X0, Cφ0,w0 is well-defined
in L2(µ0) and the mapping U : L
2(µ)→ L2(µ0) defined by Uf = f |X0 for
f ∈ L2(µ) is a unitary isomorphism such that UCφ,w = Cφ0,w0U .
Proof. Note that the measures µ and µw are mutually absolutely continuous.
(i) If Cφ,w is well-defined, x ∈ X and µ(φ(x)) = 0, then, by Proposition 7,
0 = µ(φ−1({φ(x)})) > µ(x),
and so x /∈ At(µ). In turn, if φ(At(µ)) ⊆ At(µ), x ∈ X and µ(φ−1({x})) > 0, then
there exists y ∈ φ−1({x}) ∩ At(µ), which implies that x = φ(y) ∈ At(µ). Hence, by
Proposition 7, Cφ,w is well-defined.
(ii) This is a consequence of (i). 
Remark 82. Under the assumptions of Proposition 81, Cφ,w is well-defined if
and only if Cφ is well-defined, and if this is the case, thenMwCφ ⊆ Cφ,w (see Section
7.1 for more information on this matter). What is more, if Cφ,w is well-defined, then
the underlying measure space can always be replaced by a complete measure space
such that At(µ) = X and w(x) 6= 0 for all x ∈ X . In this particular case, the mea-
sure space (X,φ−1(2X), µ|φ−1(2X)) is complete. This is no longer true if the weight w
of Cφ,w vanishes on a set of positive µ-measure. To see this, consider the transforma-
tion φ ofX as in Figure 1, a discrete measure µ onX such thatX\At(µ) = {A1, B1}
and a weight w : X → C such that {x ∈ X : w(x) = 0} = {A2, B2}. Then the com-
position operator Cφ is not well-defined, the weighted composition operator Cφ,w
1 Note that if x ∈ φ(X) and µw(φ−1({x})) = 0, then the constant value of Eφ,w(f) on
φ−1({x}) can be defined arbitrarily; however, according to (2), the right-hand side of the equality
in (125) makes sense for such x and equals 0.
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Figure 1. An example illustrating Remark 82.
is well-defined and the measure space (X,φ−1(2X), µ|φ−1(2X )) is not complete (be-
cause µ(φ−1({0})) = 0 and {A1}  φ−1({0})).
6.2. Seminormality
First, we provide necessary and sufficient conditions for Cφ,w to be hyponormal.
Let us note that in view of (119) the summation in (127) is over a nonempty set.
Theorem 83. Suppose (AS4) holds and Cφ,w is densely defined. Then the
following statements are equivalent:
(i) Cφ,w is hyponormal,
(ii) the following two conditions hold:
At(µw) ⊆ At(µw ◦ φ−1), (126)
1
µ(x)
∑
y∈φ−1w ({x})
µ(y)µw(y)
µw(φ−1({y})) 6 1, x ∈ At(µw ◦ φ
−1). (127)
Proof. It follows from Corollary 13 and (123) that there is no loss of generality
in assuming that (126) holds. By Lemma 6, Proposition 10 and (123), there exists a
function ϑ : X → (0,∞) such that ϑ(x) =
√
hφ,w◦φ(x)
hφ,w(x)
for every x ∈ At(µw). Hence,
by (121), we have
ϑ2(y) =
µw(φ
−1({φ(y)}))
µ(φ(y))
· µ(y)
µw(φ−1({y})) , y ∈ At(µw).
(Note that according to our assumptions the numerators and the denominators of
fractions appearing above are positive and finite.) Now fix x ∈ At(µw ◦φ−1). Then,
by Proposition 79(i), x ∈ At(µ). As a consequence, we have
Eφ,w(ϑ
2)(z)
(125)
=
∫
φ−1({x}) ϑ
2 dµw
µw(φ−1({x}))
=
1
µw(φ−1({x}))
∫
φ−1w ({x})
µw(φ
−1({x}))
µ(x)
· µ(y)
µw(φ−1({y})) dµw(y)
=
1
µ(x)
∫
φ−1w ({x})
µ(y)
µw(φ−1({y})) dµw(y)
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=
1
µ(x)
∑
y∈φ−1w ({x})
µ(y)µw(y)
µw(φ−1({y})) , z ∈ φ
−1({x}).
Applying Theorem 53 and Proposition 80 completes the proof. 
The following is a discrete counterpart of Theorem 60.
Theorem 84. Suppose (AS4) holds and Cφ,w is densely defined. Then the
following statements are equivalent:
(i) Cφ,w is cohyponormal,
(ii) the following three conditions are satisfied:
(ii-a†) At(µw ◦ φ−1) ⊆ {w 6= 0},
(ii-b†) for every f ∈ L2(µw), if fˆ = 0 on At(µw ◦ φ−1), then f = 0 on
At(µw) ∩ At(µw ◦ φ−1), where fˆ(x) =
∫
φ−1({x}) f dµw for x ∈ X,
(ii-c†) for every x ∈ At(µw) ∩ φ(X),
µ(φ(x))
µ(x)
∑
y∈φ−1({x})
|w(y)|2µ(y) 6
∑
y∈φ−1({φ(x)})
|w(y)|2µ(y).
Moreover, the condition (ii-b†) is equivalent to
(ii-b′) for every ∆ ∈ 2X such that ∆ ∩ At(µw) ⊆ At(µw ◦ φ−1), there exists
∆˜ ∈ 2X such that ∆ △ φ−1(∆˜) ⊆ X \ At(µw).
Proof. To prove that (i) is equivalent to (ii), it is enough to show that under
the present circumstances the condition (ii-a) (resp., (ii-b), (ii-c)) of Theorem 60 is
equivalent to the condition (ii-a†) (resp., (ii-b†), (ii-c†)).
(ii-a)⇔(ii-a†) Note that hφ,w = 0 on {w = 0} a.e. [µ] if and only if µ({w =
0} ∩ {hφ,w > 0}) = 0, or equivalently by (117), if and only if
{w = 0} ∩ {hφ,w > 0} ∩ At(µ) = ∅. (128)
Since, by (121) and Proposition 79(i), {hφ,w > 0} ∩ At(µ) = At(µw ◦ φ−1), we see
that (128) is equivalent to
{w = 0} ∩ At(µw ◦ φ−1) = ∅,
which is easily seen to be equivalent to (ii-a†).
(ii-b)⇔(ii-b†) Use Lemma 57(ii) with Ω = {hφ,w > 0}, Proposition 80 and
(118).
(ii-c)⇔(ii-c†) Apply (118) and (121).
Summarizing, we have proved that the conditions (i) and (ii) are equivalent.
(ii-b†)⇔(ii-b′) In view of Lemma 57 and the equivalence (ii-b)⇔(ii-b†), it suf-
fices to prove that the condition (iv) of this lemma is equivalent to (ii-b′). It is
easily seen that if ∆ ∈ 2X , then by (117), ∆ ⊆ {hφ,w > 0} a.e. [µw] if and only if
(∆ \ {hφ,w > 0}) ∩ At(µw) = ∅, or equivalently, if and only if(
∆ ∩ At(µw)
) \ ({hφ,w > 0} ∩ At(µw)) = ∅.
Since {hφ,w > 0} ∩ At(µw) = At(µw ◦ φ−1) ∩ At(µw), we see that ∆ ⊆ {hφ,w > 0}
a.e. [µw] if and only if ∆∩At(µw) ⊆ At(µw ◦φ−1). This together with (117) proves
the claimed equivalence. 
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Corollary 85. Under the assumptions of Theorem 84, if additionally At(µ) =
X and w(x) 6= 0 for every x ∈ X, then Cφ,w is cohyponormal if and only if the
following two conditions hold:
(i) {x} = φ−1({φ(x)}) for every x ∈ φ(X),
(ii) µ(φ(x))
∑
y∈φ−1({x}) |w(y)|2µ(y) 6 |w(x)|2µ(x)2 for every x ∈ φ(X).
Proof. In view of Theorem 84, it is enough to show that the condition (ii-b′)
is equivalent to (i). Indeed, if (ii-b′) holds, then for every set ∆ ⊆ φ(X) there exists
a set ∆˜ ⊆ X such that ∆ = φ−1(∆˜). In particular, if ∆ = {x}, where x ∈ φ(X),
then φ(x) ∈ ∆˜ and
{x} ⊆ φ−1({φ(x)}) ⊆ φ−1(∆˜) = {x},
which implies (i). Now we prove the reverse implication. For this, note that for
every set ∆ ⊆ φ(X),
φ−1(φ(∆)) = φ−1
( ⋃
x∈∆
φ({x})
)
=
⋃
x∈∆
φ−1(φ{x}) = ∆,
which completes the proof. 
The characterization of cohyponormality of weighted shifts on directed trees
stated below appeared in [57, Remark 5.2.4]. The present proof is based on The-
orem 84. We refer the reader to the parts (d) and (e) of Section 2.3 for necessary
information on weighted shifts on directed trees.
Theorem 86. Let Sλ be a densely defined weighted shift on a directed tree
T = (V,E) with weights λ = {λv}v∈V ◦. Then the following statements hold:
(i) if T has a root, then Sλ is cohyponormal if and only if Sλ = 0,
(ii) if T is rootless, then Sλ is cohyponormal if and only if for every u ∈ V
the following two conditions are satisfied:
(a) card(Chi+
λ
(u)) 6 1,
(b) if card(Chi+
λ
(u)) = 1, then 0 < ‖Sλev‖ 6 |λv| for v ∈ Chi+λ (u) and
λx = 0 for every x ∈ Chi(u) \ Chi+λ (u),
where ev = χ{v} and Chi
+
λ
(u) = {x ∈ Chi(u) : ‖Sλex‖ > 0} for v, u ∈ V .
Proof. Set φ(x) = par(x) and w(x) = λx for x ∈ V ◦. If T has a root, then
we put φ(root) = root and w(root) = 0. Note that φ−1({x}) = Chi(x) for all x ∈ V .
It follows from [57, Proposition 3.1.3] that {eu : u ∈ V } ⊆ D(Sλ) and
µw ◦ φ−1(x) = ‖Sλex‖2, x ∈ V, (129)
At(µw ◦ φ−1) = {x ∈ V : ‖Sλex‖ > 0} = {x ∈ V :
∑
y∈Chi(x)
|λy|2 > 0}. (130)
(i) Suppose Sλ is cohyponormal. By (130) and Theorem 84(ii-a
†), we see that
{w = 0} ⊆ V \ At(µw ◦ φ−1). This together with (130) implies that λu = 0 for
all u ∈ Chi(root), and λv = 0 for every v ∈ Chi(u) and every u ∈ V ◦ such that
λu = 0. Applying [57, Eqs. (2.1.3) and (6.1.3)], we deduce that Sλ = 0. The
reverse implication is trivial.
(ii) Assume that T is rootless. Suppose Sλ is cohyponormal. Arguing as above,
we infer from Theorem 86(ii-a†) that
λv = 0 for every v ∈ Chi(u) and every u ∈ V such that λu = 0. (131)
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Now we prove that
if u ∈ V , v1 ∈ Chi+λ (u), v2 ∈ Chi(u) and v1 6= v2, then λv2 = 0. (132)
Indeed, otherwise λv2 6= 0. By (131), λv1 6= 0. Define f ∈ L2(µw) by
f =
1
|λv1 |2
χ{v1} −
1
|λv2 |2
χ{v2}.
Then, by (130), fˆ = 0 on At(µw ◦ φ−1). Since, by (130) and (131), v1 ∈ At(µw) ∩
At(µw ◦φ−1), we infer from Theorem 84(ii-b†) that f(v1) = 0, which is a contradic-
tion. This justifies our claim. Clearly, (131) and (132) imply the conditions (a) and
(b) except for the requirement that “0 < ‖Sλev‖ 6 |λv| for v ∈ Chi+λ (u)”. To prove
the latter, take u ∈ V such that card(Chi+
λ
(u)) = 1. Let v ∈ Chi+
λ
(u). By (131),
λv 6= 0. This combined with (132) and the fact that µ is the counting measure,
enables us to deduce from Theorem 84(ii-c†) that
0 < ‖Sλev‖2 6
∑
y∈Chi(u)
|λy|2 = |λv|2,
which yields the “only if” part of (ii).
To prove the converse implication assume that the conditions (a) and (b) hold
for every u ∈ V . It is easily seen that (a) and (b) implies (132). Combining (130)
and (132), we see that the conditions (ii-a†) and (ii-c†) of Theorem 84 are satisfied.
To prove that the condition (ii-b†) of this theorem is satisfied, take f ∈ L2(µw)
such that fˆ = 0 on At(µw ◦ φ−1). Fix v ∈ At(µw) ∩ At(µw ◦ φ−1). Set u = par(v).
Then λv 6= 0 and, by (130), u ∈ At(µw ◦ φ−1). Since, again by (130), v ∈ Chi+λ (u),
we infer from (132) that
0 = fˆ(u) =
∫
Chi(u)
f dµw = |λv|2f(v).
This means that f = 0 on At(µw) ∩ At(µw ◦ φ−1). As a consequence, we conclude
that (ii-b†) is satisfied. This completes the proof. 
The normality of weighted composition operators over discrete measure spaces
is characterized in Theorem 87 below. We omit its proof because it is similar to
that of Theorem 84 (apply Lemma 62 and Theorem 63 in place of Lemma 57 and
Theorem 60).
Theorem 87. Suppose (AS4) holds and Cφ,w is densely defined. Then the
following statements are equivalent:
(i) Cφ,w is normal,
(ii) the following three conditions are satisfied:
(ii-a) At(µw ◦ φ−1) ⊆ {w 6= 0},
(ii-b) for every f ∈ L2(µw), if fˆ = 0 on At(µw ◦ φ−1), then f = 0 on
At(µw), where fˆ(x) =
∫
φ−1({x}) f dµw for x ∈ X,
(ii-c) for every x ∈ At(µw), φ−1({x}) 6= ∅ and
µ(φ(x))
µ(x)
∑
y∈φ−1({x})
|w(y)|2µ(y) =
∑
y∈φ−1({φ(x)})
|w(y)|2µ(y).
Moreover, the condition (ii-b) is equivalent to
80 6. DISCRETE MEASURE SPACES
(ii-b′) for every ∆ ∈ 2X , there exists ∆˜ ∈ 2X such that ∆ △ φ−1(∆˜) ⊆
X \ At(µw).
Corollary 88. Under the assumptions of Theorem 87, if additionally At(µ) =
X and w(x) 6= 0 for every x ∈ X, then Cφ,w is normal if and only if the following
two conditions hold:
(i) φ is a bijection,
(ii) |w(φ−1(x))|2µ(φ(x))µ(φ−1(x)) = |w(x)|2µ(x)2 for every x ∈ X.
Proof. Apply Theorem 87(ii) and observe that the bijectivity of φ can be
inferred from Corollary 85(i) and Theorem 87(ii-c). 
Regarding Corollary 88, we refer the reader to [19, Remark 37] for more infor-
mation on composition operators coming from injections of types I, II and III (cf.
[102]).
6.3. Subnormality
We begin by stating a criterion for subnormality of weighted composition op-
erators over discrete measure spaces.
Theorem 89. Suppose (AS4) holds, Cφ,w is densely defined and At(µw) ⊆
At(µw ◦ φ−1). Assume, moreover, that there exists a family of probability measures
P : X ×B(R+)→ [0, 1] which satisfies the following condition∑
y∈φ−1({x})
µw(y)
µ(x)
P (y, σ) =
∫
σ
tP (x, d t), σ ∈ B(R+), x ∈ At(µw ◦ φ−1).
Then Cφ,w is subnormal.
Proof. Apply (123), Propositions 79 and 80 and Theorem 29. 
We refer the reader to [15, Theorem 3] for a criterion for subnormality of
weighted shifts on directed trees. Let us point out that this criterion has been
deduced from Theorem 29. It can be also deduced from Theorem 89. This crite-
rion has found applications in producing some surprising examples of unbounded
subnormal operators (cf. [15] and [20]).
The following is a generalization of [19, Theorem 41] to the case of weighted
composition operators over discrete measure spaces.
Theorem 90. Suppose (AS4) holds and Cφ,w is densely defined. Assume,
moreover, that for every x ∈ At(µw ◦ φ−1),
{hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence and {hφn+1,ŵn+1(x)}∞n=0
is a determinate Stieltjes moment sequence.
(133)
Then Cφ,w is subnormal if and only if At(µw) ⊆ At(µw ◦ φ−1).
To prove Theorem 90, we need the following lemma which generalizes [19,
Lemma 38] to the case of weighted composition operators. Since its proof is essen-
tially the same as that of [19, Lemma 38], we leave it to the reader (use Lemma
26(ii) and the equality (125) in place of [19, Lemma 15] and [19, Eq. (57)], respec-
tively).
Lemma 91. Suppose (AS4) is satisfied and Cφ,w is densely defined. Let x ∈
At(µw ◦φ−1) be such that for every y ∈ φ−1w ({x}), {hφn,ŵn(y)}∞n=0 is a Stieltjes mo-
ment sequence with a representing measure ϑy. Then the following assertions hold.
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(i) If ∑
y∈φ−1w ({x})
µw(y)
µ(x)
∫ ∞
0
1
t
ϑy(d t) 6 1, (134)
then {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence with a representing
measure ϑ˜x given by
ϑ˜x(σ) =
∑
y∈φ−1w ({x})
µw(y)
µ(x)
∫
σ
1
t
ϑy(d t) + εx · δ0(σ), σ ∈ B(R+), (135)
where
εx = 1−
∑
y∈φ−1w ({x})
µw(y)
µ(x)
∫ ∞
0
1
t
ϑy(d t). (136)
(ii) If {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence, and {hφn+1,ŵn+1(x)}∞n=0
is a determinate Stieltjes moment sequence, then the inequality (134)
holds, the Stieltjes moment sequence {hφn,ŵn(x)}∞n=0 is determinate and
its unique representing measure ϑ˜x is given by (135) and (136).
Proof of Theorem 90. The “only if” part follows from Corollary 13 and
(123). To prove the “if” part, assume that At(µw) ⊆ At(µw ◦ φ−1). By Lemma
91(ii), for every x ∈ At(µw ◦φ−1), the Stieltjes moment sequence {hφn,ŵn(x)}∞n=0 is
determinate; let us denote its unique representing measure by P (x, ·). Set P (x, ·) =
δ0 for x ∈ X \ At(µw ◦ φ−1). Since At(µw ◦ φ−1) ⊆ At(µ) and hφ0,ŵ0(x) = 1 for all
x ∈ At(µ), we see that P : X ×B(R+)→ [0, 1] is a family of probability measures.
It follows from Lemma 91(ii) that for every x ∈ At(µw ◦ φ−1),
P (x, σ) =
∑
y∈φ−1w ({x})
µw(y)
µ(x)
∫
σ
1
t
P (y, d t) + εx · δ0(σ), σ ∈ B(R+), (137)
where εx is given by (136) for x ∈ At(µw ◦φ−1). It is easily seen that (137) implies
that P (y, {0}) = 0 for all y ∈ φ−1w ({x}) and x ∈ At(µw ◦ φ−1). Hence, integrating
the function R+ ∋ t 7→ t · χσ(t) ∈ R+ with respect to the measures appearing on
both sides of the equality in (137) yields∫
σ
tP (x, d t) =
∑
y∈φ−1w ({x})
µw(y)
µ(x)
P (y, σ), σ ∈ B(R+), x ∈ At(µw ◦ φ−1). (138)
Applying Theorem 89 completes the proof. 
The following corollary generalizes [19, Theorem 41].
Corollary 92. Suppose (AS4) holds, Cφ,w is densely defined and w(x) 6= 0
for every x ∈ At(µ). Then the following assertions are valid:
(i) if (133) holds for every x ∈ At(µ◦φ−1), then Cφ,w is subnormal if and only
if At(µ) ⊆ At(µ ◦φ−1) or, equivalently, if and only if At(µ) = At(µ ◦φ−1),
(ii) if (133) holds for every x ∈ At(µ) and At(µ) = X, then φ(X) = X,
At(µ ◦ φ−1) = X and Cφ,w is subnormal.
Moreover, if (133) holds for every x ∈ At(µ), then D∞(Cφ,w) = L2(µ).
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Figure 2. An example illustrating (139).
Proof. Applying Theorem 90 and noting that the measures µ and µw are
mutually absolutely continuous and At(µ◦φ−1) ⊆ At(µ) (see Proposition 79(i)), we
get (i). The proof of (ii) is essentially the same as that of the “in particular” part
of [19, Theorem 41], and so we leave it to the reader. The “moreover” part is a
direct consequence of Proposition 45 and Theorem 47. 
Finally, regarding Theorem 90, we note that it may happen that φ(X) = X and
At(µw)  At(µw ◦ φ−1)  At(µ). (139)
This phenomenon is illustrated by Figure 2 in which µ is an arbitrary discrete
measure on X such that At(µ) = X and w = χX\{−1,0}.
6.4. Moments and injectivity
We begin this section by shedding more light on relationships between the
generation of Stieltjes moment sequences and the geometry of graphs induced by
symbols of weighted composition operators in the discrete case. We also refer the
reader to Remarks 98 and 101 for more comments on this matter.
Theorem 93. Suppose (AS4) holds, At(µ) = X and w(x) 6= 0 for every x ∈ X.
Then Cφ,w is well-defined, At(µ◦φ−1) = φ(X) and the following assertions are valid:
(i) if x ∈ φ(X) and {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence, then
x ∈ φ∞(X), where φ∞(X) := ⋂∞n=1 φn(X),
(ii) if Cφ,w is densely defined, x ∈ φ(X \φ(X)) and {hφn,ŵn(y)}∞n=0 is a Stielt-
jes moment sequence for all y ∈ {x} ∪ Yx, where Yx = φ−1({x}) ∩ φ(X),
then x ∈ φ∞(X), Yx = φ−1({x}) ∩ φ∞(X) and {hφn+1,ŵn+1(x)}∞n=0 is an
indeterminate Stieltjes moment sequence,
(iii) if for every x ∈ φ(X), {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence,
then Cφ,w generates Stieltjes moment sequences and φ(X) = φ
∞(X),
(iv) if (133) holds for every x ∈ φ(X), then φ(X) = X and Cφ,w is subnormal,
(v) if Cφ,w is subnormal and D∞(Cφ,w) = L
2(µ), then φ(X) = φ∞(X).
Proof. Obviously, the measures µ and µw are mutually absolutely continuous,
At(µ ◦φ−1) = φ(X) and Cφ,w is well-defined. It is also clear that φ−n({x}) = ∅ for
all n ∈ N and x ∈ X \ φ(X). This, Proposition 79(ii) and Lemma 3 imply that
for every x ∈ X \ φ(X), {hφn,ŵn(x)}∞n=0 is a determinate Stieltjes
moment sequence with the representing measure δ0.
(140)
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(i) Suppose, contrary to our claim, that there exists k ∈ N such that x ∈
X \ φk(X). Then φ−k({x}) = ∅ and thus, by Proposition 79(ii), hφk,ŵk(x) = 0. It
follows from our assumptions and Lemma 3 that hφ,w(x) = 0. This combined with
Proposition 79(ii) yields x ∈ X \ φ(X), which is a contradiction.
(ii) Since, by (i), x ∈ φ∞(X) and Yx = φ−1({x}) ∩ φ∞(X), it remains to
show that {hφn+1,ŵn+1(x)}∞n=0 is an indeterminate Stieltjes moment sequence. Sup-
pose, contrary to our claim, that {hφn+1,ŵn+1(x)}∞n=0 is a determinate Stieltjes
moment sequence. By our assumption and (140), for every y ∈ {x} ∪ φ−1({x}),
{hφn,ŵn(y)}∞n=0 is a Stieltjes moment sequence with a representing measure, say
ϑy. Noting that x ∈ At(µw ◦ φ−1), we infer from Lemma 91(ii) that the inequality
(134) holds. Hence, since x = φ(y0) for some y0 ∈ X \ φ(X), and consequently
y0 ∈ φ−1({x}) ∩ (X \ φ(X)), we have
∫∞
0
1
t dϑy0(t) < ∞, which contradicts the
equality ϑy0 = δ0 (see (140)).
(iii) In view of Theorem 48 and (140), Cφ,w generates Stieltjes moment se-
quences. The equality φ(X) = φ∞(X) is a direct consequence of (i).
(iv) According to (140), the condition (133) holds for every x ∈ X . Therefore,
the assertion (iv) follows from Corollary 92(ii).
(v) Apply [16, Proposition 3.2.1], Theorem 48 and (iii). 
Regarding the assertions (iii) and (v) of Theorem 93, the following well-known
and easy to prove set-theoretical result is worth recalling.
Proposition 94. If φ is a transformation of a nonempty set X, then the
following conditions are equivalent:
(i) φ(X) = φ∞(X),
(ii) φ(X) = φ2(X),
(iii) φ(X) = φn(X) for some integer n > 2,
(iv) φ(X) = φn(X) for every integer n > 2.
Below, we show that the assertion (iii) of Theorem 93 is related to the injectivity
problem (see Problem 96).
Remark 95. Suppose that (AS4) holds, At(µ) = X and w(x) 6= 0 for every x ∈
X . By Theorem 48 and (140), the assertion (iii) of Theorem 93 is equivalent to the
statement that, if Cφ,w generates Stieltjes moment sequences, then φ(X) = φ
∞(X).
Hence, the question arises as to whether this equality implies the surjectivity of φ
when Cφ,w generates Stieltjes moment sequences. If the answer to this question
is in the negative, then it can (and does) happen that such Cφ,w is not injective
because χ{x} ∈ N (Cφ,w) for every x ∈ X \ φ(X). In turn, if the answer is in
the affirmative, then such Cφ,w is always injective (see Lemma 11). This question
is a particular case of a more general problem (see Problem 96 below), called the
injectivity problem, which was originally stated for composition operators in [21,
Problem 3.3.6].
Problem 96 (Injectivity problem). Suppose that (AS2) holds, Cφ,w generates
Stieltjes moment sequences and w 6= 0 a.e. [µ]. Is it true that Cφ,w is injective?
It is worth mentioning that Problem 96 has a negative answer if the hypothesis
that w 6= 0 a.e. [µ] is dropped (cf. Section 2.3(g)). What is more, it may happen
that Cφ,w is an isometry when w vanishes on a set of positive µ-measure.
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Figure 3. Illustrations of two transformations φ appearing in Ex-
ample 97.
Now, we discuss an example (or, in fact, two examples) which shows that the
injectivity problem is hard to solve.
Example 97. Fix η ∈ N. Let φ be a transformation of X as in one of
the two subfigures of Figure 3. Take any discrete measure µ on X such that
At(µ) = X . Let w : X → C be any function such that w(x) 6= 0 for every x ∈ X .
Then the weighted composition operator Cφ,w is easily seen to be densely de-
fined (in fact, D∞(Cφ,w) = L
2(µ) because χ{x} ∈ D∞(Cφ,w) for every x ∈ X).
Clearly, X \ φ(X) = {A1, . . . , Aη} and thus Cφ,w is not injective. What is more,
the symbol φ satisfies the equality φ(X) = φ∞(X). It follows from Theorem
93(ii) that if {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence for x ∈ {0, 1}, then
{hφn+1,ŵn+1(0)}∞n=0 is an indeterminate Stieltjes moment sequence. We refer the
reader to [21, Propositions 3.3.3 and 3.3.4] for more examples of this kind.
Theorem 93 turns out to be useful when localizing points x in X with the
property that {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence.
Remark 98. Assume (AS4) holds, At(µ) = X and w(x) 6= 0 for every x ∈ X .
Take any x ∈ X . Then we have three disjunctive possibilities:
(a) x ∈ X \ φ(X),
(b) x ∈ φ(X) \ φ∞(X),
(c) x ∈ φ∞(X).
If (a) holds, then by (140), {hφn,ŵn(x)}∞n=0 is a determinate Stieltjes moment se-
quence. If (b) holds, then by the assertion (i) of Theorem 93, {hφn,ŵn(x)}∞n=0 is
never a Stieltjes moment sequence. Finally, if (c) holds, then {hφn,ŵn(x)}∞n=0 may
or may not happen to be a Stieltjes moment sequence. The last possibility will be
discussed in Example 99 below.
Example 99. Let φ be a transformation of X as in one of the two subfigures
of Figure 4 and let µ be any discrete measure on X such that At(µ) = X . Note
that X \ φ(X) = A2, φ(X) \ φ∞(X) = A1 and φ∞(X) = X \ {A1, A2}. Note also
that D∞(Cφ) = L
2(µ) and Cφ is not injective (cf. Example 97).
It is easily seen that if {hφn(x)}∞n=0 is a Stieltjes moment sequence for a fixed
x ∈ N, then so is {hφn(x + 1)}∞n=0 (because µ(x + 1)hφn(x + 1) = µ(x)hφn+1(x)).
Suppose now that {hφn(0)}∞n=0 is a Stieltjes moment sequence. By analogy with
x = 1, we can ask whether {hφn(x)}∞n=0 is a Stieltjes moment sequence for every
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x ∈ φ−1({0}). In view of Remark 98, this is not the case for x = A1. We will
show that this is also not the case for x = 1 if the Stieltjes moment sequence
{hφn+2(0)}∞n=0 is determinate. Suppose, contrary to our claim, that {hφn(x)}∞n=0
is a Stieltjes moment sequence for x ∈ {0, 1} and {hφn+2(0)}∞n=0 is a determinate
Stieltjes moment sequence. Note that Lemma 91 is not applicable to x = 0. Since
{µ(1)hφn+1(1)}∞n=0 = {µ(n+2)}∞n=0 is a Stieltjes moment sequence, we deduce that
{µ(n + 2) + µ(A2)δn,0}∞n=0 is a Stieltjes moment sequence with
the representing measure ν + µ(A2)δ0, where ν is a representing
measure of {µ(1)hφn+1(1)}∞n=0.
(141)
Assume first that φ is as in the left subfigure of Figure 4. Then
{µ(0)hφn+2(0)}∞n=0 = {µ(n+ 2) + µ(A2)δn,0}∞n=0.
Since the Stieltjes moment sequence {µ(0)hφn+2(0)}∞n=0 is determinate, we deduce
from (141) and [16, Lemma 2.4.1] that {µ(0)hφn+1(0)}∞n=0 is not a Stieltjes moment
sequence, which contradicts the fact that {µ(0)hφn(0)}∞n=0 is a Stieltjes moment
sequence.
Suppose now that φ is as in the right subfigure of Figure 4. Note that the
sequence {γn}∞n=0 defined by γn = µ(0)hφn+1(0) for n ∈ Z+ is a Stieltjes moment
sequence. Let ρ be a representing measure of {γn}∞n=0. Then∫ ∞
0
tn(t− 1) dρ(t) = γn+1 − γn = µ(n+ 2) + µ(A2)δn,0, n ∈ Z+.
This and (141) imply that∫ ∞
0
tn|t− 1|χ(1,∞)(t) dρ(t) =
∫ ∞
0
tn|t− 1|χ[0,1)(t) dρ(t)
+
∫ ∞
0
tn d(ν + µ(A2)δ0)(t), n ∈ Z+. (142)
Observe that ∫
σ
|t− 1|χ(1,∞)(t) dρ(t) 6
∫
σ
t dρ(t), σ ∈ B(R+).
Since t dρ(t) is a representing measure of the determinate Stieltjes moment sequence
{γn+1}∞n=0 = {µ(0)hφn+2(0)}∞n=0, we deduce from [21, Proposition 2.1.3] that the
Stieltjes moment sequence {∫∞0 tn|t − 1|χ(1,∞)(t) dρ(t)}∞n=0 is determinate. This
together with (142) implies that∫
σ
|t− 1|χ(1,∞)(t) dρ(t) =
∫
σ
|t− 1|χ[0,1)(t) dρ(t) + (ν + µ(A2)δ0)(σ) (143)
for every σ ∈ B(R+). Substituting σ = {0} into (143), we are led to a contradiction.
Summarizing, in both cases, {hφn(1)}∞n=0 is not a Stieltjes moment sequence
whenever {hφn(0)}∞n=0 is a Stieltjes moment sequence and {hφn+2(0)}∞n=0 is a de-
terminate Stieltjes moment sequence. It would be interesting to know whether the
determinacy assumption could be dropped. This leaves us with the following open
question (cf. Remark 98).
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Figure 4. Illustrations of two transformations φ appearing in Ex-
ample 99.
Problem 100. Suppose (AS4) holds, At(µ) = X and w has no zeros in X.
Assume that x ∈ φ∞(X) and Zx \ {x} 6= ∅, where
Zx := φ
−1({x}) ∩ φ∞(X). (144)
Is it true that if {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence, then {hφn,ŵn(z)}∞n=0
is a Stieltjes moment sequence for every z ∈ Zx \ {x}.
We conclude this section with the following remark.
Remark 101. The reader should be aware of the fact that there is a transfor-
mation φ such that Zx = ∅ for some x ∈ φ∞(X), and that there is a transformation
φ such that Zx 6= ∅ and Zx \{x} = ∅ (equivalently, Zx = {x}) for some x ∈ φ∞(X),
where Zx is as in (144). Indeed, if φ is the transformation of X as in the left
subfigure of Figure 5, then
X \ φ(X) = {A1, A2, A3, . . .}, φ∞(X) = {0, 1, 2, . . .},
and consequently
φ−1({0}) ∩ (X \ φ(X)) = {A1},
φ−1({0}) ∩ (φ(X) \ φ∞(X)) = {B1, B2, B3, . . .},
Z0 = φ
−1({0}) ∩ φ∞(X) = ∅.
 (145)
Moreover, by (145), the point x = 0 has the following property (cf. Theorem 93(ii))
x ∈ φ(X \ φ(X)), φ−1({x}) ∩ (φ(X) \ φ∞(X)) 6= ∅ and Zx  Yx. (146)
In turn, if φ is the transformation of X as in the right subfigure of Figure 5, then
0 ∈ φ∞(X), Z0 6= ∅ and Z0 \ {0} = ∅; moreover, as in the previous case, the point
x = 0 satisfies the condition (146).
6.5. Examples
We begin by providing an example of an isometric weighted composition oper-
ator Cφ,w for which the corresponding composition operator Cφ is not well-defined
(see Example 102). This example also shows that the assumption (ii-a) of Theorem
60 cannot be omitted. That none of the remaining assumptions (ii-b) and (ii-c) of
Theorem 60 can be omitted is demonstrated in Examples 103 and 104 respectively.
Example 102 (Condition (ii-a) is missing). Set X = Z+. Let µ : 2
X → R+ be
the σ-finite measure such that µ(n) = 1 for every n > 1 and µ(0) = 0. Define the
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Figure 5. Illustrations of two transformations φ appearing in Re-
mark 101.
transformation φ of X by
φ(n) =
{
n− 1 if n > 1,
0 if n = 0,
n ∈ X.
Let w : X → C be the function given by
w(n) =
{
0 if n ∈ {0, 1},
1 if n > 2,
n ∈ X.
Using Proposition 79, we verify that Cφ,w is well-defined and
hφ,w(n) = 1, n > 1,
Hence, the condition (ii-c) of Theorem 60 holds and, by (26), Cφ,w is an isometry on
L2(µ). Setting en = χ{n} for all n ∈ N and noting that {en}∞n=1 is an orthonormal
basis of L2(µ) such that Cφ,wen = en+1 for every n ∈ N, we deduce that the
weighted composition operator Cφ,w is unitarily equivalent to the unilateral shift
of multiplicity 1. This means that Cφ,w is not cohyponormal. It is easily seen that
the condition (v) of Lemma 57 is satisfied, so by this lemma the condition (ii-b) of
Theorem 60 holds. As a consequence, the condition (ii-a) of this theorem does not
hold. The latter can be also verified directly. Since µ(0) = 0 and µ ◦ φ−1(0) = 1,
we infer from Proposition 7 that the corresponding composition operator Cφ is not
well-defined.
In view of Example 102, one may ask whether there exists a unitary weighted
composition operator Cφ,w for which the corresponding composition operator Cφ
is not well-defined. However, this possibility is disproved by Proposition 109(iii).
As shown below, the case when the condition (ii-b) of Theorem 60 is missing
can be realized even by a composition operator in a two-dimensional L2-space.
Example 103 (Condition (ii-b) is missing). Let N , X , A , µ and φ be as
in Example 31 and let Cφ be the corresponding composition operator in L
2(µ).
Then Cφ ∈ B(L2(µ)) and Cφ is a rank-one operator which is not paranormal.
Plainly, the condition (ii-a) of Theorem 60 holds. Since hφ =
µ(X)
µ(0) χ{0}, we see
that hφ 6 hφ ◦ φ, which means that the condition (ii-c) of Theorem 60 is satisfied
as well. Since Cφ is compact, it is not cohyponormal. Indeed, otherwise, by [54,
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Problem 206], Cφ is normal and, as such, it is paranormal, which is a contradiction.
(That Cφ is not cohyponormal can be justified in a more elementary manner by
exploiting the fact that Cφ is a rank-one operator.) By Theorem 60, the condition
(ii-b) of Theorem 60 does not hold. The same can be deduced from Lemma 57(v) by
noticing that the function f = χ{0} satisfies the equality f = χ{hφ,w>0} · f , though
it is not of the form f = g ◦ φ for any g : X → R+. Since ‖Cφ‖2 = µ(X)µ(0) , we can
immediately obtain an example of an unbounded composition operator possessing
all the required properties simply by considering a countably infinite orthogonal
sum of bounded composition operators discussed above (cf. [19, Corollary C.2]).
Example 104 (Condition (ii-c) is missing). Set X = Z and A = 2X . Let
µ : A → R+ be the counting measure, φ be the transformation of X given by
φ(n) = n+1 for n ∈ X and w : X → C\ {0} be any function. Clearly, the weighted
composition operator Cφ,w is well-defined and
hφ,w(n) = |w(n− 1)|2, n ∈ Z, (147)
so Cφ,w is densely defined. The condition (ii-a) of Theorem 60 is obviously satisfied.
As φ−1(A ) = A , we see that Eφ,w = IL2(µw), and consequently the condition (ii-b)
of Theorem 60 is satisfied as well. It follows from (147) that the condition (ii-c)
of Theorem 60 holds if and only if |w(n − 1)| 6 |w(n)| for all n ∈ Z. Choosing an
appropriate w, we easily obtain the example with the required properties.
Now we demonstrate how restrictive the condition (ii-c) of Theorem 60 really is.
Remark 105. Let Sλ be a weighted shift on a rootless and leafless directed tree
T = (V,E) with nonzero weights λ = {λv}v∈V ⊆ C. Assume that card(V ) = ℵ0.
As we know (see Sect. 2.3(e)), Sλ = Cφ,w, where X = V , A = 2
V , µ is the counting
measure, φ(u) = par(u) and w(u) = λu for all u ∈ V . Clearly, the condition (ii-a)
of Theorem 60 is satisfied. Since At(µw) = X , we deduce that
φ−1(A ) = σ({Chi(u) : u ∈ V }). (148)
Since φ is surjective, we see that hφ,w(x) > 0 for every x ∈ X . Hence, by Lemma
57(iv), the condition (ii-b) of Theorem 60 holds if and only if A = φ−1(A ). In view
of (148) and [57, Proposition 2.1.2], the latter is valid if and only if card(Chi(u)) = 1
for every u ∈ V . This in turn is equivalent to the fact that T is graph-isomorphic
to the directed tree (Z, {(n, n+1): n ∈ Z}) (see the second paragraph of the proof
of [57, Theorem 5.2.2]).
Our next goal is to discuss issues related to the selfadjointness of weighted
composition operators. To begin with, note that if a composition operators Cφ is
symmetric, then, by (26) and [19, Proposition B.1], hφ = 1 a.e. [µ]. This is no
longer true for symmetric weighted composition operators. Indeed, it is enough to
consider the multiplication operator Mw by an A -measurable function w : X → R.
This operator is selfadjoint and hφ,w = |w|2 a.e. [µ] (see Lemma 74).
The next two examples show that neither of the conditions (ii-a) and (ii-b) of
Theorem 72 is sufficient for Cφ,w to be selfadjoint even if Cφ,w has some additional
properties.
Example 106. Set X = Z and A = 2X . Let µ : A → R+ be a σ-finite measure
such that At(µ) = X , φ be the transformation of X given by φ(n) = n+1 for n ∈ X
and w : X → (0,∞) be any function. Clearly, Cφ,w is densely defined. Note that
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the condition (ii-b) of Theorem 72 is not satisfied because otherwise by Corollary
70(iii) and the fact that At(µw) = X , we see that idX = idX ◦ φ2, which is a
contradiction. The condition (ii-a) of Theorem 72 takes the following form
w(n)w(n + 1)
w(n− 1)2 =
µ(n− 1)
µ(n)
, n ∈ Z. (149)
Given any function w : X → (0,∞), we can solve the functional equation (149) with
respect to µ (by fixing the value of µ at any point of Z). For such µ, the condition
(ii-a) of Theorem 72 is satisfied and, by this theorem, Cφ,w is not selfadjoint. Since,
by the condition (ii-a) of Theorem 72, hφ,w(n) = w(n)w(n + 1) for all n ∈ N,
we deduce that {hφ,w(n)}n∈Z can be an arbitrary two-sided sequence of positive
real numbers. This means that Cφ,w can be either a bounded or an unbounded
operator. What is more, if hφ,w = 1, then by (26), Cφ,w is an isometry. Since{
1√
µ(n)
χ{n} : n ∈ Z
}
is an orthonormal basis of L2(µ) and
Cφ,w(χ{n}) = w(n− 1)χ{n−1}, n ∈ Z,
we conclude that Cφ,w is in fact a unitary operator.
Example 107. We show here that the following phenomena related to the
selfadjointness of Cφ,w can happen (cf. Propositions 71 and 78):
(A) Cφ,w is not selfadjoint, the condition (ii-b) of Theorem 72 holds and w =√
hφ,w a.e. [µ],
(B) Cφ,w is bounded selfadjoint and not positive, the equality w =
√
hφ,w
a.e. [µ] does not hold, Cφ is a densely defined nonsymmetric operator in
L2(µw) whose square C
2
φ is not closed and C
2
φ  Cφ2 ,
(C) Cφ,w is selfadjoint and not positive, and w =
√
hφ,w a.e. [µ] (this can be
done even when w = 1).
For this purpose, set X = Z+ and A = 2
X . Let w : X → (0,∞) be any function,
µ : A → R+ be a σ-finite measure such that At(µ) = X and φ be a transformation
of X given by φ(2k) = 2k + 1 and φ(2k + 1) = 2k for all k ∈ Z+. Then φ is a
bijection such that φ2 = idX . As a consequence, the condition (ii-b) of Theorem
72 is satisfied. Note also that the condition (ii-b) of Theorem 76 is not satisfied.
Indeed, otherwise by Corollary 70, we have idX ◦φ = idX , which is a contradiction.
Clearly, Cφ,w is densely defined and
hφ,w(x) =

w(2k+1)2µ(2k+1)
µ(2k) if x = 2k with k ∈ Z+,
w(2k)2µ(2k)
µ(2k+1) if x = 2k + 1 with k ∈ Z+,
x ∈ X. (150)
Hence, the condition (ii-a) of Theorem 72 takes the form (cf. (149))
w(2k + 1)
w(2k)
=
µ(2k)
µ(2k + 1)
, k ∈ Z+. (151)
In turn, the equality w =
√
hφ,w a.e. [µ] holds if and only if(
w(2k + 1)
w(2k)
)2
=
µ(2k)
µ(2k + 1)
, k ∈ Z+. (152)
Plainly, for any function w : X → (0,∞) such that w(0) 6= w(1), there exists a
measure µ that satisfies (152) and does not satisfy (151). By Theorem 72, for such
w and µ, the condition (A) holds. In turn, for any function w : X → (0,∞) such
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that w(2k+1) = w(2k) for all k ∈ Z+, there exists a measure µ that satisfies (151)
and (152). Since the condition (ii-b) of Theorem 76 is not satisfied, we infer from
Theorems 72 and 76 that for such w and µ, the condition (C) holds. In particular,
choosing w = 1, we get the composition operator that satisfies (C).
Let us now observe that each of the items (A) and (C) can be realized by
bounded and also by unbounded operators Cφ,w. Indeed, in each of these items we
can assume that the equalities in (151) and (152) hold for every k ∈ N. Then, by
(150), we have
hφ,w(2k) = hφ,w(2k + 1) = w(2k)
2, k ∈ N,
which together with Proposition 8 enables us to obtain weighted composition op-
erators with the required properties.
Finally, we discuss the condition (B). First, we specify the weight w and the
measure µ. Set w(2k) = 1 and w(2k+1) = 1k+1 for k ∈ Z+, and choose the measure
µ such that µ(2k)µ(2k+1) =
1
k+1 for all k ∈ Z+. It follows from (150) that Cφ,w ∈
B(L2(µ)). As (151) is valid, we infer from Theorem 72 that Cφ,w is selfadjoint.
Since (152) does not hold, we infer from Proposition 71 that Cφ,w is not positive.
Clearly, Cφ is densely defined as an operator in L
2(µw) and
hφ(2k + 1) = k + 1, k ∈ Z+,
where hφ :=
dµw◦φ
−1
dµw
, and so by Proposition 8, Cφ is not bounded. Hence, since
Cφ is closed and Cφ2 = IL2(µw), we deduce that C
2
φ  Cφ2 . By Lemma 44(iii), C
2
φ
is not closed. In turn, by Corollary 73(i), Cφ is not symmetric.
In closing this section, we make a few comments on selfadjoint weighted com-
position operators.
Remark 108. First, note that the situation described in the condition (A)
of Example 107 never happens in the case of composition operators Cφ. Indeed,
otherwise the condition (ii-a) of Theorem 72 is automatically satisfied and thus,
by this theorem, Cφ is selfadjoint, which is a contradiction. Second, in view of
Corollary 73(i) and (26), the situation described in the condition (B) of Example
107 also never happens in the case of composition operators. Third, the condition
(ii-b) of Theorem 76 is not sufficient for Cφ,w to be positive and selfadjoint. Indeed,
if µw is nonzero and the condition (ii-b) of Theorem 76 holds, then by Corollary
75, we can find an A -measurable function u : X → C such that µ(u−1(C \ R)) > 0,
|w| = |u| and Cφ,u = Mu. Since µw = µu, the condition (ii-b) of Theorem 76
holds with u in place of w and Cφ,u is neither selfadjoint nor positive. Fourth,
also the condition (ii-a) of Theorem 76 is not sufficient for Cφ,w to be selfadjoint
and positive (cf. Proposition 67). This can be seen even in the case of composition
operators (cf. [19, Example B.2]). Fifth, one can show, by modifying [22, Example
3.2], that the equality Cφ = IL2(µ) does not imply that φ = idX a.e. [µ]; what is
worse, it may happen that the set {x ∈ X : φ(x) = x} is not even A -measurable.
CHAPTER 7
Relationships Between Cφ,w and Cφ
In this chapter, we investigate the interplay between selected properties of a
weighted composition operator Cφ,w and the corresponding composition operator
Cφ. In Section 7.1, we discuss the questions of when the product MwCφ is closed
and when it coincides with Cφ,w (see Theorems 110 and 112). The relationships
between the Radon-Nikodym derivatives hφ and hφ,w are described in Section 7.2
(see Propositions 116 and 119). In Section 7.3, using a result due to Berg and
Dura´n, we give conditions enabling us to deduce the subnormality of Cφ,w from that
of Cφ (see Theorem 126). The converse possibility is discussed in Theorem 130. In
Section 7.4, we provide a criterion for a bounded weighted composition operator
with matrix symbol to be subnormal (see Theorem 131). We conclude the chapter
with Section 7.5 containing numerous examples illustrating our considerations.
The reader should be aware that in this chapter we apply our previous results,
not only to Cφ,w, but also to Cφ. Recall that the Radon-Nikodym derivative hφ
and the conditional expectation Eφ correspond to Cφ.
7.1. MwCφ versus Cφ,w
We begin by stating the most basic relationship between them. Recall that the
composition operator Cφ may not be well-defined even if the weighted composition
operator Cφ,w is an isometry (see Example 102; see also Examples 133 and 134).
Proposition 109. Suppose (AS1) holds. Then the following assertions hold:
(i) if the composition operator Cφ is well-defined, then Cφ,w is well-defined
and MwCφ ⊆ Cφ,w,
(ii) if w 6= 0 a.e. [µ] and Cφ,w is well-defined, then Cφ is well-defined,
(iii) if Cφ,w is well-defined and has dense range, then Cφ is well-defined.
Proof. (i)&(ii) This essentially follows from Proposition 7.
(iii) Suppose, contrary to our claim, that Cφ is not well-defined. Hence, there
exists ∆ ∈ A such that µ(∆) = 0 and µ(φ−1(∆)) > 0. By the σ-finiteness of
µ, there exists a sequence {Xn}∞n=1 ⊆ A such that Xn ր X as n → ∞ and
µ(Xn) <∞ for all n ∈ N. By continuity of measure, there exists N ∈ N such that
0 < µ(φ−1(∆) ∩XN ) <∞. (153)
Since Cφ,w is well-defined, we have
0 = µw(φ
−1(∆)) =
∫
φ−1(∆)
|w|2 dµ,
which shows that w = 0 on φ−1(∆) a.e. [µ]. Therefore, we have
w = 0 on φ−1(∆) ∩XN a.e. [µ]. (154)
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Set g = χφ−1(∆)∩XN . Then, by (153) and (154), g ∈ L2(µ) \ {0} and
〈Cφ,wf, g〉 =
∫
φ−1(∆)∩XN
w · f ◦ φdµ = 0, f ∈ D(Cφ,w).
This means that g ⊥ R(Cφ,w), which is a contradiction. 
It is to be emphasized that in general the operators Cφ,w and MwCφ may not
coincide even if the composition operator Cφ is densely defined (see Example 142).
Theorem 110 below provides a necessary and sufficient condition for the operators
Cφ,w and MwCφ to be equal. Note that in the proofs of Theorems 110 and 112
and Lemma 113 we use the fact that intersections and inclusions of L2-spaces make
sense whenever the underlying measures are mutually absolutely continuous.
Theorem 110. Suppose (AS1) holds and Cφ is well-defined. Then Cφ,w is
well-defined and the following two conditions are equivalent:
(i) Cφ,w =MwCφ,
(ii) there exists c ∈ R+ such that hφ 6 c(1 + hφ,w) a.e. [µ].
Proof. It follows from Proposition 109 that Cφ is well-defined and MwCφ ⊆
Cφ,w. Since, by Proposition 8(i), D(Cφ,w) = L
2((1 + hφ,w) dµ) and D(MwCφ) =
L2((1 + hφ) dµ) ∩ L2((1 + hφ,w) dµ), we deduce that Cφ,w = MwCφ if and only if
L2((1 + hφ,w) dµ) ⊆ L2((1 + hφ) dµ). Now applying [18, Corollary 12.4] completes
the proof of the equivalence (i)⇔(ii). 
As shown below, the operators Cφ,w and MwCφ coincide if either Cφ is a
bounded operator on L2(µ) or if Mw is bounded from below.
Proposition 111. Suppose (AS1) holds. Then the following assertions hold:
(i) if Cφ ∈ B(L2(µ)), then Cφ,w is well-defined and Cφ,w =MwCφ,
(ii) if α := µ-ess inf|w| > 0 and Cφ,w is well-defined, then Cφ is well-defined,
Cφ,w =MwCφ and
hφ 6
1
α2
hφ,w a.e. [µ]; (155)
if, moreover, Cφ,w is densely defined (resp., Cφ,w is in B(L
2(µ))), then
so is Cφ,
(iii) if Mw ∈ B(L2(µ)) and Cφ is well-defined, then Cφ,w is well-defined and
hφ,w 6 ‖Mw‖2 hφ a.e. [µ];
if, moreover, Cφ is densely defined (Cφ is in B(L
2(µ))), then so is Cφ,w.
Proof. The assertion (i) is a consequence of Proposition 8(v) and Theorem
110. In turn, applying (7) twice, we get∫
∆
hφ dµ = µ ◦ φ−1(∆) 6 1
α2
∫
∆
χ∆ ◦ φdµw = 1
α2
∫
∆
hφ,w dµ, ∆ ∈ A ,
which together with [3, Theorem 1.6.11] yields (155). The “moreover” part of (ii)
is a direct consequence of (155) and Propositions 8 and 10. The assertion (iii) can
be proved in a similar way. 
Our next goal is to answer the question of when the product MwCφ is closed.
The solution given below resembles the characterization of when the operators Cφ,w
and MwCφ coincide (see Theorem 110).
7.1. MwCφ VERSUS Cφ,w 93
Theorem 112. Suppose (AS1) holds and Cφ is well-defined. Then Cφ,w is
well-defined and the following two conditions are equivalent:
(i) MwCφ is a closed operator,
(ii) there exists c ∈ R+ such that hφ 6 c(1 + hφ,w) a.e. [µ] on {hφ <∞}.
Before proving Theorem 112, we need the following auxiliary lemma which
seems to be of independent interest. Note that this lemma is no longer true if we
drop the requirement that the measure ν be σ-finite (see [18, Appendix A] for a
counterexample as well as for related results).
Lemma 113. Let (Y,B, ν) be a σ-finite measure space and let g1, g2 be B-
measurable scalar functions on Y such that 0 < g1 6 g2 6 ∞ a.e. [ν]. Then
L2(g2 dµ) is a closed subspace of L
2(g1 dµ) if and only if there exists c ∈ R+ such
that g2 6 c g1 a.e. [ν] on {g2 <∞}.
Proof. Set E = {g2 <∞}. First, we note that L2(g2 dν) is a vector subspace
of L2(g1 dν) and
L2(g2 dν) = χE · L2(g2 dν),
L2(g1 dν) = χE · L2(g1 dν)⊕ χY \E · L2(g1 dν),
(156)
where the orthogonality refers to the inner product of L2(g1 dν). Since the mapping
U : χE · L2(g1 dν) ∋ f 7−→ f |E ∈ L2(E, g1 dν)
is a well-defined unitary isomorphism such that
U
(
χE · L2(g2 dν)
)
= L2(E, g2 dν),
and, by [18, Lemma 12.1], L2(E, g2 dν) is dense in L
2(E, g1 dν), we deduce from
(156) that L2(g2 dν) is a closed subspace of L
2(g1 dν) if and only if L
2(E, g2 dν) =
L2(E, g1 dν). An application of [18, Lemma 12.4] completes the proof. 
Proof of Theorem 112. By Proposition 109, Cφ,w is well-defined. Set g1 =
1 + hφ,w and g2 = 1+ hφ + hφ,w. It follows from Proposition 8 that
D(MwCφ) = L
2((1 + hφ) dµ) ∩ L2((1 + hφ,w) dµ) = L2(g2 dµ),
and that D(Cφ,w) equipped with the graph norm ‖ · ‖Cφ,w coincides with the Hilbert
space L2((1 + hφ,w) dµ). Since MwCφ ⊆ Cφ,w, we deduce that the product MwCφ
is closed if and only if L2(g2 dµ) is a closed subspace of L
2(g1 dµ). An application
of Lemma 113 completes the proof. 
The relationship between the closedness of the productMwCφ and the equality
Cφ,w =MwCφ is explained in Proposition 114 below. As shown in Example 143, the
implication (ii)⇒(i) in Proposition 114 is false if the assumption that Cφ is densely
defined is dropped (however the reverse implication is true if Cφ is well-defined).
Proposition 114. Suppose (AS1) holds and Cφ is densely defined. Then Cφ,w
is well-defined and the following two conditions are equivalent:
(i) Cφ,w =MwCφ,
(ii) MwCφ is a closed operator.
Proof. Propositions 7 and 109 guarantee that Cφ,w is well-defined and (AS2)
holds. The implication (i)⇒(ii) is a direct consequence of Proposition 8(iv), while
the implication (ii)⇒(i) follows from Theorem 112, Propositions 7 and 10 applied
to w = 1 and Theorem 110. 
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Concluding this section, we provide a factorization of a weighted composition
operator into the product of a unitary multiplication operator and a weighted com-
position operator with nonnegative weight.
Proposition 115. Suppose (AS1) holds. Then the following assertions hold:
(i) µw = µ|w|, µw ◦ φ−1 = µ|w| ◦ φ−1 and hφ,w = hφ,|w| a.e. [µ],
(ii) Cφ,w is well-defined if and only if Cφ,|w| is well-defined,
(iii) if Cφ,w is well-defined, then (see Section 2.3(a) for notation)
Cφ,w =Msign(w)Cφ,|w|, (157)
where
(sign(w))(x) =
{
1 if w(x) = 0,
w(x)
|w(x)| if w(x) 6= 0;
in particular, D(Cφ,w) = D(Cφ,|w|) and
dimR(Cφ,w) = dimR(Cφ,|w|), (158)
dimR(Cφ,w)
⊥
= dimR(Cφ,|w|)
⊥
, (159)
(iv) if Cφ,w is well-defined, then
N (Cφ,w) = N (Cφ,|w|),
(v) Cφ,w is densely defined if and only if Cφ,|w| is densely defined; moreover,
if Cφ,w is densely defined, then
dimN (C∗φ,w) = dimN (C
∗
φ,|w|).
Proof. The assertion (i) is obviously true. The assertions (ii) and (iv) follow
from (i), Proposition 7 and Lemma 11.
(iii) It is a simple matter to verify that D(Cφ,w) = D(Cφ,|w|) and that (157)
holds. Since Msign(w) is a unitary operator, we obtain (158) and (159).
The “moreover” part of (v) is a direct consequence of (159). The remaining
part of (v) is a direct consequence of the equality D(Cφ,w) = D(Cφ,|w|). 
It is worth pointing out that, despite of the equality (157), the weighted compo-
sition operators Cφ,w and Cφ,|w| may not be unitarily equivalent (or even similar).
To see this it is enough to consider multiplication operators.
7.2. Radon-Nikodym derivative and conditional expectation
We begin by expressing the Radon-Nikodym derivative hφ,w, that corresponds
to Cφ,w, in terms of the Radon-Nikodym derivative hφ and the conditional expecta-
tion Eφ(·), that correspond to Cφ. This can be done under the weakest possible as-
sumption that the conditional expectation Eφ(·) exists, or equivalently, by Proposi-
tion 10, that Cφ is densely defined. Surprisingly, it can happen that D(Cφ,w) = {0}
even if Cφ ∈ B(L2(µ)) (see Example 139). Fortunately, if the weight function w
satisfies some natural constraints, then Cφ,w is densely defined (see the assertion
(iii) of Proposition 111).
Since in this section we investigate powers of weighted composition operators, it
is worth making a comment on the existence of the conditional expectation Eφn,ŵn
for a fixed n ∈ N. For this purpose, assume that Cφ,w is well-defined. Then, by
Lemma 26, the operator Cφn,ŵn is well-defined and C
n
φ,w ⊆ Cφn,ŵn . As we know,
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the conditional expectation Eφn,ŵn exists if and only if the measure µŵn |φ−n(A ) is
σ-finite, or equivalently, by Proposition 10 applied to (φn, ŵn), if and only if the
operator Cφn,ŵn is densely defined. Thus the following holds.
If Cφ,w is well-defined and C
n
φ,w is densely defined for a fixed n ∈ N,
then Cφk,ŵk is densely defined and the conditional expectation Eφk,ŵk
exists for all k ∈ {0, . . . , n}.
(160)
We also refer the reader to Lemma 43(vi), Proposition 45 and Example 46 for more
information on the question of density of domains of the operators Cnφ,w and Cφn,ŵn .
In this section, we will frequently use the fact, without explicitly mentioning it,
that a weighted composition operatorCφ,w is well-defined if and only if µw◦φ−1 ≪ µ
(see Proposition 7). It is worth mentioning that the right-hand side of the formula
(161) below is denoted in [24, Sect. 6] by J and that the measure dν := J dµ
considered therein coincides with our µw ◦ φ−1.
Proposition 116. Suppose (AS1) holds and Cφ is densely defined. Then Cφ,w
is well-defined and
hφ,w = hφ · Eφ(|w|2) ◦ φ−1 a.e. [µ], (161)
where Eφ(·) := E( · ;φ−1(A ), µ).
Proof. In view of Proposition 10, the measure µ|φ−1(A ) is σ-finite and conse-
quently the conditional expectation hφ(·) exists. Hence, by (A.1.4), (15) and (8),
we have
µw ◦ φ−1(∆) =
∫
X
χ∆ ◦ φ · |w|2 dµ
=
∫
X
χ∆ ◦ φ · Eφ(|w|2) dµ
=
∫
X
χ∆ ◦ φ · (Eφ(|w|2) ◦ φ−1) ◦ φdµ
=
∫
∆
hφ · Eφ(|w|2) ◦ φ−1 dµ, ∆ ∈ A .
This implies that µw ◦ φ−1 ≪ µ, the equality (161) holds and the weighted compo-
sition operator Cφ,w is well-defined (cf. Proposition 109). 
Corollary 117. If (AS1) holds and Cnφ is densely defined for every n ∈ N,
then Cφn,ŵn is well-defined for every n ∈ N and
hφn,ŵn = hφn · Eφn(|ŵn|2) ◦ φ−n a.e. [µ], n ∈ Z+, (162)
where Eφn(·) = E( · ;φ−n(A ), µ) and ŵn is as in (42).
Proof. Apply Proposition 116 to (φn, ŵn) in place of (φ,w) and use (160). 
The sequence {Eφn(|ŵn|2) ◦ φ−n}∞n=0 which appears in Corollary 117 can be
described by the following recurrence relation.
Lemma 118. Suppose (X,A , µ) is a σ-finite measure space and φ is an A -
measurable transformation of X such that Cφ is well-defined and C
n
φ is densely
defined for some fixed n ∈ N. Then
γk+1 = Eφk+1
(
γk ◦ φk · |w ◦ φk|2
) ◦ φ−(k+1) a.e. [µ], k ∈ {0, . . . , n− 1},
where γk := Eφk(|ŵk|2) ◦ φ−k for k ∈ {0, . . . , n}.
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Proof. It follows from (160) that the conditional expectation Eφk exists for
every k ∈ {0, . . . , n}. In turn, the inclusion φ−(k+1)(A ) ⊆ φ−k(A ), which is valid
for every k ∈ Z+, yields
γk+1 = Eφk+1
(|ŵk|2 · |w ◦ φk|2) ◦ φ−(k+1)
(A.1.2)
= Eφk+1
(
Eφk
(|ŵk|2 · |w ◦ φk|2)) ◦ φ−(k+1)
(A.1.7)
= Eφk+1
(
Eφk(|ŵk|2
) · |w ◦ φk|2) ◦ φ−(k+1)
(15)
= Eφk+1
(
γk ◦ φk · |w ◦ φk|2
) ◦ φ−(k+1) a.e. [µ], k ∈ {0, . . . , n− 1}.
This completes the proof. 
Below, we express the Radon-Nikodym derivative hφ, that corresponds to Cφ,
in terms of the Radon-Nikodym derivative hφ,w and the conditional expectation
Eφ,w(·), that correspond to Cφ,w. In contrast to the previous case, now the weakest
possible assumption that the conditional expectation Eφ,w(·) exists is not sufficient
for this purpose. In fact, it is not even sufficient for Cφ to be well-defined, and, what
is worse, this can happen even if Cφ,w is an isometry (see Example 102; see also
Examples 133 and 134). However, even if Cφ is well-defined, Cφ may have trivial
domain (see Example 138). Nevertheless, if the weight function w satisfies some
constraints, then Cφ may be densely defined (see the assertion (ii) of Proposition
111).
Proposition 119. Suppose (AS1) holds, w 6= 0 a.e. [µ] and Cφ,w is densely
defined. Then Cφ is well-defined and
hφ = hφ,w · Eφ,w
(
1
|w|2
)
◦ φ−1 a.e. [µ]. (163)
Proof. Arguing as in the proof of Proposition 116, we see that
µ ◦ φ−1(∆) =
∫
X
χ∆ ◦ φ · 1|w|2 dµw
=
∫
X
χ∆ ◦ φ · Eφ,w
(
1
|w|2
)
◦ φ−1
)
◦ φdµw
=
∫
∆
hφ,w · Eφ,w
(
1
|w|2
)
◦ φ−1 dµ, ∆ ∈ A .
This completes the proof. 
Applying Proposition 119 to (φn, ŵn) in place of (φ,w) and using Lemma 45,
we get the following.
Corollary 120. Suppose (AS1) holds, w 6= 0 a.e. [µ] and Cnφ,w is densely
defined for every n ∈ N. Then ŵn 6= 0 a.e. [µ] and Cφn is well-defined for every
n ∈ Z+, and
hφn = hφn,ŵn · Eφn,ŵn
(
1
|ŵn|2
)
◦ φ−n a.e. [µ], n ∈ Z+. (164)
Now, we provide formulas that connect the conditional expectations Eφ(·) and
Eφ,w(·) calculated at |w|2 and 1|w|2 , respectively. This is done under the weakest
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possible assumption that the conditional expectations Eφ(·) and Eφ,w(·) exist and
the measures µ and µw are mutually absolutely continuous.
Proposition 121. Suppose (AS1) holds, w 6= 0 a.e. [µ] and the operators Cφ
and Cφ,w are densely defined. Then the following conditions hold:
(i) {hφ,w > 0} = {hφ > 0} a.e. [µ],
(ii) Eφ(|w|2) ◦ φ−1 · Eφ,w
(
1
|w|2
) ◦ φ−1 = χ{hφ>0} a.e. [µ],
(iii) Eφ(|w|2) · Eφ,w
(
1
|w|2
)
= 1 a.e. [µ],
(iv) N (Cφ) = N (Cφ,w).
Proof. It follows from (161) and (163) that {hφ,w > 0} ⊆ {hφ > 0} a.e. [µ]
and {hφ > 0} ⊆ {hφ,w > 0} a.e. [µ], which yields (i). The assertion (ii) is a direct
consequence of (i), the definitions of Eφ(·)◦φ−1 and Eφ,w(·)◦φ−1 and the equalities
(161) and (163) (use also Proposition 10). The assertion (iii) can be deduced from
(ii) by applying Lemma 5 and (15). Finally, the assertion (iv) follows from (i) and
Lemma 11. 
Corollary 122. Suppose (AS1) holds, w 6= 0 a.e. [µ] and the operators Cnφ
and Cnφ,w are densely defined for every n ∈ N. Then the following conditions hold:
(i) ŵn 6= 0 a.e. [µ] for all n ∈ Z+,
(ii) {hφn,ŵn > 0} = {hφn > 0} a.e. [µ] for all n ∈ Z+,
(iii) Eφn(|ŵn|2) ◦φ−n ·Eφn,ŵn
(
1
|ŵn|2
) ◦φ−n = χ{hφn>0} a.e. [µ] for all n ∈ Z+,
(iv) Eφn(|ŵn|2) · Eφn,ŵn
(
1
|ŵn|2
)
= 1 a.e. [µ] for all n ∈ Z+.
Moreover, if the operators Cnφ and C
n
φ,w are closed for all integers n > 2, then
(v) N (Cnφ ) = N (C
n
φ,w) for all n ∈ Z+.
Proof. Applying Proposition 121 to (φn, ŵn) in place of (φ,w) and using
Proposition 45 we obtain the conditions (i)-(iv). Employing Proposition 121(iv)
and using Lemma 44(iii) yields (v). 
Let us make some comments regarding Proposition 121 and its proof.
Remark 123. First, note that the assertion (iii) can be proved more directly.
Namely, applying (A.1.4) twice, we get∫
φ−1(∆)
1 dµ =
∫
φ−1(∆)
1
|w|2 dµw =
∫
φ−1(∆)
|w|2Eφ,w
( 1
|w|2
)
dµ
=
∫
φ−1(∆)
Eφ(|w|2)Eφ,w
( 1
|w|2
)
dµ, ∆ ∈ A ,
which together with [3, Theorem 1.6.11] and the fact that µ|φ−1(A ) is σ-finite proves
our claim. Second, the assertions (ii) and (iii) are logically equivalent. Indeed, in
view of the proof of Proposition 121, it suffices to show that (iii)⇒(ii). However,
this can be deduced from (i), (15), Lemma 5 and the definitions of Eφ(·) ◦ φ−1 and
Eφ,w(·) ◦ φ−1.
7.3. Application to subnormality
Using results of Section 7.2, we give criteria for subnormality of some classes
of weighted composition operators. This is the right place to refer the reader to
Lemma 118 for the recurrence relation for the sequence {Eφn(|ŵn|2)◦φ−n}∞n=0 which
is frequently used in this section.
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Lemma 124. Suppose (AS1) holds, Cφ,w ∈ B(L2(µ)) and Cnφ is densely defined
for every n ∈ N. Assume also that {Eφn(|ŵn|2) ◦ φ−n(x)}∞n=0 is a Stieltjes moment
sequence for µ-a.e. x ∈ X and Cφ is subnormal. Then Cφ,w is subnormal.
Proof. Note that, by (160), Eφn exists for all n ∈ N. It follows from [18,
Corollary 10.3] that {hφn(x)}∞n=0 is a Stieltjes moment sequence for µ-a.e. x ∈ X .
Since the pointwise product of two Stieltjes moment sequences is a Stieltjes moment
sequence (cf. [9, Lemma 2.1]), we deduce from (162) that {hφn,ŵn(x)}∞n=0 is a
Stieltjes moment sequence for µ-a.e. x ∈ X . Applying Theorem 49 completes the
proof. 
For the reader’s convenience, we state the Berg-Dura´n theorem which is an
important ingredient of the proof of Theorem 126 (see [9, p. 252]; see also [7,
Theorem 1.1] for the version presented below).
Theorem 125. If {an}∞n=0 is a non-degenerate Hausdorff moment sequence
(i.e., an 6= 0 for all n ∈ Z+), then the sequence {sn}∞n=0 defined by
sn =
1 if n = 0,1
a1 · . . . · an if n > 1,
n ∈ Z+,
is a Stieltjes moment sequence.
Now we are in a position to establish a criterion for deriving subnormality
of a bounded weighted composition operator from subnormality of a composition
operator with the same symbol.
Theorem 126. Suppose (AS1) holds, φ is a bijection whose inverse φ−1 is A -
measurable and {1/|w(φ−n(x))|2}∞n=0 is a Hausdorff moment sequence for µ-a.e.
x ∈ X. Assume also that Cφ,w ∈ B(L2(µ)), Cnφ is densely defined for every n ∈ N
and Cφ is subnormal. Then Cφ,w is subnormal.
Proof. In view of Lemma 124, it is enough to show that {γn(x)}∞n=0 is a
Stieltjes moment sequence for µ-a.e. x ∈ X , where γn := Eφn(|ŵn|2) ◦ φ−n for
n ∈ Z+. Knowing that the transformation φ is bijective and A -bimeasurable, we
see that Eφn(f) = f a.e. [µ] for all A -measurable functions f : X → R+ and all
n ∈ Z+. Since Cφ is subnormal, then by [18, Corollary 10.3] (see also Theorem
48) we have Cnφ = Cφn for all n ∈ Z+. Thus for every n ∈ N, the operator Cφn is
subnormal as a densely defined nth power of a subnormal operator. By [18, Section
6], hφn > 0 a.e. [µ] for every n ∈ Z+. As a consequence, we see that
Eφn(f) ◦ φ−n = f ◦ φ−n a.e. [µ] (165)
for all A -measurable functions f : X → R+ and all n ∈ Z+, where f ◦ φ−n is the
usual composition of functions. Hence, for every n ∈ Z+ and for µ-a.e. x ∈ X ,
γn(x) =
1 if n = 0,1
a1(x) · . . . · an(x) if n > 1,
where for every n ∈ Z+, an : X → (0,∞) is a function such that
an(x) =
1
|w(φ−n(x))|2 for µ-a.e. x ∈ X;
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such functions exist because, by our assumption, w(φ−n(x)) 6= 0 a.e. [µ] for every
n ∈ Z+. Now applying Theorem 125 completes the proof. 
It is worth noting that under the assumptions of Theorem 126 the composi-
tion operator Cφ−1 is well-defined. This observation is a particular case of a more
general result stated below (because subnormal composition operators are auto-
matically injective; see [18, Section 6]). On the other hand, as can be deduced
from Proposition 127, the equality (165) may hold under much weaker assumptions
than those of Theorem 126.
Proposition 127. Suppose (X,A , µ) is a σ-finite measure space and φ is a
bijective and A -bimeasurable transformation of X such that Cφ is well-defined and
injective. Then Cφ−1 is well-defined and injective. Moreover, if Cφ is densely
defined, then for all A -measurable functions f : X → R+,
Eφ(f) ◦ φ−1 = f ◦ φ−1 a.e. [µ],
where f ◦ φ−1 is the usual composition of functions.
Proof. It follows from [18, Proposition 6.2] that hφ > 0 a.e. [µ]. This im-
mediately implies the “moreover” part. Using (7) with w = 1, we verify that the
measures µ ◦ φ−1 and µ are mutually absolutely continuous. As a consequence,
µ◦ (φ−1)−1 ≪ µ, so by Proposition 7 (again with w = 1), the composition operator
Cφ−1 is well-defined. A direct application of Lemma 5 (as before with w = 1) shows
that Cφ−1 is injective. 
Below, we give an example which shows that Proposition 127 is no longer true
if the assumption on injectivity of Cφ is removed. What is more, the equality (165)
may not hold even if φ is bijective and A -bimeasurable, and Cφ ∈ B(L2(µ)).
Example 128. Let X = Z and A = 2X . Then there exists a unique (neces-
sarily σ-finite) measure µ : A → R+ such that
µ(n) =
{
1 if n > 0,
0 if n < 0,
n ∈ X.
Let φ be the transformation of X given by φ(n) = n + 1 for n ∈ X . Clearly φ
is bijective (and A -bimeasurable), Cφ is well-defined and Cφ−1 is not well-defined.
Thus by Proposition 127 (or by a direct verification) Cφ is not injective. Observe
that hφn = χn+Z+ a.e. [µ] for all n ∈ N. Hence, by Proposition 8, we see that
Cφ ∈ B(L2(µ)). Plainly Eφn(f) = f a.e. [µ] for all functions f : X → R+ and all
n ∈ Z+. However, for any n ∈ N, there exists a function f : X → R+ for which
the condition (165) fails to hold (e.g., the function f = 1 does the job perfectly, cf.
(16)).
The following result is a “dual” version of Lemma 124 in which the roles of
operators Cφ and Cφ,w are interchanged.
Lemma 129. Suppose (AS1) holds, w 6= 0 a.e. [µ], Cφ ∈ B(L2(µ)) and Cnφ,w
is densely defined for every n ∈ N. Assume also that Cφ,w is subnormal and
{Eφn,ŵn
(
1
|ŵn|2
) ◦ φ−n(x)}∞n=0 is a Stieltjes moment sequence for µ-a.e. x ∈ X.
Then Cφ is subnormal.
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Proof. Note that Eφn,ŵn exists for all n ∈ N (see (160)). Since, by Theorem
47 and [16, Proposition 3.2.1], Cφ,w generates Stieltjes moment sequences, we infer
from Theorem 48 that {hφn,ŵn(x)}∞n=0 is a Stieltjes moment sequence for µ-a.e.
x ∈ X . Then following the proof of Lemma 124 with (164) in place of (162)
completes the proof. 
Now arguing as in the proof of Theorem 126 one can show that the following
“dual” version of this theorem holds (use: Lemma 129 in place of Lemma 124;
Theorems 47 and 48 and [16, Proposition 3.2.1] in place of [18, Corollary 10.3];
Corollary 13 in place of [18, Section 6]; and Corollary 120).
Theorem 130. Suppose (AS1) holds, φ is a bijection whose inverse φ−1 is A -
measurable and {|w(φ−n(x))|2}∞n=0 is a non-degenerate Hausdorff moment sequence
for µ-a.e. x ∈ X. Assume also that Cφ ∈ B(L2(µ)), Cnφ,w is densely defined for
every n ∈ N and Cφ,w is subnormal. Then Cφ is subnormal.
7.4. Subnormality in the matrix symbol case
This section deals with the question of subnormality of weighted composition
operators with matrix symbols. First, we discuss the case of composition operators.
We refer the reader to [92] for more information on this class of operators (see also
[69]).
Denote by H the set of all entire functions η on C of the form
η(z) =
∞∑
n=0
anz
n, z ∈ C,
where {an}∞n=0 is a sequence of nonnegative real numbers such that ak > 0 for
some k > 1. Clearly, if η ∈ H , then the function η|R+ is nonnegative and strictly
increasing, and limR+∋t→∞ η(t) =∞. Fix a positive integer κ. Let η ∈ H and ‖ · ‖
be a norm on Rκ. Define the σ-finite Borel measure µ on Rκ by
µ(∆) =
∫
∆
η(‖x‖2) dx, ∆ ∈ B(Rκ), (166)
where dx indicates integration with respect to the κ-dimensional Lebesgue mea-
sure. Plainly the measure µ and the κ-dimensional Lebesgue measure are mutually
absolutely continuous. Given a linear transformation A of Rκ, one can prove that
the composition operator CA in L
2(µ) with the symbol A is well-defined if and only
if A is invertible (see, e.g., the proof of [95, Theorem 13.1]). If this is the case, then
the composition operator CAn is well-defined for every n ∈ N (cf. Lemma 26) and
hAn(x) =
1
| detA|n
η(‖A−nx‖2)
η(‖x‖2) for µ-a.e. x ∈ R
κ. (167)
Observe that the rational function appearing on the right-hand side of the equality
in (167) is continuous on Rκ\{0}. Hence, there is only one continuous representative
of hAn on R
κ \ {0}. Combining (167) with Lemmas 43(v) and 11 (both applied to
w = 1), we conclude that if CA is well-defined, then C
n
A is densely defined and
injective for every n ∈ N. It follows from [92, Proposition 2.2] that CA ∈ B(L2(µ))
if and only if either η is a polynomial, or η is not a polynomial and ‖A−1‖ 6 1.
Now let w : Rκ → C be a Borel function and A be an invertible linear trans-
formation of Rκ. Since CA is well-defined, so is CA,w, the weighted composition
operator in L2(µ) with the symbol A and the weight w (cf. Proposition 109). The
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reader should be aware of the fact that the notation “CA,r” that appears in [92]
has nothing to do with weighted composition operators CA,w; it simply denotes the
composition operator in L2(r(x) dx) with the symbol A. By (167) and Propositions
116 and 127, we have
hA,w(x) =
1
| detA|
η(‖A−1x‖2)
η(‖x‖2) · |w(A
−1x)|2 for µ-a.e. x ∈ Rκ. (168)
In the next result, which is the main application of Theorem 126, we provide a
wide class of subnormal weighted composition operators with matrix symbols.
Theorem 131. Suppose η, ξ ∈ H , ‖ · ‖ is a norm on Rκ induced by an inner
product 〈·, -〉, µ is a Borel measure on Rκ defined by (166), A is an invertible linear
transformation of Rκ and w : Rκ → C is a Borel function such that ‖A−1‖ 6 1 and
|w(x)|2 = 1
ξ(‖x‖2) , x ∈ R
κ \ {0}. (169)
Then the following two statements are valid:
(i) CA,w ∈ B(L2(µ)) if and only if ξ(0) > 0,
(ii) if CA,w ∈ B(L2(µ)) and A is a normal operator on (Rκ, 〈·, -〉), then CA,w
is subnormal.
Proof. (i) It follows from (168) and (169) that
hA,w(x) =
1
| detA|
η(‖A−1x‖2)
η(‖x‖2) ·
1
ξ(‖A−1x‖2) for µ-a.e. x ∈ R
κ. (170)
Suppose ξ(0) > 0. Knowing that η|R+ is increasing and ‖A−1‖ 6 1, we have
sup
x∈Rκ\{0}
η(‖A−1x‖2)
η(‖x‖2) 6 1. (171)
Since inft∈R+ ξ(t) > 0, we infer from (170) and Proposition 8(v) that CA,w ∈
B(L2(µ)). To prove the converse, assume that CA,w ∈ B(L2(µ)). Suppose contrary
to our claim that ξ(0) = 0. Denote by m and n the multiplicities of zero of η and
ξ at 0, respectively. By our assumption n > 1 and there exist η˜, ξ˜ ∈ H ∪ {1} such
that η(z) = zmη˜(z) and ξ(z) = znξ˜(z) for all z ∈ C, η˜(0) > 0 and ξ˜(0) > 0. Then
we get
sup
x 6=0
η(‖A−1x‖2)
η(‖x‖2) ·
1
ξ(‖A−1x‖2)
= sup
x 6=0
sup
t>0
η(‖A−1(tx)‖2)
η(‖tx‖2) ·
1
ξ(‖A−1(tx)‖2)
= sup
x 6=0
sup
t>0
1
t2n
· ‖A
−1(x)‖2m
‖x‖2m ·
η˜(t2‖A−1x‖2)
η˜(t2‖x‖2) ·
1
‖A−1x‖2nξ˜(t2‖A−1x‖2)
(†)
= ∞.
(To obtain (†) consider t → 0+.) This combined with (170) implies that hA,w /∈
L∞(µ), which by Proposition 8(v) yields CA,w /∈ B(L2(µ)), a contradiction.
(ii) It follows from [92, Proposition 2.2] (or directly from (167), (171) and
Proposition 8(v) applied to w = 1) that CA ∈ B(L2(µ)). Hence, by [92, Theorem
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2.5], the composition operator CA is subnormal. According to (169), we have
1
|w(A−nx)|2 = ξ(‖A
−nx‖2), x ∈ Rκ \ {0}. (172)
In view of [93, Theorem 6.3], the sequence {ξ(‖A−nx‖2)}∞n=0 is positive definite
for every x ∈ Rκ. Substituting A−1x in place of x, we see that the sequence
{ξ(‖A−(n+1)x‖2)}∞n=0 is positive definite for every x ∈ Rκ. Since ‖A−1‖ 6 1 and
ξ|R+ is increasing, we deduce that the sequence {ξ(‖A−nx‖2)}∞n=0 is bounded for
every x ∈ Rκ. Finally, by (4) and (172), the sequence {1/|w(A−nx)|2}∞n=0 is a Haus-
dorff moment sequence for every x ∈ Rκ \ {0}. Applying Theorem 126 completes
the proof. 
Now we make a comment on the proof of Theorem 131.
Remark 132. Assume that A is an invertible normal operator on (Rκ, 〈·, -〉)
and (169) holds for some ξ ∈ H . Then ‖A−1‖ 6 1 if and only if the sequence
{1/|w(A−nx)|2}∞n=0 is a Hausdorff moment sequence for µ-a.e. x ∈ Rκ, where µ
is as in (166) (note that, in view of the proof of [93, Theorem 5.1] and (172),
{1/|w(A−nx)|2}∞n=0 is a Stieltjes moment sequence for every x ∈ Rκ \ {0}). For the
justification of the “only if” part see the proof of the statement (ii) of Theorem 131.
The “if” part can be proved as follows. Since each Hausdorff moment sequence is
bounded, we infer from (172) that the sequence {ξ(‖A−nx‖2)}∞n=0 is bounded for
µ-a.e. x ∈ Rκ. Knowing that limR+∋t→∞ ξ(t) = ∞, we deduce that the sequence
{‖A−nx‖}∞n=0 is bounded for µ-a.e. x ∈ Rκ. Combined with [94, Lemma 1.4(v)],
this implies that the set M := {x ∈ Rκ : limn→∞ ‖A−n‖1/n 6 1} is a vector sub-
space of Rκ which is a set of full µ-measure. Since µ and the κ-dimensional Lebesgue
measure are mutually absolutely continuous, we deduce that M = Rκ. Hence, by
the normality of A−1 and [94, Lemma 1.4(i)], we conclude that ‖A−1‖ 6 1.
It is worth observing that if A is not normal, then the assumption that the
sequence {ξ(‖A−nx‖2)}∞n=0 is bounded for µ-a.e. x ∈ Rκ may not imply that
‖A−1‖ 6 1. Indeed, fix t ∈ (0, 1) and take a nilpotent operator N ∈ B(Rκ)
such that ‖N‖ > 1 + t. Then the operator t + N is invertible and the spectral
radius r(t + N) of t + N equals t (because the spectrum of t + N equals {t}).
Set A = (t + N)−1. Then ‖A−1‖ > ‖N‖ − t > 1 and r(A−1) = t < 1, so the
sequence {‖A−nx‖}∞n=0 is bounded for every x ∈ Rκ, or equivalently the sequence
{ξ(‖A−nx‖2)}∞n=0 is bounded for every x ∈ Rκ.
7.5. Examples
As shown in Example 102, it may happen that a weighted composition oper-
ator Cφ,w is an isometry while the corresponding composition operator Cφ is not
even well-defined. In this example the measure µ is infinite and all the measures
µ|φ−n(A ), n ∈ N, are σ-finite. Here we provide two more examples of this kind.
The first one, Example 133, is built over a finite complete measure space (in this
situation, all the measures µ|φ−n(A ), n ∈ N, are automatically σ-finite). The second
one, Example 134, which is built over an infinite σ-finite complete measure space,
is such that the measure µ|φ−n(A ) is not σ-finite for every n ∈ N.
The next three examples are based on [18, Example 3.1].
Example 133. Set X = {0} ∪ {1} ∪ [2, 3] and
A = {∆ ∈ 2X : ∆ is a Lebesgue measurable set in R}.
7.5. EXAMPLES 103
Clearly, A is a σ-algebra in X . Define the finite complete measure µ on A by
µ(∆) = δ0(∆) + δ1(∆) +m(∆ ∩ [2, 3]), ∆ ∈ A ,
where m stands for the Lebesgue measure on R. Let φ be the A -measurable
transformation of X given by φ(0) = 2, φ(1) = 1 and φ(x) = 0 for x ∈ [2, 3]. Since
φ2k−1 = φ and φ2k = φ2 for any k ∈ N, we easily see that for every n ∈ N, the sigma
algebra φ−n(A ) is relatively µ-complete, or equivalently, the measure µ|φ−n(A ) is
complete (because µ is complete). Noting that µ(2) = 0 and (µ ◦ φ−1)({2}) = 1,
we infer from Proposition 7 that Cφ is not well-defined. Set w = χX\{0}. Since
µw ◦ φ−1(∆) =

1 if ∆ = {0},
1 if ∆ = {1},
0 if ∆ ∈ A ∩ [2, 3],
we deduce that µw◦φ−1 ≪ µ and hφ,w = χ{0,1} a.e. [µ]. Hence it follows from Propo-
sitions 7 and 8(v) that the operator Cφ,w is well-defined and Cφ,w ∈ B(L2(µ)).
Below we adapt the above example to the case of infinite σ-finite measure spaces
loosing the σ-finiteness of the measures µ ◦ φ−n, n ∈ N. As before, the weighted
composition operator is well-defined and bounded.
Example 134. Set X = (−∞, 0] ∪ {1} ∪ [2, 3] and
A = {∆ ∈ 2X : ∆ is a Lebesgue measurable set in R}.
Define the σ-finite complete measure µ : A → R+ by
µ(∆) = m(∆ ∩ (−∞, 0)) + δ0(∆) + δ1(∆) +m(∆ ∩ [2, 3]), ∆ ∈ A ,
where m is the Lebesgue measure on R. Let φ be the A -measurable transformation
of X defined by
φ(x) =

2 if x ∈ (−∞, 0],
1 if x = 1,
0 if x ∈ [2, 3].
Since µ(2) = 0 and (µ ◦ φ−1)({2}) = ∞, Proposition 7 implies that Cφ is not
well-defined. Observe that for every n ∈ N, the measure µ|φ−n(A ) is not σ-finite
and thus the conditional expectation E( · ;φ−n(A ), µ) does not exist. Indeed, since
φ2k−1 = φ and φ2k = φ2 for all k ∈ N, we see that µ(φ−(2k−1)({2})) = ∞ and
µ(φ−2k({0})) = ∞ for all k ∈ N, which easily implies that for every n ∈ N, the
measure µ|φ−n(A ) is not σ-finite. As in Example 133, we verify that for every n ∈ N,
the sigma algebra φ−n(A ) is relatively µ-complete. Set w = χ{1}∪[2,3]. Noting that
µw ◦ φ−1(∆) =

0 if ∆ ∈ A ∩ (−∞, 0),
1 if ∆ = {0},
1 if ∆ = {1},
0 if ∆ ∈ A ∩ [2, 3],
we deduce that µw ◦ φ−1 ≪ µ and hφ,w = χ{0,1} a.e. [µ]. By Proposition 8(v),
Cφ,w ∈ B(L2(µ)).
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In the subsequent example we construct a bounded weighted composition oper-
ator Cφ,w such that the corresponding composition operator Cφ is well-defined, but
the conditional expectation E( · ;φ−n(A ), µ) does not exist for any n ∈ N. Though
Example 135 is, in a sense, weaker than Example 138, the former one is simpler
and the underlying measure space appearing in it is not discrete.
Example 135. Set X = (−∞, 0] ∪ {1} ∪ [2, 3] and
A = {∆ ∈ 2X : ∆ is a Lebesgue measurable set in R}.
Define the σ-finite complete measure µ : A → R+ by
µ(∆) = m(∆ ∩ (−∞, 0)) + δ0(∆) + δ1(∆) + δ2(∆) +m(∆ ∩ (2, 3]), ∆ ∈ A ,
where m is the Lebesgue measure on R. Let φ be the A -measurable transformation
of X defined by
φ(x) =

2 if x ∈ (−∞, 0],
1 if x = 1,
0 if x ∈ [2, 3].
Set w = χ{1}∪[2,3]. Since µ(2) > 0, it is easily seen that µ ◦ φ−1 ≪ µ and so,
by Proposition 7, Cφ is well-defined. Observe that for every n ∈ N, the measure
µ|φ−n(A ) is not σ-finite and thus the conditional expectation E( · ;φ−n(A ), µ) does
not exist. Indeed, since φ2k−1 = φ and φ2k = φ2 for all k ∈ N, we see that
µ(φ−(2k−1)({2})) = ∞ and µ(φ−2k({0})) = ∞ for all k ∈ N, which proves our
claim. Clearly, the sigma algebras φ−n(A ), n ∈ N, are relatively µ-complete. Since
µw ◦ φ−1(∆) =

0 if ∆ ∈ A ∩ (−∞, 0),
2 if ∆ = {0},
1 if ∆ = {1},
0 if ∆ ∈ A ∩ [2, 3],
we conclude that µw ◦ φ−1 ≪ µ and hφ,w = 2χ{0}+χ{1} a.e. [µ]. Hence, in view of
Proposition 8(v), Cφ,w ∈ B(L2(µ)).
Below, we construct a unitary weighted composition operator Cφ,w such that
Cnφ is densely defined for every n ∈ N, Cφ /∈ B(L2(µ)) and Cφ is not hyponormal.
This example sheds more light on part (iii) of Proposition 109 and Example 102.
Example 136. Set X = Z. Let µ : 2X → R+ be a σ-finite measure such that
At(µ) = X . Define the transformation φ of X by φ(n) = n+ 1 for n ∈ X . Plainly,
Cφ is well-defined. Since φ is a bijection, we see that φ
−n(2X) = 2X for every n ∈ N
(so E( · ;φ−n(2X), µ) acts as the identity mapping). Hence, by Propositions 10 and
45, Cnφ is densely defined for every n ∈ N. Let w : X → C be any function such
that w(n) 6= 0 for all n ∈ X . Clearly, Cφ,w is well-defined and
hφ,w(n) =
|w(n − 1)|2µ(n− 1)
µ(n)
, n ∈ X, (173)
hφ(n) =
µ(n− 1)
µ(n)
, n ∈ X. (174)
Note that, by Theorem 83, Cφ is hyponormal if and only
µ(n− 1)2 6 µ(n)µ(n− 2), n ∈ X. (175)
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Fix k ∈ Z and choose µ so that µ(k − 2) = µ(k − 1) = 1, 0 < µ(k) < 1, and
sup
n∈X
µ(n)
µ(n+ 1)
=∞. (176)
Since (175) does not hold for n = k, Cφ is not hyponormal. In turn, (174) and
(176) imply that Cφ is not bounded (see Proposition 8(v)). Now we specify w by
requiring it to satisfy the following condition
|w(n)|2 = µ(n+ 1)
µ(n)
, n ∈ X.
It follows from (173) that hφ,w(n) = 1 for every n ∈ X . This together with
(26) implies that Cφ,w is an isometry on L
2(µ). Set en = χ{n} for n ∈ Z. Since
Cφ,wen = en+1 for every n ∈ Z and the vectors {en}∞n=0 are linearly dense in L2(µ),
we conclude that Cφ,w is a unitary operator. Since {en}∞n=0, after rescaling, is an
orthonormal basis, we see that Cφ,w is unitarily equivalent to the bilateral shift of
multiplicity 1.
Our next goal is to give two examples of weighted composition operators which
have, in a sense, opposite properties. In Example 138 we construct an injective
weighted composition operator Cφ,w ∈ B(L2(µ)) such that the corresponding com-
position operator Cφ is well-defined, D(Cφn) = {0} and the measure µ|φ−n(A ) is
not σ-finite for every n ∈ N, and (cf. Corollary 120)(
Eφn,ŵn
(
1
|ŵn|2
)
◦ φ−n
)
(x) =∞, x ∈ X, n ∈ N. (177)
In turn, in Example 139 we construct a well-defined weighted composition operator
Cφ,w in L
2(µ) such that D(Cφn,ŵn) = {0} and the measure µŵn |φ−n(A ) is not
σ-finite for every n ∈ N, Cφ ∈ B(L2(µ)), Cφ is injective, and (cf. Corollary 117)
(Eφn(|ŵn|2) ◦ φ−n)(x) =∞, x ∈ X, n ∈ N. (178)
(See (42) for the definition of ŵn.) In both these examples the weight functions w
are positive.
We begin with the following general procedure.
Procedure 137. Set X = N and A = 2X . Suppose N ∈ N ∪ {∞} and
{Ωn}Nn=1 is a partition of X . Let {ωn}Nn=1 be a fixed injective sequence in X .
Define the (A -measurable) transformation φ of X by
φ(x) = ωn for all x ∈ Ωn and n ∈ JN , (179)
where JN := N∩ [1, N ]. Let µ : A → R+ be a σ-finite measure such that At(µ) = X
and let w : X → (0,∞) be any function. Then At(µw) = X , µw ◦ φ−1 ≪ µ and, by
the injectivity of {ωn}Nn=1 (see (121)),
hφ,w(x) =
{
µw(Ωn)
µ(ωn)
if x = ωn for some n ∈ JN ,
0 otherwise.
(180)
Similarly, µ ◦ φ−1 ≪ µ and
hφ(x) =
{
µ(Ωn)
µ(ωn)
if x = ωn for some n ∈ JN ,
0 otherwise.
(181)
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By (180) and Proposition 8(v), we have
Cφ,w ∈ B(L2(µ)) ⇐⇒ sup
n∈JN
µw(Ωn)
µ(ωn)
<∞. (182)
Similarly,
Cφ ∈ B(L2(µ)) ⇐⇒ sup
n∈JN
µ(Ωn)
µ(ωn)
<∞. (183)
Now, we calculate the conditional expectations Eφ(·) and Eφ,w(·). If the con-
ditional expectation Eφ,w(·) exists (equivalently: hφ,w(x) <∞ for all x ∈ X), then
by Proposition 80 we get
Eφ,w(f)(x) =
∫
Ωn
f dµw
µw(Ωn)
, x ∈ Ωn, n ∈ JN .
In particular, we have
Eφ,w
(
1
w2
)
(x) =
µ(Ωn)
µw(Ωn)
, x ∈ Ωn, n ∈ JN ,
which implies that(
Eφ,w
(
1
w2
)
◦ φ−1
)
(x) =
{
µ(Ωn)
µw(Ωn)
if x = ωn for some n ∈ JN ,
0 otherwise.
Similarly, if the conditional expectation Eφ(·) exists (equivalently: hφ(x) < ∞ for
all x ∈ X), then(
Eφ
(
w2
) ◦ φ−1)(x) = {µw(Ωn)µ(Ωn) if x = ωn for some n ∈ JN ,
0 otherwise.
A careful look at the calculations of the conditional expectations Eφ(·) and
Eφ,w(·) reveals that it is hard to establish explicit formulas for the conditional
expectations Eφn(·) and Eφn,ŵn(·) of higher orders. The same refers to the Radon-
Nikodym derivatives hφn and hφn,ŵn of higher orders.
To get two aforementioned examples, we specify parameters in Procedure 137.
Example 138. Assume that N = ∞, {Ωn}∞n=1 is a partition of X such that
each set Ωn is infinite and the mapping N ∋ n 7−→ ωn ∈ X is a bijection. Let φ be
as in (179). Clearly, φ is a surjection. Let µ be the counting measure on X . Then,
it is easily seen that there exists w : X → (0,∞) such that
sup
n∈N
µw(Ωn)
µ(ωn)
<∞.
Applying (182), we deduce that Cφ,w ∈ B(L2(µ)). Since φ is a surjection and
ŵn(x) > 0 for all x ∈ X and n ∈ Z+, we infer from Proposition 8(v) that
0 <
µŵn(φ
−n({x}))
µ(x)
= hφn,ŵn(x) 6 ‖Cnφ,w‖2, x ∈ X, n ∈ Z+. (184)
Hence, by Lemma 11, Cφ,w is injective. It follows from (181) that Cφ is well-defined
and hφ(x) = ∞ for all x ∈ X . In view of Proposition 8(iii), D(Cφ) = {0}. We
show that hφn(x) = ∞ for all x ∈ X and n ∈ N. Indeed, using induction and the
surjectivity of the mapping N ∋ n 7−→ ωn ∈ X , we easily verify that
for any (n, x) ∈ N×X there exists k ∈ N such that Ωk ⊆ φ−n({x}). (185)
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Ω1 Ω2 Ω3 Ω4 Ω5 · · ·
ω1 ω3 ω6 ω10 ω15 · · ·
ω2 ω5 ω9 ω14 ց
ω4 ω8 ω13 ց
ω7 ω12 ց
ω11 ց
.
.
.
Figure 1. A sample construction of {Ωn}∞n=1 and {ωn}∞n=1 satis-
fying the requirements of Example 139.
This implies that
hφn(x) = µ(φ
−n({x})) =∞, x ∈ X, n ∈ N. (186)
Hence, by Propositions 8(iii) and 10, D(Cφn) = {0} and the measure µ|φ−n(A ) is
not σ-finite for every n ∈ N. It follows from (164), (184) and (186) that (177) holds.
Example 139. As in Example 138, we assume that N =∞. Let {Ωn}∞n=1 be
a partition of X such that each set Ωn is infinite and let N ∋ n 7−→ ωn ∈ X be a
bijection such that
ω1 ∈ Ω1 and ωn ∈
n−1⊔
j=1
Ωj for all n ∈ N \ {1}. (187)
We refer the reader to Figure 1 for an idea of how to construct such objects. Let φ
be as in (179). Obviously, φ is a surjection. Our next goal is to show that for any
fixed c ∈ (1,∞), there exists a finite measure µ on A such that
sup
n∈N
µ(Ωn)
µ(ωn)
6 c. (188)
(By rescaling, the above measure µ can always be made probabilistic.) We will
construct it by induction. First, we choose {µ(ω)}ω∈Ω1 ⊆ (0,∞) such that µ(Ω1)µ(ω1) 6
c. Suppose we have constructed {µ(ω)}ω∈⊔nj=1 Ωj ⊆ (0,∞) such that
µ(Ωj)
µ(ωj)
6 c and µ(Ωj) 6 2
−(j−1)µ(Ω1) for any j = 1, . . . , n, (189)
where n ∈ N is arbitrarily fixed. Since, by (187), ωn+1 ∈
⊔n
j=1Ωj and Ωn+1 has
empty intersection with
⊔n
j=1Ωj , we can choose {µ(ω)}ω∈Ωn+1 ⊆ (0,∞) such that
µ(Ωn+1)
µ(ωn+1)
6 c and µ(Ωn+1) 6 2
−nµ(Ω1). This completes the induction argument.
As a consequence of (189), the measure µ is finite. Applying (183) and (188), we
108 7. RELATIONSHIPS BETWEEN Cφ,w AND Cφ
deduce that Cφ ∈ B(L2(µ)). Since φ is a surjection, we deduce from Proposition
8(v) that
0 <
µ(φ−n({x}))
µ(x)
= hφn(x) 6 ‖Cnφ‖2, x ∈ X, n ∈ Z+. (190)
Thus, by Lemma 11, Cφ is injective. It is easily seen that there exists w : X → [1,∞)
such that µw(Ωn) =∞ for all n ∈ N. This implies that
µŵm(Ωn) =∞, m, n ∈ N. (191)
Using (191), we see that
hφn,ŵn(x) =
µŵn(φ
−n({x}))
µ(x)
(185)
>
µŵn(Ωk)
µ(x)
=∞, x ∈ X, n ∈ N, (192)
where k depends on n and x. Hence, by Propositions 8(iii) and 10, D(Cφn,ŵn) =
{0} and the measure µŵn |φ−n(A ) is not σ-finite for every n ∈ N. In particular,
D(Cφ,w) = {0}. Finally, by (162), (190) and (192), the equality (178) is satisfied.
Remark 140. Note that Example 139 can also be accomplished for infinite
σ-finite measures µ. It suffices to consider a countably infinite orthogonal sum
of (weighted) composition operators constructed in Example 139 with probability
measures (cf. [19, Corollary C.2]). What we get is a well-defined weighted com-
position operator Cφ,w in L
2(µ) with an infinite σ-finite measure µ and a positive
weight function w such that D(Cφn,ŵn) = {0} and the measure µŵn |φ−n(A ) is not
σ-finite for every n ∈ N, Cφ ∈ B(L2(µ)), Cφ is injective and the equality (178)
holds.
Now we show that using Procedure 137 we can construct a bounded finite rank
weighted composition operator with predetermined rank.
Example 141. Let (X,A , µ), φ and w be as in Procedure 137. Assume that
N ∈ N and µw is finite. In view of (180), hφ,w ∈ L∞(µ), which by Proposition 8(v)
implies that Cφ,w ∈ B(L2(µ)). It follows from (179) that
Cφ,wf =
∑⊕N
n=1
f(ωn)
(
w · χΩn
)
, f ∈ L2(µ),
where the symbol
∑
⊕ denotes the orthogonal sum. This implies that Cφ,w is a
finite rank operator with dimR(Cφ,w) = N . Since L
2(µ) is infinite dimensional,
the range of Cφ,w is not dense in L
2(µ). In particular, if the measure µ is finite,
then the composition operator Cφ = Cφ,1 is a bounded finite rank operator with
dimR(Cφ,w) = N .
The next example shows that the operators Cφ,w and MwCφ may not coincide
even if the operators Cφ and Cφ,w are subnormal.
Example 142. Set X = Z and A = 2X . Let {λn}n∈Z be a two-sided sequence
of positive real numbers. Then there exists a unique (necessarily σ-finite) measure
µ : A → R+ such that
µ(n) =

λ20 · . . . · λ2n−1 for n > 1,
1 for n = 0,
(λ2−1 · . . . · λ2n)−1 for n 6 −1,
n ∈ Z.
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Define the (A -measurable) transformation φ of X by φ(n) = n − 1 for n ∈ Z.
Let w : X → C be any weight function. Clearly, the operators Cφ and Cφ,w are
well-defined. Note that
µ(n+ 1) = λ2n µ(n), n ∈ Z,
which implies that
hφ(n) =
µ(n+ 1)
µ(n)
= λ2n, n ∈ Z,
hφ,w(n) =
µw(n+ 1)
µ(n)
= λ2n|w(n+ 1)|2, n ∈ Z.
 (193)
In view of Proposition 10, the operators Cφ and Cφ,w are densely defined. In turn,
by Lemma 11 and (193), Cφ is always injective, and Cφ,w is injective whenever
w(n) 6= 0 for all n ∈ Z. It follows from (193) and Theorem 110 that
Cφ,w =MwCφ ⇐⇒ inf
n∈Z
1 + λ2n|w(n + 1)|2
λ2n
> 0. (194)
Now we show that (see Section 2.3(h))
the composition operator Cφ is unitarily equivalent to the bilateral
weighted shift in ℓ2(Z) with weights {λn}n∈Z. (195)
Indeed, it is a matter of routine to verify that the sequence {eˆn}n∈Z defined by
eˆn =
1√
µ(n)
χ{n}, n ∈ Z,
is an orthonormal basis of L2(µ) such that E := lin{eˆn : n ∈ Z} ⊆ D(Cφ) and
Cφeˆn = λneˆn+1, n ∈ Z. (196)
Since Cφ is closed (see Proposition 8(iv)), it remains to prove that E is a core for
Cφ. Take a function f ∈ D(Cφ) which is orthogonal to E with respect to the graph
inner product 〈·, -〉Cφ . Then
0 = 〈f, eˆn〉Cφ =
µ(n) + µ(n+ 1)√
µ(n)
f(n), n ∈ Z,
which yields f = 0. This completes the proof of (195).
The assertion (195) enables us to construct a sequence {λn}∞n=0 of positive real
numbers and a weight w : X → (0,∞) such that (cf. Proposition 111)
(a) Cφ and Cφ,w are subnormal operators,
(b) Cφ /∈ B(L2(µ)), Cφ,w /∈ B(L2(µ)) and infn∈Z |w(n)| = 0,
(c) MwCφ  Cφ,w and MwCφ = Cφ,w,
(d) there is no constant c ∈ R+ such that hφ,w 6 c hφ (a.e. [µ]),
(e) there is no constant c ∈ R+ such that hφ 6 c hφ,w (a.e. [µ]).
For this purpose, we fix q ∈ (0, 1) and set
λn = q
− 14 (2n+1) and w(n) = q
1
8 (2n−1) for n ∈ Z.
Using (196), we see that Cφ(E ) = E . Since Cφ is injective, we infer from (196) that
‖Cnφ eˆ0‖2 = q−
1
2n
2
, n ∈ Z. (197)
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Knowing that {q− 12n2}n∈Z is a two-sided Stieltjes moment sequence (see [91, p.
J.106]; see also [29, 67, 6]), we deduce from (195), (197) and [97, Theorem 5] that
the composition operator Cφ is subnormal. (198)
Clearly, E ⊆ D(MwCφ) and MwCφ ⊆ Cφ,w, so by (196), we have
Cφ,w eˆn = w(n+ 1)λneˆn+1, n ∈ Z. (199)
Arguing as in the previous paragraph (now 〈f, eˆn〉Cφ,w = µ(n)+µ(n+1)w(n+1)
2√
µ(n)
f(n)),
we verify that E is a core for Cφ,w. In particular, we have
MwCφ = Cφ,w. (200)
Since E is a core for Cφ,w, we infer from (199) that Cφ,w is unitarily equivalent to
the bilateral weighted shift in ℓ2(Z) with weights {w(n + 1)λn}n∈Z. Using (199),
we see that Cφ,w(E ) = E . Since Cφ,w is injective, we deduce from (199) that
‖Cnφ,weˆ0‖2 = q−
1
4n
2
, n ∈ Z.
Applying [97, Theorem 5] once more, we see that the weighted composition op-
erator Cφ,w is subnormal. This, together with (198), proves (a). By (193) and
Proposition 8, the operators Cφ and Cφ,w are unbounded, and so (b) holds. In
view of (194), MwCφ  Cφ,w. This, combined with (200), justifies (c). Finally, (d)
and (e) follow from (193).
As shown below, it may happen that a nonzero weighted composition operator
Cφ,w is densely defined, the composition operator Cφ is well-defined and not densely
defined (cf. Example 138) and, what is more interesting, the productMwCφ can be
made closed or not, according to our needs.
Example 143. Set X = Z and A = 2X . Let µ : A → R+ be any (necessarily
σ-finite) measure such that 0 < µ(n) <∞ for all n ∈ X . Define the (A -measurable)
transformation φ of X by
φ(n) =
{
n− 1 if n 6 0,
0 if n > 1,
n ∈ X.
Let w : X → C be a weight function such that w(n) 6= 0 for all n ∈ X . Clearly, the
operators Cφ and Cφ,w are well-defined and the following equalities hold:
hφ(n) =

0 if n > 1,
∑∞
k=1 µ(k)
µ(0) if n = 0,
µ(n+1)
µ(n) if n 6 −1,
n ∈ X, (201)
hφ,w(n) =

0 if n > 1,
∑∞
k=1 |w(k)|
2µ(k)
µ(0) if n = 0,
|w(n+1)|2µ(n+1)
µ(n) if n 6 −1,
n ∈ X. (202)
Assume now that
∑∞
k=1 µ(k) = ∞ and
∑∞
k=1 |w(k)|2µ(k) < ∞. It follows from
(201), (202) and Proposition 10 that Cφ,w is densely defined, while Cφ is not. In
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view of Proposition 109 and Theorem 110, MwCφ  Cφ,w. By Theorem 112, we
have
MwCφ is closed ⇐⇒ inf
n6−1
(
µ(n)
µ(n+ 1)
+ |w(n+ 1)|2
)
> 0.
Now it is easily seen that, by appropriate choices of the sequences {µ(n)}−1n=−∞
and {w(n)}−1n=−∞, the product MwCφ can be made closed or not, according to our
needs. This also shows that the implication (ii)⇒(i) in Proposition 114 is false if
we do not assume that Cφ is densely defined.

CHAPTER 8
Miscellanea
This chapter consists of three sections. In Section 8.1, we discuss the problem of
when the tensor product of (finitely many) weighted composition operators can be
regarded as a weighted composition operator. A partial answer is given in Theorem
149 (see also Corollary 151). In Theorem 153 we show that the closure of a tensor
product of densely defined weighted composition operators can be regarded as a
weighted composition operator. Two open question related to the above topics
are stated as well (see Problems 146 and 154). Section 8.2 proposes a method of
modifying the symbol of a weighted composition operator Cφ,w which preserves
many properties of objects attached to Cφ,w and does not change the operator
Cφ,w itself. As shown in Section 8.3, this method enables to modify the symbol
φ of a quasinormal weighted composition operator Cφ,w so as to get a φ
−1(A )-
measurable family P : X × B(R+) → [0, 1] of probability measures that satisfies
(CC−1) (see Proposition 160). We conclude Section 8.3 with an example of a
quasinormal weighted composition operator Cφ,w which has no φ
−1(A )-measurable
family of probability measures satisfying (CC−1) (see Example 161).
8.1. Tensor products
In this section, we show that, under certain circumstances, the tensor prod-
uct of weighted composition operators can be regarded as a weighted composition
operator.
The following notations and assumptions are fixed throughout this section. Let
N be an integer such that N > 2 and let JN = {1, . . . , N}. Suppose that for each
i ∈ JN , (Xi,Ai, µi) is a σ-finite measure space. Set
X = X1 × . . .×XN ,
A = A1 ⊗ . . .⊗AN = σX
(
A1 ⊠ . . .⊠AN
)
,
where A1 ⊠ . . .⊠AN =
{
∆1 × . . .×∆N : ∆i ∈ Ai for i ∈ JN
}
.
Then there exists a unique (necessarily σ-finite) measure µ = µ1⊗. . .⊗µN : A → R+
such that (see [3, Sect. 2.6])
µ1 ⊗ . . .⊗ µN (∆1 × . . .×∆N ) = µ1(∆1) · . . . · µN (∆N ), ∆i ∈ Ai for i ∈ JN .
The measure µ is called the product of measures µ1, . . . , µN . It is well-known
that the Hilbert space L2(µ) can be identified with the complete tensor product
of Hilbert spaces L2(µ1)⊗ˆ . . . ⊗ˆL2(µN ) (see [79, Sect. II.4] and [107, Sect. 3.4]),
where the tensor product mapping
L2(µ1)× . . .× L2(µN ) ∋ (f1, . . . , fN ) 7−→ f1 ⊗ . . .⊗ fN ∈ L2(µ)
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is given by
(f1 ⊗ . . .⊗ fN )(x1, . . . , xN ) = f1(x1) · . . . · fN(xN ), (x1, . . . , xN ) ∈ X. (203)
Next suppose that for each i ∈ {1, . . . , N}, wi is an Ai-measurable complex function
on Xi and φi is an Ai-measurable transformation of Xi. Set w = w1 ⊗ . . . ⊗ wN
and φ = φ1 × . . .× φN : X → X , where
(φ1 × . . .× φN )(x1, . . . , xN ) = (φ1(x1), . . . , φN (xN )) for (x1, . . . , xN ) ∈ X.
Note that the function w is A -measurable. Since φ−1(σZ(C )) = σY (φ
−1(C )) for
any function φ : Y → Z and any family C ⊆ 2Z , we see that the transformation
φ is A -measurable as well. The above notations and assumptions will be used
throughout this section.
We begin by discussing the question of when the weighted composition operator
Cφ,w is the zero operator on the entire L
2(µ).
Lemma 144. The composition operator Cφ,w is the zero operator on L
2(µ) if
and only if there exists i ∈ JN such that the operator Cφi,wi is the zero operator on
L2(µi) (the other operators Cφj ,wj , j 6= i, may not even be well-defined).
Proof. By Fubini theorem we have
µw(X1 × . . .×XN ) =
N∏
i=1
∫
Xi
|wi|2 dµi. (204)
Applying Proposition 8(vi) and (204) completes the proof. 
The second issue we want to discuss is the question of whether the assumption
that the operator Cφ,w is well-defined implies that the operators Cφi,wi , i ∈ JN ,
are well-defined.
Lemma 145. If the composition operator Cφ,w is well-defined and if it is not
the zero operator on L2(µ), then each operator Cφi,wi , i ∈ JN , is well-defined.
Proof. It follows from Lemma 144 that∫
Xi
|wi|2 dµi ∈ (0,∞], i ∈ JN . (205)
By Proposition 7, µw ◦ φ−1 ≪ µ. Let us fix i ∈ JN . If ∆ ∈ Ai is such that
µi(∆) = 0, then
µ(X1 × . . .×Xi−1 ×∆×Xi+1 × . . .×XN ) = 0,
and consequently, by the Fubini theorem, we have
(µi)wi ◦ φ−1i (∆) ·
∏
j∈JN\{i}
∫
Xi
|wi|2 dµi
= µ ◦ φ−1(X1 × . . .×Xi−1 ×∆×Xi+1 × . . .×XN) = 0.
This and (205) imply that (µi)wi ◦ φ−1i (∆) = 0. Hence, by Proposition 7, the
operator Cφi,wi is well-defined. This completes the proof. 
Now we discuss the converse question.
Problem 146. Does the assumption that the operators Cφi,wi , i ∈ JN , are
well-defined imply that the operator Cφ,w is well-defined?
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This problem remains unsolved in full generality. Below we provide some partial
solutions. First, we fix some notation. Given C ⊆ 2Z , we denote by Cσ the class of
countable unions of sets in C . Note that Cσ is the smallest subclass of 2
Z containing
C and closed under the formation of countable unions. Moreover, if C is an algebra,
then Cσ coincides with the class of countable increasing unions of sets in C . If Z
is a disjoint union of sets Z1 and Z2, C1 ⊆ 2Z1 and C2 ⊆ 2Z2 , then we write
C1 ⊎ C2 = {C1 ∪ C2 : C1 ∈ C1, C2 ∈ C2}.
It is easy to see that
(C1 ⊎ C2)σ = (C1)σ ⊎ (C2)σ. (206)
Lemma 147. Suppose (µi)wi ◦ φ−1i ≪ µi for each i ∈ JN . Set
hφi,wi =
d(µi)wi ◦ φ−1i
dµi
, i ∈ JN ,
and Ω∞ = {hφ1,w1⊗. . .⊗hφN ,wN <∞} (see (203) for notation). Then the following
assertions are valid:
(i) Ω∞ ∈ alg(A1 ⊠ . . .⊠AN ) := the algebra generated by A1 ⊠ . . .⊠AN ,
(ii) Q :=
{
∆ ∈ A : ∆ ⊆ Ω∞
}
⊎
{
∆ ∈ alg(A1 ⊠ . . .⊠AN ) : ∆ ⊆ X \Ω∞
}
is
an algebra of sets which contains A1 ⊠ . . .⊠AN , and
Qσ =
[
A ∩Ω∞
]
⊎
[
(alg(A1 ⊠ . . .⊠AN ))σ ∩ (X \Ω∞)
]
,
(iii) µw ◦ φ−1(∆) =
∫
∆
hφ1,w1 ⊗ . . .⊗ hφN ,wN dµ for every ∆ ∈ Qσ,
(iv) the measure µw ◦ φ−1 is σ-finite on Ω∞.
Proof. If (∆1, . . . , ∆N ) ∈ A1× . . .×AN , then by the Fubini theorem we have
µw ◦ φ−1(∆1 × . . .×∆N ) =
∫
X
χφ−11 (∆1)
⊗ . . .⊗ χφ−1N (∆N )|w1 ⊗ . . .⊗ wN |
2 dµ
=
N∏
i=1
(µi)wi ◦ φ−1i (∆i)
=
∫
∆1×...×∆N
hφ1,w1 ⊗ . . .⊗ hφN ,wN dµ. (207)
Fix i ∈ JN . Let Ξi = {hφi,wi <∞} and Ci = Ai ∩Ξi. Set Ξ = Ξ1 × . . .×ΞN and
C = {∆ ∈ A : ∆ ⊆ Ξ}. Clearly Ξ ∈ A and the class of sets Ci is a σ-algebra of
subsets of Ξi. Notice that
C = A ∩ Ξ
= σX
(
A1 ⊠ . . .⊠AN
) ∩ Ξ
(†)
= σΞ
(
(A1 ⊠ . . .⊠AN) ∩ Ξ
)
= σΞ
(
C1 ⊠ . . .⊠ CN
)
= C1 ⊗ . . .⊗ CN , (208)
where (†) follows from [3, Sect. 1.2.2]. Since µi is σ-finite, there exists a sequence
{Ξi,n}∞n=1 ⊆ Ai such that
µi(Ξi,n) <∞ and hφi,wi 6 n on Ξi,n for every n ∈ N, (209)
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and Ξi,n ր Ξi as n→∞. Define the measure ν : A → R+ by
ν(∆) =
∫
∆
hφ1,w1 ⊗ . . .⊗ hφN ,wN dµ, ∆ ∈ A . (210)
It follows from (207) that the measures µw ◦ φ−1|C and ν|C coincide on the semi-
algebra C1⊠. . .⊠CN . Moreover, the sequence {Ξ1,n×. . .×ΞN,n}∞n=1 ⊆ C1⊠. . .⊠CN
is such that Ξ1,n×. . .×ΞN,n ր Ξ as n→∞ and, by (209), ν(Ξ1,n×. . .×ΞN,n) <∞
for all n ∈ N. Hence, by (208) and Lemma 1, we have
µw ◦ φ−1(∆) = ν(∆), ∆ ∈ A , ∆ ⊆ Ξ. (211)
(i) For this, note that the set Ω∞ can be decomposed into a finite disjoint union
of sets in the semi-algebra A1 ⊠ . . .⊠AN as follows:
Ω∞ = Ξ ⊔
⊔
α∈{0,1,∞}N :
|α|=∞,⊓(α)=0
Γ1,α1 × . . .× ΓN,αN , (212)
where |α| = ∑Ni=1 αi and ⊓(α) = α1 · . . . · αN for α = (α1, . . . , αN ) ∈ {0, 1,∞}N ,
and
Γi,β =

{hφi,wi = 0} if β = 0,
{0 < hφi,wi <∞} if β = 1,
{hφi,wi =∞} if β =∞,
β ∈ {0, 1,∞}, i ∈ JN . (213)
This yields (i).
(ii) Use (i) and (206).
(iii) If α ∈ {0, 1,∞}N is such that |α| = ∞ and ⊓(α) = 0, then by (207) we
have
µw ◦ φ−1(Γ1,α1 × . . .× ΓN,αN ) = ν(Γ1,α1 × . . .× ΓN,αN ) = 0, (214)
and consequently µw ◦ φ−1(∆) = ν(∆) = 0 for every ∆ ∈ A such that ∆ ⊆
Γ1,α1 × . . .× ΓN,αN . This together with (211) and (212) implies that
µw ◦ φ−1(∆) = ν(∆), ∆ ∈ A , ∆ ⊆ Ω∞. (215)
Applying [71, Proposition I-6-1] and (207), we see that
µw ◦ φ−1(∆) = ν(∆), ∆ ∈ alg(A1 ⊠ . . .⊠AN), ∆ ⊆ X \Ω∞.
This combined with (215) shows that µw ◦ φ−1(∆) = ν(∆) for all ∆ ∈ Q. An
application of [81, Theorem 1.19(d)] yields (iii).
(iv) For this, observe that Ξ1,n× . . .×ΞN,n ∪ (Ω∞ \Ξ)ր Ω∞ as n→∞ and,
by (211), (212) and (214), µw ◦ φ−1(Ξ1,n × . . . × ΞN,n ⊔ (Ω∞ \ Ξ)) < ∞ for all
n ∈ N. This completes the proof. 
Let us make some comments regarding Lemma 147.
Remark 148. First, observe that, as in the case of Ω∞, the set X \Ω∞ can be
decomposed into a finite disjoint union of sets in A1⊠. . .⊠AN as follows (see (213)):
X \Ω∞ =
⊔
α∈{0,1,∞}N :
|α|=∞,⊓(α)>0
Γ1,α1 × . . .× ΓN,αN .
Hence, applying either the above equality or assertion (i) of Lemma 147, we obtain
{∆ ∈ alg(A1 ⊠ . . .⊠AN ) : ∆ ⊆ X \Ω∞} =
(
alg(A1 ⊠ . . .⊠AN )
) ∩ (X \Ω∞).
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Second, note that the measure ν defined by (210) is completely non-σ-finite on
the set X \ Ω∞ (i.e., ν is not σ-finite on any A -measurable subset of X \ Ω∞
of positive ν-measure), or equivalently, ν has the property that ν(∆) ∈ {0,∞}
for every A -measurable subset of X \ Ω∞; for such ∆’s, ν(∆) = 0 if and only if
µ(∆) = 0. It follows from Lemma 147 that the measure ν is σ-finite on the set Ω∞.
This provides a decomposition of the measure ν into a σ-finite and a completely
non-σ-finite parts (see [53, Exercise 30.11]). As a consequence, by assertion (iii) of
Lemma 147, µw ◦φ−1(∆) ∈ {0,∞} for every ∆ ∈ (alg(A1⊠ . . .⊠AN))σ∩ (X \Ω∞).
The next two theorems give partial solutions to Problem 146.
Theorem 149. Suppose Cφi,wi is well-defined for every i ∈ JN and
A = (alg(A1 ⊠ . . .⊠AN ))σ. (216)
Then the following assertions are valid:
(i) the operator Cφ,w is well-defined,
(ii) hφ,w :=
dµw◦φ
−1
dµ = hφ1,w1 ⊗ . . .⊗ hφN ,wN a.e. [µ].
Proof. Apply Proposition 7 and Lemma 147. 
Let Z be a nonempty set and C ⊆ 2Z be a σ-algebra. We say that a set
∆ ∈ C is an atom of C if the only proper C -measurable subset of ∆ is the empty
set. Denote by At(C ) the set of all atoms of C . It is obvious that the atoms of
C are nonempty and pairwise disjoint. If At(C ) 6= ∅ and σ(At(C )) = C , then the
σ-algebra C is called atomic. As shown in Example 150 below, there may exist
atomic σ-algebras for which ⋃
At(C )  Z.
Example 150. Let Z = [0, 1] and C = σZ
({{x} : x ∈ [0, 12]}). Then a subset
∆ of Z is in C if and only if ∆ is a countable subset of
[
0, 12
]
or it is a disjoint union
of the interval
(
1
2 , 1
]
and a subset of
[
0, 12
]
with countable relative complement in[
0, 12
]
. This implies that At(C ) =
{{x} : x ∈ [0, 12]}, which means that At(C ) is
not a partition of Z.
It is a matter of routine to verify that if Z is a nonempty set, C ⊂ 2Z is an
atomic σ-algebra and At(C ) is a partition of Z, then C consists of all sets of the
form
⊔
∆∈F ∆, where F is a countable subset of At(C ) or it is a subset of At(C )
whose relative complement in At(C ) is countable. As a consequence, we have:
if C ⊂ 2Z is an atomic σ-algebra and At(C ) is a countable partition of
Z, then C consists of all sets of the form
⊔
∆∈F ∆, where F ⊆ At(C ). (217)
We say that a measure τ : C → R+ is atomic if C is an atomic σ-algebra of
subsets of a nonempty set Z, the measure τ is σ-finite and τ(∆) > 0 for every
∆ ∈ At(C ). If this is the case, then the set At(C ) is countable (see [10, Theorem
10.2(iv)]), and thus C can be described as in (217).
As shown below, the atomic measures fit well into the scope of Theorem 149.
Corollary 151. Suppose that for every i ∈ JN , Cφi,wi is well-defined, µi is
an atomic measure and At(Ai) is a partition of Xi. Then the following assertions
are valid:
(i) the operator Cφ,w is well-defined,
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(ii) hφ,w = hφ1,w1 ⊗ . . .⊗ hφN ,wN a.e. [µ].
Proof. Since each µi is σ-finite, At(Ai) is countable for every i ∈ JN . Let C
be the class of all subsets of X of the form⊔
(∆1,...,∆N )∈F
∆1 × . . .×∆N , (218)
where F is a subset of At(A1)× . . .×At(AN). It is a routine matter to check that
C is a σ-algebra which is contained in A . On the other hand, if (∆˜1, . . . , ∆˜N ) ∈
A1 × . . . × AN , then by (217) for every i ∈ JN , there exists Fi ⊆ At(Ai) such
that ∆˜i =
⊔
∆i∈Fi
∆i. This implies that ∆˜1 × . . .× ∆˜N is of the form (218) with
F = F1× . . .×FN . As a consequence of the above, C = A . This means that the
condition (216) is satisfied. Applying Theorem 149 completes the proof. 
Suppose now that the operators Cφi,wi , i ∈ JN , are well-defined. Then there
exists a unique operator in L2(µ), denoted by Cφ1,w1 ⊗ . . .⊗ CφN ,wN , such that
D(Cφ1,w1 ⊗ . . .⊗ CφN ,wN ) = D(Cφ1,w1)⊗ . . .⊗D(CφN ,wN ),
(Cφ1,w1 ⊗ . . .⊗ CφN ,wN )(f1 ⊗ . . .⊗ fN ) = (Cφ1,w1f1)⊗ . . .⊗ (CφN ,wN fN ),
whenever fi ∈ D(Cφi,wi) for i ∈ JN (see [107, p. 262]); here
D(Cφ1,w1)⊗ . . .⊗D(CφN ,wN ) = lin
{
f1 ⊗ . . .⊗ fN : fi ∈ D(Cφi,wi) for i ∈ JN
}
.
Since the operators Cφi,wi , i ∈ JN , are closed (see Proposition 8) and tensor prod-
ucts of closable operators are closable1, we get the following.
Proposition 152. If the operators Cφi,wi , i ∈ JN , are well-defined, then their
tensor product Cφ1,w1 ⊗ . . .⊗ CφN ,wN is closable.
The next result sheds more light on the relationship between the tensor product
Cφ1,w1 ⊗ . . .⊗ CφN ,wN whose factors are densely defined and the weighted compo-
sition operator Cφ,w.
Theorem 153. Suppose Cφi,wi is densely defined for each i ∈ JN . Then the
following assertions are valid:
(i) the operator Cφ,w is densely defined,
(ii) hφ,w = hφ1,w1 ⊗ . . .⊗ hφN ,wN a.e. [µ],
(iii) µw ◦ φ−1 = [(µ1)w1 ◦ φ−11 ]⊗ . . .⊗ [(µN )wN ◦ φ−1N ],
(iv) the operator Cφ1,w1 ⊗ . . .⊗ CφN ,wN is densely defined, closable and
Cφ1,w1 ⊗ . . .⊗ CφN ,wN = Cφ,w.
Proof. By Proposition 10, we can modify hφi,wi so as to obtain the equality
{hφi,wi <∞} = Xi for each i ∈ JN . Then we have {hφ1,w1 ⊗ . . .⊗ hφN ,wN <∞} =
X . Applying Lemma 147, we deduce that µw ◦ φ−1 is absolutely continuous with
respect to µ and (ii) is satisfied. By Propositions 7 and 10, (i) holds as well. Since,
by Proposition 10, the measures νi := (µi)wi ◦φ−1i , i ∈ JN , are σ-finite, there exists
their product measure ν1 ⊗ . . .⊗ νN . Hence, by (207), (iii) holds.
It remains to prove (iv). By Proposition 152, Cφ1,w1 ⊗ . . .⊗CφN ,wN is closable.
Observe that Cφ1,w1⊗ . . .⊗CφN ,wN ⊆ Cφ,w. Since, by Proposition 8, Cφ,w is closed,
1 Adapting the proof of [79, Proposition, p. 298] to the context of operators acting between
different Hilbert spaces and restricting the tensor product of operators in question to the closure
of its domain, we may drop the assumption that the tensor factors are densely defined.
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it is enough to show that the orthogonal complement of D(Cφ1,w1⊗. . .⊗CφN ,wN ) in
D(Cφ,w) with respect to the graph inner product 〈·, -〉Cφ,w is the zero space. For this,
take a function u ∈ D(Cφ,w) which is orthogonal to D(Cφ1,w1)⊗ . . .⊗D(CφN ,wN )
with respect to the graph inner product 〈·, -〉Cφ,w . Let fi ∈ D(Cφi,wi) for i ∈ JN .
Applying (8), we deduce that
uf¯1 ⊗ . . .⊗ f¯N (1 + hφ,w) ∈ L1(µ) (219)
and
0 = 〈u, f1 ⊗ . . .⊗ fN 〉Cφ,w =
∫
X
uf¯1 ⊗ . . .⊗ f¯N dµ
+
∫
X
(u ◦ φ)((f¯1 ⊗ . . .⊗ f¯N) ◦ φ) dµw
=
∫
X
uf¯1 ⊗ . . .⊗ f¯N (1 + hφ,w) dµ. (220)
It follows from Lemma 9 and Proposition 10 that for every i ∈ JN , there exists a
sequence {Ωi,n}∞n=1 ⊆ Ai such that
µi(Ωi,n) <∞ and hφi,wi 6 n a.e. [µi] on Ωi,n for every n ∈ N, (221)
and Ωi,n ր Xi as n → ∞. Fix n ∈ N. Let Cn = {∆ ∈ A : ∆ ⊆ Ωn}, where
Ωn := Ω1,n × . . . × ΩN,n. Clearly, for i ∈ JN , the family Ai,n := Ai ∩ Ωi,n is a
σ-algebra of subsets of Ωi,n. Arguing as in (207), we get
Cn = σΩn
(
A1,n ⊠ . . .⊠AN,n
)
. (222)
Since, by Proposition 8(i) and (221), fi := χΩi,n ∈ D(Cφi,wi) for i ∈ JN , we infer
from (219) that u(1 + hφ,w) ∈ L1(Ωn,Cn, µ|Cn). Hence, by Lebesgue’s dominated
convergence theorem, the set function νn : Cn → C defined by
νn(∆) =
∫
∆
u(1 + hφ,w) dµ, ∆ ∈ Cn, (223)
is a complex measure. Since χ∆i ∈ D(Cφi,wi) for ∆i ∈ Ai,n and i ∈ JN , we
deduce from (220) that νn vanishes on the semi-algebra A1,n⊠ . . .⊠AN,n. By [71,
Proposition I-6-1], νn vanishes on the algebra D generated by A1,n ⊠ . . . ⊠ AN,n.
It follows from [81, Proposition 1.19] that the class of sets {∆ ∈ Cn : νn(∆) = 0}
is a monotone class which contains D . Hence, by (222) and the monotone class
theorem (see [3, Theorem 1.3.9]), we see that νn vanishes on the entire Cn. This
fact combined with u(1 + hφ,w) ∈ L1(Ωn,Cn, µ|Cn) and (223) implies that u = 0
a.e. [µ] on Ωn. Since Ωn ր X as n → ∞, we conclude that u = 0 a.e. [µ]. This
completes the proof. 
It is worth mentioning that the following problem, which is closely related to
Theorem 153, remains unsolved.
Problem 154. Does the assumption that the operator Cφ,w is nonzero and
densely defined imply that the operators Cφi,wi , i ∈ JN , are densely defined?
It may also be useful to provide yet another comment on Theorem 153.
Remark 155. We show that under the weakest possible assumption that the
operators Cφi,wi , i ∈ JN , are well-defined, the tensor product Cφ1,w1⊗ . . .⊗CφN ,wN
acts in a way that still resembles the formal action of Cφ,w. Given a measure
space (Z,C , τ) and a C -measurable complex function g on Z, we write [g]τ for the
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equivalence class of g with respect to the equivalence relation “a.e. [τ ]”. Denote by
E the linear span of the set of all functions of the form f1 ⊗ . . . ⊗ fN , where, for
i ∈ JN , fi is an Ai-measurable function on Xi such that [fi]µi ∈ D(Cφi,wi). It is a
simple matter to verify that
D(Cφ1,w1 ⊗ . . .⊗ CφN ,wN ) =
{
[f ]µ : f ∈ E
}
,
(Cφ1,w1 ⊗ . . .⊗ CφN ,wN )[f ]µ = [w · f ◦ φ]µ, f ∈ E .
This means that w · f ◦ φ = w · g ◦ φ a.e. [µ] whenever f and g are functions in E
such that f = g a.e. [µ] (in fact, this property is equivalent to knowing that the
tensor product Cφ1,w1 ⊗ . . . ⊗ CφN ,wN is well-defined). However, we do not know
whether w · f ◦ φ = w · g ◦ φ a.e. [µ] if f is an A -measurable complex function on
X , g is a function in E and f = g a.e. [µ] (cf. Problem 146).
8.2. Modifying the symbol φ
As will be seen in this and the next section, modifying the symbols of weighted
composition operators may be fruitful. Here we provide a certain modification
which will be used in two ways: first, to show that the conclusion of Theorem 34 is
optimal in a sense that in general non of the implications in (58) can be reversed
(see Example 158) and, second, to improve the measurability properties of families
P satisfying (CC) in the case of quasinormal operators (see Proposition 160).
Lemma 156. Suppose (AS2) holds. Then the transformation φ˜ : X → X
given by
φ˜(x) =
{
x if w(x) = 0,
φ(x) if w(x) 6= 0, x ∈ X, (224)
is A -measurable and has the following properties:
(i) φ˜ = φ a.e. [µw], µw ◦ φ˜−1 ≪ µ, hφ˜,w = hφ,w a.e. [µ] and Cφ,w = Cφ˜,w,
(ii) if hφ,w < ∞ a.e. [µ], then Eφ˜,w(f) = Eφ,w(f) a.e. [µw] for every A -
measurable function f : X → R+,
(iii) if hφ,w ◦ φ = hφ,w a.e. [µw], then hφ˜,w ◦ φ˜ = hφ˜,w a.e. [µ].
Proof. (i)&(ii) Apply Proposition 7 and Proposition A.1.5.
(iii) By (i) and Lemma 5, we have
hφ˜,w ◦ φ˜ = hφ,w ◦ φ˜
(224)
= hφ,w ◦ φ = hφ,w = hφ˜,w a.e. [µw]. (225)
Since clearly hφ˜,w ◦ φ˜ = hφ˜,w on {w = 0}, we get hφ˜,w ◦ φ˜ = hφ˜,w a.e. [µ]. 
Regarding Lemma 156, we note that if hφ,w < ∞ a.e. [µ], then the assertion
(iii) of this lemma can also be deduced from Proposition 7 and Theorem 20.
Proposition 157. If (AS3) holds and φ˜ is as in (224), then the following
assertions are valid:
(i) if µw ◦φ−1 ≪ µ, hφ,w <∞ a.e. [µ] and P satisfies (CC), then P satisfies
(CC) with φ˜ in place of φ,
(ii) if ρW ◦ Φ−1 ≪ ρ and hΦ,W ◦ Φ = hΦ,W a.e. [ρW ], then ρW ◦ Φ˜−1 ≪ ρ
and hΦ˜,W ◦ Φ˜ = hΦ˜,W a.e. [ρ], where Φ˜ : X × R+ → X × R+ is given by
Φ˜(x, t) = (φ˜(x), t) for x ∈ X and t ∈ R+.
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Proof. (i) Apply Lemma 156(ii) and the equality hφ˜,w ◦ φ˜ = hφ,w ◦φ a.e. [µw]
(see (225)).
(ii) First note that
Φ˜(x, t) =
{
(x, t) if W (x, t) = 0,
Φ(x, t) if W (x, t) 6= 0, (x, t) ∈ X × R+.
This and Lemma 156(iii) applied to Φ, W and ρ in place of φ, w and µ, respectively,
complete the proof. 
Now we are in a position to provide an example which was announced in the last
paragraph of Section 3.3. Recall that in view of Theorem 34, the conditions (i⋆)-(v⋆)
are equivalent and the implications (iii⋆)⇒(vi⋆), (vii⋆)⇒(iii⋆) and (vii⋆)⇒(vi⋆) hold.
The example below demonstrates that in general none of these implications can be
reversed.
Example 158. Consider a subnormal weighted composition operator Cφ,w that
admits an A -measurable family P : X × B(R+) → [0, 1] of probability measures
satisfying (CC) and has the property that
µ(Θ00) > 0, where Θ00 := {hφ,w = 0} ∩ {w = 0}.
In view of Remark 30 or Example 161, such an operator exists. By Corollary 13,
hφ,w > 0 a.e. [µw]. Clearly, (vii
⋆) does not hold. According to Corollary 38(i), P
can be modified so as to satisfy the equality
∫∞
0
tP (·, d t) = 0 a.e. [µ] on {hφ,w = 0}.
It follows from Theorem 34 that the so-modified P satisfies (CC−1). This shows
that the implication (iii⋆)⇒(vii⋆) does not hold in general. It remains to prove
that also the implications (vi⋆)⇒(iii⋆) and (vi⋆)⇒(vii⋆) do not hold in general. By
Corollary 38(ii), P can be modified so as to satisfy the equality
∫∞
0 tP (·, d t) =∞
a.e. [µ] on Θ00. The so-modified P satisfies (CC) and, by Theorem 34, does not
satisfy (66) and (CC−1). To guarantee that (vi⋆) holds for the above P , we have
to modify φ and Φ in accordance with Lemma 156 and Proposition 157 (this is
possible due to the implication (vii)⇒(vi) of Theorem 27); summarizing, our P
does not satisfy (iii⋆) and (vii⋆).
8.3. Quasinormality revisited
It follows from [18, Sect. 6] and [19, Theorem 7 and Proposition 10] that
each quasinormal composition operator Cφ admits a φ
−1(A )-measurable family
of probability measures that satisfies (CC−1). As shown in Example 161 below,
this is no longer true for weighted composition operators. Nevertheless, this is the
case when φ−1(A )-measurability is replaced by A -measurability (see Proposition
159). What is more, φ−1(A )-measurability can always be restored by modifying
the symbol φ of Cφ,w (see Proposition 160).
We begin by showing that each quasinormal weighted composition operator
Cφ,w has an A -measurable family of probability measures P that satisfies (CC
−1)
(and consequently (CC); see (56)). If w 6= 0 a.e. [µ], then P can always be chosen
to be φ−1(A )-measurable (this covers [18, Proposition 10]). We also discuss the
question of uniqueness of P .
Proposition 159. Suppose (AS2) holds and Cφ,w is quasinormal. Then the
following assertions are valid:
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(i) a mapping P : X ×B(R+)→ [0, 1] defined by
P (x, σ) = χσ(hφ,w(x)), x ∈ X, σ ∈ B(R+), (226)
is a B-measurable family of probability measures that satisfies (CC−1),
where B = φ−1(A )µw (see (6) for notation),
(ii) if w 6= 0 a.e. [µ], then a mapping P : X ×B(R+)→ [0, 1] defined by
P (x, σ) = χσ(hφ,w(φ(x))), x ∈ X, σ ∈ B(R+), (227)
is a φ−1(A )-measurable family of probability measures satisfying (CC−1),
(iii) if P1, P2 : X × B(R+) → [0, 1] are A -measurable families of probability
measures satisfying (CC), then P1(x, ·) = P2(x, ·) for µw-a.e. x ∈ X,
(iv) if P1, P2 : X × B(R+) → [0, 1] are A -measurable families of probability
measures satisfying (CC−1), then P1(x, ·) = P2(x, ·) for µ-a.e. x ∈ X.
Proof. (i) By (226) and Theorem 20, P (φ(x), σ) = P (x, σ) for µw-a.e. x ∈ X
and for all σ ∈ B(R+). Hence, P is B-measurable (see [81, Lemma 1, p. 169])
and Eφ,w(P (·, σ))(x) = P (φ(x), σ) for µw-a.e. x ∈ X and for all σ ∈ B(R+). This
implies that P satisfies (CC). Applying the implication (iv⋆)⇒(i⋆) of Theorem 34,
we see that P satisfies (CC−1) as well.
(ii) Since µ ≪ µw, we infer from Theorem 20 that hφ,w ◦ φ = hφ,w a.e. [µ].
Hence, by Lemma 5, hφ,w ◦ φ2 = hφ,w ◦ φ a.e. [µw]. Since, by (227), P (·, σ) is
φ−1(A )-measurable, we easily verify that P satisfies (CC). Applying the equality
hφ,w ◦ φ = hφ,w a.e. [µ] and the implication (iv⋆)⇒(i⋆) of Theorem 34, we conclude
that P satisfies (CC−1).
(iii) Let P be as in (i). By Corollary 13, hφ,w > 0 a.e. [µw]. Using the impli-
cation (vii)⇒(ii) of Theorem 27, we deduce that the measures P (x, ·), P1(x, ·) and
P2(x, ·) are representing measures of a Stieltjes moment sequence {(hφ,w(x))n}∞n=0
for µw-a.e. x ∈ X . This and (4) prove (iii).
(iv) Argue as in (iii), using Theorem 34 in place of Theorem 27. 
Now we show that the modification φ  φ˜ of the symbol of a quasinormal
operator Cφ,w enables us to obtain a φ
−1(A )-measurable family of probability
measures that satisfies (CC−1).
Proposition 160. Suppose (AS2) holds and Cφ,w is quasinormal. Let φ˜ be
as in (224). Then φ˜ is A -measurable, Cφ˜,w is well-defined, Cφ˜,w = Cφ,w and a
mapping P : X ×B(R+)→ [0, 1] defined by
P (x, σ) = χσ(hφ˜,w(φ˜(x))), x ∈ X, σ ∈ B(R+),
is a φ˜−1(A )-measurable family of probability measures that satisfies (CC−1) with φ˜
in place of φ. Moreover, hφ˜,w◦φ˜ = hφ˜,w a.e. [µ] and P is a (φ−1(A ))µw -measurable.
Proof. Clearly, P is a φ˜−1(A )-measurable family of probability measures.
Hence, by Lemma 156 and Proposition 7, φ˜ = φ a.e. [µw], P is (φ
−1(A ))µw -
measurable, Cφ˜,w is well-defined and Cφ˜,w = Cφ,w. In view of Theorem 20,
hφ˜,w(φ˜(x)) = hφ˜,w(x) for µ-a.e. x ∈ {w 6= 0}. By the definition of φ˜, hφ˜,w(φ˜(x)) =
hφ˜,w(x) for every x ∈ {w = 0}. Hence hφ˜,w ◦ φ˜ = hφ˜,w a.e. [µ]. Arguing as in the
proof of assertion (ii) of Proposition 159 completes the proof. 
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Figure 1. The measure µ and the transformation φ that appear
in Example 161.
Below we give an example of a quasinormal weighted composition operator Cφ,w
which has no φ−1(A )-measurable family of probability measures satisfying (CC).
In this particular case, µ(Θ++) > 0, µ(Θ+0) > 0 and µ(Θ00) > 0 (see Remark 39).
However, µ(Θ0+) = 0 due to Corollary 13.
Example 161. Fix M,N ∈ N ∪ {∞}. Set X = Ω0 ⊔ Ω1 and A = 2X , where
Ω0 =
⊔M
m=1 Z+ × {m} × {0} and Ω1 =
⊔N
n=1 Z+ × {n} × {1}. Let {λn}Nn=1 be a
sequence of positive real numbers. Define the σ-finite measure µ : A → R+ by
µ({(j,m, s)}) =
{
δ0(j) if s = 0,
λjm if s = 1,
(j,m, s) ∈ X. (228)
Set w = χΩ with Ω =
(⊔M
m=1 N × {m} × {0}
) ⊔ (⊔Nn=1 N × {n} × {1}). The
transformation φ of X is defined by
φ((j,m, s)) =
{
(j − 1,m, s) if j > 1,
(0, 1, s) if j = 0,
(j,m, s) ∈ X. (229)
The reader is referred to Figure 1 which illustrates the measure space (X,A , µ)
and the transformation φ defined above.
First, note that Cφ,w is well-defined. Indeed, if µ(∆) = 0, then ∆ ⊆ Ω ∩ Ω0
and thus φ−1(∆) ⊆ Ω ∩Ω0, which implies that µw(φ−1(∆)) = 0. It is clear that
hφ,w((j,m, s)) =
{
0 if s = 0,
λm if s = 1,
(j,m, s) ∈ X. (230)
(The function hφ,w is uniquely determined on the set X \ (Ω ∩Ω0) which coincides
with At(µ) (see (116)); so we may put hφ,w|Ω∩Ω0 = 0.) By (230), Cφ,w is densely
defined, hφ,w > 0 a.e. [µw], µ(Θ+0) = N > 0 and µ(Θ00) = M > 0, which means
that the condition “hφ,w > 0 a.e. [µ]” does not hold. Hence, by Lemma 11, Cφ,w
is not injective. It follows from (229) and (230) that hφ,w(φ(x)) = hφ,w(x) for
all x ∈ Ω ∩ Ω1. Since Ω ∩ Ω1 = At(µw), we conclude that hφ,w ◦ φ = hφ,w a.e.
[µw]. By Theorem 20, Cφ,w is quasinormal and, by Proposition 159, Cφ,w has an
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A -measurable family of probability measures that satisfies (CC−1). Note that if
P : X ×B(R+) → [0, 1] is any A -measurable family of probability measures that
satisfies (CC−1), then P (x, ·) = δ0(·) for every x ∈ Θ00. Indeed, this is a direct
consequence of the implication (i⋆)⇒(iv⋆) of Theorem 34.
Suppose P : X × B(R+) → [0, 1] is an A -measurable family of probability
measures that satisfies (CC). We will show that P (x, ·) is uniquely determined for
all x ∈ Θ+0 = {(0, n, 1): n ∈ JN}, where JN = N∩[1, N ]. In fact, we will prove that
P ((0, n, 1), ·) = δλn(·), n ∈ JN . (231)
Indeed, since Ω∩Ω1 = At(µw), we easily verify that for every function f : X → R+,(
Eφ,w(f)
)
(y) =
∫
φ−1({x}) f dµw
µw(φ−1({x})) = f(y), y ∈ φ
−1({x}), x ∈ Ω ∩Ω1.
(The denominator is nonzero because φ−1(Ω ∩Ω1) ⊆ Ω ∩Ω1.) Then clearly (CC)
takes the following form
P (x, σ) · hφ,w(φ(x)) =
∫
σ
tP (φ(x), d t), x ∈ Ω ∩Ω1.
Since (j + 1, n, 1) ∈ Ω ∩Ω1 for j ∈ Z+ and n ∈ JN , we get
P ((j + 1, n, 1), σ) · λn =
∫
σ
tP ((j, n, 1), d t), σ ∈ B(R+), j ∈ Z+, n ∈ JN .
By induction on j, we have
P ((j, n, 1), σ) =
1
λjn
∫
σ
tjP ((0, n, 1), d t), σ ∈ B(R+), j ∈ Z+, n ∈ JN .
Substituting σ = R+, we obtain
λjn =
∫ ∞
0
tjP ((0, n, 1), dt), j ∈ Z+, n ∈ JN ,
which together with (4) implies (231).
Assume additionally that the family P is φ−1(A )-measurable. Then for every
σ ∈ B(R+), P (·, σ) is a constant function on the set
φ−1({(0, 1, 1)}) = {(0, n, 1): n ∈ JN} ⊔ {(1, 1, 1)}.
This yields
δλn(·)
(231)
= P ((0, n, 1), ·) = P ((0, 1, 1), ·) (231)= δλ1(·), n ∈ JN ,
which implies that λn = λ1 for every n ∈ JN . Hence, if the sequence {λn}Nn=1 is
non-constant, then Cφ,w has no φ
−1(A )-measurable family of probability measures
satisfying (CC).
Remark 162. It is worth pointing out that the operator Cφ,w constructed in
Example 161 is of the form
Cφ,w = Cψ,u ⊕ Cζ,v,
where Cψ,u is a weighted composition operator in L
2(Ω0, 2
Ω0 , µ|2Ω0 ) with u =
w|Ω0 and ψ = φ|Ω0 : Ω0 → Ω0, and Cζ,v is a weighted composition operator in
L2(Ω1, 2
Ω1 , µ|2Ω1 ) with v = w|Ω1 and ζ = φ|Ω1 : Ω1 → Ω1. Indeed, it is a matter
of routine to show that Cψ,u and Cζ,v are well-defined, hψ,u = hφ,w|Ω0 = 0 a.e.
[µ|2Ω0 ] and hζ,v = hφ,w|Ω1 a.e. [µ|2Ω1 ]. This implies that Cφ,w = Cψ,u ⊕Cζ,v, Cψ,u
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is the zero operator on L2(Ω0, 2
Ω0 , µ|2Ω0 ) and Cζ,v is a quasinormal operator (use
Theorem 20). By (228) and (230), we have
µ({hψ,u = 0} ∩ {u = 0}) =M > 0,
µ({hζ,v = 0} ∩ {v = 0}) = 0,
µ({hζ,v > 0} ∩ {v = 0}) = N > 0.

APPENDIX A
Nonprobabilistic Expectation and Operators
In this chapter, we discuss some properties of conditional expectation in the
nonprobabilistic context and Hilbert space operators that have been used in this
paper.
A.1. Conditional expectation
In this section, we discuss some basic properties of conditional expectation in
non-probabilistic setting.
Let (X,A , ν) be a measure space and B ⊆ A be a σ-algebra such that the
measure ν|B is σ-finite. It follows from the Radon-Nikodym theorem that for every
A -measurable function f : X → R+ there exists a unique (up to a set of ν-measure
zero) B-measurable function E(f ;B, ν) : X → R+ such that∫
∆
f dν =
∫
∆
E(f ;B, ν) dν, ∆ ∈ B. (A.1.1)
We call E(f ;B, ν) the conditional expectation of f with respect to the σ-algebra
B and the measure ν (see [78] for the theory of conditional expectation in the
probabilistic setting). Clearly, if g : X → R+ is an A -measurable function such
that f = g a.e. [ν], then E(f ;B, ν) = E(g;B, ν) a.e. [ν]. Moreover, by (A.1.1), if
B˜ ⊆ A is another σ-algebra such that the measure ν|
B˜
is σ-finite and B˜ ⊆ B,
then for every A -measurable function f : X → R+,
E(f ; B˜, ν) = E
(
E(f ;B, ν); B˜, ν
)
a.e. [ν]. (A.1.2)
It follows from (A.1.1) that
for all α, β ∈ R+ and for all A -measurable functions f, g : X → R+,
E(αf + βg;B, ν) = αE(f ;B, ν) + βE(g;B, ν) a.e. [ν].
(A.1.3)
Applying the standard approximation procedure to (A.1.1), we see that if f : X →
R+ is A -measurable and g : X → R+ is B-measurable, then∫
X
gf dν =
∫
X
gE(f ;B, ν) dν. (A.1.4)
In view of (A.1.1) and the σ-finiteness of ν|B, we have
if f, g : X → R+ are A -measurable functions and f 6 g a.e. [ν], then
E(f ;B, ν) 6 E(g;B, ν) a.e. [ν].
(A.1.5)
Using (A.1.1), (A.1.5) and Lebesque’s monotone convergence theorem, we verify
that
if f, fn : X → R+, n ∈ N, are A -measurable functions such that fn ր f
a.e. [ν] as n→∞, then E(fn;B, ν)ր E(f ;B, ν) a.e. [ν] as n→∞, (A.1.6)
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where the expression “fn ր f a.e. [ν] as n → ∞” means that the sequence
{fn(x)}∞n=1 is monotonically increasing to f(x) for ν-a.e. x ∈ X . Substituting g ·χ∆
with ∆ ∈ B in place of g in (A.1.4), we infer from (A.1.1), (A.1.4) and (A.1.6) that
for every A -measurable function f : X → R+ and for every B-measurable function
g : X → R+,
E(gf ;B, ν) = gE(f ;B, ν) a.e. [ν]. (A.1.7)
The following fact is a direct consequence of (A.1.1):
if ∆ ∈ B and f : X → R+ is an A -measurable function, then f = 0
a.e. [ν] on ∆ if and only if E(f ;B, ν) = 0 a.e. [ν] on ∆.
(A.1.8)
The conditional expectation has the property of “separating points” like Lp-norms.
If p ∈ (0,∞) and f : X → R+ or f : X → C is an A -measurable
function such that E(|f |p;B, ν) = 0 a.e. [ν], then f = 0 a.e. [ν]. (A.1.9)
This is a direct consequence of the equalities
0 =
∫
X
E(|f |p;B, ν) dν (A.1.1)=
∫
X
|f |p dν.
The next result resembles Ho¨lder’s inequality.
Lemma A.1.1. Suppose f, g : X → R+ are A -measurable functions. If p, q ∈
(1,∞) are such that 1p + 1q = 1, then
E(fg;B, ν) 6 E(fp;B, ν)1/p E(gq;B, ν)1/q a.e. [ν]. (A.1.10)
Moreover, if g ∈ L∞(ν), then E(fg;B, ν) 6 E(f ;B, ν)‖g‖L∞(ν) a.e. [ν].
Proof. Set u = E(fp;B, ν)1/p, v = E(gq;B, ν)1/q , Ωu = {0 < u < ∞} and
Ωv = {0 < v <∞}. Define the functions U, V : X → R+ by
U(x) =
{
1
u(x) if x ∈ Ωu,
0 otherwise,
V (x) =
{
1
v(x) if x ∈ Ωv,
0 otherwise.
Clearly, the functions U and V are B-measurable. Set F = U · f and G = V · g.
Then, by the weighted arithmetic-geometric-mean inequality, we have
FG = (F p)1/p(Gq)1/q 6
1
p
F p +
1
q
Gq.
This, combined with (A.1.3), (A.1.5) and (A.1.7), yields
UV E(fg;B, ν) = E(FG;B, ν) 6
1
p
UpE(fp;B, ν) +
1
q
V qE(gq;B, ν) a.e. [ν].
Since UpE(fp;B, ν) = χΩu a.e. [ν] and V
qE(gq;B, ν) = χΩv a.e. [ν], we get
UV E(fg;B, ν) 6 1 a.e. [ν].
This implies that the inequality in (A.1.10) holds a.e. [ν] on Ωu ∩ Ωv. Applying
(A.1.8) to the set Ω̂u := {x ∈ X : u(x) = 0} (resp., Ω̂v := {x ∈ X : v(x) = 0}) and
the functions fp, fg (resp., gq and fg), we deduce that the inequality in (A.1.10)
holds a.e. [ν] on Ω̂u ∪ Ω̂v. Since the right-hand side of the inequality in (A.1.10) is
equal to∞ outside of the set Ω̂u∪Ω̂v∪(Ωu∩Ωv), the proof of (A.1.10) is complete.
The “moreover” part is a direct consequence of (A.1.3) and (A.1.5). 
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Corollary A.1.2. Suppose p ∈ [1,∞] and f : X → R+ is an A -measurable
function such that
∫
X |f |p dν < ∞ if p < ∞ or ess supν |f | < ∞ if p = ∞. Then∫
X
|E(f ;B, ν)|p dν <∞ if p <∞ or ess supν |E(f ;B, ν)| <∞ if p =∞.
Proof. If p ∈ [1,∞), then by applying Lemma A.1.1 to g = 1, we see that
E(f ;B, ν)p 6 E(fp;B, ν) a.e. [ν], which implies that∫
X
E(f ;B, ν)p dν 6
∫
X
E(fp;B, ν) dν =
∫
X
fp dν.
If p =∞, then by (A.1.5), E(f ;B, ν) 6 ‖f‖L∞(ν). 
It follows from (A.1.3) and Corollary A.1.2 that for every p ∈ [1,∞], the map-
ping E( · ;B, ν) can be extended linearly from the convex cone Lp+(ν) to all of Lp(ν)
via standard extension procedure. We use the same symbol E( · ;B, ν) for the ex-
tended mapping, and call it the operator of conditional expectation (we will suppress
the dependence on p in notation). By Corollary A.1.2 and the extension procedure,
the following holds.
Suppose p ∈ [1,∞] and Eφ,w is regarded as an operator in Lp(ν). If
f ∈ Lp(ν), then f ∈ R(Eφ,w) if and only if there exists B-measurable
function f˜ ∈ Lp(ν) such that f = f˜ a.e. [ν].
(A.1.11)
By Corollary A.1.2, we can always choose E(f ;B, ν) to be a B-measurable
complex-valued function whenever f ∈ Lp(ν) and p ∈ [1,∞]. Hence it is clear that
E(f ;B, ν) = E(f¯ ;B, ν) a.e. [ν] whenever f ∈ Lp(ν) and p ∈ [1,∞], (A.1.12)
and, by (A.1.4),∫
X gf dν =
∫
X gE(f ;B, ν) dν whenever g : X → C is B-measurable,
g ∈ Lq(ν) and f ∈ Lp(ν), where p, q ∈ [1,∞] are such that 1p + 1q = 1.
(A.1.13)
Moreover, by applying (A.1.7), we obtain
E(gf ;B, ν) = gE(f ;B, ν) a.e. [ν] whenever g : X → C is B-measur-
able, f ∈ Lp(ν), gf ∈ Lr(ν) and p, r ∈ [1,∞]. (A.1.14)
In the case of complex-valued functions, Lemma A.1.1 takes the following form.
Proposition A.1.3. (i) If p ∈ [1,∞], then for every f ∈ Lp(ν),
|E(f ;B, ν)| 6 E(|f |;B, ν) a.e. [ν].
(ii) If p, q ∈ (1,∞) and 1p + 1q = 1, then for all f ∈ Lp(ν) and g ∈ Lq(ν),
|E(fg;B, ν)| 6 E(|f |p;B, ν)1/p E(|g|q;B, ν)1/q a.e. [ν].
(iii) If f ∈ L1(ν) and g ∈ L∞(ν), then
|E(fg;B, ν)| 6 E(|f |;B, ν)‖g‖L∞(ν) a.e. [ν].
Proof. (i) Let g : X → C be a B-measurable function such that |g| = 1 and
|E(f ;B, ν)| = gE(f ;B, ν). Since |f | − Re(gf) > 0 and Re(gf), f ∈ Lp(ν), we infer
from (A.1.5) that E(Re(gf);B, ν) 6 E(|f |;B, ν) a.e. [ν], and thus
|E(f ;B, ν)| = gE(f ;B, ν) (A.1.14)= E(gf ;B, ν)
= Re(E(gf ;B, ν))
(A.1.12)
= E(Re(gf);B, ν) 6 E(|f |;B, ν) a.e. [ν].
The conditions (ii) and (iii) follow from (i) and Lemma A.1.1. 
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Now we prove that the operator of conditional expectation is contractive with
respect to each Lp-norm, where p ∈ [1,∞].
Theorem A.1.4. The following assertions hold:
(i) if p ∈ [1,∞), then |E(f ;B, ν)|p 6 E(|f |p;B, ν) a.e. [ν] for each f ∈ Lp(ν),
(ii) if p ∈ [1,∞], then the mapping Lp(ν) ∋ f 7−→ E(f ;B, ν) ∈ Lp(ν) is a
linear contraction which leaves the convex cone Lp+(ν) invariant,
(iii) the mapping L2(ν) ∋ f 7−→ E(f ;B, ν) ∈ L2(ν) is an orthogonal projec-
tion.
Proof. (i) The case of p = 1 follows from Proposition A.1.3(i). Suppose
p ∈ (1,∞) and f ∈ Lp(ν). Since the measure ν|B is σ-finite, there exists a sequence
{Xk}∞k=1 ⊆ B such that ν(Xn) < ∞ for every n ∈ N, and Xn ր X as n → ∞.
Applying Proposition A.1.3(ii) to the function g = χXn , which is in L
q(ν), we get
|E(f ;B, ν)|p · χXn
(A.1.14)
= |E(f · χXn ;B, ν)|p
6 E(|f |p;B, ν) · χXn a.e. [ν], n ∈ N.
Passing to the limit with n completes the proof of (i).
(ii) The invariance is clear. If p ∈ [1,∞), then (i) yields∫
X
|E(f ;B, ν)|p dν 6
∫
X
E(|f |p;B, ν) dν (A.1.1)=
∫
X
|f |p dν, f ∈ Lp(ν).
If p =∞, then by Proposition A.1.3(i), we have
|E(f ;B, ν)| 6 E(|f |;B, ν)
(A.1.5)
6 ‖f‖L∞(ν) a.e. [ν], f ∈ L∞(ν),
which completes the proof of (ii).
(iii) Since, by (ii), the mapping L2(ν) ∋ f 7−→ E(f ;B, ν) ∈ L2(ν) is a linear
contraction and, by (A.1.2), E(E(f ;B, ν);B, ν) = E(f ;B, ν) for all f ∈ L2(ν), we
deduce that L2(ν) ∋ f 7−→ E(f ;B, ν) ∈ L2(ν) is an orthogonal projection. This
completes the proof. 
Below, we show that the operators of conditional expectation with respect to
two σ-algebras coincide if and only if the relative ν-complements of these σ-algebras
are equal to each other (see Sect. 2.1 for definition).
Proposition A.1.5. Let B, B˜ ⊆ A be σ-algebras such that the measures ν|B
and ν|
B˜
are σ-finite. Then the following conditions are equivalent:
(i) E(f ;B, ν) = E(f ; B˜, ν) a.e. [ν] for every A -measurable functions f : X →
R+,
(ii) Bν = B˜ν .
Proof. (i)⇒(ii) It is enough to show that Bν ⊆ B˜ν . Take ∆ ∈ B. Since
χ∆ = E(χ∆;B, ν) = E(χ∆; B˜, ν) a.e. [ν]
and the function E(χ∆; B˜, ν) is B˜-measurable, we infer from [18, Lemma 13.1] that
χ∆ is B˜
ν -measurable. This implies that ∆ ∈ B˜ν . Hence Bν ⊆ B˜ν .
(ii)⇒(i) Let C denote any of the σ-algebras B or B˜. Take an A -measurable
function f : X → R+. First, we show that∫
∆
f dν =
∫
∆
E(f ;C , ν) dν, ∆ ∈ C ν . (A.1.15)
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Indeed, if ∆ ∈ C ν , then by (6) there exists ∆′ ∈ C such that ν(∆ △ ∆′) = 0. Then∫
∆
f dν =
∫
∆′
f dν
(A.1.1)
=
∫
∆′
E(f ;C , ν) dν =
∫
∆
E(f ;C , ν) dν,
which proves our claim. Applying (A.1.15) to the σ-algebras B and B˜ and using
the equality Bν = B˜ν , we obtain∫
∆
E(f ;B, ν) dν =
∫
∆
f dν =
∫
∆
E(f ; B˜, ν) dν, ∆ ∈ Bν .
Since the functions E(f ;B, ν) and E(f ; B˜, ν) are Bν -measurable and the measure
ν|Bν is σ-finite, the proof is complete. 
We conclude Appendix A.1 by making the following important caution regard-
ing the conditional expectation.
Caution. We say that the conditional expectation E( · ;C , ν) exists if C ⊆ A
is a σ-algebra and the measure ν|C is σ-finite.
A.2. Powers of operators
This section deals with operators whose powers are all densely defined. We
begin by stating the following fact, which is a direct consequence of the Mittag-
Leffler theorem (see [84, Lemma 1.1.2]).
Lemma A.2.1. Let {kn}∞n=0 be a strictly increasing sequence of nonnegative
integers. Suppose A is an operator in a complex Hilbert space H such that for every
n ∈ Z+, the normed space (D(Akn), ‖ · ‖A;kn) is complete and D(Akn+1) is dense
in D(Akn) with respect to the norm ‖ · ‖A;kn . Then for every n ∈ Z+, D∞(A) is
dense in D(Akn) with respect to the norm ‖ · ‖A;kn.
Theorem A.2.2 below is an abstract version of Theorem 4.7 in [18]. The reader
should be aware of the fact that the former theorem does not imply the latter
because there exists a composition operator Cφ which has a dense set of C
∞-vectors
but Cnφ is not closed for every integer n > 2 (see [18, Example 5.4]).
Theorem A.2.2. Let {kn}∞n=0 be a strictly increasing sequence of nonnegative
integers. Suppose A is a closed operator in H such that
(i) Akn is closed for every n ∈ Z+,
(ii) D(Akn+1) is a core for Akn for every n ∈ Z+.
Then for every n ∈ Z+, the norms ‖ · ‖A;kn and ‖ · ‖Akn are equivalent, and D∞(A)
is a core for Akn .
Proof. Fix n ∈ Z+. Since A is closed, we deduce that the normed space
(D(Akn), ‖ · ‖A;kn) is complete (see [100, Proposition 1]). By (i), the normed space
(D(Akn), ‖ · ‖Akn ) is complete. Since the identity mapping from (D(Akn), ‖ · ‖A;kn)
to (D(Akn), ‖ · ‖Akn ) is continuous, the inverse mapping theorem implies that the
norms ‖ · ‖A;kn and ‖ · ‖Akn are equivalent. Hence, by (ii), D(Akn+1) is dense
in D(Akn) with respect to the norm ‖ · ‖A;kn . An application of Lemma A.2.1
completes the proof. 
It is worth pointing out that closed paranormal operators satisfy the assump-
tion (i) of Theorem A.2.2 (see [100, Proposition 6(iv)]). In particular, this is the
case for closed subnormal, and consequently closed symmetric, operators (see [99,
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Proposition 1] for the proof that symmetric operators are subnormal). Theorem
A.2.2 is no longer true if the assumption (ii) is dropped, even in the class of closed
symmetric operators (see [18, Theorem 4.8] which is essentially due to Schmu¨dgen
[83]).
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