In this paper we investigate the solution of boundary value problems on polygonal domains for elliptic partial differential equations. We observe that when the problems are formulated as the boundary integral equations of classical potential theory, the solutions are representable by series of elementary functions. In addition to being analytically perspicuous, the resulting expressions lend themselves to the construction of accurate and efficient numerical algorithms. The results are illustrated by a number of numerical examples.
Introduction
In classical potential theory, elliptic partial differential equations (PDEs) are reduced to integral equations by representing the solutions as single-layer or double-layer potentials on the boundaries of the regions. The densities of these potentials satisfy Fredholm integral equations of the second kind.
There are three essentially separate regimes in which such boundary integral equations have been studied. In the first regime, the boundary of the region is approximated by a smooth curve. It is known that if the curve is smooth, then the kernel of the integral equation is smooth as well (see, for example, [19] ). The existence and uniqueness of the solution follows from Fredholm's theory, and the integral equations can be solved numerically using standard tools (see, for example, [11] ).
In the second regime, the boundary of the region is approximated by a curve with perfectly sharp corners. In this regime, the kernel of the integral equation has singularities at the corners, and the existence and uniqueness of the solution in the L 2 -sense is also known (see, for example, [20] ). The behavior in the vicinity of the corners of the solutions of both the integral equations and of the underlying differential equation has been the subject of much study (see [15, 22] for representative examples). Comprehensive reviews of the literature can be found in (for example) [10, 18] . In the third regime, the assumptions on the boundary are of an altogether different nature. It might be a Lipschitz or Hölder continuous curve, or a fractal, etc. While during the last fifty years, such environments have been studied in great detail (see, for example, [3] [4] [5] 13, 14, 20] , etc.), they are outside the scope of this paper. This paper deals with the very special case of polygonal boundaries, and is based on several specific analytical observations. These observations are summarized in the following two subsections, and are discussed in detail in Sections 4 and 5.
The Neumann case
Suppose that γ : [−1, 1] → R 2 is a wedge in R 2 with a corner at γ (0), and with interior angle πα. Suppose further that γ is parametrized by arc length, and let ν(t) denote the inward-facing unit normal to the curve γ at t. Let denote the set γ ([−1, 1] ). By extending the sides of the wedge to infinity, we divide R (1) for all x ∈ R 2 \ , where · denotes Euclidean distance. Suppose that n is a positive integer, and let x denote the smallest integer n such that n ≥ x, and x denote the largest integer n such that n ≤ x, for all real x. Suppose further that ρ is defined by the formula 
log( γ (t) − x )ρ(t) dt,

ρ(t) =
n
ν(t), γ (t) − x γ (t) − x 2 ρ(t) dt,
for all x ∈ R 2 \ , where ·,· denotes the inner product and · denotes Euclidean distance. Suppose that n is a positive integer, and let x denote the smallest integer n such that n ≥ x, and x denote the largest integer n such that n ≤ x, for all real x. Suppose further that ρ is defined by the formula φ(x), (7) for all −1 ≤ t ≤ 1, i.e. g is the limit of integral (5) when x approaches the point γ (t) from inside. Then g is smooth on each of the intervals [−a, 0], [0, a] for any 0 < a < 1 (see Fig. 1 ). In other words, given a dipole distribution ρ of the form (6), the resulting potential (5) on (in the sense (7)) is smooth.
Conversely, for any sufficiently smooth g, there exists a dipole distribution ρ of the form (6) such that the resulting potential (5) on is equal to g, to high precision.
The procedure
Recently, progress has been made in solving the boundary integral equations of potential theory numerically (see, for example, [2, 12] ). Most such schemes use nested quadratures to resolve the corner singularities. However, the explicit representations (2), (6) lead to alternative numerical algorithms for the solution of the integral equations of potential theory. More specifically, we use these representations to construct purpose-made discretizations which accurately represent the associated boundary integral equations (see, for example, [16, 17, 21] ). Once these discretizations are available, the equations can be solved using the Nyström method combined with standard tools. We observe that the condition numbers of the resulting discretized linear systems closely approximate the condition numbers of the underlying physical problems. Observation 1.1. While the analysis in this paper applies only to polygonal domains, a similar analysis carries over to curved domains with corners. A paper containing the analysis, as well as the corresponding numerical algorithms and numerical examples, is in preparation.
Observation 1.2.
In the examples in this paper, the discretized boundary integral equations are solved in a straightforward way using standard tools. However, if needed, such equations can be solved much more rapidly using, for example, [9] . Remark 1.3. Due to the detailed analysis in this paper, the CPU time requirements of the resulting algorithms are almost independent of the requested precision. Thus, in all the examples in this paper, the boundary integral equations are solved to essentially full double precision.
The structure of the paper is as follows. In Section 2, we introduce the necessary mathematical preliminaries. Section 3 contains the primary analytical tools of the paper. In Sections 4 and 5, we investigate the Neumann and Dirichlet cases respectively. In Section 6, we briefly describe a numerical algorithm and provide several numerical examples.
Mathematical preliminaries
Boundary value problems
2 is a simple closed curve of length L with n corners at the points 0 = s 1 < s 2 < . . . < s n < s n+1 = L. Suppose further that γ is parameterized by arc length and oriented counterclockwise. We denote the interior of γ by , and denote the boundary of by . Suppose that γ is analytic on the intervals (s i , s i+1 ) for each i = 1, 2, . . . , n, and that the interior angle at any corner of γ is between 0 and 2π . We denote the normalized internal normal to γ at t ∈ [0, L] by ν(t). Letting g be a function [0, L] → R, we will consider the following problems (Fig. 2) . Exterior Neumann problem: find a function φ :
Interior Dirichlet problem: find a function φ : → R such that
, the exterior Neumann problem and the interior Dirichlet problem have unique solutions (see, for example, [13] ).
Integral equations of potential theory
In classical potential theory, boundary value problems are solved by representing the function φ by integrals of potentials over the boundary. The potential of a unit charge located at x 0 ∈ R 2 is the function ψ
for all x ∈ R 2 \ x 0 , where · denotes Euclidean distance. The potential of a unit dipole located at x 0 ∈ R 2 and oriented in
for all x ∈ R 2 \ x 0 , where ·,· denotes the inner product.
The potential created by a charge distribution with density ρ : [0, L] → R on is given by the formula
for any x ∈ R 2 \ , and is called a single layer potential. The potential created by a dipole distribution with density
for any x ∈ R 2 \ , and is called a double layer potential.
Reduction of boundary value problems to integral equations
The following two theorems reduce the boundary value problems of Section 2.1 to boundary integral equations. They are found in, for example, [20] .
, and the solution φ to the exterior Neumann problem with right hand side g is given by (14) .
, and the solution φ to the interior Dirichlet problem with right hand side g is given by (15) .
Observation 2.1. Equation (16) is the adjoint of equation (17).
Observation 2.2. Suppose that the curve
, and g is defined by either (16) 
, then both equations (16) and (17) have unique solutions (16) and (17) The following theorem shows that if a curve γ is has k continuous derivatives, where k ≥ 2, then the kernels of equations (16) and (17) (18) and (19) are analytic functions of t on a neighborhood of s.
Properties of the kernels of Equations
When the curve γ is a wedge, the kernels of equations (16) 
shown in Fig. 3 . Then, for all 0 < s ≤ 1, and, for all −1 ≤ s < 0,
(23) Corollary 2.5. Identities (22) and (23) 
Analytical apparatus
The elementary Theorem 3.4 in this section is the primary analytical tool of this paper.
The following theorem provides the value of a certain integral. It is found in, for example, [8] , Section 3.252, formula (12) .
for all a > 0.
The following lemma gives the Taylor series of a certain rational function.
Lemma 3.2.
Suppose that −1 < p < 1 and x are real numbers. Then
Proof. Let −1 < p < 1 and x be real numbers. Then
The following lemma evaluates the integral in (24) when it is taken from 0 to 1 instead of from 0 to ∞.
Lemma 3.3.
Suppose that −1 < μ < 1 and 0 < α < 2 are real numbers. Then
for all 0 < a < 1.
Proof. Suppose that 0 < a < 1. Clearly,
Since a x < 1 for all x ≥ 1, by Lemma 3.2 we observe that
Interchanging the order of integration and summation, we further observe that
Combining (24) and (30), we find that
The following theorem is the primary analytical tool of this paper.
A simple analytic continuation argument shows that identity (27) in Lemma 3.3 is also true for all complex μ such that Re(μ) > −1 and μ = 1, 2, 3, . . . . This observation is summarized by the following theorem. 
Proof. Suppose that 0 < a < 1. We observe that the right and left hand sides of identity (27) are both analytic functions of μ, for all μ such that Re(μ) > −1 and μ = 1, 2, 3, . . . . Therefore, by analytic continuation, it follows that identity (27) holds for all complex μ such that Re(μ) > −1 and
The following lemma states that a certain series converges.
Lemma 3.5.
Suppose that m is a positive integer and 0 < α < 2 is a real number. Then
Proof. We observe that
for all positive integers n such that n > m/α. Moreover,
We also observe that, for any positive integer N,
Hence, (33) follows by Dirichlet's test for the convergence of a series (see, for example, [1] 
for all 0 ≤ t ≤ 1. Then φ is well defined and bounded on the interval [0, 1].
Proof. We observe that sin(πnα)
for all positive integers n. Therefore,
for all 0 ≤ t < 1. By Lemma 3.5, 
where 1 ≤ i, j ≤ n are integers. Then A(α) is nonsingular for all but a finite number of 0 < α < 2.
Proof. We observe that the functions
are entire functions of α, where 1 ≤ i, j ≤ n are integers. Therefore, det( A(α)) is an entire function of α. We also observe that
where I is the identity matrix, from which it follows that det( A(1)) = π. 
Analysis of the integral equation: the Neumann case
Suppose that the curve γ :
2 is a wedge defined by (21) with interior angle πα, where 0 < α < 2 (see Fig. 3 ).
Let g be a function in L
for all s ∈ [−1, 1].
In this section, we will analyze this boundary integral equation, which is well-posed even though the curve γ is open (see Observation 2.2). In Section 4.1 we investigate the behavior of (47) for functions ρ ∈ L
where μ > 1 2 is a real number and
for all real x. If identities (22) and (23) are substituted into (47) and ρ has the forms (48) and (49), then for most values of μ the resulting g is singular. In Section 4.2, we observe that for certain μ, the function g is smooth. In Section 4.3, we fix g and view (47) as an integral equation in ρ. We then observe that for certain classes of functions g, the solution ρ is representable by a series of functions of the forms (48) and (49).
Integral equations near a corner
The following lemma uses a symmetry argument to reduce (47) from an integral equation on the interval [−1, 1] to two independent integral equations on the interval [0, 1]. 
Then g e (s) = −πρ e (s)
for all 0 < s ≤ 1.
Proof. By Lemma 2.3,
for all −1 ≤ s < 0, and
for all 0 < s ≤ 1, and
Adding equations (59) and (60), we observe that
Likewise, subtracting equation (59) from equation (60), we observe that
for all 0 < s ≤ 1. 2
The singularities in the solution of Equation (47)
In this section we observe that for certain functions ρ, the functions g e and g o defined by (51) and (54) 
Proof. Suppose that 2n−1 α is not an integer. Substituting μ = 2n−1 α into (32), we observe that 
for all 0 < s ≤ 1. 
Series representation of the solution of Equation
for all 0 < s ≤ 1, where 0 < α < 2.
Let x denote the smallest integer n such that n ≥ x, and let x denote the largest integer n such that n ≤ x, for all real x. The following theorem shows that if the g is representable by a convergent Taylor series on [0, 1], then for any positive integer n there exist unique real numbers 
for all 0 ≤ t ≤ 1, and 
Proof. By Theorem 3.7, the n × n matrix A(α) defined by (42) is nonsingular for all but a finite number of 0 < α < 2.
Whenever A(α) is nonsingular, there exist unique real numbers 
for all 0 ≤ s ≤ 1, where φ : [0, 1] → R is defined by the formula
for all 0 ≤ t ≤ 1. By Theorem 3.6, φ is bounded on [0, 1]. By interchanging the order of summation in (77), we observe that 
Let x denote the smallest integer n such that n ≥ x, and let x denote the largest integer n such that n ≤ x, for all real x. The following theorem shows that if the g is representable by a convergent Taylor series on [0, 1], then for any positive integer n there exist unique real numbers b 1 , b 2 , . . . , b n such that the function
where 0 ≤ t ≤ 1, solves equation (80) 
for all 0 ≤ t ≤ 1. Then, for all but a finite number of 0 < α < 2, there exist unique real numbers
. . are real numbers.
Summary of results
We summarize the results of the preceding Subsections 4.1, 4.2, 4.3 as follows.
Suppose that the curve γ : [−1, 1] → R 2 is a wedge defined by (21) with interior angle πα, where 0 < α < 2 (see Fig. 3 ).
, and consider the boundary integral equation 
is well defined for all −1 ≤ t ≤ 1, and (89) 
In this section, we will analyze this boundary integral equation, which is well-posed even though the curve γ is open (see Observation 2.2). In Section 5.1 we investigate the behavior of (90) for functions ρ ∈ L
for all real x. If identities (22) and (23) are substituted into (90) and ρ has the forms (91) and (92), then for most values of μ the resulting g is singular. In Section 5.2, we observe that for certain μ, the function g is smooth. In Section 5.3, we fix g and view (90) as an integral equation in ρ. We then observe that for certain classes of functions g, the solution ρ is representable by a series of functions of the forms (91) and (92).
The proofs of the theorems in this section are essentially identical to the proofs of the corresponding theorems in Section 4, and are omitted.
Integral equations near a corner
The following lemma uses a symmetry argument to reduce (90) from an integral equation on the interval [−1, 1] to two independent integral equations on the interval [0, 1]. 
The singularities in the solution of Equation (90)
In this section we observe that for certain functions ρ, the functions g e and g o defined by (94) and (97) 
Proof. Taking the limit μ → 0 in (32) and applying L'Hôpital's rule once, we observe that
for all 0 < a ≤ 1, from which identity (101) clearly follows.
The proofs of identities (102) and (103) 
Series representation of the solution of Equation
Let x denote the smallest integer n such that n ≥ x, and let x denote the largest integer n such that n ≤ x, for all real x. The following theorem shows that if the g is representable by a convergent Taylor series on [0, 1], then for any positive integer n there exist unique real numbers b 0 , b 1 , . . . , b n such that the function
where 0 ≤ t ≤ 1, solves equation (109) 
where 0 ≤ t ≤ 1, solves equation (115) 
Summary of results
We summarize the results of the preceding Subsections 5.1, 5.2, 5.3 as follows.
for all −1 ≤ t ≤ 
is well defined for all −1 ≤ t ≤ 1, and (124) solves equation (121). 
The algorithm
To solve the integral equations of potential theory on polygonal domains, we use the algorithm described in [2] ; however, instead of discretizing the corner singularities using nested quadratures, we use the representations (87), (122) to construct purpose-made discretizations (see, for example, [16, 17, 21] ). A detailed description of this part of the procedure will be published at a later date.
We illustrate the performance of the algorithm with several numerical examples. The exterior Neumann problem and interior Dirichlet problem were solved on each of the domains in Figs. 4-9 , where the boundary data was generated by a unit charge inside the region in the Neumann case, and outside the region in the Dirichlet case. The numerical solution was tested by comparing the computed potential to the true potential at five arbitrary points. Tables 1 and 2 n is the total number of nodes; t is the wall clock time required to solve the problem; E is the largest error in absolute value measured in the computed potential; κ is the condition number of the linear system that was solved. Observation 6.1. Clearly, the curves 1 and 2 in Figs. 4 and 5 are not polygons. However, all derivatives of the curves, 2nd order and higher, approach zero near the corners. We observe that in this case, the singularities in the solutions of the boundary integral equations are identical to those in the polygonal case. 46.737 Observation 6.3. The purpose of the numerical examples in this section is to illustrate the accuracy and convergence of the algorithms, as opposed to the resulting CPU time. For historical reasons, the resulting linear systems were solved using the minimal residual method (see, for example, [7] ). Clearly, the CPU times in Tables 1 and 2 would be significantly improved by using an algorithm appropriate to the size of the problems being solved.
Extensions and generalizations
The Helmholtz equation on polygonal domains
In this paper, we investigate the solution of boundary value problems for Laplace's equation on polygonal domains; we observe that, when the problems are formulated as the boundary integral equations of classical potential theory, the solutions are representable by series of elementary functions. A similar analysis applies to the Helmholtz equation on polygonal domains. More specifically, if boundary value problems for the Helmholtz equation on polygonal domains are formulated as the boundary integral equations of classical potential theory, the solutions are representable by series of appropriately selected Bessel functions. A paper containing this analysis (together with the requisite numerical apparatus) is in preparation.
Curved boundaries with corners
While this paper only deals with the solution of Laplace's equation on domains with polygonal boundaries, a similar analysis applies to the case of curved boundaries with corners. More specifically, if the boundary is smooth except at corners, the solutions to the associated boundary integral equations of classical potential theory are also representable by series of elementary functions. This analysis, along with the requisite numerical apparatus, will be described in a forthcoming paper.
Generalization to three dimensions
The generalization of the apparatus of this paper to three dimensions is fairly straightforward, but the detailed analysis has not been carried out. This line of research is being vigorously pursued.
Robin and mixed boundary conditions
This paper deals with the solution of Laplace's equation on polygonal domains with either Dirichlet or Neumann boundary conditions. There are two additional boundary conditions that have not yet been analyzed in detail: the Robin condition, which specifies a linear combination of the values of the solution and the values of its derivative on the boundary; and the mixed boundary condition, which specifies Dirichlet boundary conditions on some sides of the polygon and Neumann boundary conditions on others. The results of our pending investigation will be reported at a later date.
