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This article concerns the convergence of a class of real improper integrals 
of the form 
s 
m sin(x) z= __ 
f(x) dx3 
(1) 
I 
where CI is a constant, f(x) is continuous and positive, and 
lim ~ _ 3c f(x) = co. If f(x) increases sufficiently rapidly, then the integral is 
absolutely convergent. We shall not be concerned with this case. If .f(x) is 
monotone, then it is well known (see, for example, [2, p. 3331) that 
the integral I converges just like an alternating series of the form 
C,“=,,, (- l)“/f(nn). If the monotonicity condition of S(x) is dropped, it is 
difficult to imagine how to retain sufficient control over f(x) so that new 
convergence results would still have an interesting level of generality. This 
choice was resolved for us by a fundamental problem in mathematical 
physics in which the existence of discrete eigenvalues for the Dirac 
Hamiltonian operator hinges [1] on the convergence of integrals with the 
general form (1). The class of integrals we study in this article is illustrated 
by the following five examples, only one of which converges: 
409’145 2-h 
dx 
I,= @ 
s 
sin(x) 
dx 
5 In(x) + cos(x) + (sin(x))/& 
(2) 
(5) 
I,= m I 
sin(x) 
(6) 
5 4 + cos(x) + (sin(x))/ln(x) dx’ 
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In all these examples a relatively small ripple is added to a monotone 
unbounded function in the denominator. Sometimes uch a small periodic 
disturbance is sufficient to upset the delicate balance between the positive 
and negative contributions to the integral. The theorems we shall prove 
will establish some convergence properties of integrals of this type. 
In the first theorem we characterize the critical amplitude of an additive 
sinusoidal perturbation to the denominator of (1). 
THEOREM 1. (i) ,f, gEC[O, ;o), 
(ii) ,f is monotone increasing, f(x) > 0, and lim,+ 3; .f(x) = co. 
(iii) g is positive and bounded, 0 < g(x) G M. 
(iv) g(x)/f2(x) is monotone decreasing. 
Then there exists a number c( > 0 such that the fbllowing two integrals either 
both converge or both diverge: 
sin(x) 
“‘= ix ,f(x) + g(x) sin(x) dx, 
I,, = jhx f$$ dx. 
By changes of variable respectively to x’ = x + rc and x’ = x + 7~12, we see 
that the conclusion of Theorem 1 is not altered (i) if the “t” sign is 
changed to “-” in the denominator of the integrand of I, or (ii) if both 
sine functions in the integral 1, are changed to cosine. If only one of the 
sine functions is changed to cosine, the outcome is quite different, as we 
shall see. 
Before we prove Theorem 1 we shall need to prove the following lemma, 
which tells us that the convergence of the integral of a positive monotone 
function is not altered by the insertion into the integrand of a factor 
sin2(x). 
LEMMA 1. (i) (6~ C(0, a). 
(ii) d(x) 2 0, and (b is monotone decreasing for x E [0, co). 
(iii) c( is a real constant, tla 0. 
Then the following two integrals either both converge or both diverge: 
s 
z 
sin2(x) d(x) dx, 
3 s 
: 4(x) dx. 
Proof. It is sufficient o suppose that u = 0. We divide the half line into 
intervals of length n and employ the mean value theorem on the nth patch, 
P, = [nn, (n + 1 )x]. By using the monotonicity of 4 we find 
(7+)4(@+ lb)< j sin*(x) d(x) dx d (7r/2) q5(nz) 
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and also 
Hence the integrals in the lemma each have upper and lower estimates 
which differ, from one integral to the other, by a factor of two. Therefore, 
the integrals either both converge or both diverge. 1 
Now we turn to the proof of Theorem 1. Since f increases without bound 
and g is bounded, there exists a number ~20 such that the following 
inequalities are valid : 
0 <f(x)/2 <f(x) + g(x) sin(x) < Vlx), x > ct. (7) 
We first assume that Z, converges. We may write Z, in the form 
s 33 sin(x) I,= - g(x) sin2(x) (8) CL f(x) dx- s mz f(x){f(x) + g(x) sin(x)) dx. 
Now the first integral on the RHS of (8) is convergent because f increases 
monotonically without bound; therefore the convergence of Z, implies the 
convergence of the second integral. By using (7) we find that 
J %a 
g(x) sin2(x) 
f(x){f(x) + g(x) sin(x)} dx’ s 
m g(x) sin2(x) dx 
I 2f2W . 
(9) 
The function g(x)/f’(x) is monotone decreasing and consequently we may 
conclude from (9) and Lemma 1 that j: (g(x)/f2(x)) dx is convergent. 
This completes the proof of the first part of the theorem. 
Now we assume that jp (g(x)/f2(x)) d x is convergent. By a similar argu- 
ment to the first part of this proof, we can use (7) and Lemma 1 to show 
that the last integral on the RHS of (8) is convergent. Consequently, Z, is 
convergent. This completes the proof of Theorem 1. 
It follows from Theorem 1 that the examples Ii and Z, above both 
diverge. The illustrations one can construct with this theorem are pedagogi- 
cally interesting because they can involve, via the integral Z, of Theorem 1, 
various traditional examples of improper integrals whose positive 
integrands do not vanish quite fast enough for convergence. In the follow- 
ing, for example, we know from Theorem 1 that Z6 diverges because Zh 
does :
ze= cc 
s 
sin(x) 
dx, z,= cc 
1 
dx. (IO) 
5 ln(ln(x)) + (sin(x))/x s s xCln(ln(x))12 
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However, the example I, poses a new problem because the main oscillation 
and the ripple in the integrand are out of phase. It turns out that the effect 
of this phase difference is sufficient to allow convergence. We shall prove 
the following 
THEOREM 2. (i) fEC[O, m). 
(ii) f is monotone increasing, f(x) > 0, and lim., _ I ,f(x) = 00. 
Then there exists a number c[ > 0 such that the integral 
s 
x sin(x) 
dx is convergent. 
2 .f(x) + cos(x) 
This theorem immediately resolves the question concerning example I, 
above in favour of convergence. By changes of variable respectively to 
x’ = x + rt and x’ =x + 742, we see that the conclusion of Theorem 2 is not 
altered (i) if the “+” sign is changed to “-” in the denominator of the 
integrand or (ii) if the sine and cosine functions in the integral are inter- 
changed. In order to prove Theorem 2 we shall first establish a mean value 
lemma for the type of integral involved. 
LEMMA 2. (i) a and b are constants a < b. 
(ii) f, P, q E CCa, bl. 
(iii) f is monotone increasing. 
(iv) p(x) is one-signed. 
(v) f(a)+q(x)>O. 
Then the integral 
p=-i”ob f(x)+&) 
P(X) dx 
has the representation 
P= G(Y) = jab f~y~~;(x, d , ,for some YE [a, b]. 
ProojY It is sufficient to suppose that p(x) > 0. The function G is con- 
tinuous. Consequently, G(y) assumes all values between G(a) and G(b) as 
y varies between a and b. But the integral P lies between G(a) and G(b). 
Hence a number y E [a, b] exists such that P = G(y). This establishes 
Lemma 2. 1 
Now we are able to prove Theorem 2. Since f is monotone increasing 
without bound, there exists a positive integer m such that f(x) > 1 for 
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x > c( = mz. We write the integral of the theorem as a sum of integrals K,, 
over the successive intervals [nrc, (n + 1 )n], n = m, m + 1, m + 2, . . . . Thus, 
by applying Lemma 2 we find 
K,, = i“” + ’jn sin(x) 
nn f(x) + cos(x) fix = - Cln If(l’,l) + cos(~)l1~+ IJn, 
where yn E [nrc, (n + l)~]. Hence K, is given in general by the formula 
K = (- 1)” F(y,,), where J’(y)=ln I(f(y)+ l)l(fb- 111. (11) 
Since f is monotone increasing without bound, F is therefore monotone 
decreasing to zero. Also the sequence {v,,},“=, is monotone increasing 
without bound. Consequently the sum C,“=, K,, representing the integral 
in the theorem is a convergent alternating series. This establishes 
Theorem 2. 
In our last result we show that the convergence of the integral of 
Theorem 2 can be upset by a small ripple. We shall prove 
THEOREM 3. (i) f, g E C[O, co). 
(ii) f is monotone increasing, f(x) > 0, and lim, _ 11 f(x) = co. 
(iii) g(x) is positiue and bounded, 0 < g(x) < M. 
(iv) g(x)/f2(x) is monotone decreasing. 
Then there exists a number c( 3 0 such that the following two integrals either 
both converge or both diverge: 
Proof: This theorem and its proof are very similar to Theorem 1. We 
therefore only present an outline of the proof. Since f is positive and 
increases without bound, and g is bounded, there exists a number ~120 
such that the functions (f(x) + cos(x)> and {f(x) + cos(x) + g(x) sin(x)} 
are both positive for x 3 K If Z, converges, then we can rewrite it as the dif- 
ference between the convergent integral which is the subject of Theorem 2 
and the integral J given by 
J= cc 
s 
g(x) sin2(x) 
x (f(x) + cos(x)> {f(x) + c=.(x) + g(x) sin(x)) dx’ 
The main task (for both sides of the proof) is to show that J converges if 
and only if the integral Zb converges. This is done, as in the proof of 
Theorem 1, by first estimating the denominator of the integrand of J, for 
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large I, as an appropriate constant multiplied by the square of f(x), and 
then making use of Lemma 1. 1 
Applications of Theorem 3 show that the integrals Z, and I, both diverge 
whereas, for example, the integral 
I,= cc 
j 
sin(x) 
dx 
s In(x) + cos(x) + (sin(x))/x (12) 
converges. It is easy to use the above theorems and lemmas to generate 
more examples and variations on this theme. 
Corresponding results for conditionally convergent series are easily 
obtained by very similar arguments. The integral results which we have 
discussed could, of course, be generalized to accommodate functions that 
oscillate “like” sine and cosine, but are different from these functions. 
Similarly, we could also relax the continuity assumptions which are only 
necessitated by our elementary methods but not by the nature of the 
problem. 
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