We used the x-ray extended-range technique to measure the x-ray mass attenuation coefficients of silicon with an accuracy between 0.27% and 0.5% in the 5 keVϪ20 keV energy range. Subtraction of the x-ray scattering contribution enabled us to derive the corresponding x-ray photoelectric absorption coefficients and determine the absolute value of the imaginary part of the atomic form factor of silicon. Discrepancies between the experimental values of the mass attenuation coefficients and theoretically calculated values are discussed. New approaches to the theoretical calculation will be required to match the precision and accuracy of the experimental results.
I. INTRODUCTION
The integration density of silicon-based chips has doubled every 12-18 months as a result of the continuously improved techniques of characterization and fabrication of this material ͓1͔. Crystalline silicon is among the most perfect of crystalline materials whose lattice structure has been characterized to the highest accuracy for use as a standard reference crystal ͓d(220)ϭ0.192 015 570(6)ϫ10 Ϫ9 m, ͓2,3͔͔ and standard powder sample (Si640b a 0 ϭ5.430 940(11) Å ͓4͔, equivalent to 2 ppm accuracy͒. Frontier applications of silicon include biosensors ͓5͔, solar cells ͓6͔, x-ray crystal resonators ͓7͔, quantum computing ͓8͔, and many more. The current rate of miniaturization of silicon-based chip manufacturing, together with the exploration of the idea of silicon quantum computers has rapidly increased the demand for detailed knowledge of silicon at atomic and macroscopic levels.
The complex x-ray form factor f for a given atom, element, or solid is the resonant scattering amplitude of x rays due to the charge distribution, which determines refractive indices, scattering, and attenuation coefficients and hence critical properties for x-ray optical devices, for x-ray topography, lithography, and general synchrotron investigations.
Although many users assume that the form factor and individual cross-sections of silicon are accurately known, unfortunately, significant disagreements between theoretical and experimental results remain in the literature. In fact, theoretical predictions of the atomic form factor and individual cross-sections of silicon are not better known than those of other less tested elements. Figure 1 shows a comparison between two commonly used theoretical predictions of the mass attenuation coefficient of silicon between 5 keV-50 keV and corresponding experimental measurements prior to the investigation reported here.
From Fig. 1 the mass attenuation coefficients of the two theories are seen to disagree by up to 5%. Below 30 keV, the discrepancy in the ͑total͒ mass attenuation coefficients is caused mainly by the uncertainty in the photoelectric crosssections. In this energy range, contributions from scattering ͑Compton and thermal diffuse͒ are insignificant at the level of the discrepancy of 5%. Above 30 keV, contributions from scattering become increasingly significant. We note that, above 30 keV, various FIG. 1 . Discrepancies in mass attenuation coefficients for silicon between experiments of Gerward ͓10͔ ͑diamond͒, Creagh and coworkers ͓11,12͔ ͑square͒, Mika et al. ͓13͔ ͑cross͒, Wang et al. ͓14͔ ͑asterisk͒, and Baltazar-Rodrigues and Cusatis ͓15͔ ͑triangle͒ and theory from Scofield ͓17,18͔ ͑dotted line͒ compared with Chantler ͓16͔ ͑solid line͒. Experimental data appear to favor Chantler's theory in the energy range above 25 keV. Below 16 keV, experimental data appear to favor the predictions of Scofield. Between 16 and 25 keV, experimental data are unable to address the 2-5% discrepancy between theoretical predictions. predictions of the Rayleigh ͑for noncrystalline silicon͒ and thermal-diffuse scattering ͑TDS, for crystalline silicon͒ have large fractional discrepancies ͑11% and more than 15%, respectively͒. Their contribution to the total mass attenuation coefficients is, of course, smaller and depends, as will be discussed below, on the energy. However, addressing these discrepancies and alternative mechanisms for coherent scattering with high accuracy experiments is difficult, particularly using an approach based on attenuation measurement. The only evidence for a particular scattering model in this region is due to Ref. ͓9͔ .
Major previous experimental work includes those from Gerward ͓10͔, Creagh and co-worker ͓11,12͔, Mika et al. ͓13͔, Wang et al. ͓14͔ , and Baltazar-Rodrigues and Cusatis ͓15͔. In the energy region above 25 keV, the experimental data of Fig. 1 appear to favor the theory of Chantler ͓16͔. Below 16 keV, the theory of Scofield et al. ͓17, 18͔ appears to agree better with experiment, but most experimental error bars are quite large and do not discriminate between these two calculations. Between 16 keV and 25 keV, it is unclear which of the two theories is more reliable. Since only a small number of precision experimental data are available below 25 keV, the theoretical discrepancy cannot be systematically addressed. There is also a fundamental question of why experimental results should agree with different theories within different energy ranges.
This investigation aims to obtain a high quality and extensive set of data to test the agreement of experimental measurements and the two theoretical predictions in the energy range between 5 keV and 20 keV. The experiments employed the x-ray extended-range technique ͑XERT͒ discussed earlier in the context of its application to copper ͓19-21͔.
In this paper, we shall describe the experimental setup and discuss in detail the data analysis and interpretation. The success of this will have implications for the accuracy of earlier experimental techniques and experimental results. Problems relating to the discrepancies between theoretical calculations, theoretical structures, and the validity of theoretical predictions of the photoelectric, Compton, and thermal-diffuse scattering components will be discussed.
II. EXPERIMENTAL GEOMETRY
The schematic diagram of the experimental setup for the silicon measurements was almost identical to that in the copper measurements ͑Ref. ͓20͔, Fig. 1͒ . At each energy we used three specimens of different thickness within the attenuation range of 0.5Ͻln(I 0 /I)Ͻ5, where I 0 and I are the incident and the attenuated intensities, respectively. The specimens used were in the form of thin single-crystal wafers, obtained from three sources: from the set of specimens used in the IUCr project ͓11,12͔, from those used in previous measurements of one of our collaborators ͓13͔, and from Stevenson, Division of Manufacturing Science & Technology, CSIRO. The thicknesses of the wafers ranged from 50 m to 4 mm. The surface areas of these wafers were about 15ϫ15 mm 2 . The ͓111͔ direction was nominally perpendicular to the wafer surface. The impurity levels of the wafers were insignificant.
Ten measurements were carried out for each wafer at each energy. Energies were stepped through from 5 keV to 12 keV monotonically in step sizes of 100 eV.
Step sizes of 150 eV were used between 12 keV and 15 keV, and step sizes of 200 eV were used between 15 keV and 20 keV. Multiple specimens and repeated measurements were used to test the statistical precision of the measurements and to optimize the measurements. This also enabled careful studies of systematic contributions ͑harmonics, scattering, and detector linearity͒ which are impossible to quantify in measurements using a single specimen ͓20,21͔. Further descriptions of the experimental setup and procedures as well as further details of this technique have been given elsewhere ͓20,21͔.
III. SPECIMEN THICKNESS AND UNIFORMITY
A combination of methods was employed to determine the specimen thickness at the point of incidence of the x-ray beam in a procedure similar to that described in Refs. ͓19,20͔. The procedure consisted of the following points.
͑1͒ Obtaining the average thickness of the thickest specimen by weighing and carefully determining its area.
͑2͒ Mapping the thickness of the specimen using a micrometer.
͑3͒ Mapping the relative thickness of the central part of the specimen using x rays.
͑4͒ Combining the results of the above three measurements and hence determining the average thickness of the 1ϫ1 mm 2 area through which the x-ray beam actually passed during the attenuation measurement.
͑5͒ Relating the thicknesses of all other specimens to the absolute thickness of the thickest specimen by measuring their relative absorption of x rays at one or more energies.
A. Application to the thickest 4-mm specimen
Average thickness by weighing of known area
The average thickness t ave of the entire specimen was determined from t av ϭM /A in which the mass M and surface area A were measured using the apparatus discussed in Ref ͓20͔. The results were M ϭ(2.01226Ϯ0.00001) g ͑i.e., Ϯ0.0005%) and Aϭ(221.582Ϯ0.106) mm 2 ͑i.e., Ϯ0.048%). The surface A was the average of the areas of the two surfaces of the crystal. The density used was 2.32 904(2) g/cm 3 using NIST standard values for the silicon standard atomic weight W A ϭ28.0855(3) g mol Ϫ1 and the molar volume V m ϭ(12.058 836 9Ϯ0.000 001 4) ϫ10 Ϫ6 m 3 mol Ϫ1 ͓22͔. Note that the density was used twice during the calculations of the mass attenuation coefficients ͓/͔: to extract the local thickness from the local column thickness t local ϭ(t local )/ϭ(M /A)/ and to derive the final mass attenuation coefficients ͓/͔ ϭln(I 0 /I)/(t). Our procedure for mapping the relative x-ray thickness profiles and derives the local ͑integrated͒ column density t local from the accurately determined average value t ave ϭM /A. Therefore, since is not used except as ͑inte-grated͒ t local in the derivation of the mass attenuation coefficient, uncertainty in the density does not affect the final result for the mass attenuation coefficient and only affects the deduced thicknesses using the linear attenuation coefficient.
The average thickness of the thickest crystal obtained was t av ϭ(3.8992Ϯ0.0018) mm ͑or Ϯ0.048% precision͒.
Micrometer measurements
The variation in the thickness of the wafer was measured using a micrometer with a 5 mm diameter contact region at 25 points equally spaced over the 15ϫ15 mm 2 surface of the wafer. The accuracy and reproducibility of each micrometer measurement was 0.5 m, and showed that the variation in local thickness measured with the micrometer was about 0.23%. The percent variation in thickness generally increases dramatically for thinner samples. The average thickness of the entire 4-mm-thick specimen was
The average thickness obtained from the mean of local micrometer readings in Eq. ͑1͒ is higher than that obtained from measuring the mass and surface area, by 11 m or 0.28%. This is expected due to the variation in the thickness of the crystal as found in the micrometer measurements and the fact that the micrometer always rests on the thickest part within its footprint. Profiles of the microstructures on the crystal surface obtained with a tencor instruments profilometer confirmed this level of surface structures, of a few microns. This effect becomes relatively more significant for thinner wafers and must be accounted for by applying the thickness transfer procedure discussed in Refs. ͓20,23͔.
X-ray two-dimensional mapping
In addition, we scanned a 20 keV, 1ϫ1 mm 2 x-ray beam over the central region of the wafer in 0.4ϫ0.8 mm 2 steps over an 8ϫ8 mm 2 square area to obtain a precise measurement of the variation in the local column thickness of the wafer. This measurement is directly related to the attenuation measurements themselves, and allows for any spatial nonuniformity of the local thickness of the wafer or ͑close to negligible͒ divergence of the beam, covering exactly the same region as the attenuation measurement itself. It therefore yields a high statistical precision of the local average thickness directly relevant to the experiment and using the same x-ray beam.
We note that the variation of the local thickness of the wafer t local is proportional to the variation of the log of the intensity ratios:
͑2͒
where I up and I down are the upstream and downstream ion chamber readings when one of the specimen was inserted into the beam ͑corrected for the ion chamber readings when the beam is off͒, and I up,0 and I down,0 are the corresponding direct-beam intensities. The variation in attenuation (t) obtained using x-ray two-dimensional mapping agrees with the 0.2%-0.3% variations in local thickness observed using micrometry, the profilometry, and their discrepancies compared to the average thickness obtained from the weighing of a wafer of known area.
Combining the results of the above thickness measurements
The information from the absolute micrometer measurements and the highly precise relative x-ray measurements was combined by means of the procedure discussed in Ref.
͓20͔ to yield the thickness over the actual 1ϫ1 mm 2 area through which the beam passed during the attenuation experiment. The positions of the micrometer footprints were fitted using a least-square-fitting computer program to match the central 8ϫ8 mm 2 area whose thickness variation was measured both with the micrometer and the x-ray beam. A more detailed description of this program has been given in Ref. ͓21͔ . The detailed map of the absolute variation in the local thickness t X-ray has the average value t X-ray,av ϭ3.9016 mm with a corresponding uncertainty of 0.022%.
The average thickness of the area over which the x-ray scan was taken can also be determined by averaging all the micrometer measurements taken over the overlap area with weighting coefficients: 1 for points that are not on the area boundary, 0.5 for points that are on the boundary but not at a corner, and 0.25 for the four points at the corners,
Combining the results from Eqs. ͑1͒-͑3͒, the local thickness of the sample can be determined by subtracting the correction for the surface structure and the variation in the local thickness from the calibrated local thickness ͑obtained from the calibration of the x-ray scan͒. The resulting local thickness of the 1ϫ1 mm 2 region used in our experiment was
B. Determination of the thicknesses of the thinner wafers
The direct thickness measurements described above were carried out for the thickest 4-mm wafer, where the relative error in the measurement was smallest. The next thickest wafer was related to the thickest one by a comparison of the attenuation of the two wafers at the same x-ray energy. Similarly, the thinner wafers were compared to the thicker ones using a lower-energy x-ray beam. The same size x-ray beam was used in all relative measurements. When changing wafers, care was taken to retain at least one wafer in the same mounting as in the previous measurement. Hence, ultimately all thickness measurements were related to the thickest wafer whose absolute thickness was determined by the combination of techniques described above. TABLE I. Measured mass attenuation coefficients ͓/͔ and the imaginary part of the atomic form factor of silicon f Љ as a function of energy E (E*ϭdirectly measured energy), with estimated uncertainties: E , absolute uncertainty in calibrated energy ͑one standard deviation͒; ,ste , percentage precision of repeated measurements ͑one standard error͒; t , percentage accuracy in sample thickness determination; [/] : total percentage accuracy in measured ͓/͔; f Ch Љ , after subtraction of scattering contribution following Chantler ͓16͔. f XCOM Љ : after subtraction of scattering contribution following XCOM ͓18,24͔; f Љ , absolute uncertainty in f Љ. Numbers in brackets ͓ ͔ indicate powers of ten. This transfer procedure made small contributions to the final uncertainties in the determination of the local thicknesses of the thinner specimens. These are summarized in Table II .
IV. X-RAY ENERGY CALIBRATION
The attenuation measurements were carried out at more than 120 energies between 5 keV and 20 keV. The energies of the incident beam were measured directly at 16 points ͑marked by asterisks in Table I͒ within this energy range from the powder diffraction patterns of two standards: Si640b "a 0 ϭ5.430 940(11) Å ͓4͔… and LaB 6 ͓a 0 ϭ4.15695(6) Å-NIST standard͔ in the ANBF diffractometer chamber ͑BigDiff͒ ͓25-27͔. Details of the BigDiff apparatus and the interpretation of the powder patterns have been discussed elsewhere ͓20͔. The directly measured energies were used to calibrate the monochromator encoder settings from which the intermediate energies were obtained.
The directly measured energies differed from the nominal monochromator energies by 10 eV-30 eV. The uncertainties of the direct energy measurements ranged from 0.2 eV to 1.6 eV. The direct energy measurements using the silicon standard were in agreement with those obtained with LaB 6 within the corresponding measurement uncertainties of each standard, except at 9 keV and 17.6 keV where the discrepancies were 1.3 and 1.6, respectively. The final energies used in the calibration were a weighted average of the energies obtained with the two standards.
These directly measured weighted average energies E are marked with an asterisk in Table I , which also lists the interpolated calibrated energies. The correspoding estimated errors E are also listed and include the effect of a very slow drift of the monochromator encoder axis, which was found to occur after the axis was commanded to stop. This only affected measurements for which the energy was interpolated. The magnitude of this effect was 0.2 eV at and below 7.6 keV and 1.7 eV at 20 keV, with the uncertainty of the correction rising from Ϯ0.1 eV to Ϯ0.35 eV due to the energy drift between sets of measurements at the same nominal energy.
V. OPTIMIZATION OF SYSTEM STATISTICS
The counting methods employed in our measurements have been discussed in Refs. ͓20,28,29͔. We measured and modeled various factors contributing to the final counting statistics including beam decay, beam fluctuations, fluctuations in the detector absorption, and in air absorption. We showed that a simple Gaussian model does not adequately describe the system statistics and that the correlation function between different time-varying components affects significantly the final counting statistics. We found that in order to optimize the system statistics, components that result in negative correlations between the readings of the two ion chambers should be minimized and components that result in positive correlations between these readings should be maximized. Figure 2 shows the correlation coefficients R between the two readings of the upstream and downstream ion chambers during the measurements. The ion chamber readings are strongly positively correlated for most measurements, confirming that the detection system was optimized as discussed in Refs. ͓20,28,29͔. For measurements using thick specimens, the readings of the two ion chambers were uncorrelated resulting in a few negative values of R in Fig. 2 . This had a small effect on counting statistics but was crucial for investigations of dominant sources of systematic errors including harmonic component determination and dark current detector offsets.
The reproducibility of the measurements was tested by comparing the intensity ratios of two series of direct-beam measurements over the entire energy range. Fluctuations of Ϯ0.02% were observed ͑Fig. 3͒. This level of reproducibility allows accurate investigation of other sources of systematic errors.
VI. CORRECTION FOR THE HARMONIC CONTRIBUTION AND LINEARITY OF DETECTOR RESPONSE
It is well known that a crystal monochromator selects from the incident x-ray spectrum a series of harmonics all of which satisfy the Bragg condition for a given setting of the monochromator. In the case of a ͓111͔ silicon monochromator the second-order harmonic is quasiforbidden, its intensity being certainly negligible compared to the fundamental, very intense ͑111͒ reflection. A contribution of the thirdorder harmonic is possible, while higher orders were beyond the cutoff energy of the synchrotron spectrum. In our experiment, the third-harmonic component in the x-ray beam was minimized both by the incident flux at the higher energy, being lower, and by detuning the second reflecting plane of the double-reflection silicon monochromator. Nevertheless, much to our surprise, we found below 5.6 keV strong evidence of the presence of the third-order harmonic contamination in the incident x-ray beam. Figure 4 shows a comparison between the measured mass attenuation coefficients ͓/͔ for wafers of three thicknesses and that predicted by theory ͓16͔. Above 5.6 keV, the three measurements are consistent to well within 1% and confirm the general trend predicted by theory. This indicates that the measurements were free from harmonic contamination in this higher-energy range ͑the same conclusion was found in our early work of copper in the energy ranging from 8.85 keV to 20 keV ͓20͔͒. Below 5.6 keV, the measured ͓/͔ decreases systematically with increasing thickness. This is the effect of harmonic contamination in the beam which occur only in the lower-energy region.
Note that signatures of harmonic contamination and of multiple scattering are almost indistinguishable in previous experimental work, where single isolated energies were investigated. Because of our XERT technique, the signatures are clearly separated and this is why we can reject multiple scattering as a possible cause of the systematic. In the data, the reported systematic discrepancy occurred only in the low-energy region ͑consistent with the effect of harmonic contamination͒. If multiple scattering was the cause then the discrepancy would have occurred more strongly in the higher-energy region where contributions from scattering are larger. Complex multiple scattering can also peak near edges but this is also not the signature observed ͑in fact, we have no edges in the dataset͒.
Multiple-sample measurements can be used as a sensitive diagnostic technique for the quantitative determination of the fraction of harmonic radiation in a monochromatized x-ray beam. The method can simultaneously provide quantitative information about nonlinear detector response due, for example, to saturation which may occur at high counting rates as discussed elsewhere ͓30͔. By using interpolated values of the measured mass attenuation coefficients between 15 keV and 16.8 keV and allowing the mass attenuation coefficients between 5 keV and 5.6 keV to vary, it is possible to determine the third-harmonic content of the incident x-ray beam.
The technique of using multiple samples of accurately known thickness is quite sensitive and we found that it could reliably establish the level of harmonic contamination at 5.6 keV to within 0.01%. The final accuracy of the technique depends on the accuracy of the thickness measurements, the relative attenuation of the fundamental and harmonic radiation and on counting statistics. Results are plotted in Fig. 5 . In our measurements, the correction to the mass attenuation coefficients due to this effect was of the order of 0.3%. FIG. 3 . Reproducibility of direct-beam measurements as a function of energy, ϫ first set of measurements, ϩ second set of measurements. We plot the percent discrepancy of the ratio of the detector count divided by the monitor count, compared to the average of the two datasets. The observed 0.02% reproducibility, a result of the optimization of the counting system, makes it possible to investigate sources of systematic errors observable above this magnitude. 
VII. SCATTERING CONTRIBUTION
The experiment described in the previous sections measures the attenuation of an x-ray beam of given energy after passing through a column of given mass of silicon. The attenuation is due primarily to the photoelectric absorption process. Other processes contribute to the measured attenuation ͓21͔, such as Bragg diffraction ͑by single-crystal silicon͒, thermal diffuse and Compton scattering, fluorescence resulting from the photoelectric absorption, and any other process which redirects photons from or into the beam direction as the beam passes through the attenuator. Any comparison of the measured attenuation with theory must therefore also take into account these processes either by calculation or by direct measurement of their contributions. Figure 6 shows the percentage differences in the measured mass attenuation coefficients of the three wafers, compared to the average ͑zero line͒. Above 5.6 keV the three measurement results are, in general, consistent within 0.5%. However, we observe some sharp discontinuities ͑increases between 1% and 8%͒ in the mass attenuation coefficient measured with one of the wafers compared with the other two consistent measurements.
A. Bragg diffraction
These discontinuities occur whenever the beam energy and the orientation of a set of planes in the wafer satisfy the Bragg condition. When this occurs, photons from the incident x-ray beam are diffracted and their redirection gives rise to an additional decrease in the attenuated beam. The observed discontinuities in the measured mass attenuation coefficient of one of the wafers depend sharply on the beam energy and the precise orientation of the silicon wafer. This is why only one wafer satisfies the Bragg condition at any one time; although all three wafers are nominally cut parallel to the ͑111͒ planes, small misorientations due to their mounting or cutting render the simultaneous satisfaction of the Bragg condition for all three highly unlikely, especially as the silicon crystals are almost perfect and the incident x-ray beam is highly parallel and monochromatized.
Calculation shows that the Bragg condition is satisfied frequently and the effects on the attenuation integrated over the beam divergence are of the correct order of magnitude. Accordingly, in the subset of cases where one of the three measurements appeared more than 0.5% greater than the other two consistent measurements, we rejected the outlying result and used the average mass attenuation value obtained from the two remaining wafers. In all, some 28 values out of the total of 300 points were thus rejected. All results, including those points where one of the three measurements was rejected and those points which were unaffected at the 0.5% level form a smooth curve as shown in Fig. 4 .
B. Thermal diffuse and Compton scattering
Thermal diffuse scattering ͑TDS͒ is the result of the dynamic disorder produced in the crystal lattice by the thermal motion of its atoms. In calculating the TDS contribution, we used the approach of Gerward ͓31͔, similar to the calculation of Mika et al. ͓13͔ :
where r e is the classical electron radius, ⌽ is the angle be- Obtaining an accurate photoelectric coefficient involves a single pass through Eq. ͑6͒, subtracting these scattering coefficients from the final measured value,
Therefore, if any result is to be obtained to high accuracy for the experimental value of f Љ, relating directly to atomic ͑and solid-state͒ electronic wave functions, then these scattering contributions must be reliable in the higher-energy range. At lower energies, both of these scattering components are relative by small and become an insignificant correction to the total. For the intermediate and higher energies, we have used theoretically calculated values from two major databases. We took the uncertainty in ͓/͔ ComptonϩTDS to FIG. 6 . Percent discrepancy between the measurements of ͓/͔ using three samples compared to their average as a function of energy. Below 5.6 keV, the divergence shows the effect of harmonic contamination before applying the correction procedure described in Sec. VI. Above 5.6 keV, the discrepancies are generally less than 0.5%. The spikes in the plot at a series of energies indicate that Bragg diffraction is occurring in that specimen at those energies.
be half the difference between these alternative theoretical calculations. The Compton computations differ by 2% of the Compton magnitude over our energy range and the TDS computations differ by 11% of the TDS magnitude ͑at 5 keV͒ and 6% ͑at 20 keV͒. Hence, their contribution to the total uncertainty of ͓/͔ pe is a mere 0.05%, a rather small contribution to the total uncertainty.
VIII. RESULTS AND ERROR BUDGET

A. Results
The energy variation of the mass attenuation coefficients is in agreement with that expected from the isolated atom approximation. The high level of accuracy, the large number and broad distribution of our experimental results over the energy range under investigation allow detailed comparisons between alternative tabulations and are a principal result of this work. Table I presents our measurements of the mass attenuation coefficient of silicon as a function of energy. The experimental precision and accuracy are one standard deviation estimates based on internal consistency and the quantification of known systematic uncertainties discussed earlier. The imaginary component of the form factor f Љ is extracted using the calculated Compton and TDS scattering corrections of both Chantler ͓16͔ and XCOM ͓18͔. The final uncertainty is dominated at all given energies by the uncertainty of the measured ͓/͔ meas , [/] , rather than by the model-dependent uncertainty of the scattering coefficients.
The first two columns of Table I list the energies and the corresponding uncertainties. Later columns give the corresponding measured mass attenuation coefficient ͓/͔, the experimental precision, the accuracy in the thickness determination, and the total uncertainty of ͓/͔, respectively. The last three columns list the imaginary part of the form factor after correction for scattering in accordance with Eq. ͑6͒ as discussed in Sec. VII B. Uncertainties in the theoretically calculated scattering components are indicated by the difference between the two model-dependent estimates of f Љ in the table. This latter uncertainty is clearly insignificant in the lower-energy region, and contributes at most 0.05% as one approaches 20 keV.
Above 5.6 keV the experimental values of ͓/͔ are the weighted mean of the measurements obtained with the three thicknesses, excluding those points affected by Bragg diffraction. The final uncertainty in the mass attenuation coefficient [/] in this range is the root mean square of the contributions from the uncertainty in the thickness calibration t , and from the consistency of the measurements of using different samples ste :
where ͓/͔ t i are the mass attenuation coefficients measured using wafers of different thicknesses t i , ͓/͔ is the weighted average of ͓/͔ t i , and i are the corresponding statistical errors in the measurements of ͓/͔ t i . Between 5.0 keV and 5.6 keV, the values of ͓/͔ are corrected for harmonic contamination as discussed in Sec. VI. In this energy range, the final uncertainty [/] is the root mean square of the contributions of t and of the final error in the procedure of the harmonic correction har , with the later calculated from
where f it is the fitting error and stat is the minimum of the statistical errors i . Mass attenuation coefficients and their uncertainties are not affected by the value of the density. It is for this reason that the mass attenuation coefficient ͓/͔ rather than the linear attenuation coefficient should be used for comparisons of data from different sources.
B. Summary of uncertainties
Table II summarizes the major sources of uncertainty contributing to the final results. Major factors affecting the precision or the consistency of the measurements of ͓/͔ using multiple foils are listed in the first part of Table II . Apart from the intrinsic statistics of the system at the level of 0.02%, the other main factors affecting the measurement consistency in this experiment are Bragg diffraction and the harmonic contamination in the low-energy range of the measurements.
Uncertainties from the fitting of the harmonic contamination of the incident beam below 5.6 keV are at the level of 0.3%. In the high-energy range, measurements that were significantly affected by Bragg diffraction "whose measured ͓ln(I/I 0 )͔ were more than 0.5% higher than those from the other two specimens… were excluded from the calculations of the final results. The remaining points were consistent to better than 0.44% ͑maximum discrepancy at 18.226 keV as listed in Table I͒ .
Uncertainties in the correction of the backlash hysteresis of the monochromator amounted to 1.3 eV or less between 5 keV and 6 keV. The effect of hysteresis is thus less than 0.07% in ͓/͔ in this energy range. Errors in the energy determination of less than 1 eV elsewhere are equivalent to less than 0.01% in ͓/͔.
These main components affecting the experimental precision resulted in the final experimental precision listed in the second group of Table II . This contributed to the total experimental accuracy at levels of 0.3% below 5.6 keV and up to 0.44% in the higher-energy region.
Uncertainty from the determination of the thicknesses of the specimens increased from 0.06% ͑at 20 keV͒ to 0.139% ͑at 5 keV͒ due to the additional contribution from the thickness transfer procedure discussed in Ref. ͓23͔. Mika et al. ͓13͔ and Gerward ͓10͔ reported similar accuracies ͓3 m ͑0.075%͒ and 2 m ͑0.05%͒, respectively͔ for specimens of similar ͑4 mm͒ thickness. However, their results were for the local thickness measured with a micrometer and not for the absolute accuracy of the determination. Baltazar-Rodrigues et al. ͓15͔ reported 0.3 m accuracy in the thickness determination of their silicon specimens between 100 m and 800 m but they appear to have used the average thicknesses of the specimens. Both methods ͑micrometry and average thickness͒ differ from the local mass per unit area actually seen by the x-ray beam and determined by our technique. The error can be significant as discussed elsewhere ͓23͔. Figure 7 is a plot of the percent discrepancy between the theoretical precisions of the nonrelativistic Hartree-FockSlater model of Scofield ͓17͔ used by Berger and Hubbell in XCOM ͓18͔ referred to the relativistic Dirac-Hartree-Fock calculation of Chantler ͓16͔. Also plotted is the percent discrepancy between the mass attenuation coefficients measured by various authors and Chantler's calculated values. The theoretically calculated values include Compton and TDS scattering and are thus directly comparable with the measured mass attenuation coefficients.
IX. COMPARISON OF RESULTS WITH THEORY
Between 20 keV and 25 keV there is very little consistent experimental data. Theoretical computations have quoted uncertainties of 1% or more, so the separation of the two models plotted is only 1 -3 across the plotted energy range. Our experimental data has much smaller error bars. Other experimental points have large error bars ͑e.g., Wang et al. ͓14͔ has ϭ1 -4% and a scatter greater than this͒, as shown in Fig. 1 but omitted in Fig. 7 to demonstrate the trend and precision of our data compared to the scatter of earlier work. Some of the best earlier data lies between both models and is moderately consistent with both the experimental results of this work and with both alternate theoretical computations. These earlier experimental results therefore do not discriminate between the different theoretical approaches.
As seen from the figure, in the lower-energy region the discrepancies of our measured mass attenuation coefficients are remarkably close to those from XCOM and reproduce some of the structure in the XCOM discrepancy. As the energy approaches 20 keV, the discrepancy between our measured mass attenuation coefficients and Chantler's calculation appears to diminish.
The trend of our data appears, moreover, to be picked up by the measurements of Mika et al. ͓13͔ and The lack of measurements in the gap between our results and those of Mika et al. is rather unfortunate and reliable measurements in this energy region would thus be quite important.
In view of the disagreement of the measured and calculated mass attenuation coefficients, renewed consideration needs to be given to the modelling of the nuclear amplitude, electron correlation effects and the calculation of Compton and TDS contributions. The electron correlation and coupling effects, are strongly energy dependent and a more sophisticated modeling of these may well be required to account for present inconsistencies between theory and experiment.
It is interesting to compare our measurements with those for copper ͑Ref. ͓20͔, Fig. 8͒ where, outside the absorptionedge affected region, there was good agreement with the results of both Chantler and XCOM, the two computations being in reasonable agreement.
X. CONCLUSION
It has been shown that by using the x-ray extended range technique one can achieve consistent measurements of the absolute mass attenuation coefficients as a function of energy. The level of accuracy and precision attained has enabled us to compare our results with two theoretical calculations and to raise some questions about the modeling used. Further experimental work in the energy range between 20 keV and 25 keV, in particular, is required to investigate the consistency ͑or inconsistency͒ between this work and Mika et al. ͓13͔ , and their comparison with theory. 
