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1. Introduction and preliminaries
Let X and Y be Banach spaces, and B(X, Y) the Banach space of all bounded linear operators from
X into Y . We abbreviate B(X, X) as B(X). For any T ∈ B(X, Y), we denote by N(T) and R(T) the null
space and the range of T , respectively. The identity operator will be denoted by I.
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It is well known that the outer inverses have lots of applications in many fields such as statistics,
optimization, singular operators equation (see [12,21,25]). Many important generalized inverses, such
as the Moore–Penrose inverse and the Drazin inverse, are outer inverses. First, we recall the definition
of the Moore–Penrose inverse and the Drazin inverse.
Definition 1.1. Let X and Y be Hilbert spaces. An operator S ∈ B(Y, X) is called the Moore–Penrose
inverse of T ∈ B(X, Y) if S satisfies the Penrose conditions:
(1) TST = T, (2) STS = S, (3) (TS)∗ = TS, (4) (ST)∗ = ST,
where T∗ denotes the adjoint operator of T . TheMoore–Penrose inverse T† of T is uniquely determined
if exists.
Definition 1.2. Let X be a Banach space. An operator S ∈ B(X) is said to be the Drazin inverse of
T ∈ B(X) if S satisfies:
(1k) TkST = Tk, (2) STS = S, (5) TS = ST,
for some positive integer k. The Drazin inverse of T is denoted by TD and the least of such k is called the
index of T . When k=1, the corresponding Drazin inverse is called the group inverse, denoted by T.
Let θ ⊂ {1, 2, 3, 4, 5} be a nonempty set. If S satisfies condition (i) in Definitions 1.1 and 1.2 for all
i ∈ θ , thenS is said tobeaθ-inverseofT , denotedbyTθ . Formoredetailson these inverses, consult [1,2].
Recall that T{1} is said to be an inner inverse, T{2} an outer inverse and T{1,2} a generalized inverse of T ,
respectively. If T has an outer inverse T{2}, then TT{2} and T{2}T are projectorswith R(T{2}T) = R(T{2}),
N(TT{2}) = N(T{2}) and R(T{2}) ∩ N(T) = {0}. Meanwhile, X and Y have the topological direct sum
decompositions:
X = N(T{2}T) ⊕ R(T{2}) and Y = N(T{2}) ⊕ R(TT{2}). (1. 1)
Next we introduce the concept of stable perturbations with respect to a θ-inverse.
Definition 1.3. Let T ∈ B(X, Y) have a θ-inverse Tθ . An operator T ∈ B(X, Y) is called to be a
stable perturbation of T with respect to Tθ if T has a θ-inverse T
θ
satisfying R(T
θ
) = R(Tθ ) and
N(T
θ
) = N(Tθ ).
In [20,21], Nashed studied the stable perturbation for outer inverses, gave a stability theorem, and
indicated the instability for the inner inverses. To be more specific, outer inverses enjoy the following
stability property, unlike inner inverses.
Theorem 1.1 [21]. Let T ∈ B(X, Y) have an outer inverse T{2} ∈ B(Y, X). If ‖δTT{2}‖ < 1 with δT ∈
B(X, Y), then
B = T{2}(I + δTT{2})−1 : Y → Y
is an outer inverse of T = T + δT with R(B) = R(T{2}) and N(B) = N(T{2}).
For stable perturbations of the Moore–Penrose inverse and generalized inverse, we have
Theorem 1.2 [7]. Let T ∈ B(X, Y) have the Moore–Penrose inverse T† ∈ B(Y, X). If ‖δTT†‖ < 1 with
δT ∈ B(X, Y), then B = T†(I + δTT†)−1 is the Moore–Penrose inverse of T = T + δT if and only if
R(T) = R(T) and N(T) = N(T).
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Theorem1.3 [19]. Let T ∈ B(X, Y)haveageneralized inverseT{1,2} ∈ B(Y, X). Assume that‖δTT{1,2}‖ <
1 with δT ∈ B(X, Y), then the following statements are equivalent:
(1) B = T{1,2}(I + δTT{1,2})−1 is a generalized inverse of T = T + δT;
(2) R(T) ∩ N(T{1,2}) = {0};
(3) (I − T{1,2}T)N(T) = N(T);
(4) X = N(T) ⊕ R(T{1,2}) or X = N(T) + R(T{1,2});
(5) Y = R(T) ⊕ N(T{1,2}); and
(6) (I + δTT{1,2})−1TN(T) ⊆ R(T).
In particular, for the finite rank operators, we have
Theorem 1.4 (Finite rank theorem [19]). Let T ∈ B(X, Y) be of finite rank and T{1,2} be a generalized
inverse of T. If ‖δTT{1,2}‖ < 1with δT ∈ B(X, Y), then B = T{1,2}(I+δTT{1,2})−1 is a generalized inverse
of T = T + δT if and only if
Rank T = Rank T < ∞.
Much attention has been paid to the stable perturbation and stability for various types of inner
inverses. For instance, Nashed [22], and Nashed and Chen [23] showed that the generalized inverse
is stable in the class of the perturbations satisfying (I + δTT{1,2})−1TN(T) ⊆ R(T). Later, the per-
turbation and stability for generalized inverse have been studied in [4,6,11,13–16,19,21–23,32,34].
The perturbation and continuity for the Moore–Penrose inverse have been investigated widely in
[5,7–9,15,16,26,31,33]. Especially, Ding [7] considered the stable perturbation and gave the stability
characterization of the Moore–Penrose inverse (Theorem 1.2). As for the group inverse, it has been
studied extensively by many authors (see [3,4,16,18] and the references therein).
The following example shows that even in the case of matrices, {2, 3}-, {2, 4}- and {2, 5}-inverses
may not possess stable perturbations in general.
Example 1.1. Let
T =
⎛
⎜⎝
1 0
0 2
⎞
⎟⎠ and δT =
⎛
⎜⎝
ε ε
ε 0
⎞
⎟⎠ ,
then we can verify that T{2} =
⎛
⎜⎝
1 0
0 0
⎞
⎟⎠ is a {2,3,4,5}-inverse of T and
B = T{2}(I + δTT{2})−1 = 1
1 + ε
⎛
⎜⎝
1 0
0 0
⎞
⎟⎠
is not a {2, 3}-, {2, 4}-, or {2, 5}-inverse of T = T + δT , although
dim R(T) = dim R(T) and dimN(T) = dimN(T).
Example1.1 shows that it ismeaningful to consider the stable perturbation for various types of outer
inverses. The perturbation of outer inverses has been investigated in [10,20,23,29] and summarized in
[25]. In this paper,we discuss stable perturbations andprovide characterizations of stability for various
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outer inverses, such as generalized, {2, 3}-, {2, 4}-, {2, 5}-, {1, 2, 3}-, {1, 2, 4}-,Moore–Penrose, group,
Drazin and generalized Drazin inverses. Our results improve and extend many known results in this
area.
2. Main results
The first lemma is inspired from the spectral theory, we shall give a concise proof.
Lemma 2.1. Let X and Y be Banach spaces, A ∈ B(X, Y) and B ∈ B(Y, X). Then I + AB : Y → Y is
bijective if and only if I + BA : X → X is so. In this case,
(I + BA)−1 = I − CA, (I + AB)−1 = I − DB,
(I + AB)−1A = A(I + BA)−1, B(I + AB)−1 = (I + BA)−1B,
where C = B(I + AB)−1 and D = A(I + BA)−1.
Proof. If I + AB : Y → Y is bijective, then
(I + BA)(I − CA)
= (I + BA) − (I + BA)CA
= (I + BA) − (I + BA)B(I + AB)−1A
= (I + BA) − B(I + AB)(I + AB)−1A
= I + BA − BA = I,
and
(I − CA)(I + BA)
= (I + BA) − CA(I + BA)
= (I + BA) − C(I + AB)A
= (I + BA) − B(I + AB)−1(I + AB)A
= I + BA − BA = I.
Thus I + BA : X → X is bijective and (I + BA)−1 = I − CA. As the remaining proof is similar, we omit
it. 
Next we shall characterize the invertibility of I + δTT{2}.
Lemma 2.2. Let T ∈ B(X, Y) have an outer inverse T{2} ∈ B(Y, X) and δT ∈ B(X, Y). Then I + δTT{2} :
Y → Y is bijective if and only if
N(T) ∩ R(T{2}) = {0} and Y = TR(T{2})+˙N(T{2}),
where T = T + δT and +˙ denotes the algebraic direct sum.
Proof. (Sufficiency) IfN(T)∩R(T{2}) = {0} andY = TR(T{2})+˙N(T{2}),wefirst prove that I+δTT{2} :
Y → Y is injective. In fact, if y ∈ Y satisfies (I + δTT{2})y = 0, then by the second equality in (1.1), y
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can be expressed by y = y1 + y2, with y1 ∈ N(T{2}) and y2 ∈ R(TT{2}). Hence
0 = y + δTT{2}y = y + (T − T)T{2}y2 = y + TT{2}y2 − y2 = y1 + TT{2}y2,
so y1 = −TT{2}y2 ∈ N(T{2})∩TR(T{2}) = {0}; i.e., y1 = −TT{2}y2 = 0. Thus T{2}y2 ∈ N(T)∩R(T{2})
and T{2}y2 = 0. Therefore, y = y1 + y2 = TT{2}y2 = 0. We then show that I + δTT{2} : Y → Y is
surjective; i.e., for all y ∈ Y , we can find z ∈ Y with y = (I + δTT{2})z. Since Y = TR(T{2}) + N(T{2}),
we have y = TT{2}y3 + y4, where y3 ∈ R(TT{2}) and y4 ∈ N(T{2}). Hence
(I + δTT{2})(y3 + y4)
= (y3 + y4) + (T − T)T{2}y3
= y3 + y4 + TT{2}y3 − TT{2}y3
= y4 + TT{2}y3 = y.
Therefore, I + δTT{2} : Y → Y is bijective.
(Necessity) If I + δTT{2} : Y → Y is bijective, noting I + δTT{2} = TT{2} + I − TT{2}, we obtain
R(I + δTT{2}) ⊆ TR(T{2}) + N(T{2}) and so Y = TR(T{2}) + N(T{2}). Let x ∈ N(T) ∩ R(T{2}), there
exists y ∈ R(TT{2}) with x = T{2}y and TT{2}y = Tx = 0. Hence
(I + δTT{2})y = y + δTT{2}y = TT{2}y + δTT{2}y = TT{2}y = 0.
Thus y = 0, implying x = 0 and N(T) ∩ R(T{2}) = {0}. To complete the proof, we need show
TR(T{2}) ∩ N(T{2}) = {0}. Let y ∈ TR(T{2}) ∩ N(T{2}), there exists z ∈ R(TT{2}) with y = TT{2}z.
Hence
0= T{2}y = T{2}TT{2}z = T{2}(T + δT)T{2}z
= T{2}TT{2}z + T{2}δTT{2}z = T{2}z + T{2}δTT{2}z
= (I + T{2}δT)T{2}z.
By Lemma 2.1, I+T{2}δT :X → X is bijective. Consequently, we obtain T{2}z=0 and y=TT{2}z=0. 
The following theorem shows that the outer inverse of perturbed operator has the form T{2}(I +
δTT{2})−1.
Theorem 2.1. Let T ∈ B(X, Y) have an outer inverse T{2} ∈ B(Y, X). If T = T + δT ∈ B(X, Y) is a stable
perturbation of T with respect to T{2}, then I+δTT{2} : Y → Y is bijective and T{2} = T{2}(I+δTT{2})−1.
Proof. If T is a stable perturbation of T with respect to T{2}, then T has an outer inverse T{2} with
N(T
{2}
) = N(T{2}) and R(T{2}) = R(T{2}). We first claim that I + δTT{2} : Y → Y is bijective. In fact,
since T
{2}
is an outer inverse of T , we obtain N(T) ∩ R(T{2}) = {0} and Y = R(TT{2}) ⊕ N(TT{2}) =
TR(T
{2}
) ⊕ N(T{2}). Hence
N(T) ∩ R(T{2}) = {0} and Y = TR(T{2}) ⊕ N(T{2}).
It follows from Lemma 2.2 that I + δTT{2} : Y → Y is bijective. Then by N(T{2}) = N(T{2}) and
R(T
{2}
) = R(T{2}), we have T{2} = T{2}TT{2} and T{2}TT{2} = T{2}. Thus T{2}+T{2}TT{2}−T{2}TT{2} =
T{2}, or
T
{2}
(I + δTT{2}) = T{2}[I + (T − T)T{2}] = T{2}.
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Therefore, we arrive at T
{2} = T{2}(I + δTT{2})−1. 
Remark 2.1. Theorem 2.1 points out that the invertibility of I + δTT{2} is a necessary condition for
the stable perturbation of outer inverses. To verify this invertibility, we give an equivalent condi-
tion (Lemma 2.2). It should be noted that a sufficient condition ‖δTT{2}‖ < 1 is often assumed, see
[4–9,13–16,19,21–26,28–33]. For broader applications, we replace the perturbation condition
‖δTT{2}‖ < 1 with the invertibility of I + δTT{2} in this paper.
The stability theorem of outer inverse is first established by Nashed [21]. For completeness, we
establish a similar stability theorem.
Theorem 2.2. Let T ∈ B(X, Y) have an outer inverse T{2} ∈ B(Y, X), and I+δTT{2} : Y → Y be bijective
with δT ∈ B(X, Y). Then
B = T{2}(I + δTT{2})−1 = (I + T{2}δT)−1T{2} : Y → Y
is an outer inverse of T = T + δT with R(B) = R(T{2}), N(B) = N(T{2}) and
Y = TR(T{2}) ⊕ N(T{2}).
Proof. It follows from Lemma 2.1 that B = T{2}(I + δTT{2})−1 = (I + T{2}δT)−1T{2} is well defined.
Obviously, R(B) = R(T{2}) and N(B) = N(T{2}). Since
BTB = (I + T{2}δT)−1T{2}(T + δT)T{2}(I + δTT{2})−1
= (I + T{2}δT)−1(T{2} + T{2}δTT{2})(I + δTT{2})−1
= (I + T{2}δT)−1(I + T{2}δT)T{2}(I + δTT{2})−1
= T{2}(I + δTT{2})−1 = B,
we know that B is an outer inverse of T . Therefore,
Y = R(TB) ⊕ N(TB) = TR(B) ⊕ N(B) = TR(T{2}) ⊕ N(T{2}). 
In order to investigate stable perturbations of generalized inverse, we need the following lemma.
Lemma 2.3. Let T ∈ B(X, Y) have an outer inverse T{2} ∈ B(Y, X). Then T{2} is a generalized inverse of
T if and only if
R(T) ∩ N(T{2}) = {0}.
Proof. If T{2} is a generalized inverse of T , it is easy to verify N(T{2}) ∩ R(T) = {0}. Conversely, if
N(T{2}) ∩ R(T) = {0}, then for all x ∈ X ,
TT{2}Tx − Tx ∈ R(T) ∩ N(T{2}),
or TT{2}Tx = Tx, which implies that T{2} is also an inner inverse of T . Thus T{2} is a generalized inverse
of T . 
Theorem 2.3. Let T ∈ B(X, Y) have a generalized inverse T{1,2} ∈ B(Y, X), and I + δTT{1,2} : Y → Y
be bijective with δT ∈ B(X, Y). Then the following statements are equivalent:
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(1) B = T{1,2}(I + δTT{1,2})−1 = (I + T{1,2}δT)−1T{1,2} is a generalized inverse of T = T + δT;
(2) R(T) ∩ N(T{1,2}) = {0};
(3) Y = R(T) ⊕ N(T{1,2});
(4) Y = R(T)+˙N(T{1,2});
(5) X = N(T) ⊕ R(T{1,2});
(6) X = N(T) + R(T{1,2}); and
(7) R(T) = TR(T{1,2}).
Proof. By Theorem 2.2 and Lemma 2.3, we obtain (1) ⇔ (2). We can easily verify (1) ⇒ (3) ⇒
(4) ⇒ (2) and (1) ⇒ (5) ⇒ (6) ⇒ (7) ⇒ (4) (with the last implication from Lemma 2.2).
Therefore, all these statements are equivalent. 
Remark 2.2. Theorem 2.3 extends the main results in [6,8,13,16,19]. In particular, in [6], T is called
to be a stable perturbation of T if T satisfies R(T) ∩ N(T{1,2}) = {0}. From Theorems 2.1 and 2.3, we
see that this concept is equivalent to Definition 1.3 for generalized inverses.
Theorem 2.4. Let X and Y be Hilbert spaces and T ∈ B(X, Y) have a {2, 3}-inverse T{2,3} ∈ B(Y, X).
Assume that I + δTT{2,3} : Y → Y is bijective with δT ∈ B(X, Y), then the following statements are
equivalent:
(1) B = T{2,3}(I + δTT{2,3})−1 = (I + T{2,3}δT)−1T{2,3} is a {2, 3}-inverse of T = T + δT;
(2) δTT{2,3} = TT{2,3}δTT{2,3};
(3) TT{2,3} = TT{2,3}TT{2,3};
(4) R(TT{2,3}) ⊆ R(TT{2,3}); and
(5) R(δTT{2,3}) ⊆ R(TT{2,3}).
In this case, TB = TT{2,3}.
Proof. It is easy to verify (5) ⇔ (2) ⇔ (3) ⇔ (4). Next we show (1) ⇔ (2). If δTT{2,3} =
TT{2,3}δTT{2,3}, then
TT{2,3}(I + δTT{2,3}) = TT{2,3} + δTT{2,3} = TT{2,3}.
Hence TT{2,3} = TT{2,3}(I + δTT{2,3})−1 = TB. Thus
(TB)∗ = (TT{2,3})∗ = TT{2,3} = TB.
By Theorem 2.2, B is an outer inverse of T so it is a {2, 3}-inverse of T . Conversely, if B is a {2, 3}-inverse
of T , then
Y = R(TB) ⊥⊕ N(B) = R(TT{2,3}) ⊥⊕ N(T{2,3}),
where
⊥⊕ denotes the orthogonal topological direct sum. Since N(B) = N(T{2,3}), we get R(TB) =
N(B)⊥ = N(T{2,3})⊥ = R(TT{2,3}). Then (I − TT{2,3})TB = 0, or TB = TT{2,3}TB. Hence
(T + δT)T{2,3}(I + δTT{2,3})−1 = TT{2,3}(T + δT)T{2,3}(I + δTT{2,3})−1
and (T + δT)T{2,3} = TT{2,3}(T + δT)T{2,3}, leading to δTT{2,3} = TT{2,3}δTT{2,3}. 
The following corollary is an extension of Theorem 12 in [34].
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Corollary 2.1. Let T ∈ B(X, Y) have a {2, 3}-inverse T{2,3} ∈ B(Y, X) and I + δTT{2,3} : Y → Y be
bijective with δT ∈ B(X, Y). If
δT = TT{2,3}δT,
then B = T{2,3}(I + δTT{2,3})−1 is a {2, 3}-inverse of T = T + δT.
Theorem 2.5. Let T ∈ B(X, Y) have a {1, 2, 3}-inverse T{1,2,3} ∈ B(Y, X) and I + δTT{1,2,3} : Y → Y
be bijective with δT ∈ B(X, Y). Then the following statements are equivalent:
(1) B = T{1,2,3}(I + δTT{1,2,3})−1 = (I + T{1,2,3}δT)−1T{1,2,3} is a {1, 2, 3}-inverse of T = T + δT;
(2) R(T) ⊆ R(T); and
(3) R(T) = R(T).
Proof. IfR(T) ⊆ R(T), thenby (2) inTheorem2.3,B is ageneralized inverseofT . Also, by (4) inTheorem
2.4, B is a {2, 3}-inverse of T . Hence B is a {1, 2, 3}-inverse of T . Conversely, if B is a {1, 2, 3}-inverse
of T ,
Y = R(T) ⊥⊕ N(B) = R(T) ⊥⊕ N(T{1,2,3})
and R(T) = N(B)⊥ = N(T{1,2,3})⊥ = R(T). 
Theorem 2.6. Let X and Y be Hilbert spaces and T ∈ B(X, Y) have a {2, 4}-inverse T{2,4} ∈ B(Y, X). If
I + δTT{2,4} : Y → Y is bijective with δT ∈ B(X, Y), then the following statements are equivalent:
(1) B = T{2,4}(I + δTT{2,4})−1 = (I + T{2,4}δT)−1T{2,4} is a {2, 4}-inverse of T = T + δT;
(2) T{2,4}δT = T{2,4}δTT{2,4}T;
(3) T{2,4}T = T{2,4}TT{2,4}T;
(4) N(T{2,4}T) ⊆ N(T{2,4}T); and
(5) N(T{2,4}T) ⊆ N(T{2,4}δT).
In this case, BT = T{2,4}T.
Proof. It is easy to verify (5) ⇔ (2) ⇔ (3) ⇔ (4). If B is a {2, 4}-inverse of T , then
X = N(BT) ⊥⊕ R(B) = N(T{2,4}T) ⊥⊕ R(T{2,4}).
Since R(B) = R(T{2,4}),we get N(BT) = R(B)⊥ = R(T{2,4})⊥ = N(T{2,4}T). Hence BT(I − T{2,4}T) =
0; i.e., BT = BTT{2,4}T . Thus,
(I + T{2,4}δT)−1T{2,4}(T + δT) = (I + T{2,4}δT)−1T{2,4}(T + δT)T{2,4}T,
thus T{2,4}(T+δT) = T{2,4}(T+δT)T{2,4}T and T{2,4}δT = T{2,4}δTT{2,4}T . Therefore, we have shown
(1) ⇒ (2). Conversely, if T{2,4}δT = T{2,4}δTT{2,4}T , then
(I + T{2,4}δT)T{2,4}T = T{2,4}T + T{2,4}δTT{2,4}T = T{2,4}T
and T{2,4}T = (I + T{2,4}δT)−1T{2,4}T = BT . Hence
(BT)∗ = (T{2,4}T)∗ = T{2,4}T = BT .
Thus, B is a {2, 4}-inverse of T . Therefore we have shown (2) ⇒ (1). 
Theorem 2.7. Let T ∈ B(X, Y) have a {1, 2, 4}-inverse T{1,2,4} ∈ B(Y, X) and I + δTT{1,2,4} : Y → Y
be bijective with δT ∈ B(X, Y). Then the following statements are equivalent:
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(1) B = T{1,2,4}(I + δTT{1,2,4})−1 = (I + T{1,2,4}δT)−1T{1,2,4} is a {1, 2, 4}-inverse of T = T + δT;
(2) N(T) ⊆ N(T); and
(3) N(T) = N(T).
Proof. If N(T)⊆N(T), then by (6) in Theorem 2.3, B is a generalized inverse of T . Then by (4) in
Theorem 2.6, B is a {2, 4}-inverse of T . Hence B is a {1, 2, 4}-inverse of T . Next, if B is a {1, 2, 4}-
inverse of T ,
X = N(T) ⊥⊕ R(B) = N(T) ⊥⊕ R(T{1,2,4}),
so N(T) = R(B)⊥ = R(T{1,2,4})⊥ = N(T). 
Remark 2.3. Some equivalent conditions in Theorems 2.5 and 2.7 have been provided in [16], and
their proofs are from the view of inner inverses, while ours is from outer inverses.
By Theorems 2.5 and 2.7, we can get the stable perturbation theorem for Moore–Penrose inverse,
which is an extension of main results in [7,16].
Theorem 2.8. Let X and Y be Hilbert spaces. Assume that T ∈ B(X, Y) has the Moore–Penrose inverse
T† ∈ B(Y, X). If I + δTT† : Y → Y is bijective with δT ∈ B(X, Y), then the following statements are
equivalent:
(1) B = T†(I + δTT†)−1 = (I + T†δT)−1T† is the Moore–Penrose inverse of T;
(2) R(T) ⊆ R(T) and N(T) ⊆ N(T); and
(3) R(T) = R(T) and N(T) = N(T).
In the following, we shall consider stable perturbations of {2, 5}-inverse, group inverse, Drazin
inverse and the generalized Drazin inverse.
Theorem 2.9. Let X be a Banach space and T ∈ B(X) have a {2, 5}-inverse T{2,5} ∈ B(X). If I+ δTT{2,5} :
X → X is bijective with δT ∈ B(X), then the following statements are equivalent:
(1) B = T{2,5}(I + δTT{2,5})−1 = (I + T{2,5}δT)−1T{2,5} is a {2, 5}-inverse of T = T + δT;
(2) TT{2,5} = T{2,5}TTT{2,5} and T{2,5}T = T{2,5}TTT{2,5};
(3) R(TT{2,5}) ⊆ R(T{2,5}) and N(T{2,5}) ⊆ N(T{2,5}T); and
(4) δTT{2,5} = T{2,5}TδTT{2,5} and T{2,5}δT = T{2,5}δTTT{2,5}.
In such a case, TB = BT = TT{2,5} = T{2,5}T.
Proof. It is easy to see (3) ⇔ (2) ⇔ (4). Next we show (1) ⇔ (2). If B is a {2, 5}-inverse of T , then
BT = TB, or
(I + T{2,5}δT)−1T{2,5}T = TT{2,5}(I + δTT{2,5})−1.
Hence
T{2,5}(T + δT)(I + δTT{2,5}) = (I + T{2,5}δT)(T + δT)T{2,5}
and
T{2,5}TδTT{2,5} + T{2,5}δT = T{2,5}δTTT{2,5} + δTT{2,5}.
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Thus
T{2,5}TTT{2,5} + T{2,5}T = T{2,5}TTT{2,5} + TT{2,5}
and
(T{2,5}T − I)TT{2,5} = T{2,5}T(TT{2,5} − I).
Therefore,
(T{2,5}T − I)TT{2,5} = (T{2,5}T − I)TT{2,5}TT{2,5}
= T{2,5}T(TT{2,5} − I)TT{2,5} = 0,
implying TT{2,5} = T{2,5}TTT{2,5}. Also,
T{2,5}T(TT{2,5} − I) = T{2,5}TT{2,5}T(TT{2,5} − I)
= T{2,5}T(T{2,5}T − I)TT{2,5} = 0
which leads to T{2,5}T = T{2,5}TTT{2,5}. Thus we have shown (1) ⇒ (2). Next, if TT{2,5} = T{2,5}
TTT{2,5} and T{2,5}T = T{2,5}TTT{2,5}, then
(T{2,5}T − I)TT{2,5} = T{2,5}T(TT{2,5} − I).
As in the proof for (1) ⇒ (2), we have BT = TB. Also, by Theorem 2.2, B is an outer inverse of T .
Hence, B is a {2, 5}-inverse of T . In this case,
TB = TT{2,5}(I + δTT{2,5})−1
= T{2,5}TTT{2,5}(I + δTT{2,5})−1
= T{2,5}T(T + δT)T{2,5}(I + δTT{2,5})−1
= T{2,5}T(TT{2,5} + δTT{2,5})(I + δTT{2,5})−1
= T{2,5}T(I + δTT{2,5})(I + δTT{2,5})−1 = T{2,5}T .
Therefore, TB = BT = TT{2,5} = T{2,5}T , and we have shown (2) ⇒ (1). 
Theorem 2.10. Let T ∈ B(X) have the group inverse T ∈ B(X) and I + δTT : X → X be bijective with
δT ∈ B(X). Then the following statements are equivalent:
(1) B = T(I + δTT)−1 = (I + TδT)−1T is the group inverse of T = T + δT;
(2) R(T) = R(T) and N(T) = N(T);
(3) R(T) ⊆ R(T) and N(T) ⊆ N(T);
(4) T = TTT = TTT;
(5) δT = δTTT = TTδT; and
(6) R(δT) ⊆ R(T) and N(T) ⊆ N(δT).
Proof. It is easy to see (2) ⇒ (3) and (4) ⇒ (5) ⇒ (6) ⇒ (3).
[(1) ⇒ (2)] If B is the group inverse of T , then
R(T) = R(TB) = R(BT) = R(B) = R(T) = R(T)
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and
N(T) = N(BT) = N(TB) = N(B) = N(T) = N(T).
[(3) ⇒ (4)] Since R(T) ⊆ R(T) = N(I − TT) and R(I − TT) = N(T) ⊆ N(T), we have
T − TTT = T(I − TT) = 0
and
T − TTT = (I − TT)T = 0.
Thus T = TTT = TTT .
[(3) ⇒ (1)] It follows from Theorem 2.3 that B is a generalized inverse of T . Combining R(T) =
R(T) and N(T) = N(T) with (3) in Theorem 2.9, we know that B is a {2, 5}-inverse of T . Therefore,
B is the group inverse of T . 
Remark 2.4. Theorem 2.10 is an extension of the main results in [16,18].
Theorem 2.11. Let T ∈ B(X) have the Drazin inverse TD ∈ B(X) and I + δTTD : X → X be bijective with
δT ∈ B(X). Then
B = TD(I + δTTD)−1 = (I + TDδT)−1TD
is the Drazin inverse of T = T + δT if and only if the following statements hold:
(1) TTD = TDTTTD and TDT = TDTTTD or
(1′) δTTD = TDTδTTD and TDδT = TDδTTTD; and
(2) there exists a positive integer k ∈ N such that Tk(I − TTD) = 0.
In this case, TB = BT = TTD = TDT, where the smallest such k is the index of T.
Proof. (Necessity) If B is the Drazin inverse of T , then by Theorem 2.9, (1) (or (1′)) holds. Also, BT =
TB = TTD = TDT . Hence
T − TBT = T(I − BT) = T(I − TTD)
and
(T − TBT)2 = T(I − TTD)T(I − TTD)
= T(T − TTTD − TTDT + TTDTTTD)
= T(T − TTTD)
= T2(I − TTD).
Therefore, for all n ∈ N, (T − TBT)n = Tn(I − TTD). Let k be the index of T , then Tk(I − TTD) = 0 and
(2) holds.
(Sufficiency) If (1) (or (1′)) holds, then by Theorem 2.8, B is a {2, 5}-inverse of T . We need to show
BT
k+1 = Tk . By (2), we have
T
k − BTk+1 = Tk(I − BT) = Tk(I − TTD) = 0.
Therefore, B is the Drazin inverse of T . 
Remark 2.5. Note that condition (1) in Theorem2.11 is just the stability characterization of the {2, 5}-
inverse and condition (2) is related to the index of T .
As a corollary, we obtain the known result for matrices in [28].
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Corollary 2.2 [28]. Let T ∈ B(X) have the Drazin inverse TD ∈ B(X). For δT ∈ B(X), assume that
‖δTTD‖ < 1, δT = TTDδT = δTTDT .
Then T = T + δT is Drazin invertible, TD = TD(I + δTTD)−1, TDT = TDT and index(T) = index(T).
Proof. If δT = TTDδT = δTTDT, then TDδT = TDδTTDT , δTTD = TTDδTTD and TB = BT = TTD.
Hence T − TBT = T(I − BT) = T(I − TTD) = T(I − TTD) and
T
n
(I − TTD) = Tn(I − BT) = (T − TBT)n = (T − TTDT)n.
Therefore, by Theorem 2.11, we conclude that B is the Drazin inverse of T and index(T) −
index(T). 
Remark 2.6. Many sufficient or equivalent conditions for stable perturbations of the Drazin inverse
have been given in [16,24,28,30], and for general perturbations, in [3,4,27]. The condition δT =
TTDδT = δTTDT is called condition (W) in [24,28], which is sufficient for the stable perturbation of
Drazin inverses, and is an equivalent condition for group inverses (see Theorem 2.10).
Recall that an operator S ∈ B(X) is said to be the generalized Drazin inverse [17] of T ∈ B(X) if S
satisfies:
(2) STS = S; (5) TS = ST and T(TS − I) is quasinilpotent.
The generalized Drazin inverse of T is denoted by Td. Next we shall consider stable perturbations
for generalized Drazin inverse. The proof is similar to that of Theorem 2.11, so we omit.
Theorem 2.12. Let T ∈ B(X) have the generalized Drazin inverse Td ∈ B(X) and I + δTTd : X → X be
bijective with δT ∈ B(X). Then
B = Td(I + δTTd)−1 = (I + TdδT)−1Td
is the generalized Drazin inverse of T = T + δT if and only if the following statements hold:
(1) TTd = TdTTTd and TdT = TdTTTd; or
(1′) δTTd = TdTδTTd and TdδT = TdδTTTd; and
(2) lim
n→+∞‖T
n
(I − TTd)‖ 1n = 0.
In this case, TB = BT = TTd = TdT.
Corollary 2.3. Let T ∈ B(X) have the generalized Drazin inverse Td ∈ B(X) and I + δTTd : X → X be
bijective with δT ∈ B(X). If
δT = TTdδT = δTTdT,
then B = Td(I + δTTd)−1 = (I + TdδT)−1Td is the generalized Drazin inverse of T = T + δT.
Proof. If δT = TTdδT = δTTdT, then, as in the proof of Corollary 2.2, TTd = TdTTTd, TdT = TdTTTd.
Consequently
lim
n→+∞‖T
n
(I − TTd)‖ 1n = lim
n→+∞‖(T − TT
dT)n‖ 1n = 0.
From Theorem 2.12, B is the generalized Drazin inverse of T . 
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