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Abstract
A class of second order ordinary differential equations is considered. It is shown that the equation considered
possesses unique 2π-periodic solution under Landesman–Lazer type conditions.
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It is well known that Landesman–Lazer type conditions are essential for the existence and uniqueness
of periodic solutions of the following Newton equation:
x ′′ + gradG(x) = q(t) = q(t + 2π) (0.1)
[1–6]. The second order differential equations can arise in applications, such as
(p(t)x ′)′ + f (t, x) = 0 (0.2)
[7,8]. In this work, we shall consider the existence problem of periodic solutions for the above equation.
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By PCl(R) we denote the space consisting of all the 2π -periodic functions in Cl(R). Throughout this
work we use the following assumptions:
(A1) f ∈ C1(R × R) is 2π -periodic with respect to the first variable, and p ∈ PC1(R) satisfies
0 < M1 ≤ p(t) ≤ M2 on R for some constants M1 and M2;
(A2) there exist two constants a and b such that
a ≤ fx ≤ b on R × R
and there exists a nonnegative integer m satisfying the condition
m2 M2 < a ≤ b < (m + 1)2 M1.
We are in the position to state our main result.
Theorem 1. Let the assumptions (A1) and (A2) hold. Then Eq. (0.2) has a unique 2π -periodic solution.
As a direct generalization of Theorem 1, we can also consider a general even order differential
equation as follows:
(p(t)x (n))(n) +
n−1∑
j=1
α j x (2 j) + (−1)n+1 f (t, x) = 0. (0.3)
Theorem 2. Let f ∈ C1(R × R) with f (t + 2π, x) = f (t, x), and p ∈ PCn(R) satisfy
0 < M1 ≤ p(t) ≤ M2
on R for some constants M1 and M2. Assume that there exist constants a and b, and a nonnegative
integer m such that the inequality
0 < M2m2n +
n−1∑
j=1
(−1) j−nα j m2 j < a ≤ fx(t, x) ≤ b < M1(m + 1)2n
+
n−1∑
j=1
(−1) j−nα j (m + 1)2 j
holds on R × R for constants α j , j = 1, 2, . . . , n −1. Then Eq. (0.3) has a unique 2π -periodic solution.
Applying the lemma on the bilinear form in [4] and the Leray–Schauder principle we shall prove the
above results. We only prove Theorem 1. The proof of Theorem 2 is similar.
Consider the homogeneous linear equation
(p(t)x ′)′ + h(t)x = 0. (0.4)
Theorem 3. Assume that p(t) satisfies (A1), and p(t) and h(t) satisfy (A2) by replacing fx . If
h ∈ PC(R), then Eq. (0.4) has only one trivial 2π -periodic solution.
Proof of Theorem 3. Define a bilinear form
H(u, v) =
∫ 2π
0
(p(t)u′(t)v′(t) − h(t)u(t)v(t))dt
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for u, v ∈ PC2(R). Put
X =
{
x ∈ PC2(R) : x =
∞∑
j=m+1
(c j cos j t + d j sin j t)
}
,
Y =
{
y ∈ PC2(R) : y = c0 +
m∑
j=1
(c j cos j t + d j sin j t)
}
,
where c j and d j are some constants. It is clear that PC2(R) = X ⊕Y .
From the assumptions (A1) and (A2), and Parseval’s formula, we obtain
H(x, x) =
∫ 2π
0
(p(t)x ′2(t) − h(t)x2(t))dt
≥
∫ 2π
0
(M1x ′2(t) − bx2(t))dt
> π M1
∞∑
j=m+1
( j2 − (m + 1)2)(c2j + d2j )
≥ 0, ∀ x, 0 = x ∈ X,
and
H(y, y) =
∫ 2π
0
(p(t)y′2(t) − h(t)y2(t))dt
≤
∫ 2π
0
(M2 y′2(t) − by2(t))dt
< π M2
m∑
j=1
( j2 − m2)(c2j + d2j ) − 2πc20
≤ 0, ∀ y, 0 = y ∈ Y,
which show that H is positive definite on X , and negative definite on Y . According to the bilinear form
lemma in [4], we conclude that if H(u, w) = 0 for all u ∈ PC2(R), then w = 0.
Assume that w ∈ PC2(R) is a solution of (0.4). For any u ∈ PC2(R), we have∫ 2π
0
((p(t)w′)′u + h(t)wu)dt = 0.
Simply integrating the above equation, we derive H(u, w) = 0. So, w = 0. Thus, the proof is
completed. 
Proof of Theorem 1. First prove the uniqueness. Let x1(t) and x2(t) be any two 2π -periodic solutions
of (0.2). Then x(t) = x1(t) − x2(t) is a 2π -periodic solution of the following equation:
(p(t)x ′)′ +
∫ 1
0
fx(t, x2(t) + θx(t))dθx = 0.
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From the assumption (A2) we find
a ≤
∫ 1
0
fx(t, x2(t) + θx(t))dθ ≤ b.
Hence, by Theorem 3, x(t) ≡ 0 on R.
We next prove the existence. By | · |1 we denote the usual C1-norm. Rewrite (0.2) as follows:
(p(t)x ′)′ + h(t, x)x + f (t, 0) = 0,
where
h(t, x) =
∫ 1
0
fx(t, θx)dθ.
Let
β = 1
2
(M2m2 + M1(m + 1)2).
Introduce an auxiliary equation
(p(t)x ′)′ + (1 − λ)βx + λ(h(t, x)x + f (t, 0)) = 0, λ ∈ [0, 1]. (0.5)
According to Theorem 3, equation
(p(t)x ′)′ + βx = 0
has only zero. Hence, from the Leray–Schauder principle, we only need to prove that for all λ ∈ [0, 1],
there exists M0 > 0 such that if xλ(t) is a 2π -periodic solution of (0.5), then
|xλ(t)|1 ≤ M0. (0.6)
Suppose on the contrary that the conclusion is false. Then there would exist sequences {x j } ⊂ PC1(R)
and {λ j } ⊂ [0, 1] such that |x j |1 → ∞ ( j → ∞) and x j is a solution of (0.5) for λ = λ j . Write
y j = x j|x j |1 .
Then
(p(t)y′j)′ + ((1 − λ j )β + λ j h(t, x j ))y j +
λ j f (t, 0)
|x j |1 = 0. (0.7)
By assumption (A2) we have
M2m2 < a ≤ h(t, x j (t)) ≤ b < M1(m + 1)2. (0.8)
By (0.8) and the Arzela–Ascoli theorem, passing to a subsequence, we may assume that λ j → λ0, y j →
y0, y′j → z0 and h(t, x j (t)) → h0(t) in C(R) as j → ∞. Moreover y0, z0 and h0 ∈ PC(R).
Obviously, as j → ∞,
λ j f (t, 0)
|x j |1 → 0.
Thus, by (0.7) and (0.8), we have
y0(t) = y0(0) +
∫ t
0
z0(s)ds,
p(t)z0(t) = p(0)z0(0) −
∫ t
0
((1 − λ0)β + λ0h0(t))dt.
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This shows that y0(t) is a 2π -periodic solution of
(p(t)y′)′ + ((1 − λ0)β + λ0h0(t))y = 0, (0.9)
and |y|1 = 1. On the other hand, by (0.8) and the definition of β, we derive p(t) and (1−λ0)β +λ0h0(t)
to satisfy the conditions of Theorem 3. Hence, Eq. (0.9) has only a trivial 2π -periodic solution, which
leads to a contradiction.
We end the proof of Theorem 1. 
Example. Consider the equation
(sin t + 2)x ′′ + cos tx ′ +
(
1
2
sin2(2t) + 10
3
)
x = ln(1 + cos2 t).
By Theorem 1, the above equation has a unique 2π -periodic solution.
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