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Resumen
En este artículo presentamos algunas aplicaciones de dinámica simbolica en el campo de los sistemas
dinámicos mediante la discretización del espacio.
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Abstract
In this article we present some applications of symbolic dynamics in the field of dynamic systems by the
discretization of space.
Keywords. Symbolic dynamics, shift application, Markov patition, point homoclinic..
1. Introducción. El campo de la dinámica simbólica se desempeña como una herramienta para anali-
zar sistemas dinámicos en general por discretización del espacio.
Consideremos un punto que sigue alguna trayectoria en el espacio y busquemos estudiar su comportamien-
to. Para ello se particiona el espacio en una cantidad finita de piezas, cada una de ellas etiquetada por
un simbolo diferente. Con dicha situación se obtiene una trayectoria simbolica escribiendo la sucesión de
simbolos correspondientes a las sucesivas particiones visitadas por el punto en su órbita. Es natural plan-
tearemos si la trayectoria simbolica determina completamente la órbita, además de poder determinar si es
posible encontrar una descripción simple de el conjunto de todas las posibles trayectorias.
Historicamente fue Hadamard el primero en utilizar dinámica simbolica en su análisis de flujos geodésicos
sobre superficies con curvatura negativa en 1898 [8]. El estudio astracto vino motivado por un interés ma-
temático intrínsico de sistemas simbolicos y la necesidad de tener una mejor comprensión con la finalidad
de aplicar técnicas simbolicas para sistemas continuos. Un trabajo muy interesante está relacionado con la
teoría de información y la teoría matemática explorada por Shammon [14].
En este trabajo presentamos conceptos básicos de dinámica simbolica y algunas aplicaciones.
2. Material y Métodos.
2.1. Ejemplos simples . Consideremos I = [0, 1〉 y la aplicación f definida por f(x) = {2x}, donde
x ∈ I y {2x} es la parte fraccional de 2x.
Estamos interesados en la trayectoria simbolica de la órbita x, f(x), f2(x), f3(x), . . .
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Para discretizar el espacio; dividimos el intervalo I = [0, 1〉 en dos partes iguales








Se designa la trayectoria simbólica x0, x1, x2, . . . donde xi ∈ {0, 1} de acuerdo así f i(x) esta en I0 o en
I1.
Es decir x0 = 0 si x ∈ I0 o x0 = 1 si x ∈ I1, x1 = 0 si f(x) ∈ I0 o x1 = 1 si f(x) ∈ I1 y asi
sucesivamente. Se puede observar que x0, x1, x2, . . . es simplemente una expresión binaria de el número x.
Con esta designación aparecen todas las sucesiones binarias excepto aquella que termina en 11111 . . . 1 . . .
para considerar lo anterior se toma I = [0, 1].





Una variación del primer ejemplo está dado por la aplicación
g(x) = {γx} sobre I = [0, 1] donde γ = (1 +√5)/2
Sea I0 = [0, 1/γ], I1 = [1/γ, 1] como γ = 1 + 1γ se tiene
g(I0) = I y g(I1) = I0.
Un punto que llega a I1 bajo algún iterado de g deberá de moverse a I0 en la siguiente iteración. No es
dificil ver que el conjunto de trayectorias simbolicas es exactamente el conjunto de sucesiones binarias que
no contiene la cadena 11. La trayectoria simbolica x0, x1, x2, . . . corresponde a la expresión de la serie
x = x0γ
−1 + x1γ−2 + . . .
expresión de números con respecto a una base no entera β. Propiedades dinámicas de dinámica simbolica
relacionados a expresión de números en base no entera se puede ver en [5].
2.2. Conceptos Básicos de Dinámica Simbolica. Definición 1. El conjunto de las sucesiones infinitas
de los elementos de {0, 1, 2, . . . , n− 1} es denotado por Σn. Es decir
Σn = {0, 1, 2, . . . , n− 1}Z
= {s = (. . . , s−2, s−1, s0, s1, s2, . . .)/ sj ∈ {0, 1, 2, . . . , n− 1} ∀ j ∈ Z}
Σn es llamado espacio shift de dos lados. Un caso particular
Σ = {0, 1}N = {s = (s0, s1, . . .)/ si ∈ {0, 1}, ∀ i ∈ N}




















d[s, t] ≤ 2
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Ejemplo 1. Si t = (1, 1, 1, 1, . . . , 1) y s = (0, 1, 0, 1, 0, 1, . . .)

















2.3. Terorema de Proximidad. Sea s, t ∈ Σ y si = ti para i = 0, 1, . . . , n. Entonces d[s, t] ≤ 1/2n.




































⇐=] Si si 6= ti para algún j ≤ n se tiene




Si d[s, t] < 1/2n entonces si = ti para i ≤ n.
El espacio métrico (Σ, d) es compacto, totalmente disconexo y perfecto.
Definición 5. La aplicación shift σ : Σ→ Σ es definida por σ(s0, s1, s2, . . .) = (s1, s2, s3, . . .)
[σ(x)]i = [x]i+1
Ejemplo 2. Si
x = (s0, s1, s2, s3, . . .)
σ2(x) = (s2, s3, s4, . . .)
...
σ2(x) = (sn, sn+1, . . .)
Ejemplo 3. Sea s = (s0, s1, . . . , sn−1, s0, s1, . . . , sn−1, s0, . . .)
σ2(s) = s.
Es facil encontrar puntos periódicos.
Teorema 1. La función σ es continua en el punto fijo (0, 0, 0, 0, . . . , 0, 0, . . .). Prueba.
Debemos probar que ∀ ε > 0, ∃ δ > 0 tal que si s ∈ Σ con
d[s, (0, 0, 0, 0, . . .)] < δ entonces d[σn(s), (0, 0, 0, 0, . . . , 0)] < ε.
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Sea si = 0 para i = 0, 1, 2, . . . , n+1 elegimos un δ = 1/2n+1. Si d[(s0, s1, . . .), (0, 0, 0, . . . , 0, . . .)] <
δ, entonces d[σ(s0, s1, . . .), (0, 0, 0, . . . , 0, . . .)] = d[(s1, s2, . . .), (0, 0, 0, . . . , 0, . . .)] ≤ 12n = ε.
Teorema 2. La función σ : Σ→ Σ es continua en todos los puntos de Σ. Prueba.
Supongamos que dado ε > 0 y s = (s0, s1, s2, . . .) encontramos un n tal que 1/2n < ε, bastará con elegir
δ = 1/2n+1. Si t ∈ Σ y d[t, s] < δ, por teorema de aproximidad se tiene si = ti para i = 0, 1, . . . , n+ 1
t = (s0, . . . , sn+1, tn+2, tn+3, . . .), se tiene σ(t) = (s1, s2, . . . , sn+1, tn+2, tn+3, . . .), con lo que σ(t) y
σ(s) concuerdan en los primeros n+ 1.
Por teorema de proximidad
d[σ(s), σ(t)] ≤ 1/2n < ε
Observación 6.
1. Todos los puntos periódicos en Σ de σ es un subconjunto denso en Σ.
2. La aplicación shift depende sensitivamente sobre las condiciones iniciales.
3. Existe un punto cuya órbita es densa en Σ.
Definición 7. Un sistema dinámico f es caótico si
a) Los puntos periódicos para f forman un conjunto denso.
b) f tiene una órbita densa.
c) f depende sensitivamente sobre las condiciones iniciales.
La aplicación shift σ : Σ→ Σ es un sistema dinámico caótico.
3. Particiones de Markov. Uno de los principales usos de la dinámica simbolica es representar otros
sistemas dinámicos. Es útil pues es muy dificil analizar el sistema dinámico pero con su representación es
mucho más facil de analizar.
Supongamos que se desea estudiar el sistema dinamico (M,φ), donde φ es inversible, es decir podemos
usar iterados positivos y negativos. Si y ∈ M se pueden describir la órbita {φn(y)}n∈Z en la siguiente
forma:
Si divide M en un número finito de piezas E0, E1, . . . , Er−1 y luego realizar un seguimiento de la órbita
de y manteniendo un registro sobre el cual φn(y) permanece en estas piezas. Esto genera una corres-
pondiente sucesión
x = . . . , x−1, x0, x1, x2, . . . ∈ {0, . . . , r − 1} = X[r] definida por φn(y) ∈ Exn para n ∈ Z. Se estudia
basicamente el comportamiento de x bajo iteración de φ.
Si para todo y ∈ M , se le asocia el punto simbólico x, y por definición, φ(y) le corresponde σ(x). Si esta-
mos con suerte esta correspondencia es uno a uno, con lo cual el estudio de (M,φ) justamente se reduce al
estudio de sucesiones.
Para un sistema dinámico no-inversible, podemos considerar sucesiones de un solo lado.
Ejemplo 4. Sea M = T y φ : M → M definido por φ(y) = 10y (mod 1) se subdivide M en 10
subintervalos iguales Ej = [ j10 ,
j+1
10 〉 para j = 0, 1, . . . , 9 aquí el alfabeto es A = {0, 1, . . . , 9}.
En este caso, y corresponde precisamente a la sucesión de dígitos en la expansión decimal (considere M ∼=
[0, 1〉). La acción de φ corresponde a la aplicación shift de un solo lado.
Definición 8. Una partición topológica de un espacio métrico es una colección finitaP = {P0, P1, . . . , Pr−1}
de conjuntos abiertos disjuntos cuya clausuras Pj cubren M .
Definición 9. Sea (M,φ) un sistema dinámico (no necesariamente inversible) y P una partición topo-
lógica de M , sea A = {0, 1, . . . , r − 1}. Entonces un término w = a1a2, . . . an es admisible para P, φ si
n⋂
j=1
φ−1(Paj ) 6= φ.
Definición 10. Sea LP,φ la colección de todos los términos admisibles para P, φ.
Definición 11. XP,φ es llamado el sistema dinámico correspondiente a P, φ. Si φ no es necesariamente
inversible, entonces el espacio shift de un solo lado X+P,φ es el sistema dinámico simbolico de un solo lado
correspondiente a P, φ.
Ejemplo 5. Sea M = P y φ(y) = 10 y (mod 1). Sea P = {〈0, 110 〉, 〈 110 , 210 〉, . . . , 〈 910 , 1〉}, y A =
{0, 1, 2, . . . , 9}. Entonces LP,φ es el conjunto de todos los términos sobre A, así X+P,φ es el espacio shift
X+[10] de un solo lado.
Ejemplo 6. Sea M = T y φ la aplicación identidad. Sea P y A = 0, 1, 2, . . . , 9. Entonces LP,φ sola-
mente contiene términos de la forma an con a ∈ A y n ≥ 1, además XP,φ justamente contiene 10 puntos
etiquetados 0∞, 1∞, . . . , 9∞.
Consideremos el sistema dinámico inversible (M,φ). Sea P = {P0, P1, . . . , Pn−1} es la partición topoló-
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D¯n 6= φ. Ahora lo ideal seria que se tenga una correspondencia uno a uno entre puntos
en XP,φ y puntos en M , con lo cual la intersección de la parte anterior debe contener un solo punto.
Definición 12. Sea (M,φ) un sistema dinámico inversible. Una partición topológicaP = {P0, P1, . . . , Pn−1}




de exactamente de un solo punto. Se llama a P una partición Markov para (M,φ) si P da una representación
simbolica de (M,φ) y además XP,φ es un shift de tipo finito.
Ejemplo 7. La partición topológica P = {〈0, 110 〉, . . . , 〈 910 , 1〉} es una partición de Markov de un
solo lado para el sistema dinámico. Supongamos que P da una representación simbolica de el sistema
dinámico inversible (M,φ). Entonces existe una aplicación natural φ : X = XP,φ el cual aplica x =




Definición 13. Llamamos a x una representación simbólica de pi(x).
Usando el hecho que Dn+1(σx) ⊆ φ(Dn(x)) ⊆ Dn−1(σx) se tiene el siguiente diagrama conmutativo
XP,φ
σ−→ XP,φ
pi ↓ pi ↓
M −→ M
El hecho fundamental es que identifiquemos φ con σ vía pi. El siguiente resultado muestra que pi es continua
y sobre y por lo tanto una aplicación factor de (XP,φ, σ) para (M,φ). Se omite la prueba simplemente
notando que usa el hecho diam(D¯n) se reduce a 0 para mostrar que pi es continua y el teorema de categoria
de Baire para mostrar que pi es sobre.
Proposición 1. La partición P da una representación simbolica del sistema dinámico no inversible
(M,φ) y sea pi : XP,φ →M es la aplicación definida como en la parte anterior.
Entonces pi es una aplicación factor (XP,φ, σ) para (M,φ). Existe tambien una versión para sistemas
dinámicos no inversibles.
Proposición 2. Sea P una partición que da una representación simbolica del sistema dinámico no-




(3) El conjunto de orbitas periódicas es denso.
Para finalizar presentamos un ejemplo que corresponde a la aplicación de Arnold.






Notese que el siguiente diagrama es conmutativo
R2 A−→ R2
pi ↓ pi ↓
pi2 −→ pi2
donde pi : R2 → pi2 es la aplicación natural. Por lo tanto, en este ejemplo, podemos usualmente identificar
φ y A.
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Notese que A tiene dos autovalores λ+ = 1+
√
5
2 y λ− =
1−√5
2 . Observar que |λ+| > 1 y |λ−| < 1, con lo
cual este sistema dinámico es llamado hiperbólico. Además se tiene:
















Entonces, una partición de Markov de el sistema esta dada por P1, P2, P3.
4. Resultados..
• Las aplicaciones cuadraticas con comportamiento caótico son modelados por sistemas dinámicos
simbolicos.
• La aplicación de Thom es una aplicación modelada por sistemas dinámicos simbolicos.
5. Conclusiones..
• La dinámica simbolica permite un descripción mas sensilla de un sistema dinámico de comporta-
miento complicado.
• Los sistemas dinámicos caóticos pueden ser modelados por dinámica simbolica.
• La dinámica simbolica es una herramienta que permite estudiar sistemas dinámicos de dificil com-
portamiento.
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