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Abstract—In this work, we propose a method that combines
unsupervised deep learning predictions for optical flow and
monocular disparity with a model based optimization procedure
for instantaneous camera pose. Given the flow and disparity
predictions from the network, we apply a RANSAC outlier
rejection scheme to find an inlier set of flows and disparities,
which we use to solve for the relative camera pose in a least
squares fashion. We show that this pipeline is fully differentiable,
allowing us to combine the pose with the network outputs as
an additional unsupervised training loss to further refine the
predicted flows and disparities. This method not only allows us
to directly regress relative pose from the network outputs, but
also automatically segments away pixels that do not fit the rigid
scene assumptions that many unsupervised structure from motion
methods apply, such as on independently moving objects. We
evaluate our method on the KITTI dataset, and demonstrate
state of the art results, even in the presence of challenging
independently moving objects.
I. INTRODUCTION
The advent of unsupervised methods for neural networks
has resulted in the rapid growth of works that train networks
that predict the camera pose and depth of a scene, such as [31],
without any labeled training data. By utilizing the ability of
neural networks to learn a prior for the scale of a scene, these
networks are able to predict accurate 6-dof poses and depths
without the scale ambiguity problem that optimization based
structure from motion methods face for monocular inputs, and
without the need for explicit feature extraction. However, these
methods abstract away the function between the image and
the pose within the network weights, and so cannot provide
any guarantees on robustness or safety. Furthermore, outliers
such as independently moving objects remain a challenging
problem, as incorporating outlier rejection schemes into the
pose when it is directly regressed from the network has proven
difficult.
Most state-of-the-art learning frameworks for pose estima-
tion have a network structure which estimates 6-dof pose
from 2D images using convolutions. It is well established that
CNN’s are exceptionally powerful when operating on spatially
structured data such as 2D images, and we have seen highly
successful examples in problems such as depth [10] and flow
[21] prediction, where network based methods are now state of
the art. However, whether a network with these architectures
can extract 3D translations and rotations from the 2D image
plane is not obvious, and learning based methods for camera
pose have yet to beat traditional methods.
On the other hand, geometric optimization methods have
seen immense success in this field with feature correspon-
dences and outlier rejection using epipolar constraints [2].
Given accurate correspondences between images and depths,
optimization methods such as Random Sample Concensus
(RANSAC) [6] are able to recover extremely robust and
accurate estimates of the camera pose and the surrounding
scene.
In this work, we decompose the classical direct visual
odometry pipeline and introduce a learning-based front end.
We combine the best of both worlds by leveraging the learning
ability of neural networks to predict optical flow correspon-
dences and disparities from a set of images, and applying
a robust optimization backend using RANSAC to estimate
relative pose from the network outputs.
By applying RANSAC for pose estimation, we are able to
apply outlier rejection at a pixel level to extract only the set
of predicted flow and disparity values that best fit the camera
pose model. In particular, most structure from motion (SFM)
methods assume a static scene, and so are easily corrupted
by independently moving objects. There have been a number
of works that try to filter out these objects, for example by
directly predicting a mask for the valid pixels in the scene from
the network [31, 22], or by detecting mismatches between the
predicted optical flow and the disparity and pose [20, 27]. Our
method does this through a principled geometric matching,
without the need to separately learn these objects.
Given the pose estimated from RANSAC, we propose a
set of additional refinement losses to further improve the
performance of the proposed pipeline. Similar to previous
works, we use a rigid motion model to estimate optical flow
from the generated disparities and pose [31]. However, we
also perform the inverse, and estimate disparity from optical
flow and pose. These new estimated values are used to apply
additional photometric losses on the original network predic-
tions, and we show that applying these losses at training time
produces meaningful improvements in network performance.
Our contributions can be summarized as:
• A novel end-to-end unsupervised structure from motion
pipeline which uses two fully convolutional networks to
ar
X
iv
:1
81
2.
08
35
1v
3 
 [c
s.C
V]
  1
3 F
eb
 20
19
Fig. 1. Our pipeline accepts three images as input: the left and right images from a stereo pair, and the left image from the next time step. Dense disparity
and optical flow maps are estimated from the stereo and temporal pairs, respectively, and passed into our RANSAC estimator to produce a robust estimate of
the camera velocity, v, ω, and an inlier mask. The estimated velocity is then used to estimate optical flow from disparity, and vice versa, using a rigid motion
model, which allows us to apply an additional set of refinement photometric losses on the network flow, F ′t,f , and disparity outputs, D
′
t,l, masked with the
RANSAC inlier mask. Best viewed in color.
predict optical flow and disparity from a pair of images,
and a RANSAC outlier rejection scheme to robustly
estimate instantaneous camera pose.
• A novel set of photometric losses that uses the camera
pose to estimate flow from disparity and vice versa,
allowing for additional supervision of each modality from
another image.
• Evaluation on the KITTI datasets, where we show that
our method is able to achieve state of the art performance
with a very small network, as well as robustness to inde-
pendently moving objects, with ablations demonstrating
the improvements of our RANSAC method.
II. RELATED WORK
There have been a number of recent methods that leverage
the principles of photoconsistency and image warping [12] to
perform unsupervised learning of image motion. Garg et al. [7]
and Godard et al. [10] showed that metric depth can be learned
from a monocular camera by warping stereo images onto one
another. Similarly, Yu et al. [13] and Meister et al. [16] use
a similar transformation to learn optical flow from a pair of
images. Zhou et al. [31] also showed that 3D camera motion
can also be learned from this regime, by jointly predicting
the egomotion of the camera, the depth of the scene, and
combining the two to warp each pixel in the image. Since
then, a number of methods have improved upon this scheme.
Zhan et al [29] add a feature reconstruction loss to resolve
ambiguities seen with a photometric loss, such as in textureless
regions. Li et al. [14] use the egomotion to align the point
clouds associated with the predicted depths, while Wang et
al. [24] introduce a recurrent neural network to replace the
feed-forward CNN.
However, these methods rely on a rigid scene assumption,
and so are corrupted by independently moving objects in
the scene. A number of works have tried to remove these
objects from the loss function, including the works by Zhou et
al. [31] and Vijayanarasimhan et al. [22], which predict masks
to remove invalid pixels. Moreover, the works by Ranjan et
al. [20], Luo et al. [15] and Yang et al. [27] use the mismatches
between egomotion and depth and optical flow predictions to
generate these masks.
In a similar vein to our work, Wang et al. [23] train a
depth network by applying direct visual odometry optimization
using the predicted depths to minimize the image reprojection
error, and Yang et al. [26] incorporate a separately trained
depth network into the Direct Sparse Odometry [5] framework,
providing a monocular odometry pipeline that is able to
estimate metric trajectories comparable to a stereo setup.
Our work, on the other hand, uses an interpretable geomet-
ric, model-based backend to jointly detect outliers and regress
pose, while leveraging the strength of the network in 2D to
predict both correspondences and depths.
III. METHOD
Our pipeline consists of two neural networks, one which
predicts optical flow from a pair of images, and one which
predicts disparity from a single image. We have significantly
reduced the size of the network, which we discuss in Sec. III-I.
Each network can be trained separately, with a combination
of photometric, smoothness and geometric losses, which we
describe in Sec. III-A-III-E. At training time, we sample four
images randomly from the dataset, consisting of two stereo
pairs from times t0 and t1. We then pass these images into
both networks to predict a forward, Ft0→t1(~x), and backward,
Ft1→t0(~x), flow for each image in the stereo pairs, and a
disparity for each image, D(~x), resulting in four flow and
disparity predictions respectively for every two stereo image
pairs.
As both flow and disparity can be modeled by a general
image warping function that warps a pixel, ~x, to another
location: W (~xi)→ ~xj , we will describe our loss functions in
terms of this general warping, which can then be substituted
by either optical flow or disparity.
We use RANSAC [6], Sec. III-F, for relative pose estimation
and outlier rejection, taking the flow and disparity from the
networks as inputs.
The estimated pose is then used to apply a second set of
refinement losses Sec. III-G. First, a rigid motion model is
applied to estimate disparity from pose and flow, and flow
from disparity and pose. Photometric losses are then applied
to the spatial and temporal images warped by this second set
of flow and disparity estimates.
This pipeline is depicted in Fig. 1.
A. Appearance Loss
Given a pair of images, Ii, Ij , and a warping between
them, Wi→j , we apply a photoconsistency assumption, which
assumes that the correct warp should warp pixels from Ii to
pixels at Ij with the same intensity. We therefore apply the
following photometric loss to enforce the constraint:
LWi→jphoto (~x) =ρ(Ii(~x)− Ij(Wi→j(~x))) (1)
ρ(x) =
√
x2 + 2 (2)
where ρ(x) is the robust Charbonnier loss function used in
[13].
We combine this photometric loss with a structural similar-
ity (SSIM) loss [25] to form our appearance loss:
LWi→jappearance(~x) =(1− α)SSIM(~x) + αLphoto(~x) (3)
B. Geometric Consistency
Several works, such as [10, 16], have proposed additional
losses to constrain geometric consistency between the forward
and backward (or left and right) estimates of a warp. That is,
the backward warp, warped to the previous image, should be
equivalent to the negative of the forward warp. We apply this
constraint to both the disparity and flow:
LWi→jconsistency(~x) =ρ(Wi→j(~x) +Wj→i(Wi→j(~x))) (4)
C. Smoothness Regularization
We further apply a constraint for the warp to be locally
smooth. This is applied with an edge aware smoothness
loss, which weighs the loss lower at pixels with high image
gradient:
LWi→jsmooth(~x) =ρ
(
δxWi→j(~x)e−|δxI(~x)|
)
+
ρ
(
δyWi→j(~x)e−|δyI(~x)|
)
(5)
D. Motion Occlusion Estimation
For a given warp function, there may be pixels that are
warped out of the image. Applying a photometric or geometric
consistency loss at these pixels would introduce errors into
the model, as we cannot sample from points from outside the
image. To resolve this issue, we generate a mask, MWi→(~x)occ ,
which is 0 for pixels that are warped out of the image, and
1 otherwise, and is used for the photometric and geometric
consistency losses. Note that this mask is computed directly
from the predicted flows and disparities, and does not contain
any learnable components.
E. Total Loss
For a single warp, Wi→j(~x), the total loss is:
LWi→jtotal =
∑
~x
MWi→jocc (~x)
(
LWi→jphoto (~x) + λ1LWi→jconsistency(~x)
)
+ λ2LWi→jsmoothness(~x) (6)
The final loss, then, is the sum of Ltotal for each of the flow
and disparity predictions:
Ltotal =
∑
c∈{l,r}
LF0→1,ctotal + LF1→0,ctotal +∑
t∈{0,1}
LDl→r,ttotal + LDr→l,ttotal (7)
F. RANSAC Outlier Rejection
Given the flow and disparity predictions, F , D, we can use
the Random Sample Consensus (RANSAC) algorithm [6] to
estimate the best set of inliers to be used to estimate the pose of
the cameras. RANSAC is a robust inlier selection scheme that
allows us to filter out outliers such as independently moving
objects from the optimization to estimate pose. The motion
field equation that constrains pose, depth and optical flow is:
F (~x) =
1
Z(~x)
Av +Bω
=
1
Z(~x)
[−1 0 x
0 −1 y
]
v +
[
xy −(1 + x2) y
1 + y2 −xy −x
]
ω
(8)
Z(~x) =
fb
D(~x)
(9)
where x and y represent the coordinates in the normalized
camera frame of the corresponding pixel, v and ω are the
linear and angular velocity of the camera in the camera frame,
Z(~x) is the depth in the camera frame, and Av and Bω are
the 2-dimensional vectors corresponding to linear and angular
velocity terms. f is the focal length of the camera and b is
the baseline between the cameras. Note that, in this work, we
estimate displacements rather than velocity, although we will
keep the same notation for brevity. i.e. v× t and ω× t instead
of v and ω.
Using F (~x) and D(~x) from the network, this is a least
squares problem for v and ω. We perform 3-point RANSAC
by randomly sampling 3 points from F (~x) and D(~x), and
solving for v and ω. The solution is then used to find the set
of inlier points that best fit the estimated model. The threshold
for inliers is set to be the absolute difference between the
network and RANSAC flow estimates, in terms of pixels.
Because the motion field equation above assumes a static
scene, the computed inlier mask will automatically filter out
independently moving (non-static) objects.
Fig. 2. Using the RANSAC pose, we can use the predicted flow (top left)
to estimate disparity (bottom left), and disparity (top right) to estimate flow
(bottom right). Best viewed in color.
G. Refinement Loss
Using the pose estimate from RANSAC and the motion
field equation in (8), we can estimate the optical flow from
the disparities and pose using the forwards equation, as in
Zhou et al. [31]. However, as our flow predictions also
directly contribute to the final pose estimate, we also estimate
disparities using the flow and pose though the backwards
equation derived from (8). To estimate disparity from flow
and pose, we would like to find the disparities, Dˆ(~x), that
minimize ‖L(~x)‖22, where:
L(~x) =F (~x)− Dˆ(~x)
fb
Av −Bω (10)
This is equivalent to finding the scale between the vector v1
and the projection of ~v2 onto ~v1:
Dˆ(~x) =
~v2
T ~v1
~v1
T ~v1
(11)
~v1 =Av/fb,~v2 = F (~x)−Bω (12)
Using these estimated flows and disparities, we can then com-
pute the appearance loss, (1), for the other image sequence.
That is, we can use the disparities estimated from flow to
compute the appearance loss on the stereo pair, and the flow
estimates from disparity on the temporal pair. These losses
allow each network to learn from an additional pair of images.
An example of these estimates can be found in Fig. 2
H. Differentiability of RANSAC
As noted in prior work by Brachmann et al. [1], the hard
thresholding to determine inliers and the argmax function
used to compute the best set of inliers is non differentiable.
However, given the set of inliers, the function to estimate
camera velocity from the inlier set of flows and disparities is a
simple matrix inversion, which is differentiable. In this work,
we treat the inlier set as a fixed, non-learned, mask, similar
to the motion occlusion mask in III-D. As a result, gradient
flows from the estimated pose through the inlier flows and
disparities. This makes the refinement pipeline differentiable
with respect to the set of inlier points, but not the selection of
inliers themselves.
Future work could involve testing this pipeline with a dif-
ferentiable RANSAC function similar to DSAC [1]. However,
this would require an additional CNN to score the quality of
each velocity hypothesis to replace the hard thresholding for
inliers, and increase the complexity of the system. This may
only provide a marginal boost in performance for this rela-
tively simple problem, when compared to traditional RANSAC
which has shown great success in many odometry pipelines.
I. Network Architecture
One disadvantage of our method is that it requires dense per-
pixel optical flow and disparity predictions from two networks
in order to estimate pose, as compared to other networks that
directly regress pose using a, potentially smaller, CNN. In
order to compensate for this, we use a much smaller pair of
networks in our pipeline than prior works, such as [10, 16].
Our network is based on the Flownet-S architecture [3], but
with a significantly smaller model. In short, we remove the
final three convolution layers from the encoder and the first
two convolution layers from the decoder, and halve the number
of output channels at each layer. In our experiments, our
network reduces an input image with resolution 128x448
to activations with resolution 8x28 and 256 channels at the
bottleneck.
In Tab. III, we compare the number of parameters in
this proposed architecture with several methods, including
Monodepth [10], SFM-Learner [31], FlowNet [6], as well as
the Resnet50 [11] variant from Monodepth. Our mini network
is less than 10% of the size of these networks.
IV. EXPERIMENTS
We evaluate our proposed pipeline on the KITTI Dataset [9]
and make comparisons to other state-of-the-art networks for
depth, flow and pose estimation. In addition, we provide
ablation studies to evaluate the contribution of the proposed
refinement losses in Sec. III-G, as well as the effect of model
size described in Sec. III-I on performance. We also show
qualitative examples where the outlier mask is able to correctly
segment independently moving objects as outliers in Fig. 5.
A. Implementation Details
Our model was trained by first training each network for
8 epochs without the refinement losses, and then training
with refinement losses for a total of 50 epochs. Input images
were resized using bilinear interpolation to 128x448 pixels
for both models. 100 RANSAC steps were run at each step,
with an estimate considered an inlier if the norm between the
RANSAC flow and network flow was less than 1 pixel.
Models used for pose evaluation were trained on the KITTI
Odometry training sequences 00-08. Models used for optical
flow and depth evaluation were trained on a subset of the
KITTI Raw dataset, consisting of the city, residential and road
sequences, with all images overlapping with the Eigen depth
test split [4], KITTI Stereo 2015 dataset and the KITTI Flow
2012 and 2015 datasets removed. Note that this is strictly less
training data than training with each individual train/test split.
Sequence 00 01 02 03 04 05 06
trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel
Ours 4.95 1.39 45.5 1.78 6.40 1.92 4.83 2.11 2.43 1.16 3.97 1.20 3.49 1.02
SFMLearner [30] 66.4 6.13 35.2 2.74 58.8 3.58 10.8 3.92 4.49 5.24 18.7 4.10 25.9 4.80
UnDeepVO [14] 4.14 1.92 69.1 1.60 5.58 2.44 5.00 6.17 4.49 2.13 3.40 1.50 6.20 1.98
Zhan et al. [29] - - - - - - - - - - - - - -
Luo et al. [15] - - - - - - - - - - - - - -
DVSO [26] 0.71 0.24 1.18 0.11 0.84 0.22 0.77 0.18 0.35 0.06 0.58 0.22 0.71 0.20
07 08 09* 10* Mean* Mean (all)
trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel
Ours 4.50 1.78 4.08 1.17 4.66 1.69 6.30 1.59 5.48 1.64 8.28 1.59
SFMLearner [30] 21.3 6.65 21.9 2.91 18.8 3.21 14.3 3.30 16.6 3.26 27.0 4.23
UnDeepVO [14] 3.15 2.48 4.08 1.79 7.01 3.61 10.6 4.65 8.82 4.13 11.2 2.75
Zhan et al. [29] - - - - 11.9 3.60 12.6 3.43 12.3 3.52 - -
Luo et al. [15] - - - - 3.72 1.60 6.06 2.22 4.89 1.91 - -
DVSO [26] 0.73 0.35 1.03 0.25 0.83 0.21 0.74 0.21 0.79 0.21 0.77 0.20
TABLE I
EVALUATION AGAINST COMPETING INSTANTANEOUS UNSUPERVISED POSE LEARNING METHODS, AS WELL AS DVSO [26], WHICH USES A WINDOWED
OPTIMIZATION. TRANSLATION trel(%) AND ROTATION rrel(◦/100m) RMSE ON THE 11 KITTI ODOMETRY TRAINING SEQUENCES IS PRESENTED.
BOLD INDICATES BEST INSTANTANEOUS RESULT FOR EACH COLUMN. FINAL MEANS ARE COMPUTED OVER THE TRAINING SET (SEQUENCES 09 AND 10)
AND ALL SEQUENCES, RESPECTIVELY. AS SFMLEARNER [31] AND ZHAN ET AL. [29] ARE MONOCULAR METHODS, THEIR RESULTS HAVE BEEN
CORRECTED FOR SCALE. ONLY RESULTS FOR 09 AND 10 ARE PROVIDED IN ZHAN ET AL. [29] AND LUO ET AL. [15].
Sequence 00 01 02 03 04 05
trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel
Ours 4.95 1.39 45.5 1.78 6.40 1.92 4.83 2.11 2.43 1.16 3.97 1.20
Ours (no refinement) 5.45 1.78 63.9 1.53 6.21 1.76 4.27 1.79 2.05 1.04 3.82 1.38
06 07 08 09 10 Mean
trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel
Ours 3.49 1.02 4.50 1.78 4.08 1.17 4.66 1.69 6.30 1.59 8.28 1.59
Ours (no refinement) 4.02 1.63 5.47 2.56 3.73 1.09 5.11 1.95 6.71 2.52 10.06 1.73
TABLE II
POSE ABLATION STUDY ON THE EFFECT OF THE PROPOSED REFINEMENT LOSSES WITH MODELS TRAINED WITH AND WITHOUT THE PROPOSED
REFINEMENT LOSSES. MODELS WERE TRAINED ON SEQUENCES 00-08.
Method # Parameters
Ours 2,943,496
Monodepth 31,596,936
SFM-Learner 33,187,568
FlowNet-S 35,885,068
Monodepth Resnet50 58,445,736
TABLE III
COMPARISON OF MODEL SIZE.
B. Results
We perform evaluations of each component in our pipeline
on the KITTI Odometry 2012 and Flow and Stereo 2012 and
2015 datasets.
1) Pose Results: For quantitative pose evaluation, we com-
pute average RMSE translation (%) and rotation (◦/100m)
drift for all methods, as prescribed by Geiger et al. [8]. We
compare our method against the ablation studies, as well as
competing unsupervised deep SFM methods SFMLearner [31],
UnDeepVO [14], Zhan et al. [29], Luo et al. [15] and
DVSO [26]. In addition, we provide comparisons against the
monocular optimization based visual odometry pipeline ORB-
SLAM [19]. As SFMLearner and Luo et al. are monocular
methods that generate poses up to a scale, the trajectories are
scale aligned before computing each error. These results can
be found in Tab. I.
From these results, our method outperforms UnDeepVO
and Zhan et al., the instantaneous methods that predict up to
scale depths across almost all sequences. In addition, these
results strongly outperform monocular optimization frame-
works which are unable to resolve the scale ambiguity such
as ORBSLAM [19], as noted in the results in UnDeepVO.
We also outperform SFMLearner, and perform comparably
to Luo et al. on the test set. However, as Luo et al. only
regress depths up to a scale factor, the pose results have
been compensated for this scale. Overall, DVSO strongly
outperforms all instantaneous methods. However, this is to
be expected as DVSO incorporates a windowed optimization
Fig. 3. Selected trajectories of the models trained on KITTI raw before and after refinement, as well as our final model, against ground truth. Sequence
numbers from top left to bottom right are 00, 01, 06, 07, 09, 10. Best viewed in color.
Split RMSE RMSE(log) Abs Rel Sq Rel δ < 1.25 δ < 1.252 δ < 1.253
Ours (no refinement) stereo2015 6.753 0.274 0.182 2.570 0.807 0.924 0.963
Ours stereo2015 6.394 0.257 0.168 2.114 0.820 0.931 0.968
Ours (no refinement) eigen 4.240 0.218 0.147 0.897 0.816 0.938 0.975
Ours eigen 4.366 0.230 0.154 1.021 0.808 0.933 0.972
DVSO [26] eigen 3.390 0.177 0.092 0.547 0.898 0.962 0.982
Godard et al. [10] resnet pp eigen 3.729 0.194 0.108 0.657 0.873 0.954 0.979
Garg et al. [7] eigen 5.104 0.273 0.169 1.080 0.740 0.904 0.962
SFMLearner [30] eigen 5.181 0.264 0.201 1.391 0.696 0.900 0.966
UnDeepVO [14] eigen 6.570 0.268 0.183 1.730 - - -
Zhan et al. [29] eigen 4.204 0.216 0.128 0.815 0.835 0.941 0.975
TABLE IV
DEPTH EVALUATION RESULTS ON THE EIGEN (50m CAP) TEST SPLIT AND KITTI STEREO 2015. LEFT: LOWER IS BETTER, RIGHT: HIGHER IS BETTER.
Fig. 4. An example of a failure case from sequence 01. From left to right
are flow, inlier mask and disparity respectively. The network consistently
underestimates the flow over the textureless road section, causing RANSAC
to select a large part of the sky as inliers. Best viewed in color.
method to reduce drift, which is the main contributer of
error in instantaneous methods. We present our method as
a step towards closing the gap between instantaneous and
more global methods, with the additional benefit of providing
interpretable pose results compared to learning only methods.
For qualitative results, Fig. 3 shows trajectories generated
by the two models in our ablation against ground truth on 6
of the 11 sequences. Note that sequence 01 has a much higher
translation error than the other datasets. This is because this is
the only sequence on a highway in a very open space without
many other structures, as can be seen in Fig. 4. The network
consistently underestimates the flow over the textureless road
section, causing RANSAC to select a large part of the sky in
the inlier set, and produce an underestimate of the translation.
Note also that, despite the high translation error, the pipeline
performs very well in terms of rotation error for sequence 01.
2) Depth Results: We evaluate our depth network predic-
tion based on the test split and metrics used in Eigen et al. [4].
We compare our results according to the 50m cap. The Eigen
test split has around 697 images in total selected from KITTI
Raw sequences. In addition, we test our model on the KITTI
Stereo 2015 dataset [18] using the same metrics. Both sets of
experiments use the crop from Garg et al. [7]. We report both
results and compare to other methods, and report the values
as in Table IV.
From these results, our model outperforms Garg et al.
[7], SFMLearner [31] and UnDeepVO [14], while performing
comparably to Zhan et al. [29], which uses a larger image of
160x680 pixels, and performs worse than Godard et al. [10]
and DVSO [26], which use images of 256x512 pixels, and are
semi-supervised in the case of DVSO, by depths initialized by
DSO[5].
3) Flow Results: Our optical flow evaluation is performed
on KITTI Flow 2015 training dataset [17]. We have the ground
truth from 200 images in the training set and we calculate the
EPE Error Perc
noc all noc all
Ours 10.66 19.74 45.84% 54.19%
Ours (no refinement) 11.80 21.16 46.77% 54.99%
Luo et al. [15] 3.86 5.66 - -
UnFlow [16] - 8.10 - 23.27%
GeoNet [28] 8.05 10.81 - -
TABLE V
COMPARISON AND ABLATION OF FLOW PREDICTION ON THE KITTI FLOW
2015 DATASET. NOC = OCCLUDED PIXELS REMOVED. A PIXEL IS
CONSIDERED AN OUTLIER IF ITS EPE IS HIGHER THAN 3 PIXELS AND 5%
OF ITS TRUE MAGNITUDE.
average Endpoint Error (EPE) as an error metric. We then
calculate the percentage of outliers (flows with EPE > 3 and
> 5% of the true magnitude) on both the non-occluded (noc)
pixels and the whole image (all) using the metrics defined by
the KITTI Dataset [9].
We compare to other state-of-the-art unsupervised methods
including the work by Luo et al. [15], UnFlow [16], and
GeoNet [28]. From these results, we perform significantly
worse than the competing methods, likely due to the lower
capacity and smaller input resolution in our network. However,
we show in Sec. IV-D that our RANSAC method is able to
reject the high error flow values, resulting in statistics that
outperform the competitors in these metrics.
C. Ablation Study
We perform an ablation study on the effect of the proposed
refinement losses, by training an additional network without
these losses (i.e. with (7) as the loss). Results for pose, depth
and flow can be found in Tab. II, IV, V, respectively.
From these results, we can see that the refinement losses
result in improvements in pose and flow, with a neutral effect
on depth. This corresponds from our observations during
training that disparity estimation is an easier problem than
optical flow, for a dataset with a consistent environment.
Disparity estimation is a 1D search problem, and is constrained
to be positive, while flow is 2D and can also be negative. By
estimating disparity from flow, our refinement losses allow our
network to reduce a component of the optical flow problem
into a 1D search in the positive disparity space. On the other
hand, estimating flow from disparity converts a 1D problem to
2D, and provides negligible gains. This improvement in flow
error also helps to validate the accuracy of the estimated pose,
as the refinement losses are only valid provided an accurate
pose estimate.
D. Inlier Quality
In this section, we investigate the quality of the flows
and depths selected by RANSAC as inliers. In Tab. VI and
Tab. VII, we present the flow and depth errors, computed only
over inlier points. For the depth results, we also provide results
without the crop from Garg et al. [7], as this already removed
many difficult points that would be marked as outliers. From
these results, we can also see that RANSAC selects points that
EPE on Inliers Error Perc. on Inliers
noc all noc all
Ours 3.21 3.56 20.81 21.12
Ours (no refinement) 3.25 3.39 21.07 21.24
TABLE VI
EVALUATION OF INLIER QUALITY WITH FLOW ERRORS ON THE KITTI
FLOW 2015 DATASET. ERRORS ARE COMPUTED ONLY OVER INLIER
PIXELS, ∼21% OF PIXELS.
RMSE RMSE (log) Abs Rel Sq Rel
Ours 12.63 0.30 0.24 22.63
Ours (inliers) 8.00 0.24 0.16 3.63
Ours (inliers, no ref.) 9.00 0.24 0.17 7.92
TABLE VII
EVALUATION OF INLIER QUALITY WITH DEPTH ERRORS FROM THE KITTI
STEREO 2015 DATASET, WITHOUT THE CROP FROM GARG ET AL. [7]. THE
FIRST ROW IS COMPUTED OVER ALL PIXELS, WHILE THE LAST TWO ARE
COMPUTED ONLY OVER INLIER PIXELS, ∼35% OF PIXELS.
have significantly lower error than the average. From the flow
results, we can see that the “noc” and “all” results are very
similar, suggesting that almost all of the occluded points have
been rejected correctly by RANSAC. Essentially, by using
RANSAC for inlier selection, we are able to estimate camera
velocity from the equivalent of a much better model.
This is likely possible due to the fact that the network
tended to learn easier parts of the image first, such as high
gradient corners, before slowly learning progressively harder
regions such as textureless areas. Thus, the network generates
reasonable flow and disparity values for at least some pixels,
even early on in training or for very small networks. RANSAC
is then able to select these correct values, even in the presence
of challenging outliers.
E. Independently Moving Objects
We show some examples of RANSAC segmenting inde-
pendently moving objects in Fig. 5. As the outlier rejection is
purely geometric, it does not rely on the network to learn that
these objects have independent motion. The outlier masks also
show that RANSAC segments regions where the networks tend
to struggle, such as strong shadows (second row), sky (fifth
row), thin structures (sixth row) and vegetation (seventh row).
V. CONCLUSION
In this work, we demonstrate a novel structure from motion
pipeline that combines unsupervised learning with geometric
optimization. Our method is able to compete with state of the
art methods which directly predict pose from a network, while
providing extra guarantees about robustness and automatic
detection of independently moving objects. We show that this
pipeline is able to achieve state of the art accuracy with
a significantly reduced model, and hope that it can spur
future work in bringing robustness and safety to learning for
egomotion. We also show the contribution of our proposed
refinement losses, as well as how the extracted inliers have
similar error statistics to a much better set of models.
Fig. 5. Interesting qualitative results from our pipeline. Left to right: Grayscale image, inlier mask, predicted flow, predicted disparity. The inlier mask
demonstrates RANSAC’s ability to remove areas over which the network has high uncertainty, such as vegetation and textureless regions such as the sky. In
addition, it allows us to automatically remove independently moving objects from the scene. Note that in the fourth image, there is a person slight left of the
center of the image. Best viewed in color.
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