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Introduction
The theory of codes is closely concerned with the notion of completeness: a subset X of the free monoid A * is complete if any word of A * is a factor of some word of X * . It must be remembered that the basic studies due to Marcel Paul Sch utzenberger investigate the equivalence between the concepts of maximality and completeness for remarkable families of codes, namely thin codes, thin preÿx codes, thin codes with a ÿnite deciphering delay (cf. [1, pp. 68, 99, 130] ).
These studies show that there exists a sort of duality between the two notions of maximal code and minimal complete set. Based on this conception, in [2] the authors give a characterization of the minimal complete sets that are maximal codes.
Many important studies have been carried out concerning the problem of characterizing those ÿnite codes that can be embedded in a ÿnite complete code [14, 4, 3] . In fact, although the combinatorial structure of complete preÿx sets is well known (cf. [1, p. 87] ; [6] ), for the other complete sets, only the explicit structures of a few families of complete codes are known [7] .
In this paper we consider non-complete ÿnite subsets of the free monoid and we are interested in constructing uncompletable words. The question is of particular interest when considering the problem of completing maximal codes. Indeed, uncompletable words play a prominent part in the construction of Ehrenfeucht and Rozenberg [9] , which is the main argument for proving that any regular code is included in a regular maximal one.
Let X be a ÿnite non-complete set. The problem of constructing uncompletable words for X may be solved by computing a deterministic ÿnite automaton with behaviour X * . Synchronizing words for this automaton are uncompletable words for X . This question is strongly connected with the famous CernÃ y conjecture, stating the existence of a synchronizing word of length less or equal to (n − 1) 2 , for a n-state synchronizing automaton. Many studies have been carried out on this topic. If no restriction is imposed, the best result consists in a O(n 3 ) bound. We mention in particular, the work of Jean-Eric Pin [12] , and also the paper of Arturo Carpi [5] on the special case of transitive unambiguous automata (which correspond to automata recognizing X * , with X a regular code), moreover in [8] an interesting O(n − 1) 2 bound is given for all circular automata.
A very important property required for codes is that decoding a transmitted message is possible before its complete reception. This quality is satisÿed in particular by codes with a ÿnite deciphering delay. In this paper, we consider a ÿnite code X with deciphering delay d. Let m be the length of the longest words in X . We show that an uncompletable word exists of type tu 1 t : : : u k t, where t is a suitable word with a length equal to (d + 1)m and u 1 ; : : : ; u k are words of length less than or equal to m. The proof leads to an algorithm for computing such a word.
Let X be a ÿnite preÿx code, i.e. a code with deciphering delay zero. The number of states of a deterministic automaton recognizing X * is bounded by the sum of the lengths of all the words in X . Our result allows an uncompletable word of length 2m 2 to be constructed, where m stands for the length of the longest words in X , which is smaller than the number of states of the automaton. Finally, we note that, for preÿx codes, our result resolves a conjecture proposed by Antonio Restivo in 1979 [13] .
We will now describe brie y the contents of our paper. Section 2 deals with the preliminaries. The terminology of the free monoid is settled. We also recall the deÿnitions of maximal and complete codes, with two main results.
In Section 3, we shall consider the special class of codes with a ÿnite deciphering delay. Given a non-complete ÿnite code X with a deciphering delay, we describe the structure of an uncompletable word w. This description allows an upper-bound to be obtained for the length of an uncompletable word, and leads to an algorithm for computing this word.
The special case of uniform codes is examined in Section 4. Given such a code, we show that uncompletable words of type (ts) m with |s|6m exist. The generalization of this result for ÿnite codes with a ÿnite deciphering delay is discussed in Section 5.
Preliminaries

Deÿnitions and notations
We adopt the standard notations of the free monoid theory: given a word w in A * (the free monoid generated by A), we denote by |w| its length, the empty word being the word of length zero.
Given two words u; w ∈ A * , we say that u is a factor (resp. preÿx, su x) of w i we have w ∈ A * uA * (uA * ; A * u). If w ∈ A + uA + (resp. uA + , A + u), we say that u is an internal factor (proper preÿx, proper su x) of w.
Given a subset X of A * , we denote by P(X ) (S(X ); F(X )) the set of the words that are preÿxes (su xes, factors) of words of X .
Given a subset X of A * , and a word w ∈ A * , an X -interpretation of w is a tuple (s; f; p) where s (p) is a proper su x (proper preÿx) of a word in X , and f ∈ X * that satisÿes w = sfp.
Given two X -interpretations (s; f; p) and (s ; f ; p ) of w, we say that they are adjacent i words f 1 ; f 2 ; f 1 ; f 2 ∈ X * exist that satisfy the following conditions:
Two interpretations that are not adjacent are disjoint (Fig. 1 ).
Maximal codes and complete codes
Maximality and completeness are two fundamental notions in the theory of codes. These notions are strongly connected, as established by Sch utzenberger (cf. [1, p. 68]).
Deÿnition 2.2. A code X ⊂ A * is complete if for any word w ∈ A * there exist u; v ∈ A * such that uwv ∈ X * . Theorem 2.3. Let X ⊂ A * be a ÿnite code. Then the two following conditions are equivalent:
The result of Theorem 2.3 is obtained for the more general class of thin codes, i.e. codes X that satisfy A * = A * XA * . In fact, any maximal code is complete; the converse howether is false [1, pp. 67-73] .
The main result of this paper concerns codes with a ÿnite deciphering delay (f.d.d. for short). We recall the corresponding deÿnition: Deÿnition 2.4. Let X ⊂ A * be a code and let d be a non-negative integer. X is a code with ÿnite deciphering delay d if for any x; x ∈ X; x = x , we have xX
There is a version of the Theorem 2.3, for codes with a ÿnite deciphering delay. For such a class of codes, maximality is equivalent to an adapted notion of completeness [11, 4] . Deÿnition 2.5. Let X ⊂ A * be a code and let d be a non-negative integer. X is d-complete if for any word w ∈ A * and for any word x ∈ X d there exists u ∈ A * such that xwu ∈ X * .
In other words X is d-complete i we have X d A * ⊆ P(X * ).
Theorem 2.6. Let X ∈ A * be a ÿnite f.d.d. code with delay d. Then the two following conditions are equivalent:
Uncompletable words for codes with a ÿnite deciphering delay
As indicated above, our main result concerns the construction of uncompletable words for non-complete f.d.d. codes. This construction relies on the combinatorial properties of a suitable word.
The structure of minimal d-right uncompletable word
Let X be a ÿnite code and d a non-negative integer. We consider the set:
In the sequel, we make use of the positive integer m = max{|x|: x ∈ X }. Proof of Proposition 3.1. According to Theorem 2.3, since X is not a complete code, it is not a maximal code. By Theorem 2.6, X is not a d-complete code. In other words, there exist w ∈ A * and x ∈ X d such that for any u ∈ A * , we have xwu = ∈ X * . This implies xw = ∈ P(X * ) thus B Proof of Proposition 3.2. Set s = s a, with a ∈ A and s ∈ X d A * . First, we note that in all the cases the word s belongs to P(X * ). Indeed, if s ∈ X d then trivially s ∈ P(X * ). If we have s ∈ X d A + , by minimality of the length of s, we have s ∈ P(X * ). Set s = xx , with x ∈ X * and x ∈ P(X ). We shall establish that the word x may not belong to X d X + . Indeed, assuming that x ∈ X d X + , we have x = yz where y ∈ X + and z ∈ X d . But the word zx a belongs to X d A + and its length is shorter then |s| = |yzx a|. Once more, by the minimality of the length of s, we have zx a ∈ P(X * ). Thus s = yzx a ∈ P(X * ), which contradicts the fact that s ∈ B d X . As a conclusion, we have s = xx a, with x ∈ X * \X d X + , x ∈ P(X ), and a ∈ A. This completes the proof of Proposition 3.2. 
Constructing an uncompletable word
Now we are ready to explain the construction of a special uncompletable word. Proof of Theorem 3.4. The proof is done by constructing a sequence of words in A * , namely (w i ), and by proving that this sequence is ÿnite, with i6m (Fig. 2 ). 1. Set w 0 = t, where t stands for a d-right uncompletable word with m6|t|6 (d+1)m. If w 0 = ∈ F(X * ) then we get an uncompletable word w = w 0 , which satisÿes the conditions of the theorem.
We assume that w 0 ∈ F(X * ). Let I 0 = (s 0 ; d 0 ; p 0 ) be an X -interpretation of w 0 . Set w 1 = tu 1 t, with p 0 u 1 ∈ X . In a similar way, if w 1 = ∈ F(X * ) then we get an uncompletable word w = w 1 .
We assume that w 1 ∈ F(X * ) and we consider an X -interpretation of w 1 , namely
Set w 2 = tu 1 tu 2 t, with p 1 u 2 ∈ X . By iterating this process, we will obtain a sequence of words (w i ) and a corresponding sequence of interpretations (I i ) of w i , where w i = tu 1 tu 2 t : : : tu i t;
(1)
2. We shall prove that there exists a non-negative integer k6m such that w k = ∈ F(X * ). Let r be a non-negative integer such that w r ∈ F(X * ). By construction, we have also w i ∈ F(X * ) for any i¡r. We shall prove that the restrictions of I i and I k on the ÿrst occurrence of t in w i are disjoint.
The proof is by contradiction. We assume that y i ; y k ∈ X * exist such that |s i y i | = |s k y k |, with |s i y i |6|t|. Set t = t 1 t 2 , with t 1 ∈ X d and t 2 ∈ A + . Let z; v ∈ X * be the unique pair of words which satisÿes the following property:
Set z = x 1 : : : x n , with x i ∈ X . Set v = v 1 : : : v q t 1 t 2 , with v i ∈ X for any 16i6q − 1; v q = ps and st 1 = t 1 . Since X is f.d.d. code with delay d, we obtain
This implies t ∈ P(X * ), which contradicts t ∈ B d X . 3. As a consequence, the sequence (w i ) is ÿnite and i is not greater than the number of disjoint interpretations of the word t. More precisely, we have 06i6m − 1. This completes the proof of this theorem.
Remark 3.5. Theorem 3.4 leads to an upper-bound of the length of an uncompletable word w: we have |w|6m
Remark 3.6. For preÿx codes, Theorem 3.4 establishes the existence of an uncompletable word w = t u 1 t : : : u k t, with k6|t| − 1, where precisely |t| = m. This is exactly Restivo's conjecture for preÿx codes [13] .
Example 3.7. We consider the preÿx code (Fig. 3) .
A right uncompletable word of length m = 4 is t = a 3 b. We shall construct an uncompletable word by applying the algorithm used in the proof of Theorem 3.4.
Step 1: w 0 = a 3 b ∈ F(X * ), I 0 = (a 3 ; ; b), u 1 = a, with ba ∈ X Step 2: Step 3: w 2 = t u 1 t u 2 t = a 3 baa 3 bba 3 b = ∈ F(X * ) We have the following X -interpretation of t:
(a 2 ; ab; );
(a 3 ; ; b):
These X -interpretations are not completable as X -interpretations of w 2 .
Example 3.8. We consider the following code with delay 2 (Fig. 4) : X = {a 2 bac; ab; abaca 4 ; aca; ba; baca 2 ; b 2 aca; cab 2 } A 2-right uncompletable word of length m = 8 is t = abacab 3 . As in the preceding example, we apply the construction of the sequence (w i ):
Step 1: w 0 = abacab 3 ∈ F(X * ), I 0 = (abac; (ab); b 2 ), u 1 = aca, with b 2 aca ∈ X Step 2: w 1 = t u 1 t = abacab 3 aca abacab 3 ∈ F(X * ), I 1 = (a; (ba)(cab 2 )(baca 2 )(ba)(cab 2 ); b); u 2 = a, with ba ∈ X Step 3: w 2 = t u 1 t u 2 t = abacab 3 aca abacab 3 a abacab 3 = ∈ F(X * ) We have the following X -interpretation of t: A right uncompletable word of length m = 4 is t = abba. The sequence (w i ) is:
Step 1: w 0 = abba ∈ F(X * ), I 0 = (a; ; bba), u 1 = a, with bbaa ∈ X
Step 2: w 1 = t u 1 t = abba a abba ∈ F(X * ), I 1 = (ab; (baaa); bba), u 2 = a, with bbaa ∈ X Step 3: w 2 = t u 1 t u 2 t = abba a abba a abba ∈ F(X * ) I 2 = (abb; (aaab)(baaa); bba), u 3 = a, with bbaa ∈ X
Step 4: w 3 = t u 1 t u 2 t u 3 t = abba a abba a abba a abba = ∈ F(X * ) We have the following X -interpretation of t: This example shows that the construction of the uncompletable word may make use of all the X -interpretations of the right uncompletable word t. Moreover, we note that the uncompletable word is w = (ta) 3 t.
The special case of uniform codes
In this section we consider a non-complete uniform code X ⊂ A * . We shall see that in order to construct an uncompletable word for such a code, we need not apply Theorem 3.4. In fact, the construction may be done by using a purely arithmetical argument. m is an uncompletable word.
Proof of Proposition 4.2. The proof is by contradiction. We assume that the word (ts) m is completable. Let (x; f; y) be an X -interpretation of the word (ts) m . According to Lemma 4.1, k¿0 and ∈ [1; m] exist, such that the following equality holds:
Since X is a uniform code, there exists a preÿx g of f such that g ∈ X k and xg = (ts) . Since 6m − 1, we have (xg) −1 (ts) m ∈ tA * . This contradicts the fact that t = ∈ X .
Remark 4.3. The converse of the proposition is false as shown in the following example. Take X = {a 3 b}; t = a 4 ; s = ab. The word a 4 aba 4 is uncompletable. This implies that (ts) 4 is uncompletable. However, |t| and |s| are not relatively prime.
Conclusion
Completing ÿnite f.d.d. code
From the point of view of the completion of codes, we note that the construction in the proof of Theorem 3.4 leads to an easy method for completing a non-maximal ÿnite f.d.d. code X in a regular maximal code.
More precisely, as in [1, p. 67] , given an uncompletable word w ∈ A * , set y = wab |w| , where a ∈ A is the initial letter of w, and where b is a letter di erent from a. Clearly, the word y is an uncompletable unbordered word.
Set U = A * \X * \A * yA * . According to [9] , the set Y = X ∪ y(Uy) * is a complete code. However, generally, the resulting code has no ÿnite deciphering delay. In fact in [4] , the authors prove that any regular f.d.d. code may be embedded in a regular maximal one.
Uncompletable periodic words
As a consequence of Proposition 4.2, we may obtain, for an arbitrary uniform code, an uncompletable word of type (ts) m , with t ∈ A + \P(X * ); |t| = m and s ∈ A. We note that this property is veriÿed by the code of Example 3.7, with t = a 3 b and s = a, and by the code of Example 3.8, with t = abacab 3 ; s = a. However, the condition s ∈ A appears to be too restrictive. There exist codes for which (ts) m ∈ F(X * ) for any s ∈ A, as shown in the following example:
Example 5.1. Let X be the preÿx code represented by the binary tree (Fig. 6) . We have t = ab 2 a 2 . Any word in (tA) + ∪ (tA 2 ) + is completable in X * . However, the word (tb 3 ) 3 is uncompletable.
We state the following conjecture:
Conjecture. With the preceding notations, let X be a code with a ÿnite deciphering delay d, and let t ∈ B d X , with |t| = (d + 1)m. There exists a word s ∈ A * with |s|6m such that (ts) m is uncompletable.
