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ユニット 射程 F A P U R I 移動力
戦闘機 (F) 1 55 65 0 0 0 0 9
攻撃機 (A) 1 0 0 105 105 85 115 7
戦車 (P) 1 0 0 55 70 75 75 6
自走砲 (U) 2-3 0 0 60 75 65 90 5
対空戦車 (R) 1 70 70 15 50 45 115 6


























地形 F A P U R I 地形効果
草原 1 1 1 1 1 1 1
森 1 1 2 2 2 1 3
山 1 1 - - - 2 4
海 1 1 - - - - 0
道路 1 1 1 1 1 1 0
陣地 1 1 1 1 1 1 4




























HPu2  HPu2   d(u1; u2) (2.2)
ただし，
pu : ユニット uの攻撃力
hu : ユニット uのHP
q : 地形効果











win if jU 0j == 0







u2U 0 HPu  T
lose if
P
u2U 0 HPu  
P





U 0 : 相手生存ユニットの集合















5 12 7 18 9 21 = 1; 428; 840
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のみ適用され，ユニット u1がユニット u2を攻撃する時，行動評価関数 f(u1; u2)は式 (2.4)で
定まる．
f(u1; u2) = d(u1; u2)mu2   r(u1; u2)mu1 (2.4)
ただし，
d(u1; u2) : u1が u2に与えるダメージ
r(u1; u2) : その時に受ける反撃ダメージ




mu1 = 10 + hu1 + wu1 (2.5)
mu2 = 10 + maxu2U 0d(u2; u) + wu2 (2.6)
ただし，
hu : ユニット uの残りHP
wu : ユニット uの種類によって定まる価値


















if jU 0j > 0 then
A0(s; U 0):局面 sにおける全攻撃行動の集合
















2. 1番目に攻撃行動を行うユニット uとその行動 a0 2 A(u)を選び，行動評価関数 f(a0)よ
り評価する．
3. 行動 a0の実行後の局面を s0，s0における攻撃行動の集合をA(s0)として，s0における評価
値が最大の行動maxa2A(s0)f(a)を求め，2の評価値と合算したものを v(u; a0)とする．






if jU 0j  1 then
return maxAct(s) // maxAct関数は最良単独行動
else
for Each u 2 U 0 do
for Each a0 2 A(u) do
s0:a0実行後の局面
v(u; a0) f(a0) + maxa2A(s0)f(a)
























C = fc1; c2; :::; cmg :行動の組み合わせをランダムにm個サンプル
for i = 1 to m do
s0:ci実行後の局面
for j = 1 to h do
sum  sum + eval(sim(s0; d))
end for













































UCTの Mは Multi unitを意味し，UCTは次節で解説する UCT探索のことである．Game




















Xi : 選択肢 iの報酬の期待値
n : それまでの全プレイアウト数の合計値














public Map board; // 局面情報
public int depth; // そのノードの深さ
public int simnum; // そのノードを訪問した回数
public double lastscore; // 前回のシミュレーション結果
public double totalscore; // これまでのシミュレーション結果の総和
public double housyuu; // 勝率
public Action act; // 直前に取った行動




























きる場合，それら 4つの行動で展開される (図 3.7)．
この例の場合，深さ 4まで探索木を展開して，初めて相手の手の探索にたどり着く．
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図 3.2: M-UCTの探索の様子 1 図 3.3: M-UCTの探索の様子 2
図 3.4: M-UCTの探索の様子 3 図 3.5: M-UCTの探索の様子 4










































{ ターン上限数:map01は 30，map03，map05は 20，上限数を超えた時の残りユニッ
トの合計HPが 10以上なら合計HPが多いチームの勝利とし，それ以外は引き分け
{ 行動の組み合わせのサンプル数:100













各実験結果を表 3.1，3.2，3.3 に示す．勝率の計算は引き分けを 0.5として計算した．
表 3.1: 行動ペアの合計評価 vs 最良単独行動 (各 1000戦)
勝 負 引分 勝率
map01 509 417 74 0.546
map03 567 387 46 0.614
map05 577 360 63 0.609
表 3.2: 深さ限定モンテカルロ法 vs 最良単独行動 (各 100戦)
勝 負 引分 勝率
map01 71 23 6 0.74
map03 56 15 29 0.61
map05 46 20 34 0.63
表 3.3: M-UCT vs 最良単独行動 (各 100戦)
勝 負 引分 勝率
map01 76 24 0 0.76
map03 79 9 12 0.85


























実験結果を表 3.4 に示す．勝率の計算は引き分けを 0.5として計算した．
表 3.4: M-UCT vs 深さ限定モンテカルロ法 (各 100戦)
勝 負 引分 勝率
map01 51 40 9 0.56
map03 58 13 29 0.73
































実験結果を表 3.5 に示す．勝率の計算は引き分けを 0.5として計算した．
表 3.5: 通常M-UCT vs ランダムM-UCT(1000戦)
勝 負 引分 勝率































A : X ! [0; 1] (4.1)

















2. 人間プレイヤがGに含まれると言えるかどうか判断し h(si) 2 f0; 1gとして含まれるかど
うかを記録する
3. 十分なサンプル集合 S = fs1; s2;    sngが集まるまで 1.へ戻る
獲得したサンプルからファジィ集合を生成する．
1. 得られたサンプル siを特徴量ベクトル vi = v(si)に変換する
2. 表4.1に示す特徴量からなる特徴量空間でのデータサンプルの相対密度を各サンプル点で計
測する. 各サンプル点特徴量viについて標準距離D"以内の点集合Ni = fvjd(vi;v)  D"g
の要素数を数え，その最大値 MaxN = maxi(jNij) に対する割合 G(vi) = jNij=MaxN を
viの帰属度とする. ここで d(x;y)は xと yのユークリッド距離である.
3. すべての vi 2 V についての帰属度を表 TGとして保持する
実装上は，ここで生成された帰属度の表 TGがファジィ集合Gのメンバーシップ関数の実体







ここで vの k近傍は, TG中で vへの距離が近い順に k個の viからなる集合であり, wiは距離


































2. sにおける未行動のユニットの行動の集合 A(s)に含まれる aによる次局面 s0(s; a)が，s
の子ノードとなる
3. ファジィ集合から s0(s; a)のメンバーシップ値 G(a)を求める
4. s0i = s






























表 4.2: PO数 n回M-UCT vs PO数 2000回M-UCT(各 1000戦)
n 勝 負 引分 勝率
500 169 735 96 0.22
1000 349 563 88 0.39
2000 477 441 82 0.52
4000 532 414 54 0.56
表 4.3: PO数 n回 F-UCT vs PO数 2000回M-UCT(各 1000戦)
n 勝 負 引分 勝率
500 145 809 46 0.17
1000 313 594 93 0.36
2000 555 343 102 0.61
4000 716 201 83 0.76
考察
プレイアウト数を増やすことで，M-UCT，F-UCTともに勝率の向上見られる．プレイアウ



































表 4.4: PO数 2000回 F-UCT(非学習マップ) vs PO数 2000回M-UCT(1000戦)
勝 負 引分 勝率

















類似マップ aは，縦横を 1マスずつ小さくし，戦車と歩兵の数を減らしつつも，マップ 1の
初期配置の面影を残すように作成したマップである．類似マップ bは，4つの類似マップの中
で一番類似しているものと考えられ，マップ 1に歩兵が 1つ追加されただけである．類似マッ




図 4.4: 類似マップ a 図 4.5: 類似マップ b









表 4.5: PO数 2000回 F-UCT(類似マップ a) vs PO数 2000回M-UCT(1000戦)
勝 負 引分 勝率
533 210 257 0.662
表 4.6: PO数 2000回 F-UCT(類似マップ b) vs PO数 2000回M-UCT(1000戦)
勝 負 引分 勝率
574 323 103 0.626
表 4.7: PO数 2000回 F-UCT(類似マップ c) vs PO数 2000回M-UCT(1000戦)
勝 負 引分 勝率
432 320 248 0.556
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表 4.8: PO数 2000回 F-UCT(類似マップ d) vs PO数 2000回M-UCT(1000戦)
勝 負 引分 勝率
429 476 95 0.474
考察
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番号 名前 1 2 3 4 5 勝ち数 順位
1 MilitaryStaSystem ○× ○× ○○ ○○ 6 1
2 Fenrir ×○ ○× ×○ ○○ 5 2
3 DLMC+AAC ×○ ○× ×○ ×× 3 3
4 AI Sato ×× ○× ○× ○× 3 3
5 AI Muto ×× ×× ○○ ×○ 3 3
A.2 GAT2016 TUBSTAP大会










Muto M UCT 1
Fujiki M3Lee 2
Ishitobi MilitaryStaSystem 3
Sato AI Sato 4
Masuda Fortress Formation 5
Takahashi AI Takahashi 6
Kimura AI Kimura 7
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Muto M UCT 2
Sagehashi M UCT+MaxActEval 3
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