Let s = (s 1 , s 2 , . . . , s m ) and t = (t 1 , t 2 , . . . , t n ) be vectors of non-negative integers with m i=1 s i = n j=1 t j , and let X = (x jk ) be an m × n matrix over {0, 1}. Define B(s, t, X) to be the number of m × n matrices B = (b jk ) over {0, 1} with row sums given by s and column sums given by t such that x jk = 1 implies b jk = 0 for all j, k. That is, X specifies a set of entries of B required to be 0. Equivalently, B(s, t, X) is the number of bipartite graphs with m vertices in one part with degrees given by s, and n vertices in the other part with degrees given by t, and avoiding all the edges specified in X. Note that B(s, t, X)/B(s, t, 0) is the probability that a uniformly chosen {0, 1}-matrix with row sums s and column sums t has zeros in the places where X is nonzero.
Introduction
Let s = (s 1 , s 2 , . . . , s m ) and t = (t 1 , t 2 , . . . , t n ) be vectors of positive integers with m i=1 s i = n j=1 t j . Let B(s, t) be the number of m × n matrices over {0, 1} with jth row sum equal to s j for 1 ≤ j ≤ m and kth column sum equal to t k for 1 ≤ k ≤ n. Equivalently, B(s, t) is the number of labelled bipartite graphs with m vertices in one part of the bipartition with degrees given by s, and n vertices in the other part of the bipartition with degrees given by t. Let s be the average value of s 1 , s 2 , . . . , s m and let t be the average value of t 1 , t 2 , . . . , t n . Define the density λ = s/n = t/m, which is the fraction of the entries in the matrix which equal 1.
In addition, let X = (x jk ) be an m × n matrix over {0, 1} and define B(s, t, X) to be the number of m × n matrices B = (b jk ) over {0, 1} with row sums s and column sums t, and such that x jk = 1 implies b jk = 0 for all j, k. That is, X specifies a set of entries of B required to be 0.
One motive for interest in B(s, t, X) is that the ratio B(s, t, X)/B(s, t) is the probability that a matrix randomly chosen (according to the uniform distribution) from those with row sums s and column sums t has zeros in the places where X is nonzero. By complementing B, we find the probability that a random matrix has ones in the places where X is nonzero. In the equivalent graph model, this is the probability that a random bipartite graph with specified degrees contains a specified subgraph.
Previous work on B(s, t, X) was restricted to the sparse case [1, 2, 8, 12, 14] . The most general result was that of McKay [8] , which we now state. For convenience we will adopt the convention that jk∈X means the sum over all (j, k) such that x jk = 1, and that jk∈X means the sum over all (j, k) such that x jk = 0. A similar convention for products will be used later.
Theorem 1 ([8])
. Let s = s(m, n) = (s 1 , s 2 , . . . , s m ) and t = t(m, n) = (t 1 , t 2 , . . . , t n ) be vectors of nonnegative integers such that m j=1 s j = n k=1 t k for all m, n. Also let X = X(m, n) be an m×n 0-1 matrix. Define ∆ = g(g+x), where g = max(s 1 , . . . , s m , t 1 , . . . , t n ) and x is an upper bound on the row and column sums of X. Let N = The error term in Theorem 1 is only o(1) under the stronger condition that ∆ 2 = o(N), which implies that the matrices are quite sparse. Some results for a somewhat wider range of values, still in the sparse regime, can be obtained by combining the values of B(s, t) obtained in [5] with the bounds on B(s, t, X)/B(s, t) given in [7] .
In the case of dense matrices, there seem to be no results at all except in the special case X = 0 which was studied by Canfield, Greenhill and McKay [3] .
The aim of this paper is to generalize the results of [3] to cover any X without too many ones in any row or column. The overall method and many of the calculations follow [3] closely, so we acknowledge our considerable debt to Rod Canfield. Our major new result is the following.
Theorem 2. Let s = s(m, n) = (s 1 , s 2 , . . . , s m ) and t = t(m, n) = (t 1 , t 2 , . . . , t n ) be vectors of positive integers such that m j=1 s j = n k=1 t k for all m, n. For some ε > 0, suppose that |s j − s| = O(n 1/2+ε ) uniformly for 1 ≤ j ≤ m, and |t k − t| = O(m 1/2+ε ) uniformly for 1 ≤ k ≤ n. In addition, let X = X(m, n) be an m × n 0-1 matrix with jth row sum x j = O(n ε ) and kth column sum y k = O(m ε ) uniformly for all j, k. Define Let a, b > 0 be constants such that a+b < 1 2 . Suppose that m, n → ∞ with n = o(A 2 m 1+ε ), m = o(A 2 n 1+ε ) and (1 − 2λ) 2 8A 1 + 5m 6n + 5n 6m ≤ a log n.
Then, provided ε > 0 is small enough, we have B(s, t, X) = mn − X λmn
Proof. The proof of this theorem is the topic of the paper. Here we will summarize the main phases and draw their conclusions together. The basic idea is to identify B(s, t, X) as a coefficient in a multivariable generating function and to extract that coefficient using the saddle-point method. In Section 2, we write B(s, t, X) = P (s, t, X)I(s, t, X), where P (s, t, X) is a rational expression and I(s, t, X) is an integral in m + n complex dimensions. Both depend on the location of the saddle point, which is the solution of some nonlinear equations. Those equations are solved in Section 3, and this leads to the value of P (s, t, X) in (17). In Section 4, the integral I(s, t, X) is estimated in a small region R ′ defined in (30). The result is given by Theorem 5 together with (21). Finally, in Section 5, it is shown that the integral I(s, t, X) restricted to the exterior of R ′ is negligible. The present theorem thus follows from (1), (17), Theorems 5-6 and (21).
The adjacency matrix of a simple directed graph of order n is just a square binary matrix with zero diagonal. The row sums are the out-degrees of the vertices and the column sums are the in-degrees. Therefore, applying Theorem 2 with X = I gives the following.
Theorem 3. Adopt the assumptions of Theorem 2 with m = n. Then the number of simple directed graphs with out-degree sequence s and in-degree sequence t is
In Section 6, we will spell out the application of Theorem 2 to the counting of subgraphs of random bipartite graphs with given degrees. We will also give the proof of the following contribution to the theory of permanents. Theorem 4. Adopt the assumptions of Theorem 2 with m = n. Then the expected permanent of an n × n matrix over {0, 1}, chosen uniformly at random from those with row sums s and column sums t, is
for 1 ≤ j ≤ m and 1 ≤ k ≤ n. From the matrix X = (x jk ), we define sets
Throughout the paper, the asymptotic notation O(f (m, n)) refers to the passage of m and n to ∞. We also use a modified notation O(f (m, n)), which is to be taken as a shorthand for O f (m, n)n O(1)ε . In this case it is important that the O(1) factor is uniform over ε provided ε is small enough; for example we cannot write f (m, n)n
. Under the assumptions of Theorem 2, we have m = O(n) and n = O(m). We also have that 
Expressing the desired quantity as an integral
In this section we express B(s, t, X) as a contour integral in (m+ n)-dimensional complex space, then begin to estimate its value using the saddle-point method.
Firstly, notice that B(s, t, X) is the coefficient of u
By Cauchy's coefficient theorem this equals
where each integral is along a simple closed contour enclosing the origin anticlockwise. It will suffice to take each contour to be a circle; specifically, we will write u j = q j e iθ j and w k = r k e iφ k for 1 ≤ j ≤ m and 1 ≤ k ≤ n. Also define
where θ = (θ 1 , . . . , θ m ) and φ = (φ 1 , . . . , φ n ). Write B(s, t, X) = P (s, t, X)I(s, t, X) where P (s, t, X) denotes the factor in front of the integral in (1) and I(s, t, X) denotes the integral. We will choose the radii q j , r k so that there is no linear term in the logarithm of the integrand of I(s, t, X) when expanded for small θ, φ. This gives the equation
For this to hold for all θ, φ, we require
In Section 3 we show that (2) has a solution, and determine to sufficient accuracy the various functions of the radii, such as P (s, t, X), that we require. In Section 4 we evaluate the integral I(s, t, X) within a certain region R defined in (19). Section 5 contains the proof that the integral is concentrated within the region R.
Recall that x j denotes the jth row sum of X and that y k denotes the kth column sum of X, for 1 ≤ j ≤ m and 1 ≤ k ≤ n. In addition to R, C and Y defined in Theorem 2, we define the following notations for any h, ℓ:
For consistency with [3] , we also write R h,0 as R h and C h,0 as C h . Note that R 1 = C 1 = 0, R 2 = R and C 2 = C.
Locating the saddle-point
In this section we solve (2) and derive some of the consequences of the solution. As with the whole paper, we work under the assumptions of Theorem 2.
Change variables to {a j } m j=1 , {b k } n k=1 as follows:
where
Equation (2) is slightly underdetermined, which we will exploit to impose an additional condition. If {q j }, {r k } satisfy (2) and c > 0 is a constant, then {cq j }, {r k /c} also satisfy (2) . From this we can see that, if there is a solution to (2) at all, there is one for which m j=1 (n − x j )a j < 0 and 
so we will seek a common solution to (2) and (4).
From (3) we find that
and that equations (2) can be rewritten as
Summing (7) over all j, k, respectively, we find in both cases that that
Equations (4) and (8) together imply that
Substituting back into (7), we obtain
By the same argument as in [3] , equation (9) defines a convergent iteration starting with a j = b k = 0 for all j, k. Three iterations give the following estimates.
A sufficient approximation of λ jk is given by substituting these estimates into (5). In evaluating the integral I(s, t, X), the following approximations will be required:
3.1 Estimating the factor P (s, t, X)
using (2) . Therefore the factor P (s, t, X) in front of the integral in (1) is given by
We proceed to estimate Λ. Writing λ jk = λ(1 + z jk ), we have log λ
We know from (2) that λ ••|X = λmn, which implies that z ••|X = X, hence the first term on the right side of (13) contributes λ λX (1 − λ) −λX to Λ. Now using (5) we can write z jk = a j + b k + Z jk and apply the estimates in the previous subsection to obtain
As in [3] , our answer will be simpler when written in terms of binomial coefficients.
First, by Stirling's expansion of the logarithm of the gamma function, we have that
are such that 0 < w < 1, 0 < w + d < 1 and provided that the error term in the above is o (1) . From this we infer that
Putting (14) and (16) together, we find that
Evaluating the integral
Our next task is to evaluate the integral I(s, t, X) given by
It is convenient to think of θ j , φ k as points on the unit circle. We wish to define "averages" of the angles θ j , φ k . To do this cleanly we make the following definitions, as in [4] . Let C be the ring of real numbers modulo 2π, which we can interpret as points on a circle in the usual way. Let z be the canonical mapping from C to the real interval
The function v →v is well-defined and continuous for v ∈Ĉ N .
Let R denote the set of vector pairs (θ, φ) ∈Ĉ m ×Ĉ n such that
In this definition, values are considered in C. The constant ε is the sufficiently-small value required by Theorem 2.
Let I R ′′ (s, t, X) denote the integral I(s, t, X) restricted to any region R ′′ . In this section, we estimate I R ′ (s, t, X) in a certain region R ′ ⊇ R. In Section 5 we will show that the remaining parts of I(s, t, X) are negligible. We begin by analysing the integrand in R, but for future use when we expand the region to R ′ (to be defined in (30)), note that all the approximations we establish for the integrand in R also hold in the superset of R ′ defined by
. We also define the 1-many transformation T * 1 by
After applying the transformation T 1 to I R (s, t, X), the new integrand is easily seen to be independent of δ, so we can multiply by the range of δ and remove it as an independent variable. Therefore, we can continue with an (
we have
where G(θ,φ, ν) = F T 1 (θ,φ, ν, 0) with F (θ, φ) being the integrand of (18). The factor 2πmn combines the range of δ, which is 4π, and the Jacobian of T 1 , which is mn/2.
Note that S is defined by the same inequalities (19) as define R. The first inequality is now |ν| ≤ (mn) −1/2+2ε and the bounds on
still apply even though these are no longer variables of integration.
Our main result in this section is the following.
Theorem 5. Under the conditions of Theorem 2, there is a region S
In the region S, the integrand of (21) can be expanded as
Here α jk , β jk , and γ jk are defined by
Approximations for α jk , β jk , γ jk were given in (10)- (12) . Note that α jk in this paper is slightly different from in [3] , but it is still true that α jk , β jk , γ jk = O(n −1/2 ) uniformly over j, k.
Another change of variables
We now make a second change of variables (θ,φ, ν) = T 2 (ζ, ξ, ν), where ζ = (ζ 1 , . . . , ζ m−1 ) and ξ = (ξ 1 , . . . , ξ n−1 ), whose purpose is to almost diagonalize the quadratic part of G. The diagonalization will be completed in the next subsection. The transformation T 2 is defined as follows. For 1 ≤ j ≤ m − 1 and 1 ≤ k ≤ n − 1 let and, for 1 ≤ h ≤ 4,
The Jacobian of the transformation is (mn) −1/2 . In [4] , this transformation was seen to exactly diagonalize the quadratic part of the integrand in the semiregular case. In the present irregular case, the diagonalization is no longer exact but still provides useful progress.
By summing the equationsθ j = ζ j + cπ 1 andφ k = ξ k + dρ 1 , we find that
where the right sides come from the bounds onθ m andφ n . This implies that
The transformed region of integration is T −1 2 (S), but for convenience we will expand it a little to be the region defined by the inequalities
We now consider the new integrand E 1 = exp(L 1 ) = G • T 2 . As in [4] , the semiregular parts of the integrand (those not involving α jk , β jk , γ jk or X) transform to
To see the effect of the transformation on the irregular parts of the integrand, write ζ m =θ m − cπ 1 and ξ n =θ n − dρ 1 . From (23) we can see that ζ m = O(n −1/2 ) and ξ n = O(n −1/2 ). Thus we have, for all 1 ≤ j ≤ m and 1 ≤ k ≤ n, ζ j + ξ k = O(n −1/2 ) and
Moreover, the terms on the right sides of the above that involve ζ m or ξ n contribute only O(n −1/2 ) in total, so we can drop them. Combining this with (26), we have
Completing the diagonalization
The quadratic form in E 1 is the following function of the m + n − 1 variables ζ, ξ, ν:
We will make a third change of variables, (ζ, ξ, ν) = T 3 (σ, τ , µ), that diagonalizes this quadratic form, where σ = (σ 1 , . . . , σ m−1 ) and τ = (τ 1 , . . . , τ n−1 ). This is achieved using a slight extension of [9, Lemma 3.2].
Lemma 1. Let U and Y be square matrices of the same order, such that U −1 exists and all the eigenvalues of U −1 Y are less than 1 in absolute value. Then
where the fractional powers are defined by the binomial expansion.
Note that U −1 Y and Y U −1 have the same eigenvalues, so the eigenvalue condition on U −1 Y applies equally to Y U −1 . If we also have that both U and Y are symmetric,
is the transpose of (I + U −1 Y ) −1/2 , as proved in [3] . Let V be the symmetric matrix associated with the quadratic form Q. Write V = V d + V nd where V d has all off-diagonal entries equal to zero and matches V on the diagonal entries, and V nd has all diagonal entries zero and matches V on the off-diagonal entries. We will apply Lemma 1 with U = V d and Y = V nd . Note that V d is invertible and that both V d and V nd are symmetric. Let T 3 be the transformation given by
If the eigenvalue condition of Lemma 1 is satisfied then this transformation diagonalizes the quadratic form Q, keeping the diagonal entries unchanged.
From the formula for Q we extract the following coefficients, which tell us the diagonal and off-diagonal entries of V . Define x ′ j = x j − x jn for 1 ≤ j ≤ m − 1, and y
Using these equations we find that all off-diagonal entries of V We also need to know the Jacobian of the transformation T 3 .
Lemma 2 ([3]). Let M be a matrix of order O(m + n) with all eigenvalues uniformly
As noted before, the eigenvalues of M are all O(n −1/2 ) so Lemma 2 applies. Noting that tr(M ) = 0 and calculating that tr(M 2 ) = O(n −1 ), we conclude that the Jacobian of T 3 is
To derive T 3 explicitly, we can expand (I + V −1
This gives
The transformation T
−1 3
perturbs the region of integration in an irregular fashion that we must bound. From the explicit form of T 3 above, we have
For µ versus ν we have
where the second step requires our assumptions m = o(A 2 n 1+ε ) and n = o(A 2 m 1+ε ). This shows that the bound |ν| ≤ (mn) −1/2+2ε is adequately covered by |µ| ≤ 2(mn) −1/2+2ε .
From (25), we see that |π 1 | ≤ m 1/2 n −1/2+ε and |ρ 1 | ≤ m −1/2+ε n 1/2 are the remaining constraints that define the region of integration. We next apply these constraints to bound µ 1 and ν 1 . From the explicit form of T 3 , we have
To derive the above we have used 1 +c(m−1) = m 1/2 and the bounds we have established on the various variables. For the last step, we need the assumption m = o(A 2 n 1+ε ), which
Since our region of integration has |π 1 | ≤ m 1/2 n −1/2+ε , we see that this implies the bound |µ 1 | ≤ m 1/2 n −1/2+3ε . By a parallel argument, we have
. Putting together all the bounds we have derived, we see that T −1
Now define
We have proved that S ′ ⊇ S, so it is valid to take S ′ to be the region required by Theorem 5. Also notice that R ′ is contained in the region defined by the inequalities (20).
As we forecast at that time, our estimates of the integrand have been valid inside this expanded region. It remains to apply the transformation T
to the integrand (27) so that we have it in terms of (σ, τ , µ). The explicit form of T is similar to the explicit form for T 3 , namely:
In addition to the relationships between the old and new variables that we proved before, we can note that
, and
The quadratic part of L 1 , which we called Q in (28), loses its off-diagonal parts ac-cording to our design of T 3 . Thus, what remains is
Next consider the cubic terms of L 1 . These are
We calculate the following in Q ∩ M:
and the remaining cubic terms are each parallel to one of those. The proof of (31) is similar to the proof of (29).
Finally we come to the quartic part of E 1 , which is
In summary, the value of the integrand for (σ,
with
Note that the O(·) estimates in the last four lines are uniform over j, j ′ , k, k ′ .
Estimating the main part of the integral
Define E 2 = exp(L 2 ). We have shown that the value of the integrand in Q ∩ M is
. Denote the complement of the region M by M c . We can approximate our integral as follows:
It suffices to estimate the value of each integral in (34). This can be done using the same calculation as in Section 4.3 of [3] , usingα jk = α jk − Ax jk in place of the variable α jk used in that paper. A potential problem with this analogy is that the variable α jk used in [3] has the property α jk = O(n −1/2 ), whereas it is not true thatα jk = O(n −1/2 ). However, a careful look at Section 4.3 of [3] confirms that only the propertiesα j * = α j * − Ax
, and the bounds on g jj ′ , h kk ′ , u jk , v jk , are required. The result is that
where b is specified in Theorem 2.
Using (10) and the conditions of Theorem 2, we calculate that
Substituting these values into (35) together with the actual values of A, A 3 , A 4 , we conclude that
By the same argument as in [3] , the other two terms in (34) have value
Multiplying (36) by the Jacobians of the transformations T 2 and T 3 , we find that Theorem 5 is proved for S ′ given by (30).
Bounding the remainder of the integral
In the previous section, we estimated the value of the integral I R ′ (s, t, X), which is the same as I(s, t, X) except that it is restricted to a certain region R ′ ⊇ R (see (18-20) ).
In this section, we extend this to an estimate of I(s, t, X) by showing that the remainder of the region of integration contributes negligibly.
Precisely, we show the following.
Theorem 6. Let F (θ, φ) be the integrand of I(s, t, X) as defined in (18). Then, under the conditions of Theorem 2, (22)), and define A min = min jk A jk = A + O(n −1/2 ). We begin with two technical lemmas whose proofs are omitted.
Moreover, for all real z,
Lemma 4. For all c > 0,
We will also need the following well-known result of Hoeffding [6] .
Lemma 5. Let X 1 , X 2 , . . . , X N be independent random variables such that E X i = 0 and
Proof of Theorem 6. Our approach will be to bound |F (θ, φ)| over a variety of regions whose union covers R c . To make the comparison of these bounds with R ′ F (θ, φ) easier, we note that
To see this, expand
and similarly for A •k , and compare the result to Theorem 5 using the assumptions of Theorem 2. It may help to recall the calculation following (35).
Take κ = π/300 and define w 0 , w 1 , . . . , w 299 by w ℓ = 2ℓκ. For any ℓ, let S 1 (ℓ) be the set of (θ, φ) such that θ j ∈ [w ℓ − κ, w ℓ + κ] for at least κm/π values of j and
for some c 1 > 0 which is independent of ℓ.
Next define S 2 (ℓ) to be the set of (θ, φ) such that θ j ∈ [w ℓ −κ, w ℓ +κ] for at least κm/π values of j, φ k ∈ [−w ℓ −2κ, −w ℓ +2κ] for at least n−n ε values of k and θ j / ∈ [w ℓ −3κ, w ℓ +3κ] for at least m ε values of j. By the same argument with the roles of θ and φ reversed,
Now define R 1 (ℓ) to be the set of pairs (θ, φ) such that θ j ∈ [w ℓ − 3κ, w ℓ + 3κ] for at least m − m ε values of j, and φ k ∈ [−w ℓ − 3κ, −w ℓ + 3κ] for at least n − n ε values of k.
By the pigeonhole principle, for any θ there is some ℓ such that [w ℓ − κ, w ℓ + κ] contains at least κm/π values of θ j . Therefore,
Since the total volume of ℓ R 1 (ℓ) c is at most (2m) m+n , we find that for some c 3 > 0,
We are left with (θ, φ) ∈ ℓ R 1 (ℓ). If we subtract w ℓ from each θ j and add w ℓ to each φ k the integrand F (θ, φ) is unchanged, so we can assume for convenience that ℓ = 0 and that (θ, φ) ∈ R 1 = R 1 (0). The bounds we obtain on parts of the integral we seek to reject will be at least 1/300 of the total and thus be of the right order of magnitude. We will not mention this point again.
For a given θ, partition {1, 2, . . . , m} into sets J 0 = J 0 (θ), J 1 = J 1 (θ) and J 2 = J 2 (θ), containing the indices j such that |θ j | ≤ 3κ, 3κ < |θ j | ≤ 15κ and |θ j | > 15κ, respectively. Similarly partition {1, 2, . . . , n} into K 0 = K 0 (φ), K 1 = K 1 (φ) and K 2 = K 2 (φ). The value of |F (θ, φ)| can now be bounded using
Let I 2 (m 2 , n 2 ) be the contribution to R 1 |F (θ, φ)| of those (θ, φ) with |J 2 | = m 2 and
and the primes denote restriction to j ∈ J 0 ∪ J 1 and k ∈ K 0 ∪ K 1 , in the case of the summations in addition to the restriction given by the summation limits. Write m ′ = m − m 2 and n ′ = n − n 2 and defineθ
Section 4 we know that the Jacobian of this transformation is m ′ n ′ /2. The integrand of I ′ 2 can now be bounded using
We proceed by exactly diagonalizing the (m+n+1)-dimensional quadratic form. Since
The coefficients −2A jk x jk can be larger but only in the O(n) places where x jk = 1. We can make the quadratic form exactly diagonal using the slight additional transformation 
We will keep the variable δ as a variable of integration but, as noted before, our notation will generally ignore it.
More explicitly, for some
, we have uniformly over
Note that the expressions O(·) in (41) represent values that depend on m, n, s, t but not on {θ j }, {φ k },ν.
The region of integration X is (m+n)-dimensional. In place of the variables (θ, φ) we can use (θ,φ, ν, δ) by applying the identitiesθ m = − m−1 j=1θ j andφ n = − n−1 k=1φ k . (Recall thatθ andφ don't includeθ m andφ n .) The additional transformation (41) maps the two just-mentioned identities into identities that defineθ m andφ n in terms of (θ,φ,ν), whereθ = (θ 1 , . . . ,θ m−1 ) andφ = (φ 1 , . . . ,φ n−1 ). These have the form
Therefore, we can now integrate over (θ,φ,ν, δ). The Jacobian of the transformation from (θ, φ) to (θ,φ, ν, δ) is mn/2, as in Section 4. The Jacobian of the transformation T 4 (θ,φ,ν) = (θ,φ, ν) defined by (41) can be seen to be 1 + O(n −1/2 ) by Lemma 2, using the fact that the ∞-norm of the matrix of partial derivatives is O(n −1/2 ). This matrix has order m + n − 1 and can be obtained by substituting (42) into (41).
The transformation T 4 changes the region of integration only by a factor 1 + O(n −1/2 ) in each direction, since the inverse of (41) has exactly the same form except that the constants {d j }, {d ′ k }, while still of magnitude O(n −3/2 ), may be different. Therefore, the image of region X lies inside the region
We next bound the value of the integrand in Y. By repeated application of the inequality xy ≤ . Now define h(z) = −z 2 + 7 3
where the second line holds because h(z) ≤ 0 for |z| ≤ 31κ. 
Also note that We have now bounded |F (θ, φ)| in regions that together cover the complement of R. Collecting these bounds from (38), (40), (47), (48), and the above-mentioned analogues of (47) and (48), we conclude that for some c 7 > 0, which implies the theorem by (37).
Applications
As mentioned in the Introduction, one possible use of Theorem 2 is for estimating the probability that a random binary matrix with given row and column sums has a specified set of entries. Equivalently, this is the probability that a random bipartite graph with given degrees contains, or avoids, a given graph on the same vertex set.
Theorem 7. Adopt the assumptions of Theorem 2, and choose a random m × n matrix B = (b jk ) over {0, 1} with row sums s and column sums t, all such matrices being equally likely. Then the probability that b jk = 0 whenever x jk = 1 is and the probability that b jk = 1 whenever x jk = 1 is
Proof. The first probability is B(s, t, X) B(s, t) , which can be expanded using Theorem 2 and (16). The second probability can be derived in similar fashion, or can be deduced from the first on noting that the probability that B includes X is the probability that the complement of B avoids X.
Further applications of Theorem 7 to counting subgraphs of random bipartite graphs will be left to another paper. However, we will give the proof of Theorem 4, which is a special case. For matrices in the dense range covered by Theorem 2, there seem to be no previous estimates of the expected permanent. Most research has focussed on the case that the row and column sums are constant, for which it is known only that the permanent lies between the van der Waerden lower bound n! λ n (proved independently by Egorychev and Falikman) and the Minc upper bound (λn)! 1/λ ∼ n! λ n+1/(2λ) (2πn) (1−λ)/(2λ) (proved by Bregman). See Timashëv [13] for references and discussion.
The proof of Theorem 4 will need the following averaging lemma. as in Lemma 6. Then {(uv)g | g ∈ S n } = S n , so
