Abstract. An initial-boundary value problem with a Caputo time derivative of fractional order α ∈ (0, 1) is considered, solutions of which typically exhibit a singular behaviour at an initial time. For this problem, we give a simple framework for the analysis of the error of L1-type discretizations on graded and uniform temporal meshes in the L∞ and L 2 norms. This framework is employed in the analysis of both finite difference and finite element spatial discretiztions. Our theoretical findings are illustrated by numerical experiments.
Introduction
The purpose of this paper is to give a simple framework for the analysis of the error in the L ∞ (Ω) and L 2 (Ω) norms for L1-type discretizations of the fractionalorder parabolic problem where Γ(·) is the Gamma function, and ∂ s denotes the partial derivative in s. The spatial operator L is a linear second-order elliptic operator:
with sufficiently smooth coefficients {a k }, {b k } and c in C(Ω), for which we assume that a k > 0 inΩ, and also either c ≥ 0 or c − references in [7, Table 1 .1]). Indeed, [16, Theorem 2.1] shows that if a solution u of (1.1) is less singular than we assume (in the sense that |∂ l t u(·, t)| 1 + t γ−l for l = 0, 1, 2 with any γ > α), then the initial condition u 0 is uniquely defined by the other data of the problem, which is clearly too restrictive. At the same time, our results can be easily applied to the case of u having no singularities or exhibiting a somewhat different singular behaviour at t = 0.
We consider L1-type schemes for problem (1.1), which employ the discetization of D Similarly to [17] , our main interest will be in graded temporal meshes as they offer an efficient way of computing reliable numerical approximations of solutions singular at t = 0. We shall also consider uniform temporal meshes, as although the latter have lower convergence rates near t = 0, they have been shown to be first-order accurate for t 1 [4, 8] .
Novelty. We present a simple framework for the estimation of the temporaldiscretization error whenever an L1 scheme is used on graded or uniform temporal meshes. This framework is employed in the analysis of both finite difference and finite element spatial discretiztions. For the former, we obtain, in a substantially more concise way, the maximum norm error bounds of [17] for the case d = 1, as well as extend them to d = 2, 3. For finite element spatial discretizations, the errors on uniform temporal meshes in the L 2 (Ω) norm have been estimated in [8] , while all our error bounds on graded meshes, as well as those in the L ∞ (Ω) norm on uniform temporal meshes, appear to be entirely new.
Outline. We start by presenting, in §2, a paradigm for the temporal-error analysis using a simplest example without spatial derivatives. This error analysis is extended in §3 to temporal semidiscretizations of (1.1). Full discretizations that employ finite differences and finite elements are respectively addressed in §4 and §5. Finally, the assumptions on the derivatives of the exact solution are discussed in §6, and our theoretical findings are illustrated by numerical experiments in §7.
Notation. We write a b when a b and a b, and a b when a ≤ Cb with a generic constant C depending on Ω, T , u 0 and f , but not on the total numbers of degrees of freedom in space or time. Also, for 1 ≤ p ≤ ∞, and k ≥ 0, we shall use the standard norms in the spaces L p (Ω) and the related Sobolev spaces W 2. Paradigm for the temporal-discretization error analysis 2.1. Graded temporal mesh. Throughout the paper, we shall frequently consider the graded temporal mesh {t j = T (j/M ) r } M j=0 with some r ≥ 1 (while r = 1 generates a uniform mesh). For this mesh, a calculation shows that (2.1)
This follows from τ 1 = t 1 M −r for j = 1, and t j ≤ 2 r t j−1 for j ≥ 2.
2.2. Stability properties of the discrete fractional operator δ α t . The definition (1.4) of δ α t can be rewritten as
Here κ m,j for j ≥ 1 is the average of the function {Γ(1 − α)} −1 (t m − s) −α on the interval s ∈ (t j−1 , t j ), so κ m,j−1 ≤ κ m,j for all admissible j and m.
Next, recalling (2.2b), and also using (t n −s) To deal with uniform temporal meshes, we employ a more subtle stability result.
Proof. The desired assertion follows from [4, Lemma 3] with β = 1 + γ. We give an alternative proof in Appendix B.
The next lemma will be useful when dealing with Ritz projections while estimating the errors of finite element discretizations in §5.
Augmenting these equations by V 0 = Λ 0 , we get the matrix relation A V ≤ A Λ for the column vectors V := {V j }
M j=0
and Λ := {Λ j } M j=0 with an inverse-monotone (M + 1) × (M + 1) matrix A. (The latter follows from A being diagonally dominant, with the entries A ij ≤ 0 for i = j in view of (2.2a).) Consequently, V ≤ Λ, which immediately yields the desired assertion.
2.3. Error estimation for a simplest example (without spatial derivatives). It is convenient to illustrate our approach to the estimation of the temporaldiscretization error using a very simple example. Consider a fractional-derivative problem without spatial derivatives together with its discretization:
Throughout this subsection, with slight abuse of notation, ∂ t will be used for
for some r ≥ 1. Then for u and U j that satisfy (2.5), one has
where m = 1, . . . , M , and
Proof. Using the standard piecewise-linear Lagrange interpolant u I of u, let
Comparing this with (2.6b), one concludes that
We now proceed to estimating the error e j := u(t j ) − U j , for which (2.5) implies 
(In particular, for the interval (t m−1 , t m ), to check the validity of the above integration by parts, with → 0 + , one can integrate by parts over (t m−1 , t m − ).)
Next, combining the above representation of r m with the bounds (2.7) on χ, one can check that
where (with the use, when deriving J m , of 1 ≤ t α/r j s −α/r for s ∈ (t j−1 , t j ))
Here, the bound on ν m,j follows from
it is helpful to employ another substitutionŝ := s/t m andτ m := τ m /t m , so, for m ≥ 2, one gets
Here we also used 1 −τ m ≥ 2 −r combined with α/r ∈ (0, 1) (so one may consider the intervals (0, 2 −r ), (2 −r , 1 −τ m ) and (1 −τ m , 1) separately). Finally, we combine (2.9) with the above bounds onJ m and J m , and arrive at (2.10) 
Proof. It suffices to show that ψ
, by (2.1).
Combining this with t α−γ/r j 1 yields ψ . However, we are interested in a more realistic case of u being singular at t = 0.
We start with a shaper version of Lemma 2.3.
Under the conditions of Lemma 2.3, let r = 1 and τ := T M −1 , and set γ = min{α, 1 − α}. Then
Proof. An inspection of the proof of Lemma 2.3 shows that one can replace the term J m max j=2,...,m (ν m,j ψ j ) in (2.9) (where recall that ν m,j 1) by
where (with the use of 1
Here, for convenience, the terms that differ from J m are framed. Next, note that J (2.1)). Now, using (2.11) in (2.9), we arrive at a version of (2.10):
Finally set r = 1, and an application of Lemma 2.1 * yields the desired assertion.
Corollary 2.6 (Uniform temporal mesh).
Under the conditions of Lemma 2.3, let r = 1 and τ = T M −1 , and suppose |∂
Proof. We imitate the proof of Corollary 2.4, only now employ Lemma 2.3 * . So it suffices to show that τ −γ t
(as τ ≤ t j and γ ≤ 1 − α).
Error analysis for the L1 semidiscretization in time
Consider the semidiscretization of our problem (1.1) in time using the L1-method:
for some r ≥ 1, and u and U j respectively satisfy (1.1),(1.3) and (3.1). Then, under the condition c − p
where 
Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively.
Proof of Theorem 3.1. For the error e m := u(·, t m ) − U m , using (1.1) and (3.1), one easily gets a version of (2. 
and address the cases p = 2 and p = ∞ separately. For p = 2, consider the L 2 (Ω) inner product (denoted ·, · ) of (3.4) with e m . As c − By (2.2a), this implies (3.3) for p = 2.
and then (3.5) for p = ∞. By (2.2a), the desired assertion (3.3) follows for p = ∞.
Maximum norm error analysis for finite difference discretizations
, with Ω h :=Ω h \∂Ω denoting the set of interior mesh nodes. Now, consider the finite difference discretization
The discrete spatial operator L h is a standard finite difference operator defined, using the standard orthonormal basis
(Here the terms in the first and second sums respectively discretize
.) The error of this method will be bounded in the nodal maximum norm, denoted · ∞ ;Ω h := max Ω h | · |. 
there exists a unique solution {U j } M j=0 of (4.1), and
where m = 1, . . . , M , and ψ j = ψ j (x) is defined by (2.6), in which u(·) is understood as u(x, ·) when evaluating ∂ s u, ∂ (ii) If, additionally, r = 1, then Proof of Theorem 4.1. For the error e m (z) := u(z, t m ) − U m (z), using (1.1) and (4.1), one easily gets a version of (2.8): 
. In view of (2.2a), our assertion (4.4) follows.
Error analysis for finite element discretizations
In this section, we discretize (1.1)-(1.3), posed in a general bounded Lipschitz domain Ω ⊂ R d , by applying a standard finite element spatial approximation to the temporal semidiscretization (3.1). Let S h ⊂ H 1 0 (Ω) ∩ C(Ω) be a Lagrange finite element space of fixed degree ≥ 1 relative to a quasiuniform simplicial triangulation T of Ω. (To simplify the presentation, it will be assumed that the triangulation covers Ω exactly.) Now, for m = 1, . . . , M , let u Our error analysis will invoke the Ritz projection R h u(t) ∈ S h of u(·, t) associated with our discretization of the operatorL and defined byÅ(
When estimating the error in the L p (Ω) norm for p ∈ {2, ∞}, an additional assumption A p will be made, which we now describe. The set of interior mesh nodes is denoted by N , with the corresponding piecewise-linear hat functions {φ z } z∈N .
A 
where ρ(·, t) := R h u(t) − u(·, t), while ψ j = ψ j (x) is defined by (2.6), in which u(·) is understood as u(x, ·) when evaluating ∂ s u, ∂ 
(Here we used the representation e
Combining these two observations with (5.3) and (2.2a), we arrive at
Now, recall that Q T has positive weights so | v, φ z * h | ≤ v L∞(Ω) 1, φ z * h for any v. With this observation, dividing the above relation by 1, φ z * h and again using (2.2a) we finally get (5.4) for p = ∞. Consequently, for the error of the Ritz projection ρ(·, t) = R h u(t) − u(·, t) one has
For l = 0, see, e.g., [1, (8.5.5) ]. A similar result for l = 1 follows as ∂ t ρ(·, t) = R hu (t) −u(·, t), whereu := ∂ t u. (Ω)
(ii) If, additionally, r = 1, then
Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively, to show that ψ
Combine these bounds with ∂ l t ρ(·, t) L2(Ω) h +1 (1 + t α−l ) for l = 0, 1 (the latter follows from (5.5)).
Remark 5.4. The errors of finite element discretizations of type (5.1) are also estimated in the L 2 (Ω) norm in a recent paper [8] , where the authors particularly address the non-smooth data. In the case of a uniform temporal mesh and f = 0, an error bound similar to that of Corollary 5. For the error of the Ritz projection ρ(·, t) = R h u(t) − u(·, t), one has
(Ω) , where l = 0, 1, q = 0, 1 and t ∈ (0, T ]. Consider (5.6) for l = 0 (while the case l = 1 is similar as ∂ t ρ(·, t) = R hu (t) −u(·, t), whereu = ∂ t u). If ·, · h = ·, · , the terms involving Lu disappear; this version of (5.6) immediately follows from the quasi-optimality of the Ritz projection in the L ∞ norm; see, e.g., [ 
For completeness, the bound of type (5.6) (with l = 0) forρ h is proved in Appendix A.
As we intend to apply Theorem 5.1 under condition A ∞ , note that the latter is satisfied under the following assumptions on the triangulation. For Ω ⊂ R 2 , let T be a Delaunay triangulation, i.e., the sum of the angles opposite to any interior edge is less than or equal to π. In the case Ω ⊂ R 3 , for any interior edge E, let ω E := {T ∈ T : ∂T ⊃ E}, and impose that T ⊂ω E |E T | cot θ E T ≥ 0, where θ E T is the angle between the faces of T not containing E, and the edge E T is their intersection. Under these conditions on T , the stiffness matrix for − 
(Ω)
1 + t α−l for l = 0, 1, and also
Proof. Imitate the proofs of Corollaries 2.4 and 2.6 for parts (i) and (ii), respectively, to show that ψ ≤ C T for a sufficiently small constant C T that we specify below, and, additionally, the triangulation is non-obtuse and min T ⊂ω E θ E T ≤ θ * for some fixed positive θ * < π 2
(for the notation, see §5.2). Indeed, for such a triangulation, not only the stiffness matrix for
is an M -matrix, but its contribution to A m zz , for any two nodes z = z connected by an interior edge E, will be strictly negative and equal to − T ⊂ω E |E T | cot θ 
As the triangulation is quasi-uniform, these observations imply that there is a positive constant C T such that for any interior edge E, one has
≤ C T , with any fixed constant C T < C T Γ(2 − α), implies A ∞ (assuming that h is sufficiently small; in fact, one can use C T = C T Γ(2 − α) if c = 0 and b k = 0 for k = 1, . . . , d in (1.3) ). To avoid computing C T , one can instead impose h 2 | ln h| τ −α 1
≤ C T with any fixed C T > 0 and h sufficiently small. Note that although the above triangulation condition is somewhat restrictive, it is satisfied by mildly structured meshes with all mesh elements close to equilateral triangles/regular tetrahedra.
Note also that in most practical situations, the convergence rates do not deteriorate because of the restriction τ
To be more precise, as long as r ≤ (2−α)/α (including the optimal r = (2 − α)/α), the error in part (i) of Corollary 5.6 is
Similarly, in part (ii) for t m 1, the error is τ 1 + h 2 | ln h|, so a reasonable choice τ 1 h 2 is clearly within the restriction τ α 1 h 2 .
Estimation of derivatives of the exact solution u
The purpose of this section is to show that the assumptions made in § §3-5 on the derivatives of the exact solution u of (1.1) are realistic, and give examples of when they are satisfied. The discussion will be mainly restricted to the case of the operator L being self-adjoint (i.e. b k = 0 for k = 1 . . . , d in (1.3)); for the nonself-adjoint case, see Remark 6.1 below. For simplicity, we also assume that Ω is either a convex domain of polyhedral type or a smooth domain. Hence, we shall be able to invoke v W 2 2 (Ω) Lv L2(Ω) when v = 0 on ∂Ω, as well as the consequent property v L∞(Ω) Lv L2(Ω) (in view of the Sobolev embedding theorem). The approach that we consider here employs the method of separation of variables, in which the eigenvalues and eigenfunctions of the self-adjoint operator L (see, e.g., [3, §6.5] for their existence and properties) are used to get an explicit eigenfunction expansion of u. Note that the time-dependent coefficients in this expansion are represented using Mittag-Leffler functions. This approach was used in [13] for smooth domains, [6, §2.2 and §3.4] for polygonal/polyhedral domains, and [17, §2] for Ω = (0, 1). . The proof relies on the term-by-term differentiation with respect to t of the eigenfunction expansion of u. Note that this proof cannot be directly extended to d > 1 (as the eigenfunctions are not necessarily uniformly bounded, while the eigenvalues exhibit a different asymptotic behaviour in higher dimensions).
These difficulties are avoided by the following modification. A term-by-term application of L q ∂ l t to the eigenfunction expansion of u yields L q ∂ l t u(·, t) L2(Ω) 1 + t α−l for l = 1, 2 and q = 0, 1. Now, setting q = 0 and q = 1 implies the desired bounds on the temporal derivatives for p = 2 and p = ∞, respectively.
It should be noted that this approach relies on the regularity assumptions that Here the situation is more delicate, as if Ω has any corners, u may exhibit corner singularities.
Example A. Consider Ω = (0, 1) The errors in the maximum nodal norm max z∈N , m=1,...,M |u m h (z) − u(z, t m )| are shown in Fig. 1 (right) and Table 1 for, respectively, a large fixed M and DOF. In the latter case, we also give computational rates of convergence. The graded temporal mesh {t j = T (j/M ) r } M j=0 was used with the optimal r = (2−α)/α (see Remark 2.5). By Corollary 5.6(i), the errors are expected to be M −(2−α) + h 2 | ln h|. Our numerical results clearly confirm the sharpness of this corollary for the considered case. For more extensive numerical experiments, we refer the reader to [17] , where, in particular, the influence of r on the errors is numerically investigated, as well as [4, 8] for numerical results on uniform temporal meshes.
Appendix A. Lumped-mass quadrature error in the maximum norm
The lumped-mass quadrature ·, · h = ·, · induces an additional component ρ h ∈ S h in the error of the Ritz projection ρ(·, t) = R h u−u, defined by ∇ρ h , ∇v h = L u, v h h − L u, v h ∀v h ∈ S h . We claim that (Ω)
for q = 0, 1.
The desired bound of type (5.6) (with l = 0) forρ h follows in view ofL = L − c.
To prove (A.1), a standard calculation yields, for any v h ∈ S h and q = 0, 1, In view of the Sobolev embedding L u W
(Ω) , one arrives at
(Ω) . | ln h| 1/2 ∇ρ h L2(Ω) , so
Next
(Ω) , so (A.1) follows. For d = 3, with ρ h L∞(Ω) = |ρ h (x * )| for some interior node x * ∈ N , let g h ∈ S h be a discrete version of the Green's function g h ∈ S h associated with x * and defined by ∇g h , ∇v h = v h (x * ) ∀v h ∈ S h . Now set v h := g h in (A.2), so
(Ω) ,
where we employed the bounds on g h L3(Ω) and ∇g h L 3/2 (Ω) from [11, see (3.10) , (3.11) and the final formula in §3]. So we again get (A.1).
