Urgent supercomputing of earthquakes: use case for civil protection by Puente, Josep de la et al.
Urgent Supercomputing of Earthquakes: Use Case for Civil
Protection













Deadly earthquakes are events that are unpredictable, relatively
rare and have a huge impact upon the lives of those who suffer
their consequences. Furthermore, each earthquake has specific char-
acteristics (location, magnitude, directivity) which, combined to
local amplification and de-amplification effects, makes their out-
come very singular. Empirical relations are the main methodology
used to make early assessment of an earthquake’s impact. Never-
theless, the lack of sufficient data registers for large events makes
such approaches very imprecise. Physics-based simulators, on the
other hand, are powerful tools that provide highly accurate shaking
information. However, physical simulations require considerable
computational resources, a detailed geological model, and accurate
earthquake source information.
A better early assessment of the impact of earthquakes implies
both technical and scientific challenges. We propose a novel HPC-
based urgent seismic simulation workflow, hereafter referred to as
Urgent Computing Integrated Services for EarthQuakes (UCIS4EQ),
which can deliver, potentially, much more accurate short-time
reports of the consequences of moderate to large earthquakes.
UCIS4EQ is composed of four subsystems that are deployed as
services and connected by means of a workflow manager. This pa-
per describes those components and their functionality. The main
objective of UCIS4EQ is to produce ground-shaking maps and other
potentially useful information to civil protection agencies. The first
demonstrator will be deployed in the framework of the Center of Ex-
cellence for Exascale in Solid Earth (ChEESE, https://cheese.coe.eu/,
last access: 12 Feb. 2020).
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1 INTRODUCTION
Since 2010 and until the writing of this document, 363,250 people
have died because of earthquakes worldwide. In terms of economic
losses, three earthquakes are considered the costliest natural disas-
ters ever with an aggregate cost of almost a thousand billion US dol-
lars /cite10.3389/fbuil.2017.00030. Even though typically ranked in
terms of their moment magnitude (Mw), the most severe events, as
for example the Haiti 2010, Mw 7.0 earthquake that caused 300,000+
deaths, may have only moderate magnitude. For example, Japan’s
event of 2011, Mw 9.1, released about 100 times more seismic en-
ergy, yet it caused less than 10% of fatalities when compared to
the Haiti event. This is largely due to a number of factors such as
the earthquake’s depth, epicentral location with respect to popu-
lated areas, population density or vulnerability of buildings and
infrastructures.
Unfortunately, earthquakes are unpredictable. Albeit better build-
ing, popular awareness and early warning can mitigate their impact,
we are likely to see similar casualty figures in years to come. On
average more than 150 potentially harmful earthquakes (Mw>6.0)
are recorded yearly.
The combination of unpredictable, rare, yet extremely destruc-
tive nature of earthquakes calls for response measures that are
reactive in nature. In order to be relevant they must have an impact
in the associated relief efforts. That is precisely what shake maps
This work is licensed under a Creative Commons Attribution-NonCommercial-
ShareAlike International 4.0 License.
PASC ’20, June 29-July 1, 2020, Geneva, Switzerland de la Puente et al.
Figure 1: peak ground velocity (PGV) values computed at
Grenoble valley, France for a hypothetical Mw=6 earth-
quake originating at the fault depicted as a black line. The
yellow area displays a sedimentary zone, with different rock
properties with respect to the surrounding area. [15]
produced right after the events happens [27], can obtain: accurate
distributions of seismic motion caused by the earthquake which,
when correlated with vulnerability (e.g. population density, build-
ing quality) can help direct the relief efforts. To illustrate what a
shake map is, a simulated map of the peak ground velocity (PGV)
values computed at Grenoble valley is shown in Fig. 1 [15]. PGV
just tells us the maximum velocity of shaking induced by a given
earthquake at each point of the map. Hence red zones in Fig. 1 have
suffered strong shaking when compared to blue zones. Damage
assessment studies typically compare shaking to vulnerability, i.e.
the capability of different stuctures to sustain shaking.
Data from seismometers can be used to record the amount of
shaking due to an earthquake, but seismometer networks tend
to be very sparse. In order to assess damage at a useful scale, i.e.
less than a kilometer resolution, shaking must be computed by
other means. To date, existing systems to estimate the impact of an
earthquake are based on the so-called ground motion prediction
equations (GMPEs). GMPEs are essentially empirical formulas cali-
brated to each region that give shaking as a function of distance
to the epicentre and magnitude [4, 5, 7, 8]. As such, they average
out the contributions from several prior earthquakes and provide
with a radial shaking distribution, very different to what we ob-
serve as the outcome of a single earthquake (see e.g. Fig. 1). The
limitations associated to GMPEs are overcome by full physical 3D
simulations of earthquakes, yet such simulations typically have
long turnaround times. Nevertheless we expect the level of detail
attained by seismic simulations, in the order of tens of meters, to be
valuable when determining locations that have been most affected
by an earthquake.
In this work, we propose an urgent supercomputing workflow
for earthquake simulations that can: 1) gather information about
potentially lethal earthquakes automatically, 2) decide whether a 3D
simulation should provide valuable information, 3) preprocess all
the information needed for the simulation, 4) launch the simulation
in a tier-0 PRACEHPC system and, finally, 5) postprocess the results
and send them to relevant stakeholders. By taking advantage of the
huge parallel efficiency of seismic simulators, we expect to obtain
results (i.e. run through the complete workflow) in few hours. This is
the first attempt to provide an HPC-based urgent seismic workflow
addressed to mitigate earthquake impact. The work below is funded
by the Center of Excellence for Exascale in Solid Earth (ChEESE,
https://cheese.coe.eu/, last access: 12 Feb. 2020).
2 SIMULATION INPUTS AND DATA
An earthquake is consequence of fast rupture, or slip, of a geological
fault [21]. Such rupture produces a vibration that is then radiated
by means of seismic waves. Such waves are affected by heterogene-
ity in the subsurface as well as by the topography [3]. Similar to
sound or water waves, seismic waves can be trapped in certain
structures and suffer from amplification under certain situations.
Furthermore their energy fades as they travel away from the source
(i.e. from the fault). Earthquake simulations require inputs both for
the earthquake’s characteristics (e.g. magnitude, location) and the
soil properties. Nowadays seismic simulations have reached a high
degree of fidelity with respect to actual data [6]. However, instead of
being discrete and spatially sparse as are data records, they provide
with high resolution both in space and time. In contrast to empirical
approximants such as GMPEs [4, 5, 7, 8], seismic simulations are
able to reproduce precisely quantities such as spectral acceleration
or shake time that inherently require physical modelling of seismic
waves. These quantities are fundamental in order to assess whether
buildings can withstand the earthquake’s energy [14].
Seismic simulations, however, are not without drawbacks. They
are, on one hand, very costly computationally, requiring the solution
of large-scale three-dimensional physical models, at the very least
covering the region encompassing earthquake and the zone of
interest. On the other hand, they are fully deterministic and non-
linear, hence uncertainties in either the physical model or the source
characteristics can have a strong impact on the results. Efficient
parallel solvers and distributed-memory compute clusters help in
dealing with the first issue. In particular, seismic simulators as
those used here allow for almost halving the compute time when
doubling the amount of processors available, as we will see in
Section 3.3. The second problem requires a proper fine-tuning of
the model parameters and, for time-constrained applications, a
proper assessment of uncertainties. Sources of uncertainty include:
• Location. Typically measured accurately in well-monitored
areas, except for depth, due to seismometers being all located
at the Earth’s surface.
• Centroid moment tensor, CMT, [11, 19]. These are the source
forces equivalent, at long distances, to the earthquake origi-
nating at a single point. The CMT accounts for the event’s
size or magnitude as well as the directivity, which determines
in which direction most of the seismic energy is released.
CMT computations require a non-negligible calculation time
and early access to seismograms from nearby seismograms
[24].
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• Fault slip distribution. The detailed rupture of the fault, of
which the CMT (and an associated time signal) is a simplifica-
tion. This is largely unknown even after detailed post-event
studies [2]. Heterogeneity in the slip distribution, however,
is responsible for the frequency content of the earthquake.
Such frequency content is key in seismic engineering stud-
ies, because different structures or buildings are sensitive
to different frequencies. As an alternative to the process of
computing the fault slip distribution of a particular earth-
quake, several distributions can be sampled among random
models which are compatible with fault physics, location
and CMT.
• Geological model. A 3D representation of physical properties
of the subsurface which are more relevant for seismic wave
propagation, including: compressional (P) and shear (S) wave
velocities, density and attenuation, with special attention to
shallow properties which deeply affect the shaking locally.
This last aspect can only be addressed bymeans of calibration
between data and simulations.
It should be noted that uncertainties in the items above are active
research topics in the seismological community (see, e.g. [17, 23]).
3 URGENT EARTHQUAKE SIMULATION
WORKFLOW
The proposed workflow is composed of four components that pro-
vide specific services, jointly enabling the urgent computing proce-
dure: Automatic Alert Service, Smart Centre Control, HPC access,
and Post-process service.
UCIS4EQ requires an integrated workflow manager with the fol-
lowing requirements: manage task dependencies, run parallel sim-
ulations on different HPC infrastructures, manage batch jobs (sub-
mission, monitoring, cancellation), manage conditional paths and
access external data repositories (R/W) such EUDAT. PyCOMPSs
[25] is a Barcelona Supercomputing Center in-house developed
workflow manager that covers all these requirements and hence is
the main candidate to support UCIS4EQ’s development.
A conceptual structure of the UCIS4EQ is shown in Fig. 2. In
this figure the color blue indicates components requiring HPC
infrastructure, as opposed to smaller components that may run
in servers, which are depicted in gray. The following subsections
describe each component of UCIS4EQ in detail.
3.1 Automatic Alert Service
The activity diagram of the first component is shown in Fig. 3,
(AAS). This subsystem is in charge of detecting new earthquake
events as soon as they are detected and consists on three subcom-
ponents sequentially connected: notification, registration module
and triggering.
The first of the three subcomponents is the general entry point
for the UCIS4EQ system. It has been designed as a service that
enquiries earthquake data centers via the International Federation
of Digital Seismograph Networks (FDSN) web service interface [22].
Such a federation is composed of the global and regional online
seismic data centres, such as the Incorporated Research Institutions
for Seismology (IRIS), United States Geological Survey (USGS), Ice-
landicMeteorological Office (IMO), National Institute of Geophysics
and Volcanology (INGV), or GEOFON. All of them share the sin-
gle mission of extracting the earthquake information related to
each new event in the minimum possible time. Additionaly, the
FDSN has developed a data exchange format called Standard for
the Exchange of Earthquake Data (SEED) for the distribution of
seismic information that has become the main method for seis-
mological data exchange between independent networks and data
centers worldwide via web servers [22]. Hence, the notification
subcomponent acts as a contact point between the agencies and
the UCIS4EQ system, by continuously enquiring data centers for
either new events or updated information on recent ones. Once
the AAS receives a new event, it must be registered internally for
monitoring purposes. However, prior to this, incoming events must
be disambiguated. Quite often, an event is registered by more than
one FDSN agency and each agency identifies the event’s properties
using their own methodologies. This results in discrepancies in
the information received regarding a single event. The registration
subcomponent is in charge of disambiguation, by assigning to each
earthquake a unique universal identication code (UUID) and reg-
istering all related information, consistent or not, on an internal
database.
After an event is correctly registered, the trigger subcompo-
nent is activated. This subcomponent determines whether a new
earthquake has the potential (size, proximity to populated areas) to
trigger an urgent simulation. In affirmative scenarios, this compo-
nent activates the next UCIS4EQ system, the Smart Centre Control
(SCC). The heuristics for triggering include regional contrains and
magnitude thresholds but might include more precise means of
evaluation in the future.
During the triggering process, the information obtained from
the FDSN agencies which is relevant for the simulations is collected
into JSON documents. Each single document cointains the input
parameters that the SCC needs to start running.
3.2 Smart Centre Control
The Smart Centre Control (SCC) triggers an internal workflowman-
ager. The set of tasks that are executed is split into three different
branches, which run in parallel with mild dependencies, as shown
in Fig. 4.
(1) Computational resources. Requests (urgent) access to HPC
resources. This execution path is crucial since the compu-
tational resources for simulations must be ready as fast as
possible. Clear and fast urgent computing policies must be
enabled at HPC centers in order to minimize time to solution.
(2) Simulation input parameters. Builds the input files required
by seismic simulators at upcoming stages of the workflow.
Must deal with variations resulting from uncertainties in
the input parameters, potentially generating a set of input
parameters.
(3) Streaming service. Inquires external databases for updates
or corrections in earthquake data, and determines whether
new information renders the old information useless (hence
restarting the workflow at the SCC) or uncertainty estimates
must be modified.
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Figure 2: Conceptual diagram of the Urgent Computing Integrated Services for EarthQuakes (UCIS4EQ) workflow. UCIS4EQ
is developed in four components, Automatic alert service, Smart Centre control, HPC facilities, and Post-process service. The
legend describes the meaning of the shapes and colors of the activity diagram components in Figs. 3,4, and 5.
Figure 3: Activity diagram of the Automatic Alert service (AAS) component.
3.2.1 Computational resources. This SCC branch is in charge of
requesting computational resources, and also determining the pri-
ority level of that job as well as its expected size in order to reach
results in a useful time. A pivotal step for a fully operational urgent
computing system based upon public tier-0 supercomputers is the
establishment of protocols that must be matched to the HPC sys-
tem’s governance in order to automatize the process of launching
simulations [18]. The Urgent Seismic Computing protocol (USCp)
is a technical guide to execute seismic simulations in a High Per-
formance Computing (HPC) environment considering strong time
constraints. The USCp is being developed parallel to the technical
developments of this workflow under the ChEESE framework. An
urgent computing (UC) application must manage complex interac-
tions between users, computational resources, elevated executed
priority policies, and working sessions. UC applications must pro-
vide relevant information before a deadline since later information
may be useless. The urgency usually implies that there is no second
chance, since the job execution after a deadline makes the result
useless or of little relevance. Nowadays, HPC infrastructure pro-
vide virtually no support for UC, where users require efficient and
prompt access to the necessary computational resources. Although
some effort has been done in order to specify UC service inside the
PRACE Research infrastructure [18], a specific protocol to execute
Urgent Seismic Computing is in progress. The USCp policies within
the PRACE Research Infrastructure require that those executions
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Figure 4: Activity diagram of the Smart Centre Control subsystem. The blue part depict tasks that require of HPC hardware.
Three branches concur in parallel horizontally, related to computer resources, simulation parameters and streaming service.
The latter could force a stop in the workflow if data updates result in too large differences with respect to early data.
comply with all preset statements. Moreover, the USCp requires
technological developments ensuring the QoS before, during, and
after an urgent job execution. USCp must consider resource selec-
tion, submission polices and compensation schemes for affected
users.
3.2.2 Simulation input parameters. In order to produce proper data
for simulations, detailed inputs are required. The tasks that are de-
veloped for this branchmust determine such inputs and encapsulate
them for the following stage. In our application simulation inputs
are:
(1) CMT, as described in previous Sections. A CMT provides
information on the earthquake’s rupture directivity [26]. The
frequent lack of a fast official CMT information, provided
by seismological agencies is thus an important issue. There-
fore, within UCIS4EQ we enable several alternatives towards
obtaining a fast estimate of the CMT. In particular:
• A comparison to nearby historical events which may have
been generated at the same fault and thus share similar
rupture mechanisms, i.e. similar CMT characteristics. The
historical CMT database is available for different regions
by means of online repositories such as IRIS or GLOBAL-
CMT project [10, 11]. These repositories are freely avail-
able and contain more than 25,000 moment tensors for
earthquakes since 1960.
• Determining the major fault nearest to the hypocenter,
and assuming a good knowledge of the regional tectonics
by means of previous geological studies, we may have
a good guess of likely mechanisms for our earthquake.
The reason for this is that it is likely that large events (i.e.
those relevant for civil protection purposes) happen in
well known faults, whose geometry strongly constrains
the CMT characteristics of an event.
• Running a fast CMT estimation algorithm, which requires
fast access to seismological records of the event. This is
still under development within UCIS4EQ.
Our algorithm uses all of the strategies above and estimates
the most likely CMT based upon the reliability of each strat-
egy for each region, as well as quantifying uncertainties in
the computation.
(2) The temporal evolution of earthquake slip along the fault
surface can be estimated by using a CMT approximation
and the fault geometry information by means of stochastic
methods. State-of-the-art kinematic rupture generators em-
ploy physical-based statistical distributions of fault slip and
additional rupture variables, inspired and constrained by the
dynamics of real earthquakes. In our case, we incorporate
the Graves-Pitarka rupture generator method [12, 13] with
more than ten years of evolution and testing. Because of the
random component of the generated ruptures, we simulate a
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set of ruptures and combine their results. Nevertheless, each
rupture must be simulated as an independent simulation.
(3) The 3D velocity and density models are assumed known
for a particular region. Files can be large, thus we plan to
employ EUDAT data management services to handle their
accessibility across servers and HPC centers. This is consid-
ered external "static" data, trimmed and loaded by means
of a Query process. Because of the size of some datasets
(especially 3D models) and the need for preprocessing (e.g.
meshing), several tasks related to preparing simulation in-
puts are performed asynchronously prior to USCp approval
or resource allocation. As shows Fig. 4 the model building
is the only component that must be executed in an HPC
environment at this point to reduce overheads related to
large data movement.
Two of the the three parallel branches in the SCC component
(Computational resources and simulation input) reach a synchro-
nization point prior to performing the simulation on the HPC envi-
ronment. The final output files generated by the SCC component
are written in YAML format, which can be easily interfaced with
the different seismic simulation codes (see Section 3.3).
3.2.3 Streaming service. The Streaming service includes an addi-
tional set of tasks that checks for new information on the global
and regional seismic databases (through the FSDN). For a specific
event, whenever an external provider modifies any previously reg-
istered data, the SCC loads the new inputs, updates the internal
state of such event on the database and evaluates the impact of the
incoming information on the quality of the results comparing to
the already running tasks. As a result, the streaming service may
decide to reconfigure, restart or omit the discrepancies. An effective
change evaluation methodology is critical at this point for provid-
ing reliable results. The fundamental component is the analysis
of the impact of modifications both in the accuracy/relevance of
the results and the time to solution. Present configurations only
consider the omission scenario, but more complex heuristics will
be developed in the future.
3.3 HPC facilities and tools
Key to the success of urgent earthquake supercomputing are ef-
ficient and accurate simulation codes. Due to the time criticality
of the problem, being able to rely on massive parallelism to cut
turnaround times is a very desirable feature.
There exist several software packages that offer the physical
capabilities (viscoelastic, accurate topography representation and
fault rupture description) and computational efficiency (good scal-
ability up to tens or hundreds of thousand cores). In particular,
Seissol [9], SPECFEM 3D [16], ExaHyPE [20] and Salvus [1] are
natural choices and their main developers are part of the ChEESE
consortium. All the codes considered rely on explicit high-order fi-
nite elements, of the discontinuous Galerkin or spectral types. They
all support unstructured meshes in order to incorporate realistic
geological and topographic features. Within the ChEESE project all
codes will be interoperable by means of simple translation of the
YAML descriptors of the SCC into particular input files for each
package, albeit an extended effort will aim at determining optimal
software/hardware combinations in terms of speed and reliability.
Further optimization efforts within the project aim at obtaining the
most efficient simulations possible within PRACE HPC systems.
A major aspect that needs to be taken into account is fast and
reliable interoperability between the codes, in particular aspects
related to building meshes, importing fault models and outputting
the desired information, hence a complete API is being designed to
ensure a seamless interaction.
Linked to the protocols discussed in the previous section should
be access to special priority queues in the HPC systems. Similarly,
a QoS of each available system should be the final component in
deciding how many resources on which HPC system results in the
shortest time-to-solution. Fig. 5 displays an activity diagram at the
HPC facilities. One or more executions occur in parallel depending
on the number of simulations defined in the SCC subsystem. As a
requirement, seismic simulation packages must be pre-installed at
the HPC machines and accesible for users for a correct execution
once the resources are available.
3.4 Post-process service
A critical aspect of the system is its capacity to provide suitably
tailored information to all stakeholders involved. In order to have
the best impact in relief efforts, information must be delivered to
each stakeholder’s preferred communication channel and in its
preferred form. The post-process service performs the associated
tasks. Among the immediate outputs are PGV (peak ground ve-
locity) and PGA (peak ground acceleration) maps for the region
of interest, as well as spectral acceleration at selected sites (e.g.
infrastructures). Our current efforts rely on the ChEESE project’s
partners as early adopters or initial stakeholders, including INGV
in Italy and the Iceland Meteorological Office, both in charge of
their respective national monitoring networks. A crucial aspect of
post-processing will be harnessing the uncertainty in the results
coming from exploration. Uncertainty analysis typically requires a
profound exploration of the results. Such effort somehow collides
with the need for urgent results in decision making, which is the
ultimate product that disaster management agencies require. Hence
novel approaches to provide with a clear picture of the affectation
while embracing the uncertain nature of results will need to be de-
veloped in the long term. Similarly, we will need to study the need
for calibration or amplification due to site effects, i.e. contributions
from the shallowmost part of the Earth’s crust which are difficult
to include in physical simulations but can be adopted from data
analysis from seismic data analysis.
3.5 Workflow summary and current stage
UCIS4EQ is the first package that aims at using (urgent) HPC sim-
ulations to analyze the impact of earthquakes. Composed of four
systems (AAS, SSC, HPC computation and post-processing), we
envision a system capable of autonomously determining the need
for analyzing a particular earthquake, gathering the necessary com-
putational resources and outputting informative data on the event’s
affectation. UCIS4EQ uses the PyCOMPSs workflow manager [25],
a flexibile, fault tolerant and parallel manager for task-based execu-
tions.
Currently we work on a demonstrator for the technology that
will produce results for a past event in Iceland for which there is
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Figure 5: Activity diagram of HPC resources and tools component.
extensive data. The demonstration should give us hindsight on its
potential capabilities in terms of accuracy, but also in terms of its
cost. We will focus on analyzing execution bottlenecks and making
a sensitivity analysis of the uncertain parameters. At a later stage
we will expand the demonstration to other areas both in Europe.
We remark that the current implementation still has several man-
ual overrides, for example in the decision for an urgent simulation
or in determining the best CMT estimates. It is expected that as
the workflow matures automation becomes more prevalent until
eventually the workflow can run without the need for human in-
tervention, albeit that would require, for example, clear protocols
for urgent HPC access, similat to what we propose in USCp.
4 WORK AHEAD AND CONCLUSIONS
The workflow discussed in the present work is set for an initial
testing phase in mid-2020. We expect the demonstration to be an
enabler for futher discussion with PRACE to try defining clear poli-
cies and special queueing systems for urgent supercomputing (see,
e.g. [18]). Similarly the demonstration should showcase UCIS4EQ’s
capabilities to potential end users, including our early adopters,
but also other institutions that might have interest in exploring the
possibilities that urgent simulations can give them. We can only
guess at the modifications and suggestions that such stakeholders
might suggest, but the design of the workflow has been developed
with sufficient flexibility to accomodate virtually any strategies
towards further exploiting the richness of full physical earthquake
simulations.
We further acknowledge the synergies between our work and
current trends in seismology that are key technology enablers
for UCIS4EQ. This includes novel techniques for seismic tomogra-
phy that produce 3D maps of the subsurface with unprecedented
level of accuracy, meshing efforts that reduce significantly the pre-
processing time for simulations or theoretical developments in
uncertainty quantification that result in a solid foundation for rig-
orous studies of sensitivity and accuracy in our results. All of these
developments will further strengthen the potential usability of the
workflow in the future.
Last but not least, it should be noted that albeit earthquakes are
a clear use-case for urgent simulations, there are other natural and
man-made disasters that might benefit from fast access to tier-0 su-
percomputing centers (e.g. forest fires, tsunamis, volcanic eruptions,
accidental release of toxic pollutants such as radionuclides). We
believe that an urgent usage of supercomputing resources, for such
events, far from being a misuse of resources due to their impact in
the systems’s regular queue, might improve the system’s efficiency.
By running actual seismic events, rather than hypothetical or past
events, we can have a direct assessment of impact on the wellbeing
of the population being affected by such disasters. Furthermore, it
might be a vehicle for normalizing the usage of HPC simulations
in civil protection activities, a field with a huge potential ahead.
This is of particular value in situations where past data is not com-
plete enough to reproduce all potential future scenarios, such as in
seismology.
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