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The Problem. This study investigated the interaction of schedules of reinforcement on 
behavior, replicating and ex tending Keller's (1 974) research. Expanded methodology 
included two control manipulations designed to clarify Keller's previously ambiguous 
findings. The influence of stimulus properties and the location of discriminative stimuli 
on the production of behavioral contrast was examined. 
Procedure. Pigeons in Group 1 were exposed to a two-key procedure in which one key 
served as the operandum and the other key signaled scheduled consequences (see Keller. 
1974). The pigeons in Group 2 were exposed to the same two-key procedure; however, 
the positions of the keys alternated locations. In Group 3, pigeons were exposed to a 
two-key procedure in which the key that signaled scheduled consequences was the 
operandurn and the other key was irrelevant with no signal properties or scheduled 
consequences. All subjects were exposed to a baseline of a muItipIe variable-interval 1- 
minute variable-interval 1-minute schedule (mult VI 1-min VI 1-min), an experimental 
phase of a multiple variable-interval 1-minute extinction (mult VI 1-min EXT) and a 
return to baseline phase. 
Findings. Overall, pigeons in Group 1 and Group 2 exhibited negative induction while 
pigeons in Group 3 exhibited positive behavioral contrast. Pigeons in Group 2 also 
showed marked responding to the green key which signaled variable-interval I-minute 
schedule of reinforcement in the experimental phase. which persisted in the reversal 
phase. Pigeons in Group 1 showed virtually no signal key pecking. In Group 3, pigeons 
showed no alternative key pecking. 
Conclusions. The results support Hearst and Gormley's (1 976) findings that positive 
behavioral contrast occurs only when discriminative stimuli signaling scheduled 
consequences are located on the operandum. These findings are also incompatible with 
additivity theory and Keller's (1974) findings. The results suggest that attentional factors 
and stimuli salience may serve as crucial variables in the production of the positive 
behavioral contrast phenomenon. 
Recommendations. Subsequent research should attempt to determine whether responses 
by pigeons in Group 2 to the green signal key associated with reinforcement were the by- 
product of generalization or constituted adventitious reinforcement. Future research 
efforts should also show empirical evidence of discrimination and stimulus control. 
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CHAPTER I 
Introduction 
Over the years, numerous researchers have observed phenomena in conditioning 
procedures which indicate that patterns of behaviors maintained by different distributions 
of reinforcement are interrelated. In 1927, Ivan Pavlov first observed what is now known 
as contrast effects and labeled the phenomena positive and negative induction. Regarding 
his now classic studies on conditioned salivation, Pavlov (1927) described his 
observations when he wrote that "The secretory effect was increased by almost 50 per 
cent when the positive conditioned stimulus was applied immediately after the 
termination of the inhibitory stimulus, and the latent period of the reflex was definitely 
shortened" @. 189). The current terminology "behavioral contrast'was later coined by 
B.F. Skinner in The Behavior of Or~an i s rn~  (1938). Skinner (1938) wrote, "In Positive 
Contrast presentation of the unreinforced stimulus produces a momentary increase in the 
strength of the reinforced member, although a decrease is to be expected from the law of 
induction. In Negu&i\le Contrast reinforcement of the reinforced member delays or 
prevents the reconditioning of the unreinforced" (p.175). These definitions have been 
altered over time but the term "behavioral contrast" as introduced by Skinner, addresses 
the single feature common to all the phenomena subsumed under this classification: that 
is, exposure to various schedules of reinforcement changes behavior maintained by each 
pattern of reinforcement in isolation (Reynolds, 1961a; Mackintosh, 1974). Reynolds 
(1961a) later described behavioral contrast as follows: 
A change in behavior during the presentation of one stimulus brought about by 
changing the schedule associated with another stimulus is called an interaction. The 
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change in behavior is called contrast when the change in rate of responding generated 
during the presentation of one stimulus is in a direction away from the rate of 
responding generated during the presentation of the other stimulus (p. 57). 
Behavioral interactions, as defined by Herrnstein and Brady (1958) and Reynolds 
(1961a; 1961d), occur only under certain conditions and accompany the formation of a 
discrimination. Currently, four types of behavioral interactions in multiple schedules of 
reinforcement have been identified; however, they are defined differently from the 
original conceptualizations of Pavlov (1927) and Skinner (1938). Positive contrast refers 
to an increase in performance above baseline in the unchanged components of a multiple 
schedule of reinforcement with a decrease in performance in the components changed to 
a less dense schedule of reinforcement. Negative induction, conversely, is a decrease in 
performance below baseline in the unchanged components of a multiple schedule of 
reinforcement with a decrease in performance in the components changed to a less 
favorable level of reinforcement. Positive induction is defined as an increase in 
performance above baseline in the unchanged components of a multiple schedule of 
reinforcement with an increase in the changed components. Finally, negative contrast 
refers to a decrease in performance below baseline in the unchanged components of a 
multiple schedule of reinforcement with an increase above baseline in the changed 
components (Schwartz & Gamzu, 1977; see Appendix A for diagram). Of these 
phenomena, positive contrast became a major focus in behavioral research perhaps 
because this result seemed counterintuitive for the experimental conditions. 
The behavioral interaction labeled positive contrast might be described. less 
technically, as a change in the rate of behavior in the presence of two different stimuli in 
opposite direcuons in accordance with a change to a less dense schedule of reinforcement 
correlated with only one of the stimuli. For example, positive contrast would be observed 
if the rate of a behavior increased in the presence of a green stimulus correlated with no 
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change in the schedule of reinforcement while the rate of behavior decreased in the 
presence of a red stimulus correlated with a change to a leaner schedule of reinforcement. 
Reynolds (1975) explained positive contrast as follows: "When the consequences of a 
response become less reinforcing in the presence of one stimulus. we can expect the 
frequency of the response to increase in the presence of another stimulus where its 
consequences remain reinforcing." Positive contrast, therefore, is an increase in behavior 
under a constant set of circumstances as a result of the reduction or elimination of 
reinforcement and a concomitant decrease in behavior under another set of circumstances. 
Positive Behavioral Contrast 
Although there were numerous efforts to examine the contrast phenomenon (such as 
Crespi, 1942; Zearnan, 1949; Smith & Hoy, 1954; Findley, 1958; Herrnstein & Brady, 
1958; Hemck, Meyers & Korotin, 1959; Collier & Marx, 1959) the definitive paradigm 
was not outlined until Reynolds' research in 1961(a). Reynolds' landmark experiment 
served as a catalyst for the investigation of positive behavioral contrast in operant 
psychology. Reynolds employed a multiple schedule of reinforcement which regularly 
alternated a red key light signaling one schedule of reinforcement and a green key light 
signaling the other schedule. During the baseline phase, four pigeons were trained to key 
peck on a multiple variable-interval 3-minute variable-interval 3-minute (mult VI 3-min 
VI 3-min) schedule of reinforcement. Reynolds' experiment consisted of different phases 
which were correlated with several changes in the schedule of reinforcement. The shift to 
a multiple variable-interval 3-minute extinction schedule (rnulr VI 3-min EXT), however, 
proved to be the schedule change of greatest interest. The introduction of extinction (or 
the elimination of reinforcement) produced an increase in responding in the unchanged 
components and a concomitant decrease in responding in the changed components (i.e.. 
positive behavioral contrast). Positive behavioral contrast was also observed as a 
consequence of other experimental manipulations presented Reynolds' work such as a 
4 
shift to a time-out component. Finally, Reynolds' reversal to the mult VI 3-rnin VI 3-min 
schedule of reinforcement (or a return to baseline conditions) re-established responding to 
baseline frequencies. Reynolds concluded: 
Contrast appears rather to depend upon a relation among schedules of reinforcement 
currently controlling an organism's behavior. The results of the present experiments 
and of those summarized in the introduction suggest the following relativistic 
specification of the conditions for contrast. The frequency of reinforcement in the 
presence of a given stimulus, relative to the frequerlcy during all of the stimuli that 
successively control at1 orgarzism's behavior, in part determines the rate of responding 
that the given stimulus controls. A change in the relative frequency of reinforcement 
associated with one of several successive stimuli changes the rate of responding 
during that stimulus; an increase in relative frequency produces an increase in the rate 
of responding (1 96 1 a, p. 70). 
There are several aspects of Reynolds' experiment that have developed into typical 
procedures for the examination of the contrast phenomenon. The use of a variable- 
interval schedule of reinforcement for unchanged components, the shift from a variable- 
interval schedule of reinforcement to extinction for changed components, and a single 
response requirement in both schedules (Schwartz & Gamzu, 1977) are all 
methodological contributions of Reynolds' work. Reynolds' experiment also stressed the 
importance of the reinstatement of baseline conditions as a control procedure during the 
investigation of behavioral contrast (Mackintosh, 1974). 
Theories of Contrast 
The phenomenon of behavioral contrast has been the subject of conjecture for over 
twenty years (for reviews see Dunham, 1968; Mackintosh, 1974; Schwanz & Gamzu. 
1977). After extensive empirical investigation, a number of interpretations of the 
behavioral contrast phenomenon have fallen by the wayside (Hearst & Gormley. 1976). 
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The four theories that have endured time and rigorous empirical investigation include the 
reinforcement frequency explanation. the response rate reduction explanation (or 
emotionality hypothesis), the induction explanation and additivity theory. The concept of 
inhibition is central to all of these conceptualizations except additivity theory (Reynolds 
196 la ,  1961 b, 1961c, 1961d; Bloomfield, 1969; Malone & Staddon, 1973; Terrace, 
1963a, 1963b, 1966a, 1966b, 1968,1972). 
The reinforcement frequency explanation proposed by Reynolds (1 96 la, 196 1 b, 
1961c, 1961d) was based on the research outlined earlier. Reynolds concluded that the 
behavioral contrast phenomenon was the by-product of an apparent increase in the 
frequency of reinforcement in the unchanged components relative to the reduction in 
frequency of reinforcement in the changed components. In several experimental 
manipulations, Reynolds observed behavioral contrast in schedule changes from a 
multiple variable-interval variable-interval (mult VI VI) to leaner, less favorable, 
schedules of reinforcement, to differential reinforcement of low rates of behavior and to 
extinction in the changed component. According to Reynolds (1961c), subjects' "increase 
in [response] rate during red [signal light for unchanged schedule] occurs only when the 
absolute frequency of reinforcement correlated with green [signal light for changed 
schedule] decreases. Thus, the rate of responding during the presentation of red appears 
to increase as the relative frequency of reinforcement associated with red increases, even 
though the absolute frequency of reinforcement associated with red is constant" (p. 179). 
Regardless of the fact that reinforcement is held constant in one schedule, reinforcement 
seems to increase in accordance with diminishing levels of reinforcement previously 
experienced in the other schedule. In other words. there is an apparent change in the 
value of reinforcement for the organism. Schwartz and Gamzu (1977) summarized 
Reynolds' proposal by stating that positive and negative contrast involved a change in a 
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response rate in the direction away from the change in the frequency of reinforcement in 
the other components. 
Inhibition plays a major role in Reynolds' reinforcement frequency explanation of 
contrast. Reynolds proposed that reinforcement also imposes an inhibitory effect over all 
behavior. In this explanation, a reduction in reinforcement in one schedule releases 
inhibition over the behavior in the other schedule. Disinhibition associated with the 
reduction in reinforcement, therefore, would cause an increase in behavior in the 
unchanged schedule of reinforcement. Behavior which is released from the inhibition of 
reinforcement is observed as increased responding in unchanged components with the 
unchanged schedule of reinforcement concomitant with reinforcement reduction in 
components with the changed schedule of reinforcement. Catania (1969) supports this 
premise reiterating that contrast occurs due to a release in inhibition from the previously 
reinforced component. 
Terrace (1 963a, 1963b, 1966a, 1966b, 1972) proposed the response reduction 
explanation (or emotionality hypothesis) of contrast. When Terrace trained pigeons to 
make a discrimination without errors, the positive behavioral contrast phenomenon was 
not observed. The paradigm, referred to as 'errorless learning', involved superimposing a 
multiple variable-interval extinction (mult VI EXT) schedule of reinforcement on a 
variable-interval (VI) schedule of reinforcement such that the pigeon could not respond to 
the stimulus correlated with extinction. Terrace, therefore, hoped to demonstrate that 
reduction in response rates, rather than reinforcement frequency (as proposed by 
Reynolds, 1961a, 1961b, 1961c, 1961d), was the controlling factor in behavioral contrast. 
The problem with the 'errorless learning' procedure is that response reduction and 
reinforcement frequency are perfectly confounded in Terrace's experimental paradigm. 
As a result of criticisms associated with this methodological confound, Terrace (1966a) 
later restated his explanation to include inhibition as the crucial factor in positive 
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behavioral contrast. Terrace continued to maintain that while response rate reduction was 
necessary, it was not sufficient to produce behavioral contrast effects. According to 
Terrace's revised proposal, when an organism must actively inhibit behavior during one 
component of a discrimination, then the resulting increases in behavior in the other 
component are "by-products of frustration or similar emotional response" (Terrace, 
1966a, p. 617). The emotionality produced from the inhibition of one behavior increases 
other behaviors. The response reduction explanation, however, failed to account for 
negative behavioral contrast and induction. 
Williams (1965a. 1965b) postulated an induction explanation of contrast based on 
Pavlov" conceptualization of induction (1927). In the induction explanation, the 
controlling variable in contrast is the interaction between excitatory and inhibitory 
gradients inherent in the successive discrimination procedure. An interplay between 
excitation and inhibition, according to this theory. produces increased performance for a 
stimulus associated with an unchanged schedule of reinforcement, with decreased 
performance for the stimulus in the changed schedule of reinforcement. The opposite 
influences, therefore, result in negative induction. Dunham (1968) explained that 
"positive induction refers to the fact that a CR [conditioned response] has a shorter 
latency to a positive CS [conditioned stimulus] if preceded by a negative CS than when it 
is presented alone. The reverse is negative inductiont' (p. 308). As with other 
explanations of contrast, inhibition is a factor. 
Additivity Theorv of Contrast 
Additivity theory, the most recently developed alternative explanation of the 
behavioral contrast phenomenon, did not postulate inhibition as the conuolling variable. 
Research on autoshaping (Brown & Jenkins, 1968) and automaintenance (Williams & 
Williams, 1969) sewed as the basis for additivity theory. The contention of additivity 
theory, as originallv proposed by Garnzu and Schwanz (1973). is that contrast is a result 
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of elicited key pecks evoked by Pavlovian contingencies between the stimulus and the 
reinforcer. According to additivity theory, during the mult VI VI phase of the 
experiment, response-reinforcer contingencies exist for both components. Differential 
stimulus-reinforcer contingencies are not in operation. In the change to the ntulr VI EXT 
phase of the experiment, however, there is an introduction of stimulus-reinforcer 
contingencies for the VI schedule of reinforcement in addition to response-reinforcer 
contingencies. Conversely, the stimulus correlated with extinction does not predict 
reinforcement and, therefore, possess no stimulus-reinforcer dependency. The result of 
summing the responses generated by each of the two sources of control (stimulus- 
reinforcer and response-reinforcer contingencies) in operation simultaneously is contrast 
(i.e., the unexpected increase in responding in the unchanged VI components). Schwartz 
and Gamzu (1977) maintain that "the additivity theory of contrast is simple: contrast 
occurs because a differential stimulus-reinforcer dependency is imposed upon an already 
existing response-reinforcer dependency, and the two sources of control combine to 
increase the rate of key pecking" (p. 80). Gamzu and Schwartz (1973) and Ricci (1973) 
have suggested that contrast may merely be the addition of an elicited response to an 
operant baseline. A number of researchers (Boakes, 1973; Gamzu & Schwartz, 1973; 
Gamzu & Williams, 1973; Hernrnes, 1973; Schwartz, 1973; Rachlin, 1973, Ricci, 1973: 
Staddon, 1972) have produced results in support of additivity theory and further 
examined the conditions under which elicited key pecking occurs. 
Hearst and Gomley (1 976) conceptualized additivity theory differently from other 
researchers (for example Rachlin, 1973; Ricci, 1973; Gamzu & Schwartz, 1973). Hearst 
and Gormley (1976) maintained that stimulus-reinforcer contingencies and reinforcer- 
response contingencies are in effect during the entire experiment and do not become 
important until after discrimination training is initiated. Stimulus-reinforcer 
contingencies have an impact during the baseline phase, with the greatest impact during 
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the discrimination phase as the stimulus takes on informative properties with regard to 
reinforcement. Therefore. the culmination of the stimulus-reinforcer contingencies and 
reinforcer-response contingencies "provide the main cause of the increased responding 
during operant discrimination training that is often labeled behavioral contrast, since the 
explicit response-reinforcer correlation is lowered during discrimination phases (the 
overall frequency of reinforcement for responding is decreased)" (Hearst & Gormley, 
1976, p. 149). 
Keller (1974) funher developed the notion of additivity theory, suggesting that two 
different classes of behavior (operant and elicited pecks) are exhibited in the behavioral 
contrast phenomenon. Keller maintained that the placement of discriminative stimuli on 
the response key created a confound i n  standard procedures. Keller attempted to 
eliminate this projected confound and, therefore, to evoke the separation and 
measurement two classes of behavior (i.e., elicited and operant reponses) experimentally. 
Keller (1974) maintained that "stimuli correlated with reinforcement are usually projected 
upon the operant key" and that "stimulus control of operant responding should develop 
regardless of the locus of the component stirnulil"p. 250). Keller performed a series of 
several experiments to analyze this hypothesis. 
In a two-key procedure, Keller's (1974) pigeons were exposed to a two component 
multiple schedule with an operant key illuminated with three white, vertical lines on a 
black background and a signal key illuminated alternately with a green or red light. 
There were feedback clicks for responses to the signal key. During a muit VI VI schedule 
of reinforcement, the three pigeons directed responses to the operant key with virtually no 
responses to the signal key in either component. However, a switch to a mult VI EXT 
schedule produced mixed results across the three subjects. One pigeon did not peck the 
signal key and showed brief positive behavioral contrast effects to the operant key. There 
were pecks to the signal key wlth slight nepalrve induction effects on  the operant key 
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which did not total to a contrast effect in the second pigeon's responses. Finally, in the 
third pigeon's responses, there were pecks to the signal key with temporary contrast 
effects to the operant key. Keller concluded that "the procedure was only partially 
successful in generating behavioral conuast" (1974, p. 251). Keller was also interested in 
what the contrast effect might have been in a single-key multiple schedule for these 
pigeons. 
In a subsequent experiment, Keller (1974) alternated a single-key procedure and a 
two-key procedure. The two-key procedure was the same as the procedure stated above 
while the single-key procedure involved superimposing red or green light on the three 
white, vertical lines. All three pigeons showed a decrease in responding to the operant 
key (labeled induction by Keller) with an increase in responding to the signal key (labeled 
contrast by Keller). One of the pigeons displayed high rates of responding to the signal 
key almost exceeding responding to the operant key which Keller considered to be an 
"anomaly" (p. 251). Keller (1974) also produced an induction effect in relation to the 
operant key and a contrast effect in  relation to the signal key in a three component 
multiple schedule. Responses on the operant key were required to obtain reinforcement 
while the multiple schedules of reinforcement were signaled on the other two keys. One 
of the three pigeons, however, showed an increase in responding to the operant key and a 
decrease in responding to the signal key with some signal key responding developing 
later. Despite the decrease in responding to the operant key, when the operant responses 
were added to the signal responses the result was positive behavioral conuast. 
Based on these results, Keller (1974) came to three basic conclusions. First, elicited 
key pecks are present in addition to operant pecks in the contrast phenomenon. Second, a 
two-key procedure employing an operant key and a signal key form a viable experime~ltal 
procedure for measuring the two distinct classes of behavior--operant and respondent 
behavior, respectively. Unexpecred responses to the operant key, to Keller. were a 
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"partial failure to maintain complete control of elicited pecking" (1974, p. 255). Third. 
the changes in schedules of reinforcement associated with positive behavioral contrast in 
a single-key procedure resulted in induction seen in  relation to the operant key and 
contrast i n  relation to responses on the signal key in two-key procedures. Keller also 
surmised that the two-key procedure introduced additional variables by altering the 
quaEity of the discrimination, adding an additional response requirement (i.e., requiring 
subjects to change over between the two keys) and the procedure of alternating single-key 
sessions with two-key sessions. 
The strongest empirical support for additivity theory can be found using Keller's 
(1974) signal-key procedure. There are, however, certain aspects of Keller's assumptions, 
methodology and projections which warrant further investigation. Keller's (1974) initial 
findings were, at best, ambiguous. Moreover, positive behavioral contrast, as comprised 
of elicited and operant responses summed together across the signal and response key, 
has not proved to be a reliable phenomenon. Positive behavioral contrast is not a 
universal finding using the signal-key procedure. For example, Williams and Heyneman 
(1981) offered evidence that a two-second delay (i.ee, changeover delay) following the 
last key peck on a multiple variable-time extinction schedule of reinforcement greatly 
reduces the key pecking to the signal-key in the signal-key procedure. These findings 
suggested that adventitious reinforcement plays a significant role in responding made to 
the signal key. When birds peck (one or several times in succession) on the signal key 
and then move to the other key which is currently correlated with reinforcement, the 
initial responses might be reinforced. Reinforcement effects might extend to responding 
on both keys rather than to the one correlated with reinforcement. Operant contingencies, 
as opposed to Keller's explanation of elicited responses, could therefore be the 
determining factor in signal-key pecking. 
Research findings such as Williams and Heyneman (1981) suggested that the signal- 
key procedure involves fundamentally flawed methodology for disassociating elicited and 
operant behavior as well as for examining the d.ynamics of an operant procedure. Keller 
(1974) commented that the procedure was not completely successful in accomplishing a 
separation of elicited and operant responses as well. Furthermore, alternating sessions of 
a single-key procedure and a two-key procedure, as Keller did in his 1974 study, defeats 
the purpose of employing a two-key procedure. If responding to a single-key procedure 
under conditions similar to the two-key procedure was a point of possible empirical 
investigation, then a series of systematic extensions should be applied with different 
experimental groups hold.ing all other variables constant. The role of the changeover 
response in the two-key procedure should be further assessed to determine the effects on 
the discrimination as well as on resulting behavior. Moreover, if behavioral conuast is a 
single unit of behavior, then does a two-key procedure actually interfere with this 
phenomenon or does it produce another phenomenon altogether'? 
Rationale and Hmotheses for the Current Experiment 
Researchers utilizing different experimental paradigms have not produced consistent 
or uniform results in numerous attempts to observe positive behavioral contrast effects. 
Positive behavioral contrast appears to be an elusive and complex phenomenon. 
Confounding variables and methodological problems may account for the majority of 
failed empirical attempts to produce positive behavioral contrast. Fundamental questions 
remain unanswered. For example, what are the precise conditions required to produce 
positive behavioral contrast? Once the necessary and sufficient conditions for positive 
behavioral contrast have been identified, existing data may be effectively evaluated and 
assimilated into a comprehensive theory explaining the conuast phenomenon. 
The current experiment attempted to establish certain necessary conditions required to 
produce the contrast phenomenon. The present experimental procedure was also 
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designed to directly replicate and then systematically extend Keller's (1974) first 
experiment in order to address his ambiguous findings. These methodological variations 
may shed new light on the role of variables controlling behavioral contrast. The present 
experiment examined the effects of the location of discriminative stimuli in a two-key 
procedure on the occurrence of positive behavioral contrast. In light of Keller's (1974) 
projections, as well as Hearst and Gormley's (1976) research, it was anticipated that 
positive behavioral contrast would occur only when the predictive stimulus was located 
on the operandum. Conversely, positive behavioral contrast was not expected when the 
predictive stimulus was located off the operandum. Hearst & Corrnley's (1 976) criticism 
that baseline stability was not achieved in other studies was also addressed. The current 
procedure addressed methodological issues stemming from particular theoretical 
expianations of contrast effects. Given the particular methodology of this research, 
certain differential predictions were possible based on the various theories of contrast 
phenomenon. 
The emotionality hypothesis (or response reduction explanation) states that positive 
behavioral contrast is a by-product of frustration or emotionality. According to Terrace 
(1966a), increasing the difficulty of a discrimination heightens emotionality in an 
organism and likewise increases the probability of the occurrence of positive behavioral 
contrast. If Terrace's assumption is correct, then the group experiencing the most difficult 
discrimination in the current experimental procedure would be the group most likely to 
show the contrast phenomenon. 
Three experimental groups were used and each group addressed the emotionality 
hypothesis. Group 1 was a direct replication of Keller's (1974) procedure where operant 
responses directed to a white, center key were reinforced while the left key signaled 
scheduled consequences on the center key. Positions of the response and signal keys 
remained constant. In the current experiment, Group 2 experienced the same conditions 
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as Group 1 except that the position of response and signal keys were alternated psuedo- 
randomly. For Croup 3, the discriminative stimuli were located on the response key and 
an alternative, irrelevant key was present with no signal properties or  scheduled 
consequences whatsoever. As with Group 2. the position of the response key and the 
alternative key were alternated psuedo-randomly. The discrimination required of Group 
3 was projected to be less difficult than the one presented to Group 1 since the 
discriminative stimuli were located on the operandum for Group 3. The discrimination 
required of Group 2 was projected to be the most difficult of all due to the separation of 
the discriminative stimuli and the operandum as well as the positional changes in the 
keys. If indeed these relative discriminability projections are correct, then Group 2 had 
the highest probability of exhibiting positive behavioral contrast. Group 3 had the lowest 
probability of exhibiting contrast and Group 1 was associated with some intermediate 
probability of showing contrast phenomenon in accordance with the emotionality theory. 
Furthermore, if heightened emotionality leads to a higher probability of all responses-- 
targeted and interim alike--then responding to the white alternative key with no scheduled 
consequences should occur at some frequency for Group 3. 
If the induction explanation were supported using the current procedure, then the 
additional sources of excitation provided by the informativeness of stimuli would be 
crucial in producing behavioral conuast. The organism, however, must attend to stimuli 
for these stimuli to have informational value. Stimuli associated with nondifferential 
reinforcement offer no information to t h e  organism and, therefore, lose their 
discriminative propenies and become ~lonsalient. Organisms cease to attend to nonsalient 
stimuli. In Keller's (1974) paradigm, which explored behavioral contrast, pigeons may 
have learned to cease attending to the potential stimuli presented during baseline 
Stimuli are nonsalient during baseline, for Group 1. and there is little reason for 
pigeons to attend to noninformative stimuli. Pigeons In Group 2 were also exposed to 
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noninformative stimuli but may have attended to potential stimulation to some degree due 
to the changing location of the operant key. At the very least, these birds must have 
searched for the key which was associated with scheduled consequences. These pigeons 
were exposed to noninformative stimuli but due to the changing location of 
response/stimulus keys, continued attention may have been facilitated. The potential 
stimuli presented in baseline for Group 3 were noninformative due to nondifferential 
reinforcement, however, attention was maintained by virtue of the fact that potential 
stimuli were located on the operandum. According to induction theory, Group 3 was the 
most probable group to show the positive behavioral contrast phenomenon and Groups 1 
and 2 should not have shown positive behavioral contrast at all. 
According to additivity theory, all three experimental groups should display positive 
behavioral contrast given that all of the subjects experienced the same change in 
stimulus-reinforcer and response-reinforcer contingencies from the baseline phase to the 
experimental phase. The same influences in the experimental phase then make all groups 
susceptible to the emerging stimulus-reinforcer contingencies that result in positive 
behavioral contrast. 
The paradigm used in the present experiment does not test the reinforcement 
frequency explanation of positive behavioral contrast. The reinforcement frequency 
explanation was not examined because a reduction in the frequency of reinforcement was 




Fifteen adult, female, experimentally naive Silver King pigeons, purchased from 
Palmetto Pigeon Plant in Sumpter, South Carolina, served as subjects. Between 
experimental sessions, all subjects were housed individually and received unlimited 
access to grit and water. All of the pigeons were maintained at seventy percent of their 
free-feeding body weight. The birds were randomly assigned to experimental groups. 
Pigeons H2625, H2660, H3095, H1114, and H2185 were assigned to Group 1 and 
experienced the standard two-key behavioral contrast signal procedure used by Keller, 
(1974a). Pigeons H3008, H3064, H2141, H3074, and I32363 were assigned to Group 2 
and were exposed to the same two-key behavioral contrast signal procedure used with 
Group 1 except that the stimuli were projected alternately on the two keys in a pseudo- 
random order. The remaining five pigeons, H2198, H2703, H2797, H3055, and H3710. 
were assigned to Group 3 and experienced a two-key procedure in which one key had no 
relevant scheduled consequences and the other key served as the signal key and the 
operandurn. In Group 3, as with Group 2, the stimuli were projected alternately on the 
two keys in pseudo-random order. 
Aoparatus 
Daily 64-minute sessions were conducted in five laboratory-constmcted standard 
three-key operant chambers measuring 30 x 30 x 30 centimeters. The three translucent 
keys were located on the front panel of the experimental chamber. Each of the three keys 
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were 19 millimeters in diameter, and placed 10 centimeters apart, center-to-center. The 
right-most key was not used and was covered with a metal plate. The keys were 
positioned at a height of 20 centimeters from the grid floor of the chamber with the 
middle key centered on the front panel. Keys were adjusted to operate at approximately 
equal forces of equivalent to the weight of 10 grams. The keys were illuminated with 
either a white, a green (555 nm) or a red (606 nm) light by a Grason-Stadler E4580 
Multiple Stimulus projector unit or an Industrial Electric Engineering Multiple Stimulus 
projector unit located behind the front panel of the chamber. An unshielded 28 volt d.c. 
bulb (No. 1820 ux) served as a house light. The house light was located 24.5 centimeters 
above the grid floor and 1.5 centimeters from the ceiling of the chamber in the upper 
right-hand corner of the front panel. The house light was lit during scheduled 
presentations. Between the presentation of components there was a ten second black-out 
in which the house light and key lights were not illuminated. Experimental sessions were 
begun and terminated with all sources of fight off in the experimental chamber. 
The food hopper was located below the center key with the aperture five centimeters 
from the center point of the front panel and four centimeters from the grid floor of the 
chamber. Reinforcement consisted of a three-second presentation of Des Moines Feed 
Company Mixed-Grain Flyer Feed. During reinforcement presentations, the hopper 
aperture was illuminated by a 28 volt d.c. bulb - No. 1820~.  
The experimental chamber was enclosed in a 60 x 40 x 40 centimeter Coleman cooler 
which provided sound attenuation. Extraneous noise was masked by the sound of a 
ventilation fan mounted on the back wall of the Coleman cooler and a Gerbrands 
Masking Noise Generator (Model (34651) supplied continuous white noise, through a 
speaker, in  each experimental chamber. The chambers were controlled, and experimental 
events recorded, by conventional electromecl~anical equipment. The elecuon~echanical 
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equipment was located in an adjacent room to eliminate auditory feedback from the 
equipment. 
Procedurt; 
Experimental sessions were conducted seven days a week. During the first session of 
the experiment, pigeons were shaped to approach and eat from the food hopper. In the 
subsequent session, subjects were shaped by successive approximation to peck the center 
key. The center key was illuminated with a white light for Group 1 and Group 2 during 
shaping procedures. For Group 3, the center key was illuminated with a green (555 nm) 
tight during shaping procedures. Forty consecutive key pecks to the center key were 
reinforced on a continuous schedule of reinforcement (CRF) for the following two 
experimental sessions. During the fifth and sixth sessions, the birds in Group 3 were 
reinforced on a CRF schedule of reinforcement for forty consecutive pecks to the center 
key illuminated with a red (606 nm) light. The pigeons in Groups 1 and 2 continued to be 
reinforced on a CRF schedule of reinforcement for forty consecutive pecks to a center 
key which remained lit with a white light. For the seventh and eighth sessions, the 
stimulus conditions for each component were in effect on both keys with a ren second 
black-out added between components, and responses were reinforced on a multiple 
variable-interval 15-seconds variable-interval 15-seconds (mult VI 15-sec VI 15-sec). 
Subjects were exposed to a mult VI 30-sec VI 30-sec schedule for two sessions and then 
moved to a mult VI 1-min VI 1-rnin until all subjects responded readily. The baseline 
phase of the experiment for Groups 1, 2 and 3 consisted of 38, 26 and 28 sessions, 
respectively, on a muit VI 1-min VI 1-min schedule of reinforcement. 
For Groups 1 and 2 during baseline, the first VI 1-rnin schedule of reinforcement was 
signaled by a green key light and the second VI 1-rnin schedule was signaled by a red key 
light. Reinforcements were delivered for responses to the white key. For Group 3. 
during baseline, a V1 1-min schedule was correlated with a green key light and the 
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subsequent VI l-min schedule of reinforcement was correlated with a red key light. For 
pigeons in Group 3, responses to the red or green key lights were reinforced. The white 
key light served as an alternative and irrelevant response key. 
Responses to each of the stimulus combinations in all groups were recorded 
separately by mechanical counters. A ten percent stability criterion was employed before 
the experimental phase was implemented. The ten percent stability criterion required that 
the total number of responses in each component, for each subject in a group, could not 
vary more than ten percent across the five baseline sessions preceding the experimental 
phase. 
Experimental sessions consisted of the presentation of 32 two-minute components. 
For subjects in Group 1, the center, or operant, key was white while the left key or signal 
key was green during half of the scheduled components and red during the other half of 
the scheduled components. The signal key had no scheduled consequences but signaled 
scheduled consequences were on the operant (white) key for Group 1 (see Figure 1). For 
Group 2, the operant key was white and the signal key was green for half of the scheduled 
components and then red for the remaining components. The stimuli associated with the 
operant and signal keys were presented on both keys in a pseudo-random order so that no 
more than three presentations of one component appeared in a series within a particular 
session for Group 2. Once again, the signal key (red or green) had no scheduled 
consequences but signaled scheduled consequences related to the operant (white) key for 
Group 2 (see Figure 1). Finally, for Group 3, the stimuli were presented on the keys in 
the same fashion as in Group 2 except that the operant key was either green or red and the 
white key was irrelevant--i.e., possessed no relevant signal properties or scheduled 
consequences (see Figure 1). 
The V1 I-min VI l-min schedule of reinforcement was changed to VI l-min 
Extinction (EXT) schedule during the experimental phase of the experiment. The 
m u r e  1. The scheduled components for Group 1 using the 
traditional two-key behavioral contrast procedure (Keller, 
1974). The scheduled components for Group 2 using a 
modified two-key behavioral contrast procedure. The 
scheduled components for Group 3 using a modified two- 
key behavioral contrast procedure. The operant key in each 
component indicated by the asterick. The "W" symbolizes 
the key illuminated with a white light while the "G" and 
"R" symbolize the key illuminated with a green and red 
light, respectively. 
G = Green K e y  Light 
W = White Key Light 
R = Red Key Light 
* = Operant K e y  
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VI 1-min components were signaled by a green key light and EXT components were 
signaled by a red key light for Group 1, Group 2 and Group 3. The experimental phase 
for Groups 1 , 2  and 3 consisted of 45,45 and 44 daily sessions respectively. 
In the third and final phase of the experiment, the VI 1-min VI 1-min schedule of 
reinforcement was reinstated for all birds. This post-experimental or reversal phase 
consisted of the precise stimulus and schedule conditions that were in effect during the 
baseline phase. The reversal phase of the experiment for Groups 1 ,2  a d  3 continued for 
21, 22 and 21 sessions respectively. 
CHAPTER I11 
Results 
Results are shown in Figures 2 through 9 and Appendices B, C, D and E. Tables 1 
through 3 contain mean responses and response ranges across blocks of sessions in each 
phase of the experiment for all groups. All figures and tables present data for two 
component types in which the first component type, signaled by a green key light, was 
dways  associated with a variable-interval l-minute schedule of reinforcement and in the 
second component type, signaled by a red key light, the schedule changed from a 
variable-interval l-minute in baseline to extinction in the experimental phase and to a 
variable-interval 1-minute during the reversal phase. When all subjects within a group 
met a ten percent stability criterion for a minimum of five consecutive sessions, the 
experimental phase was introduced. These requirements for shifting from baseline to the 
experimental phase were employed for each group. 
Figure 2 (also see Appendix B), depicts individual performances of each subject in 
Group 1, where number of responses to the operant key were summed with responses to 
the signal key for both component types across all sessions. Group 1 results are 
presented in Figures 2 and 3 to show that group data are analogous to individual data. 
Summary data presented for each group allowed projections related to general trends 
across subjects within a group to be clearly evaluated. 
Figure 2 clearly indicates no evidence of positive behavioral contrast in the response 
patterns of the five subjects in Group 1. Even when operant and signal key responses 
were summed, no evidence of positive behavioral contrast was observed. During the 
extinction componenrs of the experimental phase, increased responding to the operant 
m r e  2. The total number of responses across sessions for 
individual subjects in Group I .  The darkened circles show 
responses to the white operant key in the presence of a 
green signal key summed w i ~ h  responses to the green signal 
key. The empty circles show responses to the white 
operant key in the presence of a red signal key summed 
with responses to the red signal key. The solid, vertical 
lines show the point at which the baseline phase changed to 
the experimental phase and the experimental phase changed 
to the reversal phase. 
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Figure 3. The total number of responses across sessions for 
individual subjects in Group 1. The open circles show 
responses to the white operant key in the presence of a 
green signal key. The open diamonds show responses to 
the green signal key. The darkened squares show responses 
to the white operant key in the presence of a red signal key. 
The darkened diamonds show responses to the red signal 
key. The solid, vertical lines show the point at which the 
baseline phase changed to the experimental phase and the 
experimental phase changed to the reversal phase. 

Figure 4. The total number of responses across sessions for 
individual subjects in Group 2. The darkened circles show 
responses to the white operant key in the presence of a 
green signal key summed with responses to the green signal 
key. The empty circles show responses to the white 
operant key in the presence of a red signal key summed 
with responses to the red signal key. The solid, vertical 
lines show the point at which the baseline phase changed to 
the experimental phase and the experimental phase changed 









-re 5. The total number of responses across sessions for 
individual subjects in Group 2. The open circles show 
responses to the white operant key in the presence of a 
green signal key. The open diamonds show responses to 
the green signal key. The darkened squares show responses 
to the white operant key in the presence of a red signal key. 
The darkened diamonds show responses to the red signal 
key. The solid, vertical lines show the point at which the 
baseline phase changed to the experimental phase and the 
experimental phase changed to the reversal phase. 

Figure 6. The total number of responses across sessions for 
individual subjects in Group 3. The darkened circles show 
responses to the green operant key in the presence of a 
white alternative key summed with responses to the white 
alternative key. The empty circles show responses to the 
red operant key in the presence of a white alternative key 
summed with responses to the white alternative key. The 
solid, vertical lines show the point at which the baseline 
phase changed to the experimental phase and the 
experimental phase changed to the reversal phase. 

-re 7. The total number of responses across sessions for 
individual subjects in Group 3. The empty diamonds show 
responses to the green operant key in the presence of a 
white alternative key. The empty circles show responses to 
the white alternative key. The darkened diamonds show 
responses to the red operant key in the presence of a white 
alternative key. The darkened squares show responses to 
the white alternative key. The solid, vertical lines show the 
point at which the baseline phase changed to the 
experimental phase and the experimental phase changed to 
the reversal phase. 

&re 8. The mean number of responses across sessions 
for Group 1, Group 2 and Group 3. The darkened circles 
show mean responses to the white operant key in the 
presence of a green signal key summed with mean 
responses to the green signal key for Croups 1 and 2. The 
empty circles show mean responses to the white operant 
key in the presence of a red signal key summed with mean 
responses to the red signal key for Groups 1 and 2. For 
Group 3, the darkened circles show mean responses to the 
green operant key in the presence of a white alternative key 
summed with mean responses to the white alternative key. 
The empty circles show mean responses to the red operant 
key in the presence of a white alternative key summed with 
mean responses to the white alternative key for Group 3. 
The solid, vertical lines show the point at which the 
baseline phase changed to the experimental phase and the 
experimental phase changed to the reversal phase. 

Figure 9. The mean number of responses across sessions to 
the operant and signal keys Group 1 and Group 2 as well as 
to the operant and alternative keys for Group 3. The open 
circles show responses to the white operant key in the 
presence of a green signal key for Groups 1 and 2. The 
open diamonds show responses to the green signal key for 
Groups 1 and 2. The darkened squares show responses to 
the white operant key in the presence of a red signal key for 
Groups 1 and 2. The darkened diamonds show responses to 
the red signal key for Groups 1 and 2. The empty 
diamonds show responses to the green operant key in the 
presence of a white alternative key for Group 3. The empty 
circles show responses to the white alternative key in the 
presence of the green operant key for Group 3. The 
darkened diamonds show responses to the red operant key 
in the presence of a white alternative key for Group 3. The 
darkened squares show responses to the white alternative 
key in the presence of the red operant key for Group 3. The 
solid, vertical lines show the point at which the baseline 
phase changed to the experimental phase and the 
experimental phase changed to the reversal phase. 

'Fable 1 
Mean Data for Group 1 

Table 3 
klean Data for Group 3 
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key was uniform across all subjects for the first three to eight sessions. Negative 
induction was observed in Subjects 1 and 4. After an initial disruption, Subjects 2, 3 and 
5 maintained baseline levels of responding to the operant key, which continued to be 
correlated with the variable-interval l-minute schedule of reinforcement. 
Figure 3 (also see Appendix C) presents the total number of responses to the operant 
and signal keys separately for Group 1. No responses were directed to the green or red 
signal keys by Subject 1. Virtually no responses were directed to the green or red signal 
keys by Subject 3. Subjects 2 and 4 emitted few responses to the green signal key and 
even fewer to the red signal key during the experimental phase. Subject 5 showed a peak 
and then a decline in responding to the green signal key during the second half of the 
experimental phase. Responses to both green and red signal keys for Subjects 2 ,4  and 5 
quickly diminished to zero or near zero with the reinstatement of baseline conditions in 
the reversal phase. Nearly complete recovery of the original baseline performances were 
seen for Subjects 2 , 3  and 5. 
Figure 4 (also see Appendix B) depicts the number of responses to the operant key 
summed with responses to the signal key for both component types across all sessions for 
each subject in Group 2. Group 2 results are also presented in Figures 4 and 5 to show 
group data are analogous to individual data. Similar results were obtained in Group 2 as 
with Group 1. Indeed, no positive behavioral contrast was observed for any of the five 
subjects in Group 2. Negative induction was noted, however, for all of the subjects in 
Group 2. As shown in Figure 5 (also see Appendix C), virtually no responses were 
emitted to the green or red signal keys during baseline for Subjects 1. 2 , 4  and 5. Sub.ject 
3 showed a peak and then a decline toward zero in responding to the green and red signal 
keys during baseline. In comparison to subjects in other groups, subjects in Group 2 
showed substantial responding to the green signal key during the experimental phase. 
Nevertheles~. the summation of responses to the operant key and the signal key did not 
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produce positive behavioral contrast. Responses to the green signal key persisted for 
every subject in Group 2 throughout the reversal phase. Despite intrasubject variability, 
Group 2 responding approached baseline performances in the reversal phase. 
Figure 6 (also see Appendix B) depicts responses to the operant key summed with 
responses to the alternative key for both component types across all sessions for each 
subject in Group 3. Group 3 results are also presented in Figure 6 to show group data are 
also analogous to individual data. All subjects in Group 3 showed increased responding 
to the red key correlated with extinction for the first session in the experimental phase 
with decreased responding in subsequent sessions. Positive behavioral contrast was 
clearly observed in subjects 2, 3 , 4  and 5. Positive behavioral contrast may be projected 
for Subject 1 as well. Responding to the operant key correlated with the variable-interval 
1-minute schedule increased above baseline levels for Subject 1; and although the 
increase was not immediate, the effect was present. 
Responses to the operant key and the alternative key for both component types for all 
five subjects in Group 3 are presented in Figure 7 (also see Appendix C). No responding 
to the alternative key was noted across all phases and subjects in Group 3. As compared 
to Groups 1 and 2, subjects in Group 3 displayed the least amount of variability in 
responding. Subjects 2, 3, 4 and 5 resumed responding at levels similar to baseline 
performances during the reversal phase. Subject 1 did not respond to the red key and, 
therefore, did not come into contact with reinstated contingencies until the ninety-third 
session of the reversal phase. For subject 1, responding rapidly increased to frequencies 
approaching baseline performance once the contingency was re-experienced. 
Figures 8 and 9 (also see Appendices D and E) present results for comparisons across 
experimental groups. For Groups 1 and 2, Figure 8 (and Appendix D) shows mean 
responses to the operant key summed with mean responses to the signal key for both 
components. Figure 8. for Group 3. shows mean responses to the operant kev summed 
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with mean responses to the alternative key. Intergroup variability is evident in Figure 8 
and Tables 1, 2 and 3. Group 1 mean baseline response rates ranged from 1.763 to 2,868 
whereas Group 2 and Group 3 mean baseline response rates ranged from 1.284 to 1,941 
and 1.154 to 1,980, respectively. Variability from session to session within Group I was 
equally distributed across both component types. At various points throughout the 
baseline, Groups 2 and 3 emitted more responses in the presence of the red stimulus than 
the green. As seen in Figure 9 (also see Appendix E), virtually no responses were emitted 
on the signal key for Groups 1 and 2 or the alternative key for Group 3 in the baseline 
phase. 
Immediate substantial increases in  responding to the operant key correlated with 
extinction were noted at the onset of the experimental phase for all groups (see Figure 9). 
Initial increases were well above baseline and operant key responses in unchanged 
components for all groups. Increases in responding, with the initiation of the 
experimental phase, were maintained for the first four sessions for Group 1; the first six 
sessions for Group 2; but only the first session for Group 3. This extinction burst 
disappeared for Groups 1 ,  2 and 3 with the fifth, seventh and second sessions, 
respectively. 
The absence of a positive behavioral contrast effect was clear, in Figures 8 and 9, for 
Groups 1 and 2. Summing the mean responses across the operant and signal keys for 
Groups 1 and 2 (see Figure 8) also did not result in positive behavioral contrast. In fact, a 
negative induction effect was observed for Groups 1 and 2 following the extinction burst 
in initial sessions of the experimental phase. Positive behavioral contrast was observed. 
however, i n  Group 3 as shown in Figures 8 and 9. In the experimental phase, decreased 
responding to the operant key correlated with extinction was more pronounced in Groups 
2 and 3 than in  Group 1. 
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Mean responses to the operant, signal and/or alternative keys are presented separately 
in Figure 9 (also see Appendix C) for all groups. As shown in Figure 9, pecking directed 
at the signal key did not occur with the onset of the experimental phase for Groups 1 and 
2. For Group 1, mean responses to the green signal key were observed after the fifty- 
third session (or fifteen sessions into the experimental phase) and continued throughout 
this phase. Substantial mean responses to the green signal key, for Group 2, were 
observed after the twenty-eighth session (or two sessions into the experimental phase) 
and continued throughout the experimental and reversal phases. As noted in Figure 9, as 
the reversal phase continued, mean responses to the green signal key decreased to near 
zero levels for Group 2. Group 3 showed virtually no responding to the alternative key 
throughout all phases of the experiment. 
For Groups 1 and 2, reinstatement of baseline conditions in the reversal phase 
produced a substantial recovery of original baseline performances (see Figures 8 and 9). 
In Group 3, recovery of responding to the operant key previously correlated with 
extinction in the experimental phase was not as complete as in the other two groups. 
CHAPTER IV 
Discussion 
The present research was designed to replicate Keller's (1974) first experiment to 
clarify his previously ambiguous findings and investigate the stimulus conditions 
required to produce positive behavioral contrast. Pigeons were trained to key peck in a 
two-key procedure and stimulus conditions were manipulated across three experimental 
groups. The pigeons in Group 1 were exposed to procedures replicating Keller's (1974) 
traditional two-key procedure in which the white, center key served as the operandum and 
the other key signaled scheduled consequences. In Group 2, pigeons experienced a two- 
key procedure in which the white key served as an operandum and the other key signaled 
scheduled as in Group 1; however, the position of the keys alternated in a pseudo-random 
order. Finally, Group 3 pigeons experienced a two-key procedure in which the key which 
served as the operandum also signaled schedu fed consequences and alternated pseudo- 
randomly with the other key which had no signal properties or scheduled consequences. 
Data for all three experimental groups clearly failed to support an additivity account 
of contrast. First, no positive behavioral contrast was observed in Group 1, where 
Keller's (1974) traditional signal-key procedure was used. There was virtually no signal- 
key pecking in four of five subjects in Group 1. One subject, however, showed a small 
peak and then a decline in responding to the green signal key in the latter half of the 
experimental phase. The contributions of the putative "classical pecks" (as identified in 
Keller's scheme) were insignificant, and did not result in a contrast effect. All subjects in 
Group 2 (where the modified two-key procedure was used), showed signal-key ~ e c k i n g  
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several sessions into the experimental phase. Nevertheless, no positive behavioral 
contrast was observed in Group 2 whether operant key, or operant key plus signal-key 
response totals were used as a criterion. Third, positive behavioral contrast was observed 
with essentially no alternative key pecking for all subjects in Group 3. 
These findings are inconsistent with Keller's findings and projections. Keller used the 
two-key signal procedure to present stimuli in a location different from the operandum. 
To Keller, presenting stimuli on the operandum produced an experimental confound that 
would not allow researchers to differentiate operant (response-reinforcer contingencies) 
and classical influences (stimulus-reinforcer contingencies). Keller maintained that 
stimulus control could be achieved regardless of the location of the discriminative stimuli 
in relation to the operandum. Group 1, in the present experiment, was intended to be a 
direct replication of Keller's methodology. Although Keller reported no consistent 
results, he was able to see positive behavioral contrast in some animals under certain 
conditions. Group 1 was intended to be a direct replication of Keller's methodology, yet 
no hint of positive behavioral contrast was noted. No positive behavioral contrast was 
observed in Group 1 whether responses to the operant key or responses to the signal-key 
were summed or considered in isolation. Other researchers have had difficulty in 
replicating Keller's findings (Schwartz, 1975; Spealman, 1976; Woodruff, 1979). When 
Keller moved discriminative stimuli off of the operant (response) key, positive behavioral 
contrast was not reliably produced. 
When stimulus and response keys were separated, in this experiment, no behavioral 
contrast was observed. When stimuli were projected onto the operandum, as with Group 
3. positive behavioral contrast was easily obtained. This experimental confound, 
therefore, seems to be a crucial factor in the production of positive behavioral contrast 
which was consistent with the empirical and theoretical findings of Hearst and Gomley 
1 1076)  :lrltl M:rllia~n\ : ~ n c j  Hevnem:ln 1'1081 i 
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Based on Keller's projections, the manipulations used with Groups 1 and 2 should 
have produced similar, if not identical, response patterns. This was not the case. 
Baseline frequencies were generally lower (also noted by Williams, 1983) when the 
locations of the stimulus/operandum varied, as compared to when the operant key was 
stationary. This is not surprising given that one group of birds needed only to stand in 
front of one key and peck when the experimental chamber was illuminated, while the 
other group had to first locate the operant key before directing responses. In addition to 
limiting the speed of the response at the onset of the component, the variation in location 
of the operandum imposed the necessity for vigilance--or increased attention in the 
organism. Such vigilance was also necessitated by the stimulus arrangement in Group 3 - 
again, due to alternation in the location of the operandum. Such attentional effects do not 
directly account for the evolution of the contrast phenomenon, however, the same level of 
attentional demand in Groups 2 and 3 produced differing levels of contrast. 
The experimental phase introduced the same discrimination for all three groups 
(green, reinforced; red, not reinforced): However, the present paradigm produced 
variation in availability of the discriminative stimuli to the subject. In Group 3, the 
operandum provided meaningful information because discriminative stimuli were located 
there. Groups 1 and 2, however, experienced discriminative stimuli on the other key. 
Stimuli which are projected on the operandum, as with Group 3, should be more salient 
than stimuli located off the operandum, as with Groups 1 and 2. Only when vigilance 
was reinforced in baseline and the stimuli associated with the operandum were salient in  
the experimental phase, was positive behavioral contrast produced. as with Group 3. 
Some attention to stimuli may very well have been maintained during baseline for 
Group 2 where operant key position varied. If attention to stimuli was maintained by this 
manipulation. then clearly more than simple attentional mechanism is necessary to 
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operant key and the stimulus on the operant key was the point of concentration rather 
than a lighted key containing irrelevant stimuli for Group 3. Clearly if attention to 
stimuli during baseline is necessary then the experimental manipulation used with Group 
2 either: 1) did not maintain attention or; 2) did not maintain enough attention to produce 
contrast. 
One could argue that the findings in the present experiment were a product of 
stimulus control; that is, stimuli presented to Groups 1 and 2 were nonsalient and did not 
serve as hscriminative stimuli. Therefore, the stimulus-reinforcer contingencies that are 
normally in effect during discrimination training (for example, a change from a multiple 
variable-interval variable-interval to a multiple variable-interval extinction) were not 
present for Croups 1 and 2. Previous research using the signal-key procedure has 
produced inconsistent results. An inference may be made that in the studies that 
produced signal-key pecking the stimuli were salient and in the studies failing to produce 
signal-key pecking were nonsalient. The placement of stimuli on the response key, for 
Group 3, was intended to bring salience to the stimuli (i.e. stimulus control) and hence 
produced positive behavioral contrast. In Keller's (1974) second experiment, the 
alternation of a two-key signal procedure and a one-key procedure made the stimuli 
relevant because during half of the experimental sessions the stimuli were presented on 
the response key. Keller's signal-key procedure appears to separate the stimulus- 
reinforcer contingencies and response-reinforcer contingencies, but this procedure may 
not effect stimulus control. The present discussion of the possible changes in stimulus 
control has serious theoretical implications for interpreting the results of other signal-key 
procedures. Many conc~usions and the basis for theoretical explanations have been 
drawn from such research. Future research should show empirical evidence of 
discrimination and stimulus control. 
5 1 
These data did not support the emotionality hypothesis (or the response reduction 
explanation) of positive behavioral contrast. Positive behavioral contrast occurred in the 
Group 3, the group projected to have the Ieasr difficult discrimination. Positive 
behavioral contrast did not occur in Group 1 or Group 2 where the discriminations were 
projected to have an intermediate difficulty and the most difficulty, respectively. 
Moreover, no interim behavior in the form of responding to the alternative, irrelevant key 
ever occurred for Group 3. There was an extinction burst for each group which did not 
correspond with the projected difficulty of the discrimination for each group. The Iargest 
extinction burst was observed in Group 1. In Group 2, the next largest extinction burst 
was observed. Group 3 showed the smalfest extinction burst which consisted of only the 
f i t  session of the experimental phase. 
Extinction bursts are considered a by-product of emotionality associated with the 
introduction of extinction, Extinction bursts are evidence of emotionality. Emotionality 
was dispiayed as extinction bursts in all groups, but neither equally nor in the form of 
positive behavioral contrast. In fact, positive behavioral contrast was inversely related to 
the occurrence of extinction bursts. Emotionality, therefore, is inversely related to 
positive behavioral contrast. There was evidence to suggest that the degree of reactivity 
was a direct effect of the respective experimental manipulations. Specifically, reactivity 
was negatively associated with the degree to which discriminative stimuli were 
recognized as such. The greatest extinction bursts (emotionality) were seen in Group 1, 
where discriminative stimuli were functionally irrelevant in baseline. Hence, attending to 
the red/green variation was not well defined in these animals' repertoires. Emotionality 
was less evident in Group 2 in which, while irrelevant during baseline, the red/green 
variation was regularly experienced as a necessary condition for locating the more 
meaningful white stimulus. As the animals in Group 2 entered the experimental phase. 
ttlc!-efore. they had greater rvperience with the rediyeen variation and were concequentlv 
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better prepared to learn that discrimination. Finally, the least emotionality was evidenced 
by Group 3 subjects. Their "experience" of redfgreen variation was requisite for 
successful responding during baseline (i-e., Group 2 subjects could correctly respond to 
white, or not respond to red/green; Group 3 could only successfully respond to 
red/green). 
The extinction burst as a manifestation of emotionality is inconsistent with T e r r a ~ e ' ~  
(1963a, 1963b, 1966a, 1966b, 1972) account of positive behavioral contrast as an 
emotional by-product. Not only did the most difficult discrimination produce the least 
"frustration" effect, but Terrace's errorless learning would have clearIy eliminated such 
reactivity. Thus, the extinction burst and positive behavioral contrast are different 
phenomena. Terrace's procedure may not have addressed the behavioral contrast issue. 
The present experimental paradigm did not address the reinforcement frequency 
explanation of positive behavioral contrast. Reinforcement frequency was perfectly 
confounded with all other variables manipulated in the experiment. 
The present experiment was also pertinent to the induction explanation. If 
informative stimuli do produce excitation, as suggested in the introduction, then the 
induction hypothesis would be supported by these data. However, in the interest of 
parsimony, and in light of the informative-vigilance hypothesis outlined above, it may be 
unnecessary to introduce the concept of excitation to explain positive behavioral contrast. 
The findings in the present experiment suggest that subsequent research is necessary 
to assess the impact of several variables on the behavioral contrast phenomenon. First. a 
replication of the current study employing a changeover delay (COD) would determine 
whether signal-key pecking observed in Group 2 was a by-product of generalization or 
constituted adventitious reinforcement. Second, a fourth experi~nental group should be 
considered in comparison to the three experimental groups in the current procedure. In 
order to assess attentional factors and the salience of stimuli, for this fourth group 
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signaled consequences should be projected on the stationary operandurn. Finally, 
additional studies should be proposed utilizing generalization gradients to assess the 
infomationd value of discriminative stimuli. 
The present procedure was consistent with a number of researcher's conclusions (i.e., 
Schwartz & Garnzu, 1977; Williams, 1979; Williams, 1983; Williams & Heyneman, 
198 1) showing that additivity theory as well as other previous theories of contrast cannot 
adequately account for positive behavioral contrast in multiple schedules of 
reinforcement. The current procedure shows that positive behavioral contrast is not a 
universal finding with Keller's signal-key procedure. The present results go beyond 
previous findings, however, suggesting two alternative mechanisms that may serve as 
crucial factors in the formation of the positive behavioral contrast phenomenon. In light 
of the present data, both attentional factors during the baseline phase and the salience of 
stimuli during the experimental phase are significant variables in the production of 
positive behavioral contrast. The implication is that another explanation of behavioral 
interactions may account for the phenomenon. The informative-vigilance account of 
positive behavioral contrast should be evinced by further investigations. 
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Appendix A 
Schematic Diagrams of the Four Types of Behavioral Interaction 
m u r e  10. Schematic diagrams of the four types of 
behavioral interactions: positive contrast, negative contrast, 
positive induction and negative induction from "Pavlovian 
Control of Operant Behavior" by B. Schwartz and E. 
Gamuz in W. K. Honig & J. E. R. Stadddon (Eds), 
Handbook of Operant Behavior, 1977, p. 72. Reprinted by 
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Appendix F 
Tables of Weights for Each Subiect Within G r o u ~ s  
Table 4 
Table 5 
Wei~hts  for Each Subject in Group 2 
Table 6 
Wei~hts for Each Subiect in G r o u ~  3
Appendix G 
Psuedo-Random Order of Components bv Groups 
Table 7 
SaMace 1 for G r o u ~  1, 
(R = Red Key G = Green Key W = White Key) 
Table 8 
Seauence 2 for G r o u ~  1
(R = Red Key G = Green Key W = White Key) 
Table 9 
(R = Red Key G = Green Key W = White Key) 
Table 10 
Sequence 2 for Group 2 and Grour, 3 
(R = Red Key G = Green Key W = White Key) 
Appendix H 
Presentation of Seauences Across Sessions 
Table 11 
Presentation of Seauences Across Sessions 
