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Abstract
Longitudinal bipartite relational data characterize the evolution of relations between
pairs of actors, where actors are of two distinct types and relations exist only be-
tween disparate types. A common goal is to understand the temporal dependencies,
specifically which actor relations incite later actor relations. There are two existing
approaches to this problem. The first approach projects the bipartite data in each
time period to a unipartite network and uses existing unipartite network models. Un-
fortunately, information is lost in calculating the projection and generative models
for networks obtained through this process are scarce. The second approach rep-
resents dependencies using two unipartite influence networks, corresponding to the
two actor types. Existing models taking this approach are bilinear in the influence
networks, creating challenges in computation and interpretation. We propose a novel
generative model that permits estimation of weighted, directed influence networks
and does not suffer from these shortcomings. The proposed model is linear in the
influence networks, permitting inference using off-the-shelf software tools. We prove
our estimator is consistent under cases of model misspecification and nearly asymp-
totically equivalent to the bilinear estimator. We demonstrate the performance of the
proposed model in simulation studies and an analysis of weekly international state
interactions.
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1 Introduction
Longitudinal bipartite relational data are being collected at unprecedented rates to study
complex phenomena in both the social and biological sciences. These data characterize
the evolution of relations between pairs of actors, where each actor is one of two distinct
types and relations exist only between disparate actor types. Studies involving such data
have focused on, e.g., films (Watts and Strogatz, 1998), international relations (Boulet
et al., 2016), metabolic interactions (Jeong et al., 2000), recommender systems (Linden
et al., 2003), transportation systems (Zhang et al., 2006), or international affairs (Campbell
et al., 2018). For example, in international affairs, researchers might study countries’
financial contributions to international organizations over the past few decades. Here, the
countries and international organizations are the actors and the relations of interest are
yearly financial contributions.
In many studies of longitudinal bipartite relational data, the relevant scientific questions
surround relations among actors of a single type; the set of which can be represented in
a unipartite network. For example, researchers may be interested in the (unobserved)
relationships among countries that affect the amount of financial contributions to different
international organizations. The financial contribution of China to the UN, for instance,
may be influenced by the US’s recent announcement to cut its budget obligations for 2018-
19. The degree of change in China’s contribution based on the US could be viewed as
a measure of US influence on China. Such influences may exist between international
organizations as well: the contribution of the US to the UN can be related to its financial
obligations to the WTO. In the examples given, the influences are occurring over time
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and are allowed to be asymmetric such that, for example, China may be influenced by the
US to a high degree while the US is not influenced by China. A goal then in studying
longitudinal bipartite data is often to infer the relationships among actors of each type.
We term these sets of unipartite relations influence networks. For example, in the US-
China illustration, the country influence network is denoted A = {aij}Si,j=1, where S is the
number of countries and aij represents the amount of influence country i has on country
j. Similarly, the organization influence network is denoted B = {bij}Li,j=1, where L is the
number of international organizations and bij represents the influence of organization i on
organization j. Inferring these latent influences are of substantive interest in many studies
and, in the case of the states and their contributions to international organizations, have
the potential to inform international policy-making in effective and previously unknown
ways.
The idea of summarizing bipartite data in terms of unipartite influence networks is not
new. Newman (2001) analyzes the relationships among academic authors by estimating the
unipartite author-author network from data on academics and the papers they authored
over five years. Newman (2001) ignores the temporal component of the data and defines
the relationship aij between author i and author j as the the number of papers i and j
co-authored during the five-year period. The resulting influence network is often referred to
as a (one-mode) projection. If the binary data matrix of authorship is denoted by a rectan-
gular matrix Y = {yik}, where yik is an indicator of whether academic i authored paper k,
then the author influence network can be expressed as A = YYT . Notice that A is symmet-
ric by construction and represents behavioral co-occurrence (in this case, co-authorship),
3
rather than influences over time as described earlier. Investigating temporal patterns in
publications, Baraba´si et al. (2002) estimated yearly influence networks among academic
authors using one-mode projections and analyzed the evolution of summary statistics of
the yearly projections. Extensions of one-mode projections exist for longitudinal bipartite
networks (Wu et al., 2014), weighted bipartite networks (Newman, 2004; Liu et al., 2009),
and for creating directed influence networks (Zhou et al., 2007). These various extensions
involve different weightings of the original bipartite relations (e.g., weight each paper by
the number of co-authors).
Due to the plethora of tools available for unipartite networks, bipartite data are often
cast into one-mode projections that can be subsequently analyzed using standard network
modeling techniques (Zhou et al., 2007). Although various weighting schemes have been
investigated for one-mode projections (Wu et al., 2014), a key disadvantage of this ap-
proach is that information in the original bipartite data is inherently lost in the projection,
regardless of the selected weighting scheme. In addition, since the data naturally arise
in a bipartite format, specifying a generative model for the projection on which to base
inference is fundamentally challenging.
In this paper, we propose a novel bipartite longitudinal influence network (BLIN) model,
which permits inference on the influence networks for each set of actors. This work builds
upon recent developments on statistical models for longitudinal unipartite relational data
(Banks and Carley, 1996; Snijders, 2005; Krackhardt and Handcock, 2007; Sewell and
Chen, 2015; Carnegie et al., 2015). Specifically, Almquist and Butts (2013, 2014) propose
an autoregressive model for unipartite networks that may be expressed as a generalized
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linear model. In a similar vein, we propose an autoregressive, generalized linear model for
bipartite networks, wherein the influence networks are autoregressive parameters.
The rest of the article is organized as follows. We introduce the BLIN model in Section 2.
We also discuss two existing approaches to modeling longitudinal bipartite data and explore
various possible extensions to our model. We describe maximum likelihood estimation
procedures for the BLIN model in Section 3 and give properties of the resulting estimators
in Section 4, including performance under misspecification. In Section 5, we compare
the performance of our model to existing approaches in simulation studies. Finally, in
Section 6, we demonstrate our methodology using a data set of state interactions over time
and conclude in Section 7.
2 BLIN Model
Let the matrix Yt = {ytij} ∈ RS×L denote the tth observation of the bipartite relations
among S actors of one type (e.g., countries) and L actors of a second type (e.g., international
organizations), where the time index t ∈ {1, 2, . . . , T}. For example, in the illustration
introduced above, the (i, j) entry in Yt, y
t
ij, is the financial contribution by country i to
international organization j in year t. The BLIN model expresses the relations at time
t, Yt, as a function of the previous relations {Yk : k ∈ {1, ..., t − 1}}, and the influence
matrices A and B:
Yt = A
T
lag∑
k=1
Yt−k +
lag∑
k=1
Yt−kB + Et, (1)
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where lag is the number of previous time periods upon which Yt depends and Et is an S×L
matrix of mean zero, independent and identically distributed errors. In this formulation,
it is the sum of the previous lag time period values that influence the current time period
according to the influence networks A and B. This model can alternatively be expressed
as:
ytij =
S∑
s=1
asi
(
lag∑
k=1
yt−ksj
)
+
L∑
`=1
b`j
(
lag∑
k=1
yt−ki`
)
+ etij. (2)
From this representation, it is more easily seen that ytij is exclusively a function of those y
t−k
k`
when either k = i or ` = j, or both. Consider lag = 1. In the context of the international
affairs example, this means that, for example, China’s financial contribution to the UN
in 2015 depends on the contributions of all other countries to the UN in 2014 through
entries in A, and on China’s financial contributions to all other international organizations
in 2014 through the entries in B. The interpretation of the individual A and B parameters
follow from BLIN being a linear model. For example, asi is the expected increase in
financial contributions of country i to a given international institution when country s
has raised its contribution by one unit to the same organization in the previous year.
Similarly, the coefficient b`j is the expected increase in budget obligations to international
organization j by a given country when international organization ` has received one unit
of financial contributions from the same country in the previous year. Figure 1 depicts
these influences using the international affairs example. A positive value of aUS,CHI in A,
corresponding to the influence of the US on China, means that if the US would increase
their contributions to the UN in 2014, then China is expected to increase its expenditure
to the UN in 2015. Similarly, a positive value of bUN,WTO in B, corresponding to influence
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of financial obligations to the UN on contributions to the WTO, implies that if the US
spent more money on the UN in 2014, then it is expected to increase its WTO expenditure
in 2015. Since the influence matrices are time invariant, the entries in A and B represent
the average influence over all time periods under consideration.
Figure 1 depicts types of direct influence patterns the BLIN model captures (i.e. those
between ytij and y
t−1
k` where i = k and/or j = `). Note, however, that secondary influences
(such as that between ytij and y
t−s
k` where i 6= k, and j 6= `) may propagate through the BLIN
model over multiple time periods, i.e. for s > 1. For example, although US contributions
to the UN in 2014 may not affect China’s contribution to the WTO in 2015, it may do so
in 2016. This may occur if, say, US financial transfers to the UN in 2014 affect China’s UN
expenditure in 2015 via a nonzero value of aUS, CHI . Then, China’s contribution to the UN
in 2015 impact its own contribution to the WTO in 2016 through a nonzero value bUN, WTO.
In this way, the BLIN model allows both direct and secondary influences through different
mechanisms.
A key property of the BLIN model is that is may be written as a linear model. Letting
yt and et denote the column-wise vectorization of matrices Yt and Et, respectively, the
model in (2) can alternatively be expressed
yt =
(
lag∑
k=1
YTt−k ⊗ IS
)
vec(AT ) +
(
IL ⊗
lag∑
k=1
Yt−k
)
vec(B) + et, (3)
:= X(t)B θ + et, (4)
where ‘⊗’ is the Kronecker product and vec(B) denotes the column-wise vectorization of
matrix B. In the second line, X(t)B is the SL × (S2 + L2) matrix [
∑lag
k=1 Y
T
t−k ⊗ IS, IL ⊗∑lag
k=1 Yt−k] and θ
T = [vec(AT )T , vec(B)T ] is the vector of parameters. Since the BLIN
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Dependence t− 1 t
Direct country (aUS,CHI)
Direct organization (bUN,WTO)
Secondary
Figure 1: Influence types in longitudinal bipartite relational data in the parlance of the
country/international organization example for two countries and two institutions when
lag = 1. Dark red nodes represent countries (US and China) and light blue nodes represent
international organizations (UN and WTO).
model may be written as a linear model, numerous off-the-shelf tools exist for estimation
(including regularization) of the BLIN model, making inference on the influence networks
straightforward. In what follows, we focus on the model without covariates, although we
may easily incorporate covariate information by adding the term Ztβ to the right hand
side of (3), for β ∈ Rp and Zt ∈ RSL×p. Thus, we assume throughout the paper that Yt is
mean zero for all t ∈ {1, 2, . . . , T} without loss of generality.
The BLIN model in (1) is not fully identifiable such that for any c ∈ R, the transfor-
mation {A,B} → {A + cIS,B − cIL} results in the exact same model for the data Yt.
This non-identifability means that we are unable to determine aii and bjj separately, but
that the sum aii + bjj is identifiable. Specifically, we may estimate the effect of y
t−1
ij on y
t
ij,
but we cannot decompose this effect into the contribution of country i and organization
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j. Nevertheless, we may compare the marginal country effect among countries and among
international organizations, respectively. For example, although the absolute values of
aUS,US and aCHI,CHI are not identifiable, their difference aUS,US − aCHI,CHI is identifiable.
If this difference is positive, we may conclude, for example, that a US increase in financial
contributions given a unit expenditure in the previous year is higher than China’s increase
in contributions.
2.1 Comparison to Existing Approaches
Diffusion models (e.g., Berry and Berry, 1990) are popular for studying the interdependen-
cies of institutions in political science (Desmarais et al., 2015). In these models, an outside
institution puts transmission pressure on for a particular policy on the focal institution,
making the latter more likely to adopt that policy. The network of these transmissions
forms a directed tree, where there is at most one path from one institution to another. The
diffusion model is distinct from the approach we propose in several ways. In the parlance
of the international affairs example, the former supposes that each country’s financial con-
tribution to a specific international organization is influenced by at most a single other
country. In addition, a binary network is inferred, rather than a weighted network which
can encode both positive and negative influences. Furthermore, methods for quantifying
uncertainty in the estimated network and incorporating covariates are unavailable.
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Hoff (2015) proposes a generative model for bipartite longitudinal data termed the
bilinear model, which can be expressed
Yt = A
T
lag∑
k=1
Yt−kB + Et. (5)
Unlike the BLIN model, the bilinear model is nonlinear, which complicates estimation,
regularization, and uncertainty quantification. The matrices A and B also measure actor
influences, however, the bilinear model combines the direct and secondary dependencies
in Figure 1 into the same mechanism. This results in a different interpretation of the
parameters. To illustrate this, we rewrite the bilinear model in (5) as
ytij =
S∑
s=1
L∑
`=1
asib`j
(
lag∑
k=1
yt−ks`
)
+ etij. (6)
Here we see Yt depends on every entry in Yt−1, as ytij may be affected by both y
t−1
sj
(direct) and yt−1s` (secondary) through asi. A consequence of the multiplicative nature of
the model is that the influence parameters must be interpreted in conjunction with one
another. For example, aUS, CHI represents the expected increase in Chinese contributions
to international institution k for each bjk unit of expenditure of the US to organization
j in the previous year. Thus, the interpretations of the country influences in A and the
international-organization influences in B are intertwined. While there are likely instances
where yts` is influenced by y
t−1
kj , we argue that secondary dependencies are often likely of a
smaller magnitude than the direct dependencies. In these cases, it would be undesirable to
use, for example, a single parameter aik to simultaneously capture direct and secondary in-
fluences. The BLIN model assumes secondary dependencies are zero and focuses estimation
on the direct dependencies.
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The influence matrices A and B in the bilinear model are identifiable up to a multi-
plicative constant. For any c ∈ R, the transformation {A,B} → {cA,B/c} leaves the
model for Yt invariant. This implies that the relative scales of the networks represented by
A and B and the signs of the elements are not estimable. However, the ratio of elements
within each influence network is identifiable, e.g. aUS,CHN/aUS,UK .
2.2 Extensions of the BLIN Model
In this section, we discuss various extensions of the BLIN model. First, in the definition
of the BLIN model in (1), the first observation of the bipartite relations Yt is a function
of the lag number of past observations {Yt−k}lagk=1. For simplicity, each past observations
affects the current observation equally. Obviously, more complex dependence functions
may be considered, such as an exponentially decaying influence of the past time periods
on the current time period. In general,
∑lag
k=1 Yt−k in (1) may be replaced by any S × L
matrix function of the past observations, f(Yt−), where Yt− := {Yk}t−1k=1. The selection
and estimation of such functions is a current area of research: see Krackhardt and Handcock
(2007); Krivitsky (2009); Hanneke et al. (2010); Almquist and Butts (2014) for a discussion
of general unipartite temporal network models and autoregressive models for unipartite
temporal networks.
The linear nature of the BLIN model simplifies its extension to other types of outcomes,
e.g. binary or count observations. Let ytij be a general measure of the relation between
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actors i and j at time t. Then, a general BLIN model may be expressed
g(E[Yt|Yt−]) = AT
lag∑
k=1
Yt−k +
lag∑
k=1
Yt−kB, (7)
where g(.) is an appropriate link function based on the form of Yt (McCullagh and Nelder,
1989). Off-the-shelf tools are again available for estimation of the model in (7) if g is a
standard link function.
3 Estimation of the BLIN model
In the following, we discuss several estimation procedures for the BLIN model. First,
we propose an estimator that results from minimizing a least squares criterion. We then
consider more parsimonious estimators using sparsity-inducing penalties and reduced-rank
approaches. For ease of notation, we define the regressor matrix in (1) as Xt :=
∑lag
k=1 Yt−k
such that the BLIN model can be expressed
Yt = A
TXt + XtB + Et. (8)
3.1 Least Squares Estimator
Based on the vector representation of the BLIN model in (3), we propose minimizing the
following least squares criterion to construct an estimator for the A and B matrices:
θ̂ = argmin
θ
(y − XBθ)T (y − XBθ), (9)
= argmin
{A,B}
∑
t
||Yt −ATXt −XtB||2F (10)
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where yT := [yT1 ,y
T
2 , . . . ,y
T
T ] such that y ∈ RSLT and XB ∈ RSLT×(S2+L2) is the column-
wise stacking of the design matrices {X(t)B }Tt=1 in the vector representation of the BLIN
model in (4). The explicit solution to (9) is vec(ÂT )
vec(B̂)
 =

(∑T
t=1 XtX
T
t
)
⊗ IS
∑T
t=1 Xt ⊗Xt∑T
t=1 X
T
t ⊗XTt IL ⊗
(∑T
t=1 X
T
t Xt
)

−  vec(
∑T
t=1 YtX
T
t )
vec(
∑T
t=1 X
T
t Yt)
 , (11)
where H− denotes the generalized inverse of square matrix H.
Computing the solution in (11) requires inversion of a matrix of dimension S2 + L2.
By using an iterative algorithm to solve (9), this computation can be replaced by repeated
inversions of square matrices of dimensions S2 and L2. Specifically, Algorithm 1 details a
block coordinate descent procedure, which alternates between solving for A and B. When
either S or L is large relative to the other, there will be significant reduction in memory
demand by performing this iterative estimation scheme. The estimator in Algorithm 1
converges to a unique minimum when
(∑
t X
T
t Xt
)
and
(∑
t XtX
T
t
)
are full rank.
Algorithm 1 Block coordinate descent LS estimation of BLIN model
0. Set threshold for convergence η. Set number of iterations ν = 1. Initialize Â(0) = IS,
B̂(0) = IL and Q0 =
∑
t ||Yt||2F .
1. Compute B̂(ν) =
(∑
t X
T
t Xt
)−1 (∑
t X
T
t Y˜
(A)
t
)
, where Y˜
(A)
t := Yt − (Â(ν−1))TXt for
all t.
2. Compute (Â(ν))T =
(∑
t(Y˜
(B)
t )
TXt
) (∑
t XtX
T
t
)−1
, where Y˜
(B)
t := Yt −XtB̂(ν) for
all t.
3. Compute the least squares criterion Qν =
∑
t ||Yt− (Â(ν))TXt−XtB̂(ν)||2F . If |Qν −
Qν−1| > η, increment ν and return to 1.
13
3.2 Sparse Coefficients
Although influence may be multifactorial, it is easy to imagine scenarios where many entries
in A and B are small or zero. In the international affairs example, democracies may only
influence other democracies, or organizations dealing with issues at a global level may only
be influenced by other global institutions. To leverage this fact in parameter estimation,
we propose augmenting the least-squares criterion of the of the BLIN model in (9) with a
sparsity-inducing penalty. Here, we consider the Lasso penalty (Tibshirani, 1996), which
uses an L1 norm on θ to simultaneously perform variable selection and regularization. We
term this model the sparse BLIN model as elements of θ̂ are forced to the zero. The
estimation objective function is
θ̂ = argmin
θ
(y − XBθ)T (y − XBθ) + λ||θ||1, (12)
where λ is a tuning parameter, and larger values of λ correspond to more regularization.
Since the BLIN model is linear, the vector of parameters θ may be regularized with any of
a host of existing penalty terms (Hoerl and Kennard, 1970; Friedman et al., 2001).
3.3 Reduced-Rank Coefficients
Thus far we discussed sparsity-inducing penalties for the vector of regression model coef-
ficients θ. However, several other penalties on the singular value decomposition (SVD) of
coefficient matrices A and B have been proposed. These penalties result in coefficient es-
timates of A and B with reduced-rank, or approximately reduced-rank. Yuan et al. (2007)
propose a nuclear norm penalty, which is an L1 penalty of the singular values of A. Simi-
larly, Bunea et al. (2011) recommend a rank selection criteria penalty that is proportional
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to the rank of A, i.e. a L0 penalty on the singular values A. This second approach provides
simultaneous shrinkage on A and consistent estimation of its (reduced) rank.
Here we consider estimation of reduced-rank A and B, i.e., rank(A) = k < S and
rank(B) = m < L. This assumption may be appropriate when there is lower-dimensional
structure inherent in A and B: for example, the influences among countries may be grouped
by region. This approach is employed in reduced-rank regression, first developed by An-
derson (1951), and has connections to principal component analysis, as shown in Izenman
(1975). For any ranks k < S and m < L of A and B, respectively, we may define a
reduced-rank BLIN model by writing AT = UVT for U,V ∈ RS×k and B = WZT for
W,Z ∈ RL×m. These decompositions are not identifiable up to a full-rank transformation
of the decompositions, e.g. {U,V} and {UG,G−1V} result in the same influence matrix
A for any invertible matrix G. However, the estimands A and B remain identifiable up to
an additive constant along the diagonal, as discussed in Section 2.
We estimate a reduced-rank BLIN model by minimizing the least-squares criteria in (10)
with A replaced by UVT , B replaced by WZT , and minimizing over {U,V,W,Z}. This
optimization problem is easily solved using a block coordinate descent algorithm (see Sec-
tion B of the supplementary material for details). In what follows, we refer to the BLIN
model with no constraints on the parameters A and B as the full BLIN model, in order
to distinguish it from the sparse and reduced-rank versions.
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4 Estimator Properties
This section examines properties of the least squares estimators of the full and reduced-rank
BLIN models (all proofs are provided in Section C of the supplementary material). We show
that the least squares estimator are unique for a relatively small number of observations T
and give some sufficient conditions for their asymptotic normality and efficiency. We then
examine the properties of the least squares estimators under misspecification, providing
sufficient conditions for their consistency. As in the previous section and the representation
of the BLIN model in (8), we use Xt to denote the autoregressive term
∑lag
k=1 Yt−k.
4.1 Uniqueness and Efficiency of Least Squares Estimators
The optimization problem described in (9) is convex, and by the Gauss-Markov theorem,
it has a unique solution whenever XB is full rank (see, e.g., Graybill, 1976). Due to the
non-identifiability of the diagonal entries of A and B, XB is never full rank. However,
the projection of y onto the column space of XB, i.e., ŷ = XBθ̂, is always unique. Thus,
when the column space of XB spans the space of possible A and B matrices up to their
non-identifiability, the BLIN estimator in (11) is unique (up to the non-identifiability prop-
erties). This is true when the rank of XB is maximized, that is one less than the number of
columns: rank(XB) = S2 + L2 − 1. The ‘−1’ results from the fact that if a single diagonal
entry in {aii}Si=1 or {bjj}Lj=1 is known, then the rest of the diagonal entries are identifiable.
We now provide a proposition that states conditions under which XB is maximal rank;
these conditions are satisfied with probability one when, e.g., {Xt}Tt=1 is array normal.
Proposition 1. Without loss of generality, take S ≤ L. Assume that the TS × L matrix
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formed by the column-wise concatenation [X1; X2; . . . ; Xt] is full rank. Then, the design
matrix has rank(XB) = min(TSL, S2 + L2 − 1).
A consequence of Prop. 1 is that the full BLIN model has a unique solution when
TSL ≥ S2 +L2− 1. A key implication of this is that a unique solution exists for relatively
small T . For instance, if S = L, then the BLIN model has a unique solution (modulo the
non-identifiability) when T = 2. Figure 2 plots values of S, L, and T for which the full
BLIN model has a unique solution. As T grows, the space of values for which the BLIN
model has a unique solution rapidly spans all values of S and L, except when their values
are extremely disparate.
0 20 40 60 80 100
S
L
0
20
40
60
80
10
0
0 20 40 60 80 100
S
0 20 40 60 80 100
S
0 20 40 60 80 100
S
T = 2 T = 5 T = 10 T = 20
Figure 2: Dimensions of square matrices A and B, S and L respectively, when the BLIN
model has a unique solution. Shaded areas denote unique solutions.
Under the BLIN model in (1) when Xt is independent Et, the Gauss-Markov theorem
(Graybill, 1976) states that the BLIN estimator uT θ̂, where θ̂ is any solution to (9) and
uTθ defines any identifiable linear combination of θ, is the best linear unbiased estimator
(BLUE) of uTθ. Additionally, these estimates are asymptotically normal at rate
√
T .
Finally, we note that the estimator in (9) is the maximum likelihood estimator when y
is normally distributed with homogeneous variance. Thus, under regularity conditions
(Lehmann and Casella, 2006), the limiting normal random variable for uT θ̂, has minimum
17
asymptotic variance.
Recall that the least squares estimates of the reduced-rank BLIN model can be obtained
using an iterative block-coordinate descent algorithm (see Section B of the supplementary
material). When every matrix inverse in the update equations is unique, the estimates
Â and B̂ from this algorithm converge to a local minimum, which is unique up to non-
identifiabilities in A and B provided that rank(XB) = S2 + L2 − 1. The reduced-rank
estimators are the maximum likelihood estimators for A and B with ranks k and m,
respectively, under the assumptions of normally distributed independent errors Et with
homogeneous variance. Therefore, under these conditions, Â and B̂ resulting from the
iterative block-coordinate descent algorithm are consistent and asymptotically normal with
minimum asymptotic variance.
4.2 Least Squares Estimator Properties under Misspecification
Thus far, we have discussed the attractive properties of the least squares estimators of the
BLIN model, Â and B̂, under the assumption that the model is correctly specified. It is
useful to determine the limiting values of the estimators when the model is misspecified.
The limiting values of Â and B̂, which we denote A˜ and B˜, respectively, are referred to as
pseudo-true parameters in the model misspecification literature, first investigated by Huber
(1967). The pseudo-true parameters, by definition, are
{A˜, B˜} = argmin
{A,B}
E
[
T∑
t=1
||µ(Xt)−ATXt −XtB||2F
]
, (13)
where Yt has expectation E[Yt|Xt] = µ(Xt), some general function of Xt, and the expec-
tation in (13) is over Xt. Note that this expression holds regardless of the distribution of
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Yt and Xt and the form of µ(Xt). We note that the limiting values A˜ and B˜ minimize
the Kullback-Leibler divergence from the true distribution of Yt to the distribution of Yt
under the BLIN model with Gaussian errors.
In this section, we assume that the variance-covariance matrix of xt := vec(Xt) is
Kronecker-structured, that is E[xtx
T
t ] = Ω ⊗Ψ for Xt mean zero. This is the case if, for
example, Xt is distributed matrix normal (Gupta and Nagar, 2000) and is consistent with
the theoretical treatment of the bilinear model in Hoff (2015). We also assume that the
errors are additive. Below, we formalize the conditions for the theory to follow.
Conditions 1.
1. Each {Xt}Tt=1 is identically distributed with mean zero and E[xtxTt ] = Ω ⊗ Ψ, for
positive-definite matrices Ω ∈ RL×L and Ψ ∈ RS×S with finite entries.
2. For all t ∈ {1, 2, . . . , T}, Yt = µ(Xt) + Et, where µ(Xt) is a general function of Xt
and every entry in Et is independent and identically distributed with homogeneous,
finite variance.
In the remainder of this section, we examine some properties of the pseudo-true param-
eters (all proofs are provided in Section C of the supplementary material). The (i, j) entry
in A˜, denoted a˜ij, estimates the linear relationship between row i of Xt and row j of Yt
across all time. Similarly, the (i, j) entry in B˜, denoted b˜ij, estimates the linear relationship
between column i of Xt and column j of Yt across all time. The first proposition states
that when there is no linear relationship, the appropriate pseudo-true parameter is zero.
We denote row i of Xt as xi·t and column j of Xt as x·jt, and do the same for Yt.
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Proposition 2. Under Conditions 1, if Ω is diagonal and E[yTj·txi·t] = 0 for all t, then a˜ij
= 0. Alternatively, if Ψ is diagonal and E[xT·ity·jt] = 0 for all t, then b˜ij = 0.
In the setting of the international policy example, Proposition 2 states that if country
i’s expenditure is uncorrelated with country j’s contribution to the same organization in
the following year, then the least squares estimator of aij in the BLIN model will converge
to a˜ij = 0.
The following proposition provides alternative conditions under which the pseudo-true
parameters are equal to zero. It allows for more general covariance structure at the cost of
assuming that the conditional mean of yt is linear in xt.
Proposition 3. Assume that there exists a linear relationship E
[
yt|xt
]
= Θxt for all t
and Conditions 1 hold. If all entries in Θ relating row i in Xt to row j of Yt are zero and
i 6= j, then a˜ij = 0. If all entries in Θ relating column i in Xt to column j of Yt are zero
and i 6= j, then b˜ij = 0.
4.3 Comparison of BLIN and Bilinear Least Squares Estimators
We now compare least squares estimates of the BLIN model to those of the bilinear model.
Both models aim to quantify the influences of the rows (columns) of Xt on the rows
(columns) of Yt, but with different emphasis on the type of influence quantified (recall
the discussion in the Introduction and Section 2.1). We provide a theorem and proposition
stating that, when data are generated from the bilinear model, the least squares BLIN
estimators of the off-diagonal entries in A and B converge to the corresponding A and B
values used in the bilinear generative model, up to numerical constants. The analogous
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result holds when switching the roles of the bilinear and BLIN models. See Section C of
the supplementary material for proofs.
Theorem 4. Under Conditions 1,
1. If {Yt}Tt=1 are generated from the bilinear model in (5), then for all i 6= j and k 6= `
a˜ij =
tr(ΩB)
tr(Ω)
aij, and b˜k` =
tr(ΨA)
tr(Ψ)
bk`.
2. If {Yt}Tt=1 are generated from the BLIN model in (1), then for all i 6= j and k 6= `
a¯ij =
tr(ΩB¯)
tr(ΩB¯B¯T )
aij and b¯k` =
tr(ΨA¯)
tr(ΨA¯A¯T )
bk`,
where A¯ = {a¯ij} and B¯ = {b¯k`} are the psuedo-true parameters of least-squares
estimation of the bilinear model.
We now address the diagonals of the A and B matrices. We provide conditions under
which the diagonals (up to their non-identifiabilities) are asymptotically equivalent. To be
clear, we compare the estimated influence of xtij on y
t
ij from the two models. Under the
BLIN model, this influence is aii + bjj, whereas under the bilinear model the influence is
aiibjj.
Proposition 5. Suppose the A and B matrices are constant along the diagonal with
nonzero values α and β, respectively, and α + β 6= 0. Then, under Conditions 1,
1. If {Yt}Tt=1 are generated from the bilinear model in (5), then the psuedo-true parame-
ter a˜ii+ b˜jj of least-squares estimation of the BLIN model is equal to the true diagonal
specification αβ, and
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2. If {Yt}Tt=1 are generated from the BLIN model in (1), then the psuedo-true parameter
a¯iib¯jj of least-squares estimation of the bilinear model does not equal the true diagonal
specification α + β in general.
The conditions for equivalence of the diagonals are more restrictive than those for the
equivalence of the off-diagonal elements of A and B. Furthermore, we see the BLIN model
diagonals are consistent in misspecification situations when the bilinear diagonals are not
consistent. In Section D.2 of the supplementary material, we evaluate the convergence of
the bilinear and full BLIN estimators in support of Theorem 4 and Proposition 5.
5 Simulation Study
We evaluate the performance of the least squares estimators of the sparse, reduced-rank,
and full BLIN models, in addition to the bilinear model, using simulations. We fix the size
of A and B at S = 10 and L = 9, respectively, and vary the number of observations T ∈
{5, 10, 20}. The errors are independent and identically distributed Gaussian realizations.
See Section D of the supplementary material for additional details.
We evaluate the performance of the estimators using k-fold cross validation for k =
min(5, T ), where each fold consists of a subset of the time periods. This means that for
T ∈ {5, 10}, each fold is a separate time period. We evaluated the in-sample and out-of-
sample R2 for each fold and averaged the results across folds for each data set. We present
the range of results for 1,000 realizations of each generating model in Figure 3.
Figure 3 confirms that the best estimator for each generating model is the estimator
that corresponds to the true model, as expected. We also observe a known result in model
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Figure 3: Plot of average R2 values for each estimation procedure applied to each data
realization. Each plot corresponds to one of four data generating processes: bilinear, BLIN,
reduced-rank BLIN, and sparse BLIN models. Points represent the median R2 value and
intervals represent the minimum and maximum R2 values, across 1,000 simulated data sets.
Plots are truncated such that R2 values less than −1 are not shown.
selection: using in-sample R2 alone for model selection may lead to selection of a suboptimal
model. For example, the bilinear estimator has the highest in-sample R2 when data are
generated from the sparse BLIN model, yet, the bilinear estimator has the lowest out-of-
sample R2 values in this case. In general, the bilinear estimator appears highly variable and
tends to have lower median out-of-sample R2 values than the other estimators, even when
the true generating model is bilinear. We posit that some of the observed variability in the
performance of the bilinear estimator is a result of the bilinear model likelihood possessing
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multiple optima for moderate values of T , making it difficult for any algorithm to find the
global optimum.
All BLIN estimators perform poorly out-of-sample when the true model is bilinear,
and similarly, the bilinear estimator performs poorly out-of-sample when the true model is
BLIN. This suggests that these models represent fundamentally different phenomena and
neither is a good substitute for the other in prediction. Lastly, we note that the sparse
BLIN estimator appears most robust to misspecification – it is the only estimator with all
positive out-of-sample R2 values. This is as expected, since the regularization in the sparse
BLIN estimator guards against poor out-of-sample performance.
6 Temporal State Interaction Data Analysis
We analyze weekly state interactions derived from the Integrated Crisis Early Warnings
System (ICEWS) data set (Boschee et al., 2017). The data set consists of four relation types
among 25 states at weekly intervals from 2004 to mid-2014, giving 543 weeks of data. The
relation types are material negative actions (mn), material positive actions (mp), verbal
negative actions (vn), and verbal positive actions (vp). Two examples of material positive
interactions are military cooperation and the provision of humanitarian aid.
After an initial investigation of model fits, we chose to difference the responses and
model the week-by-week increase of mn, mp, vn, and vp interactions, as well as set lag = 2.
The BLIN model for this analysis may be written:
Yt −Yt−1 = AT (Yt−1 −Yt−3) + (Yt−1 −Yt−3) B + Et. (14)
See Section E of the supplementary material for details on the choice of lag and a differenced
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response.
We fit the sparse BLIN estimator, focusing on the material positive response (mp); the
estimates for the remaining responses are given in Section F of the supplementary material.
In Figure 4, we depict both the estimated sender (A) and receiver (B) influence networks,
using the ISO-3 naming convention. In general, we see that the positive entries in A and
B are much larger in absolute value than the negative entries, suggesting that positive
influence is more consequential than negative influence. This implies that countries look
to those they wish to emulate when changing their aid status, rather than acting counter
to the countries whose actions they reject: China looks to emulate the actions of Japan
(positive influence) more than repudiate the actions of the US (negative influence). Further,
the values in A appear slightly larger than those in B, suggesting that sender influence
is more consequential than receiver influence. This implies that, when the US changes its
aid status to Iraq, this decision is more likely influenced by countries that aided Iraq in
the past than the previous aid sent by the US to countries that influence Iraq. Finally,
we see that China, Japan, and the US share the most edges with other nations. This
result is intuitive as we expect great powers to possess the most influence relationships and
the most substantively important influence relationships (Morgenthau, 1948; Waltz, 1979;
Mearsheimer, 2001).
In examining particular relations, we observe phenomena that are equally intuitive.
For example, one of the largest positive influences in the A network is of the US on
Iraq. The interpretation of this value is that if the US is observed to increase material
positive cooperation with another country, then we expect Iraq to raise its material positive
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A B
Figure 4: Network estimates from fitting penalized BLIN model to differenced, lag 2 ICEWS
data, material positive response (mp). Nodes are sized proportional to total degree and
colored according to continent. Edges are sized proportional to edge weight and colored
according to the originating nation’s continent. Positive and negative portions of the
importer and exporter networks are depicted above and below the state labels, respectively.
cooperation with the same nation in the following two weeks. This certainly makes sense,
following the US-led removal of Saddam Hussein from power in 2003, the US and Iraq
overhauled their bilateral relations and have institutionalized the coordination of foreign
policy actions through the Strategic Framework Agreement (SFA). This finding is important
as it provides evidence that the SFA has effectively promoted foreign policy coordination.
Similarly, for negative entries in the A network, if the UK increases material cooperation
with a given nation, then we expect Afghanistan to decrease material cooperation with
the same state in the following two weeks. A similar interpretation holds for the receivers
of cooperation in the B influence network. For example, if Israel observes an increase in
material positive cooperation from a given nation, we expect the US to observe an increase
in material positive cooperation from the same nation in the following two weeks. Given
the formal and informal alignment of the US and Israel, it is expected that any country
interacting with Israel may be more likely to also interact with the US (Li et al., 2017).
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7 Discussion
In this paper, we present the Bipartite Longitudinal Influence Network (BLIN) model,
which is a new generative model for the evolution of bipartite relational data over time.
The BLIN model allows for the estimation of the weighted and directed influence networks
among each of the two actor types in the bipartite data. The BLIN model can be expressed
as a generalized linear model, lending itself to use with a litany of off-the-shelf tools for es-
timation. Lastly, the influence network entries quantify direct influences and their absolute
values and signs are identifiable.
An extension of the model to multi-partite data – i.e., when there are three or more
distinct actor types in the data set – may be readily accomplished (see Section A of the
supplementary material). For example, we might consider countries’ financial contributions
to international organizations over time, and classify the type of contribution: for example,
general budget obligations, employee salaries, or contributions to peacekeeping missions.
In this model, the three actor types are countries, international institutions, and financial
contributions’ categories.
In the BLIN model, the influence networks A and B may be interpreted as “average”
influence over the entire data set. There are scenarios where the influences among countries
may evolve over time. For example, major international trade agreements or wars might
change the structures of the influence networks. To account for temporal evolution of A
and B, we might consider testing whether time-dependent influence networks are necessary
and estimating change-points in the influence networks. Of course, this requires the devel-
opment of a more flexible model with time-varying influence networks, such as modeling
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A and B as linear functions of know covariates as in Minhas et al. (2017).
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Supplementary Material
A Multipartite Relational Data
We primarily discuss the setting where Yt is a matrix, equivalently a 2-mode array, with
replications over time, such that {Yt}Tt=1 may be considered a tensor, or a 3-mode array.
However, the BLIN model is easily extendable to general K-mode arrays, which have been
studied using, e.g., principal component analysis and linear discriminant analysis (Madrid-
Padilla and Scott, 2017; Molstad and Rothman, 2018; Takeuchi et al., 2017). A K-mode
BLIN model is appropriate when there are more than two actor types in the relational
dataset, which may be termed multi-partite as opposed to bipartite. In the example per-
taining to contributions to international organizations, we might consider expenditure type
(such as general budget obligations, employee salaries, or contributions to peacekeeping
missions) in addition to countries and international organizations. In this setting, Yt is
a 3-mode array with entries ytijk which measure of country i’s contribution to interna-
tional organization j in manner k in year t. Thus, each mode pertains to the country, the
organization, and the financial contribution type, respectively.
Our motivation is inference of the influence networks of countries, international orga-
nizations, and contribution types, which we term Bk for k ∈ {1, 2, 3}. As discussed in
Section 2, when Xt = Yt−1, the (i, j) component of Bk reflects the influence of the ith
“slice” of Xt on the j
th slice of Yt, where the slice is along mode k. For example, the
(i, j) entry of B3 estimates the influence of x··i on y··j, when controlling for row and col-
umn dependencies between Yt and Xt. In the example above, this entry characterizes the
1
influence of contribution type i on contribution type j when controlling for country and
international-organization influences.
We lean on the Tucker (1964) product and related results to write the array BLIN model
for general K-mode arrays (see also De Lathauwer et al., 2000; Kolda and Bader, 2009;
Hoff, 2011). First, we rewrite the BLIN model of (1) using the Tucker product notation as
E[Y|X] = X× {AT , IL, IT}+ X× {IS,BT , IT}, (15)
where the array Y, containing Yt matrices, is of dimension S × L × T (and the same
concatenating for array X). Now let Yt and Xt be m1 × . . . × mK arrays observed over
t ∈ {1, 2, . . . , T} time periods. To form the full model, we concatenated the arrays such
that Y and X are of dimension m1 × m2 × . . . × mK × T . Then, the BLIN model is as
follows:
E[Y|X] =
K∑
k=1
X× {Im1 , Im2 , . . . , Imk−1 ,BTk , Imk+1 , . . . , ImK , IR} (16)
E[y|x] =
(
K∑
k=1
Imk+1mk+2...mKT ⊗Bk ⊗ Im1m2...mk−1
)
x, (17)
where each Bk is an mk ×mk matrix of coefficients and y and x are the vectorizations of
Y and X, respectively.
We may also write matrix versions of the BLIN model for both the bipartite and mul-
tipartite cases, i.e. for all K ≥ 2. The matrix versions of these models are useful for
generating estimating procedures, such as the block coordinate descent of Algorithm 1.
Let M be a general array of dimensions m1 × m2 × m3. The mode-1 matricization of
the array M(1) is defined as an m1 × m2m3 matrix and if M = X × {C1,C2,C3}, then
M(1) = C1X(1)(C3 ⊗C2)T . The following mode-1 and mode-2 matricizations of the BLIN
2
model are then
E[Y(1)|X] = ATX(1) + X(1)
(
IT ⊗B
)
, (18)
E[Y(2)|X] = X(2)
(
IT ⊗A
)
+ BTX(2). (19)
The mode-i matricization of the K-mode BLIN model in (16) may be written as
E[Y(i)|X] = BTi X(i) + X(i)
(∑
k 6=i
In1 ⊗Bk ⊗ In2
)
, (20)
where n1 = R
∏
j≥k+1
j 6=i
mj and n2 =
∏
j≤k−1
j 6=i
mj.
B Least Squares Estimation of Reduced-Rank BLIN
Model
In this section, we provide a procedure for obtaining the maximum likelihood estimator of
the BLIN model assuming reduced rank coefficient matrices A and B, where the respective
ranks are known. The log-likelihood of the data {Yt}Tt=1 is simply the sum of the log-
likelihood at each time period since we assume each error observation Et is independent
every other. The log-likelihood, in terms of the unknown matrices, is proportional to
` ∝ −1
2
T∑
t=1
||Yt −UVTXt −XtWZT ||2F , (21)
where UVT is a rank k decomposition of A, and WZT is a rank m decomposition of B.
We introduce a block coordinate descent algorithm in Algorithm 2 to obtain the maxi-
mum likelihood estimator of the unknown matrices {U,V,W,Z}. Algorithm 2 estimates
each unknown matrix {U,V,W,Z} in turn until convergence, in an analogous procedure
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to the estimation of the full BLIN model in Algorithm 1. The update equation for each
unknown matrix is derived by differentiating (21) with respect to U, e.g., setting this
derivative to zero, and solving for U.
Algorithm 2 Block coordinate descent LS estimation of reduced-rank BLIN model
0. Set threshold for convergence η. Set number of iterations ν = 1. Initial-
ize {Û(0), V̂(0),Ŵ(0), Ẑ(0)} with independent standard normal entries and Q0 =∑
t ||Yt||2F .
1. Compute
(Û(ν))T =
(
(V̂(ν−1))T
T∑
t=1
(
XtX
T
t
)
V̂(ν−1)
)−1
(V̂(ν−1))T
(
T∑
t=1
XtY
T
t −
T∑
t=1
XtẐ
(ν−1)(Ŵ(ν−1))TXTt
)
2. Compute
V̂(ν) =
(
T∑
t=1
XtX
T
t
)−1( T∑
t=1
XtY
T
t −
T∑
t=1
XtZ
(ν−1)(W(ν−1))TXTt
)
Û(ν)
(
(Û(ν))T Û(ν)
)−1
3. Compute
Ŵ(ν) =
(
T∑
t=1
XTt Xt
)−1 [ T∑
t=1
XTt Yt −
T∑
t=1
XTt U
(ν)(V(ν))TXt
]
Z
(
ZTZ
)−1
4. Compute
(Ẑ(ν))T =
(
(W(ν))T
(
T∑
t=1
XTt Xt
)
W(ν)
)−1
(W(ν))T
[
T∑
t=1
XTt Yt −
T∑
t=1
XTt U
(ν)(V(ν))TXt
]
5. Compute the least squares criterion
Qν =
∑
t
||Yt −U(ν)(V(ν))TXt −XtW(ν)(Z(ν))T ||2F .
If |Qν −Qν−1| > η, increment ν and return to 1.
4
C Proofs of Theoretical Results
We begin with the proof of Proposition 1. We then prove Theorem 4, as expressions in this
proof support the proofs of Propositions 2 and 3. We take Xt and Yt mean zero without
loss of generality.
Proof of Proposition 1. Noting that XB is of dimension TSL×S2+L2−1, it is sufficient to
show that XB is full rank under the assumptions. We treat two cases: (1) TSL ≤ S2+L2−1
and (2) TSL > S2 + L2 − 1.
Case (1):
We first show that TSL ≤ (S2 +L2− 1) implies TS ≤ L. Assume towards a contradiction
that TS > L and let S = αL for α ∈ (0, 1]. Then,
TSL ≤ S2 + L2 − 1, (22)
TαL2 ≤ (1 + α2)L2 − 1, (23)
T ≤ 1/α + α− 1/L2. (24)
If TS > L, then T > 1/α. As there is no integer T that satisfies (24) and T > 1/α, we
have that TS ≤ L.
Now, as TSL ≤ S2 + L2 − 1, we have that rank(XB) ≤ TSL. Assume towards a
contradiction that rank(XB) < TSL. Then, for some nonzero u ∈ RTSL that uTXB = 0.
Consider the columns L2 + 1 through L2 + 1 + S of XB. The assumption implies that, for
some nonzero v ∈ RTS, that vT [X1; X2; . . . ; Xt]. For TS ≤ L, this is a contradiction of the
assumption that [X1; X2; . . . ; Xt] is full rank. Thus, we have that XB is full rank in case
(1).
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Case (2):
Now we take TSL > S2 + L2 − 1, such that rank(XB) ≤ S2 + L2 − 1. Assume towards a
contradiction that rank(XB) < S2+L2−1. Then, there exists some u1 ∈ RS2 and u2 ∈ RL2
such that XBu = 0, for uT = [u1, u2], nonzero and not utilizing the nonidentifiability
exclusively. By the single nonidentifiability of the BLIN model, for either XBu = 0, either
u utilizes the nonidentifiability or both u1 and u2 are in the null spaces of [X
T
1 ⊗ IL; XT2 ⊗
IL; . . . ; X
T
t ⊗IL] and [IS⊗X1; IS⊗X2; . . . ; IS⊗Xt], respectively. However, by the discussion
under case (1), we have that TS ≥ L such that, by assumption, [X1; X2; . . . ; Xt] is of rank
L. This implies that the TL × S matrix [XT1 ; XT2 ; . . . ; XTt ] is full rank, which is rank
S as TL ≥ S. Then, again using the discussion in case (1), the two matrices [IS ⊗
X1; IS ⊗ X2; . . . ; IS ⊗ Xt] and [XT1 ⊗ IL; XT2 ⊗ IL; . . . ; XTt ⊗ IL] are full rank, which are
S2 and L2, respectively. So, the only way that XBu = 0 and u is nonzero is utilizing the
nonidentifability. This is a contradiction, as this implies that rank(XB) = S2 +L2− 1, and
XB is full rank under case (2).
Proof of Theorem 4. For either generative model, we may write the useful form
E[yt|xt] = Θxt, (25)
such that Θ = [IL ⊗ A; BT ⊗ IS] for the BLIN model and Θ = BT ⊗ A for the bilinear
model. We examine the impacts of specifying either the BLIN or bilinear model as the
generating model in the proof. First, however, we write the psuedo-true parameters for
least squares estimators of the BLIN and bilinear models, respectively, under the general
generative structure in (25).
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For least squares estimation of the BLIN model, we may write the pseudo-true param-
eters for A as
A˜T = E
[
YtX
T
t −XtB˜XTt
]
E
[
XtX
T
t
]−1
, (26)
= E
[
L∑
j=1
E[y·jt | xt]xT·jt −
L∑
i=1
L∑
j=1
b˜ijx·itxT·jt
]
E
[
XtX
T
t
]−1
, (27)
where we obtain (26) by maximizing the expression for the BLIN pseudo-true parameters
in (13) with respect to A. Then, we may exploit the assumption that E[y·jt | xt] is a linear
function of xt. Letting Ck` be the S × S partition of Θ relating column ` of Xt to column
k of Yt, substituting into (27), we obtain
A˜T =
(
L∑
k=1
L∑
`=1
Ck`ωk` − tr(ΩB˜)IS
)/
tr(Ω), (28)
where and ωk` is the (k, `) entry in Ω (and we use the symmetric property of Ω) and
the terms concerning Ψ cancel. We note that the BLIN pseudo-true parameters A˜ exist
by applying Conditions 1 to the explicit expression for Â in (11), using the law of large
numbers.
Hoff (2015) writes the pseudo-true parameters for the bilinear estimator of A, which
we denote A¯, under least squares estimation as:
A¯T = E
[
YtB¯Xt
]
E
[
XtB¯B¯
TXTt
]−1
, (29)
= tr(ΩB¯B¯T )−1
L∑
j=1
L∑
k=1
(
L∑
`=1
Ωk`b¯j`
)
Cjk, (30)
where b¯j` is the (j, `) entry in B¯, the pseudo-true parameters for the bilinear estimator of
B. The bilinear pseudo-true parameters A¯ exist as Conditions 1 satisfy those given in Hoff
(2015).
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We have derived the psuedo-true parameters for the least squares estimators of the
BLIN and bilinear models in (28) and (30), respectively, whenever E[yt|xt] = Θxt. Now,
we address the specific BLIN and bilinear generating models. That is, we specify the S×S
matrices {Ck`}k,` that partition Θ under each generating model and examine the resulting
pseudo-true parameters.
When the data {Yt}Tt=1 are generated by the BLIN model, the matrix Cjk = AT + bjkIs
when k = ` and Cjk is diagonal otherwise. Substituting into (30), we see:
A¯T = tr(ΩB¯B¯T )−1
L∑
j=1
(
L∑
`=1
ωj`b¯j`
)
AT + c1Is, (31)
=
tr(ΩB¯)
tr(ΩB¯B¯T )
AT +
tr(ΩB¯BT )
tr(ΩB¯B¯T )
Is. (32)
Thus, the off-diagonal pseudo-true parameters A¯ are equal to the off-diagonal entries in A,
up to a multiplicative constant, when the data are generated by the BLIN model.
When the data {Yt}Tt=1 are generated by the bilinear model, the matrix Cjk = bjkAT
for all (j, k). Substituting into (28), we see
A˜T =
(
L∑
k=1
L∑
`=1
bk`ω`kA
T − tr(ΩB˜)IS
)/
tr(Ω), (33)
=
tr(ΩB)
tr(Ω)
AT − tr(ΩB˜)
tr(Ω)
Is, (34)
and tr(Ω) 6= 0 by assumption of Ω positive definite. Thus, the off-diagonal pseudo-true
parameters for A˜ are equal to the off-diagonal entries in A, up to a multiplicative constant,
when the data are generated by the bilinear model.
These results hold for the off-diagonal pseudo-true parameters as estimated for the
BLIN and bilinear models, B˜ and B¯, respectively. This fact can be seen by transposing the
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BLIN and bilinear models and swapping the roles B for A in the above proof, i.e. writing
the BLIN model as E[YTt |Xt] = BTXTt + XTt A and applying the above arguments for A
to BT .
Proof of Proposition 2. The pseudo-true parameter under least squares estimation of the
BLIN model, A˜, is given in (26). Under the assumptions in Proposition 2, the matrix
E
[
XtX
T
t
]−1
is diagonal with entries 1/E[xTi·txi·t]. Then, the off-diagonal (i, j) entry of A˜
is
a˜ij =
E[xTi·tyj·t]− tr(E[xi·txTj·t]B˜T )
E[xTi·txi·t]
, i 6= j. (35)
By the assumptions given in Proposition 2, both terms in the numerator are zero as is the
coefficient.
The result for b˜ij when i 6= j follows from considering the transpose of the BLIN model
as in the proof of Theorem 4.
Proof of Proposition 3. Refer to the expression for the pseudo-true parameter under least
squares estimation of the BLIN model, A˜, in (28). The entries relating row i of Xt to row
j of Yt are the (j, i) entries in Ck` for all (k, `). These are zero by assumption when i 6= j.
Thus, the assumptions imply a˜ij = 0 when i 6= j.
Again, the result for b˜ij when i 6= j follows from considering the transpose of the BLIN
model as in the proof of Theorem 4.
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Proof of Proposition 5. Under least squares estimation of the BLIN model, using (34), we
may write the psuedo-true diagonal specification as
a˜ii + b˜jj =
tr(B)
L
aii +
tr(A)
S
bjj − tr(A)tr(B)
SL
, (36)
where we use the condition of matrices Ω and Ψ proportional to the identities of appropriate
size. Then, the traces of A and B are simply αS and βL, respectively. Substituting, we
find
a˜ii + b˜jj = αβ + αβ − SLαβ
SL
= αβ ∀ i, j, (37)
which is the specification of the diagonal entries under the bilinear model, αβ = aiibjj ∀ i, j.
We now turn to least squares estimation of the bilinear model. It is sufficient to provide
a counterexample to prove the claim. Set A = αIS + A0, where A0 has diagonal of all
zeros, and the same for B = βIL + B0, for some α + β 6= 0. Using the expression for the
bilinear pseudo-true parameters in (32), we may write psuedo-true diagonal specification
under least squares estimation of the bilinear model as
a¯iib¯jj =
tr(A¯)tr(B¯)
tr(A¯T A¯)tr(B¯T B¯)
(
α + β +
tr(A¯AT0 )
tr(A¯)
)(
α + β +
tr(B¯BT0 )
tr(B¯)
)
, (38)
for any pair (i, j). Again using the expression for the bilinear pseudo-true parameters in
(32), we have that
tr(A¯)
tr(A¯T A¯)
tr(B¯)
tr(B¯T B¯)
= α + β +
tr(A¯AT0 )
tr(A¯)
+
tr(B¯BT0 )
tr(B¯)
. (39)
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Substituting (39) into (38), we see that
a¯iib¯jj = α + β +
cAcB
α + β + cA + cB
, (40)
where cA : =
tr(A¯AT0 )
tr(A¯)
,
cB : =
tr(B¯BT0 )
tr(B¯)
.
This expression is equal to the true diagonal specification α+ β if and only at least one of
cA or cB is equal zero. For example, take all entries in A0 and B0 to be zero except for a12
and b12. Then,
cAcB =
a212b
2
12
SL (α + β + cA) (α + β + cB)
6= 0. (41)
This case establishes a counterexample for a¯iib¯jj 6= α + β.
D Details of Simulation Studies
We provide details of the simulation studies performed in comparing the bilinear and BLIN
models. We first detail the cross-validation study. We then discuss a convergence study
verifying Theorem 4 and Proposition 5.
D.1 Cross-Validation Study
Given fixed T , we performed 1,000 simulations from each of four generating models: bilin-
ear, full BLIN, reduced-rank BLIN, and sparse BLIN. We generated the array X ∈ RS×L×T
with as independent standard normal random variables. We simulated U,V ∈ RS×k and
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W,Z ∈ RL×m in the same manner, defining
A = UVT
B = WZT ,
where k and m are the ranks of the true coefficient matrices, A and B, respectively. In
all cases k = S and m = L except for when A and B were reduced rank, in which case
k = m = 2. In all simulations we chose S = 10 and L = 9. To construct sparse A and B,
we first generated full-rank coefficient matrices and then randomly set 80% of the entries
in each matrix to zero. This gives roughly the same number of nonzero parameters to
estimate as in the reduced rank setting. Finally, we generated the entries in E ∈ RS×L×T
as independent normal random variables with mean 0 and standard deviation τ = 50. We
then computed conditional expectation of Y ∈ RS×L×T with E[Yt|Xt] = ATXt + XtB for
the BLIN generating model and E[Yt|Xt] = ATXtB for the bilinear generating model.
Then, each response was Yt = E[Yt|Xt] + Et, for t ∈ {1, 2, . . . , T}, that is its conditional
expectation plus the random error. We repeated the same procedure above for each value
of T ∈ {5, 10, 20}.
For a single generated Y, X, A, B, and E, we performed r-fold cross-validation, where
r = min(T, 10) . To do so, we first split the T time periods into r random folds, e.g.
when T = 20, one fold might be the data contained in time periods 3 and 7. Then,
for set of testing time periods {r} and the corresponding responses Y{r}, we estimated the
coefficients A and B according to each estimation procedure under study (bilinear and full,
sparse, and reduced-rank BLIN) on the training time periods {−r} := {1, 2, . . . , T}/{r}.
We evaluated the in-sample R2 between the estimated and true Y{−r} for each estimation
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procedure, where Y{−r} is the restriction of Y to the training time periods. Then, we used
the estimated coefficients, along with Xt, to compute a prediction of Y{r} according to the
appropriate mean model in either (1) or (6). The out-of-sample R2 is the R2 between the
predicted and true Y{r}. We then repeated the entire procedure for every fold r.
D.2 Convergence Study
We extended the previous cross-validation simulation study to larger dimension T to ex-
amine the theoretical results of Section 4.2. For the convergence study, we simulated in the
same manner as the cross-validation study. A key distinction here is that we only generated
from and estimated the the bilinear and full BLIN models. For the purpose of evaluating
the MSE-convergence of each estimation procedure, we fixed the seeds for X, A, and B,
such that the true A and B are the same throughout the study and only X changes as
T grows. The number of time periods T grows from 102 to 105 in 101/2 multiplicative
increments. Again we choose S = 10, L = 9, and repeat for 1,000 replications at each
combination of T and generating model.
We compared the estimated coefficients to the truth by normalizing the off-diagonal
entries such that, if the off-diagonals of the estimate Â = cA for any c ∈ R from any
estimation procedure, then we say that the off-diagonal estimates of A have no error. To
do this, we computed the mean squared error between the off-diagonal entries in Â divided
by their sum and the off-diagonal entries in A divided by their sum. We did the same
for B. Finally, we calculated the mean squared error of the autoregressive parameters as
appropriate for the generating and estimating model. For instance, when generating from
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the bilinear model but estimating the BLIN model, the (i, j) contribution to the mean
squared error is (âii + b̂jj − aiibjj)2, and the mean square error of the diagonals is the sum
over all i and j. Lastly, we estimated the convergence rate of each estimator to the truth by
fitting a simple linear regression model to log10(MSE) against log10(T ) for each coefficient
and combination of generating and estimating models.
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Figure 5: Mean square error between coefficient estimates and true coefficients used to
generate data from the bilinear model (top row) and BLIN model (bottom row). The
estimators are the least squares estimators of the BLIN and bilinear models.
In Figure 5, both the BLIN and bilinear estimators of the off-diagonal estimator of A
and B have MSEs that tend to zero regardless of the generating model. This suggests
that both estimators are consistent under both generating models, confirming Theorem 4.
In addition, we observe that neither diagonal estimator appears to converge when the
estimation is not of the true model, e.g. the BLIN diagonals do not converge to the true
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bilinear diagonals. In this simulation, we have that Ψ ∝ IS and Ω ∝ IL, however, the
diagonals of A and B are non-constant, verifying that this latter condition is critical in
Proposition 5.
In Table 1, we observe
√
T convergence for all off-diagonal elements estimated by the
BLIN model (when data is generated from either the BLIN or bilinear models), which
agrees with the discussion in Section 4.2. Although the bilinear model attains the same
√
T convergence rate when correctly specified, the convergence rate is significantly slower
when the true generating model is the BLIN model. This suggests that the least squares
estimator of the BLIN model is more efficient when misspecified than that of the bilinear
model.
Table 1: Estimates of decrease in (base 10 logarithm of) mean squared error of least squares
estimates of BLIN and bilinear models, under simulated data from each model, when T
increases by a factor of 10. Bolded and starred slopes are those which are significantly not
-1 (p < 0.05), where the p-value is computed from a simple linear regression of log10MSE
on log10 T .
Estimator Bilinear BLIN
BLIN A -1.13 -1.00
BLIN B -1.10 -1.00
BLIN diag. -0.05∗ -1.00
bilinear A -1.00 -0.71∗
bilinear B -1.01 -0.92∗
bilinear diag. -1.01 -0.04∗
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E Details of Data Analysis
In this section, we provide supporting materials for performing the analysis of lag = 2 and
differenced version of the ICEWS data. We estimate the the full, sparse, and reduced-rank
BLIN models on a 10-fold cross-validation of the undifferenced ICEWS data with lag = 1,
in line with Hoff (2015), comparing the results to the two models proposed therein. We do
the same for a range of lags for the differenced data, finding that lag = 2 and differencing
the data gives a higher out-of-sample R2 than with lag = 1 and without differencing.
E.1 Fits to Undifferenced Data
Hoff (2015) proposes two models: a multiplicative and additive model, the latter of which
we term “smoothed additive.” Hoff (2015) motivates the bilinear model based on its in-
sample and out-of-sample R2 performance relative to the smoothed additive model on this
data set. The out-of-sample performance is evaluated using a 10-fold cross validation. The
10 folds are a random partition of the temporal replications, in weeks, chosen such that
each fold is roughly the same size.
We compared the least squares estimators of the bilinear and smoothed additive models
to the estimators of the BLIN model when the ICEWS data (with lag = 1 and without
differencing). We observed that the estimators of the bilinear and BLIN models perform
equivocally in R2, while the smoothed additive model performs poorly.
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Figure 6: Comparison of performances of estimators of smoothed additive, bilinear, and
BLIN models for ICEWS data with lag = 1 and without differencing. The out-of-sample
R2 boxes show the median, minimum, maximum, and middle 80% of R2 across the 10-fold
cross-validation.
E.2 Differenced Data
Finding that the estimators of all models explained a relatively small amount of variation
in ICEWS data with lag = 1 and without differencing, examined differencing the data
and including more past information to address the poor model fits and to better contrast
the models. For example, the BLIN model with differenced data at a particular lag value
is detailed in (14). Figure 7) shows the out-of-sample R2 values for the least squares
estimators of the bilinear and full BLIN models for lags ranging from 1 to 25 and data with
and without differencing. As the performance for some responses decreased from lag = 2
to lag = 3, we selected lag = 2 with differencing for analysis of the ICEWS data.
Figure 9 compares the least squares estimates of the bilinear and smoothed additive
models to estimation of the full, reduced-rank, and sparse BLIN models for a 10-fold cross
validation of the differenced ICEWS data with lag = 2. In the reduced-rank BLIN model
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Figure 7: Performance of estimation of the bilinear and full BLIN models for combinations
of lags and differencing schemes on ICEWS data. The out-of-sample R2 boxes show the
median, minimum, maximum, and middle 80% of R2 across the 10-fold cross-validation.
fit, we chose k = rank(A) = rank(B) which gave the best out-of-sample performance. To
select the rank of the reduced rank BLIN model with the best fit, we selected the minimum
rank such that the median of out-of-sample R2 was above the .25 quantile of R2 values for
the estimates of the full rank BLIN model. Figure 8 shows out-of-sample R2 for reduced
rank estimates of the BLIN model for all responses. One can see that the best ranks are
23, 21, 24, and 24 for mp, mn, vp, and vn responses, respectively, when the ICEWS data
is differenced and lag = 2.
18
Rank
O
ut
−o
f−
sa
m
pl
e 
R2
1 5 10 15 20 25
0.
05
0.
1
0.
15
0.
2
Rank
1 5 10 15 20 25
Rank
1 5 10 15 20 25
Rank
1 5 10 15 20 25
mp mn vp vn
Figure 8: Out-of-sample R2 for all lag 2, differenced responses of the ICEWS dataset when
estimating the reduced rank BLIN model. Gray horizontal lines demarcate the 0.25 quantile
of R2 values for the full BLIN model across the 10-fold cross validations.
Returning to Figure 9, the performance of all BLIN estimators is equivalent to the
least squares estimator of the bilinear model in out-of-sample R2, while the estimator of
the smoothed additive model performs poorly. In-sample, the BLIN and bilinear models
perform equally well. The smoothed additive model is well-distanced by the other models,
attaining less than a quarter of the in-sample R2 value of the BLIN and bilinear models.
It is interesting to note that no model explains a large portion of the variation in the data.
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Figure 9: Comparison of performances of estimates of smoothed additive, bilinear, and
BLIN models when applied to undifferenced and unlagged ICEWS data set. The out-of-
sample R2 boxes show the median, minimum, maximum, and middle 80% of R2 across the
10-fold cross-validation. The in-sample R2 is when fitting the entire data set.
20
F Influence Network Estimates for Differenced Data
m
n
v
n
v
p
A B
Figure 10: Network estimates from fitting sparse BLIN model to differenced, lag 2 ICEWS
data. For results from material positive response (mp) see Figure 4. Nodes are sized pro-
portional to total degree and colored according to continent. Edges are sized proportional
to edge weight and colored according to the originating nation’s continent. Positive and
negative portions of the importer and exporter networks are depicted above and below the
state labels, respectively.
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