Strong, mesoscale tip jets and barrier winds that occur along the southeastern Greenland coast have the potential to impact deep convection in the Irminger Sea. The self-organizing map (SOM) training algorithm was used to identify 12 wind patterns that represent the range of winter [November-March (NDJFM)] wind regimes identified in the fully coupled Regional Arctic System Model (RASM) during 1990-2010. For all wind patterns, the ocean loses buoyancy, primarily through the turbulent sensible and latent heat fluxes; haline contributions to buoyancy change were found to be insignificant compared to the thermal contributions. Patterns with westerly winds at the Cape Farewell area had the largest buoyancy loss over the Irminger and Labrador Seas due to large turbulent fluxes from strong winds and the advection of anomalously cold, dry air over the warmer ocean. Similar to observations, RASM simulated typical ocean mixed layer depths (MLD) of approximately 400 m throughout the Irminger basin, with individual years experiencing MLDs of 800 m or greater. The ocean mixed layer deepens over most of the Irminger Sea following wind events with northerly flow, and the deepening is greater for patterns of longer duration. Seasonal deepest MLD is strongly and positively correlated to the frequency of westerly tip jets with northerly flow.
Introduction
Wintertime synoptic storms interact with the steep topography along Greenland's southeastern coast and generate mesoscale tip jets (Doyle and Shapiro 1999; Moore 2003; Våge et al. 2009b; Moore 2012 and barrier winds (Moore and Renfrew 2005; Harden et al. 2011) . During these winter wind events, the combination of strong winds and large temperature and moisture gradients between the cold, dry air and the warmer ocean surface drive oceanic energy and buoyancy loss Renfrew et al. 2009; Harden et al. 2011; DuVivier and Cassano 2013; Oltmanns et al. 2014) . Such conditions are favorable to open-ocean convection, or sinking of surface ocean water, which is a localized process that only occurs in a few locations worldwide (Marshall and Schott 1999) . Cyclonic circulation preconditions the ocean by weakening vertical stability, and subsequent heat loss and increase of density causes the water to sink (Killworth 1983; Marshall and Schott 1999) . In this paper, we investigate the impact of high-wind events on the seas bordering Greenland's southern coasts, including the Labrador and Irminger Seas, as shown in the boxed region in Fig. 1 .
The Labrador Sea has a cyclonic circulation and is a well-known area of open-ocean convection and deepwater formation Gascard and Clarke 1983; Marshall and Schott 1999; McGeehan and Maslowski 2011) . More recently, convection in the Irminger Sea has also been investigated. The Irminger Sea has a cyclonic circulation driven by positive wind stress curl from the strong mesoscale wind events that take place during the winter (Spall and Pickart 2003; Pickart et al. 2003a; Våge et al. 2011) , and convection has been observed there to depths of 400-1000 m (Bacon et al. 2003; Våge et al. 2009a Våge et al. , 2011 De Jong et al. 2012) . Mesoscale westerly tip jets have been a focus of investigation for forcing ocean convection (Pickart et al. 2003a; Spall and Pickart 2003; Våge et al. 2008 Våge et al. , 2009b Våge et al. , 2011 , and westerly tip jets may also be important for both preconditioning and convection in the Irminger Sea and southeastern Labrador Sea due to the strong positive wind stress curl during wind events (Lavender et al. 2002; Martin and Moore 2007; Sproson et al. 2008; Pickart et al. 2008; Oltmanns et al. 2014) .
To date, ocean model studies of convection in the seas around Greenland have used simplified or standalone ocean models, have focused on short time periods, or are limited in geographical domain. An idealized regional ocean model study shows convection is possible during westerly tip jets (Pickart et al. 2003a) , and a simple one-dimensional (1D) ocean model requires a tip jet parameterization to replicate observed ocean mixed layer depths . A one-month case study shows the modeled ocean response to barrier wind events depends on the resolution of atmospheric forcing data (Haine et al. 2009) , and the use of high-resolution atmospheric forcing can increase the Atlantic meridional overturning circulation (Jung et al. 2014; Holdsworth and Myers 2015) . These results suggest that mesoscale wind events are crucial for forcing ocean convection, yet mesoscale winds around Greenland are not accurately represented in global-scale atmospheric models because of the coarse spatial resolution (Kolstad 2008; Sproson et al. 2010) or in atmospheric reanalyses used to force standalone ocean models. As a result, parameterizations of strong mesoscale winds have been developed for use with lowresolution atmospheric forcing Sproson et al. 2010; Condron and Renfrew 2013) . The earth system is holistic, so the surface temperature affects the near-surface winds, which in turn drive fluxes that affect the surface temperature. This is one reason that using a fully coupled model is so important-the earth system components evolve together rather than uncoupled model responses to fixed boundary conditions that do not change as they would in reality. Using a parameterization provides a way to represent the impact of the winds on ocean processes, but explicitly representing winds is more desirable in that it captures the interaction between wind, air and surface temperatures, and turbulent fluxes in a physically consistent manner. Explicitly simulating mesoscale winds requires high-resolution atmospheric models (DuVivier and Cassano 2013; Shkolnik and Efimov 2013; Tilinina et al. 2014 ) with 50-km resolution or higher to capture the steep topographic gradients necessary to realistically block airflow and drive strong wind events (DuVivier and Cassano 2013) .
FIG. 1. (a)
Map of terrain height and bathymetry (m) for the pan-Arctic RASM domain with boundaries of the 50-km atmosphere-land domain (red), boundaries of the ;9-km ice-ocean domain (dark blue and bathymetry), boundaries of the ;9-km extended ocean domain (magenta), and boundaries of the Arctic system as defined in Roberts et al. (2010) (black) . (b) Terrain height and bathymetry (m) for the Greenland focus region with the SOM training area is bounded in black.
In this study, we use self-organizing maps (SOM) to identify 12 near-surface wind patterns around southeastern Greenland that represent the range of wind regimes present during twenty winters [NovemberMarch (NDJFM) 1990 simulated by the fully coupled Regional Arctic System Model (RASM). By using a high-resolution, fully coupled model in which the atmosphere, ice, and ocean evolve together with two-way air-sea interactions, we can explore a realistic ocean response to a large number of different wind events. We examine the thermodynamic ocean buoyancy forcing and response of the ocean mixed layer depth (MLD) for the 12 wind patterns. The paper is organized as follows: the RASM data, SOM pattern classification method, and buoyancy flux calculation are explained in section 2. In section 3, we explore the contributions to the buoyancy flux for each wind pattern, and in section 4 we address the ocean MLD response to wind patterns and address the importance of wind event duration for changes in MLD. Section 5 discusses implications of this study and future directions for exploration.
Data and methods

a. RASM
RASM is a fully coupled atmosphere-ocean-sea ice-land limited-area model (Maslowski et al. 2012 ) configured on the pan-Arctic domain shown in Fig. 1a . Here, we describe aspects of RASM relevant to this study, and additional details can be found in Roberts et al. (2015) . RASM is composed of the Weather Research and Forecasting (WRF) Model, the Los Alamos National Laboratory Parallel Ocean Program (POP) and Sea Ice Model (CICE), the Variable Infiltration Capacity (VIC) land surface model (Hamman et al. 2015 , manuscript submitted to J. Climate), and the streamflow routing VIC (RVIC) model (J. Hamman et al. 2015, unpublished manuscript) . Surface fluxes are exchanged every 20 min using the same flux coupler as the Community Earth System Model (CESM), version 1.1 (Craig et al. 2012) , with modifications in RASM for improved ice-ocean dynamics (Roberts et al. 2015) . The pan-Arctic domain encompasses the Arctic system, as defined by Roberts et al. (2010) , and extends to the North Pacific and North Atlantic Oceans to account for passage of cyclones into the Arctic. The WRF and VIC models share a 50-km polar stereographic grid, while POP and CICE share a 1 /128 (;9 km) rotated sphere grid with the equator passing through the North Pole. Multidecadal simulations with adequate resolution for simulating mesoscale wind features (DuVivier and Cassano 2013) are possible when using RASM on high performance computing architectures.
RASM uses the WRF Model, version 3.2 (Skamarock et al. 2008) , that has been modified to allow for coupling other climate model components in RASM. The WRF Model physics parameterizations and modifications used in this configuration of RASM are shown in Table 1 . In RASM, the WRF Model uses 2.5-min time steps and is coupled every 20 min through the aggregate averages of 2.5-min fluxes from the WRF Model to the surface. Lateral and upperboundary conditions for the WRF Model are provided by ERA-Interim (Dee et al. 2011) , while lowerboundary conditions and sea ice conditions that would normally be necessary for the WRF Model are not needed when it is coupled in RASM because these data are received via the coupler from the land, ocean, and sea ice models. The WRF Model has 40 vertical levels, with the lowest model level at approximately 12 m, 10 levels within 1 km above the ocean, and a 50-hPa model top. To constrain the large-scale circulation but still allow for free evolution of the boundary layer system (Cassano et al. 2011) , planetary-scale temperature and wind fields are spectrally nudged beginning at eta level 20 (;500 hPa) with a strength of zero that is linearly ramped up to 0.0003 s 21 at the top of the atmosphere (for details see Skamarock et al. 2008 ). The ocean model in RASM (POP) is the same version as in CESM, version 1.1, and has been modified to run regionally on the pan-Arctic 1 /128 (;9 km) rotated spherical coordinate, eddy-permitting grid. POP has 45 vertical levels, with 7 levels in the upper 42 m and 19 levels in the upper 500 m. Surface freshwater runoff from land surfaces, including Greenland, is provided to POP from the VIC model via the RVIC model (J. Hamman et al. 2015, unpublished manuscript) . POP uses K-profile parameterization for vertical mixing (Large et al. 1994) , and the POP model's MLD variable (hmxl) is used for analysis in this study. The sea ice model, CICE version 4 (Hunke and Lipscomb 2010) , is configured on the same domain as POP and with five predictive sea ice thickness categories. Details specific to the modifications and initial conditions of POP and CICE within RASM can be found in Roberts et al. (2015) . To analyze a time period for which the ice-ocean system has adjusted to the atmospheric forcing within the fully coupled RASM, we have started the coupled model spinup from 1 September 1979 to 31 October 1990 but do not analyze this early time period here. This study uses daily averaged WRF, POP, and CICE output for 20 winter seasons (defined as November through March) from 1990 to 2010. The 20 winter seasons capture interannual variability in the large-scale atmospheric circulation and resulting ocean forcing. In this study we will focus only on the wind patterns and surface fluxes around southern Greenland, including the Irminger Sea, Labrador Sea, and Denmark Strait (Fig. 1b) . The ice edge modeled in RASM as defined by the 15% sea ice concentration and mean ice thickness greater than 10 cm (not shown) is consistent with the satellite observed sea ice edge. However, to keep the focus of this paper on the air-sea interactions over the open ocean and to minimize the impact of sea ice growth or melt on surface fluxes, we only analyze areas of open ocean with a modeled sea ice concentration of 15% or less.
b. Wind pattern classification
This study uses the SOM neural network algorithm to identify near-surface wind patterns around southeastern Greenland and assess the ocean response to forcing associated with each type of pattern. The SOM training algorithm is an unsupervised, iterative process that identifies a user-specified number of representative patterns within a dataset (Kohonen 2001; Hewitson and Crane 2002; Cassano et al. 2007 ) and arranges similar patterns (or nodes) together into a two-dimensional array, or SOM, where the linear distance between patterns signifies the similarity between representative patterns, as described in Schuenemann et al. (2009) . The SOM method has been shown to be a robust method for identifying dominant weather patterns (Reusch et al. 2005; Liu et al. 2006; Sheridan and Lee 2011) .
This project uses wintertime (NDJFM) winds in the SOM training algorithm because the strongest mesoscale winds around southeastern Greenland occur in the winter from November through March (Moore 2003) , and the largest deepening in oceanic mixed layer takes place over this same time period. The training data used are the 1990-2010 winter daily average (3020 days total) zonal and meridional wind components from the lowest WRF Model level (;12 m). Additionally, only data from grid cells that occur over the ocean near the southeastern Greenland coast (boxed region on Fig. 1b) were used so that the SOM algorithm identifies patterns based on the speed and direction of mesoscale wind features that directly influence the ocean. Different SOM sizes (columns 3 rows: 4 3 2, 4 3 3, 5 3 4, 6 3 4, 6 3 5, 7 3 5, and 8 3 6) and training parameters were evaluated (Hewitson and Crane 2002; Cassano et al. 2015) , and the SOM for each size was chosen to minimize the root-mean-squared difference (RMSD) between the patterns identified and the data used in the training algorithm. A detailed explanation on how to select the number of patterns that should be used in an SOM analysis is found in Reusch et al. (2005) or Cassano et al. (2015) . Previous work has investigated the subtle differences in wind patterns and the resulting turbulent fluxes around southeastern Greenland (DuVivier and Cassano 2015a,b) . In contrast, this manuscript seeks to understand the ocean response to the dominant wind patterns in this region, and a 4 3 3 SOM (Fig. 2) was selected for analysis because it captures the dominant wind patterns present around Greenland. In larger SOM arrays the wind patterns have subtle variations that are not scientifically significant for determining the ocean response to the winds over a 20-yr period. The data from each of the 3020 days used in the training algorithm were then mapped to one of the 12 representative patterns based on the minimum RMSD between that day's average wind vectors and the representative wind vectors in the SOM; the average RMSD for the 4 3 3 SOM is 2.7 m s 21 . A composite of atmospheric or oceanic variables (i.e., wind speed, 2-m temperature, sea surface temperature, etc.) is calculated by averaging all events that map to a particular pattern. The pattern frequency is defined as the ratio of the number of days that map to a particular pattern relative to the 3020 days used for training the SOM. The composite zonal and meridional wind components and wind speed for the SOM and pattern frequencies are shown in Fig. 2 . The SOM is arranged such that patterns with northerly, barrier-parallel winds from the Denmark Strait to Cape Farewell are in the top row, while patterns with southerly or weak coastal winds are in the bottom row. The left columns show easterly flow at Cape Farewell, while the right columns show westerly flow at Cape Farewell. The patterns with the largest differences from one another map to the corners of the SOM and tend to be the most extreme, while transitional patterns occur near the center of the SOM. The patterns in the four corners of the SOM, which were objectively identified during SOM training, correspond to the northeasterly, southeasterly, northwesterly, and southwesterly subtypes of tip jets described in . 
where Q Lat is the latent heat flux (LHF) at the ocean's surface, and Q Sen is the sensible heat flux (SHF) at the ocean's surface. Both turbulent fluxes depend on the scalar wind speed at the lowest WRF Model level and the moisture and temperature gradient between the lowest WRF Model level and the ocean surface (DuVivier and Cassano 2013). The net longwave flux at the ocean's surface is represented by Q LW ; Q SW is the net shortwave flux at the ocean's surface. For all thermal term components (Q Lat , Q Sen , Q LW , and Q SW ), positive values indicate buoyancy loss from the ocean and gain by the atmosphere. The haline term components include the surface salinity S, the evaporation E, and the precipitation P. A positive net haline term indicates buoyancy loss from the ocean, while a negative haline term indicates buoyancy gain. A positive buoyancy flux indicates a decrease in buoyancy for surface ocean waters and may lead to convection due to increased density of the surface water. All other terms in Eq.
(1) are detailed in Table 2 .
Buoyancy forcing from atmosphere a. Net buoyancy flux
For all winter wind patterns there is a net loss of buoyancy out of the ocean (Fig. 3) , as calculated from Eq. (1) and POP model output. The buoyancy loss field from the ocean spatially resembles the maximum wind speed for each pattern (Fig. 2) , which indicates a relationship between the oceanic buoyancy loss and the wind speed. Patterns with northerly, barrier flow (Fig. 3 , top row) have the maximum buoyancy loss along the ice edge where there are strong winds and cold, dry air first encounters the relatively warmer ocean surface. The magnitude of buoyancy loss decreases with distance from the ice edge. Patterns with southerly flow (Fig. 3 , bottom row) also remove buoyancy from the ocean, but the magnitude of buoyancy loss is smaller than for patterns with northerly flow. Additionally, easterly tip jet patterns (Fig. 3 , left column) have a local maximum of buoyancy loss just west of Cape Farewell. Westerly tip jets (Fig. 3 , right columns) have similar magnitude buoyancy loss along the ice edge and in the core of the atmospheric jet that occurs over the ocean east of Cape Farewell, and they also have large buoyancy loss in the Labrador Sea. This finding is consistent with those of Moore et al. (2014) , who found that the maximum energy loss from turbulent fluxes in the Labrador Sea is related to Greenland's topographic influence on the upstream wind field over the Labrador Sea.
The individual contributions of the thermal and haline terms to the total buoyancy flux are shown in Table 3 (columns in boldface). The percent contribution was computed at each open-ocean grid point and averaged into a single value. The spatial fields associated with each term of the total buoyancy flux and that are used to calculate the values found in Table 3 can be found in the supplementary material (Figs. S1-S8: thermal term, LHF, SHF, net longwave radiation, net shortwave radiation, haline term, evaporation, and precipitation).
The thermal term is three orders of magnitude larger than the haline term for all wind patterns and dominates the net buoyancy loss (Table 3 ). The contributions of the individual constituents to the thermal term (LHF, SHF, net longwave radiation, and net shortwave radiation) and haline term (evaporation and precipitation) were calculated using the same method described previously and are shown in Table 3 (columns to the right of each parent term in boldface). The collocation of buoyancy flux maxima with wind speed maxima (Figs. 2 and 3) suggests that the turbulent heat fluxes may be strong drivers of the overall buoyancy loss. The relative contribution (65%-75%) of the two turbulent fluxes to the thermal term confirms that turbulent fluxes dominate the overall buoyancy loss. The relative contribution of the LHF is similar (46%-52%) for all patterns and makes a larger contribution to the buoyancy flux than the SHF. The SHF contribution is largest for patterns with northerly, barrier flow (39%-40%), and it is slightly lower for patterns with weak barrier flow or southerly flow (33%-35%). Like the turbulent fluxes, the net Specific heat of freshwater longwave flux also removes buoyancy from the ocean for all patterns, and it is more important for patterns with weak barrier flow or southerly flow (33%-35%) than for patterns with northerly flow (26%-27%). For all patterns, the net shortwave flux adds buoyancy to the ocean (from 227% to 211%) and it is unsurprisingly small given the short winter daylight hours.
b. Spatial patterns of buoyancy flux
In this section, we investigate the spatial buoyancy flux fields in order to understand how the individual fluxes contribute to the net buoyancy loss. We have chosen to discuss the four corner patterns (Fig. 2) because they differ the most from one another and provide a sense of the ocean response to the range of wind events. To keep the focus on the four edge patterns and the dominant terms of the buoyancy flux (SHF, LHF, and longwave fluxes), Fig. 4 shows composites of the winds, buoyancy flux terms, and their contributing factors for the four corner patterns only. Because nearsurface atmospheric temperature and moisture are crucial components of the SHF and LHF, respectively, we have calculated the composite mean atmospheric temperature and moisture anomaly, which are found for each day using the 20-yr daily mean values to remove the seasonal signal. Figures showing the contributions for each pattern in the 12 member SOM can be found in the supplementary material for various buoyancy flux terms (Figs. S1-S8) and the atmospheric temperature (Fig. S9 ) and moisture (Fig. S10) anomalies.
The composite wind speed for the four patterns is shown in Fig. 4a . These four corner patterns have also been identified in as subgroups of tip jets. Pattern (0, 0) represents a northeasterly tip jet with barrier flow (NETJ) where the maximum wind speed occurs along the ice edge south of the Denmark Strait. Pattern (0, 2) represents an easterly tip jet with weaker barrier flow (ETJ) and maximum wind speed west of Cape Farewell. Pattern (3, 0) is a northwesterly tip jet with barrier flow (NWTJ) and maximum wind speed over the Irminger Sea to the east of Cape Farewell. Pattern (3, 2) has a southwesterly tip jet (SWTJ) with maximum speeds over the Irminger Sea northeast of Cape Farewell, but with a smaller magnitude maximum than the other corner patterns.
The thermal term (Fig. 4b ) spatially resembles the wind speed (Fig. 4a) for patterns with northerly flow (NETJ and NWTJ) but not for patterns with a southerly component to the flow (ETJ and SWTJ). For the NETJ, the maximum thermal buoyancy loss occurs along the sea ice edge south of the Denmark Strait and decreases with distance from the ice edge. There is a secondary The wind vectors are included to remind readers of the representative wind field, and the dark black contour represents the average 15% sea ice contour modeled by CICE in RASM for each pattern.
maximum along the coast and to the northeast of Cape Farewell. Both of these flux maxima coincide with wind speed maxima. Both the NETJ and ETJ have a local maximum for the thermal term just west of Cape Farewell, but only the ETJ has a maximum in wind speed collocated with this region of enhanced buoyancy flux. Like the NETJ, the ETJ has enhanced buoyancy loss along the sea ice edge but the ETJ has relatively weak winds in this location. The NWTJ has a local maximum in the thermal term over the Irminger Sea, where the largest wind speeds occur, but there is also a local maximum over the Labrador Sea where weaker winds are present. The buoyancy loss for the SWTJ is generally smaller than for the other patterns, other than in the Labrador Sea. For this pattern the largest buoyancy loss is not collocated with the largest wind speeds. Because the turbulent fluxes are the largest contributors to buoyancy loss (Table 3 ) and because they depend directly on wind speed, the similarity between the wind speed and flux field is not surprising. However, because each pattern has regions of elevated buoyancy loss where there are weak winds, it is necessary to examine temperature and moisture influences on the turbulent fluxes. The SHF (Fig. 4c ) for all patterns is elevated along the sea ice edge-south of the Denmark Strait for NETJ and ETJ and in the Labrador Sea for the NWTJ and SWTJwhere anomalously cold atmospheric temperatures (Fig. 4d) first encounter the relatively warm ocean waters. The magnitude of buoyancy loss decreases with distance from the ice edge as the cold atmospheric temperature anomaly decreases and the atmosphere adjusts to the flux of heat from the ocean. For both the NETJ and ETJ, elevated SHFs south of the Denmark Strait decrease to the south as the cold temperature anomaly becomes weaker, but for the NETJ the decrease in fluxes corresponds to a decrease in wind speed, while the ETJ decrease in fluxes corresponds to an increase in wind speed. Both the NWTJ and SWTJ have local maximum in SHF in the Labrador Sea, where relatively weak westerly atmospheric flow brings cold air off the North American continent or sea ice over the open ocean (Renfrew and Moore 1999) . For the NWTJ there is also elevated buoyancy loss due to the SHFs immediately east of Cape Farewell, where both a maximum in wind speed and a minimum in temperature anomaly exist. In all patterns the largest SHFs occur where there are anomalously cold atmospheric temperatures, so changes in the temperature anomaly drive changes in the SHF, while changes in wind speed are of secondary importance.
The LHFs over the open ocean (Fig. 4e) depend on both the atmospheric moisture anomaly (Fig. 4f ) and the wind speeds (Fig. 4a) . For NETJ, the largest LHF is along the sea ice edge where the driest northerly flow encounters the ocean surface and there is a wind speed maximum; however, along the coast to the northeast of Cape Farewell, the LHF is not elevated because the air is less anomalously dry even though the wind speeds are elevated. The ETJ has anomalously moist conditions in the vicinity of maximum wind speeds southwest of Cape Farewell, so the LHFs for this pattern are relatively weak. Similar to the NETJ, the maximum LHF for the NWTJ occurs where a maximum in wind speed and TABLE 3. Columns in boldface indicate the percent contribution of the thermal and haline terms to the net buoyancy flux for each SOM pattern; the haline term is three orders of magnitude smaller than the thermal term. The percent contributions of the latent heat flux, sensible heat flux, net longwave, and net shortwave terms to the thermal term are shown to the right of the thermal-term column. The percent contributions of the evaporation and precipitation terms to the haline term are shown to the right of the haline-term column. Blank rows in the 
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anomalously dry air are collocated (i.e., southeast of Cape Farewell). However, in the Labrador Sea the LHFs are not elevated because weak winds are collocated with anomalously dry conditions. The SWTJ has anomalously moist conditions and low wind speeds that lead to smaller LHFs relative to other patterns. The combination of anomalously dry air and strong winds is important to generate a large LHF. Dry air but weak winds, such as over the Labrador Sea for NWTJ, or strong winds but moist air, such as west of Cape Farewell for ETJ, result in small LHFs. Near the sea ice edge, the buoyancy loss from the SHF is largest, but over the ocean the magnitudes of buoyancy loss from SHF and LHF are similar. For all patterns, the ocean loses buoyancy from the SHF (LHF) over the entire domain because the temperature (moisture) gradient is such that the atmosphere is colder (drier) than the ocean surface. The temporal and spatial evolution of the magnitude of the temperature (moisture) gradient is driven primarily by the atmospheric temperature (moisture) anomaly rather than the sea surface conditions, which vary less relative to the atmospheric state. The combination of wind speed maxima and anomalously cold and dry conditions, and thus large temperature and moisture gradients between the ocean and atmosphere, leads to the largest turbulent fluxes and buoyancy loss from the ocean.
The net longwave flux (Fig. 4g ) is smaller in magnitude than the turbulent fluxes and is fairly constant over the whole domain, indicating that the impact of wind patterns on cloud cover is small. Slightly elevated buoyancy loss can be seen for NWTJ to the east of Cape Farewell, where dry, off-continent flow would likely lead to clearer skies and more longwave loss from the ocean. The shortwave flux (Fig. S5) is fairly constant over the whole domain as well, though in areas with clear sky, like that for the NWTJ, the oceanic buoyancy gain is slightly larger.
Unlike the thermal buoyancy term, which in this case only acts to remove buoyancy from surface waters (Fig. 4b ) by thermal energy loss that increases density of surface waters, the haline buoyancy term (Fig. 4h ) both removes and adds buoyancy to surface waters. Precipitation uniformly adds buoyancy by adding freshwater to the ocean surface, which decreases density, while evaporation uniformly removes buoyancy by removing freshwater from surface water, which increases density. However, the overall impact of the haline term depends on the difference in evaporation and precipitation [Eq.
(1)], so specifics of local precipitation and evaporation patterns are important for the overall impact of the haline term. In locations where there is upslope atmospheric flow onto the Greenland continent, such as for the ETJ and SWTJ patterns, localized precipitation can lead to a negative haline term and oceanic buoyancy gain (Fig. 4h ). Yet the haline contribution to the total buoyancy term is still negligibly small compared to the thermal terms. (Note: the color bar for the haline buoyancy term in Fig. 4h is three orders of magnitude smaller than for the thermal buoyancy term in Fig. 4b.) 
Ocean response a. Mixed layer depth changes
The oceanic buoyancy loss that occurs for all wind patterns (Fig. 3) indicates that the surface waters are becoming denser. Profiling floats (Centurioni and Gould 2004) In the southwestern Irminger Sea, RASM simulates average seasonal maximum MLD of 400-500 m (Fig. 5b) , and the deepest MLD simulated over all 20 winter seasons exceeds 800 m (Fig. 5c) . These values are consistent with observations showing years when the deepest MLD exceeds 800 m (De Jong et al. 2012 ) in this region. In the northeastern Irminger Sea, near the sea ice edge and Icelandic continental shelf, RASM results show a deeper average maximum MLD of about 1000 m (Fig. 5b) , and the deepest simulated MLD over 20 winter seasons in the northeastern Irminger Sea exceeds 1500 m (Fig. 5c) . While the authors are unaware of MLD measurements from moorings in this region, float profile observations of the region from 1994 to 2003 presented by Centurioni and Gould (2004) suggest that the northeastern Irminger basin does not have particularly favorable conditions for convection, and a single Argo float observed mixed layer depths around 600 m in the northeastern Irminger basin during the winter of 2007/08 . Therefore, in the northeastern Irminger Sea, the modeled MLD does not match the scant observations well, but this appears to be confined to this particular section of the Irminger Sea basin because the mooring observations match the model well elsewhere in the basin. The average maximum MLD (Fig. 5b) and absolute deepest MLD (Fig. 5c) is deeper in the Labrador Sea than the Irminger Sea, which is consistent with observations showing frequent MLDs deeper than 2000 m in the Labrador Sea (Lazier et al. 2002) .
As seen in Fig. 5a , the MLD deepens over the winter, but there are also periodic restratification events [e.g., mooring location Long-Term Ocean Climate Observations (LOCO) 3 in 1997] as well as days with enhanced deepening [e.g., mooring point (MP) location in 2001]. To understand how the MLD changes after different types of wind events, Fig. 6 shows the composite average of the change in MLDs one day after each of the wind patterns. In the Irminger Sea, a widespread deepening of the MLDs of 10-30 m follows wind events with northerly flow (Fig. 6, top row) . This deepening occurs both in locations with very large buoyancy loss, such as along the sea ice edge in pattern (0, 0) or to the southeast of Cape Farewell for patterns (2, 0) and (3, 0), but also in locations with smaller buoyancy loss. Similarly, in the Labrador Sea deepening occurs after wind patterns with strong buoyancy loss-patterns (3, 0), (3, 1), and (3, 2)-but also after patterns with weaker buoyancy loss, such as patterns (1, 2) and (2, 2). For wind events with southerly flow, there is shoaling of the MLDs over most of the Irminger Sea for pattern (1, 2), while patterns (2, 2) and (3, 2) result in a mix of deepening and shoaling (Fig. 6) . The large magnitude (.j100j m) changes in MLDs southwest of Iceland (i.e., the ''whale tail'' on ( Fig. 1b) and do not correspond to locations of large buoyancy loss.
While there is buoyancy loss for all wind patterns (Fig. 3) , MLD evolution is a complex process (e.g., McGeehan and Maslowski 2011), and simply assessing buoyancy flux maxima or minima for particular patterns is not sufficient to fully explain the MLD changes following a wind event, as seen in Fig. 6 . Similar magnitude deepening can occur in locations of large or small buoyancy loss, and MLD shoaling also occurs in locations with relatively small buoyancy loss. In locations with a weak buoyancy flux, deepening may be the result of preconditioning from previous events so that a smaller flux may be sufficient to cause deepening. Particularly in the presence of relatively weak buoyancy forcing, MLD changes may also be driven by other processes, such as mechanical atmospheric forcing (surface mixing, Ekman pumping, etc.) or air-sea iceocean interactions (McGeehan and Maslowski 2011), which are not analyzed here.
As discussed in section 3a, the buoyancy flux is dominated by the turbulent SHF and LHF. These turbulent fluxes depend on both wind stress, which is a mechanical forcing, and temperature or moisture gradients, which are thermodynamic forcing. To understand how changes in MLD depend on the mechanical portion or the thermodynamic portion of the buoyancy flux, we have correlated the change in MLD one day after an event with the wind stress, the temperature gradient, and the moisture gradient on the day of the event. For northerly flow patterns, where we see widespread MLD deepening, the wind stress and both gradient terms are positively correlated with the change in MLD in the regions with the largest buoyancy flux (not shown). This indicates that the MLD deepens more when there is a greater surface stress or larger gradients. However, the magnitude of the correlation is greater and a larger area is significant for both gradient terms than for the surface stress. Therefore, the thermodynamic rather than the mechanical component of the turbulent fluxes dominates the change in MLD.
b. Long-versus short-duration events
Because the ocean has a relatively long memory compared to the atmosphere, longer-duration strong wind events are expected to impact the ocean more than short-duration events. We define the start of an event if the previous day mapped to a different wind pattern in the SOM. The duration of an event is the number of sequential days that map to the same wind pattern. We define short events as those that last one day only and long events as those that last three or more days. Table 4 FIG. 6. RASM composite change in MLD (m) one day following a wind event for each of the 12 representative wintertime (NDJFM) wind patterns identified by the SOM for 1990-2010. Reds (blues) indicate deepening (shoaling) of the MLD. The wind vectors are included to remind readers of the representative wind field, and the dark black contour represents the average 15% sea ice contour modeled by CICE in RASM for each pattern.
gives the percent of time that each wind pattern lasts for one day, two days, and three or more days. For all patterns, most events last a single day (;71%), while a smaller percentage last three or more days (;10%). For this discussion, we will focus on the NETJ and NWTJ patterns-patterns (0, 0) and (3, 0), respectively-since we have shown that these patterns have the largest buoyancy forcing and most widespread deepening of the MLD. Figures 7a and 7b show the wind speed and total buoyancy flux for the first day of the average short and long NETJ and NWTJ event, and the corresponding change in oceanic MLD over that first day. On the first day of a new event there are faster wind speeds and larger buoyancy fluxes out of the ocean for long events compared to short events, which suggests that long events have stronger background forcing than short events. For NETJ (Fig. 7a) , in the Irminger Sea there is similar magnitude deepening for long and short events, but the long events result in deepening over a larger area. In the Irminger Sea, the spatial pattern and magnitude of MLD change is similar for both the short and long NWTJ events (Fig. 7b) . The relatively similar MLD response in the Irminger Sea to the differing strength of buoyancy forcing for long and short events indicates that after one day the ocean is not responding differently to the stronger forcing associated with long-duration events. In the Labrador Sea, the long NWTJ results in more deepening compared to the short NWTJ, which is consistent with the larger buoyancy flux in this region for long NWTJ.
The difference in ocean MLD response to short and long events and the importance of the long ocean memory is more apparent when we investigate several days after the start of an event. Three days after an event begins a long event is just ending while a short event is over, and the winds have transitioned to a different wind pattern. For both short and long NETJ and NWTJ events, after three days the average wind speeds (Figs. 7c,d ) are weaker than on the first day of an event (Figs. 7a,b) . However, the repetition of the wind field over all three days causes the average wind speeds for long events to be more similar to the first day of an event. For long events, the three-day average buoyancy flux (Figs. 7c,d ) is slightly reduced in magnitude, though otherwise similar to the buoyancy flux on the first day of an event (Fig. 7a,b) . However, for short events the threeday average buoyancy flux is weaker because the wind pattern has transitioned, and the original buoyancy signal is diluted as a result of averaging with the buoyancy signals associated with the new wind patterns. Three days after the start of an NETJ (Fig. 7c) , long events have a larger area of MLD deepening along the sea ice edge south of the Denmark Strait and north of Cape Farewell along Greenland's southeastern coast when compared to short events, and these areas are collocated with larger three-day average buoyancy fluxes for long events. There is greater magnitude MLD deepening that occurs over a larger area in the Labrador and Irminger Seas for long NWTJ compared to short NWTJ (Fig. 7d) , and the regions with increased MLD deepening correspond to larger three-day average buoyancy fluxes.
c. Interannual variability
Because RASM is able to reasonably simulate observed MLDs over a sequence of years (Fig. 5a) , we explore how interannual variability in the different wind pattern frequencies impacts the seasonally deepest MLD by correlating the yearly frequency of each atmospheric pattern with each season's deepest MLD at each point. A positive (negative) correlation indicates when the pattern occurs more frequently that year's maximum MLD is deeper (shallower). Correlations are assumed to be linear with no lag, and significance of the correlation coefficient was calculated using the r test. Note that, over much of the Icelandic continental shelf, the maximum MLD is equal to the depth of the continental shelf for all 20 winters, so a correlation coefficient is not meaningful, and this region has been shaded white in Fig. 8 .
Patterns with strong westerly winds in the Irminger Sea-patterns (2, 0), (3, 0), and (3, 1)-have large regions of positive and statistically significant correlation between pattern frequency and maximum MLD in both the Irminger and Labrador Seas (Fig. 8) . For these patterns, the greatest correlation occurs where there are 988 large buoyancy fluxes in the Irminger and Labrador Seas (Fig. 3) . Conversely, patterns (0, 2) and (1, 2) have a predominantly negative and significant correlation over both the Labrador and Irminger Seas (Fig. 8) where the associated buoyancy flux is small (Fig. 3) . In general, patterns that have northerly flow and strong buoyancy loss near the sea ice edge (Fig. 3 , top row) have a positive correlation in the regions collocated with the large buoyancy fluxes (Fig. 8) . Thus, when patterns with northerly flow occur more often, deeper maximum MLDs occur off the ice edge and are likely due to the large buoyancy loss in that area. Patterns with westerly flow and elevated buoyancy loss over the Labrador Sea (Fig. 3 , right column) have a positive correlation with maximum MLD over the Labrador Sea (Fig. 8) . Conversely, patterns with a component of easterly flow over the Labrador Sea (Fig. 3 , left column) have small buoyancy loss and are negatively correlated with the season's deepest MLD (Fig. 8) . Curiously, patterns (1, 1) and (2, 2) have areas of positive, significant correlation in the southern Irminger Sea (Fig. 8 ) that are not collocated with buoyancy loss and may reflect other processes (e.g., oceanic advection and eddy transport) driving the MLD deepening.
The relationships between pattern frequency and the season's deepest MLDs in both the Labrador and Irminger Seas are consistent with the buoyancy forcing and temperature anomalies discussed in section 3a. In general, northerly flow over the Irminger Sea or westerly flow over the Labrador Sea advects cold air over the open water and drives large buoyancy loss, and when a wind pattern in which this occurs happens more frequently, there are more likely to be deeper maximum MLDs that season in locations of large buoyancy loss. The deepest MLDs across the Labrador and Irminger Seas occur when patterns (3, 0) and (3, 1) are frequent, because they drive cold northerly winds over part of the Irminger Sea and westerly winds over the Labrador Sea and southern Irminger Sea. The season's deepest MLDs will be shallower when patterns (0, 2) and (1, 2) occur frequently, because they bring warmer, southeasterly winds over the Labrador and Irminger Seas.
Discussion and conclusions
The ocean loses buoyancy and becomes denser during all types of wintertime wind patterns that occur around southeastern Greenland (Fig. 3) . This buoyancy loss is primarily driven by the thermal term, while the haline contribution to the buoyancy flux is negligible (Table 3) . This might be explained by the fact that the winter average sea surface temperature in the Irminger Sea is relatively warm (at 15.58C modeled by RASM; not shown) and subject to a large temperature change due to atmospheric cooling. In addition, the positive haline contribution to the surface buoyancy flux is diminished by the cooling effect of precipitation in high latitudes, especially in winter. Using estimates of precipitation and evaporation over the Atlantic, Schmitt et al. (1989) also found that at high latitudes the thermal density flux dominates over the haline density flux. They attribute the small haline contribution to density loss to a reduced magnitude hydrologic cycle at high latitudes due to relatively dry conditions as a result of cold atmospheric temperatures. However, the contribution of the haline term to buoyancy loss in the subpolar North Atlantic could vary spatially based on sea surface temperature. For example, Moore et al. (2002) , using reanalysis data in the Weddell Sea, and Sathiyamoorthy and Moore (2002) , using observations in the Labrador Sea, find that freshwater flux, particularly from precipitation, is a crucial component to open water buoyancy flux. They attribute it to the nonlinearity of the equation of state for seawater: the thermal expansion coefficient a T depends strongly on temperature, while the saline contraction coefficient b is less sensitive, so at cold temperatures (;138C in the Labrador Sea as modeled by RASM, not shown) the thermal contribution diminishes while the saline contribution increases. For calculating the buoyancy flux [Eq. (1)] using POP output, we have assumed the thermal and haline expansion coefficients at constant values ( Table 2) that are appropriate for this region. However, this approach may reduce the importance of the haline term because of the nonlinearity of these terms and variation in sea surface temperature in this region. Finally, the haline component could be further underrepresented in this study if the RASM atmosphere simulates too little precipitation in this region. Further evaluation of RASM's simulated precipitation over the Arctic system, including the Irminger basin, is underway but beyond the scope of the present study.
The thermal buoyancy terms dominate buoyancy loss (Table 3) , and of these the longwave radiative contribution to buoyancy loss (25%-35%) is less than the turbulent heat flux terms (65%-75%), while net shortwave radiation adds a small amount of buoyancy to the surface waters. The turbulent flux contributions to the buoyancy loss tend to have similar patterns to the wind field and atmospheric temperature and moisture anomalies, while the radiation contributions are relatively uniform throughout the domain and do not differ considerably for the different wind patterns. Patterns with the largest buoyancy fluxes have northerly or westerly flow that brings cold, dry air over the ocean, while patterns with southerly flow tend to have warmer, moister air that results in a smaller buoyancy loss (Figs. 3  and 4) . In regions where cold atmospheric temperature anomalies (Fig. 4d) occur over the relatively warmer ocean, SHF (Fig. 4c) causes a large buoyancy loss, which is enhanced when strong winds are collocated with the anomalously cold air (Fig. 4a) . For LHF loss (Fig. 4e) , however, the combination of dry atmospheric conditions (Fig. 4f ) and fast winds (Fig. 4a ) is important to drive the largest buoyancy loss, such as along the sea ice edge south of the Denmark Strait for the NETJ or in the core of the jet for NWTJ.
By using 20 winters of model output from a dynamically complex ocean model driven by a fully coupled high-resolution atmosphere model that explicitly represents mesoscale winds, we can analyze the ocean's response to many different types of events over a long period. Patterns with northerly flow drive MLD deepening in the Irminger Sea regardless of the wind direction at Cape Farewell and the resulting type of tip jet, but the locations of MLD deepening differ based on the location of the maximum buoyancy loss. Additionally, the mixed layer deepens in both the Labrador and Irminger Seas for patterns with westerly flow at Cape Farewell. Frequency of wind patterns with westerly tip jets and strong barrier flow is significantly positively correlated with deeper maximum MLDs in a season in both the Irminger and Labrador Seas, while easterly tip jets with southerly flow are significantly negatively correlated with deepest maximum MLDs (Fig. 8) . Therefore, westerly tip jets with strong northerly, barrier flow are most likely to cause the deepest MLD formation.
The similarity between wind pattern and buoyancy loss, discussed in the previous paragraph, suggests that correctly simulating the meridional overturning depends on accurately simulating both spatial features and frequency of the mesoscale wind. The wind patterns in this study (Fig. 2) are similar to those identified by using the North American Regional Reanalysis (32 km) and by DuVivier and Cassano (2015a) using ERA-Interim (150 km) and the WRF Model (50 km). In particular, the top wind patterns in the right column of Fig. 2 are similar to those in DuVivier and Cassano (2015a) that are positively correlated with the North Atlantic Oscillation (NAO), so it follows that the patterns in the top-right panel of Fig. 2 are also positively correlated with the NAO. Because these patterns have the largest widespread buoyancy loss (Fig. 3) , it is expected that in years with a strongly positive NAO index deep convection would be more likely to take place in the Irminger Sea and Labrador Sea, as has been suggested by other studies (Pickart et al. 2003b; Våge et al. 2009b ). However, even in low NAO index years, open-ocean convection has been observed , likely because multiple wind patterns have large localized buoyancy loss.
In addition to favorable interannual variability in wind patterns, high-resolution atmospheric forcing increases the meridional overturning circulation (Jung et al. 2014; Holdsworth and Myers 2015) . This study uses an atmosphere model with 50-km horizontal grid spacing, the lowest resolution that captures mesoscale wind features, but using an atmospheric resolution of 10 km is better for representing mesoscale winds and turbulent flux processes (DuVivier and Cassano 2013). Hughes and Cassano (2015) and Moore et al. (2015) both show that using high model resolution is important for simulating the wind field in regions of complex topography like the Denmark Strait, while Harden and Renfrew (2012) show that the maxima in wind speed in the Denmark Strait is the result of topographically complex promontories. Simulating the strength of barrier winds is important for driving both the turbulent fluxes and also the strength of the cyclonic wind stress curl that preconditions the Irminger Sea for convection (DuVivier and Cassano 2015b) . The ocean response may be enhanced or more distinct for particular wind patterns when forced with a higher-resolution atmosphere that has a more detailed and higher-magnitude wind field (Hughes and Cassano 2015) . Therefore, using highresolution coupled models is important for simulating both the wind and flux processes, and it is expected that as regional and global coupled models increase in resolution the frequency of open-ocean convection and magnitude of meridional overturning may increase.
Compared to observations in the southern Irminger Sea basin, RASM simulates MLD development throughout winter and deepest MLD in a season reasonably well (Fig. 5) . Typical modeled MLDs in the Irminger Sea are approximately 400 m but can exceed 800 m in particular years. In general, there is widespread MLD deepening in the Irminger Sea following northerly wind events that also have the largest buoyancy fluxes, while southerly wind events result in shoaling of the MLD or a mix of deepening and shoaling (Fig. 6) . Longer-duration NETJs and NWTJs are shown to drive MLD deepening over a larger spatial area and with greater magnitude in regions of large buoyancy loss than short-duration events of the same type (Figs. 7c,d ), indicating that persistent atmospheric forcing enhances the ocean response. Evaluation of the modeled upper-ocean hydrography, including estimates of mixed layer depth, with in situ observations is the focus of a separate study aimed at better understanding how RASM captures ocean hydrography and processes in different regions.
While this study has addressed many questions regarding the thermodynamic impact of different mesoscale winds on the ocean, questions still remain. This study has not addressed the impact of ocean eddies and dynamics of the marginal ice zone on convective processes (e.g., McGeehan and Maslowski 2011), preconditioning before different events, and other mechanical influences on the MLD, such as Ekman pumping or suction due to wind stress curl or bathymetric effects. Future work will more thoroughly address the oceanic impact by mechanical processes, sea ice edge location, and subtle connections between different types of wind patterns on ocean preconditioning. Additionally, this study indicates possible implications of how meridional overturning may change in a warmer climate. If the hydrologic cycle in the Arctic intensifies, then increased precipitation and terrestrial runoff may modify the haline contributions to buoyancy loss. Additionally, changes in sea surface temperature or ocean surface salinity may impact the relative contributions of the thermal and haline contributions to buoyancy loss in undetermined ways.
