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On the Determinantal Method for Calculating the Characteristic Exponent 
of the Finite Hill Differential Equation 
Summary. The characteristic exponent v of the finite Hill differential equa- 
tion 
y"(x)+ 2+ ~ (2t~)cos(2~cx) y(x)=0 
K=I 
can be evaluated from the relations 
sin E v = ~- det C (~ det S (~ 
or  
cosZ(2v)=detC(l)detS(l' , 
where S ("~ and C ("~ are certain infinite band matrices. According to Men- 
nicken [3] the convergence of the infinite determinants can be accelerated by 
splitting up suitable infinite products. In the present paper this method is 
discussed under numerical aspects, moreover the formulas for the infinite 
products are simplified in such way that the complex Gamma-function is no 
longer needed. Finally, the presented eterminental method is compared 
with other methods by means of some numerical examples. 
Subject Classifications: AMS(MOS): 65L05; CR: 5.16. 
Einleitung 
Eine unendliche Matrix A =(~.,m)~ nennen wir ,,yore Hillschen Typ", wenn sie 
die Eigenschaften 
~, ](X. , . -  1] "( OO, ~O~,m2<O0 (1) 
n=O n,m=O 
n :~ trl 
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oder starker 
]%,m-6. m <oo (1') 
n,m=O 
besitzt. Ftir eine solche Matrix konvergiert die Folge der Determinanten ihrer 
Abschnittsmatrizen 
N AN: = (a.,,.) . . . .  o (N ~ IN), (2) 
den Grenzwert der detA N bezeichnen wir mit det A. Das Konvergenzverhalten 
der detA N ist in [3] und [4] eingehend untersucht, insbesondere im Fall einer 
Bandmatrix A. HierSir ist eine Konvergenzverbesserung in folgender Weise 
mSglich" unter gewissen Voraussetzungen a die komplexe Folge (fl,)~o konver- 
gieren die Abschnittsdeterminanten vo  
B:= " ' "  (3) 
n,m=O 
schneller als die detA N. Falls das unendliche Produkt der ( l - f t . )  elementar 
darstellbar ist, l~iBt sich det A fiber det B mittels 
det A = 11 (1 - f t , )  det B (4) 
n=O 
numerisch berechnen. 
Ftir die speziellen Matrizen, die im Zusammenhang mit der endlichen 
Hillschen Differentialgleichung auftreten, hat Mennicken in [3] die ft, so 
gew~ihlt, dab die Folge der detB u wie eine Reihe mit Gliedern O(N-8) konver- 
giert. Das hieraus resultierende Verfahren zur Berechnung des charakteristischen 
Exponenten der endlichen Hillschen Differentialgleichung ist bisher nicht nume- 
risch diskutiert; entsprechende Untersuchungen sind (als Nr. 15 des Literatur- 
verzeichnisses in [3]) lediglich angekfindigt. 
In der vorliegenden Arbeit wird die numerische Diskussion durchgeftihrt 
und gleichzeitig das Verfahren in einigen wesentlichen Punkten verbessert. Der 
1. Abschnitt beschreibt den Zusammenhang zwischen dem charakteristischen 
Exponenten und den zu berechnenden Determinanten. Hierbei erweist es sich 
als zweckm~iBig, andere Matrizen A als in [3] zu verwenden; die Matrizen B 
stimmen jedoch im wesentlichen mit denen in [3] tiberein. Im 2. Abschnitt wird 
das asymptotische Verhalten der det B N genauer als bisher untersucht: hieraus 
ergibt sich die M6glichkeit, die det B N als NS.herungswerte ffir det B durch eine 
Art Extrapolation zu verbessern. Der 3. Abschnitt geht auf die numerische 
Berechnung der det B N ein, der 4. Abschnitt behandelt die unendlichen Produkte 
der l - f t , .  Letztere sind in [3] unter Benutzung der Gamma-Funktion mit 
komptexem Argument ausgedriickt, was in der Praxis einigen Aufwand verur- 
sacht. In den hier angegebenen Darstellungen hingegen treten nur trigonometri- 
sche Funktionen auf. Im 5. Abschnitt wird die Determinantenmethode an Hand 
einiger Beispiele mit dem von Wagenftihrer/Lang [8] angegebenen Verfahren 
der numerischen I tegration verglichen. 
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In dieser Arbeit ist der Fall der Mathieuschen Differentialgleichung icht 
mehr beriicksichtigt: ftir diesen Spezialfall hat der Autor in [7] bereits ein 
Verfahren h6herer Konvergenzordnung entwickelt, das der hier diskutierten 
Methode (die mit der von Sch~ifke/Schmidt [6] angegebenen tibereinstimmt) 
deutlich fiberlegen ist. 
1. Grundlagen 
Zur Hillschen Differentialgleichung 
y" (x) + (,~ + g (x)) y(x) = 0 
mit 
(1.1) 
g(x)= ~ (2t~)cos(2~cx), ~ [tJ<oe (1.2) 
K=I K=I 
definieren wir ffir # = 0, 1 die unendlichen Matrizen 
D(U) - td(.) - -  k~n,  mln ,  rn~]7 
durch 
(0) 6,,m 1 -- ~fn2 4n 2 dn,m 
[6o,m-,t +t,. (n=0, me:g), 
d, ,m-6 , ,  m 1 (2n+ 1) / (n, me2g), 
wobei die t# = t, (n e N), to: = 0 definiert seien. Die D (") sind zweiseitig-unendli- 
che Matrizen vom Hillschen Typ, d.h. sie besitzen die Eigenschaften (1) - hier 
sogar (1') - beztiglich Summation fiber 2g statt tiber N. Nach [3], S. 16 lassen 
sich solche Matrizen auf einseitig-unendliche Matrizen vom Hillschen Typ 
zurfickftihren. Die Abschnittsdeterminanten d r D (") sind ftir 2 aus beliebigen 
kompakten Teilmengen von C gleichm~iBig konvergent, wie man beispielsweise 
an Hand von [4], Abschnitt 3 zeigt: folglich existieren die Determinanten der 
D (") und sind beziiglich 2 in ganz ~ holomorph. 
Der charakteristische Exponent v yon (1.1) ist durch die Existenz einer 
L6sung y+0 yon (1.1) mit der Eigenschaft 
y(x + re) = ei~Vy(x) (x ~ IR) (1.3) 
charakterisiert. Wit notieren den 
Satz. Jt'quivalent sind folgende Aussagen: 
(i) v ist charakterist ischer Exponent  yon (1.1), 
(ii) s in / (2v  ) ~2 = -det O (~ (1.4) 
(iii) cos2 (2 v) = det D(1). 
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Beweis. Zuniichst sei 24=n z (neN) angenommen. Dann ist - wie man im 
wesentlichen nach Whittaker-Watson [9], S. 416 zeigt -v  genau dann charakte- 
ristischer Exponent von (1.1), wenn 
wobei 
sin2 (2 v) : sine (2 If2) det/5(~ (1.5) 
15 (0)- (6,,m t,_,, \ - + T--SZ~ ..2 - 2--4n ), , , ,~ 
Offenbar gilt 
m 2 
detD(~ (1 - -~T) ]  det/)(~ (2]/'~)det/)(~ 
womit wegen (1.5) die Aquivalenz von (i) und (ii) f0r alle 24=n 2 (neN) klar ist. 
Auf Grund der Beziehung - vgl. [8], (1.2') - 
in der yl(x, 2), y2(x, 2) die kanonischen Fundamentall6sungen yon (1.1) bezeich- 
ist sin 2 (~-v) in Abhiingigkeit von 2 ebenso wie det D (~ eine ganze Funktion he,  
! 
und daher auch in 2=n 2 (neN) stetig. Die Aquivalenz yon (i) und (iii) wird 
analog bewiesen. 
Welche der Gleichungen (ii) oder (iii) aus Satz (1.4) zur Berechnung yon v 
geeigneter ist, hiingt von den jeweiligen Parametern ab: Liegt v nahe bei Null, 
sollte man aus Grtinden der numerischen Stabilitiit nur (ii) verwenden, im Fall 
v~ 1 die Gleichung (iii). Zur Bestimmung von detD (") benutzt man folgende 
Produktzerlegungen, die im wesentlichen wie in [2], S. 945 zu beweisen sind: 
Satz. det D(")= det C (") det S {") (# = 0,1), (1.6) 
hierbei 
ferner 
c(O)_[•o ,~oo - -  I ,~n ,  mJn ,  m = O~ 
(o) _'16~ + tm 
tn_m-l-tn+ m 
4n 2 
(n=0, m ~]N), 
(n+0, m ~ IN), 
45), 747 ! .... ,' 
C(1)= ~n,m 1 (2n~+1)2 (2n+l)  2 n,m=O 
S")=(6. ,~(1 2 , ~ (2n - ) t._,.-t.+,.+ 
(2n+ 1) 2 - t  . . . .  o" 
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Die S~tze (1.4) und (1.6) lassen sich - unter Verwendung der in [4] bereitge- 
stelIten Hiifsmittel - ebenso beweisen, wenn g e !~ 2 [0, ~] die schw~ichere Bedin- 
gung 
~ l t~l  2 < oo  
K=I  
erf'tillt: in diesem Fall besitzen n~imlich die auftretenden Matrizen noch die 
Eigenschaft (1). - Wir betrachten hier jedoch den Fall der endlichen Hillschen 
Differentialgleichung, d.h. mit 
k 
g(x) = ~ (2t~) cos (2~cx), (1,7) 
~r 
also t~=0 fiir ~c> k+ 1. Dann sind S (") und C (") unendliche Bandmatrizen der 
Bandbreite 2k+1,  ab der Zeile Nr. k+ l  stimmen S (u) und C (") mileinander 
tiberein. - Aus technischen Grtinden erg~inzt man in S (~ als Zeile und Spalte 
Nr. 0 die erste Einheitszeile bzw. -spalte, so dab dann auch in S (~ die Indizie- 
rung mit Null beginnt. - Zur Berechnung der Determinanten definieren wit B zu 
A=S (u) bzw. C (") gem~iB (3), wobei wit nach Mennicken [3] folgende konver- 
genzverbessernde Faktoren verwenden: 
mit 
k k 
1- f l , : - - (1 -q , ) l -  [ (1- /3, .0 ~[ (1-~,.v.q) 
~= i p,q= 1 
p<q 
/l 
1 - r / , := l  4n,2 (n>l -#) ,  
1-f l , ,~.'= 1 ((2n,_Z~c)(Zn,)_2) 2 
1- -~n,p ,q := 1 ~P'q 
hierbei seien ftir n ~ N 
# 
rt' : = rt -{---- 
2 
sowie 
:~tptqtg_p  
P,q 2 5 (l <p<q<k)  
(1.8) 
(1.9) 
definiert. Ftir die nicht aufgeftihrten kleineren n sind die genannten Faktoren 
gleich 1 zu setzen. Falls der Nenner in einem t -  fl,,~ zu klein wird oder 1 -  ft, 
nahe bei Null liegt, so sind ftir die betroffenen Modifikationen anzuwenden, 
wie sie in Abschnitt 4 beschrieben werden; dort werden auch die unendlichen 
Produkte der (1 -  ft,) angegeben. 
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2. Konvergenzverhalten der Absehnittsdeterminanten 
Die Konvergenzgeschwindigkeit der detB N wird durch Satz (6.11), (II) in [4] 
beschrieben. Die dort definierten y} besitzen n~imlich im hier betrachteten Fall 
die Eigenschaft 7}=O(N -8) (N~oe) ,  wie an Hand von [3], S. 29 und S. 33/34 
nachzurechnen ist. Aus diesem Grund konvergieren die gem~il3 [4], Satz (6.2) 
definierten 
YN: ---- (aN, N -- LN~(2)' ~NO(2)- ~~(2)~o N , -- (1 -- fiN) (2.1) 
f'fir N--* oo mit der Geschwindigkeit O(N-8). Offensichtlich sind die 7N rationale 
Funktionen in N und daher mit einer Konstanten c in der Form 
TN=cN-S +O(N -9) 
darstellbar. Nach [4], (6.6) gilt fiir hinreichend groBe N 
(2.2) 
1 
det B N -- det B N _, =]~-f iN 7N det B N - 1 --k'NA- 7~( 2), (2.3) 
wobei ~)=O(N -1~ (N~oo) .  Hieraus folgt - da die Folge der detBN_ 1 
beschriinkt ist - zun~ichst 
det B - det B N = 
n=N+ 1 
und weiter wegen (2.2), (2.3) 
det BN-- det BN- l =c -detB .  N-S+O(N -9) 
Wenn wir beachten, dab 
n_8=~N_7 +O(N_S). 
n=N+l 
so liefert (2.4) in Verbindung mit (2.5) das Konvergenzverhalten 
~, (detB-detB,_ l )=O(N -7) (N-+oo), (2.4) 
(N ~ oo). (2.5) 
C 
detB-detBs=~detB .N-7  +O(N -8) (N-+oo). (2.6) 
Unter Benutzung yon (2.5) folgt hieraus die asymptotische Darstellung 
N 
det B = det B N + ~- (det B u - det B N_ l) + O(N- a) (2.7) 
Ein Vergleich mit (2.4) zeigt, dab die Werte 
N 
det BN+ ~- (det BN-- det B s_ 1) (2.8) 
wenigstens ffir gr6Bere N bessere N~iherungswerte ffir det B als die det B u selbst 
liefern: dies wird auch durch die Beispiele in Abschnitt 5 best~itigt. 
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Fehlerabsch~itzungen ftir die N~iherungswerte d tBu von detB lassen sich 
ohne prinzipielle Schwierigkeiten aus (2.3) und (2.4) herleiten - vgl. auch die 
Ungleichung (6.10) in [4]. Eine konkrete Fehlerrechnung ist in [7] Rir den Fall 
der Mathieuschen Differentialgleichung durchgefiihrt. Hier jedoch werden die 
Fehlerschranken wegen der komplizierten Form der ?'s formelm~igig sehr lang 
und bei kleinerem N ziemlich grob: daher soll auf eine Durchftihrung verzichtet 
werden. 
3. Numerische Berechnung der Abschnittsdeterminanten 
Wegen der Bandstruktur von B lassen sich die det B, theoretisch tiber gewisse 
mehrgliedrige Rekursionen bestimmen. Diese sind fiir die numerische Rechnung 
jedoch nur im Fall k= 1, also der Mathieuschen Differentialgleichung zu emp- 
fehlen (vgl. [6, 7]), da sie sonst formelm~il3ig zu kompliziert und m6glicherweise 
numerisch instabil sind. Ftir den Fall k>2 schlagen wir daher Gaul3-Elimina- 
tion mit einer unten genauer beschriebenen Spaltenpivotsuche vor, bei der 
bekanntlich nur Zeilenvertauschungen auftreten. In Anlehnung an [5], S. 34 
bzw. S. 36 bezeichnen wir ftir n e N die nach n Eliminationsschritten aus B 
entstandene Matrix mit 
c(n)  = (c(n)]oo __ / , , (n )  ~oo 
9 ,--i, jyi, j=  0 - -  t ;rcn( i) , j l i ,  j=  O" 
Wie man auf Grund der Bandstruktur von B induktiv zeigt, ver~indert der 
(n + 1)-te Eliminationsschritt nur die (k + 1, 2k + 1)-Teilmatrix 
~(m.  - -  (n) C "-(ci, j).<i<_.+k 
n<j<n+2k 
yon C ~"). Es ergibt sich die 
Folgerung. Jeder Eliminationsschritt erfordert k.(2k + l) Multiplikationen bzw. 
Divisionen. (3.1) 
Die Pivotelemente verwendet man ftir die rekursive Berechnung von 
1•I 4~+ l) (neN).  (3.2) ~.:=sign .+ I ~+,~1,~ 
K=0 
Nach Durchffihrung des (n+ 1)-ten Eliminationsschrittes und Bestimmung von 
3, erh/ilt man C~"+ 1) durch Weglassen der Pivotzeile und Erg~inzung der Zeile 
Nr. (n + k + 1) von B: So ben6tigt das gesamte Eliminationsverfahren im wesent- 
lichen (k+ 1) (2k + 1) Speicherpl~itze. 
Die angekiindigte Variante der Spaltenpivotwahl dient dem Zweck, die 
det B, m6glichst einfach aus den ~5 herleiten zu ki3nnen, ohne dab das Verfahren 
- wie bei diagonaler Pivotwaht - numerisch instabil wird. Wir wenden hierzu in 
den ersten (n~+l) Eliminationsschritten die tibliche halbmaximale Pivotwahl 
an, wozu wir n 1 e N - wie unten n~iher erl~iutert wird - geeignet w~ihlen. Fiir die 
folgenden k -1  Eliminationsschritte, also ftir die Schritte Nr. 
n+l - - -n l+ l+• (re=l,2 ....  , k - l )  
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w~hlen wir als Pivotelement jeweils das betragliche Maximum der Komponen- 
ten 
n ,n+l  . . . .  ,n+k-•  (=n l+k)  
der Spalte Nr. n; danach berficksichtigen wir, wie bereits beim Schritt Nr_ n I + k, 
nur noch die Komponenten und n+l  der n-ten Spalte. Die resultierenden 
Zeilenpermutationen besitzen folgende Eigenschaften: Ffir alle 1 < n + 1 <nt  + 1 
gilt 
{~z.+ 1(0) . . . . .  ~.+ l(n)} c {z~.+ 1(0), ..., ~.+ l(n+k)} = {0, 1 .... , n+k}, (3.3.1) 
ferner for a l len 1 +2<n+ 1 <n 1 +k  
{~, +l (0), ..., ~z, + ~ (n)} c {n,,§ (0) . . . .  , ~, +~ (n I + k)} = {0, I . . . . .  n I + k} (3.3.2) 
und schlieglich ftir alle n+ 1 >n t +k  
{~,+ 1(0), ..., ~,+, (n)} c {Tr,+, (0), ..,, ~,+ 1(n + 1)} = {0, 1 .... , n + 1}. (3.3.3) 
Auf  Grund der letzteren Gleichung und wegen der oberen Dreiecksgestalt der 
aus den Zeilen 0 .1 , . . . ,n+tvonC ~"+~) gebildeten Matrix hat man fur jedes 
n+l>n i+k  
n+l  
detBn+1=s ignn ,+ l  17 ("+~)- ~,(n+~) cK ~ 6..  (3.4) , - -  l T tn+ l (n+ 1) ,n+ 1 " 
K=0 
Dies bedeutet, dal3 man ~r  alle n>n~ + k die det B, dutch jeweils eine zus~tzli- 
che Multiplikation aus den 6,_ ~ erhhlt. Offenbar sind die in den Eliminations- 
schritten n+l>n~+2 bei der Pivotwahl nicht beriicksichtigten Koeffizienten 
der n-ten SpaRe aus AuBerdiagonalelementen von B entstanden und daher 
erwartungsgem~i$ klein: aus diesem Grund sollte das beschriebene Verfahren 
numerisch gutartig sein. Hierzu beweisen wir den folgenden 
Satz. Es sei detB#0 vorausgesetzt. Falls dann n 1 geniigend grofl gewiihlt ist, 
liefert das beschriebene Eliminationsverfahren yon Null verschiedene Pivotelemen- 
re, und es gilt fiir hinreichend grofle n 
6, = det B,. (3.5) 
Beweis. Zur Matrix B - (bi, j)i,i= o definieren wir P > 0 durch 
P2:=j~_o {iH=o(Oi, j-i-lbi..i-Oi, j])2 }, 
- -  oo  ferner seien b~ (j r N) die Spalten von B: - (h i ,  j -  6~, j b~,~)~, j=o- Dann gewinnen wir 
aus der Hadamardschen Determinantenabsch~itzung ftir n C N, m c {0, 1, ..., n} 
folgende Ungleichung, in der wir die Bezeichnungen aus [-4] verwenden, 
n+l  B"+t <PIb"+l l2" (3.6) 
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Es sei 0<r /<]detB]  vorgegeben. Wegen der Konvergenz der detB,  und wegen 
[b,[ 2 --,0 existiert ein NoeN,  so dab fiir alle n>No, me {0, 1 . . . . .  n} 
( m [B"+ ) 1 (3.7) 
Wit  zeigen, dab ftir jedes n 1 mit nl+k>N o sowie fiir alle n+l>nl+k die 
Behauptungen des Satzes gelten. Zun/ichst betrachten wir n + 1: = nl + k (> No). 
Nach Konstrukt ion entsprechen die ersten n + 1 Eliminationsschritte dem iibli- 
chen Gaul3-Eliminationsverfahren mit halbmaximaler Pivotwaht beziiglich der 
Matrix B,+ 1, durchgeftihrt bis zum vorletzten Schritt. Wegen detB,+ 1 =I=0 sind 
die ersten n + 1 Pivotelemente und somit 6, zun/ichst f'tir n + 1 =n 1 +k  -von  
Null verschieden. Zum Nachweis von 
6,+ t =det  B,+ t (4:0) (3.8) 
ftir jedes n + 1 > n i + k geniigt es wegen (3.2) und (3.4) zu zeigen, dab 
7C.+ 2(n+ t )=rc  + l (n+ 1). (3.9) 
Letzteres ist wegen (3.3.3) und der Tatsache nn+2(n+ 1)e {~,+ l (n+ 1), n+2} 
damit/ iquivalent,  dab 
{~,+ 2(0) ..... ~z,+ 2(n + 1)} = {0, 1 . . . . .  n + 1}. 
W/ire (3.9) verletzt, so existierte demnach ein m e {0, 1 . . . . .  n + 1} mit 
{m}= {0, 1 . . . . .  n +2}\{~,+ 1(0) . . . . .  gn+ 2(n+ 1)}. 
Mit diesem m w/ire dann wegen (3.7) 
) 16"§ n+2B~+2 <MetB"+l l  
und daher wegen (3.2), (3.4) 
(n+ 1) ~ _.(n+ 1) 
17~,+21,+ 1),,+ 1 ~- 7 . . . .  i,+l),,+11, 
dies steht jedoch im Widerspruch zur Pivotwahl. - Erg/inzend vermerken wir, 
dab ftir alle n+ 1 >n 1 +k  wegen (3.9) ~,+ 2(n+2)=n+2 folgt; hiermit ergibt sich, 
wiederum aus (3.9), ftir alle n+l>n1+k+l sch/irfer rc,+z(n+l)=n+l, die 
Pivotelemente liegen also schliel31ich diagonal. Ferner 1/il3t sich mit einer/ihnli-  
chert Determinantenabsch/itzung wie (3.6) zeigen, dab fiir die Eliminationsschrit- 
te n+ l>_-n 1 +k+ 1 die bei der Pivotwahl nicht beriicksichtigten Koeffizienten 
der Spalte Nr. n kleiner als das Pivotelement sind: Daher sind die Eliminations- 
schritte numerisch stabil. 
In der Praxis wird man n 1 so w/ihlen, dag ab der Zeile Nr .n  1 in B die 
Diagonalelemente dominieren. In den meisten F/illen ist 
nl =max {2k, [ l~+ 3} (2+." =max {0, Re(A)}) (3.10) 
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geeignet. Die Berechnung der detB, wird beendet, sobald sich aufeinanderfol- 
gende Werte nur noch wenig unterscheiden. In den Beispielen ist die folgende 
Stopbedingung verwendet: 
[det B N - det B N_ 1[ < e- max {ldet BNI, 10- 2}, (3.11) 
hierbei st e > 102 "C ('c:= Rechengenauigkeit) vorzugeben. 
4. Berechnung der unendlichen Produkte 
Im Folgenden werden geschlossene Ausdriicke fiir die unendlichen Produkte der 
in (1.8) definierten Faktoren anzugeben. Zun~ichst sind die Gleichungen 
(4.1) 
bekannt. Beziiglich der 1 -  ft,, ~ beachten wir, dab 
(2n' - 2 ~c)(2 n ' ) -  2 = (2n' - ~)2 _ (2 + to2). 
Dies ffihrt ffir n> [~]  +1 zu der Faktorzerlegung 
~2~7Z_ ~y } ~ -~)~ ] (27_~)  2 ] (4.2) 
und daher -vgl. [3], S. 30 - zu folgenden Beziehungen 
1~ (1 -&0 
n=0 
/c 2 
cos2(  ) 
sin (2}/2+ ~c2-t, ) sin (2}/2+ ~cz + t~ )
falls #-~ ungerade., 
~, q-- K 2 
sonst. 
],/2 + ~2 _ t~ }/2 + ~2 + t~ 
(4.3) 
Fiir die Behandlung der (1 -  ~,, p,q) stellen wir folgende Hilfss~itze bereit: 
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Hilfssatz. Fiir x ~ I~ gilt 
2 •ni 
(i) IF] sin (x e -5-) = 89 (cos x - Cosh (]~Jx)) 
~c=l 
= - (sin2 (2) + Sink2 (1~ 2)  ) , 
2 ~crci 
(ii) l~ c~189176 +C~ " 
K=I 
Beweis. Die 1. Gleichung ist wegen 
(4.4) 
ni 2h i  n i  2rti  rci 2h i  
sin (x e T)  sin (x e ~-)  = 89 cos (x (e 3 - -  e 3 )) _ 89 cos (x (e 5- + e~-)) 
sowie 
~i 2r~i ni  27ti 
e 3 -e  3 =1, e 3 +e3 =i . ] /3  
klar; analog wird Gleichung (ii) bewiesen. Die zweite unter (i) notierte Identit~it, 
die sich aus 
cos x - Cosh (1~ x)-- (1 - cos (i 1~ x)) -  (1 - cos x) 
=2 sin2 ( i l~2) -2s in2  (2) 
ergibt, liefert einen auch ffir kleine x numerisch stabilen Ausdruck. 
Hilfssatz. Fiir x ~ 112 gilt 
X 2 x 2 ~]_•189 ' 
( /~_2)2]~-3  sin(nx) 
(n~_~)2) } cos(3nx) 4c02 
- ~os~ -- s ( ,~x)-3.  
(4.5) 
Beweis. Mit y:--3x ist im Fall x~ 77 die linke Seite yon (i) gleich 
y2 y2 (1 y2 - 
1 
sin(ny) ( s in (nx) f  I 1 sin(3nx) 
- ~y \ nx / -3  sin(nx) l (4c~ 
Aus Stetigkeitsgriinden ist der letztere Ausdruck auch im Fall x e 2~ verwendbar. 
- Die linke Seite yon (ii) lautet 
n = 1 y2 y2 
dieser Ausdruck 1/igt sich auf Grund der Tatsache 
{(3n-~): heN+} w {(3n-89 neN+}= {n- 89 neN+}\{3(n- 89  heN+} 
analog dem Fall (i) behandeln. 
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Zu den in (1.9) definierten ~p,q - dabei interessieren 
verschiedenen - definieren wir rlv, q als 6. Wurzeln wie folgt: 
6 ~l/~p,q, falls ~p,q > 0, 
+ 
-6  rlp, q= ~ ,  falls ~p,q<O, 
+ 
~/~p, q mit betragskleinstem Argument e ] - n, n], 
falls ~p,q e~\IR. 
ur die yon Null 
(4.6) 
Hiermit wird dann 
rn i  
(~p, qe 3~) 2  0o( (4.7) 
Die Indizes (p, q) verteilen wir auf folgende Mengen" 
K/={(p,q)eNxN:l<=p<q<=k,p+q=jmodk} (]=0,1,2). (4.8) 
Dann gilt im Fall (p, q)sK o auf Grund von (4.7) 
Kni  
l~I (1-~.,p,q)=I~I { I~I (1 
n=O •=0 n= 1- / t  
hierzu liefert uns Hilfssatz (4.4) die 
Folgerung. Fiir (p, q)~ K o hat man 
l~I (1-  ~.,v,q) 
n=O 
fsin(nrlp-q)~sinZ(~_ q ]+S inh2[~- l~q ]~ (~=o), 
=~ (ntlp, q)" ~ \2 v,q] \2 P'q/J 
[ 89 cos (ntlp, q) {cos (nrlp, q) + Cosh (n 1~ ,p,q)} (/~= 1). (4.9) 
Wir kommen zur Behandlung der (p,q)eK 1 wK 2, die iibrigens nur im Fall 
k> 3 auftreten. Zun~ichst ist auf Grund der Definitionen (1.8), (1.9) 
1 (n,_89 ((p,q)eK1) 
1-~I (1 - r = [ i_~ i l  ~v,q 
n=O 
(n,_~)6) ((p, q)e K2), 
ferner fiberzeugt man sich leicht, dab 
K 2 = {(q -P, q): (P, q)~ K1}, 
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und schliel31ich gilt nach der in (1.9) gegebenen Definition 
~q_p,q=~p,q (l <__p<q<__k). 
Dies zusammen liefert folgende Gleichungen: 
oo 
=(p, ol~K ' (,_IJ ~ (1 -  ~n,~,q))(,,q[]),r ' (,__l~ (1 -  ~,,q_p,q)) 
=(~,~K,{.=lvI (1 (n~)6)(1 (n~)}, falls ~=0, 
=(p,~,{.=I~I (1 (&6)(1-(n~'~)6)}, falls #=1. 
Die hierin auftretenden Faktoren sind zu zerlegen, wie es vor (4.9) durchgeNhrt 
ist, anschlieBend sind die Hilfss~tze (4.5) und (4.4) anzuwenden; das Ergebnis ist 
die 
Folgerung. 
[ 2-!5 sin2 (32t/P'q)+Sinh2 (3 ] f32t /P 'q )}s in2  ( ) Sinh2 ( 2 )  
(p,q)EK1 ~ (4.10) 
{ cos (3 ~t/p ,) + Cosh (3 ]/3 ~r/p q); 
= 17 (4 cos 2 0zt/,,q)- 3) ' ' (# = 1). 
Durch die in (4.6) getroffene Auswahl der ~/p,q im Fall ~p,q:3t=O ist gew~ihrlei- 
stet, dab die in Hilfssatz (4.4) beztiglich x = ~t/p,q auftretenden Gr6Ben und daher 
auch die Nenner in (4.10) yon Null verschieden sind. Dariiberhinaus ind im 
Fall ~p,q eIR die in (4.9) und (4.10) auftretenden Ausdriicke reell berechenbar. 
Fiir kteinere hEN ist nicht auszuschtiegen, dab die nach (1.8) definierten 
(1-// ,) nahe bei Null liegen oder dab in den (1-fl,,~) kleine Nenner auftreten: 
Beide Effekte verursachen groge relative Fehler in den Koeffizienten yon B und 
daher numerische Instabilit~it bei der Berechnung yon detA mittels (4), Aus 
diesem Grund gibt man sich ein geeignetes 0<a__<89 vor und untersucht -
wenigstens ftir alle kleineren  -, ob einzelne Faktoren der Zerlegungen (1.8), (4.2) 
und (4.7) betraglich kleiner als o- werden bzw. ob der Nenner yon 1 -  fl,,~ und 
damit das Inverse des 3. Faktors in (4.2) klein wird. Die so ermittelten Faktoren 
sind dann durch 1 zu ersetzen. Bei geeignet gew~ihltem a kann nach Hilfssatz 
(22) in [7] jeder der erw~ihnten Faktoren ftir h6chstens ein n o e N kleiner als a 
werden. Die unendlichen Produkte der so modifizierten l - f t ,  werden unter 
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Benutzung der in [7], Formel (24) angegebenen numerisch stabilen Ausdrticke 
ftir 
bestimmt. Hiermit sind die Modifikationen yon (4.1) und (4.3) unmittelbar klar. 
In der Produktzerlegung (4.7) der 1 -  ~,,p,q kann auf Grund der Wahl (4.6) yon 
t/p,q h6chstens der mit ~c=0 indizierte Faktor kleiner als o- (<89 werden. Somit 
sind - zun~ichst im Fall (p, q )eK  o - die Modifikationen yon (4.9) leicht aufzu- 
schreiben. Zu untersuchen bleibt der Fall (p, q )eK  I w K2: wir nehmen speziell 
an, es sei (p,q)eK 1, #=0, und es gelte mit einem n0eN 
1 91/2'q < (4.12) 
(3no_ 1) z o-. 
Bei hinreichend kleinem a ist dann f'tir alle 3no-1 4=neN die linke Seite von 
(4.12) mit dem Nenner n 2 an  Stelle von (3n o -  1) 2 nicht kleiner als a. Folglich 
gibt es unter den 1-{,,q_p,q (neN) -  hier treten Nenner (3n-2) 2 au f -  keinen 
zu kleinen Wert, aul3erdem gilt qp ~162 In (4.10), Zeile #=0, ist somit fiir das 
betrachtete (p, q) der Faktor-~ (4 cos ~z (rtr/p,q)- 1) zu ersetzen durch 
l~ (1 9r/2,q ] I~  (1 9r/i'q 
,=, (3n--1)2],=1 (3n--2) z] 
n#no 
. 2 n :  7~'l'IP, q =P(3no--l,9qp,q,ul :~_. .  ~. 
~xn tJ~ rip , q) 
Analog werden die Modifikationen in den F~illen (p, q)eK 2 oder #= 1 behan- 
delt. 
5. Beispiele 
Das beschriebene Verfahren wurde in FORTRAN programmiert; hiermit wur- 
den auf der TR440 des Rechenzentrums der UniversitM Regensburg unter 
Benutzung der eingebauten doppeltgenauen Arithmetik, die etwa einer 25- 
stelligen Dezimal-Arithmetik entspricht, zahlreiche Beispiele gerechnet. Wir 
erl~iutern bier die Ergebnisse folgender Beispiele (vgl. auch [8]): 
BeisptelI (Hill [1]) Beispiell I  
k =3 k=2,4 ,10  
2 = 1,1588439396 2 =17,2 
t 1 = -0,05704401875 1 
t2= 0,00028323800 t~=75 (~=1, 2 . . . .  , k) 
t 3 = -0,00000917329 
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Da im Beispiel I der charakteristische Exponent ziemlich nahe bei 1 liegt, 
werden zu seiner Berechnung die Determinanten von S ~I), C (1) herangezogen, 
wghrend in den Beispielen II die Verwendung yon S (~ C ~~ giinstiger ist. In der 
folgenden Tabelle ist zum vorgegebenen  jeweils dasjenige N > n l + k - hierbei 
ist n~ gem~iB (3.10) gew~ihlt - angegeben, mit dem Rir die zu S ~") und C (") 
geh6renden Folgen von det B, die Stopbedingung (3.11) zum erstenmal gleich- 
zeitig erftillt ist. Die unter a) angegebenen Werte ftir v sind unter Verwendung 
der detB N berechnet, w~ihrend Rir b) die verbesserten N~iherungen (2.8) von 
detB benutzt sind; die signifikanten Dezimalstellen sind unterstrichen. Die 
Spalte RZ enth~ilt die gemessene Rechenzeit in Sekunden. 
Zum Vergleich wurde auch das in [8] diskutierte Taylor-Verfahren auf die 
Beispiele angewendet. In der Tabelle angegeben sind die Zahl N der benutzten 
Teilintervalle, ferner die Ordnung p, zum vorgegebenen  ermittelt nach der auf 
S. 40 in [8] angegebenen Vorschrift, und schlieBlich die ben6tigte Rechenzeit. 
Die fiber das Taylor-Verfahren berechneten Werte ftir v sind hier nicht aufge- 
fiihrt, ihre Genauigkeit entspricht etwa den Werten b). 
Tabelle 1 
Beispiel e Determinantenmethode Taylor-Verfahren 
N v RZ N p RZ 
I 10-1i 9 a) 0,928416722605 0,17 5 14 0,24 
b) 0,928416722561 
10 -I9 72 a) 0,928416722582829733037 0,86 6 21 0,34 
b) 0,928416722582829733105 
II, 2 10 -11 24 a) 0,143367405297042 0,20 15 13 0,43 
b) 0,143367405293142 
10-~9 217 a) 0,143367405293985482826 1,48 20 18 0,76 
b) 0,143367405293985482377 
II, 4 10 -11 25 a) 0,14320972673844 0,51 15 14 0,48 
b) 0,14320972673479 
10-~9 225 a) 0,143209726735581227561 3,63 20 20 0,94 
b) 0,143209726735581227102 
II, 10 10 11 30 a) 0,143198013405981 2,92 15 19 0,79 
b) 0,143198013404890 
10 -19 225 a) 0,143198013405106105638 17,3 24 23 1,41 
b) 0,143198013405106105178 
Folgende Tatsachen werden an Hand der Tabelle best~itigt: die v-Werte unter b) 
sind in keinem Fall schlechter als die Werte a), daher ist die Anwendung von 
(2.8) generell zu empfehlen. Eine spiirbare Verbesserung der Genauigkeit ritt 
jedoch nut in F~illen N>50 ein. Beim Ubergang von e=10 -11 auf ~;=10 -19 
wird in der Determinantenmethode die Stopbedingung bei etwa 10fachem N 
erreicht - entsprechend verl~ingert sich bier die Rechenzeit -, w~ihrend sich beim 
Taylor-Verfahren die Rechenzeit h6chstens verdoppelt. Letzteres ist ein Vorzug 
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der variablen Konvergenzordnung des Taylor-Verfahrens. AuBerdem w~ichst in 
der Determinantenmethode der Rechenaufwand pro El iminationsschritt  gem~iB 
(3.1) mit k 2, wobei k die Anzahl  der Parameter  t~ bedeutet, und auch die Zahl 
der konvergenzerzeugenden Faktoren 1-~, .p ,q ist proport ional  zu k 2. Im Tay- 
lor-Verfahren hingegen h~ingt lediglich der Rechenaufwand bei Berechnung der 
g(K)(x), und zwar linear, yon k ab. Hierzu vergleiche man die Rechenzeiten der 
Beispiele II, 2), II, 4) und II, 10)! 
Hinsichtl ich der erreichbaren Genauigkei t  erweist sich die Determinanten-  
methode dem Taylor-Verfahren als durchaus ebenbtirtig. Bei gr6Berer Anzahl  k 
der Parameter  oder bei einer gewtinschten Genauigkeit  yon mehr als 10 Dezi- 
malstel len ist das Taylor-Verfahren jedoch deutl ich schneller. Fi ir  den Fal l  der 
Mathieuschen Differentialgleichung ist hingegen die in [7] angegebene Deter- 
minantenmethode h6herer Konvergenzordnung durchweg schneller als das Tay- 
lor-Verfahren. 
Das zur Berechnung des charakterist ischen Exponenten inverse Problem 
besteht darun, bei festem g(x) zu vorgegebenem v (meistens v= 0 oder 1) solche 2 
zu bestimmen, dab v charakterist ischer Exponent yon (1.1) wird. Zur L/Ssung 
dieser Eigenwertaufgabe sind - in Verbindung mit einem Verfahren der Nullstel- 
lenbest immung - sowohl die Determinantenmethode wie auch das Taylor-  
Verfahren geeignet. N~iheres hierzu soll in einer folgenden Arbeit  diskutiert 
werden. 
Der Autor dankt Herrn Mennicken fiir die Anregung zu der vorliegenden Arbeit. 
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