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In this paper we are concerned with Cauchy problems of the form: 
(*) Ut =f@, t, u, f&J, u LO = %(X), 
where f and u are vector-valued functions of (x, t) in some open subset of a 
Euclidean space Rn+l. We make no assumptions of analyticity about the 
data f and u,, . Mainly ‘we assume that f(~, t, u, p) is infinitely differentiable 
with respect to (x, u, p) and continuous with respect to t and that us is C”. 
Even when f is C” with respect to all its arguments, including t, it is well 
known that, in general, the problem (*) h as no solutions. What we show in the 
present paper is that it has always approximate solutions and also that the 
solution is unique, to the given degree of approximation. The latter might be 
arbitrarily high; it is measured by the degree of a certain nonnegative 
function M(x, t) intimately linked to the data f, u,, (see Notation 1.1). 
Using M(x, t) was suggested by the study of “transport equations,” similar 
to those of geometrical optics, which occur in the construction of para- 
metrices of linear partial differential equations (see [l]). Because of its 
generality and precision, it has seemed worthwhile to try to bring our main 
result (Th. 1.1) to the attention of analysts, some of which may not be 
particularly interested in linear PDE theory. 
1. STATEMENT OF THE THEOREM 
Let Q be an open subset of R”, where the variable is denoted by 
x = (xl,..., x”). We consider a F?” mapping u,, of J2 into R” and an open 
subset 0 of Rnzcn+l), containing the image of 52 under the mapping 
x ++ b&4, grad 64). 
We consider also a continuous mapping 
f:Q x)--T,T( xO+R”, 
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where T is some number >O. We then study the following Cauchy problem: 
where U is a suitable open subset of D and 6 a number such that 0 < 6 < T, 
both to be eventually chosen. 
We make the following assumption: 
(1.3) f (x, t, u, p) is a continuous function oft, / t 1 < T, 
valued in the space of %? functions of (x, u, p) in D x 0. 
With (l.l)-(1.2) we associate the following Cauchy problem for a system 
of ordinary differential equations (where x plays the role of a parameter): 
v,t = f (x, t, v, q), qt = fs(x, t, v9 q) +fu(x, t, v, 4) 4, 
v It-0 = uo(x), 4 It=0 = %Z(X)~ 
We shall make the following assumption: 
(1.6) Equations (1.4)-(1.5) have a unique solution (v(x, t), q(x, t)) for x E Q, 
1 t I < T, which is a V function of t, / t I < T, valued in P(Q). 
Observe that (1.6) can always be fulfilled if we decrease T and replace 52 
by anyone of its relatively compact subsets. We introduce the function in 
Q x )-T, T(: 
M(x, t> = 1 J’:, I fAx> s, v(x, s), q(x, s))l ds 1. 
THEOREM 1.1. Under hypotheses (1.3), (1.6), to every relatively compact 
open subset U of !2 and to every integer N > 0 there is a number 6, 0 < 6 < T, 
such that the following is true: 
(I) There is a W function of t, I t I < 6, u(x, t), valued in F”(U), and 
positive constants C, , CN,=(ol EN”, / 01 I < N) such that, whatever x E U 
and / t I < 6, 
(1.7) IWx)% -f (x, t, u, %)>I < CAr,JJNfl--la’, /aI <N, 
U.8) Iu-VI <C,M2, 
(1.9) I % - q I < CNM. 
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(II) There are constants Ch.,(l OL 1 < N) depending on the constants C,,, 
above, such that, if two dz&ent W functions oft, / t 1 < T, uj(x, t), j = 1,2, 
satisfy (1.7) for aZZ x E L?, / t 1 < T, and also 
(1.10) uyx, 0) = 24()(x), XEQ, j = 1,2, 
then, for all x E U, j t 1 < 6, 
(1.11) I(a/ax)” (u’ - u”)l f C&JbfN+l-‘m’, /aI <N. 
Remark 1.1. Condition (1.8) implies that U(X, 0) = v(x, 0) = u,Jx), 
since M(x, 0) = 0. 
2. PROOF OF PART I (EXISTENCE OF APPROXIMATE SOLUTIONS) 
We begin by showing that if (1.8) and (1.9) hold, it suffices to prove (1.7) 
when f (x, t, u, p) has been replaced by 
fN(% t, % P) = ,.e+y,~N $ $ (u - VI0 (P - 4)Y (jg)” ($Jf (x3 t, a> 4). c 
Indeed, given any 01, / 011 < N + 1, we have: 
I(&)” (f @, t, % %> - fN(% t, % %)> j < c;;,,(i u - v 1 + / % - 4 I)N+l-‘a’ 
and it suffices to apply (l.S), (1.9) t o obtain (1.7). From now on (in the 
remainder of the proof of Part I) we assume that f has been replaced by fN and 
we omit the subscript N. 
We introduce a parameter y = (yl,..., y”) varying in R* and the following 
deformations off and u,, : 
* Throughout the next two sections we shall manipulate products such as 
f&, 6 u, P) P, b - WYTP - 4)~(a/au)a(a/ap)Yf(x, 6 u, P), ~~(a/W~.f(x, t, u, P), etc.The 
factors in these products must be regarded as tensors with their respective degrees of 
covariance and contravariance, and be multiplied according to the standard index 
contraction rule. As the covariance and contravariance degrees will never play a role 
in the reasoning, the imprecision in our notation can be tolerated. 
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We claim that, if 6 is small enough, there is a unique polynomial p with 
respect to y, of degree <N + 1, whose coefficients are V functions of t, 
1 t 1 < 6, valued in V@(U), such that: 
(2.1) vt -J(%Y, 4 w d = WY lN+2>, XE u, YER”, ItI<& 
(2.2) ‘p LO = ho, XE u, PER”. 
Indeed, problem (2.1)-(2.2) can be reinterpreted in the following manner. 
Denote by 9’” (K = 0, I,...) the linear space of polynomials in y of degree 
<K. By our choice off(and recalling thatf = fN), we see that 
(2.3) F : $ -fCx, Y, t, J&A,) 
is a polynomial mapping of 8” into PNk+N+l (for each K = 0, I,...). Let then 
w denote the canonical projection of 9(N+1)2 onto P(N+l) and let us call 
(2.4) 1cI ++ w-6 t, #) 
the compose CT, OF where F is defined by (2.3); it is clear that (2.4) is a poly- 
nomial mapping of B N+l into itself, whose coefficients are V” functions of t, 
1 t 1 < T, valued in wrn( U). Clearly our problem (2.1)-(2.2) can be refor- 
mulated as 
(2.5) P)t = 9(x, t, 3)), ItI <k v It=0 = ~o(x, Y>* 
This is a Cauchy problem for a system of ordinary nonlinear differential 
equations. If 6 is small enough, it has a unique solution, p = p)(x, y, t). We 
are going to show that we may take, as an approximate solution to problem 
(l .l)-( 1.2), the function 
u(x, t) = v,(x, 0, t). 
LEMMA 2.1. If 6 is sufficiently small, there is a constant Cf3J > 0 such that 
fOYXEU, ItI <a, 
(2.6) I u - v j < P’M2 
(2.7) I FJ’y(x, 0 4 - 4(x, t)l d C’3’&? t).* 
Proof. Let us differentiate problem (2. I)-(2.2) with respect to y: 
(24 (9-h = J,C% YY 6 % d + Juk Y, 6 93 Tar) 9% 
+ J,cx, Y, 4 % PY) %t/ + WY IN+‘), 
(2.9) 9% It=o = &l&* Y)- 
* In the forthcoming argument we denote by C (3) P’, etc. various positive constants ,
which depend on U, N, 6 but not on x, y, t. 
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Let us put y = 0 in both (2.1)-(2.2) and (2.8)-(2.9). We write w,(x, t) = 
vy(x, 0, t), ws(x, t) = q+,&x, 0, t). In view of our definition of J and Zz, we 
have: 
(2.10) Ut =f(x, 6 % 4, 
(2.11) (w1)t = f&G t, u, WI) + f&, 4 % Wl) Wl + f&, t, u, 4 w2 7 
(2.12) 4-T 0) = %(X), 
(2.13) Wl(& 0) = %z(“+ 
Let us now subtract (1.4) from (2.10)-(2.11), (1.5) from (2.12)-(213). Let us 
set 7 = u - o, Q = wi -p. We have 
(2.14) nt = w 77 I + I% I), 
(2.15) (%)t =f&, t, v, 4) WC! + O(lv I + I7llh 
(2.16) 7/=7j1=o when t = 0. 
We apply Lemma A (Appendix) to this Cauchy problem. We obtain at once: 
(2.17) 1 r)(% t>i -t I %(X, t)l G cc4’ [ jl if&, S, v(X, s>, 4(x, s)) Wz(X, $11 dS 1, 
and this implies at once (2.7). We return then to (2.14) which we write in 
more precise terms: 
(2.18) 17t =f&, t, VT 4) 711 + O(l17 I + 117112)* 
We apply once again Lemma A and obtain: 
(2.19) 
I rl(“, t)l < CC5’ II 1 I f&t s, v(x, 4, dx, 4) rlh, 4 ds + j: I T&, s)l” ds /, 
which is a more precise estimate of 17 than the one extracted from (2.17). We 
use now the fact that 1 Q / < CY)M and that M is a nondecreasing function 
of 1 t 1 in each half-segment )--6,O) and (0, S(. We obtain at once (2.7) 
(possibly with an increased constant 03)). 
LEMMA 2.2. If 6 is su$b’ently small, there is a constant F6) > 0 such 
that, for all n-tuples 01, /I such that I (Y + /3 / < IV + 1, we have, when y = 0, 
(2.20) I(g)” ($)” (cpz.- cp,) 1 < C(6)ivP+l++@I, x E u, / t / < 6. 
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Proof. The assertion is evident when k = 1 01 + /3 1 = N + 1. We shall 
therefore reason by descending induction on k. We have: 
(2.21) (94 = L!(% Y, 6 9% %J +f&, YY 4 % 9%) % 
+ LJ(%Y, 4 93 P)Y> %v + O(l Y IN+% 
(2.22) % It--O = %&,Y)- 
We apply the differential operator L,,, = (a/&>“(a/ay)a to both sides, in the 
Eqs. (2.8), (2.21) d an we put y = 0 in the resulting expressions. From the 
definition offit follows at once that, if / 01 + p 1 < N, 
Consequently, by subtraction of resulting Eqs. (2.8) (2.21): 
(2.23) 
( ) & L3h - PlY) = -uf&, Y? t, 9 %Jh! - %I> 
+ f&9 Y, 6 % %/>(% - PYM ~~~~ Y = 0. 
From the definition of u,(x, y) it follows at once that, if 1 a! + /3 / < N, 
&4@0cd~~ Y) - Glv(% Y)) = 0 when y = 0. 
We derive therefore from (2.9)-(2.22): 
(2.24) L,,(% - %> It=0 = 0 when y = 0. 
For simplicity, let us set 
%,I3 = -&3bz - %A lw=ll * 
By applying Leibniz formula to the right hand side of (2.23) we may rewrite 
this equation as follows: 
As for condition (2.24) it reads: 
(2.26) 7)‘x.s It=4 = 0. 
We view (2.25) as a system of ordinary differential equations in the unknowns 
r],,a , 1 01 + /3 I < k, depending on the parameter X. It should be noted that, 
when I OL + /? / = k, there are terms in the right hand side of (2.25) which 
involve quantities ~~‘,s’ with I (11’ + /3’ I = k + 1. One sees easily that these 
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terms originate in the opening up of the following term in the right-hand 
side of (2.23): 
which is then to be evaluated at y = 0. Note that we have: 
hence, at y = 0, 
(2.28) 
by Lemma 2.1. By (2.28) and the induction hypothesis, we derive that the 
absolute value of (2.27), when y = 0, is not greater than 
(2.29) C@’ / fp(x, t, ZI, q)\ M(x, ty-” + C’S’M(x, ty-k+l. 
The integral of (2.29) from 0 to t has an absolute value not greater than 
C’lO’M(x, t)N+l-“. 
From this estimate and from (2.26), we derive, by means of Lemma A 
(Appendix) 
which is what we wanted. 
We may now complete the proof of Part I of Th. 1. I. 
We apply (2.20) with /3 = 0, thus obtaining if 1 01 / < N + 1 and y = 0, 
(2.30) I(a/ax>a(yz - P)~)I < C(6)MN+1-lcrl, x E u, ItI (8. 
Let us first take 01 = 0 in (2.30) an combine the corresponding inequality d 
with (2.7). Since u,(x, t) = 9)=(x, 0, t) we obtain at once (1.9) (we had already 
obtained (1.8): it is the same as (2.6)). 
Next we write: 
In order to obtain (1.7) it suffices to apply Leibniz formula and Estimate (2.30). 
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3. PROOF OF PART II (UNIQUENESS OF THE APPROXIMATE SOLIJTION) 
Let U(X, t) be a VP function of t, 1 t 1 < T, valued in F(Q) which satisfy 
(1.7) when x E Q, j t ( < T, and such, moreover, that 
Let us first exploit (1.7) when 01 = 0, 1 01 1 = 1. The corresponding equations 
can be rewritten: 
(3.2) ut =f(x, t, u, us) + o(MN+l), 
(3.3) 04t =fz( x, t, u, %!> +.f&% 4 u, 4 % +f&? t, % %> %%t + OWN)- 
If we take into account (1.4) and set 77 = u - v, Q = u, - 4, we obtain: 
If we take (1.5) and (3.1) into account we get: 
(3.6) v=Q=o when t = 0. 
By applying Lemma A to (3.4)-(3.6) we derive easily (cf. proof of Lemma 2.1) 
that, if 6, 0 < 6 < T, is sufficiently small, 
/ 77 1 < C(l2)M2, I rll 1 < P2)M in U X )-8, 6(. 
In other words, the inequalities (1.8), (1.9) are valid for x E U, I t / < 6. Of 
course this argument applies to u = uj, j = 1, 2. 
Next we write: 
utl = f (x, t, Ill, z&l) + I?+, t) 
=f(x, t, 23, u,2) +fu(x, t, u2, u,2)(u1 - u”) +f&, t3 u2, %2)(%1 - uz2) 
+ o(l ul - u2 l2 + I us1 - us2 I”) + Rl(x, t). 
Whence, setting h = d - u2, 
(3.7) ht = f&v, t, u2, ua2) h +f& t, u2, s2) h, + O(l h I2 + I hz I”) + RI- 
We apply (a/axp, j 01 1 < K < N, to both members of (3.7) and regard the 
resulting relations as a system of ordinary differential equations, depending 
on the parameter x, in the unknowns 0, = (a/axp h, 1 01 / ,( K. By virtue of 
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(1.10) we have 0, = 0 at t = 0, whatever the n-tuple 01. Here also we apply 
Lemma A (Appendix) and obtain, for x E U and 1 t j < S,6 sufficiently small, 
From this, by descending induction on k = N, N - l,..., 0, we derive that 
(3.9) 1 / e, ( < cw’llP+l-” in u x )--6, S(. 
lal<k 
Indeed, (3.9) is trivial when k = N + 1. Assume therefore k < N. From 
(1.7) where u = ~2 we derive 
,@gk @/axp R1 / < c,,kMN+l-k* 
If we combine this fact with (3.9) w h ere k + 1 is substituted for k, and with 
(3.8), we obtain 
G ,915) ;&fN-k i jl I j&, s, u2(x, s), u,~(x, $))I ds j + MN--"+'/. 
We take now advantage of (1.8)-( 1.9) with u = u2. We derive from it: 
I jp(x, s, uyx, s), %YX, s)) -j&T s, 4% 4, 4(x, s>)l G c’16’M(X, 9, 
whence: 
Is :, I f&, s, u2(x, 4 u,Yx, s))l ds 1 
d II 1 I j&, s, 4x, 4 q(x, 41 ds / + C’=’ I t I M(x, t) 
< C’l’)M(X, t). 
Taking this into account in (3.10) yields at once (3.9). 
4. PRECISE APPROXIMATION OF THE APPROXIMATE SOLUTION 
Let U(X, t) be a V1 function of t, 1 t 1 < T, valued in Urn(Q), satisfying 
forXE-0, /tj < T, 
(4.1) ut =.f@, t, u, u,> + R(x, 4, -+, 0) = zLg(x), 
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where 
(4.2) pjaxp R(x, t)1 < CMN+l-‘a’, Ia/ <N. 
It is not difficult, if we repeat some of the arguments of the previous sections, 
to obtian a good approximation of U. Let us apply (a/&)=, 1 01 1 < N, to 
both members of the equation 
(4.3) Wt =“f+, t, w, w,). 
We obtain a system of ordinary differential equations in the (a/&p w, 
01 < N + 1. Let us replace each (a/&p w by an independent unknown 
function v if / (Y 1 < N and by zero if 1 01 1 = N + 1. We obtain thus a 
system of ordinary differential equations in the unknown function 
v = (79, &,O*...,O) )...) 7Y )... ), depending on the parameter x E Q 
(4.4) v, = @(ix, t, V). 
For instance: 
(4.5) vto =f(x, t, 79, v’), 
where z+ = (~“)l~l=r ; if V” = (~“)l=l=s, 
(4.6) vt’ = f&x, t, vo, v’) + fu(x, t, vo, v’) v’ + f&x, t, 240, 2)‘) v”. 
When N = 1 we must replace V” by 0; in this case, (4.5)-(4.6) is identical 
with (1.4). For any N > 0, (4.4) generalizes (1.4). We adjoin to it the Cauchy 
conditions: 
(4.7) v)” It+ = (a/a@ u&), Ial <N, 
which generalize (1.5). 
If we restrict the variation of x to a relatively compact open subset U of 
Sz we may find a number 6, 0 < 6 < T, such that (4.4)-(4.7) has a unique 
solution V(x, t) which is a ‘@ function of t, 1 t / < 6, valued in %P( U). 
Next we apply (a/&)“, / a: I < N, to both members in both equations (4.1). 
We obtain a system of ordinary differential equations in the (a/ax)’ U, 
1 01 I < N, regarding the (a/&p U, I 01 1 = N + 1, and the (a/&p R, 
I ~11 [ < N, as data. Subtracting (4.4)-(4.7) from these equations we obtain 
a new system of ordinary differential equations in the 7” = (a/&vy u - V, 
I 01 I < N. They are of the form: 
(4.8) rlt’ = O(l r1’ I) +f&, t, u, u,) v1 + O(l $ I”) + R, 
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writing + = (ve)lalSk. If we denote by (a/a~)~ R the tensor with components 
(a/&p R, / 01 ( = k, we obtain, for 0 < K < A’, 
(4.9) it” = O(l TO I + ... + I 71~ I> +f&, t, u, u,> q?“+l + (a/axjk R. 
Finally, calling (a/&~)~+% the tensor with components (a/&)%, 
:a/ -lItI, 
(4.10) ytN = O(l q" I + ... + 1 7N I) +f,(x, t,~,utJ(@)~+~u + (+WN R, 
to which we adjoin the condition at time zero, derived from (4.1) and (4.7): 
(4.11) 7 It=0 = 0. 
By descending induction on k = N, N - l,..., 0, we prove that, if 6 is small 
enough, 
(4.12) 1 ?k 1 < C’WMNfl-k in u x )--6, S(. 
Indeed, we have already seen, at the beginning of section 3, that (4.1) implies 
that (1.8), (1.9) are valid for x E U, I t I < 6 (if d is sufficiently small). As 
shown in section 3, this implies 
(4.13) If&, t, % %)I < If@, 6 u, q)/ + c'20'M(X, t), XE u, I t I -=c 6. 
If we take this into account in Eqs. (4.8)-(4.10), we derive from Lemma A 
and from (4.2) and (4.11) that (4.12) is valid when k = N. Henceforth the 
induction proceeds, based on (4.8)-(4.9) (4.10) on (4.2) and on the appli- 
cation of Lemma A. 
Let us make the inequalities (4.12) more explicit: 
(4.12’) 1 g - 2)” 1 < C(lS)MN+l--lorj in U x )-S, 6(, j 01 J < N. 
In particular, we have 
(4.14) / 24 - 210 j < c'ls'MN+l in u x )-S,S(. 
These inequalities add some precision to (1.8), (1.9). It should be pointed 
out that, unless N = 1, (vO, v’) differs from (0, 4): this is due to the presence 
of the term involving V” in (4.6) and the fact that there is no analoguous 
term in (1.4). 
5. REMARKS 
Remark 5.1. Under stronger hypotheses the conclusion in Th.l.1 may 
be improved. For instance, if we assume thatf(x, t, p) is a %P function of t, 
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( t 1 < T, one obtains that the approximate solution u(x, t) in Part I is grn 
with respect to (x, t) in U x )--6, S( and furthermore that, for a suitable 
choice of the constants C,,,., > 0, we have, instead of (1.7): 
{% -f(X, t, % u,)} < CN,a,kMN+l-'n'-k, 
An analogous improvement can be made in Part II). All this requires is but 
a routine modification of the proofs (cf. [l], Appendix A). 
Remark 5.2. We have taken the range of f(x, t, u, p) (hence also that 
of u(x, t) to lie in R”. We could have as well taken it to lie in an arbitrary 
Banach space. Only trivial modifications of the statements and the proofs are 
needed for such a generalisation. 
Remark 5.3. It is well-known that, in general, exact solutions cannot be 
found to the Cauchy problem (l.l)-(1.2). They can be found, of course, in 
particular situations, for instance under various “hyperbolicity” hypotheses. 
Another case where they can be found is when f and u are scalar, i.e., valued 
in R: the exact solution is obtained by the classical Hamilton-Jacobi theory. 
Another case where the exact solution exists and is unique is the case in 
which f(x, t, U, p), although valued in R” with m possibly larger than one, 
is analytic with respect to all arguments except t and is continuous with 
respect to t: this fact has been proved by Nagumo (see [2]). The proof is very 
simple when the Cauchy problem under study, of the kind (l.l)-( 1.2), is 
linear (see [3], Section 11) or when, although nonlinear, it is associated with a 
complex transport equation: 
where h and v are valued in Cl and h(z, t, p) is holomorphic with respect to 
(z, p) (say in an open neighborhood of the origin in C”“) and is continuous 
with respect to t, J t j < T. In order to go from (5.2) to (l.l)-(1.2) it suffices 
to set 
u = We P, Im 4, 
f(x, t, P, , pz> = (Re h(x, t, P, + &.>, Im 4x, t, P, + &>>. 
In this case the values space is R2 (for f and u). 
Now, Problem (2.2) has a unique solution which is a Vr function of t, 
1 t ( < 6, valued in the space of holomorphic functions of z in a suitable open 
neighborhood U of the origin in C %. This is seen by applying the.Hamilton- 
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Jacobi theory and checking at every step that all the intervening functions 
are holomorphic with respect to the appropriate arguments. Keeping in mind 
that t is real whereas x and p are complex, we write the Hamilton-Jacobi 
equations: 
(5.3) 
dz 
z= --h&G 4P), fu% t, PI, 
with initial conditions: 
(5.4) z=w p=o at t = 0, 
where w belongs to a suitable open neighborhood of the origin in C”. Eqs. 
(5.3)-(5.4) have a unique solution (z(w, t), p(w, t)) which is V1 in t, 1 t 1 < 6, 
and holomorphic in w (in some open neighborhood of the origin). On the 
other hand, for 1 t 1 < 6 and 6 small enough, w ++ z(w, t) is a holomorphism 
near w = 0; we may introduce the inverse holomorphism, z + w(z, t). 
It remains to show that 
which is clearly V in t and holomorphic in x near the origin, is in fact a 
solution of (5.2). For this it suffices to show that 
P(W(Z, t), t) = %c% 9. 
Since this is trivially true when t = 0, it suffices to show that 
$ {P@4 9 - 9)&G t>> = PwWt + Pt - &> 6 P> - U% t, PI P&b 
= P,{Wt - h&9 t, PI %> 
vanishes identically. In all this, we view z and t as independent variables and 
w as a function of z and t. Also, we have availed ourselves of the 
second equation (5.3). If we differentiate with respect to t the identity 
x = z(w(z, t), t) we obtain 0 = z,wt - h,(z, t,p) by the first equation (5.3), 
and this can be rewritten wt = h,(z, t, p) w, , whence our assertion. 
APPENDIX 
Let E be a Banach space, with norm 11 I/, V an open neighborhood of the 
origin in E, 6 a number >O. We consider a continuous mapping 
(4 4 ++ g(4 w) 
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of (--6, 6) x V into E. We suppose that there is a constant K > 0 such that, 
for all 1 t 1 < 6 and all w, wr E V, 
(A-1) II&Y 4 - ‘!a Wl)lI \( Kll Wl - % II. 
LEMMA A, Under the preceding hypotheses, there is a number a’, 
0 < 6’ < 6, such that the Cauchy problem: 
(A.3 wt = g(t, 4, I t I < 6’9 w(0) = 0, 
has a unique solution w(t) which is a W function of t, / t I < a’, valued in V. 
Moreover, if I t / < a’, we have: 
(A.31 11 w(t) - jlg(h 0) ds 11 < (eKltl - 1) ( j: IIg(s, 0)ll ds 1. 
This is a well known result, of elementary nature. In order to make this 
paper self-contained we recall its proof. We apply Picard’s iteration method, 
defining iteratively the sequence of functions: 
wo s 0, d(t) = j;g(s, wj-l(s)) ds, j > 0. 
We have, by (A.l), if j > 0, 
11 wj+l(t) - +)I1 < K / ,: // wj(s) - wj-‘(s)lI ds /, 
from which we derive, by induction on j > 0, 
(A.4) 11 wj+1(t) - wj(t>li < + (K / t I>j 1 J‘: IIg(s, 0)/l ds 1. 
If S’, 0 < 6’ < 6, is small enough, we will have wj(t) E V for all j = 1,2,... 
and all t, j t I < 6’. For these t, the series in the right-hand side of the 
equation 
(A.5) w(t) = w’(t) + F (wj+yt) - wqt>> 
j=l 
converges absolutely and uniformly in E. Eq. (A.5) defines the sought 
solution; (A.3) follows at once from (A.4) and from the fact that 
w’(t) = j’g(s, 0) ds. 
0 
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