It has been a trend in the Reinforcement Learning literature to derive sample complexity bounds: a bound on how many experiences with the environment are required to obtain an ε-optimal policy. In the discounted cost, infinite horizon setting, all of the known bounds have a factor that is a polynomial in 1/(1 − β), where β < 1 is the discount factor. For a large discount factor, these bounds seem to imply that a very large number of samples is required to achieve an ε-optimal policy. The objective of the present work is to introduce a new class of algorithms that have sample complexity uniformly bounded for all β < 1. One may argue that this is impossible, due to a recent min-max lower bound. The explanation is that this previous lower bound is for a specific problem, which we modify, without compromising the ultimate objective of obtaining an ε-optimal policy.
: Comparison of Q-learning and Relative Q-learning algorithms for the stochastic shortest path problem of [1] . The relative Q-learning algorithm is unaffected by large discounting.
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Most Reinforcement Learning (RL) algorithms can be cast as parameter estimation techniques, where the goal is to recursively estimate the parameter vector θ * ∈ R d that directly, or indirectly yields an optimal decision making rule within a parameterized family. The update equation for the d-dimensional parameter estimates {θ n : n ≥ 0} can be expressed in the general form Denoting Q * (x, u) to be the optimal Q-function for the state-action pair (x, u), the ultimate goal of estimating the Q-function is to obtain from it the corresponding optimal policy: φ * (x) = arg min u Q * (x, u) It is clear from the above definition that adding a constant to Q * will not alter φ * . This is a fortunate fact: it is shown in Section 4 that Q * can be decomposed as
where η β denotes the average cost under the optimal policy, and Q * (x, u) is uniformly bounded in β, x and u.
The reason for slow performance of Q-learning when β ≈ 1 is because of the high variance in the indirect estimate of the large constant η β /(1 − β). We argue that if we ignore constants, we can obtain a sample complexity result of the form
where ρ < 1, and 1 − ρ is the spectral gap of the transition matrix for the pair process (X, U ) under the optimal policy 1 .
The new relative Q-learning algorithm proposed here is designed to achieve the upper bound (4) . Unfortunately, we have not yet obtained this explicit finite-n bound. We have instead obtained formula for the asymptotic covariance that corresponds to each of the algorithms considered in this paper (see (17) ). The close relationship between the asymptotic covariance and sample complexity bounds is discussed in Section 1.2, based on the theoretical background in Section 1.1.
Stochastic Approximation & Reinforcement Learning
Consider a parameterized family of R d -valued functions {f (θ) : θ ∈ R d } that can be expressed as an expectation,
with Φ ∈ R m a random vector, f : R d × R m → R d , and the expectation is with respect to the distribution of the random vector Φ. It is assumed throughout that the there exists a unique vector θ * ∈ R d satisfying f (θ * ) = 0. Under this assumption, the goal of SA is to estimate θ * . The SA algorithm recursively estimates θ * as follows: For initialization θ 0 ∈ R d , obtain the sequence of estimates {θ n : n ≥ 0}:
where Φ n has the same distribution as Φ for each n ≥ 0 (or its distribution converges to that of Φ as n → ∞), and {α n } is a non-negative scalar step-size sequence. We assume α n = g/n for some scalar g > 0, and special cases in applications to Q-learning are discussed separately in Section 3. Asymptotic statistical theory for SA is extremely rich. Large Deviations or Central Limit Theorem (CLT) limits hold under very general assumptions for both SA and related Monte-Carlo techniques [11, 12, 13, 14, 15] .
The CLT will be a guide to algorithm design in this paper. For a typical SA algorithm, this takes the following form: denote the error sequence bỹ θ n := θ n − θ * (7) Under general conditions, the scaled sequence { √ nθ n : n ≥ 0} converges in distribution to a Gaussian N (0, Σ θ ). Typically, the covariance of this scaled sequence is also convergent:
The limit is known as the asymptotic covariance. Provided Σ θ is finite, this implies (2) , which is the fastest possible rate [11, 12, 14, 16, 17] . For Q-learning, this also implies a bound of the form (3), but for n "large enough".
An asymptotic bound such as (8) may not be satisfying for RL practitioners, given the success of finite-time performance bounds in prior research. There are however good reasons to apply this asymptotic theory in algorithm design:
(i) The asymptotic covariance Σ θ has a simple representation as the solution to a Lyapunov equation.
(ii) The MSE convergence is refined in [18] for linear SA algorithms (see Section 1.3): For some
Extensions of this bound to nonlinear algorithms found in RL is a topic of current research.
(iii) The asymptotic covariance lies beneath the surface in the theory of finite-time error bounds.
Here is what can be expected from the theory of large deviations [19, 20] , for which the rate function is denoted
The second order Taylor series approximation holds under general conditions:
from which we obtain
where o(n)/n → 0 as n → ∞, and O(nε 3 )/n is bounded in n ≥ 1, and absolutely bounded by a constant times ε 3 for small ε > 0.
(iv) The Central Limit Theorem (CLT) holds under general assumptions:
where the convergence is in distribution, and where W is Gaussian N (0, Σ θ ) [12, 11] ; a version of the Law of the Iterated Logarithm also holds [21] : n log log nθ n is bounded, with limit points in the set
The asymptotic theory provides insight into the slow convergence of Watkins' Q-learning algorithm, and motivates better algorithms such as Zap Q-learning [4] , and the relative Q-learning introduced in Section 4.
Sample complexity bounds
The inequalities of Hoeffding and Bennett are finite-n approximations of (9):
whereb is a constant andĪ i (ε) > 0 for ε > 0. For a given δ > 0, denote
A sample complexity bound then follows easily from (13): P{|θ n (i) − θ * (i)| > ε} ≤ δ for all n ≥ n i (ε, δ). Explicit bounds were obtained in [22, 5, 6] for Watkins' algorithm, and in [8] for the "speedy" Q-learning algorithm. General theory for SA algorithms is presented in [23, 24, 18] . Observe that whenever both the limit (9) and the bound (13) are valid, the rate function must dominate:Ī i (ε) ≤ I i (ε). To maximize this upper bound we must minimize the asymptotic covariance (recall (10) , and remember we are typically interested in small ε > 0).
The value of (14) depends on the size of the constants. Ideally, the functionĪ is quadratic as a function of ε. Theorem 6 of [22] asserts that this ideal is not in general possible for Q-learning: an example is given for which the best bound requiresĪ(ε) = O(ε 1/(1−β) ) when the discount factor satisfies β > 1 2 . We conjecture that the sample-path complexity bound (14) withĪ quadratic is possible in the setting of [22] , provided a sufficiently large scalar gain is introduced on the right hand side of the update equation (1). This conjecture is rooted in the large deviations approximation (11) , which requires a finite asymptotic covariance. In the very recent preprint [5] , the finite-n bound (14) withĪ quadratic was obtained for Watkins' algorithm in a special synchronous setting, subject to a specific scaling of the step-size: α n = [1 + (1 − β)n] −1 . This result is consistent with our conjecture: it was shown in [25] that the asymptotic covariance is finite for the equivalent step-size sequence, α n = [(1 − β)n] −1 (see Thm. 3.3 for details).
Explicit Mean Square Error bounds for Linear SA
Here, we present a special case of the main result of [18] , which we recall later in applications to Q-learning.
The analysis of the SA recursion (6) begins with the transformation to (1): (5)). Though the results of [18] extend to Markovian noise, for the purposes of this paper, we assume here that {∆ n } is a martingale difference sequence:
(A1) The sequence {∆ n : n ≥ 1} is a martingale difference sequence. Moreover, for someσ 2 ∆ < ∞ and any initial condition θ 0 ∈ R d ,
, n ≥ 0 (A2) α n = g/n, for some scalar g > 0, and all n ≥ 1.
Our primary interest regards the rate of convergence of the error sequenceθ n = θ n −θ * , measured by the error covariance Σ n = E[θ nθ n ], and σ 2 n = trace (Σ n ) = E[ θ n 2 ]. We say that σ 2 n tends to zero at rate 1/n µ (with µ > 0) if for each ε > 0, lim n→∞ n µ−ε σ 2 n = 0 and lim n→∞ n µ+ε σ 2 n = ∞
It is known that the maximal value is µ = 1, and we will show that when this optimal rate is achieved, there is typically an associated limiting matrix known as the asymptotic covariance:
Under the conditions imposed here, the existence of the finite limit (17) also implies the CLT (12) . The analysis in [18] is based on a "linearized" approximation of the SA recursion (6):
where,
Let A and b denote the respective means:
We assume that the d × d matrix A is Hurwitz, a necessary condition for convergence of (18) .
The recursion (18) can be rewritten in the form (15):
in which {∆ n } is the noise sequence:
withÃ n+1 = A n+1 − A. The parameter error sequence also evolves as a simple linear recursion:
The asymptotic covariance (17) exists under special conditions, and under these conditions it satisfies the Lyapunov equation
where the "noise covariance matrix" Σ ∆ is defined to be
Recall (16) for the definition of convergence rate 1/n µ , and the definition Σ n = E[θ nθ n ]. Thm. 1.1 is a special case of the main result of [18] (which does not impose the martingale assumption (A1)). Theorem 1.1. Suppose (A1) -(A3) hold. Then the following hold for the linear recursion (22) , for each initial condition (Φ 0 ,θ 0 ):
where δ = δ(A, Σ ∆ ) > 0, and Σ θ ≥ 0 is the solution to the Lyapunov equation (23) . Consequently, E[ θ n 2 ] converges to zero at rate 1/n.
(ii) Suppose there is an eigenvalue λ of gA that satisfies − 0 = Real(λ) > − 1 2 . Let ν = 0 denote a corresponding left eigenvector, and suppose that Σ ∆ ν = 0. Then, E[|ν θ n | 2 ] converges to 0 at a rate 1/n 2 0 . Consequently, E[ θ n 2 ] converges to zero at rate no faster than 1/n 2 0 .
Organization
Readers should skip to Section 4 if they have either read [1] , or have a good understanding of the connections between Stochastic Approximation and Q-learning. Though most of the contents of Sections 2 and 3 are essentially known, Section 3 contains new interpretations on the convergence rate of Q-learning. The tutorial sections of this paper are taken from [26] .
Markov Decision Processes Formulation
Consider a Markov Decision Processes (MDP) model with state space X, action space U, cost function c : X × U → R, and discount factor β ∈ (0, 1). It is assumed throughout this section that the state and action spaces are finite: denote = |X| and u = |U|. In the following, the terms 'action', 'control', and 'input' are used interchangeably. Along with the state-action process (X, U ) is an i.i.d. sequence I = {I 1 , I 2 , . . . } used to model a randomized policy. We assume without loss of generality that each I n is real-valued, with uniform distribution on the interval [0, 1]. An input sequence U is called non-anticipative if U n = z n (X 0 , U 0 , I 1 . . . , U n−1 , X n , I n ) , n ≥ 0 where {z n } is a sequence of functions. The input sequence is admissible if it is non-anticipative, and if it is feasible in the sense that X n+1 remains in the state space for each n.
Under the assumption that the state and action spaces are finite, it follows that there are a finite number of deterministic stationary policies
with µ(k) = P{ι n (k) = 1 | X 0 , . . . , X n } for each n ≥ 0 and 1 ≤ k ≤ φ . It is assumed that ι n is a fixed function of (I n , X n ) for each n, so that this input sequence is non-anticipative. It is convenient to use the following operator-theoretic notation. The controlled transition matrix P u acts on functions V : X → R via
where the second equality holds for any non-anticipative input sequence U . For any deterministic stationary policy φ, let S φ denote the substitution operator, defined for any function q :
If the policy φ is randomized, of the form (25), we then define
With P viewed as a single matrix with · u rows and columns, and S φ viewed as a matrix with rows and · u columns, the following interpretations hold:
Suppose that U is defined using a stationary policy φ (possibly randomized). Then, both X and the pair process (X, U ) are Markovian, and (i) P φ := S φ P is the transition matrix for X.
(ii) P S φ is the transition matrix for (X, U ).
Q-function and the Bellman Equation
For any (possibly randomized) stationary policy φ, we consider two value functions
The function V φ : X → R in (27a) is the value function that corresponds to the policy φ (with the corresponding transition probability matrix P φ ), and cost function S φ c, that appears in TDlearning algorithms [27, 2] . The function Q φ : X × U → R is the fixed-policy Q-function considered in the SARSA algorithm [28, 29, 30] .
The minimal (optimal) value function is denoted
It is known that this is the unique solution to the following Bellman equation:
Any minimizer defines a deterministic stationary policy φ * : X → U that is optimal over all input sequences [31] :
The Q-function associated with V * is given by (28) with φ = φ * , which is precisely the term within the brackets in (29):
The Bellman equation (29) implies a similar fixed point equation for the Q-function:
in which Q(x) := min u Q(x, u) for any function Q :
For any function q : X × U → R, let φ q : X → U denote an associated policy that satisfies
It is assumed to be specified uniquely as follows:
Using the above notations, the fixed point equation (31) can be rewritten as
In general, there may be many optimal policies, so we remove ambiguity by denoting
Q-learning
The goal in Q-learning is to approximately solve the fixed point equation (31), without assuming knowledge of the controlled transition matrix. We restrict the discussion to the case of linear parameterization for the Q-function: Q θ (x, u) = θ ψ(x, u), where θ ∈ R d denotes the parameter vector, and ψ : X × U → R d denotes the vector of basis functions.
A Galerkin approach to approximating Q * is formulated as follows: Obtain a non-anticipative input sequence U (using a randomized stationary policy φ), and a d-dimensional stationary stochastic process ζ that is adapted to (X, U ). The Galerkin relaxation of the fixed point equation (31) is the root finding problem:
where Q θ (x) = min u Q θ (x, u), and the expectation is with respect to the steady state distribution of the Markov chain (X, U ). This is clearly a special case of the general root-finding problem that is the focus of SA algorithms.
The following Q(0) algorithm is the SA algorithm (6), applied to estimate θ * that solves (36): For initialization θ 0 ∈ R d , define the sequence of estimates recursively:
The choice for the sequence of eligibility vectors {ζ n = ψ(X n , U n )} in (37a) is inspired by the TD(0) algorithm [32, 2] . Matrix gain Q-learning algorithms are also popular. For a sequence of d×d matrices G = {G n }, the matrix-gain Q(0) algorithm is described as follows: For initialization θ 0 ∈ R d , the sequence of estimates are defined recursively:
A common choice is
A popular example will follow shortly. The success of these algorithms have been demonstrated in a few restricted settings, such as optimal stopping [33, 34, 35] , deterministic optimal control [36] , and the tabular setting discussed next.
Tabular Q-learning
The basic Q-learning algorithm of Watkins [37, 38] (also known as "tabular" Q-learning) is a particular instance of the Galerkin approach (37) . The basis functions are taken to be indicator functions:
The goal of this approach is to exactly compute the function Q * . Substituting ζ n ≡ ψ(X n , U n ) with ψ defined in (40), the objective (36) can be rewritten as follows:
where the expectation in (41) is in steady state, and in (42) denotes the invariant distribution of the Markov chain (X, U ). The conditional expectation in (42) is
Consequently, (42) can be rewritten as
If (x i , u i ) > 0 for each 1 ≤ i ≤ d, then the function Q θ * that solves (43) is identical to the optimal Q-function in (31) .
There are three flavors of Watkins' Q-learning that are popular in the literature. We discuss each of them below.
Asynchronous Q-learning: The SA algorithm applied to solve (41) coincides with the most basic version of Watkins' Q-learning algorithm: For initialization θ 0 ∈ R d , define the sequence of estimates {θ n : n ≥ 0} recursively:
where {α n : n ≥ 0} denotes the non-negative step-size sequence.
Algorithm (44) coincides with the Q(0) algorithm (37) , with ψ defined in (40) . Based on this choice of basis functions, a single entry of θ is updated at each iteration, corresponding to the state-input pair (X n , U n ) observed (hence the term "asynchronous"). Observing that θ is identified with the estimate Q θ , a more familiar form of (44) is:
and
With α n = 1/n, the ODE approximation of (44) takes the form 2 :
in which q t (x) = min u q t (x, u) as defined below (31) . We recall in Section 3.2 conditions under which this ODE is stable, and explain why we cannot expect a finite asymptotic covariance in typical settings.
A second and perhaps more popular "Q-learning flavor" is defined using a particular "stateaction dependent" step-size [7, 22, 25] . For each (x, u), denote α n (x, u) = 0 if the pair (x, u) has not been visited up until time n − 1. Otherwise,
At stage n + 1 of the algorithm, once (x, u) = (X n , U n ) and X n+1 are observed, then a single entry of the Q-function is updated as in (45):
The ODE approximation simplifies when using this step-size rule:
Conditions for a finite asymptotic covariance are also greatly simplified (see Thm. 3.3). The asynchronous variant of Watkins' Q-learning algorithm (44) with step-size (47) can be viewed as the G-Q(0) algorithm defined in (38) , with the matrix gain sequence (39) , and step-size α n = 1/n. On substituting the Watkins' basis defined in (40) , we find that this matrix is diagonal:
By the Law of Large Numbers, we have
where Π is a diagonal matrix with entries Π(i, i) = (x i , u i ). It is easy to see why the ODE approximation (46) simplifies to (49) with this matrix gain.
Synchronous Q-learning: In this final flavor, each entry of the Q-function approximation is updated in each iteration. It is popular in the literature because the analysis is greatly simplified in this case.
The algorithm assumes access to an "oracle" that provides the next state of the Markov chain, conditioned on any given current state-action pair: let {X i n : n ≥ 1, 1 ≤ i ≤ d} denote a collection of mutually independent random variables taking values in X. Assume moreover that for each i, the sequence {X i n : n ≥ 1} is i.i.d. with common distribution P u i (x i , · ). The synchronous Q-learning algorithm is then obtained as follows: For initialization θ 0 ∈ R d , define the sequence of estimates {θ n : n ≥ 0} recursively:
Once again, based on the choice of basis functions (40) , and observing that θ is identified with the estimate Q θ , an equivalent form of the update rule (52) is
Using the step-size α n = 1/n we obtain the simple ODE approximation (49).
Convergence and Rate of Convergence
Convergence of the tabular Q-learning algorithms require the following assumptions:
(Q1) The input U is defined by a randomized stationary policy of the form (25) . The joint process (X, U ) is an irreducible Markov chain. That is, it has a unique invariant pmf satisfying (x, u) > 0 for each x, u.
(Q2) The optimal policy φ * is unique.
Both ODEs (46) and (49) are stable under assumption (Q1) [3] , which then (based on the results of [3] ) implies that θ converges to Q * a.s.. To obtain rates of convergence requires an examination of the linearization of the ODEs at their equilibrium.
Linearization is justified under Assumption (Q2), which implies the existence of ε > 0 such that (ii) When q t − Q * < ε, the ODE (49) reduces to
The proof is contained in Appendix A. Recall the definition of the linearization matrix [1, 26] :
The crucial take-away from Lemma 3.1 are the linearization matrices that correspond to the different tabular Q-learning algorithms:
in case (i) of Lemma 3.1 (55a)
Since P S φ * is a transition probability matrix of an irreducible Markov chain (see Lemma 2.1), it follows that both matrices are Hurwitz. We consider next conditions under which the asymptotic covariance for Q-learning is not finite. The noise covariance Σ ∆ defined in (24) is diagonal in all three flavors. For the asynchronous Q-learning algorithm (48) with step-size (47), or the synchronous Q-learning algorithm (53), the diagonal elements of Σ ∆ are given by
The noise covariance matrix for asynchronous Q-learning with step-size α n = 1/n is Σ a ∆ = ΠΣ s ∆ Π.
Theorem 3.2. Suppose that assumptions (Q1) and (Q2) hold, and α n ≡ 1/n. Then, the sequence of parameters {θ n } obtained using the asynchronous Q-learning algorithm (44) converges to Q * a.s.. Suppose moreover that the conditional variance of V * (X n ) is positive:
Then, (i) The asymptotic variance of the algorithm is infinite:
converges to zero at a rate no faster than 1/n 2(1−β) .
The inequality (58) is satisfied whenever the discount factor satisfies β ≥ 1 2 . Thm. 3.2 explains why the Q-learning algorithm can be terribly slow: If the discount factor is close to 1, which is typical in most applications, using a step-size of the form α n = 1/n results in a MSE convergence rate that is much slower than the optimal rate 1/n. Similar conclusions hold for the other flavors of tabular Q-learning, for which the algorithm admits the ODE approximation (49). Based on Lemma 3.1, the linearization matrix for these algorithms is defined in (55b). This poses problems when β > 1 2 , but for these algorithms there is a simple remedy: 
The resulting asymptotic covariance is obtained as a solution to the Lyapunov equation (23), with g = (1 − β) −1 , and Σ ∆ = Σ s ∆ defined in (56).
The step-size rule α n = [(1 − β)n] −1 is equivalent to α n = [1 + (1 − β)n] −1 that appears in [5] , in the sense that each algorithm will share the same asymptotic covariance.
Overview of proofs:
We begin with Thm. 3.2. The proof of convergence can be found in [37, 39, 3] . The proof of infinite asymptotic variance is given in Appendix A.2 of [1] . A brief overview follows.
To establish the slow convergence rate, an eigenvector for A (defined in (55a)) is constructed with strictly positive entries, and with real parts of the eigenvalues satisfying Real(λ) ≥ −1/2. Interpreted as a function v :
where Σ ∆ is the noise covariance matrix (recall (56)), and v † denotes complex-conjugate transpose. Assumption (57) ensures that the right hand side of (59) is strictly positive, as required in Thm. 1.1 (ii). 
Relative Q-learning
The average cost corresponding to the optimal policy φ * : X → U (defined in (35) ) is denoted
where X is the Markov chain with corresponding transition probability matrix P φ * (recall Lemma 2.1). Under Assumptions (Q1) and (Q2), we can decompose the optimal Q-function that solves the Bellman equation (31) as
where, recalling (27b),
This is bounded as β ↑ 1 under (Q1) (aperiodicity of (X, U ) is not required). This observation leads us to an alternative to the standard Bellman equation (31), which we call the relative Bellman equation:
where δ > 0 is a positive scalar, µ : X × U → [0, 1] is a probability measure (both design choices), and µ , H * = 
With β = 1, the fixed point equation (60) is very similar to the fixed point equation that appears in the average cost Q-learning formulation of [40] . The motivation in [40] to consider such a fixed point equation is to obtain a convergent Q-learning algorithm for the average cost setting; our motivation is to obtain an algorithm for the discounted cost setting, with variance uniformly bounded for all β < 1.
The following relationship between H * and Q * is immediate:
: the solution H * to (60) is given by
The objective in relative Q-learning is to estimate H * . Since Q * and H * differ only by a constant, the policy φ * defined in (35) satisfies
It is therefore irrelevant whether we estimate Q * or H * , if we are ultimately interested only in the optimal policy. We conjecture that estimating H * results in sample complexity of the form (4), which is uniformly bounded for all β < 1, contrary to the sample complexity of estimating Q * , which is of the form (3). Rather, we establish here that the asymptotic covariance is uniformly bounded in β under mild assumptions on δ and the step-size.
Relative Q-learning Algorithm
Consider a linear parameterization for the relative Q-function: H θ (x, u) = θ ψ(x, u), where θ ∈ R d denotes the parameter vector, and ψ : X × U → R d denotes the vector of basis functions. We restrict the discussion here to the tabular case, where the basis functions {ψ i : 1 ≤ i ≤ d} are the indicator functions defined in (40) . The goal in tabular relative Q-learning is to find θ * such that
where U is a non-anticipative input sequence (obtained using a randomized stationary policy φ), H θ (x) = min u H θ (x, u), and the expectation is with respect to the steady state distribution of the Markov chain (X, U ). With the basis functions chosen to be indicator functions (40) , interpretations similar to (41)-(43) hold, and the objective (62) can be rewritten as: For each 1 ≤ i ≤ d,
where denotes the invariant measure of the Markov chain (X, U ). We once again assume (Q1) and (Q2) throughout this section:
Under (Q1), it is easy to see that H θ * that solves (63) is identical to the optimal relative Q-function in (60). Assumption (Q2) implies existence of ε > 0 such that
As in Section 3.1, there are many flavors of relative Q-learning algorithm that are possible. We restrict our discussion here to the asynchronous relative Q-learning algorithm, which requires access to a single sample path of the Markov chain (X, U ). Extension of the discussion to other flavors of the algorithm is straightforward.
Asynchronous Relative Q-learning:
The asynchronous algorithm is a direct application of SA to solve (62): For initialization θ 0 ∈ R d , define the sequence of estimates {θ n : n ≥ 0} recursively:
where {α n : n ≥ 0} denotes the non-negative step-size sequence. Based on the choice of basis functions (40), a single entry of θ is updated at each iteration, corresponding to the state-input pair (X n , U n ) observed. By identifying θ with the estimate H θ , we can rewrite (65) as H n+1 (X n , U n ) = H n (X n , U n ) + α n+1 c(X n , U n ) + βH n (X n+1 ) − δ µ , H n − H n (X n , U n ) (66) With α n = 1/n, the ODE approximation of (66) takes the form
in which h t (x) = min u h t (x, u). Based on the discussion in Section 3.1, a "more efficient" relative Q-learning flavor is defined using a particular state-action dependent step-size, that is defined in (47). With this step-size rule, the ODE approximation (67) simplifies:
Henceforth we restrict discussion to the relative Q-learning algorithm with a scaling of this specific step-size: α n (x, u) = g · n(x, u) −1 with g > 0. We initially assume g = 1.
Stability and Convergence of Relative Q-learning
The analysis in this section follows along the lines of analysis in [3, 40] . The first step is to recognize that the algorithm in (66), with step-size rule (47) can be rewritten as:
where f (H n , X n , U n ; x, u) = T H n (x , u) − H n (x, u) I{X n = x, U n = u} for any H,
and {∆ n } is the noise sequence:
For the purpose of analysis, it is best to visualize the algorithm (69) with step-size rule (47) as "d parallel stochastic approximation algorithms", one for each state-action pair (x, u). If a particular (X n , U n ) is observed in the n th iteration, then the corresponding H-value is updated, with the rest of the H-values left unchanged.
It follows from the definitions that {∆ n (x, u)} is a martingale difference sequence: for each
where F n = σ(X m , U m : m ≤ n). Moreover, for some constant K > 0,
The covariance Σ ∆ defined in (24) is a diagonal matrix, with
The following results are specializations of [3, Theorems 2.1 and 2.2]. The stability assumptions imposed in these theorems will be verified below. The remainder of this section is dedicated to the proof of global asymptotic stability of the ODE (68). Global asymptotic stability of (75) then follows: stability of (68) is established for any cost function c, and the ODE (68) reduces to (75) when c ≡ 0.
Proof of ODE Stability
For any function H : X × U → R, define the span semi-norm:
The crucial step in proving stability of the ODE (68) is based on the fact that the operator T defined in (70) is a β-contraction in the span semi-norm: for any H , H :
Subtracting (80b) from (80a),
where the second inequality follows from (77). We therefore have
Applying the Grönwall's inequality completes the proof of (78a); (78b) follows from (64) and (78a).
Define for each t ≥ 0
Prop. 4.4 (in particular, Eq. (78a)) implies h t → H * exponentially fast, in the span-semi-norm: for some K < ∞,h
To establish global exponential stability of the ODE (68), it is sufficient to show that r t → 0 exponentially fast. Proof. Differentiating both sides of (82), and using (75), we have
where in the final equation we have used H * = T H * . Using (83) and (78b), the non-linear term on the right hand side of (84) admits the approximation, whose solution is given by
The statement of the proposition follows. 
Convergence Rate of Relative Q-learning
We next analyze the asymptotic covariance of the relative Q-learning algorithm (66) with ODE approximation (68). For this, following along the lines of analysis in Section 3.2, we need to examine the linearization of the ODE (68) at its equilibrium. Linearization is justified under Assumption (Q2), which implies the existence of ε > 0 such that (64) holds.
The following result is a direct analog of Lemma 3.1 for the relative Q-learning algorithm.
Lemma 4.7. Under Assumption (Q2), when h t < ε, with ε > 0 used in (64), the ODE (68) simplifies to
In Lemma 4.7, 1 ∈ R d is viewed as a column vector with each component
and ⊗ denotes the outer product. The analysis of the asymptotic covariance involves inspection of the eigenvalues of the linearization matrix A = ∂ θ f (θ) θ=θ * . Lemma 4.7 provides an expression for the relative Q-learning algorithm:
In addition to (Q1) and (Q2), we will impose the following additional assumption:
(Q3) The Markov chain with transition matrix P S φ * is uni-chain: the eigenspace corresponding to the eigenvalue λ 1 = 1 is one-dimensional.
where the maximum is over all eigenvalues of P S φ * except λ 1 = 1. Under (Q3) we have ρ * < 1, and in fact ρ * < 0 is possible. Let ρ denote the magnitude of the second largest eigenvalue of P S φ * :
The scalar ρ is also known as the mixing rate of the Markov chain (X , U ), with the input sequence U defined by φ * , and 1 − ρ is the spectral gap of the corresponding transition matrix. While ρ * < 1 is always true under (Q3), this does not exclude the possibility that ρ = 1 (i.e., there is no spectral gap). We have an obvious bound: (ii) Suppose that the step-sizes are scaled:
Then the eigenvalue test passes: for each eigenvalue λ = λ(A),
and the asymptotic covariance of the resulting relative Q-learning algorithm is obtained as a solution to the Lyapunov equation (23), with g = (1 − βρ * ) −1 , and Σ ∆ defined in (74). Figure 2 : Relationship between the eigenvalues of the matrices P S φ * , A q , and A.
To be clear: the condition ρ < 1 that was assumed in Section 1 is not necessary for stability of relative Q-learning, or uniform boundedness of the asymptotic covariance. Consider the example illustrated in Fig. 2 . The plot of eigenvalues for P S φ * shown on the left hand side indicates complex eigenvalues on the unit circle, so that ρ = 1. The plots show that ρ * < 1, and therefore, −(1 − βρ * ) < −(1 − β). In this case, Thm. 4.9 (ii) implies that the relative Q-learning algorithm with step-size α n = g · [n(x, u)] −1 , g = −[1 − βρ * ] −1 will have finite asymptotic covariance.
Before moving to the proof of the theorem we clarify the definition of the noise covariance matrices. Lemma 4.10 implies that the identity (59) can be used to test the assumption ν † 2 Σ ∆ ν 2 > 0 used in Lemma 4.9.
Lemma 4.10. The noise covariance matrix Σ q ∆ for the Q-learning algorithm (defined in (56)), and Σ h ∆ for the relative Q-learning algorithm (defined in (74)) are identical.
Proof. The proof is a direct application of Prop. 4.1: with κ β = δ µ , H * /(1 − β) we obtain, for each 1 ≤ i ≤ d,
We henceforth denote Σ ∆ = Σ q ∆ = Σ h ∆ . The proof of Thm. 4.9 is based on comparing the eigenvalues of the matrix A with the eigenvalues of the linearization matrix that corresponds to the asynchronous Watkins' Q-learning algorithm (recall Lemma 3.1 (ii), and Eq. (55b)):
Thm. 3.3 combined with assumption (Q3) establishes the upper bound
The column vector 1 is an eigenvector, whose eigenvalue coincides with this bound:
These observations are summarized in Lemma 4.11:
Lemma 4.11. The matrix A q is Hurwitz, with all eigenvalues λ satisfying Re(λ) ≤ −(1 − β). Furthermore, there exists a single eigenvalue at λ = −(1 − β), and all other eigenvalues satisfy
where ρ * ∈ [0, 1) is defined in (86). Moreover, every eigenvalue λ of A, that is not equal to −(1 − β + δ), is also an eigenvalue of A q , with identical left eigenvectors.
Proof. The first claim follows from these steps:
is an eigenvalue of A q , with corresponding left eigenvector ν, we have:
where (a) follows from the fact that the left eigenvector ν is orthogonal to 1, due to Lemma C.1.
Lemma 4.13 asserts that (90) holds for every eigenvalue in the relative Q-learning algorithm if δ is greater than or 1 − ρ * . Note that δ = β will always satisfy the condition in Lemma 4.13.
The Consequently, the matrix A is Hurwitz, for all 0 < β < 1/ρ * .
Discussion
Theorems 3.3 and 4.9 obtain conditions for finite asymptotic covariance of the Q-learning and relative Q-learning algorithms. Here we provide a more quantitative comparison. We begin with a coarse comparison, considering the trace of the respective covariance matrices.
Proposition 5.1. Denote by Σ q θ (g), Σ h θ (g), the asymptotic covariance matrices for Q-learning and relative Q-learning with step-size α n = g · [n(x, u)] −1 . Each is finite for all sufficiently large g, and satisfy the following bounds, uniformly in β:
The minimizing gains are given by
This results in the minimal values, 
where F q = gA q + 1 2 I and F h = gA h + 1 2 I. It is shown in Prop. 5.3 that the solutions are identical on the subspace
This identity is valid even when F q is not Hurwitz, so that Σ q θ is not finite valued.
To make this precise we make use of the representations
We do not assume that F q is Hurwitz in Prop. 5.3, so that Σ q θ may not be finite valued. 
The proof makes use of the following identity:
These identities imply many others. Starting from v † F q = v † F h for v ∈ R d 0 we obtain v † F q F h = v † F 2 h , and the identity v † F 2 q = v † F 2 h follows since (v † F q ) † ∈ R d 0 . By induction we obtain v † F n q = v † F n h for each n and each v ∈ R d 0 , and then (99) follows from the Taylor series representation of the matrix exponential.
What if the Transition Matrix is Diagonalizable?
If the matrix P S * φ is diagonalizable, this means that there is a basis consisting of eigenvectors, and also a basis consisting of left-eigenvectors. Viewed as column vectors, we find that d − 1 of the left eigenvectors span R d 0 . From this we obtain a refinement of Prop. 5.3: a solution to the Lyapunov equation on R d 0 , and on all of R d when F q is Hurwitz. If P S * φ is diagonalizable, then the definition (89) implies that the same is true for A q . Let {ν i : 1 ≤ i ≤ d} be a basis of left eigenvectors for A q , with corresponding eigenvalues {λ i : 1 ≤ i ≤ d}, and suppose the eigenvalues are ordered so that λ 1 (A q ) = −(1 − β).
Lemma 4.12 asserts that {ν i : 2 ≤ i ≤ d} are also left eigenvectors for A h , with common left eigenvalues. Moreover, ν † i 1 = 0 for 2 ≤ i ≤ d, so that the span of these vectors is precisely R d 0 .
For each 2 ≤ i, j ≤ d, consider the quantities:
The identity σ 2 q (i, j) = σ 2 h (i, j) follows from Prop. 5.3. Multiplying the left hand side of (96a) and (96b) by ν † i , and the right hand side by ν j , we obtain
For the optimal gains g q and g h appearing in Prop. 5.2, substitution into (102) gives the approximation for β ≈ 1:
Appendices A Q-learning Proof of Lemma 3.1. To prove (i) we recall the definition of the ODE (46): d dt q t = f (q t ), where for any q : X × U → R, and 1 ≤ i ≤ d, f i (q) = E c(X n , U n ) + βq(X n+1 ) − q(X n , U n ) ψ i (X n , U n ) Substituting q(X n+1 ) = q(X n+1 , φ * (X n+1 )) for q − Q * < ε gives f i (q) = E c(X n , U n )ψ i (X n , U n ) + E ψ i (X n , U n ){βq(X n+1 , φ * (X n+1 )) − q(X n , U n )
where the second identity follows from the tabular basis. This establishes (i).
Part (ii) is immediate, given the similarity of the two ODEs. Denoting (x, u) and (x, u) to be the minimizing and maximizing state-action pair,
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where we have used the definition (32) for φ Q and φ Q in the first equality. Using the fact that each of these policies are minimizers of functions Q and Q , the right hand side can be upper bounded Proof. The eigenspace corresponding to the eigenvalue λ + 1 = 1 is spanned by the vector 1, so that P 1 = 1 and ν P = ν
Consequently,
which implies that ν 1 = 0.
