An algorithm for calculating continued fractions  by Mikloško, Jozef
An algorithm for calctdating continued fractions 
Jozef Miklo~ko (*) 
ABSTRACT 
A new algorithm is described in the paper for calculating continued fractions. The conditions 
are given under which this algorithm is faster than the hitherto fastest algorithm for handling 
this problem. Also the interrelation between the suggested algorithm and that for calculatinga 
tridiagonal system of linear equations is investigated. 
1. INTRODUCTION 
In the paper we are going to deal with the numerical 
calculation of the n-th approximant of a continued 
fraction, i.e. with 
b I b 2 b n 
Xln - (1) 
a I + a 2 + . . .  + a n 
where {bj } and (a j} ,  j = 1, 2 . . . . .  n are real or com- 
plex numbers. Following the description of three 
known algorithms to calculate (1) a new algorithm is 
suggested for the solution of this problem. Its correla- 
tion with the Euler algorithm for calculating continued 
fractions is pointed out and the conditions under which 
this algorithm is fastest are formulated. In conclusion, 
the interrelation between this algorithm and those ap- 
plied to calculating a tridiagonal system of linear equa- 
tions is investigated. 
2. ALGORITHMS FOR CALCULATING (1) 
For the calculation of (1) three algorithms [1], [2], 
are known. We shall designate them A1, A2 and A3. 
By algorithm A1 let us designate the backward com- 
putation 
b k 
Ykn = , k=n,  n - I  .... 1 (2) 
ak+ Yk+l ,n  
where Yn + 1, n = 0, and Yl n = Xln" 
By algorithm A2 we designate the recurrent calcula- 
tion 
b 1 
fl =a l '  ql =x11-  ' (3) 
a 1 
bj - cj qj _ I 
cj-- % , fj:aj +cj fj 
Xlj =xl,j-I + qj' J =2'3 ..... n. (3) 
By algorithm A3 we designate the Euler algorithm, i.e. 
the calculation of recurrent relations 
P-1 =1'  Po=O, P j=a jP j _  1+ bjPj_ 2 ,  
j= l ,2  . . . . .  n 
Q_I = o, QO=I,  
Pn 
wherex ln -  Qn 
Qj = ajQj_ 1 + bjQj_ 2 , 
j=1 ,2  . . . . .  n 
(4) 
The numbers of arithmetical operations of algorithms 
A1, A2 and A3 are indicated in the following table : 
algorithm 
A1 
A2 
A3 
Number of operations 
addi- 
tions 
n-1 
2n-2 
2n-3  
muhi- 
plica- divisions 
tions 
, ,,,, 
- -  n 
n-1 2n-1 
4n-6 1 
Total number 
of opera- 
tions 
2n-1 
5n-4 
6n-8  
Since the problem of computation Xln has 2n inputs, 
2n-1 must be a lower bound on the number of arith- 
metic operations. From this point of view A1 is thus 
optimal. A3 has, conversely, the highest number of 
arithmetical operations. 
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3. THE NEW ALGORITHM A4 
Algorithm A 3 consists in the double calculation of 
the same recurrent relation 
Rj = aj R j_ I  + bj Rj_2,  J = 1, 2 . . . . .  n (5) 
though always with other initial conditions. By sim- 
plifying this repeated calculation we get algorithm A4. 
Consider (5) as a triangular system of n linear equa- 
tions o fn  unknowns Tr = g i.e. 
1 R1 ] Ia lR0+blR_ ;  
-a 2 1 O R 2 I b2R 0 
-b 3 -a 3 1 . R3 I 
• i ° ° 
O -bn_ 1 -an_ 1 1 
-b n -a n 1 Rn J 
(6) 
It holds that r = T - lg  whereby to calculate R n it suf- 
fices to calculate only the last row i.e. (Yn'Yn-1 .... Y2,Yl) 
from T - l ,  respectively for the sake of the shape of g 
only its first two elements. 
It follows from definition T-1 T = I that 
Y1=1' Y2=an' Y i=an+2- iY i -1  +bn+3- iy i -2 '  
i= 3, 4 . . . . .  n (7) 
and thus R n is quickly calculated for an arbitrary R_I 
and R 0 from the formula 
Rn=blY  nR_  1 + (alY n+ b2Yn_ 1) R 0. 
For initial conditions R_I = 1, R 0 = 0 (R n = Pn) and 
R_I = 0, R 0 = 1 (R n = Qn) respectively we then get 
for x 1 n 
blYn 
X ln  = (8) 
a lYn + b2Yn-1 
Let us designate algorithm A4 the calculation (1) with 
the aid of (7) and (8). We see that this algorithm is 
mathematically equivalent to A3 though they differ 
algorithmically since the double calculation (5) from 
A3 is superseded in A4 by the precomputation of a 
recurrent relation (7). 
Algorithm A4 has n-1 additions, 2n-2  multiplica- 
tions and 1 division i. e. the total number of its opera- 
tions is 3n-2. Its only competitor from the point of 
view of arithmetic operations is A1. If a is the time of 
addition, m of multiplication and d of division then it 
ensues from the comparison of the numbers of arith- 
metical operations of algorithms A4 and A1 that if 
m < _~d then A4 is faster than A1. 
Z 
For frequently applied continued fractions in which 
either b i = 1 or a i = 1, i = 1, 2 . . . . .  n, there is no 
change in the number of arithmetical operations with 
A1. The algorithm A4 has in this case n -1 additions, 
n - 1 multiplications and 1 division and hence if m < d 
then A4 is faster than A1. 
Remark : The acceleration of the many times repeated 
calculation of general linear recurrent relations is de- 
scribed in [3]. 
4. THE TRIDIAGONAL SYSTEM OF LINEAR 
EQUATIONS AND A4 
In paper [4] it is shown that Xln is just the first un- 
known of the tridiagonal system of linear equations 
Ax = b i.e. 
a 1 -1 
b 2 a 2 
• . 
0 b n a n 
i fdet IAt = Qn ~ 0. 
o 
~nn_l 
9 
iiJ 
Each algorithm for the calculation of Xln from (9) is 
also an algorithm for calculating (1) and conversely. 
In [4] it is proved that the algorithm of the Gaussian 
elimination backward is mathematically identical to 
A1, the algorithm of the Gaussian elimination forward, 
the bordering method and the Purcell's method are 
identical to A2 and the method of shooting and matrix 
inversion to A3. The analysis of the algorithm of the 
orthogonalization method has shown that this algorithm 
gives rise to a new algorithm for calculating continued 
fractions which, however, is highly complicated and 
very expensive with respect o the number of opera- 
tions. The correlations proved allow to make use of 
the theoretical -results known for algorithms to cal- 
culate a tridiagonal system of linear equations and 
apply them to algorithms for calculating continued 
fractions. 
We are now going to show which algorithm for calculat- 
ing Xln from (9) is mathematically identical to A4. 
Since x = A-lb,  for the calculation of Xln it suffices 
to compute only the first row, i.e. (Zn, Zn_ 1 .... z 2, Zl) 
from A -1, or only the component z n respectively, 
because Xln = b lz  n. 
For the sake of definition 
zi = An- i+, l '  t i=1 ,2  .... n (10) 
detlAt ' 
where Akj is the algebraical adjunct of the element in 
the k-th row and the j-th column in A and thus 
b lA l l  
X ln -  det tAI 
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which is actually the calculation Xln by Cramer's rule 
or by the matrix inversion. 
If the calculation b1A11 = Pn and det IAI = Qn is 
carried out with the help of two recurrent relations, 
we then get for (1) algorithm A3 and for Xln from 
(9) the method of shooting or the matrix inversion. 
The substance of A4 consists in being aware of the 
feasibility of computing A 11 and det I AJ by only one 
relation. 
From A-1A = I it ensues for z n the relation 
z2=anZl  , z i=an+2_ iz i _  1 +bn+3_ iz i _  2, 
i=3 ,4  .... n (11) 
whereby 
a l z  n + b2zn_ 1 = 1. (12) 
After substituting (10) in (11) and (12) and consider- 
ing that A n I = 1 we get, after an arrangement, the 
relation 
An1 =1,  An_ l , l=an  , 
An- i+  1,1 = an + 2 - jAn- i+  2, 1 + bn+3-  iAn- i+ 3,1, 
i = 3, 4 .... n (13) 
and 
a lA l l  + b2A21 = det {AI (14) 
respectively, for the algebraical adjuncts. 
Relation (13) is identical with (7) i.e. Yi = An - i+  1, 1 
and thus it holds 
b1A11 = (15) 
Xln a lA l l+b2A21 
which is identical with (8). 
Algorithm A4 is thus mathematically identical to the 
recursive calculation of algebraical adjuncts A i 1' 
i = n, n -1, . . .1 i.e. to the calculation of the first row 
in the matrix adjointed to A and after realizing (14) 
of calculating Xln by Cramer's rule or by matrix 
inversion. 
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