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We focus on the many-body eigenstates across a localization-delocalization phase transition. To characterize
the robustness of the eigenstates, we introduce the eigenstate overlaps O with respect to the different boundary
conditions. In the ergodic phase, the average of eigenstate overlaps O¯ is exponential decay with the increase
of the system size indicating the fragility of its eigenstates, and this can be considered as an eigenstate-version
butterfly effect of the chaotic systems. For localized systems, O¯ is almost size-independent showing the strong
robustness of the eigenstates and the broken of eigenstate thermalization hypothesis. In addition, we find that
the response of eigenstates to the change of boundary conditions in many-body localized systems is identified
with the single-particle wave functions in Anderson localized systems. This indicates that the eigenstates of
the many-body localized systems, as the many-body wave functions, may be independent of each other. We
demonstrate that this is consistent with the existence of a large number of quasilocal integrals of motion in the
many-body localized phase. Our results provide a new method to study localized and delocalized systems from
the perspective of eigenstates.
I. INTRODUCTION
Recently, understanding the mechanisms of ther-
malization and localization in an isolated quantum
many-body systems has been attracted many interests.
Generally, for a closed quantum many-body system,
stating from a far-from-equilibrium initial state, the
system can always thermally equilibrate under an
unitary evolution [1–5]. We call these systems as
ergodic systems, and the microscopic mechanism of
this thermalization is known as eigenstate thermalization
hypothesis (ETH). Nevertheless, there also exist the
localized systems, which are the typical examples
violating ETH [6]. The localized systems are first
identified by Anderson in a non-interacting fermion
system with impurity scatterings, which is dubbed
Anderson localization (AL) [7]. In recent two decades,
it was shown that the localization can persist in
the presence of interactions, which is now termed
many-body localization (MBL) [8–14]. Benefiting
from the experimental advances of synthetic quantum
many-body systems, the MBL has been realized in
various of platforms, such as optical lattice [15–17],
nuclear magnetic resonance [18], trapped ions [19], and
superconducting circuits [20, 21].
Comparing with ergodic and AL systems, the MBL
systems posses many unique properties. For the dynam-
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ics, the MBL system can hardly be thermalized due to
the existence of a large number of quasi-local integral
of motions [22, 23], and the entanglement entropies
can exhibit long-time logarithmic spreading [24, 25],
while the growth of entanglement is ballistic in the
ergodic systems [26]. Additionally, according to the
level statistics, it is shown that the spectrum of the MBL
systems obey Poisson distribution, while it is Wigner-
Dyson distribution in the ergodic phase [9, 11, 27–29].
Furthermore, the eigenstates of MBL systems also have
many unique properties, especially the entanglement. It
is shown that the eigenstates of the MBL systems have
low entanglement, where the entanglement entropies
satisfy area law, and the entanglement spectrum are
power-law [12, 22, 30, 31].
In Ref. [32], the authors use the sensitivity of the
single-particle eigenenergies to the choice of periodic or
antiperiodic boundary conditions as a criterion to identify
AL phase. In Ref. [33], a similar criterion is presented
to probe the MBL phase. The authors find that the
distributions of the off-diagonal matrix elements of a
local operator are distinct between the ergodic and MBL
systems. Thus, It is natural to ask that how do the
eigenstates respond to the change of boundary conditions
in both localized and delocalized systems.
In this paper, we investigate the responses of
eigenstates with respective to the change of boundary
conditions in the localized and delocalized systems. By
calculating the overlaps of the corresponding eigenstates
between two two different boundary conditions, we
find that the eigenstates of the MBL and AL systems
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2FIG. 1. (a) The scaling functions of O¯ for ergodic, AL
and MBL phases, respectively. (b) The phase diagram of
Hamiltonian (1). Here, the Hamiltonian is defined by Pauli
matrices rather than spin- 1
2
operators, so the disorder strength
W is twice as large relative to the Ref. [11].
show strong robustness, since the eigenstate overlaps are
nearly size-independent. Nevertheless, in the ergodic
phase, the eigenstate overlaps decay exponentially with
the increase of system size, which can be considered
as a butterfly effect of the quantum chaos. These
results are summaries in Fig. 1(a). In addition, we
find that the responses of many-particle eigenstates to
the change of boundary conditions in the MBL systems
is akin to the one of single-particle eigenstates in AL
systems. Thus, we suppose that the eigenstates of the
MBL systems are independent of each other, which is
distinct to AL systems, whose many-particle eigenstates
are Slater determinants. We also demonstrate that this is
consistent with the existence of a large number of quasi-
local integrals of motion.
The remainder of this paper is organized as follows:
In Sec. II, we introduce 1D spin- 1
2
XXZ model with
z-directed random field, and the corresponding phase
diagrams are reviewed. We also present the main
methods of this paper. The numerical results are shown
in Sec. III. In Sec. IV, we give a phenomenological
discussion about our results. Finally, in Sec V, we
summarize our results and present the outlooks of the
future researches. Additional numerical results are
present in the Appendices.
II. MODEL AND METHODS
In this section, we introduce the random-field XXZ
chain, the main model studied in this paper, and then
provide the numerical methods. For our methods, the
eigenstate overlaps O with respective to the different
boundary conditions are defined, and this can be
considered as the measurement of the response of the
eigenstates with respect to the change of the boundary
conditions.
A. Model
We consider the spin- 1
2
XXZ chain with z-directed
random field. The Hamiltonian of this model reads
Hˆ =J L∑
i
(σˆxi σˆxi+1 + σˆyi σˆyi+1) + Jz L−1∑
i
σˆzi σˆ
z
i+1
+ L∑
i=1hiσˆzi , (1)
where σˆαs (α = x, y, z) are Pauli matrices. The random
field hi ∈ [−W,W ] satisfying an uniform distribution.
The localization-delocalization transition of this model
has been studied extensively in Refs. [9, 24, 25, 31, 33].
By Jordan-Wigner transformation, Hamiltonian (1)
can be mapped to a local spinless fermionic system with
nearest-neighbor hopping strength J and density-density
interaction strength Jz . Below, for convenience, we
set J = 1. When Jz = 0, it is a free system with a
disorder potential, and in this case, all the single-particle
eigenstates are localized when W ≠ 0, i.e., it is in
AL phase. When Jz ≠ 0, this becomes an interacting
model, where the single-particle description may fail. For
different disorder strengths, this system can be divided
into three regimes: at weak disorder (0 < W < W1), it
belongs to the ergodic phase with all of the eigenstates
ergodic, at strong disorder (W > W2), it belongs to
MBL phase with all of the eigenstates localized, and at
intermediate disorder strength (W1 < W < W2), the
system has many-body mobility edges and is in Griffiths
phase [34–36]. Especially, when Jz = 1, i.e., the
Hamiltonian is Heisenberg coupling, the critical disorder
strengths are W1 ≈ 4 and W2 ≈ 7, respectively [11, 33–
36].
B. Methods
Here, we focus on the sensitivity of many-body wave
functions with respect to the boundary conditions. We
choose periodic boundary condition, i.e., σˆL+1 = σˆ1, and
3FIG. 2. The distribution of eigenstate overlaps across a MBL transition for different system sizes with Jz = 1. (a-c) For weak
disorder (W = 3,4,5), the system is in the ergodic phase. When increasing the system size, the curves of p(O) has an exponentially
top-left shift. (d) In the case of critical point (W = 7), the top-left shifts almost vanish. (e-f) For strong disorder (W = 8,9), the
systems are in the MBL phase. In this case, the curves of p(O) for different system sizes are almost coincide.
anti-periodic boundary condition, i.e., σˆL+1 = −σˆ1. To
quantify the robustness of many-body wave functions,
we define the overlaps between two corresponding
eigenstates with different boundary conditions
On = ∣⟨ψpn∣ψapn ⟩∣2, (2)
where ∣ψpn⟩ and ∣ψapn ⟩ are the eigenstates of Hˆ with
periodic and anti-periodic boundary conditions, respec-
tively. Generally, the change of boundary condition can
be regarded as applying a local perturbation. Therefore,
according to the perturbation theory,
√On∣ψpn⟩ is the
zero-order contribution (the phase is neglected) of ∣ψapn ⟩,
and vice versa. If the eigenstates of the system is robust
to the boundary conditions, then the eigenstate overlapO will be large, i.e., O can reflect the sensitivity of
eigenstates with respect to the boundary conditions.
In addition, we can define the distribution density of
L = 10 L = 12 L = 14 L = 16 L = 18
Jz = 1,W < 6 30000 10000 1000 300 100
Jz = 1,W ≥ 6 60000 20000 2000 600 200
Jz = 0 60000 20000 2000 600 200
TABLE I. The numbers of disorder averaging for different
parameters of Hamiltonian (1).
On as
p(O) ≡ 1N N∑n=1 δ(On −O), (3)
whereN is the number of eigenstate pairs. The means ofOn can also be obtained as
O¯ ≡ 1N N∑n=1On = ∫ 10 dO Op(O). (4)
Thus, we can use O¯ to analyze the robustness of
eigenstates, quantitatively.
We use exact diagonalization to extract the eigenstates
of the random-field XXZ Hamiltonian (1) with periodic
and anti-periodic boundary conditions, respectively. For
each diagonalization, two boundary conditions should
satisfy the same disorder configuration, and due to the
spin U(1) symmetry, we only consider the eigenstates
with half filling. Nevertheless, it is hard to judge which
two eigenstates with different boundary conditions are
related. Thus, for each eigenstate ∣ψpn⟩, we need to
calculate the overlaps with all eigenstates of Hˆ with anti-
periodic boundary condition. We regard the maximum
among these overlaps as On, i.e.,On = max{∣⟨ψpn∣ψap1 ⟩∣2, ∣⟨ψpn∣ψap2 ⟩∣2, ..., ∣⟨ψpn∣ψapD ⟩∣2},
(5)
where D = ( L
L/2) is the dimension of half-filling Hilbert
space.
4(b)
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FIG. 3. The scaling of O¯ for different phases. (a) In the ergodic
phase, O¯ is exponential decay with the increase of systems
sizes. (b) In the MBL phase, O¯ almost keeps invariant, when
increasing the system size.
To avoid any possible affection, such as many-body
mobility edges, we focus on the middle one eighth of
full eigenstates. In this case, the Griffiths phase at
intermediate disorder strength can be neglected, and the
MBL transition occurs at W ≈ 7 with Jz = 1 [9]. The
phase diagrams of the Hamiltonian (1) are presented
in Fig. 1(b). The numbers of disorder averaging for
different sizes and disorder strengths is presented in
Tab. I.
III. NUMERICAL RESULTS
Firstly, we consider the interacting system with Jz =
1, i.e., the Hamiltonian is Heisenberg coupling. As
mentioned, in this case, the localization-delocalization
phase transition point is at W2 ≈ 7. In Fig. 2, we show
the distribution density of eigenstate overlaps p(O) with
different system sizes in both delocalized and localized
phases. As the increase of disorder strength, the curves of
p(O) have a right shift, which indicate that the robustness
of the eigenstates becomes stronger when increasing the
disorder strength. Additionally, when increasing the
system size, p(O) exhibits an top-left shift in delocalized
phase, see Fig 2(a-c). In Fig. 2(d), we can find that this
FIG. 4. (a) The distribution of the overlaps of many-body
wave functions with respect to the periodic and anti-periodic
boundary conditions for H with Jz = 0. Here, the system
is in AL phase. (b) The distribution of the overlaps of
single-particle eigenstates with respect to the periodic and anti-
periodic boundary conditions for HˆF withW = 0.5. Here, all of
the single-particle eigenstates for each system are considered.
shift almost vanishes near the critical point. In the MBL
phase, p(O) is almost size-independent, since the curves
of p(O) for different system sizes are nearly coincide,
see Fig 2(e,f).
To extract the scaling of the eigenstate overlaps, we
calculate the the means of On, i.e., O¯. In Fig. 3, we
carry out the finite-size scaling analysis of O¯ between
the ergodic and MBL phase. For the ergodic systems, see
Fig. 3(a), we can find that O¯ is exponentially dependent
on the system size
O¯Er ∝ e−αL. (6)
This indicates that the many-body wave functions of
ergodic systems are very sensitive to the boundary condi-
tions. Thus, in the thermodynamic limit, the eigenstates
of the ergodic systems will become completely different
when applying a small local perturbations, and this can
be considered as a butterfly effect of eigenstates in the
ergodic systems.
For MBL phase, according to Fig. 3(b), O¯ is almost
5(a) (b) (c)
FIG. 5. The scaling of (a) O¯, (b) O¯s and (c) 1 − O¯s for AL systems, respectively. For (e), the black dashed line is a linear fitting,
which represents 1 − O¯s ∝ L−1.
size-independent
O¯MBL ∝ O(1). (7)
Therefore, the many-body wave functions in MBL
systems are robust with respect to the boundary
conditions.
Now we take up the non-interacting systems, where
Jz = 0. In this case, the systems are in AL phase
for arbitrary weak disorder. In Fig. 4(a), we show the
distribution of the eigenstate overlaps of this system.
Comparing with Figs. 2(e,f), we find that the curves of
p(O) in AL phase are distinct from the MBL phase.
To further uncover the properties of many-particle
eigenstates in AL system, we use the single-particle
representation to study this system. The Hamiltonian
here can be mapped to a free spinless fermion system
with Hamiltonian
HˆF = L∑
i
(cˆ†i cˆi+1 + cˆ†i+1cˆi) + L∑
i=1hicˆ
†
i cˆi, (8)
where cˆ†i (cˆi) is the creation (annihilation) operators of
fermions. In Fig. 4(b), we present the corresponding
distribution of single-particle wave functions Os. We
can find that the curves of p(Os) of HˆF is similar to the
curves of p(O) in MBL systems shown in Figs. 2(e,f).
In addition, we calculate the the means of the overlaps
for both many-body wave functions and single-particle
wave functions in AL systems, see Fig. 4(a,b). We find
they are both almost size-independent
O¯AL, O¯sAL ∝ O(1), (9)
showing the robustness of both many-body and single-
particle eigenstates to the boundary conditions, which is
identified with the MBL systems.
IV. PHENOMENOLOGICAL DISCUSSION
In last section, we have presented the main numerical
results. Here, based on these numerical results, we give
some phenomenological interpretations. We demonstrate
that the fragility of many-body eigenstates in the ergodic
systems is consistent with the random matrix theory, and
the independence of many-body eigenstates in the MBL
systems is consistent with the existence of a large number
of quasilocal integrals of motion.
A. Delocalized Systems
We know that the ergodic systems, as a quantum chaos,
can be described by the random matrix theory. According
to the random matrix theory, the spectrum of the ergodic
systems satisfy Wigner-Dyson distribution, and the
eigenstates are very sensitive to small perturbations [37,
38]. This sensitivity of many-body wave functions in the
ergodic systems can indeed be represented by our results
shown in the last section.
Now we analyze the scaling of O¯Er by means
of perturbation theory and random matrix theory,
qualitatively. The difference between the periodic and
anti-periodic boundary conditions is a local perturbation
V . According to the first-order perturbation theory, we
have ∣ψapn ⟩ = ∣ψpn⟩ + ∑
m≠nCmn∣ψpm⟩, (10)
where Cmn ≡ Vmn/(Epn −Epm), Vmn ≡ ⟨ψpm∣V ∣ψpn⟩ and
Epn is the corresponding eigenenergy of ∣ψpn⟩. In the
ergodic phase, using Srednicki’s ansatz [39], we have the
off-diagonal matrix elements of local operator
Vmn = e−S(E,L)/2f(Em,En)Rmn, (11)
where S(E,L) is the statistical entropy at energy E =(En + Em)/2, Rmn is a random matrix with order one,
6and f is a smooth function. Generally, S(E,L) = ε lnD
with ε ≤ 1. Thus, ∣Cmn∣2 ∝ D−ε, and ∑Dm=1 ∣Cmn∣2 ∝D1−ε. Therefore, for the ergodic systems, On ∝Dε−1, which indicates O¯Er decays exponentially with the
increase of the system size.
B. Localized Systems
For AL systems, the single-particle eigenstates satisfyO¯sAL ∝ 1 − c/L, see Fig. 4(e). Thus, for the many-
body eigenstates, which can be written as the Slater
determinants, we have O¯AL ∼ (1 − c/L)L ∼ O(1).
Comparing MBL with AL systems, we find that the
behaviors of half-filling eigenstates in MBL phase are
more similar to the single-particle rather than many-body
eigenstates of AL phase. In fact, this is consistent with
the existence of quasilocal integrals of motion in MBL
systems. In AL phase, the single-particle eigenstates
are local conservation modes, and different modes are
decoupled. Thus, the many-body eigenstates, as the
Slater determinants, are not independent of each other. In
contrast, for the MBL systems, there exist a large number
of quasilocal integrals of motion, which are the many-
body modes and independent of each other. Therefore, it
is reasonable that the many-body eigenstates for the MBL
systems behave more likely to the single-particle one in
AL systems.
To further illustrate our results, in Appendix A, we
study the transverse field Ising model with disorder at
longitudinal field. The numerical results of this model
is consistent with above discussions, which indicates the
universality of our results for different models.
V. CONCLUSION
In summary, we have studied the sensitivities of
the eigenstates to the boundary conditions between
the localized and delocalized systems. By calculating
the overlaps of the corresponding eigenstates between
periodic and anti-periodic boundary conditions, we
find that the eigenstates are robust to the boundary
conditions in the localized phases, while they are fragile
in delocalized phases. Furthermore, the many-body
eigenstates in the MBL systems have similar behaviors
to the single-particle eigenstates in AL system, and this
is consistence with the existence of a large number of
quasilocal integrals of motion in the MBL phase. Our
results provide a new method to diagnose the MBL
phase from the viewpoint of many-body eigenstates.
Finally, there remains an open problem as to whether our
results are related to the nontrivial dynamics of the MBL
systems, such as logarithmic spreading of entanglement
entropy.
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Appendix A: Mixed Transverse Field Ising Model
Here we study another spin model, i.e., the transverse
field Ising model with disorder at longitudinal field,
to further illustrate our results. The corresponding
Hamiltonian reads
HˆMI = L∑
i
σˆzi σˆ
z
i+1 + hx L∑
i=1 σˆxi + L∑i=1hz,iσˆzi , (A1)
where the z-directional random-field hz,i ∈ [−W +
h¯z,W + h¯z] satisfying an uniform distribution. Here,
we choose the parameters hx = 1.05 and h¯z = 0.5.
According to Ref. [40], the critical point of localization-
delocalization phase transition is W = 4.2. At weak
disorder regime (W < 4.2), the system is in the ergodic
phase. At strong disorder regime (W > 4.2), it is in the
MBL phase.
Following the numerical method mentioned in main
text, we calculate the eigenstates overlapsO with respect
to the periodic and antiperiodic boundary conditions. In
Fig. 6, we present the distributions of the eigenstates
overlaps, i.e., p(O). In the ergodic phase, we can
find that p(O) has a exponential top-left shift with the
increase of system size, see Figs. 6(a,b). According to
Figs. 6(c,d), in the MBL case, p(O) are almost size-
independent, and the curves of p(O) are also similar
to the single-particle cases of AL systems shown in
Fig. 4(b). Therefore, comparing with Fig. 2, we can find
that the numerical results of Hamiltonian (A1) are closely
consistent with the cases of the random-field XXZ chain.
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