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Abstract
DuMouchel and Jones (1994) proposed the Bayesian D criterion by modifying the
D-optimality approach to reduce dependence of the selected design on an assumed
model. This criterion has been applied to select various single-stratum designs for
completely randomized experiments. In many industrial experiments, complete ran-
domization is sometimes expensive or infeasible and, hence, designs used for the exper-
iments often have multistratum structures. However, the original Bayesian D criterion
was developed under the framework of single-stratum structures and cannot be applied
to select multistratum designs. In this paper, we study how to extend the Bayesian
approach for more complicated experiments and develop the generalized Bayesian D
criterion, which generalizes the original Bayesian D criterion and can be applied to
select single-stratum and multistratum designs for various experiments.
KEY WORDS: generalized least square, potential terms, primary terms, split-plot,
staggered-level, strip-plot.
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1 Introduction
The D criterion is commonly used in design of experiments to select optimal designs. The
usual statistical justification for the D-optimality is that it minimizes the volume of the joint
confidence region for the coefficients in a model (Atkinson et al., 2007, p. 135). However, D-
optimal designs have been criticized for being too dependent on an assumed model. To reduce
the dependence, DuMouchel and Jones (1994) proposed a simple Bayesian modification for
the D-optimality approach. They assumed that, in addition to the primary terms that
are fitted, there exist potential terms that are possibly important. Typically, the sample
size is not large enough to estimate all of the two terms simultaneously. The Bayesian
approach adds prior information to avoid a singular estimation problem and, hence, allows
the precise estimation for all the primary terms while providing detectability for the potential
terms. This approach has been applied to construct and select optimal designs for various
completely randomized experiments. For instance, Andere-Rendon et al. (1997) used it to
select designs for mixture experiments, Lin et al. (2000) applied it to construct Bayesian two-
stage optimal designs for mixture models, Ruggoo and Vandebroek (2004, 2006) used it to
generate sequential model-robust designs, Jones et al. (2008) applied it to construct Bayesian
D-optimal supersaturated designs, and Gutman et al. (2014) developed an augmenting
method with the Bayesian D criterion by adding runs to existing supersaturated designs.
The BayesianD-optimal designs mentioned above were basically developed for completely
randomized experiments. They have single-stratum structures and can be only used for the
experiments whose run orders are completely randomized. However, in many real cases,
experiments are often more complicated so that sometimes the complete randomization is
expensive or infeasible. For instance, many industrial experiments contain factors whose
levels are hard to change. If complete randomization is conducted for such experiments,
the cost will increase due to frequently changing levels of these factors. To reduce cost,
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experimenters often conduct a randomization for level combinations of the hard-to-change
factors and then implement another randomization for level combinations of the easy-to-
change factors. This two-stage randomization forms a two-stratum structure and the designs
developed for such experiments are called the split-plot designs (see Section 4.1). Another
multistratum structure often seen in industrial experiments is the strip-plot structure. If
an experiment contains two distinct stages where the groups of semi-products produced in
the first stage are applied to the second stage, then the two-stage process results in a three-
stratum structure. Designs developed for such experiments are called the strip-plot designs
(see Section 4.2).
However, the Bayesian D criterion proposed by DuMouchel and Jones (1994) was devel-
oped under the framework of single-stratum structures and cannot be applied to select de-
signs which have multistratum structures. This motivates us to extend the Bayesian approach
for more complicated experiments. We consider more general cases and develop a general-
ized Bayesian D criterion which can be used for selecting optimal designs for single-stratum
or multistratum experiments. The remainder of this article is organized as follows. Sec-
tion 2 introduces the model for multistratum designs and develops the generalized Bayesian
D criterion. Section 3 provides a scaling method and a briefly algorithm for constructing
and searching for generalized Bayesian D-optimal designs. The applications, comparisons,
and sensitivity analyses of the generalized Bayesian D criterion for split-plot, strip-plot, and
staggered-level designs are provided in Section 4. Section 5 is the concluding remarks.
2 The method and criterion
2.1 The model and the estimation problem
Consider an n ×m design in a g-stratum structure and assume that there are bl units and
ml factors in the lth stratum, where l = 1, · · · , g, n = bg and m =
∑g
l=1ml. In general,
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there are p primary terms that we want to fit and the model under the g-stratum structure
can be expressed as
y = Xpriβpri +
g∑
l=1
Ulγ l, (1)
where y is an n× 1 vector of the responses, βpri is the p× 1 vector of effects for the primary
terms, Xpri is the n × p model matrix for βpri, γ l is the bl × 1 vector of random effects
for the lth stratum, and Ul is the n × bl indicator matrix for γ l. Note that Ug = In,
where In is an n × n identity matrix. Hence, for single-stratum structure, i.e., g = 1,
model (1) can be written as y = Xpriβpri + , where  = γ1, and for g ≥ 2, it can be
written as y = Xpriβpri +
∑g−1
l=1 Ulγ l + , where  = γg. Assume that γ l ∼ N(0bl , σ2l Ibl)
and that γi and γj are independent for i 6= j, where 0bl is a bl × 1 vector of zeros. Let
ηl = σ
2
l /σ
2
g for l = 1, · · · , g. Then the information matrix for βpri is X′priΣ−1Xpri, where Σ =
σ2g
∑g
l=1 ηlUlU
′
l is the covariance matrix of y. The generalized least squares (GLS) estimator
for βpri is (X
′
priΣ
−1Xpri)−1X′priΣ
−1y and the covariance matrix of the GLS estimator is
(X′priΣ
−1Xpri)−1. The D criterion selects designs which maximize |X′priΣ−1Xpri|1/p, the pth
root of the determinant of the information matrix for βpri.
Consider now that, in addition to the p primary terms, there are q potential terms that
are possibly important. Let βpot be the q×1 vector of effects for the potential terms and Xpot
be the n × q model matrix for βpot. Then the model including both primary and potential
terms under the g-stratum structure can be expressed by
y = Xβ +
g∑
l=1
Ulγ l, (2)
where X = (Xpri,Xpot) and β = (β
′
pri,β
′
pot)
′. In many cases, the rank of X, denoted by
rank(X), is usually not large enough for estimating all the p + q effects simultaneously
because, typically, p < rank(X) < p + q and, hence, X′Σ−1X is singular. In this situation,
the determinant of the information matrix for β is zero. Therefore, it is necessary to add
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prior information to circumvent the singular estimation problem.
2.2 The Bayesian approach and criterion
Following the Bayesian assumption in DuMouchel and Jones (1994), we add prior information
for β in model (2). Since the primary terms are likely to be active, the effects corresponding
to the primary terms are assumed to have a prior mean of zero and a prior variance tending
to infinity, i.e., βpri ∼ N(0p, ξ2Ip) where ξ2 → ∞. On the other hand, the potential terms
are unlikely to have large effects. Hence, the effects corresponding to the potential terms are
assumed to have a prior mean of zero and a finite variance, i.e., βpot ∼ N(0q, τ 2Iq). Assume
that βpri, βpot, and γ l for l = 1, · · · , g are mutually independent. Combing βpri and βpot,
we rewrite the above priors as β ∼ N(0r,R) where r = p+ q and
R =
 ξ2Ip 0p×q
0q×p τ 2Iq
 . (3)
Since γ l and β are uncorrelated, we obtain cov(β,y) = cov(β,Xβ) = RX
′ and cov(y) =
cov(Xβ,Xβ) +
∑g
l=1 cov(Ulγ l,Ulγ l) = XRX
′ + Σ. Also, E(β) = 0r, cov(β) = R, and
E(y) = 0n. Therefore, the joint probability of β and y is given by
 β
y
 ∼ N

 0r
0n
 ,
 R RX′
XR XRX′ + Σ

 . (4)
By Lemma B.1.2 in Santner et al. (2003, p. 211), we obtain the posterior distribution
β|y ∼ N(b,S), where
b = RX′(XRX′ + Σ)−1y (5)
and
S = R−RX′(XRX′ + Σ)−1XR (6)
5
are the Bayesian estimator and posterior variance of β, respectively. Since ξ2 approaches
infinity, we have R−1 = K/τ 2, where
K =
 0p×p 0p×q
0q×p Iq
 .
By the following two equalities: (i) A−1U(VA−1U + C−1)−1 = (UCV + A)−1UC and (ii)
A−1 −A−1U(VA−1U + C−1)−1VA−1 = (UCV + A)−1 (Woodbury’s formula, see Harville
1997, p. 424), Equations (5) and (6) can be further simplified as
b = (X′Σ−1X + K/τ 2)−1X′Σ−1y (7)
and
S = (X′Σ−1X + K/τ 2)−1. (8)
For single-stratum designs (g = 1), the covariance matrix of y reduces to Σ = σ21In. When
σ21 = 1 as set in DuMouchel and Jones (1994), Equations (7) and (8) reduce to b = (X
′X +
K/τ 2)−1X′y and S = (X′X + K/τ 2)−1, respectively, which are identical to the Bayesian
results given in DuMouchel and Jones (1994) (see also Box and Tiao, 1973, and Lee, 1989)
for single-stratum designs.
We define the criterion which selects designs with minimum |X′Σ−1X + K/τ 2|1/r as
the generalized Bayesian D (GBD) criterion. When g = 1, the GBD criterion minimizes
|X′X+K/τ 2|1/r and, hence, is equivalent to the Bayesian D criterion proposed by DuMouchel
and Jones (1994). The GBD criterion is easy to use and has the following advantages. First,
it reduces dependence of D-optimal designs on an assumed model by considering the primary
and potential terms simultaneously. The GBD-optimal designs allow the precise estimation
for all the primary terms while providing detectability for the potential terms. Second, by
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adding K/τ 2, the GBD criterion avoids the singularity problem for X′Σ−1X when rank
of X is smaller than p + q. Third, it generalizes the Bayesian D criterion proposed by
DuMouchel and Jones (1994) and, hence, can be applied to determine optimal single-stratum
and multistratum designs for various experiments.
3 Algorithm and construction method
3.1 Preliminary scaling and centering
To eliminate the aliasing over the candidates and permit the use of the prior distribution
to work well, we apply the scaling and centering method proposed in DuMouchel and Jones
(1994) as follows: (i) each primary term (except the intercept) ranges from −1 and +1, i.e.,
min{Xpri} = −1 and max{Xpri} = 1, (ii) the range of each potential term is unity, i.e.,
max{Xpot} − min{Xpot} = 1, and (iii) each potential term is approximately uncorrelated
with all primary terms, i.e.,
∑
XpriXpot = 0, where the summation is taken over the set
of candidate points. To achieve this scaling, we compute W = Xpot − Xpriα, where α =
(X′priXpri)
−1X′priXpot, and let Z = W/(max{W} −min{W}). Then replace the potential
term Xpot by Z. The reader is referred to DuMouchel and Jones (1994) for more details.
3.2 Algorithm
To obtain the GBD-optimal design, we apply the coordinate-exchange algorithm proposed
by Jones and Goos (2007). Let d denote the value of |X′Σ−1X + K/τ 2|1/r of a design, where
Xpot in X is replaced by Z according to the scaling and centering method. Let Dcur and Dopt
denote the current and optimal design, respectively, during the search, dcur and dopt denote
the d values of the current and optimal designs, respectively, ttotal be the total number of
random starts we want to implement (usually, ttotal > 10
5 produces better results), t be the
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tth random start, and q = 1 or 0 indicate whether the design is improved or not after the
coordinate exchange. Since the algorithm is a simple modification of that given in Jones and
Goos (2007), we briefly describe it as follows.
Step 1. Set t = 1 and dopt = 0.
Step 2. Set q = 0. Randomly generate a starting design, D0, according to the multistra-
tum structure and compute its d value, d0. Set Dcur = D0 and dcur = d0.
Step 3. Sequentially implement coordinate exchange for Dcur from stratum l = 1 to l = g
to improve the current design. For each updated design D∗ obtained by the
coordinate exchange, calculate its d value, d∗. If d∗ > dcur, then let q = 1 and set
Dcur = D
∗ and dcur = d∗.
Step 4. If q = 1, set q = 0 and go back to Step 3. Otherwise, go to Step 5.
Step 5. If dcur > dopt, set Dopt = Dcur and dopt = dcur. Go to Step 6.
Step 6. If t < ttotal, let t = t+ 1 and go back to Step 2. Otherwise, end the search.
The final Dopt obtained through this procedure is reported as the GBD-optimal design.
3.3 Choice of τ
The Bayesian approach assumes that the effects of potential terms have a prior variance τ 2.
When τ approaches zero, which implies that the effects from the potential terms are very
small or do not even exist, the resulting design obtained by the GBD criterion is equivalent to
the optimal design obtained by the D criterion for the model including primary terms only.
If experimenters suspect that the effects of potential terms are more likely to be significant,
a larger τ should be assigned. Since the variance of the response is σ2y = σ
2
g
∑g
l=1 ηl, it is
reasonable to choose τ ≥ 3σy. Note that σ2g does not affect the result of the search and,
hence, can be set as one without loss of generality. If ηl’s are unknown, setting ηl = 10 for
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l = 1, · · · , g − 1 (note that ηg = σ2g/σ2g = 1) can be considered. This is because ηl is less
than or equal to 10 for l = 1, · · · , g− 1 in most cases presented in the literature and setting
ηl’s at maximum values permits the resulting design to perform well on detecting active
potential terms. Hence, it is suggested to choose τ = 10 (≈ 3√max(η1) + η2 = 3√10 + 1)
for two-stratum designs and τ = 14 (≈ 3√max(η1) +max(η2) + η3 = 3√10 + 10 + 1) for
three-stratum designs.
4 Applications, comparisons, and sensitivity analyses
In this section, we provide three examples to show the advantages of the GBD criterion on
constructing multistratum designs. Section 4.1 illustrates how to apply the GBD criterion
on selecting multistratum designs, which cannot be accomplished by the original Bayesian D
criterion. Section 4.2 compares D- and GBD-optimal multistratum designs and shows that
GBD-optimal designs provide better detectability for the potential terms than D-optimal
designs. Section 4.3 demonstrates how to use the GBD criterion to construct multistratum
designs whose rank are not large enough for estimating all of the coefficients in the model,
which cannot be achieved by using the D criterion. Sensitivity analyses are provided in the
end of each section.
4.1 Split-plot designs
Split-plot designs are often used when experiments contain whole-plot factors, whose lev-
els are hard to change, and sub-plot factors, whose levels are easy to change. The level
combinations of the whole-plot and subplot factors are called the whole plots and subplots,
respectively. A two-step randomization implemented on the whole plots and subplots sepa-
rately makes a split-plot design form a two-stratum structure. Such randomization reduces
the frequency of level change for the whole-plot factors and, hence, can efficiently save exper-
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Table 1: Four optimal split-plot designs for the four scenarios in Section 4.1.
WP
1
1
1
2
2
2
3
3
3
Dsp1
A B C D
1 1 1 1
1 1 -1 -1
1 -1 -1 -1
1 1 1 -1
1 -1 1 1
1 -1 -1 1
-1 1 -1 1
-1 1 -1 -1
-1 -1 1 -1
Dsp2
A B C D
1 1 1 1
1 0 0 -1
1 -1 -1 0
0 1 -1 -1
0 0 1 0
0 -1 0 1
-1 1 0 0
-1 0 -1 1
-1 -1 1 -1
Dsp3
A B C D
1 1 1 1
1 1 -1 -1
1 -1 1 -1
1 1 1 -1
1 -1 -1 1
1 -1 -1 -1
-1 1 -1 1
-1 -1 1 1
-1 -1 -1 -1
Dsp4
A B C D
1 1 1 -1
1 1 -1 1
1 -1 1 1
0 1 1 1
0 0 0 0
0 -1 -1 -1
-1 1 -1 -1
-1 -1 1 -1
-1 -1 -1 1
imental cost. The reader is referred to Goos and Vandebroek (2001, 2003, 2004) and Jones
and Nachtsheim (2009) for details.
DuMouchel and Jones (1994) proposed the Bayesian D criterion and applied it to select
single-stratum designs for completely randomized experiments. In Example 3 of that paper,
the authors considered four quantitative factors, A, B, C, and D, with sample size n = 9 and
supposed that the p = 5 primary terms constituted the first-order model. They took a 34-
candidate set = {−1, 0, 1}4 to generate optimal designs under the following scenarios: (i) no
potential terms (using the D criterion), (ii) square of the factors as the potential terms, (iii)
two-factor interactions as the potential terms, (iv) both square and two-factor interaction
terms as the potential terms. The optimal single-stratum designs under the four scenarios
are given in Table 1 of DuMouchel and Jones (1994). Since the Bayesian D criterion is a
special case of the GBD criterion, this work can be also accomplished by using the GBD
criterion with g = 1 and Σ = In.
We now consider a more complicated situation in which factor A is a whole-plot factor.
To reduce the frequency of the level change for factor A, the experimenters want to use
a split-plot design with three whole plots and three subplots in each whole plot. Assume
that η1 = 1. To generate the optimal split-plot designs for experiments under the four
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Table 2: Efficiency comparison for the four split-plot designs in Table 1.
Scenario Pot. terms Dsp1 Dsp2 Dsp3 Dsp4
(i) No pot. 1 .785 .985 .881
(ii) Squares .126 1 .125 .328
(iii) Interactions .972 .447 1 .759
(iv) Both .888 .884 .906 1
scenarios, we apply the D criterion for scenario (i) and the GBD criterion with τ = 10 for
the others. The candidate set is {−1, 0, 1}4 and the resulting designs are listed in Table 1.
The first design, Dsp1, in Table 1 is a D-optimal split-plot design for the first-order model.
It reduces to a two-level design and has no factor settings at 0. The second design, Dsp2,
in Table 1 shows the GBD-optimal split-plot design when the q = 4 square terms are the
potential terms. This design is a Latin square (L9) design and identical to the second design
in Table 1 of DuMouchel and Jones (1994). In this case the model matrix X = (Xpri,Xpot)
has full rank (n = p+ q) so that the D criterion for the nine-term model can be calculated,
resulting in the same design. The third design, Dsp3, in Table 1 is the GBD-optimal split-plot
design when the potential terms are chosen as the q = 6 two-factor interactions (without
square terms). Similar to the D-optimal designs for scenario (i), Dsp3 has no factor settings
at 0 and reduces to a two-level design. The last design, Dsp4, in Table 1 is the GBD-optimal
split-plot design when both square terms and interactions are the potential terms. This
design contains a center run and four pairs of foldover runs.
Table 2 provides the efficiency comparison for the four split-plot designs under the four
scenarios (D efficiency for scenario (i) and GBD efficiency for the others). It shows that
the two-level designs, Dsp1 and Dsp3, are more efficient when square terms are not potential
important (scenarios (i) and (iii)). Design Dsp2 has lowest efficiency for scenarios (i), (ii),
and (iii) but its efficiency is significantly higher than those of other three designs when the
potential terms are chosen to be the four square terms (scenario (ii)).
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Table 3: Variances of the estimated coefficients for the square terms in 15 models.
Model Square terms Dsp1 Dsp2 Dsp3 Dsp4
1 A2 - 2 - 2
2 B2 - .5 - 1.38
3 C2 - .5 - 1.38
4 D2 - .5 - 1.38
5 A2,B2 - 2,.5 - 2.17,1.5
6 A2,C2 - 2,.5 - 2.17,1.5
7 A2,D2 - 2,.5 - 2.17,1.5
8 B2,C2 - .5,.5 - -
9 B2,D2 - .5,.5 - -
10 C2,D2 - .5,.5 - -
11 A2,B2,C2 - 2,.5,.5 - -
12 A2,B2,D2 - 2,.5,.5 - -
13 A2,C2,D2 - 2,.5,.5 - -
14 B2,C2,D2 - 2,.5,.5 - -
15 A2,B2,C2,D2 - 2,.5,.5,.5 - -
In general, the GBD-optimal designs possess better projection properties. For instance,
in scenario (ii), consider the 15 projective submodels including all primary terms and some
square terms given in the second column of Table 3. The variances of the estimated coef-
ficients for the square terms in the models are given on the righthand side of Table 3. For
Dsp1 and Dsp3, all of the models are inestimable when square terms are included. That is
because the two designs are two-level designs and, hence, the square terms in the models
are completely aliasing with the intercept. For Dsp4, only seven submodels are estimable
and the variances of the estimated coefficients for the square terms are larger than those for
Dsp2. The GBD-optimal design, Dsp2, for scenario (ii) allows all of the 15 submodels to be
estimated and has smallest variances for the estimated coefficients of the square terms.
We conduct a sensitivity study by setting η1 from .1 to 10 to examine whether giving
different values of η1 will produce different resulting designs. Consequently, the algorithm
reports the same optimal design (up to row, column, and level permutations) for each scenario
even when η1 6= 1. This is because we choose τ = 10, which is greater than 3σy for any η1
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Table 4: Row-column table for the strip-plot design DGBD−st.
First stage factors Second stage factors
xR1 x
R
2
xC1 -1 1 -1 1 -1 1 1 -1
xC2 1 -1 -1 1 1 -1 1 -1
xC3 -1 -1 -1 -1 1 1 1 1
xC4 -1 1 -1 1 1 -1 -1 1
xC5 1 -1 -1 1 -1 1 -1 1
-1 -1
√ √ √ √ √ √
1 -1
√ √ √ √ √ √
1 1
√ √ √ √ √ √
-1 1
√ √ √ √ √ √
less than or equal to 10 (see the discussion in Section 3.3). This study indicates that GBD-
optimal split-plot designs are not sensitive to η1 if the value of τ is chosen large enough.
4.2 Strip-plot designs
Strip-plot designs are used when experiments consist of two distinct process stages, where the
groups of semi-products produced in the first stage are applied to the second stage (see Miller,
1997, Federer and King, 2007, Vivacqua and Bisgaard, 2009, and Arnouts et al., 2010). Such
designs have three-stratum structures and can be expressed by row-column tables. Table 4
is an example of the row-column table for a 24-run strip-plot design with two row factors
xR1 and x
R
2 in the first stage and five column factors x
C
1 , · · · , xC5 in the second stage, where
the check marks in the table present the structure and indicate the 24 runs of the strip-plot
design. We present this design in Table 5(a) and denote it as DGBD−st. This design is a
GBD-optimal strip-plot design generated with τ = 14 and ηl = 1 for l = 1, 2, 3 when the
intercept and main effects are the primary terms (p = 8) and two-factors interactions are the
potential terms (q = 21). With the same strip-plot structure, Arnouts et al. (2010) provided
a D-optimal design for the first-order model without consideration of the potential terms.
The row-column table of the D-optimal strip-plot design is given in Table II of Arnouts et
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Table 5: The GBD-optimal and D-optimal designs in Section 4.2.
(a) DGBD−st
xR1 x
R
2 x
C
1 x
C
2 x
C
3 x
C
4 x
C
5
-1 -1 -1 1 -1 -1 1
-1 -1 1 -1 -1 1 -1
-1 -1 -1 -1 -1 -1 -1
-1 -1 1 1 -1 1 1
-1 -1 -1 1 1 1 -1
-1 -1 1 -1 1 -1 1
1 -1 -1 1 -1 -1 1
1 -1 1 -1 -1 1 -1
1 -1 -1 -1 -1 -1 -1
1 -1 1 1 -1 1 1
1 -1 1 1 1 -1 -1
1 -1 -1 -1 1 1 1
1 1 -1 1 -1 -1 1
1 1 1 -1 -1 1 -1
1 1 -1 1 1 1 -1
1 1 1 -1 1 -1 1
1 1 1 1 1 -1 -1
1 1 -1 -1 1 1 1
-1 1 -1 -1 -1 -1 -1
-1 1 1 1 -1 1 1
-1 1 -1 1 1 1 -1
-1 1 1 -1 1 -1 1
-1 1 1 1 1 -1 -1
-1 1 -1 -1 1 1 1
(b) DAGJ−II
xR1 x
R
2 x
C
1 x
C
2 x
C
3 x
C
4 x
C
5
-1 1 -1 -1 1 -1 1
-1 1 1 1 1 1 -1
-1 1 1 -1 1 1 1
-1 1 -1 1 1 -1 -1
-1 1 1 1 -1 -1 1
-1 1 -1 -1 -1 1 -1
1 -1 -1 -1 1 -1 1
1 -1 1 1 1 1 -1
1 -1 1 -1 1 1 1
1 -1 -1 1 1 -1 -1
1 -1 -1 1 -1 1 1
1 -1 1 -1 -1 -1 -1
-1 -1 -1 -1 1 -1 1
-1 -1 1 1 1 1 -1
-1 -1 1 1 -1 -1 1
-1 -1 -1 -1 -1 1 -1
-1 -1 -1 1 -1 1 1
-1 -1 1 -1 -1 -1 -1
1 1 1 -1 1 1 1
1 1 -1 1 1 -1 -1
1 1 1 1 -1 -1 1
1 1 -1 -1 -1 1 -1
1 1 -1 1 -1 1 1
1 1 1 -1 -1 -1 -1
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Figure 1: Overall variance of the estimated coefficients for DGBD−st and DAGJ−II .
al. (2010). We denote this design as DAGJ−II and present it in Table 5(b). It is impossible
to generate a D-optimal design for the model including both main effects and two-factor
interactions because the rank of the model matrix X is smaller than the total number of the
coefficients.
Compare to the D-optimal design, DAGJ−II , the GBD-optimal design, DGBD−st, provides
better performance on detecting active two-factor interactions. To observe this, we conduct
the following study. For seven factors, there are total
(
7
2
)
= 21 two-factor interaction terms
and, hence, there are total
(
21
k
)
possible models including all main effects and k two-factor
15
interaction terms. Note that, not all of the
(
21
k
)
models are estimable. For a given k, we
calculate the variances of the estimated coefficients for all estimable models and take an
average for each coefficient. In Figure 1, we present the overall variance (sum of the average
variances) of the estimated coefficients of the primary and potential terms for DGBD−st and
DAGJ−II when 0 ≤ k ≤ 13. For the primary terms, it shows (on the bottom) that the overall
variance of DGBD−st is slightly (not significantly) larger than that of DAGJ−II when k ≤ 1
but it becomes smaller when k ≥ 2. For the potential terms, it shows (on the top) that
DGBD−st always has smaller overall variance than DAGJ−II . This result indicates that the
GBD-optimal design allows the precise estimation for all the primary terms while providing
better detectability for the potential terms than the D-optimal design.
Through a sensitivity study by setting η1 and η2 varying from .1 to 10, we find that
DGBD−st remains optimal even when η1 and η2 differ from 1. This result indicates that the
GBD strip-plot design is not sensitive to η1 and η2 when τ > 3σy.
4.3 Staggered-level designs
Staggered-level designs are often used for experiments containing two classes of hard-to-
change factors and the two classes of factors are reset at different points in time for cost-
saving reasons. The two classes of factors are called the class-I and class-II whole-plot
factors and their level combinations are call the class-I and class-II whole plots, respectively.
A basic structure for staggered-level designs with five class-I whole plots of size 4 is given in
Table 6(a), where ⊗ is the kronecker product, 1f is an f×1 vector of ones, and wi, sj, and tk
are the ith class-I whole plot, the jth class-II whole plot, and the kth subplot, respectively.
Typically, the first and last class-II whole plots are identical and have half size of the class-I
whole plot. It has a three-stratum structure. More discussions about staggered-level designs
can be found in Webb et al. (2004) and Arnouts and Goos (2012, 2015).
Table 9 of Arnouts and Goos (2015) listed a D-optimal staggered-level design with 20
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Table 6: A staggered-level structure and three GBD-optimal staggered-level designs for
τ/σy = .0001, 1, and 3.
(a) Structure
WPI WPII SP
w1 ⊗ 14
s1 ⊗ 12 t1t2
s2 ⊗ 14
t3
t4
w2 ⊗ 14
t5
t6
s3 ⊗ 14
t7
t8
w3 ⊗ 14
t9
t10
s4 ⊗ 14
t11
t12
w4 ⊗ 14
t13
t14
s5 ⊗ 14
t15
t16
w5 ⊗ 14
t17
t18
s6 ⊗ 12 t19t20
(b) Dsl1
w s t1 t2 t3
1 1 1 -1 -1
1 1 -1 -1 1
1 -1 -1 -1 1
1 -1 1 1 1
-1 -1 -1 -1 -1
-1 -1 1 1 -1
-1 1 1 1 1
-1 1 1 -1 -1
1 1 1 1 -1
1 1 1 -1 1
1 1 -1 1 1
1 1 -1 -1 -1
-1 1 -1 -1 1
-1 1 -1 1 -1
-1 -1 -1 1 1
-1 -1 1 -1 1
1 -1 -1 1 -1
1 -1 1 -1 -1
1 1 1 1 1
1 1 -1 1 -1
(c) Dsl2
w s t1 t2 t3
-1 -1 1 0 1
-1 -1 0 -1 0
-1 1 -1 1 1
-1 1 1 1 -1
1 1 -1 -1 1
1 1 1 1 1
1 -1 1 -1 1
1 -1 1 1 -1
-1 -1 -1 0 0
-1 -1 0 1 1
-1 1 1 -1 1
-1 1 -1 -1 -1
1 1 -1 1 -1
1 1 1 -1 -1
1 -1 -1 1 1
1 -1 -1 -1 -1
-1 -1 1 1 0
-1 -1 -1 -1 1
-1 -1 -1 1 -1
-1 -1 1 -1 -1
(d) Dsl3
w s t1 t2 t3
0 0 -1 0 0
0 0 0 1 1
0 -1 1 1 -1
0 -1 -1 -1 -1
1 -1 -1 -1 1
1 -1 1 1 1
1 1 -1 1 1
1 1 -1 -1 -1
-1 1 -1 1 -1
-1 1 1 0 1
-1 -1 -1 1 1
-1 -1 1 -1 1
1 -1 -1 1 -1
1 -1 1 -1 -1
1 1 1 1 -1
1 1 1 -1 1
-1 1 1 -1 -1
-1 1 -1 -1 1
-1 0 0 0 -1
-1 0 1 1 0
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runs, one class-I whole-plot factor, w, one class-II whole-plot factor, s, and two subplot
factors, t1 and t2. This design is a three-level design selected by the D criterion and can
estimate all the coefficients for the second-order model constituted by the four factors. As-
sume that the experimenters now want to investigate one more subplot factor, t3, without
increasing the run size for maintaining experimental cost. Since the number of coefficients
for the second-order model constituted by the five factors is larger than the rank of the model
matrix, the D criterion fails to determine an optimal design for this experiment. To overcome
the singularity problem, we apply the GBD criterion with the primary terms including the
intercept, main effects, and two-factor interactions, and the potential terms including square
terms. To further investigate how the choice of τ affects the resulting designs, we generate
three staggered-level designs Dsl1, Dsl2, and Dsl3 (listed in Table 6) by choosing τ = .0001σy,
σy, and 3σy, respectively, where σy =
∑3
l=1 ηl and ηl = 1 for l = 1, · · · , 3. Results show that
when τ = .0001σy, the GBD-optimal design, Dsl1, reduces to a two-level design. This τ is
close to zero, which implies that effects of the square terms are very small and can be ignored.
Hence, Dsl1 is equivalent to the D-optimal design for the model including the primary terms
only. When τ = σy, the GBD-optimal design, Dsl2, has levels at 0 for the factors in the lower
stratum. This design allows some square terms to be detected but not all. When τ = 3σy,
which implies that effects of the square terms are likely to be significant, the GBD-optimal
design, Dsl3, has levels at 0 for all factors and, hence, allows the square of each factor to be
detected.
We consider different settings for η1 and η2 and compute the GBD efficiency for Dsl1,
Dsl2, and Dsl3. Results for τ/σy = .0001, 1, and 3 are presented in the first, second, and third
columns of Figure 2, respectively. It shows that, although different values of η1 and η2 are
given, designs Dsl1, Dsl2, and Dsl3 remain optimal (with highest efficiency) for τ/σy = .0001,
1, and 3, respectively. This result indicates that the GBD-optimal staggered-level designs
are not sensitive to ηl’s when τ and σy keep the same ratio.
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Figure 2: Efficiency comparison for Dsl1, Dsl2, and Dsl3 when η1 and η2 varying from .1 to
10 and τ/σy = .0001, 1, and 3.
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5 Concluding remarks
In this study, we extend the result of the Bayesian approach proposed by DuMouchel and
Jones (1994). Under the framework of multistratum structures, we develop the GBD (gen-
eralized Bayesian D) criterion, which generalizes the original Bayesian D criterion in Du-
Mouchel and Jones (1994) and can be applied to select single-stratum and multistratum
designs for various experiments. Since the GBD criterion considers primary and potential
terms simultaneously, the GBD-optimal design can reduce dependence on an assumed model.
By adding prior information to the effects of the primary and potential terms, the GBD cri-
terion circumvents the singularity problem when the rank of the model matrix is not large
enough to estimate all the coefficients. GBD-optimal designs in general provide smaller vari-
ances for the estimated coefficients of the potential terms. They allow the precise estimation
for all the primary terms while providing better detectability for the potential terms. With
the GBD criterion, many existing works developed based on the original Bayesian D crite-
rion can be further extended. For instance, with the GBD criterion, the Bayesian two-stage
designs for mixture models proposed by Lin et al. (2000) can be extended and applied to
multistratum experiments. These extensions are valuable and worth to study and will be
considered in our future research.
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