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PREFACE
This volume contains a mildly expanded version of lectures and talks at seminars and
conferences, as well as review papers on subjects listed in the title of the volume. A great
deal of these texts have already been published or sent to press. However, the only way to
provide a good exposition of the field we are interested in is to collect all of those papers
together.
Bounded symmetric domains form a favorite subject of research in function the-
ory, non-commutative harmonic analysis, and representation theory of real reductive Lie
groups. The authors introduce the notions of q-analogues of bounded symmetric domains
and q-Harish-Chandra modules. For that, they follow the traditions of quantum group
theory in replacing Lie groups with the quantum universal enveloping Drinfeld-Jimbo
algebras and representations of groups with associated Harish-Chandra modules.
The purpose of this volume is to convince the reader in exceptional attraction of the
deduced class of quantum homogeneous spaces and the related class of modules over
quantum universal enveloping algebras.
The first part of the volume contains 4 lectures on the quantum unit disc. The first
of them does not assume the knowledge of quantum group theory. It contains a list
of problems which we find specific for this part of ’non-commutative function theory’,
together with explanations about what kind of results would be reasonable to expect
when studying q-analogues of bounded symmetric domains.
The second part of the volume contains 3 lectures devoted to ’function theory’ in q-
analogues of bounded symmetric domains and the related problems of non-commutative
harmonic analysis. A feature of these fields is that the algebras they deal with are involu-
tive, and the modules over universal enveloping algebras involved are normally unitaris-
able.
The third part of the volume includes 3 lectures devoted to q-analogues of Harish-
Chandra modules. These modules arise naturally as soon as one disregards involution
and unitarisability. It is worthwhile to emphasize an important open problem in the
quantum group theory, the problem of construction and classification of simple quantum
Harish-Chandra modules discussed in the first lecture of this part.
The fourth part of the volume collects some additional and auxiliary results. In par-
ticular, the last lecture contains a discussion on equivalence of several approaches to
construction of q-analogues for vector spaces which admit natural embeddings of the
bounded symmetric domains in question.
These lectures were delivered within the period 1996 – 2001. In some of them it would
be reasonable to provide references to papers which contain complete proofs of the results
announced in the lectures. Also, in some other parts of the volume, we would like to
mention some applications of our results. This information is attached as notes of the
Editor to particular lectures.
Editor
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INTRODUCTION
S. Sinel’shchikov L. Vaksman
Institute for Low Temperature Physics & Engineering
47 Lenin Avenue, 61103 Kharkov, Ukraine
A great deal of a background of the quantum group theory was worked out by V. Drin-
feld and expounded in his report at International Congress of Mathematicians [4].
Just after its appearance in 80-th the theory of quantum groups attracts an attention
of a large number of specialists due to substantial new problems that arise here as well
as due to perfectly surprising applications and links to various fields of mathematics and
theoretical physics. By now, dozens of monographs and hundreds of research papers have
been dedicated to the theory of quantum groups and related topics. It is too cumbersome
to describe all the areas in quantum group theory. We are going to dwell here on the
theory of ’functions’ in q-Cartan domains.
Consider a bounded domain D in a finite dimensional complex vector space. It is
said to be symmetric if every point p ∈ D is an isolated fixed point for a biholomorphic
involutive automorphism
ϕp : D→ D, ϕp ◦ ϕp = id.
D is called reducible if it is biholomorphically isomorphic to a Cartesian product of
two nontrivial domains. A classification of irreducible bounded symmetric domains up
to isomorphism was obtained by Eli Cartan. There exist four series of such domains (A,
C, D, BD) and the two exceptional domains. It was demonstrated by Harish-Chandra
that every irreducible bounded symmetric domain admits a so called standard realization
as the unit ball in a finite dimensional normed vector space. The irreducible bounded
symmetric domains of this sort are called Cartan domains.
Series A. Let m,n ∈ N and m ≤ n. Consider the vector space Matmn of complex
matrices with m rows and n columns. Every such matrix z determines a linear map of
Hermitian spaces Cn → Cm. Equip Matmn with the operator norm ‖z‖. The unit ball
D = {z ∈ Matmn| ‖z‖ < 1} is a Cartan domain of series A. It is easy to produce an
automorphism with a fixed point z0 in the special case z0 = 0 (just z 7→ −z). The general
case reduces to this special case by considering an action of the group Aut(D). This
group admits an easy description if one passes from matrices z to graphs of the associated
linear maps, thus using the embedding D →֒ Grm(Cm+n) (similar embeddings exist for
all Cartan domains; these are called Borel embeddings).
Example (series C, D). The series C and D are defined in a similar way, except that
m = n, and in the case of series C one should consider the symmetric matrices (z = zt)
while in the case of series D antisymmetric matrices (z = −zt). For all those series the
This lecture has been delivered at the conference dedicated to the 40-th anniversary of the Institute for Low
Temperature Physics and Engineering, August 2000, Kharkov
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automorphisms of domains are just fractionally linear maps
z 7→ (az + b)(cz+ d)−1.
The following areas attract a permanent attention of specialists in function theory and
theory of representations of real reductive Lie groups (see a list of references in [1]):
• construction of unitary representations of Aut(D) in Hilbert spaces of functions in
the domain D or on its boundary,
• the theory of Toeplitz and Hankel operators in those Hilbert spaces,
• non-commutative harmonic analysis,
• description of algebras of Aut(D)-invariant differential operators and their common
eigenfunctions,
• studying of generalized hypergeometric functions related to Cartan domains.
Our principal observation is that the methods of quantum group theory allows one
to embed a great deal of the results on Cartan domains into a one-parameter family of
’q-analogues’ (everywhere in the sequel q ∈ (0, 1)).
The term ’q-analogue’ can be easily illustrated by an example of a q-analogue of the
binomial formula:
(a+ b)k =
k∑
j=0
(
k
j
)
bjak−j.
Consider the free algebra C〈a, b〉 over the field of complex numbers with two generators
a, b, together with the two-sided ideal generated by ab − qba. The associated factor
algebra C[a, b]q is called the algebra of functions on the quantum plane. The monomials
{bjal}j,l∈Z+ form a basis in the vector space C[a, b]q. Thus we get well defined numbers[
k; q
j
]
such that
(a + b)k =
k∑
j=0
[
k; q
j
]
bjak−j.
Of course, lim
q→1
[
k; q
j
]
=
(
k
j
)
. The numbers
[
k; q
j
]
are called q-binomial coefficients or
Gaussian polynomials as they are really polynomials of the indeterminate q. They are
well studied and are among the simplest q-special functions [5].
After introducing ’Planck’s constant’ h by q = e−h/2, we observe a similarity between
the passage from the relation ab − ba = 0 to ab − e−h/2ba = 0 and the quantization
procedure.
The quantum group theory [3] allows one to obtain non-commutative algebras which
are q-analogues for algebras of functions in Cartan domains and q-analogues of some
results of function theory in those domains. To rephrase, the quantum group theory leads
to a variety of results of non-commutative function theory in q-Cartan domains.
Consider a Cartan domain D ⊂ V . The algebra Pol(V )q of ’polynomial functions’ on
the quantum vector space V for 0 < q < 1 is introduced as a ∗-algebra determined by its
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generators z1, z2, . . . , zM and the relations
zizj = q
kijzjzi +
∑
M≥i>i′>j′>j≥1
aii′jj′(q)zj′zi′ , i > j
z∗i zj =
M∑
i′,j′=1
bii′jj′(q)zj′z
∗
i′ + (1− q
2)δij .
The choice of kij , aii′jj′(q), bii′jj′(q) is determined by quantum symmetry arguments; in
particular, lim
q→1
aii′jj′(q) = 0, lim
q→1
bii′jj′(q) = δii′δjj′.
Example. The simplest Cartan domain is just the unit disc in C. In this special case
the ∗-algebra Pol(C)q is determined by a single generator z and a single relation:
z∗z = q2zz∗ + 1− q2.
In the classical case (i.e. for q = 1) the ∗-algebra Pol(V ) can be equipped with the
norm
‖f‖ = max
z∈D
|f(z)|,
where D is the closure of the domain D. Each element z0 ∈ V determines a ∗-
homomorphism
Pol(V )→ C, f(z) 7→ f(z0).
In this setting the points of D are exactly the points which determine bounded linear
functionals.
That is, one can use ‖f‖ in Pol(V ) instead of ‖z‖ in V to distinguish the domain
D ⊂ V . This approach can be transferred onto the quantum case. By definition,
‖f‖ = sup
T˜
‖T˜ (f)‖,
with T˜ is any irreducible ∗-representation of Pol(V )q in a Hilbert space. (An expe-
rience shows that there exists a unique1 faithful irreducible ∗-representation T . This
representation provides a supremum in the above equality. In the example Pol(C)q such
∗-representation can be defined in l2(Z+) by T (z)ek = (1 − q(2k+1))1/2ek+1, T (z∗)ek =
(1− q2k)1/2ek−1, k 6= 0, T (z
∗)e0 = 0.)
To conclude, we restrict ourselves to the case of unit disc in C in presenting a list of
those formulae of classical function theory and classical harmonic analysis where we were
lucky to ’insert the index q’. First, recall that(
a b
c d
)
, z 7→
az + b
cz + d
,
D = [z ∈ C| |z| < 1},
Aut(D) =
{(
a b
c d
)∣∣∣∣ a = d, b = c, ad− bc = 1}/{±(1 00 1
)}
,(
a b
c d
)
, z 7→
az + b
cz + d
.
1Up to unitary equivalence
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The ring of Aut(D)-invariant differential operators is generated by
 = −(1− |z|2)2
∂
∂z
·
∂
∂z
(the invariant Laplace operator). An invariant integral is of the form
dν = (1− |z|2)−2 ·
dRez dImz
π
(the normalizing multiple is not essential here).
The spectrum of  in L2(dν) is purely continuous and fills the semiaxis (−∞,−1
4
].
Recall an explicit form of an eigenfunction expansion for .
The function P (z, ζ) =
1− |z|2
|1− zζ |2
is called the Poisson kernel. If f is a ’good’ function
on the circle ∂D = {z ∈ C| |z| = 1}, then for all ρ ∈ R the function
u(z) =
∫
∂D
P (z, eiθ)iρ+
1
2f(eiθ)
dθ
2π
is a solution of the differential equation:
u =
(
−
1
4
− ρ2
)
u.
An eigenfunction expansion of a ’good’ function in the disc D has the form
u(z) =
∞∫
0

2pi∫
0
P (z, eiθ)iρ+
1
2 u˜(ρ, eiθ)
dθ
2π
 s(ρ)dρ,
with u˜(ρ, eiθ) being an analogue of the Fourier transform,
u˜(ρ, eiθ) =
∫
D
P (z, eiθ)−iρ+
1
2u(z)dν(z),
and s(ρ)dρ = 2ρth(πρ)dρ the Plancherel measure.
One more result is related to the invertibility of (the closure of) the operator  in
L2(dν):
(−1f)(z) =
∫
D
G(z, ζ)f(ζ)dν(ζ).
Here G(z, ζ) = ln
(∣∣∣∣ z − ζ1− zζ
∣∣∣∣2
)
is the Green function of .
For a ’good’ function u(z) in the disc D one has
u(z) =
1
2πi
∫
D
1
(1− ζz)2
u(ζ)dζ ∧ dζ +
1
2πi
∫
D
1− |z|2
(z − ζ)(1− ζz)
·
∂u
∂ζ
dζ ∧ dζ.
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All the above results admit q-analogues. Here is the idea of some of the proofs.
For q = 1 the radial part (0) of the operator  is a differential operator in a suitable
Hilbert space of functions on the interval (0, 1). For 0 < q < 1 the spectrum of the
operator T (1 − zz∗) is a union of {0} and the geometric progression {1, q2, q4, q6, . . .}.
This progression substitutes the interval (0, 1), and the operator (0) is replaced by a
difference operator (a difference approximation of the differential operator (0)) in the
space of functions on the above progression. What remains is to obtain formulae for
eigenfunction expansion for this difference operator. A passage from the radial part (0)
to the entire operator  is accessible via an application of quantum symmetry arguments.
Describe briefly a passage from the disc to generic Cartan domains and their q-
analogues. Let K ⊂ Aut(D) be a subgroup of all linear automorphisms of D. The
subalgebra of K-invariant elements of the algebra of continuous functions in D admits a
q-analogue. One can prove that this subalgebra is commutative, and its space of maximal
ideals works as the set spec T = {0} ∪ {1, q2, q4, q6, . . .}. In this setting a single difference
operator is replaced by a family of pairwise commuting self-adjoint difference operators in
the associated Hilbert space. The problems in question are just the expansion problems
in the common eigenfunctions.
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Notes of the Editor
The recent works [1, 2] deals with the ∗-representations of Pol(V )q in the special case
of series A, that is V = Matm,n. The results of those works are applied in some of the
lectures of this volume as well as in [3, 4]. The work [3] contains a description of all
irreducible ∗-representations of Pol(Mat2,2)q up to a unitary equivalence. In [4] one can
find a proof of the fact that for f ∈ Pol(Mat2,2)q the norms ‖f‖, ‖Tf‖ are the same:
‖f‖ = ‖Tf‖. These norms and the identity have been discussed in the introduction.
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PART I
THE SIMPLEST EXAMPLE
A NON-COMMUTATIVE ANALOGUE OF THE
FUNCTION THEORY IN THE UNIT DISC
D. Shklyarov S. Sinel’shchikov L. Vaksman
Institute for Low Temperature Physics & Engineering
National Academy of Sciences of Ukraine
e-mail: sinelshchikov@ilt.kharkov.ua, vaksman@ilt.kharkov.ua
Abstract. The present work considers one of the simplest homogeneous spaces of the
quantum group SU(1, 1), the q-analogue of the unit disc in C. We present q-analogues of
Cauchy-Green formulae, integral representations of eigenfunctions of the Laplace-Beltrami
operator, Green functions for Poisson equation and an inversion formula for Fourier trans-
form. It is also demonstrated that the two-parameter quantization of the disc introduced
before by S. Klimek and A. Lesniewski, can be derived via the Berezin method.
1 Introduction
The theory of von Neumann algebras is a non-commutative analogue of the function
theory of real variable and its far-reaching generalization. This approach is also applicable
for developing a non-commutative analogue of the function theory of complex variable,
as one can see in the classical work of W. Arveson [1]. However, a progress in non-
commutative complex analysis was inhibited by the absence of substantial examples. The
break was made possible by the fundamental works of L. Faddeev and his collaborators,
V. Drinfeld, M. Jimbo, S. Woronovicz in quantum group theory. The subject of this paper
is the simplest example of a quantum homogeneous complex manifold, the quantum disc.
Meanwhile, a part of the exposed results are extensible onto the case of quantum bounded
symmetric domains [16].
We obtain non-commutative analogues for some integral representations of functions
in the disc and find a non-commutative analogue of the Plancherel measure. The Berezin
method is applied to produce a formal deformation for our quantum disc. Our results
provide an essential supplement to those of the well known work [13] in this field. The
initial sections contain the necessary material on differential and integral calculi in the
quantum disc.
In the cases when the statement in question to be proved via the quantum group
theory is available in the mathematical literature (in particular, in our electronic preprints
[17],[18],[19],[20]), we restrict ourselves to making exact references. This approach allows
us to expound all the main results without applying the quantum group theory, and thus
making this text intelligible for a broader class of readers.
The authors are grateful to V. Drinfeld for helpful discussions of a draft version of this
work.
This lecture has been delivered at the monthly seminar ’Quantum Groups’, Paris, February 1996.
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2 Functions in the quantum disc
We assume in the sequel all the vector spaces to be complex, and let q stand for a real
number, 0 < q < 1.
The works [15, 13, 9, 6] consider the involutive algebra Pol(C)q given by its generator
z and the commutation relation
z∗z = q2zz∗ + 1− q2.
It arises both in studying the algebras of functions in the quantum disc [15, 13, 9] and in
studying the q-analogues of the Weil algebra (oscillation algebra) [6].
Any element f ∈ Pol(C)q admits a unique decomposition
f =
∑
jk
ajk(f)z
jz∗k, ajk ∈ C.
Moreover, at the limit q → 1 we have z∗z = zz∗. This allows one to treat Pol(C)q as a
polynomial algebra on the quantum plane.
It is worthwhile to note that the passage to the generators a+ = (1 − q2)−1/2z∗,
a = (1 − q2)−1/2z realizes an isomorphism between the ∗-algebra Pol(C)q and the q-
analogue of the Weil algebra considered in [6]: a+a− q2aa+ = 1.
Impose the notation y = 1− zz∗. It is straightforward that
z∗y = q2yz∗, zy = q−2yz. (2.1)
It is also easy to show that any element f ∈ Pol(C)q admits a unique decomposition
f =
∑
m>0
zmψm(y) + ψ0(y) +
∑
m>0
ψ−m(y)z
∗m. (2.2)
The passage to the decomposition (2.2) is similar to the passage from Cartesian coordi-
nates on the plane C ≃ R2 to polar coordinates.
We follow [13, 15] in completing the vector space Pol(C)q to obtain the function space
in the quantum disc.
Consider the Pol(C)q-module H determined by its generator v0 and the relation z
∗v0 =
0. Let T : Pol(C)q → EndC(H) be the representation of Pol(C)q in H , and lm,n(f),
m,n ∈ Z+, stand for the matrix elements of the operator T (f) in the basis {zmv0}m∈Z+ .
Impose three topologies in the vector space Pol(C)q and prove their equivalence.
Let T1 be the weakest among the topologies in which all the linear functionals l
′
j,k :
f 7→ ajk(f), j, k ∈ Z+, are continuous,
T2 the weakest among the topologies in which all the linear functionals l
′′
m,n : f 7→ ψm(q
2n),
m ∈ Z, n ∈ Z+, are continuous,
T3 the weakest among the topologies in which all the linear functionals lm,n, m,n ∈ Z+,
are continuous.
Proposition 2.1 The topologies T1, T2, T3 are equivalent.
Proof. Remind the standard notation:
(t; q)m =
m−1∏
j=0
(1− tqj); (t; q)∞ =
∞∏
j=0
(1− tqj).
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It follows from the definitions that with m ≥ k
z∗kzmv0 = (q
2m; q−2)k · z
m−kv0.
Hence
lm,n(f) =
min(m,n)∑
j=0
(q2m; q−2)m−j · l
′
n−j,m−j; m,n ∈ Z+.
Thus the topology T1 is stronger than T3. In fact, these topologies are equivalent since the
linear span of the functionals {lm−j,n−j}
min(m,n)
j=0 coincides with that of {l
′
m−j,n−j}
min(m,n)
j=0 .
The equivalence of T2 and T3 follows from the relations lj,k = (q
2j ; q−2)max(0,j−k)l
′′
k−j,min(j,k).

We denote the completion of the Hausdorff topological vector space Pol(C)q by D(U)
′
q
and call it the space of distributions in the quantum disc. D(U)′q may be identified
with the space of formal series of the form (2.2) whose coefficients ψj(y) are defined
in q2Z+ . The linear functionals lm,n are extendable by continuity onto the topological
vector space D(U)′q. Associate to each distribution f ∈ D(U)
′
q the infinite matrix T (f) =
(lm,n(f))m,n∈Z+ .
A distribution f ∈ D(U)′q is said to be finite if #{(j, k)|ψj(q
2k) 6= 0} <∞. Evidently,
a distribution f is finite iff the matrix T (f) has only finitely many non-zero entries. The
vector space of finite functions in the quantum disc is denoted by D(U)q. There exists a
non-degenerate pairing
D(U)′q ×D(U)q → C; f1 × f2 7→ tr T (f1)T (f2).
The extension by continuity procedure allows one to equip D(U)q with a structure of
∗-algebra, and D(U)′q with a structure of D(U)q-bimodule.
Consider the algebra Pol(C)opq derived from Pol(C)q via a replacement of the multipli-
cation law by the opposite one. The elements z⊗1, z∗⊗1, 1⊗z, 1⊗z∗ of Pol(C)opq ⊗Pol(C)q
are denoted respectively by z, z∗, ζ, ζ∗. To avoid confusion in the notation, we use braces
to denote the multiplication in Pol(C)opq ⊗ Pol(C)q, e.g. {zz
∗} = q2{z∗z} + 1 − q2. The
module Hop over Pol(C)opq is defined by its generator v
op
0 and the relation zv
op
0 = 0. Apply
the above argument to Pol(C)opq ⊗ Pol(C)q-module H
op ⊗ H in order to introduce the
algebra D(U×U)q of finite functions in the Cartesian product of quantum discs, together
with D(U × U)q-bimodule D(U × U)
′
q.
The reason for replacement the multiplication law in Pol(C)q by the opposite one is
cleared in [17, 22, 23].
The linear functional
µ(f) = (1− q2)
∑
m∈Z+
ψ0(q
2m)q2m, f ∈ D(U)q,
is called the (normalized) Lebesgue integral in the quantum disc, since under the formal
passage to the limit as q → 1 one has µ(f)→ 1
pi
∫ ∫
U
fdIm z · dRe z.
Let K ∈ D(U ×U)′q; the integral operator f 7→ id⊗ µ(K(1⊗ f)) with kernel K maps
D(U)q into D(U)
′
q. We are interested in solving an inverse problem which is in finding
out the explicit formulae for kernels K ∈ D(U × U)′q of well known linear operators. In
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this field, an analogue of the Bergman kernel for the quantum disc was obtained in the
work of S. Klimek and A. Lesniewski [13]:
Kq(z, ζ) = (1− zζ
∗)−1(1− q2zζ∗)−1.
Finally, equip H with the structure of a pre-Hilbert space by setting
(zjv0, z
mv0) = δjm(q
2; q2)m; j,m ∈ Z+.
It is easy to show that T (z∗) = T (z)∗, I−T (z)T (z∗) ≥ 0. Thus we get a ∗-representation
of Pol(C)q in the completion H of H (see [13]).
3 Differential forms and ∂-problem
Let Ωq(C) stand for the involutive algebra determined by its generators z, dz and the
relations
1− z∗ · z = q2(1− z · z∗), dz · z∗ = q−2z∗ · dz, dz · z = q2z · dz,
dz · dz∗ = −q−2dz∗ · dz, dz · dz = 0.
(Also, an application of the involution ∗ to the above yields
dz∗ · dz∗ = 0, dz∗ · z = q2z · dz∗, dz∗ · z∗ = q−2z∗ · dz∗.)
Equip Ωq(C) with the grading as follows:
deg z = deg z∗ = 0, deg dz = deg dz∗ = 1.
There exists a unique linear map d : Ωq(C)→ Ωq(C) such that
d : z 7→ dz, d : z∗ 7→ dz∗, d : dz 7→ 0, d : dz∗ 7→ 0,
and
d(ω′ · ω′′) = dω′ · ω′′ + (−1)degω
′
· ω′dω′′; ω′, ω′ ∈ Ωq(C).
Evidently, d2 = 0, and (dω)∗ = dω∗ for all ω ∈ Ωq(C).
Turn to a construction of operators ∂, ∂. For that, we need a bigrading in Ωq(C):
deg z = deg z∗ = (0, 0); deg (dz) = (1, 0); deg (dz∗) = (0, 1).
Now d has a degree 1 and admits a unique decomposition into a sum d = ∂ + ∂ of
operators ∂, ∂ with bidegrees respectively (1,0) and (0,1). A standard argument allows
one to deduce from d2 = 0 that ∂2 = ∂
2
= ∂∂ + ∂∂ = 0. It is also easy to show that
(∂ω)∗ = ∂ω∗ for all ω ∈ Ωq(C).
Each element ω ∈ Ωq(C) is uniquely decomposable into a sum
ω = f00 + dz f10 + f01dz
∗ + dz f11dz
∗, fij ∈ Pol(C)q, i, j = 0, 1.
Equip Ωq(C) with a topology corresponding to this decomposition:
Ωq(C) ≃ Pol(C)q ⊕ Pol(C)q ⊕ Pol(C)q ⊕ Pol(C)q.
Pass as above via a completion procedure from Pol(C)q to the space of distributions
D(U)′q and then to the space of finite functions to obtain the bigraded algebra Ω(U)q.
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The operators d, ∂, ∂ are transferred by continuity from Ωq(C) onto the algebra Ω(U)q of
differential forms with finite coefficients in the quantum disc.
The subsequent constructions involve essentially q-analogues of type (0,*) differential
forms with coefficients in sections of holomorphic bundles. The latter carry a structure
of bimodules over algebras of type (0,*) differential forms as above. Remind the notion
of a differentiation for such a bimodule.
Let Ω be a Z+-graded algebra andM a Z+-graded Ω-bimodule. A degree 1 operator is
said to be a differentiation if for all m ∈M, ω ∈ Ω one has ∂(mω) = (∂m)ω+(−1)degmm ·
∂ω, ∂(ωm) = (∂ω) ·m+ (−1)deg ωω · ∂m.
Let λ ∈ C. Consider the graded bimodule over Ω(C)(0,∗)q = Ω(C)
(0,0)
q + Ω(C)
(0,1)
q
determined by its generator vλ with deg(vλ) = 0 and the relations
z · vλ = q
−λvλ · z, z
∗ · vλ = q
λvλ · z
∗, dz∗ · vλ = q
λvλ · dz
∗.
Denote this graded bimodule by Ω(C)(0,∗)λ,q . It possesses a unique degree 1 differentiation
∂ such that ∂vλ = 0. Pass (via an extension by continuity) from polynomial coefficients
to finite ones to obtain the graded bimodule Ω(U)
(0,∗)
λ,q over Ω(U)
(0,∗)
q , together with its
differentiation ∂.
We restrict ourselves to the case λ ∈ R and equip the spaces Ω(U)(0,0)λ,q , Ω(U)
(0,1)
λ,q with
the scalar products
(f1 · vλ, f2 · vλ) =
∫
Uq
f ∗2 f1(1− zz
∗)λ−2dµ, (3.1)
(f1vλdz
∗, f2vλdz
∗) =
∫
Uq
f ∗2 f1(1− zz
∗)λdµ. (3.2)
The completions of the pre-Hilbert spaces Ω(U)
(0,0)
λ,q and Ω(U)
(0,1)
λ,q can be used in the
formulation of ∂-problem. Specifically, we mean finding a solution of the equation ∂u = f
in the orthogonal complement to the kernel of ∂. In the classical case (q = 1) such a
formulation is standard [2], and the solution is very well known. If λ stand for a real
number and λ > 1 than one has
u(z) =
1
2πi
∫
U
1
z − ζ
(
1− |ζ |2
1− ζz
)λ−1
f(ζ)dζ ∧ dζ. (3.3)
(3.3) implies the ”Cauchy-Green formula”:
u(z) =
λ− 1
2πi
∫
U
(1− |ζ |2)λ−2
(1− ζz)λ
u(ζ)dζ ∧ dζ+
+
1
2πi
∫
U
(1− |ζ |2)λ−1
(z − ζ)(1− ζz)λ−1
∂u
∂ζ
dζ ∧ dζ. (3.4)
Our purpose is to obtain the q-analogues of (3.3), (3.4) for λ = 2.
The standard way of solving the ∂-problem is to solve first the Poisson equationω = f
with  = −∂
∗
∂. In the case λ = 2 the kernel in (3.3) is derived by a differentiation in z
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of the Green function
G(z, ζ) =
1
π
ln(|z − ζ |2)−
1
π
ln(|1− zζ|2). (3.5)
In its turn, (3.5) can be obtained by the d’Alembert method: the first term is contributed
by a real source, and the second one is coming from an imaginary source.
Note that the differential calculus for the quantum disc we use here is well known (see,
for example, [24]). Its generalization onto the case of an arbitrary bounded symmetric
domain was obtained in [16] via an application of a quantum analogue of the Harish-
Chandra embedding [11].
4 Green function for Poisson equation
With q = 1 the measure dν = (1 − |z|2)−2dµ is invariant with respect to the Mo¨bius
transformations. In the case q ∈ (0, 1) impose an ”invariant integral” ν : D(U)q → C,
f 7→
∫
Uq
fdν by setting ∫
Uq
fdν
def
=
∫
Uq
f · (1− zz∗)−2dµ.
The Hilbert spaces L2(dν)q, L
2(dµ)q are defined as completions of the vector spaces
D(U)q = Ω(U)
(0,0)
q , Ω(U)
(0,1)
q with respect to the norms
‖f‖ =
∫
Uq
f ∗fdν

1/2
, ‖fdz∗‖ =
∫
Uq
f ∗fdµ

1/2
.
Proofs of the following statements are to be found in [17, Proposition 5.7,Corollary
5.8], [19, Corollary 4.2].
Lemma 4.1 There exist 0 < c1 ≤ c2 such that
c1 ≤ ∂
∗
∂ ≤ c2. (4.1)
Proposition 4.2 The exact estimates for ∂
∗
∂ are of the form
1
(1 + q)2
≤ ∂
∗
∂ ≤
1
(1− q)2
. (4.2)
The inequalities (4.1) allow one to extend by continuity the operators ∂,  = −∂
∗
∂
from the dense subspace of finite functions D(U)q onto the entire L
2(dν)q. They also
imply that for any f ∈ L2(dν)q there exists a unique solution u of Poisson equation
u = f . Now it follows from (4.2) that ‖u‖ ≤ (1 + q)2‖f‖.
One obtains easily from the definitions
Lemma 4.3 The series∑
i,j∈Z+
z∗iζ iψij(y, η)zζ
∗j, y = 1− z∗z, η = 1− ζζ∗
converges in D(U×U)′q for any family {ψij(y, η)}i,j∈Z+ of functions defined on q
2Z+×q2Z+ .
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Corollary 4.4 For all m ≥ 0 there exists a well defined generalized kernel
Gm =
{(
(1− ζζ∗)(1− z∗ζ)−1
)m (
(1− z∗z)(1 − zζ∗)−1
)m}
. (4.3)
To state the principal result of the section, we need an expansion of the Green function
(3.5):
ln
|z − ζ |2
|1− zζ |2
= ln
(
1−
(1− |z|2)(1− |ζ |2)
|1− zζ |2
)
=
= −
∞∑
m=1
1
m
(
(1− |z|2)(1− |ζ |2)
|1− zζ|2
)m
.
Evidently, a formal passage to a limit yields
lim
q→1
Gm =
(
(1− |z|2)(1− |ζ |2)
|1− zζ |2
)m
.
A proof of the following result one can find in [19, Theorem 1.2].
Theorem 4.5 The continuous operator −1 in L2(dν)q coincides on the dense linear
subspaceD(U)q ⊂ L
2(dν)q with the integral operator whose kernel is G = −
∞∑
m=1
q−2−1
q−2m−1
Gm:

−1f =
∫
Uq
G(z, ζ)f(ζ)dν.
Here Gm ∈ D(U × U)
′
q is given by (4.3).
Note in conclusion that the operators ∂, ∂,  admit an extension by continuity onto
the space D(U)′q of distributions in the quantum disc.
5 The Cauchy-Green formula
One can use the differentials ∂ : Ω
(0,0)
q → Ω
(1,0)
q , ∂ : Ω
(0,0)
q → Ω
(0,1)
q to define the partial
derivatives ∂
(l)
∂z
, ∂
(r)
∂z
, ∂
(l)
∂z∗
, ∂
(r)
∂z∗
. Specifically, we set up ∂f = dz · ∂
(l)f
∂z
= ∂
(r)f
∂z
dz, ∂f =
dz∗ · ∂
(l)f
∂z∗
= ∂
(r)f
∂z∗
dz∗. It is easy to show that these operators admit extensions by continuity
from D(U)q onto D(U)
′
q.
Let f ∈ D(U)q. Define the integral of the (1,1)-form dz · f · dz
∗ over the quantum disc
by
∫
Uq
dz · f · dz∗ = −2iπ
∫
Uq
fdµ.
A proof of the following proposition can be found in [19, Theorem2.1].
Proposition 5.1 Let f ∈ D(U)q. Then
1. There exists a unique solution u ∈ L2(dµ)q of the ∂-problem ∂u = f , which is
orthogonal to the kernel of ∂.
2. u = 1
2pii
∫
Uq
dζ ∂
(l)
∂z
G(z, ζ)fdζ∗, with G ∈ D(U × U)′q being the Green function of the
Poisson equation.
3. f = − 1
2pii
∫
Uq
(1− zζ∗)−1(1− q−2zζ∗)−1dζf(ζ)dζ∗− 1
2pii
∫
Uq
dζ ∂
(l)
∂z
G(z, ζ) · ∂
(r)f
∂ζ∗
dζ∗.
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6 Eigenfunctions of the operator 
Let C[∂U ]q stand for the algebra of finite sums of the form∑
m∈Z
ame
imθ, θ ∈ R/2πZ (6.1)
with complex coefficients. The C[∂U ]q-module of formal series of the form (6.1) is denoted
by C[[∂U ]]q . We also denote the algebra of finite sums like (6.1) with coefficients from
D(U)q by D(U×∂U)q , and the module of formal series (6.1) with coefficients from D(U)
′
q
by D(U × ∂U)′q. This vector space will be equipped by the topology of coefficientwise
convergence.
The use of the index q in the notation for the above vector spaces is justified by the fact
that, as one can show, they are in fact modules over the quantum universal enveloping
algebra.
Recall the notations [10]:
(a; q2)∞ =
∏
j∈Z+
(1− aq2j), (a; q2)γ =
(a; q2)∞
(aq2γ ; q2)∞
, γ ∈ C.
With q = 1, the integral
u(z) =
∫
∂U
(
1− |z|2
(1− zζ)(1− zζ)
)l+1
f(ζ)dν, dν =
dθ
2π
,
represents an eigenfunction of  (see [12]):
u = λ(l)u, λ(l) =
(
l +
1
2
)2
−
1
4
.
With q ∈ (0, 1), the power P γ of the Poisson kernel P = 1−|z|
2
|1−zζ|2
is replaced by the
element Pγ ∈ D(U × ∂U)q:
Pγ = (1− zz
∗)γ(zζ∗; q2)−γ · (q
2z∗ζ ; q2)−γ. (6.2)
Here (zζ∗; q2)−γ , (q
2z∗ζ ; q2)−γ are the q-analogues of the powers (1−zζ)
−γ, (1−zζ)−γ,
and the q-binomial theorem (see [10]) implies
(zζ∗; q2)−γ =
∑
n∈Z+
(q2γ ; q2)n
(q2; q2)n
(q−2γzζ∗)n,
(q2z∗ζ ; q2)−γ =
∑
n∈Z+
(q2γ ; q2)n
(q2; q2)n
(q2−2γz∗ζ)n.
The following proposition is proved in [19, Theorem 3.1].
Proposition 6.1 For all f ∈ C[∂U ]q the element
u =
∫
∂U
Pl+1(z, e
iθ)f(eiθ)
dθ
2π
(6.3)
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of D(U)′q is an eigenvector of :
u = λ(l)u, λ(l) = −
(1− q−2l)(1− q2l+2)
(1− q2)2
.
We need the following standard notation ([10]):
rΦs
[
a1, a2, . . . , ar; q; z
b1, . . . , bs
]
=
=
∑
n∈Z+
(a1; q)n · (a2; q)n · . . . · (ar; q)n
(b1; q)n · (b2; q)n · . . . · (bs; q)n(q; q)n
(
(−1)n · q
n(n−1)
2
)1+s−r
· zn.
Corollary 6.2 (cf. [22]). The series
ϕl(y) = 3Φ2
[
y−1, q−2l, q2(l+1); q2; q2
q2; 0
]
converges in D(U)′q, and its sum is an eigenfunction of : ϕl = λ(l)ϕl.
Proof. The convergence of the series is due to the fact that it breaks for each y ∈ q2Z+ .
So it suffices to establish the relation
ϕl(y) =
∫
∂U
Pl+1(z, ζ)dν.
It follows from the definitions that the above integral equals to∑
n∈Z+
(q2l+2; q2)2n
(q2; q2)2n
q−2(2l+1)nyl+1znz∗n =
= yl+1 3Φ1
[
q2+2l, q2+2l, y−1; q2; q−2(2l+1)y
q2
]
.
Now it remains to apply the identity (see [10]):
bn 3Φ1
[
q−n, b, q
z
; q, z
c
bq1−n
c
]
= 3Φ2
[
q−n, b, bzq
−n
c
; q, q
bq1−n
c
, 0
]
,
with q being replaced by q2, y by q2n, b by q2l+2, z by q−2l, and c by q2+2l−2n. 
Note that ϕl(y) is a q-analogue of a spherical function on a hyperbolic plane (see [12]).
For each l ∈ C a linear operator has been constructed from C[∂U ]q into the eigenspace
of , associated to the eigenvalue λ(l). Now we try to invert this linear operator.
For that, we need a q-analogue of the operator br : f(z) 7→ f(re
iθ) which restricts the
function in the disc onto the circle |z| = r of radius r ∈ (0, 1). Let r > 0, 1 − r2 ∈ q2Z+ .
Define a linear operator br : D(U)
′
q → C[[∂U ]]q by
br :
∑
j>0
zj · ψj(y) + ψ0(y) +
∑
j>0
ψ−j(y) · z
∗j 7→∑
j>0
(reiθ)j · ψj(1− r
2) + ψ0(1− r
2) +
∑
j>0
ψ−j(q
−2j · (1− r2))(re−iθ)j .
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(It is implicit that the functions ψj(y), j ∈ Z, vanish at y /∈ q2Z+).
Recall the definition of the q-gamma-function ([10]):
Γq(x) =
(q; q)∞
(qx; q)∞
(1− q)1−x.
One may assume without loss of generality that
0 ≤ Im l <
π
2 ln(q−1)
, Re l ≥ −
1
2
.
Proposition 6.3 Let Re l > −1
2
, and u ∈ D(U)′q is an eigenfunction of  given by (6.3).
Then in C[∂U ]q one has
f =
Γ2q2(l + 1)
Γq2(2l + 1)
lim
1−r2∈q2Z+ , r→1
(1− r2)lbru.
The proof of this proposition is based on the following result which was communicated
to the authors by L. I. Korogodsky:
Lemma 6.4
1). lim
x∈q−2Z+ , x→∞
ϕl
(
1
x
)/(
Γq2(2l + 1)
Γ2q2(l + 1)
xl
)
= 1
if Re l > −1
2
.
2). lim
x∈q−2Z+ , x→∞
ϕl
(
1
x
)/(
Γq2(−2l − 1)
Γ2q2(−l)
x−l−1
)
= 1
if Re l < −1
2
.
Proof. It follows from the relation ϕl(y) = ϕ−1−l(y) that one may restrict oneself to
the case Re l > −1
2
. An application of the identity ([10])
2Φ1
[
q−n, b; q; z
c
]
=
(
c
b
; q
)
n
(c; q)n
3Φ2
[
q−n, b, bzq
−n
c
; q; q
bq1−n
c
, 0
]
,
with q, b, c, z being replaced respectively by q2, q−2l, q−2l−2n, q2l+2, yields
ϕl(q
2n) =
(q−2l−2n; q2)n
(q−2n; q2)n
· 2Φ1
[
q−2n; q−2l; q2; q2l+2
q−2l−2n
]
∼
∼ q−2nl
(q2(l+1); q2)∞
(q2; q2)∞
· 1Φ0[q
−2l; q2; q2(l+1)] =
= q−2nl
(q2(l+1); q2)∞
(q2; q2)∞
·
(q2(l+1); q2)∞
(q2(2l+1); q2)∞
.
Now it remains to refer to the definition of the q-gamma-function. 
In the special case f = 1 proposition 6.3 follows from lemma 6.4. The general case
reduces to the above special case via an application of a quantum symmetry argument,
which is described in [19, Theorem 3.7].
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7 Fourier transform
It follows from the definitions that the integral operator with kernel K =
∑
i
k′′i ⊗ k
′
i
is conjugate to the integral operator with the kernel Kt =
∑
i
k′∗i ⊗ k
′′∗
i . Note that the
conjugate to the unitary is an inverse operator.
Recall [12] the heuristic argument that leads to the Fourier transform. Proposition 6.1
allows one to obtain eigenfunctions of . It is natural to expect that ”any” function u
admits a decomposition in eigenfunctions of , and that the associated Fourier operator
is unitary.
Impose the notations: h = −2 ln q,
P tγ = (q
2z∗ζ ; q2)−γ(zζ
∗; q2)−γ(1− ζζ
∗)γ,
c(l) = Γq2(2l + 1)/(Γq2(l + 1))
2.
It is shown in [19, section 5] that, just as in the standard representation theory (see
[12]), one has
Proposition 7.1 Consider the Borel measure dσ on [0, pi
h
], given by
dσ(ρ) =
1
2π
·
h · eh
eh − 1
c(−
1
2
+ iρ)−1 · c(−
1
2
− iρ)−1dρ.
The integral operators
u(z) 7→
∫
Uq
P t1
2
−iρ
(z, ζ)u(ζ)dν,
f(eiθ, ρ) 7→
pi/h∫
0
2pi∫
0
P 1
2
+iρ(z, e
iθ)f(eiθ, ρ)
dθ
2π
dσ(ρ)
are extendable by continuity from the dense linear subspaces
D(U)q ⊂ L
2(dν)q, C
∞[0,
π
h
]⊗ C[∂U ]q ⊂ L2(dσ)⊗ L2(
dθ
2π
)
up to mutually inverse unitaries F , F−1.
Remark. The function c(l), the measure dσ(ρ) and the operator F are the quantum
analogues for c-function of Harish-Chandra, Plancherel measure and Fourier transform
respectively (see [12]).
8 The Berezin deformation of the quantum disc
We are going to use in the sequel bilinear operators L : D(U)q ×D(U)q → D(U)q of the
form
L : f1 × f2 →
N(L)∑
ijkm=0
aijkm
((
∂(r)
∂z∗
)i
f1
)
z∗jzk
((
∂(l)
∂z
)m
f2
)
, (8.1)
with aijkm ∈ C. Such operators will be called q-bidifferential.
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Our principal purpose is to construct the formal deformation of the multiplication law
in D(U)q. The new multiplication is to be a bilinear map
∗ :D(U)q ×D(U)q → D(U)q[[t]],
∗ : f1 × f2 7→ f1 · f2 +
∞∑
i=1
tiCi(f1, f2),
which satisfies the formal associativity condition∑
i+k=m
Ci(f1, Ck(f2, f3)) =
∑
i+k=m
Ci(Ck(f1, f2), f3)
(cf. [14]). When producing the new multiplication ∗, we follow F. Berezin [3]. The bilinear
operators Cj : D(U)q ×D(U)q → D(U)q, j ∈ N, will turn out to be q-bidifferential, and
we shall give explicit formulae for them.
To begin with, choose a positive α and consider a linear functional να : Pol(C)q → C;∫
Uq
fdνα
def
=
1− q4α
1− q2
·
∫
Uq
f · (1− zz∗)2α+1dν = (1− q4α) trT (f · (1− zz∗)2α).
Impose a norm ‖f‖α =
(∫
Uq
f ∗fdνα
)1/2
on Pol(C)q. Let L2q,α stand for the completion
of Pol(C)q with respect to the above norm, and H2q,α for the linear span of monomials
zj ∈ L2q,α, j ∈ Z+.
Lemma 8.1 The monomials {zm}m∈Z+ are pairwise orthogonal in H
2
q,α, and ‖z
m‖α =
((q2; q2)m/(q
4α+2; q2)m)
1/2.
Proof. The pairwise orthogonality of the monomials zm is obvious;
‖zm‖2α = (1− q
4α) · trT (z∗mzm(1− zz∗)2α) =
=
1− q4α
1− q2
1∫
0
(q2y; q2)m · y
2α−1dq2y =
=
1− q4α
1− q2
·
Γq2(2α) · Γq2(m+ 1)
Γq2(m+ 2α + 1)
=
(q2; q2)m
(q4α+2; q2)m
.
We have used the well known [10, §1.11] identity
1∫
0
tβ−1 · (tq2; q2)α−1dq2t =
Γq2(β)Γq2(α)
Γq2(α + β)
. 
Corollary 8.2 Let ẑ be the operator of multiplication by z in H2q,α, and ẑ
∗ the conjugate
operator. Then ẑ, ẑ∗ are bounded, and
ẑ∗ẑ = q2ẑẑ∗ + 1− q2 + q4α ·
1− q2
1− q4α
(1− ẑẑ∗)(1− ẑ∗ẑ). (8.2)
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Proof follows from
ẑ : zm 7→ zm+1, m ∈ Z+;
ẑ∗ : 1 7→ 0, ẑ∗ : zm 7→
1− q2m
1− q4α+2m
zm−1, m ∈ N.
In fact,
(1− ẑẑ∗)−1 : zm 7→ ((q−2m − q4α)/(1− q4α)zm,
(1− ẑ∗ẑ)−1 : zm 7→ ((q−2m−2 − q4α)/(1− q4α)zm.
Hence (1− ẑẑ∗)−1 = q2(1− ẑ∗ẑ)−1 − q4α 1−q
2
1−q4α
. 
Lemma 8.1 and corollary 8.2 were proved in the work by S. Klimek and A. Lesniewski
[13] on two-parameter quantization of the disc beyond the framework of perturbation
theory.
To every element f =
∑
aijz
iz∗j ∈ Pol(C) we associate the linear operator f̂ =∑
aij ẑ
iẑ∗j in H2q,α. The formal deformation of the multiplication law in the algebra of
functions in the quantum disc will be derived via an application of ”Berezin quantization
procedure” f 7→ f̂ to the ordinary multiplication in the algebra of linear operators.
More exactly, (8.2) allows one to get a formal asymptotic expansion
f̂1 · f̂2 = f̂1 · f2 +
∞∑
k=1
q4αkCk (̂f1, f2). f1, f2 ∈ Pol(C)q,
with Ck : Pol(C)q × Pol(C)q → Pol(C)q, k ∈ N, bilinear maps. In this way, we get a
formal deformation
∗ : Pol(C)q × Pol(C)q → Pol(C)q[[t]];
f1 ∗ f2 = f1 · f2 +
∞∑
k=1
tk · Ck(f1, f2); f1, f2 ∈ Pol(C)q.
We present an explicit formula for the multiplication ∗, and thus also for bilinear maps
Ck, k ∈ N. Let
∼
 be a linear operator in Pol(C)opq ⊗ Pol(C)q given by
∼
= q
−2(1− (1 + q−2)z∗ ⊗ z + q−2z∗2 ⊗ z2)
∂(r)
∂z∗
⊗
∂(l)
∂z
,
and m : Pol(C)q×Pol(C)q → Pol(C)q, m : ψ1⊗ψ2 → ψ1ψ2 the multiplication in Pol(C)q.
Theorem 8.3 For all f1, f2 ∈ Pol(C)q
f1 ∗ f2 = (1− t)
∑
j∈Z+
tj ·m(pj(
∼
)f1 ⊗ f2),
with
pj(
∼
) =
j∑
k=0
(q−2j ; q2)k
(q2; q2)2k
q2k ·
k−1∏
i=0
(1− q2i((1− q2)2·
∼
 +1 + q
2) + q4i+2).
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The proof can be found in [20, Theorem 8.4].
Example. For all f1, f2 ∈ Pol(C)q
f1 ∗ f2 = f2 · f2 + t · (q
−2 − 1)
∂(r)f1
∂z∗
(1− z∗z)2
∂(l)f2
∂z
+O(t2).
It is worthwhile to note that the formal associativity of the multiplication ∗ follows
from the associativity of multiplication in the algebra of linear operators.
Corollary 8.4 The bilinear operators Ck are of the form (8.1) and are extendable by
continuity up to q-bidifferential operators Ck : D(U)q ×D(U)q → D(U)q.
The above q-bidifferential operators determine a formal deformation of the mul-
tiplication in D(U)q. The formal associativity of the newly formed multiplication
∗ : D(U)q × D(U)q → D(U)q[[t]] follows from the formal associativity of the previous
multiplication ∗ : Pol(C)q × Pol(C)q → Pol(C)q[[t]].
Finally, note that our proof of theorem 8.3 is based on the properties of some q-analogue
for Berezin transform [21].
9 Appendix. On q-analogue of the Green formula
Consider the two-sided ideal J ∈ Pol(C)q generated by the element 1−zz∗ ∈ Pol(C)q, and
the commutative quotient algebra C[∂U ]q
def
= Pol(C)q/J . Its elements will be identified
with the corresponding polynomials on the circle ∂U . The image f |∂U of f ∈ Pol(C)q
under the canonical homomorphism Pol(C)q → C[∂U ]q will be called a restriction of f
onto the boundary of the quantum disc.
Define the integral Ω(C)(1,0)q → C by∫
∂U
dz · f
def
= 2πi
∫
∂U
(z · f)|∂Udν, f ∈ Pol(C)q,
with ∫
∂U
ψdν
def
=
2pi∫
0
ψ(eiθ)
dθ
2π
.
Proposition 9.1 For all ψ ∈ Ω(C)(0,1)q one has∫
Uq
∂ψ =
∫
∂U
ψ. (9.1)
Remark. The integral
∫
Uq
dz · f · dz∗ = −2iπ
∫
Uq
fdµ introduced in section 4 for f ∈
D(U)q, is extendable by continuity onto all (1,1)-forms dz · f · dz
∗ with
f =
∑
m>0
zmψm(y) + ψ0(y) +
∑
m>0
ψ−m(y)z
∗m ∈ D(U)′q,
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such that
∑
m∈Z+
|ψ0(q
2m)|q2m <∞. Under these assumptions one also has
∫
Uq
dzdz∗f =
∫
Uq
dz · f · dz∗ =
∫
Uq
fdzdz∗. (9.2)
Proof. Recall that (see (2.2))
ψ = dz
(∑
m>0
zmψm(y) + ψ0(y) +
∑
m>0
ψ−m(y)z
∗m
)
. (9.3)
We can restrict ourselves to the case ψ = dzψ−1(y)z
∗, since this is the only term in (9.3)
which could make a non-zero contribution to (9.1).
It follows from the definitions that ∂ψ = dz · f(y)dz∗, with
f(y) = ψ−1(y)− q
−2ψ−1(q
−2y)− ψ−1(y)
q−2y − y
(1− y).
In fact, ∂y = ∂(1−zz∗) = −zdz∗. Hence ∂ym =
m−1∑
j=0
yj(−zdz∗)ym−1−j = −1−q
2m
1−q2
zym−1dz∗.
That is, for any polynomial p(y) one has
∂p(y) = −z
p(y)− p(q2y)
y − q2y
· dz∗. (9.4)
(Note that the validity of (9.4) for polynomials already implies its validity for all distri-
butions). Finally,
∂(dzψ−1(y)z
∗) = dz
(
−z
ψ−1(y)− ψ−1(q
2y)
y − q2y
z∗ + ψ−1(y)
)
dz∗.
On the other hand, −zψ−1(y)−ψ−1(q
2y)
y−q2y
z∗ + ψ−1(y) = f(y), since zy = q
−2yz, zz∗ = 1− y.
If one assumes ψ−1(0) = 0, it is easy to show that
∑
n∈Z+
f(q2n)q2n = 0. Hence, in this
case
∫
Uq
∂ψ =
∫
∂U
ψ = 0. Thus, Proposition 9.1 is proved for all (1,0)-forms from some
linear subspace of codimensionality 1. Now it remains to prove (9.1) in the special case
ψ = dz · z∗. 
Corollary 9.2 If ψ ∈ Ω(U)
(1,0)
q , then
∫
Uq
∂ψ = 0.
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QUANTUM DISC: THE BASIC STRUCTURES
D. Shklyarov S. Sinel’shchikov L. Vaksman
1 Introduction
The theory of quantum groups and their homogeneous spaces is in an extensive progress
since mid-80’s [4]. An important class of such homogeneous spaces is formed by q-
analogues of Cartan domains. The simplest Cartan domain is the unit disc U in C;
the present work is devoted to its q-analogue, the quantum disc. We intend to introduce
the basic notions of the theory of q-Cartan domains while restricting ourselves to this
simplest case. We hope this text could facilitate reading works on general q-Cartan do-
mains and will allow better understanding the results of non-commutative function theory
in quantum disc [13]. The concluding part of our work contains references to the papers
of other authors devoted to the related topics. Among those one should emphasize the
work by K. Schmu¨dgen and A. Schu¨ler [12] which introduces the differential calculus in
quantum disc which we use below.
The next section recalls the basic notions of the quantum group theory after the lecture
notes [8] and the monograph [2].
2 The ∗-Hopf algebra Uqsu1,1
Everywhere in the sequel we assume 0 < q < 1, and C is implicit as a ground field.
The algebras under consideration are supposed to be unital, unless the contrary is stated
explicitly.
Recall the definition of the Hopf algebra Uqsl2. It is determined by its generators E,
F , K, K−1 and the following relations:
KK−1 = K−1K = 1,
K±1E = q±2EK±1, K±1F = q∓2FK±1,
EF − FE =
K −K−1
q − q−1
.
A Uqsl2-module V is said to be Z-weight if
V =
⊕
µ∈Z
Vµ, Vµ = {v ∈ V |K
±1v = q±µv}.
We restrict our considerations to Uqsl2-modules of the above form and define a linear
operator H by H|Vµ = µ. Obviously, K
±1v = q±Hv, v ∈ V , and the following relations
This is an expanded version of a lecture delivered at a seminar for undergraduate students in Kharkov, April
2000.
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are valid in the algebra of linear operators:
HE − EH = 2E, HF − FH = −2F,
EF − FE =
qH − q−H
q − q−1
.
A formal passage to a limit as q → 1 leads to the determining relations of the ordinary
universal enveloping algebra Usl2.
Within the category of modules over an algebra A, the operation of tensor product
is not defined; it is also not clear which A-module is to be treated as trivial and how to
define an A-module V ∗ dual to an A-module V . These three problems are solvable via
equipping A with the structure of Hopf algebra. Specifically, one has to distinguish
• a homomorphism △ : A→ A⊗A, called a comultiplication and used for producing
a tensor product of A-modules V ′, V ′′:
A→
△
A⊗ A→ End(V′)⊗ End(V′′) ≃ End(V ′ ⊗ V ′′);
• a homomorphism ε : A → C, called a counit, to be used for producing the trivial
A-module C;
• an antihomomorphism S : A → A, called an antipode, to be used for producing a
dual A-module:
(ξf)(v)
def
= f(S(ξ)v), ξ ∈ A, v ∈ V, f ∈ V ∗.
Of course, the definition of a Hopf algebra includes several assumptions on (A,△, ε, S)
which provide the habitual properties of the operations of tensor product and passage to
a dual module.
Introduce a comultiplication △ : Uqsl2 → Uqsl2 ⊗ Uqsl2, a counit ε : Uqsl2 → C, and
an antipode S : Uqsl2 → Uqsl2 as follows:
△(E) = E ⊗ 1 +K ⊗E, △(F ) = F ⊗K−1 + 1⊗ E, △(K±1) = K±1 ⊗K±1;
ε(E) = ε(F ) = 0, ε(K±1) = 1;
S(E) = −K−1E, S(F ) = −FK, S(K±1) = K∓1.
Equip Uqsl2 with an antilinear involution ∗ : Uqsl2 → Uqsl2 given by
E∗ = −KF, F ∗ = −EK−1, K∗ = K.
It follows from the definitions that
△(ξ∗) = △(ξ)∗⊗∗, ξ ∈ Uqsl2.
The ∗-Hopf-algebra (Uqsl2, ∗) we thus obtain will be denoted by Uqsu1,1. It is a q-analogue
of the ∗-Hopf-algebra Usu1,1 ⊗R C. A Uqsu1,1-module V is said to be unitarizable if for
some scalar product (i.e. positive sesquilinear form) in V
(ξv1, v2) = (v1, ξ
∗v2), ξ ∈ Uqsu1,1, v1, v2 ∈ V.
Obviously, a tensor product of unitarizable Uqsu1,1-modules is a unitarizable Uqsu1,1-
module.
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3 Examples of Uqsl2-module algebras: C[z]q, Λq, A1,q
Consider a Uqsl2-module V and its element v. This element is called Uqsl2-invariant if the
linear map C → V , z 7→ zv, is a morphism of Uqsl2-modules (equivalently, Ev = Fv =
Hv = 0).
Consider an algebra F and a linear mapm : F⊗F → F ,m : f1⊗f2 7→ f1f2 determined
by the multiplication law in F : f1 × f2 7→ f1f2. F is called a Uqsl2-module algebra if it
is equipped with a structure of Uqsl2-module and the multiplication m : F ⊗F → F is a
morphism of Uqsl2-modules (equivalently, the following q-analogue of the Leibnitz rule is
valid:
E(f1f2) = (Ef1)f2 + (q
Hf1)(Ef2),
F (f1f2) = (Ff1)(q
−Hf2) + f1(Ff2),
H(f1f2) = (Hf1)f2 + f1(Hf2)).
Under the presence of the unit element 1 ∈ F there is an additional requirement of its
Uqsl2-invariance: E1 = F1 = H1 = 0.
In a similar way, the notion of Uqsl
op
2 -module coalgebra is introduced, with Uqsl
op
2
being the Hopf algebra deduced from Uqsl2 via replacing its comultiplication △ with the
opposite one △op (if △(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j then △
op(ξ) =
∑
j
ξ′′j ⊗ ξ
′
j).
An important example of a Uqsl
op
2 -module coalgebra is built from the Verma module
of zero weight M(0). This module is determined by its generator v(0) ∈ M(0) and the
relations Ev(0) = 0, K±1v(0) = v(0). Obviously, there exists a unique morphism of
Uqsl
op
2 -modules δ :M(0)→ M(0)⊗M(0) such that δv(0) = v(0)⊗ v(0). Coassociativity
of this comultiplication follows from
((v(0)⊗ v(0))⊗ v(0) = v(0)⊗ (v(0)⊗ v(0)).
Note that the vector spaces M(0), M(0)⊗M(0) are graded:
M(0) =
⊕
j
M(0)j , M(0)j = {v ∈M(0)|Hv = 2jv},
(M(0)⊗M(0))j =
⊕
i+k=j
M(0)i ⊗M(0)k,
and that the comultiplication preserves the degree of homogeneity:
△ :M(0)j → (M(0)⊗M(0))j ,
with M(0)0 = Cv(0). That is why the dual graded vector space M(0)∗
def
=
⊕
j
(M(0)j)
∗
is a unital Z-graded algebra. By a construction, M(0) is a Uqsl
op
2 -module coalgebra and
M(0)∗ is a Uqsl2-module algebra. We are going to describe it by explicit formulae.
The elements v(0), S(F )v(0), S(F 2)v(0), . . . , form a basis of the vector space M(0).
Hence there exists a unique element z ∈M(0)∗ such that
z(S(F j)v(0)) =
{
q1/2, j = 1,
0, j 6= 1.
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It is easy to prove that the algebra M(0)∗ is isomorphic to C[z] and
Fz = q1/2, Ez = −q1/2z2, K±1z = q±2z. (3.1)
Thus we have equipped the polynomial algebra C[z] with a structure of Uqsl2-module
algebra, to be denoted C[z]q in the sequel.
Turn to producing a differential calculus on C[z]q. A duality argument like that we
used to derive C[z]q allows one to produce a differential Uqsl2-module algebra (Λq, d). In
this setting, the embeddings C[z]q →֒ Λq and the differential d : Λq → Λq are morphisms
of Uqsl2-modules. One can also prove that
dz · dz = 0, dz · z = q2z · dz.
See [16] for details. Note that this differential calculus is well known and can be
derived from the Wess-Zumino differential calculus on the quantum C2 (t1t2 = qt2t1) via
the localization procedure z = t−12 t1 and further restriction onto the subalgebra of zero
homogeneity degree elements.
To conclude, describe one more Uqsl2-module algebra, which is a q-analogue of the
Weyl algebra A1.
Consider the linear operator
d
dz
in C[z]q given by df = dz ·
(
d
dz
f
)
, f ∈ C[z]q. It is
easy to demonstrate that
d
dz
· ẑ − q−2ẑ ·
d
dz
= 1, (3.2)
with ẑ being the left multiplication operator by z (ẑ : f 7→ zf) in C[z]q. The algebra
determined by the two generators
d
dz
and ẑ and the above relations is called the quantum
Weyl algebra (q-oscillatory algebra) A1,q. Our purpose is to equip it with a structure of a
Uqsl2-module algebra. We use the fact that the algebra EndC(C[z]q) of all linear operators
in C[z]q is Uqsl2-module:
ξ(T ) =
∑
j
ξ′j · T · S(ξ
′′
j ) for △(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j .
We are to prove that the image of A1,q under the canonical embedding into EndC(C[z]q)
appears to be a submodule of the Uqsl2-module EndC(C[z]q). This is a consequence of
the following relations which describe the action of the generators E, F , K±1 on the
generators ẑ,
d
dz
:
E(ẑ) = −q1/2ẑ 2, F (ẑ) = q1/2, K±1(ẑ) = q±2ẑ,
E
(
d
dz
)
= q−3/2(q−2 + 1)ẑ
d
dz
, F
(
d
dz
)
= 0, K±1
(
d
dz
)
= q∓2
d
dz
. (3.3)
We restrict ourselves to proving the most intricate of these relations. It follows from the
definitions that
df(z)
dz
=
f(q−2z)− f(z)
q−2z − z
, Ef(z) = −q1/2z2
f(z)− f(q2z)
z − q2z
,
Ff(z) = q1/2
f(q−2z)− f(z)
q−2z − z
, K±1f(z) = f(q±2z).
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Therefore,
E
d
dz
f(z) = −
q1/2
(1− q2)2
(q2f(q−2z)− (1 + q2)f(z) + f(q2z)),
d
dz
Ef(z) = −
q1/2
(1− q2)2
(f(q−2z)− (1 + q2)f(z) + q2f(q2z)).
It follows from the definition of E
(
d
dz
)
that
E
(
d
dz
)
= E
d
dz
−K
d
dz
K−1E = E
d
dz
− q−2
d
dz
E,
hence
E
(
d
dz
)
f(z) = −
q−3/2
(q−2 − 1)2
(1− q−4)(f(q−2z)− f(z)) = q−3/2(1 + q−2)ẑ
df(z)
dz
.
It follows from the above observations that A1,q is a Uqsl2-module algebra and the action
of Uqsl2 in A1,q is given by (3.3).
4 The Uqsu1,1-module algebras Pol(C)q, D(U)q
Consider a Uqsl2-module algebra F with an involution ∗. F is called a Uqsu1,1-module
algebra if the involutions agree:
(ξf)∗ = (S(ξ))∗f ∗, ξ ∈ Uqsu1,1, f ∈ F.
We present below examples of such algebras.
Note first that
(S(E))∗ = q−2F, (S(F ))∗ = q2E, (S(K±1))∗ = K∓1.
Equip the vector space Pol(C)q = C[z]q ⊗ C[z∗]q with an involution: (f2(z) ⊗ f2(z∗))∗ =
f 2(z)⊗f 1(z
∗), where bar denotes complex conjugation for the coefficients of polynomials.
The involutions in Pol(C)q and Uqsu1,1 agree in the above sense. What remains is to
equip Pol(C)q with a multiplication m : Pol(C)q ⊗ Pol(C)q → Pol(C)q which agree with
the action of Uqsl2 and the involution ∗ in Pol(C)q. It was demonstrated in [16] that such
multiplication can be derived from the morphism of Uqsl2-modules
Rˇ : C[z∗]q ⊗ C[z]q → C[z]q ⊗ C[z∗]q
determined by the action of the universal R-matrix in C[z∗]q ⊗ C[z]q and a subsequent
ordinary flip of tensor multiples. More precisely, m = m+ ⊗m−(id ⊗ Rˇ ⊗ id), with m±
being the multiplications in C[z]q and C[z∗]q, respectively.
To describe the action of the universal R-matrix one has well known Drinfeld’s formulae
[4]:
R = expq2((q
−1 − q)E ⊗ F )q−H⊗H/2,
with expt(x) =
∞∑
n=1
xn
(
n∏
j=1
((1− tj)/(1− t))
)−1
.
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An application of this relation allows one to prove (see [16]) that
z∗z = q2zz∗ + 1− q2. (4.1)
Furthermore, Pol(C)q can be determined by the generators z, z∗ and the relation (4.1),
and the action of E, F , K±1 on z, z∗ can be given by (3.1).
We need a positive invariant integral in the quantum disc. The problem is that in the
classical case (q = 1) the positive SU1,1-invariant measure in the unit disc such integral
is not defined on the polynomial algebra since∫
U
(
1− |z|2
)−2
dRez ∧ dImz =∞.
To produce an invariant integral, one uses an extension Fun(U)q of the Uqsu1,1-module
∗-algebra Pol(C)q, derived by adding an element f0 with the following properties:
z∗f0 = 0, f0z = 0, f
2
0 = f0. (4.2)
The involution is extended from Pol(C)q onto Fun(U)q in such a way that f0 becomes a
selfadjoint element: f ∗0 = f0.
To motivate this definition, let us consider a faithful irreducible ∗-representation T of
the ∗-algebra Pol(C)q. Such ∗-representation is unique up to a unitary equivalence. In
the standard basis {ek}
∞
k=0 of the Hilbert space l
2(Z+) it can be given by
T (z)ek =
(
1− q2(k+1)
)1/2
ek+1, T (z
∗)ek =
{(
1− q2k
)1/2
ek−1, k > 0,
0, k = 0.
It follows from the definition of the ∗-algebra Fun(U)q that T is extendable up to a ∗-
representation T˜ of Fun(U)q and T˜ (f0) appears to be an orthogonal projection onto the
’vacuum subspace’ Ce0.
Note that the system of equation z∗f0 = 0, f0z = 0 has a solution in the space of
formal series D(U)′q =
{
∞∑
j,k=0
cjkz
jz∗k
∣∣∣∣∣ cjk ∈ C
}
. Specifically,
f0 =
∞∑
k=0
(−1)kqk(k−1)
(1− q2)(1− q4) . . . (1− q2k)
zkz∗k.
We thus obtain an embedding of vector spaces Fun(U)q ⊂ D(U)′q. The vector space
D(U)′q with the coefficientwise convergence topology will be called the distribution space
in the quantum disc. One can demonstrate that the involution and the Uqsl2-action are
extendable by a continuity from Pol(C)q onto D(U)′q and thus equip Fun(U)q with a
structure of Uqsu1,1-module algebra. The action of E, F , K
±1 onto f0 is described by the
explicit formulae:
Ef0 = −
q1/2
1 − q2
zf0, Ff0 = −
q1/2
q−2 − 1
f0z
∗, K±1f0 = f0.
The two-sided ideal D(U)q = Fun(U)qf0Fun(U)q works as an algebra of finite functions in
the quantum disc. Note that there exists a non-degenerate pairing of D(U)q and D(U)′q.
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Of course, the subalgebra D(U)q is a Uqsu1,1-module algebra. It is just the domain
where a positive Uqsl2-invariant integral is to be defined.
Consider the linear span L ⊂ l2(Z+) of the standard basis {ek}∞k=0 together with a
linear operator Γ in L,
Γek = q
−2kek, k ∈ Z+.
The linear functional ∫
Uq
fdν
def
= (1− q2)Tr(T˜ (f)Γ)
is well defined on D(U)q; it is positive and Uqsl2-invariant (more precisely,∫
Uq
f ∗fdν > 0 for f 6= 0, and
∫
Uq
(ξf)dν = ε(ξ)
∫
Uq
fdν, f ∈ D(U)q, ξ ∈ Uqsl2).
Note finally an outward similarity of the above invariant integral in D(U)q and the
well known in the quantum group theory invariant integral trq : EndC(V ) → C, with V
being a Uqsl2-module. This similarity is due to the fact that D(U)q is embedable into a
one-parameter family of Uqsu1,1-module algebras EndCVt as a limit object. In turn, the
origin of the new deformation parameter t is in the Berezin quantization [14].
5 Differential calculi on Pol(C)q, Fun(U)q
A universal R-matrix was used in the previous section to pass from the Uqsl2-module
algebra C[z]q to the Uqsu1,1-module algebra Pol(C)q. A similar construction described
in [16] allows one to pass from the Uqsl2-module algebra (Λq, d) as in section 3 to the
Uqsu1,1-module differential algebra described below.
Let Ωq be the algebra determined by the generators z, z
∗, dz, dz∗ and the relations
z∗z = q2zz∗ + 1− q2,
dz · z = q2z · dz, dz∗ · z∗ = q−2z∗ · dz∗,
dz · z∗ = q−2z∗ · dz, dz∗ · z = q2z · dz∗,
dz · dz = dz∗ · dz∗ = 0, dz∗ · dz = −q2dz · dz∗.
Equip this algebra with an involution ∗ : z 7→ z∗; ∗ : dz 7→ dz∗ and a Z2-grading
deg(z) = deg(z∗) = 0, deg(dz) = deg(dz∗) = 1. There exists a unique differentiation d
of the superalgebra Ωq such that d
2 = 0 and d : z 7→ dz, d : z∗ 7→ dz∗. The ∗-algebra
Pol(C)q is uniquely embedable into Ωq. There exists a unique extension of the structure of
Uqsu1,1-module algebra from Pol(C)q onto Ωq in such a way that the differential d appears
to be a morphism of Uqsu1,1-modules.
The ∗-algebra Fun(U)q was derived from Pol(C)q via adding the element f0 which
satisfies (4.2). Besides that, one should also include to the definition of the algebra of
differential forms the relations f0 · dz = dz · f0, f0 · dz
∗ = dz∗ · f0; the definition of the
differential d should also include the equality
df0 = −
1
1− q2
(dzf0z
∗ + zf0dz
∗).
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In [15, section 5] these relations and the latter equality were obtained via the embedding
Fun(U)q ⊂ D(U)′q. Also, it was proved there that the structure of Uqsu1,1-module algebra
is uniquely extendable from Fun(U)q onto the above differential ∗-algebra.
Note that, similarly to the case q = 1, one has a bigrading of the algebra of differential
forms:
deg(z) = deg(z∗) = deg(f0) = (0, 0), deg(dz) = (1, 0), deg(dz
∗) = (0, 1).
The differential d admits a decomposition
d = ∂ + ∂
as a sum of holomorphic and antiholomorphic differentials, to be defined in the standard
way. For example,
∂f0 = −
1
1− q2
dz · f0 · z
∗, ∂f0 = −
1
1 − q2
z · f0 · dz
∗.
Of course, ∂2 = ∂∂ + ∂∂ = ∂
2
= 0.
Define the operators ∂
∂z
, ∂
∂z∗
in Pol(C)q by
∂f = dz ·
∂f
∂z
, ∂f = dz∗ ·
∂f
∂z∗
,
and the operators ẑ, ẑ∗ by ẑf = zf , ẑ∗f = z∗f . These linear operators are extendable
by a continuity onto the entire space of distributions D(U)′q and satisfies the following
commutation relations:
ẑ∗ẑ = q2ẑẑ∗ + 1− q2,
∂
∂z
ẑ − q−2ẑ
∂
∂z
= 1,
∂
∂z
ẑ∗ = q2ẑ∗
∂
∂z
,
∂
∂z∗
ẑ = q−2ẑ
∂
∂z∗
,
∂
∂z∗
ẑ∗ − q2ẑ∗
∂
∂z∗
= 1,
∂
∂z∗
∂
∂z
= q2
∂
∂z
∂
∂z∗
.
These commutation relations follow from
z∗z = q2zz∗ + 1− q2,
∂(zf) = dz · f + zdz
∂f
∂z
= dz
(
f + q−2z
∂f
∂z
)
,
∂(z∗f) = z∗dz
∂f
∂z
= q2dz · z∗
∂f
∂z
,
∂(zf) = zdz∗
∂f
∂z∗
= q−2dz∗ · z ·
∂f
∂z∗
,
∂(z∗f) = dz∗ · f + z∗ · dz∗ ·
∂f
∂z∗
= dz∗
(
f + q2z∗
∂f
∂z∗
)
,
∂∂f = ∂
(
dz∗
∂f
∂z∗
)
= −dz∗dz
∂
∂z
∂
∂z∗
f = q2dzdz∗
∂
∂z
∂
∂z∗
f,
∂∂f = ∂
(
dz
∂f
∂z
)
= −dzdz∗
∂
∂z∗
∂
∂z
f, ∂∂ + ∂∂ = 0.
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We thus obtain the algebra of differential operators in the quantum disc. An example
of such operator is a q-analogue of the Laplace operator: (1− zz∗)2
∂
∂z
∂
∂z∗
.
6 Concluding notes
The results described above constitute a background for producing non-commutative func-
tion theory in the quantum disc [13]. On the other hand, these results admit an extension
onto the case of generic q-Cartan domains introduced in [16].
Applications to non-commutative function theory use essentially the fact that f0 gen-
erate the Uqsl2-module D(U)q. This allows one to reduce proofs of some relations in
algebras of intertwining operators to their verification on f0.
A great deal of the algebras we consider in this work were mentioned in the literature
(sometimes in different contexts). Nevertheless, most of works on those algebras either do
not mention presence of a Uqsl2-module structure or do not use involution and positive
invariant integral. That is why we treat the authors of [9, 11] as our direct predecessors.
Our approach to constructing the differential calculus is inspired by the classical result
which establishes a duality between the covariant differential operators and morphisms of
generalized Verma modules (see [1, §11.1], [6]).
Among other works on quantum algebras, related to this text, one should mention
[3, 5, 10, 7].
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QUANTUM DISC: THE CLIFFORD ALGEBRA
AND THE DIRAC OPERATOR
K. Schmu¨dgen S. Sinel’shchikov L. Vaksman
1 Introduction
In his non-commutative geometry A. Connes [1] has developed methods and notions in
order to define and to study ”non-commutative Riemannian manifolds”. A crucial role in
this theory is played by the Dirac operators and its non-commutative analogs.
One of the simplest (non-compact) Riemannian manifolds of a constant curvature is
the unit disc U ⊂ C whose metric is given by(
1− x2 − y2
)−2
dxdy
(the Poincare´ model of Lobachevskian geometry). A non-commutative analogue of this
Riemannian manifold was extensively studied recently within the framework of the quan-
tum group theory [5]. The aim of the present paper is to develop the Clifford algebra and
the Dirac operator for this quantum disc.
2 A q-Clifford bundle
In what follows q ∈ (0, 1) and C is the ground field. We assume some acquaintance with
the basics of quantum group theory [5, 3]. All algebras in this section are supposed to be
unital.
We use the standard notation for the quantum universal enveloping algebra Uqsl2,
its generators E, F , K, K−1, the comultiplication △, the counit ε, and the antipode
S [3, 8]. Throughout we shall use the Sweedler notation △(f) = f(1) ⊗ f(2) instead of
△(f) =
∑
i
f ′i ⊗ f
′′
i . The ∗-Hopf algebra Uqsu1,1 = (Uqsl2, ∗) is defined by
E∗ = −KF, F ∗ = −EK−1,
(
K±1
)∗
= K±1.
Primarily we are interested in Uqsl2-module algebras and Uqsu1,1-module ∗-algebras
1.
We follow [8] in starting with the ∗-algebra Pol(C)q with single generator z and defining
relation
z∗z = q2zz∗ + 1− q2. (2.1)
The structure of the Uqsu1,1-module algebra used by the authors in [8] attracted an at-
tention about 10 years ago [4]. It can be determined by
Fz = q1/2, Ez = −q1/2z2, K±1z = q±2z. (2.2)
This research was supported in part by of the US Civilian Research & Development Foundation (Award No
UM1-2091) and by Swedish Academy of Sciences (project No 11293562).
1A Uqsl2-module ∗-algebra F is called Uqsu1,1-module algebra if the following compatibility condition on
ivolutions is valid:
(ξf)∗ = (S(ξ))∗f∗, ξ ∈ Uqsu1,1, f ∈ F.
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We follow [8] in recalling the description of a covariant differential calculus over the
Uqsu1,1-module algebra Pol(C)q which initially appeared in [7]. This is a Uqsu1,1-module
algebra Ωq ⊃ Pol(C)q equipped with a (super)differentiation d : Ωq → Ωq which commutes
with an involution ∗ and is a morphism of Uqsu1,1-modules.
The list of relations which determine the Uqsu1,1-module algebra Ωq consists of the
above relations determining the Uqsu1,1-module algebra Pol(C)q, and the additional rela-
tions
dz · z = q2z · dz, dz · z∗ = q−2z∗ · dz, (2.3)
dz · dz = 0, dz∗ · dz∗ = 0, (2.4)
dz∗ · dz + q2dz · dz∗ = 0. (2.5)
In the classical case q = 1 the passage from the algebra of exterior differential forms
with polynomial coefficients to the algebra of polynomial sections of the Clifford bundle
(associated to an invariant metric) reduces to a replacement of the relations
dzdz + dzdz = 0
(
⇔
dzdz + dzdz
(1− |z|2)2
= 0
)
and
dzdz + dzdz = (1− |z|2)2
(
⇔
dzdz + dzdz
(1− |z|2)2
= 1
)
.
A similar argument for q ∈ (0, 1) leads to the following definition of the ’algebra of
polynomial sections’ of a q-Clifford bundle.
Definition. Let Clq denote the ∗-algebra with generators z, dz and determining
relations (2.1), (2.3), (2.4), and
dz∗ · dz + q2dz · dz∗ = (1− zz∗)2. (2.6)
We equip Clq with the standard filtration given by deg(z) = deg(z
∗) = 0, deg(dz) =
deg(dz∗) = 1.
It follows from the definition of Clq that, just as in the classical case q = 1, one has
Proposition 2.1 The graded algebra of Clq associated to its standard filtration is iso-
morphic to Ωq.
Consider the Uqsl2-module subalgebras
Ω(∗,0)q = {f + dz · g| f, g ∈ Pol(C)q} ⊂ Ωq,
Ω(0,∗)q = {f + g · dz
∗| f, g ∈ Pol(C)q} ⊂ Ωq.
As a consequence of the definition of Clq one has
Ω(∗,0)q →֒ Clq, Ω
(0,∗)
q →֒ Clq. (2.7)
Proposition 2.2 There exists a unique structure of Uqsu1,1-module algebra in Clq such
that the embeddings (2.7) appear to be morphisms of Uqsl2-modules.
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Proof. The only non-trivial statement here is about the existence of a structure
of Uqsl2-module algebra in Clq such that the embeddings (2.7) are morphisms of Uqsl2-
modules.
Consider the ∗-algebra F with generators z, dz and determining relations (2.1), (2.3),
(2.4). F is a Uqsu1,1-module algebra, and the canonical homomorphism F → Ωq is a
morphism of Uqsu1,1-module algebras. One has to prove that the two-sided ideal J of F
generated by dz∗ · dz + q2dz · dz∗ − (1 − zz∗)2, is a submodule of the Uqsu1,1-module F .
Obviously, K±1J ⊂ J , one needs only to prove that EJ ⊂ J , FJ ⊂ J . The proofs of
these inclusions are similar. We restrict ourselves to demonstrating the first of them. It
follows from the following statement.
Lemma 2.3
i) E(dzdz∗) = −q1/2 (1 + q2) zdzdz∗,
ii) E(dz∗dz) = −q1/2 (1 + q2) zdz∗dz,
iii) E ((1− zz∗)2) = −q1/2 (1 + q2) z(1− zz∗)2.
Proof of lemma 2.3.
i) E(dzdz∗) = (Edz)dz∗ = d(Ez)dz∗ = d(−q1/2z2)dz∗ = −q1/2(dz · z + z · dz)dz∗ =
= −q1/2
(
1 + q2
)
zdzdz∗.
ii) E(dz∗dz) = (Kdz∗)(Edz) = q−2dz∗
(
−q1/2
(
1 + q2
)
zdz
)
= −q1/2
(
1 + q2
)
zdz∗dz.
iii) Note first that Ez∗ = q−3/2. (In fact, (Fz)∗ = (S(F ))∗z∗. Hence q1/2 = (−FK)∗z∗ =
−K∗ (−EK−1) z∗ = q2Ez∗). Furthermore,
E(1− zz∗) = q1/2zz∗ − q2zq−3/2 = −q1/2z(1 − zz∗).
Finally,
E
(
(1− zz∗)2
)
= −q1/2z(1−zz∗)2−q1/2(1−zz∗)z(1−zz∗) = −q1/2
(
1 + q2
)
z(1−zz∗)2. 
Remark. Propositions 2.1 and 2.2 suggest that an invariant Riemannian metric in
the quantum disc should be defined by an expession of the form
(1− zz∗)−2(dz∗ ⊗ dz + q2dz ⊗ dz∗). (2.8)
To begin with, consider the multiplicative closed subset (1 − zz∗)N ⊂ Pol(C)q ⊂ Ωq.
It follows from the relations
(1− zz∗)z = q2z(1− zz∗), (1− zz∗)z∗ = q−2z∗(1− zz∗),
(1− zz∗)dz = dz(1− zz∗), (1− zz∗)dz∗ = dz∗(1− zz∗),
that this multiplicative closed system is an Ore set. Consider the associated localizations
P˜ol(C)q and Ω˜q of Pol(C)q and Ωq, respectively. It is well-known that there embeddings
Pol(C)q →֒ P˜ol(C)q and Ωq →֒ Ω˜q. One can also prove just as in [12] that the structure
of Uqsu1,1-module algebra is uniquely extended from Ωq onto Ω˜q.
Certainly, the grading mentioned above is canonically extendable onto Ω˜q and
Ω˜1q =
{
f ′dz + f ′′dz∗
∣∣∣ f ′, f ′′ ∈ P˜ol(C)q}
is a Uqsl2-module P˜ol(C)q-bimodule, equipped with the involution ∗ inherited from Ω˜q.
Now we are in a position to introduce the Uqsl2-module Ω˜q ⊗P˜ol(C)q Ω˜q, with a ’metric
tensor’ (2.8) chosen among the Uqsl2-invariant elements of this module.
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3 A q-Dirac bundle
Consider the Uqsl2-module algebra of ’differential forms’ Ω
(0,∗)
q , together with its Uqsl2-
module subalgebra Pol(C)q. Obviously, Ω
(0,∗)
q is a free (left) Pol(C)q-module with genera-
tors 1, dz∗. Of course, Ω
(0,∗)
q is a Uqsl2-module Pol(C)q-module (a q-analogue of the space
of polynomial sections of the vector bundle T (0,∗)C).
In the classical case (q = 1) the Clifford algebra acts in the fibers of T (0,∗)C, which
allows us to speak about the Dirac bundle. We are going to describe a quantum analogue
of this action. It follows from the definition of Clq that, in the category of Uqsl2-module
Pol(C)q-modules there exists a canonical isomorphism
Ω(0,∗)q ≃ Clq/Clq · dz.
In particular, Ω
(0,∗)
q is a Uqsl2-module Clq-module.
Consider a sesquilinear map h : Ω
(0,∗)
q × Ω
(0,∗)
q → Pol(C)q,
h(ϕ0 + dz
∗ϕ1, ψ0 + dz
∗ψ1) = ψ
∗
0ϕ0 + q
−2ψ∗1(1− zz
∗)2ϕ1,
for ϕ0, ϕ1, ψ0, ψ1 ∈ Pol(C)q.
We are going to demonstrate that the ’Hermitian metric’ h is positive definite, invariant
and ’respects’ the Clq-action. That is, it can be used to produce a q-analogue of the Dirac
operator.
Proposition 3.1
i) h(ω, ω) ≥ 0 for all ω ∈ Ω
(0,∗)
q and h(ω, ω) = 0⇒ ω = 0,
ii) ξh(ω1, ω2) = h(ξ(2)(ω1), (S(ξ(1)))
∗ω2) for all ξ ∈ Uqsu1,1, ω1, ω2 ∈ Ω
(0,∗)
q . 2
iii) h(cω1, ω2) = h(ω1, c
∗ω2) for all c ∈ Clq, ω1, ω2 ∈ Ω
(0,∗)
q . (3.1)
Proof. The first statement is evident. To prove the second statement, it suffices to
establish Uqsu1,1-invariance of the Hermitian forms
h1 : Pol(C)q × Pol(C)q → Pol(C)q, h1 : f1 × f2 :7→ f ∗2 f1,
h2 : Ω
(0,1)
q × Ω
(0,1)
q → Pol(C)q, h2 : dz
∗f1 × dz
∗f2 7→ f
∗
2 (1− zz
∗)2f1.
On the other hand, since Ωq is a Uqsu1,1-module algebra, the forms h1 and
h3 : Ω
(0,1)
q × Ω
(0,1)
q → Ω
(1,1)
q , h3 : ω × ω 7→ ω
∗ω
are Uqsu1,1-invariant. (Here Ω
(1,1)
q = {fdzdz∗| f ∈ Pol(C)q} ⊂ Ωq.) The Uqsu1,1-invariance
of h2 follows from the invariance of h3 and the invariance of the element
(1− zz∗)−2dzdz∗ = dzdz∗(1− zz∗)−2 ∈ Ω˜q. (3.2)
2Recall that we use the Sweedler notation. The condition ii) is just a rephrasing of a Uqsu1,1-invariance of the
Hermitian metric h. The flip of tensor multiples ξ(1), ξ(2) in ii) is due to the fact that a similar flip is normally
used implicitly while constructing scalar products in the spaces of functions and differential forms. For example,
for functions
f1 ⊗ f2 7→ f2 ⊗ f1 7→ f
∗
2 ⊗ f1 7→ f
∗
2 f1 7→
∫
f
∗
2 f1dν.
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One can use a similar argument to prove (3.1) in the special case c ∈ Pol(C)q. (The
passage from h3 to h2 involves the fact that the ’Ka¨hler form’ (3.2) is in the center of
Ω˜q.)
We prove (3.1) in the general case. In view of the relations
h(ω1f, ω2) = h(ω1, ω2)f, h(ω1, ω2f) = f
∗h(ω1, ω2), ω1, ω2 ∈ Ω
(0,∗)
q , f ∈ Pol(C)q,
it remains only to consider the case ω1, ω2 ∈ {1, dz
∗}, c = dz∗. In this case (3.1) follows
from
h(dzdz∗, 1) = h(1, dzdz∗) = q−2(1− zz∗)2,
h(dz∗, dz∗) = q−2(1− zz∗)2.
The first relation here follows from the fact that in the Clq-module Ω
(0,∗)
q ≃ Clq/Clq · dz
dz · dz∗ = q−2(1− zz∗)2,
while the second one is obvious. 
4 An important ∗-representation of Clq
Every positive linear functional µ : Pol(C)q → C determines a ∗-representation of Clq in
the pre-Hilbert space Ω
(0,∗)
q with scalar product
(ω1, ω2) =
∫
h(ω1, ω2)dµ. (4.1)
However, to produce a Dirac operator we need a Uqsu1,1-invariant scalar product. We
first recall the corresponding definition.
Consider a Uqsu1,1-module V and a sesquilinear form V × V → C, v1 × v2 7→ (v1, v2).
This sesquilinear form is called Uqsu1,1-invariant if for all ξ ∈ Uqsu1,1, v1, v2 ∈ V
ε(ξ) · (v1, v2) =
(
ξ(2)v1, (S(ξ(1)))
∗v2
)
.
The invariance of a sesquilinear map h indicates a naive way of producing the required
scalar product. That is, formula (4.1) suggests to define a Uqsu1,1-invariant integral µ by∫
(ξf)dµ = ε(ξ)
∫
fdµ, ξ ∈ Uqsu1,1, f ∈ Pol(C)q.
In fact this fails even in the classical case (q = 1), since the positive SU1,1-invariant
measure in the unit disc has the form
dν = const
(
1− |z|2
)−2
dzdz,
and the associated integral is not defined on the polynomial algebra (unless const = 0).
That is why in producing an integral calculus, the algebra D(U) of smooth functions
with support inside the disc U is used. In the quantum case one can also replace the
Uqsu1,1-module algebra Pol(C)q by the Uqsu1,1-module algebra D(U)q to produce a Uqsu1,1-
invariant integral ν : D(U)q → C (see [8]).
Recall the definition of the Uqsu1,1-module algebra D(U)q. Consider the ∗-algebra
Fun(U)q with generators z, f0 and determining relations (2.1) and
z∗f0 = f0z = 0, f
2
0 = f0, f
∗
0 = f0. (4.2)
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Obviously, we have an embedding Pol(C)q →֒ Fun(U)q.
An argument used in [8] leads to (4.2) and to the relations
Ef0 = −
q1/2
1 − q2
zf0, Ff0 = −
q1/2
q−2 − 1
f0z
∗, K±1f0 = f0. (4.3)
This argument also allows us to prove that the structure of Uqsu1,1-module algebra ad-
mits an extension from Pol(C)q to Fun(U)q which satisfies (4.3). The uniqueness of this
extension is obvious. The Uqsu1,1-module algebra D(U)q is defined as a two-sided ideal of
Fun(U)q generated by f0:
D(U)q = Fun(U)q · f0 · Fun(U)q.
Recall the explicit form of the invariant integral ν.
Let Q be the linear operator in l2(Z+) given by Qek = (1− q2) q−2kek, with {ek} being
the standard basis in l2(Z+). Consider the ∗-representation T of Fun(U)q in the Hilbert
space l2(Z+) given by
T (z)ek =
(
1− q2(k+1)
)1/2
ek+1, T (z
∗)ek =
{(
1− q2k
)1/2
ek−1, k > 0,
0 , k = 0.
,
T (f0)ek =
{
ek, k = 0,
0, k 6= 0.
Note that the only non-zero matrix element of the operator T (zjf0z
∗k) is in line j
column k. Hence the operators T (zjf0z
∗k) are linear independent. From this one deduces
that the elements zjf0z
∗k, j, k ∈ Z+, form a basis in D(U)q and that the representation
T of D(U)q is faithful.
It is easy to prove (see [9]):
Proposition 4.1 The linear functional∫
Uq
fdν
def
= tr(T (f)Q), f ∈ D(U)q,
on the Uqsu1,1-module ∗-algebra D(U)q is well defined, positive definite, and Uqsu1,1-
invariant.
We have thus derived a Uqsu1,1-module algebra Fun(U)q from Pol(C)q by adding a
generator and additional relations (4.2), (4.3).
In a similar way one can extend the Uqsu1,1-module ∗-algebras Ωq and Clq (see [8]).
For that, one has to add f0 to the list of generators and to complete the list of relations
with (4.2), (4.3) and
f0dz = dz · f0, f0 · dz
∗ = dz∗ · f0. (4.4)
Let Ω(U)q, Cl(U)q be the two-sided ideals of those algebras generated by f0. We call
Ω(U)q the algebra of differential forms with finite coefficients in the quantum disc, and
Cl(U)q the algebra of finite sections of the q-Clifford bundle.
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Obviously, Ω(U)q is a Uqsu1,1-module Ωq-bimodule and Cl(U)q is a Uqsu1,1-module
Clq-bimodule. As usual,
Ω(U)(0,1)q = {f + dz
∗g| f, g ∈ D(U)q},
Ω(U)(0,1)q = Cl(U)q/Cl(U)q · dz. (4.5)
It follows from (4.5) that Ω(U)(0,1)q is a Clq-module. We intend to equip Ω(U)
(0,1)
q with
an invariant Hermitian metric and an invariant scalar product.
Consider a sesquilinear map hU : Ω(U)
(0,∗)
q × Ω(U)
(0,∗)
q → D(U)q,
hU(ϕ0 + dz
∗ · ϕ1, ψ0 + dz
∗ · ψ1) = ψ
∗
0φ0 + q
−2ψ∗1(1− zz
∗)2ϕ1, (4.6)
with ϕ0, ϕ1, ψ0, ψ1 ∈ D(U)q.
Proposition 4.2
i) hU(ω, ω) ≥ 0 for all ω ∈ Ω(U)
(0,∗)
q and hU(ω, ω) = 0⇒ ω = 0,
ii) ξhU(ω1, ω2) = hU(ξ(2)ω1, (S(ξ(1)))
∗ω2) for all ξ ∈ Uqsu1,1, ω1, ω2 ∈ Ω(U)
(0,∗)
q .
iii) hU(cω1, ω2) = hU(ω1, c
∗ω2) for all c ∈ Clq, ω1, ω2 ∈ Ω(U)
(0,∗)
q .
This proposition can be proved in a similar manner as proposition 3.1.
Propositions 4.1 and 4.2 allow us to equip Ω(U)(0,∗)q with a Uqsu1,1-invariant scalar
product: (ω1, ω2)
def
=
∫
Uq
hU(ω1, ω2)dν.
Consider the Hilbert space Hq which is the completion of the pre-Hilbert space
Ω(U)(0,∗)q .
The boundedness of the operators T (f), f ∈ Pol(C)q, and the explicit form of the
invariant integral ν : D(U)q → C imply the following
Proposition 4.3 The linear operators Ω(U)(0,∗)q → Ω(U)
(0,∗)
q , ω 7→ cω, are bounded for
all c ∈ Clq.
Corollary 4.4 There exists a unique ∗-representation π of Clq (by bounded operators) in
Hq such that for all c ∈ Clq, ω ∈ Ω(U)
(0,∗)
q ,
π(c)ω = cω.
We close this section by recalling that the structure of Uqsu1,1-module (su-
per)differential algebra can be canonically transferred from Ωq onto Ω(U)
(0,∗)
q (see [8]):
df0 = −
1
1− q2
(dz · f0 · z
∗ + z · f0 · dz
∗).
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5 The Dirac operator in the quantum disc
The Dirac operator is normally defined in terms of special affine connections. Nevertheless,
in the case of Ka¨hler manifold, this operator admits a definition by a simple explicit
formula (see, for example, [6]). In the special case of the unit disc U ⊂ C and the Clifford
bundle as it is considered in this work, the Dirac operator in Ω(U)(0,∗) = Ω(U)(0,0) +
Ω(U)(0,1) is defined by
6D =
(
0 (∂)∗
∂ 0
)
, (5.1)
where (∂)∗ being a formal adjoint differential operator (with respect to the standard SU1,1-
invariant scalar products in Ω(U)(0,0), Ω(U)(0,1)). The operator 6D is essentially selfadjoint
in the Hilbert space completion H of Ω(U)(0,∗).
It is worth to note that
6D2 =
(
0 0
0 1
)
,
with 0 = (∂)
∗∂, 1 = ∂(∂)
∗ being essentially selfadjoint SU1,1-invariant differential
operators (invariant Laplace operators in the spaces of functions and differential type
(0, 1) forms, respectively).
Now we are going to pass from the classical disc to the quantum disc. Just as in the
classical case, one has the decompositions
Ω(U)q =
1⊕
i,j=0
Ω(U)(i,j)q , d = ∂ + ∂,
with ∂ : Ω(U)(i,j)q → Ω(U)
(i+1,j)
q ,
∂ : Ω(U)(i,j)q → Ω(U)
(i,j+1)
q
(these decompositions are related to the standard bigrading of the algebra of differential
forms: deg(z) = deg(z∗) = deg(f0) = (0, 0), deg(dz) = (1, 0), deg(dz
∗) = (0, 1)).
In some sense the quantum case turns out to be easier than the classical one, because
we have
Proposition 5.1 The linear operator ∂ : Ω(U)(0,0)q → Ω(U)
(0,1)
q is bounded.
See a proof in [10].
Let H
(0)
q and H
(1)
q be the closures of the linear manifolds Ω(U)
(0,0)
q = D(U)q and
Ω(U)(0,1)q , respectively, in Hq. From proposition 5.1 it follows that the linear map ∂ :
Ω(U)(0,0)q → Ω(U)
(0,1)
q has an extension by a continuity up to a bounded operator ∂ :
H
(0)
q → H
(1)
q . Now the decomposition Hq = H
(0)
q ⊕H
(1)
q allows us to introduce the Dirac
operator in the quantum disc by (5.1). As we have shown, in the quantum case the
operator 6D is bounded in Hq.
Note that 6D = 6D∗, and that the Dirac operator is an endomorphism of the Uqsu1,1-
module Ω(U)(0,∗)q , by this property of the operator ∂ and the Uqsu1,1-invariance of the
scalar products.
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Introduce the standard notation
∂
∂z
,
∂
∂z∗
for the linear operators defined by
∂ψ = dz
∂ψ
∂z
, ∂ψ = dz∗
∂ψ
∂z∗
.
Proposition 5.2 For all ψ ∈ D(U)q
(∂)∗ : dz∗ψ 7→ q2(1− zz∗)2
∂ψ
∂z
.
Proof. It suffices to prove that the linear operators q2
∂
∂z
,
∂
∂z∗
are formal adjoints
with respect to the scalar product in D(U)q
ϕ× ψ 7→
∫
Uq
ψ∗ϕ(1− zz∗)2dν,
determined by the ’q-Lebesgue measure’ (1− zz∗)2dν. The latter assertion can be proved
in the same way as the correspoding statement in [11].
Corollary 5.3 For all ϕ, ψ ∈ D(U)q
6D(ϕ+ dz∗ψ) = q2(1− zz∗)2
∂ψ
∂z
+ dz∗
∂ϕ
∂z∗
,
(∂)∗∂ϕ = q2(1− zz∗)2
∂
∂z
∂
∂z∗
,
∂(∂)∗(dz∗ψ) = q2dz∗
∂
∂z∗
(1− zz∗)2
∂
∂z∗
.
6 Concluding remarks
In A. Connes’ non-commutative Riemannian geometry [1, chapter VI] the differential d
is closely related to the Dirac operator 6D. Specifically, for any ’function’ f , the elements
f and df are in the Clifford algebra. They act in the same space as 6D, and
df · ψ = [6D, f ] · ψ. (6.1)
A similar relation is also valid in the case of quantum disc as one can see from the following
obvious
Proposition 6.1 For all f ∈ Pol(C)q, ψ ∈ D(U)q
(∂f) · ψ = [6D, f ] · ψ. (6.2)
Of course, one can replace the Clq-module Ω
(0,∗)
q by Clq treated as a Clq-module, in
order to pass from ∂ to d, i.e. for getting the relation (6.1) instead of (6.2). This is just
what stands for the Dirac bundle in [6, chapter 5A].
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There exists a unique Hermitian metric h which has all the properties stated in propo-
sition 3.1 and satisfies the relation h(dz, dz) = h(dz∗, dz∗):
h(ϕ00 + dzϕ10 + dz
∗ϕ01 + dzdz
∗ϕ11, ψ00 + dzψ10 + dz
∗ψ01 + dzdz
∗ψ11) =
= ψ∗00ϕ00+
1
1 + q2
(
ψ∗10(1− zz
∗)2ϕ10 + ψ
∗
01(1− zz
∗)2ϕ01
)
+
1
q2(1 + q2)
ψ∗11(1− zz
∗)4ϕ11,
with ϕij , ψij ∈ Pol(C)q.
Remark. The Uqsu1,1-invariance of the Hermitian metric h follows from the Uqsu1,1-
invariance of the following elements:
(1− zz∗)−2dzdz∗ ∈ Ω˜q,
3
(1− zz∗)−2dz ⊗ dz∗ ∈ Ω˜(1,0)q ⊗Pol(C)q Ω˜
(0,1)
q ,
(1− zz∗)−2dz∗ ⊗ dz ∈ Ω˜(0,1)q ⊗Pol(C)q Ω˜
(1,0)
q .
In fact, one can use the two latter elements in order to define the following morphisms
of Uqsu1,1-modules:
Ω˜(0,1)q ⊗P˜ol(C)q Ω˜
(1,0)
q → P˜ol(C)q, ψdz
∗ ⊗ dzϕ 7→ ψ(1− zz∗)2ϕ;
Ω˜(1,0)q ⊗P˜ol(C)q Ω˜
(0,1)
q → P˜ol(C)q, ψdz ⊗ dz
∗ϕ 7→ ψ(1− zz∗)2ϕ;
Ω˜(1,0)q ⊗P˜ol(C)q Ω˜
(0,1)
q ⊗P˜ol(C)q Ω˜
(1,0)
q ⊗P˜ol(C)q Ω˜
(0,1)
q → P˜ol(C)q,
ψdz ⊗ dz∗ ⊗ dz ⊗ dz∗ϕ 7→ ψ(1− zz∗)4ϕ.
What remains to elaborate is the fact that the corresponding tensor algebra is a Uqsu1,1-
module algebra.
In sections 2 – 5 we have considered a more simple case (Ω
(0,∗)
q instead of Ωq) in order
to reduce the relevant computations and to make the exposition more plausible.
It should be noted that A. Connes assumed in his theory that the spectrum of the
Dirac operator is discrete. This fails both for classical and quantum discs because of the
non-compactness of U. Even more, the spectrum of (∂)∗∂ in the space of square summable
functions is absolutely continuous in the classical case [2] and in the quantum case [10] as
well. In particular, the spectrum of our Dirac operator is not discrete.
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ON UNIQUENESS OF COVARIANT
DEFORMATION WITH SEPARATION OF
VARIABLES OF THE QUANTUM DISC
D. Shklyarov
1 Introduction
The concept of deformation quantization was introduced around 1977 by Bayen, Flato,
Fronsdal, Lichnerowicz, and Sternheimer [1]. Since then the concept has become very
popular. In this approach quantization means a deformation of the usual product of
smooth function on a ’phase space’ into a noncommutative associative product ⋆t (star-
product) with additional properties.
The problem of constructing star-products explicitly is still of importance. For some
special symplectic manifolds star-products can be constructed by using the famous Berezin
quantization method [2]. Specifically, the method can be explored for a wide class of
Kahler manifolds. The star-product on a Kahler manifold constructed by means of the
Berezin scheme possesses some remarkable properties. First, it respects the complex struc-
ture of the Kahler manifold. Second, it respects the action of the group of biholomorphic
automorphisms of the Kahler manifold.
In general, it seems to be important to look for those star-products on a symplec-
tic manifold which keep some additional geometric structures on this manifold. In this
connection, we want to mention the result on complete classification of star-products
with separation of variables on Kahler manifolds [8] and results concerning invariant star-
products on homogeneous symplectic manifolds [4], [5].
A remarkable class of Kahler manifolds to which the Berezin method is applicable is
the class of bounded symmetric domains. The simplest example is the unit disc within
complex plane C. The star-products on bounded symmetric domains arising from the
Berezin method were studied in [10] in the simplest case of the disc and in [6] in general
setting.
Recently, in the framework of the quantum group theory q-analogues of bounded
symmetric domains have been constructed [13]. In [14] we used a q-analog of the Berezin
method to produce a deformation of product in a noncommutative algebra of ’functions
on the quantum unit disc’ (see section 2 for definitions). This deformation respects both
the complex structure and the quantum group symmetry action (precise definitions are
to be found in section 3). The main result of this paper is Theorem 5.1 which states
that the deformation constructed in [14] is essentially the unique deformation possessing
the above properties (specifically, any deformation of that kind can be obtained from the
Berezin one via change of parameter).
Acknowledgement. I thank L. Vaksman for posing the problem and fruitful discus-
sions, and E. Karolinsky for many valuable remarks on improving the text. Unfortunately,
This research was supported in part by of the US Civilian Research & Development Foundation (Award No
UM1-2091) and by Swedish Academy of Sciences (project No 11293562).
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I didn’t succeed to take into account all his remarks, and I hope to do it in forthcoming
versions of this paper.
2 The algebra Pol(C)q
Everywhere in the sequel we suppose that q ∈ (0, 1) and the ground field is the field C of
complex numbers.
Denote by Pol(C)q the involutive unital algebra given by its generator z and the unique
commutation relation
z∗z = q2zz∗ + 1− q2. (2.1)
This algebra was studied in [11]. It serves as the initial object in constructing function
theory in the quantum unit disc (see [12]).
The algebra Pol(C)q may be endowed with an important extra structure, namely, the
structure of a Uqsu1,1-module algebra. Let us recall one what it means.
To start with, remind the definition of the quantum universal enveloping algebra Uqsl2
and its ”real form” Uqsu1,1. Uqsl2 is a Hopf algebra over C determined by the generators
K,K−1, E, F and the relations
KK−1 = K−1K = 1, K±1E = q±2EK±1, K±1F = q∓2FK±1,
EF − FE =
K −K−1
q − q−1
,
∆(K±1) = K±1 ⊗K±1, ∆(E) = E ⊗ 1 +K ⊗E, ∆(F ) = F ⊗K−1 + 1⊗ F.
Note that
ε(E) = ε(F ) = ε(K±1 − 1) = 0,
S(K±1) = K∓1, S(E) = −K−1E, S(F ) = −FK,
with ε : Uqsl2 → C and S : Uqsl2 → Uqsl2 being the counit and the antipode of Uqsl2,
respectively. Equip Uqsl2 with the involution given on the generators by
E∗ = −KF, F ∗ = −EK−1, (K±1)∗ = K±1. (2.2)
The pair (Uqsl2, ∗) is the ∗-Hopf algebra. It is denoted by Uqsu1,1.
Let F stands for a unital algebra equipped also with a structure of Uqsl2-module. F
is called a Uqsl2-module algebra if the multiplication m : F ⊗ F → F is a morphism of
Uqsl2-modules and for any ξ ∈ Uqsl2
ξ(1) = ε(ξ) · 1 (2.3)
(in other words, the unit 1 of the algebra F is Uqsl2-invariant).
An involutive algebra F is said to be a Uqsu1,1-module algebra if it is a Uqsl2-module
one and
(ξf)∗ = (S(ξ))∗f ∗ (2.4)
for any ξ ∈ Uqsu1,1 and f ∈ F (the first asterisk in the right hand side of (2.4) means the
involution (2.2)).
We have explained the meaning of the term ’Uqsu1,1-module algebra’. The following
statement is proved in [13].
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Proposition 2.1 There exists a unique structure of Uqsu1,1-module algebra in Pol(C)q
such that
K±1z = q±2z, Ez = −q1/2z2, F z = q1/2. (2.5)
Note that uniqueness of Uqsu1,1-module algebra structure in Pol(C)q satisfying (2.5) is a
simple consequence of definitions. Indeed, after application of the involution to the both
hand sides of equalities (2.5) we find that the following relations hold (see (2.4))
K±1z∗ = q∓2z∗, Ez∗ = q−3/2, F z = −q−5/2z∗2. (2.6)
Relations (2.3), (2.5), and (2.6) allow one to apply E, F , K±1 to any element of Pol(C)q.
This implies the uniqueness. Existence of Uqsu1,1-module algebra structure in Pol(C)q
given by (2.5) is a more difficult fact and we don’t adduce its proof (an analogous result
is proved in [13] in a much more general setting).
Let C[z]q and C[z∗]q stand for the unital subalgebras in Pol(C)q generated by z and
z∗, respectively. In view of (2.5) and (2.6), these subalgebras in the Uqsl2-module algebra
Pol(C)q are Uqsl2-module algebras themselves (however, these subalgebras are not Uqsu1,1-
module subalgebras).
The defining relation (2.1) allows one to rewrite any element f of the algebra Pol(C)q
in the form of a linear combination of ”normally ordered” monomials:
f =
∑
i,j
aijz
iz∗j , aij ∈ C.
Thus, there is a natural isomorphism of vector spaces
Pol(C)q ≃ C[z]q ⊗ C[z∗]q. (2.7)
Evidently, this isomorphism respects the action of Uqsl2.
In conclusion of this section, let us comment formulas (2.5) and (2.6). As we mentioned
in Introduction, the unit disc is a homogeneous space of the group SU(1, 1). Formulas
(2.5) and (2.6) are just q-analogs of the corresponding ’infinitesimal’ action of Usu1,1 in
the space of polynomials.
3 Deformations of the algebra Pol(C)q.
Real, and covariant deformations
First of all, let us explain what the term ’deformation of the algebra Pol(C)q’ means. Let
C[[t]] and Pol(C)q[[t]] stand for the algebra of formal power series in t over C and the
C[[t]]-module of formal series in t over Pol(C)q, respectively. According to the traditional
approach [7], a deformation of the algebra Pol(C)q is an associative C[[t]]-bilinear product
(called star-product)
⋆t : Pol(C)q[[t]]× Pol(C)q[[t]]→ Pol(C)q[[t]]
given for f, g ∈ Pol(C)q ⊂ Pol(C)q[[t]] by
f ⋆t g = f · g + t ·m1(f, g) + t
2 ·m2(f, g) + . . . (3.1)
with mi : Pol(C)q × Pol(C)q → Pol(C)q being some C-bilinear maps. The product of
arbitrary elements f, g ∈ Pol(C)q[[t]] is defined via the conditions of C-bilinearity and
t-adic continuity.
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In subsequent sections we consider deformations of certain class only. In this section
we present all necessary definitions.
A deformation ⋆t of the algebra Pol(C)q is said to be deformation with separation of
variables (see [8, 3]) if
f ⋆t g = f · g
with f ∈ C[z]q or g ∈ C[z∗]q.
Remark 1. Deformations with separation of variables possess the following property:
any such deformation can be reconstructed from the series z∗ ⋆t z.
A deformation ⋆t of the algebra Pol(C)q is called real if for any f, g ∈ Pol(C)q
(f ⋆t g)
∗ = g∗ ⋆t f
∗
(we suppose the formal parameter t is real: t∗ = t). In this case the algebra Pol(C)q[[t]]
is an involutive algebra.
Finally, let us define the notion of a covariant deformation of the algebra Pol(C)q.
Its classical counterpart is the notion of a SU(1, 1)-invariant deformation of the unit
disc. Endow Pol(C)q[[t]] with a structure of Uqsl2-module via C[[t]]-linearity (and t-adic
continuity). A deformation ⋆t of the algebra Pol(C)q is said to be covariant if the algebra
Pol(C)q[[t]] is a Uqsl2-module algebra with respect to the product ⋆t (see section 2 for
definitions). 1
Further we restrict ourselves of studying real covariant deformations with separation
of variables (abbreviated to RCW-deformations) of the algebra Pol(C)q only.
4 Examples of RCW-deformations of the algebra Pol(C)q
The simplest example of a RCW-deformation is the trivial deformation (the trivial defor-
mation is the deformation ⋆t such that f ⋆tg = f ·g for any f, g ∈ Pol(C)q). The remaining
part of this section is devoted to a more substantial example, namely, the Berezin deforma-
tion. This deformation is constructed in [14] by a q-analogue of the Berezin quantization
method. This approach is applicable to all q-Cartan domains [13]. In the simplest case
of quantum disc this method could be replaced by a plausible procedure, to be sketched
below.
Let us begin with some non-rigorous arguments. Suppose t ∈ [0, 1). Consider the
unital involutive algebra given by its generator and the following relation [9]:
z∗z = q2zz∗ + 1− q2 +
(1− q2)t
1− q2t
(1− z∗z)(1− zz∗). (4.1)
We denote it by Pol(C)q,t. Note that application of the involution to the both hand sides
of (4.1) leads to the relation
z∗z = q2zz∗ + 1− q2 +
(1− q2)t
1− q2t
(1− zz∗)(1− z∗z). (4.2)
In particular, the elements 1− zz∗ and 1− z∗z commute.
We describe the procedure of producing the Berezin deformation [14] starting from the
family of algebras Pol(C)q,t. Consider a polynomials f in (non-commuting) variables z,
1Note that if a deformation ⋆t is real and covariant then the algebra Pol(C)q[[t]] with the product ⋆t automat-
ically become a Uqsu1,1-module algebra.
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z∗ and try to put it in normal order using relation (4.1) (”to put in normal order” means
to rewrite as a linear combination of the monomials ziz∗j , i, j ∈ Z+). The procedure
of normal ordering is just the iterative process: at every subsequent step of this process
we look for all the monomials containing combination z∗z at least once; then we replace
precisely one such combination with the right hand side of (4.1) in each found monomial.
In general, we can’t put the polynomial f in normal order in a finite number of steps.
But it is not difficult to observe that for an arbitrarily large N any polynomial f can be
written in a finite number of steps in the form
f = f0 + tf1 + t
2f2 + . . .+ t
NfN + t
N+1fN+1 (4.3)
with f0, f1,...,fN being normally ordered polynomials independent of t. Thus, after ”infi-
nite number” of steps we should have a formal series
f0 + tf1 + t
2f2 + . . .+ t
NfN + . . . ∈ Pol(C)q[[t]]
whose coefficients are normally ordered polynomials. It can be proved that the series
depends on the polynomial f only (i.e., it is independent of arbitrariness in choice of the
combination z∗z at every step of the process). We shall call it the asymptotic expansion
of f .
Let us define a deformation ⋆t of the algebra Pol(C)q as follows. Because of isomor-
phism (2.7), it is sufficient to define ziz∗j ⋆t z
kz∗l. We set
ziz∗j ⋆t z
kz∗l = asymptotic expansion of ziz∗jzkz∗l.
It is almost explicit from the algorithm of normal ordering that this star-product
is associative and defines a deformation with separation of variables. Realness of this
deformation is a less evident fact. 2
The deformation constructed in this way turns out to be covariant. It is a consequence
of the following statement [14] (see also [9]).
Proposition 4.1 There exists a unique structure of Uqsu1,1-module algebra in Pol(C)q,t
satisfying (2.5).
Evidently, formulas (2.6) hold in Pol(C)q,t as well. To explain covariance of the deforma-
tion it suffices to note that the Uqsl2-action in Pol(C)q,t is independent of t, commutes
with multiplication by t, and respects the normal order.
We have explained roughly the idea of constructing the Berezin deformation of the
algebra Pol(C)q. Let us expound the above ’algorithm’ rigorously.
To start with, let us agree about the following notation. If F is a C[[t]]-module then Fn
stands for the C[[t]]-module F/tnF and F for the completion of F in the t-adic topology.
Note that if F is an (involutive) C[[t]]-algebra then Fn and F are naturally endowed with
structures of an (involutive) C[[t]]-algebra and a topological (involutive) C[[t]]-algebra,
respectively.
Consider the unital involutive C[[t]]-algebra given by its generator and relation (4.1).
Denote it by P. Evidently, relation (4.2) holds in this algebra as well. Using proposition
2To prove the realness one actually should show that the procedure of normal ordering ”commutes” with
application of the involution. It is easy to observe that application of the involution to a polynomial f followed
by normal ordering via relation (4.1) gives us the same series as normal ordering via relation (4.2) instead of
(4.1) followed by application of the involution. Now realness of the deformation is due to the following fact: the
procedures of normal ordering via (4.1) and (4.2) lead to the same result.
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4.1, one shows that there exists a unique structure of Uqsu1,1-module algebra in P given
by (2.5) and (2.6). Denote the C[[t]]-algebra Pol(C)q ⊗ C[[t]] by P . Endow the latter
algebra with a structure Uqsu1,1-module algebra via C[[t]]-linearity.
Let In stands for the unique C[[t]]-linear map from Pn to Pn such that In : ziz∗j 7→
ziz∗j . Certainly, In is an embedding of C[[t]]-modules and respects Uqsl2-actions. More-
over, In(f
∗) = (In(f))
∗ for any f ∈ Pn. In turns out to be an isomorphism of C[[t]]-
modules. Let us prove this via induction on n.
The case n = 1 is evident (moreover, due to (2.1) and (4.1), I1 is an isomorphism of
Uqsu1,1-module algebras). Suppose Ik is an isomorphism of C[[t]]-modules for any k ≤ n.
It suffices to show that the embedding In+1 : Pn+1 → Pn+1 is surjective.
Let ϕn+1 : Pn+1 → Pn and ψn+1 : Pn+1 → Pn stand for the natural surjective C[[t]]-
linear maps induced by the inclusions tn+1P ⊂ tnP and tn+1P ⊂ tnP. It is clear that
ψn+1 ◦ In+1 = In ◦ ϕn+1. (4.4)
Let f ∈ Pn+1. In view of the inductive hypothesis, there exists g ∈ Pn+1 such that
In◦ϕn+1(g) = ψn+1(f). (4.4) implies ψn+1◦In+1(g) = ψn+1(f), i.e., In+1(g)−f ∈ Kerψn+1.
In other words, In+1(g)− f = t
ng0 for some g0 ∈ Pn+1. Relation (4.1) and the definition
of the maps In imply t
nPn+1 ⊂ ImIn+1. By (4.4) f ∈ ImIn+1. So, In : Pn → Pn is an
isomorphism of C[[t]]-modules.
The family of isomorphisms In, n = 1, 2, . . ., satisfies (4.4). It means that there exists
the limit isomorphism of topological C[[t]]-modules
I∞ : P → P .
Evidently, P and P inherit structures of Uqsu1,1-module C[[t]]-algebras (moreover, Uqsu1,1-
module C[[t]]-algebra P is isomorphic to Pol(C)q[[t]]). The map I∞ is an isomorphism of
Uqsl2-modules and intertwines actions of the involutions in P and P. But I∞ is not an
algebra isomorphism. Define in P ≃ Pol(C)q[[t]] a new product by
f ⋆t g = I
−1
∞ (I∞(f) · I∞(g)) .
Evidently, Pol(C)q[[t]] endowed with this new product become a Uqsu1,1-module algebra.
This deformation is just the one described informally in the first part of this section.
We shall call it the Berezin deformation of Pol(C)q ([14]) and denote the attached star-
product by ⋆B.
Remark 2. We present in [14] explicit formulas for ⋆B, i.e., for the corresponding
bilinear maps mi (see (3.1)).
5 Uniqueness of the RCW-deformation of the algebra Pol(C)q
First of all, let us consider the following construction. Suppose ⋆t is a deformation of the
algebra Pol(C)q and mi : Pol(C)q × Pol(C)q → Pol(C)q are the attached bilinear maps
(see (3.1)). Let c(t) ∈ C[[t]], c(0) = 0. Using c(t), one can define a new star-product ⋆′t
given by
f ⋆′t g = f · g + c(t) ·m1(f, g) + c(t)
2 ·m2(f, g) + . . . . (5.1)
(The product of arbitrary elements f, g ∈ Pol(C)q[[t]] is defined via the conditions of
C-bilinearity and t-adic continuity.) It is said that ⋆′t is obtained from ⋆t via change of
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formal parameter. If the initial deformation ⋆t is a RCW-deformation and the series c(t)
is real then ⋆′t is a RCW-deformation as well.
The principal result of this paper is
Theorem 5.1 Any RCW-deformation of the algebra Pol(C)q can be obtained from the
Berezin deformation via change of formal parameter.
Proof of the Theorem. Let us use the traditional notation M [[t]] for the C[[t]]-module
of formal series in t over a vector space M .
Let ⋆t denotes a RCW-deformation of the algebra Pol(C)q. Endow Pol(C)q[[t]] with
the algebra structure using the star-product ⋆t. To prove the theorem we shall show that
the elements z and z∗ of the algebra Pol(C)q[[t]] satisfy a commutation relation which can
be obtained from (4.1) via change of formal parameter.
To start with, let us construct an embedding of the algebra Pol(C)q[[t]] into the algebra
of endomorphisms of a C[[t]]-module.
Let J stands for the left ideal in Pol(C)q[[t]] generated by z∗:
J = Pol(C)q[[t]] ⋆t z∗.
Since ⋆t is a product with separation of variables, we have J = J0[[t]] with J0 = Pol(C)qz∗.
Thus, Pol(C)q[[t]] splits into the direct sum of C[[t]]-submodules
Pol(C)q[[t]] = J + C[z]q[[t]]. (5.2)
From (5.2), we have the natural isomorphism of C[[t]]-modules
ϕ : Pol(C)q[[t]]/J → C[z]q[[t]]. (5.3)
The C[[t]]-module Pol(C)q[[t]]/J is endowed with the evident Pol(C)q[[t]]-module struc-
ture. Using isomorphism (5.3), one can ”transfer” Pol(C)q[[t]]-module structure onto
C[z]q[[t]]. As a result, we get the algebra homomorphism
T : Pol(C)q[[t]]→ EndC[[t]] (C[z]q[[t]]) .
Lemma 5.2 T is an embedding.
Proof of Lemma 5.2. To prove injectivity of T , we shall describe more or less ex-
plicitly the endomorphisms T (z) and T (z∗) of the C[[t]]-module C[z]q[[t]]. It is easy to
describe the former endomorphism. Indeed, each direct summand in (5.2) is invariant
under multiplication from the left by elements of the subalgebra C[z]q[[t]] ⊂ Pol(C)q[[t]].
This implies
T (z) : zn 7→ zn+1.
To describe explicitly T (z∗), one should use an extra structure in the Pol(C)q[[t]]-
module C[z]q[[t]] arising from the covariance of the deformation ⋆t.
Let us consider the Hopf subalgebra Uqb− ⊂ Uqsl2 generated by K
±1 and F . Cer-
tainly, J is a Uqb−-invariant subspace in Pol(C)q[[t]] (see the definition of J and relations
(2.5),(2.6)). Thus, the C[[t]]-module Pol(C)q[[t]]/J is endowed with a natural structure
of a Uqb−-module. Moreover, since Pol(C)q[[t]] is a Uqsl2-module algebra, Pol(C)q[[t]]/J
is a Uqb−-module Pol(C)q[[t]]-module, i.e., the multiplication map
Pol(C)q[[t]]⊗ (Pol(C)q[[t]]/J)→ (Pol(C)q[[t]]/J)
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is a morphism of Uqb−-modules. Furthermore, the Uqb−-action respects decomposi-
tion (5.2) (this is a direct consequence of (2.5) and (2.6)). Therefore, the structure
of Pol(C)q[[t]]-module in C[z]q[[t]] (defined above via isomorphism (5.3)) is compatible
with the natural Uqb−-module structure. In other words, C[z]q[[t]] is a Uqb−-module
Pol(C)q[[t]]-module. This observation allows to calculate T (z∗).
Suppose that T (z∗) : zn 7→ φn(z) for some φn(z) ∈ C[z]q[[t]]. Formulas (2.5),
(2.6) and Uqb−-moduleness of the Pol(C)q[[t]]-module C[z]q[[t]]-module imply K(φn(z)) =
q2n−2φn(z). It is clear that the latter equality holds only when φn(z) = cn(t)z
n−1,
cn(t) ∈ C[[t]]. It is possible to calculate c(0): since
z∗ ⋆t z ≡ q
2zz∗ + 1− q2 (mod t)
(see (2.1)), we get
z∗ ⋆t z
n ≡ q2nznz∗ + (1− q2n)zn−1 (mod t).
Thus, cn(t) ≡ 1− q
2n (mod t). As a result, we have
T (z) : zn 7→ zn+1, (5.4)
T (z∗) : zn 7→ cn(t)z
n−1, (5.5)
with
cn(t) ≡ 1− q
2n (mod t). (5.6)
We are now in a position to prove injectivity of T . Let f =
∑
i,j aijz
iz∗j ∈ Pol(C)q[[t]]
be a non-zero element such that T (f) = 0. Suppose j0 is the least non-negative integer
such that aij0 6= 0 for some i. From (5.4) and (5.5),
T (f) : zj0 7→
∑
i
aij0z
i.
Thus, aij0(t)cj0(t)cj0−1(t) . . . c1(t) = 0 for any i. In view of (5.6), aij0(t) = 0 for any i. It
contradicts our choice of j0. Q.E.D.
Lemma 5.3 There exists a formal series c(t) with real coefficients such that c(0) = 0 and
T (z∗)T (z) = q2T (z)T (z∗) + 1− q2 +
(1− q2)t
1− q2t
(1− T (z)T (z∗))(1− T (z∗)T (z)). (5.7)
Proof of Lemma 5.3. Let us invoke Uqb−-moduleness of the Pol(C)q[[t]]-module C[z]q
once more. Apply the element F ∈ Uqb− to both hand sides of the equality T (z
∗)(zn) =
cn(t)z
n−1 (see (5.5)):
T (Fz∗)(K−1zn) + T (z∗)(Fzn) = cn(t)Fz
n−1. (5.8)
Equalities (2.5) and easy induction on n give
K−1zn = q−2nzn, F zn = q1/2
1− q−2n
1− q−2
zn−1. (5.9)
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According to (2.6) and (5.9), (5.8) can be rewritten as follows
−q5/2T (z∗2)(q−2nzn) + q1/2
1− q−2n
1− q−2
T (z∗)(zn−1) = q1/2
1− q2−2n
1− q−2
cn(t)z
n−2. (5.10)
From (5.5),
−q5/2−2ncn(t)cn−1(t)z
n−2 + q1/2
1− q−2n
1− q−2
cn−1(t)z
n−2 = q1/2
1− q2−2n
1− q−2
cn(t)z
n−2. (5.11)
For n = 0 or n = 1, the latter equality holds trivially. For n > 1, it is equivalent to
the following ’recurrence’ relation
−q2−2n(1− q−2)cn(t)cn−1(t) + (1− q
−2n)cn−1(t) = (1− q
2−2n)cn(t). (5.12)
Let us define the series c(t) by
c1(t) =
1− q2
1− q2c(t)
. (5.13)
From (5.6), we have c(0) = 0. In view of (5.12),
cn(t) =
1− q2n
1− q2nc(t)
(5.14)
(it suffices to proceed by induction on n). So, there exists a series c(t) such that c(0) = 0
and
T (z)(zn) = zn+1, (5.15)
T (z∗)(zn) =
1− q2n
1− q2nc(t)
zn−1. (5.16)
The latter equalities imply (5.7). Now, to finish proof of Lemma 5.3, it remains to show
that the series c(t) given by (5.14) has real coefficients. Because of the definition of c1(t),
z∗ ⋆t z = c1(t) + f (5.17)
for some f ∈ J . Apply the element K ∈ Uqsl2 to the both hand sides of (5.17). Since
the deformation ⋆t is covariant, we have Kf = f , i.e., f =
∑
j aj(t)z
jz∗j . Apply the
involution to the both hand sides of the equality
z∗ ⋆t z = c1(t) +
∑
j
aj(t)z
jz∗j .
Now realness of coefficients of c1(t) is due to realness of the deformation. It follows that
coefficients of c(t) are real as well (see (5.14)). Lemma 5.3 is proved.
Lemmas 5.2 and 5.3 imply existence of a series c(t) with real coefficient such that
c(0) = 0 and
z∗ ⋆t z = q
2z ⋆t z
∗ + 1− q2 +
(1− q2)c(t)
1− q2c(t)
(1− z ⋆t z
∗) ⋆t (1− z
∗ ⋆t z). (5.18)
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It is not difficult to finish the proof of Theorem 5.1. The Berezin deformation ⋆B certainly
satisfies the condition
z∗ ⋆B z = q
2z ⋆B z
∗ + 1− q2 +
(1− q2)t
1− q2t
(1− z ⋆B z
∗) ⋆B (1− z
∗ ⋆B z)
(see the previous section). Moreover, the series z∗ ⋆B z can be reconstructed from the
latter relation in a unique way. Similarly, there are no two different deformations with
separation of variables satisfying (5.18) (see Remark 1). It is clear how to construct one
such deformation: for f, g ∈ Pol(C)q one should set
f ⋆t g = f · g + c(t) ·m1(f, g) + c(t)
2 ·m2(f, g) + . . . ,
with mi given by
f ⋆B g = f · g + t ·m1(f, g) + t
2 ·m2(f, g) + . . . .
It is straightforward now that the deformation ⋆t can be obtained from the Berezin one
via change of formal parameter. Theorem 5.1 is proved.
Remark 3. At first sight, we didn’t invoke the full ”quantum symmetry” in the proof
of Theorem 5.1 (i. e., Uqsu1,1-covariance of the algebra Pol(C)q[[t]]). What we realy used
was the Uqb−-covariance. But it is simple to show that realness and Uqb−-covariance of a
deformation with separation of variables imply its Uqsu1,1-covariance.
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UNITARY REPRESENTATIONS AND
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1. This work is devoted to study of a very restricted class of homogeneous spaces
associated to quantum groups [1, 4]. We follow [8] in describing here the construction of
algebras of functions and differential forms on these quantum homogeneous spaces.
We hope to extend to the above context a great deal of the results of function theory
and harmonic analysis in bounded symmetric domains [3]. This is shown here to be
available for the simplest one among such domains, the quantum disc [9].
Our subsequent constructions are q-analogues of the corresponding Harish-Chandra’s
constructions which allow one to embed a Hermitian symmetric space of non-compact
type into CN [2].
Let A be a Hopf algebra, ε its counit, and S its antipode. Consider an algebra F
equipped also with a structure of A-module. F is said to be an A-module (covariant)
algebra if
i) the multiplication m : F ⊗ F → F, m : f1 ⊗ f2 7→ f1 · f2; f1, f2 ∈ F is a morphism
of A-modules;
ii) the unit 1 ∈ F is an invariant: ξ1 = ε(ξ)1, ξ ∈ A.
If A is a Hopf ∗-algebra, and F is also equipped with an involution, then the definition
of covariance should include the following compatibility condition for involutions:
∀ξ ∈ A, f ∈ F (ξf)∗ = (S(ξ))∗f ∗.
In the sequel all the algebras of ”functions” (C[g−1]q, C[g−1]q, Pol(g−1)q) and ”differ-
ential forms” are covariant algebras.
2. Let g be a simple complex Lie algebra, h ⊂ g a Cartan subalgebra, αj ∈ h
∗, j =
1, . . . , l, a system of simple roots with αj0 being one of those roots. Consider the Z-grading
g =
⊕
m
gm given by
gm = {ξ ∈ g| [H0, ξ] = 2mξ},
with H0 ∈ h such that
αj(H0) = 0, j 6= j0; αj0(H0) = 2.
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If this grading terminates,
g = g−1 + g0 + g+1,
then clearly g±1 are Abelian Lie subalgebras. This is just the case when Harish-Chandra’s
construction presents a bounded symmetric domain U in the vector space g−1.
Note also that in the case g = slm+n, αj0 = αm, U is the matrix ball in the space of
m× n matrices:
g−1 ≃ Mat(m,n); U = {T ∈ Mat(m,n)| ‖T‖ < 1}.
3. Turn to the quantum case and fix q ∈ (0, 1).
Remind that the Hopf algebra Uqsl2 is determined by its generators K
±1, E, F and the
relations
K ·K−1 = K−1 ·K = 1, K±1 · E = q±2EK±1,
K±1 · F = q∓2FK±1, EF − FE = (K −K−1)/(q − q−1).
Comultiplication ∆ : Uqsl2 → Uqsl2⊗Uqsl2 is given by ∆(E) = E⊗1+K⊗E, ∆(F ) =
F ⊗K−1 + 1⊗ F, ∆(K±1) = K± ⊗K±1.
This Hopf algebra was introduced by E. Sklyanin, and its generalization Uqg to the
case of an arbitrary simple Lie algebra g in the works of V. Drinfeld and M. Jimbo [1]. Uqg
is determined by the generators {K±1j , Ej , Fj}j=1,...,l and the well known relations [4]. In
this setting, every simple root αj , j = 1, . . . , l, generates an embedding ϕj : Uqjsl2 → Uqg
given by
ϕj : K
±1 7→ K±1j , ϕj : E 7→ Ej , ϕj : F 7→ Fj .
Here qj = q
dj with dj > 0 such that diaij = ajidj for all i, j.
4. Equip Uqg with a structure of graded algebra:
degKj = degEj = degFj = 0, j 6= j0
degKj0 = 0, degEj0 = 1, degFj0 = −1.
The embedding g−1 ⊂ Ug has no good q-analog. This forces us to use the generalized
Verma modules instead of Ug.
Let V be a graded Uqg-module determined by its generator v ∈ V and the relations
Eiv = 0, K
±1
i v = v, i = 1, . . . , l,
Fjv = 0, j 6= j0.
In the classic limit q → 1 there is an embedding g−1 →֒ V, ξ 7→ ξv. This allows one to
treat the homogeneous component V−1 = {v ∈ V | deg v = −1} as a q-analog of the
vector space g−1.
We need also the graded Uqg-module V
′ given by its generator v′ and the relations
Eiv
′ = 0, K±1i v
′ = q∓aij0v′, i = 1, . . . , l,
F
−aij0+1
j v
′ = 0, j 6= j0; deg v
′ = −1.
5. Introduce the notation C[g−1]q =
⊕
m
(Vm)
∗,
∧1(g−1)q =⊕
m
(V ′m)
∗ for the dual to the
Uqg-modules V and V
′ respectively graded Uqg-modules. The elements f ∈ C[g−1]q are be
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called holomorphic polynomials, and the elements ω ∈
∧1(g−1)q differential 1-forms. The
linear operator d : C[g−1]q →
∧1(g−1)q is defined via the adjoint operator d∗ : V ′ → V .
In turn, d∗ is defined as the unique Uqg-module morphism with d
∗ : v′ 7→ Fj0v. Evidently,
the differential d is a morphism of Uqg
op-modules.
6. Besides the comultiplication ∆ : Uqg → Uqg ⊗ Uqg
op we need also the opposite
comultiplication ∆op. It is used to equip the vector spaces V ⊗ V, V ⊗ V ′, V ′ ⊗ V with a
structure of Uqg-modules.
The maps v 7→ v ⊗ v, v′ 7→ v ⊗ v′, v′ 7→ v′ ⊗ v admit the unique extensions to
morphisms of Uqg-modules
V → V ⊗ V, V ′ → V ⊗ V ′, V ′ → V ′ ⊗ V.
The adjoint operator to the comultiplication V → V ⊗ V equips C[g−1]q with a structure
of associative algebra. Similarly, the operators dual to the above morphisms V ′ → V ⊗
V ′, V ′ → V ′ ⊗ V equip
∧1(g−1)q with a structure of a bimodule over C[g−1]q.
It is easy to show that d(f1f2) = df1 · f2 + f1 · df2 for all f1, f2 ∈ C[g−1]q. This
allows one to pass from the 1-forms to the higher differential forms (see, for instance, the
construction of G. Maltsiniotis [5]).
7. It is possible to describe the above algebras by their generators and relations. Even
in the simplest case g = slN our approach yields the profound results [7].
It should be noted that our approach to the construction of algebras of differential
forms is completely analogous to that of V. G. Drinfeld to the construction of the algebra
of functions on a formal quantum group [1].
8. If we replace in the above construction the Uqg-module V with a highest weight
vector by the Uqg-module with a lowest weight vector, we obtain the algebra C[g−1]q of
antiholomorphic polynomials on the quantum vector space g−1.
The tensor product
Pol(g−1)q = C[g−1]q ⊗ C[g−1]q
is equipped with a structure of algebra by means of the universal R-matrix together with
the corresponding ”commutativity morphism” [1]:
Rˇ : C[g−1]q ⊗ C[g−1]q → C[g−1]q ⊗ C[g−1]q.
9. For the sake of passage from ’complex quantum Lie groups to real ones’ equip the
Hopf algebra Uqg with an involution:
E∗j =
{
KjFj j 6= j0
−KjFj j = j0
, F ∗j =
{
EjK
−1
j j 6= j0
−EjK
−1
j j = j0
,
(K±1j )
∗ = K±1j , i, j ∈ {1, . . . , l}.
The involution in Pol(g−1)q presented in [8] possess the property ∀ξ ∈ Uqg, f ∈
Pol(g−1)q (ξf)
∗ = (S(ξ))∗f ∗.
In the simplest case g = sl2 one obtains the well known ∗-algebra given by the gener-
ators z, z∗ and the relation z∗z − q2zz∗ = 1− q2 [8].
The passage from the polynomial algebra to the algebra of continuous functions in the
closure of a bounded symmetric domain is made by means of a C∗-completion. In the
special case of quantum disc this argument was used, in particular, in [6].
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In [9] the q-analogs for the basic integral representations of the function theory in the
quantum disc were obtained. Besides, there are several results for the quantum ball [10].
10. Finally, we express our gratitude to V. P. Akulov for helpful discussions of the
results of this work.
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q-ANALOGUES OF SOME BOUNDED
SYMMETRIC DOMAINS
D. L. Shklyarov S. D. Sinel’shchikov L. L. Vaksman
Institute for Low Temperature Physics & Engineering
National Academy of Sciences of Ukraine,
Kharkov 61103, Ukraine
Abstract. We study q-analogues of matrix balls. A description of algebras of finite
functions in the quantum matrix balls, an explicit form for the invariant integral in the
space of finite functions, q-analogues for the weighted Bergman spaces, together with an
explicit formula for the corresponding Bergman kernel, are presented.
1 Introduction
Hermitian symmetric spaces of non-compact type constitute one of the most important
classes of homogeneous symmetric spaces. A well known result by Harish-Chandra claims
that any such space can be realized as a bounded symmetric domain in a complex vector
space V (via the so-called Harish-Chandra embedding).
Irreducible bounded symmetric domains were classified by E. Cartan. They are among
the important subjects in Lie theory, geometry and function theory.
The first step in studying q-analogues of irreducible bounded symmetric domains was
made in [2]. This work provides a q-analogue for the Harish-Chandra embedding and, in
particular, a construction for q-analogues of the polynomial algebra and the differential
calculus on V .
Our subject is the simplest class among those q-analogues, the quantum matrix balls.
In the classical case q = 1 the corresponding vector space V is the space Matm,n of
rectangle complex matrices, and the matrix ball is defined as
U = {z ∈ Matm,n|zz∗ < 1}.
This ball is a homogeneous space of the group SUn,m.
Proofs of all presented results and also some results concerning the special case of
quantum disc (n = m = 1) can be found in our electronic preprints (http://xxx.lanl.gov/).
2 Polynomials and finite functions in the quantum matrix ball
Everywhere in the sequel q ∈ (0, 1), m,n ∈ N, m ≤ n, N = m+ n. We use the standard
notation sun,m for the Lie algebra of the group SUn,m.
The Hopf algebra UqslN is determined by its generators {Ei, Fi, K
±1
i }i=1,...,N−1 and the
well known Drinfeld-Jimbo relations [1]. Equip UqslN with the involution defined on the
This lecture has been delivered at the 8-th International Colloquium ’Quantum groups and Integrable Systems’
held in Prague, June 1999; published in Czechoslovak Journal of Physics 50 (2000), No 1, 175 – 180
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generators K±1j , Ej , Fj, j = 1, . . . , N − 1 by
(
K±1j
)∗
= K±1j , E
∗
j =
{
KjFj , j 6= n
−KjFj , j = n
, F ∗j =
{
EjK
−1
j , j 6= n
−EjK
−1
j , j = n
.
The Hopf ∗-algebra Uqsun,m = (UqslN , ∗) arising this way is a q-analogue of the Hopf
algebra Usun,m.
Remind some well known definitions. An algebra F is said to be an A-module algebra
if it is a module over a Hopf algebra A, the unit of F is an invariant and the multiplication
F ⊗ F → F , f1 ⊗ f2 7→ f1 · f2, is a morphism of A-modules. In the case of a ∗-algebra F
and a Hopf-∗-algebra A, there is an additional requirement that the involutions agree as
follows:
(af)∗ = (S(a))∗f ∗, a ∈ A, f ∈ F, (2.1)
with S : A→ A being the antipode of A.
In [2] a Uqsun,m-module algebra Pol(Matm,n)q and its UqslN -module subalgebra
C[Matm,n]q were introduced (the notation g−1 was used in [2] instead of Matm,n). These
algebras are q-analogues of polynomial algebras in the vector spaces Matm,n. We present
below a description of these algebras in terms of generators and relations, together with
explicit formulae for the UqslN -action in C[Matm,n]q (corresponding explicit formulae for
Uqsun,m-action in Pol(Matm,n)q can be produced via (2.1)).
With the definitions of [2] as a background, one can prove the following two proposi-
tions.
Proposition 2.1 There exists a unique family {zαa }a=1,...,n;α=1,...,m of elements of the
UqslN -module algebra C[Matm,n]q such that for all a = 1, . . . , n;α = 1, . . . , m
Hnz
α
a =
 2z
α
a , a = n & α = m
zαa , a = n & α 6= m or a 6= n & α = m
0 , otherwise
, (2.2)
Fnz
α
a = q
1/2 ·
{
1 , a = n & α = m
0 , otherwise
, (2.3)
Enz
α
a = −q
1/2 ·
 q
−1zma z
α
n , a 6= n & α 6= m
(zmn )
2 , a = n & α = m
zmn z
α
a , otherwise
, (2.4)
and with k 6= n
Hkz
α
a =
 z
α
a , k < n & a = k or k > n & α = N − k
−zαa , k < n & a = k + 1 or k > n & α = N − k + 1
0 , otherwise
, (2.5)
Fkz
α
a = q
1/2 ·
 z
α
a+1 , k < n & a = k
zα+1a , k > n & α = N − k
0 , otherwise
, (2.6)
Ekz
α
a = q
−1/2 ·
 z
α
a−1 , k < n & a = k + 1
zα−1a , k > n & α = N − k + 1
0 , otherwise
. (2.7)
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Remark. The elements {Hj}j=1,..N−1 and {Kj}j=1,..N−1 are related as follows:
Kj = q
Hj
(the exact definition of {Hj} one can find in [2]).
Proposition 2.2 {zαa }a=1,...,n;α=1,...,m generate C[Matm,n]q as an algebra and Pol(Matm,n)q
as a ∗-algebra. The complete list of relations is as follows:
zαa z
β
b =

qzβb z
α
a , a = b & α < β or a < b & α = β
zβb z
α
a , a < b & α > β
zβb z
α
a + (q − q
−1)zβa z
α
b , a < b & α < β
, (2.8)
(zβb )
∗zαa = q
2 ·
n∑
a′,b′=1
m∑
α′,β′=1
R(b, a, b′, a′)R(β, α, β ′, α) · zα
′
a′
(
zβ
′
b′
)∗
+ (1− q2)δabδ
αβ, (2.9)
with δab, δ
αβ being the Kronecker symbols and
R(b, a, b′, a′) =

q−1 , a 6= b & b = b′ & a = a′
1 , a = b = a′ = b′
−(q−2 − 1) , a = b & a′ = b′ & a′ > a
0 , otherwise
. (2.10)
Example. In the simplest case m = n = 1 the relations presented above describe a
very well known Uqsu1,1-module algebra
z∗z = q2zz∗ + 1− q2. (2.11)
Consider the ∗-algebra Fun(U)q ⊃ Pol(Matm,n)q derived from Pol(Matm,n)q by adding
a generator f0 such that
f0 = f
2
0 = f
∗
0 , (z
α
a )
∗ f0 = f0z
α
a = 0, a = 1, . . . , n; α = 1, . . . , m. (2.12)
(Relations (2.12) allow one to treat f0 as a q-analogue of the function that equal to 1 in
the center of the ball and equal to 0 in other points.)
Proposition 2.3 There exists a unique extension of the structure of a Uqsun,m-module
algebra from Pol(Matm,n)q onto Fun(U)q such that
Hnf0 = 0, Fnf0 = −
q1/2
q−2 − 1
f0 · (z
m
n )
∗ , Enf0 = −
q1/2
1− q2
zmn · f0 (2.13)
and with k 6= n
Hkf0 = Fkf0 = Ekf0 = 0. (2.14)
The two-sided ideal D(U)q
def
= Fun(U)qf0Fun(U)q is a Uqsun,m-module algebra. Its
elements will be called the finite functions in the quantum matrix ball.
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3 Invariant integral
It is well known that in the classical case q = 1 the positive SUn,m-invariant integral could
not be defined on the polynomial algebra. However, it is well defined on the space of finite
smooth functions. These observations are still applicable in the quantum case.
Consider the representation T of Fun(U)q in the space H = Fun(U)qf0 =
Pol(Matm,n)qf0:
T (f)ψ = fψ, f ∈ Fun(U)q, ψ ∈ H. (3.1)
Remark. It can be shown that there exists a unique positive scalar product in H
such that (f0, f0) = 1, and
(T (f)ψ1, ψ2) = (ψ1, T (f
∗)ψ2), f ∈ Fun(U)q, ψ1, ψ2 ∈ H. (3.2)
Moreover one can prove that the ∗-algebra Pol(Matm,n)q admits a unique up to uni-
tary equivalence faithful irreducible ∗-representation by bounded operators in a Hilbert
space. This ∗-representation can be produced via extending the operators T (f), f ∈
Pol(Matm,n)q, onto the completion of the pre-Hilbert space H.
Remind the notation Uqb+ for the subalgebra of UqslN generated by the elements
{Ei, K
±1
i }i=1,...,N−1. Obviously,
Uqb+H ⊂ H,
and thus we obtain the representation Γ of the algebra Uqb+ in H. Let also
ρˇ =
1
2
N−1∑
j=1
j(N − j)Hj. (3.3)
Proposition 3.1 The linear functional∫
Uq
fdν = tr(T (f)Γ(q−2ρˇ)), f ∈ D(U)q, (3.4)
is well defined, Uqsun,m-invariant and positive (i.e.
∫
Uq
f ∗fdν > 0 for f 6= 0).
4 Weighted Bergman spaces and Bergman kernels
Our intention is to produce q-analogues of weighted Bergman spaces. In the case q = 1
one has
det(1− zz∗) = 1 +
m∑
k=1
(−1)kz∧kz∗∧k, (4.1)
with z∧k, z∗∧k being the ”exterior powers” of the matrices z, z∗, that is, matrices formed
by the minors of order k.
Let 1 ≤ α1 < α2 < . . . < αk ≤ m, 1 ≤ a1 < a2 < . . . < ak ≤ n. Introduce q-analogues
of minors for the matrix z:
z∧k
{α1,α2,...,αk}
{a1,a2,...,ak}
=
∑
s∈Sk
(−q)l(s)z
αs(1)
a1 z
αs(2)
a2 . . . z
αs(k)
ak , (4.2)
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with l(s) = card{(i, j)| i < j & s(i) > s(j)} being the length of the permutation s.
The q-analogue y ∈ Pol(Matm,n)q for the polynomial det(1− zz
∗) is defined by
y = 1 +
m∑
k=1
(−1)k
∑
{J ′| card(J ′)=k}
∑
{J ′′| card(J ′′)=k}
z∧k
J ′
J ′′ ·
(
z∧k
J ′
J ′′
)∗
. (4.3)
Let λ > m+ n− 1. Now one can define the integral with weight yλ as follows:∫
Uq
fdνλ
def
= C(λ)
∫
Uq
fyλdν, f ∈ D(U)q, (4.4)
where C(λ) =
n−1∏
j=0
m−1∏
k=0
(
1− q2(λ+1−N)q2(j+k)
)
provides
∫
Uq
1dνλ = 1.
The Hilbert space L2(dνλ)q is defined as a completion of the space D(U)q of finite
functions with respect to the norm ‖f‖λ =
∫
Uq
f ∗fdνλ

1/2
. The closure L2a(dνλ)q in
L2(dνλ)q of the algebra C[Matm,n]q will be called a weighted Bergman space.
Consider the orthogonal projection Pλ in L
2(dνλ)q onto the weighted Bergman space
L2a(dνλ)q. Our goal here is to show that Pλ could be written as an integral operator
Pλf =
∫
Uq
Kλ(z, ζ
∗)f(ζ)dνλ(ζ), f ∈ D(U)q. (4.5)
The main intention of this section is to introduce the algebra C[[Matm,n ×Matm,n]]q
of kernels of integral operators and to determine an explicit form of the Bergman kernel
Kλ ∈ C[[Matm,n ×Matm,n]]q.
Introduce the notation
hi =
∑
J′⊂{1,2,...,m}
card(J′)=i
∑
J ′′ ⊂ {1, 2, . . . , n}
card(J ′′) = i
z∧i
J ′
J ′′ ⊗
(
z∧i
J ′
J ′′
)∗
. (4.6)
Let C[Matm,n]q ⊂ Pol(Matm,n)q be the unital subalgebra generated by (zαa )
∗, a =
1, 2, . . . , n, α = 1, 2, . . . , m, and C[Matm,n]opq the algebra which differs from C[Matm,n]q
by a replacement of its multiplication law to the opposite one. The tensor
product algebra C[Matm,n]opq ⊗C[Matm,n]q will be called an algebra of polynomial kernels.
It is possible to show that in this algebra hihj = hjhi for all i, j = 1, 2, . . . , m.
We follow [2] in equipping Pol(Matm,n)q with a Z-gradation: deg(zαa ) = 1, deg((z
α
a )
∗) =
−1, a = 1, 2, . . . , n, α = 1, 2, . . . , m. In this context one has:
C[Matm,n]opq =
∞⊕
i=0
C[Matm,n]
op
q,i, C[Matm,n]q =
∞⊕
j=0
C[Matm,n]q,−j, (4.7)
C[Matm,n]opq ⊗ C[Matm,n]q =
∞⊕
i,j=0
C[Matm,n]
op
q,i ⊗ C[Matm,n]q,−j. (4.8)
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The kernel algebra C[[Matm,n×Matm,n]]q will stand for a completion of C[Matm,n]opq ⊗
C[Matm,n]q in the topology associated to the gradation in (4.8).
Proposition 4.1 Let Kλ be an element of the algebra C[[Matm,n ×Matm,n]]q defined by
Kλ =
∞∏
j=0
(
1 +
m∑
i=1
(−q2(λ+j))ihi
)
·
∞∏
j=0
(
1 +
m∑
i=1
(−q2j)ihi
)−1
(4.9)
Then (4.5) holds.
Remark. A q-analogue of the ordinary Bergman kernel for the matrix ball is derivable
from (4.9) by a substitution λ = m+ n:
K =
m+n−1∏
j=0
(
1 +
m∑
i=1
(−q2j)ihi
)−1
−→
q→1
(det(1− z · ζ∗))−(m+n) .
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ON A q-ANALOGUE OF THE FOCK INNER
PRODUCT
D.Shklyarov
Institute for Low Temperature Physics & Engineering
National Academy of Sciences of Ukraine,
Kharkov 61103, Ukraine
1 Introduction
Let Matm,n be the space of complex n × m matrices. We denote by z
α
a , a = 1, . . . , n,
α = 1, . . . , m the standard coordinate functions on Matm,n given by the matrix entries.
Let C[Matm,n] stands for the space of polynomials on Matm,n (i. e. polynomials in zαa ’s).
We recall that the Fock inner product in the space C[Matm,n] is defined by
(P , Q)F =
∫
Matm,n
P (Z)Q(Z)e−tr(ZZ
∗)dZ (1.1)
with Z = (zαa ) and dZ being the Lebesgue measure on Matm,n such that
(1 , 1)F = 1.
The inner product possesses the following remarkable property(
∂P
∂zαa
, Q
)
F
= (P , zαaQ)F ∀a, α, (1.2)
which allows us to rewrite the product in the differential form
(P , Q)F = ∂P (Q)(0) (1.3)
where ∂P stands for the differential operator with constant coefficients derived from the
polynomial P by substituting zαa →
∂
∂zαa
, a = 1, . . . , n, α = 1, . . . , m, and Q stands for
the polynomial derived from Q by changing the coefficients in the monomial basis to the
complex conjugate ones.
At first glance, there is no necessity to involve the matrix space Matm,n into the
definition of the Fock inner product since the definition depends on the dimension m ·
n of Matm,n only (indeed, tr(ZZ∗) coincides with the usual Euclidean norm under the
natural identification Matm,n ∼= Cmn). Our motivation comes from the theory of bounded
symmetric domains (see, for instance, [1]). Suppose D ⊂ Cd is a bounded symmetric
domain. One associates to D a Euclidean norm ‖ · ‖ in Cd and then the Fock inner
product in the space of polynomials on Cd:
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(P , Q)F =
∫
Cd
P (z)Q(z)e−‖z‖
2
dz
with z = (z1, z2, . . . , zd) and dz being the Lebesgue measure on Cd normalized by the
same condition as in (1.1). Let G be the group of biholomorphic automorphisms of
D and K ⊂ G the stationary subgroup of the center 0 ∈ D. Then K is a compact
subgroup in GL(d), and the Fock inner product is invariant under the induced action
of K in the space of polynomials on Cd. The same Cd may contain different bounded
symmetric domains, and even if the associated Fock inner products coincide, the choice
of a particular bounded symmetric domain indicates the symmetry group of the inner
product. For example, by using the notation Matm,n we indicate the connection of the
inner product (1.1) to the matrix unit ball Dm,n = {Z |ZZ
∗ < I} ⊂ Matm,n. The ball,
we recall, is a homogeneous space of the group SU(n,m), and the stationary subgroup
of the zero matrix 0 is S(U(n) × U(m)). The action of the latter group in C[Matm,n] is
described explicitly by
P g(Z) = P (g t2Zg1), g = (g1, g2) ∈ S(U(n)× U(m)),
and the invariance of the Fock inner product is written as follows
(P g , Qg)F = (P , Q)F , ∀g ∈ S(U(n)× U(m)). (1.4)
It worth noting that easy computability and the invariance of the Fock inner product
make it extremely useful in function theory on bounded symmetric domains.
We turn now to the subject of the present paper. It is known that the algebra
C[Matm,n] has a non-commutative counterpart C[Matm,n]q studied in quantum group the-
ory. The latter algebra is the unital algebra given by its generators zαa , a = 1, . . . n,
α = 1, . . .m, and the following relations
zαa z
β
b =

qzβb z
α
a , a = b & α < β or a < b & α = β
zβb z
α
a , a < b & α > β
zβb z
α
a + (q − q
−1)zβaz
α
b , a < b & α < β
, (1.5)
Throughout the paper q is supposed to be a number from the interval (0; 1) and the ground
field is C.
Around five years ago L.Vaksman and S.Sinel’shchikov [9] constructed certain analogs
of bounded symmetric domains in framework of quantum group theory. Namely, they
associated to a bounded symmetric domain D in a complex vector space V certain non-
commutative algebras C[V ]q, Pol(V )q, which they treated as the algebras of holomorphic
resp. arbitrary polynomials on the quantum vector space V . The algebras of continuous
or finite functions on the quantum bounded symmetric domain D are derived then from
Pol(V )q via some completion procedure. Further investigation has shown [4, 6] that in
the case of the matrix unit ball (i.e. in the case V = Matm,n) the corresponding algebra
of holomorphic polynomials from [9] is just the algebra C[Matm,n]q.
It turned out [4, 5] that many constructions and problems of classical function theory
in bounded symmetric domains admit natural generalization to the quantum setting.
Thus, it is reasonable to expect that there should be an appropriate q-analog of the Fock
inner product and that it will serve the same purposes as its classical counterpart does.
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The aim of the present paper is to present a candidate for that q-analog in the case of the
quantum matrix space Matm,n.
The structure of the paper is as follows. In the next section we formulate our main
results. Sections 3, 4, and 5 contain an auxiliary material concerning quantum group
symmetry. Specifically, in section 3 we discuss the notions of module algebras and modules
over module algebras. In sections 4,5 we describe an action of a quantum group in algebras
and spaces we deal with. The proof of the main results is given in section 6.
The author is grateful to L. Vaksman for numerous interesting discussions of the
results.
2 Statement of main results
The equality (1.2) served for us as a guide when we were looking for a q-analog of the
Fock inner product. The point is that there are natural quantum analogs of the partial
derivatives ∂
∂zαa
. They are constructed by using a first order differential calculus over the
algebra C[Matm,n]q. Let us recall a definition of that differential calculus. Let Λ1(Matm,n)q
be the C[Matm,n]q-bimodule given by its generators dzαa , a = 1, . . . n, α = 1, . . .m, and
the relations
zβb dz
α
a =
m∑
α′,β′=1
n∑
a′,b′=1
Rβ
′α′
βα R
b′a′
ba dz
α′
a′ · z
β′
b′ , (2.1)
with
Rb
′a′
ba =

q−1 , a = b = a′ = b′
1 , a 6= b & a = a′ & b = b′
q−1 − q , a < b & a = b′ & b = a′
0 , otherwise
. (2.2)
The map d : zαa 7→ dz
α
a can be extended up to a linear operator d : C[Matm,n]q →
Λ1(Matm,n)q satisfying the Leibnitz rule. The pair (Λ
1(Matm,n)q, d) is the first order
differential calculus over C[Matm,n]q. It worth noting that this first order differential
calculus coincides with certain ’canonical’ one, defined in [9].
The q-analogs of the partial derivatives may be defined now via the differential d as
follows:
df =
n∑
a=1
m∑
α=1
∂f
∂zαa
dzαa , f ∈ C[Matm,n]q.
It is reasonable to rise the question about existence of an inner product in C[Matm,n]q
with the property (1.2) where the classical partial derivatives are replaced by the quantum
ones. If such an inner product existed we would have the algebra antihomomorphism
C[Matm,n]q → C[∂]q, zαa 7→
∂
∂zαa
, ∀a, α (2.3)
where C[∂]q stands for the algebra of quantum differential operators with constant coeffi-
cients (i.e., the unital algebra of linear operators in C[Matm,n]q generated by the quantum
partial derivatives). However, in reality (2.3) is the algebra homomorphism, that is, the
partial derivatives satisfy the same relations as the generators of C[Matm,n]q do. To prove
this, one should use the higher order differential calculus over C[Matm,n]q associated to
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the first order one [8, 9, 4]. Specifically, let Λ(Matm,n)q be the unital algebra given by its
generators zαa , dz
α
a , a = 1, . . . n, α = 1, . . .m, satisfying (1.5), (2.1), and the relations
dzβb dz
α
a = −
m∑
α′,β′=1
n∑
a′,b′=1
Rβ
′α′
βα R
b′a′
ba dz
α′
a′ · dz
β′
b′ , (2.4)
with R defined by (2.2). The algebra admits the natural grading by degrees of differential
forms. There exists a unique extension of the differential d : C[Matm,n]q → Λ1(Matm,n)q
to a linear operator d : Λ(Matm,n)q → Λ(Matm,n)q which satisfies the (graded) Leibnitz
rule and the property d2 = 0, which implies, in particular, d : dzαa 7→ 0 (for all a, α). The
property means
n∑
a,a′=1
m∑
α,α′=1
∂
∂zαa
∂
∂zα
′
a′
(f)dzαa dz
α′
a′ = 0, ∀f ∈ C[Matm,n]q.
This equality and the relations (2.4) imply the desired commutation relations between
the quantum partial derivatives:
∂
∂zαa
∂
∂zβb
=

q ∂
∂zβb
∂
∂zαa
, a = b & α < β or a < b & α = β
∂
∂zβb
∂
∂zαa
, a < b & α > β
∂
∂zβb
∂
∂zαa
+ (q − q−1) ∂
∂zβa
∂
∂zαb
, a < b & α < β
. (2.5)
Thus we can’t expect existence of an inner product in C[Matm,n]q satisfying the prop-
erty (1.2). However, the relations (2.5) suggest a way to overcome the problem: one can
try to look for such an inner product which makes the operator ∂
∂zαa
conjugate to the
operator of right multiplication by zαa in C[Matm,n]q. Such an inner product turned out
to exist, and this observation is one of the main results of the paper:
Theorem 2.1 There exists a unique inner product ( · , · )F in C[Matm,n]q satisfying the
properties
(1 , 1)F = 1, (2.6)(
∂P
∂zαa
, Q
)
F
= (P , Q · zαa )F ∀a, α. (2.7)
Note that uniqueness follows immediately from the two properties since any partial deriva-
tive is an operator of degree −1 with respect to the natural Z+-grading in C[Matm,n]q by
powers of monomials.
Our next result may be formulated as follows: the inner product ( · , · )F is invariant
with respect to an action of the quantum group S(U(n)×U(m)) in C[Matm,n]q. To present
a precise formulation, we need some preparation.
Let us recall the notion of the Drinfeld-Jimdo quantized universal enveloping algebra
of sl(k). Let (aij) be the Cartan matrix for sl(k). The Hopf algebra Uqsl(k) is determined
by the generators Ei, Fi, Ki, K
−1
i , i = 1, . . . , k − 1, and the relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1, KiEj = q
aijEjKi,
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KiFj = q
−aijFjKi, EiFj − FjEi = δij(Ki −K
−1
i )/(q − q
−1)
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0, |i− j| = 1 (2.8)
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0, |i− j| = 1
[Ei, Ej] = [Fi, Fj] = 0, |i− j| 6= 1.
The comultiplication ∆, the antipode S, and the counit ε are determined by
∆(Ei) = Ei ⊗ 1 +Ki ⊗Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ∆(Ki) = Ki ⊗Ki, (2.9)
S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi, S(Ki) = K
−1
i , (2.10)
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1.
Let Uq(sl(n)⊕ sl(m)) stands for the Hopf algebra Uqsl(n)⊗ Uqsl(m).
Recall the standard terminology. Let A be a Hopf algebra. An algebra F is said to be
an A-module algebra if F carries a structure of A-module and multiplication in F agrees
with the A-action (i. e. the multiplication F ⊗ F → F is a morphism of A-modules).
The algebra C[Matm,n]q possesses the well known structure of Uq(sl(n)⊕sl(m))-module
algebra:
Ki⊗1(z
α
a ) =
 qz
α
a , a = i
q−1zαa , a = i+ 1
zαa , otherwise
, 1⊗Kj(z
α
a ) =
 qz
α
a , α = m− j
q−1zαa , α = m− j + 1
zαa , otherwise
, (2.11)
Fi ⊗ 1(z
α
a ) =
{
q1/2zαa+1, a = i
0, otherwise
, 1⊗ Fj(z
α
a ) =
{
q1/2zα+1a , α = m− j
0, otherwise
, (2.12)
Ei ⊗ 1(z
α
a ) =
{
q−1/2zαa−1, a = i+ 1
0, otherwise
, 1⊗ Ej(z
α
a ) =
{
q−1/2zα−1a , α = m− j + 1
0, otherwise
.
(2.13)
The Hopf algebra Uqs(gl(n)⊕ gl(m)) is derived from Uq(sl(n)⊕ sl(m)) by adding the
generator K0, commuting with the other generators and satisfies the properties
∆(K0) = K0 ⊗K0, S(K0) = K
−1
0 , ε(K0) = 1. (2.14)
Let us extend the Uq(sl(n) ⊕ sl(m))-module algebra structure in C[Matm,n]q to a
Uqs(gl(n)⊕ gl(m))-module algebra structure as follows:
K0(z
α
a ) = q
n+mzαa ∀a, α. (2.15)
The ∗-Hopf algebra Uq(su(n)⊕ su(m)) is the pair (Uq(sl(n)⊕ sl(m)), ∗) with ∗ being
the involution in Uq(sl(n)⊕ sl(m)) given by
(Ei ⊗ 1)
∗ = KiFi ⊗ 1, (Fi ⊗ 1)
∗ = EiK
−1
i ⊗ 1, (K
±1
i ⊗ 1)
∗ = K±1i ⊗ 1,
(1⊗ Ej)
∗ = 1⊗KjFj , (1⊗ Fj)
∗ = 1⊗EjK
−1
j , (1⊗K
±1
j )
∗ = 1⊗K±1j .
This involution is extended to an involution in Uqs(gl(n) ⊕ gl(m)) by setting K
∗
0 = K0.
The resulting ∗-Hopf algebra (Uqs(gl(n)⊕ gl(m)), ∗) is denoted by Uqs(u(n)⊕ u(m)).
Now we are ready to formulate the invariance property of the q-Fock inner product.
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Theorem 2.2 The inner product ( · , · )F is Uqs(u(n)⊕ u(m))-invariant, i.e.
(ξ(P ) , Q)F = (P , ξ
∗(Q))F (2.16)
for all P,Q ∈ C[Matm,n]q and ξ ∈ Uqs(gl(n)⊕ gl(m)).
Our proof of the above two theorems is based on the following more or less explicit
description of the q-Fock inner product.
Consider the unital involutive algebra P(m,n)q with the generators z
α
a , a = 1, . . . n,
α = 1, . . .m, satisfying (1.5) and the relations
(zβb )
∗zαa =
n∑
a′,b′=1
m∑
α′,β′=1
R̂b
′a′
ba R̂
β′α′
βα z
α′
a′
(
zβ
′
b′
)∗
+ δabδ
αβ, (2.17)
with δab, δ
αβ being the Kronecker symbols and
R̂b
′a′
ba =

1 , a 6= b & b = b′ & a = a′
q , a = b = a′ = b′
q − q−1 , a = b & a′ = b′ & a′ > a
0 , otherwise
. (2.18)
Clearly, the algebra C[Matm,n]q is embedded into P(m,n)q.
It worth noting that the algebra P(1, n)q is isomorphic to the well known twisted
CCR-algebra introduced by W.Pusz and S.Woronovicz [3]. For arbitrary m and n the
algebra is isomorphic to the algebra Pol(Matm,n)q of polynomials on the quantum matrix
space [4]. A precise definition of Pol(Matm,n)q and a description of the isomorphism are
to be found in Section 4.
Let us consider the P(m,n)q-module H given by its unique generator evac and the
relations (zαa )
∗evac = 0 for all a and α. The aforementioned isomorphism P(m,n)q ∼=
Pol(Matm,n)q allows us to use results from [4, 6] to derive the following statements concern-
ing P(m,n)q. First of all, the multiplication map m : P(m,n)q ⊗ P(m,n)q → P(m,n)q
induces the isomorphism of vector spaces C[Matm,n]q ⊗ C[Matm,n]q → P(m,n)q with
C[Matm,n]q = {f ∗ | f ∈ C[Matm,n]q} (note that surjectivity is a simple consequence of the
relations (2.17)). Thus
H = C[Matm,n]qevac. (2.19)
Further, there exists a unique inner product in H so that
(1 , 1) = 1, (fe1, e2) = (e1, f
∗e2) (2.20)
for any f ∈ P(m,n)q and e1, e2 ∈ H . The equality (2.19) allows us to regard the inner
product as the one on C[Matm,n]q.
Theorem 2.3 The inner product ( · , · ) in C[Matm,n]q coincides with ( · , · )F , that is(
∂P
∂zαa
, Q
)
= (P , Q · zαa ) ∀a, α. (2.21)
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Though we’ll present a complete proof of the theorem, it still seems to be somewhat
mysterious since it relates two, at first glance, different quantum analogs of the Weyl
algebra: P(m,n)q and the algebra generated by quantum partial derivatives and the
operators of right multiplication by zαa ’s (we’ll denote the latter algebra by Am,n(C)q).
Let us explain very briefly a logic of the proof of the three theorems. Obviously,
theorem 3 implies theorem 1. In section 6 we express the inner product ( · , · ) through
another one denoted by 〈 · , · 〉. The latter inner product is obviously invariant and this
gives us theorem 2. Thus, the relation (2.21) is, in a sense, central in the paper, and most
of section 6 is devoted to its proof.
3 Quantum symmetry
The aim of this section is to remind some general notions from quantum group theory.
In this section A denotes a Hopf algebra with the comultiplication ∆, the antipode S,
and the counit ε. An algebra F is said to be an A-module algebra if F carries a structure
of A-module and multiplication in F agrees with the A-action:
ξ(f1 · f2) =
∑
j
ξ′j(f1) · ξ
′′
j (f2), f1, f2 ∈ F, ξ ∈ A,
∑
j
ξ′j ⊗ ξ
′′
j = ∆(ξ) (3.1)
(i. e. the multiplication F ⊗ F → F is a morphism of A-modules). If A or F have some
additional structures, this definition includes some extra requirements. For example, if F
is unital, one requires A-invariance of the unit:
ξ(1) = ε(ξ) · 1, ξ ∈ A.
In the case of a ∗-algebra F and a ∗-Hopf algebra A one imposes the requirement of
agreement of the involutions:
(ξ(f))∗ = S(ξ)∗(f ∗), ξ ∈ A, f ∈ F. (3.2)
Some examples of module algebras naturally appear in representation theory and har-
monic analysis.
Suppose a smooth manifold X is acted by a Lie group G. This induces an action
of the Lie algebra g of G in the space C∞(X) by means of vector fields. In turn, the
g-action induces an action of the universal enveloping algebra Ug in C∞(X) by means of
differential operators. The usual Leibnitz rule means that C∞(X) is a Ug-module algebra.
Another important example of a module algebra is the algebra of linear endomorphisms
of a vector space, acted by a Hopf algebra. Let V be an A-module. Endow the space
EndC(V ) with a structure of A-module as follows:
adξ(T ) =
∑
j
ξ′j · T · S(ξ
′′
j ), (3.3)
where ξ ∈ A, T ∈ EndC(V ), ∆(ξ) =
∑
j
ξ′j⊗ξ
′′
j , S is the antipode of A, and the elements in
the right-hand side are multiplied within the algebra EndC(V ). It follows from elementary
properties of Hopf algebras that this action ofAmakes EndC(V ) into anA-module algebra.
Now turn to another important notion, namely, that of modules over module algebra.
Let F be an A-module algebra and M be a left (right) F -module. Then M is said to
be an A-module left (resp. right) F -module, if M carries a structure of A-module and
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the multiplication F ⊗M → M (resp. M ⊗ F → M) agrees with the A-action, that is,
F ⊗M →M (resp. M ⊗ F →M) is a morphism of A-modules.
Let again X be a smooth manifold acted by a Lie group G, and T ∗X → X be the
cotangent bundle. T ∗X inherits a natural G-action. Then the space of smooth sections
of the bundle (i.e. the space of 1-forms) is acted by the universal enveloping algebra Ug,
and the action agrees with multiplication by smooth functions. Thus, 1-forms constitute
a Ug-module left (as well as right) C∞(X)-module.
Let V be an A-module, and EndC(V ) is given with a structure of A-module as in (3.3).
It is straightforward that the natural action T ⊗ v 7→ T (v) makes V into a A-module left
EndC(V )-module.
Observe that the latter example is quite general. Indeed, let F be an A-module algebra
and M an A-module left F -module. The multiplication F ⊗M → M induces the natural
algebra homomorphism F → EndC(M). It is easy to verify that this is a morphism of
A-module algebras (here EndC(M) is viewed with the A-module structure given by (3.3)).
Finally, let us agree about the following useful notation. Suppose F is an algebra and
an A-module. If, instead of (3.1), we have
ξ(f1 · f2) =
∑
j
ξ′′j (f1) · ξ
′
j(f2) ∀f1, f2 ∈ F, ξ ∈ A (3.4)
(with
∑
j ξ
′
j ⊗ ξ
′′
j = ∆(ξ)) then we call F an A
op-module algebra. Similarly, suppose F is
an Aop-module algebra and M is a left (right) F -module and an A-module. Then M is
said to be an Aop-module left (resp. right) F -module, if the multiplication F ⊗M → M
(resp. M ⊗ F → M) satisfies the property
ξ(f ·m) =
∑
j
ξ′′j (f) · ξ
′
j(m) ∀f ∈ F, m ∈M, ξ ∈ A
(resp. ξ(m · f) =
∑
j ξ
′′
j (m) · ξ
′
j(f)).
An important example of Aop-module algebras is constructed as follows. For an A-
module V the space EndC(V ) admits the following alternative structure of A-module:
ad′ξ(T ) =
∑
j
ξ′′j · T · S
−1(ξ′j). (3.5)
This A-action makes EndC(V ) into an A
op-module algebra, and the natural action T⊗v 7→
T (v) makes V into an Aop-module left EndC(V )-module.
Some important examples to the aforementioned notions appear in the next sections.
4 Examples of quantum symmetry: functions in the quantum matrix ball
In this section we describe some non-trivial examples of a quantum group action in alge-
bras. The algebras we deal with in this section are treated as the algebras of functions on
certain quantum G-spaces.
The first example of a module algebra already appeared in section 2. There we de-
scribed a well known structure Uqs(gl(n)⊕gl(m))-module algebra structure in C[Matm,n]q.
It is observed in [4] that this Uqs(gl(n)⊕gl(m))-module algebra structure may be extended
to a Uqsl(n+m)-module one. First, we have to explain in what sence the latter structure
extends the former one. The point is that there is a natural embedding of Hopf algebras
Uqs(gl(n)⊕ gl(m)) →֒ Uqsl(n +m) determined by
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Ei ⊗ 1 7→ Ei, Fi ⊗ 1 7→ Fi, K
±1
i ⊗ 1 7→ K
±1
i ,
1⊗Ej 7→ En+j , 1⊗ Fj 7→ Fn+j, 1⊗K
±1
j 7→ K
±1
n+j,
K0 7→ K
nm
n ·
n−1∏
i=1
Kmii ·
m−1∏
j=1
K
n(m−j)
n+j .
We also recall one the notation Uqsu(n,m) for the ∗-Hopf algebra (Uqsl(n + m), ∗)
where the involution is defined as follows(
K±1j
)∗
= K±1j , E
∗
j =
{
KjFj , j 6= n
−KjFj , j = n
, F ∗j =
{
EjK
−1
j , j 6= n
−EjK
−1
j , j = n
.
One verifies easily that the above embedding respects the involutions in Uqs(u(n)⊕u(m))
and Uqsu(n,m). Let us agree to use the notation Uqs(gl(n)⊕ gl(m)) (Uqs(u(n)⊕ u(m)))
to denote the image of the above embedding, i.e. the corresponding Hopf (resp. ∗-Hopf)
subalgebra in Uqsl(n +m) (resp. Uqsu(n,m)).
It follows from (2.11) and (2.15) that
Knz
α
a =
 q
2zαa , a = n & α = m
qzαa , a = n & α 6= m or a 6= n & α = m
zαa , otherwise
. (4.1)
To describe the Uqsl(n + m)-module algebra structure in C[Matm,n]q completely, we
have to add to (2.11), (2.12), (2.13), and (4.1) formulae for the action of the generators
En and Fn:
Fnz
α
a =
{
q1/2 , a = n & α = m
0 , otherwise
, (4.2)
Enz
α
a =
 −q
−1/2zma z
α
n , a 6= n & α 6= m
−q1/2(zmn )
2 , a = n & α = m
−q1/2zmn z
α
a , otherwise
. (4.3)
Let us say few words about the nature of the above Uqsl(n+m)-action in C[Matm,n]q.
Its classical counterpart admits the following description. As it is noted in Introduction,
the vector space Matm,n contains the so called matrix ball Dm,n = {Z |ZZ
∗ < I}. The
group SU(n,m) acts in Dm,n via biholomorphic automorphisms. Thus, elements of the
universal enveloping algebra Usu(n,m) (and hence of its complexification Usl(n + m))
act in the space of holomorphic functions in Dm,n by means of differential operators. The
differential operators have polynomial coefficients and, therefore, preserve the subspace of
polynomials. This Usl(n+m)-action is the ’classical limit’ of the above Uqsl(n+m)-action
in C[Matm,n]q.
The algebra C[Matm,n]q is a particular case of some algebras constructed in [9] (see
Introduction). Let us recall here the description of C[Matm,n]q given in [9] (see also [4],
[6]).
Let us consider the generalized Verma module V (0) over Uqsl(n + m), given by its
generator v(0) and the relations
Eiv(0) = 0, Kiv(0) = v(0), ∀i, (4.4)
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Fiv(0) = 0, i 6= n. (4.5)
Viewed as a Uqs(gl(n)⊕ gl(m))-module, the space V (0) splits into direct sum of its finite
dimensional Uqs(gl(n)⊕ gl(m))-submodules V (0)−k, k ∈ Z+, with
V (0)−k = {v ∈ V (0)| K0v = q
(n+m)kv} (4.6)
(here, we recall, K0 = K
nm
n ·
∏n−1
i=1 K
mi
i ·
∏m−1
j=1 K
n(m−j)
n+j ). Denote by V (0)
∗ the graded dual
Uqsl(n +m)-module: V (0)
∗ =
⊕
k∈Z+
(V (0)−k)
∗ .
Let us equip the tensor product V (0)⊗V (0) with a Uqsl(n+m)-module structure via
the opposite comultiplication
ξ(v1 ⊗ v2) =
∑
j
ξ′′j (v1)⊗ ξ
′
j(v2), ξ ∈ Uqsl(n+m), v1, v2 ∈ V (0). (4.7)
The relations (4.4), (4.5) imply that the maps v(0) 7→ v(0)⊗v(0), v(0) 7→ 1 are extendable
up to morphisms of Uqsl(n +m)-modules ∆− : V (0) → V (0) ⊗ V (0), ε− : V (0) → C. It
can be shown that ∆− and ε− make V (0) into a coassociative coalgebra with a counit.
Thus, the dual maps m = (∆−)
∗ : V (0)∗ ⊗ V (0)∗ → V (0)∗, 1 = (ε−)
∗ : C → V (0)∗ make
V (0)∗ into an associative unital algebra. Moreover, the product map m is a morphism of
Uqsl(n+m)-modules and the unit 1 is Uqsl(n+m)-invariant, i.e. V (0)
∗ is a Uqsl(n+m)-
module algebra. It turns out to be isomorphic to C[Matm,n]q [4].
Remind the notation Pol(Matm,n)q for the algebra of (not necessary holomorphic)
polynomials on the quantum matrix space (see section 2). This algebra is the unital
involutive algebra with the generators zαa , a = 1, . . . n, α = 1, . . .m, satisfying (1.5) and
the relations
(zβb )
∗zαa =
n∑
a′,b′=1
m∑
α′,β′=1
R̂b
′,a′
b,a R̂
β′,α′
β,α z
α′
a′
(
zβ
′
b′
)∗
+ δabδ
αβ · (1− q2) (4.8)
(the matrix R is given by (2.18)). As we stated in section 2, Pol(Matm,n)q is isomorphic
to the ∗-algebra P(m,n)q: the isomorphism J : Pol(Matm,n)q → P(m,n)q is determined
by J : zαa 7→ (1− q
2)
1
2 zαa for all a and α.
The algebra Pol(Matm,n)q is a particular case of involutive algebras introduced in [9].
It follows from a general result of [9] that there exists a unique structure of Uqsu(n,m)-
module algebra in Pol(Matm,n)q so that (2.11), (2.12), (2.13), (4.1), (4.2), (4.3) hold.
This means that we may use the relation (3.2) to ’transfer’ the Uqsl(n +m)-action from
the subalgebra C[Matm,n]q ⊂ Pol(Matm,n)q to the subalgebra C[Matm,n]q = {f ∗ | f ∈
C[Matm,n]q} ⊂ Pol(Matm,n)q of ’antiholomorphic’ polynomials, and the resulting Uqsl(n+
m)-action respects the commutation relations (4.8).
The following example of a Uqsu(n,m)-module algebra appeared for the first time in
[4]. Let us add to Pol(Matm,n)q one more generator f0 such that
f0 = f
2
0 = f
∗
0 , (z
α
a )
∗ f0 = f0z
α
a = 0, ∀a, α. (4.9)
The relations allow us to treat f0 as a q-analogue of the function, which is equal to 1
in the center of the matrix ball Dm,n and to 0 in other points. We denote the ∗-algebra
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by Fun(Dm,n)q. There exists a unique extension of the structure of a Uqsu(n,m)-module
algebra from Pol(Matm,n)q to Fun(Dm,n)q such that
Knf0 = f0, Fnf0 = −
q1/2
q−2 − 1
f0 · (z
m
n )
∗ , Enf0 = −
q1/2
1 − q2
zmn · f0, (4.10)
(K±1j − 1)f0 = Fjf0 = Ejf0 = 0, j 6= n. (4.11)
Obviously, the two-sided ideal D(Dm,n)q=Fun(Dm,n)q · f0 ·Fun(Dm,n)q is a Uqsu(n,m)-
module algebra. We call its elements finite functions in the quantum matrix ball Dm,n.
In this section we dealt with module algebras of functions on quantum G-spaces. The
next section is devoted to a module algebra of a completely different nature.
5 Example of quantum symmetry: q-Weyl algebra
In this section we present a remarkable structure of Uqsl(n+m)
op-module algebra in the
q-Weyl algebra Am,n(C)q (see section 2). The contents of this section is closely related to
that of paper [7]. However, the q-analog of the Weyl algebra, treated here, differs from
that considered in [7].
Remind that Am,n(C)q is the unital subalgebra in EndC(C[Matm,n]q) generated by the
q-partial derivatives ∂
∂zαa
and the operators zˆαa of right multiplication by z
α
a .
Consider the structure of a Uqsl(n +m)-module in EndC(C[Matm,n]q) given by (3.5).
The following observation plays an important role in our proof of the main results.
Proposition 5.1 Am,n(C)q is a Uqsl(n + m)-submodule in EndC(C[Matm,n]q). The in-
duced Uqsl(n+m)-action makes Am,n(C)q into a Uqsl(n+m)op-module algebra.
Proof. The second statement is a straightforward consequence of the first one since any
invariant subalgebra in a module algebra is automatically a module algebra. Let us proof
the first statement.
We have to explain that for arbitrary ξ ∈ Uqsl(n +m) and a, α
ad′ξ(zˆαa ) ∈ Am,n(C)q, (5.1)
ad′ξ(
∂
∂zαa
) ∈ Am,n(C)q. (5.2)
Note that (5.1) is a simple consequence of Uqsl(n + m)-moduleness of the algebra
C[Matm,n]q. Let us prove (5.2).
The crucial role in the proof plays Uqsl(n+m)-covariance of the first order differential
calculus (Λ1(Matm,n)q, d) (see section 2) observed for the first time in [8]. The covariance
means that there exists a unique structure of Uqsl(n +m)-module in Λ
1(Matm,n)q such
that the differential d is a morphism of the Uqsl(n + m)-modules and Λ
1(Matm,n)q is a
Uqsl(n +m)-module C[Matm,n]q-bimodule.
That d : C[Matm,n]q → Λ1(Matm,n)q intertwines the Uqsl(n + m)-actions may be
written as follows
ξ
(∑
b,β
∂f
∂zβb
dzβb
)
=
∑
c,γ
∂ξ(f)
∂zγc
dzγc , f ∈ C[Matm,n]q, ξ ∈ Uqsl(n+m).
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Since Λ1(Matm,n)q is, in particular, a Uqsl(n+m)-module left C[Matm,n]q-module, we
may rewrite the latter equality:
∑
b,β
ξ(1)
(
∂f
∂zβb
)
ξ(2)(dz
β
b ) =
∑
c,γ
∂ξ(f)
∂zγc
dzγc (5.3)
(here and further in the proof ξ(1)⊗ ξ(2) stands for ∆(ξ); similarly, ξ(1)⊗ ξ(2)⊗ ξ(3) stands
for 1⊗∆(∆(ξ)) = ∆⊗ 1(∆(ξ)) and so on).
It is noted in [4] that Λ1(Matm,n)q is a free left C[Matm,n]q-module with the generators
dzαa , a = 1, . . . n, α = 1, . . .m. Thus, for any η ∈ Uqsl(n + m) there exist elements
f b,αβ,a(η) ∈ C[Matm,n]q, a, b = 1, . . . n, α, β = 1, . . .m, such that
η(dzβb ) =
∑
a,α
f b,αβ,a(η)dz
α
a .
Thus, we may rewrite (5.3) as follows:
∑
b,β
ξ(1)
(
∂f
∂zβb
)
f b,αβ,a(ξ(2))dz
α
a =
∑
c,γ
∂ξ(f)
∂zγc
dzγc ,
or, in terms of operators in C[Matm,n]q,∑
b,β
Rfb,αβ,a(ξ(2))
· ξ(1) ·
∂
∂zβb
=
∂
∂zαa
· ξ (5.4)
where Rf stands for the operator in C[Matm,n]q of right multiplication by f ∈ C[Matm,n]q.
Now we are ready to prove (5.2). By the definition
ad′ξ
(
∂
∂zαa
)
= ξ(2) ·
∂
∂zαa
· S−1(ξ(1)).
(5.4) implies
ξ(2) ·
∂
∂zαa
· S−1(ξ(1)) =
∑
b,β
ξ(3) · Rfb,αβ,a(S−1(ξ(1)))
· S−1(ξ(2)) ·
∂
∂zβb
.
Observe that for any f ∈ C[Matm,n]q and any η ∈ Uqsl(n+m)
η · Rf = Rη(2)(f) · η(1).
Thus
∑
b,β
ξ(3) · Rfb,αβ,a(S−1(ξ(1)))
· S−1(ξ(2)) ·
∂
∂zβb
=
∑
b,β
Rξ(4)(fb,αβ,a(S−1(ξ(1))))
· ξ(3) · S
−1(ξ(2)) ·
∂
∂zβb
.
What remains is to take into account the equality
ξ(1) ⊗ ξ(3)S
−1(ξ(2))⊗ ξ(4) = ξ(1) ⊗ ξ(2).
We finally get
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∑
b,β
Rξ(4)(fb,αβ,a(S−1(ξ(1))))
· ξ(3) · S
−1(ξ(2)) ·
∂
∂zβb
=
∑
b,β
Rξ(2)(fb,αβ,a(S−1(ξ(1))))
·
∂
∂zβb
.
This finishes the proof of the proposition. 
It is not very difficult to describe the Uqsl(n +m)-action in Am,n(C)q explicitly. But,
for the purposes of the present paper, we need only the following partial result.
Impose the notation
L = linear span of {zαa }a,α ⊂ C[Matm,n]q,
L′ = linear span of {zˆαa }a,α ⊂ EndC(C[Matm,n]q),
L′′ = linear span of
{
∂
∂zαa
}
a,α
⊂ EndC(C[Matm,n]q).
Note that L is a (finite dimensional) Uqs(gl(n)⊕ gl(m))-submodule in C[Matm,n]q due
to (2.11), (2.12), (2.13), (4.1).
Proposition 5.2
i) The map zαa 7→ zˆ
α
a , a = 1, . . . , n, α = 1, . . . , m is extended to an isomorphism of the
Uqs(gl(n)⊕ gl(m))-modules j
′ : L→ L′;
ii) the map zαa 7→
∂
∂zαa
, a = 1, . . . , n, α = 1, . . . , m is extended to an isomorphism of
the vector spaces j ′′ : L→ L′′, satisfying the following intertwining property:
j ′′(ξ(f)) = ad′ω(ξ)(j ′′(f)), ξ ∈ Uqs(gl(n)⊕ gl(m)), f ∈ C[Matm,n]q. (5.5)
Here ω is the automorphism of Uqs(gl(n)⊕ gl(m)) (the Chevalley involution) given by
ω(Ei) = −Fi, ω(Fi) = −Ei, ω(K
±1
i ) = K
∓1
i ;
iii) ∂
∂z11
is a primitive vector in the Uqsl(n+m)-module EndC(C[Matm,n]q):
ad′Fj
(
∂
∂z11
)
= 0 ∀j,
ad′Kj
(
∂
∂z11
)
=
{
q−1 ∂
∂z11
, j = 1 or j = n+m− 1
∂
∂z11
, otherwise
.
Proof. Statement i) follows immediately from the Uqsl(n+m)-moduleness of the algebra
C[Matm,n]q.
Let us prove statement ii). First of all, let us prove that L′′ is a (finite dimensional)
Uqs(gl(n)⊕ gl(m))-submodule in EndC(C[Matm,n]q).
We have derived the following formula for the action of Uqsl(n + m) on q-partial
derivatives (see the proof of the previous proposition):
ad′ξ
(
∂
∂zαa
)
=
∑
b,β
Rξ(2)(fb,αβ,a(S−1(ξ(1))))
·
∂
∂zβb
(5.6)
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where Rf stands for the operator in C[Matm,n]q of right multiplication by f , and the
functions f b,αβ,a(η) are defined by means of the equality
η(dzαa ) =
∑
b,β
f b,αβ,a(η)dz
β
b , η ∈ Uqsl(n +m).
Observe that the elements f b,αβ,a(η) ∈ C[Matm,n]q are constants for η ∈ Uqs(gl(n)⊕ gl(m)).
This is a consequence of (2.11), (2.12), (2.13), and (4.1). Thus, if ξ ∈ Uqs(gl(n)⊕ gl(m)),
the elements Rξ(2)(fb,αβ,a(S−1(ξ(1))))
are constants as well. The formula (5.6) then implies that
L′′ is a Uqs(gl(n)⊕ gl(m))-invariant subspace in EndC(C[Matm,n]q).
Remind (see section 3) that the map
EndC(C[Matm,n]q)⊗ C[Matm,n]q → C[Matm,n]q, T ⊗ f 7→ T (f) (5.7)
makes C[Matm,n]q into a Uqsl(n + m)op-module left EndC(C[Matm,n]q)-module. Conse-
quently, the restriction of the map onto the subspace L′′⊗L defines the map τ : L′′⊗L→
C[Matm,n]q, satisfying
ξ(τ(T ⊗ f)) = τ(ad′ξ(2)(T )⊗ ξ(1)(f)), ξ ∈ Uqs(gl(n)⊕ gl(m)).
Clearly, the image of τ is the subspace of constants C ⊂ C[Matm,n]q. Thus, τ defines a
Uqs(gl(n) ⊕ gl(m))-invariant pairing τ
op = τ ◦ σ : L ⊗ L′′ → C with σ being the flip of
tensor multipliers. Note that the basis {zαa }a,α is dual to the basis
{
∂
∂zαa
}
a,α
with respect
to the pairing. This observation, together with the invariance of the pairing, implies, in
particular, that the matrix of the operator ad′Ej in the basis
{
∂
∂zαa
}
a,α
coincides with the
transposed to the matrix of the operator −EjK
−1
j in the basis {z
α
a }a,α. But the latter
matrix is easily seen to be the transposed to the matrix of the operator −Fi in the basis
{zαa }a,α. This proves (5.5) in the case ξ = Ej, j 6= n. The cases ξ = Fj , ξ = K
±1
j may be
proved in the same way.
Turn to statement iii) of the proposition. Since Ki for any i and Fj for j 6= n belong
to Uqs(gl(n) ⊕ gl(m)), a part of the statement follows from statement ii) and formulae
(2.11), (2.13), and (4.1). What we have to prove is the equality
ad′Fn
(
∂
∂z11
)
= 0.
Use the formula (5.6):
ad′Fn
(
∂
∂z11
)
=
∑
b,β
RFn(f1,α1,a (1))
·
∂
∂zβb
−
∑
b,β
RK−1n (f1,α1,a (KnFn))
·
∂
∂zβb
.
Clearly, f 1,α1,a (1) = δa,1δα,1, and Fn(f
1,α
1,a (1)) = 0 for any a and α. By using (4.2), we also
get RK−1n (f1,α1,a (KnFn))
= 0. That is
ad′Fn
(
∂
∂z11
)
= 0.
The proposition is proved. 
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6 Proof of the main results
In this section we prove the theorems formulated in section 2.
Remind the notation ( · , · ) for the inner product in C[Matm,n]q introduced in section 2
(see theorem 2.3). First of all, we are going to express this inner product via another one,
which is constructed by means of the algebra D(Dm,n)q of finite functions in the quantum
matrix ball (see section 4).
Let P,Q be elements of C[Matm,n]q. Consider the finite function f0 · Q∗ · P · f0 ∈
D(Dm,n)q (here f0 is the ’distinguished’ finite function which, along with Pol(Matm,n)q,
generates the algebra Fun(Dm,n)q; see section 4). The properties (4.9) imply that the finite
function f0 · Q
∗ · P · f0 differs from f0 by a constant. Obviously, the constant depends
linearly on P and conjugate linearly on Q. Thus, we get the sesquilinear form 〈 · , · 〉 on
C[Matm,n]q:
f0 ·Q
∗ · P · f0 = 〈P , Q〉 · f0. (6.1)
It turns out to be closely related to the inner product ( · , · ). Namely, recall one the
notation J for the algebra isomorphism Pol(Matm,n)q → P(m,n)q (see section 4). It is
explicitly given by J : zαa 7→ (1− q
2)
1
2 · zαa for all a and α. It follows almost immediately
from the definition of the inner product ( · , · ) that
〈P , Q〉 = (J(P ) , J(Q)), P, Q ∈ C[Matm,n]q. (6.2)
Indeed, the subspace C[Matm,n]qf0 ⊂ D(Dm,n)q is invariant under left multiplication by
elements of Pol(Matm,n)q (see (4.9)). This allows us to define a structure of P(m,n)q-
module in the subspace C[Matm,n]qf0 ⊂ D(Dm,n)q by means of the isomorphism J :
F ⊗ (P · f0) 7→ J
−1(F ) · P · f0, F ∈ P(m,n)q, P ∈ C[Matm,n]q.
Obviously, the P(m,n)q-module C[Matm,n]qf0 is isomorphic to H (see section 2), and the
inner product 〈 · , · 〉, regarded as an inner product on C[Matm,n]qf0, satisfies the properties
(2.20). Since such an inner product is unique, we have (6.2).
In what follows, we denote by J the automorphism of C[Matm,n]q given by J : zαa 7→
(1− q2)
1
2 · zαa for all a and α. Suppose we have proved theorem 2.3. Then theorem 2.2 is
a straightforward consequence of (6.2). Indeed, J commutes with the Uqs(gl(n)⊕ gl(m))-
action since J is just a constant operator on any homogeneous component of C[Matm,n]q,
and the homogeneous components are Uqs(gl(n)⊕ gl(m))-submodules in C[Matm,n]q. So
we have to prove Uqs(u(n) ⊕ u(m))-invariance of the inner product 〈 · , · 〉. This may be
derived from the Uqs(u(n)⊕ u(m))-moduleness of the algebra Fun(Dm,n)q (see section 4)
and the relations (4.11) as follows. The relations (4.11) mean Uqs(gl(n)⊕gl(m))-invariance
of the element f0:
ξ(f0) = ε(ξ) · f0, ξ ∈ Uqs(u(n)⊕ u(m)).
This and the equality (3.2) imply
ξ(f0·Q
∗·P ·f0) = f0·ξ(1)(Q
∗)·ξ(2)(P )·f0 = f0·(S(ξ(1))
∗(Q))∗·ξ(2)(P )·f0, P, Q ∈ C[Matm,n]q
(here ξ(1)⊗ ξ(2) stands for ∆(ξ)). On the other hand, by (6.1) f0 ·Q
∗ ·P · f0 = 〈P , Q〉 · f0,
i.e.
f0 · (S(ξ(1))
∗(Q))∗ · ξ(2)(P ) · f0 = ξ(〈P , Q〉 · f0) = ε(ξ) · 〈P , Q〉 · f0.
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Take into account (6.1) once again:
〈ξ(2)(P ) , S(ξ(1))
∗(Q)〉 = ε(ξ) · 〈P , Q〉, ξ ∈ Uqs(u(n)⊕ u(m)).
The latter property is obviously equivalent to Uqs(u(n) ⊕ u(m))-invariance of the inner
product 〈 · , · 〉.
In view of the above arguments, the first two theorems, stated in section 2, follow from
the third one. The remaining part of this section is devoted to a proof of theorem 2.3. It
will be convenient for us to prove the following statement instead of theorem 2.3 itself. It
is equivalent to the statement of the theorem due to (6.2).
Theorem 6.1 〈
∂P
∂zαa
, Q
〉
=
1
1− q2
· 〈P , Q · zαa 〉 ∀a, α. (6.3)
Proof. Let us agree about the following notation: if T ∈ EndC(C[Matm,n]q) then T † ∈
EndC(C[Matm,n]q) stands for the conjugate operator to T with respect to the inner product
〈 · , · 〉. In this notation (6.3) says
(zˆαa )
† = (1− q2) ·
∂
∂zαa
∀a, α. (6.4)
Let us explain how Uqs(u(n)⊕ u(m))-invariance of the inner product 〈 · , · 〉 allows one
to reduce the general case to the case a = 1, α = 1. Observe that the invariance of the
inner product 〈 · , · 〉 means
ξ† = ξ∗, ξ ∈ Uqs(u(n)⊕ u(m)). (6.5)
Suppose we have already proved (6.4) in the case a = 1, α = 1. Proposition 5.2 (i)
and the formulae (2.12) imply
zˆ12 = q
−1/2 · ad′F1(zˆ
1
1).
Thus
(zˆ12)
† = q−1/2 · (ad′F1(zˆ
1
1))
† = q−1/2 · (F1 · zˆ
1
1 −K
−1
1 · zˆ
1
1 ·K1 · F1)
† =
= q−1/2((zˆ11)
† ·F †1−F
†
1 ·K
†
1 ·(zˆ
1
1)
† ·(K−11 )
†) = q−1/2((zˆ11)
† ·E1K
−1
1 −E1K
−1
1 ·K1 ·(zˆ
1
1)
† ·K−11 ) =
= −q−1/2(1−q2)(E1 ·
∂
∂z11
·K−11 −
∂
∂z11
·E1K
−1
1 ) = −q
−1/2(1−q2)ad′E1
(
∂
∂z11
)
= (1−q2)
∂
∂z12
(the latter equality follows from proposition 5.2 (ii)). The other cases may be proved in
a completely analogous way. Thus, it remains to prove (6.4) in the case a = 1, α = 1.
Lemma 6.2 Suppose T ∈ EndC(C[Matm,n]q) satisfies the properties
i) ad′Kj(T ) =
{
q−1T , j = 1 or j = n+m− 1
T , otherwise
; (6.6)
ii) ad′Fj(T ) = 0 ∀j; (6.7)
iii) T (zαa ) = 0 ∀a, α.
Then T ≡ 0.
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Proof of the lemma. Let us denote by C[Matm,n]q,k the k-th homogeneous component
in C[Matm,n]q (remind that the latter algebra admits the natural Z+-grading by powers
of monomials). As we have already noted, each subspace C[Matm,n]q,k is a (finite dimen-
sional) Uqs(gl(n)⊕gl(m))-submodule in C[Matm,n]q (Uqs(gl(n)⊕gl(m))-invariance of the
subspaces is a straightforward consequence of the formulae (2.11), (2.12), (2.13), (4.1)).
The subspaces C[Matm,n]q,k admit the following ’coordinateless’ description (see (2.15))
C[Matm,n]q,k = {f ∈ C[Matm,n]q |K0(f) = q(n+m)kf} (6.8)
(remind that K0 corresponds to the element K
nm
n ·
∏n−1
i=1 K
mi
i ·
∏m−1
j=1 K
n(m−j)
n+j under the
embedding Uqs(gl(n) ⊕ gl(m)) ⊂ Uqsl(n +m); see section 4). This description, together
with (6.6), implies
T (C[Matm,n]q,k) ⊂ C[Matm,n]q,k−1.
We are going to prove the equality T |C[Matm,n]q,k = 0 by induction in k. The property iii)
of T is the induction base.
Suppose we have already proved that T |C[Matm,n]q,k = 0 for any k ≤M (M ≥ 1), and let
T |C[Matm,n]q,M+1 6= 0. Let f ∈ C[Matm,n]q,M+1 be such an element that T (f) 6= 0. We may
assume that f is a weight vector of the Uqsl(n+m)-module C[Matm,n]q (i.e. an eigenvector
of each Kj, j = 1, . . . , n+m− 1). In this case the element T (f) is a weight vector as well
(this is a consequence of (6.6) and Uqsl(n+m)
op-moduleness of the left EndC(C[Matm,n]q)-
module C[Matm,n]q). We intend to construct an element f˜ ∈ C[Matm,n]q,M+1 so that
a) T (f˜) 6= 0;
b) Fj(T (f˜)) = 0 ∀j;
c) T (f˜) is a weight vector.
To start with, let us note that (6.7) means
FjT =
{
qTFj , j = 1 or j = n+m− 1
TFj , otherwise
. (6.9)
Let some j1 6= n satisfies Fj1(T (f)) 6= 0. If there is no such j1 then f˜ = f . Indeed, f
satisfies the properties a) and c), and the property b) for j 6= n. Fn(T (f)) = T (Fn(f))
due to (6.9). But the formula (6.8) implies Fn(f) ∈ C[Matm,n]q,M , and thus T (Fn(f)) = 0
(the induction assumption). So f˜ has been built.
If j1 with the above property exists, we set f1 = Fj1(f). Let j2 6= n satisfies
Fj2(T (f1)) 6= 0. If there is no such j2 then we set f˜ = f1 and so on. Since C[Matm,n]q,M is
finite dimensional, this process will give us an element f˜ satisfying the properties a), b),
and c). Thus we get a non-zero primitive weight vector (namely, T (f˜)) in the Uqsl(n+m)-
module C[Matm,n]q, which belongs to C[Matm,n]q,M with M ≥ 1. Let us show that this is
a contradiction.
Remind that the Uqsl(n +m)-module C[Matm,n]q is the graded dual to a generalized
Verma module V (0) (see section 4). Let us denote by ( · , · )0 the pairing C[Matm,n]q ×
V (0)→ C. The term ’dual Uqsl(n +m)-module’ means
(ξ(f) , v)0 = (f , S(ξ)(v))0, ∀ξ ∈ Uqsl(n+m), f ∈ C[Matm,n]q, v ∈ V (0). (6.10)
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Any element from V (0) has the form ξ(v(0)), where v(0) is the generator of V (0) (see
section 4) and ξ is an element from the unital subalgebra Uqn− ⊂ Uqsl(n+m) generated
by all Fj’s. This observation is a consequence of the equalities (4.4) and a PBW-type
theorem for the quantized universal enveloping algebra Uqsl(n+m) [2].
Let us return now to the non-zero element T (f˜). It satisfies (6.7). One then has
(T (f˜) , ξ(v(0)))0 = (S
−1(ξ)(T (f˜)) , v(0))0 = ε(ξ) · (T (f˜) , v(0))0
for any ξ ∈ Uqn−. This means that the functional T (f˜) ∈ V (0)
∗ is equal to 0 on any
graded component V (0)−k (see (4.6)). That is T (f˜) ∈ C[Matm,n]q,0 = C. Since T (f˜) ∈
C[Matm,n]q,M (M ≥ 1), we get T (f˜) = 0.
We see that the assumption T |C[Matm,n]q,M+1 6= 0 leads to a contradiction. The lemma
is proved. 
Corollary 6.3 The subspace in EndC(C[Matm,n]q) of operators, satisfying the properties
i) and ii) of the previous lemma, is one dimensional.
Proof. Let T ′ and T ′′ be two non-zero linear operators, satisfying the properties i) and
ii). One has
T ′(zαa ) = T
′′(zαa ) = 0, a 6= 1 or α 6= 1. (6.11)
Indeed, by the formulae (2.12)
zαa = c
α
a · Fa−1Fa−2 . . . F1Fn+m+1−α . . . Fn+m−2Fn+m−1(z
1
1)
for a non-zero constant cαa . Then
T ′(zαa ) = c
α
a · T
′(Fa−1Fa−2 . . . F1Fn+m+1−α . . . Fn+m−2Fn+m−1(z
1
1)) =
= cαa · Fa−1Fa−2 . . . F1Fn+m+1−α . . . Fn+m−2Fn+m−1(T
′(z11))
(the same is true for T ′′). What remains is to use the fact that T ′(z11), T
′′(z11) ∈ C (we
pointed out in the proof of the above lemma that any linear operator T in C[Matm,n]q,
satisfying i) and ii), possesses the property T (C[Matm,n]q,k) ⊂ C[Matm,n]q,k−1.)
Suppose
T ′(z11) = c1, T
′′(z11) = c2
for certain constants c1 and c2. If, for example, c1 = 0 then T
′ = 0 due to the above
lemma. Thus both constants are non-zero. Then, by using the lemma once again, we get
c2 · T
′ − c1 · T
′′ = 0.

To complete the proof of theorem 6.1, it suffices to establish that
1. (zˆ11)
† satisfies the conditions i), ii) of lemma 6.2;
2. ∂
∂z11
satisfies the conditions i), ii) of lemma 6.2;
3. (zˆ11)
†(z11) = (1− q
2) ∂
∂z11
(z11).
Note that point 2 is just the statement iii) of proposition 5.2. Point 3 is a simple
consequence of definitions: clearly, (1− q2) · ∂
∂z11
(z11) = 1− q
2; on the other hand, (zˆ11)
†(z11)
is easily seen to be a constant, so
(zˆ11)
†(z11) = 〈(zˆ
1
1)
†(z11) , 1〉 = 〈z
1
1 , z
1
1〉 = 1− q
2.
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What remains is to establish point 1. Observe, that the equalities
ad′Kj((zˆ
1
1)
†) =
{
q−1(zˆ11)
† , j = 1 or j = n+m− 1
(zˆ11)
† , otherwise
,
ad′Fj((zˆ
1
1)
†) = 0 j 6= n (6.12)
may be derived from (6.5) and the statement i) of proposition 5.2. For example, we prove
the equality ad′F1((zˆ
1
1)
†) = 0:
ad′F1((zˆ
1
1)
†) = F1 · (zˆ
1
1)
† −K−11 · (zˆ
1
1)
† ·K1 · F1 =
= (zˆ11 · F
†
1 − F
†
1 ·K
†
1 · zˆ
1
1 · (K
−1
1 )
†)† = (zˆ11 · E1K
−1
1 − E1K
−1
1 ·K1 · zˆ
1
1 ·K
−1
1 )
† =
= −(E1 · zˆ
1
1 ·K
−1
1 − zˆ
1
1 ·E1K
−1
1 ) = −(ad
′E1(zˆ
1
1))
† = 0.
The other cases in (6.12) are proved just as this one.
Finally, we have to show that ad′Fn((zˆ
1
1)
†) = 0 or, equivalently, Fn · (zˆ
1
1)
† = (zˆ11)
† · Fn
(see (6.9)). The latter equality, in turn, is equivalent to
F †n · zˆ
1
1 = zˆ
1
1 · F
†
n. (6.13)
Lemma 6.4 F †n = −EnK
−1
n +
q1/2
1−q2
zˆmn .
Proof of the lemma to be found in Appendix. 
Now we are ready to prove (6.13). Let P ∈ C[Matm,n]q. Then
F †nzˆ
1
1(P )− zˆ
1
1F
†
n(P ) = F
†
n(P · z
1
1)− F
†
n(P ) · z
1
1 .
By the previous lemma
F †n(P · z
1
1)− F
†
n(P ) · z
1
1 =
= −EnK
−1
n (P · z
1
1) +
q1/2
1− q2
P · z11 · z
m
n + EnK
−1
n (P ) · z
1
1 −
q1/2
1− q2
P · zmn · z
1
1 =
= −En(K
−1
n (P ) ·K
−1
n (z
1
1)) + EnK
−1
n (P ) · z
1
1 +
q1/2
1− q2
P · (z11 · z
m
n − z
m
n · z
1
1)
see(4.1)
=
= −EnK
−1
n (f) · z
1
1 − P · En(z
1
1) + EnK
−1
n (P ) · z
1
1 +
q1/2
1− q2
P · (z11 · z
m
n − z
m
n · z
1
1) =
= −P · En(z
1
1) +
q1/2
1− q2
P · (z11 · z
m
n − z
m
n · z
1
1)
see(4.3)
=
= q−1/2P · zm1 · z
1
n +
q1/2
1− q2
P · (z11 · z
m
n − z
m
n · z
1
1)
see(1.5)
= 0.
Theorem 6.1 is proved completely. 
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7 Appendix. Proof of lemma 6.4
Let P,Q ∈ C[Matm,n]q. By the definition
〈Fn(P ) , Q〉 = f0 ·Q
∗ · Fn(P ) · f0.
The equalities (4.10) and Uqsu(n,m)-moduleness of the algebra Fun(Dm,n)q (see section
4) imply
Fn(P ) ·f0 = Fn(P ) ·K
−1
n (f0) = Fn(P ·f0)−P ·Fn(f0) = Fn(P ·f0)+
q1/2
q−2 − 1
·P ·f0 · (z
m
n )
∗.
Thus
〈Fn(P ) , Q〉 = f0 ·Q
∗ · Fn(P · f0) +
q1/2
q−2 − 1
· f0 ·Q
∗ · P · f0 · (z
m
n )
∗ =
= Fn(f0 ·Q
∗ · P · f0)− Fn(f0 ·Q
∗) ·K−1n (P · f0) +
q1/2
q−2 − 1
· f0 ·Q
∗ · P · f0 · (z
m
n )
∗ =
= Fn(〈P , Q〉 · f0)− Fn(f0 ·Q
∗) ·K−1n (P ) · f0 +
q1/2
q−2 − 1
· 〈P , Q〉 · f0 · (z
m
n )
∗ see(4.10)=
=
−q1/2
q−2 − 1
· 〈P , Q〉 · f0 · (z
m
n )
∗ − Fn(f0 ·Q
∗) ·K−1n (P ) · f0 +
q1/2
q−2 − 1
· 〈P , Q〉 · f0 · (z
m
n )
∗ =
= −Fn(f0 ·Q
∗) ·K−1n (P ) · f0.
Evidently,
Fn(f0 ·Q
∗) = Fn(f0) ·K
−1
n (Q
∗) + f0 · Fn(Q
∗)
see(4.10)
=
= −
q1/2
q−2 − 1
· f0 · (z
m
n )
∗ ·K−1n (Q
∗) + f0 · Fn(Q
∗)
see(3.2)
=
= −
q1/2
q−2 − 1
· f0 · (z
m
n )
∗ · (Kn(Q))
∗ + q2 · f0 · (En(Q))
∗.
Finally we get
〈Fn(P ) , Q〉 =
q1/2
q−2 − 1
·f0 · (z
m
n )
∗ · (Kn(Q))
∗ ·K−1n (P ) ·f0−q
2 ·f0 · (En(Q))
∗ ·K−1n (P ) ·f0 =
=
q1/2
q−2 − 1
· f0 · (Kn(Q) · z
m
n )
∗ ·K−1n (P ) · f0 − q
2 · f0 · (En(Q))
∗ ·K−1n (P ) · f0 =
=
q1/2
q−2 − 1
· 〈K−1n (P ) , Kn(Q) · z
m
n 〉 − q
2 · 〈K−1n (P ) , En(Q)〉 =
=
q1/2
q−2 − 1
· 〈P , K−1n (Kn(Q) · z
m
n )〉 − q
2 · 〈P , K−1n En(Q)〉
see(4.1)
=
=
q−3/2
q−2 − 1
· 〈P , Q · zmn 〉 − 〈P , EnK
−1
n (Q)〉 =
= 〈P , −EnK
−1
n (Q) +
q−3/2
q−2 − 1
·Q · zmn 〉.
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GEOMETRIC REALIZATIONS FOR SOME
SERIES OF REPRESENTATIONS OF THE
QUANTUM GROUP SU2,2
D. Shklyarov S. Sinel’shchikov L. Vaksman
Institute for Low Temperature Physics & Engineering
47 Lenin Avenue, 61103 Kharkov, Ukraine
1 Introduction
We consider some series of modules over the quantum universal enveloping Drinfeld-
Jimbo algebra Uqg in the special case dim g < ∞, 0 < q < 1. The finite dimensional
Uqg-modules are closely related to compact quantum groups; those were investigated well
enough [4, 13]. Infinite dimensional Uqg-modules we deal with in this work originate from
our earlier paper [19], together with some applications therein to the theory of q-Cartan
domains. To make the exposition more transparent, we restrict ourselves to a q-analogue
of the ball in the space of all complex 2× 2 matrices U = {z ∈ Mat2| zz∗ < 1}, which is
among the simplest Cartan domains.
The classes of infinite dimensional Uqg-modules in question differ from those considered
by Letzter [11]. The problem of producing and investigating of the principal series of
quantum Harish-Chandra modules in our case appears to be essentially more complicated.
It is worthwhile to note that some properties of the ladder representation of the quan-
tum SU2,2 described below are already well known [2].
Everywhere in the sequel 0 < q < 1, the ground field is C, and all the algebras are
assumed to be unital, unless the contrary is stated explicitly.
Consider the Hopf algebra Uqg = Uqsl4 determined by the standard lists of generators
Ej , Fj , K
±1
j , j = 1, 2, 3, and relations [4, 13]. The coproduct △, the counit ε, and the
antipode S are given as follows:
△Ej = Ej ⊗ 1 +Kj ⊗ Ej, ε(Ej) = 0, S(Ej) = −K
−1
j Ej ,
△Fj = Fj ⊗K
−1
j + 1⊗ Fj, ε(Fj) = 0, S(Fj) = −FjKj ,
△Kj = Kj ⊗Kj , ε(Kj) = 1, S(Kj) = K
−1
j .
We call a Uqg-module V R3-weight module if V =
⊕
µ
Vµ with µ = (µ1, µ2, µ3) ∈ R3,
Vµ = {v ∈ V |K
±1
j v = q
±µjv, j = 1, 2, 3}. Let Uqk ⊂ Uqg be the Hopf subalgebra generated
by K±12 , Ej , Fj , K
±1
j , j = 1, 3. Every Uqg-module inherits a structure of Uqk-module. We
are interested in quantum (g, k)-modules, i.e. R3-weight Uqg-modules which are direct
sums of finite dimensional Uqk-modules.
This research was partially supported by Award No UM1-2091 of the Civilian Research & Development
Foundation
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in Matematicheskaya Fizika. Analiz. Geometriya, 8 (2001), No 1, 90 – 110
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Equip the Hopf algebra Uqg with an involution:
E∗2 = −K2F2, F
∗
2 = −E2K
−1
2 , K
∗
2 = K2,
E∗j = KjFj, F
∗
j = EjK
−1
j , K
∗
j = Kj , j = 1, 3.
We thus get a ∗-Hopf algebra (Uqg, ∗) which is a q-analogue of Usu2,2 and its subalgebra
(Uqk, ∗) is a q-analogue of Us(u2 × u2).
A quantum (g, k)-module V is said to be unitarizable if (ξv1, v2) = (v1, ξ
∗v2) for some
Hermitian scalar product in V and all v1, v2 ∈ V , ξ ∈ Uqg. Our purpose here is to
produce some series of unitarizable quantum (g, k)-modules by means of non-commutative
geometry and non-commutative function theory in q-Cartan domains [19, 15, 16, 17, 18].
The third named author would like to express his gratitude to H. P. Jakobsen,
A. Klimyk, A. Stolin and L. Turowska for helpful discussions.
2 The Uqsu2,2-module algebra Pol(Pl2,4)q,x
Let e1, e2, e3, e4 be the standard basis in C4. Associate to every linear operator in C2
its graph, a two-dimensional subspace in C4 = C2 × C2, which has trivial intersection
with the linear span of e1, e2. We are interested in the pairs (L, ω), with L a subspace
as above and ω its non-zero volume form (an skew-symmetric bilinear form) in L. We
need a q-analogue of this algebraic variety which we call the Plu¨cker manifold Pl2,4. The
matrix elements
(
α β
γ δ
)
of the linear operator L, together with t±1 related to the volume
element ω, work as ’coordinates’ on Pl2,4.
An algebra F is called a Uqg-module algebra if the multiplication m : F ⊗ F → F is
a morphism of Uqg-modules, and the unit 1 ∈ F is a Uqg-invariant. To rephrase, one can
say that for all f1, f2 ∈ F , j = 1, 2, 3,
Ej(f1f2) = Ej(f1)f2 + (Kjf1)(Ejf2), Ej1 = 0,
Fj(f1f2) = (Fjf1)(K
−1
j f2) + f1(Fjf2), Fj1 = 0,
K±1j (f1f2) = (K
±1
j f1)(K
±1
j f2), K
±1
j 1 = 1.
In the case of a ∗-algebra F one should impose an additional compatibility requirement
for involutions:
(ξf)∗ = (S(ξ))∗f ∗, ξ ∈ Uqg, f ∈ F.
Once the ∗-algebra F is given by the list of its generators and relations, the Uqg-module
structure in F is determined unambiguously by the action of the generators Ej, Fj , K
±1
j ,
j = 1, 2, 3, on the generators of F .
Consider the ∗-algebra Pol(Mat2)q given by its generators α, β, γ, δ and the following
commutation relations (the initial six of those are well known and the rest was obtained
in [16]):{
αβ = qβα
γδ = qδγ
{
αγ = qγα
βδ = qδβ
{
βγ = γβ
αδ = δα+ (q − q−1)βγ
δ∗α = αδ∗
δ∗β = qβδ∗
δ∗γ = qγδ∗
δ∗δ = q2δδ∗ + 1− q2
 γ
∗α = qαγ∗ − (q−1 − q)βδ∗
γ∗β = βγ∗
γ∗γ = q2γγ∗ − (1− q2)δδ∗ + 1− q2
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β∗α = qαβ∗ − (q−1 − q)γδ∗
β∗β = q2ββ∗ − (1− q2)δδ∗ + 1− q2
α∗α = q2αα∗ − (1− q2)(ββ∗ + γγ∗) + (q−1 − q)2δδ∗ + 1− q2.
The ∗-algebra Pol(Pl2,4)q,x is given by the generators α, β, γ, δ, t, t
−1, the commutation
relations as in the above definition of Pol(Mat2)q, and the additional relations tt
−1 =
t−1t = 1, tt∗ = t∗t, zt = qtz, zt∗ = qt∗z, with z ∈ {α, β, γ, δ}1.
An application of a q-analogue for the above geometric interpretation of the Plu¨cker
manifold allows one to prove
Proposition 2.1 i) There exists a unique structure of Uqsu2,2-module algebra in
Pol(Mat2)q such that(
E1α E1β
E1γ E1δ
)
= q−1/2
(
0 α
0 γ
)
,
(
E3α E3β
E3γ E3δ
)
= q−1/2
(
0 0
α β
)
(
F1α F1β
F1γ F1δ
)
= q1/2
(
β 0
δ 0
)
,
(
F3α F3β
F3γ F3δ
)
= q1/2
(
γ δ
0 0
)
(
K1α K1β
K1γ K1δ
)
=
(
qα q−1β
qγ q−1δ
)
,
(
K3α K3β
K3γ K3δ
)
=
(
qα qβ
q−1γ q−1δ
)
(
E2α E2β
E2γ E2δ
)
= −q1/2
(
q−1βγ δβ
δγ δ2
)
,
(
F2α F2β
F2γ F2δ
)
= q1/2
(
0 0
0 1
)
(
K2α K2β
K2γ K2δ
)
=
(
α qβ
qγ q2δ
)
.
ii) There exists a unique structure of Uqsu2,2-module algebra in Pol(Pl2,4)q,x such that the
action of Ej, Fj, K
±1
j on α, β, γ, δ is given by the above equations and Ejt = 0Fjt = 0Kjt = t , j = 1, 3;
 E2t = q
−1/2tδ
F2t = 0
K2t = q
−1t
.
Note that a much more general result is obtained in [16].
To produce the series of quantum (g, k)-modules considered in the sequel we use es-
sentially the specific dependencies of the elements E2t
λ, F2t
λ, K±12 t
λ, E2((αδ − qβγ)
λ),
F2((αδ− qβγ)
λ), K±12 ((αδ− qβγ)
λ) on qλ. These are easily deducible from the definitions
that for all λ ∈ Z+
E2t
λ = q−3/2
q−2λ − 1
q−2 − 1
δtλ, F2t
λ = 0, K±12 t
λ = q∓λtλ,
E2((αδ − qβγ)
λ) = −q1/2
1− q2λ
1− q2
δ(αδ − qβγ)λ,
F2((αδ − qβγ)
λ) = q1/2
q−2λ − 1
q−2 − 1
α(αδ − qβγ)λ−1, λ 6= 0,
K±12 ((αδ − qβγ)
λ) = q±2λ(αδ − qβγ)λ.
1The notation x = tt∗ and Pol(Pl2,4)q,x are justified by the fact that the algebra Pol(Pl2,4)q,x in question can
be derived as a localization of another useful algebra Pol(Pl2,4)q with respect to the multiplicative system x
N.
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For instance, the first relation is obvious for λ = 0, and the general case is accessible
via an induction argument:
E2(t
λ+1) = (E2t)t
λ + (K2t)(E2t
λ) = q−1/2tδtλ + q−1tq−3/2
q−2λ − 1
q−2 − 1
δtλ =
=
(
q−1/2 + q−5/2
q−2λ − 1
q−2 − 1
)
q−1δtλ+1 = q−3/2
q−2(λ+1) − 1
q−2 − 1
δtλ+1.
3 The analytic continuation of the holomorphic discrete series: step one
Consider the subalgebra C[Pl2,4]q,t ⊂ Pol(Pl2,4)q,x generated by α, β, γ, δ, t, t−1. Equip it
with a Z-grading: deg α = deg β = deg γ = deg δ = 0, deg(t±1) = ±1. The homogeneous
components of this algebra are quantum (g, k)-modules2.
Consider the subalgebra C[Mat2]q ⊂ Pol(Mat2)q generated by α, β, γ, δ. This algebra
constitutes a famous subject of a research in the quantum group theory. Associate to
each λ ∈ Z a linear operator iλ : C[Mat2]q → C[Pl2,4]q,t, iλ : f 7→ ft−λ. This isomorphism
between the vector space C[Mat2]q and a homogeneous component of C[Pl2,4]q,t allows one
to transfer the structure of Uqsl4-module from C[Pl2,4]q,t to C[Mat2]q. Thus we obtain a
representation of Uqsl4 in C[Mat2]q, to be denoted by πqλ . For all ξ ∈ Uqsl4, f ∈ C[Mat2]q,
the vector valued function πqλ(ξ)f appears to be a Laurent polynomial of an indeterminate
ζ = qλ. This leads to the canonical analytic continuation of the operator valued function
πqλ . The term ’analytic continuation of the holomorphic discrete series’ stands for the
above family πqλ of representations of Uqsl4.
The results of the work by H. P. Jakobsen [5] imply that the quantum (g, k)-modules
πqλ are unitarizable for all λ > 1. We follow [17] in finding an explicit form for the related
scalar product.
Consider the Pol(Mat2)q-module given by a single generator v and the relations α
∗v =
β∗v = γ∗v = δ∗v = 0. The associated representation T of Pol(Mat2)q in the vector space
H = C[Mat2]qv is faithful; it is called the vacuum representation.
Let ρˇ be the linear operator in H that realizes the action of the ’half-sum of positive
coroots’:
ρˇ(αaβbγcδdv) = (3a+ 2b+ 2c+ d)αaβbγcδdv,
with a, b, c, d ∈ Z+. We need also the element
y = 1− (αα∗ + ββ∗ + γγ∗ + δδ∗) + (αδ − qβγ)(αδ − qβγ)∗,
which is a q-analogue of the determinant det(1− zz∗), with z =
(
α β
γ δ
)
.
As a consequence of the results of [17] we have
Proposition 3.1 i) For λ > 3 the linear functional∫
Uq
fdνλ
def
=
tr(T (fyλ)q−2ρˇ)
tr(T (yλ)q−2ρˇ)
2The notation C[Pl2,4]q,t can be justified in the same way as the notation Pol(Pl2,4)q,x introduced in the
previous section.
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is well defined and positive on Pol(Mat2)q.
ii) For λ > 3 the scalar product (f1, f2)q2λ =
∫
Uq
f ∗2 f1dνλ in C[Mat2]q is well defined,
positive, and
(πqλ(ξ)f1, f2)q2λ = (f1, πqλ(ξ
∗)f2)q2λ , ξ ∈ Uqg, f1, f2 ∈ C[Mat2]q.
The representations πqλ , λ = 3, 4, 5, . . ., are q-analogues of the holomorphic discrete
series representations, and the completions of C[Mat2]q with respect to the norms ‖f‖q2λ =
(f, f)
1/2
q2λ
are q-analogues of the weighted Bergman spaces. Our intention in what follows is
to present explicit formulae for the analytic continuation of the scalar product (f1, f2)q2λ
with respect to the parameter q2λ, and to prove the positivity of this scalar product for
λ > 1.
To conclude, consider the Uqk-invariants
y1 = αα
∗ + ββ∗ + γγ∗ + δδ∗, y2 = (αδ − qβγ)(αδ − qβγ)
∗.
Prove that T (y1)T (y2) = T (y2)T (y1), or equivalently, y1y2 = y2y1. In fact, observe that H
admits a structure of Uqk-module (ξ(fv) = (ξf)v, ξ ∈ Uqk, f ∈ C[Mat2]q) and splits into
a sum of pairwise non-isomorphic simple Uqk-modules H =
⊕
k1≥k2≥0
H(k1,k2), H(k1,k2) =
Uqkδ
k1−k2(αδ − qβγ)k2v. What remains is to take into account that the restrictions of
T (y1), T (y2) onto H
(k1,k2) are scalar operators by the ’Schur lemma’. Those scalars are
easily deducible:
T (y1)|H(k1,k2) = 1− q
2k1 + q−2(1− q2k2),
T (y2)|H(k1,k2) = q
−2(1− q2k2)(1− q2(k1+1)).
Just as one could expect, the joint spectrum of the operators T (y1), T (y2) tends to
{(tr(zz∗), det(zz∗)| z ∈ U} = {(y1, y2)| 0 ≤ y1 ≤ 2 & 0 ≤ y2 ≤ y21/4}
as q goes to 1.
4 An invariant integral on the Shilov boundary
Let c = αδ − qβγ and C[GL2]q be the localization of C[Mat2]q with respect to the mul-
tiplicative system cN. It is easy to prove the existence and uniqueness of an extension of
the Uqg-module structure from C[Mat2]q onto C[GL2]q. Equip the Uqg-module algebra
C[GL2]q with an involution:
α∗ = q−2(αδ − qβγ)−1δ, β∗ = −q−1(αδ − qβγ)−1γ,
γ∗ = −q−1(αδ − qβγ)−1β, δ∗ = (αδ − qβγ)−1α.
and introduce the notation Pol(S(U))q = (C[GL2]q, ∗).
The following propositions justifies our choice of the involution.
Proposition 4.1 For all f ∈ Pol(S(U))q, ξ ∈ Uqg one has
(ξf)∗ = (S(ξ))∗f ∗.
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Proposition 4.2 There exists a unique homomorphism of Uqg-module ∗-algebras
j : Pol(Mat2)q → Pol(S(U))q such that j(α) = α, j(β) = β, j(γ) = γ, j(δ) = δ.
These statements are proved in an essentially more general form in [18]. It also follows
from the results of that work that the Uqg-module ∗-algebra Pol(S(U))q is a q-analogue
of the polynomial algebra on the Shilov boundary S(U) of the unit ball U in the space
Mat2 of complex 2× 2 matrices.
The Uqk-module Pol(S(U))q splits into a sum of pairwise non-isomorphic simple finite
dimensional submodules. In particular, the trivial Uqk-module appears in Pol(S(U))q
with multiplicity 1 and there exists a unique Uqk-invariant integral µ : Pol(S(U))q → C,
f 7→
∫
S(U)q
fdµ, with
∫
S(U)q
1dµ = 1.
Proposition 4.3 The above Uqk-invariant integral is positive definite.
Proof. Consider the ∗-algebra Pol(U2)q of regular functions on the quantum U2 [9],
together with the ∗-homomorphism of algebras i : Pol(S(U))q → Pol(U2)q given by
i(α) = q−1α, i(β) = q−1β,
i(γ) = γ, i(δ) = δ.
The positivity of an invariant integral on the quantum group U2 constitutes a well
known fact. So, what remains is to prove the invariance of the integral
Pol(U2)q → C, f 7→
∫
S(U)q
i−1(f)dµ
with respect to the action of Uqu2 by ’right translations’ on the quantum U2. This is a
consequence of the invariance of µ with respect to the action of the subalgebra in Uqk
generated by E1, F1, K
±1
1 , (K1K
2
2K3)
±1. 
Now introduce an auxiliary Uqg-module ∗-algebra Pol(Ŝ(U))q, to be used in a con-
struction of the principal degenerate series of quantum (g, k)-modules.
The ∗-algebra Pol(Ŝ(U))q is defined by adding t, t−1 to the list α, β, γ, δ, c−1 of
generators of Pol(S(U))q and
tt−1 = t−1t = 1, tt∗ = t∗t,
zt = qtz, zt∗ = qt∗z, with z ∈ {α, β, γ, δ}
to the list of relations.
The next two statements follow from the results of [18].
Proposition 4.4 i) There exists a unique extension of the structure of Uqg-module
∗-algebra from Pol(S(U))q onto Pol(Ŝ(U))q such that Ejt = 0Fjt = 0Kjt = 0 , j = 1, 3,
 E2t = q
−1/2tδ
F2t = 0
K2t = q
−1t
.
ii) There exists a unique homomorphism ĵ : Pol(Pl2,4)q,x → Pol(Ŝ(U))q of Uqg-module
∗-algebras such that
ĵ(α) = α, ĵ(β) = β, ĵ(γ) = γ, ĵ(δ) = δ, ĵ(t±1) = t±1.
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Proposition 4.5 The subspace t∗−2Pol(S(U))qt−2 is a submodule of the Uqg-module
Pol(Ŝ(U))q, and the linear functional
t∗−2Pol(S(U))qt−2 → C, t∗−2ft−2 7→
∫
S(U)q
fdµ
is an invariant integral (i.e. a morphism of Uqg-modules).
5 An analytic continuation of the holomorphic discrete series: step two
Just as in the classical case q = 1, one has
C[Mat2]q =
⊕
k1≥k2≥0
C[Mat2](k1,k2)q = Uqkδ
k1−k2(αδ − qβγ)k2,
with C[Mat2]
(k1,k2)
q being simple pairwise non-isomorphic Uqk-submodules of the Uqk-
module C[Mat2]q. Introduce the notation f (k1,k2) for a projection of f onto the Uqk-isotypic
component C[Mat2]
(k1,k2)
q parallel to the sum of all other Uqk-isotypic components.
By the ’Schur lemma’, every Uqk-invariant Hermitian form (f1, f2) on C[Mat2]q is given
by
(f1, f2) =
∑
k1≥k2≥0
c(k1, k2)
∫
S(U)q
(f
(k1,k2)
2 )
∗f
(k1,k2)
1 dµ.
We are going to obtain this decomposition for (f1, f2)q2λ , λ > 3. Recall the notation
(a; q2)m =
m−1∏
j=0
(1− aq2j).
Proposition 5.1 For all λ > 3, f1, f2 ∈ C[Mat2]q,∫
Uq
f ∗2 f1dνλ =
∑
k1≥k2≥0
c(k1, k2, q
2λ)
∫
S(U)q
(f
(k1,k2)
2 )
∗f
(k1,k2)
1 dµ,
with
c(k1, k2, q
2λ) =
(q4; q2)k1(q
2; q2)k2
(q2λ; q2)k1(q
2(λ−1); q2)k2
. (5.1)
Proof. In the case q = 1 a similar result was obtained by Faraut and Koranyi [3] in
a very big generality. Our proof here imitates that of [3].
First introduce the subalgebra C[Mat2]q ⊂ Pol(Mat2)q generated by α∗, β∗, γ∗, δ∗, and
the algebra C[Mat2]opq which differs from C[Mat2]q by replacement of the multiplication
law with an opposite one. We use the algebra C[Mat2 ×Mat2]q
def
= C[Mat2]q ⊗ C[Mat2]opq
as a q-analogue for the algebra of (degenerate) kernels of integral operators.
Equip C[Mat2 ×Mat2]q with a bigrading
deg(α⊗ 1) = deg(β ⊗ 1) = deg(γ ⊗ 1) = deg(δ ⊗ 1) = (1, 0),
deg(1⊗ α∗) = deg(1⊗ β∗) = deg(1⊗ γ∗) = deg(1⊗ δ∗) = (0, 1)
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and the associated topology. The completed algebra C[[Mat2 ×Mat2]]q will work as the
algebra of generalized kernels of integral operators [17].
Just as in the case q = 1 one can deduce proposition 5.1 from the following three
lemmas.
Lemma 5.2 Given k1, k2 ∈ Z, k1 ≥ k2 ≥ 0, denote by Pk1,k2 the projection in C[Mat2]q
onto the component C[Mat2]
(k1,k2)
q parallel to the sum of all other Uqk-isotypic components.
There exists a unique element pk1,k2 ∈ C[Mat2 ×Mat2]q such that
Pk1,k2f(z) =
∫
S(U)q
pk1,k2(z, ζ)f(ζ)dµ(ζ)
for all f ∈ C[Mat2]q.
Introduce the notation L2(dνλ)q, L
2
a(dνλ)q for completions of vector spaces Pol(Mat2)q,
C[Mat2]q respectively, with respect to the norm ‖f‖q2λ =
(∫
Uq
f ∗fdνλ
)1/2
. These are well
defined for λ > 3, and certainly L2a(dνλ)q ⊂ L
2(dνλ)q.
Lemma 5.3 Given λ > 3, denote by Pλ the orthogonal projection in L
2(dνλ)q onto
L2a(dνλ)q. There exists a unique Kλ ∈ C[[Mat2 ×Mat2]]q such that
Pλf(z) =
∫
Uq
Kλ(z, ζ)f(ζ)dνλ(ζ).
for all f ∈ Pol(Mat2)q.
Lemma 5.4 In C[[Mat2 ×Mat2]]q one has
Kλ =
∑
k1≥k2≥0
1
c(k1, k2, λ)
pk1,k2,
with c(k1, k2, λ) being given by (5.1).
Lemmas 5.2, 5.3 can be proved in the same way as in the case q = 1. Turn to the
proof of lemma 5.4.
We are going to use the Schur polynomials
sk1k2(x1, x2) = (x1x2)
k2 ·
xk1−k2+11 − x
k1−k2+1
2
x1 − x2
.
These are expressible in terms of elementary symmetric polynomials:
sk1k2(x1, x2) = uk1k2(x1 + x2, x1x2).
(The polynomials uk1k2 are closely related to the well known Chebyshev polynomials of
second kind Uk1−k2(x)).
Recall the notation [j]q =
qj − q−j
q − q−1
, (a; q2)∞ =
∞∏
j=0
(1 − aq2j) and consider the kernels
χ1 = α⊗ α
∗ + β ⊗ β∗ + γ ⊗ γ∗ + δ ⊗ δ∗, χ2 = c⊗ c
∗ with c = (αδ − qβγ) ∈ Pol(Mat2)q.
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Lemma 5.5 i) pk1,k2 = q
k1+k2 · [k1 − k2 + 1]q · uk1k2(χ1, χ2),
ii) Kλ =
∞∏
j=0
(
1− q2(λ+j)χ1 + q
4(λ+j)χ2
)( ∞∏
j=0
(1− q2jχ1 + q
4jχ2)
)−1
.
The first statement of lemma 5.5 are easily deducible from the orthogonality relations
for matrix elements of representations of the quantum group U2. The second statement
follows from the results of [17].
Lemma 5.4 is a consequence of lemma 5.5 and the following well known relation in the
theory of Schur polynomials [12]:
(q2λx1; q
2)∞
(x1; q2)∞
·
(q2λx2; q
2)∞
(x2; q2)∞
=
=
∑
k1≥k2≥0
(q2λ; q2)k1(q
2(λ−1); q2)k2
(q4; q2)k1(q
2; q2)k2
[k1 − k2 + 1]q · q
(k1+k2)sk1k2(x1, x2).
The above proof of proposition 5.1 is transferable quite literally onto the case of quan-
tum SUn,n and a q-analogue of the unit ball in the space of n× n matrices.
6 Analytic continuation of the holomorphic discrete series: ladder representation
of the quantum group SU2,2
It is explained in [3] that the results like our proposition 5.1 allow one to solve the
problems of irreducibility, unitarizability, and composition series of the representations
πqλ . We restrict ourselves to some simplest corollaries from proposition 5.1.
Proposition 6.1 Suppose that either λ > 1 or Imλ ∈ pi
lg q
Z. Then the sesquilinear form
(f1, f2)q2λ is positive definite, and for all f1, f2 ∈ C[Mat2]q, ξ ∈ Uqg one has
(πqλ(ξ)f1, f2)q2λ = (f1, πqλ(ξ
∗)f2)q2λ . (6.1)
Proof. The positivity follows from proposition 5.1. Let ζ = qλ. If Im ζ = 0, both
sides of (6.1) are rational functions of ζ . So, what remains is to use the fact that this
equality is true for 0 < ζ < q3. 
Turn to the case λ = 1. It follows from proposition 6.1 that the kernel of the sesquilin-
ear form 〈f1, f2〉 = lim
λ→1+0
(1 − q2λ−2)(f1, f2)q2λ is a common invariant subspace for all the
operators π1(ξ), ξ ∈ Uqg. Explicitly, this kernel is
L =
∞⊕
k=0
C[Mat2](k,0)q .
On L one has a well defined Hermitian form (f1, f2) = lim
λ→1+0
(f1, f2)q2λ , and hence the
quantum (g, k)-module associated to the restriction πq|L is unitarizable. The representa-
tion πq|L is a q-analogue of the well known ladder representation.
In the case q = 1 the subspace
⊕∞
k=0C[Mat2]
(k,0) coincides with the kernel of the
covariant differential operator  =
∂
∂α
∂
∂δ
−
∂
∂β
∂
∂γ
. Our intention is to obtain a q-
analogue of this result3.
3A similar result was obtained by V. Dobrev [2] and H. P. Jakobsen [6] in a different context.
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We use a notion of the first order differential calculus over an algebra A and a covariant
first order differential calculus as in [10].
Among well known Uqk-invariant first order differential calculi over C[Mat2]q one has
to distinguish a unique Uqg-invariant calculus. A general method of producing such
differential calculi (with hidden symmetry) for q-Cartan domains is described in [19].
The first order differential calculus we need is determined by the following ’commuta-
tion relations between coordinates and differentials’ (these are written in [16] in R-matrix
form):
dα · α = q2αdα; dα · β = qβdα− (1− q2)αdβ;
dα · γ = qγdα− (1− q2)αdγ; dα · δ = δdα− (q−1 − q)(γdβ + βdγ) + (q−1 − q)2αdδ;
dβ · α = qα · dβ; dβ · β = q2βdβ;
dβ · γ = γdβ − (q−1 − q)αdδ; dβ · δ = qδdβ − (1− q2)βdδ;
dγ · α = qαdγ; dγ · γ = q2γdγ;
dγ · β = βdγ − (q−1 − q)αdδ; dγ · δ = qδdγ − (1− q2)γdδ;
dδ · α = αdδ; dδ · γ = qγdδ;
dδ · β = qβdδ; dδ · δ = q2δdδ.
It is worthwhile to note that it admits an extension up to a Uqg-module first order
differential calculus over Uqg-module algebra C[Pl2,4]q,t: dt · t = q−2tdt,
dz · t = q−1tdz, dt · z = q−1zdt + (q−2 − 1)tdz for all z ∈ {α, β, γ, δ}.
Turn back to C[Mat2]q. The operator d is given on the generators of this algebra in an
obvious way and is extended onto the entire algebra via the Leibnitz rule. The operators
∂
∂α
,
∂
∂β
,
∂
∂γ
,
∂
∂δ
in C[Mat2]q are imposed in a standard way:
df =
∂f
∂α
dα+
∂f
∂β
dβ +
∂f
∂γ
dγ +
∂f
∂δ
dδ.
As an easy consequence of the definitions one has
Proposition 6.2 Let q =
∂
∂α
∂
∂δ
− q
∂
∂β
∂
∂γ
.
i) q intertwines πq and πq3:
πq3(ξ)q = qπq(ξ), ξ ∈ Uqg.
ii) L = Kerq.
iii) (αδ − qβγ)q|
C[Mat2]
(k1,k2)
q
= q−2 ·
1− q2k2
1− q2
·
1− q2(k1+1)
1− q2
.
Corollary 6.3 For all s ∈ N
q(αδ − qβγ)
s = bq(s)(αδ − qβγ)
s−1,
bq(s) = q
−2 ·
1− q2s
1− q2
·
1− q2(s+1)
1− q2
.
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bq(s) is a q-analogue of the Sato-Bernstein polynomial b(s) = s(s + 1) for the pre-
homogeneous vector space Mat2. In a recent preprint [7] and the works cited therein,
another approach to q-analogues for algebras of differential operators was used to pro-
duce q-analogues of the Bernstein polynomials.
Consider the vector space C4 (with its standard coordinate system t1, t2, t3, t4),
together with the associated projective space CP3. Let L ⊂ CP3 be a projectivization of
the plane t3 = t4 = 0. It is well known that in the case q = 1 the ladder representation is
isomorphic to the natural representation of Ug in the cohomologiesH1(CP3\L,O(−2)). A
computation of these cohomologies by the Cˇech method leads to the Laurent polynomials:
H1(CP3 \ L,O(−2)) =
 ∑
(j1,j2,j3,j4)∈J
cj1,j2,j3,j4t
j1
1 t
j2
2 t
j3
3 t
j4
4
 ,
with J = {(j1, j2, j3, j4) ∈ Z4| j1 ≥ 0, j2 ≥ 0, j3 < 0, j4 < 0, j1 + j2 + j3 + j4 = −2}.
So, one has two geometric realizations of the ladder representation of SU2,2 (those in
H1(CP3 \ L,O(−2)) and in Ker).
The lowest weight subspace in H1(CP3 \ L,O(−2)) is generated by the Laurent poly-
nomial t−13 t
−1
4 , and in the kernel of  =
∂
∂α
∂
∂δ
−
∂
∂β
∂
∂γ
by the constant function 1. There
exists a unique isomorphism between the two realizations of the ladder representation
which takes t−13 t
−1
4 to 1. This operator is very essential in the mathematical physics and
is called the Penrose transform [1]. A replacement of the commutation relation titj = tjti
by titj = qtjti, i < j, allows one to transfer easily the above observations onto the case
0 < q < 1 (more precisely, everything but the notion of cohomologies for quasi-coherent
sheaves). It is just the way of on which another realization of the ladder representation
and the quantum Penrose transform appear.
7 The principal degenerate series of quantum Harish-Chandra modules
In the classical theory the principal series of Harish-Chandra modules are associated to
parabolic subgroups P . Our purpose is to produce a q-analogue of the principal series
of Harish-Chandra modules associated to a stability group P for a point of the Shilov
boundary p ∈ S(U).
We call a Uqg-module V Z3-weight module if V =
⊕
µ
Vµ with µ = (µ1, µ2, µ3) ∈ Z3,
Vµ = {v ∈ V |K
±1
j v = q
±µjv, j = 1, 2, 3}.
A quantum Harish-Chandra module is a finitely generated Z3-weight Uqg-module V
such that
i) V is a sum of finite dimensional simple Uqk-modules,
ii) each simple finite dimensional Uqk-module W occurs in V with finite multiplicity
(dimHomUqk(W,V ) <∞).
Quantum Harish-Chandra modules are quantum (g, k)-modules, and the notion of
unitarizability is applicable here. The rest of this section is devoted to producing the
principal degenerate series of the unitarizable quantum Harish-Chandra modules. Note
that producing and classification of simple unitarizable quantum Harish-Chandra modules
still constitute an open problem even in our special case of quantum SU2,2.
In the case λ ∈ −2Z+ one has a well defined linear operator Pol(S(U))q → Pol(Ŝ(U))q,
f 7→ f · (αδ − qβγ)−λ/2t−λ. The same argument as that applied in section 3 to produce
πqλ , yields
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Proposition 7.1 There exists a unique one-parameter family τqλ of representations of
Uqg in the space Pol(S(U))q of polynomials on the Shilov boundary of the quantum matrix
ball such that
i) for all λ ∈ −2Z+, ξ ∈ Uqg, f ∈ Pol(S(U))q one has
(τqλ(ξ)f)(αδ − qβγ)
−λ/2t−λ = ξ(f(αδ − qβγ)−λ/2t−λ);
ii) for all ξ ∈ Uqg, f ∈ Pol(S(U))q, the vector function τqλ(ξ)f is a Laurent polynomial
of the indeterminate ζ = qλ.
Note that the multiple (αδ − qβγ)−λ/2 provides the integral nature for weight of τqλ .
We are to produce a q-analogue of the principal degenerate series of Harish-Chandra
modules associated to the Shilov boundary S(U).
remark. For q = 1 the construction of degenerate discrete series involves a finite
dimensional irreducible representation τ of a reductive subgroup M . (This subgroup is
determined in a standard way:
P = MAN, S(U) ≈ P \ SU2,2).
We have produced q-analogues of those representations of degenerate discrete series where
τ is trivial, i.e. a q-analogue of the spherical principal degenerate series:
τqλ(ξ)1 = ε(ξ)1, ξ ∈ Uqk.
Turn to a construction of the corresponding principal unitary series.
Proposition 7.2 In the case Reλ = 2 the quantum Harish-Chandra module associated
to τqλ is unitarizable: ∫
S(U)q
f ∗2 (τqλ(ξ)f1)dµ =
∫
S(U)q
(τqλ(ξ
∗)f2)
∗f1dµ (7.1)
for all f1, f2 ∈ Pol(S(U))q, ξ ∈ Uqg.
Proof. The representation τqλ can be defined in a different way, as one can extend the
Uqg-module algebra Pol(Ŝ(U))q via adding to the list of generators the powers tλ, (t∗)λ,
(αδ−qβγ)λ for any λ ∈ C. The relations between the generators of the extended algebra as
well as the action of Ej , Fj , K
±1
j , j = 1, 2, 3, on them are derived from the corresponding
formulae for integral powers of t, t∗, and αδ − qβγ via the analytic continuation which
uses Laurent polynomials of the indeterminate ζ = qλ. Moreover, this new algebra may
be endowed with an involution as follows
(tλ)∗ = (t∗)λ, ((αδ − qβγ)λ)∗ = q−2λ · (αδ − qβγ)−λ
(where bar denotes the complex conjugation), and thus it is made a Uqg-module ∗-algebra.
Now the relation (7.1) follows from
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Lemma 7.3 Let Reλ = 2. The linear subspace
((αδ − qβγ)−λ/2 · t−λ)∗ · Pol(S(U))q · (αδ − qβγ)−λ/2 · t−λ
is a Uqg-module, and the linear functional
((αδ − qβγ)−λ/2 · t−λ)∗ · f · (αδ − qβγ)−λ/2 · t−λ 7→
∫
S(U)q
fdµ
is a Uqg-invariant integral.
Proof of lemma 7.3. Suppose that λ = 2 + iρ with ρ ∈ R. Then, by definitions,
((αδ − qβγ)−λ/2 · t−λ)∗ · f · (αδ − qβγ)−λ/2 · t−λ =
(t∗)−λ · ((αδ − qβγ)∗)−λ/2 · f · (αδ − qβγ)−λ/2 · t−λ =
= const(ρ) · (t∗)−2 · (t∗)iρ · (αδ − qβγ)−iρ · f · t−iρ · t−2.
Now it suffices to apply proposition 4.5, the equality∫
S(U)q
fdµ =
∫
S(U)q
f (0,0)dµ,
and the observation that the element t∗t−1(αδ−qβγ)−1 ∈ Pol(Ŝ(U))q commutes with any
element of the subalgebra Pol(S(U))q and is a Uqg-invariant.
A construction of the second part τ ′qλ of the principal degenerate series of quantum
Harish-Chandra modules we are interested in is described in the following proposition.
Its proof is just the same as that of proposition 7.1.
Proposition 7.4 There exists a unique one-parameter family τ ′qλ of representations of
Uqg in the space Pol(S(U))q such that
i) for all λ ∈ −2Z+, ξ ∈ Uqg, f ∈ Pol(S(U))q, one has
(τ ′qλ(ξ)f)(αδ − qβγ)
−λ/2t−λ−1 = ξ(f(αδ − qβγ)−λ/2t−λ−1)
ii) for all ξ ∈ Uqg, f ∈ Pol(S(U))q, the vector function τ ′qλ(ξ)f is a Laurent polynomial
of the indeterminate ζ = qλ.
Remark. Both parts τqλ , τ
′
qλ of the series of quantum Harish-Chandra modules in
question could be also derived via embeddings of vector spaces Pol(S(U))q → Pol(Ŝ(U))q,
f 7→ ftl1t∗l2 . For that, with l1 − l2 ∈ Z being fixed, one should arrange ’an analytic
continuation in ζ = ql1+l2 ’. An equivalence of the two above approaches to producing the
principal degenerate series follows from properties of the element t∗t−1(αδ − qβγ)−1 (see
proof of lemma 7.3).
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8 The principal non-degenerate series of quantum Harish-Chandra modules
The finite dimensional simple weight Uqg-modules allow a plausible description in terms of
generators and relations when the highest weight vectors are chosen as generators. In the
infinite dimensional case the capability of this approach is much lower. The well known
method of inducing from a parabolic subgroup in our case is also inapplicable due to the
absence of a valuable q-analogue of the Iwasawa decomposition.
Fortunately, there exists one more approach to a description of Harish-Chandra mod-
ules, that of Beilinson and Bernstein [14]. Within the framework of this approach simple
Harish-Chandra modules are produced in cohomologies with supports on K-orbits in the
space of full flags X = G/B (in our case G = SL4, K = S(GL2×GL2), and B a standard
Borel subgroup). The principal non-degenerate series is related to an open orbit, which is
an affine algebraic variety. This fact sharply simplifies the problem of producing the prin-
cipal non-degenerate series, and makes it possible to solve the problem for the quantum
case.
An application of the results of Kostant [8] allows one to obtain an analogue of propo-
sition 4.5 for full flags and to prove that, together with every quantum Harish-Chandra
module, the principal non-degenerate series contains its dual.
Appendix 1. A complete list of irreducible ∗-representations of Pol(Mat2)q
This appendix presents an outline of the results of L. Turowska [20] on classification of
irreducible ∗-representations of Pol(Mat2)q.
To forestall the exposition, note that every irreducible representation from the list of
L. Turowska possesses a distinguished vector v (determined up to a scalar multiple) and
is a completion of the Pol(Mat2)q-module V = Pol(Mat2)qv with respect to a suitable
topology. Our intention is to produce the list of relations which determine the above
Pol(Mat2)q-modules. As one can observe from the results of L. Turowska, the non-negative
linear functionals
lq : Pol(Mat2)q → C, lq : f 7→ (fv, v)
lead in the classical limit q → 1 to non-negative linear functionals on the polynomial
algebra Pol(Mat2). The limit functionals are just the delta-functions in some points of
the closure of the unit ball U.
We list below those points, together with the lists of determining relations for the
associated Pol(Mat2)q-modules
4.
0-dimensional leaves(
eiϕ1 0
0 eiϕ2
)
αv = eiϕ1v, βv = 0, γv = 0, δv = eiϕ2v,
α∗v = e−iϕ1v, β∗v = 0, γ∗v = 0, δ∗v = e−iϕ2v, ϕ1, ϕ2 ∈ R/2πZ.
2-dimensional leaves(
0 0
0 eiϕ
)
βv = 0, γv = 0, δv = eiϕv,
α∗v = 0, β∗v = 0, γ∗v = 0, δ∗v = e−iϕv, ϕ ∈ R/2πZ.
4Consider the Poisson bracket {f1, f2} = lim
h→0
f1f2−f2f1
ih
, h = 2 log(q−1), and associate to each of those points
a bounded symplectic leaf containing this point. An important invariant of the irreducible ∗-representation is the
dimension of the associated symplectic leaf.
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(
0 eiϕ1
eiϕ2 0
) αv = 0, βv = eiϕ1v, γv = eiϕ2v,
α∗v = −q−1e−i(ϕ1+ϕ2)δv, β∗v = e−iϕ1v, γ∗v = e−iϕ2v, δ∗v = 0,
ϕ1, ϕ2 ∈ R/2πZ.
4-dimensional leaves(
0 0
eiϕ 0
)
αv = 0, γv = eiϕv,
α∗v = 0, β∗v = 0, γ∗v = e−iϕv, δ∗v = 0, ϕ ∈ R/2πZ.
(
0 eiϕ1
0 0
)
αv = 0, βv = eiϕv,
α∗v = 0, β∗v = e−iϕv, γ∗v = 0, δ∗v = 0, ϕ ∈ R/2πZ.
6-dimensional leaves(
eiϕ 0
0 0
)
αv = eiϕv,
α∗v = e−iϕv, β∗v = γ∗v = δ∗v = 0, ϕ ∈ R/2πZ.
8-dimensional leaf(
0 0
0 0
)
α∗v = β∗v = γ∗v = δ∗v = 0.
It follows from the results of L. Turowska that every of the above Pol(Mat2)q-modules
can be equipped with a structure of pre-Hilbert space in such a way that the Pol(Mat2)q-
action is extendable onto the associated Hilbert space, and this procedure provides a
complete list of irreducible ∗-representations of Pol(Mat2)q
5.
Note that the ∗-representation associated to the 8-dimensional symplectic leaf is faith-
ful; it is unique (up to a unitary equivalence) faithful irreducible ∗-representation. The
uniqueness is easily deducible from the commutation relations between α, β, γ, δ, α∗, β∗,
γ∗, δ∗, y (the later element is defined in section 3).
Another two series of ∗-representations are related to the leaves that contain unitary
matrices (
eiϕ1 0
0 eiϕ2
)
,
(
0 eiϕ1
eiϕ2 0
)
, ϕ1, ϕ2 ∈ R/2πZ.
These two series are due to the ∗-homomorphism Pol(Mat2)q → C[U2]q described in the
main sections of this work. They could be obtained within the theory of ∗-representations
of the algebra C[U2]q of regular functions on the quantum U2.
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Notes of the Editor
The results of L. Turowska mentioned in this work were applied recently in [1].
A quantum analogue of the Shilov boundary in a more general context was produced
in [2].
The correspondence of the notion of Shilov boundary used in this work and its well
known counterpart by W. Arveson is discussed in [3].
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PART III
QUANTUM HARISH-CHANDRA MODULES
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Abstract. An important problem of the quantum group theory is to construct and
classify the Harish-Chandra modules; it is discussed in this work. The way of producing
the principal non-degenerate series representations of the quantum SUn,n is sketched. A
q-analogue for the Penrose transform is described.
A general theory of non-compact quantum groups which could include, for instance,
quantum SU2,2, does not exist. However, during the recent years, a number of problems on
non-commutative geometry and harmonic analysis on homogeneous spaces of such ’groups’
was solved. In these researches, the absent notion of non-compact quantum group was
replaced by Harish-Chandra modules over quantum universal enveloping algebra Uqg.
This work approaches an important and still open problem in the theory of quantum
groups, the problem of constructing and classifying quantum Harish-Chandra modules. A
construction of the principal non-degenerate series of quantum Harish-Chandra modules is
described in the special case of the quantum SU2,2. A q-analogue of the Penrose transform
is investigated.
The last named author is grateful to V. Akulov for numerous discussions of geometric
aspects of the quantum group theory.
Everywhere in the sequel g stands for a simple complex Lie algebra and {α1, α2, . . . , αl}
for its system of simple roots with the standard ordering. The field C(q) of rational
functions of the deformation parameter q normally works as a ground field (when solving
the problems of harmonic analysis, it is more convenient to assume q ∈ (0, 1) and to set
C as a ground field).
A background in quantum universal enveloping algebras was made up by V. Drinfeld
and M. Jimbo in mid-80-ies. The principal results of this theory at its early years are
expounded in the review [9] and in the lectures [5]. We inherit the notation of these texts;
in particular, we use the standard generators {Ej, Fj , K
±1
j }j=1,2,...,l of the Hopf algebra
Uqg and relatively prime integers dj, j = 1, 2, . . . , l, which symmetrize the Cartan matrix
of g (note that dj = 1, j = 1, 2, . . . , l, in the case g = sll+1). We restrict ourselves to
This research was supported in part by Award No UM1-2091 of the US Civilian Research & Development
Foundation
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considering Zl-weight Uqg-modules V i.e. those admitting a decomposition into a sum of
weight subspaces
V =
⊕
µ
Vµ, µ = (µ1, µ2, . . . , µl) ∈ Zl, Vµ = {v ∈ V |K±1j v = q
±djµjv, j = 1, 2, . . . , l}.
Recall that some of the simple roots α1, α2, . . . , αl determine Hermitian symmetric
spaces of non-compact type [4].(The coefficients of such simple roots in an expansion of
the highest root of g is 1.) For example, in the case g = sll+1 all simple roots possess
this property. Choose one such root αj0 and introduce the notation Uqk for the Hopf
subalgebra generated by K±1j0 , Ej , Fj, K
±1
j , j 6= j0. Of course, every Uqg-module V is also
a Uqk-module.
A finitely generated Zl-weight Uqg-module V is called quantum Harish-Chandra mod-
ule if
1. Uqk-module V is a sum of finite dimensional simple Uqk-modules,
2. every finite dimensional simple Uqk-module W occurs with finite multiplicity
(dimHomUqk(W,V ) <∞).
In the classical theory there are several methods of construction and classification of
Harish-Chandra modules [10]. A similar problem for quantum Harish-Chandra modules
is still open. In our opinion, it is among the most important of the quantum group theory.
To describe obstacles that appear in solving these problems, consider the Hermitian
symmetric space SU2,2/S(U2 × U2). It is determined by the Lie algebra g = sl4 and the
specified simple root αj0 = α2 of this Lie algebra.
Our primary desire is to construct a q-analogue for the principal non-degenerate series
of Harish-Chandra modules. This interest is partially inspired by Casselman’s theorem
[1] which claims that every classical simple Harish-Chandra module admits an embedding
into a principal non-degenerate series module. A well known method of producing this
series is just the induction from a parabolic subalgebra. Regretfully, this subalgebra has
no q-analogue (this obstacle does not appear if one substitutes the subalgebra Uk, thus
substituting a subject of research, cf. [7]). Fortunately, a quantization is available for
another less known method of producing the principal non-degenerate series. We describe
this method in a simple special case of quantum SU2,2.
Let G = SL4(C), K = S(GL2 × GL2), B ⊂ G be the standard Borel subgroup of
upper triangular matrices, and X = G/B the variety of complete flags. It is known that
there exists an open K-orbit in X . It is well known that this orbit is an affine algebraic
variety [10]. The regular functions on this orbit constitute a Harish-Chandra module of the
principal non-degenerate series. The regular differential forms of the highest degree form
another module of this series. The general case is essentially approached by considering
a generic homogeneous algebraic line bundle on X and subsequent restricting it to the
open K-orbit. The above construction procedure can be transferred to the quantum case
and leads to the principal non-degenerate series of quantum Harish-Chandra modules.
In the classical representation theory, the above interplay between K-orbits on the
variety and the theory of Harish-Chandra modules constitutes a generic phenomenon.
In the theory of Beilinson-Bernstein, simple Harish-Chandra modules are derived from
the so called standard Harish-Chandra modules. Furthermore, every series of standard
Harish-Chandra modules is associated to a K-orbit in X = G/B. However, given an
orbit Q of a codimension s > 0, one should consider the local cohomology HsQ(X,F)
instead of functions on Q, with F being a sheaf of sections of a homogeneous algebraic
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line bundle (here our description of a standard module is somewhat naive but hopefully
more plausible; the precise construction is expounded in [10]).
Our conjecture is that the standard quantum Harish-Chandra modules can be pro-
duced via some q-analogue of local cohomology HsQ(X,F). An immediate obstacle that
appears this way is in a lack of critical background in non-commutative algebraic geome-
try.
Probably the case of a closed K-orbit Q ⊂ X is the simplest and most important one.
Note that closed K-orbits are related to discrete series of Harish-Chandra modules, which
are of an essential independent interest [12].
To conclude, consider a very simple example of a closed K-orbit in the space of incom-
plete flags which leads to the well known ’ladder representation’ of the quantum SU2,2
and a q-analogue of the Penrose transform [2].
We start with a purely algebraic description of the corresponding simple quantum
Harish-Chandra module, to be succeeded with its two geometric realizations. Quantum
Penrose transform intertwines these geometric realizations and is given by an explicit
integral formula.
Consider the generalized Verma module M over Uqsl4 given by its single generator v
and the relations
Fjv = Ejv = (K
±1
j − 1)v = 0, j = 1, 3,
F2v = 0, K
±1
2 v = q
±1v.
Consider its largest Uqsl4-submodule J & M and the associated quotient module
L = M/J . Thus we get a simple quantum Harish-Chandra module which is a q-analogue
of the Uqsl4-module related to the ladder representation of SU2,2.
The first geometric realization is related to the K-action in the variety CP3 of lines in
C4. We use the coordinate system (u1, u2, u3, u4) in C4. Let Q ⊂ CP3 be the subvariety
of lines which are inside the plane u3 = u4 = 0. Then, as it was demonstrated in [2],
the local cohomology H2Q(CP
3,O(−2)) can be described in terms of Laurent polynomials
with complex coefficients
H2[L](CP
3,O(−2)) ≃
{ ∑
j1j2j3j4
cj1j2j3j4u
j1
1 u
j2
2 u
j3
3 u
j4
4
∣∣∣∣∣
j1 ≥ 0 & j2 ≥ 0 & j3 ≤ −1 & j4 ≤ −1 &
∑
ji
= −2
}
.
This space of Laurent polynomials is a Usl4-module since it is a quotient of the Usl4-
module { ∑
j1j2j3j4
cj1j2j3j4u
j1
1 u
j2
2 u
j3
3 u
j4
4
∣∣∣∣∣ j1 ≥ 0, j2 ≥ 0
}
.
A similar geometric realization of the quantum Harish-Chandra module L is accessible
via replacing the classical vector space C4 with the quantum one, which means just
replacement of the commutation relations ujuj = ujui with uiuj = qujui, 1 ≤ i < j ≤ 4.
The second geometric realization is in considering the vector space of polynomial
solutions of the ’wave equation’ in the space Mat2,2 of 2× 2 matrices:{
ψ
((
α β
γ δ
))
∈ C[Mat2,2]
∣∣∣∣ ∂2ψ∂α∂δ − ∂2ψ∂β∂γ = 0
}
.
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The structure of a Usl4-module in the space C[Mat2,2] of polynomials on the space of ma-
trices is introduced via embedding into the space of rational functions on the Grassmann
variety of two-dimensional subspaces in C4:
ψ
((
α β
γ δ
))
7→ ψ
(
t−1{3,4}t{1,3} t
−1
{3,4}t{2,3}
t−1{3,4}t{1,4} t
−1
{3,4}t{2,4}
)
t−1{3,4}. (0.1)
Here t{i,j} = t1it2j − t1jt2i, i < j, and tij are the generators of the algebra C[Mat2,4] of
polynomials on 2 × 4 matrices. This realization is can be transferred onto the quantum
case, with the ordinary wave equation being replaced by its q-analogue
∂2ψ
∂α∂δ
− q
∂2ψ
∂β∂γ
= 0,
and ordinary matrices by quantum matrices (cf. [3]). It is worthwhile to note that we use
Uqsl4-invariant differential calculus on the quantum space of 2× 2 matrices.
The isomorphism of the two geometric realizations of the ladder representation is
unique up to a constant multiple. In the case q = 1 it is given by the Penrose transform.
It can be defined explicitly by the following integral formula:
f(u1, u2, u3, u4) 7→
∫
f
(
2∑
i=1
ζiti1,
2∑
i=1
ζiti2,
2∑
i=1
ζiti3,
2∑
i=1
ζiti4
)
dν(ζ),
where it is implicit that
(ζ1t13 + ζ2t23)
−1 =
1
ζ2t23
·
∞∑
k=0
(−1)k
(
ζ1t13
ζ2t23
)k
,
(ζ1t14 + ζ2t24)
−1 =
∞∑
k=0
(−1)k
(
ζ2t24
ζ1t14
)k
·
1
ζ1t14
,
and the Usl2-invariant integral is given by∫ (∑
ci1i2ζ
i1
1 ζ
i2
2
)
dν
def
= c−1,−1
(a passage from the Plu¨cker coordinates t{i,j} to polynomials on Mat2,2 is described by
(0.1)). For example, in the case of a lowest weight vector
1
u3u4
we have
1
u3u4
7→
1
t13t24 − t14t23
7→ 1.
To pass from the classical case to the quantum one it suffices to replace the ordinary
space C2 with its quantum analogue: ζ1ζ2 = qζ2ζ1, the ordinary product in
∑
i
ζitij with
the tensor product and to order multiples in the above formulae in a proper way.
We thus get the quantum Penrose transform, which is an isomorphism of the two
geometric realizations of the quantum Harish-Chandra module L.
It is well known [6] that the quantum Harish-Chandra module L is unitarizable. The
second geometric realization of this module allows one to find the corresponding scalar
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product as in [8] (using an analytic continuation of the scalar product involved into the
definition of the holomorphic discrete series [11]).
The precise formulations and complete proofs of the results announced in this work
will be placed to the Eprint Archives (http://www.arXiv.org/find/math).
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An appreciable break-through in the theory of non-compact quantum groups was advanced
in the recent work [1].
References
[1] E. Koelink, J. Kustermans, A locally compact quantum group analogue of the normal-
izer of SU1,1 in SL(2,C), math.QA/0105117.
ON A q-ANALOGUE OF THE PENROSE
TRANSFORM
D.Shklyarov† S.Sinel’shchikov† A.Stolin‡ L.Vaksman†
†Institute for Low temperature Physics & Engineering
47 Lenin Ave., 61103 Kharkiv, Ukraine
‡Chalmers Tekniska Ho¨gskola, Mathematik
412 96, Go¨teborg, Sweden
e-mail: sinelshchikov@ilt.kharkov.ua, vaksman@ilt.kharkov.ua, astolin@math.chalmers.se
1 Introduction
In the framework of the theory of quantum groups and their homogeneous spaces we
consider two geometric realizations for the quantum ladder representation, together with
an intertwining linear transformation — the quantum Penrose transform.
In section 2 we supply a preliminary material on the classical Penrose transform and
prove (2.1). The q-analogue of (2.1) is to be used in section 3 to produce a quantum
Penrose transform.
Our results hint that a great deal of constructions specific for the theory of quasi-
coherent sheaves admit non-commutative analogues. This research is motivated by a
possibility to use the results of non-commutative algebraic geometry for producing and
studying Harish-Chandra modules over quantum universal enveloping algebras.
There is a plenty of literature on the Penrose transform, quantum groups, and non-
commutative algebraic geometry. We restrict ourselves to mentioning the monographs
[2, 6, 3], papers [1, 10], and the preprint [9].
Note that a noncommutative analogues for the Penrose transform and covariant dif-
ferential operators are also considered in the preprints [8, 12] and in the papers [5, 4, 7]
respectively in a completely different context.
2 The classical case
To recall the definition of the Penrose transform, we restrict ourselves to a simplest sub-
stantial example. In this special case, the Penrose transform intertwines the cohomology
of the sheaf O(−2) on
U ′ = {(u1 : u2 : u3 : u4) ∈ CP3| u3 6= 0 or u4 6= 0}
and sections of the sheaf O(−1) on some open affine submanifold of the Grassmann
manifold Gr2(C4) →֒ CP5. Instead of the Grassmann manifold, we prefer to consider
Ukrainian Journal of Physics, 47 (2002), No 3, 288 – 292
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the Stifel manifold of ordered linear independent pairs of vectors in C4. In this context,
the GL2-covariant sections on the Stifel manifold work as sections of the sheaf O(−1) on
Gr2(C4).
Associate to each matrix t = (tij)i=1,2;j=1,2,3,4 ∈ Mat2,4 the pairs of vectors in C4:
(t11, t12, t13, t14), (t21, t22, t23, t24).
Consider U ′′ = {t ∈ Mat2,4| t13t24 − t14t23 6= 0}. Every point u = (u1 : u2 : u3 : u4) ∈ U
′
determines a one-dimensional subspace Lu ⊂ C4, and every point t ∈ U ′′ determines
a two-dimensional subspace Lt generated by the vectors of the corresponding pair. Let
U = {(u, t) ∈ U ′ × U ′′|Lu ⊂ Lt}. We thus get a ’double fibration’ U
′ ←
η
U →
τ
U ′′, which
leads to the Penrose transform. It should be noted that every line Lt is of the form
L = C(ζ1, ζ2)
(
t11 t12 t13 t14
t21 t22 t23 t24
)
, (ζ1, ζ2) ∈ C2.
Hence the above double fibration is isomorphic to the double fibration
U ′ ←
pi
CP1 × U ′′ →
pr2
U ′′,
with
π :
(
(ζ1 : ζ2),
(
t11 t12 t13 t14
t21 t22 t23 t24
))
7→
((ζ1t11 + ζ2t21) : (ζ1t12 + ζ2t22) : (ζ1t13 + ζ2t23) : (ζ1t14 + ζ2t24)).
We thus get a coordinate description for the double fibration in question; this coordinate
description is going to be implicit in all subsequent computations. Let us look at the
cohomologies.
Consider an open affine cover U ′ = U1 ∪ U2,
U1 = {(u1 : u2 : u3 : u4) ∈ U
′| u3 6= 0},
U2 = {(u1 : u2 : u3 : u4) ∈ U
′| u4 6= 0},
and compute the Cˇech cohomology Hˇ1(U ′,O(−2)). Let C[u1, u2, u±13 , u
±1
4 ] be the Laurent
polynomials in indeterminates u3, u4, with coefficients from C[u1, u2]. Introduce in a sim-
ilar way C[u1, u2, u±13 , u4], C[u1, u2, u3, u
±1
4 ]; of course, these appear to be Usl4-modules.
It follows from the definition of the Cˇech complex that there exists a natural isomor-
phism of Usl4-modules:
Hˇ1(U ′,O(−2)) =
{f ∈ C[u1, u2, u±13 , u
±1
4 ]
/(
C[u1, u2, u±13 , u4] + C[u1, u2, u3, u
±1
4 ]
)∣∣
deg f = −2}.
Hence the Laurent polynomials
uj11 u
j2
2
uj33 u
j4
4
, j3 ≥ 1 & j4 ≥ 1 & j3 + j4 = j1 + j2 + 2,
form a basis of the vector space H1(U ′,O(−2)).
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Consider the trivial bundle over U ′′ with fiber H1(CP1,O(−2)). It is known that
H1(CP1,O(−2)) ≃ C, and the isomorphism is available via choosing an open affine cover
CP1 = {(ζ1 : ζ2)| ζ1 6= 0} ∪ {(ζ1 : ζ2)| ζ2 6= 0}. Specifically,
∑
j+k=−2
cjkζ
j
1ζ
k
2 7→ c−1,−1.
In a different notation f 7→ CT(ζ1ζ2f), with CT :
∑
j,k
cjkζ
j
1ζ
k
2 7→ c00 (the constant term
of a series). Now Pf is defined as a higher direct image of the cohomology class η∗f :
Pf = τ 1∗ η
∗f . The linear map τ 1∗ is called the integration along the fibers of τ . We
restrict ourselves to computing this ’integral’ inside the infinitesimal neighborhood of
t0 =
(
0 0 0 1
0 0 1 0
)
by using formal series in t11, t12, t13, t
−1
14 , t21, t
−1
23 , t24 with coefficients
from C[ζ±11 , ζ
±1
2 ]. Of course, η
∗ : f(u) 7→ f(ζt). So, in the coordinate description
P : f(u) 7→ CTζ(ζ1ζ2f(ζt)), f ∈ u
−1
3 u
−1
4 C[u1, u2, u
−1
3 , u
−1
4 ], (2.1)
with CTζ being the constant term in the indeterminate ζ.
Example. Compute P(1/(u3u4)). One has:
1
ζ1t13 + ζ2t23
=
1
ζ2t23
∞∑
i=0
(−1)i
(
ζ1t13
ζ2t23
)i
,
1
ζ1t14 + ζ2t24
=
1
ζ1t14
∞∑
j=0
(−1)j
(
ζ2t24
ζ1t14
)j
.
Hence,
P
(
1
u3u4
)
= CTζ
(
1
t23t14
∞∑
i,j=0
(−1)i+j
(
ζ1t13
ζ2t23
)i(
ζ2t24
ζ1t14
)j)
=
=
1
t23t14
∞∑
k=0
(
t13t24
t23t14
)k
=
1
t23t14
·
1
1− t13t24
t23t14
= −
1
t13t24 − t14t23
.
Remark. It is known that the Penrose transform is an isomorphism between the two
realizations for the ’ladder’ representation of sl4: the representation in H
1(U ′,O(−2))
and the representation in
{ψ(z11 , z
1
2, z
2
1 , z
2
2)(t13t24 − t14t23)
−1 ∈ H0(U ′′,O(−1))|ψ = 0},
where ψ
def
=
∂2ψ
∂z11∂z
2
2
−
∂2ψ
∂z12∂z
2
1
, and
z11 =
t11t23 − t13t21
t13t24 − t14t23
, z12 =
t12t23 − t13t22
t13t24 − t14t23
z21 =
t11t24 − t14t21
t13t24 − t14t23
, z22 =
t12t24 − t14t22
t13t24 − t14t23
.
The vectors 1/(u3u4) and 1/(t13t24− t14t23) are lowest weight vectors for the above repre-
sentations of sl4. Of course, z
1
1 , z
1
2 , z
2
1 , z
2
2 can be considered as the standard coordinates
on the big cell t13t24 − t14t23 6= 0 of the Grassmanian Gr2(C4).
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3 The quantum case
In the previous section we produced the formula (2.1) which can be treated as a definition
of the Penrose transform in the classical case. Now our intention is to produce a q-analogue
of (2.1). The principal difference from the constructions of section 2 is in replacement
of the functors η∗, τ 1∗ of the sheaf theory with the corresponding morphisms of Uqsl4-
modules. (Here Uqsl4 is a quantum universal enveloping algebra. It is a Hopf algebra
over the ground field C(q) and is determined by the generators {Ei, Fi, K±1i }i=1,2,3 and
the well known Drinfeld-Jimbo relations [6].)
The quantum projective space CP3quant is defined in terms of a Z+-graded algebra
C[u1, u2, u3, u4]q whose generators u1, u2, u3, u4 are subject to the commutation relations
uiuj = qujui, i < j.
Just as in the classical case, deg uk = 1, k = 1, 2, 3, 4. The localization C[u1, u2, u±13 , u
±1
4 ]q
of C[u1, u2, u3, u4]q with respect to the multiplicative system (u3u4)N is equipped in a stan-
dard way with a structure of Uqsl4-module algebra. The subalgebras C[u1, u2, u±13 , u4]q,
C[u1, u2, u3, u±14 ]q constitute Uqsl4-submodules of the Uqsl4-module C[u1, u2, u
±1
3 , u
±1
4 ]q.
Thus we come to
V ′ = C[u1, u2, u±13 , u
±1
4 ]q/
(
C[u1, u2, u±13 , u4]q + C[u1, u2, u3, u
±1
4 ]q
)
(3.1)
as a q-analogue of the Usl4-module H
1(U ′,O(−2)).
We have produced a q-analogue for the first geometric realization of the ’ladder rep-
resentation’. Turn to a construction of its second geometric realization.
The algebra C[Mat2,4]q of polynomials on the quantum matrix space is determined by
its generators {tij}i=1,2;j=1,2,3,4 and the well known commutation relations
tiktjk = qtjktik, tkitkj = qtkjtki, i < j,
tijtkl = tkltij, i < k & j > l,
tijtkl − tkltij = (q − q
−1)tiktjl, i < k & j < l.
The element t = t13t24 − qt14t23 quasi-commutes with all the generators tij , i = 1, 2,
j = 1, 2, 3, 4. Let C[Mat2,4]q,t be a localization of C[Mat2,4]q with respect to the multi-
plicative system tN and Uqsl2 the quantum universal enveloping algebra (determined by
the generators E, F , K±1 and the Drinfeld-Jimbo relations).
C[Mat2,4]q,t is equipped in a standard way with a structure of Uqsl2 ⊗ Uqsl4-module
algebra. In particular, C[Mat2,4]q,t is a Uqsl4-module algebra.
Introduce the notation:
z11 = t
−1(t11t23 − qt13t21), z
1
2 = t
−1(t12t23 − qt13t22),
z21 = t
−1(t11t24 − qt14t21), z
2
2 = t
−1(t12t24 − qt14t22).
It is well known and easily deducible that
zikz
j
k = qz
j
kz
i
k, z
k
i z
k
j = qz
k
j z
k
i , i < j,
zijz
k
l = z
k
l z
i
j , i < k & j > l,
zijz
k
l − z
k
l z
i
j = (q − q
−1)zikz
j
l , i < k & j < l.
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It follows that the subalgebra generated by z11 , z
1
2 , z
2
1 , z
2
2 is ’canonically’ isomorphic
to the algebra C[Mat2,2]q of ’polynomials on the quantum matrix space’. It is easy to
demonstrate that C[Mat2,2]qt−1 is a Uqsl4-submodule of the Uqsl4-module C[Mat2,4]q,t.
The simple submodule of the Uqsl4-module C[Mat2,2]qt−1 we are interested in is dis-
tinguished via a q-analogue q of the wave operator :
q =
∂
∂z11
∂
∂z22
− q
∂
∂z12
∂
∂z21
.
Specifically, V ′′ = {ψt−1|qψ = 0, ψ ∈ C[Mat2,2]q}. It is worthwhile to note that the
operators
∂
∂zij
are defined in terms of a Uqsl4-invariant first order differential calculus in
C[Mat2,2]q:
df =
∑
i,j
∂f
∂zij
dzij.
In turn, this first order differential calculus is defined by the following well known ’com-
mutation’ relations:
z11dz
1
1 = q
−2dz11 · z
1
1
z11dz
1
2 = q
−1dz12 · z
1
1
z11dz
2
1 = q
−1dz21 · z
1
1
z11dz
2
2 = dz
2
2 · z
1
1
z12dz
1
1 = q
−1dz11 · z
1
2 + (q
−2 − 1)dz12 · z
1
1
z12dz
1
2 = q
−2dz12 · z
1
2
z12dz
2
1 = dz
2
1 · z
1
2 + (q
−1 − q)dz22 · z
1
1
z12dz
2
2 = q
−1dz22 · z
1
2
z21dz
1
1 = q
−1dz11 · z
2
1 + (q
−2 − 1)dz21 · z
1
1
z21dz
1
2 = dz
1
2 · z
2
1 + (q
−1 − q)dz22 · z
1
1
z21dz
2
1 = q
−2dz21 · z
2
1
z21dz
2
2 = q
−1dz22 · z
2
1
z22dz
1
1 = dz
1
1 · z
2
2 + (q
−1 − q)dz12 · z
2
1 + (q
−1 − q)dz21 · z
1
2 + (q
−1 − q)2dz22 · z
1
1
z22dz
1
2 = q
−1dz12 · z
2
2 + (q
−2 − 1)dz22 · z
1
2
z22dz
2
1 = q
−1dz21 · z
2
2 + (q
−2 − 1)dz22 · z
2
1
z22dz
2
2 = q
−2dz22 · z
2
2
We thus get the two Uqsl4-modules V
′, V ′′; our intention is to find an explicit form of
the linear map which provides an isomorphism P : V ′ → V ′′.
We follow the ideas of classical constructions described in section 2 in considering the
quantum projective space CP1quant. More precisely, let us consider a Z+-graded algebra
C[ζ1, ζ2]q:
ζ1ζ2 = qζ2ζ1, deg(ζ1) = deg(ζ2) = 1,
together with its localization C[ζ±11 , ζ
±1
2 ]q with respect to the multiplicative system (ζ1ζ2)
N.
The algebra C[ζ±11 , ζ
±1
2 ]q is equipped in a standard way with a structure of Uqsl2-module
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algebra. The following homomorphism of algebras will work as the operator f(u) 7→
f(ζt):
η∗ : C[u1, u2, u3, u4]q → C[ζ1, ζ2]q ⊗ C[Mat2,4]q,
η∗ : uj 7→ ζ1 ⊗ t1j + ζ2 ⊗ t2j , j = 1, 2, 3, 4.
To follow the constructions of section 2, we have to invert the elements ζ1⊗t13+ζ2⊗t23,
ζ1⊗ t14+ζ2⊗ t24 in a suitable localization of C[ζ±11 , ζ
±1
2 ]q⊗C[Mat2,4]q,t. It is easy to verify
that
(t14t23)
2 · C[Mat2,4]q,t ⊂ C[Mat2,4]q,t · (t14t23),
C[Mat2,4]q,t · (t14t23)2 ⊂ (t14t23) · C[Mat2,4]q,t.
Thus we have a well defined localization of C[Mat2,4]q,t with respect to the multiplica-
tive system (t14t23)
N. In an appropriate completion of this algebra one has the following
relations:
(ζ1 ⊗ t13 + ζ2 ⊗ t23)
−1 = (ζ2 ⊗ t23)
−1
∞∑
i=0
(−1)i
(
ζ1ζ
−1
2
)i
⊗
(
t13t
−1
23
)i
,
(ζ1 ⊗ t14 + ζ2 ⊗ t24)
−1 =
(
∞∑
j=0
(−1)j
(
ζ−11 ζ2
)j
⊗
(
t−114 t24
)j)
(ζ1 ⊗ t14)
−1.
We define the quantum Penrose transform by
Pqf = (CT⊗ id)(ζ1ζ2 ⊗ 1)(η
∗f),
where, just as above, CT :
∑
ij
cijζ
i
1ζ
j
2 7→ c−1,−1, and f belongs to the linear span of the
elements
uj11 u
j2
2 u
−j3
3 u
−j4
4 , j3 ≥ 1 & j4 ≥ 1 & j1 + j2 − j3 − j4 = −2. (3.2)
Now (3.1) determines a Uqsl4-module structure in this linear span since the monomials
(3.2) form a basis in the vector space V ′.
4 Appendix
We sketch here the proof of the fact that Pq is an isomorphism of Uqsl4-modules V
′−˜→V ′′.
It follows from the definition that Pq is a morphism of Uqsl4-modules. In view of
the simplicity of V ′ and V ′′, it suffices to prove that Pq takes the (lowest weight) vector
u−13 u
−1
4 ∈ V
′ to the (lowest weight) vector −(t13t24−qt14t23)
−1. We start with an auxiliary
statement: (
1−
(
t−123 t13
) (
t−114 t24
))−1
=
∞∑
k=0
q−2k
(
t−123 t13
)k (
t−114 t24
)k
. (4.1)
It follows from the commutation relation(
t−114 t24
) (
t−123 t13
)
= q−2
(
t−123 t13
) (
t−114 t24
)
+ 1− q−2
and the relation (6.5) of [11].
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An application of (4.1) allows one to prove that
Pq
(
u−13 u
−1
4
)
= −(t13t24 − qt14t23)
−1.
In fact,
Pq
(
u−13 u
−1
4
)
= CT⊗ id
(
ζ−12 ⊗ t
−1
23 ·(
∞∑
i=0
(−1)i(ζ1ζ
−1
2 )
i ⊗ q−i
(
t−123 t13
)i)( ∞∑
j=0
(−1)j(ζ1ζ
−1
2 )
j ⊗
(
t−114 t24
)j)
ζ−11 ⊗ t
−1
14
)
.
On the other hand,
ζ−12
(
ζ1ζ
−1
2
)k (
ζ−11 ζ2
)k
ζ−11 = q
−kζ−12 ζ
−1
1 = q
−k−1ζ−11 ζ
−1
2 .
Hence,
Pq
(
u−13 u
−1
4
)
= q−1t−123
(
∞∑
k=0
q−2k
(
t−114 t24
)k (
t−123 t13
)k)
t−114 =
= q−1
(
t14
(
1− t−123 t13t
−1
14 t24
)
t23
)−1
= −(t13t24 − qt14t23)
−1,
which completes the proof.
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1 Introduction
The first step in studying quantum bounded symmetric domains was done in [11]. Later
on, an explicit form of the Plancherel measure was found in [12] for the simplest among
the above domains, the quantum disc. It is still open to extend this result onto an arbi-
trary quantum bounded symmetric domain. Presumably, the initial step in this direction
should be in producing and studying q-analogues of the principal non-degenerate series
representations for automorphism groups of bounded symmetric domains. (It is certainly
implicit in this setting that the quantum universal enveloping Drinfeld-Jimbo algebras
work as quantum groups and the Harish-Chandra modules over those algebras work as
representations of quantum groups [14].)
The present work deals with the simplest bounded symmetric domain of rank 2
D = {z ∈ Mat2(C)| zz∗ < I},
its q-analogue (the quantum matrix ball), together with the associated Harish-Chandra
modules. In section 2 we present a construction of the principal non-degenerate series of
such modules. In section 3 we prove that, together with every Harish-Chandra module
this series contains the dual Harish-Chandra module.
The third named author is grateful to A. Rosenberg and Ya. Soibelman for a discussion
of the results expounded in section 2 of this paper.
2 A construction of the spherical principal non-degenerate series
From now on we assume q to be transcendental and C to be the ground field.
Consider the quantum universal enveloping algebra Uqsl4. It is determined by its gen-
erators {Ej, Fj , K
±1
j }j=1,2,3 and the well known Drinfeld-Jimbo relations (see [5]). Recall
that Uqsl4 is a Hopf algebra. (The comultiplication △ : Uqsl4 → Uqsl4 ⊗ Uqsl4 is defined
This research was supported in part by of the US Civilian Research & Development Foundation (Award No
UM1-2091) and by Swedish Academy of Sciences (project No 11293562).
This lecture has been delivered at the 10th International Colloquium ’Quantum Groups and Integrable Systems’
in Prague, June 2001. The text is published in Czechoslovak Journal of Physics 51 (2001), No 12, 1431 – 1440.
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by △(K±1j ) = K
±1
j ⊗ K
±1
j , △(Ej) = Ej ⊗ 1 + Kj ⊗ Ej , △(Fj) = Fj ⊗ K
−1
j + 1 ⊗ Fj ,
j = 1, 2, 3, the counit ε : Uqsl4 → C by ε(Ej) = ε(Fj) = ε(K±1j − 1) = 0, j = 1, 2, 3, and
the antipode S : Uqsl4 → Uqsl4 by S(K
±1
j ) = K
∓1
j , S(Ej) = −K
−1
j Ej , S(Fj) = −FjKj ,
j = 1, 2, 3). An ordinary universal enveloping algebra Usl4 is derivable from Uqsl4 via
substituting q = e−h/2, K±1j = e
∓hHj/2 and a formal passage to the limit h→ 0.
Introduce the notation Uqg for the Hopf algebra Uqsl4 and Uqk for its Hopf subalgebra
generated by K±12 , Ej , Fj, K
±1
j , j = 1, 3. A Uqg-module V is said to be Z
3-weight module
if V =
⊕
µ
Vµ, µ = (µ1, µ2, µ3) ∈ Z3, Vµ = {v ∈ V |K±1j v = q
±µjv, j = 1, 2, 3}.
In what follows we are going to consider only Uqg-modules V of the above form, which
allows one to introduce the linear operators H1, H2, H3, in V with K
±1
i = q
±Hi, i = 1, 2, 3.
Specifically, Hi|Vµ = µiI, i = 1, 2, 3.
Remark. For every simple Lie algebra and every lattice L which is between the
lattices of roots and weights, a class of L-weight Uqg-modules can be introduced in the
same way.
A Z3-weight Uqg-module V is called a Harish-Chandra module if
1. Uqk-module V is a sum of finite dimensional simple Uqk-modules,
2. every finite dimensional simple Uqk-module W occurs with finite multiplicity
(dimHomUqk(W,V ) <∞)
1.
The initial step in studying such Uqg-modules was done by the authors in [14]. To
produce the principal non-degenerate series of Harish-Chandra modules, it was suggested
to use the approach of Beilinson-Bernstein [1]. Within this approach, in the classical case
(q = 1) the principal non-degenerate series admits a geometric realization on the open
S(GL2 ×GL2)-orbit U in the projective variety X of flags in C4.
A passage to the quantum case should be started with producing a q-analogue for the
open orbit U . We need a well known q-analogue of the the affine algebraic variety X̂
associated to X .
We are about to introduce a q-analogue C[X̂ ]q of the algebra C[X̂ ] of regular functions
on X̂ . Start with the algebra C[SL4]q of ’regular functions’ on the quantum group SL4.
Its description in terms of generators tij , i, j = 1, 2, 3, and relations is well known [3]. It
admits a canonical embedding C[SL4]q →֒ (Uqg)∗ which sends tij into matrix elements of
the vector representation of Uqg in the standard basis [2]. Thus C[SL4]q is equipped with
a structure of (Uqg)
op ⊗ Uqg-module algebra
2.
Assume J ⊂ {1, 2, 3, 4} and card(J) ≤ 3. Introduce the notation tJ for the quantum
minor of the matrix (tij) formed by the initial card(J) lines and the columns with indices
from J . For example, t{1,2} = t11t22 − qt12t21, t{3,4} = t13t24 − qt14t23.
A complete list of relations between tJ , card(J) ≤ 3, includes commutation relations
and the generalized Plu¨cker relations [15, 10]. C[X̂]q is defined as a unital subalgebra of
C[SL4]q generated by tJ , card(J) ≤ 3. As a subalgebra of C[SL4]q, C[X̂ ]q has no divisors
of zero. It inherits a structure of Uqg-module algebra from C[SL4]q. Furthermore, it
1The class of Uqg-modules we are interested in differs essentially from that considered by G. Letzter [8]. Both
classes are accessible via the general approach of [7, Definition 2.2].
2For this and some other notions widespread in the quantum group theory the reader is referred to [3]. The
Hopf algebra (Uqg)
op is derivable from (Uqg) via a replacement of its multiplication law with the opposite one.
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admits a structure of Z3-graded algebra :
deg tJ =

(1, 0, 0), card(J) = 1
(0, 1, 0), card(J) = 2
(0, 0, 1), card(J) = 3.
We use the (Uqg)
op-module structure in C[SL4]opq in the above definition.
Turn to the classical case q = 1. Let B,N stand for the standard Borel and the
unipotent subgroups of SL4, respectively. One has X ≃ B\SL4, X̂ \ {0} ≃ N\SL4,
which leads to a canonical morphism π : X̂ \ {0} → X . An inverse image of the open
orbit U ⊂ X with respect to π is the open set
t{1,2}t{3,4}
(
t{1}t{2,3,4} − t{2}t{1,3,4}
)
6= 0.
Thus we obtain an embedding of the algebra of regular functions C[U ] into the localization
of C[X̂ ] with respect to the multiplicative subset
(
t{1,2}t{3,4}
(
t{1}t{2,3,4} − t{2}t{1,3,4}
))N
.
Of course, the above Z3-grading admits a unique extension onto this localization, and the
image C[U ] coincides with the subalgebra of all elements of degree zero. This description
of C[U ] is to be used to produce its q-analogue. The Uqsl2 ⊗ Uqsl2-invariant element
η = t{1}t{2,3,4} − qt{2}t{1,3,4}
of C[X̂ ]q will work as the SL2 × SL2-invariant element t{1}t{2,3,4} − t{2}t{1,3,4} ∈ C[X̂ ].
Proposition 2.1 The multiplicative subset
(
t{1,2}t{3,4}η
)N
⊂ C[X̂]q satisfies the Ore con-
dition.
Proof. It is easy to deduce commutation relations between t{1,2}, t{3,4}, η, and the
generators tJ of C[X̂ ]q.
Describe some of those. The general properties of the universal R-matrix and the fact
that all tJ are matrix elements of simple Uqg-modules, imply the following
Lemma 2.2 The elements t{1,2}, t{3,4} quasi-commute with all the generators tJ of C[X̂ ]q.
All the generators tJ are derivable from the elements
t{2}, t{4}, t{1,2}, t{3,4}, t{2,4}, t{1,2,4}, t{2,3,4},
via an application of E1, E3, E1E3. Hence, in view of the relations
Ejη = 0, K
±1
j η = η, j 6= 2,
it suffices to obtain commutation relations between η and the generators listed above.
An application of the well known properties of the quantum determinants allows one to
deduce the following relations:
Lemma 2.3
ηt{2} = q
−1t{2}η, ηt{4} = qt{4}η,
ηt{1,2} = q
−1t{1,2}η, ηt{3,4} = qt{3,4}η,
ηt{2,4} = qt{2,4}η − (1− q
2)t{2}t{1,2,4}t{3,4},
ηt{1,2,4} = q
−1t{1,2,4}η, ηt{2,3,4} = qt{2,3,4}η.
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It follows from the above commutation relations that for all the generators tJ of C[X̂]q
one has (
t{1,2}t{3,4}η
)2
tJ ∈ C[X̂ ]qt{1,2}t{3,4}η
tJ
(
t{1,2}t{3,4}η
)2
∈ t{1,2}t{3,4}ηC[X̂]q,
that is, the Ore condition is satisfied. 
Corollary 2.4 For all l ∈ N
ηlt{2,4} =
(
qt{2,4}η − q
2(q−l − ql)t{2}t{1,2,4}t{3,4}
)
ηl−1.
Let Û =
{
x ∈ X̂
∣∣∣ t{1,2}t{3,4} (t{1}t{2,3,4} − t{2}t{1,3,4}) 6= 0}, and denote by C[Û ]q the
localization of C[X̂ ]q with respect to the multiplicative subset
(
t{1,2}t{3,4}η
)N
. Obviously,
C[X̂ ]q →֒ C[Û ]q, and Z3-grading is uniquely extendable from C[X̂ ]q onto C[Û ]q.
Proposition 2.5 There exists a unique extension of the structure of Uqg-module algebra
from C[X̂ ]q onto C[Û ]q.
Proof. The uniqueness of the extension is obvious. We are going to construct such
extension by applying the following statement.
Lemma 2.6 For every ξ ∈ Uqg, f ∈ C[X̂ ]q, there exists a unique Laurent polynomial
pξ,f(λ) with coefficients from C[Û ]q such that
pξ,f(q
l) = ξ
(
f ·
(
t{1,2}t{3,4}η
)l) (
t{1,2}t{3,4}η
)−l
, l ∈ Z+.
We can use the same Laurent polynomials for defining ξ
(
f ·
(
t{1,2}t{3,4}η
)l)
for all
integers l. Of course, we need to verify that the action of ξ ∈ Uqg in C[Û ]q is well defined,
and that we obtain this way a structure of Uqg-module algebra.
For that, we have to prove some identities for ξ ∈ Uqg,
(
f1 ·
(
t{1,2}t{3,4}η
)l)
,(
f2 ·
(
t{1,2}t{3,4}η
)l)
, f1, f2 ∈ C[Û ]q, l ∈ Z. Observe that the left and right hand sides of
those identities (up to multiplying by the same powers of t{1,2}t{3,4}η) are just Laurent
polynomials of the indeterminate λ = ql. So, it suffices to prove them for l ∈ Z+, due to
the well known uniqueness theorem for Laurent polynomials. What remains is to use the
fact that C[X̂ ]q is a Uqg-module algebra. 
A more general but less elementary approach to proving statements like proposition
2.5 have been obtained in a recent work by Lunts and Rosenberg [9].
Consider the subalgebra C[U ]q =
{
f ∈ C[Û ]q| deg f = (0, 0, 0)
}
. This Uqg-module
algebra is a q-analogue of the algebra C[U ] of regular functions on the open S(GL2×GL2)-
orbit U ⊂ X .
The following quite plausible statement allows one to embed the above Uqg-module
into a two-parameter family, the principal non-degenerate series.
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Proposition 2.7 There exists a unique two-parameter family πλ′,λ′′ of representations of
Uqg in the vector space C[U ]q such that
i) for all l′, l′′ ∈ Z, ξ ∈ Uqg, f ∈ C[U ]q,(
πql′ ,ql′′ (ξ)f
) (
t{1,2}t{3,4}
)l′
ηl
′′
= ξ
(
f ·
(
t{1,2} · t{3,4}
)l′
· ηl
′′
)
ii) for all ξ ∈ Uqg, f ∈ C[U ]q, the vector function πλ′,λ′′(ξ)f is a Laurent polynomial
with coefficients from C[U ]q.
Note that the method of ’analytic continuation’ we use was suggested in [16].
Proposition 2.8 The Uqg-modules associated to πql′ ,ql′′ , are Harish-Chandra modules.
Proof. It suffices to consider the Uqg-module C[U ]q, i.e. the case l′ = l′′ = 0. Obvi-
ously, this Uqg-module is a Z3-weight module. Prove that the multiplicity of occurrence
of simple Uqk-modules in C[U ]q is the same as in the classical case q = 1. Equip the vector
space C[U ]q with a filtration: C[U ]q =
⋃
j
C[U ](j)q , where
C[U ](j)q =
{
f · (t{1,2}t{3,4}η)
−j
∣∣∣ f ∈ C[X̂ ]q, deg f = (j, 2j, j)} .
The Uqg-module
C[U ](j)q · (t{1,2}t{3,4}η)
j =
{
f ∈ C[X̂ ]q
∣∣∣ deg f = (j, 2j, j)}
is simple, and tj{1}t
2j
{1,2}t
j
{1,2,3} is its highest weight vector. A restriction of this represen-
tation onto Uqk splits into a direct sum of irreducible representations of this subalgebra
with the same multiplicities as in the classical case q = 1. Hence the multiplicities in
C[U ](j)q /C[U ]
(j−1)
q are also classical. What remains is to observe that in the classical case
C[U ] is a Harish-Chandra module. 
We thus obtain the spherical principal non-degenerate series:
πql′ ,ql′′ (ξ)1 = ε(ξ)1, ξ ∈ Uqk.
3 Duality
Introduce the notation Vql′ ,ql′′ for the Harish-Chandra modules corresponding to the rep-
resentations πql′ ,ql′′ .
The outcome of the previous section was in producing the Uqg-modules Vql′ ,ql′′ via
demonstrating their geometric realization. This geometric realization is to be used in
the present section to produce a Uqg-invariant pairing Vql′ ,ql′′ × Vq−1−l′ ,q−2−l′′ → C (the
associated linear map Vql′ ,ql′′ ⊗ Vq−1−l′ ,q−2−l′′ → C is going to be a morphism of Uqg-
modules). We restrict ourselves to the special case l′, l′′ ∈ Z. A passage to the general
case can be performed using the analytic continuation in the parameters u′ = ql
′
, u′′ = ql
′′
as in the proof of proposition 2.5.
Recall that C[Û ]q =
⊕
j′,j′′,j′′′
C[Û ](j
′,j′′,j′′′)
q ,
C[Û ](j
′,j′′,j′′′)
q =
{
f ∈ C[Û ]q
∣∣∣ deg f = (j′, j′′, j′′′)} ,
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and one has well defined bilinear maps
C[Û ](i
′,i′′,i′′′)
q × C[Û ]
(j′,j′′,j′′′)
q → C[Û ]
(i′+j′,i′′+j′′,i′′′+j′′′)
q , f1 × f2 7→ f1f2.
Use the canonical isomorphisms
Vql′ ,ql′′ ≃ C[Û ]
(l′′,2l′,l′′)
q , Vq−1−l′ ,q−2−l′′ ≃ C[Û ]
(−2−l′′,−2−2l′,−2−l′′)
q
to obtain a bilinear map
Vql′ ,ql′′ × Vq−1−l′ ,q−2−l′′ → C[Û ]
(−2,−2,−2)
q .
The non-degenerate Uqg-invariant pairing
Vql′ ,ql′′ × Vq−1−l′ ,q−2−l′′ → C
we are interested in can be obtained as a composition of the above bilinear map and a
Uqg-invariant integral
C[Û ](−2,−2,−2)q → C, f 7→
∫
fdν, (3.1)
normalized as follows: ∫ (
t{1,2}t{3,4}η
2
)−1
dν = 1. (3.2)
What remains is to prove the existence and uniqueness of the above Uqg-invariant integral
ν.
Proposition 3.1 There exists a unique morphism of Uqg-modules (3.1) which satisfies
(3.2).
Proof. We start with proving the uniqueness. Consider the classical case (q = 1).
Obviously, the Uk-module C[U ] of regular functions on the orbit U splits as a sum of
finite dimensional isotypical components. Hence, the multiplicity of a simple Uk-module
W in C[U ](j) =
{
f · (t{1,2}t{3,4}η)
−j
∣∣∣ f ∈ C[X̂], deg f = (j, 2j, j)} is constant for j large
enough. It is easy to prove, using the standard methods of the quantum group theory [3],
the existence of a similar decomposition and stabilization of the multiplicity for all the
transcendental q. Hence, the multiplicity of simple Uqk-modules in the Uqk-module C[U ]q
is finite. This multiplicity is the same as in the classical case since it is determined by
the multiplicity of weights of finite dimensional Uqk-modules C[U ]
(j)
q . In particular, the
subspace of Uqk-invariants in C[U ]q is one-dimensional, so we get the following
Lemma 3.2 There exists a unique morphism of Uqk-modules (3.1) which satisfies (3.2).
Turn to the proof of existence of a morphism of Uqg-modules (3.1) which satisfies (3.2).
Lemma 3.3
i) The element ω =
(
t{1,2}t{3,4}η
2
)−1
generates the Uqg-module C[Û ]
(−2,−2,−2)
q .
ii) The following relations are valid: ξω = ε(ξ)ω for ξ ∈ Uqk; zω = ε(z)ω, for z ∈
Z(Uqg). The standard notation Z(Uqg) is used here to denote the center of Uqg.
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Proof. i) Since q is transcendental, one can easily reduce the proof of the first state-
ment to the proof of a similar statement in the classical case q = 1. For this case the
result is a consequence of the well known Kostant theorem about cyclic vectors for princi-
pal series [4] (observe that ω is the primitive weight vector with respect to the left action
of Uqg and its weight is −2ρ, with ρ being the half sum of positive roots).
ii) The relation ξω = ε(ξ)ω, ξ ∈ Uqk, is obvious.
Consider an element z ∈ Z(Uqg), together with its image ψz under the Harish-Chandra
isomorphism. One has for m ∈ Z+:
z
((
t{1,2}t{3,4}η
2
)m)
= ψz(2mρ)
(
t{1,2}t{3,4}η
2
)m
. (3.3)
That is, (
t{1,2}t{3,4}η
2
)−m
z
((
t{1,2}t{3,4}η
2
)m)
= ψz(2mρ). (3.4)
Both sides of (3.4) are Laurent polynomials of qm. Hence (3.3), (3.4) are valid for all
m ∈ Z. In particular, z
((
t{1,2}t{3,4}η
2
)−1)
= ψz(−2ρ)
(
t{1,2}t{3,4}η
2
)−1
. What remains
is to prove that ψz(−2ρ) = ε(z). It suffices to prove the equalities ψz(−2ρ) = ψz(0),
ψz(0) = ε(z). The first of them is valid due to the invariance of ψz with respect to the
standard action of the Weyl group. The second equality is obvious. 
Remark. It is convenient to pass from the Hopf algebras Uqk ⊂ Uqg to their ’exten-
sions’ Uqk
ext ⊂ Uqg
ext as in [3, chapter 8.5.3]. 3 (These are derived via adding certain
products of K
±1/4
i , i = 1, 2, 3). Obviously, C[Û ]
(−2,−2,−2)
q is a Uqg
ext-module, and lemma
3.3 can be proved for the Uqg
ext-module structure (in fact in the proof of lemma 3.3 it is
possible to use a quantum analogue of the Harish-Chandra isomorphism for algebras over
the formal series of h).
Corollary 3.4 Consider the Uqg
ext-module V with a single generator v subject to the
relations
ξv = ε(ξ)v, ξ ∈ Uqk
ext; zv = ε(z)v, z ∈ Z(Uqg
ext).
The map v 7→ ω is uniquely extendable up to an onto morphism of Uqg
ext-modules ϕ :
V → C[Û ](−2,−2,−2)q .
Turn back to the proof of proposition 3.1. Evidently, there exists a unique morphism
of Uqg
ext-modules µ : V → C such that µ(1) = 1. So, the existence of a morphism
ν : C[Û ](−2,−2,−2)q → C follows from the isomorphism C[Û ]
(−2,−2,−2)
q ≃ V/Kerϕ and the
following
Lemma 3.5 Kerµ ⊃ Kerϕ.
Proof. It suffices to prove firstly, that the Uqk
ext-module V splits into a sum of
finite dimensional simple Uqk
ext-modules and, secondly, that Kerϕ contains no non-zero
Uqk
ext-invariant vectors. Consider the Hopf subalgebras Uqp
ext
± generated respectively by
{Ej , Fj}j 6=2, E2, Uqk
ext; {Ej , Fj}j 6=2, F2, Uqk
ext. The first statement follows from the fact
that the Uqk
ext-module Uqg
ext/Uqk
ext ≃ (Uqp
ext
+ /Uqk
ext) ⊗ (Uqp
ext
− /Uqk
ext) splits as a sum
of simple finite dimensional Uqk
ext-modules (to prove this, one can use suitable bases in
Uqg
ext, cf. [13]). The second statement is due to the following
3The reason is that the well known q-analogues of standard generators of Z(Ug) belong to Uqg
ext [6]
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Lemma 3.6
dimV Uqg
ext
= 1. 4
Proof. Consider a Uqg
ext-module Uqg
ext/Uqk
ext. It suffices to prove that the canonical
map
Z(Uqg
ext)→
(
Uqg
ext/Uqk
ext
)Uqkext
(3.5)
is onto.
Equip Uqg
ext with a Uqk
ext-invariant filtration via setting
deg(E2) = deg(F2) = 1; deg(ξ) = 0, ξ ∈ Uqk
ext.
Evidently, the subspaces {ξ ∈ Uqg
ext/Uqk
ext| deg ξ ≤ j} are finite dimensional. It suffices
to prove that for all j the canonical map
{ξ ∈ Z(Uqg
ext)| deg ξ ≤ j} → {ξ ∈ (Uqg
ext/Uqk
ext)Uqk
ext
| deg ξ ≤ j}
is onto.
An application of the standard generators of Z(Ug) allows one to reduce easily the
quantum case (q transcendental) to the classical one (q = 1). In the classical case the
surjectivity of the map (3.5) is a well known fact (see [4, Th. 1.3.1]). 
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Notes of the Editor
The methods of this work can be used to produce the principal unitary non-degenerate
series, that is, to prove the unitarizability of the Harish-Chandra modules Vql′ ,ql′′ in the
case Im l′ = −1/2, Im l′′ = −1.
Here is an outline of the proof. Let us consider the pseudo-Hermitian space C4 endowed
with the metric −|t1|
2−|t2|
2+|t3|
2+|t4|
2 and the projective algebraic variety of uncomplete
’Lagrange flags’
X0 =
{
0 & L1 & L2 ⊂ C4
∣∣ L2 = L⊥2 } ⊂ X.
Let X̂0 ⊂ X̂ be the real affine algebraic variety associated to X0. Introduce a Uqsu2,2-
module algebra Pol(X̂0)q, which is a q-analogue of the algebra of regular functions on
X̂0.
In the category of non-involutive algebras Pol(X̂0)q can be defined as a subalgebra of
C[X̂ ]q generated by
t{i}t{j1,j2,j3}, 1 ≤ i ≤ 4, 1 ≤ j1 < j2 < j3 ≤ 4,
t{i1,i2}t{j1,j2}, 1 ≤ i1 < i2 ≤ 4, 1 ≤ j1 < j2 ≤ 4.
It is easy to prove the existence and uniqueness of the involution ∗ which equips Pol(X̂0)q
with a structure of Uqsu2,2-module algebra and such that the elements(
t{1,2}t{3,4}
)j
ηk, j, k ∈ Z+
appear to be selfadjoint.5
5The uniqueness follows from the selfadjointness of the monomials (t{1,2}t{3,4})
jηk and from the fact that
Pol(X̂0)q is a sum of simple Uqsu2,2-modules generated by the above monomials: Pol(X̂0)q =
∞⊕
j,k=0
L(k, 2j, k).
Sketch the proof of the existence. Equip every subspace L(k, 2j, k) with an antilinear map ∗ which satisfies all
the necessary requirements, possibly except
(f1f2)
∗ = f∗2 f
∗
1 , f1, f2 ∈ L(k, 2j, k).
What remains is to extend it onto Pol(X̂0)q by antilinearity and to prove the latter identity using the above claim
of uniqueness.
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The involution in Pol(X̂0)q is canonically extendable onto the localization of this ∗-
algebra with respect to the multiplicatively closed set (t{1,2}t{3,4})
jηk, j, k ∈ Z+.
Consider the Uqk-module subalgebra of zero degree homogeneous elements. Its Uqk-
isotypic components are finite dimensional and are smooth functions of q ∈ (0, 1] (this
could be well rephrased rigorously). In particular, the dimensions of Uqk-isotypic compo-
nents are independent of q ∈ (0, 1]. Hence there exists a unique Uqk-invariant integral µ
on this ∗-subalgebra with the property µ(1) = 1. This integral is positive in the classical
case q = 1, hence for all 0 < q < 1 (otherwise for some Uqk-isotypic component and some
0 < q < 1 the Uqk-invariant scalar product given by (f1, f2) = µ(f
∗
2 f1) would appear to
be non-negative but not strictly positive, hence degenerate). In view of proposition 3.1
the scalar product(
f1 · (t{1,2}t{3,4})
l′ηl
′′
, f2 · (t{1,2}t{3,4})
l′ηl
′′
)
def
= µ(f ∗2f1)
is Uqsu2,2-invariant in the case Im l
′ = −1/2, Im l′′ = −1.
PART IV
ADDITONAL RESULTS ON SOME QUANTUM
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CALCULUS ON THE QUANTUM MATRIX
SPACE
S. Sinel’shchikov∗ L. Vaksman†
Mathematics Department, Institute for Low Temperature Physics and
Engineering, 47 Lenin Avenue, 61103 Kharkov, Ukraine
PAX: 02.40-k geometry
PAX: 03.65-Fd algebraic methods, differential geometry, topology
Abstract. A standard bicovariant differential calculus on the quantum matrix space
Mat(m,n)q is considered. Our main result is in proving that the Uqs(glm × gln)-module
differential algebra Ω∗(Mat(m,n))q is in fact a Uqsl(m+ n)-module differential algebra.
1. This work solves a problem whose simple special case occurs in a construction of
a quantum unit ball of Cn (in the spirit of [10]). Within the framework of that theory,
the action of the subgroup SU(n, 1) ⊂ SL(n + 1) by automorphisms of the unit matrix
ball is essential. The problem is that the Wess-Zumino differential calculus in quantum
Cn [11] at a first glance seems to be only Uqsln-invariant. In that particular case the lost
Uqsln+1-symmetry can be easily detected. The main result of this work is in disclosing the
hidden Uqsln-symmetry for bicovariant differential calculus in the quantum matrix space
Mat(m,n). (Note that for n = 1 we have the case of a ball).
The authors are grateful to V. Akulov and G. Maltsiniotis for a helpful discussion of
the results.
2. We start with recalling the definition of the Hopf algebra UqslN , N > 1, over the
field C(q) of rational functions of an indeterminate q [4, 5]. (We follow the notations of
[3]).
For i, j ∈ {1, . . . , N − 1} let
aij =
 2, i− j = 0−1, |i− j| = 1
0, |i− j| > 1.
The algebra UqslN is defined by the generators {Ei, Fi, Ki, K
−1
i } and the relations
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KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1
KiEj = q
aijEjKi, KiFj = q
−aijFjKi
EiFj − FjEi = δij(Ki −K
−1
i )/(q − q
−1)
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0, |i− j| = 1
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0, |i− j| = 1
[Ei, Ej] = [Fi, Fj] = 0, |i− j| 6= 1.
A comultiplication ∆, an antipode S and a counit ε are defined by
∆Ei = Ei ⊗ 1 + Ki ⊗Ei, ∆Fi = Fi ⊗K
−1
i + 1⊗ Fi,
∆Ki = Ki ⊗Ki, S(Ei) = −K
−1
i Ei,
S(Fi) = −FiKi, S(Ki) = K
−1
i ,
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1.
3. Remind a description of a differential algebra Ω∗(Mat(m,n))q on a quantum matrix
space [2, 8].
Let i, j, i′, j′ ∈ {1, 2, . . . , m+ n}, and
Rˇi
′j′
ij =

q−1, i = j = i′ = j′
1, i′ = j and j′ = i and i 6= j
q−1 − q, i = i′ and j = j′ and i < j
0, otherwise
Ω∗(Mat(m,n))q is given by the generators {t
α
a} and relations∑
γ,δ
Rˇαβγδ t
γ
at
δ
b =
∑
c,d
Rˇcdabt
β
d t
α
c
∑
a′,b′,γ′,δ′
Rˇαβγ′δ′Rˇ
a′b′
ab t
γ′
a′dt
δ′
b′ = dt
α
a t
β
b
∑
a′,b′,γ′,δ′
Rˇαβγ′δ′Rˇ
a′b′
ab dt
γ′
a′dt
δ′
b′ = −dt
α
adt
β
b
(a, b, c, d, a′, b′ ∈ {1, . . . , n}; α, β, γ, δ, γ′, δ′ ∈ {1, . . . , m}).
Let us define a grading by deg(tαa ) = 0, deg(dt
α
a ) = 1. With that, C[Mat(m,n)]q =
Ω0(Mat(m,n)))q will stand for a subalgebra of zero degree elements .
4. Let A be a Hopf algebra and F an algebra with unit and an A-module the same
time. F is said to be a A-module algebra [1] if the multiplication m : F ⊗ F → F is a
morphism of A-modules, and 1 ∈ F is an invariant (that is
a(f1f2) =
∑
j
a′jf1⊗a
′′
j f2, a1 = ε(a)1 for all a ∈ A; f1, f2 ∈ F , with ∆(a) =
∑
j
a′j⊗a
′′
j ).
An important example of an A-module algebra appears if one supplies A∗ with the
structure of an A-module: 〈af, b〉 = 〈f, ba〉, a, b ∈ A, f ∈ A∗.
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5. Our immediate goal is to furnish C[Mat(m,n)]q with a structure of a Uqslm+n-
module algebra via an embedding C[Mat(m,n)]q →֒ (Uqslm+n)∗.
Let {eij} be a standard basis in Mat(m+ n) and {fij} the dual basis in Mat(m+ n)
∗.
Consider a natural representation π of Uqslm+n:
π(Ei) = ei i+1, π(Fi) = ei+1 i, π(Ki) = qeii + q
−1ei+1 i+1 +
∑
j 6=i,i+1
ejj.
The matrix elements uij = fijπ ∈ (Uqslm+n)
∗ of the natural representation may be
treated as ”coordinates” on the quantum group SLm+n [4]. To construct ”coordinate”
functions on a big cell of the Grassmann manifold, we need the following elements of
C[Mat(m,n)]q
x(j1, j2, . . . , jm) =
∑
w∈Sm
(−q)l(w)u1jw(1)u2jw(2) . . . umjw(m) ,
with 1 ≤ j1 < j2 < . . . < jm ≤ m + n, and l(w) = card{(a, b)| a < b and w(a) > w(b)}
being the ”length” of a permutation w ∈ Sm.
Proposition 0.7 x(1, 2, . . . , m) is invertible in (Uqslm+n)
∗, and the map
tαa 7→ x(1, 2, . . . , m)
−1x(1, . . . , ̂m+ 1− α, . . . ,m,m+ a)
can be extended up to an embedding
i : C[Mat(m,n)]q →֒ (Uqslm+n)∗.
(The sign ̂ here indicates the item in a list that should be omitted).
Proposition 0.7 allows one to equip C[Mat(m,n)]q with the structure of a Uqslm+n-
module algebra :
iξtαa = ξit
α
a , ξ ∈ Uqslm+n, a ∈ {1, . . . , n}, α ∈ {1, . . . , m}.
6. The main result of our work is the following
Theorem 0.8 Ω∗(Mat(m,n))q admits a unique structure of a Uqslm+n-module algebra
such that the embedding
i : C[Mat(m,n)]q →֒ Ω∗(Mat(m,n))q
and the differential
d : Ω∗(Mat(m,n))q → Ω
∗(Mat(m,n))q
are the morphisms of Uqslm+n-modules.
Remark 1. The bicovariance of the differential calculus on the quantum matrix
space allows one to equip the algebra Ω∗(Mat(m,n))q with a structure of Uqs(glm × gln)-
module, which is compatible with multiplication in Ω∗(Mat(m,n))q and differential d.
Theorem 0.8 implies that Ω∗(Mat(m,n))q possess an additional hidden symmetry since
Uqslm+n % Uqs(glm × gln).
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Remark 2. Let q0 ∈ C and q0 is not a root of unity. It follows from the explicit formu-
lae for Emt
α
a , Fmt
α
a , K
±1
m t
α
a , a ∈ {1, . . . , n}, α ∈ {1, . . . , m}, that the ”specialization”
Ω∗(Mat(m,n))q0 is a Uq0slm+n-module algebra.
7. Supply the algebra Uqslm+n with a grading as follows:
deg(Ki) = deg(Ei) = deg(Fi) = 0, for i 6= m,
deg(Km) = 0, deg(Em) = 1, deg(Fm) = 0.
The proofs of Proposition 0.7 and Theorem 0.8 reduce to the construction of graded
Uqslm+n-modules which are dual respectively to the modules of functions Ω
0(Mat(m,n))q
and that of 1-forms Ω1(Mat(m,n))q. The dual modules are defined by their generators
and correlations. While proving the completeness of the correlation list we implement the
”limit specialization” q0 = 1 (see [3, p. 416]).
The passage from the order one differential calculus Ω0(Mat(m,n))q
d
→ Ω1(Mat(m,n))q
to Ω∗(Mat(m,n))q is done via a universal argument described in a paper by G. Maltsiniotis
[9]. This argument doesn’t break Uqslm+n-symmetry.
8. Our approach to the construction of order one differential calculus is completely
analogous to that of V. Drinfel’d [4] used initially to produce the algebra of functions on
a quantum group by means of a universal enveloping algebra.
9. The space of matrices is the simplest example of an irreducible prehomogeneous
vector space of parabolic type [7]. Such space can be also associated to a pair constituted
by a Dynkin diagram of a simple Lie algebra G and a distinguished vertex of this diagram.
Our method can work as an efficient tool for producing UqG-invariant differential calculi
on the above prehomogeneous vector spaces.
Note that UqG-module algebras of polynomials on quantum prehomogeneous spaces of
parabolic type were considered in a recent work of M. S. Kebe [6].
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q-ANALOGS OF CERTAIN PREHOMOGENEOUS
VECTOR SPACES: COMPARISON OF SEVERAL
APPROACHES
D. Shklyarov
1 Introduction: prehomogeneous vector spaces of commutative parabolic type
Let g be a complex simple Lie algebra, h its Cartan subalgebra, {αi}i=1,l the simple roots
with respect to h. Let us associate to each α0 ∈ {αi}i=1,l the element H0 ∈ h such that
αi(H0) =
{
2, αi = α0,
0, otherwise.
Such H0 can be used to equip g with a Z-grading as follows
g =
⊕
i∈Z
gi, gi
def
= {ξ ∈ g| [H0, ξ] = 2iξ}.
If gi is nonzero only for i ∈ {−1, 0, 1} then the subspace g−1 is said to be a prehomogeneous
vector space of commutative parabolic type (see [5]).
Remark 1. Let us explain the adjective ”prehomogeneous”. Let K ⊂ Autg be the
subgroup of those automorphisms which preserve the decomposition
g = g−1
⊕
g0
⊕
g+1.
Then g0 = LieK. The group K acts in g−1 in such way that there exists a Zariski open
K-orbit. A pair (G, V ) (G is an algebraic group acting in the vector space V ) which
possesses this property is called a prehomogeneous vector space.
SinceK acts in g−1 and g0 = LieK, one may consider the corresponding representation
of Ug0 in the space C[g−1] of holomorphic polynomials on g−1.
Remark 2. The Killing form of g makes the vector spaces g−1 and g+1 dual to each
other. This allows one to identify the algebras C[g−1] and S(g+1) (the symmetric algebra
over g+1). The latter algebra is isomorphic to Ug+1 for g+1 is an Abelian Lie subalgebra
in g. The action of Ug0 in C[g−1] we deal with corresponds (under the isomorphism
C[g−1] ≃ Ug+1) to the adjoint action of Ug0 in Ug+1.
There exist several approaches to constructing a q-analog of the algebra C[g−1]. In the
present paper we concern with those developed in [2], [3], [9]. Within framework of each
This research was supported in part by Award No UM1-2091 of the US Civilian Research & Development
Foundation
This lecture has been delivered at the seminar ’Quantum groups’, Kharkov, April 2000; published in Matem-
aticheskaya Fizika. Analiz. Geometriya, 8 (2001), No 3, 325 – 345.
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approach a (noncommutative) analog of C[g−1] is endowed with an action of the quantum
universal enveloping algebra Uqg0. We prove that q-analogs of C[g−1] constructed in [2],
[3], [9] are isomorphic as Uqg0-module algebras.
For the sake of simplicity we carry out this program for g = sl4(C), α0 = α2 (in
this case g−1 is the space of 2 × 2 complex matrices, K = S(GL2(C) × GL2(C))). But
we present such proofs that are transferable to the case of an arbitrary prehomogeneous
vector space of commutative parabolic type.
The author thanks L. Vaksman for stating the problem and discussing the results.
2 Notation and auxiliary facts
Let g = sl4(C). For convenience, we identify g with the Lie algebra of 4 × 4 complex
matrices with zero trace. Let h ⊂ g be the Cartan subalgebra of diagonal matrices.
Denote by ∆ and W the root system of g with respect to h and the Weyl group of this
system, respectively. Let also α1, α2, α3 be the simple roots in ∆ given by
αi(H) = ai − ai+1
with H = diag(a1, a2, a3, a4) ∈ h.
There exists an isomorphism of the group W onto the group S4 such that the simple
reflections sα1 , sα2 , sα3 correspond to the transpositions (1, 2), (2, 3), (3, 4). Let ∆+ ⊂ ∆
be the system of positive roots:
∆+ = {α1, α2, α3, α1 + α2, α2 + α3, α1 + α2 + α3}.
Denote by (·|·) the W-invariant scalar product in h∗ such that (αi|αi) = 2.
The root α2 plays the role of the ’distinguished’ root α0 (see Introduction). The
associated element H0 ∈ h is given by H0 = diag(1, 1,−1,−1), or
H0 = H1 + 2H2 +H3 (2.1)
with H1 = diag(1,−1, 0, 0), H2 = diag(0, 1,−1, 0), H3 = diag(0, 0, 1,−1).
Let ∆c
def
= {α1, α3,−α1,−α3} ⊂ ∆, ∆n
def
= ∆ \∆c. Then
g0 = h
⊕(⊕
α∈∆c
gα
)
,
g+1 =
⊕
α∈∆+∩∆n
gα, g−1 =
⊕
−α∈∆+∩∆n
gα,
with gα being the root subspace in g corresponding to α ∈ ∆.
Let Wc be the subgroup in W generated by sα1 , sα3 . Thus, Wc ≃ S2 × S2 is the Weyl
group of the Lie subalgebra sl2 ⊕ sl2 ∈ g.
In the rest of this paper the ground field will be the field of rational functions C(q1/4).
Let us recall one some definitions and facts of the quantum group theory (we follow
[4]).
The quantum universal enveloping algebra Uqg is the algebra with the generators
{Ei, Fi, K
±1
i }i=1,3 satisfying the following relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
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KiEj = q
aijEjKi, KiFj = q
−aijFjKi,
EiFj − FjEi = δij
Ki −K
−1
i
q − q−1
,
1−aij∑
s=0
(−1)s
[
1− aij
s
]
q
E
1−aij−s
i EjE
s
i = 0, i 6= j,
1−aij∑
s=0
(−1)s
[
1− aij
s
]
q
F
1−aij−s
i FjF
s
i = 0, i 6= j,
where (aij) is the Cartan matrix for g:
aij =
 2 , i− j = 0−1 , |i− j| = 10 , otherwise ,[
n
j
]
q
def
=
[n]q!
[n− j]q![j]q!
, [n]q!
def
= [n]q · [n− 1]q · . . . · [1]q, [n]q
def
=
qn − q−n
q − q−1
.
The algebra Uqg is endowed with a structure of a Hopf algebra as follows
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ∆(Ki) = Ki ⊗Ki,
S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi, S(Ki) = K
−1
i ,
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1,
with ∆, S, ε being the comultiplication, the antipode, and the counit, respectively.
Let us use the short notation x(1) ⊗ x(2) for the element ∆(x) ∈ Uqg
⊗
Uqg (x ∈ Uqg).
For example, coassociativity of the comultiplication ∆ : Uqg → Uqg
⊗
Uqg looks in this
notation as follows
x(1) ⊗ x(2)(1) ⊗ x(2)(2) = x(1)(1) ⊗ x(1)(2) ⊗ x(2). (2.2)
Sometimes we use the notation x(1)⊗x(2)⊗x(3) for the right (and left) hand side of (2.2).
Then the obvious meaning has the notation x(1) ⊗ x(2) ⊗ x(3) ⊗ x(4) etc.
The adjoint representation of the algebra Uqg is defined as follows
adx(y)
def
= x(1) · y · S(x(2))
with x, y ∈ Uqg. This adjoint action makes Uqg a Uqg-module algebra. It means that the
product map Uqg
⊗
Uqg → Uqg is a morphism of Uqg-modules and the unit 1 ∈ Uqg is
Uqg-invariant.
We fix the following notation for some subalgebras in Uqg:
U≥0q = 〈Ei, K
±1
i | i = 1, 3〉, U
≤0
q = 〈Fi, K
±1
i | i = 1, 3〉,
U+q = 〈Ei| i = 1, 3〉, U
−
q = 〈Fi| i = 1, 3〉,
U0q = 〈K
±1
i | i = 1, 3〉, Uqg0 = 〈K
±1
i , Ej, Fj| i = 1, 3, j 6= 2〉.
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Let us recall a definition of the Lusztig automorphisms Ti, i = 1, 3, of the algebra Uqg.
The action of Ti on the subalgebra U
≥0
q is given by
Ti(Kj) = Kj ·K
−aij
i , Ti(Ei) = −FiKi,
Ti(Ej) = (−adEi)
−aij (Ej), i 6= j.
To define Ti completely one sets
Ti ◦ k = k ◦ Ti ,
where k is the conjugate linear antiautomorphism of the C(q1/4)-algebra Uqg given by
k(Ei) = Fi, k(Fi) = Ei, k(Ki) = K
−1
i , k(q
1/4) = q−1/4.
Let w ∈W and w = si1si2 . . . sik be a reduced expression (we write ’si’ instead of sαi).
It is well known that the automorphism Tw
def
= Ti1Ti2 . . . Tik does not depend on particular
choice of a reduced expression of w.
All Uqg-modules we consider possess the property
V =
⊕
µ∈Z3
Vµ, Vµ
def
= {v ∈ V | Kiv = q
µiv, i = 1, 3}
with µ = (µ1, µ2, µ3). This allows one to introduce endomorphisms Hi, i = 1, 3, of any
Uqg-module V by
Hiv = µiv ⇔ v ∈ Vµ, µ = (µ1, µ2, µ3).
Formally this can be written as Ki = q
Hi.
Let K0
def
= K1 · K
2
2 · K3 (i.e. K0 = q
H0 with H0 given by (2.1)). It is an important
consequence of definitions that K0 belongs to the centre of the algebra Uqg0:
adK0(ξ) = ξ, ξ ∈ Uqg0. (2.3)
Let us recall one some facts concerning the universal R-matrix for Uqg (in context of
the present paper the universal R-matrix have to be understood just as in [4]).
R satisfies some well known identities. We don’t adduce a full list of these identities
but recall one those important for us:
id⊗∆op(R) = R12 · R13, (2.4)
∆op(η) ·R = R ·∆(η), η ∈ Uqg, (2.5)
with ∆op(x)
def
= x(2) ⊗ x(1), R
12 def=
∑
i ai ⊗ bi ⊗ 1, R
13 def=
∑
i ai ⊗ 1⊗ bi.
Remind an explicit formula for the R-matrix (the so-called multiplicative formula).
Let w0 ∈W be the maximal length element. Identifying W with S4 we get
w0 =
(
1 2 3 4
4 3 2 1
)
.
The length of any reduced expression of w0 is equal to 6. To a reduced expression
w0 = si1si2 . . . si6 one attaches the following data:
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i) the total order on the set ∆+ of positive roots:
β1 = αi1 , β2 = si1(αi2), . . . β6 = si1si2 . . . si5(αi6);
ii) the set of elements Eβ1, Eβ2 , . . . Eβ6 ∈ U
+
q , Fβ1, Fβ2, . . . Fβ6 ∈ U
−
q which are q-analogs
of root vectors in g:
Eβ1 = Ei1 , Eβ2 = Ti1(Ei2), . . . Eβ6 = Ti1Ti2 . . . Ti5(Ei6),
Fβ1 = Fi1 , Fβ2 = Ti1(Fi2), . . . Fβ6 = Ti1Ti2 . . . Ti5(Fi6);
iii) the multiplicative formula for the R-matrix:
R =
expq2((q
−1−q)Eβ6⊗Fβ6)· . . .·expq2((q
−1−q)Eβ2⊗Fβ2)·expq2((q
−1−q)Eβ1⊗Fβ1)·q
t (2.6)
with t
def
= −
∑
i,j cijHi ⊗Hj, the matrix (cij) being the inverse to the Cartan matrix, and
expq2(t)
def
=
∞∑
k=0
tk
(k)q2 !
, (k)q2 !
def
=
k∏
j=1
1− q2j
1− q2
.
3 Three approaches to quantization of prehomogeneous vector spaces of commu-
tative parabolic type
3.1 First approach
In this subsection we describe an approach to constructing q-analogs of prehomogeneous
vector spaces of commutative parabolic type developed in [9].
Let us consider the generalized Verma module V (0) over Uqg given by its generator
v(0) and the relations
Eiv(0) = 0, Kiv(0) = v(0), i = 1, 3, (3.1)
Fiv(0) = 0, i 6= 2. (3.2)
V (0) splits into direct sum of its finite dimensional subspaces V (0)k, −k ∈ Z+, with
V (0)k
def
= {v ∈ V (0)| H0v = 2kv}.
Consider the graded dual Uqg-module:
C[g−1]q
def
=
⊕
−k∈Z+
(V (0)k)
∗ .
Let us equip the tensor product V (0)
⊗
V (0) with a Uqg-module structure as follows
ξ(v1 ⊗ v2) = ξ(2)(v1)⊗ ξ(1)(v2), ξ ∈ Uqg, v1, v2 ∈ V (0). (3.3)
Due to (3.1), (3.2) the maps
v(0) 7→ v(0)⊗ v(0), v(0) 7→ 1 (3.4)
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are extendable up to morphisms of Uqg-modules
∆− : V (0)→ V (0)
⊗
V (0), ε− : V (0)→ C(q1/4).
It can be shown that ∆− and ε− make V (0) a coassociative coalgebra with a counit. Thus,
the dual maps
m = (∆−)
∗ : C[g−1]q
⊗
C[g−1]q → C[g−1]q, 1 = (ε−)∗ : C(q1/4)→ C[g−1]q (3.5)
make C[g−1]q an associative unital algebra. Moreover, the product map m is a morphism
of Uqg-modules and the unit 1 is Uqg-invariant, i.e. C[g−1]q is a Uqg-module algebra. In
particular, it is a Uqg0-module algebra. This Uqg0-module structure is just the one we
mentioned in the Introduction.
3.2 Second approach
Now we are going to describe briefly an approach of H. P. Jakobsen [2] to quantization of
C[g−1].
It follows from the definition of Uqg that
adK2(E2) = q
2E2, adK1(E2) = adK3(E2) = q
−1E2,
adF1(E2) = adF3(E2) = 0,
(adE1)
2(E2) = (adE3)
2(E2) = 0.
Thus adUqg0(E2) is a finite dimensional Uqg0-submodule in Uqg. Let us denote by C[g−1]Iq
the minimal subalgebra in Uqg which contains the subspace adUqg0(E2). Evidently, it is
a Uqg0-module subalgebra in Uqg. The algebra C[g−1]Iq can be treated as a q-analog of
C[g−1] (see Remark 2 above).
3.3 Third approach
Let us turn to description of an approach of A. Kamita, Y. Morita, and T. Tanisaki [3].
Note that notation in [3] differs from ours.
Let w′0 ∈Wc be the maximal length element. Evidently, w
′
0 = (1, 2) · (3, 4). Consider
the subspace C[g−1]IIq in Uqg defined by
C[g−1]IIq = U
+
q ∩ T
−1
w′0
(
U+q
)
. (3.6)
Obviously the subspace C[g−1]IIq is a subalgebra in Uqg. It is shown in [3] that C[g−1]
II
q
is a Uqg0-module subalgebra in Uqg with respect to the adjoint action. It is one more
q-analog of the algebra C[g−1].
4 Comparison of the approaches
Note that both the algebras C[g−1]Iq and C[g−1]
II
q lie within the quantum universal en-
veloping algebra Uqg. Our aim is:
i) to construct an embedding T of the algebra C[g−1]q into Uqg which intertwines the
Uqg0-action in C[g−1]q mentioned in subsection 3.1 and the adjoint Uqg0-action;
ii) to show that the subalgebras T (C[g−1]q), C[g−1]Iq, and C[g−1]
II
q in Uqg coincide.
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4.1 C[g−1]q ≃ C[g−1]Iq
In this subsection we construct an Uqg0-invariant embedding T of the algebra C[g−1]q into
Uqg, and then we show that T (C[g−1]q) = C[g−1]Iq. The embedding T is constructed via
a standard technique due to [1].
Let R =
∑
i ai ⊗ bi be the universal R-matrix for Uqg. Consider the linear map
T : C[g−1]q → Uqg given by
T (f)
def
=
∑
i
ai〈biv(0), f〉 (4.1)
with f ∈ C[g−1]q, v(0) being the generator of the generalized Verma module V (0), 〈·, ·〉
being the pairing V (0) × C[g−1]q → C(q1/4) arising from the equality C[g−1]q = (V (0))
∗
(see subsection 3.1).
Let us comment the definition of T . Using the multiplicative formula (2.6) and the
definition of the Uqg-module V (0) one shows that
∑
i ai ⊗ biv(0) is a formal series of
elements from U+q
⊗
V (0). We will prove later (see proof of Proposition 4.5) that the
right hand side of (4.1) is a finite sum for any f ∈ C[g−1]q.
Proposition 4.1 T is a homomorphism of algebras.
Proof. Let f, ϕ ∈ C[g−1]q. Then due to (3.5), (3.4), (3.3)
T (f · ϕ) =
∑
i
ai〈biv(0), f · ϕ〉 =
∑
i
ai〈biv(0), m(f ⊗ ϕ)〉 =
=
∑
i
ai〈∆−(biv(0)), f ⊗ ϕ〉 =
∑
i
ai〈∆
op(bi)(v(0)⊗ v(0)), f ⊗ ϕ〉.
By (2.4)
∑
i
ai〈∆
op(bi)(v(0)⊗ v(0)), f ⊗ ϕ〉 =
∑
i,j
ai · aj〈bi ⊗ bj(v(0)⊗ v(0)), f ⊗ ϕ〉 =
=
(∑
i
ai〈biv(0), f〉
)
·
(∑
j
aj〈biv(0), ϕ〉
)
= T (f) · T (ϕ). 
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Proposition 4.2 T is a morphism of Uqg0-modules.
Proof. Denote by Uqg⊗̂V (0) the vector space of formal series of the form∑
i
ξi ⊗ vi, ξi ⊗ vi ∈ Uqg⊗ V (0).
Equip this vector space with a Uqg-module structure as follows
ξ(η ⊗ v)
def
= ξ(3) · η · S
−1(ξ(1))⊗ ξ(2)v, ξ, η ∈ Uqg, v ∈ V (0).
Lemma 4.3 The linear map
V (0)→ Uqg⊗̂V (0), v 7→
∑
i
ai ⊗ biv,
is a morphism of Uqg-modules (here
∑
i ai ⊗ bi is the universal R-matrix).
Proof of the lemma. The map is well defined (it can be explained using the definition
(3.1), (3.2) of the Uqg-module V (0) and the multiplicative formula (2.6) for the universal
R-matrix). Let ξ ∈ Uqg, v ∈ V (0). Then
ξ
(∑
i
ai ⊗ biv
)
=
∑
i
ξ(3)aiS
−1(ξ(1))⊗ ξ(2)biv =
∑
i
ε(ξ(3)(2))ξ(3)(1)aiS
−1(ξ(1))⊗ ξ(2)biv =
=
∑
i
ξ(3)(1)aiS
−1(ξ(1))⊗ ξ(2)biε(ξ(3)(2))v =
∑
i
ξ(2)(2)aiS
−1(ξ(1))⊗ ξ(2)(1)biε(ξ(3))v.
Let us make use of the property (2.5). We get
ξ
(∑
i
ai ⊗ biv
)
=
∑
i
ξ(2)(2)aiS
−1(ξ(1))⊗ ξ(2)(1)biε(ξ(3))v =
=
∑
i
aiξ(2)(1)S
−1(ξ(1))⊗ biξ(2)(2)ε(ξ(3))v =
∑
i
aiξ(1)(2)S
−1(ξ(1)(1))⊗ biξ(2)(1)ε(ξ(2)(2))v =
=
∑
i
aiε(ξ(1))⊗ biξ(2)v =
∑
i
ai ⊗ biε(ξ(1))ξ(2)v =
∑
i
ai ⊗ biξv.

Lemma 4.4 An element η ⊗ v ∈ Uqg⊗̂V (0) is Uqg0-invariant iff for any ξ ∈ Uqg0
ξ(1)ηS(ξ(2))⊗ v = η ⊗ S(ξ)v. (4.2)
Proof of the lemma. Let η⊗v ∈ Uqg⊗̂V (0) satisfies (4.2) for any ξ ∈ Uqg0. Rewrite
(4.2) for ξ := S−1(ζ):
S−1(ζ(2))ηζ(1) ⊗ v = η ⊗ ζv. (4.3)
Using (4.3) one gets
ξ(η ⊗ v) = ξ(3)ηS
−1(ξ(1))⊗ ξ(2)v = ξ(3)S
−1(ξ(2)(2))ηξ(2)(1)S
−1(ξ(1))⊗ v =
= ξ(2)(2)S
−1(ξ(2)(1))ηξ(1)(2)S
−1(ξ(1)(1))⊗ v = ε(ξ(2))ηε(ξ(1))⊗ v = ε(ξ)η ⊗ v.
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Thus η ⊗ v is Uqg0-invariant.
Conversely, suppose that η ⊗ v is Uqg0-invariant. Let us prove (4.3) (obviously, it is
equivalent to (4.2)).
S−1(ξ(2))ηξ(1) ⊗ v = S
−1(ξ(2))ηε(ξ(1)(2))ξ(1)(1) ⊗ v = S
−1(ξ(3))ηε(ξ(2))ξ(1) ⊗ v.
Uqg0-invariance of η ⊗ v implies
ε(ξ(2))η ⊗ v = ξ(2)(3)ηS
−1(ξ(2)(1))⊗ ξ(2)(2)v.
Thus
S−1(ξ(2))ηξ(1) ⊗ v = S
−1(ξ(3))ξ(2)(3)ηS
−1(ξ(2)(1))ξ(1) ⊗ ξ(2)(2)v =
S−1(ξ(3)(2))ξ(3)(1)ηS
−1(ξ(1)(2))ξ(1)(1) ⊗ ξ(2)v = ε(ξ(3))ηε(ξ(1))⊗ ξ(2)v = η ⊗ ξv.

Let us complete the proof of Proposition 4.2. By (3.1), (3.2) v(0) is Uqg0-invariant.
Due to Lemma 4.3 the element
∑
i ai⊗ biv(0) ∈ Uqg⊗̂V (0) is Uqg0-invariant. By (4.2) we
have: for f ∈ C[g−1]q, ξ ∈ Uqg0
T (ξf) =
∑
i
ai〈biv(0), ξf〉 =
∑
i
ai〈S(ξ)biv(0), f〉 =
=
∑
i
ξ(1)aiS(ξ(2))〈biv(0), f〉 = adξ(T (f)).

We have constructed the mapping T : C[g−1]q → Uqg which is a morphism of Uqg0-
module algebras. It turns out to be an embedding.
Proposition 4.5 T is injective.
Proof. Let w0 ∈W be the maximal length element. We fix a reduced expression for
w0:
w0 = (1, 2)(3, 4)(2, 3)(1, 2)(3, 4)(2, 3) = s1s3s2s1s3s2. (4.4)
Obviously w0 = w
′
0s2s1s3s2 with w
′
0 being the maximal length element in Wc. Describe
explicitly the order in ∆+ attached to the expression (4.4) (see section 2):
β1 = α1, β2 = α3, β3 = α1 + α2 + α3,
β4 = α2 + α3, β5 = α1 + α2, β6 = α2.
Thus β3, β4, β5, β6 are ’noncompact’ roots (they belong to ∆n), and β1, β2 are ’compact’
roots (they belong to ∆c). This implies Eβ1 , Fβ1, Eβ2, Fβ2 ∈ Uqg0. Indeed, let us show
this, for example, for Eβ2. Consider the Z+-grading in U
+
q given by
degEi =
{
1 , i = 2
0 , otherwise
. (4.5)
This grading can be described in another way:(
U+q
)
j
= {ξ ∈ U+q | adK0(ξ) = q
2jξ}. (4.6)
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Using (4.5) one shows that (
U+q
)
0
= U+q ∩ Uqg0. (4.7)
It follows from the definition of Eβ2 and K0 that
adK0(Eβ2) = q
β2(H0)Eβ2 = Eβ2.
Thus, according to (4.6) and (4.7) Eβ2 ∈ Uqg0.
It follows from the relations (3.1) and (3.2) that∑
i
ai ⊗ biv(0) =
∑
j
Aj ⊗Bjv(0),
where
∑
i ai ⊗ bi is the universal R-matrix,∑
j Aj ⊗ Bj
def
= expq2((q
−1 − q)Eβ6 ⊗ Fβ6) · expq2((q
−1 − q)Eβ5 ⊗ Fβ5)×
×expq2((q
−1 − q)Eβ4 ⊗ Fβ4) · expq2((q
−1 − q)Eβ3 ⊗ Fβ3). (4.8)
It is clear that ∑
j
Aj ⊗ Bj =
∑
(k1,...,k4)∈Z4+
ak1,...,k4E
k1
β6
. . . Ek4β3 ⊗ F
k1
β6
. . . F k4β3 , (4.9)
where all ak1,...,k4 are nonzero elements of C(q
1/4). Thus we get the formula
T (f) =
∑
(k1,...,k4)∈Z4+
ak1,...,k4E
k1
β6
. . . Ek4β3〈F
k1
β6
. . . F k4β3 v(0), f〉. (4.10)
To complete the proof of Proposition 4.5 it is sufficient to prove that the vectors
{Ek1β6 . . . E
k4
β3
}(k1,...,k4)∈Z4+
are linearly independent, and the vectors
{F k1β6 . . . F
k4
β3
v(0)}(k1,...,k4)∈Z4+
constitute a basis in V (0) (the latter statement implies also the well definiteness of T !).
For this purpose we need the following Theorem [4, page 14]:
Theorem 4.6 i) The monomials
{F k1β6F
k2
β5
. . . F k6β1K
m1
1 K
m2
2 K
m3
3 E
l1
β1
El2β2 . . . E
l6
β6
}(k1,...,k6)∈Z6+,(m1,m2,m3)∈Z3,(l1,...,l6)∈Z6+
constitute a basis in Uqg;
ii) for i < j one has:
EβiEβj − q
(βi|βj)EβjEβi =
∑
(k1,...,k6)∈Z6+
ak1,...,k6E
k1
β1
Ek2β2 . . . E
k6
β6
,
where ak1,...,k6 6= 0 only when ks = 0 for s ≤ i or s ≥ j.
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It is not hard to prove that this Theorem implies linear independence of the vec-
tors {Ek1β6 . . . E
k4
β3
}(k1,...,k4)∈Z4+ . Let us prove that the vectors {F
k1
β6
. . . F k4β3 v(0)}(k1,...,k4)∈Z4+
constitute a basis in V (0).
Obviously, V (0) is the linear span of {F k1β6 . . . F
k4
β3
v(0)}(k1,...,k4)∈Z4+ . Indeed, this follows
from statement i) of the Theorem, from the observations that the map Uqg → V (0),
ξ 7→ ξv(0) is surjective, and from the relations
Eβiv(0) = 0, i = 1, 6,
Kiv(0) = v(0), i = 1, 3,
Fβ1v(0) = Fβ2v(0) = 0.
What remains is to prove that {F k1β6 . . . F
k4
β3
v(0)}(k1,...,k4)∈Z4+ are linearly independent. We
prove this statement using its correctness for q = 1.
Let A be the ring C[q, q−1]. Consider the A-algebra U−q,A generated by {F
A
i }i=1,3 which
satisfy the same relations as {Fi}i=1,3. Evidently, as C(q
1/4)-algebras
U−q ≃ C(q
1/4)
⊗
A
U−q,A. (4.11)
Let {FAβi}i=1,6 be the elements of U
−
q,A derived from {Fβi}i=1,6 via substitution Fi ↔ F
A
i .
Consider the U−q,A-module V (0)
A given by the generator v(0)A and the relations
FAi v(0)
A = 0, i 6= 2.
Similarly to (4.11)
V (0) ≃ C(q1/4)
⊗
A
V (0)Aq (4.12)
as C(q1/4)-modules.
There is an evident homomorphism of C-algebras
J : U−q,A → U
−
q,A/(q − 1) · U
−
q,A ≃ U
−,
where U− is the subalgebra in the classical universal enveloping algebra Ug generated by
{J(FAi )}i=1,3. Denote by V˜ (0) a U
−-module given by the generator v˜(0) and the relations
J(FAi )v˜(0) = 0, i 6= 2.
It is clear that the map v(0)A 7→ v˜(0) can be extended up to a C-linear map
J0 : V (0)
A → V˜ (0)
such that for any ξ ∈ U−q,A
J(ξ)v˜(0) = J0(ξv(0)
A). (4.13)
It is well known that the vectors {J(FAβ6)
k1 . . . J(FAβ3)
k4 v˜(0)}(k1,...,k4)∈Z4+ constitute a basis
in the C-module V˜ (0). Thus by (4.13) the vectors {(FAβ6)
k1 . . . (FAβ3)
k4v(0)A}(k1,...,k4)∈Z4+ are
linearly independent. Due to (4.12) {F k1β6 . . . F
k4
β3
v(0)}(k1,...,k4)∈Z4+ are linearly independent.
We have completed the proof of Proposition 4.5. 
The following statement is a direct consequence of Propositions 4.1, 4.5 and formula
(4.10).
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Corollary 4.7 Linear span of {Ek1β6 . . . E
k4
β3
}(k1,...,k4)∈Z4+ is a adUqg0-invariant subalgebra
in U+q . It coincides with T (C[g−1]q).
Remark 3. The fact that linear span of {Ek1β6 . . . E
k4
β3
}(k1,...,k4)∈Z4+ is a subalgebra in
U+q easily follows from the statement ii) of the Theorem 4.6.
The main statement of this section is
Proposition 4.8
T (C[g−1]q) = C[g−1]Iq.
Proof. Let us start with
Lemma 4.9 For some c ∈ C(q1/4)
Eβ6 = c ·E2.
Proof of the Lemma. The elements Eβ6 , E2 of the U
0
q -module U
+
q are weight
vectors of the weight α2 ∈ h
∗. But the subspace in U+q of weight vectors of that weight is
1-dimensional (this follows from linear independence of the weights α1, α2, α3 ∈ h
∗ of the
generators E1, E2, E3). 
Remind that we have equipped U+q with a Z+-grading (see (4.6)). Obviously,
deg(Eβ3) = deg(Eβ4) = deg(Eβ5) = deg(Eβ6) = 1.
It follows from (2.3), (4.6) that endomorphisms from adUqg0 preserve this grading: for
ξ ∈ Uqg0 and η ∈ U
+
q
deg(adξ(η)) = deg(η)
provided adξ(η) ∈ U+q . Using this observation and Corollary 4.7 we get
adUqg0(Eβ6) ⊆ linear span{Eβ3 , Eβ4, Eβ5, Eβ6}. (4.14)
Actually the spaces in the both sides of (4.14) coincide: dimension of adUqg0(Eβ6) should
be equal to 4 just as in the classical case q = 1. Thus, by Lemma 4.9 and by the definition
of the algebra C[g−1]Iq
C[g−1]Iq = 〈Eβ3, Eβ4, Eβ5 , Eβ6〉.
What remains is to use Corollary 4.7. 
4.2 C[g−1]Iq = C[g−1]
II
q
In this subsection we use notation of the previous one.
Proposition 4.10
C[g−1]Iq ⊆ C[g−1]
II
q .
Proof. By Corollary 4.7 and Proposition 4.8 the linear span of {Ek1β6 . . . E
k4
β3
}(k1,...,k4)∈Z4+
coincides with C[g−1]Iq. Thus, due to the definition (3.6) of C[g−1]
II
q it is sufficient to prove
that
T−1w′0
(Eβk) ∈ U
+
q , k = 3, 6.
Let us prove this, for example, for Eβ6 . By definition
Eβ6 = T1T3T2T1T3(E2) = Tw′0T2T1T3(E2).
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One gets
T−1w′0
(Eβ6) = T2T1T3(E2).
It remains to make use of the following well known fact.
Lemma 4.11 If w(αi) ∈ ∆+ for some i = 1, 3 and w ∈W then Tw(Ei) ∈ U
+
q .

Now we are ready to prove
Proposition 4.12
C[g−1]Iq = C[g−1]
II
q .
Proof. Let
∑
ak1,...,k6E
k1
β6
. . . Ek6β1 ∈ C[g−1]
II
q , i.e.
T−1w′0
(∑
ak1,...,k6E
k1
β6
. . . Ek6β1
)
=
∑
ak1,...,k6T
−1
w′0
(
Ek1β6 . . . E
k4
β3
)
T−1w′0
(
Ek5β2 ·E
k6
β1
)
∈ U+q .
(4.15)
By Proposition 4.10
T−1w′0
(
Ek1β6 . . . E
k4
β3
)
∈ U+q . (4.16)
Lemma 4.13 T−1w′0
(Eβ2) ∈ U
≤0
q , T
−1
w′0
(Eβ1) ∈ U
≤0
q .
Proof of the Lemma. Suppose that βk is a ’compact’ root (βk = β1 or βk = β2).
Let si1si2 . . . siM be a reduced expression of w
′
0 (of course, in the case we consider M = 2
and there are only two different reduced expression for w′0). One has
βk = si1si2 . . . sik−1(αk), Eβk = Ti1Ti2 . . . Tik−1(Ek).
Since Tw′0 = Ti1Ti2 . . . TiM we get
T−1w′0
(Eβk) = T
−1
iM
T−1iM−1 . . . T
−1
ik
(Ek).
So we have to prove that
T−1iM T
−1
iM−1
. . . T−1ik (Ek) ∈ U
≤0
q . (4.17)
Consider the antiautomorphism τ of the algebra Uqg given by
τ(Ki) = K
−1
i , τ(Ei) = Ei, τ(Fi) = Fi.
It is not hard to prove that
τ ◦ Ti = T
−1
i ◦ τ.
Thus the inclusion
TiMTiM−1 . . . Tik(Ek) ∈ U
≤0
q . (4.18)
is equivalent to (4.17). One has Tik(Ek) = −FkKk. Therefore (4.18) is equivalent to
TiMTiM−1 . . . Tik+1(Fk) · TiMTiM−1 . . . Tik+1(Kk) ∈ U
≤0
q
and thus to
TiMTiM−1 . . . Tik+1(Fk) ∈ U
−
q . (4.19)
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Applying the antiautomorphism k (see section 2) to both hand sides of (4.19) we get the
equivalent inclusion
TiMTiM−1 . . . Tik+1(Ek) ∈ U
+
q . (4.20)
But (4.20) is a direct consequence of Lemma 4.11. 
The following result is well known.
Lemma 4.14 The multiplication in Uqg induces the isomorphism of vector spaces
U+q
⊗
U≤0q → Uqg.
It follows from (4.16) and Lemmas 4.13, 4.14 that (4.15) holds iff ak1,...,k6 = 0 for k5 6= 0
or k6 6= 0. We have completed the proof of Proposition 4.12. 
Comparing results of the two previous sections we get:
the algebras C[g−1]q, C[g−1]Iq, and C[g−1]
II
q are isomorphic to each other as Uqg0-module
algebras.
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HIDDEN SYMMETRY OF SOME ALGEBRAS OF
q-DIFFERENTIAL OPERATORS
D. Shklyarov, S. Sinel’shchikov∗ L. Vaksman †
Institute for Low Temperature Physics & Engineering
47 Lenin Avenue, 61103 Kharkov, Ukraine
1 Introduction
Let us explain the meaning of the words ”q-differential operators” and ”hidden symme-
try”. Let C[z]q be the algebra of polynomials in z over the field of rational functions
C(q1/2) (we assume this field to be the ground field throughout the paper). We denote
by Λ1(C)q the C[z]q-bimodule with the generator dz such that
z · dz = q−2dz · z.
Let d be the linear map C[z]q → Λ1(C)q given by the two conditions:
d : z 7→ dz,
d(f1(z)f2(z)) = d(f1(z))f2(z) + f1(z)d(f2(z)).
(The later condition is just the Leibniz rule). The bimodule Λ1(C)q (together with the map
d) is a well known first order differential calculus over the algebra C[z]q. The differential
d allows one to introduce an operator of ”partial derivative”
d
dz
in C[z]q:
df = dz ·
df
dz
.
Let us introduce also the notation ẑ for the operator in C[z]q of multiplication by z:
ẑ : f(z) 7→ zf(z).
Let D(C)q be the subalgebra in the algebra EndC(q1/2)(C[z]q) (of all endomorphisms of the
linear space C[z]q) containing 1 and generated by
d
dz
, ẑ. It is easy to check that
d
dz
· ẑ = q−2ẑ ·
d
dz
+ 1.
Thus the algebra D(C)q is an analogue of the Weyl algebra A1(C).
This lecture has been delivered at the NATO Advanced Research Workshop ’Non-commutative Structures
in Mathematics and Physics’, Kiev, September 2000; published in Noncommutative Structures in Mathematical
Physics, S. Duplij and J. Wess (eds), Kluwer AP, Netherlands, 2001, 309 – 320.
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Let λ ∈ C(q1/2). One checks that the map
ẑ 7→ λ · ẑ,
d
dz
7→ λ−1 ·
d
dz
is extendable up to an automorphism of the algebra D(C)q. Such automorphisms are
”evident” symmetries of D(C)q. It turn out that they belong to a wider set of symmetries
of D(C)q. This set does not consists of automorphisms only. Let us turn to precise
formulations.
To start with, we recall the definition of the quantum universal enveloping algebra
Uqsl2 [1]. It is
i) the algebra given by the generators E, F , K, K−1, and the relations
KK−1 = K−1K = 1, KE = q2EK, KF = q−2FK,
EF − FE =
K −K−1
q − q−1
;
ii) the Hopf algebra: the comultiplication ∆, the antipode S, and the counit ε are
determined by
∆(E) = E ⊗ 1 +K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F, ∆(K) = K ⊗K,
S(E) = −K−1E, S(F ) = −FK, S(K) = K−1,
ε(E) = ε(F ) = 0, ε(K) = 1.
There is a well known structure of Uqsl2-module in the space C[z]q. Let us describe it
explicitly:
E : f(z) 7→ −q1/2z2
f(z)− f(q2z)
z − q2z
,
F : f(z) 7→ q1/2
f(z)− f(q−2z)
z − q−2z
,
K±1 : f(z) 7→ f(q±2z).
It can be checked that C[z]q is a Uqsl2-module algebra, i.e. for any ξ ∈ Uqsl2, f1, f2 ∈ C[z]q
ξ(1) = ε(ξ) · 1, (1.1)
ξ(f1f2) =
∑
j
ξ′j(f1)ξ
′′
j (f2), (1.2)
with ∆(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j .
Remark. This observation is an analogue of the following one. The group SL2(C) acts
on CP1 via the fractional-linear transformations. Thus the universal enveloping algebra
Usl2 acts via differential operators in the space of holomorphic functions on the open cell
C ⊂ CP1.
Let V be a Uqsl2-module. Then the algebra End(V ) admits a ”canonical” structure of
Uqsl2-module: for ξ ∈ Uqsl2, T ∈ End(V )
ξ(T ) =
∑
j
ξ′j · T · S(ξ
′′
j ), (1.3)
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where ∆(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j , S is the antipode, and the elements in the right-hand side are
multiplied within the algebra End(V ). It is well known that this action of Uqsl2 in End(V )
makes End(V ) into a Uqsl2-module algebra (i.e. for ξ ∈ Uqsl2, T1, T2 ∈ End(V ) (1.1), (1.2)
hold with f1, f2 being replaced by T1, T2, respectively).
The objects considered above are the simplest among ones we deal with in the present
paper. In this simplest case our main result can be formulated as follows: the algebra
D(C)q is a Uqsl2-module subalgebra in the Uqsl2-module algebra EndC(q1/2)(C[z]q) (where
the Uqsl2-action is given by (1.3)). This Uqsl2-module structure in the algebra D(C)q is
what we call ”hidden symmetry” of D(C)q.
Remark. In the setting of the previous Remark the analogous fact is evident: for
ξ ∈ sl2 the action (1.3) is just the commutator of the differential operators ξ and T in the
space of holomorphic functions on C. The commutator is again a differential operator.
We can describe the Uqsl2-action in D(C)q explicitly:
E(ẑ) = −q1/2ẑ2, F (ẑ) = q1/2, K±1(ẑ) = q±2ẑ,
E(
d
dz
) = q−3/2(q−2 + 1)ẑ
d
dz
, F (
d
dz
) = 0, K±1(
d
dz
) = q∓2
d
dz
.
(The action of Uqsl2 on an arbitrary element of D(C)q can be produced via the rule (1.2).)
The paper is organized as follows.
In Section 2 we recall one definitions of the quantum universal enveloping algebra
UqslN , a UqslN -module algebra of holomorphic polynomials on a quantum space of m×n
matrices (N = m+ n), and a well known first order differential calculus over this algebra
(in this Introduction the case m = n = 1 was considered). Then we introduce an algebra
of q-differential operators and formulate a main theorem concerning a hidden symmetry
of this algebra.
Section 3 contains a sketch of the proof of the main theorem.
In Section 4 we discuss briefly q-analogues of the notions of a holomorphic vector
bundle and a differential operator in sections of holomorphic vector bundles. We formulate
an analogue of our main theorem for such differential operators.
Section ’Concluding notes’ discusses one of possible generalizations of our results,
specifically, the case when the matrix space is replaced by an arbitrary prehomogeneous
vector space of commutative parabolic type [7].
Appendix deals with q-analogues of constant coefficient differential operators in func-
tions and in sections of holomorphic vector bundles.
We take this opportunity to thank Prof. H. P. Jakobsen and Prof. T. Tanisaki
who attracted our attention to other approaches to the notion of quantum differential
operators.
This research was partially supported by Award No.UM1-2091 of the U.S. Civilian
Research and Development Foundation.
2 The main theorem
Throughout the paper (except for the section ’Concluding notes’) we suppose that g = slN ,
k = s(gln × glm), N = n+m, and p
− is the space of complex m× n matrices.
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The algebra C[p−]q is the unital algebra given by its generators zαa , a = 1, . . . n,
α = 1, . . .m, and the following relations
zαa z
β
b =

qzβb z
α
a , a = b & α < β or a < b & α = β
zβb z
α
a , a < b & α > β
zβb z
α
a + (q − q
−1)zβaz
α
b , a < b & α < β
, (2.1)
Let (aij) be the Cartan matrix for g. The Hopf algebra Uqg is determined by the
generators Ei, Fi, Ki, K
−1
i , i = 1, . . . , N − 1, and the relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1, KiEj = q
aijEjKi,
KiFj = q
−aijFjKi, EiFj − FjEi = δij(Ki −K
−1
i )/(q − q
−1)
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0, |i− j| = 1 (2.2)
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0, |i− j| = 1
[Ei, Ej] = [Fi, Fj] = 0, |i− j| 6= 1.
The comultiplication ∆, the antipode S, and the counit ε are determined by
∆(Ei) = Ei ⊗ 1 +Ki ⊗Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi, ∆(Ki) = Ki ⊗Ki, (2.3)
S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi, S(Ki) = K
−1
i , (2.4)
ε(Ei) = ε(Fi) = 0, ε(Ki) = 1.
Denote by Uqk the Hopf subalgebra in Uqg generated by Ej , Fj , Ki, K
−1
i , i, j = 1, . . . , N−
1, j 6= n.
The algebra C[p−]q possesses the well known structure of Uqk-module algebra:
Knz
α
a =
 q
2zαa , a = n & α = m
qzαa , a = n & α 6= m or a 6= n & α = m
zαa , otherwise
, (2.5)
and with k 6= n
Kkz
α
a =
 qz
α
a , k < n & a = k or k > n & α = N − k
q−1zαa , k < n & a = k + 1 or k > n & α = N − k + 1
zαa , otherwise
, (2.6)
Fkz
α
a = q
1/2 ·
 z
α
a+1 , k < n & a = k
zα+1a , k > n & α = N − k
0 , otherwise
, (2.7)
Ekz
α
a = q
−1/2 ·
 z
α
a−1 , k < n & a = k + 1
zα−1a , k > n & α = N − k + 1
0 , otherwise
. (2.8)
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This Uqk-module algebra structure in C[p−]q can be extended up to a Uqg-module algebra
structure as follows (see [8]):
Fnz
α
a = q
1/2 ·
{
1 , a = n & α = m
0 , otherwise
, (2.9)
Enz
α
a = −q
1/2 ·
 q
−1zma z
α
n , a 6= n & α 6= m
(zmn )
2 , a = n & α = m
zmn z
α
a , otherwise
. (2.10)
Remarks. i) In the classical case the corresponding action of Ug in the space of
holomorphic functions on p− can be produced via an embedding p− into the Grassmanian
Grm,N as an open cell (we describe a q-analogue of the embedding in [8]).
Now let us recall a definition of a well known first order differential calculus over
C[p−]q. Let Λ1(p−)q be the C[p−]q-bimodule given by its generators dzαa , a = 1, . . . n,
α = 1, . . .m, and the relations
zβb dz
α
a =
m∑
α′,β′=1
n∑
a′,b′=1
Rβ
′α′
βα R
b′a′
ba dz
α′
a′ · z
β′
b′ , (2.11)
with
Rb
′a′
ba =

q−1 , a = b = a′ = b′
1 , a 6= b & a = a′ & b = b′
q−1 − q , a < b & a = b′ & b = a′
0 , otherwise
. (2.12)
The map d : zαa 7→ dz
α
a can be extended up to a linear operator d : C[p
−]q → Λ
1(p−)q
satisfying the Leibniz rule. It was noted for the first time in [9], that there exists a unique
structure of a Uqg-module C[p−]q-bimodule in Λ1(p−)q such that the map d is a morphism
of Uqg-modules. The pair (Λ
1(p−)q, d) is the first order differential calculus over C[p−]q.
Let us introduce an algebra D(p−)q of q-differential operators on p
−. Define the linear
operators
∂
∂zαa
in C[p−]q via the differential d:
df =
n∑
a=1
m∑
α=1
dzαa ·
∂f
∂zαa
, f ∈ C[p−]q,
and the operators ẑαa by
ẑαa f = z
α
a · f, f ∈ C[p
−]q.
Then D(p−)q is the unital subalgebra in EndC(q1/2)(C[p−]q) generated by the operators
∂
∂zαa
, ẑαa , a = 1, . . . n, α = 1, . . .m.
To start with, we describe D(p−)q in terms of generators and relations.
Proposition 2.1 The complete list of relations between the generators ẑαa ,
∂
∂zαa
, a =
1, . . . n, α = 1, . . .m, of D(p−)q is as follows
ẑαa ẑ
β
b =

qẑβb ẑ
α
a , a = b & α < β or a < b & α = β
ẑβb ẑ
α
a , a < b & α > β
ẑβb ẑ
α
a + (q − q
−1)ẑβa ẑ
α
b , a < b & α < β
, (2.13)
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∂
∂zβb
∂
∂zαa
=
=

q
∂
∂zαa
∂
∂zβb
, a = b & α < β or a < b & α = β
∂
∂zαa
∂
∂zβb
, a < b & α > β
∂
∂zαa
∂
∂zβb
+ (q − q−1)
∂
∂zβa
∂
∂zαb
, a < b & α < β
, (2.14)
∂
∂zαa
ẑβb =
n∑
a′,b′=1
m∑
α′,β′=1
Rb
′a
ba′R
β′α
βα′ ẑ
β′
b′
∂
∂zα
′
a′
+ δabδ
αβ, (2.15)
with δab, δ
αβ being the Kronecker symbols, and Rb
′a
ba′ given by (2.12).
Using the Uqg-module structure in C[p−]q, we can define the structure of Uqg-module
algebra in EndC(q1/2)(C[p−]q) via (1.3) with ξ ∈ Uqg, T ∈ EndC(q1/2)(C[p−]q).
Our main result is
Theorem 2.2 i) The algebra D(p−)q is a Uqg-module subalgebra in the Uqg-module alge-
bra EndC(q1/2)(C[p−]q).
ii) The Uqg-module structure in D(p
−)q is described explicitly as follows:
Uqg acts on the generators ẑ
α
a via formulae (2.5)-(2.8) (where z
α
a should be replaced by
ẑαa ); for the generators
∂
∂zαa
the formulae are
Kn
∂
∂zαa
=

q−2
∂
∂zαa
, a = n & α = m
q−1
∂
∂zαa
, a = n & α 6= m or a 6= n & α = m
∂
∂zαa
, otherwise
, (2.16)
Fn
∂
∂zαa
= 0 a = 1, . . . n, α = 1, . . .m, (2.17)
En
∂
∂zαa
= q−3/2·
·

n∑
b=1
ẑmb
∂
∂zmb
+
m∑
β=1
ẑβn
∂
∂zβn
+ (q−2 − 1)
n∑
b=1
m∑
β=1
ẑβb
∂
∂zβb
, a = n & α = m
m∑
β=1
ẑβn
∂
∂zβa
, a 6= n & α = m
n∑
b=1
ẑmb
∂
∂zαb
, a = n & α 6= m
0 , otherwise
, (2.18)
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and with k 6= n
Kk
∂
∂zαa
=

q−1
∂
∂zαa
, k < n & a = k or k > n & α = N − k
q
∂
∂zαa
, k < n & a = k + 1 or k > n & α = N − k + 1
∂
∂zαa
, otherwise
, (2.19)
Fk
∂
∂zαa
= −q3/2 ·

∂
∂zαa−1
, k < n & a = k + 1
∂
∂zα−1a
, k > n & α = N − k + 1
0 , otherwise
, (2.20)
Ek
∂
∂zαa
= −q−3/2 ·

∂
∂zαa+1
, k < n & a = k
∂
∂zα+1a
, k > n & α = N − k
0 , otherwise
. (2.21)
3 Sketch of the proof
Let us outline an idea of the proof of the main theorem. To prove the statement i) of the
theorem we have to explain why for arbitrary ξ ∈ Uqg, T ∈ D(p
−)q
ξ(T ) ∈ D(p−)q. (3.1)
The map zαa 7→ ẑ
α
a , a = 1, . . . n, α = 1, . . .m, is extendable up to an embedding of
algebras C[p−]q →֒ EndC(q1/2)(C[p−]q). This embedding intertwines the actions of Uqg in
C[p−]q and EndC(q1/2)(C[p−]q) (this is a corollary of the fact that C[p−]q is a Uqg-module
algebra). This observation proves (3.1) for T of the form f̂ , f ∈ C[p−]q, as well as the first
part of the statement ii) of the theorem. What remains is to prove (3.1) for T =
∂
∂zαa
,
a = 1, . . . n, α = 1, . . .m.
The space EndC(q1/2)(C[p−]q) can be made into a left C[p−]q-module as follows:
zαa (T ) = ẑ
α
a · T,
with a = 1, . . . n, α = 1, . . .m, T ∈ EndC(q1/2)(C[p−]q). This structure is compatible
with the action of Uqg. Consider the Uqg-module Λ
1(p−)q
⊗
C[p−]q
EndC(q1/2)(C[p−]q). The
differential d : C[p−]q → Λ1(p−)q is a morphism of the Uqg-modules. This implies Uqg-
invariance of the element
n∑
a=1
m∑
α=1
dzαa ⊗
∂
∂zαa
∈ Λ1(p−)q
⊗
C[p−]q
EndC(q1/2)(C[p−]q), i.e. for
all ξ ∈ Uqg
n∑
a=1
m∑
α=1
∑
j
ξ′jdz
α
a ⊗ ξ
′′
j
∂
∂zαa
= ε(ξ)
n∑
a=1
m∑
α=1
dzαa ⊗
∂
∂zαa
(3.2)
with ε being the counit of Uqg, ∆(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j (∆ is the coproduct in Uqg). As it was
proved in [8], Λ1(p−)q is a free right C[p−]q-module with the generators dzαa , a = 1, . . . n,
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α = 1, . . .m. Thus, for ξ ∈ Uqg there exists a unique set f
b,α
β,a(ξ) ∈ C[p
−]q, a = 1, . . . n,
α = 1, . . .m, b = 1, . . . n, β = 1, . . .m, such that
ξdzαa =
n∑
b=1
m∑
β=1
dzβb f
b,α
β,a(ξ).
Using the later equality, we can rewrite (3.2) as follows:
n∑
a,b=1
m∑
α,β=1
∑
j
dzβb ⊗ f
b,α
β,a(ξ
′
j)ξ
′′
j
∂
∂zαa
= ε(ξ)
n∑
a=1
m∑
α=1
dzαa ⊗
∂
∂zαa
. (3.3)
Now one can obtain formulae (2.16) - (2.21) (and thus prove (3.1) for T =
∂
∂zαa
, a = 1, . . . n,
α = 1, . . .m) via applying (3.3) to the generators Ei, Fi, Ki, K
−1
i of Uqg.
4 A generalization: q-differential operators in holomorphic q-bundles.
Let Γ be a finitely generated free right C[p−]q-module, i.e. there exists an isomorphism
of the right C[p−]q-modules
π : Γ→ V
⊗
C[p−]q,
with V being a finite dimensional vector space. Elements of Γ are q-analogues of sections
of a holomorphic vector bundle over p−. Finitely generated free right C[p−]q-modules will
be called vector q-bundles. The isomorphism π will be called a trivialization of Γ.
Let Γ1, Γ2 be two vector q-bundles, π1 : Γ1 → V1
⊗
C[p−]q, π2 : Γ2 → V2
⊗
C[p−]q
their trivializations. Set
D(Γ1,Γ2)q =
{
D ∈ Hom(Γ1,Γ2)
∣∣∣π2 ·D · π1−1 ∈ Hom(V1, V2)⊗D(p−)q} .
Elements of D(Γ1,Γ2)q can be treated as q-analogues of differential operators in sections
of holomorphic vector bundles.
We need to verify that D(Γ1,Γ2)q is independent of the choice of trivializations. This
follows from the observation that for two trivializations π1 : Γ → V1
⊗
C[p−]q, π2 : Γ →
V2
⊗
C[p−]q of a q-bundle Γ
π2 · (π1)
−1 ∈ Hom(V1, V2)
⊗
Ĉ[p−]q
with Ĉ[p−]q being the unital subalgebra in D(p−)q generated by ẑαa , a = 1, . . . n, α =
1, . . .m.
Suppose that Γ is a Uqg-module q-bundle. It means that Γ is a vector q-bundle and
a Uqg-module, and the multiplication map Γ
⊗
C[p−]q → Γ is a morphism of the Uqg-
modules.
For Uqg-module vector q-bundles a result analogous to the main theorem (Section 2)
can be obtained. Let us formulate it.
If V1, V2 are modules over a Hopf algebra A then the space Hom(V1, V2) admits the
following ”canonical” structure of an A-module: for ξ ∈ A, T ∈ Hom(V1, V2)
ξ(T ) =
∑
j
ξ′j · T · S(ξ
′′
j ), (4.1)
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where ∆(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j (∆ is the coproduct), S is the antipode, and the product in the
right-hand side means the composition of the maps S(ξ′′j ) ∈ End(V1), T ∈ Hom(V1, V2),
ξ′j ∈ End(V2). It is well known that this action makes Hom(V1, V2) into an A-module left
End(V2)-module and an A-module right End(V1)-module, i.e. the composition map
End(V2)
⊗
Hom(V1, V2)
⊗
End(V1)→ Hom(V1, V2)
is a morphism of the A-modules.
Let Γ1, Γ2 be Uqg-module vector q-bundles. Using our main theorem, one can prove
the following
Proposition 4.1 The subspace D(Γ1,Γ2)q ⊂ Hom(Γ1,Γ2) is Uqg-invariant; thus, the
composition map
D(Γ2)q
⊗
D(Γ1,Γ2)q
⊗
D(Γ1)q → D(Γ1,Γ2)q
(here D(Γ)q denotes D(Γ,Γ)q) makes D(Γ1,Γ2)q into a Uqg-module left D(Γ2)q-module
and a Uqg-module right D(Γ1)q-module.
5 Concluding notes
The space of m × n matrices considered in the present paper is the simplest example of
a prehomogeneous vector space of commutative parabolic type [7]. Such vector spaces
are closely related to non-compact Hermitian symmetric spaces. Specifically, any non-
compact Hermitian symmetric space can be realized (via the Harish-Chandra embedding)
as a bounded symmetric domain in some prehomogeneous vector space of commutative
parabolic type.
In [10] a q-analogue of an arbitrary prehomogeneous vector space of commutative
parabolic type was constructed. More precisely, let U be a bounded symmetric domain,
p− the corresponding prehomogeneous vector space, and g the complexification of the Lie
algebra of the automorphism group of U . In the paper [10] a Uqg-module algebra C[p−]q
and a covariant first order differential calculus (Λ1(p−), d) over C[p−]q were introduced
(the notation g−1 was used in [10] instead of p
−). Using the first order differential calculus,
one can define an algebra D(p−)q of q-differential operators in C[p−]q just as it was done
in Section 2 in the case of the matrix space.
In this general setting it can also be proved that D(p−)q is a Uqg-module subalgebra
in the Uqg-module algebra End(C[p−]q). Indeed, it easy to see that the proof of our main
theorem (Section 3) does not use a specific nature of the case when p− is the matrix space.
6 Appendix: Constant coefficient q-differential operators.
Let D(p−)constq be the unital subalgebra in D(p
−)q generated by
∂
∂zαa
, a = 1, . . . n, α =
1, . . .m. By (2.16), (2.19), (2.20), (2.21), it is a Uqk-module subalgebra in D(p
−)q. Its
elements are q-analogues of the constant coefficient differential operators in the space of
holomorphic polynomials. It turn out that the natural action of D(p−)constq in C[p
−]q
is related to the action of the quantized universal enveloping algebra. Turn to precise
formulations.
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Denote by Uˇqg the Hopf algebra derived from Uqg by adjoining the pairwise commuting
generators L±1i , i = 1, . . . N − 1, such that Ki =
∏N−1
j=1 L
aij
j (with (aij) being the Cartan
matrix for g), and
LiL
−1
i = L
−1
i Li = 1, LiEj = q
δijEjLi, LiFj = q
−δijFjLi,
∆(Li) = Li ⊗ Li, S(Li) = L
−1
i , ε(Li) = 1.
Endow Uˇqg with a structure of Uqg-module algebra via the usual quantum adjoint action:
adξ(η) =
∑
j
ξ′j · η · S(ξ
′′
j ), with ∆(ξ) =
∑
j
ξ′j ⊗ ξ
′′
j .
As it was proved in [5], the Uqg-submodule adUqg(L
−2
1 ) ⊂ Uˇqg is finite-dimensional.
Let F be its primitive vector adFN−1adFN−2 . . . adF1(L
−2
1 ). Evidently, adUqk(F ) is a finite
dimensional Uqk-submodule in Uˇqg. Let Uqp
− be the minimal subalgebra in Uˇqg containing
adUqk(F ). The following statement can be proved.
Proposition 6.1 For any ξ ∈ Uqp
− there exists a unique ∂ξ ∈ D(p
−)constq such that
ξ(f) = ∂ξ(f),
for any f ∈ C[p−]q. The map φ : Uqp− → D(p−)constq , φ : ξ 7→ ∂ξ, is an isomorphism of
the Uqk-module algebras.
Let us produce a notion of constant coefficient differential operators for vector q-
bundles. First of all, we need to distinguish a class of vector q-bundles for which this
notion is well defined.
Let Uq(p
− + k) be the Hopf subalgebra in Uqg generated by Fn and Uqk. Suppose that
Γ is a Uq(p
− + k)-module vector q-bundle (it means that Γ is a vector q-bundle and a
Uq(p
− + k)-module, and the multiplication map Γ
⊗
C[p−]q → Γ is a morphism of the
Uq(p
− + k)-modules). A trivialization π : Γ → V
⊗
C[p−]q is called good trivialization if
it satisfies the following conditions:
i) V is a finite dimensional Uq(p
− + k)-module with the property Fnv = 0 for any
v ∈ V ;
ii) π is a morphism of the Uq(p
− + k)-modules (here V
⊗
C[p−]q is endowed with
Uq(p
−+k)-module structure via the coproduct ∆ : Uq(p
−+k)→ Uq(p
−+k)
⊗
Uq(p
−+k)).
It can be proved that for any two good trivializations π1 : Γ→ V1
⊗
C[p−]q, π2 : Γ→
V2
⊗
C[p−]q of a vector q-bundle Γ
π2 · π
−1
1 = T ⊗ 1 (6.1)
with T ∈ HomUq(p−+k)(V1, V2).
The set of Uq(p
− + k)-module vector q-bundles admitting good trivializations is the
class of vector q-bundles for which the notion of a q-differential operator with constant
coefficients is well-defined: if Γ1, Γ2 admit good trivializations π1 : Γ1 → V1
⊗
C[p−]q,
π2 : Γ2 → V2
⊗
C[p−]q, then the elements of the space{
D ∈ D(Γ1,Γ2)q
∣∣∣π2 ·D · π1−1 ∈ Hom(V1, V2)⊗D(p−)constq }
can be treated as q-analogues of the constant coefficient differential operators in sections
of holomorphic vector bundles. By (6.1), this space is independent of good trivializations.
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