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PVM」と表記する）に関するAttyeh et al(2000)やKawagoe and Mori(2001)の実験研究によれば，
彼らの実験で被験者に求められた公共プロジェクトへの評価の表明回数のうち，あらかじめ実験
者により被験者に割当てられた真の評価値が表明された回数の割合（以下これを「真実表明率」
と呼ぶ）は，約10％（Attyeh et al(2000)の実験）ないしは17％（Kawagoe and Mori(2001)の実
験）に過ぎなかった． 
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２．１ 離散型PVMの実験モデル 
 離散型PVMの実験では，まず，２人の意思決定主体の各々は，公共プロジェクトに対する評
価として，s L ，s M ，s H （ただし，s L < s M < sH とする）の３つの値のうちの１つを表明するこ
とを求められる．各主体 i（ i = 1,2）によって表明される評価値si は，当該主体のプロジェクト
に対する真の評価値θ i と異なっていても良い．ただしθ i も，s
L
，s M ，s H のうちの１つの値に限
定されている． 
 ２人の主体によって表明された評価値の合計s1 + s2が，公共プロジェクトの実施費用c以上で
あれば，このプロジェクトは実施され，そうでなければ実施されない． 
 プロジェクトが実施される場合，各主体はc 2 に等しい固定費用負担額を支払わなければなら
ない．プロジェクトが実施されない場合には，固定費用負担額はゼロである． 
 主体 iは，他方の主体の表明するプロジェクトの評価値を s−i と表わすとき， s1 + s2 ≥ c かつ
s−i < c 2 ，あるいは，s1 + s2 < cかつs−i ≥ c 2 が成り立つ場合には，固定費用負担額に加えて，
s− i − c 2 だけのClarke税を負担しなければならない．上記の２つの場合以外では，Clarke税はゼ
ロである． 
 したがって，Clarke税を ti と表わすならば，意思決定主体 iの利得uiは，プロジェクトが実施
される場合にはui = θi − c 2 − tiであり，プロジェクトが実施されない場合にはui = −ti となる． 
 Clarke(1971)やTideman and Tullock(1976)によって，より一般的なフレームワークで示された
ように，以上のような構造を持つ離散型PVMの下では，公共プロジェクトに対する真の評価を





ことが望ましいと言える．容易に理解できるように，s M < c 2 ≤ sH かつs L + sH < c < sM + sH が
成立している状況か，s L ≤ c 2 < s M かつs L + sM < c < sL + s H が成立している状況においては，
真実表明は一意的な支配戦略となる．以下では，前者の状況を高コストケース，後者の状況を低
コストケースと呼び，この２つの状況に関心を限定する． 
 以上のような２主体３戦略の環境を想定した離散型PVMにおいて，θi = s
M である主体の利得
表を示すと，高コストケースでは表１，低コストケースでは表２のようになる．これらの表から
わかるように，いずれのケースにおいても，真実表明（ si = θi ( = s
M ））は，一意的な支配戦略
となっているが， s− i のいずれの値についても，支配戦略以外に最良反応が存在しており，離散
型PVMにおける利得構造はフラットな部分の多い構造となっている． 
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表１．２主体３戦略環境での離散型PVMにおけるθi = s
M である主体 i の利得表（高コストケース) 
   
si ＼ s− i  sL  sM  sH  
sL  0 0 − sH − c 2  
sM  0 0 sM − c 2  
sH  0 sM − c 2 − sM − c 2  sM − c 2  
   
表２．２主体３戦略環境での離散型PVMにおけるθi = s
M である主体 i の利得表（低コストケース) 
   
si ＼ s− i  sL  sM  sH  
sL  0 − sM − c 2  sM − c 2  
sM  0 sM − c 2  sM − c 2  




般的には，公共プロジェクトの規模 y に関する評価関数Vi y( )あるいは限界評価関数 ′Vi y( )であ
るが，本稿の実験では，川越・森(1999)に倣って，評価関数Vi y( )や限界評価関数 ′Vi y( )を 
 
    (1)    Vi y( )= si y −
a
2




が割り当てられているが，もちろん各主体はθi とは異なる値を自己の戦略 si として選ぶことが
できる． 
 ２人の主体によってメッセージ si ，s−i が選ばれると，これらの値をパラメータに代入した評
価関数の和から公共プロジェクトの実施費用を差し引いた社会的純便益を最大化する水準に公共
プロジェクトの規模が決定される．本稿の実験では，川越・森(1999)と同様，プロジェクトの単
位当り実施費用は一定値 c (>0)をとるものと想定し，プロジェクトの実施費用は cyと表される
ことから，社会的純便益はVi y( )+V− i y( )− cy となる．これに(1)式の評価関数を代入し，社会的
純便益を最大化する公共プロジェクトの規模 y*を求めると，各主体の戦略の値 si が c 2以上に限
定されているならば， 
 
    (2)    y* =
si + s−i − c
2a
≥ 0  
 
となる． 
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 公共プロジェクトの実施規模が y* に決定されたとき，各主体に求められる費用負担は，次の
２つの部分から成る．ひとつは，プロジェクトの実施費用の半分ずつを負担する「固定比率費用
負担」であり， c 2( )y*で表される． 
 もうひとつの費用負担部分は（連続型PVMの場合の）Clarke税であり，公共プロジェクトの規




稿のモデルでは，(1)式よりV− i y( )− c 2( )y = s− i − c 2( )y − a 2( )y2 であるから， s− i ≥ c 2 とす
ると， 
 
    (3)    y−i
* =
2s− i − c
2a
≥ 0  
 
と求められる．したがって，主体 iのClarke税を ti とすると，(2)および(3)より， 
 
    (4)     
 
と求められる． 
 最後に，連続型PVMにおける主体 iの利得ui は，(1)式の評価関数のパラメータ si に真の値θi
を代入して得られる真の評価関数V̂i y( )= θi y − a 2( )y2 の y* における値から，固定比率費用負担
とClarke税を差し引いた値として，次のように求められる． 
 
    (5)    ui = V̂i y
*( )− 1
2
cy* − ti =
2θi − c( ) si + s−i − c( )
4a
−









 (5)式より∂ui ∂si = θi − si( ) 2aと求められ，∂2ui ∂si2 = −1 2a < 0 となることから，真実表明




するように，主体の選択しうる戦略を最小の sL = c 2 とそれより大きく等間隔で並ぶ２つの値
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(a)連続型PVM                  (b)離散型PVM 






























 離散型PVMと連続型PVMの実験では，もちろん前節に述べたように，被験者の利得 ui の導出
方法は異なるが，実験設定においては，極力両実験で同じ設定となるよう配慮した． 
 si
 s− i  
 sH  s
M  sL  
 sH   s
M sL  
 si  
 s− i  
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 まず，被験者の表明しうるメッセージ（離散型PVMでは公共プロジェクトの評価値，連続型
PVMでは限界評価曲線の切片の値）の範囲は，離散型PVM，連続型PVM実験のいずれにおいて









たため，離散型PVMの低コストケースでは c = 122，高コストケースでは c = 158と設定し，連続
型PVMでは c = 100と設定した． 
 連続型PVMの実験においてのみ設定する必要のある限界評価曲線の傾きの絶対値は，2008年
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表３．離散型PVM実験における被験者の利得表 
   
(a)低コストケース（ c = 122）  (b)高コストケース（ c = 158） 
si ＼ s− i  50 70 90  si ＼ s− i 50 70 90 
50 0 -9 9  50 0 0 -11 
70 0 9 9  70 0 0 -9 
90 -2 9 9  90 0 -18 -9 
   
表４．連続型PVM実験における被験者の利得表 
   
(a) a =１の場合  (b) a = 0.5の場合 
si ＼ s− i  50 70 90  si ＼ s− i 50 70 90 
50 0 100 0  50 0 200 0 
70 100 200 100  70 200 400 200 
90 0 100 0  90 0 200 0 

























































番　号 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 90 90 90 50 70 90 50 70 70 50 90 90 50 70 90 50 90 90
2 50 70 50 90 50 50 50 70 70 70 70 70 70 70 70 50 70 70
3 70 90 70 70 90 50 70 90 70 90 70 50 90 90 70 70 90 90
4 90 70 50 70 90 70 90 70 90 50 50 70 90 90 90 90 90 90
5 90 90 90 70 70 90 70 90 70 90 70 90 70 90 70 70 90 70
6 90 90 90 90 90 90 70 70 90 70 50 90 90 70 90 90 90 90
7 90 90 90 70 90 70 70 70 90 70 70 70 70 70 70 70 70 70
8 70 50 90 70 70 50 90 70 50 50 90 70 70 90 70 70 90 70
9 70 90 90 70 70 70 70 70 50 70 50 50 70 90 50 70 50 70
10 70 90 90 90 70 90 70 90 90 70 70 70 70 70 70 90 70 70
11 50 90 90 90 70 50 70 90 90 50 90 50 90 50 70 90 90 50
12 70 90 70 70 70 70 70 70 70 70 90 70 50 90 70 50 50 50
13 90 90 90 70 90 70 90 70 70 90 70 70 70 70 50 50 70 70
14 50 50 70 90 90 90 90 90 90 50 70 50 50 70 90 70 50 50
15 90 90 50 70 70 70 90 70 50 70 70 70 70 70 70 70 70 70
16 90 70 70 50 90 70 70 70 70 90 70 70 70 70 70 70 70 70
17 70 50 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70
18 50 70 50 70 90 70 50 90 70 70 90 50 50 70 90 70 50 70
19 70 70 70 70 70 70 50 70 70 70 70 70 70 70 90 70 90 70
20 90 70 70 70 50 90 50 90 50 90 70 50 70 70 70 90 90 90
21 90 70 90 90 70 70 70 70 50 70 70 70 70 70 70 70 50 50
22 70 70 70 90 90 70 70 70 70 50 50 70 50 90 70 50 70 50
23 70 90 90 70 70 90 70 90 70 50 70 70 90 70 70 90 70 70
24 90 90 70 90 90 50 70 90 70 70 50 70 70 90 50 50 70 90
25 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50
26 90 50 50 70 70 50 50 90 70 50 70 90 50 70 70 90 50 70
27 70 90 50 50 70 70 70 70 70 70 70 70 70 70 70 70 70 70
28 70 50 70 90 70 50 70 90 70 90 70 70 70 90 70 70 90 90
29 90 90 70 50 70 50 70 50 70 70 70 70 70 50 50 50 50 50
30 90 70 50 90 50 70 90 70 70 70 70 70 70 70 70 70 70 70
31 70 70 70 90 90 90 90 70 70 70 70 70 70 70 70 70 70 70
32 50 70 70 50 90 50 50 90 90 50 90 90 70 70 70 90 50 50
33 70 90 90 90 70 70 90 90 70 70 50 70 90 50 70 90 70 50
34 70 90 90 70 50 90 70 70 90 70 50 70 90 90 70 90 90 70
35 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70 70
36 70 50 70 90 90 50 50 70 50 50 70 50 50 70 70 90 70 70
37 70 70 70 70 50 70 70 70 70 70 70 70 70 70 70 70 70 70
38 70 70 90 70 50 70 90 50 70 90 50 70 90 70 70 70 50 70
39 90 70 70 70 50 90 90 90 90 90 90 90 90 90 90 90 90 90








































































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 50 50 50 50 70 70 70 70 70 90 70 70 70 70 70 70 70 70
2 90 90 50 50 50 50 50 70 70 70 70 70 70 70 70 70 70 70
3 70 50 70 90 70 70 70 70 70 70 70 70 70 70 70 70 70 70
4 70 70 50 50 90 50 70 90 90 70 70 70 70 70 70 90 70 70
5 50 90 70 70 70 90 50 70 70 70 50 70 70 70 70 70 70 70
6 70 70 90 50 70 70 70 70 70 90 70 70 70 70 70 70 70 70
7 90 70 90 50 70 90 50 70 70 90 70 70 70 70 70 70 70 70
8 70 70 50 90 70 70 70 70 70 70 70 70 70 70 70 70 70 70
9 70 70 70 70 70 50 50 90 90 70 70 70 70 70 70 70 70 70
10 90 70 70 70 50 70 70 70 90 70 50 70 70 70 70 70 70 70
11 90 90 90 70 50 50 70 50 90 90 70 70 70 70 70 70 70 70
12 70 90 50 50 90 70 90 90 90 70 70 70 70 70 70 70 70 70
13 70 50 90 70 70 70 70 70 50 90 70 70 70 70 50 90 70 70
14 90 50 70 90 70 50 70 50 90 70 70 70 70 70 70 70 70 70
15 50 90 90 70 70 90 70 70 50 70 70 70 70 70 70 70 70 70
16 70 90 70 50 70 90 90 70 90 50 90 90 70 70 70 70 90 70
17 70 90 50 50 90 50 70 70 50 70 70 70 70 70 70 70 70 70
18 90 90 50 70 90 90 50 70 70 50 70 70 70 70 70 70 70 70
19 50 50 90 70 70 90 70 70 70 70 70 70 70 70 70 70 70 90
20 50 70 70 50 90 50 90 70 70 70 70 70 70 70 70 70 70 70
21 90 50 90 70 70 90 90 70 50 90 50 90 50 70 90 70 70 70
22 90 50 70 70 50 90 70 70 70 70 50 70 90 70 50 70 70 70
23 50 70 90 90 90 70 70 70 90 90 50 70 70 90 70 70 70 90
24 90 50 70 50 90 90 50 70 70 50 50 70 50 70 90 90 70 70
25 90 50 90 90 70 70 90 70 50 70 90 70 50 70 70 70 70 70
26 70 50 90 90 50 70 50 70 70 70 70 70 70 70 70 70 70 70
27 50 50 50 50 50 50 50 50 70 90 70 70 70 70 70 70 70 70
28 90 90 90 70 50 70 90 70 70 70 70 70 70 70 70 70 70 70
29 70 90 50 70 50 70 90 50 90 90 70 90 70 70 70 70 70 70
30 90 50 50 70 70 70 90 70 70 70 70 70 70 70 70 70 70 70
31 70 50 90 70 70 50 70 50 90 70 70 70 70 70 70 70 70 70
32 50 50 50 50 90 90 70 70 70 90 50 70 70 70 70 70 70 70























































前  半 
９ラウンド 
後  半 
９ラウンド 
離散型PVM 57.5 25.0 15.6 53.5 49.2 57.8 
連続型PVM 93.9 81.8 11.9 65.7 45.5 85.9 






































































─ 16 ─ 








   
(a)離散型PVMの場合（ c = 130）  (b)連続型PVMの場合（ a = 1， c = 100） 
si ＼ s− i  50 70 90  si ＼ s− i 50 70 90 
50 0 -5 5  50 0 100 0 
70 0 5 5  70 100 200 100 
90 -15 5 5  90 0 100 0 
   
 
myopicな学習過程 
 まず， s t( )を被験者（シミュレーター）がラウンド t に選択する戦略とし， u t( )を被験者がラ
ウンド t に得た利得とする．また， u を基準利得と呼び，離散型PVMのシミュレーションでは
  －１，連続型PVMのシミュレーションではゼロと設定する．さらに，ラウンド t までに被験者の






を示すと，まず，最初の２ラウンドにおける戦略 s 1( ), s 2( )は，３つの戦略の中からランダムに
（等確率で）選択する．第３ラウンド以降における戦略 s t( ) ( t ≥ 3 ) は，次のように選択する． 
 (1) u t −1( )≥ u t − 2( )かつ s t −1( )∈St−11 ならば， s t( )= s t −1( )とする． 
 (2) u t −1( )< u t − 2( )または s t −1( )∉St−11 ならば， St−11 の要素の中からランダムにひとつの戦略を 
   選択して s t( )とする．ただし， St−11 の要素が唯一である場合には，その戦略を s t( )とする． 
 
heuristicな学習過程 
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 以上のような表記法を用いてheuristicな学習過程における各ラウンドの被験者の戦略の選択方
法を示すと，まず，最初の２ラウンドにおける戦略 s 1( ), s 2( )は，myopicな学習過程と同様，３
つの戦略の中からランダムに（等確率で）選択する．第３ラウンド以降における戦略 s t( )
（ t ≥ 3）は，次のように選択する． 
 (1) St−1
max の要素がただひとつである場合，この戦略を s* と表すと， 
  a) s* ∉St−1
min または St−1
min = S である場合には， s t( )= s*とする． 
  b) s* ∈St−1
min かつ St−1
min ⊂ S である場合には， St−1
min の要素ではない戦略の中からランダムにひと
つの戦略を選択して s t( )とする．ただし， St−1min の要素ではない戦略が唯一である場合に
は，その戦略を s t( )とする． 
 (2) St−1
max の要素が複数存在する場合には， St−1
max の要素で，かつ，ラウンド t −1までに最小利得
を得た回数が最も少ない戦略の中からランダムにひとつの戦略を選択して s t( )とする．た













   
表９．シミュレーション結果から得られた支配戦略の学習・誘発性能（myopicな学習過程) 

























前  半 
９ラウンド 
後  半 
９ラウンド 
離散型PVM 69.9 50.8 15.7 51.5 44.0 59.1 
連続型PVM 95.0 79.0 13.1 69.5 57.4 81.7 
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表10．シミュレーション結果から得られた支配戦略の学習・誘発性能（heuristicな学習過程) 

























前  半 
９ラウンド 
後  半 
９ラウンド 
離散型PVM 69.9 65.0 10.6 56.9 46.8 66.9 
連続型PVM 100.0 100.0 4.3 86.1 72.4 99.8 









   







   
図４．シミュレーションにおける「収束ラウンド」数の度数分布 
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 こうした本稿の検証結果の理論的基礎を与えうる議論としては，本稿で強調した強意の誘因両
立性と弱意の誘因両立性との差異の他に，Milgrom and Roberts(1990)が提示したsupermodularity
（戦略的補完性）と，Cason, Saijo, Sjoström and Yamato(2006)が実験を通じてその重要性を強調
しているsecure implementation(安全遂行）の議論がある． 
 Milgrom and Roberts(1990)の示した定理によれば，利得関数がsupermodularityをみたすゲーム
においては，プレーヤが適合的学習プロセスに従って戦略を修正して行くならば，そのゲームの
Nash均衡への安定的な収束が保証される．プレーヤ i の利得を ui とし，彼／彼女の戦略を si ，他
のプレーヤ j （ ≠ i ）の戦略を s j と表すとき， ∂
2ui ∂si ∂s j ≥ 0 であればsupermodularityはみたさ
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