After the economic crisis and the BASEL agreement, the bankruptcy prediction research has evolved substantially due to its importance in prediction from the beginning until quite recently. First, it presents a short summary of bankruptcy prediction evolution pointing to the most used models. Then, it provides a summary of the most cited papers that discuss the evolution of bankruptcy prediction and of those papers that have contributed to bankruptcy prediction. Finally, it summarizes some critiques about bankruptcy prediction that the literature has formulated over time and provides some suggestions for future research on bankruptcy prediction. failure prediction, parametric modelling, non-parametric modelling, bankruptcy G33 -Bankruptcy, liquidation
Introduction
Bankruptcy is not a desired situation. For every person who is in contact with a company (creditor, owner, and employee), the bankruptcy process is extremely costly. For these stakeholders, the prediction and prevention is very important; they need a less expensive alternative like the reorganization of the company. Bankruptcy also has a social drawback. If a company goes bankrupt, its employees relation will follow in bankruptcy if their activities depend on one another. In this case, the bankruptcy has a contagious effect (Doumpos & Zopoudinis, 1999) .
prediction are based on testing and developing models that are more accurate on Bankruptcy models are of two types: parametric and non-parametric. The most used parametric models are the multivariate discriminant analysis (MDA) and ACTA UNIV. SAPIENTIAE, ECONOMICS AND BUSINESS, 3 (2015) 93-108 DOI: 10.1515 93-108 DOI: 10. /auseb-2015 ratios that constitute the variables of the model. The discriminant score allows analysis and MDA is that the logistic analysis requires logistic distribution (Lo, 1986) . Logistic analysis takes into account the failure probability of a company. The parametric models focus on symptoms of bankruptcy and could be univariate hazard models, fuzzy models, genetic algorithms (GA) and hybrid models, or models in which several of the former models are combined. The non-parametric models are mainly multivariate and depend heavily on computer technology (Andan & Dar, 2006) . ANN models are able to learn and adapt, form a data set, and they have the ability to capture non-linear relationships between variables. These features are the main advantages of these models. Their weakness lies in the fact that they cannot constrains their application to management problems (Lee & Choi, 2013) .
The most cited survey papers in the bankruptcy literature are Balcaen and Ooghe (2004) and Bellovary et al. (2007) . These papers focus mainly on parametric modelling. Balcaen and Ooghe (2004) summarize the causes that led bankruptcy prediction to evolve. Also they give an overview on six problems concerning classical statistical methods in bankruptcy prediction. These problems are related to: (Balcaen & Ooghe, 2004) . Bellovary et al. (2007) contributes to the bankruptcy literature by summarizing more than 160 papers between 1930 and 2004. The paper contains a table that of the used factors, and model accuracy. Another author, Kirkos (2015) , focuses 1 published between 2009 and 2011 by using systematic literature review.
This paper contributes to the literature on bankruptcy failure by presenting a summary of the most relevant survey papers in the bankruptcy literature and by complementing it with more recent papers that have contributed to bankruptcy prediction modelling. In this way, the paper provides practitioners an overview of the main problems. In addition, it provides a summarized description of bankruptcy research regarding modelling and applications by pointing to the 1 This author studied 119 papers, out of which he studied 42 in depth. All studied papers are the evolution of bankruptcy prediction. Section 3 provides a summary of the most cited papers that discuss the evolution of bankruptcy prediction and of those papers that have contributed to bankruptcy prediction. Section 4 summarizes some critiques about bankruptcy prediction that the literature has formulated over time and provides some suggestions for future research on bankruptcy prediction. Section 5 concludes. Balcaen and Ooghe (2004) studied the 35 years of bankruptcy prediction. They found six causes that have made bankruptcy prediction develop in time:
Evolution of Bankruptcy Prediction
1. The stakeholders of a company are put to high costs if the company goes bankrupt. The need of a less costly method was wanted.
2. Because of negative economic trends or stocks, many companies become increasingly vulnerable to failure and become bankrupt. bankruptcy prediction a lot.
4. The appearance of new papers based on imperfect markets and information asymmetry.
auditor can make a good summary of a company's health, but it cannot predict bankruptcy; that can be made only by modelling.
6. The BASEL agreements resulted in that further analysis were conducted aiming for new models; in this case, the capital can be divided optimally. mainly between liquidity, debt, and turnover ratios (Fitzpatrick, 1932) . Smith research is based on 183 bankrupt companies. Beaver (1966) found out that 30 accuracy of the model was 90% before one year of bankruptcy. His result was based on univariate discriminant analysis, while the sample he used was based on 79 pairs of companies. We mention Chudson (1945) , who found out that industryhad the idea that univariate modelling is not enough for predicting bankruptcy. Using multivariable modelling, he created the model known as the Altman model.
Since that, his model has been well-known and used as benchmark (Bellovary et al., 95%. Altman developed his model, known as ZETA model, which is used even based on examining 58 pairs of companies for 16 years, and its accuracy was 96%.
Since Altman, many researchers have used the discriminant analysis, making samples and business cultures. Some researchers used corrections with industry averages, and as a result they concluded that these models have better accuracy in predicting bankruptcy. Such well-known models were developed by Deakin in 1972 , Blum in 1974 , Springate in 1978 , and Fulmer in 1984 . Deakin used 14 accounting ratios and their change in time.
Since the 1980s, a new model has been developed: the logistic regression from 1970 to 1976. The database contained 105 bankrupt and 2,058 non-bankrupt companies. The uniqueness of this model is that it does not take into consideration what the MDA proposes: the normal distribution of the variables does not let the dummy variables be used; secondly, the variance and covariance matrix must the weaknesses of the MDA is that it does not predict the probability of failure made of unequal data, increasing the rate between a bankrupt and a non-bankrupt hard and complex usage (Bellovary et al., 2007) . With the appearance of these two types of models (logit and probit modelling), the number of papers raised, mostly because many papers made comparison between MDA and logit analysis. The aim of the papers was to study which model had better accuracy based on different variables and data samples. The logistic regression analysis is more often used because it does not need the normal distribution of the variables and the covariance matrix does not need to be equal. One of the biggest disadvantages of the logistic analysis is the problem of multi-colinearity between the variables. This problem can be resolved with using principal component analysis. The next table summarizes the important milestones in bankruptcy prediction, showing which model is from parametric family or non-parametric family. : own editing based on Balcaen & Ooghe, 2004 , Bellovary et al., 2007 , Kirkos, 2015 . Abbreviation used: MDA -multi-discriminant analysis, LA -logistic analysis, PA -probit analysis, intelligence and managerial systems. A new family of bankruptcy modelling was born: the analysis of neural network (the ANN is a non-parametric modelling). The use of neural networks in bankruptcy prediction is linked to Messier and Hansen (1988) , who were followed by many others (in Bellovary et al., 2007) such as: Raghupathi et al. (1991) , Coats and Fant (1993) , Guan (1993) , Tsukuda and Baba (1994) , and Altman-Marco-Varetto (1994) . The analysis of neural network organized in layers. In the input layer, each node receives information about is accepted as a classifying decision or re-transmitted till decision is accepted. The acceptance is based on pre-established criteria (Virág & Kristóf, 2005) . The ANN contains many other methods: backpropagation (Dwyer, 1992), SOF-self organizing map (Alam et al., 2000) .
Beside the neural network analysis, many other models arise from the nonparametric group like hybrid modelling. These models are the use of two other models either parametric or/and non-parametric (for example MDA and ANN) (Lee et al., 1996) . Genetic algorithm works as a stochastic search technique to models are: genetic programming (Etemadi et al., 1990) , modelling based on "rough test" theory (Dimitrias et al., 1999) , Bayesian, Hazard, Fuzzy, and Data Envelopment Analysis (DEA).
Many publications were born with the aim of comparing these models or of intelligence-based models are more frequent beside the hybrid models. The paper published by Premachandra et al. (2009) compares LR and DEA. The authors concluded that the DEA models have a better accuracy predicting bankruptcy (accuracy between 84% and 89%), but the LR is more accurate in predicting in estimating bankruptcy based on out-of-sample data (74%-86% in the case of DEA) (Premachandra et al., 2009 ). Verikas et al. (2010) make a review of hybrid modelling and ensemble-based soft computing techniques applied in bankruptcy prediction. The paper presents the most relevant publications in this area (Verikas et al., 2010 (Verikas et al., -see on p. 1006 ). An interesting approach is made in the paper published by Korol and Korodi 132 companies (107 non-bankrupt and 25 bankrupt). They compared two models.
second model with 1.85 percentage points -88.9%. The models containing the predicting bankruptcy 3 years in advance (Korol & Korodi, 2011) .
The hazard modelling is another used method of predicting bankruptcy. Gupta et al. (2014) studied the use of a discrete-time hazard model on the data base of 385,733 non-bankrupt and 8,162 bankrupt SMEs. The uniqueness of the paper is The accuracy is between 74.14% and 76.10%. Also, the authors concluded that Bayesian, Hazard, and Mixed Logit (Trabelsi et al., 2014) . The accuracy and effectiveness was tested by Trabelsi et al. (2014) in their paper, and they concluded cut of point was predicted on the learning sample. models in bankruptcy prediction. Ming Xu and Chu Zhang (2009) compare statistical-based models with market-based models like the option pricing model. market. The authors concluded that in the case of Japanese companies the option price modelling has a better prediction capability. Secondly, the statistical model together with the option price model has a greater accuracy. The authors mention the fact that the Japanese culture diverges form other business cultures because of the Keiretsu structure (Xu & Zhang, 2009 ).
Literature Review of Bankruptcy Prediction
This section tries to summarize the main literature review in bankruptcy prediction and the formulated critiques and problems conceived in earlier papers that should be resolved, improving the model prediction accuracy.
Bankruptcy prediction models have become increasingly complex with the development of computing techniques. However, there is no generally accepted bankruptcy prediction model (Constand & Yazdipour, 2011) . This is because model with statistical analysis have a different point of view on the bankruptcy term (Bellovary et al., 2007) . These papers can be divided into two categories:
(i) Bankruptcy is seen as a legal procedure and the companies have already taken a legal action. cannot meet their payment obligations. In these situations, the companies are not seen as bankrupt because they still have the chance of being reorganized and to continue their activities.
grouping the payment obligations under legal supervision. These two points of views differ from each other. There should be made some investigation based on two These two groups can be compared in time before going into bankruptcy to see the to be similar to the healthy ones regarding long-term debt ratios.
The paper of Balcaen et al. had the aim to show the strengths and weaknesses of univariate, risk-index-based models, multivariate discriminant models, and conditional probability models. Further, they show the lack of the logistic regression analysis including logistic regression, probit, and linear probit models. As a conclusion, the authors mentioned several problems and solutions related to the classical statistical methods of MDA and conditional probability models:
-the use of dichotomous dependent variables which are contrary to the business reality;
-there are problems on sampling methods, non-stationarity, and data instability, which result in poor predictive abilities over time;
accuracy of the models; -the selection of the variables is made arbitrarily -the variables may be selected within the theoretical framework; -the time dimension problem, the classical statistical models ignore the changes over time (Balcaen & Ooghe, 2004) .
Bellovarys' paper (2007) presents in details the most important papers in bankruptcy prediction. The authors present 165 papers starting from 1966 to 2004. From these papers, 43 studies compare two or more models. They did not account for those papers that replicate a model. In the appendix, it is presented the parametric group, the most frequently used are the multi-discriminant analysis and the logistic regression. The main models used in the non-parametric group Fuzzy models, the Genetic Algorithm, and the Hybrid models. Most of the models were applied for general use, but with time bankruptcy prediction et al., 2010; Virág et al., 2013) . Many research papers (such as those of: Martin, 1977; Santomero & Vinso, 1977; Rose & Kolari, 1985; Pantalone & Platt, 1987; Martin-del-Brio & Serrano-Cinca, 1995; Alam et al., 2000) used data from banking Till the 1990s, the MDA was the most frequently used modelling, but after that what even today is still disagreed upon (Bellovary et al., 2007) . The numbers used in the models differ from one another. The most used variable in a model is 57, but its prediction accuracy is not better than that of the less frequently used variables (Bellovary et al., 2007) . The high number of variables used does not mean that a model is better (Jones, 1987) . The average number of used variables became attractive later, but these ratios became intensively used (this is normal if we take in consideration that bankruptcy is the result of the payment failure of a company, which means that they do not have cash to pay). One of the most used
The accuracy of the models has increased in time, but the difference between the minimal and maximal accuracy has become wider. The most accurate models are the neural networks, but the results of these models are complicate to interpret (there exist models with 100% accuracy). These models are followed by MDA and logistic regression.
has become more and more frequent. Other models in these groups are: neural networks, genetic algorithms, decision trees, support vector machines, k-nearest neighbour, fuzzy expert system, and hybrid models. , thirdly, the used models and the used factor with their , fourthly, the and the , and lastly what were. The accuracy of the studied models was between 72% and 100%. Half of the studies had an accuracy of 81-90%, while 29% of in Altman et al. (1995) and Dimitras et al. (1999) -that bankruptcy prediction accuracy decreased if the data originated from more than 2 or 3 years before the bankruptcy; this is due to the presumption that bankruptcy is a process, not an event. These results are opposite to the presumptions proposed by other From Kirkos's study, we can conclude that the most frequently used models for accuracy benchmark for the neural networks are logistic regression and discriminant analysis. Many of these studies concluded that the neural network has a better predictability if a smaller sample is used; in the case of big data samples, the learning process can be a problem (over learning) (Chen, 2011; Lee et al., 2005) . To this fact, Du Jardin and Severin (2011) gave an explanation that there and if they are included in big data samples they will occur more frequently, so
Critiques Formulated and Suggestions for Future
The critiques formulated in bankruptcy prediction are formulated to the use of use of the period. The time series used is an important factor in predicting failure. The researches did not prove that the use of time series variables is better than the one-year variables before bankruptcy. The time period should be carefully model should contain important macroeconomic variables too.
The most frequent variable used in bankruptcy prediction is the use of there is a high motivation to get more accurate models. The importance of ratio database is simple to use in statistical modelling and has high accuracy as seen in many publications, close to and even reaching 100% (Bellovary et al., 2007; Balcaen & Ooghe, 2004; Kirkos, 2015) . There are many critiques formulated use of dichotomous variables. In real business life, the corporate failure is not et al., 1995). Martikainen et al. (1995) give transformation suggestions for ratio information value of each variable.
For the same problem, Blanco et al. (2012) used hyperbolic tangent are driven from the opinion that bankruptcy is the effect of many variables, not Constand and Yazdipour (2011) argue that most of the researches leave out the human factor from the variables. Their solution is to use the cognitive psychology and neuron science, which have already changed our perception and make a short review of those papers that studied the entrepreneurial behaviour, pointing out that the human factor is relevant in starting a company and it is a variables (default events on a monthly basis are available from government improved prediction accuracy by up to 13%. The same results were concluded in the paper of Gupta et al. (2014) . Their research used hazard function with a heterogeneous panel of 8,162 failed and 385,733 non-failed UK SMEs between 2000 and 2009. The results showed that micro-companies should be treated provide enough information on the default (Gupta et al., 2014) . Another group of studies developed bankruptcy prediction models which combining these into a model (Hernandez and Wilson, 2013) . The authors used compared the results in a panel logit model. The results were that the use of macroeconomic variables gives the model a better accuracy than the models that
In their paper, Xu and Zhang (2009) compared accounting variables, option pricing theory-based variables and other economic-variables-based models. They found out that with the model that combines accounting variables with option pricing variables predictability is higher than with the model only based on accounting variables (Xu and Zhang, 2009 ).
There are a few papers that study the importance of legal acts on bankruptcy.
bankruptcy prediction -see the papers of Dewaelheyns & van Hulle (2008) , Laitinen (2011), and García & Sanguinetti (2014) .
Conclusions
The present paper summarizes the short evolution of bankruptcy prediction and the main critiques made on modelling and prediction of bankruptcy, as well as it summarizes the future research avenues recommended in these studies. The critiques are based on three important survey papers, namely Balcaen and Ooghe (2004) , Bellovary et al. (2007) , and Kirkos (2015) , where the latter is a review of culture (see Xu & Zhang, 2009 ), on the one hand, and due to its complexity, on the other hand, there is an area that has not been properly explored. The knowledge on managerial behaviour can be used in bankruptcy predictability. Another possible avenue for future research is to statistically classify the different models by their inputs (number of ratios used, type of ratios used, cultural characteristics, models used, industry type, macroeconomic factors, and other relevant independent variables taken from the models) and use the accuracy of that model as a dependent variable. We believe that this way it is possible to obtain further information on why some models are better than others.
