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ABSTRACT 
A polynomial approach is described to deal with problems of the following type. 
Given two companion matrices A and 2, when does there exist a nonsingular matrix 
S such that S-‘AS is upper triangular and S’ZS is lower triangular, and the 
eigenvalues of A and Z appear in the main diagonals of S-lAS and S-‘ZS in a 
prescribed ordering? Such problems are related to complete minimal factorizations in 
systems theory. 
1. INTRODUCTION 
Let 
W(A) = I, + C(AZ, - A)-‘B (1.1) 
be a matrix of rational functions where C, A, and B are complex matrices of 
size k X m, m X m, and m X k respectively. Such transfer matrices and 
their factorizations are important in systems theory (see e.g. [2]). The simplest 
matrices of the type (1.1) which can occur as (nontrivial) factors of W(h) are 
of the form 
1 
1+ -H 
h-a 
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where R is of rank 1. A decomposition of W(h) into such elementary 
matrices, i.e. 
1 1 
Z+ ---R, A - ff2 ---Rnl A - a, 
where 
rank Ri = 1, i = 1,. . . , m, 
is called a complete factorization [l]. Whether or not a given W(h) admits 
such a complete factorization depends on the matrices A and Z = A - BC. 
Note that Z has the property that 
W-‘(h) = Z - C(hZ - Z)-‘B. 
The following theorem has been the motivation to study complementary 
triangular forms. 
THEOREM 1.1 [l, p. 2201. The matrix W(h) = Z + C(hZ - A)-‘B ad- 
mits a complete factorization if and only affor A and Z = A - BC there exists 
a nonsingular matrix S such that 
( * > S’AS is upper triangular and S- ‘ZS is lower triangular. 
If ( * ) holds we say that A and Z admit a simultaneous reduction to 
complementa y triangular forms. 
Let us consider in some detail the case k = 1, where (1.1) is a scalar 
rational function, as it leads to companion matrices. If k = 1, then the right 
hand side of (1.1) can be written as 1 + g(h)/a( A) where g and a are 
polynomials and deg g < deg a = m. Conversely, let w(A) = 1 + g( A)/a( A) 
be given such that a(A) = a,, + **a +a,,_lAm-l + A” and g(A) = Cg-O1giA”. 
Put c = (0,. . . ,O, 11, b = (go,. . ., g,_,)r, and 
A= 
0 . . . 0 -a0 
1 . . . 0 -a1 
o...; . -a,- 1 
(1.2) 
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Then 
w(A) = 1 + g( A)/a( A) = 1 + c( hZ - A)%. 
In this case Z is also a companion matrix, 
‘0 . . . 0 -20 
1 0 
z = , **. . -.+ 
(j . . . ; . 
-%-I 
with zi = a, + gi, i = 0,. . . , m - 1. 
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(1.3) 
(1.4 
have (a, a-+ g> = 1, and a(A) = nLi;(A 
- &) imply 
A complete factorization of (1.3) is possible if (a, g) = 1. In that case we 
- ai) and a(A) + g(A) = lly=i(A 
In accordance with [l], we call the matrices A and 2 in (1.2) and (1.4) 
second companion matrices. A fourth companion matrix is of the form 
(1.5) 
Theorem 1.1 tells us that two second companion matrices A and 2 with 
disjoint spectra admit a simultaneous reduction to complementary triangular 
forms. H. Bart and H. Hoogland [l] studied such reductions of A and 2 in 
detail. Their results will be stated below. Pairs A, B where A is a second and 
B is a fourth companion matrix are treated in [4]. 
NOTATION. Let A be the second companion matrix given by (1.2) with 
characteristic polynomial 
det( AZ - A) = u(A) = fi (A - q), 
i=l 
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and let 2 be as in (1.4) and 
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det(hZ-2) =2(h) = %!(A-&), 
Define the polynomials sj, j = 1,. . . , m, and the m X m matrix S by 
and 
(Sl,‘. . ,sm) = (1, A ,..., A”-l)S. (1.7) 
THEOREM 1.2 [I, pp. 202-2031. The matrix S satisfies the intertwining 
relations AS = SA’and ZS = Sz, where 
and 
z’= 
51 0 
52 - a2 52 
. . . 
a1 - 51 “1 - 51 
. . . 
a2 - 52 ff2 - 52 
. . . d %I 
(1.8) 
(1.9) 
THEOREM 1.3 [l, pp. 205-2061. Zf th ere exists a nonsingular matrix Y 
such that Y-lAY = A^ = (ij,> is upper triapgular with main diagonal 
Gil,. . . , a^,,) = (a,, . , a,) and Y-l ZY = Z = ( zjk > is lower triangular 
with main diagonal (x^,,, . . , z^,,> = ( ll,. . , t&J, then 
6 + ak, l,<j<k<m. (Y) 
Conversely,_if (7) is_satisj@d, then S is nonsingular and S’A S = A and 
S-lZ S = Z, where A and Z are given by (1.8) and (1.9). 
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In this note I would like to describe a polynomial approach which leads in 
a straightforward way to results on simultaneous reduction of companion 
matrices (and which will be used to given new proofs of the preceding two 
theorems). It is based on the simple observation that a companion matrix can 
be regarded as a matrix representation of a shift on a polynomial model. 
In Section 2 ,a polynomial framework is set up to study equations 
AY = YA where A is upper triangular. The approach is elaborated in Section 
3 to deal with pairs, A, Z and Z, B where B is a fourth and A and Z are 
second companion matrices. 
2. COMPANION MATRICES AND THE SHIFT OPERATOR 
Let (a) be the ideal generated by the characteristic polynomial U(A) = a,, 
+ **. + + a,_, A”- ’ + A” of A. Put 
If the coset f + (a) is identified with the remainder f(mod a>, then 
V, = (flf~ @[A], degf< m}. 
We call (1, A, . . , A”- ‘) the standard basis of the vector space V,. For 
f E V, and p E @[A] define the product 
off= pf(modu). 
Let A be the shift operator on V,, 
Af = A-f, fE\. 
We have 
h(l,A,..., Am-l) = (l,A,...,A”-l)A 
with A as in (1.2). In other words, the second companion matrix A is the 
matrix representation of A with respect to the standard basis of V,. The 
fourth companion matrix B in (1.5) has a similar interpretation, 
h(A”-l,..., h,i) =(,,-I ,..., h,I)B. 
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Hence ‘B describes the action of the shift on V, on the reversed standard 
basis. 
The A-invariant subspaces of V, correspond to factorizations of the 
polynomial a. If a = hq, then 
Kerh(A) = {4fldegqf< m} (2.1) 
is A-invariant, and all such invariant subspaces of V, are of that form. We 
have 
dimKerh(A) = degh. (2.2) 
NOTATION AND A STANDING ASSUMPTION. In the following all polynomials 
are in C[ A] and of degree less than m; all matrices are in Cmx “‘. We say that 
polynomials yj, j = 1, . . , m, have the generating matrix Y if 
(yw.., ym) = (l,h,...,A”-l)Y 
holds. Let the reversed polynomial ij of y be defined by 
i&i) = A"-'y(A-'). 
Then (2.3) implies 
c i,,..., y_) = (1, A )...) A”-l)EY, 
where 
E= 
1’ 
\l 0, 
To a given ordering (~i,. . , a, of the eigenvalues of A we associate the 
polynomials 
(2.3) 
'0 \ 1 
qj = (A - (Y~+~)(A - ~~+~)***(h - a,), j = l,... ,m - 1, qm = 1. 
(2.4) 
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In a complementary manner the polynomials 
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pl=l,pj=(A-51)(A-~2)...(h-~-,), j = 2,. . , m, (2.5) 
are related to the ordering 11, . . . , 
(1.6). Then sj = pjqj. 
f;, of the eigenvalues of Z. Recall sj from 
LEMMA 2.1. Let Y be the generating matrix for the polynomials yj, 
j=l , . , m. 
(i) Let A, = (ajk) b e an upper triangular matrix with muin diagonal 
(a,,,...,a,,) = (al,...,qJ. (2.6) 
lf Y satisfies AY = YA,, then 
SjlYj, j = 1,. . . , m. (2.7) 
(ii> Let Z, = (zjk) be tower triangular with main diagonal 
Zf Y satisfies ZY = YZ,, then 
Pjl Yj> j = 1,. , m. 
(iii) Let B, = (bjk) be lower triangular with 
(b,,, . > b,,) = ( PI,. . ‘7 Pm). 
Zf Y satisfies BY = YB,, then 
(A - &) . ..(A - flj_i_l)l$j> j =2,...,m. 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
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Proof. (i): We regard the polynomials yj as elements of V,. Then 
AY = YA, is equivalent to A( yi, . . . , y,,,) = (yi, . . , y,,,)A,, and we have 
(A - q) y1 = 0, 
(A - 4Yz = %_Yl~ 
(A - %)Y7n = %,Yl + **- +=,-l,mYm-l. 
Hence yi E Ker(A - (~i). . . (A - oj>, j = 1,. . . , m. Because a(h) = (A - 
a,) a.. (A - crjYj)+), th e relations (2.7) follow from (2.1). 
(ii): The underlying space is now V,. Since Z, is lower triangular, we have 
yj E Ker(A - lm,>. . . (A - G.>, andth e ac orization f t .2(A) = (A - Q.. . (A 
- l$y(A) yields (2.9). 
iii : Transform BY = YB, into (BE-‘XEY) = (EY)B,. Since EBE-’ 
is a second companion matrix, we are back at (il. The matrix EY generates 
the reversed polynomials yj. n 
3. COMPLEMENTARY REDUCTIONS 
Pairs A, Z of second companion matrices will be considered first. Accord- 
ing to Lemma 2.1 the conditions 
Pjl Yj 4j1 Yj? j = l,...,m, (3.1) 
are necessary if Y is to reduce A and Z simultaneously to complementary 
diagonal forms. 
LEMMA 3.1. Let yj, j = 1,. . . , m, be nonzero polynomials generated by 
the matrix Y. Assume that (3.1) holds. 
6) Zf 
sj # ak, l<j<k-l<m-1, (3.2) 
then yj = sjrj, j = 1,. . . , m, for some nonzero yj E @. 
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(ii> The matrix Y is nonsingular if and only if 
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!$ # %> l<j<krm. (3.3) 
Proof. (i): The condition (3.2) is equivalent to ( pj, qj> = 1, j = 1, . , m. 
Hence sjl yj. On the other hand deg yj < m - 1 = deg sj. 
(ii>: Suppose Y is singular. Then there is an r > 1 such that the 
polynomials yr, . , yr are linearly independent whereas yrtl depends on 
yr . . yr. Let ( yr, . , y,. > denote the span of yj, j = 1, . , r. Then (2.1) 
and (2.2) imply 
Ker(h - 4.. . (A - a,> = (ql,. . , qJ = ( yl,. . , y,). 
From yrfl E (9r,..., 9r) follows 9rl yr+ r. By the assumption (3.1) we have 
Pr+l Yr+1, and because deg yrtl < m, deg 9,. = m - r, and deg pr+l = r 
the polynomials 9, and pr+ 1 have a common zero. Thus 
lIw = % forsomeFLr< v. (* *) 
Conversely, suppose now that ( * * ) holds. Put rr = &, = (Y,,. Since 6 is a 
rootof pPtl,..., pm and (Y, is a root of 9r, . . . ,9”_ 1, we see that p,(rr) = 0 
or 9&n) = 0 for all j. Hence 
(1, rr,. . .) ?r”_l)Y = 0 
and Y is singular. n 
COROLLARY 3.2 [l]. The matrix S given by (1.7) is nonsingular if and 
only if (3.3) holds. 
We combine the results of Lemma 2.1 with the preceding lemma. 
THEOREM 3.3. Let Y be a matrix which generates the polynomials yj, 
j = l,..., m. Suppose that Y satisfies the equations AY = YA, and ZY = YZ, 
where A, is upper and Z, is lower triangular with respective main diagonals 
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given by (2.6) and (2.8). Then we have 
(A-5~)*e’(~-5,-~)lyj, j=2,...,m, 
and 
(h-~j+l)...(h-a,)Jyj, j=2 ,..., m-l. 
Zf Y has no zero column, then Y is nonsingular if and only rf 
$ + ak, 1 <j <k Q m. (3.3) 
In this case Y = ST for some nonsingular diagonal matrix r. 
The similarity S in Theorem 1.2 transforms 4 into an upper triangular 
matrix A of a special row structure. The role of A in (1.8) is clarified by the 
following observation. 
LEMMA 3.4. Let yl,. . . , y,,, be manic polynomials of degree m - 1 
generated by the matrix Y, and let cl,. . , cm_ 1 be complex numbers. The 
following statements are equivalent: 
(i) The polynomials yj satisfy the relations 
(A - q)y, = 0, (3.4a) 
(A-c~~)y~=c~y~+~*~+c~_~y~_~, j=2,...,m. (3.4b) 
(ii) The matrix Y satisfies an equation AY = YA* where A* has the form 
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(iii) The polynomials yj are of the form 
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Yl = 91> yz = (A - 71)9,,.*., ym=(A-71)...(A-7,_1)9,, 
(3.5) 
and 
cj = cYj - rj, j = 1,. . , m - 1. (3.6) 
Proof. (iii) = (i>: Let the polynomials yj be given as in (3.51, and cj be 
defined by (3.6). Then 
(A- > ak+l !zik+l = CA - &k+l )‘(h-T1)...(h-Tk) 
x( h - Qk+2) --* (A - (Y,) 
We split the right hand side using h - Tk = (h - cxk) + ( CY~ - rk), so that 
c* - “k+l)!/k+l = CA - ak) 'Yk + tak - Tk)!/k. (3.7) 
If we assume as induction hypothesis 
(A - ak)yk = (a1 - T~)yl + *‘* +cak-l - Tk-1)Yk-17 (3.8) 
then (3.7) implies that the relation (3.8) is also true for k + 1. 
(i) =+ (iii): Assume now that (3.4) holds. Then yj E Ker(h - a,) **. (A 
- CC). Hence yj = 9jhj where hj 
h,( Aj = 1. We want to show that 
is manic of degree j - 1. In particular 
hj+l =(A-s)hj, rj=aj-cj, j=l,..., m-l. 
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From (3.4b) follows 
(R - aj+l)Yj+l = (‘1Y1 + ‘*’ +'j-IYj-1) + 'jYj 
= (* - Orj)Yj + 'jyj = (A - CYj + Cj)Yj. 
Therefore 
= (A- ffj+cj)*(A- aj+J...(h- (Y,)hj. 
Since hj and h. are both monk, we have h.+l = (A - cxj + cj)hj. 
It is obvious3 Zat (ii) is the matrix version o I (i). n 
In the corresponding result for the matrix 2, statement (i) will be 
omitted. 
LEMMA 3.5. Let yl,. . . , ym be nwnic polynomials of degree m - 1 
generated by Y, and let d,, . . , d, _ 1 be complex numbers. The following 
statements are equivalent: 
(ii) The matrix Y satisfies an equation 22’ = Yi where 2 has the form 
52 
&-I 
472 . . . 
L-1 
4n 
0 
L ) 
(iii) The polynomials yj are of the form y,,, = p,, 
and 
dj = 4 - pj > j = l,...,m - I 
The preceding two lemmas contain Theorem 1.2. Take yj = sj in (iii>. 
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We now consider a pair A, B, where A is a second and B is a fourth 
companion matrix. Let ( /3r, . . . , &,) be a given ordering of the eigenvahres of 
B. Denote by vi the number of zeros in the sequence ( &, . . . , pj- 1>, and 
put v,, = 0. Then 
(h-~,)...(h-Pj-l)l~j, j = 2,. . . , m, 
is equivalent to 
(1 - Apr). .’ (1 - hPj-l>lYj 
and 
(3.9) 
(3.10) 
j =2,..., m. We define polynomials 1; and tj by 
r-1 = 1, rj = (1 - A&) 0.. (1 - APj_r), j = 2,. . . , m, 
and 
tj = rj9j = (1 - A/3,) . ..(l - A/33_l)(A - oj+r)...(A - a,). (3.11) 
The matrix T which generates the polynomials tj such that 
(tl,. ..,t,) = (1, A I... , A”-‘)T (3.12) 
will play a role similar to the matrix S before. 
LEMMA 3.6. Let y I, . . , ym be nonzero polynomials generated by the 
matrix Y. Assume that (3.9), (3.10), and 9,1 yj, j = 1, . . , m, hold. 
6) If 
1 - pjcQ # 0, l<j<k-l<m-1, (3.13) 
then yj = tjyj, j = 1,. . . , m, for some nonzero y, E @. 
192 HARALD K. WIMMER 
(ii) The wlatrix Y is nonsingular if and only if 
1 - Pjffk # 0, 1 <j <k <m. (3.14) 
Proof, (i): Th e condition (3.13) is equivalent to (rj, qj> = 1 or to 
Icm(rj, qj) = tj, j = 1,. . . , m. On the other hand, the assumptions on yj 
imply lcm(rj, qj>l yj for 1 <j Q m. We have deg t. = m - 1 - vj, and it 
follows from (3.10) that yj = tjyj. with some scalar actor yj. f? 
(ii): Suppose Y is singular. Then there is an s such that the polynomials 
Yl>.“> Ys are linearly independent and ys + r E ( y i, . . , yS ). As in the proof 
of Lemma 3.1, we conclude that q8/ ys+ i. By assumption we have rS+ I 1 yS + 1 
and deg ys+, < m - v~+~ - 1. Furthermore deg rS+l = s - v~+~ and 
deg q5 = m - s. Hence deg rS+lqs = m - ZJ~+~. Since Icm(r,+l,q,) is a 
factor of ys + r, the polynomials r, + 1 and qS have a common zero p such that 
for some p and x 
Conversely, if ( * > holds then ql( p> = . = qS( p) = rS+ 1( p> = . . = 
r,(p)=O.Hence yj(~)=Oforl~j<mand(l,p,...,p”-l)Y=O. n 
COROLLARY 3.7. The matrix T is nonsingular if and only if (3.14) holds. 
Omitting the result on A, B which corresponds to Lemma 3.4, ye pass 
directly to the analogue of Theorem 1.3. For the matrices A and B below 
put 7ri = 1 - picYi. 
THEOREM 3.8. Define 
( -1)“-2pz ... &_r7rr 
( -1)“-3p3 .** P,_r?r‘J 
-Pm- 1%-z 
T-1 
%I 
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and 
I- . 
0 d 
. . . . 
6. . . . : am 
B .iu 
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Then the matrix T given by (3.12) satisfies AT = TA and BT = Tl?. 
Proof. In V, the equation 
(1, A ,..., A”-‘)AT = (1, A ,..., P1)T/i 
is equivalent to 
(A - al)t, = 0, 
(A - “z)t, = (1 - Pl’Yl)tl, 
(3.15) 
(A - aj)tj = ( -l)j-2pz **- /3,_i(l - &al)t, 
+ ( _ l)j-3p3 . . . Pj-10 - L%%.)t, 
+ *.. f(1 - pj_,ol,_,)t,_l, j = 3,. . , m. 
The preceding relations can be expressed by (3.15) and the recursions 
j = 2,. .., m. (3.16) 
According to the definition (3.11) of tj we have for j > 2 
(A-~li)tj=(h-~j).(1-P,h)...(l-Pj-,’)(h-~j+~)...(A-(y~) 
= [(l- pj_iolj-I)+ ( Pj-laj-l - Pj-lA)]'tj-l 
= (1 - @,_i~~j_i)tj_i - Pj-i(’ - oj-1) “j-l> 
which proves (3.16). 
Along similar lines-one can prove Act;, . . , t’,> = (ti, . . . , f,JB, which is 
equivalent to BT = TB. q 
The picture is completed with a counterpart of Theorem 1.3. 
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THEOREM 3.9. Zf 
1 - pjcQ # 0, l<j<k<m, (3.13) 
then the matrix T given asfn (3.1?) is nonsingular and satisfies T-lAT = A^ 
and TP’BT = g, where A and B are complementary triangular matrices 
defined as in Theorem 3.8. 
Conversely, if there exists a nonsingular matrix Y such that Y-‘AY = A, 
and Y-‘BY = B, is satisfied, where A, is upper triangular with main 
diagonal (2.6) and B, is lower triangular with main diagonal as in (2.10), 
then (3.13) holds and Y = TT f or some nonsingular diagonal matrix IY. 
4. A DETERMINANT 
The matrices S and T are crucial to the problems of complementary 
triangularization. Conditions for S and T to be nonsingular are (3.3) and 
(3.13). In [l] it is shown that 
det S = r-I (G-o& (4.1) 
Z<j<k<m 
We shall see that 
det T = III (Pjakyl). (4.2) 
ldj<k<m 
The determinants (4.1) and (4.2) are special cases of a more general result 
which will be derived in this section. We shall first evaluate det S by a 
method which is different from [l]. 
Proof of (4.1). Let al, . . . , CY,, cl,. . , &,, be indeterminates over @. 
Putting aside our standing assumption for a moment, we regard the polyno- 
mials 
Sj = pjqj = (A - l,) **‘(A - 5,_l)(li - aj+l)"'(h - Qm> (1’6) 
as polynomials over the field K = @(a,, . . . , (Y,, 5r,. . . ,3,), and the matrix 
S given by 
(s&q,..., &(A)) = (1, h,. . .) F1)S (1.7) 
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as a matti in Kmx”. Substituting the values A = ll,. . , 5,,-1, a,,, in (1.7) 
yields 
I Sl( Cl) 0 
Sl( l-2 ) 4 l22> 
Sl( L-1) sd a-1> 
/ 0 0 
. . . 0 0 
. . . 0 0 
. . . %-l( C-1) 0 
0 d 4 . . . 
= 
Define matrices C and V such that (4.3) can be written as C = VS. Then 
z.z II 
m-l>u>p>l 
Since V is a Vandermonde matrix, we have 
det V = 
and (4.1) follows from det C = det V det S. n 
THEOREM 4.1. Let yi, si, a,, 7,, i = 1, . . . ) m, be given complex num- 
bers. Define polynomials wj by 
wj= (ylh- G,)...(+,h- Gj_l)(uj+,A- 7j+l)‘-(~m~- Tm>~ 
j = l,...,m, 
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and let W be their generating matrix such that 
(WI>. . .1 WJ = (1, A,. . . ) A”- 1)W. 
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Then 
detW= 
sj rk 
yj uk 
(4.4) 
Proof. As before, we work with indeterminates. Put 5, = 8,/y, and 
cq = 7Jai, and let sj be the polynomial in (1.6). Then 
(w1,. . .,W,) = (.S1, . .,S,)diag(. . .,Yl .‘* yj_lgj+l **’ ff,, ...), 
and the computation of det W is reduced to the special case (4.1). n 
To the polynomials tj in (3.11) corresponds the quadruple 
and their generating matrix T has a determinant given by (4.2). 
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