INTRODUCTION
Let r C n represent «-dimensional complex space with typical point z = (z u ..., z") where z k = x k +iy k , x k and y k real. In this paper, we extend numerically to all of the unit polydisc holomorphic functions ƒ (z) ( -f(re iB )) whose values are known only approximately and only on the distinguished boundary of a polydisc located interior to and concentric with the unit polydisc. Since analytic continuation is an unstable process, in addition to boundary data, a global constraint is also provided. That instability is possible is seen by noting that the holomorphic function z* goes to zero at any point in the unit polydisc as k -• oo, but becomes infinitely large at any point outside.
To obtain analytic continuations, we first show that holomorphic functions in the open unit polydisc have représentations and other such sums in a similar fashion. The symbols z, re iQ , and (r l e i9l 9 ..., r n e' e ") will be written interchangeably as will dt and dt^ ... dt n . A similar convention holds for dz and d 0.
Conjugate complex values will be indicated by bars.
THE CONTINUATION PROBLEM
We wish to approximate in Z>, i. e., in any D R , R k < 1, k = 1, ..., n, the function ƒ (z) which satisfies the following conditions:
(i) ƒ (z) is holomorphic in Z>.
(ii) r| > O is a constant, p is given, and f^ is a complex-valued function defined for each s Q . P = (P 1? ..., P n ), with positive integer components, is given and fixed. To accomplish the above, we will need some représentation theorems. These will be derived in the next two sections and have been suggested by work of Johnson [9] for C. 
Proof:
The proof is similar to that for single indices so we shall only briefly indicate the argument. We refer the reader to [9] for help in filling in omitted details.
Thanks to (4.1) and the binomial theorem, we have that 
The proof is parallel to that for the one-dimensional complex case [9] so the discussion will be brief.
First note that 
In 
., 0)) is real and complex otherwise. In either case 9 its total variation must have bound B(<x,f).
Proof: One follows essentially the same steps as for the proof of the preceding theorem, only with the obvious modifications. Relation (5.4) is replaced by 9 (5.10) using Lemma 4.3, where f K -u K +iv K ; the function f 0 = a 0 has this same form (through the application of (4.9) to both the real and imaginary parts of a 0 ) only/o (e u ) takes the place of u K (e**) on the right. The u K 's 9 K ^ (0,..., 0) are in s/f 0 is in s/ or s/ depending on whether it is real or imaginary, and the bounding leading to estimâtes in the norms of these spaces is similar to before. Bounds on the measures follow from these. so it seems reasonable to try instead of (6.2) an approximation of form 
FURTHER PRELÏMINARIES
The next set of results will be needed in Section 8 for the dérivation of error bounds. Both hère and later, we shall use the notation |/| p =sup|/(z)|. This resuit is well known. Hille's argument [7] for the one-dimensional complex case carries over to this situation.
The lemmas below are considered for the case of F LN (z). The approach for results hère and in some of the later sections is related to work of Douglas [4] for C. Proof: Let z = p e 1 * be any point on D p and consider the function depending on 0 alone. Each of the points s Q has corresponding to it an angular value 0û = (0Q, ..., 0Q) = (2 n Q x jP u ..., 2 n QJP»), and if z 0 is any fixed point on Z> p5 there corresponds to it the angular value 0° = (0J, ..., 0£).
If we consider ourselves in n-dimensional 0-space, then 0° falls in some 2 n/P 1 by 2 n/P 2 ... by 2 n/P n «-dimensional cube with a 0ö at each vertex. (where we have assumed that all the ((^ + 1)'$ are ^ P^-1; the treatment requires just trivial modification if this is not the case). For any given 0°, there will be a vertex 0ö such that | 0?-0? | ^ n/P j9 j = 1, ..., n. We shall assume that for our 0°, this vertex is 0ö. If the vertex were another, the proof would proceed in essentially the same manner. We wish to bound W at the point (0?, 0f, ..., 0Q) which lies on the line segment Connecting 0ö and 0ö 
where G"" 3 is defined just like G"" 1 and G n~2 . Continuing this process and, after obtaining the final bound, converting back from W to w, we arrive at the conclusion. Alternatively, it is easy to see this can be written as Also note that analysis similar to that above gives a parallel resuit for G L N . The différence for this second case cornes from using in place of (7.7) its H r analog. This means that C(r, p) is replaced by the C given by (7.13), the new Ci (p, R,f) is 2 B / 2 times the old one in (8.6), and M x is specified by (8.10) only with the C's this time the new ones. Also, M 2 is 2 n / 2 times that given by (8.14) . We have the following theorem: THEOREM (9.4) are not quite the same as (7.6). However, as can be seen easily, the différence has only trivial effect on the error bounds. The linear programming problem consists of minimizing a and requires only straightforward application of the simplex method [6] , For the case of G L N (z), the procedure is essentially the same, It is possible (see [3, 4] for the gênerai idea) to find a posteriori bounds on the error once a and the corresponding {a s K }, . 
THE ERROR ESTÏMÀTE
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