In this paper we present a knapsack problem whose weight parameter is a mixture of two known distributions (Exponential and Gamma). This problem gives room for the overflowed items which perhaps will help in minimizing the penalty due to the loss of goodwill. An algebraic model is proposed for solving the problem. The behaviors of the mixture of these two distributions are also presented graphically.
INTRODUCTION
Our study of the stochastic knapsack problem was initially motivated by the series of activities that take place in a firm that processes several products such as palm fruits for palm oil, cassava grinding for garri, palm kernel cracking, etc. where the arrival of customers is stochastic and the bill for the customers is directly proportional to the quantity (weight) of items brought by them. It is worth stating that there is one major machine with different attachments that is used for these operations which is manned by an operator. Here, we wish to extend the work by considering a situation in which the weight of the items which signifies the quantity of these items is assumed to follow a combination of two distributions. Although we assume that this item (the weight) follows a combination of two distributions, it is obvious that we cannot predict the number of customers that will come to the mill in each day for their business neither can we predict the quantity of goods (items) they will bring.
However, literature has shown that much has been done in stochastic knapsack problem especially when the weight is random or the capacity is deterministic. In this paper we will deviate from that trend by considering a situation where the weight is a mixture of two known distributions as earlier mentioned, and the mixture is of the multiplicative model. The weight is a mixture of Exponential and Gamma distribution. Meanwhile, we must state that the items are accepted on the basis that the costumer must accept the bill given to him/her by the operator given the quantity (weight) of the items brought and the available space (capacity). Hence the expansion of our model will consider those items (weight) which the customers have accepted to pay the required amount for the services but the capacity is exceeded (i.e the overflow). Following the idea of Cohn and Barnhart (1998) we intend to maximize the expected value of the chosen objects minus the penalty of exceeding capacity.
Researchers have worked on the area of stochastic knapsack problem to achieve their goals. For instance Goel and Indyk (1999) considered the case where the item weights in a particular instance are not fixed constants but random variables i W with a given distribution function i F . His model was completely different in the sense that, the constraint of knapsack problem turns into a probability condition with a given overflow probability π . That is the problem Kleywegt et al (2001) . Instead of maximizing the profit under an overflow probability as in equation (1a) above, Kleywegt et al (2001) suggested that the possible overflow in the objective function is given by the following combination of profit values and expected value:
Where q is a constant factor for each unit of overflow; see Kellera et al 2004 . Cohn & Barnhart (1998 slightly extended the basic model of random weight and constant profit in a way that, the weight are still random variables i W with a given distribution function i F . Also, the profits of an item i are now given by the weight multiplied by a constant scaling factor i S . Hence the profits are dependent on the same distribution as the weights. They considered a case where the i F are independent normal distribution functions, but not necessarily identical. The objective function considered here is almost similar to that of Kleywegt et al in equation (2) above except that the expectation must be taken also over the profits as
According to Kellerer et al (2004) , another type of stochastic knapsack problem with reversed roles of constants and random values was discussed by a number of authors starting (to the best of knowledge) with the paper by Steinberg & Parks( 1979) and continued in the work of Sniedovich (1980 ),(1981 ), Carraway et al (1993 , Morita et al (1989) , Henig(1990 ) , Morton & Wood(1998) , to mention a few. Willmot (1986) stated that the distribution of total claims payable by an insurer is considered when the frequency of the claims is a mixed poisson random variable. He added that, mixed poisson distributions often have desirable properties for modeling claim frequencies. He showed how in many cases of claims density can be evaluated numerically using simple recursive formular (discrete and continuous). Liu et al (2002) proposed a Poisson-Gumbel mixed compound distribution, one of a particular form of Bivariate Compound Extreme Value Distribution, and gave an example of its application by using it to compute the joint distribution of wind velocities and wave heights and to estimate the 100-year return level, based on the 20-year wind and wave data in the East China sea.
Thamerus(1996) fitted a finite mixture distribution to a variable subject to Heteroscadastic measurement error. In his work, he considered the case where a latent variable X cannot be observed directly and instead a variable
Heteroscedastic measurement error U is observed.
It is assumed that the distribution of the true variable X is a mixture of normals and a type of EM algorithm was applied to find approximate maximum likelihood estimates of the distribution parameters of X . De Carlo & Lawrence(2002) worked on signal detection theory with finite mixture distributions: theoretical developments with applications to recognition memory. Arana and Leon (2004) considered the performance of a model of mixture normal distributions for dichotomous choice contingent valuation data, which allows the researcher to consider unobserved heterogeneity across the sample. The model is flexible and approaches a semi parametric model, since any empirical distribution can be represented by augmenting the number of distributions. The proposed model was compared with other semiparametric and parametric approaches using Monte Carlo simulation, under alternative assumptions regarding heteroscedasticity and heterogeneity in sample observations. It was found that the mixture normal model reduces bias and improves performance with respect to an alternative semi-parametric model, particularly when the sample is characterized by heterogeneous preferences. Johnson and Kotz (1969) A more general Beta mixture was discussed by Willmot and Panjer (1985) . However, the above mixture is useful in obtaining results for more general severity distributions for certain choices of β .
According to Buckley et al (2003) , the gaussian mixture of distributions has been used before in the field of finance, mostly in the univariate guise for the estimation of value at risk. Hull & White (1998) 1) The items arrive independently and randomly 2) The weight of each item is not known until its arrival 3) The profit or reward for each item is directly proportional to its weight 4) All items have the same distribution but their weight and reward vary. Mixed distribution: Dimitris & Evdokia (2005) observed that a mixture of distributions have been widely used for modeling observed situations whose various characteristics as reflected by the data differ from those that would be anticipated under the simple component distribution. He added that a probability distribution is said to be a mixture distribution if its distribution function (.) F can be written in the form 
. This definition can also be expressed in terms of probability density functions thus;
However Mood et al(2006) in their own way stated that, if f 0 (.),f 1 (.),. . . ,f n (.),. . . is a sequence of density functions which are either all discrete density functions or all probability density functions which may or may not depend on parameters and P 0, P 1, . . 
Model formulation:
We further assume that each item I is independent, and it arrival time is also independent of each other and is a random event. Also the capacity of the knapsack is known already. Meanwhile, the leftover that cannot be accepted each day constitute what we termed the capacity overflow which often lead to the loss of goodwill by the customers will be assessed by a penalty of φ per item. As such our model will embrace this penalty. This consideration is because, while the firm is maximizing the profit with respect to the selected weight, it is good to note that she must minimize her inability to satisfy the customers which implies minimizing the rate of penalty to be paid. Thus, our proposed model is: 
CONCLUSION
In this paper, we have mixed two continuous distribution using a multiplicative model. The graphical presentation showing the behavior of the variation of the parameters has been made. We have also proposed a mathematical model for a stochastic knapsack problem where the weights of the items follow a mixture of two known distribution; Exponential and Gamma. 
