Throughout this paper, we denote 2 d = 2 (Z d ), d ≥ 1, with canonical orthonormal basis {u(n)} n , and
They satisfy the commutation relations
for all 1 ≤ j , k ≤ d, where δ j,k denotes the Kronecker symbol. Consider also the bounded operator H α (λ) on 2 d defined by
or equivalently,
u n + e j + u n − e j + λe 2πi n,α u(n), n ∈ Z d .
We recall that a d-tuple α = (α 1 , . . . , α d ) ∈ R d is called typically diophantine if there exist constants c, σ > 0 (depending on α) such that
Although this set has full Lebesgue measure in R d , it is strictly smaller than the set of irrational d-tuples. For example, Liouville numbers are not typically diophantine; recall that α ∈ R is called Liouville if there exist sequences of integers {p n } n , {q n } n , q n ≥ 1, gcd(p n , q n ) = 1, and a constant c > 0 such that, for all n,
The spectrum of H α (λ) has been investigated by P. Sarnak ([6] , see also the expository paper [7] ), who proved the following theorem.
Theorem (see [6] ). Assume that α ∈ R d is typically diophantine and λ ∈ C, |λ| = a d . Then the following hold.
The proof of (ii) only uses the fact that α is irrational. Notice also that (iii) is not true for any irrational α ∈ R d . For instance, if d = 1 and α ∈ R is a Liouville number, then Gordon's argument (see [2] ; see also [7, Thm. 7.3] ) applies since V (n) = λe 2πinα is a Gordon potential, showing that for any λ ∈ C, the operator H α (λ) has no eigenvalues on 2 .
The aim of this paper is to extend the first part of Sarnak's result to any irrational α ∈ R d . More precisely, we prove the following statement.
To prove Theorem 1, we regard H α (λ) as an element of the C * -tensor product algebra A α = A α 1 ⊗ · · · ⊗ A α d and compute the spectrum of ρ(H α (λ)), where ρ is an automorphism of A α described subsequently. The inclusion Sp(H α (λ)) ⊂ S λ is proved by using a version of Weyl's uniform distribution theorem (see [10] ) contained in Lemma 2 below. For the converse inclusion, we compute the trace of the resolvent of H α (λ) in A α and use some properties of the Brown measure (see [1] ).
The next lemma is a version of Weyl's uniform distribution theorem and is equivalent to the unique ergodicity of the rotation by (e 2πiα 1 , . . . , e 2πiα d ) on T d (see, e.g., [4, Thm. 9 .2]).
We recall some basic properties of rotation algebras. For each α ∈ R, the universal C * -algebra A α is generated by two unitary operators u and v subject to the commutation relation uv = e 2πiα vu. The algebra A α is endowed with the canonical ergodic action π :
It is also endowed with the faithful tracial state τ : A α → C, defined by
which acts on finite sums of monomials by τ ( m,n a m,n u m v n ) = a 0,0 , a m,n ∈ C. We are particularly interested in the order-4 * -automorphism ρ 0 of A α that acts on its generators by ρ 0 (u) = v −1 , ρ 0 (v) = u. This corresponds to γ g 0 , where
For irrational α, the C * -algebra A α is simple (hence all its representations are faithful) and τ is the unique tracial state on A α .
Consider now an irrational α = (α 1 , . . . , α d ) ∈ R d and the universal C * -algebras A α j generated by unitaries u j and v j that satisfy
where ⊗ max denotes the maximal C * -tensor product (see [9] ). Since A α j are nuclear C * -algebras for all 1 ≤ j ≤ d, A α coincides with the spatial C * -tensor product A α 1 ⊗ · · · ⊗ A α d . Moreover, each A α j is simple; hence A α is a simple C * -algebra (see [9] ) and, as a result, the representation π is faithful. We also get automorphisms ρ and
Since * -automorphisms preserve spectrum, we get for all θ,
We notice for further use that 
A direct computation provides
Since S is norm dense in π(A α ), it follows that {φ N (a)} N is Cauchy and therefore
for all a ∈ π(A α ).
Notice that equality (4) shows also Sp(h α (λ)) = Sp(h α (|λ|)). We assume from now on that λ ∈ [0, ∞).
Furthermore, (4) shows that Sp(h α (λ)) ⊂ S λ is equivalent to the existence of some θ ∈ R d such that Sp( H α (λ, θ )) ⊂ S λ . The last inclusion is a consequence of the next two propositions.
Proof. Denote c = c λ (z)
Assume first c > 0 and z / ∈ [−2d, 2d]. Take
where
The meaning of (7) is that ξ = −Xη, where X = (α n,m ) n,m∈Z d . It is plain to check that if X is a bounded operator on 2
and (ξ n ) n satisfy (6). To prove that X is bounded, write X = r≥0 X r , where X r is obtained from X by replacing all entries α n,m for which m − n = re, r ∈ N, by zero. Each X r is bounded since
Moreover, by Lemma 2, the sequence {r −1 log |α n,n+re |} r≥1 converges uniformly in n to −c < 0 when r → ∞. As a result, there exists r 0 > 0 such that for all r ≥ r 0 , one has X r = sup n∈Z d |α n,n+re | ≤ e −cr/2 , showing that X is bounded.
Finally, assume c < 0 and take
It is easy to check that (ξ n ) n also satisfies (6) If z / ∈ [−2d, 2d], Lemma 2 shows that {r −1 log |β n,n−re |} r≥1 converges uniformly in n to c < 0 when r → ∞. So, there exists r 0 > 0 such that for all r ≥ r 0 , one has Y r ≤ e cr/2 for r ≥ r 0 and Y is bounded.
If z ∈ [−2d, 2d], choose a point z = z such that Re z = Re z and c = G(z ) − log λ < 0. Since |z − t| ≤ |z − t|, t ∈ R, it follows that 1 r log |β n,n−re | ≤ 1 r r−1
2 cos 2π θ j + n j − k α j − r − 1 r log λ for all n ∈ Z d and r ≥ 1. But, again by Lemma 2, the right-hand side tends uniformly in n to c < 0 when r → ∞; thus lim sup r→∞ r −1 log |β n,n−re | < 0 and Y is bounded in this case too. Put θ = 0 in case (i). In case (ii), take θ such that (9) holds and such that
Assume ξ = 0; for instance, ξ k = 0 for some k ∈ Z d . By (10) , it follows that ξ k+re = β r ξ k for all r ∈ Z, where
By (8), (9), and the choice of θ, one gets
When c λ (z) < 0, this implies lim r→−∞ |β r | = ∞, and thus lim r→−∞ |ξ k+re | = ∞, which contradicts ξ ∈ 2 d ; while for c λ (z) > 0, we get lim r→∞ |β r | = ∞ = lim r→∞ |ξ k+re |, which is again a contradiction. λ, θ ) ). Since the spectrum of H α (λ, θ) is independent of θ and coincides with the spectrum of h α (λ), we get the desired inclusion.
Corollary 5. For any irrational α ∈ R d and any λ ∈ C, one has
Sp h α (λ) ⊂ S λ .
Proof. Let z ∈ C\S λ . By Propositions 3 and 4, there exists
The first step in the proof of the opposite inclusion consists in computing the trace of the resolvent of h α (λ).
Then, for all z ∈ C \ S λ , one has
The analyticity of z → τ 0 ((z − H α (λ)) −1 ) on C \ S λ allows us to assume without loss of generality that z / ∈ [−2d, 2d] in the case c < 0.
Let {α k,r } k,r∈Z d be the matrix coefficients of (z − H α (λ)) −1 with respect to the orthonormal basis {u(n)} n of 2 d ; that is,
Set β r = z − d j =1 2 cos 2πr j α j , r ∈ Z d . Then (11) and
which gives
and therefore, for all k ∈ Z d and n ≥ 1,
Consider first the case c < 0 (hence implicitly λ > a d ); that is, z belongs to the "interior" of P λ . Then (13) and Weyl's theorem provide
As a result, if we assume α k,k = 0 for some k, then we get lim n→∞ |α k,k−ne | = ∞, contradicting the boundedness of (z − H α (λ)) −1 . We conclude that α k,k = 0, k ∈ Z d , which we combine with (5) to get
When c > 0, we use (13) to obtain the following for all k ∈ Z d and all n ≥ 1:
Assume α k,k+e = 0. Then (14) and Weyl's theorem provide lim n→∞ |α k,k+ne | = ∞, which contradicts again the boundedness of (z− H α (λ)) −1 . Therefore α k,k+e = 0, k ∈ Z d , and by (12),
for all k ∈ Z d , which together with (5) provides
Using the fact that the linear span of functions of form g(t 1 , . . . , t d 
Hence by (15),
.
Proof.
for all z with |z| > 2d + λ, which is impossible.
Determinants and Lidskii's theorem play an important role in the spectral analysis of non-selfadjoint operators (see [5, XII.17] ). It is therefore expected that the results of L. G. Brown on Lidskii's theorem for type II von Neumann algebras (see [1] ) could provide useful devices for such problems. Let M be a W * -algebra endowed with a faithful, normal, semifinite trace τ , and let T ∈ M ∩L 1 (M, τ ). According to [1] , there exists a unique nonnegative measure µ T on Sp(T ) \ {0} such that
for all z ∈ C (equality between subharmonic functions). By [1, Thm. 3.10] , if f is holomorphic in a neighborhood of Sp(T ) ∪ {0} and f (0) = 0, then Before completing the proof of the inclusion C λ ⊂ Sp(h α (λ)) in Theorem 1, we make some remarks on certain probability measures on R.
and the probability measures µ and µ d on R with densities f and, respectively,
The Brown measure of the selfadjoint operator h d ∈ A α coincides with the probability measure µ d supported on R and defined by 
for all n ∈ N. Therefore the Stone-Weierstrass theorem provides µ 1 = µ.
We need one more standard thing about the Cauchy transform of µ d . The Cauchy transform
is an analytic function on C \ supp(g), and one has
for all x, y ∈ R, where
It is well known (see, e.g., [8, p. 185 The functions Ᏻ µ d and Ᏻ µ α,λ are analytic on {z ∈ C; c λ (z) > 0} \ C λ and coincide on {z ∈ C; |z| > 2d + λ}; hence Ᏻ µ α,λ cannot extend analytically from H + to H − through an (open) arc from C λ . Since Ᏻ µ α,λ is analytic on C\Sp(h α (λ)), we conclude that C λ ⊂ Sp(h α (λ)).
For d = 1, the computation of the Brown measure of h α (λ) can be done explicitly
