The development of user intelfaces based on vision and speech requires the solution of a challenging statistical inference problem: The intentions and actions of multiple individuals must be inferred from noisy and ambiguous data. We argue that Bayesian network models are an attractive statistical framework for cue fusion in these applications. Bayes nets combine a natural mechanism for expressing contextual information with efJicient algorithms for learning and inference. We illustrate these points through the development of a Bayes net model for detecting when a user is speaking. The model combines four simple vision sensors: face detection, skin colol; skin texture, and mouth motion. We present some promising experimental results.
Introduction
Human-centered user-interfaces based on vision and speech present challenging sensing problems in which multiple sources of information must be combined to infer the user's actions and intentions. Statistical inference techniques therefore play a critical role in system design. This paper addresses the application of Bayesian network models to the task of detecting whether a user is speaking to the computer. This is a challenging task which can make use of a variety of sensors. It is therefore a good testbed for exploring statistical sensor fusion techniques. Speaker detection is also a key building block in the design of a conversational interface.
Bayesian networks [16, 91 are a class of probabilistic models which graphically encode the conditional independence relationships among a set of random variables. Bayesian networks are attractive for vision applications because they combine a natural mechanism for expressing domain knowledge with efficient algorithms for learning and inference. They have been successfully employed in a wide range of expert system and decision support applications. One example is the Lumikre project [6] at Microsoft, which used Bayesian networks to model user goals in Windows applications.
In this paper we demonstrate the use of Bayesian networks for visual cue fusion. We present a network, shown in Figure 4 (c), which combines the outputs of four simple "off-the-shelf" vision algorithms to detect the presence of a speaker. The structure of the network encodes the context of the sensing task and knowledge about the operation of the sensors. The conditional probabilities along the arcs of the network relate the sensor outputs to the task variables. These probabilities are learned automatically from training data.
While Bayesian network models are not yet in widespread use within the computer vision community, there is a growing body of work on their application to object recognition [ 1 I], scene surveillance [2] , video analysis [22, 7] , and selective perception [19] . Much of this earlier work relies upon expert knowledge to instantiate network parameters. In contrast, we have explored the ability to learn network parameters from training data. Learning is a key step in fusing sensor outputs at the data level.
This paper makes two contributions. First, we use a series of examples to illustrate the power of Bayesian networks in combining noisy measurements and exploiting context. We present a network architecture (network F in Figure 4 (b)) that can infer the frontal orientation of a face even though we have no explicit pose sensor.
Second, we present a solution to the speaker-detection problem which is based on commonly available vision algorithms and achieves a classification rate of 91941 on a simple test set. This result suggests that Bayesian network classifiers can provide an interesting alternative to the standard decision tree or neural network classifiers commonly used in vision applications.
The Speaker Detection Task
Speaker detection is an important component of a conversational interface for a Smart Kiosk [17, 23, 31 , a freestanding computer system capable of social interaction with multiple users. The kiosk uses an animated synthetic face to communicate information, and can sense its users with touch-screens, cameras, and microphones (see Figure I) . In this setting we would like to model and estimate or frustration Figure 1 : The Smart Kiosk detection consists of identifying users who are facing the kiosk display and talking. In particular, we want to distinguish these users from others who may be conversing with their neighbors. The public, multi-user nature of the kiosk application domain makes this detection step a critical precursor to any speechbased interaction.
To solve the speaker detection task, we use a combination of four "off-the-shelf" vision sensors: the CMU face detector [20] , a Gaussian skin color detector [24] , a face texture detector, and a mouth motion detector. They are explained in more detail below. These comDonents have the advantage of c either being easy to implement or easy to obtain, but they have not been explicitly tuned to the problem of speaker detection.
In combining the outputs of these sensors we would like to exploit cotitextual ktiowledge about their performance characteristics and about the physical design of the kiosk. For example, our kiosk design aligns the camera axis with the primary viewing direction of the kiosk display. Users who want to speak to the kiosk must be facing the display and in close proximity if they expect to be heard. As a result of this camera placement, speaking users will generate frontal face images in which lip and jaw motion is visible. Thus the detection of frontal faces provides an important cue for the presence of speakers. We will show in Section 3 that Bayesian networks provide a powerful tool for integrating vision sensors and exploiting context.
A complete solution to the speaker detection problem must include an architecture for searching an input video sequence over all possible positions, scales, and orientations. This could be done through a combination of heuristics and brute force search as in [20] . In this paper we address a simpler task: Given an image region of a specified size and position within a video frame, compute the probability that it contains a speaker. The resulting region-based speaker detector could be the basis for a global search arc hi tec ture. Each sensor can be viewed as an operator that takes an input region and outputs a scalar feature. We illustrate the variation in these features using the sample image sequence shown in Figure 2 . We applied each sensor to two sequences of input regions of length seven. The first set of regions tracks the face as the pose varies from left to right across the sequence, as illustrated in the figure. The resulting feature trajectories are plotted with solid lines in Figure 3 . They illustrate the pose dependence of the sensor outputs.
A second set of regions was obtained by scanning a window from left to right in image coordinates within a single frame. Region number four in this sequence corresponds to the middle frame in Figure 2 . It is identical to region four in the pose sequence. The resulting feature trajectories are plotted with dashed lines in Figure 3 . They illustrate the selectivity of the sensors with respect to the face.
We see that all four sensors respond selectively to frontal faces, in the sense that their responses peak when the input window is centered on the face. All of them except for the face detector are fairly insensitive to the pose of the face. The skin color sensor was the most stable under pose variation. We now describe each sensor in more detai I.
Skin Sensor
We employ skin color as a basic cue for detecting a visible face in the input window, as it is largely unaffected by the facial pose. Given skin color measurements obtained during a training phase, we fit a single gaussian color model as described in [24] . The feature is the average of the loglikelihood over the input region. The solid line in Figure 3(a) shows the stability of the skin color feature as a function of the pose of the face. The dashed line shows a gradual degradation as the input region is contaminated with background pixels.
Texture Sensor
It is well-known that many objects, such as walls, are similar in color to skin. We designed a simple texture feature to help discriminate regions containing faces from re- 
NN face Sensor
The CMU face detector [20] uses a neural network (NN) architecture to search for frontal, upright faces in images.
Since we are given a specific image position and scale to evaluate, we employ the verification network from the CMU system. Since this network is sensitive to small position errors, it is evaluated over a fixed range of displacements around the desired location and the highest score is returned. The output of this detector is plotted in Figure 3 (c). The solid curve shows the continuous output of the NN as the pose of the face varies. The output is highly saturated and orientation-sensitive. The feature is equally sensitive to
Mouth Sensor
This sensor uses the motion energy in the mouth region of a stabilized image sequence to measure chin and lip movement. A weighting mask is used to identify mouth and nonmouth pixels inside the target region. Affine tracking of the nonmouth pixels is used to cancel small face motions. The residual error in the mouth region averaged over five frames is then used as the feature. It is normalized by dividing by the residual error over the remainder of the face. This is an approximation to the optical flow approach to lip motion analysis proposed in [ 121.
In the absence of an accurate segmentation of the face pixels, the sensor is sensitive to significant head rotation. As the face pose approaches a profile view, residuals around the occluding contour increase, biasing the sensor. This effect is apparent in the "jaggedness" of the solid curve in Figure 3(d) .
We selected the skin, texture, neural net, and mouth sensors described above on the basis of their availability, simplicity, and relevance to the task. Other sensors could undoubtedly be used. In the next section we demonstrate how Bayesian networks can be used to combine these simple sensors into a more complex speaker detector.
Bayesian Networks for Speaker Detection
A Bayesian network [ 16, 91 is a directed acyclic graph in which nodes represent random variables, and the absence of arcs represents conditional independence in the following formal sense: A node is independent of its nondescendants given its parents. Informally, we can think of a node as being "caused" by its parents. Figure 4(a) gives an example of a simple network which models the presence of a face in the input region.
Given a Bayesian network graph, we can factor the joint distribution over all of the variables into the product of local terms: Pr(X1,. . . , X n ) = n, Pr(X,IPa (X,)), where Pa ( X , ) are the parents of node X , , and Pr(X,IPa (X,)) is the conditional distribution of X , given its parents. If all of the nodes are discrete (as we assume throughout this paper), the conditional distributions can be represented as conditional probability tables, called CPTs. (See Table 2 for an example.) However, we can also allow the nodes to be continuous and employ conditional Gaussians. Both CPTs and Gaussian parameters can be learned from training data using EM. See [ 131 for more details.
There are two computational tasks that must be performed in order to use these networks as classifiers. After the network topology has been specified, the first task is to obtain the local CPT for each variable conditioned on its parent(s). Once the CPTs have been specified (either through learning or from expert knowledge), the remaining task is inference, i.e., computing the probability of one set of nodes (the query nodes) given another set of nodes (the evidence nodes). In speaker detection the evidence nodes are the discretized outputs of the four vision sensors and the query node is the probability of a detected speaker. See [9] for more details on the standard Bayesian network algorithms. We now explore the representational power of Bayesian networks through a series of four examples, culminating in the speaker detection network. The first example is the naive Bayesian classijier (network N) shown in Figure 4(a) . The leaves represent observable features (the outputs of our sensors, suitably discretized), and the root node represents an unobserved variable, visible, which has value 1 if a face is visible in the input region, and 0 otherwise. This network acts as a face detector.
We are interested in computing Pr(VIS, T , N ) , where V represents visible, S represents the color-based skin sensor, T represents the face texture sensor, and N represents the NN face sensor. This quantity can be used in a decision rule, such as inferring that a face is present whenever
Network N is a poor model for a visible face because it fails to take into account the fact that the NN face sensor can only detect frontal faces. This missing contextual knowledge can easily be incorporated into our network model by means of an additional hidden variable F , for frontal. F takes on the values 1 for frontal faces, 0 for nonfrontal faces, and 2 for not-applicable (in the case where
We can build a separate naive Bayes classifier for F , with just one child, N . When we combine the two classifiers into a single network, we end up with apolytree structure (network P). This is shown in Figure 4 (b) as the graph in which the dotted edge is absent. A polytree is a directed graph whose underlying undirected graph is a tree, i.e., an acyclic graph. Intuitively, we can think of a polytree as multiple directed trees grafted together in such a way as to not introduce any undirected cycles.
Polytrees are more powerful than naive Bayes models, since variables such as NN face can have multiple parents. However, the fact that frontal depends upon visible (since P r ( F = 21V = 0) = 1.0) is not encoded in network P. We can model this additional fact by adding an extra arc, shown as a dotted line in Figure 4 (b) . This results in a graph with an undirected cycle, which we will call network F (the complete face detection network).
Network F has some interesting properties. For example, consider the case where N = 0, meaning that the neural network has not detected a face, but S = 1 and T = 1, meaning that the skin and texture sensors have detected a face. In the case of network N, these contradictory sensor readings would have the effect of reducing P r ( V = 1). In network F, however, the fact that N = 0 can be explained away by the fact that F = 0 despite the fact that V = 1, since we know that the neural network cannot detect nonfrontal faces. Hence we not only increase the classification accuracy on V, but we also infer the value of F without directly measuring it. The phenomena of explaining away is a key property of Bayesian network models for cue fusion.
The complete vision-based speaker detection network (network S ) is shown in Figure 4 (c), where we have introduced an additional measurement variable mouth motion ( M ) and hidden variable speaking (S). S is the desired output, the probability of a speaker being present in the input region. Note that the arcs connecting speaking to visible and frontal encode the contextual knowledge about camera placement described in Section 2.
Notice also that network F can be viewed as being "plugged in" as a module into network S. This is because the visible and frontal nodes separate (in a certain technical sense) all of the nodes in network F from the additional nodes speaking and mouth. The idea of reusing network components by plugging them into larger networks is formalized in [ IO] under the name object-oriented Bayesian networks.
Experimental Results
We conducted two experiments using a common dataset. The first experiment compared the face detection performance of networks P and F in order to quantify the benefit of the more complex network topology. The second experiment tested the speaker detection performance of network S. Our implementations were based on the Buyes Net Toolbox for Matlab 5 which is freely available from the second author.'
The dataset for both experiments was generated from 80 five-frame video clips of faces. For each clip we manually labeled the position (bounding box) and pose (frontal, nonfrontal, or not applicable) of the face in the first frame. We also randomly sampled 80 non-face regions from the backgrounds of these clips. We applied each of the four sensors to these 160 regions. The color, texture, and neural network sensors were applied to the first frame in each clip, while the mouth motion sensor used all five frames. We discretized the results using two bins for the skin detector, two for the neural network detector, and three for the texture detector. We used half of our data for training and half for testing. When training, we presented the values of all the nodes to the network. When testing, we presented the values of the sensors, and computed the marginal probabilities of the hidden nodes.
Face Detection Experiment
The first experiment compared the ability of networks P and F in Figure 4 (b) to estimate V and F. We declared V = 1 if P r ( V = 1) > P r ( V = 0). Equivalently, we declared F = a r g m a x P r ( F ) . An error was counted if either V or F were incorrect. The results are shown in Table 1 . described in [9] ). Fortunately, a number of freely available software packages contain good implementations of these routines. Table 2 : The learned CPT for the neural network detector node in network G . When the face is visible and frontal (fourth row), the probability that the neural network will detect it is 0.9945; but when the face is visible and nonfrontal (second row), the probability it will detect it is only 0.1623. Rows with 0.5 in them correspond to values of the parent nodes that were never seen in the training data (because they are impossible).
In this experiment, all of the errors were due to incorrectly estimating F for images where V = 1. This reflects the inherent ambiguity in the concept of "frontal pose". The threshold on the pose angle used by the human labeler is likely to be inconsistent with that implicitly defined by the neural network, resulting in errors in F . This explains why the performance on the test set can exceed the performance on the training set (as in the polytree case).
Speaker Detection Experiment
In the second experiment we evaluated the speaker detector (network s) using three sets of test data. The first set contained regions with frontal faces equally divided between speaking and nonspeaking. The second, nonfrontal set contained faces at a variety of nonfrontal poses. The final nonfuce set consisted of regions that did not contain a face. As before, we computed S = a r g m a x P r ( S ) in scoring the network output. The results for the training and testing data are given in Table 3 . The average test score on face regions was 91%.
Frontal It is clear that the full network model performs better than the polytree model. To understand why, we examined the CPT for the NN face node, shown in Table 2 . We can see that it has learned that the neural network is good at detecting frontal faces, but not good at detecting non-frontal faces; the general model (but not the polytree model) can gests that the mouth sensor was fairly reliable for frontal faces.
The controlled lighting and lack of background motion in our dataset undoubtedly contributed to the success of these two experiments. We plan to validate our network designs futher under more challenging experimental conditions, including variable lighting and moving background clutter.
Conclusions and Future Work
We have demonstrated a general approach to solving vision tasks in which Bayesian networks are used to combine the outputs of simple sensing algorithms. Bayesian networks provide an intuitive graphical framework for expressing contextual knowledge, coupled with efficient algorithms for learning and inference. They can represent complex probability models, but their learning rules are simple closed-form expressions given a fully-labeled data set.
Context is a particularly powerful cue in user-interface applications since it can be exploited and reinforced in the design of the interface. For the speaker detection task we exploited two contextual cues: the fact that a speaker's face image will be frontal, and the fact that the CMU face detector can only detect frontal faces. One result is network F in Figure 4 (b), which can infer the frontal orientation of a face even though we have no explicit pose sensor.
The combination of multiple vision algorithms based on contextual information is a feature of many successful vision systems. For example, the vision-based kiosk described in [5] also exploits the alignment of camera and display axes and uses a combination of multiple sensing modules. It includes a clever hardware design for physically integrating the camera and the display. An alternative to fusing many simple sensors is to design complex algorithms that jointly measure a large number of hidden states. For example, speaker detection could also be performed using the output of a real-time head and lip tracking system such as LAFTER [ 141, In this instance the primary advantage of our sensor fusion approach is its simplicity of implementation. It is quite likely that greater accuracy could be obtained with a more complex and specialized sensor.
However, as we move from sensing well-defined attributes like speech production to more abstract quantities such as the user's interest level, it becomes increasingly difficult to imagine designing a single highly specialized sensor. We believe that the full power of the Bayesian network approach will become apparent in this limit.
Our speaker detection experiments using the network of Figure 4 (c) demonstrated classification rates of 91% on a controlled test set. This result suggests that Bayesian networks can provide an interesting alternative to the standard decision tree and neural network classifiers that are often used in vision applications.
In future work we plan to add speech sensing to the speaker detection network and experiment with multimodal inference. We will further validate our network designs on a large subject population under realistic conditions of background clutter. We also plan to explore the use of dynamic Bayesian networks (DBNs) to capture temporal attributes of users. Some interesting previous work in dynamic cue fusion includes the SERVP [4] and IFA [21] architectures, coupled HMM models [I] , and mixed-state DBNs [ 151.
Going beyond low-level cue fusion, we would like to use Bayes nets as a framework for integrating high-level reasoning with low-level sensing. With a suitable utility model it should be possible to close the loop between sensing and action in a sound, decision-theoretic manner [6] .
