The paper compares one-period ahead forecasting performance of linear vector-autoregressive (VAR) models and single-equation Markov-switching (MS) models for two cases: when leading information is available and when it is not. The results show that single-equation MS models tend to perform slightly better than linear VAR models when no leading information is available. However, if reliable leading information is available, single-equation MS models tend to give somewhat less precise forecasts than linear VAR models.
Introduction
To the best of our knowledge, there is no publicly available paper that would discuss the forecasting performance of Markov-switching models used to forecast Latvia's gross domestic product (GDP). Thus, this paper is the first attempt to fill the gap in the forecasting literature by comparing one-period ahead forecasting performance of single-equation Markov-switching (MS) and linear vector-autoregressive (VAR) models using Latvia's macroeconomic data.
We use MS models developed in Hamilton (1989) and in a series of papers by Krolzig (see Krolzig, 1998 Krolzig, , 2000 Krolzig, , 2003 , among others), written in a GAUSS code by Bellone (2005) , and adapted to Scilab environment by Dubois and Michaux (2010) in econometrics toolbox Grocer.
The paper is organized as follows. Section 2 describes the model and its estimation. Section 3 presents the results for the one-period ahead forecasting performance of single-equation MS and linear VAR models expressed in terms of root mean squared forecast error (RMSFE) for both cases when leading information is available and when it is not available. Following the results in Buss (2009) that an extra regular differencing of the data might improve the forecasting precision during the switch of the business cycle phases, we also show results for the case when the data are subject to two regular differences, instead of one. Finally, Section 4 concludes.
Methodology 2.1 The Model
Consider a single-equation Markov-switching model whose parameters are, at least partly, unconditionally time-varying but constant when conditioned on an unobservable discrete regime variable ∈ {1, . . . , }:
where is a scalar dependent variable at time , = ( 1 , . . . , ) ′ is an ( × 1) vector of exogenous regressors at time subject to switching regimes, = ( 1 , . . . , ) ′ is a ( × 1) vector of exogenous regressors at time that are not subject to switching regimes, is a ( × 1) vector of regression coefficients which are regime independent, and is a Gaussian error term subject to regime changes.
Parameter shift functions and 2 describe the dependence of the model's parameters and 2 on the regime variable :
′ be the information set at − 1. The unobservable realizations of the regime ∈ {1, . . . , } are generated by an M-state irreducible ergodic Markov stochastic process that is independent of ℐ −1 or current exogenous variables, and , and is defined by its transition probabilities:
that can conveniently be represented with a transition matrix
Model (1) can be reduced to such special cases as
• the mean-variance model:
• the Markov-switching autoregressive (MS-AR) regime-dependent model:
• the MS-AR intercept regime-dependent model:
for any of the above models.
Estimation
The model is estimated by the maximum likelihood in the following steps:
1. set the initial values of parameters and estimate the model recursively with the Expectation-Maximization (EM) algorithm, 2. compute smoothed probabilities, 3. forecast observed variables.
The rest of the section gives a more detailed look on the procedure, see also Ch. 22 in Hamilton (1994) . Denote a random ( × 1) vector whose th element is equal to unity if = and zero otherwise:
(6) If = , then the th element of +1 is a random variable that takes on the value unity with probability and zero otherwise. Thus, the conditional expectation of +1 given = is
which implies ( +1 | ) = P and from Markov property
which implies
where
is a martingale difference sequence.
′ be the conditional expectation of , and let := ( ′ , ′ , ) ′ be the vector of parameters characterizing the conditional density. Then the conditional probability density function is
If there are different regimes, then there are different densities represented by (11), that are collected in an (
Collect and the transition probabilities governing (11) in a vector of parameters . Let ( = |ℐ , ) denote the analyst's inference about the value of based on data obtained through date and based on knowledge of the population parameters . This inference takes the form of a conditional probability that the analyst assigns to the possibility that the th observation was generated by regime . Collect these conditional probabilities ( = |ℐ , ) for = 1, 2, . . . , in an ( × 1) vectorˆ | . Collect the forecasts of such probabilities at + 1 given observations obtained through date ,
Note that it is assumed that and are exogenous, that is, and contain no information about beyond that contained in ℐ −1 . Hence, the th element ofˆ | −1 could also be described as ( = | , , ℐ −1 , ). The th element of the ( × 1) vector (ˆ | −1 ⊙ ), where ⊙ denotes the element-byelement product, can be interpreted as the conditional joint density-distribution of and :
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The density of conditioned on past observables is the sum of the magnitudes in (13) for = 1, 2, . . . , . This sum can be written in vector notation as
where 1 is an ( × 1) vector of 1s.
If the joint density-distribution in (13) is divided by the density of in (14), the result is the conditional distribution of :
Hence, from (14),
But recall from (13) that the numerator in the expression on the right side of (15) is the th element of the vector (ˆ | −1 ⊙ ) while the left side of (15) is the th element of the vectorˆ | . Thus, collecting the equations in (15) for = 1, 2, . . . , into an ( × 1) vector produceŝ
To obtainˆ +1| , take expectations of (9) conditional on ℐ :
Since +1 is a martingale difference sequence with respect to ℐ , (17) becomeŝ
The optimal inference and forecast for each date in the sample are found by iterating on the pair of equations (16) and (18). Given a starting valueˆ 1|0 and an assumed value for the population parameter vector , one can iterate on (16) and (18) for = 1, 2, . . . , to calculate the values ofˆ | andˆ +1| for each date in the sample. The log likelihood function L ( ) for the observed data ℐ evaluated at the value of that is used to perform the iterations is calculated as a by-product of this algorithm from
and maximized numerically with respect to . When the model is estimated, the smoothed probabilities can be calculated. Letˆ | represent the × 1 vector whose th element is ( = |ℐ , ). For < it represents the smoothed inference about the regime the process was 5 in at date based on data obtained on through some later date . Smoothed inferences are calculated using an algorithm developed by Kim(1993) . In vector form, this algorithm can be written aŝ
where the sign ⊘ denotes element-by-element division. The smoothed probabilitiesˆ | are found by iterating on (20) backward for = − 1, − 2, . . . , 1. This iteration is started withˆ | , which is obtained from (16) for = . This algorithm is valid only when follows a first-order Markov chain, when the conditional density (11) depends on , −1 , . . . only through the current state , and when and , the vectors of explanatory variables other than the lagged values of , are strictly exogenous, meaning that and are independent of for all and (see Appendix 22.A in Hamilton, 1994) . From the conditional density (11) it is straightforward to forecast +1 conditional on knowing ℐ , +1 , +1 and +1 :
There are different conditional forecasts associated with the possible values for +1 . Note that the unconditional forecast based on actual observable variables is related to these conditional forecasts by
Note that although the Markov chain itself admits the linear representation, +1 = P + +1 , the optimal forecast of +1 is a nonlinear function of observables, since the inferenceˆ | in (16) depends nonlinearly on ℐ .
Results
The dependent variable of the model (1) is Latvia's quarterly GDP series from 1995 1 till 2009 3. The explanatory variables are an aggregate of a few components of the GDP from the production side ( ), imports ( ), net exports ( ), and money supply M1 ( ). All series are quarterly, expressed in logs, and 6 once regularly and once seasonally differenced, except , that is not seasonally differenced. For comparison, we also run models on series for which one regular differencing of the data is replaced with two regular differences due to the result in Buss (2009) that an extra regular differencing might improve the precision of one-period ahead forecasts during a switch of the business cycle phases. Appendix 1 contains a more detailed description of the data. All calculations are performed in Scilab with the aid of its econometrics toolbox Grocer.
The results are summarized in four tables. Tables 1 and 2 show the results about models imposed on once regularly differenced series, while Tables 3 and 4 -on twice regularly differenced series. Tables 1 and 3 give results about models that use leading information, that is, it is assumed in these tables that variables , , and are known one period ahead of the GDP, so the four explanatory variables are used as leading indicators. Note that, in this case, the exogeneity assumption of the explanatory variables no Tables 2 and 4 assume there is no leading information, so the timing of the four explanatory variables there coincide with the timing of the GDP. Table 1 shows root mean squared forecast errors (RMSFE) for the full sample, the first half of the sample (RMSFE1.half) and the second half of the sample (RMSFE2.half) from one-period ahead pseudo real-time forecasts beginning at sample size 19 from single-equation Markov-switching (MS) and linear vector autoregressive (VAR) models with leading information on once regularly differenced series to compare the predictive performance of the two types of models. VAR models are specified by their endogenous variables (first parenthesis) and a lag order (second parenthesis). MS models are specified by the number of regimes (first parenthesis), whether the model is autoregressive (AR) or autoregressive distributed lag (ARDL) model with the explanatory variables other than the endogenous lagged variable specified in parenthesis; next, follows the specification of the lag orders for each explanatory variable along the indication of their dependence (s) or independence (ns) of the regime; finally, it is specified whether the model contains an intercept (c) and whether the intercept is switching (s) or not (ns). The sample is split in halves because the first half of the sample contains a smooth growth whereas the second half of the sample contains a rapid economic downturn, so one can see how the forecasting performance of the models changes along a business cycle. The least RMSFE for each sample space is framed.
The forecasting performance of VAR models is shown in the first four rows in Table 1 . Model (1) contains two endogenous variables, GDP and ; one can see from models (2) to (4) that an addition of endogenous variable to the model slightly deteriorates the one-period ahead forecasting performance of the first model, whereas an addition of or slightly improves it for the second half of the sample. Now, let us discuss the forecasting performance of MS models, starting with MS-AR ones. Model (5) is the mean-variance model since it does not contain any other regressors than a switching constant. Models (6) and (7) are MS-AR models with switching autoregressive coefficient and a non-switching constant. Model (8) is an MS-AR model with non-switching autoregressive coefficients but a switching intercept. It can be seen that these four models, (5) Table 2 : A comparison of one-period ahead pseudo real-time forecasting performance from single-equation MS and VAR models without leading information on once regularly differenced series in terms of RMSFE for the full sample, first half of the sample and second half of the sample. The least RMSFE in each sample space is framed. Table 3 : A comparison of one-period ahead pseudo real-time forecasting performance from single-equation MS and VAR models with leading information on twice regularly differenced series in terms of RMSFE for the full sample, first half of the sample and second half of the sample. The least RMSFE in each sample space is framed. Table 4 : A comparison of one-period ahead pseudo real-time forecasting performance from single-equation MS and VAR models without leading information on twice regularly differenced series in terms of RMSFE for the full sample, first half of the sample and second half of the sample. The least RMSFE in each sample space is framed.
poorly in the second half of the sample, although are still competitive in the first half of the sample. Next, consider four MS-ARDL models, (9)-(12), with switching slope coefficients and a non-switching intercept. It can be seen that model (9), which is a close counterpart to model (1), performs slightly better than model (1) in terms of RMSFE in both halves of the sample. Similarly, model (10), which is a close counterpart to model (2), performs slightly better than the latter in all sample spaces. However, models (11) and (12) seem to perform slightly worse than their VAR counterparts, (3) and (4), respectively. Finally, models (13) and (14) exclude a constant and allow for switching coefficients for lagged GDP and , but fix other coefficients. One can see that these two models perform well in both halves of the sample. To summarize information in Table 1 , the forecasting performance of the two model types is similar, with the least RMSFE for the first half of the sample obtained by an MS model, and the least RMSFE for the second half of the sample and the full sample -by linear VAR. Next, consider Table 2 that summarizes the forecasting performance of linear VAR and single-equation MS models when no leading information is available. As in the previous table, the first four models are VAR ones with different sets of endogenous variables. Model (5) is the mean-variance model with a switching intercept being the only regressor. Regardless of the simplicity of model (5), it shows a slightly better forecasting performance than any of the VAR models considered in any sample space. Models (6) to (8) introduce non-zero number of lags. It can be seen that introducing two lags of the dependent variable and allowing slope coefficients to be regime-dependent, further improves the forecasting performance of the MS-AR model for all sample spaces. Models (9)-(12) are single-equation MS counterparts to the linear VAR models (1)- (4), respectively. One can see that all four MS models perform better than the respective VAR models for all sample spaces, except model (11) for the first half of the sample. The results for models (13)- (14) show that allowing only the coefficients for lagged dependent variable to switch does not improve the forecasting performance. To summarize Table 2 , single-equation MS models tend to perform slightly better than linear VAR models in terms of one-period ahead forecasting performance on once regularly differenced series when no leading information is available.
Following the result of Buss (2009) that, during a switch of the business cycle phases, the short-term forecasting performance might improve if two, instead of one, regular differencing is implemented, Tables 3 and 4 show results for twice regularly differenced data. Table 3 summarizes a comparison of oneperiod ahead pseudo real-time forecasting performance of single-equation MS and linear VAR models with leading information on twice regularly differenced series. One can see that the performance of MS models lags behind that of VAR counterparts. Table 4 shows the results of single-equation MS and linear VAR models without leading information on twice regularly differenced series. Table 4 shows that, comparing the models with the same variables and lag order, single-equation MS models (15)-(18) tend to give smaller RMSFE than the corresponding linear VAR models for all sample spaces, except for model (17) for the first half of the sample.
The results show that, if leading information is available, a second regular differencing of the data does not seem to improve the forecasting precision during a switch of the business cycle phases. However, if no leading information is used, the second regular differencing appears to improve forecasting precision, which is in line with the results in Buss (2009) , where no leading information was used.
Conclusions
To the best of our knowledge, this is the first publicly available paper that attempts to evaluate short-term forecasting performance of MS models for Latvia's economy. This paper compares one-period ahead pseudo real-time forecasting performance of single-equation MS models compared to linear VAR models with and without leading information. The results show that when leading information is available, the forecasting performance of single-equation MS models is slightly worse than linear VAR models. On the contrary, if there is no leading information at hand, MS models tend to perform somewhat better in terms of one-period ahead forecasts than their linear VAR counterparts.
The results also show that if leading information is available, a second regular differencing of the data does not appear to improve the forecasting precision during a switch of the business cycle phases. However, if no leading information is used, the second regular differencing appears to improve forecasting precision, which is in line with the results in Buss (2009) where no leading information was used.
