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Abstract
We study the regularization problem for linear, constant coecient descriptor systems
E _x  Ax Bu; y1  Cx; y2  C _x by proportional and derivative mixed output feedback.
Necessary and sucient conditions are given, which guarantee that there exist output
feedbacks such that the closed-loop system is regular, has index at most one and E  BGC
has a desired rank, i.e., there is a desired number of dierential and algebraic equations.
To resolve the freedom in the choice of the feedback matrices we then discuss how to
obtain the desired regularizing feedback of minimum norm and show that this approach
leads to useful results in the sense of robustness only if the rank of E is decreased. Nu-
merical procedures are derived to construct the desired feedback gains. These numerical
procedures are based on orthogonal matrix transformations which can be implemented
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1. Introduction
We consider linear, time-invariant descriptor systems of the form
E _xt  Axt  But; xt0  x0;
y1t  Cxt; 1
y2t  C _x;
where E;A 2 Rnn;B 2 Rnm;C 2 Rpn;C 2 Rqn. We assume without loss of
generality that B is full column rank and that C and C have full row rank. If
this is not the case then the system can easily be transformed so that these
conditions hold.
For generalized state-space systems of form (1), unique (classical) solutions
are guaranteed to exist if E;A is regular, i.e., if detaE ÿ bA 6 0 for some
a; b 2 C2. The index of system (1), denoted by indE;A, is the dimension of
the largest block associated with an infinite eigenvalue in the Kronecker ca-
nonical form of E;A [11]. Systems that are regular and of index at most one
can be separated into purely dynamical and algebraic parts (fast and slow
modes), and in theory the algebraic part can be eliminated to give a reduced-
order standard system. The reduction process, however, may be ill-conditioned
for numerical computation and lead to large errors in the reduced-order system.
If the system is not regular or if indE;A > 1, then impulses can arise in the
response of the system if the control is not suciently smooth [12,20]. Since the
linear constant coecient system is usually only a model that approximates a
nonlinear model, disturbances in the real application will in general lead to
impulsive solutions if the system is of index higher than one. Therefore, an
appropriate feedback control is needed to ensure that the closed-loop system is
regular and of index at most one, and if there are several such feedbacks, then
we need to specify how the non-uniqueness can be resolved.
We therefore study the following problem.
Problem 1 (The output feedback regularization problem). For a system of the
form (1) and an integer r6 n, give necessary and sufficient conditions to ensure
the existence of feedback matrices F 2 Rmp; G 2 Rmq, such that the closed-
loop system pencil E  BGC;A BFC is regular, has index at most one and
rank E  BGC  r.
Descriptor systems of the form (1) where C  C, that is, where the same
states and derivatives are available in the measured output, have been studied
extensively in recent years, since they allow automatic model generation (see
[4,8,16] and the references therein). Systems where dierent states and deriv-
atives are output, that is, where C 6 C, have not previously been investigated
in the literature, although they arise commonly in practice.
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In mechanical multi-body motion, for example, velocities and accelerations
can often be measured more easily than states (e.g., by tachometers or accel-
erometers). Such systems frequently take the second-order form
Mz
::  K _z Pz  B1 _u B2u 2
and can be written in the generalized state space form
M 0
K I
 
_z
_v
 
 0 IÿP 0
 
z
v
 
 B1
B2
 
u: 3
We remark that in (2) the matrix M may be singular. If M is non-singular,
then further reductions can be applied to system (3) to obtain a descriptor
system in form (1) where E is block diagonal, or even in standard state-space
form where E  I is the identity. From a numerical point of view, however, it is
desirable to avoid inverting the matrix M (see [13]) and it is, therefore, pref-
erable to write the system in generalized form (3).
If the velocities _z of the states of the system can be measured, then the states
v  M _zÿ B1u are also available and the outputs
y1  Cx  0 I  zv
 
; y2  C _x  I 0  _z_v
 
can be used separately to modify the system by either proportional or deriv-
ative feedback, respectively. The corresponding closed loop state-space system
matrices then take the form
E  BGC  M  B1G 0
K  B2G I
 
; A BFC  0 I  B1FÿP B2F
 
:
Dierent eects can, therefore, be achieved by feeding back either the deriva-
tives _z or the states v. In particular, in the case where M is singular, but
rankM ;B1  n, the feedback G can be chosen such that M  B1G is invertible
and well-conditioned [2], giving a robust closed loop system that is regular and
has index zero. The feedback matrix F can be chosen separately to assign the
poles of the system [14], for example, or to achieve other objectives.
The feedback design problem, Problem 1, has been discussed in a series of
papers (see [1,3,4,7,18,19] and the references therein) in cases where C  C. For
the case C 6 C, preliminary results appear in [17]. The previous studies are all
incomplete, however, since the set of possible ranks for E  BGC has not been
completely characterized. In Section 2 we give the complete characterization,
which includes, in particular, the characterization given in [17].
For certain choices of ranks, reliable numerical methods for constructing the
regularizing feedbacks are presented in [1–4,7,17]. Usually, the design of the
feedback matrices still contains freedom, however, which can be resolved in
many dierent ways. One choice is to select the feedbacks such that the closed
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loop system is robust, or insensitive to perturbations, and, in particular, such
that it remains regular and of index at most one under perturbations (due, for
example, to disturbances or parameter variations) [1,3]. This choice can also be
shown to maximize a lower bound on the stability radius of the closed loop
system (see [6]). Another natural choice would be to use minimum norm
feedbacks, which would be a least squares approach. This approach has not
been investigated previously. For this reason we also study the following
problem.
Problem 2 (The minimum norm output feedback regularization problem). For
a system of the form (1) and an integer r6 n, characterize infk F G k for all
matrices F ;G such that E  BGC;A BFC is regular, has index at most one
and rank E  BGC  r. Here k k can be any consistent matrix norm.
We will show in Section 4 that it is in general not a good idea to use the
minimum norm feedback since it does not lead to a robust regularization,
particularly in the case where the chosen integer r is larger than or equal to
rank E.
The main ingredients for the analysis of the system properties, as well as for
the construction of the appropriate feedbacks, are condensed forms under
orthogonal equivalence transformations which can be implemented via nu-
merically stable methods. We describe such forms in Section 3.
We denote a full column rank matrix with its columns spanning the right
nullspace of the matrix M by S1M and with its columns spanning the right
nullspace of MT by T1M, respectively. Furthermore we use the following
abbreviations:
re : rankE; ra : rankA; rb : rankB; rc : rankC;
reb : rank E B ; rec : rank EC
 
; rebc : rank E BC 0
 
: 4
In all the following discussions the rank of the closed loop matrix
E  BGC is allowed to vary in order to have more freedom in the choice of
feedbacks. The set of all possible ranks for this matrix is easily characterized,
e.g. [7], as
Pebc : frankE  BGC j G 2 Rmqg
 fr j r is an integer and reb  rec ÿ rebc6 r6 minreb; recg: 5
It should be observed, however, that the objectives in the output feedback
regularization problem can not be achieved for all these achievable ranks, i.e.,
for some choices of r the resulting closed loop system cannot be made regular
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and of index at most one. Therefore the set of possible ranks has to be re-
stricted further and one of the main objectives of this paper is to characterize
this restricted set of possible ranks.
2. Output feedback regularization
In this section we give a complete solution to the output feedback regular-
ization problem. To do this we need to introduce several more spaces.
Sec : S1
E
C
" # !
; Teb : T1 E B ;
~Seb : S1T T1BE; ~Tec : T1ES1C; 6
~T 0ec : T1
E
0pn
" #
S1C
 !
:
These spaces look complicated, but they can be determined easily in a nu-
merically stable way using condensed forms under unitary similarity trans-
formations. From the dimensions of these spaces we can obtain the following
quantities, which are needed to characterize the solution of the output feedback
regularization problem. Set
a1 : min rebc ÿ reb; rankT TebA~Seb ÿ rankT TebASec
ÿ 
;
a2 : min rebc
 
ÿ reb; rank ~T 0ecT
A
C
" #
~Seb
 !
ÿ rank ~T 0ecT
A
C
" #
Sec
 !!
ÿ a1;
a3 : rebc ÿ reb ÿ a1 ÿ a2: 7
Now we can state our first main result.
Theorem 1. Given a system of the form (1) with E;A 2 Rnn; B 2 Rnm;
C 2 Rpn; C 2 Rqn, and let a2; a3 be as in (7).
Then there exist feedback matrices F 2 Rmp and G 2 Rmq, such that
E  BGC;A BFC is regular, has index at most one and rankE  BGC  r if
and only if
reb  rec ÿ rebc  a36 r6 reb  rec ÿ rebc  a2  a3 8
and the following three conditions hold
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rankT TebA~Seb  nÿ reb; 9
rank  ~T 0ecT
A
C
 
Sec
 
 nÿ rec; 10
rankT TebASecP nÿ rebc: 11
Proof. The proof is very technical and does not give much insight. Solvability is
established using the condensed forms (15) and (19) derived in Section 3.
Details are given in Appendix A. The required feedback matrices are con-
structed directly from condensed form (15) using numerically stable transfor-
mations. The procedure is given in Appendix B. 
As direct corollaries of Theorem 1 we obtain the characterizations in the
following special cases:
(i) C  C, where the same states as derivatives are available for feedback;
(ii) C  0, where only derivative feedback is available;
(iii) C  0; C  I , where proportional state feedback alone is available.
Corollary 2 [7]. Given a system of the form (1), let C  C, and a1 be as in (7).
Then there exist feedback matrices F ;G such that E  BGC;A BF C is reg-
ular, has index at most one, and rankE  BGC  r if and only if
reb  rec ÿ rebc6 r6 rec ÿ a1; 12
and the three conditions (9), (11) and
rank ~T TecASec  nÿ rec 13
hold.
Proof. Since C  C, by the condensed form (19), derived in Section 3, it is easy
to verify that
rank ~T TecASec  rank  ~T 0ecT
A
C
 
Sec
 
; a3  0; a2  rebc ÿ reb ÿ a1:
Hence, Corollary 2 follows directly from Theorem 1. 
Corollary 3. Given a system of the form (1), let C  0, and a1 be as in (7). Then
there exists a feedback G such that E  BGC;A is regular, has index at most
one and rankE  BGC  r if and only if
rec ÿminrebc ÿ reb; rank ~T TecA~Seb ÿ rank~T TecASec6 r6 rec ÿ a1; 14
and the three conditions (9), (11) and (13) hold.
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Proof. Since C  0, we have that
rank ~T TecASec  rank  ~T 0ecT
A
0
 
Sec
 
;
a3  rebc ÿ reb ÿminrebc ÿ reb; rank~T TecA~Seb ÿ rank ~T TecASec
and
reb  rec ÿ rebc  a2  a3  rec ÿ a1:
Thus, Corollary 3 follows directly from Theorem 1. 
Corollary 4 [2]. Given a system of the form (1), let C  0;C  I . Then there
exists a feedback F such that E;A BFC is regular and has index at most one if
and only if (11) holds.
Proof. Since C  0;C  I , we have that (11) holds if and only if
rank E AS1E B   n, which is equivalent to the existence of the propor-
tional state feedback F such that E;A BF  is regular and has index at most
one, see [14,2]. 
Theorem 1 and the associated corollaries give complete coordinate free
solutions to the output feedback regularization problem. In practice, however,
it is important to be able to check the necessary and sucient conditions and
also to construct the regularizing feedbacks via numerically stable methods.
We describe numerical procedures to determine the quantities in the nec-
essary and sucient conditions via the computation of condensed forms under
orthogonal equivalence transformations in Section 3. From these condensed
forms, we can then also determine the desired feedback matrices. A numerical
algorithm for the computation of the feedbacks is given in Appendix B.
3. Condensed forms
In order to make the results of the previous section useful from an appli-
cation point of view, we need to be able to determine the appropriate dimen-
sions in a numerically stable way. This can be done via condensed forms under
orthogonal equivalence transformations. We present now several such con-
densed forms. These condensed forms are slight modifications of the condensed
forms in [2,4,7,17].
Theorem 5. Let E 2 Rnn; B 2 Rnm; C 2 Rqn. Then there exist orthogonal
matrices U ; V ; P and W of appropriate dimensions such that
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UEV 
t1 t2 t3 s4 s5
t1
t2
t3
t4
t5
E11 0 0 0 0
E21 E22 0 0 0
E31 E32 E33 E34 0
E41 E42 0 E44 0
0 0 0 0 0
26666664
37777775
;
UBP 
t3 t4
t1
t2
t3
t4
t5
0 0
0 0
B31 B32
0 B42
0 0
26666664
37777775
; 15
W CV 
t1 t2 t3 s4 s5
s4
t1
C11 C12 0 C14 0
C21 0 0 0 0
 
;
with nonsingular blocks E11, C21, E22, E33, B31, B42, C14.
Proof. See [4,7]. 
From this condensed form we immediately obtain a characterization of the
ranks introduced in (4).
Corollary 6. Let E 2 Rnn; B 2 Rnm; C 2 Rqn be in the condensed form (15).
Then
rebc  t1  t2  t3  t4  s4;
rec  t1  t2  t3  s4;
reb  t1  t2  t3  t4;
rb  m  t3  t4;
rc  q  t1  s4:
16
Proof. We immediately obtain from (15) that
t1  rc  reb ÿ rebc;
t2  rebc ÿ rb ÿ rc;
t3  rb  rec ÿ rebc;
t4  rebc ÿ rec;
t5  nÿ reb
s4  rebc ÿ reb;
s5  nÿ rec:
Adding and subtracting these equations yields (16). 
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Using partly nonorthogonal equivalence transformations, the condensed
from (15) can be significantly simplified.
Corollary 7. Let E 2 Rnn; B 2 Rnm; C 2 Rqn. Then there exist nonsingular
matrices X ; Y and orthogonal matrices P ;W such that
XEY 
It1 0 0 0 0
0 It2 0 0 0
0 0 It3 0 0
0 0 0 ~E44 0
0 0 0 0 0
266664
377775;
W CY  0 0 0 Is4 0
It1 0 0 0 0
 
; XBP 
0 0
0 0
It3 0
0 It4
0 0
266664
377775:
17
Moreover, the transformations can be chosen such that ~E44 2 Rt4s4 has the
form
~E44 
r1 . . . 0 0
0 . .
.
0 0
0 . . . rt4 0
264
375 if s4 P t4;
r1 . . . 0
0 . .
.
0
0 . . . rs4
0 0 0
26664
37775 if t4 P s4;
8>>>>>><>>>>>>>:
18
with r1 P    P rt P 0, where t  mint4; s4.
Proof. The proof is a direct consequence of Theorem 5. After performing a
restricted singular value decomposition (see [21]) of Bÿ142 E44C
ÿ1
14 the nonsingular
blocks of (15) are used to eliminate all other blocks. 
Note that (17) is actually itself a restricted singular value decomposition of
the triple E;B;C.
If E;B;C are in the condensed form (17), then we immediately have a
characterization of the spaces given in (7).
Corollary 8. Let E 2 Rnn; B 2 Rnm; C 2 Rqn be in the condensed form (17).
Then the spaces in (7) have the following simple forms.
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Sec 
t1
t2
t3
s4
s5
0
0
0
0
Is5
26666664
37777775; Teb 
t1
t2
t3
t4
t5
0
0
0
0
Is5
26666664
37777775;
~Seb 
t1
t2
t3
s4
s5
0 0 0
0 0 0
It3 0 0
0 Is4 0
0 0 Is5
26666664
37777775; ~Tec 
t1
t2
t3
t4
t5
It1 0 0
0 0 0
0 0 0
0 It4 0
0 0 It5
26666664
37777775;
~T 0ec 
t1
t2
t3
t4
t5
p
It1 0 0 0
0 0 0 0
0 0 0 0
0 It4 0 0
0 0 It5 0
0 0 0 Ip
2666666664
3777777775
:
It remains to characterize the quantities a1; a2; a3 in (7). These quantities can be
obtained by further splitting the fourth block column of E;C and the first block
row of C in the condensed form (17).
Lemma 9. Let E;A;B;C;C be as in (1) and let a1; a2; a3 be as in (7). Then there
exist nonsingular matrices X ; Y and orthogonal matrices P ;W such that
XEY 
t1
t2
t3
t4
t5
26666664
t1 t2 t3 a3 a2 a1 s5
It1 0 0 0 0 0 0
0 It2 0 0 0 0 0
0 0 It3 E34 E35 E36 0
0 0 0 E44 E45 E46 0
0 0 0 0 0 0 0
37777775
;
W CY 
a3
a2
a1
t1
26664
t1 t2 t3 a3 a2 a1 s5
0 0 0 Ia3 0 0 0
0 0 0 0 Ia2 0 0
0 0 0 0 0 Ia1 0
It1 0 0 0 0 0 0
37775 ;
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XBP 
t3 t4
t1
t2
t3
t4
t5
0 0
0 0
It3 0
0 It4
0 0
26666664
37777775
; 19
XAY 
t1 t2 t3 a3 a2 a1 s5
t1
t2
t3
t4
t5
A11 A12 A13 A14 A15 A16 A17
A21 A22 A23 A24 A25 A26 A27
A31 A32 A33 A34 A35 A36 A37
A41 A42 A43 A44 A45 A46 A47
A51 A52 A53 A54 A55 A56 A57
26666664
37777775
;
CY  p 
t1 t2 t3 a3 a2 a1 s5
C1 C2 C3 C4 C5 C6 C7  ;
where
rank A56 A57   a1  rankA57  a1  rankT TebASec;
rank
A15 A16 A17
A45 A46 A47
A55 A56 A57
C5 C6 C7
26664
37775  a2  a1  rank
A17
A47
A57
C7
26664
37775
 a2  a1  rank  ~T 0ecT
A
C
 
Sec
 
: 20
Proof. By Corollary 7 there exist matrices X ; Y ; P ;W such that XEY, XBP,
W CY are in the condensed form (17). Partition
XAY 
~A11 ~A12 ~A13 ~A14 ~A15
~A21 ~A22 ~A23 ~A24 ~A25
~A31 ~A32 ~A33 ~A34 ~A35
~A41 ~A42 ~A43 ~A44 ~A45
~A51 ~A52 ~A53 ~A54 ~A55
266664
377775;
CY  ~C1 ~C2 ~C3 ~C4 ~C5
 
21
accordingly. Consider the submatrix ~A53 ~A54 ~A55
 
of XAY. It is easy to see
that there exists a matrix K0 of appropriate dimensions such that
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rank

~A54  ~A53K0 ~A55
   max
K

rank ~A54  ~A53K ~A55
 
 a1  rank ~A55
 a1  rankT TebASec
and
rank
~A14  ~A13K0 ~A15
~A44  ~A43K0 ~A45
~A54  ~A53K0 ~A55
~C4  ~C3K0 ~C5
26664
37775  maxK rank
~A14  ~A13K ~A15
~A44  ~A43K ~A45
~A54  ~A53K ~A55
~C4  ~C3K ~C5
26664
37775
0BBB@
1CCCA
 a2  a1 
~A15
~A45
~A55
~C5
26664
37775  a2  a1  rank  ~T 0ecT AC
 
Sec
 
:
Finally there exists an orthogonal matrix V such that
A14 A15 A16
A24 A25 A26
A34 A35 A36
A44 A45 A46
A54 A55 A56
C4 C5 C6
26666664
37777775 :
~A14  ~A13K0
~A24  ~A23K0
~A34  ~A33K0
~A44  ~A43K0
~A54  ~A53K0
~C4  ~C3K0
26666664
37777775V
is partitioned so that the following conditions are satisfied.
rank A56 ~A55
   a1  rank ~A55;
rank
A15 A16 ~A15
A45 A46 ~A45
A55 A56 ~A55
C5 C6 ~C5
26664
37775  a2  a1  rank
~A15
~A45
~A55
~C5
26664
37775:
Leaving o the~ in the first three block columns and setting
A17
A27
A37
A47
A57
C7
2666666664
3777777775
:
~A15
~A25
~A35
~A45
~A55
~C5
26666666664
37777777775
; W : V
T
It1
 
W ;
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Y : Y
It1t2
It3 K0
I~a3
I~a2
26664
37775
It1t2t3
V
I~a2
264
375;
we have obtained the desired condensed from. 
In this section we have introduced three condensed forms. Condensed form
(15) uses only orthogonal tranformations and thus can be implemented as a
numerically stable procedure. We use this form to design a reliable numerical
algorithm to compute regularizing feedbacks for the solution of the output
feedback regularization problem. (See Appendix B.)
Condensed forms (17) and (19) follow directly from (15), but since they are
obtained via nonorthogonal transformations, usually there do not exist
backward stable procedures to compute these forms. However, condensed
forms (17), (19) are important, since they provide the basis for the solvability
theory for the output feedback regularization problem and they also allow the
spaces occuring in this theory to be characterized. The form (19) is not unique,
but (17) is essentially unique (except for permutations). This form will be used
to establish algebraic characterizations for the minimum norm feedback reg-
ularization problem.
4. Minimum norm feedback
In Section 2 we have given necessary and sucient conditions for the exis-
tence of a regularizing output feedback and we have given a reliable numerical
algorithm to construct such feedbacks in Appendix B. In general, however, the
constructed feedback matrices are not unique. A classical way to resolve
nonuniqueness is to preform a least squares approach, i.e., to find a solution of
minimal norm. In this section we give algebraic characterizations for minimum
norm feedback matrices F ;G which solve the output feedback regularization
problem. We also show that it does not make sense to use minimum norm
feedbacks to increase the rank of E, since this would lead to a solution which is
very close to a closed loop system that is not regular or is of higher index and
hence is not robust.
We introduce the following notation. Let the solution set for the output
feedback regularization problem, i.e., fF ;G j F 2 Rmp; G 2 Rmq;
rankE  BGC  r; E  BGC;A BFC is regular and of index at most oneg
be denoted by XE;A;B;C;C; r.
Furthermore define the distance
dE;A;B;C;C; r : inffk F G k j F ;G 2 XE;A;B;C;C; rg:
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In order to give the characterization, we need several Lemmas. The first
Lemma gives a characterization of dE;A;B;C;C; r provided the system is
already in condensed form (17).
Lemma 10. Let E;A 2 Rnn;B 2 Rnm;C 2 Rpn;C 2 Rmq and let r6 n be an
integer satisfying (8). Assume that E;B;C are given in the condensed form (17)
and that A;C are partitioned accordingly as in (21). Denote by Ur the set of
matrices Q 2 Rrebcÿrebrecÿr satisfying QTQ  Irecÿr and the conditions
rank ~A53 ~A54Q ~A55
   nÿ reb; 22
rank
~A13 ~A14Q ~A15
~A43 ~A44Q ~A45
~A53 ~A54Q ~A55
~C3 ~C4Q ~C5
2664
3775P nÿ r: 23
Then
dE;A;B;C;C; r  inffk ~E44Qk j Q 2 Urg: 24
Proof. Note first that rebc ÿ reb P rec ÿ r. Let
a^3 : r ÿ t1 ÿ t2 ÿ t3  rebc  r ÿ reb ÿ rec:
Then for any Q2 2 Ur, let Q1 2 Rrebcÿreba^3 be such that Q1 Q2  is orthogo-
nal.
For any  > 0, there exists ~G11 (depending on ), such that k ~G11k < ,
~A54Q2 ÿ ~A53 ~G11 ~A55
 
has full row rank nÿ reb 25
and
~A14Q2 ÿ ~A13 ~G11 ~A15
~A44Q2 ÿ ~A43 ~G11 ~A45
~A54Q2 ÿ ~A53 ~G11 ~A55
~C4Q2 ÿ ~C3 ~G11 ~C5
2664
3775 has full column rank: 26
Set
ZQ :
It1 0 ~A14Q2 ÿ ~A13 ~G11 ~A15
0 ~E44Q1 ~A44Q2 ÿ ~A43 ~G11 ~A45
0 0 ~A54Q2 ÿ ~A53 ~G11 ~A55
24 35:
Then there exist matrices ~G21; ~F21; ~G22 (all depending on ), such that
k ~G21 ~F21 ~G22
 k <  and
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rank ZQ
0@  0It4
0
24 35 ~G21 ~F21 ~G22  0 Ia^3 0 00 0 ~C4Q2 ÿ ~C3 ~G11 ~C5
It1 0 0 0
24 351A
 nÿ t2 ÿ t3: 27
Let G11 : 0 ~G11
 
Q1 Q2 T; G21 : ~G21 ÿ ~E44
 
Q1 Q2 T; and G22 
~G22. Then with
GQ : G11 0G21 G22
 
and FQ : 0F21
 
;
we obtain that E  BGQC;A BFQC is regular, has index at most one and
rankE  BGQC  r. This implies that
dE;A;B;C;C; r6 lim
!0
k GQ FQ k  k ~E44Q2k; 28
and hence
dE;A;B;C;C; r6 inffk ~E44Qk j Q 2 Urg:
To prove (24) we show that the opposite inequality in (28) also holds.
For any  > 0, there exist matrices F, G (depending on ), such that
E  BGC;A BFC is regular, has index at most one, rankE  BGC  r, and
k F G k < dE;A;B;C;C; r  :
Then there exists an orthogonal matrix Q1 Q2  with Q2 2 Rrebcÿrebrecÿr,
such that
G21Q2  ÿ ~E44Q2
and (27) holds with ~G21  G21Q2 and ~G11  G11Q2. Hence (25) and (26) hold
and thus Q2 2 Ur. This implies that
inffk ~E44Qk j Q 2 Urg6 lim
!0
k ~E44Q2k
6 lim
!0
k F G k  dE;A;B;C;C; r:
This completes the proof. 
This lemma gives a simple characterization of dE;A;B;C;C; r in terms of
the condensed form (17). Although this form is obtained partly with nonor-
thogonal transformations, the transformations that multiply the feedback gain
matrices are orthogonal and hence leave the norm k F G k invariant.
The next result is a technical lemma that is useful for identifying the infimum
in (24) via singular values.
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Lemma 11. Given a real matrix M of the form
M : v 
z1 z2 z3
M1 M2 M3  ;
let l; t be given positive integers such that
l6 z1  z2  z3; t6 minz1  z2; l;
and let
Ut;l : Q
8><>: 
l
z1
z2
z3
Q1
Q2
Q3
24 35 j QTQ  Il; rankQ1  z1; rank Q1Q2
 
P t
9>=>;:
Then
inffkMQk j Q 2 Ut;lg  rz1z2z3ÿl1M:
Proof. It is well known [13] that
inf
n
kMQk j Q 2 Rz1z2z3l;QTQ  Il
o
 rz1z2z3ÿl1M
and thus inffkMQk j Q 2 Ut;lgP rz1z2z3ÿl1M: Hence it suces to show
that
inffkMQk j Q 2 Ut;lg6 rz1z2z3ÿl1M: 29
To see this, let
~Q 
l
z1
z2
z3
~Q1
~Q2
~Q3
24 35 ; ~QT ~Q  Il
be such that kM ~Qk  rz1z2z3ÿl1M.
If rank ~Q1  z1 and rank
~Q1
~Q2
 
P t, then (29) follows. Otherwise, if
rank ~Q1 < z1 or
~Q1
~Q2
 
< t, then we can assume without loss of generality that
~Q1  ~P1 P1 0 00 0z1ÿs1 0
 
and
~Q2  Q21 Q22 Q23 ; ~Q3  Q31 Q32 Q33 ;
where ~P1 is orthogonal and P1 2 Rs1s1 is nonsingular.
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For any  with 0 <  < 1, set
Q^1 : ~P1
P1 0
0 Iz1ÿs1 0
 
;
Q^2 : Q21 1ÿ Q22 Q23 ;
Q^3 : Q31 1ÿ Q32 Q33 :
Then rankQ^1  z1. If t6 z1, then take
Q :
l
z1
z2
z3
Q1
Q2
Q3
24 35 Q^1Q^2
Q^3
24 35:
Otherwise, there exist orthogonal matrices P^2; V^2 such that
Q^1
Q^2
" #
 P^2
P2 0 0
0 0 0
 
V^2;
Q^3  Q^31 Q^32 Q^33
 
V^2;
where P2 2 Rs2s2 is nonsingular. Let d satisfy that 0 < d <  and
rankQ1  z1, where Q, Q1, Q2 and Q3 are defined as follows.
Q :
Q1
Q2
Q3
24 35
with
l
z1
z2
Q1
Q2
 
: P^2 P2 0 0
0 dIz1z2ÿs2 0
 
V^2
Q3 : Q^31 1ÿ dQ^32 Q^33
 
V^2:
Since for the matrix Q derived above, rankQ1  z1; rank Q1Q2
 
P t,
QTQ  Il; and
lim
!0
kQ ÿ ~Qk  0;
it follows that
inffkMQk j Q 2 ~Ut;lg6 lim
!0
kMQk  kM ~Qk  rz1z2z3ÿl1M;
which implies (29). 
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Since for any nonsingular matrices X ; Y and orthogonal matrices P ;W ;
as in (17), X ; Y do not aect k F G k, where F, G are such that
E  BGC;A BFC is regular, has index at most one and rankE  BGC  r,
we can characterize the minimum norm regularization via the condensed form
(17), in particular, via the restricted singular values of E;B;C, i.e., the sin-
gular values of ~E44 in (17).
Theorem 12. Let E;A 2 Rnn;B 2 Rnm;C 2 Rpn;C 2 Rmq. Assume that
E;B;C; ~E44; r1; . . . ; rmint4;s4 are as in (17) and (18), and A;C are partitioned
accordingly as in (21).
1. If conditions (9)–(11) hold and r satisfies (8), then
dE;A;B;C;C; r  rrÿt1ÿt2ÿt31:
2. If C  C, conditions (9), (11) and (13) hold and r satisfies (12), then
dE;A;B;C;C; r  rrÿt1ÿt2ÿt31:
3. If C  0, conditions (9), (11) and (13) hold and r satisfies (14), then
dE;A;B; 0;C; r  rrÿt1ÿt2ÿt31:
In particular, if r  re, then we have that
dE;A;B;C;C; r  0
in all three cases.
Proof. We only need to prove part 1; the other parts are then simple corollaries.
We first simplify the set Ur introduced in Lemma 10 and then prove part 1
using Lemma 11.
Let U1 be an orthogonal matrix satisfying
U1
It1t4p
  ~A54 ~A53 ~A55
~A14 ~A13 ~A15
~A44 ~A43 ~A45
~C4 ~C3 ~C5
2664
3775 
s4 t3 s5
k1
t5 ÿ k1
t1
t4
p
H11 0 0
H21 H22 H23
~A14 ~A13 ~A15
~A44 ~A43 ~A45
~C4 ~C3 ~C5
266664
377775
with H22 H23  full row rank. Then we compute orthogonal matrices U2; V1
such that
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Ik1
U2
  H11 0 0H21 H22 H23
~A13 ~A14 ~A15
~A43 ~A44 ~A45
~C3 ~C4 ~C5
266664
377775 V1 It3s5
 

k1
k2
t1  t4  t5  p ÿ k1 ÿ k2
24
~k1 s4 ÿ ~k1 t3  s5
R1 0 0
U21 U22 R2
U31 U32 0
35
with R1 of full column rank and R2 of full row rank. Finally, we compute an
orthogonal matrix V2 such that
R1 0 0
U21 U22 R2
U31 U32 0
24 35 I~k1 V2
It3s5
24 35

k1
k2
t1  t4  t5  p ÿ k1 ÿ k2
24
~k1 k3 s4 ÿ ~k1 ÿ k3 t3  s5
R1 0 0 0
U21 U22 U23 R2
U31 R3 0 0
35
with R3 full column rank. Obviously, we have
k1  t5 ÿ rank ~A53 ~A55
 
;
~k1  rank ~A53 ~A54 ~A55
 
ÿrank ~A53 ~A55
 
;
k2  rank
~A53 ~A55
~A13 ~A15
~A43 ~A45
~C3 ~C5
26664
37775;
k3  rank
~A53 ~A54 ~A55
~A13 ~A14 ~A15
~A43 ~A44 ~A45
~C3 ~C4 ~C5
26664
37775ÿ ~k1 ÿ k2:
By condition (9), rank ~A53 ~A54 ~A55
 
is of full row rank, thus, R1 is of full
row rank, and hence, k1  ~k1 and R1 is nonsingular. Let
Ik1
V T2
 
V T1 Q 
k1
k3
s4 ÿ k1 ÿ k3
Q1
Q2
Q3
24 35 8Q 2 Rrebcÿrebrecÿr:
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Then, a simple calculation yields that Q 2 Ur if and only if
QTQ  Irecÿr; rankQ1  k1; rank Q1Q2
 
P nÿ r ÿ k2: 30
Therefore, if we denote
~E44V1
Ik1
V2
 
: M  
k1 k3 s4 ÿ k1 ÿ k3
M1 M2 M3  ;
we have
dE;A;B;C;C; r  inf kMQk j Q 
rec ÿ r
k1
k3
s4 ÿ k1 ÿ k3
Q1
Q2
Q3
24 35 ; Q satisfies 30
8><>:
9>=>;:
31
From Corollaries 7 and 8, and conditions (9) – (11) and (8), we have
rec ÿ r6 rebc ÿ reb  s4  k1  k3  s4 ÿ k1 ÿ k3
and
n6 r  rank
~A13 ~A14 ~A15
~A43 ~A44 ~A45
~A53 ~A54 ~A55
~C3 ~C4 ~C5
26664
37775  r  k1  k2  k3;
n  rec  rank
~A15
~A45
~A55
~C5
26664
37775;
i.e.,
nÿ r ÿ k26 mink1  k3; rec ÿ r:
Note that
s4 ÿ rec  r  1  r ÿ t1 ÿ t2 ÿ t3  1:
Therefore, part 1 follows directly from (31) and Lemma 11 by setting
z1  k1; z2  k3; z3  s4 ÿ k1 ÿ k3;
v  t4; l  rec ÿ r; t  nÿ r ÿ k2: 
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Theorem 12 shows that it does not make sense to consider the minimum
norm regularizing feedback if r P re, since the closed loop system will then be
arbitrarily close to a system that is not regular and of index at most one. This
certainly is not a robust regularization. Thus although minimum norm feed-
backs are important in other control problems, like pole placement or stabi-
lization, since they remove ambiguity in the solution in a least squares sense,
for the problem of regularization they do not lead to a useful solution, unless
the rank of E is decreased.
If we decrease the rank of E, i.e., we choose r < re, then the situation may be
more satisfactory. In this case the minimal norm of the feedback is given by the
appropriate restricted singular value of E;B;C and if this value is large en-
ough, then there is some hope that the regularization may be robust, i.e., that
the closed loop system may be reasonably far away from a pencil that is non-
regular or has an index larger than one. It is still an open problem how to
obtain the exact distance of a closed loop system from the nearest non-regular
pencil, see [5,6]. This is the reason why it is currently not clear how to choose
the most robust regularization. This topic is currently under investigation.
Heuristic procedures for obtaining a system that is robustly regular and of
index at most one are discussed in [1–3,9,10,14,15].
5. Conclusions
We have given necessary and sucient conditions for the output feedback
regularization problem. The results characterize the relations among mixed
feedback, combined derivative and proportional feedback and derivative
feedback for the regularization of descriptor systems. Numerically reliable
procedures for computing the desired feedback gains using stable orthogonal
transformations are presented in Appendix B.
Furthermore we have given algebraic characterizations of the minimum
norm regularizing feedback and shown that this is not a good approach if the
rank of E is not decreased.
Appendix A
In this appendix we give a proof of Theorem 1 using the condensed form
(19) derived in Section 3. To do this we need the following immediate Corollary
of Lemma 9.
Corollary A.1. Given a system E;A;B;C;C in condensed form (19). Then for
any K1;K2;K3 of appropriate dimensions, the following two inequalities hold:
rank A54 A55 A56 A57   A53 K1 K2 K3 0 6 rank A56 A57 ;
A:1
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rank
A14 A15 A16 A17
A44 A45 A46 A47
A54 A55 A56 A57
C4 C5 C6 C7
26664
37775
0BBB@ 
A13
A43
A53
C3
26664
37775 K1 K2 K3 0 
1CCCA
6 rank
A15 A16 A17
A45 A46 A47
A55 A56 A57
C5 C6 C7
26664
37775: A:2
Furthermore we have that rank A56 A57   nÿ reb if and only if
rankT TebA~Seb  nÿ reb and nÿ rebc6 rankT TebASec A:3
and
rank
A17
A47
A57
C7
26664
37775  nÿ rec if and only if rank ~T 0ecT AC
 
Sec
 
 nÿ rec:
A:4
Proof. The proof is an immediate consequence of Lemma 9. 
Proof of Theorem 1. Without loss of generality, we may assume that the system
matrices E;A;B;C;C are in the condensed form (19). We partition any
F 2 Rmp and G 2 Rmq as
F  F11
F21
 
; G  G11 G12 G13 G14
G21 G22 G23 G24
 
compatible with the partitioning in B, C, and C.
Necessity. Let F ;G be such that E  BGC;A BFC is regular, of index at
most one and rankE  BGC  r. Then a simple calculation yields that
rank E44  G21 E45  G22 E46  G23   r ÿ t1  t2  t3:
Hence, there exists an orthogonal matrix Q  Q1 Q2 , such that
E44  G21 E45  G22 E46  G23  Q1 Q2   E^44 0
 
;
where E^44 has full column rank r ÿ t1  t2  t3 and Q is partitioned com-
patibly. Let K1 : E34  G11, K2 : E35  G12 and K3 : E36  G13 and set
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A14 ÿ A13K1 A15 ÿ A13K2 A16 ÿ A13K3
A24 ÿ A23K1 A25 ÿ A23K2 A26 ÿ A23K3
A34 ÿ A33K1 A35 ÿ A33K2 A36 ÿ A33K3
A44 ÿ A43K1 A45 ÿ A43K2 A46 ÿ A43K3
A54 ÿ A53K1 A55 ÿ A53K2 A56 ÿ A53K3
C4 ÿ C3K1 C5 ÿ C3K2 C6 ÿ C3K3
26666664
37777775Q2 
U1
U2
U3
U4
U5
W
26666664
37777775:
Then, we have that
n  rank E  BGC A BFCS1E  BGC 
 rank
26666664
t1 t2 t3 r ÿ t1 ÿ t2 ÿ t3 nÿ r ÿ s5 s5
It1 0 0 0 U1 A17
0 It2 0 0 U2 A27
G14 0 It3 0 U3  F11W A37  F11C7
G24 0 0 E^44 U4  F21W A47  F21C7
0 0 0 0 U5 A57
37777775 :
This implies that the submatrix
It1 0 U1 A17
G24 E^44 U4  F21W A47  F21C7
0 0 U5 A57
24 35
is nonsingular. Therefore, Lemma 9 implies that
rank U5 A57   nÿ reb A:5
and
rank
U1 A17
U4 A47
U5 A57
W C7
2664
3775  nÿ r: A:6
Then (A.1) implies that
nÿ reb  rank U5 A57 6 rank A56 A57 6 nÿ reb: A:7
This together with (A.3) yields conditions (9) and (11). Condition (A.6) implies
that
rank
A17
A47
A57
C7
2664
3775  nÿ rec: A:8
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This together with (A.4) yields (10).
Moreover, conditions (A.2) and (A.6) together yield
nÿ r  rank
U1 A17
U4 A47
U5 A57
W C7
2664
37756 rank
A15 A16 A17
A45 A46 A47
A55 A56 A57
C5 C6 C7
2664
3775: A:9
Then (A.7) implies that the number of columns of U5 is at least
nÿ reb ÿ rankA57  a1. With rec  t1  t2  t3  a1  a2  a3 therefore, (A.8)
and (A.9) and Lemma 9 yield that
t1  t2  t3  a36 r6 t1  t2  t3  a3  a2
which is (8).
Sufficiency. Let r satisfy (8) and let s : r ÿ t1 ÿ t2 ÿ t3 ÿ a3. Partition the
fifth block column of A and C as
A15
A25
A35
A45
A55
C5
26666664
37777775
s a2 ÿ s
t1
t2
t3
t4
t5
p
U11 U12
U21 U22
U31 U32
U41 U42
U51 U52
W1 W2
26666664
37777775
:
Then, (A.3) implies that U52 A56 A57  has full row rank nÿ reb, and (A.4)
and (20) imply that
U12 A16 A17
U42 A46 A47
U52 A56 A57
W2 C6 C7
2664
3775
has full column rank nÿ r. But then there exist D1;D2, D4 and F21 such that the
matrix
24
t1 a3 s a2 ÿ s a1 s5
It1 0 0 U12 A16 A17
D4 D1 D2 U42  F21W2 A46  F21C6 A47  F21C7
0 0 0 U52 A56 A57
35
is nonsingular. Set
G :
 a3 a2 a1 t1ÿE34 ÿ E35 ÿ E36 0
ÿE44 ÿ E45 ÿ E46 0
   a3 s a2 ÿ s a1 t10 0 0 0 0
D1 D2 0 0 D4

;
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F : 0
F21
 
:
Then it follows that E  BGC;A BFC is regular, has index at most one, and
rankE  BGC  r. 
Appendix B. Numerical algorithms
In this appendix, we describe a numerically reliable procedure for con-
structing feedback gain matrices F ;G such that E  BGC;A BFC is regular,
has index at most one and rankE  BGC  r. The procedure is based on the
condensed form (15) described in Section 3. For algorithms to compute the
condensed form (15), see [4,7].
In the following algorithm we need row compressions, column compressions
or simultaneous row and column compressions of matrices. Such compressions
can be obtained in the usual way via QR-factorizations, rank revealing QR-
factorizations, URV-decompositions or singular value decompositions, see
[13].
Algorithm 1.
Input: Matrices E;A 2 Rnn; B 2 Rnm; C 2 Rpn; C 2 Rqn and an integer
r, satisfying conditions (9)–(11) and (8).
Output: Feedback gains F 2 Rmp;G 2 Rmq such that E  BGC;A BFC
is regular, has index at most one, and rankE  BGC  r.
Step 1. Compute orthogonal matrices U ; V ; P ;W such that UEV ;UBP ;
W CV  is in the condensed form (15) and partition UAV, CV accordingly as in
(21). Set s^4 : r ÿ t1 ÿ t2 ÿ t3.
Step 2. This step is partitioned into several substeps.
(a) Perform a row compression:
U0
E22 0 A25 A24 A23
E42 E44 A45 A44 A43
C12 C14 0 0 0
24 35: t2  s4
t4
 t2  s4 s5 s4 t3
R0   
0 W1 W2 W3

with R0 nonsingular. Set
n1
n2
 l1 l2 m1
H11 H12 U1
H21 H22 U2

:
t1
t4
p
t5
2664
s5 s4 t3
A15 A14 A13
W1 W2 W3
C5 C4 C3
A55 A54 A53
3775
where,
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n1 : t1  t4  p; n2 : t5; l1 : s5; l2 : s4; m1 : t3:
Remark B.1. After this compression we have
rank H21 H22 U2   n2;
rankH21  s4 P n2;
rank
H11
H21
 
 l1;
min rank
H11 H12 U1
H21 H22 U2
 
ÿ l1; l2

P k P n2 ÿ rankH21;
and furthermore
rank H21 H22 ÿ U2KQ2   n2;
rank
H11 H12 ÿ U1KQ2
H21 H22 ÿ U2KQ2
 
 l1  k:
Furthermore, for a matrix K 2 Rt3s4 and an orthogonal matrix
Q1 Q2  2 Rs4s4 with Q2 2 Rs4k, we have that
rank A55 A54 ÿ A53KQ2   t5 B:1
if and only if rank H21 H22 ÿ U2KQ2   n2 and
rank
0 0 A15 A14 ÿ A13KQ2
E22 0 A25 A24 ÿ A23KQ2
E42 E44 A45 A44 ÿ A43KQ2
C12 C14 0 0
0 0 C5 C4 ÿ C3KQ2
0 0 A55 A54 ÿ A53KQ2
26666664
37777775  t2  s4  s5  k B:2
if and only if
rank
H11 H12 ÿ U1KQ2
H21 H22 ÿH2KQ2
 
 l1  k:
The main idea of the following steps is to find K0 such that
rank H21 H22 ÿ U2K0   n2
and
rank
H11 H12 ÿ U1K0
H21 H22 ÿ U2K0
 
 max
K
rank
H11 H12 ÿ U1K
H21 H22 ÿ U2K
 
:
(b) Perform a simultaneous row and column compression of H21:
64 D. Chu et al. / Linear Algebra and its Applications 296 (1999) 39–77
In1
U T1
 
H11 H12
H21 H22
 
V1
Il2
 
:
s1 l1 ÿ s1 l2
n1
s1
n2 ÿ s1
H11 H12 H13
~R31 0 H23
0 0 H33
24 35
with ~R31 nonsingular. Partition
In1
U T1
 
U1
U2
 
:
U1
U2
U3
24 35
analogously.
(c) Perform a row compression of H12 ( note that by assumption it has full
column rank):
U T2
In2
  H11 H12 H13
~R31 0 H32
0 0 H33
24 35:
l1 ÿ s1
n1  s1 ÿ l1
s1
n2 ÿ s1 ÿ s2
2664
s1 l1 ÿ s1 l2
H11 R12 H13
A21 0 H23
~R31 0 H33
0 0 H43
3775
with R12 nonsingular. Partition
U T2
In2
  U1
U2
U3
24 35 : U1U2
U3
U4
2664
3775
analogously.
(d) Perform a simultaneous row and column compression of H43:
In1
Is1
U T3
264
375
H11 R12 H13
H21 0 H23
~R31 0 H33
0 0 H43
26664
37775 Il1 V3
 
:
s1 l1 ÿ s1 s2 l2 ÿ s2
l1 ÿ s1
n1  s1 ÿ l1
s1
s2
n2 ÿ s1 ÿ s2
H11 R12 H13 H14
0 0 0 H24
~R31 0 H33 H34
0 0 ~R43 H34
0 0 0 0
266664
377775;
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with ~R43 nonsingular. Partition
In1
Is1
U T3
24 35 U1U2
U3
U4
2664
3775 :
U1
U2
U3
U4
U5
266664
377775
analogously.
(e) Perform a column compression of U5 (note that by assumption U5 has
full row rank):
U1
U2
U3
U4
U5
266664
377775W4 :
U11 U12
U21 U22
U31 U32
U41 U42
R51 0
266664
377775
with R51 nonsingular.
(f) Perform a row compression of
H21 H23
~R31 H33
0 ~R43
24 35 :
Il1ÿs1
U T5
In2ÿs1ÿs2
24 35
H11 R12 H13 H14
H21 0 H23 H24
~R31 0 H33 H34
0 0 ~R43 0
0 0 0 0
266664
377775
:
s1 l1 ÿ s1 s2 l2 ÿ s2
l1 ÿ s1
n1  s1 ÿ l1
s1
s2
n2 ÿ s1 ÿ s2
H11 R12 H13 H14
0 0 0 H24
R31 0 H33 H34
0 0 R43 H44
0 0 0 0
266664
377775
with R31 and R43 nonsingular. Partition
Il1ÿs1
U T5
In2ÿs1ÿs2
24 35
U11 U12
U21 U22
U31 U32
U41 U42
R51 0
266664
377775 :
U11 U12
U21 U22
U31 U32
U41 U42
R51 0
266664
377775
analogously.
(g) Perform a simultaneous row and column compression of H24:
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Il1ÿs1
U T6
In2
24 35
H11 R12 H13 H14
0 0 0 H24
R31 0 H33 H34
0 0 R43 H44
0 0 0 0
266664
377775
Il1
Is2
V6
24 35
:
l1 ÿ s1
s3
n1  s1 ÿ l1 ÿ s3
s1
s2
n2 ÿ s1 ÿ s2
26666664
s1 l1 ÿ s1 s2 n2 ÿ s1 ÿ s2 s3 l2  s1 ÿ n2 ÿ s3
H11 R12 H13 H14 H15 H16
0 0 0 0 R25 0
0 0 0 0 0 0
R31 0 H43 H44 H45 H46
0 0 R43 H54 H55 H56
0 0 0 0 0 0
37777775
;
with R25 2 Rs3s3 nonsingular. Partition
Il1ÿs1
U T6
In2
24 35
U11 U12
U21 U22
U31 U32
U41 U42
R51 0
266664
377775 :
U11 U12
U21 U22
U31 U32
U41 U42
U51 U52
R51 0
26666664
37777775
analogously.
(h) Perform a column compression of U32:
U11 U12
U21 U22
U31 U32
U41 U42
U51 U52
R51 0
26666664
37777775
In2ÿs1ÿs2
W7
 
 :
26666664
n2 ÿ s1 ÿ s2 lb m1  s1  s2 ÿ n2 ÿ lb
U11 U12 U13
U21 U22 U23
U31 U32 0
U41 U42 U43
U51 U52 U53
R51 0 0
37777775
;
with U32 of full column rank.
(i) Set
K : ÿW4 In2ÿs1ÿs2 W7
 
~K
Is2
V T6
 
V T3
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with
~K 
n2 ÿ s1 ÿ s2
lb
m1  s1  s2 ÿ n2 ÿ lb
24
s2 n2 ÿ s1 ÿ s2 s3 l2  s1 ÿ s3 ÿ n2
0 In2ÿs1ÿs2 0 0
0 0 0 ~K24
0 0 0 0
;
35
where
~K24 
Il2s1ÿs3ÿn2
0
 
if l2  s1 ÿ s3 ÿ n26 lb;
Ilb 0
 
if l2  s1 ÿ s3 ÿ n2 > lb:
264
Set furthermore Q : Q1 Q2  with
Q1 : V3 Is2 V6
 
0
Il2ÿk
 
; Q2 : V3 Is2 V6
 
Ik
0
 
:
Then set
E34 ÿ E33K
E44
 
Q1 Q2  :
s^4 rec ÿ r
t3
t4
H34 H35
H44 H45
 
;
A14 ÿ A13K
A24 ÿ A23K
A44 ÿ A43K
A54 ÿ A53K
26664
37775 Q1 Q2  :
s^4 rec ÿ r
t1
t2
t4
t5
U14 U15
U24 U25
U44 U45
U54 U55
26664
37775 ;
C14 Q1 Q2  : qÿ t1 
s^4 rec ÿ r
P14 P15  ;
C4 ÿ C3K Q1 Q2  : qÿ t1 
s^4 rec ÿ r
W4 W5  :
Remark B.2. The matrices K and Q2 that we have constructed in this way are
such that (B.1) and (B.2) are satisfied. If we set
Y :
It1 0 0 0 0
0 It2 0 0 0
0 0 It3 0 0
ÿCÿ114 C11 ÿ Cÿ114 C12 0 Is4 0
0 0 0 0 Is5
26666664
37777775
It1 0 0 0 0 0
0 It2 0 0 0 0
0 0 It3 KQ1 KQ2 0
0 0 0 Q1 Q2 0
0 0 0 0 0 Is5
26666664
37777775
and if for given F 2 Rmp, G 2 Rmq we set
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t3
t4
F1
F2
 
: B31 B32
0 B42
 
F
t1 a^3 rec ÿ r
t3
t4
G31 G34 G35
G41 G44 G45
 
: B31 B32
0 B42
 
G
0 P14 P15
C21 0 0
 
 0 H34 H35
0 H44 H45
 
;
then we have that
UE  BGCY 
E11 0 0 0 0 0
E21 E22 0 0 0 0
E31  G31 ÿ E34Cÿ114 C11 E32 ÿ E34Cÿ114 C12 E33 G34 G35 0
E41  G41 ÿ E44Cÿ114 C11 E42 ÿ E44Cÿ114 C12 0 G44 G45 0
0 0 0 0 0 0
26666664
37777775;
UA BFCY 
A^11 A^12 A13 U14 U15 A15
A^21 A^22 A23 U24 U25 A25
A^31 A^32 A33 U34  F1W4 U34  F1W5 A35  F1C5
A^41 A^42 A43 U44  F2W4 U45  F2W5 A45  F2C5
A^51 A^52 A53 U54 U55 A55
26666664
37777775
with
A^11 A^12
A^21 A^22
A^31 A^32
A^41 A^42
A^51 A^52
266664
377775 
A11 A12
A21 A22
A31 A32
A41 A42
A51 A52
266664
377775ÿ
A14
A24
A34
A44
A54
266664
377775Cÿ114 C11 C12 :
It is easy to see that if
G35  0; G45  0
and if the rank of
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E11 0 0 0 U15 A15
E21 E22 0 0 U25 A25
E31G31ÿE34Cÿ114 C11 E32ÿE34Cÿ114 C12 E33 G34 U35F1W5 A35F1C5
E41G41ÿE44Cÿ114 C11 E42ÿE44Cÿ114 C12 0 G44 U45F2W5 A45F2C5
0 0 0 0 U55 A55
266664
377775
B:3
is n, then we have that E  BGC;A BFC is regular, of index at most one
and rankE  BGC  r. Note that the matrix in (B.3) has rank n if and only
if
rank
E11 0 0 0 0 U15 A15
E21 E22 0 0 0 U25 A25
E31  G31 E32 E33 E34 G34 U35  F1W5 A35  F1C5
E41  G41 E42 0 E44 G44 U45  F2W5 A45  F2C5
0 0 0 0 0 U55 A55
C11 C12 0 C14 0 0 0
26666664
37777775
 n s4
or equivalently that the rank of
E11 0 0 0 U15 A15
E21 E22 0 0 U25 A25
E41 G41 E42 E44 G44 U45  F2W5 A45  F2C5
0 0 0 0 U55 A55
C11 C12 C14 0 0 0
26666664
37777775 B:4

It1
It2
It4 0 0 G41 G44 F2
It5
Iqÿt1
26666664
37777775
E11 0 0 0 U15 A15
E21 E22 0 0 U25 A25
E41 E42 E44 0 U45 A45
0 0 0 0 U55 A55
C11 C12 C14 0 0 0
It1 0 0 0 0 0
0 0 0 Ia^3 0 0
0 0 0 0 W5 C5
266666666666664
377777777777775
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is n s4 ÿ t3. For the construction of F, G, it therefore suces to study the
submatrix product (B.4). The following construction is therefore only based on
this submatrix.
Step 3. Perform a column compression U55 A55 V3  0 R4  and set
E11 0 0 0 U15 A15
E21 E22 0 0 U25 A25
E41 E42 E44 0 U45 A45
0 0 0 0 U55 A55
C11 C12 C14 0 0 0
It1 0 0 0 0 0
0 0 0 Is^4 0 0
0 0 0 0 W5 C5
266666666666664
377777777777775
It1
It2
Is4
Is^4
V3
26666664
37777775
:
t1
t2
t4
t5
s4
t1
s^4
p
266666666666664
t1 t2 s4 s^4 nÿ r ÿ t5 t5
E11 0 0 0 U15 U16
E21 E22 0 0 U25 U26
E41 E42 E44 0 U35 U36
0 0 0 0 0 R4
C11 C12 C14 0 0 0
It1 0 0 0 0 0
0 0 0 Is^4 0 0
0 0 0 0 W5 W6
377777777777775
with R4 nonsingular.
Step 4. Perform a column compression of C11 C12 C14 :
E11 0 0 0 U15 U16
E21 E22 0 0 U25 U26
E41 E42 E44 0 U35 U36
0 0 0 0 0 R4
C11 C12 C14 0 0 0
It1 0 0 0 0 0
0 0 0 Is^4 0 0
0 0 0 0 W5 W6
266666666666664
377777777777775
V4
Is^4
Inÿrÿt5
It5
26664
37775
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:
t1
t2
t4
t5
s4
t1
s^4
p
266666666664
t1 t2 s4 s^4 nÿ r ÿ t5 t5
H11 H12 H13 0 U15 U16
H21 H22 H23 0 U25 U26
H31 H32 H33 0 U35 U36
0 0 0 0 0 R4
0 0 R14 0 0 0
K1 K2 K3 0 0 0
0 0 0 Is^4 0 0
0 0 0 0 W5 W6
377777777775
with R5 nonsingular.
Remark B.3. Since
E11 0 0
E21 E22 0
C11 C12 C14
24 35
is nonsingular, it follows that also
H11 H12
H21 H22
 
is nonsingular.
Step 5. Perform an RQ decomposition (see (13)) of
H11 H12 U15
H21 H22 U25
 
:
H11 H12 H13 0 U15 U16
H21 H22 H23 0 U25 U26
H31 H32 H33 0 U35 U36
0 0 0 0 0 R4
0 0 R5 0 0 0
K1 K2 K3 0 0 0
0 0 0 Is^4 0 0
0 0 0 0 W5 W6
266666666666664
377777777777775
V11 V12 0 0 V15 0
V21 V22 0 0 V25 0
0 0 Is4 0 0 0
0 0 0 Is^4 0 0
V51 V52 0 0 V55 0
0 0 0 0 0 It6
2666666664
3777777775
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:
t1
t2
t4
t5
s4
t1
s^4
p
2666666666666664
t1 t2 s4 s^4 nÿ r ÿ t5 t5
R1 0 H13 0 0 U16
H21 R2 H23 0 0 U26
H31 H32 H33 0 U35 U36
0 0 0 0 0 R4
0 0 R5 0 0 0
K1 K2 K3 0 K5 0
0 0 0 Is^4 0 0
W1 W2 W3 0 W5 W6
3777777777777775
with R1 and R2 nonsingular.
Remark B.4. It remains to determine G41, G44 and F2 such that the matrix
0 U35   G41 G44 F2 
0 K5
Is^4 0
0 W5
264
375
is nonsingular.
Step 6. Set
z1 : rankU35
and perform a simultaneous row and column compression of U35:
U6
It1
Is^4
Ip
266664
377775
0 U35
0 K5
Is^4 0
0 W5
266664
377775 Is^4 V6
" #
:
z1
t4 ÿ z1
t1
s^4
p
266666664
s^4 nÿ r ÿ t5 ÿ z1 z1
0 0 R3
0 0 0
0 K52 K53
Is^4 0 0
0 W52 W53
377777775
:
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Step 7. Set
z2 : rankK52; z3 : nÿ r ÿ t5 ÿ z1 ÿ z2
and perform a simultaneous row and column compression of K52:
Iz1
It4ÿz1
U7
Is^4
Ip
26666666664
37777777775
0 0 R3
0 0 0
0 K52 K53
Is^4 0 0
0 W52 W53
26666666664
37777777775
Is^4
V7
Iz1
2664
3775
:
z1
t4 ÿ z1
z2
t1 ÿ z2
s^4
p
26666666666664
s^4 z3 z2 z1
0 0 0 R3
0 0 0 0
0 0 R7 K54
0 0 0 K64
Is^4 0 0 0
0 W52 W53 W54
37777777777775
with R7 nonsingular and W52 of full column rank.
Step 8. Perform a row compression of W52:
Iz1
It4ÿz1
Iz2
It1ÿz2
Is^4
U8
26666666666664
37777777777775
0 0 0 R3
0 0 0 0
0 0 R7 K54
0 0 0 K64
Is^4 0 0 0
0 W52 W53 W54
26666666666664
37777777777775
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:
z1
t4 ÿ z1
z2
t1 ÿ z2
s^4
z3
p ÿ z3
2666666666664
s^4 z3 z2 z1
0 0 0 R3
0 0 0 0
0 0 R7 K54
0 0 0 K64
Is^4 0 0 0
0 R8 W53 W54
0 0 W63 W64
3777777777775
with R8 nonsingular.
Step 9. Since s^ÿ 4 z1  z2  z3  t4, choose
: z1
t4 ÿ z1
 z2 t1 ÿ z2 s^4 z3 p ÿ z3
0 0 0 0 0
Z21 0 Z23 Z24 0

with
Z21 Z23 Z24   It4ÿz1 :
Remark B.5. With Z chosen as in Step 9, we have that the matrix
0 0 0 R3
0 0 0 0
 
 Z
0 0 R7 K54
0 0 0 K64
Is^4 0 0 0
0 R8 W53 W54
0 0 W63 W64
266664
377775
is nonsingular.
Step 10. Perform the following partitioning:
U T6 Z
Iz2
It1ÿz2
Is^4
U8
2664
3775 U7 Is^4
Ip
24 35 :  t1 s^4 pG41 G44 F2 
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and determine F ;G by solving the linear systems
B31 B32
0 B42
 
F  0
F2
 
and
B31 B32
0 B42
 
G
0 P14 P15
C21 0 0
 
 0 0 0
G41 G44 0
 
ÿ 0 H34 H35
0 H44 H45
 
:
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