Abstract. By studying one example of three variational multi-vectors in two very different ways, we inspect the mechanism(s) for validity of Jacobi's identity for the variational Schouten bracket (e.g., in the geometry of Poisson bi-vectors or Batalin-Vilkovisky formalism). Namely, we illustrate and contrast the logics of "genuine" and "naïve" geometries of iterated variations which are contained in the well-known identities satisfied by the Schouten bracket and BVLaplacian. Whereas the true picture keeps track of several copies of the integration manifold in both the functionals and pairs of variations' parity-even and odd components, too early does the traditional approach merge the integration domains. Using an elementary counterexample, we point at an inconsistency in the traditional paradigm.
Introduction
?: Do elephants have wings ? : Yes, they do; but the wings are equal to zero. Instrument of scientific discourse.
The variational geometry of jet bundles J ∞ π : E (m 0 |m 1 )+n N (m 0 |m 1 ) − −−−−−− → M n and the calculus of variational multi-vectors on jet spaces enlarge the symplectic geometry for usual (super) manifolds N (m 0 |m 1 ) ; one can integrate by parts in the new set-up. The classes of highest horizontal cohomology groupsH n (π) are generated by the lift d h of the de Rham differential on the base M n to the total space J ∞ (π). Each d h -cohomology class carries a substantial freedom: a d h -exact term added to a class representative in the input data, nothing changes in the output of a calculation -provided that a variational derivative acts on that input term at once. 1 In these terms, the variational derivatives δ/δq and δ/δq † are viewed in the Lagrangian or Hamiltonian formalisms [1] as proper extensions of the partial derivatives ∂/∂q and ∂/∂q † along the fibre N (m 0 |m 1 ) in the (super-)bundle π. These extensions are immediate indeed, meaning that all the integrations by parts over M n are indivisibly attached to the derivations along the fibre. The two analytic operations are not separated, even though the integrations could be postponed to a later moment. The resulting approach is adequate for the one-step derivation of Euler-Lagrange equations and for verification of the property for some systems apparent inconsistency within the traditional paradigm.
The aim of this paper is to illustrate this distinction. We continue the line of reasoning from the papers [6] and [7] , to which we refer for a detailed description of the geometry of iterated variations and proof of the main theorems, as well as for an overview of the history of the problem, outline of the theory's applications in the BV-quantisation technique, and further references. (The other application domains are the deformation quantisation of zero-curvature representations for integrable systems [8] -in the context of inverse scattering transform, -and the deformation quantisation of Poisson structures [9, 10] .)
The three functionals F , G, and H which we use in all the examples in this text are such that the calculation of Jac(F, G, H) = 0 within the true theory of variations is done by hand in §2. The cohomology class estimate Jac F (x), G(x), H(x) ∼ = 0 in the frames of traditional approach would be also manageable by hand but hard (see §3), whereas the inspection of validity mechanism for Jacobi's identity via the restriction Jac F (x), G(y), H(z) x=y=z ∼ = 0 is fairly impossible without using proper software for symbolic computations [11, 12] . Yet most of the processor's time is then consumed by a calculation that does not encode any mathematical object. -In the same geometry, that ephemeral fiction destroys all rigor in a class of elementary problems just next to the verification of Jacobi's identity; this is confirmed in §4 by using a counterexample. (The full matching of the same objects is demonstrated on pp. 34-36 in [6] , where we eradicated the apparent inconsistency.)
The notation is standard and as simple as possible. The base manifold M n ∋ x is onedimensional and boundary terms are always discarded. 4 The two fibre coordinates in the vector superbundle π are the parity-even q and its canonical conjugate, parity-odd q † , c.f. Eq. (2) below. The volume form dvol(x) in the integral functionals is just dx in the weak-field approximation. 
Whenever the model geometry is taken from the closed string or brane theory, the source manifold M n is closed so that there is no boundary to have any such terms at (c.f. [13] ). In the frames of field theory one postulates the rapid decay of every section s ∈ Γ(π) at the space-time infinity [2, 14] , but it would take quite some effort to get there and bring back the minus sign from the integration by parts. However, the real theory of fields as excitations of the local degrees of freedom [3, 4] allows us to consider their test shifts δq x, s(x) with compact supports concentrated only around a point of M n , whence improper integrals over the space-time make sense, reducing to proper integrals over such tiny neighbourhoods. 5 The sequential order in which the densities of two arguments in [[ , ] ] are differentiated with respect to the parityeven jet coordinates q i σ and parity-odd q † j,τ 's is often chosen in such a way that the shifted-graded skew-symmetric Schouten bracket of variational one-vectors
is determined by minus the usual commutator of the respective evolutionary vector fields within the purely even geometry of q's:
is the componentwise action; this convention is adopted in [6, 7] . The two conventions for [ , ] and
where the diagonal x 1 = x 2 = y 1 = y 2 is wrought by the three singular linear integral operators (note that a restriction to the graph of a section s ∈ Γ(π) is implicit throughout the text, see [6, §1 and §2.1]). The subscript arrows indicate the final directions along which the total derivatives will act. All the integrations by parts precede only the on-the-diagonal reconfiguration of couplings, whose final portrait is shown in the formula above and which are normalized by the values δq(y 1 ), δq † (y 2 )
The crucial point is that the delayed integration by parts guarantees that the iterated variations are graded-permutable, stemming from the terms like this:
or similar -with any other combination of q's and/or q † 's.
If a calculation that involves [[F, G]]
as sub-formula is continued, then we conveniently indicate the future action of total derivatives d/dy i on the densities f and g in the following way,
still keeping in mind that actually, such total derivatives have not been reversed yet, 2 , so that in the meantime, other partial derivatives, e.g., ∂/∂q τ 1 or ∂/∂q † τ 2 , can freely overtake them. 6 However, suppose that the bracket of functionals F and G is the endpoint of a calculation (that is, the reasoning stops there and the object [[F, G]] : Γ(π) → k is used only for its evaluation at sections but it is not contained in any larger formula such as the left-hand side of Jacobi's identity for [[ , ] ]). Should this be known in advance, then one re-derives the familiar provisional formula (in fact, one of many -see [15] ),
We recall that a step-by-step construction of objects which are then evaluated at sections is typical in the search for stationary points of action functionals in the Lagrangian formalism. This may not be the case in a larger framework.
The Jacobi identity for [[ , ]]
The Jacobi identity for the Schouten bracket [[ , ] ] can be understood as the graded Leibniz rule 
we refer to [16, 17, 18] in this context. 7 Example 1. Let us illustrate the validity mechanism for Jacobi's identity (6) by verifying it at three given functionals. For simplicity, let there be just one independent variable x, one parity-even coordinate q and its parity-odd canonical conjugate q † . Set
, and
we note that the functionals F and H re-appear in Counterexample 4 on p. 12 below and in the resolution to the paradox contained in it, see [6, pp. 34-36] . We have |F | = 1 and |G| = 1, whence (−) (|F |−1)(|G|−1) = +1 in (6). Let δs 1 = (δs 1 , δs † 1 ) and δs 2 = (δs 2 , δs † 2 ) be two normalized test shifts, i. e., suppose that δs α (y) · δs † α (y) = 1 at every y for α = 1, 2. We recall from Lemma 1 in [6, p. 24] that the values of Schouten brackets in (6) are independent of a concrete choice of the normalized functional coefficients δs α and δs † α , which implies that the test shifts δs 1 and δs 2 in the inner and outer brackets can be swapped (this would amount to relabelling y ⇄ z of their arguments). We shall not write the basic (co)vectors e(y) and e † (y) in expansions of the test shifts and differentials of densities of the functionals (see [6, § 2.2-3] for detail); it is enough to know the couplings' values, which are ±1 by Eq. (2).
We have that
to the vector space of formal products H1 · . . . · H ℓ : Γ(π) → k of integral functionals. 8 Let us repeat that integrations by parts, which cast the derivatives off the test shifts, are performed only when all the objects -such as the l.-h.s. or r.-h.s. of (6) 
.
On the other hand, [[F, G]]
(cos q
12
(q)
In view of the functionals' gradings, we have +1
Each term 1 -8 meets its match from the other side of (6), whereas terms 9 -14 occur in pairs of opposite signs; therefore, they all cancel out in the r.-h.s. of the Jacobi identity.
We conclude that within the true geometry of iterated variations, the Jacobi identity for
By construction, its right-hand side is the functional whose density vanishes identically. An illusory profit that one could think he gains from the loss of touch with geometry in favour of symbolic computations is simplicity: all the intermediate objects are realized in the same way, as integral functionals over the infinite jet superbundle.
Example 2. By taking the three functionals
and first, plugging any two of them into formula (5), one then inserts the output for an argument of the outer bracket in Jacobi's identity (6) . In this way one calculates the integral functional 9
then making a short break. Resuming the job, one deduces that
The reader is invited to ponder whether it would be these formulas that he or she is tempted to write.
8
here one stops for a while. The line of reasoning continues with
Thirdly, 
It is easy to explore the structure of cohomologically trivial functional in the right-hand side of the equivalence Jac F (x), G(x), H(x) ∼ = 0;
for F , G, and H as above, we have that 
To track where these extra terms in the right-hand side came from, let us notice the following. First, the integrations by parts were always attached to the respective vertical differentials. 9
