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Resumen
Desde la aparición de las redes Ethernet, su implementación ganó popularidad y
su utilización se llevó a todos los niveles de producción del ámbito local. Este tipo
de redes han buscado cubrir cada vez más grandes áreas geográficas en el mundo a
través de sistemas de comunicaciones de mayor complejidad. En el ámbito industrial,
se establecen como las redes por defecto para la interconexión con otras, pero requieren
soporte para la transferencia de información en un entorno global. Esto implica que
la implementación de redes Ethernet debe apoyarse en técnicas y desarrollos cada vez
más exigentes que permitan la estabilidad, seguridad, eficiencia y disponibilidad que el
contexto demande. En este libro se condensa el resultado de una investigación que tuvo
como objetivo establecer una herramienta para identificar los aspectos más relevantes
de un sistema de comunicaciones, y así determinar la capacidad del canal para soportar
el monitoreo y control remoto de procesos orientados a sistemas en tiempo real.
La inteligencia computacional y las técnicas de análisis multivariado sobre grandes
cantidades de información son ampliamente usadas en la minería de datos y el
reconocimiento de patrones. En el ejercicio científico presentado en este libro de
investigación, se utilizan diversas herramientas para caracterizar los sistemas de
comunicaciones, con el objetivo de inferir su comportamiento en tiempo real, y además,
determinar niveles de capacidad del sistema relacionadas con acciones de monitoreo y
control remoto, bajo condiciones específicas de tiempo y calidad de funcionamiento.
vii
En esta obra se abordan los aspectos teóricos mas relevantes del estándar Ethernet,
y de igual forma, se describen las técnicas de inteligencia computacional y análisis
multivariado que soportan el marco experimental de la investigación realizada sobre
un sistema de comunicaciones empresarial y validada en uno de los laboratorios
de redes ubicado en el campus Fraternidad del Instituto Tecnológico Metropolitano
–ITM, Institución Universitaria adscrita al Municipio de Medellín, donde se realizaron
diversos experimentos, de forma que la emulación del proceso industrial pudiera ser
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Introducción
Investigaciones realizadas en el campo de las comunicaciones industriales con redes
Ethernet evidencian interés por resolver aplicaciones sobre sistemas de soporte en
tiempo real (Scarlett & Brennan, 2011), (Lu, Feng & Chu, 2013) y dedican esfuerzos
en ofrecer calidad de servicio en el sistema (Quality of Service - QoS) y condiciones
requeridas de tráfico a través de diferentes medios de comunicación (Cucinotta et
al., 2009) con diversas tecnologías de acceso (Metzger & Polaków, 2008). A pesar
de lo anterior, la literatura revisada presenta vacíos al emplear metodologías donde
se tienen en cuenta múltiples variables y características extraídas de los sistemas de
comunicaciones, como son la carga de procesador, uso de memoria, jitter, entre otros,
los cuales involucran el canal, dispositivos y sistemas operativos. Muchas soluciones
implementadas a la mejora del rendimiento de los sistemas de comunicaciones,
obedecen a procesos heurísticos. Se pueden encontrar investigaciones que ayudan a
estas tareas mediante procesos independientes con nuevas arquitecturas, o sistemas
embebidos, algoritmos especiales, o nuevos protocolos, orientados al apoyo de las
comunicaciones en tiempo real realizables desde sitios remotos.
La evaluación en conjunto de múltiples variables pueden determinar las
circunstancias más importantes del sistema y establecer condiciones específicas de
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respuesta (dispositivos físicos, sistemas operativos y tipo de tráfico), mejorar la QoS y el
óptimo estado de funcionamiento de la red. De esta forma, las condiciones estadísticas
de tráfico y los parámetros del sistema de comunicaciones establecen condiciones de
tiempo para que una operación de control fluya a través de la red, desde un nodo origen
hasta el nodo destino, donde ocurre un proceso o se requiere un control. Este recorrido
involucra los retardos conocidos en las redes de datos como el de propagación (Kurose
& Ross, 2010), el de transmisión y los generados por otros problemas que ocurren con
redes Ethernet para sistemas de comunicación industrial (Reynders, Mackay, Wright &
Mackay, 2004).
Los sistemas de monitoreo y control remoto cumplen una labor importante en los
ambientes donde se hace difícil el acceso, y aun más cuando este representa un riesgo
inminente para el usuario o la integridad humana (e.g., casos de la temperatura y el
aire contaminado por ruido o sustancias químicas). Debido a esto, se hace necesario
promover el número de investigaciones que resulten en propuestas para controlar o
ejercer acciones de forma remota, donde se logre el manejo u operación de variables
críticas dentro de la conformación de un sistema que a distancia puede ser controlado
o monitoreado. En este sentido, las condiciones de funcionamiento de los sistemas de
comunicación industrial integrado a las redes Ethernet, se convierten en un objetivo
importante para el diseño de sistemas de monitoreo y control remoto, debido a su
rendimiento, disponibilidad, seguridad, escalabilidad y capacidad de respuesta que
exigen ser regidos bajos márgenes determinados de tiempo crítico.
Dada la importancia de lo mencionado en el párrafo anterior, se han incrementado
los estudios sobre sistemas de comunicaciones que permiten integrarse a redes
industriales, y en este sentido, la orientación de este libro permite abordar diferentes
aspectos relacionados con el análisis de tráfico en redes LAN (FastEthernet), de forma
que se presenta la evaluación de las características más importantes del sistema de
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comunicaciones, las cuales son requeridas para que un elemento se pueda monitorear
y controlar en el tiempo necesario por un proceso dado. La respuesta del sistema de
comunicaciones debe obedecer a criterios de operación establecidos por condiciones
específicas de tiempo del modelo, dentro del marco de la ejecución oportuna de una
tarea.
Las redes de datos están compuestas por muchos factores que determinan su
desempeño en términos de QoS. Los cambios requeridos en la mejora del rendimiento
de la red para aplicaciones que demandan mayor procesamiento, o rapidez en el
transporte de información, implican inversiones en infraestructura o nuevas tecnologías
para la empresa, sin embargo, se pueden mejorar las condiciones de operación, o incluso
resolver el problema, con los ajustes adecuados en la configuración del sistema de
comunicaciones. En el ámbito industrial, FastEthernet es el estándar más empleado por
su fácil utilización, bajo costo económico, puede acoplarse sin mayores dificultades a
otras tecnologías (Zurawski, 2009) y hace pocos años comenzó a hacer parte activa de los
sistemas de control. Aunque puede decirse que este estándar responde bien al tráfico en
general, su comportamiento es totalmente diferente cuando involucra sistemas críticos
de tiempo real (Lu et al., 2013).
La identificación del sistema de comunicaciones y de su desempeño requiere
evaluar características y factores que convergen en su funcionalidad. Esta tarea
también implica determinar las variables más relevantes que influyen en el rendimiento,
así como realizar la gestión necesaria que permita escalar el sistema para mejorar
sus propiedades. De este modo, con la inclusión de procedimientos que permitan
la selección de los parámetros más importantes, se conoce el funcionamiento y el
estado de rendimiento del sistema de comunicaciones, de tal forma que se hace
posible el establecimiento de condiciones de escalabilidad e integración a sistemas con
aplicaciones que requieren respuesta en tiempo real. La identificación de variables y
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su relevancia se hace pertinente gracias a la evaluación de tiempos requeridos en los
sistemas de respuesta crítica y a la utilización de herramientas reconocidas para la
observación de las variables en conjunto que permiten determinar su comportamiento
desde la agrupación de toda la infraestructura y no sólo desde el medio.
Las técnicas de análisis multivariado de datos y reconocimiento de patrones son
ampliamente utilizadas en la identificación de comportamientos o tendencias de la
información que suministran objetos físicos o abstractos, por lo que su utilización es
muy reconocida en los procesos de ingeniería. En la comunidad científica se han
utilizado estas técnicas para evaluar rutinas o dinámicas específicas como protocolos
de comunicación, nuevos algoritmos de representación o hasta el posicionamiento de
nodos en redes inalámbricas (Baala, Zheng & Caminada, 2009). En este libro se analizan
de manera simultánea los múltiples parámetros de los sistemas de comunicaciones, a
fin de identificar las variables más relevantes, con lo que se facilita la caracterización
de redes FastEthernet, y por tanto, se pueden establecer las condiciones que exigen
los procesos que demandan tiempo real. Además, con la detección de parámetros
importantes se pueden determinar las condiciones de desempeño bajas del sistema,
y de esta forma reconocer los ajustes orientados a mejorar el rendimiento de la red,
donde los gastos económicos implicados para el sistema de comunicaciones sean de
menor impacto. Todo lo anterior indica la pertinencia de utilizar este tipo de estrategias
en las infraestructuras actuales del sector industrial, dadas las tendencias actuales, los
estándares económicos y la fácil integración de varias tecnologías (Moraes, Vasques &
Portugal, 2010).
En la literatura reciente se indica la realización de estudios de condiciones
relacionadas con protocolos, distribución de puntos inalámbricos y el desarrollo de
nuevos algoritmos potenciados con métodos de inteligencia computacional. Sin
embargo, es necesario considerar la estructura conjunta de la mayoría de variables
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involucradas en el sistema de comunicaciones. Actualmente, se puede decir que
todavía falta la formalización de métodos que permitan caracterizar de manera conjunta
todos los elementos que componen un sistema de comunicación para intervenir
procesos de forma remota y en tiempo real. Este libro contribuye a ampliar el
conocimiento asociado a los sistemas de comunicaciones con nuevas técnicas de
inteligencia computacional, análisis multivariado y reconocimiento de patrones, en
orden de enfrentar las dificultades que se presentan al integrar sistemas industriales
a una plataforma de propósito general (Georges, Krommenacker, Divoux & Rondeau,
2006), (Jasperneite, Schumacher & Weber, 2007). Así también, se dan indicaciones para
diagnosticar el flujo de datos de control a nivel de la red local, analizar la transferencia
de datos en los tiempos requeridos por el proceso, y optimizar a través de la web
operaciones de monitoreo y control para una planta industrial de proceso general.
Este libro presenta una discusión sobre las componentes teóricas y experimentales
asociadas a la transferencia óptima de datos para el monitoreo y control remoto de
sistemas en tiempo real, quedando estructurado en 6 capítulos. En el capítulo 2, se
presenta una revisión sobre la identificación de canales de comunicación y, de acuerdo
con la literatura existente, se analizan los estudios realizados para determinar las
condiciones del canal y la arquitectura de la red. En los capítulos 3 y 4, se presentan
temas importantes de la componente experimental relacionada con las redes Ethernet,
así como también aspectos relacionados con el análisis multivariado, y que están
involucrados en la selección de parámetros, clasificación y validación. En el capítulo
5, se presenta la discusión de los resultados y la validación de la metodología mediante
los resultados obtenidos a través de la emulación de un proceso industrial. Finalmente,
en el capítulo 6, se presentan las conclusiones y recomendaciones de la investigación,
donde se analizan bondades y limitaciones que tienen algunos métodos orientados a
optimizar los sistemas de comunicación Ethernet para sistemas de tiempo real.
2
Caracterización de un canal de
comunicación
En este capítulo se presenta una revisión del estado del arte sobre la caracterización
de un canal de comunicación en términos del tráfico y la arquitectura de la red, a fin
de generar interés hacia nuevas investigaciones en esta área del conocimiento. Esta
revisión inicialmente centra su discusión sobre las características relevantes que deben
tomarse en cuenta en un canal de comunicaciones, luego se plantea la influencia que
ejerce la arquitectura de la red en el tráfico de datos y, por último, se presenta el impacto
que ejerce la caracterización del canal en aplicaciones de monitoreo y control industrial.
La tecnología más usada actualmente (al nivel de LAN) es Ethernet, como también
las más extendida a nivel industrial (Kurose & Ross, 2010), pero presenta dificultades
para sistemas de tiempo real (Lin, Hsueh & Huang, 2004), (Kenyon, 2002), puesto que al
aumentar la cantidad de dispositivos, también aumenta la probabilidad de colisiones y
retransmisiones (Beasley, 2008), (Cucinotta et al., 2009). Estas dificultades se han venido
investigando durante varios años, con el fin de convertir esta tecnología Ethernet en
una alternativa viable cuando se requieren soluciones de alto rendimiento en sistemas
críticos de tiempo real (Xu, Xiong, Wu & Zhu, 2013), (Diao & Liu, 2011), (Alnuem, 2010).
Algunas técnicas han sido utilizadas teniendo en cuenta el hardware, mientras otras
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se soportan en software especializado, o en el análisis de la eficiencia del ancho de
banda (Pedreiras, Gai, Almeida & Buttazzo, 2005). Así las cosas, se hace necesaria
la consideración de otros aspectos que involucran retardos y condiciones, a fin de
establecer de manera determinística las condiciones del canal, y de esta manera, lograr
la implementación de sistemas en tiempo real (Lee & Lee, 2002).
Las comunicaciones Ethernet, a través de internet, no garantizan calidad de servicio
(QoS) (Hussain, Kapoor & Heidemann, 2004) y esta es la razón por la que en los últimos
años se reportan diversos desarrollos orientados a mejorar los inconvenientes que son
de frecuente interés científico (Cucinotta et al., 2009). Los defectos de TCP/IP no
pueden ser ignorados (Diao & Liu, 2011), puesto que las diferentes arquitecturas de
comunicaciones, la carga de datos, el throughput y los diferentes tipos de retardos, lo
hacen un sistema complejo de predecir (Tao, Jiang & Xiangli, 2009), modelar o simular
de forma eficiente. Otros aspectos son la latencia (Zurawski, 2005), el efecto jitter y el
poder convertir el análisis de tráfico en un proceso determinístico (Ferrari, Flammini,
Marioli, Taroni & Venturini, 2006), (Y. Chen, Farley & Ye, 2004). Los requisitos de
tiempo crítico enfrentan una dificultad en Ethernet por la cantidad de colisiones en el
canal, y en los dispositivos por la estrategia del flujo de datos FIFO (First-in First-out)
(Tan & Wei, 2009). Adicionalmente, se añaden conflictos por los cambios en tecnología
que se suman a la arquitectura de la red y que utilizan estándares no diseñados para
tiempo real (Cucinotta et al., 2009). Los sistemas híbridos de comunicaciones involucran
diferentes reacciones y tiempos de operación, además que las redes cableadas presentan
dificultades y desventajas en su configuración (Cetinceviz & Bayindir, 2012), (X. Li,
Scharbarg & Fraboul, 2012). Es así que la caracterización del canal involucra el análisis
de condiciones de tráfico (Elmeleegy & Cox, 2009), basado en los componentes que
forman la arquitectura de la red, sin contar con que algunas topologías presentan un
rendimiento muy bajo (Jasperneite, Imtiaz, Schumacher & Weber, 2009).
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2.1 Características relevantes de un canal
Las redes de comunicaciones han sido clasificadas de acuerdo con su cobertura:
redes de área local (LAN), redes de área metropolitana (MAN) y redes de área amplia
(WAN). Particularmente, el entorno LAN se define en términos del protocolo utilizado
y de la topología empleada para acceder a la red (Beasley, 2008). A pesar de la
amplia expansión de las redes LAN (específicamente Ethernet), se han presentado
dificultades para la implementación de sistemas en tiempo real (Decotignie, 2005),
(Moraes et al., 2011). La tecnología Ethernet utiliza el protocolo CSMA-CD (Acceso
Múltiple con Percepción de Portadora y Detección de Colisiones) para acceder al
medio, el cual opera de manera no determinística, y por lo tanto, no es la forma más
recomendada para sistemas donde la respuesta en tiempo real es importante (Yiming
& Eisaka, 2005), (Vitturi, Peretti, Seno, Zigliotto & Zunino, 2011). Debido a esto,
algunas aplicaciones empresariales han sido implementadas modificando parámetros
en el estándar (Pedreiras et al., 2005), (Elshuber & Obermaisser, 2013), (Zou, Wang, Wei
& Liu, 2011), pero el alto costo de los buses de campo que permiten la interconexión
de dispositivos industriales a la red ha hecho que se busquen alternativas aplicando
Ethernet y extendiéndolo a través de internet (Plesowicz & Metzger, 2007), (Xu, Xiong,
Wu & Zhu, 2011), con el apoyo del protocolo de sincronización de internet NTP (Network
Time Protocol) (Mills, Delaware, Martin, Burbank & Kasch, 2010). En la Figura 2.1, se
puede analizar el modo de operación del protocolo CSMA-CD.
En estudios realizados con Ethernet para aplicación industrial, se han considerado
características como: el máximo retardo de transferencia, el jitter en la transmisión, el
ancho de banda disponible y la pérdida de paquetes (Thrybom & Prytz, 2009), (Rojas
& Morell, 2010). También se debe tener en cuenta la latencia de la red (Wang, Liu, Yao
& Ning, 2008) y los tiempos tomados por los servidores para responder a los clientes
(Skeie, Johannessen & Holmeide, 2006), ya que esto afecta las condiciones de tiempo real
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Figura 2.1: Modo de operación del acceso al medio CSMA-CD
Fuente: Autores
del sistema (Scarlett & Brennan, 2011). Un estudio presentado en (Ganjalizadeh, Jonsson
& Kunert, 2014), analiza la influencia de los tiempos generados por estaciones que se
suman a los sistemas de comunicaciones, considerando los retardos computacionales,
los retardos de los controladores, de los sensores y de los actuadores. Por su parte,
los modelos existentes de análisis son aproximados y las medidas realizadas a los
canales Ethernet requieren ser complementarias (Schmidt & Schmidt, 2010), porque el
estándar utiliza el ancho de banda disponible del canal cuando ocurren las colisiones y
retransmisiones, y esto es lo que dificulta determinar de manera precisa las condiciones
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del canal y del flujo de datos (Decotignie, 2005). Adicionalmente, Ethernet presenta un
rendimiento inestable frente al tráfico pesado y a grandes cantidades de distribución de
retardos (Lee & Lee, 2002).
Las herramientas para la captura de datos y análisis de la información comprenden
modelos matemáticos y pruebas de datos reales que se relacionen con estos modelos,
los cuales pueden ser ejecutados en modo simulado, de forma que los resultados
deben evidenciar la presencia de errores que permitan diferenciarlos de los datos reales
(Simao & Petrenko, 2011). Otro parámetro utilizado para caracterizar un canal de
comunicaciones es la tasa de transmisión (Barczyk et al., 2006), (DeCusatis, 2014) donde
la medida del flujo de datos por el canal es obtenida con la herramienta ping, la cual
determina el retardo de transmisión de los paquetes (P. Li, Zhou & Wang, 2010). De la
misma manera se obtiene el RTT (Round Trip Time), el cual detalla el tiempo requerido
por los paquetes para ir a su destino y retornar a su origen (Ping, McConnell & Hwang,
2010). Es importante tener presente el fenómeno de la caché de los sistemas operativos,
los cuales no permiten una medida confiable con el RTT (Tanenbaum, 2003). Del mismo
modo, otra característica usada para medir la calidad de los datos es la pérdida de
paquetes y la cantidad de paquetes por unidad de tiempo que pasan a través del canal
(Avallone, D’Arienzo, Pescapè, Romano & Ventre, 2003), (Sharafeddine & Dawy, 2010).
Es así pues que en la última década ha sido frecuente el uso de herramientas de software
y hardware para determinar parámetros que han evidenciado relevancia en los canales
de comunicación, como es el jitter, los retardos de transmisión, throughput y los periodos
de tiempo sin conectividad de la red (Ferrari, Flammini, Marioli & Taroni, 2008). En
(Depari, Ferrari, Flammini, Marioli & Taroni, 2008), se reporta un prototipo para el
análisis de un canal de comunicaciones basado en hardware, con el que se consigue
la evaluación exitosa del tráfico de la red, el rendimiento, los retardos y el jitter. De esta
forma, se percibe en la literatura que cada vez va ganando importancia la extracción de
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parámetros y características, por su importancia a la hora de representar efectivamente
los diferentes estados de un canal de comunicaciones.
Con fines ilustrativos de este libro, se realizó como experimento de ejemplo, el
análisis de tráfico en un adaptador con la herramienta PRTG Network Monitor de
Paessler, en el cual se obtuvo la Figura 2.2, donde se pueden observar los estados del
canal asociados con la cantidad de tráfico en el tiempo y las interrupciones en el flujo
de datos.
Figura 2.2: Flujo e interrupción de tráfico en un adaptador analizado con un PRTG
Fuente: Autores
Actualmente, se desarrollan aplicaciones que intentan solucionar el problema de
los retardos en las redes Ethernet para la implementación de controles en tiempo real.
Por ejemplo, en (Scarlett & Brennan, 2011), se presenta un método computacional de
conexión punto a punto, basado en los retardos de los paquetes y en la topología de
la red para minimizar los retardos en la comunicación. Así, de manera general, la
literatura no reporta estudios que permitan el análisis integral de las características
involucradas en un canal de comunicaciones para aplicaciones de máxima exigencia
de rendimiento del canal. De la misma forma, las investigaciones realizadas en esta
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área del conocimiento, no ofrecen procedimientos determinísticos que permitan una
determinación exacta de las características en orden de establecer así condiciones de
rendimiento para procesos de monitoreo y control en tiempo real.
2.2 Influencia de la arquitectura de red en el tráfico
En la red de comunicaciones se distinguen varios modelos de tráfico que pueden ser:
tiempo real periódico, tiempo real esporádico y tráfico de mejor esfuerzo (Decotignie,
2005). En estos modelos, los retardos del tráfico de tiempo real se incrementan cuando
se adiciona una carga de datos al sistema. Para mejorar estos retardos de respuesta en
tiempo real, se requiere una arquitectura basada en automatización, la cual se encuentra
constituida de muchos dispositivos inteligentes configurados en una red de área local
o global (Zhang, 2010). Por otra parte, la configuración de la red permite la reducción
de los sistemas de cableado y el fácil intercambio de información entre los dispositivos
(Addad & Amari, 2008). De modo específico, estas arquitecturas de red se fundamentan
en el estándar Ethernet porque permiten más interconexión de dispositivos, buscando
que los desarrollos posteriores puedan tener un mejor desempeño para las aplicaciones
en tiempo real (Krommenacker, Georges, Rondeau & Divoux, 2002), (Vatanski, Georges,
Aubrun, Rondeau & Jamsa-Jounela, 2009), (Kubler, Robert, Georges & Rondeau, 2012).
Del mismo modo, las redes de comunicaciones pueden ser analizadas desde varios
niveles: arquitectura, tecnología empleada y servicios prestados (Fiche & Hebuterne,
2004), (Edge, Barker, Hunter & Sullivan, 2010).
La arquitectura de comunicaciones se compone de nodos que se unen a través de
un switch, y tanto la organización o distribución de estos nodos, como su organización
física y funcionamiento lógico, constituyen la arquitectura de la red. No obstante, la
arquitectura está relacionada con un protocolo de comunicación y unas interfaces, o
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dispositivos de interconexión, que incluyen aplicaciones y usuarios (Krommenacker et
al., 2002), (Cetinceviz & Bayindir, 2012). De esta forma, se interconectan las diferentes
redes y las políticas de enrutamiento con otras arquitecturas, conformando un arreglo, o
unión de varias estructuras, que se pueden diferenciar de arquitecturas básicas (Hashim
& Haron, 2007), las cuales conforman esencialmente el núcleo de la red, el acceso y la
distribución de los equipos instalados.
A nivel industrial se han definido niveles para identificar el modelo de
comunicaciones: el primero se enmarca en los dispositivos, el segundo incluye la
operación y el monitoreo, y el último corresponde a la planta donde opera la gestión y
administración de la red (Wilamowski & Irwin, 2011) (Zurawski, 2009). Por tanto, esta
organización de red permite la interoperabilidad e interconexión entre los diferentes
niveles de comunicaciones (Khan & Khan, 2013), al quedar incluidos los tradicionales
buses de campo, las redes Ethernet y la redes inalámbricas (Jamsa-Jounela, 2007).
Asimismo, la arquitectura de red industrial, involucra conexiones inalámbricas, las
cuales utilizan el protocolo de control de acceso al medio inalámbrico CSMA-CA
(Acceso Múltiple con Percepción de Portadora y Evasión de Colisiones) (Flammini,
Ferrari, Sisinni, Marioli & Taroni, 2002). En efecto, los segmentos inalámbricos forman
parte de las redes locales Ethernet, aunque generan una latencia diferente en la red
y determinan otras condiciones y propiedades en la arquitectura (Baratella-Lugli,
Dias-Santos & Horta Rodrigues-Franco, 2009).
En (Machacek & Srovnal, 2010), se realizan estudios con tecnologías inalámbricas
donde se evidencia la variabilidad que contienen diferentes arquitecturas de la red al
utilizar diferentes protocolos. Por su parte, en (Georges et al., 2006), se propone un
método con algoritmos genéticos para disminuir el retardo terminal a terminal con base
a una distribución adecuada de los dispositivos en los switch, con lo que se permite
segmentar las colisiones generadas en las redes Ethernet. Es importante resaltar que la
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interconexión de dispositivos en diferentes topologías de red, han demostrado mejores
resultados para sistemas en tiempo real, cuando son realizadas las distribuciones con
switch conectados directamente al nivel donde operan los actuadores (Carro-Calvo,
Salcedo-Sanz, Portilla-Figueras & Ortiz-García, 2010). En estas consideraciones, los
cambios en el cableado o infraestructura pueden afectar el rendimiento, el tráfico, e
impactar los procesos que requieren tiempo real (Addad & Amari, 2008). La Figura 2.3
muestra una arquitectura híbrida en un sistema de comunicación industrial unido a
Ethernet, a dispositivos inalámbricos y a internet.
Figura 2.3: Red industrial Ethernet y acceso WAN
Fuente: Autores
Otro aspecto importante orientado a mejorar el desempeño de las redes Ethernet,
después de la segmentación a través de switch (Viegas, Valentim, Texeira & Guedes,
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