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Abstract
We study the existence of (0, 1)-matrices with given line sums and a fixed zero block.
An algorithm is given to construct such a matrix which is based on three applications of the
well-known Gale–Ryser algorithm for constructing (0, 1)-matrices with given line sums. A
characterization in terms of a certain “structure matrix” is proved. Further properties of this
structure matrix are also established, and its rank is determined and interpreted combinatori-
ally.
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1. Introduction
Let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be vectors whose components
are integral and nonnegative, and let p and q be integers with 1  p  m and 1 
q  n. We shall usually assume that R and S are monotone in the following sense
n  r1  r2  · · ·  rp and n  rp+1  rp+2  · · ·  rm, (1)
m  s1  s2  · · ·  sq and m  sq+1  sq+2  · · ·  sn.
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Thus when p = m and q = n, R and S are monotone (nonincreasing). Moreover, we
assume that
∑m
i=1 ri =
∑n
j=1 sj . Let A(R, S) be the set of all (0, 1)-matrices with
row sum vector R and column sum vector S. Consider a matrix A of size m× n
partitioned as
A =
[
A1 A2
A3 O
]
, (2)
where the block A1 has size p × q and the matrix O is the zero matrix of size
(m− p)× (n− q). Let Ap,q(R, S) denote the subset of A(R, S) consisting of all
matrices of the form (2). Thus, a matrix A ∈A(R, S) lies in Ap,q(R, S) whenever
ai,j = 0 (p < i  m, q < j  n). We are interested in finding a characterization
of the nonemptyness of this set Ap,q(R, S) and providing a simple algorithm for
constructing a matrix belonging to it.
The matrix class A(R, S) =Am,n(R, S) has been thoroughly investigated; see
[2] for an extensive survey. An introduction to (0, 1)-matrices with given line sums
is also found in the book [3]. The classical Gale–Ryser theorem says (provided that
S is monotone) that the setA(R, S) is nonempty if and only if S is majorized by the
conjugate R∗ of R, i.e.,
k∑
j=1
sj 
k∑
j=1
r∗j (k  n),
where equality holds for k = n. This is denoted by S ≺ R∗. For a treatment of maj-
orization theory and its applications in combinatorics, see [7].
In connection with A(R, S), the so-called structure matrix was introduced by
Ryser in [10]. This is a certain (m+ 1)× (n+ 1) matrix T which is determined
by the vectors R and S. The structure matrix has several interesting properties. For
instance, it may be used to characterize whenA(R, S) is nonempty, and its lines are
convex (see Section 4).
Computationally, the nonemptyness of Ap,q(R, S) can be checked efficiently
using network flow algorithms (see Section 2). The main goals in this paper are:
(1) to provide an efficient algorithm for constructing a matrix in Ap,q(R, S) (or
concluding that the class Ap,q(R, S) is empty), and (2) to generalize the matrix T
to the matrix class Ap,q(R, S) and to investigate its properties. We shall use the
term structure matrix for this object since, when p = m and q = n it specializes into
Ryser’s structure matrix. A motivation for our investigations is in the area of discrete
tomography. Here (0, 1)-matrices with given line sums correspond to binary images
with horizontal and vertical projections. An introduction to discrete tomography can
be found in [6]; see also the special issue of Linear Algebra and its Appl. [4]. In gen-
eral it is interesting to study problems for binary images with additional constraints
expressing some geometric property, and a zero block is a natural example.
There are some obvious necessary condition for Ap,q(R, S) to be nonempty.
First, the majorization condition S ≺ R∗ must hold (because of the Gale–Ryser the-
orem). Next, due to the zero block, we must also have that ri  q (p < i  m) and
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sj  p (q < j  n). However, these conditions are not sufficient for Ap,q(R, S)
to be nonempty, and the following small example illustrates this. Let m = n = 3,
p = q = 1, R = (1, 1, 1) and S = (1, 1, 1). Here S ≺ R∗ = (3, 0, 0) and the other
mentioned conditions also hold, but still Ap,q(R, S) is empty.
We conclude this introduction by defining some of our notation. For a real num-
ber a we define a+ := max{a, 0}. The conjugate of a sequence a1, a2, . . . , am with
max{ai : 1  i  m} ≤ n is the sequence a∗1 , a∗2 , . . . , a∗n . (Here, n is somewhat arbi-
trary, but this arbitrariness only makes for a difference in the number of trailing 0’s
in the conjugate.) So, if A is the matrix whose ith row consists of ai ones followed
by n− ai zeros, then a∗j is the j th column sum of A. The transpose of a matrix A is
denoted by At. Vectors are considered as column vectors.
2. The structure matrix
Let R, S and p, q be as stated in the previous section, so that (1) holds and∑m
i=1 ri =
∑n
j=1 sj . The number τ of 1’s in each matrix in A(R, S) is given by
τ =
m∑
i=1
ri =
n∑
j=1
sj .
We shall introduce and investigate the structure matrix associated with R, S, p and
q. First, we give a useful lemma.
Lemma 2.1. Let α1  α2  · · ·  αN be given integers. Let l be a nonnegative
integer and define
gk = kl −
k∑
i=1
αi (0  k  N).
Then
min{gk : 0  k  N} = −
N∑
i=1
(αi − l)+
and this minimum is attained at t where t is the maximal integer with αt  l (where
we let t = 0 if α1 < l).
Proof. Define Ik = {1, 2, . . . , k}. We calculate
gk = kl −
∑
i∈Ik
αi = −
∑
i∈Ik
(αi − l)
= −
∑
i∈Ik :αil
(αi − l)−
∑
i∈Ik :αi<l
(αi − l)
 −
∑
i∈Ik :αil
(αi − l) = −
∑
i∈Ik
(αi − l)+  −
N∑
i=1
(αi − l)+.
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Moreover, as the sequence αi (1  i  N) is nonincreasing, we see that this lower
bound is attained as specified in the lemma. 
In connection with Lemma 2.1 we remark that the sequence g0, g1, . . . , gN is con-
vex, i.e., gk+2 − gk+1  gk+1 − gk for 0  k  N − 2. In particular, the sequence
is unimodal and its minimum value is determined in the lemma.
We now define the structure matrix for the class Ap,q(R, S). Let 0  k  p and
0  l  q, and define
tk,l = τ + kl −
k∑
i=1
ri −
l∑
j=1
sj −
m∑
i=p+1
(ri − l)+ −
n∑
j=q+1
(sj − k)+. (3)
Equivalently, we have that
tk,l = kl +
m∑
i=k+1
ri −
l∑
j=1
sj −
m∑
i=p+1
(ri − l)+ −
n∑
j=q+1
(sj − k)+.
Let T denote the (p + 1)× (q + 1) matrix, with rows indexed by 0, 1, . . . , p and
columns indexed by 0, 1, . . . , q and with entries tk,l (0  k  p, 0  l  q). We call
T the structure matrix associated with the parameters R, S, p and q. When p = m
and q = n, so Ap,q(R, S) =A(R, S), the matrix T coincides with the structure
matrix as introduced by Ryser and discussed in detail in [2].
Example 2.2. Let m = n = 3, p = q = 1 and R = S = (3, 1, 1). Then the struc-
ture matrix is
T =
[
1 0
0 0
]
.
The same structure matrix is obtained when r = s = (2, 1, 0). This shows that the
function mapping the parameters r, s to the structure matrix T is not injective. How-
ever, when p = m and q = n this function is injective.
The structure matrix may be used to characterize when the set Ap,q(R, S) is
nonempty.
Theorem 2.3. The set Ap,q(r, s) is nonempty if and only if the structure matrix T
is nonnegative.
Proof. We shall apply the maxflow–mincut theorem to a suitable network, and ana-
lyze the structure of minimum cuts. Consider the directed graph with the m+ n+ 2
vertices u1, u2, . . . , um, v1, v2, . . . , vn and w, w′. Its arcs are (w, ui) for i  m, and
(vj , w
′) for j  n, and (ui, vj ) when i  p or j  q. The capacity of arc (w, ui) is
ri , the capacity of arc (vj , w′) is sj while each other arc has capacity 1. There is a nat-
ural one-to-one correspondence betweenAp,q(R, S) and integral flows from v to w
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in this network: the flow in arc (ui, vj ) corresponds to the element ai,j of the matrix
A. Thus, by the maxflow–mincut theorem, Ap,q(R, S) is nonempty if and only if
everyww′-cut has capacity at least τ (and, actually, the minimum cut capacity is equal
to τ ). A cut consists of the arcs leaving a vertex set {v} ∪ {ui : i ∈ K} ∪ {vj : j ∈ L}
for some subsets K ⊆ {1, 2, . . . , m} and L ⊆ {1, 2, . . . , n} where we define
K = {1, 2, . . . , m} \K andL = {1, 2, . . . , n} \ L. The corresponding cut capacity is∑
i∈K
ri +
∑
j∈L
sj + |E(K,L)|,
where E(K,L) is the set of arcs going from {ui : i ∈ K} to {vj : j ∈ L}.
We now observe that there is a minimum cut (i.e., a cut of minimum capacity)
satisfying
K = {1, 2, . . . , k} ∪ {p + 1, p + 2, . . . , p + k′}, (4)
L = {1, 2, . . . , l} ∪ {q + 1, q + 2, . . . , q + l′}
for suitable k, l, k′, l′ with 0  k  p, 0  l  q, 0  k′  m− p and 0  l′ 
n− q. In fact, note that the capacity of such a cut is not more than the capacity
of every cut satisfying
|K ∩ {1, 2, . . . , p}| = k, |K ∩ {p + 1, p + 2, . . . , m}| = k′,
|L ∩ {1, 2, . . . , q}| = l, |L ∩ {q + 1, q + 2, . . . , n}| = l′.
This follows from the monotonicity assumptions on R and S given in (1), and the
structure of the digraph where, actually, |E(K,L)| depends only on k, l, k′, l′, and
not otherwise on the sets K and L.
Thus, we can restrict the attention to cuts satisfying (4). Since |E(K,L)| =
kl + k′l + kl′ and τ =∑i ri =∑j sj , the capacity of such a cut becomes
2τ −
∑
i∈K
ri −
∑
l∈L
sl + kl + k′l + kl′
= 2τ + kl −
k∑
i=1
ri −
l∑
j=1
sj +
(
k′l −
p+k′∑
i=p+1
ri
)
+
(
kl′ −
q+l′∑
j=q+1
sj
)
.
Now, we fix k and l and consider the minimum of this cut capacity for k′ ∈ {0, 1, . . . ,
m− p} and l′ ∈ {0, 1, . . . , n− q}. Due to Lemma 2.1 (with αi = rp+i), and the cor-
responding result for sq+1, . . . , sn, this minimum equals
2τ + kl −
k∑
i=1
ri −
l∑
j=1
sj −
m∑
i=p+1
(ri − l)+ −
n∑
j=q+1
(sj − k)+ = τ + tk,l .
So, finally, we see that the minimum cut capacity in our network is no less than τ if
and only if T is nonnegative, as desired. 
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It is interesting that the characterization given in the theorem involves (p +
1)(q + 1) inequalities in R and S. This improves on the direct application of the
cut conditions where there is an exponential number of cuts. Rather than using the
maxflow–mincut theorem, one could also use a theorem of Mirsky (derivable from
the maxflow–mincut theorem) for the existence of a nonnegative integral matrix with
prescribed line sums and upper bounds on entries [8].
Consider again the network constructed in the proof of Theorem 2.3. In order to
find, if possible, a matrix in Ap,q(R, S) we can solve the maximum flow problem
in this network. For efficient general maximum flow algorithms see [1]. Note that
this approach implicitly tests the nonnegativity of T . The proof of Theorem 2.3 also
leads to the following corollary.
Corollary 2.4. Let R, S, p and q be as before. Then the maximum number of ones
in a (0, 1)-matrix A of the form (2), where A is required to have at most ri ones in
row i (i  m) and at most sj ones in column j (j  n), is equal to
τ + min
k,l
tk,l .
This corollary can also be derived as a consequence of a more general theorem of
Vogel [12] (see also Theorem 6.5.1 in [3]).
The entry of T in position (0, q) is given by
t0,q = τ −
q∑
j=1
sj −
m∑
i=p+1
(ri − q)+ −
n∑
j=q+1
(sj − 0)+
= −
m∑
i=p+1
(ri − q)+  0.
Moreover, t0,q = 0 if and only if ri  q (p < i ≤ m). This condition is clearly nec-
essary forAp,q(r, s) to be nonempty. Similarly, we see that tp,0 = −∑nj=q+1(sj −
p)+  0, so tp,0 = 0 iff sj  p (q < j  n).
Example 2.5. Let m = n = 10, p = q = 7, R = (9, 8, 6, 6, 5, 5, 4, 3, 3, 3), and
S = (7, 6, 6, 6, 6, 6, 6, 4, 3, 2). Then the structure matrix is
T =

34 30 27 24 18 12 6 0
28 25 23 21 16 11 6 1
23 21 20 19 15 11 7 3
19 18 18 18 15 12 9 6
14 14 15 16 14 12 10 8
9 10 12 14 13 12 11 10
4 6 9 12 12 12 12 12
0 3 7 11 12 13 14 15

.
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Fig. 1. Interpretation of Theorem 2.3.
So T is nonnegative and A7,7(r, s) is nonempty. If we modify the example and let
p = q = 5 and maintain R and S, then the structure matrix contains a negative entry
(t5,0 = −2) so in that case A5,5(R, S) is empty.
We conclude this section with an interesting interpretation of the criterion given in
Theorem 2.3 (see Fig. 1). Let 0  k ≤ p and 0  l  q. Assume thatAp,q(R, S) is
nonempty and let A∈Ap,q(R, S). Let P1 = {(i, j) : i  k or j  l}, P2 = {(i, j) :
p < i  m, l < j  q} and P3 = {(i, j) : k < i  p, q < j  n}. These three sets
are pairwise disjoint. Let Nν be the number of ones that A contains in position set
Pν (ν  3). First, note that
N1 =
k∑
i=1
ri +
l∑
j=1
sj −
∑
ik,jl
ai,j 
k∑
i=1
ri +
l∑
j=1
sj − kl.
Moreover, as ai,j = 0 for i > p, j > q, we get
N2 
m∑
i=p+1
(ri − l)+, N3 
n∑
j=q+1
(sj − k)+.
Thus, as P1, P2, P3 are pairwise disjoint, the number N1 +N2 +N3 of ones that A
contains in P1 ∪ P2 ∪ P3 satisfies
N1 +N2 +N3 
k∑
i=1
ri +
l∑
j=1
sj − kl +
m∑
i=p+1
(ri − l)+ +
n∑
j=q+1
(sj − k)+.
On the other hand
N1 +N2 +N3 
∑
i,j
ai,j = τ
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so by comparing this upper and lower bound on N1 +N2 +N3 we get precisely the
nonnegativity of T .
3. An algorithm
In the previous section we have discussed how general maximum flow algorithms
may be used to find matrices inAp,q(R, S). In the case p = m, q = n simpler algo-
rithms are known for this problem, for instance, the well-known algorithms of Gale
[5] and Ryser [9]. These two algorithms have very similar steps, but the particular
way used by Ryser in carrying out the basic steps results in the construction of a
canonical matrix A˜ in A(R, S). We shall use this construction of Ryser to construct
a canonical matrix A˜p,q in Ap,q(R, S).
Let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be nonnegative integral vectors
with r1 + r2 + · · · + rm = s1 + s2 + · · · + sn. Assume that R and S are monotone
so that
r1  r2  · · ·  rm and s1  s2  · · ·  sn.
Ryser’s algorithm starts with the m× n (0, 1)-matrix A whose row sum vector is R
and whose column sum vector is the conjugate R∗. Thus the 1’s in A occupy the
initial positions in each row. The construction begins by shifting the last 1 in certain
rows of A to column n in order to achieve the sum sn. The 1’s in column n are to
appear in those rows in which A has the largest row sums, giving preference to the
bottommost positions in case of ties. Reducing those ri by 1 in whose corresponding
row a 1 has been placed in column n, we obtain a new vector R′ which, because
of the choice of rows to place 1’s, also satisfies the monotonicity assumption. We
now proceed inductively to construct columns n− 1, . . . , 2, 1. Ryser proved that the
class A(R, S) is nonempty if and only if S ≺ R∗ by showing that if S ≺ R∗, then
this algorithm can be carried through completion in order to produce a matrix in
A(R, S). When A(R, S) /= ∅, the matrix A˜ resulting from this algorithm is often
called the canonical matrix in A(R, S).
The final ingredient we need for our algorithm to construct a matrix in a class
Ap,q(R, S) is the notion of an interchange. An interchange applied to a (0, 1)-matrix
A replaces a submatrix of order 2 of one of the forms[
1 0
0 1
]
and
[
0 1
1 0
]
by the other. Ryser also proved that given two matricesA andB inA(R, S),A can be
transformed into B by a sequence of interchanges; equivalently, since interchanges
are reversible, each matrix in A(R, S) can be transformed by interchanges into the
canonical matrix A˜ of A(R, S).
We can generalize this construction of a canonical matrix in a matrix class as
follows. Assume as above that R is monotone. Let q be an integer with 1  q  n,
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and assume only that sq+1  sq+2  · · ·  sn. Let Sq = (s1, s2, . . . , sq) and S′q =
(sq+1, sq+2, . . . , sn). Let
A = [A1 A2]
be a matrix in A(R, S), where A1 has size m× q. Starting with A and using the
monotonicity of Rp, by a sequence of interchanges we may recursively obtain a
matrix
Â = [Â1 Â2] ,
where the row sums of the m by k submatrices of Â formed by the first k columns
are monotone for k = q, q + 1, . . . , n. The 1’s in the last column of Â2 are in those
rows in which A (note, not A2) has the largest row sums, giving preference as before
to the bottommost positions in the case of ties. We can obtain this last column since,
if for some i < j there is a 0 in row i and a 1 in row j in the last column of A2 and
ri > rj , there must be some column of A (not necessarily a column of A2) with a
1 in row i and a 0 in row j ; similarly if there is a 1 in row i and a 0 in row j and
ri = rj , then there must be some column of A with a 0 in row i and a 1 in row j . The
row sums of the matrix obtained from A by deleting its last column are monotone.
Proceeding recursively, we complete the verification.
The matrix Â2 can be constructed using a modified Ryser algorithm:
Starting with the matrix A with row sum vector R and column sum vector R∗,
recursively shift 1’s in rows to achieve the column sums of Â2 putting 1’s in those
rows corresponding to the largest row sums, giving preference to the bottommost
positions in case of ties.
The matrix Â2 is uniquely determined by R, S, and q, and we denote it by A˜q .
If q = 0, then A˜q = A˜. If S is also monotone, then A˜q is a submatrix of A˜, but in
general, A˜q is not a submatrix of A˜. When the class A(R, S) is nonempty, we call
the matrix A˜q the canonical column q-submatrix relative to R and S′q . A similar
discussion holds with rows and columns interchanged. Thus if p is an integer with
1  p  m, S is monotone, and rp+1  rp+2  · · ·  rm, then using transposition
we obtain the canonical row p-submatrix relative to R′p and S, denoted pA˜, where
R′p = (rp+1, rp+2, . . . , rm). The matrix pA˜ is uniquely determined by R, S, and p.
Now again let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be nonnegative inte-
gral vectors, and let p and q be integers with 1  p  m and 1  q  n. Assume
only that the monotonicity conditions (1) are satisfied. Let Rp = (r1, r2, . . . , rp),
R′p = (rp+1, rp+2, . . . , rm), Sq = (s1, s2, . . . , sq), and S′q = (sq+1, sq+2, . . . , sn).
Then Rp,R′p, Sq, and S′q are all monotone vectors. With these notations and
assumptions we have the following theorem.
Theorem 3.1. Assume that Ap,q(R, S) /= ∅. Then there exists a matrix
A˜p,q =
[
A˜1 A˜q
pA˜ O
]
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in the class Ap,q(R, S) such that A˜q is the canonical column q-submatrix relative
to Rp and S′q, and pA˜ is the canonical row p-submatrix relative to R′p and Sq, and
A˜1 is the canonical matrix in the matrix class to which it belongs.
Proof. Let
A =
[
A1 A2
A3 O
]
be a matrix in Ap,q(R, S). Since S′q is monotone, it follows from Ryser’s inter-
change theorem that we may apply interchanges to the matrix[
A1 A2
]
to obtain a matrix[
B1 A˜
q
]
,
where the matrix A˜q is the canonical column q-submatrix relative to Rp and S′q .
Thus the 1’s of A˜q are in positions which depend only on its column sum vector S′q
and the vector Rp, and hence the row sum vector R̂p of A˜q also depends only on Rp
and S′q . The row sum vector of B1 is Rp − R̂p.
The matrix[
B1 A˜q
A3 O
]
belongs to Ap,q(R, S). Applying a similar argument to the matrix[
B1
A3
]
,
we obtain a matrix[
C1 A˜q
pA˜ O
]
,
where the column sum vector Ŝq of pA˜ depends only on its row sum vector R′p and
Sq . The row sum vector of C1 is the monotone vector Rp − R̂p and its column sum
vector is the monotone vector Sq − Ŝq . We may now apply interchanges to the matrix
C1 to obtain the canonical matrix A˜1 in the class A(Rp − R̂p, Sq − Ŝq). 
We can now use Theorem 3.1 to describe a computationally simple algorithm to
construct a matrix A in Ap,q(R, S). Assume that the monotonicity conditions (1)
are satisfied.
(a) Use the modified Ryser algorithm to construct the canonical column q-submatrix
A˜q relative to Rp and S′q . Let the row sum vector of A˜q be R̂p.
(b) Use the modified Ryser algorithm to construct the canonical row p-submatrix
pA˜ relative to Sq and R′p. Let the column sum vector of pA˜ be Ŝq .
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(c) Use the Ryser algorithm to construct the canonical matrix A˜ in the class
A(Rp − R̂p, Sq − Ŝq).
(d) Let
A˜p,q =
[
A˜ A˜q
pA˜ O
]
.
It follows from Theorem 3.1 thatAp,q(R, S) is nonempty if and only if this algo-
rithm terminates with a matrix A as in (4), which must then belong to Ap,q(R, S).
We conclude this section with an example illustrating the algorithm.
Example 3.2. Let R = (5, 5, 5, 4, 4, 3, 2, 2) and S = (5, 5, 5, 3, 4, 3, 3, 2), and let
p = 5 and q = 4. The matrix in A5,4(R, S) constructed by our algorithm is
1 1 0 1 0 1 1 0
1 0 1 0 1 1 0 1
1 0 1 0 1 1 0 1
0 1 1 0 1 0 1 0
0 1 0 1 1 0 1 0
1 1 0 1 0 0 0 0
1 0 1 0 0 0 0 0
0 1 1 0 0 0 0 0

.
4. Properties of the structure matrix
In this section we investigate the properties of the structure matrix T in more
detail.
The first row and column of T are given by
t0,l =
q∑
j=l+1
sj −
m∑
i=p+1
(ri − l)+ (0  l  q),
tk,0 =
p∑
i=k+1
ri −
n∑
j=q+1
(sj − k)+ (0  k  p).
In particular, t0,0 =∑qj=1 sj −∑mi=p+1 ri . It turns out that T is determined by its
first row and column; this follows from the difference property of T contained in the
following proposition.
Proposition 4.1. The structure matrix T satisfies
(i) tk,l = tk,0 + t0,l − t0,0 + kl (0  k  p, 0  l  q), (5)
(ii) tk+1,l − tk,l = tk+1,l+1 − tk,l+1 − 1 (0  k < p, 0  l < q).
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Proof. The identity (i) follows directly from (3) using the expressions for tk,0 and
t0,l found above, and from (i) we may derive (ii). 
It follows from the difference property that T is an inverse Monge matrix i.e.,
it satisfies ti,j + tk,l  ti,l + tk,j for i ≤ k and j  l. In the remaining part of this
section we shall assume that R and S are nonincreasing, i.e.,
r1  r2  · · ·  rm and s1  s2  · · ·  sn.
Then the differences among consecutive elements in the first row or column of T
may be expressed in terms of the parameters and the conjugates of R and S:
t0,l − t0,l+1 = sl+1 − (r∗l+1 − p)+ (0  l < q),
tk,0 − tk+1,0 = rk+1 − (s∗k+1 − q)+ (0  k < p).
In the case when p = m and q = n the structure matrix satisfies additional proper-
ties discussed in [2]. One such property is that each line of T is convex. This property
may fail when p < m and q < n, see Example 2.5 (the column corresponding to
l = 6 is nonconvex).
Assume that p = m, q = n and consider a fixed column l in T . Using Lemma 2.1
we may determine minimum entry in column l as follows
min
k
tk,l = min
k
(
τ + kl −
k∑
i=1
ri −
l∑
j=1
sj
)
= τ −
l∑
j=1
sj + min
k
(
kl −
k∑
i=1
ri
)
=
n∑
j=l+1
sj −
m∑
i=1
(ri − l)+
=
n∑
j=l+1
sj −
n∑
j=l+1
r∗j .
Thus, the nonnegativity of T reduces to the constraints
∑n
j=l+1 sj −
∑n
j=l+1 r∗j
(0  l ≤ n), or equivalently, that s ≺ r∗. Thus, this reduction gives a proof of the
Gale–Ryser theorem (confer [2]). It is natural to ask if a similar simplification of the
condition that T  O may be done for arbitrary p  m, q  n. For a fixed column l
we now obtain
min
k
tk,l
= min
k
(
τ + kl −
k∑
i=1
ri −
l∑
j=1
sj −
m∑
i=p+1
(ri − l)+ −
n∑
j=q+1
(sj − k)+
)
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= τ −
l∑
j=1
sj −
m∑
i=p+1
(ri − l)+ + min
k
(
kl −
k∑
i=1
ri −
n∑
j=q+1
(sj − k)+
)
=
n∑
j=l+1
sj −
m∑
i=p+1
(ri − l)+ + min
k
(
kl −
k∑
i=1
ri −
m∑
i=k+1
(s∗i − q)+
)
=
n∑
j=l+1
sj −
m∑
i=p+1
(ri − l)+ −
m∑
i=1
(s∗i − q)+
+ min
k
(
kl −
k∑
i=1
(ri − (s∗i − q))+
)
. (6)
From this calculation, Lemma 2.1 and Theorem 2.3 we obtain the following result
of “Gale–Ryser type”.
Corollary 4.2. Let αi = ri − (s∗i − q)+ (1  i  m) and assume that α1 
α2  · · ·  αm. Then the set Ap,q(R, S) is nonempty if and only if
n∑
j=l+1
sj 
m∑
i=1
(s∗i − q)+ +
m∑
i=p+1
(ri − l)+ +
m∑
i=1
(ri − (s∗i − q)+ − l)+
(0  l  q).
Unfortunately, the numbers αi = ri − (s∗i − q)+ may not be nonincreasing in the
general case. So in those cases we do not obtain a simplification of Gale–Ryser type.
It turns out that the minimum entry in a column of T often is the first or last entry.
The following result makes this precise and may be used to reduce the amount of
work to check the nonnegativity of T considerably.
Proposition 4.3. Let l1 and l2 be defined by
l1 = min{(tk,0 − tp,0)/(p − k) : k = 0, 1, . . . , p − 1},
l2 = q − min{(tk,q − t0,q)/k : k = 1, 2, . . . , p}.
Then
min{tk,l : k = 0, 1, . . . , p} = tp,l (0  l  l1),
min{tk,l : k = 0, 1, . . . , p} = t0,l (l2  l  q).
Proof. Let 0  l  q. From (5) we get tk,l − tp,l = tk,0 − tp,0 − (p − k)l so tk,l 
tp,l (0  k  p− 1) is equivalent to l  (tk,0 − tp,0)/(p− k) for each k. This proves
the first part of the result. The second part follows similarly by starting with the
identity tk,l − t0,l = tk,q − t0,q − k(q − l) which may be derived from (5). 
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In Example 2.5 we have l1 = 4 and l2 = 6, so only column 5 does not have its
minimum entry in row 0 or p.
5. The rank of the structure matrix
It was suggested in [2] to investigate the rank of the structure matrix and see if the
rank has any combinatorial significance. In [11] it was shown that this rank is 3 with
the exception of some special cases. We consider the rank of the structure matrix for
general p and q.
Lemma 5.1. Let a1, . . . , aN ∈ Rm and b1, . . . , bN ∈ Rn be nonzero vectors and
define
H =
N∑
i=1
aib
t
i .
Then rank(H)  N, and rank(H) = N if and only if a1, . . . , aN are linearly inde-
pendent and b1, . . . , bN are linearly independent.
Proof. Note thatH =AB whereA= [a1 · · · aN ] andB = [b1 · · · bN ]t. The range
Ran(H) of H satisfies Ran(H) = {Ay : y ∈ Ran(B)}. It follows that rank(H) 
rank(B)  N and that rank(H) = N if and only if rank(A) = rank(B) = N , which
gives the desired result. 
In order to formulate the the next theorem we consider the following conditions
(R1)
q∑
j=1
sj −
m∑
i=p+1
ri = (n− q − r1)(m− p − s1).
(R2) r1 = n− (1/m)
m∑
i=1
(q − s∗i )+ and ri = max{s∗i , q} + r1 − n
(i = 2, 3, . . . , m).
(R2′) s1 = m− (1/n)
n∑
j=1
(p − r∗j )+ and sj = max{r∗j , p} + s1 −m
(j = 2, 3, . . . , n).
We may now give the result concerning the rank of T .
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Theorem 5.2. Consider the structure matrix T defined in (3). Then
1  rank(T )  3.
Assume that R and S are nonincreasing. If (R1), (R2) and (R2′) all hold, then T
has rank 1. If (R1), (R2) and (R2′) do not all hold, but either (R2) or (R2′) holds,
then T has rank 2. In all other cases, T has rank 3.
Proof. First, note that T must be nonzero; this follows from the difference property
(5). Therefore rank(T )  1. Next, recall that the elements in the structure matrix
T = [tk,l] are given by
tk,l = τ + kl −
k∑
i=1
ri −
l∑
j=1
sj −
m∑
i=p+1
(ri − l)+ −
n∑
j=q+1
(sj − k)+.
Let a ∈ Rp+1 be the column vector whose kth component is τ −∑ki=1 ri −∑n
j=q+1(sj − k)+ for 0  k  p, and let b ∈ Rq+1 be the column vector whose
lth component is −∑lj=1 sj −∑mi=p+1(ri − l)+ for 0  l ≤ q. Also let e(d) denote
the all ones column vector of size d . Finally, let w(d) = (0, 1, . . . , d)t.
We now see that
T = aet(q+1) + e(p+1)bt + w(p+1)wt(q+1).
(We hereafter omit the dimension subscripts on e and w to simplify the notation.)
This proves that T is the sum of three matrices of rank one, so T has rank at most 3.
From Lemma 5.1 (with N = 3) it follows that rank(T )  2 iff either a or b is a
linear combination of e and w (as e and w are linearly independent). Consider first
the case when a is a linear combination of e and w, say a = αe + βw. Then
T = aet + ebt + wwt = (αe + βw)et + ebt + wwt
= e(αe + b)t + w(βe + w)t.
So, again we apply Lemma 5.1 (now with N = 2) and conclude that, in this case,
rank(T ) = 1 iff αe + b, βe + w are linearly dependent, i.e., αe + b = µ(βe + w)
for some µ. This means that b = (µβ − α)e + µw. The case when b is a linear
combination of e and w may be treated similarly. The result of these considerations
is that rank(T ) = 1 if and only if
a = αe + βw, b = α′e + β ′w,
where α + α′ = ββ ′. In this case T is given by
T = (β ′e + w)(βe + w)t.
So far our analysis completely describes the rank of T in terms of properties of
the vectors a and b. It remains to express these properties in terms of the parameters
R, S, p and q.
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Consider first
a = αe + βw = (α, α + β, . . . , α + pβ).
Then α =∑qj=1 sj and
β =
n∑
j=q+1
sj −
n∑
j=q+1
(sj − 1)+ − r1 = s∗1 − q − r1 = n− q − r1.
Moreover,
ak = τ −
k∑
i=1
ri −
n∑
j=q+1
(sj − k)+ =
m∑
i=k+1
ri −
m∑
i=k+1
(s∗j − q)+
so ak − ak−1 = (s∗k − q)+ − rk . Thus, ak − ak−1 = β = n− q − r1 and this gives
rk = max{s∗k , q} − n+ r1 for k  2. Using these relations we may calculate r1 from
the fact that
∑
i ri =
∑
i s
∗
i . This gives r1 = n− (1/m)
∑m
i=1(q − s∗i )+, so we see
that condition (R2) holds.
Similarly, consider the case when b is a linear combination of e and w, say b =
α′e + β ′w. Then, we calculate that α′ = −∑mi=p+1 ri and β ′ = m− p − s1. This
gives condition (R2′).
From these considerations the theorem follows. 
From this theorem we see that the rank of the structure matrix T is 3 except
in rather special situations. Note that conditions (R2) and (R2′) have combinato-
rial contents. For instance, (R2) means that R is determined in a simple manner
by S (and q) via the conjugate S∗ of S: letting i′ = max{i : s∗i  q}, we have that
ri = s∗i − (n− r1) for i  i′ and ri = q − (n− r1) for i > i′. A further restriction
here is that n− (1/m)∑mi=1(q − s∗i )+ is integral and equal to r1 (this corresponds
to the equation
∑
i ri =
∑
j sj =
∑
i s
∗
i ).
Consider the case when ri  q (i > p) and sj  p (j > q). Then, as noted be-
fore, tp,0 = t0,q = 0. Then T has rank 1 if and only if either β = β ′ = 0 or β = −q,
β ′ = −p (see the notation in the proof), and we get tk,l = kl or tk,l = (k − p)(l −
q), respectively.
Finally, we remark if p = m and q = n, then Theorem 5.2 specializes into the
following (see [11]). If r1 = r2 = · · · = rm or s1 = s2 = · · · = sn, then rank(T )  2.
The only situation where rank(T ) = 1 is when ri = n (i  m) and sj = m (j  n),
and then A(R, S) consists of the all ones matrix only.
Example 5.3. Letm = n = 7, p = q = 4,R = (6, 6, 5, 5, 3, 3, 3) and S = (6, 6, 5,
4, 4, 4, 2). Then the structure matrix becomes
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T =

12 9 6 4 0
9 7 5 4 1
6 5 4 4 2
3 3 3 4 3
0 1 2 4 4
 .
and its rank is 2. Here S∗ = (7, 7, 6, 6, 3, 2, 0) and one can check that condition
(R2) of Theorem 5.2 holds. As another example, consider the case when ri = n
(i  p), ri = q (i > p) and sj = m (j  q), sj = p (j > q). ThenAp,q(R, S) con-
tains just the matrix with ones in all entries in the first p rows and the first q columns.
Moreover, the structure matrix T is given by tk,l = (p − k)(q − l), and it has rank 1.
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