We show how to calculate the spectrum of the Laplacian operator on fully symmetric, finitely ramified fractals. We consider well known examples, such as the unit interval and the Sierpiński gasket, and much more complicated ones, such as the hexagasket and a non-post critically finite self-similar fractal. We emphasize the low computational demands of our method. As a conclusion, we give exact formulas for the limiting distribution of eigenvalues (the integrated density of states), which is a purely atomic measure (except in the classical case of the interval), with atoms accumulating to the Julia set of a rational function. This paper is the continuation of the work published by the same authors in [1] .
Introduction
In a previous paper [1] we gave a theoretical justification for a method by which the spectrum of the Laplacian operator on fully symmetric, finitely ramified fractals can be computed. The advantage of this method is that the computational demands are low. The purpose of this paper is to provide detailed explanations and examples of how this method can be applied to a range of fractals.
For the background on the analysis on fractals one can consult the recent textbook [2] , with more advanced topics covered in monographs [3, 4, 5] . Among many applications of fractal structures we particularly note [6, 7] . The recent survey [8] describes relation between analysis on fractals and self-similar groups.
The first self-similar set that we examine is the unit interval, 1 Section 4. The purpose of this example is to show that when the finitely ramified fractal is also a set that is amenable to classical analysis, the spectrum that we obtain is the same as the one obtained from the classical analysis. Next we examine the Sierpiński gasket, Section 5, as one of the simplest and best known fractals that does not admit a classical analysis of the Laplacian. From here we go on to analyze the Hexagasket, Section 6, which is a more complicated and to a novice less familiar fractal than the Sierpiński gasket, yet it is still very similar to the Sierpiński gasket. Lastly we analyze a fractal that is not post-critically finite, Section 7, to show how the process works in a more general setting. Before continuing, we shall take a moment to describe what exactly it is that is vibrating. The physical intuition for these calculations is based on a thin piece of material placed horizontally that is struck and begins to vibrate 1 The unit interval admits a decomposition into smaller intervals, and so is the attractor of an iterated function system, but perhaps the interval can not be called a fractal, according to the terminology introduced by Mandelbrot in [9] . The term "fractal" is usually reserved for geometric objects not having simpler Euclidean descriptions. Rather than calling the unit interval a fractal, we call it a Euclidean set admitting a self-similar decomposition.
vertically. One may think of a horizontal fractal membrane or plate which, when vibrating, moves up and down in the vertical direction. It is well known that the pure vibration modes correspond to the eigenmodes of the Laplacian. In particular, the frequency of the vibration corresponds to the eigenvalue, and the shape or amplitude corresponds to the eigenfunction. In the classical one dimensional case of a string, meaning a unit interval in our terminology, the pure vibration modes are given by familiar sine curves. Figure 1 shows an example of an eigenfunction on the Sierpiński gasket with vastly exaggerated amplitude. Figures 2 and 3 show eigenfunctions on the level-3 Sierpiński gasket. These figures makes use of Neumann boundary conditions as do the basic calculations. For us the Neumann boundary conditions simply imply a reflecting boundary so that no energy is lost from the vibrating fractal, but do not impose any restrictions on how our fractal may vibrate. The case when the boundary points are fixed in space corresponds to Dirichlet, or zero, boundary conditions. In this case the calculations are very similar and so we omit them. Among many related computations of eigenmodes on fractals and in the domains with fractal boundary, we particularly note [10, 11, 12] , which also contain many references. 
Fractal Basics
The type of fractal that we consider in this paper consists of a compact subset of R 2 which is the fixed set of a family of injective mappings. Note that there is nothing special about dimension two Euclidean space, just that it makes the pictures easier to draw. Denote the fractal as F and the set of injective mappings as {φ i } n i=1 . Then the fractal is the unique compact subset such that F = n i=1 φ i F , that is, the fractal is the fixed point of the set of mappings. We require that φ i F ∩ φ j F is, when i = j, at most a single point and quite possibly empty. The set of points which are fixed under one of the injections is called the boundary set, that is x = φ i x for some i.
We choose to approximate these fractals by a sequence of finite graphs whose limit is the full fractal. The vertices of the depth n approximation are the images of the boundary points under n of the injections. So if {z j } m j=1 is our boundary set then the vertices for the depth 3 approximation of F are φ i3 • φ i2 • φ i1 (z j ) for all choices of i k ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . , m}. Two vertices are connected by an edge if they are images of different boundary points under the same sequence of n injections. For example, if we look at the boundary points and the depth zero graph, we get the complete graph with those vertices. If we look at the depth one graph we get the vertices φ i (z j ) where we place edges between the vertices {φ i (z j )} m j=1 and do this for each i. The most intuitive example of this is Figure 6 . We denote the set of vertices for the depth n graph V n which we also use for the graph itself. Once we have this graph approximation we can consider the probabilistic Laplacian on V n , whose matrix we give the name M n .
We write σ(M ) for the spectrum of the matrix M which, since the matrices are finite dimensional, is just the set of eigenvalues. If z ∈ σ(M n ) then we write mult n z for the multiplicity of z as an eigenvalue of M n . We will spend a great deal of time considering mult n z as n increases to infinity in later sections. 
Eigenfunction Extension
The theoretical underpinnings of our procedure are a collection of results of an entirely algebraic flavor that relate the eigenvalues of a given matrix to the eigenvalues of a submatrix. The relation is described through two rational functions and in all of our examples the submatrix that we look at is the identity matrix which is the reason we have such low computational demands.
The Laplacian matrix that we start with is the depth one Laplacian matrix, M 1 = M . It is written as a square matrix with ones on the diagonal. Offdiagonal entries are determined by a ij = −1 deg(xi) where x i is a vertex in V 1 if x i and x j are joined by an edge and a ij = 0 when x i and x j are not joined by an edge. These matrices have the nice property that when summing across a row the sum is always zero. We define A to be the square block in the upper left hand corner that has as many rows and columns as there are boundary points in the fractal. This matrix is always just a copy of the identity matrix. To begin the iterative process of extending eigenvalues from one Laplacian to a deeper one we have to do the base case first, of extending the eigenvalues of M 0 to those of M . We begin by writing M is block form:
We consider the Schur Complement of M − zI which is
In [1] we showed, using ideas from [13, 14] , that
Where φ(z) and R(z) are scalar valued rational functions, providing that z ∈ σ(D). If we let N 0 be the number of boundary points then M 0 has entries a ii = 1 and a ij = −1 N0−1 . We can look at specific entries in this matrix valued equation to get the following two scalar valued equations: φ(z) = −(N 0 − 1)S 1,2 (z) and R(z) = 1 − S 1,1 (z) φ(z) .
Already we can see two types of z which would cause problems for us, either z ∈ σ(D) or φ(z) = 0, we collectively call these points exceptional and the set of them E(M, M 0 ), the exceptional set. Let us dispose of non-exceptional values of z first: This implies that there is a one-to-one map from the eigenspace of M 0 corresponding to R(z) onto the eigenspace of M corresponding to z. with very high accuracy and efficiency. The programs implementing this hierarchical iterative procedure do not involve large matrix calculations 2 , and the results are illustrated in Figures 3, 2 and 3 . The first numerical calculations on the Sierpiński gasket were done in [10] , with more topics considered in [12, 2, and references therein]. The level-3 Sierpiński gasket was studied in [1, 15, 4, 2] and other works.
Theorem 3.1 is proved in [1] . It leaves the exceptional values to be dealt with, which are addressed in the next Proposition. In this proposition mult D (z) is the multiplicity of z as an eigenvalue of D, a similar usage to that of mult n . Here and throughout dim n is the dimension of the function space on V n since V n is a finite collection of points the space of functions on V n is just the number of points in V n .
Proposition 3.1.
1. If z / ∈ E(M 0 , M ), then mult n (z) = mult n−1 (R(z)),
and every corresponding eigenfunction at depth n is an extension of an eigenfunction at depth n − 1.
If z /
∈ σ(D), φ(z) = 0 and R(z) has a removable singularity at z, then
and every corresponding eigenfunction at depth n is localized.
3. If z ∈ σ(D), both φ(z) and φ(z)R(z) have poles at z, R(z) has a removable singularity at z, and d dz R(z) = 0, then mult n (z) = m n−1 mult D (z) − dim n−1 + mult n−1 (R(z)),
and every corresponding eigenfunction at depth n vanishes on V n−1 .
If z ∈ σ(D)
, but φ(z) and φ(z)R(z) do not have poles at z, and φ(z) = 0, then mult n (z) = m n−1 mult D (z) + mult n−1 (R(z)).
In this case m n−1 mult D (z) linearly independent eigenfunctions are localized, and mult n−1 (R(z)) more linearly independent eigenfunctions are extensions of corresponding eigenfunction at depth n − 1.
, but φ(z) and φ(z)R(z) do not have poles at z, and φ(z) = 0, then mult n (z) = m n−1 mult D (z) + mult n−1 (R(z)) + dim n−1 (5) provided R(z) has a removable singularity at z. In this case there are m n−1 mult D (z) + dim n−1 localized and mult n−1 (R(z)) non-localized corresponding eigenfunctions at depth n.
6. If z ∈ σ(D), both φ(z) and φ(z)R(z) have poles at z, R(z) has a removable singularity at z, and d dz R(z) = 0, then mult n (z) = mult n−1 (R(z)), (6) provided there are no corresponding eigenfunctions at depth n that vanish on V n−1 . In general we have mult n (z) = m n−1 mult D (z) − dim n−1 + 2mult n−1 (R(z))
7. If z / ∈ σ(D), φ(z) = 0 and R(z) has a pole z, then mult n (z) = 0 and z is not an eigenvalue. 8 . If z ∈ σ(D), but φ(z) and φ(z)R(z) do not have poles at z, φ(z) = 0, and R(z) has a pole z, then mult n (z) = m n−1 mult D (z) (8) and every corresponding eigenfunction at depth n vanishes on V n−1 .
The proof of this Proposition can be found in [1] and in a large part depends on the Schur complement formula and taking inverses of matrices in block form. This proposition does the heavy lifting for us as we recursively extend eigenvalues from the V 1 approximation to the full fractal F . We are finally at a point where we can fully write down the description of our method:
1. Identify the self-similar structure of a finitely ramified fractal, create the V 1 and V 2 approximations to the fractal. Note how many cells the fractal is thought of as having (when we consider the unit interval we actually do so three times with different numbers of cells). Write the matrix of the Laplacian.
2. Identify M 0 , D, and find their eigenvectors. Calculate R(z) and φ(z). List σ(M 0 ) as the level zero eigenvalues. List σ(D) and the poles of φ(z) as E(M 0 , M ), the exceptional values.
3. Do the inductive calculations using Proposition 3.1 to find the multiplicities of the eigenvalues for any V n approximation of the fractal, and finally take the limiting distribution of those multiplicities.
The choice of examples in this paper show off to full advantage the utility of this process. The example of the one-dimensional interval shows that the number of cells we see the fractal as having is non-canonical and that the method adapts to this, and also it reinforces that classically known results about Laplacians on Euclidean spaces are compatible with our results. The Sierpiński gasket example shows how our method works in a non-trivial fractal that many readers are already familiar with. Then on to the Hexagasket which has a construction very similar to the Sierpiński gasket to reinforce the methods before going onto the non-p.c.f. fractal in the final example. The most salient detail about this fractal is that the vertices have unbounded degree as we consider higher and higher level approximations to the fractal.
One dimensional interval as a self-similar set
In this section we show how our results allow us to recover classically known information about the spectrum of the discrete Laplacians that approximate the usual one dimensional continuous Laplacian. The unit interval [0,1] can be represented as a self-similar set in various ways. Here we consider three cases: when it subdivided into two, three or four subintervals of equal length. In our notation this means that m is 2, 3, or 4. The depth-1 networks for these cases are shown in Figure 4 . The first two cases were also discussed in [16] . Note that in each case the function R(z) is the same as the Chebyshev polynomial of degree m for the interval [0,2], which is the smallest interval that contains the spectrum of the matrices M n . It is shown in [16] , in particular, that the iterations of these polynomials are related in a natural way with the Riemann zeta function. The proof that R(z) is given by the Chebyshev polynomials can be found in [17] . 
. Moreover, we compute that
The only eigenvalue of D is σ(D) = {1} . One can also compute σ(M ) = {2, 1, 0} with the corresponding eigenvectors{{-1, -1, 1}, {-1, 1, 0}, {1, 1, 1}}. It is easy to see that φ(z) = 0. Thus, the exceptional set is
To begin the analysis of the exceptional value, note that R(z) does not have any poles. We are interested in the value of R(z) at the exceptional point, which is R(1) = 2. It is easy to see that 1 is a pole of φ(z), R(z) has a removable singularity at 1, and d dz R(1) = 0. So for all n we can use Proposition 3.1(6) to compute its multiplicity mult n (1) = 1. Case m = 3. The matrix of the depth-1 Laplacian
and the eigenfunction extension map is
Moreover, we compute that
The eigenvalues of D, written with multiplicities, are
with corresponding eigenvectors{{-1, 1}, {1, 1}}. One can also compute
with the corresponding eigenvectors{{1, -1, -1, 1}, {-2, -2, 1, 1}, {-2, 2, -1, 1}, {1, 1, 1, 1}}. It is easy to see that φ(z) = 0. Thus, the exceptional set is
Again, note that R(z) does not have any poles. We are interested in the values of R(z) at the exceptional points, which are
Since d dz R(z) = 0 at these points, we can use Proposition 3.1(6) to obtain mult n (
Case m = 4. The matrix of the depth-1 Laplacian
with corresponding eigenvectors
One can also compute
It is easy to see that φ(z) = 0. Thus, the exceptional set is 
The eigenfunction extension map is The eigenvalues of M written with multiplicities are 
We can find the multiplicities of these exceptional values by using Proposition 3.1.
For the value 5 4 , which is a pole of φ(z) and in σ(D), we use Proposition 3.1(3) to find the multiplicities: mult 1 ( , which is also a pole of φ(z) and in σ(D), we again use Proposition 3.1(3) to find the multiplicities: ∈ σ(D) and φ( 3 2 ) = 0, we use Proposition 3.1(2) to find the multiplicities. Here the multiplicity of 3 2 in the n th depth is equal to the dimension at depth n − 1. Table 1 shows the ancestor-offspring structure of the eigenvalues of the Sierpiński gasket. The symbol * indicates the branches
and
computed at the ancestor value z. By Proposition 3.1(1) the ancestor and the offspring have the same multiplicity. The empty columns represent exceptional values. If they are eigenvalues of the appropriate M n , then the multiplicity is shown in the right hand part of the same row.
By induction one can obtain the following proposition, which is known in the case of the Sierpiński gasket (see [21, 2, 13] ).
Notation R −n is used for the preimage of a set A under the n-th composition power of the function R. and for any n 1 we have
In particular, for n 2 .
(iv) For any n 0, mult n (0) = 1.
(v) For any n 0, mult n (
for n 2, 0 k n − 2.
Corollary 5.2. The normalized limiting distribution of eigenvalues (the integrated density of states) is a pure point measure κ with the set of atoms
Moreover, κ { }. The second and third claim of the corollary follow from the proposition by taking the multiplicity of an eigenvalue at depth n and dividing it by the number of eigenvalues of the depth n Laplacian, counting multiplicities, then limiting n to ∞.
Hexagasket
The hexagasket, or the hexakun, is a fractal which in different situations [27, 28, 4, 2, 29, 30, 31 , and references therein] is called a polygasket, a 6-gasket, or a (2, 2, 2)-gasket. The depth-1 approximation to it is shown in Figure 8 . 
x 5
x 6
x 7
x 8
x 9
x 10
x 11
Figure 8: The hexagasket and its V 1 network.
The matrix of the depth-1 Laplacian 
2 ). Moreover, we compute that The eigenvalues of D, written with multiplicities, are
One can also compute 
It is easy to see that φ(z) = 0 has two solution 1 2 and 3 2 . Thus, the exceptional set is
To begin the analysis of the exceptional values, note that 1 2 is the only pole of R(z) and therefore is not an eigenvalue by Proposition 3.1 (7) .
It is easy to see that 1 4 (3 ± √ 2) and 1 4 3 ± √ 5 are the four poles of φ(z) and so we can use Proposition 3.1(3) to compute the multiplicities. We obtain
z∈σ(M2) 0 1 3± √ 2 4 * * * * * * * * * * * * As in the other sections, the multiplicities of all eigenvalues at depths 0, 1 and 2 are shown in Table 2 . The following Theorem and Corollary summarize the absolute and relative multiplicities of eigenvalues on the hexagasket.
and for n 2 we have
(iii) For any n 0 we have dim n = 6 + 9 · 6 n 5 .
(iv) For any n 0, mult n (0) = 1 and mult n ( (v) For any n 1 and 0
(vii) For any n 2 and 0 k < n − 2 we have that if Item (i) is obtained above in this section. Item (ii) follows from the subsequent items. Item (iii) is straightforward by induction. Item (iv) follows from Proposition 3.1(1) because 0 is a fixed point of R(z), and from Proposition 3.1 (5) .
Items (v) and (vi) follow from Proposition 3.1(1). Items (vii) and (viii) follow from Proposition 3.1(3).
Corollary 6.1. The normalized limiting distribution of eigenvalues (the integrated density of states) is a pure point measure κ with the set of atoms
.
, and
analog of the Sierpiński gasket
Several non-p.c.f. analogs of the Sierpiński gasket were introduced in [29] . Here we analyze the simplest one of them. It is finitely ramified but not p.c.f. in the sense of Kigami. This fractal can be constructed as a self-affine fractal in R 2 using 6 affine contractions, as shown in [29] . One affine contraction has the fixed point (0, 0) and the matrix 2 ). Figure 10 shows the fractal and the V 1 network for it. It is proved in [29] that this particular embedding into R 2 has the advantage that the set restrictions of C 1 (R 2 ) functions to the fractal is dense in the domain of the energy form E. It is significantly more difficult to describe the domain of the Laplacian, as . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Figure 10: The non-p.c.f. analog of the Sierpiński gasket and its V 1 network.
explained in [32] . Note that [29] considers the same energy (Dirichlet) form, but a different Laplacian. Table 3 . The symbol * indicates branches of the inverse function R −1 (z) computed at the ancestor value. The multiplicity of the ancestor is the same as that of the offspring by Proposition 3.1 (1) . The empty columns correspond to the exceptional values. If they are eigenvalues of the appropriate M n , then the multiplicity is shown in the right hand part of the same row. We have the following theorem and corollary to summarize the results at all depths. (iv) For any n 0 we have mult n (0) = 1.
(v) For any n 1 we have mult n ( 3 2 ) = 6 n−1 + 1.
(vi) For any n 1 and z ∈ R 1−n { 
Conclusion
While the method we have described and used several times in this paper does require some steps that are not readily automated, the very low computational demands make it practical to apply this to even very complicated fractals provided there is enough symmetry and a nice enough cell structure. With the availability of computer algebra systems the computations to calculate the functions R(z) and φ(z) for a given fractal this step is only time consuming if the fractal has dozens of boundary points. The one computational step that we have not considered is giving an approximation of the Julia set of R(z) for any of these fractals. This is because, despite the aesthetic value of the pictures, there is no novelty in such calculations.
One of the applications of our results is to produce examples of Laplacians on fractals with large spectral gaps and nicer analogs of Fourier series (i.e. eigenfunction expansions), according to [33] (see also [34, 35] ). Another set of applications is related to the localization of eigenfunctions (see [13, 36, 37] ) and quantum and metric graphs (see [ 29, 38, 39, 40, 41, 42] ).
