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MACRO IMAGE DETECTION 
  
 
Figure S1. Apparent STM tip ‘contamination’ can result in consecutive series of I(s) traces exhibiting a 
slow and noisy exponential decay of current with distance. This tip-state is however readily identified 
during unsupervised experiments using image detection, whereby sub-routines in the data collection 
macro can restore normal tip function through application of tip cleaning procedures (as discussed in the 
main text). This process facilitates the collection of meaningful data, and was achieved as follows. After 
recording each trace, Macro Scheduler checked whether a pre-defined image (a screen shot of a sub-
section of the current-distance axes at low current and short distance, as outlined by the red rectangles, 
above) was present in the ‘Spectroscopy’ window of the PicoView software. If this image was not found 
– because the blue line goes through the area defined by the rectangle – the measured trace typically had a 
fast exponential and the tip was functioning normally. If the image was found, the measured trace 
typically had a slow exponential (as pictured) and the tip might be ‘contaminated’. All data was saved 
regardless of whether such images were detected or not. 
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STM TIP PASSIVATION 
 
Figure S2. Representative I(s) traces showing the effect of apparent tip passivation (displaced along the 
x-axis for clarity): (a) before applying a voltage pulse – low-noise traces with an unusually low JFP 
(average NF = 44.43; 0 plateaus in the 125 traces prior to a voltage pulse); (b) after applying a voltage 
pulse – normal featureless traces (average NF = 81.92); and (c) traces comprising through-molecule 
current events (~10 plateaus in the 125 traces following a voltage pulse). 
 
 
Figure S3. 200 x 200 nm topography images of 1,8-ODT on Au(111) acquired during semi-automated 
I(s) experiments: left – before voltage pulse; middle – voltage pulse (indicated by arrow) applied during 
image acquisition; right – voltage pulse applied prior to image acquisition. Images flattened to a local 
plane and adjusted for contrast using WSxM 5.0 Develop 7.0, Nanotec Electrónica, S. L.
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ANALYSIS OF MODEL DATASETS 
Model datasets were generated using MATLAB, each comprising 10,000 traces with every I(s) trace 
consisting of 2,000 individual data points. Parameters were chosen so as to broadly match experimental 
data obtained for 1,8-ODT at 0.3 V. Accordingly, the exponential decay of current was chosen to begin at 
I0 = 20 nA with a decay coefficient of 12 nm
-1
, and traces were simulated between 0-4 nm. Appropriate 
values of sb and most probable plateau current were chosen to prepare the plateau-containing I(s) traces. 
Once the exponentially decaying current reached the designated plateau current for a given trace, the 
current value was kept constant over distance until sb was reached. At sb the current would then return to 
that of the original exponential decay. To introduce elements of variation, both plateau current and sb for 
each trace were Gaussian distributed around a mean value. This was achieved with MATLAB’s randn 
function (for example, ‘y = a.*randn(n,1) + b’, where a is the standard deviation, n is the number of 
random values to generate, and b is the mean). To simulate experimental noise, a vector of 2,000 (= n) 
random numbers with a set standard deviation (0.1-0.4) around 1 was created for each trace. This noise 
vector was then pairwise multiplied with the 2,000 current data points of that trace. In this way it was 
ensured that the noise was proportional to the current, as might be observed experimentally noting that 
extrinsic vibrations will have a greater impact on tunnelling currents at smaller distances. Of the 10,000 
traces generated for each of the histograms shown below, between 500 and 3000 contained plateaus 
(corresponding to a junction formation probability of 5-30%). For all datasets, plateau current = 1 nA, and 
sb std. dev. = 0.1. 
 
Figure S4. Example model I(s) traces used in this work: (a) low-noise exponential decay (noise std. dev. 
= 0.1); (b) trace ‘a’ with plateau sb = 0.9 nm (noise std. dev. = 0.1); (c) trace ‘b’ with plateau sb = 0.5 nm; 
(d) trace ‘b’ with noise std. dev. = 0.3; (e) trace ‘c’ with noise std. dev. = 0.3. 
(a) (b) (c) (d) (e) 
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Figure S5. Effect of experimental noise on the minimum JFP required to resolve a clear peak in 1D 
current-count histograms (JFP = 20%, sb = 0.9 nm, plateau current std. dev. = 0.4), where noise std. dev. 
is: (a) 0.1; (b) 0.2; (c) 0.3; (d) 0.4. 
 
 
 
Figure S6. Effect of plateau length on the minimum JFP required to resolve a clear peak in 1D current-
count histograms (JFP = 10%, noise std. dev. = 0.1, plateau current std. dev. = 0.4), where sb is: (a) 0.7 
nm; (b) 1.1 nm; (c) 1.5 nm; (d) 1.9 nm. 
 
 
 
Figure S7. Effect of plateau current distribution on the minimum JFP required to resolve a clear peak in 
1D current-count histograms (JFP = 10%, noise std. dev. = 0.1, sb = 0.9 nm), where plateau current std. 
dev. is: (a) 0.4; (b) 0.3; (c) 0.2; (d) 0.1. 
(a) (c) (b) (d) 
(a) (c) (b) (d) 
(a) (c) (b) (d) 
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Figure S8. Apparent signal-to-noise (S/N) as a function of JFP (noise std. dev. = 0.1, sb = 0.9 nm, plateau 
current std. dev. = 0.4), where JFP is: (a) 5%; (b) 10%; (c) 20%; (d) 30%. S/N was calculated by fitting 
the histogram with 2 exponentials and 1 Gaussian (see Figure S22), and taking the ratio of the count at the 
Gaussian maximum (for example, the black curve in Figure S22(a)) to the count of the underlying 
exponential (green curve in Figure S22(a)). 
 
  
Figure S9. The same histograms as shown in Figure S8 after sorting using our algorithm (PDBC = 30-
140; BW = 0.1-0.4). In each case between 96-97% of the expected traces were selected. The lack of 
counts close to 0 nA results from the small number of data points between the plateau current and 0 nA in 
the model I(s) traces used (examples shown in Figure S4). 
 
 
 
 
 
(a) (c) (b) (d) 
(a) (c) (b) (d) 
S/N = 2.01 S/N = 1.70 S/N = 1.32 S/N = 1.05 
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10,000 SERIES (1,8-ODT AND BLANK) 
Featureless exponential traces 
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Figure S10. Single-trace histograms comprising overlaid individual I(s) traces, without plateau features 
(a-c = 0.1 nA binwidth; d-f = 0.2 nA binwidth; g-i = 0.3 nA binwidth; j-l = 0.4 nA binwidth). Insets, 
sorting parameters that identify traces as containing a plateau (=1), and those which do not find a plateau 
(=0). 
(g) 
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‘Plateau’-containing traces 
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Figure S11. Single-trace histograms comprising overlaid individual I(s) traces, with unambiguous plateau 
features (a-c = 0.1 nA binwidth; d-f = 0.2 nA binwidth; g-i = 0.3 nA binwidth; j-l = 0.4 nA binwidth). 
Insets, sorting parameters that identify traces as containing a plateau (=1), and those which do not find a 
plateau (=0). 
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Examples of problematic traces 
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Figure S12. Examples of a small minority of I(s) traces which have potentially been incorrectly classified 
by the data sorting algorithm: a-d, small experimental noise detected as a ‘plateau’, traces not noise-
filtered; e-h, plateaus detected, traces noise-filtered (unusual NF/EF); i-l, large experimental noise 
detected as a ‘plateau’, traces not noise-filtered. 
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Figure S13. 1D current(nA)-count (x-y) histograms for the 1,8-ODT 10,000 series (Vbias = 0.3 V, I0 = 20 
nA). Red dotted lines indicate the minimum detectable plateau current for a given BW. The number of 
algorithm-selected traces for each BW-PDBC combination is displayed in the top-right of each plot. As 
expected, larger PDBCs (at constant BW) select fewer traces (longer/better defined plateaus). Unless 
plateau currents fall below the minimum detection limit, larger BWs (at constant PDBC) select more 
traces (more counts/bin). 
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Figure S14. 1D current(nA)-count (x-y) histograms for the blank 10,000 series (Vbias = 0.3 V, I0 = 20 
nA). These were prepared from algorithm-selected traces at various sorting parameter combinations. 
Using identical selection criteria, the percentage of I(s) traces identified as containing plateaus was 
significantly reduced compared to the 1,8-ODT 10,000 series (Figure S13). For example, using BW = 0.2 
nA, PDBC = 50: blank = 0.42% traces; 1,8-ODT = 15.43% traces. 
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Noise analysis 
(a) (b) 
(c) (d) 
(e) (f) 
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Figure S15. Included ‘plateau-containing’ individual I(s) curves (a-j, blue lines; calculated NF and EF 
within 3σs cutoffs) with overlaid exponential fit (black lines). For these examples, BW = 0.3 nA, PDBC = 
50. To greatly improve the fit, data-points corresponding to the plateau region are first excluded from 
those used to fit the exponential (grey boxes). This is implemented automatically by taking the start of 
each plateau as the intersection of the I(s) trace with the first bin containing counts greater than the PDBC 
in the single-curve histogram (compare k and l). The end of the plateau is taken as the point by which the 
current reached ~0 nA (in this work where I = 0.04 nA). 
End: I = 0.04 nA 
Start: 1
st
 bin where 
count > PDBC (50) 
(g) (h) 
(i) (j) 
(k) (l) 
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Figure S16. Excluded ‘plateau-containing’ individual I(s) curves (blue lines, calculated NF and EF 
outside of 3σs cutoffs) with overlaid exponential fit (black lines). For these examples, BW = 0.3 nA, 
PDBC = 50. Analysis is performed as described in Figure S15. It is apparent that the unusual calculated 
EF in these I(s) traces results from poor definition of plateau start and/or end points (determined 
algorithmically). Whilst traces a and b are excluded for their ‘atypical’ noise characteristics, c and d are 
ultimately included using alternative sorting parameters. The latter likely provide a better definition of 
plateau start and/or end points, and so a better exponential fit and more representative EF. 
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(c) (d) 
S18 
 
 
 
Figure S17. A typical ‘low-noise’ NF histogram grid (x-axis: NF /nA; y-axis: count). 
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Figure S18. A typical ‘low-noise’ EF histogram grid (x-axis: EF /nm-1; y-axis: count). 
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Figure S19. Example (a) NF and (b) EF histograms for an excessively noisy 1,8-ODT experiment 
(10,000 traces; Vbias = 0.3 V; I0 = 20 nA; BW = 0.1, PDBC = 50).   
Semi-log histograms 
   
   
 
 
 
Figure S21. Top: Normalized 1D (a) all data 
point (10,000 traces) and (b) algorithm-
selected (872 traces) current-count semi-log 
histograms for the blank 10,000 series (100 
bins/decade). Bottom: Normalized 2D (c) all 
data point and (d) algorithm-selected current-
distance-count semi-log histograms from the 
same dataset (100 bins/I decade x 600 linear s 
bins). 
 
Figure S20. Top: Normalized 1D (a) all data 
point (10,000 traces) and (b) algorithm-
selected (2,859 traces) current-count semi-log 
histograms for the 1,8-ODT 10,000 series 
(100 bins/decade). Bottom: Normalized 2D (c) 
all data point and (d) algorithm-selected 
current-distance-count semi-log histograms 
from the same dataset (100 bins/I decade x 
600 linear s bins). 
(a) (b) 
(a) 
(c) (d) 
(b) (a) 
(c) (d) 
(b) 
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Figure S22. Normalized 1D algorithm-selected (2,859 traces) current-count linear histogram for I(s) 
measurements of 1,8-ODT-coated Au substrates (0.012 nA/bin) showing summed fits (black lines) with: 
(a) 2 exponentials (red and green lines) and 1 Gaussian distribution function (blue line); (b) 2 
exponentials and 1 log-normal distribution; (c) 1 exponential and 1 Lorentzian distribution function. 
Where two exponentials are used to fit the data, one fits the exponential background (green line in (a)) 
resulting from the through-space tunnelling component of the measured I(s) traces. The second is used to 
fit the bins around I = 0 (red line in (a)), where continued measurement of I beyond the point where the 
tunnelling I decays to 0 (for example, between 1 and 4 nm extension) results in a disproportionate number 
of counts where I ≈ 0 compared to counts attributable to through-space/through-molecule tunnelling. A 
similar approach is required when fitting the model data histograms in Figure S8. 
 
Figure S23. Example algorithm-selected I(s) traces from the blank 10,000 series. 
(a) (b) (c) 
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INITIAL TIP-SUBSTRATE (s0) AND BREAK-OFF (sb) DISTANCES 
Featureless I(s) exponential curves measured on an 1,8-ODT-coated Au substrate were identified from 
existing datasets by applying the plateau-finder algorithm in reverse (looking for curves where MAXPDBC 
< 10 at BW = 0.1 nA). From each experiment, it was found that 11-30% of curves met these criteria. Each 
was processed automatically as shown in Figure S24. Sorting dln(I) vs. s data points with respect to dln(I) 
before plotting showed clearly where the linear section terminates (this does not affect the fit). The latter 
was identified automatically (red dotted line) by noting where the difference (in nm) between successive 
data points becomes >1. The gradients obtained from fitting the linear section of each processed curve 
were compiled into a histogram and fitted with a Gaussian distribution to find the most probable value 
(Figure S25a). This was used to calculate s0 (= 0.59 nm) via equation 3.
2
 
 
 
Figure S24. Left: Featureless I(s) curves (blue lines) (a and c) with underlying histograms (grey bars) 
showing PDBC < 10 at BW 0.1. Right: Plots of ln(I /nA) (blue line) with overlaid linear fit (black line).  
end of linear section 
end of linear section 
(a) (b) 
(c) (d) 
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Figure S25. (a) Histogram of 3,026 d ln(I)/ds with t-location scale distribution fit (blue line, 1,8-ODT 
data selected using PDBC ≤ 10). (b) Break-off distance histogram prepared from 2,859 traces (1,8-ODT 
data selected using PDBC ≥ 30). Here, we chose the break-off distance to be the distance at which the 
measured current reached the noise level of our system. The latter was determined for each trace as 3σ 
from the mean of the current values measured between 2-4 nm. (c) Break-off distance histogram prepared 
from 2,173 traces (1,8-ODT data selected using PDBC ≥ 50). (d) Break-off distance histogram prepared 
from 872 traces (blank data selected using PDBC ≥ 30). T-location scale distributions were used as they 
provided better fits to the data than either Gaussian or Lorentzian distributions. 
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(c) (d) 
(b) 
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2,000 SERIES (1,8-ODT AND BLANK) 
 
Figure S26. JFP (percentage of selected traces) for 1,8-ODT and blank experiments: (a) plotted against 
bias voltage; (b) plotted in chronological experiment order. Plotted points are the average of three 
experiments; error bars represent 1 standard deviation from this mean. 
 
Figure S27. Initial (s0), break-off (sb), and total (st) distances determined from I(s) measurements taken at 
different Vbias-I0 combinations. Plotted points are the average of three experiments; error bars represent 1 
standard deviation from this mean. 
(a) (b) 
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100,000 SERIES (1,8-ODT) 
 
Figure S28. Normalized 1D algorithm-selected (45,240 traces) current-count linear histogram for I(s) 
measurements of 1,8-ODT-coated Au substrates (0.012 nA/bin) showing summed fits (black lines) with: 
(a) 2 exponentials (red and green lines) and 1 Gaussian distribution function (blue line); (b) 2 
exponentials (red and green lines) and 2 Gaussian distribution functions (blue lines). In (b), the second 
Gaussian (dotted line) has its peak at ~2 times the current value of the first (1.66 vs. 0.88 nA). It also has 
a broader distribution of current values (FWHM = 3.29 vs. 1.89 nA) and is greatly reduced in intensity. 
These observations are consistent with currents measured through 1 (blue solid line) or 2 (blue dotted 
line) molecules. 
 
 
 
 
 
 
 
(a) (b) 
S26 
 
 
Figure S29. 1D and 2D algorithm-selected histograms for the 1,8-ODT 100,000 series, analysed in 
batches of 10,000 traces. 
(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
(i) (j) 
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Figure S30. (a) Most probable I and (b) JFP for 1,8-ODT determined from 10 sequential experiments 
each measuring 10,000 I(s) traces (Vbias = 0.3 V, I0 = 20 nA). Shaded area in (a) represents the FWHM of 
the peak fits. The average G = 3.66 nS (4.72∙10-5 G0; with a HWHM based on Gaussian fitting = 3.01 nS 
or 3.88∙10-5 G0). 
 
Figure S31. Initial (s0), break-off (sb), and total (st) distances determined from 10 sequential experiments 
each measuring 10,000 I(s) traces for 1,8-ODT (Vbias = 0.3 V, I0 = 20 nA). 
 
(a) (b) 
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FREQUENCY ANALYSIS 
 
Figure S32. (a) The variation of JFP with changing tip position for an 1,8-ODT functionalized substrate 
exhibiting high JFP (PDBC ≥ 50; Vbias = 0.3 V, I0 = 20 nA; 100,000 traces). (b) Histogram showing the 
most probable values of JFP/100 traces (BW = 5, red dotted line represents mean JFP). 
 
Figure S33. Example algorithm-selected I(s) traces from a substrate exhibiting low JFP (the data set used 
to prepare Figure 9b), showing plateaus analogous to those detected with high JFP substrates (PDBC ≥ 
50; Vbias = 0.4 V, I0 = 26 nA). 
(a) (b) 
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STOCHASTIC SIMULATIONS OF I(s) EXPERIMENTS 
In order to rationalize the observation of at least two populations in the JFP probability distribution shown 
in Figure 9, we prepared a short MATLAB script to simulate event detection during I(s) experiments. 
Briefly, the code generates a square array surface (here: 100∙100 = 104 surface sites Ns) and then allocates 
Nocc occupied sites (i.e. formally with a 'molecule'), so that the surface coverage θ = Nocc/Ns (no 
duplicates). Allocation occurs by random permutation of two sets of numbers between 1 and 100, which 
are then combined to give the two-dimensional coordinates on the array. The contact area of the tip in 
units of surface sites is At=(2n+1)
2
, where n is an integer number. Here we used n = 0, which means that 
the tip can either contact a single empty site or an occupied site; in principle, the code allows for the 
statistical investigation of multiple binding events. The script was then run for 10,000 cycles (approaches 
of the tip to the surface), and the 'success' of the approach recorded ('no molecule' or 'one molecule'). The 
JFP/100 traces, as shown below, is then the probability of contacting a molecule on the surface per 100 
attempts. 
 
 
Figure S34. (a) Simulated data showing the variation of JFP/100 traces on a substrate at 25% coverage 
(homogeneous distribution of molecules, JFP = 25.8%). (b) Simulated data showing the variation of 
JFP/100 traces on a substrate at 1% coverage (homogeneous distribution of molecules, JFP = 0.7%). 
Inset: histograms showing the most probable values of JFP/100 traces (BW = 5, red dotted line represents 
mean JFP). 
(a) (b) 
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