In this paper, we prove decidability properties and new results on the position of the family of languages generated by (circular) splicing systems within the Chomsky hierarchy. The two main results of the paper are the following. First, we show that it is decidable, given a circular splicing language and a regular language, whether they are equal. Second, we prove the language generated by an alphabetic splicing system is context-free. Alphabetic splicing systems are a generalization of simple and semi-simple splicing systems already considered in the literature.
Our purpose, in introducing flat splicing systems, is to get a direct ap-
22
proach to standard results in formal language theory. Circular systems are 23 handled, in a second step, by full linearization.
24
D. Pixton [14, 15] has considered the nature of the language generated by 25 a splicing system, with some assumptions about the splicing rules (symmetry,
26
reflexivity and self-splicing). He proves that the language generated by a 27 splicing system is regular (resp. context-free), provided the initial set is 28 regular (resp. context-free). More generally, if the initial set is in some full 29 AFL, then the language generated by the system is also in this full AFL.
30
Without the additional assumptions on the rules, it is known that one may 31 generate non-regular languages even with a finite initial set (R. Siromoney,
32

K. G. Subramanian and V. R. Dare [16]). A survey of recent developments
33
along these lines appears in [1] . In this paper, we prove decidability properties and new results on the archy. We introduce a special class of splicing rules called alphabetic rules.
37
A rule is alphabetic if its four handles are letters or the empty word. A 38 splicing system is alphabetic when all its rules are alphabetic. Special cases
39
Two words u and v are conjugate, denoted by u ∼ v if there exist two 118 words x and y such that u = xy and v = yx. This is an equivalence relation.
119
A circular word is an equivalence class of ∼, that is an element of the quotient 120 of A * by the relation ∼. The equivalence class of u will be noted ∼ u. We also 121 say that ∼ u is the circularization of u. For example, ∼ abb = {abb, bab, bba} 122 is a circular word. A circular word can be viewed as in Figure 1 as a word 123 written on a circle. A set of circular words is a circular language.
124
Let C be a language of circular words. Its full linearization, denoted by 125 Lin(C), is the language Lin(C) = {u ∈ A * | ∼ u ∈ C}.
126
Let L be a language of linear words. Its circularization ∼ L is equal to
128
A language L of circular words is regular (resp. context-free, resp. context-129 sensitive) if its full linearization is regular (resp. context-free, resp. context-130 sensitive).
Flat splicing systems
165
A flat splicing system, or a splicing system for short, is a triplet S =
166
(A, I, R), where A is an alphabet, I is a set of words over A, called the initial
167
set and R is a finite set of splicing rules, which are quadruplets α|γ−δ|β of requires that the inserted word has at least two letters. On the contrary, the 182 rule b|ε−a|b does produce the word bab from the words bb and a. 3. For the rule r = ε|a−a|b , the production ·bbc, aba ⊢ r aba · bbc, is in 184 fact a concatenation. The language generated by the flat splicing system S = (A, I, R), denoted 188 F(S), is the smallest language L containing I and closed by R, i.e., such that 189 for any couple of words u and v in L and any rule r in R, then any word 190 such that u, v ⊢ r w is also in L.
191
Example 2.3 Consider the splicing system over A = {a, b} with initial set I = {ab} and the unique splicing rule r = a|a−b|b . It generates the
193
context-free and non-regular language F(S) = {a n b n | n ≥ 1}.
194
Remark 2.4 A production u, v ⊢ r w, where u = ε or v = ε, even when
195
it is permitted, is useless. Indeed, one has ε, v ⊢ r v and u, ε ⊢ r u. As a 196 consequence, given a splicing system S = (A, I, R) one has ε ∈ F(S) if and 197 only ε ∈ I. So we can assume that ε / ∈ I without loss of generality. This 198 remark holds also for circular splicing systems.
199
Remark 2.5 A production u, v ⊢ r w, where |w| = 1, even when it is per-200 mitted, is useless. Indeed, since |u| + |v| = |w|, one has in this case w = u or 201 w = v. As a consequence, given a splicing system S = (A, I, R), and a letter 202 a ∈ A, one has a ∈ F(S) if and only a ∈ I. However, we cannot assume 203 that a / ∈ I without possibly changing the language it generates. This remark
204
holds also for circular splicing systems. it does not suffice, in general, to just consider a single circularization. In-212 deed, the equality C(S ′ ) = ∼ F(S) does not hold in general. However, the 213 inclusion ∼ F(S) ⊆ C(S ′ ) is always true.
214
Consider the flat splicing system over A = {a, b}, initial set I = {ba} 215 and with the single rule a|a−b|b . Clearly, the rule cannot be applied, and 216 consequently the language generated by the system reduces to I, and its 217 circularization gives ∼ I. The circular language generated by the system is 218 ∼ {a n b n | n ≥ 1}, which is much larger than ∼ I. 
A decision problem
220
In this section, we prove the following result.
221
Theorem 3.1 Given a regular circular (resp. flat) splicing system S and a 222 regular language K, it is decidable whether C(S) = K (resp. F(S) = K).
223
Proof We assume that neither I nor K contains ε, since otherwise it suffices, according to Remark 2.4, to check that ε is contained in both sets.
225
Let S = (A, I, R). Let A = (A, Q, q o , Q F ) be a deterministic automaton 226 recognizing K, with Q the set of states, q o the initial state and Q F the set of 227 final states. The transition function is denoted by "·" in the following way:
228 for a state q and a word v, q · v denotes the state that is reached by v from 229 q.
230
For any state q ∈ Q, we define
The set G q is the set of all words which label paths from q 0 to q, and
232
D q is the set of all words which label paths from q to a terminal state. Both 233 sets are regular.
234
Next, let P = {w ∈ A * | u, v ⊢ r w, r ∈ R, u, v ∈ K}. The set P is the 235 set of the words that can be obtained by splicing two words of K.
236
For each rule r = α|γ−δ|β , let
It is easily checked that
This expression shows that each language K r is regular, and so is P = 237 r∈R K r because R is finite.
238
We first consider flat splicing system. The algorithm consists in checking 239 three inclusions. We claim that F(S) = K if and only if the following three 240 inclusions hold.
241
(1) I ⊆ K,
242
(2) P ⊆ K,
243
(3) K \ P ⊆ I.
244
Take the claim for granted. Then the equality F(S) = K is decidable since 245 the three inclusions, that involve only regular languages, are decidable.
246
Now we prove the claim, namely that F(S) = K if and only if the above-247 mentioned three inclusions hold.
248
If F(S) = K, then (1), (2) and (3) are obviously true.
249
Conversely, assume now that these three inclusions hold. Since I ⊆ K 250 by (1) and since K is closed under the rules of splicing of R by (2), obviously 251 F(S) ⊆ K.
252
Next, we prove the reverse inclusion K ⊆ F(S) by induction on the length of the words in K. Let w ∈ K. Since P ⊂ K by (2), one has 254 K = P ∪ (K \ P ). If w ∈ K \ P , then by (3), w ∈ I and therefore w ∈ F(S).
255
Otherwise, there are words u, v ∈ K of shorter length such that u, v ⊢ r w 256 for some r ∈ R. By induction, u, v ∈ F(S) and consequently w ∈ F(S).
257
For circular splicing systems, it suffices to check, in addition, that K is
258
closed under conjugacy and to replace K r by ∼ (K r ). is to decide whether the language generated by a splicing system is regular,
261
and the second is to decide whether a regular language can be generated by 262 a splicing system. We shall see below that the second problem is decidable
263
in the case of what we call alphabetic splicing systems.
264
Remark 3.3 The inclusion problems, for both inclusions, i.e., the problem We first consider flat splicing.
291
Let A be the alphabet {0, 1, 2, 3, ◮, ◭} and set u = 0123. Let S = (A, I, R) be the flat splicing system with
and with R composed of the rules
This splicing system produces the language
Indeed, given a word ◮u n ◭, the first two rules of R generate a left-to-right sweep inserting the symbol 0 in head of each u:
(We write here x → y instead of x, 0 ⊢ y.) The next two rules generate a right-to-left sweep which inserts a symbol 1 in head of each u. This gives
The next two rules are used to insert a symbol 2 in head of each u, again in 292 a left-to-right sweep. This gives the word ◮(012u) n ◭. Finally, the last two 293 rules insert a 3 in head of each u. The final result is ◮u 2n ◭.
294
The intersection of the language F(S) with the regular language ◮(u) * ◭ 295 is equal to {◮(u) 2 n ◭ | n ≥ 1}. The latter language is not context-free. with a 1-LBA.
312
Proof We start with the case of a flat system. Let S = (A, I, R) be a 313 flat splicing system. Let T a 1-LBA recognizing I. We construct a 3-LBA 314 machine U which recognizes the language F(S).
315
Let u be the word written on the tape at the beginning of the computa-316 tion. Let # be a new symbol. The machine works as follows.
317
During the computation the word written on the tape has the form
where the u i are words on the alphabet A.
318
Repeat the following operation as long as possible.
319
(1) If the tape is void, stop and return "yes".
320
(2) If u n is in the set I (this test is performed by machine T ), remove u n 321 along with the symbol # which may precede u n .
322
(3) Choose randomly a rule r = α|γ−δ|β in R, and choose randomly, if
323
it exists, a decomposition of u n of the form u n = xαγyδβz such that 324 neither xαβz nor γyδ are empty word. Remove the subword γyδ from 325 u n and place it at the right after a # symbol. Then shift the string 326 βz#γyδ so that we have on the tape u 1 #u 2 # · · · #u n−1 #xαβz#γyδ.
327
If no choice exists, stop the computation.
328
It can be easily seen that the length of the tape is always less that 3|u|. If 329 no computation succeeds, then the word is rejected.
330
In the case of a circular splicing system, the method is almost the same.
331
The only difference is that, in the last step, one chooses in addition randomly give another example.
339
Example 5.1 Let S = (A, I, R) be the flat splicing system defined by A = 340 {a,ā}, I = {aā} and R = { ε|ε−ε|ε }. It generates the Dyck language.
341
Recall that the Dyck language over {a,ā} is the language of parenthesized 342 expressions, a,ā being viewed as a pair of matching parentheses. 
Main theorem
353
We now state the main theorem, namely that alphabetic rules and a
354
context-free initial set can produce only context-free languages.
355
Theorem 5.3 (i)
The language generated by a circular alphabetic context-
356
free splicing system is context-free.
357
(ii) The language generated by a flat alphabetic context-free splicing system 358 is context-free.
359
This theorem is effective, that is, we can actually construct a context-360 free grammar which generates the language produced by the splicing system.
361
The rest of the paper is devoted to the proof of this theorem.
362
Section 6 introduces pure splicing systems. Here, it is proved that the language generated by a context-free pure splicing system is context-free.
364
The proof uses some results on context-free languages which are recalled in
365
Section 6.1.
366
In the next section (Section 7), we first define concatenation systems and 367 prove that (alphabetic) concatenation systems produce only context-free lan- 
374
The proofs that concatenation systems and alphabetic pure systems gen-
375
erate context-free languages are done by giving explicitly the grammars.
376
These grammars deviate from the standard form of grammars by the fact 377 that the sets of derivation rules may be infinite, provided they are themselves 
382
We start with a technical normalization of splicing systems. 
391
Assume next that β = ε. (The case where α = ε is symmetric.) In this case, the production u, v ⊢ r w is valid provided α occurs in u (and v begins with γ and ends with δ). This holds in particular when α is the final letter of u. In this case, one gets
In other words, the application of the rule reduces to a simple concatenation.
392
If however u has another occurrence of α, that is if u = xαy for some y = ε, 
395
In conclusion, the use of a rule r = α|γ−ε|β (resp. r = α|ε−δ|β ) can always be replaced by the use of a rule r = α|γ−d|β (resp. r = α|c−δ|β ) for letters c, d ∈ A, except -and this is the only case -when the word to be 396 inserted is a single letter which is in the initial set.
397
On the contrary, the use of a rule r = α|γ−δ|ε (resp. r = ε|γ−δ|β ) can be replaced by the use of a rule r = α|γ−δ|b (resp. r = a|γ−δ|β ) for letters a, b ∈ A, except when the result is a concatenation w = uv (resp. 
404
Conversely, all productions that can be realized with r ′ and r ′′ can be made 405 with r.
406
We can thus check that the system S ′ = (A, I, R ′ ) with the set of rules 407 R ′ = { b|a−b|ε , b|a−b|a , b|a−b|b , b|a−b|c } produces the same language 408 as the system S does.
409
However, the production abb·, abb ⊢ r abb · abb, cannot be obtained by 410 use of a production without ε-handle. So, the system S ′′ = (A, I, R ′′ ) with 411 R ′′ = { b|a−b|a , b|a−b|b , b|a−b|c } does not produce the same language 412 as the system S does.
413
We say that a splicing system S = (A, I, R) is complete if for any rule The proof is left to the reader.
425
Observe that completion may increase considerably the number of rules 426 of a splicing system. Thus, over a k-letter alphabet, completing a rule with 427 one ε-handle adds k rules, and if the rule has two ε-handles, completion adds 428 k 2 + 2k rules. . .
429
In the proof of Theorem 5.3, i.e., in Sections 7, 8 we will assume that 430 splicing systems are complete. Let A and B be two alphabets. A substitution from A * to B * is a mapping σ from m A * into subsets of B * such that σ(ε) = {ε} and
for all x, y ∈ A * . The product of the right-hand side is the product of subsets The usual substitution theorem for context-free languages (see, for ex-451 ample, [9] ) is the following.
452
Theorem 6.1 Let L be a context-free language over an alphabet A and let 453 σ be a context-free substitution. Then the language σ(L) is context-free.
454
A more general theorem, which is also a kind of substitution theorem, is 455 due to J. Kràl [13] . In order to state it, we introduce the following definition. Thus, the only difference between usual and generalized context-free grammars is that for the latter the set of productions may be infinite, and 470 in this case it is itself context-free.
471
Theorem 6.2 [13] The language generated by a generalized context-free gram-472 mar is context-free.
473
A sketch of the proof of this theorem is given in the appendix. 
478
Theorem 6.3 The language generated by an alphabetic context-free pure 479 splicing system is context-free.
480
Proof Let S = (A, I, R) an alphabetic context-free pure system. We sup-481 pose that the set R is complete.
482
We construct a generalized context-free grammar G with axiom S, ter- there is a letter a preceding it and and a letter b following it.
492
We define an operation
by Ins(x) = x for x ∈ A, and on words a 1 a 2 a 3 · · · a n−1 a n where a 1 , . . . , a n ∈ A and n ≥ 2, by setting
Ins(a 1 a 2 a 3 · · · a n−1 a n ) = a 1 a 1 B a 2 a 2 a 2 B a 3 a 3 . . . a n−1 a n−1 B an a n .
The derivation rules of G are divided into the three following groups. (Here 493 a and b are letters in A.)
494
The first group contains derivation rules that separate words according to their initial and final letters, and single out one-letter words.
We use here the convention that a derivation rule of the last type is not 495 added if I ∩ a is empty. Similarly, the third sets in these derivation rules 496 may be empty. Observe that these sets may also be context-free.
497
The second group reflects the application of the rules in R. It is composed of
The third group of derivation rules is used to replace the variables a B b by the empty word.
By Theorem 6.2, the language generated by G is context-free.
498
We claim that L G = F(S). Consider a derivation S * → w , with w ∈ A + in the grammar G. Suppose now that, in this derivation, we remove all derivation steps involving a derivation rule of the third group. Then the derivation is still valid, and the result is a derivation
Conversely, given a derivation S * → Ins(w), one gets a derivation S * → w by 499 simply applying the necessary derivation rules of the third group.
500
We denote by L ′ G the language obtained without applying the produc- we have 
510
The only terminal derivations of length one are
and the inclusion is clear.
511
Assume that the hypotheses of induction hold for derivations of length less than k and let u be a word obtained by a derivation of length k. Since the length of the derivation is greater than 1, the derivation starts with a derivation step S → a W b for some a, b ∈ A. The last two derivation steps have one of the following form
, with e ∈ I , for suitable letters c, d, e, f .
512
In the first case, there are words v, w such that 
516
Now, we prove the inclusion Ins(F(S)) ⊆ L ′ G . For this, we prove that for 517 all letters a, b ∈ A, we have Ins(
We observe that for a letter a, one has F(S) ∩ a = I ∩ a = Ins(F(S) ∩ a).
520
The letter a is thus obtained by the derivation V a → I ∩ a. Thus we have
522
Let us prove the inclusions Ins(F(S)
the number of splicing rules used for the production of a word in F(S)∩aA * b. Two cases may occur, for suitable letters e and f :
Consider the first case. Let c be the last letter of v, and let d be the first letter of w. Then r = c|e−f |d . By induction hypothesis, we have a W b * → Ins(v) c B d Ins(w) (= Ins(vw)) and e W f * → Ins(x). Moreover, the rule r shows that the derivation rule c B d → c B e e W f f B d is in the grammar G. Thus combining these three derivations, we obtain
The second case is similar.
535
This shows the inclusion Ins(F(S)) ⊆ L ′ G . Consequently Ins(F(S)) =
536
L ′ G , and quite obviously, we can deduce F(S) = L G .
537
Example 6.4 Consider the pure splicing system S = (A, I, R)
with A = {a, b, c}, I = c * ab ∪ c, and with R composed of the rules r = c|ε−a|b , r ′ = c|ε−b|c , r ′′ = a|a−b|b .
This splicing system generates the language F(S)
= c(c ∪ L) + L ∪ {c}, with 538 L = {a n b n | n ≥ 1}.
539
For the construction of the grammar for F(S), we add the completions 540 of the rules r and r ′ . We also discard tacitly useless variables. Now, we grammar is the following.
We observe by inspection, that there is no derivation rule starting with b W x ,
x W a or x W c , for x ∈ A, and similarly for V a , V b . This leaves only the following second group of rules.
When looking for the final grammar, we may observe that the variables b B x for x ∈ A, and a B a only produce the empty word. Also they can be replaced by ε everywhere in the grammar. It follows that a B b can be replaced by a W b . Also, it is easily seen that c B a and c B c generate the same language. This leads to the following grammar, where we write, for easier reading, X for a W b and Y for c W b , and T for c B a .
It is easily checked that this generalized context-free grammar indeed gener-
545
ates the language
Concatenation systems
547
We introduce a classification of the productions generated in a splicing 548 system by defining two kinds of productions called proper insertions and 549 concatenations.
550
Let r = α|γ−δ|β be a splicing rule. The production xα · βy, γzδ ⊢ r 551 xα · γzδ · βy is a proper insertion if xα = ε and βy = ε, it is a concatena-552 tion otherwise. If r is a pure rule, then its productions are always proper 553 insertions.
554
Of course, the rule r can produce a concatenation only if β = ε or α = ε.
555
However, such rules can be used for both kinds of productions. Consider for 556 example the rule r = a|c−d|ε . Then the production aa·, cad ⊢ r aa·cad is a 557 concatenation, while the production a·a, cad ⊢ r a·cad·a is a proper insertion.
558
We consider now rules which are not pure, and we restrict their usage to A concatenation system is a triplet T = (A, I, R), where A is an alphabet,
564
I is a set of words over A, called the initial set and R is a finite set of 565 concatenation rules. A concatenation rule r is a quadruplet of words over A.
566
It is denoted r = [α−β|γ−δ], to emphasize the special usage which is made 567 of such a rule.
568
A concatenation rule r = [α−β|γ−δ] can be applied to words u and v
569
provided u ∈ αA * β and v ∈ γA * δ. Applying r to the pair (u, v) gives the 570 word w = uv. This is denoted by u, v |= r w and is called a concatenation 571 production.
572
The language generated by the system T , denoted by K(T ), is the small- 
Alphabetic concatenation
579
This section is devoted to the proof of the following theorem.
580
Theorem 7.1 The language generated by an alphabetic context-free concate-581 nation system is context-free.
582
Proof Let T = (A, I, R) an alphabetic context-free concatenation system.
583
We suppose that the set R is complete. Set K = K(T ).
584
We construct a grammar G = (T, V, S, R) and a substitution σ : T * → A * 585 for which we prove that K = σ(L G ). The grammar is quite similar to that 586 built for Theorem 6.3. The grammar G has the set of terminal symbols
, and the set of non-terminal symbols
The axiom is S.
589
As in the proof of Theorem 6.3, the purpose of the variables is the following. The symbol a W b is used to derive words of length at least 2 that start with the letter a and end with the letter b, that is the set K ∩ aA * b. Similarly, the symbol V a will be used to derive the word a if it is in K. The terminal symbols a I b (resp. I a ) are mapped to the sets I ∩ aA * b (resp. I ∩ a) by the context-free substitution σ defined by:
This substitution is context-free because the set I is context-free.
590
The derivation rules of the grammar G are divided in two groups. In the 591 following, a and b are any letters in A.
592
The first group contains derivation rules that separate words according to their initial and final letters, and single out one-letter words:
The second group of rules deals with concatenations:
598
By construction, the language L G generated by G is context-free, and by
599
Theorem 6.1, the language σ(L G ) is also context-free.
600
We claim that σ(L G ) = K. We first prove the inclusion σ(L G ) ⊆ K. For 601 this, we show, by induction on the length of the derivation in G, that for all
The only terminal derivations of length 1 are
V a → I a and one has σ(I a ) = I ∩ a ⊆ K ∩ a .
Thus the inclusion holds in this case.
Assume that the hypotheses of induction are true for derivations of length less that k and let u a word obtained by a derivation of length k. Since k ≥ 2, the first derivation rule is one of the second group, and the derivation has one of the forms
The other cases are similar. This proves the
We now prove the converse inclusion K ⊆ σ(L G ). For this, we prove 612 that for all letters a, b ∈ A, we have
614
It is easy to see, that if a ∈ K then a ∈ I a , σ(I a ) = a. and V a → I a .
615
Thus a W b ) ) are proved by induction on the 617 number of the concatenation operations used. Let u ∈ K ∩ aA * b.
618
If u is obtained without any concatenation, then u ∈ I ∩ aA * b = σ( a I b ), 619 and since a W b → a I b is a derivation rule in G, we have u ∈ σ(L G ( a W b ) ).
620
Assume that the inductive hypothesis holds for words obtained by less than k concatenations, and that u is obtained by k concatenations. Then there exist two words u 1 and u 2 such that u = u 1 u 2 and such that u 1 and u 2 are obtained by less than k concatenations. There are four cases to consider, according to the concatenation rule uses to produce u from u 1 and u 2 . The cases are the following.
Consider the first case (the other are similar). Since u ∈ K, there is a con-
and since
, and thus the claim. Since σ(L G ) is context-free,
622
the language K is also context-free. This completes the proof.
623
Remark 7.2 Contrary to Theorem 6.3 which is false for systems which are 624 not alphabetic, Theorem 7.1 holds for concatenation systems without the 625 requirement that they are alphabetic. The proof is quite analogous to the 626 alphabetic case.
627
Example 7.3 Consider the concatenation system T = (A, I, R) over the alphabet A = {a, b, c}, with I = {ab, c}, and with R composed of the concatenation rules
The completion of the system gives the concatenation rules
According to the construction of the previous proof, these concatenation rules give the derivation rules
The first group of derivation rules is composed only of
because of the set I of initial words. Since there is no derivation rule starting with V b , the derivation rules (7.1) and (7.3) are useless and can be removed. Similarly, there is no derivation rule starting with y W c , so the dervation rules (7.4) can be removed. For the same reason, the variable b W b can be removed. Finally, we get the grammar
and the substitution
The language obtained is c * ab + c.
628
Remark 7.4 The language K(T ) generated by a concatenation system T = (A, I, R) may not be regular, even if I is finite. Consider indeed the system given by I = {ab, a, b, c, d} and
, and this language is not regular. 
Heterogeneous systems
631
A splicing system is a heterogeneous system if all its rules are either pure 632 rules or concatenation rules.
633
The aim of heterogeneous systems is to separate the splicing rules ac- handles precisely the case where x = ε or y = ε.
638
The following proposition shows that for any flat alphabetic splicing sys-639 tem, there is an alphabetic heterogeneous system with same initial set I 640 which generates the same language.
641
Proposition 7.5 Let S = (A, I, R) be a complete alphabetic splicing system, and let S ′ = (A, I, R ′ ∪ R ′′ ) be the heterogeneous system with same initial set I, where R ′ is the set of pure rules of R, and
Then S and S ′ generate the same language.
642
Proof The verification is left to the reader.
643
Example 7.6 Let S be the flat splicing system (A, I, R) with A = {a, b, c}, 644 I = {ab, c}, and R = { a|a−b|b , c|ε−b|ε }.
645
We complete R. The complete set of rules for R is a|a−b|b c|ε−b|ε c|x−b|y for x, y ∈ {a, b, c} c|x−b|ε for x ∈ {a, b, c} c|ε−b|x for x ∈ {a, b, c}
The heterogeneous system S ′ corresponding to S is the system S ′ = (A, I, R ′ ) with R ′ is composed of the pure rules a|a−b|b c|x−b|y for x, y ∈ {a, b, c} c|ε−b|x for x ∈ {a, b, c} and with the concatenation rules
which, after completion, give the concatenation rules of Example 7.3. Given a heterogeneous system S = (A, I, R), a production sequence is a sequence [π 1 ; π 2 ; . . . ; π n ] of productions such that, setting 
652
Example 7.7 Consider the pure system over A = {a, b} with initial set I = {ab} and the unique splicing rule r = a|a−b|b . In this system, the only splicing sequence of length 0 is [ab] . Both production sequences (we omit the reference to r)
have the same result a 4 b 4 .
653
Clearly, the language F(S) generated by a heterogeneous system S is the 654 set of the results of all its production sequences.
655
We show that, in an alphabetic splicing system, one always can choose insertions. This is stated in the following lemma. catenation productions occur before any proper insertion production.
664
Proof Let r 1 = α|γ−δ|β be a pure rule and let r 2 = [ζ−η|µ−ν] be a concatenation rule, and assume that there is production sequence σ = [π 1 ; π 2 ], with
where u, v, w, p, s, t are words and t = ps. We assume that u, v, p, s are all by by [π 2 ; π 1 ], and we get the result.
667
Assume now that p = w or s = w. Since π 1 is a proper insertion, there 668 exists a factorization u = u 1 · u 2 , with u 1 and u 2 non-empty words, such that 669 w = u 1 · v · u 2 , and the production π 1 can be rewritten as
671
There are two cases to be considered. 2. p = s = w.
674
Case 1: In this case, we have
and, in view of the production π 2 , one has u 1 ∈ ζA * and u 2 ∈ A * η (here we 675 use the fact that u 1 and u 2 are non-empty, and that ζ and η have at most 676 one letter).
677
We replace the sequence [π 1 ; π 2 ] by [π 3 ; π 4 ], where
The concatenation π 3 is valid because and s ∈ µA * ν.
678
Case 2: In this case,
and the sequence [π 1 ; π 2 ] is replaced by [π 3 ; π 4 ; π 5 ; π 1 ], where
This proves the lemma.
679
Remark 7.9 The proposition does not hold anymore if the rules are not alphabetic. Consider for example the rules r 1 = a|x−y|b and r 2 = [z−t|ax−ε]. Then the splicing sequence
cannot be replaced by a sequence where proper insertions occur after con-
680
catenations.
681
The following theorem is an immediate corollary of the previous lemma.
682
Proposition 7.10 For any language L generated by an alphabetic heterogeneous system S = (A, I, R), there exist a set of alphabetic concatenation rules R ′ and a set of pure alphabetic rules R ′′ , such that
The combination of Theorems 7.1 and 6.3 gives the following theorem,
683
which is our main theorem in the case of a flat system.
684
Theorem 7.11 Let S = (A, I, R) be a flat alphabetic context-free splicing 685 system. Then F(S) is context-free.
686
Proof By Theorem 7.10, Example 7.12 Consider again the splicing system S = (A, I, R) with A = {a, b, c}, I = {ab, c}, and R = { a|a−b|b , c|ε−b|ε }. The homogeneous system corresponding to S is given in Example 7.6. The associated concatenation system T = (A, I, R ′ ) has the concatenation rules R ′ composed of
and we have seen in Example 7.3 that it generates the language K(T ) = c * ab ∪ c. The pure system has the set R ′′ of rules consisting in a|a−b|b c|x−b|y for x, y ∈ {a, b, c} c|ε−b|x for x ∈ {a, b, c}
As seen in Example 6.4, it generates the context-free language be inserted, in a circular word, between a letter a followed by a letter b. As 702 a consequence, the set generated by the system is the ∼ {a n b n | n ≥ 1}.
703
We now show, on this example, that an alphabetic circular splicing system, operating on circular words and generating a circular language, can always be simulated by a flat heterogeneous splicing system. This system has the same initial set (up to full linearization), but has an augmented set of rules, obtained by a kind of conjugacy of the splicing rules. To be more precise, we introduce the following notation. Given an alphabetic rule α|γ−δ|β , we denote by ∼ r the set
The rules of the flat splicing system simulating the circular system are the 704 sets ∼ r, for all rules r of the circular system. We illustrate the construction 705 on the previous example.
706
Example 8.2 Consider the flat splicing system over A = {a, b}, initial set 707 I = {ba} and with the single rule a|a−b|b . Clearly, the rule cannot be 708 applied, and consequently the language generated by the system reduces to 709 I.
710
In the world of circular words, the system is transformed into a hetero-711 geneous system as follows.
712
(1) The initial set is now the circular class of I, namely the set ∼ I = {ab, ba}.
713
(2) The rule r = a|a−b|b is replaced by ∼ r; this gives, by conjugacy, 
716
The use of only the concatenation rules produces the set {ab, ba, abba, baab}. Note that this set is not closed under conjugacy. Then, the repeated application the two pure rules produces the set
This set is now closed under conjugacy; it is the language generated with the 717 four flat rules. Moreover, it is exactly the linearization of the set of circular 718 words ∼ {a n b n | n ≥ 1} generated by the circular splicing system.
719
We prove the following result which shows that the example holds in the 720 general case. it follows again that z ∈ F(S ′ ).
742
The converse inclusion is shown very similarly.
743
The proof of the proposition relies heavily on the fact that the system is 744 alphabetic.
745
As a consequence of the proposition, we obtain the following theorem,
746
which is our main theorem in the circular case. is context-free, the language Lin(I) is context-free. By Theorem 7.11, the 752 language generated by S ′ is context-free. For sake of completeness, we give here a sketch of the proof Theorem 
According to the sketch of the proof given above, we define a grammar H = (A ∪ {S}, {X, Y, Z}, X, P ), with
we can check that H generate the language M S = {a} ∪ {Sb n (c * d) n | n ≥ 1}. we define now G ′ = (A, V ∪ {S}, S, P ′ ) with
The grammar G ′ generates the same language as G, that is the language
The second lemma below tells us that we can reduce the problem to gram-821 mars with a single non-terminal symbol.
822
Lemma 9.3 Let G be a generalized context-free grammar with at least two
