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Abstract
It is becoming increasingly popular to produce high-resolution maps of vacci-
nation coverage by fitting Bayesian geostatistical models to data from household
surveys. Often, the surveys adopt a stratified cluster sampling design. We dis-
cuss a number of crucial choices with respect to two key aspects of the map pro-
duction process: the acknowledgement of the survey design in modeling, and the
appropriate presentation of estimates and their uncertainties. Specifically, we
consider the importance of accounting for survey stratification and cluster-level
non-spatial excess variation in survey outcomes when fitting geostatistical mod-
els. We also discuss the trade-off between the geographical scale and precision
of model-based estimates, and demonstrate visualization methods for mapping
and ranking that emphasize the probabilistic interpretation of results. A novel
approach to coverage map presentation is proposed to allow comparison and
control of the overall map uncertainty level. We use measles vaccination cover-
age in Nigeria as a motivating example and illustrate the different issues using
data from the 2018 Nigeria Demographic and Health Survey.
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Highlights
• Acknowledging survey design in geostatistical modeling provides valid in-
ference and improves vaccination coverage estimation.
• High-resolution coverage maps based on survey data are often associated
with large uncertainties.
• Visualizing posterior distributions of coverage estimates and rankings help
reveal uncertainties and aid interpretation.
• A novel presentation approach is proposed to compare and control the
overall map precision.
1. Introduction
There has been an explosion in high-resolution map production for health
and demographic indicators [1, 2, 3, 4, 5, 6, 7], including childhood vaccination
coverage [8, 9, 10, 11, 12, 13]. The WorldPop project [14] and the Institute
for Health Metrics and Evaluation (IHME) [15] are two major producers of
vaccination coverage surfaces at fine spatial scales. Their estimates are used by
researchers and policy makers from organizations across the globe [16, 17].
Household surveys, such as the Demographic and Health Surveys (DHS)[18]
and the Multiple Indicator Cluster Surveys (MICS)[19], are a main data source
for mapping vaccination coverage [9, 10, 11, 12]. In recent DHS surveys, the
groupings of households, known as clusters, are geo-referenced via their Global
Positioning System (GPS) coordinates. Both WorldPop and IHME use model-
based geostatistics [20] to analyze cluster-level survey data. The core of their
methods involves the following steps: match survey cluster locations to a col-
lection of geospatial covariates, fit Bayesian spatial regression models to the
cluster-level data using a continuous Gaussian Process (GP) model, and produce
pixel-level vaccination coverage estimates on a fine grid. Often, the pixel-level
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estimates are aggregated by population density to form administrative-area-
level estimates which are usually more relevant in the context of immunization
program monitoring and intervention planning.
This map production framework has a number of advantages. It allows for
utilization of geospatial covariates from different sources, avoids the arbitrari-
ness of the definition of neighbors in a discrete spatial model, allows combination
of data with different geographical resolutions [21], and allows coverage estima-
tion for small administrative areas in which there are few or no survey clusters.
However, it also has many challenges that need to be carefully addressed. First,
the survey cluster locations are often randomly displaced within a certain radius
(known as jittering) to preserve respondent confidentiality [22]. This makes it
difficult to accurately match the survey clusters to geospatial covariates as the
exact cluster locations are unknown. In addition, household surveys in low- and
middle-income countries (LMIC) use multi-stage stratified cluster designs, with
stratification by geographical region crossed with urban/rural. Not accounting
for the survey design is well known to lead to biased estimates when stratifi-
cation is ignored and anticonservative uncertainty intervals when clustering is
not acknowledged [23]. The appropriate acknowledgement of survey design in
a model-based framework is challenging. Last, but not least, most household
surveys are powered to provide reliable estimates at a particular sub-national
scale (e.g., administrative-1 areas which are one below the national level). This
implies that pixel-level vaccination coverage estimates are often associated with
high uncertainties due to the sparsity of survey data, and care needs to be taken
to appropriately present the estimates with their uncertainties.
In this paper, we focus on two key aspects of the map production process:
the acknowledgement of the survey design in modeling, and the appropriate pre-
sentation of estimates and their uncertainties. We use the coverage of the first
dose of measles-containing-vaccine (MCV1) among children aged 12–23 months
in Nigeria as a motivating example and illustrate modeling and presentation us-
ing data from the 2018 Nigeria Demographic and Health Survey (NDHS) [24].
In Section 2, we briefly introduce the 2018 NDHS and present descriptive sum-
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mary of the data. We then compare common models in Section 3, including
the model used in Utazi et al. (2018) [9], to illustrate approaches to modeling
survey stratification and cluster-level non-spatial variation. A discussion of the
trade-off between the geographical scale and precision of model-based estimates
is presented in Section 4, along with a demonstration of visualization meth-
ods for mapping and ranking that emphasize the probabilistic interpretation of
results. We also propose a novel approach to coverage map presentation that
allows comparison and control of the overall map uncertainty level. In Section
5, we conclude with a general discussion and guidelines for map production and
presentation.
2. Motivating example: the 2018 Nigeria DHS
The 2018 NDHS used a stratified, two-stage cluster design and a sampling
frame derived from the Nigeria census conducted in 2006. Stratification was
achieved by separating each of the 36 states and the Federal Capital Territory
(i.e., the 37 administrative-1 areas, and hereafter referred to as Nigeria’s 37
states) into urban and rural areas. Samples were selected independently in
each stratum via a two-stage process: first, a pre-specified number of primary
sampling units (PSUs), referred to as survey clusters, were selected from the
sampling frame of census enumeration areas (EAs) with probability proportional
to size; then, a fixed number of 30 households in every cluster were selected
through equal probability systematic sampling. A total of 1389 survey clusters
were selected to provide results representative at the national level as well as
the state level. In this paper, we focus on the coverage of MCV1 among children
aged 12–23 months based on evidence from either vaccination cards or caregiver
recall. We remove the clusters that had no GPS location information or no
eligible child samples and analyze data collected from the 5886 children aged
12–23 months in the remaining 1301 survey clusters. Figure 1 shows the spatial
distribution of the observed MCV1 coverage among children aged 12–23 months
as recorded at the cluster level. In general, the survey clusters in northern
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Nigeria tend to have lower observed MCV1 coverage than those in the south, and
clusters that are closer to each other tend to have similar observed coverage – a
sign of spatial correlation. Additional details of the survey data and exploratory
analysis results can be found in the supplementary materials.
[Figure 1 about here]
3. Acknowledging the survey design in modeling
The stratified multi-stage cluster design adopted by the 2018 NDHS is ubiq-
uitous among major household surveys that measure vaccination coverage. When
fitting continuous spatial models to data from such surveys, it is essential to ac-
count for two key characteristics of the design: the stratification and clustering
of the samples. A simulation study conducted by Paige et al. [23] shows that ex-
plicitly accounting for survey stratification by including urbanicity as a covariate
in continuous spatial regression models improves predictions. If the response is
associated with urbanicity then the improvement can be considerable. If any
strong urban/rural association with the outcome is not properly modeled, large
bias can result. WorldPop and IHME do not explicitly adjust for stratification
in their models [9, 10, 11, 12, 13], but they do include extensive covariates which
may, to some extent, implicitly adjust for the urban/rural stratification.
Acknowledging the clustering of survey samples is also challenging. World-
Pop routinely ignore clustering in their models [9, 10, 11]. IHME include an
independent nugget error term in the linear predictor of cluster-level coverage
estimate to capture the non-spatial excess variation in survey outcomes [12].
However, this approach has been used without explicit consideration of the
mechanisms by which excess variation at the cluster level manifests itself. Tra-
ditionally, in the context of a continuous outcome, an estimated nugget effect has
been attributed to measurement error or small-scale spatial variation [20, 25].
In the context of a vaccination coverage survey where Bernoulli sampling is car-
ried out, measurement error would correspond to misclassification (willfully or
by accident) of the binary outcomes. This undoubtedly occurs, but explicitly
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modeling the misclassification probabilities is difficult without gold standard
data. In this paper, we focus on two other plausible forms of excess variation:
(i) within-cluster variation that induces overdispersion at the cluster level,
and (ii) between-cluster variation that represents true signal at the clus-
ter level. The former is often referred to as excess-binomial variation, and the
latter are “shocks” in the signal due to specific conditions at the cluster. One
needs to carefully consider which form is adopted before choosing an estimation
procedure that gives appropriate inference.
To illustrate and compare the various approaches of accounting for survey
design in modeling, we consider variants of the following base model in which
neither stratification nor clustering is explicitly acknowledged:
Yic|pic ∼ Binomial (nic, pic) (1)
logit(pic) = α+ β
>xic + S(sic) (2)
Here, Yic is the random variable representing the number of vaccinated children
out of nic who are sampled in cluster c of state i, pic is the vaccination coverage
parameter, and xic is the vector of covariates associated with cluster c in state
i. We let sic be the location associated with cluster c in state i and S(sic) be a
spatial random effect that follows a GP: S(·) ∼ GP (0,ΣS) with ΣS =
[
σ2S , ρ
]
,
where σ2S is the marginal spatial variance and ρ is the spatial range (i.e., a
distance at which the spatial correlation becomes negligible). Note that the
GP we use is the solution to a stochastic partial differential equation (SPDE)
which is approximated by a particular Gaussian Markov Random Field (GMRF)
defined on a fine triangular mesh [26]. This binomial model includes no nugget
at the cluster level beyond the spatial field, hence we label this the Binomial
NN model.
To obtain model-based vaccination coverage estimate for cluster c in state
i, we can construct an approximation to its marginal posterior distribution by
drawing posterior samples:
p
(m)
ic = expit
(
α(m) + β>(m)xic + S(sic)(m)
)
, (3)
6
where the superscript (m) denotes the mth posterior sample of the respective
parameter. Recall that a survey cluster is a census EA that has been sampled for
the survey. Therefore, administrative-area-level coverage estimates can be ob-
tained by aggregating the cluster-level estimates of all EAs in the area weighted
by the population proportion in the EA. For example, the model-based vaccina-
tion coverage estimate for state i can be calculated using the posterior samples
p
(m)
i =
Ci∑
c=1
p
(m)
ic × qic,
where Ci is the total number of EAs in state i and qic is the proportion of the
12–23m population of state i that is in EA/cluster c. Almost always, however,
the complete sampling frame of EAs is not available. In this case, we can
approximate the state-level coverage by aggregating cluster-level estimates over
an approximated gridded EA map:
p
(m)
i ≈
Gi∑
g=1
p
(m)
ig × qig, (4)
where g indexes the gridded EA and Gi = Ci is the total number of EAs in state
i. The approximated EA map can be created using a gridded population den-
sity map and summary tables that are routinely available from survey reports.
Details are provided in the supplementary materials.
To acknowledge the urban/rural stratification, we can extend (2) to include
urbanicity as a covariate in the model:
logit(pic) = α+ β
>xic + γI (sic ∈ Urban) + S(sic). (5)
Inference for cluster-level coverage pic can be obtained using posterior sam-
ples of contributing parameters in an analogous way to equation (3), and the
administrative-area-level estimates can be approximated using the aggregation
procedure summarized in equation (4).
Now we focus on accounting for clustering and consider two mechanisms by
which cluster-level non-spatial variation arises.
1. Within-Cluster Variation. Suppose within a super-population in a
cluster there are groups with their own distinct vaccination coverage. If
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we carried out repeated sampling at this cluster, a different group (or
mixtures of groups) would be sampled each time and we would “see”
a different coverage beyond sampling variation. This phenomenon has
been extensively studied in the statistics literature [27]. In this case, we
have within-cluster variation that induces overdispersion (OD) at the
cluster level. What we are really interested in is the overall coverage we
would see if we could sample everyone in the cluster. To capture this
kind of variation, we can assume that each group’s coverage is drawn
from a distribution. We describe two possible models that achieve this
purpose. First, we can assume that each group’s coverage follows a beta
distribution. This results in a Beta-Binomial likelihood for the data:
Yic|µic, d ∼ Beta-Binomial (nic, µic, d) (6)
logit(µic) = α+ β
>xic + γI (sic ∈ Urban) + S(sic). (7)
Specifically, we can think of this model as a result of:
Yic|pic ∼ Binomial (nic, pic)
pic|µic, d ∼ Beta (µic, d) ,
where the beta distribution is parameterized as
E [pic|µic, d] = µic
var [pic|µic, d] = µic(1− µic)
d+ 1
.
Marginally, the data follows a Beta-Binomial distribution with
E [Yic|µic, d] = nicµic
var [Yic|µic, d] = nicµic(1− µic)× nic + d
1 + d
.
The parameter d > 0 characterizes the degree of overdispersion, with
higher values of d corresponding to less overdispersion1. The target of
1The limiting case of a Beta-Binomial distribution at d =∞ is a binomial distribution.
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inference is E [pic|µic, d] = µic, which corresponds to the hypothetical
coverage we would see if we could sample everyone in the cluster – it can
be estimated using posterior samples of contributing parameters in (7).
We label this model the Beta-Binomial OD model.
An alternative is to assume that each group’s coverage follows a normal
distribution on the logit scale (i.e., a logit-normal distribution). This
results in a Lono-Binomial2 likelihood for the data:
Yic|ηic, σ2δ ∼ Lono-Binomial
(
nic, ηic, σ
2
δ
)
ηic = α+ β
>xic + γI (sic ∈ Urban) + S(sic).
Specifically, we can think of this model as a result of:
Yic|qic ∼ Binomial (nic, qic)
logit (qic) |ηic, σ2δ = ηic + δic
δic ∼iid Normal
(
0, σ2δ
)
The parameter σ2δ > 0 characterizes the degree of overdispersion, with
higher σ2δ value corresponding to more overdispersion
3. The target of
inference in this case is E
[
qic|ηic, σ2δ
]
, which, by the law of the unconscious
statistician, equals
pic = E
[
qic|ηic, σ2δ
]
=
∫
δ
expit (ηic + δ)pi
(
δ|σ2δ
)
dδ
≈ expit
(
ηic√
1 + h2σ2δ
)
= expit
(
α+ β>xic + γI (sic ∈ Urban) + S(sic)√
1 + h2σ2δ
)
,
(8)
2This is a made-up name for the compound distribution where one can think of the p
parameter in the binomial distribution as being randomly drawn from a logit-normal distri-
bution. We want to emphasize the parallel between this distribution and the Beta-Binomial
distribution. Details are provided in the supplementary materials.
3The limiting case of a Lono-Binomial distribution at σ2δ = 0 is a binomial distribution.
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where h =
16
√
(3)
15pi . For a deviation of this approximation, see Section
9.13.1 of Wakefield (2013) [28]. Inference for this target can be obtained
using posterior samples of contributing parameters in (8). We label this
model the Lono-Binomial OD model.
2. Between-Cluster Variation. The cluster-level excess variation may
also be true signal (TS) that represents differences in cluster coverage
means (beyond the spatial field). In this case, if we carried out repeated
sampling at this cluster, we would “see” different groups having the same
mean coverage. We can model this kind of variation using an independent
normal term in the linear predictor of cluster-level vaccination coverage:
Yic|pic ∼ Binomial (nic, pic)
logit(pic) = α+ β
>xic + γI (sic ∈ Urban) + S(sic) + ic
ic ∼ Normal
(
0, σ2
)
We emphasize that ic is capturing between-cluster differences in coverage,
not the within-cluster variability that induces overdispersion in the Lono-
Binomial OD model. Hence, the target of inference is
pic = expit
(
α+ β>xic + γI (sic ∈ Urban) + S(sic) + ic
)
, (9)
which is different from (8). Posterior samples of contributing parame-
ters can be used to estimate (9), with 
(m)
ic randomly sampled from a
N
(
0, σ
2(m)

)
distribution. We label this model the Binomial TS model.
In reality, the cluster-level non-spatial variation is likely to be the result of
a mixture of the within-cluster overdispersion and between-cluster true signal,
but most household surveys only obtain a single sample of households within
each selected cluster, so the survey data does not contain enough information
to identify the source of the cluster-level variation. Therefore, map producers
need to be extremely careful about their assumptions regarding cluster-level
extra variation when choosing the target of inference for vaccination coverage
estimation.
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We apply the aforementioned four classes of models, namely Binomial NN,
Beta-Binomial OD, Lono-Binomial OD and Binomial TS, to analyze data from
the 2018 NDHS. We fit two models within each class: one with urbanicity as a
covariate to account for survey stratification and the other without. In addition,
all models include the same set of covariates: poverty, aridity, log-transformed
night-time lights, log-transformed travel time and enhanced vegetation index
(EVI). We use the widely applicable information criterion (WAIC) [29] to eval-
uate the predictive power of the models, and conduct a 37-fold cross-validation
exercise, holding out data from one whole state each time, to assess the perfor-
mance of out-of-sample predictions. We also calculate the bias, mean absolute
error (MAE) and root mean squared error (RMSE) for each model, all of which
are described in the supplementary materials.
All models were fitted using the INLA approach [30] implemented in the
INLA package in R. Table 1 reports the estimates of selected parameters and
the model validation results for each model. Based on the results, the odds of
being vaccinated against measles is estimated to be 35% to 42% higher in an
urban area than in a rural area. The 95% credible intervals (CIs) of the corre-
sponding coefficients are always strictly greater than 0 (i.e., odds ratio greater
than 1), indicating a strong association between urbanicity and MCV1 coverage
after accounting for the other covariates. Across all model classes, adding the
urban/rural strata variable to account for survey design always improves pre-
dictive performance in terms of WAIC, bias, MAE and RMSE. This result is
consistent with the findings of Paige et al. [23]. The estimated coefficients for
the other covariates are reported in the supplementary materials and the results
are fairly consistent across all models.
[Table 1 about here]
We now compare the Binomial NN models, which assume there is no cluster-
level excess variation beyond the spatial field, to the other three classes of
models, which explicitly account for non-spatial excess variation under vari-
ous assumptions. The estimated spatial fields from the Binomial NN models
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have shorter range and smaller marginal spatial variance, which characterize
a “bumpy” surface with a lot of local residual spatial correlation (the spatial
range ≈ 78 km). In contrast, the estimated spatial fields from the other mod-
els tend to be “smoother” with spatial correlation over longer distances (spatial
range ≈ 322 km). This contrast hints at the presence of considerable small-scale
variation that can be better captured by the Beta-Binomial OD, Lono-Binomial
OD and Binomial TS models. The estimates for the overdispersion/true signal
parameters in these models indicate significant cluster-level variation beyond
the spatial field. In addition, their predictive performances measured by WAIC,
Bias, MAE and RMSE are noticeably better than that of the Binomial NN
models (see Table 1). In summary, this analysis illustrates the advantages of
accounting for the survey design, especially the survey stratification and cluster-
ing, when fitting geostatistical models to estimate vaccination coverage. Once
a satisfactory model is selected, it is important to present the model-based es-
timates with care. This will be the focus of the next section.
4. Presenting model-based estimates and their uncertainties
As mentioned in Section 1, pixel-level vaccination coverage estimates are
routinely produced as output of geostatistical models, and they are often ag-
gregated by population density to form administrative-area-level coverage esti-
mates. Figure 2 shows the maps of the posterior medians and the widths of 90%
credible intervals (CIs) for the estimated MCV1 coverage at the 1× 1 km pixel,
local government area (LGA, which is administrative-2 area) and state levels
based on the Lono-Binomial OD model that includes the urban/rural strata
variable. The plots derived from other models can be found in the supplemen-
tary materials. These maps show a consistent trend: coverage estimates at a
finer spatial resolution tend to have larger associated uncertainty — and hence
poorer precision. In particular, the pixel maps are often associated with huge
uncertainties — a consequence of the sparsity of the survey data, since the 2018
NDHS was only powered to be representative at the state level [24]. Although
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geostatistical models can usually produce smoothed estimates that are slightly
biased but more precise than the direct estimates (Figure S1 in the supplemen-
tary materials), the 1 × 1 km pixel is too fine a spatial resolution for reliable
coverage estimation using the typical number of clusters in household surveys.
Therefore, when presenting vaccination coverage estimates on a map, one needs
to carefully consider the trade-off between the geographical scale and precision
of estimates, and choose an appropriate spatial resolution such that the resul-
tant map have reasonably high precision for the estimates to be statistically
reliable. In addition, the uncertainty associated with the point estimates should
always be appropriately presented. Instead of labeling uncertainty maps with
ambiguous terms such as “low” and “high” [9, 11, 13], quantitative scales should
be used to clearly show how reliable the coverage estimates are. Examples of
commonly used quantitative uncertainty measures include posterior CI width
and standard deviation. Another sensible choice is the coefficient of variation
(CV) of the posterior distribution. We provide more details regarding the use
of CV in the supplementary materials.
[Figure 2 about here]
An important aim of vaccination coverage estimation is to rank a set of
areas to identify the places that need the most improvement. Often, a single
summary statistic, such as the posterior mean or median of the vaccination
coverage, is used for ranking areas with little consideration of the associated
uncertainties. To better visualize the uncertainty associated with the ranking,
we recommend two presentation methods. The first is to use ridgeline plots to
show the posterior distribution of coverage estimate for each area. For example,
Figure 3 shows the ridgeline plots of the posterior distributions of the MCV1
coverage estimates for Nigeria’s 37 states, ordered by posterior median, based
on 1000 posterior samples from the Lono-Binomial OD model that includes the
urban/rural strata variable. When comparing MCV1 coverage estimates across
different areas, one can clearly see how much the areas’ posterior distributions
overlap with each other on the ridgeline plots, and hence be informed of the
13
uncertainty associated with the relative ranking of the areas.
[Figure 3 about here]
Alternatively, one can use histograms of the posterior ranking distributions
to identify areas with the highest or lowest vaccination coverage. For a given set
of areas, each Monte Carlo draw of posterior coverage estimates gives a ranking
of the areas. One can therefore obtain a posterior ranking distribution for each
area by repeatedly drawing and ranking posterior samples, and the expected
rank (ER) for each area can be estimated by taking the average of its ranking
samples. For example, Figure 4 shows the histograms of the posterior ranking
distributions of the 5 states with the lowest and 5 with the highest ERs based on
1000 posterior Monte Carlo samples of the state-level MCV1 coverage estimates.
Zamfara, Sokoto and Kebbi seem to have the highest posterior probabilities
of being ranked as the lowest three states. As for Gombe and Katsina, the
similarity in their ranking distributions reveals high uncertainty in their relative
rankings. On the other hand, the state of Lagos is likely to have the highest
MCV1 coverage, followed by the states of Anambra and Ekiti. However, there is
considerable uncertainty in the ranking of the next two states: Rivers and Osun,
as is evident in the wide spread of their ranking distributions. In summary,
both the ridgeline plots of posterior distributions and histograms of posterior
ranking distributions are useful tools for identifying areas with the highest or
lowest vaccination coverage. They are not only straightforward to calculate, but
also effective in visualising the uncertainty associated with the ranking of the
areas.
[Figure 4 about here]
Another common objective of vaccination coverage estimation is to identify
areas with vaccination coverage higher or lower than a certain threshold. In
this case, it is useful to examine maps of posterior exceedance probabilities. For
example, Figure 5 shows the maps of the marginal posterior probabilities of
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LGA-level MCV1 coverage exceeding the 80%, 50% and 20% thresholds respec-
tively. In particular, the exceedance probability map corresponding to the 80%
threshold is especially relevant in evaluating to what extent Nigeria has attained
the Global Vaccine Action Plan (GVAP) target of reaching 80% coverage with
all vaccines in all districts by 2020 [31]. The map highlights that substantial
efforts are needed in most places to meet the target. Fewer than 7 percent of the
LGAs (i.e., 53 out of 774 LGAs) have 50% or greater posterior probability of
being at the target of 80% MCV1 coverage. In addition, the exceedance proba-
bility map corresponding to the 20% threshold identifies 28 LGAs in northwest
Nigeria that have 50% or lower posterior probability of reaching an MCV1 cov-
erage level of 20%. This demonstrates how exceedance probability maps can be
used to identify areas with low coverage estimates while keeping users informed
of the uncertainties associated with the results.
[Figure 5 about here]
In addition to visualizing the uncertainties associated with coverage esti-
mates, one should also avoid showing maps with low overall precision. We
propose a novel approach to coverage map presentation that allows comparison
and control of the overall map uncertainty level. Our method is inspired by
Bayesian decision theory and is applicable to presenting coverage estimates at
any spatial scale.
The basic idea is that we move away from the usual continuous color scales;
instead, we use a discrete set of colors to represent a partition of [0%, 100%], the
range of vaccination coverage. The partition can be defined based on some pre-
specified threshold(s) of interest. For example, we can use the thresholds 20%,
50% and 80% to create four intervals: [0%, 20%), [20%, 50%), [50%, 80%) and
[80%, 100%], that represent the extremely low, low, medium and high coverage
intervals respectively. Next, we examine the posterior distribution of the cov-
erage estimate for each area and assign each area to the interval that contains
the greatest posterior probability. We call this maximum the true classification
probability (TCP), so one minus the TCP is the probability of misclassificaition.
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The key idea here is that, as clearly shown in the ridgeline plots, for each color
assigned to a pixel there is a posterior probability that this color is correctly
classified but also a corresponding probability of incorrect classification. This
step is inspired by Bayesian decision theory for univariate probabilities: the
classification of each area follows a Bayes decision rule that minimizes a 0-1
loss. Finally, we calculate the average of the TCPs across all areas and call
it the average true classification probability (ATCP) of the map. The ATCP
serves as a measure of the overall precision of a vaccination coverage map. A
higher ATCP indicates a higher overall map precision, since on average we are
more certain about the classification of the areas under the assumed model.
Using this approach, we present the MCV1 coverage estimates at the 1× 1
km pixel, LGA and state levels based on the Lono-Binomial OD model in Figure
6. The top row shows the maps with the pre-specified discrete color scale, and
below each map is a histogram of the TCPs with the ATCP highlighted by a
blue vertical line. We see that the state map has the highest ATCP (0.94),
followed by the LGA map (ATCP = 0.87) and the pixel map (ATCP = 0.83).
This reflects the decreasing precision associated with the state-, LGA- and pixel-
level coverage estimates.
[Figure 6 about here]
If one does not have any specific threshold in mind to form a discrete
color scale, one can consider using the quantiles of the posterior samples of
the coverage estimates. We take the pixel-level MCV1 coverage estimates as
an illustrate example: for a fixed number of levels K, one can form inter-
vals [L0, L1), . . . , [LK−1, LK ], where L0 = 0%, LK = 100%, and Lk equals
the 100 × k/K quantile of the posterior samples pooled across all pixels. For
example, for K = 2, we have L1 = 44%, the median of the pooled posterior
samples, which forms two intervals: [0%, 44%) and [44%, 100%]. Figure 7 shows
three pixel maps with discrete color scales formed by setting K = 2, 3 and
4 respectively. Below each map is a histogram of the TCPs with the ATCP
highlighted by a blue vertical line. We see that as the number of intervals K
16
increases, the ATCP becomes lower. This is expected: as we partition the range
into more quantile intervals, the width of each interval would generally become
narrower, and the TCPs would generally become smaller by definition. In fact,
two extreme cases are possible when presenting model-based vaccination cov-
erage estimates using this approach. At one extreme, a perfect ATCP can be
achieved for showing a flat map where every pixel is assigned to the interval
[0%, 100%]. At the other extreme, we can assign each pixel to a unique color
using a finely partitioned, almost-continuous color scale, but the ATCP would
be essentially zero. The latter is the standard practice.
[Figure 7 about here]
To achieve a balance between the precision of a map and the granularity
of its color scale, we can set a minimally acceptable level of ATCP and use
the most granular color scale that satisfies this requirement. For example, if
we set the minimally acceptable ATCP to be 0.70, then among the three pixel
maps in Figure 7, the one corresponding to K = 3 would be the “best” choice,
since its ATCP (0.76) is above the 0.70 threshold and its color scale has more
quantile intervals than the other eligible pixel map (K = 2, ATCP = 0.87). The
map corresponding to K = 4 has an ATCP of 0.67, hence does not satisfy the
minimally acceptable ATCP level of 0.70.
The same procedure can be applied to produce LGA- and state-level MCV1
coverage maps: if we set the same minimally acceptable ATCP at 0.70, we would
have K = 4 and 5 for the “best” LGA and state maps respectively (Figure 8).
This further illustrates the trade-off between the geographical scale and precision
of estimates: given the same ATCP threshold, the state-level coverage estimates
can be presented using a more granular color scale than the LGA- and pixel-level
estimates, because the state-level estimates generally have higher precision. By
setting a minimum threshold for ATCP, we can control the overall uncertainty
level of a map, and hence avoid presenting maps with low overall precision.
[Figure 8 about here]
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5. Discussion
In this paper, we have discussed a number of crucial choices with respect to
the modeling and presentation of vaccination coverage estimates derived from
household survey data. Using the MCV1 coverage among children aged 12–23
months in Nigeria as a motivating example, we fitted several Bayesian geosta-
tistical models to the 2018 NDHS survey data and illustrated the importance of
properly accounting for survey stratification and cluster-level non-spatial varia-
tion in survey outcome. In addition, we demonstrated the trade-off between the
geographical scale and precision of estimates by showing the higher uncertain-
ties associated with estimates at finer spatial resolutions. We also demonstrated
several visualization methods for mapping and ranking that emphasize the prob-
abilistic interpretation of results, including maps of posterior medians with CI
widths, ridgeline plots of posterior distributions, histograms of posterior ranking
distributions, and maps of posterior exceedance probabilities, Finally, a novel
approach inspired by Bayesian decision theory is introduced to present vacci-
nation coverage estimates using discrete color scales, allowing comparison and
control of the overall map precision level.
Based on what we have discussed, we recommend the following guidelines
for modeling and presenting vaccination coverage estimates using data from
household surveys:
• Survey stratification must be acknowledged in the model by including
urbanicity as a covariate to avoid bias and improve predictive power.
• Sources of cluster-level non-spatial variation in survey outcomes must
be carefully considered, and appropriate model and prediction scheme
must be used to properly account for within-cluster variation that induces
overdispersion or between-cluster variation that represents true signal.
• With most household surveys being designed to provide statistically reli-
able estimates at administrative-1 levels, it is critical to acknowledge the
potentially high uncertainties associated with coverage estimates at fine
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spatial resolutions. Quantitative measures of uncertainty should always
be properly labelled and presented along with point estimates for user
discretion. Map producers should choose appropriate spatial scales to
present model results and refrain from showing high-resolution estimates
with extremely low precision.
• It is beneficial to use visualization methods that emphasize the probabilis-
tic interpretation of results to identify areas with relatively low or high
vaccination coverage.
• Instead of using continuous color scales to show exact point estimates of
vaccination coverage, map producers are advised to use our proposed ap-
proach to present maps with discrete color scales, which allows comparison
and control of the overall precision level of the maps.
An issue that we briefly mentioned in the introduction but did not discuss
at length is the challenge of accounting for the jittering of survey cluster loca-
tions in vaccination coverage estimation. Most regression models reply heavily
on using geospatial covariates to capture outcome variability and make predic-
tions at locations without survey samples. When survey GPS coordinates are
displaced to preserve respondents privacy, the traditional method of overlaying
covariate surfaces on point locations is going to match the survey clusters with
incorrect covariate values. Unfortunately, this issue has been routinely ignored
[8, 12] or countered with ad-hoc methods [1, 9, 10, 11]. Diligent investigation
through simulation studies is needed to understand how much an impact the lo-
cation displacement could make on model prediction accuracy, especially in the
context of covariate modeling. The development of statistically sound methods
to overcome this challenge is still an active area of research [32]. This issue
again points to not displaying pixel-level maps, at least not with pixels that are
smaller than the level of jittering.
The accurate mapping of vaccination coverage is an important endeavor in
the era of the Sustainable Development Goals (SDGs) with the central focus
of “leaving no one behind” [33]. It paves the way towards achieving equity in
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vaccination by helping us understand the current spatial disparities in attain-
ment of coverage targets. Advances in statistical modeling tools in combination
with increased availability of high-resolution geospatial data have enhanced our
ability to utilize household surveys to produce vaccination coverage estimates at
fine spatial scales. However, it is crucial for us to acknowledge the limitations in
the data and methods and use procedures that are appropriate and statistically
vetted. Paying attention to details such as survey design and map uncertainty
takes care, patience and diligence; but it is definitely worth the effort considering
the ultimate goals it helps achieve for our world.
Supplementary materials
Supplementary materials may be found online at the end of the article. R
code for the analyses and visualization is available at https://github.com/
dq0708/vaxmap.
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Tables and Figures
Model Class Strata Included? Strata Spatial Field Overdispersion True Signal Model Validation
Urban γ Range ρ SE σS d σδ σ WAIC Bias MAE RMSE
Binomial NN
No Strata
0.69
(0.47, 1.0)
1.1
(0.96, 1.3)
3618 -0.016 0.260 0.312
Strata
0.30
(0.10, 0.49)
0.70
(0.47, 1.1)
1.1
(0.97, 1.3)
3615 -0.016 0.259 0.310
Beta-Binomial OD
No Strata
2.9
(1.7, 5.1)
1.6
(1.1, 2.1)
2.9
(2.6, 8.6)
3581 -0.007 0.254 0.307
Strata
0.31
(0.10, 0.51)
3.0
(1.8, 5.3)
1.6
(1.1, 2.1)
2.9
(2.6, 8.6)
3573 -0.006 0.253 0.305
Lono-Binomial OD
No Strata
2.7
(1.6, 4.8)
1.4
(1.1, 1.9)
0.73
(0.63, 1.9)
3456 -0.004 0.254 0.307
Strata
0.35
(0.13, 0.57)
2.8
(1.7, 5.0)
1.4
(1.1, 1.9)
0.73
(0.63, 1.9)
3451 -0.005 0.253 0.306
Binomial TS
No Strata
2.7
(1.6, 4.8)
1.4
(1.1, 1.9)
0.73
(0.63, 1.9)
3456 -0.006 0.254 0.307
Strata
0.35
(0.13, 0.57)
2.8
(1.7, 5.0)
1.4
(1.1, 1.9)
0.73
(0.63, 1.9)
3451 -0.006 0.253 0.306
Table 1: Estimates of parameters and model validation results. Reported are the posterior
medians and 2.5% and 97.5% quantiles of the regression coefficients and the parameters of
the spatial field and cluster-level excess variation. The spatial range parameter ρ is on the
longitude-latitude degree scale, which, given the geographical location of Nigeria, equals an
average of 111 km per degree. The widely applicable information criterion (WAIC) is calcu-
lated based on all the data. The bias, mean absolute error (MAE) and root mean squared error
(RMSE) are calculated based on the cross-validation exercise described in the supplementary
materials. Bold figures represent the “best” models according to the relevant criteria.
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Figure 1: Spatial distribution of the observed MCV1 coverage among children aged 12–23
months as recorded at the 2018 NDHS cluster level. The cluster-level observed MCV1 coverage
is calculated as the proportion of children sampled in a survey cluster who have had at least
one dose of MCV at the time of interview, based on evidence from either vaccination cards or
caregiver recall.
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Figure 2: Maps of the posterior medians (top row) and the widths of 90% credible intervals
(botton row) for the estimated MCV1 coverage at the 1 × 1 km pixel (left), LGA (middle)
and state (right) levels, based on the Lono-Binomial OD model that includes the urban/rural
strata variable.
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Figure 3: Ridgeline plots of the posterior distributions of the MCV1 coverage estimates for
Nigeria’s 37 states, ordered by posterior median, based on 1000 posterior samples from the
Lono-Binomial OD model that includes the urban/rural strata variable.
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Figure 4: Histograms of the posterior ranking distributions of the 5 states with the lowest (left
column) and 5 with the highest (right column) expected ranks (ERs), based on 1000 posterior
samples of the MCV1 coverage estimates of Nigeria’s 37 states from the Lono-Binomial OD
model that includes the urban/rural strata variable.
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Figure 5: Maps of the posterior probabilities of LGA-level MCV1 coverage estimates exceeding
the 80%, 50% and 20% thresholds respectively, based on the Lono-Binomial OD model that
includes the urban/rural strata variable.
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Figure 6: Top: Maps of MCV1 coverage estimates at the 1 × 1 km pixel, LGA and state
levels using the discrete color scale composed of the extremely low [0%, 20%), low [20%, 50%),
medium [50%, 80%) and high [80%, 100%] coverage intervals. Bottom: The corresponding
histograms of the true classification probabilities (TCPs) with the average true classification
probability (ATCP) highlighted by the blue vertical line.
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Figure 7: Top: Maps of MCV1 coverage estimates at the 1 × 1 km pixel level using discrete
color scales with K = 2, 3 and 4 quantile intervals. For each K, the color scale is formed by
creating the intervals [L0, L1), . . . , [LK−1, LK ], where L0 = 0%, LK = 100%, and Lk equals
the 100 × k/K quantile of the pooled posterior samples of the pixel-level coverage estimates
based on the Lono-Binomial OD model that includes the urban/rural strata variable. Bottom:
The corresponding histograms of the true classification probabilities (TCPs) of the pixels with
the average true classification probability (ATCP) highlighted by the blue vertical line.
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Figure 8: Left: Map of MCV1 coverage estimates at the LGA level using a discrete color
scale with K = 4 quantile intervals. Right: Map of MCV1 coverage estimates at the state
level using a discrete color scale with K = 5 quantile intervals. The color scales are formed
by creating the intervals [L0, L1), . . . , [LK−1, LK ], where L0 = 0%, LK = 100%, and Lk
equals the 100 × k/K quantile of the pooled posterior samples of the coverage estimates at
the LGA and state level respectively, based on the Lono-Binomial OD model that includes
the urban/rural strata variable.
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