Much of modern biology requires quantitative and computational skills for the proper analysis of large-scale datasets, and there is a recognized need for computational training in undergraduate biology programs. This experience report describes a four-week unit designed to introduce fundamental computer science concepts and molecular biology concepts in an integrated fashion. The unit serves as the first four weeks of an introductory course taught within the Biology Department at an undergraduate institution, and is designed to introduce computational thinking to non-computational science majors. Survey results reveal that the course has attracted students from all years (first years through seniors), the majority of students have been women, and students have large self-perceived learning gains in computer science concepts. The unit shows promise for engaging non-computational students through applications in introductory molecular biology. Materials are available at
INTRODUCTION
Biology has seen an explosion of enormous, complex datasets that require computational methods to process, store, and analyze them.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SIGCSE '18, February 21-24, 2018 The number of publications that involve bioinformatics, loosely defined as research at the intersection of biology and computer science, is expected to grow by as much as 93% by 2025 [15] . A current challenge in biology education is to introduce quantitative skills into the curriculum that engages students who may otherwise be unprepared for quantitative and computational reasoning [24] . There is a recognized need for computational biology courses as part of scientific training, and recent efforts have established communities of educators focused on bioinformatics within biology [8] and computer science [2] . However, many existing computational biology courses are typically intended for graduate or upper-level undergraduate students [17] .
This experience report aims to introduce computational concepts to biology majors early in their undergraduate education. The overall goal of the four-week unit is to provide a crash course on introductory programming that is intertwined with biology concepts. The computational problems posed in the three main assignments are critical in computational biology, and capture much of the programming concepts necessary for first-year programmers. While this is not a rigorous computer science course, the immediate application to real data aims to engage non-computational students.
Related Work
Computational biology education has been a focus for over twenty years [1, 17] , and there is a growing amount of training materials for biologists [10, 21, 23] . Workshops developed by Software Carpentry [28] and Data Carpentry [25] have helped train current practitioners as well as students entering the field. Pavel Pevzner and Phillip Compeau have developed a six-course Coursera series on Bioinformatics Algorithms, which uses a textbook combined with Rosalind, a web-based platform for learning about computational biology by problem solving [6] .
In addition to online resources, computational biology training has appeared at the undergraduate level across many institutions. Computational biology is a common elective course in computer science programs, where it is typically presented as an upper-level algorithms course on biological sequence analysis. These courses draw on textbooks that describe algorithms on strings and their applications [5, 12, 14] . The Coursera series on bioinformatics algorithms grew out of Pavel Pevzner's introductory courses at University of California, San Diego [5, 6, 14] , which has been a leading example of undergraduate training in computational biology.
Within undergraduate biology programs, computational biology courses have a notably different flavor. Computational topics in biology courses aim to teach students how to use well-established tools such as BLAST for local sequence alignment and Clustal for multiple sequence alignment [17] . Recent textbooks written by biologists [13] or co-authored by biologists and computer scientists [4] are promising resources for including more programming concepts into undergraduate biology courses.
Many computational biology topics covered in tool-based and algorithmic-focused classes are similar -they include sequence alignment, motif finding, genome assembly, and phylogenetic reconstruction -but the courses are usually intended for intermediate to advanced undergraduate students [17] . There are notable exceptions, however, and a well-known example is Harvey Mudd's introductory BioCS1 course, which has successfully placed equal emphasis on biology and computer science topics at an introductory level [9, 16] . The course is team taught with computer science and biology faculty, which is the ideal scenario if there is enough faculty support at the institution, and materials have been adapted by other institutions. This report offers suggestions for a smaller unit that introduces computational thinking within an introductory biology curriculum.
Audience and Academic Environment
This four-week unit is the first component of an Introduction to Computational Biology course taught in the Biology Department at Reed College, a primarily undergraduate institution in Portland, Oregon. This course is separate from the recently-established Computer Science program at Reed, yet it is grounded in computer science concepts and taught by a computer scientist affiliated with the Biology Department. Introduction to Computational Biology was developed based on initial lectures from a Computational Thinking course from Brown University's Department of Computer Science [20] , and uses the Compeau and Pevzner textbook [5] along with the companion Rosalind website [22] .
Introduction to Computational Biology requires no programming or computer science experience, but students are expected to have completed first-semester introductory biology or equivalent. In addition to three hours of lecture, there is a two hour computational laboratory with structured labs that lead into the relevant assignment. The professor and an undergraduate TA are available during the lab sections. To-date, 49 students have completed the course over three semesters. Students range from first years to seniors and include both biology and non-biology majors ( Figure 7 ). There are typically a few students who are familiar with programming and computer science concepts (e.g. they have complete CS1 or equivalent). More details about the introductory course are presented in Section 3.
The Central Dogma
The Central Dogma is a concept coined by Francis Crick that, at its most fundamental level, describes the transfer of information within a cell [7] . The genome is comprised of a double-stranded molecule called DNA, carefully organized and packed into chromosomes. Our DNA is nearly identical in every one of our trillions of cells, yet cells perform dramatically different functions. The information from our genome is selectively transferred into the synthesis of proteins, molecules that carry out complex biochemical reactions that result in a cellular response (such as grow and divide, recycle components, or move). This transfer of information typically requires a single-stranded molecule called RNA. The phrase "DNA makes RNA makes protein, " while over-simplified, summarizes the transfer of information that has been collectively defined as the Central Dogma of molecular biology ( Figure 1 ).
CONTENT
The transfer of information summarized by the Central Dogma can be formalized as straightforward computational problems that introduce fundamental programming concepts. The unit is centered around eight computational problems that are directly related to sequence analysis (Table 1) , which are described in further detail in the following subsections.
Week 1: Introduction to Functions
The first week of the unit does not begin with Python programming -it begins with Excel. Nearly every student has worked with spreadsheets; the point of the first few lectures is to reveal that they already know what a function is. The first assignment cements the following concepts within a spreadsheet environment: (a) variables and assignments, by referencing values by their cell location (e.g., A1), (b) types, by formatting cells as numeric or strings, and (c) using built-in functions such as LEN and SUM, and learning how to look up functions in an API. In addition to basic calculations, the first assignment aims to convey the difficulty of working with strings in Excel. Questions that involve standard Excel functions include calculating the length of a string, concatenating strings, removing characters from a string, and counting the number of occurrences of a character in a string. The last question in the assignment poses the first computational problem: Problem 1 (HAM). Count the number of character differences between two strings s 1 and s 2 of equal length.
This problem is commonly known as computing the Hamming Distance [5] , and appears at multiple points throughout the course. Students complete functions in the blue cells in Figure 2 , and are assessed based on whether the function is correct and updates when different characters are entered into the green cells. Extensions of this problem include shifting the strings by prepending spaces to one of s 1 or s 2 (Figure 2 bottom) , providing the optimization formulation of Problem 1:
Problem 2 (HAM-SHIFT). Find a shifted alignment by prepending spaces that minimizes the number of character differences between two strings s 1 and s 2 .
Problem 2 describes a variant of a sequence alignment problem, namely global ungapped alignment. Sequence alignment is covered in the middle of the semester; when gaps are allowed within the strings, this problem becomes a classic motivation for dynamic programming. The goal of the first assignment is to convey that, while Excel is powerful for numeric data, it is a pain for text manipulation.
Week 2: String manipulation
Lectures from the end of Week 1 begin teaching basic Python programming concepts, starting with using the interpreter as a calculator. The second assignment includes a Python skeleton script where students "fill in holes" by working through directions in the comments. This includes standard programming assignments that introduce expressions and assignments, types (ints, floats, and strings), lists and indexing into strings and lists, and iteration.
During lectures, students begin manipulating toy DNA sequences. They learn about the double-stranded DNA molecule, which is comprised of four nucleotides (for simplicity, we will keep them as A/C/G/T). They first implement a customized LENGTH code snippet that uses a counter to compute the length of the string. They then learn about conditionals, which allows students to count the frequency of nucleotides in a string of DNA: The final problem in this assignment is related to the fact that DNA is double-stranded and nucleotides have an affinity for A/T pairs and C/G pairs. Further, there is a notion of directness for a strand of DNA, typically referred to as the 5' and 3' ends (and always read in the 5'-to-3' direction). Thus, given a string s of DNA in the 5'-to-3' direction, students write code to compute the reverse complement of s, which will also be in the 5'-to-3' direction ( Figure 3 ): Problem 4 (REVCOMP). Given a string s ∈ {A, C, G,T } * (assuming the 5'-to-3' direction), return the reverse complement of s (in the 5'-to-3' direction).
The solution to this problem can be solved in two pieces: (a) creating a string comprised of the complement of each letter (e.g., A matched with T, C matched with G), and (b) reversing the contents of the string. This provides an opportunity to introduce functions, and establish a modular solution to the problem. By this point, students will gain familiarity with simple Boolean operations for string equality. As demonstration of their one-week progress, students can re-solve Problem 1 for any two strings of equal length.
Week 3: Transcription
The second half of the unit is designed to reinforce concepts learned in the first two weeks through small programming problems, while introducing more details about the Central Dogma. As shown in Figure 1 , there are two main steps involved in the transmission of information from DNA to proteins. The first step converts the contents stored in DNA into RNA, a single-stranded nucleic acid that serves as an intermediary between DNA and proteins. DNA and RNA are structurally similar molecules, with notable differences in the type of ribose used as the "backbone" of the nucleic acid (deoxyribose in DNA vs ribose in RNA), and the fact that RNA is comprised of A/C/G/U rather than A/C/G/T. Pieces of DNA are discretized into regions called genes, which may be hundreds to thousands of nucleotides long. Genes are transcribed into RNA molecules by proteins that form a complex machinery, which will not be described here. While students learn about this process (especially the directionality of the process), the computational problem for transcribing a segment of DNA to RNA is straightforward (Figure 4 While RNA is commonly thought as the intermediary for producing proteins, recent work has revealed a diverse set of functions for RNA. The RNA molecules that code for proteins must be further processed into messenger RNA (mRNA) before they can move on to the next step of the Central Dogma. Genes that are encoded in DNA have small segments that describe parts of the proteins, called exons, separated by much larger segments that contain irrelevant sequence to the protein, called introns. Machinery must splice out the intronic regions of the transcribed RNA (Figure 4 ). While students learn about RNA processing (including other components of the messenger RNA), they can solve the following problem:
Problem 6 (SPLICE). Given a string s ∈ {A, C, G, U } * and a list of exon and intron starts, return the mRNA comprising only the exons.
This problem can be complicated by the structure of the inputs. The current form of the assignment provides two lists of equal length: one list denotes exon start indices and the other list denotes intron start indices. As a warm-up, students are given a hypothetical gene 'eeeeeeiiiiiiiieeeee' with coordinates that should splice out (remove) the i characters in the string. Students can also calculate basic statistics about each gene that includes the number of exons, the average exon length, and the average intron length.
Week 4: Translation
In the final week of the unit, the focus shifts to the underlying molecular biology as we discuss the second step of the Central Dogma, which converts mRNA into protein, which are comprised of amino acids. During translation, mRNA is partitioned into nonoverlapping substrings of length three called codons, where each codon maps to one of 20 possible amino acids ( Figure 5 ). Amino acids are attached to a growing protein by "reading" the mRNA sequence in groups of three letters.
The first computational question we discuss is why are codons three nucleotides long? This is a classic information theory question: with an alphabet of four nucleotides, a single-letter code would only describe four items, a two-letter code would describe 4 2 = 16 items, and a three-letter code would describe 4 3 = 64 items. There are 20 amino acids (plus a signal for "stop"), so one needs the three-letter code to distinguish them. As a result, multiple codons map to the same amino acid. This redundancy has a pattern of variance in the third nucleotide due to the physical structure of the translation mechanism.
The computational problem of translating an mRNA to protein is formulated as follows:
Problem 7 (TRANSLATE). Given a string s ∈ {A, C, G, U } * (where mod(length(s),3)=0) and a codon table, return the protein described by the codons.
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Translation Figure 5 : Translation Problem. Circular codon table adapted from [18] .
The assignment includes a codon_to_aa() function that maps each 3-letter codon to the appropriate amino acid. The last task of the assignment is to put the entire pipeline together:
. Given a string s ∈ {A, C, G,T } * in the 5'-to-3' direction with a list of exon and intron starts, return the protein.
Case Study: Cancer Genes
Public repositories contain the sequences that comprise the human genome, and have been extensively revised since the sequenced genome was announced in the early 2000s. The UCSC Genome Browser is one of the most popular repositories, offering a searchable database that annotates genetic segments and a programmatic API [26] . Students are able to compute the solutions for Problems 3-8 on real gene sequences, meaning that the students begin working with real data at about the same time that they learn their first python programming concepts. As a case study, the last problem is framed as one that transcribes and translate cancer genes. Cancer is a disease characterized by mutations at the DNA (gene) level, and many genes that are related to cancer have been studied for decades [27] . SRC (pronounced "sark") is one such gene whose overexpression (in terms of RNA abundance) is associated with colon, breast, ovarian, and lung cancers, among many others [11] . This gene is over 22,000 nucleotides long, containing 13 exons that create a 1,611 nucleotide long mRNA sequence. This sequence is transcribed into a protein with 546 amino acids and one "stop" codon. The UCSC Genome Browser contains information about the DNA sequence, the mRNA sequence, and the protein sequence, as well as the exon and intron starts. Students are given all these pieces of information, and require their code to contain tests that evaluate whether the computed mRNA matches the real mRNA sequence and whether the computed protein matches the real protein sequence. Students are also provided with hypothetical genes for testing on a smaller scale, and require outputs to be printed to screen (Figure 6 ).
Extensions for Intermediate Programmers
This unit can be understandably slow-paced for students who are familiar with some programming. However, there are points that can be extended for more challenging problems. First, students are encouraged to write user-defined functions for standard builtin functions such as len() and reverse() for practice; students end up adopting more built-in functions in the later part of the course. Second, students can write their own codon_to_aa() function using dictionaries. Finally, an advanced assignment is to extend Problem 8 for handing genes on the negative strand of a DNA molecule. The UCSC Genome Browser has standardized the format of storing gene sequences, returning the negative strand (in the 5'-to-3' direction) but always reporting exon boundaries according to the forward strand of the DNA. Students can handle the negative strand by re-mapping the exon boundaries (and reversing the order of the exons) before solving Problem 8, but it requires careful thought. This subtlety introduces students to both the complexity of standardization and file processing skills.
CONTEXT WITHIN A COURSE
The remaining components of this course use elements of the widely-used bioinformatics algorithms textbook by Compeau and Pevzner [5] . The units in the class are framed by the biological motivations within each chapter, but are adapted for an introductory audience (rather than an intermediate or upper-level undergraduate audience). They include:
• Identifying the origin of DNA replication by searching for frequently-occurring strings of length k (k-mers).
• Finding DNA-binding protein motifs with a greedy algorithm.
• DNA assembly by constructing a de Bruijn graph and identifying Eulerian cycles.
• Sequence alignment by implementing dynamic programming.
Each of the topics above has an associated programming assignment, where students implement basic aspects of the content. The last two weeks of the course are structured around final projects. Projects are wide-ranging, but many have involved extensions of the Central Dogma unit. For example, single-stranded RNA molecules tend to fold in on itself due to the A/U and C/G pairing; and intermediate programmers have successfully implemented the Nussinov dynamic program to compute the optimal number of nucleotide pair matchings given a string [19] .
STUDENT RESPONSES
Student response from the Introduction to Computational Biology course evaluations has been positive overall. However, as one of the few introductory science courses with a small number of students (typically [15] [16] [17] [18] [19] [20] , these responses may be inflated due to the structure of the course and the individualize attention, rather than the effectiveness of the course itself. Further, the student evaluations were about the entire course, rather than this four-week unit. Thus, all 49 students who have completed the course to-date were anonymously surveyed to gather responses related to learning gains and preparation for the remainder of the course. 1 While there are established issues with surveys that assess undergraduate self-reported gains [3] , the goal here was to identify changes in selfperceived learning gains, which are associated with a confidence in the subject. Twenty-one students completed the survey, reflecting the diversity by year and gender (Figure 7) . Before the start of the course, the majority of students were comfortable with molecular biology concepts, and the majority of students were unfamiliar with computational skills (Figure 8 ). Self-perceived learning gains in biology were not large, which is expected since students believed they had background in the subject before taking the course. This is also reasonable given the large proportion of juniors and seniors in the course (Figure 7) . Strikingly, self-perceived gains in computational concepts are very large, especially when aggregated across all concepts (Figure 9 ).
Students were also asked about the usefulness of the assignments in preparation for the rest of the course. The assignments were listed as HW1 (Excel), HW2 (Python Practice) and HW3 (Central Dogma), which was further subdivided into transcription and translation. While the Excel homework was not as useful to students as the subsequent homework assignments, only one individual found HW1 to be not helpful and confusing (Figure 9 ). Written comments revealed that some students were unfamiliar with Excel, making the first assignment more difficult than intended. The usefulness of the transcription and the translation components of HW3 were listed as equally useful, and are not shown here. 
CONCLUSION
New biological technologies are producing enormous datasets, requiring significant training in computational and quantitative skills. While computational biology courses exist at institutions, they are usually offered within computer science as upper-level electives. Thus, there is a need to introduce biology majors to computational reasoning early in their undergraduate education. This introductory-level unit integrates computational problems with molecular biology concepts, providing biology students an immediate connection and meaning for programming. The unit may also be useful in cross-disciplinary courses, where it is important to get everyone on the same page as quickly as possible. Student responses indicate that the unit helped cement computer science concepts, and the assignments were useful preparation for the remainder of the course. Future work includes developing a tool to automatically pull down and process any UCSC gene for the unit, providing full flexibility for students to pursue genes related to diseases of interest. This will help produce more robust faculty development materials for others to easily adapt the four-week unit in their courses.
