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Resumen 
El tema central del presente trabajo es la aplicación de transformaciones de Householder 
para resolver sistemas de ecuaciones lineales. 
La rc:::;olución de :::;i:::;tcmas de ccuacione::; lincalc:::; e::; un prohlcma que ::;e pre:::;cnta con 
frecuencia en la computación científica tales como: procesado de señal, resolución de 
problemas en electromagnetismo, simulación de dinámica molecular, econometría, etc. 
La modelización de estos problemas da lugar a sistemas de ecuaciones lineales, cuya 
resolución se realizará mediante transformaciones de Houscholdcr. 
El presente trabajo consta de tres capítulos: 
En el primer capítulo se estudiará todo lo relacionado a las matrices y ortogonalidad, 
pues el sistema Ax = b, se denotará en forma matricial y se trabajará con matrices. 
En el ~egundo capítulo ~e c~tudiaran la~ tran~fonnacionc~ linealc~ y ~i~terna~ de ecua-
ciones lineales, pues la transformación o reflexión de Householder es una transformación 
lineal (matriz), también se estudian los tipos de sistemas de ecuaciones lineales, uti-
lizando el teorema de Rouché-Frobenius, en este trabajo estudiaremos los sistemas con 
~oluciún y cou coeficiente~ Reale~. 
Y por último, en el tercer capítulo se estudiarán las transformaciones de Householder 
y su aplicación a la resolución de sistemas de ecuaciones lineales, para ello primero es-
tudiaremos la descomposición de una matriz (matriz de coeficientes del sistema) en un 
producto de dos matrices QR (ortogonal y triangular superior, respectivamente) para 
luego resolver el sistema Rx = Qrb, (por sustitución regresiva) que es equivalente al 
sistema inicial Ax = b. 
Finalizamos con las conclusiones, sugerencias y anexos de este trabajo, y adjuntamos un 
archivo en MATLAB, que permite realizar la descomposición de la matriz de coeficientes 
A en Q R y la solución del sistema. 
I 
Abstract 
The focus of this work is the application of Householder transformations to solve sys-
tems of linear equations. 
Solving Ryst.mnR of linear cqnations iR a problcm that oc.curR frcqucntly in scicnt.ific. 
computing such as signal processing, problem solving in electromagnetics, molecular 
dynamics simulation, econometrics, etc. The modeling of these problems leads to sys-
tems of linear equations, whose decision will be made by Householder transformations. 
This work has of three chapters: 
In the first chapter everything related to matrices and orthogonal be studied, since the 
system Ax =bis denoted in matrix form and work with matrices. 
In the second chapter linear transformations and systems of linear equations are studied, 
for pro<.:cssing or Houscholdcr rcflcction is a liucg,r transfonnation (matrix), thc typcs 
of systems of linear equations are also studied, using the Frobenius theorem Ronché-in 
This paper will study the systems solution and Royal coeffi.cients. 
And finally, in the third chapter Householder transformations and its applica.tion to 
solving systems of linear equations will be studied, for this first study the dewmposi-
tion of a matrix (matrix coefficients of the system) into a product of two QR matrices 
( orthogonal and upper triangular, respectively) and then sol ve the system Rx = QTb 
(by back-substitution) that is equivalent to the initial system Ax = b. 
We finit;h with wndusions, suggestions and appendi<.:es of this doc:ument, and atta<.:h a 




En la actualidad casi todo el trabajo de cálculo con matrices de gran tamaño se realiza 
en computadoras y esto ha dado un gran empuje a un área relativamente nueva, el Al-
gcbra Lineal Numérica, cuya finalidad e:;; evaluar divcr:;;o:;; métodos rlc :;;olueión, mejorar 
los actuales y encontrar nuevos. 
Durante años, los problemas matriciales típicos fueron resueltos focalizando en las ma-
nipulaciones hechas en las entradas individuales de una matriz. En lugar de esta técnica, 
los algoritmos son ahora formulados descomponiendo primero una matriz genérica en 
el producto de distintas matrices más simples, cada una de las cuales es más fácil de 
trabajar que con la matriz original. Esta nueva perspectiva facilita el diseño y análisis 
de algoritmos, de aquí la importancia de entender cómo realizar loo cákuloti matriciales 
de manera eficiente y precisa. 
El análisis de algoritmos en el área de cómputos matriciales requiere de conocimientos en 
Algebra Lineal, y tener alguna experiencia computacional en el uso del software Matlab. 
El valor que se asigna al uso de herramienta computacional está basado en el hecho de 
la rapidez de respuesta. 
El trabajo ha sido dividido en tres capítulot>: En el capítulo I ,se inicia con una revisión 
de los conceptos que nos permitirán comprender sin dificultad el resto del trabajo, tales 
como matrices , definiciones, notaciones, clases de matrices, matriz invertible, ortogonal 
, espacios vectoriales, ortogonalidad y norma en un espacio vectorial. 
En el capítulo II, se estudia las transformaciones lineales y los sistemas de ecuaciones 
lineales: así como la descripción de las soluciones numéricas de sistemas de ecuaciones 
lineales: utilizando los diversos métodos ( J acobi y Gauss Seidel) y la descomposición 
III 
Intmdu~ción IV 
QR, por sus diversos métodos (Gram-Schmidt, Houscholdcr y Givcns). 
Y por último en el capítulo III, se estudia las Transformaciones de Householder y su 
aplicación para la resolución de Sistemas de Ecuaciones Lineales, este capítulo con-
tiene la definición de las transformaciones de Householder, la constru~ción de la matriz 
Householder, así como la descomposición QR basada en Householder y su aplicación 
para resolver Sistemas de Ecuaciones Lineales Ax = B. 
Esperamos que este trabajo, sea de gran ayuda y sobre todo de conocimiento e infor-
mación para el fnturo matemático que se dedicará a las matemáticas aplicada, ya que 
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Matrices y ortogonalidad 
1.1. Matrices 
Definición 1.1. Se llama matriz de orden m x n al arreglo rectangular de elementos 
de m-renglones o filas y n-columnas 
an a12 a13 aln 
a21 a22 a23 a2n 
A= a31 a32 a33 a3n 
aml am2 am3 amn 
m.xn 
el orden de una matriz se denomina dimensión o tamaño: siendo m y n números natu-
rales. 
Notación. Simbólicamente se escribe A= (aij), i = 1, 2, ... , m, j = 1, 2, ... , n. Esto es 
aij representa el número que se encuentra en la fila i y en la columna j. A los elementos 
aij se les llama componentes de la matriz A. 
Ejemplo 1.1. A = [~ ~3 ~] , donde sus filas son: [ 6 -3 1 J y [ 7 6 8 J y sus 
2x3 
columna. [~l [ ~3] y m 
Los elementos de la matriz A son an = 6; a12 = -3; a 13 = 1; a21 = 7; a22 = 6; a23 = 8. 
1 
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1.2. Clases de matrices 
l. Matriz cuadrada: Se denomina matriz cuadrada de orden n a aquella que 
tiene rnitirno número de filas que de columnas ( n). 
a u a12 a13 aln 
a21 a22 a23 a2n 
A= a31 a32 a33 a3n 
anl an2 an3 ann 
nxn 
Diagonal Principal: Son los elementos aiji donde i = j, V i, j. 
Diagonal Secundaria: Son los elementos aij con i + j = n + 1 
Ejemplo 1.2. A= [~ ~ ~1] ; A es una matriz cuadrada de orden 3. 
8 9 5 
3x3 
Elementos de la diagonal principal: 1, 3 y 5. 
Elementos de la diagonal secundaria: 8,3 y 4. 
2. Matriz identidad: Se denomina matriz identidad n x n a aquella que tiene 



















Ejemplo 1.3. I = [~ ~ ~] , es la matriz identidad de orden 3. 
o o 1 
3X3 
3. Matriz triangular superior: Una matriz cuadrada A de orden n es triangular 
superior si las componentes que están por debajo de la diagonal principal son 
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todas nulas. 
a u a12 a13 aln 
o a22 a23 a2n 
A= o o a33 a3n 
o o ann 
nxn 
4. Matriz triangular inferior: La matriz cuadrada A es triangular inferior si 
las componentes que están por arriha de la diagonal principal son todas iguales a 
cero. 
a u o 
a21 a22 










Ejemplo 1.4. A = [ ~ ~ ~ 1] es una matriz triangular superior. 
B -- [~1 4o7 o~l es una matriz triangular superior. 
5. Matriz transpuesta: Si A = ( aij) E Mnxn se defjne la matriz transpuesta de 
A como At = (bij) donde bij = aji, para i = 1, 2, ... , n y j = 1, 2, ... , m. At tiene 
tamaño n x m y en la matriz transpuesta la primera columna es la primera fila de 
A, etc. 
Ejemplo 1.5. Sea A = [ ~ ~4 ~] entonces su transpuesta es A' = [ ~ ~4] . 
6. Matriz simétrica: Una matriz cuadrada A es simétrica cuando At =A. 
~ 1 [ID m~ Ejemplo 1.6. A= (ID 6 [TI ; At = mws 3x3 [ 1 [ID m~ (ID6[TI mws 3x3 
A es simétrica, pues At =A. 
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1.3. Matriz invertible 
Se dice que una matriz cuadrada A es in vertible (o no singular) si existe una matriz 
B con la propiedad de que AB = BA = I, siendo I la matriz identidad, tal matriz Bes 
lÍ.nicR y es llrunRdR la inversR de A. 
Ejemplo 1.7. A~ [~ ~l su inversa es A-1 ~ [ ~~ ~2]. pues AB ~ I 
1.4. Matriz ortogonal 
Se dice que una matriz cuadrada A es ortogonal si y sólo si A - 1 = At, donde At es la 
matriz transpuesta. 
o 2 1 V2 V2 o 
v'6 J3 2 2 
Ejemplo 1.8. A = 
1 1 1 
, es ortogonal, pues A-1 = v'6 v'6 v'6 
V2 v'6 J3 3 6 6 
1 1 1 J3 J3 J3 
V2 -v'6 J3 3 3 3 
o V2 V2 
2 2 
y At= v'6 v'6 v'6 ; es decir A-1 = At. 
3 6 6 
J3 J3 J3 
3 3 3 
1.5. Espacios vectoriales 
Un espacio vectorial X sobre un campo F et> un <.:onjuuto no vado de elementos 
(llamados vectores) donde se han definido dos operaciones. La primera operación es lla-
mada suma vectorial representada como il+v, y multiplicación (o producto) de escalares 
(números reales) con elementos de X, representada como aü, que satisface las siguientes 
condiciones: 
\f ü, v, w E X; V a, f3 E F 
l. ( ü + iJ) E X (La suma es cerrada) 
2. ü + (v + w) = (ü + iJ) + 'liJ (Asociatividad de la suma) 
Matrices y ortogonalidad 5 
3. ü + fJ = iJ + 1.1 (Conmutatividad de la suma) 
4. Existe un vector nulo O tal que ü + O = O+ ü = ü (Existencia del neutro aditivo) 
5. Para cada ü E X existe un vector único -ü E X, tal que: ü + ( -ü) = ( -ü) + ü = O 
(Existencia del inverso aditivo) 
6. aü E X (La multiplicación con escalares es cerrada) 
7. a(f3ü) = (afJ)ü (Asociatividad del producto escalares) 
8. (a + fJ)ü = aü + {Jü (Distributividad del producto con respecto a la suma de 
escalares) 
9. a(ü + iJ) 
vectores) 
aü + aü (Distributividad del producto con respecto a la suma de 
10. 1 · fl = ü (Preservación de la escala) 
Ejemplo 1.9. :!Rn con la suma usual de vectores y la multiplicadón de un escalar por 
un vector, esto es, si Ü= (x1,x2, ... ,xn), if= (y¡,y2, ... ,Yn) y>. un número real: 
Ü +V= (X¡ + Yl, X2 + Y2, · · · , Xn + Yn) 
es un espacio vectorial. 
En :!Rn el producto interior (producto punto) se define como: 
n 
(x¡, X2, .. ·, Xn) ·(y¡, Y2, · · ·, Yn) = L XiYi 
i=l 
Ejemplo 1.10. Sean los vectores ü = (1, 2, 3); iJ = ( 4, 5, 6) entonces: 
ü. i] = 1 . 4 + 2 . 5 + 3 . 6 = 4 + 10 + 18 = 32 
1.6. Ortogonalidad de vectores 
Se dice que ü, iJ E E son ortogonales (perpendiculares) si ·ü · iJ =O. 
Si ü y iJ son ortogonales, escribiremos ü ..l iJ. 
Ejemplo 1.11. ·ü = (1, 2, 3); iJ = ( -4, 5, -2), ü y iJ son ortogonales (ü ..l iJ), pues 
ü · v = -4 + 10 - 6 = o. 
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1.7. Norma en un espacio vectorial 
Sea E un espacio vectorial. Una norma en E es una función // · 1/ : E-+ IR, que a cada 
vector il E E le asigna un número real denotado como /l·iiJ/, llamado la norma (o módulo) 
de este vector, que satisface las siguientes condiciones: 
l. 1/il/1 ~ O, Y il E E. 
2. 1/ill/ = o {::} il = OE. 
3. 1/Aü'J/ = /.\IJ/il/1, Y,\ E IR, Y il E E. 
4. 1/il + ·ü'/1 ::;; 1/il/1 + /l·ü'/1, Y il, iJ E E. (Desigualdad triangular). 
Si en E se ha definido una norma, diremos que E es un espacio vectorial normado. 
Ejemplo 1.12. Algunas normas comunes en ntn ~;e definen corno ~;igue: 
/1 xl/~ = X~ + X~ + · · · + x; 
1/x//I/xl/ + /x2/ + · · · + /xn/ 
/lx/loo máx{ x1, x2, ... , Xn} 




Transformaciones lineales y sistemas 
de ecuaciones lineales 
2 .l. Transformaciones lineales 
Sean E y F dos espacios vectoriales y T : E --+ F una función. Diremos que T es una 
transformación lineal de E en F si: 
l. T(x + i/) = T(x) + T(Y), V x, y E E 
2. T(cd) = aT(x), V x E E, V a E lR 
Ejemplo 2.1. Sea T: JR3 --+ JR2 definida como T(xt, x2, X3) = (x1- 2x2, X2 + 3x3)· 
Mostrar que T es lineal 
T(a + b) 
T(a) + T(b) 
T(x1 + Y1, x2 + Y2, X3 + Y3) 
(x1 + Y1 - 2(x2 + Y2), X2 + Y2 + 3(x3 + Y3)) 
T(xt, x2, x3) + T(y1, Y2, Y3) 
(x1 - 2x2, X2 + 3x3) + (YI - 2y2, Y2 + 3y3) 
(x1 + Yl- 2(x2 + Y2), x2 + Y2 + 3(x3 + Y3)) 
T(a + b) 
7 
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2. Si a= (xl, X2, X3) y a E lR 
2.2. 
T(aa) T(a(x1, x2, x3)) 
T(ax1, ax2, o:x3) 
( ax1 - 2ax2, ax2 + 3ax3) 
a(x1 - 2x2, x2 + 3x3) 
aT(x1, x2, x3) 
aT(a) 
Por lo tanto, T es una transformación lineal. 
Sistema de ecuaciones lineales 
Un sistema de ecuaciones lineales es un conjunto de ecuaciones lineales de la forma: 
aux1 + a12X2 + a13X3 + · · · + a1nXn b1 
a21X1 + a22X2 + a23X3 + · · · + a2nXn b2 
En este caso tenemos m ecuaciones y n inc.ógnitas. 
8 
Los números reales aij se denominan coeficientes, los Xi se denominan incógnitas (o 
números a determinar) y bj se denominan términos independientes. 
Resolver el sistema consiste en calcular las incógnitas para que se cumplan todas las 
er.uadones del sistema simultáneamente. 
Diremos que dos sistemas son equivalentes cuando tienen las mismas soluciones. 
2x +y- z = 11 
Ejemplo 2.2. El sistema x- 3y = -20 
4x+2y +5z = 8 
solución es (1, 7, -2). 
tiene 3 ecuaciones y 3 incógnitas. La 
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2.2.1. Expresión matricial de un sistema 
Cualquier sistema de ecuaciones lineales se puede expresar en forma matricial del modo: 
a u ai2 ai3 a In XI bi 
a2I a22 a23 a2n x2 b2 
aai as2 a a a a3n X3 - ba 
ami am2 am3 amn ·mxn Xn nxi bn m XI 
AX=B 
an ai2 ai3 a In 
a2I a22 a23 a2n 
La matrix A= a si as2 a33 a3n se llama matriz de weficientcs. 
ami am.2 am.3 am.n ·mxn 
XI 
X2 




La matriz B = b3 se llama matriz de términos independientes. 
2x +y- z = 11 
Ejemplo 2.3. El sistema x- 3y = -20 
4x + 2y + 5z = 8 
escrito matricialmente es: 
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2.2.2. Tipos de sistemas 
En general, husc:aremos las soluciones de los sistema:'; en los números reales (.IR). De-
pendiendo del posible número de tales soluciones reales que tenga un sistema, estos se 
pueden clasificar en: 
* INCOMPATIBLES ----t (No tienen solución) ----t S.I. 
* COMPATIBLES ----t (Tienen solución) 
{
* DETERMINADOS (Solución única) ----t S.C.D. 
* INDETERMINADOS (Infinitas soluciones) ----t S.C.I. 
2.2.3. Teorema de Rouché-Frobenius 
Consideremos el sistema de ecuaciones 
anx1 + a12X2 + a13X3 + · · · + a1nXn b1 
a21X1 + a22X2 + a23X3 + · · · + a2nXn b2 
l. El sistema de ecuaciones de matriz A y matriz ampliada (A\ B) tiene solución 
(es compatible) si y sólo si Rang(A) = Rang(A \ B) donde RangA es el rango 
de A (número de filas diferentes de cero que tiene la matriz en cualquiera de sus 
formas escalonadas) ; si los dos rangos son distintos el sistema no tienen solución 
(es incompatible). 
Propiedad: 
Sea A una matriz cualquiera. El rango A es el tamaño del mayor determinante 
diferente de cero que podemos construir dentro la matriz eliminando filas y colum-
nas. 
2. Supongamos que el sistema de ecuaciones es compatible. Entonces: 
a) El sistema es compatible determinado si y sólo l:iÍ: Rang(A) = Rang(A \ 
B) =n. 
b) El sistema es compatible indeterminado si y sólo si: Rang(A) = Rang(A \ 
B) < n. 
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2.3. 
En un sistema de n ecuaciones y n incógnitas, la matriz del sistema es una 
matriz cuadrada. 
El sistema será compatible determinado si, y sólo si, el rango de la matriz del 
sistema es n o lo que es lo mismo si el determinante de la matriz del sistema 
es diferente de cero. 
x+y+2z = 1 
Ejemplo 2.4. Consideremos el sistema: 2x +y + 3z = 2 
3x + 2y + 5z = 3 
La matriz del sistema y la matriz ampliada son: ( ~ ~ ~ ~ ) 
3 2 5 3 









2 5 -1 -1 
n -~:;,F, o ~ ~ n 
Por lo tanto el rango de A y de (A\ B) es 2. 
El sistema es compatible indeterminado, pues n = 3. 
Solución numérica de sistemas de ecuaciones 
lineales 
Un método iterado de re::;oludón del::;i::;terna Ax =bes aquel que genera, a partir de un 
vector inicial x0 , una sucesión de vectores x1 , x2 , •..• 
El método se dirá que es consistente con el sistema Ax = b, si el límite de dicha sucesión, 
en caso de existir, es solución del sistema. Se dirá que el método es convergente si la 
::;uce::;ión generada por cualquier vector inicial x 0 e::; convergente a la solución del sistema. 
En esta sección He deHcrihirán los métodos itemtivoH más UHWtleR para la resolución de 
un sistema lineal Ax = b, basados en una descomposición de la matriz A en la forma 
A= lvf- N, donde lvf es una matriz, "fácilmente" inversible (triangular, diagonal, ... ) 
Ax = b {::} (lvf- N)x = b 
{::} Mx=Nx+b 
{::} x = M-1 Nx + M-1b 
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Comparando con la expreRión general: 
x = Bx+c 
Esto nos induce a elegir: 
Veamos los métodos de Jat:obi y Gauss Sicdcl 
2.3.1. Método de Gauss Siedel 
l. Este método en general converge más rápidamente que el método de Jacobi. 
2. Supone que una mejor aproximación a la solución, se obtiene sustituyendo los 
valores parciales calculados, en lugar de asumir una aproximación inicial. 
3. Utilizando las ecuaciones de: 
anxi + a12X2 + a¡3X3 
a21 Xr + a22X2 + a23X3 
a31X1 + a32X2 + a33X3 
(2.1) 






(k) (k) b1 - a12x2 - a13x3 
a u 
b2 - a21X~k+l) - a23x~k) 
a22 
b (k+l) (k+l) 3 - a31X1 - a32X2 
a33 
5. El valor de x1 se calcula con los valores asumidos de x2 y x3. 
6. Posteriormente el valor de x 1 obtenido y x3 asumido, se usan para calcular x2. Y 
finalmente el nuevo valor de x3 sale de los valores calculados x1 y x2 • 
Ejemplo 2.5. Resolver el siguiente sistema de tres ecuaciones por el método de Gauss 
Seidel, para un Ea = 5 % 
17x1 - 2x2 - 3x3 500 
-5x1 + 21x2 - 2x3 200 
-5x1 - 5x2 + 22x3 30 
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LRR Rig-nienteR fórmulaR las utili?;RmoR para encontrar XI, x2 y x 3 en cada una de las 
iteraciones: 
• El valor de x1 se calcula con los valores a'3umidos de x2 y x3 que en principio es 
cero. Posteriormente el valor de XI es obtenido y x3 asumido (0), se usan para 
calcular x2 . Y finalmente el nuevo valor de x3 sale de los valores calculados XI y 
an a22 
500- (-2)(0)- (-3)(0) 
XI=----~~~1~7--~~~ 
200- (-5)(29,41176)- (-2)(0) 
x2=------~~--2-1--~~--~-
X1 = 29,71176 X2 = 16, 52661 
b3 - a31X1 - a32X2 
a33 
30- ( -5)(29,41176)- ( -5(16,52661)) 
22 
11,80418 
• Para la segunda iteración, en el cálculo de XI, el valor de x2 y X3 seTán los calculados 
anteriormente. Entonces para XI: 
b1 - ai2X2 - a13X3 
an 
500- (-2)(16,52661)- (-3)(11,80418) 
17 
33,43916 
• Para x2 se utiliza el valor de x3 ele la primera iteración y el ele X1 ele la segunda 
iteración 
b2- a21X1 - a23X3 
a22 
200- ( -5) (33, 43916) - ( -2) (11, 80418) 
21 
33,4 
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• Para X3 se utiliza el valor de x 1 y x2 calculados en la segunda iteración: 
b3- a31X1 - a32X2 
a33 




• U na vez obtenidos estos resultados, se debe calcular el error aproximado porcentual 
para cada uno de los resultados, con la fórmula: 
Ea= ·100% 
1 
X~uevo _ X~nterior 1 
xnuevo 
r 
• U na vez aplicado el cálculo de error se determina que los valores son superiores a 
la premisa inicial (E = 5 %) , detenniuándo~:>e que ~:>e deben continuar la~:> iteraciones 
hasta que se cumpla el criterio 
Iteración X1 X2 X3 EaXl EaX2 EaX3 
o 0,00000 
1 29,41176 16,52661 11,80418 
2 33,43916 18,60972 13,19293 12,044% 11,194% 10,256% 
3 33,92931 15,85869 13,36091 1,445% 1, 320% 1,257% 
• Se resaltan los datos donde los errores obtenidos son menores que 5 %, se logra un 
error aproximado porcentual menor en laR tres incógnita.s en la tercera iteración. 
• Si sustituimos los valores en las ecuaciones originales para verificar los resultados 
se obtiene: 
17. (33, 92931) - 2 . (18, 85869) - 3. (13, 36091) 
-5. (33, 92931) + 21. (18, 85869) - 2. (13, 36091) 




• Al calcular los porcentajes de error de estos resultados se obtiene: 
ErrorEcl 
500
- ~~~' 99813 · 100% =O, 20% 
ErrorEc2 
200





· 100% = O, 00% 
• Los resultados obtenidos son una aproximación muy buena de los valores ver-
daderos. 
Matrices y ortogonalidad 15 
2.3.2. Método de J acobi 
Se resuelve la i-ésima ecuación para Xi: 
Siempre que aii =1- O. 
au a12 ars arm 
a21 a22 a23 a2m 
Escribimos la matriz del sistema A= a31 a32 a33 como: 
anl an2 ans anm 
mxn 
an o o o o o o -a12 
A= 
o a22 o -a21 o o o o 






(n- L- U)x b 
nx (L + Ú)x + b 
X n-1(L + U)x + n-1b 
x(k) n-1(L + U)x(k-r) + n- 1b k= 1,2, ... 
x(k) T-x(k-l) + C· 
J J 
En resumen: 
Se elige: M= D, (Matriz diagonal) 
N=E+F 
La matriz del método es: 
(Matriz de Jacobi) 
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y el vector del método eR: 
Por tanto, el método quedará 
k= o, 1, ... 
o equivalentemente: 
Dxk = (E + F)xk + b, k= 0,1, ... 
2.4. Descomposición QR 
En álgebra lineal, la descomposición o factorización QR de una matriz es una 
descornposidón de la misma como producto de una matriz ortogonal (Q) por una 
triangular superior (R). 
Sea A E Mnxn, inversible, entonces A = Q · R. 
Donde: Q : matriz ortogonal y R : matriz triangular superior 
Ejemplo 2.6. A 
( 
2
1 -01 -11) 





-2 7 1 
~j: ~%3) y R = (~ ~5 ~%3) tal que A= Q · R 
2/3 1/3 o 3 5/3 
ExiRten varioR métodoR para calcular la factoriíladón Q R. Así, loR hay que se haBan en 
transformaciones de Householder, otros se basan en rotaciones de Givens, y por 
ultimo están los métodos que realizan una ortogonalización vía Gram-Schmidt o 
vía Gram-Schmidt modificado. 
Capítulo 3 
Transformaciones de Householder y 
su aplicación a sistemas de 
ecuaciones lineales 
3.1. Transformaciones de Householder 
Definición 3.1. Sea ü =1- O; ü E JRn, se denomina transformación o reflexión de House-




donde ü es el vector de Householder. 
Si: llull 2 = 1, entonces H = I- 2uur, por lo que en algunos textos definen de esta 
manera a la Transformación de Householder. 
Por convenio se considera H(O) = I 
1 o o ul 
o 1 o u2 
(u1 un) H= -2 U2 ... 
o o 1 Un 
17 
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1 o o 2·u2 1 2ttfU2 2ulun 
o 1 o 2u2u1 2u~ 2u2un 
H= 
o o 1 2·unul 2UnU2 2u2 n 
3.1.1. Construcción de la matriz de Householder 
Sea x E JRn, queremos construir una matriz de Householder H tal que Hx = ae1 (todas 
las componentes de Hx son ceros; excepto la primera). 
Escogemos el vector i1 como i1 = x ± llx1!2e1 . 
Es fácil de comprobar que, construyendo H con este vector il, H x tiene todas sus 
componentes iguales a O, excepto la primera. 





construiremos su matriz de Householder H. 
















entonces: H = I- 2--¡¡-, donde: (3 = -
2
- = 
92 + 12 + 52 + 12 = 108 =54 
2 2 
1 o o o 81 9 45 9 
o 1 o o 1 9 1 5 1 
H 
54 o o 1 o 45 5 25 5 
o o o 1 9 1 5 1 
-27 -9 -45 -9 
1 -9 53 -5 -1 
matriz Householder H -
54 -45 -5 29 -5 
-9 -1 -5 53 
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Luego comprobamos: 
-27 -9 -45 -9 3 
Hx 
1 -9 53 -5 -1 1 
54 -45 -5 29 -5 5 
-9 -1 -5 53 1 
3 1 25 1 
--------
2 6 6 6 
3 1 25 1 -6 
-------- o 
Hx 2 6 6 6 
3 1 25 1 o --------
2 6 6 6 o 
3 1 25 1 
--------
2 6 6 6 
Las matrices de Householder son simétricas y ortogonales, y dependen sólo de la dirección 
del vector 'il. 
Proposición 3.1. Sea H = I -2uuT una matriz de HouseholderJ entonces Hes simétri-
ca y ortogonal; por tanto H-1 = ~ = H. 
Propiedades de las matrices de Householder 
l. Para cualquier par de vectores distintos de igual norma JI 11 2 , existe una transfor-
mación de Householder que transforma el uno en el otro. 
( u·uT) Ha= I- /3 a= b, con llall2 = llbll2; (es decir u es un múltiplo de b - a) 
2. Cualquier vector e transformado por una matriz de Householder posee una forma 
especial: He= (1- u~T) e= e- ~e u, de manera que He es la diferencia entre 
el vector original e y un múltiplo especial del vector de Householder u. 
3.2. Descomposición QR basada en Householder 
Para una matriz genérica A, n x n, no singular, las propiedades que se acaban de 
describir permiten construir una sucesión de n - 1 matrices de Householder tales que: 
Hn- 1 · · · H2H1A = R, (una matriz no singular y triangular superior). 
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--. .:: ... _, . _-- ~ .:. ·: ---
Procedimiento: 
l. Construiremos una matriz Householder H 1 que transforma a1 (la primera columna 
de A) en un múltiplo de e1 , es decir hacer ceros en las componentes 2 hasta n del 
vector a1. 
o 
donde ')'u = lla1 ll 2, y su signo puede ser positivo o negativo, usualmente se escoge 
el signo opuesto de a11 : Sign(1'11) =- Sign(a11). 
au - 1'11 
Y su vector se define como: u1 = 
a21 
, (pues u1 tiene que ser múltiplo de 
anl 
llalll2e1- a1, y H1 depende sólo de u¡). 
2. Aplicamos la primera transformación de Householder H1 en la matriz A, donde 
obtenemos la matriz parcialmente reducida A(2) = H1A, donde la primera columna 
el:l múltiplo de e1. 
a21 a22 a23 a2n 
A = a31 a32 a33 a3n 








o (2) a22 (2) a23 (2) a2n 
H1A = AC2) = o (2) a32 (2) a33 (2) a3n 
o (2) an2 (2) an3 (2) ann 
Luego repetimos el mismo procedimiento, con cada columna para hacerla triangu-
lar superior. 
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3. Com;truimos la segunda transformación de Honseholder, el objetivo principal es 
reducir la. segunda. colunma. a. la forma. correcta, sin alterar la. primera. fila. y la. 
primera columna de la matriz parcialmente reducida.. 
Definimos el segundo vector de Householder ·u2 con la primera componente nula, de 
tal manera que la aplicación de la matri7. de Honscholder H 2 a un vector cualquiera 
no cambia la primera componente. 
o 
(2) 
a22 - 1'22 
4. Si A es una matriz no singular, se pueden efectuar n - 1 pasos de reducción de 
Householder, para obtener 
con R una. matriz triangular superior o singular. 
Si se denota con QT la matriz ortogonal n x n: 
entonces la descomposición QR de la matriz A es: 
Ejemplo 3.2. Descomponer la matriz A = (~ ~ ~ ) en la forma QR. 
3 -1 -1 
l. Sea: l/a1 1/ 2 = -)12 + 22 + 32 = v'I4, entonces: l'u = -v'I4 
Definimos: u1 ~ (
1
- (~Ví4} ¡J1 = flu~fll = 35'~33 ~ 17,7416. 
Construimos la matriz: 
Hl = !3 - uruf 
{3 
Hl (~ I ~) -(17,~416) cr6) (4,7416 2 3) 
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-0,2673 -0,5345 -0,8018) 
}[¡ = -0,5345 0,7745 -0,3382 
-0,8018 -0,3382 0,4927 
2. Aplicamos A (2) = H1A 
( -0,2673 -0,5345 -0,8018) 
A(2) H 1A = -0,5345 0,7745 -0,3382 
-0,8018 -0,3382 0,4927 
( -3,7417 -1,0691 -0,2673) 
A(2) = H1A= ~ 2,1273 0,0437 
-2,3091 -2,4345 





iJ 3 -1 
Sea: l!a21! 2 = J2,12732 + ( -2,3091)2 = J9,8573481 = 3,1396, entonces: "/22 = 
-3,1396 ( o ) ( o ) 2 
. llu21! 2 33,0726 Defimmos: u2 = 2,1273- ( -3,1396) = 5,2669 , fJ2 = - 2- = 2 = 
-2,3091 -2,3091 
16,5363 Construimos la matriz: 
T 
}[2 = ]3- U2U2 
/3 
(~ 
o ~) - C6.~363) ( 5,2~69 ) (o }[2 1 5,2669 -2,3091) 
o 1 -2,3091 
(~ 
o 
~) - (16,:363) (~ 
o -12~1618) }[2 1 27,7402 
o -12,1618 5,3319 
(~ 
o 0,7~55) }[2 -0,6775 
0,7355 0,6776 
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4. Finalmente hallamos "Q" 
Q HIH2 
( -0,2673 -0,5345 -0,8018) (~ Q -0,5345 0,7745 -0,3382 -0,8018 -0,3382 0,4927 
( -0,2673 -0,2275 -0,9364) 
Q = -0,5345 -0,7745 0,3405 
-0,8018 0,5915 0,0851 
Luego hallamos "R" 
R H2H1A = H2A (2) 
(
1 o o ) (-3,7417 
o -0,6775 0,7355 o 
o o, 7355 0,6776 o 
R 
(
-3,7417 -1,0691 -0,2673) 
R = O -3,1395 -1,8201 
o o -1,6174 













3.3. El método de Householder para la resolución 
de sistemas de ecuaciones lineales Ax = b 
Con~:;ü;tc en cakular la factorizacióu Q R de A, mediante las matrices de Householder, y 
teniendo en cuenta las equivalencias: 
Ax = b {:} QT Ax = QT b 
{:} Rx = QTb 
se resuelve el sistema triangular equivalente: Rx = QTb donde x se halla con sustitución 
regresiva. 
Con la ayuda del matlab se tiene: x = inv(R) * (QTb) 
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Ejemplo 3.3. 
X1 + X2 + 2X3 = 3 
l. Resolver el siguiente sistema: 2x1 + 3x2 + x 3 = 2 
3xl - X2 - X3 = 3 
3 -1 -1 ~ 6 
24 
Observamos que: A= (~ ~ ~); x = (:~) y b = (~). 
Además el det(A) = -8, entonces A = QR, donde por el ejercicio anterior (des-




Q = -0,5345 
-0,8018 
-0,5345 -0,8018) 
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2 -1 4 
-2 4 3 
o 4 1 
-3 1 3 
2 o 2 






















= jju1 //~ = 140,4500 = 70 2250 
2 2 ' 
3 3 
o o 
Construimos la matriz: 
T 
H1 - J5 
_ UJUI 
(3 
1 o o o o -5 
o 1 o o o 2 
H1 o o 1 o o - ( 70,~250) -1 (-5 2 -1 3 o) 
o o o 1 o 3 
o o o o 1 o 
-0,8006 0,3203 -0,1601 0,4804 o 
0,3203 0,9430 -0,0285 -0,0854 o 
H1 -0,1601 0,0285 0,9858 0,0427 o 
0,4804 -0,0854 0,0427 0,8718 o 
o o o o 1 
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b) Aplicamos A (2) = H1 A 
-0,8006 0,3203 -0,1601 0,4804 o 
0,3203 0,9430 -0,0285 -0,0854 o 
A(2) HIA= -0,1601 0,0285 0,9858 0,0427 o 
0,4804 -0,0854 0,0427 0,8718 o 
o o o o 1 
6,2450 -3,0424 -3,6829 1,9215 -0,9608 
o -0,1032 -0,9892 3,4804 3,8823 
A(2) H 1A= o -2,4484 -0,5054 4,2598 0,5588 
o -1,6548 -1,4839 0,2206 4,3235 
o -3 2 o 2 












-0,1032 - /'22 













2 2 -1 4 
-1 -2 4 3 
-2 o 4 1 
-3 -3 1 3 
-3 2 o 2 
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Construimos la matriz 
H _ ¡, ·u2ui 
2- 5---
í3 
1 o o o o o 
o 1 o o o -4,3155 
H2= o o 1 o o - (70,~250) -2,4484 (o -4,3155 -2,4484 -1,6548 
o o o 1 o -1,6548 
o o o o 1 -3 
1 o o o o 
o -0,0245 -0,5812 -0,3928 -0,7122 
H2= o -0,5812 0,6702 -0,2229 -0,4041 
o -0,3928 -0,2229 0,8494 -0,2731 
o -0,7122 -0,4041 -0,2731 0,5049 
d) Aplicamos A(3) = H 2A(2) 
A'''~ H,A<'l ~ (¡ 
o o o 
o ) (6,~0 -0,0245 -0,5812 -0,3928 -0,7122 o 
-0,5812 0,6702 -0,2229 -0,4041 o 
-0,3928 -0,2229 0,8494 -0,2731 o 
-0,7122 -0,4041 -0,2731 0,5049 o 
(6,UM -3,0424 -3,6829 1,9215 -0,0008] 
A(') ~ 1f,A(') ~ ¡ 4,2123 -0,5235 -2,6479 -3,5428 o -0,2411 0,7829 -3,6538 
o -1,3053 -2,1293 1,4763 
o 2,3238 -4,2602 -3,1617 


















= llu3 11ª = 15,6144 = 7 8072 
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Construimos la matriz: 
H - ¡, 'U3U~ 
3- 5---
f3 
1 o o o o o 
o 1 o o o o 
H3= o o 1 o o - ( 7,8~72) -2,9173 (o o 
o o o 1 o -1,3053 
o o o o 1 2,3238 
1 o o o o 
o 1 o o o 
H3= o o -0,0901 -0,4877 0,8683 
o o -0,4877 0,7818 0,3885 
o o 0,8683 0,3885 0,3085 
!) Aplicamos A(4) = H 3A(3) 
Al') ~ H,Al') ~ (¡ 
o o o 
o )("~' 
-3,0424 
1 o o 
0,8~83 ~ 
4,2123 
o -0,0901 -0,4877 o 
o -0,4877 0,7818 0,3885 o o 
o 0,8683 0,3885 0,3083 o o 
e~ 
-3,0424 -3,6829 1,9215 -0,9608) 
Al') ~H,A(') ~ ¡ 4,2123 -0,5235 -2,6479 -3,5428 o 2,6762 -2,7312 -3,1362 
o o -3,7017 1,7078 
o o -1,4610 -3,5739 




-2,9173 -1,3053 2,3238) 
-3,6829 1,9215 -0,9008) 
-0,5235 -2,6479 -3,5428 
-0,2411 0,7829 -3,6538 
-1,3053 -2,1293 1,4763 
2,3238 -4,2602 -3,1617 
Sea: a4 = o 
-3,7017 
, donde: 1/ail/2 = 3,9796, entonces: 'Y44 == 3,9796. 
-1,4610 
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Construimos la matriz 
H _ ¡, u4·uT 4- s---
(3 
1 o o o o o 
o 1 o o o o 
H4= o o 1 o o 
- (30,~683) o (o o o -7,6813 -1,4610) 
o o o 1 o -7,6813 
o o o o 1 -1,4610 
1 o o o o 
o 1 o o o 
H4= o o 1 o o 
o o o -0,9302 -0,3671 
o o o -0,3671 0,9302 
h) Finalmente hallamos "Q" 
Q = H1H2H3H4 
-0,8006 0,3203 -0,1601 0,4804 o 1 o o o o 
0,3203 0,9430 -0,0285 -0,0854 o o -0,0245 -0,5812 -0,3928 -0,7122 
Q= -0,1601 0,0285 0,9858 0,0427 o o -0,5812 0,6702 -0,2229 -0,4041 
0,4804 -0,0854 0,0427 0,8718 o o -0,3928 -0,2229 0,8494 -0,2731 
o o o o 1 o -0,7122 -0,4041 -0,2731 0,5049 
1 o o o o 1 o o o o 
o 1 o o o o 1 o o o 
o o -0,0901 -0,4877 0,8683 o o 1 o o 
o o -0,4877 0,7818 0,3885 o o o -0,9302 -0,3671 
o o 0,8683 0,3885 0,3085 o o o -0,3671 0,9302 
-0,8006 -0,1035 -0,3748 -0,1907 -0,4141 
0,3203 -0,0061 -0,3078 0,6352 -0,6318 
Q= -0,1601 -0,5904 -0,3359 0,4591 0,5497 
0,4804 -0,3652 -0,5313 -0,5884 -0,0857 
o -0,7122 0,6080 -0,0566 -0,3462 
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i) Luego hallamos "R" 
R -
1 o o o o 6,2450 -3,0424 -3,6829 1,9215 -0,9608 
o 1 o o o o 4,2123 -0,5235 -2,6479 -3,5428 
o o 1 o o o o 2,6762 -2,7312 -3,1362 
o o o -0,9302 -0,3671 o o o -3,7017 1,7078 
o o o -0,3671 0,9302 o o o -1,4610 -3,5739 
6,2450 -3,0424 -3,6829 1,9215 -0,9608 
o 4,2123 -0,5235 -2,6479 -3,5428 
R o o 2,6762 -2,7312 -3,1362 
o o o 3,9796 -0,2765 
o o o o -3,9513 
Luego se tiene la descomposición: A = Q R. 
Entonces 
-0,8006 0,3203 -0,1601 0,4804 o 6 
-0,1035 -0,0061 -0,5904 -0,3652 -0,7122 5 
-0,3748 -0,3078 -0,3359 -0,5313 0,6080 7 
-0,1907 0,6352 0,4591 -0,5884 -0,0566 9 








6,2450 -3,0424 -3,6829 1,9215 -0,9608 xr o 
o 4,2123 -0,5235 -2,6479 -3,5428 X2 -10,9205 
o o 2,6762 -2,7312 -3,1362 X3 -8,4885 
o o o 3,9796 -0,2765 X4 -0,2764 
o o o o -3,9513 xs -3,9512 








l. Las transformaciones de Householder, nos permiten encontrar matrices simétricas 
y ortogonales que facilitan la resolución de sü;temas lineales generales. 
2. Las matrices de Householder, conservan el producto interno usual de JR.n, por eso 
son muy estables en su aplicación numérica. 
3. La construcción de la matriz Householder, depende sólo de la dirección de un 
vector. 
4. La importancia de las matrices Householder es que ellas pueden ser usadas para 
crear ceros en un vector y por lo tanto pueden dar lugar a matrices triangulares, 
con la finalidad de resolver sistemas de ecuaciones por medio de sustituciones 
sucesivas, sin la necesidad de invertir la matriz . 
5. En un sistema Ax = b, se pueden construir transformaciones de Householder que 
anulen los wefic.ientes que se deseen de cada vector columna de A, dejando los 
demÁ-s como mltaba.n. 
6. La descomposición QR mediante transformaciones de Householder, nos permite 
resolver sistemas de ecuaciones lineales generales: 
Ax=b (1) 
como: A= QR, entonces: QRx = b 
(2) 
Resolver el sistema (1) es equivalente a resolver el sistema (2). 
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Sugerencias 
l. Se sugiere comparar el método de Householder con otros métodos para resolver 
sistemas de la forma Ax = b. 
2. Sugerimos utilizar el método de Householder para encontrar soluciones de sistemas 
Ax = b pero con dimensiones superiores. 
3. Sugerimos que el método de Householder, sea de conocimiento en los estudiantes 
de pregrado, pues en la actualidad casi todo el trabajo de cálculo con matrices de 
gran tamaño se realiza en computadoras. 
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Anexos 
Podemos recurrir a las siguientes funciones en MATLAB, para descomponer la matriz 
de coeficientes A en Q R: 
l. Función fac_QRJlOuseholder(A) 
function [ Q, R] = fac_QR_householder(A) 
%***[Q, R]=fac_QR_householder(A)*** 
%Calcula los factores Q y R de la 
%factorización A=QR por el 


















2. Función 7.=householrler 1 (b) 
function z=householder1(b) 
% ***householder1(b)**** 
%Calcula la matriz de Householder H 
%tal que Hb=(alpha,O, ... ,0) 












3. Función L=matriz_llll 












Procedimiento para obtener Q y R, en MATLAB, utilizando Householder y luego re-
solvemos el sistema Ax = b. 
Conclusiones 36 
l. Se define la matrb~ A y b. 
2. Se ejecuta la función l. Función fac_QR.householder(A) 
[Q R] =fac_QR_householder( A) 
3. Se obtienen Q y R. 
4. Se ejecuta el comando: 
X= inv(R)*(Q'*b) 
5. Se obtiene la respuesta. 
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