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Abstract
In this paper, we study vector codes with all-symbol locality, where the local code is either a
Minimum Bandwidth Regenerating (MBR) code or a Minimum Storage Regenerating (MSR) code. In
the first part, we present vector codes with all-symbol MBR locality, for all parameters, that have both
optimal minimum-distance and optimal rate. These codes combine ideas from two popular codes in
the distributed storage literature; Product-Matrix codes and Tamo-Barg codes. In the second part which
deals with codes having all-symbol MSR locality, we follow a Pairwise Coupling Transform-based
approach to arrive at optimal minimum-distance and optimal rate, for a range of parameters. All the
code constructions presented in this paper have a low field-size that grows linearly with the code-length
n.
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I. INTRODUCTION
In addition to the requirement of high storage-efficiency and reliability, there are two other
important factors considered by Distributed Storage Systems (DSSs); (i) repair bandwidth in-
curred during a node-repair, and (ii) repair degree, which is the number of nodes contacted
during a node-repair. Regenerating codes [1] aim at minimizing the repair traffic, whereas codes
with locality [2] focus on reducing the number of nodes contacted during repair.
In the regenerating code framework, a file of size B symbols is encoded and stored across
n nodes, where each node stores α symbols. In the event of a node failure, the failed node
can be regenerated by downloading β ≤ α symbols each, from any d surviving nodes. Also,
by accessing any k nodes, the whole file can be retrieved. The parameters of a regenerating
code are denoted by ((n, k, d), (α, β), B). [1] proves the existence of a trade-off between α
(storage) and dβ (bandwidth) for given n, k, d, β and file-size B. There are two codes belonging
to the two extremal points in the trade-off, namely, Minimum Storage Regenerating (MSR)
codes and Minimum Bandwidth Regenerating (MBR) codes, where α and dβ are minimized
first respectively.
Under the codes-with-locality setting introduced by Gopalan et al. [2], an erased code-symbol
can be repaired by accessing r < k other symbols. This reduces the number of nodes accessed.
The following minimum-distance bound is derived in [2] for an [n, k] linear code having r-
locality:
dmin ≤ n− k − dk/re+ 2 (1)
The concept in [2], of having single parity check codes as local codes, is extended and stronger
local codes are considered in [3]. Here local codes have a minimum-distance of at least δ. The
minimum-distance in this case, is upper bounded as:
dmin ≤ n− k + 1− (
⌈k
r
⌉
− 1)(δ − 1). (2)
In [4], Tamo and Barg provide a family of codes having locality that meets (2).
A natural question to ask at this point is, whether there exist codes which can simultaneously
have a low repair bandwidth and a low repair degree. Kamath et al. [3] and Rawat et al. [5]
answer this in the affirmative and present a new family of vector codes with locality, where the
local codes are regenerating codes. These code constructions leverage the advantages of both
regenerating codes (low repair bandwidth) and codes with locality (low repair degree).
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In [3], authors give minimum-distance bounds for general vector codes with locality and
a tighter bound for the case when the local codes have Uniform Rank Accumulation (URA)
property. Codes with MSR or MBR all-symbol locality and information-symbol locality, that meet
the minimum-distance bound, are provided for various parameters. The field-size requirement
is at least O(n2) for the all-symbol locality cases. [5] presents an explicit construction of a
vector code with MSR all-symbol locality, which requires a field-size exponential in n. In [6],
the authors construct a related family of vector codes with information-symbol locality, where
the local codes are vector MDS codes with near-optimal bandwidth and small sub-packetization
(α) levels.
Our Results: As a main result, we present a family of codes with all-symbol MBR locality, for
all parameters. The construction is optimal with respect to the minimum-distance bound given
in [3] and satisfies the rate-optimality property. Our results also include a family of codes having
all-symbol MSR locality. These codes are shown to be optimal for a range of parameters. Both
families of codes feature an O(n) field-size, which is an improvement over prior work.
II. PRELIMINARIES
Let [a, b] , {a, a + 1, . . . , b}, [a] , {1, 2, . . . , a}. All the constructions are assumed to be
linear and over F, where |F| = q.
A. Locality in Vector Codes
Definition 1. (Vector Codes) A vector code C is a linear code over F, with each codeword c ∈ C
taking the form:
c = (c0 c1 . . . cn−1),
where ci ∈ Fα, 0 ≤ i ≤ (n− 1), α ≥ 1. i.e., each vector symbol ci holds α scalar symbols.
Consider the scalar code Cs of length nα, obtained from C, by expanding each vector symbol ci
as α scalar symbols. Let G be a generator matrix for Cs, where first α columns correspond to c0,
the next α columns correspond to c1, and so on. Each set of α columns of G that corresponds to
a vector symbol, is referred to as a thick column. The columns of G themselves will be referred
to as thin columns. Hence, there are α thin columns within a thick column. Let K denote the
dimension of the code Cs. The parameters of a vector code are denoted by (n,K, dmin, α), where
dmin is the minimum-distance of C, computed at the thick column level.
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For S ⊆ [0, n − 1], let C|S denote the code obtained by puncturing (restricting) C to the set
of thick columns {j : j ∈ S}. In a similar manner, let G|S be the restriction of the matrix G to
the thick columns in S.
Definition 2. ((r, δ) Locality) For i ∈ [0, n − 1] and δ ≥ 2, the ith vector code symbol is said
to have (r, δ) locality, if there exists an Si ⊆ [0, n − 1] such that i ∈ Si, |Si| ≤ r + δ − 1 and
dmin(C|Si) ≥ δ. Any C|Si will be referred to as a local code.
Definition 3. ((r, δ) Information-Symbol Locality) A vector code is said to have (r, δ) information-
symbol locality if there exists I ⊆ [0, n− 1] such that:
• rank(G|I) = K
• For all i ∈ I, ci has (r, δ) locality.
Furthermore, a vector code is said to have (r, δ) all-symbol locality, if for all i ∈ [0, n−1], ci
has (r, δ) locality. If for a code having (r, δ) all-symbol locality, Si = Sj or |Si∩Sj| = 0, for all
i 6= j, 0 ≤ i, j ≤ n−1, then the code is said to have disjoint locality. All the code constructions
presented in this paper have the disjoint locality property.
B. Codes with MBR/MSR Locality
A code with MSR or MBR locality [3] is an (n,K, dmin, α) vector code with (r, δ) locality,
where the local code is either MSR or MBR with parameters ((n`, r, d), (α, β), K`). Here n` ,
r+δ−1 and K ≥ K`. Let the local code be denoted by Cloc, with an associated generator matrix
Gloc. Both MSR and MBR codes belong to a class of Uniform Rank Accumulation (URA) codes,
where there exists a non-increasing sequence of n` non-negative integers {a1, a2, . . . , an`} with
the following properties (i) a1 = α (ii) rank(Gloc|I) =
∑i
j=1 aj , for all I ⊆ [0, n`− 1] such that
|I| = i. The sequence {ai, i ∈ [n`]} is referred to as the rank profile of the vector code Cloc.
The rank profile of an ((n`, r, d), (α, β), K`) MSR code is given by (see for example, [7]):
ai =
 α 1 ≤ i ≤ r0 (r + 1) ≤ i ≤ n` . (3)
For the MBR code, rank profile [7] is as follows:
ai =
 α− (i− 1)β 1 ≤ i ≤ r0 (r + 1) ≤ i ≤ n` . (4)
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Define bi+jn` , ai, where 1 ≤ i ≤ n` and j ≥ 0. Let
P (s) =
s∑
i=1
bi : s ≥ 1. (5)
For 1 ≤ x ≤ K, let P (inv)(x) = y, where y is the smallest integer such that P (y) ≥ x. From
[3], we have the minimum-distance upper bound:
dmin ≤ n− P (inv)(K) + 1 (6)
A code satisfying (6) with equality is defined to be rate-optimal [3], if K = P (s), for some
s ≥ 1. For a code with MSR locality, one can simplify (6) using (3) to obtain ([3], [5]) :
dmin ≤ n−
⌈
K
α
⌉
+ 1−
(⌈
K
αr
⌉
− 1
)
(δ − 1). (7)
C. Product-Matrix (PM) MBR Codes
PM MBR codes [8] exist for all n, k, d and β = 1. At the MBR point, α = dβ = d and
B = kdβ − (k
2
)
β = kd− (k
2
)
. Consider a symmetric (d× d) message matrix M:
M =
S T
Tt 0
 , (8)
where S is a symmetric k×k matrix which can hold (k+1
2
)
independent scalar message symbols,
T is a k×(d−k) matrix which can hold k(d−k) independent scalar message symbols. Note that
the quantities
(
k+1
2
)
and k(d−k) add up to B. For 0 ≤ i ≤ n−1, the ith vector code symbol (to be
stored at node-i) is given by ci = ψiM, where ψi takes the form: ψi = [1 αi α2i . . . α
d−1
i ]. Here
αi’s are chosen to be distinct. The PM MBR construction can be formulated as a polynomial
evaluation code as described in the example below.
Example 1. Let n = 5, k = 3 and d = 4. The message matrix, M is given by:
M =

m0,0 m0,1 m0,2 m0,3
m0,1 m1,1 m1,2 m1,3
m0,2 m1,2 m2,2 m2,3
m0,3 m1,3 m2,3 0
 .
The symbols stored at node-i, ci = [1 αi α2i α
3
i ]M can be alternatively viewed as the evaluation
of a vector of polynomials [m0(x) m1(x) m2(x) m3(x)] at αi, where m0(x) , m0,0 +m0,1x+
m0,2x
2+m0,3x
3, m1(x) , m0,1+m1,1x+m1,2x2+m1,3x3, m2(x) , m0,2+m1,2x+m2,2x2+m2,3x3
and m3(x) , m0,3 +m1,3x+m2,3x2.
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D. Tamo-Barg (TB) Codes
In this section, we summarize an [n, k, dmin] scalar (i.e., α = 1) linear code construction with
(r, δ) all-symbol locality, introduced in [4], where (r + δ − 1)|n, n` , r + δ − 1, k ≤ nrn` . We
refer to this as the Tamo-Barg (TB) code. The construction is minimum-distance optimal with
respect to (2).
Let n|(q − 1), ν , n
n`
, γ be a primitive nth root of unity and A , {1, γ, γ2, . . . , γn−1} ⊂ F.
Each codeword of the TB code will correspond to n evaluations of some polynomial M(x) at the
points in A. M(x) belongs to a k-dimensional subspace M, of the vector space of polynomials
over F with degree at most (n− 1). In the following, we describe the construction of M.
Consider the partition of A into the multiplicative subgroup A(0) = {1, γν , . . . , (γν)n`−1} and
its cosets A(i) = γiA(0), for 0 ≤ i ≤ ν − 1. For each A(i), let f (i) denote the annihilating
polynomial, i.e., f (i)(x) =
∏
θ∈A(i)(x − θ) = (xnl − (γi)nl). Clearly, f (i)(x)’s are pairwise co-
prime. Let F (x) ,
∏ν−1
i=0 f
(i)(x) = (xn − 1). By applying the Chinese Remainder Theorem
(CRT), one can observe the following isomorphism:
F(x)/(F ) u F(x)/(f (0))× F(x)/(f (1))× . . .× F(x)/(f (ν−1)), (9)
where F[x] is the ring of polynomials over F.
Consider ν polynomials of degree at most (r− 1), m˜(i)(x) for 0 ≤ i ≤ ν − 1. Think of them
as a vector of ν polynomials belonging to a vector space M˜(ν), of dimension rν. Applying CRT,
one can find the unique polynomial M˜(x) of degree at most (n− 1) such that:
M˜(x) mod f (i)(x) = m˜(i)(x), (10)
for all 0 ≤ i ≤ ν − 1. The process of obtaining M˜(x) from m˜(i)(x)’s is termed as polynomial
lifting. There exist ([9]) {e(i)(x)}ν−1i=0 , where each e(i)(x) ∈ F[x], has degree n`(ν − 1) and
satisfies:
e(i)(x) mod f (j)(x) =
 1 j = i0 j 6= i .
Moreover, each e(i)(x) takes the form: e(i)(x) =
∑ν−1
j=0 e
(i)
j (x
n`)j . Clearly, M˜(x) =
∑ν−1
i=0 m˜
(i)(x)e(i)(x).
Remark 1. From the definition of e(i)(x), it is easy to see that:
m˜(i)(a) = M˜(a) ∀a ∈ A(i)
DRAFT April 3, 2018
We describe the CRT-based TB code with the help of the following example.
Example 2. Consider the parameters n = 15, k = 6, r = 3, δ = 3 and let |F| = 16. Here nl = 5,
ν = 3, m˜(i)(x) = m˜(i)0 +
m˜
(i)
1 x+ m˜
(i)
2 x
2,A(i) = γi{1, γ3, γ6, γ9, γ12}, e(i)(x) = e(i)0 + e(i)1 x5 + e(i)2 x10, 0 ≤ i ≤ 2. M˜(x) is
given by:
M˜(x) =
2∑
i=0
m˜(i)(x)e(i)(x)
=
2∑
i=0
m˜(i)(x)e
(i)
0 +
[ 2∑
i=0
m˜(i)(x)e
(i)
1
]
x5
+
[ 2∑
i=0
m˜(i)(x)e
(i)
2
]
x10
Let M˜(x) ,
∑n−1
j=0 M˜jx
j . For 0 ≤ j ≤ (n − 1), 0 ≤ a ≤ ν − 1 and 0 ≤ b ≤ n` − 1, let
j = an` + b. We have:
M˜j =

∑ν−1
s=0 e
(s)
a m˜
(s)
b b ≤ (r − 1),
0 otherwise.
(11)
Let M˜ denote the vector space of all possible M˜(x)’s. The dimension of M˜ equals rν = 9.
This follows from CRT, as the vector space M˜(ν) has dimension rν. Let T indicate the collection
of indices t ∈ [0, n − 1], for which there exists an M˜(x) ∈ M˜ with M˜t 6= 0 (i.e., the set of
j’s for which first case in (11) is true). For our example, T = {0, 1, 2, 5, 6, 7, 10, 11, 12}. As
dimension of M˜ equals the quantity |T |, M˜ is nothing but the vector space spanned by the set
of monomials {xt : t ∈ T }.
Now we shall see how to construct the required code CTB with (r = 3, δ = 3) locality. Consider
the subspace M of M˜, with dimension k = 6, obtained as follows. Let M be the subspace
containing all M˜(x) ∈ M˜ for which M˜j = 0 for the (rν − k) = 3 largest indices in T . i.e., M
is the vector space spanned by the set of monomials {xt : t ∈ {0, 1, 2, 5, 6, 7}}. Each codeword
in CTB will be evaluations of an M(x) ∈M over the set A. From Remark 1, when restricted to
the points in A(i), evaluations of M(x) can be seen as evaluations of a lower degree polynomial
with degree at most (r− 1). This essentially implies locality. As for the minimum-distance, the
largest degree possible for M(x), is 7. Hence the number of roots possible are at most 7, at
n = 15 evaluation points. Thus dmin(CTB) ≥ 15− 7 = 8. This matches the upper bound in (2).
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Remark 2. It is known that each local code in the TB code is an MDS code of length n`
and dimension r. In other words, {M(x) mod f (i)(x) : M(x) ∈ M} is in fact the set of all
polynomials having degree at most (r − 1), ∀i ∈ [0, ν − 1].
E. Pairwise Coupling Transform (PCT) to Construct MSR Codes
There is a sequence of works [10], [11], [12], [13] which share a certain Pairwise Coupling
Transform (PCT) idea that can be used to obtain high-rate MSR codes from scalar MDS codes.
We summarize the scheme as follows.
Let the MSR code parameters be ((n = st, k = s(t−1), d = (n−1)), (α = st, β = st−1), B =
kα), where s ≥ 2, t ≥ 2. The n nodes are indexed using (x, y), where 0 ≤ x ≤ s−1, 1 ≤ y ≤ t.
Each scalar symbol A in an MSR codeword is indexed by a triplet denoted by: (x, y, z), where
x ∈ Zs, y ∈ [t], z ∈ Zts. Here Zs denotes the integers modulo s. The (x, y) pair determines the
node, while z determines the position of symbol within a node. Let zi, for 1 ≤ i ≤ t, denote
the ith element of z and z(x, y) , (z1, z2, . . . , zy−1, x, zy+1, . . . , zt). In order to obtain the MSR
code symbols {A(x, y, z)}, we initially populate every (x, y, z) coordinate with a code-symbol
B(x, y, z). Here, for every fixed z, {B(x, y, z)}x∈[0,s−1],y∈[t] corresponds to an independent layer
of [n, k] MDS code. The coupled symbols, A(x, y, z) can be written in terms of a 2×2 coupling
matrix, C and uncoupled symbols, B(x, y, z) as: A(x, y, z)
A(zy, y, z(x, y))
 = C
 B(x, y, z)
B(zy, y, z(x, y))
 , ∀x 6= zy
A(x, y, z) = B(x, y, z), ∀x = zy.
Here C is chosen in such a way that any two out of the four (two coupled + two uncoupled)
symbols will be sufficient to obtain the other two symbols. Let P ⊆ {(x, y) : x ∈ [0, s− 1], y ∈
[t]}. Define for 1 ≤ i ≤ t, Pi = {x : (x, i) ∈ P}. We derive the following lemma.
Lemma II.1. If A(x, y, z) = 0 ∀(x, y) ∈ P and ∀z ∈ Zts, then B(x′, y′, z′) = 0, ∀x′, z′ : x′ ∈
Py′ , z′y′ ∈ Py′ .
Proof. If z′y′ = x
′ and x′ ∈ Py′ , clearly, B(x′, y′, z′) = A(x′, y′, z′) = 0. If z′y′ 6= x′, we have the
coupled symbols A(x′, y′, z′) and A(z′y′ , y
′, z′(x′, y′)). As A(x′, y′, z′) = A(z′y′ , y
′, z′(x′, y′)) = 0
(follows from {x′, z′y′} ∈ Py′ assumption), B(x′, y′, z′) = B(z′y′ , y′, z′(x′, y′)) = 0.
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Corollary II.2. If A(x, y, z) = 0 ∀(x, y) ∈ P and ∀z ∈ Zts, there exists a z′ ∈ Zts such that
B(x, y, z) = 0 ∀(x, y) ∈ P .
III. CODES WITH MBR LOCALITY
In this section, we present a family of codes with MBR (r, δ) all-symbol locality, which is
optimal with respect to (6). In contrast to the existing code constructions, these codes require
a low field-size of O(n). The construction is based on Product-Matrix MBR codes [8] and
Tamo-Barg codes [4].
Parameters: Let C be an (n,K, dmin, α) vector code, with ((n`, r, d), (α, β), K`) local MBR
codes. We consider the disjoint locality case and hence have n`|n, ν , nn` . Let K be such that
P (P (inv)(K)) = K (i.e., rate optimal [3]), where P (.) is as defined in (5).
Let Mˆ(i) be the d × d message matrix (under the PM MBR framework) corresponding to
local code-i, for 0 ≤ i ≤ ν − 1. We consider MBR codes as polynomial evaluation codes, as
seen in Example 1. Our aim here is to introduce dependencies across the matrices {Mˆ(i)} so
as to obtain the desired K (with K` ≤ K ≤ νK`) and the optimal minimum-distance. Assume
n|(q−1) and let A(i) , γi{1, γν , (γν)2, . . . , (γν)n`−1} denote the set of evaluation points for the
ith MBR local code, where γ is a primitive nth root of unity. The message matrix Mˆ(i) is given
by:
Mˆ(i) =
Sˆ(i) (Tˆ(i))T
Tˆ(i) 0

where,
Sˆ(i) =

mˆ
(i)
0,0 mˆ
(i)
0,1 . . . mˆ
(i)
0,r−1
mˆ
(i)
0,1 mˆ
(i)
1,1 . . . mˆ
(i)
1,r−1
...
... . . .
...
mˆ
(i)
0,r−1 mˆ
(i)
1,r−1 . . . mˆ
(i)
r−1,r−1
 ,
Tˆ(i) =

mˆ
(i)
0,r mˆ
(i)
1,r . . . mˆ
(i)
r−1,r
mˆ
(i)
0,r+1 mˆ
(i)
1,r+1 . . . mˆ
(i)
r−1,r+1
...
... . . .
...
mˆ
(i)
0,d−1 mˆ
(i)
1,d−1 . . . mˆ
(i)
r−1,d−1
 .
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For 0 ≤ i ≤ ν−1, the ith MBR local code is obtained by evaluating [mˆ(i)0 (x) mˆ(i)1 (x) . . . mˆ(i)d−1(x)]
at the n` evaluation points given by A(i) , γi{1, γν , (γν)2, . . . , (γν)n`−1}, where mˆ(i)j (x) ,∑d−1
t=0 mˆ
(i)
j,tx
t. Let the d columns of any message matrix Mˆ(i) be indexed by j, where 0 ≤ j ≤
d − 1. Since M is symmetric, we replace the notation mˆ(i)x,y with mˆ(i)y,x whenever x > y. Also,
mˆ
(i)
x,y , 0, when r ≤ x, y ≤ d− 1.
Fix a column j, for all the ν message matrices. Thus we have ν polynomials; mˆ(0)j (x), mˆ
(1)
j (x),
. . . , mˆ
(ν−1)
j (x). We shall perform polynomial lifting to arrive at the polynomial Mˆj(x), which
has the property (similar to that of M˜(x) stated in (10)): Mˆj(x) mod f (i)(x) = mˆ
(i)
j (x) for all
0 ≤ i ≤ ν − 1. Note that the vector space Mˆj of all possible Mˆj(x)’s has its dimension as
follows:
dim(Mˆj) =
dν 0 ≤ j ≤ (r − 1),rν r ≤ j ≤ (d− 1).
This is because we have not assumed any dependencies across the column j of the ν message
matrices, to start with. Let Mˆj(x) ,
∑n−1
t=0 Mˆj,tx
t. For 0 ≤ t ≤ (n − 1), 0 ≤ a ≤ ν − 1 and
0 ≤ b ≤ n` − 1, let t = an` + b. For 0 ≤ j ≤ (r − 1), we have:
Mˆj,t =

∑ν−1
s=0 e
(s)
a mˆ
(s)
j,b b ≤ (d− 1),
0 otherwise.
(12)
Similarly, for r ≤ j ≤ (d− 1), we have:
Mˆj,t =

∑ν−1
s=0 e
(s)
a mˆ
(s)
j,b b ≤ (r − 1),
0 otherwise.
(13)
Let Tj indicate the collection of indices t ∈ [0, n− 1], for which there exists an Mˆj(x) ∈ Mˆj
with Mˆj,t 6= 0 (i.e., the collection of t’s for which first case in (12) or (13) is true). Therefore,
Tj =
∪
ν−1
z=0{zn`, zn` + 1, . . . , zn` + d− 1} 0 ≤ j ≤ (r − 1),
∪ν−1z=0{zn`, zn` + 1, . . . , zn` + r − 1} r ≤ j ≤ (d− 1)
. (14)
Similar to the case in Example 2, Mˆj is precisely the space spanned by the set of polynomials
{xt : t ∈ Tj}.
Construction for Code with MBR Locality: Let K = aK`+b, where 0 ≤ a ≤ ν−1, 1 ≤ b ≤ K`.
If a = 0, b = K`. For the last d − P (inv)(b) columns, i.e., P (inv)(b) ≤ j ≤ d − 1, consider the
subspaceMj of Mˆj , spanned by monomials of degree at most an`+P (inv)(b)− 1. For columns
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0 ≤ j ≤ P (inv)(b)− 1, take Mj to be the space spanned by monomials of degree at most an` +
d−1. This is essentially equivalent to introducing dependencies for each column j across all the
ν message matrices (as we have seen in Example 2). Let {M(i)}ν−1i=0 be the collection of message
matrices obtained after introducing dependencies. C is obtained by individually evaluating (as
in Example 1) each message matrix M(i) at the respective evaluation points in Ai. Note that by
Remark 1, each codeword of the length-n scalar code, obtained by restricting C to column j, is
nothing but the n evaluations of a polynomial in Mj .
Claim 1. C is an (n,K, dmin, α) vector code with ((n`, r, d), (α, β), K`)-MBR locality, where dmin
meets the upper bound (6).
Proof. (outline) We need to prove three things here; (i) the local code is an MBR code with
parameters ((n`, r, d), (α, β), K`) (ii) C has scalar dimension K and (iii) C is dmin-optimal.
MBR locality: From Remark 2, one can infer that the space of all M(i)’s is same as the space
of all Mˆ(i), which is a subspace of the space of d × d symmetric matrices and has dimension
K`. Hence each local code will be an ((n`, r, d), (α, β), K`)-MBR code.
Scalar dimension K: All the columns j ∈ [0, d−1] give rise to lifted polynomials of degree at
most (an`+d−1). In other words Mˆj,t’s must be zeros for all j ∈ [0, d−1] and t > an`+d−1
in (12) and (13). It can be verified that, as mˆ(s)j,i = mˆ
(s)
i,j (symmetry of message matrices), this
results in a total of (ν − a − 1)K` dependencies. The lifted polynomials arising from columns
j ∈ [P (inv)(b), d− 1] are further constrained to a degree of at most (an` + P (inv)(b)− 1).
From (4), we have:
r−P (inv)(b)−1∑
z=0
(d− r + 1 + z) +
P (inv)(b)−1∑
z=0
(d− z) = K`. (15)
Note that as K is chosen to be such that P (P (inv)(K)) = K, this also means that P (P (inv)(b)) = b.
Hence from (4) and (5), we can infer that
∑P (inv)(b)−1
z=0 (d − z) = b. Because of the symmetric
nature of message matrices, the number of additional dependencies (they are already constrained
to a maximum degree of an`+d−1) that need to be introduced to constraint the last d−P (inv)(b)
columns to a degree of at most an`+P (inv)(b)−1 can be verified to be precisely
∑r−P (inv)(b)−1
z=0 (d−
r+1+z) = K`−b. Thus dimension of C is νK`−(ν−a−1)K`−
∑r−P (inv)(b)−1
z=0 (d−r+1+z) =
νK` − (ν − a− 1)K` − (K` − b) = aK` + b = K.
Minimum-distance optimality: From (6), dmin ≤ n−P (inv)(K)+1 = n−(an`+P (inv)(b))+1. For
the scalar code (polynomial evaluation code) obtained by restricting C to any of the columns j ∈
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[P (inv)(b), d−1], the largest degree of the underlying polynomial is restricted to (an`+P (inv)(b)−1)
by design. Hence for the columns j ∈ [P (inv)(b), d− 1], the scalar minimum-distance is at least
n − (an` + P (inv)(b) − 1) = n − (an` + P (inv)(b)) + 1. If for some choice of {M(i)}ν−1i=0 , all
the columns in the range j ∈ [P (inv)(b), d − 1] yield all-zero codewords, this essentially means
the message matrices {M(i)}ν−1i=0 , when restricted to these columns are all-zero matrices. As all
the message matrices are symmetric, the last d − P (inv)(b) rows will also be zeros for all the
message matrices. Thus, for the columns in the range [0, P (inv)(b)− 1], lifted polynomials lie in
the span of {xt : t ∈ T ′j }, where T ′j = ∪ν−1z=0{zn`, zn` + 1, . . . , zn` + P (inv)(b)− 1}. However by
design, the degree is at most (an` + d− 1), for these polynomials. Hence the maximum degree
possible is (an` + P (inv)(b) − 1). Thus, if the last d − P (inv)(b) columns give rise to all-zero
codewords, the first P (inv)(b) columns will give scalar codewords with a minimum-distance of
at least n− (an` + P (inv)(b)) + 1. This proves the minimum-distance optimality of C.
Thus, we have the following theorem.
Theorem III.1. Linear field-size constructions exist for minimum-distance optimal, rate-optimal
(n,K, dmin, α) vector codes, with ((n`, r, d), (α, β), K`) local MBR codes, where 1 ≤ r ≤ d ≤
(n` − 1) and n`|n.
Example 3. Let n = 12, n` = 6, r = 3, d = 4, K` = 9, K = 13, β = 1. Hence we have
δ = n` − r + 1 = 4, P (s) = (4 7 9 9 9 9 13 16 18 18 18 18), indexed over 1 ≤ s ≤ n = 12.
Note that P (inv)(K) = 7 and thus dmin ≤ 6. Let Mˆ(i), 0 ≤ i ≤ ν − 1 = 1, the MBR message
matrix corresponding to the ith local MBR code, be as given below. The (x, y)th element of Mˆ(i)
is denoted by mˆ(i)x,y. Note that as Mˆ(i) is a symmetric matrix, mˆ
(i)
x,y = mˆ
(i)
y,x.
Mˆ(i) =

mˆ
(i)
0,0 mˆ
(i)
0,1 mˆ
(i)
0,2 mˆ
(i)
0,3
mˆ
(i)
0,1 mˆ
(i)
1,1 mˆ
(i)
1,2 mˆ
(i)
1,3
mˆ
(i)
0,2 mˆ
(i)
1,2 mˆ
(i)
2,2 mˆ
(i)
2,3
mˆ
(i)
0,3 mˆ
(i)
1,3 mˆ
(i)
2,3 0
 .
For 0 ≤ i ≤ ν − 1 = 1, the ith MBR local code is obtained by evaluating the vector
of polynomials [mˆ(i)0 (x) mˆ
(i)
1 (x) mˆ
(i)
2 (x) mˆ
(i)
3 (x)] at the n` = 6 evaluation points given by
A(i) , γi{1, γ2, γ4, γ6, γ8, γ10}. Here mˆ(i)j (x) ,
∑d−1
t=0 mˆ
(i)
j,tx
t. In order to stress up on the
symmetric nature of Mˆ(i), we relabel mˆ(i)x,y as mˆ
(i)
y,x, whenever x > y. Thus we have: mˆ
(i)
0 (x) ,
mˆ
(i)
0,0 + mˆ
(i)
0,1x+ mˆ
(i)
0,2x
2 + mˆ
(i)
0,3x
3, . . . , mˆ
(i)
3 (x) , mˆ
(i)
0,3 + mˆ
(i)
1,3x+ mˆ
(i)
2,3x
2.
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Consider the column, j = (d − 1) = 3, of the ν = 2 message matrices. We have the ν = 2
polynomials; mˆ(0)3 (x) and mˆ
(1)
3 (x). Take mˆ
(i)
3 (x) to be the polynomial m˜
(i)(x) appearing in (10),
for 0 ≤ i ≤ ν − 1 = 1. We shall perform polynomial lifting to arrive at the polynomial Mˆ3(x),
which has the property (similar to that of M˜(x) stated in (10)): Mˆ3(x) mod f (i)(x) = mˆ
(i)
3 (x),
for all 0 ≤ i ≤ ν − 1 = 1. Note that the vector space Mˆ3 of all possible Mˆ3(x)’s, has a
dimension of rν = 3 ∗ 2 = 6, as we don’t assume any dependencies across the j = 3 column of
Mˆ(0) and Mˆ(1), to start with. Let Mˆ3(x) ,
∑n−1
t=0 Mˆ3,tx
t. For 0 ≤ t ≤ (n− 1), 0 ≤ a ≤ ν − 1
and 0 ≤ b ≤ n` − 1, let t = an` + b. We have:
Mˆ3,t =

∑ν−1
s=0 e
(s)
a mˆ
(s)
3,b b ≤ (r − 1),
0 otherwise.
(16)
Here (16) is just a restatement of (11). Note that Mˆ3 is the space spanned by the set of monomials
{xt : t ∈ {0, 1, 2, 6, 7, 8}}. Let M3 be the subspace of Mˆ3 spanned by {xt : t ∈ {0, 1, 2, 6}},
after removing the two largest degree terms (in Example 2, we obtainedM from M˜ in a similar
manner). By CRT, this essentially means introducing two dependencies across the coefficients
of polynomials mˆ(0)3 (x) and mˆ
(1)
3 (x). These dependencies introduced for t = 8 and t = 7, are
explicitly given by:
ν−1∑
s=0
e
(s)
1 mˆ
(s)
3,b = 0, for b ∈ {1, 2} (17)
After relabeling mˆ(s)3,b as mˆ
(s)
b,3, we have:
e
(0)
1 mˆ
(0)
2,3 + e
(1)
1 mˆ
(1)
2,3 = 0, e
(0)
1 mˆ
(0)
1,3 + e
(1)
1 mˆ
(1)
1,3 = 0.
Now consider the column, j = 2. Similar to the case of j = 3, consider the ν = 2 polynomials
mˆ
(0)
2 (x) and mˆ
(1)
2 (x). After performing the polynomial lifting, we arrive at the polynomial Mˆ2(x),
which belongs to the space spanned by {xt : t ∈ {0, 1, 2, 3, 6, 7, 8, 9}}. We then introduce three
dependencies among the polynomials mˆ(0)2 (x) and mˆ
(1)
2 (x) by considering the subspace M2 of
Mˆ2 spanned by {xt : t ∈ {0, 1, 2, 3, 6}}.
We perform an identical operation for j = 1 as well, with three dependencies. In Table I,
we summarize the three cases j = 3, 2, 1. There are five unique dependencies introduced, and
hence the dimension of the space of all possible {[mˆ(i)0 (x), mˆ(i)1 (x), mˆ(i)2 (x), mˆ(i)3 (x)]}ν−1=1i=0 will
be νK` − 5 = 13 = K. Now, for 0 ≤ i ≤ ν − 1 = 1, ith local codewords are produced using
Mˆ(i) along with the evaluation points A(i), as in Example 1. Using Remark 2, one can infer that
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even after introducing dependencies, the vector space of all possible Mˆ(i)’s, for a fixed i ∈ [0, 1],
will still have the dimension K` = 9. Hence the code C thus formed, is a code with MBR local
regeneration having all the desired parameters. Figure 1 gives an illustration of this example
code.
Column Number of Dependencies
dependencies
3 2 e
(0)
1 mˆ
(0)
2,3 + e
(1)
1 mˆ
(1)
2,3 = 0,
e
(0)
1 mˆ
(0)
1,3 + e
(1)
1 mˆ
(1)
1,3 = 0
2 3 e
(0)
1 mˆ
(0)
2,3 + e
(1)
1 mˆ
(1)
2,3 = 0,
e
(0)
1 mˆ
(0)
2,2 + e
(1)
1 mˆ
(1)
2,2 = 0,
e
(0)
1 mˆ
(0)
1,2 + e
(1)
1 mˆ
(1)
1,2 = 0
1 3 e
(0)
1 mˆ
(0)
1,3 + e
(1)
1 mˆ
(1)
1,3 = 0,
e
(0)
1 mˆ
(0)
1,2 + e
(1)
1 mˆ
(1)
1,2 = 0,
e
(0)
1 mˆ
(0)
1,1 + e
(1)
1 mˆ
(1)
1,1 = 0
TABLE I: A summary of dependencies introduced across the columns 3, 2 and 1, of message
matrices Mˆ(0) and Mˆ(1).
As for the minimum-distance, the scalar code of length 12, obtained by restricting C to any
column j ∈ {3, 2, 1, 0} from each node, will be a TB code. Restricted to column 3, using
Remark 1, the TB codeword obtained will be n evaluations of a polynomial lying in the span
of {xt : t ∈ {0, 1, 2, 6}}. Similarly, columns 2 and 1 yield scalar codes, which are evaluations
of polynomials lying in the span of {xt : t ∈ {0, 1, 2, 3, 6}}. As the degree of these polynomials
is at most 6, minimum-distance restricted to these columns will be at least (n− 6) = 6.
If all the scalar codewords obtained from columns 3, 2 and 1 are zero-codewords, it essentially
implies mˆ(i)j (x)’s are all zero-polynomials for j ∈ {3, 2, 1} and i ∈ {0, 1}. As Mˆ(i)’s are all
symmetric matrices, for these cases, mˆ(i)x,y = 0 ∀x, y, i : 1 ≤ x, y ≤ 3, 0 ≤ i ≤ 1. Hence, only
mˆ
(i)
0,0’s can possibly be non-zero. Thus, restricted to column 0, the scalar codeword will be n
evaluations of a polynomial lying in the span of {xt : t ∈ {0, 6}}. Hence even for column 0,
minimum-distance will be at least 6. This essentially proves the minimum-distance optimality
of the code.
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MBR Local Code - 0
MBR Local Code - 1
node - 0 node - 1 node - 2 node - 3 node - 4 node - 5
node - 6 node - 7 node - 8 node - 9 node - 10 node - 11
TB Code 0
TB Code 1
TB Code 2
TB Code 3
Fig. 1: An illustration of the code in Example 3.
IV. CODES WITH MSR LOCALITY
From Remark 2, we know that each local code in a TB code is an MDS code. In order to
construct a code with MSR local regeneration, we initially stack α = (n` − r)
n`
n`−r independent
layers of codewords from an [n, k, dTB] TB code with (r, δ) all-symbol locality. We then perform
the PCT independently, for each local code. This essentially results in a code C with MSR
local regeneration. The local MSR code will have the parameters ((n`, r, d), (α, β), K`), with
d = n` − 1, (n` − r) | r. Let dTB denote the (optimal) minimum-distance of the underlying TB
code.
Theorem IV.1. C has optimal minimum-distance when dTB ≤ 2δ.
Proof. First we show that dmin(C) ≥ dTB ≤ 2δ. Assume to the contrary that dmin(C) < dTB ≤ 2δ.
Consider the vector codeword of C with hamming weight dmin(C) < 2δ. As each local MSR
code has a minimum-distance of δ, all the vector code-symbols having non-zero weights must be
restricted within a local MSR code. From Corollary II.2, there exists an underlying TB codeword
with one local codeword having hamming weight ≤ dmin(C) < dTB and all other local codewords
as zeros, which is a contradiction. As K = kα, where k is the dimension of the TB code, (7)
reduces to dmin(C) ≤ dTB. This completes the proof.
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