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Abstract
In this article we investigate the issue of existence of global in time solutions of semilinear Tricomi-
type equations. We give conditions that relate the nonlinearity, the speed of propagation, and the order of
singularities of initial data. These conditions guarantee existence of global in time solutions. In particular,
we prove existence of solutions invariant under dilation by solving the Cauchy problem with initial data
which are homogeneous functions.
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0. Introduction
In the present paper, we establish a global existence results for the Cauchy problem for semi-
linear equations with time dependent coefficient. More precisely, we consider the equation
utt − t2kuxx = F(u), (0.1)
with x ∈ R, t  0, and a real non-negative k, while F(u) is
F(u) = κ|u|αu or F(u) = κ|u|α+1, α > 0, κ ∈ R, (0.2)
E-mail address: yagdjian@utpa.edu.0022-0396/$ – see front matter Published by Elsevier Inc.
doi:10.1016/j.jde.2007.01.005
K. Yagdjian / J. Differential Equations 236 (2007) 82–115 83and the function u = u(x, t) is real-valued. Our goal is to determine those values of k and α for
which the Cauchy problem with data prescribed at t = 0,
u(x,0) = ϕ0(x), ut (x,0) = ϕ1(x), (0.3)
has a global in time solution, and, in particular, a self-similar solution.
The motivation to investigate the initial value problem for Eq. (0.1) comes from physical
problems of gas dynamics (see [4, Chapter 4]). For k = 1/2, and F(u) ≡ 0, Eq. (0.1) is the linear
Tricomi equation. This is why Eq. (0.1) is said to be of Tricomi-type.
In 1923 Tricomi [32] initiated work on boundary value problems for a linear partial differential
operator of mixed type and related equations of variable type. (For t > 0 the Tricomi equation is
hyperbolic, while for t < 0 it is elliptic.) Then, in 1945, Frankl [8] drew attention to the fact that
the Tricomi problem was closely connected to the study of gas flows with nearly sonic speeds.
More precisely, the Tricomi equation describes the transition from subsonic flow (elliptic region)
to supersonic flow (hyperbolic region). In [4,5,7,16–18,23] one can find more about applications
of the Tricomi equation. That initiated an extremely intensive study of different problems for the
Tricomi equation as well as for other equations with characteristics of variable multiplicity.
The well-posedness of different problems for the linear Tricomi-type equation involving
domain t > 0, where the equation is hyperbolic, and in various functional spaces has been inten-
sively investigated. There is a long history of finding fundamental solutions of such operators.
The existence of several fundamental solutions and their representations in terms of hypergeo-
metric function have been established. (See, e.g. [2,34,36] for references.) Recently the linear
and the semilinear Tricomi equations have become the focus of interest of many authors (see,
[2,12,14,15,19,25–28]), and a search for self-similar solutions of these equations, which arrive
in the applications (see, e.g. [33]), appears to be a worthwhile undertaking.
Barros-Neto and Gelfand in [2] for the Tricomi equation with x ∈ Rn, n = 1, and the author
in [34] for the Tricomi-type equation with n 1, constructed fundamental solutions of the cor-
responding operators. The fundamental solutions as given in [34] are used in the present paper
to establish the existence of self-similar solutions of Eq. (0.1) via the Cauchy problem.
The linear Tricomi-type equation has the following crucial features. First, at t = 0 it has
multiple characteristics, leading to some loss of regularity. The loss of regularity makes it difficult
to apply contraction arguments in order to prove even local solvability for the Cauchy problem
for the semilinear equations. It seems to be an insurmountable obstacle for the application of
the approach based on the fundamental solutions, to semilinear equations. (For that approach,
see [30].) If one wants to avoid the loss of regularity, then one gets an unbounded at t = 0
weight in the fundamental solutions. The second feature reveals itself at infinity, as t → ∞.
More precisely, the speed of propagation depends on time and it is an increasing unbounded
function. In particular, that makes it impossible to apply of the well-known Duhamel principle.
Moreover, there are several examples of quasilinear equations with time dependent coefficients
that produce blow-up in finite time even for small data. (See, e.g. [37] and references therein.)
We study the Cauchy problem (0.1), (0.3) through an integral equation. To write out that
integral equation we appeal to the operator G introduced in (3.3) of [34]. More precisely, we
define G[f ] for a smooth function f as
G[f ](x, t) := (k + 1)− kk+1 2− 1k+1
t∫
db
φ(t)−φ(b)∫
dr f (x + r, b)0 −(φ(t)−φ(b))
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× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
. (0.4)
The function F(a, b; c; ζ ) is the Gauss’ hypergeometric function (see, e.g. [3]), while
φ(t) := t
k+1
k + 1 , γ :=
k
2
φ(1) = k
2k + 2 .
The operator G can be defined also by means of the fundamental solution EI constructed in [34],
G[f ](t, x) :=
∞∫
0
∫
Ry
EI (x, t;y, s)f (y, s) dy ds, x ∈ R, t  0,
in the sense of distributions. As a matter of fact, the operator G is the resolving operator for the
Cauchy problem with vanishing initial data for the linear Tricomi-type equation
utt − t2kuxx = f (x, t), t > 0,
associated with (0.1).
First we consider the linear Tricomi-type equation without source term, i.e.,
utt − t2kuxx = 0, (0.5)
where x ∈ R, t  0, k  0. From now on we restrict ourselves to the case of integer 2k. We pay
particular attention to so-called self-similar solutions of Eqs. (0.1) and (0.5). These solutions are
invariant with respect to non-homogeneous dilation,
u(x, t) → λα˜u(λβx,λt),
representing a part of the symmetry group for the operator, so that
u(x, t) = λα˜u(λβx,λt) for all x ∈ R, t  0, λ > 0.
In particular, we see that initial data ϕ0(x) := u(x,0) and ϕ1(x) := ut (x,0) for such solutions
are homogeneous,
ϕ0
(
λβx
)= λ−α˜ϕ0(x), ϕ1(λβx)= λ−α˜−1ϕ1(x) for all x ∈ R, λ > 0.
It is known (see, e.g. [5,11,27]) that similarity solutions of certain nonlinear equations are gener-
ated by the self-similar solutions of corresponding linear equations. This explains the interest in
studying self-similar solutions to linear equations, that is solutions to the Cauchy problem with
homogeneous initial data. These solutions have singularities on the light cone and their asymp-
totics near the light cone play a crucial role for the nonlinear equations. In particular, we are
inspired by [26], for the Tricomi equation with k = 1/2, and [28], for the Tricomi-type equation
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tively, and to the problem of the transonic potential flow around the asymptotic shape of optimal
critical airfoils.
The small disturbance equation for the perturbation velocity potential, φ, of a two-dimensional
near sonic uniform flow of dense gases in a physical plane (x, y˜) has been derived by
Kluwick [13], Tarkenton and Cramer [31]. This nonlinear equation may be written (Rusak and
Wang [27]) in the form(
K − 2KΓ φx +KΛφ3x −
Σ∞
3
φ3x
)
φxx + φy˜y˜ = 0. (0.6)
Here K , KΓ , KΛ, and Σ∞ are similarity parameters of the flow problem. The case of K = KΓ =
KΛ = 0 is specifically interesting for a variety of transonic aerodynamic applications of dense
gases. In this case, (0.6) becomes
Σ∞
3
φ3xφxx − φy˜y˜ = 0, (0.7)
where Σ∞ > 0. The study of this case sheds light on the singular behaviour of the flow near
leading edge of a thin profile (see, e.g. [27] and [33]). When φx > 0 for every x and y˜, (0.7) is
hyperbolic. In [33] it is pointed out that the hyperbolic case is difficult, and it is not investigated
there. As suggested in [33], self-similar solutions of the nonlinear equation (0.7) are of the form
E1/3φ(x, y˜) = y˜ 5k˜−23 f (ξ), ξ = xy˜−k˜ ,
where E = Σ∞/3 > 0, k˜ is the exponent of self-similitude, and ξ is the similarity variable in the
physical plane. In [33] Eq. (0.7) is analyzed by using a transformation to the hodograph (velocity)
plane. More precisely, let
w ≡ E1/3φx, v ≡ E1/3φy˜. (0.8)
Then, (0.7) is equivalent to a modified Karman–Guderley system,{
w3wx − vy˜ = 0,
wy˜ − vx = 0.
Transformation from the physical plane, (w(x, y˜), v(x, y˜)), to the hodograph plane, (x(w,v),
y˜(w, v)), results in a Tricomi-type equation,
w3y˜vv − y˜ww = 0.
In fact, let us look for a solution φ(x, y˜) to Eq. (0.7) with the property that
φ
(
λk˜x,λy˜
)= λ 5k˜−23 φ(x, y˜).
Then (0.8) implies w(λk˜x,λy˜) = λ 2k˜−23 w(x, y˜) and v(λk˜x, λy˜) = λ 5k˜−53 v(x, y˜), while
x
(
λ
2k˜−2
3 w,λ
5k˜−5
3 v
)= λ−k˜x(w, v), y˜(λ 2k˜−23 w,λ 5k˜−53 v)= λ−k˜ y˜(w, v).
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y˜
(
τw, τ
3
2 +1v
)= τ− 3k˜2k˜−2 y˜(w, v) for all τ > 0.
In particular, it follows that the initial data ϕ0(v) := y˜(0, v) and ϕ1(v) := y˜w(0, v) are homoge-
neous,
ϕ0(τv) = τ−aϕ0(v), ϕ1(τv) = τ−a−2/5ϕ1(v) for all τ > 0,
where a = 3k˜/(5k˜ − 5). If we consider the Cauchy problem for the Tricomi-type equation (0.5)
with the homogeneous initial data ϕ0(λx) = λ−aϕ0(x) and ϕ1(λx) = λ−a− 1k+1 ϕ1(x), then the
solution is self-similar and invariant under dilation,
u
(
λk+1x,λt
)= λ−a(k+1)u(x, t) or λa(k+1)u(λk+1x,λt)= u(x, t).
For Eq. (0.5) generated by the modified Karman–Guderley system, k = 3/2 and a = 3k˜
(2k˜−2)(k+1) .
Consider Eq. (0.5) with k  0. The well-posedness of the Cauchy problem (0.5), (0.3) in the
hyperbolic domain t > 0 is well known. (See, e.g. [36].) Suppose that
∣∣ϕ0(x)∣∣ C0|x|−a, ∣∣ϕ1(x)∣∣ C1|x|−b. (0.9)
According to Theorem 1.1, if 0 < a < 1, 0 < b < 1, a = k2(k+1) , and b = k+22(k+1) , then for all
points (x, t), x ∈ R, t > 0, for the solution one has
∣∣u(x, t)∣∣ Ck,a(ϕ0)(|x| + φ(t))−a
[
1 +
(
1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k
2(k+1)−a]
+Ck,b(ϕ1)t
(|x| + φ(t))−b[1 +(1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k+2
2(k+1)−b]
, |x| = φ(t).
(0.10)
In particular, if k2(k+1) − a > 0 and b = a + 1k+1 , then k+22(k+1) − b > 0 and for every given t = ε,
where ε > 0, the solution u(x, ε) is bounded uniformly for all x ∈ R. These estimates do not
mean that there is no a propagation of singularities. In fact, microlocal considerations (see,
e.g. [36]) show that the singular support of the solution propagates along the light cone. We
note that although the first initial datum is not in any Lp(R) space, u(x,0) = ϕ0 /∈ Lp(R) for
any p, according to the above estimates the solution u = u(x, t) is in some space Lq(R) for
every given t > 0.
In the present paper we consider the Cauchy problem (0.1), (0.3) with data majorized by
homogeneous functions such as
ϕ0(x) = c0|x|−a, ϕ1(x) = c1|x|−b, c0, c1 ∈ C. (0.11)
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with a = 2
α(k+1) and b = 1k+1 + 2α(k+1) . It is proved in [6] that, if c1 > 0, then, even for arbitrary
small c1, there is no self-similar solution to the semilinear string equation
utt − uxx = |u|α+1
that is bounded in x ∈ R at any taken time t > 0. The question of the existence of self-similar
solutions for semilinear wave equations with power-type nonlinearity in higher dimensions n
recently has been investigated in [9,10,20–22,24]. It is also proved in [6] that, if 0 < α  2/k,
then equation
utt − t2kuxx = |u|α+1
does not possess any self-similar solution.
We utilize the integral equation
u(x, t) = u0(x, t)+G
[
F(u)
]
(x, t) (0.12)
to establish existence of a weak global solution to the problem (0.1), (0.3). First, in Theorem 2.1
of Section 2, for every given function u0 having small norm in a certain function space and under
some restrictions on k, α, we claim unique global solvability for the integral equation (0.12).
Next we state in Theorem 2.2 existence of a unique solution u = u(x, t) to the Cauchy problem.
This solution is bounded in x ∈ R at any instant t > 0 provided that 2 +α < kα and α  2. More
precisely, assume that F(u) is given by (0.2) and that the functions ϕ0 ∈ C∞(R∗), ϕ1 ∈ C∞(R∗),
R∗ := R \ {0}, fulfill
∣∣ϕ0(x)∣∣ ε|x|− 2α(k+1) , ∣∣ϕ1(x)∣∣ ε|x|− 2α(k+1)− 1k+1 for all x ∈ R∗. (0.13)
If ε > 0 is sufficiently small, then there exists a unique global solution of (0.1) in the space
X := {u ∣∣ u(x, t) ∈ C((R × R+) \ {|x| = φ(t)}), ‖u‖V  c0ε}, (0.14)
where
‖u‖V := sup
x∈R, t0,
|x|=φ(t)
∣∣u(x, t)∣∣(|x| + φ(t)) 2α(k+1) .
This solution u = u(x, t) takes pointwise the first initial datum u(x,0) = ϕ0(x) while for the
second initial datum one has ut (x,0) = ϕ1(x) in C1([0,∞);D′(R)). As a consequence, we
obtain existence of the self-similar solutions for Eq. (0.1).
We do not know whether the approach suggested in [6], which uses monotonicity of the oper-
ator G and an idea from [21] based on the behavior of solutions near the light cone, can help to
fill the gap between the sufficient conditions of Theorem 2.2 and the necessary condition 2 < kα
given by Galstyan [6]. In fact, the two conditions 2+α < kα and α  2 together are very close to
the condition 4 < kα suggested by Lupo and Payne [15] as critical exponent for power-type non-
linearity in the semilinear Tricomi problem for the Gellerstead equation (i.e., 2k in (0.1) is an odd
integer) of mixed elliptic–hyperbolic type. The choice of the nonlinearity, in the present paper,
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equations.
The paper is organized as follows. In Section 1 we prove a key estimate (0.10) for solutions
of the Cauchy problem for the linear equation (0.5) with initial values estimated by the homoge-
neous functions in (0.9). This estimate describes the decay of solutions and the singularities at the
light cone. We also make an inference from this estimate about weight function (|x|+φ(t)) 2α(k+1)
of the norm of the space of solutions, and exponents k and α, which can balance the nonlinearity,
dilation scaling, decay, and singularities. Indeed, the estimate (0.10) guarantees a boundedness
of solutions for 4 < kα while the first factor of the right-hand side, i.e. (|x| + φ(t))−a , indicates
the weight function since a = 2/(α(k + 1)). This predicts the choice of the function space (0.14)
for use in the contraction argument for the nonlinear problem. In Section 2, the main results of
the paper, Theorems 2.1 and 2.2, are introduced. Sections 3 to 6 are then devoted to detailed esti-
mates of some integrals containing hypergeometric function. In the final Section 7 we complete
the proofs of the main theorems.
1. Pointwise estimates for the solutions of the linear equations without source
In this section we consider the equation
utt − t2kuxx = 0, (1.1)
k  0. The well-posedness of the Cauchy problem as well as its fundamental solution given
by Fourier integral operators, and the propagation of singularities for (1.1) in the domain of
hyperbolicity, t > 0, with the data prescribed at t = 0,
u(x,0) = ϕ0(x), ut (x,0) = ϕ1(x), −∞ < x < ∞, (1.2)
are known. (See, e.g. [36].) Suppose that initial data ϕ0 and ϕ1 have homogeneous radial majorant
functions, ∣∣ϕ0(x)∣∣ C0|x|−a, ∣∣ϕ1(x)∣∣ C1|x|−b. (1.3)
The next theorem extends these estimates to the improved estimates for solution u = u(x, t)
if t > 0. In particular, they show that the values of the solution, those, initially are not in any
Lp(R), are instantly transformed into ones belonging to Lp(R). (For the case of homogeneous
data see [38].)
Theorem 1.1. Consider the Cauchy problem for the Tricomi-type equation (1.1), (1.2) with the
data ϕ0 ∈ C∞(R∗) and ϕ1 ∈ C∞(R∗) satisfying (1.3).
(i) If 0 < a < 1, 0 < b < 1, a = k2(k+1) and b = k+22(k+1) , then for all points (x, t), x ∈ R, t > 0,for the solution one has
∣∣u(x, t)∣∣ Ck,a(ϕ0)(|x| + φ(t))−a
[
1 +
(
1 − min{|x|, φ(t)}
max{|x|, φ(t)}
) k
2(k+1)−a]
+Ck,b(ϕ1)t
(|x| + φ(t))−b[1 +(1 − min{|x|, φ(t)} ) k+22(k+1)−b], |x| = φ(t).max{|x|, φ(t)}
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∣∣u(x, t)∣∣ Ck,a(ϕ0)(φ(t)+ |x|)−a
(
1 + log+ φ(t)||x| − φ(t)|
)
+Ck,b(ϕ1)t
(
φ(t)+ |x|)−b(1 + log+ φ(t)||x| − φ(t)|
)
, |x| = φ(t).
Here Ck,a(0) = 0, Ck,b(0) = 0.
Proof. We start with the representation formula for the solution of the Cauchy problem.
It is well known that solution of the initial value problem for the one-dimensional, n = 1,
linear hyperbolic equation (1.1) with multiple characteristics can be written not only by means of
the Fourier integral operators (see, e.g. [36]) but also in terms of the Riemann–Liouville operators
applied to the initial data. More precisely (see, e.g. [29]), the solution to the Cauchy problem
(1.1), (1.2) with ϕ0, ϕ1 ∈ C∞0 (R) is given by
u(t, x) = (2γ )
2(γ )
1∫
0
ϕ0
[
x + 1
k + 1 t
k+1(2s − 1)
]
sγ−1(1 − s)γ−1 ds
+ t (2 − 2γ )
2(1 − γ )
1∫
0
ϕ1
[
x + 1
k + 1 t
k+1(2s − 1)
]
s−γ (1 − s)−γ ds. (1.4)
Here γ = k2k+2 . We use results of [34] to represent this solution in other form, that allows us
to utilize several properties of the Cauchy problem for the string equation in order to establish
similar ones for the Tricomi-type equation. More precisely, Theorem 3.1 and Corollaries 3.2, 3.3
of [34] imply the next result.
Theorem 1.2. (See [34].) The solution of the Cauchy problem (1.1), (1.2) can be represented as
follows:
u(x, t) = 22−2γ (2γ )
2(γ )
1∫
0
vϕ0
(
x,φ(t)s
)(
1 − s2)γ−1 ds
+ t22γ (2 − 2γ )
2(1 − γ )
1∫
0
vϕ1
(
x,φ(t)s
)(
1 − s2)−γ ds, x ∈ R, t > 0. (1.5)
Here for ϕ ∈ C∞0 (R) and for x ∈ R,
vϕ
(
x,φ(t)s
) := 1{ϕ(x − φ(t)s)+ ϕ(x + φ(t)s)}.
2
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Cauchy problem
vtt − vxx = 0, v(x,0) = ϕ(x), vt (x,0) = 0.
It is important that the formula (1.5) regarded in the topology of the functions of variable t
with the values in the distributions space D′(R), is applicable to the distributions ϕ0, ϕ1 ∈D′(R)
as well.
Lemma 1.3. Let ϕ0 ∈ C∞(R∗) and ϕ1 ∈ C∞(R∗) be the functions satisfying (1.3). Then the
solution u = u(x, t) of the problem (1.1), (1.2) in the “conic neighborhood” of the time axes,
that is in the set {(x, t) | t > 0, |x| φ(t)/2}, satisfies the estimate
∣∣u(x, t)∣∣ C(ϕ0)t−a(k+1) +C(ϕ1)t1−b(k+1) (1.6)
for all (x, t), t > 0, |x| φ(t)/2.
Proof. First we set ϕ1(x) ≡ 0 and suppose that ϕ0 ∈ C∞(R∗) is a homogeneous function of
order −a. Then the solution u = u(x, t) of the Cauchy problem with these initial data is invariant
with respect to the dilation scaling, that is, u(λk+1x,λt) = λ−a(k+1)u(x, t) for all λ > 0, t > 0,
x ∈ R. It follows the identity
u(x, t) = t−a(k+1)u(t−(k+1)x,1).
According to the microlocal analysis (see, e.g. [36]), the solution of that problem is smooth in the
set |x| φ(t)/2, that is u(x, t) ∈ C∞({(x, t) | t > 0, |x| φ(t)/2}). Hence, u(y,1) ∈ C∞(|y|
1/(2k+2)). Thus, the estimate (1.6) with C(ϕ1) = 0 is proved. Similar arguments prove case of a
general homogeneous ϕ1. If now the functions ϕ0 and ϕ1 are satisfying (1.3) and not necessarily
homogeneous, then due to Theorem 1.2 solution u = u(x, t) is dominated by solution of the
problem with corresponding homogeneous data, that completes the proof of lemma. 
Further, for the solution u = u(x, t) of the Cauchy problem for the Tricomi equation with data
satisfying (1.3) we have
∣∣u(x, t)∣∣ C(k)
{ 1∫
0
{∣∣x − φ(t)s∣∣−a + ∣∣x + φ(t)s∣∣−a}(1 − s2)γ−1 ds
+ t
1∫
0
{∣∣x − φ(t)s∣∣−b + ∣∣x + φ(t)s∣∣−b}(1 − s2)−γ ds
}
. (1.7)
Consider the first integral of the inequality (1.7). It can be estimated
1∫ (∣∣x − φ(t)s∣∣−a + ∣∣x + φ(t)s∣∣−a)(1 − s2)γ−1 ds  2
1∫ ∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds.0 0
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1∫
0
(∣∣x − φ(t)s∣∣−b + ∣∣x + φ(t)s∣∣−b)(1 − s2)−γ ds  2
1∫
0
∣∣|x| − φ(t)s∣∣−b(1 − s2)−γ ds.
To continue the proof of Theorem 1.1 we choose ϕ1(x) ≡ 0. Let (x, t) be a point outside of the
“light cone,” that is such that |x| > φ(t). Then |x| > φ(t)s for all s ∈ (0,1). Denote c(t, x) :=
|x|/φ(t) > 1. We have from the last inequality
1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds  φ(t)−ac(t, x)−a
1∫
0
(
1 − s
c(t, x)
)−a
(1 − s)γ−1 ds.
On the other hand,
1∫
0
(1 − s)γ−1(1 − zs)−a ds = 1
γ
F(a,1;1 + γ ; z) (1.8)
yields
1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds  Ck|x|−aF
(
a,1;1 + γ ; φ(t)|x|
)
.
To extract an asymptotic of the solution in the conoidal neighbourhood of the light cone,
we appeal to the behaviour of the hypergeometric function F(a, b; c; z) at the point z = 1. In
fact, there is a formula (see 15.3.6 of [1, Chapter 15] and [3]) that ties together the values of
F(a, b; c; z) at points z = 0 and z = 1:
F(a, b; c; z) = (1 − z)c−a−b (c)(a + b − c)
(a)(b)
F (c − a, c − b; c − a − b + 1;1 − z)
+ (c)(c − a − b)
(c − a)(c − b)F (a, b;a + b − c + 1;1 − z),
∣∣arg(1 − z)∣∣< π. (1.9)
Each term of the last formula has a pole when c = a + b ± m (m = 0,1,2, . . .); this case is
covered by 15.3.10 of [1, Chapter 15]:
F(a, b;a + b; z)
= (a + b)
(a)(b)
∞∑
n=0
(a)n(b)n
(n!)2
[
2ψ(n+ 1)−ψ(a + n)−ψ(b + n)− ln(1 − z)](1 − z)n,
∣∣arg(1 − z)∣∣< π, |1 − z| < 1. (1.10)
If (c − a − b) > 0, then F(a, b; c;1) = (c)(c−a−b) .(c−a)(c−b)
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of singularity in the neighbourhood of the light cone. Indeed, by application of (1.9) we obtain
F(a,1;1 + γ ; z) = γ
γ − aF(a,1;a + 1 − γ ;1 − z)
+ (1 − z)γ−a (1 + γ )(a − γ )
(a)
F (γ − a + 1, γ ;γ − a + 1;1 − z).
Thus, we have obtained the estimate
1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds  Ck|x|−aF
(
a,1;1 + γ ; φ(t)|x|
)
for all |x| > φ(t) > 0, 0 < a < 1, as well as
1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds
 Ck|x|−a
{
γ
γ − aF
(
a,1;a + 1 − γ ;1 − φ(t)|x|
)
+
(
1 − φ(t)|x|
)γ−a
(1 + γ )(a − γ )
(a)
F
(
γ − a + 1, γ ;γ − a + 1;1 − φ(t)|x|
)}
for all |x| > φ(t) > 0, 0 < a < 1, a = γ .
Consider now point (x, t) inside of the “light cone,” that is such that |x| < φ(t). Then |x| =
φ(t)s0 for some s0 ∈ (0,1). Denote c(t, x) := |x|/φ(t) < 1 (so that c(t, x) = s0), and let us
estimate the integral of (1.9). It can be split into two integrals
1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds
=
s0∫
0
(|x| − φ(t)s)−a(1 − s2)γ−1 ds +
1∫
s0
(
φ(t)s − |x|)−a(1 − s2)γ−1 ds.
After simple transformation we arrive at
1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds
 φ(t)−a
{
c(t, x)−a
c(t,x)∫
(1 − s)γ−1
(
1 − s
c(t, x)
)−a
ds +
1∫ (
s − c(t, x))−a(1 − s)γ−1 ds
}
.0 s0
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1∫
0
∣∣|x| − φ(t)s∣∣−a(1 − s2)γ−1 ds  Ckφ(t)−a
{
c(t, x)1−a
1∫
0
(1 − r)−a(1 − rc(t, x))γ−1 dr
+ c(t, x)−a
1∫
s0
(
s
c(t, x)
− 1
)−a
(1 − s)γ−1 ds
}
.
For the exponent a such that a < 1 we obtain
1∫
0
(1 − r)−a(1 − rc(t, x))γ−1 dr = 1
1 − aF
(
1 − γ,1;2 − a; c(t, x)).
Furthermore by the change s = s0 + r(1 − s0) and by the integral representation of the beta
function B(a, b) we derive
c(t, x)−a
1∫
s0
(
s
c(t, x)
− 1
)−a
(1 − s)γ−1 ds
 c(t, x)−a(1 − s0)sa0
1∫
0
(
r(1 − s0)
)−a
(1 − s0)γ−1(1 − r)γ−1 ds
 sa0 c(t, x)−a(1 − s0)γ−1+1−a
1∫
0
r−a(1 − r)γ−1 ds
 (1 − a)(γ )
(1 − a + γ )
(
1 − |x|
φ(t)
)γ−a
.
Finally, for the points (x, t) inside of the “light cone,” that is such that |x| < φ(t), and 0 < a < 1,
we have obtained the following estimate
∣∣u(x, t)∣∣ Ck(ϕ0)φ(t)−a
{
1
1 − a
( |x|
φ(t)
)1−a
F
(
1 − γ,1;2 − a; |x|
φ(t)
)
+ (1 − a)(γ )
(γ + 1 − a)
(
1 − |x|
φ(t)
)γ−a}
. (1.11)
Since the estimate for the points of the set |x| < φ(t)/2 is already established in Lemma 1.3, we
focus on the remaining points, φ(t)/2 |x| < φ(t). For such points the first term of (1.11) has
to be modified if we want to reveal the order of the singularity on the cone |x| = φ(t). According
to (1.9), for a = γ one has
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(
1 − γ,1;2 − a; |x|
φ(t)
)
= 1 − a
γ − aF
(
1 − γ,1;1 − γ + a;1 − |x|
φ(t)
)
+
(
1 − |x|
φ(t)
)−a+1+γ−1
(2 − a)(a − γ )
(1 − γ ) F
(
1 − a + γ,1 − a;1 − a + γ ;1 − |x|
φ(t)
)
.
We substitute the last representation in (1.11) and derive
∣∣u(x, t)∣∣ Ck(ϕ0)φ(t)−a
{( |x|
φ(t)
)1−a[ 1
γ − aF
(
1 − γ,1;1 − γ + a;1 − |x|
φ(t)
)
+
(
1 − |x|
φ(t)
)γ−a
(1 − a)(a − γ )
(1 − γ ) F
(
1 − a + γ,1 − a;1 − a + γ ;1 − |x|
φ(t)
)]
+ (1 − a)(γ )
(γ + 1 − a)
(
1 − |x|
φ(t)
)γ−a}
.
The similar estimate holds for the Cauchy problem with the general function ϕ1(x) satisfying
(1.3) with 0 < b < 1 if ϕ0(x) ≡ 0. One has only to replace γ − 1 with −γ in the estimates
obtained for the case of ϕ1(x) ≡ 0. Thus, we have proved the following
Proposition 1.4. Consider the Cauchy problem for the Tricomi-type equation (1.1), (1.2) with
the initial data ϕ0 ∈ C∞(R∗) and ϕ1 ∈ C∞(R∗) satisfying (1.3) with 0 < a < 1 and 0 < b < 1,
respectively. Then for all points (x, t) outside of the light cone, |x| > φ(t) > 0, for the solution
one has
∣∣u(x, t)∣∣Ck(ϕ0)|x|−aF
(
a,1;1 + γ ; φ(t)|x|
)
+Ck(ϕ1)t |x|−bF
(
b,1;2 − γ ; φ(t)|x|
)
, (1.12)
as well as
∣∣u(x, t)∣∣ Ck,a(ϕ0)|x|−a
[
F
(
a,1;a + 1 − γ ;1 − φ(t)|x|
)
+
(
1 − φ(t)|x|
)γ−a
F
(
γ − a + 1, γ ;γ − a + 1;1 − φ(t)|x|
)]
+Ck,b(ϕ1)t |x|−b
[
F
(
b,1;b + γ ;1 − φ(t)|x|
)
+
(
1 − φ(t)|x|
)1−γ−b
F
(
2 − γ − b,1 − γ ;2 − γ − b;1 − φ(t)|x|
)]
. (1.13)
For all points (x, t) inside of the light cone, φ(t)/2 < |x| < φ(t), for the solution one has
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{( |x|
φ(t)
)1−a[ 1
γ − aF
(
1 − γ,1;1 − γ + a;1 − |x|
φ(t)
)
+
(
1 − |x|
φ(t)
)γ−a
F
(
1 − a + γ,1 − a;1 − a + γ ;1 − |x|
φ(t)
)
(1 − a)(a − γ )
(1 − γ )
]
+ (1 − a)(γ )
(γ + 1 − a)
(
1 − |x|
φ(t)
)γ−a}
+Ck,b(ϕ1)tφ(t)−b
{( |x|
φ(t)
)1−b[ 1
1 − γ − bF
(
γ,1;γ + b;1 − |x|
φ(t)
)
+
(
1 − |x|
φ(t)
)1−b−γ
F
(
2 − b − γ,1 − b;2 − b − γ ;1 − |x|
φ(t)
)
× (1 − b)(γ + b − 1)
(γ )
]
+ (1 − b)(1 − γ )
(2 − γ − b)
(
1 − |x|
φ(t)
)1−γ−b}
.
Completion of the proof of Theorem 1.1. To finish the proof of Theorem 1.1 we discuss data
with a = γ and b = 1 − γ . In fact, for the hypergeometric functions F(γ,1;1 + γ ; z) and F(1 −
γ,1;2−γ ; z) of (1.12) we have the estimate F(1−γ,1;2−γ ; z)+F(γ,1;1+γ ; z) Ck(1+
|ln(1 − z)|) for all z ∈ [1/2,1). The elementary inequality
C−1
(
1 + log+ a|a − b|
)
 1 − ln
(
1 − min{a, b}
max{a, b}
)
 C
(
1 + log+ a|a − b|
)
,
for a > 0, b > 0, a = b, completes the consideration of this case and of (ii). 
2. Self-similar solutions to the semilinear Tricomi-type equation
Now consider the integral equation
u(x, t) = u0(x, t)+G
[
F(u)
]
(x, t), x ∈ R, t  0, (2.1)
where the function u0 ∈ C((R × R+) \ {|x| = φ(t)}) is given. We note here that any C2((R ×
R
+)\{|x| = φ(t)}) solution to Eq. (1.1) solves also the integral equation (2.1) with some function
u0(t, x), which is classical solution to the Cauchy problem (1.2) for the linear equation (0.5). The
following theorem implies existence and uniqueness of the global in time solution to the integral
equation (2.1). (For the case of x ∈ Rn, n 2, see [35].)
Theorem 2.1. Assume that F(u) is
F(u) = κ|u|αu or F(u) = κ|u|α+1, α > 0, κ ∈ R,
where 2 + α < kα, α  2, and function u0(x, t) ∈ C((R × R+) \ {|x| = φ(t)}) fulfills
‖u0‖V := sup
∣∣u0(x, t)∣∣(|x| + φ(t)) 2α(k+1)  ε. (2.2)|x|=φ(t)
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X := {u ∣∣ u(x, t) ∈ C((R × R+) ∖ {|x| = φ(t)}), ‖u‖V  c0ε}.
The solution u(x, t) takes initial value u(x,0) = u0(x,0).
The next theorem gives more information about initial value ut (x,0) of solution of the integral
equation (2.1) obtained in Theorem 2.1, if the function u0 is a solution to the following Cauchy
problem for the linear Tricomi-type equation,
utt − t2kuxx = 0, u(x,0) = ϕ0(x), ut (x,0) = ϕ1(x), x ∈ R, t  0. (2.3)
Theorem 2.2. Assume that F(u) is
F(u) = κ|u|αu or F(u) = κ|u|α+1, α > 0, κ ∈ R,
where 2 + α < kα, α  2, kα = 2α + 4, and functions ϕ0 ∈ C∞(R∗), ϕ1 ∈ C∞(R∗) fulfill
∣∣ϕ0(x)∣∣ ε|x|− 2α(k+1) , ∣∣ϕ1(x)∣∣ ε|x|− 2α(k+1)− 1k+1 . (2.4)
If ε > 0 is sufficiently small, then there exists a unique global solution of (0.1) in the space
X := {u ∣∣ u(x, t) ∈ C((R × R+) ∖ {|x| = φ(t)}), ‖u‖V  cε},
where
‖u‖V := sup
|x|=φ(t)
∣∣u(x, t)∣∣(|x| + φ(t)) 2α(k+1) .
It takes pointwise initial value u(x,0) = ϕ0(x) while ut (x,0) = ϕ1(x) in C1([0,∞);D′(R)).
Corollary 2.3. In addition to the hypotheses of the theorem, suppose that initial functions are
homogeneous,
ϕ0(x) = c0|x|−
2
α(k+1) , ϕ1(x) = c1|x|−
2
α(k+1)− 1k+1 . (2.5)
If |c0| + |c1| is small, then there exists a unique self-similar solution of (0.1) in the space X.
Proof of Theorem 2.1. Consider a mapping
(Su)(x, t) = u0(x, t)+G
[
F(u)
]
(x, t).
We are going to prove that S is a contraction in X, so that Banach’s fixed point theorem gives the
result. The estimate for u0 is given by (2.2). To estimate G[F(u)](x, t) we note that since u ∈ X,
then
∣∣F(u)(x, t)∣∣ Cεα+1(|x| + φ(t))− 2(α+1)α(k+1) .
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above term. We start with
I1,−(x, t) :=
t∫
0
db
φ(t)−φ(b)∫
−φ(t)+φ(b)
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) (r + φ(t)+ φ(b))−γ
× (φ(b)− r + φ(t))−γ F(γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
.
It is easily seen that I1,−(x, t) = I1,−(−x, t). We are going to prove
Proposition 2.4. The function I1,−(x, t) satisfies the estimate
I1,−(x, t) Ck,α
(|x| + φ(t))− 2α(k+1) for all x ∈ R, t > 0, |x| = φ(t),
if 2 + α < kα and α  2.
Proof. In the next sections we are going to discuss several cases related to the location of the
points (x, t), x ∈ R, t > 0. We remind that for the point of singularity of the initial functions ϕ0
and ϕ1, that is for x = 0, the propagation cone is the set {(x, t) | x ∈ R, t > 0, |x| φ(t)}, while
the light cone is the set {(x, t) | x ∈ R, t > 0, |x| = φ(t)}. In fact, there are four cases:
(a) points are outside of propagation cone, far away from light cone, close to spatial axis, |x|
2φ(t);
(b) points are close to the time axis (“deep inside of the propagation cone”), that is −φ(t)/2 <
x < φ(t)/2;
(c) points are inside of propagation cone, far away from the time axis and close to the light cone,
φ(t)/2 |x| < φ(t);
(d) points are outside of propagation cone but far away from spatial axis, φ(t) < |x| 2φ(t).
3. Proof of Proposition 2.4. Estimate of I1,−(x, t)
Since 2γ < 1 and
0 (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))  1 (3.1)
one has
0 F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
 C (3.2)
for all r ∈ R, 0 b < t . Consequently, we have
98 K. Yagdjian / J. Differential Equations 236 (2007) 82–115I1,−(x, t) C
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ .
To estimate the inner integral
φ(t)−φ(b)∫
−(φ(t)−φ(b))
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ dr
we consider different cases. We start with points located far from the light cone.
(a) x > 2φ(t): In this case we derive
φ(t)−φ(b)∫
−(φ(t)−φ(b))
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ dr
 C|x|− 2(α+1)α(k+1)
φ(t)−φ(b)∫
−(φ(t)−φ(b))
((
φ(b)+ φ(t))2 − r2)−γ dr.
On the other hand, the last integral can be evaluated by incomplete beta function. (See, e.g. [3,
Section 2.5.3].)
φ(t)−φ(b)∫
−(φ(t)−φ(b))
((
φ(b)+ φ(t))2 − r2)−γ dr = (φ(t)+ φ(b)) 1k+1 B( (φ(t)− φ(b))2
(φ(t)+ φ(b))2 ,
1
2
,
2 + k
2 + 2k
)
.
That beta function can be represented and estimated via the hypergeometric function as follows
B
(
(φ(t)− φ(b))2
(φ(t)+ φ(b))2 ,
1
2
,
2 + k
2 + 2k
)
= 2φ(t)− φ(b)
φ(t)+ φ(b)F
(
1
2
,
k
2 + 2k ;
3
2
; (φ(t)− φ(b))
2
(φ(t)+ φ(b))2
)
 Cφ(t)− φ(b)
φ(t)+ φ(b)  C.
Thus we arrive at
φ(t)−φ(b)∫
−(φ(t)−φ(b))
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ dr  C|x|− 2(α+1)α(k+1) φ(t) 1k+1 .
Hence
I1,−(x, t) Ckt2|x|−
2(α+1)
α(k+1)  Ck,α|x|−
2
α(k+1)  Ck,α
(|x| + φ(t))− 2α(k+1) if x > 2φ(t).
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Next we consider points “deep inside” of the propagation cone.
(b) −φ(t)/2 < x < φ(t)/2:
Lemma 4.1. For all points (x, t) such that −φ(t)/2 < x < φ(t)/2 the function I1,−(x, t) satisfies
the estimate
I1,−(x, t) Ck,αφ(t)−
2
α(k+1)  Ck,α
(|x| + φ(t))− 2α(k+1) . (4.1)
Proof. A simple calculation shows that the function I1,−(x, t) is invariant with respect to dilation
scaling,
I1,−
(
λk+1x,λt
)= λ− 2α I1,−(x, t).
In particular, with λ = t−1 we obtain
I1,−(x, t) = (k + 1)−
2
α(k+1) φ(t)−
2
α(k+1) I1,−
(
x/
(
(k + 1)φ(t)),1).
Since −φ(t)/2 < x < φ(t)/2 we get for the argument y := x/((k+1)φ(t)) of the last function an
estimate |y| φ(1)/2. Now we are going to prove that I1,−(x,1) is bounded for all |x| φ(1)/2.
First, we note that
I1,−(x,1) C
1∫
0
db
φ(1)−φ(b)∫
−(φ(1)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − r2)−γ
due to (3.1). Then we note that the inner integral is an even function of the variable x,
φ(1)−φ(b)∫
−(φ(1)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − r2)−γ
=
φ(1)−φ(b)∫
−(φ(1)−φ(b))
dr
(∣∣(−x)− r∣∣+ φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − r2)−γ ,
and we can restrict ourselves to the consideration of nonnegative x, 0  x  1/(2k + 2) =
φ(1)/2. We use a change of variable to rewrite it as follows:
φ(1)−φ(b)−x∫
−(φ(1)−φ(b))−x
(|s| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − (s + x)2)−γ ds.
If φ(b) (φ(1)− x)/2, then we split that integral into three parts,
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−(φ(1)−φ(b))−x
(|s| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − (s + x)2)−γ ds = I1 + I2 + I3,
where
I1 :=
−φ(b)∫
−(φ(1)−φ(b))−x
(|s| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − (s + x)2)−γ ds,
I2 :=
φ(b)∫
−φ(b)
(|s| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − (s + x)2)−γ ds,
I3 :=
φ(1)−φ(b)−x∫
φ(b)
(|s| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − (s + x)2)−γ ds.
Due to the condition α + 2 < kα we obtain
I2  Ck
φ(b)∫
−φ(b)
(|s| + φ(b))− 2(α+1)α(k+1) Ckφ(b)− 2(α+1)α(k+1)
φ(b)∫
−φ(b)
ds C.
Next we estimate I1 as follows:
I1 C
φ(1)+x−φ(b)∫
φ(b)
(
s + φ(b))− 2(α+1)α(k+1) (φ(1)+ φ(b)− s + x)−γ ds
Cφ(b)1−γ−
2(α+1)
α(k+1)
φ(1)+x
φ(b)
−1∫
1
(z + 1)− 2(α+1)α(k+1)
(
φ(1)+ x
φ(b)
+ 1 − z
)−γ
dz.
One can easily evaluate the last integral in terms of hypergeometric function,
φ(1)+x
φ(b)
−1∫
1
(z + 1)− 2(α+1)α(k+1)
(
φ(1)+ x
φ(b)
+ 1 − z
)−γ
dz
= 1
φ(b)(2 + k)
(
φ(b)(1 + k)
1 + 2φ(b)(1 + k)+ x + kx
) 2(α+1)
α(k+1)
×
{
−2 4+3k2+2k φ(b)(1 + k)F
(
2 + k
,
2(α + 1)
,
4 + 3k
,
2φ(b)(1 + k) )2 + 2k α(k + 1) 2 + 2k 1 + 2φ(b)(1 + k)+ x + kx
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(
1 + x + kx
φ(b)+ φ(b)k
)− k2(1+k)
× F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
1 + x + kx
1 + 2φ(b)(1 + k)+ x + kx
)}
. (4.2)
The parameters of the hypergeometric functions due to the condition α + 2 < kα satisfy inequal-
ity
4 + 3k
2 + 2k −
2 + k
2 + 2k −
2(α + 1)
α(k + 1) > 0 (4.3)
that guarantee the boundedness of both hypergeometric functions. Thus, we conclude
I1  C
1
(2 + k)
(
(1 + k)
1 + 2φ(b)(1 + k)+ x + kx
) 2(α+1)
α(k+1)
×
{
−2 4+3k2+2k φ(b) k+22(k+1) (1 + k)F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
2φ(b)(1 + k)
1 + 2φ(b)(1 + k)+ x + kx
)
+ 2(1 + x + kx)
(
1 + x + kx
(k + 1)
)− k2(1+k)
× F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
1 + x + kx
1 + 2φ(b)(1 + k)+ x + kx
)}
 C.
It remains to estimate integral I3. We have
I3 = φ(b)1−
2(α+1)
α(k+1)
φ(1)−φ(b)−x∫
φ(b)
(
s
φ(b)
+ 1
)− 2(α+1)
α(k+1) ((
φ(b)+ φ(1))2 − (s + x)2)−γ d( s
φ(b)
)
so that
I3  φ(b)1−
2(α+1)
α(k+1)−γ
φ(1)−x
φ(b)
−1∫
1
(z + 1)− 2(α+1)α(k+1)
(
φ(1)− x
φ(b)
+ 1 − z
)−γ
dz.
On the other hand, one has
φ(1)−x
φ(b)
−1∫
1
(z + 1)− 2(α+1)α(k+1)
(
φ(1)− x
φ(b)
+ 1 − z
)−γ
dz
= φ(b)−1+ 2(α+1)α(k+1)+ k2(k+1) 1
(
(1 + k) ) 2(α+1)α(k+1)
(2 + k) 1 + 2φ(b)(1 + k)− (1 + k)x
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{
2
(
1
k + 1 − x
)− k2(1+k) (
1 − x(k + 1))
× F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
1 − x(k + 1)
1 + 2φ(b)(1 + k)− x(k + 1)
)
− 2 4+3k2+2k φ(b) k+22(k+1) (1 + k)
× F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
2φ(b)(1 + k)
1 + 2φ(b)(1 + k)− (1 + k)x
)}
.
Thus, in view of (4.3), we obtain
I3 
1
(2 + k)
(
(1 + k)
1 + 2φ(b)(1 + k)− (1 + k)x
) 2(α+1)
α(k+1)
×
{
2
(
1
k + 1 − x
) k−2−2k (
1 − x(k + 1))
× F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
1 − x(k + 1)
1 + 2φ(b)(1 + k)− x(k + 1)
)
− 2 4+3k2+2k φ(b) k+22(k+1) (1 + k)
× F
(
2 + k
2 + 2k ,
2(α + 1)
α(k + 1) ,
4 + 3k
2 + 2k ,
2φ(b)(1 + k)
1 + 2φ(b)(1 + k)− (1 + k)x
)}
 C.
If φ(b) (φ(1)− x)/2, then
φ(1)−φ(b)−x∫
−(φ(1)−φ(b))−x
(|s| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(1))2 − (s + x)2)−γ ds
 2
((
φ(1)− x)/2)− 2(α+1)α(k+1)
φ(1)−φ(b)∫
0
((
φ(b)+ φ(1))2 − r2)−γ dr
 C
φ(1)−φ(b)∫
0
(
φ(1)+ φ(b)− r)−γ dr
 Cφ(b)−γ
(
φ(1)− φ(b))
 C.
Lemma 4.1 is proven. 
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(c) φ(t)/2 < x < φ(t): Due to (3.2) we can estimate the hypergeometric function of the defi-
nition of I1,− by a constant and obtain
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
 C
φ(t)−φ(b)∫
−(φ(t)−φ(b))
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ dr.
We split the last integral into sum of two integrals I x−(φ(t)−φ(b)) + Iφ(t)−φ(b)x in accordance with
I x−(φ(t)−φ(b)) :=
x∫
−(φ(t)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ ,
Iφ(t)−φ(b)x :=
φ(t)−φ(b)∫
x
dr
(|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ .
For the first one we have
I x−(φ(t)−φ(b))  φ(t)
− α+2
α(k+1)
x/φ(t)∫
(φ(b)/φ(t))−1
(
x/φ(t)− s + φ(b)/φ(t))− 2(α+1)α(k+1)
× ((φ(b)/φ(t)+ 1)2 − s2)−γ ds.
We denote B := φ(b)/φ(t) < 1 and X := x/φ(t), where 0  B < 1 and 1/2  X < 1, respec-
tively. Thus, we have to estimate the following integral
IXB−1 :=
X∫
B−1
(X − s +B)− 2(α+1)α(k+1) (B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds
uniformly for all 0 B < 1 and 1/2X < 1. To this end we split it into two parts
IXB−1 =
X∫
(X − s +B)− 2(α+1)α(k+1) (B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds0
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0∫
B−1
(X − s +B)− 2(α+1)α(k+1) (B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds
and estimate IXB−1 as follows
IXB−1 
X∫
0
(X − s +B)− 2(α+1)α(k+1) (B + 1 − s)− k2(k+1) ds
+ (X +B)− 2(α+1)α(k+1)
1−B∫
0
(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds.
Consider now the first integral of the last inequality for α  2 and 4 < αk. One can choose p and
q with 1/p + 1/q = 1 such that 1 − kp2(k+1) = 0 and 1 − 2(α+1)qα(k+1) = 0. Then for all X and B such
that 1/2X < 1, 0 <B < 1, that integral can be estimated as follows
X∫
0
(X − s +B)− 2(α+1)α(k+1) (B + 1 − s)− k2(k+1) ds

( X∫
0
(X +B − s)− 2(α+1)qα(k+1) ds
)1/q( X∫
0
(B + 1 − s)− kp2(k+1) ds
)1/p
 Ck,p,q
(
1 +B1− 2(α+1)qα(k+1) )1/q(1 + (B + 1 −X)1− kp2(k+1) )1/p
 Ck,p,q
(
1 +B 1q − 2(α+1)α(k+1) + (B + 1 −X) 1p − k2(k+1)
+B 1q − 2(α+1)α(k+1) (B + 1 −X) 1p − k2(k+1) ).
Now, if we set
p = 2α(k + 1)
kα − 4 > 2, q =
2α(k + 1)
4 + kα + 2α < 2,
then
1
q
− 2(α + 1)
α(k + 1) > −
1
k + 1 ,
1
p
− k
2(k + 1) = −
2
α(k + 1) .
Hence
t∫
0
B
1
q
− 2(α+1)
α(k+1) (B + 1 −X) 1p − k2(k+1) db
t∫
0
B
1
q
− 2(α+1)
α(k+1) B
1
p
− k2(k+1) dbCt  φ(t)1/(k+1) (5.1)
and
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0
B
1
q
− 2(α+1)
α(k+1) db φ(t)−
1
q
+ 2(α+1)
α(k+1)
t∫
0
b
(k+1)[ 1
q
− 2(α+1)
α(k+1) ] db Ct  φ(t)1/(k+1). (5.2)
Next,
t∫
0
(B + 1 −X) 1p − k2(k+1) db = t (1 −X)− 2α(k+1) F
(
1
k + 1 ,
2
α(k + 1) ,1 +
1
k + 1 ,−
1
1 −X
)
.
Now, we apply formula (17) of [3, Section 2.1.4, p. 63] with z = 1/(1 −X) such that 2 z < ∞:
F
(
1
k + 1 ,
2
α(k + 1) ,1 +
1
k + 1 ,−z
)
= (
k+2
k+1 )(
2−α
α(k+1) )
( 2
α(k+1) )
z−
1
k+1 F
(
1
k + 1 ,0,
k + 2
k + 1 −
2
α(k + 1) , z
−1
)
+ (
k+2
k+1 )(
α−2
α(k+1) )
( 1
k+1 )(
k+2
k+1 − 2α(k+1) )
z
− 2
α(k+1)
× F
(
2
α(k + 1) ,
2
α(k + 1) −
1
k + 1 ,
k
k + 1 +
2
α(k + 1) , z
−1
)
.
Hence for α  2 the following function,
z
2
α(k+1) F
(
1
k + 1 ,
2
α(k + 1) ,1 +
1
k + 1 ,−z
)
= (
k+2
k+1 )(
2−α
α(k+1) )
( 2
α(k+1) )
z
2
α(k+1)− 1k+1 F
(
1
k + 1 ,0,
k + 2
k + 1 −
2
α(k + 1) , z
−1
)
+ (
k+2
k+1 )(
α−2
α(k+1) )
( 1
k+1 )(
k+2
k+1 − 2α(k+1) )
F
(
2
α(k + 1) ,
2
α(k + 1) −
1
k + 1 ,
k
k + 1 +
2
α(k + 1) , z
−1
)
,
is bounded for all 2 z < ∞. Finally
t∫
0
(B + 1 −X) 1p − k2(k+1) db φ(t)1/(k+1). (5.3)
The inequalities (5.1) to (5.3) prove the basic estimate
t∫
0
db
X∫
0
(X − s +B)− 2(α+1)α(k+1) (B + 1 − s)− k2(k+1) ds  φ(t)1/(k+1). (5.4)
Further
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1−B∫
0
(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds
= (X +B)− 2(α+1)α(k+1) 1
2
(1 +B) 11+kB
(
(1 −B)2
(1 +B)2 ,
1
2
,
2 + k
2 + 2k
)
.
Here B(z, a, b) is the incomplete beta function and
B(z, a, b) =
z∫
0
ta−1(1 − t)b−1 dt = a−1zpF (a,1 − b, a + 1; z).
It follows,
(X +B)− 2(α+1)α(k+1)
1−B∫
0
(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds  Ck,α. (5.5)
Hence due to (5.4) and to (5.5) for I x−(φ(t)−φ(b)) we have
t∫
0
db
x∫
−(φ(t)−φ(b))
dr
(
x − r + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ  Cφ(t)− 2α(k+1) .
Thus, we have proved the estimate
t∫
0
db
x∫
−(φ(t)−φ(b))
dr
(
x − r + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ
 Ck,α
(|x| + φ(t))− 2α(k+1) (5.6)
for all x and t such that φ(t)/2 x < φ(t).
To estimate Iφ(t)−φ(b)x with φ(t)/2 x < φ(t) we consider two cases. First we take a case of
φ(t)/2 x < φ(t) and x  φ(t)− φ(b), that is φ(b) φ(t)− x. Then
Iφ(t)−φ(b)x  φ(t)
− α+2
α(k+1)
1−(φ(b)/φ(t))∫
x/φ(t)
(
s − x/φ(t)+ φ(b)/φ(t))− 2(α+1)α(k+1)
× ((φ(b)/φ(t)+ 1)2 − s2)−γ ds. (5.7)
Denote B := φ(b)/φ(t) < 1 and 1/2X := x/φ(t) < 1, then the integral of the left-hand side
of the last inequality can be written and estimated as follows:
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X
(s −X +B)− 2(α+1)α(k+1) (B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds

1−B∫
X
(s −X +B)− 2(α+1)α(k+1) (B + 1 − s)− k2(k+1) ds.
Due to the condition α+ 2 < kα one can find p and q such that 1/p+ 1/q = 1, 1 − 2(α+1)q
α(k+1) > 0,
and 1 − kp2(k+1) > 0. Hence for 0 <B < 1 we obtain
1−B∫
X
(s −X +B)− 2(α+1)α(k+1) (B + 1 − s)− k2(k+1) ds

( 1−B∫
X
(s −X +B)− 2(α+1)qα(k+1) ds
)1/q( 1−B∫
X
(B + 1 − s)− kp2(k+1) ds
)1/p
 Ck,p,α
∣∣(1 −X)1− 2(α+1)qα(k+1) −B1− 2(α+1)qα(k+1) ∣∣1/q
× ∣∣(B + 1 −X)1− kp2(k+1) − (2B)1− kp2(k+1) ∣∣1/p
 Ck,p,α.
Finally
Iφ(t)−φ(b)x  Ck,αφ(t)
− α+2
α(k+1) if φ(b) φ(t)− x and φ(t)/2 x < φ(t). (5.8)
In the second case of φ(t)/2  x < φ(t) and x  φ(t) − φ(b), that is φ(b)  φ(t) − x, the
integral is nonpositive:
Iφ(t)−φ(b)x  0 if φ(b) φ(t)− x and φ(t)/2 x < φ(t).
The last estimate together with (5.8) implies
t∫
0
Iφ(t)−φ(b)x db Ck,αφ(t)
− 2
α(k+1)  Ck,α
(|x| + φ(t))− 2α(k+1) . (5.9)
Then (5.6) and (5.9) prove inequality
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
(
x − r + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ
Ck,α
(|x| + φ(t))− 2α(k+1)
and complete the consideration of (c).
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(d) Case φ(t) < x  2φ(t): Since due to (3.2) we can estimate the hypergeometric function
of the definition of I1,− by a constant, it remains to estimate an integral
φ(t)−φ(b)∫
−(φ(t)−φ(b))
(
x − r + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ dr. (6.1)
If we denote X := x/φ(t), B := φ(b)/φ(t), and m := 2(α+1)
α(k+1) , then the integral (6.1) is
φ(t)
− 2
α(k+1)− 1k+1
1−B∫
B−1
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds.
The variables B and X are subject to 0  B < 1 < X  2. Therefore we can split integral into
two parts,
1−B∫
B−1
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds
=
0∫
B−1
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds
+
1−B∫
0
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds. (6.2)
We choose numbers p and q such that 1/p+ 1/q = 1 and 1 −mp = 0, 1 − kq2(k+1) = 0. Then for
the second integral of the right-hand side of (6.2) we obtain
1−B∫
0
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds

( 1−B∫
0
(X − s +B)−mp ds
)1/p( 1−B∫
0
(B + 1 − s)− kq2(k+1) ds
)1/q
 Ck,p,q
(
1 + (X − 1 + 2B)1−mp)1/p(1 +B1− kq2(k+1) )1/q
 Ck,p,q
(
1 + (X − 1 + 2B)1/p−m)(1 +B1/q− k2(k+1) )
 Ck,p,q
(
1 + (X − 1 + 2B) 1p −m +B 1q − k2(k+1) + (X − 1 + 2B) 1p −mB 1q − k2(k+1) ).
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p = α(k + 1)
2 + α − ε, then
1 >
1
p
>
2
α(k + 1) +
1
k + 1 ,
1
p
−m+ 1
k + 1 > 0,
k + 1
q
− k
2
+ 1 > 0.
Hence, with some positive constant Ck we have
t∫
0
B
1
q
− k2(k+1) db = Ckφ(t) 1k+1 .
Then from φ(t) < x  2φ(t) we obtain
t∫
0
(X − 1 + 2B) 1p −m db = Ck,αt
1∫
0
(
x
2φ(t)
− 1
2
+ sk+1
)− 1
k+1 +ε1
ds,
where ε1 := ε(2 + α)2. On the other hand, 0 x2φ(t) − 12  32 with small positive ε implies
t∫
0
(X − 1 + 2B) 1p −m db Ck,αφ(t) 1k+1 .
To estimate the integral
∫ t
0 (X − 1 + 2B)
1
p
−m
B
1
q
− k2(k+1) db we use condition kα > 4. In fact, one
can evaluate that integral exactly in terms of hypergeometric function F(a, b; c; z) and apply (17)
of [3, Section 2.1.4] to derive its asymptotics as z → ∞. That approach shows that the following
estimates are sharp and that one cannot relax condition kα > 4 to kα > 2. Henceforth we simply
write
t∫
0
(X − 1 + 2B) 1p −mB 1q − k2(k+1) dbCk,α
t∫
0
B
1
p
−m+ 1
q
− k2(k+1) db Ck,αφ(t)
1
k+1 .
Thus, for the second integral of the right-hand side of (6.2) we have proved
t∫
0
db
1−B∫
0
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds  Ck,α,pφ(t) 1k+1 . (6.3)
Now, we consider the first integral of the right-hand side of (6.2). Since m> 0, then
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B−1
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds

1−B∫
0
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds
and (6.3) imply desired estimate
t∫
0
0∫
B−1
(X − s +B)−m(B + 1 + s)− k2(k+1) (B + 1 − s)− k2(k+1) ds  Ck,αφ(t) 1k+1 .
Thus, we have proved statement of proposition in the case (d), that is for all x and t such that
φ(t) < x  2φ(t). The proof of Proposition 2.4 is complete. 
7. The completion of proofs of Theorems 2.1 and 2.2
The completion of the proof of Theorem 2.1. Proposition 2.4 implies that operator S maps X
into itself provided that ‖u0‖V and ε of definition of space X are small. Indeed,
∣∣G[F(u)](x, t)∣∣
C
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
∣∣u(x − r, b)∣∣α+1((φ(b)+ φ(t))2 − r2)−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
C
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
((|x − r| + φ(b)) 2α(k+1) ∣∣u(x − r, b)∣∣)α+1
× (|x − r| + φ(b))− 2(α+1)α(k+1) ((φ(b)+ φ(t))2 − r2)−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
C‖u‖α+1V
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1)
× ((φ(b)+ φ(t))2 − r2)−γ F(γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
C(k,α)
(|x| + φ(t))− 2α(k+1) ‖u‖α+1.V
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∥∥G[F(u)]∥∥
V
 C(k,α)‖u‖α+1V . (7.1)
Hence
‖Su‖V  ‖u0‖V +C(k,α)‖u‖α+1V  ‖u0‖V +C(k,α)εα+1  c0ε.
To prove that S is a contraction we use the estimate
‖Su− Sv‖V 
∥∥G[F(u)− F(v)]∥∥
V
 C(k,α)
(‖u‖αV + ‖v‖αV )‖u− v‖V . (7.2)
To verify the last estimate we note that for the complex-valued functions u and v with α > 0
there are two inequalities,
∣∣|u|αu− |v|αv∣∣ (α + 1)|u− v|
1∫
0
∣∣l(u− v)+ v∣∣α dl
and
∣∣|u|α+1 − |v|α+1∣∣ (α + 1)|u− v|
1∫
0
∣∣l(u− v)+ v∣∣α dl.
From these inequalities one derives
(|x| + φ(t)) 2(α+1)α(k+1) ∣∣F(u)(x, t)− F(v)(x, t)∣∣
 (α + 1)[(|x| + φ(t)) 2α(k+1) ∣∣u(x, t)− v(x, t)∣∣]
×
1∫
0
[(|x| + φ(t)) 2α(k+1) ∣∣l(u(x, t)− v(x, t))+ v(x, t)∣∣]α dl
 C‖u− v‖V
(‖u‖αV + ‖v‖αV ).
Then
∣∣G[F(u)](x, t)−G[F(v)](x, t)∣∣
 C
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
((|x − r| + φ(b)) 2(α+1)α(k+1)
× ∣∣F(u)(x − r, b)− F(v)(x − r, b)∣∣)(|x − r| + φ(b))− 2(α+1)α(k+1)
× (r + φ(t)+ φ(b))−γ (φ(b)− r + φ(t))−γ
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(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
 C‖u− v‖V
(‖u‖αV + ‖v‖αV )
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
(|x − r| + φ(b))− 2(α+1)α(k+1)
× (r + φ(t)+ φ(b))−γ (φ(b)− r + φ(t))−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
.
Proposition 2.4 implies
∣∣G[F(u)](x, t)−G[F(v)](x, t)∣∣ C(k,α)(|x| + φ(t))− 2α(k+1) ‖u− v‖V (‖u‖αV + ‖v‖αV ).
Hence (7.2) is verified and Theorem 2.1 is proven. 
The completion of the proof of Theorem 2.2. The statement (i) of Theorem 1.1 implies u0 ∈ X
because of kα = 2α + 4 and 2 + α < kα.
Next we have to verify that solution u = u(x, t) of the integral equation takes the sec-
ond initial value in the sense of distributions. In fact, we have to check that the function
v(x, t) := G[F(u)](x, t) and its derivative vt (x, t), vanish at t = 0. Hence it remains to prove that
limt→0〈vt (·, t), χ(·)〉 = 0 for every given test function χ ∈ C∞0 (R). According to [34], function
v is a solution to the linear equation
vtt − t2kvxx = F(u).
In particular, v ∈ C2([0,∞);D′)(R). Moreover, with ck = (k + 1)− kk+1 2− 1k+1 we have
∣∣v(x, t)∣∣ ck
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
∣∣F(u)(x + r, b)∣∣((φ(b)+ φ(t))2 − r2)−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
.
On the other hand, (7.1) implies
∣∣v(x, t)∣∣ Ck,α‖u‖α+1V (|x| + φ(t))− 2α(k+1) .
In particular, for every given small positive number δ one can find number d > 0 such that
d∫
−d
∣∣v(x, t)∣∣dx Ck,α‖u‖α+1V
d∫
−d
(|x| + φ(t))− 2α(k+1) dx  δ for all t > 0.
For any interval [a, b] separated from zero and for t small, due to Lemma 4.1 [34] we obtain
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x∈[a,b]
∣∣v(x, t)∣∣ Ck
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
((
φ(b)+ φ(t))2 − r2)−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
 Ckt2.
In particular, v(x, t) → 0 in L1(R) as t → 0. Next we consider function
w(t) :=
∞∫
−∞
G
[
F(u)
]
(x, t)χ(x) dx
= ck
t∫
0
db
φ(t)−φ(b)∫
−(φ(t)−φ(b))
dr
( ∞∫
−∞
χ(x)F (u)(x + r, b) dx
)((
φ(b)+ φ(t))2 − r2)−γ
× F
(
γ, γ ;1; (−r + φ(t)− φ(b))(−r − φ(t)+ φ(b))
(−r + φ(t)+ φ(b))(−r − φ(t)− φ(b))
)
.
The function w = w(t) ∈ C2([0,∞)) solves ordinary differential equation
wtt − t2k
〈
v(·, t), χ(2)(·)〉= 〈F(u)(·, t), χ(·)〉.
For χ(x) such that 0 /∈ suppχ , the estimate |w(t)| ct2 together with
w(t) = twt (0)+w(0)+
t∫
0
dτ
τ∫
0
{
s2k
〈
v(·, s),χ(2)(·)〉+ 〈F(u)(·, s),χ(·)〉}ds
implies wt(0) = 0. Thus, we have checked that support of limt→0 vt (x, t) is {0}. Theorem 2.2 is
proven. 
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