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Abstract
The Use of Hand Bacteria as a Human Biometric Identifier
Amanda Holbert

Molecular and bio-molecular biometrics are an advancing field that involves the analysis of
a person’s unique biological markers at a molecular level to ascertain identity. Bacteria
communities found on the skin of the human hand have shown to be highly diverse and to
have a low percentage of similarity between individuals. The goal of this research effort is to
see if a person’s demographics, primarily ethnicity, share a relationship with the bacteria
communities that exist on their hand. A sample collection was carried out in which the left
and right inner palms of 250 individuals were swabbed to obtain a total of 500 bacteria
samples. Of these, 104 samples covering a range of age, gender, and ethnicity of the
participants, were sequenced using 150 paired-end multiplex reads on an Illumina MiSeq.
The reads contained the third hypervariable region DNA of the microbial 16S rRNA gene
commonly used for microbial identification. Sequences were analyzed using a combination
of commercial and custom bioinformatics tools. Results indicated that women that
participated in the sample collection had a 15.7% higher diversity of bacteria at the genus
level than men. Using a support vector machine with a 60% train and 40% test approach,
ethnicities of individuals who provided samples could be classified with a range of 64-93%
accuracy depending on the method used. Principal coordinate plots generated by using the
unique fraction (UniFrac) algorithm devised by Lozupone et al at University of Colorado at
Boulder showed that similar clustering appeared with people of Turkish, Asian Indian, and
Middle Eastern descent and less clustering with people of Caucasian and African American
descent. Although focused on a small subset of the human population with no temporal
variance in bacterial diversity explored, these results provide a basis for performing
identification based on human bacteria that can be expanded upon using time varying
sampling and other regions of the 16S rRNA gene.
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Chapter 1:
Introduction

1

Biometrics Methodologies

Biometrics is the measurement of human characteristics and traits for identification and
verification purposes. A biometric identifier is a measureable physical or behavioral characteristic
that is universally found, and, unique and permanent to an individual. These offer a reliable way
of identifying that person and can be easily captured and usually quick to evaluate. Physical traits
are traits such as fingerprints, palm prints, hand geometry, and face and iris recognition; gait and
voice are examples of behavioral biometrics. Biometric identifiers are becoming more preferred
and used for authentication management because these traits are harder to manipulate, share, forget
or lose unlike passwords and identification cards. Unlike forensics, which is applied by gathering
information from past events or situations such as criminal activity, biometrics deals with preevent situations like gaining access to a restricted location or verifying one’s identity. Fingerprints,
face, iris, and voice recognition are currently among some of the most common biometric traits
being used today. These traits are usually easily attainable, and the majority of the biometric
systems used to obtain this data are fast, cost-effective, and user-friendly [1].

Biometrics has made major advancements in the last decade, such as multi-modality
sensors with high image quality, low false match rate (FMR) recognition algorithms, and increase
in overall end-to-end system speed [2]. Even with better technology, there are still biometric
challenges that are difficult to overcome. For example, biometric traits such as fingerprints, facial
features and gait can be medically altered [3]. Fingerprints can be scarred, surgically switched, or
replaced by another part of the person’s skin or even by another person’s skin. Deformities,
degenerative diseases, or a major injury to a limb can cause the need for orthopedic attention such
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as surgery which could alter an individual’s gait. More than 23 million surgical and nonsurgical
cosmetic procedures were performed worldwide in 2013 according to International Society of
Aesthetic Plastic Surgery [4]. These procedures, especially ones that affect the jaw line, cheeks
and the shape and size of the face, have a big effect on facial recognition systems. Another factor
often affecting the collection of these biometric traits is lighting and environment settings. For
example, the majority of face recognition computing only performs well in settings with controlled
lighting and background, and standard face presentation [5] (i.e. frontal pose, no expression). Iris
and fingerprint quality is also reliant on controlled settings [1]. Low quality iris images can occur
when the sensor is out of focus, when there is eye movement (causing blurred images) and
occlusion (caused by eyelids, lashes, etc.). Low quality fingerprint images can occur when the skin
on the finger is too dry or when there is too much moisture.

Soft Biometrics

One subset of the previous traditional biometrics are soft biometrics. These traits are
usually established over time and may lack uniqueness, permanence and may not be universally
available like traditional biometrics [6]. Soft biometrics, like traditional biometrics, can be based
off of physical or characteristic features. Physical features are traits such as a person’s height,
weight; skin color, hair color, eye color and scars or marks. Behavioral and adhered characteristic
features are traits such as a person’s keystroke, handwriting, clothing, accessories, and tattoos. Soft
biometrics may be used to aid traditional biometrics to differentiate someone by downsizing a data
set of a group of people and reducing computational time, but are not reliable enough to be used
to identify someone alone.
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Molecular and Soft Bio-Molecular Biometrics

Molecular biometrics and soft bio-molecular biometrics is an emerging subset of
biometrics that uses unique molecular and biological markers to perform human identification.
Classes such as deoxyribonucleic acid (DNA) would be considered molecular biometrics, while
body odor and human microbes are soft bio-molecular biometrics. DNA has already been widely
used for identification in forensics (law enforcement, booking) and non-forensics purposes (border
crossing, familial identification). Both purposes generally involve gathering a DNA sample by
taking a buccal swab which collects cells from the inside of the individual’s cheeks. This sample
is used to generate a profile of the subject based on 13 short tandem repeats (STRs) that are found
in the DNA. DNA is ideal for identification purposes in that it can be gathered from not only cheek
cells, but from skin cells, hair cells, and any other area of the body.

DNA and soft bio-molecular traits are also beneficial from the traditional biometric traits
in that they are not as easily affected by physical alterations, are harder to spoof and they do not
require specific lighting or conditions to be collected. Recent technical advancements in portable
rapid DNA systems have pushed DNA processing times from weeks and hours down below one
hour. These systems are currently being used in trial applications in booking stations across the
US. Molecular markers can also be used to differentiate between identical twins. It used to be
assumed that identical twins had identical DNA, but recent discoveries show that they can be
distinguished by examining single nucleotide polymorphisms (SNPs) within the DNA [7].
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Along with differentiating genomic DNA, twins also possess different bacterial colonies.
Among the general human population, bacterial colonies have been shown to be unique on the skin
and throughout the body [8]. The activity of these bacteria is also what helps contribute to unique
odor components of the human body. Sweat which is originally odorless is consumed by skin
bacteria which then produces a byproduct. This byproduct is what causes a person’s odor. These
skin bacteria can be as dense as 107 bacteria cells per square centimeter [9]. Although skin bacteria
is not as ecologically rich as compared to the bacteria found in the mouth or intestines, it has been
shown to have a higher diversity. Individuals share more of the same type of bacterial communities
found in their mouth and intestines than compared to the communities found on their skin [10]
[11]. This diversity is large enough that skin bacteria has been evaluated for forensic identification
applications [12]. Studies have been able to match bacteria swabbed from an individual’s hand to
the bacteria found on that individual’s personal belongings. They can be easily be collected from
a surface that has been touched, or from simply swabbing a section of the skin. Bacteria are also
more robust to environmental exposure. From the same study [12], bacteria swabbed were left
untouched in an open container for two weeks before processing, the overall structure and
composition of the individual’s profile was left unchanged. This study demonstrated that bacterial
DNA is less prone to degradation than nuclear DNA in human cells.

Previously, because of lengthy processing time, cost of equipment, and training necessary
to prepare samples and evaluate data, these molecular markers had not been seriously considered
for biometrics. However, thanks to advancements in technology, such as next-generation
sequencing and more rapid DNA systems, emerging technologies are offering faster sequencing
and processing time for larger amounts of DNA and other biological samples. Within 5-10 years,
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these systems will enable new forms of molecular biometrics, either as stand-alone methods of
identification or in a supplemental role to existing, mature biometric identification systems.

1.1 Human Bacteria and Bacteria-Based Identification

Gut Bacteria

The microbes residing in the gut have a profound influence on human physiology and
nutrition. Gut microbes are so essential to the body for digestion, immune response and creating
enzymes that they are considered a virtual organ [13]. Like any organ, an individual’s genetic
makeup as well as the environmental conditions that they live in, and the individual’s age directly
affect an organ. These conditions also hold true about an individual’s gut microbes, which are also
directly affected [14] [15]. These results suggest that the gut bacteria in the human body are similar
to the individual’s genetic traits [11]. Although results show there is a high affiliation between gut
bacteria and an individual’s genetic makeup, which would lead to a great biometric recognition,
the collection of gut bacteria is not easily accessible. The collection of gut bacteria is primarily
obtained via fecal samples, this method is not as amenable to biometric applications as bacteria
collected from the skin.

Oral Bacteria

The microbes that reside in the oral cavity are a diverse, abundant and complex community
but are also one of the more stable bacterial regions of the human microbiome [11]. The ethnicity
6

of an individual has been able to be determined based off of specific bacterial communities found
in the oral cavity [16]. Analysis of oral bacterial communities collected from 192 individuals who
were either non-Hispanic black, non-Hispanic white, Chinese or Latino proved to predict the
individuals’ ethnicity with a 62% accuracy. These results were found by analyzing variable regions
V1–V3 and V7–V9 of the bacterial 16S rRNA gene were sequenced using multiplexed 16S
pyrotag sequencing. The prediction of individual ethnicity was determined by using a Random
Forest machine-learning classifier. Observations showed that the ethnicity of an individual was
best observed by the bacteria that were more influenced by the individual’s genetics rather than
the bacteria that were associated with the individual’s food intake or hygiene. Although collection
of oral bacteria is also a potential biometric application, oral bacterial swabbing could be
considered an invasive form of collection when considering typical usage such as daily access
control.

Skin Bacteria

The microbes that reside on the human skin were once thought of as being harmful to the
body, but with advances in research and projects such as the Human Microbiome Project [11], a
better understanding of skin bacteria has been revealed [17]. These microbes have shown to help
the human body and the skin’s immune system by preventing transient pathogens from colonizing
on the skin surface [9] [17]. Also from the Human Microbiome Project results revealed that the
skin contains a high diversity of bacteria. Unlike the gut and oral bacterial diversity, the skin
bacterial diversity is more diverse between different skin environments. This means there is more
variation between different skin locations, unlike the oral and gut which have the same diversity
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within those regions. This high degree of variation, as well as the non-invasive nature of collection
compared to gut and oral bacteria, makes skin bacteria a potential use for a biometric application.

1.2 Skin Bacteria Forensics

The palm of the hand is a skin region that is known to contain a high level of bacterial
diversity due to its frequent exposure to different surfaces and environments. Even with exposure
to varying conditions such as temperature fluctuations, soaps, lack of constant moisture, and
ultraviolet radiation, an individual’s hand bacterial communities have been shown to contain the
same amount of bacterial consistency over time [10] [18] [19]. In a study performed by the Fierer
group at the University of Colorado at Boulder, who analyzed the 16S rRNA gene via multiplex
pyrosequencing [10], it was observed that the diversity of skin bacterial communities found on the
palm surfaces of individuals was quite large. A total of 4,742 different phylotypes were identified
across the 102 sample set. The study also revealed that women had a higher level of bacterial
diversity than that of men and that certain bacterial groups are more abundant on one gender
compared to the other. Although some of the bacteria groups were found on all hands, the bacteria
samples still revealed to be extremely different. The similarities between two individuals displayed
only a 13% similarity and only a 17% similarity between an individual’s left and right hand. These
similarity scores were calculated by using the unique fraction (UniFrac) measurement [20] [21].
UniFrac measures the phylogenetic distance between sets of bacteria groups in a single rooted
phylogenetic tree. This tree contains bacteria from two or more different samples or environments,
the more unique the samples are than the higher uniqueness score is assigned between those two
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samples. In this case, a sample would be all the bacteria collected from one hand. More details on
this UniFrac algorithm is explained in Chapter 2.

The bacteria found on the hand has also been used as a forensic tool to link individuals to
their personal belongings [12]. Bacteria that were swabbed from individuals’ fingertips and their
keyboard keys, along with additional keyboards from other individuals and random public
keyboards, showed that the bacterial communities on a subject’s fingertips and the communities
on their keyboard were far more similar to each other than the communities found on other
individuals’ fingertips and keyboards. Additionally, this study [12] collected skin bacteria samples
that were either stored immediately at -20°C or left in open containers at approximately 20°C for
two weeks. The results displayed slight difference during analysis and the bacteria samples left in
open containers were still able to be matched to the individuals that they were collected from. This
revealed that skin bacterial communities can reside unchanged on touched objects for a lengthy
amount of time.

Since study [12] showed that bacteria can reside on surfaces for at least two weeks, it is
not unexpected that people in the same household would have more shared bacteria than
individuals outside of the household [22]. Observations on 17 families equaling to 159 individuals
in study [22] found that there are higher similarities between family members in the same
household than to other individuals outside of the family. These observations were gathered by
identifying the bacteria by using the second hypervariable (V2) region of the bacterial 16S rRNA
gene using multiplex DNA sequencing with Illumina. After bacterial identification the statistics
were calculated by using the UniFrac algorithm that has been previously mentioned. Although
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observations indicated there are more shared bacteria with members in the same household, it also
showed that there is still a sufficient amount of uniqueness between the individuals with an average
of around 60% uniqueness.

1.3: Problem Statement and Thesis Organization

The main goal of this research is to establish a basis for the use of hand bacteria as a biometric
identifier by analyzing the third hypervariable region (V3) of the bacterial 16S ribosomal RNA
(rRNA) gene collected from the palm of a hand. The V3 region can be used to distinguish a large
population of bacteria down to the genus level [23]. After identifying the bacteria species present
in the skin bacteria samples, the goal is to discover if this information will produce similar results
in uniqueness and gender diversity to previous studies, primarily studies [12] and [22]. It is also
desired to discover if a person’s demographics (their ethnicity, gender, and age) shares a
relationship with the cohabiting skin bacterial communities. The main tasks associated with these
goals are:

1. Data Collection: Swabbing left and right inner palms of participants to collect skin bacteria
2. Sample Preparation: Isolating DNA from bacteria samples and amplifying target region
3. Genomic Sequencing: Performing 150 bp paired-end multiplexed sequencing
4. Bioinformatics Analysis: Classifying and analyzing sequence data with open-source
software
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Knowing that processing large amounts of data can be done in a reasonable amount of time
due to technology advancements and that skin bacteria have been proven to be unique enough to
be used on a forensic level, it is also desired to see if bacterial colonies collected from the human
hand are unique enough to be used as a biometric identifier.

Thesis Organization

Chapter 2 explains the principle and reasoning on why the bacteria region of interest is
important and valuable, and what tools were decided on to be the best to process and analyze this
area. Chapter 3 describes in detail the process of the sample collection and the preparation that
occurred to extract the best data for analysis. Chapter 4 covers the bioinformatics pipelines that
were described in the second chapter and how these tools were used to analyze the data. Chapter
4 also covers the initial results from the first data set analyzed. Chapter 5, the results and conclusion
chapter, covers the findings from the remaining processed data and the conclusions that were made
about this data and finally Chapter 6 covers the thesis summary and the next phases for this area
of work.
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Chapter 2: Theory
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This chapter begins by giving a background understanding of molecular compounds in
bacteria which helps describes the purpose and importance of the region of interest for identifying
bacteria. This chapter also covers how this area will be processed, and what bioinformatics tools
will be used to analyze the processed data.

2.1 16S Ribosomal RNA

Ribosomes are complex structures found in all living organisms. In bacteria cells,
ribosomes consist of two subunits called the 30S subunit and the 50S subunit that make up the 70S
ribosome (Fig. 2.1). The ‘S’ in 30S, 50S and 70S stands for Svedberg unit. A Svedberg unit is a
non-SI unit for sedimentation rate and is a measure of time. This rate measures how fast a particle
takes to travel and settle to the bottom of a test tube under centrifugal force. One Svedberg unit
equals 10-13 seconds [24]. So the larger the S number is the larger the particle. The small ribosomal
subunit, the 30S subunit, which reads in RNA contains a gene called the 16S ribosomal RNA (16S
rRNA) gene. The DNA that encodes for this gene is approximately 1,500-1,600 base pairs in
length. This gene exists in nearly all bacteria and is a highly conserved region, meaning it rarely
is transferrable between other bacterial species. Although it is highly conserved, it still exhibits
enough variability to reveal informative differences between different bacterial species. The
function of this gene itself has also not changed over time, showing that random sequence changes
are an accurate measure of evolution [25] [26]. All of these factors make this gene a widely used
area for studying bacterial phylogeny and taxonomy.
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The 16S rRNA is made up of nine different hypervariable regions (Fig. 2.2). These
hypervariable regions show considerable sequence diversity among different bacterial species
and are commonly used for bacteria classification. Although not one region can distinguish the

difference between all bacteria, nor can any one region identify down to the species or sub-species
level, certain regions do provide more information than others for specific bacterial identification
tasks. In this thesis, just the V3 region was analyzed for bacterial identification. This region is
located around nucleotides 433-497 (approximately 60 bps in length) of the 16S rRNA and is one
of the most suitable and most popular regions for identifying majority of bacterial species down to
the genus level [23]. This region was combined with other regions in a couple of the previous
studies for bacterial classification. To recap, the forensics and handedness study [10] [12] analyzed
the whole 16S region, which contains all nine variable regions, the cohabiting family members
study [22] used just the V2 region, which has also shown similar results in classification and the
study involving oral bacteria [16] used combinations of V1–V3 and the V7-V9 regions.

Figure 2.1: Assembly of the 70S ribosome found in Bacteria
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Figure 2.2: Breakdown of the conserved and variable regions of the 16S rRNA gene.1

2.2 DNA Sequencing

To be able to use the V3 region for classification, the DNA that encodes it must be
sequenced. Sequencing is any process that determines the precise order of the four nucleotides
(Adenine ‘A’, Thymine ‘T’, Guanine ‘G’, and Cytosine ‘C’) within a given DNA strand.
Sequencing technology has advanced significantly since the early 1970s when the first DNA
strands were sequenced [27]. The first-generation iterations of sequencing systems were very
costly and could cost more than a $1 per base pair (nucleotide pair) to sequence (Fig. 2.3). In 1987,
the first automatic sequencing machine, the AB370, could only detect 96 bases at a time, had a
read length of 600 bases, and could process about 500K bases in a day [28]. To put this in
perspective, a typical bacterial genome has between ~140 kbp [29] to ~13 Mbps [30] while a
human genome has a length greater than 3 Bbps. With rapid advancements in technology, the
development of a new generation of sequencers (NGS) dubbed the ‘next-generation’ fulfilled the
need to lower the cost of sequencing and produce larger and faster throughput by having the ability
to parallel process sequences. These new instruments can now sequence up to 600Gb per run
(Illumina HiSeq 2000) with read lengths of up to 900 bases in less than 3 hours (Sanger 3730xl)
[28].

1

Modified from www.alimetrics.net
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Figure 2.3: Cost and technology evolution of DNA sequencing and synthesis over a 30 year span.
The change in color represents the introduction of NGS. Graph modified from Carr et al [31].

Even with these great improvements, classification accuracies of the data are still highly
dependent on the quality and length of the DNA target region and the instrument being used.
Common NGS methods include pyrosequencing by 454 Life Sciences (released in 2004),
sequencing by ligation by Sequencing by Oligo Ligation Detection (SOLiD) but was purchased
by Applied Biosystems in 2006, and sequencing by synthesis by Illumina (released in 2006) [28].
These methods all have their advantages and disadvantages. For instance, pyrosequencing can still
be expensive, but it is fast and can do long read lengths (approx. 700 bps). With about 1M reads
per run, ligation is a slower method, but cheaper and reads very short sequences (approx. 50) With
around 1B reads per run, sequencing by synthesis is also considered expensive but can accomplish
read lengths between 50-300 bps with around 600 Gb of output per run [32] [33].

16

For this project, sequencing by synthesis by Illumina, which is also the most common
technique used worldwide, was chosen to sequence the V3 region of the bacteria samples. As
previously stated, Illumina is most accurate in classification for shorter read lengths (50-300 bps)
like the V3 region. Illumina’s Miseq instrument is the only next-generation sequencer that can
integrate amplification, sequence, and perform data analysis (base calling, alignment, variant
calling, and reporting) all in one instrument [34]. It can also output up to 15B nucleotides of 300
bp paired-end reads in less than 3 days. Paired-end sequencing is the process of sequencing both
ends of the same DNA fragment where with single-end sequencing is the process of only
sequencing one end of the same fragment. Paired-end reads create high-quality alignable
sequences because there is overall more coverage of the fragment. Originally paired-end
sequencing did not overlap. Although a section of the fragment would be missing there would still
be information about the orientation and the segment missing because of the two reads. With the
new changes, the Miseq can sequence more length to the reads which causes the forward and
reverse read to overlap in information, as shown in Fig. 2.4. This allows the two sequences to be
stitched together and create one complete read.

Figure 2.4: Visual of paired-end sequencing. Both strands of a DNA fragment are read to x
amount of base pairs. This outputs two reads, a forward and reverse read. These overlapping
sequences are then used to make a new compete read of the DNA fragment.
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2.3 BaseSpace

The Miseq and other Illumina instruments not just sequence data but offer tools to analyze,
archive, and share the data generated by the instrument. BaseSpace is known as Illumina’s
genomics computing environment for next-generation sequencing data analysis. It can be offered
in both cloud and as an onsite format. Since the data for this project was going to be sequenced at
a different location, the sequencing cloud would be the best option in receiving the bacteria DNA
data. With BaseSpace, the data from the Miseq instrument is streamed and transformed into files
that can be accessed by anyone who has been given permission to that particular project. The data
from a sample set is uploaded to BaseSpace as a .BLC file. This .BLC file can be converted and
demultiplexed into individual sample files called FASTQ files (Fig. 2.5). FASTQ files are a textbased file that contains all the sequences that was gathered from one sample. For the data presented
in this thesis, one sample would be all the bacteria DNA that was able to be sequenced from one
hand. The FASTQ file has four lines of text for each sequence as displayed in Fig. 2.6. The first
line is the sequence name or also called the sequence identifier, the second is the sequence read
itself, the third line is just a plus sign, and the fourth is the Phred quality score (more on this in
Appendix E) symbol which represents each nucleotide base in the sequence from the second line.
The quality scores are in ASCII format and a character is assigned to each letter in the sequence.
The better the sequence quality the higher the ASCII character will be.
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Figure 2.5: Process of BaseSpace cloud. Pooled samples are sequenced on sequencer then
uploaded to BaseSpace where they are sorted and classified2.

Figure 2.6: Snippet of a forward and reverse FASTQ file. The first line is the sequence identifier;
the second is the sequence read, the third a plus sign, and the last line is the quality score of each
base in ASCII format

2

Image from http://developer.basespace.illumina.com/docs/content/documentation/getting-started/overview
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After the FASTQ files are created, BaseSpace has a 16S metagenomics workflow that
identifies the bacteria sequences using a high-performance implementation of the ribosomal
database project (RDP) classifier, which is a Naïve Bayesian taxonomic classification algorithm
[35]. This classification process involves matching short subsequences of the sequences (called
words) to a set of 16S reference sequences that come from a version of GreenGenes database. The
accumulated word matches for each sequence are used to assign reads at a particular taxonomic
classification. Classification can be determined down to the genus level depending on the quality
of the sequence. This information is stored in a text file (*.txt.gz) for each sample. From this
information another text file is created for each sample called a classification file. This file is a
summary that provides the total number of classification clusters for each sample at each taxonomy
level. An example of each file is shown in Fig. 2.6 and 2.7 respectively [36] [37].

Figure 2.7: Snippet of the breakdown of classification confidence percentage
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Figure 2.8: Snippet of a classification file that provides a summary for a sample. The file
provides information on how many OTUs were identified and their percentage at each taxonomy
level.

2.4 Mothur Software

Mothur is a single piece of open-source, expandable software that seeks to fill the
bioinformatics needs in the microbial ecology community. The software was developed by a
software development team from the University of Michigan in the microbiology and immunology
department. Mothur is most often used as a bioinformatics tool for analyzing 16S rRNA gene
sequences and can be easily used to analyze the data generated from Illumina’s Miseq and other
instruments. It comes in multiple executable formats along with graphical user interfaces (GUI)
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for Mac OSX, Linux, and Windows. After installation, Mothur provides a numerous amount of
sequence processing commands.

These set of tools allow the user to run sequence analysis pipelines that can carry out
different approaches such as operational taxonomic unit (OTU) based and hypothesis testing.
OTU-based testing enables the user to analyze the frequency distribution of sequences using a
variety of methods. These methods provide quantifying of ecological features such as richness,
diversity, and similarity. The hypothesis testing command provide different methods that allows
the user to determine whether there is sufficient evidence that the structure of the data is more
extreme than expected by chance and in contrast to OTU based, do not indicate a level of similarity.
These commands all have their own wiki page that allows the user to better understand the purpose
of a command, what variables are needed and what the output will be [38].

2.5 UniFrac Algorithm and Web Application

UniFrac is a dissimilarity algorithm implemented by Lozupone et al. that uses phylogenetic
information to compare the β-diversity [39] between microbial communities collected from two
different environments [20]. β-diversity differs from α-diversity in that β-diversity looks at the
differences between species from different environments while α-diversity looks at the differences
between species within an environment. For example, skin is an environment that often contains
a rich microbial β-diversity, while the throat and gut would be considered a rich α-diversity
environment. The UniFrac algorithm measures the uniqueness between environments by looking
at the branch lengths within a single rooted phylogenetic tree. The phylogenetic tree must contain
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species from at least two environments (Fig. 2.9). A phylogenetic tree is a diagram that shows the
evolutionary relationships among various species based off of their genetic makeup. A branch
leading to an operational taxonomic unit (OTU) that is found in both environments is marked as
“shared” and branches leading to an OTU which is only found in one of the environments is
marked as “unshared”. If all branches are unique between two environments then the distance
score for those two environments would be 1.0. If the two given environments were identical, then
they would receive a score of 0. UniFrac can be applied in two forms, unweighted and weighted.
The unweighted UniFrac algorithm looks at just the qualitative difference between OTUs, while
the weighted UniFrac algorithm takes in consideration of OTU abundance (quantitative). If there
are twice as many OTUs in one environment compared to another environment then the smaller
environment would be weighted twice as much as the other environment.

𝑢𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑈𝑛𝑖𝑓𝑟𝑎𝑐 𝑣𝑎𝑙𝑢𝑒 = ∑𝑁
𝑖 𝑏𝑖 ∗ |𝐴𝑖 − 𝐵𝑖 | ,

𝐴

𝐵

𝑖
𝑖
𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑈𝑛𝑖𝑓𝑟𝑎𝑐 𝑣𝑎𝑙𝑢𝑒 = ∑𝑁
𝑖 𝑏𝑖 ∗ |𝐴 − 𝐵 | ,
𝑇

𝑇

Equation 2.1

Equation 2.2

Equation 2.1 describes the unweighted UniFrac algorithm where N is the total number of
branches in the tree, bi is the length of branch i, Ai and Bi are the number of descendants of branch
i from environment A and B respectively. Equation 2.2 is the weighted UniFrac algorithm which
takes in account for OTU abundance. AT and BT are the total number of sequences from
environment A and B. In order to control for unequal sampling effort, Ai and Bi are divided by AT
and BT.

23

Figure 2.9: UniFrac scoring, red and blue branches indicate different samples. Green branches
represent shared branches. If two samples are identical than the UniFrac score would be 0.0.

UniFrac is also a web application that provides additional sets of tools for comparing
microbial communities using the dissimilarity scores generated from the algorithm. The UniFrac
web application allows the user to not only determine if the environments in the tree have
significantly different microbial communities, but to also see if there are certain factors that cluster
the communities in the environments and to provide graphical visualization of the different
environments amongst each other. The application allows the user to perform these analyses on up
to 100K unique sequences, up to 200 unique environments, and to perform significance test based
on up to 1K tree permutations [40] [41].

The application requires three input files from the user. The first is the phylogenetic tree
which is required to be constructed in Newick format. This format is a common method for
constructing phylogenetic trees and consists of commas and parentheses to separate out the
distances and OTU names. This tree can be created by using open source applications such as the
Mothur software that was previously described. The tree also must contain a minimum of three
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different environments. For this research, one environment would be the bacterial communities
collected from one hand swab. Along with the tree file, a text file containing what OTU sequences
came from which environment and how many times each OTU occurred in each environment is
needed. Fig. 2.10 gives a visual of how this file is created. This allows the application to distinguish
the difference between the samples in the tree and lastly, another text file that shows relationships
between the samples that the user would like to see in comparison against such as the location or
temperature of that location that the microbes were collected. For this study, categories for
comparison would be the demographic information that was gathered from the individuals during
the collection.
Original Samples

Sorted and Matched

Environment File

Figure 2.10: Visual of how the environment file is created for UniFrac application

Fig. 2.9 gives a visual of sample phylogenetic tree that contains two completely unique
samples (left side) and another that has a 50% similarity (right side). The distance matrix can then
be used to perform two other options that show a better visual of how the samples compare against
one another. The first is a clustering option that creates a new phylogenetic tree based on the

25

phylogenetic lineages that the samples contain. For this, if the distance score between two samples
were low than these samples would cluster closer to each other in the tree than if the distance
between them was greater. The second option is a diagram called a principal coordinate analysis
(PCoA) plot that takes the distance matrix and creates a new Euclidean matrix to plot the samples
as points. This diagram uses the category file to show how the different groups or demographics
relate to one another. Fig. 2.11 shows sample plots for both of these options.

Figure 2.11: (Left) Sample clustering tree (Right) Sample PCoA plot.
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2.6 Support Vector Machines

In machine learning, support vector machines (SVM) are a form of supervised learning
models. SVM’s are used for recognizing patterns in data taken from two categories. These patterns
are then used to classify the data into either one or the other category. To use SVM, the classifier
has to be trained on a sample subset of the data, this allows the classifier to know what patterns
belongs to what category. The classifier uses an optimization method [42] to identify support
vectors si, weights ai, and bias b that classify vectors x using the following equation,

𝑐 = ∑𝑖 𝑎𝑖 𝑘(𝑠𝑖 , 𝑥) + 𝑏,

Equation 2.3

where k is a kernel function, in the case of a linear kernel, k is the dot product. If c ≥ 0, then x is
classified as a member of the first category, otherwise it is classified as a member of the second
category. This SVM classifier structure created from the training set is used to predict the
classification of the remaining vectors x called the test set.
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Chapter 3: Sample
Collection &
Preparation
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This chapter begins by covering the process in obtaining approval from the Institutional
Review Board (IRB). Next, it goes over a detailed description on what information and biometrics
were gathered from participants and what procedures were used to collect this data. Lastly, this
chapter provides charts showing the demographics of the total sample set and the subset of
individuals used for the bacterial identification.

3.1 Implementation

The hand bacteria project was part of a larger research effort that had two specific goals.
The first goal was to evaluate the regions of human genomic DNA that encode for facial features
such as eye color, hair color, nose, ear lobe shape, and etc. and use this information to construct a
pseudo-code image the individual. The second goal, which is the basis of this thesis, was to
evaluate the bacterial colonies that are found on the human hand as used as a biometric identifier.
An additional sub goal was to see if hand bacteria had any relations to health and medical
conditions.

To accomplish these goals a sample collection protocol was developed to gather blood
samples, hand swabs, facial images and medical history information of at least 200 individuals,
male and female of diverse ethnicity, that were of the age 18 or older. Obtaining this large
collection size would allow for a better data set which in hopes would then allow for a better insight
into how the samples compare against one another and also provide a better understanding on how
the information can be used for identification and health purposes. The following section covers
details of the collection process that was approved under IRB no. H-23693.
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3.2 Collection Process

Data collection began in September of 2012 and lasted for approximately three months.
Participants were contacted via email based on previous studies where they opted for future contact
about new data collections, and were provided a website and phone number so that they could
contact and schedule their appointment. The collection was carried out at West Virginia
University’s Health Sciences Center. This location houses the WVU’s Student Medical Center and
is connected to the Ruby Memorial Hospital, which is WVU largest hospital facility. This location
allowed access to fast medical assistance in case of an emergency during a participant’s
appointment. Once a participant arrived to the collection site they were given a consent form where
a co-investigator explained what would be occurring during the collection. A copy of this form is
provided in Appendix A. Once the participant completed the consent form they were then enrolled
into a database where a random number was assigned to them and additional demographics and
physical appearance information was gathered. Once enrolled, the participant filled out three
questionnaires that asked about the individual’s medical history, their handedness, and hand
washing. These questionnaires are located in Appendix B.

Next 2-D face images were taken. The participant was asked to stand in front of a gray
backdrop and face a commercial digital camera. During the pictures participants were asked to not
show any facial expressions. Five different images were taken at five different angles, the angles
were at -90°, 45°, 0° (frontal pose), 45°, and 90°. After the images were gathered the participant
was then taken into a connecting room to have their hands swabbed and blood drawn. The first
procedure was the swabbing of the hands. This was done by taking the end of a cotton swab that
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was dipped into a double distilled water solution containing 0.15 M NaCl and 0.1% polysorbate
20 (also known as Tween 20), which is a non-toxic cleaner that helps lift the bacteria from the skin
[43]. The cotton swab had been sterilized prior to collection by being wrapped in aluminum foil
and autoclaved. The personnel swabbed the entire inside of the participant’s hand while rotating
the cotton tip. After swabbing, the head of the tip was placed inside a 2 ml bead solution tube from
an Ultraclean Plant DNA Isolation Kit (MO BIO Laboratories, Carlsbad, CA, USA), (Appendix
C) and then cut with sterilized scissors. A new cotton swab then used for the other hand. When
finished, the same procedure was followed as with the first sample. The tubes were then stored at
-80° C until DNA extraction. After the bacteria samples were collected the personnel changed
gloves and collected blood from the crease in the participants arm. This was done via venipuncture
using BD Vacutainer push button blood collection set that came with pre-attached holder and a
BD Vacutainer stretch latex free tourniquet. Approximately 6-8 ml of blood was drawn and stored
in BD Vacutainer 2ml EDTA plus blood collection tubes. These tubes were then stored at 4° C
until DNA extraction took place. This blood and the facial images would be used in trying to create
a pseudo code image of the individual based off of specific regions found in the DNA. If blood
was not able to be drawn from the participant but the participant allowed the personnel to attempt
once in each arm then the participant would still receive the $40 gift for completing the collection.

3.3 Demographics

At the end of the collection period there was a total of 255 individuals who took part in the
study. This number was increased from the original 200 due to not being able to receive blood
samples from roughly 30 of the participants. This was due to individuals having small veins, or
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veins that were not close to the surface of the skin making it difficult for the personnel to find. The
following charts provide a break-down of the demographics of the cohort of 255 participants, as
well as those of the 51 people whose bacteria samples were processed and sequenced.

Figure 3.1: Ethnicity of participants from collection of 255 individuals.
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Figure 3.2: Ethnicity of participants used for the bacterial identification subset group.

Figure 3.3: Distribution of gender and ethnicity of total collection.
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Figure 3.4: Participant’s gender and ethnicity of the subset group.

Figure 3.5: The total collection's age distribution.
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Figure 3.6: The age of participants in the subset group.

Over half of the participants who took part in the collection were Caucasian and between
the ages of 20-29. This is consistent with the ethnic and age distribution of the student and staff
population at WVU. The subset used for sequencing was intentionally selected to contain wellbalanced variation of ethnicity and gender. A well-balanced distribution of participant age was
harder to obtain due to fulfilling the variation of ethnicity and having a small sample set in the
older age groups.

3.4 Extraction and Isolation of Bacteria Samples

Before DNA extraction began on the collected hand bacteria samples, practice samples
were used to ensure maximum DNA extraction would be achieved. These samples were collected
from in-house staff members. Isolation was first completed by following the Ultraclean® Plant
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DNA Isolation Kit Protocol as written with no additional changes [44]. This kit was the same kit
that contained the 2 ml bead solution tubes that were used during the collection. Fig. 3.7 shows the
before and beginning results of the DNA isolation. In the right image, a solution was used to
separate the DNA from the remaining “junk” in the sample. The clear supernatant on top contains
the DNA while the white pellet in the bottom contains unwanted remains. After isolation the DNA
concentration was measured using a NanoDrop 1000 spectrophotometer (Thermo Fisher
Scientific, Waltham, MA, USA). The concentrations were based on an absorbance at 260 nm and
the concentrations of each sample was determined using the Beer-Lambert Law [45],

𝑐 = (𝐴 ∗ Ɛ)/𝑏,

Equation 3.1

where c is the nucleic acid concentration in ng/µl, A is the absorbance in AU, Ɛ is the wavelengthdependent extinction coefficient in ng-cm/µl and b is the path length measured in cm.

Figure 3.7: (Left) Collection tube prior to DNA isolation. (Right) Collection tube during
isolation, contains separated DNA supernatant and pellet of unwanted remains.
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The concentration results seemed low (below 0.4 ng/µl), but polymerase chain reaction
(PCR) amplification of the 16S rRNA gene was still carried out on the samples to see if enough of
the target region was present. To amplify the target region, primer set E8F and E1541R was used.
These primer sequences are located just inside the target region [46]. Primers were synthesized
by Eurofins Genomics (Huntsville, AL, USA). Using a 50 µl polymerase chain reaction (PCR)
reaction mixture, each mixture consisted of:



24.5 µl of ddH2O



10 µl of DNA template



10 µl of 5x HF Buffer (contains MgCl2) (New England Biolabs, Ipswich, MA, USA)



1 µl of 20 µM of each reverse and forward primer



2.5 µl of dimethyl sulfoxide (DMSO)



0.5 µl of Phusion Taq polymerase (New England Biolabs, Ipswich, MA, USA)



0.5 µl deoxynucleotide triphosphate (dNTP).

Settings for PCR using the MJ Mini Personal Thermal Cycler (Bio-Rad Laboratories,
Hercules, CA, USA) included an initial 95°C for 5 min, 30 cycles of 95°C for 45 sec, 51.4°C for
1 min and 72°C for 30 sec and a final extension step of 72°C for 7 min. PCR products were purified
using the PCR cleanup protocol from a Gel/PCR DNA Fragment Extraction Kit (IBI Scientific,
Peosta, IA, USA) (Appendix D). A 2% agarose gel for electrophoresis was prepared using 100 ml
of EDTA, 2.0 g of 2% agarose and 5 µl of ethidium bromide (EtBr). Wells were loaded with 5 µl
of DNA and 2 µl of Thermo Scientific 6X DNA loading dye. After gels were complete, they were
analyzed by using the Gel Doc XR (Bio-Rad Laboratories, Hercules, CA, USA). No DNA
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fragments appeared, which could have been caused by problems with the initial DNA extraction
method, inaccurate PCR procedure, or just too low of DNA concentrations overall. Due to these
results from the initial test extraction and amplification, Escherichia coli (E. coli) bacteria was
cultured to test and optimize the DNA isolation kit and the PCR amplification steps. The E. coli
bacteria is easily accessible and has a fast replication rate. This makes it a great positive control
and guaranteeing that a high concentration of bacteria would be initially present for processing. If
the DNA isolation kit was not able to extract the DNA from the E. coli samples then this would
show that there were problems with kit’s protocol. If a higher concentration in DNA was revealed,
but bands did not appear in the gel, then this indicates a problem within the PCR mixture or
amplification.

Figure 3.8: After isolation, the 16S region of the sample was amplified and then cleaned.
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Figure 3.9: Samples are cleaned, and quality and concentration are determined

3.5 Escherichia coli Control and Modification of Isolation Kit

The E. coli was cultivated beginning with previous ligated E. coli samples that were
stored at -20°C. Transformation on the E. coli was performed using the following steps:

1) Briefly centrifuge the ligation and put it on ice
2) Allow a tube of competent cells to thaw completely on ice
3) Once thawed, add 2 µl of ligation directly to competent cells and gently mix with pipette
tip.
4) Incubate on ice for 30 minutes
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5) Heat shock the tube in a 42°C water bath for 30 seconds then put back on ice
6) Add 250 µl of SOC Outgrowth Medium to the tube
7) Parafilm the tube and put it horizontally on the shaker for 1 hour at 255 RPM and set
temperature for 37°C
8) Spread XGal on an agar plate and allow it to soak in for 30 minutes at 37°C
9) Spread transformation onto the plate and incubate the plate for 37°C for around 16 hours

After incubation, 5-6 colonies were picked and placed in a 15 ml tube filled with SOC
Outgrowth Medium. Next, the tube was vortexed for 1-2 seconds and then placed on a rotating
rack inside the incubator. The tube was allowed to rotate overnight at 37°C. For DNA extraction
of the E. coli, approximately 1 ml of liquid E. coli was added to the 2 ml bead solution tube from
an Ultraclean Plant DNA Isolation Kit Mo Bio bead tubes. Isolation of the E. coli DNA was carried
out with no changes to protocol. After extraction, concentrations were much higher than the hand
swabs with approximately 13-16 ng/µl. An electrophoresis gel was ran on the unamplified E. coli
samples to see if the DNA was correctly extracted and to make sure other unwanted fragments
weren’t present. Fig. 3.10 shows this gel with the distinct bands. The same PCR amplification as
previously used was carried out but this time 3 different cycles were ran, 2 samples each for 10,
15 and 30 cycles. Fig. 3.11 shows the gel results. From this gel results, it was decided that 15
cycles of amplification, not 30, led to the best results.
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Figure 3.10: Gel from four unamplified E. coli samples. The first two wells contained 10 µl of
DNA and 2 µl of dye and the last two only contained 5 µl of DNA and 2 µl of dye. All four lanes
show the presence of DNA.

Figure 3.11: Gel from amplified E. coli samples. 15 cycles gave the best distinct bands (indicated
in highlighted region).
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Previously isolated hand bacteria DNA was re-amplified using the optimized number of
cycles, but again bands did not appear. A series of modified steps to the Ultraclean Plant DNA
Isolation Kit was then executed to find the best methods to extract the most DNA. These modified
steps included altering vortex times, wait times, and increasing amounts of supernatant transferred.
The following changes to the protocol yielded in the maximum DNA concentration from swabbed
test hand bacteria samples.

1) Prior to adding solution P1 samples were placed in the 65°C water bath for 5 minutes
2) Step 9, 500 µl of supernatant was transferred to a clean 2 ml collection tube
3) Step 14, 600 µl of supernatant was transferred to a clean 2 ml collection tube
4) Step 23, Milli-Q H2O was used for elution buffer instead of solution P5 and was left to
stand for 5 minutes before centrifuging.

3.6 Amplification of the V3 Region and Library Generation

After samples were isolated, amplified at the 16S rRNA gene region and then purified
using the PCR cleanup kit, the V3 region was amplified using forward primer 341F and modified
reverse primer 518R (synthesized by Eurofins Genomics, see TABLE I). These primers are located
just outside the V3 region [47] [48]. The modified reverse primer contained a unique six base pair
index e.g. CGTGAT, ACATCG, GCCTAA, which would allow for identification of each sample
during multiplexing [48].
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Table I: Bacteria Specific 16S rRNA and V3 Region PCR Primer and Sequence

1

Insertion of six bases “NNNNNN” is for a unique index

The same PCR reaction mixture that was used for the 16S rRNA was used again with the
exception for the exchange of the 16S rRNA primers for the V3 primers. Again, using the MJ Mini
Personal Thermal Cycler, PCR settings were an initial 5 min denaturation set at 95°C, 20 cycles
of 95°C for 1 min, 50°C for 1 min, and 72°C for 1 min and then completed with an extension step
set at 72°C for 7 min. Each library consisted of samples that could be identified by the unique
index present in the reverse primer. Samples were again purified using the IBI Scientific kit and
their concentration was determined using the NanoDrop 1000 spectrophotometer. Another step
that should have been carried out prior to the sample clean-up was to run an additional gel on each
of the samples to make sure the quality of the sample was determined and not just concentration.
Fig. 3.12 displays results that are good, marginal, and bad. The ‘marginal’ and ‘bad’ samples
should have been redone before continuing on with the following steps but were not. This is
because it was first thought if a sample concentration met requirements then the sample was fine
for sequencing. It was later, after these samples were sequenced, that it noticed it was necessary to
run the gels also on all the samples. The samples listed as ‘bad’ contain no band where the V3
target region should be shown meaning the target region was not properly amplified. Instead they
show a small band farther down the gel which is indication of primer dimers. Primer dimers are
by-products that can occur during the PCR cycles. Usually they occur when the primers bind to
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each other. The reagents instead amplify the primer dimers and inhibit the amplification of the
DNA target region. The ‘marginal’ samples contain a band present in the right part of the gel
showing that the target region was amplified but the gel also reveals the primer dimers which will
interfere with the sequencing and produce marginal results.

After just the concentration was determined, the samples were then each diluted to 20 ng/µl
accordingly. 5 µl of each sample was pooled and sent to the Genomics Core Facility at West
Virginia University for a 150 bp paired-end multiplexed sequencing using the Illumina Miseq (Fig.
3.13). Samples were loaded at a concentration of [8pM] following the guidelines provided by
Illumina for the MiSeq V2 reagent chemistry. After project runs were complete, the data was sent
to BaseSpace [36], Illumina’s next-generation sequencing cloud, for automatic analysis and
storage. Index reads and base call quality scores for each sample were written to two FASTQ
format files; one file for the forward run and the other for the reverse run. Due to some low and
bad quality samples, only 82 samples from the set were used for further evaluation. Like previously
stated, a gel ran on samples before being sent out could have prevented this.
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Figure 3.12: Examples of good, marginal, and bad quality samples

Figure 3.13: Illumina's Miseq Instrument3

3

Image from http://www.web.uri.edu
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Chapter 4: Data
Extraction & Analysis
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This chapter discusses what bioinformatics tools and methods were used to analyze the
data set derived from BaseSpace and what initial results were discovered with the first sample set.
It also describes what other methods and tools were used by the genome facility to create their own
pipeline to analyze the data set.

4.1 First Bioinformatics Method

The first method involved tools from BaseSpace, Matlab R2012b, Mothur, and UniFrac.
Fig. 4.1 shows a flowchart of the pipeline. The process began by using the FASTQ files created
from the data read by the Illumina Miseq. BaseSpace performed classification on the index reads
using a Bayesian classifier. The classification process involved matching short subsequences of
the reads to a set of 16S reference sequences from the Greengenes database. The accumulated
word matches for each read were used to assign reads to a particular taxonomic classification.
Summary statistics provide the total number of classified clusters for each sample at taxonomic
levels, kingdom to genus. Fig. 4.2 shows a pie chart generated by BaseSpace displaying the
percentage of OTUs at each level. The chart displayed in this image is the genus level. After the
FASTQ files, classification files, and confidence level files were downloaded, the first step was to
merge the forward and reverse FASTQ files together for each sample to create complete reads.
This was done by using the make.contigs command from Mothur’s user interface. This command
reads in the forward and reverse sequence files of a sample. The sequence fragments created from
both the forward and reverse reads are combined to form contigs. Contigs simply refer to any
contiguous stretch of fragment sequence data created by read overlap. From this case, the pairedend sequencing creates the read overlap. This area that overlaps between the two sequences is
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found in Mothur and then the reverse sequence run is reversed and complemented and joined to
the forward read to make one complete forward read. These reads for each sample are then output
to a new .fasta file which contains the sequence name followed by the new complete sequence.

Figure 4.1: Diagram of bioinformatics tools and methods used to analyze bacteria data
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Figure 4.2: (Top) Percentage of OTUs that made up the sample at the genus level. (Bottom) Total
clusters (OTUs) that were classified at each taxonomy level.

Approximately 9.3*105 sequence reads were created for each of the first 10 samples.
Sequences that were classified down to the genus level were extracted from the .fasta files using
Matlab scripts. This cut the sequences down to approximately 2.8*105 sequences per sample. After
being sorted, sequences were then aligned using the ‘align.seqs’ command in Mothur that used the
Needleman-Wunsch algorithm [49]. Sequence alignment is important in arranging the DNA so
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that regions of similarity can be identified. The reference file used was from the GreenGenes
database. This reference alignment file contains complete sequences from 202,421 bacterial and
archaeal sequences and was released in May 2013. After all samples were aligned they were
outputted to a new file called ‘.aligned.fasta.’ This file was then used to calculate the uncorrected
pairwise distances between the aligned sequences in all 10 samples. This was done by using the
Mothur command ‘dist.seqs’. This command outputs the distance scores between all sequences
into a phylip formatted lower triangle matrix ‘phylip.dist’ file. A phylip-formatted distance matrix
typically has the number of sequences described by the distance matrix on the first row. The
following lines after have the sequence name as well as the pairwise distance from that sequence
to the other sequences [38]. A triangle matrix prevents repeats of the same distance number being
repeated. Fig. 4.4 is an example of an upper triangle distance matrix. The next step was to use this
distance file to create a single rooted phylogenetic tree containing all 10 samples. This was done
by using the ‘clearcut’ command. This command uses the relaxed neighbor joining algorithm and
outputs the tree in Newick format and output the tree to a ‘phylip.tre’ file. The relaxed neighbor
joining (RNJ) algorithm is a fast variant of the original neighbor joining algorithm that is
commonly used for distance-based tree construction. RNJ has improved speed and produces
similar results to NJ, making it beneficial for large data sets [50]. Fig. 4.3 provides a simple
visualization of these commands from sequences to the phylogenetic tree.
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Figure 4.3: Diagram on how the samples went from sequence to a phylogenetic tree

4.2 Analysis of First 10 Samples

The first 10 samples sequenced included the right hands from four males and six females
that listed their ethnicity as either Caucasian, African American, Asian, Asian Indian or Middle
Eastern. Across these 10 samples 635 different OTUs at the genus level were identified with
females having approximately 10% higher diversity than the males.

After the phylogenetic tree was completed from Mothur, it was uploaded to the UniFrac
web application4 along with the identity files that were described in the UniFrac section in Chapter
2. The UniFrac interface provides several tools for microbial analysis. Tests that were performed
were: environment distance matrix, cluster environments, PCoA (principle coordinate analysis),
and UniFrac significance.

4

http://unifrac.colorado.edu/
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Fig. 4.4 shows the UniFrac distance matrix created from the phylogenetic tree. From the
results there was only on average 13% uniqueness between samples when the abundance was taken
into consideration (weighted, Fig. 4.4 bottom image). When samples were compared just on the
types of different OTUs (unweighted, Fig. 4.4 top image) there ~40% uniqueness between
samples. The unweighted comparison is much higher than the weighted comparison because with
unweighted all OTUs are considered evenly, unlike with weighted where the common OTUs (more
abundant) add more weight to the analysis.

Figure 4.4: Environment UniFrac distance matrices. (Top) Unweighted UniFrac, (Bottom)
Weighted UniFrac.

Clustering and principle coordinate analysis both base their measurements on the UniFrac
distance measurements. The more similar the samples are, the closer they will appear in the new
output tree. With both methods, the weighted scores were used to generate the outputs. Figures 4.5
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and 4.6 show similarity within the samples based on ethnicity. As shown in Fig. 4.5, both the male
and female Asian Indians and Asians, and both Caucasian females clustered together. Fig. 4.6
gives a better visual representation of the distance between the samples. The farther away from
each other, the less the similarity they have.

Figure 4.5: Sample clustering on first 10 samples using weighted UniFrac measurements

Figure 4.6: Weighted Principal Coordinate Analysis plot for first 10 samples
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4.3 Additional Bioinformatics Method by WVU Genomics Facility

The second bioinformatics method was provided by the Genomics Core Facility. This
pipeline used the Extended Randomized Numerical alignE filter (ERNE-filter) for quality
trimming and contamination filtering. The index reads were matched using the USEARCH
algorithm which searches a database at exceptionally high speeds for high-identity hits to one or
more database sequences [51]. The sequences were classified using an open source software
package called QIIME, which stands for stands for Quantitative Insights Into Microbial Ecology
[52]. The sequences were parsed and merged indexes using custom scripts. Data was then analyzed
using open source software R package, vegan [53]. R is a software for statistical computing and
graphics. The package vegan supports all basic ordination methods including non-metric
multidimensional scaling. The results provided from the facility’s pipeline were classification files
that were similar to format as BaseSpace’s. Since the files did not include the actual sequences and
just the OTU summary a phylogenetic tree was not created using this method. Instead, this data
was used for classification analysis. Results from this are presented in the next chapter.
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Chapter 5: Results &
Conclusion
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This chapter will display the results of individual clustering achieved by performing
bioinformatics methods on hand bacteria samples collected from a total of 82 samples. Additional
samples will be added at the end of this chapter.

5.1 Results

With a total of 82 samples, an average of 646,518 bacteria clusters passed filter. Illumina
uses a filter called a chastity filter to determine what raw data is not reliable. The chastity of a base
call is calculated by the ratio of the intensity of the brightest intensity base for a cluster divided by
the sum of the brightest and the second brightest intensity. Clusters pass filter (PF) if no more than
one base call in the first 25 cycles has a chastity of < 0.6.

Of this initial average, an average of 394,179 bacteria clusters were identified at genus
level with an average of 231 identified operational taxonomic units (OTUs) per sample and a total
of 777 different OTUs identified across the sample set. The diversity between woman and men
changed slightly with the additional samples. Instead of a 10% higher diversity the difference
dropped down to a 9% higher diversity than that of the men.

Using the first method described in Chapter 4, a UniFrac distance matrix was created.
Results showed a slightly higher uniqueness score, from 40% to 43% on average. PCoA plots were
created using the weighted UniFrac matrix. Figures 5.1- 5.3 shows PCoA plots with the 82 samples
based off of ethnicity. Participants who identified themselves as Middle Eastern, Asian Indian, and
Turkish descent were shown to have closer clustering (Fig. 5.1). Participants who identified
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themselves as just Asian descent also showed clustering and dissimilarity from Asian Indian,
Middle Eastern and Turkish although Fig. 5.2 just shows the dissimilarity between Asian and
Asian Indian. Fig. 5.3 shows no clustering or dissimilarity between Caucasians and African
Americans. Slight clustering with Hispanics is observed but this group only contained four samples
so observations are hard to determine.

Figure 5.1: Clustering of Middle Eastern, Asian Indian and Turkish ethnicities
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Figure 5.2: Dissimilarity between Asian Indian and Asian ethnicities

Figure 5.3: No Caucasian or African American clustering, slight Hispanic clustering
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Figures 5.4 and 5.5 show plots based off of participants’ age and gender. Neither plot shows
any apparent clustering but as previously mentioned women differ from men by having a higher
diversity of OTUs.

Figure 5.4: No apparent clustering between groups when based off of age
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Figure 5.5: No apparent clustering when based off of gender.

For both bioinformatics methods, the five most common OTUs showed to be the best for
ethnicity classification. A supervised support vector machine (SVM) was used for training and
cross validation. The highest accuracy rates were best achieved when a third degree polynomial
kernel function was used and if 60% of the data set was used for training and then the remaining
40% used for testing. The training set was randomly sampled for each ethnicity class. To get an
average accuracy rate, 400 iterations were competed. Table II shows the accuracy rate that was
reported for each method. Method I which involved bioinformatics from BaseSpace, Matlab
R2012b,

and

Mothur

used

OTUs

Sphingopyxis,

Streptococcus,

Corynebacterium,

Straphylococcus, and Propionibacterium for the five features and Method II which was provided
by WVU’s genome facility used Kaistobacter, Acinetobacter, Corynebacterium, Straphylococcus
and Propionibacterium. Both methods showed similar results. Asian and African American
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showed the lowest accuracy rate while Turkish and Hispanic showed the highest, but also had the
least amount of samples with only four samples per group, causing less information about the
groups to be gathered.

Table II: Accuracy Rate of Support Vector Machine Classification Method
Number of
Ethnicity

Method I (%)

Method II (%)

Samples
Caucasian

15

81

77

Hispanic

4

85

88

African
American

18

66

70

Turkish

4

92

93

Middle Eastern

14

76

79

Asian

15

64

67

Asian Indian

12

76

77

Fig. 5.6 and 5.7 give a visualization of the average percentage of these five most common
bacteria found on the hand for each ethnicity. Similar trends are again shown between both
methods. Hispanic and Asian displayed a higher percentage of Sphingopyxis (from Method I)
Kaistobacter (from Method II) compared to other ethnicities. Middle Eastern and Asian Indian
showed similar ratios of the 5 most common chosen OTUs which supports the clustering results
from the PCoA plots.
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Figure 5.6: Percentage of the five most common OTUs found using the first method

Figure 5.7: Percentage of the five most common OTUs found using the second method
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5.2 Additional Samples

After the initial 82 samples, 22 more samples were added to the sample set for a total of
104 (52 individuals) processed samples. 20 of these additional samples were previously considered
‘marginal’ or ‘bad’ from former project runs. PCR and gels were redone until good quality was
obtained before sequencing. The other two additional samples were the additional of one more
individual. The additional samples added 249 more OTUs to the previous 777 OTUs identified at
the genus level across the sample set for a total of 1,026. The additional samples also brought the
total sequences that passed filter at the genus level to 45.8 M sequences.

Figure 5.8: Distribution of gender and ethnicity for the collection sample set
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With the new data, a new phylogenetic tree was created. This tree was used to create
a weighted UniFrac distance matrix which was used to generate new PCoA plots (Figures 5.95.12). Figures 5.9 and 5.10 PCoA plots display the distribution of the samples based off of
ethnicity. The same clustering as before with Middle Eastern, Asian Indian, and Turkish still
occurred along with this group being distinguished from the Asian clustering. Fig. 5.10 displays
the same ethnicity plot but shows six of the points/samples circled. Three with green circles and
three with red circles. The red circles represent samples that contain bad quality data, which was
most likely caused from amplification errors. Part of the remaining stored DNA of these three
samples was re-amplified and re-sequenced. These re-sequenced samples are the points circled in
green.

Figure 5.9: Additional samples, primarily Caucasian, were added to the sample set
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Figure 5.10: Ethnicity plot including three repeated samples. The three samples circled in green
are re-sequenced and considered good quality. Samples in red are the same sample but marked as
bad quality.

With the ethnicity plot, there also slows some clustering with Caucasians which are marked
green in the lower left-hand panel. This clustered group contains a majority of the re-sequenced
samples (17 of the 22 additional samples were Caucasian). To perhaps explain this clustering, the
distance matrices were analyzed. Fig. 5.11 displays a color coded unweighted UniFrac distance
matrix. The four colors represent the distribution of the UniFrac scores, where blue represents
samples in the lower uniqueness quartile (20-40%), green in the second quartile, yellow in the third
quartile, and gray representing the fourth quartile samples with the highest uniqueness scores (7080%). The last 22 samples at the end of the top row and also at the bottom of the first column, are
the additional samples to this data set. These samples stand out from the rest of the samples in this
matrix. This matrix shows that the additional set is most unique to the other sample sets and most
similar to samples within the same set. Although the plots were generated from the weighted
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UniFrac matrix (displayed in Fig. 5.12), which does not show separation between sample sets, this
distinction in the unweighted matrix may be the cause for the Caucasian clustering in the PCoA
plots.

Figure 5.11: Unweighted UniFrac distance matrix from 107 samples (three samples are repeated)
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Figure 5.12: Weighted UniFrac matrix on 107 samples

The new plots based on gender and age, again, did not show any clustering. The diversity
although between woman and men changed with the additional samples. Instead of a 9% higher
bacteria diversity in women than men, the difference increased to 15.7% higher diversity.
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Figure 5.13: No apparent clustering based off of participant's gender

Figure 5.14: No apparent clustering based off of participant's age
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Performing the same SVM method as before, which consisted of taking the top five most
common genus OTUs to classify each ethnicity, did not reveal much difference with the additional
samples. To try and improve this, the top 11 most common OTUs were used to see how each
ethnicity classification performed with each one. The same steps as before, with using the third
degree polynomial kernel, 60% train, 40% test, and 200 iterations to calculate an average error
rate, was used. Figure 5.15 and Table III display the results for each ethnicity compared to each
OTU. As shown, each ethnicity group displayed a different error rate with each OTU, showing
that using the most common OTU does not benefit for all groups.

Figure 5.15: SVM error rates based off of the 11 most common OTUs found across the sample set
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Table III: SVM error rates from the visual in Figure 5.1

Another test was to see how adding more or less features/OTUs to the SVM affected the
classification rate. Table IV displays the top 5 best OTUs that resulted in the lowest rates from
Table III for each ethnicity. Column 1 being the feature with the lowest/best rate, 2 being the
second lowest and so on. Columns with scores equals the error rate with the previous features
added in for classification. For instance column 1+2+3 equals the top 3 lowest features used to
classify that particular ethnicity. Scores in red text indicate the lowest/best rates.
Table IV: SVM error rates for top 5 best performances of each ethnicity
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5.3 Conclusion

New methods for molecular biometrics has become more desirable with the advancements
in sequencing technology and bioinformatics tools. The goal of this research was to identify
bacteria using the V3 region of the 16S rRNA gene and then use these bacteria as features for
identification of an individual. The results reveal that there is a difference in bacterial diversity
between men and women which supports other researchers’ previous finding. Although
uniqueness scores were lower than what was to be expected, the results still showed that no two
samples had the same bacteria profile. The results also indicated that there is some clustering
between Asian, Asian Indian, Middle Eastern, Turkish and Hispanic ethnicities. This shows that
these ethnicities have a higher similarity between one another than to other ethnicities that didn’t
show any clustering such as Caucasian and African American.

Although this research focused on a small sample set and did not include samples that were
taken at different times which would allow for comparison, matching or validation. These results
do provide a basis for performing identification based on bacteria found on the human hand. Again,
since clustering was apparent with some of the ethnicities and there were particular bacteria that
did show more prominent on certain ethnicities than others, this shows that there could be a
potential relationship between the individual and their bacteria profile. With more samples from
the collection that can be processed, the data set can be increased which has the potential to allow
for recognizing more or better patterns.
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Chapter 6: Summary
& Next Phase
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Molecular markers such as DNA, odor and human microbes are emerging as potential
biometric measures that can be used in human identification. Bacteria from the human gut have
shown to be more linked to a person’s genetics but are not as easily obtainable for a biometric
aspect. Similarly, the bacteria found in the oral cavity have shown to be more influenced by a
person’s genetics rather than their hygiene or diet, but swabbing bacteria from this area could be
considered an invasive area. Bacteria collected from the skin have shown to be diverse and also
have proven to be able to be used as a forensic tool by linking objects to the owners. With this
background information, the goal was to instead use bacteria collected from the hand as an
implementation for biometrics instead of forensics.

With a collection of 255 individuals equaling 510 hand bacteria swabs, a subset of this
collection was used to evaluate the V3 region of the 16S rRNA gene for skin bacteria classification.
Modified procedures were used to process and prepare the bacteria samples for 150 bp paired-end
multiplexed sequencing using Illumina’s Miseq. With a bioinformatics pipeline including tools
from BaseSpace, Mothur, Matlab R2012b, and UniFrac, founding work for evaluating hand
bacteria as a biometric was established. These results showed that women had a 15.7% higher
diversity of bacteria on their hands than men, that some of the most common bacteria are found to
be more populated on certain ethnicities than others and that some ethnicities share a more similar
hand bacteria environment to each other than compared to other ethnicities (Fig. 6.1). With further
work, it is anticipated to find more markers and the right algorithms to best classify and analyze
this data and make it successful as a new biometric identifier.
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Figure 6.1: Review of clustering comparisons between some of the ethnicities.

The next step for this work it to continue processing the remaining 406 hand bacteria
samples. As mentioned, the larger the database is, the better the accuracy during cross validation
can be made equaling better observations and conclusions about the database and findings. This
larger database would also allow for other methods of machine learning and pattern recognition to
be used. An increase in size would also help make better assumptions about the medical
information gathered from the participants is relevant to any of the individual’s bacteria data.

Another approach is to analyze different regions of the bacteria DNA (Fig. 6.2). Since only
a small part of the isolated DNA is needed for amplification, different methods and different
amplification of target regions can be applied to the same sample. These target regions could be
additional hypervariable regions from the 16S rRNA gene such as the V2 or V6. The V2 region (~
nucleotides 137-242 of the 16S) has been used in other studies such as the study presented in this
thesis involving observations on skin bacteria between family members [22]. The V2 region, which
is approximately 40 bps larger than the V3 region has shown to be similar in classifying bacteria
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down to the genus level like the V3 region [23]. Another region that has shown promising
outcomes is the V6 region. The V6 region only consists of about 60 nucleotides (~ 986-1043 of
the 16S) but has shown considerable sequence variability and has been able to distinguish most
bacteria species [23].

Figure 6.2: 70S broken into 16S, 23S and 5S. 16S broken down into regions. 5

5

Images modified from http://www.mcqbiology.com, www.alimetrics.net and www.nature.com
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Combining these regions or simply sequencing the whole 16S rRNA would provide more
DNA information. More DNA sequenced will allow for better classification of the bacteria to
possibly the species and subspecies levels. This better classification would most likely increase
the uniqueness scores between individuals. Although majority of current research has shown to
get the best results by using the variation that is present in the 16S, other regions of the 70S
ribosome (Fig. 6.2) such as the 23S and 5S rRNA will also be considered for sequencing.

Additional steps will be to collect more hand bacteria swabs over time and to also recollect
from the individuals who had already participated in this first collection. This recollection will
hopefully help generate a gallery for examining and creating match scores between individuals.
As well as collecting more samples, more information about the individuals themselves will need
to be gathered such as their diet and traveling habits, along with family relationships from others
who have participated in the study, and to also find any correlation between the individual’s DNA
that was collected from the prior blood drawing to the bacteria found on their hands. An even more
detailed collection will need to be established, not only with just resampling, but to also resample
at different time intervals. This could start just after hand washing, and possibly continue for 30
minute intervals after until the same baseline is discovered. Along with the time intervals, if a
baseline or profile can be established for an individual than it will be necessary to find out what
factors can alter or ‘spoof’ this profile. Potential factors could be the prior washing or an individual
on antibiotics, which could greatly decrease or eliminate that bacteria profile. Other factors to
analyze will be, if an individual had a substance or other compounds on their hand, would this
inhibit their bacteria profile. As shown, the work presented in this thesis is very preliminary, but
also provides the beginning for many more goals and paths for the future to be reached.
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Appendix A: Consent Form
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Appendix B: Medical History Form
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Overview
General Health History
Medication History
Hand Information
Personal Disease History
Personal&Family Medical History

Sheet 1: General Health History
Are you presently sick or ill?
Yes/No
If yes, with what illness?

If yes, who made the diagnosis?
Medical professional/self/other

Were you sick or ill within the past week?
Yes/No
If yes, with what illness?

If yes, who made the diagnosis?
Medical professional/self/other

Were you sick or ill within the past two weeks?
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Yes/No
If yes, with what illness?

If yes, who made the diagnosis?
Medical professional/self/other

Were you sick or ill within the past month?
Yes/No
If yes, with what illness?

If yes, who made the diagnosis?
Medical professional/self/other

List Allergies (food, medication, environmental, any)
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Sheet 2: Medication History
Medications taken today (prescription and non-prescription)

Medications taken within the past week (prescription and non-prescription, not listed above)

Medications taken within the past month (prescription and non-prescription, not listed above)

Medications taken within the past year (prescription and non-prescription, not listed above)

Sheet 3: Hand Information

Hand Information

Self
(Today)

Self (Within the
Past Week)
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Self (Within the Past Self (Within the
Month)
Past Year)

Dry Skin
Oily Skin
Soap (regular)
Soap (anti-bacterial)
Hand Sanitizer (any)
Cream (regular)
Cream (anti-bacterial, such as Polysporin
or Neosporin)
Topical Medication (prescription)
Topical Medication (non-prescription, not
listed above)

Sheet 4: Personal Disease History
Self
Self
(Within
(Today
the Past
)
Week)

Medical Condition

AIDS
Chicken Pox
Cholera
Cold Sores
Dermatitis
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Self
(Within Self
the Past (Past)
Month)

Eye Stye
Fleas
Gonorrhea
Hepatitis
Herpes (Simplex)
Herpes Zoster Ophthalmicus (HZO)
HIV
Leishmaniasis
Leprosy
Lice (genital)
Lice (head)
Lyme Disease
Lymphangitis
Malaria
Measles
Mycobacterium Infection
Poison Ivy
Pseudomonas Aeruginosa Infection
Rocky Mountain Spotted Fever
Rubella
Shingles
Skin Boil
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Skin Infection
Skin Ulcer
Small Pox
Staphylococcus infection
Streptococcus infection
Sunburn
Syphilis
Tuberculosis
Warts (Human Papillomavirus, genital)
Warts (Human Papillomavirus, non-genital)
Yeast Infection (Candidiasis, genital)
Yeast Infection (Candidiasis, non-genital)

Sheet 5: Personal&Family Medical History
Medical
Conditi
on

Self
(Wit
Biolog
Materna Matern
Biolog
hin
ical
Hal
l
al
Self
ical
Half
the
Moth
Sist Brot f
Daug So Grandm Grandfa
(Pa
Fathe
Brot
Past
er
er her Sist
hter n other
ther
st)
r
her
30
(Mom
er
(Mom's (Mom's
(Dad)
days
)
Mom)
Dad)
)

Acid Reflux
Disease
(GERD)
Acne

96

Paternal
Grandm
other
(Dad's
Mom)

Paterna
l
Grandfa
ther
(Dad's
Dad)

Other
biolog
ical
relativ
es

Albinism
Alcohol Use
(once a week
or less)
Alcoholism
Allergies
(Food)
Allergies,
Medicine
Alzheimer's
Disease
Anemia
Anesthesia
Problem
Anorexia
Anxiety
Arthritis (any)
Arthritis
(Osteoarthritis
)
Arthritis
(Rheumatoid)
Asthma
Attention
Deficit
Disorder
(ADD)
Attention
Deficit
Hyperactivity
Disorder
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(ADHD)
Autism
Autoimmune
Disorder
Behcet's
Syndrome
Bipolar
Disorder
(Manic
Depressive
Illness)
Birth Defects
(any)
Bleeding
Disorder
(hemophilia)
Blood Clot
(brain, stroke)
Blood Clot
(leg)
Blood Clot
(lung)
Bulimia
Caffeine
Addiction
Caffeine Use
(once a week
or less)
Cancer (any)
Cancer, Breast
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Cancer, Colon
Cancer, Lung
Cancer,
Melanoma
Cancer, Ovary
Cancer,
Prostate
Cancer, Skin
(except
melanoma)
Cataracts
Cerebral Palsy
Chemical
Dependency
(any)
Cigarette
Addiction
Cigarette Use
(once a week
or less)
Cleft lip
Cleft palate
Clotting
Disorder
Colon Polyp
Congenital
Heart Disease
Convulsions
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Coronary
Artery Disease
(narrowing/ha
rdening of
heart blood
vessels)
Cystic Fibrosis
Dementia
Depression
Diabetes (any)
Diabetes,
Type 1
(typically
childhood
onset)
Diabetes,
Type 2
(typically adult
onset)
Dissociative
Identity
Disorder
(MPD, DID)
Down's
syndrome
Dwarfism
Eczema
Emphysema
Eyes, Far
Sighted
Eyes, Near
Sighted
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Gallbladder
Disease
Glaucoma
Gout
Handedness,
Left
Handedness,
Right
Hay fever
(Allergic
Rhinitis)
Hearing
Problems
Heart Attack
(Myocardial
Infarction)
Heart Failure
Hernia
High Blood
Pressure
(Hypertension
)
High
Cholesterol
(Hyperlipidem
ia)
Hormone
disorder
Huntington
Disease
Illegal Drug
Addiction
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Illegal Drug
Use (once a
week or less)
Infertility
Insomnia
Intestinal
Ulcer
Irritable Bowel
Syndrome
Kidney
Disease
Learning
Disability
Liver Disease
Lou Gehrig's
disease (ALS)
Lupus
(Systemic
Lupus
Erythematosis
)
Mental
retardation
Migraine
headaches
Mitral Valve
Prolapse
Multiple
Sclerosis
Muscular
Dystrophy
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Myasthenia
gravis
Obesity
Osteoporosis
Parkinson's
Disease
Phenylketonur
ia (PKU)
Psoriasis
Retinopathy
Schizophrenia
Scleroderma
Scoliosis
Seizure
Disorder
Sickle Cell
Anemia
Skin Disorder
Skin moles,
abnormal
Sleep Apnea
Stomach Ulcer
Tay-Sach
disease
Teeth (Extra)

Teeth

103

(Missing)
Thyroid
disorders
Tobacco (noncigarette)
Addiction
Tobacco (noncigarette) Use
(once a week
or less)
Vitiligo
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Appendix C: UltraClean® Plant DNA
Isolation Kit, Instruction Manual
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Appendix D: Gel/PCR DNA
Fragments Extraction Kit, IBI
Scientific
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Appendix E: Quality Scores for NextGeneration Sequencing
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