In the signal reception a under complex electromagnetic environment, there always exist timefrequency overlaps among multiple sources, and the separation and recovery of sources in the received hybrid signals are very important and necessary for subsequent information acquisition. In this paper, for the dual-channel underdetermined time-frequency overlapped signals, a method based on submatrix transformation (SMT) and multi-source point compensation (MSPC) is proposed to solve the problem of source recovery. SMT aims to extract time-frequency single-source point of the targeted sources successively to complete the elementary recovery. When the degree of time-frequency overlap increases, the multisource part has more impact on the time-frequency distribution of the sources and even seriously affects the recovery performance. Therefore, MSPC is proposed to compensate for the missing time-frequency coefficients of the elementary recovered sources, which effectively improves the signal integrity and recovery performance under severe time-frequency overlap. In the experiments, in order to demonstrate the feasibility and superiority of the proposed method, different types of signals are used to test, and the performance comparison with other mainstream source recovery methods is made.
I. INTRODUCTION
In modern wireless communication, the electromagnetic environment becomes more and more complicated due to the increase of signal modulation mode and the number of transmitting base stations. Hence the signal transmission is much crowed in both the time and the frequency domain with the phenomenon of time-frequency overlap being of common occurrence, which results in that the received hybrid signals can not be recognized and processed expediently [1] , [2] .
In the non-cooperative reception scenario, the priori information of the transmission channel and received signals is unknown. In order to obtain available signal information or facilitate subsequent signal processing, the sources in the received hybrid signals are necessary to be separated
The associate editor coordinating the review of this manuscript and approving it for publication was Md. Kamrul Hasan. and recovered, so blind source separation (BSS) is put forward [3] . For example, in a wireless sensor network, the number of sensors is often less than the number of sources due to the cost or environmental constraint, and such a scenario constitutes underdetermined blind source separation (UBSS) [4] . At present, the methods for solving the UBSS problem are mainly based on sparse component analysis (SCA) [5] - [7] and independent component analysis (ICA) [8] , [9] .
SCA is mainly divided into two steps: 1. Underdetermined mixing matrix estimation, 2. using the estimated mixing matrix and observed signals to recover the sources. Now there are many researches on the underdetermined mixing matrix estimation, and the existing mainstream methods perform well and have achieved high estimation accuracy. But the source recovery has always been a research hot issue and nodus. The methods based on ICA are effective to get the sources directly from observed signals, but they are not applicable under the condition of low sparsity. Therefore, on the basis of SCA, this paper focuses on the studies of the source recovery for the dual-channel underdetermined timefrequency overlapped signals.
A. RELATED WORK
The current mainstream methods of source recovery are mainly based on sparse recovery theory, which are developed on the account of the following three methods: 1. the shortest path method, 2. statistically sparse decomposition principle (SSDP), 3 . compressed sensing (CS) reconstruction method. The shortest path method proposed by Bofill and Zibulevsky [10] is essentially an optimization of minimizing 1 norm in multiple sampling instants under the constraints of linear equations, which requires the input signals with high sparsity. When the requirements of the sparse recovery cannot be fully satisfied [5] , the result of minimizing 1 norm is equivalent to the minimizing 0 norm [11] . In order to reduce the algorithm complexity and the high sensitivity of 0 norm to noise, Mohimani et al. proposed the sparse recovery algorithm based on smoothed 0 norm (SL0) [12] , but SL0 algorithm iterates by using gradient descent, which lets the recovery accuracy easily being affected by the iterative step size. SSDP [13] estimates the sources by minimizing the correlation coefficient in a constant time interval, and it has better recovery performance than SL0. However, the premise of valid SSDP is that the number of sources dominating in each time interval cannot be more than the number of observed signals, and besides the observed signals require superior sparsity. Moreover, the selection of the length of time interval also has a great impact on the algorithm performance [14] . Compressed sensing is a theory of novel data acquisition and reconstruction proposed by Donoho [15] , and it theoretically guarantees that as long as the signal is spare enough in the time domain or the transform domain, the signal can be sampled at a sampling frequency far below the Nyquist frequency without losing any information, and be reconstructed at high probability. On the basis of CS, Mallat and Zhang proposed matching pursuit algorithm (MP) [16] that selects the best-matched basis function of the input signal from the redundant base function library, and then convert the signal into a linear combination of atoms, but the selection of atoms is not usually optimal as the orthogonality of sensing matrix is poor. For optimizing the selection of atoms and reducing algorithm complexity, a large quantity of improved algorithms with good performance are put forward, including orthogonal matching pursuit (OMP) [17] , [18] , subspace pursuit (SP) [19] , compressive sampling matching pursuit (CoSaMP) [20] and sparsity adaptive matching pursuit (SAMP) [21] , etc., but all of their reconstruction performance are still depend on signal sparsity. Thus, when signals have good sparsity in the time domain or the transform domain, then source recovery could be transformed into the reconstruction of sparse signal in CS [22] .
All the above source recovery methods are essentially kinds of optimization based on the theory of sparse signal recovery, consequently there exists obvious shortcoming which is the recovery performance is greatly affected by the sparsity of input signals, hence the input signals are generally assumed as sparse enough before being processed. However, most of signals existing in reality show ''soft sparse'' [23] , that is, multiple sources have overlaps in both the time and frequency domain with different sources being coexisting on the same time-frequency point, and such kind of timefrequency point is called multi-source point (MSP) [24] . The ''soft sparse'' signals show low sparsity, therefore the traditional mainstream source recovery methods can not satisfy their assumption, which results in great degradation of their performance. In order to reduce the sparsity limitation of hybrid signals effectively and improve the recovery accuracy of sources, a source recovery method based on submatrix transformation (SMT) and multi-source point compensation (MSPC) is proposed for the dual-channel underdetermined time-frequency overlapped signals, and the specific process is shown in Fig. 1 . The proposed method mainly consists of two steps as follows. 1. Transform hybrid signals into the time-frequency domain for improving the signal sparsity, next SMT extracts the single source point (SSP) where only one source exists [24] in line with the type of source, and then the SSPs are arranged in the time-frequency domain based on the extraction index to complete the elementary recovery of sources. 2. when the degree of time-frequency overlap increases, the collision probability among different types of time-frequency points also increases, and it makes a large quantity of SSPs transformed into MSPs and affects the recovery performance seriously. So MSPC is proposed to compensate the missing time-frequency coefficients of the FIGURE 1. The pipeline of the proposed method in this paper. VOLUME 7, 2019 elementary recovered sources, thereby improving the signal integrity and the recovery accuracy of sources effectively, and the final recovery of sources is completed.
B. OUTLINE OF THE PAPER
The rest of this paper is organized as follows. In Sect. 2, the hybrid signal model of UBSS is introduced, and the proposed method consisting of SMT and MSPC is presented. The evaluation index is briefly presented and the performance of the proposed method and comparison with the traditional mainstream methods are numerically evaluated in Sect. 3. Finally, some conclusions are given in Sect. 4.
II. THE PROPOSED METHOD A. THE MODEL OF UNDERDETERMINED HYBRID SIGNAL
The instantaneous linear mixed UBSS mathematical model with noise can be represented as (1) .
. . .
where f(t) and s(t) represent m observed hybrid signals and n sources respectively, and m < n. A ∈ R m×n is the observation matrix, v(t) models the additive noise.
Since the hybrid signals with time-frequency overlaps show low sparsity, therefore they are transformed into the time-frequency domain to improve the signal sparsity for processing. For simplified analysis, the effect of the noise is temporarily ignored, being v(t) = 0.''After the shorttime Fourier transform (STFT) which may not introduce the so-called ''cross-terms'' when multiple frequency components exist being applied, f(t) is represented as (2) .
where F(t, f ) and S(t, f ) represent the time-frequency coefficients of f(t) and s(t), respectively. When m = 2, (2) can be expressed as:
According to the number of sources coexisting on the time-frequency point, F(t, f ) could be divided into two parts: SSP and MSP. Generally, the number of SSPs is much larger than that of MSPs, and SSPs also form the main structure of time-frequency distribution. So the extraction and rearrangement of SSPs can recover the sources effectively. Since there are multiple types of SSPs pertained to different sources, SMT is designed to extract them targetedly and realize the elementary source recovery.
B. SUBMATRIX TRANSFORMATION
SMT utilizes the submatrixes decomposed from the underdetermined mixing matrix A to extract the SSPs of each source separately. In order to make hybrid signals separable, assumptions are necessary to be set as follows [9] .
Assumption 1: Any submatrix of size 2 × 2 decomposed from A ∈ R 2×n is a nonsingular matrix, which means that any two columns of A are independent.
When all the above assumptions are satisfied, SMT is effective. For better analysis and explanation, here the size of A is set as 2 × 3, indicating that three sources are mixed in two received hybrid signals, and v(t) = 0. Here A ∈ R 2×3 is expressed as:
Due to the singularity of A, only the pseudo-inverse A + exists, but the error {E − A + A} is too great to meet practical requirement, where E denotes identity matrix. Therefore, nonsingular submatrixes of size 2 × 2 decomposed from A are taken into consideration, which are represented as: 
Because
where E 2 denotes the second-order identity matrix, then 
where β 12 13 , β 12 23 , β 13 12 and β 13 22 are nonzero in reality. Considering (7) (8) , the new matrices can be defined as:
where F 12 (t, f ) and F 13 (t, f ) are the new combinations of sources, then (9) is expanded in detail as:
The whole of time-frequency points in F(t, f ) is represented as (t,f ) , and we assume that there only exists one source on (t 1 , f 1 ), that is, S 1 (t 1 , f 1 ) = 0, and S 1 (t 1 , f 1 ) is the SSP of s 1 , but S 2 (t 1 , f 1 ) = S 3 (t 1 , f 1 ) = 0 theoretically. Hence (12-13) can be shown as:
And the result can be summed up as:
Therefore, the necessity is
Next to prove the sufficiency, if F 12 2 (t 1 , f 1 ) = F 13 2 (t 1 , f 1 ) = 0, the result can be formulated as: 
And (17) can be simplified as
Since each column of A represents a channel for transmitting the source, and the channels are independent with each other in reality. Therefore, considering the actual environment of the signal receiving, it is almost impossible for A that one column vector could be represented as the linear combination of the others, then (18) is almost impossible to establish, which means that the probability of β 13 22 = β 12 23 = 1 is much small in reality, so (16) is established, and the sufficiency get proved if and only if S 2 (t 1 , f 1 ) = S 3 (t 1 , f 1 ) = 0. Considering the actual situation, we rewrite (14) as:
where ε 1 ∈ (0, 0.5), and its effective value range will be discussed in Sect. respectively, and their relationship in theory is
With the use of threshold ε 1 for extraction, 12 s 1 and 13
are not strict SSPs completely, and both of them always contain the information of the disturbed sources according to (10) (11) . In order to get the improvement on the extraction performance of s 1 , the minimal energy principle (MEP) is adopted to select between 12 s 1 and 13
. According to (10) (11) , the coefficients of sources extracted from F 12 1 (t, f ) and F 13 1 (t, f ) are expressed as:
where Q (•) denotes the energy extracting function. For weakening the effect of the disturbed sources, the target with smaller value of Q is selected, indicating fewer interference on s 1 , and the final determined set of SSPs of s 1 is represented as s 1 . Next the filtering of low energy points [25] is utilized for reducing the number of time-frequency interference points and optimizing s 1 further, which can be formulated as:
where λ ∈ (0, 1). For better comparison within the time domain, inverse STFT (ISTFT) is applied on s 1 to get the elementary recovered time domain signalŝ smt 1 (t).
Similarly, different submatrixes decomposed from A could get the corresponding source recovery, and the correspondence is
Now we extent SMT to the A of size 2 × N . When the targeted source is s i , then A is decomposed to N -1 nonsingular submatrixes for recovery, and 
It can be seen that the ith and jth column of A 
The meet conditions for extracting the SSP S i (t i , f i ) can be:
By using (26) , N −1 sets of time-frequency point ij s i j∈H can be obtained, and then the target with the smallest
. Next the filtering of low energy points and ISTFT are applied to getŝ smt i (t) and complete the elementary recovery of sources successively.
C. MULTI-SOURCE COMPENSATION
In the time-frequency distribution of the hybrid signals, when the degree of time-frequency overlap increases, the probability of collision among different types of time-frequency points also increases, and it is easier for SSPs to be transformed into MSPs, which seriously affects the elementary recovery dominated by SSPs. For this reason, the purpose of MSPC is to improve the signal integrity of the elementary recovered sources by utilizing MSPs, and then improve the recovery performance. MSPC is mainly composed of three steps. Firstly, the set of time-frequency locations of MSPs is founded. Secondly, for different targeted sources, the minimization interference strategy (MIS) and the minimal energy principle (MEP) are utilized to select suitable timefrequency coefficients for the founded locations of MSPs. Finally, we combined the selected compensatory coefficients with the result of SMT to achieve the final source recovery.
Necessary assumption also needs to be made as: Assumption 2: Since the work of elementary recovery of sources is completed, then the main time-frequency overlap conditions can be certain, and the congruent relationship between the columns of A ∈ R 2×N and sources is known.
1) THE EXTRACTION OF LOCATIONS OF MSPS

Firstly, let
denote the sets of SSPs extracted from SMT, where
, ∃j Q min ∈ H , and F ij Q min (t, f ) is expanded as (27) shown at the bottom of this page.
From Eq. (27) it can be seen that, after the extraction of the targeted SSPs S i (t i , f i ), the rest of F ij Q min 1 (t, f ) consists of the MSPs and the SSPs from other disturbed sources, represented as s i uniformly. Hence s i can be divided into disturbed sources part and overlap part, which can be expressed as: 
. . . in the time-frequency distribution image can be obtained through the sets of locations of time-frequency points in
being taken the intersection with each other, represented as Loc tflap , (t lap , f lap ) ∈ Loc tflap .
2) THE SELECTION OF COEFFICIENTS
The time-frequency coefficients of Loc tflap could be used for compensating the result of SMT to improve signal integrity, next the problem is how to set suitable coefficients on Loc tflap for different sources to achieve good compensation performance. According to (25) , the time-frequency coefficients depend on A , where M ≤ N , and N is the number of all received sources, then the coefficient v on (t lap , f lap ) is written as:
where α, β h ∈ R. When S d h (t lap , f lap ) = 0, (t lap , f lap ) could be defined as a dual source point (DUSP) of both s t and s d h , so the essence of MSP is the sum of multiple DUSPs. Here MIS is adopted for the optimization of v, and v_error is
According to (24) and (27), it can be found that A ij p set the values of jth column of F ij 1 (t, f ) as zero. Because the congruent relationship between the columns of A and source is known on the grounds of assumption 2, the disturbed source s j can be removed by the value setting of j in A ij p , and it indicates that the value setting implements the targeted elimination in F ij 1 (t, f ). Therefore v is rewritten as v_F 
From the above, the source recovery method proposed is summarized as follows, and the input dual-channel time-frequency overlapped signal is f(t) = [f 1 (t), f 2 
(t)]
T , the known underdetermined mixing matrix is A ∈ R 2×N .
Step 1: Transform f(t) into the time-frequency domain to improve the signal sparsity by using STFT, and get F(t, f ).
Step 2: According to (24) (25) (26) , SMT extracts the SSPs of different sources in turn from F(t, f ) and obtain multiple sets of time-frequency points ij s i . Then MEP is used to select the optimizing ij s i by using (19) and let
. The filtering of low energy points filters s i to reduce the number of low energy and interfering time-frequency points, next ISTFT is applied on s i to get the elementary recovered time domain signalŝ smt i (t).
Step 3: Firstly, on the basis of (27-29), the set of locations of MSPs Loc tflap is obtained. Next, through using MIS to set the value of j in A ij p as d max , and the disturbed source which has the most serious overlap with the targeted source could be eliminated from F ij 1 (t, f ). According to (33), MEP is used to set the value of i in A ij p as r E min , for reducing the effect from the disturbed sources. Finally, the optimizing time-frequency coefficients used for compensation are determined using (34), and the final recovery of sourcesŝ final i (t) is done according to (35).
III. RESULTS AND ANALYSIS
A. THE EVALUATION CRITERIA
In order to verify the effectiveness of the proposed method, here the correlation coefficient ρ(s i (t),ŝ i (t)) between the VOLUME 7, 2019 original source s i (t) and the recovered sourceŝ i (t) is used for evaluate the performance of the source recovery, and the definition of ρ(s i (t),ŝ i (t)) is
where L denotes the sequence length of s i (t) andŝ i (t), µ s i and µˆs i are the mean values of s i (t) andŝ i (t), respectively. σ s i and σˆs i are the standard deviations of s i (t) andŝ i (t), respectively.
B. EXPERIMENTS
In the experiments, an underdetermined mixing matrix A of size 2 × 5 is adopted, and the testing sources comprise two communication and three radar signals, which are quaternary frequency shift keying (4FSK), binary phase shift keying (BPSK), linear frequency modulation (LFM), even quadratic frequency modulation (EQFM) and Frank phase coding (FRANK). Each signal sequence has 20000 points, the sampling frequency Fs = 20 kHz, the random carrier frequency value of each signal ranges in the [1/8, 1/4] × Fs. Fig. 2 gives the time-frequency distributions of the sources.
As it can be seen from Fig. 2 , EQFM and LFM are wideband and the signal energy is decentralized. However, 4FSK, FRANK and BPSK are narrowband and the signal energy is more concentrated than wideband signals. For uniform processing, let t ratio and f ratio denote the time domain overlap ratio and the frequency domain overlap ratio of signals respectively, which are written as: All sources are mixed in the time domain completely, i.e., t ratio = 100%. For f ratio , it is set as 25%, 50%, 75%, 100% respectively. The threshold λ = 0.2 in the filtering of low energy points, and Table 1 gives the types of overlap in the received hybrid signals. According to Table 1 , Fig. 3 shows the frequency spectrums and time-frequency distributions of ratio increases, the recognition of sources get worse and the signal sparsity becomes lower, and the sharp drop of the quantity of SSPs lets the work of source recovery be more difficult.
Here two tests are needed. The purpose of test 1 is to verify the validity and effectiveness of the proposed method. In test 2, two mainstream source recovery methods are added to make comparison for illustrating the superiority of the proposed method.
1) TEST 1
In order to show the performance of SMT and MSPC respectively, test 1 is divided into two modules. In the first module, the performance of the elementary recovered sourceŝ smt i (t) by using SMT is given, and the second module gives the ratio . Therefore, the average calculating results in ε 1 ∈ (0.04, 0.08) is given to show the average elementary recovery performance, as shown in Table 2 .
For specific visualization, Fig. 5 gives the time-frequency distributions ofŝ smt i (t) at f s i ratio = 50%, it can be seen that the extracted SSPs substantially reconstruct the main timefrequency structure of each source. Combining the timefrequency distributions of both the hybrid signals andŝ smt i (t), we give the related analysis on the elementary recovery performance in Table 3 .
According to Table 3, as f   s i ratio raises, the quantity of the DUSPs between wideband signal and other sources increased slowly, and the impact of the generated overlaps on other sources is medium or less, so wideband signal has stable recovery performance. As for the combination of narrowband signals, when f s i ratio raises, their SSPs are easier to be transformed into MSPs. and the number of DUSPs increases sharply, so the recovery work is more difficult than wideband signals. Since the time-frequency coefficient of MSP is the superposition of multiple DUSPs, the analysis results are still valid for the time-frequency overlaps among more than two sources.
In the second module of test 1, MSPC is added to get s final i (t), and Table 4 gives the average final recovery performance of all sources. For better comparison betweenŝ smt i (t) andŝ ratio ∈ [25%, 100%] are 68.25% and 69.81%, respectively. In the final recovery, most of the MSPs of FRANK and BPSK are used for improving the signal integrity greatly, and the average performance gets obvious promotion, reaching 81.97% and 94.55% respectively. As for 4FSK and LFM, their recovery performance also meets the analysis of Table 3 , and the average recovery performance reaches more than 93%. EQFM locates in the middle of multiple sources within the time-frequency domain, and has overlaps with four sources simultaneously as f s i ratio increases, indicating higher degree of time-frequency overlap than others. However EQFM is wideband, the average recovery performance is also above 85%. In Fig. 6b , the improvement of performance brought by MSPC shows an upward trend. Especially when f s i ratio = 75%, the improvement is the best, arriving 16.5%.
Because the poor performance of narrowband signals FRANK and BPSK in the elementary recovery, the final recovered time-frequency distributions of FRANK and BPSK at f s i ratio = 50% are shown in Fig, 7 , and we can find that the main structures of FRANK and BPSK are reconstructed well with good signal integrity, and has better recognition compared with Fig. 5 , and it also verifies the analysis of Fig. 6 .
2) TEST 2
In test 2, two mainstream source recovery methods are compared with the proposed method, which are orthogonal matching pursuit (OMP) based on compressed sensing (CS) [26] and smoothed 0 norm (SL0) [12] . The types of source and experimental conditions are the same as test 1. Here all sources are transformed into the time-frequency domain and processed by the filtering of low energy points to improve signal integrity. Table 5 shows the average recovery performance of three methods under different f s i ratio . As shown in Table 5 , when f s i ratio = 25%, the signals are sparse, and both SL0 and OMP have good recovery performance. Nevertheless, from Fig. 3 we can see that FRANK is disturbed by EQFM and BPSK simultaneously, and FRANK itself is narrowband, therefore its recovery performance is the worst within all sources. As f s i ratio increases, the signal sparsity becomes poorer, SL0 and OMP are not applicable, and the corresponding recovery performance drops sharply, which results in that the sources even cannot be recovered.
Next the average recovery performance of all sources within f s i ratio ∈ [25%, 100%] is shown in Fig. 8a. In Fig. 8a , we can see that the proposed method can be effective on both wideband and narrowband signals, and the recovery performance gets much improvement compared with the traditional methods. Among the improvement of all sources, the highest is 20.87% in FRANK, the lowest is 6.4% in BPSK, and the average is 14.63%. As it shows in Fig. 8b , the average recovery performance of all f s i ratio within {s i } 5 i=1 are given. SL0 and OMP have almost the same performance on all sources, and only perform well at f s i ratio = 25%, reaching about 85%, however the proposed method is about 97%. When f s i ratio = 100%, the recovery performance of SL0 and OMP is only about 60%, but the proposed method can still reach about 80%. Among the improvement of all f s i ratio , the highest is 16.96% at 100%, the lowest is 11.73% at 25%, and the average is 15.25%.
From the above, the effectiveness and superiority of the proposed method in different types of sources and low sparsity signals can be seen.
IV. CONCLUSIONS
For the source recovery from dual-channel underdetermined time-frequency overlapped signals, this paper studies a method based on SMT and MSPC to recover the time-frequency distributions of all sources and effectively improves the signal integrity under serious time-frequency overlaps. The heart of the proposed method is that, firstly, SMT extracts the set of SSPs of each source one by one to complete the separation and elementary recovery. Next, for improving the signal integrity and the recovery performance greatly with high level of time-frequency overlap among sources, MSPC locates and optimizes the MSPs to compensate the missing time-frequency coefficients of the elementary recovered sources by using the minimization interference strategy (MIS) and the minimal energy principle (MEP), so as to finish the final source recovery. Since the bandwidth and energy distribution of different types of sources are different, when the degree of time-frequency overlap increases, the quantity and distribution of generated MSPs are varying. The experimental results show that the proposed method performs better on the signals with wide bandwidth and scattered energy distribution than the signals with narrow bandwidth and concentrated energy distribution.
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