ABSTRACT: Kirkwood-Buff integration (KBI) is implemented into the massively-parallel molecular simulation tool ms2 and assessed by molecular dynamics simulations of binary liquid mixtures. The formalism of Krüger et al. (P. Krüger et al., J. Phys. Chem. Lett. 4: 235-238, 2013) that adopts NVT ensemble data to the μVT ensemble is employed throughout. Taking advantage of its linear scaling with inverse system size, the extrapolation to the thermodynamic limit is analyzed. KBI are calculated with standard radial distribution functions (RDF) and two corrected RDF forms. Simulations in the NVT ensemble are carried out in the entire composition range for four Lennard-Jones mixtures, studying system size dependence by varying N = 4000, 8000 and 16000 molecules. Moreover, four mixtures of "real" components are considered with N = 4000. Thermodynamic factor, partial molar volumes and isothermal compressibility are calculated from KBI and compared with benchmark data from NpT ensemble simulations. The assessment shows that the formalism of Krüger et al. greatly improves KBI and that extrapolation is important, particularly for smaller systems.
Introduction
The knowledge of accurate thermodynamic property data is essential for the understanding of natural processes and the design of technical applications [1] . Longstanding efforts in experimental thermodynamics, however, led only to a scarce data base because laboratory work is time-consuming and costly, particularly when there are safety concerns [2] . With suitable computational methods and high-performance computing, molecular modeling and simulation may substantially contribute to the thermodynamic data supply in a much more efficient manner [3] .
Liquid mixture properties are of vital importance, but their prediction is still challenging. For mass transport processes, the thermodynamic factor plays an important role because it connects the Fick diffusion coefficient with the Maxwell-Stefan diffusion coefficient Ð. In case of binary mixtures, their relation is simply
• Ð. This factor 1 ln ⁄ , , where stands for the activity coefficient of component 1 and its mole fraction, cannot be measured experimentally. Instead, it has to be extracted from phase equilibrium data with the support of excess Gibbs energy models or equations of state. It also poses a challenge for molecular simulation work because it is a derivative of typically noisy entropic properties. However, local density fluctuations may provide information on it [4] . In the grand canonical (μVT) ensemble, the thermodynamic factor can be analyzed by Kirkwood- Buff integration (KBI) [5] . Many-body molecular simulations naturally provide detailed information on the microscopic structure of fluids by means of radial distribution functions (RDF) . On that basis, it is conceptually straightforward to obtain liquid solution properties, like the thermodynamic factor or partial molar volumes . However, even 68 years after Kirkwood-Buff theory was conceived, it is still not fully clear how to fruitfully apply KBI as a standard method because it is defined for the μVT ensemble only [6] , which is difficult to impose in the liquid state. Numerous efforts were thus undertaken to resolve this issue [4, [6] [7] [8] [9] [10] [11] . The extrapolation to the thermodynamic limit, where all ensemble types become equal, is seen as a viable approach [7, 8] . However, for large intermolecular distances r RDF may not converge to unity. Accordingly, RDF corrections are crucial [6] .
To study the strengths (and weaknesses) of KBI, we implemented it into the massively-parallel molecular simulation tool ms2 [12] [13] [14] . Users can invoke KBI in the canonical (NVT) ensemble both for Monte Carlo (MC) or molecular dynamics (MD) simulations. It was shown by Galata et al. [9] that ensembles containing a larger number of molecules N may lead to improved results. Thus, parallelization of KBI in ms2 was essential because the computational effort of molecular simulation basically only depends on the number of molecules in the cutoff sphere. However, to determine which molecules are located within the cutoff sphere, the intermolecular interaction matrix 2 has to be traversed, which offers a convenient and efficient access to RDF sampling. Users of ms2 can specify the frequency with which the RDF are sampled (each time step was chosen in this work). Further, the ms2 implementation does not contain any additional if statements because RDF are sampled over the entire simulation volume, i.e. beyond the cutoff radius that is independently specified for evaluating the intermolecular interactions explicitly. The resulting RDF data are thus available also beyond half of the edge length of the simulation volume L/2. Because ms2 assumes a cubic volume, RDF are sampled up to √3 /2, which may allow for recent extended schemes [7] . Due to parallelization and adequate implementation, the computational time effort for KBI is minor, cf. Table 1 . The worst case scenario is given in case of computationally cheap intermolecular interactions, whereas for realistic molecules the execution time increases only by about 4 %. Moreover, KBI is carried out by ms2 on the fly such that cumbersome post-processing is avoided.
This work focuses on RDF corrections and the extrapolation to the thermodynamic limit, motivated by the challenges mentioned above. For this purpose, KBI was applied to three types of RDF: First, standard RDF were used. Second, RDF were corrected as suggested by Ganguly and van der Vegt [15] , referred to as vdV. This correction takes into account that molecules within a distance r around a central molecule may underlie excess or depletion phenomena and it was found to be superior to other schemes [6, 10] . Third, the vdV correction was applied in combination with a subsequent and typically tiny shift of the RDF in vertical direction through a constant multiplicative factor such that the mean value of the RDF is forced to be unity in the last quarter of its explicitly sampled range. This correction is denoted as vdV+shf.
KBI was derived for the μVT ensemble [5] that is hard to impose in simulations of dense liquid phases. Instead, the standard procedure for KBI is to employ the NVT ensemble, which, unfortunately, leads to convergence problems. To alleviate these, an integral truncation and correction was developed by Krüger et al. [11] . Because of its linear scaling with inverse system size, it is well suited for the extrapolation to infinite system size [11] . On that basis, KBI performance with and without extrapolation to macroscopic size was analyzed.
Different KBI approaches were assessed by comparing data on the thermodynamic factor , partial molar volumes and isothermal compressibility with independent results. These properties were determined for a set of binary mixtures in their entire composition range with MD NVT ensemble simulations. The thermodynamic factor from KBI was assessed on the basis of simulation data for chemical potentials supported by excess Gibbs energy models. Partial molar volumes and isothermal compressibility from KBI were compared with results from isobaric-isothermal (NpT) ensemble simulations. Four binary Lennard-Jones (LJ) mixtures in the liquid state, cf. Table 2 , with a varying number of molecules 4000, 8000 and 16000 were considered to study the system size dependence. Moreover, KBI performance was assessed for four binary liquid mixtures of real components with 4000 molecules. These mixtures were chosen from ideal over non-ideal mixing behavior up to a mixture with liquid-liquid equilibrium (LLE) phase separation. Throughout, the entire composition range was considered.
Methodology 2.1 Kirkwood-Buff theory
RDF are the basis of KBI and they were sampled with ms2 for the molecules' center of mass. The RDF are closely related to what is known as local composition. In case of a mixture containing components i and j, they are given by
where the local density of component i in a spherical shell with a radius r centered around species j is 4 ⁄ and denotes the number of molecules of component i in that shell. The mixture density is and is the mole fraction of component j. A binary mixture of components 1 and 2 has thus three independent RDF, i.e. , , . Standard RDF are given by eq. (1).
The vdV correction [15] takes the excess or depletion of molecular species j around a given molecule i at the distance r into account such that the asymptotic behavior of the RDF should yield an improved convergence to unity. It is given by
where is the number of molecules j, the cubic simulation volume, the Kronecker delta and 4 3 ⁄ . Excess or depletion of species j around molecule i is given by ∆ 4 ′ ′ 1 ′. Next, it was attempted to further improve the vdV corrected RDF by a slight shift in vertical direction by a multiplicative factor. Shifting RDF was applied e.g. by Perera and Sokolić [16] and vdV+shf corrected RDF are simply given by .
Therein, ̅ is the mean value of the RDF in the range 3L/8 to L/2. Hence, the mean value of the RDF is forced to be unity in that range. Figure 1 exemplarily shows an RDF in its standard form and the two corrected forms for a binary LJ mixture.
KBI are defined in the μVT ensemble by [5] 
In molecular simulation work, the infinite integration limit cannot be reached because data can only be sampled up to some finite radius R. The truncation of eq. (4) was considered through a mathematical procedure developed by Krüger et al.
with the geometrical weight function , for a three-dimensional space
where 2 ⁄ . Note that eq. (5) is not identical with the KBI in the thermodynamic limit [11] . With eqs. (5) and (6), KBI can be applied to finite simulation volumes in the NVT ensemble, considering that they are embedded in a larger reservoir. In this way, the exchange of mass and energy of the explicitly sampled subvolume with its surrounding is accounted for. Thereby, eq. (5) considers the μVT ensemble for which Kirkwood-Buff theory is defined [11] . Moreover, eq. (5) scales linearly with inverse system size so that the extrapolation to the thermodynamic limit → ∞ is straightforward
where 4 1 in three-dimensional space when → 0. However, recent studies [7] have indicated that the following KBI approximation convergences faster than the analytically derived eq. (7) in the thermodynamic limit, (4) are close to the extrapolated data (eqs. (7) and (8)) when RDF corrections are applied.
In the present work, KBI were evaluated throughout with eq. (5) and extrapolated to macroscopic size with eqs. (7) and (8) . RDF for KBI were computed from independent blocks during the productive simulation time (after equilibration) such that statistical uncertainties of are accessible (blocks of 10 4 time steps were used). Extrapolation was carried out on the basis of RDF that were sampled over the entire simulation time, i.e. they were not re-initialized with the block frequency. Additionally, we have tested the recent extended KBI scheme for cubic volumes up to /√2 by Krüger and Vlugt [7] . However, these results are not discussed in detail here because significant improvements were not found for present system sizes.
Assessment of Kirkwood-Buff integration
This assessment of KBI is based on three thermodynamic properties that can be directly calulated from data. The thermodynamic factor of a binary mixture of components 1 and 2 is given by [17] 1 .
For comparison, chemical potentials were calculated with NpT ensemble simulations and were sampled with Widom's test particle insertion [18] for the LJ mixtures and with thermodynamic integration [19, 20] for the real mixtures. Figure 3 (top) depicts the activity coefficients extracted from chemical potential data over the entire composition range of mixture LJ1. A fourth order polynomial was fitted to the data to derive the thermodynamic factor . The accuracy of this fit for the thermodynamic factor was estimated to be 0.01 in absolute terms. Well-known excess Gibbs energy models, such as Wilson, NRTL and Margules, were considered as well, however, they were insufficient to properly fit these statistically precise LJ simulation data. For quantitative analysis, the absolute relative average deviation (AAD) between from KBI and benchmark (B) data was calculated over the entire composition range by
The partial molar volumes and of a binary mixture are given by [17] 1 ⁄ ,
with 2 . These properties were compared with results from NpT ensemble simulations such that a model-independent assessment of KBI was feasible. NpT simulations were carried out over the entire composition range to determine the varying mixture volume . Secants were used to derive the partial molar volumes and because three and four suffix Margules equations were insufficient to properly fit the statistically precise simulation data. Figure 3 (bottom) shows the excess volume over the entire composition range of mixture LJ1. The mean deviation between simulation values and data from secants over the entire composition range is around 2 % in terms of , which indicates that the partial molar volumes from secants are precise.
Finally, the isothermal compressibility of a binary mixture is given by [17] 1 ,
where is the Boltzmann constant and T the temperature. This property was also compared with results from NpT ensemble simulations, where it can be sampled from volume fluctuations [21] . The mean statistical uncertainty of these benchmark data for the LJ mixtures is about 0.5 % and for the real mixtures about 3 % (cf. 
Binary Lennard-Jones mixtures
Four binary LJ mixtures were selected to study the performance of KBI for varying system size. Table 2 shows their LJ parameters for size and energy as well as the studied temperature T and pressure p pairs. These mixtures are characterized by a variation of LJ size parameter , LJ energy parameter or both and a combination that shall stand for a real mixture, i.e. acetone + carbon dioxide [22] . All mixtures were simulated with ms2 [12] [13] [14] , throughout with the same settings. MC NpT simulations were performed to determine the mixture density. The KBI were calculated at that density with MD NVT simulations in the mixtures' mole fraction range 0.05, 0.1, 0.2, …, 0.9, 0.95 mol mol -1 . Simulations for all four mixtures, denoted as LJ1, LJ2, LJ3 and LJ4, were carried out with 4000, 8000 and 16000 molecules, always for a period of 1.5 · 10 7 time steps. This sampling duration is extensive, but still reasonable for routine applications of MD. In the following, KBI performance is discussed for mixture LJ1 only. Analogous results for the other LJ mixtures are shown in the Supplementary Material. Therein, all MD NVT simulation results are tabulated. Figure 4 shows over mole fraction . From this figure, it is not possible to properly assess the KBI approaches because there are no physical benchmark data. However, are shown here because they are the input for all properties that are discussed below. It was found that the data scatter over although they should form a continuous smooth curve. It becomes clear from Figure 4 that the better the RDF statistics, the smaller the difference between extrapolated and non-extrapolated values. For instance, in the composition range → 1, the difference between extrapolated and non-extrapolated KBI is small for all system sizes. On the other hand, extrapolated KBI differ significantly from non-extrapolated KBI if the RDF statistics is poor (i.e. for the diluted component at → 1). Moreover, pure component KBI and at molar fractions → 0 or → 1 , respectively, are more uncertain with increasing system size. This can be explained by RDF noise for larger r with increased system size. Comparing both types of extrapolations (eqs. (7) and (8)) reveals that based on eq. (8) are closer to the non-extrapolated .
Figure 5 (top) shows the thermodynamic factor derived from KBI over mole fraction for varying system size N = 4000, 8000 and 16000. The thermodynamic factor based on 4 non-extrapolated with standard RDF has large deviations from the benchmark data and values based on deviate even more. Data based on RDF that were corrected with vdV or vdV+shf are similar and in good agreement with the benchmark if extrapolated are used. For extrapolation purposes, eq. (8) should be applied because results are more convincing compared to those based on eq. (7). It becomes clear that the deviation between from KBI and the benchmark decreases from N = 4000 to N = 8000 molecules. For system size N = 8000, a slightly better agreement between data based on extrapolated can be seen for vdV+shf corrected RDF than for vdV corrected RDF. The even larger system size N = 16000 did not lead to further improvements. based on (eq. (8)) with vdV+shf corrected RDF show the most adequate results for system size N = 4000. Table 3 gives an overview on AAD for all data. Figure 5 (center) presents the partial molar volumes and over mole fraction . For all types of underlying RDF, the partial molar volumes from extrapolated are in much better agreement with NpT simulations data than from , which holds for system sizes N = 4000 and 8000, whereas system size N = 16000 did not lead to further improvements. Partial molar volumes from non-extrapolated KBI show better results for increased system size. from extrapolated KBI are more suitable, if RDF are corrected by vdV compared to standard RDF. Partial molar volumes based on , particularly from eq. (8), with underlying vdV+shf corrected RDF show slightly better results than vdV corrected RDF for most mole fractions. Figure 5 (bottom) depicts the isothermal compressibility over mole fraction . Throughout, isothermal compressibility data from KBI are in poor agreement with NpT simulations. This result can be seen for all system sizes and all RDF approaches. In part, derived from KBI are negative, which violates the thermodynamic stability condition. It can be summarized that this property should not be calculated with KBI because it can be straightforwardly sampled in the NpT ensemble, which is in accordance with the findings of Weerasinghe and Smith [23] .
Binary mixtures of real components
Four binary mixtures of real components were selected to analyze the performance of KBI for one system size N = 4000: methanol + ethanol, acetone + methanol, methanol + toluene and cyclohexane + methanol. Rigid, united-atom type models were used to describe their intermolecular interactions. The applied molecular models account for these interactions, including hydrogen bonding, by a set of LJ sites, point charges, point dipoles and point quadrupoles, which may or may not coincide with the LJ site positions [24] [25] [26] [27] [28] . These force fields were satisfactorily assessed in previous works and the interested reader is referred to the original publications [24] [25] [26] [27] [28] for detailed information about the molecular pure substance models and their parameters. The four binary real mixtures were simulated with ms2 [12] [13] [14] , throughout with the same settings, see Appendix. MD NpT simulations at 298.15 K and 0.1 MPa were carried out to calculate the mixture density and chemical potentials were sampled simultaneously with thermodynamic integration [19, 20] and the Wilson model [29] was fitted to these data. Clearly, these chemical potential data are not as accurate as those of the LJ mixtures. The accuracy of the Wilson fit in terms of the thermodynamic factor was estimated to be below 0.04 for methanol + ethanol and for the others about 0.1. The NpT simulations indicated that methanol + toluene and cyclohexane + methanol have a negative excess volume , whereas the other two mixtures are volumetrically almost ideal. Secants were used to derive the partial molar volumes and . KBI were sampled with MD NVT simulations in the entire composition range 0.05, 0.1, 0.2, …, 0.9, 0.95 mol mol -1 . Figure 6 shows the thermodynamic factor , partial molar volumes and and the isothermal compressibility over mole fraction of methanol + ethanol. Thermodynamic factor predictions from NRTL [30] , UNIQUAC [31] , Wilson [29] models fitted to experimental vapor-liquid equilibrium data as well as Ref. [32] confirm the ideal behavior ( 1) of that mixture. The thermodynamic factor from (eqs. (7) and (8)) based on standard RDF shows large deviations from that benchmark. Non-extrapolated from the other RDF approaches yield better results. Throughout, data for based on KBI scatter around unity. It can be seen that results based on are in best agreement, where the vdV and vdV+shf corrected RDF lead to the most convincing results. Table 4 gives an overview on AAD for all data. Partial molar volumes and from non-extrapolated KBI exhibit for all RDF approaches minor deviations from NpT simulation data, which are almost constant due to a negligible excess volume. Partial molar volumes based on are in good agreement, if the RDF were corrected with vdV+shf and approximated by eq. (8) lead to slightly better results than those based on eq. (7). Throughout, the isothermal compressibility from extrapolated KBI is in poor agreement with the NpT simulations for all RDF approaches. Most of the data from extrapolated KBI are even negative. Figure 7 presents the results for acetone + methanol that has a moderately non-ideal mixture behavior. The thermodynamic factor from (eq. (7)) based on the standard RDF shows the largest deviations from the Wilson model, whereas from (eq. (8)) are improved. The vdV and vdV+shf corrected RDF without extrapolation leads to good results, however, the most adequate agreement is obtained by vdV correted RDF. Both extrapolations (eqs. (7) and (8)) increase deviations from the benchmark for all types of RDF (cf. Table 4 ). Further, data based on vdV corrected RDF and are most suitable in the pure component limits, where must converge to unity. Partial molar volumes derived from non-extrapolated KBI show for all RDF approaches slightly smaller deviations from the almost constant NpT simulation data than their extrapolations. Partial molar volumes from (eq. (8)) are in good agreement, if RDF are corrected with vdV+shf. Throughout, the isothermal compressibility data from extrapolated KBI (all RDF approaches) are in poor agreement with the NpT simulations and are in part below zero. Figure 8 shows the results for methanol + toluene, which has a non-ideal mixture behavior. The thermodynamic factor from based on all RDF approaches is in good agreement with the Wilson model. Best agreement was found for extrapolated data (eq. (7)) with vdV corrected RDF and data from are superior than those from . Table 4 gives an overview on AAD of data. Partial molar volumes and based on show for all RDF approaches slightly smaller deviations from NpT simulation results than data based on . This mixture has a finite excess volume so that the benchmark data for are not constant. Again, the isothermal compressibility from extrapolated KBI (all RDF approaches) is in poor agreement with the NpT simulations and in part below zero. Figure 9 shows the results for cyclohexane + methanol. This strongly non-ideal mixture exhibits a LLE over a wide composition range. Due to the strong thermodynamic factor gradient in the composition range limits, it is challenging to see distinctions between extrapolation and non-extrapolation as well as between different RDF. However, data based on vdV and vdV+shf corrected RDF are in good agreement. Most adequate results were achieved with vdV corrected RDF and based on eq. (7), cf. Table 4 . It is interesting to note that KBI never yields negative numbers for the thermodynamic factor . Cyclohexane + methanol exhibits a large excess volume. Partial molar volumes and from extrapolated KBI show for all RDF approaches smaller deviations from NpT simulation data than non-extrapolated KBI. Partial molar volumes from (eqs. (7) and (8)) are in best agreement for vdV+shf corrected RDF. Again, the isothermal compressibility data from extrapolated KBI (all RDF approaches) are in poor agreement with the NpT simulations and are in part negative.
Conclusion
Kirkwood-Buff integration was applied to MD NVT simulations of four binary LJ mixtures and four binary mixtures of real components. The LJ mixtures were studied for varying system size N = 4000, 8000 and 16000. To calculate KBI for finite simulation volumes, the formalism of Krüger et al.
[11] was used. The difference between extrapolated and non-extrapolated KBI was evaluated together with two extrapolation schemes (eqs. (7) and (8)). KBI was analyzed with standard RDF, vdV [15] and vdV+shf corrected RDF. Because the employed simulation code ms2 assumes a cubic volume, RDF were sampled up to √3 /2, i.e. beyond half of the edge length of the simulation volume L/2. The recent extended KBI scheme for cubic volumes up to /√2 by Krüger and Vlugt [7] was tested. However, significant improvements were not found for present system sizes. The KBI study was based on results for thermodynamic factor , partial molar volumes , and isothermal compressibility that were compared with benchmark data from NpT simulations. In addition, excess Gibbs energy models were considered for the thermodynamic factor of the real mixtures.
The assessment indicates that the standard KBI approach leads to large statistical uncertainties. Significant improvements were found by applying the formalism of Krüger et al. [11] , which adopts NVT ensemble data to the μVT ensemble for which Kirkwood-Buff theory is defined. Moreover, it was found that standard RDF mostly provide little convincing results. The physically meaningful vdV correction of RDF enhances KBI, similar results were achieved by applying the vdV+shf correction.
The purpose of this work was to determine a KBI approach that is suitable to routinely sample the thermodynamic factor which connects the Fick diffusion coefficient with the Maxwell-Stefan diffusion coefficient Ð. It was shown that predicting this property from KBI is particularly challenging when a mixture is ideal. In this case (LJ3 and methanol + ethanol), from non-extrapolated led to better results than from . In case of non-ideal LJ mixtures, from showed the most convincing results with vdV+shf corrected RDF. In the case of the non-ideal mixtures of real components, data based on vdV corrected RDF revealed the best agreement with extrapolation, except for acetone + methanol. Extrapolations with the approximation of KBI in the thermodynamic limit by eq. (8) lead to more promising results than eq. (7).
Partial molar volumes and were assessed with accurate benchmark data from NpT simulations. The LJ mixtures showed the best agreement with the benchmark data when extrapolated were applied with vdV+shf corrected RDF. No clear distinction could be made for the real mixtures. However, in most cases from vdV and vdV+shf corrected RDF were promising, except for cyclohexane + methanol, where standard RDF showed a better agreement.
The isothermal compressibility was directly compared with NpT simulation data. For the LJ and real mixtures hardly any convincing results were obtained. Because this property can be easily sampled by NpT simulations, it should not be determined by KBI.
The system size dependence of KBI was assessed with LJ mixtures. Systems with N = 4000 molecules were found to be sufficiently large, but in part better results were achieved with N = 8000. Further improvements were not obtained for systems with N = 16000 molecules.
In summary, KBI is an important avenue to determine the thermodynamic factor and should be applied to corrected RDF. The formalism of Krüger et al.
[11] with extrapolation to the thermodynamic limit [7] is crucial for using KBI in conjunction with NVT ensemble simulations. KBI was implemented into the massively-parallel molecular simulation tool ms2 [12] [13] [14] . Due to efficient implementation and parallelization, the execution time of mixtures of realistic molecules increases by about 4 % only, if KBI is invoked. Moreover, no post-processing is required.
Appendix -Simulation details
All simulations were carried out with the molecular simulation tool ms2 [12] [13] [14] . For the four binary LJ liquid mixtures, MC NpT simulations were performed in the mole fraction range 0.0, 0.025, …, 1.0 mol mol -1 with N = 1372 molecules to determine the mixtures' density . 25,000 NVT and 40,000 NpT equilibration cycles were made, while the production contained 4,000,000 NpT cycles, consisting of 1372 displacement and one volume move (cf. Table 1 ). The chemical potentials were sampled with Widom's test particle insertion [18] . During that MC run, also the isothermal compressibility was calculated. Moreover, the mixture density over mole fraction was used to derive the partial molar volumes . After the MC NpT runs, MD NVT simulations were carried out to compute the KBI for the four binary LJ liquid mixtures. Three system sizes containing N = 4000, 8000 and 16000 molecules were sampled over the mole fraction range 0.05, 0.1, 0.2, …, 0.9, 0.95 mol mol -1 . MD NVT simulations were performed with 8·10 5 equilibration time steps and 1.5·10 7 production time steps. RDF for KBI were sampled every time step, the KBI block frequency for error estimation was set to 10 4 time steps and RDF for extrapolation were sampled over the entire simulation time. The equations of motion were solved numerically by applying the 6 Gear predictor-corrector integrator [33] with a time step of ∆ ⁄ ⁄ 0.0003 . Velocities were isokinetically rescaled to maintain a constant temperature. For all MC and MD simulations, the cutoff radius was set to 5 (exception LJ4: 3.5 ) and the intermolecular interactions were described with the LJ 12-6 potential. Unlike interactions were specified with the Lorentz-Berthelot combination rule [34, 35] . Beyond the cutoff radius, the LJ interactions were corrected with the standard method.
For the binary mixtures of real components, methanol + ethanol, acetone + methanol, methanol + toluene and cyclohexane + methanol, MD NpT simulations were performed in the mole fraction range 0.0, 0.05, 0.1, 0.2, …, 0.9, 0.95, 1.0 mol mol -1 with N = 4000 molecules to determine the mixture density . Therefore, 1.2·10 5 equilibration time steps and 5·10 5 production time steps at 298.15 K and 0.1 MPa were carried out. The chemical potentials were sampled with thermodynamic integration [19, 20] and the resulting data were used to fit the Wilson model [29] . During the MD NpT run, the isothermal compressibility was calculated. Moreover, the mixture density over the mole fraction was used to derive the partial molar volumes . It was found that the excess volume of methanol + ethanol and acetone + methanol is almost negligible, except for methanol + toluene and cyclohexane + methanol. Partial molar volumes of the latter two were calculated with secants. According to the MD NpT runs, MD NVT simulations were carried out to compute the KBI of the binary liquid mixtures. One system size N = 4000 was considered. The MD NVT simulations were performed with 8·10 5 equilibration time steps and 1.5·10 7 production time steps. RDF for KBI were sampled every time step, the KBI block frequency for error estimation was set to 10,000 time steps and RDF for extrapolation was sampled over the entire simulation time. The equations of motion were solved numerically with Gear's predictor-corrector integrator [33] and a time step ∆ 0.877 fs for all NpT and NVT simulations. The velocities were isokinetically rescaled to maintain a constant temperature. For all NpT and NVT simulations, the LJ 12-6 interactions beyond a cutoff radius of 17.5 Å were corrected by applying angle averaging [36] . The long-range electrostatic interactions were considered with the reaction field method [33] . Unlike interactions were specified with the Lorentz-Berthelot combination rule [34, 35] . The pressure of all NpT ensemble simulations was controlled with Andersen's barostat [37] .
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