locally compact metric spaces. In particular, the completeness assumption, needed in [1] , can be dropped.
Let X be a locally compact metric space. We will denote by D k the space of metric kdifferential forms with locally Lipschitz coefficients and by N k the space of normal currents with compact support, i.e. currents with finite mass whose boundary has finite mass; we will also denote by d the boundary operator. We note that, on a complete metric space, the space of normal currents with compact support following Lang's definition coincides with the space of normal currents with compact support following Ambrosio and Kirchheim's definition (see the fourth section of [5] for a more detailed comparison between the two theories).
We recall the following result about metric currents and their supports (cfr. [5, Proposition 3.3] ).
Proposition 1 Let T ∈ D m (X) and A ⊂ X be a locally compact set containing supp (T ). Then there is a unique T A ∈ D m (A) such that
We proceed now to define the homology complex. Given metric space X, we can consider the chain complex
where N k (X) is the space of normal metric currents with compact support, and the associated homology
Obviously, if f : X → Y is a Lipschitz map, we obtain the pushforward operator f ♯ :
for every k and, since f ♯ and d commute, we have an induced operator
In other words, H is a covariant functor from the category of metric spaces with Lipschitz functions to the category of abelian groups. In what follows we will write f * instead of H(f ). Moreover, if A is closed subset of X,we define N k (X, A) setting
3 The axioms of Eilenberg and Steenrod
we can consider the relative homology groups H k (X, A) and we have the long exact sequence of the pair, in the same way of singular homology
where d ′ is an homomorphism of degree −1.
Proposition 2 Let {U, V } be an open covering of X, let i U , i V be the inclusions of U ∩ V in U and V respectively and let j U , j V be the inclusions of U and V respectively in X. Then the short sequence of chain complexes
Finally, given T ∈ N k (X), we can consider a partition of unity subordinated to the covering {U, V }, {φ U , φ V }. The current T φ U has support contained in U , therefore, by Proposition 1, there is
and the exactness of the sequence follows.
By employing the usual techniques of homological algebra and Proposition 2, we can now prove the exactness of the Mayer-Vietoris sequence for the homology of normal currents (see e.g. [10, Theorem 7.19 
]).
Proposition 3 Given a closed subset A of X and an open set U such thatŪ is contained in the interior of A, we have that the inclusion map (X \ U, A \ U ) → (X, A) induces an isomorphism in homology. A) ; with the same technique of restriction used in the proof of the previous Proposition, j ♯ is showed to induce a isomorphism in homology. 
by the following formula
Arguing like in [1, Proposition 10.2] (see also [8] for another generalization of the same Proposition), we see that if T ∈ N k (X), K(T ) is also in N k+1 (Y ) and the following holds
Consequently, if dT = 0, we see that
that is f * = g * as applications between H * (X) and H * (Y ).
Proposition 5 If X is a metric space with only one point, we have
where K is either R or C.
Proof: The thesis is obvious, as M 0 (X) = {αδ x | α ∈ K} ∼ = K and M j (X) = {0} for j > 0.
Theorem 6
The functor H * defines a homology theory.
Proof: We refer to [3, 10] for a complete discussion of the Eilenberg-Steenrod axioms and their variations; we content ourselves with noting that H * is obviously a functor and that, by the results we proved in the previous pages, it fulfills the homotopy axiom, the excision axiom, the dimension axiom and the exactness of the long sequence of the pair. Moreover, it is obvious that N * is additive on the disjoint union of spaces and that d preserves such structure, hence also H * is additive.
Uniqueness of homology
Let Met 2 be the category whose objects are pairs (X, A) where X is a locally compact metric space and A is a closed subset in X and whose morphisms are continuous functions. Similarly, let Met 2L be the category whose objects are the same of Met 2 and whose morphisms are locally Lipschitz maps; obviously, if (X, A) is an object in Met 2 (or Met 2L ), also (X, ∅) and (A, ∅) are, and all the inclusions between them are morphisms of the category.
Let us denote by Met ′ 2 (resp. Met ′ 2L ) the category whose objects are the same of Met 2 and whose morphisms are equivalence classes of morphisms of Met 2 (resp. Met 2L ) with respect to the relation of being homotopic (resp. being homotopic by a locally Lipschitz homotopy).
We will denote by Mor C (O 1 , O 2 ) the class of morphisms from O 1 to O 2 in the category C. Y, B) .
Lemma 7 If (X,
Let e be a cell of X; its characteristic map is homotopic to a Lipschitz map, by the hypothesis of local Lipschitz contractibility. Let us divide the boundary of e in small simplices such that their images through the characteristic maps are contained in Lipschitz contractible balls; using the procedure described in the beginning of the proof of [12, Proposition 1.3], we costruct a Lipschitz map which is homotopic to the characteristic map.
So, given the map j : e → X, if f ′ • j : e → Y is Lipschitz on the boundary of e, we can construct (in the same way as before) a Lipschitz map g j : e → Y which coincides with f ′ • j on the boundary of e. As j is a homeomorphism on the interior of e, this permits us to inductively construct a locally Lipschitz map g : (X, A) → (Y, B) which is homotopic to f ′ , hence to f . Moreover, if f ′ was already locally Lipschitz on a sub complex C ⊂ X, we can take g to agree with f on C.
On the other side, if f 1 , f 2 : (X, A) → (Y, B) are locally Lipschitz maps, with a continuous homotopy K between them (hence representing the same morphism in Met ′ 2 ), we can apply the preceding reasoning to the map K : (X, A) × (I, 0, 1) → (Y, B) .
As f 1 , f 2 are already locally Lipschitz, we can construct a map K ′ , homotopic to K, locally Lipschitz, and such that K ′ (x, 0) = f 1 (x) and K ′ (x, 1) = f 2 (x) for every x ∈ X; therefore, f 1 and f 2 represent the same morphisms also in Met Theorem 8 There exists a natural transformation from the Lipschitz simplicial homology (with real coefficients) H L * to H * , which induces an isomorphism between them on every CW-pair in Met 2 .
Proof: We define a transformation from the chain complex of Lipschitz chains to normal currents with compact support.
Let σ : ∆ k → X be a Lipschitz k-simplex, let [e k ] be the usual integration current on e k ; σ(∆ k ) is compact in X, hence the k-current T σ = σ ♯ [e k ] has compact support. By the properties of metric currents, T σ is a normal current; moreover, [e n ] is also a classical current, hence (see for instance [4] ) d[e n ] = [∂e n ], where ∂e n is the boundary of e n in the sense of simplicial chains.
Therefore, dT σ = T dσ . This means that T induces a natural transformation T * between homologies.
Such a transformation induces an isomorphism between H * (X) and H L * (X) when X = {x}. Therefore, by the classical results on homology (see [10, Chapter 7] ), the two homology theories are isomorphic, when restricted to CW-pairs in Met
The following corollary is an obvious consequence of the previous theorem and of the result on locally Lipschitz contractible spaces mentioned above.
Corollary 9
The homology H * defined in this note coincides with the usual simplicial homology on locally Lipschitz contractible CW-pairs in Met 2 .
Remark 1
The same argument can be repeated verbatim for the integral homology, employing the space I k (X) of integral currents and noticing that, by the Boundary Rectifiability Theorem [1, Theorem 8.6 ], dI k (X) ⊆ I k−1 (X).
Instead of employing local metric currents, it is possible to adjust the definition of metric current given in [1] to consider also non complete metric spaces: if one adds the requirement for the mass of a current to be a tight measure, then one can dispense with completeness, at least as long as the result we employed in this note are concerned. This allows us to obtain the same results for non-complete metric space, as it is done in [6] ; with this strategy, however, the proofs become much more involved.
