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Introduction
Soit N ≥ 1 un entier. On note P(2N) l’ensemble des partitions de 2N , c’est-a`-
dire celui des suites d’entiers λ = (λ1 ≥ λ2 ≥ ... ≥ λr ≥ 0) telles que S(λ) = 2N , ou`
S(λ) = λ1+...+λr. Deux suites sont identifie´es si elles ne diffe`rent que par des termes nuls.
Pour une telle partition et pour un entier i ≥ 1, on notemultλ(i) le nombre d’indices j tels
que λj = i. Notons P
symp(2N) le sous-ensemble des partitions symplectiques, c’est-a`-dire
celles telles que pour tout entier i ≥ 1 impair, multλ(i) est pair. Pour λ ∈ P
symp(2N),
notons Jordbp(λ) l’ensemble des entiers i ≥ 2 pairs tels que multλ(i) 6= 0. On note
Psymp(2N) l’ensemble des couples (λ, ǫ) ou` λ ∈ Psymp(2N) et ǫ ∈ {±1}Jord
bp(λ).
Pour tout entier n ∈ N, notons Wn le groupe de Weyl d’un syste`me de racines de
type Bn ou Cn, avec la convention W0 = {1}. Notons WN l’ensemble des couples (k, ρ)
ou` k est un entier tel que k ≥ 0 et k(k+1) ≤ 2N et ρ est une repre´sentation irre´ductible
de WN−k(k+1)/2. La correspondance de Springer ge´ne´ralise´e, de´finie par Lusztig, est une
bijection (λ, ǫ) 7→ (k(λ, ǫ), ρ(λ, ǫ)) de Psymp(2N) sur WN .
Il est bien connu que Psymp(2N) parame`tre les orbites unipotentes dans le groupe
symplectique Sp(2N ;C). L’ensemble Psymp(2N) parame`tre les couples (C, E) forme´s
d’une orbite unipotente C et d’un syste`me local Sp(2N ;C)-e´quivariant irre´ductible sur
C. On note (Cλ,ǫ, Eλ,ǫ) le couple parame´tre´ par (λ, ǫ) ∈ P
symp(2N). Pour un tel couple
(C ′, E ′), on de´finit le prolongement d’intersection IC(C¯ ′, E ′), qui est supporte´ par la
fermeture C¯ ′ de C ′, et ses faisceaux de cohomologie HmIC(C¯ ′, E ′). Lusztig a montre´
que ces derniers sont nuls si m est impair. Si C est une autre orbite unipotente, la
restriction de H2mIC(C¯ ′, E ′) a` C est somme directe de syste`mes locaux Sp(2N ;C)-
e´quivariants irre´ductibles. Si E est un tel syste`me local sur C, on note mult(C, E ;C ′, E ′)
la multiplicite´ avec laquelle intervient E dans la restriction a` C de ⊕m∈ZH
2mIC(C¯ ′, E ′).
Soient (λ, ǫ) et (λ′, ǫ′) les e´le´ments de Psymp(2N) parame´trant respectivement (C, E) et
(C ′, E ′). On pose mult(λ, ǫ;λ′, ǫ′) = mult(C, E ;C ′, E ′). Supposons que cette multiplicite´
soit non nulle. Il est clair qu’alors λ ≤ λ′ pour l’ordre usuel des partitions. Lusztig a
prouve´ que k(λ, ǫ) = k(λ′, ǫ′).
Partons maintenant de (λ, ǫ) ∈ Psymp(2N). Posons pour simplifier k = k(λ, ǫ). On
de´finit la repre´sentation ρ(λ, ǫ) de WN−k(k+1)/2 par
ρ(λ, ǫ) = ⊕(λ′,ǫ′)∈Psymp(2N)mult(λ, ǫ;λ
′, ǫ′)ρ(λ′, ǫ′).
Les coefficients mult(λ, ǫ;λ′, ǫ′) interviennent de fac¸on essentielle dans de nombreux tra-
vaux concernant les groupes re´ductifs finis, la premie`re occurence e´tant peut-eˆtre [1]
theorem 24.4. Ce qui nous concerne plus directement est que la repre´sentation ρ(λ, ǫ)
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controˆle les restrictions aux sous-groupes parahoriques des repre´sentations de re´duction
unipotente des groupes p-adiques (voir [2] et [5] proposition 5.2). Or on sait peu de
choses sur cette repre´sentation. Il nous semble qu’en ge´ne´ral, outre ce que l’on a de´ja` dit
ci-dessus (mult(λ, ǫ;λ′, ǫ′) 6= 0 entraˆıne k(λ′, ǫ′) = k(λ, ǫ)), on ne connaˆıt que la proprie´te´
de minimalite´
mult(λ, ǫ;λ′, ǫ′) 6= 0 entraˆıne λ′ > λ ou (λ′, ǫ′) = (λ, ǫ) ; dans ce dernier cas
mult(λ, ǫ;λ, ǫ) = 1.
Le but de l’article est de de´montrer que, sous une hypothe`se de parite´ sur λ, la
repre´sentation ρ(λ, ǫ) posse`de aussi une proprie´te´ de maximalite´. Pre´cise´ment, nous
de´montrerons le the´ore`me suivant.
The´ore`me. Soit (λ, ǫ) ∈ Psymp(2N). Supposons que λ n’a que des termes pairs. Alors
il existe un unique e´le´ment (λmax, ǫmax) ∈ Psymp(2N) ve´rifiant les proprie´te´s suivantes :
(i) mult(λ, ǫ;λmax, ǫmax) = 1 ;
(ii) pour tout e´le´ment (λ′, ǫ′) ∈ Psymp(2N) tel que mult(λ, ǫ;λ′, ǫ′) 6= 0, on a λ′ <
λmax ou (λ′, ǫ′) = (λmax, ǫmax).
En fait, notre me´thode permet une certaine latitude sur l’ordre choisi pour comparer
les partitions, ou plus exactement les e´le´ments de Psymp(2N). Pour tout entier n ∈ N,
notons simplement sgn le caracte`re signature de Wn. Pour (λ, ǫ) ∈ P
symp(2N), notons
(sλ,s ǫ) l’e´le´ment de Psymp(2N) tel que k(sλ,s ǫ) = k(λ, ǫ) et ρ(sλ,s ǫ) = sgn⊗ ρ(λ, ǫ) (la
notation ne doit pas preˆter a` confusion : sλ, resp. sǫ, ne de´pend pas seulement de λ, resp.
ǫ, mais du couple (λ, ǫ)). En ge´ne´ral, cette ope´ration n’est pas de´croissante pour l’ordre
usuel des partitions, c’est-a`-dire que, pour (λ, ǫ), (λ′, ǫ′) ∈ Psymp(2N), la relation λ ≤ λ′
n’entraˆıne pas sλ′ ≤ sλ. Toutefois, nous de´montrerons le the´ore`me suivant.
The´ore`me. Soit (λ, ǫ) ∈ Psymp(2N). Supposons que λ n’a que des termes pairs. Alors
il existe un unique e´le´ment (λmin, ǫmin) ∈ Psymp(2N) ve´rifiant les proprie´te´s suivantes :
(i) mult(λ, ǫ; sλmin, sǫmin) = 1 ;
(ii) pour tout e´le´ment (λ′, ǫ′) ∈ Psymp(2N) tel que mult(λ, ǫ; sλ′, sǫ′) 6= 0, on a
λmin < λ′ ou (λ′, ǫ′) = (λmin, ǫmin).
De plus, on a (sλmin, sǫmin) = (λmax, ǫmax).
Dans un article ulte´rieur, nous utiliserons ce re´sultat pour prouver que certaines
repre´sentations (tre`s particulie`res) de groupes p-adiques admettent un front d’onde.
Le couple (λmax, ǫmax) peut se calculer explicitement. Par contre, nous n’avons pas
trouve´ de formule ”simple” pour calculer le couple (λmin, ǫmin) (il peut e´videmment se
calculer a` partir de (λmax, ǫmax) et des formules explicites pour la repre´sentation de
Springer ge´ne´ralise´e, mais ce calcul n’est pas ”simple”).
Les preuves des the´ore`mes sont purement combinatoires. Comme on le sait, les
repre´sentations irre´ductibles d’un groupe Wn sont parame´tre´s par les couples (α, β)
de partitions telles que S(α) + S(β) = n. Une multiplicite´ mult(λ, ǫ;λ′, ǫ′) peut se
re´crire mult(α, β;α′, β ′) ou` (α, β) parame`tre ρ(λ, ǫ) et (α′, β ′) parame`tre ρ(λ′, ǫ′). Shoji
a de´veloppe´ une the´orie des fonctions syme´triques associe´es a` des couples de partitions.
En particulier, a` l’aide d’un couple (α, β) et d’un ordre <I sur l’ensemble d’indices de ce
couple, il de´finit un polynoˆme du type polynoˆme de Kostka. Pour un autre couple (α′, β ′),
on peut de´finir la ”multiplicite´” mult(<I ;α, β;α
′, β ′) de (α′, β ′) dans ce polynoˆme. Sous
certaines hypothe`ses sur (λ, ǫ) (le couple associe´ a` (α, β)) et pour un ordre <I bien
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choisi, Shoji prouve que mult(<I ;α, β;α
′, β ′) = mult(α, β;α′, β ′) pour tout (α′, β ′). Nous
ge´ne´raliserons un peu ce re´sultat en 5.2 : il est valable pourvu que λ n’ait que des termes
pairs. Les assertions des the´ore`mes ci-dessus deviennent des assertions concernant les
paires (α′, β ′) telles que mult(<I ;α, β;α
′, β ′). Et la de´finition de ces multiplicite´s est
purement combinatoire.
Dans le premier paragraphe, on conside`re un couple de partitions (α, β) et un ordre
<I sur l’ensemble d’indices de ce couple. On de´finit des ensembles P (α, β) et PA,B;s(α, β)
forme´s de couples de partitions (ν, µ) de´duits de (α, β) par une combinatoire simple. On
montre au paragraphe 4 que ces couples sont pre´cise´ment ceux qui interviennent dans le
polynoˆme de Shoji associe´ a` (α, β) avec des proprie´te´s de maximalite´ du type de celles in-
tervenant dans les the´ore`mes ci-dessus. Entre-temps, les paragraphes 2 et 3 sont consacre´s
a` prouver divers lemmes techniques concernant ces ensembles P (α, β) et PA,B;s(α, β). Ils
peuvent eˆtre ne´glige´s en premie`re lecture et meˆme en deuxie`me. Au paragraphe 5, on
e´tend comme on l’a dit le the´ore`me de Shoji et on en de´duit les the´ore`mes, a` l’aide
des re´sultats de maximalite´ prouve´s au paragraphe 4. La description explicite du couple
(λmax, ǫmax) est donne´e au paragraphe 6.
1 De´finitions
1.1 Ensembles finis a` multiplicite´s
Soit n ∈ N. Conside´rons l’ensemble des suites λ = (λ1, ..., λn) ou` les λj sont des
nombres re´els. Disons que deux telles suites sont e´quivalentes si et seulement si elles
diffe`rent par une permutation des indices. Nous appellerons une classe d’e´quivalence un
ensemble a` multiplicite´s de nombres re´els, a` n e´le´ments. Pour une telle suite λ et pour
i ∈ R, on note multλ(i) le nombre d’indices j tels que λj = i. Notons Rn l’ensemble des
suites λ = (λ1, ..., λn) ou` les λj sont des nombres re´els tels que λ1 ≥ λ2... ≥ λn. Pour
tout ensemble a` multiplicite´s de nombres re´els, a` n e´le´ments, qui est donc une classe
d’e´quivalence de suites, il existe une unique suite qui appartient a` la fois a` cette classe
et a` Rn. Ainsi, l’ensemble des ensembles a` multiplicite´s de nombres re´els, a` n e´le´ments,
s’identifie a` Rn. Pour λ ∈ Rn et pour k ∈ {0, ..., n}, on pose Sk(λ) =
∑
j=1,...,k λj. On
pose simplement S(λ) = Sn(λ). On munit Rn de l’ordre usuel : λ ≤ λ
′ si et seulement
si Sk(λ) ≤ Sk(λ
′) pour tout k = 1, ..., n. Pour λ, λ′ ∈ Rn, on note λ + λ
′ la suite
(λ1 + λ
′
1, λ2 + λ
′
2, ..., λn + λ
′
n). Elle appartient a` Rn. Pour λ ∈ Rn et λ
′ ∈ Rn′ , on note
λ ⊔ λ′ l’e´lement de Rn+n′ e´quivalent a` (λ1, ..., λn, λ
′
1, ..., λ
′
n′). On ve´rifie que
(1) soient λ, λ′ ∈ Pn et µ, µ
′ ∈ Pm ; supposons λ ≤ λ
′ et µ ≤ µ′ ; alors λ⊔ µ ≤ λ′ ⊔ µ′
et on a λ ⊔ µ = λ′ ⊔ µ′ si et seulement si λ = λ′ et µ = µ′.
Dans le cas particulier n = 0, on note ∅ l’unique e´le´ment de R0.
Pour n ∈ N, on note Pn l’ensemble des partitions α = (α1, ..., αn) ou` αj ∈ N pour
tout j et ou` α1 ≥ ... ≥ αn ≥ 0. C’est un sous-ensemble de Rn. On utilisera parfois la
notation α = (0n0, 1n1, ...) ou` ni = multα(i).
1.2 L’ensemble P (α, β)
Soient n,m ∈ N. Posons I = ({1, ..., n} × {0}) ∪ ({1, ..., m} × {1}). On fixe un ordre
total <I sur I tel que, pour i, j ∈ {1, ..., n}, on ait (i, 0) <I (j, 0) ⇐⇒ i < j et, pour
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i, j ∈ {1, ..., m}, (i, 1) <I (j, 1) ⇐⇒ i < j. Pour (α, β) ∈ Pn × Pm, on va de´finir
un sous-ensemble fini P (α, β) ⊂ Pn × Pm. Cette construction se fait par re´currence sur
n+m.
Si m = n = 0, on a α = β = ∅, (∅, ∅) est l’unique e´le´ment de P0 × P0 et on pose
P (∅, ∅) = {(∅, ∅)}.
Supposons n+m ≥ 1. On conside`re les deux constructions suivantes.
(a) supposons n ≥ 1. On pose a1 = 1. On note b1 le plus petit e´le´ment de {1, ..., m}
tel que (1, 0) <I (b1, 1), s’il en existe, puis a2 le plus petit e´le´ment de {1, ..., n} tel
que (b1, 1) <I (a2, 0) s’il en existe, puis b2 le plus petit e´le´ment de {1, ..., m} tel que
(a2, 0) <I (b2, 1) s’il en existe etc... On arreˆte le proce´de´ quand il n’y a plus d’e´le´ment
ve´rifiant l’ine´galite´ requise. On pose ν1 = αa1+βb1+αa2+βb2+.... On note i1 < ... < in′ les
e´le´ments de {1, ..., n} qui ne font pas partie du sous-ensemble {a1, a2, ...}. On note j1 <
... < jm′ les e´le´ments de {1, ..., m} qui ne font pas partie du sous-ensemble {b1, b2, ...}.
On identifie l’ensemble I ′ = ({1, ..., n′}×{0})∪ ({1, ..., m′}×{0}) a` un sous-ensemble de
I en identifiant (k, 0) ∈ I ′ a` (ik, 0) ∈ I et (k, 1) ∈ I
′ a` (jk, 1) ∈ I. On munit I
′ de l’ordre
<I′ induit par ce plongement et par l’ordre <I sur I. On de´finit α
′ = (αi1 , αi2 , ...) ∈ Pn′
et β ′ = (βj1, βj2, ...) ∈ Pm′ . Par re´currence, l’ensemble P (α
′, β ′) est de´fini. On note
P a(α, β) l’ensemble des couples (ν = {ν1} ⊔ ν
′ ⊔ {0n−n
′−1}, µ = µ′ ⊔ {0m−m
′
}) pour
(ν ′, µ′) ∈ P (α′, β ′).
(b) Supposons m ≥ 1. On construit un ensemble P b(α, β) en inversant les roˆles
de α et β : on pose b1 = 1. On note a1 le plus petit e´le´ment de {1, ..., n} tel que
(1, 1) < (a1, 0) etc... On pose µ1 = βb1 + αa1 + βb2 ..., on de´finit les partitions (α
′, β ′). On
note P b(α, β) l’ensemble des couples (ν = ν ′ ⊔ {0n−n
′
}, µ = {µ1} ⊔ µ
′ ⊔ {0m−m
′−1}) pour
(ν ′, µ′) ∈ P (α′, β ′).
On a suppose´ n +m ≥ 1. Si m = 0, on pose P (α, β) = P a(α, β). Si n = 0, on pose
P (α, β) = P b(α, β). Si n,m ≥ 1, on note P (α, β) la re´union de P a(α, β) et P b(α, β).
On a
(1) si n = 0 ou m = 0, P (α, β) = {(α, β)} ;
(2) S(ν) + S(µ) = S(α) + S(β) pour tout (ν, µ) ∈ P (α, β).
Conside´rons des ensembles d’indices 1 ≤ i1 < i2 < ... < in′ ≤ n, 1 ≤ j1 < j2 <
... < jm′ ≤ m, posons α
′ = (αi1 , αi2 , ...) ∈ Pn′ et β
′ = (βj1, βj2, ...) ∈ Pm′ . Comme
dans la construction ci-dessus, identifions l’ensemble d’indices I ′ = ({1, ..., n′} × {0}) ∪
({1, ..., m′}×{0}) a` un sous-ensemble de I. Supposons n′ ≥ 1 et conside´rons des e´le´ments
(ν, µ) ∈ P a(α, β) et (ν ′, µ′) ∈ P (α′, β ′). Alors
(3) on a ν ′1 ≤ ν1.
Preuve de (3). Comme on l’a dit, on a ν1 = α1+βb1 +αa2.... La construction entraˆıne
que ν ′1 est de la forme αa′1 + βb′1 + αa′2 ... ou` a
′
1 ≥ 1, b
′
1 est un e´le´ment de {1, ..., m} tel
que (a′1, 0) <I (b
′
1, 1), a
′
2 est un e´le´ment de {1, ..., n} tel que (b
′
1, 1) <I (a
′
2, 0) etc...Par
re´currence, on voit que si b′1 existe, b1 aussi et b1 ≤ b
′
1, que si a
′
2 existe, a2 aussi et a2 ≤ a
′
2
etc... L’e´le´ment ν ′1 = αa′1 + βb′1 + αa′2 ... est alors infe´rieur ou e´gal a` ν1. 
En particulier, dans la construction (a), ν1 est bien le plus grand e´le´ment de la suite
ν. Il y a e´videmment des proprie´te´s similaires en e´changeant les roˆles de α et β : dans la
construction (b), µ1 est bien le plus grand e´le´ment de la suite µ.
Supposons n,m ≥ 1. Le proce´de´ (a) cre´e des suites a1 = 1, a2,..., b1, b2, ... un e´le´ment
ν1 = α1+βb1 +αa2 + ... et des partitions (α
′, β ′). Le proce´de´ (b) cre´e des objets que nous
notons en les soulignant : des suites b1 = 1, b2...,a1, a2,... un e´le´ment µ1 = β1+αa1+βb2+...
et des partitions (α, β). Supposons que (1, 0) <I (1, 1). On voit que b1 = 1, puis, par
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re´currence, a1 = a2, b2 = b2, a2 = a3... D’ou` ν1 = α1 + µ1, β
′ = β′ et α′ = {α1} ⊔ α
′. Il y
a un re´sultat similaire si (1, 1) <I (1, 0). En re´sume´
(4) si (1, 0) <I (1, 1), on a ν1 = α1 + µ1, α
′ = {α1} ⊔ α
′ et β ′ = β ′ ; si (1, 1) <I (1, 0),
on a µ
1
= β1 + ν1, α
′ = α′ et β ′ = {β1} ⊔ β
′.
Conside´rons les cas particuliers suivants :
(5) on suppose que β = {0m} et que αi = 0 pour tout i ∈ {1, ..., n} tel que (1, 1) <I
(i, 0) ; ou bien on suppose que α = {0n} et que βi = 0 pour tout i ∈ {1, ..., m} tel que
(1, 0) <I (i, 1) ; dans les deux cas P (α, β) = {(α, β)}.
Cela se prouve par re´currence sur n+m.
Remarque. Un e´le´ment de P (α, β) est obtenu en appliquant une suite de proce´de´s
(a) ou (b). Mais cette suite n’est pas toujours unique. Par exemple, supposons n = 1,
m = 2, (1, 0) <I (1, 1) <I (2, 1) et supposons β1 = β2. Alors le couple ({α1+β1}, {β2, 0})
appartient a` P (α, β). Il peut eˆtre obtenu par application des proce´de´s (a) puis (b) ou
par application des proce´de´s (b) puis (a).
1.3 L’ensemble PA,B;s(α, β)
On conserve les hypothe`ses du paragraphe pre´ce´dent. Conside´rons des re´els A,B et
un re´el s > 0. Soit α ∈ Pn et β ∈ Pm. On de´finit PA,B;s(α, β) ⊂ P (α, β) de la fac¸on
suivante.
Si n = m = 0, ou plus ge´ne´ralement si n = 0 ou m = 0, PA,B;s(α, β) = P (α, β) =
{(α, β)}.
Supposons n ≥ 1, m ≥ 1. On reprend la meˆme construction que dans le paragraphe
pre´ce´dent. On autorise cette fois le proce´de´ (a) si et seulement si l’une des conditions
suivantes est ve´rifie´e
(1, 0) <I (1, 1) et α1 + A ≥ B ou (1, 1) <I (1, 0) et β1 +B ≤ A ;
Dans ce cas, on de´finit P aA,B;s(α, β) comme l’ensemble des couples (ν = {ν1} ⊔ ν
′ ⊔
{0n−n
′−1}, µ = µ′ ⊔ {0m−m
′
}) pour (ν ′, µ′) ∈ PA−s,B;s(α
′, β ′).
On autorise le proce´de´ (b) si et seulement si l’une des conditions suivantes est ve´rifie´e
(1, 0) <I (1, 1) et α1 + A ≤ B ou (1, 1) <I (1, 0) et β1 +B ≥ A.
Dans ce cas, on de´finit P bA,B;s(α, β) comme l’ensemble des couples (ν = ν
′⊔{0n−n
′
}, µ =
{µ1} ⊔ µ
′ ⊔ {0m−m
′−1}), pour (ν ′, µ′) ∈ PA,B−s;s(α
′, β ′).
Si un seul proce´de´ est autorise´, disons celui de type (a), on pose PA,B;s(α, β) =
P aA,B;s(α, β). Si les deux proce´de´s sont autorise´s, on pose PA,B;s(α, β) = P
a
A,B;s(α, β) ∪
P bA,B;s(α, β). Au moins un des proce´de´s est loisible donc l’ensemble PA,B;s(α, β) est non
vide. Il peut avoir plusieurs e´le´ments puisque les proce´de´s (a) et (b) peuvent eˆtre tous
deux autorise´s. On peut toutefois de´finir un e´le´ment canonique ”de type (a)” en modifiant
la construction ci-dessus de la fac¸on suivante : on n’autorise le proce´de´ (b) que si le
proce´de´ (a) n’est pas autorise´. Dans l’un ou l’autre des proce´de´s, on choisit pour (ν ′, µ′)
l’e´le´ment canonique ”de type (a)” relatif a` (α′, β ′). On de´finit de la meˆme fac¸on un
e´le´ment canonique ”de type (b)”.
Soient N,M ∈ N. Supposons N ≥ n,M ≥ m, A ≥ s(N−1), B ≥ s(M−1). Appelons
(N,M ; s)-symbole un couple Λ = (Λa,Λb) ∈ RN ×RM tel que
Λaj ≥ 0 et Λ
b
j ≥ 0 pour tout j ;
Λaj ≥ Λ
a
j+1 + s pour j = 1, ..., N − 1, Λ
b
j ≥ Λ
b
j+1 + s pour i = 1, ...M − 1.
On de´finit l’e´le´ment pΛ ∈ RN+M par pΛ = Λ
a ⊔ Λb.
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Pour R,R′ ∈ R tels que R ∈ R′ + sN, on pose [R,R′]s = {R,R − s, R − 2s, ..., R
′}.
Par convention, on pose aussi [R,R + s]s = ∅. Pour ν ∈ Pn, µ ∈ Pm, on de´finit le
(N,M ; s)-symbole
ΛN,MA,B;s(ν, µ) = ((ν ⊔ {0
N−n}) + [A,A+ s− sN ]s, (µ ⊔ {0
M−m}) + [B,B + s− sM ]s).
Soient α ∈ Pn et β ∈ Pm, conside´rons un e´le´ment (ν, µ) ∈ PA,B;s(α, β). D’apre`s
la de´finition de ce terme, on peut trouver un entier r ≥ 0 , des suites de partitions
(αi, βi)i=1,...,r+1, (ν
i, µi)i=1,...,r+1, des suites de re´els (Ai)i=1,...,r+1, (Bi)i=1,...,r+1 et d’entiers
(Ni)i=1,...,r+1, (Mi)i=1,...,r+1, ve´rifiant les proprie´te´s suivantes :
(α1, β1) = (α, β), (ν1, µ1) = (ν, µ), A1 = A, B1 = B ;
en notant ni et mi les entiers tels que α
i ∈ Pni et β
i ∈ Pmi , on a ni +mi ≥ 1 si i ≤ r
et nr+1 = mr+1 = 0 ;
pour i = 1, ..., r + 1, (νi, µi) appartient a` PAi,Bi;s(α
i, βi) ;
pour i = 1, ..., r, si (νi, µi) est issu du proce´de´ (a), ce proce´de´ cre´e l’e´le´ment νi1 et les
partitions (αi+1, βi+1) ; on pose Ai+1 = Ai − s, Bi+1 = Bi, Ni+1 = Ni − 1, Mi+1 = Mi ;
on a (νi, µi) = ({νi1} ⊔ ν
i+1 ⊔ {0ni−1−ni+1}, µi+1 ⊔ {0mi−mi+1}) ; si (νi, µi) est issu du
proce´de´ (b), ce proce´de´ cre´e l’e´le´ment µi1 et les partitions (α
i+1, βi+1) ; on pose Ai+1 = Ai,
Bi+1 = Bi − s, Ni+1 = Ni et Mi+1 = Mi − 1 ; on a (ν
i, µi) = (νi+1 ⊔ {0ni−ni+1}, {µi1} ⊔
µi+1 ⊔ {0mi−1−mi+1}).
Comme on l’a remarque´ dans le paragraphe pre´ce´dent, de telles suites ne sont pas
force´ment uniques mais fixons-les. Pour i = 1, ..., r, on a
pΛNi,MiAi,Bi;s(ν
i, µi) = {xi} ⊔ pΛ
Ni+1,Mi+1
Ai+1,Bi+1;s
(νi+1, µi+1),
ou` xi = ν
i
1 + Ai si (ν
i, µi) est issu du proce´de´ (a) et xi = µ
i + Bi si (ν
i, µi) est issu du
proce´de´ (b). On a aussi
pΛ
Nr+1,Mr+1
Ar+1,Br+1;s
(νr+1, µr+1) = [Ar+1, A+ s− sN ]s ⊔ [Br+1, B + s− sM ]s.
Notons h le plus petit entier i ∈ {1, ..., r} tel que inf(ni+1, mi+1) = 0. Pour i = 1, ..., h,
posons λi = xi, ou` xi est de´fini comme ci-dessus. Posons
pΛ
Nh+1,Mh+1
Ah+1,Bh+1;s
(νh+1, µh+1) = (λh+1, ..., λN+M).
Montrons que
(1) on a l’e´galite´
pΛN,MA,B;s(ν, µ) = (λ1, ..., λN+M).
Remarque. Ce qui pre´ce`de montre que les termes du membre de gauche sont bien
λ1, ..., λN+M . L’assertion est que ces termes sont en ordre de´croissant.
Par de´finition, les termes sont en ordre de´croissant au-dela` du rang h + 1. Par
re´currence, il suffit donc de prouver que, si n,m ≥ 1, on a λ1 ≥ λ2. Par syme´trie,
on ne perd rien a` supposer que (ν, µ) est issu du proce´de´ (a). Donc λ1 = ν1 + A. On a
alors l’une des possibilite´s suivantes
(2) r = 1 et λ2 = A2 = A− s ;
(3) r = 1 et λ2 = B2 = B ;
(4) r ≥ 2, (ν2, µ2) est construit a` l’aide du proce´de´ (a) et λ2 = ν
2
1 +A2 = ν
2
1 +A− s ;
(5) r ≥ 2, (ν2, µ2) est construit a` l’aide du proce´de´ (b) et λ2 = µ
2
1 +B2 = µ
2
1 +B.
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Dans le cas (2), l’ine´galite´ λ1 > λ2 est imme´diate. Dans le cas (4), elle re´sulte de
1.2(3). Notons µ
1
le terme issu du proce´de´ (b) applique´ a` (α, β). Dans le cas (5), on
a µ21 ≤ µ1 d’apre`s l’assertion syme´trique de 1.2(3). Dans les cas (3) et (5), on a donc
λ2 ≤ µ1+B. Supposons (1, 0) <I (1, 1). Alors, d’apre`s 1.2(4), on a ν1 = α1+µ1. Puisque
le proce´de´ (a) est loisible pour construire (ν, µ), on a α1 + A ≥ B. Alors
λ2 ≤ µ1 +B ≤ α1 + µ1 + A = ν1 + A = λ1.
Supposons maintenant (1, 1) <I (1, 0). Alors, d’apre`s 1.2(4), on a ν1 = µ1 − β1. Puisque
le proce´de´ (a) est loisible pour construire (ν, µ), on a β1 +B ≤ A. Alors
λ2 ≤ µ1 + B ≤ µ1 − β1 + A = ν1 + A = λ1.
Cela prouve (1).
Supposons que (ν, µ) soit l’e´le´ment canonique de type (b) de PA,B;s(α, β). On peut
alors choisir de fac¸on canonique les suites (αi, βi)i=1,...,r+1 etc.. : pour i = 1, ..., r, si (ν
i, µi)
peut eˆtre construit a` l’aide de chacun des proce´de´s (a) ou (b), on choisit le proce´de´ (b).
On a alors les ine´galite´s plus pre´cises suivantes :
(6) soit i ∈ {1, ..., h} ; supposons que (νi, µi) soit construit a` l’aide du proce´de´ (a) ;
alors λi > λi+1.
Comme dans la preuve ci-dessus, on peut supposer i = 1. Par de´finition des suites
canoniques, puisque (ν, µ) est construit a` l’aide du proce´de´ (a), c’est que le proce´de´ (b)
est exclu. On a donc les ine´galite´s strictes α1 + A > B si (1, 0) <I (1, 1) et β1 + B < A
si (1, 1) <I (1, 0). En glissant ces ine´galite´s strictes dans la preuve ci-dessus, on obtient
(6).
Dans la suite de l’article, on conside`re des donne´es n,m,N,M ∈ N, A,B ∈ R et un
re´el s > 0 ve´rifiant les hypothe`ses ci-dessus. C’est-a`-dire que l’on suppose fixe´ un ordre
<I sur l’ensemble d’indices I = ({1, ..., n} × {0}) ∪ ({1, ..., m} × {1}) comme en 1.2 ; on
suppose N ≥ n, M ≥ m, A ≥ s(N − 1) et B ≥ s(M − 1). Le nombre s ne changera
pas. Par contre, on raisonnera souvent par re´currence sur n et m et on s’autorisera a`
faire varier N , M , A et B. Les re´els A et B sont presque toujours positifs ou nuls. Par
exemple, A ne peut eˆtre strictement ne´gatif que si N = 0 donc n = 0 mais, dans ce cas,
A n’interviendra pas re´ellement dans les constructions.
1.4 De´finition de pN,MA,B;s[α, β]
Lemme. Soient α ∈ Pn et β ∈ Pm.
(i) Pour (ν, µ) ∈ P (α, β) et (ν,µ) ∈ PA,B;s(α, β), on a pΛ
N,M
A,B;s(ν, µ) ≤ pΛ
N,M
A,B;s(ν,µ).
(ii) Pour (ν, µ) ∈ P (α, β) et (ν,µ) ∈ PA,B;s(α, β), on a pΛ
N,M
A,B;s(ν, µ) = pΛ
N,M
A,B;s(ν,µ)
si et seulement si (ν, µ) ∈ PA,B;s(α, β).
Preuve. L’assertion ”si” de (ii) re´sulte trivialement de (i). On va donc de´montrer
cette assertion (i) ainsi que l’assertion ”seulement si” de (ii).
On raisonne par re´currence sur n + m. Si n + m = 0, plus ge´ne´ralement si n = 0
ou m = 0, PA,B(α, β) = P (α, β) = {(α, β)} et les assertions sont triviales. Supposons
n ≥ 1 et m ≥ 1. Les e´le´ments (ν, µ) et (ν,µ) sont construits selon des proce´de´s (a)
ou (b). Supposons d’abord qu’ils soient construits par le meˆme proce´de´, disons par le
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proce´de´ (a). Celui-ci construit un terme ν1 et des partitions α
′ ∈ Pn′ , β
′ ∈ Pm′ . On a
ν = {ν1} ⊔ ν
′ ⊔ {0}n−n
′−1 et µ = µ′ ⊔ {0}m−m
′
pour un e´le´ment (ν ′, µ′) ∈ P (α′, β ′). On
en de´duit facilement l’e´galite´
pΛN,MA,B;s(ν, µ) = {ν1 + A} ⊔ pΛ
N−1,M
A−s,B;s(ν
′, µ′).
De meˆme
pΛN,MA,B;s(ν,µ) = {ν1 + A} ⊔ pΛ
N−1,M
A−s,B;s(ν
′,µ′),
ou` (ν ′,µ′) est un e´le´ment de PA−s,B;s(α
′, β ′). Alors l’ine´galite´ pΛN,MA,B;s(ν, µ) ≤ pΛ
N,M
A,B;s(ν,µ)
e´quivaut a` l’ine´galite´ pΛN−1,MA−s,B;s(ν
′, µ′) ≤ pΛN−1,MA−s,B;s(ν
′,µ′) qui est connue par re´currence.
La premie`re ine´galite´ est une e´galite´ si et seulement s’il en est de meˆme pour la seconde.
Pour celle-ci, l’e´galite´ entraˆıne par re´currence que (ν ′, µ′) ∈ PA−s,B;s(α
′, β ′). Mais alors,
par construction, on a (ν, µ) ∈ PA,B;s(α, β).
Supposons maintenant que (ν, µ) et (ν,µ) soient construits selon des proce´de´s diffe´rents.
On ne perd rien a` supposer (1, 0) <I (1, 1). Supposons d’abord que (ν,µ) soit construit
a` l’aide du proce´de´ (a) et que (ν, µ) le soit selon le proce´de´ (b). Le proce´de´ (a) de´finit un
e´le´ment que l’on note ici ν1 et un couple que l’on note (α
1, β1) ∈ Pn1 ×Pm1 . Le proce´de´
(b) de´finit un terme µ1 et un couple (α
1, β1). D’apre`s 1.2(4), l’hypothe`se (1, 0) <I (1, 1)
entraˆıne que ν1 = α1 + µ1, α
1 = {α1} ⊔ α
1, β1 = β1. Puis
(1) pΛN,MA,B;s(ν,µ) = {α1 + µ1 + A} ⊔ pΛ
N−1,M
A−s,B;s(ν
1,µ1),
(2) pΛN,MA,B;s(ν, µ) = {µ1 +B} ⊔ pΛ
N,M−1
A,B−s;s(ν
1, µ1),
pour des couples (ν1,µ1) ∈ PA−s,B;s(α
1, β1) et (ν1, µ1) ∈ P ({α1} ⊔ α
1, β1).
Supposons d’abord m1 = 0. Dans ce cas, on a (ν
1,µ1) = (α1, β1 = ∅) et (ν1, µ1) =
({α1} ⊔ α
1, β1 = ∅). On trouve plus explicitement
pΛN,MA,B;s(ν,µ) = {α1 + µ1 +A, α
1
1 +A− s, ..., α
1
n1
+A− sn1, A− sn1− s, ..., A+ s− sN}
⊔{B,B − s, ..., B + s− sM},
pΛN,MA,B;s(ν, µ) = (α1 + A, α
1
1 + A− s, ..., α
1
n1 + A− sn1, A− sn1 − s, ..., A+ s− sN}
⊔{µ1 +B,B − s, ..., B + s− sM}.
D’apre`s la remarque 1.1(1), il suffit de prouver que {α1+A, µ1+B} ≤ {α1+µ1+A,B}.
Or les hypothe`ses que (1, 0) <I (1, 1) et que (a) est autorise´ pour construire un e´le´ment
de PA,B;s(α, β) entraˆınent que α1 + A ≥ B, ce qui entraˆıne l’ine´galite´ cherche´e. On voit
aussi que l’on ne peut avoir l’e´galite´ pΛN,MA,B;s(ν,µ) = pΛ
N,M
A,B;s(ν, µ) que si µ1 = 0 ou
α1 + A = B. Dans le premier cas, on voit que (ν, µ) = (ν,µ) donc (ν, µ) ∈ PA,B;s(α, β).
Dans le deuxie`me cas, le proce´de´ (b) est permis pour construire l’ensemble P bA,B;s(α, β)
et (ν, µ) appartient a` cet ensemble.
Supposons maintenant m1 ≥ 1. Introduisons un couple (ν
1, µ1) ∈ PA,B−s;s({α1} ⊔
α1, β1) et notons I1 = ({1, ..., n1 + 1} × {0}) ∪ ({1, ..., m1} × {1}) l’ensemble d’indices
intervenant, qui est muni d’un ordre < I1 par une injection I1 → I. Puisque (1, 0) ∈ I1
s’identifie a` (1, 0) ∈ I qui est le plus petit e´le´ment de I, il reste le plus petit e´le´ment
de I1. Comme on l’a dit ci-dessus, nos hypothe`ses entraˆınent α1 + A ≥ B, a fortiori
α1 +A > B − s. Donc (ν
1, µ1) est construit par le proce´de´ (a). Ce proce´de´ construit des
e´le´ments, notons-les a′1 = 1, a
′
2,..., b
′
1, b
′
2... un e´le´ment ν1 = α1 + β
1
b′1
+ α1a′2−1
+ ... (il y a
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un de´calage sur les indices de α1 car le i-ie`me terme de α1 est le (i + 1)-ie`me terme de
{α1} ⊔ α
1), puis un couple (α2, β2) ∈ Pn2 × Pm2 . Notons en passant que, puisque (1, 0)
est le plus petit e´le´ment de I1, on a b
′
1 = 1. On a (ν
1, µ1) = (ν1 ⊔ ν
2, µ2), pour un couple
(ν2, µ2) ∈ PA−s,B−s;s(α
2, β2). On a
pΛN,M−1A,B−s;s(ν
1, µ1) = {ν1 + A} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
De plus, l’hypothe`se de re´currence entraˆıne que pΛN,M−1A,B−s;s(ν
1, µ1) ≤ pΛN,M−1A,B−s;s(ν
1, µ1).
Avec (2), on obtient
pΛN,MA,B;s(ν, µ) ≤ {µ1 +B} ⊔ {ν1 + A} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
Posons µ′1 = β
1
b′1
+ α1a′2−1
+ .... On a donc ν1 = α1 + µ
′
1. D’apre`s 1.2(3), on a µ1 ≥ µ
′
1. En
utilisant l’ine´galite´ α1+A ≥ B, on voit que {µ1+B}⊔{ν1+A} ≤ {α1+µ1+A}⊔{µ
′
1+B}.
Donc
(3) pΛN,MA,B;s(ν, µ) ≤ {α1 + µ1 + A} ⊔ {µ
′
1 +B} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
On a vu ci-dessus que b′1 = 1. Mais alors µ
′
1 est le terme issu du proce´de´ (b) applique´ a`
(α1, β1) et (α2, β2) est la partition qui se de´duit du meˆme proce´de´. Ce proce´de´ est loisible
pour construire l’ensemble P b(α1, β1) puisqu’on a suppose´ m1 ≥ 1. Donc (ν
2, {µ′1} ⊔ µ
2)
est un e´le´ment de P (α1, β1) et on a
pΛN−1,MA−s,B;s(ν
2, {µ′1} ⊔ µ
2) = {µ′1 +B} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
Par re´currence, on a
pΛN−1,MA−s,B;s(ν
2, {µ′1} ⊔ µ
2) ≤ pΛN−1,MA−s,B;s(ν
1,µ1)
et, avec (3), on obtient
pΛN,MA,B (ν, µ) ≤ {α1 + µ1 + A} ⊔ pΛ
N−1,M
A−s,B;s(ν
1,µ1).
En comparant avec (1), on obtient l’ine´galite´ cherche´e pΛN,MA,B;s(ν, µ) ≤ pΛ
N,M
A,B;s(ν,µ).
Supposons que pΛN,MA,B;s(ν, µ) = pΛ
N,M
A,B;s(ν,µ). Alors toutes les ine´galite´s ci-dessus
doivent eˆtre des e´galite´s. D’abord pΛN,M−1A,B−s;s(ν
1, µ1) = pΛN,M−1A,B−s;s(ν
1, µ1). Par re´currence,
cela entraˆıne que (ν1, µ1) ∈ PA,B−s;s({α1} ⊔ α
1, β1). Puisque le couple (ν1, µ1) e´tait un
e´le´ment quelconque de cet ensemble, on peut supposer qu’il est e´gal a` (ν1, µ1). Ensuite
{µ1 + B} ⊔ {ν1 + A} = {α1 + µ1 + A} ⊔ {µ
′
1 + B}. Cela entraˆıne que α1 + A = B
ou que µ′1 = µ1. Dans le premier cas, le proce´de´ (b) est permis pour de´finir l’ensemble
P bA,B;s(α, β). Le couple (ν, µ) est construit a` l’aide de ce proce´de´ et de l’e´le´ment (ν
1, µ1) ∈
PA,B−s;s({α1} ⊔ α
1, β1). Donc (ν, µ) ∈ PA,B;s(α, β). Supposons maintenant µ
′
1 = µ1. On
doit aussi avoir l’e´galite´ pΛN−1,MA−s,B;s(ν
2, {µ′1}⊔µ
2) = pΛN−1,MA−s,B;s(ν
1,µ1), ce qui entraˆıne par
re´currence que (ν2, {µ′1} ⊔ µ
2) ∈ PA−s,B;s(α
1, β1). L’e´le´ment de PA,B;s(α, β) construit a`
l’aide du proce´de´ (a) et de ce couple est
({α1 + µ1} ⊔ ν
2, {µ′1} ⊔ µ
2).
Le couple (ν, µ) est ({α1 + µ
′
1} ⊔ ν
2, {µ1} ⊔ µ
2). Puisque µ′1 = µ1, ces deux couples sont
e´gaux et (ν, µ) appartient a` PA,B;s(α, β).
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On suppose maintenant que (ν, µ) est construit a` l’aide du proce´de´ (a) et que (ν,µ)
l’est a` l’aide du proce´de´ (b) (on suppose toujours (1, 0) <I (1, 1)). On reprend le raison-
nement en e´changeant les roˆles de (ν, µ) et (ν,µ). Les e´galite´s (1) et (2) sont inverse´es,
c’est-a`-dire que l’on a
(4) pΛN,MA,B;s(ν,µ) = {µ1 +B} ⊔ pΛ
N,M−1
A,B−s;s(ν
1,µ1),
(5) pΛN,MA,B (ν, µ) = {α1 + µ1 + A} ⊔ pΛ
N−1,M
A−s,B;s(ν
1, µ1),
pour des couples (ν1,µ1) ∈ PA,B−s;s({α1} ⊔ α
1, β1) et (ν1, µ1) ∈ P (α1, β1).
Supposons d’abord m1 = 0. Dans ce cas , on a (ν
1,µ1) = ({α1} ⊔ α
1, β1 = ∅) et
(ν1, µ1) = (α1, β1 = ∅). On trouve plus explicitement
pΛN,MA,B (ν,µ) = {µ1+B}⊔{α1+A, α
1
1+A−s, ..., α
1
n1
+A−sn1, A−sn1−s, ..., A+s−sN}
⊔{B − s, ..., B + s− sM},
pΛN,MA,B;s(ν, µ) = (α1 + µ1 +A, α
1
1 +A− s, ..., α
1
n1 +A− sn1, A− sn1 − s, ..., A+ s− sN})
⊔{B,B − s, ..., B + s− sM}.
D’apre`s la remarque 1.1(1), il suffit de prouver que {α1+µ1+A,B} ≤ {α1+A, µ1+B}.
Or les hypothe`ses que (1, 0) <I (1, 1) et que (b) est autorise´ pour construire des e´le´ments
de P bA,B;s(α, β) entraˆınent que α1 + A ≤ B, d’ou` l’ine´galite´ cherche´e. On voit aussi que
l’on ne peut avoir l’e´galite´ pΛN,MA,B;s(ν,µ) = pΛ
N,M
A,B;s(ν, µ) que si µ1 = 0 ou α1 + A = B.
Dans le premier cas, on voit que (ν, µ) = (ν,µ) donc (ν, µ) ∈ PA,B;s(α, β). Dans le
deuxie`me cas, le proce´de´ (a) est permis pour construire l’ensemble P aA,B;s(α, β) et (ν, µ)
appartient a` cet ensemble.
Supposonsm1 ≥ 1. Introduisons un couple (ν
1, µ1) ∈ PA−s,B(α
1, β1). Montrons que ce
couple est obtenu par le proce´de´ (b). C’est e´vident si n1 = 0 puisqu’alors seul ce proce´de´
est autorise´. Supposons n1 ≥ 1. On note I1 = ({1, ..., n1} × {0}) ∪ ({1, ..., m1} × {1})
l’ensemble d’indices intervenant. Contrairement a` ce qui se passait plus haut, l’e´le´ment
(1, 0) de I1 ne s’identifie plus a` (1, 0) ∈ I. Pour l’ordre sur I1, on ne sait pas quel est
le plus grand des e´le´ments (1, 0) et (1, 1). Supposons que (1, 0) <I1 (1, 1). Comme on
l’a dit ci-dessus, nos hypothe`ses entraˆınent α1 + A ≤ B. Puisque α
1 est une partition
extraite de α, on a α11 ≤ α1, a fortiori α
1
1 + A − s < B et cela impose le proce´de´ (b).
Supposons maintenant que (1, 1) <I1 (1, 0). L’ine´galite´ α1 + A ≤ B entraˆıne A ≤ B, a
fortiori β11 +B > A− s. Cela impose encore le proce´de´ (b), ce qui de´montre l’assertion.
Le proce´de´ (b) construit des e´le´ments, notons-les b′1 = 1, b
′
2... a
′
1, a
′
2,... un e´le´ment
µ
1
= β1b′1
+α1a′1
+ ..., puis un couple (α2, β2) ∈ Pn2 ×Pm2 . On a (ν
1, µ1) = (ν2, {µ
1
}⊔µ2),
pour un couple (ν2, µ2) ∈ PA−s,B−s;s(α
2, β2). On a
pΛN−1,MA−s,B;s(ν
1, µ1) = {µ
1
+B} ⊔ pΛN−1,M−1A−s,B−s;s(ν
2, µ2).
De plus, l’hypothe`se de re´currence entraˆıne que pΛN−1,MA−s,B;s(ν
1, µ1) ≤ pΛN−1,MA−s,B;s(ν
1, µ1).
Avec (5), on obtient
pΛN,MA,B;s(ν, µ) ≤ {α1 + µ1 + A} ⊔ {µ1 +B} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
D’apre`s 1.2(3), on a µ
1
≤ µ1. En utilisant l’ine´galite´ α1+A ≤ B, on voit que {α1+µ1+
A} ⊔ {µ
1
+B} ≤ {α1 + µ1 + A} ⊔ {µ1 +B}. Donc
(6) pΛN,MA,B;s(ν, µ) ≤ {µ1 +B} ⊔ {α1 + µ1 + A} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
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Conside´rons le couple ({α1} ⊔ α
1, β1). Cette fois, l’ordre sur l’ensemble d’indices I1 =
({1, ..., n1+1}×{0})∪({1, ..., m1}×{1}) est tel que (1, 0) <I1 (1, 1). On voit que le proce´de´
(a) cre´e l’e´le´ment α1 + µ1 et les partitions (α
2, µ2). Donc le couple ({α1 + µ1} ⊔ ν
2, µ2)
appartient a` P ({α1} ⊔ α
1, β1). On a
pΛN,M−1A,B−s;s({α1 + µ1} ⊔ ν
2, µ2) = {α1 + µ1 + A} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
2, µ2).
D’ou`, avec (6),
pΛN,MA,B;s(ν, µ) ≤ {µ1 +B} ⊔ pΛ
N,M−1
A,B−s;s({α1 + µ1} ⊔ ν
2, µ2).
Puisque ({α1 + µ1} ⊔ ν
2, µ2) appartient a` P ({α1} ⊔ α
1, β1), on sait par re´currence que
pΛN,M−1A,B−s;s({α1 + µ1} ⊔ ν
2, µ2) ≤ pΛN,M−1A,B−s;s(ν
1,µ1). Alors
pΛN,MA,B;s(ν, µ) ≤ {µ1 +B} ⊔ pΛ
N,M−1
A,B−s;s(ν
1,µ1).
En comparant avec (4), on obtient l’ine´galite´ cherche´e pΛN,MA,B;s(ν, µ) ≤ pΛ
N,M
A,B;s(ν,µ).
Supposons que pΛN,MA,B;s(ν, µ) = pΛ
N,M
A,B;s(ν,µ). Alors toutes les ine´galite´s ci-dessus
doivent eˆtre des e´galite´s. D’abord pΛN−1,MA−s,B;s(ν
1, µ1) = pΛN−1,MA−s,B;s(ν
1, µ1). Cela entraˆıne
par re´currence que (ν1, µ1) ∈ PA−s,B;s(α
1, β1). Comme plus haut, on peut alors supposer
(ν1, µ1) = (ν1, µ1). Ensuite {α1 + µ1 + A} ⊔ {µ1 + B} = {α1 + µ1 + A} ⊔ {µ1 + B}.
Cela entraˆıne que α1 + A = B ou que µ1 = µ1. Dans le premier cas, le proce´de´ (a)
est permis pour construire l’ensemble P aA,B;s(α, β) et (ν, µ) est issu de ce proce´de´ et du
couple (ν1, µ1) ∈ PA−s,B;s(α
1, β1). Donc (ν, µ) ∈ PA,B;s(α, β). Supposons µ1 = µ1. On
doit encore avoir pΛN,M−1A,B−s;s({α1 + µ1} ⊔ ν
2, µ2) = pΛN,M−1A,B−s;s(ν
1,µ1). Par re´currence, cela
entraˆıne que ({α1+µ1}⊔ν
2, µ2) ∈ PA,B−s;s({α1}⊔α
1, β1). L’e´le´ment de P bA,B;s(α, β) issu
du proce´de´ (b) et de ce couple est
({α1 + µ1} ⊔ ν
2, {µ1} ⊔ Λ
2).
Le couple (ν, µ) est
({α1 + µ1} ⊔ ν
2, {µ
1
} ⊔ µ2).
L’e´galite´ µ
1
= µ1 entraˆıne que ces deux couples sont e´gaux, donc (ν, µ) ∈ PA,B;s(α, β).
Cela ache`ve la de´monstration. 
Le lemme autorise la de´finition suivante.
De´finition. Pour α ∈ Pn et β ∈ Pm, on note p
N,M
A,B;s[α, β] la partition pΛ
N,M
A,B;s(ν, µ) pour
un e´le´ment quelconque (ν, µ) ∈ PA,B;s(α, β).
Remarque. Il re´sulte de 1.2(1) que, si n = 0 oum = 0, on a simplement pN,MA,B;s[α, β] =
pΛN,MA,B;s(α, β).
2 Quelques proprie´te´s des ensembles P (α, β)
2.1 La partition α−
Pour n ≥ 1 et pour λ = (λ1, ..., λn) ∈ Rn, on de´finit l’e´le´ment λ
− ∈ Rn−1 par
λ− = (λ2, ..., λn).
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Soient α ∈ Pn et β ∈ Pm. On suppose n ≥ 1 et (1, 0) <I (1, 1) si m ≥ 1. On plonge
l’ensemble d’indices I− = ({1, ..., n− 1} × {0}) ∪ ({1, ..., m} × {1}) dans I en envoyant
(i, 0) ∈ I− sur (i + 1, 0) ∈ I. On munit I− de l’ordre <I− induit par ce plongement et
l’ordre <I sur I. On utilise cet ordre pour construire les objets relatifs a` (α
−, β).
On utilisera plusieurs fois les proprie´te´s suivantes, qui se de´montrent simplement en
appliquant les de´finitions. On suppose m ≥ 1. Appliquons a` (α, β) le proce´de´ (a). Il
construit un e´le´ment ν1 et des partitions (α
′, β ′). Alors
(1) le proce´de´ (b) applique´ a` (α−, β) construit l’e´le´ment µ
1
= ν1 − α1 et les meˆmes
partitions (α′, β ′) ;
(2) si (1, 0) <I− (1, 1), ce qui e´quivaut a` (2, 0) <I (1, 1), le proce´de´ (a) applique´ a`
(α−, β) construit l’e´le´ment ν1 = ν1 − α1 + α2 et les partitions (α
′−, β ′) ;
(3) si (1, 1) <I− (1, 0), ce qui e´quivaut a` (1, 1) <I (2, 0), le proce´de´ (a) applique´ a`
(α−, β) construit l’e´le´ment ν1 = ν1 − α1 − β1 et les partitions (α
′, {β1} ⊔ β
′).
Appliquons a` (α, β) le proce´de´ (b). Il construit un e´le´ment µ1 et des partitions (α
′, β ′).
Alors
(4) le proce´de´ (b) applique´ a` (α−, β) construit le meˆme e´le´ment µ1 et les partitions
(α′−, β ′).
Supposons α1 + A ≤ B, auquel cas le proce´de´ (b) est autorise´ pour construire les
e´le´ments de PA,B;s(α, β). Conside´rons de plus des re´els A
′, B′ tels que A ≥ A′ et B′ ≥ B.
Alors
(5) le proce´de´ (b) est autorise´ pour construire les e´le´ments de PA′,B′;s(α
−, β).
En effet, si (1, 0) <I− (1, 1), on doit voir que α
−
1 + A
′ ≤ B′. Mais α−1 + A
′ = α2 +
A′ ≤ α1 + A ≤ B ≤ B
′. Si (1, 1) <I− (1, 0), on doit voir que β1 + B
′ ≥ A′. Mais
β1 +B
′ ≥ B′ ≥ B ≥ α1 + A ≥ A ≥ A
′.
2.2 L’ensemble P b[c](α, β)
Soient α ∈ Pn et β ∈ Pm et soit c ∈ N. On de´finit un sous-ensemble P
b[c](α, β) de
la fac¸on suivante. Si m = 0, on pose P b[c](α, β) = P (α, β). Supposons m ≥ 1. Si c = 0,
on pose P b[0](α, β) = P (α, β). Supposons c ≥ 1. Le proce´de´ (b) construit un terme
µ1 et des partitions (α
′, β ′) ∈ Pn′ × Pm′ . Alors P
b[c](α, β) est l’ensemble des couples
(ν ′ ⊔ {0n−n
′
}; {µ1} ⊔ µ
′ ⊔ {0m−1−m
′
}), pour (ν ′, µ′) ∈ P b[c−1](α′, β ′).
Montrons que
(1) pour c, c′ ≥ m, on a P b[c](α, β) = P b[c
′](α, β).
Si m = 0, les deux ensembles sont e´gaux a` P (α, β). Si m ≥ 1, donc aussi c, c′ ≥ 1, on
a m′ < m dans la construction ci-dessus et la proprie´te´ re´sulte par re´currence de l’e´galite´
P b[c−1](α′, β ′) = P b[c
′−1](α′, β ′).
Supposons m ≥ 1, conside´rons un couple (ν, µ) ∈ P (α, β) et un entier c ∈ {1, ..., m}.
Pour tout d ∈ {1, ..., c}, on suppose donne´s des re´els A(d) ≥ sN − s, B(d) ≥ sM − s.
On conside`re la proprie´te´
(2) Sd((µ ⊔ {0
M−m}) + [B(d), B(d) + s − sM ]s) = Sd(p
N,M
A(d),B(d);s[α, β]) pour tout
d ∈ {1, ..., c}.
Lemme. Supposons (2) ve´rifie´e. Alors (ν, µ) appartient a` P b[c](α, β).
Preuve. Supposons d’abord c = 1 et posons pour simplifier A = A(1), B = B(1).
Notons (χ, ξ) l’e´le´ment canonique de type (b) de PA,B;s(α, β). Montrons tout d’abord
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que
(3) cet e´le´ment est construit a` l’aide du proce´de´ (b) et on a µ1 = ξ1.
Si n = 0, le proce´de´ (b) est le seul permis et on a µ1 = β1 = ξ1. Supposons n ≥ 1.
Supposons que (1, 0) <I (1, 1) et α1 + A > B, ou que (1, 1) <I (1, 0) et β1 + B < A.
Alors (χ, ξ) est construit a` l’aide du proce´de´ (a). Celui-ci cre´e l’e´le´ment χ1 et on a
S1(p
N,M
A,B;s[α, β]) = χ1 +A, cf. 1.3(1). Par l’hypothe`se (2), ceci est e´gal a` µ1 +B. Puisque
(ν, µ) ∈ P (α, β), les relations 1.2(3) et 1.2(4) montrent que
si (1, 0) <I (1, 1), µ1 ≤ χ1 − α1 ;
si (1, 1) <I (1, 0), µ1 ≤ χ1 + β1.
Dans le premier cas, on a χ1 + A = µ1 + B ≤ χ1 − α1 +B, c’est-a`-dire α1 + A ≤ B
contrairement a` l’hypothe`se. Dans le deuxie`me, on a χ1 + A = µ1 + B ≤ χ1 + β1 + B,
c’est-a`-dire β1 + B ≥ A contrairement a` l’hypothe`se. Ces contradictions prouvent que,
si (1, 0) <I (1, 1), on a α1 + A ≤ B, et que, si (1, 1) <I (1, 0), on a β1 + B ≥ A. Alors
(χ, ξ) est construit a` l’aide du proce´de´ (b) d’apre`s la de´finition de cet e´le´ment canonique.
Cela de´montre la premie`re assertion de (3). On a donc S1(p
N,M
A,B;s[α, β]) = ξ1 +B d’apre`s
1.3(1). Par hypothe`se, ceci est e´gal a` µ1 +B, d’ou` ξ1 = µ1. Cela prouve (3).
On va de´finir un entier r ≥ 1 des couples de partitions (αi, βi) ∈ Pni × Pmi et
(νi, µi) ∈ P (αi, βi) pour i = 1, ..., r. On pose α1 = α, β1 = β, ν1 = ν, µ1 = µ. Supposons
construits ces objets jusqu’au rang i. Si mi = 0 ou si mi > 0 et (ν
i, µi) appartient a`
P b(αi, βi), on pose r = i et le proce´de´ s’arreˆte. Si mi > 0 et (ν
i, µi) n’appartient pas a`
P b(αi, βi), alors ni > 0 et (ν
i, µi) appartient a` P a(αi, βi). Ce proce´de´ cre´e le terme νi1
et un couple de partitions (αi+1, βi+1). On a une e´galite´ νi = {νi1} ⊔ ν
i+1 ⊔ {0ni−1−ni+1},
µi = µi+1 ⊔ {0mi−mi+1}, pour un couple (νi+1, µi+1) ∈ P (αi+1, βi+1). Cela de´finit nos
suites. On pose Ii = ({1, ..., ni}×{0})∪ ({1, ..., mi}×{1}). Comme en 1.2, Ii+1 se plonge
dans Ii. Par re´currence, Ii se plonge dans I1 = I et he´rite d’un ordre <Ii.
On va prouver
(4) r = 1.
On voit par re´currence que
pour i = 1, ..., r, νi = ν
i
1 ;
si mr > 0, µ1 = µ
i
1 pour i = 1, ..., r ;
si mr = 0, µ1 = µ
i
1 = 0 pour i = 1, ..., r − 1 ;
pour i = 1, ..., r, ΛN,MA,B;s(ν, µ)
a
= {ν1 + A, ..., νi−1 + A + 2s − si} ⊔ Λ
N+1−i,M
A+s−si,B(ν
i, µi)
a
et ΛN,MA,B;s(ν, µ)
b
= ΛN+1−i,MA+s−si,B(ν
i, µi)
b
, ou` par exemple ΛN,MA,B;s(ν, µ)
a
et ΛN,MA,B;s(ν, µ)
b
sont les
deux composantes du (N,M ; s)-symbole ΛN,MA,B;s(ν, µ).
Supposons d’abord mr = 0. Alors, comme on vient de le dire, µ1 = 0. D’apre`s (3),
on a ξ1 = 0. Par construction, ξ1 = β1 + αa1 + βb2 + .... Donc tous ces termes sont nuls.
Rappelons que a2 est le plus petit entier i tel que (1, 1) <I (i, 0) si un tel entier existe.
Cela entraˆıne β = {0m} et, si un terme αi est non nul, on a (i, 0) <I (1, 1). D’apre`s
1.2(5), P (α, β) est re´duit a` un seul e´le´ment, a` savoir (α, β). Donc (ν, µ) = (χ, ξ) et (3)
entraˆıne que (ν, µ) est construit a` l’aide du proce´de´ (b). En vertu de notre hypothe`se
m > 0, cela entraˆıne par de´finition de r que r = 1, mais alors les hypothe`ses mr = 0 et
m > 0 sont contradictoires. Supposons maintenant mr > 0. Alors (ν
r, µr) est construit
par le proce´de´ (b) par de´finition de r. Celui-ci cre´e l’e´le´ment µr1 = µ1 et des partitions
(αr+1, βr+1). On a νr = νr+1 ⊔ {0nr−nr+1} et µr = {µ1} ⊔ µ
r+1 ⊔ {0mr−1−mr+1}, pour
un couple (νr+1, µr+1) ∈ P (αr+1, βr+1). Supposons que r ≥ 2 et supposons d’abord
(1, 0) <Ir−1 (1, 1). Alors νr−1 = ν
r−1
1 = α
r−1
1 + β
r−1
1 + α
r−1
a2 + .... D’apre`s 1.2(3), on a
µ1 = µ
r
1 ≤ β
r−1
1 + α
r−1
a2
+ ... ≤ ξ1. Les deux termes extreˆmes e´tant e´gaux par (3), ces
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ine´galite´s sont des e´galite´s. Donc νr−1 = α
r−1
1 +µ1. Le proce´de´ (b) applique´ a` (α
r−1, βr−1)
cre´e l’e´le´ment µ1 et le couple de partitions ({α
r−1
1 } ⊔ α
r, βr). Pour l’ensemble d’indices
de ce couple (1, 0) reste l’e´le´ment minimal. Le proce´de´ (a) applique´ a` ce couple cre´e
donc l’e´le´ment α1 + µ
r
1 = α1 + µ1 et le couple de partitions (α
r+1, βr+1). Il en re´sulte
que ({α1 + µ1} ⊔ ν
r+1 ⊔ {0nr−nr+1}, µr+1 ⊔ {0mr−mr+1}) appartient a` P ({αr−11 } ⊔ α
r, βr).
L’e´le´ment de P (αr−1, βr−1) qui s’en de´duit par le proce´de´ (b) est
({α1 + µ1} ⊔ ν
r+1 ⊔ {0nr−1−1−nr+1}, {µ1} ⊔ µ
r+1 ⊔ {0mr−1−1−mr+1})
= ({α1 + µ1} ⊔ ν
r ⊔ {0nr−1−1−nr}, µr ⊔ {0mr−1−mr}) = (νr−1, µr−1).
Cela montre que (νr−1, µr−1) est obtenu par le proce´de´ (b), ce qui contredit la de´finition
de r. Supposons maintenant que (1, 1) <Ir−1 (1, 0). Le proce´de´ (b) applique´ a` (α
r−1, βr−1)
cre´e l’e´le´ment βr−11 + ν
r
1 d’apre`s 1.2(4). Comme ci-dessus, on a
µ1 = µ
r
1 ≤ β
r−1
1 + ν
r
1 ≤ ξ1,
d’ou` l’e´galite´ de ces termes. Donc νr1 = µ1 − β
r−1
1 . Ne´cessairement, le premier terme de
βr est βr−11 (pre´cise´ment, l’e´le´ment (1, 1) de l’ensemble d’indices Ir de (α
r, βr) s’identifie
au meˆme e´le´ment (1, 1) ∈ Ir−1) . Le proce´de´ (b) applique´ a` (α
r−1, βr−1) cre´e le couple de
partitions (αr, (βr)−). Supposons nr > 0. Alors le proce´de´ (a) applique´ a` (α
r, (βr)−) cre´e
l’e´le´ment µr1 − β
r
1 = µ1 − β
r−1
1 et le meˆme couple de partitions (α
r+1, βr+1). L’e´le´ment
({µ1 − β
r−1
1 } ⊔ ν
r+1 ⊔ {0nr−1−nr+1}, µr+1 ⊔ {0mr−1−mr+1}) appartient a` P (αr, (βr)−) et
l’e´le´ment de P (αr−1, βr−1) qui s’en de´duit par le proce´de´ (b) est
({µ1 − β
r−1
1 } ⊔ ν
r+1 ⊔ {0nr−1−1−nr+1}, {µ1} ⊔ µ
r+1 ⊔ {0mr−1−mr+1})
= ({µ1 − β
r−1
1 } ⊔ ν
r ⊔ {0nr−1−1−nr}, µr ⊔ {0mr−1−mr}) = (νr−1, µr−1).
Cela montre que (νr−1, µr−1) est obtenu par le proce´de´ (b), ce qui contredit la de´finition
de r. Il reste le cas ou` nr = 0. On a alors µ
r
1 = β
r
1. L’e´galite´
µr1 = β
r−1
1 + α
r−1
1 + β
r−1
b2
+ ...
entraˆıne que βr1 = β
r−1
1 , α
r−1
1 = β
r−1
b2
= ... = 0. Autrement dit αr−1 = {0nr−1} et les
termes βr−1i ne sont non nuls que si (i, 1) <Ir−1 (1, 0). D’apre`s 1.2(5), il n’y a qu’un seul
e´le´ment dans P (αr−1, βr−1), qui peut eˆtre obtenu par le proce´de´ (b) puisque mr−1 > 0.
Cela contredit encore la de´finition de r. Cela prouve (4).
D’apre`s l’hypothe`se m > 0, l’e´galite´ r = 1 entraˆıne que (ν, µ) est construit a` l’aide
du proce´de´ (b). Cela de´montre le lemme dans le cas c = 1.
Supposons maintenant c > 1. L’hypothe`se (2) pour c est plus forte que celle pour
c − 1. En raisonnant par re´currence, on sait que (ν, µ) appartient a` P b[c−1](α, β). On
pose (α1, β1) = (α, β), (ν1, µ1) = (ν, µ) et on de´finit maintenant un entier t et, pour
i = 1, ..., t, des couples (αi, βi) et (νi, βi) ∈ P (αi, βi) de la fac¸on suivante. Si (νi, µi) ne
peut pas eˆtre construit par le proce´de´ (b), on pose t = i et la construction s’arreˆte. Si
(νi, µi) est construit par le proce´de´ (b), ce proce´de´ cre´e un terme µi1 et des partitions
(αi+1, βi+1). On a νi = νi+1⊔{0ni−ni+1} et µi = {µi1}⊔µ
i+1⊔{0mi−1−mi+1} pour un couple
(νi+1, µi+1) ∈ P (αi+1, βi+1). On voit que µi1 = µi (sauf e´ventuellement si mt = 0 auquel
cas µt1 n’existe pas ; dans ce cas, on a µt = 0). La condition (ν, µ) ∈ P
b[c−1](α, β) signifie
que t ≥ c ou que t < c et mt = 0. Supposons d’abord t < c et mt = 0. Dans ce cas,
on a (νt, µt) ∈ P b[c
′](αt, βt) pour tout c′ ∈ N. En particulier (νt, µt) ∈ P b[c+1−t](αt, βt).
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Alors par re´currence, (νi, µi) ∈ P b[c+1−i](αi, βi), d’ou` (ν, µ) ∈ P b[c](α, β). Remarquons
que ce raisonnement vaut aussi si t = c et mt = 0. Supposons maintenant t ≥ c. Si
t ≥ c + 1, alors (ν, µ) ∈ P b[c](α, β) comme on le voulait. On suppose t = c. Comme
on vient de le dire, on peut aussi supposer mt > 0. On pose pour simplifier A = A(c),
B = B(c). Notons (χ, ξ) l’e´le´ment canonique de type (b) de PA,B(α, β). On applique la
meˆme construction en remplac¸ant (ν, µ) par (χ, ξ). On note T l’entier similaire a` t et
(αi, βi) et (χi, ξi) les analogues de (αi, βi) et (νi, µi). Evidemment, pour i ≤ inf(t, T ),
les couples de partitions (αi, βi) et (αi, βi) sont les meˆmes. Les termes ξi = ξ
i
1 et µi = µ
i
1
sont aussi les meˆmes pour i = 1, ...inf(t, T )− 1. Montrons que
(5) on a T ≥ t.
Supposons T < t. On a mT > 0 puisqu’on a suppose´ mt > 0. Par de´finition de
T , (χT , ξT ) est construit a` l’aide du proce´de´ (a). En particulier nT > 0. Supposons
(1, 0) <IT (1, 1). Puisque (χ, ξ) est l’e´le´ment canonique de type (b), et que ce proce´de´
n’est pas utilise´, on a αT1 + A > B + s − sT . Puisque les partitions (α
i, βi) pour i =
T + 1, ..., t se de´duisent de (αT , βT ) par applications successives de proce´de´s (b), le
terme αT1 se conserve, c’est-a`-dire α
t
1 = α
T
1 et (1, 0) est encore le plus grand terme
de l’ensemble d’indices du couple (αt, βt). Par de´finition de t, (νt, µt) est construit a`
l’aide du proce´de´ (a). Ce proce´de´ cre´e le terme ν1 et des partitions (α
t+1, βt+1). On a
νt = {ν1} ⊔ ν
t+1 ⊔ {0nt−1−nt+1} et µt = µt+1 pour un couple (νt+1, µt+1) ∈ P (αt+1, βt+1).
En particulier, le terme µt de notre partition µ de de´part est e´gal a` µ
t+1
1 ou est nul si
mt+1 = 0. Toujours en appliquant 1.2(3) et 1.2(4), on a µt ≤ ν1 − α
t
1. Avec l’ine´galite´
αT1 + A > B + s− sT , on en de´duit ν1 + A > µt +B + s− st. Mais alors
(6) ν1+A+St−1({µ1+B, ..., µt−1+B+2s− st}) > St({µ1+B, ..., µt+B+ s− st}).
Le membre de gauche est infe´rieur ou e´gal a` St(pΛ
N,M
A,B;s(ν, µ)). D’apre`s le lemme 1.4,
c’est infe´rieur ou e´gal a` St(p
N,M
A,B;s[α, β]). Or, puisque c = t, l’hypothe`se (2) nous dit que
ce dernier terme est e´gal au membre de droite de (6). Cela contredit cette ine´galite´
(6) qui est stricte. Supposons maintenant (1, 1) <IT (1, 0). Puisque (χ, ξ) est l’e´le´ment
canonique de type (b), et que ce proce´de´ n’est pas utilise´ pour construire (χT , ξT ), on
a βT1 + B + s − sT < A, a fortiori β
t
1 + B + s − st < A. Par de´finition de t, (ν
t, µt)
est construit a` l’aide du proce´de´ (a). Si (1, 0) <It (1, 1), on voit comme ci-dessus que
µt ≤ ν1−α
t
1. Si au contraire (1, 1) <It (1, 0), un calcul similaire montre que µt ≤ ν1+β
t
1.
En tout cas, ν1 + A > µt + B + s − st. On obtient une contradiction comme ci-dessus.
Cela prouve (5).
Puisqu’on a suppose´ t = c, (5) et 1.3(1) entraˆınent que les c− 1 plus grands termes
de pΛN,MA,B;s[α, β] sont µ1 +B,...,µc−1 +B + 2s− cs et
Sc(pΛ
N,M
A,B;s[α, β]) = Sc−1({µ1 +B, ..., µc−1 +B + 2s− cs}) + S1(pΛ
N,M+1−c
A,B+s−cs;s[α
c, βc]).
On a aussi
Sc({µ1+B, ..., µc+B+s−cs}) = Sc−1({µ1+B, ..., µc−1+B+2s−cs})+S1({µ
c
1+B+s−cs}).
D’apre`s (2), on a donc
S1({µ
c
1 +B + s− cs}) = S1(pΛ
N,M+1−c
A,B+s−cs;s[α
c, βc]).
Mais alors les couples (αc, βc) et (νc, µc) satisfont les hypothe`ses de l’e´nonce´ pour le
nouvel entier c = 1. Ce cas a de´ja` e´te´ traite´ : cela entraˆıne que (νc, µc) ∈ P b(αc, βc). Cela
contredit la de´finition de t et l’e´galite´ t = c. Cette contradiction ache`ve la de´monstration.

15
2.3 Relation entre P (α, β) et P (α−, β)
Supposons n ≥ 1, soit x ∈ N et soit c ∈ N avec c ≥ 1. Soit (ν, µ) ∈ Zn−1 × Zm. On
de´finit (ν, µ) ∈ Zn × Zm par :
si c ≤ m, ν1 = x + µc, νi = νi−1 pour i = 2, ..., n, µj = µj pour j = 1, ..., c − 1,
µj = µj+1 pour j = c, ..., m− 1, µm = 0 ;
si c ≥ m+ 1, ν1 = x, νi = νi−1 pour i = 2, ..., n, µj = µj pour j = 1, ..., m.
On de´finit note ιc,x : Z
n−1 ×Zm → Zn ×Zm l’application qui, a` (ν, µ), associe (ν, µ).
Remarquons que ιc,x = ιc′,x pour c, c
′ ≥ m+ 1.
Soit maintenant (α, β) ∈ Pn ×Pm et supposons (1, 0) <I (1, 1).
Lemme. (i) Pour tout (ν, µ) ∈ P (α, β), il existe (ν, µ) ∈ P (α−, β) et c ∈ {1, ..., m+ 1}
de sorte que (ν, µ) = ιc,α1(ν, µ).
(ii) Soit c ∈ N avec c ≥ 1 et soit (ν, µ) ∈ P b[c](α−, β). Alors ιc,α1(ν, µ) appartient a`
P (α, β).
Preuve de (i). Si m = 0, les ensembles P (α, β) et P (α−, β) sont re´duits a` l’e´le´ment
(α, ∅), resp. (α−, ∅) et on a ι1,α1(α
−, ∅) = (α, ∅).
On suppose de´sormais m > 0 et on raisonne par re´currence sur n +m. Soit (ν, µ) ∈
P (α, β). Supposons que cet e´le´ment soit construit a` l’aide du proce´de´ (a). Ce proce´de´
cre´e un e´le´ment ν1 et des partitions (α
′, β ′). On a ν = {ν1} ⊔ ν
′ ⊔ {0n
′−n−1}, µ =
µ′ ⊔ {0m
′−m} pour un couple (ν ′, µ′) ∈ P (α′, β ′). Puisque m ≥ 1, on peut appliquer le
proce´de´ (b) pour construire les e´le´ments de P b(α−, β). D’apre`s 2.1(1), ce proce´de´ cre´e
un e´le´ment µ
1
= ν1 − α1 et les meˆmes partitions (α
′, β ′). En conse´quence, le couple
(ν, µ) = (ν ′ ⊔ {0n−1−n
′
}, {µ1} ⊔ µ
′ ⊔ {0m−1−m
′
}) appartient a` P (α−, β). On ve´rifie que
(ν, µ) = ι1,α1(ν, µ), ce qui conclut.
Supposons au contraire que (ν, µ) soit construit a` l’aide du proce´de´ (b). Ce proce´de´
cre´e un e´le´ment µ1 et des partitions (α
′, β ′). L’hypothe`se (1, 0) <I (1, 1) implique que le
plus grand terme de α′ est α1 (ou plus pre´cise´ment, que le terme (1, 0) de l’ensemble
d’indices I ′ associe´ a` (α′, β ′) s’identifie a` (1, 0) ∈ I). On a ν = ν ′ ⊔ {0n−n
′
}, µ =
{µ1} ⊔ µ
′ ⊔ {0m−m
′−1}, pour un couple (ν ′, µ′) ∈ P (α′, β ′). Par hypothe`se de re´currence,
il existe c ∈ {1, ..., m′ + 1} et (ν ′, µ′) ∈ P (α
′−, β ′) de sorte que (ν ′, µ′) = ιc,α1(ν
′, µ′). On
peut appliquer le proce´de´ (b) pour construire les e´le´ments de P b(α−, β). D’apre`s 2.1(4),
ce proce´de´ cre´e le meˆme e´le´ment µ1 et les partitions (α
′−, β ′). En conse´quence, le couple
(ν, µ) = ((ν ′ ⊔ {0n−n
′
}, {µ1} ⊔ µ
′ ⊔ {0m−m
′−1}) appartient a` P (α−, β). Mais on voit que
(α, β) = ιc+1,α1(ν, µ) et on a c + 1 ≤ m + 1 puisque m
′ < m. Cela ache`ve la preuve de
(i).
Preuve de (ii). Le cas m = 0 se traite comme ci-dessus. On suppose m > 0. Le
proce´de´ (b) est loisible pour de´finir l’ensemble P b(α−, β). Ce proce´de´ cre´e un e´le´ment
µ1 et des partitions (α
′, β ′) ∈ Pn′ × Pm′ . Par de´finition de l’ensemble P
b[c](α−, β), on a
ν = ν ′ ⊔ {0n−1−n
′
}, µ = {µ1} ⊔ µ
′ ⊔ {0m−1−m
′
} pour un e´le´ment (ν ′, µ′) ∈ P b[c−1](α′, β ′).
Supposons d’abord c = 1. Parce que (1, 0) <I (1, 1) et d’apre`s 2.1(1), le proce´de´ (a)
applique´ a` (α, β) cre´e l’e´le´ment ν1 = α1 + µ1 et les meˆmes partitions (α
′, β ′). Alors le
couple (ν1 ⊔ ν
′ ⊔ {0n−1−n
′
}, µ′) appartient a` P (α, β). Or ce couple est e´gal a` ι1,α1(ν, µ).
Supposons maintenant c ≥ 2. Toujours parce que (1, 0) <I (1, 1) et d’apre`s 2.1(4),
le proce´de´ (b) applique´ a` (α, β) cre´e le meˆme e´le´ment µ1 et le couple de partitions
(α′′, β ′′) = ({α1}⊔α
′, β ′). On a α′ = α
′′−. 0n applique le lemme par re´currence : l’e´le´ment
(ν ′′, µ′′) = ιc−1,α1(ν
′, µ′) appartient a` P (α′′, β ′′). Alors, par le proce´de´ (b), le couple
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(ν, µ) = (ν ′′ ⊔ {0n−n
′′
}, {µ1} ⊔ µ
′′ ⊔ {0m−1−m
′′
}) appartient a` P (α, β). On ve´rifie que les
couples (ν, µ) et ιc,α1(ν, µ) sont tous deux e´gaux a`
({α1 + µ
′
c−1, ν
′
1, ..., ν
′
n′, 0, ..., 0}, {µ1, µ
′
1, ..., µ
′
c−2, µ
′
c, ..., µ
′
m′ , 0..., 0}) si c ≤ m
′ + 1,
({α1, ν
′
1, ..., ν
′
n′, 0, ..., 0}, {µ1, µ
′
1, ..., µ
′
m′ , 0..., 0}) si c > m
′ + 1.
Donc ιc,α1(ν, µ) = (ν, µ) appartient a` P (α, β). Cela ache`ve la de´monstration. 
2.4 Nombres d’e´le´ments ”de type b”
Soient α ∈ Pn, β ∈ Pm. Introduisons l’e´le´ment canonique de type (b) (ν, µ) ∈
PA,B;s(α, β). Soit k ∈ {1, ..., N +M}. Il existe des entiers a, b ∈ N tels que a + b = k,
de sorte que l’ensemble des k plus grands e´le´ments de pN,MA,B;s[α, β] = pΛ
N,M
A,B;s(ν, µ) soient
la re´union de celui des a plus grands termes de (ν ⊔ {0N−n}) + [A,A + s − sN ]s et de
celui des b plus grands termes de (µ⊔ {0M−m}) + [B,B + s− sM ]s. Les entiers a et b ne
sont pas comple`tement de´termine´s car les deux partitions intervenant peuvent avoir des
termes communs : si le a-ie`me terme de la premie`re est e´gal au (b+ 1)-ie`me terme de la
seconde, le couple (a − 1, b + 1) convient lui-aussi. On choisit a et b de sorte que b soit
le plus grand possible. On note alors bN,MA,B;s(α, β; k) = b.
Lemme. (i) Il existe un entier e ∈ N tel que bN,MA,B+es/2;s(α, β; k) = inf(k,M) pour tout
k = 1, ...N +M .
(ii) On a
bN,MA,B;s(α, β; k) ≤ b
N,M
A,B+s/2;s(α, β; k) ≤ b
N,M
A,B;s(α, β; k) + 1
pour tout k = 1, ..., N +M .
Preuve. Les termes des e´le´ments de PA,B;s(α, β) sont des sommes de termes de α et
de termes de β. Ils restent donc dans un ensemble fini d’entiers inde´pendant de A et B.
Notons c le plus grand e´le´ment de cet ensemble. Choisissons e tel que B+es/2+s−sM >
c+A. Pour l’e´le´ment canonique de type (b) (ν, µ) ∈ PA,B+es/2;s(α, β), il est clair que les
termes de (µ⊔{0M−m})+[B+es/2, B+es/2+s−sM ]2 sont tous strictement supe´rieurs
aux termes de (ν ⊔ {0N−n}) + [A,A + s− sN ]2. Alors e ve´rifie la proprie´te´ (i).
Fixons k ∈ {1, ..., N +M}. On pose b = bN,MA,B;s(α, β; k), b = b
N,M
A,B+s/2;s(α, β; k), a =
k − b, a = k − b. L’assertion (ii) est e´vidente si N = 0 (on a b = b = k) ou M = 0 (on a
b = b = 0). On suppose N,M ≥ 1.
Supposons d’abord n = 0 ou m = 0. On a (ν, µ) = (α, β). Pour simplifier, posons
αi = 0 pour i = n + 1, ..., N et βi = 0 pour i = m + 1, ...,M . Les entiers a et b sont
caracte´rise´s par les proprie´te´s
0 ≤ a ≤ N , 0 ≤ b ≤M , a + b = k ;
(1) les termes β1 + B, β2 + B − s, ..., βb + B + s − sb sont supe´rieurs ou e´gaux a`
αa+1 + A− sa, ..., αN + A+ s− sN ainsi qu’a` βb+1 +B − sb, ..., βM +B + s− sM ;
(2) les termes α1 + A, α2 + A − s, ..., αa + A + s − sa sont strictement supe´rieurs a`
αa+1 + A− sa, ..., αN + A+ s− sN ainsi qu’a` βb+1 +B − sb, ..., βM +B + s− sM .
La proprie´te´ (1) se conserve quand on remplace B par B+ s/2. Si la proprie´te´ (2) se
conserve e´galement, on a b = b et a = a. Supposons que la proprie´te´ (2) ne se conserve
pas. Cela entraˆıne a ≥ 1, b < M et αa + A+ s− sa ≤ βb+1 +B + s/2− sb. Mais alors
les termes β1+B+ s/2, β2+B−s/2, ..., βb+1+B+ s/2−sb sont supe´rieurs ou e´gaux
a` αa+A−sa, ..., αN +A+s−sN ainsi qu’a` βb+2+B−s/2−sb, ..., βM +B+3s/2−sM ;
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les termes α1 + A, α2 + A − s, ..., αa−1 + A + 2s − sa sont strictement supe´rieurs a`
αa+A+s−sa, ..., αN +A+s−sN ainsi qu’a` βb+2+B−s/2−sb, ..., βM +B+3s/2−sM .
D’ou` b = b+ 1 et a = a− 1.
On suppose maintenant n,m ≥ 1. Introduisons les e´le´ments canoniques de type (b)
(ν, µ) ∈ PA,B;s(α, β) et (ν, µ) ∈ PA,B+s/2;s(α, β). On utilise les notations habituelles pour
(ν, µ) et les meˆmes notations souligne´es pour (ν, µ). Supposons d’abord que les e´le´ments
(ν, µ) et (ν, µ) soient construits a` l’aide du meˆme pre´ce´de´, par exemple le proce´de´ (b).
Ce proce´de´ cre´e un terme µ1 et des partitions (α
′, β ′). On a (ν, µ) = (ν ′, {µ1} ⊔ µ
′) ou`
(ν ′, µ′) est l’e´le´ment canonique de type (b) de PA,B−s;s(α
′, β ′) et (ν, µ) = (ν ′, {µ1} ⊔ µ
′)
ou` (ν ′, µ′) est l’e´le´ment canonique de type (b) de PA,B−s/2;s(α
′, β ′). D’ou` pΛN,MA,B;s(ν, µ) =
{µ1 + B} ⊔ pΛ
N,M−1
A,B−s;s(ν
′, µ′) et pΛN,MA,B+s/2;s(ν, µ) = {µ1 + B + s/2} ⊔ pΛ
N,M−1
A,B−s/2;s(ν
′, µ′).
Si k = 1, on voit que b = b = 1. Si k ≥ 2, on voit que b = 1 + bN,MA,B−s;s(α
′, β ′; k − 1),
b = 1 + bN,M−1A,B−s/2;s(α
′, β ′; k − 1). L’assertion a` prouver s’ensuit par re´currence.
On suppose maintenant que les e´le´ments (ν, µ) et (ν, µ) soient construits a` l’aide de
proce´de´s diffe´rents. Supposons d’abord (1, 0) <I (1, 1). Si (ν, µ) est construit a` l’aide du
proce´de´ (b), on a α1+A ≤ B. Mais alors α1+A < B+ s/2 et (ν, µ) est aussi construit a`
l’aide du proce´de´ (b), contrairement a` l’hypothe`se. Donc (ν, µ) est construit a` l’aide du
proce´de´ (a). On a donc α1+A > B (si on a e´galite´, la construction de l’e´le´ment canonique
de type (b) privile´gie le proce´de´ (b)). L’e´le´ment (ν, µ) est construit a` l’aide du proce´de´ (b)
donc α1+A ≤ B+ s/2. Le proce´de´ (a) construit un e´le´ment ν1 et des partitions (α
′, β ′).
Puisque (1, 0) <I (1, 1), le proce´de´ (b) construit d’apre`s 1.2(4) l’e´le´ment µ1 = ν1 − α1
et les partitions ({α1} ⊔ α
′, β ′). On obtient pΛN,MA,B;s(ν, µ) = {ν1 + A} ⊔ pΛ
N−1,M
A−s,B;s(ν
′, µ′)
ou` (ν ′, µ′) est l’e´le´ment canonique de type (b) de PA−s,B;s(α
′, β ′)et pΛN,MA,B+s/2;s(ν, µ) =
{µ
1
+ B + s/2} ⊔ pΛN,M−1A,B−s/2;s(ν
′, µ′) ou` (ν ′, µ′) est l’e´le´ment canonique de type (b) de
PA,B−s/2;s({α1} ⊔ α
′, β ′). Si k = 1, on voit que b = 0 et b = 1. Supposons k ≥ 2.
Supposons d’abord n′, m′ ≥ 1. L’e´le´ment (1, 0) reste le plus petit e´le´ment de l’ensemble
d’indices de ({α1} ⊔ α
′, β ′). L’ine´galite´ α1 + A > B entraˆıne α1 + A > B − s/2. Donc
l’e´le´ment (ν ′, µ′) est construit a` l’aide du proce´de´ (a). Ce proce´de´ cre´e un terme ν1 et
des partitions (α′′, β ′′). On obtient
(3) pΛN,MA,B+s/2;s(ν, µ) = {µ1 +B + s/2} ⊔ {ν1 + A} ⊔ pΛ
N−1,M−1
A−s,B−s/2;s(ν
′′, µ′′),
ou` (ν ′′, µ′′) est l’e´le´ment canonique de type (b) de PA−s,B−s/2;s(α
′′, β ′′). Conside´rons l’en-
semble d’indices I ′ relatif au couple (α′, β ′). Si (1, 0) <I′ (1, 1), l’e´galite´ α1+A ≤ B+s/2
entraˆıne α′1 + A − s < B et (ν
′, µ′) est construit a` l’aide du proce´de´ de type (b). Si
(1, 1) <I′ (1, 0), la meˆme ine´galite´ entraˆıne β
′
1+B > A−s et la meˆme conclusion. D’apre`s
2.1(1), ce proce´de´ (b) cre´e l’e´le´ment µ1 = ν1 − α1 et les meˆmes partitions (α
′′, β ′′). On
obtient
(4) pΛN,MA,B;s(ν, µ) = {ν1 + A} ⊔ {µ1 +B} ⊔ pΛ
N−1,M−1
A−s,B−s;s(ν
′′, µ′′),
ou` (ν ′′, µ′′) est l’e´le´ment canonique de type (b) de PA−s,B−s(α
′′, β ′′). Remarquons que les
termes de (3) et (4) sont en ordre de´croissant, au sens renforce´ qui intervient dans la
de´finition de b et b : par exemple, dans (3), on a µ
1
+ B + s/2 ≥ ν1 + A et ν1 + A est
strictement supe´rieur aux termes suivants, ainsi qu’il re´sulte de 1.3(6).
On a suppose´ n′, m′ ≥ 1. Supposons maintenant n′ = 0 ou m′ = 0 et montrons que
l’on a encore l’e´galite´ (3). L’hypothe`se n′ ≥ 1 n’a pas servi pour obtenir (3). Si m′ = 0,
seul le proce´de´ (a) est autorise´ pour construire les e´le´ments de PA,B−s/2({α1} ⊔ α
′, β ′).
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Cela conduit a` l’e´galite´ (3) ou` on a simplement ν1 = α1 et µ
′′ = ∅. Le plus grand terme
de pΛN−1,M−1A−s,B−s/2;s(ν
′′, µ′′) est soit ν ′′1 + A − s (avec la convention ν
′′
1 = 0 si n
′′ = 0) soit
B−s/2. Ces termes sont strictement infe´rieurs a` α1+A en vertu de l’ine´galite´ α1+A > B
et parce que ν ′′1 est ici soit nul, soit un terme de la partition α
′. Notons que, si n′ = 0 ou
m′ = 0, on a α′′ = α′ et β ′′ est e´gal soit a` β ′ = ∅ si m′ = 0, soit a` β ′ prive´ de son plus
grand terme β ′1 si m
′ ≥ 1. Tournons-nous vers l’e´galite´ (4). La partition pΛN−1,MA−s,B;s(α
′, β ′)
est alors {α′1 + A− s, ..., α
′
N−1 + A + s− sN} ⊔ {β
′
1 + B, ..., β
′
M +B + s− sM} avec la
convention α′i = 0 si i ≥ n
′ + 1 et β ′i = 0 si i ≥ m
′ + 1. Le plus grand terme de cette
partition est β ′1+B en vertu de l’ine´galite´ α1+A ≤ B+s/2 qui implique α
′
1+A−s < B.
On obtient l’e´galite´ (4) ou` µ1 = β
′
1 et ou` (α
′′, β ′′) est le couple de´crit ci-dessus.
On suppose maintenant (1, 1) <I (1, 0). Si (ν, µ) est construit a` l’aide du proce´de´
(b), on a β1 + B ≥ A mais alors β1 + B + s/2 > A et (ν, µ) est construit a` l’aide du
proce´de´ (b) contrairement a` l’hypothe`se. Donc (ν, µ) est construit a` l’aide du proce´de´
(a). On a donc β1+B < A (si on a e´galite´, la construction de l’e´le´ment canonique de type
(b) privile´gie le proce´de´ (b)). L’e´le´ment (ν, µ) est construit a` l’aide du proce´de´ (b) donc
β1+B+s/2 ≥ A. Le proce´de´ (b) construit un e´le´ment µ1 et des partitions (α
′, β ′). D’apre`s
1.2(4), le proce´de´ (a) construit un e´le´ment ν1 = µ1−β1 et les partitions (α
′, {β1}⊔β
′). On
obtient pΛN,MA,B;s(ν, µ) = {ν1 +A} ⊔ pΛ
N−1,M
A−s,B;s(ν
′, µ′) ou` (ν ′, µ′) est l’e´le´ment canonique de
type (b) de PA−s,B;s(α
′, {β1}⊔β
′)et pΛN,MA,B+s/2;s(ν, µ) = {µ1+B+s/2}⊔pΛ
N,M−1
A,B−s/2;s(ν
′, µ′)
ou` (ν ′, µ′) est l’e´le´ment canonique de type (b) de PA,B−s/2(α
′, β ′). Si k = 1, on voit que
b = 0 et b = 1. Supposons k ≥ 2. Supposons d’abord n′, m′ ≥ 1. L’e´le´ment (1, 1) reste le
plus petit e´le´ment de l’ensemble d’indices de (α′, {β1}⊔β
′). L’ine´galite´ β1+B+s/2 ≥ A
entraˆıne β1+B > A− s. Donc l’e´le´ment (ν
′, µ′) est construit a` l’aide du proce´de´ (b). Ce
proce´de´ cre´e un terme µ1 et des partitions (α
′′, β ′′). On obtient l’e´galite´ (4) ou` (ν ′′, µ′′)
est encore l’e´le´ment canonique de type (b) de PA−s,B−s;s(α
′′, β ′′). Conside´rons l’ensemble
d’indices I ′ relatif au couple (α′, β ′). Si (1, 0) <I′ (1, 1), l’e´galite´ β1 + B < A entraˆıne
α′1+A > B−s et (ν
′, µ′) est construit a` l’aide du proce´de´ de type (a). Si (1, 1) <I′ (1, 0),
la meˆme e´galite´ entraˆıne β ′1 + B − s < A et la meˆme conclusion. On applique 2.1(1)
en e´changeant les roˆles des deux partitions : le proce´de´ (a) cre´e l’e´le´ment ν1 = µ1 − β1
et les meˆmes partitions (α′′, β ′′). On obtient l’e´galite´ (3) ou` (ν ′′, µ′′) est encore l’e´le´ment
canonique de type (b) de PA−s,B−s/2(α
′′, β ′′). Les termes de (3) et (4) sont encore en ordre
de´croissant, au sens renforce´ qui intervient dans la de´finition de b et b. On a suppose´
n′, m′ ≥ 1 mais, comme plus haut, on ve´rifie que les e´galite´s (3) et (4) et leurs proprie´te´s
de de´croissance restent vraies si on le`ve cette hypothe`se.
Les e´galite´s (3) et (4) sont donc e´tablies en tout cas (pour k ≥ 2). Si k = 2, on voit que
b = b = 1. Si k ≥ 3, on a b = 1+bN−1,M−1A−s,B−s;s(α
′′, β ′′; k−2) et b = 1+bN−1,M−1A−s,B−s/2(α
′′, β ′′; k−2).
Le re´sultat cherche´ s’ensuit par re´currence. 
2.5 Modification de l’ensemble d’indices
Soient n′, m′ ∈ N tels que n′ ≤ n et m′ ≤ m. On suppose (n′ + 1, 0) >I (m
′, 1) si
n′ < n et m′ ≥ 1 et (m′ + 1, 1) >I (n
′, 0) si m′ < m et n′ ≥ 1. Soient α′ ∈ Pn′ , β
′ ∈ Pm′ ,
posons α = α′⊔{0n−n
′
}, β = β ′⊔{0m−m
′
}. L’ensemble d’indices I ′ = ({1, ..., n′}×{0})×
({1, ..., m′}× {1}) est un sous-ensemble de I, on le munit de l’ordre induit. Cela permet
de de´finir les ensembles P (α′, β ′) et PA,B;s(α
′, β ′).
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Lemme. Sous ces hypothe`ses, on a
P (α, β) = {(ν ′ ⊔ {0n−n
′
}, µ′ ⊔ {0m−m
′
}; (ν ′, µ′) ∈ P (α′, β ′)},
PA,B;s(α, β) = {(ν
′ ⊔ {0n−n
′
}, µ′ ⊔ {0m−m
′
}); (ν ′, µ′) ∈ PA,B;s(α
′, β ′)}.
Preuve. Si n = 0 ou m = 0, on a P (α, β) = PA,B;s(α, β) = {(α, β)} et P (α
′, β ′) =
PA,B;s(α
′, β ′) = {(α′, β ′)} et le re´sultat s’ensuit. On suppose n,m ≥ 1. On raisonne
par re´currence sur n + m − n′ − m′. Supposons que l’on ait traite´ le cas ou` cet entier
vaut 1, et traitons le cas ou` il est strictement supe´rieur a` 1. Supposons par exemple
(n, 0) <I (m, 1). Avec les hypothe`ses pose´es avant l’e´nonce´, cela entraˆıne m
′ < m.
On pose β ′′ = β ⊔ {0m−m
′−1}. On voit alors que les paires (α′, β ′) et (α, β ′′) ve´rifient
les meˆmes conditions que ci-dessus, m e´tant remplace´ par m − 1. Et que les paires
(α, β ′′) et (α, β) ve´rifient aussi ces conditions, (n′, m′) e´tant remplace´ par (n,m − 1).
Par re´currence, on peut appliquer le lemme a` chacun des deux couples de paires et le
re´sultat s’ensuit. Il nous reste a` traiter le cas ou` n+m− n′−m′ = 1. On ne perd rien a`
supposer n′ = n et m′ = m− 1. Avec les hypothe`ses pose´es avant l’e´nonce´, cela entraˆıne
(n, 0) <I (m, 1). Supposons d’abord m = 1, donc m
′ = 0. On a encore P (α, β ′) =
PA,B;s(α, β
′) = {(α, β ′)}. D’apre`s 1.2(5), on a aussi P (α, β) = PA,B;s(α, β) = {(α, β)} et
le re´sultat s’ensuit. Supposons maintenant m ≥ 2. Le proce´de´ (a) applique´ a` (α, β ′) cre´e
un e´le´ment ν1 = α1 + β
′
b1
+ αa2 + ... et des partitions, notons-les ici (α, β
′) ∈ Pn × Pm′ .
Le terme (m, 1) est le plus grand terme de l’ensemble d’indices I. On voit alors que
(1) si le dernier terme de ν1 est αat , le proce´de´ (a) applique´ a` (α, β) cre´e le terme
α1 + β
′
b1
+ αa2 + ... + αat + βm = ν1 (puisque βm = 0) et les meˆmes partitions (α, β
′) ;
(2) si le dernier terme de ν1 est β
′
bt
, le proce´de´ (a) applique´ a` (α, β) cre´e le meˆme
terme ν1 et les partitions (α, β
′ ⊔ {0}).
Dans le cas (1), on a
(3) P a(α, β ′) = {(ν1 ⊔ ν ⊔ {0
n−n−1}, µ′ ⊔ {0m
′−m′}); (ν, µ′) ∈ P (α, β′)};
P a(α, β) = {(ν1 ⊔ ν ⊔ {0
n−n−1}, µ′ ⊔ {0m−m
′
}); (ν, µ′) ∈ P (α, β′)}.
On en de´duit l’analogue de la premie`re e´galite´ de l’e´nonce´ ou` P (α, β) et P (α, β ′) sont
remplace´s par P a(α, β) et P a(α, β ′). Dans le cas (2), on a encore (3) et
P a(α, β) = {(ν1 ⊔ ν ⊔ {0
n−n−1}, µ ⊔ {0m−m
′−1}); (ν, µ) ∈ P (α, β)},
ou` β = β ′ ⊔ {0}. Mais (α, β) et (α, β′) sont dans la meˆme situation que (α, β) et (α, β ′).
En raisonnant par re´currence sur n+m, on peut appliquer l’e´nonce´ pour de´crire P (α, β)
a` l’aide de P (α, β ′). Les e´galite´s ci-dessus conduisent alors a` l’analogue de la premie`re
e´galite´ de l’e´nonce´ ou` P (α, β) et P (α, β ′) sont remplace´s par P a(α, β) et P a(α, β ′). Cette
analogue est donc de´montre´e dans les deux cas (1) et (2). On a raisonne´ avec le proce´de´
(a). Le meˆme raisonnement s’applique au pre´ce´de´ (b), avec une conclusion similaire. La
re´union de ces deux conclusions entraˆıne la premie`re e´galite´ de l’e´nonce´. Pour la seconde,
le fait que le proce´de´ (a) ou (b) soit autorise´ pour construire les e´le´ments de PA,B;s(α, β
′)
ou PA,B;s(α, β) ne de´pend que de α1 et β1. Ces termes sont les meˆmes pous nos deux
couples de partitions (rappelons que n ≥ 1 et m′ = m− 1 ≥ 1) donc les meˆmes proce´de´s
sont autorise´s pour ces deux couples. Le raisonnement se poursuit alors comme ci-dessus
et conduit a` la conclusion. 
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3 Trois lemmes de majorations
3.1 Premier lemme
On suppose n ≥ 1 et (1, 0) <I (1, 1) si m ≥ 1. Soient α ∈ Pn et β ∈ Pm.
Lemme. Pour tout k = 1, ..., N +M , on a l’ine´galite´
Sk(p
N,M
A,B;s[α
−, β]) ≤ Sk(p
N,M
A,B;s[α, β]) ≤ Sk(p
N,M
A,B;s[α
−, β]) + α1 + β1,
avec la convention β1 = 0 si m = 0.
Il y a un lemme syme´trique en e´changeant les roˆles de α et β. On doit alors supposer
m ≥ 1 et (1, 1) <I (1, 0). On de´finit la partition β
− et, dans l’e´nonce´ ci-dessus, on
remplace le couple (α−, β) par (α, β−). La de´monstration de ces lemmes sera donne´e en
3.3.
3.2 Deuxie`me lemme
Lemme. On suppose N > n et M > m. Soient α ∈ Pn et β ∈ Pm. Pour tout
k ∈ {1, ..., N +M − 1}, on a l’ine´galite´
Sk(p
N,M−1
A,B−s;s[α, β]) ≤ Sk(p
N−1,M
A−s,B;s[α, β]) + sup(α1 + A−B, 0),
avec la convention α1 = 0 si n = 0.
La` encore, il y a un syme´trique de ce lemme obtenu en e´changeant les roˆles de α et β
et, simultane´ment, ceux de A et B ainsi que de N et M . La de´monstration sera donne´e
en 3.4.
Pour de´montrer ce lemme, le lemme pre´ce´dent et leurs syme´triques, on raisonnne
par re´currence sur n + m. C’est-a`-dire que l’on ve´rifiera les quatre lemmes dans le cas
n = m = 0 (en fait dans les cas n = 0 ou m = 0). Ensuite, on supposera que n+m ≥ 1
et que les quatre lemmes sont ve´rifie´s pour des couples (n′, m′) tels que n′+m′ < n+m.
On ne fera les de´monstrations que des lemmes e´nonce´s, celles des syme´triques e´tant
e´videmment analogues. Pour simplifier l’e´criture, on adopte dans ces de´monstrations la
convention suivante : pour une partition, par exemple α ∈ Pn, on pose αi = 0 pour i > n.
3.3 Preuve du lemme 3.1
Si m = 0, on a
pN,MA,B;s[α, β]) = {α1 + A, ..., αN + A+ s− sN} ⊔ {B, ..., B + s− sM}
et
pN,MA,B;s[α
−, β]) = {α2 + A, ..., αN+1 + A+ s− sN} ⊔ {B, ..., B + s− sM}.
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La premie`re ine´galite´ de l’e´nonce´ re´sulte des ine´galite´s αi+1 ≤ αi pour i = 1, ..., N . Pour
la seconde, il existe a ∈ {0, ..., N} et b ∈ {0, ...,M} tels que a+ b = k et
Sk(p
N,M
A,B;s[α, β]) = Sa({α1 + A, ..., αN + A+ s− sN}) + Sb({B, ..., B + s− sM}).
On a
Sa({α1 +A, ..., αN +A+ s− sN}) = α1 − αa+1 + Sa({α2 +A, ..., αN+1 +A+ s− sN}).
D’ou`
Sk(p
N,M
A,B;s[α, β]) ≤ α1 + Sa({α2 + A, ..., αN+1 + A+ s− sN}) + Sb({B, ..., B + s− sM})
≤ α1 + Sk(p
N,M
A,B;s[α
−, β]).
On suppose m ≥ 1. Supposons d’abord α1+A ≤ B. Le proce´de´ (b) est autorise´ pour
construire les e´le´ments de PA,B;s(α, β). D’apre`s 2.1(5), il en est de meˆme pour l’ensemble
PA,B;s(α
−, β). Le proce´de´ (b) applique´ a` α, β construit un terme µ1 et des partitions
(α′, β ′) ∈ Pn′ × Pm′ . D’apre`s 2.1(4), le meˆme proce´de´ applique´ a` (α
−, β) construit le
meˆme terme µ1 et le couple de partitions (α
′−, β ′) ∈ Pn′−1×Pm′ . Il y a donc un e´le´ment
de PA,B;s(α, β) de la forme (ν
′, {µ1} ⊔ µ
′) pour un e´le´ment (ν ′, µ′) ∈ PA,B−s;s(α
′, β ′),
et un e´le´ment de PA,B;s(α
−, b) de la forme (ν ′′, {µ1} ⊔ µ
′′) pour un e´le´ment (ν ′′, µ′′) ∈
PA,B−s;s(α
′−, β ′). On obtient pN,MA,B;s[α, β] = {µ1 + B} ⊔ p
N,M−1
A,B−s;s[α
′, β ′] et pN,MA,B;s[α
−, β] =
{µ1 +B} ⊔ p
N,M−1
A,B−s;s[α
′−, β ′]. Les ine´galite´s a` prouver sont alors claires si k = 1. Si k ≥ 2,
on a par re´currence
Sk−1(p
N,M−1
A,B−s;s[α
′−, β ′]) ≤ Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]) ≤ Sk−1(p
N,M−1
A,B−s;s[α
′−, β ′]) + α′1 + β
′
1.
Les ine´galite´s de l’e´nonce´ s’ensuivent puisque α′1 ≤ α1 et β
′
1 ≤ β1.
Supposons maintenant α1 + A > B. On construit un e´le´ment de PA,B;s(α, β) par le
proce´de´ (a). Celui-ci nous fournit un terme ν1 et des partitions (α
′, β ′) ∈ Pn′ × Pm′ .
Un e´le´ment de PA,B;s(α, β) est de la forme ({ν1} ⊔ ν
′, µ′) pour un e´le´ment (ν ′, µ′) ∈
PA−s,B;s(α
′, β ′) d’ou`
(1) pN,MA,B;s[α, β] = {ν1 + A} ⊔ p
N−1,M
A−s,B;s[α
′, β ′].
Supposons n = 1. Alors ν1 = α1 + β1, α
′ = α− = ∅ et β ′ = β−. On a n′ = 0 d’ou`
pN−1,MA−s,B;s[α
′, β ′] = [A− s, A+ s− sN ]s ⊔ ((β
− ⊔ {0M−m+1}+ [B,B + s− sM ]s).
D’ou`
pN,MA,B;s[α, β] = {α1+β1+A,A−s, ..., A+s−sN}⊔{β2+B, β3+B−s, ..., βM+1+B+s−sM}.
On a aussi
pN,MA,B;s[α
−, β] = {A,A− s, ..., A+ s− sN} ⊔ {β1 +B, β2 +B − s, ..., βM +B + s− sM}.
On peut fixer des entiers a ∈ {0, ..., N} et b ∈ {0, ...,M} tels que a + b = k et
Sk(p
N,M
A,B;s[α
−, β]) = Sa({A,A−s, ..., A+s−sN})+Sb({β1+B, β2+B−s, ..., βM+B+s−sM}).
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Supposons d’abord a ≥ 1. Alors
Sb({β1 +B, β2 +B − s, ..., βM +B + s− sM}) =
Sb({β2 +B, β3 +B − s, ..., βM+1 +B + s− sM}) + β1 − βb+1
et
Sa({A,A− s, ..., A+ s− sN}) + β1 ≤ Sa({α1 + β1 + A,A− s, ..., A+ s− sN}).
D’ou`
Sk(p
N,M
A,B;s[α
−, β]) ≤ Sa({α1 + β1 + A,A− s, ..., A+ s− sN})
+Sb({β2 +B, β3 +B − s, ..., βM+1 +B + s− sM}) ≤ Sk[p
N,M
A,B;s[α, β]).
Supposons maintenant a = 0, donc b = k ≥ 1.Alors
Sk({β1 +B, β2 +B − s, ..., βM +B + s− sM}) =
Sk−1({β2 +B, β3 +B − s, ..., βM+1 +B + s− sM}) + β1 +B + s− sk.
D’apre`s l’hypothe`se α1 + A > B, on a
β1 +B + s− sk < β1 + α1 + A = S1({α1 + β1 + A,A− s, ..., A+ s− sN}).
D’ou`
Sk(p
N,M
A,B;s[α
−, β]) ≤ S1({α1 + β1 + A,A− s, ..., A+ s− sN})
+Sk−1({β2 +B, β3 +B − s, ..., βM+1 +B + s− sM}) ≤ Sk[p
N,M
A,B;s[α, β]).
C’est la premie`re ine´galite´ de l’e´nonce´. On peut fixer de nouveaux entiers a ∈ {0, ..., N}
et b ∈ {0, ...,M} tels que a + b = k et
Sk(p
N,M
A,B;s[α, β]) = Sa({α1 + β1 + A,A− s, ..., A+ s− sN})
+Sb({β2 +B, β3 +B − s, ..., βM+1 +B + s− sM}).
Il est clair que
Sa({α1 + β1 + A,A− s, ..., A+ s− sN}) ≤ α1 + β1 + Sa({A,A− s, ..., A+ s− sN}),
tandis que
Sb({β2+B, β3+B−s, ..., βM+1+B+s−sM}) ≤ Sb({β1+B, β2+B−s, ..., βM+B+s−sM}).
D’ou`
Sk(p
N,M
A,B;s[α, β]) ≤ α1 + β1 + Sa({A,A− s, ..., A+ s− sN})
+Sb({β1 +B, β2 +B − s, ..., βM +B + s− sM} ≤ α1 + β1 + Sk(p
N,M
A,B;s[α
−, β]).
C’est la seconde ine´galite´ de l’e´nonce´.
On suppose maintenant n ≥ 2. Supposons d’abord (1, 0) <I− (1, 1), c’est-a`-dire
(2, 0) <I (1, 1). Cela entraˆıne que le premier terme de α
′ est α2 = α
−
1 . Supposons
α−1 + A ≥ B. On construit un e´le´ment de PA,B;s(α
−, β) par le proce´de´ (a). D’apre`s
2.1(2), ce proce´de´ construit le terme ν1 − α1 + α2, et les partitions sont (α
′−, β ′). Un
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e´le´ment de PA,B;s(α
−, β) est de la forme ({ν1 − α1 + α2} ⊔ ν
′′, µ′′) pour un e´le´ment
(ν ′′, µ′′) ∈ PA−s,B;s(α
′−, β ′), d’ou`
pN,MA,B;s[α
−, β] = {ν1 − α1 + α2 + A} ⊔ p
N−1,M
A−s,B;s[α
′−, β ′].
En comparant avec (1), les ine´galite´s de l’e´nonce´ s’ensuivent si k = 1. Supposons k ≥ 2.
Par re´currence, on a
Sk−1(p
N−1,M
A−s,B;s[α
′−, β ′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′
, β ′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′−, β ′]) + α′1 + β
′
1.
D’ou`
Sk(p
N,M
A,B;s[α
−, β]) = ν1 − α1 + α2 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′−, β ′])
≤ ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′
, β ′]) = Sk(p
N,M
A,B;s[α, β]).
Et
Sk(p
N,M
A,B;s[α, β]) = ν1+A+Sk−1(p
N−1,M
A−s,B;s[α
′
, β ′]) ≤ ν1+A+α
′
1+β
′
1+Sk−1(p
N−1,M
A−s,B;s[α
′−, β ′]).
On se rappelle que α′1 = α2 et on a β
′
1 ≤ β1. D’ou`
Sk(p
N,M
A,B;s[α, β]) ≤ ν1 + A + α2 + β1 + Sk−1(p
N−1,M
A−s,B;s[α
′−, β ′])
= α1 + β1 + (ν1 − α1 + α2 + A) + Sk−1(p
N−1,M
A−s,B;s[α
′−, β ′]) = α1 + β1 + Sk(p
N,M
A,B;s[α
−, β]).
On suppose maintenant (1, 0) <I− (1, 1) mais α
−
1 + A < B. On construit un e´le´ment
de PA,B;s(α
−, β) par le proce´de´ (b). D’apre`s 2.1(1), ce proce´de´ construit l’e´le´ment µ1 =
ν1 − α1 et les meˆmes partitions (α
′, β ′). D’ou`
(2) pN,MA,B;s[α
−, β] = {ν1 − α1 +B} ⊔ p
N,M−1
A,B−s;s[α
′, β ′].
Interrompons notre raisonnement pour conside´rer le cas ou` (1, 0) >I− (1, 1), c’est-a`-
dire (1, 1) <I (2, 0) et ou` β1 + B ≥ A. On construit un e´le´ment de PA,B(α
−, β) par le
proce´de´ (b), qui construit encore l’e´le´ment µ1 = ν1 − α1 et les partitions (α
′, β ′). D’ou`
encore (2). On traite ensemble les deux situations.
Si k = 1, on doit montrer que ν1−α1+B ≤ ν1+A ≤ ν1−α1+B+α1+β1 = ν1+β1+B.
La premie`re ine´galite´ re´sulte de α1 + A > B. La seconde n’est autre que A ≤ β1 + B.
Or dans les deux cas conside´re´s ci-dessus, on a soit directement cette ine´galite´, soit
α−1 + A < B mais alors A ≤ α
−
1 + A < B ≤ β1 +B. Cela conclut.
Si k ≥ 2, le lemme 3.2 applique´ par re´currence nous dit que
Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) + sup(α′1 + A− B, 0).
Toujours d’apre`s l’hypothe`se α1+A > B et parce que α
′
1 ≤ α1, on a sup(α
′
1+A−B, 0) ≤
α1 + A− B. Alors
Sk(p
N,M
A,B;s[α
−, β]) = ν1 − α1 +B + Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]) ≤ ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])
= Sk(p
N,M
A,B;s[α, β]).
Le syme´trique du meˆme lemme 3.2 nous dit que
Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) ≤ Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]) + sup(β ′1 +B −A, 0).
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Comme on l’a vu ci-dessus, on a ici β1 +B −A ≥ 0. On a aussi β
′
1 ≤ β1, donc sup(β
′
1 +
B − A, 0) ≤ β1 +B − A. D’ou`
Sk(p
N,M
A,B;s[α, β]) = ν1 + A + Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) ≤ ν1 + β1 +B + Sk−1(p
N,M−1
A,B−s;s[α
′, β ′])
= α1 + β1 + (ν1 − α1 +B) + Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]) = α1 + β1 + Sk(p
N,M
A,B;s[α
−, β]).
Cela conclut.
Il reste le cas ou` (1, 1) <I (2, 0) mais β1 + B < A. On construit un e´le´ment de
PA,B(α
−, β) par le proce´de´ (a). D’apre`s 2.1(3), ce proce´de´ cre´e l’e´le´ment ν1−α1−β1, les
partitions (α′, {β1} ⊔ β
′). On obtient
(3) pN,MA,B;s[α
−, β] = {ν1 − α1 − β1 + A} ⊔ p
N−1,M
A−s,B;s[α
′, {β1} ⊔ β
′].
Si k = 1, les ine´galite´s de l’e´nonce´ re´sultent de cette formule et de (1). Supposons
k ≥ 2. Posons α1 = α′, β1 =, {β1} ⊔ β
′,d’ou` β ′ = β1−. L’ensemble d’indices I1 =
({1, ..., n1}× {0})∪ ({1, ..., m1}× {1}) est par construction plonge´ dans I et he´rite d’un
ordre <I1 pour lequel (1, 1) <I1 (1, 0). On peut donc appliquer le syme´trique de notre
lemme 3.1 au couple de partitions (α1, β1) : on a
Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′, {β1} ⊔ β
′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) + α′1 + β1.
Alors
Sk(p
N,M
A,B;s[α
−, β]) = ν1 − α1 − β1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, {β1} ⊔ β
′])
≤ ν1 − α1 + α
′
1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) ≤ −α1 + α
′
1 + Sk(p
N,M
A,B;s[α, β]).
Puisque α′1 ≤ α1, la premie`re ine´galite´ de l’e´nonce´ s’ensuit. On a aussi
Sk(p
N,M
A,B;s[α, β]) = ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) ≤ ν1 + A + Sk−1(p
N−1,M
A−s,B;s[α
′, {β1} ⊔ β
′])
= α1 + β1 + Sk(p
N,M
A,B;s[α
−, β]).
C’est la deuxie`me ine´galite´ de l’e´nonce´, ce qui ache`ve la de´monstration. 
3.4 Preuve du lemme 3.2
Supposons n = 0 ou m = 0. On a
pN,M−1A,B−s;s[α, β] = {α1 + A, ..., αN + A+ s− sN} ⊔ {β1 +B − s, ..., βM−1 +B + s− sM},
pN−1,MA−s,B;s[α, β] = {α1 + A− s, ..., αN−1 + A+ s− sN} ⊔ {β1 +B, ..., βM +B + s− sM}.
Introduisons des entiers a ∈ {0, ..., N}, b ∈ {0, ...,M − 1} tels que
Sk(p
N,M−1
A,B−s [α, β]) = Sa({α1+A, ..., αN+A+s−sN})+Sb({β1+B−s, ..., βM−1+B+s−sM}).
Si a = 0, on a b = k et
Sk(p
N,M−1
A,B−s [α, β]) = Sk({β1 +B − s, ..., βM−1 +B + s− sM})
= Sk({β1 +B, ..., βM +B + s− sM})− sk ≤ Sk(p
N−1,M
A−s,B;s[α, β]).
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Supposons a ≥ 1. Alors
Sa({α1 + A, ..., αN + A+ s− sN}) = Sa({α1 + A− s, ..., αN−1 + A+ s− sN}) + sa
= Sa−1({α1 + A− s, ..., αN−1 + A+ s− sN}) + αa + A,
Sb({β1 +B − s, ..., βM−1 +B + s− sM}) = Sb({β1 +B, ..., βM +B + s− sM})− sb
= Sb+1({β1 +B, ..., βM +B + s− sM})− βb+1 −B.
D’ou`
Sk(p
N,M−1
A,B−s;s[α, β]) = αa − βb+1 + A− B + Sa−1({α1 + A− s, ..., αN−1 + A+ s− sN})
+Sb+1({β1 +B, ..., βM +B + s− sM}) ≤ α1 + A−B + Sk(p
N−1,M
A−2,B [α, β]).
On suppose maintenant n ≥ 1, m ≥ 1. Supposons que l’une des conditions suivantes
soient ve´rifie´es :
(1) (1, 0) <I (1, 1) et α1 + A− s ≥ B ;
(2) (1, 1) <I (1, 0) et β1 +B ≤ A− s.
Remarquons que (1) implique α1 + A > B − s et que (2) implique β1 + B − s < A.
Alors les e´le´ments de PA,B−s;s(α, β) comme de PA−s,B;s(α, β) peuvent se construire par
le proce´de´ (a). Celui-ci cre´e un e´le´ment ν1 et des partitions (α
′, β ′). On a
pN,M−1A,B−s;s[α, β] = {ν1 + A} ⊔ p
N−1,M−1
A−s,B−s;s[α
′, β ′],
pN−1,MA−s,B;s[α, β] = {ν1 + A− s} ⊔ p
N−2,M
A−2s,B;s[α
′, β ′].
Si k = 1, on a
S1(p
N,M−1
A,B−s;s[α, β]) = S1(p
N−1,M
A−s,B;s[α, β]) + s
Mais les hypothe`ses (1) ou (2) impliquent que s ≤ α1 + A − B et on obtient l’ine´galite´
cherche´e. Si k ≥ 2, on a par re´currence
Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) ≤ Sk−1(p
N−2,M
A−2s,B;s[α
′, β ′]) + sup(α′1 + A− s−B, 0).
D’ou`
Sk(p
N,M−1
A,B−s;s[α, β]) ≤ Sk(p
N−1,M
A−s,B;s[α, β]) + s+ sup(α
′
1 + A− s− B, 0).
Comme ci-dessus, nos hypothe`ses impliquent s ≤ α1+A−B. On a aussi s+α
′
1+A−s−B ≤
α1 + A− B. Donc s + sup(α
′
1 + A − s − B, 0) ≤ sup(α1 + A− B, 0) et, avec l’ine´galite´
ci-dessus, on obtient celle cherche´e.
Supposons que l’une des conditions suivantes soient ve´rifie´es :
(3) (1, 0) <I (1, 1) et α1 + A ≤ B − s ;
(4) (1, 1) <I (1, 0) et β1 +B − s ≥ A.
Remarquons que (3) implique α1 + A − s < B et que (4) implique β1 + B > A − s.
Alors les e´le´ments de PA,B−s;s(α, β) comme de PA−s,B;s(α, β) peuvent se construire par
le proce´de´ (b). Celui-ci cre´e un e´le´ment µ1 et des partitions (α
′, β ′). On a
pN,M−1A,B−s;s[α, β] = {µ1 +B − s} ⊔ p
N,M−2
A,B−2s;s[α
′, β ′],
pN−1,MA−s,B;s[α, β] = {µ1 +B} ⊔ p
N−1,M−1
A−s,B−s;s[α
′, β ′].
Si k = 1, on a
S1(p
N,M−1
A,B−s;s[α, β]) = S1(p
N−1,M
A−s,B;s[α, β])− s,
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et, e´videmment, −s < sup(α1 + A− B, 0). Si k ≥ 2, on a par re´currence
Sk−1(p
N,M−2
A,B−2s;s[α
′, β ′]) ≤ Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) + sup(α′1 + A−B + s, 0).
D’ou`
Sk(p
N,M−1
A,B−s;s[α, β]) ≤ Sk(p
N−1,M
A−s,B;s[α, β])− s+ sup(α
′
1 + A+ s− B, 0).
Comme ci-dessus, −s < sup(α1+A−B, 0). On a aussi −s+α
′
1+A+s−B ≤ α1+A−B.
Donc −s+ sup(α′1+A+ s−B, 0) ≤ sup(α1+A−B, 0) et, avec l’ine´galite´ ci-dessus, on
obtient celle cherche´e.
Supposons enfin qu’aucune des relations (1) a` (4) ne soit satisfaite. On a alors l’une
des possibilite´s suivantes :
(5) (1, 0) <I (1, 1) et B − s < α1 + A < B + s ;
(6) (1, 1) <I (1, 0) et A− s < β1 +B < A + s.
On voit que les e´le´ments de PA,B−s;s(α, β) se construisent a` l’aide du proce´de´ (a)
tandis que ceux de PA−s,B;s(α, β) se construisent a` l’aide du proce´de´ (b). Le proce´de´
(a) cre´e un terme ν1 et des partitions (α
′, β ′). Le proce´de´ (b) cre´e un terme µ1 et des
partitions (α′′, β ′′). D’apre`s 1.2(4), sous l’hypothe`se (5), on a ν1 = α1 + µ1, α
′′ contient
le terme α1 et on a α
′ = α
′′− et β ′ = β ′′. Alors
pN,M−1A,B−s;s[α, β] = {α1 + µ1 + A} ⊔ p
N−1,M−1
A−s,B−s; [α
′′−, β ′′],
pN−1,MA−s,B;s[α, β] = {µ1 +B} ⊔ p
N−1,M−1
A−s,B−s;s[α
′′, β ′′].
D’apre`s 1.2(4), sous l’hypothe`se (6), on a µ1 = β1 + ν1, β
′ contient le terme β1 et on a
β ′′ = β
′− et α′′ = α′. Alors,
pN,M−1A,B−s;s[α, β] = {ν1 + A} ⊔ p
N−1,M−1
A−s,B−s;s[α
′, β ′],
pN−1,MA−s,B;s[α, β] = {β1 + ν1 +B} ⊔ p
N−1,M−1
A−s,B−s;s[α
′, β
′−].
Si k = 1, on a
S1(p
N,M−1
A,B−s;s[α, β]) = S1(p
N−1,M
A−s,B;s[α, β]) + α1 + A− B
sous l’hypothe`se (5) et
S1(p
N,M−1
A,B−s;s[α, β]) = S1(p
N−1,M
A−s,B;s[α, β]) + A− B − β1
sous l’hypothe`se (6). Les termes α1+A−B, resp. A−B−β1 sont e´videmment infe´rieurs
ou e´gaux a` sup(α1 + A− B, 0) et on conclut.
Si k ≥ 2, on voit que, dans le cas (5), les partitions (α′′, β ′′) ve´rifient les hypothe`ses
du lemme 3.1 tandis que, dans le cas (6), les partitions (α′, β ′) ve´rifient celles du lemme
syme´trique. Dans le cas (5), on a donc
Sk−1(p
N−1,M−1
A−s,B−s;s[α
′′−, β ′′]) ≤ Sk−1(p
N−1,M−1
A−s,B−s;s[α
′′, β ′′]),
d’ou`
Sk(p
N,M−1
A,B−s;s[α, β]) = α1 + µ1 + A+ Sk−1(p
N−1,M−1
A−s,B−s;s[α
′′−, β ′′])
≤ α1 + A− B + (µ1 +B) + Sk−1(p
N−1,M−1
A−s,B−s;s[α
′′, β ′′]) = α1 + A−B + Sk(p
N−1,M
A−s,B;s[α, β]),
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ce qui entraˆıne l’ine´galite´ cherche´e. Dans le cas (6), on a
Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) ≤ Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β
′−]) + α′1 + β1.
D’ou`
Sk(p
N,M−1
A,B−s;s[α, β]) = ν1+A+Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) ≤ ν1+A+α
′
1+β1+Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β
′−])
= α′1+A−B+(β1+ν1+B)+Sk−1(p
N−1,M−1
A−s,B−s;s[α
′, β
′−]) = α′1+A−B+Sk(p
N−1,M
A−s,B;s[α, β]).
Puisque α′1 ≤ α1, on obtient l’ine´galite´ cherche´e. 
3.5 Troisie`me lemme
On suppose n ≥ 1 et (1, 0) <I (1, 1) si m ≥ 1.
Lemme. (i) Soit k ∈ 1, ..., N +M . On a l’ine´galite´
Sk−1(p
N−1,M
A−s,B;s[α
−, β]) + α1 + A ≤ Sk(p
N,M
A,B;s[α, β]).
(ii) Soit e ∈ N et k ∈ 1, ..., N +M − 1. Posons b = bN−1,MA−s,B+es/2;s(α
−, β; k). Si b ≥ 1,
on a l’ine´galite´
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β]) + α1 + A−B − s+ bs(1 − e/2) ≤ Sk(p
N,M
A,B;s[α, β]).
Si b = 0, on a l’ine´galite´
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β]) ≤ Sk(p
N,M
A,B;s[α, β]).
Les deux assertions se traitent par re´currence en reprenant la construction de l’e´le´ment
canonique de type (b) de PA−s,B;s(α
−, β) pour l’assertion (i), de PA−s,B+es/2;s(α
−, β) pour
l’assertion (ii). La premie`re construction est le cas particulier e = 0 de la seconde. On
unifie les notations en posant e = 0 quand on traite l’assertion (i). On pose aussi dans
ce cas b− = bN−1,MA−s,B;s(α
−, β; k − 1). La preuve est se´pare´e en cinq cas traite´s dans les
paragraphes suivants.
3.6 Preuve du lemme 3.5, cas m = 0
Supposons m = 0. Alors
Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = Sk−1−b−((α
−⊔{0N−n})+[A−s, A+s−sN ]s)+Sb−([B,B+s−sM ]s).
On a
Sk−1−b−((α
−⊔{0N−n})+[A−s, A+s−sN ]s) = Sk−b−((α⊔{0
N−n})+[A,A+s−sN ]s)−α1−A,
d’ou`
Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = −α1−A+Sk−b−((α⊔{0
N−n}))+[A,A+s−sN ]s)+Sb−([B,B+s−sM ]s)
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≤ −α1 − A+ Sk(p
N,M
A,B;s[α, β]).
Cela prouve (i).
On a aussi
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β]) = Sk−b((α
− ⊔ {0N−n}) + [A− s, A+ s− sN ]s)
+Sb([B + es/2, B + es/2 + s− sM ]s).
Si b = 0, on a e´videmment Sk((α
−⊔{0N−n})+ [A−s, A+s−sN ]s) < Sk((α⊔{0
N−n})+
[A,A+ s− sN ]s), d’ou`
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β]) < Sk((α ⊔ {0
N−n}) + [A,A+ s− sN ]s) ≤ Sk(p
N,M
A,B;s[α, β])
et (ii).
Si b ≥ 1, on a
Sb([B+es/2, B+es/2+s−sM ]s) = Sb−1([B+es/2, B+es/2+s−sM ]s)+B+es/2+s−sb
= Sb−1([B,B + s− sM ]2) +B + s+ bs(e/2− 1),
Sk−b((α
−⊔{0N−n})+[A−s, A+s−sN ]s) = Sk−b+1((α⊔{0
N−n})+[A,A+s−sN ]s)−α1−A.
D’ou`
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β]) = −α1−A+B+s+bs(e/2−1)+Sk−b+1((α⊔{0
N−n})+[A,A+s−sN ]s)
+Sb−1([B,B + s− sM ]s) ≤ −α1 −A +B + s+ bs(e/2− 1) + Sk(p
N,M
A,B;s[α, β]).
Cela prouve (ii) dans le cas m = 0.
3.7 Preuve du lemme 3.5, cas m ≥ 1, α1 + A− B ≤ 0
Supposons m ≥ 1 et α1 + A − B ≤ 0. Dans ce cas, le proce´de´ (b) est autorise´
pour construire les e´le´ments de PA,B;s(α, β). Ce proce´de´ construit un e´le´ment µ1 et
des partitions (α′, β ′). Le premier terme de α′ est α1. On a p
N,M
A,B;s[α, β] = {µ1 + B} ⊔
pN,M−1A,B−s;s[α
′, β ′]. D’apre`s 2.1(5), le proce´de´ (b) est autorise´ pour construire des e´le´ments
de PA−s,B+es/2(α
−, β). D’apre`s 2.1(4), ce proce´de´ construit le meˆme e´le´ment µ1 et les
partitions (α
′−, β). D’ou`
(1) pN−1,MA−s,B+es/2;s[α
−, β] = {µ1 +B + es/2} ⊔ p
N−1,M−1
A−s,B+se/2−s;s[α
′−, β ′].
Pour l’assertion (i), on a e = 0 comme on l’a dit. Si k = 1, on a Sk−1(p
N−1,M
A−s,B;s[α
−, β]) =
0 et Sk(p
N,M
A,B;s[α, β]) = µ1 + B ≥ α1 + A d’apre`s l’hypothe`se α1 + A − B ≤ 0. Si
k ≥ 2, on a Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = µ1+B+Sk−2(p
N−1,M−1
A−s,B−s;s[α
′−, β ′]) et Sk(p
N,M
A,B;s[α, β]) =
µ1+B+Sk−1(p
N,M−1
A,B−s;s[α
−, β]). Puisque le premier terme de α′ est α1, on a par re´currence
Sk−2(p
N−1,M−1
A−s,B−s;s[α
′−, β ′]) + α1 + A ≤ Sk−1(p
N,M−1
A,B−s;s[α
−, β]),
d’ou` (i).
Tournons-nous vers l’assertion (ii). Si k = 1, la formule (1) montre que b = 1 et on
doit voir que µ1+B + es/2+α1 +A−B− es/2 ≤ µ1+B, ce qui re´sulte de l’hypothe`se
29
α1+A−B ≤ 0. Si k ≥ 2, la formule (1) montre que b ≥ 1 et que b
N−1,M−1
A−s,B+se/2−s;s(α
′−, β ′) =
b − 1. Si b = 1, on a par re´currence Sk−1(p
N−1,M−1
A−s,B+se/2−s;s[α
′−, β ′]) ≤ Sk−1(p
N,M−1
A,B−s;s[α
′, β ′])
et le calcul est identique au cas k = 1. Supposons b ≥ 2. Alors, par re´currence, on a
Sk−1(p
N−1,M−1
A−s,B+se/2−s;s[α
′−, β ′]) + α1 + A−B + s(b− 1)(1− e/2) ≤ Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]),
d’ou`
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β] + α1 + A−B − s+ bs(1 − e/2)
= µ1 +B + es/2 + Sk−1(p
N−1,M−1
A−s,B+s(e/2−1);s[α
′−, β ′]) + α1 + A− B − s+ bs(1− e/2)
≤ Sk−1(p
N,M−1
A,B−s;s[α
′, β ′]) + µ1 +B = Sk(p
N,M
A,B;s[α, β]),
ce qui est l’ine´galite´ cherche´e.
3.8 Preuve du lemme 3.5, cas m ≥ 1, α1 +A−B > 0, utilisation
du proce´de´ (b) pour (α−, β)
Supposons m ≥ 1 et α1 + A − B > 0. Le proce´de´ (a) applique´ a` (α, β) construit un
e´le´ment ν1 = α1 + β1 + αa2 + ... et des partitions (α
′, β ′). On a
(1) pN,MA,B;s[α, β] = {ν1 + A} ⊔ p
N−1,M
A−s,B;s[α
′, β ′].
Remarquons que cette formule suffit a` de´montrer l’assertion (i) dans le cas k = 1 puis-
qu’alors Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = 0 et Sk(p
N,M
A,B;s[α, β]) = ν1 + A ≥ α1 + A.
Supposons que le proce´de´ (b) soit loisible pour construire des e´le´ments de PA−s,B+es/2;s(α
−, β).
D’apre`s 2.1(1), ce proce´de´ construit l’e´le´ment µ1 = ν1−α1 et les meˆmes partitions α
′, β ′.
On a
(2) pN−1,MA−s,B+es/2;s[α
−, β] = {µ1 +B + es/2} ⊔ p
N−1,M−1
A−s,B+es/2−s;s[α
′, β ′].
Pour l’assertion (i), on fait e = 0. On a de´ja` traite´ le cas k = 1. Si k ≥ 2, on introduit
l’e´le´ment canonique de type (b) (ν ′, µ′) ∈ PA−s,B−s;s(α
′, β ′). La formule (2) montre que
b− ≥ 1 et bN−1,M−1A−s,B−s;s(α
′, β ′; k − 2) = b− − 1. D’ou`
Sk−2(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) = Sk−1−b−((ν
′ ⊔ {0N−n}) + [A− s, A+ s− sN ]s)
+Sb−−1((µ
′ ⊔ {0M−m}) + [B − s, B + s− sM ]s).
On a
Sb−−1((µ
′⊔{0M−m})+[B−s, B+s−sM ]s) = Sb−((µ
′⊔{0M−m})+[B,B+s−sM ]s)−µ
′
b−−B,
avec la convention µ′b− = 0 si b
− > m− 1. D’ou`
Sk−2(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) ≤ Sk−1−b−((ν
′ ⊔ {0N−n}) + [A− s, A+ s− sN ]s)
+Sb−((µ
′ ⊔ {0M−m}) + [B,B + s− sM ]s)− µ
′
b− −B ≤ Sk−1(pΛ
N−1,M
A−s,B;s(ν
′, µ′))−B.
Puisque (ν ′, µ′) ∈ P (α′, β ′), on a Sk−1(pΛ
N−1,M
A−s,B;s(ν
′, µ′)) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) d’apre`s
le lemme 1.4. D’ou`
Sk−2(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])−B,
puis, graˆce a` (1) et (2),
Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = µ1+B+Sk−2(p
N−1,M−1
A−s,B−s;s[α
′, β ′]) ≤ ν1−α1+Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])
−α1 − A+ (ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])) = −α1 −A + Sk(p
N,M
A,B;s[α, β]).
C’est l’ine´galite´ cherche´e.
Traitons maintenant (ii). D’apre`s (2), on a b ≥ 1 et bN−1,M−1A−s,B+se/2−s;s(α
′, β ′; k−1) = b−1.
Introduisons l’e´le´ment canonique de type (b) (ν ′, µ′) ∈ PA−s,B+se/2−s;s[α
′, β ′]. On a
Sk−1(p
N−1,M−1
A−s,B+se/2−s;s[α
′, β ′])
= Sk−b(ν
′ + [A− s, A+ s− sN ]s) + Sb−1(µ
′ + [B + se/2− s, B + s+ es/2− sM ]s)
= Sk−b(ν
′ + [A− s, A+ s− sN ]s) + Sb−1(µ
′ + [B,B + 2s− sM ]s) + s(e/2− 1)(b− 1)
≤ Sk−1(pΛ
N−1,M−1
A−s,B;s (ν
′, µ′)) + s(e/2− 1)(b− 1).
Puisque (ν ′, µ′) ∈ P (α′, β ′), on a pΛN−1,M−1A−s,B;s (ν
′, µ′) ≤ pN−1,M−1A−s,B;s [α
′, β ′], d’ou`
Sk−1(p
N−1,M−1
A−s,B+es/2−s;s[α
′, β ′]) ≤ Sk−1(p
N,M
A−s,B;s[α
′, b′]) + s(e/2− 1)(b− 1),
puis
Sk(p
N−1,M
A−s,B+es/2[α
−, β]) = µ1 +B + es/2 + Sk−1(p
N−1,M−1
A−s,B+es/2−s;s[α
′, β ′])
= ν1 − α1 +B + es/2 + Sk−1(p
N−1,M−1
A−s,B+es/2−s;s[α
′, β ′])
≤ B + s+ s(e/2− 1)b− α1 − A+ (ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]))
= B + s+ s(e/2− 1)b− α1 − A+ Sk(p
N,M
A,B;s[α, β]).
C’est l’ine´galite´ cherche´e.
3.9 Preuve du lemme 3.5, cas m ≥ 1, α1 + 1− B > 0, utilisation
du proce´de´ (a) pour (α−, β), (1, 0) <I− (1, 1)
On suppose que m ≥ 1, α1 + A − B > 0 mais que le proce´de´ (b) n’est pas autorise´
pour construire des e´le´ments de PA−s,B+es/2(α
−, β). On a n ≥ 2 sinon seul ce proce´de´
(b) est autorise´. On a encore l’e´galite´ (1) de 3.8. Supposons (1, 0) <I− (1, 1), c’est-a`-dire
(2, 0) <I (1, 1). Le premier terme de α
′ est α2 = α
−
1 . Puisque le proce´de´ (b) n’est pas
autorise´, on a α2 + A− s > B + es/2. D’apre`s 2.1(2), le proce´de´ (a) construit l’e´le´ment
ν1 = ν1 − α1 + α2 et les partitions (α
′−, β ′). On a
(1) pN−1,MA−s,B+es/2;s[α
−, β] = {ν1 − α1 + α2 + A− s} ⊔ p
N−2,M
A−2s,B+es/2;s[α
′−, β ′].
Pour l’assertion (i), on fait e = 0. On a de´ja` traite´ le cas k = 1. Si k ≥ 2, parce que
α′1 = α2, on a par re´currence
Sk−2(p
N−2,M
A−2s,B;s[α
′−, β ′]) ≤ −α2 − A+ s+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])
d’ou`
Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = ν1−α1+α2+A−s+Sk−2(p
N−2,M
A−2s,B;s[α
′−, β ′]) ≤ ν1−α1+Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])
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= −α1 − A+ (ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′])) = −α1 −A+ Sk(p
N,M
A,B;s[α, β]),
ce qui est l’ine´galite´ cherche´e.
Traitons (ii). Si k = 1, la relation (1) montre que b = 0. On a
S1(p
N−1,M
A−s,B+es/2[α
−, β]) = ν1 − α1 + α2 + A− s < ν1 + A = S1(p
N,M
A,B;s[α, β])
ce qui est l’ine´galite´ cherche´e. Supposons k ≥ 2. La relation (4) montre que b =
bN−2,BA−2s,B+es/2;s(α
′−, β ′; k − 1). Si b = 0, on a par re´currence
Sk−1(p
N−2,M
A−2s,B+es/2;s[α
′−, β ′]) ≤ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]),
d’ou`
Sk(p
N−1,M
A−s,B+es/2[α
−, β]) = ν1 − α1 + α2 + A− s+ Sk−1(p
N−2,M
A−2s,B+es/2;s[α
′−, β ′])
< ν1 + A + Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]) = Sk(p
N,M
A,B;s[α, β])
ce qui est l’ine´galite´ cherche´e. Si b > 0, parce que α′1 = α2, on a par re´currence
Sk−1(p
N−2,M
A−2s,B;s[α
′−, β ′]) ≤ −α2 −A+ s +B + s+ sb(e/2− 1) + Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]),
d’ou`
Sk(p
N−1,M
A−s,B;s[α
−, β]) = ν1 − α1 + α2 + A− s+ Sk−1(p
N−2,M
A−2s,B;s[α
′−, β ′])
≤ −α1 − A+B + s+ sb(e/2 − 1) + (ν1 + A+ Sk−1(p
N−1,M
A−s,B;s[α
′, β ′]))
= −α1 − A+B + s + sb(e/2− 1) + Sk(p
N,M
A,B;s[α, β]),
ce qui est l’ine´galite´ cherche´e.
3.10 Preuve du lemme 3.5, cas m ≥ 1, α1+1−B > 0, utilisation
du proce´de´ (a) pour (α−, β), (1, 1) <I− (1, 0)
Supposons que m ≥ 1, que α1+1−B > 0 et que le proce´de´ (b) n’est pas autorise´ pour
construire les e´le´ments de PA−s,B+es/2;s(α
−, β). Supposons de plus que (1, 1) <I− (1, 0),
c’est-a`-dire (1, 1) <I (2, 0). On a toujours l’e´galite´ (1) de 3.8. Puisque le proce´de´ (b)
n’est pas autorise´, on a β1 +B + es/2 < A− s. D’apre`s 2.1(3), le proce´de´ (a) construit
l’e´le´ment ν1 = ν1 − α1 − β1 et les partitions (α
′, {β1} ⊔ β
′). On a
(1) pN−1,MA−s,B+es/2;s[α
−, β] = {ν1 − α1 − β1 + A− s} ⊔ p
N,M
A−2s,B+es/2;s[α
′, {β1} ⊔ β
′].
Posons α1 = α′, β1 = {β1}⊔β
′ d’ou` β ′ = (β1)−. On va de´finir un entier r, des termes νi+1
pour i = 1, ..., r et des partitions (αi, βi) ∈ Pni × Pmi pour i = 1, ..., r + 1, extraites de
(α′, β ′). Les proprie´te´s suivantes seront ve´rifie´es. L’ensemble d’indices Ii = ({1, ..., ni} ×
{0}) ∪ ({1, ..., mi} × {1}) se plonge dans I
− et est donc muni d’un ordre <Ii. On a
mi ≥ 1 et le plongement identifie (1, 1) ∈ Ii a` (1, 1) ∈ I
−. En particulier, (1, 1) est le
plus petit terme de Ii. Le premier terme de β
i est β1. Supposons de´finie (α
i, βi), ce qui
est le cas pour i = 1. Si ni = 0, on pose r = i − 1 et on a termine´. Supposons ni ≥ 1.
Si β1 + B + es/2 ≥ A − s − si, on pose r = i − 1 et on a termine´. Si β1 + B + es/2 <
A − s − si, on applique le proce´de´ (a) pour construire l’e´le´ment canonique de type (b)
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de PA−s−si,B+es/2(α
i, βi). On pose I−i = ({1, ..., ni} × {0}) ∪ ({1, ..., mi − 1} × {1}). On
plonge cet ensemble dans Ii en identifiant (j, 1) ∈ I
−
i a` (j + 1, 1) ∈ Ii, d’ou` un ordre
<I−i
sur I−i . Montrons que l’on peut aussi appliquer le proce´de´ (a) pour construire un
e´le´ment de PA−si,B;s(α
i, βi−). Si (1, 0) <I−
i
(1, 1), on doit montrer que αi + A− si ≥ B ;
si (1, 1) <I−i (1, 0), on doit montrer que β
i−
1 +B ≤ A− si ; dans les deux cas, cela re´sulte
de l’ine´galite´ β1 + B + es/2 < A − s − si. D’apre`s l’assertion syme´trique de 2.1(4), le
proce´de´ (a) applique´ a` (αi, βi), resp. (αi, βi−), construit le meˆme e´le´ment que l’on note
νi+1 et des partitions (α
i+1, βi+1), resp. (αi+1, βi+1,−). A ce point, on obtient les e´galite´s
pN,MA,B;s[α, β] = {ν1 + A, ν2 + A− s, ..., νr+1 + A− sr} ⊔ p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−],
(2) pN−1,MA−s,B+es/2;s[α
−, β]
= {ν1−α1− β1+A− s, ν2+A− 2s, ..., νr+1+A− sr− s}⊔ p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1].
Par de´finition de r, on a soit nr+1 = 0, soit β1 + B + es/2 ≥ A − 2s − sr. Dans ce
dernier cas, on a aussi β1 +B + es/2 < A− s− sr : si r = 0, cela re´sulte de l’hypothe`se
β1+B+ es/2 < A− s ; si r > 0 cela re´sulte de ce que la construction ne s’est pas arreˆte´e
en r − 1. On pose ν = (ν1, ..., νr+1).
Supposons d’abord k ≤ r + 1. Pour l’assertion (i), on a de´ja` traite´ le cas k = 1, cf.
3.8. Si k ≥ 2, on a
Sk−1(p
N−1,M
A−s,B;s[α
−, β]) = Sk−1(ν)− α1 − β1 + Sk−1([A− s, A+ s− sk]s)
≤ Sk(ν)− α1 − A+ Sk([A,A+ s− sk]s) = Sk(p
N,M
A,B;s[α, β])− α1 − A.
Pour (ii), (2) entraˆıne que b = 0 et on a
Sk(p
N−1,M
A−s,B+es/2;s[α
−, β]) = Sk(ν)− α1 − β1 + Sk([A− s, A− sk]s
= Sk(ν)− α1 − β1 − sk + Sk([A,A+ s− sk]s) < Sk(p
N,M
A,B;s[α, β]).
Supposons k > r + 1 et posons h = k − r− 1. On voit que, pour prouver (i), il suffit
de prouver que
(3) Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
r+1, βr+1]) + A− β1 − sr − s ≤ Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]).
Dans le cas de l’assertion (ii), on voit que b = bN−r−2,MA−sr−2s,B+es/2;s(α
r+1, βr+1; h). Il suffit de
prouver :
dans le cas b = 0,
(4) Sh(p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1])−α1−β1−sr−s < Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]);
dans le cas b ≥ 1,
(5) Sh(p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1])− β1 + A− B − sr − 2s+ sb(1− e/2)
≤ Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]).
Supposons d’abord nr+1 = 0. Posons par convention β
r+1
i = 0 si i ≥ mr+1 + 1.
Rappelons que βr+11 = β1. Alors
pN−r−2,MA−sr−2s,B+es/2;s[α
r+1, βr+1] = [A− sr − 2s, A+ s− sN ]s
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⊔{β1 +B + es/2, β
r+1
2 +B + es/2− s, ..., β
r+1
M +B + es/2 + s− sM},
et
pN−r−1,MA−sr−s,B;s[α
r+1, βr+1,−] = [A−sr−s, A+s−sN ]s⊔{β
r+1
2 +B, β
r+1
2 +B−s, ..., β
r+1
M+1+B+s−sM}.
Traitons (3). On a b− = bN−r−2,MA−sr−2s,B;s(α
r+1, βr+1; h− 1) d’apre`s (2). D’ou`
Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
r+1, βr+1]) = Sh−1−b−([A− sr − 2s, A+ s− sN ]s)
+Sb−({β1 +B, β
r+1
2 +B − s, ..., β
r+1
M +B + s− sM}).
On a
Sh−1−b−([A− sr − 2s, A+ s− sN ]s) = Sh−b−([A− sr − s, A+ s− sN ]s)− A+ sr + s,
Sb−({β1 +B, β
r+1
2 +B − s, ..., β
r+1
M +B + s− sM}) =
Sb−({β
r+1
2 +B, β
r+1
3 +B − s, ..., β
r+1
M+1 +B + s− sM}) + β1 − β
r+1
b−+1.
Enfin
Sh−b−([A−sr−s, A+s−sN ]s)+Sb−({β
r+1
2 +B, β
r+1
3 +B−s, ..., β
r+1
M+1+B+s−sM}) ≤
Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]).
En mettant bout-a`-bout ces relations, on obtient (3).
Traitons (4). Puisque b = 0 pour cette assertion, on a
Sh(p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1]) = Sh([A− sr − 2s, A+ s− sN ]s)
= Sh([A− sr − s, A+ s− sN ]s)− sh ≤ Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−])− sh,
et (4) s’en de´duit.
Traitons (5). On a
Sh(p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1]) = Sh−b([A− sr − 2s, A+ s− sN ]s)
+Sb({β1 +B + es/2, β
r+1
2 +B + es/2− s, ..., β
r+1
M + B + es/2 + s− sM}).
Puisque b ≥ 1, on a
Sb({β1 +B + es/2, β
r+1
2 +B + es/2− s, ..., β
r+1
M +B + es/2 + s− sM}) =
Sb−1({β
r+1
2 +B, β
r+1
3 +B − s, ..., β
r+1
M+1 +B + s− sM}) + β1 +B + s− sb+ ebs/2.
et
Sh−b([A− sr − 2s, A+ s− sN ]s) = Sh−b+1([A− sr − s, A+ s− sN ]s)− A+ sr + s.
On a aussi
Sb−1({β
r+1
2 +B, β
r+1
3 +B−s, ..., β
r+1
M+1+B+s−sM})+Sh−b+1([A−sr−s, A+s−sN ]s) ≤
Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]),
et (5) se de´duit de ces relations.
34
Supposons enfin nr+1 ≥ 1 donc A − 2s − sr ≤ β1 + B + es/2 < A − s − sr ainsi
qu’on l’a dit plus haut. La premie`re ine´galite´ entraˆıne que le proce´de´ (b) s’applique pour
construire l’e´le´ment canonique de type (b) de PA−2s−sr,B+es/2;s(α
r+1, βr+1). On obtient
un terme µ1 et des partitions (α
′′, β ′′). Montrons que l’e´le´ment canonique de type (b) de
PA−sr−s,B;s(α
r+1, βr+1,−) se construit a` l’aide du proce´de´ (a). Si mr+1 = 1, c’est le seul
proce´de´ autorise´. Si mr+1 ≥ 2 et (1, 0) <I−r+1 (1, 1), on a α
r+1
1 + A − s − sr > B parce
que B ≤ β1 + B + es/2 < A − s − sr. Si (1, 1) <I−r+1 (1, 0), on a β
r+1
2 + B ≤ β1 + B ≤
β1 + B + es/2 < A − s − sr. D’apre`s l’assertion syme´trique de 2.1(1), ce proce´de´ (a)
construit l’e´le´ment νr+2 = µ1 − β1 et les partitions (α
′′, β ′′).On obtient
(6) pN−r−2,MA−sr−2s,B+es/2;s[α
r+1, βr+1] = {µ1 +B + es/2} ⊔ p
N−r−2,M−1
A−sr−2s,B+es/2−s;s[α
′′, β ′′]
(7) pN−r−1,MA−sr−s,B;s[α
r+1, βr+1,−] = {µ1 − β1 + A− sr − s} ⊔ p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′].
Traitons (3). Si h = 1, on a
Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
r+1, βr+1]) = 0
et
Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]) = µ1 − β1 + A− sr − s ≥ −β1 + A− sr − s,
d’ou` l’ine´galite´ cherche´e. Si h ≥ 2, on introduit l’e´le´ment canonique de type (b) (ν ′′, µ′′) ∈
PA−sr−2s,B−s;s(α
′′, β ′′). On a
Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
r+1, βr+1]) = µ1+B+Sh−1−b−((ν
′′⊔{0N−r−2−n
′′
})+[A−sr−2s, A+s−sN ]s)
+Sb−−1((µ
′′ ⊔ {0M−1−m
′′
}) + [B − s, B + s− sM ]s).
On a
Sb−−1((µ
′′⊔{0M−1−m
′′
})+[B−s, B+s−sM ]s) = Sb−((µ
′′⊔{0M−m
′′
})+[B,B+s−sM ]s)−B−µ
′′
b− ,
avec toujours la convention µ′′i = 0 si i ≥ m
′′ + 1. On a aussi
Sh−1−b−((ν
′′⊔{0N−r−2−n
′′
})+[A−sr−2s, A+s−sN ]s)+Sb−((µ
′′⊔{0M−m
′′
})+[B,B+s−sM ]s)
≤ Sh−1(pΛ
N−r−2,M
A−sr−2s,B;s(ν
′′, µ′′)) ≤ Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′]),
puisque (ν ′′, µ′′) ∈ P (α′′, β ′′). D’ou`
Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
r+1, βr+1]) ≤ µ1 − µ
′′
b− + Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′]) ≤
−A+ β1 + sr + s+ (µ1 − β1 + A− sr − s) + Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′]) =
−A + β1 + sr + s+ Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]).
La relation (3) en re´sulte.
La relation (6) entraˆıne que b ≥ 1 et il reste seulement a` prouver (5). On voit aussi
que bN−r−2,M−1A−sr−2s,B−s;s(α
′′, β ′′; h− 1) = b− 1. Si h = 1, on a b = 1. D’apre`s (6) et (7), on a
Sh(p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1]) = µ1 +B + es/2,
Sh(p
N−r−1,M−1
A−sr−s,B;s [α
r+1, βr+1,−]) = µ1 − β1 + A− sr − s,
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et un calcul simple conduit a` (5). Supposons h ≥ 2. Introduisons l’e´le´ment canonique de
type (b) (ν ′′, µ′′) dans PA−sr−2s,B+es/2−s;s(α
′′, β ′′). Puisque bN−r−2,M−1A−sr−2s,B−s;s(α
′′, β ′′; h− 1) =
b− 1, on a
Sh−1(p
N−r−2,M−1
A−sr−2s,B+es/2−s[α
′′, β ′′]) = Sh−b((ν
′′ ⊔ {0N−r−2−n
′′
}) + [A− sr − 2s, A+ s− sN ]s)
+Sb−1((µ
′′ ⊔ {0M−1−m
′′
}) + [B + es/2− s, B + es/2 + s− sM ]s),
et
Sb−1((µ
′′ ⊔ {0M−1−m
′′
}) + [B + es/2− s, B + es/2 + s− sM ]s) =
Sb−1((µ
′′ ⊔ {0M−1−m
′′
}) + [B,B + s− sM ]s) + s(b− 1)(e/2− 1).
D’ou`
Sh−1(p
N−r−2,M−1
A−sr−2s,B+es/2−s[α
′′, β ′′]) ≤ Sh−1(pΛ
N−r−2,M
A−sr−2s,B;s(ν
′′, µ′′)) + s(b− 1)(e/2− 1).
Parce que (ν ′′, µ′′) appartient a` P (α′′, β ′′), on a
Sh−1(pΛ
N−r−2,M
A−sr−2s,B;s(ν
′′, µ′′)) ≤ Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′]).
D’ou`
Sh(p
N−r−2,M
A−sr−2s,B+es/2;s[α
r+1, βr+1]) = µ1 +B + es/2 + Sh−1(p
N−r−2,M−1
A−sr−2s,B+es/2−s;s[α
′′, β ′′])
≤ µ1 +B + es/2 + s(b− 1)(e/2− 1) + Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′])
= β1−A+B + sr+2s+ sb(e/2− 1)+ (µ1−β1+A− sr− s)+Sh−1(p
N−r−2,M
A−sr−2s,B;s[α
′′, β ′′])
= β1 − A+B + sr + 2s+ sb(e/2− 1) + Sh(p
N−r−1,M
A−sr−s,B;s[α
r+1, βr+1,−]).
C’est la relation (5). Cela ache`ve la de´monstration. 
4 Multiplicite´s
4.1 De´finition et e´nonce´ de la proposition principale
Soient α ∈ Pn et β ∈ Pm. Rappelons que I = ({1, ..., n}×{0})∪({1, ..., m}×{1}) est
muni d’un ordre<I . Soit J l’ensemble des couples ((i, e), (j, f)) ∈ I tels que (i, e) <I (j, f)
et e 6= f . Posons X = NJ . Un e´le´ment de X s’e´crit x = (x(i,e),(j,f))((i,e),(j,f))∈J , avec des
x(i,e),(j,f) ∈ N. Pour x ∈ X , on de´finit un couple (α[x], β[x]) ∈ Z
n × Zm par
α[x]i = αi + (
∑
j∈{1,...,m},(i,0)<I(j,1)
x(i,0),(j,1))− (
∑
j∈{1,...,m},(j,1)<I(i,0)
x(j,1),(i,0)),
β[x]j = βj + (
∑
i∈{1,...n},(j,1)<I(i,0)
x(j,1),(i,0))− (
∑
i∈{1,...n},(i,0)<I(j,1)
x(i,0),(j,1)).
Pour (ν, µ) ∈ Zn × Zm, notons X(α, β; ν, µ) l’ensemble des e´le´ments x ∈ X tels que
α[x] = ν et β[x] = µ.
Remarques. (1) On a S(α[x]) + S(β[x]) = S(α) + S(β) pour tout x ∈ X . On peut
donc se limiter aux (ν, µ) tels que S(ν) + S(µ) = S(α) + S(β).
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(2) L’ensemble X(α, β; ν, µ) est fini. En effet, identifions l’ensemble d’indices I a`
{1, ..., n + m} de fac¸on croissante. Nos couples (α, β) et (α[x], β[x]) deviennent des
e´le´ments de Zn+m. L’ensemble X devient un ensemble d’e´le´ments (xk,l)(k,l) ou` (k, l) par-
court un sous-ensemble Σ de celui des couples tels que k, l ∈ {1, ..., n+m} et k < l. Pour
γ = (γ1, ..., γn+m) ∈ Z
n+m, posons < γ, δ >=
∑
i=1,...,n+m(n+m+1− i)γi. En particulier,
pour x ∈ X , < x, δ >=
∑
(k,l)∈Σ(l − k)xk,l. Tous les coefficients sont positifs donc, pour
un entier c ∈ Z quelconque, il n’y a qu’un nombre fini de x ∈ X tels que < x, δ >= c.
Or un e´le´ment de X(α, β; ν, µ) doit ve´rifier < x, δ >=< (ν, µ), δ > − < (α, β), δ >.
On note Sn et Sm les groupes de permutations de {1, ..., n} et {1, ..., m}. On note
sgn leur caracte`re signature usuel. Pour ν ∈ Zn et w ∈ Sn, on de´finit ν
w et ν[w] par
νwi = νwi et ν[w]i = νwi+ i−wi. On de´finit de meˆme µ
v et µ[v] pour µ ∈ Zm et v ∈ Sm.
Soient (ν, µ) ∈ Pn × Pm. On suppose S(ν) + S(µ) = S(α) + S(β). On pose
mult(α, β; ν, µ) =
∑
w∈Sn,v∈Sm
sgn(w)sgn(v)|X(α, β; ν[w], µ[v])|.
On a mult(α, β; ν, µ) ∈ Z.
Proposition. Soient (ν, µ) ∈ Pn × Pm. On suppose S(ν) + S(µ) = S(α) + S(β).
(i) Supposons mult(α, β; ν, µ) 6= 0. Alors pΛN,MA,B;s(ν, µ) ≤ p
N,M
A,B;s[α, β].
(ii) Supposons pΛN,MA,B;s(ν, µ) = p
N,M
A,B;s[α, β]. Alors mult(α, β; ν, µ) 6= 0 si et seulement
si (ν, µ) ∈ PA,B;s(α, β).
(iii) Supposons (ν, µ) ∈ PA,B;s(α, β). Alors mult(α, β; ν, µ) = 1.
4.2 De´but de la preuve de la proposition
Preuve. On raisonne par re´currence sur n +m, tout e´tant trivial si n +m = 0. Plus
ge´ne´ralement, tout est trivial si n = 0 ou m = 0 (car X = ∅). On suppose donc n ≥ 1 et
m ≥ 1 et on fixe (ν, µ) ∈ Pn × Pm avec S(ν) + S(µ) = S(α) + S(β). On ne perd rien a`
supposer (1, 0) <I (1, 1). On de´compose
(1) mult(α, β; ν, µ) =
∑
k=1,...,n
multk(α, β; ν, µ),
ou`
multk(α, β; ν, µ) =
∑
w∈Sn,w1=k,v∈Sm
sgn(w)sgn(v)|X(α, β; ν[w], µ[v])|.
On fixe k ∈ {1, ..., n}. On identifie Sn−1 a` l’ensemble des w ∈ Sn tels que w1 = k :
un e´le´ment w′ ∈ Sn−1 s’identifie a` w tel que w1 = k, wi = w
′(i − 1) si i = 2..., n
et w′(i − 1) < k, wi = w′(i − 1) + 1 si i = 2, ..., n et w′(i − 1) ≥ k. Ainsi, on a
sgn(w) = (−1)k+1sgn(w′). On note J ′ le sous-ensemble des ((i, e), (j, f)) ∈ J tels que
(i, e) 6= (1, 0) et J ′′ le comple´mentaire, c’est-a`-dire l’ensemble des e´le´ments ((1, 0), (j, 1)),
pour j ∈ {1, ..., m}. L’ensemble X se de´compose conforme´ment en XJ ′ × XJ ′′ et on
peut identifier XJ ′′ a` N
m. On e´crit tout e´le´ment de X sous la forme (x′, (xj)j=1,...m) avec
x′ ∈ XJ ′ . Comme en 2.1, introduisons la partition α
− = (α2, ..., αn) et l’ordre <I− sur
l’ensemble d’indices I− = ({1, ..., n − 1} × {0}) ∪ ({1, ..., m} × {1}). Pour x′ ∈ XJ ′, on
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de´finit (α−[x′], β[x′]) de meˆme que l’on a de´fini (α[x], β[x]). Pour x = (x′, (xj)j=1,...,m),
on calcule
α[x]1 = α1 +
∑
j=1,...,m
xj ;
pour i = 2, ..., n et j = 1, ..., m,
α[x]i = α
′−[x′]i−1,
β[x]j = β[x
′]j − xj .
Fixons w′ ∈ Sn−1, soit w ∈ Sn l’e´le´ment associe´ et de´crivons l’ensemble X(α, β; ν[w], µ[v]).
Un e´le´ment (x′, (xj)j=1,...m) ∈ X appartient a` cet ensemble si et seulement si on a les
e´galite´s suivantes
(2) α1 +
∑
j=1,...,m xj = νk + 1− k ;
(3) α−[x′]i−1 = νwi − wi+ i pour i = 2, ..., n ;
(4) β[x′]− xj = µvj − vj + j pour j = 1, ..., m.
La relation (3) se de´compose en α−[x′]i−1 = νw′(i−1) − w
′(i − 1) + i si w′(i − 1) < k
et α−[x′]i−1 = νw′(i−1)+1 − w
′(i − 1) + i − 1 si w′(i − 1) ≥ k. De´finissons ν ′ ∈ Pn−1 par
ν ′i = νi + 1 si i < k et ν
′
i = νi+1 si i ≥ k. La relation (3) e´quivaut a`
(5) α−[x′]i = ν
′
w′i − w
′i+ i pour tout i ∈ {1, ..., n− 1}.
Pour tout e´le´ment y = (y1, ..., ym) ∈ Z
m, notons stab(y) le groupe des u ∈ Sm tels
que yu = y. Notons (Zm)+ l’ensemble des y tels que y1 ≥ y2... ≥ ym. Tout e´le´ment
y ∈ Zm s’e´crit y = zu pour un unique z ∈ (Zm)+ et un u ∈ Sm dont la classe dans
stab(z)\Sm est uniquement de´termine´e. On de´compose X(α, β; ν[w], µ[v]) en re´union
⊔z,uX(α, β; ν[w], µ[v]; z, u),
ou` z parcourt (Zm)+ et u parcourt stab(z)\Sm et ou` X(α, β; ν[w], µ[v]; z, u) est le sous-
ensemble des x ∈ X(α, β; ν[w], µ[v]) tels que
(6) β[x′]j − j = zuj pour tout j = 1, ..., m.
L’ensemble X(α, β; ν[w], µ[v]; z, u) se de´compose en produit d’un sous-ensemble de
XJ ′ et d’un sous-ensemble de XJ ′′ . Le premier est l’ensemble des e´le´ments x
′ ∈ XJ ′
ve´rifiant les relations (5) et (6). Celles-ci ne de´pendent que de α−, β, ν ′[w′], z, u, no-
tons l’ensemble en question XJ ′(α
−, β; ν ′[w′]; z, u). Le deuxie`me ensemble est celui des
(xj)j=1,...,m ∈ XJ ′′ ve´rifiant la relation (2) ainsi que
(7) zuj − xj = µvj − vj pour tout j = 1, ..., m.
Remarquons que, si cette dernie`re relation est ve´rifie´e, on peut remplacer (2) par
l’e´galite´
(8) α1 + S(z)− S(µ) +
∑
j=1,...,m j = νk + 1− k.
Celle-ci est inde´pendante des xj . En conse´quence, X(α, β; ν[w], µ[v]; z, u) est vide si
(8) n’est pas ve´rifie´e. Si elle l’est, le sous-ensemble de XJ ′′ est de´fini par la seule relation
(7) et il est loisible de noter XJ ′′(µ[v]; z, u) cet ensemble. Notons Z(α1, νk, µ) l’ensemble
des z ∈ (Zm)+ ve´rifiant (8). On obtient
X(α, β; ν[w], µ[v]) = ⊔z,u;z∈Z(α1,νk,µ)XJ ′(α
′, β; ν ′[w′]; z, u)×XJ ′′(µ[v]; z, u).
Puis
(9)
∑
v∈Sm
sgn(v)|X(α, β; ν[w], µ[v])| =
∑
z∈Z(α1,νk,µ),u∈stab(z)\Sm
|XJ ′(α
−, β; ν ′[w′]; z, u)|
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∑
v∈Sm
sgn(v)|XJ ′′(µ[v]; z, u)|.
Notons Q(α1, νk + 1− k, µ) l’ensemble des partitions µ
′ = (µ′1, ..., µ
′
m) ∈ Pm ve´rifiant
(10) µ′1 ≥ µ1 ≥ µ
′
2 ≥ µ2 ≥ ... ≥ µ
′
m ≥ µm
et
(11) α1 + S(µ
′)− S(µ) = νk + 1− k.
Pour µ′ ∈ Q(α1, νk + 1− k, µ), notons z(µ
′) ∈ Zm l’e´le´ment tel que z(µ′)i = µ
′
i− i. On a
z(µ′) ∈ Z(α1, νk, µ) et stab(z(µ
′)) = {1}. Montrons que l’on a
(12) soit z ∈ Z(α1, νk, µ) ; si
∑
v∈Sm
sgn(v)|XJ ′′(µ[v]; z, u)| 6= 0, il existe µ
′ ∈ Q(α1, νk+
1− k, µ) tel que z = z(µ′) ; inversement, pour µ′ ∈ Q(α1, νk + 1− k, µ), on a
∑
v∈Sm
sgn(v)|XJ ′′(µ[v]; z(µ
′), u)| = sgn(u).
Preuve. La suite µ1− 1, µ2− 2, ... est strictement de´croissante. Puisque z ∈ (Z
m)+, il
existe d’unique entiers 0 ≤ l1 ≤ l2 ≤ ... ≤ lm ≤ m tels que
z1 ≥ ... ≥ zl1 ≥ µ1 − 1 > zl1+1 ≥ ... ≥ zl2 ≥ µ2 − 2 > zl2+1 ≥ ...
≥ zlm ≥ µm −m > zlm+1 ≥ ... ≥ zm.
Soit v ∈ Sm. La relation (6) se re´crit xuv−1h = zuv−1h − µh + h pour tout h = 1, ..., m.
Puisque les xh sont des entiers positifs ou nuls quelconques, l’ensemble XJ ′′(µ[v]; z, u) a
au plus un e´le´ment et il en a un si et seulement si zuv−1h ≥ µh−h pour tout h = 1, ..., m,
ce qui e´quivaut a`
(13) uv−1h ≤ lh pour tout h = 1, ..., m.
Notons V l’ensemble des v ∈ Sm qui ve´rifient cette condition. On obtient∑
v∈Sm
sgn(v)|XJ ′′(µ[v]; z, u)| =
∑
v∈V
sgn(v).
Supposons la somme de gauche non nulle. Alors V n’est pas vide. La condition (13)
pour v ∈ V entraˆıne uv−11, ...uv−1h ≤ lh, en particulier lm = m. Introduisons le sous-
groupe T des e´le´ments de Sm qui conservent chacun des intervalles {1, ..., l1}, {l1 +
1, ..., l2} .... On voit alors que l’action du groupe u
−1
Tu par multiplication a` droite sur
Sm conserve l’ensemble V . En fixant un ensemble V de repre´sentants de cette action
dans cet ensemble, on obtient
∑
v∈V
sgn(v) =
∑
v∈V
sgn(v)
∑
v′∈u−1Tu
sgn(v′).
La non-nullite´ de cette expression entraˆıne que T = {1}. On en de´duit lh = h pour tout
h. On a alors
z1 ≥ µ1 − 1 > z2 ≥ µ2 − 2 > ... > zm ≥ µm −m.
En posant µ′i = zi+i, on a µ
′ ∈ Q(α1, νk+1−k, µ) et z = z(µ
′). Inversement, si z = z(µ′)
pour µ′ ∈ Q(α1, νk + 1 − k, µ), on a lh = h pour tout h. On voit par re´currence sur h
que la condition (13) est ve´rifie´e si et seulement si uv−1h = h pour tout h, autrement
dit u = v. On a alors V = {u} d’ou`
∑
v∈V sgn(v) = sgn(u). Cela de´montre (12).
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Pour µ′ ∈ Q(α1, νk + 1 − k, µ) l’ensemble XJ ′(α
−, β; ν ′[w′]; z(µ′), u) n’est autre que
X(α−, β; ν ′[w′], µ′[u]). L’e´galite´ (9) et la proprie´te´ (12) entraˆınent
∑
w∈Sn,w1=k
∑
v∈Sm
sgn(w)sgn(v)|X(α, β; ν[w], µ[v])| = (−1)k+1
∑
µ′∈Q(α1,νk+1−k,µ)
∑
w′∈Sn−1
∑
v∈Sm
sgn(w′)sgn(v)|X(α−, β; ν ′[w′], µ′[v])|.
Autrement dit
(14) multk(α, β; ν, µ) = (−1)
k+1
∑
µ′∈Q(α1,νk+1−k,µ)
mult(α−, β; ν ′, µ′).
4.3 Deuxie`me e´tape de la preuve
On suppose donne´ un entier k ∈ {1, ..., n} et un e´le´ment µ′ ∈ Q(α1, νk + 1 − k, µ).
On suppose que
(1) mult(α−, β; ν ′, µ′) 6= 0 ou (ν ′, µ′) ∈ P (α−, β).
Cette hypothe`se entraˆıne
(2) pour tout c ∈ {1, ..., N +M − 1}, tous re´els A′ ≥ sN − 2s et B′ ≥ sM − s, on a
Sc(p
N−1,M
A′,B′;s (ν
′, µ′)) ≤ Sc(p
N−1,M
A′,B′;s [α
−, β]).
En effet, si mult(α−, β; ν ′, µ′) 6= 0 , c’est le (i) de la proposition que l’on applique par
re´currence. Si (ν ′, µ′) ∈ P (α−, β), c’est le lemme 1.4.
Pour tout entier c ∈ {1, ..., N +M}, on fixe des re´els A(c) ≥ sN − s, B(c) ≥ sM − s
. On va prouver que
(3) pour tout c ∈ {1, ..., N +M}, on a
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) ≤ Sc(p
N,M
A(c),B(c);s[α, β]).
Remarque. L’entier c e´tant fixe´, on pourrait aussi bien simplifier la notation en
posant A = A(c) et B = B(c). Mais on reprendra la de´monstration qui suit en 4.5 et il
nous semble que les preuves de ce paragraphe seront plus claires si nous introduisons de`s
maintenant les notations qui seront alors ne´cessaires.
Soit c ∈ {1, ..., N +M}. On fixe des entiers a(c) ∈ {0, ..., N}, b(c) ∈ {0, ...,M} tels
que a(c) + b(c) = c et
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) = Sa(c)((ν ⊔ {0
N−n}) + [A(c), A(c) + s− sN ]s)
+Sb(c)((µ ⊔ {0
M−m}) + [B(c), B(c) + s− sM ]s).
Supposons d’abord que a(c) < k. On a νi = ν
′
i−1 pour i = 1, ..., a(c), donc Sa(c)((ν ⊔
{0N−n})+ [A(c), A(c) + s− sN ]s) = Sa((ν
′ ⊔{0N+1−n}) + [A(c), A(c) + 2s− sN ]s)− a(c)
(la premie`re partition a N termes et la seconde en a N − 1 mais on ne conside`re que les
a premiers termes et on a < k ≤ n ≤ N). D’apre`s 4.2(10), on a Sb(c)((µ ⊔ {0
M−m} +
[B(c), B(c) + s− sM ]s) ≤ Sb(c)((µ
′ ⊔ {0M−m}+ [B(c), B(c) + s− sM ]s) d’ou`
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) ≤ Sa(c)((ν
′ ⊔ {0N−n}) + [A(c), A(c) + 2s− sN ]s)
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+Sb(c)((µ
′ ⊔ {0M−m}) + [B(c), B(c) + s− sM ]s)− a(c)
≤ Sc(pΛ
N−1,M
A(c),B(c);s(ν
′, µ′))− a(c) ≤ Sc(p
N−1,M
A(c),B(c);s[α
−, β])− a(c),
la dernie`re ine´galite´ re´sultant de (2). On a Sc(p
N−1,M
A(c),B(c);s[α
−, β]) ≤ Sc(p
N,M
A(c),B(c);s[α
−, β]) :
cette ine´galite´ est e´quivalente a` Sc(pΛ
N−1,M
A(c),B(c);s(χ, ξ)) ≤ Sc(pΛ
N,M
A(c),B(c);s(χ, ξ)) ou` (χ, ξ)
est un e´le´ment de PA(c),B(c);s(α
−, β), et cette dernie`re ine´galite´ est e´vidente puisque
pΛN−1,MA(c),B(c);s(χ, ξ)) est extraite de pΛ
N,M
A(c),B(c);s(χ, ξ). On applique le lemme 3.1 :
Sc(p
N,M
A(c),B(c);s[α
−, β]) ≤ Sc(p
N,M
A(c),B(c);s[α, β]) d’ou` l’ine´galite´ (3).
On suppose maintenant a(c) ≥ k. On a νi = ν
′
i − 1 pour i = 1, ..., k − 1, νk =
k− 1+α1+S(µ
′)−S(µ) (d’apre`s 4.2(11)) et νi = ν
′
i−1 pour i = k+1, ..., n. C’est-a`-dire
ν ⊔ {0N−n} = (ν ′1 − 1, ..., ν
′
k−1 − 1, k − 1 + α1 + S(µ
′)− S(µ), ν ′k, ..., ν
′
n−1, 0, ..., 0).
D’ou`
Sa(c)(ν ⊔ {0
N−n}) = α1 + S(µ
′)− S(µ) + Sa(c)−1(ν
′ ⊔ {0N−n}).
On a aussi
Sa(c)([A(c), A(c) + s− sN ]s) = A(c) + Sa(c)−1([A(c)− s, A(c) + s− sN ]s).
D’ou`
(4) Sa(c)((ν ⊔ {0
N−n}) + [A(c), A(c) + s− sN ]s) = α1 + S(µ
′)− S(µ) + A(c)
+Sa(c)−1((ν
′ ⊔ {0N−n}) + [A(c)− s, A(c) + s− sN ]s).
Supposons b(c) ≥ m. Dans ce cas,
Sb(c)((µ ⊔ {0
M−m}) + [B(c), B(c) + s− sM ]s) = S(µ) + Sb(c)([B(c), B(c) + s− sM ]s)
= S(µ)− S(µ′) + Sb(c)((µ
′ ⊔ {0M−m}) + [B(c), B(c) + s− sM ]s).
D’ou`
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) = α1 + A(c) + Sa(c)−1((ν
′ ⊔ {0N−n}) + [A− s, A+ s− sN ]s)
+Sb(c)((µ
′ ⊔ {0M−m}) + [B(c), B(c) + s− sM ]s)
≤ α1 + A(c) + Sc−1(pΛ
N−1,M
A(c)−s,B(c);s(ν
′, µ′)) ≤ α1 + A(c) + Sc−1(p
N−1,M
A(c)−s,B(c);s[α
−, β]),
la dernie`re ine´galite´ re´sultant de (2) si c ≥ 2 et e´tant triviale si c = 1. On applique le
lemme 3.5(i) :
α1 + A(c) + Sc−1(p
N−1,M
A(c)−s,B(c);s[α
−, β]) ≤ Sc(p
N,M
A(c),B(c);s[α, β]),
d’ou` l’ine´galite´ (3).
Supposons maintenant b(c) < m. On a donc b(c) < M . On a aussi b(c) < c car
c = b(c) + a(c) et a(c) ≥ k ≥ 1. Donc b(c) < inf(c,M). On a de´fini en 2.4 l’entier
bN−1,MA(c)−s,B(c);s(α
−, β; c). S’il est supe´rieur ou e´gal a` b(c) + 1, on pose e(c) = 0 et b(c) =
bN−1,MA(c)−s,B(c);s(α
−, β; c). Sinon, le lemme 2.4 entraˆıne l’existence d’un entier e ≥ 1 tel que
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bN−1,MA(c)−s,B(c)+es/2;s(α
−, β; c) = b(c) + 1. On fixe cet entier que l’on note e(c) et on pose
b(c) = bN−1,MA(c)−s,B(c)+e(c)s/2;s(α
−, β; c) = b(c) + 1. On a
Sb(c)((µ ⊔ {0
M−m}) + [B(c), B(c) + s− sM ]s) = Sb(c)(µ) + Sb(c)([B(c), B(c) + s− sM ]s)
= Sb(c)(µ) + Sb(c)+1([B(c), B(c) + s− sM ]s)−B(c) + sb(c)
= Sb(c)(µ)+Sb(c)+1([B(c)+e(c)s/2, B(c)+e(c)s/2+s−sM ]2)−B(c)+sb(c)−(b(c)+1)e(c)s/2
= Sb(c)(µ)−Sb(c)+1(µ
′)+Sb(c)+1((µ
′⊔{0M−m})+[B(c)+e(c)s/2, B(c)+e(c)s/2+s−sM ]s)
−B(c) + sb(c)− (b(c) + 1)e(c)s/2.
Avec (4), on obtient
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) = α1 + S(µ
′)− S(µ) + Sb(c)(µ)− Sb(c)+1(µ
′) + A(c)− B(c) + sb(c)
−(b(c) + 1)e(c)s/2 + Sa(c)−1((ν
′ ⊔ {0N−n}) + [A(c)− s, A(c) + s− sN ]s)
+Sb(c)+1((µ
′ ⊔ {0M−m}) + [B(c) + e(c)s/2, B(c) + e(c)s/2 + s− sM ]s)
≤ α1 + S(µ
′)− S(µ) + Sb(c)(µ)− Sb(c)+1(µ
′) + A−B + sb(c)− (b(c) + 1)e(c)s/2
+Sc(pΛ
N−1,M
A(c)−s,B(c)+e(c)s/2;s(ν
′, µ′)).
D’apre`s (2), on a
Sc(pΛ
N−1,M
A(c)−s,B(c)+e(c)s/2;s(ν
′, µ′)) ≤ Sc(p
N−1,M
A(c)−s,B(c)+e(c)s/2;s[α
−, β]).
On a aussi
S(µ′)−S(µ)+Sb(c)(µ)−Sb(c)+1(µ
′) = −µb(c)+1+µ
′
b(c)+2−µb(c)+2+µ
′
b(c)+3...−µm−1+µ
′
m−µm.
Les sommes −µb(c)+1+µ
′
b(c)+2, −µb(c)+2+µ
′
b(c)+3 ... sont ne´gatives ou nulles d’apre`s 4.2(10)
et le dernier terme −µm l’est aussi. D’ou`
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) ≤ α1+A(c)−B(c)+sb(c)−(b(c)+1)e(c)s/2+Sc(p
N−1,M
A(c)−s,B(c)+e(c)s/2;s[α
−, β]).
On a
α1 +A(c)−B(c) + sb(c)− (b(c) + 1)e(c)s/2 ≤ α1 +A(c)−B(c)− s+ sb(c)(1− e(c)/2).
En effet, cela e´quivaut a` s(b(c) − 1 − b(c)) + s(b(c) + 1 − b(c))e(c)/2 ≥ 0. Le premier
terme est positif ou nul par construction et le second est nul (si e(c) 6= 0, b(c) = b(c) + 1
par construction). D’ou`
Sc(pΛ
N,M
A(c),B(c)(ν, µ)) ≤ α1+A(c)−B(c)−s+sb(c)(1−e(c)/2)+Sc(p
N−1,M
A(c)−s,B(c)+e(c)s/2;s[α
−, β]).
On a b(c) ≥ b(c) + 1 ≥ 1. Le lemme 3.5(ii) entraˆıne alors l’ine´galite´ (3). Cela ache`ve la
preuve de cette ine´galite´.
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4.4 Preuve du (i) de la proposition 4.1
Supposons mult(α, β; ν, µ) 6= 0. D’apre`s 4.2(1), on peut fixer k ∈ {1, ..., n} tel que
multk(α, β; ν, µ) 6= 0. D’apre`s 4.2(14), on peut fixer µ
′ ∈ Q(α1, νk + 1 − k, µ) tel que
mult(α−, β; ν ′, µ′) 6= 0. Dans les constructions de 4.3, on prend simplement A(c) = A et
B(c) = B pour tout c. Les hypothe`ses de ce paragraphe e´tant satisfaites, la relation (3)
de ce paragraphe nous dit que
Sc(pΛ
N,M
A,B;s(ν, µ)) ≤ Sc(p
N,M
A,B;s[α, β])
pour tout c ∈ {1, ..., N+M}. Autrement dit pΛN,MA,B;s(ν, µ) ≤ p
N,M
A,B;s[α, β]. C’est l’assertion
(i) de la proposition.
4.5 Une nouvelle e´tape
Comme en 4.3, fixons pour tout c ∈ {1, ..., N +M} des re´els A(c) ≥ sN − s, B(c) ≥
sM − s, a(c) ∈ {0, ..., N}, b(c) ∈ {0, ...M}. Disons que ces donne´es satisfont l’hypothe`se
(Hyp)(α, β; ν, µ) si les conditions suivantes sont satisfaites
(1) pour tout c ∈ {1, ..., N +M}, a(c) + b(c) = c et
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) = Sa(c)((ν ⊔ {0
N−n}) + [A(c), A(c) + s− sN ]s)
+Sb(c)((µ ⊔ {0
M−m}) + [B(c), B(c) + s− sM ]s);
(2) pour tout c ∈ {1, ..., N +M − 1}, a(c) ≤ a(c+ 1) ≤ a(c) + 1 et b(c) ≤ b(c+ 1) ≤
b(c) + 1 ;
(3) pour tout c ∈ {1, ..., N +M},
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) = Sc(p
N,M
A(c),B(c);s[α, β]).
Supposons ces hypothe`ses satisfaites. On note c0 le plus petit entier c tel que a(c) = 1
et c1 le plus petit entier c tel que b(c) = m (de tels entiers existent d’apre`s (2)). On a
force´ment c1 ≥ m.
Remarque (4) c0 6= c1.
En effet, si c1 = 1, on a force´ment m = 1 et b(1) = 1. Alors a(1) = 1 − b(1) = 0
et 1 6= c0 puisque a(c0) = 1. Si c1 ≥ 2, on a b(c1 − 1) = m − 1 donc a(c1 − 1) =
c1 − 1− b(c1 − 1) = c1 − b(c1) = a(c1) ce qui interdit a` c1 d’eˆtre le plus petit entier c tel
que a(c) = 1.
On de´finit un e´le´ment µ ∈ Zm par
si c0 ≤ c1, µ
i
= µi pour i = 1, ..., c
0−1, µ
c0
= ν1−α1, µi = µi−1 pour i = c
0+1, ..., m ;
si c0 > c1, µ = µ.
On de´finit des re´els A(c), B(c) et des entiers a(c), b(c) pour c ∈ {1, ..., N+M−1} de la
fac¸on suivante. Pour c = 1, ..., c0−1, on pose A(c) = A(c), B(c) = B(c), a(c) = a(c) = 0,
b(c) = b(c) = c. Si c1 < c0, on pose A(c) = A(c+1)−s, B(c) = B(c+1), a(c) = a(c+1)−1
et b(c) = b(c+1) pour c = c0, ..., N +M − 1. Supposons c0 < c1. Soit c ∈ {c0, ..., c1− 1}.
On pose A(c) = A(c) − s, a(c) = a(c) − 1 et b(c) = b(c) + 1. Si bN−1,MA(c)−s,B(c);s(α
−, β; c) ≥
b(c) + 1, on pose B(c) = B(c). Si bN−1,MA(c)−s,B(c);s(α
−, β; c) ≤ b(c), on choisit un entier e(c)
tel que bN−1,MA(c)−s,B(c)+e(c)s/2;s(α
−, β; c) = b(c) + 1 et on pose B(c) = B(c) + e(c)s/2. Soit
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c ∈ {c1, ..., N+M−1}. On pose A(c) = A(c+1)−s, B(c) = B(c+1), a(c) = a(c+1)−1
et b(c) = b(c + 1).
Il est clair que, pour tout c ∈ {1, ..., N +M − 1}, on a a(c) ∈ {0, ..., N − 1}, b(c) ∈
{0, ...,M} et a(c) + b(c) = c. Montrons que l’on a l’analogue de (2), c’est-a`-dire que
(5) si c 6= N +M − 1, on a a(c) ≤ a(c+ 1) ≤ a(c) + 1, b(c) ≤ b(c+ 1) ≤ b(c) + 1.
Il suffit de prouver la premie`re se´rie d’ine´galite´s car la seconde se de´duit de la premie`re
et de l’e´galite´ a(c) + b(c) = c. Supposons c1 < c0. En vertu de (2), (5) est clair sauf si
c = c0 − 1. Ce cas n’intervient que si c0 6= N +M . Dans ce cas, on a a(c0 − 1) = 0 et
a(c0) = a(c0 + 1)− 1. Or
0 = a(c0)− 1 ≤ a(c0 + 1)− 1 ≤ a(c0) = 1
d’ou` l’ine´galite´ cherche´e. Supposons c0 < c1. En vertu de (2), (5) est clair sauf si c = c0−1
(ce cas n’intervient que si c0 6= 1) ou c = c1 − 1 (ce cas n’intervient que si c1 6= N +M).
Si c0 6= 1, on a a(c0 − 1) = 0 et a(c0) = a(c0) − 1 = 0, d’ou` l’ine´galite´ cherche´e. Si
c1 6= N+M , on a a(c1−1) = a(c1−1)−1 et a(c1) = a(c1+1)−1. On a b(c1−1) < b(c1),
d’ou` a(c1 − 1) = a(c1) et l’ine´galite´ cherche´e se de´duit des ine´galite´s a(c1) ≤ a(c1 + 1) ≤
a(c1) + 1. Cela prouve (5).
Lemme. On suppose satisfaite l’hypothe`se (Hyp)(α, β; ν, µ). Soient k ∈ {1, ..., n} et µ′ ∈
Pm. Supposons que µ
′ appartienne a` Q(α1, νk + 1− k, µ) et que multk(α
−, β; ν ′, µ′) 6= 0
ou que (ν ′, µ′) ∈ P (α−, β). Alors
(i) k = 1 ;
(ii) µ′ = µ et, si c0 < c1, µm = 0 ;
(iii) les donne´es A(c), B(c), a(c) et b(c) pour c ∈ {1, ..., N +M − 1} satisfont l’hy-
pothe`se (Hyp)(α−, β; ν ′, µ′).
Remarque. Les assertions (i) et (ii) impliquent que, sous les hypothe`ses de l’e´nonce´,
µ est une partition, qui appartient a` Q(α1, ν1, µ) (en particulier, si c
1 < c0, on a alors
ν1 − α1 = S(µ) − S(µ) = 0). On voit alors que (ν, µ) = ιc0,α1(ν
′, µ) avec la notation de
2.3.
Preuve. On reprend la preuve de 4.3 dont les hypothe`ses sont satisfaites. Pour tout
c ∈ {1, ..., N +M}, on y a e´crit diffe´rentes suites d’ine´galite´s dont le premier terme e´tait
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) et le dernier Sc(p
N,M
A(c),B(c);s[α, β]). Maintenant, on sait par (3) que
les termes extreˆmes sont e´gaux. Donc toutes les ine´galite´s de ces suites sont des e´galite´s.
Supposons que k > 1. On prend c = c0. On a alors a(c0) = 1 < k. Mais on a alors prouve´
que
Sc(pΛ
N,M
A(c),B(c);s(ν, µ)) ≤ Sc(p
N,M
A(c),B(c);s[α, β])− a(c
0),
ce qui contredit (3). Cela prouve que k = 1. Supposons donc k = 1. On veut prouver (ii)
et que, pour tout c ∈ {1, ..., N +M − 1}, on a
(6) Sc(pΛ
N−1,M
A(c),B(c);s(ν
′, µ′)) = Sa(c)((ν
′ ⊔ {0N−n}) + [A(c), A(c) + 2s− sN ]s)
+Sb(c)((µ
′ ⊔ {0M−m}) + [B(c), B(c) + s− sM ]s);
et
(7) Sc(pΛ
N−1,M
A(c),B(c);s(ν
′, µ′)) = Sc(p
N−1,M
A(c),B(c);s[α
−, β]).
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Soit c ∈ {1, ..., c0 − 1}. Alors a(c) = 0 < k = 1. On a alors utilise´ l’ine´galite´ Sb(c)(µ ⊔
{0M−m}) ≤ Sb(c)(µ
′ ⊔ {0M−m}). Elle devient une e´galite´. De plus, on a b(c) = c. Ces
e´galite´s sont vraies pour tout c < c0 donc les termes de µ ⊔ {0M−m} et de µ′ ⊔ {0M−m}
coˆıncident jusqu’a` l’ordre c0−1. Si c1 < c0, on a c1 = b(c1) = m, donc µ′ = µ. On a aussi
µ = µ par de´finition d’ou` µ′ = µ. Si c0 < c1, on a c0 − 1 = b(c0 − 1) < m et les termes
de µ et µ′ coˆıncident jusqu’a` l’ordre c0 − 1. On a aussi utilise´ les ine´galite´s
Sa(c)((ν
′⊔{0N−n})+[A(c), A(c)+2s−sN ]s)+Sb(c)((µ
′⊔{0M−m})+[B(c), B(c)+s−sM ]s)
≤ Sc(pΛ
N−1,M
A(c),B(c);s(ν
′, µ′)) ≤ Sc(p
N−1,M
A(c),B(c);s[α
−, β]).
Ces ine´galite´s deviennent des e´galite´s, qui ne sont autres que (6) et (7).
Supposons c0 < c1 et prenons maintenant c ∈ {c0, ..., c1 − 1}. On a a(c) ≥ 1 = k
et b(c) < m. On a utilise´ les ine´galite´s µb(c)+1 ≥ µ
′
b(c)+2, µb(c)+2 ≥ µ
′
b(c)+3,... et µm ≥ 0.
Ces ine´galite´s deviennent des e´galite´s. Donc µm = 0. En prenant c = c
0, on a b(c) =
b(c0 − 1) = c0 − 1 et on voit que les termes µ′c0+1, ...µ
′
m coˆıncident avec µc0, ..., µm−1.
Puisqu’on a de´ja` vu que µ′ et µ co¨ıncidaient jusqu’a` l’ordre c0−1, seul le terme µ′c0 reste
inde´termine´. Mais on a µ′c0 = S(µ
′)−S(µ) et, d’apre`s l’hypothe`se µ′ ∈ Q(α1, ν1, µ), cette
expression vaut ν1−α1. Cela prouve que µ
′ = µ, d’ou` (ii). On a aussi utilise´ les ine´galite´s
Sa(c)−1((ν
′ ⊔ {0N−n}) + [A(c)− s, A(c) + s− sN ]s)
+Sb(c)+1((µ
′ ⊔ {0M−m}) + [B(c) + e(c)s/2, B(c) + e(c)s/2 + s− sM ]s)
≤ Sc(pΛ
N−1,M
A(c)−s,B(c)+e(c)s/2;s(ν
′, µ′)) ≤ Sc(p
N−1,M
A(c)−s,B(c)+e(c)s/2;s[α
−, β]).
Elles deviennent des e´galite´s qui ne sont autres que (6) et (7).
Prenons maintenant c ∈ {sup(c0, c1), ..., N +M − 1}. On utilise notre calcul de 4.3
en c′ = c+ 1. On a a(c′) ≥ 1 = k et b(c′) ≥ m. On a utilise´ les ine´galite´s
Sa(c′)−1((ν
′ ⊔ {0N−n}) + [A(c′)− s, A(c′) + s− sN ]s)+
Sb(c′)((µ
′ ⊔ {0M−m}) + [B(c′), B(c′) + s− sM ]s) ≤ Sc′(pΛ
N−1,M
A(c′)−s,B(c′);s(ν
′, µ′))
≤ Sc′(p
N−1,M
A(c′)−s,B(c′);s[α
−, β]).
Elles deviennnent des e´galite´s qui ne sont autres que (6) et (7). Cela ache`ve la de´monstration.

4.6 Avant-dernie`re e´tape
On le`ve pour cette e´tape les hypothe`ses n ≥ 1, m ≥ 1 et (1, 0) <I (1, 1) (c’est
ne´cessaire pour raisonner par re´currence dans la preuve du lemme ci-dessous). Soit
(ν, µ) ∈ Pn × Pm. Supposons qu’il existe des entiers A(c), B(c), a(c), b(c) pour c =
1, ..., N +M , satisfaisant l’hypothe`se (Hyp)(α, β; ν, µ).
Lemme. Sous ces hypothe`ses, les deux conditionsmult(α, β; ν, µ) 6= 0 et (ν, µ) ∈ P (α, β)
sont e´quivalentes. Si elles sont ve´rifie´es, on a mult(α, β; ν, µ) = 1.
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Preuve. Si n = 0 ou m = 0, les deux conditions e´quivalent a` (ν, µ) = (α, β) et on a
bien mult(α, β;α, β) = 1. Supposons n ≥ 1 et m ≥ 1. De nouveau, on ne perd rien a`
supposer (1, 0) <I (1, 1). D’apre`s 4.2(1) et (14), on a
mult(α, β; ν, µ) =
∑
k=1,...,n
∑
µ′∈Q(α1,νk+1−k,µ)
(−1)k−1mult(α−, β; ν ′, µ′).
Le lemme 4.5 entraˆıne qu’il y a au plus un terme non nul dans cette somme : on a
force´ment k = 1 et µ′ = µ (ce terme ne contribue pas force´ment et d’ailleurs, µ n’est pas
force´ment une partition).
Supposons mult(α, β; ν, µ) 6= 0. Alors il y a au moins un terme qui contribue et on a
(1) mult(α, β; ν, µ) = mult(α−, β; ν ′, µ).
Le lemme 4.5 entraˆıne aussi que les donne´es A(c),B(c), a(c), b(c) pour c = 1, ..., N+M−1
ve´rifient l’hypothe`ses (Hyp)(α−, β; ν ′, µ). On applique l’e´nonce´ par re´currence : on a donc
(ν ′, µ) ∈ P (α−, β) et mult(α−, β; ν ′, µ) = 1. Avec (1), on en de´duit mult(α, β; ν, µ) = 1.
Par de´finition, on a
pour c = 1, ..., c0 − 1, b(c) = c ;
si c0 < c1, b(c0) = b(c0) + 1 = c0 ;
si c1 < c0, auquel cas c1 = m, b(c1) = b(c1) = m.
Alors (Hyp)(α−, β; ν ′, µ) entraˆıne que (ν ′, µ) ve´rifie les hypothe`ses de 2.2 ou` c = c0
si c0 < c1 et c = m si c1 < c0. En se rappelant que, d’apre`s 2.2(1), on a P b[c](α−, β) =
P b[m](α−, β) si c ≥ m, le lemme 2.2 implique en tout cas que (ν ′, µ) ∈ P b[c
0](α−, β).
Le lemme 2.3 implique que ιc0,α1(ν
′, µ) appartient a` P (α, β). Or la remarque qui suit le
lemme 4.5 dit que ιc0,α1(ν
′, µ) = (ν, µ). Donc (ν, µ) ∈ P (α, β), ce qui de´montre un sens
de l’e´quivalence de l’e´nonce´.
Au lieu de supposer que mult(α, β; ν, µ) 6= 0, on suppose maintenant que (ν, µ) ∈
P (α, β). D’apre`s le lemme 2.3, on peut fixer c ∈ {1, ..., m+ 1} et (ν ′′, µ′′) ∈ P (α−, β) tel
que (ν, µ) = ιc,α1(ν
′′, µ′′). Il re´sulte de la de´finition de 2.3 que ν ′′ = ν ′. On voit aussi que
(ν ′, µ′′) appartient a` Q(α1, ν1, µ). Alors le lemme 4.5 entraˆıne de nouveau que les donne´es
A(c), B(c), a(c), b(c) pour c = 1, ..., N+M−1 ve´rifient l’hypothe`se (Hyp)(α−, β; ν ′, µ′′).
On applique l’e´nonce´ par re´currence : on a donc mult(α−, β; ν ′, µ′′) = 1. Comme on
l’a vu au de´but de la preuve, le terme (ν ′, µ′′) est alors l’unique terme contribuant a`
mult(α, β; ν, µ). D’ou` mult(α, β; ν, µ) = 1, ce qui ache`ve la de´monstration. 
4.7 Fin de la preuve de la proposition
On revient aux hypothe`ses de 4.2. Supposons pΛN,MA,B;s(ν, µ) = p
N,M
A,B;s[α, β]. Pour tout
c = 1, ..., N +M , on pose A(c) = A et B(c) = B. Alors l’e´galite´ (3) de 4.5 est satisfaite.
On voit que l’on peut trouver des entiers a(c) et b(c) ve´rifiant (1) et (2) de ce paragraphe
(par exemple, on choisit a(c) le plus grand possible pour que (1) soit ve´rifie´ ; alors (2)
l’est aussi). L’hypothe`se (Hyp)(α, β; ν, µ) est donc ve´rifie´e. Le lemme 4.6 implique que les
conditions mult(α, β; ν, µ) 6= 0 et (ν, µ) ∈ P (α, β) sont e´quivalentes. Mais, compte tenu
de l’hypothe`se pΛN,MA,B;s(ν, µ) = p
N,M
A,B;s[α, β], la condition (ν, µ) ∈ P (α, β) est e´quivalente
a` (ν, µ) ∈ PA,B;s(α, β). Cela prouve le (ii) de la proposition. Pour le (iii), l’hypothe`se
(ν, µ) ∈ PA,B;s(α, β) est plus forte que celle du (ii). Comme on vient de le voir, on peut
appliquer le lemme 4.6, qui entraˆıne mult(α, β; ν, µ) = 1. Cela ache`ve la preuve de la
proposition. 
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5 Composantes extre´males d’une repre´sentation construite
par Lusztig
5.1 La correspondance de Springer ge´ne´ralise´e
Pour n ∈ N, on note P(n) l’ensemble des partitions de n, c’est-a`-dire l’ensemble des
partitions λ = (λ1, ..., λt) telles que S(λ) = n.
Remarque. On prendra garde de ne pas confondre l’ensemble P(n) avec l’ensemble
Pn des paragraphes pre´ce´dents : pour le premier ensemble, n est la somme des termes
de la partition tandis que, pour le second, n est son nombre de termes. D’autre part, il
convient ici d’identifier deux partitions ne diffe´rant que par des termes nuls : (λ1, ..., λt)
est la meˆme partition que (λ1, ..., λt, 0, ..., 0).
On note P2(n) l’ensemble des couples (α, β) de partitions telles que S(α)+S(β) = n.
On note Wn le groupe de Weyl d’un syste`me de racines de type Cn, avec la conven-
tion W0 = {1}. On note W
∨
n l’ensemble des repre´sentations irre´ductibles de Wn. Il
est bien connu que W∨n est parame´tre´ par P2(n). Pour (α, β) ∈ P2(n), on note ρα,β la
repre´sentation deWn parame´tre´e par ce couple. En particulier, ρ(n),∅ est la repre´sentation
triviale et ρ∅,(1n) est le caracte`re signature usuel, que l’on note sgn.
Soit N ∈ N. Notons Psymp(2N) l’ensemble des partitions symplectiques de 2N , c’est-
a`-dire l’ensemble des partitions λ ∈ P(2N) telles que multλ(i) est pair pour tout entier
i impair. Pour λ = (λ1, ..., λt) ∈ P
symp(2N), on note Jord(λ) l’ensemble des entiers
i ≥ 1 tels que multλ(i) > 0 et Jord
bp(λ) le sous-ensemble des entiers pairs. On note
Psymp(2N) l’ensemble des couples (λ, ǫ) ou` λ ∈ Psymp(2N) et ǫ ∈ {±1}Jord
bp(λ).
La correspondance de Springer ge´ne´ralise´e, de´finie par Springer et Lusztig, e´tablit une
bijection entre Psymp(2N) et l’ensemble
⋃
kW
∨
N−k(k+1)/2, ou` k parcourt les e´le´ments de
N tels que k(k+1) ≤ 2N . Ou encore avec l’ensemble
⋃
k P2(N − k(k+1)/2). Rappelons
la de´finition de cette bijection. On fixe un entier r assez grand
Remarque. On peut prendre r = N mais il peut eˆtre utile de laisser a` r une certaine
liberte´. La construction qui suit ne de´pend pas du choix de r.
Soit k ∈ N tel que k(k + 1) ≤ 2N et soit (α, β) ∈ P2(N − k(k + 1)/2). On de´finit un
couple de partitions (Aα,β , Bα,β) par
si k est pair, Aα,β = α + [2r + k, 0]2, Bα,β = β + [2r − 1− k, 1]2 ;
si k est impair, Aα,β = β + [2r − 1− k, 0]2, Bα,β = α + [2r + k, 1]2.
Remarque. Pour de´finir ces sommes, on comple`te α et β par suffisamment de 0 pour
que α ait r + [k/2] + 1 termes et que β ait r − [(k + 1)/2] termes, ou`, pour tout re´el x,
[x] de´signe sa partie entie`re.
Soit (λ, ǫ) ∈ Psymp(2N). Dans la partition λ + [2r − 1, 0]1, il y a autant d’entiers
pairs que d’impairs. On note les pairs 2z1 > ... > 2zr et les impairs 2z
′
1+1 > ... > 2z
′
r+1.
Cela de´finit des partitions z et z′. On pose A♯λ = (z
′ + [r + 1, 2]1) ⊔ {0}, B
♯
λ = z + [r, 1]1.
On calcule facilement
(1)(a) A♯λ,j =


λ2j−1/2 + 2r + 2− 2j, si λ2j−1 est pair,
(λ2j − 1)/2 + 2r + 2− 2j, si λ2j est impair et S2j(λ) est pair,
(λ2j−2 + 1)/2 + 2r + 2− 2j, si j ≥ 2, λ2j−2 est impair et
S2j−2(λ) est impair,
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pour j = 1, ..., r + 1 et
(1)(b) B♯λ,j =


λ2j/2 + 2r + 1− 2j, si λ2j est pair,
(λ2j−1 + 1)/2 + 2r + 1− 2j, si λ2j−1 est impair et S2j−1(λ) est impair,
(λ2j+1 − 1)/2 + 2r + 1− 2j, si λ2j+1 est impair et S2j+1(λ) est pair,
pour j = 1, ..., r. On ve´rifie que les divers cas ci-dessus sont exclusifs l’un de l’autre.
Conside´rons l’ensemble (A♯λ ∪B
♯
λ)− (A
♯
λ ∩B
♯
λ), c’est-a`-dire l’ensemble des entiers qui
interviennent dans A♯λ ou B
♯
λ mais pas dans les deux. Notons Dλ l’ensemble des sous-
ensembles de (A♯λ ∪ B
♯
λ)− (A
♯
λ ∩ B
♯
λ) forme´s d’entiers conse´cutifs, maximaux pour cette
proprie´te´, et ne contenant pas 0. On s’aperc¸oit qu’il y a une bijection croissante i 7→ ∆i
de Jordbp(λ) sur Dλ. On pose
Aλ,ǫ = (A
♯
λ −
⋃
i∈Jordbp(λ);ǫi=−1
(A♯λ ∩∆i)) ∪ (
⋃
i∈Jordbp(λ);ǫi=−1
(B♯λ ∩∆i)),
Bλ,ǫ = (B
♯
λ −
⋃
i∈Jordbp(λ);ǫi=−1
(B♯λ ∩∆i)) ∪ (
⋃
i∈Jordbp(λ);ǫi=−1
(A♯λ ∩∆i)).
On montre qu’il existe un unique entier k ∈ N tel que k(k + 1) ≤ 2N et un unique
couple (α, β) ∈ P2(N − k(k + 1)/2) tels que (Aα,β, Bα,β) = (Aλ,ǫ, Bλ,ǫ). La corres-
pondance de Springer ge´ne´ralise´e associe a` (λ, ǫ) le couple (k, ρα,β). On note ce couple
(k(λ, ǫ), ρ(λ, ǫ)).
L’entier k(λ, ǫ) se calcule facilement. Notons i1 > ... > im les e´le´ments i ∈ Jord
bp(λ)
tels que multλ(i) soit impair. Posons
M(λ, ǫ) =
∑
l=1,...,m;ǫil=−1
(−1)l.
Alors k(λ, ǫ) = 2M(λ, ǫ) si M(λ, ǫ) ≥ 0 et k(λ, ǫ) = −2M(λ, ǫ)− 1 si M(λ, ǫ) < 0.
Conside´rons le cas particulier ou` Jord(λ) = Jordbp(λ), c’est-a`-dire que λ n’a que des
termes pairs. Ecrivons λ = (λ1, ..., λ2r+1), avec λ2r+1 = 0. On peut conside´rer que ǫ est
une fonction de´finie sur l’ensemble d’indices {1, ..., 2r + 1} : si j ∈ {1, ..., 2r + 1} est
tel que λj 6= 0, on pose ǫ(j) = ǫλj ; si λj = 0, on pose ǫ(j) = 1. On prendra garde de
distinguer ǫ(j) ou` j est un indice et ǫi ou` i est un terme de λ. Avec la recette ci-dessus,
on calcule
Aλ,ǫ = {λj/2 + 2r + 1− j; j = 1, ..., 2r + 1, ǫ(j) = (−1)
j+1},
Bλ,ǫ = {λj/2 + 2r + 1− j; j = 1, ..., 2r + 1, ǫ(j) = (−1)
j}.
On constate que Aλ,ǫ ⊔ Bλ,ǫ est ”sans multiplicite´s”, c’est-a`-dire que tout entier y inter-
vient avec multiplicite´ au plus 1. Remarquons qu’avec les meˆmes hypothe`ses, on a
(2) M(λ, ǫ) =
∑
j=1,...,2r+1(−1)
j+1 ǫ(j)−1
2
.
Preuve. Soit i ∈ Jordbp(λ) ⊔ {0}, notons {j−i , ..., j
+
i } le sous-ensemble des j ∈
{1, ..., 2r + 1} tels que λj = i. Pour tous ces j, on a ǫ(j) = ǫi et la contribution de
ces j au membre de droite de (2) est
ǫi − 1
2
∑
j=j−i ,...,j
+
i
(−1)j+1 =
{
0, si j+i − j
−
i est impair,
ǫi−1
2
(−1)j
−
i +1, si j+i − j
−
i est pair.
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Si ǫi = 1, on voit que l’intervalle {j
−
i , ..., j
+
i } ne contribue pas au membre de droite de
(2). L’entier i ne contribue pas non plus a` M(λ, ǫ). Remarquons que cela traite le cas
i = 0. Supposons i > 0. Alors j+− j− = multλ(i)−1. Si multλ(i) est pair, ou si multλ(i)
est pair et ǫi = 1, l’intervalle {j
−
i , ..., j
+
i } ne contribue pas au membre de droite de (1).
L’entier i ne contribue pas non plus a`M(λ, ǫ). Si multλ(i) est pair et ǫi = −1, on a i = il
pour un l ∈ {1, ..., m} et on ve´rifie par re´currence sur l que j−i est de la meˆme parite´
que l. Alors l’intervalle {j−i , ..., j
+
i } contribue au membre de droite de (2) par (−1)
l et i
contribue de la meˆme fac¸on a` M(λ, ǫ). Cela prouve (2).
5.2 Un re´sultat de Shoji
Dans les quatre premiers paragraphes, nous avons de´fini divers termes de´pendant
d’un ordre fixe´ <I sur un ensemble d’indices I. Pour plus de pre´cision, nous inse´rerons
maintenant cet ordre dans la notation.
Soit (λ, ǫ) ∈ Psymp(2N). On suppose que λ n’a que des termes pairs. Notons
k = k(λ, ǫ) et (α, β) l’e´le´ment de P2(N − k(k + 1)/2) qui correspond a` (λ, ǫ) par la
correspondance de Springer ge´ne´ralise´e. Choisissons un entier r assez grand, posons
n = r + [k/2] + 1, m = r − [k/2] et conside´rons que α a n termes et que β a m
termes. Pour (ν, µ) ∈ Pn × Pm, on a de´fini une multiplicite´ mult(α, β; ν, µ) en 4.1, que
l’on note maintenant mult(<I ;α, β; ν, µ) puisqu’elle de´pend du choix de l’ordre <I sur
l’ensemble d’indices I = ({1, ..., n} × {0}) ∪ ({1, ..., m} × {1}). Nous allons de´finir un
ordre, de´pendant lui-meˆme de (α, β), que nous noterons <I,α,β. Posons Λ = Aα,β ⊔Bα,β.
D’apre`s les formules du paragraphe 5.1, on a l’e´galite´
Λ = pΛn,mA,B;2(α, β),
ou` A = 2r + k et B = 2r − k − 1.
Remarque. Il y a ici une difficulte´ de notation. Si k est pair, on a Aα,β = α+[A,A+
2 − 2n]2 et Bα,β = β + [B,B + 2 − 2m]2 mais, si k est impair, on doit permuter ces
termes : Aα,β = β + [B,B + 2− 2m]2 et Bα,β = α + [A,A+ 2− 2n]2.
On a aussi Λ = Aλ,ǫ⊔Bλ,ǫ par de´finition et on a remarque´ dans le paragraphe 5.1 que
cette partition e´tait sans multiplicite´s (parce que λ est a` termes pairs). Ecrivons cette
partition Λ = (Λ1, ...,Λ2r+1). Pour j = 1, ..., n, il y a un unique aj ∈ {1, ..., 2r + 1} tel
que αj + A + 2 − 2j = Λaj . Pour l = 1, ..., m, il y a un unique bl ∈ {1, ..., 2r + 1} tel
que βl + B + 2 − 2l = Λbl. On de´finit l’ordre sur I de sorte que (j, 0) <I,α,β (l, 1) si et
seulement si aj < bl.
Soit (λ′, ǫ′) ∈ Psymp(2N), supposons k(λ′, ǫ′) = k. Dans l’introduction, on a de´fini la
multiplicite´ mult(λ, ǫ;λ′, ǫ′). Notons (α′, β ′) ∈ P2(N−k(k+1)/2) le couple correspondant
a` (λ′, ǫ′). On conside`re comme ci-dessus que α′ a n termes et que β ′ en a m.
Proposition (Shoji). On rappelle que λ est a` termes pairs. Pour (λ′, ǫ′) comme ci-
dessus, on a l’e´galite´
mult(λ, ǫ;λ′, ǫ′) = mult(<I,α,β;α, β;α
′, β ′).
Shoji de´montre ce re´sultat en [4] p.685. En fait, ses hypothe`ses sont un peu plus
contraignantes que les noˆtres aussi allons-nous reprendre sa de´monstration dans les deux
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paragraphes suivants. Notre situation est plus simple que celle conside´re´e par Shoji car
il conside`re des familles de partitions α a` e ≥ 1 termes tandis que nous nous limitons
aux paires de partitions, c’est-a`-dire au cas e = 2. Nous continuerons donc a` noter
nos familles comme des paires et n’utiliserons pas la notation α de Shoji. De plus, les
exposants ± qui interviennent parfois dans [4] sont inutiles dans le cas e = 2 et nous les
faisons disparaˆıtre.
5.3 De´monstration de la proposition 5.2, premie`re e´tape
La de´monstration de Shoji s’applique pourvu que sa proposition 6.1 soit ve´rifie´e.
C’est-a`-dire que l’on doit prouver l’e´galite´ QΛ = RΛ. Ainsi que Shoji l’explique, il suffit
de prouver l’assertion suivante. Ecrivons RΛ comme combinaison line´aire de fonctions de
Schur sα′,β′, a` coefficients dans Q(t) :
RΛ =
∑
(α′,β′)∈Pn×Pm
rΛ(α
′, β ′)sα′,β′.
On doit prouver que, pour tout couple (α′, β ′) ∈ Pn × Pm tel que rΛ(α
′, β ′) 6= 0, on a
(1) pΛn,mA,B;2(α
′, β ′) ≤ Λ.
On commence par calculer les coefficients rΛ(α
′, β ′). On note (v0i )i=1,...,n la base ca-
nonique de Zn et (v1i )i=1,...,m celle de Z
m. On identifie naturellement les e´le´ments de ces
bases a` des e´le´ments de Zn × Zm. Pour simplifier, nous notons simplement <I l’ordre
<I,α,β. Notons i
0
max le plus grand indice i ∈ {1, ..., n} tel que αi 6= 0 et i
1
max le plus
grand indice i ∈ {1, ..., m} tel que βi 6= 0. Notons ν0 le plus grand des deux e´le´ments
(i0max, 0) et (i
1
max, 1) pour l’ordre <I . Notons J le sous-ensemble de Z
n × Zm forme´ des
e´le´ments vei − v
f
j , pour les couples ((i, e), (j, f)) ∈ I
2 tels que e 6= f , (i, e) <I (j, f)
et (i, e) ≤I ν0. Notons K le sous-ensemble de Z
n × Zm forme´ des e´le´ments vei − v
f
j ,
pour les couples ((i, e), (j, f)) ∈ I2 tels que e = f , (i, e) <I (j, f) et ν0 <I (i, e). On pose
∆n = (n−1, n−2, ..., 0) = [n−1, 0]1 et on de´finit de meˆme ∆m. Le couple (α+∆n, β+∆m)
est un e´le´ment de Zn × Zm. Le groupe Sn agit sur Z
n : pour x = (x1, ..., xn) ∈ Z
n et
σ ∈ Sn, on pose x
σ = (xσ1, ..., xσn). De meˆme, Sm agit sur Z
m. Soit (α′, β ′) ∈ Pn ×Pm.
Pour d ∈ N, posons
(2) rdΛ(α
′, β ′) =
∑
σ∈Sn,τ∈Sm
sgn(σ)sgn(τ)
|{X ⊂ J ∪K; |X| = d, (α+∆n, β +∆m)−
∑
x∈X
x = ((α′ +∆n)
σ, (β ′ +∆m)
τ )}|.
D’apre`s [4] 3.13.1, on a l’e´galite´
(3) rΛ(α
′, β ′) = vα,β(t)
−1
∑
d∈N
(−1)drdΛ(α
′, β ′)td,
ou` vα,β(t) est un certain polynoˆme non nul. On peut re´crire l’expression (2) sous la forme
(4) rdΛ(α
′, β ′) =
∑
σ∈Sn,τ∈Sm
sgn(σ)sgn(τ)
∑
XJ⊂J ;|XJ |≤d
|XK(XJ , σ, τ)|,
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ou`
XK(XJ , σ, τ) = {XK ⊂ K; |XK | = d− |XJ |,
(α +∆n, β +∆m)−
∑
x∈XK
x = ((α′ +∆n)
σ, (β ′ +∆m)
τ ) +
∑
x∈XJ
x}.
Introduisons le plus petit nombre k ∈ {0, ..., n} tel que (n − k, 0) ≤I ν0 et le plus
petit nombre h ∈ {0, ..., m} tel que (m − h, 1) ≤ ν0. Pour y = (y1, ..., yn) ∈ Z
n, on
pose y≤n−k = (y1, ..., yn−k) et y>n−k = (yn−k+1, ..., yn). Pour y ∈ Z
m, on de´finit de meˆme
y≤m−h et y>m−h. Pour y = (y
0, y1) ∈ Zn×Zm, on pose p≤(y) = (y
0
≤n−k, y
1
≤m−h) et p>(y) =
(y0>n−k, y
1
>m−h). Remarquons que, pour y ∈ K, on a p≤(y) = 0. Donc K s’identifie par
p> a` un sous-ensemble de Z
k × Zh. De plus, on a p>(α+∆n, β +∆m) = (∆k,∆h). Pour
J , σ et τ comme ci-dessus, l’ensemble XK(XJ , σ, τ) est donc vide si la condition
(5) p≤(α +∆n, β +∆m) = p≤(((α
′ +∆n)
σ, (β ′ +∆m)
τ ) +
∑
x∈XJ
x)
n’est pas ve´rifie´e. Si elle l’est, XK(XJ , σ, τ) s’identifie a` l’ensemble des XK ⊂ K tels que
|XK | = d− |XJ | et
(∆k,∆h)−
∑
x∈XK
x = p>(((α
′ +∆n)
σ, (β ′ +∆m)
τ ) +
∑
x∈XJ
x).
Notons S[XJ ] l’ensemble des (σ, τ) ∈ Sn ×Sm tels que (5) soit ve´rifie´e. Supposons que
(σ, τ) appartienne a` cet ensemble. Par cohe´rence avec ce qui pre´ce`de, un e´le´ment de Zk
sera note´ y = (yn−k+1, ..., yn). On note (Z
k)+ l’ensemble des y = (yn−k+1, ..., yn) ∈ Z
k tels
que yn−k+1 ≥ ... ≥ yn. Le groupe Sk agit sur Z
k. Comme pre´ce´demment, on note stab(y)
le fixateur dans ce groupe d’un e´le´ment y ∈ Zk. Tout e´le´ment y ∈ Zk s’e´crit y = zσ
′
pour
un unique e´le´ment z ∈ (Zk)+ et un e´le´ment σ′ ∈ Sk dont l’image dans stab(z)\Sk est
uniquement de´termine´e. De meˆmes de´finitions s’appliquent a` Zh. Alors XK(XJ , σ, τ) se
de´compose en la re´union sur les z ∈ (Zk)+, σ′ ∈ stab(z)\Sk, y ∈ (Z
h)+, τ ′ ∈ stab(y)\Sh
du sous-ensemble des XK ∈ XK(XJ , σ, τ) tels que
(6) (∆h,∆k)−
∑
x∈XK
x = (zσ
′
, yτ
′
).
Ce sous-ensemble est non vide seulement si
(7) (zσ
′
, yτ
′
) = p>(((α
′ +∆n)
σ, (β ′ +∆m)
τ ) +
∑
x∈XJ
x).
Cette condition ne de´pend pas de l’ensemble XK . Pour σ
′ ∈ Sk et τ
′ ∈ Sh, notons
Z(σ′, τ ′, σ, τ,XJ) l’ensemble des (z, y) ∈ (Z
k)+ × (Zh)+ qui ve´rifient (7). D’autre part,
pour (z, y) ∈ (Zk)+ × (Zh)+, σ′ ∈ Sk, τ
′ ∈ Sh et f ∈ N, notons XK(f, z, y, σ
′, τ ′)
l’ensemble des XK ⊂ K qui ve´rifient (6) et ont f e´le´ments. Si (z, y) 6∈ Z(σ
′, τ ′, σ, τ,XJ),
l’ensemble des XK ∈ XK(XJ , σ, τ) qui ve´rifient (6) est vide. Si (z, y) ∈ Z(σ
′, τ ′, σ, τ,XJ),
cet ensemble est e´gal a` XK(d − |XJ |, z, y, σ
′, τ ′). En rassemblant ces calculs, on obtient
la formule suivante
(8) rdΛ(α
′, β ′) =
∑
XJ⊂J,|XJ |≤d
∑
(σ,τ)∈S[XJ ]
sgn(σ)sgn(τ)
∑
σ′∈Sk,τ ′∈Sh
∑
(z,y)∈Z(σ′,τ ′,σ,τ,XJ )
|stab(z)|−1|stab(y)|−1|XK(d− |XJ |, z, y, σ
′, τ ′)|.
On plonge naturellement Sk dans Sn : le groupe Sk agit sur les k dernie`res coordonne´es.
De meˆme, on plonge Sh dans Sm. On s’aperc¸oit que l’action de Sk × Sh conserve
51
l’ensemble J . On en de´duit une action XJ 7→ X
σ′,τ ′
J sur l’ensemble des sous-ensembles
de XJ . La relation (7) e´quivaut a`
(z, y) = p>(((α
′ +∆n)
σσ′−1 , (β ′ +∆m)
ττ ′−1) +
∑
x∈Xσ
′−1,τ ′−1
J
x).
Autrement dit Z(σ′, τ ′, σ, τ,XJ) = Z(1, 1, σσ
′−1, ττ ′−1, Xσ
′−1,τ ′−1
J ). D’autre part, l’action
de Sk ×Sh ne change pas l’image d’un e´le´ment de Z
n × Zm par la projection p≤. Donc
(σ, τ) ∈ S[XJ ] si et seulement si (σσ
′−1, ττ ′−1) ∈ S[Xσ
′−1,τ ′−1
J ]. Dans la formule (8), on
intervertit les sommes en commenc¸ant par sommer en σ′, τ ′. On remplace ensuite XJ par
Xσ
′,τ ′
J et (σ, τ) par (σσ
′, ττ ′). Ceci fait apparaˆıtre des termes sgn(σ′)sgn(τ ′). On utilise
les proprie´te´s ci-dessus et on intervertit de nouveau les sommes. On obtient alors
(9) rdΛ(α
′, β ′) =
∑
XJ⊂J,|XJ |≤d
∑
(σ,τ)∈S[XJ ]
sgn(σ)sgn(τ)
∑
(z,y)∈Z(1,1,σ,τ,XJ)
|stab(z)|−1|stab(y)|−1
∑
σ′∈Sk ,τ ′∈Sh
sgn(σ′)sgn(τ ′)|XK(d− |XJ |, z, y, σ
′, τ ′)|.
Posons
vk(t) =
∏
i=1,...,k
1− ti
1− t
,
et de´finissons de meˆme vh(t). Notons cf le coefficient de t
f dans vh(t)vk(t). Montrons
que, pour f ∈ N et (z, y) ∈ (Zk)+ × (Zh)+, on a
(10)
∑
σ′∈Sk,τ ′∈Sh
sgn(σ′)sgn(τ ′)|XK(f, z, y, σ
′, τ ′)| =
{
0, si (z, y) 6= (∆k,∆h),
(−1)fcf , si (z, y) = (∆k,∆h).
En reprenant les de´finitions, on voit que la somme a` calculer est e´gale au produit de
(−1)f et du coefficient de X
zn−k+1
n−k+1 ...X
zn
n Y
ym−h+1
m−h+1 ...Y
ym
m t
f dans le polynoˆme
P (Xn−k+1, ..., Xn, t)Q(Ym−h+1, ..., Ym, t), ou`
P (Xn−k+1, ..., Xn, t) =
∑
σ′∈Sk
sgn(σ′)(
∏
i=n−k+1,...,n
Xk−1σ′(n−k+1)...Xσ′(n−1))
(
∏
n−k+1≤i<j≤n
(1− tXσ′(j)X
−1
σ′(i))),
Q(Ym−h+1, ..., Ym, t) =
∑
τ ′∈Sh
sgn(τ ′)(
∏
i=m−h+1,...,m
Y h−1τ ′(m−h+1)...Yτ ′(m−1))
(
∏
m−h+1≤i<j≤m
(1− tYτ ′(j)Y
−1
τ ′(i))).
On re´crit
P (Xn−k+1, ..., Xn, t) =
∑
σ′∈Sk
sgn(σ′)
∏
n−k+1≤i<j≤n
(Xσ′(i) − tXσ′(j)).
On sait que ∏
n−k+1≤i<j≤n
(Xσ′(i) −Xσ′(j)) = sgn(σ
′)
∏
n−k+1≤i<j≤n
(Xi −Xj).
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On a donc aussi
P (Xn−k+1, ..., Xn, t) = (
∏
n−k+1≤i<j≤n
(Xi −Xj))
∑
σ′∈Sk
∏
n−k+1≤i<j≤n
Xσ′(i) − tXσ′(j)
Xσ′(i) −Xσ′(j)
.
D’apre`s [3] III.(1.4), on a
P (Xn−k+1, ..., Xn, t) = vk(t)
∏
n−k+1≤i<j≤n
(Xi −Xj).
Puisque z appartient a` (Zk)+, il est bien connu que le coefficient de X
zn−k+1
n−k+1 ...X
zn
n dans
ce polynoˆme est nul sauf si z = ∆k, auquel cas ce coefficient vaut vk(t). Un meˆme calcul
s’applique a` Q(Ym−h+1, ..., Ym, t). La relation (10) s’ensuit.
On utilise (10) pour simplifier (9). Seul le couple (z, y) = (∆k,∆h) peut contribuer.
Pour ce couple, |stab(z)| = |stab(y)| = 1. Ce couple contribue si et seulement s’il appar-
tient a` Z(1, 1, σ, τ,XJ), autrement dit si
(∆k,∆h) = p>(((α
′ +∆n)
σ, (β ′ +∆m)
τ ) +
∑
x∈XJ
x).
Mais la conjonction de cette relation et de la condition que (σ, τ) appartienne a` S[XJ ],
c’est-a`-dire que la relation (5) soit ve´rifie´e, e´quivaut a` l’e´galite´
(11) (α +∆n, β +∆m) = ((α
′ +∆n)
σ, (β ′ +∆m)
τ ) +
∑
x∈XJ
x.
Pour tous σ ∈ Sn, τ ∈ Sm et f ∈ N, notons XJ(f, σ, τ) l’ensemble des sous-ensembles
XJ ⊂ J tels que |XJ | = f et (11) soit ve´rifie´e. On obtient
rdΛ(α
′, β ′) =
∑
σ∈Sn,τ∈Sm
sgn(σ)sgn(τ)
∑
f=0,...,d
(−1)d−fcd−f |XJ(f, σ, τ)|.
En reportant cette expression dans (3), on obtient
(12) rΛ(α
′, β ′) = vα,β(t)
−1vk(t)vh(t)
∑
f∈N
(−1)fsfΛ(α
′, β ′)tf ,
ou`
sfΛ(α
′, β ′) =
∑
σ∈Sn,τ∈Sm
sgn(σ)sgn(τ)|XJ(f, σ, τ)|.
La formule (12) est similaire a` (3), on s’est simplement de´barrasse´ de l’ensemble K.
5.4 Fin de la de´monstration de la proposition 5.2
A ce point, nous allons utiliser l’identification de I a` {1, ..., 2r+1} de´finie en 5.2 : on
identifie (j, 0) a` aj et (l, 1) a` bl. Cette identification induit un isomorphisme ι : R
n×Rm ≃
R2r+1. Les e´le´ments de Pn × Pm s’identifient ainsi a` des e´le´ments de R
2r+1. On note
Ia = {a1, ..., an} et Ib = {b1, ..., bm}. Introduisons le groupe G = GL(2r+1,C), son sous-
tore diagonal T et le groupe X∗(T ) de ses caracte`res alge´briques. On a naturellement
X∗(T )⊗ZR = R
2r+1. On note V = R2r+1 et (ǫi)i=1,...,2r+1 la base standard de cet espace.
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La de´composition {1, ..., 2r + 1} = Ia ⊔ Ib de´finit un sous-groupe de Levi semi-standard
M de G : les e´le´ments de M conservent les deux sous-espaces de C2r+1 engendre´s par
les ǫi pour i ∈ Ia, resp. i ∈ Ib. On introduit la chambre positive ferme´e C¯
+ associe´e au
sous-groupe de Borel triangulaire supe´rieur de G. Autrement dit C¯+ est l’ensemble des
x = (x1, ..., x2r+1) ∈ V tels que x1 ≥ ... ≥ x2r+1. NotonsW = S2r+1 le groupe de Weyl de
G relatif a` T etWM le groupe de Weyl deM . Via le plongement ι, le groupe Sn×Sm du
paragraphe pre´ce´dent s’identifie a` WM . Comme on le sait, pour tout x ∈ V , il existe un
unique e´le´ment de C¯+, que l’on note x+, de sorte qu’il existe w ∈ W tel que w(x) = x+.
On introduit l’ensemble Σ des racines ǫi−ǫj pour i 6= j et le sous-ensemble Σ
+ des racines
positives, c’est-a`-dire des ǫi−ǫj pour i < j. On note aussi Σ
M l’ensemble des racines dans
M , c’est-a`-dire les ǫi−ǫj pour i 6= j, i, j ∈ Ia ou i, j ∈ Ib. On pose Σ
M,+ = ΣM ∩Σ+. Pour
tout entier e ∈ N, posons δe = {(e−1)/2, (e−3)/2, ..., (1−e)/2) = [(e−1)/2, (1−e)/2]1.
L’e´le´ment δ2r+1 est e´gal a` la demi-somme des racines positives et ι(δn, δm) est e´gal a`
la demi-somme des racines dans ΣM,+. Nous noterons ces e´le´ments δ et δM . Posons
J = ι(J). On voit que J est un sous-ensemble de Σ+ − ΣM,+. On note z l’e´le´ment de
R2r+1 de´fini par
si k est pair, zi = n− 1 pour i ∈ Ia et zi = m pour i ∈ Ib ;
si k est impair, zi = n pour i ∈ Ia et zi = m− 1 pour i ∈ Ib.
Avec ces de´finitions, on voit que, pour (α′, β ′) ∈ Pn×Pm, ι(Λ
n,m
A,B;2(α
′, β ′)) = ι(α′, β ′)+
2δM + z et pΛn,mA,B;2(α
′, β ′) = ι(Λn,mA,B;2(α
′, β ′))+. Remarquons que l’ordre <I,α,β a e´te´
de´fini de sorte que ι(Λn,mA,B;2(α, β)) appartienne a` C¯
+, autrement dit Λ = pΛn,mA,B;2(α, β) =
ι(Λn,mA,B;2(α, β)). A ce point, on se rappelle l’hypothe`se que Λ est sans multiplicite´. Puisque
les termes de Λ sont des entiers, on a Λi ≥ Λi+1+1 pour tout i = 1, ..., 2r, ce qui entraˆıne
(1) Λ− ρ ∈ C¯+.
Soit (α′, β ′) ∈ Pn × Pm, supposons rΛ(α
′, β ′) 6= 0. D’apre`s 5.3(12), on peut fixer
σ ∈ Sn, τ ∈ Sm et XJ ⊂ J de sorte que 5.3(11) soit ve´rifie´e. On voit que, dans cette
relation, on peut aussi bien remplacer ∆n et ∆m par δn et δm car (∆n − δn,∆m − δm)
est fixe par σ × τ . En posant X = ι(XJ), v = ι(α, β), v
′ = ι(α′, β ′), et en notant wM
l’e´le´ment de WM auquel s’identifie σ × τ , cette relation s’e´crit
v′ + δM = wM(v + δM −
∑
x∈X
x).
Alors
ι(Λn,mA,B;2(α
′, β ′)) = v′+2δM+z = wM(v+δM−
∑
x∈X
x)+δM+z = wM(Λ−δM−z−
∑
x∈X
x)+δM+z.
L’e´le´ment z disparaˆıt de cette relation : il est central dans M et fixe par wM . Pour
de´montrer que pΛn,mA,B;2(α
′, β ′) ≤ Λ, cf. 5.3(1), on est ramene´ au proble`me suivant.
L’e´le´ment Λ ve´rifie (1). On se donne un sous-ensemble X ⊂ Σ+ − ΣM,+ et un e´le´ment
wM ∈ WM . On pose
Λ = wM(Λ− δM −
∑
x∈X
x) + δM
et on veut prouver
(2) Λ+ ≤ Λ.
On a
δ − δM =
1
2
∑
x∈Σ+−ΣM,+
x =
1
2
(
∑
x∈X
x+
∑
x∈Σ+−(ΣM,+∪X)
x).
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D’ou`
δM +
∑
x∈X
x = δ + µ,
ou`
(3) µ =
1
2
(
∑
x∈X
x−
∑
x∈Σ+−(ΣM,+∪X)
x).
On a
Λ = wM(Λ− δ − µ) + δM = wM(Λ− δ + µ′),
ou` µ′ = −µ+(wM)−1(δM). Par de´finition, l’e´le´ment Λ+ est insensible a` la transformation
de Λ par n’importe quel e´le´ment de W . Cela entraˆıne
Λ+ = (Λ− δ + µ′)+.
Notons +C¯ le coˆne ferme´ engendre´ par les e´le´ments de Σ+. Pour prouver (2), il suffit de
prouver que (Λ−δ+µ′)+ ∈ Λ−+C¯. Par de´finition, il existe w ∈ W tel que (Λ−δ+µ′)+ =
w(Λ− δ + µ′). D’ou`
(Λ−δ+µ′)+ = w(Λ−δ)+(Λ−δ)− (Λ−δ)+w(µ′) = Λ+w(Λ−δ)− (Λ−δ)+w(µ′)−δ.
Puisque Λ− δ ∈ C¯+, il est bien connu que w(Λ− δ)− (Λ− δ) appartient a` −+C¯. Il reste
a` prouver que w(µ′) − δ appartient aussi a` ce coˆne. Notons E l’ensemble des e´le´ments
de V qui s’e´crivent 1
2
(
∑
y∈Y y −
∑
y∈Σ+−Y y) pour un sous-ensemble Y ⊂ Σ
+ et notons
EM l’ensemble des e´le´ments de V qui s’e´crivent 1
2
(
∑
y∈Y y−
∑
y∈ΣM,+−Y y) pour un sous-
ensemble Y ⊂ ΣM,+. En utilisant (3), on voit que −µ + H ∈ E pour tout H ∈ EM .
D’autre part, E est conserve´ par l’action de W et EM l’est par celle de WM . Puisque δM
appartient a` EM , l’e´le´ment µ′ = −µ + (wM)−1(δM) appartient a` E et aussi w(µ′) ∈ E.
Mais on voit que H − δ appartient a` −+C¯ pour tout H ∈ E. En particulier w(µ′) − δ
appartient a` −+C¯, ce qui ache`ve la de´monstration. 
5.5 Un the´ore`me de maximalite´
The´ore`me. Soit (λ, ǫ) ∈ Psymp(2N). Supposons que λ n’a que des termes pairs. Alors
il existe un unique e´le´ment (λmax, ǫmax) ∈ Psymp(2N) ve´rifiant les proprie´te´s suivantes :
(i) mult(λ, ǫ;λmax, ǫmax) = 1 ;
(ii) pour tout e´le´ment (λ′, ǫ′) ∈ Psymp(2N) tel que mult(λ, ǫ;λ′, ǫ′) 6= 0, on a λ′ <
λmax ou (λ′, ǫ′) = (λmax, ǫmax).
Preuve. Posons k = k(λ, ǫ). Puisqu’on se pre´occupe de paires (λ′, ǫ′) telles que
mult(λ, ǫ;λ′, ǫ′) 6= 0, on peut se limiter au sous-ensemble Psymp(2N)k des e´le´ments (λ
′, ǫ′)
tels que k(λ′, ǫ′) = k. Montrons tout d’abord que, pour (λ′, ǫ′), (λ′′, ǫ′′) ∈ Psymp(2N)k,
on a l’e´quivalence
(1) λ′ ≤ λ′′ si et seulement si Aλ′,ǫ′ ⊔Bλ′,ǫ′ ≤ Aλ′′,ǫ′′ ⊔ Bλ′′,ǫ′′.
On applique a` λ′ la construction de Aλ′,ǫ′ et Bλ′,ǫ′ rappele´e en 5.1. Pour c ∈ {1, ..., 2r},
on a
Sc(λ
′) = Sc(λ
′ + [2r − 1, 0]1)− Sc([2r − 1, 0]1).
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On a de´compose´ λ′ + [2r − 1]1 en la re´union des 2zi et des 2z
′
i + 1 pour i = 1, ..., r. On
ve´rifie par re´currence les proprie´te´s suivantes :
pour c pair, les c plus grands termes de λ′ + [2r − 1]1 sont les 2zi et 2z
′
i + 1 pour
i = 1, ..., c/2, a` l’exception du cas ou` Sc(λ) est impair ; dans ce cas, λc est force´ment
impair, les c plus grands termes de λ′+ [2r− 1]1 sont les 2zi pour i = 1, ..., c/2− 1 et les
2z′i + 1 pour i = 1, ..., c/2 + 1 et on a z
′
c/2+1 = zc/2 ;
pour c impair, les c plus grands termes de λ′+[2r−1]1 sont les 2zi pour i = 1, ..., (c−
1)/2 et les 2z′i+1 pour i = 1, ..., (c+1)/2, a` l’exception du cas ou` Sc(λ) est impair ; dans
ce cas λc est force´ment impair, les c plus grands termes de λ
′+[2r−1]1 sont les 2zi pour
i = 1, ..., (c+ 1)/2 et les 2z′i + 1 pour i = 1, ..., (c− 1)/2 et on a z(c+1)/2 = z
′
(c+1)/2 + 1.
Posons c+ = c− = c/2 si c est pair, c+ = (c + 1)/2, c− = (c − 1)/2 si c est impair.
Posons aussi δc(λ
′) = 1 si Sc(λ) est impair. Les proprie´te´s ci-dessus entraˆınent que
Sc(λ
′ + [2r − 1, 0]1) = 2Sc+(z
′) + c+ + 2Sc−(z) + δc(λ
′).
On a
Sc+(z
′) = Sc+(A
♯
λ′)− Sc+([r + 1, 2]1),
Sc−(z) = Sc−(B
♯
λ′)− Sc−([r, 1]1).
D’ou`
Sc(λ
′) = 2Sc+(A
♯
λ′) + 2Sc−(B
♯
λ′) + δc(λ
′) + Cc,
ou` Cc est un nombre inde´pendant de λ
′. On ve´rifie qu’en notant a♯j et b
♯
j les termes de
A♯λ′ et B
♯
λ′ , on a
a♯1 ≥ b
♯
1 ≥ a
♯
2 ≥ ... ≥ a
♯
r ≥ b
♯
r ≥ a
♯
r+1.
Donc
Sc+(A
♯
λ′) + Sc−(B
♯
λ′) = Sc(A
♯
λ′ ⊔ B
♯
λ′).
D’apre`s les de´finitions, on a
A♯λ′ ⊔ B
♯
λ′ = Aλ′,ǫ′ ⊔ Bλ′,ǫ′.
D’ou`
(2) Sc(λ
′) = 2Sc(Aλ′,ǫ′ ⊔ Bλ′,ǫ′) + δc(λ
′) + Cc.
Supposons λ′ ≤ λ′′. Alors Sc(λ
′) ≤ Sc(λ
′′), d’ou`
Sc(Aλ′,ǫ′ ⊔Bλ′,ǫ′) ≤ Sc(Aλ′′,ǫ′′ ⊔Bλ′′,ǫ′′) + δc(λ
′′)/2− δc(λ
′)/2 ≤ Sc(Aλ′′,ǫ′′ ⊔Bλ′′,ǫ′′) + 1/2.
Puisque les sommes intervenant ici sont entie`res, on en de´duit
Sc(Aλ′,ǫ′ ⊔Bλ′,ǫ′) ≤ Sc(Aλ′′,ǫ′′ ⊔ Bλ′′,ǫ′′).
Cette ine´galite´ e´tant ve´rifie´e pour tout c = 1, ..., 2r, on conclut que Aλ′,ǫ′ ⊔ Bλ′,ǫ′ ≤
Aλ′′,ǫ′′ ⊔Bλ′′,ǫ′′. Inversement supposons ve´rifie´e cette dernie`re ine´galite´. Alors
Sc(Aλ′,ǫ′ ⊔Bλ′,ǫ′) ≤ Sc(Aλ′′,ǫ′′ ⊔ Bλ′′,ǫ′′).
Avec (2), on en de´duit
(3) Sc(λ
′) ≤ Sc(λ
′′) + δc(λ
′)− δc(λ
′′) ≤ Sc(λ
′′) + δc(λ
′).
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Si Sc(λ
′) est pair, δc(λ
′) = 0, d’ou` l’ine´galite´
(4) Sc(λ
′) ≤ Sc(λ
′′).
Supposons que Sc(λ
′) soit impair et que (4) ne soit pas ve´rifie´e. Alors (3) force l’e´galite´
Sc(λ
′) = Sc(λ
′′) + 1. Puisque λ′ est symplectique, le fait que Sc(λ
′) soit impair entraˆıne
que λc est impair, que λ
′
c = λ
′
c+1 et que Sc−1(λ
′) et Sc+1(λ
′) sont pairs. On peut appliquer
(4) pour c − 1 (dans le cas particulier c = 1, (4) est triviale pour c − 1 = 0). Puisque
Sc(λ
′) = Sc−1(λ
′)+λ′c et Sc(λ
′′) = Sc−1(λ
′′)+λ′′c , cette ine´galite´ (4) pour c−1 et l’e´galite´
Sc(λ
′) = Sc(λ
′′) + 1 entraˆınent λ′c ≥ λ
′′
c + 1. Puisque λ
′
c+1 = λ
′
c et λ
′′
c+1 ≤ λ
′′
c , on a aussi
λ′c+1 ≥ λ
′′
c+1 + 1. Alors l’e´galite´ Sc(λ
′) = Sc(λ
′′) + 1 entraˆıne
Sc+1(λ
′) = Sc(λ
′) + λ′c+1 ≥ Sc(λ
′′) + λ′′c+1 + 2 > Sc+1(λ
′′).
Puisque Sc+1(λ
′) est pair, les deux termes extreˆmes sont e´gaux d’apre`s (4) pour c + 1
(dans le cas particulier c = 2r,cette e´galite´ (4) pour c+1 est triviale). Cette contradiction
invalide notre hypothe`se, donc (4) est force´ment ve´rifie´e. Cette ine´galite´ e´tant maintenant
prouve´e pour tout c, on en de´duit λ′ ≤ λ′′, ce qui prouve (1).
Notons (α, β) ∈ P2(N − k(k + 1)/2) le couple correspondant a` (λ, ǫ). On conside`re
que α et β ont respectivement n et m termes comme en 5.2. La proposition 5.2 et la
relation (1) permettent de re´crire l’e´nonce´ sous la forme
il existe un unique couple (αmax, βmax) ∈ Pn × Pm ve´rifiant les conditions
(i) mult(<I,α,β;α, β;α
max, βmax) = 1 ;
(ii) pour tout couple (α′, β ′) ∈ Pn × Pm tel que mult(<I,α,β;α, β;α
′, β ′) 6= 0, on a
pΛn,mA,B;2(α
′, β ′) < pΛn,mA,B;2(α
max, βmax) ou (α′, β ′) = (αmax, βmax).
La proposition 4.1 entraˆıne que ceci est ve´rifie´ si et seulement si l’ensemble PA,B;2(<I,α,β
;α, β) a un unique e´le´ment et, dans ce cas, (αmax, βmax) est cet unique e´le´ment (comme on
l’a dit plus haut, on a glisse´ l’ordre <I,α,β dans la notation). Pour prouver cette assertion,
ge´ne´ralisons un peu les hypothe`ses. On conside`re des entiers n,m ∈ N et des partitions
α ∈ Pn, β ∈ Pm. On fixe des entiers A,B tels que A ≥ 2(n−1) et B ≥ 2(m−1), on de´finit
la partition pΛn,mA,B;2(α, β) et on suppose que cette suite est sans multiplicite´s. On de´finit
l’ordre <I,A,B,α,β sur l’ensemble d’indices I = ({1, ..., n}× {0})∪ ({1, ..., m}× {1}) de la
fac¸on suivante : pour i ∈ {1, ..., n} et j ∈ {1, ..., m}, on a (i, 0) <I,A,B,α,β (j, 1) si et seule-
ment si αi+A+2−2i > βj+B+2−2j. On veut alors prouver que PA,B;2(<I,A,B,α,β;α, β)
a un unique e´le´ment.
Remarque. Les hypothe`ses que l’on vient de poser sont bien ve´rifie´es dans la situa-
tion pre´ce´dente, A et B e´tant de´finis comme en 5.2. En particulier, l’ordre <I,α,β co¨ıncide
par de´finition avec l’ordre <I,A,B,α,β.
Si n = 0 ou m = 0, la conclusion est triviale puisque P (α, β) n’a qu’un e´le´ment. On
suppose n ≥ 1, m ≥ 1. Pour simplifier, on note <I l’ordre <I,A,B,α,β. On ne perd rien
a` supposer que (1, 0) <I (1, 1). On a alors α1 + A > β1 + B ≥ B et le proce´de´ (a) est
l’unique proce´de´ autorise´ pour construire les e´le´ments de PA,B;2(<I ;α, β). Ce proce´de´
construit un e´le´ment ν1 et des partitions (α
′, β ′) ∈ Pn′ × Pm′ . De l’ordre <I sur I se
de´duit un ordre sur l’ensemble d’indices I ′ = ({1, ..., n′} × {0}) ∪ ({1, ..., m′} × {1}),
cf. 1.2, notons-le <I′. Alors le proce´de´ (a) de´finit une bijection entre PA,B;2(<I ;α, β) et
PA−2,B;2(<I′;α
′, β ′) et il faut de´montrer que ce dernier ensemble n’a qu’un e´le´ment. De
nouveau, c’est trivial si n′ = 0 ou m′ = 0. On suppose n′ ≥ 1, m′ ≥ 1. En raisonnant
par re´currence, il suffit de prouver que les donne´es (α′, β ′), A− 2, B ve´rifient les meˆmes
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hypothe`ses que (α, β), A et B et que l’ordre <I′ sur I
′ co¨ıncide avec l’ordre <I′,A−2,B,α′,β′.
Rappelons que l’e´le´ment ν1 est de la forme αa1 + βb1 + αa2 + βb2 + ... ou` a1 = b1 = 1,
a2 est le plus petit i ∈ {1, ..., n} tel que (b1, 1) <I (i, 0) si un tel e´le´ment existe, b2 est le
plus petit j ∈ {1, ..., m} tel que (a2, 0) <I (j, 1) si un tel e´le´ment existe etc... Les derniers
e´le´ments de ν1 peuvent eˆtre ... + αat + βbt ou ... + αat + βbt + αat+1 . Dans le premier
cas, on pose T = t ; dans le second, on pose T = t + 1. La partition α′ est forme´e des
termes αa1+1, ..., αa2−1, αa2+1, ..., αa3−1,..., que l’on re´indexe en α
′
1, ..., α
′
n′. On en de´duit
la formule suivante. Pour i ∈ {1, ..., n′}, notons k(i) le plus grand entier k ∈ {1, ..., T}
tel que ak−k < i. Alors α
′
i = αi+k(i). Remarquons que l’on a ak(i) < i+k(i). Si k(i) < T ,
on a aussi i + k(i) < ak(i)+1 (sinon, on aurait ak(i)+1 − k(i) − 1 < i, contredisant la
maximalite´ de k(i)). De la meˆme fac¸on, pour j ∈ {1, ..., m′}, notons h(j) le plus grand
entier h ∈ {1, ..., t} tel que bh − h < j. Alors β
′
j = βj+h(j). On a bh(j) < j + h(j). Si
h(j) < t, on a j + h(j) < bh(j)+1. Soient i ∈ {1, ..., n
′} et j ∈ {1, ..., m′}. Montrons que
(5) les conditions (i+k(i), 0) <I (j+h(j), 1) et k(i) ≤ h(j) sont e´quivalentes ; si elles
sont ve´rifie´es, on a k(i) ≤ t et (i+ k(i), 0) <I (bk(i), 1) ;
(6) les conditions (j+h(j), 1) <I (i+k(i), 0) et h(j) < k(i) sont e´quivalentes ; si elles
sont ve´rifie´es, on a h(j) + 1 ≤ T et (j + h(j), 1) <I (ah(j)+1, 0).
Supposons (i+k(i), 0) <I (j+h(j), 1). Puisque ak(i) < i+k(i), on a aussi (ak(i), 0) <I
(j + h(j), 1). Ainsi j + h(j) est un e´le´ment l de {1, ..., m} tel que (ak(i), 0) <I (l, 1).
L’existence d’un tel e´le´ment implique que bk(i) existe et bk(i) est le plus petit l ve´rifiant
cette condition. Cela entraˆıne que k(i) ≤ t et que bk(i) ≤ j+h(j). Si h(j) = t, on a k(i) ≤
t = h(j). Si h(j) < t, on a vu que j + h(j) < bh(j)+1. Alors bk(i) < bh(j)+1, ce qui entraˆıne
encore k(i) ≤ h(j). Enfin, si on avait (bk(i), 1) <I (i + k(i), 0), cela entraˆınerait pour la
meˆme raison que ci-dessus l’existence de l’entier ak(i)+1 et on aurait ak(i)+1 ≤ i+k(i). On a
vu que l’on avait au contraire i+k(i) < ak(i)+1. Cela de´montre que (i+k(i), 0) <I (bk(i), 1).
On a ainsi de´montre´ la deuxie`me assertion de (5) et un sens de l’e´quivalence de la premie`re
assertion. Remarquons que les premie`res assertions de (5) et (6) sont les ne´gatives l’une
de l’autre. Pour de´montrer comple`tement ces premie`res assertions, il suffit de prouver le
meˆme sens de celle de (6). Supposons donc (j+h(j), 1) <I (i+k(i), 0). Comme ci-dessus,
cela implique (bh(j), 1) <I (i+ k(i), 0), puis que ah(j)+1 existe, donc h(j) + 1 ≤ T , et que
ah(j)+1 ≤ i+ k(i). Si k(i) = T , on a h(j) < h(j)+ 1 ≤ T = k(i). Si k(i) < T , on a vu que
i + k(i) < ak(i)+1. D’ou` aussi ah(j)+1 < ak(i)+1 puis h(j) < k(i). Cela de´montre le sens
voulu de la premie`re assertion de (6). Enfin, si on avait (ah(j)+1, 0) <I (j + h(j), 1), cela
entraˆınerait comme ci-dessus l’existence de bh(j)+1 et on aurait bh(j)+1 ≤ j + h(j), alors
que l’on au contraire j + h(j) < bh(j)+1. Cela ache`ve la de´monstration de (5) et (6).
Montrons maintenant que
(7) les conditions (i+ k(i), 0) <I (j + h(j), 1) et α
′
i + A− 2i > β
′
j +B + 2− 2j sont
e´quivalentes ;
(8) les conditions (j + h(j), 1) <I (i+ k(i), 0) et β
′
j +B + 2− 2j > α
′
i + A− 2i sont
e´quivalentes.
De nouveau, il suffit de de´montrer le sens ”implique” des deux assertions. Supposons
(i + k(i), 0) <I (j + h(j), 1). D’apre`s (5), on a k(i) ≤ t et (i + k(i), 0) <I (bk(i), 1). Par
de´finition de l’ordre <I , c’est-a`-dire de <I,A,B,α,β, on a
(9) αi+k(i) + A + 2− 2i− 2k(i) > βbk(i) +B + 2− 2bk(i).
On a aussi k(i) ≤ h(j) donc βbk(i) ≥ βbh(j) . D’ou`
βbk(i) +B + 2− 2bk(i) ≥ (βbh(j) +B + 2− 2bh(j)) + 2bh(j) − 2bk(i).
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Puisque bh(j) < j + h(j), on a
βbh(j) +B + 2− 2bh(j) ≥ 2 + βj+h(j) +B + 2− 2j − 2h(j).
Puisque la suite bl est strictement croissante, on a aussi bh(j) − bk(i) ≥ h(j) − k(i). On
obtient alors
βbk(i)+B+2−2bk(i) ≥ 2+βj+h(j)+B+2−2j−2h(j)+2h(j)−2k(i) = 2+βj+h(j)+B+2−2j−2k(i).
Avec (9), cela entraˆıne
αi+k(i) + A− 2i > βj+h(j) +B + 2− 2j.
Le membre de gauche est α′i+A−2i, celui de droite est β
′
j+B+2−2j, ce qui de´montre
le sens voulu de (7). Supposons maintenant (j + h(j), 1) <I (i+ k(i), 0). D’apre`s (6), on
a h(j) + 1 ≤ T et (j + h(j), 1) <I (ah(j)+1, 0). Par de´finition de l’ordre <I , on a donc
(10) βj+h(j) +B + 2− 2j − 2h(j) > αah(j)+1 + A+ 2− 2ah(j)+1.
On a aussi h(j) + 1 ≤ k(i) donc αah(j)+1 ≥ αak(i) . D’ou`
αah(j)+1 + A+ 2− 2ah(j)+1 ≥ αak(i) + A+ 2− 2ak(i) + 2ak(i) − 2ah(j)+1.
Puisque ak(i) < i+ k(i), on a
αak(i) + A+ 2− 2ak(i) ≥ 2 + αi+k(i) + A+ 2− 2i− 2k(i).
Puisque la suite al est strictement croissante, on a aussi ak(i)− ah(j)+1 ≥ k(i)− h(j)− 1.
D’ou`
αah(j)+1+A+2−2ah(j)+1 ≥ 2+αi+k(i)+A+2−2i−2k(i)+2k(i)−2h(j)−2 = 2+αi+k(i)+A−2i−2h(j).
Avec (10), cela entraˆıne
βj+h(j) +B + 2− 2j > 2 + αi+k(i) + A− 2i.
Le membre de gauche est e´gal a` β ′j+B+2−2j. Celui de droite est e´gal a` 2+α
′
i+A−2i,
ce qui de´montre une ine´galite´ plus forte que la conclusion de (8). Cela ache`ve la preuve
de (7) et (8).
Remarque. Comme on vient de le dire, nous avons en fait de´montre´ une assertion
plus forte que (8), a` savoir
(11) les trois conditions (j + h(j), 1) <I (i+ k(i), 0), β
′
j + B + 2 − 2j > α
′
i + A− 2i
et β ′j +B + 2− 2j > 2 + α
′
i + A− 2i sont e´quivalentes.
Nous l’utiliserons dans le paragraphe suivant.
L’une ou l’autre des conditions (i + k(i), 0) <I (j + h(j), 1) ou (j + h(j), 1) <I
(i + k(i), 0) est ve´rifie´e. Alors (7) et (8) entraˆınent que α′i + A − 2i 6= β
′
j + B + 2 − 2j.
Donc la suite pΛn
′,m′
A−2,B;2(α
′, β ′) est sans multiplicite´s. Par de´finition de l’ordre <I′, on a
i <I′ j si et seulement si (i+k(i), 0) <I (j+h(j), 1). Par de´finition de l’ordre<I′,A−2,B,α′,β′,
on a i <I′,A−2,B,α′,β′ j si et seulement si α
′
i + A − 2i > β
′
j + B + 2 − 2j. L’assertion (7)
implique que les deux ordres sont e´gaux. Cela ve´rifie les hypothe`ses de re´currence, donc
PA−2,B;2(<I′, α
′, β ′) n’a qu’un e´le´ment, ce qui ache`ve la de´monstration. 
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5.6 Tensorisation par le caracte`re signature
Soit (λ, ǫ) ∈ Psymp(2N). Posons k = k(λ, ǫ). Il existe un unique e´le´ment dePsymp(2N),
que nous notons (sλ, sǫ) tel que k(sλ, sǫ) = k et ρ(sλ, sǫ) = sgn⊗ ρ(λ, ǫ).
Remarque. Nous adoptons cette notation faute de mieux. Elle n’est pas tre`s bonne
car sλ ne de´pend pas seulement de λ et sǫ ne de´pend pas seulement de ǫ : ils de´pendent
tous deux du couple (λ, ǫ).
On fixe r assez grand et on pose A = 2r+ k et B = 2r− 1− k comme en 5.2. Posons
n = A+1, m = B+1. Notons (α, β) ∈ P2(N−k(k+1)/2) le couple parame´trant ρλ,ǫ. On
peut conside´rer que α a n termes et que β en a m. On peut alors de´finir les suites de re´els
Uλ,ǫ = α + [A/2, 0]1/2, Vλ,ǫ = β + [B/2, 0]1/2 (on rappelle que [A/2, 0]1/2 = {A/2, A/2 −
1/2, ..., 1/2, 0}). Pour toute suite de re´els µ = (µ1, ..., µt), posons 2µ = (2µ1, ..., 2µt) et
µ2 = (µ1, µ1, µ2, µ2, ..., µt−1, µt−1, µt, µt).
Lemme. On a l’e´galite´
2Uλ,ǫ ⊔ 2Vλ,ǫ =
t(sλ) + ([2r, 0]1 ⊔ [2r − 1, 0]1).
Preuve. On aura besoin de la proprie´te´ suivante. Soient µ une partition et u, v ∈ N.
En supposant que u et v sont assez grands, on conside`re que µ a u+ 1 termes et que la
partition transpose´e tµ en a v + 1. On de´finit X = µ+ [u, 0]1 et Y =
tµ+ [v, 0]1. Posons
Y˜ = {u+ v + 1− y; y ∈ Y }. Alors
(1) X ⊔ Y˜ = [u+ v + 1, 0]1.
Preuve. On ve´rifie que Y˜ est contenu dans [u + v + 1, 0]1. Il en est de meˆme de
X . Les partitions des deux membres de (1) ont le meˆme nombre d’e´le´ments. Il suffit
donc de prouver que X et Y˜ n’ont pas d’e´le´ments communs. Les e´le´ments de X sont les
µi+u+1− i pour i = 1, ..., u+1. Ceux de Y sont les
tµj+ v+1− j pour j = 1, ..., v+1,
ceux de Y˜ sont les u + j − tµj. Il faut donc prouver que µi +
tµj 6= i + j − 1. On voit
que tµj est le plus grand k ∈ {0, .., u + 1} tel que µk ≥ j, avec la convention µ0 = ∞.
Si µi ≥ j, on a donc
tµj ≥ i et µi +
tµj 6= i + j − 1. Si µi < j, on a
tµj < i et encore
µi +
tµj 6= i+ j − 1. Cela prouve (1).
Posons X = (tβ)2 + [A, 0]1, Y = (
tα)2 + [B, 0]1, X˜ = {A + B + 1 − x; x ∈ X},
Y˜ = {A+B + 1− y; y ∈ Y }. On sait que pour toute partition µ, on a t(2µ) = (tµ)2. En
appliquant (1), on voit que
2Uλ,ǫ ⊔ Y˜ = [A+B + 1, 0]1,
2Vλ,ǫ ⊔ X˜ = [A+B + 1, 0]1.
On a aussi A +B + 1 = 4r. D’ou`
(2) 2Uλ,ǫ ⊔ 2Vλ,ǫ ⊔ X˜ ⊔ Y˜ = [4r, 0]
2
1.
Posons ηA = 0, ηB = 1 si k est pair et ηA = 1, ηB = 0 si k est impair (rappelons que A
et k sont de meˆme parite´ tandis que B et k sont de parite´ oppose´e). Par construction,
X = (tβ+ [A, ηA]2)⊔ (
tβ+ [A− 1, 1− ηA]2), Y = (
tα+ [B, ηB]2)⊔ (
tα+ [B− 1, 1− ηB]2).
En posant
Λtβ,tα = Atβ,tα ⊔ Btβ,tα = (
tβ + [A, ηA]2) ⊔ (
tα + [B, ηB]2)
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et en notant Λ−tβ,tα la partition forme´e des x− 1 pour x ∈ Λtβ,tα, x 6= 0, on obtient
X ⊔ Y = Λtβ,tα ⊔ Λ
−
tβ,tα.
Le couple (α, β) parame`tre la repre´sentation ρλ,ǫ et (
tβ, tα) parame`tre la repre´sentation
sgn⊗ ρλ,ǫ. Autrement dit, (
tβ, tα) est le couple associe´ a` (sλ, sǫ). Pour simplifier, posons
(µ, τ) = (sλ, sǫ). On a donc Λtβ,tα = Λµ,τ , ou` Λµ,τ = Aµ,τ ⊔ Bµ,τ . D’ou`, en de´finissant
Λ−µ,τ comme ci-dessus,
(3) X ⊔ Y = Λµ,τ ⊔ Λ
−
µ,τ .
Introduisons les partitions µ′ et µ′′ de´finies par µ′j = [µj/2] pour j = 1, ..., 2r + 1,
µ′′j = [(µj + 1)/2] pour j = 1, ..., 2r. Montrons que
(4) Λµ,τ ⊔ Λ
−
µ,τ = (µ
′ + [2r, 0]1) ⊔ (µ
′′ + [2r − 1, 0]1).
On a Λµ,τ = Aµ,τ ⊔Bµ,τ = A
♯
µ⊔B
♯
µ et ce dernier terme est calcule´ par les formules (1)(a)
et (1)(b) de 5.1. Pour un indice j = 1, ..., 2r tel que µj est pair, µj contribue a` Λµ,τ par
un terme µj/2 + 2r + 1 − j, donc a` Λµ,τ ⊔ Λ
−
µ,τ par deux termes µj/2 + 2r + 1 − j et
µj/2+2r−j. Mais le premier, resp. le second, est la contribution de l’indice j a` µ
′+[2r, 0]1,
resp. µ′′ + [2r − 1, 0]1. Conside´rons la contribution des termes impairs de µ. Puisque µ
est symplectique, on peut les regrouper par paires de termes e´gaux. Conside´rons donc un
couple de termes impairs de la forme µ2j−1 = µ2j . Ils contribuent a` Λµ,τ par les termes A
♯
µ,j
et B♯µ,j , tous deux e´gaux a` (µ2j+1)/2+2r+1−2j. Ils contribuent a` Λµ,τ⊔Λ
−
µ,τ par quatre
termes : deux fois (µ2j+1)/2+2r+1−2j et deux fois (µ2j−1)/2+2r+1−2j. Les indices
2j−1, 2j contribuent a` µ′+[2r, 0]1 par (µ2j+1)/2+2r+1−2j et (µ2j−1)/2+2r+1−2j. Ils
contribuent a` µ′′+[2r−1, 0]1 par les meˆmes termes. Les contributions aux deux membres
de (4) sont donc les meˆmes. Conside´rons maintenant un couple de termes impairs de la
forme µ2j = µ2j+1. Ils contribuent a` Λµ,τ par les termes A
♯
µ,j+1 et B
♯
µ,j, tous deux e´gaux
a` (µ2j + 1)/2 + 2r − 2j. Ils contribuent a` Λµ,τ ⊔ Λ
−
µ,τ par quatre termes : deux fois
(µ2j +1)/2+2r− 2j et deux fois (µ2j − 1)/2+2r− 2j. Les indices 2j, 2j+1 contribuent
a` µ′ + [2r, 0]1 par (µ2j + 1)/2 + 2r − 2j et (µ2j − 1)/2 + 2r − 2j et ils contribuent a`
µ′′ + [2r− 1, 0]1 par les meˆmes termes. Les contributions aux deux membres de (4) sont
encore une fois les meˆmes. Enfin, l’indice 2r + 1 contribue a` Λµ,τ par A
♯
µ,r+1 = 0, qui
disparaˆıt dans Λ−µ,τ . De meˆme, cet indice contribue a` µ
′ + [2r, 0]1 par 0 et ne contribue
pas a` µ′′ + [2r − 1, 0]1. Cela prouve (4).
Par de´finition, X˜ ⊔ Y˜ est la famille des 4r − x pour x ∈ X ⊔ Y . D’apre`s (3) et
(4), c’est donc la re´union de F˜ ′ = {4r − x; x ∈ µ′ + [2r, 0]1} et de F˜
′′ = {4r − x; x ∈
µ′′ + [2r − 1, 0]1}. En posant E
′ = tµ′ + [2r − 1, 0]1 et E
′′ = tµ′′ + [2r, 0]1, (1) implique
que E ′ ⊔ F˜ ′ = [4r, 0]1 = E
′′ ⊔ F˜ ′. D’ou`
E ′ ⊔ E ′′ ⊔ X˜ ⊔ Y˜ = [4r, 0]21.
Avec (2), on obtient
(5) 2Uλ,ǫ ⊔ 2Vλ,ǫ = E
′ ⊔ E ′′.
Montrons que
(6) pour tout j = 1, ..., 2r, on a tµ′′j ≥
tµ′j ≥
tµ′′j+1.
On rappelle que, pour toute partition ν, tνj est le nombre d’indices h tels que νh ≥ j.
Si µ′h = [µh/2] ≥ j, on a aussi µ
′′
h = [(µh + 1)/2] ≥ j, d’ou`
tµ′j ≤
tµ′′j. Si µ
′′
h =
[(µh + 1)/2] ≥ j + 1, on a aussi µ
′
h = [µh/2] ≥ j, d’ou`
tµ′′j+1 ≤
tµ′j. Cela prouve (6).
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Il re´sulte de (6) que
tµ′ ⊔ tµ′′ = (tµ′′1,
tµ′1,
tµ′′2,
tµ′2, ...,
tµ′′2r,
tµ′2r,
tµ′′2r+1).
Ecrivons E ′ = (e′1, ..., e
′
2r), E
′′ = (e′′1, ..., e
′′
r+1). Il resulte de (6) que l’on a aussi e
′′
j > e
′
j ≥
e′′j+1, donc
E ′ ⊔ E ′′ = (e′′1, e
′
1, e
′′
2, e
′
2, ..., e
′′
2r, e
′
2r, e
′′
2r+1)
= (tµ′′1 + 2r,
tµ′1 + 2r − 1,
tµ′′2 + 2r − 1,
tµ′2 + 2r − 2, ...,
tµ′′2r + 1,
tµ′2r,
tµ′′2r+1)
= (tµ′ ⊔ tµ′′) + ([2r, 0]1 ⊔ [2r − 1, 0]1).
On sait que la transposition des partitions e´change la somme et la re´union. Donc (tµ′ ⊔
tµ′′) = t(µ′ + µ′′). Mais, par de´finition, µ′ + µ′′ = µ. D’ou`
E ′ ⊔ E ′′ = tµ+ ([2r, 0]1 ⊔ [2r − 1, 0]1).
Avec (5), on obtient l’e´nonce´. 
5.7 Un the´ore`me de minimalite´
The´ore`me. Soit (λ, ǫ) ∈ Psymp(2N). Supposons que λ n’a que des termes pairs. Alors
il existe un unique e´le´ment (λmin, ǫmin) ∈ Psymp(2N) ve´rifiant les proprie´te´s suivantes :
(i) mult(λ, ǫ; sλmin, sǫmin) = 1 ;
(ii) pour tout e´le´ment (λ′, ǫ′) ∈ Psymp(2N) tel que mult(λ, ǫ; sλ′, sǫ′) 6= 0, on a
λmin < λ′ ou (λ′, ǫ′) = (λmin, ǫmin).
De plus, on a (sλmin, sǫmin) = (λmax, ǫmax).
Preuve. On pose k = k(λ, ǫ). De nouveau, seuls interviennent les couples (λ′, ǫ′) tels
que k(λ′, ǫ′) = k, c’est-a`-dire les e´le´ments de Psymp(2N)k. On fixe r assez grand et
on pose A = 2r + k et B = 2r − 1 − k comme en 5.2. Pour (λ′, ǫ′) ∈ Psymp(2N)k,
on a de´fini dans le paragraphe pre´ce´dent les suites Uλ′,ǫ′ et Vλ′,ǫ′. Montrons que, pour
(λ′, ǫ′), (λ′′, ǫ′′) ∈ Psymp(2N)k, on a l’e´quivalence
(1) sλ′ ≤ sλ′′ si et seulement si Uλ′′,ǫ′′ ⊔ Vλ′′,ǫ′′ ≤ Uλ′,ǫ′ ⊔ Vλ′,ǫ′.
Evidemment Uλ′′,ǫ′′⊔Vλ′′,ǫ′′ ≤ Uλ′,ǫ′⊔Vλ′,ǫ′ e´quivaut a` 2Uλ′′,ǫ′′⊔2Vλ′′,ǫ′′ ≤ 2Uλ′,ǫ′⊔2Vλ′,ǫ′.
D’apre`s le lemme 5.6, cela e´quivaut a` t(sλ′′) ≤ t(sλ′). On sait bien que la transposition
dans P(2N) est de´croissante. La condition pre´ce´dente e´quivaut donc a` sλ′ ≤ sλ′′. Cela
prouve (1).
On peut modifier le´ge`rement l’assertion (1). On note (α′, β ′) et (α′′, β ′′) les e´le´ments
de P2(N − k(k + 1)/2) correspondant a` (λ
′, ǫ′) et (λ′′, ǫ′′). On a de´fini en 5.2 les entiers
n = r + [k/2] + 1 et m = r − [k/2]. En 5.6, on a pose´ n = 2r + k + 1 et m = 2r − k.
Puisqu’on suppose r grand, on a n ≥ n et m ≥ m. On a conside´re´ en 5.6 que α′ et β ′
avaient respectivement n et m termes. Mais, d’apre`s la construction de 5.1, α′, resp. β ′, a
au plus n, resp. m, termes non nuls. En conside´rant maintenant que α′ ∈ Pn et β
′ ∈ Pm,
on a
Uλ′,ǫ′ = (α
′ + [A/2, (A+ 1− n)/2]1/2) ⊔ [(A− n)/2, 0]1/2,
Vλ′,ǫ′ = (β
′ + [B/2, (B + 1−m)/2]1/2) ⊔ [(B −m)/2, 0]1/2.
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Evidemment, l’ine´galite´ Uλ′′,ǫ′′ ⊔ Vλ′′,ǫ′′ ≤ Uλ′,ǫ′ ⊔ Vλ′,ǫ′ e´quivaut a`
(α′′ + [A/2, (A+ 1− n)/2]1/2) ⊔ (β
′′ + [B/2, (B + 1−m)/2]1/2) ≤
(α′ + [A/2, (A+ 1− n)/2]1/2) ⊔ (β
′ + [B/2, (B + 1−m)/2]1/2).
Remarquons que
(α′ + [A/2, (A+ 1− n)/2]1/2) ⊔ (β
′ + [B/2, (B + 1−m)/2]1/2) = pΛ
n,m
A/2,B/2;1/2(α
′, β ′).
On a donc
(2) sλ′ ≤ sλ′′ si et seulement si pΛn,mA/2,B/2;1/2(α
′′, β ′′) ≤ pΛn,mA/2,B/2;1/2(α
′, β ′).
On peut reformuler la premie`re assertion de l’e´nonce´ sous la forme
il existe un unique e´le´ment (λ, ǫ) ∈ Psymp(2N)k ve´rifiant les proprie´te´s
(i) mult(λ, ǫ;λ, ǫ) = 1 ;
(ii) pour tout (λ′, ǫ′) ∈ Psymp(2N)k tel que mult(λ, ǫ;λ
′, ǫ′) 6= 0, on a sλ < sλ′ ou
(λ′, ǫ′) = (λ, ǫ).
Le couple (λmin, ǫmin) de l’e´nonce´ est alors (sλ, sǫ). La dernie`re assertion de l’e´nonce´
affirme que (λ, ǫ) = (λmax, ǫmax).
L’assertion (2) et la proposition 5.2 permet de reformuler les assertions ci-dessus sous
la forme suivante :
il existe un unique couple (α, β) ∈ Pn ×Pm ve´rifiant les conditions
(i) mult(<I,α,β;α, β;α, β) = 1 ;
(ii) pour tout couple (α′, β ′) ∈ Pn × Pm tel que mult(<I,α,β;α, β;α
′, β ′) 6= 0, on a
pΛn,mA/2,B/2;1/2(α
′, β ′) < pΛn,mA/2,B/2;1/2(α, β) ou (α
′, β ′) = (α, β).
La proposition 4.1 entraˆıne que ceci est ve´rifie´ si et seulement si l’ensemble PA/2,B/2;1/2(<I,α,β
;α, β) a un unique e´le´ment et, dans ce cas, (α, β) est cet unique e´le´ment. On veut de
plus prouver que cet e´le´ment est e´gal a` l’e´le´ment (αmax, βmax) parame´trant (λmax, ǫmax).
Dans la preuve du the´ore`me 5.5, on a vu que (αmax, βmax) e´tait l’unique e´le´ment de
PA,B;2(<I,α,β;α, β). Il nous suffit donc de prouver que
(3) PA/2,B/2;1/2(<I,α,β;α, β) = PA,B;2(<I,α,β;α, β).
Pour prouver cette assertion, ge´ne´ralisons un peu les hypothe`ses. On conside`re des
entiers n,m ∈ N et des partitions α ∈ Pn, β ∈ Pm. On fixe des entiers A,B tels que
A ≥ 2(n − 1) et B ≥ 2(m − 1), on de´finit la partition pΛn,mA,B;2(α, β) et on suppose que
cette suite est sans multiplicite´s. On de´finit l’ordre <I,A,B,α,β sur l’ensemble d’indices
I = ({1, ..., n} × {0}) ∪ ({1, ..., m} × {1}) de la fac¸on suivante : pour i ∈ {1, ..., n} et
j ∈ {1, ..., m}, on a (i, 0) <I,A,B,α,β (j, 1) si et seulement si αi+A+2−2i > βj+B+2−2j.
On fixe des entiers e, f ∈ N et on pose les hypothe`ses suivantes, pour tout i ∈ {1, ..., n}
et j ∈ {1, ..., m} :
(4) si (i, 0) <I,A,B,α,β (j, 1), alors αi + A+ 2− 2i ≥ 2f + 1 + βj +B + 2− 2j ;
(5) si (j, 1) <I,A,B,α,β (i, 0), alors βj +B + 2− 2j ≥ 2e+ 1 + αi + A+ 2− 2i.
Sous ces hypothe`ses, on va prouver que
(6) P(A+e)/2,(B+f)/2;1/2(<I,A,B,α,β;α, β) = PA,B;2(<I,A,Bα,β;α, β).
Remarque. Dans la situation qui nous inte´resse, les hypothe`ses ci-dessus sont ve´rifie´es
pour e = f = 0 (les conditions (4) et (5) sont alors tautologiques par de´finition de l’ordre
<I,A,B,α,β. La conclusion (6) co¨ıncide avec (3).
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Si n = 0 ou m = 0, la conclusion est triviale puisque P (α, β) n’a qu’un e´le´ment. On
suppose n ≥ 1 et m ≥ 1 et on note simplement <I l’ordre <I,A,B,α,β. On ne perd rien a`
supposer que (1, 0) <I (1, 1). On reprend les notations de la preuve de 5.5. Le proce´de´ (a)
est le seul autorise´ pour construire les e´le´ments de PA,B;2(<I ;α, β). Ce proce´de´ construit
un e´le´ment ν1 et des partitions (α
′, β ′) ∈ Pn′ × Pm′ . L’ordre <I induit un ordre <I′ sur
l’ensemble d’indices I ′ = ({1, ..., n′}×{0})∪({1, ..., m′}×{1}). Les e´le´ments de PA,B;2(<I
;α, β) sont les ({ν1} ⊔ ν
′ ⊔ {0n−n
′−1}, µ′ ⊔ {0m−m
′
}), pour (ν ′, µ′) ∈ PA−2,B;2(<I′, α
′, β ′).
Montrons que le proce´de´ (a) est aussi le seul autorise´ pour construire les e´le´ments de
P(A+e)/2,(B+f)/2;1/2(<I , α, β), autrement dit que l’on a α1+(A+e)/2 > (B+f)/2. Il suffit
de prouver que α1 > (B − A + f)/2. C’est automatique si B − A + f < 0. Supposons
B − A+ f ≥ 0. On a alors
(B −A + f)/2 ≤ B − A+ f < B − A+ 2f + 1 + β1 ≤ α1
d’apre`s (4) pour i = j = 1. Cela de´montre l’ine´galite´ cherche´e. Donc les e´le´ments de
P(A+e)/2,(B+f)/2;1/2(<I ;α, β) sont les ({ν1} ⊔ ν
′ ⊔ {0n−n
′−1}, µ′ ⊔ {0m−m
′
}), pour (ν ′, µ′) ∈
P(A+e−1)/2,(B+f)/2;1/2(<I′, α
′, β ′). Il nous suffit de prouver que
P(A+e−1)/2,(B+f)/2;1/2(<I′, α
′, β ′) = PA−2,B;2(<I′, α
′, β ′).
De nouveau, c’est trivial si n′ = 0 ou m′ = 0. On suppose n′ ≥ 1, m′ ≥ 1. On pose
A′ = A − 2, B′ = B, e′ = e + 1, f ′ = f . On a vu dans la preuve du the´ore`me 5.5
que la partition pΛn
′,m′
A′,B′;2(α
′, β ′) e´tait sans multiplicite´s et que l’ordre <I′ co¨ıncidait avec
<I′,A′,B′α′,β′. L’e´galite´ ci-dessus se re´crit donc
P(A′+e′)/2,(B′+f ′)/2;1/2(<I′,A′,B′α′,β′;α
′, β ′) = PA′,B′;2(<I′,A′,B′,α′,β′ ;α
′, β ′).
C’est la relation (6) pour les donne´es affecte´es d’un ′. En raisonnant par re´currence,
il suffit de prouver que les analogues des conditions (4) et (5) sont ve´rifie´es par ces
donne´es. Soient donc i ∈ {1, ..., n′} et j ∈ {1, ..., m′}. Supposons (i, 0) <I′ (j, 1). Avec les
notations de 5.5(7), on a (i + k(i), 0) <I (j + h(j), 1). On a alors prouve´ en 5.5(9) que
α′i + A− 2i > β
′
j +B + 2− 2j. La preuve utilisait l’ine´galite´
αi+k(i) + A+ 2− 2i− 2k(i) > βbk(i) +B + 2− 2bk(i).
D’apre`s (4), on a l’ine´galite´ plus forte
αi+k(i) + A+ 2− 2i− 2k(i) > 2f + βbk(i) +B + 2− 2bk(i).
Alors, la meˆme preuve qu’en 5.5(9) conduit a` l’ine´galite´ α′i+A−2i > 2f+β
′
j+B+2−2j.
Puisqu’il s’agit d’entiers, cela e´quivaut a` α′i+A
′+2−2i ≥ 1+2f +β ′j+B
′+2−2j. C’est
l’analogue de (4). Supposons maintenant (j, 1) <I′ (i, 0). Avec les notations de 5.5(11),
on a (j+h(j), 1) <I (i+k(i), 0). On a alors prouve´ que β
′
j+B+2−2j > 2+α
′
i+A−2i.
La preuve utilisait l’ine´galite´
βj+h(j) +B + 2− 2j − 2h(j) > αah(j)+1 + A+ 2− 2ah(j)+1.
D’apre`s (5), on a l’ine´galite´ plus forte
βj+h(j) +B + 2− 2j − 2h(j) > 2e+ αah(j)+1 + A+ 2− 2ah(j)+1.
Alors, la suite la meˆme preuve qu’en 5.5(11) conduit a` l’ine´galite´ β ′j + B + 2 − 2j >
2 + 2e+ α′i +A− 2i. Cela e´quivaut a` β
′
j +B
′ + 2− 2j ≥ 1 + 2e′ +α′i +A
′ + 2− 2i. C’est
l’analogue de (5). Cela ache`ve la preuve de (6) et du the´ore`me. 
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6 Calcul explicite du couple (λmax, ǫmax)
6.1 De´finition d’un couple (λ¯, ǫ¯)
Soit (λ, ǫ) ∈ Psymp(2N). On suppose que tous les termes de λ sont pairs. On va
associer par re´currence a` (λ, ǫ) un autre couple (λ¯, ǫ¯) ∈ Psymp(2N).
Si N = 0, (λ¯, ǫ¯) = (λ, ǫ) est l’unique e´le´ment de Psymp(0).
On suppose N > 0. On repre´sente λ sous la forme λ = (λ1, ..., λ2r+1), ou` λ2r+1 = 0.
Comme en 5.1, on conside`re que ǫ est de´fini soit sur Jordbp(λ) ∪ {0} = Jord(λ) ∪ {0}
(avec ǫ0 = 1), soit sur l’ensemble d’indices {1, ..., 2r + 1} : ǫ(j) = ǫλj . Notons J
a = {j =
1, ..., 2r + 1; (−1)j+1ǫ(j) = 1} et J b = {j = 1, ..., 2r + 1; (−1)jǫ(j) = 1}. Notons S la
re´union de {1} et de l’ensemble des j ∈ {2, ..., 2r+1} tels que ǫ(j)(−1)j 6= ǫ(j−1)(−1)j−1.
Ecrivons S comme une suite croissante 1 = s1 < s2 < ... < sS. Posons
λ¯1 =
{
(
∑
h=1,...,S λsh) + S − 1− 2|J
b|, si ǫ(1) = 1;
(
∑
h=1,...,S λsh) + S − 2|J
a|, si ǫ(1) = −1;
Nous montrerons que
(1) λ¯1 est pair et on a 2 ≤ λ¯1 ≤ 2N .
Posons N ′ = N − λ¯1/2. Notons λ
′ la re´union des λj pour j ∈ {1, ..., 2r + 1}, j 6∈ S,
ǫ(j)(−1)j = −ǫ(1) et des λj + 2 pour j ∈ {1, ..., 2r + 1}, j 6∈ S, ǫ(j)(−1)
j = ǫ(1). Les
termes de cette partition sont tous pairs. Ils sont en nombre 2r+1−S. Soit i ∈ Jordbp(λ′).
Par de´finition, on peut fixer j ∈ {1, ..., 2r+ 1}, j 6∈ S, tel que, soit ǫ(j)(−1)j = −ǫ(1) et
i = λj , soit ǫ(j)(−1)
j = ǫ(1) et i = λj+2. On note h[j] le plus grand entier h ∈ {1, ..., S}
tel que sh < j. On pose ǫ
′
i = (−1)
h[j]+1ǫ(j). Nous montrerons que
(2) cette de´finition ne de´pend pas du choix de j ;
(3) le couple (λ′, ǫ′) ainsi de´fini appartient a` Psymp(2N ′).
Puisque N ′ < N d’apre`s (1), on sait par re´currence associer a` (λ′, ǫ′) un couple (λ¯′, ǫ¯′).
Nous montrerons que
(4) λ¯1 ≥ λ¯
′
1.
On note λ¯ la partition {λ¯1}⊔ λ¯
′. Elle appartient a` Psymp(2N) d’apre`s (1) et (3). Nous
montrerons que
(5) il existe un unique ǫ¯ ∈ {±1}Jord
bp(λ¯) tel que, pour i ∈ Jordbp(λ¯′), on ait ǫ¯i = ǫ¯
′
i et
que ǫ¯λ¯1 = ǫ(1).
On a ainsi de´fini le couple (λ¯, ǫ¯) ∈ Psymp(2N). A priori, ce couple de´pend de l’entier
r que l’on a choisi plus haut. En fait
(6) ce couple est inde´pendant de r.
On reporte a` 6.3 les de´monstrations des assertions (1) a` (6).
6.2 Comparaison avec le couple du the´ore`me 5.5
Soit (λ, ǫ) ∈ Psymp(2N). On suppose que tous les termes de λ sont pairs.
Proposition. Le couple (λmax, ǫmax) intervenant dans le the´ore`me 5.5 est e´gal au couple
(λ¯, ǫ¯) de´fini dans le paragraphe pre´ce´dent.
La de´monstration sera donne´e en 6.5.
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6.3 De´monstration des assertions de 6.1
On reprend les hypothe`ses et notations de 6.1 en supposant N > 0. Remarquons que,
si on de´compose Ja et J b en re´unions d’intervalles non conse´cutifs, les e´le´ments de S
sont exactement les plus petits termes de ces intervalles. On a 1 ∈ Ja si ǫ(1) = 1 et
1 ∈ J b si ǫ(1) = −1. On a toujours 2r + 1 ∈ Ja. En posant formellement sS+1 = 2r + 2,
on en de´duit
(1) si ǫ(1) = 1, S est impair, Ja =
⋃
h=1,...,(S+1)/2{s2h−1, ..., s2h − 1},
J b =
⋃
h=1,...,(S−1)/2{s2h, ..., s2h+1 − 1} ; si ǫ(1) = −1, S est pair,
Ja =
⋃
h=1,...,S/2{s2h, ..., s2h+1 − 1}, J
b =
⋃
h=1,...,S/2{s2h−1, ..., s2h − 1}.
On a
(2) si j, j + 1 sont deux indices conse´cutifs appartenant tous deux a` Ja ou tous deux
a` J b, on a λj ≥ λj+1 + 2.
En effet, la fonction j′ 7→ ǫ(j′)(−1)j
′+1 est constante sur Ja comme sur J b. On en
de´duit ǫ(j) = −ǫ(j + 1). Cela interdit a` λj et λj+1 d’eˆtre e´gaux. L’assertion s’ensuit
puisque ces termes sont pairs par hypothe`se.
On en de´duit
(3) pour h = 1, ..., S, on a λsh − λsh+1 ≥ 2(sh+1 − sh − 1).
C’est e´vident si sh+1 = sh + 1. Sinon, les termes sh, sh + 1, ..., sh+1 − 1 sont tous soit
dans Ja, soit dans J b. D’apre`s (2), on a donc λsh−λsh+1−1 ≥ 2(sh+1−sh−1). L’assertion
s’ensuit puisque λsh+1−1 ≥ λsh+1.
En vertu de (1), on a
si ǫ(1) = 1, 2|J b|+ 1− S = 2
∑
h=1,...(S−1)/2(s2h+1 − s2h − 1),
si ǫ(1) = −1, 2|Ja| − S = 2
∑
h=1,...,S/2(s2h+1 − s2h − 1).
La de´finition de λ¯1 donne´e en 6.1 peut se re´crire
(4) λ¯1 = (
∑
h=1,...,S
λsh)− 2
∑
h=1,...,[S/2]
(s2h+1 − s2h − 1).
De´montrons l’assertion (1) de 6.1, que nous re´pe´tons :
(5) λ¯1 est pair et on a 2 ≤ λ¯1 ≤ 2N .
Tous les termes de (4) sont pairs donc λ¯1 l’est. La relation (4) entraˆıne aussi λ¯1 ≤ S(λ) =
2N . Cette formule (4) se re´crit
λ¯1 = (
∑
h=1,...,[(S+1)/2]
λs2h−1) + (
∑
h=1,...,[S/2]
(λs2h − 2(s2h+1 − s2h − 1)).
En vertu de (3), tous les termes des sommes ci-dessus sont positifs ou nuls. La premie`re
somme contient λ1 ≥ 2. Donc λ¯1 ≥ 2. Cela prouve (5).
Montrons que
(6) S(λ′) = 2N ′.
En effet,
S(λ′) = (
∑
j=1,...,2r+1;j 6∈S
λj) + 2X
= 2N − (
∑
h=1,...,S
λsh) + 2X,
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ou` X est le nombre de j ∈ {1, ..., 2r + 1} tels que j 6∈ S et ǫ(j)(−1)j = ǫ(1). D’apre`s
(1), on calcule 2X = 2|J b| − S + 1 si ǫ(1) = 1, 2X = 2|Ja| − S si ǫ(1) = −1. On obtient
alors S(λ′) = 2N − λ¯1 = 2N
′.
Les termes de λ′ sont des termes de λ auxquels on ajoute e´ventuellement 2. Ces
additions de 2 ne perturbent pas l’ordre des termes. Pre´cise´ment,
(7) soient j, k ∈ {1, ..., 2r+1}, j, k 6∈ S. Supposons ǫ(j)(−1)j = −ǫ(1) et ǫ(k)(−1)k =
ǫ(1) ; alors j < k si et seulement si λj ≥ λk + 2.
Si λj ≥ λk + 2, on a a fortiori λj > λk donc j < k. Inversement, supposons j < k.
Puisque ǫ(j)(−1)j 6= ǫ(k)(−1)k, il y a au moins un terme de la suite S dans l’intervalle
{j + 1, ..., k − 1}. Soit sh le plus grand terme de la suite S dans cet intervalle. D’apre`s
(2), on a λsh ≥ λk + 2. Or λj ≥ λsh. D’ou` la conclusion λj ≥ λk + 2.
Ecrivons λ′ = (λ′1, ..., λ
′
2r+1−S). En vertu de (7), pour j = 1, ..., 2r+1−S, on calcule λ
′
j
de la fac¸on suivante. Notons h(j) le plus grand entier h = 1, ..., S tel que sh−h < j. Alors
λ′j = λj+h(j) si ǫ(j + h(j))(−1)
j+h(j) = −ǫ(1), λ′j = λj+h(j) + 2 si ǫ(j + h(j))(−1)
j+h(j) =
ǫ(1). On pose
τ ′(j) = ǫ(j + h(j))(−1)h(j)+1.
On va montrer que cette fonction τ ′ sur l’ensemble d’indices de λ′ provient d’un e´le´ment
de {±1}Jord
bp(λ′). Autrement dit
(8) pour j, k ∈ {1, ..., 2r + 1 − S} tels que λ′j = λ
′
k, on a τ
′(j) = τ ′(k) ; pour j ∈
{1, ..., 2r + 1− S} tel que λ′j = 0, on a τ
′(j) = 1.
Pour la premie`re assertion, il suffit de traiter le cas ou` k = j + 1. Alors j + h(j) et
j+1+h(j+1) sont deux termes conse´cutifs de l’ensemble {1, ..., 2r+1}−S. Autrement
dit tous les e´le´ments de {j + h(j) + 1, ..., j + h(j + 1)} appartiennent a` S. On peut
pre´ciser qu’ils sont diffe´rents de s1 = 1. Par de´finition de la suite S, on a ǫ(sh) =
ǫ(sh − 1) pour tout h ≥ 2. Donc ǫ est constant sur {j + h(j), ..., j + h(j + 1)}. Par
contre, ǫ(j + 1 + h(j + 1)) = −ǫ(j + h(j + 1)), sinon j + 1 + h(j + 1) serait dans
la suite S. D’ou` ǫ(j + h(j)) = −ǫ(j + 1 + h(j + 1)). A fortiori λj+h(j) 6= λj+1+h(j+1),
d’ou` λj+h(j) ≥ λj+1+h(j+1) + 2. Par de´finition de la partition λ
′, l’e´galite´ λ′j = λ
′
j+1
implique alors que λ′j = λj+h(j) et λ
′
j+1 = λj+1+h(j+1) + 2. Cela ne se produit que si
ǫ(j + h(j))(−1)j+h(j) = −ǫ(1) et ǫ(j + 1 + h(j + 1))(−1)j+1+h(j+1) = ǫ(1). Alors ǫ(j +
h(j))(−1)h(j)+1 = ǫ(j+1+h(j+1))(−1)h(j+1)+1, c’est-a`-dire τ ′(j) = τ ′(j+1). Cela prouve
la premie`re assertion de (8). Supposons maintenant λ′j = 0. On a ne´cessairement λ
′
j =
λj+h(j) = 0. L’e´galite´ λ
′
j = λj+h(j) implique ǫ(j+h(j))(−1)
j+h(j) = −ǫ(1). Puisque j+h(j)
appartient a` l’intervalle {sh(j), ..., sh(j)+1 − 1}, l’e´galite´ pre´ce´dente et (1) impliquent que
h(j) est impair. De plus, l’e´galite´ λj+h(j) = 0 implique ǫ(j + h(j)) = 1. Mais alors
τ ′(j) = ǫ(j + h(j))(−1)h(j)+1 = 1. Cela de´montre (8).
Soit i ∈ Jordbp(λ′). Fixons j ∈ {1, ..., 2r+1}, j 6∈ S, tel que, soit ǫ(j)(−1)j = −ǫ(1) et
i = λj , soit ǫ(j)(−1)
j = ǫ(1) et i = λj+2. Alors il existe un unique k ∈ {1, ..., 2r+1−S}
tel que j = k + h(k). On a i = λ′k et h[j] = h(k). Alors
ǫ′i = (−1)
h[j]+1ǫ(j) = (−1)h(k)+1ǫ(k + h(k)) = τ ′(k).
La relation (8) montre que ceci ne de´pend pas du choix de j et que ǫ′ co¨ıncide avec τ ′ vu
comme un e´le´ment de {±1}Jord
bp(λ′). Cela de´montre l’assertion (2) de 6.1. Avec (6), on a
aussi l’assertion (3) de ce paragraphe. Puisque ǫ′ = τ ′, nous abandonnons de´sormais la
notation τ ′.
Montrons que
(9) on a λ¯1 ≥ λ¯
′
1 ; si λ¯1 = λ¯
′
1, on a ǫ¯
′
λ¯′1
= ǫ(1).
67
L’assertion est triviale si N ′ = 0 puisqu’alors λ¯′1 = 0 < λ¯1 d’apre`s (5). On suppose
N ′ > 0. Remarquons que, puisque ǫ¯′
λ¯′1
= ǫ′(1) par de´finition, la deuxie`me assertion de
(9) peut se reformuler : si λ¯1 = λ¯
′
1, on a ǫ
′
1 = ǫ(1).
Pour calculer le terme λ¯′1, il faut repre´senter la partition λ
′ sous la meˆme forme que
l’on a repre´sente´ λ (remarquons que l’on sait par re´currence que λ¯′1 ne de´pend pas de la
forme choisie). Si ǫ(1) = 1, (1) implique que le nombre de termes 2r+1−S de λ′ est pair.
On lui adjoint donc un terme λ′2r+2−S = 0 et on pose r
′ = r+(1−S)/2. Si ǫ(1) = −1, (1)
implique que 2r+1−S est impair. Mais on ne sait pas si le dernier terme λ′2r+1−S est nul.
On adjoint donc deux termes λ′2r+2−S = λ
′
2r+3−S = 0 et on pose r
′ = r + 1 − S/2. Cela
e´tant, on de´finit la suite S′ = {s′1, ..., s
′
S′} et les ensembles d’indices J
′a et J ′b comme on
a de´fini S, Ja et J b. On note S˜′ = {1, ..., 2r+1−S}∩S′, J˜ ′
a
= {1, ..., 2r+1−S}∩ J ′a
et J˜ ′
b
= {1, ..., 2r + 1− S} ∩ J ′b. On ve´rifie que
(10)(a) si ǫ(1) = 1, J ′a = J˜ ′
a
⊔ {2r + 2− S} et J ′b = J˜ ′
b
;
(10)(b) si ǫ(1) = −1, J ′a = J˜ ′
a
⊔ {2r + 3− S} et J ′b = J˜ ′
b
⊔ {2r + 2− S}.
Notons aussi J˜a, resp. J˜ b, l’ensemble des j ∈ Ja, resp. j ∈ J b, qui n’appartiennent
pas a` la suite S. On a
(11) pour j ∈ {1, ..., 2r+1−S}, les proprie´te´s j ∈ J˜ ′
a
et j+h(j) ∈ J˜ b sont e´quivalentes
et les proprie´te´s j ∈ J˜ ′
b
et j + h(j) ∈ J˜a sont e´quivalentes.
Par exemple, j ∈ J˜ ′
a
si et seulement si ǫ′(j)(−1)j+1 = 1 et j + h(j) ∈ J˜ b si et
seulement si ǫ(j + h(j))(−1)j+h(j)+1 = −1. La de´finition ǫ′(j) = ǫ(j + h(j))(−1)h(j)+1
entraˆıne l’e´quivalence de ces relations.
Soit S˜ ′ le plus grand indice tel que s′
S˜′
appartienne a` S˜′. Montrons que
(12) pour k = 1, ..., S˜ ′, on a s′k + h(s
′
k)− 1 = sh(s′k) ; cet indice appartient a` S ∩ J
b si
s′k ∈ J˜
′
a
et a` S ∩ Ja si s′k ∈ J˜
′
b
.
Supposons par exemple s′k ∈ J˜
′
a
. D’apre`s (11), s′k + h(s
′
k) appartient a` J
b. Par
de´finition de λ′, s′k + h(s
′
k) n’appartient pas a` S. Donc s
′
k + h(s
′
k)− 1 ∈ J
b. Si cet indice
n’appartenait pas a`S, λs′
k
+h(s′
k
)−1 apparaˆıtrait dans la suite λ
′, force´ment a` l’indice s′k−1.
On aurait alors h(s′k − 1) = h(s
′
k) et, d’apre`s (11), s
′
k − 1 appartiendrait a` J˜
′
a
. Mais,
par de´finition de la suite S′, les conditions s′k − 1 ∈ J
′a et s′k ∈ S
′ entraˆınent s′k ∈ J
′b
contrairement a` hypothe`se. Cette contradiction prouve que s′k + h(s
′
k) − 1 appartient a`
S. Par de´finition de h(s′k), c’est alors force´ment sh(s′k). Cela prouve (12).
Il re´sulte de (12) que l’application k 7→ h(s′k) est une injection de {1, ..., S˜
′} dans
{1, ..., S}. Elle est e´videmment croissante. On a
(13) si ǫ(1) = ǫ′(1), alors 1 n’appartient pas a` l’image de cette injection.
Puisque s′1 = 1, il s’agit de prouver que h(1) > 1. Supposons par exemple ǫ(1) =
ǫ′(1) = 1. La relation (1) applique´e a` λ et a` λ′ implique que 1 ∈ Ja et 1 ∈ J ′a. D’apre`s
(12), cette dernie`re relation implique sh(1) ∈ J
b (puisque s′1 + h(s
′
1)− 1 = h(1)). Alors la
relation 1 ∈ Ja interdit a` h(1) d’eˆtre e´gal a` 1. Cela prouve (13).
Supposons ǫ(1) = ǫ′(1). On veut prouver que λ¯1 ≥ λ¯
′
1. D’apre`s (4) applique´ a` λ
′, on
a λ¯′1 ≤
∑
k=1,...,S′ λ
′
s′
k
. De plus, λ′s′
k
= 0 si k > 2r + 1− S. Il suffit donc de prouver
λ¯1 ≥
∑
k=1,...,S˜′
λ′s′
k
.
D’apre`s (11) et (12), pour k = 1, ..., S˜ ′, les indices sh(s′
k
) et sh(s′
k
) + 1 = s
′
k + h(s
′
k)
appartiennent tous deux a` Ja ou tous deux a` J b. D’apre`s (2), cela implique λsh(s′
k
)
≥
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λs′
k
+h(s′
k
) + 2. Puisque λ
′
s′
k
est e´gal a` λs′
k
+h(s′
k
) ou a` λs′
k
+h(s′
k
) + 2, on a en tout cas λ
′
s′
k
≤
λsh(s′
k
)
. Puisque l’application k 7→ h(s′k) est injective et que son image ne contient pas 1,
on obtient ∑
k=1,...,S˜′
λ′s′
k
≤
∑
h=2,...,S
λsh.
Il suffit alors de prouver que
λ¯1 ≥
∑
h=2,...,S
λsh.
D’apre`s (4), il suffit encore de prouver que
λ1 ≥ 2
∑
h=1,...,[S/2]
(s2h+1 − s2h − 1).
Mais la somme sur h des relations (3) conduit a` l’ine´galite´ plus forte
λ1 ≥ 2
∑
h=1,...,S
(sh+1 − sh − 1).
Cela de´montre (9) dans le cas ǫ(1) = ǫ′(1).
On suppose maintenant ǫ(1) = 1 et ǫ′(1) = −1. Pour k = 1, ..., S˜ ′, on a vu ci-
dessus que λsh(s′
k
)
≥ λs′
k
+h(s′
k
)+2. Par de´finition de la partition λ
′, on a λ′sk = λs′k+h(s′k) si
s′k+h(s
′
k) ∈ J
a, ou encore si s′k ∈ J
′b d’apre`s (11), et λ′sk = λs′k+h(s′k)+2 si s
′
k+h(s
′
k) ∈ J
b,
ou encore s′k ∈ J
′a d’apre`s (11). On a donc toujours λ′s′
k
≤ λsh(s′
k
)
et meˆme λ′s′
k
≤ λsh(s′
k
)
−2
si s′k ∈ J
′b. En utilisant l’injectivite´ de l’application k 7→ h(s′k), on obtient∑
k=1,...,S′
λ′s′
k
=
∑
k=1,...,S˜′
λ′s′
k
≤ (
∑
h=1,...,S
λsh)− 2|J
′b ∩ S˜′|.
D’apre`s (10)(a), J ′b ∩ S˜′ = J ′b ∩ S′. D’apre`s (1) applique´ a` λ′ (en se souvenant de
l’hypothe`se ǫ′(1) = −1), le nombre d’e´le´ments de cet ensemble est S ′/2. D’ou`
∑
k=1,...,S′
λ′s′
k
≤ (
∑
h=1,...,S
λsh)− S
′.
On a aussi
λ¯′1 = (
∑
k=1,...,S′
λ′s′
k
) + S ′ − 2|J ′
a
|,
d’ou`
λ¯′1 ≤ (
∑
h=1,...,S
λsh)− 2|J
′a|.
D’apre`s (10)(a), |J ′a| = |J˜ ′
a
|+1. Mais (11) e´tablit une bijection de J˜ ′
a
sur le comple´mentaire
J˜ b de J b ∩ S dans J b. D’apre`s (1), on a |J b ∩ S| = (S − 1)/2. On obtient donc
|J ′a| = 1 + |J b| − (S − 1)/2 = |J b|+ (3− S)/2, puis
λ¯′1 ≤ (
∑
h=1,...,S
λsh)− 3 + S − 2|J
b|.
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Mais
λ¯1 = (
∑
h=1,...,S
λsh) + S − 1− 2|J
b|
d’ou`
λ¯′1 ≤ λ¯1 − 2,
ce qui de´montre (9) dans le cas ǫ(1) = 1, ǫ′(1) = −1.
La preuve du cas ǫ(1) = −1, ǫ′(1) = 1 est similaire. Pour k = 1, ..., S˜ ′, on a cette fois
λ′s′
k
≤ λsh(s′
k
)
et meˆme λ′s′
k
≤ λsh(s′
k
)
− 2 si s′k ∈ J
′a. D’ou`
∑
k=1,...,S′
λ′s′
k
≤ (
∑
h=1,...,S
λsh)− 2|J
′a ∩ S˜′|.
On utilise (10)(b). Puisque 2r + 3 − S ∈ J ′a et 2r + 2 − S ∈ J ′b, on a 2r + 3 − S ∈ S′
par de´finition de cette suite. Donc J ′a ∩S′ = (J ′a ∩ S˜′) ⊔ {2r + 3 − S} et |J ′a ∩ S˜′| =
|J ′a ∩ S′| − 1. D’apre`s (1) applique´ a` λ′ (en se rappelant l’hypothe`se ǫ′(1) = 1), on a
|J ′a ∩S′| = (S ′ + 1)/2. D’ou`
∑
k=1,...,S′
λ′s′
k
≤ (
∑
h=1,...,S
λsh)− S
′ + 1.
On a aussi
λ¯′1 = (
∑
k=1,...,S′
λ′s′
k
) + S ′ − 1− 2|J ′
b
|,
d’ou`
λ¯′1 ≤ (
∑
h=1,...,S
λsh)− 2|J
′b|.
D’apre`s (10)(b), |J ′b| = |J˜ ′
b
|+1. Mais (11) e´tablit une bijection de J˜ ′
b
sur le comple´mentaire
J˜a de Ja ∩ S dans Ja. D’apre`s (1), on a |Ja ∩ S| = S/2. On obtient donc |J ′b| =
1 + |Ja| − S/2, puis
λ¯′1 ≤ (
∑
h=1,...,S
λsh)− 2 + S − 2|J
a|.
Mais
λ¯1 = (
∑
h=1,...,S
λsh) + S − 2|J
a|
d’ou`
λ¯′1 ≤ λ¯1 − 2,
ce qui de´montre (9) dans le cas ǫ(1) = 1, ǫ′(1) = −1. Cela ache`ve la preuve de (9).
L’assertion (9) implique les deux assertions (4) et (5) de 6.1. Montrons enfin que
les constructions ne de´pendent pas de l’entier r choisi. Il suffit de montrer qu’elles ne
changent pas si l’on remplace r par r + 1. Par ce remplacement, on ajoute a` λ deux
termes λ2r+2 = λ2r+3 = 0. On voit que les deux indices 2r + 2 et 2r + 3 s’ajoutent a` la
suite S, le premier s’ajoutant a` J b et le second a` Ja. Le nombre S s’accroˆıt de 2 et on
voit que ces modifications ne changent pas λ¯1. Puisque les indices ajoute´s appartiennent
a` S, la partition λ′ ne change pas, ni bien suˆr ǫ′. Cela prouve l’assertion (6) de 6.1.
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6.4 Conservation de l’entier k
Les hypothe`ses sont les meˆmes qu’en 6.1.
Lemme. On a l’e´galite´ k(λ, ǫ) = k(λ¯, ǫ¯).
Preuve. C’est trivial si N = 0. On suppose N > 0. Posons k = k(λ, ǫ), k¯ = k(λ¯, ǫ¯),
M = M(λ, ǫ), M¯ = M(λ¯, ǫ¯), cf. 5.1. Rappelons que k = sup(2M,−2M − 1), k¯ =
sup(2M¯,−2M¯ − 1). Montrons d’abord que
(1) 2M = |Ja| − |J b| − 1.
D’apre`s 5.1(2), on a
2M = (
∑
j=1,...,2r+1
ǫ(j)(−1)j+1)−
∑
j=1,...,2r+1
(−1)j+1.
La premie`re somme vaut |Ja| − |J b|, la seconde vaut 1 et l’assertion (1) s’en de´duit.
Supposons d’abord N ′ = 0. Alors λ¯1 = 2N . Puisque
λ¯1 ≤
∑
h=1,...,S
λsh ≤
∑
j=1,...,2r+1
λj,
ces ine´galite´s sont des e´galite´s. En comparant avec la de´finition de λ¯1, la premie`re e´galite´
entraˆıne que |J b| = (S− 1)/2 si ǫ(1) = 1 et |Ja| = S/2 si ǫ(1) = −1. La deuxie`me e´galite´
entraˆıne que λj = 0 pour tout e´le´ment j ∈ {1, ..., 2r + 1} qui n’appartient pas a` la suite
S. Si un tel e´le´ment existe, conside´rons le plus grand de ces e´le´ments, notons-le j. On a
j ≥ 2 puisque j n’appartient pas a` S. Supposons par exemple j ∈ Ja. Puisque j 6∈ S,
on a aussi j − 1 ∈ Ja donc λj−1 ≥ λj + 2 d’apre`s 6.3(2). Les λj′ pour j
′ < j sont donc
non nuls et appartiennent donc force´ment a` S. Cela prouve qu’il y a au plus un e´le´ment
de {1, ..., 2r+ 1} qui n’appartient pas a` S. D’ou` S = 2r + 1 ou S = 2r. On a de´termine´
la parite´ de S en 6.3(1) et on en de´duit S = 2r + 1 si ǫ(1) = 1, S = 2r si ǫ(1) = −1.
On a vu ci-dessus que |J b| = (S − 1)/2 dans le premier cas et que |Ja| = S/2 dans le
second. Puisque |Ja|+ |J b| = 2r + 1, on en de´duit |Ja| = (S + 1)/2 dans le premier cas,
|J b| = S/2 + 1 dans le second. Avec (1) et l’e´galite´ k = sup(2M,−2M − 1), on calcule
k = 0 si ǫ(1) = 1, k = 1 si ǫ(−1) = −1. D’autre part, on a λ¯ = (λ¯1) et ǫ¯λ¯1 = ǫ(1). Avec la
de´finition de 5.1, on calcule k¯ = 0 si ǫ(1) = 1 et k¯ = 1 si ǫ(1) = −1. L’e´galite´ de l’e´nonce´
s’ensuit.
Supposons maintenant N ′ > 0. On pose k′ = k(λ′, ǫ′), M ′ = M(λ′, ǫ′). Montrons que
(2) M ′ =
{
−M, si ǫ(1) = 1,
−M − 1, si ǫ(1) = −1.
D’apre`s (1), on a 2M = |Ja| − |J b| − 1 et 2M ′ = |J ′a| − |J ′b| − 1. Supposons par
exemple ǫ(1) = 1. Alors, d’apre`s les relations (10)(a) et (11) de 6.3,
2M ′ = |J˜ ′
a
| − |J˜ ′
b
| = |J˜ b| − |J˜a|.
D’apre`s 6.3(1), |J˜a| = |Ja|−(S+1)/2, |J˜ b| = |J b|−(S−1)/2. D’ou` 2M ′ = |J b|−|Ja|+1 =
−2M . La preuve est similaire dans le cas ǫ(1) = −1. Cela prouve (2).
Posons M¯ ′ = M(λ¯′, ǫ¯′). L’e´galite´ du lemme e´quivaut a` M = M¯ . Par re´currence, on
peut supposer que M ′ = M¯ ′. En vertu de (2), pour de´montrer le lemme, il suffit de
prouver
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(3) M¯ =
{
−M¯ ′, si ǫ(1) = 1,
−M¯ ′ − 1, si ǫ(1) = −1.
Notons i1 > ..., > im les e´le´ments i ∈ Jord
bp(λ¯) tels que multλ¯(i) soit impaire et
i′1 > .... > i
′
m′ la suite analogue pour λ¯
′. Puisque λ¯ = {λ¯1} ⊔ λ¯
′, on a deux possibilite´s :
(4) si λ¯1 > λ¯
′
1, ou si λ¯1 = λ¯
′
1 et multλ¯′(λ¯
′
1) est paire, alors i1 = λ¯1, m = m
′ + 1 et
il = i
′
l−1 pour l = 2, ..., m ;
(5) si λ¯1 = λ¯
′
1 et multλ¯′(λ¯
′
1) est impaire, on a i
′
1 = λ¯
′
1, m = m
′ − 1 et il = i
′
l+1 pour
l = 1, ..., m.
Supposons ǫ(1) = 1. Dans le cas (4), i1 ne contribue pas a` M¯ et
M¯ =
∑
l=2,...,m;ǫ¯λ¯l
=−1
(−1)l =
∑
l=1,...,m′;ǫ¯′
λ¯′
l
=−1
(−1)l+1 = −M¯ ′.
Dans le cas (5), on a force´ment ǫ′(1) = 1 et i′1 ne contribue pas a` M¯
′. Alors
M¯ =
∑
l=1,...,m;ǫ¯λ¯l
=−1
(−1)l =
∑
l=2,...,m′;ǫ¯′
λ¯′
l
=−1
(−1)l+1 = −M¯ ′.
Supposons ǫ(1) = −1. Dans le cas (4), i1 contribue a` M¯ par −1 et
M¯ = −1 +
∑
l=2,...,m;ǫ¯λ¯l
=−1
(−1)l = −1 +
∑
l=1,...,m′;ǫ¯′
λ′
l
=−1
(−1)l+1 = −1− M¯ ′.
Dans le cas (5) , on a force´ment ǫ′(1) = −1 et i′1 contribue a` M¯
′. Alors
M¯ =
∑
l=1,...,m;ǫ¯λ¯l
=−1
(−1)l =
∑
l=2,...,m′;ǫ¯′
λ¯′
l
=−1
(−1)l+1 = −(M¯ ′ + 1).
Cela prouve (3) et ache`ve la preuve du lemme. 
6.5 Preuve de la proposition 6.2
Les calculs de cette preuve diffe`rent selon les diffe´rents cas ǫ(1) = ±1 et k pair ou
impair. Pour tenter de les unifier, reprenons les de´finitions de 5.1 et 5.2. On fixe un
entier N > 0, un entier k ≥ 0 tel que k(k + 1) ≤ 2N et un entier r assez grand. On
a de´fini les entiers n = r + [k/2] + 1, m = r − [k/2], A = 2r + k, B = 2r − k − 1.
Pour un e´le´ment (λ, ǫ) ∈ Psymp(2N)k (c’est-a`-dire que k(λ, ǫ) = k), on suppose que λ
a 2r + 1 termes avec λ2r+1 = 0. On a de´fini les partitions Aλ,ǫ et Bλ,ǫ. Pour un couple
(α, β) ∈ P2(N − k(k + 1)/2), on suppose que α a n termes et que β en a m. On a de´fini
les partitions Aα,β et Bα,β. Fixons un signe u ∈ {±1}. On modifie les de´finitions ci-dessus
en posant
si u = 1, A˜λ,ǫ = Aλ,ǫ, B˜λ,ǫ = Bλ,ǫ ;
si u = −1, A˜λ,ǫ = Bλ,ǫ, B˜λ,ǫ = Aλ,ǫ ;
si u(−1)k = 1, n˜ = n, m˜ = m, A˜ = A, B˜ = B, α˜ = α, β˜ = β, A˜α,β = Aα,β,
B˜α,β = Bα,β ;
si u(−1)k = −1, n˜ = m, m˜ = n, A˜ = B, B˜ = A, α˜ = β, β˜ = α, A˜α,β = Bα,β,
B˜α,β = Aα,β .
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On a
(1) A˜α,β = α˜ + [A˜, A˜+ 2− 2n˜]2, B˜α,,β = β˜ + [B˜, B˜ + 2− 2m˜]2.
Dire que (α, β) correspond a` (λ, ǫ) e´quivaut aux e´galite´s
(2) A˜λ,ǫ = A˜α,β, B˜λ,ǫ = B˜α,β.
Conside´rons les ensembles d’indices I = ({1, ..., n} × {0}) ∪ ({1, ..., m} × {1}) et
I˜ = ({1, ..., n˜} × {0}) ∪ ({1, ..., m˜} × {1}). Donnons-nous un ordre <I sur I. On en
de´duit un ordre <I˜ sur I˜ : si u(−1)
k = 1, on a I˜ = I et l’ordre <I˜ co¨ıncide avec <I ; si
u(−1)k = −1, on impose que (i, 0) <I˜ (j, 1) si et seulement si (i, 1) <I (j, 0). On voit
alors que l’application (ν, µ) 7→ (ν˜, µ˜) est une bijection de PA,B;2(α, β) sur PA˜,B˜;2(α˜, β˜).
Fixons maintenant (λ, ǫ) ∈ Psymp(2N)k et supposons que tous les termes de λ sont
pairs. Soit (α, β) ∈ P2(N − k(k + 1)/2) le couple correspondant a` (λ, ǫ). On munit I de
l’ordre <I,α,β,A,B de´fini par (i, 0) <I (j, 1) si et seulement si αi+A+2−2i > βj+B+2−2j.
On note simplement <I cet ordre. On voit que l’ordre <I˜ qui s’en de´duit n’est autre que
<I˜ ,α˜,β˜,A˜,B˜. D’apre`s la preuve du the´ore`me 5.5, il y a un unique e´le´ment (α
max, βmax) dans
PA,B;2(α, β) et (λ
max, ǫmax) est l’e´le´ment de Psymp(2N)k qui correspond a` (α
max, βmax).
Alors (α˜max, β˜max) est l’unique e´le´ment de PA˜,B˜;2(α˜, β˜) et on a les e´galite´s
(3) A˜λmax,ǫmax = A˜αmax,βmax , B˜λmax,ǫmax = B˜αmax,βmax .
Les constructions ci-dessus de´pendent du signe u. On choisit de´sormais u = ǫ(1).
On a calcule´ les termes Aλ,ǫ et Bλ,ǫ en 5.1. On en de´duit que A˜λ,ǫ = {λj/2 + 2r + 1 −
j; j = 1, ..., 2r + 1, ǫ(j)(−1)j+1 = ǫ(1)} et B˜λ,ǫ = {λj/2 + 2r + 1 − j; j = 1, ..., 2r +
1, ǫ(j)(−1)j = ǫ(1)}. En particulier, le plus grand terme de A˜λ,ǫ ⊔ B˜λ,ǫ apparaˆıt dans
A˜λ,ǫ. Graˆce a` 6.3(1), on obtient que A˜λ,ǫ est la re´union sur h = 1, ..., [(S + 1)/2] des
{λj/2 + 2r + 1 − j; j = s2h−1, ..., s2h − 1} et que B˜λ,ǫ est la re´union sur h = 1, ..., [S/2]
des {λj/2+2r+1− j; j = s2h, ..., s2h+1−1}. Divisons l’ensemble {1, ..., n˜} en [(S+1)/2]
intervalles conse´cutifs X1, ..., X[(S+1)/2], l’intervalle Xh ayant s2h−s2h−1 termes. Notons xh
le plus petit e´le´ment de Xh. Divisons l’ensemble {1, ..., m˜} en [S/2] intervalles conse´cutifs
Y1, ..., Y[S/2], l’intervalle Yh ayant s2h+1 − s2h termes. Notons yh le plus petit e´le´ment de
Yh. Pour j ∈ Xh, le j-ie`me terme de A˜λ,ǫ est λj+s2h−1−xh/2 + 2r + 1 − j − s2h−1 + xh.
D’apre`s (1) et (2), c’est aussi α˜j + A˜+2− 2j. De meˆme, pour j ∈ Yh, le j-ie`me terme de
B˜λ,ǫ est λj+s2h−yh/2+2r+1− j− s2h+ yh. D’apre`s (1) et (2), c’est aussi β˜j + B˜+2−2j.
L’ordre <I˜ est tel que, pour i ∈ Xh et j ∈ Yk, on a (i, 0) <I˜ (j, 1) si et seulement si h ≤ k.
En particulier, (1, 0) <I˜ (1, 1) et l’e´le´ment (α˜
max, β˜max) est construit a` l’aide du proce´de´
(a). Les suites d’indices associe´es a` ce proce´de´ sont x1 = 1, ..., x[(S+1)/2] et y1 = 1, ..., y[S/2]
et on obtient
(4) α˜max1 = (
∑
h=1,...,[(S+1)/2]
α˜xh) + (
∑
h=1,...,[S/2]
β˜yh).
On sait d’apre`s 1.3(1) que α˜max1 + A˜ est le plus grand e´le´ment de pΛ
n˜,m˜
A˜,B˜;2
(α˜max, β˜max).
En fait, cet e´le´ment intervient avec multiplicite´ 1 dans cette partition. Pour montrer cela,
il suffit de prouver que α˜max1 + A˜ > β˜
max
1 + B˜. Or, d’apre`s 1.2(3), β˜
max
1 est majore´ par
le terme µ1 issu du proce´de´ (b) applique´ a` (α˜, β˜). D’apre`s 1.2(4), on a µ1 = α˜
max
1 − α˜1.
Donc
β˜max1 + B˜ ≤ α˜
max
1 − α˜1 + B˜ ≤ (α˜
max
1 + A˜)− (α˜1 + A˜) + (β˜1 + B˜) < α˜
max
1 + A˜
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puisque α˜1 + A˜ > β˜1 + B˜. Cela de´montre l’assertion. D’apre`s (2), α˜
max
1 + A˜ est aussi
l’unique e´le´ment maximal de Aλmax,ǫmax ⊔ Bλmax,ǫmax. On ne sait pas encore que λ
max a
tous ses termes pairs. Mais a` l’aide de 5.1(a) et 5.1(b), on ve´rifie les proprie´te´s suivantes,
valables pour tout (µ, τ) ∈ Psymp(2N) :
si µ1 est pair, Aµ,τ ⊔Bµ,τ a un unique e´le´ment maximal, qui est µ1/2+2r ; il intervient
dans Aµ,τ si τµ1 = 1 et dans Bµ,τ si τµ1 = −1 ;
si µ1 est impair, l’e´le´ment maximal de Aµ,τ ⊔Bµ,τ intervient avec multiplicite´ 2.
Ceci entraˆıne que λmax1 est pair et e´gal a` 2(α˜
max
1 + A˜− 2r). Puisqu’il intervient dans
A˜αmax,βmax = A˜λmax,ǫmax , on voit en se reportant a` la de´finition de cet ensemble que
ǫmaxλmax1 = ǫ(1). Calculons λ
max
1 en utilisant l’e´galite´ (4). Avec les formules ci-dessus, on a
α˜xh = λs2h−1/2+ 2r+1− s2h−1− A˜− 2+ 2xh, β˜yh = λs2h/2+ 2r+1− s2h− B˜− 2+ 2yh.
D’ou`
α˜max1 = (
∑
h=1,...,S
λsh/2)− (
∑
h=1,...,S
sh) + 2(
∑
h=1,...,[(S+1)/2]
xh) + 2(
∑
h=1,...,[S/2]
yh)
+S(2r + 1)− [(S + 1)/2](A˜+ 2)− [S/2](B˜ + 2).
Puisque Xh a s2h− s2h−1 termes, on a xh+1−xh = s2h− s2h−1, en posant par convention
x[(S+1)/2]+1 = n˜ + 1. De meˆme, yh+1 − yh = s2h+1 − s2h, en posant par convention
y[S/2]+1 = m˜+1. On en de´duit aise´ment s2h−1 = xh+ yh− 1 et s2h = xh+1 + yh− 1. Puis
∑
h=1,...,S
sh = 2(
∑
h=1,...,[(S+1)/2]
xh) + 2(
∑
h=1,...,[S/2]
yh) +
{
n˜− S, si S est pair;
m˜− S, si S est impair.
D’ou`
α˜max1 = (
∑
h=1,...,S
λsh/2)+S(2r+1)−[(S+1)/2](A˜+2)−[S/2](B˜+2)+
{
S − n˜, si S est pair;
S − m˜, si S est impair.
D’apre`s 6.3(1), S est impair, resp. pair, si ǫ(1) = 1, resp. ǫ(1) = −1. En distinguant les
diffe´rents cas ǫ(1) = ±1, k est pair ou impair, on de´duit par calcul de la formule ci-dessus
l’e´galite´
2(α˜max1 + A˜− 2r) = (
∑
h=1,...,S
λsh) +
{
S − 1− 2m˜, si ǫ(1) = 1
S − 2m˜, si ǫ(1) = −1.
L’entier m˜ est le nombre d’e´le´ments de B˜λ,ǫ, c’est-a`-dire celui de Bλ,ǫ si ǫ(1) = 1, de
Aλ,ǫ si ǫ(1) = −1. Ces derniers sont |J
b|, resp. |Ja|. Le terme de droite de l’e´galite´ ci-
dessus est le nombre note´ λ¯1 en 6.1. D’ou` λ
max
1 = λ¯1. On a aussi montre´ plus haut que
ǫmaxλmax1 = ǫ(1) = ǫ¯λ¯1 .
Si λmax1 = 2N , λ
max est entie`rement de´termine´ et co¨ıncide avec l’e´le´ment λ¯ de 6.1.
Supposons de´sormais λmax1 < 2N . Le proce´de´ (a) que l’on a applique´ a` (α˜, β˜) a cre´e´ le
terme α˜max1 . Il cre´e aussi un couple de partitions, notons-le (α,β) ∈ Pn×Pm. D’apre`s la
preuve du the´ore`me 5.5, l’ensemble PA˜−2,B˜;2(α,β) a un unique e´le´ment, notons-le (ν, µ).
On a
α˜max = {α˜max1 } ⊔ ν ⊔ {0
n˜−n−1}, β˜max = µ ⊔ {0m˜−m}.
D’ou`
(5) A˜λmax,ǫmax = {λ
max
1 /2 + 2r} ⊔ ((ν ⊔ {0
n˜−n−1}) + [A˜− 2, A˜+ 2− 2n˜]2),
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B˜λmax,ǫmax = (µ ⊔ {0
m˜−m}) + [B˜, B˜ + 2− 2m˜]2.
En 6.1, on a introduit l’entier N ′ = N − λ¯1/2 = N − λ
max
1 /2 et un e´le´ment (λ
′, ǫ′) ∈
Psymp(2N ′). On peut repre´senter λ′ comme une partition a` 2r+1−S termes mais, pour
faire bonne mesure, on adjoint des termes nuls et on le repre´sente comme une partition
a` 2r′ + 1 termes, avec 2r′ + 1 > 2r + 1 − S. On pose k′ = k(λ′, ǫ′). Avec l’e´galite´ 6.4(2)
et les relations k = sup(2M,−2M − 1), k′ = sup(2M ′,−2M ′ − 1), on calcule facilement
(6) k′ =


k − 1, si ǫ(1)(−1)k = 1 et k 6= 0,
k + 1, si ǫ(1)(−1)k = −1,
0, si ǫ(1) = 1 et k = 0.
On introduit les entiers n′ = r′+[k′/2]+1, m′ = r′− [k′/2], A′ = 2r′+k′, B′ = 2r′−k′−1
et le couple de partitions (α′, β ′) ∈ P2(N
′− k′(k′+1)/2) correspondant a` (λ′, ǫ′). Fixons
un signe u′ ∈ {±1}. En utilisant ce signe et l’entier k′, on construit comme au de´but
du paragraphe des entiers n˜′, m˜′, A˜′, B˜′ et des partitions A˜λ′,ǫ′, B˜λ′,ǫ′, α˜
′, β˜ ′. On choisit
u′ = −u = −ǫ(1).
A l’aide de (6) et d’un calcul cas par cas, on voit que
(7) A˜′ = A˜+ 2r′ − 2r − 1, B˜′ = B˜ + 2r′ − 2r + 1.
Montrons que
(8) α˜′ = α ⊔ {0n˜
′−n}, β˜ ′ = β ⊔ {0m˜
′−m},
ce qui, d’apre`s l’analogue de (2), e´quivaut a`
(9) A˜λ′,ǫ′ = (α⊔{0
n˜′−n})+[A˜′, A˜′+2−2n˜′]2, B˜λ′,ǫ′ = (β⊔{0
m˜′−m})+[B˜′, B˜′+2−2m˜′]2.
On a
(10) A˜λ′,ǫ′ = {λ
′
j/2 + 2r
′ + 1− j; j = 1, ..., 2r′ + 1, ǫ′(j)(−1)j = ǫ(1)}
= {λ′j/2+2r
′+1−j; j = 1, ..., 2r+1−S, ǫ′(j)(−1)j = ǫ(1)}∪{j ∈ [2r′−2r+S−1, 0]1; (−1)
j = ǫ(1)};
B˜λ′,ǫ′ = {λ
′
j/2 + 2r
′ + 1− j; j = 1, ..., 2r′ + 1, ǫ′(j)(−1)j = −ǫ(1)}
= {λ′j/2+2r
′+1−j; j = 1, ..., 2r+1−S, ǫ′(j)(−1)j = −ǫ(1)}∪{j ∈ [2r′−2r+S−1, 0]1; (−1)
j = −ǫ(1)}.
Un calcul cas par cas montre que les contributions des termes comple´mentaires corres-
pondant aux 0 que l’on ajoute a` nos partitions co¨ıncident dans les deux membres des
e´galite´s (9). C’est-a`-dire que
(11) {j ∈ [2r′ − 2r + S − 1, 0]1; (−1)
j = ǫ(1)} = [A˜′ − n, A˜′ + 2− 2n˜′]2,
{j ∈ [2r′ − 2r + S − 1, 0]1; (−1)
j = −ǫ(1)} = [B˜′ −m, B˜′ + 2− m˜′]2.
Pour j ∈ {1, ..., 2r + 1 − S}, on a j + h(j) ∈ {sh(j) + 1, ..., sh(j)+1 − 1} et ǫ
′(j) =
ǫ(j + h(j))(−1)h(j)+1 par de´finition. La condition ǫ′(j)(−1)j = ǫ(1) e´quivaut a` ǫ(j +
h(j))(−1)j+h(j)+1 = ǫ(1), dont on sait d’apre`s 6.3(1) qu’elle e´quivaut a` h(j) impair. En
reprenant la de´finition de λ′j, on voit qu’alors λ
′
j = λj+h(j). On en de´duit
{λ′j/2 + 2r
′ + 1− j; j = 1, ..., 2r + 1− S, ǫ′(j)(−1)j = ǫ(1)} =
∪h=1,...,[(S+1)/2]{λj/2 + 2r
′ − j + 2h; j ∈ {s2h−1 + 1, ..., s2h − 1}}.
La condition ǫ′(j)(−1)j = −ǫ(1) e´quivaut a` ǫ(j + h(j))(−1)j+h(j)+1 = −ǫ(1), dont on
sait d’apre`s 6.3(1) qu’elle e´quivaut a` h(j) pair. En reprenant la de´finition de λ′j, on voit
qu’alors λ′j = λj+h(j) + 2. On en de´duit
{λ′j/2 + 2r
′ + 1− j; j = 1, ..., 2r + 1− S, ǫ′(j)(−1)j = −ǫ(1)} =
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∪h=1,...,[S/2]{λj/2 + 2r
′ − j + 2h+ 2; j ∈ {s2h + 1, ..., s2h+1 − 1}}.
On a donne´ plus haut les formules exprimant les termes α˜j+ A˜+2−2j et β˜j+ B˜+2−2j
en fonction des λj/2 + 2r + 1− j. On traduit alors :
{λ′j/2 + 2r
′ + 1− j; j = 1, ..., 2r + 1− S, ǫ′(j)(−1)j = ǫ(1)} =
∪h=1,...,[(S+1)/2]{α˜j + A˜− 2j + 2r
′ − 2r + 2h+ 1; j ∈ {xh + 1, ..., xh+1 − 1}},
{λ′j/2 + 2r
′ + 1− j; j = 1, ..., 2r + 1− S, ǫ′(j)(−1)j = −ǫ(1)} =
∪h=1,...,[S/2]{β˜j + B˜ − 2j + 2r
′ − 2r + 2h+ 3; j ∈ {yh + 1, ..., yh+1 − 1}}.
Par de´finition de α et β, on a α˜j = αj−h pour j ∈ {xh + 1, ..., xh+1 − 1} et β˜j = βj−h
pour j ∈ {yh + 1, ..., yh+1 − 1}. On obtient
{λ′j/2+2r
′+1−j; j = 1, ..., 2r+1−S, ǫ′(j)(−1)j = ǫ(1)} = α+[A˜+2r′−2r−1, A˜+2r′−2r+1−2n]2,
{λ′j/2+2r
′+1−j; j = 1, ..., 2r+1−S, ǫ′(j)(−1)j = −ǫ(1)} = β+[B˜+2r′−2r+1, B˜+2r′−2r+3−2m]2.
D’ou`, en utilisant (7),
(12) {λ′j/2+2r
′+1−j; j = 1, ..., 2r+1−S, ǫ′(j)(−1)j = ǫ(1)} = α+[A˜′, A˜′+2−2n]2,
{λ′j/2 + 2r
′ + 1− j; j = 1, ..., 2r + 1− S, ǫ′(j)(−1)j = −ǫ(1)} = β + [B˜′, B˜′ + 2− 2m]2.
En rassemblant (10), (11) et (12), on obtient (9), d’ou` (8).
Introduisons l’e´le´ment (λ′max, ǫ′max) ∈ Psymp(2N ′)k′. D’apre`s la preuve du the´ore`me
5.5, il y a unique e´le´ment (α′max, β ′max) dans PA′,B′;2(α
′, β ′) et c’est le couple correspon-
dant a` (λ′max, ǫ′max). On de´finit comme ci-dessus les partitions α˜′
max
, β˜ ′
max
, A˜α′max,β′max ,
B˜α′max,β′max , A˜λ′max,ǫ′max , B˜λ′max,ǫ′max , relatives a` l’entier k
′ et au signe u′ = −ǫ(1). On a
l’analogue de la relation (3), c’est-a`-dire
(13) A˜λ′max,ǫ′max = A˜α′max,β′max , B˜λ′max,ǫ′max = B˜α′max,β′max .
A ce point, on applique par re´currence la proposition 6.2 au couple (λ′, ǫ′) : on a
l’e´galite´ (λ′max, ǫ′max) = (λ¯′, ǫ¯′). En se rappelant que u′ = −ǫ(1), on calcule
A˜λ¯′,ǫ¯′ = {λ¯
′
j/2 + 2r
′ + 1− j; j = 1, ..., 2r′ + 1, ǫ¯′(j)(−1)j = ǫ(1)},
B˜λ¯′,ǫ¯′ = {λ¯
′
j/2 + 2r
′ + 1− j; j = 1, ..., 2r′ + 1, ǫ¯′(j)(−1)j = −ǫ(1)}.
Par construction, λ¯′j = λ¯j+1 et ǫ¯
′(j) = ǫ¯(j + 1). A l’aide de ces formules, (13) se re´crit
(14) A˜α′max,β′max = {λ¯j/2 + 2r
′ + 2− j; j = 2, ..., 2r′ + 2, ǫ¯(j)(−1)j+1 = ǫ(1)},
B˜α′max,β′max = {λ¯j/2 + 2r
′ + 2− j; j = 2, ..., 2r′ + 2, ǫ¯(j)(−1)j+1 = −ǫ(1)}.
Montrons que
(15) on a les e´galite´s α˜′
max
= ν ⊔ {0n˜
′−n}, β˜ ′
max
= µ ⊔ {0m˜
′−m}.
Le couple (α˜′
max
, β˜ ′
max
) est l’unique e´le´ment de PA˜′,B˜′;2(α˜
′, β˜ ′) tandis que (ν, µ) est
l’unique e´le´ment de PA˜−2,B˜;2(α,β). Pour tout c ∈ N, on a l’e´galite´ PA˜−2,B˜;2(α,β) =
PA˜−2+c,B˜+c;2(α,β) : cela re´sulte simplement de la construction de ces ensembles. En
prenant c = 2r′ − 2r + 1 et en utilisant (7), on obtient que (ν, µ) est aussi l’unique
e´le´ment de PA˜′,B˜′;2(α,β). En tenant compte de (8), l’assertion (15) re´sulte du lemme
2.5, pourvu que les hypothe`ses de ce lemme soient ve´rifie´es pour l’ensemble d’indice
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I˜ ′ = ({1, ..., n˜′} × {0}) ∪ ({1, ..., m˜′} × {1}) et les entiers n ≤ n˜′ et m ≤ m˜′. Il s’agit de
voir que
α˜′
n
+ A˜′ + 2− 2n > B˜′ − 2m
et
β˜ ′
m
+ B˜′ + 2− 2m > A˜′ − 2n.
Or il re´sulte de la preuve de (9) ci-dessus que les termes de gauche sont de la forme
λ′j + 2r
′ + 1− j pour un j ≤ 2r + 1− S tandis que les termes de droite sont de la forme
λ′j + 2r
′ + 1− j pour un j > 2r + 1− S. Les ine´galite´s cherche´es s’ensuivent, d’ou` (15).
Il re´sulte de (7) et (15) que (ν ⊔ {0n˜−n−1}) + [A˜ − 2, A˜ + 2 − 2n˜]2 est l’ensemble
des n˜ − 1 plus grands termes de A˜α′max,β′max , auxquels on ajoute 2r − 1 − 2r
′ et que
(µ⊔{0m˜−m})+ [B˜, B˜+2−2m˜]2 est l’ensemble des m˜ plus grands termes de B˜α′max,β′max ,
auxquels on ajoute 2r − 1 − 2r′. Graˆce a` (14), on obtient que (ν ⊔ {0n˜−n−1}) + [A˜ −
2, A˜ + 2 − 2n˜]2 est l’ensemble des n˜ − 1 plus grands termes de {λ¯j/2 + 2r + 1 − j; j =
2, ..., 2r′+2, ǫ¯(j)(−1)j+1 = ǫ(1)} tandis que (µ⊔{0m˜−m})+[B˜, B˜+2−2m˜]2 est l’ensemble
des m˜ plus grands termes de {λ¯j/2 + 2r + 1− j; j = 2, ..., 2r
′ + 2, ǫ¯(j)(−1)j+1 = −ǫ(1)}.
Remarquons que dans ce dernier ensemble, on peut aussi bien fair varier j de 1 a` 2r′+2 :
le terme j = 1 ne ve´rifie pas la condition ǫ¯(j)(−1)j+1 = −ǫ(1) puisque ǫ¯(1) = ǫ(1) par
de´finition. On utilise (5) en se rappelant que l’on a de´ja` de´montre´ l’e´galite´ λmax1 = λ¯1.
Alors A˜λmax,ǫmax est l’ensemble des n˜ plus grands termes de {λ¯j/2 + 2r + 1 − j; j =
1, ..., 2r′ + 2, ǫ¯(j)(−1)j+1 = ǫ(1)} et B˜λmax,ǫmax est l’ensemble des m˜ plus grands termes
de {λ¯j/2 + 2r + 1− j; j = 1, ..., 2r
′ + 2, ǫ¯(j)(−1)j+1 = −ǫ(1)}.
Repre´sentons λ¯ comme une partition a` 2r+1 termes. On a prouve´ en 6.4 que k(λ¯, ǫ¯) =
k. On peut donc de´finir les partitions A˜λ¯,ǫ¯ et B˜λ¯,ǫ¯ relatives a` r, k et au signe u =
ǫ(1). On a A˜λ¯,ǫ¯ = {λ¯j/2 + 2r + 1 − j; j = 1, ..., 2r + 1, ǫ¯(j)(−1)
j+1 = ǫ(1)} et, par
construction, cette partition a n˜ termes. Donc A˜λ¯,ǫ¯ est l’ensemble des n˜ plus grands
termes de {λ¯j/2 + 2r + 1− j; j = 1, ..., 2r
′ + 2, ǫ¯(j)(−1)j+1 = ǫ(1)}, autrement dit
A˜λ¯,ǫ¯ = A˜λmax,ǫmax .
De la meˆme fac¸on,
B˜λ¯,ǫ¯ = B˜λmax,ǫmax .
Mais ces e´galite´s e´quivalent a` l’e´galite´ (λmax, ǫmax) = (λ¯, ǫ¯). Cela ache`ve la de´monstration
de la proposition 6.2. 
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