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INJECTIVE PRESENTATIONS OF INDUCED MODULES OVER
CLUSTER-TILTED ALGEBRAS
RALF SCHIFFLER AND KHRYSTYNA SERHIYENKO
Abstract. Every cluster-tilted algebra B is the relation extension C ⋉ Ext2C(DC,C) of a
tilted algebra C. A B-module is called induced if it is of the form M ⊗C B for some C-
moduleM . We study the relation between the injective presentations of a C-module and the
injective presentations of the induced B-module. Our main result is an explicit construction
of the modules and morphisms in an injective presentation of any induced B-module. In the
case where the C-module, and hence the B-module, is projective, our construction yields
an injective resolution. In particular, it gives a module theoretic proof of the well-known
1-Gorenstein property of cluster-tilted algebras.
1. Introduction
Cluster-tilted algebras are finite dimensional associative algebras which were introduced
in [BMR] and, independently, in [CCS] for the type A.
One motivation for introducing these algebras came from Fomin and Zelevinsky’s cluster
algebras [FZ]. To every cluster in an acyclic cluster algebra one can associate a cluster-tilted
algebra, and the indecomposable rigid modules over the cluster-tilted algebra correspond
bijectively to the cluster variables outside the chosen cluster. Generalizations of cluster-
tilted algebras, the Jacobian algebras of quivers with potentials, were introduced in [DWZ],
extending this correspondence to the non-acyclic types. Many people have studied cluster-
tilted algebras in this context, see for example [BBT, BMR, BMR2, BMR3, CCS2, CC, CK,
KR].
The second motivation came from classical tilting theory. Tilted algebras are the endomor-
phism algebras of tilting modules over hereditary algebras, whereas cluster-tilted algebras
are the endomorphism algebras of cluster-tilting objects over cluster categories of hereditary
algebras. This similarity in the two definitions lead to the following precise relation between
tilted and cluster-tilted algebras, which was established in [ABS].
There is a surjective map
{tilted algebras} // // {cluster-tilted algebras}, C ✤ // B = C ⋉ E,
where E denotes the C-C-bimodule E = Ext2C(DC,C) and C ⋉E is the trivial extension.
This result allows one to define cluster-tilted algebras without using the cluster category.
It is natural to ask how the module categories of C and B are related, and several results in
this direction have been obtained, see for example [ABS2, ABS3, ABS4, BFPPT, BOW, DS].
The Hochschild cohomology of the algebras C and B has been compared in [AR, ARS,
ABIS, L, AGST].
The authors were supported by the NSF CAREER grant DMS-1254567 and by the University of Con-
necticut. The second author was also supported by the NSF Postdoctoral fellowship MSPRF-1502881.
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In [ScSe], we initiated a new approach to study the relation between the module categories
of a tilted algebra C and its cluster-tilted algebra B = C ⋉ E, namely induction and
coinduction.
The induction functor − ⊗C B and the coinduction functor HomC(B,−) from modC to
modB are defined whenever C is a subring of B which has the same identity. If we are
dealing with algebras over a field k, we can, and usually do, write the coinduction functor
as D(B ⊗C D−), where D = Hom(−, k) is the standard duality.
Induction and coinduction are important tools in classical Representation Theory of Finite
Groups. In this case, B would be the group algebra of a finite group G and C the group
algebra of a subgroup of G (over a field whose characteristic is not dividing the group
orders). In this situation, the algebras are semi-simple, induction and coinduction are the
same functor, and this functor is exact.
For arbitrary rings, and even for finite dimensional algebras, the situation is not that
simple. In general, induction and coinduction are not the same functor and, since the C-
module B is not projective (and not flat), induction and coinduction are not exact functors.
However, the connection between tilted algebras and cluster-tilted algebras is close enough
so that induction and coinduction are interesting tools for the study of the relation between
the module categories.
In this paper, we use induction and coinduction to construct explicit injective presentations
of induced modules over cluster-tilted algebras. Since the induction functor sends projective
C-modules PC to projective B-modules PB = PC ⊗C B, and the coinduction functor sends
injective C-modules IC to injective B-modules IB = D(B⊗C DIC), we are able to construct
injective presentations in modB from corresponding injective presentations in modC.
Our main result is the following. Here ν denotes the Nakayama functor and Ω the first
syzygy.
Theorem 1.1. Let C be a tilted algebra, B the corresponding cluster-tilted algebra, M an
indecomposable C-module. Let
0 // M // I0C
// I1C and 0
// M ⊗C E // I¯
0
C
// I¯1C
be minimal injective presentations in modC,
0 // τΩM // IˆC
an injective envelope in modC, and let I˜C be the injective C-module I˜C = νν
−1Ω−1M . Then
0 // M ⊗C B // I
0
B ⊕ I¯
0
B
// I˜B ⊕ I¯
1
B ⊕ IˆB
is an injective presentation of M ⊗C B in modB.
In the special case where M is a projective C-module, we can show that the presentation
is actually a resolution, and we obtain the following result.
Corollary 1.2. With the notation above, if M = PC is a projective C-module, then
0 // PC ⊗C B // I
0
B ⊕ I¯
0
B
// I˜B ⊕ I¯
1
B
// 0
is an injective resolution in modB.
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A dual version of each of the two results also holds, and in the case where the projective
dimension ofM is at most 1, we also compute the cokernel of the last map in the presentation.
As an immediate consequence, we obtain a new proof, which does not use cluster categories,
of a result by Keller and Reiten [KR].
Corollary 1.3. Cluster-tilted algebras are 1-Gorenstein.
The proof of the theorems uses both induction and coinduction, and it relies greatly on
the particular structure of the bimodule E.
The paper is organized as follows. In section 2, we set up the notation and recall results
about induction and coinduction functors from [ScSe]. Section 3 is devoted to the proofs
of the main results. In section 4, we give several examples of injective presentations and
describe a method for constructing injective resolutions.
Historical remark. Corollaries 1.2 and 1.3 were originally part of the first preprint version
of [ScSe]. Following the suggestion of an anonymous referee, we decided to remove these
results from [ScSe].
2. Notation and Preliminaries
Throughout this paper all algebras are assumed to be basic, finite dimensional over an
algebraically closed field k. Suppose Q = (Q0, Q1) is a connected quiver without oriented
cycles. By kQ we denote the path algebra of Q. If Λ is a k-algebra then denote by modΛ the
category of finitely generated right Λ-modules and by indΛ a set of representatives of each
isoclass of indecomposable right Λ-modules. Given M ∈ modΛ, the projective dimension
of M in modΛ is denoted by pdΛM and its injective dimension by idΛM . Let τ be the
Auslander-Reiten translation. Also define ΩM to be the first syzygy and Ω−1M the first
cosyzygy of M . By D we understand the standard duality functor Homk(−, k). Finally,
let ν = DHomΛ(−,Λ) be the Nakayama functor and ν
−1 = HomΛ(DΛ,−) be the inverse
Nakayama functor. For further details on representation theory we refer to [ASS, S].
2.1. Tilted algebras and cluster-tilted algebras. Let A = kQ be a hereditary algebra.
We recall, that an A-module T is called tilting if Ext1A(T, T ) = 0 and the number of in-
decomposable direct summands of T equals the number of isomorphism classes of simple
A-modules. The corresponding algebra C = EndAT is called a tilted algebra.
Let D = Db(modA) denote the derived category of bounded complexes of A-modules.
The cluster category CA is defined as the orbit category of the derived category with respect
to the functor τ−1
D
[1], where τD is the Auslander-Reiten translation in the derived category
and [1] is the shift. Cluster categories were introduced in [BMRRT], and in [CCS] for type
A, and were further studied in [K, KR, A, P]. They are triangulated categories [K], that
have Serre duality and are 2-Calabi Yau [BMRRT].
An object T in CA is called cluster-tilting if Ext
1
CA
(T, T ) = 0 and the number of indecom-
posable direct summands of T equals the number of isomorphism classes of simple A-modules.
The endomorphism algebra EndCAT of a cluster-tilting object is called a cluster-tilted algebra
[BMR].
2.2. Relation extensions. Let C be an algebra of global dimension at most two and let E
be the C-C-bimodule E = Ext2C(DC,C). The relation extension of C is the trivial extension
algebra B = C ⋉ E, whose underlying C-module is C ⊕ E, and multiplication is given by
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(c, e)(c′, e′) = (cc′, ce′ + ec′). Relation extensions where introduced in [ABS]. In the special
case where C is a tilted algebra, we have the following result.
Theorem 2.1. [ABS] Let C be a tilted algebra. Then B = C⋉Ext2C(DC,C) is a cluster-tilted
algebra. Moreover all cluster-tilted algebras are of this form.
Remark. This shows that the tilted algebra C is a subalgebra and a quotient of the cluster-
tilted algebra B. Let π : B → C be the corresponding surjective algebra homomorphism.
We will often consider a C-module M as a B-module with action M · b = M · π(b). In
particular, C and E are right B-modules, and there exists a short exact sequence in modB
(1) 0 // E
i // B
π // C // 0 .
2.3. Induction and Coinduction Functors. In this section we define two functors called
induction and coinduction and describe some general results about them. For proofs we
refer to [ScSe]. Suppose there are two k-algebras C and B with the property that C is a
subalgebra of B and they share the same identity. Then there is a general construction via
the tensor product, also known as extension of scalars, that sends a C-module to a particular
B-module. We give a precise definition below.
Definition 2.2. Let C be a subalgebra of B, such that 1C = 1B, then
−⊗C B : modC → modB
is called the induction functor, and dually
D(B ⊗C D−) : modC → modB
is called the coinduction functor. Moreover, given M ∈ modC the corresponding induced
module is defined to be M ⊗C B, and the coinduced module is defined to be D(B ⊗C DM).
First observe that both functors are covariant. The induction functor is right exact, while
the coinduction functor is left exact.
Lemma 2.3. Let C and B be two k-algebras and N a C-B-bimodule, then
M ⊗C N ∼= DHomC(M,DN)
as B-modules for all M ∈ modC.
Proof. M⊗CN ∼= DHomk(M⊗CN, k) ∼= DHomC(M,Homk(N, k)) ∼= DHomC(M,DN). 
The next proposition describes an alternative definition of these functors, and we will use
these two descriptions interchangeably.
Proposition 2.4. Let C be a subalgebra of B such that 1C = 1B, then for every M ∈ modC
(a) M ⊗C B ∼= DHomC(M,DB).
(b) D(B ⊗C DM) ∼= HomC(B,M).
We shall need the following basic properties of these functors.
Proposition 2.5. Let C be a subalgebra of B such that 1C = 1B. If e is an idempotent then
(a) (eC)⊗C B ∼= eB.
(b) D(B ⊗C Ce) ∼= DBe.
In particular, if P (i) and I(i) are indecomposable projective and injective C-modules at vertex
i, then P (i)⊗CB and D(B⊗CDI(i)) are respectively indecomposable projective and injective
B-modules at vertex i.
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We can say more in the situation when B is a split extension of C.
Definition 2.6. Let B and C be two algebras. We say B is a split extension of C by a
nilpotent bimodule E if there exist algebra homomorphisms π : B → C and σ : C → B such
that πσ is the identity on C and E = ker π is a nilpotent (two-sided) ideal of B.
In particular, there exists the following short exact sequence of B-modules.
(2) 0 // E
i // B
π // C
σ
oo // 0
For example, relation extensions are split extensions.
If B is a split extension of C then σ is injective, which means C is a subalgebra of B.
Also, E is a C-C-bimodule, and we require E to be nilpotent so that 1B = 1C . Observe
that B ∼= C ⊕ E as C-modules, and there is an isomorphism of C-modules M ⊗C B ∼=
M ⊗C C ⊕ M ⊗C E ∼= M ⊕ M ⊗C E. Similarly, D(B ⊗C DM) ∼= M ⊕ D(E ⊗C DM)
as C-modules. This shows that induction and coinduction of a module M yields the same
module M plus possibly something else. The next proposition shows a precise relationship
between a given C-module and its image under the induction and coinduction functors.
Proposition 2.7. Suppose B is a split extension of C by a nilpotent bimodule E, then for
every M ∈ modC there exist two short exact sequences of B-modules:
(a) 0 // M ⊗C E // M ⊗C B // M // 0 .
(b) 0 // M // D(B ⊗C DM) // D(E ⊗C DM) // 0 .
Thus, in this situation each module is a quotient of its induced module and a submodule
of its coinduced module.
2.4. Induced and Coinduced Modules over Relation Extension Algebras. In this
subsection, we recall several results from [ScSe] on the properties of the induction and coin-
duction functors in the case where C is an algebra of global dimension at most two and B is
its relation extension. Throughout this subsection, all tensor products ⊗ are tensor products
over C.
We begin by establishing some properties of E and DE.
Proposition 2.8. [ScSe] Let C be an algebra of global dimension at most 2. Then
(a) E ∼= τ−1Ω−1C.
(b) DE ∼= τΩDC.
(c) M ⊗ E ∼= τ−1Ω−1M .
(d) D(E ⊗DM) ∼= τΩM .
The following result gives homological conditions under which induction or coinduction is
trivial.
Proposition 2.9. [ScSe] Let C be an algebra of global dimension at most 2, and let B =
C ⋉ E. Suppose M ∈ modC, then
(a) idCM ≤ 1 if and only if M ⊗ B ∼= M .
(b) pdCM ≤ 1 if and only if D(B ⊗DM) ∼= M .
The next lemma is a slight modification of a result of [ScSe], and we include a proof for
completeness.
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Lemma 2.10. [ScSe] Let C be an algebra of global dimension at most 2, then for any
M ∈ modC
(a) Ext1C(M ⊗E,C) = 0.
(b) Ext1C(DC,D(E ⊗DM)) = 0.
(c) Ext1C(E,M ⊗ E) = 0.
(d) Ext1C(D(E ⊗DM), DE) = 0.
Proof. We will show parts (a) and (c), and the rest of the lemma can be proven similarly.
Part (a). By Proposition 2.8(c), we see that Ext1C(M ⊗ E,C)
∼= Ext1C(τ
−1Ω−1M,C), which
in turn by the Auslander-Reiten formula is isomorphic to DHomC(C,Ω
−1M). Let i :M → I
be an injective envelope of M , thus we have the following short exact sequence
0 // M
i // I
π // Ω−1M // 0 .
Applying HomC(C,−) to this sequence we obtain an exact sequence
0 // HomC(C,M) // HomC(C, I)
π∗ // HomC(C,Ω
−1M) // Ext1C(C,M) .
However, Ext1C(C,M) = 0 shows that π∗ is surjective. This implies that every morphism
from C to Ω−1M factors through the injective I. Thus, HomC(C,Ω
−1M) = 0, and this
shows part (a).
Part (c). As above observe that Ext1C(E,M ⊗E)
∼= DHomC(M ⊗E,Ω
−1C). Let j : C → J
be an injective envelope of C, thus we have the following short exact sequence
0 // C
j // J
ρ // Ω−1C // 0 ,
Applying HomC(M ⊗E,−) to this sequence we get an exact sequence
0 // HomC(M ⊗E,C) // HomC(M ⊗ E, J)
ρ∗ // HomC(M ⊗ E,Ω
−1C) // 0 .
where the surjectivity of ρ∗ follows from part (a). Thus HomC(M ⊗E,Ω
−1C) = 0, and this
completes the proof of part (c). 
Recall that a module M is called rigid if Ext1(M,M) = 0.
Corollary 2.11. [ScSe] If the global dimension of C is at most two, then both E ⊕ C and
DE ⊕DC are rigid modules.
The next result only holds for tilted algebras.
Lemma 2.12. [ScSe] Let C be a tilted algebra. Then for all M ∈ modC
(a) idCM ⊗ E ≤ 1.
(b) pdCD(E ⊗DM) ≤ 1.
3. Main results
In this section, we construct an explicit injective presentation of an arbitrary induced
module M ⊗ B in a cluster-tilted algebra B = C ⋉E using only induction and coinduction
functors applied to modules over a tilted algebra C. This presentation is described completely
in terms of C-modules. In particular, our method provides an injective resolution for any
projective B-module. We start by showing preliminary results that lead to the main theorem.
Most of these statements are also true when the global dimension of C is at most 2 and we
make that distinction clear.
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Lemma 3.1. Let gl.dimC = 2 and M ∈ modC. Suppose that idCM = 2, and that
0 // M
i0 // I0C
i2 // I1C
i3 // I2C
// 0
is a minimal injective resolution of M . Then there is a commutative diagram with exact
rows
0 // M
i0 //
g1

I0C
i1 //
g0

Ω−1M // 0
0 // τΩτ−1Ω−1M
π0 // I˜C
π1 // Ω−1M // 0
where I˜C = νν
−1Ω−1M is an injective C-module.
Proof. Consider the diagram below. The injective resolution of M also gives a minimal
injective resolution of Ω−1M , which is shown in the top row of the diagram. Then we apply
the inverse Nakayama functor ν−1 = HomC(DC,−) to this resolution and obtain a projective
presentation of τ−1Ω−1M in the second row. First, note that ν−1Ω−1M = HomC(DC,Ω
−1M)
is nonzero, because it contains the nonzero map i1. Also, the global dimension of C is two,
which means that ν−1Ω−1M is projective and we actually have a projective resolution of
τ−1Ω−1M .
Next we apply the Nakayama functor ν = DHomC(−, C) to the projective resolution of
Ωτ−1Ω−1M , and obtain an injective presentation of τΩτ−1Ω−1M in the third row of the
diagram. Observe that νΩτ−1Ω−1M = νIm(ν−1i3) = Im(νν
−1i3) = Im i3 = I
2
C .
Let g0 = νν
−1i1. By commutativity in the diagram below, we see that i4π1g0 = i2 = i4i1.
Since i4 is injective, we conclude π1g0 = i1. This shows that we have two short exact se-
quences as in the statement of the lemma and that the second square in the diagram is com-
mutative. Then by the universal property of ker π1 there exists g1 ∈ HomC(M, τΩτ
−1Ω−1M)
that makes the first square commute.
Ω−1M
i4
$$■
■■
■■
■■
0 // M
i0 // I0C
i2 //
i1
88♣♣♣♣♣♣♣♣♣
I1C
i3 //
ν−1

I2C
//
ν−1

0
ν−1I0C
ν−1i1
xxqqq
qq
q ν−1i2
##❍
❍❍
❍❍
0 // ν−1Ω−1M
ν−1i4 //
ν

ν−1I1C
ν−1i3 //
&&◆◆
◆◆◆
◆
ν

ν−1I2C
// τ−1Ω−1M // 0
Ωτ−1Ω−1M
88♣♣♣♣♣♣
I0C
νν−1i1
xxqqq
qq
qq
q
i2
##❍
❍❍
❍❍
❍❍
0 // τΩτ−1Ω−1M
π0 // νν−1Ω−1M
νν−1i4 //
π1 &&◆
◆◆◆
◆◆◆
I1C
i3 // I2C
// 0
Ω−1M
i4
::✉✉✉✉✉✉
8 RALF SCHIFFLER AND KHRYSTYNA SERHIYENKO

Proposition 3.2. Let gl.dimC ≤ 2 and E = Ext2C(DC,C), then for every M ∈ modC
M ⊗ E ∼= HomC(E,M ⊗ E)⊗E.
Proof. Observe that by Proposition 2.8(c) the left hand side of the statement above is iso-
morphic to τ−1Ω−1M . Now consider the right hand side
HomC(E,M ⊗ E)⊗ E ∼= D(E ⊗D(M ⊗E))⊗ E by Lemma 2.3
∼= τΩ(M ⊗ E)⊗ E by Proposition 2.8(d)
∼= τΩτ−1Ω−1M ⊗ E by Proposition 2.8(c)
∼= τ−1Ω−1τΩτ−1Ω−1M by Proposition 2.8(c).
Therefore, it suffices to show that τ−1Ω−1M ∼= τ−1Ω−1τΩτ−1Ω−1M . If idCM ≤ 1 then both
sides are zero and the statement follows. If idCM = 2, then by Lemma 3.1 we have a short
exact sequence
0 // τΩτ−1Ω−1M
π0 // I˜C // Ω
−1M // 0 .
Next we construct the following commutative diagram
0 // τΩτ−1Ω−1M // I //
i

Ω−1τΩτ−1Ω−1M //
j

0
0 // τΩτ−1Ω−1M
π0 // I˜C // Ω
−1M // 0
where I is an injective envelope of τΩτ−1Ω−1M . The map i exists and is a monomor-
phism by the properties of an injective envelope; j exists by the universal property of the
cokernel. Moreover, I˜C ∼= i(I) ⊕ I
′, where I ′ is some injective C-module. By commutativ-
ity Im π0 ⊂ i(I), which implies that Ω
−1M ∼= I ′ ⊕ Ω−1τΩτ−1Ω−1M . Hence, τ−1Ω−1M ∼=
τ−1Ω−1τΩτ−1Ω−1M . 
To simplify the notation we will write IC for an injective C-module, and IB for the cor-
responding injective B-module, that is IB = D(B ⊗ DIC). Also, the morphisms in the
statements of the proceeding lemmas will be used in the proof of the main theorem, so we
keep the notation consistent throughout this section.
Lemma 3.3. Suppose M is a module over a tilted algebra C such that idCM = 2 and
pdCM ≤ 1. Let 0→ M
i0−→ I0C be an injective envelope of M . Then there is a commutative
diagram with exact rows
0 // M
(
j0i0
g1
)
//
i0

I0B ⊕ τΩτ
−1Ω−1M
(
α, −l1π0
)
//
(
1 0
0 π0
)

I˜B
η // Ext1C(E,M)
0 // I0C
(
j0
g0
)
// I0B ⊕ I˜C
(
α, −l1
)
// I˜B
η // Ext1C(E,M)
where I˜C = νν
−1Ω−1M is the injective C-module of Lemma 3.1.
Proof. We begin by constructing the following diagram (3) with commutative squares and
exact rows. The exactness of its top row follows from Lemma 3.1.
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(3)
0 // M
(
i0
g1
)
// I0C ⊕ τΩτ
−1Ω−1M
(
g0, −π0
)
//
(
j0 0
0 1
)

I˜C //
l1

0

0 // M
(
i0j0
g1
)
// I0B ⊕ τΩτ
−1Ω−1M
(
α, −l1π0
)
// I˜B
η // Ext1C(E,M)
We apply the coinduction functor HomC(B,−) to the top sequence in diagram (3) to obtain
the bottom sequence and the corresponding inclusion maps between the two sequences. First
observe that using Proposition 2.8(d) we have τΩτ−1Ω−1M ∼= D(E⊗Dτ−1Ω−1M). Since C
is tilted, Lemma 2.12(b) shows that the projective dimension of τΩτ−1Ω−1M is strictly less
than 2, and Proposition 2.9(b) implies that both M and τΩτ−1Ω−1M do not change under
coinduction. Also, there is a C-module isomorphism Ext1C(B,M)
∼= Ext1C(C ⊕ E,M) =
Ext1C(E,M).
Hence, coinducing the top sequence in diagram (3) we obtain the long exact sequence
underneath. Here, α is the coinduced morphism from g0, and l1, j0 are the inclusions as in
Proposition 2.7(b), such that there is a commutative diagram
(4) 0 // I0C
j0 //
g0

I0B
α

0 // I˜C
l1 // I˜B.
Moreover, it is easy to see that diagram (3) is commutative. Indeed, ηl1 = 0 because
l1 factors through the kernel of η. Finally, observe that the bottom exact sequence in this
diagram coincides with the top exact sequence as in the statement of the lemma. Therefore,
it suffices to show that the bottom row depicted in the lemma is exact and that the diagram
is commutative.
First observe that the second square and the third square in the diagram of the lemma
commute trivially while the first one commutes because π0g1 = g0i0, by Lemma 3.1. Next,
note that the bottom row is exact at I0C , because j0 is injective, and we want to show that it is
also exact at I˜B. That is, we claim that Im (α,−l1) = ker η. Consider η(α,−l1) = (ηα,−ηl1).
The first entry is zero because the top row is exact at I˜B, and the second entry is zero by
commutativity of diagram (3). Hence, Im (α,−l1) ⊂ ker η. To show the reverse inclusion,
suppose η(e) = 0 for some e ∈ I˜B. Since, the top row is exact at I˜B there exist a ∈ I
0
B and
c ∈ τΩτ−1Ω−1M such that α(a)− l1(π0(c)) = e. This shows that ker η ⊂ Im (α,−l1), so the
bottom sequence in the statement of the lemma is exact at I˜B.
Thus it remains to show that Im
(
j0
g0
)
=ker
(
α, −l1
)
. To show the forward inclusion consider(
α, −l1
)(
j0
g0
)
=αj0 − l1g0 which is zero by diagram (4). Now suppose α(a) − l1(b) = 0 for
some a ∈ I0B and b ∈ I˜C . By Lemma 3.1, there exists d ∈ I
0
C such that i1(d) = π1(b). Then
π1g0(d) = i1(d) = π1(b) or equivalently π1(b − g0(d)) = 0. Again Lemma 3.1 implies that
there exists c ∈ τΩτ−1Ω−1M such that π0(c) = b − g0(d). Now we have α(a) = l1(b) =
l1(π0(c) + g0(d)) = l1π0(c) + αj0(d), where the last identity follows from diagram (4), so
α(a − j0(d)) − l1π0(c) = 0. Using the fact that the top row in our diagram is exact we
can find p ∈ M such that j0i0(p) = a − j0(d) and g1(p) = c. Finally, i0(p) + d ∈ I
0
C and
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(
j0
g0
)
(i0(p) + d) =
(
a
b
)
since g0i0 = π0g1. This shows the reverse inclusion and completes the
proof of the lemma. 
Lemma 3.4. Let gl.dimC = 2. Suppose M is a C-module with an injective envelope 0 →
M
i0−→ I0C and idCM = 2. Then there exists a commutative diagram with exact rows
0 // M ⊗ B
(
u1
g2
)
// M ⊕ τΩτ−1Ω−1M ⊗ B
(
g1, −δ1
)
//
(
i0 0
0 1
)

τΩτ−1Ω−1M //
π0

0
0 // M ⊗ B
(
i0u1
g2
)
// I0C ⊕ τΩτ
−1Ω−1M ⊗B
(
g0, −π0δ1
)
// I˜C // 0
where I˜C = νν
−1Ω−1M is the injective C-module of Lemma 3.1.
Proof. By Lemma 3.1 there is a short exact sequence
0 // M
(
i0
g1
)
// I0C ⊕ τΩτ
−1Ω−1M
(
g0, −π0
)
// I˜C // 0.
We will apply the induction functor −⊗B to this sequence. Since I0C and I˜C are injective,
Proposition 2.9(a) implies that these modules do not change under induction. Also, there
is a C-module isomorphism Ext1C(I˜C , DB)
∼= Ext1C(I˜C , DC ⊕ DE) = 0, by Corollary 2.11.
Therefore, using the fact that −⊗B = DHomC(−, DB), we see that applying the induction
functor produces the following short exact sequence.
0 // M ⊗ B
(
i0u1
g2
)
// I0C ⊕ τΩτ
−1Ω−1M ⊗ B
(
g0, −π0δ1
)
// I˜C // 0
Here, g2 is the image of g1 under the induction functor, and δ1, u1 are projections as in
Proposition 2.7(a), such that there is the following commutative diagram
(5) M ⊗ B
g2

u1 // M //
g1

0
τΩτ−1Ω−1M ⊗ B
δ1 // τΩτ−1Ω−1M // 0.
Thus we have constructed the bottom row as in the conclusion of the lemma. It suffices to
show that the top row is exact and that the diagram is commutative. First observe that
the first square commutes trivially and the second one commutes because π0g1 = g0i0, by
Lemma 3.1. Next, note that the top row is exact at M⊗B by commutativity of the diagram
and it is exact at τΩτ−1Ω−1M because δ1 is surjective.
Therefore, it remains to show that Im
(
u1
g2
)
=ker
(
g1, −δ1
)
. The forward inclusion holds,
since
(
g1, −δ1
)(
u1
g2
)
=g1u1 − δ1g2 = 0, by diagram (5). Now suppose that g1(a) − δ1(b) = 0
for some a ∈ M and b ∈ τΩτ−1Ω−1M ⊗ B. Applying π0 to both sides we obtain π0g1(a) −
π0δ1(b) = 0 or equivalently g0i0(a)−π0δ1(b) = 0, by commutativity. Since the bottom row is
exact we can find p ∈M⊗B such that i0u1(p) = i0(a) and g2(p) = b. Note that i0 is injective
so u1(p) = a. Finally,
(
u1
g2
)
(p)=
(
a
b
)
. This shows the reverse inclusion and completes the
proof of the lemma. 
The next proposition describes an isomorphism between induction and coinduction for a
particular type of modules.
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Proposition 3.5. Suppose gl.dimC = 2 and M = τΩτ−1Ω−1N for some N ∈ modC. Then
the induction of M is isomorphic to the coinduction of M ⊗ E and there is a commutative
diagram with exact rows
0 // M ⊗ E
1⊗i //
φ

M ⊗B
1⊗π //
θ

M ⊗ C //
ψ

0
0 // HomC(C,M ⊗ E)
π∗ // HomC(B,M ⊗ E)
i∗ // HomC(E,M ⊗E) // 0
where φ, θ,and ψ are isomorphisms of B-modules.
Proof. First observe that the top row is a short exact sequence by Proposition 2.7(a), and
the bottom row is a short exact sequence by Propositions 2.7(b) and 2.4(b). The maps i and
π are as in sequence (1). Next we explicitly describe the rest of the maps that appear in the
diagram above.
Let us begin with the definition of ψ. First, consider
M ∼= τΩτ−1Ω−1N
∼= D(E ⊗Dτ−1Ω−1N) by Proposition 2.8(d)
∼= HomC(E, τ
−1Ω−1N) by Lemma 2.3
∼= HomC(E,N ⊗ E) by Proposition 2.8(c).
Then Proposition 3.2 implies that
M ⊗ E ∼= N ⊗ E
and in turn
HomC(E,M ⊗ E) ∼= HomC(E,N ⊗E) ∼= M.
Now, there exists a unique C-module homomorphism ψ such that
ψ : M ⊗ C → HomC(E,M ⊗E)
m⊗ c 7−→ (e 7→ mc⊗ e).
Next, we want to show that ψ is injective. Since M ⊗C C ∼= M , it suffices to show that
ψ(m⊗1) = 0 if and only if m = 0. Now suppose that ψ(m⊗1) = 0 for some m⊗1 ∈ M⊗C,
which means m⊗ e = 0, for all e ∈ E, and we need to show that m = 0. For this we use the
universal property of the tensor product. Consider the diagram
M × E //
ψ &&▼▼
▼▼
▼▼
▼▼
▼▼
M ⊗C E
Ψ

N ⊗ E
where ψ(m, e) = m(e). Recall that we can think of M as HomC(E,N ⊗ E), so here by
m(e) we understand a map m evaluated at an element e ∈ E. One can check that ψ is a
C-balanced map, and the universal property of the tensor product implies that there exists
a unique C-module homomorphism Ψ such that Ψ(m⊗ e) = m(e). Now suppose m⊗ e = 0
for all e ∈ E. Then Ψ(m ⊗ e) = m(e) = 0 for all e ∈ E, which means that m is the zero
map, thus m = 0. This shows that ψ is an injective C-module homomorphism, but since
M ∼= HomC(E,M⊗E) are finite dimensional, this shows that ψ is a C-module isomorphism.
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Because every C-module is also a B-module by defining the action of E to be trivial, then
ψ is also a B-module isomorphism.
Now we define θ, and again we use the universal property of the tensor product. Consider
the diagram
M ×B //
ϕ ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
M ⊗C B
θ

HomC(B,M ⊗E)
where
ϕ : (m, (c, e)) 7−→ ((c′, e′) 7→ m⊗ (ce′ + ec′)).
Again one can easily check that this map is C-balanced, so the universal property of the
tensor product implies that there exists a unique C-module homomorphism θ such that
θ(m⊗ (c, e)) = ((c′, e′) 7→ m⊗ (ce′ + ec′)).
Now we want to show that θ is a B-module homomorphism. Observe that for all (c˜, e˜) ∈ B
and m⊗ (c, e) ∈M ⊗ B we have
θ(m⊗ (c, e)) · (c˜, e˜) = ((c′, e′) 7→ m⊗ (ce′ + ec′)) · (c˜, e˜)
= ((c′, e′) 7→ m⊗ (c(c˜e′ + e˜c′) + ec˜c′)).
On the other hand
θ(m⊗ (c, e) · (c˜, e˜)) = θ(m⊗ (cc˜, ce˜+ ec˜))
= ((c′, e′) 7→ m⊗ (cc˜e′ + (ce˜+ ec˜)c′)),
and the two expressions are the same. This shows that θ is a B-module homomorphism.
Finally, we define the morphism φ. Let
φ :M ⊗ E → HomC(C,M ⊗ E)
φ : m⊗ e 7−→ (c 7→ (m⊗ e) · c)
which is a standard isomorphism of C-modules. By the same reasoning as above it is also
an isomorphism of B-modules. Thus we defined all morphisms appearing in the proposition,
so it remains to show that the corresponding diagram is commutative. Let m⊗ e ∈M ⊗E,
then consider
π∗φ(m⊗ e) = π∗(c 7→ (m⊗ e) · c)
= (c 7→ (m⊗ e) · c) ◦ π
= ((c′, e′) 7→ m⊗ e · π(c′, e′))
= ((c′, e′) 7→ m⊗ e · (c′, 0))
= ((c′, e′) 7→ m⊗ ec′).
On the other hand
θ(1⊗ i)(m⊗ e) = θ(m⊗ i(e))
= θ(m⊗ (0, e))
= ((c′, e′) 7→ m⊗ ec′).
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This shows that the first square commutes. Now let m⊗ (c, e) ∈M ⊗ B and consider
i∗θ(m⊗ (c, e)) = i∗((c′, e′) 7→ m⊗ (ce′ + ec′))
= (e′ 7→ m⊗ ce′).
Also,
ψ(1⊗ π)(m⊗ (c, e)) = ψ(m⊗ c)
= (e′ 7→ mc⊗ e′)
= (e′ 7→ m⊗ ce′).
This shows that the second square commutes.
Next the Five Lemma implies that θ is a B-module isomorphism. This completes the
proof of the proposition. 
The following corollary is a reformulation of Proposition 3.5 and will be used in the proof
of Theorem 3.7.
Corollary 3.6. Suppose gl.dimC = 2 and M = τΩτ−1Ω−1N for some N ∈ modC. Then
there is a commutative diagram with exact rows
0 // M ⊗ E
δ0 //
φ′

M ⊗ B
δ1 //
θ′

M //
ψ′

0
0 // N ⊗ E
β0 // HomC(B,N ⊗ E)
β1 // M // 0
where φ′, θ′, and ψ′ are isomorphisms of B-modules.
Proof. First observe that the top row of this diagram is equivalent to the top row of the
diagram in Proposition 3.5. Also, in the proof of this proposition we showed that N ⊗E ∼=
M ⊗E and M ∼= HomC(E,M ⊗E). This implies that the bottom rows of the two diagrams
are also equivalent. Thus, we conclude that there exist φ′, θ′, and ψ′ that make the diagram
above commute. 
We are now ready for our main results. The following theorems 3.7 and 3.10 give an
explicit construction of an injective presentation for each induced module over a cluster-
tilted algebra.
Theorem 3.7. Let C be a tilted algebra, B the corresponding cluster-tilted algebra, M a
C-module such that id CM ≥ 1 and pdCM ≤ 1. Let
0 // M // I0C
// I1C and 0
// M ⊗E // I¯0C
// I¯1C
be minimal injective presentations in modC, and let I˜C be the injective C-module I˜C =
νν−1Ω−1M . Then
0 // M ⊗ B // I0B ⊕ I¯
0
B
// I˜B ⊕ I¯
1
B
// Ext1C(E,M)
is an exact sequence in modB that yields an injective presentation of M ⊗B.
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Remark. If the injective dimension ofM equals one, thenM⊗E = 0, by Proposition 2.9(a),
and I˜C = νν
−1Ω−1M = νν−1I1C = I
1
C . Thus in this case the exact sequence becomes
0 // M ⊗ B = M // I0B
// I1B
// Ext1C(E,M).
Moreover, this yields a minimal injective presentation of M ⊗ B in modB.
Proof. If idCM = 1, then consider a minimal injective resolution of M in modC
0 // M // I0C
// I1C
// 0
of length at most one. We apply the coinduction functor HomC(B,−) to the injective
resolution of M and obtain
0 // M // I0B
// I1B
// Ext1C(B,M) .
Indeed the injectives in modC will map to the corresponding injectives in modB, andM will
not change, since M⊗B = M by Proposition 2.9(a). Also, there is a C-module isomorphism
Ext1C(B,M)
∼= Ext1C(C ⊕ E,M)
∼= Ext1C(E,M), and the result follows from the remark.
Now assume that idCM = 2. We start by defining the morphisms in the sequence. In
order to do so, consider the following commutative diagram
(6) 0

0

0

0 // M ⊗E
β0 //
ǫ

HomC(B,M ⊗E)
β1 //
γ0

τΩτ−1Ω−1M //
γ1

0
0 // I¯0C
v0 //
κ1

I¯0B
v1 //
π

τΩI¯0C
γ2

// 0
0 // I¯1C
l2 //

I¯1B
κ2 //

τΩI¯1C

// 0
0 0 0
where every row and column is exact. To construct this diagram, we begin with the in-
jective resolution in modC of M ⊗ E as in the statement of the theorem. Note that, by
Lemma 2.12(a), idCM ⊗ E ≤ 1. This sequence appears in the left most column of the
diagram above. Then we apply the coinduction functor HomC(B,−) to this sequence and
recall that Ext1C(E,M⊗E) = 0, by Corollary 2.10(c). This gives us the short exact sequence
to the right of the one we started with, which is the middle column of the diagram. We
also obtain inclusions β0, v0, l2 from the given C-modules to the corresponding coinduced
B-modules and projections β1, v1, k2 to the corresponding cokernels as in Proposition 2.7(b).
By the same proposition, cok β0 = D(E⊗D(M⊗E)) ∼= τΩτ
−1Ω−1M , where the last identity
follows from Proposition 2.8. Similarly, cok v0 ∼= τΩI¯
0
C , and cok l2
∼= τΩI¯1C . Thus we obtain
the commutative diagram (6).
Now we construct the commutative diagram (7) with exact rows, which appears below.
We obtain the bottom two rows from Corollary 3.6 by letting N = M . Next, we draw
a commutative diagram (5) in the top right corner, where the maps g1 and g2 are as in
INJECTIVE PRESENTATIONS OF INDUCED MODULES OVER CLUSTER-TILTED ALGEBRAS 15
Lemma 3.4. We complete the top row by M ⊗E, the kernel of u1, as in Proposition 2.7(a).
Finally, by the universal property of ker δ1 there exists a morphism ǫ0 that completes the
diagram and makes the upper left square commute. Note that the bottom row of diagram
(7) is the same as the top row of diagram (6).
(7) 0 // M ⊗ E
u0 //
ǫ0

M ⊗ B
u1 //
g2

M //
g1

0
0 // M ⊗ E
δ0 //
φ′

τΩτ−1Ω−1M ⊗ B
δ1 //
θ′

τΩτ−1Ω−1M //
ψ′

0
0 // M ⊗ E
β0 // HomC(B,M ⊗ E)
β1 // τΩτ−1Ω−1M // 0.
Next we want to show that ǫ0 is an isomorphism. Observe that, since M ⊗ E is finite
dimensional, it suffices to show that ǫ0 is injective. Suppose ǫ0(a) = 0, for some a ∈M ⊗E.
Let u0(a) = b. Because u0 is injective, it is enough to show that b = 0. By commutativity
g2(b) = 0, but looking at the top row of Lemma 3.4, we conclude that either b = 0 or
u1(b) 6= 0. In the first case we are done, so suppose u1(b) 6= 0. Then u1(b) = u1u0(a) 6= 0,
which is a contradiction since the top row of the diagram (7) is exact. This shows that
a = b = 0 and that ǫ0 is an isomorphism.
Now we show that the following sequence as in the statement of the theorem is exact
(8)
0 // M ⊗ B
(
j0i0u1
γ0θ
′g2
)
// I0B ⊕ I¯
0
B
(
α −l1γv1
0 π
)
// I˜B ⊕ I¯
1
B
(
η 0
)
// Ext1C(E,M)
where the maps are v1, π, γ0 are given in diagram (6), the maps θ
′, u1, g2 in diagram (7), the
maps i0, j0, α, l1, η in Lemma 3.3, and γ in diagram (9) below.
(9) τΩτ−1Ω−1PC
π0 //
γ1ψ
′

I˜C
τΩI¯0C
γ
99
Here π0 is the map of Lemma 3.1. Observe that γ exists because I˜C is injective and γ1ψ
′ is
an injective map. Moreover, the map γ makes the diagram commute, that is γγ1ψ
′ = π0.
First we show that the sequence we defined above is exact atM⊗B. Suppose
(
j0i0u1
γ0θ
′g2
)
(p) =
0 for some p ∈M ⊗B. So on the one hand j0i0u1(p) = 0, but j0 and i0 are injective, which
means u1(p) = 0. By diagram (7) there exists b ∈ M ⊗ E such that u0(b) = p. On the
other hand, γ0θ
′g2u0(b) = 0, but by commutativity in diagram (7) this is equivalent to
γ0β0φ
′ǫ0(b) = 0. Because, all of these maps are injective it follows that b = 0, which implies
p = 0. This shows that
(
j0i0u1
γ0θ
′g2
)
is an injective map.
Next we show that im
(
j0i0u1
γ0θ
′g2
)
=ker
(
α −l1γv1
0 π
)
, meaning that the sequence is exact at I0B⊕I¯
0
B.
To show the forward inclusion consider
(
α −l1γv1
0 π
)(
j0i0u1
γ0θ
′g2
)
=
(
αj0i0u1−l1γv1γ0θ
′g2
πγ0θ
′g2
)
. Observe that
πγ0 = 0 by diagram (6), which means that the bottom entry is zero. The top entry is also
16 RALF SCHIFFLER AND KHRYSTYNA SERHIYENKO
zero, because
αj0i0u1 − l1γv1γ0θ
′g2 = l1(π0g1u1 − γv1γ0θ
′g2) by first row in Lemma 3.3
= l1(γγ1ψ
′g1u1 − γv1γ0θ
′g2) by diagram (9)
= l1γ(γ1ψ
′g1u1 − v1γ0θ
′g2)
= l1γ(γ1β1θ
′g2 − v1γ0θ
′g2) by diagram (7),
which is zero by commutativity of diagram (6). To show the reverse inclusion suppose(
α −l1γv1
0 π
)(
a
b
)
=
(
0
0
)
for some a ∈ I0B, b ∈ I¯
0
B. Since α(a) − l1γv1(b) = 0 and the bottom
row in the diagram of Lemma 3.3 is exact, there exists c ∈ I0C such that j0(c) = a and
g0(c) = γv1(b). Also, we have π(b) = 0, so by diagram (6) there exists d ∈ HomC(B,M⊗E),
such that γ0(d) = b. Since θ
′ is an isomorphism we can find e ∈ τΩτ−1Ω−1PC ⊗B such that
θ′(e) = d. Now we have
g0(c) = γv1γ0θ
′(e)
= γγ1β1θ
′(e) by diagram (6)
= γγ1ψ
′δ1(e) by diagram (7)
= π0δ1(e) by diagram (9).
Equivalently we can write g0(c) − π0δ1(e) = 0, and since the bottom row in the diagram
of Lemma 3.4 is exact, there exists p ∈ M ⊗ B such that i0ui(p) = c and g2(p) = e. Now
consider
(
j0i0u1
γ0θ
′g2
)
(p) =
(
j0(c)
γ0(d)
)
=
(
a
b
)
. This shows exactness at I0B ⊕ I¯
0
B.
It remains to show that the sequence is exact at I˜B ⊕ I¯B. In other words, we claim that
Im
(
α −l1γv1
0 π
)
= ker
(
η 0
)
. Consider
(
η 0
)(
α −l1γv1
0 π
)
=
(
ηα −ηl1γv1
)
. By commutativity and
exactness of diagram (3) it follows that ηα = 0 and ηl1 = 0. Therefore, Im
(
α −l1γv1
0 π
)
⊂
ker
(
η 0
)
.
To show the reverse inclusion, suppose
(
η 0
)(
a
b
)
= 0 for some a ∈ I˜B, b ∈ I¯
1
B. Since
π is surjective it suffices to show that if η(a) = 0 then a ∈ Im
(
α −l1γv1
)
. That is, given
a ∈ I˜B find c ∈ I
0
B, d ∈ I¯
0
B such that α(c) − l1γv1(d) = a. Since η(a) = 0, Lemma 3.3
implies that there exist c′ ∈ I0B and e ∈ I˜C such that α(c
′)− l1(e) = a. Then by Lemma 3.4,
there exist m ∈ I0C and n ∈ τΩτ
−1Ω−1M ⊗ B such that g0(m) − π0δ1(n) = e. Finally, let
d = γ0θ
′(n) ∈ I¯0B and c = j0(m) + c
′ ∈ I0B and observe that
α(j0(m) + c
′)− l1γv1(γ0θ
′(n)) = l1g0(m) + α(c
′)− l1γv1γ0θ
′(n) by diagram (4)
= α(c′) + l1(g0(m)− γv1γ0θ
′(n))
= α(c′)− l1(g0(m)− γγ1ψ
′δ1(n)) by diagrams (6), (7)
= α(c′)− l1(g0(m)− π0δ1(n)) by diagram (9)
= a.
This shows the claim and finishes the proof of the theorem. 
Remark. The theorem above can be dualized. That is, in a similar manner one can construct
projective presentations of coinduced B-modules.
As a corollary, we obtain an injective resolution for each projective B-module.
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Corollary 3.8. With the notation of Theorem 3.7, if M = PC is a projective C-module,
then
0 // PC ⊗ B // I
0
B ⊕ I¯
0
B
// I˜B ⊕ I¯
1
B
// 0
is an injective resolution in modB.
Proof. By the Theorem 3.7 we obtain an injective presentation of PC⊗B in modB. However,
by Corollary 2.11 this presentation becomes an injective resolution since Ext1C(E, PC) =
0. 
We obtain therefore a new proof of the following result which was first proved by Keller
and Reiten using cluster categories [KR].
Corollary 3.9. If C is a tilted algebra and B is the corresponding cluster-tilted algebra, then
B is 1-Gorenstein.
Proof. Suppose PB is a projective B-module. Proposition 2.5 implies that for any tilted
algebra C such that B = C ⋉ E there exists PC , a projective C-module, such that PB =
PC ⊗ B. Corollary 3.8 implies that the injective dimension of PB in modB is at most one.
Dually, one can also show that the projective dimension of injective B-modules is at most
one. This implies that B is 1-Gorenstein. 
The only modules M for which Theorem 3.7 does not apply are the injective C-modules
and the C-modules of projective dimension 2. We have a similar result for these modules,
but we need to consider the indecomposable summands separately as follows.
Theorem 3.10. Let C be a tilted algebra, B the corresponding cluster-tilted algebra, M an
indecomposable C-module. Let
0 // M // I0C
// I1C and 0
// M ⊗E // I¯0C
// I¯1C
be minimal injective presentations in modC,
0 // τΩM // IˆC
an injective envelope in modC, and let I˜C be the injective C-module I˜C = νν
−1Ω−1M . Then
0 // M ⊗ B // I0B ⊕ I¯
0
B
// I˜B ⊕ I¯
1
B ⊕ IˆB
is an injective presentation of M ⊗ B in modB.
Proof. We begin by defining the maps in the injective presentation of M ⊗B, so let
0 // M ⊗ B
(
j0i0u1
γ0θ
′g2
)
// I0B ⊕ I¯
0
B
(
α −l1γv1
0 π
ζ 0
)
// I˜B ⊕ I¯
1
B ⊕ IˆB
where all the maps except ζ are the same as in the sequence (8).1 Therefore, it remains to
define the map ζ , which we do next.
Observe that if τΩM = 0 then IˆB = 0 and the map ζ = 0. Now, suppose τΩM is nonzero.
Recall that τΩM = D(E ⊗ DM) by Proposition 2.8(d), and hence Proposition 2.9(b) im-
plies that pdCM=2. Since, M is indecomposable and the algebra C is tilted, it follows that
1Note that in (8) we referred to Lemma 3.1 to define the maps i0, j0, α, l1, and, although this lemma
assumes idCM = 2, this condition is not necessary to define these maps.
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idCM ≤ 1. Therefore, the injective presentation ofM in modC given in the statement of the
theorem is actually an injective resolution of M , see the top row in diagram (10) below. The
bottom row of that diagram is obtained by applying the coinduction functor to this resolu-
tion. We obtain the following commutative diagram where i∗0 and i
∗
1 are coinduced morphism
from i0 and i1 respectively, and the maps π
∗, j0 are the inclusions as in Proposition 2.7(b).
(10) 0 // M
i0 //
π∗

I0C
j0

i1 // I1C

// 0
0 // D(B ⊗DM)
i∗
0 // I0B
i∗
1 // I1B
Now we construct a commutative diagram (11) with exact rows and columns. By dia-
gram (10) the first square in diagram (11) commutes. Observe, that the vertical sequence
on the left in diagram (11) is a short exact sequence by Proposition 2.7(b). Since M
i0−→ I0C
is an injective envelope of M in modC, the corresponding coinduced map i∗0 is an injective
envelope of D(B⊗DM) in modB. Therefore, the cokernel of i∗0 is Ω
−1
B (D(B⊗DM)). This
shows that the bottom sequence in diagram (11) is indeed a short exact sequence. Also, since
soc I0C = soc I
0
B, it follows that j0i0 is an injective envelope of M in modB, so the cokernel
of j0i0 is Ω
−1
B (M). This shows that the top sequence in diagram (11) is a short exact se-
quence. Because h∗0j0i0 = 0, it follows by the universal property of cok j0i0 that there exists
a map h as in the diagram, such that the second square commutes. In particular, h must be
surjective, and by the Snake Lemma it follows that ker h ∼= D(E ⊗ DM). This shows that
the vertical sequence on the right in diagram (11) is also exact. Therefore, this diagram is
commutative with exact rows and columns.
(11) 0

0

D(E ⊗DM)
i∗

0 // M
j0i0 //
π∗

I0B
h0 // Ω−1B (M)
//
h

0
0 // D(B ⊗DM)

i∗
0 // I0B
h∗
0 // Ω−1B (D(B ⊗DM))

// 0
D(E ⊗DM)

0
0
Next we construct an injective envelope of Ω−1B (M). To do so we will apply the Horseshoe
Lemma to the short exact sequence in the right column of diagram (11). Since D(E ⊗
DM)
f0
−→ IˆC is an injective envelope in modC, it follows that the corresponding coinduced
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map D(E⊗DM)
f∗
0−→ IˆB is an injective envelope in modB. Also, since Imh
∗
0 = Im i
∗
1, we see
that there is an injective envelope Ω−1(D(B ⊗DM))
q0
−→ I1B, where
(12) q0h
∗
0 = i
∗
1.
Thus the Horseshoe Lemma implies that there is an exact sequence
(13) 0 // Ω−1B (M)
(
q0h
ζ0
)
// I1B ⊕ IˆB ,
where ζ0i
∗ = f ∗0 and ζ0 exists because i
∗ is a monomorphism and IˆB is an injective B-
module. Finally, we define the map ζ = ζ0h0. Hence, we defined all morphisms that appear
in the injective presentation constructed in this theorem, and now we want to show that this
sequence is exact.
If idCM ≥ 1 and pdCM ≤ 1, then by Proposition 2.9(b) we see that τΩM = D(E⊗DM) =
0. This shows that IˆC = IˆB = 0, and the injective presentation in the theorem coincides
with the injective presentation in Theorem 3.7. Hence in this case we are done.
If idCM = 0 or pdCM = 2, then idCM ≤ 1, because M is indecomposable and C is a
tilted algebra. Proposition 2.9(a) implies that M ⊗ B ∼= M , so in particular M ⊗ E = 0.
Therefore, I¯ iC = I¯
i
B = 0 for i = 0, 1. Also, since idCM ≤ 1 we see that Ω
−1M = I1C , and we
have I˜C = νν
−1Ω−1M = νν−1I1C = I
1
C . Hence, to prove the theorem it suffices to show that
(14) 0 // M
j0i0 // I0B
(
α
ζ
)
// I1B ⊕ IˆB
is an injective presentation in modB, where the maps j0, i0, α are given in Lemma 3.3, and
the map ζ was defined earlier in the proof. Observe that since idCM ≤ 1, we have α = i
∗
1.
Because of diagram (11) and the exact sequence (13) it suffices to show that
(
i∗
1
ζ
)
=(
q0h
ζ0
)
h0. By definition we have that ζ = ζ0h0. On the other hand, q0hh0 = q0h
∗
0 = i
∗
1, where
the first equality holds by diagram (11) and the second by equation (12). This shows the
claim, and completes the proof of the theorem. 
The injective presentation ofM⊗B described in Theorem 3.10 can be simplified depending
on the homological dimensions of M . Recall, that if idCM = 1 and pdCM ≤ 1 then
an injective presentation of M ⊗ B = M is given in the remark following Theorem 3.7.
However, if idCM = 2 and pdCM ≤ 1, then the construction in Theorem 3.7 is needed to
produce an injective presentation. Finally, if idCM = 1 and pdCM = 2 then M ⊗ B = M
and its injective presentation is given in (14). We examine the remaining cases next.
Corollary 3.11. With the notation of Theorem 3.10, if M = IC is an injective C-module,
then
0 // IC ⊗ B = IC // IB // IˆB
is an injective presentation in modB.
Proof. Consider the injective presentation in Theorem 3.10 with M = IC . Since, IC is
injective it follows that I0C = IC and I
1
C = 0. Therefore, I
0
B = IB and I˜C = I˜B = 0. On the
other hand, Proposition 2.9(a) implies that M ⊗ E = 0, so I¯ iC = I¯
i
B = 0 for i = 0, 1. This
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shows that when M = IC then the injective presentation in Theorem 3.10 coincides with the
exact sequence given in this corollary. 
Remark. If M = IC is an injective C-module such that pdCIC ≤ 1, then the injective
presentation in Corollary 3.11 becomes an injective resolution with IˆB = 0. Indeed, Proposi-
tion 2.8(d) implies that τΩIC = D(E⊗DIC), which is zero by Proposition 2.9(b). Therefore,
its injective cover IˆC = IˆB = 0. In particular, observe that in this case IC = IB is an injective
B-module.
4. Examples
In this section, we provide examples of injective resolutions of induced modules that are
constructed by applying Theorem 3.10 and its corollaries. In certain cases, we can also
obtain infinite periodic injective resolutions of such modules, see Example 4.3.
Example 4.1. Let C be the tilted algebra of type D5 given by the following quiver with
relations.
1
""❊
❊❊
❊❊
❊❊
3
α //
||②②
②②
②②
②
4
β // 5 αβ = 0.
2
The corresponding cluster-tilted algebra B is given by the quiver with relations below.
1
""❊
❊❊
❊❊
❊❊
3
α //
||②②
②②
②②
②
4
β // 5
δ
ff αβ = βδ = δα = 0.
2
We want to construct an injective presentation of M = 32 in modB. Observe that M is also
an indecomposable C-module of projective dimension 2, so its injective presentation is given
in (14). The injective resolution of M is modC is given below.
0 // M // IC(2) // IC(1) // 0
Next, we see that τCΩCM = 5, hence IˆC = IC(5) is the injective envelope of 5. Therefore,
we obtain the following injective presentation of M = M ⊗C B in modB.
0 // M // IB(2) // IB(1)⊕ IB(5)
Note that here IB(2) 6= IC(2).
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Example 4.2. Let C be the tilted algebra given by the following quiver with relations.
5
2
OO
δα = 0
1
α
<<③③③③③③③
β ""❊
❊❊
❊❊
❊❊
4
δoo
γ
oo γβ = 0.
3
The corresponding cluster-tilted algebra B is of type A˜(3,2) and it is given by the quiver with
relations below.
5
2
ǫ
""❉
❉❉
❉❉
❉❉
OO
δα = αǫ = ǫδ = 0
1
α
<<③③③③③③③
β ""❊
❊❊
❊❊
❊❊
4
δoo
γ
oo γβ = βσ = σγ = 0.
3
σ
<<②②②②②②②
We want to construct the injective resolution of PB(2) =
2
5 4
1
2
5
, the projective B-module at
vertex 2, which is given in Corollary 3.8. First, we find minimal injective presentations of
PC(2) = 25 and PC(2)⊗ E =
4
1
2
5
in modC, which are given below.
0 // PC(2) // IC(5) // IC(1) 0 // PC(2)⊗ E // IC(5) // 0
We write out the explicit representations involved in the sequences above.
0 // 25 //
4
1
2
5
// 4 4
1 0 //
4
1
2
5
//
4
1
2
5
// 0
Here IC(i) denotes the injective C-module at vertex i, while IB(i) will denote the correspond-
ing injective B-module. Next, we calculate νν−1Ω−1PC(2). Observe that Ω
−1PC(2) is the
module with dimension vector (1, 0, 0, 1, 0) such that γ = 1 and δ = 0. Then ν−1Ω−1PC(2) =
HomC(DC,Ω
−1PC(2)), and the only injectives that have a nonzero morphism into Ω
−1PC(2)
are IC(2) and IC(5). Hence, ν
−1Ω−1PC(2) = PC(2), so νν
−1Ω−1PC(2) = IC(2). Then ac-
cording to Theorem 3.7 we construct the injective resolution of PB(2)
0 // PB(2) // IB(5)⊕ IB(5) // IB(2)⊕ 0 // 0
or equivalently substituting the representations we have
0 //
2
5 4
1
2
5
//
2
4
1
2
5
⊕
2
4
1
2
5
//
2
4
1
2
// 0.
Example 4.3. Consider the following three tilted algebras C1, C2, C3 of type D4.
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C1 2
β
❂
❂❂
❂❂
❂❂
1
α
@@✁✁✁✁✁✁✁
γ
❂
❂❂
❂❂
❂❂
4
3
δ
@@✁✁✁✁✁✁✁
C2 2
1
α
@@✁✁✁✁✁✁✁
γ
❂
❂❂
❂❂
❂❂
4
ǫoo
3
C3 2
β
❂
❂❂
❂❂
❂❂
1 4
ǫoo
3
δ
@@✁✁✁✁✁✁✁
αβ + γδ = 0, ǫα = 0, ǫγ = 0, βǫ = 0, δǫ = 0,
The relation extension of each of these tilted algebras is the following cluster-tilted algebra
B.
2
β
❂
❂❂
❂❂
❂❂
1
α
@@✁✁✁✁✁✁✁
γ
❁
❁❁
❁❁
❁❁
❁ 4
ǫoo
3
δ
@@✂✂✂✂✂✂✂✂
αβ + γδ = 0, ǫα = 0, ǫγ = 0, βǫ = 0, δǫ = 0
We will compute an injective resolution for the simple B-module 1.
The B-module 1 is induced from C2. In modC2 we have the injective resolution
0 // 1 // IC2(1) // IC2(4) // 0
and since idC2 1 = 1, Remark 3.7 yields the following exact sequence in modB
0 // 1 // IB(1) // IB(4) // 12 3
// 0,
Now the module M = 12 3 is not induced from C2 or C3 but it is induced from C1. In
modC1 we have the injective resolution
0 // 12 3
// IC1(2)⊕ IC1(3) // IC1(1) // 0
and since idC2
1
2 3 = 1, we obtain the following exact sequence in modB
0 // 12 3
// IB(2)⊕ IB(3) // IB(1) // 4 // 0,
and again we have added the second cosyzygy to the right.
Now in modC2, the module 4 is injective, τΩ4 = 12 3 and Iˆ = IC2(2) ⊕ IC2(3). Thus
Corollary 3.11 yields the following exact sequence in modB
0 // 4 // IB(4) // IB(2)⊕ IB(3) // 1 // 0,
and our new cosyzygy is again the simple module 1. Thus we have computed a periodic
injective resolution of 1.
This procedure will produce injective resolutions as long as in each step the new second
cosyzygy is again induced from some tilted algebra. In particular, for representation finite
cluster-tilted algebras, it will produce an injective resolution for every module, because in
this case every module is induced [ScSe].
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