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TRANSITION MATRICES FOR SYMMETRIC AND QUASISYMMETRIC
HALL-LITTLEWOOD POLYNOMIALS
NICHOLAS A. LOEHR, LUIS G. SERRANO, AND GREGORY S. WARRINGTON
Abstract. We introduce explicit combinatorial interpretations for the coefficients in some
of the transition matrices relating to skew Hall-Littlewood polynomials Pλ/µ(t) and Hivert’s
quasisymmetric Hall-Littlewood polynomials Gγ(t). More specifically, we provide:
(1) the G-expansions of the Hall-Littlewood polynomials Pλ(t), the monomial quasisymmetric
polynomialsMα, the quasisymmetric Schur polynomials Sα, and the peak quasisymmetric
functions Kα;
(2) an expansion of Pλ/µ(t) in terms of the Fα’s.
The F -expansion of Pλ/µ(t) is facilitated by introducing starred tableaux.
1. Introduction
The ring of symmetric functions Sym and the ring of quasisymmetric functions QSym both
play important roles in algebra and combinatorics. Much of the combinatorial richness arising
from these rings stems from their various distinguished bases and the relationships between these
bases. The goal of this paper is to present explicit, combinatorial descriptions of several such
transition matrices relating to the Hall-Littlewood polynomials. Figure 1 illustrates some of the
bases discussed.
In the top triangle in Figure 1 are included two classical bases for the ring of symmetric
functions: the Schur functions sµ and the monomial symmetric functions mν . The sµ and mν
are closely related to a third, one-parameter family of symmetric functions Pλ(t), known as
Hall-Littlewood polynomials. More specifically, Pλ(t) equals sλ at t = 0, and it equals mλ at
t = 1. The Pλ(t) arose out of a problem studied by P. Hall. Hall had used his eponymous algebra
(isomorphic to the algebra of symmetric functions) to encode the structure of finite abelian p-
groups. However, at the time there was no known explicit basis of symmetric functions with the
same structure constants as that of the natural basis for Hall’s algebra. D. E. Littlewood [20]
solved this problem in 1961 with his introduction of the Pλ(t).
The bottom triangle of Figure 1 consists of quasisymmetric analogues of the above bases. In
the context of quasisymmetric functions, themonomial quasisymmetric functions,Mβ, are a very
natural analogue of the mν . There are several possible quasisymmetric analogues of the Schur
functions, including the “quasisymmetric Schur functions” Sα introduced in [13] and discussed
later in this paper. However, for reasons described in the next paragraph, we anchor the lower-
left portion of the bottom triangle in Figure 1 by Gessel’s fundamental quasisymmetric functions,
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Figure 1. Prism of bases and transitions.
denoted here by Fα. By defining an action of the Hecke algebra on polynomials which leaves the
quasisymmetric functions invariant, Hivert [15] constructed the quasisymmetric Hall-Littlewood
polynomials Gγ(t). (See also work of Lascoux, Novelli, and Thibon [17] for constructions of
quasisymmetric and noncommutative symmetric functions with extra parameters.) Similarly to
what happens in the top triangle, specialization of the Gγ(t) at t = 0 (which corresponds to the
southwest-pointing arrow in Figure 1) yields Fγ , while specialization at t = 1 yields Mγ .
We now motivate our choice of the Fα as the desired quasisymmetric analogue of the Schur
functions. The Schur functions are the prototypical example of a symmetric function with com-
binatorial expansions in terms of both a collection of semistandard objects (i.e., semistandard
Young tableaux) and of standard objects (i.e., standard Young tableaux). The first case is that
of the classical expansion in terms of monomials weighted by the Kostka numbers. The second
expansion (due to Gessel [10]) expresses the Schur functions in terms of fundamental quasisym-
metric functions Fα. This expansion, which follows from the technique of standardization, is
indicated by the vertical line connecting sµ and Fα in Figure 1. Such standardizations have
been used recently to give F -expansions of various symmetric functions including plethysms of
Schur functions [22], the modified Macdonald polynomials [11, 12], the Lascoux-Leclerc-Thibon
(LLT) polynomials [19], and (conjecturally) the image of a Schur function under the Bergeron-
Garsia nabla operator [21].
Given Hivert’s construction, the following question arises. Is there an expansion of the Pλ(t)
in terms of the Gγ(t), which would interpolate between the F -expansion of the sµ at t = 0 and
the M -expansion of the mν at t = 1? The main purpose of this paper is to provide such an
expansion, as well as other change-of-basis matrices between different bases of the Hall algebra
and the algebra of quasisymmetric functions. In terms of Figure 1, we provide the middle vertical
edge as well as the reverses of the two downward directed edges in the bottom face (namely,
from each of Fα and Mβ to Gγ(t)). More specifically, our principal results are:
(1) G-expansion of the P basis. In Theorem 32 we give an explicit combinatorial expansion
of the Hall-Littlewood polynomials Pλ(t) in terms of the Hivert quasisymmetric Hall-
Littlewood polynomials Gγ(t). This provides the desired t-interpolation between Gessel’s
F -expansion of Schur polynomials (i.e., t = 0) and the obvious expansion of mν ’s into
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Mβ’s (i.e., t = 1). A key step in our construction is to combine the two expansions
described in the next two items.
(2) F -expansion of the P basis. One of the main tools for our calculations is the definition
of a new class of tableaux, called starred tableaux. With these, we give in Theorem 19
a combinatorial expansion of the skew Hall-Littlewood polynomials Pλ/µ(t) in terms
of the fundamental quasisymmetric functions Fα. A minor variation to our method
gives a corresponding expansion for the dual Hall-Littlewood polynomials Qλ/µ (see
Theorem 25).
(3) G-expansions of the F basis and the M basis. In Theorems 26 and 29 we give explicit
combinatorial expansions for the Fα and theMβ in terms of the Gγ(t). These are inverse
matrices to those found in [15]. See Remark 1 below for the relationship to existing results
in the realm of noncommutative symmetric functions.
(4) G-expansions of the S basis and Kα. In Theorems 35 and 39 we give explicit combinato-
rial expansions for the quasisymmetric Schur functions Sβ and the peak quasisymmetric
functions Kα in terms of the Gγ(t)’s.
Remark 1. The algebra NSym of noncommutative symmetric functions, developed by Gelfand,
Krob, Lascoux, Leclerc, Retakh, and Thibon [9], is a dual Hopf algebra to QSym. Many bases
of NSym have been developed (see, for example, [13, 17, 29]). In papers such as [1, 2, 24, 30],
attempts are made to construct bases that are suitable analogues in NSym of the Hall-Littlewood
polynomials. Of the transition matrices we describe in §4 and §5, the only one which we know
to have been constructed in the dual setting of NSym is that of M(F,G): Hivert introduces
noncommutative Hall-Littlewood polynomials Hγ(t) that are dual to the Gγ(t). If we let R
denote the basis for NSym of ribbon Schur functions, then it follows thatM(F,G) =M(H,R)T
(see [24, Theorem 6.13]). Our proof of Theorem 26 is substantially the same as Hivert’s proof.
We include our proof both for completeness and so as to give a derivation that does not invoke
NSym.
The structure of the paper is as follows. For ease of reference, we define all bases discussed
here in §2 and summarize known combinatorial transition matrices in §3. The expansions of the
various polynomials in terms of the Fα’s and the Gγ(t)’s are presented in §4 and §5, respectively.
§6 contains a few remarks on transition matrices for plethystically transformed Hall-Littlewood
polynomials. Finally, specific examples of transition matrices discussed here are listed in Ap-
pendix 7. SAGE code for computing these transition matrices is available on the third author’s
website [32].
2. Review of Symmetric and Quasisymmetric Bases
This section reviews the definitions of the symmetric and quasisymmetric functions appearing
in Figure 1. Logically, the precise definitions of the various bases are not needed in this paper,
as the expansions found in §4 and §5 are derived from the known transition matrices of §3.
However, the material of this section is included for completeness.
It will be necessary to introduce a number of functions in the variables x1, . . . , xN , some of
which have an extra parameter t. For brevity, we will suppress much of this notation. For exam-
ple, Gγ(x1, . . . , xN ; t), Gγ(x; t), Gγ(t), and Gγ all refer to the Hivert quasisymmetric function
indexed by γ.
2.1. Compositions and Partitions. Given n ∈ N, a composition of n is a sequence α =
(α1, α2, . . . , αk) of positive integers (called parts) with α1+ · · ·+αk = n. Define the length ℓ(α)
to be the number of parts of α, and the size |α| to be the sum of its parts. For example, the
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composition α = (2, 4, 1) has ℓ(α) = 3 and |α| = 7. We may abbreviate the notation, writing α
as 241, when no confusion can arise. Let Compn be the set of compositions of n, and let Comp
be the set of all compositions. A composition λ = (λ1, λ2, . . . , λk) ∈ Compn is called a partition
of n iff λ1 ≥ λ2 ≥ · · · ≥ λk. We write Parn for the set of partitions of n and Par for the set of
all partitions. For any composition or partition α, we define αj = 0 for all j > ℓ(α).
For n ∈ N+, there are 2n−1 compositions of n and 2n−1 subsets of [n− 1] = {1, 2, . . . , n− 1}.
One can define natural bijections between these sets of objects as follows. Given α ∈ Compn as
above, let
sub(α) = {α1, α1 + α2, α1 + α2 + α3, . . . , α1 + · · ·+ αk−1} ⊆ [n− 1].
The inverse bijection sends any subset T = {t1 < t2 < · · · < tm} ⊆ [n− 1] to
comp(T ) = (t1, t2 − t1, t3 − t2, . . . , tm − tm−1, n − tm) ∈ Compn .
Given α, β ∈ Compn, we say β is finer than α, denoted β  α, iff sub(α) ⊆ sub(β). Informally,
β is finer than α if we can chop up some of the parts of α into smaller pieces (without reordering
anything) and obtain β. For example, 1111  121  31  4.
2.2. Symmetric Polynomials. Let F be a commutative ring, and letSN denote the symmetric
group on N letters. A polynomial f ∈ F[x1, . . . , xN ] is called symmetric iff
w(f(x)) = f(xw(1), xw(2), . . . , xw(N)) = f(x1, x2, . . . , xN ) for all w ∈ SN .
Write SymN = SymN (F) for the ring of symmetric polynomials in N variables with coefficients
in F; we usually omit the ground ring F from the notation. For each n ≥ 0, let SymnN = Sym
n
N (F)
be the subspace of SymN consisting of zero and the homogeneous polynomials of degree n. For
N ≥ n, bases of the vector space SymnN are naturally indexed by partitions of n.
Given λ ∈ Parn of length k ≤ N , the monomial symmetric polynomial mλ(x1, . . . , xN )
is the sum of all distinct monomials that can be obtained by permuting subscripts in xλ =
xλ11 x
λ2
2 · · · x
λk
k . For N ≥ n, {mλ(x1, . . . , xN ) : λ ∈ Parn} is readily seen to be a basis of Sym
n
N .
Now supposeN ≥ n and that ν ∈ Parn is a partition with distinct parts. The skew-symmetric
polynomial indexed by ν in N variables is
aν(x1, . . . , xN ) =
∑
w∈SN
sgn(w)w(xν ) = det ‖x
νj
i ‖1≤i,j≤N .
In particular, letting δN = (N − 1, N − 2, . . . , 2, 1), aδN (x1, . . . , xN ) =
∏
1≤i<j≤N(xi − xj) is the
Vandermonde determinant. Given λ ∈ Parn, the Schur symmetric polynomial indexed by λ in
N variables is
sλ(x1, . . . , xN ) =
aλ+δN (x1, . . . , xN )
aδN (x1, . . . , xN )
.
For the rest of the paper, let t be an indeterminate, and let F be any field containing Q(t) as a
subfield. Following [23, §III.1, pp. 204–7], we define the Hall-Littlewood symmetric polynomials
as follows. Fix λ ∈ Parn and N ≥ n. Define [0]t = 0 and for m ≥ 1, [m]t = 1+ t+ t
2+ · · ·+ tm−1.
Also set [m]!t =
∏m
i=1[i]t, and [0]!t = 1. Define vλ(t) =
∏
i≥0[mi]!t where mi denotes the number
of occurrences of i as a part of λ. Then the Hall-Littlewood polynomial indexed by λ is
(1) Pλ(x; t) =
1
vλ(t)
∑
w∈SN
w

xλ∏
i<j
xi − txj
xi − xj

 .
Setting t = 0 in Pλ gives sλ, whereas setting t = 1 in Pλ gives mλ. Thus, the Hall-Littlewood
basis “interpolates” between the Schur basis and the monomial basis.
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One can define Schur polynomials and Hall-Littlewood polynomials more concretely by giving
combinatorial descriptions of their expansions in terms of monomial symmetric polynomials.
See §3.1 and §3.5 below.
2.3. Quasisymmetric Polynomials. A polynomial f ∈ F[x1, . . . , xN ] is called quasisymmetric
iff for every composition α = (α1, . . . , αk) with at most N parts and every 1 ≤ i1 < i2 < · · · <
ik ≤ N , the monomials x
α1
1 x
α2
2 · · · x
αk
k and x
α1
i1
xα2i2 · · · x
αk
ik
have the same coefficient in f . Write
QSymN = QSymN (F) for the ring of quasisymmetric polynomials in N variables with coefficients
in F. For each n ≥ 0, let QSymnN = QSym
n
N (F) be the subspace of QSymN consisting of zero
and the homogeneous polynomials of degree n. For N ≥ n, bases of the vector space QSymnN are
naturally indexed by compositions of n. Symmetric polynomials are quasisymmetric, so SymnN
is a subspace of QSymnN .
For α ∈ Compn of length k ≤ N , the monomial quasisymmetric polynomial Mα(x1, . . . , xN )
is the sum of all monomials xα1i1 x
α2
i2
· · · xαkik for which 1 ≤ i1 < i2 < · · · < ik ≤ N . For N ≥ n,
{Mα(x1, . . . , xN ) : α ∈ Compn} is readily seen to be a basis of QSym
n
N .
Next, for α ∈ Compn with length at most N , define Gessel’s fundamental quasisymmetric
polynomial [10] by
(2) Fα(x1, . . . , xN ) =
∑
xw1xw2 · · · xwn ,
where we sum over all subscript sequences w = w1w2 · · ·wn such that 1 ≤ w1 ≤ w2 ≤ · · · ≤
wn ≤ N and for all j ∈ sub(α), wj < wj+1. In other words, strict increases in the subscripts
are required in the “breaks” between parts of the composition α. Call sequences w satisfying
these conditions sub(α)-compatible, and write xw = xw1 · · · xwn . A routine inclusion-exclusion
argument (cf. §3.8 below) shows that for N ≥ n, {Fα(x1, . . . , xN ) : α ∈ Compn} is a basis of
QSymnN . Note that some authors index fundamental quasisymmetric polynomials by pairs n, T
where T ⊆ [n− 1]. Additionally, various letters (F , L, Q, etc.) have been used to denote these
polynomials.
As in the symmetric case, we would like to have quasisymmetric Hall-Littlewood polynomials
(depending on a parameter t) that interpolate between Fα (when t = 0) and Mα (when t = 1).
We sketch the definition of one such family of polynomials, introduced and studied by Hivert [15].
Quasisymmetric functions arise as the invariants of a certain action of SN on polynomials.
From this action, one can define divided difference operators in a degenerate Hecke algebra
HN (0) which can then be lifted to HN (q). Hivert’s quasisymmetric Hall-Littlewood polynomials
thereby arise from a corresponding t-analogue ⊡ω of the Weyl symmetrizer. For a composition
α of length k ≤ N , define
Gα(x1, . . . , xN ; t) =
1
[k]!t[N − k]!t
⊡ω (x
α1
1 · · · x
αk
k ).
As in the case of symmetric Hall-Littlewood polynomials, there is a more concrete combinatorial
definition of Gα giving its expansion into monomials. We discuss this definition in §3.10.
Hivert’s Gα(t) are quasisymmetric versions of the Hall-Littlewood polynomials Pλ(t); when
t = 0, the latter specialize to Schur polynomials. In light of these relationships, the Gα(t) can be
viewed as a quasisymmetric t-analogue of Schur functions. However, a more direct “quasisym-
metric Schur function” has been introduced by Haglund, Luoto, Mason, and van Willigenburg
[13] via specializations of nonsymmetric Macdonald polynomials to Demazure atoms. These
have a combinatorial expansion, which we now describe.
Given a composition α, one forms its diagram by placing αi boxes, or cells, in the i-th row
from top to bottom, and left-justifying the rows. The entries in the diagram of α are given
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matrix coordinates (i, j). A filling T of the diagram of α is a semistandard composition tableau
(SSCT) if the following three conditions hold.
(C1) The entries in each row are weakly decreasing when read from left to right.
(C2) Entries in the leftmost column of T are strictly increasing when read from top to bottom.
(C3) Entries satisfy the triple rule, namely, if (i, k) and (j, k) are two cells in the same column,
with i < j, then:
• if αi ≥ αj, then either T (j, k) < T (i, k) or T (i, k − 1) < T (j, k);
• if αi < αj, then either T (j, k) < T (i, k) or T (i, k) < T (j, k + 1).
It follows from these conditions that all entries in the same column of an SSCT must be distinct.
The content of an SSCT T is cont(T ) = α = (α1, α2, . . .), where αi is the number of times
i appears in T . The corresponding monomial is xT = xα. For example, the following picture
shows an SSCT of shape 5264, content 32313212, and monomial x31x
2
2x
3
3x4x
3
5x
2
6x7x
2
8.
3 2 2 1 1
4 1
7 5 5 5 3 3
8 8 6 6
A quasisymmetric Schur function Sα is defined as the generating series of semistandard com-
position tableaux, i.e., Sα =
∑
xT , where the sum runs over all SSCT of shape α. Part of
their importance stems from the fact that they provide refinements of Schur functions, as in the
formula
sλ =
∑
sort(α)=λ
Sα,
where sort(α) is the partition obtained by organizing the parts of α from largest to smallest.
As discussed, the Hall-Littlewood functions specialize to Schur functions and monomial sym-
metric functions when t equals 0 and 1, respectively. The Schur P -functions are the t = −1
specializations. They are indexed by strict partitions, namely, partitions into distinct parts. The
Schur P -functions are another example of a family of symmetric functions with combinatorial
expansions in terms of both a collection of semistandard objects and a collection of standard
objects. The first one is the classical expansion of the Schur P -functions as a generating series
for shifted semistandard Young tableaux, where each tableau is weighted by its corresponding
monomial (see, e.g., [14, 25, 27]). The second one is the expansion given by Stembridge [28] of
the Schur P -functions as a sum over shifted standard Young tableaux of the corresponding peak
quasisymmetric functions, denoted Kα. The Kα span an important subalgebra of QSym called
the peak quasisymmetric algebra. While we will not be concerned with Schur P -functions in this
paper, transition matrices involving the peak quasisymmetric functions will be presented.
Let Comp′n be the set of compositions of n with no parts of length 1, except perhaps the
last one. Note that α ∈ Comp′n if and only if sub(α) is a subset of [n − 1] with no consecutive
elements. For each α ∈ Comp′n, Stembridge [28] defines the peak quasisymmetric function Kα
as the generating series of certain enriched P -partitions. We direct the reader to [28] for this
definition and motivation. In this paper, however, we will use as a definition their expansion
into fundamental quasisymmetric functions.
For B ⊆ [n−1], let B+1 = {b+1 : b ∈ B}\{n}. Furthermore, we write △ for the symmetric
difference between two sets, namely, A△ B = (A ∪ B) \ (A ∩ B). Then, as in [28, Proposition
3.5] for α ∈ Comp′n, let
Kα =
∑
β: sub(α)⊆sub(β)△(sub(β)+1)
Fβ .
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3. Review of Known Transition Matrices
In the theory of symmetric and quasisymmetric polynomials, much combinatorial information
is encoded in the transition matrices between various bases. Given two bases B = {Bλ : λ ∈
Parn} and C = {Cλ : λ ∈ Parn} of Sym
n
N , the transition matrix M(B,C) is the unique matrix
(with entries in F and rows and columns indexed by partitions of n) such that
Bλ =
∑
µ∈Parn
M(B,C)λ,µCµ.
Given a third basis D, it follows readily that M(B,D) = M(B,C)M(C,D) and M(C,B) =
M(B,C)−1. We define M(B,C) similarly if B and C are bases of QSymnN , but here the rows
and columns of the matrix are indexed by compositions of n. Finally, if B is a basis of SymnN
and C is a basis of QSymnN , then M(B,C) is a rectangular matrix expressing each Bλ as an
F-linear combination of the Cα’s.
This section gives combinatorial formulas for previously known transition matrices associated
to some of the edges in Figure 1. Transitions to the monomial bases offer alternate explicit
definitions for Schur polynomials and the various forms of Hall-Littlewood polynomials. Specific
examples of these transition matrices appear in Appendix 7. SAGE code for computing these
transition matrices is available on the third author’s website [32].
3.1. M(s,m). The expansion of Schur polynomials into monomials uses semistandard tableaux.
For later work, we will also need tableaux of skew shape. Suppose λ, ν ∈ Par satisfy ν ⊆ λ, i.e.,
νi ≤ λi for all i. Define the skew diagram
λ/ν = {(i, j) ∈ N+ × N+ : 1 ≤ i ≤ ℓ(λ), νi < j ≤ λi}.
We will draw skew diagrams using the English convention where the longest rows are at the
top. For N ∈ N+, a semistandard tableau of shape λ/ν with entries in [N ] = {1, 2, . . . , N} is
a function T : λ/ν → [N ] that is weakly increasing along rows and strictly increasing down
columns. Writing n = |λ/ν|, a standard tableau of shape λ/ν is a bijection S : λ/ν → [n] that is
also a semistandard tableau. Let SSYTN (λ/ν) be the set of all semistandard tableaux of shape
λ/ν with entries in [N ], and let SYT(λ/ν) be the set of all standard tableaux of shape λ/ν. For
any T ∈ SSYTN (λ/ν), the content of T is the composition cont(T ) = (α1, . . . , αN ), where αi is
the number of times i appears in a cell of T . The content monomial xT is xα11 x
α2
2 · · · x
αN
N .
The skew Schur polynomial in N variables can now be defined as
sλ/ν(x1, . . . , xN ) =
∑
T∈SSYTN (λ/ν)
xT .
The ordinary Schur polynomial sλ is obtained by taking ν = (0) here. Skew Schur polynomials
are symmetric, although this is not obvious from the combinatorial definition. Consequently,
we have the following expansion of Schur polynomials in terms of the monomial symmetric
polynomials.
Theorem 2. For all λ, µ ∈ Parn, M(m, s)λ,µ is the number of semistandard tableaux of shape
λ and content µ. (This number is also called the Kostka number Kλ,µ.)
3.2. M(m, s). Eg˘eciog˘lu and Remmel [7] found the following combinatorial formula for the
inverse Kostka matrix M(m, s). Fix µ ∈ Par. A special rim-hook is a sequence of cells in the
diagram of µ that begins in the leftmost column and moves up and right through the diagram.
The sign of a rim-hook occupying r rows is (−1)r−1. A special rim-hook tableau S of shape µ
is a dissection of the diagram of µ into a disjoint union of special rim-hooks. The sign of S,
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sgn(S), is the product of the signs of the rim-hooks in it. The type of S is the integer partition
obtained by listing the lengths of the rim-hooks in S in decreasing order.
Theorem 3. [7, Theorem 1] For all λ, µ ∈ Parn, M(m, s)λ,µ =
∑
S sgn(S) summed over all
special rim-hook tableaux S of shape µ and type λ.
3.3. M(s, P ). Lascoux and Schu¨tzenberger [18] first discovered a combinatorial formula for
the “t-Kostka matrix” M(s, P ) involving the famous “charge” statistic; many details were sub-
sequently supplied by Butler [3]. Given a permutation w of [n], let IDes(w) be the set of k < n
such that k + 1 appears to the left of k in w, and let chg(w) =
∑
k∈IDes(w)(n− k).
Next, let v be a word of partition content (i.e., for all k ≥ 1, the number of (k + 1)’s in v
is no greater than the number of k’s). Extract one or more permutations from v as follows.
Scan v from left to right marking the first 1, then the first 2 after that, etc., returning to the
beginning of v when the right end is reached. Do this until the largest symbol has been marked.
Remove the marked symbols from v (in the order they appear) to get the first permutation.
Continue to extract permutations in this way until all symbols of v have been used, and let
chg(v) be the sum of the charges of the associated permutations. Finally, given a semistandard
tableau T of partition content, let w(T ) be the word obtained by reading symbols row by row
from top to bottom (i.e., longest row first), reading each row from right to left. Then define
chg(T ) = chg(w(T )).
Theorem 4. [3, 18] For all λ, µ ∈ Parn, M(s, P )λ,µ =
∑
T t
chg(T ) summed over all semistandard
tableaux T of shape λ and content µ.
3.4. M(P, s). Carbonara [4] gave a combinatorial reformulation of (1) that describes entries
of the “inverse t-Kostka matrix” M(P, s) in terms of special tournament matrices. An n × n
tournament matrix is a matrix B with entries in {0, 1} such that Bi,i = 0 for all i and, for all
i 6= j, exactly one of Bi,j and Bj,i equals 1. Given λ, µ ∈ Par having length at most n, we say
the tournament matrix B has type λ and shape µ iff the sequence (λi +
∑n
j=1Bi,j : 1 ≤ i ≤ n)
is a rearrangement of the sequence (µi + n − i : 1 ≤ i ≤ n). Such a matrix is special (for λ) iff
for all i < j with λi = λj , Bij = 1. Let Γ
∗
λ,µ be the set of all n× n special tournament matrices
of type λ and shape µ, where n = max(ℓ(λ), ℓ(µ)).
We define signs and weights for B ∈ Γ∗λ,µ as follows. Since the entries of (µi + n − i : 1 ≤
i ≤ n) are distinct, there is a unique w ∈ Sn such that λi +
∑n
j=1Bi,j = µw(i) + n − w(i) for
1 ≤ i ≤ n. Define sgn(B) = sgn(w), where sgn(w) is the usual sign of the permutation w. Define
wt(B) =
∑
i>j Bi,j, which is the number of nonzero entries of B below the diagonal.
Theorem 5. [4, Theorem 2] For all λ, µ ∈ Parn, M(P, s)λ,µ =
∑
B∈Γ∗λ,µ
sgn(B)(−t)wt(B).
3.5. M(P,m). Macdonald [23, §III.5, p. 229] gives a formula for the monomial expansion of
skew Hall-Littlewood polynomials Pλ/ν(x1, . . . , xN ; t) which yields M(P,m) by taking ν = (0).
We introduce the following combinatorial model for Macdonald’s formula.
Assume λ/ν is a skew shape with N ≥ ℓ(λ). Given T ∈ SSYTN (λ/ν), define a cell c with
entry v = T (c) to be special for T iff c is not in column 1 and there are no v’s in the column
of T just left of c’s column. In this case, the weight of c is the number of cells weakly below c
in the column just left of c that either have entries less than v or are part of the diagram for ν.
Formally, the set of special cells for T is
Sp(T ) = {(i, j) ∈ λ/ν : j > 1 and for all u with (u, j − 1) ∈ λ/ν, T (u, j − 1) 6= T (i, j)}.
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The weight of a special cell (i, j) is
wt(i, j) = |{(u, j − 1) ∈ λ/ν : u ≥ i and T (u, j − 1) < T (i, j)}|
+ |{(u, j − 1) ∈ ν/(0) : u ≥ i}|.
Now define the set of starred semistandard tableaux
SSYT∗N (λ/ν) = {(T,E) : T ∈ SSYTN (λ/ν) and E ⊆ Sp(T )}.
A starred tableau T ∗ = (T,E) has sign sgn(T ∗) = (−1)|E|, t-weight tstat(T ∗) =
∑
c∈E wt(c),
content cont(T ∗) = cont(T ), x-weight xT
∗
= xT , and overall weight sgn(T ∗)ttstat(T
∗)xT
∗
.
For T ∈ SSYTN (λ/ν), Macdonald defines ψT (t) =
∏
c∈Sp(T )(1 − t
wt(c)). Then Macdonald’s
monomial expansion of the skew Hall-Littlewood polynomials is
Pλ/ν(x1, . . . , xN ; t) =
∑
T∈SSYTN (λ/ν)
ψT (t)x
T .
Expanding the product in ψT (t) using the distributive law, we get
∑
E⊆Sp(T )
∏
c∈E(−t
wt(c)).
Comparing to the overall weight of starred tableaux, we find that
(3) Pλ/ν(x1, . . . , xN ; t) =
∑
T ∗∈SSYT∗N (λ/ν)
sgn(T ∗)ttstat(T
∗)xT
∗
.
Since Pλ/ν is known to be a symmetric polynomial, we deduce the following formula.
Theorem 6. For all λ, µ ∈ Parn, M(P,m)λ,µ =
∑
T ∗ sgn(T
∗)ttstat(T
∗) summed over all starred
semistandard tableaux T ∗ of shape λ and content µ.
Example 7. Let λ = 8654, ν = 0, N ≥ 8, and
(4) T =
1 1 1 2 2 4 5 5
2 2 3 3 6 8
3 3 4 4 7
5 5 5 5
.
In (4), the special cells are indicated by the underlined entries. Specifically,
Sp(T ) = {(1, 4), (1, 6), (1, 7), (2, 5), (2, 6), (3, 3), (3, 5)}.
These special cells have respective weights 1, 1, 1, 3, 2, 1, 2. So T contributes the term (1 −
t)4(1− t2)2(1 − t3)xT to Pλ. A typical starred tableau is T
∗ = (T, {(1, 4), (1, 6), (2, 6)}). It can
be pictured as follows:
T ∗ =
1 1 1 2∗ 2 4∗ 5 5
2 2 3 3 6 8∗
3 3 4 4 7
5 5 5 5
.
The overall weight of this object is (−1)3t1+1+2x31x
4
2x
4
3x
3
4x
6
5x6x7x8 = −t
4xT .
3.6. M(s, F ). The fundamental quasisymmetric expansion of Schur polynomials is a sum over
standard tableaux, rather than semistandard tableaux. Given λ ∈ Parn and S ∈ SYT(λ), define
the descent set Des(S) to be the set of k < n such that k + 1 appears in a lower row of S than
k. Define the descent composition Des′(S) = comp(Des(S)) to be the composition associated to
this subset of [n− 1]. Gessel [10] first proved that
sλ(x1, . . . , xN ) =
∑
S∈SYT(λ)
FDes′(S)(x1, . . . , xN ).
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This formula can be proved bijectively by identifying the individual monomials in FDes′(S) as
the content monomials of semistandard tableaux of shape λ that “standardize” to S. In terms
of transition matrices, we can state Gessel’s result as follows.
Theorem 8. For all λ ∈ Parn and α ∈ Compn, M(s, F )λ,α is the number of standard tableaux
with shape λ and descent set sub(α).
3.7. M(m,M). For λ ∈ Par, it is immediate that mλ =
∑
αMα summed over all compositions
α whose parts can be sorted to give the parts of λ. Therefore:
Theorem 9. For all λ ∈ Parn and α ∈ Compn,M(m,M)λ,α is 1 if sort(α) = λ and 0 otherwise.
3.8. M(F,M) and M(M,F ).
Theorem 10. For all α, β ∈ Compn, M(F,M)α,β is 1 if β  α and 0 otherwise; whereas
M(M,F )α,β is (−1)
ℓ(β)−ℓ(α) if β  α and 0 otherwise.
Proof. (sketch) Using (2), one may verify that Fα =
∑
βαMβ, which is equivalent to the stated
formula forM(F,M)α,β . One obtains the formula forM(M,F ) =M(F,M)
−1 using the Mo¨bius
inversion theorem on the poset of subsets of [n− 1] ordered by set inclusion. 
3.9. M(G,F ). Let α, β ∈ Compn with β finer than α. Say ℓ(α) = k and ℓ(β) = m. By
definition, there exist indices 0 = i0 < i1 < · · · < ik = m such that αj = βij−1+1 + · · · + βij
for 1 ≤ j ≤ k. The refining composition Bre(β, α) = (i1 − i0, i2 − i1, . . . , ik − ik−1) records the
number of parts of β derived from each part of α. Define s(α, β) =
∑k
j=1 j(ij − ij−1 − 1). Note
that in the notation Bre(β, α) from [15], the finer composition is listed first, but in the function s
(and g, ξ defined in §5.1), we list the finer composition second. This ordering is more convenient
when working with transition matrices. In [15, Theorem 6.6], Hivert showed that for all N ≥ n
and α ∈ Compn,
Gα(x1, . . . , xN ; t) =
∑
β:βα
(−1)ℓ(β)−ℓ(α)ts(α,β)Fβ(x1, . . . , xN ).
In other words:
Theorem 11. For all α, β ∈ Compn, M(G,F )α,β is (−1)
ℓ(β)−ℓ(α)ts(α,β) if β  α and 0 other-
wise.
Example 12. Take β = 1221431211 and α = 55314. Then Bre(β, α) = 32113 and
s(α, β) = 1 · 2 + 2 · 1 + 3 · 0 + 4 · 0 + 5 · 2 = 14.
So M(G,F )α,β = (−1)
5t14.
3.10. M(G,M). In [15, eq. (105)], Hivert showed that for all α ∈ Compn and N ≥ n,
Gα(x1, . . . , xN ; t) =
∑
β:βα
Mβ(x1, . . . , xN ; t)
ℓ(Bre(β,α))∏
i=1
(1− ti)Bre(β,α)i−1.
Hence:
Theorem 13. For all α, β ∈ Compn, M(G,M)α,β is
∏ℓ(Bre(β,α))
i=1 (1− t
i)Bre(β,α)i−1 if β  α and
0 otherwise.
3.11. M(S,M). As defined in [13], Sα =
∑
T x
T summed over all SSCT of shape α. So:
Theorem 14. Let SSCT(α, β) denote the set of all semistandard composition tableaux of shape
α and content β. For all α, β ∈ Compn, M(S,M)α,β = |SSCT(α, β)|.
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3.12. M(S, F ). A standard composition tableau (SCT) T is a SSCT with content (1, 1, . . . , 1).
The descent set Des(T ) is the set of those i that lie weakly to the left of i + 1. The descent
composition for T is comp(Des(T )). For example, given
T =
8 5 4 2 1
9 3
15121110 7 6
17161413
,
Des(T ) = {3, 5, 8, 9, 12, 15} and comp(Des(T )) = (3, 2, 3, 1, 3, 3, 2).
Theorem 15. [13, Theorem 6.2] Let SCT(α, β) denote the set of all standard composition
tableaux of shape α and descent composition β. For all α, β ∈ Compn,M(S, F )α,β = |SCT(α, β)|.
Example 16. Consider the F -expansion of S13. The only two SCT of shape 13 are
1
4 3 2
and 2
4 3 1
,
with descent compositions 13 and 22. So S13 = F13 + F22.
3.13. M(K,F ) andM(K,M). Stembridge [28] expressed the peak quasisymmetric functions
as sums of both fundamental and monomial quasisymmetric functions.
Theorem 17. [28, Proposition 3.5] For all α ∈ Comp′n and β ∈ Compn,
M(K,F )α,β =
{
1, if sub(α) ⊆ sub(β)△ (sub(β) + 1);
0, otherwise.
(5)
M(K,M)α,β =
{
2ℓ(β)−ℓ(α), if sub(α) ⊆ sub(β) ∪ (sub(β) + 1);
0, otherwise.
(6)
Example 18.
K31 = F31 + F22 + F121 + F112 =M31 +M22 + 2M211 + 2M121 + 2M112 + 4M1111.
4. F -expansion of Skew Hall-Littlewood Polynomials
4.1. Expansion of Pλ/µ. Recall from §3.5 the combinatorial formula (3) for the monomial
expansion of the skew Hall-Littlewood polynomials Pλ/µ(x1, . . . , xN ; t). This section converts
this formula to an expansion of these polynomials in terms of the fundamental quasisymmetric
basis. In particular, this provides a combinatorial interpretation for the entries of M(P,F ).
We remark that one can also obtain M(P,F ) by multiplying the known matrices M(P, s)
and M(s, F ). However, this produces a quite complicated interpretation for the coefficients
in M(P,F ) as signed combinations of standard tableaux and special tournaments. The new
interpretation developed below is much simpler.
To state our result, we need a few more definitions. Given a skew diagram λ/µ with n cells,
let SYT∗(λ/µ) be the set of starred tableaux S∗ = (S,E) such that S is a standard tableau of
shape λ/µ. In this case, observe that Sp(S) consists of all cells in the diagram not in column 1.
So E can be an arbitrary subset of cells of λ/µ not in column 1. Define the ascent set of S∗,
denoted Asc(S∗), to be the set of all k < n such that either (a) k + 1 appears in S in a lower
row than k, or (b) there exist u, i, j with S(u, j − 1) = k, S(i, j) = k + 1, and (i, j) ∈ E. The
second alternative says that k + 1 appears in a cell of E located in the next column after the
column containing k. Define Asc′(S∗) = comp(Asc(S∗)) to be the associated composition.
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Theorem 19. For all skew shapes λ/µ,
Pλ/µ(x1, . . . , xN ; t) =
∑
S∗∈SYT∗(λ/µ)
sgn(S∗)ttstat(S
∗)FAsc′(S∗)(x1, . . . , xN ).
In particular, for all λ ∈ Parn and α ∈ Compn, M(P,F )λ,α =
∑
S∗ sgn(S
∗)ttstat(S
∗) summed
over all starred standard tableaux S∗ having shape λ and ascent set sub(α).
Proof. Let Y be the set of pairs (S∗, w) where S∗ = (S,E) ∈ SYT∗(λ/µ) and w is an Asc(S∗)-
compatible word of length n (see §2.3). The overall weight of (S∗, w) ∈ Y is sgn(S∗)ttstat(S
∗)xw.
Keeping in mind the definition of Fα, we see that the generating function for the weighted set
Y is
(7)
∑
y∈Y
wt(y) =
∑
S∗∈SYT∗(λ/µ)
sgn(S∗)ttstat(S
∗)FAsc′(S∗)(x1, . . . , xN ).
Comparing (3) and (7), the theorem will be proved if we can construct a sign-preserving,
weight-preserving bijection f : SSYT∗(λ/µ)→ Y .
Example 20. Let λ = 65211, and consider the starred standard tableau
S∗ =
1 2 3 8∗ 9 15∗
4 6 7∗ 13∗ 14
5 12
10
11
.
For this object, E = {(1, 4), (1, 6), (2, 3), (2, 4)}, Asc(S∗) = {3, 4, 6, 7, 9, 10, 14}, and Asc′(S∗) =
31212141. A typical object in Y is (S∗, w) where
w = 111 < 2 < 33 < 4 < 55 < 6 < 7888 < 9.
The marked ascents in w are mandated for w to be Asc(S∗)-compatible, and there is an extra
ascent between w11 = 7 and w12 = 8. The overall weight of (S
∗, w) is
(−1)4t2+2+1+1x31x2x
2
3x4x
2
5x6x7x
3
8x9 = t
6xw.
Continuing the proof, we must define a “standardization map” f : SSYT∗(λ/µ) → Y and
an “unstandardization map” g : Y → SSYT∗(λ/µ) such that f preserves signs and weights,
f ◦g = idY , and g◦f = idSSYT∗(λ/µ). Given a semistandard tableau T ∈ SSYTN (λ/µ), recall that
there is a standard tableau stdz(T ), called the standardization of T , defined as follows. Suppose
the entries in T consist of m1 ones, m2 twos, etc. Define M0 = 0 and Mi = m1 +m2 + · · ·+mi
for 1 ≤ i ≤ N . We obtain stdz(T ) from T by replacing the mi occurrences of i in T , from left
to right, by the integers Mi−1 + 1,Mi−1 + 2, . . . ,Mi. Now, given T
∗ = (T,E) ∈ SSYT∗(λ/µ),
define f(T ∗) = (S∗, w) = ((stdz(T ), E), w), where w consists of the symbols in T in increasing
order.
We must check that f(T ∗) ∈ Y for all T ∗ = (T,E) ∈ SSYT∗(λ/µ). First, S = stdz(T ) is
a standard tableau of shape λ/µ. Second, since E ⊆ Sp(T ), every cell of E is not in column
1, and so E ⊆ Sp(S). Third, we claim w is an Asc(S∗)-compatible sequence. To check this,
assume k < n and wk = wk+1 = v. By definition of standardization, the unique occurrences of
k and k + 1 in S were used to relabel cells that both originally contained occurrences of v in
T . Since the horizontal strip of cells in T containing v gets relabeled from left to right, k + 1
cannot appear in S in a lower row than k. So condition (a) in the definition of Asc(S∗) does
not hold for k. Can condition (b) hold for k? If so, there are u, i, j with S(u, j − 1) = k and
S(i, j) = k + 1 and (i, j) ∈ E. But then T (u, j − 1) = v = T (i, j) means that (i, j) is not a
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special cell for T , which contradicts E ⊆ Sp(T ). So we conclude that k 6∈ Asc(S∗), proving the
claim.
With notation as above, observe that xT
∗
= xT = xw, so that f preserves the x-weight. Since
applying f does not change E, f preserves signs. Finally, suppose (i, j) ∈ E with T (i, j) = v.
Since v cannot appear in column j − 1 of T , it follows from the definition of standardization
that the cells contributing to wt(i, j) in the computation of tstat(T ∗) are precisely the cells
contributing to wt(i, j) in the computation of tstat(S∗). So, f preserves the t-weight.
All that remains is to define the two-sided inverse g for f . Given (S∗, w) = ((S,E), w) ∈ Y ,
suppose w consists of m1 ones followed by m2 twos, etc. With Mi defined as before, let T :
λ/µ→ [N ] be obtained from S by replacing all symbols Mi−1 +1, . . . ,Mi by i’s, for 1 ≤ i ≤ N .
Then set g(S∗, w) = (T,E). We must check that (T,E) lies in the codomain X. Note that w
is Asc(S∗)-compatible, so wk = wk+1 implies that conditions (a) and (b) in the definition of
ascent set are both false for this k. The falsehood of condition (a) ensures that T will be a
semistandard tableau. On the other hand, the falsehood of condition (b) guarantees that every
cell of E is special for T (not just special for S). So (T,E) ∈ X as needed.
Knowing that f and g do map into their stated codomains, it is now immediate that f◦g = idY
and g ◦ f = idSSYT∗(λ/µ). (This verification does not involve the sets E or the ascent sets; one
only needs the fact that the usual standardization of a semistandard tableau is reversible if the
content word w is known). So the proof is complete. 
Example 21. Applying f to the starred semistandard tableau T ∗ from Example 7 gives f(T ∗) =
(S∗, w), where
S∗ =
1 2 3 6∗ 7 14∗ 19 20
4 5 10 11 21 23∗
8 9 12 13 22
15 16 17 18
and w = 11122223333444555555678. Observe that w is Asc(S∗)-compatible, since Asc(S∗) =
{3, 7, 11, 14, 20, 21, 22}. Moreover, g(S∗, w) = T ∗.
Example 22. Applying g to the object (S∗, w) ∈ Y from Example 20 gives the starred semis-
tandard tableau
T ∗ =
1 1 1 5∗ 5 9∗
2 3 4∗ 8∗ 8
3 8
6
7
.
Note that, as required, T is semistandard and E does consist of special cells for T . Moreover,
f(T ∗) = (S∗, w).
Example 23. Using Theorem 19, we can make the following calculation. Each term corresponds
to the starred standard tableau shown below it:
P21(t) = F21 − tF111 + F12 − t
2F111.
1 2
3
1 2∗
3
1 3
2
1 3∗
2
Remark 24 (Alternate Formula forM(P, s)). As described in §3.4, Carbonara [4] expresses the
entries of the inverse t-Kostka matrix M(P, s) as signed, weighted sums of special tournament
matrices. An alternative description can be obtained by following M(P,F ) by the projection
from QSym to Sym given in [6]. The entry of M(P, s)λ,µ is again described as a sum of signed,
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weighted objects. However, in this description the objects are pairs (S∗, T ) where S∗ ∈ SYT∗(λ)
and T is a “flat special rim-hook tableau” of shape µ and content Asc′(S∗).
In addition to working for skew Hall-Littlewood polynomials, this new description may have
computational advantages. For n = 4, there are 37 special tournament matrices that contribute
to the calculation of M(P, s). However, only 23 pairs (S∗, T ) are now needed. We note that
these pairs do not correspond to a subclass of special tournament matrices in any simple way.
Carbonara’s description computes the valueM(P, s)4,22 = 0 via the fact that there are no special
tournament matrices with parameters λ = 4 and µ = 22. There are two such pairs (S∗, T ), albeit
of opposite sign and equal weight.
4.2. Expansion of Qλ/µ. We recall the definition of the skew Hall-Littlewood polynomials
Qλ/µ(x1, . . . , xN ; t) [23, §III.5]. For r ∈ N
+, let φr(t) = (1− t)(1− t
2) · · · (1− tr). For a partition
λ with mi(λ) parts equal to i for each i, define bλ(t) =
∏
i≥1 φmi(λ)(t). For partitions µ ⊆ λ,
define bλ/µ(t) = bλ(t)/bµ(t). Finally, define
Qλ/µ(x1, . . . , xN ; t) = bλ/µ(t)Pλ/µ(x1, . . . , xN ; t).
From this, Theorem 19 immediately gives
Qλ/µ(x1, . . . , xN ; t) =
∑
S∗∈SYT∗(λ/µ)
sgn(S∗)ttstat(S
∗)bλ/µ(t)FAsc′(S∗)(x1, . . . , xN ).
On the other hand, Macdonald [23, §III.5, pp. 227–229] gives the following monomial expan-
sion of Qλ/µ. Suppose ν ⊆ ρ are partitions such that θ = ρ/ν is a horizontal strip. Let θ
′
i be the
number of cells of θ in column i, so θ′i ∈ {0, 1} since θ is a horizontal strip. Define
φρ/ν(t) =
∏
i∈I
(1− tmi(ρ))
where I = {i ≥ 1 : θ′i = 1 and θ
′
i+1 = 0}. For T ∈ SSYTN (λ/µ), view T as a nested sequence of
partitions µ = λ(0) ⊆ λ(1) ⊆ · · · ⊆ λ(N) = λ, where λ(i)/λ(i−1) is a horizontal strip consisting of
the cells in T with entry i, and let φT (t) =
∏N
i=1 φλ(i)/λ(i−1)(t). Macdonald’s expansion for Qλ/µ
is
(8) Qλ/µ(x1, . . . , xN ; t) =
∑
T∈SSYT(λ/µ)
φT (t)x
T .
By imitating the proof we gave in §4.1, we can use (8) to derive an alternative fundamental
quasisymmetric expansion for Qλ/µ (and hence also for Pλ/µ).
We merely sketch the necessary changes in the first formula and its proof. For a tableau
T ∈ SSYTN (λ/µ), define the set of Q-special cells for T by
QSp(T ) = {(i, j) ∈ λ/µ : for all u ∈ λ/µ, T (u, j + 1) 6= T (i, j)}.
So, a cell c is Q-special for T iff the entry of T in c does not also appear in the column
immediately to the right of c. The weight of a Q-special cell (i, j) is defined to be
wtQ(i, j) = mj(λ
(T (i,j))) = i− |{u : (u, j + 1) ∈ µ/(0) or T (u, j + 1) ≤ T (i, j)}|.
Now let SSYT∗QN (λ/µ) = {(T,E) : T ∈ SSYTN (λ/µ) and E ⊆ QSp(T )} be the set of Q-
starred semistandard tableaux. Since φT (t) =
∏
c∈QSp(T )(1− t
wtQ(c)), it follows as before that
Qλ/µ(x1, . . . , xN ; t) =
∑
T ∗∈SSYT∗QN (λ/µ)
sgn(T ∗)ttstatQ(T
∗)xT
∗
,
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where sgn(T ∗) = (−1)|E|, tstatQ(T
∗) =
∑
c∈E wtQ(c), and x
T ∗ = xT . Define Q-starred standard
tableaux in the obvious way. For S ∈ SYT(λ/µ), observe that every cell in S is Q-special for S.
Given S∗ = (S,E) with E ⊆ λ/µ and k < n = |λ/µ|, define k ∈ QAsc(S∗) iff either (a) k + 1
appears in S in a lower row than k; or (b) k ∈ E and k + 1 appears in S in the next column
after k’s column. Let QAsc′(S∗) = comp(QAsc(S∗)). Define Y as before, replacing Asc(S∗) by
QAsc(S∗). One should now check that the proof given above adapts to the present situation
without difficulty. We therefore have the following result.
Theorem 25. For all skew shapes λ/µ,
Qλ/µ(x1, . . . , xN ; t) =
∑
S∗∈SYT∗Q(λ/µ)
sgn(S∗)ttstatQ(S
∗)FQAsc′(S∗)(x1, . . . , xN ).
In particular, for all λ ∈ Parn and α ∈ Compn, M(Q,F )λ,α =
∑
S∗ sgn(S
∗)ttstatQ(S
∗) summed
over all Q-starred standard tableaux having shape λ and Q-ascent set sub(α).
Dividing through by bλ/µ(t) gives an analogous F -expansion for Pλ/µ.
5. Transition Matrices Giving G-Expansions
This section discusses combinatorial formulas for the transition matricesM(F,G), M(M,G),
M(P,G), M(S, G) and M(K,G).
5.1. M(F,G). Let α, β ∈ Compn with β finer than α. Define ξα,β(j) to be j if βj and βj+1
are formed from the same part of α and 0 otherwise. Set g(α, β) =
∑ℓ(β)−1
j=1 ξα,β(j).
Theorem 26. For all α, β ∈ Compn, M(F,G)α,β is t
g(α,β) if β  α and 0 otherwise.
Proof. Since M(F,G) is the unique matrix such that M(G,F )M(F,G) = I, it is enough (by
Theorem 11) to show that for all compositions β  α,
(9)
∑
γ:βγα
(−1)ℓ(γ)−ℓ(α)ts(α,γ)tg(γ,β) = δα,β .
Recall that s(α, γ) =
∑ℓ(α)
j=1 j(Bre(γ, α)j − 1). If α = β then there is a single term that is readily
seen to equal 1. So suppose β ≻ α. We define a sign-reversing involution γ 7→ γ′ on the set of
compositions γ with β  γ  α, as follows. Let j be as small as possible such that Bre(β, γ)j > 1
or Bre(γ, α)j > 1. Equivalently, this is the smallest j such that not all of αj , βj and γj are
equal. We know that such a j must exist since α 6= β.
If γj = βj (and hence βj < αj), then set
(10) γ′ = (γ1, . . . , γj−1, γj + γj+1, γj+2, . . . , γℓ(γ)).
Otherwise, let
(11) γ′ = (γ1, . . . , γj−1, βj , γj − βj , γj+1, . . . , γℓ(γ)).
If γ′ is defined according to (10), then s(α, γ′) = s(α, γ) − j and g(γ′, β) = g(γ, β) + j. On the
other hand, if γ′ is defined according to (11), then s(α, γ′) = s(α, γ)+j and g(γ′, β) = g(γ, β)−j.
It follows immediately that the map γ 7→ γ′ is a sign-reversing, t-weight preserving involution
on the set of γ for which β  γ  α. Hence, the sum in (9) is zero as desired. 
Example 27. Let α = 212135, γ = 2121323 and β = 212112212. Note that Bre(γ, α) = 111112
and Bre(β, γ) = 1111212. It follows that s(α, γ) = 6 · (2 − 1) = 6 and g(γ, β) = 5 + 8 = 13.
The smallest j for which the parts are not all equal is j = 5. The parts γ5 and β5 are not
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equal, so γ′ gets defined according to (11): γ′ = 21211223. Hence Bre(γ′, α) = 111122 and
Bre(β, γ′) = 11111112. So s(α, γ′) = 5 · 1 + 6 · 1 = 11 and g(γ′, β) = 8.
Example 28. Using Theorem 26, we calculate F3 = G3+tG21+tG12+t
3G111, F21 = G21+tG111,
F12 = G12 + t
2G111, and F111 = G111.
5.2. M(M,G).
Theorem 29. For all α, β ∈ Compn, M(M,G)α,β is (−1)
ℓ(β)−ℓ(α)
∏
j: ξα,β(j)=j
(1− tj) if β  α
and 0 otherwise.
Proof. Fix α, β ∈ Compn. Since M(M,G) =M(M,F )M(F,G),
M(M,G)α,β =
∑
γ∈Compn
M(M,F )α,γM(F,G)γ,β
=
∑
γ:βγα
(−1)ℓ(γ)−ℓ(α)tg(γ,β)
= (−1)ℓ(β)−ℓ(α)
∑
γ:βγα
(−1)ℓ(γ)−ℓ(β)tg(γ,β).
Any composition γ in the above sum is completely determined by specifying the values of ξγ,β(j)
for those j such that ξα,β(j) = j. This follows since β  γ  α and ξα,β(j) = 0 force ξγ,β(j) = 0.
On the other hand, for each j with ξα,β(j) = j, we can always choose ξγ,β(j) to be either 0
or j when building γ. Every time we choose to set ξγ,β(j) = j, we are increasing the length
difference between β and γ by 1. Additionally, we are increasing the t-weight by j. Since all of
these choices are independent, we can write∑
γ:βγα
(−1)ℓ(γ)−ℓ(β)tg(γ,β) =
∏
j: ξα,β(j)=j
(1− tj).
The theorem follows. 
Example 30. Consider α = 22 and β = 1111. Then ξα,β(1) = 1, ξα,β(2) = 0 and ξα,β(3) = 3.
So M(M,G)α,β = (−1)
2(1− t)(1− t3).
Example 31. We calculate M3 = G3 − (1 − t)G21 − (1 − t)G12 + (1 − t)(1 − t
2)G111, M21 =
G21 − (1− t)G111, M12 = G12 − (1− t
2)G111, and M111 = G111.
5.3. M(P,G). By multiplying M(P,F ) and M(F,G), we obtain the formula
(12) M(P,G)λ,β =
∑
S∗=(S,E)∈SYT∗(λ)
Asc′(S∗)β
(−1)|E|ttstat(S
∗)+g(Asc′(S∗),β).
As described in Theorem 32 below, the contribution of each standard Young tableau S to (12)
can be expressed as a product. One advantage of this latter form is that a frequent group of
cancellations can be identified; see Corollary 33. In order to present these results, we introduce
some new notation.
For S ∈ SYT(λ), define Sp(S) and wt(c) as in §4.1. We define the following subset of Sp(S):
Esp(S) = {c ∈ Sp(S) : Asc(S, {c}) 6= Asc(S, ∅)}.
So, c ∈ Esp(S) if and only if S(c)−1 appears in the column of S just left of the column containing
S(c) and S(c)−1 appears weakly lower than S(c) does. The subset Esp(S) keeps track of which
cells actually affect Asc′(S∗) for starred tableaux with underlying tableau S. As we are only
concerned here with standard tableaux S, we will let cj = cj(S) denote the cell of S in which
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j appears. Finally, note that the descent set of S, Des(S), is contained in Asc(S∗) for any S∗
with underlying tableau S.
Our intent is to derive a simplified version of (12) in which the main sum extends over standard
tableaux S ∈ SYT(λ) rather than starred standard tableaux. To obtain S∗ = (S,E) from S,
we will build the subset E by choosing to include or exclude various cells c ∈ Sp(S). The final
object S∗ is required to satisfy Asc′(S∗)  β, or equivalently, Asc(S∗) ⊆ sub(β). By the remark
at the end of the last paragraph, this requirement will be met only if Des(S) ⊆ sub(β). So we
need only consider standard tableau S satisfying this condition.
The choices of which c = cj+1(S) ∈ Sp(S) to include in E can be made independently. We
consider each such c according to whether j ∈ sub(β) and whether c ∈ Esp(S). We first note
that if j 6∈ sub(β) and c ∈ Esp(S), then inclusion of c in E would cause Asc′(S,E) 6 β. Hence,
this case need not be considered further. For each of the remaining possibilities for j and c, we
consider the net effect on the signed t-weight caused by the decision to include or exclude c from
E. For each j ∈ sub(β), let mj = mj(β) be the number of elements in sub(β) that are at most
j.
(1) j 6∈ sub(β) and c 6∈ Esp(S). If c is included in E, the t-weight contribution will be
−twt(c); otherwise the contribution will be 1.
(2) j ∈ sub(β) and c ∈ Esp(S). If c is included in E, the t-weight contribution will be
−twt(c); otherwise it will be tmj .
(3) j ∈ sub(β) and c 6∈ Esp(S). Since c 6∈ Esp(S), the value of ξAsc′(S∗),β(j) depends only
on whether or not j ∈ Des(S). Hence, there is a corresponding t-weight contribution of
tmj if and only if j 6∈ Des(S). As in Case 1, there is an additional contribution to the
t-weight (coming from the tstat function) of −twt(c) or 1 according to whether or not c
is in E.
Observing that the factor 1− twt(c) occurs in both Case 1 and Case 3, we reorganize the cases
slightly to obtain the following.
Theorem 32. For all λ ∈ Parn and β ∈ Compn,
(13) M(P,G)λ,β =
∑
S∈SYT(λ)
Des(S)⊆sub(β)
∏
j∈sub(β):
cj+1∈Esp(S)
(tmj − twt(cj+1))
∏
j∈[n−1]:
cj+1∈Sp(S)\Esp(S)
tm
′
j (1− twt(cj+1)),
where m′j = mj if j ∈ sub(β) \Des(S) and 0 otherwise.
Corollary 33. If mj = wt(cj+1) for some j ∈ sub(β) with cj+1 ∈ Esp(S), then S can be omitted
from the sum in (13).
Example 34. Let λ = 32 and β = 1211. Note that sub(β) = {1, 3, 4} and so m1 = 1, m3 = 2,
and m4 = 3. In Table 1 we list the five elements of SYT(32) (referred to from left to right as
S1, . . . , S5) along with pertinent data. The row labeled
∏
1 (resp.
∏
2) gives the contributions
from the first (resp. second) product in (13). Since Des(S2),Des(S3) 6⊆ sub(β),
∏
1 and
∏
2 have
been left blank for these two tableaux. (For reference, the corresponding products for these
tableaux are (t − t) · t2(1 − t)(1 − t) and (t − t)(t2 − t)(t3 − t2) · 1, respectively.) Note that
Corollary 33 applies to S1 with j = mj = 1. So the only contributions are from the last two
columns and we find that
M(P,G)32,1211 = (t
2 − t)(1− t) + (t3 − t2)(1 − t) = −t4 + t3 + t2 − t.
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Table 1. Computation of M(P,G)32,1211.
S 1 2 3
4 5
1 2 4
3 5
1 2 5
3 4
1 3 4
2 5
1 3 5
2 4
Des(S) {3} {2, 4} {2} {1, 4} {1, 3}
Sp(S) {c2, c3, c5} {c2, c4, c5} {c2, c4, c5} {c3, c4, c5} {c3, c4, c5}
Esp(S) {c2, c3, c5} {c2} {c2, c4, c5} {c3, c4} {c3, c5}∏
1 (t− t)(t
3 − t) (t2 − t) (t3 − t2)∏
2 1 (1− t) (1− t)
5.4. M(S, G). For an SSCT T , define the ascent set, denoted Asc(T ), to be the set of values i
for which the leftmost occurrence of i appears strictly to the right of the rightmost occurrence
of i+ 1. If Asc(T ) = {a1, a2, . . .}, we let SumAsc(T ) = a1 + a2 + · · · . For example, the SSCT
T =
2 2 2 1 1
4 3
7 5 5 5 3 3 1
8 8 6 6
has ascent set Asc(T ) = {1, 3, 6} and SumAsc(T ) = 1 + 3 + 6 = 10.
Theorem 35. For all α, β ∈ Compn, M(S, G)α,β =
∑
T∈SSCT(α,β) t
SumAsc(T ).
Proof. Fix α, β ∈ Compn. We proceed to justify the following string of equalities:
M(S, G)α,β =
∑
γ∈Compn
M(S, F )α,γM(F,G)γ,β
=
∑
γ:γβ
|SCT(α, γ)|tg(γ,β)
=
∑
T ′∈SSCT(α,β)
tSumAsc(T
′).
The first equality follows from the fact that M(S, G) =M(S, F )M(F,G). The second follows
from Theorems (15) and (26). To prove the third, we construct a bijection
f = fα,β :
⋃
γ:γβ
SCT(α, γ)→ SSCT(α, β)
such that for all T ∈ SCT(α, γ) with γ  β, SumAsc(f(T )) = g(γ, β). Fix T in the domain of
f , say T ∈ SCT(α, γ) with γ  β. For 0 ≤ i ≤ ℓ(γ), let di = γ1 + · · · + γi, so {d0, . . . , dℓ(γ)} =
Des(T )∪ {0, n}. Then for 1 ≤ i ≤ ℓ(γ), the entries di−1+1, . . . , di, when read from right to left
in T , appear in increasing order. Let Ai be the set of cells occupied by these values. Since β is
finer than γ, there exist indices 0 = i0 < i1 < · · · < iℓ(γ) = ℓ(β) such that γj = βij−1+1+ · · ·+βij
for all j. Construct T ′ = f(T ) by labeling the cells in each set Aj from right to left by the
sequence
(ij−1 + 1) · · · (ij−1 + 1)︸ ︷︷ ︸
βij−1+1
(ij−1 + 2) · · · (ij−1 + 2)︸ ︷︷ ︸
βij−1+2
· · · ij · · · ij︸ ︷︷ ︸
βij
;
A simple check confirms that T ′ satisfies (C1), (C2), and (C3) in the definition of an SSCT and
has content β, so f does map into the codomain SSCT(α, β). Furthermore, note that the ascents
in T ′ occur only inside the blocks Aj. Each such place where the value changes from k to k+ 1
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corresponds to the inclusion of k in Asc(T ′) and hence the contribution of k to SumAsc(T ′).
Furthermore, such a change only happens when the parts βk and βk+1 belong to the same part
of γ. In this case, we have ξγ,β(k) = k and hence there will be a contribution of k to g(γ, β).
Thus SumAsc(T ′) = g(γ, β). Since this relabeling is reversible, T can be reconstructed from
T ′ = f(T ), so f is a bijection. See Example 36 for an illustration of the bijection. 
Example 36. Let α = 5274, β = 33313212, γ = 64332, and
T =
6 5 4 3 2
10 9
16131211 8 7 1
18171514
.
First note that g(γ, β) = 1 + 3 + 6 = 10, since the i for which βi and βi+1 came from the same
part of γ are precisely 1, 3 and 6. In order to construct T ′, note that the first part of γ is a
6, which is refined by the first two parts of β (both equal to 3). Thus, we first need to look
at the horizontal strip of cells containing the letters 1, 2, 3, 4, 5, 6 and change these letters to
1, 1, 1, 2, 2, 2, respectively. The other conversions, based on the parts of β that fit into each part
of γ, are as follows:
7, 8, 9, 10 7→ 3, 3, 3, 4
11, 12, 13 7→ 5, 5, 5
14, 15, 16 7→ 6, 6, 7
17, 18 7→ 8, 8.
Thus, the resulting T ′ with content β is
T ′ =
2 2 2 1 1
4 3
7 5 5 5 3 3 1
8 8 6 6
.
Note that Asc(T ′) = {1, 3, 6}, so SumAsc(T ′) = 1 + 3 + 6 = 10 = g(γ, β).
Example 37. Using Theorem 35, the G-expansion of S13(t) is
G13 + G22 + t
2G211 + t
2G121 + tG112 + t
2G112 + t
4G1111+ t
5G1111.
1
2 2 2
1
2 2 1
1
3 2 1
1
3 2 2
2
3 3 1
1
3 3 2
2
4 3 1
1
4 3 2
5.5. M(K,G). Consider compositions α ∈ Comp′n and β ∈ Compn such that sub(α) ⊆
sub(β) ∪ (sub(β) + 1). Let sub(α) = {a1 < · · · < am} and sub(β) = {b1 < · · · < bp}. For
A ⊆ [n − 1], let A− 1 denote the set obtained by subtracting one from every element in A and
removing 0 if it appears. Define the polynomial k(α, β) as follows. For all bi ∈ sub(β), let
(14) k(bi) =


1 + ti, if bi /∈ sub(α) ∪ (sub(α)− 1);
ti−1 + ti, if bi ∈ sub(α) and bi − 1 = bi−1;
1, otherwise.
Finally, define k(α, β) =
∏p
i=1 k(bi).
Example 38. If α = 4253 and β = 12213221, we have sub(α) = {4, 6, 11}, sub(α) − 1 =
{3, 5, 10}, and sub(β) = {1, 3, 5, 6, 9, 11, 13}. Thus, k(α, β) = (1+ t) · (t3+ t4) · (1+ t5) · (1+ t7).
Here is a graphical way of looking at this example. Depict a composition α = (α1, . . . , αm) of
n on the interval [0, n] by highlighting the points in sub(α). As shown in Figure 2, highlight the
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points in [0, n] between an element a−1 ∈ sub(α)−1 and a ∈ sub(α). No two of the highlighted
subintervals share an endpoint, because of the assumption that α ∈ Comp′n. Now, the three
possible cases in (14) turn into the following:
(1) bi does not touch any of the highlighted intervals (e.g., b1 = 1, b5 = 9, and b7 = 13);
(2) bi−1 and bi are the two ends of a highlighted interval (e.g., b3 = 5 and b4 = 6); or
(3) bi is an end of a highlighted interval, but bi−1 is not at the other end of the highlighted
interval (e.g., b2 = 3 and b6 = 11).
sub(α)
0 4 6 11 14
◦ • • • ◦
sub(α) − 1
0 3 5 10 14
◦ • • • ◦
0 3 5 10 144 6 11
◦ • • •• • • ◦
sub(β)
0 1 3 5 6 9 11 13 14
◦ • • • • • • • • • ◦
1 + t 1 t3 + t4 1 + t5 1 1 + t7
Figure 2. For sub(α) = {4, 6, 11} and sub(β) = {1, 3, 5, 6, 9, 11, 13}, we have
k(α, β) = (1 + t) · (t3 + t4) · (1 + t5) · (1 + t7).
Theorem 39. For α ∈ Comp′n and β ∈ Compn, M(K,G)α,β is k(α, β) if sub(α) ⊆ sub(β) ∪
(sub(β) + 1) and 0 otherwise.
Proof. Fix α ∈ Comp′n and β ∈ Compn. Since M(K,G) =M(K,F )M(F,G),
M(K,G)α,β =
∑
γ∈Compn
M(K,F )α,γM(F,G)γ,β
=
∑
γ: sub(α)⊆sub(γ)△(sub(γ)+1)
and βγ
tg(γ,β).
We now describe a sequence of choices that will construct exactly the compositions γ indexing
the sum above. By examining how each choice contributes to g(γ, β) =
∑
j ξγ,β(j) in the
power of t, we will obtain the product k(α, β). For convenience of notation, let A = sub(α) =
{a1 < · · · < am} and B = sub(β) = {b1 < · · · < bl} as above. Rather than constructing
γ itself, we make choices concerning the members of the set C = sub(γ). The requirements
sub(α) ⊆ sub(γ)△ (sub(γ)+ 1) and β  γ translate into the requirements A ⊆ C△ (C +1) and
C ⊆ B. Since we must have C ⊆ B, we need only decide, for each bi ∈ B, whether to include or
exclude bi from the set C. When making these decisions, it is required that each aj ∈ A belong
to exactly one of the sets C or (C +1) being built. Equivalently, for each aj ∈ A, exactly one of
the numbers aj or aj−1 must be chosen for inclusion in C. Since C ⊆ B, this requirement on A
will only be possible if A ⊆ B∪(B+1). Thus if A 6⊆ B∪(B+1), we must haveM(K,G)α,β = 0.
From now on, assume A ⊆ B ∪ (B + 1). As in (14) and Example 38, there are three cases to
consider.
• Case 1: bi 6∈ A ∪ (A − 1) (i.e., bi does not touch any of the highlighted intervals in the
picture). In this case, we may freely choose to include bi as a member of C or not, which
will not affect the validity of the condition A ⊆ C△ (C +1). Including bi in C = sub(γ)
will cause βi and βi+1 to come from different parts of γ, so that ξγ,β(i) = 0 for this
choice. Excluding bi from C will cause βi and βi+1 to come from the same part of γ,
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so that ξγ,β(i) = i for this choice. The net contribution to t
g(γ,β) based on the choice
involving this bi is therefore (1 + t
i) = k(bi).
• Case 2: bi ∈ A and bi−1 = bi − 1 (i.e., bi−1 and bi are the two ends of a highlighted
interval in the picture). In this case, note that bi equals some aj , and bi−1 = aj − 1, so
the requirement on A forces us to include exactly one of bi−1 or bi in C. If we decide
that bi−1 6∈ C and bi ∈ C, we see (as in Case 1) that ξγ,β(i− 1) = i− 1 and ξγ,β(i) = 0.
If, instead, we decide that bi−1 ∈ C and bi 6∈ C, we have ξγ,β(i− 1) = 0 and ξγ,β(i) = i.
The net contribution to tg(γ,β) based on the choice involving both bi−1 and bi is therefore
(ti−1 + ti) = k(bi).
• Case 3: The first two cases do not occur (i.e., bi is one end of a highlighted interval in
the picture, but bi−1 is not at the other end of this interval). Consider several subcases.
First, suppose bi = aj − 1 for some aj ∈ A, and aj 6∈ B (i.e., bi is the left end of an
interval, and the right end of this interval is not in B). The requirement on A forces us
to include bi in C, giving ξγ,β(i) = 0 for this i and a contribution of k(bi) = 1 to t
g(γ,β).
Second, suppose bi = aj − 1 for some aj ∈ A, and aj = bi+1 is in B as well (i.e., bi is
the left end of an interval, and the right end bi + 1 = bi+1 is also in B). Then we will
decide the membership of bi in C as part of the Case 2 analysis for index i+1. Since the
contribution of this bi to t
g(γ,β) has already been accounted for elsewhere, we multiply
by k(bi) = 1 in this subcase. Third, suppose bi = aj for some aj ∈ A, and aj − 1 is not
in B (i.e., bi is the right end of an interval whose left end is not in B). The requirement
on A forces us to include bi in C, giving a contribution of k(bi) = 1 to t
g(γ,β).
Combining all the choices using the product rule for weighted sets, we see that
M(K,G)α,β =
∑
C:A⊆C△(C+1),C⊆B
tg(comp(C),comp(B)) =
p∏
i=1
k(bi) = k(α, β)
when A ⊆ B ∪ (B + 1). 
Example 40.
K22 = G22 +G13 + (1 + t
2)G211 + (1 + t
2)G121 + (t+ t
2)G112 + (t+ t
2)(1 + t3)G1111.
6. Transformed Hall-Littlewood Polynomials
We conclude the paper with a brief discussion of transition matrices involving plethystically
transformed Hall-Littlewood polynomials.
6.1. Definition of Q′λ. For any λ ∈ Par, recall that Qλ(x; t) is the Hall-Littlewood polynomial
obtained from Pλ(x; t) by the formula Qλ(x; t) = bλ(t)Pλ(x; t) (see §4.2). Define the transformed
Hall-Littlewood symmetric function by setting
Q′λ(x; t) = Qλ
[
x
1− t
; t
]
= Qλ(xit
j : i ≥ 1, j ≥ 0);
in other words, we replace variables x1, x2, . . . in Qλ by the monomials xit
j for all i ≥ 1 and
j ≥ 0. We can also define Q′λ using plethystic substitution. Recall that the power-sums pk are
algebraically independent generators of the algebra Sym. Then Q′λ = φ(Qλ), where φ is the
unique F-algebra homomorphism on Sym sending each pk to pk/(1 − t
k). More information on
the transformed Hall-Littlewood polynomials can be found in Macdonald’s book [23] and in the
papers [5, 8, 16, 31].
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6.2. The Transformed Macdonald Polynomials Hµ. One can also obtain Q
′
λ as the q =
0 specialization of the transformed Macdonald polynomials Hλ(x; q, t). For a partition λ =
(λ1, λ2, . . . , λk), set n(λ) =
∑k
i=0(i − 1)λi. Haglund [11] found an explicit combinatorial for-
mula for the fundamental quasisymmetric expansion of the modified Macdonald polynomials
H˜λ(x; q, t) = t
n(λ)Hλ(x; q, 1/t), which was proved by Haglund, Haiman, and Loehr in [12]. This
formula is readily adjusted to yield a formula for Hλ of the form
Hλ(x; q, t) =
∑
w∈Sn
tcomajλ(w)qinvλ(w)Fcomp(IDes(w)),
where λ ∈ Parn, IDes(w) is the sum of all i < n such that i + 1 appears to the left of i in
w1 · · ·wn, and comajλ and invλ are certain permutation statistics depending on λ.
We define the statistics comajλ(w) and invλ(w) using the specific example n = 9, λ = (4, 3, 2),
and w = 428165793. Fill the cells in the diagram of λ with the letters in w, working from the
shortest row up to the longest row, filling each row from left to right, as shown here:
5 7 9 3
8 1 6
4 2
.
This filled diagram determines a list of column words, obtained by reading the entries in each
column from bottom to top. For a word v = v1 · · · vk, let comaj(v) be the sum of all i < k such
that vi < vi+1. Let comajλ(w) be the sum of comaj(v) over all column words v in the filled
diagram for w. In our example,
comajλ(w) = comaj(485) + comaj(217) + comaj(69) + comaj(3) = 1 + 2 + 1 + 0 = 4.
Next, invλ(w) counts the inversion triples in the filled diagram for w, which are defined as
follows. Consider three cells in the diagram positioned as shown here:
b
a c
.
So b is directly above a and c occurs somewhere to the right of a in the same row. We also allow
a and c to be in the top row of the diagram, in which case we take b = ∞. This triple of cells
is an inversion triple iff a < b < c or b < c < a or c < a < b. In our example, the inversion
triples (a, b, c) are (5,∞, 3), (7,∞, 3), (9,∞, 3), (8, 5, 6), and (4, 8, 2), so invλ(w) = 5. Since
IDes(w) = {1, 3, 5, 7}, w contributes a monomial t4q5 to the coefficient of F12222 in H432(x; q, t).
Theorem 41 ([12]). For all λ ∈ Parn and α ∈ Compn, M(H,F )λ,α is
∑
w t
comajλ(w)qinvλ(w)
summed over all w ∈ Sn with IDes(w) = sub(α).
6.3. M(Q′, F ). The transformed Hall-Littlewood polynomials are obtained from the trans-
formed Macdonald polynomials by setting q = 0, i.e., Q′λ(x; t) = Hλ(x; 0, t). Using Theorem 41,
we therefore obtain the following combinatorial description of the fundamental quasisymmetric
expansion of Q′.
Theorem 42. For all λ ∈ Parn and α ∈ Compn, M(Q
′, F )λ,α is
∑
w t
comajλ(w) summed over
all w ∈ Sn with IDes(w) = sub(α) and invλ(w) = 0.
On the other hand, it follows from [23, p. 241] that M(Q′, s) = M(s, P )T , the transpose
of the t-Kostka matrix. Accordingly, M(Q′, F ) = M(s, P )TM(s, F ). Carrying out the matrix
multiplication and using the interpretations of the latter matrices from §3.3 and §3.6, we obtain
a second combinatorial interpretation of M(Q′, F ):
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Theorem 43. For all λ ∈ Parn and α ∈ Compn, M(Q
′, F )λ,α is
∑
S,T t
chg(T ) summed over all
pairs (S, T ) where S is a standard tableau with Des(S) = sub(α), T is a semistandard tableau
with content λ, and S and T have the same shape µ ∈ Parn.
The objects appearing in this theorem may remind the reader of the Robinson-Schensted-
Knuth (RSK) algorithm. Indeed, the connection between Theorem 42 and Theorem 43 is ex-
plained in [12, §7] by a careful analysis involving the RSK algorithm.
6.4. Open Problems. By matrix multiplication, we obtain a formula for M(Q′, G)λ,α =∑
β∈Compn
M(Q′, F )λ,βM(F,G)β,α. We leave it as an open problem to find a more direct com-
binatorial interpretation of this transition matrix.
Another open question is to define an appropriate notion of the “plethystically transformed”
Hivert quasisymmetric function G′α(x; t), which should play a role in QSym analogous to the
role of Q′λ in Sym. It would be interesting to study the combinatorics of transition matrices to
and from such a basis.
Finally, one could develop transition matrices between Hivert’s H-basis (see Remark 1) and
other known bases of NSym, for example, those constructed in [1, 2, 9, 13, 29].
7. Appendix: Examples of Transition Matrices
This appendix lists specific examples of transition matrices (old and new) discussed in this
paper. In each case, we give the relevant matrix for n = 4 (many computed using SAGE [26, 32]).
M(s,m) =


4 31 22 211 1111
4 1 1 1 1 1
31 0 1 1 2 3
22 0 0 1 1 2
211 0 0 0 1 3
1111 0 0 0 0 1

.
M(m, s) =


4 31 22 211 1111
4 1 −1 0 1 −1
31 0 1 −1 −1 2
22 0 0 1 −1 1
211 0 0 0 1 −3
1111 0 0 0 0 1

.
M(s, P ) =


4 31 22 211 1111
4 1 t t2 t3 t6
31 0 1 t t+ t2 t3 + t4 + t5
22 0 0 1 t t2 + t4
211 0 0 0 1 t+ t2 + t3
1111 0 0 0 0 1

 =M(Q′, s)T .
M(P, s) =


4 31 22 211 1111
4 1 −t 0 t2 −t3
31 0 1 −t −t t2 + t3
22 0 0 1 −t t3
211 0 0 0 1 −t− t2 − t3
1111 0 0 0 0 1

 =M(s,Q′)T .
23
M(P,m) =


4 31 22 211 1111
4 1 1− t 1− t (1− t)2 (1− t)3
31 0 1 1− t 2(1− t) 3− 5t+ t2 + t3
22 0 0 1 1− t 2− 3t+ t3
211 0 0 0 1 3− t− t2 − t3
1111 0 0 0 0 1

.
M(s, F ) =


4 31 22 211 13 121 112 1111
4 1 0 0 0 0 0 0 0
31 0 1 1 0 1 0 0 0
22 0 0 1 0 0 1 0 0
211 0 0 0 1 0 1 1 0
1111 0 0 0 0 0 0 0 1

.
M(m,M) =


4 31 22 211 13 121 112 1111
4 1 0 0 0 0 0 0 0
31 0 1 0 0 1 0 0 0
22 0 0 1 0 0 0 0 0
211 0 0 0 1 0 1 1 0
1111 0 0 0 0 0 0 0 1

.
M(F,M) =


4 31 22 211 13 121 112 1111
4 1 1 1 1 1 1 1 1
31 0 1 0 1 0 1 0 1
22 0 0 1 1 0 0 1 1
211 0 0 0 1 0 0 0 1
13 0 0 0 0 1 1 1 1
121 0 0 0 0 0 1 0 1
112 0 0 0 0 0 0 1 1
1111 0 0 0 0 0 0 0 1


.
M(M,F ) =


4 31 22 211 13 121 112 1111
4 1 −1 −1 1 −1 1 1 −1
31 0 1 0 −1 0 −1 0 1
22 0 0 1 −1 0 0 −1 1
211 0 0 0 1 0 0 0 −1
13 0 0 0 0 1 −1 −1 1
121 0 0 0 0 0 1 0 −1
112 0 0 0 0 0 0 1 −1
1111 0 0 0 0 0 0 0 1


.
M(G,F ) =


4 31 22 211 13 121 112 1111
4 1 −t −t t2 −t t2 t2 −t3
31 0 1 0 −t 0 −t 0 t2
22 0 0 1 −t2 0 0 −t t3
211 0 0 0 1 0 0 0 −t
13 0 0 0 0 1 −t2 −t2 t4
121 0 0 0 0 0 1 0 −t2
112 0 0 0 0 0 0 1 −t3
1111 0 0 0 0 0 0 0 1


.
24
M(G,M) =


4 31 22 211 13 121 112 1111
4 1 1− t 1− t (1− t)2 1− t (1− t)2 (1− t)2 (1− t)3
31 0 1 0 1− t 0 1− t 0 (1− t)2
22 0 0 1 1− t2 0 0 1− t (1 − t)(1− t2)
211 0 0 0 1 0 0 0 1− t
13 0 0 0 0 1 1− t2 1− t2 (1− t2)2
121 0 0 0 0 0 1 0 1− t2
112 0 0 0 0 0 0 1 1− t3
1111 0 0 0 0 0 0 0 1


.
M(S,M) =


4 31 22 211 13 121 112 1111
4 1 1 1 1 1 1 1 1
31 0 1 0 1 0 1 0 1
22 0 0 1 1 0 1 1 2
211 0 0 0 1 0 0 0 1
13 0 0 1 1 1 1 2 2
121 0 0 0 0 0 1 0 1
112 0 0 0 0 0 0 1 1
1111 0 0 0 0 0 0 0 1


.
M(S, F ) =


4 31 22 211 13 121 112 1111
4 1 0 0 0 0 0 0 0
31 0 1 0 0 0 0 0 0
22 0 0 1 0 0 1 0 0
211 0 0 0 1 0 0 0 0
13 0 0 1 0 1 0 0 0
121 0 0 0 0 0 1 0 0
112 0 0 0 0 0 0 1 0
1111 0 0 0 0 0 0 0 1


.
M(K,F ) =


4 31 22 211 13 121 112 1111
4 1 1 1 1 1 1 1 1
31 0 1 1 0 0 1 1 0
22 0 0 1 1 1 1 0 0

.
M(K,M) =


4 31 22 211 13 121 112 1111
4 1 2 2 4 2 4 4 8
31 0 1 1 2 0 2 2 4
22 0 0 1 2 1 2 2 4

.
M(P,F ) =


4 31 22 211 13 121 112 1111
4 1 −t −t t2 −t t2 t2 −t3
31 0 1 1− t −t 1 −2t −t t3 + t2
22 0 0 1 −t 0 1− t −t t3
211 0 0 0 1 0 1 1 −t3 − t2 − t
1111 0 0 0 0 0 0 0 1

.
M(Q,F ) = D · M(P,F ) where D5×5 has diagonal entries
1− t, (1− t)2, (1− t)(1− t2), (1− t)2(1− t2), (1− t)(1 − t2)(1− t3)(1 − t4).
25
M(F,G) =


4 31 22 211 13 121 112 1111
4 1 t t t3 t t3 t3 t6
31 0 1 0 t 0 t 0 t3
22 0 0 1 t2 0 0 t t4
211 0 0 0 1 0 0 0 t
13 0 0 0 0 1 t2 t2 t5
121 0 0 0 0 0 1 0 t2
112 0 0 0 0 0 0 1 t3
1111 0 0 0 0 0 0 0 1


.
M(M,G) =


4 31 22 211 13 121 112 1111
4 1 −(1− t) −(1− t) (1− t)(1− t2) −(1− t) (1− t)(1− t2) (1− t)(1− t2) −(1− t)(1− t2)(1− t3)
31 0 1 0 −(1− t) 0 −(1− t) 0 (1− t)(1− t2)
22 0 0 1 −(1− t2) 0 0 −(1− t) (1− t)(1− t3)
211 0 0 0 1 0 0 0 −(1− t)
13 0 0 0 0 1 −(1− t2) −(1− t2) (1− t2)(1− t3)
121 0 0 0 0 0 1 0 −(1− t2)
112 0 0 0 0 0 0 1 −(1− t3)
1111 0 0 0 0 0 0 0 1


.
M(P,G) =


4 31 22 211 13 121 112 1111
4 1 0 0 0 0 0 0 0
31 0 1 −t+ 1 −t3 + t2 1 t2 − t 0 0
22 0 0 1 t2 − t 0 −t+ 1 0 0
211 0 0 0 1 0 1 1 0
1111 0 0 0 0 0 0 0 1

.
M(S, G) =


4 31 22 211 13 121 112 1111
4 1 t t t3 t t3 t3 t6
31 0 1 0 t 0 t 0 t3
22 0 0 1 t2 0 1 t t2 + t4
211 0 0 0 1 0 0 0 t
13 0 0 1 t2 1 t2 t+ t2 t4 + t5
121 0 0 0 0 0 1 0 t2
112 0 0 0 0 0 0 1 t3
1111 0 0 0 0 0 0 0 1


.
M(K,G) =


4 31 22 211 13 121 112 1111
4 1 1 + t 1 + t (1 + t)(1 + t2) 1 + t (1 + t)(1 + t2) (1 + t)(1 + t2) (1 + t)(1 + t2)(1 + t3)
31 0 1 1 t(1 + t) 0 1 + t 1 + t t2(1 + t)2
22 0 0 1 1 + t2 1 1 + t2 t(1 + t) t(1 + t)(1 + t3)

.
M(H,F ) =


4 31 22 211 13 121 112 1111
4 1 q + q2 + q3 q + 2q2 + q3 + q4 q3 + q4 + q5 q + q2 + q3 q2 + q3 + 2q4 + q5 q3 + q4 + q5 q6
31 t 1 + qt+ q2t 1 + q + qt+ 2q2t q + q2 + q3t 1 + qt+ q2t 2q + q2 + q2t+ q3t q + q2 + q3t q3
22 t2 t+ qt+ qt2 1 + t+ qt+ qt2 + q2t2 q + qt+ q2t t+ qt+ qt2 1 + q + qt+ q2t+ q2t2 q + qt+ q2t q2
211 t3 t+ t2 + qt3 2t+ t2 + qt2 + qt3 1 + qt+ qt2 t+ t2 + qt3 1 + t+ qt+ 2qt2 1 + qt+ qt2 q
1111 t6 t3 + t4 + t5 t2 + t3 + 2t4 + t5 t+ t2 + t3 t3 + t4 + t5 t+ 2t2 + t3 + t4 t+ t2 + t3 1


.
M(Q′, F ) =
26


4 31 22 211 13 121 112 1111
4 1 0 0 0 0 0 0 0
31 t 1 1 0 1 0 0 0
22 t2 t 1 + t 0 t 1 0 0
211 t3 t+ t2 2t+ t2 1 t+ t2 1 + t 1 0
1111 t6 t3 + t4 + t5 t2 + t3 + 2t4 + t5 t+ t2 + t3 t3 + t4 + t5 t+ 2t2 + t3 + t4 t+ t2 + t3 1


.
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