Abstract. A Hölder regularity index at given points for density states of (α, 1, β)-superprocesses with α > 1 + β is determined. It is shown that this index is strictly greater than the optimal index of local Hölder continuity for those density states.
Introduction and statement of results
For 0 < α ≤ 2 and 1 + β ∈ (1, 2), the (α, d, β)-superprocess X = {X t : t ≥ 0} in R d is a finite measure-valued process related to the log-Laplace equation
where a ∈ R and b > 0 are any fixed constants. Its underlying motion is described by the fractional Laplacian ∆ α := −(−∆) α/2 determining a symmetric α-stable motion in R d of index α ∈ (0, 2] (Brownian motion if α = 2), whereas its continuous-state branching mechanism (2) v → −av + bv 1+β , v ≥ 0, belongs to the domain of attraction of a stable law of index 1 + β ∈ (1, 2) (the branching is critical if a = 0). From now on we assume that d < α β . Then X has a.s. absolutely continuous states X t (dx) at fixed times t > 0. Moreover, as is shown in Fleischmann, Mytnik, and Wachtel [FMW08] , there is a dichotomy for their density function (also denoted by X t ): There is a continuous versionX t of the density function if d = 1 and α > 1 + β, but otherwise the density function X t is locally unbounded on open sets of positive X t (dx)-measure. (Partial results had been derived earlier in Mytnik and Perkins [MP03] .)
In the case of continuity, Hölder regularity properties ofX t had been studied in [FMW08] , too. Let us first recall the notion of an optimal Hölder index at a point.
We say a function f is Hölder continuous with index η ∈ (0, 1] at the point x if there is an open neighborhood U (x) and a constant C such that
The optimal Hölder index H(x) of f at the point x is defined as (4) H(x) := sup η ∈ (0, 1] : f is Hölder continuous at x with index η , and set to 0 if f is not Hölder continuous at x. Going back to the continuous (random) density functionX t , in what follows, H(x) will denote the (random) optimal Hölder index ofX t at x ∈ R. In [FMW08] , the so-called optimal index for local Hölder continuity ofX t had been determined by
This means that in any non-empty open set U ⊂ R with X t (U ) > 0 one can find (random) points x such that H(x) = η c . This however left unsolved the question whether there are points x ∈ U such that H(x) > η c .
The purpose of this note is to verify the following theorem conjectured in [FMW08, Section 1.3]. To formulate it, let M f denote the set of finite measures on R d , and
Theorem 1 (Hölder continuity at a given point). Fix t > 0, z ∈ R, and X 0 = µ ∈ M f . Let d = 1 and α > 1 + β. Then with probability one, for each η > 0 satisfying (6) η <η c := min 1 + α 1 + β − 1, 1 , the continuous versionX t of the density is Hölder continuous of order η at the point z :
Consequently, since η c <η c , at each given point z ∈ R the density stateX t allows some Hölder exponents η larger than η c , the optimal Hölder index for local domains. Thus, Theorem 1 nicely complements the main result of [FMW08] .
On the other hand, Theorem 1 is also only a partial result, since it does not yet claim thatη c is optimal. So let us add here the following conjecture.
Conjecture 2 (Optimality ofη c ). Under the conditions of Theorem 1, for each η ≥η c with probability one,
Statements (7) and (8) together just say by definition thatη c is the optimal index H(z), for Hölder continuity ofX t at given points z ∈ R whereX t (z) > 0.
The full program however would include proving that for any η ∈ (η c ,η c ) there are (random) points x ∈ R such that the optimal Hölder index H(x) ofX t at x is exactly η. Moreover, one would like to establish the Hausdorff dimension, say D(η), of the (random) set x : H(x) = η . The function η → D(η) reveals the so-called multifractal structure related to the optimal Hölder index at points. As we already mentioned in [FMW08, Conjecture 1.3], we conjecture that The investigation of such multifractal structure is left for future work. Note also that in the case α = 2 for the optimal exponents η c andη c we have
whereas for continuous super-Brownian motion one would have η c = 1 2 =η c . This discontinuity reflects the essential differences between continuous and discontinuous super-Brownian motion concerning Hölder continuity properties of density states, as discussed already in [FMW08, Section 1.3].
After some preparation in the next section, the proof of Theorem 1 will be given in Section 3.
Preparation for the proof
Let p α denote the continuous α-stable transition kernel related to the fractional Laplacian
First we want to recall the martingale decomposition of the (α, d, β)-superprocess X (see, e.g., [FMW08, Lemma 1.5]): For all sufficiently smooth bounded nonnegative functions ϕ on R d and t ≥ 0,
with discontinuous martingale
and increasing process
HereÑ := N −N, where N d(s, x, r) is a random measure on R + × R d × R + describing all the jumps rδ x of X at times s at sites x of size r (which are the only discontinuities of the process X). Moreover,
is the compensator of N, where ̺ := b (1 + β)β/Γ(1 − β) with Γ denoting the Gamma function. Suppose again d < α β and fix t > 0. Then the random measure X t (dx) is a.s. absolutely continuous. From the Green's function representation related to (11) (see, e.g., [FMW08, (1.9)]) we obtain the following representation of a version of the density function of X t (dx) (see, e.g., [FMW08, (1.12)]):
(with notation in the obvious correspondence). Here M d(s, y) is the martingale measure related to (12) and I d(s, y) the random measure related to (13). Let ∆X s := X s − X s− , s > 0, denote the jumps of the measure-valued process X. Recall that they are of the form rδ x . By an abuse of notation, we write r =: ∆X s (x). As a further preparation we prove the following analogous of [FMW08, Lemma 2.14]:
Lemma 3 (Total jump mass around a given point z). Fix t > 0, z ∈ R, and X 0 = µ ∈ M f \{0}. Suppose d = 1 and α > 1 + β. Let ε > 0 and γ ∈ 0, (1 + β) −1 . There exists a constant c (16) = c (16) (ε, γ) such that
where
Proof. For any c > 0 (later to be specialized to some c (16) ) set
P ∆X s (x) > c (t − s)|z − x| λ for some s < t and x ∈ B 2 (z)
where in the last step we have used the classical Markov inequality. From (14),
Now, writing C for a generic constant (which may change from place to place),
where c (19) = c (19) (γ). Consequently, 
Proof of Theorem 1
We will use some ideas from the proofs in Section 3 of [FMW08] . However, to be adopted to our case, those proofs require significant changes. Let d = 1 and fix t, z, µ, α, β, η as in the theorem. Consider an x ∈ B 1 (z). For simplicity we will assume t ≤ 1 and x > z. By definition (15) of
where ϕ + (s, y) and ϕ − (s, y) are the positive and negative parts of p 
Fix any ε ∈ (0, 1/3) and γ ∈ 0, (1 + β) −1 . Also fix some J = J(γ) and
According to [FMW08, Lemma 2.11], there exists a constant c ε such that P(V ≤ c ε ) ≥ 1 − ε, where
(note that there is no difference in using B 2 (z) or its closure for taking the supremum). By Lemma 3 we can fix c (16) sufficiently large such that the probability of the event (26) A ε,1 := ∆X s (y) ≤ c (16) (t − s)|z − y| λ for all s < t and y ∈ B 2 (z)
is larger than 1 − ε. Moreover, according to [FMW08, Lemma 2.14], there exists a constant c * = c * (ε, γ) such that the probability of the event
Evidently,
has a version which is locally Hölder continuous of all orders η less thanη c . It follows from (22) that
Now let us represent the set [0, t)× B 2 (z) as a union of the following spaces. Define:
, and for 1 ≤ ℓ ≤ J − 1,
Since obviously D ℓ = D ℓ,1 ∪ D ℓ,2 we get that (31) is bounded by
First let us bound I 1 . Note that for any (s, y) ∈ D ℓ,1 ,
Therefore we have
Using [FMW08, Lemma 2.1] with δ = η c − 2αγ gives
By the tail behavior of p α 1 this can be continued with
Now let us check that (38) sup
Recall that η c = α 1+β − 1. Then one can easily get that
where the last inequality follows by (24). Therefore (38) follows immediately. Combining (36) -(38) we see that
where we used definitions (5) and (6) of η c andη c , respectively. Now let us bound I 2 . Note that for any (s, y) ∈ D ℓ,2 ,
for some constant c (51) = c (51) (ε). Therefore, by an abuse of notation writing 
