Abstract: A consensus control framework for configuration of two underactuated planar rigid bodies is developed. Following the result by and modifying the framework of Hutagalung et al. (2008) , we propose a control law that achieves asymptotic consensus between the planar rigid bodies. Finally, we present a numerical example to show efficacy of the proposed approach.
INTRODUCTION
There are increasingly many researches in the field of underactuated systems, i.e., systems with fewer actuators than the system's degrees of freedom. Several methods have been successful to derive control laws for certain classes of underactuated systems, e.g., Leonard and Krishnaprasad (1995) ; Reyhanoglu et al. (1999) ; ; Ortega et al. (2002) ; Martínez and Cortés (2003) ; Morin and Samson (2003) ; Shen et al. (2004) ; Nordkvist and Bullo (2008) . Some of these results are based on the widely known result of Sussmann (1987) and its extension by Lewis and Murray (1997) . Sussmann (1987) derived a sufficient condition for small-time local controllability (STLC) of a nonlinear system. This work was a generalization of some earlier results (see Sussmann (1987) for details). Lewis and Murray (1997) introduced the notion of small-time local configuration controllability (STLCC) and used a result of Sussmann (1987) to derive sufficient conditions for STLCC of simple mechanical systems starting from zero velocity. The result by Lewis and Murray (1997) has motivated several authors, e.g., Reyhanoglu et al. (1999) ; Shen et al. (2004) , to exploit the STLCC conditions. Furthermore, the results in ; Martínez and Cortés (2003) ; Nordkvist and Bullo (2008) used the local controllability theorem in Sussmann (1987) , configuration controllability theorem in Lewis and Murray (1997) , and the recursion relation in Fomenko and Chakon (1990) to design motion algorithms on Lie groups for underactuated systems.
One example of underactuated systems is a planar rigid body with two forces. A typical control problem of this example is to control their configuration, either to achieve one desired configuration or to follow a desired configuration trajectory. Several authors, e.g., Pettersen and Egeland (1997) ; Mazenc et al. (2002) ; Ghommam et al. (2006) ; Aguiar and Hespanha (2007) , have been successful in solving this particular underactuated planar rigid body control problem with a single body. Specifically, Pettersen and Egeland (1997) , and Mazenc et al. (2002) used continuous time-varying feedback controller to achieve any desired configuration for underactuated planar rigid body. In contrast, Ghommam et al. (2006) used time-invariant discontinuous feedback controller. Furthermore, Aguiar and Hespanha (2007) used switching feedback controller not only to achieve desired configuration but also to follow a desired configuration trajectory for the underactuated planar rigid body. The controllers that have been used in Pettersen and Egeland (1997) ; Mazenc et al. (2002) ; Ghommam et al. (2006) ; Aguiar and Hespanha (2007) have something in common, in which coordinate transformation was used to design the controllers.
In the other hand, the results in Reyhanoglu et al. (1999) ; ; Martínez and Cortés (2003) ; Shen et al. (2004) ; Nordkvist and Bullo (2008) exploited geometric control theory to design the controllers. One advantage of using geometric control theory is that the underactuated planar rigid body control problem can be treated in a coordinate-free fashion. Now, researchers are more interested in developing control theory for systems with more than one body working together. There are many advantages for using multiple bodies, e.g, for large-scale measurements and for interferometry. Nijmeijer (2001) tried to give a control theory perspective on synchronization problem. He showed that observer and feedback controller are essential to achieve synchronization between two systems on the basis of partial state measurements of one of the systems. Hanßmann et al. (2006) presented reduction theory for two rigid bodies. These rigid bodies are coupled by a control law that depends only on their relative configuration. One advantage that comes from the reduction technique is to reduce dimensionality of the systems, which in turn reduces the complexity of the systems. However, these two results did not deal with underactuated cases.
In the last decade, the number of researches about multi body synchronization has increased, e.g., Wang et al. (1999) ; Lawton and Beard (2002) ; Bondhus et al. (2005) ; Sarlette et al. (2007) ; Ghabcheloo et al. (2006) ; Ghommam et al. (2008) ; Sarlette et al. (2009) . The authors in Wang et al. (1999) ; Lawton and Beard (2002) ; Bondhus et al. (2005) ; Sarlette et al. (2007 Sarlette et al. ( , 2009 have been successful in solving some synchronization problem for multiple fully-actuated spacecraft. Furthermore, the authors in Ghabcheloo et al. (2006) ; Ghommam et al. (2008) have been successful in solving coordinated path-following problem of multiple underactuated vehicles along any given paths while keeping a desired inter-vehicle formation pattern. However, to the best of our knowledge, there is no result of planar rigid bodies synchronization for the underactuated case.
In this paper, we adopt a method in and modify the approach given in Hutagalung and Hayakawa (2008) to achieve configuration consensus of two underactuated planar rigid bodies without referring to any leader or external reference. Our idea is to use the relative errors, both configuration and velocity, as feedback for control laws. To achieve the objective, we need two steps. The first step is to make two bodies close to each other from arbitrary positions and the second step is to make two bodies converge to each other. In each step, defining the target velocity is crucial for the system to achieve consensus.
PROBLEM SETTING
Consider the nonlinear dynamical system representing two identical underactuated planar rigid bodies given by 
and the kinematic equations given bẏ
, J ∈ R is the moment of inertia of the planar rigid bodies about the center of mass, m is the mass of the bodies,
is the velocity of the body i with respect to the body-fixed frame, ω i is the angular velocity of the body i, υ ix , υ iy are the translational velocity of the body i, {e 1 , e 2 , e 3 } denotes the standard basis on R 3 , h ∈ R is the distance between the center of mass B and the point P (see Fig. 1 ) to which the two forces u i1 and u i2 are applied on body i,
T ∈ R 2 is the control input of the body i,
T ∈ R 3 denotes the configuration of the planar rigid body i with respect to the inertial frame, the coordinate (x i (t), y i (t)) denotes the position of the center of mass of the planar rigid body i, and θ i (t) is the angle between the positive x-axes of the inertial frame and the body-fixed frame.
In the synchronization problem our control objective is to control the two planar rigid bodies such that their velocities v 1 (t), v 2 (t) go to 0 as t goes to ∞ and their configurations q 1 (t), q 2 (t) converge to each other without referring to any leader or external reference. applied at the point P with distance h from the center of mass B. The configuration of this planar rigid body in the inertial frame is given by (θ, x, y).
MATHEMATICAL PRELIMINARIES
In this section, we introduce notation, several definitions, and some key results concerning the underactuated system given by (1), (2).
Definitions
T is equivalently expressed in the matrix form Q ∈ SE(2) by as
to simplify the computation in the following sections. Furthermore, define v ∈ se(2) as
The symmetric product v : w of the two vectors v, w ∈ R 3 with respect to M ∈ R 3×3 is given by
where the adjoint operator on se(2) is given by
The exponential map exp(·) which maps an element in se(2) onto SE(2) is given by Murray et al. (1994) exp( v) eω Aυ 0 1 , where A I 2 +ω ω 2 1 − cos ω +ω 2 ω 3 ω − sin ω for ω = 0 and A I 2 for ω = 0. The inverse map log(·) which maps an element in SE(2) onto se(2) is given by Murray et al. (1994) 
2 θ 2 sin θ θ2 for θ = 0 and A I 2 for θ = 0. Using the symmetric product we can reformulate (1) asv
where
Local Controllability
This section recalls a nonlinear controllability condition of the underactuated planar rigid body. The controllability condition presented here allows us to use the inversion algorithm recalled in Section 3.4 below. Specifically, consider the kinematic and the kinetic equations of the underactuated planar rigid body given bẏ
whereū 1 (t),ū 2 (t) ∈ R are the force inputs of the planar rigid body.
The relevant symmetric products for the system (6), (7) are given by
has full rank and the bad symmetric products b 1 : b 1 and b 2 : b 2 are given by linear combinations of b 1 and b 2 . Hence it follows from that the underactuated system (6), (7) is small-time locally controllable (STLC) at zero velocity with second-order symmetric products. Using this fact, we follow the input design procedures in for the planar rigid body in the following sections.
Approximate Solution Under Small-Amplitude Forcing
In this section we recall the derivation of approximate solution of the underactuated system (6), (7) under small-amplitude forcing. Let for any given quantity y(t, ǫ), y k (t) denote the coefficient of ǫ k term in the Taylor series expansion of y(t, ǫ) about ǫ = 0. For example, we write y(t, ǫ) = y 0 (t) + ǫy
Now consider the force inputs in (7) of the form
where 0 < ǫ ≪ 1 and u
so that c 1 (t) and c 2 (t) are O(1). Note that
Next, for a positive scalar t * define the first integral function of h(t) ∈ R 3 as
with h(0) 0 and N 0 denotes the set of nonnegative integers. Likewise, higher-order integrals, as for example gh(t) = t kt * s kt * g(τ )dτ h(s)ds, are defined recursively. The following proposition describes the approximate solution of the system (6), (7) when the planar rigid body is forced by small-amplitude forcing as defined in (8). See also for the proof of a slightly restricted case. Proposition 3.1. Approximate Solution ) Consider the underactuated nonlinear dynamical system (6), (7), and the force inputs (8) with 0 < ǫ ≪ 1. Let (Q(t), v(t)) denote the solution of (6), (7), and assume v 0 = ǫv
and
This approximate evolution (12), (13) is valid for either t being sufficiently small, or t being bounded and ǫ ≪ 1, see Martínez and Cortés (2003) . Specifically, in the case where v 
In the following section, we characterize the control inputū 1 (t) andū 2 (t) such that c 1 (t) and c 2 (t) are designed to yield v 1 (t * ) = 0 and v
3 is a design parameter. Henceforth, we assume that ǫ is small enough so that (12), (13) are valid for 0 ≤ t ≤ t * .
Inversion Algorithm
Note that since the system (6), (7) is STLC at zero velocity with second-order symmetric products, we follow the approach in to design the control laws. Specifically, we use the following inversion algorithm to find the force inputs u 1 (t),ū 2 (t), 0 < t ≤ t * , from the initial and target velocities. Note that a special periodic function (14) below in the inversion algorithm yields v 1 (t * ) = 0. . Let v d ∈ R 3 and let
. Deriveū 1 (t),ū 2 (t), 0 < t ≤ t * , by taking the following steps:
(1) Define the scalar function
where α, β, α = β, are natural numbers. (2) Let z 1 , z 2 , z 12 ∈ R be constants such that
(15) Note that since b 1 , b 2 , b 1 : b 2 are mutually independent, z 1 , z 2 , z 12 can be uniquely determined as
so that c 2 − 1 2 c 1 : c 1 (t * ) = ϕ.
(4) Finally, construct the inputsū 1 (t),ū 2 (t) according to (8) so that
Using this algorithm, we are able to control the velocity v from
Note that this fact is used in the proofs of the main theorems.
CONTROL LAWS
In this section we design control laws to drive the underactuated planar rigid bodies given by (2), (5) such that v 1 (t) → 0, v 2 (t) → 0, and (log Q −1 1 (t)Q 2 (t)) ∨ → 0 as t → ∞. To achieve this objective, we need two steps. The first step is to make two planar rigid bodies close enough to each other from arbitrary positions and the second step is to make the two planar rigid bodies converge to each other; i.e., for the first step, we use the control law in Theorem 4.1 and then we switch the control law to the one given in Theorem 4.2 for the second step. Because of the requirement for Theorem 4.2 (the initial relative errors of two bodies be sufficiently small), we cannot use the second control law from the beginning if the initial relative configuration of both bodies is large even if their initial velocities error is small. On the other hand, Theorem 4.1 cannot guarantee convergence of the two planar rigid bodies to each other.
Our theorems work as follows. First in Theorem 4.1, we divide the control law into three intervals. In the first interval, using the initial condition v 1 (0), v 2 (0), and (log Q −1
∨ , the inversion algorithm computes u i1 (t), u i2 (t), i = 1, 2, to control the body velocities from v i0 to v i (t * ) = ǫ 2 v id , i = 1, 2, where v id is given in (28) below. In the second interval t ∈ (t * , (N/2)t * ], where N is defined in (29) below, we control the bodies such that their velocities remain close to ǫ 2 v id , i = 1, 2. In the third interval, the inversion algorithm recalculates the control profile u 1 (t), u 2 (t), t ∈ ((N/2)t * , (N + 2)t * /2] so that v i ((N + 2)t * /2) almost 0. At t = (N + 2)t * /2, we switch the controller to the other one given in Theorem 4.2 to make the relative error converges to 0. Theorem 4.1. Consider the nonlinear dynamical system of the two planar rigid bodies given by (2), (5) with initial conditions
where ψ(·) is given by (14) with arbitrary natural numbers α, β, α = β,
and where η is the design parameter, and ⌊·⌋ denotes the floor function, guarantees
Proof. The proof is omitted due to space limitations.
The control law in Theorem 4.1 can control both planar rigid bodies such that their configurations and velocities at t = (N + 2)t * /2 are likely to be close to each other. However, it does not achieve configuration consensus and retains errors of orders O(ǫ 4 ) and O(ǫ 3 ) in the velocities and the relative configuration, respectively. Using the control law in Theorem 4.2 below, we show that we can control both planar rigid bodies such that their velocities and the differences of their configuration go to 0 as t goes to infinity, given their initial differences are small enough.
There are two differences between Theorems 4.1 and 4.2. The first difference is instead of using a fixed ǫ in the control law in Theorem 4.1, Theorem 4.2 uses time-varying ǫ which becomes smaller as k increases. This affects the magnitude of the control inputs which also become smaller to control the rigid bodies. The second difference is the way of specifying ϕ i (t), i = 1, 2. In Theorem 4.2, the way of specifying ϕ i (t), i = 1, 2, is not uniform over the switching instants when u 1 (t) and u 2 (t) in Theorem 4.2 below are recalculated. Theorem 4.2. Consider the nonlinear dynamical system given by (2), (5) 
T ≤ ǫ 2 ≪ 1, and ǫ is a positive constant. Then the control law for the time interval kt
where ψ(·), z i1 (·), z i2 (·), z i12 (·) are given by (14), (24)- (26),
guarantees that v 1 (t) → 0, v 2 (t) → 0, and
ILLUSTRATIVE NUMERICAL EXAMPLE
In this section we present a numerical example to demonstrate the utility of the proposed approach. We use J = 10, m = 20 for the matrix M , and α = 1, β = 2, t * = 5, η = 5, for the control laws. The initial configuration for body 1 and body 2 is In this example, we use the control law given by Theorem 4.1 with ǫ = 0.05 for t ∈ [0, 130]. At t = 130, we switch the control law to the one in Theorem 4.2. Fig. 2 shows the locations of both planar rigid bodies. The body 1 and the body 2 are plotted in white and in grey, respectively. It is observed that both bodies converge to each other. In Fig. 3 , we see that the relative error ǫ r (2kt * ) decreases exponentially after the switching to the control law in Theorem 4.2 is made. In the second interval of the control law in Theorem 4.1, we see the ability of the control law to maintain the velocity. In addition to that, the bump which appears in the third interval of the control law in Theorem 4.1 right before the switching is made, is likely to occur because the velocities of both bodies are being controlled to 0. See Fig. 4 for the trajectory of velocities of the two planar rigid bodies. Moreover, in Fig. 5 we see that before the switching is made, the behavior of magnitude of the control signals u i (t), i = 1, 2, can be divided into three intervals. Furthermore, the magnitude of the control signals u i (t), i = 1, 2, is decreasing after the switching is made. This indicates that the value of ǫ k decreases as k increases. In this paper, we proposed consensus control framework to synchronize two underactuated planar rigid bodies. The control laws are based on approximate solution under small-amplitude forcing. The key in achieving consensus is properly specifying the value ϕ in the inversion algorithm. The control laws have been applied numerically to illustrate efficacy of the proposed approach.
