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PROPERTIES OF NORMS ON SETS
CODY ANDERSON
Abstract. We investigate the norms appearing in the forcing from combina-
torial point of view. We make first steps towards building a catalog of the
norms appearing in multiple settings and sources, reviewing four norms from
Bartoszyn´ski and Judah [1], Ros lanowski and Shelah [4, 3, 5], and Shelah [7].
1. Introduction
For many decades, the field of Set Theory couldn’t answer one question, “is there
an infinite set with a size between the natural numbers and the real numbers?” In
1940, Kurt Go¨del showed that Set Theory (ZFC) cannot prove there is a set in
between them, but he did not prove there is no set between them. By 1963, Paul
Cohen proved that ZFC was not strong enough to answer this question. Mathemati-
cians have since used Cohen’s ideas in various ways to prove that similar questions
cannot be answered by standard set theory. In particular in “Set Theory of the
Reals” many independence arguments were given using some sort of measures on
finite sets to construct more complicated objects, forcing notions. This technique
of norms on possibilities has a relatively long history already. It was first applied
by Shelah [6] and then used many times by set theorists. However, they appeared
to loose their interest in the norms they studied right after getting their consistency
results.
The norms might be of interest without the forcing motivation behind them
as they are, after all, means to measure finite sets. Our goal is to take first steps
towards cataloging, comparing and contrasting many norms appearing in the theory
of forcing for the reals.
In this article we investigate four norms, exploring how they work, identifying
properties that show up and constructing proofs of those properties. We try to
compare the various norms with each other.
1.1. Notation. Our notation is pretty standard and compatible with that of Bar-
toszyn´ski and Judah [1]. In particular, every natural number (a non-negative inte-
ger) is identified with the set of its predecessors. Thus
N = {0, 1, 2, . . . , N − 1}.
The set of all natural numbers is denoted ω, so
ω = {0, 1, 2, 3, 4, 5, . . .}.
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A function f is the set of ordered pairs such that for all x, y, and z, if (x, y) ∈ f
and (x, z) ∈ f then y = z.
For any sets A,B, we define the set A restricted to B,
A  B = {a ∈ A : a ⊆ B}.
1.2. Preliminaries.
Definition 1.1. A function norm : P(A)→ R is a norm on the set A if
(1) B ⊆ C ⊆ A implies norm(B) ≤ norm(C), and
(2) if |A| > 1, then norm(A) > 0 and if a ∈ A then norm({a}) ≤ 1.
Example 1.2 (Standard Counting Norm). For any set B, we define
norm0(B) = |B|
that is norm0(B) is the number of elements in the set B. Then, if A is a set with
at least 2 elements then norm0 ↾ P(A) is a norm on A (we will denote it by just
norm0).
2. Exclusion Norm
Definition 2.1. Let 0 < F < G be natural numbers. For a set A ⊆ G we define
normF,G1 (A) =
F
|G\A|+ 1
If F,G are understood from the context, we may jus write norm1(A).
Observation 2.2. normF,G1 is a norm on G.
Observation 2.3 (Limiting Cases). Let 0 < F < G be natural numbers.
(1) normF,G1 (∅) = FG+1 .
(2) normF,G1 (G) = F .
Observation 2.4 (Relationship with the standard norm). If norm1(A) = k, then
it follows that
|A| = G+ 1− F
k
Notice that this suggests a fairly trivial relationship with the standard norm, and as
such we expect that properties of the standard norm translate (in an altered form)
into norm1.
Proposition 2.5 (Splitting a set). Let F < G. Suppose we have two sets A and
B that partition G. Then norm1 of one set is greater than or equal to
2F
G+2 and the
other is smaller than or equal to this number.
Proof. We know that |A|+ |B| = G and, without loss of generality, we can assume
|A| ≥ G2 and |B| ≤ G2 . From this, it follows that
norm1(A) =
F
|G\A|+ 1 =
F
|B|+ 1 ≥
2F
G+ 2
norm1(B) =
F
|G\B|+ 1 =
F
|A|+ 1 ≤
2F
G+ 2

Notice how this follows readily from the relationship with the standard norm.
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Observation 2.6. We do not have a triangle inequality, that is
norm1(A ∪B) ≤ norm1(A) + norm1(B)
does not always hold. Consider A and B that partition G, we get
F = norm1(G) ≤ norm1(A) + norm1(B) = F · (|A|+ |B|+ 2)
(|A| + 1) · (|B|+ 1) .
When |A| · |B| ≥ 2, this is a contradiction.
Observation 2.7. If norm2(A ∪ B) = j, norm2(A) = k, and norm2(B) = l, then
we instead have j ≥ FF
k
+F
l
−G−1
, which follows directly from using |A∪B| ≤ |A|+|B|
and |A| = G+ 1− F
k
.
3. Interlude: Properties of the choose function
Lemma 3.1. For every positive integers k, a, b with k − 1 ≤ b ≤ a− k we have
k∑
i=1
(−1)i−1
(
k − 1
i− 1
)(
a− i
b
)
=
(
a− k
b− k + 1
)
Proof. We prove the lemma by induction on k.
Base case k = 1:
1∑
i=1
(−1)i−1
(
k − 1
i− 1
)(
a− i
b
)
= (−1)0
(
0
0
)(
a− 1
b
)
=
(
a− 1
b
)
=
(
a− k
b− k + 1
)
Inductive case: Assume the identity is true for k and all suitable a, b, we will show
it for k + 1. Starting with the formula for k + 1, pull out the k + 1 term from the
sum:
s =
k+1∑
i=1
(−1)i−1
(
k
i− 1
)(
a− i
b
)
s = (−1)k
(
k
k
)(
a− k − 1
b
)
+
k∑
i=1
(−1)i−1
(
k
i− 1
)(
a− i
b
)
Applying the identity
(
c
d
)
+
(
c
d+1
)
=
(
c+1
d+1
)
, we may split the sum into two:
s = (−1)k
(
a− k − 1
b
)
+
k∑
i=1
(−1)i−1
(
k − 1
i− 1
)(
a− i
b
)
+
k∑
i=2
(−1)i−1
(
k − 1
i− 2
)(
a− i
b
)
Using the inductive hypothesis we get
s = (−1)k
(
a− k − 1
b
)
+
k∑
i=2
(−1)i−1
(
k − 1
i− 2
)(
a− i
b
)
+
(
a− k
b − k + 1
)
s =
k+1∑
i=2
(−1)i−1
(
k − 1
i− 2
)(
a− i
b
)
+
(
a− k
b− k + 1
)
Adjusting the sum to run from i = 1 to k we get
s = −
k∑
i=1
(−1)i−1
(
k − 1
i− 1
)(
a− i− 1
b
)
+
(
a− k
b− k + 1
)
.
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Now using the inductive hypothesis for k and a− 1, b we conclude
s =
(
a− k
b− k + 1
)
−
(
a− k − 1
b− k + 1
)
=
(
a− k − 1
b− k
)
=
(
a− (k + 1)
b − (k + 1) + 1
)
.

Lemma 3.2. For positive integers k, a, b such that k−1 ≤ b and b+k ≤ a we have
k∑
i=1
(−1)i−1
(
k
i
)(
a− i
b
)
=
k∑
i=i
(
a− i
b− i+ 1
)
.
Proof. We show the lemma by induction on k (for all a, b).
Base case k = 1:
1∑
i=1
(−1)i−1
(
1
i
)(
a− i
b
)
=
(
a− 1
b
)
=
(
a− k
b− k + 1
)
=
1∑
i=1
(
a− i
b− i+ 1
)
Inductive case: Assuming the identity holds for k and all suitable a, b we show it
holds for k + 1. Starting with the formula for k + 1, pull out the k + 1 from the
sum:
s =
k+1∑
i=1
(−1)i−1
(
k + 1
i
)(
a− i
b
)
s = (−1)k
(
k + 1
k + 1
)(
a− k − 1
b
)
+
k∑
i=1
(−1)i−1
(
k + 1
i
)(
a− i
b
)
.
Using
(
c
d
)
+
(
c
d+1
)
=
(
c+1
d+1
)
, we split the sum into two, getting
s = (−1)k
(
a− k − 1
b
)
+
k∑
i=1
(−1)i−1
(
k
i− 1
)(
a− i
b
)
+
k∑
i=1
(−1)i−1
(
k
i
)(
a− i
b
)
.
It follows from the inductive hypothesis for k and a, b that
s = (−1)k
(
a− k − 1
b
)
+
k∑
i=1
(−1)i−1
(
k
i− 1
)(
a− i
b
)
+
k∑
i=1
(
a− i
b− i+ 1
)
.
We can put the k + 1 back into the first sum getting
s =
k+1∑
i=1
(−1)i−1
(
k
i− 1
)(
a− i
b
)
+
k∑
i=1
(
a− i
b− i+ 1
)
.
Applying Lemma 3.2 we conclude
s =
(
a− k − 1
b− k
)
+
k∑
i=1
(
a− i
b− i+ 1
)
=
k+1∑
i=1
(
a− i
b− i+ 1
)
.

Lemma 3.3.
N∑
i=0
(
N
i
)
ni = (n+ 1)N
Proof. Consider the set Nn of all partial functions from N to n, where for f ∈ Nn
we have dom(f) ⊆ N and f : dom(f)→ n. Also consider the set N (n+ 1) of total
functions from N to n+ 1.
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Claim 3.3.1. |Nn| = |N (n+ 1)|
Proof of the Claim. Consider the bijection B : N (n+ 1) −→ Nn where for f ∈
N (n+ 1), B(f) = {(a, b) ∈ f : b ∈ n}. 
Using Claim 3.3.1, we have |Nn| = |N (n+ 1)| = (n+1)N . If we have a set z ⊆ N
such that |z| = i, there are ni functions from z to n, furthermore, then there are(
N
i
)
sets such that |z| = i. If we consider the set Pi of all partial functions f where
|f | = i, we find |Pi| =
(
N
i
)
ni. Taking the union over all i, we get Nn =
⋃
0≤i≤N
Pi,
and as Pi ∩ Pj is empty when i 6= j, we get |Nn| =
N∑
i=0
(
N
i
)
ni = (n+ 1)N . 
4. Subset Norm
In this section we will look at a norm introduced (in a different formulation) in
Fremlin and Shelah [2]. It was also used in Bartoszynski and Judah [1, Section 7.2].
4.1. The norm and its basic properties.
Definition 4.1. Let n,G be positive natural numbers such that 2n divides G.
(1) We define the set
XGn =
{
A ⊆ G : |A| = G
2n
}
.
That is to say, XGn is the set of all subsets of G that are of size
G
2n .
(2) Let A ⊆ XGn , we define
normn,G2 (A) = min{|x| : x ⊆ G ∧ (∀a ∈ A)x * a}.
If n,G are understood we may write norm2 or X .
Until we say otherwise, let n,G be fixed with 2n|G and let H = G2n , norm2 be
normn,G2 and X be X
G
n .
Lemma 4.2.
norm2(X) = H + 1
Proof. Let x be any subset of G such that |x| = H + 1. By definition, x 6⊆ a for
any a ∈ X , and therefore norm2(X) ≤ H + 1. But if b is any subset of G such
that |b| ≤ H , there is an a ∈ X such that b ⊆ a. This is because X contains every
subset of size H and any subset of size less than H is a subset of some set with size
H . As X contains every set of size H , it must be that norm2(X) > H . And thus
we have norm2(X) = H + 1. 
Lemma 4.3. For A,B ⊆ X,
norm2(A) + norm2(B) ≥ norm2(A ∪B) ≥ max(norm2(A), norm2(B))
Proof. Suppose we have
k = norm2(A ∪B) = min
{|x| : x ⊆ G ∧ (∀a ∈ (A ∪B))(x * a)}.
Define:
ZA =
{
x : x ⊆ G ∧ (∀a ∈ A)(x * a)},
ZB =
{
x : x ⊆ G ∧ (∀b ∈ B)(x * b)},
ZAB =
{
x : x ⊆ G ∧ (∀a ∈ (A ∪B))(x * a)}.
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Clearly, ZAB ⊆ ZA and ZAB ⊆ ZB. By definition, we know
norm2(A) = min{|x| : x ∈ ZA},
norm2(B) = min{|x| : x ∈ ZB},
norm2(A ∪B) = min{|x| : x ∈ ZAB}.
Let l ∈ ZAB be such that |l| = norm2(A ∪ B). And as ZAB ⊆ ZA, it follows
that l ∈ ZA. And consequently, norm2(A) ≤ |l| = k. Similarly, norm2(B) ≤ k.
Consequently, norm2(A ∪B) ≥ max(norm2(A), norm2(B)).
Let j ∈ ZA be such that |j| = norm2(A) and l ∈ ZB such that |l| = norm2(B).
By definition, we know (∀a ∈ A)(j * a) and similarly, (∀b ∈ B)(l * b). From
these, we know (∀a ∈ A)(j ∪ l * a) and (∀b ∈ B)(j ∪ l * b). Combining these,
we see j ∪ l ∈ ZAB. Thus we have norm2(A) + norm2(B) = |j| + |l| ≥ |j ∪ l| ≥
norm2(A ∪B). 
It is common (but not universal) for norms to exhibit a triangle inequality. That
is to say for a norm, N , with sets A,B where N(A) and N(B) are defined, we often
have N(A ∪ B) ≤ N(A) + N(B). We already know this is true for the standard
counting norm, and now we have seen it is true for the subset norm.
Definition 4.4. For A ⊆ X and l ∈ G we define
A(l) = {x ∈ A : l ∈ x}.
Lemma 4.5. For A ⊆ X and l ∈ G we have
norm2(A(l)) ≥ norm2(A) − 1.
Proof. Let A ⊆ X and l0 ∈ G.
Let x ⊆ G be such that |x| = norm2
(
A(l)
)
and x 6⊆ a for any a ∈ A(l). Then for
each b ∈ A one of the following two cases holds.
Case 1 l ∈ b.
Then b ∈ A(l) so x 6⊆ b and hence also x ∪ {l} 6⊆ b.
Case 2 l /∈ b.
Then clearly x ∪ {l} 6⊆ b.
Consequently, the set x ∪ {l} witnesses that norm2(A) ≤ norm2
(
A(l)
)
+ 1. 
4.2. Relationship with the standard norm. To better understand the behavior
of norm2, we will look at what the value of norm2(A) says about the number of
elements in it; identifying both the smallest number of elements the set A can have
and the largest, while maintaining the value of norm2(A).
Proposition 4.6 (Lower bound when given a value of the norm). Given an arbi-
trary non-empty set A ⊆ X such that norm2(A) ≥ k + 1. Then
|A|
|X | ≥
(G−H)!(H − k)!
(G− k)! .
Proof. There are
(
G
k
)
subsets of G with the size k and each subset of size H contains(
H
k
)
of those. For A to contain all subsets of size k it must be that |A| ≥ (
G
k)
(Hk)
.
Comparing this to |X |,
|A|
|X | ≥
(
G
k
)
(
H
k
)(
G
H
) = (G−H)!(H − k)!
(G− k)! .
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
Example 4.7. Let us consider two extremal cases in Proposition 4.6.
Suppose we have k = 0. Then 4.6 gives us |A||X| ≥ (G−H)!H!G! . This corresponds
to 1|X| , as expected. If instead we have k = H , then 4.6 gives
(G−H)!(H−H)!
(G−H)! = 1.
Again this is expected as the only way to have norm2(A) ≥ H + 1 is if A = X .
Using Sterling’s approximations for factorials
√
2π ·mm+ 12 · e−m ≤ m! ≤ e ·mm+ 12 · e−m,
we may give the following conclusion to Proposition 4.6.
Corollary 4.8. If norm2(A) ≥ k + 1, then
|A|
|X | >
2π
e
√
(G−H)(H − k)
G− k
(G−H)G(H − k)H(G− k)k
(G− k)G(G−H)H(H − k)k =
2π
e
√
(G−H)(H − k)
G− k
(2n − 1)G(1− k
H
)H(2n − k
H
)k
(2n − k
H
)G(2n − 1)H(1− k
H
)k
.
Proposition 4.9 (Upper bound when given a value of the norm). Given a non-
empty set A ⊆ X such that norm2(A) ≤ k, then
|A|
|X | ≤ 1−
k−1∏
i=0
H − i
G− i .
Moreover, there is a set A∗ with norm2(A
∗) = k for which the equality in the above
formula holds.
Proof. First lets consider the biggest set A such that norm2(A) = 1. For any a ∈ G,
we let
Aa
def
= {x ∈ X : a /∈ x}.
This is the biggest a set with a norm of 1 can be, as adding any other element
from X , which must contain a, would increase the norm to 2. It is also clear that
|Aa| =
(
G−1
H
)
.
It is worth noticing that for any B ⊂ G with |B| ≤ H , we have
|
⋂
a∈B
Aa| =
(
G− |B|
H
)
.
If we have norm2(A) ≤ k, then we know for some B ⊂ G with |B| = k,
A ⊆ ⋃
a∈B
Aa. Without loss of generality B = {1, 2, . . . , k}, and we can assume
A ⊆
k⋃
a=1
Aa, and consequently |A| ≤ |
k⋃
a=1
Aa|. By the general inclusion-exclusion
principle, we know
|
k⋃
a=1
Aa| =
k∑
a=1
|Aa| −
∑
1≤a1<a2≤k
|Aa1 ∩ Aa2 |+ . . .+
(−1)i−1
∑
1≤a1<...<ai≤k
|Aa1 ∩ . . . ∩ Aai |+ . . .+ (−1)k−1|A1 ∩ . . . ∩ Ak|
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But we know |Aa1 ∩ Aa2 ∩ . . . ∩ Aai | =
(
G−i
H
)
, so we have
|
k⋃
a=1
Aa| =
k∑
i=1
(−1)i−1
(
k
i
)(
G− i
H
)
.
It follows from Lemma 3.2 that
|A| ≤ |
k⋃
a=1
Aa| =
k∑
i=1
(
G− i
H − i+ 1
)
.
One can easily verify this is equivalent to
|A| ≤
(
G
H
)
−
(
G− k
H − k
)
and therefore
|A|
|X | ≤ 1−
(
G−k
H−k
)
(
G
H
) .
Expanding this using the definition of the choose function,
|A|
|X | ≤ 1−
(G− k)!
G!
H !(G−H)!
(H − k)!(G− k − (H − k))! = 1−
(G− k)!
G!
H !
(H − k)!
which then simplifies to
|A|
|X | ≤ 1−
k−1∏
i=0
H − i
G− i .
Concerning the “Moreover” part note that norm2
( k⋃
a=1
Aa
)
= k. 
While the above proof demonstrates more of the structure of the norm, there is
a simpler way to arrive at the same result.
Alternative proof of 4.9. If we have norm2(A) = k, then we know that there is an x
such that |x| = k and (∀a ∈ A)(x * a). Without loss of generality, we will assume
that x = k. Every set in K = {k ∪ y : y ⊆ G\k ∧ |y| = H − k} includes k. We also
know that |K| = (G−k
H−k
)
. Subtracting these sets from X , we get
|A| ≤
(
G
H
)
−
(
G− k
H − k
)
Like before, this then becomes
|A|
|X | ≤ 1−
k−1∏
i=0
H − i
G− i .

Remark 4.10. In [1, Lemma 7.2.8] the authors claimed that (using our notation)
|A|
|X | ≥ 1−
1
2kn
whenever norm2(A) = k + 1.
However, as we showed in Proposition 4.9 there is a set A∗ with norm2(A
∗) = k and
|A∗|
|X| = 1−
k−1∏
i=0
H−i
G−i . If i > 0, then H − i < H − i2n and hence H − i < (G− i) · 12n .
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Consequently, for k > 1 we have
k−1∏
i=0
H−i
G−i <
1
2nk . Thus [1, Lemma 7.2.8] is not true.
However, in the application we may use the fact that if G,H ≫ k,
|A|
|X | ≤ 1−
k−1∏
i=0
H − i
G− i ≈ 1−
k−1∏
i=0
H
G
Using the identity H = G2n , we get
|A|
|X| is less than or approximately equal to
1− 2−kn.
5. Graph Coloring Norm
We examine the properties of one of the forcing norms used in Ros lanowski and
Shelah [4, §2.4]. In the process of examining this norm, we found that it bears a
strong relationship with the coloring number of a hyper-graph. We then use this
relationship to determine the value of the norm when applied to sets with various
properties.
5.1. Definition and Basis Properties. Taking N to be any natural number, we
define the set PN = {a ∈ P(N) : |a| ≥ 2}.
Definition 5.1. Given an arbitrary set A ⊆ PN , we define the graph coloring
norm, normN3 : P(PN )→ ω as follows:
(1) normN3 (A) ≥ 0 always
(2) normN3 (A) ≥ 1 if and only if A 6= ∅.
(3) normN3 (A) ≥ n + 1 when for every z ⊆ N either normN3 (A  z) ≥ n or
normN3 (A  (N\z)) ≥ n.
(Remember, A  z = {a ∈ A : a ⊆ z}.)
When N is understood, we may simply abbreviate normN3 (A) as norm3(A). We
may also abbreviate PN as P . For the rest of this section, unless stated otherwise,
we will assume we are working with a fixed N .
Theorem 5.2. For any sets A ⊆ B ⊆ P , the inequality norm3(A) ≥ n implies
norm3(B) ≥ n.
Proof. Towards induction, when n = 0, this is true by definition.
When n = 1 and A ⊆ B,
norm3(A) ≥ 1 =⇒ A 6= ∅ =⇒ B 6= ∅ =⇒ norm3(B) ≥ 1.
Inductive step: Assume we know that for any natural number k, and any sets
A ⊆ B ⊆ P , norm3(A) ≥ k =⇒ norm3(B) ≥ k. Let A ⊆ B ⊆ P be any sets
such that norm3(A) ≥ k + 1. Take z ⊆ N , without loss of generality, we can
assume norm3(A  z) ≥ k. We also know that A  z ⊆ B  z. By the induction
hypothesis, we have norm3(B  z) ≥ k. Finally, as z is any subset of N , we have
norm3(B) ≥ k + 1. 
Our definition of norm3(A) ≥ n does not explicitly imply transitivity, but due
to theorem 5.2, it is easy to see the following.
Corollary 5.3. For any set A ⊆ P , we have
norm3(A) ≥ n+ 1 =⇒ norm3(A) ≥ n.
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Proof. This follows from the fact A  z is a subset of A, and to have norm3(A) ≥
n+ 1 we must have norm3(A  z) ≥ n (or norm3(A  (N\z)) ≥ n). 
Observation 5.4. For any set A ⊆ P , it is not the case that norm3(A) ≥ N + 1.
Proof. To see this, consider what happens as we remove one element from N at a
time. 
Note that a better bound will be found later, and we are merely offering this
bound to argue that norm3(A) is well–defined.
Definition 5.5. For an arbitrary set A ⊆ P , we say norm3(A) = n if norm3(A) ≥
n, but not norm3(A) ≥ n+ 1.
Corollary 5.6. For any set A ⊆ P , norm3(A) is well defined.
Definition 5.7. Given the sets a, p ⊆ N , and n ∈ N we say
(1) n is a vertex,
(2) a is an edge if |a| = 2,
(3) a is a polygon if |a| ≥ 3,
(4) a is an n-gon if |a| = n, and
(5) a is an edge of p if a is an edge and a ⊆ p.
Example 5.8. (1) Consider the set A = {{0, 1}}. It is clear that A is non-
empty, giving us norm3(A) ≥ 1. The set z = {0}, however, gives us A 
z = A  (N\z) = ∅. Therefore we have norm3(A) = 1.
(2) Consider the set A = {{0, 1}, {1, 2}, {2, 0}}. Not only is A non-empty, but
for any z ⊆ N either A  z or A  (N\z) in non-empty. This is because out
of 0, 1, and 2, at least two of them must be in either z or N\z. If we take
z = {0, 1}, we get A  z = {{0, 1}}, and we already know norm3(A  z) = 1.
Therefore we have norm3(A) = 2.
(3) Consider the set A = {{0, 1}, {1, 2}, {2, 3}, {3, 0}}. The set z = {0, 2} gives
A  z = A  (N\z) = ∅. This gives us norm3(A) = 1. Notice that although
this set contains more element than the set in example 2, we get a smaller
norm.
(4) Consider the set A = {{0, 1, 2}}. The set z = {0} gives us norm3(A) = 1.
Notice that the set of all the edges of this triangle has a larger norm that
the set consisting of only the triangle.
Definition 5.9. (1) Given an arbitrary set A ⊆ P , and a partition of N ,
V0, V1, . . . , Vn−1, we say A is split by the sets V0, . . . , Vn−1 if
(∀k ∈ n)(A  Vk = ∅).
(2) Given an arbitrary set A ⊆ P , we say A can be split by n sets if there
exists a partition of N into n sets V0, . . . , Vn−1 such that A is split by
V0, . . . , Vn−1.
Theorem 5.10. Suppose we have an arbitrary set A ⊆ P such that A can be split
by 2n sets, then it must be that norm3(A) ≤ n.
Proof. Towards induction, when n = 0, it must that A = ∅. Therefore, we have
norm3(A) = 0.
When n = 1, we can find two sets z and N\z such that A  z = A  (N\z) = ∅,
therefore we have norm3(A) ≤ 1.
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Inductive step: Assume we have that for any set A, if A can be split by
2k sets then norm3(A) ≤ k. If we have a set A that can be split by the sets
V0, V1, . . . , V2k+1−1, take z = V0 ∪ V1 ∪ . . . ∪ V2k−1. It must be that A  z can be
split by V0, V1, . . . , V2k−2, (V2k−1 ∪ (N\z)). Similarly, it must be that A  (N\z)
can be split by 2k sets. By the inductive hypothesis, we have norm3(A  z) ≤ k
and norm3(A  (N\z)) ≤ k, and consequently, norm3(A) ≤ k + 1. 
Theorem 5.11. Let A ⊆ P . If A cannot be split by 2n sets, then norm3(A) > n.
Proof. Towards induction, when n = 0, it must be that A is non-empty, therefore
norm3(A) ≥ 1 > 0.
When n = 1, for any z ⊆ N , either A  z 6= ∅ or A  (N\z) 6= ∅. Therefore,
norm3(A) ≥ 2 > 1.
Inductive step: Assume that for any set A′,
• if A′ cannot be split by 2k sets, then norm3(A′) ≥ k + 1.
Suppose now that a set A cannot be split by 2k+1 sets.
Claim 5.11.1. If z is any subset of N , then either A  z cannot be split by 2k sets
or A  (N\z) cannot be split by 2k sets.
Proof. Suppose towards contradiction that both the sets A  z and A  (N\z)
can be split by 2k sets. Let V0, V1, . . . , V2k−1 be the sets that split A  z, and let
V2k , V2k+1, . . . , V2k+1−1 be the sets that split A  (N\z). Then A is split by
V0 ∩ z, V1 ∩ z, . . . , V2k−1 ∩ z, V2k ∩ (N\z), V2k+1 ∩ (N\z), . . . , V2k+1−1 ∩ (N\z),
but this contradicts that A cannot be split by 2k+1 sets. 
Suppose z ⊆ N . By Claim 5.11.1, without loss of generality, we may assume
that A  z cannot be split by 2k sets. Then by the inductive hypothesis, we get
norm3(A  z) ≥ k+1. As z can be any subset of N , we have norm3(A) ≥ k+2. 
Corollary 5.12. For any set A ⊆ P , if A can be split by c sets, but not by c− 1
sets, and for some n we have 2n < c ≤ 2n+1, then norm3(A) = n+ 1.
Corollary 5.13. If we have an arbitrary set A ⊆ PN , we know that A ⊆ PN+1,
and normN3 (A) = norm
N+1
3 (A).
Observation 5.14. For any c ≤ N , there exists a set A such that A can be split
by c sets, but not c − 1 sets. To see this, create the set C ⊆ N such that |C| = c
and take A = {{a, b} : a, b ∈ C ∧ a 6= b}.
Observation 5.15. Assume 2 ≤ n, c satisfy c · (n − 1) ≤ N . Then there is a set
of n-gons that can be split by c sets, but not by c− 1 sets. To see this, consider the
set C = c(n− 1) ⊆ N , and the set A of every n-gon in C.
Theorem 5.16. For any sets A,B ⊆ P , if A can be split by m sets and B can be
split by n sets, then A ∪B can be split by mn sets.
Proof. Let set A be split by a partition V0, V1, . . . , Vm−1 and let W0,W1, . . . ,Wn−1
be a partition of N splitting the set B. Then the family of sets
{Vi ∩Wj : i ∈ m ∧ j ∈ n}
splits A ∪B. 
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Corollary 5.17. If we have two sets A,B ⊆ P , then
norm3(A ∪B) ≤ norm3(A) + norm3(B).
Observation 5.18. Without additional constraints, this is the best bound we can
find.
Proof. Let n be any natural number, and N = n2. We define the family of n sets
{V0, V1, . . . , Vn−1} such that Vk = {kn, kn + 1, . . . , (k + 1)n − 1}. We also define
the sets
A = {{a, b} : a, b ∈ N ∧ (∀k ∈ n)(a ∈ Vk =⇒ b /∈ Vk)}
and
B = {{a, b} : a, b ∈ N ∧ (∀k ∈ n)(a ∈ Vk =⇒ b ∈ Vk) ∧ a 6= b}.
Notice that A is split by the sets Vk for k ∈ n, and B is split by the sets Uk = {m ∈
N : m is congruent to k modulo n}, and A ∪ B can be split by n2 sets. We will
argue that A∪B cannot be split by n2−1 sets. Towards contradiction, suppose we
have the sets W0,W1, . . . ,Wn2−2. By the pigeon hole principle, we know at least
one set W must contain two elements a and b, but we know {a, b} ∈ A ∪B, which
contradicts that A ∪B is split by W0, . . . ,Wn2−2. 
5.2. From polygons to graphs.
Definition 5.19. We define the function f : P(N) → ω as follows, let a be
any subset of N and take a0, a1, . . . , ak such that a0 < a1 < . . . < ak, and a =
{a0, a1, . . . , ak}. We then say
f(a) = a0N
0 + a1N
1 + . . .+ akN
k.
Definition 5.20. We say a function g : P → P is a polygon-reducing function if
g(a) ⊆ a and g(a) = a if and only if a is an edge.
Definition 5.21. Let g be any polygon-reducing function, we define the function
ψg : P(P )→ P(P ) as follows. Let A be any non-empty subset of P , and let a ∈ A
be such that f(a) = max{f(a′) : a′ ∈ A}. We define
ψg(A) = (A\{a}) ∪ {g(a)}.
We also set ψg(∅) = ∅.
Theorem 5.22. For any polygon-reducing function g and any set A ⊆ P ,
norm3(A) ≤ norm3(ψg(A)).
Proof. By induction on n we will show that for every set A ⊆ P ,
norm3(A) ≥ n implies norm3
(
ψg(A)
) ≥ n.
When n = 0 the implication holds by definition. When n = 1 and norm3(A) ≥ n,
it must be that A is non-empty, and this implies ψg(A) is non-empty, which gives
us norm3(ψg(A)) ≥ 1.
Inductive step: Assume that for every set A′, norm3(A
′) ≥ k implies norm3(ψg(A′)) ≥
k. Let A be any set such that norm3(A) ≥ k + 1. Let z be any subset of N , with-
out loss of generality, we can assume norm3(A  z) ≥ k. If a ∈ A is such that
f(a) = max{f(a′) : a′ ∈ A}, then there are two cases:
(1) a * z, in this case A  z ⊆ ψg(A)  z, giving us norm3(A  z) ≤
norm3(ψg(A)  z).
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(2) a ⊆ z, in this case ψg(A)  z = ψg(A  z), and by the inductive hypothesis
we have k ≤ norm3(ψg(A  z))).
In both cases we have k ≤ norm3(ψg(A)  z). As z is arbitrary, we have
norm3(A) ≥ k + 1 =⇒ norm3(ψg(A)) ≥ k + 1.

Corollary 5.23. If we have an arbitrary set A ⊆ P , and we create the set A′
by replacing every polygon in A with an edge of that polygon, then norm3(A) ≤
norm3(A
′).
Example 5.24. Without extra constraints, we cannot guarantee
norm3(A) = norm3(ψg(A)).
Consider the set A = {{0, 1}, {1, 2}, {0, 1, 2}}, and any polygon-reducing function
g such that g({0, 1, 2}) = {2, 0}. We get ψg(A) = {{0, 1}, {1, 2}, {2, 0}}. We know
that norm3(A) = 1 as A  {1} = ∅ = A  N \ {1}, and norm3(ψg(A)) = 2, as
explained in Example 5.8(2).
Definition 5.25. Let E be the set of all edges of N . For a set A ⊆ P , we define
the set
EA = {E′ ⊆ E : (∀e ∈ E′)(∃p ∈ A)e ⊆ p ∧ (∀p ∈ A)(∃e ∈ E′)e ⊆ p}.
That is E′ ∈ EA if every edge in E′ ⊆ E is an edge of some element of A and every
element of A has an edge in E′.
Theorem 5.26. Given an arbitrary set A ⊆ P ,
norm3(A) = min{norm3(E′) : E′ ∈ EA}.
Proof. From Corollary 5.23, we already have norm3(A) ≤ min{norm3(E′) : E′ ∈
EA}, therefore if we show norm3(A) ≥ min{norm3(E′) : E′ ∈ EA}, the proof will
be complete. Let n be such that A can be split by n sets, but not by n − 1 sets,
and let V0, V1, . . . , Vn−1 be a partition of N such that A is split by V0, V1, . . . , Vn−1.
For every a ∈ A, fix an edge ea = {a0, a1} where for some k ∈ n we have a0 ∈ Vk
and a1 /∈ Vk. Notice that {ea : a ∈ A} is an element of EA, and {ea : a ∈ A} is
split by V0, . . . , Vn−1. This gives us that min{norm3(E′) : E′ ∈ EA} ≤ norm3({ea :
a ∈ A}) ≤ norm3(A). Combining both inequalities, we have min{norm3(E′) : E′ ∈
EA} = norm3(A). 
Observation 5.27. Suppose we have an arbitrary set A ⊆ P such that for all
a ∈ A, a is an edge. Then the pair (N,A) can be interpreted as a graph, with N
being a set of vertexes and A being a set of undirected edges.
Definition 5.28. We say a graphG = (V,E) is c–colorable if we can find a partition
V = V0 ∪ V1 ∪ . . . ∪ Vc−1
such that (∀k ∈ c)(E  Vk = ∅).
Observation 5.29. Given an arbitrary set A ⊆ {{a, b} : a, b ∈ N ∧ a 6= b}, A can
be split by c sets if and only if the graph (N,A) is c–colorable.
Definition 5.30. We say a graph G has chromatic number c if it is c-colorable,
but not c− 1–colorable.
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5.3. The Norm of Specific Sets.
Proposition 5.31. For any k ∈ N , the set {a ∈ P(N) : a is a k-gon} can be split
by min{⌈ N
k−1⌉, ⌊Nk + 1⌋} sets.
Proof. To ensure every k-gon is split, we must make sure every set contains fewer
than k elements in it. By the pigeon hole principle, if there are n sets, at least
one must have at least ⌈N
n
⌉ elements. So we need ⌈N
n
⌉ < k, removing the ceiling
operator and rearranging, we must have n > N
k
. We can guarantee this with
n = min{⌈ N
k−1⌉, ⌊Nk + 1⌋}. 
Remark 5.32. As we are working with 2 ≤ k ≤ N , this reduces to just ⌊N
k
+ 1⌋.
Proposition 5.33. Given an arbitrary set A ⊆ P and a vertex v ∈ N , if we create
a set B = {a ∈ A : v /∈ a}, then we know norm3(B) ≥ norm3(A)− 1.
Proof. The proposition is trivially true for norm3(A) ≤ 1, so suppose norm3(A) =
k + 1, k > 0. We know that norm3(A) ≥ k + 1 if and only if for every z ⊆ N
we have either norm3(A  z) ≥ k or norm3(A  (N\z)) ≥ k. Taking z = {v}, we
get A  z = ∅, and it must be that norm3(A  (N\z)) ≥ k. It is also clear that
B = A  (N\z). 
Proposition 5.34. Given a vertex v ∈ N , then norm3
({a ∈ P : v ∈ a}) = 1.
Proof. Clearly the set B = {a ∈ A : v ∈ a} is not empty. Let z = {v}. As every
element of B contains at least two elements, it must be that B  z = ∅, but as
every element of B contains v, it must be that B  (N\z) = ∅. Consequently,
norm3(B) = 1. 
Remark 5.35. Notice that these propositions show that norm3 and norm2 have a
poor relationship, that is, if norm3(A) and norm2(A) are both defined, norm3(A)
may be large while norm2(A) is small, or vise-versa.
5.4. Relationship with the Standard Norm.
Theorem 5.36. Given an arbitrary set A ⊆ P such that norm3(A) = k, we know
that |A| ≥ (2k−1+12 ).
Proof. The smallest A can be to achieve a particular value of the graph coloring
norm is when the elements of A are all edges. This is a consequence of corollary
5.23. Therefore, we will assume every element of A is an edge, and it must be that
A cannot be split by at most 2k−1 sets. The smallest set A that cannot be split by
2k−1 sets is when (N,A) forms a complete graph on 2k−1 + 1 vertexes. Therefore
we have
(
2k−1+1
2
)
edges in A. 
Theorem 5.37. Given an arbitrary set A ⊆ P where norm3(A) = k it must be
that |A| ≤ 2N − 2k2 N2k + 2k − 1.
Proof. For every n there are
(
N
n
)
possible n-gons. Because norm3(A) = k, we know
that some partition N = V0 ∪ V1 ∪ . . . ∪ V2k−1 splits A . For convenience, we
will say x0 = |V0|, x1 = |V1|, . . . , x2k−1 = |V2k−1|. As A can be split by 2k
sets, we have over counted the number of possible n-gons, considering this, there
are
(
N
n
) − 2
k−1∑
l=0
(
xl
n
)
possible n–gons in A. Summing over all n and keeping the
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convention that
(
xl
n
)
= 0 for n > xl, we get |A| ≤
N∑
n=2
((
N
n
) − 2
k−1∑
l=0
(
xl
n
))
. One can
verify that this simplifies to
|A| ≤ 2N −N − 1 +
2k−1∑
l=0
(1 + xl − 2xl),
and as N = x0 + x1 + . . .+ x2k−1, this reduces to |A| ≤ 2N + 2k − 1−
2k−1∑
l=0
2xl .
Interpreting this as a function on real numbers
h(x0, x1, . . . , x2k−1) = 2
N + 2k − 1−
2k−1∑
l=0
2xl ,
we know from calculus that if this function has a maximum, it occurs when the
gradient of the function is zero. Taking x2k−1 = N − x0 − x1 − . . . − x2k−2,
and applying the partial derivative to any of the other variables, we get ∂h
∂xl
=
− ln(2)2xl+ln(2)2N−x0−x1−...−xl−...−x2k−2 . The partial derivative is zero only when
xl = N − x0 − x1 − . . . − xl − . . . − x2k−2 = x2k−1. Furthermore, this holds for
all l < 2k, which gives us grad(h) = 0 when x0 = x1 = . . . = x2k−1 =
N
2k
.
To verify that this is the maximum, we test points where for some m we have
xm = N and xl = 0 for l 6= m. We get h(0, 0, . . . , N, . . . , 0) = 0, and when the
gradient is zero, we get h(N
2k
, . . . , N
2k
) = 2N − 2k2 N2k + 2k − 1. Consequently, we
have |A| ≤ 2N − 2k2 N2k + 2k − 1. 
6. Hall Norms
Interesting norms were introduced by Roslanowski and Shelah [3, 5] to construct
ccc forcing notions. They have quite special properties allowing “gluing and cut-
ting”, cf. Propositions 6.28 and 6.30 below.
In this section, we will assume we are working with a fixed natural number N .
Also, the symbol “↾” is used here to denote the operation of the restriction of
functions.
6.1. Definitions and Basic Properties.
Definition 6.1. (1) We define N2 to be the set of all partial functions σ where
(a) dom(σ) ⊆ N , and
(b) σ : dom(σ) −→ {0, 1}
Note that we do include the empty function in N2.
(2) The set of all total functions f : N −→ {0, 1} is denoted by N2.
(3) For any two functions σ, ρ ∈ N2 we say σ extends ρ if ρ ⊆ σ.
(4) For any function σ ∈ N2, we define
[σ] = {f ∈ N2 : f extends σ}
Proposition 6.2. For any two functions σ1, σ2 ∈ N2, if there is an n ∈ dom(σ1)
such that n ∈ dom(σ2) and σ1(n) 6= σ2(n), then [σ1]∩ [σ2] = ∅. Otherwise σ1∪σ2 ∈
N2 and
[σ1] ∩ [σ2] = [σ1 ∪ σ2].
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Proof. By definition, we have
[σ1] = {f ∈ N2 : σ1 ⊆ f} = {f ∈ N2 : (∀a ∈ σ1)a ∈ f}.
Similarly, we have [σ2] = {f : (∀a ∈ σ2)a ∈ f}. Combining these,
[σ1] ∩ [σ2] = {f : (∀a ∈ σ1)a ∈ f ∧ (∀a ∈ σ2)a ∈ f}.
If for some n, we have n ∈ dom(σ1), n ∈ dom(σ2), and σ1(n) 6= σ2(n), then there
is no function f that can satisfy both (n, σ1(n)) ∈ f and (n, σ2(n)) ∈ f . Therefore
[σ1] ∩ [σ2] = ∅. Otherwise, if there is no such n, then
[σ1] ∩ [σ2] = {f : (∀a ∈ (σ1 ∪ σ2))a ∈ f} = [σ1 ∪ σ2].

Definition 6.3. For A ⊆ N2, we define
∆N (A) = {σ ∈ N2 : [σ] ∩A = ∅ ∧ (∀ρ ( σ)[ρ] ∩ A 6= ∅}
When N is understood through context, we may simply write ∆(A) for ∆N (A).
Lemma 6.4. For any set A ⊆ N2, if σ ∈ N2 is such that [σ] ∩ A = ∅, then there
is a ρ ⊆ σ such that ρ ∈ ∆(A).
Proof. First note that [∅] = N2 and if A is empty, then ∅ ∈ ∆(A), otherwise we go
through the following process.
(1) Construct the set P1 = {a ⊆ σ : |a| = 1}. If there is an a ∈ P1 such that
[a] ∩ A = ∅, then the proof is complete.
(2) Otherwise, construct the set P2 = {a ⊆ σ : |a| = 2}. If there is an a ∈ P2
such that [a] ∩ A = ∅, then the proof is complete.
(3) Otherwise . . .
(4) Otherwise, construct the set P|σ| = {a ⊆ σ : |a| = |σ|}. We know σ ∈ P|σ|
and [σ] ∩ A = ∅, therefore the proof is complete.

Proposition 6.5. Suppose we have two distinct sets A,B ⊆ N2, then we know
∆(A) 6= ∆(B).
Proof. Without loss of generality, we can assume that there is an f ∈ B such that
f /∈ A. As f /∈ A, we know [f ] ∩ A = ∅, and for some σ0 ⊆ f we have σ0 ∈ ∆(A).
However, as f ∈ B we know that for every σ ⊆ f we have f ∈ ([σ] ∩ B) and
therefore σ0 /∈ ∆(B). 
Definition 6.6. For any two sets δ1, δ2 ⊆ N2, we say δ1  δ2 if and only if
(∀σ ∈ δ1)(∃ρ ∈ δ2)(ρ ⊆ σ).
Observation 6.7. The relation  is transitive (on subsets of N2).
Lemma 6.8. For any set A ⊆ N2 and any function f ∈ N2 we know that
∆(A ∪ {f})  ∆(A).
Proof. Consider the set Σ = {σ : σ ∈ ∆(A∪ {f})∧ σ /∈ ∆(A)}. If Σ is empty, then
the proof is complete. Otherwise, let σ0 be any element of Σ. As σ0 ∈ ∆(A∪ {f}),
we know that [σ0]∩A = ∅, and by Lemma 6.4 there is a ρ ⊆ σ0 such that ρ ∈ ∆(A).
As σ0 is arbitrary, we know that for every σ ∈ ∆(A∪{f}) there is a ρ ∈ ∆(A) such
that ρ ⊆ σ. 
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Theorem 6.9. For any two sets A,B ⊆ N2, A is a subset of B if and only if
∆(B)  ∆(A).
Proof. First, let us assume that A ⊆ B. By a repeated application of Lemma 6.8
we easily show that ∆(B)  ∆(A).
Now, suppose that A * B, so there is an f ∈ A such that f /∈ B. From Lemma
6.4, we know there is a σ0 ⊆ f such that σ0 ∈ ∆(B). As f ∈ A, we know that for
every ρ ⊆ σ0 we have f ∈ [ρ] ∩ A, and ρ /∈ ∆(A). Therefore, ∆(B)  ∆(A). 
Definition 6.10. For any set δ ⊆ N2, we define
hn(δ) = max
{
k + 1 : k ∈ N and for every δ′ ⊆ δ there exists δ′′ ⊆ δ′
such that the elements of δ′′ have pairwise disjoint domains and
| ⋃
σ∈δ′′
dom(σ)| ≥ k|δ′|
}
,
HN(δ) = max{hn(δ′) : δ  δ′}.
Remark 6.11. In general, we do not have δ1 ⊆ δ2 ⊆ N2 implies that hn(δ1) ≤ hn(δ2).
We also do not have that A ⊆ B ⊆ N2 implies that hn(∆(A)) ≤ hn(∆(B)).
Consider the case where N = 4, let f1 = {(0, 0), (1, 0), (2, 0), (3, 0)} and f2 =
{(0, 1), (1, 1), (2, 1), (3, 1)}. Taking A = {f1} and B = {f1, f2}, we have hn(A) = 5
and hn(B) = 3, but we also have hn(∆(A)) = 2 and hn(∆(B)) = 1.
Definition 6.12. For δ ⊆ N2 and k, we say that a function F : δ → [N ]k is a
k-selector if for σ, ρ ∈ δ we have
(1) F (σ) ⊆ dom(σ), and
(2) F (σ) ∩ F (ρ) = ∅ if and only if σ 6= ρ.
Remark 6.13. For any set δ ⊆ N2, hn(δ) = k + 1 > 1 implies the existence of a
k–selector. To see this, notice that the necessary and sufficient condition for the
existence of a k-selector is similar to the necessary and sufficient condition in Hall’s
marriage theorem. Whereas in hn(δ), we are only counting the contribution of
certain sets, rather than all sets.
Proposition 6.14. Let δ ⊆ N2, 0 < k < N . Then HN(δ) > k if and only if there
is δ∗ ∈ N2 such that δ  δ∗ and elements of δ∗ have disjoint domains of size k
In particular, the existence of a k–selector for δ ⊆ N2 implies HN(δ) ≥ k + 1.
Proof. (⇒) If HN(δ) > k then we may choose δ′  δ such that hn(δ′) > k. By
Remark 6.13, there is a k–selector F for δ′. Then δ∗ = {σ ↾ F (σ) : σ ∈ δ′}  δ′ is
as required.
(⇐) If δ∗  δ is such that all elements of δ∗ have disjoint domains of size k, then
HN(δ) ≥ hn(δ∗) = k + 1. 
Definition 6.15. For any set A ⊆ N2, we define normN4 (A) = HN(∆N (A)). When
N is understood through context, we may simply write norm4(A).
Corollary 6.16. For any two sets A ⊆ B ⊆ N2 we have norm4(A) ≤ norm4(B).
Definition 6.17. For any set δ ⊆ N2 we define the set
DN (δ) = {f ∈ N2 : (∀σ ∈ δ)(σ * f)}.
As N is understood, we may simply write D(δ).
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Remark 6.18. There are two distinct sets δ1, δ2 ∈ N2 such that D(δ1) = D(δ2).
Consider the sets δ1 =
{{(0, 0)}, {(0, 1)}} and δ2 = {{(1, 0)}, {(1, 1)}}. We know
that D(δ1) = D(δ2) = ∅. Therefore, we cannot in general have δ = ∆(D(δ)).
Observation 6.19. norm4 does not exhibit the triangle inequality. Consider the
sets A = D({(0, 0)}) and B = D({(0, 1)}). We have norm4(A) = HN({(0, 0)}) = 2,
norm4(B) = 2, but A ∪B = N2, thus norm4(A ∪B) = HN(∆(N2)) = N + 1.
Proposition 6.20. For any set A ⊆ N2, we have A = D(∆(A)).
Proof. First assume f ∈ A is arbitrary. Clearly, (∀σ ∈ ∆(A))([σ] ∩ {f} = ∅), that
is f does not extend any σ ∈ ∆(A). Consequently, f ∈ D(∆(A)).
Suppose now that f /∈ A, so f ∈ N2\A. Then we have [f ]∩A = ∅ and by Lemma
6.4, there is a ρ ⊆ f such that ρ ∈ ∆(A). This gives us f /∈ D(∆(A)). 
Definition 6.21. (1) For any set δ ⊆ N2 and a set Z ⊆ N , we define the set
δZ = {σ ∈ δ : dom(σ) ⊆ Z}.
(2) For σ ∈ N2 and a set Z ⊆ N , we define the restriction σ ↾ Z = {(a, b) ∈ σ :
a ∈ Z}.
Theorem 6.22. For any set δ ⊆ N2 and a set Z ⊆ N , we have HN(δ) ≤ HN(δZ).
Proof. Let δ′ and k be such that δ  δ′ and hn(δ′) = HN(δ) = k + 1. We know
that δ′Z ⊆ δ′, and by hn(δ′) = k + 1, we know hn(δ′Z) ≥ k + 1. We also know that
δZ  δ′Z . Therefore, HN(δZ) ≥ hn(δ′Z) ≥ hn(δ′) = HN(δ). 
Remark 6.23. In general, we do not have equality. Consider functions f1, f2, f3 ∈ 42,
where
• f1 = {(0, 1), (1, 1), (2, 1), (3, 1)},
• f2 = {(0, 1), (1, 0), (2, 1), (3, 1)},
• f3 = {(0, 0), (1, 0), (2, 1), (3, 1)}.
For the set A = {f1, f2, f3}, we have ∆(A) = {{(0, 0), (1, 1)}, {(2, 0)}, {(3, 0)}}.
Thus HN(∆(A)) = 2 and we also have HN(∆{0,1}(A)) = 3.
Definition 6.24. For δ ⊆ N2 and a set Z ⊆ N , we define the sets L(δ, Z) and
R(δ, Z) as follows:
(1) L(δ, Z) =
{
σ ↾ Z : σ ∈ δ ∧ |σ ↾ Z| ≥ |σ ↾ (N\Z)|},
(2) R(δ, Z) =
{
σ ↾ (N\Z) : σ ∈ δ ∧ |σ ↾ Z| < |σ ↾ (N\Z)|}.
Observation 6.25. Suppose that δ ⊆ N2 and Z ⊆ N . Then
(1) δ  L(δ, Z) ∪R(δ, Z), and
(2) if R(δ, Z) = ∅ then δ  L(δ, Z), and similarly if L(δ, Z) = ∅ then δ 
R(δ, Z).
Remark 6.26. If δ ⊆ N2 and Z ⊆ N are such that R(δ, Z) 6= ∅, then it is
possible to have HN(L(δ, Z)) > HN(δ). Let N = 4 and consider the functions
σ0 = {(0, 0), (1, 0), (2, 0)}, σ1 = {(3, 0)}. Let δ = {σ0, σ1} and let Z = {0, 1, 2}. We
have L(δ, Z) = {σ0} and R(δ, Z) = {σ1}, and consequently HN(L(δ, Z)) = 4, while
HN(δ) = 2.
Theorem 6.27. For any δ ⊆ N2 and Z ⊆ N ,
HN(L(δ, Z) ∪R(δ, Z)) = min{HN(L(δ, Z)),HN(R(δ, Z))}.
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Proof. Let δ ⊆ N2 and Z ⊆ N . Let L(δ, Z)  L and R(δ, Z)  R be such that
HN(L(δ, Z)) = hn(L) and HN(R(δ, Z)) = hn(R) and domains of functions from L
are included in Z and domains of functions from R are disjoint from Z. Clearly we
have L(δ, Z) ∪R(δ, Z)  L ∪R, and hence
HN(L(δ, Z) ∪R(δ, Z)) ≥ hn(L ∪R) = min{hn(L), hn(R)}.
To show the equality, without loss of generality, assume that min{hn(L), hn(R)} =
hn(L). Suppose towards contradiction that there is a set δ′ ⊆ N2 such that L(δ, Z)∪
R(δ, Z)  δ′ and hn(δ′) > hn(L). Consider the set δ′Z , it must be that L(δ, Z)  δ′Z
and therefore HN(L(δ, Z)) > hn(L), a contradiction. 
Proposition 6.28. Let N < M . Suppose ∅ 6= A1 ⊆ N2, ∅ 6= A2 ⊆ [N,M)2 and
A ⊆ M2 are such that normN4 (A1) > 1 and norm[N,M)4 (A2) > 1 and
A = {f ∪ g : f ∈ A1 ∧ g ∈ A2}.
Then normM4 (A) ≥ min
{
normN4 (A1), norm
[N,M)
4 (A2)
}
.
Proof. Let normN4 (A1) = k+1 and norm
[N,M)
4 (A1) = ℓ+1. By Proposition 6.14 we
may find δ1 ⊆ N2 and δ2 ⊆ [N,M)2 such that ∆(A1)  δ1, ∆(A2)  δ2, elements of
δ1 have pairwise disjoint domains of size k and elements of δ2 have pairwise disjoint
domains of size ℓ. Then
(a) D(δi) ⊆ D(∆(Ai)) = Ai for i = 1, 2,
(b) DM (δ1 ∪ δ2) =
{
f ∪ g : f ∈ DN(δ1) ∧ g ∈ D[N,M)(δ2)
} ⊆ A,
(c) ∆
(
D(δ1 ∪ δ2)
)
= δ0 ∪ δ2 (because of the disjoint domains).
Hence,
normM4 (A) ≥ normM4
(
D(δ1 ∪ δ2)
)
= HN(δ1 ∪ δ2)
= min
{
HN(δ1),HN(δ2)
}
= min{k + 1, ℓ+ 1}
(remember Theorem 6.27). 
Proposition 6.29. Let δ ⊆ N2 be such that hn(δ) > 1 and let Z ⊆ N . Then
hn
(
L(δ, Z)
) ≥ 1
2
hn(δ) and hn
(
R(δ, Z)
) ≥ 1
2
hn(δ).
Proof. Let hn(δ) = k+1. Suppose δ′ ⊆ L(δ, Z) and for σ ∈ δ′ let ϕ(σ) ∈ δ be such
that σ = ϕ(σ) ↾ Z and |dom(σ)| ≥ 12 |dom
(
ϕ(σ)
)
. We may find δ′′ ⊆ δ′ such that
the elements of {ϕ(σ) : σ ∈ δ′′} have disjoint domains and∣∣∣ ⋃
σ∈δ′′
dom
(
ϕ(σ)
)∣∣∣ ≥ k · |δ′|.
Since dom(σ) = dom
(
ϕ(σ)
) ∩ Z and |dom(σ)| ≥ 12 |dom(ϕ(σ)) we see that the
elements of δ′′ have pairwise disjoint domains and∣∣∣ ⋃
σ∈δ′′
dom(σ)
∣∣∣ ≥ 1
2
k · |δ′|.
Now we easily conclude that hn
(
L(δ, Z)
) ≥ ⌊ 12k⌋+ 1 ≥ 12hn(δ). 
Proposition 6.30. Let Z ⊆ N and suppose A ⊆ N2 satisfies normN4 (A) > 1.
Then there are sets AL ⊆ Z2 and AR ⊆ N\Z2 such that
(1)
{
f ∈ N2 : f ↾ Z ∈ AL ∧ f ↾ (N \ Z) ∈ AR
} ⊆ A,
(2) normZ4 (AL) ≥ 12normN4 (A) and norm
N\Z
4 (AR) ≥ 12normN4 (A).
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Proof. Let k = HN
(
∆N (A)
)− 1. By Proposition 6.14 we may choose δ ⊆ N2 such
that ∆N (A)  δ and elements of δ have disjoint domains of size k. Let
AL = DZ
(
L(δ, Z)
)
and AR = DN\Z
(
R(δ, Z)
)
.
Since elements of L(δ, Z) (R(δ, Z), respectively) have disjoint domains we see that
∆Z
(
DZ(L(δ, Z))
)
= L(δ, Z) (∆N\Z
(
DN\Z(R(δ, Z))
)
= R(δ, Z), respectively). By
Proposition 6.29 we get normZ4 (AL) ≥ 12hn(δ) = normN4 (A) and norm
N\Z
4 (AR) ≥
1
2hn(δ) = norm
N
4 (A). 
Theorem 6.31. For any δ ⊆ N2 and A ⊆ N , if R(δ, A) = ∅ then HN(L(δ, A)) ≥
HN(δ)− N2 .
Proof. Let δ ⊆ N2 and A ⊆ N be arbitrary sets such that R(δ, A) = ∅. Suppose
we have another set δ′ such that δ  δ′ and HN(δ) = hn(δ′). If |δ′| ≥ 2, then
hn(δ′) ≤ N2 and the proof is complete.
Otherwise, we consider the set γ = {σ ↾ (N\A) : σ ∈ δ}. Let ρ ∈ N2 be a
function such that γ  {ρ} and |ρ| is maximal. As we have γ  {ρ}, we also have
δ  {ρ}. Notice that |ρ| ≤ N2 .
Let λ ∈ N2 be such that L(δ, A)  {λ} and |λ| is maximal, and again we have
δ  {λ}. Together, we get δ  {λ ∪ ρ}, giving us
HN(δ) ≥ hn({λ ∪ ρ}) = |λ|+ |ρ|+ 1.
To show this must be equality, we assume there is a θ ∈ N2 such that δ  {θ} and
|θ| > |λ| + |ρ|. Checking θ ↾ A, we get L(δ, A)  {θ ↾ A}. If |θ ↾ A| > |λ|, then we
contradict |λ| being maximal, so we have |θ ↾ A| ≤ |λ|. Checking θ ↾ (N\A), we
must either contradict |ρ| being maximal or we get |θ ↾ (N\A)| ≤ |ρ|. Finally, as
θ = θ ↾ A∪θ ↾ (N\A), we must have |θ| ≤ |λ∪ρ|, which contradicts our assumption
for θ. Therefore we have HN(δ) = |λ|+ 1 + |ρ| ≤ HN(L(δ, A)) + N2 . 
Remark 6.32. This is the best limit we can have. Consider when A ⊆ N is such
that |A| = N2 . Let δ = {f}, where f is any element of N2. We get R(δ, A) = ∅,
L(δ, A) = {f ↾ A}, HN(δ) = N + 1, and HN(L(δ, A)) = N2 + 1.
This isn’t the only case, we can also consider a set A ⊆ N such that |A| = N2 .
Let ρ ∈ N2 be such that A ⊆ dom(ρ). We define δ = {σ ∈ N2 : ρ ⊆ σ}. Clearly
HN(δ) = |ρ|+ 1, but we also get R(δ, A) = ∅ and HN(L(δ, A)) = HN(δ)− N2 .
6.2. Relationship with the Standard Norm.
Theorem 6.33. If we have norm4(A) = k + 1 > 1, then
|A| ≥ 2N −
⌊N
k
⌋∑
j=1
(−1j−1
(⌊N
k
⌋
j
)
2N−jk).
Proof. By definition, norm4(A) = k + 1 implies that there is some set δ such that
hn(δ) = k+ 1 and ∆(A)  δ. Let δ0 satisfy this. We also have that hn(δ0) = k+ 1
implies the existence of a k-selector for δ0. Let G be a k-selector for δ0. Define the
set δ′ = {σ ↾ G(σ) : σ ∈ δ0}. Notice that δ0  δ′, hn(δ′) = k+1, and ∆(D(δ′)) = δ′.
Therefore, we have ∆(A)  ∆(D(δ′)), and consequently D(δ′) ⊆ A. We then have
|A| ≥ |D(δ′)| = 2N − | ⋃
σ∈δ′
[σ]|. As we are trying to create a lower bound, we will
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assume |δ′| = ⌊N
k
⌋. Furthermore, by the general inclusion-exclusion principle,
|
⋃
σ∈δ′
[σ]| =
∑
σ∈δ′
|[σ]| −
∑
σ1,σ2
|[σ1] ∩ [σ2]|+ . . .+ (−1)⌊Nk ⌋|[σ1] ∩ [σ2] ∩ . . . ∩ [σ⌊N
k
⌋]|.
We already know that the functions in δ′ are pairwise disjoint, so we can simplify
to
|
⋃
σ∈δ′
[σ]| =
∑
σ∈δ′
|[σ]| −
∑
σ1,σ2
|[σ1 ∪ σ2]|+ . . .+ (−1)⌊Nk ⌋|[σ1 ∪ . . . ∪ σ⌊N
k
⌋]|.
We also know that |[σ]| = 2N−|σ|, which allows us to further simplify to
|
⋃
σ∈δ′
[σ]| =
∑
σ∈δ′
2N−k −
∑
σ1,σ2
2N−2k + . . .+ (−1)⌊Nk ⌋2N−⌊Nk ⌋k.
Finally, recognizing that for the jth sum, we are summing over all ways to choose
j functions from δ′, we get
|
⋃
σ∈δ′
[σ]| =
⌊N
k
⌋∑
j=1
(−1)j−1
(⌊N
k
⌋
j
)
2N−jk.
As we are subtracting this off of 2N , we get |A| ≥ 2N−
⌊N
k
⌋∑
j=1
(−1j−1(⌊Nk ⌋
j
)
2N−jk). 
6.3. Relationship with the Subset Norm. For this subsection, we will assume
G = 2N , and n ≤ N .
Definition 6.34. We define the function P : N2→ P(N) as follows
P (σ) = {a ∈ dom(σ) : σ(a) = 1} for σ ∈ N2.
Observation 6.35. P ↾ N2 is a bijection from N2 onto P(N).
Proposition 6.36. Suppose we have a set B ⊆ XGn and A = P−1[B] ∩ N2. If we
know that norm2(B) = k, then norm4(A) ≤ k + 1.
Proof. Let B ⊆ XGn and A = P−1[B] ∩ N2 and suppose that norm2(B) = k.
Take x ⊆ G such that (∀b ∈ B)x * b and |x| = k. Consider the partial function
σ : x −→ 2 with constant value 1. We have |σ| = k, and also that [σ] ∩ A = ∅. We
can conclude that σ ∈ ∆(A), so for any set δ such that ∆(A)  δ, there is a ρ ⊆ σ
where ρ ∈ δ. This gives us hn(δ) ≤ |ρ|+ 1 ≤ |σ|+ 1 = k + 1. Finally, as this is for
every δ, we have norm4(A) = HN(∆(A)) ≤ k + 1. 
Definition 6.37. For any set A ⊆ N2 we define
P ∗(A) = {P (f) : f ∈ A ∧ |P (f)| = G
2n
= H}.
Proposition 6.38. Suppose we have a set A ⊆ N2, and for some σ ∈ N2 we know
σ ∈ ∆(A), then (∀p ∈ P ∗(A))P (σ) * p.
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6.4. Relationship with the Graph Coloring Norm. The result of this section
suggests that there should not be a strong connection between the Graph Coloring
Norm, and Hall’s Marriage theorem.
Definition 6.39. We define the function P+ : P(N2)→ P(N) as follows
P+(A) = {P (f) : |P (f)| ≥ 2 ∧ f ∈ A} for A ⊆ N2.
Lemma 6.40. For any σ ∈ N2, any edge of dom(σ) that is not equal to P (σ) is in
P+(D({σ})).
Proof. Let {a, b} ⊆ dom(σ) be an edge such that P (σ) 6= {a, b}. We are going to
argue that {a, b} = P (f) for some f ∈ N2 \ [σ]. For this we consider two cases.
In the first case σ(a) = 0 ∨ σ(b) = 0. Without loss of generality, we assume
σ(a) = 0. As σ(a) = 0 and f = P−1({a, b}) is such that f(a) = 1, we get
f ∈ N2 \ [σ].
In the second case, we have σ(a) = 1 ∧ σ(b) = 1. However, as {a, b} 6= P (σ)
it must be that there is a c such that c 6= a, c 6= b, and σ(c) = 1. Thus, as
f = P−1({a, b}) is such that f(c) = 0, we get f ∈ N2 \ [σ]. 
Theorem 6.41. For any set A ⊆ N2, if there is a σ ∈ N2 such that ∆(A)  {σ},
then P+(A) requires at least |σ| − 1 sets to be split.
Proof. Suppose A ⊆ N2 and ∆(A)  {σ} for some σ ∈ N2. For convenience, we
will say B = D({σ}). Notice that ∆(B) = {σ}. As ∆(A)  {σ}, we get B ⊆ A,
which gives us P+(B) ⊆ P+(A). As a result, we get that if P+(B) cannot be split
by V0, . . . , Vn−1, then P
+(A) cannot be split by V0, . . . , Vn−1. But as every edge
of dom(σ) that is not equal to P (σ) is in B, it must be that B requires at least
|dom(σ)| − 1 sets to be split, and therefore A requires at least |σ| − 1 sets to be
split. 
Corollary 6.42. If A ⊆ N2 is such that norm4(A) = k + 2 ≥ N2 + 1, then P+(A)
requires at least k sets to be split.
Observation 6.43. There is a set A ⊆ N2 such that HN(A) = ⌊N2 ⌋+1 and P+(A)
can be split by two sets.
Proof. Consider any set δ ⊆ N2 where
(1) |δ| = 2,
(2) if δ = {σ1, σ2}, then dom(σ1) ∩ dom(σ2) = ∅,
(3) and (∀σ ∈ δ)(∀a ∈ dom(σ))σ(a) = 0,
(4) |σ1| = |σ2| = ⌊N2 ⌋, so hn(δ) = ⌊N2 ⌋+ 1.
Let A = D(δ), we have ∆(A) = δ. Finally if σ ∈ δ, we have P+(A) can be split by
dom(σ), N\dom(σ).

Observation 6.44. Let A = {f ∈ N2 : |{a ∈ N : f(a) = 1}| = 2}. Clearly we
have P+(A) = {e ⊆ N : |e| = 2}. We also know that P+(A) cannot be split by
N − 1 sets. Consider any σ ∈ N2 where |σ| = 3 and (∀a ∈ dom(σ))σ(a) = 1, we
have [σ]∩A = ∅. Consequently, σ ∈ ∆(A). Furthermore if ∆(A)  δ, then there is
a ρ ⊆ σ such that ρ ∈ δ. This gives us norm4(A) ≤ 4.
Proposition 6.45. If A ⊆ N2 and p ⊆ N are such that for every p ⊆ q ⊆ N we
have q /∈ P+(A), then norm4(A) ≤ |p|+ 1.
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Proof. Suppose A ⊆ N2 and p ⊆ N satisfy
(∀q ⊆ N)(p ⊆ q =⇒ q /∈ P+(A)).
If p = ∅, then P+(A) = ∅ and hence ∆(A) consists of functions with domains of
size ≤ 2 and values 1. Hence norm4(A) = 1.
If p = {x}, then for f ∈ A we have that either f(x) = 0 or else f(y) = 0 for all
y 6= x. Now easily norm4(A) ≤ 2.
Assume now that |p| ≥ 2. Let σ ∈ N2 be such that dom(σ) = p and σ(a) = 1
for all a ∈ p. We have [σ] ∩ A = ∅, therefore there is a ρ ⊆ σ such that ρ ∈ ∆(A).
This gives us norm4(A) ≤ |ρ|+ 1 ≤ |σ|+ 1 = |p|+ 1. 
Corollary 6.46. For any A ⊆ N2, if for some n ≤ N we have (∀p ∈ P+(A))|p| ≤
n, then norm4(A) ≤ n+ 1.
Thus we see that there are sets where the Graph Coloring norm has a large value,
and the Hall norm has a small value, and vice-versa, that is, there is not a strong
relationship between the two norms.
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