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Re´sume´. Soit
r
1(2)
k
(n) := |{(x1,x2,...,xk)∈N
k | n = x21+x
2
2+···+x
2
k
, xi≡1 (mod 2), 1≤i≤k}|,
c
1(4)
k
(n) := |{(x1,x2,...,xk)∈N
k | n = x1x2+x2x3+···+xk−1xk+xkx1, xi≡1 (4)}|,
c
3(4)
k
(n) := |{(x1,x2,...,xk)∈N
k | n = x1x2+x2x3+···+xk−1xk+xkx1, xi≡3 (4)}|.
Dumont [2] a conjecture´ l’identite´ r1(2)
k
(n)=c
1(4)
k
(n)−(−1)kc
3(4)
k
(n) qui ge´ne´ralise, notam-
ment, les re´sultats classiques de Lagrange, Gauß, Jacobi et Kronecker sur les de´composi-
tions de tout entier en deux, trois et quatre carre´s. Nous donnons une preuve combinatoire
de la conjecture de Dumont. c© Acade´mie des Sciences, Paris
A proof of Dumont’s conjecture
Abstract. Let
r
1(2)
k
(n) := |{(x1,x2,...,xk)∈N
k | n = x21+x
2
2+···+x
2
k
, xi≡1 (mod 2), 1≤i≤k}|,
c
1(4)
k
(n) := |{(x1,x2,...,xk)∈N
k | n = x1x2+x2x3+···+xk−1xk+xkx1, xi≡1 (4)}|,
c
3(4)
k
(n) := |{(x1,x2,...,xk)∈N
k | n = x1x2+x2x3+···+xk−1xk+xkx1, xi≡3 (4)}|.
Dumont [2] has conjectured the identity r1(2)
k
(n)=c
1(4)
k
(n)−(−1)kc
3(4)
k
(n), which gener-
alizes, in particular, the classical results of Lagrange, Gauß, Jacobi and Kronecker on
the sums of two, three and four squares. We give a combinatorial proof of Dumont’s
conjecture. c© Acade´mie des Sciences, Paris
Abridged English Version
Let Na(b) denote the set of strictly positive integers congruent to a modulo b, and let k and n be
integers such that 1 ≤ k ≤ n and n ≡ k (mod 8). We want to count the number of solutions of
the following Diophantine equations:
r
1(2)
k (n) := |{(x1, x2, . . . , xk) ∈ (N
1(2))k | n = x21 + x
2
2 + · · · + x
2
k}|,
c
1(4)
k (n) := |{(x1, x2, . . . , xk) ∈ (N
1(4))k | n = x1x2 + x2x3 + · · · + xk−1xk + xkx1}|,
c
3(4)
k (n) := |{(x1, x2, . . . , xk) ∈ (N
3(4))k | n = x1x2 + x2x3 + · · · + xk−1xk + xkx1}|.
Note pre´sente´e par E´tienne GHYS.
B. Lass
Let y1, y2, . . . , yk be arbitrary strictly positive integers. The equivalence
m =
(
y1
2
)
+
(
y2
2
)
+ · · ·+
(
yk
2
)
⇔ 8m+ k = (2y1 − 1)
2 + (2y2 − 1)
2 + · · ·+ (2yk − 1)
2
shows that the congruence n ≡ k (mod 8) is satisfied automatically in the first Diophantine equa-
tion (this is true for the two other equations too) and that r
1(2)
k (n) also counts the number of
decompositions of (n − k)/8 into k triangular numbers. Moreover, Jacobi’s two and four odd
squares theorems tell us that for n ≡ 2 (mod 8) and n ≡ 4 (mod 8) we have
r
1(2)
2 (n) =
∑
d|(n/2)
(−1)(d−1)/2, r
1(2)
4 (n) =
∑
d|(n/4)
d,
respectively (the sums go over all positive divisors), whereas Kronecker’s three odd squares theorem
gives
r
1(2)
3 (n) = |{(a, b, c) ∈ N
3 | n = 4ac− b2, b > 0, b < 2a, b < 2c}|
for n ≡ 3 (mod 8). The aim of Andre´ Weil’s article [3] is to prove exactly those three theorems. Up
to now, we could not see in such results anything else than special cases of the general conjecture
that number theory is less beautiful than combinatorics. Dominique Dumont [2], however, recently
recognized them as the cases k = 2, 3, 4 of the following marvellous conjecture (which he also proved
for n− k = 0, 8, 16, 24, 32, 40).
Conjecture (Dumont). – The following relation holds for all positive integers n and k:
r
1(2)
k (n) = c
1(4)
k (n)− (−1)
kc
3(4)
k (n).
Once the right statement has been found, the proof almost takes care of itself. We think that
this lemma can be applied directly to Dumont’s conjecture. In any case, it can be applied to our
main result.
Theorem. – Let the infinite matrices A = (aij) and B = (bij), i, j = 0, 1, 2, 3, . . . be defined
by aij := q
(4i+1)(4j+1) for all i, j and by bij := −q
(4i−1)(4j−1), b0j = bi0 = 0 for i, j > 0, whereas
b00 :=
∑∞
n=0 q
(2n+1)2 . Then there exists an inversible matrix X such that XB = AX. In particular,
tr
[
Ak
]
= tr
[
Bk
]
, which is the generating function formulation of the identity c
1(4)
k (n) = r
1(2)
k (n) +
(−1)kc
3(4)
k (n).
1. Combinatoire
En suivant Andrews [1], commenc¸ons par rappeler les plus beaux the´ore`mes de la combinatoire
des q-se´ries formelles (ceux qui pre´fe`rent l’analyse complexe vont poser |q| < 1), qui utilisent tous
les notations
(a; q)n := (1− a)(1− aq) · · · (1− aq
n−1), (a; q)∞ := lim
n→∞
(a; q)n, (a; q)0 := 1.
2
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The´ore`me q-Binomial (Cauchy).
∞∑
n=0
(a; q)n
(q; q)n
tn =
(at; q)∞
(t; q)∞
.
De´monstration. – Posons F (t) := (at; q)∞/(t; q)∞ =:
∑∞
n=0 An(a; q) t
n. On ve´rifie imme´diate-
ment (1 − t)F (t) = (1 − at)(atq; q)∞/(tq; q)∞ = (1 − at)F (tq), d’ou` An(a; q) − An−1(a; q) =
qnAn(a; q)− aq
n−1An−1(a; q), i.e. An(a; q) = An−1(a; q)(1− aq
n−1)/(1− qn).
Corollaire (Euler).
∞∑
n=0
tn
(q; q)n
=
1
(t; q)∞
,
∞∑
n=0
tnqn(n−1)/2
(q; q)n
= (−t; q)∞.
De´monstration. – Il suffit de poser a = 0 ou` bien de remplacer a par a/b et t par bt pour poser
b = 0 et a = −1 ensuite.
The´ore`me Triple Produit (Jacobi).
∞∑
n=−∞
qn
2
zn = (q2; q2)∞(−qz; q
2)∞(−q/z; q
2)∞
De´monstration. – Nous utilisons trois fois le corollaire pre´ce´dent:
(q2; q2)∞(−qz; q
2)∞ = (q
2; q2)∞
∞∑
n=0
qn
2
zn
(q2; q2)n
=
∞∑
n=0
qn
2
zn(q2n+2; q2)∞
=
∞∑
n=−∞
qn
2
zn(q2n+2; q2)∞ =
∞∑
n=−∞
qn
2
zn
∞∑
m=0
(−1)mqm
2+m+2mn
(q2; q2)m
=
∞∑
m=0
(−1)mqmz−m
(q2; q2)m
∞∑
n=−∞
q(n+m)
2
zn+m =
∞∑
m=0
(−q/z)m
(q2; q2)m
∞∑
n=−∞
qn
2
zn
=
1
(−q/z; q2)∞
∞∑
n=−∞
qn
2
zn.
Corollaire (Gauß).
∞∑
n=−∞
(−1)nqn
2
=
(q; q)∞
(−q; q)∞
,
∞∑
n=0
qn(n+1)/2 =
(q2; q2)∞
(q; q2)∞
.
De´monstration. – L’identite´ 1+qn = (1−q2n)/(1−qn) entraˆıne (−q; q)∞ = (q
2; q2)∞/(q; q)∞ =
1/(q; q2)∞. Les cas z = −1 et z = q du the´ore`me pre´ce´dent impliquent donc bien les deux
identite´s
∑∞
n=−∞(−1)
nqn
2
= (q2; q2)∞(q; q
2)∞(q; q
2)∞ = (q; q)∞(q; q
2)∞ = (q; q)∞/(−q; q)∞ et∑∞
n=0 q
n(n+1)/2 = 1
2
∑∞
n=−∞ q
n(n+1)/2 = 1
2
(q; q)∞(−q; q)∞(−1; q)∞ = (q; q)∞(−q; q)∞(−q; q)∞ =
(q2; q2)∞(−q; q)∞ = (q
2; q2)∞/(q; q
2)∞.
3
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2. Alge`bre line´aire
Nous regardons maintenant des matrices infinies A = (aij), i, j = 0, 1, 2, 3, . . ., dont les e´le´ments
aij sont des q-se´ries formelles. Appelons une telle matrice admissible si et seulement si, pour tout
n ∈ N, il existe un k ∈ N tel que |i − j| > k implique deg(aij) > n. L’identite´ I est admissible
et le produit AB de deux matrices admissibles A et B est bien de´fini et admissible. De plus, la
multiplication des matrices admissibles est associative. Si A = (aij) est une matrice admissible
avec deg(aij) > 0 pour tout i, j, alors (I + A)
−1 =
∑∞
k=0(−1)
kAk est e´galement bien de´fini et
admissible. Appelons la matrice A = (aij) admise si et seulement si, pour tout n ∈ N, il existe un
k ∈ N tel que max(i, j) > k implique deg(aij) > n. Pour chaque matrice admise tr
[
A
]
est bien
de´finie. De plus, si A est une matrice admise et X est une matrice admissible, alors AX et XA
sont des matrices admises et l’on a l’identite´ tr
[
AX
]
= tr
[
XA
]
.
Nous nous inte´ressons ici plus spe´cialement aux matrices de la forme qij (pour les e´tudier dans
le cas |q| < 1 et mettre fin a` l’injustice 〈〈 fourielle 〉〉 de se borner au bord |q| = 1). De´finissons donc
les deux matrices admises A = (aij), B = (bij) et la matrice admissible X = (xij) par
aij := q
(4i+1)(4j+1),
bij :=


−q(4i−1)(4j−1), si i, j > 0,
∞∑
n=0
q(2n+1)
2
, si i = j = 0,
0, sinon,
xij :=


−
q12(j−i−1)+4
1− q16(j−i−1)+8
, si j > i,
q4(i−j)
1− q16(i−j)+8
, si 1 ≤ j ≤ i,
(q8; q16)i
(q16; q16)i
q4i, si j = 0.
The´ore`me. – Nous avons XB = AX.
De´monstration. – D’abord, il nous faut montrer, pour tout i ≥ 0 et j ≥ 1, que
−
i∑
m=1
q4(i−m)
1− q16(i−m)+8
· q(4m−1)(4j−1) +
∞∑
m=i+1
q12(m−i−1)+4
1− q16(m−i−1)+8
· q(4m−1)(4j−1)
= −
j−1∑
n=0
q12(j−n−1)+4
1− q16(j−n−1)+8
· q(4n+1)(4i+1) +
∞∑
n=j
q4(n−j)
1− q16(n−j)+8
· q(4n+1)(4i+1).
En posant m− i− 1 = n− j = k, nous obtenons
∞∑
n=j
q4(n−j)
1− q16(n−j)+8
· q(4n+1)(4i+1) −
∞∑
m=i+1
q12(m−i−1)+4
1− q16(m−i−1)+8
· q(4m−1)(4j−1)
= q16ij+4j−4i+1
∞∑
k=0
q8k
(q16k+8)i − (q16k+8)j
1− q16k+8
= q16ij+4j−4i+1
∞∑
k=0
q8k(−1)[i>j]
max(i,j)−1∑
l=min(i,j)
(q16k+8)l
= (−1)[i>j]q16ij+4j−4i+1
max(i,j)−1∑
l=min(i,j)
q8l
1− q16l+8
, ou` [i > j] :=


1, si i > j,
0, sinon.
4
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D’autre part, en posant i−m = j − n− 1 = k, nous obtenons
i∑
m=1
q4(i−m)
1− q16(i−m)+8
· q(4m−1)(4j−1) −
j−1∑
n=0
q12(j−n−1)+4
1− q16(j−n−1)+8
· q(4n+1)(4i+1)
= q16ij+4j−4i+1
[
(−1)[j>i]
max(i,j)−1∑
k=min(i,j)
q8k
(q16k+8)−min(i,j)
1− q16k+8
+
min(i,j)−1∑
k=0
q8k
(q16k+8)−j − (q16k+8)−i
1− q16k+8
]
= (−1)[j>i]q16ij+4j−4i+1
[
max(i,j)−1∑
k=min(i,j)
q8k
(q16k+8)−min(i,j)
1− q16k+8
−
min(i,j)−1∑
k=0
q8k
max(i,j)−1∑
l=min(i,j)
(q16k+8)−l−1
]
= (−1)[j>i]q16ij+4j−4i+1
[
max(i,j)−1∑
l=min(i,j)
q8l
(q16l+8)−min(i,j)
1− q16l+8
−
max(i,j)−1∑
l=min(i,j)
q−8(l+1)
min(i,j)−1∑
k=0
(q16l+8)−k
]
= (−1)[j>i]q16ij+4j−4i+1
max(i,j)−1∑
l=min(i,j)
[
q8l
(q16l+8)−min(i,j)
1− q16l+8
− q−8(l+1)
(q16l+8)−min(i,j)+1 − q16l+8
1− q16l+8
]
= (−1)[j>i]q16ij+4j−4i+1
max(i,j)−1∑
l=min(i,j)
q8l
1− q16l+8
,
ce qui ache`ve la de´monstration dans le cas i ≥ 0 et j ≥ 1. Dans le cas j = 0, graˆce aux identite´s
de Cauchy et de Gauß, nous avons pour tout i
∞∑
n=0
(q8; q16)n
(q16; q16)n
q4n · q(4n+1)(4i+1) = q4i+1
∞∑
n=0
(q8; q16)n
(q16; q16)n
(q16i+8)n = q4i+1
(q16i+16; q16)∞
(q16i+8; q16)∞
= q
(q16; q16)∞
(q8; q16)∞
·
(q8; q16)i
(q16; q16)i
q4i =
[
∞∑
n=0
q(2n+1)
2
]
·
(q8; q16)i
(q16; q16)i
q4i.
Corollaire. – Nous avons c
1(4)
k (n) = r
1(2)
k (n) + (−1)
kc
3(4)
k (n).
De´monstration. – tr
[
Ak
]
= tr
[
(XBX−1)k
]
= tr
[
(XBk)X−1
]
= tr
[
X−1(XBk)
]
= tr
[
Bk
]
.
3. The´orie des nombres
Terminons cette Note avec quelques applications de notre the´ore`me principal, en commenc¸ant
avec le the´ore`me dit 〈〈Eureˆka 〉〉 de Gauß.
Corollaire (Gauß). – Tout nombre naturel se de´compose en trois nombres triangulaires.
De´monstration. – Puisquem =
(
y1
2
)
+
(
y2
2
)
+
(
y3
2
)
⇔ 8m+3 = (2y1−1)
2+(2y2−1)
2+(2y3−1)
2, il
faut montrer que r
1(2)
3 (8m+3) = c
1(4)
3 (8m+3)+c
3(4)
3 (8m+3) > 0. En effet, en posant x1 = x2 = 1
et x3 = 4m+ 1, nous avons x1x2 + x2x3 + x3x1 = 8m+ 3.
5
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Corollaire (Jacobi).
r
1(2)
2 (8m+ 2) =
∑
d|4m+1
(−1)(d−1)/2.
De´monstration. – Nous avons bien 8m+ 2 = x1x2 + x2x1 ⇔ 4m+ 1 = x1x2.
Corollaire (Jacobi).
r
1(2)
4 (8m+ 4) =
∑
d|2m+1
d.
De´monstration. – Nous avons bien 8m+2 = x1x2+x2x3+x3x4+x4x1 ⇔ 2m+1 =
x1+x3
2
· x2+x4
2
.
Il s’ensuit que r
1(2)
4 (8m+4) = c
1(4)
4 (8m+4)−c
3(4)
4 (8m+4) =
∑
d·d′=2m+1
2d+2
4
· 2d
′+2
4
− 2d−2
4
· 2d
′−2
4
=∑
d·d′=2m+1
d+d′
2
=
∑
d|2m+1 d.
Corollaire (Jacobi). – Notons r2(n) := |{(x1, x2) ∈ Z
2 | n = x21 + x
2
2}| pour tout n ∈ N.
Alors
r2(n) = 4
∑
d|n, 2∤d
(−1)(d−1)/2.
De´monstration. – L’e´quivalence 2n = (x1+x2)
2+(x1−x2)
2 ⇔ n = x21+x
2
2 fournit une preuve
bijective que r2(2n) = r2(n), parce que l’on a automatiquement y1 ≡ y2 (mod 2) si 2n = y
2
1 + y
2
2 .
Il suffit donc de de´montrer le corollaire dans le cas n ≡ 2 (mod 4). Dans ce cas, cependant, nous
avons r2(n) = 4r
1(2)
2 (n).
Corollaire (Jacobi). – Notons r4(n) := |{(x1, x2, x3, x4) ∈ Z
4 | n = x21+x
2
2+x
2
3+x
2
4}| pour
tout n ∈ N. Alors
r4(n) = 8
∑
d|n, 4∤d
d.
De´monstration. – L’e´quivalence 2n = (x1 + x2)
2 + (x1− x2)
2 + (x3 + x4)
2 + (x3− x4)
2 ⇔ n =
x21 + x
2
2 + x
2
3 + x
2
4 fournit une preuve bijective que r2(2n) = r2(n) si n est pair, parce que l’on a
automatiquement y1 ≡ y2 ≡ y3 ≡ y4 (mod 2) si 2n = y
2
1 + y
2
2 + y
2
3 + y
2
4 . Si n est impair, alors
exactement un tiers des solutions de 2n = y21+y
2
2+y
2
3+y
2
4 satisfont aux relations y1 ≡ y2 (mod 2)
et y3 ≡ y4 (mod 2), c’est-a`-dire r2(2n) = 3r2(n). Comme 4 ∤ d assure les meˆmes relations pour
le membre de droite, il suffit de de´montrer le corollaire dans le cas n ≡ 4 (mod 8). Dans ce cas,
cependant, nous avons r4(n) = 16r
1(2)
4 (n)+r4(n/4) = 16r
1(2)
4 (n)+r4(n)/3, i.e. r4(n) = 24r
1(2)
4 (n).
Corollaire (Lagrange). – Tout nombre naturel se de´compose en quatre carre´s.
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