High gradient quadrupoles are key components for the coming generation of storage ring based light sources. The typical specifications of these magnets are: almost 100 T=m gradient, half a meter long, and a vertical aperture for the extraction of the x-ray beam. This paper presents the preparation work done at the European Synchrotron Radiation Facility, from the design to the manufacture and measurements of a prototype. It demonstrates the feasibility of such magnets. Different aspects of magnet engineering are discussed, including the study of the main scale factors and the preliminary design, the pole shaping, the impact of mechanical errors, and the magnetic measurements of a prototype with a stretched-wire system.
I. INTRODUCTION
Projects of very high brightness, storage ring-based synchrotron light sources have been launched around the world [1] [2] [3] . In all of these projects the beam emittance is decreased by using a large number of low field dipole magnets, typically seven bends in each arc instead of two or three in the storage rings of the previous generation. These new storage rings must fit existing complexes, including accelerator tunnel and beam lines. The gradient of the strongest quadrupoles of the European Synchrotron Radiation Facility-Extremely Brilliant Source (ESRF-EBS) and of the Advanced Photon Source Upgrade will be close to 100 T=m.
The ESRF is a 6 GeV light source located in Grenoble, France, built in the early 1990's. The brilliance of the ESRF x-ray source is dominated by the horizontal emittance of the electron beam, which is determined by the lattice of the storage ring. The emittance of the present ESRF storage ring is 4 nm rad in the horizontal plane and 5 pm·rad in the vertical plane; the ESRF-EBS project aims to reduce the horizontal emittance to 135 pm·rad. The new ESRF storage ring should be commissioned in 2020.
A schematic view of one ESRF-EBS cell is given in Fig. 1 . The storage ring is composed of 32 cells, i.e. almost 1100 magnets will be built and installed. The ESRF-EBS magnets, including "exotic" dipoles, are briefly described in [4] . The present paper is dedicated to the design of the QF6 and QF8 high gradient quadrupole magnets, with gradients of approximately 90 T=m.
The maximum values of the gradient have been chosen to be compatible with conventional, iron dominated, normal conducting magnet technology. The bore radius of the ESRF-EBS high gradient quadrupoles is r 0 ≈ 12.5 mm, which gives an equivalent pole tip field B eq ¼ r 0 G ≈ 1.1 T with G ¼ 90 T=m. For comparison, the highest equivalent pole tip field in the present ESRF ring is 22 T=m × 33 mm ≈ 0.7 T, and the pole tip field of the high gradient quadrupoles installed in the European XFEL is 100 T=m × 8 mm ≈ 0.8 T.
This "moderate" pole tip field does not mean the poles are not saturated. Indeed, they are saturated and their magnetic polarization is above 1.9 T. One may question the use of normal conducting magnets, instead of superconductors or permanent magnets. Up to now, superconductor magnets are almost absent in light source storage rings (except for a few insertion devices), because of the high heat load of these machines due to synchrotron radiation. Permanent magnets, on the other hand, are very suitable for compact, small aperture, high field designs, but suffer from a reduced tuning range and a decreased field quality in the case the magnets are not iron dominated [5] . Moreover, all of the magnets should be delivered in 2018: the time scale is short and not compatible with the development of permanent magnet solutions.
The field quality was specified on a 7 mm radius good field region (GFR). The maximum values of the field harmonics are given in Table I . These values are for the systematic multipoles coming from the magnet design.
All of the magnets in the ESRF-EBS storage ring shall be compact: the iron-free length of each arc is 5 m and there is only 15 cm free per magnet for fitting the coil ends, the beam position monitors, the bellows of the vacuum chambers, etc. The integration length of the magnets should be shortened as much as possible by a careful design of the coils.
The power consumption is another important design criteria for these magnets. The overall power consumption of the ESRF storage ring should be reduced, and the magnet system is a major contributor to the power losses. The reduction of the power consumption is achieved by designing the coils for low current densities, which has an impact on the compactness of the magnets.
The magnet design is detailed in Sec. II. The scale factors and a preliminary design are presented first (Sec. II B), then the pole shapes are optimized for improving the field quality and reducing the magnetic errors vs current (Secs. II C and II D). The impact of the mechanical errors on the random multipole errors and on the beam dynamics is discussed in Sec. II E. The influence of the fringe field terms on the electron beam is briefly looked at in Sec. II F, as a matter of curiosity. A high gradient quadrupole prototype has been built. The results of the prototype measurements are given in Sec. III.
II. MAGNET DESIGN

A. Simulation tools
The RADIA magnet simulation software is used for the field computation. The RADIA software was developed in the ESRF Insertion Device lab and has been largely used for undulator, wiggler and multipole magnet design [6] [7] [8] [9] [10] [11] . This software does not rely on a finite element method as most of the field computation codes do, but on a boundary integral method. The magnets are described as a set of field sources, i.e. magnetization or currents. In the present version of RADIA, elementary magnetized objects have a uniform magnetization and are modeled as equivalent magnetic charges. The magnetic field and its integral along a straight line can be computed for each field source, at any point, using analytical formulas.
B. Scale factors and preliminary design
Water-cooled accelerator magnets are commonly operated at a moderate current density J ¼ 5 A=mm 2 ; this value results from a compromise between power consumption and magnet compactness. The magnet bore radius is determined by the vacuum chamber and the physical aperture. Then, a rough approximation of the gradient is given by
μ 0 being the magnetic permeability of the vacuum, N the number of conductor turns, I the current and r 0 the magnet bore radius; Eq. (1) is derived from the Ampère theorem, assuming an infinite permeability in the iron, and is no longer valid for the high gradient, nearly saturated quadrupole described in the next paragraphs. The gradient can also be obtained from the conservation of the magnetic flux in the pole (Fig. 2) . Assuming the pole is saturated, one obtains Z
where the notation B Sat ¼ μ 0 M Sat is for the saturated magnetic polarization. The so-called demagnetizing field, which opposes the magnetization, is neglected here. If the pole has a hyperbolic shape, the gradient is The gradient reaches its maximum value at g ≈ ffiffiffiffiffiffiffi ffi 2=3 p r 0 :
Equations (1) and (4) give
It is well known that increasing the gradient implies reducing the magnet apertures. Equation (5) shows that high gradient magnets require less current than lower gradient, larger aperture magnets; the saturated field is simply reached at lower current for a smaller bore radius.
The power consumption of the four quadrupole coils of width w, height h, length L and filling factor λ is
where ρ is the resistivity of the conductor. For a given iron length and total length of the magnet, the length of the coil heads, i.e. the coil width, is fixed: any extra turn would lead to longer coils. The outer radius of the magnet scales linearly with the height h of the coils: r OUT ¼ r þ h where r ≈ r 0 þ r 2 cosðπ=4 − θ 2 Þ þ r 5 represents the bore radius, the radial position of the coils and the thickness of the magnet yoke (see Fig. 3 ). At constant saturation field the outer radius writes
Equations (6) and (7) shows that: (i) the power consumption scales with the current density J, the radius and the saturation magnetization, (ii) the outer radius of the magnet scales with 1=J, (iii) the outer radius scales with 1=P. The current density results from a compromise between the power consumption and the transverse dimensions of the magnet, which has an impact on the mechanical integration, on the mass, on the mechanical resonant frequencies, etc.
The field quality suffers from the reduction of the magnet aperture, leading to higher multipole content for a given mechanical tolerance (the multipole content is defined in the Appendix). Assuming a small geometrical error ε, the Nth multipole field error ΔB N (expressed at the bore radius) varies as
At a given GFR radius, the Nth multipole error on the GFR boundary scales with
The accuracy of the pole shape and the magnet assembly is technologically limited. Equations (8) and (9) show that for a given production technology, high gradient, low aperture quadrupoles are subject to higher multipole content than moderate gradient magnets.
Let us now study the impact of the main magnet geometrical parameters on the magnet performances. Until the end of this section, we will present the preliminary design of a 44 T integrated field gradient magnet, with a 12.5 mm bore radius, and a 11 mm gap between poles.
At constant integrated field gradient, a shorter magnet shall produce a higher gradient. If the magnet saturates, the excitation current increases much faster than the gradient and the power consumption may become extremely high. This effect is difficult to express with a simple analytical equation because of the nonlinear shape of the MðHÞ curve of the material, but can be checked easily with any simulation software. This is shown in Fig. 4(a) . The prototype is operated at a slightly saturated working point; it would be possible to design a shorter length, higher gradient quadrupole at the price of an increased power consumption. The mass of the magnet passes through a minimum [ Fig. 4(b) ]. For shorter length, the Ampère turns increase rapidly, leading to a large magnet cross section. HIGH GRADIENT QUADRUPOLES FOR LOW … PHYS. REV. ACCEL. BEAMS 19, 052401 (2016) 052401-3
It is useful to introduce the magnetic efficiency
where s is the longitudinal coordinate. The pole taper, defined by the angle θ 2 and the radius r 2 , impacts on the magnetic efficiency. Let us start by varying the taper angle θ 2 , while keeping constant r 2 ¼ 80 mm. Figure 5 shows the magnetic efficiency for different taper angles. At low taper angles, θ 2 < 10°, the magnetic efficiency is degraded by the strong flux leakage between the poles, which are close to each other all along the taper. At large taper angles, θ 2 > 30°, the saturation of the poles is stronger due to their reduced cross section, so the magnetic efficiency goes down. A moderate taper angle θ 2 ¼ 20°has been chosen, leading to an almost optimized efficiency. If the angle is set to this optimum value, the taper radius r 2 has a small impact on the efficiency. Figure 6 shows the magnetic efficiency vs the coil taper angle, for different values of the pole taper radius r 2 . The magnetic efficiency passes through a maximum value which depends on the pole taper radius. For large pole taper radius, the optimum value is reached at θ 3 ¼ 45°, i.e. for a straight coil. The efficiency is reduced by only 2 percent when the pole taper radius is increased from 40 to 80 mm. The value of r 2 has been set to 80 mm to facilitate the insertion of the electron beam vacuum chamber. The radius r 1 has a small impact on the magnetic efficiency ( Fig. 7) . Increasing slightly the r 1 radius facilitates the quality control of the magnet assembly.
The main design parameters of the high gradient quadrupoles are given in Table II . The coil of the prototype magnet is tapered with a 20°angle. The larger r 1 radius of the serial magnets allows the design of a straight coil. The parameters r 3 and r 4 are not critical for the optimization of the magnetic efficiency. They are a function of the number of coil turns and coil layers. The number of coil layers is limited by the required longitudinal compactness of the magnet: any additional layer increases the insertion length. The number of coil layers has been set to four, leading to a 484 mm iron length, 545 mm long magnet. The coil design relies on basic electrical engineering and is not presented in detail in this paper. The main coil parameters are shown in Table III . The low power of the magnet is driven by the reduced current density. According to Eq. (6), the same magnet would dissipate 2.9 kW at 5 A=mm 2 current density and 5.8 kW at 10 A=mm 2 . Let us compare the parameters in Table III and Table III are given at the nominal excitation NI ¼ 7007 A·turns. The conversion to NI ¼ ðNIÞ Sat is straightforward.) Figure 8 shows the evolution of the gradient with the gap between poles, according to Eq. (3) and from a 3D model. As already indicated and as expected, the gradient obtained from the analytical expression is overestimated. The gradient passes through a maximum, as predicted by Eq. (3). The optimum gap is 10.2 mm for the analytical model and 12 mm for the 3D model. It should be mentioned here that the homogeneity of the field gradient is expected to be better at small gaps. The correction of the field errors induced by the severe truncation of the poles is discussed in the next section. The magnet outer radius can be computed with Eq. (7) and the magnet parameters, leading to a 280 mm magnet radius at 3.25 A=mm 2 , a 240 mm radius at 5 A=mm 2 and a 200 mm radius at 10 A=mm 2 , assuming a λ ¼ 0.66 coil filling factor. The width of the prototype magnet is 606 mm, which is close to the 2 × 280 mm estimation given by Eq. (7).
C. Pole shaping algorithm
In the previous paragraphs, the magnet has been optimized disregarding the quality of the magnetic field, i.e. the homogeneity of the integrated gradient and the spurious field harmonics (field harmonics and associated notations are defined in Appendix). For practical reasons, a 11 mm vertical gap between poles is needed for the integration of the electron beam vacuum chamber. This vertical gap has a strong effect on the field quality. Considering a 7 mm radius good field region (GFR) and a ρ 0 ¼ 7 mm reference radius, the gradient inhomogeneity reaches 1.8% and the systematic 12-poles reaches 32 × 10 −4 of the quadrupole component without specific pole shaping. These values are 1 order of magnitude above the specifications.
Finding a pole shape that optimizes the homogeneity of the integrated field is a so-called inverse problem. Different pole shapes may lead to almost the same field quality. Even if it is possible to design simple shims by manually varying one or two parameters on a magnet model, it is much more efficient to use a pole shaping algorithm.
Magnet optimization algorithms have been developed for a few decades and have been applied to optimize the homogeneity of particle accelerator magnets, nuclear resonance and magnetic resonance imaging magnets [12] [13] [14] [15] . At the ESRF, an important effort has been made to improve the time efficiency of magnetic field computations and shape optimization [8, 16] .
The pole shaping algorithm is briefly described below (the interested reader may find more details in the conference paper [16] ). The main parts of the algorithms are the cost function, which depends on the field quality and other constraints (gradient strength, vertical gap between the poles, etc.), the parameters of the magnet models, and the optimization routine, which is based on a regularized descent method. As the optimization procedure starts with a fairly satisfactory magnet, it is assumed that finding the local minimum of a cost function is sufficient. This assumption is of prior importance because it allows us to restrict our study to descent methods and to exclude time consuming metaheuristics like simulated annealing or genetic algorithms.
Cost function
The 2D multipoles introduced in Appendix are suitable for the expression of the field quality. One can define a target multipole vector C 0 ¼ ð0; ρ 0 R Gds; 0; …0Þ where ρ 0 is the radius of the good field region. The multipole errors are given by
Without any constraint on the vertical gap between poles, the algorithm tends to use all the space available: this may lead to a closure of the pole gap. This issue can be corrected by implementing a barrier function with high values if the gap is below the specifications or low values in the other case. In practice, it was implemented by an exponential function and stacked to the multipole errors:
where α and β are trimming parameters and g 0 is the reference gap. (A simple alternative to the use of a barrier function would be to define geometrical limits and to "saturate" the position of the profile points if necessary [8, 15] .)
Parametrization of the pole shape
The pole shape can be simply parametrized by deviations from a reference hyperbolic profile:
Here, the parameters ðξ k ; ψ k Þ give the deviation of the profile to the reference shape. This parametrization has some limitations. The discretization depends on the number of points to optimize, and a smooth shape would imply the optimization of a large number of points. But if the points are close to each other, the displacement of two neighboring points will have almost the same signature on the cost function: the problem is ill conditioned. This difficulty can be solved by expressing the ðξ k ; ψ k Þ as a sum of smooth functions. Legendre polynomials have been used in the present work. The pole shape parameters are expressed as
where α l and β l are the pole shape parameters and the P l are the Legendre polynomials. The pole smoothness is handled by the maximum polynomial order L. This parametrization and the trivial one described above have also both been used for the study of the mechanical tolerances.
Regularized descent method
A Gauss-Newton algorithm was used. The optimization problem is linearized by computing the Jacobi matrix, and iterating a few times. Let ζ n be a parameter of the pole shape, with e.g. ζ n≤L ¼ α n and ζ n>L ¼ β n−L ; and ζ ¼ ðζ 1 ; …; ζ 2L Þ. The value of the parameters at the kth iteration are
Here, J k is the Jacobi matrix at iteration k, Jk T is the transpose of J k and J k þ is its pseudoinverse. In practice, the J k matrix is ill conditioned and the algorithm diverges rapidly. This issue was overcome by using a singular value decomposition of the matrix J k :
where 
D. Optimization results
The shape optimization routine was run on the ESRF cluster with ten CPUs. Good results were obtained after 15 minutes (i.e. 150 minutes with one CPU) and five iterations [16] , which is pretty fast for the optimization of a 3D model. Figure 9 and Table IV show two pole profiles obtained with different optimization parameter settings. At nominal current, the field quality is within the specifications and is almost the same for both profiles (Table V) . Figure 10 shows the evolution of the 12-pole with the excitation current. The b 6 of the quadrupole with sharp poles (Profile 1) is almost independent of the current. This is not the case with Profile 2: this magnet has been optimized at a given excitation, and the iron saturation makes the gradient homogeneity unacceptable at any other current. with Profile 2. Figure 11 shows the magnetization in the pole. As expected, the outer parts of the pole saturate at lower excitation than the pole shapes: this generates the 12-pole term. This 12-pole term is partially compensated by the saturation of the spike located in the central part of the pole. It is a common practice to drill a hole above the pole profile, all along the magnet [17] . The saturation of the central part of the pole is increased by the hole and the effect is similar to the 12-pole compensation scheme described above. The correction presented here has the following advantages: it is compatible with solid iron magnets, and we add magnetic material instead of drilling a hole-thus we can expect a higher field and gradient. Figure 12 shows the excitation curve of the magnet. At nominal current, the magnet is clearly saturated: the gradient is 14% below its value interpolated from the linear part of the curve. This is not a big issue, because (i) the sensitivity of the field quality to the current is low and (ii) the power consumption is low due to the small bore radius and the rather low current density.
E. Mechanical tolerances
High gradient quadrupoles are more sensitive to mechanical errors than lower gradient magnets due to their reduced aperture, as shown in Eqs. (8) and (9) . The mechanical tolerances that can be achieved on a magnet series depends on the manufacturing method, on the quality control, on the rejection rate, etc. Considering the 0.5 m length of ESRF-EBS high gradient magnets, it is assumed that a tolerance of AE0.040 mm (including pole shapes and pole locations) can be reached with a reasonable effort but AE0.020 mm is much more difficult and expensive. The impact of the mechanical tolerances on the gradient errors, and finally on the beam dynamics, has been studied in detail.
The impact of some mechanical errors have been studied analytically by Halbach [18, 19] . A numerical approach is presented here. Two types of random mechanical errors have been considered: random errors on the pole profiles, and random errors on the positions of the poles. The effect of the displacement of the magnetic center is neglected here, assuming that the magnets are magnetically measured and fiducialized.
Using the notations introduced in Sec. II C 2, the imperfect pole i is described as (X k þ δx ki , Y k þ δy ki ). The pole shape errors of a magnet are characterized by the random vector ðδx S 11 ; …; δx S K4 ; δy S 11 ; …; δy S K4 Þ while the pole displacements are modeled by δx D ki ¼ δx D i and
One may argue that independent values for the δx ki and the δy ki would consist of adding a white random noise to the pole shape, which does not represent accurately the machining errors. Indeed, the pole shape errors can be modeled by a sum of functions with random coefficients, as indicated in the Sec. II C 2. For the same mechanical tolerances, it is expected that a "smoother" error profile would lead to an increase of the lower order multipoles and a decrease of the higher order multipoles. Only the "white noise" error case will be presented in this paper. In this case, it is assumed that the errors are distributed according to uniform distributions δW S ∼ Uð−tol=2; tol=2Þ and δW D ∼ Uð−tol=2; tol=2Þ. The standard deviations σða n Þ and σðb n Þ of the multipole coefficients are then estimated with a Monte Carlo method. A set of imperfect magnets is generated assuming the above error distributions, and the multipole content of these imperfect magnets is used to estimate σða n Þ and σðb n Þ. The random errors expected for the optimized pole profiles obtained in the previous paragraph are given in Table VI . Figure 13 shows the contribution of the pole shape and the pole displacement errors, assuming equal tolerances of both error types (in practice, for AE0.040 mm global tolerances, the pole shape errors are expected to be smaller than AE0.020 mm). The contributions of the two types of errors are similar for the low order multipoles, then the multipole content is dominated by the pole shapes errors. It should be noted that the 10-pole and 18-pole are induced by pole shape errors only.
The impact of these random multipole errors on the electron beam dynamics has been studied by tracking simulations. The dynamic aperture and the beam lifetime has been computed for different values of tolerance (Table VII) . The effect of increasing the mechanical tolerances from AE0.020 mm to AE0.040 mm is almost negligible; this means that the aperture and the lifetime are dominated by other errors, namely alignment errors and main multipole strength errors [20] .
Following these results, the mechanical tolerances of the series magnets was set to AE0.040 mm. Considering the 0.5 m length of the magnet, this is a standard tolerance that can be reached with classical mechanical methods like lamination stacking or machining. However, a prototype with AE0.020 mm tolerance was built for exploring the technology limitations. The measurements done on this prototype are presented in Sec. II F.
F. Longitudinal field and fringe field
Using the notations introduced in Appendix, the tangential component of the 3D field multipole terms are given by
in the case the k np are purely imaginary numbers, i.e. there is no skew component. Figure 14 shows the evolution of the integral of first multipoles along the quadrupole. It indicates the b 6 term is mainly an extremity effect that is not perfectly compensated by the pole shape, while the b 10 and the b 14 are induced by the pole shape (or, said differently, by the large gap between the poles). One should notice the agreement between Table V and Fig. 14. The profile of the poles have been optimized considering only the integrated field multipoles. The first n ¼ 2 terms, with quadrupole symmetry, are shown in Fig. 15 . The contribution of the terms p > 0 to the integral of the field along a straight line is null. However, these terms generate a small bump, which may have an impact on the beam dynamics. In the horizontal symmetry plane, the field of a normal quadrupole writes Fig. 9 . 
FIG.
13. Standard deviation of the multipoles σ n ¼ ½σða n Þ þ σðb n Þ=2, expressed at 7 mm. The tolerances are AE0.020 mm for the shape tolerances, AE0.020 mm for the pole displacements and AE0.040 mm for the complete magnet. 
The amplitude of the bump generated by the third order term in Eq. (16) is
This induces an error on the integrated magnetic field:
The effect of the fringe field depends on the longitudinal profile k 20 of the gradient. For the same integrated gradient, the errors are 2π 1=2 ≈ 3.5 times higher for a rectangular profile, compared to a Gaussian profile.
The same arguments applied to the radial field lead to an angular excursion Δθ and to a similar expression of the integrated field:
For the present design, the integrated field error induced by the fringe field is
These two errors are low, but the radial component is not far below the systematic errors induced by the pole shapes.
The approach used here is rather qualitative and should not be used for accurate beam dynamics computations. Hamiltonian descriptions of the fringe field effects are available in the literature, see for instance [21] . However, we believe the present description is quite intuitive and easy to understand. In a relatively recent paper, Baartman developed a quadrupole with longitudinally shaped poles for decreasing the fringe field aberrations [22] . Equation (20) shows extruded poles are adequate for long, high gradient quadrupoles to be used for focusing 6 GeV electrons.
III. PROTOTYPE AND MEASUREMENTS
A 86 T=m nominal gradient magnet prototype has been built and measured. The main parameters of this magnet are given in Table II . Figure 16 shows the prototype installed on a measurement bench. It was manufactured by industry in a build-to-print approach. The mechanical tolerances were set to AE0.020 mm. The yoke was made with four massive poles and two massive spacers on the sides; it was foreseen to install C-shaped spacers on the final design in order to allow space for the x-ray beam ports. The magnet was made in AISI 1010 steel. The four poles, with the spacers installed, were machined independently with a five axis computed numerical control machine. Better results would be obtained with wire erosion of the assembled yoke, but the magnet length was not compatible with this type of machining. It should be mentioned that the assembled magnet was within the mechanical tolerances, but cost and the machining time were prohibitive for series production.
The magnet was measured with a stretched wire bench [23] . The measurement method is simple: a wire is moved along circular trajectories within the magnet aperture, and the induced voltage is measured and analyzed. The main difficulty in this measurement method is the accuracy of the motion, which is improved by an interferometric measurement of the linear stage scales and by a fine-tuning of their angle. Stretched wire benches are suitable for any kind of integral field measurement: field and gradient strength, higher order multipoles and magnetic axis characterization. The measurement uncertainties can be estimated statistically (i.e. the uncertainties are type A uncertainties according to the guide to the expression of uncertainty in measurement [24] ). The repeatability of the measurements is obtained with usual methods: the same measurements are repeated several times, which enables the estimation of a standard deviation. The systematic errors can also be estimated. The range of the linear stages used for positioning the wire is a few times larger than the magnet aperture: measuring the same magnet with different transverse and vertical offsets leads to different wire position errors. The standard deviation of the systematic errors has been estimated with this method, and these errors are 1 order of magnitude higher than the repeatability errors. The error bars shown in the graphs have been estimated with this method.
The magnet gradient is shown in Fig. 17 . The 86 T=m nominal gradient is reached at 87 A and a 96 T=m gradient was measured at 110 A, which was the maximum current of the power supply. (One may notice that the gradient indicated in Fig. 1 is 91 T=m, and not 86 T=m, which was the value at the time the prototype was designed. The magnet has been redesigned for a higher gradient and the measurements presented in Fig. 17 make us confident in the simulations.)
The measured higher order multipoles of the high gradient prototype are shown in Fig. 18 . The measured normal multipoles agree with the simulation, except for the sextupole term, which was not allowed by the symmetry of the model. According to Fig. 13 , the 10-pole terms should be zero in the case the poles are identical. The observation of a non-negligible 10-pole is a signature of the pole profile errors.
IV. CONCLUSION
High gradient quadrupoles are expected to be installed in the next generation of light sources. The pole tip field of these quadrupoles is higher than usual, leading to a saturation of the yoke. However, this saturation is not so detrimental: the power consumption is kept to reasonable values at the price of the slight increase of transverse dimensions, and the field quality is correct within a wide current range thanks to the optimized shape of the poles.
Due to their small aperture, high gradient quadrupoles have an increased sensitivity to mechanical errors. Random multipole errors have been computed for two 
FIG. 18.
Higher order multipoles of the high gradient quadrupole prototype at 90 A and expressed at 7 mm radius. Circular measurements at different radii, ranging from 5 mm up to 12 mm, have been combined for measuring the multipoles. The standard deviations have been computed at only one radius, which is a pessimistic case. The dipole and quadrupole terms are not shown. The simulations are for interpole distances with errors equal to AE0.020 mm (depending on the pole), with a symmetry that does not allow sextupole terms.
manufacturing methods: stacking of laminations, leading to AE0.040 mm tolerances on the magnet assembly, and fine machining of solid iron poles, for which AE0.020 mm tolerances were assumed. Beam dynamics computations have shown that the electron beam lifetime and the dynamic aperture are not highly affected by the mechanical errors (i.e. they are dominated by other errors: alignment, strength, etc.) and the AE0.040 mm mechanical tolerances are sufficient for these magnets.
A prototype has been built and measured. The mechanical tolerances of the prototype were specified to AE0.020 mm. The tolerances were reached, but the machining time was long and the cost was not suitable for mass production. It was measured at the ESRF. A 86 T=m gradient was obtained at nominal current, in good agreement with the simulation results. The measured field quality was compatible with the mechanical tolerances, assuming the largest tolerable errors are reached.
This work has demonstrated the feasibility of such high gradient quadrupoles for mass production. The scale factors presented in Sec. I have a beneficial impact on the cost: high gradient quadrupoles have a small aperture, so they are compact. The poles are saturated at relatively low amp turns, so the power consumption is reasonable. The procurement of 135 high gradient quadrupoles has started. The specifications allowed both standard lamination stacking, lamination stacking with final machining, and machining of solid iron blocks (the mechanical tolerances is AE0.040 mm for the series). It should be noted that the best offers were for the machining of solid iron blocks.
APPENDIX: HARMONIC FIELD EXPANSIONS AND FIELD MULTIPOLES
It is a common practice to express the magnetic field of accelerator magnets as a sum of harmonic functions. Accelerator magnet designers are familiar with 2D circular multipoles. The theory of this simple field expansion, and the notations used in the following of this paper, are briefly covered in the next paragraph. Cylindrical circular multipoles are a useful tool for the investigation of the fringe fields. These multipoles are introduced at the end of this section.
2D circular multipoles
In accelerator magnets, the region of interest is free of current and magnetic material: the Maxwell equations simplify to ∇ · B ¼ 0 and ∇ × B ¼ 0. In 2D, the field components in Cartesian coordinates satisfy the CauchyRiemann equations. The complex field B ¼ B Y þ i B X is an analytic function of the complex variable z ¼ x þ iy, where x (respectively y) is the horizontal (respectively vertical) coordinate. The Taylor series of the complex field writes, using common magnet design notations,
where ρ 0 is a reference radius and the b n and a n are the so-called normal and skew multipole coefficients. The multipole coefficients are normalized to one for the quadrupole component. If the coordinate system is aligned on the magnetic symmetry plane, one has ða 2 ; b 2 Þ ¼ ð0; 1Þ. The quadrupole strength is defined as G ¼ ℬ=ρ 0 . The multipole coefficients are usually derived from the Fourier transform of a set of field values sampled at equally spaced intervals on a circle of radius ρ 0 . More generally, the complex field at given arbitrary points is linked to the first multipole coefficients by the matrix relation 
This expression of the multipole coefficients has been introduced for magnetic measurements [20] and is also useful for the optimization of magnets with noncircular GFR.
3D circular cylinder multipoles
The theory of circular cylinder multipoles has been presented many times. A detailed and well written presentation of this field expansion can be found in Davies's paper [25] . The main results are summarized in this paragraph.
The magnetic field derives from a scalar potential because the volume of interest is free of currents and equivalent magnetic charges. 
The k np terms in this equation can be computed from a 2D Fourier transform of a set of field values, sampled on the surface of a reference cylinder [25] . The k np 's have the following properties (the proofs can be found in the above references). The only terms with nonzero integral over s are the terms k n0 ðsÞ. Moreover, all of the terms can be deducted from the p ¼ 0 terms: 
