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Abstract. Recursive matrices are ubiquitous in combinatorics, which have been exten-
sively studied. We focus on the study of the sums of 2 × 2 minors of certain recursive
matrices, the alternating sums of their 2 × 2 minors, and the sums of their 2 × 2 perma-
nents. We obtain some combinatorial identities related to these sums, which generalized
the work of Sun and Ma in [Electron. J. Combin. 2014] and [European J. Combin. 2014].
With the help of the computer algebra package HolonomicFunctions, we further get some
new identities involving Narayana polynomials.
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1. Introduction
Shapiro’s Catalan triangle, defined by B = (Bn,k)n≥k≥0 with Bn,k = k+1n+1
(
2n+2
n−k
)
[20,
A039598], appears in various combinatorial settings [2, 17, 18, 19] and has been paid a lot
attention in combinatorics and number theory [3, 8, 11, 12, 14, 15, 23, 24, 25]. Table 1.1
illustrates this triangle for n and k up to 5.
n/k 0 1 2 3 4 5
0 1
1 2 1
2 5 4 1
3 14 14 6 1
4 42 48 27 8 1
5 132 165 110 44 10 1
Table 1.1. The first values of Bn,k.
Define another infinite lower triangle X = (Xn,k)n≥k≥0, based on the triangle B as
follows,
Xn,k = det
(
Bn,k Bn,k+1
Bn+1,k Bn+1,k+1
)
.
1Corresponding author: Yidong Sun.
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Table 1.2 illustrates the triangle X for n and k up to 4. Sun and Ma [24] observed a
curious property of the triangle X , namely, the row sums have close relation with the first
column of the triangle B.
n/k 0 1 2 3 4 row sums
0 1 1 = 12
1 3 1 4 = 22
2 14 10 1 25 = 52
3 84 90 21 1 196 = 142
4 594 825 308 36 1 1764 = 422
Table 1.2. The first values of Xn,k and the row sums.
Note that Shapiro’s Catalan triangle is a special class of recursive matrices, which were
introduced by Aigner [1] in the study of Catalan-like numbers. Hence it is natural to
consider whether similar phenomena would happen to other recursive matrices. Following
Aigner, we say that A is a recursive matrix if A = Aσ,τ = (An,k)n≥k≥0 for some pair of
sequences σ = (σ0, σ1, σ2, . . .) and τ = (τ1, τ2, τ3, . . .) with τi 6= 0 for each i ≥ 1, where
A0,0 = 1, A0,k = 0, (k > 0),(1.1)
An,k = An−1,k−1 + σkAn−1,k + τk+1An−1,k+1, (n ≥ 1).
It is well known that each entry An,k admits a weighted partial Motzkin path interpreta-
tion, see [1, 10, 16]. Using the weighted partial Motzkin paths, Sun and Ma [24] obtained
the following general result.
Theorem 1.1. For any integers n, r ≥ 0 and m ≥ ℓ ≥ 0, setMr = min{n+r+1,m+r−ℓ}.
If (An,k)n≥k≥0 is the recursive matrix Aσ,τ corresponding to σ = (x, y, y, . . .) and τ =
(1, 1, 1, . . .), namely, σ0 = x, σi = y, τi = 1 for any i ≥ 1, then we have
Mr∑
k=0
det
(
An,k Am,k+ℓ+1
An+r+1,k Am+r+1,k+ℓ+1
)
=
r∑
i=0
An+i,0A
∗
m+r−i,ℓ.(1.2)
where A∗n,k denotes An,k in the x = y case.
For x = y = 2, m = n and r = ℓ = 0, the above theorem reduces to the aforementioned
observation for Shapiro’s Catalan triangle. Sun and Ma [23] also obtained a similar result
for the permanent case.
Theorem 1.2. If (An,k)n≥k≥0 is the recursive matrix Aσ,τ corresponding to σ = (y, y, y, . . .)
and τ = (1, 1, 1, . . .), then for any integers m,n, r with m ≥ n ≥ 0 we have
m∑
k=0
per
(
An,k An+r,k+1
Am,k Am+r,k+1
)
= Am+n+r,1 +Hn,m(r),(1.3)
where per(A) denotes the permanent of a square matrix A, and
Hn,m(r) =


∑r−1
i=0 An+i,0Am+r−i−1,0, if r ≥ 1,
0, if r = 0,
−∑|r|i=1An−i,0Am−|r|+i−1,0, if r ≤ −1.
When the parameters (x, y) are specialized, Theorems 1.1 and 1.2 can produce many
combinatorial identities related to Catalan numbers, Motzkin numbers and other com-
binatorial sequences [23, 24]. Despite this, there still have many classical combinatorial
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triangles do not fall into the above framework. For example, if we consider the triangu-
lar array S = (sn,k)n≥k≥0 [20, A110440] formed by the little Schro¨der numbers by the
following recurrence
sn,k = sn−1,k−1 + 3sn−1,k + 2sn−1,k+1,(1.4)
with sn,n = 1 for n ≥ 0 and sn,k = 0 for n < k or n, k < 0. Table 1.3 illustrates the
triangle S for n and k up to 5. The leftmost column s(n, 0) is the sequence of the little
Schro¨der numbers sn [20, A001003].
n/k 0 1 2 3 4 5
0 1
1 3 1
2 11 6 1
3 45 31 9 1
4 197 156 60 12 1
5 903 785 360 98 15 1
Table 1.3. The first values of sn,k.
Let L = (Ln,k)n≥k≥0 be the infinite lower triangles defined on the triangle S by
Ln,k = det
(
sn,k sn,k+1
sn+1,k sn+1,k+1
)
.
Table 1.4 illustrates the triangle L for small n and k up to 4, together with the weighted
row sums. It indicates that the weighted row sums have close relation with the first column
of the triangle S.
n/k 0 1 2 3 4 weighted row sums
0 1 1× 1 = 1
1 7 1 7× 1 + 1× 2 = 32
2 71 23 1 71× 1 + 23× 2 + 1× 4 = 112
3 913 456 48 1 913× 1 + 456× 2 + 48× 4 + 1× 8 = 452
4 13777 9060 1560 82 1 13777× 1 + 9060× 2 + 1560× 4 + 82× 8 + 1× 16 = 1972
Table 1.4. The first values of Ln,k and the weighted row sums.
Motivated by the above phenomenon, we further study the weighted sums of 2 × 2
minors and 2×2 permanents of recursive matrices. We obtain the following results, which
generalize Theorem 1.1 and Theorem 1.2 respectively.
Theorem 1.3. For any integers n, r ≥ 0 and m ≥ ℓ ≥ 0, setMr = min{n+r+1,m+r−ℓ}.
If (An,k)n≥k≥0 is the recursive matrix Aσ,τ corresponding to σ = (x, y, y, . . .) and τ =
(z, z, z, . . .), then we have
Mr∑
k=0
zk det
(
An,k Am,k+ℓ+1
An+r+1,k Am+r+1,k+ℓ+1
)
=
r∑
i=0
An+i,0A
∗
m+r−i,ℓ.(1.5)
where A∗n,k denotes An,k in the x = y case.
Theorem 1.4. If (An,k)n≥k≥0 is the recursive matrix Aσ,τ corresponding to σ = (y, y, y, . . .)
and τ = (z, z, z, . . .), then for any integers m,n, r with m ≥ n ≥ 0 we have
m∑
k=0
zkper
(
An,k An+r,k+1
Am,k Am+r,k+1
)
= Am+n+r,1 +Hn,m(r),(1.6)
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where
Hn,m(r) =


∑r−1
i=0 An+i,0Am+r−i−1,0, if r ≥ 1,
0, if r = 0,
−∑|r|i=1An−i,0Am−|r|+i−1,0, if r ≤ −1.
The remainder of this paper is organized as follows. Section 2 will be devoted to proving
Theorems 1.3 and 1.4. In Section 3, we study the recursive matrix Aσ,τ corresponding
to σ = (z + 1, z + 1, z + 1, . . .) and τ = (z, z, z, . . .), and give an expression of some
weighted sums of its 2 × 2 minors in terms of Narayana polynomials. In Section 4, we
evaluate the weighted sums of 2× 2 minors of the recursive matrix Aσ,τ corresponding to
σ = (x, y, y, . . .) and τ = (0, 0, 0, . . .).
2. Proofs of Theorems 1.3 and 1.4
The main objective of this section is to prove Theorems 1.3 and 1.4. We also give some
of their corollaries. Before proving Theorems 1.3 and 1.4, let us first note the following
useful lemma.
Lemma 2.1. If z 6= 0, then we have
An,k = z
n−k
2 A¯n,k,(2.1)
where (An,k)n≥k≥0 is the recursive matrix Aσ,τ corresponding to σ = (x, y, y, . . .) and
τ = (z, z, z, . . .), and (A¯n,k)n≥k≥0 is the recursive matrix A¯σ,τ corresponding to σ =
( x√
z
, y√
z
, y√
z
, . . .) and τ = (1, 1, 1, . . .).
Proof. By definition, it suffices to show that the matrix (z
n−k
2 A¯n,k)n≥k≥0 also satisfies the
following recurrence relation:
z
0
2 A¯0,0 = 1, z
−k
2 A¯0,k = 0 (k > 0),(
z
n
2 A¯n,0
)
= x
(
z
n−1
2 A¯n−1,0
)
+ z
(
z
n−2
2 A¯n−1,1
)
, (n ≥ 1),(
z
n−k
2 A¯n,k
)
=
(
z
n−k
2 A¯n−1,k−1
)
+ y
(
z
n−k−1
2 A¯n−1,k
)
+ z
(
z
n−k−2
2 A¯n−1,k+1
)
, (n, k ≥ 1).
Since z 6= 0, the above recurrence relation is equivalent to
A0,0 = 1, A0,k = 0, (k > 0),
An,0 =
x√
z
An−1,0 +An−1,1, (n ≥ 1),
An,k = An−1,k−1 +
y√
z
An−1,k +An−1,k+1, (n, k ≥ 1).
Again by definition, this is just the recurrence satisfied by the matrix (An,k)n≥k≥0. ✷
Now we are able to prove Theorem 1.3.
Proof of Theorem 1.3. Since both sides of (1.5) are polynomials in z, it suffices to prove
(1.5) for any z 6= 0. Let A∗n,k = An,k and A¯∗n,k = A¯n,k when x = y. For the left hand side
of (1.5), by Lemma 2.1 we have
(LHS) of (1.5) =
Mr∑
k=0
zk det

 z n−k2 A¯n,k zm−k−ℓ−12 A¯m,k+ℓ+1
z
n+r+1−k
2 A¯n+r+1,k z
m+r−k−ℓ
2 A¯m+r+1,k+ℓ+1


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= z
n+m+r−ℓ
2
Mr∑
k=0
det
(
A¯n,k A¯m,k+ℓ+1
A¯n+r+1,k A¯m+r+1,k+ℓ+1
)
= z
n+m+r−ℓ
2
r∑
i=0
A¯n+i,0A¯
∗
m+r−i,ℓ (by Theorem 1.1)
=
r∑
i=0
(
z
n+i
2 A¯n+i,0
)(
z
m+r−i−ℓ
2 A¯∗m+r−i,ℓ
)
=
r∑
i=0
An+i,0A
∗
m+r−i,ℓ (by Lemma 2.1),
which is just the right hand side of (1.5). This completes the proof. ✷
Taking x = y = 3, z = 2 and r = ℓ = 0 in Theorem 1.3, we immediately obtain the
following result, which answers the aforementioned phenomenon when m = n.
Corollary 2.2. For any integers n,m ≥ 0, there holds
m∑
k=0
2k det
(
sn,k sm,k+1
sn+1,k sm+1,k+1
)
= snsm,
where sn is the n-th little Schro¨der number, and sn,k is defined by (1.4).
We proceed to prove Theorem 1.4 in the same way as Theorem 1.3 is proved.
Proof of Theorem 1.4. Since both sides of (1.6) are polynomials in z, it suffices to prove
(1.6) for any z 6= 0. Let (A¯n,k)n≥k≥0 denote the recursive matrix A¯σ,τ corresponding to
σ = ( y√
z
, y√
z
, y√
z
, . . .) and τ = (1, 1, 1, . . .). Thus by Lemma 2.1 we have
(LHS) of (1.6) =
Mr∑
k=0
zkper

 z n−k2 A¯n,k z n+r−k−12 A¯n+r,k+1
z
m−k
2 A¯m,k z
m+r−k−1
2 A¯m+r,k+1


= z
n+m+r−1
2
Mr∑
k=0
per
(
A¯n,k A¯n+r,k+1
A¯m,k A¯m+r,k+1
)
= z
n+m+r−1
2
(
A¯m+n+r,1 + H¯n,m(r)
)
(by Theorem 1.2),
where
H¯n,m(r) =


∑r−1
i=0 A¯n+i,0A¯m+r−i−1,0, if r ≥ 1,
0, if r = 0,
−∑|r|i=1 A¯n−i,0A¯m−|r|+i−1,0, if r ≤ −1.
By Lemma 2.1 it is routine to verify that
z
n+m+r−1
2
(
A¯m+n+r,1 + H¯n,m(r)
)
= Am+n+r,1 +Hn,m(r).
This completes the proof. ✷
Taking y = 3, z = 2 and r = 0 in Theorem 1.4, we immediately obtain the following
result.
6 COMBINATORIAL IDENTITIES RELATED TO 2× 2 SUBMATRICES OF RECURSIVE MATRICES
Corollary 2.3. For any integers m ≥ n ≥ 0, there holds
m∑
k=0
2kper
(
sn,k sm,k+1
sn+1,k sm+1,k+1
)
= sm+n,1,
where sn,k is defined by (1.4).
3. The recursive matrix A(z+1,z+1,z+1,...),(z,z,z,...)
In this section we aim to study certain weighted sums of 2× 2 minors of the recursive
matrix A(z+1,z+1,z+1,...),(z,z,z,...).
Let us first determine the entries of A(z+1,z+1,z+1,...),(z,z,z,...) explicitly. To this end, we
note a connection between recursive matrices and Riordan arrays, see also [4, 5]. Recall
that a Riordan array, denoted (g(v), f(v)), is an infinite lower triangular matrix R =
(Rn,k)n≥k≥0 with nonzero entries on the main diagonal, such that Rn,k = [vn]g(v)(f(v))k
for n ≥ k, where g(v) = 1 + g1v + g2v2 + · · · and f(v) = f1v + f2v2 + · · · with f1 6= 0 are
two formal power series. The Riordan array R = (Rn,k)n≥k≥0 = (g(v), f(v)) can also be
characterized by the following recurrence relations
R0,0 = 1, R0,k = 0, (k > 0),
Rn,0 = z0Rn−1,0 + z1Rn−1,1 + z2Rn−1,2 + · · · , (n ≥ 1),
Rn,k = a0Rn−1,k−1 + a1Rn−1,k + a2Rn−1,k+1 + · · · , (n, k ≥ 1),
and moreover
g(v) =
1
1− vZ(f(v)) ,(3.1)
f(v) = vA(f(v)),(3.2)
where
A(v) = a0 + a1v + a2v
2 + · · · ,
Z(v) = z0 + z1v + z2v
2 + · · · .
Thus R is uniquely determined by A(v) and Z(v). For more information on Riordan
arrays, see [6, 18, 19, 21]. We have the following result.
Lemma 3.1. The recursive matrix A(x,y,y,...),(z,z,z,...) is a Riordan array (g(v), f(v)), where
f(v) =
1− yv −
√
(1− yv)2 − 4zv2
2zv
,(3.3)
g(v) =
1− 2xv + yv −
√
(1− yv)2 − 4zv2
2(y − x)(1− xv)v + 2zv2 .(3.4)
Proof. By definition the recursive matrix A(x,y,y,...),(z,z,z,...) = (An,k)n≥k≥0 satisfies the
following recurrence:
A0,0 = 1, A0,k = 0, (k > 0),
An,0 = xAn−1,0 + zAn−1,1, (n ≥ 1),
An,k = An−1,k−1 + yAn−1,k + zAn−1,k+1, (n, k ≥ 1).
Comparing the above recurrence with the recurrence relation satisfied by a Riordan array,
it is clear that A(x,y,y,...),(z,z,z,...) is a Riordan array with
A(v) = 1 + yv + zv2,
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Z(v) = x+ zv.
By (3.2), we obtain that
f(v) = v(1 + yf(v) + zf(v)2).
Solving this equation, we get that
f(v) =
1− yv −
√
(1− yv)2 − 4zv2
2zv
.
Substitute f(v) into the right-hand side of (3.1) to complete the proof of (3.4). ✷
Note that the above lemma could also be deduced by using the partial weighted Motzkin
paths, as was done in [24]. Now we can determine the entries of A(z+1,z+1,z+1,...),(z,z,z,...).
We have the following result.
Proposition 3.2. Let Nn,k(z) denote the entry of A(z+1,z+1,z+1,...),(z,z,z,...) in the n-th row
and k-th column. Then
Nn,k(z) =
n−k∑
i=0
k + 1
n+ 1
(
n+ 1
i
)(
n+ 1
i+ k + 1
)
zi.(3.5)
Proof. By Lemma 3.1, the recursive matrix A(z+1,z+1,z+1,...),(z,z,z,...) is the Riordan array
(g(v), f(v)) with
f(v) = vg(v) =
1− v − zv −√1− 2v + v2 − 2vz − 2zv2 + v2z2
2zv
.(3.6)
From (3.2) it follows that f(v) satisfies
v(1 + f(v))(1 + zf(v)) = f(v).(3.7)
By applying the Lagrange inversion formula, we obtain that
Nn,k(z) = [v
n]g(v)(f(v))k
= [vn+1](f(v))k+1
= [vn]
k + 1
n+ 1
vk(1 + v)n+1(1 + zv)n+1
=
n−k∑
i=0
k + 1
n+ 1
(
n+ 1
i
)(
n+ 1
i+ k + 1
)
zi,
as was shown in Appendix D of [9]. This completes the proof. ✷
Clearly, Nn,k(z) is a symmetric polynomial in z, i.e. Nn,k(z) = z
n−kAn,k(z−1), and
Nn,k(z) in the k = 0 case leads to the classical Narayana polynomial Nn(z), namely,
Nn(z) =
n∑
i=0
1
n+ 1
(
n+ 1
i
)(
n+ 1
i+ 1
)
zi.
The few values of Nn,k(z) are illustrated in Table 2.1.
n/k 0 1 2 3 4
0 1
1 z + 1 1
2 z2 + 3z + 1 2z + 2 1
3 z3 + 6z2 + 6z + 1 3z2 + 8z + 3 3z + 3 1
4 z4 + 10z3 + 20z2 + 10z + 1 4z3 + 20z2 + 20z + 4 6z2 + 15z + 6 4z + 4 1
Table 2.1. The first values of Nn,k(z).
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Note that the triangle {Nn,k(z)}n≥k≥0 in the cases z = 0, z = 1 and z = 2 leads respec-
tively to the Pascal triangle, Shapiro’s Catalan triangle and the triangle S aforementioned,
that is, Nn,k(0) =
(
n
k
)
, Nn,k(1) = Bn,k and Nn,k(2) = sn,k for n ≥ k ≥ 0. By using certain
weighted NSEW-paths, Cigler [7] gave another combinatorial interpretation, together with
another expression for Nn,k(z),
Nn,k(z) =
[n−k
2
]∑
i=0
k + 1
i+ k + 1
(
n
2i+ k
)(
k + 2i
i
)
zi(1 + z)n−k−2i.
Now the following results immediately follow from Theorems 1.3 and 1.4.
Corollary 3.3. For any integers n, r ≥ 0 andm ≥ ℓ ≥ 0, setMr = min{n+r+1,m+r−ℓ}.
Then there holds
Mr∑
k=0
zk det
(
Nn,k(z) Nm,k+ℓ+1(z)
Nn+r+1,k(z) Nm+r+1,k+ℓ+1(z)
)
=
r∑
i=0
Nn+i,0(z)Nm+r−i,ℓ(z).
Specially,
m∑
k=0
zk det
(
Nn,k(z) Nm,k+1(z)
Nn+1,k(z) Nm+1,k+1(z)
)
= Nn(z)Nm(z).
Corollary 3.4. For any integers m ≥ n ≥ 0, there holds
m∑
k=0
zkper
(
Nn,k(z) Nn,k+1(z)
Nm,k(z) Nm,k+1(z)
)
= Nm+n,1(z).
Next we consider an alternating summation of weighted 2 × 2 minors of the recursive
matrix A(z+1,z+1,z+1,...),(z,z,z,...) = (Nn,k(z))n,k≥0. We have the following main result.
Theorem 3.5. For any integers m,n ≥ 0, let
Fm,n(z) =
n∑
k=0
(−z)k det
(
Nn,k(z) Nn,k+1(z)
Nm,k(z) Nm,k+1(z)
)
.(3.8)
Then there holds the recurrence
Fm,n(z) = 2(z + 1)Fm−1,n(z)− Fm−1,n+1(z)(3.9)
with Fn,n(z) = 0 and Fn+1,n(z) = Nn(z
2). Moreover, for m > n ≥ 0, we have
Fm,n(z) =
[m−n−1
2
]∑
j=0
(−1)j
(
m− n− 1− j
j
)
Nn+j(z
2)
(
2(z + 1)
)m−n−1−2j
.(3.10)
Proof. Let us first prove the recurrence relation (3.9). Note that
Nn,k(z) = Resv(f(v))
k+1v−n−2,
where f(v) is given by (3.6), and Resvh(v) is the residue of h(v) at v = 0. Then we have
Fm,n(z) =
n∑
k=0
(−z)k det
(
Nn,k(z) Nn,k+1(z)
Nm,k(z) Nm,k+1(z)
)
=
n∑
k=0
(−z)k
(
Resv(f(v))
k+1v−n−2Resu(f(u))k+2u−m−2
− Resv(f(v))k+2v−n−2Resu(f(u))k+1u−m−2
)
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= ResvResu
(
f(v)f(u)(f(u)− f(v))v−n−2u−m−2
n∑
k=0
(−z)k (f(v)f(u))k
)
= ResvResu
f(v)f(u)(f(u)− f(v))
1 + zf(v)f(u)
v−n−2u−m−2.(3.11)
By (3.7), it is clear that f(v) has the compositional inverse h(v) = v(1+v)(1+zv) . Replacing
u by h(u) and v by h(v) in (3.11), we have
Fm,n(z) = ResvResu
vu(v − u)
1 + zuv
1
h(v)n+2h(u)m+2
∂h(v)
∂v
∂h(u)
∂u
= ResvResu
(v − u)(1 − zv2)(1− zu2)(1 + v)n(1 + zv)n(1 + u)m(1 + zu)m
(1 + zuv)vn+1um+1
.
Let
fm,n(u, v, z) =
(v − u)(1− zv2)(1 − zu2)(1 + v)n(1 + zv)n(1 + u)m(1 + zu)m
(1 + zuv)vn+1um+1
.
Thus, we have
Fm,n(z) = ResvResufm,n(u, v, z).(3.12)
It is trivial to verify Fn,n(z) = 0 (or Fm,n(z) = −Fn,m(z)) by (3.12).
In order to prove (3.9), let
hm,n(u, v, z) = fm,n(u, v, z) − 2(1 + z)fm−1,n(u, v, z) + fm−1,n+1(u, v, z).
It suffices to check that ResvResuhm,n(u, v, z) = 0. By direct computation, we see that
hm,n(u, v, z) =
(
1 +
1
u
)m−1
(1+zu)m−1
(v2 − u2)(1− zu2)
u2
(
1 +
1
v
)n
(1+zv)n
(1− zv2)
v2
.
Now taking the residue respect to u, we obtain
Resuhm,n(u, v, z)
=
(
1 +
1
v
)n
(1 + zv)n
(1− zv2)
v2
·
(
v2Resu
(
1 +
1
u
)m−1
(1 + zu)m−1
(1− zu2)
u2
−zResu
(
1 +
1
u
)m−1
(1 + zu)m−1(1− zu2)
)
.
Noting that
Resu
(
1 +
1
u
)m−1
(1 + zu)m−1
(1− zu2)
u2
=
m−1∑
k=0
(
m− 1
k
)(
m− 1
k + 1
)
zk+1 − z
m−1∑
k=1
(
m− 1
k
)(
m− 1
k − 1
)
zk−1 = 0,
we have
Resuhm,n(u, v, z) = −z
(
1 +
1
v
)n
(1 + zv)n
(1− zv2)
v2
· Resu
(
1 +
1
u
)m−1
(1 + zu)m−1(1− zu2).
Now taking the residue with respect to v, we obtain
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ResvResuhm,n(u, v, z) = −zResv
(
1 +
1
v
)n
(1 + zv)n
(1− zv2)
v2
·Resu
(
1 +
1
u
)m−1
(1 + zu)m−1(1− zu2) = 0.
Hence, the recurrence (3.9) is true.
We proceed to show that Fn+1,n(z) = Nn(z
2) with the help of the mathematica package
HolonomicFunctions [13]. This could be done along the following lines.
In[1]:= << RISC H`olonomicFunctions ;`
In[2]:= fmn :=
(v − u)(1− zv2)(1− zu2)(1 + v)n(1 + zv)n(1 + u)m(1 + zu)m
(1 + zuv)vn+1um+1
;
In[3]:= fn := fmn /. m− > n+ 1;
In[4]:= res := FindCreativeTelescoping[fn, {Der[u],Der[v]}, S[n]];
In[5]:= L := res[[1]][[1]]
Out[5]= (5 + n)(9 + 2n)S3n +
(
4(2 + n)(4 + n)z − (z2 + 1)(79 + 44n + 6n2))S2n + (2 + n)((19 +
6n)(z4 + 1)− 4(5 + 2n)(z3 + z) + 2(1 + 2n)z2)Sn − 2(1 + n)(2 + n)(−1 + z)4(1 + z)2
By simplification we find that
Lfn+1,n(u, v, z) =
∂pn(u, v, z)
∂u
+
∂qn(u, v, z)
∂v
,(3.13)
where pn, qn are two rational functions and L is the linear operator
L = (5 + n)(9 + 2n)S3n +
(
4(2 + n)(4 + n)z − (z2 + 1)(79 + 44n + 6n2))S2n
+ (2 + n)
(
(19 + 6n)(z4 + 1)− 4(5 + 2n)(z3 + z) + 2(1 + 2n)z2)Sn
− 2(1 + n)(2 + n)(−1 + z)4(1 + z)2
with Sn being the shift operator with respect to n. The explicit expressions of pn and qn
are omitted. By (3.13), we get that
L (ResvResufn+1,n(u, v, z)) = 0.
On the other hand, it is easy to find that
L1Nn(z
2) = 0,
where
L1 = (4 + n)S
2
n − (5 + 2n)(1 + z2)Sn + (1 + n)(−1 + z)2(1 + z)2.
This could be done along the following lines.
In[6]:= Nn :=
1
n+ 1
(
n+ 1
i
)(
n+ 1
i+ 1
)
zi;
In[7]:= res := CreativeTelescoping[Nn /. z− > z2, S[i]− 1, S[n]];
In[8]:= L1 := res[[1]][[1]]
Out[8]= (4 + n)S2n − (5 + 2n)(1 + z2)Sn + (1 + n)(−1 + z)2(1 + z)2
We have
L =
(
(9 + 2n)Sn − 2(2 + n)(−1 + z)2
)
L1,
which could be easily implemented by using the following commands.
In[9]:= ToOrePolynomial[L,OreAlgebra[S[n]]];
In[10]:= ToOrePolynomial[L1,OreAlgebra[S[n]]];
COMBINATORIAL IDENTITIES RELATED TO 2× 2 SUBMATRICES OF RECURSIVE MATRICES 11
In[11]:= OreReduce[L, {L1}, Extended− > True]
Out[11]= {0, 1, {((9 + 2n)Sn − 2(2 + n)(−1 + z)2)}}
Therefore, we obtain that
ResvResufn+1,n(u, v, z) = Nn(z
2)
by checking the initial values of n = 0, 1, 2. Thus, we have Fn+1,n(z) = Nn(z
2).
Finally, it is routine to verify that the polynomial sequence in the right of (3.10) also
satisfies the recurrence relation (3.9) with the same initial conditions. This completes the
proof. ✷
When z = 1 in Theorem 3.5, routine simplification leads to the following result, which
generalizes Theorem 4.4 of [24].
Corollary 3.6. For any integers m > n ≥ 0, there holds
n∑
k=0
(−1)k (m− n)(k + 1)(k + 2)(2k + 3)
(n+ 1)(2n + 3)(m + 1)(2m+ 3)
(
2n+ 3
n− k
)(
2m+ 3
m− k
)
(3.14)
=
[m−n−1
2
]∑
j=0
(−1)j
(
m− n− 1− j
j
)
Cn+j+14
m−n−1−2j ,
where Ci+1 = Ni(1) =
1
2i+3
(
2i+3
i+1
)
is the (i+ 1)-th Catalan number [20, A000108].
Remark 3.7. Taking n = 0 in (3.8) and (3.10), we get that
Nm,1(z) =
[m−1
2
]∑
j=0
(−1)j
(
m− 1− j
j
)
Nj(z
2)
(
2(z + 1)
)m−1−2j
, for m ≥ 1.
Using the recurrence for Nm,k(z), i.e.,
Nm,0(z) = (z + 1)Nm−1,0(z) + zNm−1,1(z) (n ≥ 1),
Nm,k(z) = Nm−1,k−1(z) + (z + 1)Nm−1,k(z) + zNm−1,k+1(z), (m,k ≥ 1),
by induction on m and k we have that each Nm,k(z) can be represented as a rational
combination of Nj(z
2)(z + 1)m−k−2j for 0 ≤ j ≤ [m−k2 ], i.e.,
Nm,k(z) =
[m−k
2
]∑
j=0
am,k,jNj(z
2)(z + 1)m−k−2j
for am,k,j ∈ Q. Thus it’s natural to ask whether there exists any simple explicit expression
or recurrence for am,k,j?
Remark 3.8. According to (3.10), Fm,n(z) can be represented as a polynomial in z of
degree m+ n− 1 with symmetry coefficients for m > n ≥ 0, i.e.,
Fm,n(z) =
m+n−1∑
j=0
bm,n,jz
j , with bm,n,j = bm,n,m+n−j−1.
Moreover, Fm,n(z) can be represented as a polynomial with gamma basis {zj(1+z)m+n−1−2j}j≥0
[22], that is,
Fm,n(z) =
[m+n−1
2
]∑
j=0
cm,n,jz
j(1 + z)m+n−1−2j .
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Does there exist any simple explicit expressions, recurrences or combinatorial interpreta-
tions for bm,n,j and cm,n,j?
4. The recursive matrix A(x,y,y,...),(0,0,0,...)
The aim of this section is to study certain weighted sums of 2×2 minors of the recursive
matrix A(x,y,y,...),(0,0,0,...). Here we use Mn,k to denote the entry of A(x,y,y,...),(0,0,0,...) in the
n-th row and k-th column.
As in Section 3, we first give an explicit formula for Mn,k.
Lemma 4.1. For any n ≥ k ≥ 0, we have
Mn,k =
n−k∑
j=0
(
j + k − 1
j
)
xn−k−jyj.(4.1)
Proof. By Lemma 3.1, the recursive matrixA(x,y,y,...),(0,0,0,...) is the Riordan array (g(v), f(v))
with
f(v) =
v
1− yv ,(4.2)
g(v) =
1
1− xv .(4.3)
Thus
Mn,k = [v
n]
1
1− xv ·
vk
(1− yv)k
=
n−k∑
j=0
(
j + k − 1
j
)
xn−k−jyj.
This completes the proof. ✷
The few small values of Mn,k are illustrated in Table 3.1.
n/k 0 1 2 3 4
0 1
1 x 1
2 x2 x+ y 1
3 x3 x2 + xy + y2 x+ 2y 1
4 x4 x3 + x2y + xy2 + y3 x2 + 2xy + 3y2 x+ 3y 1
Table 3.1. The first values of Mn,k.
The main result of this section is as follows.
Theorem 4.2. For any integers m,n ≥ 0, there holds
min{m,n}∑
k=0
y2k det
(
Mn,k Mn,k+1
Mm,k Mm,k+1
)
=
max{m,n}∑
k=1
((
m+ n− k
n
)
−
(
m+ n− k
m
))
xk−1ym+n−k,(4.4)
where Mn,k is given by (4.1).
COMBINATORIAL IDENTITIES RELATED TO 2× 2 SUBMATRICES OF RECURSIVE MATRICES 13
Proof. Note that Mn,k = Resvh(v)v
−n−1, where
h(v) =
1
1− xv ·
vk
(1− yv)k .
Then we have
min{m,n}∑
k=0
y2k det
(
Mn,k Mn,k+1
Mm,k Mm,k+1
)
=
min{m,n}∑
k=0
y2k
(
Resvh(v)v
−n−1Resuh(u)u−m−1
− Resvh(v)v−n−1Resuh(u)u−m−1
)
=
min{m,n}∑
k=0
y2k
(
Resv
1
1− xv
(
v
1− yv
)k
v−n−1Resu
1
1− xu
(
u
1− yu
)k+1
u−m−1
− Resv 1
1− xv
(
v
1− yv
)k+1
v−n−1Resu
1
1− xu
(
u
1− yu
)k
u−m−1
)
= ResvResu
1
1− xv
1
1− xuv
−n−1u−m−1
(
u
1− yu −
v
1− yv
)min{m,n}∑
k=0
(
yv
1− yv
)k ( yu
1− yu
)k
= ResvResu
1
1− xv
1
1− xuv
−n−1u−m−1
u− v
(1− yu)(1 − yv)
1
1− yv1−yv yu1−yu
= ResvResux
−1
(
1
1− xu −
1
1− xv
)
1
1− y(u+ v)v
−n−1u−m−1
= ResvResux
−1
∞∑
k=0
xkuk
∞∑
i=0
yi
i∑
j=0
(
i
j
)
vjui−jv−n−1u−m−1
−ResvResux−1
∞∑
k=0
xkvk
∞∑
i=0
yi
i∑
j=0
(
i
j
)
ujvi−jv−n−1u−m−1
=
n∑
k=0
(
m+ n− k
n
)
xk−1ym+n−k −
m∑
k=0
(
m+ n− k
m
)
xk−1ym+n−k
=
max{m,n}∑
k=1
((
m+ n− k
n
)
−
(
m+ n− k
m
))
xk−1ym+n−k.
This completes the proof. ✷
Letting m = n+ 1 in Theorem 4.2, we obtain the following result related to the ballot
numbers.
Corollary 4.3. For any integer n ≥ 0, there holds
n∑
k=0
y2k det
(
Mn,k Mn,k+1
Mn+1,k Mn+1,k+1
)
=
n∑
k=0
Cn,kx
ky2n−k.
where Mn,k is given by (4.1) and Cn,k =
k+1
n+1
(
2n−k
n
)
are the ballot numbers [20, A033184].
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