We present a Markov chain example where non-reversibility and an added edge jointly improve mixing time: when a random edge is added to a cycle of n vertices and a Markov chain with a drift is introduced, we get a mixing time of O(n 3/2 ) with probability bounded away from 0. If only one of the two modifications were performed, the mixing time would stay Ω(n 2 ). * B. Gerencsér is with the Alfréd Rényi
Introduction
The fundamentals of Markov chain theory is well established, but it is still in constant development due to diverse motivations from applications and inspiring sparks from novel discoveries [1] , [5] . Understanding mixing gives an insight on the macroscopic behavior of the dynamics of the chain, moreover it is also a crucial factor determining the efficiency of applications built using the chain. The Markov chain Monte Carlo approach is one of the popular scheme to translate mixing of Markov chains into powerful methods for sampling or numerical integration [2] .
Simple examples realizing new phenomena, either awaited or surprising, help the community get a deeper understanding on what and how is possible. The aim of the current paper is to present and discuss such an example.
The starting point is the cycle with n vertices, see Figure 1 to get used to it, together with some Markov chain on it with uniform stationary distribution. We will always stay with Markov chains where the stationary distribution is uniform. For reversible Markov chains (meaning that the stationary frequency of transition along every edge is the same in the two directions) standard results show that the mixing time is Ω(n 2 ). Relaxing the reversibility condition does not help in this simple case. An important observation is that we only get a single extra degree of freedom, a possible drift: we may increase all clockwise and decrease all counter-clockwise transition probabilities by the same amount departing from a reversible transition structure. It is a surprisingly non-trivial result of the author [4] that the mixing time is still Ω(n 2 ).
Still striving for faster mixing, we may analyze a graph with additional edges. It was a key revelation of Diaconis, Holmes and Neal [3] that when edges connecting opposing vertices are available, as in Figure 2 and a strong drift is used, the mixing time drops to O(n) (this is a slight reinterpretation of their context). What happens if we use fewer extra edges? In this paper we want to understand the other extreme, when the number of added edges is 1. We choose a single extra edge randomly, see Figure 3 . For any reversible chain, the mixing time is again Ω(n 2 ) as there is still a path of length of order n without any other edge.
However, once again, if combined with a drift along the cycle, we may get a considerable speedup, with the mixing time decreasing to O(n 3/2 ). Let us now proceed to the next section with the necessary formal definitions and precise statement of the theorem. 
Preliminaries and main result
Formally the Markov chains of interest can be built as follows.
Definition 1. Consider a cycle graph of n vertices on V = {1, 2, . . . , n}. Choose a uniform random integer k from [2, n − 2]. We will name vertices k, n as hubs and add the new edge (k, n). For convenience, on the A arc 1, 2, . . . , k we introduce the notation a 1 , a 2 , . . . , a k for the vertices while on the B arc k + 1, k + 2, . . . , n we will use b 1 , b 2 , . . . , b n−k . Define the Markov chain transition probabilities as follows. Set
• P (a k , b 1 ) = P (b n−k , a 1 ) = 1/2,
It is easy to verify that this transition kernel is doubly stochastic, therefore it is a valid transition kernel with the uniform distribution as the stationary distribution (aperiodicity, irreducibility ensures uniqueness).
We are going to compare probability distributions with their total variation distance generally defined as
Clearly Ω = V in our current case. Assume the stationary distribution is π, then we define the maximal distance and the mixing time as
Recall that for our Markov chain π is uniform on V . We now have all the elements to state our main result:
Theorem 2. There exist γ, γ > 0 constants such that for any 1/2 > ε > 0 the following holds. For the (randomized) Markov chain of Definition 1, for n large enough, with probability at least γ we have
During the statements and proofs we will have various constants appearing. As a general rule, we use γ i for the statements that depend on each other using increasing indices to express dependence, while γ, γ of Theorem 2 might depend on all of them. We use β j during the proofs and only for the scope of the proof, they might be reused later. Currently our Markov chain is based on the cycle so we will use the metric on it, therefore |i − j| will often be used as a simplification for min(|i − j|, n − |i − j|) when appropriate.
Our proof strategy is the following. First we analyze the path taken after a certain number of moves and record it on a square grid. We give estimates on reaching certain points of interests on this grid. This is worked out in Section 3. Afterwards, we investigate the connection of the grid to our original graph in Section 4. In Section 5 we switch from possible tracks back to the actual Markov chain and examine the appearing diffusive randomness. Finally, in Section 6 we join the elements to get a complete proof of Theorem 2.
Grid representation of the tracks
As a first step we want to understand the track of the Markov chain it traverses without the time taken to walk through it. That is, we disregard loop steps and we also disregard (possibly repeated) hopping between hubs, in this sense we will often treat the two hubs together. This means that for our purpose the track of the Markov chain is composed of traversing an arc, then choosing the next when reaching the pair of hubs, then traversing another one and so on.
In order to represent these, consider the non-negative quadrant of the square integer lattice together with a direction, that is Z 2 + × H, where H = {A, B}. A position position (x, y, h) will represent that the Markov chain has taken the A arc x times, the B arc y times and it arrived to the position on a horizontal (A) or vertical (B) segment. We may also translate intermediate points of the grid lines of the non-negative quadrant as being within a certain arc (after completely traversing some previously), here the direction h is predetermined by the direction of the segment where the point lies. Note that at grid points of Z 2 + the arcs would overlap, representing both a k and b n−k , this is the reason for the extra property of direction. At the initial point there are no traversed arcs yet, X(0) therefore corresponds to a point (−λ, 0, A) or (0, −λ, B) for some λ ∈ [0, 1). This structure can be seen in Figure 4 .
We are interested at the track at some L = n 3/2 + O(n) ∈ Z distance on the graph. This is is represented by ≈ n 1/2 distance in the current grid where each segment represents an arc of the cycle. Formally, we need the slanted line of the following intersection points, see also Figure 5 . Note that by the constraints on the coordinates of the points of R they do properly map to vertices of the graph. Let us denote by g : R → V this function that recovers the the vertex of the graph given a point in R. For r ∈ R let us denote by E r the event that the Markov chain reaches r. Observe that these present a mutually exclusive partitioning of the probability space.
Exact expression for E r probabilities
The main goal of this section is to get usable bounds for P(E r ). Let us examine how the Markov chain may reach r. The transition probabilities at the hubs imply that after traversing a horizontal unit segment there is 3/4 probability to choose a vertical one and 1/4 to take another horizontal one, and vice versa (and no backtracking can happen). For a fixed r = (x, y, h) let us define the preceding grid point on Z 2 + in the h direction r = (x , y ):
We will simply use x , y by themselves if r is clear from the context. Lemma 3. For r ∈ R we have the following probability bound for reaching it:
where the Binom stand for Binomial distributions and * indicate their convolution.
Proof. For the moment, let us assume that r H = B, X(0) H = A, and x , y > 0. The calculations for all other cases work similarly, we are going to discuss the differences afterwards. We need to gather all possible routes to r together with their probabilities. Assume that there were 2i + 1 changes of direction (it is certainly odd as a horizontal start ended on a vertical segment). This already determines that the probability of such a path is 3 4 2i+1 1 4
x +y −2i .
To achieve 2i + 1 changes of directions, we need to split the total x horizontal steps into i + 1 parts, noting that a change may be valid after 0 steps due to the horizontal initialization. Consequently there are x i ways to do this. Similarly, there are y i possibilities to arrange the vertical steps. Altogether, we get
1 4
x +y −2i
.
(The summation to ∞ is just for notational convenience, clearly there are only finitely many non-zero terms.)
We may reformulate this as follows:
For all the scenarios in terms of the orientation of the first and last segment, we can perform the same computation. Collecting all the similar expressions together we get:
For our further work it will be convenient to avoid case splitting. Observe that each distribution is a sum of x + y bits with very minor difference. This means that, for instance comparing (6) and (7), we have for any s ∈ [0, 1, . . . , x + y ]
as the two distributions can be perfectly coupled except for a single bit of probability 3/4 being coupled to a bit of probability 1/4. Using the same comparison for the other cases with the reference (6) and accepting this error margin we get the overall bounds
which combine together to give the statement of the lemma. This is now valid irrespective of directions. Even more, this final inequality holds true when x = 0 or y = 0 (although we will not need it).
In the next subsection we aim to bound this in a simpler form. We want to emphasize that using the two Binomial distributions and evaluating their convolution at one point provides the probability for a single E r , different distributions are needed for other elements of R.
Simplified estimates of E r probabilities
We will give estimates for points which are close to the diagonal. Define
Lemma 4. There exists constant γ 1 > 0 such that for n large enough and any point r ∈ R 0 we have
Clearly this is what one would expect from CLT asymptotics, and such bounds are widely available for simple Binomial distributions. Here is one possible way to confirm the claim for our non-homogeneous case.
the distribution appearing in (5) . It can be viewed as the sum of x + y independent indicators. We will approximate Q with a Gaussian variable in a quantitative way using the Berry-Esseen theorem.
For an indicator with probability 1/4 the variance is 3/16, the absolute third moment after centralizing is 15/128, we get the same values for the indicator with probability 3/4 due to symmetry. Consequently we may consider the approximation
Denoting by F Q and F N the cumulative distribution functions of Q and the properly scaled Gaussian above, the Berry-Esseen theorem (for not identically distributed variables) ensures
where β 1 > 0 is the global constant of the theorem, along the necessary second and third moments of our sum of independent variables. Therefore we get an explicit constant β 2 > 0 for the current problem. Note that the Berry-Essen theorem is originally stated for centered and normalized sums, but joint shifting and scaling does not change the difference of the cumulative distribution functions.
Let us now introduce the normalized distributionQ bỹ
for any measurable C, which is then approximated by the standard Gaussian distribution Φ (but is still a discrete distribution). This definition implies that in (5) we need the value of
Observe that by the definition of R 0 we have |α| < 3/2 + O(n −1/8 ) < 3/2, for n large enough. Define the intervals
Recall that binomial distributions are log-concave, so is their convolution Q, and its affine modificationQ. Consequently, for any grid point the probability is at least all those that precede it or at least all those that are after it. In particular, β 3 is bounded below by all the (grid point) probabilities of I − or I + . Simplifying further, we can take the average probabilities on the intervals, the lower will be a valid lower bound for β 3 . By the Berry-Essen estimate (11) we have that
To estimate the number of grid points in the two intervals, we refer back to the unnormalized distribution Q where we have to count the integers in the corresponding intervals, considering the scaling used. As an upper bound m for the number of contained grid points we get
Combining our observations and estimates we get to bound by the averages as
Finally, plugging this bound on β 3 into (4) we arrive at
for any 0 < γ 1 < β 4 /4 and n large enough.
Mapping the grid to the cycle
In the previous section using the grid we have abstractly identified points R at appropriate distance from the starting position and also points R 0 ⊆ R which are reached with non-negligible probabilities. As the next step, we want to understand what these points represent on the original cycle. W.l.g. we assume k ≤ n/2. Proof. Observe that for any x ∈ [n 1/2 − 1 2 n 1/4 , n 1/2 ], x ∈ Z there is a corresponding y ∈ [n 1/2 + O(1), n 1/2 + 1 2 n 1/4 + O(1)] that solves the defining equation kx + (n − k)y = L, and also their difference is bounded by n 1/4 +O(1). This is true because k ≤ n−k implies that y differs from the middle value L/n = n 1/2 +O(1) no more than x. The same idea can be applied for x ∈ [n 1/2 , n 1/2 + 1 2 n 1/4 ], x ∈ Z. In total, with O(1) exceptions, we get an element for each integer in [n 1/2 − 1 2 n 1/4 , n 1/2 + 1 2 n 1/4 ] which confirms the lower bound. Adjusting the above argument, check the approximately double width interval x ∈ [n 1/2 − n 1/4 + O(1), n 1/2 + n 1/4 + O(1)], x ∈ Z, which is a necessary condition for being in R 0 and of form (·, ·, B). There will be at most one such point in R 0 for each x, so 2n 1/4 + O(1) in total. Now counting the points on horizontal grid lines (collecting (·, ·, A) points), for any y ∈ [n 1/2 − n 1/4 + O(1), n 1/2 + n 1/4 + O(1)], y ∈ Z there will be at most one matching x ∈ R again. Adding up the two we get the upper bound.
It will be easier to handle a sequence of points of known size, so let R 1 ⊆ R 0 be a subset of at most n 1/4 with the ones with lowest x coordinates (any other interval would do). We have |R 1 | = n 1/4 + O(1).
To convert our grid representation to the cycle, we scan through the elements of R 1 , starting with the one with lowest x and increasing (taking direction A before B when passing through a grid point) and follow where do they map on the cycle. When moving from one point, U , to the next, U , we may encounter the following configurations, as shown in Figure 6 : Figure 6 : Possible transitions denoted by U → U while scanning through R 1 .
• In case (i) we see that the final few l steps (out of L) are starting on the B arc for U and starting on the A arc for U . Consequently, U can be reached from U by exactly k counter-clockwise steps on the cycle.
• In case (ii) we almost reach the next grid point, some l steps are missing on the A arc for U and also l steps are missing on the B arc for U . This means, again, that U can be reached from U by exactly k counter-clockwise steps on the cycle.
• In case (iii) we are on the B arc for both U and U but we had one more horizontal A segment for U (representing k steps) which is missing from the height. Therefore we get the same, U can be reached from U by exactly k counter-clockwise steps on the cycle.
• Passing through a grid point can be treated as the special case of either (i) or (ii), with the same consequence. Note that case (iv) can not happen due to our assumption of k ≤ n/2.
To sum up, we can generate the set V 1 ⊂ V on the cycle corresponding to R 1 by finding the first one, then taking jumps of −k (modulo n) for |R 1 | − 1 more steps. We want to ensure the elements of V 1 are spread out enough. Lemma 6. There exist constants γ 2 > 0 and γ 3 > 1 2 such that the following holds for large enough n. For a uniform choice of k ∈ [2, 3, . . . , n − 2] with probability at least γ 2 we have
Proof. We will use γ 3 as a parameter for now which we will specify later. We will consider a uniform choice k ∈ [1, 2, . . . , n] for convenient calculations, clearly this does not change the probability asymtotically. Two elements of V 1 get close if after some repetitions of the k-jumps, we get very close to the start (after a few full turns). More precisely the condition is violated iff
Our goal is to have a k so that this not happen. For a fixed m this excludes k from the intervals in − γ 3 n 3/4 m , in + γ 3 n 3/4 m , i = 0, 1, . . . , m − 1.
To simplify our calculations we will treat these intervals as real intervals on the cycle (rather than an interval of integers). Length and number of integers contained differ by at most one, we will correct for this error at the end. We need to merge these intervals for all 1 ≤ m ≤ |R 1 | − 1. We imagine doing this by collecting the intervals as increasing m. Observe that if gcd(i, m) = c > 1, then we already covered the interval around in m when encountering (i/c)n m/c , and by a wider interval. That is, we only have to count those i where gcd(i, m) = 1. Therefore the total newly covered area at step m is at most
where ϕ denotes the classical Euler function. Once we add these up, and use the summation approximation [7] we get
knowing that |R 1 | = n 1/4 + O(1). When we switched from integer counts to approximate by interval lengths, the total error is at most 1 per interval, that is,
which is negligible compared to the quantities of (15). Consequently (15) is an upper bound on the number of k that should be excluded. Let us therefore choose γ 3 > 1/2 so that the coefficient of n above is strictly less than 1. Then there is still strictly positive probability to pick a good k, in particular
is adequate for any small ε > 0.
Including diffusive behavior
So far we have understood the position of the chain after L moves from the first grid point. Now we want to analyze the true Markov chain dynamics where moving or staying in place is also random. For simplicity, throughout this section we assume that the k chosen is such that (14) holds (even though some claims would hold without it). In V 1 we have a large number of different positions, separated enough, and we can bound the probability of reaching the corresponding elements in R 1 .
For technical reasons to follow, we want to avoid points in V 1 that are very close to the hubs so define
Note that by Lemma 6 elements of V 1 are far apart, which implies |V 2 |, |R 2 | = n 1/4 + O( √ log n). Let us also define W = {w ∈ V | ∃v ∈ V 2 , |w − v| < γ 3 n 3/4 /2}.
By this definition and (14) we see that |W | = γ 3 n + O(n 3/4 √ log n). At most vertices, a Geo(1/2) distribution controls when to step ahead, so let us take T = 2 n 3/2 and analyze X(T ). Oversimplifying the situation at first, in T steps the chain travels T /2 in expectation, O(n) to reach the origin grid point, n 3/2 + O(n) afterwards, which is exactly the case analyzed. We will have a diffusion ≈ n 3/4 around the endpoints, we have control of the probability of ≈ n 1/4 of them, which together will provide a nicely spread out distribution.
However, there are some non-trivial details hidden here. The most important caveat is that when visiting the hubs, the distribution of the time spent is not independent of the direction taken. In fact, when arriving at a hub, say at vertex a k , with probability 1/2 there is a single step, going to b 1 . Otherwise, some loops, jumps are taken between the hubs before moving on, which tells that with probability 1/4, 1/4 the chain continues to a 1 , b 1 , in 1 + Geo(1/2) steps. Let us combine all the heuristics and work out the details in a formally precise way.
We are going to describe a procedure to generate the Markov chain and the position X(T ). If X(0) is λ steps before the origin grid point, fix L = n 3/2 − λ = n 3/2 + O(n), define R with this value in (3). Assume we are given an infinite i.i.d. series of fair coin tosses which may either tell go (1) or do nothing (0). We perform the following steps.
• Choose the exit point r ∈ R, with appropriate probability P(E r ).
• Choose one of the possible tracks ξ to reach r (with the appropriate conditional probability).
• Generate a series of coin tosses c 0 of length T − (x + y + 1), which is the major part of the movement of the chain.
• Complement the above series depending on the track. Following the Markov chain using the beginning of c 0 , when we reach a hub where the direction should be continued according to ξ (AA or BB), insert an extra 0 symbol (correcting for the 1 + Geo(1/2) waiting time distribution there). Similarly, when we reach a hub where the direction changes (AB or BA), with probability 2/3 insert a 1 (meaning an instant step), with probability 1/3 insert a 0 (for the 1 + Geo(1/2) case). If we encounter a grid point further than r, we freely choose the direction together with the inserted symbol with probabilities 1/4, 1/2, 1/4 for the 3 cases we had. Let the elongated series be c 1 , the sequence of only the added symbols be c h .
Let us use the notation |c 0 | for the length of c 0 and (c 0 ) for the number of 1-s in c 0 (and similarly for the other sequences). Let us also introduce τ = |c 1 |. Therefore at the end of the procedure above we arrive at X(τ ). More importantly, τ matches T very well as stated below.
Proof. In c 0 for the number of 1 symbols we have
The second term on the right hand side is O(n 1/2 ) by the definitions. For the term before we can use standard tail probability estimates for the Binomial distribution (based on Hoeffding's inequality). Merging the two error terms we get
Let us denote this bad event of the left side above by B for future use. Assume that this event does not occur, and (c 0 ) is within the error bound 3n 3/4 √ log n. This means that the Markov chain takes the first λ steps to the origin and then ≈ L steps within the stated bounds.
By the definition of R 2 this concentration tells that even only considering the c 0 steps we reach the grid line segment where r lies. On the way we pass through x + y + 1 hubs, which results in x + y + 1 = O(n 1/2 ) entries in c h . Conversely, inserting this O(n 1/2 ) steps into c 0 the upper bound ensures that we will not reach the next grid point (or the hub once more, in other words). Consequently, |c h | = x + y + 1.
Therefore in this case we have τ = |c 1 | = |c 0 | + |c h | = T , which we wanted to show, the exceptional probability is controlled by (17) which matches the claim.
Lemma 8. Assume that k is such that (14) holds. Then for any w ∈ W we have
for an appropriate global constant γ 4 > 0.
Proof. For a chosen w ∈ W and based on the condition (14) on k there is a (unique) v = g(r) ∈ V 2 with |v − w| ≤ γ 3 n 3/4 /2. We use the procedure above to actually analyze the probability for X(τ ), but by Lemma 7 we know this is correct up to O(n −4 ) error which is enough for our case. In the process let us consider the case where E r is chosen and also some track ξ is fixed. With these conditions, let us analyze the dependence structure of the step sequences. For c 1 , the positions of the additions strongly depend on c 0 . However, we know exactly what hubs and which turns we are going to take, which means c h is independent of c 0 (assumingB), only their interlacing depends on both. Now, first drawing and fixing c h we know by (c h ) precisely how many 1-s do we need from c 0 to exactly hit w (still conditioning on E r and ξ). Let this number be s, for which we clearly have |s − n 3/2 | ≤ γ 3 n 3/4 /2 + O(n 1/2 ). The length of c 0 is T = T − (x + y + 1) = T + O( √ n). We have to approximate this Binomial distribution of 1-s in c 0 . This is a tedious calculation based on the Stirling formula, we refer to [6] where it is shown that
if |T /2 − s| = o(T 2/3 ) which clearly holds in our case. Substituting the variables we get the bound T s
for some constant β 1 > 0 and n large enough. Thus, for the conditional probability of interest we get
for any constant β 1 > β 2 > 0 and n large enough.
Observe that we have the same lower bound for P(X(T ) = w | E r ) as it is a mixture of the conditional probabilities above, so we can average out through ξ and c h . Finally, combining with (13) we arrive at P(X(T ) = w) ≥ P(X(T ) = w | E r )P(E r ) ≥ γ 4 n ,
with an appropriate constant γ 4 > 0.
Global mixing
We now turn to evaluating the mixing metrics of our Markov chain. We will drop X from indices and arguments in (1), (2) when clear from the context. An alternative of d(t) compares the distribution of the Markov chain when launched from two different starting points.d (t) := sup X 1 (0),X 2 (0)∈V L(X 1 (t)) − L(X 2 (t)) TV .
It is known how this compares with d(t), we have the inequalities d(t) ≤d(t) ≤ 2d(t), moreover this variant is submultiplicative,d(s + t) ≤d(s)d(t), see [5, Chapter 4] . We can quantify this distance for our problem as follows.
Lemma 9. Assume that k is such that (14) holds. Then for n large enough we havē
for some global constant γ 5 > 0.
Proof. Fix two arbitrary starting vertices for X 1 (0) and X 2 (0) and denote the distribution of the two chains at time T by σ 1 , σ 2 . Simple rearrangements yield (20)
For both realizations in (16) we get a subset of vertices, W 1 , W 2 , and there must be a considerable overlap, in particular |W 1 ∩ W 2 | ≥ |W 1 | + |W 2 | − n = (2γ 3 − 1)n + O(n 3/4 log n) ≥ βn for some β > 0 and n large enough, relying on the fact that γ 3 > 1/2. By Lemma 8 for any w ∈ W 1 ∩ W 2 we have both σ 1 (w), σ 2 (w) ≥ γ 4 /n. Substituting this back to (20) we get
with γ 5 = βγ 4 . This upper bound applies for any two starting vertices of X 1 , X 2 , therefore the claim follows.
We just need the final touch to prove Theorem 2.
Proof of Theorem 2. Using Lemma 6 we have a spread out collection in V 2 as stated in (14) with probability at least γ 2 =: γ. In this case we can apply Lemma 9. Fix
T.
Substituting (19) and using the basic properties of d,d we get
Consequently, t mix (ε) ≤ T * . On the other hand,
for appropriate γ > 0 and n large enough. Together with the previous calculation this confirms the theorem.
