Time is an asset of critical importance in the design process and it is desirable to reduce the amount of time spent developing products and systems. Design is an iterative activity and a significant portion of time spent in the product development process is consumed by design engineers iterating towards a mutually acceptable solution. Therefore, the amount of time necessary to complete a design can be shortened by reducing the time required for design iterations or by reducing the number of iterations. The focus of this paper is on reducing the number of iterations required to converge to a mutually acceptable solution in distributed design processes. In distributed design, large systems are decomposed into smaller, coupled design problems where individual designers have control over local design decisions and seek to satisfy their own individual objectives. The number of iterations required to reach equilibrium solutions in distributed design processes can vary depending on the starting location and the chosen process architecture.
INTRODUCTION
The design of complex systems presents both technical and logistical challenges to organizations.
In some cases organizations do not have the requisite technical expertise to overcome design challenges or meet design requirements. However, even when an organization possesses sufficient technical expertise, there are many cases where inadequate logistical control can inhibit the application their design expertise.
These challenges are becoming increasingly significant as the size and sophistication of modern engineered products increases. To reduce the complexity of engineered products, they are often decomposed into different subsystems. Although system decomposition reduces the technical complexity of individual subsystem by reducing their size, it introduces significant logistical challenges. These decomposed systems are often large and multidisciplinary in nature, with diverse subsystems governed by unique objectives and constraints.
To effectively manage decomposed design problems it is important to understand how their constituent subsystems interact.
One approach to capture and analyze these interactions is to model the collection of subsystems as a distributed design process. In distributed design, understanding subsystem interactions is fundamental to quantifying the system equilibrium and transient response properties. To evaluate these systems' equilibrium properties, which include location and stability, a game theoretic approach is introduced in [1] and [2] . For large systems a discrete time linear system approach is used in [3] and is generalized to handle different process configurations in [4, 5] . In this paper a linear system model is the basis for the analysis of the transient response of distributed design processes.
Transient response refers to the dynamic behavior of a distributed design system, beginning with the first design iteration and ending when the subsystems reach equilibrium. The transient response can be described through two properties: (1) the convergence shape and (2) the convergence time [6] .
The convergence shape depends on the properties of the distributed design process and can be sinusoidal, exponential or some combination of responses. Examining the convergence shape is a topic of future work discussed in the Conclusions section. This paper focuses on the convergence time and develops an approach to estimate an upper bound for the number of design iterations required for a distributed design process to converge to an equilibrium solution.
The intellectual merit of this work is based on its insight into the dynamics of distributed design processes. The linear system model used in previous work to assess stability is refined to analyze both system stability and transient response. Through the refinement of this model, it is demonstrated that the uniquely discontinuous nature of any decentralized decision network must be considered when they are modeled using systems theory. Further, several systems theory principles are shown to be valid when analyzing distributed design processes.
As an initial context for this investigation, we focus on distributed design problems with unconstrained quadratic objective functions. These types of problems are well modeled using linear system theory, but it is recognized that many design problems cannot easily be converted into unconstrained problems and/or do not have quadratic objective functions. While techniques in meta-modeling exist to represent higher order systems using quadratic response surfaces [7] , it is desirable to analyze systems in their native mathematical form. We examine quadratic systems in this paper in order to fully understand their fundamental principles before applying linear systems concepts to higher order systems. As a result, this work represents the critical first step towards leveraging linear system analysis techniques to understand and analyze the transient response of distributed design systems.
This work has broader impacts in any scenario where the decentralization of decisions is present. These scenarios can range from product design to coordinating disaster relief. It provides a deeper understanding of the decision making process and enables a greater level of process control. This enables decision makers to reach iterative solutions quicker and to set realistic deadlines or timetables. It represents a unique and effective approach to set an upper bound for the amount of time a distributed decision process should take to converge to a stable equilibrium.
The following sections provide background into concepts foundational to the examination of decentralized decision networks. The basic tenets of distributed design processes are the topic of Section 2. Based on the tenets outlined in Section 2, a linear systems approach to examine the transient response of distributed design systems is examined and validated in Section 3. Finally, these results are summarized and areas of future work are identified in Section 4. However, before beginning this investigation the importance of time in the design of complex systems is discussed in the remainder of this section to provide context for the study.
One of the most poignant modern motivations for the study of the transient response in complex distributed systems is the experience of Boeing in the design of their new aircraft, the Dreamliner. In an effort to mitigate risk and shed development costs, a substantial portion of the Dreamliner was designed by Boeing's suppliers. Difficulties coordinating between these manufacturers has rippled across Boeing's supply chain and led to financial losses and continuing delays in product delivery [8] . Airbus, one of Boeing's chief competitors, has faced similar struggles in delivery of the A-380 [9] .
In the cases of Boeing and Airbus it is difficult to assess the exact cost of design delays. However, defense projects with similar scope have been assessed and suggest these costs can be significant. In an independent report by the British Defense Department it was estimated that on average programs overrun their schedules by 80%, which directly lead to an overall cost increases of 40% [10] . Similarly, in the United States a survey of selected defense projects by the Government Accountability Office found programs in 2009 overran their schedule by an average of 21 months and attributed these overruns to budget increases of 25% [11] . Although some of these overruns may have been inevitable, their impact on the budget of these projects demonstrates the importance of understanding the transient response of complex design systems. We examine the underlying mechanics of systems modeled as distributed design processes in the following section.
BACKGROUND
Distributed design processes iterative and can be cooperative, non-cooperative, or a hybrid of the two. This work examines non-cooperative distributed design processes where design subsystems often have conflicting objectives or organizational barriers that prevent them from fully cooperating synchronously.
Even when subsystems share the same aggregate design goals, there are cases where they will compete with one another [12] due to the underlying scarcity of design resources.
In addition to being categorized based on cooperation, distributed design systems can be broken into hierarchical and non-hierarchical realizations. In this work it is assumed that the design process can be adequately modeled as non-hierarchical. This assumption is not overly restrictive, in scenarios where distributed design processes are applied, since these scenarios typically lack a strong system level presence.
We elaborate on the non-cooperative protocol used in this paper in Section 2.1 and discuss criteria for equilibrium stability and transient response in Section 2.2 and 2.3 respectively. The concept of solution process architecture is then introduced in Section 2.4.
Non-Cooperative Processes
Efforts to model and analyze subsystem interactions have led to the development of many different models for distributed design processes. One of the first models for distributed design applied mathematical notions of game theory to model subsystems as players in a non-cooperative game. These players act through successive plays of a game until they eventually converge or diverge [13] . This model forms the basis for our analysis of distributed design systems and is based on four fundamental assumptions [2] : (1) subsystems have knowledge of only their own local objectives, (2) subsystems act unilaterally in accordance with their own objectives, (3) subsystems have complete control over specific local design variables, and (4) subsystems communicate by sharing the current value of their local design variables.
These four assumptions outline the key behavioral properties of subsystems in a distributed design process. Each subsystem has its own specific objectives and complete control over a set of variables called their local design variables. These variables appear in their own objective formulation and couple subsystems together in a manner that restricts the ability of a given subsystem to independently achieve its objectives.
The influence of this coupling has been previously investigated using network theory to model distributed design processes [14] . In another approach, multi-agent systems (MAS) relaxed some of the non-cooperation assumptions in [15] . The behavior of these MAS models are similar to game theoretic models, but offer the chance to model designer personality and can capture these interpersonal interactions. The downside of MAS is they often require a significant amount of simulation to observe the emergent behaviors in the system. For both MAS and game theoretic models these emergent behaviors can be stable, unstable or saddle points. The identification and classification of system equilibrium are the focus of Section 2.2.
Equilibrium Stability
Determining the stability of a system is fundamental to characterizing that system's behavior. Equilibrium stability in distributed problems has been a topic of research for some time with the first work being performed by Vincent [13] for two designers, two design variables problems. Vincent introduced a game theoretic model for distributed design, which is investigated further in [16] . In Vincent's work each player alternates minimizing their local objective function and communicates the associated design variables to the other player. After repeated plays of this sequential game the system either converges or diverges. When the players converge, they do so to the Nash, or non-cooperative, equilibrium [17] . Mathematically, in a two player game a set of solutions described by the vector pair (x 1 , x 2 ) are a Nash equilibrium, ( x 1N , x 2N ), if they fulfill the requirements outlined by Eqn. 1.
In Eqn. 1, F 1 and F 2 are the objective functions for player 1 and player 2 who control design variables x 1 and x 2 respectively. A solution pair (x 1 , x 2 ) that meets the criteria in Eqn. 1 is a Nash equilibrium because the pair is a minimum for both F 1 and F 2 . Although in game theory the participants in a game are called players, in engineering design they are typically called designers or subsystems. In this work the term subsystem is used, reflecting the linear system basis of the work. The relationship demonstrated by Eqn. 1 can be understood qualitatively as the point at which no subsystem can unilaterally improve its objective function [18] . Eqn. 1 identifies Nash equilibrium using an optimization formulation, but it can also be expressed as the intersection of two sets defined by Eqn. 2.
The sets X 1N and X 2N are the rational reaction sets (RRS) or best response sets [19] , which embody all the possible reactions or responses a subsystem may have towards a decision made by another subsystem. While determining RRS's is not a trivial task, methods have been developed to approximate them for large systems [20] . One of these techniques is to calculate the RRS by taking the gradient of the subsystem's objective function with respect to its local design variables. This calculation is shown in Eqn. 3 for the two designer problem studied by Vincent [13] . These RRS's are plotted with respect to the design variables, x and y, in Figure 1 along with an illustration of how the solution process converges to the Nash equilibrium at (1,1). As seen in Figure 1 the repeated plays of the sequential game converge to the Nash equilibrium, defined by the intersection of the players' RRS's. For two subsystem problems Vincent defined stability criteria based on the subsystems' RRS's [13] . This work is extended by Chanron to examine convergence more generally when there are more than two subsystems controlling multiple design variables [3] . Convergence is shown to be a function of the relative slope of the subsystem's rational reaction sets and linear system theory is applied for large scale problems [1, 3] . The same principle as Chanron is derived using an alternative approach in [21] .
In this paper distributed design processes are modeled using linear system theory, similar to Chanron. The general formulation for a subsystem's objective function using nomenclature from linear system theory is shown in Eqn. 4.
In this representation of the n th designer's quadratic objective function, F n , X is a vector of length i which contains the i local design variables while Y is a vector of length j which contains j non-local design variables.
The coefficients associated with the second order elements of F n for the local design variables are contained in the diagonal ixi matrix A while the coefficients associated with the non-local design variables are contained in the jxj matrix B.
In this representation the A matrix is formulated as a diagonal to decouple the subsystem's local design variables from one another. This guarantees each design variable value can be determined independently and a specific RRS can be formulated for each design variable. When these variables are coupled, the design system can still be represented using the form in Eqn. 4. However, to do so a change in variables must be performed to decouple the values from one another. The representation in Eqn. 4 is examined in more depth in [3] .
Although the local design variables must be decoupled, it is acceptable for the local and non-local design variables to be coupled together through the coefficients in the ixj C matrix. The remaining two vectors in Eqn. 4 capture the linear elements of the system for the local and non-local design variables and have length i and j respectively. The term F is a scalar and does not play a role in determining system stability. The important elements in Eqn. 4 emerge when the gradient is taken with respect to the local design variables. Setting this gradient equal to zero results in m decoupled equations that represent the subsystem's RRS, where m is the total number of design variables controlled by subsystems in the distributed design problem. The RRS is shown in vector form in Eqn. 5.
Eqn. 5 specifies how each of the system's n subsystems will respond and suggests the system's overall transient response is related to the matrices A, C and D for each subsystem. Using these matrices, Chanron developed the discrete state space based representation to model the design systems using the update relationship and stability criteria in Eqns. 6-8.
In Eqn. 6, the subscript s denotes that X s is a vector comprised of all the system design variables and the superscript denotes the iteration number which is consistent with linear system theory. Since Eqn. 6 describes the interactions between subsystems, X s k+1 is length m containing all the design variables controlled by the subsystems. The design variable values at the (k + 1) th iteration are a function of the previous design variable values at the k th iteration; they are expressed as X k multiplied by a matrix Φ plus a constant Γ. The derivations for Φ and Γ can be found in [3] and are summarized in Eqns. 7 and 8.
The matrix Φ captures design variable interactions between quadratic elements found in the A and C matrices while the vector Γ captures interactions between quadratic and linear elements found in the A and D matrices respectively. To populate Φ and Γ, the appropriate A, C and D matrices must be used and can be determined by examining which subsystem controls the design variable associated with the row being populated. The resulting dimensions for Φ and Γ are mxm and mx1 respectively. When examining system stability, only the Φ matrix needs to be considered, and if the condition described by Eqn. 9 is met the system is stable.
In Eqn. 9, r σ (Φ) is the spectral radius, or magnitude of the largest eigenvalue of the matrix Φ [22] . The relationship in Eqn. 9 specifies that for stable systems, Φ must have a spectral radius less than 1. This is the same stability criteria used for the closed loop state space representations of discrete control systems [23] . In addition to the examination of linear system stability, a case for nonlinear RRS's has also been investigated in [24] using similar criteria. Another extension of this convergence work is performed by Gurnani who demonstrated that the introduction of "mistakes" into the design process could change system stability [25] .
Past work into distributed design has primarily emphasized determining if a system is stable or unstable and determining the equilibrium point, or points, for the overall system. However, stability analysis and equilibrium identification do not provide direct insight into the system's transient response.
In the next section we discuss transient response and introduce the concept of process architecture.
Transient Response
The transient response of a distributed design process has two principle aspects. The first is the shape of the transient response. This shape depends on the eigenvalues of the system being analyzed and could be sinusoidal, exponential or some combination of responses. An example transient response shape is shown in Figure 2 , which plots the value of design variables x and y from Eqn. 3.
Since design decisions occur at a specific instant in time, the design variable plots in Figure 2 are staircase plots representing discrete design variable values. The plot on the left of Figure 2 tracks the value of x while the right hand plot tracks y. In this case both variables exhibit a decaying sinusoidal response as they approach their equilibrium value at (1,1) from a starting location of (2,1). Identifying the shape of the convergence curve for a distributed design process is an important area of future research, but this work focuses on examining the second aspect of transient response, convergence time. The convergence time in this work is measured by the number of iterations required for the system to reach its equilibrium state. Although a significant amount of rigor has been brought to the analysis of the stability characteristics of distributed design processes, the convergence time of these processes or of MDO processes in general has focused more on practical implementation than investigating controlling features. Techniques like the critical path method [26] and project evaluation and review technique [27] are the foundational approaches used in network based project planning. The techniques for network based project planning provide approaches to organize and execute the design tasks inherent to MDO processes. In the context of distributed design processes they are tools to specify the ordering or organization of the process which is discussed in Section 3.4. These techniques have been refined to introduce technology like Monte Carlo simulation in [28] to account for random task duration, graph theory in [29] to enable probabilistic organization and feedback and precedence relationships in [30] to account for required work flow.
More recent formulations have leveraged advances in computing power to prescribe the fastest converging process organization. One of these techniques is an extension of the Design Managers Aid for Intelligent Decomposition (DeMAID) method and utilizes the global sensitivity equations [31] with a weighting scheme to reduce the time required for designers to converge to a final solution [32] . This approach succeeded in reducing the overall design time required for iterative loops in DeMAID when designers are ordered sequentially. This ordering is partially based on an analysis of Design Structure Matrices (DSM's), which are developed in [33] as a means to organize and visualize the coupling between design tasks. DSM's are also used to minimize the number of feedback loops for sequential processes in [34] . An approach using DSM's to represent the probability of task repetition and durations with Markov chains is presented in [35] and a case is made for estimating the stability and convergence rate of concurrent tasks in [21] . In this work a DSM based transformation matrix is used to link design tasks based on the amount of rework tasks generate for one another. An eigenvalue analysis is used to determine the strength of these links and the task coupling. While this approach examines the basic mechanics of the distributed system, it does not account for changes in the ordering of design systems and does not provide sensible bounding conditions for the amount of time required for the system to converge. Although these techniques suggest orderings for the design process, only [22] provides a prediction for the overall convergence time. Simulation based techniques have predicted the convergence time for concurrent engineering in [36] , for overlapping tasks in [37] , and using DSM's in [38] which is refined in [39] .
An analytical technique derived specifically for distributed design processes examined the relationship between the system transient response and the ordering of the solution process in [40] for two subsystem systems. This work demonstrated that the ordering of the subsystems in distributed design processes has a significant effect on the number of iterations required to reach an equilibrium solution. However, the complexity of this technique makes it difficult to extend beyond two subsystems.
Our work differentiates itself from other techniques by providing an approach to determine the upper bound for the number of iterations required for a distributed design process to reach equilibrium. It differentiates itself from [40] through its applicability to large design systems and from previous work by requiring no system simulation. Before presenting this approach, however, we discuss the concept of process architecture.
Solution Process Architecture
The solution process architecture is the organization or structure used to solve a distributed design process. This structure can include both sequential and simultaneous solution processes. Pure sequential or pure simultaneous process architectures are the two bounding cases for process architectures. In Figure 3 , a simple diagram illustrates the iterative process for a purely sequential architecture, purely simultaneous architecture and hybrid approach which utilizes both sequential and parallel elements. Each of the three process architectures described in Figure  3 represent a single iteration of the solution process. Repeated complete iterations of the architecture are used to solve the specified design process. These iterations can be further broken down and a single subsystem or a set of subsystems arranged in parallel with one another is called a stage.
The difference between iteration, stage and subsystem is shown for the hybrid architecture in Figure 3 . The number of stages in process architectures depends on the number of subsystems and the process architecture chosen. For purely sequential process architectures, the number of stages is always equal to the total number of subsystems.
In Figure 3 has two stages.
The stability criteria developed by Chanron and shown in Eqn. 7 is applicable to the parallel process architecture in Figure 3 . In a recent extension, this criteria is refined to encompass simultaneous and hybrid systems as well in [5] . This extension represents the design system in the same form as Eqn. 6, but makes some allowances for process architecture changes. It is also demonstrated that process architecture has a significant impact on both the system stability, and the transient response. The location of the equilibrium, however, remains unchanged.
Some approaches have also utilized process architectures with partial overlapping between subsystems, where a new subsystem begins solving its optimization problem after another has already begun but not finished its optimization [37] . Since this is an initial investigation, we consider the three architectures shown in Figure 3 and assume all subsystems begin a stage simultaneously with no overlapping. To illustrate the relationship between process architecture and convergence time, the system described in Eqn. 3 is simulated using a sequential process architecture in Figure 1 . The convergence criterion is defined to be a minimum change in design variable value of 2% as measured from the starting location. Given this criterion, convergence takes 26 iterations for a sequential architecture. The convergence plot for an alternative architecture, a parallel configuration, for the two subsystem problem is shown in Figure 4 . This system begins at the same starting point, (x,y) = (1,2), as the sequential system. A comparison of Figure 1 and Figure 4 demonstrates very different paths to the same Nash Equilibrium at (1,1). This difference is caused by the way the designers share design variables. The difference in the path taken by the designers also translates to a difference in solution time, with the parallel system requiring only 22 iterations to converge using the same criteria as used in Figure 1 .
A more comprehensive examination of the differences between these two architectures is summarized in [40] .
In a two designer system there are only two potential architectures. However, as the number of designers increase, there are a large number of potential architectures that fall into the category of hybrid. For larger systems there are a wide range of architecture options with very different associated convergence times. This can be demonstrated by considering the same problem used in [3] to study the stability of large systems. This problem is an unconstrained five designer problem with sixteen unique design variables. The breakdown in convergence times for the different randomly generated architectures simulated from a variety of initial starting locations is shown in Figure 5 . In Figure 5 the architectures are grouped into bins based on the number of iterations required to converge, demonstrating the wide range of convergence times that can be obtained by changing the design architecture. The height of the bars indicates the number of architectures with a specified range of convergence times, shown on the x-axis.
The mean convergence time for the simulated architectures is 25 iterations with a fastest and slowest time of 14 and 39 iterations respectively.
Although all of the process architectures studied in Figure  5 have a stable Nash equilibrium, there are some cases when changing the process architecture can change the system stability. This is shown in [5] where it is demonstrated that changing the process architecture also changes the system eigenvalues. Since system stability can be assessed by analyzing the system eigenvalues, it is proposed in this work that the eigenvalues associated with process architectures can be used to evaluate those systems' transient response. Examining the relationship between the system eigenvalues and the transient response is the focus of Section 3.
EIGENVALUE ANALYSIS
Since an eigenvalue analysis is used to determine the stability of specific solution process architectures, it is natural to examine eigenvalues to determine the architectures' convergence times. Existing linear systems theory evaluates system eigenvalues to determine settling time, natural frequency, modal response, system damping and a number of additional properties. Further, empirical evidence in Figure 6 suggests a relationship exists between the spectral radius of a distributed design system and the convergence rate.
Figure 6: Iterations to Converge vs. Phi Spectral Radius
The data in Figure 6 is generated by evaluating the spectral radii associated with ten different process architectures for five randomly created distributed design systems. The data used to create these systems is shown in Table 1 and the systems themselves are in the form of Eqns. 7 and 8. In order to reduce the number of possible parameters in the experiment that may bias the result, the values in the D vector are set to zero to guarantee all the design systems had equilibrium solutions at the origin. Also, each subsystem is given local control of one design variable while the remaining variables are randomly allocated to the different subsystems. The process architectures with spectral radii greater than 1 are not included in Figure 6 because they had unstable equilibrium solutions. To minimize the impact of starting location on the convergence behavior, each data point in Figure  6 is the average of twenty simulations started from a set of different points. Similar to the previous simulation, the convergence criteria is defined to be a minimum change in the design variable value of 2% from the converged value as measured from the initial starting point. Although there is some correlation between the spectral radius and the mean number of iterations to converge, the circled architectures demonstrate that this mapping is not monotonic as some past work has suggested [3] . Systems with the same spectral radius can have very different convergence times. This variation is demonstrated less dramatically across several of the other architectures with smaller spectral radii as well. Even when systems have the same convergence time, the spectral radii of those systems can vary significantly. The systems generated in this section are used to experimentally support the approach outlined in this paper.
As demonstrated in Figure 6 the spectral radius is insufficient to quantify the convergence time of a distributed design process. For linear control systems the real and imaginary components of the eigenvalues are used to determine the natural frequency and damping ratio of the system. Using these quantities an upper bound can be determined for the overall system convergence time. This approach is adapted in this work to quantify convergence time in decentralized design systems. However, determining the natural frequency and damping ratio for distributed design processes is challenging.
Since decision networks are inherently discrete systems, they are modeled as discrete time state space systems. To determine the natural frequency and damping ratio of discrete time systems they are converted to continuous time systems. However, distributed design processes are unique because they do not possess any underlying continuity. A continuous time model is, therefore, an abstraction of the actual behavior.
In this paper zero-order hold is used to convert between the continuous and discrete time domain. The zero-order hold is chosen because it is a commonly used technique and it assumes a constant value for the signal between sample points, which matches the assumption that decisions exist at a point in time.
A key parameter for the zero-order hold is the sampling rate of the system. The sampling rate is a fundamental property of discrete time systems, and a meaningful value of it is required to convert to continuous time. Once the distributed design system is represented in continuous time, relationships to assess the convergence time of the continuous time representation can be examined.
Before any of this analysis can be conducted, however, a discrete time state space model must first be created to accurately represent the system. Creating these state space models is the topic of [3, 5] and in this paper all state space models are created using these processes. The fundamental difference between discrete time and continuous time state space models is that their eigenvalues are plotted in the z-plane rather than the s-plane. The transforms required to plot these eigenvalues are discussed in the following section.
Laplace and Z Transforms
The primary challenge in quantifying the convergence time of distributed design processes is successfully transforming them to the continuous time domain. The advantage of a continuous time representation of a system is that it enables the eigenvalues to be plotted in the s-plane to capture the frequency response characteristics of the system. However, to plot a system in the s-plane, it must first be represented as a set of algebraic equations using a single value, typically s, by taking the system's Laplace transform.
The roots, poles, or eigenvalues, of these algebraic equations have both real and imaginary components and are plotted in the complex s-plane where the real components are plotted on the x-axis while the imaginary components are plotted on the y-axis. The basic information provided in this plot is a system's natural frequencies, damping ratios and stability characteristics. Further, these properties can often be determined through inspection. A representation of the s-plane generated using the sgrid() command in MatLab© which includes lines of constant natural frequency and damping is shown in Figure 7 . In Figure 7 the lines radiating outward from the origin into the second and third quadrants are lines of constant damping ratio, ζ. The concentric arcs in Figure 7 centered at the origin and extending through the second and third quadrant are curves of constant damped natural frequency, ω n . Systems with eigenvalues located on the left hand side of the y-axis are stable and settle to an equilibrium value in finite time, while systems with eigenvalues located on the right hand side of the y-axis are unstable and diverge. If the eigenvalues are on the y-axis in the s-plane, they are saddle points and the system oscillates forever, without moving closer or further away from the equilibrium value.
In the same way an s-plane representation captures the characteristics of a continuous time system, the z-plane can be used to capture characteristics of discrete time systems To represent a system in the z-plane, the z transform of the system's time-invariant difference equations is taken to create an analytical expression in terms of a single variable, z. Once again the roots of this expression are plotted, this time in the zplane. Although the s-plane and z-plane are both complex planes, the z-plane's properties are significantly different. A plot showing contours with constant natural frequency and damping in the z-plane is generated using the MatLab© command zgrid() and is shown in Figure 8 .
The stable region of the z-plane is shown in Figure 8 and corresponds to the region circumscribed by the unit circle, which graphically shows the stability criteria in Eqn. 9. The region outside the unit circle is unstable and the unit circle itself is the set of saddle points. The region inside the unit circle has two sets of contours. The contours originating from the x-axis at (1, 0) are curves of constant damping ratio. The other set of contours, perpendicular to the unit circle, are arcs of constant natural frequency. Examination of the z-plane explains why eigenvalues, which correspond to roots of the z transform, with the same magnitude have a wide range of convergence times in Figure 6 . Although these eigenvalues have the same magnitude, they map to very different natural frequencies and damping ratios. The damping ratio and natural frequency of a system can be used to determine the system's convergence time. For a second order, linear time invariant system, the convergence time, called the settling time, can be related to the damping ratio and natural frequency using Eqn. 10 [41] . In Eqn. 10, t s is the settling time, which is defined to be the time required for a system to converge to within 2% of its final value as measured from its initial value. The variable τ is the system's time constant which is the inverse of the natural frequency, ω n , multiplied by the damping ratio, ζ. Although Eqn. 10 is used to describe continuous systems, it has been applied to discrete systems with underlying continuity. In this paper we examine the applicability of Eqn. 10 to systems that are not inherently continuous and use it to create an upper bound for their convergence time.
To apply Eqn. 10, the natural frequency and damping ratio associated with the system roots is required. Unlike an s-plane representation, this value cannot be read directly from a plot in the z-plane and depends on the sampling period for the discrete system. This sampling period is also critical to map system roots between the z-plane and the s-plane, which is a desirable transformation since the analysis of system transient response is often conducted in the frequency domain which is well represented by the s-plane. The relationship in Eqn. 10 is an example of an approach to approximate the convergence time of a continuous time system. The relationship between the complex variables in the z and s planes is mathematically expressed in Eqn. 11 [23] .
In Eqn. 11 z is a complex number representing a root in the z-plane while s is the associated root in the s-plane. The value T is the sampling period for the system, usually measured in seconds. Since T can be any positive value, a single point in the z-plane can be mapped to many values in the s-plane. The entire left hand side of the s-plane is represented by the unit circle in the z-plane because both encompass the entirety of the stable regions for a linear system.
The relationship expressed in Eqn. 11 is a proven mathematical representation to map points between the z and s planes and can be applied to points in discrete time systems sampled at the appropriate rate. It will be leveraged later in this paper to transform eigenvalues of distributed design systems. However, to this point it has not been used to map poles of distributed design processes from the z to s plane because T has remained indeterminate. To facilitate this mapping, an analogy for the sampling rate of distributed design processes is discussed in the next section and the zero-order hold and bilinear transformation are presented to transform discrete systems into continuous systems and determine T.
Sampling Rate and Zero-Order Hold
Distributed design systems are unique because they are truly discrete systems. A distributed design process is composed of a set of point discontinuities that represent specific decisions made at an instant in time and there is no underlying continuity between decision points, as the process is governed by discrete iterations. This contrasts with most other systems that are fundamentally continuous, but sampled in time to create a discrete abstraction. The sampling rate for these continuous time systems is of critical importance, because low sample rates can inhibit the accurate reproduction of the continuous time signal. Further, relationships used to analyze and reconstruct the signal for discrete systems generally require a specific sampling rate. For this reconstruction to capture the system's transient response it must be sampled at a minimum rate called the Nyquist frequency [42] .
When a continuous time system is sampled at a rate above the Nyquist frequency, the resulting set of points is an abstraction of the actual continuous time system. Since distributed design processes are by their nature discrete, creating a signal in the continuous time domain is not a reconstruction of the signal but an abstraction of the system's true behavior. This distinction restricts which linear system tools and techniques can be used to analyze and model distributed design processes. We use the zero-order hold to construct a continuous time representation of distributed design processes to determine T [23] .
The zero-order hold is used to construct continuous time representations of a set of distributed design systems randomly generated using the parameters in Table 1 . A simulated annealing algorithm is used to determine the sampling rates that led to the most accurate overall representation. The objective function for the simulated annealing algorithm is the distance between the discrete time points and the continuous time curve as measured using an L-2 Norm and the optimization formulation is shown in Eqn. 12.
In Eqn. 12 x i k is the design variable value for the i th design variable at the k th iteration. The term f i (k) is the i th design variable value as determined from the continuous time model generated using either the zero-order hold at the k th iteration. Finally, T, the sampling rate, is the design variable value for the optimization and is used to develop the continuous time expression f i (k). From this experiment it is found that a sample rate of 1 sample / second most accurately represented the discrete time system in continuous time.
Minimize: ( ) = √∑ ∑ (( − ( ) 2 )) =1 =1 (12) Subject to: T > 0
To demonstrate the fidelity of the fit for the continuous time curve with the discrete time data the curve for the first design variable for a random system is plotted in Figure 9 In Figure 9 time is plotted on the x-axis and the systems reach their equilibrium value after eleven iterations. The design variable value is plotted on the y-axis, starting from an initial value of one and converging to a value of 0. Both plots show the first design variable for the simulated system and are created using the initial() function in MatLab©. The actual discrete design variables, as determined through simulation, are marked by black x's in Figure 9 . The blue curve in Figure 9 is the continuous time approximation for the discrete system. Inspection of Figure 9 shows the approximation based on the zero-order hold passes through every discrete design variable value
The reason the zero-order hold produces an accurate continuous time model for the system is its assumptions match extremely well to the fundamental mechanics of distributed design processes. The zero-order hold converts a discrete time signal to continuous time by holding a single sample's values constant over the sampling period. This signal reconstruction technique mirrors distributed design processes exactly, where each subsystem assumes constant design variable values when solving their individual optimization problem for a single decision step in the process.
Using the zero-order hold to transform a discrete state space model of a distributed system enables the analysis of the system using classical control techniques. The identification of the appropriate sample rate for these models makes the transformation from the z-plane to s-plane simpler as well. In the next section we estimate the convergence time of transformed distributed design systems and validate the results experimentally.
Analyzing Distributed Design Processes
The mathematical relationship for continuous time systems between the natural frequency, damping ratio and time constant is summarized in Eqn. 10. Since Eqn. 10 requires only information about the damping ratio and natural frequency a complete continuous time model of the system is not required and simpler relationships are used to transform the discrete time eigenvalues to continuous time. These relationships are provided in Eqns. 13 and 14 [23] .
In Eqn. 13 and 14, ζ is the damping ratio, and ω n is the natural frequency. To determine |z| and ∠z it is assumed that the z-plane form of the eigenvalues is z =a + bi, with a being the real part of z and b being the imaginary part. Using a and b the magnitude, |z| is the vector sum of a and b while∠ z is the arctan( b / a ). The parameter T in Eqn. 14 is the sampling period for the system. Recall this does not have a direct analogy for distributed design systems but is found in Section 3.2 to be 1 sample / iteration . One of the major assumptions in applying Eqn. 10 is that the transient response is dominated by the behavior of a single closed loop pole. In many systems this assumption holds true and it is often possible to represent the aggregate system behavior using only the dominant closed loop poles [41] . A system is defined as having dominant poles if the real parts of its eigenvalues have relative magnitudes greater than 5 [41] . Even when there are not dominant closed loop poles, analyzing the largest closed loop pole in the system can still provide meaningful information about the system. Without requiring the system to have a dominant closed loop pole, Eqns. 10, 13 and 14 are used to evaluate the convergence time for 250 distributed design systems. These systems have been using the parameters outlined in Table 1 . The settling time for each system is analytically determined and plotted in Figure 10 against the actual settling time for the system as determined by simulation.
In Figure 10 the convergence time analytically determined using Eqn. 10 is plotted on the x-axis and the convergence times determined through simulation are plotted on the y-axis. The line in Figure 10 is shown as a reference to compare the experimental with the analytical convergence rate predictions and has a slope of 1. For almost all the systems, the settling criterion from Eqn. 10 provides an upper bound for the convergence time of the design systems. Approximately 7.6% of the systems are above the black line shown in Figure 10 . The system furthest above the line exceeded the predicted maximum convergence time by 6 iterations, 10% its convergence time. All other points, however, are at most 2 design iterations greater than their predicted value. It is also important that this prediction considered only the largest pole of the system, required no simulation and is independent of the starting location. The dynamic behavior of many of the systems may have been understated with this simplification. For example, the system whose convergence is under-predicted by 6 iterations is composed of 6 unique subsystems collectively controlling 32 unique design variables. To capture the dynamics of more sophisticated design problems using a single eigenvalue may be insufficient to appropriately model the system.
Another limiting assumption of the approach used is the requirement that the system have a single set of dominant closed loop poles. When the poles of the randomly generated systems are analyzed it is found that none of the systems had dominant closed loop poles. In spite of this the approximation provides an upper bound for many of the systems. One reason for this may be the discrete nature of distributed design processes. A continuous time model for a truly discrete system overestimates the settling time because the gaps between discrete time points enable it to skip past the peaks of the continuous time curve. These peaks may remain outside of the 2% settling time longer than the discrete points unless a discrete time point is located on a peak. Additional areas of future work to increase the effectiveness of this approach for systems without dominant closed loop poles are discussed in the Conclusions section.
CONCLUSIONS
In this paper the transient response of distributed design processes is examined. An eigenvalue analysis formed the basis for this examination and concepts native to continuous control theory are used to evaluate the transient response of distributed design systems. The transient response is broken down into two components: shape and convergence rate. This paper's contributions focused on the convergence rate of distributed design processes and it is shown that the convergence rate cannot be assessed using only the magnitude of the system's largest eigenvalue.
Instead of examining eigenvalue magnitudes, this paper modeled inherently discrete distributed design processes as continuous time systems. A commonly used approximation, the zero-order hold, is evaluated to determine the parameters required to analyze distributed design processes in continuous time. The approximation suggested the best sampling period, a key parameter in the conversion between discrete and continuous time systems, is 1 sample / iteration . The zero-order hold provides a good approximation for these systems because its assumptions match well with fundamental mechanics of distributed design processes.
By using a continuous time approximation, the convergence rate aspect of transient response is evaluated. This analysis uses a second order approximation for the system. It is demonstrated that, for many systems, a second order approximation provides a reliable upper bound for the number of iterations required for a design system to converge to an equilibrium solution. In cases where the approach is unable to provide an accurate estimate of the system transient response, the prediction remained in the neighborhood of the time required for the system to converge as determined by simulation. It is determined that these systems do not have a single dominant pair of closed loop poles, and these poles interact with one another to increase the transient response time.
One of the major contributions of the approach presented is it enables the evaluation of different design process architectures without the need to simulate the distributed design system. Another contribution of this approach is it validates an extension of the linear system theory analogy used to model distributed design systems. It identifies the role of sampling in the overall system response and emphasizes the truly discrete nature of distributed design problems. Further, it provides a basis for the analysis of increasingly complex distributed design systems by examining the basic challenges to predicting system transient response.
Future work will focus on extending the approach to analyze systems without dominant closed loop poles. Performing this analysis will require the identification of the most influential closed loop poles to create a higher order model of the system. This model will provide greater fidelity and predictive ability while reducing the computational costs to simulate the system. Another area of future work is in the application of model reduction techniques to reduce the size of the models for distributed design systems.
Currently distributed design models require a number of states equal to the number of shared design variables. Reducing the model will minimize the computational cost to analyze these systems both with respect to their stability and transient response characteristics.
Finally, the current approach is limited to systems with linear rational reaction sets. The application of techniques to understand the transient response of non-linear systems would expand the approach's applicability to a broader class of distributed design problems.
