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SINGULARITIES OF INVARIANT DENSITIES FOR RANDOM
SWITCHING BETWEEN TWO LINEAR ODES IN 2D.
YURI BAKHTIN, TOBIAS HURTH, SEAN D. LAWLEY, JONATHAN C. MATTINGLY
Abstract. We consider a planar dynamical system generated by two stable
linear vector fields with distinct fixed points and random switching between
them. We characterize singularities of the invariant density in terms of the
switching rates and contraction rates. We prove boundedness away from those
singularities. We also discuss some motivating biological examples.
1. Introduction
This paper describes the formation of singularities and regularity properties in
the stationary densities for the dynamics created by random switching between two
linear ordinary differential equations (ODEs) in the two-dimensional plane. A full
characterization of stationary density singularities for randomly switched ODEs in
one dimension is provided in [3], yet singularity formation is poorly understood in
higher dimensions, even at the level of motivational examples.
Here, we study a deceptively simple two-dimensional example in the hope that
it will begin to illuminate a path forward. We have not sought generality; but
rather, picked a simple switching system between two linear equations to explore
how geometry of contraction and random switching interact to produce singularities
in the longtime distribution of the system. Despite this apparent simplicity, the
structure of the stationary density can be quite rich. Depending on the relationships
between the switching rates and the contraction rates, the stationary density may be
bounded, have isolated singularites, or have one-dimensional curves of singularities.
Though we have studied a particular system, our methods are fairly general and
hopefully can be extended to an interesting class of examples.
There has been a resurgence in the study of such switched ODE systems in recent
years under the names hybrid systems [19], piecewise deterministic Markov processes
(PDMP) [8, 16], and random evolutions [10]. Some of this renewed interest stems
from applications in ecology and cellular biology [15, 6]. On the more theoretical
side, it was shown in [1, 4, 5] that a combination of a condition of Hörmander type
and an accessibility condition guarantees that an invariant distribution, if it exists,
is unique and absolutely continuous with respect to the Lebesgue measure.
One could expect that, similarly to the well-known results for hypoelliptic dif-
fusions based on pseudo-differential calculus or Malliavin calculus, the same Hör-
mander condition would guarantee C∞ smoothness of the invariant density if the
driving vector fields are smooth and a hypoellipticiy condition is met. As already
alluded to, the picture is more involved and invariant densities of switching systems
often have singularities. In [3], emergence of singularities of invariant densities for
one-dimensional switching systems due to contraction near stable critical points
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was studied, and a classification of singularities was given. It was also shown that
away from critical points of the driving vector fields, the invariant densities are C∞.
In higher dimensions, the situation is even more complex generically. Some of
the flows generated by the driving vector fields may exhibit long-term contraction
with or without convergence to a stable critical point, e.g., there may be more
sophisticated low-dimensional attractors. Density singularities created by some
of the vector fields may be propagated in new directions by other vector fields.
Additional complexity emerges due to the presence of manifolds of hypoellipticity
points.
We started an exploration of higher dimensions in [2], where we considered a
class of switching systems on the two-dimensional torus that is devoid of these
obstacles (the contraction is subexponential and all points are elliptic). For this
class, we showed that the invariant densities belong to C∞ and that there are no
singularities.
For generic switching systems, characterizing singularities of the invariant densi-
ties and proving smoothness away from those singularities still seems to be a hard
problem. In the present paper, for the first time we consider switching systems
with a whole line of points of hypoellipticity and contractive flows associated to the
driving vector fields. In various regimes that we define in terms of the parameters
of the model, i.e., contraction rates and switching rates, we describe points and
lines of singularities of the invariant density and prove boundedness of the density
away from those singularities.
Let us describe the system more precisely now. We consider the PDMP given
by Poissonian random switching between the linear vector fields
(1) ui(x1, x2) =
(−α 0
0 −β
)(
x1 − i
x2 − i
)
, i = 0, 1,
where α > β > 0. Given a starting point x ∈ R2 and an initial vector field, say u0,
we follow the flow of u0 for an exponential time. Then a switch occurs, meaning that
the driving vector field u0 is replaced with u1. Starting from the point in R
2 where
the switch occurred, we flow along u1 for another exponential time, then switch back
to u0, etc. We assume that the times between consecutive switches are independent.
Switches from u0 to u1 happen at a constant rate λ0 > 0, and switches from u1 to
u0 happen at a constant rate λ1 > 0. The resulting dynamics are strongly affected
by the globally asymptotically stable equilibrium points (0, 0) and (1, 1) of the two
vector fields: A typical switching trajectory obtained from intermittent switching
between u0 and u1 enters in finite time the region Γ bounded by the trajectory of u0
starting from (1, 1) and the trajectory of u1 starting from (0, 0), and then remains in
Γ for all future times (see Figure 1 below). Since the setting is essentially compact,
the semigroup of the PDMP admits an invariant probability measure. As will be
established rigorously in Proposition 1, the invariant probability measure is unique
and has a density with respect to Lebesgue measure. The goal of this article is
to investigate the marginals ρ0 and ρ1 of the density, corresponding to the driving
vector fields u0 and u1. In this introduction and throughout the paper, we use
the term invariant densities for the marginals of the density associated with an
absolutely continuous invariant probability measure.
The PDMP governed by u0 and u1 can be thought of as a two-dimensional ver-
sion of one of the simplest possible switching systems on the real line: If we switch
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between v0(x) = −ax and v1(x) = a(1−x) for a > 0, the resulting switching trajec-
tory is alternately attracted by 0 and 1. As in the more complex two-dimensional
system in (1), this simple one-dimensional system gives rise to a unique and abso-
lutely continuous invariant probability measure. Unlike the invariant densities in
the 2D system, however, the invariant densities in the 1D system can be computed
explicitly by solving the corresponding Kolmogorov forward equations, see e.g. [9].
They are densities of beta distributions:
ρ0(x) =c0x
λ0
a
−1(1− x)λ1a ,
ρ1(x) =c1x
λ0
a (1− x)λ1a −1,
(2)
where c0, c1 are constants. In particular, ρ0 and ρ1 are smooth in the interior of
[0, 1], and develop singularities at the critical points 0 and 1 if the switching rates
are small compared to the rate of contraction a. While it is possible to write down
the Kolmogorov forward equations for the invariant densities of (1), we cannot find
explicit solutions to the equations. Besides, it is a priori not clear whether the
invariant densities of (1) are sufficiently regular to be classical solutions on some
meaningful set, say in the interior of Γ. Notice, however, that the marginals of the
invariant densities with respect to the coordinates x1 and x2 are explicitly given by
the formulae in (2) for a = α and a = β. We conjecture that the invariant densities
for (1) are C∞ in the interior of the set Γ. At the boundary of Γ, singularities may
form due to exponential contraction and thus accumulation of probabilistic mass
near the critical points, and the subsequent propagation of mass along trajectories
of u0 and u1.
We give two results on singularities of the invariant densities for slow switching.
The first one describes the singularities near the attracting critical points of u0 and
u1. The basic mechanism leading to these singularities is mass accumulation due to
the fact that, under small to moderate switching rates, there are long time intervals
during which the system is exposed to contraction towards (0, 0) and (1, 1). The
second result holds only for small switching rates, and describes how a singularity
at the critical point of u1 is spread along the trajectory of u0 passing through this
critical point. These results on singularity formation are complemented by several
boundedness results, a first step towards proving regularity of the invariant densities
in the interior of Γ. For instance, we show that the invariant densities are bounded
on any compact set contained in the interior of Γ, even if switches are rare.
There are two main difficulties in dealing with the switching system in (1). The
main obstacle to showing smoothness of the invariant densities is arguably the
exponential contraction in the vicinity of critical points. Another less obvious
difficulty stems from the fact that the vector fields u0 and u1 are aligned with
each other along the diagonal line segment connecting (0, 0) and (1, 1). This partial
breakdown of transversality makes the smoothing effect of switches close to the
diagonal less pronounced. On the other hand, switches close to the diagonal but
far from the critical points at least do not spoil the densities, which seems to
make them a technical nuisance rather than an essential obstacle to establishing
smoothness.
The paper is organized as follows. In Section 2, we discuss two systems emerging
in applications that can be reduced to (1). We state our results on singularities of
the invariant density in Section 3. In Section 4, we prove existence and uniqueness of
the invariant distribution, as well as a basic description of its support. Furthermore,
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Figure 1. The support Γ of the invariant densities is the region
bounded by the forward u0 trajectory starting at (1, 1) and the
forward u1 trajectory starting at (0, 0).
we exhibit the line of hypoellipticity points, which is an obstacle to establishing
boundedness of the invariant density. In Section 5, we recall some basic integral
equations satisfied by the invariant density. In Section 6, we prove one of our main
results (Theorem 1), which describes the singularities of the invariant density. In
Section 7, we perform a change of variables in the integral equations from Section 5
that prepares the proof of our main boundedness result (Theorem 2). The latter is
given in Section 8, where most of the technical work is carried out.
2. Applications
Generically, our results concern any two-dimensional randomly switching ODE
of the form
d
dt
(
x1
x2
)
= A
(
x1
x2
)
+ b01It=0 + b11It=1, b0,b1 ∈ R2,(3)
where It ∈ {0, 1} is a Markov jump process and A ∈ R2×2 has two distinct, negative
eigenvalues. In particular, (3) reduces to (1) after the coordinate change(
y1
y2
)
= G
(
x1
x2
)
+
(− 1α 0
0 − 1β
)
Gb01It=0 +
((− 1α 0
0 − 1β
)
Gb1 +
(
1
1
))
1It=1,
where G is an invertible (2× 2) matrix such that
A = G−1
(−α 0
0 −β
)
G.
In addition to being one of the simplest nontrivial two-dimensional PDMP examples
in which to study invariant densities, models of the form (3) arise naturally in
diverse applications. We now give two such applications.
2.1. Stochastic gene expression. Much of the recent interest in PDMPs stems
from their application to gene expression [12, 17, 6]. Models in this context typically
begin with a continuous-time Markov chain on a discrete state space that tracks
gene products (an integer number of mRNA and/or protein molecules) as well as
some discrete (often binary) environmental state, such as whether or not a gene is
active or inactive. Assuming that the number of gene products is large, one often
approximates the amount of gene product by a continuous vari
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a deterministic ODE between stochastic switches in the environmental state. That
is, the stochasticity stemming from the finite number of gene products is averaged
out, while the stochastic environmental state is retained.
To illustrate this concretely, we briefly describe the so-called “standard model”
of gene expression [17]. Let It ∈ {0, 1} be the state of a gene, with It = 0 (It = 1)
corresponding to an active (inactive) gene, and suppose It leaves state i ∈ {0, 1} at
rate λi > 0. When the gene is active, it produces mRNA molecules at rate α > 0.
Each mRNA molecule degrades at rate δ > 0 and produces a protein molecule at
rate β > 0. Protein molecules degrade at rate γ > 0. Letting Xt ∈ {0, 1, 2, . . .}
and Yt ∈ {0, 1, 2, . . .} denote the respective mRNA and protein copy numbers, the
Markov transitions are summarized by
It : 0
λ0
⇋
λ1
1; Xt : X
Itα
⇋
δ
X + 1, Yt : Y
Xtβ
⇋
γ
Y + 1.(4)
This three-component Markov chain (Xt, Yt, It) ∈ {0, 1, 2, . . .}2×{0, 1} and various
simplifications have been very well studied using a variety of mathematical tech-
niques [17, 6]. Indeed, depending on the parameter regime, this Markov chain has
been reduced to an ODE, a PDMP, a stochastic differential equation (SDE) driven
by white noise, an SDE driven by Lévy noise, and a Lévy-type process [11].
For our purposes, suppose that the characteristic number of mRNA and protein
molecules is large,
X∗ :=
α
δ
λ0
λ0 + λ1
≫ 1, Y ∗ := β
γ
X∗ ≫ 1.
In this parameter regime, one can approximate the rescaled mRNA and protein
concentrations, x(t) := Xt/X
∗ and y(t) := Yt/Y
∗, by the two-dimensional PDMP
[18],
d
dtx(t) =
α
X∗
It − δx(t),
d
dty(t) = γ(x(t)− y(t)),
(5)
in which the only source of stochasticity remaining is It. Of course, (5) is of the
form (3).
2.2. PDEs with randomly switching boundary conditions. While most of
the interest in PDMPs has focused on switching ODEs, a number of biological
applications have recently prompted the study of PDEs with randomly switching
boundary conditions (for example, see [15, 14, 7, 13]). Perhaps the simplest such
example is the one-dimensional diffusion equation,
∂
∂tc(x, t) =
∂2
∂x2 c(x, t), x ∈ (0, 1),
with an absorbing boundary condition at x = 0 and a randomly switching boundary
condition at x = 1,
c(0, t) = 0, c(1, t) = It,
where It ∈ {0, 1} is a continuous-time Markov jump process. Writing the solution
in terms of the L2[0, 1]-orthonormal basis, {√2 sin(nπx)}∞n=1,
c(x, t) =
∞∑
n=1
cn(t)
√
2 sin(nπx),
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it follows that any pair of coefficients, say ck(t) and cm(t), satisfy the two-dimensional
switching ODEs,
d
dtck(t) = −βk(ck(t)− Itbk),
d
dtcm(t) = −βm(cm(t)− Itbm),
(6)
where βn = n
2π2 and bn = (−1)n+1
√
2/(nπ). Of course, (6) is of the form (3).
3. Problem setting and main results
We consider random switching between the linear vector fields u0 and u1 on R
2,
given by
ui(x) = ui(x1, x2) =
(−α 0
0 −β
)(
x1 − i
x2 − i
)
, i = 0, 1,
where α > β > 0. The vector fields u0 and u1 have an attracting critical point at
(0, 0) and (1, 1), respectively. For any (x1, x2) ∈ R2, the initial-value problem(
x˙1(t)
x˙2(t)
)
= ui(x1(t), x2(t)),
(
x1(0)
x2(0)
)
=
(
x1
x2
)
has the unique solution
(7) Φti(x1, x2) =
(
i+ (x1 − i)e−αt
i+ (x2 − i)e−βt
)
, t ∈ R.
It is easy to see that
(8) Φt1(x1, x2) =
(
1
1
)
− Φt0(1− x1, 1− x2), x ∈ R2, t ∈ R.
For notational convenience, we also define the inverse flows
Ψti(x) = (Φ
t
i)
−1(x) = Φ−ti (x), i ∈ {0, 1}, t ∈ R, x ∈ R2.
As we will be switching intermittently between u0 and u1, it is also convenient to
define the cumulative flows
Φ
(t1,...,tn)
i =
{
Φtni ◦ Φtn−11−i ◦ Φtn−2i ◦ . . . ◦ Φt11−i, n ≡ 0 mod 2,
Φtni ◦ Φtn−11−i ◦ Φtn−2i ◦ . . . ◦ Φt1i , n ≡ 1 mod 2
and
Ψ
(t1,...,tn)
i =
(
Φ
(t1,...,tn)
i
)−1
.
For i ∈ {0, 1}, we call the set {Φti(x) : t > 0} the forward ui trajectory starting at
x and we call {Φti(x) : t < 0} the backward ui trajectory starting at x. The set
{Φti(x) : t ∈ R} is simply called the ui trajectory through x.
Let I = (It)t≥0 be a continuous-time Markov chain on {0, 1} with jump rate λ0
from 0 to 1 and λ1 from 1 to 0. Then, we define a stochastic process X = (Xt)t≥0
on R2 via
(9) ddtXt = uIt(Xt).
The two-component process (X, I) is a Markov process on R2×{0, 1}, whose Markov
semigroup we denote by (Pt)t≥0. We call a probability measure µ on R
2 × {0, 1}
an invariant probability measure of (Pt)t≥0 if µ = µP
t for all t ≥ 0.
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The forward u0 trajectory starting at (1, 1) and the forward u1 trajectory starting
at (0, 0) together with the critical points (0, 0) and (1, 1) mark the boundary of the
set
Γ =
{
(x1, x2) ∈ R2 : 0 ≤ x2 ≤ 1, x
α
β
2 ≤ x1 ≤ 1− (1− x2)
α
β
}
.
We denote the interior of Γ by Γ◦. Notice that Γ and Γ◦ are symmetric about the
point (12 ,
1
2 ), i.e. (x1, x2) ∈ Γ (∈ Γ◦) if and only if (1− x1, 1− x2) ∈ Γ (∈ Γ◦).
Proposition 1. The Markov semigroup (Pt)t≥0 admits a unique invariant proba-
bility measure µ. It is absolutely continuous with respect to the product of Lebesgue
measure on R2 and counting measure on {0, 1}. Moreover, the marginals µi(·) =
µ(· × {i}), i ∈ {0, 1}, have support Γ.
Recall that the support of µi is the collection of all points x ∈ R2 such that
µi(U) > 0 for every neighborhood U of x. We prove Proposition 1 in Section 4.
Since the marginal µi, i ∈ {0, 1}, is absolutely continuous with respect to Lebesgue
measure, it has a density ρi ∈ L1(R2), which we call an invariant density. Below,
we state our results on boundedness as well as the occurrence of singularities for
the invariant density ρ0. Exploiting the symmetries of the switching system, one
can easily formulate corresponding results for ρ1. Whether and where singularities
of ρ0 occur depends critically on the switching rates λ0 and λ1. In some sense
this is not surprising because small switching rates translate into few switches and
thus an accumulation of probabilistic mass at the critical points (0, 0) and (1, 1).
Interestingly, if both λ0 and λ1 are very small, the singularity created at the critical
point of one of the vector fields is propagated along the forward trajectory of the
other vector field that starts at the critical point. As L1 functions, ρ0 and ρ1 are
only defined up to a set of Lebesgue measure zero, so when we state, e.g., that ρ0
is bounded on a set S, we mean that there is a representative of ρ0 that is bounded
on S. Proposition 1 implies that ρ0 and ρ1 vanish outside of Γ, which is why we
can restrict ourselves to Γ◦ instead of considering all of R2.
For i ∈ {0, 1}, let ∂Γi denote the forward ui trajectory starting at (1− i, 1− i),
and set
Γi = Γ \ {(i, i)}.
Observe that ∂Γi, i ∈ {0, 1}, are the curves that make up the right and left part of
the boundary of Γ, minus the critical points (0, 0) and (1, 1). The following theorem
describes for which switching rates and in which regions singularities occur.
Theorem 1. The following statements hold.
(1) For λ0 < α+β, the invariant density ρ0 is unbounded in every neighborhood
of (0, 0).
(2) For λ1 < β and x ∈ ∂Γ0, ρ0 is unbounded in every neighborhood of x. Since
being unbounded in every neighborhood of a point is a closed condition, ρ0
is also unbounded in every neighborhood of (0, 0) and (1, 1).
Theorem 2. The following statements hold.
(1) For λ0 > α+ β and λ1 > β, the invariant density ρ0 is bounded on Γ
◦.
(2) Let λ0, λ1 > β and let K ⊂ Γ0 be compact. Then, ρ0 is bounded on K.
(3) Let K ⊂ Γ be a compact set such that K ∩ ∂Γ0 = ∅. Then, ρ0 is bounded
on K for any switching rates λ0, λ1 > 0.
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Remark 1. Theorems 1 and 2 do not address whether ρ0 stays bounded along ∂Γ0
if λ0 < β and λ1 > β. Based on simulations and heuristics, we conjecture that ρ0
is bounded in this case, i.e. we conjecture the conclusion of Theorem 2, part (2),
to hold for every λ0 > 0 and λ1 > β. The critical cases not covered by Theorems 1
and 2 (e.g., is ρ0 bounded on Γ
◦ if λ0 = α+ β and λ1 = β?) are also open.
We prove Theorem 1 in Section 6. The proof of Theorem 2 is given in Section 8.
Theorems 1 and 2 combined provide the following picture: For fast switching away
from u0 (λ0 > α + β) and for intermediate switching away from u1 (λ1 > β), the
invariant density ρ0 is globally bounded. For intermediate switching away from u0
(λ0 < α + β), ρ0 has a singularity at (0, 0), the critical point of u0, irrespective of
λ1. And in the regime of slow switching away from u1 (λ1 < β), ρ0 has singularities
along the entire left boundary curve of the support, including (0, 0). This happens
regardless of how quickly on average we switch away from u0. Away from the left
boundary curve, ρ0 is always bounded. The mechanism leading to the blow-up of
ρ0 along ∂Γ0 can be roughly described as follows: Due to exponential contraction
of the flow of u1, probabilistic mass accumulates at the sink (1, 1). This mass is
subsequently propagated under the flow of u0 and thus gives rise to singularities
along the forward u0 trajectory starting at (1, 1).
4. The support of the invariant measure
In this section, we prove Proposition 1. Given two points x, y ∈ R2, we say that
x is reachable from y if there exist i ∈ {0, 1}, n ∈ N, and (t1, . . . , tn) ∈ Rn+ such
that
x = Φ
(t1,...,tn)
i (y).
For y ∈ R2, let L(y) denote the set of points x ∈ R2 that are reachable from y. A
nonempty set S ⊂ R2 is called positive invariant if L(y) ⊂ S for every y ∈ S. This
is equivalent to saying that
Φti(x) ∈ S, i ∈ {0, 1}, t ≥ 0, x ∈ S.
Lemma 1. The following statements hold.
(1) The sets Γ and Γ◦ are positive invariant.
(2) We have Γ◦ ⊂ L(x) for every x ∈ R2.
Proof: To simplify notation, we define
γ :=
α
β
> 1.
Fix a point x ∈ Γ. If x = (0, 0), the forward u0 trajectory starting at x consists
only of x and is therefore contained in Γ. If x 6= (0, 0) and if y is any point on the
forward u0 trajectory starting at x, we have
yγ2 ≤ x1x−γ2 yγ2 ≤ (1− (1− x2)γ)x−γ2 yγ2 =
(
y2
x2
)γ
−
(
y2
x2
− y2
)γ
≤ 1− (1− y2)γ .
To obtain the last inequality, we used that
d
dz
(zγ − (z − y2)γ) = γ
(
zγ−1 − (z − y2)γ−1
)
> 0, z > y2,
and that y2/x2 < 1. Since x1x
−γ
2 y
γ
2 = y1, it follows that the forward u0 trajectory
starting at x is contained in Γ. As (1 − x1, 1− x2) ∈ Γ, we also have
(10) Φt0(1− x1, 1− x2) ∈ Γ, t > 0.
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Equations (8) and (10) imply that the forward u1 trajectory starting at x is con-
tained in Γ as well. The proof for Γ◦ is analogous.
To prove the second statement, fix x ∈ R2 and y ∈ Γ◦. Since the critical points
(0, 0) and (1, 1) are globally asymptotically stable, the set L(x) contains a point z
such that z2 ∈ (0, 1). If z1 ≥ z2, set
a(t) = Φt0(z), t > 0.
We have
(11)
(
e−βtz2
)γ
< e−αtz1.
Set
b(t) = e−αtz1 +
(
1− e−βtz2
)γ
.
Since limt→∞ b(t) = 1 and since
b′(t) = −αz1e−αt + αz2e−βt
(
1− e−βtz2
)γ−1
> 0
for t sufficiently large, we have b(t) < 1 for large t. This and (11) imply that
a(t) ∈ Γ◦ for large t. In particular, there is a ∈ L(x) ∩ Γ◦. If z1 < z2, set
a(t) = Φt0(1− z1, 1− z2), t > 0.
As 1− z1 > 1− z2, we have as before a(t) ∈ Γ◦ for large t. With (8) and symmetry
of Γ◦ around (12 ,
1
2 ), this yields
Φt1(z) ∈ Γ◦
for large t, so as in the case z1 ≥ z2 there is a ∈ L(x) ∩ Γ◦.
As L(a) ⊂ L(x), we may assume without loss of generality that x ∈ Γ◦. Now, it
suffices to show that one of the following statements holds, as this means there are
s, t > 0 and i ∈ {0, 1} such that y = Φ(s,t)i (x).
(a) There is η ∈ (0,min{x2, y2}] such that
g(η) := 1− (1− y1)(1 − y2)−γ(1− η)γ − x1x−γ2 ηγ = 0.
(b) There is η ∈ [max{x2, y2}, 1) such that
h(η) := 1− (1− x1)(1 − x2)−γ(1− η)γ − y1y−γ2 ηγ = 0.
It is easy to see that g(0), g(1), h(0), and h(1) are negative. Since g and h are
continuous, it is then enough to show that g(min{x2, y2}) ≥ 0 or h(max{x2, y2}) ≥
0. First, assume that x2 ≤ y2. If
(1− y1)(1 − y2)−γ ≤ (1− x1)(1 − x2)−γ ,
we have
g(x2) = 1− (1− y1)(1 − y2)−γ(1 − x2)γ − x1 ≥ 0.
And if
(1− x1)(1− x2)−γ ≤ (1− y1)(1− y2)−γ ,
we have
h(y2) = 1− (1− x1)(1 − x2)−γ(1− y2)γ − y1 ≥ 0.
It remains to consider the case x2 > y2. If x1x
−γ
2 ≤ y1y−γ2 , we have g(y2) ≥ 0. And
if y1y
−γ
2 ≤ x1x−γ2 , we have h(x2) ≥ 0. 
Since the semigroup (Pt)t≥0 is Feller and since Γ is compact and positive in-
variant, (Pt)t≥0 admits an invariant probability measure. In fact, as we will show
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below, the invariant probability measure is unique and absolutely continuous. For
x ∈ R2, let
U(x) = (u1(x), u0(x))
be the (2×2) matrix whose first column is u1(x) and whose second column is u0(x).
As stated in the following easily verified lemma, u0 and u1 are transversal at every
point except for points on the line x1 = x2.
Lemma 2. Let x ∈ R2. Then, detU(x) = αβ(x1−x2). In particular, detU(x) = 0
if and only if x1 = x2.
In light of Lemmas 1 and 2, there are points (namely every point in Γ◦ not
located on x1 = x2) that are reachable from every starting point in R
2 and where
u0 and u1 are transversal. By Theorem 1 in [1] or by Theorem 4.5 in [4], the
invariant probability measure of (Pt)t≥0 is unique and absolutely continuous with
respect to the product of Lebesgue measure on R2 and counting measure on {0, 1}.
Alternatively, one can follow the reasoning in [15], which leverages the contractive
nature of the system. This is particularly simple in this case as the flows are
deterministically uniformly contracting. Fixing two initial condition x, y ∈ R2 and
i ∈ {0, 1}, we set I0 = i and let Xt(x) and Xt(y) be the solution to (9) with the
same It process (and hence the same jump times) but starting initially from x and
y respectively. If we define rt := Xt(x) −Xt(y), observe that
(12) ‖rt‖ ≤ ‖x− y‖ exp(−(α ∧ β)t),
where ‖ · ‖ denotes the Euclidean norm on R2. Now let f : R2 ×{0, 1} → R be an
arbitrary test function which is 1-Lipschitz continuous, i.e. |f(x, i)−f(y, j)| ≤ ‖x−
y‖+ 1i6=j for every x, y ∈ R2 and i, j ∈ {0, 1}. Since supt≥0 ‖Xt(x)‖ <∞ for every
x ∈ R2, the supremum of (Ptf)(x, i) − (Ptf)(y, i) = Ef(Xt(x), It) − Ef(Xt(y), It)
over all such test functions is equal to the 1-Wasserstein distance between Pt(x, i; · )
and Pt(y, i; · ). Denoting this distance by ‖Pt(x, i; · )−Pt(y, i; · )‖W1 and recalling
that ‖δx,i − δy,i‖W1 = ‖x− y‖ produces
‖Pt(x, i; · )− Pt(y, i; · )‖W1 ≤ ‖δx,i − δy,i‖W1e−(α∧β)t.
A simple coupling argument using the definition of the 1-Wasserstein distance as
the infimum over all couplings and the resulting convexity of the 1-Wasserstein
distance produces
‖µPt − νPt‖W1 ≤ ‖µ− ν‖W1e−(α∧β)t(13)
for arbitrary initial probability measures µ and ν of bounded support. Observe in
addition that there is a bounded positive invariant subset B of R2 (e.g., the set
[−1, 2]2) with the following property: For every R > 0 there is C > 0 such that
every switching trajectory starting from a point of distance less than R from the
origin enters the set B in a time less than C. As a result, every invariant probability
measure has bounded support, so the estimate in (13) proves in particular unique-
ness of the invariant probability measure. Additionally, this proves a spectral gap
for the Markov kernel Pt in the 1-Wasserstein distance which is independent of the
switching rates. The estimate in (12) can also be used to show that the system has
a random attractor which consists of a single point and that all of the Lyapunov
exponents are negative. See [15] for more discussions in this direction.
To finish the proof of Proposition 1, it remains to show the statement about the
support of the marginals µ0 and µ1. Since Γ is positive invariant and compact, the
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support of µ0 and µ1 is contained in Γ. And since Γ
◦ is an open subset of the set
of points y ∈ Γ that are reachable from every starting point in Γ, Γ◦ is a subset of
the support of µ0 and µ1, see e.g. [1, Lemma 6]. As the support of µ0 and µ1 is a
closed set, it is necessarily equal to Γ.
5. Integral equations for invariant densities and cdf’s
Recall that for i ∈ {0, 1}, Ψi denotes the inverse flow associated with the vector
field ui. Lemma 2 in [3] implies that
(14) ρi(x) =
∫
R+
λ1−ie
−λit det∇xΨti(x)ρ1−i(Ψti(x)) dt, i ∈ {0, 1}.
Written in terms of the cumulative distribution functions (CDF’s)
(15) Gi(x1, x2) =
∫ x1
−∞
∫ x2
−∞
ρi(y1, y2) dy1 dy2, (x1, x2) ∈ R2,
the integral equations in (14) become
(16) Gi(x) =
∫
R+
λ1−ie
−λitG1−i(Ψ
t
i(x)) dt, i ∈ {0, 1}.
This is because for i ∈ {0, 1} and for any fixed x ∈ R2, t 7→ Φti(x) is monotone in
both components. Note that the integral on the right side of (16) can be rewritten
as
λ1−i
λi
EG1−i(Ψ
T
i (x)),
where T is an exponential random variable with intensity λi.
Next, we generalize the integral equations in (14) by considering the evolution
of (X, I) leading to the current state not just since the latest switch but over the
latest n switches, n ∈ N. For i ∈ {0, 1}, n ∈ N, t ∈ Rn+, and x ∈ Γ◦, we define the
Jacobian
Jti (x) = det∇xΨti(x).
For i ∈ {0, 1}, n ∈ N, and x ∈ Γ◦, let
(17) T ni (x) =
{
t ∈ Rn+ : Ψti(x) ∈ Γ◦
}
.
For n ∈ N and real-valued integrable functions h on Γ◦, we define the transfer
operator
(18) Qnh(x) =
∫
Tn0 (x)
λ0(n)e
−〈λ
(n)
0 ,t〉Jt0(x)h(Ψ
t
0x) dt, x ∈ Γ◦,
where
(19) λi(n) =
{
λ1−iλi . . . λi, n ≡ 0 mod 2,
λ1−iλi . . . λ1−i, n ≡ 1 mod 2
is an alternating product of λ1−i and λi with exactly n factors, and where
(20) λ
(n)
i =
{
(λ1−i, λi, . . . , λi)
⊤, n ≡ 0 mod 2,
(λi, λ1−i, . . . , λi)
⊤, n ≡ 1 mod 2
is a vector of length n whose components alternate between λi and λ1−i. Then,
(21) ρ0 =
{
Qnρ0, n ≡ 0 mod 2,
Qnρ1, n ≡ 1 mod 2,
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which can be deduced by iteratively plugging instances of (14) into one another
and using the fact that the pushforward of a function under the cumulative flow Φti
is the composition of pushforwards under the individual flows Φtni ,Φ
tn−1
1−i , . . .
Remark 2. The formula in (21) can be generalized to switching systems with state
space U×S, where U is an open subset ofRn and S is a finite index set corresponding
to a collection of smooth vector fields u on Rn that leave U positive invariant and
are integrable, i.e. for any x0 ∈ U the initial-value problem x˙ = u(x), x(0) =
x0 has a unique solution, and this solution is defined for all t ∈ R. Suppose
the corresponding Markov semigroup admits an absolutely continuous invariant
measure µ with invariant densities (ρi)i∈S . For i, j ∈ S, let λi be the rate of
switching away from vector field ui and let λj,i be the rate of switching from uj to
ui. For n ∈ N, i = (i1, . . . , in) ∈ Sn and for real-valued integrable functions h on
U , define
Qih(x) =
∫
Ti(x)
n∏
j=2
λij−1,ij e
−
∑n
j=1 λij tjΦti#h(x) dt, x ∈ U,
where Φt
i
= Φtnin ◦ . . . ◦ Φt1i1 , Ti(x) = {t ∈ Rn+ : (Φti )−1(x) ∈ U} and where Φti#h
denotes the pushforward of h under Φt
i
. Then, we have for n ∈ N and in ∈ S that
ρin =
∑
in−1 6=in
. . .
∑
i0 6=i1
λi0,i1Q(i1,...,in)ρi0 .
6. Singularities of the invariant densities
In this section, we prove Theorem 1 on singularities of the invariant density ρ0
for slow switching. We first show that if λ0 < α+ β, then ρ0 is unbounded in any
neighborhood of (0, 0).
Proof of Theorem 1, part (1): Recall that the cumulative distribution func-
tion G0 was defined in (15). Assuming that the invariant density ρ0 is bounded by
a constant C in some neighborhood of (0, 0), we conclude that
G0(ǫ
α, ǫβ) < Cǫα+β
for sufficiently small ǫ. On the other hand, (16) implies that, for every ǫ > 0,
G0(ǫ
α, ǫβ) =
∫ ∞
0
λ1e
−λ0tG1(e
αtǫα, eβtǫβ) dt(22)
≥
∫ ∞
ln(1/ǫ)
λ1e
−λ0tG1(e
αtǫα, eβtǫβ) dt.
For t ≥ ln(1ǫ ), we have eβtǫβ ≥ 1 and thus, as the support Γ of µ1 is contained in
[0, 1]2, we have G1(e
αtǫα, eβtǫβ) = G1(+∞,+∞). Hence, the integral in the second
line of (22) equals
G1(+∞,+∞)
∫ ∞
ln(1/ǫ)
λ1e
−λ0t dt = G1(+∞,+∞)λ1
λ0
ǫλ0 .
Since ǫ is arbitrary, we conclude that λ0 ≥ α+ β. 
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The idea behind the above proof is very general and can be used with minor
modifications to study existence and character of singularities in various other situ-
ations including high-dimensional ones. However, there is another interesting proof
specific to the concrete vector fields u0, u1 we consider.
Another proof of Theorem 1, part (1): Let ǫ ∈ (0, 1). Since the point
(ǫα, ǫβ) ∈ R2 is on ∂Γ0, the left boundary curve of Γ, and since ρ0 is identically
zero outside of Γ, we have
G0(ǫ
α, ǫβ) =
∫ ǫα
−∞
∫ ∞
−∞
ρ0(y1, y2) dy1 dy2 = G0(ǫ
α,+∞).
Since our system can be viewed as a product of non-iteracting components, the
marginal distribution
E 7→
∫
E
∫ ∞
−∞
ρ0(y1, y2) dy1 dy2
coincides with the stationary distribution of the one-dimensional system given by
switching at rates λ0 and λ1 between the one-dimensional vector fields
v0(x) = −αx, v1(x) = −α(x− 1).
By Proposition 3.12 in [9], this distribution is a beta distribution with parameters
(λ0/α, λ1/α+1), so assuming that the invariant density ρ0 is bounded by a constant
C in a neigborhood of (0, 0), we obtain for small ǫ
cB(ǫα;λ0/α, λ1/α+ 1) = G0(ǫ
α, ǫβ) ≤ Cǫα+β ,(23)
where c is a normalizing constant and where B(x; a, b) is the incomplete beta func-
tion
B(x; a, b) =
∫ x
0
ta−1 (1 − t)b−1 dt.
Now if λ0 < α+ β, it is straightforward to check that
ǫ−(α+β)B(ǫα;λ0/α, λ1/α+ 1)→∞, as ǫ→ 0.
Thus, dividing (23) by ǫα+β and taking ǫ→ 0 completes the proof. 
Now we prove the second part of Theorem 1, which asserts that ρ0 blows up
along the entire left boundary curve of Γ in case λ1 < β.
Proof of Theorem 1, part (2): Let us introduce the functions
φ(1)(t) = e−αt, φ(2)(t) = e−βt, φ(2)ǫ (t) = (1− ǫβ)e−βt, t ∈ R, ǫ > 0,
so that {(φ(1)(t), φ(2)(t))}t>0 is the forward u0 trajectory starting at (1, 1) — the
left boundary curve of Γ. Also, Φt0(1, 1− ǫβ) = (φ(1)(t), φ(2)ǫ (t)).
For z > 0, we define t(z) = (φ(1))−1(z) = − ln(z)/α and the open interval
Iǫ(z) = (φ
(2)
ǫ (t(z)), φ(2)(t(z))) ⊂ R. Also, for any set I ⊂ R, we introduce
Rǫ(I) =
{
(x1, x2) : x1 ∈ φ(1)(I), x2 ∈ Iǫ(x1)
}
.
Note that for all t ∈ R and all t1, t2 ∈ R satisfying t1 < t2, Φt0 : Rǫ(t1, t2) →
Rǫ(t1 + t, t2 + t) is a diffeomorphism. Also, for any I, J ⊂ R,
(24) Rǫ(I) ∩Rǫ(J) = Rǫ(I ∩ J).
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Suppose that there is t > 0 such that the invariant density ρ0 is bounded by a
constant C in a neighborhood of Φt0(1, 1). For ǫ sufficiently small, the set Rǫ(t, t+
ǫα) is contained in this neighborhood. Using the diffeomorphism property of Φt0
mentioned above, it is easy to check that there is a number C′ > 0 such that for
small ǫ the Lebesgue measure of Rǫ(t, t + ǫ
α) is bounded by C′ǫα+β. Therefore,
µ0(Rǫ(t, t+ ǫ
α)) ≤ CC′ǫα+β for ǫ small.
Now we derive a lower bound for µ0(Rǫ(t, t+ ǫ
α)). For small ǫ > 0, φ(1)(ǫα) <
1− α2 ǫα. Therefore, Rǫ(0, ǫα) ⊃ ((1− α2 ǫα, 1)× (1− ǫβ , 1))∩Γ◦. As µ1 is supported
on Γ, this yields
(25) µ1(Rǫ(0, ǫ
α)) ≥
∫ ∞
1−α2 ǫ
α
∫ ∞
1−ǫβ
ρ1(y1, y2) dy2 dy1 ≥ G1(+∞,+∞)λ0
λ1
ǫλ1 ,
where the second inequality follows from the proof of part (1), with the roles of λ0
and λ1 reversed. Using (14), (24) and the observation that Φ
−s
0 : Rǫ(t, t + ǫ
α) →
Rǫ(t− s, t− s+ ǫα) is a diffeomorphism, we have
µ0(Rǫ(t, t+ ǫ
α)) =
∫ ∞
0
λ1e
−λ0sµ1(Rǫ(t− s, t− s+ ǫα)) ds
≥
∫ ∞
0
λ1e
−λ0sµ1(Rǫ(t− s, t− s+ ǫα) ∩Rǫ(0, ǫα)) ds
=
∫ ∞
0
λ1e
−λ0sµ1(Rǫ((t− s, t− s+ ǫα) ∩ (0, ǫα))) ds
≥
∫ t+ǫα
t−ǫα
λ1e
−λ0sµ1(Rǫ((t− s, t− s+ ǫα) ∩ (0, ǫα)) ds
≥ c
∫ t+ǫα
t−ǫα
µ1(Rǫ((t− s, t− s+ ǫα) ∩ (0, ǫα))) ds =: cA(ǫ).
Here, c > 0 is a constant that doesn’t depend on ǫ. To complete the estimate
of µ0(Rǫ(t, t + ǫ
α)) from below, we use the lower bound on µ1(Rǫ(0, ǫ
α)) derived
in (25). We have
A(ǫ) =
∫ t+ǫα
t−ǫα
∫
R2
1{(x1,x2)∈Rǫ((t−s,t−s+ǫα)∩(0,ǫα))} µ1(dx1, dx2) ds
=
∫ t+ǫα
t−ǫα
∫
R2
1{x1∈φ(1)((t−s,t−s+ǫα)∩(0,ǫα))}1{x2∈Iǫ(x1)} µ1(dx1, dx2) ds
=
∫
R2
1{t(x1)∈(0,ǫα)}1{x2∈Iǫ(x1)}
∫ t+ǫα
t−ǫα
1{t(x1)∈(t−s,t−s+ǫα)} ds µ1(dx1, dx2)
= ǫα
∫
R2
1{t(x1)∈(0,ǫα)}1{x2∈Iǫ(x1)} µ1(dx1, dx2)
= ǫαµ1(Rǫ(0, ǫ
α)) ≥ G1(+∞,+∞)λ0
λ1
ǫα+λ1 .
In the next to last line we used that t(x1) ∈ (t − s, t − s + ǫα) if and only if
s ∈ (t−t(x1), t−t(x1)+ǫα), and if t(x1) ∈ (0, ǫα), one has (t−t(x1), t−t(x1)+ǫα) ⊂
(t− ǫα, t+ ǫα).
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Combining the resulting lower bound for µ0(Rǫ(t, t+ ǫ
α)) with the upper bound
derived earlier, we see that for sufficiently small ǫ,
cG1(+∞,+∞)λ0
λ1
ǫα+λ1 ≤ CC′ǫα+β.
This is possible only if λ1 ≥ β. 
7. Change of variables
The fixed-point equations in (21) give integral equations describing the invariant
densities ρi(x). These expressions were obtained by applying (14) multiple times.
This captures the effect of pushing forward the density until the time of the nth
switch. All of these expressions are written as integral operators where the integrals
are taken over the length of the first n exponential times.
The goal in this section is to take the expressions for the pushforwards of the
invariant densities in the case n = 2 as integrals over the switching times and change
variables so that they can be viewed as integral operators over the state space Γ.
The precise version is given in Lemma 4 at the end of this section.
It will be important to treat the points above, below and on the diagonal {x1 =
x2} differently. To this end, let us introduce the sets
Γl ={x ∈ Γ◦ : x1 < x2}, Γr ={x ∈ Γ◦ : x1 > x2},
Γm ={x ∈ Γ◦ : x1 = x2}, Γs =Γl ∪ Γr.
Recalling the definition of T ni from (17), we define, for i ∈ {0, 1} and x ∈ Γ◦, the
following sets of times when the first switch, going backwards in time, occurred
respectively to the right and to the left of the diagonal:
Ri(x) = {(s, t) ∈ T 2i (x) : Ψti(x) ∈ Γr},
Li(x) = {(s, t) ∈ T 2i (x) : Ψti(x) ∈ Γl} .
Observe that R1(x) = L0((1, 1)− x) and L1(x) = R0((1, 1)− x). The next lemma
provides the regularity needed to perform the desired change of variables.
Lemma 3. For any x ∈ Γ◦ and i ∈ {0, 1}, (s, t) 7→ Ψ(s,t)i (x) is a diffeomorphism
from Ri(x) onto Ψ
Ri(x)
i (x) and from Li(x) onto Ψ
Li(x)
i (x).
Proof: It suffices to prove the statement for i = 0 because
Ψ
(s,t)
1 (x) = (1, 1)−Ψ(s,t)0 ((1, 1)− x), (s, t) ∈ T 21 (x).
We only show that (s, t) 7→ Ψ(s,t)0 (x) is a diffeomorphism on R0(x), as the proof for
L0(x) is almost identical. We begin by showing that (s, t) 7→ Ψ(s,t)0 (x) is injective
on R0(x). To obtain a contradiction, suppose that this is not the case. Then,
there exist two distinct vectors (s1, t1), (s2, t2) ∈ R0(x) such that Ψ(s1,t1)0 (x) =
Ψ
(s2,t2)
0 (x) =: y. This implies that the u0 trajectory through x and the u1 trajectory
through y intersect in two distinct points z(1) := Ψt10 (x) and z
(2) := Ψt20 (x) that
both lie in Γr. For any two points x, y ∈ Γ◦, the u0 trajectory through x and the
u1 trajectory through y intersect in at most two distinct points, so z
(1) and z(2)
are the only points of intersection. Since z(1), z(2) ∈ Γr, Lemma 2 implies that
detU(z(i)) > 0 for i ∈ {0, 1}. As a result, one trajectory crosses the other in the
same direction at both points of intersection, which is impossible.
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It remains to show that det∇(s,t)Ψ(s,t)0 (x) 6= 0 for (s, t) ∈ R0(x). From (7), we
derive
(26) Ψ
(s,t)
0 (x) =
(
1− eαs + eα(s+t)x1
1− eβs + eβ(s+t)x2
)
,
which yields
∇(s,t)Ψ(s,t)0 (x) =
(−αeαs + αx1eα(s+t) αx1eα(s+t)
−βeβs + βx2eβ(s+t) βx2eβ(s+t)
)
and
(27) det∇(s,t)Ψ(s,t)0 (x) = αβe(α+β)s(x1eαt − x2eβt) > 0.
For the last inequality, we used that Ψt0(x) ∈ Γr. 
Let i ∈ {0, 1} and x ∈ Γ◦. We denote the inverse of (s, t) 7→ Ψ(s,t)i (x) as a map
from Ri(x) onto Ψ
Ri(x)
i (x) by χ
r,x
i , and the inverse of (s, t) 7→ Ψ(s,t)i (x) as a map
from Li(x) onto Ψ
Li(x)
i (x) by χ
l,x
i . With λi(2) and λ
(2)
i defined as in (19) and (20),
respectively, we also introduce the functions
fi(t, x) =λi(2)e
−〈λ
(2)
i ,t〉Jti (x), t ∈ Ri(x) ∪ Li(x),
Kri (x, y) =fi(χ
r,x
i (y), x)|det∇yχr,xi (y)|, y ∈ ΨRi(x)i (x),
K li(x, y) =fi(χ
l,x
i (y), x)|det∇yχl,xi (y)|, y ∈ ΨLi(x)i (x).
We are now in a position to perform the desired change of variables on the
operator Q2 which was defined in (18) and used in the fix point equations (21).
Lemma 4. For any i ∈ {0, 1} and x ∈ Γ◦,
(28)
∫
Ri(x)
λi(2)e
−〈λ
(2)
i ,t〉Jti (x)ρi(Ψ
t
ix) dt =
∫
Ψ
Ri(x)
i (x)
ρi(y)K
r
i (x, y) dy.
In (28), one can replace Ri(x) and K
r
i together with Li(x) and K
l
i.
Proof: The formula follows after applying the change of variables y = Ψti(x)
justified by Lemma 3. 
8. Boundedness
In this section, we prove Theorem 2 that describes under which conditions the
invariant density ρ0 stays bounded. The main difficulties in proving this result
stem from two sources: the exponential contraction in the vicinity of the critical
points (0, 0) and (1, 1), and the fact, exhibited in Lemma 2, that the vector fields
u0 and u1 are collinear at every point on the line x1 = x2. As we saw in Section 6,
exponential contraction is an essential problem that gives rise to singularities of
the invariant densities for slow switching. The lack of ellipticity along the diagonal
x1 = x2 creates technical challenges because switches close to the diagonal have a
less pronounced regularizing effect on the invariant densities. At the same time,
switches close to the diagonal do not actively spoil the densities as long as they
occur sufficiently far from the two critical points.
Throughout this section, we will use the following basic facts about the switching
system, at times without explicitly referring to them.
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Lemma 5. For any x ∈ Γ◦, the following statements hold.
(1) For any i ∈ {0, 1} there is a unique θi(x) ∈ R such that detU(Ψθi(x)i x) = 0.
We have Ψ
θi(x)
i (x) ∈ Γ◦.
(2) We have
d
dt
detU(Ψtix) = αβ
(
(i − x2)βeβt − (i− x1)αeαt
)
, i ∈ {0, 1},
and
d
dt
detU
(
Ψt0x
) |t=0 > β detU(x), d
dt
detU
(
Ψt1x
) |t=0 < α detU(x).
In particular, if x1 = x2 and if ǫ > 0, there is a unique tx(ǫ) > 0 such that
detU(Ψ
tx(ǫ)
0 x) = ǫ.
(3) Suppose now that x1 = x2, and let y ∈ Γ◦ such that x1 < y1 = y2. Then,
[Ψ
ty(ǫ)
0 (y)]2 − [Ψtx(ǫ)0 (x)]2 > 0, ǫ > 0.
Here, [z]2 := z2 for z = (z1, z2) ∈ R2.
We omit the proof of this lemma. To illustrate our main strategy for establishing
Theorem 2, we first show that ρ0 is bounded on the part of Γ that lies below the
diagonal x1 = x2. This statement has a comparatively simple proof as we do not
need to address the lack of ellipticity and as there is no danger of entering regions
with strong exponential contraction.
Proposition 2. Let K ⊂ Γr ∪ ∂Γ1 be compact. Then, ρ0 is bounded on K for
every λ0, λ1 > 0.
Proof: Using (21) for n = 2, we have
(29) ρ0(x) =
∫
R0(x)
λ0(2)e
−〈λ
(2)
0 ,t〉Jt0(x)ρ0(Ψ
t
0x) dt, x ∈ Γr.
Lemma 4 then yields
(30) ρ0(x) =
∫
Ψ
R0(x)
0 (x)
ρ0(y)K
r
0(x, y) dy.
Since ρ0 is integrable, it is enough to show that there is c > 0 such that
Kr0(x, y) ≤ c, x ∈ K ∩ Γr, y ∈ ΨR0(x)0 (x).
Let x ∈ K ∩ Γr, y ∈ ΨR0(x)0 (x), and set t = (s, t) = χr,x0 (y). Since Ψt0(x) ∈ Γr, the
matrix U(Ψt0x) is invertible. In [2], proof of Theorem 2, the formula
∇xΨ(s,t)0 (x) = −∇(s,t)Ψ(s,t)0 (x)U(Ψt0x)−1∇xΨt0(x)
was established. It shows how the effect of variations in the initial point on the
final point after two switches (the lefthand side) can be translated into an equivalent
variation in the switching times, with the translation given by the two rightmost
terms on the righthand side. If we set z = Ψt0(x), the formula above yields
J
(s,t)
0 (x) = det∇(s,t)Ψ(s,t)0 (x) detU(z)−1 det∇xΨt0(x).
Hence, since det∇yχr,x0 (y) = (det∇(s,t)ψ(s,t)0 (x))−1,
Kr0(x, y) = λ0(2)e
−〈λ
(2)
0 ,t〉 detU(z)−1 det∇xΨt0(x) = λ0(2)e−λ1s
e(α+β−λ0)t
αβ(z1 − z2) .
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By definition, t is the time it takes to move backward along the u0 trajectory from
x to z. As z ∈ Γ◦ and thus z2 < 1, we have
t < − 1
β
ln(x2) ≤ sup
x∈K
(
− 1
β
ln(x2)
)
<∞,
where one should note that K is compact and only contains points x = (x1, x2)
such that x2 > 0. As z lies on the backward u0 trajectory starting at x, we also
have
1
z1 − z2 ≤
1
x1 − x2 ≤ supx∈K
1
x1 − x2 <∞.
This completes the proof. 
8.1. Switches close to Γm. If y ∈ ΨR0(x)0 (x) is chosen in such a way that z,
the point where the switch from u1 to u0 occurs (cf. proof of Proposition 2), is
close to the diagonal Γm, the term (z1− z2)−1 is very large, and so is Kr0 (x, y). For
x ∈ Γl∪Γm, the point z can become arbitrarily close to Γm, which preventsKr0(x, ·)
from being bounded on Ψ
R0(x)
0 (x). The proof of Proposition 2 can therefore not be
extended to the case of x ∈ Γl ∪ Γm in a straightforward way. In this subsection,
we describe an approach for dealing with this difficulty.
For any n ∈ N, x ∈ Γ◦, and ǫ > 0, let
M ǫn(x) =
{
t ∈ T n0 (x) :
∣∣∣detU(Ψ(tn−j,...,tn)0 x)∣∣∣ < ǫ, 0 ≤ j ≤ n− 1} ,
Sǫn(x) =
{
t ∈ T n+10 (x) : (t3, . . . , tn+1) ∈M ǫn−1(x),
∣∣∣detU(Ψ(t2,...,tn+1)0 x)∣∣∣ > ǫ} .
The condition (t3, . . . , tn+1) ∈ M ǫn−1(x) is void for n = 1. For h ∈ L1(Γ◦), we
define
Aǫnh(x) =
∫
Sǫn(x)
λ0(n+ 1)e
−〈λ
(n+1)
0 ,t〉Jt0(x)h(Ψ
t
0x) dt,
Bǫnh(x) =
∫
Mǫn(x)
λ0(n)e
−〈λ
(n)
0 ,t〉Jt0(x)h(Ψ
t
0x) dt.
To avoid distinguishing between the cases of even n and odd n, we introduce the
shorthand
in =
{
0, n ≡ 0 mod 2,
1, n ≡ 1 mod 2.
Lemma 6. For n ∈ N, x ∈ Γ◦, and ǫ > 0,
ρ0(x) =
n∑
k=1
Aǫkρik+1(x) + Bǫnρin(x).
Proof: The proof is by induction. The formula in (21) gives
(31) ρ0(x) =
∫
T 10 (x)
λ1e
−λ0tJ t0(x)ρ1(Ψ
t
0x) dt.
Statement (2) in Lemma 5 implies that for y ∈ R2, t ∈ R, and i ∈ {0, 1},
d
dt
detU(Ψtiy) = 0
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if and only if
t =
1
β − α ln
(
α(y1 − i)
β(y2 − i)
)
.
This shows that the set T 10 (x) is, up to a set of Lebesgue measure zero, the disjoint
union of M ǫ1(x) and the set of t ∈ R+ such that (s, t) ∈ Sǫ1(x) for some s ∈ R+.
Thus, the right side of (31) can be written as
(32)
∫
t:∃s s.t. (s,t)∈Sǫ1(x)
λ1e
−λ0tJ t0(x)ρ1(Ψ
t
0x) dt+ Bǫ1ρ1(x).
In complete analogy to (31), we have
(33) ρ1(y) =
∫
T 11 (y)
λ0e
−λ1sJs1 (y)ρ0(Ψ
s
1y) ds.
If we plug this identity into the first summand in (32), we obtain the desired formula
in the base case n = 1.
In the induction step, assume the formula holds for some n ∈ N. With the
notation t = (t2, . . . , tn+1), we can write
Bǫnρin(x)(34)
=
∫
Mǫn(x)
∫
T 1in (Ψ
t
0x)
λ0(n+ 1)e
−〈λ
(n+1)
0 ,(t1,t)
⊤〉J
(t1,t)
0 (x)ρin+1(Ψ
(t1,t)
0 x) dt1 dt.
The set {
(t1, t) ∈ Rn+1+ : t ∈M ǫn(x), t1 ∈ T 1in(Ψt0x)
}
is, again up to a set of Lebesgue measure zero, the disjoint union of M ǫn+1(x) and
the set of (t1, t) ∈ Rn+1+ such that (t0, t1, t) ∈ Sǫn+1(x) for some t0 ∈ R+. Therefore,
the right side of (34) becomes
Bǫn+1ρin+1(x) +
∫
t:∃t0 s.t. (t0,t)∈Sǫn+1(x)
λ0(n+ 1)e
−〈λ
(n+1)
0 ,t〉Jt0(x)ρin+1(Ψ
t
0x) dt,
where we have set t = (t1, . . . , tn+1). It remains to show that the integral term
above equals Aǫn+1ρin+2 . This follows from plugging (31) or (33) into said integral
term. 
Next, we show that for large n, the contribution of Bǫnρin in the formula from
Lemma 6 is small.
Lemma 7. We have limn→∞ ‖Bǫn‖op = 0, where ‖ · ‖op is the operator norm for
operators on L1(Γ◦).
Proof: For fixed n ∈ N and h ∈ L1(Γ◦), we have
(35) ‖Bǫnh‖L1 ≤
∫
M̂ǫn
λ0(n)e
−〈λ
(n)
0 ,t〉Jt0(x)|h(Ψt0x)| dx dt,
where
M̂ ǫn = {(x, t) ∈ Γ◦ × Rn+ : t ∈M ǫn(x)}.
Let us set
M ǫn =
⋃
x∈Γ◦
M ǫn(x).
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Since M̂ ǫn ⊂ Γ◦ ×M ǫn, the right side of (35) is bounded by∫
Mǫn
λ0(n)e
−〈λ
(n)
0 ,t〉
∫
Γ◦
Jt0(x)|h(Ψt0x)| dx dt.
With the change of variables y = Ψt0(x), the expression above becomes
‖h‖L1
∫
Mǫn
λ0(n)e
−〈λ
(n)
0 ,t〉 dt.
Thus,
‖Bǫn‖op ≤
∫
Mǫn
λ0(n)e
−〈λ
(n)
0 ,t〉 dt =: bn.
As M ǫn+1 ⊂ R+ ×M ǫn, we have
bn+1 ≤
∫
R+
λin+1e
−λin t dt
∫
Mǫn
λ0(n)e
−〈λ
(n)
0 ,t〉 dt =
λin+1
λin
bn,
so bn+1bn is bounded. To show that limn→∞ bn = 0, it then suffices to show that
there are c ∈ (0, 1) and N ∈ N such that
b2n+3 ≤ cb2n+1, n ≥ N.
We claim that there are τ1, τ2, T > 0 such that for n sufficiently large,
(36) M ǫ2n+3 ⊂ ((R+ × ((0, τ1] ∪ [τ2,∞))) ∪ ((0, T )× (τ1, τ2)))×M ǫ2n+1.
The idea behind this claim is the following: If the time between two consecutive
switches that both happen close to the diagonal Γm is neither very short nor very
long, i.e. if it falls within (τ1, τ2), then, at the time of the second switch, the
switching trajectory cannot end up close to the critical point of the vector field
to which the second switch is made. As a result, the time spent in Γ◦ after the
second switch, following the time-reversed flow, is bounded by T . To prove the
claim in (36), we first notice that for all τ > 0
detU(Φτ1(0, 0)) 6= 0.
Let us pick one such τ . Since the map
(x, t) 7→ detU(Φt1x)
is jointly continuous, there are ǫˆ > 0, τ2 > τ1 > 0 and a neighborhood V of (0, 0)
such that
|detU(Φt1x)| > ǫˆ, t ∈ (τ1, τ2), x ∈ V.
Then, set
T = 1 + sup{t ≥ 0 : ∃x ∈ V c ∩ Γ◦ s.t. Ψt0(x) ∈ Γ◦}.
This defines a finite quantity because x2e
βt > 1 for t > − 1β ln(x2), and
supx∈V c∩Γ◦ − ln(x2) < ∞. Let (t1, . . . , t2n+3) ∈ M ǫ2n+3. Then, (t1, . . . , t2n+3) ∈
M ǫ2n+3(x) for some x ∈ Γ◦, and in particular (t3, . . . , t2n+3) ∈ M ǫ2n+1(x). Suppose
that t2 ∈ (τ1, τ2) and set
z = Ψ(t2,...,t2n+3)(x).
We claim that z ∈ V c. If z was an element of V , we would have
ǫˆ < |detU(Φt21 z)| = |detU(Ψ(t3,...,t2n+3)0 x)|.
On the other hand, as (t3, . . . , t2n+3) ∈M ǫ2n+1(x), we have
|detU(Ψ(t3,...,t2n+3)0 x)| < ǫ ≤ ǫˆ
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for ǫ sufficiently small, a contradiction.
From z ∈ V c it follows that Ψt0(z) /∈ Γ◦ for t ≥ T . Hence, t1 < T , and the
inclusion in (36) is proved. As a result,
b2n+3 ≤ cb2n+1,
where
c =
∫
(0,τ1]∪[τ2,∞)
λ1e
−λ1t dt+
∫ T
0
λ0e
−λ0s ds
∫ τ2
τ1
λ1e
−λ1t dt < 1.
This completes the proof of the lemma. 
Corollary 1. For ǫ > 0 sufficiently small, we have limn→∞ Bǫnρin(x) = 0 for
Lebesgue almost every x ∈ Γ◦.
Proof: Recall from the proof of Lemma 6 that
Bǫnρin(x)
=Bǫn+1ρin+1(x) +
∫
t:∃t0 s.t. (t0,t)∈Sǫn+1(x)
λ0(n+ 1)e
−〈λ
(n+1)
0 ,t〉Jt0(x)ρin+1 (Ψ
t
0x) dt.
Thus, (Bǫnρin)n≥1 is a pointwise monotone decreasing sequence of nonnegative func-
tions. To prove the corollary, it is therefore enough to show that (Bǫnρin)n≥1 con-
verges to 0 in L1(Γ◦), which follows immediately from Lemma 7. 
The next lemma is a counterpart to the change of variables - formula in Lemma 4.
For i ∈ {0, 1}, x ∈ Γ◦, and ǫ > 0, let
Rǫi(x) ={(s, t) ∈ T 2i (x) : detU(Ψtix) > ǫ},
Lǫi(x) ={(s, t) ∈ T 2i (x) : detU(Ψtix) < −ǫ}.
In addition, we define
Ir,ǫi (x) =
∫
Ψ
Rǫ
i
(x)
i (x)
ρi(y)K
r
i (x, y) dy,
Il,ǫi (x) =
∫
Ψ
Lǫ
i
(x)
i (x)
ρi(y)K
l
i(x, y) dy,
Iǫi (x) = Ir,ǫi (x) + Il,ǫi (x).
Lemma 8. Let x ∈ Γ◦ and ǫ > 0. Then,
Aǫ1ρi2(x) = Iǫ0(x).
For k > 1, we have
(37) Aǫkρik+1(x) =
∫
Mǫ
k−1
(x)
λ0(k − 1)e〈(α+β)1−λ
(k−1)
0 ,t〉Iǫik+1(Ψt0x) dt,
where 1 = (1, 1, . . . , 1)⊤.
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Proof: Observe that
Aǫ1ρi2(x) =
∫
Rǫ0(x)
λ0(2)e
−〈λ
(2)
0 ,t〉Jt0(x)ρi2 (Ψ
t
0x) dt(38)
+
∫
Lǫ0(x)
λ0(2)e
−〈λ
(2)
0 ,t〉Jt0(x)ρi2 (Ψ
t
0x) dt,
and that Lemma 4 continues to hold if one replaces R0(x) with R
ǫ
0(x) and L0(x)
with Lǫ0(x). The change of variables–formula in Lemma 4 then yields that the right
side of (38) equals Iǫ0(x).
For k > 1, write Aǫkρik+1(x) as∫
Mǫ
k−1(x)
dt3 . . . dtk+1 λ0(k − 1)e−〈λ
(k−1)
0 ,(t3,...,tk+1)
⊤〉(39) (∫
Rǫik+1
(Ψ
(t3,...,tk+1)
0 x)
dt1 dt2 λik+1(2)e
−〈λ
(2)
ik+1
,(t1,t2)
⊤〉
Jt0(x)ρik+1(Ψ
t
0x)
+
∫
Lǫik+1
(Ψ
(t3,...,tk+1)
0 x)
dt1 dt2 λik+1(2)e
−〈λ
(2)
ik+1
,(t1,t2)
⊤〉
Jt0(x)ρik+1(Ψ
t
0x)
)
,
where t = (t1, . . . , tk+1)
⊤. Since
Jt0(x) = J
(t1,t2)
ik+1
(Ψ
(t3,...,tk+1)
0 x)J
(t3,...,tk+1)
0 (x) = J
(t1,t2)
ik+1
(Ψ
(t3,...,tk+1)
0 x)e
(α+β)
∑k+1
j=3 tj ,
we obtain the desired formula after applying Lemma 4 to the integrals in the second
and third line of (39). 
Lemma 9. For i ∈ {0, 1}, ǫ > 0, and x ∈ Γ◦, we have
Ir,ǫi (x) ≤
{
λ0λ1
ǫ , λi ≥ α+ β,
λ0λ1
ǫ e
(α+β−λi)τi(x), λi < α+ β,
where
τi(x) = sup{t ≥ 0 : Ψti(x) ∈ Γ◦}.
The estimate continues to hold if one replaces Ir,ǫi (x) with Il,ǫi (x).
Proof: Setting (s, t) = χr,xi (y) and z = Ψ
t
i(x), we have
Kri (x, y) = λi(2)e
−〈λ
(2)
i ,(s,t)
⊤〉|detU(z)−1| det∇xΨti(x) = λi(2)e−λ1−is
e(α+β−λi)t
|detU(z)| .
Since |detU(z)| ≥ ǫ for y ∈ ΨRǫi (x)i (x), the desired estimate follows. 
For n ∈ N, ǫ > 0, x ∈ Γ◦, and λ0, λ1 > 0, set
Mǫ,λ0,λ1n (x) =
∫
Mǫn(x)
e−〈λ
(n)
0 ,t〉 dt.
Lemma 10. For any λ0, λ1 > 0, there is a function f(ǫ) such that limǫ↓0 f(ǫ) = 0
and
Mǫ,λ0,λ1n+2 (x) ≤ f(ǫ)Mǫ,λ0,λ1n (x), n ∈ N, x ∈ Γ◦.
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Proof: For ǫ > 0 and i ∈ {0, 1}, let
Γǫi =
{
x ∈ Γ◦ : |detU(x)| < ǫ, (−1)ix1 > 1
2
− i
}
.
For n ∈ N, x ∈ Γ◦, and ǫ > 0, we have
Mǫ,λ0,λ1n+2 (x) =
∫
Mǫn(x)
e−〈λ
(n)
0 ,t〉
∑
(i,j)∈{0,1}2
Iti,j dt,
where
Iti,j =
∫
t2∈R+: Ψ
(t2,t)
0 (x)∈Γ
ǫ
j
dt2 e
−λin t2
∫
t1∈R+: Ψ
(t1 ,t2,t)
0 (x)∈Γ
ǫ
i
dt1 e
−λin+1 t1 .
For t ∈ M ǫn(x) and (i, j) ∈ {0, 1}2, we now derive an upper bound on Iti,j . For
x ∈ Γǫ0, t ≥ 0, and ǫ < α2 (α− β), part (2) of Lemma 5 yields
d
dt
detU(Ψt0x) <e
βtβ(−α(α − β)x1 − detU(x))
≤eβtβ
(
−α
2
(α− β) + ǫ
)
≤ β
(
−α
2
(α − β) + ǫ
)
.
Similarly,
d
dt
detU(Ψt1x) > β
(α
2
(α− β)− ǫ
)
, x ∈ Γǫ1, t ≥ 0.
Thus, we have for x ∈ Γǫi and
t ≥ 2ǫ
β(α2 (α− β)− ǫ)
=: τǫ
the estimate
|detU(Ψtix)| ≥|detU(Ψtix) − detU(x)| − |detU(x)|(40)
>β
(α
2
(α − β)− ǫ
)
t− ǫ ≥ ǫ.
We distinguish between two cases. Suppose first that j = in+1. With (40), we
obtain for any t2 ∈ R+ such that Ψ(t2,t)0 (x) ∈ Γǫj the estimate∫
t1∈R+:Ψ
(t1,t2,t)
0 (x)∈Γ
ǫ
i
e−λin+1 t1 dt1 ≤
∫ τǫ
0
e−λin+1 t1 dt1 ≤ τǫ.
Then,
Iti,j ≤ τǫ
∫ ∞
0
e−λin t2 dt2 =
τǫ
λin
.
If j = in, we first use the obvious estimate
(41) Iti,j ≤
1
λin+1
∫
t2∈R+:Ψ
(t2,t)
0 (x)∈Γ
ǫ
j
e−λint2 dt2.
If {t2 ∈ R+ : Ψ(t2,t)0 (x) ∈ Γǫj} = ∅, we have Iti,j = 0. Otherwise,
τ := inf{t2 ∈ R+ : Ψ(t2,t)0 (x) ∈ Γǫj}
is a number in [0,∞) such that
Ψ
(t2,t)
0 (x) /∈ Γǫj , t2 < τ.
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The estimate in (40) then implies∣∣∣detU (Ψ(τ+t,t)0 (x))∣∣∣ ≥ ǫ, t ≥ τǫ,
so for every t ≥ τǫ, we have Ψ(τ+t,t)0 (x) /∈ Γǫj. As a result, the right side of (41) is
less than
1
λin+1
∫ τ+τǫ
τ
e−λin t2 dt2 ≤ τǫ
λin+1
.
It follows that
Mǫ,λ0,λ1n+2 (x) ≤
4τǫ
λ0 ∧ λ1M
ǫ,λ0,λ1
n (x).

8.2. Proof of Theorem 2, part (1), for λ1 > α+β. In this subsection, we prove
part (1) of Theorem 2 in the case where λ1 > α+β. Under this additional assump-
tion, we can give a simpler proof than in the general case treated in Subsection 8.3.
In light of Lemma 6 and Corollary 1, it is enough to show that there is c > 0 such
that for small ǫ > 0,
(42)
∞∑
k=1
Aǫkρik+1(x) < c, x ∈ Γ◦.
Let
m = max{(λ0 − (α+ β))−1, (λ0 − (α+ β))−1(λ1 − (α+ β))−1}.
It is easy to see that
max
{
Mǫ,λ0−(α+β),λ1−(α+β)1 (x),Mǫ,λ0−(α+β),λ1−(α+β)2 (x)
}
≤ m
for all x ∈ Γ◦. Lemma 10 implies
(43) Mǫ,λ0−(α+β),λ1−(α+β)k (x) ≤ f(ǫ)
k−2
2 m = f(ǫ)−1mf(ǫ)
k
2 , k ∈ N.
Combining (43) with Lemmas 8 and 9, we obtain
∞∑
k=1
Aǫkρik+1(x) ≤
2λ0λ1
ǫ
(
1 + f(ǫ)−1m
∞∑
k=1
λ0(k)f(ǫ)
k
2
)
, x ∈ Γ◦.
If ǫ is so small that (λ0 ∨ λ1)
√
f(ǫ) < 1, the series on the right converges. This
completes the proof.
8.3. Proof of Theorem 2, part (1). Let λ0 > α+ β and λ1 ∈ (β, α + β] (recall
that the case λ1 > α + β has been taken care of in Subsection 8.2). For n ∈ N,
ǫ > 0, x ∈ Γ◦, and λ0, λ1 ∈ R, set
(44) M̂ǫ,λ0,λ1n (x) =
∫
Mǫn(x)
e−〈λ
(n+1)
0 ,(τin (Ψ
t
0x),t)〉 dt,
where one should recall that τi(x) was defined in the statement of Lemma 9. We
have
(45)
∞∑
k=1
Aǫkρik+1(x) ≤
2λ0λ1
ǫ
(
1 +
∞∑
k=1
λ0(k)M̂ǫ,λ0−(α+β),λ1−(α+β)k (x)
)
.
Now we need to estimate M̂ǫ,λ0,λ1n for λ0 > 0 and λ1 ∈ (−α, 0].
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Lemma 11. There are functions c(ǫ) and f(ǫ) such that limǫ↓0 f(ǫ) = 0 and
(46) M̂ǫ,λ0,λ1n (x) ≤ c(ǫ)f(ǫ)n, n ∈ N, x ∈ Γ◦, λ0 > 0, λ1 ∈ (−α, 0].
By Lemma 11, the right side of (45) is bounded by
2λ0λ1
ǫ
(
1 + c(ǫ)
∞∑
k=1
(λ0f(ǫ))
k
)
,
which does not depend on x and is finite for ǫ so small that λ0f(ǫ) < 1. To complete
the proof of Theorem 2, part (1), it remains to show Lemma 11. We will do this at
the end of this subsection.
For i ∈ {0, 1}, ǫ > 0 and x ∈ Γ◦ such that |detU(x)| < ǫ, let
τ ǫi (x) = sup{t ≥ 0 : |detU(Ψtix)| < ǫ} ∧ sup{t ≥ 0 : Ψti(x) ∈ Γ◦}.
It is easy to see that τ ǫ1(x) = τ
ǫ
0((1, 1) − x). For integers j ≥ 2, i ∈ {0, 1}, and
ǫ > 0, we define
V ǫi (j) = {x ∈ Γ◦ : |detU(x)| < ǫ, τ ǫi (x) ∈ (j − 1, j]}.
In order to deal with short exit times for the strip of points x ∈ Γ◦ such that
|detU(x)| < ǫ, we also define
V ǫi (1) ={x ∈ Γ◦ : |detU(x)| < ǫ, τ ǫi (x) ∈ (ǫ
β
α , 1]},
V ǫi (0) ={x ∈ Γ◦ : |detU(x)| < ǫ, τ ǫi (x) ∈ (0, ǫ
β
α ]}.
In the following lemma, we analyze the interplay of exit times τ ǫ0(x) and τ
ǫ
1(x).
Lemma 12. There exists a family of constants (mǫ(j))ǫ>0,j∈N with the following
properties.
(1) For ǫ > 0 sufficiently small and for any j ∈ N, one has τ ǫi (x) < mǫ(j) for
every i ∈ {0, 1} and x ∈ V ǫ1−i(j).
(2) One has
lim
ǫ↓0
∞∑
j=1
jeνjmǫ(j) = 0, ν ∈ [0, α).
Proof: We first define the constants (mǫ(j))ǫ>0,j∈N and then verify the asserted
properties (1) and (2). In a first step, we show that there is c > 0 such that for
every x ∈ Γ◦ with x1 < 12 ,
(47) τ ǫ0((1, 1)− x) < cx1.
For y ∈ Γ◦, we have
(1 − y1)
β
α > 1− y2
and there is a unique t∗(y) > 0, given by
t∗(y) = sup{t ≥ 0 : Ψt0(y) ∈ Γ◦},
such that (
1− eαt∗(y)y1
) β
α
= 1− eβt∗(y)y2.
For fixed y1 ∈ (0, 1), one observes that t∗(y) is an increasing function of y2: the
larger y2, the smaller is 1− y2, and the larger is the absolute value of the derivative
d
dt
(
1− eβty2
)
= −βeβty2,
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i.e. the longer it takes the decreasing term (1− eαty1) βα to catch up with 1− eβty2.
Now, consider the function
a(x1, x2, t) = 1− eαt(1− x1)−
∣∣1− eβt(1− x2)∣∣αβ , (x1, x2, t) ∈ R3.
Since αβ > 1, the function a is C
1 on R3. As a(0, 0, 0) = 0 and ∂ta(0, 0, 0) = −α < 0,
the implicit function theorem implies that there is an open neighborhood U of (0, 0)
and a C1 function b : U → R that is uniquely determined by b(0, 0) = 0 and
a(x1, x2, b(x1, x2)) = 0, (x1, x2) ∈ U.
The reason for defining a in the first place is that the function b induced by a
satisfies
b(x) = t∗((1, 1)− x), x ∈ Γ◦ ∩ U.
Thus, for x ∈ Γ◦ sufficiently close to (0, 0), we have
τ ǫ0((1, 1)− x) ≤ t∗((1, 1)− x) ≤ b(x1, 1− (1− x1)
β
α ).
The rightmost expression in the chain of inequalities above is a C1 function of x1
for x1 close to 0, and yields 0 when evaluated at x1 = 0. The mean-value theorem
then implies (47) for a suitable c > 0 and for x ∈ Γ◦ with x1 sufficiently close to
0. As τ ǫ0((1, 1)− x) is bounded for x ∈ Γ◦ such that x1 < 12 , we can extend (47) to
the set of such x by choosing a larger c.
Let q be the unique real number greater than 1 such that q − q βα = 1, and let
c′ > 0 be a constant such that
1
e(α−β)j − 1 < c
′e(β−α)j , j ≥ 1.
Then, define
mǫ(j) =
cmin
{
qe−α(j−1), ǫc′ 2αβ e
(β−α)(j−1)
}
, j ≥ 2,
c 2αβ(α−β)ǫ
1− β
α , j = 1.
Fix ν ∈ [0, α), and choose η > 0 such that α − β < ν + η < α. Let C > 0 be
so large that j + 1 ≤ Ceηj for all j ∈ N. In addition, let γ > 0 be so small that
γ(ν+ η+β−α) < 1. As eν+η−α < 1, we obtain for sufficiently small ǫ the estimate
∞∑
j=1
jeνjmǫ(j)
≤ceν
(
2
αβ(α − β) ǫ
1− β
α + Cǫc′
2
αβ
⌊− ln(ǫγ)⌋∑
j=1
e(η+ν−α+β)j + Cq
∞∑
j=⌊− ln(ǫγ)⌋+1
e(η+ν−α)j
)
≤ceν
(
2
αβ(α − β) ǫ
1− β
α − 2Cc
′γ
αβ
ln(ǫ)ǫ1−γ(ν+η+β−α) + Cq
ǫγ(α−ν−η)
1− eν+η−α
)
,
and the right side converges to 0 as ǫ ↓ 0. This establishes property (2).
We now show property (1). For symmetry reasons, we can restrict ourselves to
the case i = 1, i.e. we will show that τ ǫ1(x) < m
ǫ(j) for all x ∈ V ǫ0 (j). Let x ∈ V ǫ0 (j)
for some j ≥ 2. Then we have τ ǫ0(x) > j − 1, which implies
sup{t ≥ 0 : |detU(Ψt0x)| < ǫ} > j − 1.
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Therefore,
αβ
(
eα(j−1)x1 − eβ(j−1)x2
)
< ǫ
and, setting y := eα(j−1)x1 and using that x1 > x
α
β
2 ,
ǫ
αβ
>eα(j−1)x1 − eβ(j−1)x2(48)
>eα(j−1)x1 − eβ(j−1)x
β
α
1 = y − y
β
α .
As y 7→ y − y βα is increasing for y ≥ 1 and negative for y ∈ (0, 1), the definition of
q implies eα(j−1)x1 < q and thus
x1 < qe
−α(j−1),
provided that ǫ < αβ. Since |detU(x)| < ǫ and thus x2 < x1 + ǫαβ , the right side
of the first line of (48) is also greater than
eα(j−1)x1 − eβ(j−1)x1 − eβ(j−1) ǫ
αβ
,
whence it follows that
x1 <
ǫ
αβ
1 + eβ(j−1)
eα(j−1) − eβ(j−1) =
ǫ
αβ
1 + e−β(j−1)
e(α−β)(j−1) − 1
<ǫ
2
αβ
1
e(α−β)(j−1) − 1 < ǫc
′ 2
αβ
e(β−α)(j−1).
So far, we have shown that x1 < c
−1mǫ(j). The asserted inequality τ ǫ1(x) < m
ǫ(j)
then follows from τ ǫ1(x) < cx1, which is equivalent to (47). It remains to consider
the case j = 1. Similarly to the case j ≥ 2,
x1 <
2ǫ
αβ(e(α−β)ǫ
β
α − 1)
≤ c−1mǫ(1).
We can then conclude as in the case j ≥ 2. 
Proof of Lemma 11: Fix n ∈ N, λ0 > 0, λ1 ∈ (−α, 0] and x ∈ Γ◦. Since
{x ∈ Γ◦ : |detU(x)| < ǫ} =
∞⋃
j=0
V ǫ0 (j) =
∞⋃
j=0
V ǫ1 (j),
and since the sets (V ǫi (j))j∈N0 are disjoint for i ∈ {0, 1}, we have
M̂ǫ,λ0,λ1n (x) =
∑
(j1,...,jn)∈Nn0
∫
tn∈R+:Ψ
tn
0 (x)∈V
ǫ
1 (jn)
dtn e
−λ0tn(49)
∫
tn−1∈R+:Ψ
(tn−1,tn)
0 (x)∈V
ǫ
0 (jn−1)
dtn−1 e
−λ1tn−1 . . .∫
t1∈R+:Ψ
(t1,...,tn)
0 (x)∈V
ǫ
in
(j1)
dt1e
−λ1−in t1−λin τin(Ψ
(t1 ,...,tn)
0 x)),
where in = 0 for n even, and in = 1 for n odd. Fix (j1, . . . , jn) ∈ Nn0 and a sequence
of switching times (t2, . . . , tn) such that
Ψ
(tk,...,tn)
0 (x) ∈ V ǫin−k+1(jk), 2 ≤ k ≤ n.
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We would like to estimate the integral in the third line of (49). Set z := Ψ
(t2,...,tn)
0 (x)
and let t1 ∈ R+ such that Ψt1in+1(z) ∈ V ǫin(j1). Since z ∈ V ǫin−1(j2), we have
|detU(z)| < ǫ. Besides, as Ψt1in+1(z) ∈ V ǫin(j1), we have Ψt1in+1(z) ∈ Γ◦ and
|detU(Ψt1in+1(z))| < ǫ. Hence,
(50) t1 < τ
ǫ
in+1(z) ≤ j2 + 1.
For j2 ≥ 1, we even have τ ǫin+1(z) ≤ j2, but we work with this slightly worse
estimate to avoid distinguishing between the cases j2 = 0 and j2 ≥ 1. Recall that
τi(x) was defined in Lemma 9. We claim that for every ǫ > 0,
(51) d(ǫ) := sup
x∈Γ◦:|detU(x)|<ǫ
(τ0(x)− τ ǫ0(x)) <∞.
Let x ∈ Γ◦ such that |detU(x)| < ǫ, and assume without loss of generality that
τ0(x) is strictly larger than τ
ǫ
0(x). Then,
τ0(x) − τ ǫ0(x) = τ0(y(x)),
where
y(x) = Ψ
τǫ0(x)
0 (x) ∈ {z ∈ Γ◦ : detU(z) = ǫ}.
Since τ0 is continuous and since τ0(y) converges to 0 as y approaches either one
of the endpoints of the line segment {z ∈ Γ◦ : detU(z) = ǫ}, the claim in (51)
follows. Together with (50), the fact that Ψt1in+1(z) ∈ V ǫin(j1), and the assumption
λ0 > 0 ≥ λ1, one obtains
e−λ1−in t1−λin τin(Ψ
(t1 ,...,tn)
0 x) ≤ e−λ1(j1+j2+d(ǫ)+2),
so the integral in the third line of (49) is bounded from above by
e−λ1(j1+j2+d(ǫ)+2) Leb
({
t1 ∈ R+ : Ψt1in+1(z) ∈ V ǫin(j1)
})
,
where Leb denotes the Lebesgue measure. Fix a time
t1 ∈
{
t1 ∈ R+ : Ψt1in+1(z) ∈ V ǫin(j1)
}
and define y := Ψt1in+1(z). If j1 ≥ 1, Lemma 12 yields τ ǫin+1(y) < mǫ(j1), so
(52) Leb
({
t1 ∈ R+ : Ψt1in+1(z) ∈ V ǫin(j1)
})
≤ mǫ(j1).
If j1 = 0, the expression on the lefthand side of (52) is bounded from above by
sup
y∈V ǫin−1
(j2)
τ ǫin+1(y) = j2 + ǫ
β
α
1j2=0.
For i, j ∈ N0, define
h(i, j) = e−λ1(j+1) (mǫ(i)1i≥1 + (j + ǫ
β
α
1j=0)1i=0).
The integral in the third line of (49) is thus less than
e−λ1(j1+1+d(ǫ))h(j1, j2).
A similar estimate without the factor e−λ1(j1+1+d(ǫ)) applies to each of the other
integrals in (49), with the crucial exception of
(53)
∫
tn∈R+:Ψ
tn
0 (x)∈V
ǫ
1 (jn)
e−λ0tn dtn ≤ 1
λ0
.
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Then,
M̂ǫ,λ0,λ1n (x)(54)
≤e
−λ1d(ǫ)
λ0
∑
(j1,...,jn)∈Nn0
e−λ1(j1+1)
n−1∏
l=1
h(jl, jl+1) =
e−λ1d(ǫ)
λ0
∑
A⊂{1,...,n}
JA,
where
JA =
∑
(j1,...,jn)∈NA
e−λ1(j1+1)
n−1∏
l=1
h(jl, jl+1)
and
NA = {(j1, . . . , jn) ∈ Nn0 : jl > 0 iff l ∈ A}, A ⊂ {1, . . . , n}.
Fix a set A ⊂ {1, . . . , n}. We want to estimate the term JA. If A = ∅,
(55) JA = e
−λ1h(0, 0)n−1 = ǫ−
β
α
(
ǫ
β
α e−λ1
)n
.
Now assume A 6= ∅. We call a subset B of A a connected component if k < l < m
for k,m ∈ B and l ∈ {1, . . . , n} implies l ∈ B and if no subset of A that strictly
contains B has this property. The set A can be written as the disjoint union of
its connected components, and the number of connected components of the set A
ranges from 1 to the cardinality of A. We call the number of indices between two
adjacent connected components B1 and B2 the gap between B1 and B2.
Let B1, . . . , Bm be the connected components of a nonempty set A ⊂ {1, . . . , n},
written in increasing order, i.e. B1 contains the smallest index in A, B2 is adjacent
to B1, etc. We denote the sizes of B1, . . . , Bm by s1, . . . , sm, respectively, and write
Bl = {jl1, . . . , jlsl} for 1 ≤ l ≤ m. For 1 ≤ l ≤ m− 1, let gl denote the gap between
Bl and Bl+1. Let g0 be the number of indices preceding B1 and let gm be the
number of indices following Bm. Then, ϑ := (g0− 1)++
∑m−1
l=1 (gl− 1)+ (gm− 1)+
is the number of instances in which two subsequent indices are both not in A.
Depending on whether g0 > 0 or gm > 0, there are four cases to consider. We only
present the case g0, gm > 0, and thus omit the cases where g0 = 0 or gm = 0. We
have
JA = e
−λ1h(0, 0)ϑ
m∏
l=1
( ∞∑
jl1=1
h(0, jl1)(56)
∞∑
jl2=1
h(jl1, j
l
2) . . .
∞∑
jlsl
=1
h(jlsl−1, j
l
sl
)h(jlsl , 0)
)
.
For jl1, . . . , j
l
sl
≥ 1,
h(0, jl1)h(j
l
1, j
l
2) . . . h(j
l
sl−1
, jlsl)h(j
l
sl
, 0) = e−λ1jl1
sl∏
i=1
e−λ1(j
l
i+1)mǫ(jli).
Thus, the right side of (56) can be written as
e−λ1
(
ǫ
β
α e−λ1
)ϑ
e−λ1m
m∏
l=1
(
e−λ1sl
( ∞∑
jl1=1
jl1e
−λ1j
l
1mǫ(jl1)
)( ∞∑
j=1
e−λ1jmǫ(j)
)sl−1)
.
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It follows that
(57) JA ≤ e−λ1
(
ǫ
β
α e−λ1
)ϑ
e−λ1(m+|A|)b(ǫ)|A|,
where
b(ǫ) =
∞∑
j=1
je−λ1jmǫ(j),
and where |A| = ∑ml=1 sl is the cardinality of A. Since λ1 ∈ (−α, 0], Lemma 12
implies that limǫ↓0 b(ǫ) = 0. If we set
f˜(ǫ) =
(
ǫ
β
α e−λ1
)
∨ b(ǫ),
we obtain
(58) JA ≤ e−λ1
(
e−2λ1 f˜(ǫ)
1
3
)n
because ϑ+ |A| ≥ n−12 and m+ |A| ≤ 2n. This completes the estimate of JA in the
case g0, gn > 0. In each of the remaining three cases, one can show without much
effort that JA is less than or equal to the expression on the right side of (57).
From (54), (55) and (58), we infer that
M̂ǫ,λ0,λ1n (x) ≤ c(ǫ)f(ǫ)n
for
c(ǫ) =
e−λ1d(ǫ)
λ0
ǫ−
β
α e−λ1 , f(ǫ) = 2e−2λ1
(
ǫ
β
α ∨ f˜(ǫ) 13
)
.
This completes the proof of Lemma 11 and thus of Theorem 2, part (1). 
8.4. Proof of Theorem 2, part (2). The proof of part (2) is quite similar to the
proof of part (1) for λ1 ∈ (β, α + β]. Let K be a compact subset of Γ0, and recall
that M̂ was defined in (44). Following the proof of part (1), all we need to show is
the following lemma.
Lemma 13. There are functions c(ǫ) and f(ǫ) such that limǫ↓0 f(ǫ) = 0 and
(59) M̂ǫ,λ0,λ1n (x) ≤ c(ǫ)f(ǫ)n, n ∈ N, x ∈ K ∩ Γ◦, λ0, λ1 ∈ (−α, 0].
Proof: Fix n ∈ N, λ0, λ1 ∈ (−α, 0] and x ∈ K ∩Γ◦. As in the proof of Lemma 11,
we use the representation for M̂ǫ,λ0,λ1n (x) in (49). If we let λ = λ0∧λ1, the integral
in the third line of (49) is less than
e−λ(j1+1+d(ǫ))h(j1, j2),
where
h(i, j) = e−λ(j+1)
(
mǫ(i)1i≥1 +
(
j + ǫ
β
α
1j=0
)
1i=0
)
.
As in the proof of Lemma 11, there are similar estimates for the other integrals
in (49), but now the integral on the left side of (53) is less than
hK(jn) := e
−λ(TK+1) (mǫ(jn)1jn≥1 + TK1jn=0) .
Here, TK is a positive integer that depends only on the compact set K, and whose
existence follows from the assumption (0, 0) /∈ K. The proof can then essentially
be completed as the one of Lemma 11, with 1λ0 replaced by hK(jn). 
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8.5. Proof of Theorem 2, part (3). The proof strategy is similar to the one from
the proof of part (1) for λ1 > α + β. Here, however, we need to make sure that
the compositions of backward trajectories do not become arbitrarily close to the
critical points of u0 and u1. This is accomplished by letting the width of the strip
around the diagonal shrink to zero as we move backward in time. The procedure
only works because we require K to be a positive distance away from the boundary
curve ∂Γ0. For n ∈ N, x ∈ Γ◦, and ǫ > 0, let
σM ǫn(x) =
{
t ∈ T n0 (x) :
∣∣∣detU(Ψ(tn−j ,...,tn)0 x)∣∣∣ < ǫ2−j, 0 ≤ j ≤ n− 1} ,
σSǫn(x) =
{
(t1, t2, t) ∈ T n+10 (x) : t ∈ σM ǫn−1(x),
∣∣∣detU(Ψ(t2,t)0 x)∣∣∣ > ǫ2−(n−1)} .
For h ∈ L1(Γ◦), define
σAǫnh(x) =
∫
σSǫn(x)
λ0(n+ 1)e
−〈λ
(n+1)
0 ,t〉Jt0(x)h(Ψ
t
0x) dt,
σBǫnh(x) =
∫
σMǫn(x)
λ0(n)e
−〈λ
(n)
0 ,t〉Jt0(x)h(Ψ
t
0x) dt.
The letter σ stands for “shrinking” (referring to the strip around the diagonal) and
is meant to help distinguish the notation from the one introduced at the beginning
of Subsection 8.1.
We need analogs of Lemmas 6 and 8, which we state in Lemma 14 below. The
proofs of these modified statements are almost identical to the proofs of the original
ones, and we omit them.
Lemma 14. For any x ∈ Γ◦ and ǫ > 0, the following statements hold.
(1) For any n ∈ N,
ρ0(x) =
n∑
k=1
σAǫkρik+1(x) + σBǫnρin(x) =
∞∑
k=1
σAǫkρik+1(x).
(2) We have
σAǫ1ρi2(x) = Iǫ0(x),
and for any k > 1,
σAǫkρik+1(x) =
∫
σMǫ
k−1(x)
λ0(k − 1)e〈(α+β)1−λ
(k−1)
0 ,t〉Iǫ2−(k−1)ik+1 (Ψt0x) dt.
Next, we formulate an analog of Lemma 10. For n ∈ N, ǫ > 0, x ∈ Γ◦, and
λ0, λ1 ∈ R, set
σMǫ,λ0,λ1n (x) =
∫
σMǫn(x)
e−〈λ
(n)
0 ,t〉 dt.
Lemma 15. For any λ0, λ1 ∈ R, there is a function f(ǫ) such that limǫ↓0 f(ǫ) = 0
and
σMǫ,λ0,λ1n+1 (x) ≤ f(ǫ)σMǫ,λ0,λ1n (x), n ∈ N, x ∈ K ∩ Γ◦.
Before proving Lemma 15, we carry out some preliminary work. For δ ∈ (0, 12 ),
let
Γ(δ) = {x ∈ Γ◦ : δ < x2 < 1− δ}.
Lemma 16. There is δ > 0 such that for ǫ > 0 sufficiently small,
Ψt0(x) ∈ Γ(δ), x ∈ K ∩ Γ◦, n ∈ N, t ∈ σM ǫn(x).
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Proof: We will at times use the notation [x]2 for the second component of a point
x ∈ R2. For δ > 0 and n ∈ N, we set
S(δ, n) := 2δ − δ
2
n∑
k=1
2−k+1
to simplify notation. Due to symmetries and an induction argument, it is enough
to show that there is δ > 0 such that for ǫ > 0 sufficiently small, the following
statements hold:
(1) For any x ∈ K ∩ Γ◦ and t ∈ σM ǫ1(x), one has
Ψt0(x) ∈ Γ(2δ);
(2) For any even positive integer n, y ∈ Γ(S(δ, n)) such that |detU(y)| <
ǫ2−(n−1), and t > 0 such that Ψt0(y) ∈ Γ◦ and |detU(Ψt0y)| < ǫ2−n, one
has
Ψt0(y) ∈ Γ(S(δ, n+ 1)).
First we specify δ. For x ∈ R2 and t ∈ R, consider the function
δ(x) = x2 ∨ (1− x2).
According to Lemma 5, for any i ∈ {0, 1} and x ∈ Γ◦, there is a unique θi(x) ∈ R
such that detU(Ψ
θi(x)
i x) = 0 and Ψ
θi(x)
i (x) ∈ Γ◦. We define
ζ = sup
x∈K∩Γ◦
δ
(
Ψ
θ0(x)
0 x
)
,
which is strictly less than 1 becauseK is compact and does not intersect ∂Γ0. Then,
we set
δ :=
1− ζ
3
∧ 1
2
inf
x∈K
x2.
Let ǫ˜ > 0 be so small that the closure of
Ξ(δ, ǫ˜) := {x ∈ Γδ : |detU(x)| < ǫ˜}
is contained in Γ◦. Set
ϑ = inf
x∈(K∩Γ◦)∪Ξ(δ,ǫ˜)
[Ψ
θ0(x)
0 (x)]1 > 0.
For any x ∈ R2 such that δ ≤ x1 = x2 ≤ 1, the formula in part (2) of Lemma 5
implies
d
ds
detU(Ψs0x)|s=0 ≥ αβ(α − β)δ,
so by a compactness argument there is r > 0 such that
(60)
d
ds
detU(Ψs0x)|s=0 ≥
αβ
2
(α− β)δ
for every x ∈ R2 such that δ ≤ x2 ≤ 1 and |detU(x)| < r. Next, observe that since
u0 and u1 are bounded on the compact set Γ, there is C > 0 such that
|∂tΨti(x)| = |ui(Ψti(x))| ≤ C
for every i ∈ {0, 1}, x ∈ Γ◦, and t ≥ 0 for which Ψti(x) ∈ Γ◦.
We proceed to the proof of statements (1) and (2). We will assume that ǫ is
sufficiently small with respect to δ, ǫ˜, ϑ, and C for the estimates given above to
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hold. First we prove statement (1), which plays the role of the base case in an
induction argument. Fix a point x ∈ K ∩ Γ◦. For any t ∈ σM ǫ1(x), one has
2δ ≤ x2 < [Ψt0(x)]2,
because t 7→ [Ψt0(x)]2 is increasing. To show the estimate
1− 2δ > [Ψt0(x)]2,
assume without loss of generality that t > θ0(x). Set c(s) = (c1(s), c2(s)) := Ψ
s
0(x)
for s ∈ [θ0(x), t]. Then,
(61) ǫ > detU(c(t)) = detU(c(t))− detU(c(θ0(x))) =
∫ t
θ0(x)
d
ds
detU(c(s)) ds.
For s ∈ [θ0(x), t], one has, again by part (2) of Lemma 5,
d
ds
detU(c(s)) ≥ αβ(α − β)c1(θ0(x)) ≥ αβ(α − β)ϑ.
Together with (61), this yields
t− θ0(x) < ǫ
αβ(α − β)ϑ .
By the mean-value theorem, there is s∗ ∈ (θ0(x), t) such that
c2(t)− c2(θ0(x)) = (t− θ0(x))c′2(s∗).
Then,
c2(t) =c2(θ0(x)) + c2(t)− c2(θ0(x))
≤ζ + (t− θ0(x))c′2(s∗) ≤ ζ +
ǫC
αβ(α − β)ϑ ≤ 1− 3δ +
ǫC
αβ(α − β)ϑ < 1− 2δ,
which completes the proof of statement (1).
We proceed to the proof of statement (2). Let n be an even positive integer, let
y ∈ Γ(S(δ, n)) such that |detU(y)| < ǫ2−(n−1), and let t > 0 such that Ψt0(y) ∈ Γ◦
and |detU(Ψt0y)| < ǫ2−n. Then,
[Ψt0(y)]2 > y2 > S(δ, n) > S(δ, n+ 1).
It remains to show
(62) [Ψt0(y)]2 < 1− S(δ, n+ 1).
As in the proof of statement (1), there is no loss of generality in assuming t > θ0(y).
Set d(s) = (d1(s), d2(s)) := Ψ
s
0(y) for s ∈ [θ0(y), t]. Since y ∈ Ξ(δ, ǫ˜), one has
d1(θ0(y)) ≥ ϑ. Thus, we can essentially repeat the argument from the proof of
statement (1) to obtain
t− θ0(y) < ǫ2
−n
αβ(α − β)ϑ
and
d2(t) ≤ d2(θ0(y)) + ǫ2
−nC
αβ(α − β)ϑ .
The next step consists in estimating d2(θ0(y)) from above. Assume without loss of
generality that d2(θ0(y)) > y2. Then,
(63) ǫ2−(n−1) >
∫ θ0(y)
0
d
ds
detU(d(s)) ds
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in analogy to (61). Next, we estimate dds detU(d(s)) from below. For fixed s ∈
[0, θ0(y)], we claim that
detU(d(s)) > −r,
where one should recall that r was introduced in relation to (60). Suppose the claim
doesn’t hold. Since detU(d(0)) > −r, there is s∗ ∈ (0, s] such that detU(d(s∗)) =
−r and detU(d(t)) > −r for every t ∈ [0, s∗). Then,
−r =detU(d(s∗)) = detU(y) + detU(d(s∗))− detU(d(0))
>− ǫ2−(n−1) +
∫ s∗
0
d
ds
detU(d(s)) ds ≥ −ǫ+ s∗αβ
2
(α − β)δ > −r,
a contradiction. As a result, the integral on the righthand side of (63) is bounded
from below by
θ0(y)
αβ
2
(α− β)δ.
Hence,
θ0(y) <
ǫ2−(n−2)
αβ(α − β)δ ,
and we obtain the estimate
d2(θ0(y)) = y2 + d2(θ0(y))− d2(0) < 1− S(δ, n) + ǫ2
−(n−2)
αβ(α − β)δC.
This yields
d2(t) < 1− S(δ, n) +
(
4
δ
+
1
ϑ
)
ǫ2−nC
αβ(α − β) ≤ 1− S(δ, n+ 1).

Proof of Lemma 15: Let n ∈ N, x ∈ K ∩ Γ◦, ǫ > 0, and λ0, λ1 ∈ R. Let
λ = |λ0| ∨ |λ1|. As an immediate consequence of Lemma 16, there is δ > 0,
independent of n and x, such that for ǫ > 0 sufficiently small,
(64) Ψ
(tn+1−j,...,tn+1)
0 (x) ∈ Γ(δ), 0 ≤ j ≤ n, t ∈ σM ǫn+1(x).
Let t = (t1, t2, . . . , tn+1) ∈ σM ǫn+1(x) and set y := Ψ(t2,...,tn+1)0 (x). As we saw in
the proof of Lemma 16,
t1 = t1 − θin(y) + θin(y) <
ǫ2−n
αβ(α − β)ϑ +
ǫ2−(n−2)
αβ(α− β)δ ≤ cǫ,
where c > 0 is a constant that does not depend on n. Hence,
σMǫ,λ0,λ1n+1 (x) ≤
∫
σMǫn(x)
dt e−〈λ
(n)
0 ,t〉
∫ cǫ
0
dt1 e
λt1 ≤ cǫeλcǫσMǫ,λ0,λ1n (x).
As limǫ↓0 cǫe
λcǫ = 0, this completes the proof. 
Proof of Theorem 2, part (3): By Lemma 14, we need to show that
sup
x∈K∩Γ◦
∞∑
k=1
σAǫkρik+1(x) <∞.
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Again by Lemma 14, we have for x ∈ K ∩ Γ◦
∞∑
k=1
σAǫkρik+1(x) = Iǫ0(x)+
∞∑
k=2
∫
σMǫ
k−1(x)
λ0(k−1)e〈(α+β)1−λ
(k−1)
0 ,t〉Iǫ2−(k−1)ik+1 (Ψt0x) dt.
By Lemma 9, the righthand side is less than
2λ0λ1
ǫ
e(α+β−λ0)τ0(x)(65)
+
∞∑
k=2
2λ0λ1
ǫ
2k−1λ0(k − 1)
∫
σMǫ
k−1(x)
e〈(α+β)1−λ
(k)
0 ,(τik+1(Ψ
t
0x),t)〉 dt.
For any k ≥ 2 and t ∈ σM ǫk−1(x), we have |detU(Ψt0x)| < ǫ and, on account of (64),
we also have Ψt0(x) ∈ Γ(δ). Therefore,
τik+1(Ψ
t
0x) ≤ c,
where c is a finite constant that does not depend on ǫ. The expression in the second
line of (65) is thus bounded from above by
(66) e(α+β)c
2λ0λ1
ǫ
∞∑
k=2
2k−1λ0(k − 1)σMǫ,λ0−(α+β),λ1−(α+β)k−1 (x).
By Lemma 15, for k ≥ 2,
σMǫ,λ0−(α+β),λ1−(α+β)k−1 (x) ≤ f(ǫ)k−2σMǫ,λ0−(α+β),λ1−(α+β)1 (x) ≤ f(ǫ)k−2cˆe(α+β)cˆ,
where limǫ↓0 f(ǫ) = 0 and
cˆ = sup
x∈K∩Γ◦
sup{t ≥ 0 : detU(Ψt0x) ≤ ǫ}.
Hence, the expression in (66) is bounded from above by
e(α+β)(c+cˆ)
2λ0λ1cˆ
ǫf(ǫ)
∞∑
k=1
(2f(ǫ))kλ0(k),
which doesn’t depend on x and is finite for ǫ sufficiently small. 
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