Abstract. Bayesian analysis of threshold autoregressive (TAR) model with various possible thresholds is considered. A method of Bayesian stochastic search selection is introduced to identify a threshold-dependent sequence with highest probability. All 
where the number of threshold values is unknown, which is an alternative to the exiting works.
We want to propose a data-driven Bayesian approach to analyze of possible multiple threshold values in the TAR model. The main idea of the proposed method is to introduce a sequence of random variables which take the value 1 at those positions associated with threshold values, and 0 otherwise. In our Bayesian framework, the unknown threshold-dependent parameters are estimated using their posterior distributions via maximum a posteriori (MAP) estimation, which possesses good statistical properties (see, e.g., Lavielle and Moulines, 2000) . A hybrid MCMC method, which combines the basic Metropolis-Hastings (M-H) algorithm and Gibbs sampler, is used to estimate the threshold-dependent variables and other model parameters. Since the number of the regimes in the TAR model is not assumed to be fixed, so the method introduced here is more flexible than those proposed in the existing literatures on Bayesian analysis of TAR model.
The rest of this paper is arranged as follows. Section 2 presents the TAR model and the methodology of our Bayesian approach. Section 3 gives the details of the procedure of computing MAP estimation via MCMC method. Simulation results and a real data example are provided in Section 4. Section 5 is our conclusion. The proof of our theoretical result is given in Appendix.
Threshold Autoregressive Model and Bayesian Inference

TAR Model
A time series {y t , t = 1, 2, ...} is said to follow a TAR model with k regimes if it satisfies the following equation
where j = 1, 2, ..., k. For each j, {ε is referred to as the delay (or threshold lag) parameter of the model. We denote the TAR model (2.1) by TAR(k; q 1 , ..., q k ). The TAR model is a piecewise linear model in the space of y t−d , but not a piecewise linear model in time. Tong (1990) provided an excellent review of this type of models.
Suppose there exits a positive integer q such that 0 ≤ k, d, q i ≤ q, i = 1, ..., k, and the first q observations {y 1 , ..., y q } are given. Let π i be the time index of the ith smallest observation of {y q+1−d , y q+2−d , ..., y n−d }. Then y π 1 < y π 2 < ... < y π n−q and y π i ∈ {y q+1−d , ..., y n−d }. Let Y = (y π 1 +d , y π 2 +d , ..., y π n−q +d ), and Θ i = (θ
where the symbol ∝ means direct proportion,
′ is the observations generated by regime i in order of occurrence,
is an n i × (q i + 1) matrix with x i,l = (1, y π l +d−1 , ..., y π l +d−q i ) ′ , while n i = s i − s i−1 is the width of regime i. The parameters to be estimated for the TAR model are k,
and d.
In order to estimate the threshold values {r i }, we introduce a random process {γ i } defined
3) t = q + 1, 2, ..., n − 1. Then the estimation of the threshold values r i , i = 1, · · · , k, reduces to the estimation of the vector γ = (γ 1 , ..., γ n−q−1 ) and the delay parameter d. In fact, if γ i = 1, 
Bayesian Inference
We shall adopt a Bayesian approach to inference of the TAR model based on the posterior distribution of unknown parameters. To this end, we need to define the prior distribution of parameters.
Firstly, we consider {γ i } to be a sequence of i.i.d. Bernoulli random variables. Then for any γ = (γ 1 , ..., γ n−q−1 ) in Ω = {0, 1} n−q−1 , the prior probability mass function of γ given d is given
where λ ∈ [0, 1] is the Bernoulli parameter, which represents the prior probability that there are thresholds at some given positions.
Given γ and d, we take the prior of Θ i , i = 1, ..., K γ , to be independent multivariate nor-
The prior of d is assumed to follow a discrete uniform distribution on a set
denote the set of hyper-parameters, which are assumed to be known. To implement Bayesian inference, we need the joint posterior distribution of (Θ, γ, σ 2 , d), which combines the prior distributions and the likelihood function.
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The joint prior distribution of (Θ, γ, σ 2 , d) can be expressed by
The joint posterior distribution of (Θ, γ,
Using standard Bayesian techniques, we derive the conditional posterior distributions of
The conditional posterior distribution of Θ i is independent of Θ j for i = j and
where
The conditional posterior distribution of σ 2 i is independent of σ 2 j for i = j and
i.e.
The conditional posterior distribution of d is a multinomial distribution with probability mass function
where L(Θ, γ, σ 2 , d|Y ) is the likelihood function defined by (2.4).
Thus, conditionally on the observations and other parameters, Θ i , i = 1, · · · , K γ , remain independent and follow normal distributions, σ 2 i , i = 1, · · · , K γ , remain independent and follow inverse gamma distributions. All the conditional posterior distributions of the unknown parameters, except for γ, can be identified. The estimates of the parameters should be computed by a hybrid MCMC method which combining M-H algorithm and Gibbs sampler.
The posterior distribution of γ is proportional to
By integrating the parameters
, we obtain the conditional posterior distribution f (γ, d|Y, σ 2 ) given by the following Theorem.
Theorem 1.
For any configuration of γ = (γ 1 , ..., γ n−q−1 ), let K γ be the number of regimes and
where Θ * k and V * k are defined as in (2.8) . Then the conditional posterior distribution of (γ, d)
in which
The proof of Theorem 1 is presented in Appendix 1.
In this situation, the conditional posterior distribution of σ 2 is
, and the quantity ω k in (2.14) reduces to
The proof of (2.17) is given in Appendix 2.
It follows from Theorem 1 that the conditional marginal posterior distribution of γ is given
where L(γ, d|Y, σ 2 ) = exp −U (γ, d|Y, σ 2 ) and U (γ, d|Y, σ 2 ) is defined by (2.14). Consequently, a simplified conditional posterior distribution of d is obtained with probability mass function
It is noticed that for any 1 ≤ i ≤ n − q − 1, the conditional posterior distribution P (γ i = 1|Y, σ 2 ) gives the probability to have a threshold value r ∈ [y πs i , y π s i +1 ) where π s i = i+q −d. For a given estimateσ 2 of σ 2 , the MAP estimate of γ is one of the standard Bayesian estimations defined byγ 20) where f (γ|Y ) = f (γ|Y,σ 2 ). Unfortunately, closed-form expressions of MAP estimate of γ can not be obtained. We will use an M-H procedure in the MCMC sampling to carry out numerical computation for γ.
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The MAP estimate of γ is obtained by constructing a homogeneous Markov chain using the M-H algorithm with the invariant distribution f (γ|Y ). In this procedure we will use a simulated annealing (SA) algorithm. The SA algorithm defines a non-homogeneous Markov chain which converges, under appropriate conditions, to the maximizer of the posterior probability density function f (γ|Y ). A decreasing temperature schedule is introduced in the SA algorithm, which modifies the acceptance probability.
Denote the current state of Markov chain by
an iterative procedure. At iteration i + 1, we carry out the following two steps:
Step 1: a candidateγ is drawn from a proposal kernel Q(γ (i) ,γ).
Step 2:γ is accepted as the (i + 1)th new state, i.e. γ (i+1) =γ, with the probability
In order to enhance the speed of convergence, it is important to allow more communications between the states with high probabilities. This can be done by using the following three kernels Q 1 , Q 2 and Q 3 successively at each iteration:
(1) Q 1 is a proposal kernel from which the candidateγ is drawn independently of the current state γ defined by Q 1 (γ,γ) = π(γ), where π(γ) is the prior density (2.5). The independent sampler allows for rapid motion to distant parts of the state space. However, the global acceptance probability for this sampler is very low for large data sets.
(2) Q 2 is a proposal kernel by which a new threshold is created or an existing threshold is removed. In this move, local changes are made from the so-called one-variable-at-a-time M-H algorithm suggested, for instance, by Chib and Greenberg (1995) , to increase the speed of convergence. More precisely, a random permutation of {1, ..., n − q − 1} is uniformly drawn.
According to this permutation, each component is flipped from 0 to 1 or from 1 to 0. The move 9 is accepted with the usual acceptance probability. This move visits each site randomly and all sites are visited in each scan.
(3) Q 3 is a proposal kernel by which an existing threshold is moved. In this move, two time points s 1 and s 2 are randomly chosen such that γ s 1 = 1 and γ s 2 = 0. Then,γ t = γ t for all t = s 1 , s 2 whileγ s 1 = 0 andγ s 2 = 1. The threshold value is finally moved and accepted according to the acceptance probability. Such move is very important since it avoids trapping in a threshold neighborhood.
Each kernel is used in turn and the resulting hybrid strategy is called a cycle. The resulting cycle kernel is irreducible and aperiodic (see, e.g., Chen and Lee, 1995).
In the MAP algorithm, a Markov chain is constructed to simulate the target distribution f (γ|Y ). At each step of the cycle, the acceptance probability is defined by (3.1). A schedule for lowering the temperature is defined by T k = 0.9T k−1 , where T 0 is greater than a numerical constant. This temperature decrease is made at each step of the independent sampler. If R is the outcome of a uniform drawing on [0, 1], then
where T k is the current temperature. After a sufficiently long burn-in, the MAP estimate of γ is determined by computing the time average of output samples of the Markov chain. The above procedure can be implemented once again. In the first stage the threshold values should be determined under some given integers q 1 , ..., q k , where q j is the order of the autoregres- 
Simulation and Application Examples
Simulation Experiments
In this subsection, we use three simulation examples to demonstrate the efficiency of our method. We will generate data from the models with known parameters and then using the data to estimate model T AR(k; q 1 , ..., q k ). The efficiency of our method can be seen by comparing the estimated results with the source models.
Example 1: AR(1)
where ε t ∼ N (0, 4). dicates that our method is effective. To assess the convergence of the Markov chains intuitively, we use the trace plots of the sampling process for model parameters. Fig.3 to Fig.5 present the trace plots for the three simulated models, respectively. It can be seen that the Markov chains are stationary, which indicate that the chains have attained convergence. 
A Real Data Example
In this subsection, we illustrate our method by analyzing a real data example, i.e. sunspot number, which is yearly data of sunspot numbers from 1700 to 1979, given by Tong (1983) .
The series consists 280 observations and is known to exhibit asymmetric cyclic behavior. Fig.6 present the plots of the data with the regime cut-offs for the sunspot numbers.
Various linear and nonlinear models have been proposed for this series. In general, for this series it seems that different data spans would suggest different models. Among others, Tsay respectively. In fact, the AIC value of our model is 1343.83 which is slightly less than 1379.4, the AIC value of Tsay (1989) . Table 4 summarizes the results of estimated autoregressive coefficients in each regime and the estimated threshold parameters. Numerical experiments examples show that the approach proposed here is effective in detecting the threshold values for various TAR models. It can handle multiple thresholds in a direct manner. The real data example analysis shows that our method is feasible in practice.
For the sunspot data, three threshold values are detected by our method, two of them are close to those detected by Tsay (1989) .
where L(Θ, γ, σ 2 , d|Y ) is defined by (2.4) and
Let Θ * k , V * k andΘ k be defined as before, then we have
where S * 2 k is defined by (2.12). Thus the conditional posterior distribution (A.1) reduces to (S * 2 (2.17) and β is defined as in (2.14). The proof is completed.
