Queue-mergesort is recently introduced by Golin and Sedgewick as an optimal variant of mergesorts in the worst case. In this paper, we present a complete analysis of the cost distribution of queue-mergesort, including the best, average and variance cases. The asymptotic normality o f its cost is also established under the uniform permutation model. We address the corresponding optimality problems and show that if we x the merging scheme then the optimal mergesort as far as the average number of comparisons is concerned is to divide as evenly as possible at each recursive stage (top-down mergesort). On the other hand, the variance of queue-mergesort reaches asymptotically the minimum value. We also characterize a class of mergesorts with the latter property. A comparative discussion is given on the probabilistic behaviors of top-down mergesort, bottom-up mergesort and queue-mergesort. We derive a n \invariance principle" for asymptotic linearity of divide-and-conquer recurrences based on general \power-of-two" rules of which the underlying dividing rule of queue-mergesort is a special case. These analyses reveal an interesting algorithmic feature for general \power-of-two" rules.
Introduction
Mergesort is one of the very rst sorting algorithms in computer science and is usually the method of choice for sorting linked lists (like in MAPLE). It is a typical example solved by divide-and-conquer paradigm and admits several variants according to di erent underlying dividing rules: top-down mergesort, bottom-up mergesort and queue-mergesort (cf. 10, x5. The numberof comparisons used by these alternatives for sorting n elements is expressed by the recurrence f 1 := 0 and f n = f (n) + f n; (n) + g n (n 2) where g n is the merging cost and { (n) = bn=2c (half-half rule) in top-down mergesort (TDM cf. 2]) { (n) = 2 dlog 2 n=2e (max power-of-two rule) in bottom-up mergesort (BUM cf. 12]), and { (n) = 2 blog 2 2n=3c (balanced power-of-two rule) in queue-mergesort (QM cf. 5]).
Note that 2 blog 2 2n=3c is the unique power of two lying between n=3 and 2n=3 and that the choice of rationals other than 2=3 will not bemore balanced. For example, if (n) = 2 blog 2 n=2c or (n) = 2 blog 2 5n=9c , then the sizes of two subproblems are (2 5) for n = 7 , while the balanced power-of-two
gives (3 4) . Among these dividing rules (not restricted to mergesort), the half-half rule is undoubtedly the most widely used one it is almost the synonym of divide-and-conquer in several problems. On the other hand, the balanced power-of-two rule appeared in considerably fewer problems, its usefulness being usually neglected. We brie y indicate some of the major problems in which this rule appeared. The associated recurrence is essentially the heap recurrence (see 9] or next section for details): f n = f 2 blog 2 2n=3c + f n;2 blog 2 2n=3c + g n (n 2) (with f 1 given) since it corresponds modulo shift to the sizes of the left and right sub-heaps of a heap of size n. The recurrence was rst (implicitly) studied by Knuth 10] (cf. 9]). It appeared as the solution to the recurrence with minimization (cf. Hammersley and Grimmett 7] ): f 1 := 0 and for n 2 f n := min 1 j< n ff j + f n;j g + g n (1) where g n is increasing and concave cf. also 1, 14, 16] . Karp and Glassey 4] independently discussed this rule referred to as \power-of-two" rule. For reason of distinction, we add the adjective \balanced". Walsh 16 ] developed a mergesort algorithm with the same numberof comparisons as TDM in the worst case (thus optimal). Recently, a similar version with di erent merging orders named queue-mergesort was introduced by Golin and Sedgewick 5] , which is also optimal in the worst case. We show in the next section that the underlying dividing principle in Walsh's and Golin and Sedgewick's mergesorts is essentially the balanced power-of-two. This variant of mergesort enjoys several intriguing probabilistic properties which remain unknown and it is the purpose of this paper to prove them by suitable analytic tools. For example, we show that the variance of the numberof comparisons used by QM is asymptotically linear, the leading constant beingapproximately 0:3073 (instead of a periodicfunctionas in TDM). Furthermore, we show that this constant is also asymptotically optimal (minimal) for mergesorts using two-way linear merge (cf. 10, 14] ) as the underlying merging procedure see Section 6.2 for details. A general class of mergesorts with the same property i s a l s o c haracterized. Brie y, although the mean value of QM is slightly higher in the linear term than that of TDM, the global \silhouette" of its stochastic behavior is more smooth than those of TDM and of BUM.
From a practical viewpoint, QM is easily implemented on linked list, its code being simpler than those of TDM and BUM. Also the size of the input need not beknown in advance and it can be implemented in either a top-down or a bottom-up manner, making QM an attractive alternative t o TDM and BUM. The price we p a y i s stability: QM is not stable for equal keys.
Periodic uctuation is usually an accompaniment of divide-and-conquer recurrences, especially when more precise asymptotic approximations are needed. QM is no exception. Our approach to handling periodicity is based on the exact formula derived in 9] for heap recurrence and on digital sums. This elementary 1 approach is in certain aspects simpler than the analytic one for TDM for 1 In number-theoretic sense, namely, without recourse to complex analysis.
which Mellin transform and complex analysis are required cf. 2, 8] . To k eep our analyses as uniform as possible, we apply the same elementary approach t o p r o ve the asymptotic normality (in the sense of convergence in distributions) of the cost of QM. This in turn introduces some technical problems for which new arguments are developed.
The study of divide-and-conquer recurrences is closely related to the solution of recurrence with minimization (or maximization) or the generalized subadditive inequality (cf. 1, 7] ). For example, Hammersley and Grimmett 7] showed that the minimum of the recurrence (1) is attained at (i) j = 1 if g n is decreasing (ii) j = bn=2c if g n is increasing and convex and (iii) j = 2 blog 2 2n=3c if g n is increasing and concave. Thus TDM and QM are natural candidates if one is concerned with optimality of certain characteristics on divide-and-conquer problems.
In the next section, the link of the cost of QM with the heap recurrence is rst proved. An interesting algorithmic feature of \power-of-two" rules is revealed. We then analyze the cost of QM in the worst, best,average and variance cases. A comparative discussion is also given on the costs of TDM, BUM and QM. The asymptotic normality of the cost under the uniform permutation model is established in Section 4. An interesting \invariance principle" for the asymptotic linearity o f divide-and-conquer recurrences based on general \power-of-two" rule is proved in Section 5. We then identify, with the aid of the \invariance principle", optimal mergesorts in the average and variance cases in Section 6. For the reader's convenience, an appendix is also given on the exact solutions of the divide-and-conquer recurrences discussed in this paper.
Notation. Throughout this paper, all unspeci ed limits (including O, , o) w i l l b e t a k en to be n ! 1 . The binary representation of n will bewritten consistently as (1b L;1 : : : b 0 ) 2 , where L = blog 2 nc. We also de ne n j = (1b j;1 : : : b 0 ) 2 = 2 j (1 + fn=2 j g) for j = 0 : : : L so that n L = n and n 0 = 1 . Write for n 2 = (n) = minf2 blog 2 2n=3c n ; 2 blog 2 2n=3c g and = (n) = n ; .
2 Queue-mergesort and the heap recurrence
In this section, we rst describe the QM algorithm and then prove its relation with heap recurrence.
Brie y, start with n elements each in its own list and arrange these lists as a queue. Then take the rst two lists, merge them by the linear merge algorithm and put the new list at the tail of the queue. Repeat the above steps until the single list remains in the queue. The list will contain all of the elements in sorted order. An example is given as follows. 
GINORST
This algorithm is reminiscent of the well-known Hu man coding procedure. Walsh's mergesort 16] is similar but proceeds in a di erent order. First merge the rightmost with the leftmost lists, putting the resulting list in the leftmost then merge the remaining lists in adjacent pairs from the second to leftmost to right. Iterate this procedure until a single sorted list remains. Obviously, the algorithm is, up to di erent merging orders, the same as QM.
The following lemma says that QM may also beimplemented in a top-down manner, which is useful for sorting arrays the dividing strategy is the balanced power-of-two r u l e . Lemma 1. The cost of QM is generally described by the heap recurrence f n = f + f + g n (n 2) (2) with a suitable f 1 , where g n denotes the merging cost.
Proof. The proof follows essentially the Hu man coding argument as that given in Section 4 of Glassey and Karp 4] by \describing" the list sizes at each stage. Assume the queue sizes at the i th run are given by a i i a i i+1 a i n . Initially, w e h a ve a 1 j = 1 for j = 1 : : : n , the nal state beinga n n = n. At each iteration, QM transforms (a i i : : : a i n ) into (a i+1 i+1 : : : a i+1 n ), where a i+1 j = a i j+1 for j = i + 1 : : : n ; 1 and a i+1 n = a i i + a i i+1 . By induction, the sequences fa i j g satisfy the following properties:
{ There exists an integer k such t h a t 2 k a i j 2 k+1 for j = i : : : n { 1=2 a i j =a i j+1 1 for j = i : : : n ; 1 { At m o s t o n e a i j (i xed) is not a power of two.
These properties are preserved by the merging transformation. It follows that a n;1 n;1 = and a n;1 n = .
Note that the recurrence (2) can be written in the following form:
The recurrence (2) has been studied in 9] where an exact solution is given.
Lemma 2 (Hwang and Steyaert). The solution f n of the heap recurrence (2) with f 1 = g 1 is
given by
for any given sequence fg n g.
For completeness, we g i v e an alternative proof. The proof in 9] is \combinatorial" and relies on a counting argument from 10] our proof is \computational" and can be applied to max and other \power-of-two" rules (see Section 5). Proof. First, the recurrence (2) can be written in the following form
Iterating once yields
Thus by induction
Using the explicit expressions b j = bn=2 j c ; 2bn=2 j+1 c, we obtain exactly (3) .
In certain cases the use of the following formula is preferable:
For example, taking g 1 = 0 a n d g n = an + c for n 2, we obtain f n = anL ; 2 L+1 a + 2 an + c(n ; 1) (n 2):
Lemma 3. Assume that f n satis es (2) . Then f n =n !< 1 i g n = o(n) and P j 0 g 2 j =2 j =`.
Proof. The \if" part is easy (cf. 9]). We p r o ve the \only if" part. Assume that f n =n !`. Then by de nition g n = f n ; f ; f = o(n):
From this we deduce that
In particular, when g n = O(1), we h a ve a more precise error term.
Lemma 4. If f n satis es (2) and g n = O(1), then f n =`n + O(log n), where`= P j 0 g 2 j =2 j .
Similar results hold for very general power-of-two rules see Section 5.
Note that the leading constant is never periodic when f n is linear, in contrast to the half-half recurrence (cf. 2, 8, 12] ). These lemmas also reveal, in a decidedly way, another advantage of power-of-two rules over the half-half rule: the cost may remain linear even when the cost of half-half rule is super-linear. For example, if g n = (n= log n) for n 6 = 2 L and g 2 L = O(2 L =L 1+" ), then f n is linear by the above lemmas. But the same g n gives rise to O(n log log n) bound for the half-half recurrence, which is tight for almost all values of n. This leads to the following important algorithmic implication. Assume that the \merging" cost is of order o(n). Then the total cost will be linear if we can improve problems of sizes 2 L (and these only!) so that P j 0 g 2 j =2 j < 1. No such simple improvement is available for the half-half rule as is easily seen from its solution (17). Note that the power-of-two rules discussed in this paper all satisfy the property that they evenly divide into two when n = 2 L . 3 The analysis of QM In this section we study the cost (i.e., the number of comparisons) of QM in most cases of interests: the worst, the best,the average and the variance cases. We also compare the results with those of TDM and BUM. A summary of these comparisons is given in Table 1 .
We need the following expressions for the costs of the two-way linear merge for merging two sorted les of sizes x and y (cf. 
Worst case Average case Variance Asymptotic normality ( ? ) QM n log 2 n ; 0:943n n log 2 n ; 1:207n 0:307n Yes TDM n log 2 n ; 0:943n n log 2 n ; 1:248n 0:345n Yes BUM n log 2 n ; 0:701n n log 2 n ; 0:965n O(n 2 ) No 
We assume in the last two formulae that each o f t h e ; x+y x possible orderings is equally likely.
Worst case
The number of comparisons used by QM is optimal in the worst case (cf. 5]). It is given by W 1 = 0 , and W n = W + W + n ; 1 (n 2)
By (6), W n satis es (cf. 2, 5]) W n = n log 2 n + nA(log 2 n) + 1 (n 1)
where A(t) is a continuous periodic function of period 1, A(t) = 1 ; f tg ; 2 1;ftg (10) whose mean value is 1=2 ; 1= log 2.
Actually, from Hammersley and Grimmett's result in 7] and the sum expression (cf. 2, 10])
W n = P 1 j n dlog 2 je, we deduce that any mergesort using two-way linear merge such that the dividing rule (n 7 ! (j n ; j)) satis es j b n=2c at each recursive stage is worst-case optimal.
Thus we h a ve a spectrum of optimal mergesorts of which TDM and QM are the \boundaries". BUM is however not optimal for general values of n see 5] for a modi cation.
Best case
The best-case cost B n of QM satis es the recurrence (2) with
By (2) and (3), it can be veri ed that B 1 = 0 and for n 1 ( B 2n = 2 B n + n B 2n+1 = B n + B n+1 + n so we o b t a i n B n = P 0 j< n (j), where (j) denotes the sum-of-digits function of the binary representation of n. Its asymptotic behavior is well known (cf. 3] and the references therein):
The
The best-case costs of the three mergesorts are the same. This implies that the recurrence C 1 := 0 and (cf. 6, x2.2.1]) C n = max 0 j< n (C j + C n;j + m i n fj n ; jg) (n 2) has at least three generally di erent indices at which the maximum is attained: j = bn=2c, j = 2 dlog 2 n=2e , and j = 2 blog 2 2n=3c (since C n = B n ). A complete description of the indices attaining the maximum is an interesting problem but lies outside the scope of this paper.
Average case
Henceforth, we assume that each of the n! permutations of n elements is equally likely. Denote by X n the number of comparisons used by QM to sort a random permutation. (f2 u;j g ; f 2 u;j;1 g) 2 (1 + f2 u;j g)(1 ; f 2 u;j g + 2 f2 u;j;1 g) (u 1):
Proof. By (7)), U q] n satis es (2) with g n = u( ) = n ; + 1 ; + 1 :
It is evident that
By (6) and Lemma 4, we o b t a i n U q] n := E(X n ) = n log 2 n + ( A(log 2 n) ; )n + O(log n):
To m a k e explicit the O(log n) term, we start from (5) and proceed as follows. Observe that the rst sum will not contribute any term of logarithmic order. It su ces to investigate the sum From the expression b j = 2 fn=2 j+1 g ; f n=2 j g, it follows that g n j+1 = 2 ; 4 (fn=2 j g ; f n=2 j+1 g) 2 (1 + fn=2 j g)(1 ; f n=2 j g + 2 fn=2 j+1 g) + O(2 ;j ):
Consequently, X 0 j L (g 2 j ; g n j ) = 4 X 0 j L (fn=2 j g ; f n=2 j+1 g) 2 (1 + fn=2 j g)(1 ; f n=2 j g + 2 fn=2 j+1 g) + O(1): The upper bound for $ 1 (log 2 n) i s t i g h t a s i s s e e n b y t h e i n teger sequence f 4 3 (4 k ; 1)g k .
Note that $ 1 (1 + log 2 n) = $ 1 (log 2 n). A graphical rendering of $ 1 (u) is given in Figure 1 .
Comparing the above result with those in 2, 12] (cf. (17) and (18)), we conclude that the average cost of QM lies between that of TDM and of BUM and that the average di erence between that of TDM and QM is about 0:039n.
Variance
In this subsection, we consider the variance of X n . Unlike TDM analyzed in 2], the variance of X n is not oscillating in the dominant term it is smaller than that of TDM for large enough n (with exceptions at 2 k 2 3 4 for k 7) . On the other hand, the variance of the cost of BUM is O(n 2 ) as is easily seen by considering the case n = 2 k + c, where 1 c = O(1) see (18). Actually, it oscillates between O(n 2 ) and (n).]
Higher cumulants of X n can be considered in a similar way and are all asymptotically linear. This suggests that the distribution of X n is asymptotically normal as we will prove in the next section. In particular, we can show that the third cumulant is asymptotic to ; n with = P j 1 2 j (3 2 j ;1)(2 j ;1) 2 (2 j +1) 3 (2 j +2)(2 j +3) > 0, implying that the distribution is skew to the left.
Asymptotic normality
In this section we prove the asymptotic normality of the cost of QM. Let P n (z) denote the probability generating function of X n . Then P n (z) satis es the recurrence ( P n (z) = P (z)P (z)Q n (z) (n 2) P 1 (z) = 1 (11) where Q n (z) is the probability generating function of Y n , the numberof comparisons used by the two-way linear merge algorithm for merging two sorted les of sizes and . De ne n := W n ; n and n := p n , where W n is de ned in (9) , and are given as in Theorems 1 and 2. Let Theorem 3. The distribution function of the random variable X n is asymptotically normal:
uniformly in x.
To prove the asymptotic normality of X n , we need an asymptotic estimate of P n (z) for z lying near the unity. We give a uniform treatment of this problem by taking logarithms on both sides of (11) and then applying again Lemma 4. This in turn introduces two problems: the location of the non-zero region of P n (z) and the boundedness of log Q n (z) ; (n ; 1) log z. The rst problem is resolved by a similar argument used in 8] (Enestr om-Kakeya theorem) the second is handled by a new inequality for characteristic functions which is also of some independent i n terest per se.
Once an asymptotic estimate of P n (e it ) i s a vailable, we consider the characteristic function of the random variable (X n ; n )= n and then apply the Berry-Esseen inequality (cf. 13]) which reduces the estimation of the discrepancy of two distributions to a certain average of the associated characteristic functions. But another problem arises when we apply the Berry-Esseen inequality: Lemma 4 is not precise enough for use since it stops at O(log n) term and this is in the exponent! We o vercome this di culty by arguments based on the analyticity of P n (z) and properties of analytic characteristic functions. Thus this part is no more elementary but analytic in nature. We rst state and prove three lemmas and then proceed to the proof of the theorem. For the rest of the paper, represents always a small positive quantity whose value may vary from one occurrence to another (but independent of n and other asymptotic parameters).
Lemmas
The rst lemma says that the probability distribution of Y n is roughly majorized by a geometric distribution (the probabilities decrease geometrically).
Lemma 5. Write Q n (z) = ; n n ; k ; 3( ; 1) ( ; 1)!(n ; k ; + 1 ) ! + n ; k ; 3( ; 1) ( ; 1)!(n ; k ; + 1 ) ! 0 for k 3. But for k = 2 , n 2 ; 2 3 n 1 = (n ; 3)! !(n ; )! 3 n!( ; 1)!( ; 1)! (;2n + 2 ) 0 (n 2):
The nonzero region of Q n (z) can now be located.
Lemma 6. For n 1 the polynomials Q n (z) have no zero with modulus larger than Lemma 7. Let fa k g n k=0 be a sequence of nonnegative real numbers such that a 0 > 0. Assume that a k "a k;1 for k = 1 : : : n , where 0 < " < 1. Then for any complex jzj 1 X 0 k n a k z k 1 ; "
Proof. Let c k = a k =" k ; a k+1 =" k+1 for k = 0 : : : n ; 1 and c n = a n =" n . Then c k 0. Now Corollary 1. Let fa k g n k=0 be a probability distribution satisfying a k "a k;1 for 1 k n, where 0 < " < 1. Then the associated characteristic function satis es X 0 k n a k e ikt 1 ; "
for all real t.
Proof of Theorem 3
Taking logarithms on both sides of (11), we obtain p n (z) : = l o g P n (z) = p (z) + p (z) + q n (z) + ( n ; 1) log z for jzj 2=3 + , where q n (z) := log Q n (z) ; (n ; 1) log z. The nonzero property of P n (z) follows from that of Q n (z) and (11) .] From Lemmas 5 and 7 with a k = n k jzj ;k , w e deduce that q n (z) = O(1) uniformly for 2=3 + jzj 3=2 ; . By linearity of recurrence and Lemma 4, we h a ve p n (z) = W n log z + h(z)n + R n (z) (2=3 + j zj 3=2 ; ) where h(z) = P k 1 q 2 k (z)=2 k and R n (z) = O(log n), uniformly in z. Observe that h(1) = 0, R n (1) = 0 and that h 0 (1) = ; h 00 (1) + h 0 (1) = : Let ' n (t) = e ; nit= n P n (e it= n ) = E ( e it(Xn; n)= n ). By Taylor expansion, we h a ve, for jtj n , log ' n (t) = ; W n ; n it 
We n o w s h o w that j' n (t) ; e ;t 2 =2 j=jtj is uniformly small by dividing the range of t into two parts.
(i) When jtj < 1=4 n , w e h a ve jtj 3 = n = o(1) and (log n)jtj= n = o(1 5 An \invariance principle" for power-of-two recurrences
We discuss the generality of Lemmas 3 and 4 in this section the results will be needed when studying optimal variance of the cost of mergesorts. We s h o w that the results of Lemmas 3 and 4 are invariant for the more general recurrence f 1 = g 1 and f n = f 2 blog 2 nc + f n;2 blog 2 nc + g n (n 2)
provided that 1=2 < 1 is a xed constant. Thus = 2 =3 is not a \magic number".
Theorem 4 (invariance principle). Assume that f n satis es the recurrence (13) with 1=2 < 1. Then f n =n !< 1 i g n = o(n) and P j 0 g 2 j =2 j =`.
The same result subsists for the corresponding recurrence with the oor function replaced by the ceiling function: f 1 = g 1 and f n = f 2 dlog 2 ne + f n;2 dlog 2 ne + g n (n 2)
where 1=4 < 1=2 is a xed constant. This generalizes the max power-of-two rule.] Since the proof of this result is similar, we omit the details.
Also the same algorithmic interpretation as that given in the nal paragraph of Section 2 applies. For the proof of Theorem 4, it su ces (cf. the proof of Lemma 3) to derive the following exact formula generalizing Lemma 2. (15) The above four equations for f n can be encapsulated into one:
Iterating and simplifying this equation using (4), we obtain (15).
An interesting by-product of (15) This result has an important application to the variance of the cost of mergesort see the next section.
The \invariance principle" fails (or takes di erent forms) if < 1=2. For example, if = 1=4, then (13) 
which implies that the asymptotic nature is similar (linear di erence equation) but the technicalities much more complicated. Roughly, the expression of the leading constant will be di erent. In particular, the discrepancy of the sizes of the two subproblems increases when becomes smaller. Consequently, the total cost is non-decreasing, rendering these divide-and-conquer variants less attractive from a practical point o f v i e w .
Optimal mergesorts
In this section we consider optimal mergesorts in the average and variance cases. Our model is restricted to those mergesorts merging two sub les at each stage and using linear merge as the universal merging scheme. Our main results state that TDM is average-case optimal (it uses the least number of comparisons in the average case) and that QM is asymptotically optimal (actually for n 28 with obvious modi cations for small n) as far as the variance is concerned. Also we show that QM is not the unique mergesort with this latter property: every mergesort whose underlying dividing rule satis es n 7 ! (2 blog 2 nc n ; 2 blog 2 nc ) w i t h 1 =2 < 1 enjoys the same property! 6.1 Average case Our problem here is to nd the indices achieving the minimum of the recurrence: U(1) = 0 and U(n) = min 1 j n;1 fU(j) + U(n ; j) + u(j n ; j)g (n 2)
where u(x y) is de ned in (7).
We s h o w that j = bn=2c (TDM) is the optimal choice. Theorem 5. The average-case optimal mergesort is to divide as evenly as possible at each recursive stage.
Proof. By induction on n. The result is obvious for n = 2 3. Assume n 4. We show that for 1 j < bn=2c, : = U(j) + U(n ; j) + u(j n ; j) ; U(bn=2c) ; U(dn=2e) ; u(bn=2c dn=2e) > 0 By induction, we h a ve for 1 j < bn=2c, U(j) + U(n ; j) + u(j n ; j) = U(bj= 2c) + U(dj= 2e) + u(bj= 2c dj=2e) + U(b(n ; j)=2c) + U(d(n ; j)=2e) + u(b(n ; j)=2c d(n ; j)=2e) + u(j n ; j): (16) 1. If one of j or n ; j is even, then j 2 + n ; j Thus, by ( 1 6 ) , we h a ve, for 1 j < bn=2c, = u(bj= 2c dj=2e) + u(b(n ; j)=2c d(n ; j)=2e) ; u(bj= 2c b(n ; j)=2c) ;u(dj=2e d(n ; j)=2e) + u(j n ; j) ; u(bn=2c dn=2e): ;u(dj=2e b(n ; j)=2c) + u(j n ; j) ; u(bn=2c dn=2e):
Proceeding in a similar way a s a b o ve, we c a n s h o w t h a t > 0.
This completes the proof.
Variance
The rst problem here is to nd the indices minimizing the recurrence: V (1) = 0 and V (n) = min 1 j n;1 fV (j) + V (n ; j) + v(j n ; j)g (n 2)
where v(x y) is de ned in (8) .
We show that V (n) = n+ O(log n), implying that the variance of QM (j = (n)) is asymptotically minimal. Numerical data show that the minimum is attained at j = (n) for n 6 = 6 10 11 12 13 21 : : : 27.
Theorem 6. The variance of QM is asymptotically optimal in the sense that V (n) = V q] n +O(log n).
Proof. Obviously, V (n) V q] n = n+ O(log n):
On the other hand, V (n) min 1 j< n fV (j) + V (n ; j)g + min 1 j< n v(j n ; j):
Since j 7 ! v(j n ; j) is convex and symmetric for xed n, w e h a ve min 1 j< n v(j n ; j) = v(bn=2c dn=2e) (n) : = 2n 2 (n ; 2) (n + 2 ) 2 (n + 4 ) (n 2):
But (n) is increasing and strictly concave for n 2. By the Hammersley and Grimmett result (cf.
7]), we deduce that the minimum of the recurrence (1) = 0 and (n) = min 1 j< n f (j) + (n ; j)g + (n) (n 2)
is attained at j = (n). Thus (n) = ( ) + ( ) + (n) (n 2):
Applying now Lemma 4, we obtain (n) = n+ O(log n)
Let now M( ) denote the set of mergesorts whose costs are described by the recurrence (13), where g n denotes the cost of (linearly) merging two sorted sub les of sizes 2 blog 2 nc and n;2 blog 2 nc .
Theorem 7. The variance of the cost of any mergesort belonging to M( ) is asymptotically optimal for any xed , 1=2
1 ; , > 0.
Proof. Since n 4 2 n < 2 blog 2 nc n (1 ; )n the theorem follows from the boundedness of g n :
g n = v(2 blog 2 nc n ; 2 blog 2 nc ) = O (1) Lemma 8 and the preceding theorem.
Similarly, mergesorts whose costs are described by ( 1 4 ) w i t h 1 =4 < 1=2 ; possess the same property. But the case = 1 =2 has to be excluded as discussed earlier.
