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Abstract
The purpose of this paper is to give another definition of the superposition integral
by using another kind of reasoning. In particular we define it as a generalization of the
Bochner integral. We shall see it in section 2 and the superposition integral in section 3.
1 Introduction
The convex analysis is one of the most important branches of mathematics, it is the fundamental
tool in optimization theory and it is a very fascinating field of study. In this paper we shall see
an elegant generalization of this subject. In particular we want to clarify the relation between
the Bochner integral and the Carf´ı’s superposition theory. In order to have a first glance at the
theory as a whole you should be somewhat intrested to read [FrT] and [CfS]. This paper is by
no means a complete treatment of convex puzzles, thus if one has no idea whatsoever on this
subject it would be better off studying the convex analysis’ framework on a textbook which
deals with.
2 The Bochner integral
We denote by X a Banach space and by (P, ε, µ) a measure space. Moreover we shall consider
functions of the type f : P → X and we denote by || · || the norm of X. A tool of utmost
importance is the notion of simple functions. We denote by ζ(P, X) the space of simple functions,
those functions such that, for any ϕ : P → X, ϕ takes a finite value x1, . . . xk ∈ X and ∀
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i = 1, . . . k the sets Pi = {u ∈ P : ϕ(u) = xi} belong to the σ-algebra ε. It is important to
notice that µ(Pi) <∞.
Definition 2.1. It is called simple a function ϕ : P→ X such that ∃ a finite sequence Pi ⊂ P
of measurable sets such that Pi ∩ Pm = ∅ for k 6= m and
P =
k⋃
i=1
Pi where ϕ(u) = wi ∈ X ∀u ∈ Pi.
Lemma 2.2. [BaC] A function, whose restrictions are measurable for each set of countable
family of disjoint sets is measurable.
Proof. Given a family of countable disjoit sets (Fi)i=1,2,... and a sequence i(fi,k)k=1,2,... of locally
constant functions which converges toward f in Pi −Ni, where µ(∪∞i=1Ni)=0. Then
f(u)i =
{
f(u)i,n for u ∈ Pi −Ni; (i ≤ n)
0 for u /∈ Pi −Ni
is defined
g(u) = lim
n→∞
f(u)n then g(u) = f(u) for u ∈ Pi −Ni,
thus g is measurable.
A very important theorem is the Ergoff’s theorem
Theorem 2.3. We define by E a measurable set of finite misure and we denote by {fn} a
sequence of a.e. finite valued measurable function which converges a.e. on E to a finite valued
measurable function f . For every  > 0 ∃ a measurable G ⊂ E such that µ(G) <  and such
that the sequence {fn} converges uniformly on E −G.
Proof. [Hal] If we omit a set of measure zero, we can assume that {fn} → f everywhere on E.
If
Emn =
∞⋂
i=n
{
x : |fi(u)− f(u)| < 1
m
}
then
Em1 ⊂ Em2 ⊂ · · ·
and since {fn} → f on E
E ⊂ lim
n
Emn
for every m = 1, 2, · · · . Hence limn µ(E−Emn ) = 0 [Hal]. Thus ∃ a k > 0 ∈ N+ where k = k(m)
such that
µ(E − Emk(m)) <

2m
.
Following [Hal], if
G = ∪∞m=1(E − Emk(m)),
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then G is a measurable set, G ⊂ E, and
µ(G) = µ
( ∞⋃
m=1
(E − Emk(m))
)
≤
∞∑
m=1
µ((E − Emk(m))).
It is important to notice that E −G = E ∩∞m=1Emk(m) and that n ≥ k(m). Thus, for u ∈ E −G,
we have u ∈ Emn , therefore |fn(u)−f(u)| < 1m . The uniform convergence on E−G is proved.
If we proceed to compute the theorem 2.3 for every restriction of f(u) on G,G1, G2 . . . , we
shall obtain the measurability of the restriciton of f(u) to a sequence of disjoint sets which
cover S \ 0.
Definition 2.4. A function ϕ : P→ X is called strong measurable if ∃{ϕn}n∈N ⊆ ζ(P, X) such
that
ϕn(u)→ f(u) ∀u ∈ P.
Definition 2.5. A function f is called weakly measurable if for every A ∈ X ′, the function
u→ Af(u) is measurable on P.
It follows that u → ||f(u)|| is measurable on P. It is important to notice that the strong
measurability implies that, given an open C ⊆ X, the counter-image F−1(C) ∈ ε.
Definition 2.6. Given a function f : P→ X that is strong measurable, then its integral exists
and it is finite ∫
P
||f(·)||dµ < +∞
that is to say it is summable.
Thus given a function f (definition 2.6) ∃ a sequence {ψn}n∈N ⊆ ζ(P, X) such that
lim
n→∞
∫
P
||f(·)− ψn(·)||dµ = 0,
hence the sequence {∫P ψndµ}n∈N is of Cauchy in X, rather, following [AcP]
(2.1)
∥∥∥∥∫
P
ψndµ− ψmdµ
∥∥∥∥ ≤ ∫
P
||ψn(·)− ψm(·)||dµ ≤
≤
∫
P
||ψn(·)− f(·)||dµ+
∫
P
||f(·)− ψm(·)||dµ→ 0 for n,m→∞.
The importance of the completeness (2.1) of X stems from the property that, because of it, the
sequence converges on X and thus its limit can be thought of as the integral of f on P.
Definition 2.7. [AcP] Given a measurable space (P, ε, µ) and a summable function f : P→ X,
where X is a Banach space, the Bochner integral of f on P is the X’s element defined by
(2.2)
∫
P
fdµ = lim
n→∞
∫
P
ψndµ.
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Now we have to recall an important definition
Definition 2.8. Given a subset E ⊆ X, we call the function χE, characteristic function of the
set E if it is defined by
χE(u) =
{
1 for u ∈ E
0 for u /∈ E
The correspondece between sets and their characteristic function is one to one, and all
properties of sets and set operations may be expressed by means of characteristic functionns
[Hal]. If P ∈ ε, then
(2.3)
∫
P
fdµ =
∫
P
fχPdµ.
The (2.3) is a straightforward link to the superposition concept (section 3). And it is the core
notion of this paper, rather I am not interested in studying the Bochner integral’s properties,
but its link to the Carf´ı’s superposition.
3 The superposition integral
In section 2 we have seen a generalization of the Lebesgue integral, in particular the Bochner
integral can be thought of as an integral of a function with values in a Banach space w.r.t. a
scalar measure. Thus, we take the values as a limit of integrals of simple functions. Now, I have
to give a definition of integral which generalize that of Bochner one: the superposition integral.
We need some definitions (one might peruse [FrT] and [CfS]).
Definition 3.1. We denote by Sn ≡ S(Rn,C) the Schwartz space, that is to say the set made of
smooth functions of class C∞ from Rn to C whose functions and derivative are rapidly decreasing
at infinity, that is, they tend to zero at ±∞ faster than the reciprocal of any polynomial
(3.1) Sn ≡ S(Rn,C) = {f ∈ C∞(Rn,C) : ∀α, β ∈ Nn0 lim|x|→∞ |x
βDαf(x)| = 0}
Definition 3.2. [FrT] The natural topology of S-spaces, Sτ , is given by a sequence of seminorms
given by
(3.2) ||f ||α,β = sup
x∈Rn
|xαDβf(x)| <∞.
Thus the S-space is a Fre´chet space, hence it is metrizable, rather it has in 0 a countable
neighborhood basis and thus, it is generated by some countable families of seminorms [FrT].
Definition 3.3. We denote by S ′n ≡ S ′(RnC) the space of tempered distribution from Rn to
C. It is the topological dual of the topological vector space (Sn,Sτ ). From the [FrT]: a locally
integrable function can be a tempered distribution if, for some constants a and C∫
|x|≤G
|f(x)|dx ≤ aGC , G→∞,
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thus
(3.3)
∫
Rn
|f(x)ϕ(x)|dx <∞ ∀ϕ ∈ S ′
and we can say that
∫
Rn f(x)ϕ(x)dx is a tempered distribution.
In (3.3) there are two functions f(x) and ϕ(x). The former is a locally integrable function
and the latter is called test function. It is obvious that ordinary summable functions are included
in these spaces, and thus we can compute the integral of the product of such functions with
test functions. This kind of function can be intuitively thought of as a sufficently good function
by which it is possible to integrate singular and ordinary functions. We denote by K the set of
all real functions ϕ(x) with bounded support and continuous derivatives of all orders vanishing
outside of some bounded regions. Thus K is the space of test functions. Now, following [Gel]
we can say that f is a continuous linear functional on K if ∃ some rule according to which one
can associate with every ϕ(x) ∈ K a real number (f, ϕ) such that
i f is linear;
ii if a sequence {ϕn(x)} → 0 then {(fn, ϕn)} → 0. (continuity of f).
We have defined, albeit in general, some very important and fundamental definitions. Now we
have to define the superposition integral.
Definition 3.4. Let v ∈ S(Rm,S ′n) be a family of class S (see [CfS] and [FrT]). The operator
generated by the family v is
vˆ : Sn → Sm : φ 7→ v(φ).
It is linear and map
(·)∧ : S(Rm,S ′n)→ Hom(Sn,Sm) : v 7→ vˆ.
Where Hom(Sn,Sm) denotes the set of all linear operators from Sn to Sm [FrT].
Theorem 3.5. [CfQ] Let a ∈ S ′m and v ∈ S(Rm,S ′n) be an S-family. Then, the composition
u = a ◦ vˆ, the function u : Sn → K : ψ 7→ a(vˆ(ψ)), is a tempered distribution.
We have seen (theorem 3.5) that v is summable w.r.t. a linear functional a ∈ S ′m. It happens
that a Schwartz family is summable with respect to any tempered distribution on its index
Euclidean space [CfF].
Proof. Let a ∈ S ′m and let δ be the Dirac family ∈ S ′m. Since the linear hull span(δ) of the
Dirac family is σ(S ′m)-sequentially dense in the space S ′m, there is a sequence of distributions
α = (αk)k∈N, in the linear hull span(δ) of Dirac family, converging to the distribution a w.r.t.
the weak-?topology σ(S ′m); that is we have
σ(S′m) lim
k→+∞
αk = a.
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Now, since for any natural k, the distribution αk belongs to the linear hull span(δ), there exists
a finite family (yi)
h
i=1 of points in Rm and there is a finite family of scalars (λi)hi=1 in the field
K such that
αk =
h∑
i=1
λiδyi.
Consequently, by obvious calculations, we have
αk ◦ vˆ =
h∑
i=1
λi(δyi ◦ vˆ) =
=
h∑
i=1
λivyi.
Hence for every index k ∈ N, the linear functional αk ◦ vˆ belongs to S ′n. Now, let s be the
topology of pointwise convergence on the algebraic dual (Sn)?, we claim that
s lim
k→+∞
(αk ◦ vˆ) = a ◦ vˆ.
Rather, for every test functions φ ∈ Sn, we obtain
lim
k→+∞
(αk ◦ (vˆ)(φ)) = lim
k→+∞
αk(vˆ(ψ)) =
= a(vˆ(ψ)).
We have proved the pointwise convergence to the linear functional a ◦ vˆ. Hence by the
Banach-Steinhaus theorem it is continuous too, i.e. a ◦ vˆ should be a tempered distribution in
S ′n. Thus summbability of the family v holds true [CfF].
Definition 3.6. Given a ∈ S ′m and a summable v ∈ S(Rn,S ′n), the superposition integral of v
on S ′m(Rm) is the element of S ′n defined by
(3.4) lim
k→+∞
(αk ◦ vˆ) =
∫
Rm
av = a ◦ vˆ.
Is is straightforward the link between definition 3.6 and definition 2.6. In the case of the
Bochner integral we have defined the notion of a.e. (almost everywhere) convergence and the
fundamental concept of summability. In the superposition integral we have seen the pointwise
convergence and the summability too. But in superposition we are going to use several func-
tionals, that is to say, we are handle with distributions. We use the notion of local integration
rather than measurability. This is so because we are studying locally Hausdorff convex spaces
and Fre´chet spaces. Thus we are not interested in norms but in studying topologies which
generate seminorms (i.e. (3.2)). For example, in S ′n(Rn,C) (the space of tempered distribu-
tion) we are interested in using the weak-?topology of this space [FrT]. This kind of theory
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is useful, rather we have continuous functionals and a map (·) : S ′m → S ′n defines projections
among Fre´chet spaces. Thus, they are bounded and continuous [FrT]. These properties ensure
well-behaved functionals which generalize the concept of measure, in particular by the Dirac’s
distribution. It is important to notice that one can use it like the χP in section 2. Thus
(3.5) δx =
{
1 for x ∈ E
0 for x /∈ E.
We have to clarify that the (3.5) is not a function mapped to a point, but we are talking
about distributions, thus it would be an abuse of notation in using δ(x− y) w.r.t. y ∈ Rn and
x ∈ D(R,C), the space of test function (so as to a deeper reasoning about the δx see [CfS] and
[FrP]). We may see how this particular kind of measure works.
Definition 3.7. Let δ the Dirac’s family in S ′n. Then, for each tempered distribution u ∈ S ′n,
we have ∫
Rn
uδ = u ◦ δˆ =
= u ◦ 1S′n =
= u.
Thus any tempered distribution is an S linear superposition of the Dirac’s family and the co-
efficients system of this superposition is the distribution u itself: this is a typical property of
the canonical basis of the Euclidean spaces Rn [CfS]. It is clear that one can build a space by
means of the Dirac’s distribution family as much it happens by using χP, but in a more general
fashion due to our definition of the δx.
References
[AcP] Acquistapace P., Appunti di Analisi Convessa, Lecture notes University of Pisa, 2012.
[BaC] Baiocchi C., Osservazioni sulla definizione di integrale di Bochner, Annali della Scuola
Normale Superiore di Pisa, Classe di Scienze 3e se´rie, tome 17, no. 3, p. 239-253, 1963.
[CfS] Carf´ı D., Foundation of superposition theory, Vol.1, 1st ed., Il Gabbiano, 2010.
[CfQ] Carf´ı D., S-diagonalizable operators in quantum mechanics, Glasnik Mathematicki 40, 2
(2005), 267-307.
[CfF] Carf´ı D., Schwartz families in tempered distribution spaces, 2011.
[Gel] Gel’fand I. M. , Vilenkin N. Ya., Generalized Function, Vol.4 Academic Press - N.Y. and
London, 1964.
[Hal] Halmos P.R., Measure Theory, Springer-Verlag New York Inc., 1974.
8 Francesco Strati
[FrS] Strati F., A first introduction to S-Transitional lotteries, MPRA No.39399, 2012.
[FrP] Strati F., The nature of the S-linear algebra: For an S-propagator, MPRA No.39525,
2012.
[FrT] Strati F., The nature of the S-linear algebra: The S-triple, 2012.
