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INTERSECTION NUMBERS AND TWISTED PERIOD
RELATIONS FOR THE GENERALIZED HYPERGEOMETRIC
FUNCTION m+1Fm
YOSHIAKI GOTO
Abstract. We study the generalized hypergeometric function m+1Fm and
the differential equation m+1Em satisfied by it. We use the twisted (co)homology
groups associated with an integral representation of Euler type. We evaluate
the intersection numbers of some twisted cocycles which are defined as m-th
exterior products of logarithmic 1-forms. We also give twisted cycles cor-
responding to the series solutions to m+1Em, and evaluate the intersection
numbers of them. These intersection numbers of the twisted (co)cycles lead
twisted period relations which give relations for two fundamental systems of
solutions to m+1Em.
1. Introduction
The generalized hypergeometric function m+1Fm of a variable x with complex
parameters a0, . . . , am, b1, . . . , bm is defined by
m+1Fm
(
a0, . . . , am
b1, . . . , bm
;x
)
=
∞∑
n=0
(a0, n) · · · (am, n)
(b1, n) · · · (bm, n)n!x
n,
where b1, . . . , bm 6∈ {0,−1,−2, . . .} and (c, n) = Γ(c+n)/Γ(c). This series converges
in the unit disk |x| < 1, and satisfies the generalized hypergeometric differential
equation
m+1Em = m+1Em
(
a0, . . . , am
b1, . . . , bm
)
:
θ m∏
i=1
(θ + bi − 1)− x
m∏
j=0
(θ − aj)
 f(x) = 0,
where θ = x d
dx
. The linear differential equation m+1Em is of rank m + 1 with
regular singular points x = 0, 1, and ∞. If bi − bj 6∈ Z (0 ≤ i < j ≤ m), a
fundamental system of solutions to m+1Em around x = 0 is given by the following
m+ 1 functions:
f0 := m+1Fm
(
a1, . . . , am+1
b1, . . . , bm
;x
)
,
fr := x
1−br · m+1Fm
(
a0 − br + 1, . . . , am − br + 1
b1 − br + 1, . . . , 2− br, . . . , bm − br + 1 ;x
)
,
(1)
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where 1 ≤ r ≤ m. It is known that m+1Fm admits the integral representation of
Euler type:
m+1Fm
(
a0, . . . , am
b1, . . . , bm
;x
)
(2)
=
m∏
i=1
Γ(bi)
Γ(ai)Γ(bi − ai)
∫
D
m−1∏
j=1
(
t
aj−bj+1
j (tj − tj+1)bj+1−aj+1−1
)
· tam−1m (1− t1)b1−a1−1(1− xtm)−a0dt1 ∧ · · · ∧ dtm,
where D := {(t1, . . . , tm) ∈ Rm | 0 < tm < tm−1 < · · · < t1 < 1}. The branch of
the integrand is defined by the principal value for x near to 0.
In this paper, we consider the twisted (co)homology groups associated with the
integral representation (2). Note that the singular locus of the integrand of (2) is
not normally crossing. In such a case, as is studied in [8], the resolution of singular-
ities is an effective way for the study of intersections of the twisted (co)homology
groups. However, our singularities are so complicated for a general m that it seems
difficult to resolute them. To conquer this difficulty, we find a systematic method
completing the resolution of the singular locus. We blow up the singular locus step
by step and use the combinatorial structure of divisors which should exist in the
complete resolution. The resolution of the singular locus enables us to evaluate
intersection numbers for twisted cocycles. We give formulas for the intersection
numbers of m-th exterior products of logarithmic 1-forms, which span the twisted
cohomology group. For the study of the twisted homology group, we avoid the
complexity of the resolution. We construct twisted cycles corresponding to the
m + 1 solutions (1) to m+1Em by using the method given in [5] and [6]. They
are made by the bounded chambers, and their boundaries are canceled by different
ways from the usual regularization. It is an advantage of our construction that
we can evaluate their intersection numbers by the formula in [12] for a normally
crossing singular locus. Intersection numbers of twisted homology and cohomology
groups imply twisted period relations for two fundamental systems of solutions to
m+1Em with different parameters. These relations are transformed into quadratic
relations among hypergeometric series m+1Fm’s. Since our intersection matrices
are diagonal, it is easy to reduce the twisted period relations to quadratic relations
among m+1Fm’s.
In [10], twisted cycles corresponding to the solutions (1) to m+1Em are obtained
from real (non-bounded) chambers, and their intersection numbers are evaluated
by the method in [8]. Since these cycles are scalar multiples of ours as elements of
the twisted homology group, we give their explicit correspondence in Remark 4.8.
Twisted period relations for m+1Fm are given in [11] by the study of the intersection
forms of (co)homology groups with coefficients in the local system of rank m given
as the solution space to m+1Em. Another integral representation of m+1Fm and its
inductive structure are used in [11].
As is in [2], the irreducibility condition of the differential equation m+1Em is
known to be ai − bj 6∈ Z (0 ≤ i, j ≤ m), where we put b0 := 0 (though b0 is
usually defined by 1, we use this setting for our convenience). Since we use the
fundamental system (1) of solutions to m+1Em, we assume throughout this paper
that the parameters ai, bj satisfy the condition
ai − bj 6∈ Z (0 ≤ i, j ≤ m), bi − bj 6∈ Z (0 ≤ i < j ≤ m).(3)
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2. Twisted (co)homology groups associated with the integral
representation (2)
For twisted homology groups, twisted cohomology groups, and the intersection
forms, refer to [1], [12], or [5]. We use the same notations as in [5] and [6].
In this paper, we mainly consider the twisted (co)homology group in [5] for
M := Cm −
 m⋃
j=1
(tj = 0) ∪
m⋃
j=2
(tj−1 − tj = 0) ∪ (1− t1 = 0) ∪ (1 − xtm = 0)

and the multi-valued function
u :=
m∏
j=1
t
aj−bj+1
j ·
m∏
j=2
(tj−1 − tj)bj−aj · (1− t1)b1−a1 · (1− xtm)−a0 .
We put ω := d log u, where d is the exterior derivative with respect to the variables
t1, . . . , tm (not to x regarded as a parameter). The twisted cohomology group, that
with compact support, and the twisted homology group are denoted byHk(M,∇ω),
Hkc (M,∇ω), and Hk(C•(M,u)), respectively. Here, ∇ω is the covariant differential
operator defined as ∇ω := d+ ω∧. The expression (2) means that the integral∫
D⊗u
uϕ0, ϕ0 :=
dt1 ∧ · · · ∧ dtm
tm(1 − t1)(t1 − t2) · · · (tm−1 − tm)
represents m+1Fm modulo Gamma factors. By [1] and [3], we have H
k(M,∇ω) = 0
(k 6= m), dimHm(M,∇ω) = m+ 1, and there is a canonical isomorphism
 : Hm(M,∇ω)→ Hmc (M,∇ω).
By the Poincare´ duality, we have
dimHk(C•(M,u)) = dimHk(M,∇ω) = 0 (k 6= m),
dimHm(C•(M,u)) = dimHm(M,∇ω) = m+ 1.
The intersection form Ih on the twisted homology groups is the pairing between
Hm(C•(M,u)) and Hm(C•(M,u−1)). The intersection form Ic on the twisted co-
homology groups is the pairing between Hmc (M,∇ω) and Hm(M,∇−ω). By using
, we can regard the intersection form Ic as the pairing between H
m(M,∇ω) and
Hm(M,∇−ω), i.e.,
Ic(ψ, ψ
′) :=
∫
M
(ψ) ∧ ψ′, ψ ∈ Hm(M,∇ω), ψ′ ∈ Hm(M,∇−ω).
3. Twisted cohomology groups and intersection numbers
In this section, we give two systems of twisted cocycles, and evaluate their in-
tersection numbers.
We embed M into the projective space Pm, that is, we regard M as the open
subset of Pm:
M = Pm −
 m⋃
j=0
Lj ∪
m⋃
j=0
Hj
 ⊂ Cm ⊂ Pm,
where
Lj := (Tj = 0) (0 ≤ j ≤ m),
Hj := (Tj−1 − Tj = 0) (1 ≤ j ≤ m), H0 := (T0 − xTm = 0).
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By the homogeneous coordinates T0, . . . , Tm, the multi-valued function u is ex-
pressed as
u = T λ00 (T0 − xTm)µ0 ·
m∏
j=1
T
λj
j (Tj−1 − Tj)µj ,
where
λj := aj − bj+1 (1 ≤ j ≤ m− 1), λm := am,
µj := bj − aj (1 ≤ j ≤ m), µ0 := −a0,
λ0 := −
 m∑
j=1
λj +
m∑
j=0
µj
 = a0 − b1.
Note that L0 = (T0 = 0) is the hyperplane at infinity, i.e.,M ⊂ Cm = Pm−L0 ⊂ Pm
and the coordinates t1, . . . , tm on C
m are defined as tj = Tj/T0. Hereafter, we
regard subscripts as elements in Z/(m + 1)Z. For example, we have am+1 = a0,
bm+1 = b0 = 0, and
λj = aj − bj+1, µj = bj − aj (0 ≤ j ≤ m).
Let ℓk and hk (0 ≤ k ≤ m) be the defining linear forms of Lk andHk, respectively.
We define an m-form on M by
φ(f0, . . . , fm) := d log
(
f0
f1
)
∧ d log
(
f1
f2
)
∧ · · · ∧ d log
(
fm−1
fm
)
for f0, . . . , fm ∈ {ℓ0, . . . , ℓm, h0, . . . hm}. We consider two systems {ϕk}mk=0 and
{ψk}mk=0 given as
ϕk := φ(h0, . . . , hk−1, ℓk−1, hk+1, . . . hm),
ψk := φ(h0, . . . , hk−1, ℓk, hk+1, . . . hm).
Using the coordinates tj = Tj/T0 (1 ≤ j ≤ m) of Cm = Pm − L0, we have
ϕ0 =
dt1 ∧ · · · ∧ dtm
tm(1− t1)(t1 − t2) · · · (tm−1 − tm) ,
ψ0 =
dt1 ∧ · · · ∧ dtm
(1− t1)(t1 − t2) · · · (tm−1 − tm) ,
ϕr =
xdt1 ∧ · · · ∧ dtm
tr−1(1− xtm)(1− t1)(t1 − t2) · · · ̂(tr−1 − tr) · · · (tm−1 − tm)
,
ψr =
dt1 ∧ · · · ∧ dtm
tr(1− xtm)(1− t1)(t1 − t2) · · · ̂(tr−1 − tr) · · · (tm−1 − tm)
,
where 1 ≤ r ≤ m. Note that the m-form ϕ0 coincides with that defined in Section
2.
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Theorem 3.1.
Ic(ϕi, ϕj) = Ic(ψi, ψj) = 0 (i 6= j),(4)
Ic(ϕk, ϕk) = (2π
√−1)m
∏
0≤l≤m
l 6=k
bl − bk
(al − bk)(bl − al) ,(5)
Ic(ψk, ψk) = (2π
√−1)m
∏
0≤l≤m
l 6=k
al − ak
(bl − ak)(bl − al) ,(6)
Ic(ϕi, ψj) = Ic(ψj , ϕi) = εij(2π
√−1)m (bi − ai)(bj − aj)
(bi − aj)
m∏
l=0
1
bl − al ,(7)
where
εij :=
{ −1 (i 6= j and (i = 0 or j = 0)),
1 (otherwise).
The following corollary follows from this theorem immediately.
Corollary 3.2. Under the condition (3), ϕ0, . . . , ϕm form a basis of H
m(M,∇ω).
Proof. Let C := (Ic(ϕi, ϕj))i,j=0,...,m be the intersection matrix. Then we have
det(C) = (2π
√−1)m(m+1)
m∏
l=0
1
(bl − al)m
∏
0≤i6=j≤m
bi − bj
ai − bj ,
which does not vanish under the condition (3). 
In the remainder of this section, we prove Theorem 3.1. According to [9], to
evaluate intersection numbers, we have to blow up Pm so that the pole divisor of
the pull back of ω = d log u is normally crossing. And we need informations of the
m-forms around the points at which m components of the pole divisor intersect.
For i 6= j, j + 1, let Lj,j+1,...,i−1 be the exceptional divisor obtained by blowing
up along Lj ∩ Lj+1 ∩ · · · ∩ Li−1 = (Tj = Tj+1 = · · · = Ti−1 = 0). The residue of
the pull-back of ω along Lj,j+1,...,i−1 is
λj,j+1,...,i−1 =
i−1∑
l=j
λl +
i−1∑
l=j+1
µl =
i−1∑
l=j
(al − bl+1) +
i−1∑
l=j+1
(bl − al) = aj − bi
(recall that the indices are regarded as elements in Z/(m + 1)Z). Note that for
example, L12 is an exceptional divisor, however L1 is not.
First, we investigate the intersections of L1, . . . , Lm, H0, . . . , Hm, and exceptional
divisors obtained by blowing up along Lj ∩ Lj+1 ∩ · · · ∩ Lm (1 ≤ j ≤ m − 1), in
Cm = Pm−L0. By a straightforward calculation in Pm−L0, we obtain the following
lemma.
Lemma 3.3. We blow up Pm − L0 along
Lj ∩ Lj+1 ∩ · · · ∩ Lm (1 ≤ j ≤ m− 1).
In {ϕ0, . . . , ϕm, ψ0, . . . , ψm}, only ϕ0 and ψj have Lj,j+1,...,m as a component of
the pole divisor. Further, we have
Hk ∩ Lj,j+1,...,m = ∅ ⇐⇒ k = 0 or k = j.
Second, we describe the all intersections of L0, . . . , Lm, H0, . . . , Hm, and excep-
tional divisors. We use the combinatorial structure of them, which arise from the
similarity between the expression of u on Pm − L0 and that on Pm − Lk.
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Lemma 3.4. After blowing up along all Lj ∩ Lj+1 ∩ · · · ∩ Li−1 (with a suitable
order), the pole divisor of the pull-back of ω is normally crossing. Let Φk (resp.
Ψk) be a set consisting of the components of the pole divisor of the pull-back of ϕk
(resp. ψk). Then we have
Φk = {Hk+1, Hk+2, . . . , Hk−1, Lk+1,k+2,...,k−1, Lk+2,...,k−1, . . . , Lk−2,k−1, Lk−1},
Ψk = {Hk+1, Hk+2, . . . , Hk−1, Lk, Lk,k+1, . . . , Lk,k+1,...,k−3, Lk,k+1...,k−3,k−2}.
Moreover, we have
Hk ∩ Lj,j+1,...,i−1 = ∅ ⇐⇒ k = i or k = j.
Proof. Recall that u is expressed as
u = tλ11 · · · tλmm · (1 − xtm)µ0(1− t1)µ1 · (t1 − t2)µ2 · · · (tm−1 − tm)µm
on Cm = Pm − L0 (with coordinates tj = Tj/T0 (1 ≤ j ≤ m)). On the other hand,
on Pm − Lk, it is expressed as
u =sλ00 · · · sλk−1k−1 sλk+1k+1 · · · sλmm
· (s0 − xsm)µ0 (s0 − s1)µ1 · · · (sk−1 − 1)µk(1− sk+1)µk+1 · · · (sm−1 − sm)µm
=s
λk+1
k+1 · · · sλmm sλ00 · · · sλk−1k−1 · (sk−1 − 1)µk(1 − sk+1)µk+1
· (sk+1 − sk+2)µk+2 · · · (sm−1 − sm)µm(s0 − xsm)µ0(s0 − s1)µ1 · · · (sk−2 − sk−1)µk−1 ,
in terms of coordinates sj = Tj/Tk (0 ≤ j ≤ m, j 6= k). Thus,
Lk+1, . . . , Lm, L0, . . . , Lk−1 and Hk, . . . , Hm, H0, . . . , Hk−1
in Pm − Lk behave similarly to
L1, . . . , Lm and H0, . . . , Hm
in Pm − L0. Then we obtain this lemma by Lemma 3.3. 
Remark 3.5. The slight differences come from the signs of s0− xsm and sk−1− 1
at the intersection points. As mentioned below, these differences make complexity
of εij.
In particular, we have #Φk = #Ψk = 2m. We put
Φ
(m)
k := {{D1, . . . , Dm} ⊂ Φk | Di 6= Dj (i 6= j), D1 ∩ · · · ∩Dm 6= ∅}
(Ψ
(m)
k is also defined in a similar way). Then Lemma 3.4 implies
Φ
(m)
k = {{Hp}p∈I ∪ {Lq,q+1,...,k−1}q 6∈I | I ⊂ {k + 1, k + 2, . . . ,m, 0, . . . , k − 1}} ,
Ψ
(m)
k = {{Hp}p∈I ∪ {Lk,k+1,...,q−1}q 6∈I | I ⊂ {k + 1, k + 2, . . . ,m, 0, . . . , k − 1}} .
Finally, we evaluate the intersection numbers of ϕi’s and ψj ’s by using results in
[9].
Proof of Theorem 3.1. First, we obtain (4), since it is clear that
Φ
(m)
i ∩ Φ(m)j = Ψ(m)i ∩Ψ(m)j = ∅ (i 6= j).
Second, we have
Ic(ϕk, ϕk) = (2π
√−1)m
∑
I⊂{k+1,k+2,...,k−1}
∏
i∈I
1
µi
·
∏
j 6∈I
1
λj,j+1,...,k−1
= (2π
√−1)m
∑
I⊂{k+1,k+2,...,k−1}
∏
i∈I
1
bi − ai ·
∏
j 6∈I
1
aj − bk .
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By induction on m, we can show that∑
I⊂{k+1,k+2,...,k−1}
∏
i∈I
1
bi − ai
∏
j 6∈I
1
aj − bk =
∏
0≤l≤m
l 6=k
bl − bk
(al − bk)(bl − al) ,
which implies (5). The equality (6) can be shown in a similar way. Finally, we
prove (7). Because of
Φ
(m)
i ∩Ψ(m)i = {{H0, . . . , Hm} − {Hi}} ,
Φ
(m)
i ∩Ψ(m)j = {{H0, . . . , Hm, Lj,j+1,...,i−1} − {Hi, Hj}} (i 6= j),
we have
Ic(ϕi, ψi) = ε
′
ii · (2π
√−1)m
∏
l 6=i
1
µl
= ε′ii · (2π
√−1)m
∏
l 6=i
1
bl − al ,
Ic(ϕi, ψj) = ε
′
ij · (2π
√−1)m · 1
λj,j+1,...,i−1
∏
l 6=i,j
1
µl
= ε′ij · (2π
√−1)m · 1
aj − bi
∏
l 6=i,j
1
bl − al (i 6= j),
where ε′ij = ±1. Let us show that
ε′ij =
{
1 (i = 0 or j = 0 or i = j),
−1 (otherwise).(8)
When we evaluate the intersection number Ic(ϕi, ψj), it is sufficient to consider
blowing up along only
Li+1 ∩ Li+2 ∩ · · · ∩ Li−1, Li+2 ∩ · · · ∩ Li−1, . . . , Li−2 ∩ Li−1
in the coordinate system of Pm−Li, since the pole divisor of ϕi is normally crossing
after this blowing-up process. Put Φ
(m)
i ∩ Ψ(m)j = {{G1, . . . , Gm}}, and let gl be
the defining linear forms of Gl. By taking appropriate coordinates t
′
1, . . . , t
′
m, we
express ϕi ·
∏
l gl and ψj ·
∏
l gl around the intersection point G1∩· · ·∩Gm explicitly.
(i) For i = j = 0, we have
gl = 1− t′l (1 ≤ l ≤ m),
ϕ0 ·
∏
l
gl =
dt′1 ∧ · · · ∧ dt′m
t′1 · · · t′m
, ψ0 ·
∏
l
gl = dt
′
1 ∧ · · · ∧ dt′m,
and the intersection point G1 ∩ · · · ∩Gm is expressed as
t′l = 1 (1 ≤ l ≤ m).
(ii) For i = 0 and j 6= 0, we have
gj = t
′
j , gl = 1− t′l (l 6= j),
ϕ0 ·
∏
l
gl =
dt′1 ∧ · · · ∧ dt′m
t′1 · · · t̂′j · · · t′m(1− t′j)
, ψj ·
∏
l
gl =
dt′1 ∧ · · · ∧ dt′m
1− xt′1 · · · t′m
,
and the intersection point G1 ∩ · · · ∩Gm is expressed as
t′j = 0, t
′
l = 1 (l 6= j).
(iii) For i 6= 0 and j = i, we have
gm+1−i = t′m+1−i − x, gl = 1− t′l (l 6= m+ 1− i),
ϕi ·
∏
l
gl = x · dt
′
1 ∧ · · · ∧ dt′m
t′1 · · · t′m
, ψ0 ·
∏
l
gl = dt
′
1 ∧ · · · ∧ dt′m,
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and the intersection point G1 ∩ · · · ∩Gm is expressed as
t′m+1−i = x, t
′
l = 1 (l 6= m+ 1− i).
(iv) For i 6= 0 and j = 0, we have
gm+1−i = t′m+1−i, gl = 1− t′l (l 6= m− i+ 1),
ϕi ·
∏
l
gl = x · dt
′
1 ∧ · · · ∧ dt′m
t′1 · · · ̂t′m+1−i · · · t′m(t′m+1−i − x)
,
ψ0 ·
∏
l
gl =
dt′1 ∧ · · · ∧ dt′m
t′1 · · · t′m − 1
and the intersection point G1 ∩ · · · ∩Gm is expressed as
t′m+1−i = 0, t
′
l = 1 (l 6= m+ 1− i).
(v) For i 6= 0 and j 6= 0, i, we have
gj−i = t′j−i, gm+1−i = t
′
m+1−i − x, gl = 1− t′l (l 6= j − i,m+ 1− i),
ϕi ·
∏
l
gl = x · dt
′
1 ∧ · · · ∧ dt′m
t′1 · · · t̂′j−i · · · t′m(1 − t′j−i)
, ψ0 ·
∏
l
gl =
dt′1 ∧ · · · ∧ dt′m
t′1 · · · t′m − 1
(note that if j < i then we regard j − i as m+1+ j − i), and the intersection
point G1 ∩ · · · ∩Gm is expressed as
t′j−i = 0, t
′
m+1−i = x, t
′
l = 1 (l 6= j − i,m+ 1− i).
Hence we have (8), and complete the proof of (7). 
4. Twisted homology groups and intersection numbers
In this section, we construct m + 1 twisted cycles in M corresponding to the
solutions (1) to m+1Em.
For 0 ≤ k ≤ m, we set
Mk := C
m −
 m⋃
j=1
(
(zj = 0) ∪ (1− zj = 0)
)
∪
(
zk − x
∏
j 6=k
zj = 0
) ,
where z1, . . . , zm are coordinates of C
m. Let uk and φk be a multi-valued function
and an m-form on Mk defined as
uk :=
∏
j 6=k
z
aj−bk
j (1− zj)bj−aj · zakk (1− zk)−a0
zk − x∏
j 6=k
zj
bk−ak ,
φk :=
dz1 ∧ · · · ∧ dzm
zk ·
∏
j 6=k(1− zj) · (zk − x
∏
j 6=k zj)
,
respectively. Here, we regard z0 as 1; we have
z0 − x
∏
j 6=k
zj = 1− x
m∏
i=1
zi,
u0 =
m∏
i=1
zaii (1− zi)bi−ai ·
(
1− x
m∏
i=1
zi
)−a0
, φ0 =
dz1 ∧ · · · ∧ dzm∏m
i=1
(
zi(1− zi)
) .
We construct a twisted cycle ∆˜k loaded by uk in Mk. Let x and ε be positive real
numbers satisfying
ε <
1
2
, x <
ε
(1 + ε)m−1
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(for example, if
ε =
1
3
, 0 < x <
1
3
·
(
3
4
)m−1
,
this condition holds). Thus the direct product
σk := {(z1, . . . , zm) ∈ Rm | ε ≤ zk ≤ 1− ε (1 ≤ r ≤ m)}
of m intervals is contained in the bounded domain(z1, . . . , zm) ∈ Rm ∣∣∣ 0 < zj < 1, zk > x ·∏
j 6=k
zj
 ⊂ (0, 1)m.
The orientation of σk is induced from the natural embedding R
m ⊂ Cm.
By using the ε-neighborhoods of C1 := (z1 = 0), . . ., Cm := (zm = 0), Cm+1 :=
(1 − z1 = 0), . . ., C2m := (1 − zm = 0), we construct a twisted cycle ∆˜k from
σk ⊗ uk in a similar way in [5] and [6]. If k 6= 0, we have to consider the difference
of branches of
zakk
zk − x∏
j 6=k
zj
bk−ak
at the ending and starting points of a circle surrounding Ck. Indeed, for fixed
positive real numbers zj (j 6= k), the solution x
∏
j 6=k zj of the equation zk −
x
∏
j 6=k zj = 0 belongs to R and satisfies
x ·
∏
j 6=k
zj < x < ε.
Thus, the difference is exp(2π
√−1ak) exp(2π
√−1(bk−ak)) and the exponent about
this contribution is
ak + (bk − ak) = bk.
The exponents about the contributions of the circles surrounding Cm+k, Cj , Cm+j
(j 6= k) are simply
−a0, aj − bk, bj − aj ,
respectively.
Remark 4.1. If k = 0, the exponents about the contributions of the circles sur-
rounding Ci, Cm+i (1 ≤ i ≤ m) are simply ai − b0 = ai, bi− ai, respectively. Since
(0, 1)m ∩ {z | 1 − x∏i zi = 0} = ∅, the twisted cycle ∆˜0 is the usual regularization
of (0, 1)m ⊗ u0.
Proposition 4.2.∫
∆˜0
u0φ0 =
m∏
i=1
Γ(ai)Γ(bi − ai)
Γ(bi)
· m+1Fm
(
a0, . . . , am
b1, . . . , bm
;x
)
,∫
∆˜r
urφr =
Γ(br − 1)Γ(1− a0)
Γ(br − a0) ·
∏
1≤j≤m
j 6=r
Γ(aj − br + 1)Γ(bj − aj)
Γ(bj − br + 1)
· m+1Fm
(
a0 − br + 1, . . . , am − br + 1
b1 − br + 1, . . . , 2− br, . . . , bm − br + 1 ;x
)
(1 ≤ r ≤ m).
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Proof. In a similar way to Proposition 4.3 of [5] or Proposition 4.3 of [6], we can
show this proposition by expanding the left hand sides with respect to x. Note that
we use the equalities∫
∆˜0
m∏
i=1
zai+n−1i (1− zi)bi−ai−1dz =
m∏
i=1
Γ(ai + n)Γ(bi − ai)
Γ(bi + n)
,∫
∆˜r
∏
j 6=r
z
aj−br+n
j (1 − zj)bj−aj−1 · zbr−2−nr (1− zr)−a0dz
=
∏
j 6=r
Γ(aj − br + n+ 1)Γ(bj − aj)
Γ(bj − br + n+ 1) ·
Γ(br − 1− n)Γ(1− a0)
Γ(br − a0 − n) ,
for a natural number n and 1 ≤ r ≤ m. The second equality follows from the
fact that the twisted cycle ∆˜r of the integral can be identified with the usual
regularization of the domain (0, 1)m loaded by the multi-valued function∏
j 6=r
z
aj−br+n
j (1− zj)bj−aj−1 · zbr−2−nr (1− zr)−a0
on Cm −⋃mj=1((zj = 0) ∪ (1− zj = 0)). 
We define a bijection ιk :Mk →M by
ι0(z1, . . . , zm) := (t1, . . . , tm); ts =
s∏
i=1
zi,
ιr(z1, . . . , zm) := (t1, . . . , tm); ts =
s∏
j=1
zj (s < r), ts =
zr
x ·∏mj=s+1 zj (s ≥ r),
where 1 ≤ r ≤ m. We also define branches of the multi-valued function u on real
chambers in M . Let Dr ⊂ Rm (1 ≤ r ≤ m) be the chamber defined by
tj > 0 (1 ≤ j ≤ m), 1− xtm > 0, tj−1 − tj > 0 (j 6= r), tr−1 − tr < 0,
where we regard t0 as 1. On Dr, the arguments of the factors of u are given as
follows.
tj 1− xtm tj−1 − tj (j 6= r) tr−1 − tr
0 0 0 −π
Recall that on D = {(t1, . . . , tm) ∈ Rm | 0 < tm < tm−1 < · · · < t1 < 1}, all of the
arguments of the factors of u are 0.
Theorem 4.3. We define a twisted cycle ∆k in M by
∆k := (ιk)∗(∆˜k).
Then we have∫
∆0
uϕ0 =
m∏
i=1
Γ(ai)Γ(bi − ai)
Γ(bi)
· f0,∫
∆r
uϕ0 = e
−pi√−1(br−ar−1)Γ(br − 1)Γ(1− a0)
Γ(br − a0) ·
∏
1≤j≤m
j 6=r
Γ(aj − br + 1)Γ(bj − aj)
Γ(bj − br + 1) · fr,
where 1 ≤ r ≤ m.
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Proof. By pulling back uϕ0 under ι0, we can show the first claim. We prove the
second one. On ∆r, we have
u =e−pi
√−1(br−ar)(tr − tr−1)br−ar (1− xtm)−a0
·
m∏
j=1
t
aj−bj+1
j ·
∏
1≤j≤m
j 6=r
(tj−1 − tj)bj−aj ,
where the argument of each factor is zero on ιr(σr) ⊂ Dr. We consider the pull
back of uϕ0 under ιr :
u(ιr(z)) =e
−pi√−1(br−ar) · x−br · ur(z),
ι∗rϕ0 =− x · φr.
By Proposition 4.2, we thus have∫
∆r
uϕ0 = −e−pi
√−1(br−ar)x1−br
∫
∆˜r
urφr = e
−pi√−1(br−ar−1) · (Γ-factors) · fr.

Remark 4.4. For 1 ≤ r ≤ m, the twisted cycle ∆r is different from the regular-
ization of Dr ⊗ u as elements in Hm(C•(M,u)).
Remark 4.5. Let ι′r :Mr →M0 (1 ≤ r ≤ m) be the map defined as
ι′r(z1, . . . , zm) := (w1, . . . , wm); wr =
zr
x
∏
j 6=r zj
, ws = zs (s 6= r).
Then it is easy to see that ιr = ι0 ◦ ι′r.
The replacement u 7→ u−1 = 1/u and the construction same as ∆k give the
twisted cycle ∆∨k which represents an element in Hm(C•(M,u−1)). We obtain the
intersection numbers of the twisted cycles {∆k}mk=0 and {∆∨k }mk=0.
Theorem 4.6. (i) For k 6= l, we have Ih(∆k,∆∨l ) = 0.
(ii) The self-intersection numbers of ∆k’s are as follows:
Ih(∆0,∆
∨
0 ) =
m∏
i=1
αi(1− βi)
(1− αi)(αi − βi) ,
Ih(∆r ,∆
∨
r ) =
∏
1≤j≤m
j 6=r
αj(βr − βj)
(βr − αj)(αj − βj) ·
α0 − βr
(1− βr)(α0 − 1) (1 ≤ r ≤ m),
where αj := e
2pi
√−1aj , βj := e2pi
√−1bj .
Proof. This theorem can be also shown similarly to Theorem 4.6 of [5] or Theorem
4.6 of [6]. 
Corollary 4.7. Under the condition (3), the twisted cycles ∆0, . . . ,∆m form a
basis of Hm(C•(M,u))
Proof. The determinant of the intersection matrix H := (Ih(∆i,∆j))i,j=0,...,m does
not vanish. 
Remark 4.8. In Section 3 of [10], there are the twisted cycles D
(0)
1 , . . . , D
(0)
m , D
(0)
m+1
which correspond to the solutions f1, . . . , fm, f0, respectively. By the variable change
p : (t1, . . . , tm) 7−→
(
1
t1
, . . . ,
1
tm
)
,
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our integral representation (2) coincides with that in [10]. It is easy to see that
∆0 = (−1)mp∗(D(0)m+1), ∆r = (−1)m
βr − α0
α0(βr − 1)p∗(D
(0)
r ) (1 ≤ r ≤ m)
as elements in Hm(C•(M,u)).
5. Twisted period relations
The compatibility of the intersection forms and the pairings obtained by inte-
grations (see [4]) implies twisted period relations:
C = Πω
tH−1 tΠ−ω,
where Π±ω are defined as
Πω :=
(∫
∆j
uϕi
)
i,j
, Π−ω :=
(∫
∆∨
j
u−1ϕi
)
i,j
,
C and H are the intersection matrices (see the proof of Corollaries 3.2 and 4.7).
Comparing the (i, j)-entries of both sides, we obtain the following theorem.
Theorem 5.1. We have
Ic(ϕi, ϕj) =
m∑
k=0
1
Ih(∆k,∆∨k )
·
∫
∆k
uϕi ·
∫
∆∨
k
u−1ϕj .(9)
By using our results, we can reduce the twisted period relations (9) to quadratic
relations among m+1Fm’s. We write down one of them as a corollary.
Corollary 5.2. The equality (9) for i = j = 0 is reduced to
m∏
l=1
bl − b0
al − b0 =
m∏
l=1
bl
al
· m+1Fm
(
a
b
;x
)
· m+1Fm
( −a
−b ;x
)
+
m∑
r=1
x2 · a0(a0 − br)(br − ar)
br(b2r − 1)
·
∏
1≤l≤m
l 6=r
al − br
bl − br
· m+1Fm
(
a
r,+
b
r,+ ;x
)
· m+1Fm
(
a
r,−
b
r,− ;x
)
,
where
a := (a1, . . . , am+1), b := (b1, . . . , bm),
a
r,± := (1, . . . , 1)± (a1 − br, . . . , am+1 − br),
b
r,± := (1, . . . , 1)± (b1 − br, . . . ,±1− br, . . . , bm − br).
Proof. By Theorem 4.3, we can express the integrals in (9) as products of Γ-factors
and m+1Fm. By Theorems 3.1, 4.6, and the formula Γ(w)Γ(1 − w) = π/ sin(πw),
we obtain the corollary. 
Remark 5.3. If we assume the condition (3) and
ai − aj 6∈ Z (0 ≤ i < j ≤ m),
then ψ0, . . . , ψm also form a basis of H
m(M,∇ω), because of Theorem 3.1. Consid-
ering Ic(ϕi, ψj), Ic(ψi, ϕj), or Ic(ψi, ψj), we obtain other twisted period relations.
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