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Observation and Characterization of Radar
Backscatter Over Greenland
Ivan S. Ashcraft, Member, IEEE, and David G. Long, Senior Member, IEEE

Abstract—Characterization of the microwave signature of the
Greenland snow surface enables delineation of the different snow
facies and is a tool for tracking the effects of climate change. A
new empirical observation model is introduced that uses a limited number of parameters to characterize the snow surface based
on the dependence of radar backscatter on incidence angle, azimuth angle, spatial gradient, and temporal rate of change. The
individual model parameters are discussed in depth with examples using data from the NASA Scatterometer (NSCAT) and from
the C-band European Remote Sensing satellite (ERS) Advanced
Microwave Instrument in scatterometer mode. The contribution
of each model term to the overall accuracy of the model is evaluated. The relative contributions of the modeled dependencies vary
by region. Two studies illustrating applications of the model are
included. First, interannual changes over the Greenland ice sheet
are investigated using nine years of ERS data. Surface changes are
model parameters. Second, intraobserved as anomalies in the
annual variations of the surface are investigated. These changes are
observed in the average backscatter normalized to a given observation geometry. The results indicate that the model can be used
to obtain a more complete understanding of multiyear change and
to obtain low-variance high temporal resolution observations of intraannual changes. The model may be applied for increased accuracy in scatterometer, synthetic aperture radar (SAR), and wideangle SAR studies.
Index Terms—Empirical model, European Remote Sensing
satellite (ERS), Greenland ice sheet, NASA Scatterometer
(NSCAT), scatterometer.

I. INTRODUCTION

T

HE GREENLAND ice sheet plays an important role in
the effects of global climate change. Mass-balance of the
ice sheet is one of the greatest uncertainties in predicting future
sea-level change [1]. Because of the size of the ice sheet and the
harsh environment, in situ measurements are difﬁcult to obtain,
especially on a large scale at frequent intervals. The practical alternative is remote sensing. Spaceborne microwave scatteromeover most,
ters measure the normalized radar cross-section
if not all, of the ice sheet daily. These measurements do not require solar illumination and penetrate cloud cover making possible consistent temporal and spatial coverage. Additionally,
is sensitive to snow grain size, wetness, and subsurface features
making possible the mapping of Greenland ice facies [2], the
tracking of accumulation [3]–[5], and the measurement of melt
extent and duration [6], [7].
Manuscript received May 19, 2004; revised November 17, 2004. This work
was supported by the National Aeronautics and Space Administration.
The authors are with the Brigham Young University Microwave Earth Remote Sensing Laboratory, Provo, UT 84602 USA (e-mail: ashcrafti@byui.edu;
long@ee.byu.edu).
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Each scatterometer
measurement has a given set of observation parameters including location (typically the measurement
centroid) and look geometry (incidence and azimuth angle).
Combined, we term these parameters the observation geometry.
A perturbation of any of the observation geometry parameters
changes with
results in a corresponding change in . How
the observation geometry is termed the microwave signature of
are also part of
the snow. Temporal trends in the variation of
the microwave signature. The regular and complete coverage
at
of the ice sheet by scatterometers with measurements of
multiple incidence and azimuth angles enables the estimation of
the signature of the surface. Our objective is to use scatterometer measurements of to estimate this signature using a small
number of model parameters. A simple empirical observation
model aids in the observation of and the study of its relationship to the large-scale geophysical properties of the snow.
signature of the surface is important in at least three
The
ways. First, the parameters characterizing the signature provide
a reference frame for monitoring and understanding changes
occurring on the surface relating to global climate change and
other phenomenon. Changes in the snow surface are observed
by a scatterometer as changes in the microwave signature. By
closely monitoring the microwave signature and how it varies
over time, the temporal variability of the physical properties of
the ice sheet can be estimated. Second, an accurate descriptive
model of the microwave signature enables the inference of variations from the average microwave signature on relatively short
time scales. Using the model, individual measurements can be
normalized to a given observation geometry and then compared,
making it possible to observe changes at the temporal sampling
changes due to
rate of the sensor, while mitigating the
signature
variations in the observation geometry. Third, the
is valuable for accurate studies of datasets with limited sampling over the observation geometry. A primary example is the
azimuth sampling for synthetic aperture radar (SAR), which is
effectively a single azimuth instrument. High-resolution maps
of temporal change may be obtained by intercomparing swaths
from different time periods. If these passes occur at different
due to
azimuth angles, the unaccounted-for differences in
azimuth modulation may be misinterpreted as being caused
by temporal change of the surface. Additionally, processing of
wide-angle SAR may be reﬁned by including prior estimates of
along the swath.
the azimuth dependence of
In this paper, we present a new empirical model for paramesignature over ice sheets. The model is disterization of the
cussed in detail, outlining the theory as well as the relative importance of each individual element. We show the variation of
each model parameter across the ice sheet and discuss the phys-
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Fig. 1. (a) Locations of key study points used and Benson’s ice facies [8] on
Greenland. The area outside the ice sheet is black. (b) Scatter-plot of azimuth
angle versus incidence angle for ERS and NSCAT at NASA-U during the six
months centered around January 1, 1997.

ical interpretation. Two applications of the model are considered: monitoring interannual changes across the Greenland ice
sheet by observing the changes in the model parameters over
time, and monitoring intraannual change by observing the varimeasurements when normalized to a speciﬁc obseration in
vation geometry using the long-term average
signature. Finally, we provide a summary and conclusions. It is anticipated
that this model and its variations will be an asset to future studies
of Greenland as well as other land/ice studies.
II. BACKGROUND
This study employs data from the C-band European Remote
Sensing (ERS) Advanced Microwave Instrument (AMI) in wind
scatterometer mode (hereafter referred to as simply ERS) and the
Ku-band NASA Scatterometer (NSCAT). Both instruments have
a fan beam design with ERS being a single-swath instrument
and NSCAT having a dual swath. The fan-beam design provides
measurements at a range of incidence angles spanning 20 to
60 from nadir. ERS has three ﬁxed antennas, each measuring
vertical polarization at a different azimuth angle. Combining
ascending and descending passes provides azimuth sampling at
approximately six distinct azimuth angles. NSCAT measures
vertical polarization
using six antennas that provide azimuth
sampling at more angles. Plots of the incidence/azimuth angle
sampling for ERS and NSCAT are shown in Fig. 1(b). ERS
measurements at all six azimuth angles only occur within the
incidence angle range of 25 to 45 . Because of this, only data
within the 25 to 45 incidence angle range are included in
this study. The same incidence angle range is used for NSCAT
to make the study self-consistent. This study primarily uses
data from the six month interval from Julian Day (JD) 275,
1996 to JD 90, 1997, which is during the winter months when
backscatter from the Greenland surface is relatively constant.
Two locations are used for in-depth analysis throughout this
study. These are the Tunu-N (78.0 N, 34.0 W) and NASA-U
(73.83 N, 49.5 W) sites. The locations are shown in Fig. 1(a).
For each site, Automatic Weather Station (AWS), data are available through the Greenland Climate Network [9]. The raw data
analyzed at each location comprise all
measurements with
centroids that lie within a 25-km radius of the location center.
In addition to focusing on the microwave signature at these
two locations, we also present images of the model parameters
across the ice sheet. The imaging grid is based on approximately

8.9 km 8.9 km pixels. The model parameter values for each
grid element are estimated using least square ﬁt of the model to
data within a 25-km radius of the pixel center, identical to the
model parameter estimation at the study sites mentioned above.
The ice sheet mask is the same as that used by [10], which originated from the Quaternary Map of Greenland produced by the
Geological Survey of Greenland.
A basic understanding of the characteristics of the Greenland
ice sheet is fundamental to the study of azimuth modulation.
Greenland is almost completely covered by a thick layer of snow
and ice. Near the summit, this snow layer is over 3 km deep.
Because the snow is so deep, ground features are almost entirely
masked out leaving a snow surface that is void of mountainous
terrain. Mountains are present only on the periphery of the ice
sheet near the coast.
Benson [8] divides the Greenland ice sheet into four basic
zones or facies. These are illustrated in Fig. 1(a). Melting never
occurs in the dry snow zone, which is at the highest altitudes.
Below the upper melt line is the percolation zone, where some
amount of melt occurs, but the snow-pack does not become saturated. Snow grains in the percolation facies ﬁrn are larger than
in the dry snow zone due to sublimation associated with melt [8].
Further down slope is the wet or soaked facies where the previous year’s accumulation becomes saturated with water during
the summer melt. On the periphery of Greenland is the ablation
zone where the previous years accumulation completely melts
each summer leaving a surface of bare ice and rock. The location of these facies can be estimated from backscatter, which is
discussed in Section III-A.
III. OBSERVATION MODEL
In order to parameterize the
signature of the Greenland
surface, we introduce an empirical observation model
(1)
where the variables describing the observation geometry are as
follows:
measurement incidence angle;
reference incidence angle;
measurement azimuth angle;
spatial displacement vector;
measurement time;
reference time;
and
is in decibels. The functions
, and
give the microwave signature relative to the argument
parameters. Each is discussed in detail in the following sections.
represents the average at the incidence angle
at time .
We set
and to the center time of the dataset.
The primary metric used to evaluate the performance of different model formulations is the root mean square (RMS) modeling error
(2)
is the th measurement in decibels, and
is the corwhere
responding estimate given by (1). To evaluate the model per-
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Fig. 2. Images of A (decibels) from NSCAT (Ku-band) and ERS (C-band)
estimated using six months of data centered at January 1, 1997. The black and
white lines repeat Benson’s facies lines from Fig. 1.

formance across the entire ice sheet, we use the average RMS
modeling error

where
is the number of imaging pixels within the ice sheet.
dB for ERS, and
Using the fully developed model,
dB for NSCAT.
A. Average Backscatter
We ﬁrst discuss , which represents the average backscatter
and . A key application of is in delinnormalized to
eating the Greenland ice facies [2], [11]–[14]. Images showing
the variation in across the ice sheet for both ERS and NSCAT
are shown in Fig. 2. Overlaid on these images are Benson’s dry
snow and percolation lines. Improved locations for the extent of
each of the snow facies can be estimated from microwave data,
e.g., [2], [11], and [13]. The dry snow zone is characterized by
low values throughout the center of Greenland. Because the
snow grains of dry snow are relatively small, the microwaves
penetrate deep in the snow and are absorbed, producing little
backscatter.
There is a strong spatial gradient in the backscatter between
the dry snow zone and the central percolation zone. At the upper
edge of the percolation zone, the summer melt is short and the
difference in backscatter from the dry snow zone is relatively
small. The short melt results in a crust of iced ﬁrn1 on the surface and an increase in snow-grain size due to sublimation [8].
An increase in grain size produces a corresponding increase in
in frozen snow [2]. Further downslope in the percolation zone,
the summer melt contributes to the formation of subsurface ice
structures termed ice pipes and ice lenses, which form when percolation channels in the wet snow freeze [2]. Surface scattering
from the rough tops of the ice lenses and refrozen melt surface
causes the bright return in the lower portions of the percolation
zone [11], [13].
Downslope from the percolation zone on the edge of the ice
sheet is a narrow region of intermediate values indicating the
1Iced

ﬁrn is formed when water-saturated snow freezes.
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Fig. 3. Images of B from NSCAT and ERS estimated using six months of
data centered at January 1, 1997.

wet snow zone [11]. The delineation between the percolation
zone and the wet snow zone is perhaps the most difﬁcult to infer
using the images alone because of the low contrast between the
two regions. Other parameters perform better for this purpose.
Differences between the ERS and NSCAT images are also
beneﬁcial in delineating the snow facies. Drinkwater et al. [4]
use this difference to determine the line separating the dry snow
and percolation zones. The ERS/NSCAT difference is attributed
to the difference in the radar cross-section of the individual snow
grains and the penetration depth at the two frequencies. Based on
Rayleigh scattering, the radar cross-section of an individual snow
grain at higher frequencies (NSCAT) is larger than at lower frequencies (ERS). Accurate quantiﬁcation of this difference is difﬁcult due to the density of the snow-pack and multiple reﬂections
values for NSCAT in the dry snow zone are
[15]. The larger
attributed to the difference in the cross-section of the individual
snow grains. In the percolation zone, the backscatter is dominated by scattering from subsurface ice structures [13]. At higher
frequencies, the penetration depth is reduced in snow, leading
to increased attenuation between the snow surface and the subvalues for NSCAT
surface ice layers/structures. The smaller
compared to ERS in the percolation zone are attributed to this
penetration depth effect.
B. Incidence Angle Dependence
In our model,
varies as a quadratic function of incidence
angle where
is in decibels, and is in degrees, i.e.,
(3)
where
. The
term indicates the magnitude of the
indicates
linear dependence of on incidence angle [2], [4].
the magnitude of the quadratic dependence of the backscatter on
has been assumed to be negligible in preincidence angle.
vious studies over Greenland. Any constant offset is subsumed
into . In this study, the incidence angle has not been adjusted
for the large-scale surface slope. This affects the azimuth depenand is discussed in the next section.
dence of
images in Fig. 3 show to what degree the linear inThe
varies across the ice sheet. In
cidence angle dependence of
is an indicator of the contribution of volume scatgeneral,
tering versus surface scattering. An increase in the magnitude
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Fig. 4. Images of B from NSCAT and ERS estimated using six months of
data centered at January 1, 1997.

of
indicates a greater contribution from surface scattering.
Based on this premise, some general conclusions are obtained
images.
from the
For ERS,
dB/degree in the upper percolation
zone, which is nearly double that observed across the rest of the
ice sheet, suggesting that in the upper percolation zone the relative contribution from surface scattering is much larger than
elsewhere. This is attributed to the iced ﬁrn forming on the
surface after a melt event [8] contributing to increased surface
scattering. The key difference between the upper and lower percolation zone is that in the lower percolation zone the longer
melt results in the formation of subsurface ice structures that
contribute to the increased volume-like scattering. Similarly,
for NSCAT, the largest
magnitude is observed in the dry
snow zone, indicating increased relative contribution from surface scattering in this area.
A key difference between the NSCAT and ERS estimates of
is observed in the dry snow zone. The smaller magnitude
of
for NSCAT suggests that the relative contribution from
volume scattering is much more signiﬁcant in this region at
Ku-band. This difference between C-band and Ku-band is
attributed to volume scattering in the dry snow zone originating
primarily from the individual snow grains. The grains are electrically larger at Ku-band, corresponding to larger individual
radar cross-sections. This is consistent with the larger values
observed for Ku-band in the dry snow zone. The ERS and
NSCAT
are similar in the lower percolation zone and wet
snow zone where the volume-like scattering is attributed to subsurface ice structures that are electrically large at both C-band
and Ku-band. Variations of
within the dry snow zone are
attributed to the variation in the accumulation rate where more
negative
values indicate regions of higher accumulation [4].
Fig. 4 shows how
(the quadratic dependence on incidence
angle) varies across the ice sheet. For our dataset, which includes the incidence angle range from 25 to 45 ,
is an indicator of the relative contribution of surface scattering at low
incidence angles.
For ERS, the
values are most positive in the dry snow zone
and upper percolation zone, indicating that the relative contribution of surface scattering at low incidence angles is largest

values are obin these areas. For NSCAT, the most positive
values in the
served in the upper percolation zone. The large
upper percolation zone are attributed to the large relative contribution of surface scattering to the overall backscatter in this rebetween the two
gion. In the dry snow zone, the difference in
frequencies is attributed to surface scattering contributing relatively more to the overall backscatter for ERS than for NSCAT.
This reasoning is consistent with the observations from the
images.
The modeling of incidence angle dependence is critical to
the model. Without incidence angle dependence in the model,
dB for ERS and
the average RMS modeling error is
dB for NSCAT. This is an increase of 220% and
109%, respectively, relative to using the full model. Including
linear incidence angle dependence reduces the modeling error to
dB for ERS and
dB for NSCAT (4.8% and
0.66% larger, respectively, than obtained using the full model,
term).
which includes the second-order
C. Azimuth Angle Dependence
with azimuth angle provides valuable inThe signature of
formation relating to the surface proﬁle. Wind-formed erosional
snow features known as sastrugi are a dominant factor driving
azimuth modulation [16]. Sastrugi crests are parallel to the wind
direction [17], resulting in local minima in the azimuth modulation in the up/down wind directions and a local maximum in the
cross-wind directions. Data ﬁts to the observation model presented in this paper yield results consistent with this theory.
Using a simple physical model, we [18] ﬁnd that azimuth decan be directly related to aeolian-formed surpendence of
face features such as sastrugi, i.e., the physical model indicates
that azimuth modulation of over Greenland is related to katabatic wind ﬂow, which is similar to ﬁndings over Antarctica
[16], [17], [19], [20]. Using a physical model provides valuable insights into the relationship between surface features and
backscatter; however, inversion of the model requires secondorder iterative nonlinear regression. To enable faster, more robust model inversion, we adopt an empirical linear descriptive
model that provides accuracy similar to the physical model. This
empirical model facilitates the data normalization with respect
to azimuth angle, which is essential for accurate intermeasurement comparisons.
Our model for the variation of with azimuth angle consists
of the second-order Fourier Series
(4)
and
are the magnitudes of the ﬁrst- and secondwhere
and
are the
order azimuth modulation respectively, and
orientations. This empirical model is chosen because it minimizes the model complexity and accurately exhibits the properties of the data. This simple empirical model is also appropriate for the scale: it requires a minimal amount of knowledge
of the geophysical properties of the surface, which may vary
widely across the scatterometer footprint and within the penetration depth of the radar. Additionally, this is a simple diagnostic model that is suitable for identifying the sensitivity of
to azimuth variation.

Authorized licensed use limited to: Brigham Young University. Downloaded on February 2, 2009 at 11:50 from IEEE Xplore. Restrictions apply.

ASHCRAFT AND LONG: OBSERVATION AND CHARACTERIZATION OF RADAR BACKSCATTER OVER GREENLAND

Our azimuth dependence model is similar to models used
over Antarctica,
previously for the azimuth signature of
which has an environment similar to Greenland. The models
previously proposed for the azimuth signature over Antarctica
each include one or more terms of a Fourier Series. Ledroit
et al. [19] use a bisinusoid based on a theoretical model of
ocean backscatter to model azimuth dependence of Seasat-A
scatterometer measurements over Antarctica, ﬁnding azimuth
dependencies as large as 5 dB at Ku-band. Similarly, Young et
al. [20] use a bisinusoid to model ERS variations over Antarctica, ﬁnding azimuth modulations of similar magnitude (5.5 dB
peak-to-peak maximum) for C-band. Long and Drinkwater [16]
added a ﬁrst-order sinusoid for their analysis and linear variation in the magnitude of the modulation with incidence angle.
The net ﬁnding of these studies is that azimuth modulation over
Antarctica is primarily second order (180 symmetry), and its
orientation is related to the prevalent surface wind direction.
over Greenland has not
Because azimuth dependence of
previously been investigated in depth, we devote considerable
effort to this topic. First, we explore the azimuth dependency
of the data relative to the azimuth variation in the model. Next,
we brieﬂy discuss the relationship between azimuth dependence
and wind ﬂow, showing estimated wind ﬂow maps based on
signature of the surface for both ERS and NSCAT. Subthe
sequently, we use nine years of ERS data for analysis of the
long-term variability in the azimuth signature of . Finally, we
brieﬂy investigate how the azimuth signature varies with incidence angle and ﬁnd this variation to be relatively insigniﬁcant
given the inherent variance of the data.
To illustrate the ﬁt of the second-order Fourier Series to ERS
and NSCAT data, we use measurements from the NASA-U and
Tunu-N sites discussed in Section II. The model ﬁt to the data
is shown in Fig. 5. The plots show the model estimate of the
[see (4)], versus the raw data with
azimuth modulation,
the dc bias and all dependencies besides azimuth removed, i.e.,
(5)
As observed in Fig. 5, a second-order ﬁt is required to adequately describe the azimuth dependence. At NASA-U and
Tunu-N, a local minimum of the ERS and NSCAT backscatter
with azimuth angle matches the measured dominant wind
direction as illustrated in Fig. 5. These results are consistent
with the idea that sastrugi are a dominant factor contributing to
azimuth modulation.
Images of the model parameters related to azimuth depenand
images show estidence are shown in Fig. 6. The
mates of the magnitude of the azimuth anisotropy of the measurements. Fig. 6 suggests that the azimuth dependence (both
and
) is generally larger for ERS than for NSCAT (note
the difference in the scales—compare also Fig. 5). For both
instruments, the dependence is primarily second order, indicative of 180 symmetry in the microwave properties of the ﬁrn.
Although smaller, the magnitude of the ﬁrst-order dependence
is nonnegligible. The ﬁrst-order azimuth dependence is
attributed in part to the large-scale slope of the surface, which
is not accounted for in the incidence angle calculation. The
slope effectively biases the reported incidence angle relative to
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Fig. 5. Azimuth dependency observed in the data using six months of data
centered at January 1, 1997 and the model at (a) Tunu-N and (b) NASA-U.
Normalized raw data measurements (q ) are shown as “+” marks, and the line
indicates the model estimate (q ( )) of the azimuth dependence. The dominant
wind direction during 1996 based on AWS data from the Greenland Climate
Network [9] is indicated by a vertical dotted line on each plot. The wind direction
coincides with a local minimum of the azimuth modulation, which supports the
theoretical correlation between wind direction and azimuth modulation.

the true incidence angle relative to the surface normal. Observations from up-slope are biased high and observations from
down-slope are biased low.
and
) is largest in the
The azimuth dependence (both
lower portions of the dry snow zone and the transition region
from the dry snow to percolation zone. The largest azimuth dependence is found in the northeast dry snow zone where the accumulation rate is relatively low [21]. Moving south from the
northeast dry snow zone, a decrease in the magnitude of the azimuth dependence is observed. The location of this decrease corresponds to the windward side of a ridge running northeast from
the summit. The reduction in the azimuth modulation in this area
is attributed to a decrease in the katabatic wind ﬂow due to the
wind ﬂowing cross- or up-slope rather than down-slope [18].
There is a general decrease in the azimuth modulation moving
from the dry snow zone to the percolation zone, especially with
ERS. This is attributed to the scattering from subsurface ice
structures, which dominates the backscatter in this region [13]
and is wind independent.
Streamlines in the azimuth direction of the backscatter
minimum for ERS and NSCAT are shown in Fig. 7(a). The
images from the correstreamlines are imposed over
sponding sensor. The streamlines can represent an estimate
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Fig. 8. Scatterplots of the azimuth modulation parameters. Each symbol
represents the end point of a vector representation of the magnitude and
orientation of the azimuth modulation.

M

Fig. 6. Images of the magnitude of the azimuth dependence parameters
and
.

M

M

Fig. 7. (a) Streamlines of second-order azimuth modulation minimums for
ERS and NSCAT. The streamlines are imposed over
images from the
respective sensors. (b) Streamlines of annual mean wind directions for 1991–
2000 period based on a Polar MM5 model simulation (adapted from [23]).

of the mean wind ﬂow and are highly correlated with modeled katabatic wind ﬁelds [22], [23] [see Fig. 7(b)], with the
largest differences between the scatterometer-derived winds
and modeled winds occurring in southwest Greenland. A
strong feature in the streamline ﬂow is the divergent region
progressing northwest from the summit to the Hayes Peninsula.
Differences observed between ERS and NSCAT wind estimates

are attributed to Ku-band being sensitive to smaller roughness
scales and also having smaller penetration depths than C-band.
The azimuth dependence is deemed an important part of the
model based on its contribution to the overall model accuracy.
Without modeling azimuth modulation, the model yields
dB for ERS and
dB for NSCAT, 58% and 20%
larger respectively than the full model, which includes the
and
terms. Inclusion of only ﬁrst-order
modulation
reduces the error to
dB for ERS and
dB
for NSCAT (34% and 12% larger than the full model). Including
only second-order dependence results in smaller errors:
dB for ERS and
dB for NSCAT (12.8% and
7.2% larger than the full model).
1) Long-Term Stability of Azimuth Modulation: A question
is how
that arises in analyzing the azimuth dependence of
it varies with time. Over the ocean, the azimuth signature of
responds almost immediately to changes in wind direction
and speed. Over Greenland, we expect a much slower change in
azimuth dependence because the changes in the surface proﬁle
with wind change are not as immediate as those over the ocean.
Also, the backscatter is a composite of scattering from multiple
layers, which effectively makes the azimuth signature dependent upon the wind ﬂow over an extended period of time. The
length of time represented depends on the penetration depth,
layer thickness, and relative magnitude of the backscatter from
the individual layers.
To investigate the rate of change of the azimuth signature, we
use parameter estimates from nine years of ERS data with the
parameters estimated at 15-day intervals using 30 days of data.
The ﬁrst- and second-order azimuth modulation are viewed as
and
are the vector magnitudes, and
vectors where
and are the vector orientations. To evaluate the temporal variability in the
azimuth signature, we observe how these vectors change over time. Examples for the NASA-U and Tunu-N
sites are shown in Fig. 8. Each point on the scatterplots indicates
a vector endpoint. The vector endpoints are well clustered over
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individual years, indicating that the azimuth modulation is relatively stable annually. The few outliers are attributed to ill-conditioned estimations where the sampling of one or more of the
basis elements is insufﬁcient over the given time interval.
Some changes in the azimuth modulation are observed from
at NASA-U between
year to year. The largest change is in
shifts
. From 1994
1993 and 1994. The orientation of
to 1996, the orientation appears to slowly move backward
,
dB. This annual change in
and the magnitude decreases by
azimuth modulation appears to be localized to small areas and
is discussed further in Section IV-A.
Further investigations across the ice sheet give similar results.
Azimuth modulation parameters are consistently well clustered,
falling in the same general direction over the nine-year period.
We suggest two reasons for the observed long-term stability.
First, since the backscatter is a response from multiple buried
layers, it represents a long-term average of the annual formation of the surface structure continually buried by additional accumulation. Second, the direction of the average wind ﬂow is
relatively steady. Because of its stability over time, the azimuth
modulation parameters are useful in monitoring long-term interannual changes that occur in the average wind ﬂow pattern.
2) Variation in Azimuth Dependence With Incidence
Angle: Another question arising in the analysis of the azimuth
is how this signature varies with incidence
signature of
angle. Ledroit et al. [19] state that large-scale roughness corresponds with azimuth modulation at low incidence angles,
and small-scale roughness corresponds to azimuth modulation
at high incidence angles. Thus, the variation of azimuth modulation with incidence angle is an indication of the relative
roughness of the surface features driving the modulation. The
and
vary linearly
model proposed in [16] assumes that
with incidence angle, i.e.,
(6)
where and are constants.
We investigate the dependence of azimuth modulation on incidence angle by plotting the residual errors as deﬁned in (2)
versus the basis of the parameters,
and
(see Fig. 9). Any dependency of
and
on incidence angle is expected to appear in the
plots. The observed dependence is small, approximately
dB, which is signiﬁcantly smaller than the composite modeling
error and noise. This suggests that in the 25 to 45 incidence
angle range the dependence of azimuth modulation on incidence
angle is relatively insigniﬁcant in Greenland. The calculation of
the RMS residual errors conﬁrms this, showing negligible improvement when the azimuth modulation magnitude is modeled
as a linear function of incidence angle.
D. Spatial Gradient
To account for biases arising from small differences between
the measurement center locations and the location for the model
estimation, we include a model term which we refer to as the
spatial gradient. The spatial gradient is deﬁned as the rate of
change in the magnitude of the backscatter relative to small
changes in geographical location. Prior to our inclusion of the
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Fig. 9. Plots indicating the incidence angle dependence of the azimuth
modulation magnitude at the NASA-U site. The line in each plot shows a linear
ﬁt to the data. (a) ERS and NSCAT residual errors versus ( 40) cos(  ),
which is a basis for incidence angle dependence of the ﬁrst-order azimuth
modulation. (b) ERS and NSCAT residual errors versus ( 40) cos(2  ),
which is a basis for incidence angle dependence of the second-order azimuth
modulation. In all cases, the dependence of the azimuth modulation magnitude
on incidence angle is small.

0
0

0
0

spatial gradient into the model, we found the largest modeling
error to be in the the percolation zone, the zone with the largest
spatial gradient in backscatter. As discussed in Section II, the
measurements that
dataset for each study location includes
have centroids within a 25-km radius of the study site. The
50-km resolution backscatter may vary signiﬁcantly within this
radius, producing what we term a colocation bias in the measurements. In these regions, the colocation bias is signiﬁcantly
reduced by incorporating the spatial gradient into the model. We
model the spatial gradient of this dataset using
(7)
where is the magnitude of the gradient, is a unit vector in the
direction of the backscatter gradient, and is a vector from the
center of the study site to the measurement centroid. Estimating
the spatial gradient simultaneously with the other model parameters reduces parameter estimation error caused by nonuniform
spatial sampling. Also, by including the spatial gradient in the
model, the effects of the colocation bias on the modeling error
are reduced, increasing the effectiveness of using the modeling
error to determine the applicability of the observation model in
characterizing the variability of .
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Fig. 11. Images showing the spatial gradient magnitude (s ) and streamlines
showing the orientation of the spatial gradient.

Fig. 10. Colocation bias plots for the NASA-U site. (a) Magnitude of the
residual error for ERS versus the displacement of the measurement center from
the NASA-U site. The magnitude of the error is indicated by the grayscale.
(b) Magnitude of the residual error for NSCAT versus the displacement of the
measurement center from the NASA-U site. (c) ERS and NSCAT residual errors
versus r 1 g^, the distance from the center of the study area to the measurement
^ direction.
location in the g

Fig. 10 shows the dependence of modeling error on for ERS
and NSCAT data at the NASA-U site for the case where only azimuth and incidence angle dependence are included in the model.
The colocation bias is clearly evident in the modeling error. The
plots indicate that the colocation bias contributes signiﬁcantly
to the variability of the dataset with a bias of
dB for ERS
and
dB for NSCAT at 25 km from the location center.
The colocation bias has at least two negative effects on
analysis in these regions. First, the model parameter estimation
may be corrupted based on the spatial sampling of the dataset
due to unmodeled colocation bias. For example, an estimate of
is corrupted if the colocation bias of low incidence angle measurements is negative, and the colocation bias of high incidence
angle measurements is positive due to the measurement locations. Second, when the colocation bias is ignored, the modeling error is biased high due to the spatial spread of the measurement centroids and the spatial variability in the backscatter.
This limits use of modeling error as a tool to evaluate incidence
and azimuth-angle-dependent models.
Images of the magnitude of the spatial gradient
with
streamlines showing the gradient orientation
are shown in
Fig. 11. The magnitude of the spatial gradient is largest in the
upper percolation zone due to the extreme change in backscatter
over this region. In this region, the backscatter varies from some
of the lowest
values observed over Greenland (near the dry
snow zone boundary) to the highest Greenland
measurements, which occur in the central percolation zone.
spatial gradient
Key differences are observed between the
at C-band and Ku-band. First, we observe that the maximum
values, which are located in the upper percolation zone, are
smaller at Ku-band than C-band. Second, the orientation of the

gradient shows some frequency differences. An area of note is
in the northeast dry snow zone where at C-band the gradient
is nearly east–west, while at Ku-band the gradient is nearer to
north–south. One explanation of this phenomenon originates
from the difference in the penetration depth between the two
sensors. The east–west gradient observed in ERS is attributed
to the transition from the dry snow zone to the percolation
zone where subsurface ice structures contribute to increased
backscatter. However, if this area has not melted signiﬁcantly
over the last few years, the accumulated snow further buries
these ice structures and iced ﬁrn layers, making them less visible at Ku-band than C-band due to the difference in penetration
depths. The gradient for NSCAT is smaller in this region and
dominated by properties other than the transition between snow
zones such as accumulation rate. A second area of difference
with frequency is the southwest percolation zone. With
in
ERS, a single peak is observed in based on a single discontiin this region. However, for NSCAT there
nuity observed in
appear to be two separate peaks. This is attributed in part to the
higher spatial resolution intrinsic in the NSCAT measurements.
The contribution of the spatial gradient to the overall accuracy of the model is signiﬁcant. When the spatial gradient is
ignored, the RMS modeling error is
dB for ERS and
dB for NSCAT, a relative increase of 97% and 44%,
respectively, over the value of obtained using the full model.
E. Temporal Dependence
Because we are using data over six months, we expect some
migration in the mean backscatter during this period. We model
from (1), as a linear function of time over
this dependence,
the six-month interval
(8)
The images of for ERS and NSCAT are shown in Fig. 12. Two
key features are found in these images. First, there is a linear decrease of approximately 1 dB/year over regions of the upper percolation zone. This is attributed to accumulation over a region in
the upper percolation zone, which experienced melt during the
dB/year estimated
last summer [3]. The second key feature is
throughout the wet snow zone as observed by
increase in
ERS. This feature aids in delineating the wet snow zone from the
percolation zone, a division weak in the other parameter images.
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Fig. 12.

Images of T for the six months centered around January 1, 1997.

The improvement in the model accuracy gained by including
temporal dependence is small but nonnegligible. Without temdB for ERS
poral dependence, the modeling error is
dB for NSCAT, 6.9% and 2.6% larger, respecand
tively, than the full model.
IV. APPLICATIONS
The descriptive empirical model presented in this paper is applicable for studying both long- and short-term changes over the
ice sheet. We present examples of each using ERS data. First,
we show interannual changes that indicate regions of signiﬁcant
variation over the nine-year ERS period. Then, we show how the
model can be used to study intraannual changes. Compared with
previous methods, using the model provides a lower variance
signal, increasing the ability to detect small-scale short-term
variation as well as increased temporal resolution.
A. Interannual Change
Annual changes in individual parameters indicate important
geophysical changes occurring across the ice sheet. Fig. 13
shows images of the anomaly between the estimates of the individual parameters each year and the average for the nine-year
period for ERS. The parameter estimates for the individual
years are from six months of data during midwinter spanning
the years indicated. The anomaly images show changes that
have occurred prior to this six month span, commonly occurring
the previous summer.
In the images, the changes observed near the dry snow/
percolation transition zone indicate the reach of the melt each
summer [3], [24]. The annual anomaly images indicate belowaverage melt during the summers of 1993, 1994, and 1996.
After 1995, increased melt is observed in the west and south.
After 1997, high melt is observed in the southern dry snow
zone. After 1998, the northeast, and after 1999, the south are
focus points indicating increased melt. After 2000, evidence of
increased melt is observed in a large area in the west dry snow
from the northwest
zone. The net result is an increase in
corner of the dry snow zone, down along the west edge to the
southern end, and back up the east side. This is consistent with
[6] and [25].
images are also associated
The changes observed in the
with the annual melt extent/intensity. After 1992, 1993, and
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values in the central percolation zone are more
1995, the
negative than average. This is indicative of a below-average intensity melt where a reduced volume of subsurface ice structures form. The resulting reduction in volume-like scattering
leads to increased relative contribution from surface scattering
to become more negative. This effect
from layers, causing
is reversed after 1997 and 1998, indicating above average intensity melting. A strong melt event contributes to the formation of
subsurface ice structures, increasing volume scattering which
to become more positive. After 1999 and 2000,
causes
becomes more negative along the dry snow zone boundary, indicating melt is occurring in areas not affected by melt in recent
years. Here, surface scattering increases due to layers of iced
ﬁrn forming over the previously dry snow. Some artifacts due
to variations in the sampling resulting from missing ERS scatterometer data during SAR operations are observed as faint lines
in the 1993/1994 and 1995/1996 images.
and
images show azimuth modulation variation
The
across the ice sheet. Signiﬁcant annual changes are observed in
small regions of the upper percolation zone as discussed in Section III-C. These are the same regions where large changes in
are attributed to increased melt. The net result is a decrease in the
azimuth modulation along the upper western percolation zone.
Decreases occur in step increments coinciding with increased
melt as observed in the images. One exception is observed
where a below-average summer melt during 1993 appears to
contribute to a signiﬁcant decrease in the azimuth modulation
and decrease along the western
the following winter. Both
transition zone. The only signiﬁcant increase in azimuth modafter the summer of 1994 in the eastern
ulation occurs in
transition zone. This increase is short-lived, almost completely
vanishing after the next summer.
The images are key indicators of the location of the upper
percolation zone and of the spatial rate of change in the snow
properties progressing outward from the dry snow zone. The
gradient is large in the upper portion of the percolation zone
and decreases downslope as the snow becomes spatially uniform
in the number of subsurface ice structures. From 1992 through
1994, is lower than average near the dry snow zone boundary,
indicating that the true boundary between the dry snow zone and
percolation zone is further downslope than average. The opposite is observed after 1997 and into the following years. During
is larger than average, indicating an upslope
these years,
movement of the percolation zone/dry snow zone boundary.
The images are an indicator of accumulation rather than
melt intensity/extent. In the percolation zone, the more negative
values of correspond to higher rates of accumulation [3], [4].
Each anomaly image is indicative of the accumulation during
images indicate that 1992/1993,
the previous year. The
1995/1996, 1998/1999, and 1999/2000 were winters with
above average accumulation and 1993/1994, 1996/1997, and
1997/1998 were winters of lower than average accumulation.
These results are consistent with the accumulation estimates
of [26]. The reductions in observed along the western dry
snow boundary in the 1996/1997 and 1999/2000 images are
attributed to an above-average melt extent the previous summer
associated with accuthat results in the linear decrease in
mulation observed in these new melt areas.
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Fig. 13. Images showing (left column) the average model parameter values over nine winters and (columns right of grayscale bar) the annual anomalies (model
parameter minus mean).

B. Intraannual Variations
In addition to observing interannual changes across the ice
sheet, observations of intraannual trends are critical to understanding the relationship between and geophysical properties
of the surface. Our model is applicable for improved analysis of
surface variation on short time scales. Because complete characterization of the microwave signature at ﬁne time scales requires
more information than is presently available or practical, the
application of this model to short time-scale analysis requires
some basic assumptions about the microwave signature.
The primary assumption of our method is that for the short
time-scale considered, the variability of with the observation
geometry is relatively constant, and changes in the surface and
subsurface primarily affect the average backscatter. Assuming a

constant geometry signature (CGS) is supported by the previous
section. Over most of the ice sheet, the parameters describing
the dependence of on the observation geometry are relatively
constant over time. The primary location where CGS is questionable is the upper percolation zone where signiﬁcant annual
changes are observed in the model parameters. These changes
are attributed to summer melt, making the CGS assumption applicable only during periods between summer melt events.
To develop our methodology for intraannual analysis using
the CGS assumption, we begin with the full model given in (1)
is subsumed into
,
where the temporal dependent term
i.e.,
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With the CGS assumption, only
in this model varies with
contains all information about the temporal
time. Thus,
, we ﬁrst estimate the
variation of the surface. To estimate
geometry-dependent model parameters using least square estimation based on data over an extended time period. Using
the estimated geometry signature, we obtain estimates of
at each measurement time by differencing the measurement
and the observation geometry dependent portion of the
model, i.e.,
(10)
The result is an estimate of the variation of the average
backscatter over time.
Variations in the average backscatter
have been used
to estimate accumulation [3], [4], monitor melt and ablation [2],
[6] and study long-term climate change [27], [28]. Using our
model with the CGS assumption enables lower variance estiand increased temporal resolution compared with
mates of
the methods used in these studies. Without the CGS assumption, the dependence on observation geometry must be reestimated with each estimate of the average backscatter. There are
several drawbacks to continually reestimating the dependence
on the observation geometry. First, to enable higher temof
poral resolution, a simpler model must be used. This results in
residuals from unmodeled dependencies increasing the variance
in the observation signal. Second, to increase temporal resolution, a relatively small number of data samples are used. This
may contribute to poor estimates of the model parameters due
to limited sampling in incidence angle and/or other modeled
dependencies. Third, even with the simpliﬁed model, multiple
days of data are typically required to obtain estimates of the average backscatter, signiﬁcantly limiting the achievable temporal
resolution.
Assuming CGS provides signiﬁcant improvement in each of
these areas. Errors in the signal due to observation geometry
sampling are mitigated using our more complete descriptive
model. Using data from an extended time period increases the
number of samples, making the estimation of the dependence on
observation geometry much more robust. The best temporal resolution is equal to the temporal sampling of the sensor because
measurement is associated with an estimate
.
each
To evaluate the performance using CGS, we examine two examples in which the results using CGS are compared with results assuming variable geometry signature (VGS). For VGS,
we use the method from the studies mentioned above. The simpliﬁed model for observation geometry dependence is
(11)
which includes incidence angle dependence only. and are
estimated using linear least squares regression for three days of
ERS data within a 25-km radius of the study site. Estimates are
made at three-day intervals.
For the CGS method, the full model parameters are estimated
using ERS data from the six-month interval including October
values are averaged over
1997 through March 1998. The
three days so that the two methods are consistent in time sampling. The averaging also reduces the variance of the signal at
the cost of lowering the temporal resolution.

Fig. 14. Comparison of CGS A estimates and VGS A estimates at two
locations. (a) Location 1 (78.6 N, 35.5 W) is in an area signiﬁcantly affected by
azimuth modulation. The bottom plot for location 1 shows the estimated bias
over time due only to azimuth sampling. (a) At Location 2 (69.1 N, 35.7 W), a
small melt event is observed as a sharp drop in A-CGS, which is obscured by
the noise in the VGS A estimates. Location 2 is in an area signiﬁcantly affected
by colocation bias. The bottom plot for location 2 shows the estimated bias
over time due only to the spatial sampling of the measurements.

Both methods are used to estimate the temporal variation in
the backscatter at two locations. The estimates are shown in
Fig. 14. For both cases, the variance of the CGS estimates of
is much smaller than the variance of the VGS estimates.
At location 1, which is in the dry snow zone, there is a crest in
the CGS estimates around the beginning of 1998 that is obscured in the VGS estimates due to noise. Location 1 is also
is relatively
in a region where the azimuth dependence of
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large. The bottom plot for location 1 shows the signal due only
to changes in azimuth sampling, which has been removed from
CGS estimates in the center plot by including azimuth dependence in the full model.
Location 2 is in the upper percolation zone. During the
summer of 1997, a short melt event occurred that is observed as
an abrupt drop in followed by a small increase in the average
value of . This melt signal is difﬁcult to detect from the VGS
estimates due to the high variance. Note that although the
CGS geometry signature estimates are from the six months of
data centered around January 1, 1998, two years of estimates
are shown. Prior to the melt event during the summer of 1997,
there is an increased variance in the CGS estimates. This is
attributed to fundamental changes in the geometry signature
occurring with the melt. The CGS geometry signature model,
which was estimated from data after this melt event, does not
accurately model the geometry dependence prior to the melt.
Notwithstanding this modeling error, the variance of the CGS
estimates is consistently smaller than that of the VGS
estimates, even prior to the melt.
At location 2, the spatial gradient is large. The bottom plot
for location 2 shows an estimate of the variation in the signal
due only to the colocation bias from the spatial sampling of
the measurement locations. This signal has been removed from
CGS estimates by including the spatial gradient in the model
of the microwave signature of the snow.
These examples show some of the advantages of using the
CGS assumptions when applicable. A key improvement is the
reduced variance in the signal and the removal of unrealistic
spikes in the data. The reduced variance is attributed in part to
the inclusion of the azimuth and spatial gradient dependencies
in the model. Higher temporal resolution may be obtained by
averaging the CGS
estimates over shorter time intervals
at the cost of increased noise.
V. SUMMARY
The
of the Greenland ice sheet may be modeled at a given
point in time over a small region as a function of incidence
angle, azimuth angle, measurement location, and measurement
time. The contribution of each modeled dependency to the
overall accuracy of the model is largest for incidence angle,
which, in general, is followed by measurement location, then
azimuth dependence, and ﬁnally, measurement time. The measurement location dependence is most signiﬁcant in the upper
percolation facies. Azimuth dependence is most signiﬁcant in
the lower dry snow zone, tapering off in the upper percolation
zone. The azimuth dependence is primarily second order and
exhibits little dependence on incidence angle. The orientation
of the azimuth dependence is correlated with wind patterns
across the ice sheet.
We have given examples of two applications for the descriptive empirical model developed herein. First, changes in
the model parameters are valuable for tracking interannual
changes on the ice sheet. Observed trends include increases and
decreases in the melt intensity and extent, as well as interannual
variations in accumulation. Second, the model is applicable
for analysis of short-term variation in the average backscatter.
Combined with the constant geometry signature assumption,

the model enables the estimation of average backscatter with
smaller variance and/or increased temporal resolution compared with methods employed in previous studies.
The model also has other applications. For SAR, a knowledge
of the azimuth modulation properties of the Greenland ice sheet
is critical for accurate studies. Without proper adjustment for
azimuth dependence, effects of a change in azimuth angle in an
may be misinterpreted as physical
intercomparison of SAR
change. Additionally, uncompensated azimuth dependence may
result in image corruption for wide angle SAR. Comparisons
between in situ and SAR measurements could also be affected
by azimuth biases.
Extensive studies of the Greenland ice sheet have been conducted using passive observations, e.g., [10], [29]–[32]. Scatterometer observations nicely compliment passive microwave
sensor observations. The differences between passive and active observations can be exploited to yield an improved understanding of surface conditions, e.g., [16] and [33].
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