ABSTRACT Information centric network (ICN) is progressively becoming the revolutionary paradigm to the traditional Internet with improving data (content) distribution on the Internet along with global unique names. Some ICN-based architecture, such as named data network (NDN) and content centric network (CCN) has recently been developed to deal with prominent advantages to implement the basic idea of ICN. To improve the Internet services, its architecture design is shifting from host-centric (end-toend) communication to receive-driven content retrieval. A prominent advantage of this novel architecture is that networks are equipped with transparent in-network caching to accelerate the content dissemination and improve the utilization of network resources. The gigantic increase of global network traffic poses new challenges to CCN caching technologies. It requires extensive flexibility for consumers to get information. One of the most imperative commonalities of CCN design is ubiquitous caching. It is broadly accepted that the in-network caching would improve the performance. ICN cache receives on several new characteristics: cache is ubiquitous, cache is transparent to application, and content to be cached is more significant. This paper presents a complete survey of state-of-art CCN-based probabilistic caching schemes aiming to address the caching issues, with certain focus on minimizing cache redundancy and improving the accessibility of cached content.
I. INTRODUCTION
Internet usage has increased extensively in the past decade, especially regarding the broad use of Video on Demand (VoD), which increases Internet traffic. The current Internet architecture supports end-to-end communication, and the content retrieval process occurs in two steps. First, the name resolution provides identifiers for the content (i.e., URL) with the location (i.e., IP address), and second, consumer Interests are transmitted based on location from consumer to provider and Interested content from provider to consumer [1] . The name resolution occurs for the content at the application layer before forwarding the content which wastes network resources. For instance, if a copy of the interested content resides at network router near the consumer, the consumer's Interest does not need to be transmit to the main content provider, which decreases the usage of network resources and network traffic [2] . Moreover, the Internet is progressively recycled for information distribution with, relatively less use for end-to-end communication between end hosts [3] . Although Internet requirements have been increasing the evolution of Internet architecture has not followed the growing demands of Internet consumers and communications data [4] . For example, the existing communication worldview of the Internet presents numerous restrictions. First, the current Internet design offers numerous duplicates of objects, yet these duplicates are not connected. Keeping in mind the end goal to share the system's assets, extra overlay instruments have been proposed over the TCP/IP stack [5] . Reliable and fast object exchange requires application specific systems, for example, Content Delivery Networks (CDNs) or Peer to Peer (P2P) [6] administrations. Second, security is accomplished via outsider applications and administrations. Establishing trust in receiving objects is difficult and the majority of associations depend on suspicious locations. Third, actually receiving objects is strongly related to the object's location. Each Internet packet follows source and destination addresses. Every time an Interest packet is sent for object accessing, it needs addresses [7] . These Interests are firmly connected to an address, flagging a specific object location, even though consumers do not care about the location and just want the object to arrive as fast as possible. The direct manner to resolve this problem is to replace the ''where'' with the ''what'' [8] . Host-to-host correspondence was used to take care of the issues in the 1960s. Researchers contend that architecture using named objects is a better fit for the communication needs of today.
According to the Visual Networking Index (VNI) report, researchers have recognized other issues related to the IP network architecture that require quick comprehension [9] to have an acceptable platform that includes data integrity, confidentiality, availability, accountability (Owner/Publisher identification and authentication), and especially data transmission [10] . Several projects and proposals have been developed to improve Internet architecture, including Information-Centric Networking (ICN), which is a leading research focus for future Internet paradigm [8] . A number of ICN projects have been formed, such as the European Union Research and Innovation program (EU FP7). Under FP7 [11] , several projects are being developed, for instance, Network of Information (NetInf) [12] , 4WARD [13] , Publish/Subscribe Internet Routing Paradigm (PSRIP) [10] , [14] , Publish/Subscribe Internet Technology (PURSUIT), Comet [9] , COMBO, SAIL project, CONVERGENCE [14] , [15] , COAST [16] , and Green ICN [17] .
Similarly, the US research community has also initiated a number of ICN-based projects, including Content-Centric Networking (CCN), Named Data Networking (NDN), and Data-Oriented Network architecture (DONA). Another ICN-based project known as Active Content Management at Internet Scale (COMIT) was launched at University College London (UCL) in January of, 2014 [18] . All of these projects feature different functionalities and implementations. However, the basic purpose of all ICN-based projects is to design a network architecture that supports the named data distribution to handle the flash-crowd effect, disruption, and denial of service; reduce the use of resources and decrease energy consumption [19] . In addition, CCN provides the complete functionalities of ICN.
To summarize, all of the ICN projects have been developed by combining several modules in which caching is considered the most dominant component for actualizing the ICN manageability [20] . The Cache is used to store the transmitted content in two different forms: on-path and off-path [21] . These caching techniques can be implemented efficiently with the help of content deployment strategies. In addition, a basic need behind caching performance is determining the appropriate position to place the transmitted content.
Consequently, many cache deployment strategies have been proposed for achieving some advantages, such as proper use of bandwidth by enhancing the appropriate delivery of information and reduction of delays [22] , as well as minimization of the overall load on the main server (content provider) [23] .
Several surveys recently published related to CCN caching strategies, provide information regarding the caching decisions for disseminated data content [24] - [26] . However, the present survey is conducted to determine caching performance based on the most relevant basic metrics for improving the same. Moreover, this paper focuses on the critical analysis of probabilistic caching strategies and the impact of basic caching evaluation metrics, including content redundancy, content diversity, Stretch, and, most importantly, cache hit ratio. In addition, authors conducted simulations to compare a number of probabilistic strategies within the same environment to find which one is the most beneficial to meeting high performance with all of the mentioned key metrics. Fig. 1 , demonstrate the classification of all caching strategies mentioned in this article. Section II gives an overview of CCN architecture. Section III presents the basic caching performance metrics to which this survey is directed. In section IV, we discuss the probabilistic caching strategies and their basic architectures. In section V, we present the simulation results of the mentioned strategies. Section VI, provides a critical summery of the compared strategies and, finally, we conclude the paper in section VII.
II. CONTENT-CENTRIC NETWORKING
According to the latest forecast [27] , global IP traffic will attain more than 1,000 exabytes (EB) per year in 2018. The majority of this increased traffic comes from peer-to-peer (P2P) IP infrastructures and a variety of different forms of video traffic, such as TV and VoD, which accounts for almost 90% of global customer IP traffic. The global mobile traffic is also estimated to increase at extreme rates at the same time. To deal with this enlargement in terms of data quantity and devices, one solution is to organize application layer overlays, such as CDNs [28] and P2P applications, that cache content, offer location-free access to data, and enhance the data delivery method. This payoff should make access to named data or objects available, with replicated web resources, rather than the conventional host-to-host data delivery model. However, these procedures would reside in networks, and understanding the full potential of content-based sharing in today's IP-based platform is very complicated. CCN is an innovative networking approach to facilitate named data or objects as the supreme network entities [29] . It supports object naming and pervasive in-network caching to supply well-organized and vigorous network services [30] . CCN will modify addresses from 1 billion IPs to at least 1 trillion content names [31] .
CCN can be considered an enhanced generalization of CDN technology, and CCN operation is sufficient on a scale similar to CDN [32] . Moreover, CCN [33] is not limited to only media-sharing scenarios; it includes other schemes as well, such as data collection. For data dissemination, two types of message packets are used in CCN: Interest and Data (content). The Interest message with the name of desired content transits the consumer's interest [34] . The Data, which retrieved from content provider, is known as content in CCN. An Interest message identifies the Data packet (content) and retrieves it by specifying a full name with other restrictions that designate acceptable data. A Data packet (content) message holds the required information payload and the identification of the provider. Fig 2, illustrates a CCN node consisting of three types of data structures such as; Content Store (CS), Pending Interest Table (PIT) , and Forwarding Information Base (FIB) which is used to facilitate ubiquitous caching and loop-free forwarding. CS indicates the cache storage that holds the content for subsequent retrieval. It is managed via cache placement/replacement algorithms [35] that exploit the possibility of data reuse. The PIT is used to record unsatisfied (pending) interests. Each entry in the PIT has a list of source entries incorporated with incoming faces to the CCN node. The PIT has a specific timeout interval for unsuccessful Interests to avoid maintaining previous Interest records. The FIB is used to sustain the topology structure in tabular form to facilitate outbound face information for Interests. These tables are used for longest-match lookups in the prefix order through the content name. Each FIB entry presents a set of corresponding faces rather than a single face. ICN construction was developed in Europe. PSIRP/PURSUIT [36] sends forwarding information in packets, whereas CCN caches routing information in CCN nodes. In CCN, Interest packets are forwarded all the way through FIB, but the Data packets are forwarded according to the PIT records, which direct Data packets back to consumers. Consequently, an outstanding FIB design is necessary for transmission of both Interest and Data packets in CCN [37] . In Fig 2, the CCN content caching mechanism is demonstrated as Consumer A sends out Interest1 for Content C1. C1 is found at router R1 because the content provider already published C1 at R1; therefore, R1 now becomes the intermediate provider. Consequently, R1 instantly responds to Interest1 by sending the desired Content C1, and a copy of C1 is cached locally during its transmission at all on-path routers (R2, R3, and R4). A subsequent Interest2 is generated from Consumer B to retrieve C1. As a result, C1 is found at R2 at this time, and R2 sends C1 to Consumer B with multiple caching operations along the data routing path (R5 and R6), as illustrated in Fig 2. 
A. CACHING STRATEGIES IN CCN
An unbelievable expansion of Internet traffic and frequent transmission of identical content have resulted in problem with server load, bandwidth use resource usage, and response times. These issues will only increase and will be difficult to solve in the future through the current IP-based Internet architecture [38] , [39] . Internet usage is growing daily, and adequate resources are not available to meet the huge and constantly growing needs [39] . To enhance Internet performance, researchers want to implement the best possible approach that will overcome these rising difficulties. Moreover, the Internet needs modification to its architectural design to meet predicted future usage requirements [40] . In this case, CCN offers a better way to resolve the aforementioned issues by implementation of in-network caching, which is fundamental to and unavoidable in all CCN architectures [41] .
In-network caching is used to diminish the average cost (energy and time) and enhance the content retrieval procedure, because a cache stores a copy of frequently interested data temporarily for subsequent Interests. A prominent example of this storage is web caching, in which web documents VOLUME 6, 2018 (e.g., HTML pages and images) are stored to mitigate issues in bandwidth use, server load, and reply time. Caching makes CCN different from the currently IP-based Internet, where the cache is used to transmit content to the consumers next CCN cache minimizes the response time, lessens resource consumption, and boosts data communication services [42] , [43] . In Fig. 3 , Consumer A sends Interest1 for a specific data Content1 to its nearest router (R4) with the corresponding content in its cache [44] . The intermediate routers become content providers whenever disseminated content passes through their cache, and they store the passing content locally in their cache for subsequent Interests. Therefore, R4 sends Content1 to its desired Consumer A. The caching strategies are divided into various categories based on their characteristics. It is hard to find an appropriate criterion that will best meet all future requirements. As stated previously, CCN caching is divided into Off-path caching and on-path caching, as described next.
1) OFF-PATH CACHING
Off-path caching is similar to the traditional proxy caching or CDN server. The retrieval of the content in off-path caching requires redirection of Interests. For off-path [43] caching a special entity, called the name resolution system (NRS), must be integrated. All sets of content are registered in NRS at the time of creation, and consumers can send their Interests for registered content [45] . The general problem with off-path caching is choosing what to cache and where to cache it. The other issue is how to reduce the overhead to inform the NRS when a new item is cached or an old item is discarded. The exact information about the content depends on the NRS, which needs to be updating continuously with all the information related to the registered content. In off-path caching, a consumer sends an Interest to the NRS, and the NRS compares it with the available content information [44] . Afterwards, the Interest is forwarded to the corresponding provider (router), and the provider sends the required content to the consumer following the returning path, as shown in Fig. 4 . As the content is registered in NRS, the consumers send their Interests to the NRS. After that, the NRS forwards the received Interests to the appropriate providers (e.g., router or main content provider P1 and P2). The subsequent content is sent to the desired consumer through NRS or directly to the consumers. In Fig. 4 , Consumers A and B send their Interest packets to the NRS to retrieve Content1 and Content2. The NRS redirects the received Interests to the appropriate content provider (e.g., router R1). R1 responds by sending the interested Content1 and Content2 to the appropriate Consumers A and B. The transmitted sets of content are cached along the data routing path during their dissemination from providers to the consumers; for example, Content1 is cached at routers R2 and R4, and Content2 is cached at R3 and R5, respectively, as illustrated in Fig. 4 .
2) ON-PATH CACHING
In the on-path approach, when a caching node entertains a consumer's Interest, it responds to the interested consumer with a locally cached copy without NRS participation [46] . Therefore, this approach diminishes the computation and communication overhead during insertion of transmitted data in the network [9] , [47] . When the Interest is projected in network, the dominant provider (router) instantly responds to the received Interest by sending a copy of locally cached content to the appropriate consumers. Fig. 5 illustrates the caching scenarios as follows: Consumer A sends out an Interest to retrieve Content1, which is found at router R1. Consequently, provider router R1 instantly responds to Consumer A by sending interested Content1, and a copy of the demanded content is cached at all intermediate routers (R2 and R4) during its transmission from provider router R1 to Consumer A.
III. PERFORMANCE METRICS
How each node makes a caching decision is a major problem in on-path caching that impacts the performance of the VOLUME 6, 2018 content delivery process. For example, popular content needs to be cached at the node where it will be demanded next [48] . The information content can be cached opportunistically at the delivery path for the consequent Interests [49] . The efficiency of caching is dependent on different types of performance metrics that are necessary to improve the content caching strategy by considering the cache size, which is small compared to the communicating data content. Therefore, some essential performance metrics are included in this study to critically compare types of probabilistic caching strategies and determined which is the optimal caching.
A. CACHE HIT RATIO
The cache hit ratio is the portion of content Interests satisfied by caches that are implemented within the network. Several studies in the database and networking domain have emphasized the performance of the network by improving the cache-hit ratio. This metric shows the potential of the caching strategy to moderate the amount of redundant content.
B. CONTENT REDUNDANCY
Content redundancy is a significant metric to assess homogeneous data dissemination in CCN. In CCN, redundancy is the number of content copies cached at more than one location in the network with fewer referrals or less unsubscribing [50] . Redundancy is therefore presented for each network setup and accordingly during Interest and content dissemination.
C. CONTENT DIVERSITY
This defines the number and rate of caching distinct content in the heterogeneous network or the ratio of how different sets of content accumulate in the network cache. The resulting rate is computed to mitigate high information replication [51] . Diversity defines the performance of cache replication. It provides and computes the ratio of distinctly stored unique sets of content in the cache-able devices.
D. STRETCH
Stretch refers to the number of hops (routers) that need to be covered by a consumer's Interest between the content provider (where the hit occurs) and the consumer. Whenever the consumer sends an Interest for some content, the Interest needs to be covered by a number of hops to reach the source for the required content. While the Interest can find a copy of the required content from any of the routers that appears on the path, sometimes it has to go to the main content provider server, which increases the average cost. Therefore, each caching strategy tries to reduce the maximum number of hops between providers and consumers.
IV. CCN CONTENT CACHING STRATEGIES
Cache deployment deposits the consumer's desired content along the data routing path in provisional storage (cache) that is allocated within the network nodes. Caching plays an immense role in network performance by diminishing bandwidth consumption and reducing latency when accessing the required content [52] . Caching also minimizes the server load while maximizing the availability of the content. An essential operation of these caching strategies is forwarding the desired content to the interested consumers and caching a copy of the content near the interested consumer to minimize the average cost for subsequent Interests (requests). Recently, a number of content deployment strategies have been projected to deploy CCN in-network caching. These strategies boost information replication and decrease reaction time [53] , [54] . In addition, the strategies use fewer network resources and reduce network traffic [55] .
CCN's basic problem is that the capacity of in-network caches is much smaller than what is needed to accommodate all arriving content. Additionally, proficient content dissemination can be achieved by integrating a huge capacity of caches, but that is not a straightforward way to supply a large quantity of caches. A system for efficient content dissemination needs to be designed that will broadcast the content in a disciplined manner with less use of resources (caches). In the conventional CCN caching strategies, when a consumer shows Interest for particular content, then a copy of the desired content is cached at all the routers that are available along the publish-subscribe path. As a result, the subsequent Interests may be fulfilled locally [56] . Various kinds of caching strategies all with differing implementation details have been constructed to comprehend the main target of CCN caching. The content caching strategies depend on different criteria, such as caching decisions based on distance from the consumer, centrality-based caching, probabilistic caching based on the popularity of frequently interested content, label-based caching, and caching based on a mathematical equation. Moreover, the caching according to naming granularity can be categorized into the following types [57] : chunk level caching, object level caching, and packet level caching. Of all the strategies mentioned, researchers are most interested in probabilistic caching, which has a number of advantages due to its vast domain [3] . For example, probabilistic caching [58] is a well-known content caching strategy, and the research community captures more interest because of its adjustable probabilistic value [59] , which is allocated according to the manufacturer. Probabilistic caching is separated into two sub-categories. The primary subcategory is fixed probabilistic caching (FIX), and the secondary subcategory is dynamic probabilistic caching.
A. FIXED-PROBABILISTIC CACHING (FIX)
This sort of content-deployment mechanism is based on the pre-determined probabilistic values to cache the consumer's interested content along the data delivery path [60] , [61] . Caching of the content is taken individually at all routers without the involvement of collaboration among the nodes. FIX has no distinction regarding the transmitted content [62] .
1) EVERYWHERE PROBABILISTIC CACHING (EPC)
The Everywhere Probabilistic Caching (EPC) strategy lies in FIX and is based on probabilistic situations. According to probability, the demanded content is cached with probability at all the nodes that have empty caches along the downloading path. If the probability value is set to 1, then it works just like CCN default caching, that is, Leave Copy Everywhere (LCE) [63] . If it has a value other than 1, the disseminated content will be stored according to the probability value (e.g., probability based on strategy and the available cache). Fig. 6 shows the dissemination of two sets of content through different probabilities [57] . If the caching is set to probability 1 at that moment, the content will be cached at all routers to facilitate the available cache on the delivery path (see Fig. 6 ). In Fig. 6 , Consumer A sends out an Interest1 to the network to retrieve content C1, but the desired content is not found in any router's cache so Interest1 reaches the content provider. Consequently, the provider responds to received Interest1 by sending the required content C1 to Consumer A, and a copy of C1 will be cached at all on path routers (R1, R2, R3 and R4). Moreover, for the subsequent Interests, the C1 will be send from the nearest router R4.
2) PRIORITY-BASED PROBABILISTIC CACHING (PBPC)
The Priority-Based Probabilistic Caching (PBPC) strategy lies in FIX and assigns the priorities to the content based on the stretch between the content providers and the consumers. Probabilities for the content vary at all nodes, and the disseminated sets of content are cached along the consumer's path based on their probabilistic value [3] , [57] . The probabilistic value of the content is inversely proportional to the distance. Therefore, if the distance between content provider and consumer is farther, the content will be indicated as a low probability to be cached along the data delivery path. On the other hand, if the distance between the provider and consumer is shorter the interested content will be posed as a high probability to cache the disseminated content along the data delivery path [63] . Fig. 7 , provides a visual of the entire process of PBPC, in which Consumer A sends an Interest1 to get Content C1, and C1 is found in the content provider's cache. As a result, the desired content is sent back to Consumer A, and a copy of C1 is locally cached along the delivery path. According to PCPB, the probability is divided to cache the disseminated content based on distance. If the distance is small, the router gets more chances to cache the content; however, as the distance increases, the probability decreases. In Fig. 7 , interested content C1 is cached only at routers R3 and R4 because R3 and R4 show the highest probability to cache C1 due to the shorter distance from Consumer A. On the other hand, routers R1 and R2 are located far from Consumer A, and both have low probability to cache C1 within their cache storage. Consequently, the content does not have much probability to cache at R1 and R2. Therefore, C1 only cached at R3 and R4 because of the short distance between Consumer A and these routers (R3 and R4) [63] , [64] .
3) RANDOM-BASED PROBABILISTIC CACHING (RPC)
Random-Based Probabilistic Caching (RPC) is derived from FIX, in which the caching decision of disseminated content is determined based on the randomly chosen probabilistic value [65] . RPC offers two advantages: (1) exhibits simplicity in structure, and (2) extracts low overhead when searching content for caching. On the other hand, RPC possesses low efficiency due to its uncertain and random nature. This mechanism is used as a benchmark to compare the performance of latest establishing caching strategies [66] . In this strategy, a copy of the required content is cached at randomly selected locations along the data delivery path from provider to consumer.
RPC can be materialized into several kinds of approaches; for example, the caching decision can be performed based on the levels of tree structure topology. The caching depends on the algorithm regarding which levels of the caching router are available [67] . For instance, if level-1 is chosen for caching the transmitted content, then it will cache only at routers located in level-1 of the tree topology [68] . On the other hand, if level-2 is selected for content caching, the content will be cached at the routers located at level-2 of the tree topology (see Fig. 8 ), and when Consumer A sends out an Interest to retrieve content C1, C1 is cached at router R2. If level 4 is chosen, for example, the content will be cached at R4, as illustrated in Fig. 8 . The caching decision is predefined in the strategy algorithm, and it can be changed according to the nature of the environment.
Moreover, it can be changed on the basis of data traffic congestion and to reduce the distance between providers and consumers for subsequent Interests. RPC provides a simple structure and low overhead, but it becomes questionable due to the unpredictable nature of randomness and its different types of random structures. RPC does not provide distinct position, which causes high retrieval times because there is a possibility of caching content far from the consumer, increasing the distance between providers and consumers.
B. DYNAMIC PROBABILISTIC CACHING
The focus of dynamic-probabilistic caching strategies is to enhance the structure of network topology with traffic patterns. The dynamic caching strategies are developed to diminish network and caching redundancy to mitigate the resource usage rates on the whole network. Caching decisions in dynamic probabilistic caching is dependent on the capacity of the routers' caches, the amount of data traffic, and the time required for content to be cached [69] . All content are incorporated with a time window to facilitate how much time they can be cached at a specific position; this interval is calculated via the Target Time window (Ttw) [70] . Moreover, two primitives, Time Since Inception (TSI) and Time Since Birth (TSB), are used for the calculation of path length. TSI is used within the Interest header, and TSB is assigned within the content header. When a consumer sends an Interest packet for some content, the value of TSI is initiated to 1, and the value increases by one when it passes through one hop. TSB is coupled with desired content. When interested content is hit at a provider, the value is initialized with 1, and this value is boosted up as the content traverses to the consumer. When a hit occurs, the TSI header of the Interest merges with content. However, its value remains unaffected as the content passes through the data routing path to the consumer [71] . TSI indicates the path length of the Interest from consumer to provider, and TSB represents the distance from provider to consumer [3] .
1) PROBCACHE
ProbCache is a type of dynamic probabilistic caching [31] in which the caching decision is based on the cache capacity along the data downloading path and the factor used to calculate the tendency to cache the content close to the consumer [72] . ProbCache aims to improve the caching tendency of the consumer's interested content to have it cached nearer to consumers. The probabilistic value for content caching along the data routing path can be calculated as
Nn . . .
where N n indicates the cache storage of all the nodes along the path between source and consumer, N x is the average cache capability of all the routers along the delivery path, Ttw is the Target Time window assigned by the mechanism VOLUME 6, 2018 that gives details about how much time content can be cached along the data routing path, and n shows the quantity of routers along the path. Moreover, x and y stand for the Interest header with TSI and interested content header with TSB, respectively. In Eq. 2, y symbolizes the TSB header in which the number of nodes is calculated between provider and consumer, whereas x illustrates the TSI header coupled with the consumer Interest that quantifies the number of routers between consumer and provider. These equations need to be calculated at all router along the delivery path throughout content transmission [73] . However, the time period used to cache content at the subscriber path can be calculated by the Times-In factor. At the same time, the CacheWeight factor is used to cache content close to the consumer. This caching strategy yielded poor performance for various caching spaces along the path. Fig. 9 , demonstrates the design of ProbCache: When Consumer A sends away an Interest to the content provider, at that moment, the value of the TSB header is incremented by 1 at each router. While the source acts in response to the Interest via sending interested content C1, at that time, the TSI value is attached along with the TSB header of the desired content. Although the TSI remains unchanged throughout content delivery, the value of TSB is raise incrementally at all nodes. If both values will be the same according to ProbCache, the interested content will be cached near Consumer A at the edge router R4.
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According to ProbCache, the Ttw is quite small, which increases the content eviction rate and decreases the caching gain. When Consumer A throws an Interest for content C1, the value of x is added to at every router along the routing path from Consumer A to the provider. Subsequently, the provider responds to Consumer A by sending content C1; the value of x is attached within the content header, while the value of y is added to along the data routing path at all the routers (from provider to Consumer A). If the value of Ttw is agreed to as Ttw = 2 sec for an identical cache size followed by calculating the TimesIn factor and CacheWeight factor, the probabilistic values would be equivalent to p = (0.5) R1, p = (0.75) R2, p = (0.75) R3, and p = (0.5) R4, alongside the path (where R1, R2, R3, and R4 are the caching routers alongside the subscriber path). Obviously, the probability is higher to cache content at the symmetric routers than at the edge routers [74] . Therefore, ProbCache dispenses a fair cache distribution along the delivery path.
2) PROBCACHE+
ProbCache+ [70] is the enhanced caching mechanism version of ProbCache that was developed to improve the unfair cache allocation among disseminated content. In this strategy, the cache allocation was enhanced by changing the value of Ttw along with the routers at the delivery path. To support this, an improved form of CacheWeight has been projected. According to ProbCache+, the value of Ttw is decreased by increasing the distance from consumers; in other words, Ttw is inversely proportional to distance [75] . The probability is amplified gradually along the delivery path as the content caches near the consumer and presents a high probability of maintaining its caching situation for a long time. The probabilistic value for content caching can be calculated as
In these equations, Nn is the cache space of all the routers along the data routing path, and N x is the average cache ability of the routers. Ttw is the Target Time window set down by the strategy regarding the length of time interval a content can be cached at the consumer's path, n is used to count the number of routers, and x and y symbolize the Interest header TSI and content header TSB, respectively. To improve this caching, the CacheWeight Factor is modified in exponential form to calculate the probability of caching content at all on-path routers, as demonstrated in Fig. 10 . ProbCache+ enhances the ProbCache algorithm by distributing the probabilistic value according to the distance in hops from consumers; for example, for Consumer A, it will be (0, 0.32, 0.05, 0.5), along with router R1, R2, R3, and R4, respectively. This proves that the probability is rising toward the consumer and falling away from the provider. If the distance is long, the probability will be reduced. ProbCache and ProbCache+ aim to tackle the problems related to inefficient resource usage in different ways. They share the resources (cache) fairly among the content, but these strategies seem unable to achieve their goals completely.
Both caching strategies introduce a number of parameters that have no content distinction and need to be set arbitrarily. In addition, both strategies need to update the consumer Interests and content in the form of TSI/TSB, which increases the computational cost and memory consumption at all routers. Moreover, these caching strategies introduce the Ttw by using a special variable that also increases the computational cost. Finally, both strategies do not distinguish cached sets of content and provider no criterion to handle the frequently interested content [58] .
3) HOP-BASED PROBABILISTIC CACHING (HPC)
Hop-Based Probabilistic Caching (HPC) [76] was developed to conquer the rising issues in ProbCache+. It was created by extended two factors: The primary factor is CacheWeighty, and the succeeding factor is CacheWeight MRT .
The CacheWeighty factor is used to diminish content redundancy by gradually pushing the content to consumers, and the y parameter is used to calculate the number of hops along the back path source to the consumer. The probabilistic value for content caching along the data routing path can be calculated as HPC = CacheWeighty+CacheWeight MRT (7)
The CacheWeighty factor is equivalent to the distance between the router and the source. The distance is taken in hop-count and is symbolized by α, where α is used as a constant integer to calculate the cache capacity of the whole network. The CacheWeight MRT factor is required to cache content for the particular time, which is dependent on two variables: mean residence time (MRTm) and expected mean residence time (MRT exp ) of content. The objective of HPC is illustrated in Fig. 11 . Assume that each router has MRT exp = 5 sec, α = 1, and the values of the y parameter alongside the routers R1, R2, R3, and R4 are (1, 2, 3, and 4) in the company of MRT m = (8, 3, 5, 15) sec. Subsequently, CacheWeighty will be CacheWeighty = (0.5, 0.33, 0.15, 0.2), and the probability to store the content will be p = (0.5, 0.33, 0.15, 0.2), as given in Fig. 11 . Based on this scenario, it can be concluded that when the provider replies to a consumer Interest, the probability will increase as the distance decreases from the consumer. As a result, the HPC pushes the content gradually toward consumers [77] . HPC was developed to enhance the performance of edge caching by pushing the content near consumers and caching the content for a particular time. HPC introduced a new factor, (MRT), that is used to specify the time to cache content along the path, which increases resource usage. However, mean values do not establish any metrics in that case if the distribution functions of the content is neither normal nor uniform.
4) ROXCACHE
The ProXCache caching strategy has been derived recently from dynamic probabilistic caching to improve content redundancy and path redundancy. It implemented through a hypergraph, ProXCache strategy uses a specific header address combined with an Interest message as the consumer Interest for some content [18] . Based on the proposed caching, the dissemination of consumer Interest packets a particular cache time interval, path computation, and hop distance are required. When a cache hit is recorded, the interested data content is thrown to the consumer, and the proxy location is attained by the publisher to cache a copy of interested content along the consumer's path as an augmentation of Leave Copy Down (LCD) (see Fig. 12 ). ProXCache is different from the previous mechanisms due to the constant transmission of data delivered to consumers using cache time window, path distance, and hop distance. After that, the interested contents are cached probabilistically at the mid-routers of the consumer's path through a centrality computation algorithm. Therefore, transmitted contents are cached at the proxy node and moved toward the consumer. Through PIT records, this operation is performed at the intermediate node.
In continuous Interests and network traffic, proxy positions, cache time windows, and path capacity of the network need to be obtained for each Interest. This caching mechanism was created to mitigate content redundancy and path redundancy; however in short stretch paths, it actually substantiates content redundancy. In addition, it increases the communication overhead because a number of variables need to be calculated during each transmission of Interest messages and interested content. ProXCache maximizes resource usage (caching) as millions of transmissions are required in a small time interval. Fig. 12 demonstrates the operation of the ProXCache caching strategy which clearly indicates the content redundancy along the short delivery path when Consumer A sends Interests messages. Consequently, the interested content C1 is cached at all the routers along the short stretch path by routers R1, R2, and R3. Moreover, ProXCache needs a number of parameters for the content dissemination which increases costs in term of resources and energy.
V. EVALUATION ENVIRONMENT
To compare and evaluate the performance of the discuss caching strategies, authors used a caching-based simulator called SocialCCNSim [23] . The performances were compared in terms of cache hit ratio, content diversity, stretch, and content redundancy of probabilistic caching strategies. For content replacement operations, most of the CCN caching strategies adopt the Least Recently Used (LRU) replacement policy [78] . LRU policy is the optimal content replacement policy due to its better performance in terms of overhead and complexity. Due to CCN's cache-driven architecture, various algorithms and strategies have been designed to choose from based on the set of rules regarding which content to cache from the varieties of popular content, content-defined names, and topological content information, among others. For the purposes of this study, the research will caching sets of content of four categories based on their popularity defined through Zipf's distribution [79] : web content, file sharing, user-generated content (UGC), and VoD [80] . The present study used Zipf 1.2 for VoD content because it shows high traffic production due to consumer interest in media-driven content. 
Numerous networking and database research studies have prioritized the cache hit ratio as method to improve network performance. For a specific strategy, the cache hit ratio can be obtained by calculating the total number of interests and misses for nodes. For the benefit of comparison, the significance of the cache hit ratio is pictorially represented in Fig. 13(a, b) . As cache size expands, the performance of the network improves noticeably, excluding the EPC because of its probabilistic nature to cache content within all routers. Fig. 13 illustrates the consequences that occur when the Abilene topology is used while α = 1.2. The x-axis is split into 10 equal sections that represent the cache size starting VOLUME 6, 2018 from 100 to 1,000. Fig. 13(a) shows the cache hit ratios of FIX strategies. EPC shows the same performance at both cache sizes because it has a similar amount of content replication for the different cache sizes. The PBPC performs better than EPC because it prioritizes the desired content, which increases the chances to cache content near consumers, heightening the hit ratio. However, RPC performs better than the other two compared strategies because of its random caching structure, which provides a better way to make caches useful. Fig. 13(b) shows the results of dynamic probabilistic caching on the cache hit ratio. These caching strategies exhibit the same performance, except that ProXCache performs better than the other dynamic caching strategies because ProbCache, ProbCache+, and HPC have homogeneous content replications that decrease the chances to improve diverse content caching. ProXCache provides a new way to decrease identical replications of content, which raises the possibility to accommodate heterogeneous content. When we expand the cache size, the performance seems to be similar to the small cache size, as shown in Fig. 13(b) .
B. CONTENT REDUNDANCY
Content redundancy is a significant metric to assess heterogeneous data in CCN dissemination. EPC produces huge number of duplications that affect the whole performance and increase congestion. Content redundancy can be calculated with the following equation:
Rc i (11) In this equation, Rc i shows the redundancy at a specific position. The result in Fig. 13(c, d) illustrates that the noticeable cause of similar frequent caching operations is made by EPC due to its high-level usage of caches, which reinforces content redundancy. PBPC reduces the redundant content at multiple locations due to its nature of caching content near consumers. RPC performs better than EPC and PBPC because of its random nature of caching content, which increases the availability of diverse caching operations and reduces the replication of similar contents. Except for EPC, both PBPC and RPC show lower redundancy within large cache sizes. On the other hand, dynamic probabilistic caching strategies perform slightly differently because all the dynamic strategies have the same caching structure. However, ProXCache performs better than other compared strategies because its structure is changed which provides an improved method to enhance the caching mechanism that decreases content redundancy. Conversely, ProXCache shows a low level of homogeneity due to its proxy positions.
C. CONTENT DIVERSITY
The ratios of different sets of content accumulate in network caches. Different types of content need to be stored in a cache to increase content diversity. Diversity can be calculated as
where V is the total number of nodes within the network, V v=1 v represents the unique content X at the n routers, and N v=1 C v shows the cache of all the Cv routers. The intention of this probabilistic caching scenario is to minimize the high amount of homogeneous content replication in caches to accommodate the newly interested miscellaneous content. Moreover, the replication of similar content increases the replication of content that causes network congestion and high traffic. In addition, it diminishes the accommodation for heterogeneity [82] . On the other hand, diversity reduces the gigantic amount of content replicas that heighten the amount of heterogeneous content. Moreover, diversity identifies the distinctive content caching on discriminatory nodes and provides the ratio between the amount of unique and similar content accommodated at the same cache location. The FIX strategies perform better than the dynamic probabilistic strategies because dynamic strategies need to perform extra functionalities to make caching decisions, which increases communication overhead. Therefore, FIX seems to be better in performance, as shown in Fig. 13(e, f) .
D. STRETCH
Stretch can be defined as the number of hops (routers) needed to be covered by a consumer's Interest between source (where the hit occurs) and consumer. When a consumer sends Interests for some content, the Interest needs to be covered by a number of hops to reach the source for the required content. Sometimes, the Interest finds a copy of the required content from any of the routers that appear on the path; otherwise, the Interest has to go to the server, which increases the average cost. Therefore, these caching strategies try to reduce the maximum number of hops between source and consumer. The stretch can be calculated as
Hop − traveled represents the number of hops between consumer and source (where the cache hits occur),
Total − Hop is the total number of hops (between consumer and the server), and R is the total number of Interests issued by the consumer. FIX strategies show lower stretch than dynamic strategies because dynamic strategies support the similar content's replications, which decrease the amount of free cache space to accommodate new content. All consumer Interests need to be forwarded to the main sources, which enlarges the distance between consumer and source. Therefore, FIX performs better than dynamic probabilistic strategies, as demonstrated in Fig. 13 (g, h) . 
VI. ANALYSIS AND DISCUSSION
In Table 2 , a number of CCN probabilistic caching strategies have been developed and examined in testing environment through different criteria. The EPC CCN caching mechanism was proposed to increase the data availability near the consumers [83] . This mechanism supports the redundancy that increases the utilization of resources unnecessarily that caused the large number of caching and eviction operations and reduce the cache space for incoming content, due to which the stretch is maximize because new Interests need to forward to the main source due to less priority to cache most popular contents nearest the interested consumers. Moreover, it supports the content homogeneity that decreases the amount of diverse contents within the cache of the node and consequently the utilization of resources is exploiting. In addition, the simulation results also proves these issues in Fig. 13(a) and it shows the same effects for different caches sizes [58] .
The PBPC performs well than EPC because of its content caching structure. It decreases the distance for the subsequent Interests that results high performance in terms of caching gain, stretch, diversity and redundancy, but some issues are still exists in this caching structure, For example, the content will cache at all the node alongside the data downloading path when the path length is very small, which maximize the redundancy, usage of resources (i.e., cache) and it will reduce diversity as well as cache hit when the cache is overflow. The RPC executed the better results to achieve high cache hit, diversity and low stretch. Moreover, it also performs better in terms stretch because its caching operation is done according to free cache space. Suppose, the interested content will cache near the consumer because it has more chance to get free cache at the edge nodes its random nature of caching operations. Therefore, it reduces the stretch and diversity and heightens the hit rate for the subsequent Interests.
ProbCache provides fair allocation of resources along the delivery path amongst disseminated contents but it has no any content distinction, updating of Interest and content reply packets (computational overhead) arbitrary description of parameters [58] . This strategy does not succeeds to provide any compensation which proves that it does not get done its goals [60] . Both fixed and dynamic probabilistic caching endeavor to diminish the content redundancy but the redundancy still exist. The dynamic probabilistic strategies established a new attribute Ttw which is used to determine a particular time interval to cache content alongside the data path but it reinforce the content eviction rate. Fixed probabilistic caching strategies have low overhead but there is no any cooperation amongst the nodes which maximize the redundancy and enlarge the consumption of the resources. Random probabilistic cache scheme introduced simplicity and low overhead but it does not have any content as well as position distinction and it deliver unpredictable nature [65] , [66] . ProbCache and ProbCache+ aim to tackle the problems related to the inefficient usage of the resources in a different way. They share the resources (cache) fairly among the contents but these strategies seem to be unable to achieve their goals completely [31] .
Both caching strategies introduce a number of parameters that have no any content distinction and need to set these parameters arbitrarily. Both strategies additionally need to update the consumer Interests and contents in the form of TSI and TSB that increase the computational cost and memory consumption within the all routers. Moreover, these caching strategies introduce the Ttw by using a special variable that M. A. Naeem et al.: Performances of Probabilistic Caching Strategies in Content Centric Networking also increases the computational cost. In addition, these strategies have no any distinction about the cached contents and there is no criterion to handle the frequently Interested contents [77] . Both strategies perform slightly different in simulation environment and they did not improve the overall caching performance as compare to the fixed probabilistic strategies. The hope based caching was developed to enhance the performance of edge caching by pushing the contents near to the consumers and cache it for a particular time. HPC introduced a new factor MRT that is used to specify the time to cache a content along the path which increase the usage of the resources. Although, mean values do not establish any metric in that case if the distribution function of the contents is neither normal nor uniform [70] . It also keeps the high level of content redundancy that increases the amount of homogeneous caching operation that results the diversity is reduce. Moreover, the similar caching operations reduce the hit rate due to the small amount of cache space because it does not accommodate the diverse number of content. ProXCache caching scheme has benefits related to the useful information and this mechanism works like a server that prevents the network from harm data [18] . It reduces the content redundancy and increase the content diversity through implementation of proxy positions. Moreover, this mechanism is capable to reduce the caching and eviction operations that minimize the resource consumption and increase the usability of popular contents.
Similarly, in simulation environment it implements decent results in terms to improve the hit rate, diversity, stretch and content redundancy. But, there is no any criterion to handle the redundant caching operation when the stretch path is very small as shown in Figure 12 . Regarding this, it cannot stop the homogeneous caching operation, which caused the high redundancy and stretch. Moreover, it will reduce the free cache space to putt the diverse contents closer to the consumers to improve the cache hit ratio.
VII. CONCLUSION
As the IP network paradigm progressively moves from hostcentric location based communication to receiver-driven content reclamation, a number of Content Centric Networking architectures have newly been projected. These architectures are going to make available aboriginal architectural support for extremely proficient and scalable content reclamation and to resolve the traffic explosion problem. In CCN network architecture, transparent and ubiquitous cache is an essential building block that promises efficient content retrieval. To summarize, CCN is a comparatively innovative research area for the Internet communications. In this paper, we first give some details about CCN architecture and its caching module after that several caching mechanisms are investigated. Moreover, CCN caching strategies are surveyed on the basis of basic caching performance metric such as; content redundancy, content diversity, stretch and cache hit ratio. In this survey, a number of probabilistic caching mechanisms are illustrated with graphical representation (architectures and simulations) as well as their advantages and disadvantages. All of them emphasize to perform better cache utilization in term of content redundancy and availability of desired data. However, there are several issues still exit in all mentioned probabilistic caching strategies. As a result, we can say that the research on CCN caching is still in its premature stage. There are a variety of technical and theoretical issues to be addressed.
