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1. はじめに
実験経済学1)では、売り手と買い手とに分かれた売買実験を通して、市場での価格形成過程を再
現している。この実験では、売り手および買い手としての参加者は独立に意思決定しており、その
ような個別の売買行動によって、予め計画された理論的な競争均衡への到達可能性を実際に調べる
ことができる。この実験に用いられるのはDoubleAuction と呼ばれる販売価格と買取価格との双方
を逐次提示してゆく市場であり、売り手と買い手はその双方の価格変動に基づいて市場動向を察知
して行動することになる2)。
実験室での経済実験では、理論モデルと現実の経済環境との差異を示唆するような多くの有益な
実験結果がこれまでに得られており、経済学の領域における実証研究の一つの分野として確立され
つつある3)。しかし、これらの実験結果を用いて売買行動の分析を行うには、実験変数として設定で
きない要素がまだ多く存在するのが現状である。特にこれらの実験においては、被験者の実験への
参加態度や参加者数などが実験結果へ及ぼす影響を無視することができず、被験者の実験に対する
理解度や知識の有無も結果を左右する可能性がある。この被験者の売買行動の一部および全部をシ
ミュレーションによって実現することができれば、それらの変数をある程度特定した理想的な実験
環境を構築できるものと考えられる。これによって、市場での売買行動の理解を深めることが可能
になるばかりでなく、より詳細なレベルでの市場行動分析も可能になると考えられる。さらに、実
験に必要な参加者のトレーニングに用いたり、電子市場実験ネットワークシステム4)上に組み込む
ことで、不足している実験参加者の代替を勤めさせられることも可能となると考えられる。
以上のような背景に基づき、本論文では実験市場での売買行動をシミュレートするためのモデル
を提案し、それに基づいて実装されたシステムによる実験を通してシミュレーションの可否を議論
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す る。
2 ．モ デ ル の基 本 的枠 組 み
このシ ミュレーションモデルは、行動 シミュレ ーションモデルParadise の枠 組みを用い て構築さ
れた。Paradise は動物やロボットな どの知的行動体の行動をシ ミュレーションするために提案され
たモデルである。この基本的概念は、個々の行動体がその周囲にある環境を知 覚し、次の行動を個
別 に決定して行動し、それぞれの行動が環境変化 につながるとい う分散意思決定問題のシミュレー
ションモデルである。このモデルはこれまで魚の群 の行動や車の渋滞などのシ ミュレーションに用
いられた5)。 し
シミュレーションを行 うには、各Agent が取得できる情報の形式化と、意思決定すべき行動、その
行動に よって生ずる情報の形式化が必要とされる。このモデルでは、図1 に示 す ように売 り手／買
い手（Seller／Buyer ）Agent はCommunicationChannel であるStatusBoard を通して得られる情報
を認識し、状況判断して、次の行動を決定する能動的な行動体であるとし た。売 り手Agent は「売
り」、「売値提示」、「模様眺め」、買い手Agent は 「買い」、「買値提示」、「模様眺め」とい う行動決定
し、［模様眺め］以外の場合はその行動を情報 として競売人(Auctioneer ）Agent が 参照 してい るCommunicationChannel
であるMessagePoo1 に提示す る。
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図1 シミュレーションモデ ル
競売人Agent は売り手Agent 、買い手Agent が提示した意思決定情報を取捨選択して、現在の市
場情報を更新し、全ての売り手と買い手のAgent が参照しているStatusBoard に最新の市場情報と
して提示する。このシミュレーションモデルでは、以上のような手順で通常のDoubleAuction と同
様に市場価格が形成される。
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3.Agent の基本行動
売り手／買い手Agent は基本的に図2 に示したように行動する。まず、各Agent はStatusBoard
の情報を参照して現在の市場の状況を知り、次の行動を決定する。何もしない場合以外は、各Agent
は意思決定情報をMessagePoo1 へ送る。買い手Agent は基本的には売り手Agent と同様な行動を
するので、図2 には売り于Agent の例だけを示している。StatusBoard
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競売人Agent は図2b ）に示すようにMessagePoo1 から各Agent の意思決定情報を選択してStatusBoard
の情報を更新する。情報の選択に際して、まず各Agent の意思情報が現在の市場状況
に対して適正かどうかを評価する。次に「売り」または［買い］の情報を優先的に選択して取引を
成立させるが、多数あった場合はその中から一つをランダムに選択する。売り買い情報がない場合、
販売提示価格(Ask ）の最安値と購入提示価格（Bid）の最高値を選択して、それぞれの価格を更新
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する。参照できる情報が一つもない場合、市場情報は更新されなし
4 。売り手／買い手Agent の行動決定アルゴリズム
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図3 意 思 決 定 ア ル ゴ リズ ム
売り手／買い手Agent は参照している市場の購入提示価格(BiddingValue ）と販売提示価格
（AskingValue ）の動向、それぞれの希望価格、コストまたは資金を基本情報として図3 に示した
アルゴリズムを用いて行動を決める。
図3 に示したように各Agent は行動決定のために以下の関数を用いている。1
）契約価格の推定関数
2）推定契約価格CV の受け入れ判断関数3
）新しいBidding／Asking 価格の決定関数
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n 契約価格の推定関数
ある時刻t における契約価格の推定値CV （t ）は、市場の開始からその時刻t までのAskingValueAV
（t ）とBiddingValueBV （t ）を用いて基本的には（1 － い で計算される。CV （t)
はh （k ）が示すようにAskingValue とBiddingValue が市場に出そろうまでは値O をとる。また
契約に至った場合は、新しいAV とBV が提示されるまでCV ぱ変化しない。
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（1 －1 ）に過去の契約価格が推定値に反映されるよう変更した式が（1 －2 ）である。（1 －2
）では常に過去の契約値が重みとして加えられる。そのため、Priod開始時に は過去の契約値に
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よって推定契約値を算出することとなるが、Priod時刻の経過と共にその影響は小さくなる。また、
過去の契約値はL 個まで記憶可能で、L ＝O の場合は（1 －1 ）と同等である。この記憶ぱFIFO
で、契約回数がL 回を上回った場合は古い物から順に新しい物に置き換えられる。
2 ）推定契約価格CV の受け入れ判断関数
売り手Agent がCV の受け入れを判断する関数は、（2 －↓）に示したように、大きく3 つのタイ
プに分類できる。
（1）CV が希望価格以上の場合
（2）CV がコストより大きく、希望価格より小さい場合
（3）CV がコスト以下の場合
p.(acceptable＼CV)＝l,ifCV>RV.PJacceptable
・ICV) ＝F(CV),ifcost,<CV<? ‰p.(acceptableICV)=0,ifcv
！CO 鴫
(2-1)
売り手Agent は（1）の場合は、常にそ のCV を受け入れ、それと反対に（3) の場合は常に拒否する。
しかし、（2）の場合は確率関数F （CV ）に従って判断する。F （CV ）は（2 －2 ）に示すような分
布を持つ確率関数であり、この分布に従って生成される乱数がCV 以下の場合には受け入 れ、そ う
でなければ受け 入れは拒否と判断される。
F(x) ＝P.(X<x) ＝P(cost<X<x)
゛/
しp
西)duifx ＜RV,(2-2)cost!
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この確率密度関数べ2 －3 ）は正規分布に従っているが、乱数としてはその関数が生成する値の
絶対値を用いているため、このような形をしている。売り手の受け入れ判断確率は、その希望価格
と推定契約価格によって決まる。
買い手Agent がCV を受け入れる可能性は（2 －4 ）に示したように売り手Agent と反対であり、
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CV が希望価格以下の場合は常に受け入れ、持ち金より大きい場合は常に拒否する。そして、希望
価格と持ち金の間に位置する時は希望価格に近い方から、つまり価格の低い方から順次可能性が低
くなって行く。
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3）新しいBidding／Asking 価格の決定関数
新しい提示価格の決定は図4 に示したように市場の状況によって以下の4 つのヶ－スに分類でき
る。
① 手探り状態
（2）主導権の取得（希望価格より有利な値段での）
（3）主導権の取得（希望価格より不利な値段での）
（4）契約への歩み寄り
次の提示価格xを決定する式F(x)=
翫χ< χ)＝P(M<X<x)
式
ヽ(“)dUifx<L(3-1)DF
うU
DF ＝
£ 一河 (3 －3)
4
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売り手側
ケース1 ：手探り状態L
＝Ma χvalue.M ＝RVpel
（χ）＝1 －ppr （x ）
ケース2: 主導権争い（希望価格以上で）L
＝AV ，M ＝RVpel
（χ）＝ppr （x ）
ケース3: 主導権争い（希望価格以下で）L
＝AV ，M ＝CVpel
（x ）＝ppr （χ）
ケース4 ：契約への歩 み寄りL
＝AV,M ＝RVpel
（x ）=1 －ppr （x ）
買い手側
手探り状態L
＝RV ，M ＝0pel
（x ）＝ppr （x ）
主導権争い（希望価格以下で）L
ニRV ，M ＝BVpel
（x ン ＝i －ppr （x ）
主導権争い（希望価格以上で）L
＝CV,M こBVpel
（x ）＝1 －ppr （x ）
契約への歩み寄りL
＝RV ，M ＝BVpel
（x ）=ppr （χ）
売り手Agent （図4a) で考えてみると、誰も販売価格を提示していない場合は、まヽず手探り状
態で販売価格を提示する（ケース1 ）。これは自分の希望価格に近く、希望価格より高い価格とする。
誰かが販売価格を提示していても、誰も買取価格を提示してト ない場合、AskingValue と希望価格
の間でAskingValue に近い価格を提示する（ケ＝ス2 ）。AskingValue もBiddingValue も提示され
ている場合は、推定契約価格CV と希望価格とに基づいて判断される。CV が希望価格より低い場合
は、AskingValue とCV との間でAskingValue に近い価格を提示する（ケース4 ）が、そうでなけれ
ばCV と希望価格の間で希望価格に近い価格を提示する（ケース3 ）。後者 は、現 在のAskingValue
の動向と比較して大胆な価格設定であるが、希望価格以上で取り引きされる可能性が高い行
動である。買い手Agent は売り手Agent と同様に図4b に示したパターンで価格を提示する。
プ ニ
a) 売り手側
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C二)ProcessorConditionC
二二二二二)Nextbehavior
b ）買い手側
図4 次の提示価格の決定手順
5. シ ミュレーション
以上述べてきたモデルに基づいて、シミュレーションプログラムを実装した。これはC++ で記述
されており、IBM －PC 及びその互換機のMS-DOS 上と、SunOS 及びsystemV のXwindow 上で動
作する。現在、使用するノモリ量の関係で、MS-DOS 上では売り手／買い手がそれぞれlOAgent ず
つのシミュレーションが可能である。Xwindow 上では、それぞれlOOAgent ずつのシミュレーショ
ンまで現在動作確認をしている。
現在のシミュレーションでは各Agent ぱコスト／持ち金、希望価格は異なるものの、意思決定に
は個性を持たせず、同じ意思決定関数を使ってト る。希望価格はシミュレーション開始時にコスト
／持ち金に基づいて一様乱数で決められる。しかし、希望価格は時間経過に伴ってある値に集束す
るものと考えられるので、その変更戦略を組み込んでいる。
この戦略には2 通りの方法が必要ある。1)1Priod
内での一時的な価格変更2)1Priod
終了後の価格変更
RV(t) ＝
RV(O) ■(pl-t)＋CV(t)・t
pi
RV^(O)＝
川ノ。。1(O)＋2・CVL
3 ifn ＞l
則
(4-1)
(4-2)
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1 ）の変更が実施されない場合、各Agent はそのPriodの間妥協しないので、最初の数Priodにお
ける契約成立数が少なくなる。また、Priod内で時間経過に伴い、契約成立数が極端に少なくなる。
このような問題を回避するために（4 －1 ）に示したように希望価格を時間と共に推定契約価格に
近づけている。2
）の変更が実施されない場合、市場価格は集束しない。しかし、この値が偏って設定された場
合、市場取引価格に偏りが生じてしまうので、その変更には注意が必要である。このシミュレー
ションでは各Priod 終了時にPriod 全体を通した推定契約価格CVL を算出して、（4 －2 ）を用い
てCVL に近い値を採るように調整しでいる。
本来は、これらの戦略は各Agent の個性として設定される項目であると考えられる。しかし、現
在はまだDoubleAuction のシミュレーシ3V 可能性を探る段階であるため、一様としている。
6.Agent 間の メッセージ伝達遅延につい て ト
このシミュレーションモデルは現在は単一CPU 計算機上に実装されており、各Agent はシミュ
レーション時間に沿っ七逐次処理されている。しかし、このモデルは基本的に各Agent 毎の分散並
列処理が可能であり、通信情報型式の整合によって現在の電子市場実験システムへの組み込むこと
ができる。これによって以下のようなメリットが期待できる1
）将来の大規模かつ複雑な意思決定を伴う処理能力が確保し易い2
）シミュレータを使った実験体験により、初心者の実験参加が容易になる3)
意思決定基準を予め定めたシミュレータを混在させた実験が可能になる4
）行動パターンの学習機構を実装し、ある特定の被験者をネットワークを通して観察できれば
その被験者の行動パターンをシミュレートできる可能性がある
以上のような観点から分散並列処理を前提として、CommunicationChannel を通した情報伝達に
遅延が生ずることを考慮した実装をした。但し、先述したように、現在は逐次処理のため、情報発
信から市場情報の更新までに要する時間は常に4 クロックどなっている。
7 ．結論および今後 の課題
シミュレーションの結果、実際のDoubleAuction の実験と同様の動作を再現できることが確認さ
れた。また、希望価格が市場価格を決定する重要な要因であるならば、それを恣意的に高く設定す
ることによって、バブル市場や価格規制環境下での価格変化シミュレーション、さらにはそのよう
な状況に至る行動要因の分析も可能になると考えられる。
さらに、今後の課題としては次のような問題点を考える必要がある。
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1）現在のプログラムは取引量を扱うことができない2
）現在のプログラムは一回の取り引きが決定した時点で新たに取り引きが開始される3
）現在のプログラムはネットワークに対応していない
現在のプログラムは実装機器に搭載された記憶容量の許す範囲で実験参加者数を増やすことがで
きる。しかし、もしネットワーク上のマシンへこのシミュレータが実装できれば、電子市場を構築
する実験ネットワークシステム上のマシンを実験参加者の一部として用いることができる。そのた
め、実際の実験に際して熟練した実験参加者の不足を補うことができると考えられる。また、実験
中にある特定の市場行動をさせることによって、特定の環境変化に伴う市場価格の変化などを容易
に実験することが可能となると考えられる。
また、市場規模に対して参加者が多すぎる場合、可能な参加者すべてが取引できる状態でぱない
ため、需要供給バランスは崩れてしまうことがシミュレートできた。しかし、ごの価格推移も一様
ではなく、今後の重要な調査研究課題の一つであるといえる。
注
1 ）実験経済学については、文献［U［2］などにその基本概念や考え方、これまでの発展過程を詳しく見ること
ができる。2
）DoubleAuction の例としては外国為替相場にその例を見ることができる。3
）1995年9 月13日～19日の日本経済新聞「やさしい経済学」（西條辰義）参照。4
）米国カリフォルニア工科大学やミネソタ大学などでは、ネットワーク化されたPC 上に電子的な取引市場
を作り出すソフトウェアを構築し、配布している。特にカリフォルニア工科大学のプログラムには外部の
ソフトウェアから販売行動を制御するためのインターフェ■―スを備えている［3］。5
）文献［4甘5］に行動シミュレーション例が詳しく記述されている。
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