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ABSTRACT 
Gas separation is a key process in many industrial and scientific applications.  Energy and 
environmental related applications such as CO2 separation from N2 in post-combustion carbon 
dioxide capture or H2 in pre-combustion carbon capture; hydrogen production from syngas and 
natural gas processing, are examples of industrial applications. The separation efficiency is vital 
to justify the economic and environmental costs of alternative approaches. However, the overall 
efficacy of such solutions lies in the availability of materials with superior gas separation 
performance. Solid adsorbents and membrane separation are two methods that have witnessed 
an exponential development due to the advancement of nanotechnology. Nanotechnology makes 
it possible to tailor the structures of materials at the nano-scale to improve adsorption capacity, 
membrane selectivity and permeability. Graphene and other carbon-based materials are the most 
commonly studied nanomaterials for such applications. However, other graphene-like, atomically 
thin, layered materials and other carbon-based low dimensional materials can be suitable 
candidates as nano-adsorbents or membranes due to their inherent structural similarities to 
graphene, thus potentially sharing similar integral advantages. 
The main aim of this thesis is to study the effectiveness of selective adsorption, membrane 
separation and adsorptive membrane separation by low dimensional nanomaterials, specifically 
focusing on hydrogen purification and carbon dioxide capture, which are the pre-dominant gas 
separation applications related to energy production. We use first-principles quantum 
mechanical simulations and classical molecular dynamics simulations, or a combination of both, 
to study the gas separation behaviour of these materials. This thesis especially focuses on the low 
dimensional nanomaterials: boron doped fullerenes as a carbon dioxide adsorbent, and porous 
hexagonal boron nitride membranes and graphitic carbon nitrides (C3N4 and C2N), as H2 
purification membranes from CO2 and CH4 and, CO2 separation membranes from N2 and CH4. 
Furthermore, the applicability of nanomaterials tuning techniques: structural tuning, charge 
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tuning and mechanical tuning for increasing the separation performance or altering the 
selectivity in the application is evaluated.  
The first principles DFT simulations on adsorption capacity have shown that boron doping on 
pristine C60 fullerene, coupled with charge tuning, increases its CO2 adsorption ability. The study 
reveals that the BC59 fullerene structure with an introduced electron has superior binding energy 
with CO2. Most importantly, the study shows that the introduction of a charge field has negligible 
effects on the N2 and CH4 binding characteristics, indicating the applicability in carbon dioxide 
capture.  
The membrane separation studies of porous h-BN with various pore structures show that certain 
pore openings are capable of purifying H2 from gas mixtures containing CO2, N2 and CH4. The 
membrane was subjected to external biaxial strain values of 2.5 and 5% and the gas permeation 
behaviour was evaluated. This study reveals that not only altering the structural characteristics 
of the pore opening, but also strain tuning can be used to alter or improve the separation 
behaviour of the membranes. Overall, this study, which evaluates both pure gas systems and 
binary gas mixtures, reveals that the gas selectivity and permeability characteristics are 
influenced by a combination of the size exclusion properties of the pore opening and the chemical 
affinity due to selective adsorption of certain gas molecules. 
Studies of gas permeability of graphitic carbon nitride materials reveal, strained g-C3N4 
monolayers can be effectively used in H2 purification from CO2 and CH4.  A combination of MD and 
DFT studies shows that the low H2 permeability across a g-C3N4 monolayer membrane under 
neutral conditions can be drastically improved by subjecting the monolayer to minor biaxial 
strains as low as 2.5 and 5%, which is much superior to improvements that can be obtained from 
the conventional method of increasing feed side pressure. Most importantly, the induced strain 
does not compromise the CO2 and CH4 impermeability. A study of 2-D C2N shows that the 
structure under neutral conditions is impermeable to all the gas molecules studied. However, 
under 5% strain this membrane can selectively separate H2 and CO2 from N2 and CH4. 
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Interestingly, while size exclusion properties of the membrane make it impermeable to N2 and 
CH4 with larger kinetic diameters, the CO2 gas that is larger than H2 has a higher permeability due 
to the selective adsorption of the CO2 molecule at the pore. These observations of MD simulations 
are further confirmed by the DFT simulations. 
Overall, this work shows that the studied low dimensional carbon based and carbon like 
nanomaterials can be used in effectively separating H2 and/or CO2 from mixtures with CH4 and 
N2. The study further demonstrates how chemical affinity and size exclusion behaviour of the 
adsorbents and membrane materials can be manipulated to achieve the targeted separation and 
match the application via charge, strain or structure tuning.  
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CHAPTER 1 INTRODUCTION 
This chapter outlines the background and the hypothesis of this research, its objectives, the 
significance and importance of the study. Section 1.1 introduces the research background, next 
section 1.2 outlines the research problem, where section 1.3 presents the objectives of this 
research, and section 1.4 describes the significance and the contribution of this research. Finally, 
section 1.5 gives a brief overview of the thesis, and section 1.6 presents the developed framework 
of the research. 
1.1 RESEARCH BACKGROUND 
Nanotechnology is the manipulation of matter on an atomic and molecular level. The bottom-up 
approach involves assembly of atoms and molecules in to precise structures with explicit 
functions to meet specific requirements. The ability to manipulate matter at atomic level has 
opened up a completely new array of possibilities. Motivated by recent advances in many fields 
owing to nanotechnology, which offers precise molecular tuning to match the expected outcome, 
this study aims to exploit this ability to further industrial gas separation techniques, specifically 
targeting gas purification for cleaner energy production. 
Despite growing interest in environmental sustainability, continuous dependence on fossil fuel 
combustion has increased atmospheric carbon dioxide concentrations beyond natural limits over 
the last two centuries. Among the greenhouse gases, carbon dioxide is the primary pollutant gas 
due to large number of annual emission where fossil fuel combustion accounts for 60%  of the 
total carbon dioxide emissions by human activity [1].  The atmospheric CO2 concentration has 
changed from 278ppm in 1750 to 390.5ppm in 2011, which is an increase of about 40%.  Each 
year, 29 Gt of CO2 is released to the atmosphere which is 85% of the total greenhouse gas 
emissions [2].  Accepted international standards state that the cumulative emission for the 2000-
2050 period should not exceed 1500 billion tonnes, to limit the global temperature rise to 2℃ 
above pre-industrial times. However, the current global CO2 emission trends shows that 
cumulative emission will surpass the target within the next two decades [3]. 
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To address the continuing increase of atmospheric CO2 levels, the preferred approach is to replace 
fossil fuels with alternative cleaner energy sources or to make fossil fuel energy more efficient 
and cleaner. Especially, switching towards energy sources with greater efficiency can address the 
global climatic crisis in the long term. Hydrogen as an energy source offers a superior and more 
attractive alternative to conventional fossil fuel combustion, owing to its high energy density  [4], 
higher energy conversion efficiency and its environmental friendly nature [5]. Hydrogen burned 
with oxygen releases energy, which can be utilized with more efficiency, emitting only water as a 
waste product. Hydrogen energy is commonly found in applications of fuel cells, power vehicles, 
internal combustion engines, and spacecraft. Current H2 production methods include, steam-
methane reforming, coal gasification, water-electrolysis etc. [6]. Irrespective of the production 
method, a critical step common to every method is a hydrogen purification step from a mixture 
of gases.  
Regardless the continuous attempts to move towards sustainable energy generation, fossil fuel 
combustion continues to be the main source of electricity [2], releasing CO2  to the atmosphere. 
Therefore carbon dioxide capture and storage (CCS) technologies have also  gained the interest 
of many researchers [7] as a solution to limit the amounts of CO2 released to the atmosphere. This 
technology offers a reasonable midterm solution to the continuous increase of atmospheric CO2 
concentrations. Capturing CO2 from the exhaust of a power plant where the CO2 concentration is 
12 mol% is much more efficient than in direct air capture (DAC) where the CO2 concentration is 
as low as 0.039 mol%. On average, 11000 tons of CO2 is emitted by a 500MW power plant per day 
[8]. The existing coal fired power plants emit about 2 billion tons of CO2 per year [9]. Considering 
these factors, power plants are the most efficient candidate to implement CCS technology. 
Therefore CO2 capture technologies that can be  retrofitted to existing power plants and designed 
into new plants with 90% of CO2 captured and stored, while limiting the increase in total cost of 
electricity generation to no more than 35% [10] are of significant importance. 
The most widely used methods for gas separation in industrial applications are cryogenic 
distillation, solid absorption and stripping by chemical based solvents. The main drawback of 
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these methods is the high energy consumption [7]. Especially in post-combustion carbon capture, 
amine based solvent absorption is the most commonly used method, which consumes high 
amounts of energy to regenerate the solvent. This has driven many researchers to look for 
alternative types of technologies. Nanomaterials that boast size controlled properties such as 
adsorption capacities, selectivity, and high surface area have gained much attention due to these 
inherent favourable characteristics.  
Among numerous gas separation techniques, membrane separation is regarded as superior, due 
to its intrinsic low energy requirements, simple operation [11] and higher tunability. Membrane 
technology for gas separation mainly exploits the difference in molecular size between the 
targeted gas and other mixture gases. Among various membrane types, such as polymeric [12], 
inorganic [13-15], and hybrid types [16]; graphene and graphene-like two-dimensional 
membranes have attracted greater interest due to their atomic thickness. A membrane’s 
performance is measured by its selectivity and permeability, which normally shows inversely 
proportional behaviour to each other. Atomically thin single layer 2D material, which has the 
ultimate thinness, is known to exceed this limitation. Therefore, porous graphene [17-25]  and 
graphene-like materials such as graphynes [26, 27], graphitic carbon nitrides [28, 29] have been 
explored for gas separation applications.  
Similarly, adsorption is considered as an energy efficient method in gas separation applications. 
The desorption and the adsorbent regeneration steps is less energy intensive compared to the 
absorption process. Similar in membrane separation applications, low dimensional graphene and 
graphene-like nanomaterials offer a superior alternative to conventional adsorbent materials due 
to their chemical tunability for targeted gas adsorption,  larger surface area for high efficiency, 
and excellent chemical and mechanical stability [30, 31], which facilitates cyclic use in industrial 
conditions. 
As with graphene, other graphene-like materials such as boron nitride; carbon nitrides; 
phosphorene; MoS2 and other similar transition metal dichalcogenides; and low dimensional 
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carbon allotropes such as fullerene, carbon nanotubes, graphyne etc. have gained much attention. 
These nanomaterials potentially have tuneable size controlled properties that could precisely 
match intended applications. It is therefore possible to tailor adsorption capacities, selectivity, 
and high surface area in the case of solid adsorbents. On the other hand, tailoring the pore size, 
shape or chemical affinity, enable the preferential passage of specific gas species through a 
membrane while rejecting the rest of the species in the mixture.  
1.2 RESEARCH PROBLEM  
Gas separation is a vital step in many industrial processes. Hydrogen purification for hydrogen 
production as an energy source, or removal of CO2 from the flue gas stream are two common 
instances that require a particular gas to be separated from a gaseous mixture. Adsorption 
separation and membrane separation are two preferred gas separation methods. Especially low 
dimensional carbon-based nanomaterials and other analogous materials have proven to be 
promising candidates for use in membrane and adsorption separation technologies. Many nano-
adsorbent and nano-membrane based studies are largely concentrated on graphene-based 
materials, where significant work is still expected. Using other low-dimensional carbon-based 
materials and graphene-like nanomaterials in industrial gas separation applications for cleaner 
energy production offers significant prospects too. However, the studies on how tunability of 
nanomaterials can be exploited to advance the separation efficiencies of nano-membranes and 
adsorbents are limited. While the majority of the limited studies are devoted to chemical tuning, 
other tuning approaches, such as charge tuning and mechanical tuning for improving adsorbent 
performance, size exclusion and chemical affinity, are scarce. Based on these, this thesis attempts 
to answer the following questions: 
 What low dimensional carbon-based and graphene-like materials can be effective gas 
separation adsorbents or membranes, especially targeting CO2 separation and H2 
purification in applications related to cleaner energy generation? 
 What novel techniques can be explored to ‘tune’ these materials beyond conventional 
means to precisely match the targeted application, i.e. to separate the exact gas molecules 
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from a gaseous mixture; to improve the separation efficiencies and to improve operational 
productivities? 
1.3 RESEARCH AIMS AND OBJECTIVES 
The main aim of this thesis is to explore and evaluate the gas-separation capability of low 
dimensional nanomaterials for selective adsorption, membrane separation, and adsorptive 
membrane separation using first-principles quantum mechanical simulations and classical 
molecular dynamics simulations or a combination of both. This research focuses on hydrogen 
separation from carbon dioxide and methane, which finds applications in H2 production as an 
energy source, and pre-combustion carbon capture1 for controlling carbon dioxide emission from 
fossil fuel combustion; and carbon dioxide separation from nitrogen, and methane significant in 
flue gas purification and natural gas sweetening, respectively. Furthermore, the research 
evaluates possible novel techniques to enhance the separation properties and efficiency of the 
studied low dimensional nanomaterials by focusing on tuning the materials with three 
approaches: chemical tuning, charge tuning and mechanical tuning. The major specific objectives 
of this research were: 
 To study the selective CO2 adsorptive behaviour over N2 and CH4 of boron-doped 
fullerenes, which has excellent thermal and structural stability. The study evaluated the 
effects of altering the charge state of the system on the selective CO2 adsorption. First-
principles DFT simulations, with a suitable solving technique were used to simulate and 
analyse the chemical and/or van der Waals interactions, and charge transfer between 
molecules 
 To evaluate CO2/ N2, CO2/CH4, H2/CO2 and H2/CH4 separation capability of two-
dimensional single layer boron nitride membranes with introduced sub-nanometre 
pores, for a number of pore structures and to establish how altering the chemical 
                                                             
1 pre-combustion carbon capture- this is a two step process where (i) the fuel is partially oxidised in a 
synthetic gas mixture (H2, CO and CO2) (ii) the CO2 is then separated from H2 which is fed as clean fuel. 
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structure can be used to tune the gas separation performance of the membrane. In 
addition, the study aims to evaluate the possibility of enhancing the gas separation 
performance or altering the selective trends of the membrane using mechanical tuning. 
Specifically, a study of the effectiveness of strain controlled mechanical alterations of the 
nanopore, to change and/or improve the membranes’ permeability and the targeted gas 
selectivity was included. A combination of ab initio DFT simulations and MD simulations 
were used for geometry optimisations and gas permeability study respectively.  
 To evaluate the capability of atomically thin, graphitic carbon nitride (g-C3N4) monolayers 
for H2 purification from gaseous mixtures of CO2 and/or CH4 using a combination of DFT 
and MD simulations. In addition, the effects of altering the operation conditions, 
specifically the effects of system pressure on the separation efficiency and the effects of 
external biaxial strain on the membrane’s performance were evaluated. 
 To evaluate the H2 purification and CO2 capture from N2 and CH4 by 2D-C2N membranes. 
As in the previous study, the possibility of improving the membranes performance by 
strain tuning was explored. A combination of ab initio DFT simulations and classical MD 
simulations were used to achieve this objective and explain the research findings.  
 To establish an understanding of the relationships between the different gas molecules 
and the separation material; and the inherent properties of the nanomaterials which 
contribute, or hinder superior gas separation, which can be a benchmark in predicting the 
gas separation capabilities of other similar materials, or a factor in design and synthesis 
of novel materials. 
1.4 SIGNIFICANCE AND CONTRIBUTIONS  
From the first-principles DFT simulations and molecular dynamics (MD) simulations, on the 
targeted applications, the following distinctive contributions can be identified. 
 In this research, the effect of boron doping of fullerene to enhance interactions with CO2 is 
studied. Our studies show that doping fullerene with a single boron atom does not lead to 
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a significant increase in the CO2 adsorptivity. In the course of this study, it was found that 
adding an electron to the system causes CO2, which is a Lewis acid that prefers to accept 
electrons to bond with the BC59−1. These results predict a chemically and mechanically 
stable, adsorbent material for CO2 capture. They also give deeper understanding about the 
interaction of CO2 with B-C systems that can be the basis for future research. 
 Here, we present the gas separation behaviour of hexagonal boron nitride membranes 
with created pores. This study identifies which gases can be separated, the effects of 
various pore structures on the separation efficiencies and what characteristics of the pore 
structure affect the gas separation performance. The findings of this study benefit design 
of porous boron nitride membranes. The new knowledge garnered can be used to guide 
the design of similar membranes and predict the gas separation effects. It is anticipated 
that the research findings may foster deeper research interest in cheaper large-scale 
synthesis techniques to create precise pore openings with controlled size. 
 In this thesis, the gas separation characteristics of two graphene-like carbon nitride 
materials: C3N4 and C2N were studied. The study details how the physical and structural 
properties influence the membranes’ outstanding performance. This knowledge may 
directly benefit in applications of H2 and CO2 separation, and it may also motivate  further 
research in 2D carbon nitride materials 
 Here, we study how structural tuning (boron doping on C60 fullerene, pore structure of the 
boron nitride membrane), charge tuning and strain tuning can be used to improve gas 
membrane’s separation efficiency.  
 The simulation models and techniques used in this study should be applicable in future 
studies of similar interests. 
Overall, the reduction of greenhouse gases is becoming increasingly important. In 2004, the 
Australian government issued a White Paper on Energy outlining the national strategies for 
reducing greenhouse gas emissions.  The key strategies of the paper were the capture of CO2 from 
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stationary emissions and subsequent storage in geological reservoirs while gradually increasing 
the use of alternative energy sources including hydrogen. This research gives insights in to 
possible mechanisms for CO2 removal from flue gas and H2 purification in energy applications. 
The effectiveness of such approaches for reduction in greenhouse gas emissions rely on the 
efficiency in the processes, and this research presents separation techniques that have 
significantly high theoretical separation efficiencies. 
1.5 THESIS OUTLINE 
This section presents a brief outline of the chapters of this thesis.  
 In chapter 1, an introduction to the research was presented with a discussion of the 
research background and research context. It also detailed the aims and objectives, 
significance and contribution of the research and is followed by the graphical 
representation of the framework of the research 
 Chapter 2 presents a comprehensive literature review. This chapter is divided into two 
sections. The first section discusses membrane technology and current advances in this 
field. The second section details adsorption gas separation and a review of nano-
adsorbents and research findings in this area. 
 Chapter 3 introduces available simulation techniques, followed by a detailed presentation 
of the theoretical basics of ab initio DFT and classical MD simulations. A brief description 
of molecular sample preparation, simulation setup & settings are also introduced.  
 In Chapter 4, a theoretical study of CO2 separation from N2 and CH4 using boron doped C60 
fullerene is given. The chapter investigates the effects of altering the charge state of the 
system on separation efficiency.  
 In Chapter 5, a theoretical study of gas separation using porous boron nitride membranes 
is presented. The study details how different pore openings and strain affects the 
membrane separation efficacy to achieve H2/ CO2 and CH4 separation and CO2/N2 and CH4 
separation.  
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 Chapter 6 presents a theoretical study of g-C3N4 for H2 purification from CO2 and CH4. The 
chapter details the effects of strain tuning and feed pressure on membrane efficiency.  
 In chapter 7, a gas permeability study of C2N under strain is presented. It evaluates the 
effects of strain on gas permeability and how chemical characteristics of the membrane 
material affect the separation efficiency. It details the H2 and CO2 separation from CH4 
and/or N2.  
 Finally, in Chapter 8, the major conclusions of the research, limitations and 
recommendations for future work are presented.  
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1.6 FRAMEWORK OF THE RESEARCH 
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CHAPTER 2 LITERATURE REVIEW 
Gas separation is a common process found in many industrial applications. Various techniques 
exist for gas separation such as cryogenic distillation, stripping by chemical solvents, adsorption 
on solid adsorbents, membrane separation, etc. The commonly used conventional methods for 
gas separation are cryogenic distillation and chemical stripping with solvents. However, these 
methods have operational limitations,  for example, excessive energy consumption; operational 
limitations such as corrosion, foaming and chemical degradation; slow uptake rates; large 
equipment requirements [7]. Furthermore, in chemical stripping, an added energy intensive step 
to regenerate the solvent in downstream processing is required, which is caused by the strong 
chemical interactions between the amines (used as the chemical solvent) and CO2 gas. Cryogenic 
distillation especially in H2 production and CO2 capture is not considered due to the high-energy 
requirements and the low efficiency in separating dilute gas mixtures. This type of process is 
suitable for gas separation only in large-scale air separation applications such as oxygen, nitrogen 
and argon purification. 
Membrane separation offers an energy efficient alternative for gas separation compared to 
chemical separation by absorbents. This method does not require an energy intensive 
regeneration process [32] and the required pressure drop across the membrane to achieve 
separation, is low. The disadvantage of membrane separation for small sized gas purification is 
that the separation efficiency of traditional membranes is poor, where only a fraction of gas is 
recovered and that fraction suffers from lower purity [32]. Similarly, adsorption has a higher 
energy efficiency compared to other methods, since solid adsorbents do not bind gases as strong 
as chemical absorbents and therefore the desorption process is less energy intensive compared 
to the absorption process. As aforementioned, membrane separation and adsorption, processes 
can benefit immensely due to the advances made in nanotechnology. The ability to design 
materials to target the focus gas species can improve the separation efficiency tremendously. The 
literature review of this thesis is divided to two sections; gas separation by membrane separation 
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and adsorption separation. Each section includes a brief overview of the process and a review of 
recent developments in the field, focusing on the use of nanotechnology to precisely 
manipulate/control the targeted outcome. 
2.1 MEMBRANE SEPARATION 
A membrane is a semi permeable barrier that passes some species in a mixture while retaining 
the rest. Membrane technology is widely used for gas separation applications and is expected to 
be more efficient than other separation processes [33]. This method offers engineering and 
economic advantages [9] and offers easy integration in to an existing process plant. Membrane 
separation involves low energy consumption; simple, compact and cheaper instalment; and 
continuous operation [34]. The most significant advantage of gas membrane separation is that 
this method does not require chemical additions and therefore a regeneration step is not 
required. Many different types of membranes such as polymeric, metallic, zeolite and carbon-
based membranes have been studied and used for H2 and CO2 separation [12-14, 16, 35-46]. 
The potential use of a membrane for a given application depends on its selectivity towards the 
targeted gas and the molecular diffusion rates. An efficient membrane should have both high 
selectivity and high permeability [47, 48]. However these two factors are counter related and the 
relationship is illustrated in the following diagram with the upper bound known as the Robeson’s 
upper bound [49]. 
 
Figure 2.1: Robeson’s upper bound. 
 
Se
le
ct
iv
it
y
Permeability
 C H A P T E R  2  1 3  |  P a g e  
 
The diffusion of a given species through a membrane depends on the membrane’s chemical and 
physical properties; the nature of the permeant; and the interaction between the membrane and 
permeant, known as the sorptivity/solubility of the gas in the membrane. The main limiting factor 
to the use of membranes for gas separation is a lower pressure and concentration of the desired 
gas in the gas mixture stream, demanding membranes with higher selectivities. The other 
challenges of using membranes for gas separation are [9] : 
 Low concentrations of separation gas mean excessive volumes of gasses to be handled 
 The temperature sensitivity of membranes, require the gas mixture to be cooled in 
upstream processing. An example is in carbon capture; the flue gas has to be cooled down 
before it is sent through the membrane 
 Membranes should be chemically resistant to the constituents of the flue gas and syngas  
An ideal membrane for gas separation should possess: [9, 50] 
 High separation gas permeability 
 High gas selectivity 
 Thermal and chemical resistance 
 Plasticisation resistance 
 Aging resistance 
 Cost effective 
There are number of mechanisms for gas separation in membranes and given the nanoscale of 
the membranes investigated in this thesis, three mechanisms of separation can be highlighted as 
size sieving, chemical affinity sieving and quantum sieving [51].  
2.1.1.1 Size sieving 
In size sieving, molecules smaller than pores will permeate through the membrane while the 
larger molecules will be excluded [51]. The challenge with small gas separation is that the kinetic 
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diameters of the targeted and impurity gas molecules lie within a similar range. Table 2.1 
summarizes the molecular diameters of the gases studied here as reported by Breck [52] and the 
updated diameter [53]. As an example, in the context of CO2 separation from N2 post-combustion 
capture, the membrane geometric pore size should be between the kinetic diameters of CO2 and 
N2, which are 3.3 and 3.64 Ȧ, respectively.  
Table 2.1: Kinetic diameters of the gas molecules 
Gas Kinetic diameter (Å) Updated diameter (Å) 
H2 2.89 2.875 
CO2 3.3 3.325 
N2 3.64 3.568 
CH4 3.8 3.817 
The main challenge with this mechanism is the difficulty in controlling the pore size in membrane 
materials, as larger pores created would reduce the theoretical selectivity of the membrane. Size 
sieving is the most common mechanism used in gas separation, which is especially suited in 
helium separation and hydrogen purification. Details of recent research in size exclusion-based 
gas separation are given in sections 2.1.2.1 to 2.1.2.4.  
2.1.1.2 Chemical affinity 
When the pore size of the membrane is larger than both species, the difference in chemical affinity 
can be exploited for separation. A strong affinity between the penetrant gas and the nanopores 
walls often leads to surface diffusion of the penetrant, which preferentially adsorbs on the pore 
wall. This results in an enhanced flux through the membrane for that species, however, 
interactions between the penetrant and pores should not be too intense, as it will strongly adhere 
on the pore, blocking further molecular movement and necessitating an energy intensive 
desorption step. In gas separation, membranes can be chemically modified with functional groups 
which prefer the targeted gas to the other impurity gases.   
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2.1.1.3 Quantum sieving 
Quantum sieving occurs when isotopes with identical size and adsorption properties, 
preferentially adsorb the heavier isotope due to the lower zero-point energy. This effect is more 
dominant at lower temperatures [51].  
2.1.2 Nanoporous membranes for gas separation 
Based on the aforementioned three mechanisms, numerous studies have been carried out to 
design/evaluate the separation efficiency of nano-membranes. The controllable size properties 
and chemical properties give nano-membranes the edge over conventional membranes. The two 
approaches to synthesise nano-sieves are to create pores on existing pristine layered 
nanomaterials in a top-down approach or to take a bottom-up approach of molecular assembly 
of unit-cells, such that the assembled material will contain inherent pores. The two approaches 
have their own strengths and weaknesses. The latter offers uniformly distributed regular 
inherent pores and hence more precise synthesis of the membrane material. Conversely, the 
former lends more tunability over pore size and chemical functionalization, but suffers from 
difficulty in controlling uniformity of the pore size and pore distribution, which can affect the 
selectivity of the membrane. Sections 2.1.2.1 to 2.1.2.4 present recent studies in using two-
dimensional nanomaterials as membranes, designed based on these two approaches.  
2.1.2.1 Porous graphene membranes for gas separation 
Since its discovery in 2004, graphene [54] has garnered  tremendous progress and research 
interest. It has been commercially synthesized in single or few layer graphene on large areas [55, 
56] and 30 inch sheets transferred on a roll-to-roll basis [57] suggesting it is feasible for 
commercial production. The thickness of conventional membranes ranges from tens of 
nanometres to several micrometres. This affects the permeance of the membrane since the 
permeance is inversely proportional to the thickness of the membrane [21, 38]. The perfect 
membrane should have minimal thickness to maximize flux and high mechanical strength to 
avoid fracture under high pressure [22]. Therefore the atomic thickness of graphene [58] with its 
excellent mechanical strength [59] (intrinsic failure strength of pristine graphene is 130GP [60]) 
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and chemical stability (can resist oxidation up to 500 °C [61]) makes it the ultimate membrane 
material.   
However, pristine graphene is impermeable to all standard gases [22, 62, 63]. The electron 
density of the aromatic rings in pristine graphene is strong enough to repel even the smallest gas 
molecule: helium [21]. Therefore, to employ graphene in membrane separation applications, it is 
necessary to create openings of controlled size by removing one or more atoms from pristine 
graphene, which will selectively allow a certain gas to pass through, while being impermeable to 
the rest. Koenig et al. demonstrated a mechanism of ultra violet induced oxidative etching in 
micrometre graphene to create pores which can act as molecular sieves [22]. Fischbein et al. [64] 
successfully demonstrated the use of electron beam of a transmission electron microscope within 
suspended graphene sheets to punch holes, where the dangling bonds created by the punching, 
were passivated by nitrogen doping with ammonia.  
In contrast to creating pore openings in already synthesized, pristine, graphene layers, an 
alternative approach of assembling molecular building blocks, to create ordered uniform layers 
of regularly distributed pore openings too can be used to synthesis holey graphitic structures. 
Kuhn et al. [65] successfully applied a method of assembling unit cells of polyphenylene to create 
a carbon based porous two dimensional membranes. Bieri et al. [66] demonstrated the 
fabrication procedure of porous graphene, by self-assembly of a hexaiodo-substituted molecular 
building blocks  of cyclohexa- m -phenylenes (CHP) on a silver surface. The resulting porous 
graphene exhibited a regular pore size with one missing hexagon per unit and cells terminated 
by hydrogen atoms.  
Studies have predicted that gas permeance of porous graphene is much higher than conventional 
membranes due to its atomic thickness, and offer excellent selectivities. They are far superior to 
conventional membranes such as polymer and silica membranes, where the dominant transport 
mechanisms are bulk solubility and diffusivity [21]. Koenig et al. [22] experimentally found that 
a sub-nanometre pore of 3.4 Ȧ created through UV/ozone etching can selectively pass CO2 while 
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rejecting  N2. Later  Liu et al. [18] performed MD simulations to calculate an estimate of the 
selectivity for CO2/N2. They simulated CO2/N2 permeance through a similar pore as shown in 
Figure 2.2, with an opening size of 3.0 Ȧ by 3.8 Ȧ. Their results predicted that it had an ideal 
CO2/N2 selectivity of ~300 with a permeance of 105 GPU (Gas Permeation Unit). Similarly, number 
of other molecular dynamics and first-principles simulations studies have been conducted to 
study the use of various porous graphene membranes in a number of gas separation applications 
[17-21, 23, 24, 67-69]. 
 
Figure 2.2: Porous graphene sheet with N functionalization and H terminations. 
Atom colour code: C, grey; N, blue; H, white. 
2.1.2.2 Graphene oxide membranes 
Unlike pure graphene, GO is not chemically inert or hydrophobic. Studies by Kim et al. [70] 
focusing on the gas permeability, identified that the potential energy barrier for gas entrance, the 
tortuosity, layer structure and residual water content, all affect the molecular transport through 
the GO membrane. They prepared GO membranes using two methods: 
 Method I: preparation of several-layer GO membranes by contacting the support 
membrane surface to the air-liquid interface of a GO solution, followed by spin-coating 
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 Method II: preparation of thin GO membranes by spin casting of a GO solution on the 
membrane surface 
According to their study, GO membrane prepared by method I had very low CO2 permeance but 
the permeance was dramatically increased in the presence of water. The GO membrane prepared 
by method II had higher CO2 selectivity in dry conditions but had less permeability. Overall, the 
functional groups in the graphene oxide leads to altered chemical interactions between the 
membrane and the gas molecule that affects the overall membrane performance.  
2.1.2.3 Graphyne and graphdiyne membranes 
This is a new family of carbon allotropes, which like graphene is a flat one atom thin layer. These 
carbon networks can be viewed as “intermediate” (sp2 and sp1 systems between two well-known 
carbon allotropes: graphene (sp2 atoms) and carbyne (sp1 atoms). Graphyne replaces the (= C =
C =) bond in graphene with uniformly distributed acetylenic linkages(−C ≡ C −) and in 
graphdiynes with diacetylenic linkages ( −C ≡ C − C ≡ C −). For both structures, the networks 
include two non-equivalent types of carbon atoms.  The most interesting property of this class of 
materials is that the pore size can be adjusted by changing the number of acetylene bonds or 
diacetylenic linkages (defined as ‘n’) between adjacent phenyl rings as shown in Figure 2.3. 
For n = zero, the structure becomes graphene. The resultant membrane will have pores of 
constant sizes, uniformly distributed across the membrane. This is the advantage of this type of 
materials over graphene with drilled pores, where achieving uniformly distributed pores of 
consistent dimensions, could be challenging.  
Li et al. [71] have demonstrated a methodology to generate large area (3.61 
cm2) graphdiyne films, on copper substrates via a cross-coupling reaction using 
hexaethynylbenzene. The successful fabrication of this once-hypothetical material, paved the way 
for use in practical applications. Some studies have been reported for use of graphynes for 
separation of H2 and desalination of water [26, 27, 72-75]. 
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Figure 2.3: Top view of selected sp1-sp2 hybridized C membranes graphyne, (b) graphdiyne. 
Altogether, graphene based nano-membranes exhibit superior separation efficiency, and the 
quest for higher efficiency membranes has been taken beyond graphene and other carbon 
allotropes based monolayers. The voluminous research on graphene and graphene applications 
has elicited interest in other novel ordered 2D monolayers containing non-carbon elements.  
2.1.2.4 Graphitic carbon nitride materials 
Two-dimensional, carbon nitride materials are graphene analogous materials with unique 
physical and chemical properties. The five valance electrons 2s2 2p3 of the N atom and its atomic 
size give it the ability to form strong covalent network structures with C atoms [76]. These 
structures are generally hard materials with superior chemical and thermal stability. Among 
experimentally realized, stable carbon nitride allotropes are, g-C3N4, g-C3N3 and C2N two-
dimensional networks. The appeal of using such materials as membranes is, in contrast to porous 
graphene, these structures may naturally have intrinsic pores patterned within the 2D network. 
The inherent pores of these materials offer uniformly distributed regular pore openings, for gas 
separation membranes. 
Among the known carbon nitride 2D structures, the g-C3N4 is the most stable allotrope [76]. Its 
molecular structure is built from repeating triazine or tri-s-triazine units, as shown in Figure 2.4. 
This structure displays two characteristic X-ray diffraction peaks, with a strong peak at 27.21° 
(d=3.26 Å) and at 13.02° (d=6.82 Å), representing inter-planar stacking and in-planar stacking, 
respectively [77]. The aromatic C3N3 ring in the forms a π-conjugated graphene-like planar 
polymer giving it higher thermal stability up to 600°C and chemical resistance [78]. The g-C3N4 
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structure synthesis can be achieved by top-down approaches such as liquid exfoliation under 
sonication and thermal exfoliation with intercalation compounds [76]. In bottom-up synthesis 
methods, C3N3 triazene is used as the building block for molecular assembly.  
(a) 
 
(b) 
 
Figure 2.4: The g-C3N4 building blocks: (a) s-triazene and (b) tri-s-triazene units 
A g-C3N4 monolayer, built from repeating tri-s-triazene units, will ideally form an atomically thin 
graphene-like structure with a geometric diameter of 3.11Å [79]. While the use as a catalysis in 
water splitting and photo-catalysis [76-78, 80-82] are the most commonly researched 
applications, several studies have reported the use of g-C3N4 in membrane applications [28, 79]. 
Despite being the most stable carbon nitride allotrope, g-C3N4 is not the only member of 2D-CN 
materials. Recently, a porous C2N structure has been successfully synthesized by a bottom-up, 
wet chemical reaction [83]. This structure was synthesized by reacting hexaaminobenzene (HAB) 
trihydrochloride and hexaketocyclohexane (HKH) octahydrate in N-methyl-2-pyrrolidone (NMP) 
in the presence of sulphuric acid. 
The XRD results and TEM images of C2N show an interlayer distance of 0.328nm and 0.327 
respectively, making it the thinnest layered 2D structure to date [83].  The C2N 2D structure has 
a point to point distance (between the atom nuclei) in the pore opening of 5.45Å with a 
geometrical pore size of 3.07Å [84] implying possible application in membrane separation.  
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(a) 
 
(b) 
 
Figure 2.5: The building blocks of C2N, (a) HAB and (b) HKH. 
First-principles simulations have predicted that the C2N-2D monolayer is capable of light isotope 
separation for small gas molecules: helium and hydrogen through quantum sieving [85]. This 
study further explores the behaviour of this structure, under strain, and predicts that the 
structure has remarkable stability, under strain values up to 10%. Their calculations of vibration 
frequencies of a supercell under 10% strain show that there are no imaginary frequency modes, 
confirming its remarkable stability when subjected to strain forces.  
First-principles computations have explored the possibility of the existence of numerous other 
carbon nitride materials. Figure 2.6 shows g-C3N3, which is an example of a material predicted 
using first-principles simulations [29]. Ma et al., use first-principles simulations to predict the 
material’s ability to act as a hydrogen purification membrane from carbon monoxide, nitrogen 
and methane [29]. Similarly a triazine based monolayer, CTF-0 (Covalent Triazene Framework 
was studied in use for helium separation and hydrogen purification [86]. 
 
Figure 2.6: Predicted g-C3N3 structure 
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2.1.2.5 Boron Nitride Structures 
(a) 
 
(b) 
 
(c) 
 
Figure 2.7: Carbon analogues boron nitride nanostructures: (a) h-BN, (b), c-BN and (c) BNNT. Atom colour code: 
blue, nitrogen; pink, boron. 
Boron nitride nanomaterials constitute another class of allotropes with alternately linked boron 
and nitrogen atoms. In the periodic table, these two elements are the two immediate 
neighbouring elements to carbon, and have comparable atomic radii to the carbon.  The 
combination of boron and nitrogen has an identical number of electrons in the outer-shell as 
carbon. Therefore, the BN crystal structures display numerous similar properties to carbon. Like 
carbon allotropes, they have excellent mechanical, chemical and thermal properties [87-90]. 
Examples of the number of boron nitride allotropes that exist are, cubic boron nitride (c-BN), 
which has a crystalline structure similar to diamond; hexagonal boron nitride (h-BN) in AB 
stacking, similar to graphite; and rhombohedral boron nitride (r-BN) in ABC stacking equivalent 
to r-graphite. Among these, h-BN is the most studied structure. Due to its structural similarity to 
graphene, especially being an atomically thin planar structure, h-BN is a suitable candidate to be 
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used in nano-porous molecular separation applications. The nano-pores can be created in the 
same manner as with in graphene. 
Recently, Liu et.al. reported the synthesis of solid-state nanopores on a few-layers of a BN 
membrane [91]. Furthermore, Zhou et.al. successfully drilled nanopores in an atomic thin h-BN 
membrane with a highly focused electron beam [92]. They later reported that, by reducing the 
electron beam density to sub 200-pA/cm2 and the drilling time duration to less than a second in 
a TEM, the pore size can be controlled to be less than 1nm [93]. Currently, most of the research 
on applications of porous h-BN is focussed on DNA translocation [91-94] while Zhang et.al. 
reported the use of designed porous BN membranes for H2 purification from methane [95]. 
2.1.3 Strain tuning 
Recently, applying mild strains on nanomaterials to tune their properties have gained the interest 
of the research world. Most of these studies are focused on using strain engineering to control 
electronic properties of nanomaterials [96-101]. The strain can be applied directly on the 
substrate to induce deformation of the substrate and accordingly, stretching of the membrane. 
Gerd, et.al. proposed a novel technique of manipulating the mismatch in thermal expansion 
between the substrate (PDMS) and the monolayer (MoS2) to induce biaxial strain on membranes 
[101]. 
2.2 ADSORPTION SEPARATION 
Nanoporous materials are a superior alternative to conventional adsorbent/absorbent materials, 
due to high surface areas; and the ability to create tuneable, active sites that can target a specific 
gas species. Among different types of nanomaterials, which exhibit good adsorption properties, 
metal organic frameworks (MOFs), zeolites and carbon nanotubes are popular materials used in 
many gas separation applications.  
Among the gas separation applications focussed in this study, CO2 separation is the most suited 
application for adsorption separation due to the polarity of the CO2 gas. The polarity of CO2 means, 
it may have a higher affinity to preferentially adsorb onto tuned active sites. In this thesis, gas 
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adsorption focusses on CO2 separation. As mentioned earlier, post-combustion carbon capture is 
the most economical due to higher concentrations of CO2, as opposed to direct air capture. This 
process involves removal of carbon dioxide from the exhaust gas of a power plant where the gas 
molecules adsorb on the surface of the adsorbent. The adsorbed CO2 is then removed from the 
sorbent in a desorption step. The most common methods are TSA- Temperature Swing 
Adsorption (by applying thermal energy ), PSA-Pressure Swing Adsorption (altering the pressure 
of the system) or by a hybrid method to separate physisorbed (van der Waal bonded) and/or 
chemisorbed (covalent bonded) gas molecules from the adsorbent [102].  
This process requires materials with high adsorption capacity, high selectivity over other 
components of the flue gas (mainly N2 which is ~ 70-80% of flue gas), and high diffusivity for CO2 
at pressures relevant to the partial pressure of CO2 in the flue gas (~0.05-0.15 bar) and 
temperatures in the range of 40-120℃ . Moreover, the adsorbent material should possess 
 Good thermal stability to withstand heat generated during the exothermic adsorption 
process and/or applied during the desorption process 
 Good hydrothermal resistance to the water vapour in the flue gas 
 High chemical and mechanical stability to withstand many cycles of operation 
 High thermal conductivity to dissipate internally generated heat  
Among the commonly used adsorbent materials, MOFs and the zeolites are the most popular. Out 
of MOFs used for CO2 adsorption, the metal organic framework Mg-DOBDC showed the highest 
CO2 uptake of 8mol/kg at ambient conditions [103]. Yet, MOFs suffer from low thermal and 
physiochemical stability. Zeolites are the most common material for CO2 capture reported in the 
literature, but are effective only at elevated pressures, and their adsorption capacity is severely 
reduced by the presence of water[102, 104].  
Synthetic carbon allotropes: fullerenes, Carbon nanotubes (CNTs) and graphene, despite being 
some of the most researched materials in the scientific community in recent years, have limited 
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research in CO2 adsorption applications. However, their chemical and mechanical structures 
suggest that this class of materials is suitable for applications in conditions relevant to post-
combustion CO2 capture. CNTs are the most studied out of this class of materials for CO2 capture.  
2.2.1 Charge controlled CO2 adsorption 
Sun et al.  [105] for the first time predicted enhanced CO2 adsorption on 1e- and 2e- charged boron 
nitride sheets and nanotubes which show very little chemical affinity towards CO2 in its neutral 
state. Also Sun et al. [31] showed that chemical interactions between boron carbon nanotubes 
(B2CNT) and CO2 can be enhanced by introducing extra electrons to the system. The charge 
densities associated with both studies were in order of 1013 cm2, which were claimed to be easily 
achievable by electrochemical method, electrospray, electron beams or gate voltage control 
[105].  
2.2.2 Fullerenes doped with a single B atom 
Heterofullerenes are fullerene structures where one or more cage C atom/s is/are substituted by 
impurity atom/s [106]. In addition to the properties inherent to carbon based nanomaterials, 
heterofullerenes also offer excellent tuneable chemical and physical properties [107]. Gas 
adsorption on heterofullerenes is an appealing subject.  Gao et al. [108] studied CO2 adsorption 
on calcium decorated C60 fullerene and  Gao, F et al.  [109] studied O2 adsorption on nitrogen 
doped fullerene. Since the binding energy of a decorated atom and the gas adsorption energy can 
lie within the same range, a substituted heterofullerene may be more suitable than decorated 
fullerenes. 
Boron doped C60 fullerenes are one of the most structurally stable heterofullerenes [106]. Guo et 
al. synthesized B doped C60 fullerene for the first time, in microscopic amounts by laser 
vaporisation where one or more C atoms in the fullerene cage is substituted by one or more B 
atoms [110]. Zou et al. [111] demonstrated synthesis of B doped C60 fullerene by radio frequency 
plasma assisted vapour deposition technique. Recently Dunk et al. [112] introduced a method to 
produce BC59 directly from exposing boron vapour to C60 fullerene.  Wang, S et al. [113] stated 
that substituting a single C atom of the C60 fullerene with a B on atom does not cause a significant 
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distortion to the cage structure. The net change in the dihedral angle caused by the ‘puckering’ 
induced due to doping is only 1.6%. Kurita, K et al. [114] predicted that due to the similarity 
between the C-B bond and C-C bonds, the changes in the bond lengths are less than 5%. Therefore, 
the BC59 fullerene has a similar structural and thermal stability as the C60 fullerene structure. They 
estimated the binding energy of a single B atom doping to be 6.03ev/atom [114].  
2.3 SUMMARY AND RESEARCH GAPS 
Based on the literature review, the following conclusions can be drawn: 
 Porous graphene of atomic thickness shows potential to be an ideal membrane material. 
A number of studies have been carried out on gas separation by nanoporous graphene 
with different pore openings and pore sizes. 
 Fuelled by the discovery and versatility of graphene, there is immense interest in other 
graphene-like other 2-D mono-layered materials and other low dimensional carbon 
materials. 
 Nano membranes can be designed by two approaches. Creating pores on a pristine layer 
of graphene or other similar planar layers will give more control over pore size, shape 
and distribution. Conversely, layered materials with uniformly distributed, regular 
inherent pores, offer better control of the membrane’s selectivity. 
 Graphitic carbon nitride is a class of material, which shows strong mechanical and useful 
chemical properties. Various graphitic carbon nitride allotropes have been reported and 
C3N4 and C2N have been successfully synthesized. 
 Limited studies exist of the gas separation capabilities of these carbon nitride materials 
exist 
 Hexagonal boron nitride is a graphene-like material, which shows similar promise, and 
porous h-BN has been synthesized with sub nanometre pores.  
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 Membrane separation in nano membranes can be achieved through size sieving, chemical 
affinity and quantum sieving (isotope separation), and depending on the type of 
separation mechanism/s it is interesting to observe how a membrane can be chemically 
and/or mechanically tuned to achieve the desired separation. 
 Strain engineering of nanomaterials has been successfully used to tune electronic 
properties of 2D nanomaterials. 
 Fullerenes can be doped with foreign atoms and B doped fullerenes are proven to have 
excellent structural stability. 
 Modifying the charge state of nanomaterials, including BC systems have the ability to 
enhance the interactions between CO2 and the material causing the CO2 adsorbance on 
the material surface. 
 The BC59−1 is structurally stable. 
The key points of our literature review and the identified research gaps are summarized as below.   
 Despite being synthesized more than two decades ago and the inherent structural and 
chemical stability, studies on the use of heterofullerenes are very limited. To the best 
knowledge of the author, there are no studies on the use of B doped fullerenes for gas 
separation applications. 
 Graphitic C3N4 that is the most stable carbon nitride nano-material has limited studies on 
gas separation and there is no study on the effects of mechanical tuning on gas separation 
capabilities or efficiency. 
 To the best knowledge of the author, no studies exist for H2 purification or carbon capture 
using g-C2N despite being a structurally stable and experimentally synthesisable nano-
material. 
 Despite the structural similarities with graphene, limited studies exist on gas separation 
using porous h-BN membranes. To the best knowledge of the author, there is no available 
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literature for studies on the use of h-BN porous structure variants investigated in this 
thesis or the effects of mechanical tuning in the gas separation performance. 
 Overall, charge and mechanical tuning are novel tuning methods and only limited 
literature exists on using such approaches to manipulate gas separation performance and 
efficiency. 
From these observations, in this research computational chemistry will be used to investigate H2, 
CO2, N2 and CH4 separation capabilities of low dimensional carbon materials and other graphene-
like 2 dimensional, atomic-scale materials through adsorption or membrane separation or a 
combination of both. Furthermore, novel approaches of tuning the nano materials to alter and/or 
improve their separation behaviour through charge, chemical structure and mechanical tuning 
will be explored. 
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CHAPTER 3 METHODOLOGY 
In this chapter, the different simulation tools/approaches of computational chemistry are first 
introduced and next, ab initio quantum computational methods and molecular dynamics 
simulations methods are reviewed in detail. The latter two methods are the principal methods 
employed to accomplish the objectives of this work. The detailed simulation settings are 
presented in each chapter along with the respective work. 
A number of theoretical approaches have been developed to study the diffusion of gas species 
through a nano-porous membrane. The two most common approaches are briefly introduced 
below [25].  
 Genuine kinetic separation- this method can provide diffusion rates of various species 
on a short time-scale [51]. This approach employs MD simulations defined by calculation 
of internal forces. It is the most extensively used method in membrane gas separation 
applications due to the ability to handle larger systems and the ability to provide 
numerical estimates for gas flux [18, 20, 67, 68, 115-117]. However, it suffers from 
limitations in modelling isotope-separation due to the identical molecular charges, shape 
and chemical characteristics between isotopes, and the differences in isotopes is often not 
well represented at this scale. 
 Statistical kinetic separation: quantum description- this method unlike the former 
method, does not simulate the gas diffusion dynamics in a time scale, but stochastically 
simulates the kinetic separation behaviour by focussing on bottleneck positions along the 
potential energy surface based on Transition State Theory (TST)  [51]. The most 
commonly used method is the use of DFT calculations to obtain the Minimum Energy 
Pathway (MEP) for each species to cross through the membrane pore from one side to the 
opposite side. The popular methods to study the MEP involve the of use transition state 
algorithms such as Linear/ Quadratic Synchronous Transit (LST/QST) methods 
inherently implemented within DFT software to search for a local maximum point in the 
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pathway. While this method can more accurately capture interatomic interactions 
between the gas species and membrane compared to MD simulations, it can only evaluate 
an ideal setting of minimum energy pathway and does not take factors such as system 
pressure and effects of other interactions present within a system, in to account. 
Similarly, to study gas adsorption, several theoretical approaches exist including quantum 
mechanical approaches, statistical mechanics and theoretical models based on continuum theory. 
Due to the ability to simulate, chemical interactions with bond breaking/formation and electron 
exchange, especially visible in chemisorption, quantum techniques are the most commonly used 
approaches to study nano-adsorbents [118-121]. The quantum techniques used are 
Configuration Interaction (CI) theory or total energy ab initio calculations [122], while statistical 
mechanical techniques are commonly used in collective gas adsorption studies [122]. Metropolis 
Monte Carlo algorithms within the grand canonical statistical ensemble are the most commonly 
used statistical mechanical approaches to study gas adsorption on nano-adsorbents.  
While each approach has their own strengths and limitations, in our adsorption simulations we 
used ab initio quantum mechanical simulations, which can accurately describe chemical 
interactions and the charge state of individual atoms, to establish the selectivity of an adsorbent 
towards a certain gas species over the rest of the species. Despite the inability to yield 
macroscopic parameters such as adsorption capacity, it gives an accurate criterion for screening 
materials to be used as adsorbents, and gives in-depth explanation of the selective adsorption 
behaviour. This knowledge is more beneficial in tweaking the adsorbent to suit the specific 
application and the knowledge obtained in molecular level interaction can be used in future 
material design as well. For membrane gas separation, MD simulations are primarily used due to 
their ability to give a quantitative analysis along with a qualitative analysis to a certain extent. 
First-principles DFT calculations are used when permissible by the scale of the molecular system 
to deepen the qualitative assessment. A theoretical introduction to the simulation methods used 
in this thesis is given in the following sections.  
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In computational chemistry, chemical structures and reactions are simulated mathematically, 
with the full or partial use of fundamental laws of physics. This offers the ability to examine 
chemical phenomena based on simulations performed on computers rather than experiments 
conducted in the laboratory. The field of computational chemistry has tremendously benefited 
from the exponential growth of high computing power, due to the improvements in computer 
hardware and software. Computational chemistry can be loosely categorized into two main 
groups as molecular mechanics and electronic structure theory [123]. The continuum methods 
include tools such as finite element method, meshless methods and mesoscale methods that are 
used for bulk scale simulations. 
3.1 QUANTUM MECHANICS 
The electronic structure methods use the laws of quantum mechanics, which states that the 
energy state and other interrelated properties of a molecule are obtained through solving the 
time independent Schrödinger equation. 
𝐇Ψ = 𝐄Ψ Equation 3.1 
The Hamiltonian H, is the operator associated with the energy (kinetic and potential energies) of 
a physical system. In quantum mechanics, the wave function theory (WFT) describes the quantum 
state of a system, based on the many-electron wave function Ψ(𝑟𝑛).  The solution of the 
Schrödinger equation gives the wave function and the energy of the system, where the wave 
function producing the lowest energy describes the system in its ground state. 
These quantum mechanical expressions give a mathematical description of the electrons’ 
behaviour. However except for the hydrogen atom, which is the smallest system, an exact solution 
for these equations have never been solved for any chemical system [124]. Therefore, the solving 
of the quantum mechanical equations and consequently the entire computational chemistry is 
built on mathematical approximations. The two classes of electronic structure methods are the 
semi-empirical methods and ab initio methods. 
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3.1.1 Semi-Empirical Methods 
In semi-empirical calculations, experimentally derived parameters are used to simplify the 
equation solving and hence are much faster than ab initio methods. However, the accuracy of the 
solution by semi-empirical methods is limited by how closely the molecules being computed are 
represented by the molecules in the database used in parameterization. This method includes 
various methods such as AM1, PM3, INDO, CNDO etc. [125-129]. 
3.1.2 Ab initio Methods 
Ab initio methods are purely based on quantum mechanics hence giving the name ab initio 
meaning first-principles. This method solves the Schrödinger equation using a series of rigorous 
mathematical approximations. In contrast to semi-empirical methods, ab initio calculations 
provide highly accurate results and are not limited by the class of parameters or the accuracy of 
experimentally derived parameters.  
3.1.3 The Density Functional Theory 
The density functional method is a combination of both the qualitative and quantitative models 
used in semi-empirical and ab initio methods. While the density functional theory (DFT) is 
essentially a variation of the wave function theory, the main distinction is, it uses the electron 
density distribution instead of the electron wave function used in the WFT.  DFT methods are 
attractive as they are able to increase the computational accuracy significantly, without 
demanding more computational resources. On the other hand, the WFT methods while not 
generally as demanding as DFT methods for simpler systems, require exponential increase to 
computational resources for minor accuracy improvements. 
DFT theory is based on a theorem developed by Hohenberg and Kohn [130] and further 
generalized by Levy [131]. It states that the ground-state properties of a system are functionals 
of the charge density ρ.  
Based on DFT the total energy can be expressed as in Equation 3.2. 
𝐸[𝜌] = 𝑇[𝜌] + 𝑈[𝜌] + 𝐸𝑋𝐶[𝜌] Equation 3.2 
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Where   𝐸[𝜌] - total energy of the system 
 𝑇[𝜌] - the kinetic energy of a system of non-interacting particles of density 𝜌 
 𝑈[𝜌] - the classical electrostatic energy due to Coulombic interactions 
 𝐸𝑋𝐶[𝜌] - all the many-body contributions to the total energy from exchange and   
correlation energies 
From the wave functions and the charge density, the kinetic energy and electrostatic energy terms 
can be expressed as shown in Equation 3.3 and Equation 3.4 respectively.  
 
Where for Equation 3.4, the first term represents the electron-nucleus attraction; the second term 
is a representation of the electron-electron repulsion and the final term is the nucleus-nucleus 
repulsion. 
To derive the final term in Equation 3.2, the exchange correlation energy, certain approximations 
are required to make the DFT method computationally possible. There are various methods to 
obtain these approximations. Below is a summary of the various approaches available to obtain 
the approximations in order of increasing accuracy.  
3.1.3.1 The Local Density Approximation (LDA) 
This method only employs the local densities in the exchange-correlation energy description. In 
this method, the local approximation of the local exchange correlation energy is derived from the 
homogeneous electron gas (HEG) model. This method does well in predicting the molecular 
properties based on relative energy differences in a given density. However it tends to 
overestimate molecular properties based on absolute energy differences between densities such 
𝑇 = 〈∑ ∅𝑖 |
−∇2
2
|
𝑛
𝑖
∅𝑖〉   Equation 3.3 
𝑈 = ∫ 𝑉𝑁(𝒓)𝜌(𝒓)𝑑𝑟 +  
1
2
∫
𝜌(𝒓1)𝜌(𝒓2)
|𝒓1 − 𝒓2|
𝑑𝒓1𝑑𝒓2 + 𝑉𝑁𝑁 Equation 3.4 
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as bond energies, making this method more useful in in molecular structural analysis rather than 
in thermochemical studies [132]. Examples for several functionals of LDA methods based on 
parameterization are; 
 VWN (Vosko-Wilk-Nusair [133]) 
 PW92 (Perdew-Wang [134]) 
3.1.3.2 The Generalized Gradient Approximation 
In this method, the local density gradients are added to the exchange correlation. Unlike in LDA, 
which assumes the density is uniform, and hence over-estimates the exchange correlation energy, 
the GGA method with gradient corrections gives more quantitatively accurate estimates of the 
bond energies and other quantitative molecular properties. Examples for commonly used GGA 
functionals are: 
 PBE (Perdew - Burke – Ernzerhof) [135] 
 BLYP (Becke-Lee-Yang-Parr) [136, 137] [137] 
3.1.3.3 Meta-Functionals 
In this third type of functionals, the kinetic energy density is added to the expression of the 
density functionals. This method offers increased accuracy and at the same time demands more 
computational resources and time.  
3.1.3.4 Hybrid functionals 
This is the fourth class of approximations to the exchange-correlation energy. This contains 
portions of exact exchange from the Hartree-Fock theory with gradient corrections for 
correlation and gradient corrections for exchange from other ab initio or empirical sources. The 
most commonly used hybrid functional method is the B3LYP (Becke- 3 parameter- Lee – Yang-
Parr method) [137-139]. 
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3.1.4 Basis-sets 
The basis set in quantum mechanical simulations mathematically represents the molecular 
orbitals within the molecule. This effectively simplifies the electron representation by confining 
each electron to a given region within space [123]. In theory, an electron has a finite probability 
of existing anywhere in space.  Therefore, the more a basis set restricts an electron to a confined 
space, the less accurate its representation is for a fixed basis set. Therefore, a larger basis set gives 
a more accurate approximation of the system. However, working with larger basis sets demands 
higher computational resources. Therefore, the choice of basis set should be a balance between 
accuracy and computational time. A summary of different basis sets is given below. 
Minimal basis set - - This basis set has the minimum number of basis functions needed 
for an atom.  It uses one atomic orbital for each orbital that is 
occupied in the free atom. An example for Gaussian basis set is 
STO-3G and the DMol3 equivalent is ‘min’. 
Example: C- 1s, 2s, 2px, 2py, 2pz 
Split valance basis sets - As the name implies these basis sets allow having two or more 
sizes for the basis function, but restricts the ability to change 
shape. Examples for Gaussian double split basis set is 6-31G and 
the DMol3 equivalent is ‘DN’.  
Example: C- 1s, 2s, 2s’, 2px, 2py, 2pz, 2px’, 2py’, 2pz’ 
Polarized basis sets - This basis set allows orbital to change both size and shape, by 
adding ‘f’ auxiliary functions with angular momentum one higher 
than that of the highest occupied orbital in free atom. The 
polarized functions add ‘d’ function to carbon atoms and ‘f’ 
function to heavy metals. Examples for Gaussian basis set are 6-
31G(d) and 6-311G(d,p) and the DMol3 equivalents are ‘dnd’ and 
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‘tnp’ respectively. The basis-sets 6-311G(d,p) and ‘tnp’ has triple 
split valance basis sets 
Diffuse functions - These functions are much larger functionals of s and p functions, 
and thereby let orbitals to occupy a larger region in space. This is 
denoted by the ‘+’ sign. Two signs as ‘++’ denote that diffuse 
functions are also added to hydrogen and helium atoms.  
Examples are the Gaussian basis set, 6-31G (d)+ and the DMol3 
equivalent,  ‘dnd+. 
Plane-wave basis sets - In addition to the basis sets introduced above, which falls under 
the broad category of atomic orbital basis sets, a different class of 
basis sets named plane-wave basis sets exist. Unlike the atomic 
orbital basis sets, this type of basis sets is unbiased by the atomic 
positions. They are mainly used in three-dimensional periodic 
systems and offers smooth monotonic convergence of the wave 
function. This type of basis sets does not have the basis-set 
superposition error (BSSE) and have the ability to use Fast 
Fourier Transform efficiently. However, it generally requires 
pseudo-potentials and large number of basis functions.   
In this thesis, for quantum mechanical calculations, the first-principles DFT simulations were 
carried out to study the intramolecular interactions and the stability of the chemical structures. 
DFT is a computational method that calculates the properties of the molecule under study, based 
on the determination of the electron density of the molecule. The most noteworthy advantage of 
DFT studies is the significant improvement of the results without the additional increase in the 
computational time. The atomic systems studied with quantum mechanical methods in this thesis 
are complex and their scale or size demands large computational resources. The genuinely 
accurate quantum chemistry ab initio methods such as MP2 and CCSD(T), which are 
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computationally quite expensive, are only efficient for small systems of few tens of atoms [140]. 
Another important advantage of the use of DFT simulations is, its negligible dependency [141] on 
the basis set superposition error (BSSE) [142], which strongly affects the binding energy results 
from MP2 methods [143].  
For simulations with finite systems we used the B3LYP method which is commonly used to 
predict thermochemical data with superior accuracy [123].  Especially in adsorption studies, this 
method is known to give reasonably accurate results with modest demand for computational 
resources and time. Cazorla and Shevlin [140] studied the use of DFT calculations of carbon based 
materials for carbon capture. They evaluated CO2 adsorption on several carbon-based systems 
using standard DFT (i.e. LDA and GGA), hybrid DFT (i.e. PBE0 and B3LYP), van der Waals DFT 
(vdW), and MP2 level of theories using results obtained by MP2 calculations as the benchmark 
and compared the results obtained by different DFT methods. They identified that the hybrid DFT 
results are in good agreement with MP2 results qualitatively and quantitatively, while the 
calculated adsorption values of DFT hybrid methods are always smaller than the results of the 
MP2 method.  
For simulations with periodic systems, the generalized gradient approximation (GGA), treated by 
the Perdew-Burke-Ernzerhof (PBE) exchange correlation potential with long-range dispersion 
correction via Grimme’s scheme, was used. This method gives simulation results with improved 
atomic and molecular total energies, superior cohesive energies of solids and more accurate 
transition state energies for chemical reactions. The choice of basis set for each simulation will 
depend on the systems being evaluated. The most used basis set in the completed calculations 
was the split valance polarized 6-31G(d) basis set. This basis set provides a good balance between 
computational efficiency and accuracy. It has two sizes of basis function for each valance orbital 
with ‘d’ functions added to heavy atoms. When larger basis sets are required, geometry 
optimization will be done using 6-31G(d) basis set and then the single point energy will be 
calculated with the intended larger basis set. We have identified that this does not affect the final 
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result significantly. A sample calculation was done to demonstrate this hypothesis for a system of 
B2C58. (Table 3.1) 
Table 3.1: Comparison of basis sets for optimization and evaluation 
 
 
Computational method Results 
(au) 
Geometry optimization Single point energy 
(1) B3LYP/6-31G(d) B3LYP/6-31G(d) -2259.62921976 
(2) B3LYP/6-31G(d) B3LYP/6-311G(d,p)+ -2260.05912741 
(3) B3LYP/6-311G(d,p)+ B3LYP/6-311G(d,p)+ -2260.05912741 
3.1.5 Software 
In this section, the software used for Quantum Mechanics simulations in this study is briefly 
introduced. The detailed simulation procedures, settings and parameters are presented in 
chapters corresponding to each study. 
3.1.5.1 DMol3 
DMol3 [144, 145] is a software module which facilitates modelling of structure and energies of a 
range of molecular systems, including molecules, crystals, surfaces, solids and metallic solids. This 
software is used to predict structures and to optimize their geometries, calculate the energy of 
states, predict reaction energies and calculate thermodynamic properties. It offers high accurate 
computations, especially for periodic structures, without compromising the computational 
efficiency in this thesis, DMol3 is used to obtain optimized structures with and without lattice 
constraints; calculate the total energy of state; and transition state calculations and/or potential 
energy scan calculations to analyse the energetics of gas diffusion through membrane nanopores.  
3.1.5.2 Gaussian 
Gaussian [146] is a software that uses electronic structure modelling to predict structures, 
energies, thermodynamic properties, NMR and vibrational spectra of molecular systems. In this 
thesis, Gaussian and GaussView [147] (the associated GUI software) software were used for 
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structure building, geometry optimizations, thermodynamic analysis, IRC (Intrinsic Reaction 
Coordinates) calculations, and TS optimization calculations.  
3.2 MOLECULAR MECHANICS 
The molecular mechanics simulations are based on laws of classical physics to model the 
molecular structures and their properties. In molecular mechanics simulations, each method is 
characterized by the type of force field. For such calculations, the electrons in the system are 
explicitly defined. The computations are based on the nuclei interactions, and the electronic 
effects are implicitly added through force field parameterization.  
The generalization in molecular mechanics simulations significantly reduces the demand for 
computational resources and time, thus making it an appropriate choice for large systems 
containing few thousands of atoms. On the other hand, the drawbacks of this method are the 
inability to model situations where electronic effects are central, because the electrons are not 
explicitly defined and the limitations of force field types in parameterization of different classes 
of molecules.  
3.2.1 Molecular Dynamics Simulations 
Molecular dynamics simulate the time-dependent behaviour of a molecular system using 
Newtonian physics. This simplification compared to quantum molecular simulations allows 
exploring large system and longer time durations.  
This kind of simulations, are found in numerous research areas of computational chemistry and 
physics. MD simulations approximately can be sub divided into three categories. Namely, ab initio 
MD where first-principles calculations are used to derive atomic forces; classical MD, which uses 
analytical empirical interaction potentials; and coarse grain MD, where the empirical potential of 
a representative bead, formed from a cluster of atoms is used [148].  The choice between the 
different kinds of MD simulations methods to use depends on the level of detail of the model 
physical system. Naturally, the ab initio MD method is the most detailed and hence the most 
accurate representation of a system, where the electrons of the atoms in the model are modelled 
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unambiguously, making this technique more suitable for simulations of electron transport and 
chemical reactions. In classical MD technique, only the nuclear interactions of the particles within 
the system are modelled, reducing the accuracy compared to ab initio MD simulations. This 
method, where each electron is not explicitly represented, is more appropriate for analysing 
mechanical behaviour, transport properties and some level of chemical interaction. In coarse-
grain MD simulations, a single particle is used to represent a group of atoms, and hence it has the 
least amount of detail and is better suited for analysis of structural and mechanical properties of 
large sized systems. 
Unsurprisingly, with the increased level of detail within a system, the computational 
requirements increase limiting the ab initio MD simulations to small systems of hundreds of 
atoms to picoseconds of time scale. Conversely, the less detail of classical MD simulations, allows 
calculations of considerably larger sized systems (of 10^6 atoms) for time periods of 
microseconds and coarse-grain  MD can model larger systems in micro scale up to few seconds 
[148]. 
3.2.2 Molecular Dynamics Simulations Theory 
In MD simulations, the atomic trajectories, characterized by position, velocity and acceleration 
are governed by classical mechanics as shown in Equation 3.5. The sequential trajectories are 
generated by solving this equation with appropriate interatomic potentials and suitable initial 
and boundary conditions. Where 𝐹𝑖 , 𝐸(𝑟𝑖)  , 𝑚𝑖 𝑎𝑛𝑑 𝑟𝑖 denote the force, potential energy, mass and 
the position of the 𝑖𝑡ℎ atom of the system respectively.  
 
𝐹𝑖 = 𝑚𝑖
𝜕2𝑟𝑖
𝜕𝑡2
=  −
𝑑𝐸(𝑟𝑖)
𝑑𝑟𝑖
 Equation 3.5 
3.2.2.1 Force Fields 
A force field is used to characterize molecules and their behaviour using the following 
components [123]. 
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 A set of equations describing the variation of molecular potential energy with the position 
of its atoms 
 A set of parameters that fit the above equations to synchronize the modelled atomic 
behaviour with experimental data, which use force constants to relate the energy 
components and structural data such as bond lengths and angles. 
 Varied atom types defining their characteristics even within a single type of element. For 
example, a carbon atom in a carbonyl group is characterized differently than a carbon 
atom in a methane molecule. The variation of atom type within the same element depends 
on its hybridization, charge state and the type of the other atom/s it is bonded with. 
In classical MD simulations, atomic potential function (𝑈) is computed from force fields with 
predetermined parameters. The empirical force fields include bond stretch, angle bend and 
dihedral torsional interactions, which describe the bonded interactions, and van der Waals and 
Coulombic interactions that are non-bonded interactions.  
𝐸(𝑟) = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 + 𝐸𝑣𝑑𝑊 + 𝐸𝑐𝑜𝑢𝑙𝑜𝑚𝑏𝑖𝑐 Equation 3.6 
3.2.2.2 Bonded Interactions 
The bond stretching and angle bending are most commonly modelled by a harmonic function as 
shown in Equation 3.7 and Equation 3.8, but they are not limited to this function.  
 
𝐸𝑏𝑜𝑛𝑑 =  ∑ 𝑘𝑏(𝑟 − 𝑟𝑒𝑞)
2
𝑏𝑜𝑛𝑑𝑠
 Equation 3.7 
Where kb is the bond constant, which is a measure of the bond stiffness (stiffer the bond, higher 
the resistant for stretching) and req is the bond length at equilibrium.  
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𝐸𝑎𝑛𝑔𝑙𝑒 = ∑ 𝑘𝜃(𝜃 − 𝜃𝑒𝑞)
2
𝑎𝑛𝑔𝑙𝑒𝑠
 Equation 3.8 
Where, 𝑘𝜃 is the angle constant and 𝜃𝑒𝑞 is the bond angle at equilibrium. 
The torsional interaction is the dihedral angle formed by the two planes of a system with four 
linearly connected atoms. One of the most commonly used functions to represent the dihedral 
potential is the CHARMM force field’s expression for dihedral potential as shown in  Equation 3.9. 
 
 
𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 = ∑ 𝑘∅[1 + 𝑐𝑜𝑛𝑠(𝑛∅ − 𝑑)]
𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙
 Equation 3.9 
Where, 𝑘∅ is the dihedral force constant, n the multiplicity of the dihedral angle (a positive 
integer) and d the integer value of degrees.  
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3.2.2.3 Non-bonded interactions 
In classical MD simulations, non-bonded interactions contain two parts: van der Waals 
interactions and electrostatic interactions. The most popular form of representing the van der 
Waals interactions is the Lennard-Jones 12-6 function shown in  Equation 3.10 [149]. 
 
𝐸𝐿𝐽 = ∑  4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
]
𝑖<𝑗
 Equation 3.10 
In the Lennard-Jones equation, 𝜎 is the distance at which the inter-particle potential is zero, which 
is a representation of the size of the atom, and 𝜀 is the depth of the potential wall, which 
represents the energy of interatomic vdW attraction. The Lennard-Jones potential is truncated at 
a cut-off distance, which is the distance at the point beyond where the interatomic vdW 
interactions between two particles become negligible.  
 
Figure 3.1: The Lennard-Jones potential 
When a system contains multiple particles, and inter-particle data 𝜀𝑖𝑗  and 𝜎𝑖𝑗 are not available, a 
suitable mixing rule is used to approximate these terms, using pure body terms. The choice of 
mixing rule usually depends on the kind of the force field. Examples of the most commonly used 
mixing rules are given below.  
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𝜎𝑖𝑗 = √𝜎𝑖𝑖 × 𝜎𝑗𝑗     and   𝜀𝑖𝑗 = √𝜀𝑖𝑖 × 𝜀𝑗𝑗 Equation 3.11 
Arithmetic or Lorentz-Berthelot mixing rule: 
𝜎𝑖𝑗 =
1
2
(𝜎𝑖𝑖 + 𝜎𝑗𝑗)   and   𝜀𝑖𝑗 = √𝜀𝑖𝑖 × 𝜀𝑗𝑗  Equation 3.12 
The Coulomb’s law is used to determine the interatomic interaction caused by the electro-
negativity of each atom. 
𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏𝑖𝑐 = ∑
𝑞𝑖𝑞𝑗
4𝜋𝜀0𝑟𝑖𝑗
𝑖<𝑗
 Equation 3.13 
Where, 𝑞𝑖 denotes the fixed partial charge on the ith atom, and 𝜀0 is the dielectric constant.  Unlike 
the Lennard-Jones potential, the Coulomb potential does not decay over a short distance. 
Therefore, to reduce the computational cost of long-range electrostatic interactions, different 
approaches are used for the computation. The most popular methods are the Ewald summation 
method and the particle-particle-particle mesh (PPPM) method, which use fast Fourier 
transformation algorithms.  
3.2.3 Algorithms 
In classical MD simulations, the force on a single particle is affected whenever the particle or 
another particle with which it has interatomic interactions, changes position due to the 
intermolecular interactions. Since the forces on each particle rely on each other, an analytical 
solution becomes impossible, necessitating integration using a finite element method. Various 
algorithms have been developed to integrate the Newton’s equation, such as the Leap Frog 
Algorithm [150], Gear Algorithm [151] and Verlet Algorithm [152], where the latter is probably 
the most commonly used method in classical MD simulations [153]. These algorithms are based 
on the assumption that Taylor series expansions can approximate atomic positions and dynamic 
properties [154]. 
𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗(𝑡) +
1
2
𝛿𝑡2𝒂(𝑡) +
1
6
𝛿𝑡3𝒃(𝑡) +
1
24
𝛿𝑡4𝒄(𝑡) + … … … … Equation 3.14 
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𝒗(𝑡 + 𝛿𝑡) = 𝒗(𝑡) + 𝛿𝑡𝒂(𝑡) +
1
2
𝛿𝑡2𝒃(𝑡) +
1
6
𝛿𝑡3𝒄(𝑡) +  … … … … Equation 3.15 
𝒂(𝑡 + 𝛿𝑡) = 𝒂(𝑡) + 𝛿𝑡𝒃(𝑡) +
1
2
𝛿𝑡2𝒄(𝑡) +  … … … … Equation 3.16 
Where 𝒓, 𝒗, 𝒂, 𝒃 and 𝒄  represent the position, velocity (the first derivative of the position vector 
with respect to time), acceleration (second derivative), third derivative and fourth derivatives, 
respectively.   
3.2.3.1 Verlet Algorithm 
In the Verlet algorithm, two Taylor series expansions of the position vector are combined where 
the positions vector 𝒓(𝑡) and 𝒓(𝑡 − 𝛿𝑡) are used to calculate the positions vector 𝒓(𝑡 + 𝛿𝑡)at time 
step 𝑡 + 𝛿𝑡.  
𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗(𝑡) +
1
2
𝛿𝑡2𝒂(𝑡) + … … … … Equation 3.17 
𝒓(𝑡 − 𝛿𝑡) = 𝒓(𝑡) − 𝛿𝑡𝒗(𝑡) +
1
2
𝛿𝑡2𝒂(𝑡) − … … … … Equation 3.18 
Combining these two equations gives; 
𝒓(𝑡 + 𝛿𝑡) = 2𝒓(𝑡) − 𝒓(𝑡 − 𝛿𝑡) + 𝛿𝑡2𝒂(𝑡) Equation 3.19 
The Verlet algorithm offers a straightforward and simple to implement approach to solve the 
Newton’s equation of motion, with a truncation error in the order of 𝛿𝑡4. However, the addition 
of a small term 𝛿𝑡2𝒂(𝑡) to a much larger 2𝒓(𝑡)  and 𝒓(𝑡 − 𝛿𝑡) may lead to loss of precision. 
Additionally, it requires the previous step’s positions at 𝑡 = −𝛿𝑡 to compute the positions for 𝑡 =
𝛿𝑡, which is usually obtained by truncating the Taylor series expansion as 𝒓(−𝛿𝑡) = 𝒓(0) −
𝛿𝑡𝒗(0). The other negative of this approach is that it does not explicitly include the velocity 
expression and therefore the velocity cannot be computed until the next time step. The velocity 
is especially important to calculate the kinetic energy of the system, to test the conservation of 
total energy, which is important to verify accurate progression of a MD simulation. In the Verlet 
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algorithm, the velocity can be calculated from the difference in the positions during the entire 
time step or during a half time step as in Equation 3.20 and Equation 3.21 respectively.  
𝒗(𝑡) =
𝒓(𝑡 + 𝛿𝑡) − 𝒓(𝑡 − 𝛿𝑡)
2𝛿𝑡
 Equation 3.20 
𝒗 (𝑡 +
1
2
𝛿𝑡) =
𝒓(𝑡 + 𝛿𝑡) − 𝒓(𝑡)
𝛿𝑡
 Equation 3.21 
3.2.3.2 Leap-Frog Algorithm 
To overcome the issues a half-step algorithm was developed by Hockney [155], which is known 
as the ‘Leap-frog’ algorithm. This algorithm is based on the Verlet algorithm, but explicitly 
includes the velocity term and avoids the 𝛿𝑡2𝒂(𝑡) term reducing the precision errors. The ‘leap-
frog’ algorithm uses Equation 3.22 and Equation 3.23 to update the positions of the simulation.  
𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗 (𝑡 +
1
2
𝛿𝑡) Equation 3.22 
𝒗 (𝑡 +
1
2
𝛿𝑡) = 𝒗 (𝑡 −
1
2
𝛿𝑡) + 𝛿𝑡𝒂(𝑡) Equation 3.23 
In this algorithm, the position and the velocity cannot be solved simultaneously; instead the 
velocity at (𝑡 +
1
2
𝛿𝑡) is calculated first, and then using this result, the position vector at (𝑡 + 𝛿𝑡) 
is deduced. This algorithm is superior to the Verlet algorithm in the sense that it explicitly 
includes the velocity term and does not require the calculation of the difference of large numbers. 
Since the positions and the velocities are not synchronised in this algorithm, the kinetic energy 
and the potential energy which are based on the velocity and positions respectively cannot be 
calculated for the same time step. 
3.2.3.3 Velocity Verlet Algorithm 
To overcome the shortcomings of the Verlet and ‘leap-frog’ algorithms, the Velocity-Verlet 
algorithm [156] was proposed, which also includes a half-step velocity calculation. This algorithm 
is implemented in three-stages as shown in Equation 3.24, Equation 3.25 and Equation 3.26. 
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𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗(𝑡) +
1
2
𝛿𝑡2𝒂(𝑡) Equation 3.24 
𝒗(𝑡 + 𝛿𝑡) = 𝒗 (𝑡 +
1
2
𝛿𝑡) +
1
2
𝛿𝑡𝒂(𝑡 + 𝛿𝑡) Equation 3.25 
𝒗 (𝑡 +
1
2
𝛿𝑡) = 𝒗(𝑡) +
1
2
𝛿𝑡𝒂(𝑡) Equation 3.26 
This algorithm gives the positions, velocities and the accelerations at the same time step and has 
improved precision, due to the absence of differences of large numbers in the formulae. However, 
it requires more computation compared to the Verlet algorithm.  
3.2.3.4 Beeman’s Algorithm 
The Beeman’s algorithm [157] gives a more accurate velocity and hence better energy 
conservation. However, this algorithm is more complex and requires more computational 
resources. 
𝒓(𝑡 + 𝛿𝑡) = 𝒓(𝑡) + 𝛿𝑡𝒗(𝑡) +
2
3
𝛿𝑡2𝒂(𝑡) −
1
6
𝛿𝑡2𝒂(𝑡 − 𝛿𝑡) Equation 3.27 
𝒗(𝑡 + 𝛿𝑡) = 𝒗(𝑡) +
1
3
𝛿𝑡𝒂(𝑡 + 𝛿𝑡) +
5
6
𝛿𝑡𝒂(𝑡) −
1
6
𝛿𝑡𝒂(𝑡 − 𝛿𝑡) Equation 3.28 
3.2.4 Equilibrium Ensembles 
Molecular dynamics employs an ensemble, which maintains the thermodynamic state of the 
system, a constant. Different ensembles exist based on the conserved thermodynamic parameter, 
and each ensemble is briefly introduced below. In every ensemble, the number of particles in 
conserved and the notation gives which variables are maintained constant.  
 NVE-  also known as the micro-canonical ensemble, which is characterized by constant 
number of atoms (N), fixed volume (V) and fixed energy (E) corresponding to adiabatic 
systems where temperature and pressure are unregulated. 
 NPT- the isobaric-isothermal ensemble that conserves the number of atoms (N), pressure 
(P) and temperature (T). This ensemble is only applicable to periodic systems.  
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 NVT- is also known as canonical ensemble where the number of atoms (N), volume (V) 
and temperature (T) are conserved. The temperature is controlled through a thermostat, 
which is discussed in section 3.2.5.  
 NPH- is also referred as the isenthalpic-isobaric ensemble, and conserves the number of 
atoms (N), pressure (P) and enthalpy (H). This ensemble is only applicable to periodic 
systems.  
3.2.5 Thermostats and barostats 
 Velocity rescaling- this approach adjusts the temperature of individual particles by 
scaling the velocity in each step. This method offers the advantage of straightforward 
application, which adds or subtracts energy from the system efficiently. It is however 
limited in generating a realistic thermodynamic ensemble due to not allowing natural 
temperature fluctuations of a system. Therefore, this is more suitable for equilibrating a 
system rapidly to a desired temperature, but not for production phase. 
 Noosé and Noosé-Hoover dynamics- this thermostat acts as a chain, where an 
additional degree of freedom is added to the system, to represent the interaction between 
the system and the heat bath. The added fake degree of freedom has a mass Q and a 
potential. The Q value should be chosen appropriately, such that it is not too small making 
the system not canonical or too large leading to inefficient temperature control.  
 Langevin- this thermostat models a group or smaller particles as a single larger particle. 
 Andersen – This thermostat includes two approaches, where one approach is to control 
the temperature by randomizing the velocities of all the atoms at a predefined collision 
period and the other version chooses collision period through Poison distribution at each 
time step and the temperature is adjusted according to the Boltzmann distribution. 
3.2.6 General simulation procedure  
In this thesis for the MD simulations, Forcite module [158] in Materials Studio software and 
LAMMPS software (Large-scale Atomic/Molecular Massively Parallel Simulator) [159] which is 
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an open source-code developed by Sandia National Laboratories, were used. The choice of 
software was based on the availability of potential data suitable for the system within the 
software, availability of computational resources and the computational time. The atomic 
coordinates for the membrane layer were obtained from structures optimized using DFT 
simulations and the simulation box with gas molecules was built with the ‘Packing’ task in the 
Amorphous Cell Module in Materials Studio. This generates randomly positioned gas molecules 
within a 3-D crystal of predefined dimensions with desired gas density. The molecular images are 
generated by Materials Studio visualizer or GaussView.  
The detailed simulation settings are given under each chapter, however, a brief introduction to 
LAMMPS simulation procedure and the common commands used are given here, and compared 
with Forcite settings, whenever a significant difference can be identified. LAMMPS executes a 
simulation by reading commands from an input script. An input script mainly consists of four 
sections as given below. 
I. Initialization  
 Units- this sets the style of the units used for the quantities defined in the input 
script of the simulation as well as the output data. The choice of unit style is based 
on personal preference or the unit style of the potential style used. As an example, 
when the REAX potential was used, the unit style ‘real’ was used since the REAX 
potential file supplied with the LAMMPS are parameterized with these units. 
 Boundary conditions- this specifies the types of the boundaries used in the 
simulation box. In the LAMMPS MD simulations, the simulation box in X and Y 
directions were maintained periodic while kept fixed in the Z direction which is 
perpendicular to the membrane plane, to avoid gas molecules crossing to the 
opposite direction without diffusing through the membrane. It should be noted 
that in the Material Studio Forcite module, the simulation setting has to be 
periodic in all three directions, and therefore a pristine h-BN layer was placed at 
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the edge on the Z-direction, which would act as a wall blocking the gas molecules’ 
migration to the opposite direction.  
 Simulation style- sets the dimensionality of the simulation, which was set to 3 
because all the simulation boxes were 3 dimensional.  
II. Atom definition 
 Create simulation box- the ‘read_data’ command was used to read the initial 
atomic coordinates and other atomic and molecular data such as atomic mass; 
charge; atom number; bond, angle and dihedral information; atom type; molecule 
number etc. from a data file.  
 Group-  was used to group different atom types (eg. Membrane, gas molecules) to 
be used in assigning fix-settings in the settings 
III. Simulation settings 
 Potential settings- the ‘pair_style’ command was used to set the type of pairwise 
interactions. The pair_style was defined based on the recommended style of the 
force-field type with an appropriate cut-off distance. The respective parameters 
for pair coefficients either were defined by numerical value or were read from the 
force-field parameter file (for simulations that used the REAX potential). When 
pair coefficients between non-identical atoms were not available within the force-
field data, these parameters were defined by the mixing rule recommended by the 
force-field type and were implemented using ‘pair_modify’ command 
 Bond, angle and dihedral settings- for either of the simulations we have carried 
out using LAMMPS, these parameters or settings were not required. The REAX 
potential, can determine the bond and angle data by itself, while for other 
simulations the gas molecules were defined as rigid molecules, and the membrane 
was kept fixed, rendering bond, angle and dihedral settings redundant.  
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 K- space style- this setting defines the long-range solver compute long-range 
Coulombic interactions. The ‘kspace_modify slab’ command was used because the 
use of Ewald K-space style requires the system to be periodic in all three 
directions. The slab keyword allows the system to be non-periodic in the Z 
direction by inserting a vacuum between atom slabs and removing the inter-slab 
dipole interactions by effectively turning off the slab-slab interactions.  
 Fix settings- various fix settings were used for thermostating (fix nvt), to keep 
the membrane position fixed in space (set force) and to keep molecules rigid (fix 
rigid/nvt). Since the Noose-Hoover thermostat was used, the Q ratio of 100 time-
steps was chosen as recommended by LAMMPS. Furthermore, ‘fix wall’ command 
was used to define the behaviour of the gas molecules at the fixed boundary in the 
Z-plane, which is non-periodic. For simulations using REAX potential, the wall was 
maintained reflective, while for simulations with rigid molecules the wall was 
defined as a LJ particle since LAMMPS does not allow the combination of fix rigid 
and fix wall/reflect.  
 Neighbour settings: this command sets parameters that affect the building of 
pairwise neighbour lists. The neighbour_modify command with the keyword 
‘exclude’ was used to turn off pairwise interaction within frozen atoms 
(membrane atoms) and rigid gas molecules to avoid needless computation.  
 Time-step – Appropriate time-steps were chosen balancing the computational 
time and the simulation accuracy. Time-steps within the range of 0.1-0.4 fs were 
used in this thesis.  
 Compute- this command will compute various properties of the simulation 
system 
 Output options- the ‘dump’ command was used to write data files containing 
atomic coordinates throughout the simulation at specified intervals, and the 
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‘thermo’ command was used to write the thermodynamic data of the simulation 
system 
IV. Run a simulation 
 Minimization- this command was used to minimize the energy of the simulation 
system at the initial stage.  
 Run- this command runs the molecular dynamics simulations. 
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CHAPTER 4 CARBON DIOXIDE CAPTURE BY CHARGE CONTROLLED BORON 
DOPED FULLERENE 
This chapter details the numerical studies on CO2 and N2 adsorption on neutral and charged boron 
doped fullerene (BC59). As the literature review suggests, boron doped fullerene shows 
interesting chemical properties, in addition to the inherent properties of fullerene making it an 
excellent candidate for gas adsorption applications. Owing to the nature of gas adsorption with 
possible chemical reactions and electron-transfer, first-principles DFT simulations were used for 
this study. Here we report our study on CO2 adsorption on boron doped C60 fullerene in its neutral 
state and 1e- charged state. The results show that CO2 can form weak interactions with the BC59 
cage in its neutral state and the interactions can be enhanced significantly by introducing an extra 
electron to the system while the weak adsorption of the other gases remains unaffected.  
4.1 INTRODUCTION 
Carbon based nanomaterials such as fullerene, carbon nanotubes and graphene offer excellent 
thermal and chemical stability as CO2 adsorbents [30, 31]. Heterofullerenes are fullerene 
structures where one or more cage C atom/s is/are substituted by impurity atom/s [106]. Boron 
doped C60 fullerenes are one of the most structurally stable heterofullerenes [106]. Details of 
synthesis methods and structural properties are given in section 2.2.2.  
Sun et al.  [105] for the first time predicted enhanced CO2 adsorption on 1e- and 2e- charged boron 
nitride sheets and nanotubes which show very little chemical affinity towards CO2 in its neutral 
state. Also Qiao et al. [31] showed that chemical interactions between boron carbon nanotubes 
(B2CNT) and CO2 can be enhanced by introducing extra electrons to the system.  
Therefore, in this study we aim to study the adsorptive properties of CO2 on BC59 fullerene in both 
neutral and 1e- charged states. To achieve a gas separation, the adsorbent should mostly interact 
preferentially with the targeted constituent in the gas mixture. An adsorbent for carbon capture 
should have stronger interactions with CO2 gas molecules, while also maintaining negligible 
interactions with the other gas molecules in the gas stream. In carbon capture applications, N2 
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and CH4 are the commonly found types of gases. Therefore, to evaluate the applicability of using 
heterofullerenes in carbon capture and the possibility of exploiting the adsorbent’s preference 
for one gas species over the other, this study will assess the adsorption behaviour of these two 
gases in neutral and charged BC59.  
4.2 COMPUTATIONAL DETAILS 
For this adsorption study, quantum mechanical simulations were used, since they give a 
considerably more accurate analysis of the structures, an atomic level chemical interaction and 
more precise calculations of the energies of structures and reactions. The system size is less than 
100 atoms; therefore, the computational resources required are reasonable, justifying the use of 
first-principles calculations. The first-principles density functional theory (DFT) calculations 
were carried out to study gas adsorption on the BC59 cage. The BC59 structure was fully optimized 
in the given symmetry. All the calculations were carried out at B3LYP [138, 139, 160] level of 
theory using the split valance polarized basis set 6-31G(d). The gas adsorption on BC59 was 
studied in neutral state and with 1e- charged state. The electron distribution and transfer were 
analysed with Mulliken population analysis method [161]. The adsorption energies were 
calculated using the following equation.  
Where 𝐸𝑎𝑑𝑠  is the adsorption energy, 𝐸𝑔𝑎𝑠/𝐵𝐶59 is the total energy of the BC59 cage with a gas 
molecule adsorbed on it and 𝐸𝐵𝐶59 and 𝐸𝑔𝑎𝑠 are the energies of isolated BC59 cage and an 
individual gas molecule respectively. For favourable adsorption, the calculated adsorption energy 
should be a negative value. The greater the absolute value, the stronger the intermolecular 
interaction between the gas molecules and the adsorbent is expected to be. When the adsorption 
energies of two gas species on a specific adsorbent are noticeably different, we can expect the 
adsorbent to preferentially adsorb only the gas species with the higher adsorption energy.  
The transition state was located using the  synchronous transit-guided quasi-Newton (STQN) 
method [162, 163], which was then fully optimized using the Berny algorithm at B3LYP/6-31G(d) 
𝐸𝑎𝑑𝑠 = 𝐸𝑔𝑎𝑠/𝐵𝐶59 − (𝐸𝐵𝐶59 + 𝐸gas) Equation 4.1 
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level. The optimized transition structure was used for IRC calculations at the same level of theory 
[164, 165].  All calculations were carried out using Gaussian 09 package [146], and the GaussView 
5 package [147] was used to visualize optimized molecular structures, molecular orbitals and 
charge distribution. 
4.3  RESULTS AND DISCUSSION 
First, the structural changes induced 
by the single carbon atom in the C60 
fullerene by a B atom were analysed. 
The simulation results returned that 
the atom substitution causes charge 
transfer between C and B atoms 
which results in an unbalanced 
charge distribution in the fullerene 
cage. The unbalanced charge 
distribution forms B-C complex sites 
for CO2 adsorption. Here we 
considered two possible sites for CO2 
adsorption: the B-C atomic site between two hexagonal rings (HH B-C site, where HH denotes 
hexagonal-hexagonal) and two identical B-C sites between a hexagonal ring and pentagonal ring 
(HP B-C site, where HP denotes hexagonal-pentagonal). 
Comparison of the two fully relaxed geometries shows that the boron atom substitution induces 
structural changes on the fullerene cage. The B-C bond length at HH B-C site increases to 1.5Å 
from 1.39Å for a typical C-C bond between two 6-member rings. The B-C bond at HP B-C site 
increases to 1.54 Å from the usual bond length of 1.45Å of the pristine fullerene structure. The 
bond angle decreases slightly to 118.5° for the C-B-C bond angle at HH B-C site, from the original 
angle of 120° for a bond angle between two 6-member rings of the pristine C60 fullerene. Similarly, 
the C-B-C angle at the HP B-C site decreases to 106.3° from the 109.5°. 
 
Figure 4.1: Sites for CO2 adsorption on BC59. The B and C atoms of 
HH B-C and HP B-C sites are represented as ‘ball and bond’ type and 
the rest of the atoms are represented as ‘wireframes’. Atom colour 
code: grey, carbon; pink, boron. 
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4.3.1 CO2 Adsorption on uncharged BC59 fullerenes 
According to our simulation results, the CO2 molecules can only form weak interactions with BC59 
cage in its neutral state. The physisorption energy is a weak -2.04 kcal/mol (-4.1 kcal/mol for 
B97D/6-31G(d) calculations) and the weak interactions are mainly due to the van der Waals 
interactions between the CO2 and the adsorbent molecule. As shown in the CO2 physisorbed 
configuration in Figure 4.2, the CO2 molecule sits parallel to the boron-carbon plane of the BC59 
fullerene cage. The B ⋯ O and C ⋯ O bond distances are 3.25 Å and 3.71 Å respectively. The CO2 
molecule undergoes only slight structural changes upon physisorption on the uncharged BC59 
fullerene cage. The O-C-O angle is barely changed to 179.717° from 180° and the changes to the 
C=O bond lengths are negligibly small. The doped fullerene cage hardly undergoes any structural 
change. The charge transfer between CO2 and BC59 is only 0.008 e. These minimal alterations to 
the gas and the adsorbent molecules indicate a minimal interaction between the adsorbate and 
the adsorbent. Therefore, a neutral boron doped fullerene is not effective in carbon capture 
applications.  
 
 
Figure 4.2: CO2 physisorbed configuration on neutral BC59. (a) Front view and (b) top view. Atom 
colour code: grey, carbon; pink, boron; red, oxygen 
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4.3.2 Effects of charges on the structure 
Next, the influences of introducing an additional electron to a boron doped BC59 fullerene was 
analysed using Mulliken charge analysis and the electron density distributions of lowest 
unoccupied molecular orbitals (LUMO).  Due to its isoelectronic analogy with C60, Kim et al.  [166] 
predicted that C59B- should be a stable entity. This claim was validated by experimental 
observations by Dunk et al. [112]. Figure 4.3 shows that the LUMO of the neutral BC59 is 
concentrated on the B atom and the neighbouring C atoms. This observation is consistent with 
experimental results of Guo et al.  [110] which showed that boron doping creates an electron 
defficient site on the B atom on the cage. This suggests that an additional electron added to the 
system, will be accepted by the B atom. This hypothesis is supported by theoretical predictions 
of Kurita et al. [13] and Xie et al. [167]  who stated that the doped B atom on C60 fullerene exists 
as an electron acceptor. 
 
Figure 4.3: LUMO of neutral BC59. The orbitals are drawn at isosurface 
value 0.02. The colours of the orbitals: red, positive wave function; 
green, negative wave function. Atom colour code: pink, boron; grey, 
carbon 
 Comparison of Mulliken population analysis of neutral and 1e- charge-state of the BC59 structure 
proves that the B atom essentially accepts the negative-charge introduced to the system. The 
Mulliken atomic charge of the B atom in BC59 structure in neutral state has changed from 0.138 
to 0.012 upon the introduction of the negative charge, while as shown in Figure 4.4 the negative 
charges on the C atoms are only slightly changed. 
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Figure 4.4: Mulliken charge distribution of (a) neutral BC59 and (b) 1e- BC59. The atoms are shaded 
based on the charge distribution on each atom. The comparison suggests that the most notable charge 
transfer is on the boron atom 
4.3.3 CO2 adsorption on BC59 fullerene in 1e− state 
Next, we studied the CO2 adsorption on a 1e- charged BC59 cage. The results confirm that the 
negatively charged BC59 fullerene exhibits stronger interaction with CO2. Unlike with the neutral 
BC59 where the interaction with CO2 molecule was only physical, here the charged BC59 forms a 
substantial chemical interaction with CO2 causing the molecule to undergo significant structural 
deformations.  Out of the three possible sites investigated, the CO2 adsorption on the HH B-C site 
was the strongest. The chemisorbed configurations of CO2 adsorbed on the HP B-C site or on the 
HH C-C site have positive reaction energies, indicating the formed configuration is unstable.  
However, CO2 chemisorption on the B-C site bordered by two hexagonal rings: the HH B-C site, 
has a negative adsorption energy. 
In CO2 adsorption on the HH B-C site, a chemisorption energy of -15.41 kcal/mol (-64.48 kJ/mol) 
(-13.48 kcal/mol with BSSE correction) is observed which agrees well with the ideal range of 
chemisorption energy (40-80 kJ/mol) for a good CO2 adsorbent [168]. The Gibbs free energy of 
the reaction can be calculated using the Equation 4.2, where ∆𝐺, ∆𝐻 𝑎𝑛𝑑 ∆𝑆 are the changes in 
Gibbs free energy, enthalpy and entropy, respectively and T is the absolute temperature. 
 
∆𝐺 = ∆𝐻 − 𝑇∆𝑆 Equation 4.2 
 C H A P T E R  4  5 9  |  P a g e  
 
The calculated Gibbs free energy for CO2 physisorption on the charged BC59 fullerene structure, 
using the thermochemistry data obtained from Gaussian simulations is -3.93 kcal/mol at 298.15K 
and 1atm. Since a negative Gibbs free energy implies a spontaneous reaction at the given 
temperature, the CO2 chemisorption on the charged structure is a spontaneous process. 
   
Figure 4.5: (a) CO2 chemisorption and (b) Transition structure for CO2 chemisorption on negative 1e- charge BC59. 
Atom colour code: grey, carbon; pink, boron; red, oxygen. (c) Charge distribution after CO2 chemisorption 
The CO2 molecule undergoes considerable distortion upon chemically adsorbing on the 1e- 
charged BC59 fullerene. A C=O bond of the CO2 molecule is broken while one oxygen atom forms 
a bond with the boron atom (which will be referred as Oa in the following discussion and the other 
oxygen atom as Ob). The carbon atom of the CO2 molecule forms a bond with the carbon atom on 
the HH B-C site of the cage structure. The linear O-C-O bond of CO2 is bent to 128.05° in the 
adsorbed form. The C=Ob bond which is originally 1.169Å (experimentally 1.162 Å [123]) is 
elongated to 1.208 Å, while the C-Oa bond length has expanded to 1.336 Å.The adsorption site of 
the BC59 fullerene also undergoes considerable stretching. The HH B-C site is protruded outwards 
by ~0.05 Å. The B-C bond of the HH B-C site has stretched to 1.672 Å from 1.496 Å. The Mulliken 
population analysis shows that a charge transfer of 0.42 has occurred from the BC59 fullerene to 
the CO2 molecule. Comparison of the charge distribution on BC59- before (Figure 4.4 (b)) and after 
(Figure 4.5 (c)) CO2 adsorption, confirms that the injected electron is occupied by the CO2 
molecule.  
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The higher adsorption energy and significant distortions in the structures confirms a stronger 
interaction between the CO2 molecule and the negatively charged BC59 than its neutral state. 
These interactions can be explained due to the Lewis acidity of CO2, which prefers to accept 
electrons [31]. On the other hand, the B atom of the BC59 becomes less positively charged upon 
the addition of an extra electron. Therefore, it becomes more likely to donate electrons to the CO2 
molecule leading to stronger interactions between the two molecules.  
Figure 4.6 shows the minimum energy pathway for the adsorption from the physisorbed state to 
the chemisorbed configuration. We performed frequency calculations on the optimized transition 
structure which confirms it is a first order saddle point and hence an actual transition structure. 
From this figure, the activation barrier for the chemisorption is estimated to be 13.25 kcal/mol 
(55.43 kJ/mol). The low barrier to the reaction indicates that the reaction is energetically 
favourable.  
 
Figure 4.6: : Intrinsic reaction pathway for CO2 chemisorption on 1e- charged BC59 
from its physisorbed configuration. The total energy = 0 point corresponds to the 
total energy of ECO2+ EBC59
−1 
For CO2 desorption, the removal of the added charge will decrease the stability of the bond 
between CO2 and the doped fullerene. The thermodynamic analysis of the reaction shows that the 
CO2 chemisorption is spontaneous only for temperatures less than 350K. Therefore, we suggest 
using a combination of manipulating the charge state and the temperature of the system for 
 C H A P T E R  4  6 1  |  P a g e  
 
adsorbent recycling. This kind of method eliminates the need for pressure swing recycling, which 
demands large energy requirements for adsorbent regeneration and expensive process 
equipment required for pressurized systems. Charging the system can be achieved by electro 
chemical method, electrospray, and electron beam or gate voltage control methods [105].  
4.3.4 N2 and CH4 adsorption on neutral and charged BC59 
To analyse the effectiveness of employing BC59 for CO2 separation, we analysed the adsorptive 
behaviour of N2 and CH4 on charged and neutral BC59. The N2 gas molecules would only weakly 
physisorb on the BC59 structure irrespective of its charged state. The N2 physisorption energy of 
the charged state barely increases to -0.93kcal/mol from the weak physisorption energy of -0.43 
kcal/mol of the respective physisorption on a neutral BC59 molecule. The N2 molecule sits at a 
distance of 3.4 Å from the boron atom of the BC59 fullerene. In charged and neutral physisorption, 
any charge transfer between the gas molecule and the adsorbent is negligible. Similarly, the, 
adsorbent or the gas molecule hardly undergoes any structural alterations. 
  
Figure 4.7: The physisorbed configurations of (a) N2 and(b) CH4 on a boron doped C59B fullerene. 
The physisorbed configurations essentially remains the same irrespective of the electric field of 
the system. Atom colour code: white; hydrogen; pink, boron; grey, carbon; blue, nitrogen. 
Similarly, the CH4 gas molecule only forms a weak vdW bond with the adsorbent. Similar to the 
N2 adsorption, the methane adsorption hardly sees any difference in the adsorption behaviour 
with the alteration of the charged state of the adsorbent. The weak physisorption energy is 
slightly increased from -0.43 kcal/mol to -1.11kcal/mol when the adsorbent is introduced with 
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an electron. The CH4 molecule is physisorbed at a distance of 3.6 Å from the BC59 fullerene. Similar 
to the N2 physisorption, the adsorbent or the gas molecule barely undergoes any structural 
changes and minimal charge transfer occurs between the two molecules. 
4.3.5 Discussion 
This study focuses on assessing the 
feasibility of using fullerene-based 
materials, which inherently have favourable 
chemical, mechanical and thermal 
properties to be used as gas adsorbents in 
industrial conditions. The study 
successfully incorporates a combination of 
chemical functionalization and charge 
tuning to achieve effective CO2 separation. 
Figure 4.8 graphically compares the 
influence of the electric field on adsorption 
energies of the three gas molecules. The profound change in the CO2 gas molecule’s adsorption 
behaviour, when the adsorbent is under an electrical field, makes it a suitable candidate for CO2 
adsorptive separation. The electrophilic nature of CO2 leads to the stronger interaction and 
charge transfer with the boron atom, which takes most of the introduced electron charge to the 
system. Upon adsorption, the CO2 molecule undergoes significant structural alterations. Because 
adsorption is controlled by varying the electric field, this adsorption system would not require 
large pressure changes to regenerate the adsorbent. In fact, a combination of charge control and 
considerably smaller pressure swinging can be used to extract the adsorbed gas molecules from 
the adsorbent. This will address one of the inherent downsides in adsorption gas separation to a 
certain degree. 
However, in contrast to the CO2 adsorption on BC59 fullerene, the alterations to N2 and CH4 
adsorption behaviour by charge tuning is insignificant. Both gases only weakly physisorb on the 
 
Figure 4.8: Comparison of adsorption energies of each gas 
type on a neutral BC59 fullerene and when the adsorbent is 
under a (-1) electric field 
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BC59 fullerene irrespective of the adsorbents charge state and hardly undergoes any structural 
changes. Considering the strong chemisorption of the CO2 through charge tuning and the 
noticeably weak interactions between the N2 gas molecules and the adsorbent, this kind of 
adsorbents can find applications in carbon capture from flue gas. The main constituents of a flue 
gas stream are N2 and CO2. The preferential adsorption of CO2 over N2 will lead to effective 
separation of CO2 from N2. Combining the selective gas adsorption of boron-doped fullerene with 
its high thermal and mechanical stability inherited from pristine C60 fullerene structures, make 
this structure a suitable adsorbent to be used in conditions in a flue gas outlet. Similarly, CO2 
removal from gas mixtures primarily containing CO2 and CH4 is essential in industrial processes 
in natural gas sweetening and biogas upgrading. Similar to CO2/N2 separation, the substantial 
differences in the adsorption energies between CO2 and CH4 on BC59 under an electric field can be 
exploited to effectively remove CO2 gas molecules from gas streams containing gas mixtures of 
CO2 and CH4 found in the aforementioned industrial applications.  
4.4 CONCLUSION 
Using DFT calculations, we have studied the adsorption mechanisms of CO2 on a C60 fullerene cage 
where a single C atom is substituted by a B atom. Our calculation results show that the BC59 cage, 
in its neutral state shows low chemical interaction with a CO2 molecule, which only physisorbs 
with an Eads of -2.04 kcal/mol. However, the CO2 adsorption on the BC59 can be significantly 
enhanced by injecting the structure with negative charges. The CO2 molecule chemisorbs on the 
1e- charged BC59 with an Eads of -15.41 kcal/mol. On the other hand, the N2 and CH4 adsorption on 
both neutral and charged BC59 remains physical. This study suggests that we can conclude 1e- 
charged BC59 cage structure is a promising CO2 adsorbent. 
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CHAPTER 5 POROUS HEXAGONAL BORON NITRIDE MEMBRANES FOR GAS 
SEPARATION 
This chapter details the theoretical analysis of porous hexagonal boron nitride membranes for 
gas purification. These studies also evaluated the possibility of increasing the targeted gas 
permeability across the membrane, while keeping its selectivity intact by subjecting the 
membrane to minor external biaxial strains. The expectation is that a small biaxial strain will 
cause the porous area to increase slightly, sufficient to improve the permeability of the targeted 
gas molecules, but not too high to alter the impermeability of impurity gas molecules. Ab initio 
DFT simulations are used to optimize the membrane geometries with and without added strains. 
Classical MD simulations are used to study the gas permeability across the membrane.  
Boron nitride is the most commonly studied two-dimensional graphene-like structure after 
graphene itself. A number of studies have been carried out to analyse the use of porous graphene 
monolayers as a membrane in gas separation and water desalination as mentioned in section 
2.1.2.1. Motivated by such studies, here we analyse the prospects of porous boron nitride 
membranes in gas separation applications. The superior structural properties due to its 
graphene-like nature and unique properties inherent to boron nitride, makes it an interesting 
candidate for gas separation membrane. In this study, hexagonal boron nitride is chosen due to 
its similarity to graphene and excellent chemical and structural stability. Similar to graphene and 
other 2D monolayer membranes proposed such as porous MoS2 membranes, the pores can be 
created by removing a number of chosen atoms to create a pore with desired shape and size. 
Techniques to remove atoms from a pristine monolayer are discussed in detail in section 2.1.2.5.  
In this chapter, the permeability of H2, CO2, N2 and CH4 through porous h-BN is evaluated where 
the study focuses on different pores distinguished by the shape, the number of atoms removed or 
the type of atoms (boron or nitrogen) at the pore rim. Furthermore, the effectiveness of strain 
tuning to control the desired gas permeability and selectivity is explored. While first-principles 
quantum mechanical simulations were used to obtain optimized geometries of the created 
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nanoporous structures, non-equilibrium molecular dynamics simulations were used for gas 
permeability study. Section 5.2 includes the detailed computational details while section 5.3 
presents the results of molecular dynamics simulations.  
5.1 POROUS BORON NITRIDE STRUCTURES 
The nanoporous h-BN membranes are created by selectively removing boron and nitrogen atoms 
from a pristine hexagonal boron nitride monolayer. The edge of the pores, the dangling boron and 
nitrogen bonds, are terminated with hydrogen atoms. The types of pores created and evaluated 
for gas permeability for this study are shown in Figure 5.1 and Figure 5.2. The choice is based on 
the dimensions of the pores and the gases’ kinetic diameters. In this thesis, the different pore 
types are identified by the number of removed atoms. In pore-10, 5 each of boron and nitrogen 
atoms are removed and the pore edges are terminated with eight hydrogen atoms. In this porous 
structure, the length of the pore is aligned in the zigzag direction of the hexagonal boron nitride 
monolayer. A similar pore shape with similar dimensions could be obtained by removing four of 
each boron and nitrogen atoms, but aligning the length of the pore along the armchair direction. 
In this case, however, the terminating hydrogen atoms will be too close to each other and make 
the pore structure unstable as shown in Figure 5.1. Therefore, this pore is not studied for gas 
separation in this thesis.  
 
Figure 5.1: (a) Pore-10 and (b) Pore-8. These two pores have similar openings, however the difference in alignment 
of  length of the pore opening along the zigzag edge or the armchair edge make them structurally different and 
therefore affects its structural stability. Atom colour code: hydrogen, white; boron, pink; carbon, grey; nitrogen, blue.  
 In pore-13-B, six boron atoms and seven atoms are removed and the pore edge is terminated 
with nine hydrogen atoms. In this pore, the edge of the pore consists predominantly of boron 
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atoms, and it is therefore denoted as pore-13-B. As shown in Figure 5.2, the pore-13-N has a 
similar shape to pore-13-B, but has more nitrogen atoms at the edge of the pore with 6 nitrogen 
atoms and 7 boron atoms removed and 9 hydrogen atoms terminating the pore edges. Similar to 
pore-10, these two pores can be modified by swapping the alignment from along the zigzag 
direction to along the armchair direction. However, these two configurations also make the 
terminating hydrogen atoms too close to each other, and therefore leading to a less stable 
structure. Hence, those two configurations are ignored in this study. The difference in the pore 
edge leads to different pore dimensions and different behaviour under strain.  
 
Figure 5.2: Pore-13-B and Pore-13-N. The predominant atom type at the edge of the pore opening distinguish 
these two similar looking pore openings. Atom colour code: hydrogen, white; boron, pink; carbon, grey; 
nitrogen, blue. 
5.2 COMPUTATIONAL DETAILS 
In this study, molecular dynamics simulations were used to analyse the H2, CO2, N2 and CH4 
permeation across the membrane, and first-principles DFT calculations were used for geometry 
optimization of boron nitride monolayer and various porous structures.  
5.2.1 Density Functional Theory Calculations 
All DFT calculations were carried out using the DMol3 module in Materials Studio [144, 145]. 
First, a pristine boron nitride supercell approximately of 25 Å × 25 Å  was built and fully relaxed. 
Next, pores were created in the optimized pristine boron nitride membrane as mentioned in 
section 5.1. The various pore structures were fully relaxed, allowing the relaxation of both atomic 
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positions and the lattice parameters. Finally, the lattice size was increased by 2.5 and 5% to mimic 
the porous membrane being under biaxial strain of respective value. For these geometry 
optimizations, the lattice parameters were kept fixed while allowing the atomic positions to relax. 
The generalized gradient approximation treated by the Perdew-Burke-Ernzerhof exchange 
correlation [135] with a basis set of all electron double numerical plus polarization (DNP) was 
used for the final DFT geometry relaxations. The DFT-D method developed by Grimme et al.[169], 
was used for the long-range van der Waals corrections. A three dimensional crystal with a vacuum 
slab of 10 Ȧ between sheets in the Z-direction was used. The Brillouin zone was sampled by 4x4x1 
k-points using the Monkhorst-Pack scheme[170].  Atomic charges were calculated using the 
Mulliken charge analysis [161]. The convergence tolerance parameters were set as below. 
Energy : 2.0 × 10−5 Ha 
Maximum force : 4 × 10−3Ha/Å 
Maximum displacement  : 5 × 10−2 Å 
Maximum iterations : 50 
Maximum step size : 0.3 Å 
Self-Consistent Field tolerance : 1.0 × 105 
Maximum SCF cycles:  : 50 
Multipolar expansion  : Octupole 
5.2.2 Molecular Dynamics Simulations 
All MD simulations were performed using the Forcite Module in Materials Studio package. The 
simulation box was setup with a frozen ~25 × 25 Å monolayer of porous BN with a single pore, 
obtained from DFT geometry optimizations. It was placed at the middle of the simulation box, as 
shown in Figure 5.3. Periodic boundary conditions were applied in all three directions and a non-
porous pristine boron nitride layer was fixed to separate the vacuum phase. Initially 80 gas 
molecules were placed in one side of the membrane, which behaves as the gas reservoir.  
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Figure 5.3: Simulation box setup for MD simulations. The length of the simulation box is reduced for illustrative 
purposes. Atom colour code: white. hydrogen; pink, boron; grey, carbon; blue, nitrogen; red, oxygen. 
Simulations were carried in the NVT ensemble, with the Nosé thermostat to maintain system 
temperature at 298.0 K. The system was equilibrated for 100 ps using velocity scale 
thermostatting with a temperature difference of 2.5 K. Next production simulations were carried 
out for a total time-period of 10ns with a time-step of 0.25 fs. The number of gas molecules in the 
feed is chosen such that the initial feed pressure is approximately 50 bar (calculated assuming 
ideal gas behaviour). However, this value is reduced during the simulation period due to the 
following reasons. 
 Gas molecules crossing through the membrane reduces the number of molecules in the 
feed side 
 Molecular adsorption of gas molecules on the membrane. The adsorbed gas molecules are 
considered to be in the solid phase and may not contribute to the overall pressure in the 
gas phase reducing the total pressure of the simulation system. 
The atom trajectories were recorded at every 1000 step (25 fs) and the Z coordinates of the gas 
atoms were extracted by running a Perl script. Only the Z-coordinates were extracted, because it 
is the most important in identifying the gas transport behaviour through the nanopores. Next, the 
Z-coordinate matrix was post processed using Matlab codes written to analyse the gas 
permeation behaviour. 
The simulation parameters used in this simulation are summarized below.  
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Simulation setting : Value 
Ensemble : NVT 
Temperature : 298.0 K 
Thermostat : Nosé 
Q- ratio : 0.01 
Time step : 0.25 fs  
Number of steps : 40000000 
Initial velocities in equilibration : Random 
Initial velocities in production : From equilibration simulations 
Charges : Mulliken Analysis from DFT simulations 
Electrostatic summation method : Ewald 
Electrostatic summation accuracy : 0.01 kcal/mol 
Electrostatic summation buffer width  : 0.5 Å 
van der Waals summation method : atom based 
van der Waals cut-off distance : 12.5 Å 
Spline width : 1 Å 
Long range correction : Yes 
Buffer width                 : 0.5 Å 
5.3 RESULTS & DISCUSSION 
First, the pore dimensions of the optimized membranes were analysed and the results are 
summarized in Table 5.1. As expected, the pore-10 has the smallest pore opening due to the lower 
number of atoms being removed to form it. Interestingly, a comparison of the pore dimensions of 
pore-13-B and pore-13-N shows that the latter has a reasonably larger pore area compared to the 
former despite having the same total number of atoms removed from the monolayer. The only 
difference between the two kinds of pores is the type of atom species on the edge rim. When the 
distances between the boron or nitrogen atoms at opposite ends of the pore rims (ignoring the 
terminating hydrogen atoms) are compared, it is evident they are almost similar in values. 
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Therefore the increased pore area is largely due to the much shorter N-H bond length of 1.02 Å 
(according to our DFT calculations, which is also confirmed by previous theoretical values 
published in literature) compared to the B-H bond length of 1.21 Å, which causes the noticeable 
difference in the pore dimensions.   
The three different pores were subjected to 2.5 and 5% biaxial strains, where the strains were 
modelled by increasing the unit cell size by the respective strain values. Then energy 
minimization simulations were carried out, allowing the atomic positions to relax but keeping the 
altered lattice dimensions fixed. Table 5.1 summarizes the changes to the critical pore dimensions 
of the three pores under biaxial strain. Analysis of structural changes caused by biaxial strain 
shows, how most of the changes observed, occurred at the pore opening. This behaviour is 
expected due to the absence of interatomic bonds to resist the deformation due to straining, while 
the bonds within unaltered regions, hardly undergo any changes due to the stronger interatomic 
attractions.  
Table 5.1: Summary of structural changes induced by biaxial strain 
 
Strain 
Percentage (%) 
D1 D2 D3 D4 
Pore-10 
0 3.83 5.52 6.02 - 
2.5 4.24 5.83 6.38 - 
5 4.66 6.12 6.74 - 
Pore-13-B 
0 5.78 5.32 6.00 6.10 
2.5 6.21 5.83 6.39 6.49 
5 6.58 6.24 6.88 6.95 
Pore-13-N 
0 5.52 5.89 6.08 6.16 
2.5 5.86 6.30 6.44 6.57 
5 6.22 6.72 6.88 7.03 
5.3.1 Gas permeation study 
The gas permeability of the membrane was evaluated with non-equilibrium molecular dynamics 
simulations. Figure 5.4 shows the temperature and energy variation during the simulation period. 
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Analysis of the molecular trajectories confirms that the chosen time step is appropriate. The 
permeability across porous boron nitride is evaluated by quantifying the molecular crossings, 
across the three different pores studied under various strain values. For quantified analysis, the 
crossings occurring during the equilibration stage of 100ps were ignored. Table 5.2 is a summary 
of the total number of crossings across each pore during the 10ns simulation production time. 
When a nano-pore under a certain biaxial strain value is permeable to the largest gas molecule, 
CH4, further permeation studies for other gases and the same pore under larger biaxial strains 
 
Figure 5.4: Temperature and energy variation during equilibration and production simulations. These results are 
sample representations from the CO2 permeation through pore-13-B subjected to 5% biaxial strain 
 C H A P T E R  5  7 3  |  P a g e  
 
were aborted, because we cannot achieve any separation for the gases analysed in this study. For 
example, the pore-13-N will show gas permeability to all the gases because it is permeable to CH4 
under 2.5% strain. Since this is the gas type with the largest kinetic diameter, it implies that the 
membrane is permeable to H2, CO2 and N2, all of which have smaller kinetic diameters. Therefore, 
no further studies were done for these gases with the membrane subjected to 2.5% or 5% biaxial 
strains since the latter would certainly be permeable to every gas and any significant separation 
based on size sieving cannot be expected. 
Table 5.2: Summary of number of crossing for each gas type through the studied pore types 
 Strain (%) H2 CO2 N2 CH4 
Pore-10 
0 0 0 0 0 
2.5 11 0 0 0 
5 22 0 0 0 
Pore-13-B 
0 11 0 0 0 
2.5 310 71 19 0 
5 526 94 115 123 
Pore-13-N 
0 48 0 0 0 
2.5 624 
Permeable to largest gas molecule CH4-101 
5  
5.3.1.1 Porous boron nitride for H2 purification 
The results show that the membrane with the smallest pore, pore-10 is impermeable to any gas 
considered in this study. Both pores, pore-13-B and pore 13-N, are only permeable to H2, whereas 
they are impermeable to CO2, N2 and CH4. The Figure 5.5 compares the number of H2 molecules 
on the permeate side of the simulation box at each time step and the number of H2 molecules 
crossings each type of porous membrane in each direction, respectively. Analysis of the trend in 
gas permeation, especially through pores with high permeability indicates, once the number of 
gas molecules on the permeate side of the membrane reaches a considerable value, the gas 
transport occurs in both directions. Therefore, to get an accurate estimate of the number of 
crossings through the porous membrane, the number of gas crossings in each direction was 
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recorded. The values reported in Table 5.2 and the graph in Figure 5.5 include gas-crossing events 
in both directions.  
 
Figure 5.5: The variation of number of H2 molecules and (b) the number of H2 crossing events occurred during the 
simulation period for membrane systems under no strain. Since the pore-10 is impermeable to H2 in the absence of 
strain, the plot is on the y=0 axis. 
Being only permeable to H2 gas molecules, the results suggest that the boron nitride membrane 
with a type of pore -13-B and pore-13-N can be effectively used for hydrogen separation from gas 
mixtures of CH4 and CO2. Out of these two types of membranes, the pore-13-N membrane, with a 
comparatively larger pore dimension, is more permeable to H2 molecules. The results comparison 
indicates, that an approximately 5% difference of total pore area of the two types of pores, has 
tripled the H2 flux across the pore. 
Next, we compared the molecular permeation when the nano-membrane is subjected to biaxial 
strain. The results show that the h-BN membrane with pore-10 is impermeable to CO2, N2 and CH4 
even under 5% biaxial strains. However, the strain-induced pore area expansion leads to 
increased H2 flux through the pore. Therefore, for each increase in biaxial strain by 2.5%, which 
effectively leads to an approximate 17% increase to the pore area, the number of H2 crossings 
increase from 0 to 10 to 22, respectively. Therefore, this type of membrane subjected to biaxial 
strains of 2.5 and 5% can be effectively used to separate H2 from mixtures of CO2 and CH4. 
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Similarly, the pore-13-B under a 2.5% biaxial strain, demonstrates the ability to permeate both 
CO2 and H2 gas molecules. Therefore, while it has a larger permeability for H2 gas molecules, this 
membrane cannot be used for H2/CO2 separation applications, which is commonly required in 
pre-combustion carbon dioxide capture. However, due its high H2 permeability and CH4 
screening, the pore-13-B under biaxial strains up to 2.5% is an excellent candidate for H2 
purification from gas mixtures of H2 and CH4. Membrane with pore-13-N, even under biaxial 
strains of 2.5% loses its impermeability to CO2 and CH4 gas molecules. Therefore, this type of 
membrane can only be used for H2 purification from CO2 and CH4 in the absence of any strains. 
However, its remarkably high permeability to H2, even in the absence of any biaxial strain, makes 
this membrane an ideal candidate for H2 purification.  
5.3.1.2 Porous Boron Nitride Membranes for CO2 Capture 
The membrane with pore-13-B type opening, under 2.5% biaxial strain displays reasonable CO2 
permeability across the membrane, while maintaining its CH4 and N2 impermeability. This 
characteristic is drastically changed when biaxial strain is increased to 5%. Therefore, this kind 
of membranes under biaxial strains around 2.5% can be proposed to separate CO2 from CH4 and 
CO2 from N2. In this case, under 2.5% biaxial strain, the increase in size of the opening is 
sufficiently large to allow CO2 passage through it, but is not large enough for the N2 and CH4 
passage through the pore opening. The 100% rejection of CH4 and high permeability of CO2 makes 
h-BN membranes with 13-B type pores, a suitable candidate in CO2/CH4 separation applications, 
especially in natural gas processing, where the presence of CO2 significantly reduces the overall 
energy content and causes corrosion in natural gas transport pipes. Similarly, due to the 
membrane’s demonstrated ability to extract CO2 from N2 with a significant difference in the flow 
rates, it can find applications in post-combustion carbon-capture, where CO2 is removed from the 
flue gas as a mean to curb greenhouse gas emissions. 
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5.3.2 Discussion 
 
Figure 5.6: Comparison of gas permeability of Pore-13-B under 5% strain. (a) Variation of number of crossings 
recorded during the entire simulation period. (b) Number of gas molecules in the permeate side during the 
simulation period 
As mentioned earlier, the membrane with pore-13-B type opening, under 5% biaxial strain is 
permeable to all gases investigated in this study. The results of this simulation study were used 
to analyse the gas permeability behaviour of each gas type through a porous hexagonal boron 
nitride membrane.  These simulations give an insight into the gas permeability behaviour through 
the pore opening, but under 5% strain this kind of pore cannot achieve any separation.  
Figure 5.6 (a) compares the H2, CO2 and CH4 crossing events across the pore-13-B membrane 
under 5% strain, while Figure 5.6 (b) represents the variation of gas concentration on the 
permeate side of the membrane with time for each gas type. The results indicate under a higher 
biaxial strain and enhanced pore area; both N2 and CH4 gas molecules shows a slightly higher 
number of crossings events compared to the CO2 gas molecules. This suggests when the pore area 
is increased, the physical barrier to gas atoms crossings is no longer the dominant influential 
factor, and in fact, N2 and CH4 are more permeable across a porous boron nitride membrane 
compared to the smaller CO2. The intermolecular chemical interactions that causes higher 
molecular concentrations around the membrane and superior adsorption-diffusion, becomes 
stronger than the steric effects, leading to higher overall gas fluxes through the membrane. 
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5.3.3 Adsorption and diffusion  
 
Figure 5.7: The probability distribution of the gases along the Z-direction perpendicular to 
the membrane. The figure shown here is the results from gas permeation study of pore-
13-B under 5% biaxial strain. 
Evaluation of the mean-distribution of gases along the z-axis shows that the gases assessed in this 
study adsorb on the boron nitride membrane to varying degrees. The variations of the probability 
distributions of each gas type from 1nm from the membrane in both directions, along the z-axis 
perpendicular to the membrane, are depicted in Figure 5.7. Clearly, the polar gas molecules show 
higher concentration around the boron nitride membrane, while the H2 gas molecule shows the 
least interaction. This is due to the higher intermolecular interaction between these gas molecules 
and the membrane compared to H2 which leads them to physically and/or chemically adsorb on 
the membrane. Given that the highest gas concentration is found between 0.3-0.4 nm from the 
boron nitride layer, it can be concluded that physical adsorption is more prevalent.  
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These trends for gas adsorption on hexagonal boron nitride agree with trends observed in 
previous studies by Sun et.al., [105] who studied the H2, CO2 and CH4 adsorption on pristine boron 
nitride sheets and observed that CO2 and CH4 had a substantially higher adsorption energy 
compared to H2. The stronger physisorption creates an adsorbed layer on the boron nitride 
membrane contributing to stronger flux across the porous layer. The higher concentration of CH4 
within the adsorbed layer leads to higher CH4 permeation through the membrane compared to 
CO2, despite having the larger molecular size.  
 
Figure 5.8: Snapshots of membrane and adsorption zones at the end of simulation for each gas type. The contrast 
in adsorptive behaviour is clearly visible. Atom colour code: hydrogen, white; boron, pink; carbon, grey; nitrogen, 
blue, red; oxygen. 
Analysing the concentration of H2 around the membrane shows that the concentration is only 
slightly higher compared to the other zones. Therefore, this confirms the H2 permeation is 
predominantly due to the size sieving effects and the intermolecular interactions between the 
membrane and the gas molecules are negligible compared to other gases. On the other hand, as 
mentioned above, the differences in CO2 and CH4 permeation can be attributed to the differences 
in chemical affinity. However, the significantly lower permeation of CH4, N2 and CO2 compared to 
H2, which has the smallest chemical interactions with the membrane, establishes that there are 
still size effects hindering these three gases crossings through the membrane pore. The lower 
overall gas concentration on the negative side of the membrane is due to the fact, at the start of 
the simulation; the gas concentration on this side is zero and only starts to gradually increase 
when gas molecules start to permeate through the membrane.  
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Figure 5.9: A typical molecular trajectory of H2 and CH4 respectively. The membrane is positioned at the centre 
where Z=0. 
From the gas probability distribution with respect to the membrane, three zones with different 
characteristics can be identified. The region closest to the membrane has lower gas concentration 
due to being occupied by the membrane.  This zone can be identified as the membrane zone. From 
here, the gas concentration increases and peaks within 0.3-0.4 nm and gradually declines to a 
constant value at about 0.7 nm from the membrane. Since the higher concentration within this 
zone is primarily due to gas adsorption, this zone can be termed as the adsorption zone. From 0.7 
nm onwards, the gas concentration more or less remains a constant and the interactions between 
the membrane and gas molecules are almost non-existent beyond this point. Therefore, this zone 
will be named as the bulk zone.  
Figure 5.9 represents a typical molecular trajectory of an H2 and CH4 gas molecule. Observing this 
trajectory and the gas concentration profiles we can identify three different possible paths a gas 
molecule can follow.  
1. A gas molecule reaches the membrane and bounces back without crossing the 
membrane. This can be due to a number of reasons, such as the gas molecule’s 
position with respect the pore, adsorption on the membrane, orientation with 
respect to the pore and the energy of the molecule not sufficient to overcome the 
energy barrier for the gas penetration through the membrane. 
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2. A gas molecule momentarily crosses through to the opposite side, but returns to 
the original side. 
3. The gas molecule migrates from the bulk zone in one side to the bulk zone of the 
opposite side. 
These patterns are consistent with observations by Sun et al [19]. For the analysis of this study, 
the definition of a crossing event recorded in Figure 5.6 and Table 5.2, is when a gas molecule 
actually crosses from the bulk zone on one side to the bulk zone on the other side. Examining the 
gas trajectories, it can be observed that a H2 molecule, once it reaches the membrane, either would 
typically move back to the bulk zone on the same side or will cross to the opposite side of the 
membrane. This kind of crossing, where the gas molecule straightforwardly migrates from the 
bulk zone of one side to the bulk zone of the opposite side is classified as the direct flux. However, 
the CH4 trajectory shows that once the gas molecule reaches the membrane, it either would 
directly cross to the bulk zone on the opposite side similar to a H2 molecule, or would linger 
around the adsorption zone before crossing to the opposite side or moving back to the bulk zone 
of the same side. The reason for a gas molecule to remain closer to the membrane is due to the 
molecular adsorption on the membrane. When an adsorbed gas molecule crosses to the opposite 
side, it is known as surface flux. This phenomenon further confirms that the adsorptive 
interactions between the membrane and H2 gas molecule is minimal and the diffusion process of 
CH4 is aided by its intermolecular interactions with the membrane.  
Figure 5.10 is a comparison of molecular-crossing events as defined above, from the bulk zone on 
one side to the bulk zone on opposite side (type 3 movement) and simply crossing the membrane 
from one side to another (sum of type 2 and 3) . For this analysis, the results of simulations carried 
out for CO2 and CH4 permeability through a pore-13-B membrane under 5% biaxial strain are 
chosen. The results show that type 3 crossings are about 60 ±3% of the total number of crossings 
(sum of type 2 and type 3 crossings). 
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Figure 5.10: Comparison of simple crossing vs bulk crossings. Here a simple crossing is considered when a gas 
molecule simply crosses the membrane from one side to the opposite side, while bulk crossing represents when a 
gas molecule crosses from the bulk zone of one side to the bulk zone of the opposite side. The comparisons shown 
here are that of the CO2 and CH4 gas molecular permeation through a membrane with pore-13-B under 5% biaxial 
strain 
 
Gas flux =  
Number of crossings (mol)
membrane area × simulation time
 Equation 5.1 
 
 
Table 5.3: Summary of calculated gas flux 
 Strain (%) Flux (×104 mol/m2.s) 
 H2 CO2 N2 CH4 
Pore-10 
0 0.00 0.00 0.00 0.00 
2.5 0.03 0.00 0.00 0.00 
5 0.05 0.00 0.00 0.00 
Pore-13-B 
0 0.03 0.00 0.00 0.00 
2.5 0.74 0.17 0.05 0.00 
5 1.20 0.21 0.26 0.28 
Pore-13-N 
0 0.12 0.00 0.00 0.00 
2.5 1.49 
N/A 
0.24 
5 0.00  
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Interestingly when pore -13-B is under 5% strain and is sufficiently large to allow all the gas types 
to cross through, it becomes more permeable to CH4 than N2 and CO2, even it has larger kinetic 
diameters than the latter gases. Furthermore, CO2 has the lowest flux despite having the second 
smallest kinetic diameter out of the four gas types under study. Theses simulations were repeated 
twice to eliminate the statistical uncertainty given that differences in fluxes were less than 
300mol/m2s. In both simulations, the same trend was observed and the differences between 
fluxes remained the same. (Appendix A)  
 
 
Figure 5.11: The summary of gas flux through the membrane 
As aforementioned, the departure of correlation in flux rates, from the kinetic diameters of the 
gas molecules can be attributed to that, under 5% strain the pore opening becomes sufficiently 
large, and size-sieving properties are no longer the dominant factor. When the pore opening 
becomes large enough, the chemical interactions between the pore opening and the gas molecules 
have a significant contribution towards the gas permeability. The lower gas flux of CO2 and the 
increased flux of CH4 gas molecules in particular, can be attributed to the polar nature of these 
molecules. The attractive or repulsive interactions between the membrane and the gas molecules 
are heightened when the size effects of the pore become less apparent. The higher CH4 flux 
compared to N2 and CO2, is due to the higher CH4 concentration in the adsorption region and 
hence due to the added contribution of surface flux in addition to direct flux. CO2 and N2 
permeation are also aided by surface flux, however not to the extent to that of CH4. The reduced 
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CO2 flux compared to N2 and CH4 could be due to the electrophilic nature of the CO2 molecule. The 
positively charged hydrogen atoms at the pore-edge could retard the movement of the CO2 
molecule through the pore. The positivity or the negativity of the edge hydrogen atoms is 
determined by whether they are bonded to nitrogen atoms or boron atoms. Therefore, the edge-
terminating hydrogen atoms have a mixture of positive and negative charges. The magnitude of 
the positively charged atoms is considerably higher compared to that of the negatively charged 
hydrogen atoms, however. Therefore, the repulsion effect of these atoms overall impedes CO2 
molecule diffusion through the pore opening. 
5.3.4 Gas separation in binary systems 
In this study, the permeability was assessed based on pure gas simulations, where in a simulation 
system only a single type of gas was studied. This gives a solid understanding of how the 
permeability of a certain gas type is affected by the changes in pore structure and dimensions. 
Furthermore, it gives insight into how the membrane interacts with a specific gas and how these 
interactions influence the gas permeability. However, in a real application of gas separation, the 
system would consist of two or more components. To evaluate how gas permeability 
characteristics deviate in the presence of other gaseous components, a sample simulation of a 
simulation system consisting of a binary-equimolar mixture was performed. For the sample 
simulation, the permeability characteristics of a mixture of H2 and CO2 through a membrane with 
pore-13-B under 2.5% biaxial strain were considered. In the binary simulation system, the initial 
feed pressure was matched with that of a pure-gas simulation system. Specifically, the number of 
gas molecules of each type was reduced by half (40 each) and the total number of gas molecules 
in the mixture was matched with that of pure-gas simulations (80 molecules). 
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Figure 5.12: Comparison of gas permeation in pure gas simulation systems of H2 and CO2 with permeation in an 
equimolar mixture of the two gases 
Next, the number of total crossings during the simulation for each gas type in the binary mixture 
was compared with the total crossings in the pure gas simulation study of each respective gas 
type.  The comparison shows that the number of total crossings for each gas type is lower 
compared to that of the corresponding pure gas simulation results. However, it should be noted 
that for each gas type only half of the gas molecules from each type is present in the simulation 
box. The number of gas crossings in pure gas simulations is 310 and 71 for H2 and CO2 
respectively. The total number of gas crossings in the binary system lies in between these two 
values at 210, which consists of 165 H2 crossings and 45 CO2 crossings. Considering the CO2 
permeability, the number of individual crossings is reduced by 37%. Similarly, the H2 
permeability is reduced by 47%. Bearing in mind, that in the binary simulation system only half 
of the gas molecules are in the gas feed, if the gas permeability is considered with respect to the 
partial gas pressure of the respective gas type in the feed, it can be observed that the gas 
permeability actually increases in the binary system especially for CO2. However, the scale of the 
change in number of crossings for each gas type is different. For example, the increase in H2 
permeability is lower compared to that of CO2. This is due to the higher concentration of CO2 
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molecules around the membrane owing to the strong interatomic interactions between CO2 and 
the membrane, and thereby blocking the H2 molecules from reaching the pore opening.  
In Figure 5.13 (a), the gas concentration variation is compared for each gas type in binary and 
pure gas permeation simulations. The analysis shows that the H2 probability distribution is lower 
in the binary gas simulation system compared to the pure gas simulations, confirming our 
hypothesis of reduced H2 concentrations due to CO2 occupying this space.  
  
Figure 5.13: (a) The normalized probability distribution of gas molecules around the membrane area for H2 and CO2. 
The figure compares the concentration in pure gas simulation system with the binary gas simulation system. (b) The 
summary of number of crossings in each system for each gas. 
Overall, the simulations show that the gas permeation characteristics remain essentially the same 
irrespective of the composition of the system. In binary systems, the gas type that shows stronger 
surface diffusion in a pure system can be expected to have an enhanced flux. The H2/CO2 
selectivity in the binary simulation system is slightly reduced, compared to the selectivity 
calculated from pure gas simulations. The change in gas selectivity in binary feed mixtures 
compared to pure mixtures is mainly dependent on the level of selective adsorption of the 
individual gas type on the membrane. However, the permeability and diffusion patterns of the 
two types of simulations are comparable, showing that a pure-gas simulation can reasonably 
represent the gas diffusion behaviour through a membrane giving a good understanding of the 
underlying chemical and physical phenomena affecting the overall permeability. 
8 6  |  P a g e  P o r o u s  h e x a g o n a l  b o r o n  n i t r i d e  m e m b r a n e s  f o r  g a s  
s e p a r a t i o n  
5.4 SUMMARY 
This study focused on the gas permeability of three structurally stable porous openings on 
hexagonal boron nitride membranes. The study shows that the pore-10, which is created by 
removing 10 atoms from the pristine monolayer, is impermeable to any type of gas under 
evaluation. The results, however demonstrates this porous structure can be strain-tuned by 
subjecting it to biaxial strains of 2.5% and 5%, making the membrane permeable to H2 gas 
molecules. Furthermore, the fact that the strained membrane maintains its inherent 
impermeability to the other gas types studied: CO2, N2 and CH4, makes the strained membrane, a 
suitable candidate for H2 purification from gas mixtures containing the aforementioned gas types.   
The 13-B and 13-N pores, which are reasonably larger than pore-10, even under fully relaxed 
conditions, are selectively permeable to only H2 gas molecules. This makes these two types of 
pores suitable for H2 purification from mixtures of CO2 and/or CH4 mixtures. Out of these two 
opening types, the pore-13-N, which has a larger effective pore area, predictably has a higher H2 
flux, making it the preferred pore structure for H2 purification. When these two types of pores are 
subjected to biaxial strains, the larger pore with a larger opening: pore-13-N loses its ability to 
transport H2 only and becomes permeable to the other gases studied in this analysis. Meanwhile, 
the pore-13-B under 2.5% biaxial strain expands sufficiently, to allow CO2 passage through the 
membrane. The pore-13-B membrane, due to its selective H2 and CO2 permeability, is an ideal 
membrane for H2/CH4, CO2/N2 and CO2/CH4 purification. This membrane under 5% biaxial strain 
becomes permeable to all the gases studied. The permeability behaviour of each gas molecule 
type through the 13-B opening under 5% biaxial strain is used to analyse the intermolecular 
interactions between the gas molecules and the porous boron nitride membrane and to explain 
how such characteristics affect the gas permeability and selectivity.  
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CHAPTER 6 STRAINED GRAPHITIC CARBON NITRIDE FOR HYDROGEN 
PURIFICATION 
This chapter details the theoretical studies on H2 purification using g-C3N4 membranes. A 
combination of first-principles DFT calculations and non-equilibrium MD simulations is used to 
study the gas permeability through a g-C3N4 membrane. In this study, two different approaches; 
variation of feed pressure and strain tuning were used to improve the separation efficiency of the 
membrane. The simulation approach is given in section 6.2 and the results and discussion are 
presented in section 6.3. 
6.1 INTRODUCTION 
The demand for cleaner energy has incited greater interest in hydrogen energy as it offers a 
superior alternative to conventional fossil fuel combustion, thanks to its high energy density [4], 
higher energy conversion efficiency and its environmental friendly nature [5]. Current H2 
production methods include, steam-methane reforming, coal gasification and water-electrolysis 
[6]. Irrespective of the production method, a critical step common to every production method is 
a hydrogen purification step from a mixture of gases.  
Two-dimensional C3N4 is a graphene-like carbon nitride material that has attracted the interest 
of the scientific community due to its interesting chemical and photocatalytic properties, and 
excellent thermal properties [78, 80].  It is the most stable compound of the carbon nitride family, 
and consists of tri-s-triazine building blocks [171]. Another advantage of this material is its facile 
synthesis, which has been discussed in previous chapters. 
Here we study the use of g-C3N4 for gas separation applications using first-principles and 
molecular dynamics approaches. Our study evaluates the permeability of small gas molecules: H2, 
CO2 and CH4, across a g-C3N4 membrane. In this study, we primarily focus on the possibility of 
improving the gas permeability of the g-C3N4 membrane, by subjecting it to small biaxial strains. 
The findings of this study may find applications in H2 separation from CO2 and CH4, in refinery 
waste recovery, H2 purification and pre combustion CO2 separation.  
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6.2 COMPUTATIONAL DETAILS 
Molecular dynamics simulations were used to analyse the H2, CO2 and CH4 permeation across the 
membrane, and first-principles DFT calculations were used for geometry optimization of g-C3N4 
and potential energy scan (PES) for H2 passage under various strained conditions.  
6.2.1 First-principles quantum mechanical simulations 
All DFT calculations were carried out using the DMol3 module in Materials Studio [144, 145]. 
First, the g-C3N4 supercell was fully relaxed, allowing the relaxation of both atomic positions and 
the lattice parameters. For subsequent geometry relaxations under induced strain, the strain was 
added by increasing the fixed unit-cell dimensions by 2.5, 5 and 7.5%, with the atomic positions 
allowed to relax. The potential energy barrier for the H2 molecules crossing through a monolayer 
was simulated by analysing the gas passage through the centre of the pore of a 3×3 g-C3N4 
periodic system based on transition state theory.  
The generalized gradient approximation treated by the Perdew-Burke-Ernzerhof exchange 
corelation [135] with a basis set of all electron double numerical plus polarization (DNP) was 
used for DFT calculations. The DFT-D method developed by Grimme et al. [169], was used for the 
long-range van der Waals corrections. For geometry optimization calculations, a 2×2 cell, with a 
vacuum slab of 10 Ȧ between sheets, was chosen, and the Brillouin zone was sampled by 3×3×1 
k-points using the Monkhorst-Pack scheme [170]. The atomic charges were calculated using the 
Mulliken charge analysis [161]. The settings and parameters for the DFT calculations are given 
below. 
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Energy : 1.0 × 10−5 Ha 
Energy maximum force : 2 × 10−3 Ha/Å 
Energy maximum displacement : 5 × 10−3 Å 
Maximum iterations : 50 
Self-Consistent field tolerance : 1.0 × 106 
Maximum step size : 0.3 Å 
Maximum SCF cycles : 50 
Multipolar expansion : Hexadecapole 
 
  
Figure 6.1: The simulation setting for TS search calculations (a) Side view, (b) Top view. Atom colour code: white, 
hydrogen; grey, carbon; blue, nitrogen 
For Transition State theory calculations, a 3×3 cell with a 20 Ȧ vacuum slab was used with a 7×7×1 
k-point grid. The gas molecule was placed perpendicular to the membrane at a distance away 
from the membrane plane positioned such that, the geometric centre of the pore and the central 
axis of the gas molecule coincide as shown in Figure 6.1. First, DFT calculations were carried out 
to obtain the physisorbed conformations of the gas molecule on both sides of the membrane. Next, 
transition state theory calculations were performed to obtain the minimum energy pathway of a 
gas molecule crossing through the membrane, using complete linear and quadratic synchronous 
method with conjugated gradient refinements [172, 173]. The calculations were carried out with 
a convergence tolerance of 2×10-5 Ha for energy, 4×10-3 Ha/Ȧ for gradient and 0.005 Ȧ for 
displacement. In these calculations, similar to the geometry optimization simulations, the lattice 
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constraints were maintained to mimic applied strains, while the atomic positions of the 
membrane or the gas molecule were not constrained to maximize the accuracy of the simulation 
results.  
6.2.2 Molecular dynamics simulations 
 
Figure 6.2: (a) Top view of the 5x5 nm, g-C3N4 membrane. (b) Illustration of simulations model. Atom colour code: 
grey, carbon; blue, nitrogen; yellow, hydrogen 
As shown in Figure 6.2, a frozen 6×6 monolayer of g-C3N4 (approximately ~ 5.5×5.0 nm), obtained 
from DFT geometry optimizations, was placed at the middle of the simulation box. Initially 110 
gas molecules were placed in one side of the membrane, which behaves as the gas reservoir. The 
simulation system has periodic boundary conditions applied in the x and y-directions and 
reflective boundary conditions in the z-direction. The height of the box was varied to achieve 
various feed pressures. All MD simulations were performed using the LAMMPS package [159]. 
Simulations were carried in the NVT ensemble, with Nosé-Hoover thermostat to maintain the 
system temperature at 298 K. Each simulation was carried out for a total time period of 10 ns 
with a time-step of 0.4 fs and the output data were recorded every 200 fs. The Reax potential 
developed by Mattson et al. for general purpose hydrocarbon parameterization was used to 
model the interatomic interactions [174].   
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6.3 RESULTS & DISCUSSION 
6.3.1 Structural simulation results 
Using first-principles simulations, first a fully optimized structure of g-C3N4 was obtained. This 
optimization is done without lattice constraints and therefore is considered to have no external 
stresses acting upon the structure.  The Figure 6.3 is a fully relaxed 2×2 unit cell of the C3N4 
structure, with a lattice dimension of 14.2746 Å (the dimension of a single unit cell is half of this 
value) and angle of 60°. The pore opening has a point to point to distance of 4.77Å. This area, 
formed by equally spaced six nitrogen atoms with equal charges, is the effective pore opening and 
the dimensions of this area is the critical parameter for size exclusion sieving. The geometric pore 
diameter of the structure can be approximated as 3.1 Å.  This value is slightly larger than the 
kinetic diameter of a H2 gas molecule, while it is smaller than the other three types of gases.  
 
Figure 6.3: Depiction of structural properties and charge distribution obtained from DFT simulations 
The critical bond lengths are summarized in the first row of Table 6.1. These observed values are 
in agreement with previously reported values [79]. The charge distribution on each molecule 
obtained from Mulliken charge analysis is shown in the figure. Compared to graphene, which has 
a zero charge in each atom, the carbon atoms of the g-C3N4 structure have a positive charge while 
the nitrogen atoms have a negative charge.  
9 2  |  P a g e  S t r a i n e d  g r a p h i t i c  c a r b o n  n i t r i d e  f o r  h y d r o g e n  
p u r i f i c a t i o n  
 
 
Table 6.1: Effect of biaxial strain on g-C3N4 structure 
Strain  B1 B2 B3 D1 D2 
0.0
% 
Length (Å) 1.48 1.33 1.40 4.77 4.13 
2.5
% 
Length (Å) 1.53 1.35 1.41 4.94 4.28 
Increase % 3.45 1.58 1.00 3.5 3.51 
5.0
% 
Length (Å) 1.57 1.38 1.43 5.08 4.40 
Increase % 6.50 3.46 2.65 6.48 6.49 
7.5
% 
Length (Å) 1.72 1.41 1.46 5.21 4.51 
Increase % 9.40 5.63 4.66 9.25 9.25 
Figure 6.4: 2x2 supercell of g-C3N4. The bonds 
and distances are labelled. Atom colour code: 
grey, carbon; blue, nitrogen 
Next, the behaviour of the structure under applied biaxial strains was analysed. The structural 
changes induced by applied 2.5, 5 and 7.5% strain values are summarized and compared against 
the unstrained cell, in Table 6.1. The results signify that the change of molecular structure is not 
directly proportional to the increase of cell dimensions. The stronger aromatic bonds B2 and B3 
within the hexagonal rings demonstrate higher resistance to stretching compared to the B1 bond 
outside the ring. Similarly, the percentage increase of the porous area of the monolayer (D1 and 
D2) exceeds the strain magnitudes due to the absence of interatomic bonds of an aromatic ring, 
resisting enlargement. Therefore, a 2.5% strain, which will cause an approximately 5% increase 
of the total membrane area, will in fact increase the porous area by approximately 7%. Similarly, 
a 5% biaxial strain will increase the pore area by 10%, while the total membrane area is only 
increased by 7%. For the subsequent study of the H2 flux across a g-C3N4 by strain tuning, only 
the two membranes subjected to 2.5 and 5% biaxial strain were considered, since these results 
show that a 7.5% biaxial strain, increases the C-N bond outside the aromatic ring to 1.7 Å. This 
would lead to a bond weakening at this site and therefore, for the gas permeation study the 
membrane under 7.5% biaxial strain was excluded. 
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6.3.2 Gas Permeation Results – MD Simulations 
The gas permeability of the membrane was studied using non-equilibrium molecular dynamics 
simulations. A sample of the temperature and energy variation during the production step of the 
simulation is given in Figure 6.5. In this figure, the simulation results for H2 permeation through 
a C3N4 under 2.5% biaxial strain are used. The results confirm the simulation system is well 
equilibrated to a temperature of 298 K at the start of the production step, justifying the time 
period chosen for the equilibration part is a suitable choice for the thermostat.  
 
Figure 6.5: (a) Temperature and (b) energy variation during the production part of the simulation. The kinetic 
energy in (b) is scaled in y-axis on the right side, while total energy and potential energy are represented on the y-
axis on the left hand side. 
6.3.2.1 Effects on feed side pressure with gas permeation 
First question addressed in our assessment was the gas permeability of graphitic carbon nitride 
under unconstrained conditions. The permeance of the g-C3N4 monolayer was evaluated by 
observing the gas concentration on the permeate side of the simulation box, at the end of the 10ns 
simulation period. Our studies show, only H2 molecules with the smallest kinetic diameter of 2.76 
Å are permeable across the g-C3N4 pores, while CO2 and CH4 with kinetic diameters: 3.3 and 3.8 
Å, respectively, had zero crossings even at the highest pressure investigated.  
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Figure 6.6: Variation of total number of crossings at the end of 10 ns simulation 
time, with the reservoir pressure 
To investigate how gas permeance can be improved with feed side pressure, the simulations were 
carried at 10, 20 and 30 bar loadings, where the various feed pressures were achieved by altering 
the simulation box height. Here, feed side pressure means the initial pressure on the feed side at 
the beginning of the simulation. Figure 6.6 summarizes how H2 permeability increases linearly 
with the initial feed side pressure. However, even at the highest feed pressure, only a few H2 
molecules cross the membrane indicating a weak H2 flux across the unstrained membrane. 
Therefore, despite the perfect selectivity of H2 over CO2 and CH4, in the absence of strain, g-C3N4 
does not possess sufficient permeability to be considered a technically viable choice. 
6.3.2.2 Gas permeability with strain tuning 
Next, we explored the possibility of improving the hydrogen permeability, through strain induced 
pore enlargement. The study investigated gas permeation across g-C3N4 subjected to 2.5 and 5% 
biaxial strains at 10 bar initial pressure. Figure 6.7 (a) compares the fraction of gas molecules on 
the permeate side within a simulation system, for membranes under 0, 2.5 and 5% biaxial strains. 
Interestingly our findings reveal that even under a 5% strain, the membrane pores remain 
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impermeable to CO2 and CH4. We also tested the membrane under 5% biaxial strain for CO2 and 
CH4 at 30 bar, and found that even at a moderately high pressure, zero crossings occur across the 
membrane. However, under strain, the permeability of g-C3N for hydrogen gas improves 
remarkably. The pore expansion induced by 5% biaxial strain results in the system reaching 
equilibrium (equal number of gas atoms on either side of the membrane where the molecular 
fraction on each side approximately equates to 0.5) in less than 1 ns. Similarly, the system under 
2.5% strain achieves this during the 10ns simulation while the unstrained membrane, even at the 
highest studied pressure, fails to reach equilibrium.  
 
Figure 6.7: (a) Variation of fraction of gas molecules on the permeate side with time, the concentration remains zero 
for CO2 and CH4 (b) The number of H2 crossings events through the membrane in both directions vs time 
To estimate the actual gas flux, we analysed the gas crossings through each membrane in either 
directions, using the gas trajectories collected every 200 fs during the simulation time. Similar to 
previous chapters, a crossing event was considered when a gas molecule travels from the bulk 
zone on one side to the bulk zone on the opposite side. Figure 6.7 (b) compares the cumulative H2 
crossings in both directions, for each membrane system, versus time.  The gas flux was calculated 
using Equation 6.1 in mols/m2s. Our results indicate that the system under 2.5% strain, sees the 
flux increase to about 57.64  from the 6.47 mols/m2s  flux of the unstrained system, while the 5% 
strain increased the flux to 501.8 mols/m2s. This implies that for each increase in 2.5% of strain 
the gas flux increases by approximately 9 times. The Figure 6.9 graphically summarizes the 
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calculated flux values for H2 under various initial feed side pressure values and the effect of strain 
on the H2 permeability of the membrane. 
 
Gas Flux =  
Number of crossings (mol)
Membrane area × Time
 Equation 6.1 
 
 
Figure 6.8: Illustrative snapshots of the system at the end of the 10 ns MD simulations for (a) unstrained system with 
H2. System under 5% strain with (b) H2, (c) CO2 and (d) CH4. The results indicate how even under a 5% strain the g-
C3N4 membrane is impermeable to CO2 & CH4, and the significant improvement of the H2 permeability under strained 
conditions in comparison to the unstrained membrane. Atom colour code: grey, carbon; blue, nitrogen; yellow, 
hydrogen; red, oxygen. 
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Figure 6.9: Summary of variation of H2 flux with alterations to the feed side 
pressure and membrane strain 
6.3.2.3 Justification of the chosen time step 
For these simulations, a time-step of 0.4 fs was chosen, to balance the large simulation resources 
needed for REAX force field and the accuracy of the results. However, simulations with reactive 
force fields require sufficiently small integration time-steps to ensure the system remains stable 
during the simulation period. The REAX user-manual states that for simulations between 0-1500 
K, a time-step up to 0.5 fs can retain reasonable energy conservation [175]. The chosen time-step 
of 0.4 fs is close to the upper limit of the recommended integration time-step. Therefore, to 
confirm the chosen time step is capable of producing quality results, a sample simulation was 
performed with a 0.1 fs time-step for 2.5 ns to study the H2 permeability of a membrane under 
2.5% strain. To reduce the statistical uncertainty associated with a lower number of overall 
crossings within the 2.5ns period, the simulations were carried out for a system under 30 bar 
initial feed side pressure, which will ensure a reasonable number of crossings during this period 
and will reduce probabilistic errors. Figure 6.10 compares the results from simulations on the 
sample system with 0.1 fs and 0.4 fs, where every simulation setting and initial conditions are 
identical. The figure shows that the simulation results with the two different integration time-
steps are in good agreement with each other. Therefore, given that reducing the time-step does 
not affect the outcome of the simulation, and the temperature and energy of simulations with 0.4 
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fs time-step are appropriately in equilibrium, the use of 0.4 fs is justifiable for these simulations, 
while reducing the demand for computational resources.  
 
Figure 6.10: Comparison of number of crossings occurred during the first 2.5 ns of  
simulations carried out using a  0.4 fs time step with simulations using a 0.1 fs time 
step  
However, these flux values are calculated based on the number of H2 crossings from bulk zone to 
other bulk zone of the membrane. Figure 6.11 (a) compares the difference in gas flux calculated 
based on bulk-zone to bulk-zone (Type I as shown in Figure 6.11 (b)) with the flux calculated 
based on simply transferring from one side to the opposite side (sum of Type I and Type II). The 
results show the difference in two types is approximately 32% for simulations with a 0.1 fs time-
step, while for simulations with a 0.4 fs time-step is only around 6%. The reason for the large 
discrepancy in gas flux values calculated based on two methods, for simulations carried out using 
0.1 fs, can be attributed to the interval between which the outputs are recorded. Further 
elaborating on this, the coordinates of the gas atoms are written at a certain time interval, and 
based on these trajectories the number of crossings are calculated. For simulation with a 0.4 ns 
time-step, the output values are recorded every 200 fs, while the results of simulations with a 0.1 
ns time-step, were dumped every 50 fs. 
Therefore, the large discrepancies in the type I and type II gas crossings in simulations with a 
smaller time-step are due to the ultra-sensitivity of the output results. With atomic trajectories 
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recorded at every 50 fs, the result analysis calculations can detect the faintest difference in gas 
molecular movement. Consequently, the post processing can identify when a gas molecule/atom 
moves to the opposite side even for a miniscule time period. Therefore, reducing the time interval 
between two output files would have increased the sensitivity of the results. However, since the 
actual gas flux is calculated based on type-I movements, i.e. a gas moves from bulk-zone to the 
bulk-zone of the opposite side, this level of high sensitivity to gas molecules’ movement is 
nonessential for the simulation final results. This was confirmed by comparing the results 
analysed with output data every 50 fs, and analysing trajectories every 200 fs, of simulation 
results from 0.1 fs simulations. 
As shown in Figure 6.12, there is a reasonable difference in type-II crossings between the two 
simulations, where the time-intervals between two trajectories used in data post-processing are 
different. The type–I permeation behaviours, however are identical. Considering the balance of 
accuracy of the simulation results and the management of computational resources and the time 
taken to handle large volumes of data, especially in post processing, the time interval of 200 fs 
chosen to record the molecular trajectories, is sufficient.  
 
 
Figure 6.11: (a) Comparison of variation of gas permeability calculated based on Type I and Type II crossings. (b) 
Graphical illustration of Type I and II crossings 
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Figure 6.12: The comparison of data analysed from trajectories obtained (a) every 50 fs and (b) every 200 fs. 
6.3.3 Gas Permeation Results – DFT Simulations 
To further confirm our results, we performed first-principles DFT simulations to calculate the 
energy barrier for H2 diffusion through the membrane. The energy adsorption/barrier was 
calculated as shown in Equation 6.2.  
E = Esystem − (Emembrane + EH2) Equation 6.2 
Where Esystem, Emembrane and EH2 represent the total energy of the system with the gas molecule 
adsorbed on the membrane or passing through the membrane, the ground state energy of the 
membrane and the energy of an isolated hydrogen gas molecule, respectively. 
 
Figure 6.13: (a) The energy variation along the gas transport pathway, (b) Snapshots of H2 physisorbed at state I 
transition state (TS) and state II. Atom colour code: grey, carbon; blue, nitrogen; yellow, hydrogen 
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Figure 6.13 shows the results of the DFT simulation studies. The reaction pathway was scanned 
from state I to state II. State I and II have a H2 molecule physisorbed on the g-C3N4 membrane 
making a right angle with the membrane in nearly equal distances from either side of the 
membrane. This configuration has the lowest energy, and hence it is the most stable. At this 
configuration, the H2 molecule is weakly physisorbed with a physisorption energy of 4.6 kcal/mol, 
on the membrane at a distance of 1.7 Å above/below the membrane plane. The transition state, 
where the geometric centre of the H2 molecule is in the same plane as the membrane, has the 
highest energy due to the interatomic repulsions. The potential energy scans from state I to state 
II show that the energy barrier for H2 passage decreases from 0.55 eV to, 0.36 and 0.20 eV when 
the membrane is subjected to 2.5 and 5% biaxial strain, respectively. The significant decrease in 
the energy barrier explains the substantial improvement of gas permeance across the membrane 
under strain, due to reduced steric hindrance.   
Comparing the energy barrier for H2 diffusion with the theoretical g-C3N3 (0.33 eV) reported by 
Ma et al. [29], our results show that under neutral conditions, g-C3N4 in fact has a higher energy 
barrier of 0.55eV, which is consistent with the observations of Ji et al. [176]. While the g-C3N3 
membrane is, somewhat structurally similar to the g-C3N4 membrane, the larger pore opening 
diameter of 5.46 Å compared to the 4.77 Å of the latter reduces the energy barrier required to 
overcome in order to diffuse through the membrane. However, through strain tuning we were 
able to reduce the barrier for H2 penetration to a 0.2 eV, which favourably contributes towards 
an increased gas flux. Given that g-C3N4 is the most stable graphitic carbon nitride compound and 
has been successfully synthesised this result shows the suitability of the use of this membrane.  
Finally, our combined MD and DFT simulations show how a g-C3N4 membrane can be strain-tuned 
to possess superior H2 permeability. Analysing the molecular trajectories of H2, CO2 and CH4, we 
can conclude the size sieving effects of the pore opening, where steric effects hinders the diffusion 
of the larger CO2 and CH4 gas molecules, makes this material a highly selective membrane towards 
H2 gas molecules.  Conversely, the enlargement of the pore opening due to induced strain, leads 
to reduced steric repulsions between the nitrogen atoms at the pore edge and the hydrogen gas 
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molecules, which causes the reduced energy barrier and increased flux. Especially, given that the 
strain tuning does not affect the selective H2 diffusion over CO2 and CH4 even in a high-pressure 
environment, the g-C3N4 membranes can find applications in pre-combustion carbon capture and 
hydrogen production from coal gasification. 
6.4 CONCLUSION 
In conclusion, gas selectivity and high permeability are the two dominant factors defining the 
effective performance of a gas separation membrane. Our combined classical MD simulation and 
first-principles DFT simulation results provide an accurate trend of gas selectivity and a 
reasonable approximation for the gas flux across a membrane. Our findings show that with minor 
mechanical tuning, the g-C3N4 membrane displays exceptional H2 permeability, without 
compromising on its superior H2 filtering capability. Subjecting the membrane to slight biaxial 
strains of 2.5 and 5% resulted in the increase of H2 flux to about 57.64 and 501.8 mols/m2s, 
respectively, from the 6.47 mols/m2s of the unstrained membrane, without sacrificing its H2 
selectivity over CO2 and CH4. Furthermore, we performed a comparison simulation to justify the 
use of the larger time-step of 0.4 fs in our simulations. A sample simulation carried out using a 
smaller time-step of 0.1 fs shows that using the larger time-step, which reduces the computational 
time significantly, has not compromised the accuracy of the simulations.  
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CHAPTER 7 STRAIN CONTROLLED C2N FOR HYDROGEN PURIFICATION AND 
CARBON DIOXIDE SEPARATION 
The graphene-like carbon nitride allotrope, C2N is a stable, atomically thin 2D layered structure 
with regularly distributed pores. A monolayer of this holey structure in micrometre-scale has 
been synthesized by a simple wet-chemical reaction. It possesses periodically distributed uniform 
pores with openings of 3.0 Å. This is within the range of the kinetic diameters of the gas molecules 
studied in this thesis, making it a possible candidate for gas separation membranes. Previous 
studies have shown the C2N monolayer to possess structural stability under strain values up to 
10%, opening up the possibility to modify its gas permeability and selectivity characteristics for 
optimum separation efficiency. 
This chapter details our investigation of C2N membranes in industrial gas separation applications. 
The study focuses on the permeability characteristics of H2, CO2, N2 and CH4 through a C2N 
monolayer and the effects of strain tuning on the permeability characteristics. In section 7.2.2, 
results and analysis of non-equilibrium molecular dynamics simulations studies are presented, 
while section 7.2.3 focuses on first-principles quantum mechanical simulations to analyse and 
explain the observed gas permeability characteristics of the C2N monolayer. 
 
Figure 7.1:  A 4×4 monolayer of 2D-C2N 
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7.1 COMPUTATIONAL DETAILS 
First-principles DFT simulations were carried out to obtain the fully relaxed geometry of the C2N 
monolayer, the structure’s behaviour under biaxial strains, and to scan the potential energy 
variation when a single gas molecule crosses the membrane. Non-equilibrium molecular 
dynamics simulations were used to simulate gas permeation across the membrane.  
7.1.1 Density Functional Theory Calculations 
DFT calculations were carried out using the DMol3 module in Materials Studio [144, 145]. First, 
a pristine 2 × 2 C2N supercell was fully relaxed allowing both atomic positions and lattice 
parameters to relax. Next, the lattice size was increased by 3, 5 and 7%, to mimic the porous 
membrane being under biaxial strain of the respective value. For these geometry optimizations, 
the lattice parameters were kept fixed, while allowing the atomic positions to relax. 
The generalized gradient approximation (GGA) treated by the Perdew-Burke-Ernzerhof (PBE) 
exchange corelation [135] with a basis set of all electron double numerical plus polarization 
(DNP) was used for the DFT calculations. The DFT-D method developed by Grimme et al. [169], 
was used for the long-range van der Waals corrections. A three dimensional crystal with a vacuum 
slab of 10 Ȧ between the sheets in the Z-direction was used, with the Brillouin zone sampled by 
7 × 7 × 1 k-points using the Monkhorst-Pack scheme [170].  The atomic charges were calculated 
using the Mulliken charge analysis [161]. The convergence tolerance parameters were set as 
below. 
Energy : 1.0 × 10−5 Ha 
Maximum force : 2 × 10−3Ha/Å 
Maximum displacement  : 5 × 10−3 Å 
Maximum iterations : 50 
Maximum step size : 0.3 Å 
Self-Consistent Field tolerance : 1.0 × 106 
Maximum SCF cycles:  : 50 
Multipolar expansion  : Hexadecapole 
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To study the effects of interatomic interactions between the gas molecule and the membrane, the 
preferred method is to scan the minimum energy pathway by carrying out transition state (TS) 
location calculations using a synchronous method. This calculation will locate the maximum point 
of the minimum energy pathway for a gas molecule to cross from the adsorbed phase of one side 
to the adsorbed phase on the opposite side. However due to the nature of the CO2 gases’ migration 
behaviour, the transition state search calculations would fail, without completing. The CO2 
molecule diffusing from one side of the membrane to the other side would adsorb on the pore, 
forming the strongest interaction when the molecule’s geometric centre is in the same plane as 
the membrane. Since the TS search calculation would look for a maximum point along the 
pathway, the gradual decrease of the energy (stronger interactions imply larger negative energy 
values and thus the energy value will decrease) makes it unable to locate a maximum point. 
Therefore, a series of step-by-step potential energy scan (PES) calculations were carried out for 
each gas molecule. A 3 × 3 cell of the C2N monolayer under 5 and 7% strain values were used with 
the atomic positions and cell dimensions kept fixed. A gas molecule was placed perpendicular to 
the membrane material and its X and Y coordinates were constrained at the geometrical centre 
of the pore opening as shown in Figure 7.2. An exception is the CH4 gas molecules where only the 
carbon atom at the centre was constrained and the hydrogen atoms were allowed to relax.  
 
Figure 7.2: The simulation setup for energy scan of a gas molecule penetration through a pore opening. (a) The top 
view of a CO2 molecule placed along the centre axis of the pore opening perpendicular to the membrane, (b) the side 
view of a CO2 molecule placed. The distance between the membrane plane and the gas molecule is varied to scan the 
energy variation along the gas molecule pathway. 
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Then a series of constrained geometry optimizations were carried out to calculate the minimum 
energy by incrementing the Z-coordinates by 0.25 Å. For CO2 and CH4 gas molecules, the central 
atom position was increased by 0.25 Å and was constrained, while for H2 and N2, a single gas atom 
was kept fixed while the Z-coordinates of the other atom was allowed to relax. For these energy-
scan simulations, the settings were maintained similar to the settings used in structural 
optimization simulations as mentioned above, except for using a 3 × 3 unit cell with a 20 Å 
vacuum slab between the membrane monolayers in Z-direction with 4 × 4 × 2 k-point sampling. 
To discount the effects of the membrane’s rigidity in the PES calculations, a sample TS search 
calculation of H2 passage through the membrane was carried out. The comparison of the results 
of the two types of simulations allows determining how accurately the constrained system used 
in PES calculations resembles the actual system. Unlike with the energy scan simulations, the TS 
search calculations were performed allowing all the atomic positions to relax completely, and 
only the lattice parameters were maintained constant during the simulation. 
7.1.2 Molecular Dynamics Simulations  
 
Figure 7.3: A typical simulation setup used in molecular dynamics simulation. The membrane is placed at the centre 
of the simulation box and the gas molecules were initially placed at one side of the box known as the reservoir. The 
simulation box is periodic in x and y directions and has a reflective boundary conditions in the z-direction. In this 
image, the length of the simulation box is reduced in half for illustrative purposes. The atom colour code: yellow. 
Hydrogen; blue, nitrogen; grey, carbon. 
Periodic 
boundary 
conditions
Reflective
boundary 
conditions
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A frozen ~50 × 50 Å monolayer of C2N obtained from DFT optimizations was placed at the middle 
of the simulation box, as shown in Figure 7.3. Periodic boundary conditions were applied in x and 
y directions and reflective boundary conditions were applied in the Z -direction.  Initially 100 gas 
molecules were placed on one side of the membrane, which behaves as the gas reservoir. The 
simulations were performed using LAMMPS package. The NVT ensemble, with Nosé-Hoover 
thermostat was used to maintain the system temperature at 298.0 K. The system was equilibrated 
for 100 ps and next, production simulations were carried out for a total time period of 10 ns with 
a time-step of 0.25 fs. The atom trajectories were recorded every 1000 steps (25 fs) and the 
results were post processed using Matlab codes written to analyse the gas permeation behaviour. 
The simulation parameters used in this simulation is summarized below.  
Ensemble : NVT 
Temperature : 298 K 
Thermostat : Nose-Hoover 
Q- ratio : 0.01 
Time step : 0.25 fs  
Number of steps : 40000000 
Initial velocities in equilibration : Random 
Initial velocities in production : From equilibration simulations 
Charges : Mulliken Analysis from DFT simulations for C2N and 
from force field data for gases 
Electrostatic terms 
 
: Summation method- Ewald 
Accuracy- 1 × 10−4 kcal/mol 
Pair style 
 
: LJ with long range coulomb  
Cut-off distance- 12.0 A 
Mixing style- arithmetic 
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7.1.2.1 Force-field data 
For the graphitic carbon nitride monolayer, only interatomic LJ potentials were required, while 
other bond, angle and torsional parameters were not needed, because the membrane was kept 
frozen during the simulations. The LJ parameters for C2N were developed to be consistent with 
OPLS force field while the atomic charges were derived from the DFT calculations. A three-site 
model with a quadrupole moment of 0.651B [177] and a H-H bond length of 0741 Å developed by 
Alavi et al. [178] based on the model developed by Goldman et.al. [179] was used to model the H2 
gas molecules. The CO2 molecule was modelled by the EPM2 model presented by Harris & Young 
[180], where it was treated as a rigid molecule of three sites with a quadrupole moment of 4.3B2 
[181] and a C-O fixed bond length of 1.149 Å. The N2 gas molecule too is modelled as a three-site 
rigid molecule with a quadrupole moment of 1.44 B [177] with a rigid N-N bond length of 1.098 
Å and a massless charge site at the centre of the molecule [182]. Finally the Stassen model [183] 
of five charged sites, a C-H bond distance of 1.09 Å and a H-C-H angle of 109.3°, was used to model 
the methane gas atoms. The force field data used are summarized in Table 7.1. The form of the 
Lennard-Jones potentials used in LAMMPS is given in Equation 7.1. 
𝐸𝐿𝐽 = ∑  4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
]
𝑖<𝑗
 Equation 7.1 
 
                                                             
2 B-Buckingham (units of quadrupole moment) 
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Table 7.1: Summary of force field data used in MD simulations 
Atom σ (Å) ε (kcal/mol) Charge (e) 
Membrane 
C 3.3997 0.0860 Mulliken charge 
analysis –DFT 
simulations N 3.2499 0.1700 
H2 
H 0.0000 0.0000 0.4932 
Q 3.0380 0.0682 -0.9864 
CO2 
C 2.7570 0.0559 0.6512 
O 3.0330 0.1599 -0.3256 
N2 
N 3.3180 0.0723 -0.4048 
Q 0.0000 0.0000 0.8096 
CH4 
C 3.5000 0.0660 -0.2400 
H 2.5000 0.0300 0.0600 
7.2 RESULTS 
7.2.1 C2N under biaxial strain 
From our first-principles density functional simulations, with no lattice constraints, we first 
obtained a fully relaxed geometry of a graphitic-C2N unit cell. Figure 7.4 shows the geometry of a 
C2N unit-cell with lattice length of 8.3 Å and a 60° angle. The lattice parameters are within the 
same range of previously published experimental value: 8.24±0.96 Å [83] and theoretical values 
such as 8.329 Å  [85], 8.32 Å [115] and 8.354 Å [84]. The Figure 7.5 displays the charge 
distribution of the optimized unit-cell. The Mulliken charge analysis was used to analyse the 
charge density of the system. Compared with graphene where every atom is neutral, the C2N 
shows obvious variation in charge distribution. Nitrogen, the more electrophilic atom out of the 
two, has a negative charge of -0.226, (-0.107 in Hirschfeld charge analysis) while the carbon atoms 
have a positive charge of 0.113 (0.059 in Hirschfeld). Similar to previous reports, the holey C2N is 
estimated to have a pore opening of about 3.07 Å, and with a distance of 5.5 Å between two 
1 1 0  |  P a g e  S t r a i n  c o n t r o l l e d  C 2 N  f o r  h y d r o g e n  p u r i f i c a t i o n  a n d  
c a r b o n  d i o x i d e  s e p a r a t i o n  
 
opposite nitrogen atoms. The size of the opening is marginally bigger than the kinetic diameter 
of H2, but is smaller than the rest of the gas molecules studied. 
 
Figure 7.4: Fully relaxed structure of C2N 
Next, the behaviour of the C2N monolayer under biaxial strain is evaluated. Table 7.2 summarizes 
the changes induced by various biaxial strains. The changes to the opening size are considered as 
those of the point-to-point distance between two opposing nitrogen atoms, but not the actual 
changes to the vdW pore dimensions.  
 
Figure 7.5: Charge distribution on C2N, calculated using Mulliken charge distribution analysis 
 C H A P T E R  7  1 1 1  |  P a g e  
 
 
Figure 7.6: A fully optimized C2N structure under biaxial strain. The distance shown in the image is 
the point-to-point distance between two nitrogen atoms directly facing each other. 
 
Table 7.2: Structural changes induced on C2N structure by increasing strain values 
Strain (%) 0 3 5 7 
Bond 1 
Length (Å) 1.43 1.455 1.464 1.471 
Increase % 0 1.748 2.378 2.867 
Bond 2 
Length (Å) 1.464 1.547 1.595 1.651 
Increase % 0 5.669 8.948 12.773 
Bond 3 
Length (Å) 1.349 1.357 1.367 1.374 
Increase % 0 0.593 1.334 1.853 
Pore distance 
Length (Å) 5.449 5.848 6.036 6.225 
Increase % 0 7.322 10.773 14.241 
 
 
1 1 2  |  P a g e  S t r a i n  c o n t r o l l e d  C 2 N  f o r  h y d r o g e n  p u r i f i c a t i o n  a n d  
c a r b o n  d i o x i d e  s e p a r a t i o n  
 
The results tabulated show that the largest deformation occurs at the pore opening. The C-N bond 
shows most resistance to stretching, while out of the two C-C bonds, the bond forming an edge of 
the pore opening displays less resistance to elongation compared to the C-C bond within the 
aromatic ring, which has a high π-electron density. Interestingly, the C-C bond along the pore edge 
shows similar behaviour to the pore opening under biaxial strain, while the C-N bond and the C-
C bond in the aromatic ring share the same trend. Generally, with the increase in each 1% of 
strain, the pore opening increases by around 1.6% in characteristic length except for the biaxial 
strain of 1%. When the membrane is subjected to 3, 5 and 7% biaxial strains, the point-to-point 
length of the pore opening increases by 7.3, 10.8 and 14.2%, respectively. Assuming a circular 
shape pore opening, this increases the pore area by approximately 15, 22 and 30% respectively. 
Our molecular dynamics simulations for gas permeation behaviour show, that these increases in 
pore area, significantly affect the gas permeability across the membrane. 
 
Figure 7.7: The variation of structural parameters with increasing biaxial strain 
7.2.2 Molecular Dynamics Gas Permeability Simulation Results 
Frist, the number of molecular crossing events that occurred in both directions during the 
simulation time was calcualted and the results are summarized in Table 7.3. Similar to the other 
two gas permeation studies, our results show that, while initially most of the molecular crossings 
occur in one direction: from the reservoir to the permeate side, once the number of gas molecules 
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on each side of the membrane becomes approximately equal, the gas crossings occur in either of 
the directions. A crossing event was considered to take place when one gas molecule traveled 
from the bulk layer on one side to the bulk layer on the other side. The definition of the  bulk layer 
and the significance of calculating a gas crossing event in this manner is discussed in detail in 
section 5.3.2.  
Table 7.3: Number of crossings across the membrane 
 Strain - 0% Strain - 3% Strain -5% Strain - 7% 
H2 3 5 58 645 
CO2 0 0 99 940 
N2 0 0 0 1 
CH4 0 0 0 0 
The results summary shows that a pristine C2N monolayer is nearly impermeble to any of the 
gases studied. During the entire 10 ns simulation period only three H2 gas molecules, which is the 
gas with the smallest kinetic diameter, permeate through the C2N membrane. The C2N membrane 
under a 3% biaxial strain, which sees an approximately 15% increase to the pore area, still 
essentially remains impermeable to the gases studied, with only 5 hydrogen gas molecules 
crossing the membrane during the simulation period. However, when the biaxial strain of the 
membrane was increased to 5%, the ~23% increase in pore area caused the membrane to lose 
its impermeability to both H2 and CO2. The membrane shows remarkable improvement in 
permeability for both gases with 58 and 99 crossing events obeserved for the two gases, 
respectively, while still remaining impremeable to both N2 and CH4. Likewise, increasing the 
biaxial strain of the membrane to 7% sees the H2 and CO2 number of crossings increasing to 645 
and 940 respectively. The 30% overall increase to the area of the pore opening has drastically 
reduced the energy barrier for gas transfer across the C2N monolyaer, while still being 
impermeable to both N2 and CH4. The Figure 7.8 compares the H2 and CO2 crossings across the 
graphitic monolayer, under 5% and 7% biaxial strains, respectively.  
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Figure 7.8: Number of crossings of H2 and CO2 gas molecules across the membrane in both directions under (a) 5% 
and (b) 7% biaxial strains respectively 
Generally, the gas molecules with a smaller kinetic diameter are expected to have higher 
permeability. CO2 however, exhibits a considerably higher permeability compared to H2 which 
has a smaller molecular diameter. Therefore, we can assume that the gas permeability is not 
completely governed by the size effects of the membrane. The stronger inter-molecular 
attractions between CO2 molecules and the membrane appear to have a dominant influence on 
the gas transport behaviour. These influences are further discussed in detail in sections 7.2.2.1 
and 7.2.3.   
However, the impermeability of the N2 and CH4 gas molecules can be attributed to the size 
exclusion effects of the membrane. Essentially, it can be concluded that despite being subjected 
to biaxial strains up to 7%, the membrane pore openings do not expand sufficiently to be 
permeable to the two larger gas molecules. This membrane therefore could be used in 
applications that require separation of H2 or CO2 from gas mixtures containing N2 and/or CH4.  
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Figure 7.9: Variation of number of H2 and CO2 gas molecules on the permeate side of the membrane. These 
figures compare the number of gas molecules for membranes under 5 and 7% biaxial strains respectively. 
7.2.2.1 Probability distribution and gas adsorption 
The results show that while the H2 and CO2 permeation rates are dependent on the area of the 
pore opening, the order of flux does not depend on the kinetic diameter of the gas molecule. The 
higher CO2 flux can be attributed to the adsorption of the CO2 molecules at the pore opening. 
Figure 7.10 compares the gas distribution along the z-axis (in perpendicular direction to the 
membrane) for the four types of gases, while Figure 7.11 magnifies the distribution around the 1 
nm distance from the membrane from either side of the membrane. The presented results are 
from molecular dynamics simulations for a C2N membrane under 5% axial strain. 
 
 
 
1 1 6  |  P a g e  S t r a i n  c o n t r o l l e d  C 2 N  f o r  h y d r o g e n  p u r i f i c a t i o n  a n d  
c a r b o n  d i o x i d e  s e p a r a t i o n  
 
 
Figure 7.10: Probability distribution of gas molecules, along the Z-axis of the membrane. The membrane is placed at 
the centre where z=0 in the simulation box. The reservoir side is the negative side of the z-axis and while the permeate 
side is on the positive side. The N2 and CH4 gas molecules have zero probability on the permeate side. These results 
correspond to simulation systems under 5% biaxial strain  
Analysing the trends in probability density of finding a gas molecule along the z-axis, shows CO2 
gas molecules experience a sizably stronger attraction to the membrane compared to the other 
three gas types. It is important to note that since the membrane is permeable to H2 and CO2 gas 
molecules, the probability distribution is spread along the z-axis on both sides of the membrane, 
while for N2 and CH4 gas molecules the probability distribution is concentrated only one side of 
the membrane. Even with this consideration, it is evident H2 gas molecules are the least attracted 
to the membrane. The significantly higher CO2 attraction can be attributed to its polarity and 
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electrophilic nature where the negatively charged N atoms at the pore edges, attract the 
electrophilic CO2 gas molecule. 
 
Figure 7.11: The probability distribution of gases from 1 nm (10 Å) from the membrane in both directions 
The probability distributions of the gas molecules along 1 nm from the membrane position (at Z-
axis=0) on both sides, confirm the strong attraction between the CO2 gas molecules and the C2N 
monolayer. The probability of finding a CO2 molecule between 0.3 and 0.4 nm from the membrane 
in either side is in excess of 30% in total, implying that one third of the CO2 molecules are 
concentrated at this zone. This molecular adsorption enriches the higher gas flux across the 
membrane, so that CO2 gas molecules can overcome the steric hindrance at the pore opening. The 
H2 molecule, with the weakest attraction to the membrane, only holds a probability distribution 
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of less than 5%. This further confirms that the H2 molecular permeation occurs mostly due to 
direct molecular flux, and hence has a poorer flux despite having a smaller kinetic diameter than 
the CO2 molecule.  
Figure 7.11 highlights the fact that most of the gas molecules, can be found at a distance between 
3 to 4 Å from the C2N membrane (the interlayer spacing of a C2N monolayer is 3.27 Å), suggesting 
predominantly physisorption behaviour between the gas molecules and the membrane. The table 
summarizes the calculated average distance of the adsorption layer within this range for each gas 
molecule. However, CO2 molecules have a considerable concentration in excess of 1.5% within 1 
Å distance from the membrane in both directions (the membrane zone) compared to the other 
gases, whose values are almost zero. This value increases to >5% for the membrane under 7% 
biaxial strain. This behaviour could be attributed to the stronger intermolecular interaction at the 
pore opening. 
Table 7.4: The normalized position of the adsorption layer for each gas type 
Strain Gas type Reservoir side (Å) Permeate side (Å) 
0 % H2 3.46 3.53 
3 % 
H2 3.46 3.48 
CO2 3.44 N/A 
5 % 
H2 3.47 3.48 
CO2 3.44 3.42 
N2 3.49 N/A 
CH4 3.53 N/A 
7 % 
H2 3.47 3.47 
CO2 3.45 3.44 
N2 3.49 3.50 
CH4 3.53 NA 
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The summary in Table 7.4 and the probability density analysis in Figure 7.10 and Figure 7.11 
show that we can identify different zones for gas molecules along the Z-direction, with respect to 
the membrane. Between -1.5 to 1.5 Å in the z-axis, the probability density of gases is very low due 
to the occupancy of the membrane. The porous areas are occupied by only a few gas molecules 
due to the repulsion forces between membrane atoms and gas molecule atoms. This zone is 
named as membrane zone. From about 2 to 6 Å the highest gas density is observed, where the 
density peaks at about 3.4-3.5 Å and gradually decreases to a stable value at about 6 Å. This region 
can be identified as the adsorbed layer, and as mentioned earlier, the higher gas density is due to 
the intermolecular physical adsorption of gas molecules on the solid membrane. Beyond this 
region, the gas density distribution essentially displays a stable and constant distribution and this 
region will be identified as the bulk zone.  
  
Figure 7.12: The probability distribution of (a) H2 and CO2 in the x and y directions for gas molecules within the 
membrane and adsorption zones. The shaded dark blue and grey areas represent the nitrogen and carbon atoms of 
the membrane. 
In Figure 7.12, the probability distribution of H2 and CO2 molecules within the adsorption zone 
and the membrane layer are depicted with respect to the positions of carbon and nitrogen atoms 
of the C2N membrane (in xy plane). The difference in the colour scale of the two distributions 
should be noted and was necessary to achieve visual clarity in the H2 distribution, because the 
overall distribution is low and quite uniform barring the minor peaks at the centre of the pore 
opening. Alternatively, the CO2 distribution shows how the CO2 gas molecules have excessive 
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concentrations at the geometric centre of the membrane pore, with diminishing concentrations, 
moving away from the pore centre. 
Figure 7.13 depicts a typical trajectory of each type of gas molecules along the Z-direction during 
the entire simulation period. These trajectories, further fortify the idea of an adsorption layer 
adjacent to the membrane area, where a gas molecule lingers around for an extended period. This 
behaviour is most apparent in the CO2 gas molecule trajectory, which we have already established 
to display the strongest attraction to the membrane. The CH4 and N2 molecules exhibit such 
behaviour to a moderate extent and the least adsorptive behaviour is observed in the H2 molecule. 
 
Figure 7.13: A typical trajectory of a gas molecule during the 10ns simulation period. these trajectories are 
representative of molecular simulation of membranes under 5% biaxial strain 
Figure 7.14 shows a typical CO2 molecule trajectory observed in simulations of a membrane under 
7% biaxial strain. At this strain value, the pore area is expanded even more, and steric effects are 
less apparent. It can be seen that the CO2 molecule occasionally, momentarily crosses over to the 
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opposite side of the membrane and at certain time intervals oscillates within the membrane 
nanopore, without actually crossing in to the bulk zone of the opposite side.  
 
Figure 7.14: A typical trajectory of a CO2 molecule in the 
membrane system under 7% biaxial strain 
Based on trajectories of H2 and CO2 gas molecules, which are permeable through the nanopore, it 
is clear that every time a molecule reaches the membrane, it does not readily migrate to the 
opposite side of the membrane. While one of the main reasons for this is the membrane wall, 
Figure 7.12 shows that bulk of the gas molecules especially the CO2 molecules in the membrane 
zone and the adsorption zone are concentrated above the distributed pores of the membrane 
rather than the membrane wall. Therefore, the factors preventing a gas molecule crossing 
straightforwardly to the opposite side could be attributed to the orientation of the gas molecule, 
the gas molecule’s inability to overcome the energy barrier to diffuse through the nanopore and 
other intermolecular interactions in force such as interactions between gas-gas molecules. 
Regarding the molecular orientation, a gas molecule positioned perpendicular to the membrane, 
where its geometric centre coincides with that of the nanopore will have the smallest energy 
barrier. 
Based on these observations, we can identify several possible pathways for a gas molecule to take. 
Therefore, in result analysis, a crossing-event is considered to occur, when a gas molecule, which 
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is in the bulk zone in one side of the membrane, moves to the bulk zone of the opposite side. 
Determining the flux, based on this method, prevents over-estimating the gas flux across the 
membrane, especially for CO2 molecules, which tend to oscillate around the membrane. 
7.2.2.2 Calculation of gas permeance 
For the result analysis, the system pressure is calculated based on the pressure exerted by the gas 
molecules in the bulk phase, ignoring the gas molecules adsorbed on the solid membrane. It’s 
important to note the gas density on the permeate side decreases to a certain degree for CO2 and 
H2 gas molecules due to the gas molecules crossings to the other side of the membrane. The gas 
permeance is calculated based on the overall nominal pressure of the system. The system 
pressure is calculated based on the median gas density throughout the entire simulation period 
as shown in Equation 7.3. Table 7.5 summarizes the pressure calculated based on the mean-gas-
density in the bulk zone, the gas permeance calculated based on Equation 7.4 and the gas flux 
calculated from Equation 7.5, respectively. The third column lists the initial nominal gas pressure 
calculated from the nominal gas density, i.e. the total number of gas molecules in the feed side at 
the start of the simulation and total feed-side simulation box volume (Equation 7.2) for 
comparison.  However due to the ambiguity of calculating the pressure, the gas permeability is 
discussed in terms of gas flux, in this report. The pressure is calculated using the ideal gas 
equation, since at lower pressure ranges, the deviation from ideal gas behaviour is considerably 
small. 
Nominal gas pressure (PN) =
NTRT
NAVT
 Equation 7.2 
Feed gas pressure (PF) =
NBRT
NAVB
 Equation 7.3 
Where;  
NT : Total number of gas molecules placed in the feed zone initially. In this case 100 
molecules 
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Gas permeation =
Number of crossings (mols)
Pressure × membrane area × time
 Equation 7.4 
Gas flux =
Number of crossings (mols)
Membrane area × time
 Equation 7.5 
Table 7.5: Summary of Gas permeation and flux 
Strain Gas 
type 
Nominal 
Pressure (atm) 
Feed pressure 
(atm) 
Permeation 
(mol/m2.Pa.s) 
Flux 
(mol//m2.s) 
0% 
H2 12.58 11.85 ~ 0 ~ 0 
3% 
H2 11.86 11.26 ~ 0 ~ 0 
CO2 11.86 5.03 0.00000 0.000000 
5 % 
H2 11.41 7.96 0.00043 403.7531 
CO2 11.41 2.99 0.00172 689.1647 
N2 11.41 9.99 0.00000 0.000000 
CH4 11.41 8.72 0.00000 0.000000 
7 % 
H2 10.99 5.65 0.00738 4323.732 
CO2 10.99 2.24 0.02711 6301.253 
N2 10.99 9.60 0.00001 6.703461 
CH4 10.99 8.37 0.00000 0.000000 
VT : The total volume of the feed side of the membrane, i.e. half of the total volume of the 
simulation box 
NB : The normalized gas concentration in the bulk zone of the feed side 
VB : Volume of the bulk zone in the feed side 
R : Gas constant 
T : Simulation temperature 
NA : Avogadro number 
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7.2.3 Quantum mechanical simulations 
 
Figure 7.15: The (a) top view and the (b) side view of the PES calculation setup. The position of the geometric centre 
of the gas molecule was varied from 0 to 10 w.r.t the membrane and energy calculations at each position was 
performed 
To understand the preferential diffusion of CO2 compared to H2, overcoming size-sieving effects, 
first-principles simulations were carried out to analyse the energy profile of a gas molecule 
crossing through the pore. The gas molecules were placed perpendicular to the membrane, 
aligned with the centre of the pore as shown in Figure 7.15. The total energy of the system was 
scanned as the gas molecule gradually penetrates the pore. A pathway where the gas molecule 
crosses the membrane perpendicular to it and through the centre yields the minimum energy 
barrier to crossing. 
 
Figure 7.16: Energy profile for a gas molecule along the adsorption height for C2N membranes under (a) 5% and (b) 
7% biaxial strain 
 
 C H A P T E R  7  1 2 5  |  P a g e  
 
𝐄𝐈𝐧𝐭𝐞𝐫𝐚𝐜𝐭𝐢𝐨𝐧 = 𝐄𝐠𝐚𝐬+𝐦𝐞𝐦𝐛𝐫𝐚𝐧𝐞 − (𝐄𝐦𝐞𝐦𝐛𝐫𝐚𝐧𝐞 + 𝐄𝐠𝐚𝐬) Equation 7.6 
Where the Egas+membrane is the total energy of the system obtained from local, constrained 
geometry optimizations and the term (Emembrane + Egas) is obtained from energy calculations of 
the total system containing the membrane cell and a gas molecule placed sufficiently far away 
from the membrane (10 Å in this case) such that the interaction between the membrane and the 
gas molecule is negligible.  
Figure 7.16 shows the energy variation along the adsorption pathway. The energy represented in 
the figure was calculated as given in Equation 7.6.  For the H2 gas molecule, even when the 
membrane is subjected to biaxial strain, the repulsion energy (a positive interaction energy 
indicates intermolecular repulsion between the gas molecule and the membrane) gradually 
increases and reaches a maximum when the centre of mass of the H2 molecule coincides with the 
geometric centre of the pore. However, we can observe when the increased biaxial strain causes 
the pore area to expand; the energy barrier for a gas penetration slightly decreases, promoting 
the increased gas flux across the membrane. Conversely, when the CO2 molecule reaches towards 
the membrane plane the interaction energy gradually increases (the negative energy indicates 
stronger interaction) and reaches a maximum (of the absolute value) when the centre of gravity 
of the gas molecule overlaps the centre of the pore. It shows a minor bump from for the membrane 
under 5% biaxial strain indicating a small energy barrier for the gas when it transforms from the 
physisorbed phase to the chemisorbed phase. This adsorptive behaviour of the CO2 molecule on 
the pore contributes towards the solution diffusion of the gas molecule. These observations 
further confirm the hypothesis that the CO2 diffusion through the C2N nanopore is not primarily 
governed by size exclusion effects but is mainly influenced by the CO2 molecule adsorption on the 
nanopore.  
The dip in the energy profile for all the gases between ~1.5 -3 Å is due to the physisorbed gases 
on the membrane. These observations are consistent with our probability distribution 
simulations where the CO2 had the highest density in the adsorption region due to its strong 
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chemical interaction with the membrane, followed by CH4, which has a somewhat strong 
physisorption energy, and hence the second largest gas probability density. The probability gas 
density and the physisorption energy of N2 are placed third, while H2 is the smallest on both 
accounts, proving the consistency between the two types of simulation methods. Furthermore, 
the energy profile proves the existence of an adsorption zone within 6 Å from the membrane. The 
table below summarizes the penetration energy barrier calculated based on the minimum and 
the maximum energy values of the energy profile. 
Table 7.6: Summary of energy barriers 
Strain Gas type Energy barrier (eV) 
5% 
H2 0.153 
CO2 0.0303 
7% 
H2 0.104 
CO2 0.007 
N2 0.209 
CH4 0.545 
As mentioned in section 7.3.1 to justify the use of constrained atomic coordinates, a TS search 
calculation was performed for H2 travel through a C2N membrane under 7% biaxial strain. TS 
search calculations were carried out for physisorbed configurations of the H2 molecule at ~2.0 Å 
away from the membrane in either directions. Figure 7.17 compares the TS search results with 
our previous calculations under fully constrained conditions. In TS search calculations, only the 
lattice constants are constrained and the atomic positions of the membrane and gas molecule are 
fully relaxed. The results of the two methods are complimentary to each other, where the energy 
barrier in TS search calculation is 0.107 eV while the energy barrier from previous PES 
calculations is 0.104 eV. The excellent agreement of the results proves that our assumption of a 
constrained system does not affect the accuracy of the results significantly.  
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Figure 7.17: The comparison of potential energy scan along various points of the Z-axis and TS 
search calculations 
7.3 DISCUSSION 
The gas permeability of a 2D-C2N membrane for small gas molecules, essentially focusing on key 
gases related to clean energy production, namely; H2, CO2, N2 and CH4 were evaluated. Our study 
shows that a fully relaxed pristine C2N monolayer is hardly permeable to any of the gases in focus. 
However, using strain tuning, gas permeability characteristics of the membrane can be effectively 
altered to be permeable to H2 and CO2 molecules, while its N2 and CH4 impermeability remains 
intact.  
A 5% biaxial strain improves the hydrogen gas flux to 403.7 mol/m2s while further increasing the 
biaxial strain to 7% boosts the gas flux to 689.2 mol/m2s. Due to its impermeability to CH4 and N2 
despite the strain tuning, this characteristic can be exploited for H2 purification from gas mixtures 
containing the latter two, especially in applications in hydrogen production as an energy source.  
Similarly, when the membrane is under 5% biaxial strain it becomes permeable to CO2 gas 
molecules with a gas flux of 689.2 mol/m2s. This value increases in approximately ten folds to 
6301.3 mol/m2s, when the strain value is increased to 7%. Due to the high permeability to CO2 
under strain without compromising its selectivity over N2 and CH4, this membrane can be 
suggested for a number of industrial applications requiring CO2 removal from gas streams. Its CO2 
selectivity over N2 makes it an ideal candidate in post-combustion carbon capture, where CO2 is 
0
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separated from streams of flue gases, where the other principle constituent is N2. Similarly, the 
excellent CO2/CH4 selectivity, makes a strain tuned C2N an ideal candidate for natural gas 
sweetening.  
An interesting observation of this study is that the CO2 molecule has a higher gas flux through the 
membrane compared to H2, despite having the larger kinetic diameter out of the two. This shows 
that size sieving is not the only factor governing gas diffusion through the monolayer. The analysis 
of the gas distribution in the direction perpendicular to the membrane shows that CO2 strongly 
adsorbs on the membrane while the H2 adsorption is the poorest among the gases studied, 
confirming chemical affinity sieving is the principle mechanism for CO2 diffusion. 
This rationale was further strengthened by the potential energy scan calculations for CO2 and H2 
crossing through the pore. The results showed that while the H2 molecule has a slight energy 
barrier for diffusion, the CO2 molecule in fact strongly binds with the pore with a binding energy 
of ~0.5 eV. The adsorptive diffusion of CO2 through the C2N monolayer can be attributed to the 
electrophilic nature of the CO2 molecule. The negatively charged nitrogen atoms at the pore rim, 
readily attracts the CO2 gas molecules causing the preferential diffusion of the gas molecule. In 
fact the reverse effect was observed by Wang et.al studying the CO2 and N2 diffusion 
characteristics through a hydrogen-passivated graphene pore [116]. They noticed that the 
positively charged hydrogen atoms at the pore ring repulsed the CO2 molecules from the 
membrane pore and as a result, the N2 had a higher flux despite having a larger kinetic diameter 
than the former. This confirms that the diffusion characteristics of a polar gas molecule like CO2 
can be influenced by not only size effects, but also by its chemical affinity with the pore.  
7.4 CONCLUSION 
Overall, the graphitic C2N membrane, which is impermeable to all the gases studied under natural 
conditions, can be tuned into a H2 purifying membrane and an excellent CO2 capture membrane. 
Our MD simulations show that the near zero fluxes of these two gases through a membrane under 
no strain increases to 403.75 and 689.16 mol/m2s, when the strain on the membrane is increased 
to 5%. Likewise, the increase in strain value to 7% sees the gas fluxes increase by approximately 
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10 times for both gas types. While the gas fluxes of H2 and CO2 increases to 4323.73 mol/m2s and 
6301.25 mol/m2s, respectively, the membrane remains impermeable to both N2 and CH4 making 
this membrane suitable for H2 purification applications, CO2 separation in post-combustion 
carbon dioxide capture and natural gas sweetening.  
Comparison of the H2 and CO2 permeabilities shows that the larger gas molecule, CO2, in fact has 
a higher gas flux through the membrane. This contradictory behaviour is attributed to the higher 
CO2 concentration closer to the membrane region, compared to the H2 gas concentration, 
confirming the passage of the CO2 molecule is governed principally by chemical affinity and under 
sufficient strain to open the pore, and the size sieving effects are only secondary. Furthermore, 
DFT simulations of PES calculations to identify the minimum energy pathway confirms that the 
CO2 molecule in its minimum energy pathway actually adsorbs on the pore strongly while the H2 
molecule has a small energy barrier to overcome to penetrate through the pore opening. The N2 
and CH4 molecules even under a strain value of 7% have a higher energy barrier to overcome. The 
stronger CO2 adsorption is attributed to its electrophilic nature. 
 C H A P T E R  8  1 3 1  |  P a g e  
 
CHAPTER 8 CONCLUSIONS AND SUGGESTIONS  
8.1 RESEARCH SUMMARY 
With the advance in the field of nanomaterials and nanotechnology, the precise separation of gas 
molecules within a similar size range is now a possibility. This study, has investigated how low-
dimensional carbon-based and graphene-like nanomaterials can be used in industrial gas 
separation applications, related to energy generation applications. Specifically, with the use of 
first-principles quantum mechanical simulations and non-equilibrium MD simulations, we have 
studied four different structures, their gas separation capabilities, their interactions with gas 
molecules and how these interactions affect the overall separation efficiency. Conclusions from 
this research can be summarized as below: 
1. Charge controlled boron-doped fullerene for CO2 separation 
  Ab initio DFT simulations performed in this study have shown that, boron doped C60 
fullerene, under neutral conditions only forms a weak bond with the studied three 
gases: CO2, N2 and CH4. While the adsorption energy of CO2 is the highest among the 
three gases, the resulting adsorption energy of -2.04 kcal/mol and the adsorbed 
molecular structure indicates only a weak physisorption of the CO2 molecule which is 
not sufficient for any meaningful separation 
 When the adsorbent is subjected to an electric field of 1e- the added electron is mostly 
taken up by the doped boron atom, which has only three electrons in the outer orbital. 
 The CO2 adsorption on the charged BC59-1 becomes much stronger compared to the 
neutral state due to the charge transfer between the adsorbent and the adsorbate. The 
noticeable structural distortions and the adsorption energy of -15.41 kcal/mol 
strongly suggest a chemisorption of the gas molecule.  
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 Conversely, the N2 and CH4 molecules hardly see a noticeable change in the adsorbed 
configurations and the adsorption energies remain closer to the values observed in 
neutral conditions, suggesting the adsorption remains only physical. 
 Due to the preferential adsorption of CO2 gas molecule on BC59-1, over N2 and CH4, 
confirmed by the marked difference between the interaction energies between the 
gas adsorbent and the adsorbates, CO2 can be effectively separated from the latter 
gases using BC59-1. 
2. Porous hexagonal boron nitride membranes for gas separation 
 The non-equilibrium MD simulations show, the h-BN membrane with a pore-10 type 
opening is impermeable to all the gases studied (H2, CO2, N2 and CH4). However, under 
2.5 and 5% biaxial strains, the opening becomes permeable to H2 gas molecules with 
molecular fluxes of 261.7 and 498.8 mol/m2s despite its impermeability for all the 
other three gases studied in this thesis. Therefore, an h-BN membrane with a pore-10 
type opening under biaxial strains between 2.5 and 5% can be effectively used for H2 
purification from gaseous mixtures containing CO2, N2 and CH4. 
 The membrane with a pore-13-B type opening is permeable to only H2 gas molecules 
under normal conditions with a flux of 276.3 mol/m2s. Under a 2.5% biaxial strain, 
the membrane becomes permeable to CO2 with a flux of 1697.3 mol/m2s and is weakly 
permeable to N2 with a 454.2 while the H2 permeability increases to 7410.8 mol/m2s. 
When the strain is increased to 5% the membrane becomes permeable to all the gases 
studied. Therefore, a membrane at neutral conditions can be used to effectively 
separate H2 from the rest of the gas types. Similarly, under a 2.5 strain it can be used 
for H2/ CH4, CO2/CH4 separation, and due to the significant differences in CO2 and N2 
fluxes in CO2/N2 separation applications as well. Under 5% strain, no separation can 
be achieved among these types of gases. 
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 The pore-13-N type has the biggest opening due to the short bond distance between 
the nitrogen atoms at the pore edge and the terminating hydrogen atoms. However, 
under normal conditions it is only permeable to H2 with a molecular flux of 1199.3 
mol/m2s and hence can be used to purify H2 from gaseous mixtures of CO2, N2 and/or 
CH4. However, even under a strain as little as 2.5%, the membrane becomes 
permeable to all the gases studied and no further separation can be achieved.  
 The results show that when the pore openings become sufficient enough such that the 
size effects are not the dominant factor governing the gas transport through the 
opening, the intermolecular interactions between the gas molecules and the 
membrane have a significant impact on gas permeabilities.  
 Furthermore, a sample study was carried out to compare the gas transport behaviour 
in binary gas mixtures, using an equimolar mixture of H2 and CO2. The increase in gas 
fluxes relative to the partial gas pressure of the gas type which forms a stronger 
interaction with the membrane, is higher than the pure gas permeability, while the 
reverse is applicable to the gases with smaller interactions. 
3.  Strained graphitic carbon nitride for hydrogen purification 
 The non-equilibrium MD simulations have shown that g-C3N4 under normal 
conditions is only permeable to H2, and when the feed pressure is increased, the gas 
flux increases in a near linear manner. Under 10, 20 and 30 bar initial feed side 
pressure values, the flux values vary as 6.47, 13.53 and 19.41 mol/m2s, respectively. 
 When the membrane is subjected to biaxial strains of 2.5 and 5% and the initial feed 
side pressure is maintained the same at 10 bar, the gas flux increases almost 
exponentially to 57.54 mol/m2s and 501.80 mol/m2s, respectively, from the initial 
weak flux of 6.47 mol/m2s.  
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 However, even under a 5% biaxial strain, the membrane remains impermeable to the 
CO2 and CH4 gas molecules, confirming the g-C3N4 membrane can be effectively strain 
tuned to improve its gas separation efficiency without sacrificing its H2 selectivity.  
 The DFT simulations of transition state search confirm the observations of molecular 
dynamics simulations showing the gradual decrease in energy barrier for H2 
penetration through the pore opening with increasing strain, and hence, pore area.  
4. Strain controlled C2N for hydrogen purification and carbon dioxide separation 
 The non-equilibrium MD simulations show that the 2D-C2N structure under no strain, 
is not permeable to the four gases studied in this thesis 
 The C2N membrane under 3% strains is still impermeable to all the gases, while 
further increasing the biaxial strain of the membrane to 5%, sees it becoming 
permeable to both H2 and CO2 gas molecules, with fluxes of 403.75 mol/m2s and 689 
mol/m2s respectively.  
 Further increasing the strain value to 7%, improves the H2 and CO2 fluxes to 4323.73 
mol/m2s and 6301.25 mol/m2s, without losing its ability to block N2 and CH4. 
Therefore, this kind of membrane can be mechanically tuned by strain to alter its gas 
permeability and to improve its performance. Under appropriate strain, it can be used 
in H2/CH4, CO2/N2 and CO2/CH4 separation applications. 
 Interestingly, CO2 with a larger kinetic diameter has a higher permeability compared 
to H2 with a smaller molecular size, due to chemical affinity overcoming size exclusion 
effects.  
 The DFT simulations of the potential energy scan confirms the observations of the MD 
simulations, showing that the CO2 molecule in its minimum energy pathway in fact 
adsorbs at the centre of the pore with a negative adsorption energy. 
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Conclusively, this work has shown that adsorption and membrane gas separation can be taken 
beyond traditionally studied low dimensional materials for effective separation, especially 
concerning H2 and CO2 separation from gaseous mixtures containing N2 and CH4. The theoretical 
simulation confirms the ability to alter the separation efficiency by manipulating chemical 
structure, charge state of the adsorbent and mechanical strain. 
8.2 LIMITATIONS 
Though this study provides a comprehensive understanding of the gas separation characteristics 
of the low dimensional nanomaterials especially combining DFT and MD simulations whenever 
permissible, few limitations have been identified.  
 Assumption of pristine systems: In this theoretical study, all the materials used are 
pristine barring the BC59 structure and h-BN structure with introduced pores terminated 
with hydrogen atoms. Even in the latter two material systems, the defects are pre-
determined and do not take into account the random defects that can appear in large-
scale synthesis of materials. Such defects can affect the selectivity of the materials and 
affect the gas permeability or adsorption energies to a certain degree. 
 Assumption of ideal conditions: The simulation studies, carried out in this thesis mostly 
assume ideal behaviour. For membrane gas separation studies, the conclusion of gas 
permeability is based on pure gas systems. However, in actual industrial gas separation, 
there will be more than two constituents within a system, and the gas permeability 
behaviour will be affected by the presence of other gas types in the system. To get an 
understanding of the behaviour of gas mixtures, we have carried out a sample simulation 
to identify the departure of behaviour from pure systems in the presence of other types 
of gas molecules. While, this does not reflect the actual industrial conditions (variation in 
mole ratio as opposed to the equimolar ratio used in the simulations and presence of other 
impurities in the system) this will provide a benchmark to identify the variation trends of 
the gas separation behaviour. 
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 Scale of simulation systems: In this study, the time and size scale of the simulations are 
in nano scale whereas in industrial scale, the operations occur in macro scale. Therefore, 
it is uncertain whether the exact values obtained from simulations translate from nano-
scale to large scale. However, in this regard, specifically in membrane separation studies 
we have tried to identify the different behaviour in gas molecules closer to the membrane 
and in the bulk region. While even the bulk region is within nano-metre scale, the gas 
molecules within this region can be assumed to behave closest to large-scale systems. 
 Limitations of theoretical methods: In this study, for different molecular systems, we 
have employed different methods and settings based on availability of theoretical 
resources such as force field data, different settings such as timescale and boundary 
conditions, and different operational conditions such as feed side initial pressure to 
balance the accuracy of the simulations, and the demand for computational resources. The 
variation in these parameters makes it ambiguous to quantitatively compare the results 
across the multiple studies but will provide for qualitative analysis of the behaviour. 
 Lack of experimental studies: All the studies, in this thesis are purely theoretical and 
seldom will theoretical studies match experimental studies unerringly. However, the 
study employs well-established simulation methods with established parameters, to 
minimize such differences. To reduce the errors that can arise from the limitations of the 
theoretical model itself, a combination of MD simulations and DFT simulations are used 
whenever permissible by the scale of the simulations.  
8.3 FUTURE DIRECTIONS 
In this study, it has been attempted to study and do a comprehensive analysis of the gas 
separation characteristics of low dimensional nanomaterials. However, to overcome the above-
mentioned limitations and to generally optimize these materials’ gas separation efficiency, 
several suggestions and recommendations are proposed.  
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With the advancement of computational science, simulation systems with larger scales for a 
longer simulation periods is becoming a reality.  Therefore, developing a more realistic technique 
to do multi scale modelling capable of handling larger systems, for a longer period of simulations, 
while maintaining details of the nano-scale will match simulation results to experimental systems 
is important. 
Furthermore, in the study with porous BN membranes, our simulations are focussed on pores 
with edges terminated with hydrogen atoms. However, as our other simulation studies have 
confirmed, the atoms on the edge of the pore influences the gas selectivity and permeability. 
Therefore, further studies focussing on different terminal groups and various functionalization, 
and how they affect the gas separation behaviour will give more options to tune the membrane 
to obtain precisely controlled characteristics.  
While both C3N4 and C2N are experimentally synthesisable, further research on economical large-
scale synthesis is vital for the development of atomically thin carbon nitrides as an industrial gas 
separation membrane. In the boron nitride membranes, the pores are not inherent, but created 
on a pristine boron nitride monolayer. While experimental techniques exist to create openings in 
that size scale, more research on techniques that offer precise control over pore opening size, 
shape and uniform distribution will further the nano membranes with introduced pore openings. 
 In the gas adsorption study on BC59, the research is limited to the individual interaction between 
the gas molecules and the adsorbent. This will establish the gas separation characteristics of the 
adsorbent and will give more of a qualitative analysis of the adsorption process. However, to 
achieve a quantitative analysis large-scale simulations are required to analyse the gas adsorption 
capacity and other similar parameters. Furthermore, research to develop methods to dope the 
C60 fullerene with more boron atoms far apart from each other, will improve the gas sorption 
capacity of a single doped fullerene.
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APPENDIX A 
Results for repeated simulations for Pore-13-B under 5% strain 
To avoid any statistical uncertainty, the simulations were carried out twice for pore-13-B. Below 
are the results from the repeated simulations. The results are within the same range of the first 
simulations and observed a near identical trend. 
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APPENDIX B 
Feed side pressure variation during simulation for C2N gas permeation study 
Below, we compare the feed side pressure variation for the four different gases. It should be noted 
that the pressure represented here is in the bulk zone and the gas molecules adsorbed on the 
solid adsorbent is assumed to not contribute towards the bulk feed side pressure. Due to a 
combination of high permeability and adsorption on the solid membrane, the feed pressures in 
CO2 simulation systems are comparatively low. The feed side pressure of H2 too, gradually 
decreases due to the molecular crossing to the permeate side. The disparity of the permeate rate 
and pressure variation between CO2 and H2 gas molecules is an indication of the high CO2 
adsorption on the C2N monolayer. 
 
A: Strain 5% 
  x x i i i  |  P a g e  
 
 
B: Strain 7% 
 
 
