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Abstract
Despite its coarse approximation of physics, the phase-averaged wave spectrum model
has been the only type of tool available for ocean wave prediction in the past 60
years. With the rapid advances in sensing technology, phase-resolved nonlinear wave
modeling, and high performance computing capability in recent years, the time has
come to start developing a new generation tool for ocean wave prediction using di-
rect phase-resolved simulations. The key issues in developing such a tool are: (i)
proper specification of initial/boundary conditions of the nonlinear ocean wave-field;
(ii) development of efficient algorithm for simulation of large-scale wave-field evolu-
tion on high performance computing platforms; (iii) modeling of nonlinear physics in
ocean wave evolution such as wave-wave, wave-current, wave-bottom and wave-wind
interactions. The objective of this thesis is to address (i), (ii) and part of (iii).
For (i), a multi-level iterative wave reconstruction tool is developed to deter-
ministically reconstruct a nonlinear ocean wave-field based on single or multiple wave
probe records, using both analytic low-order Stokes solutions and High-Order-Spectral
(HOS) nonlinear wave model. With the reconstructed wave-field as the initial con-
ditions, the ocean wave-field can then be simulated and forecasted into the future
deterministically with the physics-based phase-resolved wave model. A theoretical
framework is developed to provide the validity of the reconstructed wave-field and
the predictability of future evolution of the reconstructed wave-field for given wave
conditions. The effects of moving probe, ambient current and finite water depth on
the predictable region are studied respectively. To demonstrate its efficacy and useful-
ness, the wave reconstruction tool is applied to reconstruct the full kinematics of steep
two- and three-dimensional irregular waves using both wave-basin measurements and
synthetic data. Excellent agreements between the reconstructed nonlinear wave-field
and the original specified wave data are obtained. In particular, it is shown that the
inclusion of high-order effects in wave reconstruction is of significance, especially for
the prediction of the wave kinematics such as velocity and acceleration.
For (ii), a highly scalable HOS wave model is developed and applied to study both
two- and three-dimensional ocean wave-field evolution for a realistic space and time
3
scale. Effective filtering tools are developed to model the wave breaking process in
wave evolution. For (iii), the HOS wave model is enhanced to account for not only
nonlinear wave-wave interactions, but also nonlinear wave interaction with variable
ambient current. With this tool, the effects of variable ambient current on nonlinear
wave-field evolution are investigated.
As a final illustration, this tool is applied in practical ship motion control. Based
on the deterministically forecasted wave-field provided by this tool, an optimal path
is obtained to reduce the RMS heave motion of ship in point-to-point transit.
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Chapter 1
Introduction
Ocean wave-field evolution involves many complicated physical processes, including
wind input via air-sea interactions, nonlinear energy transfer through wave-wave inter-
actions, wave dissipation caused by surface breaking and bottom friction, and charac-
teristic variations under the effect of environmental current and bottom bathymetry.
It is a very challenging task to accurately predict the evolution of an ocean wave-field
because details of many of these dynamic processes are still not well understood or
properly modeled.
In fact, statistics-based spectral wave models such as WAM and its variations,
SWAN and WAVEWATCH, are the only practical wave prediction tools available.
These so-called third-generation wave models were developed based on the phase-
averaged energy balance equation with all physical processes modeled as source terms.
The energy balance equation can be written as:
aES+c .,7E= Szn + SnI + S (.1
at
Here E is the energy density, cg the group velocity, Si, the energy input from wind,
SnI the energy transfer from nonlinear wave-wave interaction, and SdS the energy
dissipation.
Despite the progress and success of spectral wave models in the past thirty years,
the inherent homogeneous and stationary assumptions, the linear transportation
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equation, and the approximate source formulations have limited their further devel-
opment. Dingemans (1998) gave a comprehensive review of the problems in spectral
wave models and pointed out that a reconsideration is required for the basic formu-
lations.
Recently, with the rapid development of computing technologies, phase-resolved
direct simulations are becoming feasible alternatives to spectral wave models. Over
the past fifteen years, a powerful and efficient high-order spectral method (HOS)
for direct simulation of nonlinear wave dynamics has been developed and applied
to the study of nonlinear wave-wave, wave-body, wave-current, and wave-bottom
interactions. The efficacy of the HOS method (with exponential convergence and
linear computational effort proportional to both nonlinear order M and number of
modes N) enables the simulations with M ~ 0(10) and N 0 (106-7) on today's
powerful parallel computing platforms.
Employing the fast algorithms for phase-resolved simulations of nonlinear wave
dynamics, this thesis aims to develop a new-generation wave prediction model for
direct simulations of large-scale nonlinear ocean wave-field evolution. In this model,
for the first time, all the physical processes will be modeled, evaluated, and calibrated
in a direct physics-based context. In the following sections, several key scientific
processes and issues will be discussed for developing such a powerful tool, and the
problems addressed by this thesis will also be identified.
1.1 Nonlinear wave dynamics and HOS
In the context of potential flow, the HOS method is capable of accounting for nonlinear
wave interactions up to an arbitrary order M in the wave steepness. This enables us
to effectively model the nonlinear wave-wave interactions in a broadband spectrum
including: (i) energy transfer due to resonant wave-wave interactions (with quartet
resonance occurring at the third order in the wave steepness and quintet at the fourth
order); (ii) energy transfer due to side-band (Benjamin-Feir) instability; (iii) change of
the wave kinematics due to non-resonant wave interactions; and (iv) energy cascading
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to short waves due to non-resonant wave interactions.
Over the past fifteen years, the HOS method has been applied to study mech-
anisms of nonlinear wave-wave interactions (Dommermuth & Yue 1987b) including
the presence of atmospheric forcing (Dommermuth & Yue 1988), long-short wave in-
teractions (Zhang, Hong & Yue 1993), finite depth and depth variations (Liu & Yue
1998), and submerged or floating bodies (Liu, Dommermuth & Yue 1992; Zhu 2000).
To develop a new-generation wave model, we seek to extend the capabilities of the
HOS method to study large-scale nonlinear ocean wave-field evolution.
1.2 Data assimilation and initial conditions
It is obvious that the above nonlinear wave dynamics can only be solved when the ini-
tial conditions are available. For mechanisms study, the initial conditions are usually
given as a regular wave with certain wave steepness, which can be obtained from a
fully nonlinear Stokes wave solution (Schwartz, 1974), while for ocean wave-field sim-
ulation, the initial wave-field is irregular and unknown. This requires an efficient data
assimilation tool to generate initial conditions from observations and measurements
on the ocean wave-field.
Data assimilation techniques have been used in spectral wave modeling as well.
However, the initial conditions are not important because the memory of the initial
conditions will vanish soon after the model starts up. The major motivation for wave
data assimilation in spectral wave modeling is to improve the wind-field analysis
instead of the wave-field analysis.
For the deterministic phase-resolved simulation of nonlinear wave dynamics, the
accuracy of the initial conditions is critical. For short-term ocean wave-field pre-
diction, deterministic free-surface elevation and wave kinematics can be accurately
predicted when given accurate initial conditions. For long-term ocean wave-field pre-
diction, the initial conditions have a strong effect on how the energy will transfer due
to wave-wave interactions.
The major purpose of this thesis is to develop an effective data assimilation tech-
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nique that can reconstruct the two-/three-dimensional ocean wave-field from the free-
surface elevation measurements of single/multiple probes. With the reconstructed
wave-field as the initial conditions, we apply HOS simulations to predict the future
evolution of the ocean wave-field. Chapters 2 and 3 discuss the major achievements
of our research on this problem.
Hereafter, we refer to the data assimilation process of reconstructing the wave-field
from measurements as wave reconstruction.
1.3 Variable ambient current
The current effect on the ocean wave-field prediction has two aspects: (1) for the
wave reconstruction, correct interpretation of the measured data depends on properly
accounting for the environmental current. Ignoring the existence of current can result
in incorrect initial conditions; (2) for the wave simulation, the presence of a variable
current can result in wave characteristics change, wave refraction, and wave reflection,
which can lead to the generation of very large waves.
As a first-order physics-based model of variable current, we take into account the
effect of the current on the waves while ignoring the reverse effect of the waves on the
current. We also assume the total flow field is still irrotational and the current field is
prescribed. To include the current effect into the direct simulation of the wave-field,
we decompose the total velocity field, V, into two parts:
V(x, z, t) = U(x, z, t) + 7b (x, z, t) (1.2)
Here U is the prescribed current velocity field. The boundary conditions of the
nonlinear wave dynamics will be modified accordingly. Chapter 5 of this thesis dis-
cusses our research on the current effects on wave characteristics for both two- and
three-dimensional wave-fields. The wave reflection phenomenon is studied in partic-
ular detail.
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1.4 Variable bottom topography
For practical near-shore applications, finite water depth and rapidly varying bottom
topography play an important role and their effects need to be considered in the
prediction of nonlinear wave-field evolution. The effect of variable bottoms can be
represented directly through phase-resolved simulations (Liu & Yue 1998). Signifi-
cantly, non-slowly varying bottom topography is included in a straightforward way.
1.5 Wave dissipation due to breaking
With proper filtering, the phase-resolved HOS simulations are able to continue be-
yond wave breaking and still obtain reasonable predictions of the post-breaking wave-
field. When spilling wave breaking is present, the use of a simple low-pass filter in
HOS simulation is effective in accounting for the physical energy dissipation. This
has been demonstrated in the case of two-dimensional wave train evolution where
HOS predictions are excellent compared to experiments well beyond the point of
intense two-dimensional breaking, crescent-shaped three-dimensional breaking, and
two-dimensional spilling breaking in the experiments (Dommermuth & Yue 1987a).
When plunging wave breaking is present, the use of a low-pass filter is inadequate
as the energy loss in wave breaking spreads into the entire wave spectrum. In this
case, a sophisticated filtering technique employing local smoothing in the physical
space needs to be applied.
In this thesis, the low-pass filter and the physical-space local smoothing technique
are combined to account for both types of breaking.
1.6 Wave dissipation due to bottom friction
Among different types of bottom dissipations, we consider only bottom friction be-
cause it is the dominant bottom dissipation process over the continental shelves. For
other special bottom conditions such as mud or permeable bed, other processes should
be considered.
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In general, the thickness of the turbulent bottom boundary layer is very small and
the friction can be neglected for deep water waves. In the case of finite water depth,
the wave motion extends down to the bottom and the bottom friction effect needs to
be taken into account, especially when the bottom is rough.
To model the bottom dissipation process the direction simulation, an equivalent
space-time varying viscosity can be applied to the surface waves based on the viscous
dissipation in the bottom boundary layer (Ursell, 1952). This dissipation can in
turn be represented as damping terms in the wave evolution boundary conditions.
With this approach, the bottom dissipation is accounted for as a function of local
wave characteristics and the distribution of bottom dissipation over the whole wave
spectrum is obtained automatically.
1.7 Wind input
Perhaps the least known part of an ocean wave-field evolution process is the generation
of waves by wind. Effective modeling of wind input due to wave-wind interactions
is an extremely challenging task due to the lack of understanding of the complex
dynamic processes involved. One approach is to model wind pumping as a variable
pressure distribution over the free surface (Al-Zanaidi & Hui 1984) with the wind
pressure specified in terms of both wave steepness and wind speed (Phillips 1963).
This ignores in some sense the highly stochastic nature of the wind field (Sobey 1986)
but is expected to provide realistic large-scale prediction.
1.8 Thesis objective, approach, and outline
The objective of this work is to develop a deterministic wave reconstruction and
forecasting tool for a nonlinear ocean wave-field, which includes:
e reconstruction of a nonlinear ocean wave-field from single/multiple probe mea-
surements of wave elevation.
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" forecasting of nonlinear ocean wave-field evolution using a high-order nonlinear
wave model
" demonstration of the application of the wave reconstruction and forecasting tool
for large-scale wave-field evolution and practical ocean operation
To achieve this objective, this thesis
" reconstructs and forecasts a nonlinear wave-field using a multi-level optimization
scheme, which can account for the arbitrary order of nonlinearity. It is scalable
for high-performance computing and can be extended to hybrid-sensed wave
data.
" extends HOS for simulation of large-scale ocean wave-field evolution with vari-
able ambient current. It is based on the Zakhrov equation and mode-coupling,
and can account for arbitrary high-order nonlinearity. The convergence is ex-
ponential and the computational effort is linearly proportional to the number
of wave modes and order of nonlinearity.
" implements HOS nonlinear wave models on high-performance computing plat-
forms for large-scale simulations and practical applications. The computational
domain size can be up to ~ O(10 2 3 km 2) and the evolution time can be up to
~ O(10 3 - 4sec.).
This thesis is organized as following: Chapter 1 introduces the problem of direct
simulation wave modeling and identifies the key issues to model ocean wave dynam-
ics; Chapter 2 introduces the predictability theory on deterministic reconstruction of
irregular waves for both two- and three-dimensional cases; the effect of probe motion,
ambient current and water depth on the predictable region are discussed; Chapter
3 introduces the multi-level nonlinear wave reconstruction scheme. The comparison
between the numerical results and the experiments shows the importance of captur-
ing nonlinearity in wave kinematics and dynamics reconstruction; Chapter 4 studies
the wave spectrum evolution using large-scale direct simulation; Chapter 5 studies
the variable ambient current effect on wave propagation; Chapter 6 studies the noise
33
effect on the wave simulation and reconstruction; Chapter 7 demonstrates practical
applications of the deterministic wave forecasting tool. Chapter 8 discusses possible
improvements in the future;
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Chapter 2
Theory on deterministic
predictability of ocean waves
2.1 Background
2.1.1 Motivation
In ocean engineering applications, one of the key issues is to understand the ocean
wave effect on offshore structures or vessels. To study this effect, the information of
the wave-field around the structures or the vessels has to be available. However, to
accurately measure the wave-field as a function of both position and time will require
a very large number of probes. Therefore, in practice, people usually measure the
wave-field using only a few probes and try to reconstruct the whole wave-field based
on the time records from these probes. With the reconstructed wave-field, offshore
structure and ship models can be evaluated for the purpose of design or performance
improvement.
Wave forecasting is another key factor that can significantly affect the safety of
offshore operation. Even though we know the behavior of the structures or ships
under certain wave conditions and have incorporated many safety features into the
design, we still do not want to run into severe wave conditions. Therefore, if we can
forecast the future wave-field, we will be able to avoid severe wave conditions with an
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effective control system or take certain measures in advance to protect the structure
or ships. This can make the offshore operation much safer and reduce loss in human
life and property damage.
2.1.2 Existing study in wave forecasting
Unfortunately, while a lot of results are obtained for regular water waves, the research
on irregular ocean waves is very limited due to the complexity of the randomness.
It was not until the World War II that people started to study the forecasting of
ocean waves. To help the Allies in their beach-landing operation, Sverdrup and Munk
developed a theory for ocean wave forecasting by introducing the concept of significant
wave height and relating it to the wave amplitude in regular wave theory. Their theory
was later published in U.S. Navy Hydrographic Office Publication Number 601, 1947.
In 1955, Pierson introduced the stochastic process into the wave dynamics and started
to use the concept of wave spectrum to describe the ocean wave-field. With the wave
spectrum, all other statistical properties of the wave-field can be easily obtained.
This started a new era of ocean wave modeling and forecasting. Much work has
been done since that time to improve the wave spectrum model. One method that
is still used worldwide by meteorologists is WAM, which was firstly developed by
The WAMDI Group in 1988. Despite the success of the spectrum wave model in the
prediction of wave spectrum evolution in very large spacial and/or temporal scales,
they cannot obtain information on deterministic details of a wave-field, which are of
critical importance for accurate modeling of complex ocean dynamic processes (such
as wave breaking, wave-wind interactions, etc.) and development of wave-dodging
technologies in naval operations and offshore explorations. And in the past fifteen
years, almost no significant progress has been made in wave spectrum modeling, which
is believed to be mainly due to the limitation of this approach.
Compared to the difficult statistical wave forecasting of ocean waves, deterministic
wave forecasting seems almost impossible and the research even less abundant. The
one attempt we find is by Morris et al. in 1998, in which they suggested that it is
possible to forecast linear irregular wave-field deterministically for a short-term and
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that the phase speed might be used to decide the predictable region. It was the
first time that one realized that there is a predictable region for deterministic wave
forecasting, although it will be shown in this thesis that it is the group velocity instead
of the phase speed that plays the critical role in deciding the predictable region.
2.1.3 Present study
With the recent fast development of high-performance computing technology and
numerical modeling of nonlinear waves, deterministic phase-resolved simulation is
evolving to become an important alternative to phase-averaged statistic models for
ocean wave predictions.
With deterministic wave reconstruction, one is capable of obtaining (i) the neces-
sary initial conditions for deterministic simulations of nonlinear wave dynamics (and
interactions with objects); (ii) the necessary kinematics for the estimation of hydro-
dynamic loads on offshore structures; (iii) necessary information for phase-resolved
forecasting of ocean wave evolutions; and (iv) a base for calibration/validation of
experimental measurements.
Because only limited information about the original ocean waves is measured and
available in wave reconstruction, the reconstructed wave-field is by no means the same
as the original one. Therefore, it is important to know where and when the recon-
structed wave-field matches the original one before we can apply it to applications.
It was pointed out by Pierson et al. (1955) that due to the dispersion effect of
different group velocities, the wave-field, at the point at which the forecast is to
be made, is determined by wave components with such group velocities that they
could just arrive at that point at the forecasting time. In our research, through
systematic computations and validations, we find that (i) with finite duration of
probe data or finite area of surface images, in general, a portion of the random wave-
field can be deterministically reconstructed and forecasted for a certain time; (ii) the
forecastable region for a given time is determined by the group velocity range and
angular spreading range of the wave components, and the length of the probe records;
and (iii) this forecastable region decides how to properly use wave data from different
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probes in deterministic wave reconstruction procedures.
2.2 Problem statement
Currently, many different types of sensing technologies are applied to measure the
ocean wave-field. For example, air-borne radar and ship-mounted radar can mea-
sure the instantaneous surface profile of the ocean wave-field, while the directional
waverider buoy can measure the time history of the wave height and the wave di-
rection spectrum. A general wave reconstruction tool is to make use of all available
hybrid-sensed data to reconstruct an ocean wave-field such that the data from the
reconstructed wave-field matches the measurements from the original wave-field.
For simplicity and to study the fundamental physics, in our study we assume
the measurements are wave elevation history from single or multiple probes and the
objective is to reconstruct the space-time wave-field and forecast its evolution based
on the probe records. For more general cases, the present work can be generalized to
account for hybrid-sensed data, as shown in 7.2.
We define a right-handed Cartesian coordinate system o - xyz with the x- and
y-axes located on the mean free surface and the z-axis positive upward, as shown in
Figure 2-1. Referring to this coordinate system, the problem of wave reconstruction
and forecasting can be mathematically described as follows: given the probe data of
wave elevation i(x, t), where x = (x, y), at specified locations x=x,,, n=l,..., N,
for a limited period of time t E [0, T], using a wave model to construct a wave-field
TI(x, t) in the domain P(x, t) such that
I](x-, t) =i (xpn, t) for tE [0,T] , n = 1, ... , Np. (2.1)
As the wave-field in P(x, t) evolves, it will forecast the wave-field in the domain
Q(x, t) for t > T. In more general case, the probes can be mobile with controlled
paths, i.e., xP can be a function of t.
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Figure 2-1: Sketch of the wave reconstruction problem in a directional ocean wave-
field.
2.3 Basic assumptions
For deterministic wave reconstruction and forecasting based on wave probe measure-
ments, we make the following assumptions:
" the wave energy spectrum is assumed limited in both frequency band and di-
rection spreading; no assumption is made about the stationarity or the homo-
geneity of the spectrum; and no information about the shape of the spectrum
is assumed because all the statistic information can be obtained from the probe
measurements.
" the flow is assumed to be a nonlinear potential flow with wind input, viscosity,
and bottom friction effects neglected; effects of finite water depth, ambient
current, and wave breaking are taken into account.
" the probe measurements are assumed perfect, noise-free. To study the effect
of measurements noise on the wave reconstruction and forecasting, we use a
Monte-Carlo simulation method in Chapter 6.
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2.4 Characteristics of ocean wave spectrum
To justify our assumption about the wave spectrum, we now study the characteristics
of ocean wave spectrum.
Ocean waves have long been measured and analyzed using statistics. Based on
many time records, the frequency spectrum of ocean waves can be obtained. There-
fore, frequency spectrum is often used to describe the state of an ocean wave-field.
In 1955, Pierson et al. first introduced the wave energy spectrum, which can be
defined as a function of frequency and direction. The energy spectrum of ocean waves
cannot have arbitrary form; instead its form is decided by the physics involving wave
generation, propagation, and breaking.
Pierson and Moskowitz (1964) proposed a frequency spectrum for a fully developed
sea based on similarity theory and measurements as
S(w) = 0.0081g2W-5e-0.7494 (UW)-4. (2.2)
Here S is the energy density, g the gravity, w the wave frequency, and U the wind
speed measured at a height of 19.5 meters above the sea surface. This is called the
P-M spectrum.
In 1973, a lot of ocean wave spectra was measured in the JONSWAP project and
it was realized that the spectrum of a growing sea has a much sharper peak than the
P-M spectrum. Therefore, a new spectrum was proposed:
(w- W)2
5( w -4 aw
S(w) = ag2 w-e- 4 e (2.3)
Here a = 0.0081, -y is the peak enhancement factor, and wo is the peak frequency.
o- = 0.07 when w < wo and 0.09 when w > wo. This is called the JONSWAP spectrum.
Figure 2-2 shows the comparison between the P-M spectrum and the JONSWAP
spectrum with wo = 0.52. The total energy of these two spectra are the same. From
this figure we can see that the wave energy of long waves or short waves are very small
and most of the wave energy is contained within a finite frequency band around the
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Figure 2-2: P-M spectrum and JONSWAP spectrum.
w1  W2  E(wi,w2)/Eo
0.39 0.83 80%
0.37 0.99 90%
0.35 1.17 95%
0.33 1.72 99%
Table 2.1: P-M spectrum energy distribution.
dominant frequency, which corresponds to the peak of the spectrum. For JONSWAP,
it is more obvious. To see it more clearly, we define the energy within a frequency
band [w1 , w 2 ] as
IW2E(w,,W2 ) Lif S(w)dw.
Then the total energy can be written EO = E(0, oc). In Table 2.1 and Table 2.2 we
showed the ratio between E(wi, w 2) and EO for some frequency bands [w 1, w 2] for the
P-M spectrum and the JONSWAP spectrum.
From these tables we can see that more than 95% of wave energy is contained
within a frequency band of 0.7 ~ 0.8 rad/s, although the wave spectrum itself extends
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w1  w2  E(wi,w2) /Eo
0.41 0.74 80%
0.38 0.89 90%
0.36 1.06 95%
0.33 1.59 99%
Table 2.2: JONSWAP spectrum energy distribution.
from w = 0 to infinity. Therefore, in our study we can assume the spectrum is
frequency band-limited and the error caused by this assumption can be neglected.
For a directional wave-field, the directional energy spectrum can be written as
the frequency spectrum times a spreading function. In a general case, the spreading
function can be frequency-dependent. However, based on field observations and mea-
surements, in most cases the spreading function can be approximated as frequency-
independent and having a form of cosine power. For example, if the wave energy
spreads within an angle range of [-0/2,0/2], the spreading function can have a
form of:
2 cos 2
D(0) = j - 2 (2.4)
0 |0| >.
Figure 2-3 shows the shape of this spreading function for different spreading range.
Usually the directional spreading range is only large for swell. While in the region
where the wave is generated by the wind storm, the directional property of the wave-
field is decided by the property of the wind. It can be very complicated if the wind is
a hurricane storm or be as simple as unidirectional if the wind is such. Outside the
storm region, it is very reasonable to assume the wave-field with a finite directional
spreading range.
Note that a unidirectional two-dimensional wave-field is the limiting case when the
directional spreading range is zero and the spreading function becomes a 6-function.
However, for a two-dimensional wave-field in which some waves move in the direction
opposite to other waves, the directional spreading range is 7r instead of zero.
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Figure 2-3: Cosine-square angular spreading function.
2.5 Unidirectional wave predictability
In this section, we study the predictability of a wave-field with all wave components
moving in the same direction, i.e., the angular spreading is zero. Without loss gener-
ality, we assume the wave propagates from -x axis to +x axis direction.
2.5.1 Predictability of unidirectional wave based on single
probe record
Considering an ocean wave-field with significant wave energy within a frequency range
[W, w] and assuming a probe sitting at x = xO, which measures the wave elevation
within the period of time t E [0, T], we study where and when in the wave-field we
can predict based on this measurement.
The elevation of such a wave-field can be written as
r7(x, t) = Lh A(w)e[k(w)x-wt]dw. (2.5)
Here k(w) is the wavenumber of the wave with frequency w, and A(w) the complex
wave amplitude.
First, we consider a wave-field where w, and Wh are close to each other. If we
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introduce wo = (WI + wh)/2, and apply Taylor expansion of k(w) at wo, we have
Ok
= k(wo) + O (wo)(w 1 0
2 k
WO) + 1 02 kw2 (W _ wo)2 +-
1ko + C (w wo) + O[(W - wo) 2].
C90
Here Cgo =a }IwO is the group velocity of a wave with frequency wo.
the transportation speed of wave energy.
Kw-wo «W W 1
WO
It represents
forw E [W, Wh]
Then the wave-field can be written as
rj(x, t) fWh A(w)e'(kox+g x
i(ko- -0 )x WA()
Let ((t) be the measurement from the probe. Then
((t) = r=(x = xo, 0, for t E [0 T].
From (2.7), we have
e 0 g0 A(w)e go dw.
Making use of this, (2.7) can be rewritten as
r)(x, t) = e -( - XO
90
Now if we can find another wave-field,
i/(x, t) = j~ Wh A (w)ei(k(w)x-Wt) dw,
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k(w)
(2.6)
) dw
g-o dw. (2.7)
I WhL0I
-Xo)
such that
we will have, for given xP,
0P - ) = 0
C90
XP - xo
C9o
for xPZO < t < T + x090 - 090
and therefore,
for xPx < t < T +xo.090 90
This defines the predictable region based on the probe record at x = x0 for
t E [0,T].
Now we consider the more general case when w, and wh are not close to each other.
The integration in (2.5) can be written as
N
'(x, t) = 71(xt) = I iW1 -1I
Wi = W + (wh - w)
For N > 1, we have wi and wi 1 close to each other and each 71i becomes a wave-field
as we discussed in (2.7).
In order to predict the total wave-field 7(x, t), each rji(x, t) has to be predicted.
From (2.5.1) we know that for each ri and given xP, we can only predict a time range
defined by
xp -o 
Ci -
xp - xo
Cgi
Therefore, for the total elevation ?I(xP, t), we can only predict the time range when
the above condition is satisfied for all i. This requires
Maxi( XP ) < t < Mini (T + xP )
Cgi Car
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C(t)= for t e [0,T],
Here
A (w) ei(k(w)'t) dw. (2.8)
i = 0, ... , N.
,q (xP' t) - (xP' t)
TCgi
A gh
0 x
Figure 2-4: Predictable region of a two-dimensional ocean wave-field, with the slowest
and fastest group velocities Cgi and Ch, based on the measurement of a probe at x=O
in the time interval 0 < t < T.
CX" < t <
091" t <
T + xpXO
T+ h
T + xP-xo091
if xP >
if xP < x.0
Here C,, is the slowest group velocity, and C., the fastest group velocity.
In Figure 2-4, the predictable domain is shown in x - t space as the region enclosed
by AOBT. Without loss of generality, xO = 0 is assumed here. The predictable
domain D(x, t) can be defined mathematically as
Cgi(t - T) < X < Cght,
Cgi(t - T) <x <Cit,
Cgh(t - T) <x <Cit,
for C CCgh-Cgi
for 0<t<T
for T<t<T+ C9 1TCgh -Cgl
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(2.9)
C Bh
C gl
or
<t<T+ , xfor - hCg <0
(2.10)
<t<T+j, for 0Ox < C .hCgT
The maximum spacial extent of the predictable wave-field in downstream is CghCgT/(C1 )
and the maximum predictable time is T + CIT/(Cgh - Cgl). The predictions of wave-
field in the time ranges of t < 0, 0 < t < T, and t > T are usually called hindcasting,
reconstruction, and forecasting, respectively.
This predictable domain can also be intuitively interpreted in the following way:
the wave elevation at x and t is decided by all the disturbances reaching this position
at this time. If any of these disturbances are not measured by the probe, the wave
elevation becomes unpredictable. Therefore, for x > 0, the slower disturbance passing
probe position before t = 0 and the faster disturbance passing probe after t = T could
reach the same position at the same time with those disturbances measured by the
probe, and cause the elevation to be unpredictable. Thus the predictable region
becomes smaller and smaller as more and more unmeasured disturbances come into
effect. Since the disturbance transports with its group velocity, the fastest and slowest
group velocity in the wave-field decide the predictable region.
Group velocity vs. phase velocity
It is often asked that since it is the phase velocity that decides the change of the
phase and therefore the shape of a wave, why is it not the phase velocity that decides
the predictable region? This is because, for a wave-field consisting of many wave
components, the phase velocity can be used to decide the wave shape only when
the amplitude and frequency of each wave component is known. However, this is
not the case in the real ocean, where the wave-field consists of an infinite number
of wave components and we do not have any information about any individual wave
component.
Another way to understand that it is group velocity instead of phase velocity that
47
decides the predictability is to consider a wave tank. At t = 0-, the water in the
tank is still and there are no waves. Then a wave is generated by the wavemaker at
t = 0. Based on phase velocity, at a later time tL, the same wave shape will appear
at position x1 = ctl. Here c is the phase velocity. However, it is well known that
the disturbance propagates at the speed of group velocity cg, which is 0.5c in deep
water. Therefore, at ti, the wave can only arrive at X 2  cgtl = 0.5x1 and there is
no wave at x1 at all. This shows that with the observation of the wave situation at
the wavemaker, you cannot predict the wave-field in the wave tank based on phase
velocity. Instead, you need the group velocity.
2.5.2 Prediction error of unidirectional wave outside the pre-
dictable region
The previous subsection gives the predictable region within which the ocean wave-
field can be exactly reconstructed or predicted based on the probe measurements.
For practical purpose, the increasing behavior of error outside the predictable region
is also of great interest.
To answer this question, we consider a point (xP, tp) in the wave-field, as shown in
Figure 2-5. The wave property at this point is decided by all the wave components
that arrive x, at time t,. Among these wave components, those that pass x = 0 at
time t in [0, To] will be measured by the probe. These wave components are indicated
in blue in the figure. It can easily be seen that for the case in this figure, the fastest
and slowest wave components that are measured by the probe are c = Xg /tl - T)
and cg2 = x,/tp. If the wave components corresponding to these two group velocities
have frequencies of w, and w 2, all the wave components with frequency larger than
w2 or less than w, will not be measured. If we assume the wave frequency band of
the whole wave-field is between w, and wh, which correspond to group velocities of
cgh and cgl, respectively, the prediction error at (X, t,) can be estimated based on the
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Figure 2-5: Error in predicting the wave property at a point outside the predictable
region based on measurement at x = 0 with t E [0, To]. : wave disturbance
measured by the probe; - - -: wave disturbance not measured by the probe.
ratio of unknown energy to the total energy at (x,, t,), which can be obtained by
(2.11)
Figure 2-6 (a) shows the contour of such an error for the JONSWAP spectrum. It
can be seen how the error increases gradually from 0 inside the predictable region to 1
outside the region. Since from (2.11) we can see that the prediction error outside the
predictable region depends on the shape of the energy spectrum, we plot in Figure
2-6 (b) the contour of such an error for P-M spectrum as a comparison. It can be
seen that for the JONSWAP spectrum, the predictable region is larger and the error
outside the predictable region increases faster. Both of these are because JONSWAP
has a narrower spectrum shape.
For a clearer comparison, Figure 2-7 shows the cross-cut plots of Figure 2-6 with
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Figure 2-6: Error contour in predicting the wave property at an arbitrary point in
wave-field based on measurement at x = 0. (a) JONSWAP spectrum; (b) P-M
spectrum. The region enclosed by the white line is the predictable region.
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(a) x = 1000m; (b) t = 360s. It can be seen that the increases of error on two sides
of the predictable region are not symmetric. This is because that the wave spectrum
shape is not symmetric about the peak. For example, in Figure 2-7(a), the error
increase to the left side of the predictable region is because more and more short
waves are not measured by the probe (see Figure 2-5). From the spectrum shape
shown in Figure 2-2 we can see that the spectrum changes slowly for short waves.
Because in this case the prediction error is decided by the total energy of the short
waves not measured by the probe, the error changes slowly as well. In contrast, the
error increase to the right side of the predictable region is because more and more
long waves are not measured by the probe. Since the spectrum changes abruptly for
long waves, the error increases abruptly, too.
2.6 Multi-directional wave predictability
Now let us consider a wave-field with wave components propagating within a certain
angle range: [01, 021. To be consistent with the unidirectional wave case, we assume
that the waves propagating in different directions have the same maximum and min-
imum group velocities (Cgh and Cgi). If we can successfully decompose the wave-field
into a superposition of wave trains moving along different directions, the wave in each
propagation direction can be treated as a unidirectional wave and its predictability
can be determined from (2.9) and (2.10). Specifically, if at time t = T, the predictable
region is between x, and x2 , then the predictable region in the two-dimensional hor-
izontal space domain for a wave along direction 0 is a infinitely long strip of width
IX2 - X11 perpendicular to the wave propagation direction. The intersection of these
strips for waves at all directions within [01, 02] forms the predictable region for the
three-dimensional waves at time t = T. Figure 2-8 illustrates the idea of how to ex-
tend the unidirectional wave forecasting theory to multi-directional waves. The red
region in Figure 2-8 shows the predictable region for a multi-directional wave-field
that consists of waves moving with directions within [0, 02].
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Figure 2-7: Cross-cut plots of Figure 2-6: (a) x=1000m; (b) t=360s.
spectrum; - - -: P-M spectrum.
: JONSWAP
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Figure 2-8: Three-dimensional wave prediction extended from two-dimensional the-
ory. (a) Two-dimensional predictable region at t = T: [X 1 , x 2]; (b) predictable region
of unidirectional wave in two-dimensional horizontal space; (c) predictable region of
waves with two directional components; (d) predictable region of waves consists of
components moving with directions within [01,92].
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2.6.1 Predictability of directional wave based on decomposi-
tion of single probe record
In this section we obtain the precise boundary of the predictable region for three-
dimensional waves based on the decomposition of one probe record.
Based on two-dimensional theory, we know that the wave-field can be recon-
structed or forecasted only for the time duration:
- C91T < T C91T
- C < t < T + C . (2.12)
Cgh - Cgl Cgh - Cgi
Since the predictable region in a three-dimensional case can be obtained from the
intersection of two-dimensional predictable regions, the predictable time duration in
a three-dimensional case will be the same as this or even smaller. Therefore, in our
following discussion of the predictable region, we only consider the time within this
range.
(i) t =T < 0 (Hindcasting)
In this case, both x1 and x 2 are less than 0. There are two different shapes of the
predictable region for this case, which are shown in Figure 2-9.
(a) -CIT/(Cgh - Cgl) < T < - CgCOS( 02 0 1)T
-- Cgh-CgICOS(02-01)
As T increases from -(CIT)/(Cgh -Cgl), the predictable region first has the shape,
shown in Figure 2-9(a), enclosed by (abc). Here (ab) is a circular arc with a radius of
xi I. (ac) and (bc) are straight lines. The coordinates of these points are:
|x2|_____ 02 +01 |x 2 | 02 + O61
(XcY c) = cos[ 1+ 7r], sin[ + ]i
\cos[(0 2 - 01)/2] 2 cos[(0 2 - 01)/2] 2 (2.13)
(Xa, ya) = (jx 1 Icos(0 2 + 7r - arccos(Ix2 /x 1l)), xi Isin(0 2 + 7r - arccos(Ix2 /xi1)))
(2.14)
(Xb, Yb) = (1xi I cos(01 + 7r + arccos(I 2/x1)), x 1| sin(9 1 + 7r + arccos( x 2 /xil)).)
(2.15)
(b) - Cgj cos(0 2 -01)T < T < 0Cgh -CqI COS(02 -01 ) -
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Figure 2-9: Two kinds of predictable regions for t = r < 0. (a) Predictable region is
enclosed by (abc); (b) predictable region is enclosed by (abcde).
As T increases and the following condition is satisfied,
Ix 21 < X Icos(2 - 01), (2.16)
the predictable region has the shape, shown in Figure 2-9(b), enclosed by (abcde).
Here (ab), (cd) , (ae), and (de) are straight lines and (bc) is a circular arc with a
radius of lxil. The coordinates of these points are
s X21
OS[(02 - 01)/2]
2+
cos[ 22
+x2 - Xil
e + . cos( 2sin(9 2 - 91)
+ r], X21 sin[
cos[(9 2 - 01)/2] 2
7r $x2 - Xilr
+ -), Ye + sin(02 + -)r2 sin(02 - 01) 2
(Xd, Yd) = (e + x2 -X COS + r), Ye +sin( 2 - 1) 2
I x2 - xiil
i 2 - X1) sin(9 1
sin(02 - 1)
(Xb, yb) = (xil cos(91 + 7r), lx Isin( 1 + 7r))
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(Xe, Ye) =
(Xa, Ya) =
+ 7r])
(2.17)
(2.18)
(2.19)
(2.20)
I X2
(XcY c) = (xi I cos(02 + 7r), Jxi I sin(02 + 7r)). (
Making use of (2.9), condition (2.16) can also be written as
C91 cos(2 - 01)T < T < 0.
C9h - Cgl cos( 6 2 - 01) ~
(2.22)
(ii) 0 < t = T< T (Reconstruction/Nowcasting)
As T becomes larger than 0, the shape of the predictable region changes again. In
this case, x1 < 0 while x 2 > 0. Now the predictable region is shown in Figure 2-10,
enclosed by (abcdef). Here (ab), (cd), (de), and (fa) are straight lines, (bc) is a
circular arc with a radius of Ix 1 , and (ef) is a circular arc with a radius of Jx 2 . The
coordinates of these points are
(Xa, Ya) - (c[ IX21
COS[(2 - 01)/2]
02 +01
2
X21 sin[ ]
cos[(0 2 - 01)/2] 2
CS[02 +01
cos[ 22
2 sin[0 2+1
cos[(0 2 - 01)/2] 2
+ x2 - X1cos(0 2 +
sin(0 2 - 01)
+ in 2 - X) sin(02 +
sin(02 -061)
" iX 2 - X1I cos(01 +
sin(02 - 01)
+ X 1 sin(01 +
sin(02 -061)
(Xb, Yb) = (Ix 1 cos(01 + 7r), Ixi sin(0 1 + r))
(xc,yc) = (X1 Icos(0 2  ir), xilsin(0 2 + 7r))
(Xe, Ye) = ( X 2 1 cos(0 1 ), 1xi I sin(01))
(xf, yf) = (Ix21 cos(02), 1xi sin(02 )).
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Figure 2-10: Predictable region for 0 <t = T < T.
(iii) t = T > T (Forecasting)
In this case, both x1 and x2 are larger than 0. Similar to the case when T < 0, in
this case there are also two different shapes of predictable regions, which are shown
in Figure 2-11.
(a)T < T< T + C.1 cos(02-O1)TCgh-Cg1 COS(02 -01)
As T increases from T, the predictable region first has the shape, shown in Figure
2-11(a), enclosed by (abcde). Here (ab), (cd) , (ae), and (de) are straight lines and
(bc) is an arc with a radius of IX2 1 . The coordinates of these points are
| l1i 92 +91 |x i  1 (Xe, ye) =' cos[ 1], sin[
cos[( 2 - 01)/2] 2 cos[(9 2 - 01)/2] 2
|X2 - X1 I CO(1 r) Y, 2 - X1 I 7r(XaYa) (e+ 1sin(2 - i1) 2Y+ sin( 2 -0 sin(9i +2
1x2 -xii 3ir x2 -xii 3ir\(xd, Yd) = e + .i 2 - X1 cos(02 + --- ), ye + in 2 - X11 sin( 2 + -- )
sin(b2 - 1) 2  sin(2 - 01) 2
(Xb, yb) = (JX21 COS(02), IX21 sin(02))
(2.29)
(2.30)
(2.31)
(2.32)
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Figure 2-11: Two kinds of predictable regions for t = T > T. (a) Predictable region
is enclosed by (abcde); (b) predictable region is enclosed by (abc).
(xc, YC) = (1x21 cos(01), Ix 21 sin(01)) . (2.33)
(b)T + Cg COS(02 -0)T < < T + CT .
Cgh-C COS(02-01) - - CghCgI
As r increases and the following condition is satisfied,
Ix11 ;> 1x 21 cos(02 - 01), (2.34)
the predictable region has the shape, shown in Figure 2-11(b), enclosed by (abc).
Here (ac) and (bc) are straight lines, and (ab) is an arc with a radius of 1x2 1. The
coordinates of these points are
(Xc, Yc) = ( X ] cos[ 02+]
(COS[(02 - 01)/2] 2 '
xiI sin[ 02 01
cos[(0 2 - 01)/2] 2
(Xa, Ya) = (1x21cos(0 1 + arecos(xi/x2 I)), Ix21 sin(01 + arccos(Ix1/x 2)))
(Xb, Yb) = (x21 cos(0 2 - arccos(Ix1/x21)), Ix 21 sin(02 - arccos(Ix1/x 2 1)).)
(2.35)
(2.36)
(2.37)
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Again making use of (2.9), condition (2.34) can also be written as
C9 ,cos( 2 -O1)T C____TT + C9 <O(2 01 T< T + Cg . (2.38)
Cgh - CgI COS(2 - 01) -gh - Cg(
(iv) predictable region in the x - t space
Putting the predictable region of all time together, we show in Figure 2-12 the pre-
dictable region in x - t space. The horizontal plane is x space; the vertical axis is
time t. This body also gives us the predictable time range for given space point xp,
which can be obtained as following: draw a line crossing x, and perpendicular to the
x-plane; if this line has two intersection points with the predictable body, t1 and t 2
(assuming t, < t2 ), then the predictable time range at x, is [t1 , t2]. Otherwise, there
is no predictability at x,.
(v) Discussion
In this section, we obtain the formulas to compute the predictable region for a di-
rectional wave-field. Numerically, we can also obtain the predictable time range
for a given space point xp in the following way: for any 0 within [01, 92], we can
obtain the projection of the displacement of x, to the direction of 0, denoted as
r,(0) = xp cos 0 + yp sin 0. If the predictable time range for x = rp(0), based on two-
dimensional theory, equation (2.10), is [tP(0), tp(0)], the predictable time range for x,
will be {Max[tP(0)], Min[tP(0)]} for 0 c [01, 02]-
Note that the predictability shown here depends on the decomposition of the wave
record of a single probe. Obviously, with only elevation data of one probe, no direction
information can be obtained. Therefore, for a directional wave-field, we need data
more than elevation from a single probe or elevation data from more probes in order
to decompose the elevation record of one probe. In this thesis, we use elevation data
from multiple probes.
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Figure 2-12: Directional wave predictable region based on measurement at a fixed
point.
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2.6.2 Prediction error outside the predictable region
Similarly to the unidimensional case, the prediction error at an arbitrary position in
the directional wave-field can be estimated as the ratio between the unmeasured wave
energy and the total wave energy.
For each given direction 0 in the spreading limit [01, 02], we can obtain the lowest
and highest frequency components measured by the probe as wi(0) and w 2 (0). If we
integrate the energy between wi(0) and w2 (0) along all directions, we can obtain all
the energy measured by the probe. Therefore, the error can be defined as
f 2 ff2() S,(W 
1/2
i( t)) = 1 W .0) 1/2 (2.39)
f (2 f Wh~~dd&"~0 ) - 1fW h S(wj)dwd0
Figure 2-13 shows the contour of the prediction error for the whole wave-field at
time t = 0 and t = To for a wave-field with JONSWAP spectrum and cosine-square
direction spreading in [-7r/6, 7/6].
2.7 Nonlinear effect in ocean wave predictability
In a nonlinear wave-field, due to the existence of wave-wave interactions, the disper-
sion relation changes: the wavenumber and frequency of a wave not only depend on
each other as in a linear wave-field, but also depend on wavenumber and frequency
of other wave components and amplitude of all wave components.
To check the effect of the nonlinear dispersion relation on the predictable region,
we consider a two-dimensional wave-field that has N free wave components. The
second-order nonlinear dispersion relation (B.1) becomes
r +~(~A)2 n-1 k N (kl
gk=y + (kA)2 + 1( )1/(kmA/2 )2 + ( ) 3/ 2 (kmAm) 2
M=1 m=n+1 r
(2.40)
Here ki < kj+ 1 is assumed. If we follow the definition of the group velocity in a linear
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Figure 2-13: Error in predicting the wave property at an arbitrary point in a three-
dimensional wave-field based on measurements at x = 0. (a) t = 0; (b) t = T. The
region enclosed by white lines is the predictable region.
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wave model, we have
(CO)w = = ( / 2- ({1 + (kA )2 + 2 E _( )1/2(kmAm) 2
+4 En+l () 3 /2(kmAm) 2 }. (2.41)
In order to represent the nonlinearity of an ocean wave-field, let's introduce the defi-
nition of the effective wave steepness:
(ka)e = ko H. (2.42)
2
Here ko is the peak wavenumber in a wave energy spectrum; Hs is the significant
wave height, which can be obtained from the total wave energy E as
Hs 4v/iE. (2.43)
And the total energy E is the integral of the spectrum:
E= j S(w)dw. (2.44)
Considering a wave-field with a frequency band of [0.36, 1.06] rad/s, Figure 2-
14(a) shows the group velocity varying with the wave steepness due to the nonlinear
dispersion relation. Figure 2-14 (b) shows the nonlinear effect on the predictable
region due to the nonlinear dispersion relation. The length of the record is assumed
to be T = 300s. It can be seen that for small wave steepness up to (ka)e = 0.1, the
predictable region does not change much from the linear result. But when the wave
steepness is larger than 0.2, the increase of the predictable region becomes significant.
In Table 2.3 we compare Cgh and C 1 as a function of wave steepness, from which we
can see that the nonlinearity increases both the highest and lowest group velocity, but
the latter increases more than the former. Therefore, the nonlinearity causes wave
components with different frequencies to be more likely to move together as a group.
This is why the predictable region increases with the wave steepness.
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Figure 2-14: The nonlinear effect on predictable region. (a)Group velocity changes
due to nonlinear dispersion relation; (b) predictable region changes due to nonlinear
dispersion relation (T = 300s). -, linear; -, (ka), = 0.1; -- , (ka)e = 0.2;
, (ka), = 0.3; - - -, wave spectrum.
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(ka)e Cgh(m/S) Cgl(MS)
linear 13.61 4.62
0.1 13.74 4.85
0.2 14.09 5.29
0.3 14.72 6.00
Table 2.3: Maximum and minimum group velocity in nonlinear ocean waves.
2.8 Effects of probe motion, finite water depth,
and ambient current
So far we have discussed the basic predictability theory for two- and three-dimensional
nonlinear wave-fields. In this section, we will discuss more general cases, for which the
effects of probe motion, water depth, and ambient current on the predictable region
of the ocean wave-field are considered.
2.8.1 Effect of probe motion
In practical applications, ship-mounted sensors could be one possible realization of
the probes. In this situation, the probes may not be fixed in space. Instead they
can move with the ship along a certain prescribed trajectory. To study the effect of
the probe motion on the predictability, here we consider a two-dimensional wave-field
and a probe moving with a constant speed U in it. When U > 0, the probe moves
with the waves; when U < 0, the probe moves against the waves.
When the probe is fixed, the record is represented by a line parallel to the t-axis
when plotted on the x - t plane. If the probe moves, the record is instead represented
by a line defined by x = xO + Ut, with xO denoting the probe position at t = 0. This
line is not parallel to the t-axis when U f 0. Because the wave-field is the same
whether the probe moves or not, the frequency band or the group velocity range is
still the same as the case when the probe is fixed. The change of the predictable
region is decided by how far the record deviates from a vertical line in the x - t plane.
For a wave with frequency within the band of [0.37, 0.82] rad/s, Figure 2-15 shows
how the predictable region changes with the velocity of the probe. The dash-dot
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lines represent the probe records when the probe moves with different velocities. The
predictable region is decided similarly to what we do for the fixed-probe case: for an
arbitrary point (x', t'), if all wave components passing this point will be measured by
the record, x = -O+ Ut for t E [0, T], then the wave condition at (x', t') is predictable.
From the figure, we can see that
" for U < 0, the predictable region increases as the magnitude of U increases;
" for 0 < U < Cg1, the predictable region decreases as U increases;
* for Cg1 < U < Cgh, there is no predictable region;
" for Cgh < U, the predictable region increases as U increases and both down-
stream and upstream regions around the probe can be forecasted.
It shows that with even a small negative velocity, the predictable region can be
increased a lot. This suggests that an effective way to improve the predictable region
would be to drive the probe against the waves. The predictable region for a given
time moment, when the probe is moving against the wave, is given with the following
formula:
UT +Ci(t - T) < x < C9 t, for - (Cl-U)T <t< 0Cgh-Cgl
UT +Cgl(t - T) < x < Cg1 t, for 0 < t < T (2.45)
UT +Cgh (t- T) < x < Cgit, for T < t < T+ -U
Figure 2-15 also shows that when U is between C91 and Cgh, there will be no
predictability. This is because at any given (x', t') not on the trajectory of the probe,
there is always a wave component that moves with the same velocity as the probe and
arrives x' at t'. This wave component will never be met and measured by the probe.
Thus, the wave condition at (x', t') can not be predicted. Therefore, in practical
applications, we should avoid driving the probe with a velocity within this range in
order to obtain the predictability.
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Figure 2-15: Effect of probe moving velocity on the predictable region. Dashed lines
represent the wave record measured by the probe.
Figure 2-15 shows the probe motion effect on a two-dimensional wave-field. For a
three-dimensional wave-field, if all probes are moving with the same constant speed
U, the above results can be extended in the same way as the case of fixed probes. The
effects on the change of predictable regions for three-dimensional waves are similar
to those for the two-dimensional case. For more general cases when the probes move
with varying velocity, theoretically the predictable region can still be obtained as long
as we figure out the probes' trajectory in the space-time domain. Then for any given
position and time (x, t), we can decide if all wave components reaching x at t have
been or will be measured by the probes.
2.8.2 Effect of finite water depth
The discussion above assumes deep water for all waves. But in reality the ocean is
not infinitely deep. In the case when the water depth is finite compared to the length
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of the waves under study, the dispersion relation for the waves will change as:
W 2 = gk tanh kh. (2.46)
And the group velocity becomes
1 _o 1 w ( 2khi
C- -1 1+ . (2.47)
- 2 Ok 2k sinh 2kh
Here h is the water depth. This change in group velocity will then change the theo-
retically predictable region. Figure 2-16 shows how the water depth will change the
relation between the group velocity and the frequency. It can be seen that as the
water depth decreases, the group velocity of wave components with higher and higher
frequency deviate from the deep water solution. The effect of water depth on the
group velocity of given frequency is not monotonous. For example, for W = 0.4rad/s,
the group velocity for h = 50m is larger than that for both h = 100m and h = 20m.
This suggests that the predictable region will not change monotonously with the wa-
ter depth either. Figure 2-17 shows how the predictable region changes with the water
depth for a wave-field with a frequency band of [0.36, 1.06]rad/s and T = 300s. It
can be seen that the predictable region for h = 50m is almost the same as that for
h = 100m, and smaller than that for h = oc, while the predictable region for h = 20m
is larger than that for h = oo.
2.8.3 Effect of ambient current
Another important environmental factor is the ambient current. In fact, current exists
almost everywhere in the ocean, with different velocity (or strength) U. The existence
of a current will change the deep water dispersion relation of waves to the following:
(P - Uk) 2 = gk. (2.48)
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Figure 2-17: Effect of water depth on the predictable region.
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The predictable region will then be changed as well.
To study the effect of the current velocity on the wave reconstruction and forecast-
ing problem, we consider a two-dimensional wave-field with a uniform current moving
along or against the waves. Figure 2-18 shows how the group velocity will change
with the current velocity. For current moving with the waves, the group velocity of
given wave frequency will increase because of the transportation effect of the current;
for current moving against the waves, in general the group velocity will just decrease
because of the reverse transportation effect of the current. However, in the latter
case, when the wave frequency is higher than a certain value, the current becomes
so strong that the wave energy cannot propagate downstream anymore. Instead the
wave energy is blown upstream by the opposing current. If this happens, we will not
be able to forecast the wave-field at downstream because some of the information
recorded by the probe will not propagate forward. Therefore, if there is an opposing
current, we can only forecast a wave-field in which the highest frequency is less than
the critical frequency value, -g/(4U), which can be obtained by letting Cg = 0 and
solving the equations (2.48) and (2.49).
Due to the change of the group velocity, the predictable region of the wave-field
will change as well. Figure 2-19 shows the change of the predictable region with
different current velocities for a wave-field with a frequency band of [0.36, 1.06]rad/s
and T = 300s. It can be seen that for U > 0, the predictable region will increase;
while for U < 0, the predictable region will decrease. Specially, as the lowest group
velocity approaches zero due to the existence of an opposing current, the wave-field
will become completely unpredictable.
For variable ambient current, the group velocity of a given wave disturbance will
change with the local current speed. Therefore, the propagation of a given wave
disturbance in an x - t plot is not a straight line anymore. Instead, it is a curve.
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Figure 2-19: Effect of current on the predictable region.
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Moreover, due to the nonlinear interaction between the wave and variable ambient
current, the wave energy will change. Since in a nonlinear wave-field, the group
velocity depends on both the frequency and the amplitude of all wave components, the
energy variation will change the group velocity as well, which makes the propagation
of waves even more complicated. In this situation, first we have to be able to solve
the problem of nonlinear wave interaction with variable ambient current, which will
be studied in Chapter 6.
2.9 Combined predictability of multiple probe records
2.9.1 Two-dimensional wave
From the predictability theory, it is clear that in order to increase spacial and/or
temporal prediction of wave-field evolution, a simple way is to extend the period of
the measurement. Nevertheless, this can also be achieved by using multiple probe
measurements. As an example, Figure 2-20 shows the combined predictable domain
for the case of two probes. Without loss of generality, we assume that one probe
is located at the origin and the other is downstream with X* = CLT. Both probes
contain measurement in the time interval 0 < t < T. Based on the above result for a
single probe, we have the predictable regions A 1OB1T and A 2X*B 2T* for the probes
at X*=0 and CLT, respectively.
Now if we consider the records from both probes, the predictable region will be
AX*BT. The reason is that for any point (xP, tp) inside the region AX*BT, all of
the wave components reaching xP at tP will be measured by either the probe at x = 0
or the probe at x = X*.
We can also think of it this way: since 00' is inside A 2X*B2T*, the record of the
probe at X*=0 can be extended from 0' to T. As a result, the left part of the pre-
dictable region is expanded to AO'T. Similarly, the right part of the predictable region
is expanded to X*BT'. Therefore, the total predictable domain becomes AX*BT.
Based on this result, we can make the predictable region bigger and bigger by
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increasing the number of probes while maintaining the measurement of each probe for
a short period of time. For the general case of N probes with the n-th probe located
at X*=(n - 1)CLT, n-1, ... , N, the combined predictable region is E E [x 1 (t), x 2 (t)
or D E [ti(x), t2 (x)] with xt(t), x 2 (t), ti(x), and t2 (x) given by
x 1(t) CL(t - T), x2 (t) = (N - 1)CLT + CHt,
x1(t) = CL(t - T), x 2 (t)= (N - 1)CLT + CLt,
x1 (t) =CH(t - T), x 2 (t) = (N - 1)CLT + CLt,
for -N CLT CH -CL
for 0 < t < T
and
ti(X) _ -(N-1)CLT+x
CH
t 1 (x) = -(N-1)CLT+xCH
ti (X) - -(N-i CLT+x,CL
t 2 (x) = T + ,
t 2(x) = T + ,
t 2(x) = T + x
for - CHCLT+(N-1)C2TCH-CL
for 0<x < (N-1)CLT
for (N - 1)CLT < x N CHCLT
_CH -CL
Note that the combined predictable region of multiple probe records is larger than
the sum of individual predictable regions. This extra predictable region allows us to
forecast longer into the future by combining multiple probe records.
2.9.2 Three-dimensional wave-field
Similar to the two-dimensional case, multiple probes can be combined to obtain larger
spacial and/or longer temporal predictability. Actually, as we mentioned earlier, even
for the decomposition of a single probe record, multiple probe records may be used in
order to obtain directional information of the wave-field. We name the probe whose
record is going to be decomposed as "Star" probe and all other probes as "Satellite"
probes. For given N probes, we can pick up any probe as the "Star" probe and let
the rest N - 1 probes as "Satellite" probes. Thus we can obtain N predictions based
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Figure 2-20: Predictable region of an irregular wave-field, with the slowest and fastest
group velocities CL and CH, based on the measurements of two probes at x=O and
X=CLT in the time interval 0 < t < T.
on N different "Star" probes. But the combination of these N individual prediction
regions is much smaller than the combined predictable region obtained by effectively
combining the records from N probes.
Because the combined predictable region of a three-dimensional wave-field from
multiple probes is so complicated, it is difficult to obtain general formulas for the
computation of this combined predictable region. In the following we use a numerical
method to obtain it.
We consider a three-dimensional wave-field with a frequency band of [WI, Wh] and
an angular spreading of [01, 02]. There are N probes sitting at (xP, yp), p = 1,..., N,
respectively, and measuring the wave elevation for t E [0, T].
(1) For any given point (x', y', t') in an x - y - t plane and a wave component
passing this point, (w, 0), we can obtain the time for this wave component to arrive
at the pth probe position as
t= t' + [(x, - x') cos0 + (yp - y') sin 0]/Cg(w), p = 1, ... , N. (2.52)
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Here C9 is the group velocity of this wave component.
(2) If for any (w, 0) that satisfies w C [W 1, Wh] and 0 C [01, 02], there always exist one
or more probes such that tP E [0, T], then all wave components passing (x', y', t') will
be measured by the probe group and the wave condition at (X', y', t') is predictable;
otherwise, the point (x', y', t') is outside the predictable region.
(3) By applying this to all points in an x - y - t plane we can obtain the combined
predictable region based on these N probes.
To compare the N individual predictable regions with the combined predictable
region from N probes, we show in Figure 2-21 the combined predictable region from
three probe records and the predictable regions from each of the single probes.
The result is based on a three-dimensional wave-field with a frequency band of
[0.36,1.06]rad/s and angular spreading of [-300, 300]. Three probes are placed at
positions (0, 0), (500, 500), (500, -500) and measured the wave-field for t C [0, 300(s)].
It can be seen that the combined predictable region is larger than the sum of the three
individual predictions, especially for hindcasting (t < 0) and forecasting (t > 300s),
when the three individual predictions do not overlap each other. Moreover, each
individual prediction can only forecast the wave-field up to t = 420(s), while the
combined prediction can forecast the wave-field up to t = 465(s). Therefore, the
combined prediction can increase not only the predictable region at a given time, but
the wave forecasting capability effectively.
We want to point out that although we assume here all probes measuring the same
time range, this discussion still applies for more general cases when different probes
measure different time ranges. The above numerical method to obtain the combined
predictable region can still be applied.
2.10 Summary
The wave predictability theory based on single/multiple probe records are obtained
for both two- and three-dimensional wave-fields. It is showed that a short-term fore-
casting can be obtained for the wave-field downstream from the probes.
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Figure 2-21: Comparison of combined predictable region of multiple probes with
individual predictable regions at four time moments. (a) t = -105(s); (b) t = 0(s);
(c) t = 300(s); (d)t = 390(s). - - -(green, black and blue): predictable region based
on single probe; -(red): combined predictable region from all three probes.
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For an ocean wave-field, with probe fixed and no ambient current, the predictable
region depends on the time length of the elevation records, the slowest and fastest
group velocity of wave components with frequency within the energy spectrum band,
and the spreading angle range. The detailed formulas for calculating the predictable
region in the time-space domain are given for both two- and three-dimensional wave-
fields. For nonlinear waves, the nonlinearity will change not only the magnitude of
the group velocity, but also the direction of it. Therefore, the predictable region will
also change. This change is decided by the nonlinear wave-wave interactions of all of
the wave components in the wave-field.
For more general cases, we first studied the effect when the probes are not fixed
in space. Instead, all probes move with a constant speed. It is shown that when the
probes move against the waves, the predictable region can be increased significantly.
This suggests an effective method to improve the predictability.
Effects of finite water depth and ambient current on the predictability are also
discussed. The effect of finite water depth to the predictability is not monotonous,
largely depending on the frequency band. For the ambient current, a following current
will increase the predictable region while an opposing current will decrease it.
For the predictability based on multiple probe records, we showed that the com-
bined predictability is larger than the sum of all individual predictable regions based
on a single probe. As a result, the wave-field can be forecasted longer into the future.
This suggests another way of enlarging the predictable region based on fixed time
range measurements. And since for directional wave-field, multiple probe records
have to be used in order to decompose even a single probe record, we can obtain
extra benefit without paying extra cost if all of the probe records can be effectively
used.
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Chapter 3
Multilevel nonlinear ocean wave
reconstruction and forecasting
3.1 Background
For the study of irregular wave-field evolution and its effect on offshore structures and
ships, the majority of existing work is based on synthetic linear waves (e.g., Morooka
1995). For a two-dimensional irregular wave, the wave components can be simply
reconstructed based on the record at one probe using the Fourier Transform. However,
for three-dimensional irregular waves, the wave components cannot be reconstructed
using the Fourier Transform because usually only records at very limited space points
are available. Therefore, a certain reconstruction scheme needs to be developed to
reconstruct a three-dimensional irregular wave-field, even for linear waves.
Realizing that the linear wave theory is valid only for small waves, and for the
reconstruction of steep waves, nonlinearities in the wave dynamics must be further
taken into account, Stansberg (1993) started to use a second-order wave solution to
reconstruct a two-dimensional wave record. Later on, Zhang et al. (1996) introduced
a hybrid wave model, which is also a second-order wave model, to reconstruct a two-
dimensional irregular wave. In 1999, Zhang et al. made the first attempt in determin-
istically reconstructing a three-dimensional irregular wave. Without the knowledge
of the wave predictability, none of them showed the comparison of wave elevation in
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space domain between the reconstructed wave and the original wave. And Zhang et
al. 's results become very suspicious because they do not discuss the uniqueness of
the solution in a three-dimensional wave. But both of them showed the importance
of nonlinearity in wave reconstruction: although the wave elevation can be recon-
structed by either a linear or second-order wave solution, the kinematics from the
reconstructed wave-field is much different for these two wave models. Thus, if the
reconstructed wave-field is used to study the wave-body interactions, the dynamics
can be much different.
Due to the theoretical complexities and computational efforts associated with
the nonlinear wave dynamics, the study in nonlinear wave reconstruction has so far
been limited to the second-order nonlinear wave effects. Despite its importance,
the higher-order effect in wave reconstruction has not been addressed at all. More
importantly, the predictability of three-dimensional reconstructed irregular waves,
based on multiple probe records, has never been applied.
3.1.1 Present study
In the previous chapter, we established the theory for ocean wave predictability.
However, it remains a challenging task to really find a wave-field that does predict
the wave-field within the theoretically predictable region.
In the presence of multiple wave components, a closed-form Stokes wave solution
up to the second-order can be obtained. Beyond the second-order, an analytic Stokes
solution can in principle be obtained, but the derivation is too complex to be useful.
However, for waves with moderate steepness, a second-order Stokes solution will not
be good enough to capture the nonlinear wave kinematics and dynamics. Therefore,
an efficient high-order spectral method (HOS) is employed for the simulation of the
high-order nonlinear wave evolution.
In this chapter, we develop a multilevel iterative optimization scheme for recon-
struction of high-order two- and three-dimensional nonlinear ocean waves. Specifi-
cally, for low-level optimization that is sufficient for mild waves, an analytic linear
or second-order Stokes wave solution is used. For high-level optimization that is re-
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quired for moderate steep waves, we apply the HOS method for the computation of
nonlinear wave-field evolutions. The scheme is validated by comparing the numerical
results with the experiments with excellent agreement. In particular, it is shown that
the inclusion of high-order effects in wave reconstruction is very important for the
prediction of the wave kinematics such as velocity and acceleration.
3.2 High-order-spectral method
For moderately steep waves, higher-order interactions play an important role in the
nonlinear wave dynamics and need to be taken into account in wave reconstruction
and forecasting. Since the derivation of a higher-order analytical solution is extremely
complex and lengthy and a closed form solution is impossible, we choose to apply a
powerful numerical wave model, High-order-spectral method (HOS) (Dommermuth
& Yue 1987), for the reconstruction of moderately steep waves.
The HOS method is a pseudo-spectral and Zakharov-equation-based method that
follows the evolution of NW wave modes and accounts for their nonlinear interactions
up to an arbitrary high order, M, in wave steepness. The method obtains exponential
convergence with respect to the number of spectral modes, NW, and order M for
moderately steep waves. By the use of the fast transform techniques, the method
obtains an operation count that is linearly proportional to NH and M. Due to its
high efficiency and accuracy, the HOS method is an effective approach for long-time
and large-space simulation of nonlinear wave-field evolutions.
In the HOS method, the velocity potential on the free surface, 1s(x, t), is intro-
duced as
DS(x, t) = b(x, z =, t). (3.1)
The governing equations for the nonlinear wave dynamics become
2( = 0 for z < (x, t), (3.2)
?t + ?lx - x - (1 + qx - ?X) 0, (3.3)
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As the initial conditions, the wave elevation and velocity potential on the free
surface are specified at a certain initial time, say, t=0. Since the solution of the
stated nonlinear initial boundary-value problem is completely determined by the ini-
tial conditions of the free surface elevation and velocity potential, the problem of wave
reconstruction and forecasting is to determine the values of rjo(x) = q(x, t = 0) and
#0s(x) = s(x, t = 0) subject to condition (2.1). Because there is no available closed-
form solution for the nonlinear wave motion problem, an iterative procedure must, in
general, be applied to resolve the wave reconstruction and forecasting problem. More
details of the HOS wave model are shown in Appendix A.3.
3.3 Multilevel nonlinear wave reconstruction and
forecasting scheme
To resolve the high-order nonlinear wave reconstruction and forecasting problem, we
develop a multilevel iterative optimization algorithm based on both the linear and
second-order analytic solutions and the efficient HOS nonlinear wave dynamics model.
The multilevel iterative optimization contains the following key steps:
(0): with given probe records /(xp, t), p = 1, 2, ... , N,, t C- [0, T], estimate the fre-
quency spectrum for two-dimensional wave or frequency-direction spectrum for
three-dimensional wave. For a two-dimensional wave-field, this can be done us-
ing the Fourier Transform; for a three-dimensional wave-field, this can be done
using the Maximum Likelihood Estimation (Young, 1994);
(1): calculate the predictable region, D(x, t), using the formulas or numerical meth-
ods shown in chapter 2;
(2): start with a linear wave model;
(3): for given wave model, obtain the reconstructed wave-field, r7R(x, t), in terms of
free wave components: (w, 0, A, a)i, i=1,2, ... N. for the linear or second-order
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solution, rR(x, t) can be written with an explicit form; for the high-order non-
linear HOS model, the initial conditions rjo(x) and #s(x) are calculated using
the free wave components and T1R(x, t) is obtained by numerical simulation;
(4): compute analytically or simulate numerically the reconstructed wave-field to
obtain the reconstructed wave records: qR(xp, t), p = 1, 2, ... , Np;
(5): adjust (w, 0, A, a)Z, i=z1,2,...N, and repeat (3) and (4) until the normal error,
I R(Xp, t)-/(Xp, t) 1, within D(x, t) is minimized; different optimization schemes
can be used depending on if the wave model is analytic or numerical; theoret-
ically, wg, Oi, Ai, and ao can all be optimization variables. However, this will
cause a large number of optimization variables and difficulties in getting an op-
timum solution. In our method, wi are given, 0, are allowed to change within a
small range, and Ai and oz, are free optimization variables;
(5): if the nonlinear order of the wave model is enough, stop; otherwise, increase
the nonlinear order of the wave model by one, apply the new model to the
reconstructed wave-field, and repeat (2) to (5).
Figure 3-1 shows a flow chart of the multilevel iterative optimization procedure.
Since we start with a linear solution and increase the nonlinear order gradually, this
method allows us to effectively treat wave-fields with different wave steepness. For a
wave-field with small wave steepness, we may stop with a low-order wave model to
avoid large computational effort associated with high-order nonlinear wave simulation.
For a wave-field with moderate wave steepness, the method provides an unique way
to approach the accurate nonlinear solution by using the low-order wave solution as
the initial guess for high-order solution.
After the wave-field is reconstructed, to forecast the wave-field evolution, for an
analytic wave solution, the wave-field for t > T can be calculated directly from the
free wave components; for the HOS solution, the wave-field at t = T can be used
as the initial condition and the wave-field for t > T can be obtained by numerical
simulation. Note that only the wave-field within the predictable region, D(x, t), can
be deterministically forecasted.
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Figure 3-1: Flow chart of multilevel iterative optimization procedure for nonlinear
wave reconstruction from probe measurements.
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3.3.1 Free wave components description
For two-dimensional wave reconstruction based on a single wave record, a simple way
to represent the reconstructed wave-field is using waves with harmonic frequencies so
that the Fourier transform can be applied directly. Therefore, we use Ns = N, free
wave components, where the frequency of the ith free wave component is given as
wi = i27r/T,i = 1, 2, ... , N,. Here T is the time length of the given probe record. We
assume the record is long enough such that w, is less than the lower bound of the
frequency band. Here N, is chosen such that wN, is larger than the upper bound of
the frequency band. Each free wave component can be written as
71i = A cos(kix - wit - ai).
Here ki = w2/g, Ai and ai are optimization variables.
For three-dimensional wave reconstruction based on decomposition of a single wave
record, we assume that the reconstructed wave-field contains Ns = N" x No free wave
components, where the frequency of the (i, j)th free wave component is given as wi
defined above. The direction is initially given as Oi = Ojo = 0 + (j - )A. Here
AO = (05 - Oa)/(NO - 1). Therefore, each free wave component can be written as
71= Aij cos(ki cos Oix + ki sin 63y - wit + aij).
Here Aij, aij, and Oi are decided by wave reconstruction. The direction, Oj, is allowed
to change only within the range of [9Oj - AO/2, Ojo + AO/2].
All results shown in this thesis, except those in 3.7, are based on the decomposi-
tion of a single wave record, using free wave components description shown here. In
3.7, the representation of wave-field for wave reconstruction based on multiple probe
records decomposition are discussed for two-dimensional case.
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3.3.2 Definition of wave reconstruction error
The original reconstruction condition (2.1) can be relaxed to be satisfied globally.
And by introducing the discrepancy between the reconstructed wave-field and the
measured records,
L -- W(xp, t) [r1' (x, t) - My (xt 2 dt , (3.5) 9 p fN fteF t~
p=1 b
the wave reconstruction becomes an optimization process to minimize E, which mea-
sures the accuracy of the reconstructed wave-field. Here W(xp, t) is a weighting
function, which can be chosen for different optimization objectives.
In the above definition, [tP, tP] defines for each probe the range of the record to be
used in wave reconstruction. Ideally, it should be [0,T] for all probes. However, in our
wave reconstruction method, the representing capability of the free wave components
defined in the previous subsection is limited and can only represent a decomposition
of one probe record. Therefore, we pick up a "Star" probe and use all other probes as
"Satellite" probes to help decompose the wave record of the "Star" probe. Based on
the predictability, the reconstructed wave-field obtained this way will agree with the
original wave-field only within the predictable region, which is decided by the record
of the "Star" probe. Therefore, for each probe, the range of the record to be used in
wave reconstruction is limited by the predictable region. Only for the "Star" probe,
[tP, tP] [0, T]. Note that we can pick up any one of the Np probes as the "Star"
probe and calculate [tP, tP] for all other probes.
All the three-dimensional results in this thesis are obtained using only one "Star"
probe.
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3.3.3 Weighting function
The weighting function, W(xp, t), is not unique. But it must satisfy the normalization
condition
1Np tP
L J W (x, t)dt = 1.
The one we choose in our study is
W(XP1 0 [P(x", t) - < (xP) >]2-6
f [ (XP, t) - < (XP) >2d
b
where < i(x,) > is the averaged water level of the pth probe record
< (xp) >= - (xp, t) dt . (3.7)
T b
We choose this weighting function because it gives more weight to larger water dis-
placement so that we better capture the features at wave peaks in reconstruction.
Another use of the weighting function is that if we know in advance that certain
probes are more reliable than others, we can also give more weights to the records
from those more reliable probes. In our study, we assume all probes are the same.
3.3.4 Optimization schemes
Low-level analytic optimization
For low-level wave reconstruction, linear or second-order, we have an explicit expres-
sion for the reconstruction wave-field, r1R(x, t), as a function of the unknowns: Aij,
aij , and 0, for i = 1, 2, ... N, and j = 1, 2, ... , No. Therefore, we can obtain an explicit
form of E as a function of these unknowns as well and the optimization can be done
using a conjugate gradient method. Especially for a two-dimensional wave-field and
one probe record, the amplitude and phase in a linear solution can be obtained using
the Fourier Transform directly.
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Nonlinear dispersion relation
For second-order analytic wave reconstruction, when a nonlinear dispersion relation
is taken into account, the optimization process becomes complex.
From equation (B.1), we can see that for a given frequency, the corresponding
wavenumber depends on the wave amplitudes of all wave components. Since the
wave amplitudes are the unknown variables to be optimized, it's difficult to write out
an explicit form for the derivative of C to the unknowns. To overcome this difficulty
in wave reconstruction, we use an iterative method to solve both the optimization
problem and kn at the same time with the following procedure: (i) apply the linear
dispersion relation (A.5) to obtain initial guesses for kn; (ii) with the guessed kns and
the Stokes wave solution (A.11), assume kn independent to the wave amplitudes and
minimize the error E to obtain Ass and ans; (iii) with the result of Ans from step (ii),
apply the Newton-Raphson method to solve the nonlinear dispersion relation (B.1)
to obtain new kas; and (iv) repeat steps (ii) and (iii) until the results of k" and A,
converge to the prescribed precision.
HOS optimization
For HOS optimization, because we do not have an explicit form for the wave solution,
each time we evaluate the value of the error, we have to use the HOS method to
simulate the nonlinear wave-field evolution from t = 0 to T. This requires tremendous
computational effort and therefore an effective optimization scheme must be applied
for HOS optimization.
For this purpose, the following different optimization schemes are studied and
compared: Simplex method, Hooke-Jeeves method, and Rosenbrock method. All of
these methods do not need the derivatives of the error to the optimization variables.
Therefore, no explicit expression for the error in terms of unknowns is required. Figure
3-2 shows the convergence of these three methods for a given test case. It can be seen
that Rosenbrock is the best.
Recently, DrZhu compared the Rosenbrock scheme with the other two optimiza-
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Figure 3-2: Comparison of different optimization schemes for HOS wave recon-
struction. : Rosenbrock method; - - -: Hooke-jeeves method; Simplex
method.
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Figure 3-3: Comparison of different optimization schemes for HOS wave reconstruc-
tion. : Rosenbrock method; -- -: Conjugate-gradient method; Quasi-
Newton method.
tion schemes, conjugate-gradient scheme and quasi-Newton scheme, for HOS wave
reconstruction. For the latter two schemes, the derivatives are calculated numeri-
cally. Figure 3-3 shows the comparison of the convergence of these three schemes.
What he observed is that the error in the quasi-Newton scheme or conjugate-gradient
scheme decreases very fast at the beginning, but cannot go down as far as that in
the Rosenbrock scheme. Since quasi-Newton scheme is a highly scalable scheme, this
provides a possibility to largely improve the efficiency of wave reconstruction when
we only need moderate accuracy.
In each iteration of the optimization process, the wave-field is simulated with
initial conditions given by the second-order analytic solution based on free wave com-
ponents. Because the HOS method uses Fourier spectral modes to represent the
wave-field, periodic boundary conditions in both horizontal directions are assumed.
The initial conditions qo(x) and #Os(x) obtained from the analytic wave solution ,in
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general, are not periodic in x. To obtain the periodic initial conditions, we apply the
Fourier Transform to ijo(x) and Os(x) using the length (L,) and width (L.) of the
computational domain as the fundamental wavelengths in the x- and y-directions,
respectively, and filter out the waves with wavenumber higher than a cut-off value.
The discrepancy caused by the filtering in the region of interest around the probes
vanishes as L2, LY, and the number of Fourier modes used (NW=NxNy) increases.
From the HOS simulation, we obtain the time history of the free surface elevation at
the specified probe locations, 7 (x = xP, t) for t E [0, T].
We remark that, theoretically, wavenumber components can also be chosen as
free components, i.e., k, = n'kO for n' = 1,..., Nk, where ko is the fundamen-
tal wavenumber. However, since the records obtained from the probes are data in
the time domain, simple analysis can give the information on frequency components
readily while the information on wavenumber components cannot be obtained di-
rectly. This is also why people doing experiments in wave tanks also generate waves
with frequency components. Another reason that we choose frequency components
as free components in our optimization comes from computational cost consideration.
Since the wavenumber is proportional to the square of the frequency (from the linear
dispersion relation), in order to represent the same wave band, Nk has to be propor-
tional to N'. Because the wave amplitudes and phase angles of free wave components
are optimization variables in our problems, using wavenumber components will dra-
matically increase the number of variables and result in a much larger computational
cost.
3.3.5 Uniqueness of wave reconstruction
An important question naturally arising is whether the reconstructed wave-field is
unique or not. The answer sheds light on the application questions of how many
probes are needed and how they are distributed in the wave-field in order to obtain
an appropriate reconstruction (and forecasting) of the wave-field.
In the multilevel nonlinear wave reconstruction method we used, the nonlinear
solution is obtained using the linear solution as the initial guess and applying a
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nonlinear correction. Because the water wave is weakly nonlinear, the uniqueness of
the nonlinear solution is assured by the uniqueness of the linear solution. Therefore,
we will discuss only the uniqueness of the linear solution here.
For simplicity, we assume that the direction of each wave component is given and
fixed. Since in our method the direction is allowed to vary only within a small range, it
should not change this discussion very much. Thus, the wave elevation (reconstructed
using Ns=N.No propagating wave components) in (A.1) can be written in the form
N, No
r (x, t) = 1 L ajeei(kiX-wjt) + c.c., (3.8)
j=1 f=1
where "c.c." represents the complex conjugate of the preceding term, the complex
amplitude ae= Ase ia/2, and kge = kn with n=(j - 1)No + f.
Assume that two different solutions of ag exist, say a) and a . From the
condition (2.1), we must obtain
N. No
bgei(kie-xp-wit) + c.c. = 0, p = 1,... , Np for t E [tP, tP], (3.9)
where by = (1) - (. From (3.9), it follows that
No
bgeikj'xP = 0, p = 1, ... , Np (3.10)
for j=1,... ., N,. If any of these homogeneous systems, corresponding to j=1,.... , Nw,
possesses a nontrivial solution for bg, the wave reconstruction using (3.8) is non-
unique.
Whether a nontrivial homogeneous solution exists depends on the rank of the
coefficient matrix of the system (3.10):
eikj x eikj2X1 ... eikjNg -XI
[Cj = (3.11)
eikjl 'XNp eikj2-XNp e ikjNg -XNp
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for j=1, . . . , No, where [C]j is a Np by No matrix. A necessary and sufficient condition
for (3.10) to have a nontrivial solution is
Rank([C]1 ) < No (3.12)
for at least one value of j=1,..., N, .
Therefore, to assure the uniqueness of wave reconstruction, it is necessary and
sufficient to have
Rank([C]j) > No j=1, . .. , Nw (3.13)
The necessary condition for (3.13) is Np > No.
Example: For two-directional case, NO=2. If two probes are used for wave re-
construction, i.e., Np=2, (3.13) requires
eikji'xi eikj2-xi
e ikjlX2 e ikj2X2 0 j = 1, ... , N , (3.14)
which leads to the condition: (kjj - kj2 ) - (x1 - x 2 ) # 2mr, m == .. ., -1, 0, 1, ... ,
j=1,...,N . We consider the case for m = 0. Mathematically this requires that
k3 1 -kj 2 should not be perpendicular to x 1 -x 2 . Intuitively, as the two wave directions
are symmetric about (x1 - x2 ), a wave coming from 01 or 02 will generate the same
probe records. Therefore, the direction cannot be resolved. In physics, this requires
x1 and x 2 not on the node points of any standing wave formed by kji and kj2 .
For No > 3, (3.13) becomes much more complicated and no simple solution can
be written out. But the general rule can be extended from the two-directional case,
which is: for given frequency, all probes cannot be simultaneously on node points of
any standing wave that is formed by the No angular components with same frequency.
3.3.6 Direction resolvability and position of probes
Equation (3.13) only gives the basic requirement for the number and position of
probes to have a unique solution. There are infinite combinations of probe number
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and position that can satisfy equation (3.13). So a further question will be, for a
given number of probes, whether there is an optimal probe array setup such that the
performance of the wave reconstruction is optimized. Since the purpose of the probe
array is to decompose different angular components in the record of the "Star" probe,
the performance of the probe is decided by the direction resolvability.
We cannot find any existing work about deterministic wave direction detecting.
But in the directional wave spectra detection, some research has been done. Barber
(1961) pointed out that the minimal distance between two probes should be less
than half of the wave length of the shortest wave that is under study and a direction
resolution function G can be used to decide the resolving power of any proposed array.
For an array that has different space intervals of (Xi, Y), i = 1, ... , N, the direction
resolution function is
N
G(l, m) = 1 + Z[2 cos 27r(lXj + mY)]. (3.15)
Here l and m are wavenumbers. For a given wave with wavenumbers lo and m, the
directional spread of the estimated energy spectra can be obtained as follows (i) plot
G'(1, m) = G(l - lo, m - mo) in I - m space; (ii) draw a circle with radius equal to
ko= 0 + m in l - m space; (iii) collect G'(1,m) for v/12 + m2 = ko and plot it as
a function of angle that changes from 0 to 27r. This is the directional spread of this
array for this wavenumber.
If the directional spread has a narrow peak at 0 = 0, this array is good at esti-
mating the direction of this wave (lo,mo). Based on his direction resolution function,
Barber suggested that for a three-probe array, an equilateral triangle setup is the best
for "all around" looking. And for a four-probe array, a "star" shape is the best.
Davis & Regier (1977) suggested that the critical parameter in the design of spatial
array is the co-array, which is defined as
(mn= k - (x, - xm)/k. (3.16)
Here kmn is the wave number vector and k is the amplitude of kmn. Later, Young
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(1994) pointed out that the performance of an array is dependent on the number of
probes, the geometric spacing of probes, and the nature of the incident waves. He
suggested that an optimum array should have a co-array with lags evenly and densely
distributed in both space and direction so as to adequately resolve the anticipated
wave system. The higher the number of probes, the more the possible lags, and the
better the performance. For geometric spacing, he compared the performance of a
regular array, in that the probes are evenly spaced in direction and at a constant
radius, and an irregular array with seven probes. The result showed that an irregular
array could obtain better performance than a regular array by increasing the number
and distribution of lags in the co-array. He also found that the wavelength-to-gauge
spacing ratio, L/R, is important to the performance. For 1 < L/R < 10, the perfor-
mance of the array is usually good. As L/R approaches one or becomes large, the
performance degrades dramatically.
For directional spectrum estimation, no knowledge is available about the wave.
Therefore, the probe array needs to have good performance in all directions. For
wave reconstruction, we assume, more or less, that the directional spectrum of the
wave-field is known and the directions of the wave components are given based on
the directional wave spectrum.
We consider a wave-field with five directions and use seven probes. The original
wave-field is generated from a Bretschneider spectrum with modal period = 12.409s
and significant wave height = 5.0m. The wave moves toward the negative x-axis
direction with an angular spreading between [-, 1-]. Wave records with a length of
200 seconds are used for reconstruction for both the regular array case and the irreg-
ular array case that are used by Young (1994). The error between the reconstructed
wave-field and the original wave-field for both cases is plotted in Figure 3-4. Plotted
is the error contour at t = 0. The space distance between the surrounding probes and
the center one is calculated as the wave length corresponding to the modal frequency.
It can be seen that in this case, although the regular array has better performance
than the irregular array, both of them only reconstruct well the central part of the
predictable region.
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Figure 3-4: Effect of the probe array geometry on wave reconstruction. Plotted
are the absolute error contour between the original wave-field and the reconstructed
wave-field at time t = 0. (a) Regular array; (b) irregular array. The dark lines are
the theoretically predictable region. The white circles are the positions of the probe
array.
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To search for better probe array geometry, we go back to the uniqueness condition
for the reconstruction problem (3.13). Under the condition of Np > No, we do a
singular-value-decomposition (SVD) on [C]3 for each frequency such that
[C]3 = [U][Wl]s[V]3, (3.17)
where [U]3 are Np by No column orthogonal matrices, [W]3 are No by No diagonal
matrices with positive or zero elements (the singular values), and [V]3 are No by No
orthogonal matrices. If the minimum singular value of [W]) is zero, the rank of [C]3 is
less than No and condition (3.13) is not satisfied. Then a homogeneous solution can
be generated for (3.10). However, even if the minimum singular value is larger than
zero, if it is very small when compared with the maximum singular value, a nearly
homogeneous solution can still be generated during the reconstruction process and
cause bad direction resolving in wave reconstruction. In a square matrix case, this is
called ill-conditioned. So, a good probe array geometry should make the ratio between
the maximum singular value and the minimum singular value as small as possible for
all frequencies. Following this idea, we solve an optimization problem to search for a
probe array geometry which will minimize the maximum value of the ratio between
the maximum singular value and the minimum singular value in all [C]j. Figure 3-5
shows the reconstruction result by using a optimized probe array. Comparing with
Figure 3-4 we can see that the reconstruction performance is improved dramatically.
3.3.7 Importance of optimizing direction of wave components
To show the importance of including the direction of the wave components in the
optimization, we compared it with the scheme without optimizing wave directions.
Figure 3-6 shows the reconstruction results for using and not using direction opti-
mization. The number of direction components used in both cases is the same. We
can see that with direction optimization, we can obtain good agreement within the
whole theoretical predictable region, while without direction optimization, the recon-
struction result is only good within a much smaller region. In order to reach the
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Figure 3-5: Effect of the probe array geometry on wave reconstruction. Plotted is the
absolute error contour between the original wave-field and the reconstructed wave-
field at time t = 0. The dark lines are the theoretically predictable region. The white
circles are the positions of the probe array.
same quality of reconstruction, the reconstruction without direction optimization has
to use more direction components and therefore more probes. This will significantly
increase the computational effort.
3.3.8 Continuous ocean wave representation
In all previous sections, we represent the ocean wave-field using discrete wave com-
ponents. For a wave-field generated by continuous wave components, we can use
continuous representation for the reconstructed wave-field and apply Chebyshev se-
ries to improve the efficiency of the reconstruction process.
The continuous representation of wave-field becomes
rL (x, t) = j B(w, 6)ei'(kx-wt)dw + C.C. (3.18)
Here B(w, 9) is the complex wave amplitude function, which can be expanded into
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Figure 3-6: Importance of including directions as optimization variables in wave re-
construction. Plotted is the error contour at t = 0. The region enclosed by black
lines is the theoretical predictable region. (a) Without direction optimization; (b)
with direction optimization.
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Chebyshev series as
M N
B(w, 6) =- ) Cmn Tm(W)Tn(0). (3.19)
m=O n=O
Here Tm and Tn are Chebyshev series functions. Cmn are complex coefficients of
the Chebyshev series expansion. Now instead of optimizing the amplitude, phase,
and wave direction for each wave component, we optimize Cmn.
Figure 3-7 shows the comparison of wave reconstruction using discrete and con-
tinuous representation. Plotted is the contour of the error between the reconstructed
wave-field and the original wave-field, which is generated using wave components con-
tinuous in both amplitude and phase. It can be seen that, in this case, the continuous
representation gives much better reconstruction results.
3.4 Computational effort estimation
In multilevel nonlinear wave reconstruction, the major computational cost comes from
the HOS simulation involved. The effort of nonlinear wave reconstruction using the
iterative approach can be estimated as follows. We consider the reconstruction of
an irregular wave-field in a time interval T, containing Nd dominant wave periods.
In the analytic optimization, we typically use N,=INd, where the integer ,=3 ~ 5.
The number of angular directions, No, depends on the spreading width. Usually we
choose No such that the angle between two angular directions is less than five de-
grees. In the HOS simulations, we use N- cx (rNd)2 for two-dimensional waves and
NR oc (rNd)4 for three-dimensional waves. The computational effort per HOS simu-
lation is O(NwNdM). The number of iterations required in reconstruction is typically
O(Ns = NeNo). Therefore, the total effort is O(i' 2NdM) for two-dimensional waves
and O(K5NdNoM) for three-dimensional waves.
In practice, although the low-order wave reconstruction can provide a very good
initial guess for the HOS reconstruction, a large number of HOS simulations may
still need to be done to obtain the high-order nonlinear solution because of the large
number of free wave components to be optimized. For example, if N, - 100 and
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Figure 3-7: Reconstruction error when using different representations.
representation; (b) continuous representation using Chebyshev series.
(a) Discrete
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No = 10, we will need 0(1000) HOS simulations. This would be a very challenging
task without high-performance computing platforms.
3.5 Convergence test
From above we can see that the computational effort increases with a high power
order of , and Nd. Nd is decided by the length of the probe record and is fixed for
a given wave record. Therefore, to keep the computational effort low, we want K as
small as possible while retaining the solution accuracy. For this purpose, we use a
simple two-dimensional record to study the convergence of 8 with K.
We consider an irregular wave record with a length of about three dominant waves,
i.e., Nd= 3. Three different K and NR are used to reconstruct the wave-field: (i)
K=1, N-=64; (ii) K=2, NW=256; (iii) r=3, N-=512. The value of N- is chosen such
that the number of de-aliased modes is more than (KNd) 2 . M = 3 is used for all
cases. Figure 3-8(a) shows the comparison of the probe record with the reconstructed
wave records for these three cases. Figure 3-8(b) plots the convergence of the error E
as a function of K. Here the error is normalized by the wave peak height. It can be
seen that E decreases as K increases and reaches about 1% when K=3. From Figure
3-8(a) we can see that the reconstructed wave record for K = 3 almost coincides
with the probe record except for a little difference at the wave peak. From this
convergence test, we can see that when K reaches 3, the irregular wave-field is very
well reconstructed. We also check the effect of N- on E. With N- changing from
256 to 128 in case (ii), the result is plotted as a circle in Figure 3-8(b). In this case,
the number of de-aliased modes is smaller than (KNd) 2. Therefore, if NH is not large
enough, the error will not go down as much as it should for given K. This verifies the
way we chose N-.
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Figure 3-8: Convergence test. (a) Comparison of reconstructed wave record with
probe wave record: , probe wave record; - - -, wave reconstruction with K = 3,
NH=512; - - -, wave reconstruction with K = 2, NR = 256; - - -, wave reconstruc-
tion with r = 1, N- = 64; (b) the error between reconstructed wave record and probe
record as a function of K.
3.6 Numerical verification of predictability theory
This section verifies the deterministic predictability theory of the last chapter using
the multilevel wave reconstruction tool and synthetic wave-fields.
3.6.1 Two-dimensional case
We use synthetic irregular wave-fields generated from the JONSWAP spectrum to
verify the above predictability theory. The parameters for the spectrum are the same
as those in Figure 2-2. The synthetic wave-field is generated using 2000 wave com-
ponents with frequency between w, = 0.36rad/s and w 2 = 1.06rad/s. The amplitude
of each wave component is obtained from the spectrum and the corresponding phase
is randomly chosen between [0, 27r]. The synthetic probe record is obtained at x = 0
for t E [0, T = 300s] as i/(x = 0, t).
To compare the reconstructed wave-field with the original wave-field, we apply
Monte-Carlo simulations. A number of different synthetic wave-fields are generated
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using different random phase angles and the reconstructed wave-field is obtained for
each of them. 128 free wave components are used for each reconstruction. Then we
introduce the normalized RMS error, which is defined as
S(x, t) = Rin=) - ryxt)2/(Hs/2 ). (3.20)
Here N, is the number of different simulations, Hs the significant wave height. This
error can show the statistical difference between a reconstructed wave-field and its
corresponding original wave-field. Figure 3-9 plots the contour of this normalized
RMS error in x - t domain. As a reference, the predictable region calculated from the
theory is also plotted. It can be seen that within the theoretically predictable region
the RMS error is very small, usually less than 10%, while outside that region, the
error is comparable to or larger than the significant wave amplitude. This comparison
verifies the theory on the predictable region based on a single probe record.
To make sure that the number of simulations we used in the Monte-Carlo simu-
lations is big enough, we need to check the convergence of the simulations. For this
purpose, we introduce another error, defined as
SfD(Xt) E(x, t)dxdt (3.21)
f D(xt)dxdt
Then we use a different number of simulations, N, and calculate ED for N. The
results are plotted in Figure 3-10. It can be seen that the error converges to E = 8.7%
as N. > 1000.
In Figure 3-9, the wave-field of t > 300s corresponds to deterministic wave fore-
casting. It can be seen that for this case the future wave evolution can be forecasted
up to more than 120s with very good agreement with the original wave-field.
The wave steepness of the wave-field shown above is about 0.01. In order to
check the validty of the wave reconstruction method for different wave steepness, the
parameter, a-, in the JONSWAP spectrum is changed to generate wave-fields with
different wave steepness. For each wave-field, a wave record is picked as the probe
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Figure 3-9: Verification of two-dimensional predictability theory using Monte-Carlo
simulation (N, = 1000). The region enclosed by the solid line is the theoretically
predictable domain.
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Figure 3-10: Convergence test of Monte-Carlo simulations.
H.(m) (ka)e ED
0.48 0.007 5.25 x 10-2
3.75 0.052 5.53 x 10-2
6.26 0.088 5.07 x 10-2
7.82 0.11 8.19 x 10-2
11.79 0.16 3.64 x 10-2
13.47 0.19 5.19 x 10-2
Table 3.1: Reconstruction error for wave-fields with different wave steepness.
record for wave reconstruction. The error ED and its corresponding wave steepness
are shown in Table 3.1. From this table it can be seen that the prediction error within
the theoretically predictable region is below 10% for wave steepness up to 0.19. We
point out that for a random wave-field with effective wave steepness of 0.19, the local
wave steepness in the wave-field can be larger than 1 in many places, which is much
larger than the Stokes wave limit. Based on our test, a unique wave reconstruction
can always be obtained for wave-fields with wave steepness up to the limit of HOS
simulation. For wave-fields with wave steepness larger than that, HOS needs to be
enhanced to avoid breaking down due to large local wave steepness.
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3.6.2 Three-dimensional case
Again we use a synthetic wave-field to verify the predictability theory. We use the
same frequency spectrum as the one we used in the two-dimensional case. For direc-
tion, we use five wave directions spreading from 6=75' to 1050. The length of the
time record is T=300s.
The synthetic wave-field can be written as
M N
i/(x, t) = S Amn cos(imnx - Jmnt + 6mn). (3.22)
m=1 n=1
Here CJmn is the frequency component, not changing with n. And kmn is decided by
the frequency Jmn and the direction 0,: kmn = n 9/g(cosO, sinOn).
The amplitude Amn is obtained from the spectrum and the distribution function.
The phase &mn is obtained from random distribution.
In our reconstruction, we use 10 angular components and 64 frequency compo-
nents. It is found that after optimization, these 10 directions will converge to the
5 directions of the original wave-field, which means the records are correctly decom-
posed.
To show the predictable region at different times, we compare the reconstructed
wave-field and the original wave-field at three times and plot the contour of the relative
error in Figure 3-11. In the figure, the region enclosed by solid lines is the theoretically
predictable region. We can see that inside this region, the relative errors are close to
zero or at most less than 10%; but outside this region, the relative errors are usually
more than 50%, even up to 100%. Therefore, the theory does provide a guide about
where is predictable at what time. To compare the results more quantitatively, we
also show both the x cross-section and y cross-section comparisons at t = 0 in Figure
3-12.
To show the forecasting capability of the reconstructed wave-field, we compare the
time history of elevation at two different space positions in Figure 3-13. We can see
that at point (x = 0, y = 2000), the reconstructed wave-field forecasts the elevation
very well for more than one minute.
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Figure 3-11: Directional wave-field reconstruction and forecasting: comparison of
reconstructed wave-field and original wave-field at fixed time point. Left: original
wave-field; right: reconstructed wave-field. (a) t=0 (s); (b) t=300 (s); (c) t=360 (s).
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Figure 3-12: Comparison of wave elevation from original wave-field and reconstructed
wave-field at cross sections at t=0. -, original wave-field; - - -, reconstructed wave-
field. (a) Cross-section along the x direction at y=-1500m; (b) cross-section along the
y direction at x=O.
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Figure 3-13: Time history of elevation. - original wave records; - - - - predicted
wave records. (a) x=0, y=O; (b) x=O, y=2000m.
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3.6.3 Importance of capturing nonlinearity in wave recon-
struction
In the last chapter, we showed that the nonlinearity will change the predictable region.
In this section, we will show the second importance of nonlinearity: using a low-order
level model to reconstruct a nonlinear wave-field will not obtain the right one even
within the predictable region.
To study the effect of different wave models on the reconstruction of given wave
records, first we generate a two-dimensional nonlinear synthetic wave-field and use
linear, S2, and HOS wave models to reconstruct the wave-field based on a record from
the synthetic wave-field.
Figure 3-14 shows the comparison of wave reconstruction using different wave
models. Plotted is the error contour between the reconstructed wave-field and the
original wave-field. It can be seen that the HOS method has a much better recon-
struction than linear or second-order wave reconstruction within the theoretically
predictable region.
3.6.4 Effect of probe motion
When the probe position is fixed, the free wave components are defined with frequen-
cies given as wi = i27r/T, i =1, ... , N,. When the probe moves with a velocity of U,
instead we define the free wave components with encountering frequencies given as
oW = i27r/T, i = 1, ... Nw. (3.23)
The free wave components are chosen this way such that the probe record can
be easily decomposed into encountering frequency components. The encountering
frequency is related to the absolute frequency, w, as
We = w - k(w)U, (3.24)
where k and w satisfy the dispersion relation. Given wo, the corresponding wi can be
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Figure 3-14: Reconstruction of a nonlinear wave-field using different wave models.
Shown are the error contour between the reconstructed wave-field and the original
wave-field. Region enclosed by black lines is the theoretically predictable region. (a)
Linear wave model; (b) second-order wave model; (c) HOS wave model.
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Figure 3-15: Reconstruction error when the probe is moving. moving probe
measured record; - - -: theoretically predictable region with fixed probe; : theo-
retically predictable region with moving probe.
obtained by solving (3.24). For example, for deep water, we have k = w2 /g and
1 - 1 - 4<U/gi = 2Ug (3.25)
Therefore, after we obtain the decomposition in encountering frequency domain,
we can obtain the wave-field in absolute frequency domain just by converting the
encountering frequency to the corresponding absolute frequency.
To verify the effect of probe motion that we discussed in the last chapter, we
consider a two-dimensional wave-field with a frequency band of [0.36, 1.06]rad/s. The
probe moves with a speed of U = -4m/s (against the wave) and measures the wave
for t E [0, T] with T = 300s. Figure 3-15 shows the error between the reconstructed
wave-field and the original wave-field. It can be seen that the numerical result verifies
very well the predictability theory with a moving probe.
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3.6.5 Importance of proper accounting for finite water depth
In the last chapter, we also studied the effect of finite water depth on the predictable
region. However, the more important point is that if the finite water depth is mistaken
as deep water, the wave-field will not be properly reconstructed. Figure 3-16 shows
the comparison of the reconstruction error when the finite depth is or is not taken
into account for a wave-field with water depth h = 50m. The frequency band is
[0.36,1.06]rad/sec. The length of the record is T = 300s. The shaded area is the
theoretically predictable region. It can be seen that when the finite water depth is
correctly taken into account, the error within the theoretically predictable region is
small. This verifies the theoretical analysis. If the water depth is wrongly assumed
to be oc, the reconstruction error becomes very large even within the theoretically
predictable region, which means the wave-field is not properly reconstructed.
3.6.6 Importance of proper accounting for ambient current
Another effect we studied is the ambient current. Similar to the case of finite water
depth, if a current exists but is not taken into account in the reconstruction process,
the reconstructed wave-field could be totally wrong. Figure 3-17 shows the comparison
of the reconstruction error for a wave-field with a uniform current moving with it.
It can be seen that when the current is taken into account, the error within the
theoretically predictable region is very small. This verifies the theoretical analysis.
However, if the solution wrongly assumes U = 0, the error within the theoretically
predictable region becomes very large too. The current speed is only U = 0.2m/s
in this case. The frequency band is [0.36,1.06]rad/s and the length of the record is
T = 300s. Since in the real ocean, the current speed can be as large as a few meters per
second, neglecting the current effect will make the reconstructed wave-field useless.
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Figure 3-16: Reconstruction error for a wave-field with finite water depth h = 50m.
Shaded area is the theoretically predictable region. (a) Correctly taking into account
the finite water depth; (b) using deep water relation.
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Figure 3-17: Reconstruction error for a wave-field with current U = 0.2m/s. Shaded
area is the theoretically predictable region. (a) Correctly taking into account of the
current; (b) using solution for U = 0.
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3.7 Wave reconstruction based on multiple probe
records
To verify the predictability theory of multiple probes we discussed in 2.9, we consider
a two-dimensional wave-field with a frequency band of [0.36, 1.06]rad/s. Two probes
are placed at x = 0 and 1000m respectively. And both probes measure the wave
elevation for t E [0, 300s]. The optimization error function is defined as:( 2 T 1/2
- rt 2 dt . (3.26)
p=1
It is found that a successful wave reconstruction can not be obtained using the recon-
structed wave-field representation shown in 3.3.1, i.e., w,, = n27r/T. Fig 3-18 shows
the normalized reconstruction error contour, which is defined as
9R(x t) - iR/(Hs/2), (3.27)
where H, is the significant wave height. The region enclosed by the solid line is the
combined predictable region based on two probe records. It can be seen that only a
small part of the theoretically predictable region is reconstructed well. This is because
the wave-field representation applied here is limited by the base period T. It can not
represent a wave-field large enough to reconstruct the combined predictable region.
Obviously, a larger base period is needed.
However, the larger the base period is, the more number of wave components
it needs to cover the frequency band, and the more computational effort the wave
reconstruction needs. Therefore, it is critical to know what is the base period that
is large enough, for given multiple probe records, to reconstruct the wave-field well.
To study this, another type of wave-field representation is applied, in which the
frequency of the free wave components is defined as w, = w, + (n - 1)Aw and Aw =
(Wh - wl)/(N, - 1). Then the base period can be obtained as Tb = 27r/Aw, which is
decided by the number of free wave components, N,, for given frequency band. To
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Figure 3-18: Error contour for two-dimensional wave reconstruction based on two
probe records. The reconstructed wave-field uses the same representation as the one
for reconstruction based on single record. - - -: probe records; - - -: individual
predictable region based on each single probe record; : combined predictable
region based on two probe records.
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study the effect of Tb on wave reconstruction, we introduce a RMS wave reconstruction
error, which is defined as:
ED= '(x~t)\0I q)t 1/2 /(Hs/2). (3.28)
ffD(X,t) dxdt
Given the same probe records as in Figure 3-18, using different number of free
wave components, we can reconstruct the wave-field and calculate corresponding ED.
Figure 3-19 plots ED as a function of Tb. It shows that: (i) when Tb = T, gD is
large due to the limitation of the representation; (ii) as Tb increases, ED decreases
abruptly; (iii) there is an obvious turning point on the curve, after which ED decreases
very slowly as Tb increases. We indicate the value of Tb at the turning point as Tf.
The figure shows Tb is about 500(s) for this case. It can be seen that the error
corresponding to Tc' is only about 1%. Therefore, as long as Tb is larger than Tb, the
wave-field will be successfully reconstructed. And for computational efficiency, it is
unnecessary to use a base period larger than Tb. To illustrate how good the wave
reconstruction is when SD is about 1%, Figure 3-20 shows the error contour between
the reconstructed wave-field and the original wave-field when Tb - 530(s). It can be
seen that the theoretically predictable region is excellently reconstructed.
To find out what is the meaning of Tb and how to obtain it for given probe records,
we plot in Figure 3-22 the RMS reconstruction error as a function of Tb for three
different cases: (i) single probe at x = 0 with record t E [0, 300(s)]; (ii) two probes at
x, = 0 and X2 = 1000(m) with records t, E [0, 300(s)] and t 2 E [0, 300(s)]; (iii) three
probes at x, = 0, x2  1000(m), and x 3 = -1000(m), with records ti E [0, 300(s)],
t2 E [0, 300(s)], and t3 E [100(s), 400(s)]. The case (ii) is the same as the one shown in
Figure 3-19. For case (iii), a successful wave reconstruction result is shown in Figure
3-21.
It can be seen from Figure 3-22 that all three curves have an obvious turning point.
For case (i), the value of Tf is about 300(s), which is the length of the wave record.
This is not surprising because it requires a base period longer than the record length
in order to represent the record by Fourier transform. Considering this, we conjecture
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Figure 3-19: RMS wave reconstruction error as a function of base period. Two probe
records with t C [0, 300(s)].
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Figure 3-20: Successful wave reconstruction based on two probe records. Plotted is
the error contour between the reconstructed wave-field and the original wave-field.
-- -: predictable region based on single probe record; : combined predictable
region based on two probe records.
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Figure 3-21: Successful wave reconstruction based on three probe records. Plotted
is the error contour between the reconstructed wave-field and the original wave-field.
- - -probe records; : combined predictable region based on three probe records.
that Tb is the minimum Tb for which we can find a single record with length Tb such
that the predictable region based on this record can cover the combined predictable
region based on given probe records. For case (i), T b is certainly the length of the
the record. For the case (ii) and case (iii), Figure 3-23 and 3-24 show the single
record we construct, qj(x = 0, t E [tA, tB]), and the predictable region by this single
record, indicated by dashed line. It can be seen that this predictable region covers the
combined predictable region based on the give probe records, indicated by the solid
lines. Therefore, we can obtain Tf = tA - tB = 516.3(s) for case (ii) and 832.6(s)
for case (iii). From Figure 3-22, we can see that these two values correspond to the
turning points indeed. Therefore, the conjecture is verified.
For more general cases, the calculation of Tl may not be as obvious as shown here.
More research is needed to develop a general method to calculate Tb.
We want to point out here that although the predictable region based on the
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Figure 3-22: RMS wave reconstruction error as a function of base period.
single record (x = 0, t E [0, 300(s)]); - - -: two records (x1 = 0, x 2 = 1000m,
t, t2 E [0, 300(s)]); - - -: three records (x1 = 0, x 2 = 1000m, x 3 = -1000m,
t1, t2 E [0, 300(s)], t3 E [100(s), 400(s)]).
imaginary single record is sometime larger that the combined predictable region based
on given probe records, as shown in Figure 3-23 and Figure 3-24, the real predictable
region of the reconstructed wave-field is still the latter, not the former. This can be
seen by comparing the wave reconstruction shown in Figure 3-20 and the imaginary
predictable region shown in Figure 3-23.
We also point out that for more general cases, the combined predictable region
can possibly consist of several separated regions, eg. case (iii) shown in Figure 3-
24. When these regions are separated far from each other, it is not a good idea to
construct a single imaginary record to cover the whole combined predictable region
because that will require a very large T and therefore a very large computational
effort. Instead, we can reconstruct a wave-field for each separated region and each
separated region can be based on single or multiple records.
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In this section, we showed that it is possible to reconstruct a two-dimensional
wave-field based on multiple probe records. The reconstructed wave-field predicts
the wave-field within the combined predictable region very well. We expect this
method can be extended into three-dimensional case directly. The only thing is
that the combined predictable region for three-dimensional case becomes much more
complicated and it may need further study if we want a general tool to find the
minimum base period.
3.8 Comparison of two-dimensional experiments
with nonlinear wave reconstruction
In this section, we will use experiments from different sources to verify the numerical
irregular wave reconstruction scheme.
3.8.1 TAMU experiment
To validate the wave reconstruction scheme, a series of experiments was conducted
using the narrow wave tank at Texas A&M University. The glass-walled flume is
36.1m long, 0.91m wide, and 1.22m high, and is equipped with a permeable wave
absorbing beach at downstream. Wave generation is provided by a dry-back, hinged
flap wavemaker capable of producing regular and irregular waves with period ranging
from 0.25s to 4.Os and maximum height of 0.254m. The set-up is shown schematically
in Figure 3-25, where x is the horizontal coordinate positive in the direction of wave
propagation with x=O at the wavemaker and z positive upward.
A JONSWAP spectrum with -y=1 (Pierson-Moskowitz spectrum) and peak wave-
length AP=1.25m is used for the generation of irregular waves. The water depth in the
tank is h= 0.80m. To investigate the importance of nonlinear effects, two irregular
wave trains with significant wave height H=0.04m and 0.09m are generated. The
free-surface elevation is recorded using resistant-type surface-piercing wave gauges at
three locations xo=7m, 8m, and 9m. The wave kinematics were measured using a
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Figure 3-25: Experimental set-up
laser Doppler velocimeter (LDV) system at the location x0=8m for seven vertical po-
sitions below the still water level (SWL) and two vertical positions above the SWL.
The optic cable LDV measures the three velocity components simultaneously with
high spatial resolution. As a non-intrusive measurement, the LDV measurement has
been proved to be of high accuracy in previous experiments. For both tests, the time
series of wave elevation and velocity are recorded for about 250s.
3.8.2 Wave elevation comparison
We define the effective wave steepness of the irregular wave train to be (ka),
irH,/Ap. For the two irregular wave trains tested, (ka),=O.1 and 0.23. To reconstruct
these wave fields, we choose partial records at xo=8m. Specifically, for the case of
(ka)e=0.1, we use the elevation measurement in the period of 112.24s < t < 118.20s
as the probe record. For the case of (ka),=0.23, the record in the period of 116.75s
< t < 124.88s is used. In both cases, the record contains 7 - 8 dominant wave
periods. In wave reconstruction, we use N,=22, which corresponds to Ke ~ 3. For the
HOS simulation, we use NW=2048 and M = 3. The computation domain contains
about 50 dominant waves and about 500 short waves.
Figure 3-26 shows the comparison of the wave elevation history at the probe lo-
cation between the measurement and the reconstruction obtained using the linear,
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second-order, and the high-order reconstruction schemes. It is seen that the recon-
structed wave records all agree perfectly with the experimental data.
3.8.3 Importance of nonlinearity in wave kinematics and dy-
namics reconstruction
Since the wave record at the probe position can always be excellently reconstructed,
no matter using linear, S2, or HOS wave model, we study the kinematics of the re-
constructed wave-fields to see the necessity of introducing high-order nonlinear model
into the wave reconstruction. Since the low-order solutions cannot capture the non-
linear physics to a certain level, the kinematics of the reconstructed wave-field from
different wave models must have a significant difference for waves with moderate
steepness.
Velocity prediction
Figure 3-27 shows the comparison of the horizontal velocity between computations
and experimental data. Plotted are the instantaneous vertical distribution of the
horizontal velocity under the wave crest for two different wave steepnesses (ka)e=0.1
and (ka),=0.23. It is seen that the high-order nonlinear prediction agrees well with
the measurement for both cases while the linear and second-order theories significantly
overestimate the velocity especially in the region near the free surface. Specifically, for
the small wave case ((ka),=0.1), the second-order theory provides a proper prediction
while the linear theory overpredicts the velocity by about 40% near the free surface.
As the wave steepness increases to (ka),=0. 23, the second-order theory overpredicts
the velocity by about 25% and the overprediction by the linear theory increases to
150% near the free surface. Note that the plots do not show the velocity profiles up
to the exact free surface because the experimental measurement at the free surface
cannot be reliably obtained. For the wave with (ka), = 0.23, the wave elevation at this
time is 0.061; for the wave with (ka)e = 0.1, the wave elevation at this time is 0.022.
From the trend of the velocity profiles, it is seen that the linear and second-order
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Figure 3-26: Comparison of computed versus experimental free-surface elevation at
the probe point as a function of time for irregular wave-fields (a) (ka)e=0.1; (b)
(ka)e=0.23. Plotted are: -, the experimental record; - - -, nonlinear reconstruc-
tion using HOS simulations (with NH=2048 spectral modes and order M=3); - -
second-order reconstruction; and - - -, linear reconstruction.
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theories will overestimate the horizontal velocity even more at the free surface.
The overestimation of the velocity by the low-order theories clearly depends on
the time. To account for this, we define an averaged error of the horizontal velocity
as
C (z) [u (xp, z, t) - t(xp, z, t)] 2 dt} 1 / 2 , (3.29)
where u is the horizontal velocity computed in wave reconstruction and f the exper-
imental measurement. This is also shown in Figure 3-27 as a function of the vertical
coordinate z. It indicates that in general the linear wave model overestimates the
horizontal velocity above the mean water level although below the mean water level
the difference is small for three different wave models.
Based on these comparisons, we see that although all three methods reconstruct
the wave record very well, the kinematics of the reconstructed wave-fields may differ
significantly depending on the wave steepness. The low-order theory obtains an ap-
propriate reconstruction of wave-fields when the steepness is small. For moderately
steep waves, the high-order nonlinear method must be applied in order to properly
reconstruct both the elevation and the kinematics of the wave-field.
Force prediction
One consequence of the velocity prediction is to predict the wave dynamics, which is
of more critical significance in practical applications. To illustrate the importance of
accounting for nonlinear effects in wave dynamics prediction, we consider an imagi-
nary small vertical circular cylinder (radius R=0.0126m and draft D=0.05m) placed
at the probe point in the irregular wave with (ka)e=0.23 and study the horizontal
wave force on it.
For simplicity, we use Morison's formula (Rainey 1995) to calculate the horizontal
wave inertia force:
F 27rpR2 j dz, (3.30)
where p is the water density. Since this force depends on the horizontal accel-
eration, we examine the horizontal acceleration profile along the depth first. As an
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Figure 3-27: Comparison of computed versus experimental horizontal velocity at the
probe point as a function of vertical coordinate: A, experimental measurement; - - -,
HOS simulation with NH=2048 spectral modes and M=3 order; - - -, second-order
prediction; - - -, linear prediction. (a) (ka),=0.1; (b) (ka),=0.23. The left part
is the normal error. The right part is the velocity value at a given time point: (a)
t = 114.725(s); (b) t = 120.075(s).
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Figure 3-28: Comparison of computed horizontal acceleration at the probe point
and a fixed time as a function of vertical coordinate: , HOS simulation with
NW=2048 spectral modes and M = 3 order; - - -, second-order prediction;
linear prediction.
example, in Figure 3-28, we plot the horizontal acceleration profiles along depth at
the probe point under the crest (at time t = 120.02s) for the case of (ka),=0.23. Since
experimental data for acceleration is not available, we only compare the results from
three reconstructed wave-fields. It is shown that the overestimation on the accelera-
tion is even more apparent for the linear and second-order methods. In this case, the
prediction of the maximum acceleration by the linear method is about 7 times the
prediction by the high-order method; and the prediction by the second-order method
is about 2.5 times that by the high-order method. These indicate that significant
overestimation of the force on the cylinder should also be expected for the linear and
second-order methods.
To emphasize the importance of the acceleration in the near free-surface region,
we consider the cylinder with a small draft of 5cm. Figure 3-29 shows the time history
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of the force on the cylinder, computed using the kinematics of the reconstructed wave
field. Compared to the wave elevation history (see Figure 3-26b), it is found that
when the local wave steepness is small, the difference among the forces calculated
from three methods is small; and when the local wave steepness increases, the errors
from linear and second-order method increase as well. The two time points when
the linear method gives very large errors in force history, t = 120.02 and t = 123.07,
correspond to the two steepest peaks in the wave elevation history. At t = 120.02,
the force by the linear method is more than 3 times that by the high-order nonlinear
method; and the second-order value is about 60% larger than that from the high-order
nonlinear method. This is as expected from the acceleration result.
The above results indicate that although all three methods reconstruct the wave
record very well, the high-order nonlinear method regenerates the wave kinematics
much better than the other low-order methods, especially for steep waves. To under-
stand why the low-order methods cannot properly regenerate the wave kinematics, we
consider a nonlinear Stokes wave of frequency w. From the Fourier Transform of the
elevation history, we shall obtain nonzero values for all harmonics with frequencies
W, 2w, ... , due to the existence of locked waves. Now if we use the linear method
to reconstruct this wave, all high harmonic components will be treated as free wave
components. Since the locked waves do not satisfy the dispersion relation as the free
waves, the reconstructed wave kinematics must be wrong. The second-order method
is similar except it takes into account the locked wave at the second harmonic while
for higher harmonics it is still wrong. Therefore, the higher the wave steepness, the
more locked waves in high harmonics are treated incorrectly, the larger the error the
linear or second-order method may lead to.
We apply the Fast Fourier Transform (FFT) to the reconstructed wave force. The
results are shown in Figure 3-30. The following table shows the comparison of the 8th,
16th, 24th, and 32th force harmonics considering that the dominant wave frequency
is the 8th harmonic.
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Figure 3-29: Comparison of computed Morison's inertia force on an imaginary vertical
cylinder as a function of time: , HOS simulation with NW=2048 spectral modes
and M = 3 order; - - -, second-order prediction; - - -, linear prediction.
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Figure 3-30: Comparison of harmonics of Morison's inertia force on an imaginary
vertical cylinder as a function of time: , HOS simulation with NH = 2048 spectral
modes and M = 3 order; - - ., second-order prediction; - - -, linear prediction.
3.8.4 Deterministic wave forecasting
From the deterministic predictability theory we know that the wave-field downstream
from the probe can be forecasted. In this experiment, in order to verify the theory,
the wave elevation at x = 9m is also measured and compared with the numerical
prediction based on the wave reconstruction using the probe record at x = 8m.
Figure 3-31 shows the comparison between the experimental measurements and
the numerical wave reconstruction and forecasting. It can be seen that at x = 9m,
the wave elevation for T < t < t 2 is forecasted excellently. But outside the pre-
dictable region, the error increases very quickly. This verifies that the wave at a
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Reconstruction method f(8 ) f(16) f(24) f(32)
High-order 4.43E-2 1.43E-2 9.37E-3 4.16E-3
Second-order 4.3E-2 1.32E-2 8.15E-3 4.54E-3
Linear 5.48E-2 3.11E-2 2.67E-2 2.15E-2
downstream position can be deterministically forecasted, but within a range decided
by the predictability theory.
3.8.5 Long-time nonlinear irregular wave reconstruction
The effects of nonlinear wave-wave interactions are more apparent in long-time wave-
field evolutions. To illustrate this, we reconstruct a nonlinear irregular wave-field
using experimental probe data from MARINTEK (Stansberg et al. 1995). The ex-
perimental data is a long-time wave elevation measurement of an irregular wave-field,
given by a JONSWAP spectrum with the significant wave height H,=0.279m, the
peak wave period Tp=2.40s, and spectral parameter -y=1.7. The effective wave steep-
ness is (ka)e ~ 0.1. In the experiment, the horizontal wave force on a small truncated
vertical cylinder (radius 0.3125m and draft 0.938m) is also available for comparisons.
In computations, we consider a wave record containing Nd=20 dominant wave period,
and use N,=64 in analytic optimization and N-=16384 and M=3 in HOS simula-
tions. The computational domain contains about 400 dominant waves and 4000 short
waves.
Figure 3-32a shows the comparison between the HOS simulation result of the
reconstructed wave record at the probe point and the experimental measurement.
To better observe the comparison, the amplitudes and phase of the Fourier transform
results of the two records are also shown in Figure 3-32b. Excellent agreement between
the reconstructed result and the experimental data is obtained up to W - 3wp. Beyond
this frequency, the wave energy is quite small, and the agreement relatively poor.
Figure 3-33a shows the comparison of the horizontal force on the cylinder be-
tween the computation and measurement. For the computational results, the force
on the cylinder is calculated using (3.30) with the wave kinematics from the recon-
structed wave-field. Though the force is computed using the simplified formula, the
computation agrees with the experimental measurement quite well. Overall, the HOS
nonlinear result compares to the experiment better than those from the linear and
second-order wave reconstructions. At high frequencies, the inclusion of nonlinear
effects is seen to be particularly important.
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Figure 3-31: Nonlinear wave forecasting compared with experiment. (ka)e = 0.23. (a)
The wave elevation at x = 8m; (b) the wave elevation at x = 9m; -: experimental
measurements; - - -: wave reconstruction and forecasting; - - -: indicating the
theoretically predictable region. Wave forecasting corresponds to t > T.
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Figure 3-32: Comparison of computed versus experimentally measured free-surface
elevation at a given point of a two-dimensional wave-field. (a) Elevation as a function
of time; (b) Fourier Transform results, amplitude, and phase angle of elevation as
a function of frequency. -, experiments of Stansberg et al. (1995); - - -, HOS
simulation with NW=16384 spectral modes and M=3 order.
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Figure 3-33: Comparison of computed versus experimentally measured wave force on
a truncated cylinder. (a) Force as a function of time; (b) Fourier Transform results,
amplitude, and phase angle of force as a function of frequency. -, experiments
of Stansberg et al. (1995); - - -, HOS simulation with NH=16384 spectral modes and
M=3 order; - - -, second-order prediction; - - -, linear prediction.
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However, if we take a look at the amplitude and phase comparison in Figure
3-33b, the agreement between the reconstructed result and the experimental data is
only good up to about w=5.3 rad/s or 1.8 times the dominant frequency. This implies
that a more advanced force model that takes into account irregular wave diffraction
by the cylinder is needed to predict correct wave force up to higher frequency.
3.9 Comparison with three-dimensional Bull's Eye
wave experiments
3.9.1 Experiment
To further exam the direction resolvability of our wave reconstruction scheme, we
study a Bull's Eye wave with a wide spreading angle of about 130 degrees. A Bull's
Eye wave-field is a special kind of three-dimensional wave-field, which is generated by
a group of waves focusing at one point. It's often used to generate a wave-field with
high wave steepness at certain locations (Rainey 1997). The measurements used here
are from the experiments in the Offshore Technology Research Center (OTRC) wave
basin (Liagre, 1999). In the experiment, a three-dimensional focused wave-field was
generated and the time series of the elevations at 17 points around the wave-focusing
center were measured. The setup of this experiment is shown in Figure 3-34.
3.9.2 Reconstruction results
We use only 13 of the probe measurements for wave reconstruction. The other 4
probe measurements are used for comparisons to examine the effectiveness of the
reconstruction scheme. In reconstruction, we consider a wave record of about 2 dom-
inant wave periods, i.e., Nd = 2, and use the other numerical parameters, N=6,
N0=11, Nw=256 x 256, and M = 3.
Figure 3-35 shows the snapshots of the three-dimensional steep Bull's Eye wave-
field in the experiment and from reconstruction. It is seen that the reconstructed
wave-field contains key features of the wave-field in the experiment. Figure 3-36
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Figure 3-34: Experimental setup of OTRC wave basin and wave probe positions.
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y
shows the comparison of the computed wave elevations at positions near the con-
vergence center of the Bull's Eye wave-field with the experimental data. Excellent
agreement between the HOS prediction and the experimental measurements is ob-
tained for probes both used and not used in wave reconstruction.
In our test, we found that (i) it is very important for the direction spreading
of the assumed reconstructed wave-field to be equal or larger than that of the real
wave-field, and (ii) the more angular components used, the better the reconstructed
wave-field agrees with the original one.
3.10 Summary
In this chapter, we introduced the multilevel nonlinear ocean wave reconstruction
and forecasting tool. For reconstruction of mild waves, it applies low-level wave
models such as analytic linear or second-order Stokes wave solutions. For moderately
steep waves, it applies high-level reconstruction, which applies the HOS method for
computation of nonlinear wave-field evolutions. Numerical issues in implementing
nonlinear wave reconstruction, such as solution uniqueness, probe array positioning,
direction optimization, and free wave representation are discussed.
The method is first verified with synthetic waves, and then compared with experi-
ments for both two- and three-dimensional cases. The results verify the predictability
theory and demonstrate that the developed high-order nonlinear wave reconstruction
method is capable of regenerating the full kinematics of large nonlinear wave-fields
and their long-time evolutions. For both two- and three-dimensional irregular waves,
this method reconstructs the wave probe records very well. In particular, the validity
of wave forecasting is shown by comparing the predicted wave elevation at a down-
stream position with the experiment for the time beyond the reconstruction range.
When compared with the linear or second-order reconstruction methods, the high-
order wave model predicts much better wave kinematics, especially when the wave
is steep. A direct effect of this is that the wave dynamics can only be accurately
predicted when the high-order wave model is applied. In order to apply our method
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(a)
(b)
Figure 3-35: Comparisons of the reconstructed three-dimensional Bull's Eye wave-
field to the wave-basin measurements (Liagre 1999): (a) free-surface snapshots of the
wave-field from the experiment; and (b) the HOS simulation with NH=256 x 256
modes and M=3 order.
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Figure 3-36: Comparisons of the reconstructed time history of the wave elevation
to the wave-basin measurements: (a) at probe points used in optimization, and (b)
at probe points not used in optimization. From measurements ( ), from HOS
simulation with N-=256 x 256 modes and M=3 order ---
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to study wave-body interaction, such as "ringing" phenomena, a proper high-order
nonlinear wave force model is needed. Before this is available, we can use Morison's
equation to obtain reasonably good results.
The effect of probe motion and the importance of proper accounting for finite
water depth and ambient current are also shown.
145
146
Chapter 4
Phase-resolved simulation of
nonlinear wave spectrum evolution
4.1 Background
Ever since the introduction of wave spectrum by Pierson in 1955, the evolution of
wave spectrum has been studied extensively in all aspects, including theory, numerical
simulation and experiment.
In 1962, Hasselmann derived a nonlinear energy transfer equation for gravity
wave spectrum by assuming the sea state is homogeneous, stationary, and Gaussian.
Since then, Hasselmann's equation has perhaps become the most used tool to study
wave spectrum evolution; many researchers have studied how to compute Hassel-
mann's equation effectively. Webb (1978) applied Hasselmann's equation to a Pierson-
Moskowitz spectrum with cos 2 0 angular distribution and studied the energy transfer
rate in wavenumber space. Resio and Perrie (1991) developed an effective method
to compute Hasselmann's equation. In third-generation wave spectrum models such
as WAM, SWAN, and WAVEWATCH, an approximation of Hasselmann's equation,
called Discrete Interaction Approximation (Hasselmann & Hasselmann 1985a, 1985b),
is used to calculate the S,, in the energy balance equation (1.1). Combined with wind
input and wave dissipation models, Hasselmann's equation was applied to study the
equilibrium range of wave spectrum (Komen et al., 1984).
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In 1968, Zakharov, using the variational principle, derived another equation which
describes the evolution of free wave components in a weakly nonlinear wave-field.
Later on, Yuen and Lake (1982) re-derived Zakharov's equation by applying the
Fourier transform to the governing equation and boundary conditions. In 2001, An-
nenkov and Shrira developed an effective numerical method to calculate Zakharov's
equation. Also in 2001, Shemer et al. performed experiments in a laboratory tank
to verify Zakharov's equation. In their results for the evolution of a wave with 39
components, obvious differences can be observed between the experiments and the
simulation based on Zakharov's equation, although the agreement is still good. This
may be due to the fact that Zakharov's equation is, like Hasselmann's equation, a
phase-averaged equation and no wave breaking is taken into account. The Zakharov
equation is equivalent to Hasselmann's equation when homogeneity and stationarity
are assumed (Crawford et al., 1980; Dyachenko & Lvov, 1995).
Most of the existing numerical studies of wave spectrum evolution are based on
computation of either Hasselmann's equation or Zakharov's equation. Recently, with
the availability of high-performance computers, fast numerical algorithms such as the
HOS method have been applied to directly simulate the wave spectrum evolution
(Tanaka, 2001; Yasuda & Mori, 2002). However, in both of these papers, the wave
spectrum evolution is simulated only for 30 ~ 100 peak wave periods and no difference
was found when compared with Hasselmann's equation or Zakharov's equation. While
it has been shown that Hasselmann's equation is not valid for inhomogeneous wave
conditions (Janssen, 1991) and the assumption of stationarity and Gaussian random
process couldn't be verified by the experimental test and observations (Liu, P.C.,
2000; Hara & Karachintsev, 2002), we decide to apply the HOS method for further
study of wave spectrum evolution.
4.1.1 Present study
Since the wave spectrum evolves in a scale much larger than the typical wave wave-
length and slower than the typical wave period, in order to study wave spectrum
evolution using a phase-resolved model, we have to simulate the evolution of a large
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ocean wave-field for a long time. This could take the original serial HOS method
significant time to finish even one simulation. In our research, we exploited the high-
performance computing platform available nowadays and developed a parallelized
HOS wave model. With this parallelized HOS and hundreds of processors, we make
it possible to directly simulate the evolution of large-scale ocean wave-fields.
Unlike Hasselmann's equation, which only takes into account resonant wave-wave
interactions, this phase-resolved model captures both resonant and nonresonant non-
linear wave-wave interactions. It is well known that near-resonant wave-wave in-
teraction can cause wave instability (such as Benjamin-Feir instability) and transfer
energy among wave components. When there are a very large number of wave com-
ponents, this kind of energy transfer actually becomes irreversible just like the energy
transfer due to resonant wave interactions. In addition, the locked waves generated
by nonresonant wave interactions can cause wave energy cascading to high-frequency
components and its eventual dissipation. This energy transfer process is irreversible,
too. Therefore, to properly account for the energy transfer due to the nonresonant
wave interactions is critical to accurately predict the wave energy spectrum evolution.
This model provides phase-resolved information for the wave-field in the whole evo-
lution process. Any statistic properties of the wave-field, such as the wave spectrum
evolution, can be obtained by a post processing. To prevent the model from breaking
down due to very large local wave steepness, smoothing techniques are applied and
verified by comparing with experiments. In addition, we study how to obtain the
statistic wave spectrum from deterministic simulation results. The evolutions of two-
and three-dimensional wave spectra are simulated as examples.
4.2 Generation of deterministic initial condition
from spectrum
The first thing that needs to be solved for simulation of a nonlinear wave spectrum is
to generate the initial conditions for the HOS method. Ideally the initial conditions
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should be obtained by the reconstruction process from field measurement. However,
at this time, not only are the field measurements not available, but the reconstruc-
tion process requires tremendous effort to generate an initial condition for very large
domain. For the purpose of developing the capability of deterministically simulating
large-scale ocean wave-field evolution, and studying the mechanism in wave spectrum
evolution, we generate the nonlinear initial conditions from well-known spectra, i.e.,
for a given wavenumber spectrum, S(k), we generated an initial wave-field, r(x), such
that the wavenumber spectrum of r(x) is S(k).
4.2.1 Linear initial conditions
First, a linear initial condition is generated from given wave spectrum. Usually, a
wave spectrum is given as a frequency spectrum instead of wavenumber spectrum.
Therefore, we will discuss how to convert a frequency spectrum to a wavenumber
spectrum as well.
Two-dimensional case:
For two-dimensional wave, we consider JONSWAP spectrum with a form:
-(w-op)
2
5 -4 2a-2w 2S(w) = e -4 e 0 (4.1)SW 5 C1 w
This spectrum is in frequency space, while for HOS simulation, we need the initial
spectrum in wavenumber space. To convert it to a wavenumber spectrum, we make
use of the linear dispersion relation,
W2 = gk, (4.2)
and the fact that the integral of the frequency spectrum equals the integral of the
wavenumber spectrum:
S(w)dw = S(k)dk. (4.3)
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Then we have the relation to convert frequency spectrum to wavenumber spectrum
as
S(k) = g S(w). (4.4)
2w
To generate the initial conditions, we discretize the wavenumber space and the
amplitude of the nth wave component can be obtained as
A(k,) = V2S(k,)Ak, n = 1, ... , Nw. (4.5)
The corresponding initial phase angle, a(ka), is obtained from a uniform random
distribution in [0, 27]. The initial wave-field is the linear superposition of these wave
components.
Three-dimensional case:
For three-dimensional waves, we apply JONSWAP spectrum and use a cos2 0 angular
distribution. The spectrum in frequency-angle domain can be written as
-(w-wp)
2
S(W, 0)= ag~l 5 __-4 20.2w-27S(w, 0) = 0g2 2c-2we - cos 2 0 - - <0< -. (4.6)
-zr 2 2
Again, we need to convert the spectrum from frequency-angle domain to wavenum-
ber domain. From the relation between the frequency-angle and the two-dimensional
wavenumber,
w2
(kx, kY) = (cos 0, sin 0), (4.7)
9
we have
Okx Okx 2wCO 2 sin 0 3
dkdky - _w o_ dwdO = g g dwd0 = dwd0. (4.8)
a ME 2wsin O 2 cos 0 92
aw a0 g g
Then, according to S(w, 0)dwd0 = S(kx, ky)dkxdky, we have
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S(kx, ky) = 29 S(w, 0). (4.9)
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After we discretize the two-dimensional wavenumber space, the amplitude of the
wave component with a wavenumber of (krj ky1 ) can be obtained as
A(kxi, kyj) = 2S(kxj, kyj)AkxAky. (4.10)
The corresponding initial phases, a(kxi, ky 3), is obtained from a uniform random
distribution in [0, 27r].
With the amplitude and phase angle for each wave component, the corresponding
amplitude and phase for the surface velocity potential can be obtained from the linear
solution
= (4.11)
Figure 4-1 shows examples of the initial amplitude spectrum in wavenumber space
for both two- and three-dimensional waves. It is generated using JONSWAP spec-
trum with -y = 1.0. The significant wave height is 12m and the modal frequency is
0.5236rad/s. A cos20 direction spreading is used for the three-dimensional case.
4.2.2 Initial stage of simulation
Because the initial conditions for our nonlinear numerical simulation are generated
using the linear solution from the spectrum, they will not satisfy the nonlinear bound-
ary conditions. To avoid the developing of spurious high-frequency standing waves
by this mismatch, we set up an initial stage for the numerical simulation such that
the boundary conditions will be applied gradually from fully linear conditions to fully
nonlinear conditions. This idea was originally applied and validated by Dommermuth
in 2000. Basically the idea is to multiply the nonlinear part in the boundary condi-
tions with a weighting function W(t) and let W(t) change from 0 to 1 smoothly with
time in the initial stage. So the free-surface boundary conditions become
71 - = -W(t)?7X - "DX , on z = I(x, t) (4.12)
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Figure 4-1: The initial wavenumber spectrum for spectrum evolution simulation. (a)
Two-dimensional case; (b) three-dimensional case.
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Usually such a smoothing function can be obtained from a polynomial by setting
conditions at both ends. If we let W(0) = 0, W(T) = 1, and
d W
dtn (0) = d"Wd"(Ta) = 0 for n = 1, ...5, (4.14)
we can obtain a polynomial as
W(t) = 462( )6 - 1980( )7 + 3465( )8
Ta Ta Ta
-3080( T + 1386( t 252( f) t C [0, Ta]. (4.15)
Ta Ta Ta
Here Ta is the time length of the initial stage. For t > Ta, we set W(t) = 1.
4.3 Evaluation of wave spectrum
4.3.1 Obtain wavenumber spectrum
To study the evolution of a spectrum, we need to evaluate the spectrum at any time
point in our simulation. However, due to the discretization in wavenumber space, the
wavenumber spectrum obtained directly from one numerical simulation at a given
time point is not a smooth spectrum. Ideally, to obtain a smooth spectrum, many
different cases should be simulated with independently random initial phase angles
and the averaging of the wavenumber spectrum of all these different cases at any time
will produce a smooth spectrum. Obviously this will require a lot of computational
effort. Alternatively, the wavenumber spectrum from one simulation can be averaged
by dividing the whole wavenumber space into cells; each cell contains many wave
components. Then if we let the amplitude corresponding to each cell be some sort of
average of the amplitudes of all wave components in this cell, a smooth spectrum can
be obtained with a resolution of the size of the cell. In this case, to get a spectrum
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with good resolution, the Ak in the numerical simulation should be very small so that
the cell size can be small while in each cell there are still enough wave components
for averaging.
Of these two averaging methods, the latter has been broadly used in time series
analysis for its simplicity to implement with a window function and that in some
situations only a few samples of data are available. But the former method is more
straightforward in the sense of statistics and with the availability of parallel comput-
ing platforms, the wall-clock time needed for the computation can be significantly
decreased. In our research, we apply the former method to two-dimensional prob-
lems and relatively small-scale three-dimensional problems, and the latter method to
large-scale three-dimensional problems.
4.3.2 Wavenumber spectrum to frequency spectrum
For HOS simulation, the wave-field is described in space domain or wavenumber do-
main, as a function of time. Unfortunately, in most practical applications, only the
frequency spectrum is measured and for this reason, almost all existing research on
spectrum evolution used the frequency spectrum as the output form of the results.
Therefore, after we get the wavenumber spectrum, we need to convert it to the fre-
quency spectrum so that we can compare our work with others'.
A straightforward method is to use the linear dispersion relation again. For the
two-dimensional wave, we have from Equation (4.4)
2w~S(wj) = 2 S(ki). (4.16)
9
Note that with ki uniformly distributed in k-space, the corresponding wi is not uni-
formly distributed in w-space. This is not a problem for the two-dimensional wave,
but will cause extra effort for the three-dimensional wave.
For the three-dimensional wave, we have from Equation (4.9)
2w3
S(wij, O) = 2 S(kxi, ky3 ). (4.17)95
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Figure 4-2: Estimation of S(wm, 0,) from S(wij, i%).
Again with uniformly distributed kzi and kyj, the corresponding wij and 9ij are not
uniformly distributed in w -9 space. While the frequency spectrum is obtained by the
integration of S(w, 9) along 9 for given w, we cannot do that integration directly with
S(wij, 9ij). Instead, we have to estimate a uniformly discretized spectrum, S(Wm, 0n)
from S(wij, Ofi) first. This can be done using a weighted averaging method.
To estimate S(wm, 0,), which we denote as grid point (M, n) in Figure 4-2, we
consider a box centered at (, n) with a width of Aw and a height of AO. Here Aw
and AO are respectively the grid sizes in w direction and 9 direction. For all the points
of which we know S(wij, 9i,), and (wij I,2) are inside this box, we denote as pi, P2,
...... , PN for notation convenience. Here N is the total number of such points. Now
we define the distance from pi to (i, n) as
r (pj) = w(P) - Wm 2 +( pi) - 0o 2
156
i=1,......, N (4.18)
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Figure 4-3: Comparison of the frequency spectrum obtained from the uniformly dis-
cretized wavenumber spectrum with the original frequency spectrum. : original;
- - -: obtained from wavenumber spectrum.
Using the reciprocal of the distance as the weighting function, the value S(Wm, On)
can be estimated from those points within the box as
N N
S(Wm, On) S(p)/ 1 (4.19)
r(pi) __ r(pi)
Then the frequency spectrum can be obtained as
No
S(Wm) = ZS(Wm, On). (4.20)
n=1
Figure 4-3 shows the comparison between the frequency spectrum obtained using this
method with the original one. It can be seen that the two curves agree excellently.
This verifies the above method.
157
4.4 Wave breaking model
In general there are two kinds of wave breaking in the ocean. One is repeating wave
breaking due to the wave steepness of the wave-field being high; another is local wave
breaking due to many wave components being in phase at a certain position and
moment. Correspondingly, two kinds of wave smoothing techniques are used to take
into account the effect of wave breaking on the wave energy distribution in the spec-
trum. The first type of wave breaking only affects the high wavenumber components
in wavenumber space. Therefore, we apply a low-pass filter, which smoothly filters
out the energy of waves with short wavelength. The Hermitian polynomial in (5.36)
is used such that
(k)=- H ( k-kc +f(k)km-k, for kc <k km- (4.21)
1s(k) = H( k-k) *>(k)
Where kc is the cut-off wavenumber, km is the maximum wavenumber in simulation,
and i/(k) and q(k) are the complex amplitudes of the mode with wavenumber of k for
the elevation and the surface velocity potential. This filter can remove the spilling
breaker from the wave-field and most of the time it is enough for long-time simulation.
The second-type of wave breaking affects the whole wavenumber space and the
above filter cannot take it into account. Therefore, we introduce another filter, which
uses a five-points smoothing to smooth the wave in the physical space where the local
wave steepness is higher than a critical value. For the two-dimensional wave,
r (Xj ) = [-r(xi- 2 + 4rj(x_ 1 ) + 1OT(xj) + 47(xj+1 ) - TI(Xj+ 2 )] (4.22)16
D S (x ) 1 -[-'(SX2 + 4Ds(x) + 1o4)s(xj) + 4(JDs(x+) - 4S(Xj)]16
The smoothing procedure searches the water surface, applying the above smoothing
to the region where the local wave steepness is higher than a given number (e.g., 0.4),
until nowhere in the surface is the wave steepness higher than this value. Then the
simulation goes to the next time step. For the three-dimensional wave-field, we apply
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Figure 4-4: Comparison of numerical simulation of wave breaking due to side-
band instability with experiment. A/A: amplitude of master mode in experi-
ment/simulation; o/.: amplitude of lower sideband mode in experiment/simulation;
LI/U: amplitude of higher sideband mode in experiment/simulation.
this smoothing in both x and y directions.
The validity of the smoothing techniques are shown by simulating a two-dimensional
breaking wave and comparing with experiments. Figure 4-4 shows the comparison
of HOS simulation with an experiment done by Tulin and Waseda (1999) for a wave
breaking due to sideband instability. It shows that the numerical simulation agrees
very well with the experiment in capturing the energy change in the wave-breaking
procedure.
4.5 Two-dimensional spectrum evolution
For a two-dimensional spectrum evolution study, we choose the JONSWAP spectrum
with the parameters ar 0.01, 'y =0.3 and w0 = 0.6wr. The effective wave steepness
is (ka)e ~ 0.11. 500 samples are simulated for a Monte-Carlo simulation of the
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evolution of the wave spectrum. In each simulation, 4096 wave modes are used and
the nonlinear order is 3.
Figure 4-5 shows the wavenumber spectrum and corresponding frequency spec-
trum at three time points. It can be seen that from t = 0 to t = 50Tp, the energy
drops fast for both long and short waves; from t = 50Tp to t = 500Tp, the energy
dropping speed is much slower and the total energy loss is less than that in the first
50 periods. Figure 4-6 shows the total energy and significant wave height change with
the evolution time.
Since there is no resonance interaction in the two-dimensional wave, Hasselmann's
equation predicts the wave spectrum will not change. Obviously, it is not the case
here. Firstly, from Figure 4-6 we can see the energy will drop down very quickly at
the beginning. This is probably because the initial condition is generated from the
linear spectrum with random phases. When simulated in a nonlinear wave model,
locked waves generated by nonresonant interaction, and wave energy transferred due
to Benjamin-Feir instability, can cause a lot of wave breaking although the effective
wave steepness is not very high. After this fast-dropping session, we can see that
the energy decreases almost linearly with time with a small slope and the wave spec-
trum reaches a quasi-equilibrium state. The energy loss in this stage is because that
the nonresonant interaction causes the energy cascading to high-wavenumber com-
ponents. and in our simulation the number of wave modes is limited. When the
energy reaches the highest wavenumber, it will be filtered out by the smoothing pro-
cedure. Physically, this corresponds to the energy transferred to waves with higher
wavenumber and dissipated eventually.
To study the energy change separately for free waves and locked waves, we plot
in Figure 4-7 the wave spectrum in both wavenumber and frequency spaces for two
time moments: t = 0 and t = 50O0T minutes. In this figure, the lowest dashed curve
corresponds to the linear dispersion relation and therefore all then energy sitting on
this curve corresponding to the energy of free waves. All other energy is locked wave
energy. In particular, two curves are plotted for second-harmonic and third-harmonic
locked waves. The energy not on these curves is due to locked waves generated by
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Figure 4-5: Energy spectrum evolution for a two-dimensional wave-field generated
from JONSWAP spectrum with y = 3.3, a = 0.01 and wo = 1.885. (a) Wavenumber
spectrum; (b) frequency spectrum.
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interactions between free wave components. From the figure we can see that for both
free waves and locked waves, the energy is lost for high-frequency/wavenumber com-
ponents, while it does not change much for low-frequency/wavenumber components.
4.6 Three-dimensional spectrum evolution
For a three-dimensional spectrum evolution study, we choose a Bretchneider spectrum
with significant wave height of 15 meters and peak wave period of 12 seconds. The
effective wave steepness is (ka)e ~ 0.14. 50 samples are simulated for a Monte-Carlo
simulation of the evolution of the wave spectrum. In each simulation, 256 x 256 wave
modes are used and the nonlinear order is 3.
Figure 4-8 shows the wavenumber spectrum changes after 250 periods of evolu-
tion. Plotted is the contour of the spectrum normalized by the peak value of that
at t = 0. Similarly to the two-dimensional case, the energy density decreases for all
wave components. But here the changes of energy are dependent on the propagating
directions. For waves with moving directions between [-7r/4, 7/4], the energy loss
is significant, while for waves with moving directions outside this region, the energy
change is small. Figure 4-9 shows the total energy change with evolution time. The
significant wave height change is also plotted as a reference.
In the three-dimensional wave-field, both nonresonant and resonant wave-wave in-
teractions exist. The major effect of nonresonant interactions causes the wave energy
to be transferred from low wavenumbers to high wavenumbers and lost eventually, as
we saw in the two-dimensional case. However, the resonant interactions will cause
the wave energy redistributed within the spectrum. The energy density of a wave
component is decided by the combined effects of these two. So, some wave compo-
nents that obtain wave energy from others in the process of resonant interactions
can keep their energy density level although they still lose energy in the process of
nonresonant interactions. Webb (1978) showed that nonlinear resonant interaction
can cause wave energy to be transferred to two regions in a direction approximately
450 to the downwind direction. This coincides with what we observed in our results.
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4.7 Reconstruction of two-dimensional nonlinear
wave spectrum
When we study the evolution of a given nonlinear wave spectrum in open sea, we
usually consider a wave-field having evolved long enough such that the Benjamin-Feir
instability will not change the wave spectrum significantly anymore. In this case,
the initial wave-field should match the given nonlinear wave spectrum and should
not change in a short time scale. From Figure 4-6 we can see that if we generate
the initial wave-field by considering the given spectrum as linear spectrum and using
random phases, the spectrum will change significantly in a short time scale and after
about t, = 10OTp the wave spectrum reaches a quasi-equilibrium state. Therefore, we
develop an iterative algorithm to obtain a given nonlinear wave spectrum at t, and
use the wave-field at t, as the initial condition for our further study. In each iteration,
Monte-Carlo simulations are applied to obtain the wave spectrum. The algorithm is
as follows,
(0): Set j=0;
(1): For given wave spectrum S(k), we first generate an initial wave-field using
Nw
= (x't = 0) EAP(t = 0)eiknx+on (t = 0) (4.23)
n=1
Here j indicates the iteration, i the simulation in Monte-Carlo simulations, n
the wave mode in HOS simulation. Nw is the total number of modes in HOS
simulation, A and a are the amplitude and the phase of a wave mode. AM is
obtained from the spectrum as
A = 2S(kn)dk, (4.24)
and aM is randomly chosen from a uniform distribution in [0, 27r];
(3): Plug qj (x, t = 0) into the HOS method and simulate until t = tc, to obtain
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the wave-field, rhf (x, t = ). We calculate the spectrum at this time moment
by averaging all the simulations:
Ns
SUi)(k,)= E2|A I /Ak. (4.25)
Here N, is the number of simulations.
Because of the nonlinear wave-wave interactions, especially the Benjamin-Feir
instability effect, the wave spectrum will change as shown in 4.5. Therefore,
the spectrum SO) will be different from S.
(4): Let AP' 1) (t = 0) = A) (t = 0) +0.53[ S(kn) - VSi)(ka)] /2Ak and a+1) =
a,. Here 3 is the relaxation factor.
(5): Let j = j + 1 and go to (3) until the error c=S - SO)| is small enough.
Figure 4-10 shows the spectra after the first iteration and the fifth iteration of
such algorithm, compared with the given wave spectrum. In this case the objective
spectrum is a JONSWAP spectrum with (ka), 0.11. N, = 4096 and N, = 200.
The plotted is the ensemble-averaged spectra with three-point smoothing. It can be
seen that the reconstructed wave spectrum agrees with the objective spectrum very
well.
With the quasi-equilibrium spectrum obtained above, the wave kinematics of given
wave spectrum can be studied. And the wave spectrum evolution purely due to
resonant nonlinear wave-wave interactions can be investigated.
To obtain a given nonlinear spectrum for three-dimensional spectrum, the same
algorithm can be applied except that three-dimensional cases require much more
computational effort. For this reason, three-dimensional cases are not included in
this thesis.
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Figure 4-10: Nonlinear wave spectrum reconstruction. Black line: objective spectrum;
green line: quasi-equilibrium spectrum using given spectrum as initial spectrum; red
line: Optimized quasi-equilibrium spectrum.
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4.8 Summary
In order to simulate wave spectrum evolution, we exploited the high-performance
computing platform available today and developed a parallelized HOS wave model,
which can simulate the evolution of a large-scale ocean wave-field and provide phase-
resolved information. Numerical issues are resolved to finish the conversion between
the statistic quantities and the deterministic quantities in the pre-processing and
post-processing. Smoothing techniques are applied to improve the robustness of the
nonlinear wave model. To demonstrate the capabilities of the parallelized HOS wave
model, both two- and three-dimensional wave-fields are simulated and the evolution of
the spectrum in both cases is studied. It is found that the wave spectrum changes sig-
nificantly at the beginning due to the nonlinear wave-wave interactions, especially the
Benjamin-Feir instability. After evolving for a time of O(G2 Tp), the wave spectrum
becomes equilibrium and does not change much.
To study the property of quasi-equilibrium nonlinear wave spectrum, an iteration
algorithm is developed to reconstruct a given wave spectrum using HOS and Monte-
Carlo simulations. It is shown that with proper initial conditions for HOS simulation,
the desired wave spectrum can be obtained at a later time when the spectrum becomes
quasi-equilibrium.
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Chapter 5
Ambient current effect on wave
characteristics
5.1 Background
It has been shown by satellite pictures that currents exist everywhere in the ocean
at all times. In many cases, wave-current interactions are not taken into account in
studies even if a current is present. However, as pointed out by Jonsson (1990), it is
very important to include the current effect in ocean engineering applications such as
estimating wave height from pressure, determining wave energy spectrum, calculating
the force on offshore structures, and so on. We have also shown in Chapter 3 that
ignoring current will cause wave reconstruction failure. All these require a complete
understanding of the mechanism of wave-current interactions.
In the ocean there are two kinds of currents: deep-sea current and coastal current.
Both of them can be three-dimensional, unsteady, and rotational. When both wave
and current exist, the characteristics of the wave-field are affected by the current,
while the current field is changed by the wave as well. Therefore, the wave-current
interaction problem is a complicated affair.
Because of its complexity, although wave-current interaction has been noticed for
centuries, it was not really understood until Longuet-Higgins and Stewart (1960, 1961)
introduced the concept of radiation stress and derived the correct energy equation.
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In these two pioneer articles, it was shown that for waves on steady nonuniform cur-
rents, the total wave energy is not generally conserved. A few years later, Bretherton
and Garrett (1969) introduced the concept of wave action and showed that instead
of total energy, the wave action is conserved between so-called rays for waves moving
on a slowly varying current. Ever since then, much research has been done in this
field and plenty of literature is now readily available. There are two very good re-
views, one written by Peregrine (1976) and the other by Jonsson (1990). Both give a
comprehensive summary on the existing knowledge about wave-current interactions.
In addition, both provide detailed references and constructive suggestions for future
research.
In our study, we mainly consider two kinds of variable currents: (i) collinear
current: current speed varying along its moving direction - U(x); (ii) horizontal
shearing current: current speed varying across its moving direction - U(y). To
simplify the problem, in our study the current field is assumed prescribed and the
feedback effect of waves on current is ignored. We also assume that the spatial scale of
the current is very large when compared with that of the waves, such that a variable
current can be treated as constant locally. For most of the strong currents in the deep
sea, these assumptions are reasonable approximations.
Among all wave-current interactions, we are especially interested in two of the
most interesting phenomena: wave stopping and wave focusing. In the former, when
a propagating wave encounters an opposing current, if the speed of the current is large
enough, the wave will stop at a position and cannot propagate across this point. Jons-
son and Arneborg (1995) showed a picture of this phenomenon. In the wave-focusing
phenomenon, extreme waves are generated when moderate waves are refracted by
curved shearing current. Many researchers and scientists discussed that it is very
likely that the giant waves in Agulhas Currents are caused by this phenomenon (Ger-
ber 1993). Near the stopping or focusing point, since the wave energy is accumulated
and the wave becomes very steep, nonlinearity plays an important role and must be
taken into account.
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5.1.1 Collinear current
As for the two kinds of currents we are considering here, the earliest results were
obtained by Longuet-Higgins and Stewart (1961) for linear waves. In their article,
it was shown that for waves moving in x-direction with a varying current U(x), the
phase speed, wavenumber, and wave amplitude change as follows
c I U
-= - 1 i 1+4) (5.1)
co 2 co
k C ) 2 (5.2)
ko co
a c c + U)- -1/2(53
ao CO co co.
ka C -2 c c-1u/2
= - - - + 2 - . (5.4)(ka)o co co co co
Here c is the phase speed of wave, U the current speed, k the wavenumber, and a
the wave amplitude. All variables with subscription 0 represent the corresponding
values in still water. Figure 5-1 shows the plots of these formulas. It is evident
that as U goes to -co/4 or -c/2, the solutions for k/ko, a/ao, and ka/(ka)o become
singular and inapplicable. This condition corresponds to the wave-stopping condition.
This current velocity is usually called "stopping velocity". Since the wave steepness
amplification is infinity at this point, it seems all waves will break before reaching this
point. However, it was later shown by Smith (1975) that the wave can be reflected
at this point and will not necessarily break before reaching it. The above relations
still hold for the reflected wave under linear assumption. The key point is that in
(5.1) the + sign is used for the incident wave and the - sign is used for the reflected
wave. Figure 5-2 shows the change of amplitude, steepness, and wavenumber of both
incident and reflected waves with the current.
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Figure 5-1: The linear theory of current effect on wave characteristics. (a) Change
of phase speed with collinear current; (b) change of wave number, amplitude, and
steepness with collinear wave.
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Figure 5-2: The linear theory of wave reflection in opposing current. Change of
wavenumber, amplitude, and steepness before and after reflection.
5.1.2 Shearing current
Longuet-Higgins and Stewart (1961) also showed the following results for waves en-
countering a horizontal-shearing current, U(y), at an oblique angle:
cos 6
cos00
U Cos 00 )2
= 1 - (5.5)
k = cos0 (5.6)
ko  (cos00)
a (sin 20 ~-2
ao - sin 200(57
Here 0 is the angle between the wave direction and the positive x-direction; 60 is
the incident wave angle where the current velocity equals zero. Figure 5-3 shows the
plots of these formulas. Similarly, as 6 goes to zero, this solution becomes singular
and inapplicable. This position corresponds to the caustics, where the wave will be
reflected.
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To solve this singularity problem, Smith (1975) obtained a uniform asymptotic so-
lution for waves near the singular points, showed regular results and wave reflection
at these point, and calculated the maximum amplification factor for wave height.
Following the treatment by Smith (1975), Shyu and Phillips (1990) derived a uni-
formly valid second-order ordinary differential equation for surface displacement and
presented a systematic method to investigate the wave blockage phenomenon. Shyu
and Tung (1999) extended this method to reflection of oblique waves. All of these
works are based on linear wave theory. Gerber (1993) studied the wave focusing phe-
nomenon using linear theory as well as considering waves propagating into an annular
current.
5.1.3 Other existing studies on wave-current interaction
In 1978, Peregrine and Thomas studied the finite-amplitude deep-water wave on cur-
rents with slowly varying theory. They showed that the change of wave characteristics
with currents for finite-amplitude wave was much smaller than that predicted by lin-
ear theory for infinitesimal waves. But their single wave-train solutions did not accept
reflection and were not applicable to regions near the singular points.
Huang et al. (1972) first generalized the linear theory on interaction between
nonuniform currents and collinear gravity waves to random wave-fields and stud-
ied the change of energy frequency spectrum. Tayfun et al. (1976) studied the change
of directional spectrum of a two-dimensional random wave-field due to refraction by a
horizontal shearing current using linear theory. Tung (1992) took into account wave
reflection when studying the wave spectrum change due to adverse current by using
the results of Shyu and Phillips (1990).
For experimental study, Thomas (1981, 1990) performed experiments for both
linear and nonlinear waves with collinear currents to verify the analytical predictions
on the change of wave amplitude and wave length. His experiments showed that
if the current is essentially irrotational with vorticity restricted to thin layers, then
the irrotational theory will provide a reasonable approximation. Hedges et al. (1985)
performed experiments to study the effect of an opposing uniform current on the spec-
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trum of random waves and compared with theoretical predictions. Lai et al. (1989)
performed experiments for waves in varying strong current and compared measure-
ments with linear theory. With breaking waves, they confirmed the blockage of the
waves by adverse currents.
For numerical study, although in recent years many significant advances have been
made in wave modeling, which enable us to simulate strongly nonlinear wave-fields,
we have not yet seen any time-domain simulation of nonlinear wave interaction with
variable currents. Even the well-known wave model SWAN (Ris, 1997) included only
linear theory.
5.1.4 Present study
From above we can see that although many people have studied the problem of wave
interaction with currents, as for the problems we are considering here, wave stopping
and wave focusing, most available theoretical work is based only on linear theory. No
uniform solution is available for nonlinear wave behavior around stopping points or
caustics; experimental and numerical study is even rarer.
Since these nonlinear problems are too difficult to solve analytically even though
the current is simplified by the above assumptions, we develop an efficient numerical
tool to study these nonlinear interactions of waves with currents.
To understand the mechanisms in wave-current interactions, first we study the
change of wave characteristics when a regular nonlinear wave moves from still water
into a varying current and propagates on it. Based on these characteristics, we identify
the condition and position for wave stopping and wave focusing, and investigate the
characteristics of wave-fields near the stopping and focusing points.
Then we extend our study to irregular waves and investigate the change of energy
frequency spectrum and energy angular spreading of ocean waves when they encounter
these two kinds of currents.
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5.2 Governing equations
We consider ocean waves riding on a time-independent weakly irrotational current
Ut =0, v x U O(wM). (5.8)
Here U = (U, W) is the current velocity, w the typical wave frequency, C the wave
steepness, and M the order of nonlinearity in which we are interested. So the vorticity
of the current is negligible. Under this condition, the flow field including both wave
and current can be treated as a potential flow. After introducing the surface velocity
potential DS, the governing equation and boundary conditions can be written as
U = 0, for z < q(x, t)
on z = r(x, t)
I D1
2x x 2 z
U + W 2) = -Pair, on z = n(x, t).
(5.9)
(5.10)
(5.11)
Here 17 = i+r', i(x) is the time-independent free-surface elevation due to the current
and Tl'(x, t) the elevation due to the wave. For a field with current only, we have
on z = TI
1
gi + -(U. U + W 2 ) = -Pair,2
(5.12)
on z = i. (5.13)
We assume the horizontal velocities of current do not vary much in vertical direc-
tion
(5.14)
This is consistent with the assumption we made in (5.8). Making use of the
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V 2<j)= 0 ,
Tit + X - (I - (1 + 17x - 1/)4z + U - 7x - W = 0 ,
1
+g + -(U -22
U. - x = W,
U2 ~ O(WE M) .
continuity equation in equation (5.9), from equation (5.12), we have
(U -- | = 'U + '(U - Wz||z _l + H.O.T
7' UIZ=q - n'WZ|Z=Z
= 'UIZ= + 7'(VX - U)=q . (5.15)
Similarly, assuming the air pressure does not change in vertical direction, from
equation (5.13), we have
1/
gr + [-(U. U + W2 ) + Pair ] Iz=+g = ' - T'(Ox - UI Z=)(VX - U)2= . (5.16)2
The two boundary conditions become:
77' + I' - <I - (1 + 7' - ) + ' Un + n'(VX - U)IZ=)
+ x - <DS - (2ix - ' + ix -x)<bzIz=Og = 0 (5.17)
1 1
<bn + + 41bs - Ulz=q + -<b - <b (+'- )<Izc+n
x 2 2 71
1
S -( ' + x) -Iz'(ix - UIeI)(vx - U)Z=j)= 0. (5.18)
From this point, two different simplifications can be obtained depending on the
solution of the current-only field. One is that the air pressure will vary to match
the variation of the current and leave the free-surface unchanged. The other is that
the air pressure remains zero everywhere and the free-surface will vary to match the
variation of the current.
(i) Nx = 0
For this case, without losing generality, we let i = 0. Then the above boundary
conditions can be simplified as:
T;' + 7 1' - ( ++S -(1 U Z=) + 71'(Vx -U) Iz0 = 0 (5.19)
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+ gr' + -4D .D - 2(1 + ' + 4 -UIz=o = 0
(ii) Pair = 0
From equations (5.12) and (5.13), we have
+U -vU+WWX = 0 , on z =
- x + U - U + (U -fX)Wx = 0 , on z=i.
From the assumptions of (5.8) and (5.14), we have
WX ~ O(wEK)
and the term with Wx can be ignored. Therefore, we have
N ~ -(U -VU)|IZ= .
Substituting this into equations (5.17) and (5.18), we have
Ti' + r7' - GI - (1 + i' - rI zI-=+77' + r/' - UIZ= + I'(X - U) I Z=(
-(U -VU)IZ=q . - [-2(U - VU)jz= -11
+(U - VU)K2=q * (U - U)IZ=4#2|=n+7
+ gr' + (DS- Ujz= + LIs - 2(1 + /) zt + TI x2 x X 2 Z
1
-[-(U -VU)KZ=) - 1j + -(U - VU)KZ=q - (U -VU)x2
(5.22)
(5.23)
- 0 (5.24)
-r/'[-(U - vU) 2= -Ulz= ](Vx -U)2= = 0. (5.25)
The above equations can be solved using i/(x) as the reference horizontal surface
and assuming it to be zero. After we obtain r', the real free-surface elevation is
I(x,t) = i (x) + rI'(x, t) (5.26)
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(5.20)
(5.21)
412=@l~
Here i can be obtained from the prescribed current field in advance. Equations (5.12)
and (5.13) give
1
+ _[U.- U + (U. -)2] = 0 . (5.27)2
With proper boundary condition at x = 0 for i, this can be solved.
Note that, if Ux is small enough that all terms with Ux can be ignored, then the
boundary conditions of these two cases become the same. And they are the boundary
conditions for a uniform current.
In our study, we focus on case (i). Comparing (5.19) and (5.20) with the boundary
conditions for the wave without current, we can see that the first condition has two
more terms and the second condition has one more term. In these terms, 1' - U and
<D' - U represent the effect due to a uniform current and 7'(Vx - U) represents the
effect due to the variation of current.
We solve this wave-current interaction problem using numerical simulation. In
order to include a slowly varying current into the nonlinear wave-field simulation, a
very large computational domain, 0(100) wavelength, is required. Therefore, a highly
efficient numerical method must be developed first. The high-order spectral method
(HOS) is a very powerful numerical model for nonlinear gravity waves. Its high ef-
ficiency and accuracy in studying nonlinear regular waves with uniform current has
been demonstrated (Dommermuth and Yue, 1988). It can involve up to O(104) and
0(106) de-aliased free-wave modes for two- and three-dimensional wave-field simu-
lation. This enables us to compute a realistically large domain. For our study, we
extend and improve this method to include slowly varying current effect.
5.3 First-order asymptotic solution for collinear
current case
Before we use numerical simulation to solve the nonlinear wave-current interaction
problem, an asymptotic solution can be obtained if we only take into account the
first-order effect of waves, i.e., the equations (5.17) and (5.18) become
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n' - 4zlz=o + n' * UlZ=O + 7(vx -U) =0(.0
+ gr' + 4) -Ulz=o = 0. (5.29)
We consider a two-dimensional problem with U = 0 at x = 0 and assume U(x) is
slowly variable near x = 0 such that U(x) can be approximated by a linear function
near x = 0
U(x) = yx . (5.30)
Following a similar procedure to Longuet-Higgins (1961), we write the solution of the
above equations with a form
77' = To + ec1I71 + HOT, (D = elo + EE14 1 + HOT . (5.31)
Here E is the order of the wave amplitude, 4E the order of the current. Noting that for
the first order of wave we have Vs - <bz=0, the asymptotic problem can be written
for the first order of wave and the first order of wave-current interaction as
O (C) ot - 4Oz Iz~O = 0 (5.32)
4ot z=0 + go = 0
and
O(CEe) t- 'Izz=O = (g7oXU + ?)oUX) (5.33)
'1tIz=0 + 9771 =-U4oX z=0
The solution to the above equations are
kx-y k2x 2'y
7 (x,t) = a(1-2 - )
U U ik-ta
= a(1 - 2-- ikx )ei(kx-to)
c c
~ a(1 - 2  )e[k(1-) -tCa] (5.34)
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(5.28)
<b(X, z, t) = -i-a{1 - [(x - iz) + ik(x - iz)2 lYe(kx-et+a)ekz
W g
g (kx - ikz) + i(kx - ikz)2 U
-i-a{1 k }c(kx-t+a)ckz . (5.35)Wkx C
It can also be seen from equation (5.34) that as U increases, both the amplitude
and wavenumber will decrease; as U decreases or IUI increases as an opposing current,
both the amplitude and wavenumber increase.
This asymptotic solution is only valid when the wave steepness is small and the
current speed is small compared to the phase speed. For high-order nonlinear solu-
tions, we use numerical simulations.
5.4 Change of wave characteristics with collinear
current
In this section, we consider a two-dimensional wave-field with a current moving in
same direction or opposite direction. The setup of the computational domain is shown
in Figure 5-4. The wave propagates from left to right with an incident wavelength of
A0 . We are mainly interested in the wave evolution in the left half of the domain and
the right half is used to damp the wave out and satisfy the periodic condition for the
HOS method. In the middle of the domain, the current reaches its maximum speed
Urn, following or opposing the wave. Then for different values of Urn, we can study
how the wave characteristics will change with current strength.
For numerical simulation, the initial condition is set as a superposition of a nonlin-
ear wave-field and a variable current field. The initial free-surface profile and surface
velocity potential for the wave-field are given by a fully nonlinear Stokes wave solu-
tion (Schwartz, 1974). As the wave-field evolves, the wave-current interaction will
take effect. As the wave-field reaches a steady state, we can obtain how the wave
characteristics change from the initial condition due to the effect of current.
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Figure 5-4: Computational domain setup for wave-current interaction.
5.4.1 Current profile
To generate a smooth slowly varying current profile along the computational domain,
following the idea of Dommermuth and Yue (1988), we introduce the Hermitian poly-
nomial:
H(s) = 1 - 46286 + 1980s7 - 346588 + 308Os9 - 1386s 0 + 252s", (5.36)
which is a monotonously increasing function with s C [0, 1]. It has the properties of
H(0)=1, H(1)=0, and (d'/ds")H(0) = (d"/ds')H(1) = 0 for n=1,2,3,4,5.
For a computational domain with a length of 256AO, as shown in Figure 5-4, the
current profile is set up as follows:
0,
UmH( 96A2-x),
UmH(x-60)AO,
0,
for
for
for
for
for
0 < x < 24AO
24Ao < x < 96Ao
96Ao < x < 160Ao
160Ao < x < 232Ao
232Ao < x < 256Ao
5.4.2 Numerical wave damping
In the numerical simulation, the disturbance of the current can reach the boundary
of the computational domain and be reflected. This numerical reflection will contam-
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U=o
0
U(x) = (5.37)
T
........ ... ...... ....... ...
inate the long-time simulation. To overcome this problem, we run two simulations at
the same time: one with current, the other without. Damping zones with a length
of 24AO are set up at both ends of the computational domain for the simulation with
current. At each time step, we filter out the disturbance due to the current at both
ends by comparing with the wave-field in the simulation without current. For this
purpose, we apply the Hermitian polynomial in (5.36) again and filtering is carried
out as
77(x) =_ T(x) + H(2-x )[ (x) - rl(x)]24( (for 0 < x < 24Ao. (5.38)
4S(x) = 41(x) + H( x)[I(x) - J (x)]
n~x) = (x) + H24A W)[ix 
-7(for 232Ao<x<256Ao.
4s(x) = _s(x) + H(25  -)[I$S(,) _ (S(X)]
(5.39)
Here i and Js are the elevation and surface velocity potential calculated from the
simulation without current. n and J S are those from the simulation with current.
5.4.3 Following current
First we study the case when the current moves in the same direction as a nonlinear
regular wave. To verify our numerical tool, first we study a case with the wave steep-
ness (ka)o=0.001 and compare the wave characteristics change for different values of
Un to that predicted by linear theory in Figure 5-1. Then we study the effect of
current on nonlinear waves by increasing the wave steepness.
(i) (ka)o=0.001
Figure 5-20 shows the free-surface profile after the computational domain reaches
steady state. In this case, Un = 0.5co and it takes about 256TO (To is the period of
the incident wave) for the domain to reach steady state.
To see more details, we plot in Figure 5-6 for x/Ao = 32 to 96. It can be seen that
as the current increases in space, the wave amplitude decreases and the wave length
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Figure 5-5: Free-surface profile after the wave-current interaction reaches steady state.
The current profile is also shown as a reference.
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Figure 5-6: Detailed free-surface profile after the wave-current interaction reaches
steady state. The current profile is also shown as a reference.
increases (or the wavenumber decreases) in space.
To compare with the linear theory quantitatively, we plot the amplitude, wavenum-
ber and wave steepness as a function of U/co in Figure 5-7. It can be seen that the
numerical simulation results agree with the linear theory exactly when the wave steep-
ness is small.
(ii) (ka)o=0.2
For (ka)o=0.2, due to the effect of sideband instability, the numerical noise will mess
up the whole domain after a long-time simulation and we cannot reach the state in
which the whole domain is steady. But the wave properties at the left half of the
computational domain do reach steady states at about 160TO, which is before the
instability messes up the domain. So we can still plot the amplitude, wavenumber,
and steepness as a function of U/co in Figure 5-8. It can be seen that for nonlinear
waves, the change of wave properties is smaller than that of linear waves. Although
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Figure 5-7: The change of wave amplitude, wavenumber, and steepness with current
speed. The incident wave steepness is 0.001. linear theory; o: numerical
simulation.
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Figure 5-8: The change of wave amplitude, wavenumber and steepness with current
speed. The incident wave steepness is 0.2. : linear theory; ., 0, A: amplitude,
wavenumber and steepness from numerical simulation.
it seems here that the difference between linear and nonlinear solutions is small, the
nonlinearity is still very important because even a little difference in phase can cause
a very large error when applied in nonlinear ocean wave reconstruction.
5.4.4 Opposing current
In this section, we study the case in which the current moves against the waves,
but the current is not strong enough to cause a stopping/reflection. From the linear
theory shown in Figure 5-1, we know that the critical current speed is U = -0.25co.
Therefore, in this section we only study the cases with Urn = -0.2co.
Similar to the case of following current, we start with a small incident wave steep-
ness to compare with the linear theory. Then we increase the wave steepness to study
the effect of current on nonlinear waves.
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Figure 5-9: Detailed free-surface profile in an opposing current after the wave-current
interaction reaches steady state. The current profile is also shown as a reference.
(i) (ka)o=0.001
It takes about 256TO for only half of the domain to reach steady state in this case.
Because the current moves against the disturbance propagation, the time to reach
steady state in opposing current is much longer than that in following current. But
since we only care about the left half of the computational domain, we stop the
simulation after 256TO.
To see the free-surface profile after it reaches steady state, we plot in Figure 5-9
for x/Ao = 32 to 96. It can be seen that as the current increases in space, the wave
amplitude increases and the wave length decreases (or the wavenumber increases).
To compare with the linear theory quantitatively, we plot the amplitude, wavenum-
ber, and wave steepness as a function of U/co in Figure 5-10. It can be seen that
the numerical simulation results agree with the linear theory exactly when the wave
steepness is small.
191
a/a0 , k/kO, (ka)/(ka)0
-4
3
(ka)/(ka)o
/ a 0 2
o-0.2 -0.15 -0.1 -0.05 1
Figure 5-10: The change of wave amplitude, wavenumber, and steepness with current
speed in an opposing current. The incident wave steepness is 0.001. -: linear
theory; 9: numerical simulation.
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(ii) (ka)o=0.05
From the linear theory results in Figure 5-1, we also know that the wave steepness at
U = -0.2co will be about 4 times the incident wave steepness at U = 0. To prevent
the wave from breaking in simulation, we let the incident wave steepness be 0.05 so
that the maximum wave steepness will be about 0.2.
Similar to the case of following current, due to the effect of sideband instability,
the computational domain cannot reach the state in which the whole domain is steady.
But the wave properties at the left half of the computational domain do reach steady
states at about 250TO, which is before the instability messes up the domain. So we can
still plot the amplitude, wavenumber, and steepness as a function of U/co in Figure 5-
11. It can be seen that for nonlinear waves, the change of the wave properties is smaller
than that in linear waves. And because the wave steepness increases with the current
speed, for stronger opposing current, the nonlinearity becomes more important and
the results deviate more from linear theory.
5.4.5 Wave reflection/blocking in opposing current
Now we consider the case in which the wave propagates against a very strong current
such that at certain points the wave will be stopped/reflected. Smith (1975) showed,
using a local solution near the stopping velocity, that reflection can occur and the
local maximum amplification of the wave steepness at the stopping velocity is
A = 17.1(w/ )1/ 6  (5.40)
He also showed that the reflected wave will continually increase in steepness as it is
swept to downstream of the current. If the wavenumber increases fast enough such
that the wave becomes a capillary wave before it breaks, then a double reflection can
happen. This phenomenon has been studied by Trulsen (1995). In our study, we
focus only on gravity waves in which the reflected wave will break before it becomes
a capillary wave.
In the previous section, we showed the current effect on the waves when the waves
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Figure 5-11: The change of wave amplitude, wavenumber, and steepness with current
speed in an opposing current. The incident wave steepness is 0.05. -: linear
theory; e, M, A: amplitude, wavenumber, and steepness from numerical simulation.
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are far from the stopping point, i.e., the current is not strong enough to block the
wave. In this section, we focus on the the wave-field near the stopping point. For this
purpose, we study cases with an incident current of Uo = -0.2co instead of Uo = 0.
We denote the incident wave steepness as (ka)' to distinguish it from (ka)o, which
is the wave steepness when U = 0. For given Uo/co and k', based on linear theory,
we can calculate the wave characteristics corresponding to U = 0 using
1 U0ko k' -j1+ 1+ 4 (5.41)
wo =fg ko= k 1+ + 4 (5.42)
g 2
CO , . (5.43)
k9-0 I+ /Ii+ 4% kUOCO
Computation of transmitted and reflected waves
To compare with the linear theory about the wave reflection, we follow the approach
of Liu and Yue (1998) to decompose the wave-field into transmitted wave and reflected
wave.
For two close points in space x and x + Ax(Ax < 1), neglecting the higher
harmonic terms, the elevation of a wave-field with wave reflection can be written as
q(x,t) = ar(x)cos(-krx -wt + ar)+ at(x) cos(ktx -wt + at)
7(x + Ax) = a,(x) cos(-kr(x + Ax) - wt + ar)
+at(x) cos(kt(x + Ax) - wt + at) . (5.44)
Here ar and ar are the amplitude and the phase of the reflection wave, at and at the
amplitude and the phase of the transmission wave, and kr and kt the wavenumber of
the reflection and transmission wave.
From the numerical simulation, we can obtain q(x, t) and q(x+Ax, t) as a function
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of time:
?](x,t) bi(x)cos(wt+ 1 )
TI(x + Ax, t) b2 (x) cos(Wt + 2) .
To match the coefficients of cos wt and sin wt, we have
ar(x) cos(-krx + ar) + at(x) cos(ktx + at)
ar(x) sin(-kx + ar) + at(x) sin(ktx + at)
ar(x) cos(-krx + a. - krAx) + at(x) cos(ktx + at + ktAx)
ar(x) sin(-krx + ar - kr Ax) + at(x) sin(ktx + at + kt Ax)
(5.45)
- b1(x)cos 1
- -b1(x) sin #1
- b2 (x) cos # 2
- -b2(x) sin 02
(5.46)
Then we can solve for a, and at as
ar (x)
at (x)
= {2 - 2 cos[(kt + kr)AX]}-1/ 2{[b, sin(ktAx - #1) + b2 sin /2]2
+[b, cos(ktAx - 01) - b2 cos 02]2}1/2
={2 - 2cos[(kt + kr)Ax]}-11 2{[bi sin(-kAx - #1) + b2 sin #2]2
+[b, cos(krAx + 01) - b2 cos 02]211/2
(5.47)
Numerical simulations
Considering that the reflected wave will have a much shorter wave length than the
incident wave, we put more modes into each incident wave length. The new setup of
the computational domain is shown in Figure 5-12. The linear theory shows that the
ratio between the reflected wavenumber and the incident wavenumber at U = -0.2co
is about 6.5. In this setup, each incident wave length has 128 modes so that the
number of wave modes in each reflected wave length is about 20, enough for capturing
wave characteristics.
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Figure 5-12: Current profile setup for wave-blocking study. Wave propagates from
left to right and current moves from right to left. x = 0 is the stopping point.
Numerical damping and smoothing techniques are applied similarly to previous
sections. To prevent the reflected wave from breaking, the local smoothing technique
is applied whenever the local wave steepness is bigger than 0.4.
(i) (ka)' =0.001
As always, we start with a case with small incident wave steepness. Figure 5-13 shows
the free-surface profile near the linear stopping point: x = 0. It can be seen that the
wave elevation is almost zero for x > 0, which means that the wave is completely
reflected. The wave-field for x < 0 is the combination of the incident wave and the
reflected wave. As the reflected wave propagates into current with slower speed, the
wave length becomes shorter and the wave steepness becomes larger. The reflected
wave amplitude does not change very much with space/current in this region, but it
is much larger than the incident wave amplitude. All these agree qualitatively with
the linear theory in Figure 5-2.
To compare with the linear theory quantitatively, Figure 5-14 shows the change
of the incident wave and the reflected wave with the current speed. The numerical
results agree with the linear theory very well.
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Figure 5-13: Detailed free-surface profile when the wave is reflected by strong opposing
current. (ka)'=0.001. : free surface elevation; - - -: current profile. x = 0
corresponds to the stopping point from the linear theory.
(ii) (ka)' =0.015
Figure 5-15 shows the free-surface profile near the linear stopping point when the
incident wave steepness is 0.015. Compared with the small steepness case in Figure
5-13, it can be seen that the stopping point in this case has larger opposing current
velocity, at about x = 0.1. So one effect of the nonlinearity is to postpone the wave
reflection. Another thing we notice is that the simulation shows that the local wave
steepness at x = 0 is about 0.2 in this case, while it is about 0.008 in the previous case.
We showed before that the increasing of the dominant wave component in nonlinear
waves is slower than the linear theory, but if we look at the wave steepness, we can
see that the actual wave steepness amplification is much larger in nonlinear cases
than in linear cases due to the existence of higher harmonic components generated
by nonlinear interactions. This is why the incident wave steepness in this case is only
15 times the previous one, but the wave steepness at x = 0 in this case is about 25
times the previous case. Therefore, in cases such as this, linear theory will not be
able to predict the wave-field correctly near the reflection point and nonlinearity has
to be taken into account.
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Figure 5-14: Characteristics of incident wave and reflected wave as a function of
current velocity. (ka)'=0.001. : linear theory; 0, A, *: numerical results of
amplitude, wavenumber, and wave steepness.
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Figure 5-15: Detailed free-surface profile when the wave is reflected by strong opposing
current. (ka)'=0.015. : free surface elevation; - - -: current profile. x = 0
corresponds to the stopping point from linear theory.
In our simulations, we found that in this case, the wave breaks at a downstream
point just after the reflection. For incident waves with higher wave steepness, the
wave will break at or before reaching the reflection point. For those cases, the main
phenomenon is the wave breaking and out of the scope of this thesis.
(iii) Nonlinear effect
Due to the wave reflection, the steepness of the wave keeps increasing as it moves away
from the stopping point to the downstream and the whole wave-field becomes highly
nonlinear. So at each point, there are not only the incident wave and the reflected
wave, but also those waves generated by nonlinear interactions. In this case, the wave
could break at a certain point and be smoothed out in the numerical simulation.
Therefore, the transmission-reflection decomposition analysis as we performed in the
small wave steepness case can not be carried out for the nonlinear case.
To show the nonlinear effect more clearly, we plot the frequency spectrum at x = 0
for different incident wave steepnesses in Figure 5-16. It can be seen that although
the amplitude ratio of the basic frequency component does not change much with
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the wave steepness, the normalized amplitude of the higher harmonic components
increases almost 100 times from the case with (ka)' = 0.001 to the case with (ka)' =
0.015. In particular, the second harmonic component becomes non-negligible to the
basic component. Because the higher harmonic components correspond to higher
wavenumbers, the contribution of these higher harmonic components to the wave
steepness becomes very significant. That's why the wave steepness amplification is
much larger in the case with (ka)' = 0.015 than in the case with (ka)' = 0.001.
5.5 Ocean wave evolution in variable current
In this section, we study the effect of variable ambient current on ocean waves. From
above we know that the effect of variable current on the wave depends on the wave
frequency. For an ocean wave that contains wave components with all kinds of fre-
quency, the variable ambient current will change some wave components more signif-
icantly than others and therefore significantly change the characteristics of the ocean
wave-field.
5.5.1 Ocean waves moving on collinear variable current
First we study a case where an ocean wave moves on a collinear variable current. As
shown in Figure 5-17(a), the wave moves from a region where the current speed is
U = 0 to a region where U keeps increasing until reaching a maximum value Umax.
When U is positive, it is a following current; when U is negative, it is an opposing
current.
Figure 5-17(b), (c), and (d) shows the surface elevation profiles for no current,
following current, and opposing current cases. In a following current, the significant
wave height decreases with the current strength while the dominant wave length
increases with the current strength. In an opposing current, it is the opposite: the
significant wave height increases with the current strength while the dominant wave
length decreases with the current strength.
Figure 5-18 shows the frequency spectra for these three cases in the region where
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Figure 5-16: Amplitude spectrum at x = 0 as a function of frequency for different
incident wave steepnesses. Both the amplitude and the frequency are normalized by
parameters of the incident wave. From top to bottom: the incident wave steepnesses
are: 0.001, 0.005, 0.01, 0.015; the local wave steepnesses at x = 0 are: 0.008, 0.04,
0.1, 0.2.
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U = Umax. It can be seen that for the following current case, the wave energy
decreases for all frequencies and the peak shifts to the right when compared to the case
when there is no current. For the opposing current case, the high-frequency energy
decreases to almost zero because the opposing current blocks wave components with
frequency higher than a certain value. But for the low-frequency wave components,
the wave energy increases dramatically and the peak shifts to the left compared to
the no-current case.
5.6 Ocean waves propagating on horizontal shear-
ing current
We consider a directional ocean wave propagating on a horizontal shearing current.
The current profile is shown in Figure 5-19. The wave comes from the top-left corner
and propagates to bottom-right corner in an x - y plane. So the wave moves from a
region without current into a region with a horizontal shearing current and reaches
a region with a maximum right-going current. In Figure 5-20, we showed the surface
elevation contour for cases with or without current. Compared with the case without
current, we can see that the shearing current reflects a lot of wave into the region
where the current is zero, makes the wave-field in that region very complicated, and
increases significantly the wave height there. While in the region with the maximum
current speed, the wave height is decreased and the peak wave length is increased.
5.7 Summary
In this chapter, we enhanced the original HOS method with the capability of account-
ing for the effect of variable ambient current on ocean waves. The change of wave
characteristics with following and opposing variable ambient current is studied. The
numerical tool is validated by studying small wave steepness cases and comparing
with linear theory. The importance of capturing nonlinearity in the wave-current
interaction is shown by studying waves with moderate steepness. In particular, we
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Figure 5-17: Surface plot of an irregular wave propagating on a collinear current. (a)
current speed profile; (b) no current case; (c) following current case: the maximum
speed is 3.33m/s; (d) opposing current case: the maximum speed is 0.667m/s.
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Figure 5-19: Horizontal shearing current profile.
studied a case in which a wave propagates into an opposing current and is fully re-
flected by it. The nonlinear result shows a large difference near the reflection point
when compared with the linear result. This is critical if we try to deterministically
predict the wave-field in that region.
Both two- and three-dimensional ocean wave-fields are simulated with a variable
ambient current to study the current effect when multiple wave frequencies and wave
propagating directions exist. It is shown that in two-dimensional cases, an opposing
current will reflect the high-frequency components while increasing the energy of the
low-frequency components. In three-dimensional cases, a horizontal shearing current
will reflect a lot of wave energy back to the still water region and cause a severe
condition in that region. The energy of the transmitted waves becomes much smaller
than that of the incident waves.
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Chapter 6
Effect of measurement noise on
wave reconstruction
6.1 Background
All the studies in previous chapters are based on the assumption that there is no noise
in the measurement for wave reconstruction or no error in initial conditions for wave
simulation. However, in practical applications, there is always noise in the sensing
devices. And the initial conditions for numerical ocean wave forecasting are never
perfect. Therefore, understanding how the noise in the measurement and the error in
the initial conditions will affect the wave reconstruction and forecasting is important
for properly applying the results of the numerical wave reconstruction and forecasting
tool in practice.
The noise effect has been studied for many years in signal processing. In spectrum-
based wave prediction models, the observations are combined with the wave models
using data assimilation techniques, in which both the error in the observations and
the model estimations are taken into account to produce a better estimation (Komen
et al., 1994). For a simple linear problem, the Kalman Filter is one of the most
applicable techniques(Kalman, 1960).
For complex nonlinear problems, usually the error propagation in the process can
not be obtained analytically and the Kalman Filter cannot be applied directly. Some
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people tried to develop an extended Kalman Filter by approximating the nonlinear
process with Taylor series (Gelb, 1974). A more general method is the ensemble-
based data assimilation, which draws random samples from the probability density
function (PDF) of the initial conditions or measurements and simulates the physical
process to obtain the PDF for the forecasting. This is also called the Monte-Carlo
simulation method. The shortcoming of the Monte-Carlo simulation method is that it
converges relatively slow with the number of samples. But the idea of the Monte-Carlo
simulation is simple and can be easily implemented numerically.
6.1.1 Present study
In this chapter, the Monte-Carlo simulation method is applied to preliminarily study
the effect of measurement error on the wave reconstruction accuracy. For the error in
initial conditions propagating in the process of nonlinear wave evolution, Appendix
C introduces an alternative method, polynomial noise method, for study.
6.2 Monte-Carlo simulation
To study the effect of sensing error on wave reconstruction, we consider a two-
dimensional wave reconstruction problem, where the probe record is assumed to be
the actual wave elevation plus a random sensor noise. Thus, the probe record can be
written as
i(tj) = i(tj) + n(ti) for t E [0,T] . (6.1)
Here i(tj) is the measurement at time ti, i(tj) the actual wave elevation, and n(ti)
the random noise of the measurement. We assume the noise n(ti) as a band-limited
white noise with zero mean and a variance of -. The band limit of the noise is
assumed the same as that of the wave energy spectrum. The noise level is generally
decided by the signal-to-noise ratio (SNR)
SNR =
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which is often measured in decibels (dB)
SNR = 20logl( 
.
Here E is the energy of the wave-field. The larger the SNR, the smaller the noise.
When SNR = 0, the noise has same energy level as the wave.
In present study, given a noise-free wave record i(tj) and a noise distribution, M
noise records are generated from the given distribution and added to the noise-free
wave record. Thus M synthetic different measured records with noise are obtained as
7m(tz) = (tj) + nm(ti) for t E [0,T], m=1,...M. (6.2)
Then, based on each record im(ti), a wave-field, r(x, t), is reconstructed using
nonlinear wave reconstruction tool, assuming no knowledge of the existence of the
noise. Next we introduce the RMS reconstruction error at each space-time point,
ER(x, t), which is defined as
M
fR(X t) = [ (X, t) X- (, t)] 2 . (6.3)
And a global RMS error can be defined as
CG _ 1 j R(X t)dxdt (6.4)
Here D is the theoretically predictable region and A is the area of D. The effect of
the noise on the wave reconstruction is studied by comparing the RMS reconstruction
error or the global RMS error for different noise levels, a.
We consider an ocean wave-field with Tp = 12 seconds and H, = 7 meters. The
effective wave steepness is about 0.1. Figure 6-1 shows an example of a piece of
original wave record and the corresponding measured record with noise. The SNR
is 14dB, corresponding to an amplitude ratio of about 5.
In Figure 6-2 we show the contour of normalized cR(x, t) for different measurement
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Figure 6-1: Original wave record and the corresponding measured record with noise.
"A": original wave record; "+": measured record with noise. SNR = 14(dB).
noise levels. M = 50 for this study. It can be seen that as the noise level increases,
the error inside the theoretically predictable region increases at almost the same
level. The noise affects the predictable region as a whole. In Figure 6-3 we show
the change of cG normalized by half of the significant wave height as a function of
the measurement noise level for different wave steepness. We can see that the trends
are almost the same for all wave steepnesses up to (ka)e = 0.1: the error increases
linearly with the noise and the error increase is almost the same as the noise increase.
Discussion: Considering that for the prediction problem, the error depends on
how much energy is unknown compared to the total energy at a given space and time,
the above result is not surprising. In real applications, the measurement noise usually
has a much wider band than the ocean wave. In that case, we can filter out the energy
with frequency outside the wave spectrum band limits from the measurements and
decrease the noise level significantly.
6.3 Summary
In this chapter, we used Monte-Carlo simulation to study the effect of the noise in
the measurements on the accuracy of the wave reconstruction and prediction. Since
for the wave prediction problem, the error totally depends on how much energy is
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Figure 6-2: Normalized error contour when probe measurements have noise. (a) no
noise; (b) o-/(H./2) = 0.025; (c) -/(H,/2) = 0.125; (d) a/(H,/2) = 0.25;
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unknown compared to the total energy at a given space and time, we expect that
the error increases at the same level as the noise level, which represents the unknown
energy part. Our numerical simulations verified this point. For practical applica-
tions, if the measurement noise has a much wider spectrum than the wave itself, the
measurement can be filtered before wave reconstruction to decrease the noise effect.
215
216
Chapter 7
Practical applications
In order to illustrate the practical applications of the deterministic wave reconstruc-
tion and forecasting tool, it is applied to the simulation of large-scale nonlinear ocean
wave-field evolution and the optimization of path in ship transit to reduce the RMS
heave motion.
7.1 Simulation of large-scale long-time ocean wave-
field evolution
7.1.1 Computational effort requirement
For direct simulations of large-scale three-dimensional nonlinear ocean wave-field evo-
lution, the computational effort requirement is the key to deciding the time and space
scale limit to which the parallel HOS can be applied.
As mentioned earlier, the HOS computational effort is linearly proportional to
the number of wave modes, the order of nonlinearity, and the number of time steps.
Therefore, for a given three-dimensional wave-field with a horizontal dimensional
length of L, to simulate its evolution for time T, the computational effort required
can be estimated as
CPU = {a(MNNT) (L/Ad) 2 (T/T) cpu-hrs, (7.1)
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Applications L(km) T(Sec.) CPU-Hrs Memory (GB)
Basic study 1 - 100 ~ 2 0.01
Physical mechanism 5 ~ 500 - 100 ~ 0.3
Simple application 20 ~ 5000 ~ 104  5
Practical application ~ 100 104-5 106-7 125
Table 7.1: Estimation of computational effort requirement for direct simulation of
nonlinear ocean wave-field evolution
where Ad and Td are respectively the length and period of the dominant wave in the
field. The ratios L/Ad and T/Td represent the number of dominant waves in the
wave-field and the number of dominant wave periods in the evolution time. Nd, NT,
and M are computational parameters, representing respectively the number of grid
points per dominant wave length, the time steps per dominant wave period, and the
order of nonlinearity. a is a coefficient dependent on computing platforms. Based on
our numerical experiences, for a high-performance computing platform such as IBM
SP3, a ~ 2 x 10-8.
For the simulation of the evolution of a typical ocean wave-field (say, with T 10s
and Ad = 160m), the computational parameters are chosen as following: Nd = 5
(capable of capturing shortest waves with a length of about 15m in this case), M = 4
(accounting for quartet and quintet resonance), and NT = 25 (ensuring stability and
accuracy in time evolution). Therefore the computational effort in terms of given
physical problem size and evolution time can be approximately obtained as follows:
CPU ~ 2 x 10- 3 (L/Ad) 2 (T/Td) Processor-hours. (7.2)
Table 7.1 lists the computational effort requirement for certain typical wave-field sizes
and evolution times based on the above estimation.
It can be seen that even with O(10') processors on an IBM SP3, the simulation
of a practical application still takes months to a year to finish. Therefore, both the
development of a highly efficient ocean wave model and the fast advances in computing
technology are required to implement this in real applications.
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Figure 7-1: Instantaneous surface plot of a large-scale ocean wave-field (30km x
30km).
7.1.2 Case demonstration
To demonstrate the capability of the parallel HOS method in deterministically sim-
ulating a large-scale nonlinear ocean wave-field, an ocean wave-field with a size of
about 30km x 30km is simulated for a duration of 30 minutes. The dominant wave
period is 12 seconds, corresponding to a dominant wave length of 250 meters. There-
fore, the number of dominant waves in the domain is about 120 and the number of
wave periods in the evolution is 150. The significant wave height is 15 meters.
In the numerical simulation, 4096 x 4096 grid points are used for the domain. The
shortest wave length captured is about 25 meters. 64 time steps are used for each
wave period. The order of nonlinearity is M = 3. The simulation is performed on an
IBM SP3 using 256 processors. The computational time is about 100 hours.
Figure 7-1 shows the surface plot of the whole computational domain and Figure
7-2 shows a small part of the domain for a clearer view.
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Figure 7-3: Comparison of heave motion during ship transition for different paths. (
Courtesy of Franz S. Hover and Kenneth M. Weems.)
7.2 Application in ship motion control
For another application, the wave reconstruction and forecasting tool is applied to
reduce the heave motion of a ship during its point-to-point transition. This work
is done with the cooperation of Franz S. Hover at MIT and Kenneth M. Weems at
SAIC.
Firstly, 14 probes are deployed in a three-dimensional wave-field (sea state 6) to
obtain the wave elevation records. Then the wave-field is deterministically recon-
structed and forecasted. Based on the forecasted wave-field, an optimal transition
path is obtained with the objective to reduce the RMS heave motion during the pro-
cedure. Finally, the ship transition procedure is simulated with ship motion calculated
using LAMP.
Figure 7-3 shows the comparison of the ship heave motion in the transition proce-
dure between a straight-line trajectory and a path with heave motion optimized. The
result shows that the RMS heave motion is reduced by about 34% from 0.51 meter
to 0.34 meter.
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Chapter 8
Conclusions and suggestions for
future work
8.1 Conclusions
We develop an efficient physics-based phase-resolved simulation method for the de-
terministic reconstruction and forecasting of nonlinear irregular wave-field evolutions
based on single or multiple wave probe data. The method is based on the use of
multiple-level iterative optimizations with theoretical and computational solutions
for nonlinear wave dynamics. Specifically, for low-level optimization that is sufficient
for mild waves, the analytic low-order Stokes wave theory is used. For high-level opti-
mization that is required for moderately steep waves, we apply an efficient high-order
spectral method for the computation of nonlinear wave-field evolutions. In addition,
we develop a theory guiding the determination of the validity of the reconstructed
wave-field and the predictability of future evolution of the reconstructed wave-field
for any specified probe distribution and data. To demonstrate the efficacy and use-
fulness, the method is applied to reconstruct the full kinematics of steep two- and
three-dimensional irregular waves using both wave-basin measurements and synthetic
data. Excellent agreements between the reconstructed nonlinear wave-field and the
original specified wave data are obtained. In particular, it is shown that the inclu-
sion of high-order effects in wave reconstruction is of significance, especially for the
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prediction of wave kinematics such as velocity and acceleration.
8.1.1 Ocean wave prediction
" Deterministic forecasting of an ocean wave-field is possible.
" The predictable region of an ocean wave-field is finite, determined by the wave
spectrum properties and length of the measurements.
" To successfully reconstruct an ocean wave-field, the key is proper use of the
measurements data to avoid inconsistency.
* With direction searching, a good reconstruction of a three-dimensional ocean
wave-field can possibly be obtained using a small number of probes.
* The nonlinearity plays an important role in reconstructing wave kinematics and
dynamics.
8.1.2 Ambient current effect
* The existence of ambient current will change the predictable region.
" Not accounting for the ambient current will cause the reconstructed wave-field
to poorly predict the original wave-field.
" Variable ambient current can change wave characteristics such as amplitude,
wave length, and propagating direction. Capturing nonlinearity in a region
where strong current effect exists is important for deterministically predicting
wave-field.
8.1.3 Wave spectrum evolution
* The Benjamin-Feir instability plays an important role in the evolution of wave
spectrum in a relatively short time scale.
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* Accounting for wave energy loss due to breaking events is critical to properly
predicting the evolution of wave spectrum.
8.2 Future work
8.2.1 Wave reconstruction in combined predictable region
using multiple probe records
In 3.7 we showed that it is possible to reconstruction a two-dimensional wave-field
based on multiple probe records. The reconstructed wave-field agrees very well with
the original wave-field in the combined predictable region. For three-dimensional
wave-field, this work has not been done in this thesis, but we expect the method
able to be extended to three-dimensional case directly. For two-dimensional case, the
key is to obtain the critical base period in the wave-field representation. For three-
dimensional case, the combined predictable region becomes much more complicated,
how to obtain this base period can be very challenge and needs to be investigated.
8.2.2 Reconstructing Waves from hybrid sensing data
In this thesis we study the wave reconstruction based on probe records. In general,
all kinds of sensing data can be incorporated into the wave reconstruction process.
For example, with satellite or airborne radar, one type of data we can obtain is the
instantaneous surface profile. An instantaneous surface profile is just like a time
record in two-dimensional wave case, only in space dimension versus time dimension.
But in a three-dimensional wave case, an instantaneous surface profile can provide
much more directional information than time records from discrete positions. In this
sense, to reconstruct a wave-field from a surface profile can be more appealing.
Similarly to the reconstruction based on wave probe records, we can obtain the
predictable region for the reconstruction of a two-dimensional wave-field based on the
instantaneous surface profile. This is the region AOBL shown in Figure 8-1.
More generally, we can use not only the measurements of wave elevation, but also
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Figure 8-1: Predictable region of a two-dimensional ocean wave-field, with the slowest
and fastest group velocities C and Cgh, based on the instantaneous surface profile
at t = 0 and x E [0,L].
the measurements of wave kinematics such as velocity and acceleration as the input
data for wave reconstruction. The idea is the same except that the error function
needs to be changed. A robust tool can be developed to combine sensing data from
different sources and obtain the optimal prediction based on all data available.
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Appendix A
Linear, second-order Stokes and
high-order HOS representations of
irregular wave-field
A.1 Linear irregular wave model
A common first-order approximation to a ocean wave field is a superposition of many
free wave components with different frequency and propagating direction:
(A.1)
NS
r) (xI t) = 71(O) + E A, cos V)n ,
n=1
01)(x, z, t)
where
and
= j gA sin 9f (kn, z, h)
n=1
n k, - X - Wnt + Ozn
cosh[lkn I(z + h)]
cosh(lknlh)
for z < 0 , (A.2)
(A.3)
(A.4)
Here q(1) (x, t) is the free surface elevation and 00) (x, z, t) is the velocity potential.
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71(0) is the mean water level, Ns is the number of free wave components, g is the
gravitational acceleration and h is the water depth. An and an are respectively the
amplitude and the initial phase angle of the nth wave component. The frequency W,
and the wavenumber vector kn = (kn, k,,) satisfy the linear dispersion relation:
W2= gknI tanh(lknlh) (A.5)
The velocity field of such a linear wave-field can be obtained as:
UM (x, z, t)
VM (x, Z, t)
WM (x, z, t)
=S
n=1
==1
NS
n=1
qAnknx cos On f (kn, z, h)
wn
.VAnk"ncsY n k, ,h
wn
___ sin On f'(kn, z, h)
Wn
for z < 0. (A.6)
where
f'(knz7 h) = Iksinh[lknI(z + h)]
cosh(Ik Ih)
and the corresponding acceleration field can be obtained as:
a(')(x, Z, t)
a(' (x, z, t)
al) (x, Z, t)
= gAnknx sin f(kn, z, h)
n=1
NS
= gAnkn, sin Onf (kn, z, h)
n=1
NS
= -gA cosS nf'(kn,z, h)
n=1
for z < 0.
(A.7)
(A.8)
The above solutions are only valid for z < 0. For 1j > z > 0, usually two types of
treatment are applied. One is to extend the above solutions directly to 77 > z > 0,
assuming they are also valid there; The other is to use Wheeler stretching method
(Wheeler, 1970), which introduces a new variable z' such that z' = 0 when z = q and
z' a z as z -+ bottom or -oo, and applies the above solutions to the corresponding
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z' for given z. A simple example is:
Z'(x, t) = [z - T(x, t)] h for 1(x, t) > z > -h. (A.9)71(x, t) + h
Here h is the water depth. While both of these treatments are non-physical, the first
method will seriously overestimate the wave kinematics under the crest due to the
exponential functions in the solution.
A.2 Second-order irregular wave model
If we take into account of the wave interactions between two free wave components
in the linear model, we can obtain the second-order solution for an ocean wave-field.
In the second-order solution, the free surface elevation and velocity potential can
be expressed in the form:
7S2(x, t) - (1 )(x, t) + n(2)(x, t) and #2(x, z, t) - q()(x, z, t) + 0(2 )(x, z, tIA.10)
where 71(l)(x, t) and OM)(x, z, t) are linear solution in (A.1) and (A.2). And q (2)(x, t)
and 0(2) (x, z, t) are second-order interaction terms as:
NS
(2)(x, = A [G+ cos(20n) + G-]
n=1
Ns-1 Ns
+ 1 E AmAn [ H+ cos(m + On) + H -n cos(0 - @ )TA.11)
m=1 n=m+1
NS
0(2) (x, z, t) = EA 2E+ sin(20,)f(2kn, z, h)
n=1
NS-1 NS
+ E AmAn [Fm+, sin(m y+ On)f (km + kn, z, h)
m=1 n=m+1
+Fn sin(Om - 4n)f (km - kn, z, h)] for z < 0 (A.12)
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where 0 and f are defined in (A.3) and (A.4).
following:
And the coefficients are defined as
(A.13)
2 +W2
Wm n
92 (km -k)]
W2 W2 .
E(Wm Wn) 2 + g~km kn tanh(lkm kn h)1
(Wm Wn) 2 - glkm kn tanh(jkm i knlh) J
g~km k, l tanh(jkm knlh)1
x3 W
sinh2 (Ikmlh) sinh2(lknlh)J
E+ = 3Wncosh(21knjh)
n 8 sinh4 ( kn~h)
Fm-
n (Pm W n) 2 - glkm t kn Itanh(lkm i knlh)]
X {FWmWn(Wm Wn) 92(km - k )
-
1
+2 (Wm W")2 - g~km iksta(kmik )_
(A.14)
(A.15)
} (A.16)
Now we write the second-oder solution for the velocity and acceleration field as:
US2 (x, z, t)
aS2 (x, z, t)
= (1)(X, z, t) + u(2)(x, z, t)
- au)(x, z, t) + a 2) (x, z, t) for z < 0 (A.17)
where u) (x, z, t) and a(') (x, z, t) are linear solution in (A.6) and (A.8). And 2) (x, z, t)
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2g (Wim
and
W,)2 -
and a(2) (x, z, t) are second-order interaction terms as:
v(2) (X, z, t)
Ns
= 2knA2 E' cos(2V )f (2k, z, h)
nn n
NS-1 Ns
+ ~ AmAn [(kmx + knx)Fm cos(om + 0n)f (km + ka, z, h)
m=1 n=m+1
+(kmx - knx)F2, cos(m - On)f (km - kn, Z, h)]
Ns
Z2knyA 2En cos(24')f (2kaz,h)
n=1
Ns-1 Ns
+ E m1
m=l n=m+1
AmAn [(kmy + kny) Fm cos(bm + On)f (km + kn, z, h)
+(kmy - knY)F-n cos((m - Vn)f (km - kn, z, h)]
NS
= ZAEn sin(20)f'(2k, z, h)
n=1
NS-1 NS
+ AmAn [Fla sin(om + 'n)f'(km + kn, z, h)
m=1 n=m+1
+F-4 sin(Vm - V)n)f'(km - kn, z, h)] for z < 0,
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w(2) (X, Iz, t)
(A.18)
u (2) (X, Z, t)
= 4knn, A2Ensin(20)f(2kniz h)
NS-1 NS
+ E
m=1 n=m+1
AmAn [(kmx + knx)(Pm + Wn)FlA sin(Om + On)f (km + kn, z, h)
+(kmx - knx)(Wm - Wn)F,;n sin(Om - On)f (km - kn, z, h)
NS
(I 2(X, z,) = 4knyonAnEn sin(2O)f (2kn, zh)
NS-1 NS
+ E
m=1 n=m+1
AmAn [(kmy + kny) (Win + Wn)F t1 n sin(Om + On)f (km + kn, z, h)
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(1 (x, z, t) = (-2n)A2 En cos(2O)f'(2kn, z, h)
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NS-1 NS
+ E
m=1 n=m+1
AmAn [(-wm - wn)F1 a COS(m + 4n)f'(km + ka, z, h)
+(-Wm + wn)F-4 CoS(OM - On)f'(km - kn, z, h)] for z < 0,
where f' is defined in (A.7).
Similarly to the linear solution, the above solution is only valid for z < 0. However,
in second-order solution, we can apply Taylor expansion on z = 0 up to second-order
to obtain the solution for 1 > z > 0:
Us2 (X, Z, t)
v S 2 (x, z, t)
w S 2 (x, z, t)
= uS2(x, z =0, t) +
vS2(x, z = 0,t) +
z gAnknx COS V@nf'(kn, Z= 0, h)
M=1 Wn
z E A cos Onf'(kn, z 0, h)
m=1
= ws2(x, z = 0, t)
+z N gAn 'kn 12 sin 4nf(k, Z= 0, h)
m=1
for ;> z > 0 (A.20)
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(A. 19)
a( XI ZIt)
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aX2 (x, z, t)
a 2 (x, z, t)
Ns
= a'2(x, z = 0, t) + z : g Anka, sin Vnf'(ks, z = 0, h)
m=1
NS
= a 2(x, z = 0, t) + z gAnky sin Vn f'(k,, z = 0, h)
M=1
= a22(x, z = 0, t)
Ns
+Zm(-gAkl2)COSiknf(kn,z = 0,h) for j > z > 0 (A.21)
M=1
A.3 High-Order-Spectral (HOS) wave model
In the context of potential flow, with proper normalizations such that both the grav-
itational acceleration and the water density are unity, the nonlinear wave dynamics
is governed by the following well-known initial boundary-value problem for the veloc-
ity potential 41(x, z, t) and free-surface elevation rj(x, t). Within the fluid domain, <b
satisfies Laplace's equation:
v24 +<zz = 0,
On the instantaneous free
satisfies the kinematic and
for z < 7(xt) .
surface, z=I(x, t), ignoring the surface tension effect, D
dynamic boundary conditions:
Tit + 7x - <bx - <Dz= 0, of
1
<bt + q + (x -x + (2) =Pair,2
1 z= q(X, t)
on z =rj(x, t)
Here Pair is the air pressure over the water surface, which is usually assumed to be
zero. On the bottom, z = h(x), 4D satisfies the kinematics condition:
hX - 4)X - <1z = 0 , on z = h(x) (A.25)
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and
(A.23)
(A.24)
For deep water, the bottom boundary condition becomes:
<D a 0 as z -+ -oo (A.26)
To directly solve this nonlinear wave dynamics, Dommermuth & Yue (1987a)
developed a pseudo-spectral-based method, HOS, by introducing the variable of sur-
face velocity potential 41s(x, t) = <D(x, z =r1, t) such that the free-surface boundary
conditions become:
r1t + r7. -DS - (1 + mx - rIX)( = 0 (A.27)
D + r + -I - 1 (1 + rlx )(<D2)jz=n(x't)= -Pair (A.28)
Assuming weak nonlinearity, the velocity potential 4 is written as a perturbation
series in wave steepness:
M
<1(xz, t) - <4(')(x, Z, t) (A.29)
m=1
Here M is the the highest order of wave steepness. And the surface velocity
potential can be written as a Taylor expansion at z = 0:
M M-m 1
<b S(x, t) -- <D(x, z = Y, t) = <b(")xOt (A.30)
m=1 1=0
If V s is given, (m)'s on z = 0 can be obtained iteratively as:
Vb() (x, 0, t) = Ds
<b(mt)(x 0,1t) = -f <b(m-)(xOt), m = 2,3, ... M (A.31)
Introducing the eigenmodes, TJ'(x, z), which satisfy all but the free surface con-
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ditions, each (D(m) can be expressed as:
N
4D(") (x, z, t) = E D "m) (t) (X, 7Z), z < 0 (A.32)
Here N is the number of eigenmodes needed. Assuming periodic condition in hori-
zontal space, Jn has a form of:
I' - elknIz+ikn-x + C.C.
for deep water, and
cosh[lknl(z + h)] eCik.x + C.C.
cosh(lknlh)
for constant finite water depth h.
Thus = in (A.27) and (A.28) can be written as:
(Dz(x, r, t) =
M M-m 1 N
"(M ) z+1 (,)
m=1 1=0 n=1
and (A.27) and (A.28) can be written as:
M
Tit + rJx - <D - (1 + TIx - 71X)
<S +TI+PD
2 X
-41< S - 2 ( 1
M M-M
+ rIX - 77X) E
.M=1 1=0
M-m 1 N p+
D"5(r)(t) z 'J'(x, 0)
1=0 n=1
)M+1
nD" (t)-q'n 9(x,0)
n=1
Now given the initial conditions rj(x, t = 0) and <Ds(x, t = 0), with the Equation
(A.31), the group of equations (A.36) and (A.37) can be solved directly.
The above equations only give us the wave elevation and surface velocity potential.
To study the wave kinematics and dynamics, we need the velocity field and the
acceleration field under the surface. These can be obtained at the same time when
we solve the above equations as following.
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(A.33)
(A.34)
(A.35)
=0 (A.36)
2
= -Pair
(A.37)
-I
For z < 0, from equation (A.29),(A.32), (A.33) and (A.34) we have:
J(x, z = 0, t) = (A.38)
M N
<n (t)e-knx + C.C.
m=1 n=1
Therefore, after we obtain 4(") (x, z - 0, t) using equation (A.31) at each time step,
bnm) (t) can be obtained by Fourier transform of <b(m) (x, z = 0, t). Then, the velocity
field, u(x, z, t) =- vD(x, z, t), can be obtained as:
M N
SE ik< "J4(m)(t)n(x, z) + C.C.,
m=1 n=1
M N
S " (, z) + C.C.,
m=1 n=1
sinh[lknI(z + h)]eikn-x
cosh(lknlh)
M N1
m-1 n-1
for z < 0 (A.39)
For Tj > z > 0, similarly to equation (A.30), we apply Taylor expansion at z = 0
and obtain:
u(x, z, t)
u(x, z, t)
w(x, z, t)
M M-m 1 N
= S S Sikn,<Dm) (t) ''(x, 0) + C.C.
M=1 1=0 n=1
M M-m N 1l
= 5 iknD m) (t) 0 - q'n (x, 0) + C.C.
m=1 1=0 n=1
M M-m N al+1
= SSDS " (t)z+ '(x,0) +C.C.
m=1 1=0 n=1
for j ;> z > 0 (A.40)
For the acceleration, we have a(x, z, t) = (VI)t(x, z, t). If we introduce a variable
e, which is defined as:
O(x, z, t) = a(x, Z, t)
at
(A.41)
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u(x, z, t)
v(x, z, t)
w(x, z, t)
Following the same procedure we did for (D, we have:
0(m) (x, 0, t)
and
- -E -, )(- )(x, 0, t),
1 19
N
n=1
m = 2,3, ... M
z < 0
Therefore, the formulas to calculate the acceleration filed are same as those to
calculate the velocity field except replacing <4"m) (t) with On")(t).
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(A.42)
(A.43)
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Appendix B
Nonlinear dispersion relation
For a nonlinear wave with given wavenumber, its frequency is not only a function
of the wavenumber, but also a function of its amplitude. Moreover, when two waves
exist and the interaction between them are taken into account, the dispersion relation
of one free wave can be modified due to the existence of another. Therefore, for a
complete second-order solution of irregular waves, the frequency of n-th free wave, W",
should depend not only on the amplitude and wavenumber of itself, but also on those
of all other free-wave components in the wave-field. For a deep water wave-field, the
nonlinear dispersion relation can be written as (Longuet-Higgins et al. 1962; Hogan
et al. 1988):
A, )2 + 3 1(kmAm)2Kn (B.1)
m=1,mtn
where Un = (gkn)I/2, kn n k and the coefficient Kn is given by
K' n a 1 (Orm - On)Ikm - k I cos 2 ( Omn/2) 1 + 4omOn sin]2(mn/2)
umkm I (Orm - Orn) 2- g~km - kn|_
.
4 Umon sin2 (6mn/2) 1
+(am + on)km + kn I s2(6mn/2)
I (Orm + On) 2 - gkm + k.
+Orm(km - kn + knsin2On) + On(km + kn.Comn (1B.2)
2
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(kn+km)
(k.-kJ)
8mn Omn 
n9.n Ymn
-km 0 km
Figure B-1: Definition of the angles Ymn, 6 mn and 0 mn associated with wavenumber
vectors km and k,.
In (B.2), the angles 6mn, Ymn and 6mn associated with wavenumber vectors km and
kn are defined in Figure B-1.
For two-dimensional wave-field, the above nonlinear dispersion relation is simpli-
fied to
n- 11k N kn 32 )
n= 1 + nn 2 ()1/2 (kmAm ) 2 + kM mAm)2 (B.3)
M=1 Mm=n+1
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Appendix C
Polynomial noise
Recently, Wiener chaos decomposition(1930) has been revisited, generalized by Ghanem
(1999) to study uncertainty problem in solid mechanics. This so called polynomial
chaos/noise method combines the representation of noise with the physical model
and provides an efficient way to study the propagation of uncertainty in physical
problems. Walters & Huyse (2002) gave a very good review on uncertainty analysis
in fluid mechanics, in which they also gave a detailed introduction of the polyno-
mial noise method. Xiu et al. (2002) applied the polynomial chaos to solve stochastic
Navier-Stokes equation. Mathelin et al. (2003) applied this to study the uncertainty
propagation in turbulent nozzle flow. Because the computation requirement for the
polynomial noise method increases exponentially with the number of the indepen-
dent variables and the order of the noise, it is not suitable for problems with a lot of
random variables.
Here we applied this method to HOS simulation and studied the noise growing
due to nonlinear wave interactions.
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C.1 Statistic HOS
In HOS, we have the governing equations for the wave motion as following:
M M-m k N 0 k+1 1
nt + mX - I - (1+ T -X ) Z "@ (t) Qzk+1 J(x, )J 0 (C.1)
_m=1 k=0 k n=1 1z~
[ZsM M-m k N 0 k+1 2 - 0 (C.2)<bf+U+Gi <b 2 1x -qx) Eb " -j (D() M - +1n (X, 0) = (C2
_~m=1 k=0 .n=1n kl
Here 17 is the free surface elevation, s the velocity potential at the free surface,
41(") can be obtained from <DS using:
<( 1 (x,1 0, t) = D <s
("m(x,t) =- k 0 (m-k)(x, 0,t), m = 2, 3, ...M (C.3)
k=1! z
Given the initial conditions TI(x, t = 0) and <Ds(x, t = 0), the above equations can
be solved numerically and the wave-field evolution is determined. However, in some
case, the initial conditions come with certain error or noise inside. This error or noise
will change with time and space during the evolving process due to the nonlinear
wave interactions.
To study the change of the error/noise in the wave evolution process, we assume
both the free surface elevation and the surface velocity potential can be written as a
mean plus a noise. Both of the mean and the noise are functions of space and time.
So we have:
q(x, t) = (x, t) + 1'(x, t)
<)S (x, t) = I's (x, t) + <Ds'(x, t) (C.4)
Now let's consider an arbitrary noise function X( ), where is the vector of N
independent random variables, (1..., EN). Each random variable has independent
probability density function. In general, X( ) can be written as a summation of a
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Hermite polynomial if all the random variables are Gaussian random variables with
zero mean and unit variance (Wiener, 1938),
K
X(C) = EXGk( ) (C.5)
k=1
Here K is the number of the polynomial terms needed to represent the function
X. Go = 1 and Gk (k > 0) are terms from the Hermite polynomial, which is defined
as:
Hm(v) = e1/2v T v(_1) am C -1/2vT (C.6)
av1 ... aVM
Here v is a vector with m variables, 1 < m < M. M is the order of the random
process. Each variable in v can be any one independent random variable in (1,, ... , N)-
For m = 1, we can have N different polynomial terms: H1 ( 1), H1( 2 ), ...... , H1(N)
and for m = 2, we can have N(N+1)/2 different terms: H 2 ( 1 , i), H 2 ( 1 , 2), ..., H2( N, N)-
In general, the number of different terms for given m is:
K1 (MIN) -_(M + N - 1)! (C.7)
M!(N - 1)!
The total number of term for 1 < m < M is:
M (M + N)!
K(M, N) = ZK,(m, N) = M!N! 1 (C.8)
m=1
For a simple case that N = 1, we have G1 ( ) = H1 ( ) = , G2 ( ) = H2 ( ,i)
2 -1 and G3 ( ) = H3(,,) =3 -3.
An important property of those terms in Hermite polynomial is they are orthog-
onal to each other, which means the inner product of any two terms is non-zero only
when the two terms are the same:
< Gj(6 )Gj(6 ) >= Gj ft|Gj{{)W ({)d =< G 2(t ) > 6ij (C.9)
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Here W( ) is a weighting function defined as:
W = 1 e-1/2 T (C.10)
(-27r)
After we introduce the Hermite polynomial, we can express the free-surface el-
evation and the surface velocity potential in the free surface boundary conditions
as:
K
rq (X, t, ( /X, t) + 1: k (X, t)Gk (
k=1
K
Another property of the terms in Hermite polynomial is the mean is zero: <
Gi >= 0. Therefore we can introduce G0 ( ) = 1 and the property in (C.9) still holds.
Then the mean term in the expression above can be included into the summation as:
K
T1 (X,t,( = k f(X, t)Gk W)
k=O
K
4s(x, t, ) = : se k(x, t)Gk( ) (C. 12)
k=O
And the total number of terms in the summation is (M + N)!/(M!N!).
For all quadratic or higher order term, we can obtain its polynomial expression
using the expression of lower order terms. Take a quadratic term as an example:
Q(x, t, ) = R(x, t, )S(x, t, ) (C.13)
with the polynomial expresses for R and S are known as:
K
R(x,t,() E &(xt)Gk()
k=O
K
S(x, t, ) = Z k(x, t)Gk(). (C.14)
k=0
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Plugging (C.14) into (C.13), we have:
K K
Q(x, t, E) = J NijGj( )G ( )
i=0 j=0
Assuming the polynomial expression for Q has a form:
K
Q(x, t,) = ZQk(x, t)Gk ( ),
k=O
we have:
K
Qk(x, t)Gk( ) =
k=O
(C.15)
(C.16)
(C.17)
i=0 j=0
For each k, we apply the inner product < -, Gk > to both sides of above expression
and make use of (C.9) to obtain
K K
Qx < G 2 >= ( ( iS4 < GiGjGk >,
i=0 j=0
1kK K
Qk <G > E 1: k ' < GiGjGk >
i=0 j=0
or
(C.18)
(C.19)
Here < GiGjGk > can be obtained from the definition of Hermite polynomial. Thus,
we obtained the polynomial expression for Q. For any term with higher order n, it
can always be treated as a quadratic product of a first-order term and a n - 1 order
term. Then the polynomial expression can be obtained recursively using the above
method.
Then the equations (C.1) and (C.2) can be written as:
K 
Sk
Gk +
k=
EaDk Gk +
k=O t
K
E Ek(xt)Gk
k=0
K
0
S Fk(xt)Gk = 0
k=0
Here Ek and Fk are obtained from all other terms using above method.
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(C.20)
Again we
k S5jG ( ) G ( )
apply the inner product to both sides of the equations, we have:
k+ Ek = 0 fork = 0, ... , K
at
Sk+ F = 0 fork = 0, ... , K (C.21)
at
Therefore, now we have K +1 groups of equations, which are coupled with each other
via the calculation of Ek and Fk. Solving these K + 1 groups of equations will give
us the polynomial expression for 77 and <DS at any time and space point. After we
obtain i(x, t)k and 4JS(x, t)k for k = 0, ..., K, the mean solution is io and 4 SO. The
variance of the solution is E 1(0k)2 < Gk > and k1 (ISk) 2 <Gi >.
C.2 Numerical case
To illustrate this polynomial noise method, we consider a two-dimensional wave-
field of which the initial condition is a regular stokes wave plus two sideband noise
components. The wavenumber and amplitude of the stokes wave are given as ko and
ao. The wavenumbers of the noise are k = ko t ZAk. The amplitudes of the noise are
a = Aa. Here is a Gaussian random variable with zero mean and unit variance.
We all know that in two-dimensional wave-field, the sideband instability can cause
the energy transfer from the main component to the sideband components. So if the
noise happens to be a sideband mode, it will be amplified and affect the wave-field a
lot. This kind of noise is often generated in lab experiments due to the imperfection
of the wave maker. To understand how the noise will grow in the generated wave-field
is important for the experimental data analysis.
In our simulation, k0aO = 0.16 and Aa/a = 0.01. We choose Ak/kO = 0.25
such that the growth rate of the sideband components is close to the maximum value
based on Fig. 22 in Yuen & Lake (1982). Figure C-1 shows the coefficients of different
polynomial noise modes as a function of x at different time. At t = 0, the 0th mode
is the Stokes wave solution, the 1st mode is the noise and the 2nd and 3rd modes are
zero. As the wave evolves, due to the side-band instability caused by the nonlinearity
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K(M,N)+1=M (4)! N=1 N=2 N=5 N=10 N=50
M = 2 3 6 21 66 1326
M = 3 4 10 56 286 23426
M = 4 5 15 126 1001 316251
Table C.1: Number of coupled equation groups in polynomial noise representation.
of the problem, we can see that the 1st mode increases significantly. And the 2nd
and 3rd noise modes become nonzero gradually. At t = 48T (T is the period of the
original Stokes wave), the amplitude of the 1st mode reaches move than 20% of the 0th
mode. Since the 0th mode represent the mean solution while the 1st mode represent
the variation of the mean solution, this means that the noise level in the solution at
t = 48T is much larger than it was at t = 0. To illustrate this noise amplification
effect more clearly, we apply Fourier transform to the coefficients of different noise
modes and plot them in wavenumber space in Figure C-2. It can be seen more clearly
from this figure how the amplitudes of different noise modes increase with time.
C.3 Computational effort limitation
The number of coupled equation groups needed to solved in (C.21)is K + 1. From
equation (C.8) we know that K increases exponentially with the number of indepen-
dent random variable, M, and the order of N. This limitation prevents the polynomial
noise scheme to be used in a general problem where the number of the independent
random variables ,N, and/or the order of the nonlinear process, M, becomes large.
Table C.1 shows some of the number of coupled equation groups with given M and N.
It can be seen that when either M or N is larger than 10 while the other parameter is
larger than 3, the number of coupled equation groups becomes too large to solve with
currently available computing capabilities. Therefore, we have to seek other scheme
for these kind of problems, such as Monte-Carlo simulation scheme.
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Figure C-1: Different modes of polynomial noise as a function of x at different time.
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