The degree to which spatial and feature-based attention are governed by similar control mechanisms is not clear. To explore this issue, I measured, during conditions of spatial or feature-based attention, activity in the human subcortical visual nuclei, which have precise retinotopic maps and are known to play important roles in the regulation of spatial attention but have limited selectivity of nonspatial features. Subjects attended to and detected changes in separate fields of moving or colored dots. When the fields were disjoint, spatially attending to one field enhanced hemodynamic responses in the superior colliculus (SC), lateral geniculate nucleus (LGN), and two retinotopic pulvinar nuclei. When the two dot fields were spatially overlapping, feature-based attention to the moving versus colored dots enhanced responses in the pulvinar nuclei and the majority of the LGN, including the magnocellular layers, and suppressed activity in some areas within the parvocellular layers; the SC was inconsistently modulated among subjects. The results demonstrate that featurebased attention operates throughout the visual system by prioritizing neurons encoding the attended information, including broadly tuned thalamic neurons. I conclude that spatial and feature-based attention operate via a common principle, but that spatial location is a special feature in that it is widely encoded in the brain, is used for overt orienting, and uses a specialized structure, the SC.
Introduction
Attention allows us to preferentially process visual stimuli in restricted regions of space or with specific features, such as orientation, direction of motion, or color (Maunsell and Treue, 2006) . It is not known whether spatial location is fundamentally unique or is attended like other features via a common but independent mechanism (David et al., 2008; Hayden and Gallant, 2009 ). Unlike spatial attention, feature-based attention seems to be purely goal driven without a stimulus-driven component (Hayden and Gallant, 2005; Egner et al., 2008; Shibata et al., 2008) , but distinct neural mechanisms have been difficult to distinguish. Spatial attention increases the response gain of all neurons encoding the attended location (McAdams and Maunsell, 1999; Treue and Martínez Trujillo, 1999) , and feature-based attention likewise increases the response gain of neurons globally (Saenz et al., 2002 (Saenz et al., , 2003 Boynton et al., 2006; Serences and Boynton, 2007) depending on their feature preferences (Treue and Martínez Trujillo, 1999) . Transient activity in the same or neighboring regions of parietal cortex mediates the switching of attention between objects or spatial regions (Wojciulik and Kanwisher, 1999; Liu et al., 2003; Yantis and Serences, 2003) , although spatial attention tends to dominate (Giesbrecht et al., 2003) .
Because the frontoparietal network may generalize over multiple dimensions (Shulman et al., 2002) , any distinct attentional mechanisms more likely would be observed in the featurerestricted subcortex. The retinotopic subcortical visual nucleithe superior colliculus (SC), the lateral geniculate nucleus (LGN), and two pulvinar nuclei-are highly spatial selective (Allman et al., 1972; Cynader and Berman, 1972; Goldberg and Wurtz, 1972; Malpeli and Baker, 1975; Bender, 1981; Benevento and Standage, 1983; Cusick et al., 1993; Schneider et al., 2004; Kastner, 2005, 2009 ), but their nonspatial feature selectivity varies: neurons in the superficial layers of the SC respond well to many stimuli largely independent of contrast, orientation, size, shape, or velocity (Humphrey, 1968; Schiller and Koerner, 1971; Cynader and Berman, 1972; Goldberg and Wurtz, 1972; Schiller and Stryker, 1972; Marrocco and Li, 1977) ; LGN neurons are segregated into layers of monochromatic and quickly adapting magnocellular neurons and chromatic and more sustained parvocellular neurons (Wiesel and Hubel, 1966; Dreher et al., 1976; Creutzfeldt et al., 1979; Shapley et al., 1981; Derrington and Lennie, 1984; Merigan and Maunsell, 1993; Schneider et al., 2004; Solomon et al., 2004) ; and pulvinar neurons encode features such as direction of motion and orientation (Mathers and Rapisardi, 1973; Gattass et al., 1979; Benevento and Miller, 1981; Bender, 1982; Petersen et al., 1985; Merabet et al., 1998; Casanova et al., 2001) .
Spatial attention modulates activity in the SC (Robinson and Kertzman, 1995; Gattass and Desimone, 1996; Kustov and Robinson, 1996; Bell et al., 2004; Fecteau et al., 2004; Ignashchenkova et al., 2004; Lee and Keller, 2006; Schneider and Kastner, 2009) , LGN (O'Connor et al., 2002; McAlonan et al., 2008; Schneider and Kastner, 2009 ) and pulvinar (LaBerge and Buchsbaum, 1990; Bender and Youakim, 2001; Smith et al., 2009 ). Although feature-based attention has not been observed subcortically, it operates on feedforward information as early as does spatial attention (Zhang and Luck, 2009) , which affects the earliest LGN responses (McAlonan et al., 2008) . I hypothesized that attention to a feature should enhance the activity of subcortical neurons according to their selectivity for that feature; the SC should not be modulated by nonspatial attention. In experiment 1, the dots were confined to two opposing angular segments of the visual field, comprising a bow tie-shaped pattern that rotated about the fixation point, as shown in Figure 1a . Together, the segments spanned approximately the central 30°of the visual field. The subjects were instructed to maintain fixation on a central fixation point for the duration of each scanning run. Subjects covertly tracked one of the two dot fields and detected the change event in that field while ignoring the other. This experiment was designed to measure the retinotopy, stimulus preferences, and modulations by spatial attention for each nucleus.
One of the two bow tie segments was composed of 500 0.1°white dots moving with a speed of 7°/s on a black background. On each video frame, 10% of the dots would disappear and be redrawn in a random location within the segment such that any dot had an average lifetime of 10 frames or 167 ms. A dot disappeared and was redrawn in a random position on reaching the boundaries of the segment. The segment boundaries were constantly changing as the segment rotated counterclockwise around the fixation point with a period of 40 s for seven cycles. A fraction of the dots was moving in a coherent direction, and the remaining dots moved in random directions. Every 3-4 s, the coherent dots would change directions by a random angle. The task of the subject, while fixating, was to press a key on detection of each change in the direction of coherence. The difficulty of the task was adjusted for each subject by varying the fraction of coherently moving dots; all subjects were scanned with a coherence of 50 -90% to achieve a detection rate of ϳ75%.
The second of the two bow tie segments consisted of 500 0.1°static dots appearing along the leading edge of the segment and disappearing along the trailing edge. They moved periodically through color space with a period of 1 s. The phases of the color oscillations were random such that no single color dominated. Every 3-4 s, the dots would begin to converge to a uniform color. This was accomplished by halting the color oscillation for dots that obtained the desired color. The uniform color was sustained for 350 -800 ms, corresponding to a maximum color coherence of 35-80%, at which point the dots would reverse their color oscillations and diverge to their random phases. The task of the subject, while fixating, was to press a key on detection of a color convergence event. The difficulty of the task was adjusted on each scanning run for each subject and to achieve a detection rate of ϳ75% by varying the duration of the sustained color period and thus the fraction of dots that would achieve the uniform color.
In experiment 2, the moving and static colored dots were overlapping The segments rotated clockwise around the fixation point with a period of 40 s. In one of the segments, the dots were white and moving, a fraction of the dots in a coherent direction. In the other segment, the dots were static but cycling through color space. The subjects fixated, covertly attended to one of the segments, and detected either changes in the coherence direction in the moving dot field or a convergence of the color of a fraction of the dots in the colored dot field. b, Experiment 2. The dot fields were the same as in experiment 1, but they overlapped in the visual field. The subjects fixated and performed the same detection task as in experiment 1 and were instructed which field to attend to by a character at fixation, which alternated between M (moving dots) and C (colored dots) every 20 s.
2006; Fallah et al., 2007; Liu et al., 2007; Wang et al., 2007; Shibata et al., 2008) , randomly distributed throughout the visual field in an annulus ranging from 1°to 15°from fixation, as shown in Figure 1b . Each set consisted of 1800 dots, and the change events between the two fields were asynchronous. The fixation point was a letter M or C, directing the subjects to pay attention to the moving or colored dots, respectively, and the subjects were instructed to detect the changes in the attended dot field while ignoring the other. Key presses following a change within 1.5 s were recorded as correct; other key presses were recorded as false alarms. The letter at fixation alternated every 20 s for a total of seven cycles. For each subject, the difficulty of the detection tasks for the color and motion blocks was independently adjusted on each scanning run as in the spatial experiment to achieve a detection rate of ϳ75%; across subjects, the motion coherence was 15-85% and the color coherence was 30 -90%. To compute the mean detection probability across subjects (Fig. 2) , I folded the times of each of the stimulus events into a single stimulus period, and I smoothed the associated binary hit and miss data with a polynomial.
Eye tracking. In a behavioral control experiment, eye movements were monitored outside the scanner during five runs of the stimuli used in experiment 2. The stimuli were displayed on a ViewSonic P220 CRT monitor with a refresh rate of 85 Hz. While the subjects performed the task, their horizontal and vertical eye positions and pupil diameter were measured at 60 Hz with an ASL 501 eye tracker with a Series 6000 control unit (Applied Science Laboratories). This system has a relative resolution better than 1°. The correspondence between eye position and location on the screen was calibrated at the start of the experiment using nine known locations. Eye blinks were inferred from the characteristic periods of pupil data loss, and the eye position data surrounding blinks and other signal dropouts were excluded from the analysis. I calculated mean eye velocity by adding the distance between the recorded eye positions at each sequential pair of nonblink sampling points and dividing by the total time. This measurement is therefore very sensitive to highfrequency instrumental noise.
Data acquisition. Data were acquired with a 3 T Trio MRI scanner (Siemens) using an eight-channel phase-array coil. Ten series of 140 volumes each were acquired during each session. In experiment 1, the run types were interleaved, with the subjects attending to the moving dot field in five of the runs and the colored dot field in the other five runs. Each volume was composed of 18 interleaved coronal slices (2 mm thick with no gap between slices) sampled with a gradient echo, echo-planar sequence with a 128 square matrix and 192 mm FOV leading to an in-plane resolution of 1.5 mm ϫ 1.5 mm (TR ϭ 2 s, TE ϭ 42 ms, flip angle ϭ 90°, bandwidth ϭ 752 Hz/pixel). A partial Fourier factor of 7/8 was used to acquire an asymmetric fraction of k-space to reduce the acquisition time, and parallel imaging (GRAPPA) was used with an acceleration factor of 2ϫ. The posterior edge of the acquisition volume was aligned in the midsagittal plane several slices behind the posterior edge of the SC to cover the posterior thalamus. Echo-planar images were compared with a coaligned high-resolution (1 mm 3 ) anatomical scan of the same subject's brain taken at the beginning of the session (spin echo, TR ϭ 685 ms, TE ϭ 8.6 ms, flip angle ϭ 75°, 256 ϫ 256 matrix, 2 averages, acceleration factor ϭ 2ϫ). The subjects' heads were restrained with padded pistons to reduce movements.
Data analysis. To compensate for subject head movement and scanner drift during and among the different scanning runs and sessions, I registered all volumes acquired in each experiment and scanning run (Jenkinson et al., 2002) to the same volume acquired at the beginning of the spatial experiment. I was careful to position the acquisition FOV in very similar locations across different scanning sessions to facilitate intersession registration; when necessary, an initial estimate was provided to the registration algorithm through registration of the intersession structural images. During the registration procedure, each volume was upsampled to twice the resolution in each spatial dimension. For each voxel in the volume, the linear trend in the fMRI time series was subtracted and the time series was divided by its mean intensity, converting the data to units of percentage signal modulation. The images obtained during the first cycle of visual stimulation (40 s) were discarded to allow the hemodynamics to reach a steady state. Therefore, the time series of each voxel contained 120 time points.
To identify the regions of interest containing voxels activated by the stimulus, I averaged the time series of each voxel across the 10 scanning runs in the spatial experiment and performed a Fourier analysis (Bandettini et al., 1993; Engel et al., 1997) . For each voxel, the amplitude and phase of the harmonic at the stimulus frequency were determined by a Fourier transform of its mean time series. The correlation coefficient r between the harmonic and the time series was computed as the amplitude of the harmonic component divided by the square root of the time series power. Because the bow tie stimuli contain two frequency components-the main rotation frequency plus double that frequency-computed r using the maximum of the two harmonics, and the phase was computed modulo 180°. Statistical maps were thresholded at r Ն 0.25, corresponding to an uncorrected p Ͻ 0.0038. Regions of interest (ROIs) for each LGN, SC, lateral pulvinar (LP), and inferior pulvinar or intergeniculate nucleus (IP) were identified as contiguously activated voxel clusters in their anatomical locations, as determined from registered high-resolution structural images of each subject.
To compute volumetric variation as a function of polar angle, I divided the visual field into 16 22.5°sectors, with the starting bin centered at 0°( right horizontal meridian). Voxels from each subject and nucleus were sorted into these bins on the basis of the phase of their responses, with those in the right hemisphere advanced 180°-because the stimulus was biphasic, contralaterality was assumed. The bins centered on the upper and lower vertical meridians contained voxels from both the left and right nuclei. The volume of voxels within each sector were totaled and averaged across subjects, and the mean polar angle representation was calculated as the volume representing each sector divided by the area of the sector.
To estimate the responses to the attended and unattended moving dot fields and colored dot fields in experiment 1, I computed a mean time series for each voxel for one stimulus period from all of the stimulus cycles in each of the scanning runs in which the same stimulus type was attended. Three identical mean period time series were concatenated and smoothed with a 5-point moving average, and then the middle of the three series was extracted to obtain a smoothed mean time series without any edge effects from the smoothing. This smoothed single-period mean time series was then deconvolved from the hemodynamic response by fitting to a generative response model. The model consisted of two square wave sources, each with the same variable width w but different variable amplitudes a 1 and a 2 . The two sources were always out of phase by one-half stimulus period, but their absolution phase position was free to vary. This response model was then convolved with the standard he- . Detection probability. The probability of detection of an event in experiment 2 at a given time during the stimulus cycle is plotted as a mean across subjects. During the first 20 s of each cycle, subjects attended to the moving dots and detected changes in the direction or motion coherence. During the second 20 s of each cycle, subjects attended to the colored dots and detected color convergences.
modynamic response function (mixture of gammas) to yield the convolved response model. This model and procedure have been described previously (Schneider and Kastner, 2009 ). The convolved model response was converted to percentage change, and the best-fitting parameters (a 1 , a 2 , w, and ) were obtained through an optimization procedure. The parameters a 1 and a 2 represent the response amplitude to the attended and unattended sectors, respectively, which were assigned to the moving or colored dot field depending on the run type; w represents the duration of the response to each sector and therefore the size of the receptive field of the voxel; indicates the response delay, which was converted to the angular polar coordinate of the receptive field location of the voxel within the visual field, and was corrected on the basis of the hemispheric location of each voxel to ensure that a 1 always corresponded to the attended segment of the stimulus. The attended and unattended amplitudes for each stimulus type were collected from different runs (an attended moving dot field segment was always paired with an unattended colored dot field segment, and vice versa), and averaged across all of the voxels within an ROI, including both left and right hemispheres.
In experiment 2, a grand mean time series was calculated in each ROI from all 10 of the runs in each subject and then averaged across subjects. Correlation coefficients were calculated between these mean time series and the harmonic f 0 with a 40 s period, to detect any response differentiating between attention to the moving dot field and attention to the colored dot field, and the harmonic f 1 with a 20 s period, to detect activity related to the transitions between the attentional conditions. The mean phase-amplitude responses across the population of voxels (see Fig. 9 ) were calculated by smoothing the population of phase-amplitude vectors for each harmonic in each ROI with a polar Gaussian that had a SDof 1/50 of a full cycle.
Results

Behavioral results
In experiment 1, there was an average of 79.7 motion events in each run, of which the subjects correctly detected a mean (Ϯ SEM) of 69.2 Ϯ 3.3%. There was an average of 79.5 color events, of which the subjects correctly detected a mean (Ϯ SEM) of 79.9 Ϯ 2.0%. The difficulty of each task was adjusted on each run with a goal of ϳ75% correct; the actual rates were not grossly different from this, although significantly fewer motion events were detected overall (paired two-tailed t test, t (10) ϭ 3.80, p ϭ 0.0035).
In experiment 2, it was more critical that the difficulty rates were comparable between the motion and color tasks so that any differences in activation during the two feature attention conditions could not be attributed merely to nonspecific arousal. There was an average of 39.4 motion events during the motionattention blocks and 40.2 color events during the color-attention blocks. As in experiment 1, the difficulty of the two tasks was adjusted on each run with a goal of 75% correct detection. Subjects correctly detected 78.3 Ϯ 1.9% of the motion events, which was marginally significantly larger than the 75.4 Ϯ 1.6% of the color events that were correctly detected (t (10) ϭ 2.14, p ϭ 0.058). There were few false alarms, 1.64 Ϯ 0.45 per run during the motion blocks and 1.71 Ϯ 0.45 during the color blocks; the false alarm rates were not significantly different (t (10) ϭ 0.13, p ϭ 0.90). The small number of false alarms confirms that the subjects were performing the detection tasks and not simply responding haphazardly. Across subjects, the probability of detecting an event was relatively constant throughout each block, with brief decreases in performance between ϳ1 s before and 2 s after the transitions between the blocks (Fig. 2) . Given that subjects had 1.5 s to respond to a preceding event, and that there were 3-4 s between events of each type, this indicates that the subjects transitioned between tasks with minimal anticipation or delay.
fMRI results
Retinotopic activation
In addition to the LGN and SC, whose structures have been described previously (Schneider et al., 2004; Kastner, 2005, 2009) , two pulvinar nuclei were activated in experiment 1. The retinotopic nucleus in the LP is located slightly superior to the LGN, with its anterior edge beginning around Talairach coordinates (21, 2, 30) (Talairach and Tournoux, 1988; Mai et al., 2008) and extending several millimeters posterior to the LGN (Fig. 3a) . The anterior surface of the IP begins between the LGN and medial geniculate nucleus (MGN), medial to the LGN and lateral to the MGN, at approximately Talairach coordinates (19, Ϫ1, 29), and the nucleus extends, generally in the same superiorinferior plane as the LGN, several millimeters beyond the posterior edge of the LGN (Fig. 3b) . These two retinotopic pulvinar nuclei also have been described previously as activated by contralateral visual stimuli in recent human neuroimaging studies (Cotton and Smith, 2007; Smith et al., 2009 ) and compare with those described in the macaque (Bender, 1981) , although the human LP extends more superior and less medial relative to the LGN.
The LGN, SC, and IP were activated bilaterally in all subjects, and the LP was activated bilaterally in 10 of the 11 subjects. (The 11th, behaviorally normal, subject had unusually large ventricles with a distorted subcortex and exhibited bilateral retinotopic activation in an area along the medial edge of the thalamus, which I could not be certain corresponded to LP. The subject's brain was determined by a radiologist to be within the range of normal variation; however, in the analyses below, this subject exhibited an unusual pattern of activity compared with the other subjects.) Each nucleus was retinotopic, consisting of voxels that responded to limited portions of the visual field. The polar angle to which each voxel responded best was determined from the phase of its response. Given the variability of the responses among the subjects, it was difficult to determine a general pattern of the retinotopic organization of LP. IP was more regular, with the upper visual field represented inferior and laterally, and the lower visual field represented superior and medially. Regions of interest were composed for each nucleus from the clusters of voxels in the correct anatomical location that were significantly responsive to the fundamental stimulus frequencies in the spatial experiment. In some cases, the pulvinar nuclei and LGN activities were contiguous and the boundaries were conservatively chosen and were informed by deviations from the well known and consistent retinotopic organization of the LGN. The activated volumes among the subjects with bilateral activations are shown in Table 1 . The volumes of the nuclei were not significantly different between hemispheres. For the subjects who activated each nucleus bilaterally, I determined the average volume that represented each segment of the visual field (see Materials and Methods section and Fig. 4) . For each nucleus, the two hemispheres together represented the entire visual field, with a larger fraction of the volume representing the horizontal than vertical meridian.
Spatial attention
For each of the voxels in each ROI, the response amplitudes evoked by the attended and unattended portions of the stimuli were determined by fitting a response model (see Materials and Methods) to the mean raw time series across the scanning runs. In each run, the attended portion of the stimulus was either the motion or colored dot field, and the unattended portion was the other type of field. Therefore, the attended and unattended amplitudes for each field were gathered from separate runs. The mean response amplitudes were computed across all voxels in each bilateral ROI for each subject, attentional condition, and stimulus. These mean amplitudes in each ROI were then analyzed across subjects with a repeated-measures general linear model using SPSS software (version 16.0.1). The cell means and results of the t tests comparing the effect of attention on the response amplitudes for each stimulus are shown in Figure 5a . In each ROI, the responses to the attended stimuli were significantly larger than those to the unattended stimuli:
LGN In the LGN but not the other ROI, the moving dot stimuli evoked a significantly larger response than did the colored dot stimuli, 1.071 Ϯ 0.020% vs 0.902 Ϯ 0.017% (F (1,10) ϭ 51.7, p ϭ 0.000030); there was no significant interaction between attention and stimulus type.
To more clearly quantify the effects of attention, I computed an attention modulation index (AMI) for each voxel as Abbreviations are as defined in Figure 3 ; the scales differ among the nuclei. The shaded areas indicate the extent of the SEM. The direction terms orient the plots to locations in the visual field. AMI ϭ (a 1 Ϫ a 2 )/(a 1 ϩ a 2 ) , where a 1 is the response amplitude evoked by the stimulus when it was attended and a 2 is the response when unattended. As shown in Figure 5b , the AMIs across subjects were significantly greater than zero (two-tailed t test), indicating attentional enhancement: LGN, 0.072 Ϯ 0.013 (t (10) ϭ 5.6, p ϭ 0.00023) for the motion stimulus and 0.050 Ϯ 0.022 for the color stimulus (t (10) ϭ 2.3, p ϭ 0.043); SC, 0.266 Ϯ 0.039 (t (10) ϭ 6.8, p ϭ 0.000050) for the motion stimulus and 0.264 Ϯ 0.030 for the color stimulus (t (10) ϭ 8.8, p ϭ 0.0000051); LP, 0.128 Ϯ 0.027 (t (9) ϭ 4.8, p ϭ 0.0010) for the motion stimulus and 0.122 Ϯ 0.024 for the color stimulus (t (9) ϭ 5.1, p ϭ 0.00064); and IP, 0.098 Ϯ 0.016 (t (10) ϭ 6.0, p ϭ 0.00013) for the motion stimulus and 0.104 Ϯ 0.027 for the color stimulus (t (10) ϭ 3.8, p ϭ 0.0036). There were no significant differences in the AMI between stimuli in any of the ROIs.
Feature-based attention
In experiment 2, subjects viewed an overlapping set of moving and colored dot fields and periodically alternated their attention between them. For 20 s, subjects attended to and detected changes in the moving dot field, at which time the letter at fixation changed to direct them to attend to the colored dot field for 20 s. A mean time series was calculated for each ROI identified in the spatial experiment across subjects and scanning runs. These time series are shown averaged over one stimulus period in Figure  6 . The thalamic nuclei exhibited greater activation during attention to the moving dot fields than to the colored dot fields. The SC apparently exhibited different behavior, responding primarily somewhat before and during the transition between the two attentional states.
To quantify these two response modes, one at the fundamental stimulus frequency f 0 corresponding to a difference in activation during the two attentional states, and the second to double that frequency, the first harmonic f 1 , corresponding to attentional switching, I performed a Fourier analysis of the mean time series for each ROI. The results of this analysis are shown in Figure 7 . All three of the thalamic nuclei were significantly activated at the stimulus fundamental frequency f 0 and were more active during the attention to the moving dots; this was most prominent in the LGN and IP. The difference in response amplitudes for the two attentional conditions was 0.070% for the LGN (r ϭ 0.39, p ϭ 0.0000043), 0.032% for the LP (r ϭ 0.19, p ϭ 0.017), and 0.081% for the IP (r ϭ 0.37, p ϭ 0.000012). The activation at the fundamental frequency f 0 for the SC was marginally significant, 0.031% (r ϭ 0.13, p ϭ 0.077), although this was likely incidental, as the amplitude of this component could not be readily distinguished from the noise in the power spectrum (Fig. 8) . All four nuclei exhibited significant activity at the switching frequency f 1 , although this was more prominent in the SC and LP than in the LGN or IP: 0.047% for the LGN (r ϭ 0.26, p ϭ 0.0017), 0.084% in the SC (r ϭ 0.35, p ϭ 0.000032), 0.062% in the LP (r ϭ 0.37, p ϭ 0.000013), and 0.065% in the IP (r ϭ 0.29, p ϭ 0.00047).
Given that the LGN and SC have known laminar substructure, I sought to describe their activity more completely by investigating the responses of the population of individual voxels across subjects. I found that the distribution of response phases among the voxels in the SC was strongly bimodal for both the fundamental frequency f 0 and switching frequency f 1 , whereas the LGN exhibited a main peak with a broad shoulder for f 0 (Fig. 9) . I first examined whether these features of the phase distributions could be explained by variations among the subjects. In Figure 10 , the vector averages of the voxel responses in each ROI at each frequency are plotted by subject. The results show that the SC responded robustly at the fundamental frequency f 0 , but that the responses were out of phase among the subjects. That is, in some subjects, the SC responded more strongly when subjects attended the moving dots; in other subjects, the SC responded more strongly when the subjects attended the colored dots. Therefore, the lack of power at the fundamental frequency f 0 in the mean time series was not due to weak general preferences of the SC to the two different stimuli, but rather due to inconsistencies among the subjects that canceled themselves out. In contrast, the responses at the switching frequency f 1 in the SC and at both frequencies in the LGN were generally consistent among subjects; therefore, their . Experiment 2 mean time series. The mean response over subjects in each nucleus (abbreviations are as defined in Fig. 3 ) during one stimulus period is shown. The shaded area indicates the extent of the SEM over subjects. During the first half of each stimulus period, the subjects attended to the moving dot field. The hatched region indicates the second half of the stimulus period during which the subjects attended to the colored dot field.
observed response phase distributions among voxels were due to variations among the voxels within each ROI.
To examine the responses of individual voxels in the LGN and SC and to compare them with known structural features of these nuclei, I divided the response phases into two groups: Ͻ , that is, those voxels that responded more strongly at f 0 when the subject attended to the moving dots, or more strongly during transitions between the attentional states at f 1 ; and Ն , that is, those voxels that responded more strongly at f 0 when the subject attended to the colored dots, or were suppressed during transitions between the attentional states at f 1 . Results from two subjects are shown in Figure 11 . The two groups of voxels in the ROIs are colored white and black, respectively. In this way, even though the phase responses of the noisy voxels were not individually robust, general trends could be observed in clusters of voxels sharing similar phases. Cycles/scan Figure 8 . Experiment 2 power spectra. Each graph shows the power spectra of the mean response across subjects in each ROI during experiment 2. The open circle marks the power at six cycles/scan, which was the fundamental frequency of the experiment, corresponding to the difference between the attention conditions. The closed circle marks 12 cycles/scan, which was the frequency of the switches between the attentional conditions. In the LGN, the majority of voxels responded more strongly when the subject attended to the moving dots. However, in the LGN of many subjects, a substantial cluster of voxels was present that responded more strongly when the subject attended to the colored dots. Although most of the subjects did not exhibit the apparently clean separation of the parvocellular and magnocellular layers that is shown in the intriguing example in Figure 11 , the smaller clusters that were present in other subjects were typically located dorsolaterally. It should be noted that although neither the experimental paradigm nor the analyses were optimized to distinguish the parvocellular from the magnocellular layers-this was not an original aim of the study-the clustering of voxel responses is readily apparent. The locations of these clusters are consistent with their being located in the parvocellular layers, and their responses are also consistent with parvocellular neurons being less heavily recruited than magnocellular neurons for motion stimuli. Although the parvocellular layers occupy the majority of the volume of the LGN, the individual layers were unresolved and therefore the voxels that were relatively suppressed during attention to motion might be those distant enough from the magnocellular layers to be free from any hemodynamic influence. The parvocellular layers of the LGN certainly also respond to motion (Schneider and Kastner, 2005) , whereas the magnocellular layers are achromatic and might be metabolically more active and more strongly modulated by attention (Vanduffel et al., 2000; Schneider and Kastner, 2009) . Given these considerations it is therefore not surprising that voxels preferring attention to motion would make up the majority of the LGN volume.
The responses of the majority of voxels in the LGN were enhanced in anticipation of and during the transitions between attentional states. However, in many subjects, a thin layer of voxels, usually on the dorsal and lateral surfaces of the LGN, was suppressed during the transitions. These clusters were thinner than the parvocellular clusters and could possibly contain portions of the adjacent thalamic reticular nucleus (Mai et al., 2008) .
In the SC, in each subject, most voxels responded more strongly to either the moving or colored dots, but which stimulus this was varied among subjects. In contrast, the vast majority of SC voxels among subjects were consistently enhanced in anticipation of and during the attentional state transitions. In most subjects, there were substantial clusters of voxels, generally confined to the superficial portions of the SC, that were suppressed during the transitions.
To eliminate the possibility that the different responses in the two feature-based attention conditions in experiment 2 could be explained by differential allocation of spatial attention throughout the stimulus cycle (Huk and Heeger, 2000) , I examined the 25% most posterior and the 25% most anterior voxels of each LGN ROI in each subject. These sub-ROIs corresponded to the most foveal and most peripheral portions of the LGN, respectively (Schneider et al., 2004) . The time mean time series were similar to the whole LGN ROI at all phases of the response, and I therefore concluded that the allocation of spatial attention did not periodically vary between the fovea and periphery, and that differential spatial attention could not explain the results of the feature-based attention experiment. I repeated this procedure in the SC, where the representation of the periphery is in the posterior portions and the representation of the fovea is anterior (Cynader and Berman, 1972) , and I similarly concluded that the observed responses of the SC in experiment 2 could not be explained by differences in the allocation of spatial attention.
Eye movements
To rule out the possibility that different patterns of eye movements between the two blocks in experiment 2 could have caused the activity differences, I tracked the eye position of eight subjects outside the scanner while they performed the feature-based attention task. The mean distance of the gaze position from the fixation point across subjects and runs was 0.768 Ϯ 0.033°and 0.786 Ϯ 0.033°for the motion and color blocks, respectively, which were not significantly different (t (39) ϭ 0.90, p ϭ 0.37). The fraction of gaze positions within 1°of the fixation point was 76.8 Ϯ 2.4% for the motion block and 77.1 Ϯ 2.2% for the color blocks, and the fractions within 2°were 97.1 Ϯ 0.6% and 97.3 Ϯ 0.4%, respectively. Neither measurement was significantly different between the blocks (t (39) ϭ 0.23, p ϭ 0.82, and t (39) ϭ 0.38, p ϭ 0.71, respectively). I calculated eye velocity to test the possibility that subjects could have maintained fixation on average but tracked the motion stimulus with small periodic movements and corrections. The mean eye velocity was 35.5 Ϯ 1.3°/s for the moving blocks which was significantly slower than 36.2 Ϯ 1.3°/s for the static blocks (t (39) ϭ 3.14, p ϭ 0.0032). Although significant, the difference is small and in the opposite direction than the observed activity, which was larger during the moving blocks. Overall, the measurements indicate that eye movements were unlikely to have been responsible for any differences in activity observed in experiment 2.
Discussion
The LGN, SC, and the LP and IP nuclei of the pulvinar can be modulated by spatial attention in a retinotopically specific manner. The strong modulations in the SC contrasted with the rather weak modulations in the LGN, and the pulvinar nuclei exhibited modulations of intermediate strength. The responses in the three thalamic nuclei were clearly modulated by feature-based attention, stronger during periods of attention to the moving dot field than to the spatially coincident colored dot field, whereas the responses in the SC were inconsistent among subjects. In the LGN, clusters of dorsolateral voxels, consistent with locations within the parvocellular layers, responded more strongly when the colored dots were attended. The observed hemodynamic activity in the SC, especially, but also in the thalamus, increased in anticipation of the regular transitions between the attentional states, whereas thin layers of voxels, perhaps corresponding to the thalamic reticular nucleus and superficial layers of the SC, were suppressed during the transitions. Previous studies have compared spatial and feature-based attention in the cortex and found that spatial selection evoked stronger modulations than did feature-based selection (Giesbrecht et al., 2003; Stoppel et al., 2007) . Due to the different experimental paradigms, it is not possible to directly compare the modulation strengths of spatial and feature-based attention in the present study. However, it is remarkable that the SC, which was strongly modulated by spatial attention, exhibited inconsistent modulation by feature-based attention across subjects. It is not clear whether this is because the SC did not exhibit any preference for the two different feature stimuli as did the LGN, which preferred the moving to the colored dot fields, and thus would not be expected to show consistent differential activation, or whether the SC is not in general modulated by feature-based attention and strictly operates in the spatial domain. In comparison, the IP also did not exhibit a preference for either of the two features in the spatial experiment but nonetheless was modulated by feature-based attention between them. It is therefore likely that the feature-based activity observed in the SC was not due to recruitment of sensory feature-selective neurons in the SC, such as that likely observed in the LGN, but rather strategic differences among subjects.
Although the SC was not consistently modulated by featurebased attention, it, along with the other nuclei, did exhibit anticipatory (preceding the actual transition) attention-switching activity in the feature-based attention experiment. The origin and function of this switching signal are unknown and could not be attributed to changes in the allocation of spatial attention because these signals were not reflected in the behavioral performance and did not differentially activate the foveal and peripheral regions of the LGN or SC. The change in the fixated cue that instructed subjects to switch attention between the features was salient and predictable and did not likely require the devotion of significant attentional resources. The anticipatory activity might reflect a control signal, or, less interestingly, hemodynamics not directly caused by local neural activity (Sirotin and Das, 2009) . Transient signals perhaps controlling shifts of attention between color and motion features have been observed previously in the precuneus, precentral gyrus, and intraparietal sulcus cortical areas (Liu et al., 2003) , but such signals have not been investigated in the subcortex. The possibility that this activity is a control signal is supported by the suppression activity observed along the lateral boundaries of the LGN and in the superficial layers of the SC. In the SC, occulomotor and attention control signals might be expected in the intermediate but not superficial layers (Kustov and Robinson, 1996) . Such suppressive activity in the vicinity of the LGN would make sense whether it could be attributed to the function of the thalamic reticular nucleus, which wraps the external thalamus. The reticular nucleus has an inhibitory relationship with the LGN (McAlonan et al., 2008) , such that decreased activity in the reticular nucleus releases inhibition in the LGN, causing an increase in activity, as is observed during the transitions between attentional states. Some cortical areas contain large fractions of neurons that are tuned to particular features, for example, area MT for motion and area V4 for color. It has been found that when attending to one of these feature dimensions, the activity in the corresponding cortical area, but not lower level areas, was enhanced (McMains et al., 2007; Schoenfeld et al., 2007; Shibata et al., 2008) . However, I observed feature-based attention in the LGN, with the magnocellular layers preferentially activated by attention to motion and regions within the parvocellular layers preferentially activated by attention to color. It is therefore possible that activity in lower level cortical areas would be observed if measurements were sampled at a fine enough spatial scale. Baseline increases that correspond to attentional anticipation of a stimulus were found only for spatial attention and not anticipation of a feature (McMains et al., 2007) . Although such baseline increase may reflect hemodynamics that are not related to neuronal activity (Sirotin and Das, 2009) , it is logical that they would be observed for spatial but not feature-based selection, as the scale of the retinotopic organization of the visual areas is much coarser than the columnar feature-based organization (Hubel and Wiesel, 1963; Albright et al., 1984; Mountcastle, 1997) .
Feature-based attention is different from object-based attention, in which all of the components of a surface or object are selected (Valdés-Sosa et al., 2000; and all its features are enhanced (Katzner et al., 2009) . In experiment 2, the moving and colored dot fields could be viewed as separate surfaces, and because the two surfaces are composed of different single features, feature-and surface-based selections are indistinguishable. Whether the differential attentional selection of the motion and color stimuli was accomplished by selecting the features directly or by selecting objects containing those features, the attended content is, by design, identical. The most important finding of the present study is the unprecedented observation of modulation in the thalamus by nonspatial attentional selection in experiment 2. In the subcortical visual nuclei or low-level visual areas where the receptive fields of neurons encode only very simple features, we would expect the responses of singles neurons to be enhanced via feedback by object-based attention in proportion to the degree to which those neurons participate in the encoding of the object. Unless the objects differed in their feature content, attention to one of multiple objects might have no effect in low-level visual structures, as their neurons would not differentially participate in the encoding of one object versus another (Mitchell et al., 2003) . However, it is possible that subsets of subcortical neurons could be preferentially used to construct more complicated features. For example, even though magnocellular neurons in the LGN are not selective for orientation, they could be used preferentially over the parvocellular neurons to calculate orientation at a later stage of processing (Vanduffel et al., 2000) .
In addition to the distinction between feature-and objectbased attention, another important consideration when interpreting the results of this study is that the feature-based selection occurred between disjoint feature dimensions (e.g., motion and color) rather than within a single feature dimension (e.g., different directions of motion), as is commonly done in electrophysiology experiments (e.g., Treue and Martínez Trujillo, 1999) . Given that feature encoding is multiplexed in the cortex such that a single neuron might have preferences for particular features among many different feature dimensions (e.g., Friedman et al., 2003) , it is not clear that a different mechanism would be expected to operate for selection within a single feature dimension as opposed to selection among feature dimensions. The receptive field structure of the LGN neurons with limited ability to discriminate within feature dimension might restrict feature-based attentional effects there to categorical selections that engage the different attributes that are preferentially encoded in its magnocellular and parvocellular subdivisions.
The magnitudes of the attentional effects in the LGN and SC in experiment 1 were similar to previous reports of spatial attention, with response amplitudes for the attended versus unattended stimuli increasing ϳ10% in the LGN and Ͼ 50% in the SC (O'Connor et al., 2002; Schneider and Kastner, 2009) , as are the attentional effects in LP and IP, with ϳ20% increases (Smith et al., 2009 ). I did not observe any activity in the dorsomedial pulvinar, which is also modulated by attention in humans , but because this nucleus has only a crude retinotopic organization (Petersen et al., 1985) , I did not expect it to be localized by the periodic spatial attention stimuli. I also did not observe any retinotopic activity in the dorsolateral pulvinar, which has been reported to encode visual position (Fischer and Whitney, 2009 ) but has no primate analog.
I have demonstrated that all of the retinotopic visual nuclei in the thalamus can be modulated by both feature-based and spatial attention. Conversely, although the SC was strongly modulated by attention to spatial location, it was not consistently modulated by attention to other features. These results are compatible with the operation of feature-based attention through the enhancement of neural activity in accordance with the role of each neuron in encoding the attended information. Spatial attention may also operate according to this common principle, yet seem unique, because space is referenced to the body and is used for covert orienting unlike other features and is more widely encoded in the visual system, including in specialized structures such as the SC.
