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Projected Changes in Greater St. Louis Summer Heat Stress in
NARCCAP Simulations
Abstract
A matrix of four GCM–RCM combinations from the NARCCAP project is examined for changes in heat
stress between contemporary and future scenario climates in the greater St. Louis region in Missouri. The
analysis also compares the contemporary simulations with observation-based results from the North
American Regional Reanalysis. The character of heat-stress days in one of the RCMs, the CRCM, tends to be
like that of heat-stress days in the North American Regional Reanalysis, with high temperatures accompanied
by high humidity. In contrast, heat-stress days in the other RCM, the Weather Research and Forecasting
Model with Grell-Devenyi Cumulus Scheme (WRFG), have high temperature, but typically the humidity is
similar to or even slightly drier than climatological values.
Although specific magnitudes of change differ between the simulations, all show a marked increase in
projected heat stress, from a variety of perspectives. Increases in temperature contribute more to these
increases than do increases in humidity, though both are relevant. All simulations agree that the frequency of
excessive heat advisories and excessive heat warnings as defined by the National Weather Service could
increase by midcentury, with multiple excessive heat advisories occurring every year. The day of first heat
stress each summer could occur 3–4 weeks earlier as part of a more prolonged period when the region might
experience heat stress each year. Although St. Louis has adopted measures to reduce health threats during
heat-stress events, the measures consume human and economic resources; much more frequent and longer-
lasting heat-stress events in the future have the potential to impose substantial costs on the region.
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ABSTRACT
A matrix of four GCM–RCM combinations from the NARCCAP project is examined for changes in heat
stress between contemporary and future scenario climates in the greater St. Louis region in Missouri. The
analysis also compares the contemporary simulations with observation-based results from the North
AmericanRegional Reanalysis. The character of heat-stress days in one of the RCMs, the CRCM, tends to be
like that of heat-stress days in theNorthAmericanRegional Reanalysis, with high temperatures accompanied
by high humidity. In contrast, heat-stress days in the other RCM, the Weather Research and Forecasting
Model with Grell-Devenyi Cumulus Scheme (WRFG), have high temperature, but typically the humidity is
similar to or even slightly drier than climatological values.
Although specific magnitudes of change differ between the simulations, all show a marked increase in
projected heat stress, from a variety of perspectives. Increases in temperature contribute more to these in-
creases than do increases in humidity, though both are relevant. All simulations agree that the frequency of
excessive heat advisories and excessive heat warnings as defined by the National Weather Service could
increase by midcentury, with multiple excessive heat advisories occurring every year. The day of first heat
stress each summer could occur 3–4 weeks earlier as part of a more prolonged period when the region might
experience heat stress each year. Although St. Louis has adopted measures to reduce health threats during
heat-stress events, the measures consume human and economic resources; much more frequent and longer-
lasting heat-stress events in the future have the potential to impose substantial costs on the region.
1. Introduction
One of the leading causes of weather-related mor-
tality in the United States is extreme heat events
(Kalkstein and Sheridan 2007), or heat waves. Although
there is little physical destruction after an extreme heat
event, as seen after a tornado or hurricane, the death toll
may be as high (Smoyer 1998b). Extreme heat events
can cause dehydration and dangerous increases in
body temperature (Centers for Disease Control and
Prevention 2013). The resulting stress can cause a wide
range of effects: heatstroke; heat cramps; cardiovascu-
lar, respiratory, urinary, and neurological illness; and
mortality (Smoyer 1998b). Deaths often increase more
than 50% above baseline levels during extreme heat
events.
Extreme heat events in recent years have received
substantial attention, including the Chicago heat wave in
1995 (Semenza et al. 1996; Hayhoe et al. 2010) and the
European heat wave in 2003 (WMO 2004; Kosatsky
2005). Urban areas in the central United States, in par-
ticular, have received substantial attention for impacts
of heat waves on human mortality (Smoyer 1998a;
Zanobetti and Schwartz 2008; Anderson and Bell 2011;
Greene et al. 2011; Saha et al. 2014).
Heat waves have become more common, intense, and
geographically widespread in recent years, and are
expected to increase in the future (Kalkstein and
Greene 1997; Meehl and Tebaldi 2004; Peng et al. 2010;
Collins et al. 2014). The cost of heat stress in human
lives, resources, and money, and the potentially in-
creasing costs in the future require an understanding of
how heat-stress events may change. Here we use pro-
jected climate changes from simulations for the North
American Regional Climate Change Assessment Pro-
gram (NARCCAP; Mearns et al. 2012, 2013) to assess
potential changes in heat stress in the mid-twenty-first
century for the greater St. Louis area in Missouri.
NARCCAP is a multimodel project with a major moti-
vation of providing regionally resolved projections for
climate change vulnerability and impacts assessments.
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Impacts analysis here is in terms of advisories and
warnings issued by the U.S. National Weather Service,
so that changes in heat stress are linked directly to ef-
forts to inform response services and the general public
of potentially hazardous weather.
St. Louis and the state of Missouri experienced a ma-
jor heat wave in 1980, when 295 people died as a result of
excessive heat; 114 of those were in St. Louis (C. Braun,
Missouri Department of Health and Senior Services,
2011, personal communication). After that summer,
Missouri implemented heat-warning systems that have
helped to limit heat-related mortality. One safety mea-
sure against heat events in St. Louis is Operation
Weather Survival, a network of organizations that work
together to provide heat resources and education about
heat events. The resources include heat advisory defi-
nitions, maps of cooling centers, plans for extreme heat,
and organizations that will help during a heat event.
Nonetheless, extreme heat continues to be an important
health problem as evidenced by the 2012 extreme heat
event that caused at least 18 deaths in the metropolitan
area (National Weather Service 2012b). Also, although
safety measures can limit mortality during a heat wave,
they incur costs, so understanding how heat waves may
change in the future remains important.
2. Methods
a. Apparent temperature
Multiple biophysical conditions such as temperature,
humidity, wind speed, and solar radiation exacerbate
heat-related health conditions (Steadman 1979a,b). In
the United States, many National Weather Forecast
offices issue extreme heat warnings based on tempera-
ture and humidity (e.g., National Weather Service
2012a). The apparent temperature, Tapp (Steadman
1984), attempts to account for both. Term Tapp is
a measure of perceived temperature, incorporating hu-
man physiology and the body’s ability to dissipate heat
(Smoyer 1998b). It appears to be one of the better
measures for activating heat-stress warnings (Zhang
et al. 2014). Term Tapp is typically calculated using daily
2-m air temperature (Ta) and relative humidity, or
dewpoint (Td). A good estimate (Smoyer 1998b) of ap-
parent temperature is
Tapp5 2:7191 0:994(Ta)1 0:016(Td)
2 . (1)
We used Ta and specific humidity to compute Td, and
then used Ta and Td to compute Tapp.
There are two key thresholds used by the St. Louis
National Weather Service for its weather advisory
system (NationalWeather Service 2012a). The excessive
heat advisory is when the apparent temperature is ex-
pected to reach 37.88C (1008F) for four consecutive days
or reach 40.68C (1058F) on one day. The excessive heat
warning is when the apparent temperature is expected to
reach 40.68C for four consecutive days. An excessive
heat warning can also occur if the apparent temperature
is expected to reach 43.38C (1108F). Above the heat
thresholds, the risk of heat illness increases rapidly
(Smoyer 1998b). Consecutive days above critical thresh-
olds compound problems, as populations experience
sustained stress (Anderson and Bell 2011). During the
2003 European heat wave, for example, mortality in
Paris increased markedly after the heat wave extended
beyond about four days (Vandentorren and Empereur-
Bissonnet 2005). Although a number of socioeconomic
groups may suffer during heat waves (Reid et al. 2009;
Chow et al. 2012; Harlan et al. 2013; Maier et al. 2014),
the elderly are especially susceptible to sustained heat
stress (Mirchandani et al. 1996; Bouchama and Knochel
2002; Basu andOstro 2008; Fouillet et al. 2008; Sheridan
et al. 2009).
b. Data sources
Data analyzed comes from two sources: the National
Centers for Environmental Prediction (NCEP) North
American Regional Reanalysis (NARR; Mesinger et al.
2006) and NARCCAP (Mearns et al. 2011, 2012, 2013).
We use the NARR as our reference for observed be-
havior. NARCCAP is an international program that has
created climate change projections at 50-km grid spac-
ing for much of the United States, Canada, and northern
Mexico. NARCCAP uses regional climate models
(RCMs) with lateral boundary conditions given by output
from global climate models (GCMs) or a global re-
analysis, theNCEP–DOEAMIP-II reanalysis (Kanamitsu
et al. 2002).
Our analysis uses two of the NARCCAP RCMs, the
Canadian RCM (denoted CRCM in the NARCCAP
archive) and the U.S. Weather Research and Fore-
casting Model with Grell-Devenyi Cumulus Scheme
(denoted WRFG in the NARCCAP archive). Both
simulated contemporary and future scenario climates
using the National Center for Atmospheric Research
Community Climate System Model (CCSM; Collins
et al. 2006) and the Canadian Centre for Climate Mod-
elling and Analysis CGCM3 (Scinocca and McFarlane
2004; Flato 2012). NARCCAP funding constraints lim-
ited the number of GCM–RCM combinations used for
simulations (Mearns et al. 2012). These two RCMs were
chosen because they form a compact subset of the
NARCCAP ensemble of two RCMs driven by the same
two GCMs. The simulations cover two periods: 1971–2000
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(contemporary) and 2041–70 (scenario). The future
period uses the Special Report on Emissions Scenarios
(SRES; Nakicenovic and Swart 2000) A2 scenario,
which is the second highest of the SRES emissions sce-
narios. For the future period simulated, global climate
change is not sensitive to the specific SRES scenario
used (Meehl et al. 2007), nor is the change substantially
different from GCMs using newer scenarios (Collins
et al. 2014). Further details of each model appear in
Mearns et al. (2012, 2013).
We extracted daily NARCCAP and NARR output
averaged over the greater St. Louis area (Fig. 1), defined
here to be all grid points between 378–418N and 938–
888W. The region has approximately 80 grid points from
each regional model. Although the NARR output has
finer grid spacing (32km) than the RCMs, we assume
that the small difference in resolution does not in itself
yield substantial differences in averages over our anal-
ysis region. Using an analysis region surrounding St.
Louis, rather than the grid box overlying the city, gives
the analysis focus on the spatial scales directly simulated
by themodels and accounts for spatial shifts in simulated
weather patterns. We use daily values because we ana-
lyze persistent weather behavior, not just an unusual
occurrence during a day.
Note that these models do not include a detailed
submodel to simulate directly urban climatology. Urban
heat islands can enhance a regional warming in the core
of a city (Zhou and Shepherd 2010; Li and Bou-Zeid
2013). By averaging over a larger area, the analysis fo-
cuses on heat stress over a broader region and, to some
extent, minimizes the lack of explicit urban modeling in
these RCMs.
c. Analysis
The analysis focuses on the period 1 May–31 August,
which are the months that experience the greatest heat
stress in the current climate, according to the NARR
output (not shown). GCMs and RCMS may have tem-
perature and humidity biases, so we used the apparent
temperature from the NARR to correct RCM biases in
the simulations. This allowed us to apply to all model
output the National Weather Service’s criteria for heat-
stress advisories and warnings, which are based on Tapp.
To obtain the correction, we first computed the May–
August average Tapp for the simulated contemporary
climates and for the NARR output over a common pe-
riod (1981–99).We treated the RCM–NARR difference
(Table 1) as simulation bias and then subtracted this bias
from all years in the contemporary and scenario RCM
simulations. We thus assumed the bias does not change
with climate change. More complex corrections are
possible, such as quantile mapping of the simulatedTapp,
so that the Tapp probability distribution functions (pdfs)
for each contemporary simulation match the distribu-
tion of the observation-based Tapp (e.g., Li et al. 2010;
FIG. 1. Interior box is the map of the study area.
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Berg et al. 2012). However, such correction would re-
move important features of the simulated pdfs, dis-
cussed below, that contribute to differences in results
from each simulation and thus contribute to some of our
understanding of the differences in projected changes in
heat stress.
We use the adjusted Tapp to calculate several sta-
tistics for heat events above the St. Louis National
Weather Service’s minimum threshold temperatures
for an excessive heat advisory (37.88C) and an exces-
sive heat warning (40.68C).Quantities computed include
the following:
d Total heat-stress degree days (HSDD)—the sum of
degrees on each day that exceed the critical thresholds
(37.88 or 40.68C)
d Total number of heat-stress days
d Number and average length of consecutive heat-stress
days
d Number of heat-stress events of four consecutive days
or longer
d Heat-stress intensity2HSDD/(number of heat-stress
days)
We examine events lasting four or more days because
such persistence helps trigger St. Louis National
Weather Service heat advisories and warnings.
3. Results
a. Contemporary climate
Table 1 shows the model bias in Tapp for the period
with NARR output available. The WRFG model has
a cool bias versus the NARR, whereas the CRCM has
a small or positive bias. There is also similar sensitivity
to the driving GCM: simulations using CCSM boundary
conditions are warmer than simulations using the same
RCMbut CGCM3 boundary conditions. In addition, the
CRCM simulations have a larger spread of values, as
measured by their interquartile range, compared to the
NARR output, whereas the WRFG simulations have
a smaller range. The difference in range affects the heat-
stress statistics of the two models.
Figure 2a shows the range of Ta values from each
contemporary simulation and the NARR output for the
overall climatology and for heat-stress days only. Note
that these values are not bias corrected and so their
distributions reflect the bias found in the uncorrected
Tapp. For all models and for the NARR, the large ma-
jority (.75%) ofTa values on heat-stress days fall within
the upper quartile of their corresponding overall set of
Ta values. Compared to the NARR, both models also
show a slightly larger range of Ta values for days with
heat stress. Figure 2b shows the same set of distributions
but for Td. For this variable, a marked difference occurs
between models. For both CRCM simulations, Td dur-
ing heat-stress events tends to be among themore humid
Td values produced by the model. This behavior mimics
the NARR results. In contrast, the WRFG Td distribu-
tions during heat-stress events are approximately the
same as the model’s climatology. If anything, Td is
slightly drier during heat-stress events compared to cli-
matology. Thus, the character of heat-stress events dif-
fers between WRFG and CRCM, with the latter
behaving more like the NARR.
b. Climate change
Figure 3 shows the HSDD for contemporary and
scenario climates for each simulation and for both
thresholds. The climate change produces marked in-
creases in HSDD. For the GCM–RCM combinations
used here, the change is governedmore by theRCMused
than the GCM. This behavior is consistent with the anal-
ysis of summer temperature change for all NARCCAP
GCM–RCM combinations by Mearns et al. (2013), who
also find the RCM choice exerting greater influence on
summer temperatures than the GCM choice. During
summer in the central United States, atmospheric cir-
culation is relatively weak compared to winter, and local
processes such as land–atmosphere interactions and
atmospheric convection play a greater role in determin-
ing regional climate. Thus, the RCM climates for the
central U.S. in summer are not as strongly controlled by
GCM boundary conditions as they are in winter.
The absolute changes in HSDD are greater for the
CRCM simulations than the WRFG simulations. This is
consistent with changes in mean temperature produced
by these models for this region, with CRCM producing
greater warming than WRFG for the same GCM
boundary conditions (Mearns et al. 2013). However, the
ratio of scenario versus contemporary HSDD is greater
in the WRFG simulations for almost all GCM–RCM
combinations and thresholds (Table 2). This is partly
a consequence of WRFG producing fewer HSDD in the
contemporary climate than CRCM. The behavior occurs
because the frequency distributions of bias-correctedTapp
TABLE 1. May–August average Tapp (8C) for 1981–99, the RCM-
NARRdifferences, and the interquartile range ofTapp values, from
the NARR and each of the simulations.
Model Avg Tapp RCM-NARR Interquartile range
NARR 31.10 — 9.27
CCSM–WRFG 29.19 21.91 7.07
CGCM3–WRFG 27.59 23.51 8.17
CCSM–CRCM 34.39 3.29 11.48
CGCM3–CRCM 30.70 20.40 12.59
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in the CRCM contemporary simulations cover a wider
range of temperatures than do bias-corrected Tapp in
WRFG contemporary simulations: the standard de-
viation of temperatures during 30 years in the CRCM
simulations (7.88 and 8.08C, respectively) is greater than
in the WRFG simulations (5.38 and 5.48C, respectively).
For comparison, the standard deviation of NARR Tapp
(6.68C) falls between the two. The WRFG and CRCM
standard deviations for just theNARRperiod are nearly
the same as the 30-yr values above. The temperature
distributions yieldmore days with heat stress in CRCM’s
contemporary climate than in WRFG’s (Fig. 4). As with
FIG. 2. Box-and-whisker diagrams giving ranges of temperature from the NARR and each contemporary climate
simulation for all days (left diagramunder each data source) and for heat-stress days (right diagram under each data
source) for (a) near-surface air temperature and (b) dewpoint temperature. The horizontal lines on each box mark
the 25th, 50th, and 75th percentile levels. The whiskers mark the extreme values or a range from the box equal to
twice the interquartile range. For the latter, circles mark all values beyond the end of the whisker.
FIG. 3. Heat-stress degree days for (a) the 37.88C heat advisory threshold and (b) the 40.68C heat warning threshold
for contemporary and scenario climates from each of the GCM–RCM combinations.
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HSDD, the number of days with heat stress increases
markedly in all of the scenario climates, with absolute
increases tending to be larger in the CRCM simulations.
The heat-stress intensity is the average number of
heat-stress degree days on days that exceed one of the
critical thresholds. The intensity of heat-stress events by
this measure increases in the scenario climate for both
thresholds (Fig. 5). However, the intensity does not in-
crease by as large a factor as the HSDD. Rather, the
scenario climates are characterized primarily by having
more days above the critical thresholds rather than
having substantially more intense heat-stress events.
One result of this change is that days with heat stress
appear earlier in the season in the scenario climates
(Table 3). The CRCM results for the date of first heat
stress are closer to the NARR results than are the
WRFG results, which also have several years with no
heat stress. WRFG’s no-stress years are scattered
throughout its contemporary simulations and so are not
a clear consequence of the simulations starting in an
earlier, perhaps cooler period than the NARR period.
For all simulations, however, the date of first heat stress
in the scenario climate is 3–4 weeks earlier than in the
contemporary climate.
As discussed in section 2a, consecutive days exceeding
either threshold are more important than an individual
day with heat stress, as impacts on human health com-
pound with increasing length of a heat-stress event.
Figure 6 shows that the average length of consecutive-
day events increases by roughly a factor of 2 for most
simulations and thresholds, though not in all cases. In
addition, the relative increase in average event length
from contemporary to scenario climate is smaller than
the relative increase in days that exceed either thresh-
old. Thus, although the average length of a heat-stress
event increases in the warmer climate, the large increase
in HSDD is primarily due to an increase in the number
of days that exceed one of the key thresholds rather than
increasing length of heat-stress events.
The length of events, however, is important for de-
termining changes in the frequency of excessive heat
advisories and excessive heat warnings. Figure 7 shows
the number of consecutive-day events lasting four or
more days for each threshold. All simulations for the
scenario climate give approximately three excessive
heat advisories per year, though they differ substantially
in the number of excessive heat advisories in the con-
temporary climate. Consistent with the results above,
CRCM has more excessive heat advisories in its
TABLE 2. Ratio of scenario to contemporary HSDD for both NWS
critical thresholds (8C) from each GCM–RCM combination.
Model
Scenario/
contemporary
Scenario/
contemporary
37.88C 40.68C
CCSM–WRFG 20.32 718.51
CGCM3–WRFG 10.18 12.75
CCSM–CRCM 5.39 14.08
CGCM3–CRCM 4.34 10.07
FIG. 4. Number of heat-stress days for (a) the 37.88C heat advisory threshold and (b) the 40.68C heat warning
threshold for contemporary and scenario climates from each of the GCM–RCM combinations.
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contemporary climates compared to WRFG and a
smaller ratio of increase from contemporary to scenario
climate.
Excessive heat warnings in the CRCM scenario sim-
ulations occur almost as frequently as the excessive heat
advisories. In contrast, the CGCM3–WRFG combina-
tion produces no excessive heat warnings in either its
contemporary or scenario climates. Excessive heat
warnings do occur in the otherWRFG set, but at a much
lower frequency than in the CRCM simulations. The
differing behaviors are at least partly a consequence of
the wider distribution of Tapp values in the CRCM
simulations compared to WRFG simulations. They also
result from the greater overall warming that occurs in
this region in the CRCM simulations.
What contributes more to the increased heat-stress in
scenario climates, more humidity or higher tempera-
tures? Dewpoint temperature is especially relevant to
consider for this evaluation, because it appears to be
a good indicator of human comfort in warm, humid
weather (Wallace and Hobbs 1977). Using (1),
dTapp’ 0:994dTa1 0:032TddTd (2)
gives the approximate change dTapp in terms of change
in 2-m air temperature, dTa, and change in dewpoint
temperature, dTd. For conditions near the critical
thresholds, 0.032Td’ 1.2, so the coefficients for dTa and
dTd are approximately the same for the warmest, most
humid conditions. For average May–August conditions,
dTd tends to be lower, so for average conditions, in-
creases in dTa contribute more to increases in average
Tapp than do increases in humidity as measured by dTd
(Table 4). The results suggest that warming plays
a greater role than increasing humidity in causing more
days to exceed critical apparent temperatures in the
scenario climate.
4. Conclusions
We have examined a matrix of four simulations from
the NARCCAP project for changes in heat stress be-
tween contemporary and future scenario climates in the
greater St. Louis region. We have also compared the
contemporary simulations with observation-based re-
sults from the North American Regional Reanalysis.
Analysis shows that the character of heat-stress days in
FIG. 5. Intensity of heat-stress days for (a) the 37.88C heat advisory threshold and (b) the 40.68C heat warning
threshold for contemporary and scenario climates from each of the GCM–RCM combinations.
TABLE 3. Average date of the first heat-stress day when a year
has heat stress, using the 37.88C threshold. Number in parentheses
is the percentage of years with a heat-stress day. Note that the
NARR results are for the common period 1981–99, whereas the
climate model results are for the full period simulated for each
climate.
Source Contemporary Scenario
NARR 24 Jun (100%) —
CCSM–WRFG 5 Jul (79%) 13 Jun (100%)
CGCM3–WRFG 19 Jul (70%) 17 Jun (100%)
CCSM–CRCM 27 Jun (100%) 5 Jun (100%)
CGCM3–CRCM 26 Jun (100%) 5 Jun (100%)
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the CRCM simulations tends to be more like that of
heat-stress days in the NARR, with high temperatures
accompanied by high humidity. TheWRFG simulations,
in contrast, have high temperature on heat-stress days,
but typically the humidity is similar to or slightly drier
than climatological distributions. Partly for this reason
and partly because the WRFG temperature distribution
tends to be narrower than the CRCM’s temperature
distribution, WRFG tends to have fewer heat-stress
events in its contemporary climate than the CRCM,
even after applying a bias correction.
We have performed analyses in terms of diagnostics
that prompt advisories and warnings issued by the St.
Louis National Weather Service (2012a), so that
FIG. 6. Average consecutive days of heat stress for (a) the 37.88C heat advisory threshold and (b) the 40.68C heat
warning threshold for contemporary and scenario climates from each of the GCM–RCM combinations.
FIG. 7. Number of runs of four ormore consecutive heat-stress days for (a) the 37.88Cheat advisory threshold and
(b) the 40.68C heat warning threshold for contemporary and scenario climates from each of the GCM–RCM
combinations.
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changes in heat stress are linked directly to efforts to
inform response services and the general public of po-
tentially hazardous weather. Although specific magni-
tudes of change differ between the simulations, all show
a marked increase in projected heat stress, from a vari-
ety of perspectives. Increases in temperature contribute
more to these increases than do increases in humidity,
though both are relevant. All simulations agree that the
frequency of excessive heat advisories and excessive
heat warnings could increase by midcentury, with mul-
tiple excessive heat advisories occurring every year. The
day of first heat stress each summer could occur 3–4
weeks earlier as part of a more prolonged period when
the region might experience heat stress each year.
St. Louis has adopted measures through its Operation
Weather Survival to reduce threats to human health
during heat-stress events, which could buffer impacts
of their projected increases. However, such measures
consume human and economic resources (e.g., White-
Newsome et al. 2014), so much more frequent and
longer-lasting heat-stress events in the future have the
potential to impose substantial costs on the region.
Furthermore, even whenmitigationmeasures such as air
conditioning are widely installed, the cost of expanding
their use in a climate with much greater heat stress may
become prohibitive to many (Sheridan 2007), thus in-
creasing health risks.
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