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Abstract
Autism Spectrum Disorder (ASD) is typically understood by observing patient behaviors.
Advances in neuroimaging research and data collection have made it possible to investigate the
neurobiological basis for ASD, and differences between subjects with ASD and healthy controls
(HC) have been found using a variety of methods. Functional magnetic resonance imaging
(fMRI) in particular has provided evidence for and against certain cognitive models of ASD
based on measuring the functional connectivity of subjects’ brains. Various techniques have been
explored for applying machine learning (ML) to fMRI data in order to find unique patterns and
differences between ASD and HC subjects. In this study, I expand on this search by simplifying
the input data given to the machine learning model by thresholding brain connectivity to focus
on the largest correlations and anticorrelations between brain regions. This results in a model
performing 95.5% accurate classification under extremely favorable conditions, and 68%
accurate under more challenging conditions. This demonstrates the thresholding technique’s
efficacy, but points to a future challenge of producing a model that can perform well on
extremely heterogeneous samples.
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Introduction
Autism Spectrum Disorder (ASD) is a disorder characterized by difficulties in social
interactions, communication skills, restricted interests, and repetitive behaviors (Hull et al.
2017). ASD is diagnosed by examining behaviors, and earlier diagnosis can greatly improve
behaviors, coping, and life outcomes (Hull et al. 2017). The prevalence rate of ASD has
increased over time, now estimated to impact 1 in 44 children (CDC).
Cognitive theories offer potential explanations for ASD’s symptoms, but a
neurobiological examination of ASD could further audit current explanations or generate new
models. Especially when considering varying symptoms and severity across patients (Hull et al.
2017), the differing behaviors between males and females with ASD (Alaerts et al. 2016), and
comorbidities with other disorders (Joshi et al. 2010), more study should be conducted in order
to identify potential subgroups of ASD. Developing a brain-based understanding of ASD could
improve diagnostic criteria, better explain the heterogeneity of patients with ASD, and assist in
discovering new treatment methods (Rashid, Calhoun. 2020). Objective, physiological
indications of the disorder known as biomarkers would provide such information (Plitt, Barnes,
Martin. 2014), and have been searched for using a variety of neuroimaging techniques, such as
electroencephalography (EEG), magnetoencephalography (MEG), and magnetic resonance
imaging (MRI) (Rashid, Calhoun. 2020).
Some cognitive models of ASD such as mirror neuron dysfunction, weak central
coherence theory, and executive dysfunction hypothesis imply a disruption of patients’ brain
networks (Hull et al. 2017). Functional magnetic resonance imaging (fMRI) detects the blood
oxygenation level dependent (BOLD) signal of brain activity, and can be used to detect the
relative activity of different brain regions across time. This makes fMRI a promising technique to
examine the neurobiological basis for cognitive models and characterize the functional
connectivity of patients with ASD (Hull et al. 2017).
A common method of interpreting fMRI data involves parcellating brain regions in order
to average the activation within a region. These regions of interest (ROIs) are used to compare
signals between subjects with ASD and healthy controls. The target biomarkers would be
differing activation patterns of a given region or dissimilar region-to-region correlations between
the two groups. Several studies investigating the brain network differences in ASD find
underconnectivity (i.e. lower correlation) of certain brain regions within the default mode
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network which are related to self-reflection and social cognition (Hull et al. 2017). Other studies
discovered overconnectivity within the motor cortex and somatosensory regions, further
complicating the understanding of ASD brain networks (Hull et al. 2017). Influenced by a need
to produce a more coherent understanding of ASD’s altered connectivity, early ML approaches
expanded on this method by combining all ROI activations or correlations to produce a classifier,
which could highlight what combination of features led to the best discrimination (Anderson et
al. 2011). More recent approaches have improved classification accuracy by offering more than
the set of ROI-to-ROI correlations to their model. One such approach added “higher-order
functional connectivity” as a feature, which involved comparing one brain region’s set of
correlations to another’s, producing a secondary correlation matrix to complement the original
(Zhao et al. 2018). Another method which greatly improved ML performance was representing
the correlation matrix as a graph in order to measure graph theory properties, which were then
selected as features for the ML model (Kazeminejad, Sotero. 2019). In order to continue the
search for better biomarkers of ASD, novel representations of fMRI data and ML methodology
should be investigated.
In the present study, I test a thresholding strategy on fMRI data as well as showing
disparate model performance in ideal and challenging sample variation. This demonstrates the
impact of potential confounding variables and contributors to noise in regards to feature
discovery, and that accuracy ratings alone fail to suggest a viable biomarker with novel samples.
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Methods
I selected subjects from the Autism Brain Imaging Data Exchange (ABIDE I), an
aggregation of 1112 resting-state fMRI scans from patients with ASD and healthy controls (HC)
(Di Martino et al. 2014). From the ABIDE I dataset, I selected my first sample of 100 ASD and
100 HC subjects, which were matched on age and IQ, and from sites with TR = 2 and interleaved
scan order. My second sample did not control for age or IQ outside of setting an acceptable range
for either variable in order to maximize sample size (282 ASD, 289 HC). This sample did not
match on TR, but maintained an interleaved scan order.

First Sample

Second Sample

ASD

HC

ASD

HC

Total Subjects

100

100

282

289

Age

16.23 (6.9)

17.61 (7.6)

16.31 (6.6)

17.01 (6.6)

Full IQ

107.29 (19.3)

109.74 (13.1)

104.91 (15.9)*

111.16 (12.1)*

Table 1. Subject Characteristics for both samples. All subjects were male. *P < 0.01, all other
comparisons: P > 0.1.
In order to preprocess the raw fMRI scans, I used SPM-12 (Wellcome Department of
Imaging Neuroscience, London, UK), a library in Matlab R2021a (), as well as in-house scripts.
The original fMRI scans are preprocessed to smooth voxel values via 6-mm Gaussian Kernel,
correct for subject motion, warp the voxels to match across subjects using MNI coordinate space
(MNI-152), adjust for time-slice acquisition delay, and resample voxels to 2mm3. We discard the
first 8 volumes of each scan.
I used an anatomical brain parcellation (Tzourio-Mazoyer et al. 2002) to select 116 brain
regions, and produced a 129 x 129 region-to-region correlation matrix (some regions were
subdivided). I then applied thresholding to the correlation matrix to select the top 10% and
bottom 10% correlations for each subject, which became the training data for the model. Rather

3

than using the original correlation matrix, for which values could range from -1 to 1 (-0.4 to 1 in
practice), this thresholded correlation matrix showed the most positively and negatively
correlated regions for the subjects, and its values were either 0 or 1. Models trained using the
thresholding performed far better than those that did not, so thresholded matrices were used for
all of the following models.

Figure 1. Sample region-to-region correlation matrix (left) and thresholded adjacency matrix
(right). Note that the upper right section of the thresholded matrix corresponds to negative
correlations, and the lower left corresponds to positive correlations.
I used the python Scikit-learn library to implement a variety of classifier models. For all
models, principal component analysis (PCA) was first applied to the thresholded adjacency
matrix, and model performance was evaluated with 10, 50, and 100 PCA features. For the first
sample, I performed leave-one-out cross-validation in order to maximize the available training
data and be as generous as possible to the pilot model. When evaluating the second sample, I
used 10-fold cross validation to provide a more robust estimate of model performance and to
have comparable accuracy estimates with Kazeminejad, Sotero (2019), who use the same cross
validation method.
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Results
The first sample used LOO cross validation, and contained a far less varied sample. The
model accuracy reached a peak of 0.995, suggesting important connectivity features can be
distinguished within this limited sample.
Model Type

PCA = 10

PCA = 50

PCA = 100

SVM

0.745

0.945

0.97

Decision Tree

0.995

0.995

0.995

Random Forest

0.985

0.975

0.965

Logistic Regression

0.635

0.745

0.98

Table 2. LOO model performance vs PCA features for the first sample.
In order to determine whether the model would perform under stricter scrutiny, the
second sample provided greater variance by allowing subjects from additional sites with different
TR, and making no attempt to control for age or IQ. However, as shown in Table 1, this only had
a significant impact on subjects’ IQ (P < 0.01). The second sample used 10-fold cross validation,
and showed performance more in line with previous attempts using “lower-order functional
connectivity” (Zhao et al. 2018).
Model Type

PCA = 10

PCA = 50

PCA = 100

SVM

0.61

0.67

0.68

Decision Tree

0.53

0.64

0.57

Random Forest

0.63

0.67

0.68

Logistic Regression

0.6

0.62

0.66

Table 3. 10-fold model performance vs PCA features for the second sample.
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Discussion
This study found near-perfect classification accuracy (0.995) under ideal settings (low
sample variability, maximized training set using LOO cross-validation) for subjects with ASD
and healthy controls by using their resting-state fMRI scans. Under less ideal settings (higher
sample variability and noise, 10-fold cross validation), the model saw lower but not insignificant
accuracy (0.68).
These results demonstrate the efficacy of comparing subjects across their highest
correlated and anticorrelated region pairs. It demonstrates that data relevant to classification is
preserved when simplifying the brain to this extent, and invites further transformation which may
improve interpretation of findings and insight into the neurobiological basis for ASD. However,
the second model shows some weaknesses when expanding the sample to more accurately
represent the heterogeneity of ASD, suggesting that features may fail to generalize.
Alternatively, some common phenotype of ASD may be obfuscated by other factors contributing
to noise, hence why a variety of studies have found success with smaller sample sizes, but
struggle with more heterogeneous samples.
A previous study improved performance by subdividing samples into discrete age groups,
finding age-dependent biomarkers of ASD (Kazeminejad, Sotero. 2019). Since ASD symptoms
themselves do not differ with age, I suspect these age-related changes represent a confound
rather than true changing of biomarkers, and that there may exist some age-consistent functional
connectivity biomarker. Overall, the classifier’s success further indicates the promising
application of ML to neuroimaging data, and the thresholding success shows discrimination
power of a subject’s most correlated and anticorrelated brain regions.
This study’s generalizability is limited in a similar manner to many other ML studies on
ASD, which rely on the ABIDE dataset. The ABIDE is an excellent resource for data
accessibility, but its popularity also means that many findings related to ASD functional
connectivity are derived from the same observations.
Additionally, the use of PCA, although improving model accuracy, makes any
interpretation of the model more opaque. Especially when considering the large number of PCA
features required to see high accuracy in some models, it’s likely that the greatest variance in
brain features has little to do with ASD, and may instead be explained by confounding variables
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or noise. If this were the case, ASD research may benefit from fMRI research in other domains,
which could discover such influences.
Since functional connectivity differs meaningfully across factors such as age and sex
(Campell et al. 2013, Satterthwaite et al. 2015), I hope to extend the present study with a
follow-up study that attempts to negate the effects of confounds without subdividing the sample.
Finally, as noted in Kazeminejad, Sotero (2019), representing functional connectivity
with a graph and applying graph theory metrics results in good classification performance. Using
such metrics, including the effect of anticorrelations, and controlling for known confounds would
be a promising direction for future study.
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