Abstract. Most computational problems for matrix semigroups and groups are inherently difficult to solve and even undecidable starting from dimension three. The questions about the decidability and complexity of problems for two-dimensional matrix semigroups remain open and are directly linked with other challenging problems in the field. In this paper we study the computational complexity of the problem of determining whether the identity matrix belongs to a matrix semigroup (the Identity Problem) generated by a finite set of 2 × 2 integral unimodular matrices. The Identity Problem for matrix semigroups is a well-known challenging problem, which has remained open in any dimension until recently. It is currently known that the problem is decidable in dimension two and undecidable starting from dimension four. In particular, we show that the Identity Problem for 2 × 2 integral unimodular matrices is NP-hard by a reduction of the Subset Sum Problem and several new encoding techniques. An upper bound for the nontrivial decidability result by C. Choffrut and J. Karhumäki is unknown. However, we derive a lower bound on the minimum length solution to the Identity Problem for a constructible set of instances, which is exponential in the number of matrices of the generator set and the maximal element of the matrices. This shows that the most obvious candidate for an NP algorithm, which is to guess the shortest sequence of matrices which multiply to give the identity matrix, does not work correctly since the certificate would have a length which is exponential in the size of the instance. Both results lead to a number of corollaries confirming the same bounds for vector reachability, scalar reachability and zero in the right upper corner problems.
Introduction
Most computational problems for matrix semigroups and groups are inherently difficult to solve and in many cases can even be impossible, due to a number of undecidability results which have been shown for matrices of dimension greater than two. Some examples of such problems are the membership problem (including the special cases of the mortality and identity problems), vector reachability, freeness problems and emptiness of semigroup intersections [24, 6, 12] .
There are various techniques and methods for embedding universal computation into three and four dimensional matrix semigroups. In particular, in dimension three, problems such as membership, vector reachability and freeness are undecidable for integral matrices [4, 15, 21, 26] . However there are at least two problems which are still open in dimension three which are the membership problem in matrix groups and the Identity Problem in matrix semigroups.
Identity Problem [10] : Decide whether a given finitely generated integral matrix semigroup contains the identity matrix.
The Identity Problem for matrix semigroups is a well-known challenging problem (see "Unsolved Problems in Mathematical Systems and Control Theory" [10] ) which is also equivalent to another fundamental problem in Group Theory: given a finitely generated matrix semigroup S, decide whether a subset of the generator of S generates a non-trivial group (Group Problem). The status of the Identity Problem was unknown for all dimensions starting from two until recently. It was first shown in [18] that the Identity Problem for integral matrices of dimension 2 is decidable and later in [7] it was proven that the problem is undecidable starting from dimension 4.
In this paper we investigate the complexity status of the Identity Problem for matrix semigroups of bounded dimension. In contrast to the polynomial time algorithm for the general membership problem in matrix groups generated by unimodular matrices [20] , we show that the Identity Problem (membership of identity matrix) for matrix semigroups generated by 2 × 2 integral unimodular matrices is NP-hard.
It was previously known that the membership problem for commutative matrices of unbounded dimension with a variable sized generator [2, 3] and the bounded membership problem (for commutative 2 × 2 matrices over N) are both NP-complete [14] . At the same time, the membership problem for finitely generated commutative matrix semigroups over an algebraic number field F is decidable even in polynomial time however [2] .
Thus, removing the bound on the length of matrix products makes the problem to be solved much faster in the case of commutative matrices, which is not the case for 2 × 2 non-commutative matrices, as we show in this paper.
It is known that the bounded membership problem for the zero matrix (the k-mortality problem) is NP-hard for semigroups generated by a pair of matrices (where the dimension is variable) [9] . It is also not difficult to show that the general membership problem for 2 × 2 matrix semigroups is NP-hard by an encoding of the Subset Sum Problem, as stated in [13] . However, it seems a similar simple approach does not work for the case of the Identity Problem which we are interested in. This is mainly because for the Identity Problem, all elements within a product must cancel and this leads to constraints on possible encodings that can be used. The encodings shown in this paper avoid these problems by using an extended alphabet and the concepts of cycles and border letters.
We also investigate a lower bound on the minimum length solution to the Identity Problem for a constructible set of instances, which is shown to be exponential in the number of matrices of the generator and the maximal element of the generator matrices. This shows that the most obvious candidate for an NP algorithm, which is to guess the shortest sequence of matrices which multiply to give the identity matrix, does not work correctly since the certificate would have a length which is exponential in the size of the instance.
This paper is organised as follows. The next section contains basic notations and preliminaries. In the third section we prove our first main result, that the Identity Problem for 2 × 2 integral matrix semigroups is NP-hard, which also implies NP-hardness of the Group Problem. Then in Section 4 we explore a number of corollaries confirming the NP-hardness for vector reachability, scalar reachability and zero in the right upper corner problems for 2×2 matrices. Finally in Section 5 we show an exponential lower bound on the minimum length solution to all of the above mentioned problems and in Section 6 we end the paper with some conclusions and directions for further research.
2 Notations and Preliminaries.
n×n be a set of r integral matrices of dimension n. We use the notation M to denote the semigroup generated by M .
Given an alphabet Γ = {1, 2, . . . , m}, a word w is an element w ∈ Γ * . We denote the concatenation of two words u and v by either u · v or uv if there is no confusion. For a letter a ∈ Γ , we denote by a or a −1 the inverse letter of a, such that aa = ε where ε is the empty word. We also denote Γ = Γ −1 = {1, 2, . . . , m} and for a word w = w 1 w 2 · · · w n , we denote w = w
1 . For a word w = w 1 w 2 · · · w n , we define pref(w) = w 1 and suff(w) = w n , i.e. pref gives the first letter (prefix) of a word and suff gives its last letter (suffix).
Let Σ = Γ ∪ Γ . Using the notation of [1] , we shall also introduce a reduction mapping which removes factors of the form aa for a ∈ Σ. To that end, we define the relation ⊆ Σ * × Σ * such that for all w, w ∈ Σ * , w w if and only if there exists u, v ∈ Σ * and a ∈ Σ where w = uaav and w = uv. We may then define by * the reflexive and transitive closure of . The following Lemma was shown in [1] .
For each w ∈ Σ * there exists exactly one word r(w) ∈ Σ * such that w * r(w) does not contain any factor of the form aa, with a ∈ Σ.
The word r(w) is called the reduced representation of word w ∈ Σ * . As an example, we see that if w = 132211 3 1 ∈ Σ * , then r(w) = ε. Using standard notations, a deterministic finite automaton (DFA) is given by quintuple (Q, Σ , δ, q 0 , F ) where Q is the set of states, Σ is the input alphabet, δ : Q × Σ → Q is the transition function, q 0 ∈ Q is the initial state and F ⊆ Q is the set of final states of the automaton. We may extend δ in the usual way to have domain Q × Σ * . Given a deterministic finite automaton A, the language recognised by A is denoted by L(A) ⊆ Σ * , i.e. for all w ∈ L(A), it holds that δ(q 0 , w) ∈ F .
The most known problem for matrix semigroups is the Membership Problem: Membership Problem: Given a matrix X ∈ Z n×n and a finite set of ma-
In other words, is X ∈ M ? In the Membership Problem, when matrix X is the identity matrix, we call this problem the Identity Problem.
The Identity Problem
In this section we show our first main result, that the Identity Problem is NPhard for two-dimensional integral matrix semigroups. Our reduction will use the following well-known NP-complete problem. Subset Sum Problem -Given a positive integer x and a finite set of positive integer values S = {s 1 , s 2 , . . . , s k }, does there exist a nonempty subset of S which sums to x?
We will require the following encoding between words over an arbitrary group alphabet and a binary group alphabet, which is well known from the literature.
Lemma 2. Let Σ = {z 1 , z 2 , . . . , z l } be a group alphabet and Σ 2 = {c, d, c, d} be a binary group alphabet. Define the mapping α : Σ → Σ * 2 by:
where 1 ≤ i ≤ l. Then α is a monomorphism (see [8] for more details). Note that α can be extended to domain Σ * in the usual way.
, d} be a binary group alphabet and define f :
Then mapping f is a monomorphism.
The above two morphisms give a way to map words from an arbitrary sized alphabet into the set of two-dimensional integral unimodular matrices. We will later require the following lemma concerning mappings f and α to allow us to argue about the size of elements of matrices in f • α.
Lemma 4. Let α and f be mappings as defined in Lemma 2 and Lemma 3, then:
. Multiplication of the given matrices proves the result.
Theorem 1. The Identity Problem is NP-hard for two-dimensional integral matrices.
Proof. We shall use an encoding of the Subset Sum Problem into a set of twodimensional integral matrices. Define an alphabet
We now define a set of words W which will encode the Subset Sum Problem (SSP) instance. Note that the length of words in the following set is not bounded by a polynomial of the size of the SSP instance, however this is only a transit step and will not cause a problem in the final encoding.
The structure of W is that each word contains 'border letters' on the left and right from the set Σ \ {a, b, a, b}. We shall show that if there exists a word w = w 1 w 2 · · · w j ∈ W + such that r(w) = ε, then we may assume w has the form that w 1 is from the first row of W , w 2 is from the second row of W and so on, with w j from the last row of W (and thus j = 2k + 2). Furthermore we show that if there exists such a w, then the SSP instance has a solution. Figure 1 shows the way in which the words of W can be combined to give the identity. The above assumption will mean that we start from node 1 of the graph and choose either a s1 or ε to move to node 2. This corresponds to w 1 being equal to either 1 · a s1 · 2 or 1 · ε · 2. We follow such non-deterministic choices from node 1 until we have a cycle of the graph. At this point, if we chose s i1 , s i2 , . . . , s il , such that they sum to x, then the reduced representation of w will equal the empty word as required. If there does not exist a solution to the subset sum problem, then it will not be possible to reach the empty word. We shall now prove these claims formally. We define 'border letters' as letters from Σ \ {a, b, a, b} and the inner border letters of a word as all border letters excluding the first and last. We call a word a 'partial cycle' if all inner border letters in that word are inverse to a consecutive inner border letter. For example 2 a s2 3 · 3 ε 4 · 4 a s4 5 is a partial cycle, whereas 2 · a s2 · 35 · a s5 · 6 is not (since inner border letters 3 and 5 do not cancel). We call a word u ∈ W + 'cyclical ' if it is a partial cycle and pref(u) = suff(u) −1 . Assume there exists w = w 1 w 2 · · · w j ∈ W + such that r(w) = ε. We may decompose w into subwords w = u 1 u 2 · · · u m such that each u i ∈ W + is a partial cycle of maximal size. This means that all inner border letters in each u i are inverse to a consecutive inner border letter, but suff(u i ) is not inverse to pref(u i+1 ) for each 1 ≤ i ≤ m − 1. Note that within r(u i ), all inner border letters will be cancelled.
Assume that for all u i , we have that r(u i ) = ε. This implies that pref(u i ) and suff(u i ) are not cancelled within r(u i ) because within r(u i ) all inner border letters are cancelled and thus for the first and last border letters to be cancelled, it must be with each other, implying that the entire word must cancel. By the definition of the u i elements, this means that r(w) = ε since suff(u i ) is not inverse to pref(u i+1 ) for each 1 ≤ i ≤ m − 1. Thus if r(w) = ε, there must also exist a partial cycle u i such that r(u i ) = ε. Without loss of generality, we may assume then that w = u i for some 1 ≤ i ≤ m.
We may also assume that w 1 equals either 1 · a s1 · 2 or 1 · ε · 2 (i.e. it is from the top row of W ). This follows since one of these words must be in any product giving the identity by the property that each element contains a border letter i on the left and (i + 1) on the right (or else 1), thus for complete cancellation, a word from every row must be present (we may think of this as a cycle of the graph in Figure 1 from a node back to itself). Clearly, if w w 1 w = ε, for any w , w ∈ W * , then also w 1 w w = ε, thus we may assume w 1 is from the top row of W .
Since w is a partial cycle and r(w) = ε, we must also have that w is a cyclical word as defined above. This follows since if w is a partial cycle but not cyclical, then pref(w) = suff(w) −1 . However for a partial cycle, all of its inner border letters are cancelled within its reduced representation, and thus there is no way for letters pref(w) and suff(w) to be cancelled.
The above properties imply that w has the following form after cancelling the inner border letters:
Note that elements y 1 , y 2 may be any sum of the SSP elements s 1 , s 2 , . . . , s k ∈ Z + according to which word was chosen from each row of W , see also Figure 1 .
We now move to the second half of the proof, to show how to encode the set W into matrices and that the resulting instance size is polynomial is the size of the SSP instance. Given an instance of the Subset Sum Problem, use monomorphism f • α defined in Lemma 2 on set W and Lemma 3 to give:
with the same cardinality as W .
We see that there are 4k + 2 matrices in set W . Note that each word in W contains two border letters and possibly a power of a single letter from Σ. By Lemma 4, we see that applying f • α to each word in W thus gives a set of matrices M such that their size (i.e. the number of bits required to represent them) is a polynomial in k j=1 s j and x. This follows since Lemma 4 gives a 'size' of the matrix generated from the power of a single letter in Σ and thus proves the result.
Note that we can move directly from the SSP instance to W without having to construct W .
Related NP-hard problems
In this section we shall explore some corollaries of Theorem 1 for related problems over two dimensional integer matrix semigroups. Since the identity matrix is idempotent (i.e. I 2 = I), we see that I = {I}. Theorem 1 proves that determining if a semigroup S (which is finitely generated by matrices from SL(2, Z)) contains the identity matrix is NP-hard, therefore taking the intersection of S and I immediately proves the following corollary. Corollary 1. Determining whether the intersection of two finitely generated two-dimensional integral matrix semigroups is empty is NP-hard.
It is not difficult to show that the problem of determining if the identity matrix belongs to a finitely generated matrix semigroup and the problem of determining if a subset of the generator set of the semigroup forms a non-trivial group are both equivalent. Since, as explained in the proof of Theorem 1, all matrices of the generator set must belong to any product equaling the identity matrix, we see that the following problem regarding groups is also NP-hard.
Corollary 2. Given a finite set of two-dimensional integer matrices, determining if they generate a group is NP-hard.
We now state the following problem which has received interest in the literature due to its relation to the Skolem-Pisot problem and the mortality problem:
Zero in the Right Upper Corner (ZRUC) Problem: Given a set of k integer matrices of dimension n:
n×n , does there exist any matrix X in the semigroup generated by M such that the upper right entry of X is zero? (i.e. does there exist X ∈ M such that X 1,n = 0?) We denote by ZRUC(k, n) the problem with k matrices of dimension n.
The ZRUC problem ZRUC(1, n) is closely related to the well-known SkolemPisot Problem which is to determine whether or not a given linear recurrent sequence (of some depth) ever contains a zero. The problem is known to be decidable for linear recurrent sequences of up to depth 5 [22] , but for arbitrary depths, it is a long standing open problem. It was shown in [11] that Skolem's problem is NP-hard.
Generalizing the problem to more than one matrix, it was shown in [16] that ZRUC(7, 3) and ZRUC(2, 24) are both undecidable (the latter result was later improved to show the undecidability of ZRUC(2, 10) in [23] ). Decidability is currently (to the authors' knowledge) open for ZRUC(k, 2). Using our previous considerations, we may obtain the following result concerning ZRUC(k, 2).
Corollary 3. The ZRUC(k, 2) problem is NP-hard.
Proof. Using the notation of Lemma 2, Lemma 3 and Theorem 1, we shall prove that for any word w ∈ Σ , f (α(w)) 1,2 = 0 implies f (α(w)) = I, in other words the only possible matrix in the semigroup we generate using a subset sum problem instance with a zero in the right upper corner is the identity matrix (which Theorem 1 proves in NP-hard to decide).
According to Lemma 2, for any word w ∈ Σ , we see that α(w) ends in c. Under mapping f defined in Lemma 3, we therefore see that f (α(w)) always has the final matrix f (c) = 1 −2 0 1 .
and therefore Y · f (c) has a zero in the right upper corner. Let Y = x y z v and we observe:
Since y − 2x = 0 and (since the range of f belongs to SL(2, Z)) det(Y · f (c)) = 1, then x(v − 2z) = 1. This implies x = 1 and (v − 2z) = 1 or x = −1 and (v − 2z) = −1. In the latter case we can square the matrix and still obtain a zero in the upper right corner, thus assume x = v − 2z = 1. Thus we see that f (α(w)) = f (d) z/2 . However, we note that d ∈ {α(w )|w ∈ Σ * }. Actually for any w ∈ Σ * , α(w ) is either empty or has first letter c and last letter c by the proof of α being a monomorphism. Thus z = 0 which implies that f (α(w)) = I in the case that the upper right element is zero. Determining if I is in the semigroup was shown to be NP-hard in Theorem 1 thus completing the proof.
It is clear that in Theorem 1 the only diagonal matrix possibly present in the generated semigroup is the identity matrix. This immediately gives the following corollary.
Corollary 4. Determining whether a finitely generated two-dimensional integer matrix semigroup contains any diagonal matrix is NP-hard.
The same problem over integer matrices of dimension four was shown to be undecidable in [5] . Corollary 3 allows us to also prove the following two problems are NP-hard: Scalar Reachability Problem: Given a set of k integer matrices of dimension n:
n×n , two vectors ρ, τ ∈ Z n and some integer d. Does there exist any matrix X in the semigroup generated by M such that ρ T Xτ = k?
Vector Reachability Problem: Given a set of k integer matrices of dimension n: M = {M 1 , M 2 , . . . , M k } ⊆ Z n×n and two vectors ρ, τ ∈ Z n . Does there exist any matrix X in the semigroup generated by M such that Xρ = τ ? Corollary 5. The Scalar Reachability Problem and Vector Reachability Problem are NP-hard over two-dimensional integer matrices.
Proof. We first prove the result concerning the Scalar Reachability Problem. Let d = 0, ρ 1 = (1, 0)
T and τ = (0, 1) T . Let the matrix semigroup M be generated as in Corollary 3. We notice that for any X ∈ Z 2×2 then ρ T 1 Xτ = X 1,2 . Determining whether this is zero was proven to be NP-hard in Corollary 3.
For the Vector Reachability Problem, let ρ 2 = τ = (0, 1) T . If the identity matrix belongs to the semigroup then Iρ 2 = β.
, we see that Xρ 2 = (x 1,2 , x 2,2 ) T . As it was shown in Corollary 3 the fact that x 1,2 = 0 implies that x 2,2 = 1 for a particular set of matrices from SL(2, Z) in NP-hardness result. Therefore deciding whether τ is reachable from ρ 2 can solve the ZRUC problem which was proven NP-hard in Corollary 3 and thus vector reachability is NP-hard.
Size of Solutions to the Identity Problem
The complexity of 2 × 2 integral matrix semigroups is quite surprising, for example we mention here the following recent result. Given the following matrices: [15] to determine whether or not the semigroup generated by {A, B} is free (in other words whether they satisfy any non-trivial equation). Although the problem at first appears to be straightforward (since one matrix is diagonal, the other is upper-triangular), it turns out to be deceptively difficult and was not solved until recently in [17, 19] where the authors independently showed that in fact the following equation holds and thus the generated semigroup is not free:
In fact, it is also reported in [17] that no shorter non-trivial equation exists. Given a set of matrices we now consider a lower bound on the length of a solution to the Identity Problem.
We may ask the question: if the identity matrix belongs to the semigroup generated by M , say M i1 M i2 · · · M ir = I with each M ij ∈ M , then does there exist a lower bound on the size of r purely in terms of |M |? It is not difficult to see that this is not the case, for example let D = 1 2 0 1 and
for some large s > 0, then the semigroup generated by {D, C} contains I since D s C = I, but the length of this product can be set arbitrarily large by increasing s. Thus it makes sense for us to consider a bound using not only the cardinality of the generator, but also the maximal absolute value of an element of any of the matrices in M , since this is a metric taking into account the overall 'size' of the generator.
Proposition 1. There exists a set of matrices
where the maximum element of any matrix in M is O(n 4 ) such that I ∈ M and the minimal length product over M equal to I is of length 2 n − 2, which is exponential in the number of matrices in the generator and the maximal element of any matrix in M .
Proof. We adapt the proof of a related result over deterministic finite automata (DFA) recently shown in [1] . Define alphabets Γ = {1, 2, . . . , n − 1}, Γ = {1, 2, . . . , (n − 1)} and Σ = Γ ∪ Γ . It is shown in [1] that for any n ≥ 3, there exists a DFA A n , with n + 1 states over Σ, such that for any word w ∈ Σ * where w ∈ L(A n ) and r(w) = ε then |w| ≥ 2 n−1 . Their proof is constructive and we shall now show an adaption of it which when combined with our earlier encoding will prove our claim. Let Q = {q 0 , . . . , q n−1 } and q 0 be the initial state and {q 0 } the set of final states. We define the transition function δ : Q × Σ * → Q of the DFA such that:
, if c = 1 and a = 0; q a+1 , if c = a and 1 ≤ a ≤ n − 2; q 0 , if either c = a and 2 ≤ a ≤ n − 1, or c = (n − 1) and a = n − 1.
All other transitions are not defined. The structure of this DFA can be seen in Figure 2 . Using the encoding idea from earlier in this paper, we may encode this problem into a set of words (the example following this proof shows the form of the set of words for the instance where n = 4). Let W = {q a · c · δ(q a , c)} ⊆ (QΣQ) * be a set over every rule of the DFA transition function. n−1 Fig. 2 . A deterministic finite automaton such that the minimal non empty word w such that r(w) = ε and δ(q0, w) ∈ F is of length 2 n − 2.
Let w = w 1 w 2 · · · w |w| ∈ W + be such that r(w) = ε. We may assume without loss of generality that w 1 = q 1 · 1 · δ(q 1 , 1). This follows from the construction above, whereby to obtain the identity, each element must be used at least one time. As before, since for any w , w ∈ W * we have that w w 1 w = ε implies w 1 w w = ε, we may assume w 1 is of this form.
We may use the proof given in [1] to prove that the length of any nonempty product equal to the identity is 2 n − 2. We see that the element w 1 corresponds to being in state q 1 and reading in symbol 1, each successive concatenation of elements allows cancellation only if that concatenation corresponds to traversing the automaton according some letter from Σ in the transition function. In this case, all state symbols, excluding the first and last will be cancelled and what remains will be a word c ∈ Σ + . If this word is such that r(c ) = ε, then r(w) = ε implies that the final letter of w is q 1 and this corresponds to beginning in state q 1 of the DFA of [1] , reading in a word whose reduction is empty and returning to the initial state. Any such product has length at least 2 n − 2 as is shown in [1] (we are using a slight variant of their automaton so our bound is slightly different).
Using Lemma 2, we may encode the set of words W into a set W over a binary alphabet. Note that the number of letters (excluding inverses) in the words of W is |Γ | + |Q| = 2n − 1, thus the maximum size word encoding of morphism α of Lemma 2 is 4n − 1. The words of W are thus of the form:
We may apply mapping α from Lemma 3 to each of these words to move from words to 2 × 2 integral matrices. Lemma 4 can be used to show that the largest absolute entry of any α(c
, since the maximal element of
has order O(n 4 ) using the fact that i 1 , i 2 , i 3 ≤ 2n − 1 and straightforward matrix multiplication. These matrices of the form α(c
) generate M and thus the maximal element size of any matrix in M is O(n 4 ) as required. Since the length of any (nonempty) product equaling the identity has been shown to be 2 n − 2, we see that this length is exponential in the number of matrices in the generator and the maximal element as required.
Example. Let us consider case n = 4, thus the automaton has states Q = {q 0 , q 1 , q 2 , q 3 } and alphabet Σ = {1, 2, 3, 1, 2, 3}. By the encoding of Proposition 1, we obtain the following words (see Figure 2) :
Let w = w 1 w 2 . . . w |w| ∈ W + be such that r(w) = ε and w 1 = q 0 1q 1 . We shall now examine the form of a product which gives the identity in this case. Let:
and note that r(X 1 ) = q 0 q 2 , r(X 2 ) = q 0 q 3 and thus r(X 3 ) = ε is a solution. The solution has length |w| = 2 n − 2 = 14 as expected.
Finally we note that the matrix encoding used in Proposition 1 also gives us information regarding the length of solutions of the Zero in the Right Upper Corner Problem, Scalar Reachability Problem and Vector Reachability Problem over two-dimensional integer matrices. Using the encoding of Proposition 1 and the proofs of Corollary 3 and Corollary 5 immediately lead to the following result.
Corollary 6. There exist instances of the Zero in the Right Upper Corner Problem, Scalar Reachability Problem and Vector Reachability Problem over two dimensional integer matrices where the minimum length of their solution is exponential in the cardinality of the generator set and the maximal size of any element of a matrix in the generator.
In this paper we show that the Identity Problem for 2 × 2 integral unimodular matrices is NP-hard by a reduction of the Subset Sum Problem and several new encoding techniques. The exact complexity of the problem is not known. However if a detailed analysis of an upper bound for the nontrivial decidability result by C. Choffrut and J. Karhumäki will show that the algorithm is in NP then one can immediately show NP-completeness of Identity Problem. Our result about the Identity Problem reveals a number of corollaries confirming the same NP-hardness result for vector reachability, scalar reachability and zero in the right upper corner problems. Since the decidability status for these problems is not yet known, it is difficult to predict how close our results are to their real upper bounds.
In addition to that, the following problem seems particularly noteworthy and related to the results of this paper, however a direct application of the proposed techniques that are used in Theorem 1 do not appear to work.
Open Problem -Given a finite set, X, of 2-dimensional integer matrices, what is the complexity of determining if the semigroup generated by X is free? For example, is it NP-hard to determine if the matrices in X satisfy any nontrivial equation?
The complexity of these problems may possibly go beyond the NP class and the further study of complexity bounds for low-dimensional problems is an important research direction that may help to get a better understanding of computations in 2 × 2 matrix semigroups and one-dimensional affine transformations (affine maps).
At the end of the paper we derived an exponential lower bound on the minimum length solution to the Identity and other problems, the question as to whether this lower bound can be improved is another open problem that may help to clarify the computational complexity issues in matrix semigroups.
