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1 Introduction
Since the very beginning of the development of computers they have been used to accelerate
the knowledge gain in science and research. Today they are a core part of most research
facilities. Especially in natural and technical sciences they are used to simulate processes
that would be hard to observe in real world experiments. Together with measurements from
such experiments, simulations produce huge amounts of data that have to be analyzed by
researchers to gain new insights and develop their field of science.
Given this background, it makes perfect sense to use computers also for the analysis
and illustration of data produced by computers. This is where the field of this thesis comes
into play: scientific visualization. The first structured discussion of the need for research in
visualization was given by McCormick et al. [MDe87] in 1987. They claimed visualization in
scientific computing or just visualization to be an autonomous field of science. They defined
the topic of visualization, justified the demand for efforts in the new field and described the
necessary investments to provide adequate infrastructure for researchers. The first general
definition they give is the following:
Visualization is a method of computing. It transforms the symbolic into the geo-
metric, enabling researchers to observe their simulations and computations. [...]
It enriches the process of scientific discovery and fosters profound and unexpected
insights. [...]
The purpose of visualization is to provide easier insight into data for engineers and scientists.
McCormick et al. [MDe87] formulate this as follows:
The goal of visualization is to leverage existing scientific methods by providing
new scientific insight through visual methods.
Obviously, if talking about visualization in general and not only about visualization in scien-
tific computing, these statements have to be extended. Visualization does not only transform
simulated and computed data, but also allows to support knowledge gain from measured data
from real experiments.
In the twenty years that have passed since the publication of McCormick’s report the field
has diversified into several subfields if not even subdisciplines. This holds even for special
application areas. The present thesis focuses on the visualization of vector fields with an
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emphasis on flow fields. This is due to the fact that it was carried out in connection with
the third period of a DFG project called “Visualisierung nichtlinearer Vektorfeldtopologie”1.
While the first period of this project focused on the development of topological methods
for the analysis and visualization of planar vector fields, the second period was dedicated
to the extension of these methods to time-dependent and three-dimensional data. Close
collaboration and discussions with engineers from the application domain (fluid dynamics)
raised new questions concerning the detection and depiction of special features in flows. A
central point in these discussions was the combination of three-dimensional and boundary
flow analysis for detection and visualization of separation structures and boundary induced
vortices. Furthermore, the development of methods for a localized topological analysis was
an aim of the project. Finally, finding approaches for a topological analysis of particle traces
was addressed in another part of the project. The research for the last part was mainly
conducted by Tobias Salzbrunn [Sal08], whereas this thesis covers the first two parts.
The contributions of the present thesis in this context are the following: First, in chap-
ter 3, we present and apply a method to extract the contribution of a subregion of a domain
to the global flow [WGS05a, WGS07]. To isolate this contribution we decompose the flow
in the subregion into a potential flow that is induced by the original flow on the boundary
and a localized flow. Since the potential flow is free of both divergence and rotation the
localized flow retains the original features and captures the region-specific flow that contains
the local contribution of the considered sub-domain to the global flow. We discuss the ap-
plication of some widely used feature extraction methods on the localized flow and describe
applications like reverse-flow detection using the potential flow. A slight emphasis is put
on topological methods since they specially benefit from removing the potential flow that
captures frequently encountered dominant passing flow.
Furthermore, an extension of the localization approach to time-dependent fields [WGS07]
is given, applied and discussed (chapter 4).
Next, to complement animations that provide only transient impressions of momen-
tary flow, two approaches to visualize time varying fields with fixed geometry are intro-
duced [WS05]. This contributes to the last part of the above mentioned project. We show
(chapter 5) how bundles of streak lines and path lines, running at different times through
one point in space, like through an eyelet, yield an insightful visualization of flow structure
(“eyelet lines”). To provide a more intuitive and appealing visualization, we also explain how
to construct a surface from these lines. As a second approach, we use a simple measurement
of local changes of a field over time to determine regions with strong changes. We use these
regions as a guide for placing eyelets.
Turning to the interaction between wall shear stress and three-dimensional flows (chapter
6), we propose a method for the extraction of separation manifolds originating from separa-
tion lines. We address the problem from the flow visualization side by investigating features
in flow cross sections around separation lines [WTS08]. We use the topological signature of
1engl.: “Visualization of nonlinear vector field topology”
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the separation in these sections, in particular the presence of saddle points and their separa-
trices, as a guide to initiate the construction of the separation manifolds. Additionally, we
discuss some lessons learned in the course of our experimentation with well known and new
ideas for the extraction of separation lines.
Further investigating the interaction between wall shear stress and three-dimensional
flows, we present a method to extract and visualize vortices that originate from bounding
walls of three-dimensional time-dependent flows [WTS+07]. These vortices can be detected
using their footprint on the boundary, which consists of critical points in the wall shear stress
vector field. In order to follow these critical points and detect their transformations, affected
regions of the surface are parameterized. Thus, an existing singularity tracking algorithm
devised for planar settings can be applied. The trajectories of the singularities are used as
a basis for seeding particles. This leads to a new type of streak line visualization, in which
particles are released from a moving source. These generalized streak lines visualize the
particles that are ejected from the wall (chapter 8).
Finally, we apply the concepts of finite-time Lyapunov exponents to enable the analysis
of steady and unsteady flows in the immediate vicinity of the boundaries of flow-embedded
objects by limiting Lagrangian analysis to surfaces closely neighboring these boundaries
(chapter 9). To this purpose, we present an approach to approximate FTLE fields over such
surfaces [GWT+08]. Furthermore, we achieve an effective depiction of boundary-related flow
structures such as separation and attachment over object boundaries and specific insight into
the surrounding flow using several specifically chosen visualization techniques.
The mentioned contributions are preceded by an introduction of the mathematical con-
cepts and ideas that provide the basis of the developed techniques (chapter 2). Important
definitions and theorems from the areas of partial differential equations and dynamical sys-
tems are given. An intermission (chapter 7) summarizes important facts about parameteri-
zations that are needed in the following chapters. A conclusion and an appendix comprising
a formulary and a description of the used datasets complete the text of the thesis.
1.1 Publications
The work on this thesis was carried out in connection with the project “Visualisierung nicht-
linearer Vektorfeldtopologie” which is funded by the German Research Foundation (DFG).
The thesis is mainly based on the work presented in the following peer-reviewed papers:
• Localized Flow Analysis of 2D and 3D Vector Fields [WGS05a]
• Computation of Localized Flow for Steady and Unsteady Vector Fields and its Appli-
cations [WGS07]
• Eyelet Particle Tracing - Steady Visualization of Unsteady Flow [WS05]
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• Extraction of Separation Manifolds using Topological Structures in Flow Cross Sec-
tions [WTS08]
• Generalized Streak Lines: Analysis and Visualization of Boundary Induced Vortices
[WTS+07]
• Lagrangian Visualization of Flow-Embedded Surface Structures [GWT+08]
During the work on this thesis, the author also contributed to the papers by Rousseaux et
al. [RSSW07], Ebling et al. [EWGS07], Ja¨nicke et al. [JWSK07], Salzbrunn et al. [SWS07]
and Garth et al. [GTWJ08].
1.2 Remarks
Even though this thesis is the work of only one author the pronoun “we” will be used.
Because most scientific papers are written in this style it is more familiar to most readers
and thus facilitates reading. Additionally, as can be seen from the list of authors of the papers
this thesis is based on, most of the work presented here was carried out in collaboration with
others.
All videos and animations referred to throughout this thesis are available on the web-
site http://forschung.dergrosse.de/ permanently. A table explaining frequently used
notation can be found in Appendix A.1.
4
2 Theoretical Foundations
This chapter describes the mathematical concepts and ideas that provide the basis for the
research presented in this thesis. Important definitions and theorems from the areas of
partial differential equations and dynamical systems are introduced.
To follow the explanations, familiarity with calculus in n dimensions is advantageous.
In particular, we assume a certain degree of familiarity with partial derivatives, differential
operators like curl and divergence, differential equations and vector fields.
2.1 Vector Fields and Dynamical Systems
This section gives a brief overview of important facts, definitions and theorems from the
field of dynamical systems and vector fields. More detailed treatments can be found in the
books by Hirsch et al. [HSD03], and Guckenheimer and Holmes [GH83]. The presentation
is inspired by PhD theses on related subjects [Sch99, Tri02, Gar07].
2.1.1 Basic Concepts and Definitions
Vector fields are probably the most important concept used throughout this thesis, so we
give their definition first.
Definition 2.1 A vector field is a vector-valued function
v(t,x) : I × Ω→ Rn
with Ω ⊂ Rn.
As some important existence and uniqueness results rely on Lipschitz continuity, we assume
all vector fields to be Lipschitz continuous in the following. We call a vector field steady if it
does not depend on t. In this case we often write v(x) by dropping t. If it depends on t we
call it time-dependent or unsteady. We may think of an unsteady vector field as an ordered
set of steady vector fields, a vector field for each time t. We call such a vector field for a
certain time an instantaneous vector field.
An important special case of vector fields are those that can be described mainly by a
matrix.
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Definition 2.2 A vector field v is linear if there exist a matrix A ∈ Rn×n and a vector b
such that
v(x) = Ax+ b, ∀x ∈ Ω.
These vector fields become important when we move on to the classification of critical points
in later parts of this chapter. Obviously, the derivatives of a linear vector field are constant
everywhere because of its linearity. Note that the Jacobian, i.e. the matrix of the partial
derivatives, of a linear vector field is exactly the matrix A of the above definition because
the Jacobian is a linearization of a vector field at a certain position.
The next definition clarifies the relationship between vector fields and certain differential
equations.




= v(t, f(t)). (2.1)
where f is a vector-valued function that has the same dimension as v.
Definition 2.4 A differential function f is a solution of the Cauchy initial value problem if
it fulfills equation (2.1) and satisfies
f(t0) = f0, (2.2)
for t0 ∈ I and f0 ∈ Ω. Equation (2.2) is called the initial condition.
Theorems concerning existence and uniqueness of solutions of the Cauchy problem are omit-
ted at this point. They can be found in [HSD03]. The omission does not mean that they
are not important. In fact, some very important properties of orbits follow from existence
and uniqueness (see below).
To describe the motion of points in the domain that is given by solutions of the above
differential equation we introduce the flow of a vector field.
Definition 2.5 We say that the vector field v generates the flow φt, where
φt : Ω → Rn
φt(x) = φ(t,x)






= v(τ,x) ∀(t,x) ∈ I × Ω.
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Definition 2.6 The flow φ generated by v as defined in definition 2.5 is a solution of the
Cauchy initial value problem associated to the vector field v. This solution, with the initial
condition φx(0) = x is called an integral curve or trajectory through the initial position x0.
The set of points ζx = {φx(t)|t ∈ R} is called orbit of x.
The above definition implies a second common but more informal definition: Trajectories are
lines that are always tangential to a vector field. If the considered vector field is the velocity
field of a fluid flow, the trajectory can be interpreted as the path of a particle injected into
the flow at x. This leads to the definitions of streamlines, streak lines and path lines which
are given in section 2.3.
As mentioned above, uniqueness and existence of solutions of the Cauchy problem imply
some fundamental properties of orbits. First, different orbits cannot cross each other. Sec-
ond, if two points lie on one orbit, the orbits are the same. A third property is concerned
with critical points. It is given directly after critical points are introduced.
Definition 2.7 An orbit ζ is called periodic orbit or closed orbit if there exists t 6= 0 such
that we have φt(x) = x for all x ∈ ζ.
2.1.2 Dynamical Systems
This section is devoted to introducing the notion of dynamical systems and their properties.
We begin by giving a more informal definition. A dynamical system is a description of the
motion in time of all points of a given space. Mathematically this space might be, e.g., the
Euclidian space, a subset of it or some surface in Rn. For a given position, a dynamical
system tells us where this position is located after a certain amount of time.
Definition 2.8 A continuous dynamical system on domain Ω is a set of continuous functions
φ : I × Ω→ Ω where φ(t,x) = φt(x) satisfies the following conditions:
• φ0 : Ω→ Ω is the identity function: φ0(x0) = x0.
• The composition φt ◦ φs = φt+s for each t, s ∈ I.
Definition 2.9 A dynamical system is called autonomous if the vector field generating the
flow does not depend on time and non-autonomous otherwise.
In order to get an overview of the behavior of a dynamical system, one often draws phase
portraits. A phase portrait is a picture of a collection of representative integral lines (solution
curves) of a dynamical system, more precisely of equation (2.1), in Ω ⊂ Rn. In this context,
Ω is called the phase space.
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2.1.3 Critical Points
Definition 2.10 A point x0 of a vector field v is called critical point if
v(x0) = 0
holds. A critical point is also called singular point, singularity, equilibrium point or simply
a zero. When referring to the flow of the vector field one speaks of a fixed point where
φ(x) = x.
The orbit of a critical point consists only of the point itself. The existence and uniqueness
of solutions of the Cauchy problem further implies, that no orbit which is not the critical
point itself can reach the critical point. Such orbits may or may not converge to the critical
point, the previous statement is true in either case.
Definition 2.11 A critical point x0 is said to be of first order if the Jacobian matrix ∇v(x0)
has full rank. If this is not the case, the critical point is called higher-order or non-linear crit-
ical point.
Throughout this thesis we will only deal with first order critical points, i.e. the Jacobian at
the critical points has full rank.
Definition 2.12 A critical point x0 of a vector field v is hyperbolic if the Jacobian matrix
∇v(x0) has only eigenvalues with non-zero real part.
Critical points of vector fields can be classified according to the flow pattern in their neigh-
borhood.
2.1.4 Classification of Critical Points of Linear Vector Fields
The classification presented in this section assumes the treated systems to be autonomous.
Additionally, as adumbrated when we introduced linear vector fields, we restrict our discus-
sion to critical points of linear vector fields first. In this case, a complete classification is
possible.
A linear vector field has either no or exactly one isolated critical point. Using appropriate
coordinate changes, i.e. a translation, it is possible to transform any linear system having
an isolated singularity into a system having an isolated singularity exactly at the origin of
the coordinate system. A linear system having its isolated singularity at the origin can be
written as
v(x) = Ax
and is called homogeneous linear vector field. An important property of homogeneous lin-
ear vector fields is that their critical points are characterized by the eigenvalues of their
constituting matrix A.
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Classification of Phase Portraits of Critical Points in R2
We start by considering planar, i.e. two-dimensional, homogeneous linear vector fields. In
this case, the matrix A has two eigenvalues λ1, λ2 ∈ C. The following classification is based
on a comparison of the sign of the real and imaginary parts of the eigenvalues. Zero values
are treated separately.
• A has real eigenvalues with opposite sign. In this case, the critical point is called saddle
point, saddle type singularity or just saddle.
• A has eigenvalues with negative real part. In this case, the critical point is called sink
or attracting singularity. There are four subtypes of sinks:
– Node sink: The eigenvalues are real and negative.
– Star sink: The eigenvalues are real, negative and equal.
– Spiral sink: The eigenvalues are complex conjugate and the real part is negative.
9
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– Improper node sink: A is not diagonalizable, i.e. its eigenvectors are linear de-
pendent, but it has one negative real eigenvalue.
• A has eigenvalues with positive real part. In this case, the critical point is called source
or repelling singularity. There are four subtypes for sources. These subtypes are de-
fined analogous to the subtypes of sinks:
– Node source: The eigenvalues are real and positive.
– Star source: The eigenvalues are real, positive and equal.
10
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– Spiral source: The eigenvalues are complex conjugate and the real part is positive.
– Improper Node source: A is not diagonalizable, i.e. its eigenvectors are linear
dependent, but it has one positive real eigenvalue.
• A has eigenvalues with zero real part, i.e. pure imaginary eigenvalues. In this case,
the critical point is called center point, center type singularity or just center.
In the case of node sinks, the absolute value of the eigenvalues determines whether the
corresponding eigenvectors indicate directions of fast (largest eigenvalue) or slow (smallest
eigenvalue) convergence. A similar statement holds for node sources and divergence. As
the eigenvalues of a star are equal, no distinguished convergence or divergence directions are
observable.
The above classification helps to get an overview of the different phase portraits around
critical points. However, in the following we will mainly differentiate between sinks, sources
and saddles. Centers are completely ignored because, due to being non-hyperbolic, they are
unstable and appear only under very special circumstances.
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Figure 2.1: Phase portrait of three-dimensional spiral.
Classification of Phase Portraits of Critical Points in R3
Similar to the two-dimensional case, critical points in 3D are classified by their eigenvalues.
Obviously there are three eigenvalues λ1, λ2, λ2 ∈ C in this case. A complete classification
can be found in the book by Hirsch et al. [HSD03, ch. 6] and in an article by Nielson and
Jung [NJ99]. We will only present one saddle point out of all possible types.
A 3D saddle point is defined to be a critical point with eigenvalues of mixed sign real parts.
The subclasses are distinguished by the type of two-dimensional critical point that appears
in a restriction of the field to the plane spanned by the eigenvectors whose eigenvalues have
the same sign. The saddle type we are interested in is a spiral saddle. It is characterized by a
spiral sink or source in the previously mentioned plane. Figure 2.1 shows an attracting spiral
saddle. The attracting sink can be observed in the grey plane while the repelling behavior
is introduced by the vertical axis shown in the image. Typical trajectories of an attracting
spiral saddle approach the critical point near the grey plane and depart spiraling along the
repelling axis. One may think of the phase portrait of a three-dimensional critical point as
being built of the phase portrait of a two-dimensional and a one-dimensional critical point.
2.1.5 Critical Points in Non-linear Vector Fields
In the previous subsection, we have seen how critical points of linear vector fields can be
classified. A linearization vlin of the neighborhood of a critical point enables a similar
treatment for critical points in non-linear vector fields v:
vlin = ∇v(x− x0).
In the non-linear case, however, the interpretation is only sufficiently accurate in the small
neighborhood around the critical point.
Although we are dealing with non-linear vector fields now, we restrict our attention to
first-order critical points.
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Theorem 2.1 (Hartman-Grobman) Let x0 be a hyperbolic critical point of a non-linear vector
field v. Then the non-linear vector field v is topologically equivalent (see definition 2.18) to
the corresponding linear vector field vlin in a neighborhood of x0.
Figure 2.2: Illustration of the theorem 2.1 of Hartman and Grobman for a saddle point.
This means for suitable, i.e. hyperbolic, critical points the phase portrait in the neighborhood
of a critical point in a non-linear field is similar to the phase portrait of the critical point of
the corresponding linear vector field (linearization).
2.1.6 Stable and Unstable Manifolds, Basins and Separatrices of Crit-
ical Points
So far we have given only definitions and results for critical points and their neighborhoods.
We will now move on to the introduction of concepts that describe the relation between the
whole vector field and its critical points. There is a strongly related group of notions that
describe a classification of trajectories that are connected to a critical point. Although some
of these notions turn out to be equivalent, we give the definitions for all of them because
they come from different view points on dynamical systems and different traditions in the
literature.
Definition 2.13 Let φ be the flow in domain Ω ⊂ Rn. Let (tn) denote a sequence. Then we
define the following limit sets:
• α-limit set
Lα(x) = {y ∈ Ω | ∃(tn)∞n=0 ⊂ R, tn → −∞, lim
n→∞
φtn(x) = y} (2.3)
• ω-limit set
Lω(x) = {y ∈ Ω | ∃(tn)∞n=0 ⊂ R, tn →∞, lim
n→∞
φtn(x) = y} (2.4)
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We say Lα resp. Lω is the α-limit set resp. ω-limit set of the trajectory through x.
Less formally, this means that the trajectory through x accumulates at the points in Lα as
time moves backward and at the points in Lω as time moves forward. As can easily be seen,
fixed points and periodic orbits are limit sets. Furthermore, points of the same orbit have
the same limit sets.
We define the union of all trajectories connected to a critical point as its basin:
Definition 2.14 The ω-basin of a critical point x0 is the union of all integral curves that
approach x0 as t approaches infinity. The α-basin is defined analogously, replacing t by −t.
Definition 2.15 Let x0 be a fixed point. Let U ⊂ Rn be a neighborhood of this fixed point.
Then we define local stable and unstable manifolds as follows:
• local stable manifold
W sloc(x0) = {y ∈ U | φt(y)→ x0 as t→∞, and φt(y) ∈ U, ∀t ≥ 0} (2.5)
• local unstable manifold
W uloc(x0) = {y ∈ U | φt(y)→ x0 as t→ −∞, and φt(y) ∈ U, ∀t ≤ 0} (2.6)















The stable and unstable manifolds of critical points coincide with their ω- and α-basins.
The dimension of the manifolds can vary. For attracting critical points the α-basin and
the unstable manifold are just the singularity itself. A similar statement holds for repelling
critical points, where the ω-basin and the stable manifold consist only of the repelling point
itself. Thus, the dimension of these manifolds is zero. The ω- and α-basins of attracting and
repelling singularities are two-dimensional regions in the case of 2-dimensional vector fields
and three-dimensional regions for fields in 3D.
Saddle points and centers are special cases. While the mentioned manifolds for centers are
always of dimension zero, the manifolds of saddle points are one-dimensional in the 2D case,
and either one- or two-dimensional for 3D vector fields. The stable and unstable manifolds of
saddle points are often called separatrices. The name comes from their property to separate
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Figure 2.3: Virtual separatrix.
the α- and ω-basins adjacent to the saddle point. However, there are cases where stable or
unstable manifolds do not have the separation property. Figure 2.3 gives an example. This
leads to the notion of virtual separatrices [AS99, p. 345]. The sketch in figure 2.3 shows an
unstable manifold (dashed line) of a two dimensional saddle point that has no separation
property. All trajectories in the region bounded by the stable manifolds of the saddle point
belong to the basin of the sink in the middle of the sketch. This means that all lines in this
region come from the only source in the sketch and run into the sink. Thus trajectories on
both sides of the dashed line have the same α- and ω-limit sets which in turn means that the
unstable manifold has no separating property. The unstable manifold is a virtual separatrix.
2.1.7 The Topological Graph of a Vector Field
The definitions and considerations of the previous sections culminate in the definition of the
topological graph of a vector field.
Definition 2.16 The topology, topological skeleton or topological graph of a vector field v
consists of all limit sets of v and the separatrices connecting them.
Additional considerations on topological graphs of vector fields with boundary can be found
in a paper by Scheuermann et al. [SHJK00]. An example of a topological graph is given in
figure 2.4. Note that the example does not show the additional separatrices arising from the
special treatment of the boundary ([SHJK00]).
2.1.8 Structural Stability and Bifurcations
So far we have restricted our attention to critical points of autonomous systems. The fol-
lowing definitions introduce notions and observations that allow analyzing critical points of
non-autonomous systems and unsteady vector fields. We begin with definitions that lead us
to the concept of structural stability of vector fields, which again will lead us to the notion
of bifurcations.
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Figure 2.4: Two-dimensional example vector field. Right image shows topological graph: separatrices
(white), saddle points (red), sinks (blue) and sources (green).
The first definition introduces a notion of “closeness” of vector fields.
Definition 2.17 If v ∈ Cr(Rn,Rn) with 1 ≤ r ∈ N and ε > 0, then w is a C1 ε-perturbation
if there is a compact set K ⊂ Rn such that v = w on the set Rn\K and for all i ∈
{0, . . . , n− 1} we have ‖ ∂
∂xi
(v −w)‖ < ε.
For defining the structural stability, we additionally need a kind of qualitative equivalence
of vector fields.
Definition 2.18 Two Cr vector fields v and w are said to be Ck equivalent (k ≤ r) if there
exists a Ck diffeomorphism h which takes orbits φvt (x) of v to orbits φ
w
t (x) of w, preserving
senses but not necessarily parameterization by time. If k = 0 then v and w are called
topologically equivalent.
If very “close” vector fields are qualitatively equivalent we think of them as having some
extent of stability. In other words, if a small perturbation of a vector field leads to a
qualitatively different behavior of trajectories in the perturbed vector field, we say the vector
field is structurally unstable. This is formalized in the following definition.
Definition 2.19 A Cr vector field v is structurally stable if there exists an ε > 0 such that
all C1 ε-perturbations of v are topologically equivalent to v.
Although the above definitions deal with parameter-independent or steady vector fields, we
need them to be able to analyze the transitions appearing in time-dependent vector fields.
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In fact, the vector fields arising for different points of time of such time-dependent vector
fields can be treated as steady vector fields and the above definitions enable the comparison
of these different steady vector fields. We are especially interested in the time values of not
structurally stable vector fields because time-dependent vector fields change their qualitative
nature there. Such changes are called bifurcations.
Definition 2.20 Non-autonomous dynamical systems depend on the parameter t. As t is
varied, changes in the qualitative structure of the corresponding vector field may occur. These
changes are called bifurcations and the parameter value is called bifurcation value.
More formally this means:
Definition 2.21 A value t0 of the parameter t for which the vector field is not structurally
stable is a bifurcation value.
However, this is still a very special (in contrast to general) definition of bifurcations. More
general versions of the above definitions can be found in a book by Guckenheimer and
Holmes [GH83].
We will not discuss the different types of bifurcations in detail, as we are only interested
in the lifetime of a certain singularity for the remainder of this thesis. However, we note that
bifurcations may be classified into local and global bifurcations. While local bifurcations can
be studied by analyzing the vector field near singularities or closed orbits, global bifurcations
encompass large structural changes that cannot be deduced from local information. Local
bifurcations, again, can be classified into three main types: birth (creation), death (annihi-
lation) and type changes. The first two types refer to singularities appearing or disappearing
with advancing time, while in the last case an existing singularity changes its type. A type
change appears while the flow undergoes what is commonly called a Hopf bifurcation [GH83,
ch. 3.4][HSD03, ch. 8.5]. Although Hopf bifurcations are accompanied by the creation or
annihilation of a periodic orbit, we are only interested in the type change of the singularity.
We thus ignore any behavior around the critical point and consider only the type change.
An extensive treatment of bifurcations, both local and global, can be found in the book
by Guckenheimer and Holmes [GH83].
As a non-autonomous system changes over time, its singularities can move over time.
Considering the possible positions of a singularity over time as a continuum in phase space
these positions represent a line. We call this line the path of the singularity or a singularity
path. A singularity path is bounded by bifurcations. It starts at the position where a
singularity “comes into life”, i.e. at a creation event or a Hopf bifurcation, and it ends where
the existence of the singularity ends, i.e. at an annihilation or, again, a Hopf bifurcation.
2.2 Elliptic Partial Differential Equations
In this section, we introduce some important definitions and theorems from the field of
partial differential equations (PDEs) which we will need for the definition of localized flow
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(chapters 3 and 4). For a more formal treatment and further reading on this subject we refer
to the book on elliptic differential equations by Hackbusch [Hac92].
2.2.1 Poisson Equation
We begin by introducing the Poisson equation. It is the central part of the PDEs we are
interested in. It reads as follows:
∆u = f in Ω (2.9)
Here f is a continuous function on the domain Ω and ∆ is the Laplace operator. To be
able to determine a unique solution u of this equation it is necessary to impose boundary
conditions. The two most common boundary conditions are Dirichlet boundary conditions
and Neumann boundary conditions. While the Dirichlet conditions directly prescribe the
values of u at the boundary ∂Ω, the Neumann conditions only prescribe the derivative normal
to the boundary:




u(x) = g(x) on ∂Ω (2.11)
For the definition of the localized flow we will use Neumann boundary conditions, thus we
discuss them in more detail and ignore the Dirichlet conditions in the following.
The system established by the Poisson equation and the Neumann boundary condition
is called Neumann problem:
Definition 2.22 (Neumann problem) Let Ω ⊂ Rn be a domain, f and g continuous functions,
then the following equations
∆u = f in Ω (2.12)
∂u
∂n
= g on ∂Ω (2.13)
represent a boundary value problem called Neumann problem.
Conditions for the existence of a unique solution are given by the following theorem:







If a solution u does exist, then u+ c, with c any constant, is also a solution.
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2.2.2 Neumann-Laplace Problem
An often encountered special case of the Poisson equation is the potential equation, also
called Laplace equation. It reads
∆u = 0 in Ω.
The function f on the right hand side of the Poisson equation was replaced by the con-
stant zero. Together with Neumann boundary conditions, the potential equation forms the
Neumann-Laplace problem. This is reflected in the following definition.
Definition 2.23 (Neumann-Laplace problem) Let Ω ⊂ Rn be a domain, and g a continuous
function, then the following equations
∆u = 0 in Ω (2.14)
∂u
∂n
= g on ∂Ω (2.15)
represent a boundary value problem called Neumann-Laplace problem.
For the Neumann-Laplace problem theorem 2.2 reduces to the following statement:
Theorem 2.3 Let Ω be an open, bounded, and connected domain and Γ = ∂Ω its boundary.
The Neumann-Laplace problem is only solvable if∫
Γ
g = 0 (2.16)
If a solution u does exist, then u+ c, with c any constant, is also a solution.
As this condition will play a major role, we will discuss it in more detail. At first recall that
∂u/∂n can also be written as 〈grad u,n〉 and consequently (2.16) is identical to∫
Γ
〈grad u,n〉 = 0.
The gradient of u obviously is a vector field. So what we are considering here is the integral
over a vector field’s components normal to the boundary at its boundary. Consequently
condition (2.16) says that the summed flux of grad u through the boundary has to be zero.
2.3 Fluid Mechanics and Flows
Moving from the purely theoretic treatment of vector fields to the application, this section
will introduce basic facts and definitions from the area of fluid mechanics. Fluid flows
are a very important application for the dynamical systems theory and will be the main
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application topic treated in this thesis. Therefore, let us first clarify what we mean by fluid.
When speaking of a fluid our notion normally embraces both liquids and gases. Exceptions
of this rule are explictly mentioned, e.g. when dealing with water flow. The second very
basic but important remark is that in fluid mechanics one is not interested in the atoms or
molecules a fluid consist of. One treats the fluid as a continuous entity or short a continuum.
This is sometimes referred to as the continuum hypothesis of fluid mechanics. The hypothesis
implies two important facts. First, one can only deal with or observe phenomena of a scale
sufficiently larger than that of molecules. Second, which is one of the advantages of “using”
the continuum hypothesis, all quantities related to a fluid flow are defined at any arbitrarily
small point in space and not only for certain volumes.
One of these quantities, in many cases the most important one, is the velocity. The
continuum hypothesis enables us to consider the whole flow field as an aggregate of local
velocities. There are two common ways of doing this [Bat67, p. 71]. They are called the
Eulerian perspective and the Lagrangian perspective. Their properties can be summarized
as in following definitions.
Definition 2.24 If flow quantities are defined as functions of position and time we speak
of the Eulerian description of flow. This description provides an overview of the spatial
distribution of a flow quantity.
Definition 2.25 We speak of the Lagrangian description of flow if we consider the flow quan-
tities to be attached to some fluid particles. Flow quantities are defined as functions of time
and identifiable particles in the Lagrangian description.
The Eulerian description is used throughout most parts of this thesis. The major exceptions
are the parts concerned with FTLE (see section 2.4 and chapter 9).





= −∇p+ µ∆u+ (λ+ µ)∇(div u) (2.17)
∂ρ
∂t
+ div (ρu) = 0 (2.18)
together with an energy equation [CM98, p. 33]. In these equations u is the velocity, ρ is
the density, p is the pressure, D
Dt
is the material derivative (see appendix A.1) and λ and µ
are viscosity coefficients. The equations governing fluid flow (often equation (2.17) alone)
are called the Navier-Stokes equations. Equation (2.18) is called the continuity equation or
mass-conservation equation.
In the case of incompressible homogeneous fluids, the equations reduce to
Du
Dt
= −∇p′ + ν∆u (2.19)
div u = 0. (2.20)
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with p′ = p/ρ0 and ν = µ/ρ0. The homogeneity of the flow implies
ρ = ρ0 = constant. (2.21)
Incompressibility requires Dρ
Dt
= 0 as additional equation, homogeneity (2.21), however,
allows to drop this equation. In the above equations, ν is called coefficient of kinematic
viscosity.
As for the partial differential equations in the previous section (section 2.2), boundary
conditions are needed to ensure existence of solutions and other properties. Obviously, flow
cannot cross solid boundaries, thus
u · n = 0
needs to hold on the boundary. For the Navier-Stokes equations continuity of the tangential
component of the velocity across the boundary is additionally required. Because the velocity
of a solid wall at rest vanishes, it follows
u = 0
on the boundary. This is known as no-slip boundary condition.
2.3.1 Integral Line Types
Using lines as primitives for visualization of vector fields and flows in particular is common
practice. In the following, we will shortly review three types of lines for unsteady vector fields,
emphasize their differences and give their mathematical definition to clarify explanations
concerning the eyelet path surface and the generalized streak lines given in chapters 5.4.1
and 8.
For the following definitions, let v : R3 × [tmin, tmax] → R3 be a Lipschitz continuous
time-dependent vector field. Let a ∈ R3 be the position of a particle in space and let
t ∈ [tmin, tmax] be a certain time.
Stream Lines A streamline is the trajectory of a particle in a steady vector field. Consid-
ering a single instantaneous snapshot of a time-dependent flow field as steady vector
field, streamlines can also be computed for time-dependent fields. Here the streamline
is tangential to the vector field at a certain time and all positions of the line are lo-
cated exactly at the time of the instantaneous vector field. Thus, a streamline can be
interpreted as the path of an imaginary particle having infinite velocity.
Path Lines Path lines are integral curves pa,t0(t) of time-dependent vector fields, which
are tangential to the vectors of the domain of a vector field. They are the trajectories
of massless particles moving in a flow defined by the vector field. Mathematically, this
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(t) = v(pa,t0(t), t),
where t0 is the seed time.
Streak Lines Streak lines la,t are imaginary lines connecting the locations of particles that
were released into a flow from a certain location at consecutive time steps. Thus, when
dye or some other marking material is discharged slowly at some fixed point in a moving
fluid, the visible line produced in the fluid is a streak line (see e.g. Batchelor [Bat67],
Lugt [Lug96]). The lines can be observed when looking at the particles at a certain
time t.
s 7→ la,t(s) = pa,s(t) (2.22)
Note that t is fixed and s is the varying seed time.
Having introduced these line types it should be noted that caution has to be exercised
in interpreting flow phenomena upon line type visualizations. This is in particular true for
streak lines as they may indicate rotational behavior by a rolling appearance where there
are no vortices. An example, where such a phenomenon can appear, is shear flow that is
perturbed by an un-amplifying traveling sinusoidal wave as shown by Hama [Ham62].
Additionally note the following relation between the different line types. As for steady
vector fields and autonomous systems the vector at a certain position does not change over
time, there is no difference between path lines, streak lines and streamlines in these cases.
2.3.2 Notes on Galilean Invariance and Topology-based Techniques in
Conjunction with Flows
The application of topology-based techniques for vector field visualization is not always
without problems. In the case of velocity fields of flows, this has to do with the notion of
Galilean invariance. The principle of Galilean invariance states that the fundamental laws
of physics are the same in all inertial frames. Concerning flows, this can be interpreted
as stating that features (e.g. vortices) appearing in one frame have to exist in all inertial
frames. In other words, this means that the features have to be the same for a resting
observer and an observer moving along a straight line with constant speed. For example,
vorticity which is Galilean invariant does not change for the moving observer. If only the
equations describing a feature remain the same while the quantities in the equations change
we speak of covariance instead of invariance.
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The importance of Galilean invariance becomes clear when looking at a flow past an
object. Let this object be an airplane. If the plane stands beside an observer A and we
inspect the air flow around the plane, we can describe it by a certain vector field. The
vector field is the same for an observer B sitting in the plane and observer A standing
outside. If we now change the setting and consider an observer C standing on the ground,
while observer D sits in the flying plane, we get a completely different picture. Observer C
will perceive (most of) the air around the plane as resting and the plane as moving within
the air. In contrast, observer D, sitting in the plane, will perceive the air as passing the
plane with high speed. So, observer C would describe the flow as a vector field with large
areas of nearly stagnant flow, while the vector field of observer D would have large velocity
vectors nearly everywhere. The mentioned vector fields differ by the velocity vector of the
plane. As the plane (the moving observer) has a constant velocity, one of the fields can be
obtained by adding/subtracting a constant vector field to/from the other and transforming
the coordinates from one frame to the other. Obviously, all vectors of the constant field are
exactly the velocity vector of the moving observer.
In the described scenario, topological methods are hard to use or interpret because they
strongly depend on zeros in the vector field. Adding a constant vector obviously eliminates
all existing zeros (critical points) in a field. Additionally, new critical points will appear. A
combination of elimination and appearance can show up as shift of a critical point. Adding
a sufficiently large constant vector, for example for a very fast moving observer, eliminates
all zeros in the vector field. As the topological graph of a vector field consists mainly of the
critical points of the field and the streamlines started from the saddle points (separatrices),
the graph is empty for a sufficiently large velocity of the observer. Summarized, this means
that the topology of a velocity vector field is not Galilean invariant. We discussed this in
detail in a recent paper [EWGS07].
A possibility to extend the applicability of topological methods beyond the limits given
by not being Galilean invariant is described in chapter 3. The method presented there deals,
among other things, with removing the constant vector resulting from the speed of a moving
observer.
2.4 Lyapunov Exponents
In this section, we will briefly introduce the general concept of Lyapunov characteristic
exponents. The origin of the notion of characteristic exponents lies in a monograph by
Lyapunov on the stability of motion [Lya92] originally published in 1892. A more recent
survey is given by Arnold et al. [AW86]. An adaption of these exponents called finite time
Lyapunov exponents (FTLE) will be of great importance in chapter 9.
Lyapunov exponents help to explore stability properties of dynamical systems. Given an
n-dimensional dynamical system the Lyapunov exponents are a characterization of asymp-
totic properties of the flow φ via analysis of the linearized problem. The following definition
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is derived from [SLM05] as it is best suited for our case. More general definitions are given
by Lyapunov [Lya92] and Arnold et al. [AW86].
Definition 2.26 Let φx(t) and φx′(t) be two trajectories through x,x′ ∈ Ω. Let δx := x− x′










Actually there is a whole spectrum of Lyapunov exponents. Their number is equal to the
dimension of the phase space. If one speaks about the Lyapunov exponent, the largest one
is meant. Less formally speaking, the Lyapunov exponent describes the rate of separation
between trajectories through infinitesimally close seed points.
1Usually Lyapunov exponents are denoted using λ. For the sake of a consistent notation, we us γ for
Lyapunov exponents. In our notation, λ is reserved for eigenvalues.
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Flow visualization plays an important role during the design process of all kinds of objects in
science and industry. Cars, airplanes, turbines, motors and buildings are only few examples.
They are very different but for all of them the behavior of flow through or around them can
be crucial for durability and usability. Common to all of these objects is that their geometry
has large influence on the flow through or around them. Many standard flow visualization
techniques ignore this fact completely. They only treat the original velocity field or simple
derived fields and thus can miss important features. If, for example, the flow is dominated by
a large near-constant component, as is common in the flow past a stationary object, critical
points (important for topological analysis) and vortices often do not show up at all although
the flow can be more complicated than the velocity field suggests at first glance. A fast, not
necessarily near-constant, component of flow through tubes or similar objects can hide the
mentioned features in the same way. This is where the geometry comes into play, as the
dominant flow, most of the time, is strongly influenced by the geometry. A bent tube is a
simple but intuitive example for this. In cases with such dominant flow, the analysis of the
flow greatly benefits from removing the hiding component and treating the remaining local
component of the flow.
= +
Figure 3.1: Illustration of the different components of the flow around the delta wing in EDELTA
data set. left: Original flow field from the CFD simulation, middle: Laplacian field computed from the
component of the original field which is normal to the boundary. Note that the flow is simple but not
constant. right: Localized or region-specific flow obtained by subtracting the Laplacian field from the
original field.
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The ideas presented in this and the following chapter revolve around the notion of localized
flow analysis [WGS05b], i.e. the analysis of the contribution in a subregion to the global flow
of a given data set. To this purpose, a so-called potential flow is constructed that matches
the original field on the boundary of the subdomain but is otherwise simple in the sense
that it has vanishing divergence and curl. In other words, it represents the laminar flow in
the subdomain, which is induced by the geometry of the domain and the conditions on its
boundary [Bat67, ch. 2]. By subtracting this field from the original flow (see figure 3.1),
we are left with a localized flow that is confined to the subdomain under consideration and
contains the local contribution to the global flow. Visualization methods that are based on
divergence or rotation of the flow (both local in nature1) are unaffected by this approach
since the localized flow retains the original rotation and divergence. Methods based on the
velocity field are able to detect features in localized flow which were hidden in the original
flow.
The method presented here works well for both two-dimensional and three-dimensional
flow fields and is even extensible to unsteady flows as will be shown in the next chapter. The
choice of subregion is arbitrary up to the condition that it is a simple domain with piecewise
smooth boundary. In this chapter, we describe an improved version of the algorithm we
presented in [WGS05b] which implements the given ideas on unstructured triangular or
tetrahedral meshes using a finite-element approach and extend it for the use with time-
dependent fields in the following chapter. Although the computation of the potential flow is
a complicated numerical procedure, our algorithm works well even on large CFD data sets
with millions of cells.
Our work can be seen as having similarities to what others have published before (see
[PP00, PP03, TLHD03]), therefore we describe some essential differences to the work pre-
sented here in section 3.1 as well as other work that is related to this paper.
3.1 Related Work
The notion of localized flow analysis under preservation of the original characteristics of
the field (i.e. divergence and rotation) is in part related to work published by Polthier and
Preuss [PP00, PP03] (in 2D) and Tong et al. [TLHD03] (in 3D). These authors employ the
Hodge decomposition theorem from vector analysis, stating that any vector field can be
decomposed into three fields containing the divergence, rotation and harmonic parts. The
decomposition is given in terms of potentials for the divergence- and rotation-components,
v = grad u + curl w + h,
which are computed explicitly. Analysis is then attempted by locating features as extremal
points of the first two components. Although these approaches seem quite similar to what
1While working on the paper this chapter is based on, one reviewer had concerns about the notion of
rotation and divergence being local. See section 4.4 for a discussion of his example problem.
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we describe here, our motives and technique are different. It is our aim to analyze the
localized flow with conventional flow visualization techniques, as opposed to making use of
the potentials for that purpose. Moreover, in spite of the superficial similarity between the
potential flow and the harmonic field h from above, we believe that our approach is better
suited to the localized analysis of flow since we use specific boundary conditions to guarantee
that the potential flow contains the part of the flow that does not originate in the considered
domain. No such condition is imposed on h. Last but not least, the computation of the
potential flow is conceptually simpler than that of u and w, as only one potential and this
only of scalar nature has to be computed.
Concerning topological analysis and feature extraction of vector fields, there is a large
body of literature available. Post et al. [PVH+03] provide a good overview. Of special
interest in this chapter are topological methods as treated by many authors, e.g. Helman and
Hesselink [HH89], Globus [GLL91], Scheuermann et al. [SKMR98], Tricoche et al. [TWSH02]
and Theisel et al. [TWHS03] to name just a few. We are also concerned with more general
feature extraction methods, such as the vortex core line extraction method of Sujudi and
Haimes [SH95] and the region-based λ2-criterion by Jeong and Hussain [JH95] that we discuss
in the context of the localized flow. As a fast moving frame of reference is a simple example for
a dominating flow component hiding vortices, the work of Sahner et al. [SWH05] concerning
a vortex core extraction method that is independent of the frame of reference is of interest.
The method computes ridge and valley lines of Galilean invariant vortex region quantities,
such as the mentioned λ2-criterion to extract the vortex core lines. Stegmaier et al. [SRE05]
combine the λ2-criterion with the method of Banks and Singer [BS94] to extract Galilean
invariant but distinct regions for individual vortices.
There is some recent work by Laramee et al. [LGD+05] which presents a simple method
for the extraction of regions of reverse flow (or recirculation). They investigate data where
the main flow should go from negative to positive x-coordinate and regard regions containing
vectors with negative x-component as reverse flow zones. Obviously, this idea can be applied
to arbitrary main flow directions (different from x, y and z) by evaluating the dot product
of the vectors with the respective direction and testing for negativity. However, for this
method the main flow direction has to be known a priori and it has to be constant all over
the dataset. As we will see later, these problems can be circumvented using the potential
flow computed by our method.
3.2 Localized Flow Computation
In the following, let v : Rd → Rd, d = 2, 3 be a continuous (flow) vector field. Let Ω ⊂ Rd
be an open, bounded and connected domain and n the outward normal field on ∂Ω.
In order to analyze the specific contribution of the flow in Ω to the global flow field, we
define the region-specific flow vR : Ω→ Rd by requiring two essential conditions:
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1. It retains the essential behavior of the flow in terms of rotation and divergence, i.e.
div vR = div v and curl vR = curl v on Ω.
2. It is isolated from the global flow on the boundary of the subdomain, i.e. the region-
specific flow through the boundary vanishes:
vR · n = 0 on ∂Ω.
The suitability of these conditions is discussed in more detail in section 3.3. The difference
of global and region-specific flow is then given by
vP := v − vR.
Owing to the linearity of divergence and curl, vP must satisfy
div vP = 0 and curl vP = 0 on Ω, (3.1)
and we find that
vP · n = v · n on ∂Ω. (3.2)
We next look at how the construction of vP can be achieved by a simple mathematical
procedure.
3.2.1 A Special Neumann Problem
Let us assume that vP is given as the gradient of a function u : Ω → R (then vP is called
potential flow). It is immediate that
curl vP = curl grad u = 0 on Ω.
Requiring that vP has vanishing divergence, we compute
0 = div vP = div grad u = ∆u on Ω,
where ∆ denotes the Laplace operator on scalar functions. Note that the vector field corre-
sponding to a potential flow with vanishing divergence is often called Laplacian field [BT79].
Rewriting equation (3.2) in terms of u, it turns into
n · grad u = v · n on ∂Ω.
Hence, for vP := grad u to fulfill the conditions (3.1) and (3.2), u must solve
∆u = 0 on Ω (3.3)
n · grad u = v · n on ∂Ω (3.4)
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This is a Neumann-Laplace problem for u, and it is uniquely solvable up to a constant. From
this construction, we are able to determine vP by solving for u. Since we are only interested
in grad u, the constant is essentially factored out and does not influence the result. The
region-specific flow is then given by
vR := v − grad u.
A unique solution to (3.3) and (3.4) can be obtained by requiring∫
∂Ω
v · n = 0, (3.5)
implying that the total flux through the boundary must vanish. This ensures that the right
hand side is in the orthogonal complement of the kernel of the Laplacian with pure Neumann
boundary conditions. The compatibility condition (3.5) is a-priori fulfilled for incompressible
flows (e.g. liquid flow), since by Gauss’ theorem∫
∂Ω
v · n =
∫
Ω
div v = 0.
In the next section, we detail a modification of the Neumann problem for the case of com-
pressible flows.
3.2.2 Compressible Flows
When considering compressible flows, e.g. those arising as solutions of the full Navier-Stokes
equations, the compatibility condition (3.5) does not necessarily hold. However, we note
that compressible flows satisfy the continuity equation (see also equation 2.18)
∂ρ
∂t
+ div ρv = 0, (3.6)
where ρ > 0 denotes a material density that may vary spatially. Based on this, we are able
to enhance our approach from above to guarantee results for steady compressible flows. We
propose a modified Neumann problem in the form
∆u = 0 on Ω (3.7)
n · grad u = (ρv) · n on ∂Ω. (3.8)
As for steady flows ∂ρ
∂t
= 0, the compatibility condition for this system coincides with equa-
tion (3.6) and is hence fulfilled. Then, vP is again divergence- and curl-free and by setting
ρvR := ρv − grad u
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it follows
n · ρvR = n · (ρv − grad u) = 0 on ∂Ω.
Dividing by ρ we find
n · vR = 0 on ∂Ω,
i.e. the region-specific flow is again confined to Ω and inherits the characteristics of the
original flow.
3.3 Interpretation of the Fields of the Localization Process
So far we have only considered the mathematical construction of the region-specific flow.
Along the way, some conditions were imposed to guarantee solvability of the problem. We
will now dedicate some thoughts as to how these conditions affect applicability of our method
to the general localized analysis of flows. We will also discuss the interpretation and use of
the fields introduced in the previous sections. More dataset-specific results and application
examples are given in section 3.5.
3.3.1 Scalar Potential
The first field appearing during the localization process is the scalar potential obtained as
solution of the Neumann problem. For the Hodge decomposition Polthier et al. [PP03] have
used features in the scalar potential to identify features of the flow field. We will not go
into further detail about the scalar potential as all interesting features also appear in the
potential flow which, as mentioned, is the gradient of the scalar potential. Note additionally
that all extrema of the scalar field lie on its boundary.
3.3.2 Potential Flow
From a feature oriented point of view the potential flow seems to be uninteresting. It
has vanishing divergence and rotation and thus is irrotational and free of sinks and sources
(saddles are possible, see the close-up in figure 3.2b). It is very simple, in fact it is the simplest
flow (minimum of total kinetic energy, see [Bat67, p. 384]) matching the original inflow and
outflow on the boundary of the considered region. Most of its behavior is determined by the
geometry of the region, the rest is determined by the Neumann boundary conditions.
These properties, however, make it seem uninteresting only at first glance. The influence
of the geometry of the region is very important. Engineers knowing the geometry of a
region are able to predict the potential flow in the region with little effort. The potential
flow shows how the flow would pass a region or object if viscosity and wall friction were
negligible [Bat67]. Thus it can be regarded as the most natural main flow direction.
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a) original flow b) potential flow c) average flow and
original flow with
removed average flow
d) localized flow e) reverse flow region f) streamline in
and strength reverse flow region
Figure 3.2: Image a) shows streamlines of the flow in a draft tube of a water turbine. Image b) shows
how the potential flow follows the turn of the tube and a close up of the lower left corner. Images c)
and d) demonstrate the advantages of subtracting potential flow field instead of constant average field.
As the constant flow does not follow the tube, the flow with subtracted average often leads directly into
the walls of the tube. The localized flow respects the boundary and does not lead into walls. In image
e) a volume rendering shows locations and strength of reverse flow regions in the tube. Image f) shows
an isosurface that represents the border of regions with reverse flow of another time step. A streamline
in the original flow shows the reverse flow.
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As alluded to in the related work section, this property can be used to detect regions of
reverse flow. Treating the direction suggested by the potential flow as main flow direction we
compute the dot product of the normalized original flow with the normalized potential flow.
This yields a scalar value at every position which indicates whether the original flow has
a component in (positive value) or against (negative value) the main flow direction. Then
regions of reverse flow are easily identified as regions of negative value. Their borders can
be visualized by isosurfaces of zero isovalue (see figures 3.2f and 3.6).
3.3.3 Region-specific Flow
From a purely physical point of view it does not seem feasible to manipulate a flow field
in order to further its analysis. It is known practice, however, to decompose flow fields
(see e.g. [Bat67, CM98]) or to subtract a constant vector field to reveal structures that are
not visible in the original field (heuristically, the average (boundary) flow is subtracted).
The latter is justified by the principle of Galilean invariance (see section 2.3.2) which states
that the properties of flow have to be the same for a constantly moving and for a resting
observer. However, in most cases, this approach is not appropriate as it does not preserve
boundary conditions. For example, in the flow around a stationary object (see figure 3.3) or
through a channel (see figure 3.2), subtraction of a constant vector field yields streamlines
that lead into the boundary surface. Since the boundary conditions are an integral part of
the region-specific flow (via condition (3.2)), it does not suffer from these problems.
Furthermore, both vorticity and divergence of the original flow are preserved in the
region-specific approach. Therefore, feature definitions that build on these quantities and
consequently algorithms that extract these features are naturally unaffected. Recently, Sadlo
et al. [SPP04] presented analysis and visualization of three-dimensional vector fields based on
vorticity and vorticity lines. Although the streamlines of the velocity are naturally different in
the region-specific flow, the invariance of vorticity lines and hence the non-changing vorticity
transport in the flow imply that all vortical structures are kept. This confirms our approach
to be meaningful and to contain the information for the important features present in the
original field. In summary, the region-specific flow contains exactly the local domain-specific
contribution to the global flow.
As the localized flow is the difference of the original and the potential flow it represents
the deviation of a particle in the original flow from the flow induced by the geometry.
Consequently its magnitude is large where the influence of wall friction and viscosity are
large and it is small where the original flow is nearly equal to the potential flow, i.e. laminar.
We already mentioned that one can infer the potential flow mainly from the geometry of
the region. Thus, deviations from the potential flow are what is interesting in general flow
fields. For the detection of these deviations, the ratio of the magnitude of the localized and
the original flow are considered. For two-dimensional flows a simple color mapping of this
ratio can give a first overview. Isosurfaces and direct volume rendering can be used for the
same purpose when treating three-dimensional flows (figures 3.6 and 3.2).
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Concerning the influence of the frame of reference on flow analysis, the region-specific flow
delivers a natural abstraction. For the common case that features in the flow are obscured by
a dominating constant flow, the influence of the latter is “caught” in the boundary conditions
of the potential flow, even if it is non-constant. It is subsequently subtracted from the original
flow and does not show up in the region-specific flow. Thereby, for the case of topological
methods, critical points such as sinks, sources and spirals relating to extremal divergence
and vorticity are much more likely to occur than in the original flow. This enables the use
of such methods in a broader context of flow analysis.
Figure 3.3 exemplifies some of the previous considerations. The 2D vector field shown
represents the incompressible flow passing around a cylinder. On the downstream side of
the cylinder, the well known Ka´rma´n vortex street should develop. However, it cannot be
observed in the original flow. Removing the numerically obtained average flow, reveals some
but not all of the features present and yields a strong diagonal flow component that has no
physical interpretation. The constructed potential flow is very uniform except in the vicinity
of the cylinder where it reflects the flow around it. Subtracting the potential flow from the
original flow reveals all the downstream vortical structures by a topological analysis. In
this example, subtracting the correct downstream component (a multiple of ex = (1, 0)
T )
would also reveal all vortical structures and avoid the uninterpretable diagonal component.
However, in practical applications (see section 3.5.2) the original downstream component is
often not known. In these cases, the numerically obtained average vector has been the best
approximation up to now.
3.3.4 Choice of Localization Region
From the mathematics of solving the special Neumann problem 3.3, it is only required that
the subdomain Ω is open, bounded and connected. These requirements are easily fulfilled
and do not constrain the choice of region much. Regarding the numerical schemes we use
in the application of our ideas in the next section, a convex domain with piecewise smooth
boundary is greatly beneficial in terms of convergence.
Choosing a localization region appropriately as input to the algorithm is the responsibility
of the user. Often, an a-priori region of special interest can be a good choice and the engineers
often know what is or should be interesting in their data sets. For the applications described
in the previous subsections (reverse flow region detection and extraction of regions with
large influence of friction and viscosity), the whole dataset is chosen for computation of the
region-specific flow.
3.3.5 Influence of Localization on λ2-criterion
To support our statement that the localized flow retains the essential features of the original
flow, we discuss the influence of the localization on the λ2-criterion in this section. The
λ2-criterion [JH95], as mentioned before, is a method for detecting vortex core regions. By
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a) original flow b) original flow minus
average flow
c) potential flow d) original flow minus
potential flow
Figure 3.3: Comparison of different fields obtained from cylinder data set with Ka´rma´n vortex street.
a) Streamlines in the original flow. Only sinusoidal line structures adumbrate the vortices. b) Three
vortices revealed by removing average flow. c) Potential flow induced by the flow on the boundary of
the considered region. Note how the flow attaches to the cylinder and does not seem to cross it as it
would be the case for constant average flow. d) Subtracting the potential flow reveals all five vortices
present in the considered region by use of topology.
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this criterion, a vortex core is defined as set of positions with low “modified” pressure, which
means a set of positions where a certain matrix S2 + Ω2 derived from the local velocity
gradient J = ∇v has two negative eigenvalues. The matrices S and Ω are the symmetric
and antisymmetric part of J :
J = S + Ω = 1
2
(J + J T ) + 1
2
(J − J T ).
We now recall that the vorticity can be defined with the off-diagonal elements of the anti-
symmetric part of the Jacobian J as follows [CM98, p. 19]:
curl v = ∇× v = (Ω2,1,Ω0,2,Ω1,0)T . (3.9)
Since Ω is antisymmetric, all its diagonal elements are zero. Due to (3.9) and the antisym-
metry all other elements are determined by the curl of v. As the curl of the original and the
region-specific flow are equal now, Ω is also equal for both flows. Unfortunately S is only
the same up to the sum of the diagonal elements as can be seen by
tr(J ) = tr(S) = div v
and the fact that the divergence of the original and the region-specific flow are equal. How-
ever, this reasoning at least yields a strong similarity between λ2 for the original and the
localized flow. In fact, we observed this similarity in all our experiments, see for example
the left image of figure 3.6 for the EDELTA data set.
3.4 Implementation
In the following, we will revisit the construction of the region-specific flow from section 3.2
and show how it can be achieved for discrete data sets.
We assume that the discrete flow field is given on the vertices of a simplicial (triangular or
tetrahedral) grid, a form taken by many modern CFD data sets. We note that the derivation
of the potential flow is basically independent of the number of spatial dimensions. In an
implementation, however, differences show up since the method works on triangles in the
two-dimensional case and on tetrahedra in three dimensions. By formulation in the context
of finite element methods, a unified numerical formalism can be achieved nevertheless.
The region Ω is easily discretized as a connected subset of the original grid simplices. The
Neumann problem is then discretized on this set by applying a Galerkin-type finite element
method. The basic idea is simple: by discretizing u in a nodal basis {φi}i=1,...,N that has
one basis function for every grid point, equations (3.3) and (3.4) can be written as a linear
system
Au = f A ∈ RN×N and u, f ∈ RN , (3.10)
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where A is symmetric and sparse (see [ACF99] for a very concise presentation of the general
procedure).
The solution of this system is slightly more complicated than in the usual finite element
case, owing to the fact that A is not positive definite but positive semidefinite. This cor-
responds to the fact that the original problem (3.3) and (3.4) is only determined up to a
constant. The compatibility condition (3.5) translates to∑
fi = 0
implying that f must be orthogonal to the kernel of A. If this discrete condition is fulfilled
exactly, the commonly used Conjugate Gradients (CG) scheme can be employed to solve
the singular system (3.10). Owing to inexactness in numerical integration, this is extremely
difficult to ensure in practice, resulting in instability and extremely bad performance of
the iterative scheme. Bochev and Lehoucq [BL05] give a possible solution to this class of
problems: by reformulating the Neumann problem as a saddle point problem, a regularization
approach can be employed to achieve stability and good convergence properties. Essentially,
this results in a modified CG scheme that ensures that successive iterates remain outside the
kernel of A. We found this approach both easily implemented and very stable.
Having obtained the discrete potential u, taking its gradient gives a cell-wise constant
vector field. We use weighted averaging of neighboring simplices to compute the vector field
values of vP on the vertices of the grid. Finally, vR is obtained by subtracting vP from v at
the grid vertices.
A is best represented in a sparse storage format. This allows us to treat grids with millions
of cells without resorting to out-of-core or cluster techniques which makes the implementation
straightforward. Computational complexity is two-fold: the assembly of the system matrix A
is relatively costly since the complexity is linear in the number of grid cells. The complexity
of the successive matrix inversion is then a function of the number of grid points and the
smallest cell in-circle radius. The number of iterations of the CG scheme can be significantly
reduced by application of preconditioning. Section 3.5.5 and table 3.1 provide details on the
performance of our implementation for a number of data sets.
3.5 Results and Examples
In this section, we demonstrate the proposed techniques and show how they can help in
furthering visualization on several application datasets. All data sets except the HART II
dataset (which contains measured data) result from CFD simulations conducted in actual
application research. In our analysis, we put a slight emphasis on topological methods and
feature extraction schemes, since we believe that this class of methods is most benefited by
the localized flow approach.
The presented results were computed on a standard PC workstation with 3GB of RAM.
Performance figures and dataset sizes are given in table 3.1.
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3.5.1 Delta Wing Configurations
Figure 3.4: Streamlines in the original field and topology in the localized field of the EDELTA dataset.
1D separatrices are integrated from two 3D-saddles. The 3D-saddle points are shown as small spheres
at the right end of the separatrices.
In the following, we examine two datasets. Both result from simulations of airflow
around a single delta-type wing configuration (called EDELTA and TDELTA). Details of
these datasets are given in Appendix B.1.1. Given on large unstructured adaptive-resolution
grids, they present a serious challenge for visualization techniques in general owing to both
performance issues and numerical stability problems. We limit our analysis to single time
slices in this chapter and although both datasets exhibit vortex breakdown in later time
steps, we also consider time steps that do not show it.
EDELTA
Figure 3.1 gives an overview of the localization process for this dataset. The original flow (left
image) is dominated by a large (in magnitude) component induced by the original boundary
condition. Choosing a box around the wing geometry for the localization, the potential
flow (middle image) captures this component and essentially corresponds to a laminar flow
around the wing. The region-specific flow looks interesting (right image). The primary
vortical structures are clearly visible (the flow component along the vortex axes is essentially
removed), as is the bow wave at the tip of the wing.
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While vortex core lines can in general appear as line-type separatrices of the three-
dimensional flow topology, the original dataset does not show any interesting topological
features in the absence of vortex breakdown, simply because no critical points exist in the
flow that induces the vortex core line separatrices. The problem here is that the dominating
component obscures critical points. Furthermore, no boundary critical points exist. In the
region-specific flow, however, we find two saddle-type critical points inside the localization
domain. The position of these two 3D-saddles are marked in figure 3.4. The two one-
dimensional separatrices starting from the two saddles are also shown in figure 3.4. Both
separatrices almost exactly match the vortex core lines of the main vortices in the original
flow. Although the core lines can be extracted using other algorithms, obtaining it as a part
of the topological skeleton of a dataset is conceptually simpler.
Next, we look at a time step that shows the vortex breakdown bubble above the wing.
Theoretically, the breakdown bubble mainly consists of a recirculation zone that is shielded
by two saddle points forcing the flow around it (for a more detailed exposition, see [GTS+04a]).
Figure 3.5 shows the results of a straightforward application of the Sujudi-Haimes algorithm
to a spherical region around the breakdown bubble. The original vortex core is visible to-
gether with the breakdown saddle points (left image). The strongly curved region is an
indication of the recirculation. However, the recirculation core is not cleanly extracted. The
right image shows an identical visualization for the corresponding region-specific flow. Al-
though the critical points are unchanged, the recirculation is cleanly identified as a closed
vortex core winding around the original vortex. We extract exactly the same structures as
others working on this dataset [TGK+04] with different methods. Essentially, the region-
specific flow is much closer to an analytic breakdown bubble model, allowing for a clean
identification of this phenomenon in this dataset.
Applying standard vortex detection methods on the region-specific flow of the whole
dataset yields results that are nearly the same as in the original flow. As can be verified
in the left image in figure 3.6 all six vortices, the two main vortices and the secondary and
tertiary vortices, are present in the localized flow. This confirms the argument that these
feature extraction methods, built on divergence and rotation, are not hampered by localizing
the flow.
To detect the recirculation in the same time step as above, but assuming not to know
their location in advance, we used the potential flow as mentioned in section 3.3.2. The
results can be seen in the middle and right image of figure 3.6. The middle image shows a
zero-isosurface of the dot product of the normalized original and normalized potential flow.
It encloses the regions of reverse flow. The right image shows a volume rendering2 where the
color represents the sign of the dot product. The opacity, however, represents the deviation
of the original flow from the potential flow, i.e. the ratio of the magnitudes of original
and localized flow. Both images show the recirculation zones quite clear. The right image
2Because of the complexity of the CFD grids we use the techniques introduced by Tricoche et
al. [TGK+04].
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Figure 3.5: Close-up of the vortex breakdown bubble. In the original flow, the main vortex core is
strongly curved and distorted (left). In the region-specific flow, the recirculation type nature of the
bubble is clearly identified by the closed vortex core (right image). Critical points are in this case
unaffected by the localization.
Figure 3.6: left: Vortex core lines and volume rendering of the λ2-criterion, both computed for the
localized flow around the delta wing of the EDELTA data set. The vortex core lines were extracted using
the algorithm of Sujudi and Haimes. Note how the volume rendering indicates even the secondary and
tertiary vortices in the localized flow. middle: Zero-isosurface (red) of dot product between normalized
original and potential flow indicating reverse flow regions. Streamlines in the image and the close-up
show that the isosurfaces identify the recirculation in the vortex breakdown bubbles. right: Volume
rendering of the ratio of the velocity magnitude of original and localized flow. The opacity encodes the
ratio while the color encodes the sign (positive blue, negative pink) of (v/‖v‖) · (vP /‖vP ‖). In this
representation, we can see both the recirculation zones and the extent of the vortices.
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additionally gives an impression of the deviation and thus of the influence of friction and
viscosity. Both are large where the main vortices are located.
TDELTA
Figure 3.7: Topology of the surface shear stress in the TDELTA dataset. The topology of the original
shear flow captures some features, but is incomplete (left). All separation and attachment lines appear
in the topology of the localized shear flow (middle). All images also show a LIC representation of the
original shear flow. A close-up reveals a perfect match between original shear flow and localized features
(right).
Although this simulation is quite similar to the EDELTA configuration, its spatial reso-
lution is higher. This is especially true for the region close to the wing surface, making an
analysis of the shear stress field feasible. One is especially interested in separation and attach-
ment lines, whose extraction still poses major problems for realistic datasets. In analogy to
vortex core lines, separation and attachment lines can appear as part of the topological skele-
ton of the shear flow. Figure 3.7 (left) shows a LIC image of the original shear flow, overlaid
with its topological graph. The high number of critical points is a result of the numerically
unstable shear flow computation that involves numerical derivatives. Some separatrices are
indicative of separation/attachment behavior, however, the picture is incomplete. Using the
entire wing as localization region, the resulting region-specific flow shows all the features
as part of its topology (middle image). Since the subtracted potential flow is very smooth,
the localized shear flow does still contain significant amounts of numerical noise. In spite of
this, the extracted separation and attachment lines are of a very good quality and match the
original shear flow properties (right image). In analogy to the vortex cores in the EDELTA
dataset (see [WGS05b]), by the use of region-specific flow, it is possible to extract important
features easily as part of the topological graph.
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3.5.2 HART II
Figure 3.8: HART II data set consisting of PIV measurements of helicopter rotor blade wake. Left
image shows original measured flow in a plane cutting through the wake. The wake vortices of the
passing blades are not visible. On the right, the topology of the region-specific flow reveals the vortices
present in the correct frame of reference.
The HART II dataset does not result from a simulation. It consists of Particle Image
Velocimetry (PIV) measurements of a helicopter rotor blade wake. See Appendix B.1.6 for
details. We consider one PIV slice with 8500 vertices which cuts through the wake and thus
the wake vortices of one rotor blade.
This type of dataset is of special interest since the correct frame of reference is unclear:
while the observer is static, the rotor blades are moving. From the left image of figure 3.8,
showing the original measured data, no vortical structure can be inferred. Without making
any assumptions about the correct frame of reference and using the entire measurement
domain as localization region, the structures of primary interest are easily extracted from
the region-specific flow using simple topological tools. The two wake vortices present in the
flow are clearly visible in the right image. The stronger vortex stems from the last passing
blade while the origin of the smaller vortex is the tip of a blade passing earlier. The latter
vortex is smaller due to two reasons: it is older and thus decaying and it was hit by the last
passing blade (this disturbs its vortical nature). One of the goals of the engineers, which
is to determine the position of the wake vortices, is easily achieved with the region-specific
flow.
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3.5.3 Draft Tube
This dataset represents the draft tube of a Francis turbine, in which the runner is spinning
in the inlet part of the turbine (see figure 3.2a). The runner (at the top) induces a spinning
motion in the water, which leaves the turbine (bottom) after passing through the curved tube.
We essentially used this dataset to illustrate the unsuitability of the average (boundary)
flow in the localization of such datasets. Technical details on this dataset can be found in
Appendix B.2.1.
From figure 3.2 it is obvious that the average flow fails to approximate the overall bound-
ary flow due to the strong curved nature of the domain (image c). The potential flow,
however, follows the curved shape of the tube (image b). Subtracting the average flow and
the potential flow from the original flow (images c and d), we observe that the localized flow
does not violate the boundary condition on the tube wall, as opposed to the average-reduced
flow. In summary, the region-specific flow shows a more natural behavior.
For this dataset the detection of reverse flow as proposed by Laramee et al. [LGD+05]
must fail because the main flow direction turns by 90 degrees while passing through the
tube. In contrast, our method using the dot product of original and potential flow detects
the reverse flow easily (figure 3.2f). The volume rendering in figure 3.2e even allows to get
an impression of how strong the flow direction differs from the main flow direction. The
difference, i.e. the negative dot product of the normalized vectors of original and potential
flow, increases from yellow to red. The bluish area shows the space surrounding the reverse
flow for completeness.
3.5.4 Furnace Chamber
The last data set we consider is the gas furnace chamber detailed in Appendix B.1.8. Of spe-
cial interest for design analysis are the flow structures near the inlets. If they are suboptimal,
increased inflow resistance reduces turbulent mixing in the chamber.
Figure 3.9 b) shows the results of the Sujudi-Haimes vortex core extraction method in
a region close to the main air inlet together with streamlines from the original flow. The
results are of mixed quality: the streamlines do not obviously reflect the extracted vortex
core lines, and especially the corner vortex is unexpected. Furthermore, the symmetry of
the dataset is not reflected in the visualization. Applying an identical visualization to the
region-specific flow (the region is indicated by the smaller box, image d) of figure 3.9) yields
the typical footprint of a recirculation zone with a central (deformed) vortex and a circular
closed vortex that winds around it. It is most interesting to note that the streamlines of the
original flow accurately model the flow structure indicated by the region-specific vortex core
lines (image c) of figure 3.9).
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a b
c d
Figure 3.9: a) Overview of furnace chamber data set. Streamlines of the original flow with color-
coding for velocity magnitude. Inlets for gas and air are marked in dark gray on the boundary surface.
b) Streamlines and vortex core lines from algorithm of Sujudi and Haimes, both for original flow in a
box at the air inlet. c) Streamlines of original flow and vortex core lines for localized flow, both of the
same box. d) Streamline and vortex core lines of localized flow in box.
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3.5.5 Performance
An overview of the performance of the localization for steady flows (or single time steps) is
given in table 3.1, both for datasets we discussed here as well as for other datasets available
to us. The timings given there reflect the entire procedure of extracting a subregion, solving
for the potential, computing its gradient and subtracting the obtained potential flow. For
small to medium sized datasets the timings indicate an easy incorporation of the localization
procedure in a typical visualization workflow. For large datasets this is not possible because
of the large computation time which is due to the complexity of the numerical schemes
involved. However, the large computation time is only a minor fraction of the original
simulation effort, and can therefore go almost unnoticed.
Region Dimension # Simplicial # Vertices Computation Time
Cells in sec.
Box around cylinder 2D 4.7 K 4.8 K 0.66
HART II 2D 16.6 K 8.5 K 0.49
TDELTA (wing) 2D 156K 81K 10.2
Ball 3D 202.6 K 36.5 K 7.37
Box in furnace chamber 3D 540.0 K 964.4 K 22.03
Ball with hole 3D 1.1 M 0.4 M 119.09
Draft Tube 3D 5.7 M 1.0 M 322.07
ICE train 3D 6.2 M 1.1 M 381.16
EDELTA (box) 3D 17.3 M 3.0 M 1386.07
TDELTA (entire) 3D 25.8 M 4.5 M 3403.10
Table 3.1: Performance figures for localized flow procedure of different data sets
3.6 Conclusion
We have presented a method to isolate the flow in subdomains of flow data sets from the flow
in the neighborhood by constructing an irrotational and divergence-free field from the flow at
the boundary of the subdomain and subtracting it from the original field. Furthermore, we
have given applications of components (localized and potential) of the original flow. While
the potential flow can be used to detect reverse flow regions, the magnitude of the localized
flow can reveal regions where the influence of friction dominates the flow. The localization
retains the original features of the flow and is thus ready for the application of many standard
methods for feature and topology analysis. Applied to large data sets from CFD simulations
and to a measurement data set the method proved to be scalable and robust.
The ideas given here are strongly tied to the study of flow fields. It would be interesting
to investigate in how far they can be applied to the study and visualization of other vector
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fields. Furthermore, having no sinks or sources in the region-specific flow and knowing that
the vectors at the boundary have to be tangential to it, all streamlines have to stay in the
region. This leads to the idea to study how closed streamlines form knots, loops and bundles
and how they are knotted.
In the next chapter, we will introduce an extension of the method presented in the current
chapter. This extension will enable us to treat time-dependent vector fields.
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4 Localized Flow for Unsteady Vector
Fields
In the previous chapter, we have introduced the notion of localized flow and shown its utility
in a number of tasks that arise when analyzing vector or flow fields. So far, however, we
have only treated steady vector fields. As most modern simulations are unsteady to account
for the evolution of the considered vector fields over time, we discuss the extension of the
localized flow approach to unsteady fields in this chapter.
4.1 Extension to Time-dependent Case
As the notion of localized flow can be formulated with two purely mathematical conditions
(see section 3.2), it is easily extended to unsteady flow.
In the steady case, the first condition requires the localized flow to exhibit the same
divergence and vorticity as the original flow. Generalizing this condition to the unsteady
case it says that the localized flow has to have the mentioned divergence and vorticity all
the time. As, now, the computations of divergence and vorticity do not depend on time in
any way, this just means that the condition from the steady case has to be fulfilled for every
instantaneous time step of the unsteady field.
Proceeding from the theoretical considerations to practical CFD datasets, we find that
only a finite number of instantaneous time steps are given. The fields between these steps
have to be interpolated. Fortunately, the following considerations show that if we have two
time steps fulfilling the first condition for the localized flow all fields obtained by linear
interpolation fulfill the same condition.
Let viR and v
j
R be two fields that, together with two time steps v
i and vj of the original
field, satisfy the first condition. Let vλR and v
λ be two fields interpolated from the respective
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Then with the linearity of the divergence




j − i (div v
j
R − div viR)
and with div viR = div v
i and div vjR = div v
j it follows
div vλR = div v
i +
λ− i
j − i (div v
j − div vi) = div vλ.
The same considerations hold for the vorticity and yield curl vλR = curl v
λ. Thus, as
mentioned above, the first condition holds for the interpolated fields too.
The second condition requires the component of the potential flow which is normal to
the boundary to be zero. Again, this condition does not depend on time and ensuring that
it is satisfied for the time steps provided, is sufficient to guarantee that it holds for all
instantaneous time steps. Note that the above considerations also imply that (3.1) and (3.2)
hold for fields interpolated between potential fields of given time steps.
Summarizing this section, we find that the localized flow in the time-dependent case is
obtained by computing the localized flow for the given time steps (as in the steady case) and
linear interpolation between these time steps.
4.1.1 Unsteady Compressible Flows
For the steady case, we gave a modified Neumann problem to handle compressible flows in
section 3.2.2. Unfortunately we are not able to give a modified Neumann problem for all
unsteady flows. This is due to the fact that here ∂ρ
∂t
does not necessarily vanish and thus
the continuity equation (3.6) does not necessarily coincide with the compatibility condition
(3.5).
However, compressibility does not always mean that condition (3.5) is not fulfilled. It is
still possible to check whether the condition is fulfilled directly by evaluating the boundary
integral. This check can be performed for the original Neumann problem or for the modified
Neumann problem. If the condition is fulfilled for one of the systems, one just solves this
system to get the potential for the divergence and vorticity-free flow.
Additionally, in our experiments, we found that our implementation is very tolerant
against small deviations from condition (3.5). The solutions are influenced only marginally
by small deviations.
4.2 Implementation
As the time-dependent localized flow can be computed by applying the steady approach to all
time steps, the existing implementation can be used for time-dependent fields too. However,
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there is a large potential for accelerating the computation in the unsteady case. Obviously,
a trivial parallelization can decrease the computation time significantly. Furthermore, as the
matrix A depends only on the grid and its connectivity, the same matrix can be used for all
time steps in the unsteady case. Computing the matrix once and storing it for reuse avoids
repeated costly computations and improves the performance of the localization procedure
dramatically.
4.3 Results and Examples
4.3.1 Draft Tube
Figure 4.1: Three snapshots of an animation showing the movement of reverse flow in tube dataset.
Notice the movement and split of the reverse flow region in the main vortex as long thin parts of the
isosurface.
The extension of the localized flow approach to unsteady flows allows us to visualize the
evolution of the reverse flow regions. This is exemplified in figure 4.1. The figure shows red
isosurfaces that enclose reverse flow regions in the tube dataset. Especially note the thin
long part in the right of the left image. It represents a reverse flow region belonging to the
secondary vortex present in the tube. When following this part, we see that it is distorted
in the second image while it even breaks up in the last image. In addition to the presented
isosurfaces, we generated a particle animation of the original flow which confirms the back
flow region and its development over time. A second animation shows particles traced in the
localized flow. The fact that the localized time-dependent flow is confined to the region like
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the localized flow in the steady case is nicely visible there. Both animations are available at
http://forschung.dergrosse.de .
4.4 Local Nature of Divergence and Curl
As mentioned before (footnote in chapter 3), one reviewer of the paper this chapter is based
on raised concerns about the notion of rotation and divergence being local in nature. We
give his example problem here, as we think that discussing it may yield deeper insight in the
idea of localized flow.
The reviewer stated that a slow moving large vortex would provide a counter-example to
the locality argument (especially for rotation).
For the discussion of his problem, at first it should be noted that the mathematical
definition of divergence and rotation (curl) is local in nature and that this is what we refer
to in the original paper and in this chapter. We know that there exists vorticity transport
in flows and thus the rotation can change by global influences. However, as we will detail
in the following, we do not believe that this influences the soundness of our method for the
moving vortex and other problems.
Rotation and divergence of the region-specific flow vR are identical to the original flow
v inside the domain Ω in the sense of the mathematical definition. This is condition (3.1)
in section 3.2 and the essence of the whole construction. It follows by Stokes’ theorem that


















In this mathematical sense, the localized flow captures the rotation and divergence of the
global flow inside the chosen region. Of course, the localized flow does not capture additional
rotation or divergence outside the chosen region. In the moving-vortex-example, the localized
flow will only be influenced by the rotation of the large vortex inside the chosen region.
Any rotation outside that region will not show up in the localized flow, so that the region
determines whether the localized flow gives a complete or a partial picture of the large vortex.
If, for example, the region is fixed and the area essentially influenced by the vortex moves
over time from inside the region to the outside, the localized flow will show a smaller and
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smaller part of the vortex. In our eyes, this limitation is obvious to any fluid dynamics
researcher or engineer and will not disturb him. We believe so because the construction
of the localized flow by separating a divergence-free potential flow from the remaining part
uses very well known basic concepts of fluid dynamics. If one wants to examine the whole
moving vortex using localized flow one has to choose a region that covers the whole path
of the vortex. As the examples in chapter 3 show, it even makes sense to choose the whole
simulation domain for computing the localized flow in many cases. The draft tube is an
example of how the localized flow can be used to determine reverse flow regions in a flow
with a moving vortex.
4.5 Conclusion
The extension to the time-dependent case allows to apply all methods presented for the
steady case. From this basis, it may be interesting to track reverse flow regions over time to
learn more about their creation and evolution. Additionally, the interpretation of path lines
in the localized flow is an open question.
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5 Steady Visualization of Unsteady Flow
Producing time-dependent vector fields covering many time steps, unsteady simulations
present tough challenges for visualization. These challenges were addressed with particle
tracing in the past. This allowed drawing path lines, streak lines and time lines [Lan93] as
well as it enabled the visualization with animated particles [HP93]. It is well known that
direct visualization of very large amounts of data may overstrain the perception capabilities
of the human eye. In 2D and 3D steady flow, this problem is addressed by feature-based and
topological visualization, which reduce the number of drawn geometric objects to a mini-
mum while keeping the relevance of these objects at a maximum. Both general approaches
have been subject to extensive research that yielded very satisfying results for the cases of
2D steady and unsteady flow and 3D steady flow. However, there is a gap considering 3D
unsteady flow. There has been some research that we will review in section 5.1, but until
now there remain many open questions. We did not find any satisfying results on 3D time-
dependent topology1 in literature and the feature-based methods have problems to visualize
the 4-dimensional (3D+t) features in only three spatial dimensions.
Displaying 4D information in 3D space is a central issue in visualization of time-dependent
flow data. In most cases this problem is handled by animation even though animation only
provides transient impressions. It is not possible for the user to get an overview of all time
steps while being able to navigate in this view to get a better impression of it. Although
many animations allow the user to stop and navigate in the momentary configuration, no
context and no steady overview of the data are available to him.
The work presented in this chapter aims at taking a first step into the gap of steady
visualization of time-dependent flow data. We utilize the well known techniques of path
lines and streak lines combined with an intelligent selection and positioning, i.e. we trace
a number of particles running through the same point in space for different times. The
particles are selected to pass the point at equidistant and equally distributed points in a
given time interval. We refer to the entirety of the obtained lines as eyelet lines and call
the spatial position common to all these lines an eyelet because the lines look like threads
running through an eyelet (see figure 5.1). The lines and the surface we construct from them
represent the complete area that can be reached by particles passing through the eyelet in
the considered time interval. We show how the visualization of the area or of single lines
1Not counting 3D singularity tracking by Garth et al. [GTS04b] as they do not extract separatrices.
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lying in it can help understanding the influence of one location on the global flow and the
influence of global flow on a single location. The first is achieved by tracing particles forward
in time, while tracing them backwards yields the latter.
To give an overview of the activity in the flow, we propose to measure the variation
or change of the vectors over time for each data point. Visualizing these variations with
isosurfaces we provide the user with a steady overview, which he or she can examine to get
insight in the structure of the whole flow over time. As the eyelet particle tracing unfolds its
potentials best in regions with high activity, the variation data is used to select interesting
positions for eyelets.
5.1 Related Work
The visualization of unsteady fields is a busy field of research. A central problem for visual-
ization of time-varying data is the additional dimension of time. This is especially true in the
case of 3D flow. Most research addresses this problem by animation. The first approaches in
this direction were to animate groups of particles [HP93], for example to show the movement
of streak lines as presented by Lane [Lan93]. In order to provide a more spatial impression,
flow volumes were presented by Becker et al. [BLM95].
More recent publications use dense and texture-based techniques for visualizing time-
dependent flow. The first approaches were presented by de Leeuw et al. [dLvL99] who
extended the use of spot noise for flow visualization to the time-dependent case and by Shen
and Kao [SK97] who extended the well known LIC for unsteady flows (UFLIC). Lagrangian-
Euler Advection [JEH01] and IBFV [vW02] are some of the most recent advances for 2D
image-based techniques. These and many similar techniques were also applied to three-
dimensional flow [LHD+04]. These extensions, however, all have to deal with the common
problems like occlusion and visual clutter.
Another widely used group of methods is topology-based and feature-based visualiza-
tion [PVH+03]. For unsteady flow, feature-based methods perform a tracking of features
over time. Again, in many cases the time is incorporated by animation. Alternatives to
directly displaying extracted features are used by Reinders et al. [RPS01] and Garth et
al. [GTS04b]. Both show the features or singularities in a schematic view. While Rein-
ders et al. use their graph view to ease the navigation through single time steps and to
show events like birth, death and annihilation of features over time, Garth et al. show the
movement of singularities relative to a given axis. Concerning time-dependent vector field
topology the most advanced approaches we found in literature were proposed by Tricoche et
al. [TWSH02] and Theisel et al. [TWHS04]. Unfortunately both are only dealing with 2D
time-varying fields.
In the context of our aim to visualize 3D unsteady flow using fixed geometry in the
spatial domain of the dataset, the only approach we found is the vortex tracking by Bauer




Another approach showing information from all time steps of a dataset at once are
the time histograms presented by Kosara et al. [KBH04]. With this method the change
of distribution of values over time is shown by drawing histograms extended to a third
dimension (time).
5.2 Variation Fields
In this section, we introduce measures for the change of a vector field over time. We subsume
the measures under the terms of variation fields or activity fields and define all these terms
mathematically.
Let
v : {x0, . . . ,xm} × {t0, . . . , tn} → R3
be a discrete 3D time-dependent vector field that is defined for n + 1 particular times t0 <
. . . < tn at m + 1 nodes x0, . . . ,xm. Let vti be one time step and vti,j the vector at a
node xj in time step vti . Let a variation or activity ati(xj) be a measure for the difference
between the values of a node xj in two consecutive time steps (vti , vti+1). Then we define
the variation field as a field that at every node contains the variations for this node summed




ati(xj) for j = 1, . . . ,m.
Throughout this chapter we will use and discuss the following measures:
Dot Product Variation This variation is computed by accumulating the absolute dot
products of vectors in consecutive time steps. The norm of the two vectors and the
angle between the vectors influences the dot product variation. However, the dot
product variation is dominated by the norm of the vectors and is, thus, mainly large





∣∣〈vti,j , vti+1,j〉∣∣ j = 1, . . . ,m
Vector Variation As second variation we compute the difference vector of the two consid-
ered vectors and take its norm. The physical motivation for this variation is that this





‖vti,j − vti+1,j‖ j = 1, . . . ,m
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We propose to interpret variation fields as “maps” of activity. Using isosurfaces, regions of
high activity can be separated from those with nearly steady flow. For most flow datasets,
regions with high activity are of great interest for analysis. Note that for datasets with
non-equidistant time steps each variation has to be scaled proportional to the corresponding
distance.
5.3 Line-Based Visualization of Time-Dependent Fields
In section 2.3.1 we introduced streamlines, path lines, and streak lines for visualization of
vector fields. For the current chapter, it is worth recalling that streamlines, and thus path
lines and streak lines, cannot cross each other in steady vector fields due to the existence and
uniqueness of the Cauchy initial value problem as discussed in section 2.1.1. Also recall that
this means that only one line runs through each point and each point uniquely identifies the
line it lies on. This is why streamlines yield a good overview of non-varying vector fields and
are one of the most popular visualization techniques for such data. Many streamlines spread
over the whole domain of a steady vector field produce a good impression of the structure
of the flow. In time-dependent vector fields, however, there is a line running through each
position for every point in time, i.e. a single position is contained in an infinite number
of lines. Drawing “all” these lines yields a visualization that suffers extremely from visual
clutter and occlusion.
5.4 Eyelet Lines
In this section, we define the notion of eyelet lines for the visualization context. We extend
the eyelet lines to eyelet path surfaces and give possible applications.
Eyelet lines, in our notion, are a bundle of lines describing flow or vector field properties
in general and running through at least one common position (base point, eyelet) at different
times. This can be formulated mathematically as follows: Let `b,τ , defined as
`b,τ : R → R3
t → `b,τ (t),
be a curve running through a base point b ∈ R3 at time τ ∈ [tmin, tmax] ⊂ R, where tmin is
the smallest and tmax the largest time value in consideration. Then we call the totality of
lines `b,τ with τ ∈ [tmin, tmax] eyelet lines Lb.
As mentioned in section 5.3, for path lines and streak lines in time-varying vector fields
one point in space can be crossed by different lines. Thus, both line types are suitable as basis
for eyelet lines and we can specialize the above definition for them as follows. The definitions
are straight-forward: Eyelet path lines are eyelet lines obtained by path line integration, i.e.
{`b,τ ∈ Lb|`b,τ = pb,τ} ,
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and eyelet streak lines are all streak lines running through a base point, i.e.
{`b,τ ∈ Lb|`b,τ = lb,τ} .
To ease further explanations, a particle passing the base point will be referred to as passing
particle in the following. Note that eyelet path lines, all throughout this chapter, are colored
from blue to red with increasing time of the particle passing the eyelet.
5.4.1 Eyelet Path Surface
Regarding the set of all possible positions of passing particles as a continuum leads to the
notion of eyelet path surfaces. Every particle running through the base point b can only
move on this surface and, vice versa, every point of the surface is the position of a particle
that runs through b at a certain time.
All points on path lines and streak lines describe positions of passing particles. For path
lines these are the positions of one particle over time, for streak lines the points describe the
positions of many particles at a single point in time. With the argumentation of the previous
paragraph, thus, all path lines and all streak lines running through the base point lie in the
eyelet path surface for b. Indeed both eyelet path lines and eyelet streak lines build up the
whole surface.
Mathematically this can be seen as follows. The eyelet path surface Pb through b can
be defined by path lines as
P pathb = {x ∈ R3|x ∈ pb,s(t), s, t ∈ [tmin, tmax]}
and by streak lines as
P streakb = {x ∈ R3|x ∈ lb,t(s), s, t ∈ [tmin, tmax]} .
With lb,t(s) = pb,s(t) from equation (2.22) and taking into account that s and t for P
streak
b






This is the coincidence of path lines and streak lines in the eyelet path surface. The left
image of figure 5.1 illustrates the coincidence of these path lines and streak lines with the
eyelet path surface in a synthetic vector field.
As mentioned before, the eyelet path surface represents all possible positions of all passing
particles. Thus, performing the tracing of particles only in flow direction, the surface covers
all parts of space reachable by flow through the base point. Taking only the parts of path lines
into account that are located upstream to the base point, the eyelet path surface represents
the region where all flow passing the eyelet is originated from. Applications for which these
interpretations of the surface are useful are discussed in section 5.5.4. Eyelet path surfaces
can also be seen as path surfaces that have a streak line as starting curve. Widening up the
eyelet to a line or a small area would lead to a three-dimensional counterpart of eyelet path
surfaces similar to a flow volume [BLM95].
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Figure 5.1: left: Path lines (blue to red), streak lines (black) and corresponding surface for particles
passing through eyelet in synthetic test dataset. right: Eyelet path lines and eyelet path surface for
two different positions (marked by arrows) at wing apex in delta wing dataset. Note how the path
lines emanating from the eyelet centered above the apex (red arrow) at first lead into the right primary
vortex, then into the right secondary vortex and finally turn to the left secondary vortex.
5.4.2 Surface Construction
In our implementation the surface is constructed using the eyelet path lines. We move along
two neighboring lines and sample them regularly after a constant step size. We connect
these points to triangles as shown for lines c and d in the left image of figure 5.2. Two
consecutive points on both lines form a quad that is built up of two triangles. The diagonal
edge connects the pair of opposite points that has the smaller distance.
Neighboring lines start at very close points in time (e.g. tc, td) and, as the change of
vectors along the time axis is continuous, the shape of neighboring lines, in many cases,
looks very similar. The continuity in time results from the linear interpolation in time
that is performed to obtain vectors between the time steps provided by the considered
dataset. As differing shape may imply “shift” in arc length and increasing distance between
neighboring lines, this is crucial for the quality of the aforementioned way of generating
triangles. However, for strongly changing vector fields, slow varying shape is not always
given. Diverging behavior of the lines is one case where the distance between the lines
changes. In this case, we insert a new line between the diverging lines. We do this in a
way very similar to the approach of Hultquist [Hul92]. Figure 5.2 illustrates the idea in
the left image. The distance between corresponding points on neighboring lines a and c is
controlled by a threshold. If the distance exceeds the threshold, a new line (b) has to be
inserted. Unfortunately, we cannot just start a new path line in the middle between the two
considered points (like Hultquist does), as this new path line, due to numerical errors, would
not necessarily run through the eyelet point b. Note also that not only the spatial position,
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Figure 5.2: Inserting a new line in case of diverging behavior and ignoring an existing line for the
converging case.
but also the position in time would have to be determined for the new start point. We found
that this is not a trivial task. So, not having the same option as Hultquist, we start the new
path line (b) at the base position b for tb = 0.5(ta + tc). We are aware that this procedure
means much extra computation time, however, we think it is well spent in order to ensure
accuracy.
The new path line is not used for triangulation from the base point on because this
would require to restart the triangulation from the beginning. This, obviously, would be a
tremendous waste of computation time. Instead, we take as many steps on the new path
line as we took on a and c until the distance exceeded the threshold. The reached position
is then the first of line b used for surface construction. From there on, lines a and b, and
lines b and c are the neighboring lines considered for triangulation. For the contrary case of
converging lines (see figure 5.2, right) we simply omit the positions on the path line in the
middle and regard e and g as neighbors.
Figure 5.3 shows path lines that at first draw nearer to each other and diverge afterwards.
The divergence here is handled as a special case. We do not always compute a new path line
but check whether we have previously computed lines in the time interval associated to the
two diverging lines. If there is only one such line we use it to compensate the divergence.
In the case of more than one previously computed line, like lines 2 and 3 in figure 5.3, we
choose the line with starting time next to the middle of the starting times of line 1 and 2.
We do not detect sequences of convergence and divergence, but, in fact, check for already
computed lines for every divergence.
Very rapid divergence of neighboring lines is detected and handled as proposed by
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Figure 5.3: Reuse of previously computed line for diverging behavior after convergence.




Hultquist [Hul92]. This means we compute the angle between two considered path line
segments and, if large angles show up, stop triangulation between these path lines. We thus
split the front of the surface into two separate parts. An example for such a strong diver-
gence can be observed for the eyelet path lines shown in figure 5.4. The surface is split up
into three parts here.
5.4.3 Eyelet Position Selection
The usefulness of the eyelet lines crucially depends on the position of the eyelet, i.e. on
the position shared by all computed path lines. As path lines through a point only change
when the flow at and around this point changes over time, the eyelet path lines for steady
flow collapse to one line. Intending visualization of time-dependent fields we do not consider
steady but unsteady flow here. But also for unsteady flow, large regions of nearly unchanging
velocity are possible. The only conclusion that can be drawn from the collapse to one line
is the existence of a (nearly) steady field, in general a not very interesting result. Hence the
position of the eyelet should be chosen to lie in regions a priori known to be interesting or
at least in regions where the field is unsteady.
We found the regions and positions listed in the following to yield insightful eyelet path
lines.
Edges and Corners of Flow-Passed Objects Near edges and corners of objects, flow
often splits or changes its behavior. Hence, interesting eyelet positions can be found
there. The region around the apex of the delta wing (see section 5.5 and figures 5.1
and 5.4) is a good example for this.
Vortex Cores Positions in vortex cores yield eyelet path lines that can help understanding
the feeding process for a vortex. The surface constructed from the backwards integrated
eyelet lines describes the region where the particles in the core come from.
Singularities Eyelet path surfaces starting near singularities yield insight in their becoming
and evolution.
Region Behind Flow Passed Object Turbulence and swirling motion often appear be-
hind objects immersed in a flow. The sources of these behaviors can be studied by
positioning eyelets there.
Active Regions In general, following the argumentation at the beginning of this subsec-
tion, regions with high activity serve as interesting eyelet positions. The variation
fields presented in section 5.2 can be employed to find such regions.
Which positions to choose, in general, depends on the task. However, in many cases the
positions of some of the mentioned locations coincide. The delta wing dataset, which will
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be discussed later, is an extreme example for this, since there the locations of singularities,
high activity and the vortex cores of the main vortices coincide.
As eyelet lines are used for studying the influence of one position in space, in most
cases one will only draw the lines or the surface for one eyelet. For presentation, however,
it may be interesting to show the influence of a number of eyelets. We found that using
different color ranges for different eyelets and transparent surfaces, it is possible to create
an understandable visualization for around six eyelets. But note that this number strongly
depends on the positions of the eyelets and on the considered data because of possible
occlusion.
5.5 Results, Applications and Discussion
We tested our methods using real and synthetic datasets. In this section, we describe the
real datasets and present the results of applying our methods to them.
5.5.1 Datasets
Delta Wing
We studied the delta wing dataset introduced in Appendix B.1.1. For our tests we used
all time steps available to us, i.e every tenth in a range between 10 and 860. The grid is
constant over time, it consists of roughly 3 million vertices and 11.1 million unstructured
cells. Taking the grid and the velocity data for all time steps together, the dataset has a size
of about 6.3 GB.
Hurricane Isabel
As second realistic example, we tested our methods on data produced by a simulation of
hurricane Isabel. It consists of 48 time steps. Between consecutive time steps there is a time
span of one hour. For our tests we used a spatially sub-sampled version of the data set. The
graphical output is scaled in z-direction (vertical) for a more appealing visualization. For
more details on the data set see Appendix B.5.1.
Francis Turbine Draft Tube
The flow in the draft tube of a Francis turbine (Appendix B.2.1) is used to illustrate variation
fields. For this purpose we selected a subset of the available time steps.
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Figure 5.5: upper row: Top view of isosurface of pressure for first and last time step of hurricane
Isabel showing its movement throughout the simulation. lower row: Isosurfaces in vector variation field
and dot product variation field showing the trace of the hurricanes center.
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5.5.2 Data Handling and Performance
All computations were carried out on a standard PC with a 64-bit Opteron CPU running
at 2 GHz. The virtual main memory of the machine consisted of 3 GB RAM and 22 GB
swap space. Having the 64-bit CPU it is possible for us to address more than 4 GB of main
memory and thus to load datasets up to 24 GB within a single process.
For computing the variation fields every position of the data has to be processed for
each time step. Thus, no intelligent strategy for pre-loading time steps is needed. Vector
variation and dot product variation both take about six minutes for the whole delta wing
dataset. This scales linearly with size for other data.
It would be desirable to have real-time interactivity for the computation of eyelet lines and
eyelet path surfaces. However, at least for large datasets this is not possible due to several
reasons. The first reason is that integration on irregular grids using a Runge-Kutta scheme
is not computationally cheap. Secondly, the computation time depends on the number of
computed streamlines and thus on the resolution of the surface. Finally, the fact that time-
dependent data does not fit into the RAM slows the computation down because the data
has to be loaded from disk. Many approaches for visualization of time-varying fields use
special data structures for accelerating computations. This is not possible in our case. As
eyelet path lines can run through any point in time and space we cannot determine any of
the needed data in advance to pre-load it. However, as we hold the complete dataset in the
virtual main memory the caching strategy of the operating system can yield performance
gains when computing path lines that do not differ much. This helps when computing only
few lines with small numerical precision for fast tests and afterwards computing a better
resolved eyelet path surface. The cells for the first computation will be kept in the main
memory and accelerate the second integration. As our data structure [LST03] is organized
with arrays and as grid cells of CFD data often are organized in a way that neighboring
cells are stored close to each other, not only the cells of previous computations but also their
neighboring cells are cached. Our data structure also supports fast point location which is
very important for integral curve computation on irregular grids. While the computations
for surfaces like in figure 5.4, where we have over 7 million field lookups for the Runge Kutta
scheme, take about two minutes, computing surfaces for nearby eyelets thereafter take less
than 20 seconds.
5.5.3 Variation Fields
Four isosurfaces for different isovalues in the vector variation field of the delta wing are
shown in figure 5.6. The first surface around the whole wing reveals no special features. It
only shows that the most activity can be found around the wing, which is clear a priori. In
the next three images, the centers of the main vortices emerge step by step. The last two
images show isosurfaces that do not cover the whole vortices anymore, but form around their
breakdown bubbles. Hence, the most interesting features for this dataset are exactly where
64




Figure 5.6: Isosurfaces in the vector variation field of the delta wing dataset. Isovalues (a-f): 2(10%
of all values), 10, 25, 50(90%), 100 and 200(98%)
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the most activity can be found. The volumes enclosed by the isosurfaces for large values are
thus very interesting locations to place eyelets. As mentioned before, in fact three criteria
for interesting locations coincide there: large activity, vortex core line (early time steps) and
stagnation point corresponding to vortex breakdown (late times steps). Eyelet path lines
started there are presented in figure 5.8.
Isosurfaces in the variation fields of the hurricane Isabel data are shown in the lower
images of figure 5.5. The red isosurface indicates a region of high values in the dot product
variation field and the blue isosurface encloses high values of the vector variation field. Both
surfaces show the path of Isabel’s center. As evidence for this interpretation, in the upper
two images, isosurfaces of the pressure for the first and the last time step are given showing
the movement of the center.
In the draft tube dataset, the variation is especially large along the path of the moving
vortex core line. Figure 5.9 gives an impression of this fact. It shows an isosurface in the
vector variation field. This isosurface encloses three vortex core lines that illustrate the path
of the main vortex. The core lines were chosen to represent the position of the vortex at
the beginning, middle and end of the considered time interval. The correlation between the
path of the vortex core lines and the isosurface shows that a kind of tracking of the vortex
or at least capturing its path is possible with variation fields. Together with the results for
the hurricane, this suggests that such a tracking may be possible for other datasets too.
Automation
We tried to automate the process of isovalue selection but discovered that this is not possible
offhand. Since we had had good experience from the delta wing (see figure 5.6) we tried
to choose the isovalues such that they divided the dataset at 10%, 90% and 98% of the
number of values. This, unfortunately, yielded unsatisfying results for some other datasets.
Even choosing isovalues in the mentioned way for a single dataset but for different variations
not always yielded useful results. However, large isovalues are a good selection for most
datasets. The hurricane dataset is a good example for this because the two isosurfaces in
figure 5.5 are at 94% and 98% of the number of values. As automation is not possible,
exploration of variation fields has to be interactive and the user has to choose the isovalues.
This is no disadvantage, since, as mentioned before, the range of usually useful values is
limited and, in addition, fast isosurface extraction can be achieved by using acceleration
data structures [SHLJ96]. Computing the variation field and setting up the acceleration
structure can be done automatically in one step in post-processing of the simulation.
5.5.4 Eyelet Path Lines
The delta wing appeared to be an interesting example in our studies of eyelet path lines. The
vortices dominate this flow field. Thus, the first questions that arose were: Which particles
enter which vortex and are there positions from where particles passing at different times
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Figure 5.7: Eyelet path lines integrated backwards from eyelet near land fall of Isabel (North Carolina)
and transparent isosurface of dot product variation field.
enter different vortices? In figure 5.1 eyelet path lines running into different vortices are
drawn. While all particles passing the left eyelet run into the left primary vortex, the traces
of particles passing the base point central above the apex lead into vortices on both sides.
The lines turn from the right primary vortex to the right secondary vortex and finally run
into the left secondary vortex. A very similar situation, used to depict the splitting of the
surface, is shown in figure 5.4. However, notice that for the eyelet in figure 5.4 the lines lead
into the vortices in reverse order. The base points of these similar cases are very close to each
other but the particles running through them, nevertheless, take very different directions.
In contrast to the vortices of the delta wing that exhibit only a slow and small change
of their inclination angle, the vortical structure in the hurricane data set moves across the
whole domain. Thus, we could not select an eyelet “in” the vortex. However we found an
even more interesting selection, namely the location of Isabel’s landfall. The lines generated
by integrating against the flow direction are shown in figure 5.7. They represent the paths
of particles approaching the eyelet, i.e. the winds directed to its position. The lengths of
the particles with large time values correspond to the velocity of the particles because faster
particles cover a larger distance in the same time. Lines for very small start time values
(blue lines) are short because the backward integration reaches the first time step, where
the integration has to end, very fast. Not considering these, the length of the other lines
(violet to red) show the evolution of the hurricane: The wind has high velocities for the
approaching hurricane but slows down immediately when its eye reaches the eyelet. Not
only the lengths, but also the directions of the lines reveal the advance. At first, the wind
comes from the ocean, it develops a turn as Isabel approaches nearer and, finally, when the
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Figure 5.8: Eyelet path lines for two eyelets (arrows) located at stagnation points (time step 750) of
left and right vortex breakdown bubbles, and isosurfaces of vector variation field. Starting time values
for lines in the left image are restricted to time interval with existing bubble, while starting time values
for lines in the right image are spread over the range of all time steps.
eye of the hurricane reaches the base point of the lines, it attracts air from inland.
In the rest of this section, we give possible applications for eyelet lines that aim at
particular physical problems.
Origin of particles in Vortex Bubble
Eyelet path lines started inside a vortex bubble, can aid analysis of vortex breakdown.
Integrating eyelet lines backwards in time from a position known to lie in a breakdown
bubble for some time steps, shows the origin of the material inflating the bubble. For our
experiments we started the lines at the position of one of the stagnation points in time step
750 (figure 5.8). These stagnation points are known to play a central role for the creation of
the recirculation bubble [MKTC00]. We computed lines for two different time intervals. For
the right image, the interval contained all time steps of the dataset, while the lines in the
left image correspond to an interval containing only time steps with a pronounced bubble.
The left images shows, in agreement with known facts, that the vortex bubbles are fed only
from very small regions around the center of the vortices. Blue lines in the right image show
how particles running through the base points before the appearance of the bubbles come
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also from regions of the vortices apart from their centers.
Combustion
The gas and airflow in combustion chambers is often studied to achieve high effectiveness of
the reaction process. An appropriate mixture of gas and air is needed for a proper reaction.
The worst conditions for the combustion are where only air or only gas is in a region as no
reaction will take place there.
Eyelet lines and their corresponding surface can provide a useful tool for analyzing the
flow in such regions. Given a region under suspect to contain no air or no gas, one can
select points in this region and compute their eyelet lines backwards in time. The lines then
provide an overview of the origins of all particles passing the selected point. If the lines
only reach the inlet for air respectively only the inlet for gas this shows that, indeed, no air
respectively gas will ever reach the point.
5.6 Conclusion
In this chapter, we have presented two methods for visualizing three-dimensional time-
dependent vector fields using static graphical representation, i.e without the use of animation.
One method shows the temporal evolution of path lines or streak lines emanating from a cer-
tain spatial location called eyelet. We connected these lines to a surface to display the whole
area belonging to the flow through the eyelet. The second method proposed in this chapter
computes an “activity map” for the data by measuring local changes of vectors. Isosurfaces
in the map show regions of high activity and were used to give an overview of the activity
in the field. Different measures were discussed. Both methods were combined by taking
regions of large variation as first guess for interesting positions of eyelets. Applied to large
flow datasets and interesting physical problems the methods proved their usefulness. The
variation fields seem to retain potential for future research: One could explore more similar-
ity measures and test their usefulness for describing the global structure of time-dependent
vector fields.
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Figure 5.9: Two perspectives of an isosurface in the vector variation field of several time steps of the
flow in a Francis turbine draft tube. Additionally, three vortex core lines for time steps at beginning,
middle and end of considered time interval are shown. The vortex core lines show that the isosurface in
the vector variation represents the path of the moving vortex.
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In the panel “Even more theory, or more practical applications to particular problems: In
which direction will Topology-Based Flow Visualization go?” of the TopoInVis 2005 workshop
the (still unsolved) question of benchmark problems arose. These problems should be used
to measure the success of the visualization community and more specifically the success of
topological methods. The problem posed by one of the participants was the following:
“Given a set of data, say of an ICE train, develop a visualization software which
is capable to produce these type of Schlichting1 flow visualizations including the
stream surfaces separating from the body, including the separation points, vortex
core lines and the things which you find in the textbook. [...] it would be really
interesting if you could do it in an automatic manner.”.
Figure 6.1: Drawing of separation line (denoted as Ablo¨selinie) and separation manifold (denoted as
Ablo¨sefla¨che). Image reprinted from Schlichting [Sch92].
1The speaker refers to drawings in a major textbook for fluid dynamics by Schlichting [Sch92]. See
figure 6.1 for an example.
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The fact that this problem was posed as a benchmark problem by a fluid dynamics engineer
shows that, despite much research and publications on this topic (see section 6.1), automatic
vortex and separation feature visualization are still problems that lack a satisfactory solution.
The separation part of this problem provided the motivation for the work presented in this
chapter: we aim at automatically extracting separating stream surfaces in steady flow fields.
This is one of the building blocks of the type of representations we just mentioned.
The first and simplest idea for the extraction of separation surfaces is to use previously
computed separation lines, i.e. connected locations of flow separation, as seeding curves to
integrate stream surfaces in the three-dimensional flow. As we will describe later, this idea
and even some more advanced techniques have limitations. This led us to the development
of the method presented in this chapter. Namely, we compute the flow projection on cross
sections along a separation line, construct the topological skeleton of the resulting planar
vector fields, and use the saddle point which appears at the separation locus as a guide
for the seeding of the separation manifold near the boundary. Having this first part of the
surface, we employ a standard stream surface integration scheme to compute the remaining
part of the surface.
6.1 Related Work
Flow separation has been a topic of central interest for both the theoretical and experimental
sides of fluid dynamics research since the 1950s. A complete overview of the topic is clearly
beyond the scope of this chapter. Therefore we refer the interested reader to [De´l01, SGH06]
and the references therein. De´lery [De´l01] describes a variety of three-dimensional topological
configurations corresponding to separated flows in the smooth setting2 and associates them
with similar experimental visualizations obtained in a wind tunnel. In a very recent paper,
Surana et al. [SGH06] proposes a formal theory connecting the Navier-Stokes equations to a
topological characterization of separation lines and associated 2-manifolds. The same authors
also apply their approach to numerical models computed over simple geometries in [SJH06].
Unfortunately, the topological characterization advocated by these authors fails to extract
the separation lines and manifolds present in CFD flows defined over more complex polygonal
geometries if only the spatial velocity and vorticity data is provided and no access to the
simulation is possible (precomputed data). In this case, it may be impossible to locate the
saddles needed for three of the four separation types mentioned by Surana et al. [SGH06].
This is especially true for the delta wing example they mention. A higher order saddle (or
several very close saddles) has to exist at the tip of the wing to serve as origin for separation
lines. It strongly depends on the discretization (at the pointed tip) whether such a saddle
can be found. Additionally, the skin friction field derived from the precomputed data may
be of minor quality prohibiting the use of the formulas reported by Surana et al. [SGH06].
2Here “smooth setting” means the opposite of “discrete setting” like for vector fields from CFD simula-
tions.
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From the visualization viewpoint, the extraction of line-type flow features has motivated
a significant body of research in recent years. In addition to the definition and computation
of vortex core lines (see [Rot00] for a bibliography), several authors have attempted to
detect and display separation and attachment lines on surfaces. The major contribution
in this field was made by Kenwright [Ken98] who proposed a method that looks for the
presence of separation lines on a cell-wise basis. Upon the assumption of local linearity of
the flow a section of a separation line is extracted in each triangle as the intersection of
specific lines present in the phase portrait of a first-order critical point with the interior of
the cell. The discontinuity across cell edges yields disconnected line segments, which was
addressed in a subsequent paper [KHL99]. Making the observation that the criterion used
in the original method is, in fact, equivalent to that of zero streamline curvature the authors
reformulated their extraction algorithm as the computation of isolines of the flow curvature
field. The resulting curves must be filtered in a post-processing step to discard false positives
(see [Rot00]). Moreover, the requirement of zero curvature is far too restrictive to account
for the general flow geometry associated with flow separation or attachment. In fact, this
criterion was basically tailored to the special case of delta wings, for which separation and
attachment lines describe almost straight lines linking the tip of the wing to its back edge.
Based on this observation, Tricoche et al. [TGS05] recently proposed a method combining a
local predictor (the flow divergence) and a global corrector (the one-dimensional convergence
behavior of streamlines) to provide a more flexible and robust extraction mechanism. Yet,
the corresponding method requires the integration of many streamlines to ensure reliable
detection of flow convergence and the filtering of false positives remains a non-trivial and
error-prone task.
Also related to our method is a combination of techniques by Peikert and Sadlo [PS07]
and Krauskopf et al. [KOD+05]. One can use the ideas of Peikert and Sadlo for finding the
connection between a 2D saddle on a surface to the related 3D half-saddle in the surrounding
flow. To extract the separation manifold belonging to the 1D separatrix of the 2D saddle as
two-dimensional separatrix of the 3D saddle the methods discussed by Krauskopf et al. can
be used.
Concerning the use of cross-flow sections or cutting planes, Tricoche et al. [TGK+04] and
Wu et al. [WTZY00] proposed methods related to ours. Tricoche uses the cutting planes
for general flow visualization problems on special application data sets, while Wu discusses
cross sections explicitly in the field of flow separation from the fluid dynamics side.
6.2 Extracting Separation Manifolds
In this section we propose an approach for seeding stream surfaces representing sheets that
divide the flow at separation and attachment lines, i.e. separation manifolds. First, we
discuss the problems usually arising when trying to compute such surfaces then we give
possible solutions to the problems and finally we describe the basic procedures involved in
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our solution.
6.2.1 Seeding Stream Surfaces
Stream surfaces are well known from the visualization literature [Hul92] and good imple-
mentations [GTS+04a] are readily available for visualization of vector fields. The quality
of a stream surface or even the possibility to compute it, however, strongly depends on the
availability of a good seed curve for the integration of the dense set of streamlines spanning
the stream surface. The first and obvious idea to get such line strips is to use the extracted
feature lines. Unfortunately, this is only a good idea at first sight, because the integration of
streamlines in this case starts directly from the body surface. This poses problems resulting
from the discretization of the surface with polygons and from numerical inaccuracies. The
first problem means that if we start streamlines directly from the surface, the integration
may yield steps that lead out of the grid as the surface has discontinuities at polygon edges
and is not smooth. The second problem is that vertices of feature lines may lie on the wrong
side of the surface polygon, i.e. outside of the grid, because of small numerical round-off
added while computing the line segments.
Our first attempt to solve these problems consisted in moving the feature lines by a small
distance in the direction of the surface normal in order to avoid the issues caused by the
irregularities of the polygonal surface while remaining in its immediate vicinity. When we
started stream surfaces from the shifted lines the integration ran well, but the surfaces, in
some cases, did not capture the separation manifold correctly. This is due to the fact that
the separation need not happen perpendicular to the body surface. Therefore, this method
requires knowledge of the angle of the separation in relation to the body surface normal.
Assuming that this information is available for a point on a feature line, we would be able
to determine the correct offset vector for this point. We found a formula to do this in the
previously mentioned paper of Surana et al. [SGH06]. However, we chose an alternative
solution that we found simpler and more appropriate3 for our discrete numerical data: We
chose to compute the topology of the projected flow in cutting planes along the feature lines
and to use the separatrix indicating the separation as guide for the movement of our feature
lines or, more precisely, the generation of new starting line strips. Near the body surface,
the angle between the separation and the surface normal is the same as the angle of this
separatrix. The following subsection will describe this idea in more detail.
6.2.2 Moving Cutting Planes
Cutting planes, a very basic and widely used technique, gain more informational value if they
are moved along interesting curves (see figure 6.4 left). In our case, the type of curves to
3As mentioned before, we are only working on precomputed data. Thus, not all quantities used in the
formula by Surana et al. [SGH06] are available.
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be used is inherent in the idea of using moving cutting planes. The separation lines provide
the natural paths for the moving planes but also leave several degrees of freedom for the
orientation of the plane.
Plane Orientation
The orientation of the plane is a critical parameter of our flow exploration technique because
the topological structure in the plane can change dramatically when changing the orientation
of the plane. Even when keeping the center position of the plane constant, features can
appear or disappear for different orientations of the plane. We would like to use the topology
in the plane as a guide for the structure of the flow separation. As the structures which are
important for us appear normal to the flow along the separation, we use the body surface flow
vector at the separation line as a first approximation of the normal vector for the cutting
plane (see figure 6.4). With this choice, the projected vector field should exhibit a zero
vector exactly where the separation line intersects the plane. The zero is a half-saddle with
one separatrix leading away from the body surface. Near the body surface this separatrix
indicates the direction of the separation. However, the saddle point can only be found reliably
in an analytical setting. As our procedure requires resampling the data and projecting it
into the plane, we introduce numerical noise and round-off error to some extent. This can
cause the saddle to move. Lying directly on the boundary of the body, even a small shift
can cause the saddle to move out of the plane and thus disappear. Hence, in the case where
we do not find a saddle point in the plane, we have to adjust its orientation in order to move
the desired saddle back onto the plane. Figure 6.2 shows the basic idea of the adjustment
and figure 6.3 gives an impression for a real 3D vector field. While we have to tilt the plane
against the flow direction for separating flow, we must tilt it with the flow to move the saddle
into the plane for attaching flow (see figure 6.2).
We previously said that the orientation of the plane can change the projected flow dra-
matically. We have to keep this in mind when tilting the plane, i.e. we have to change the
orientation of the plane as little as possible. Changing the inclination of all cutting planes
along a line in the same way is the simplest idea but it does not account for the different
flow situations at the different base positions along the line. Additionally, such a uniform
change would surely not be the smallest change possible for all planes at the same time.
Hence, we do not change the inclination uniformly but instead compute the angle for each
separate plane through an iterative approach.
As mentioned earlier, we use the velocity as a first approximation for the plane normal.
To tilt the plane, we turn its normal vector in the plane spanned by the wall normal and the
plane normal. This is illustrated in figure 6.4 right. The iterative approaching works in two
parts. All steps are described in the following:
1. (a) Set current angle to a small and constant user prescribed angle.
(b) Tilt the original plane by the current angle (against the flow for separation and
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Figure 6.2: Saddle moves when tilting plane in separating flow: a) no saddle is present because flow
is nowhere perpendicular to plane, b) half-saddle because plane is perpendicular to wall and thus to
surface flow, c) saddle moved a small distance away from the wall because plane is perpendicular to
separating flow.
Figure 6.3: The left image shows streamlines in a synthetic vector field representing perfect separation
and an example for a cutting plane. The image in the middle gives an impression of the projected flow
in the plane and the right image shows the flow after tilting the plane. In the middle image, only the
upper part of the saddle can be seen. The saddle lies exactly on the base plane bounding the flow from
below. All sectors of the saddle are observable after it is shifted in the lower image.
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with the flow in the attachment case).
(c) Compute the flow in the tilted plane.
(d) Extract the topological structures of the flow.
(e) If there is no saddle, decrease the current angle and go back to 1b.
(f) If there is a saddle go to 2a.
2. (a) Set αmax to the current angle and αmin := 0.
(b) Decrease the current angle.
(c) Tilt the original plane by the current angle.
(d) Compute the flow in the tilted plane.
(e) Extract the topological structures of the flow.
(f) If there is a saddle set αmax to the current angle.
(g) If there is no saddle set αmin to the current angle.
(h) Set the current angle value to 0.5(αmax + αmin) and go to 2c.
We iterate for both parts until a maximum number of iterations has been reached. The first
part tries to find an initial angle for which a saddle is present on the plane. In the second
part of the algorithm, we know that there is a saddle in the plane and try to find the plane
with smallest tilting angle and a saddle.
6.2.3 Construction of Seed Line for Separation Manifold
In the previous subsection, we described how we compute the topological signature of the
separation in the cutting planes. Having this signature, i.e. the separatrices of the saddle
point, we can use it to construct the first part of the separation manifold and a start strip
for the rest of the surface. At first, we have to choose the correct separatrix out of the four
separatrices emanating from the saddle point. For this task, we take the vector representing
the first segment of each of the separatrices and compute its dot product with the body
surface normal (all vectors normalized). The segment with the largest value indicates the
desired separatrix, as this separatrix is the one which leaves the surface.
To construct the first part of the surface, we take a number of steps along the chosen
separatrices in all planes. The step size and the number of steps m can be determined by
the user. We then connect the steps of neighboring planes to construct triangles. These
triangles build up a surface consisting of m rows of triangles. This surface is the first part of
the separation manifold. Splitting the distance for moving along the separatrix into several
steps is only important for constructing the triangles. The upper boundary of the last row
of triangles, i.e. the connection of the (last) step on all separatrices, constitutes the starting
line strip for the rest of the separation manifold.
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Figure 6.4: left: Cutting Planes moving along feature line oriented normal to the flow at their center
position. right: Tilting the plane by tilting the normal vector in the plane spanned by the normal vector
of the plane and the normal vector of the surface.
As mentioned before when discussing the tilting of the plane, it is important to use only
structures of the flow in the planes that are very close to the separation line and thus to the
body surface. This ensures that the separatrices precisely approximate the structure of the
separation manifold.
6.3 Results
In this section, we demonstrate our method on two different datasets from CFD simulations.
We give a short overview of each dataset, apply our method and discuss the resulting images.
6.3.1 Blunt Fin
Our first example is a standard reference for flow visualization, the well known blunt fin
dataset [HB84], courtesy of NASA. It represents an airflow over a flat plate with a blunt fin
rising from the plate. In front of the fin two horseshoe vortices exist. Technical details on
this dataset can be found in Appendix B.4.
The first vortex causes the flow reaching it to separate from the plate. This separation is
the feature we are interested in. The upper image in figure 6.5 shows a LIC [CL93] visual-
ization of the flow over the plate where patterns of converging flow indicate the separation.
For the application of our method we extracted a separation line (shown in black) and com-
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Figure 6.5: Blunt fin dataset: The upper image gives an overview of the dataset, the separation
line and a number of cutting planes with their topological skeletons. A close-up of the same setting is
provided in the lower left image. The lower right image shows the separation manifold constructed from
the saddles. The surface is compared with the separatrices in the cutting planes.
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minimum maximum average
Tilting angle (◦) 0.006 0.27 0.026
Distance (units) 0 0.008 0.0016
Table 6.1: Final tilting angle of plane and distance of saddle to surface for blunt fin dataset. Note:
size of data set is approx. 10 units.
puted the topological skeleton of 38 section planes moving along the separation line, which
took two minutes. We show the section planes to illustrate the procedure. The closeup in
the lower left image shows how the separatrices of the saddles in the planes indicate the
separation.
Figure 6.6: Blunt fin dataset: The image shows the separation manifold constructed from the saddles.
Streamlines prove that the extracted surface is indeed the separation manifold.
The lower right image and figure 6.6 shows a red surface representing the separation
manifold we constructed from the cutting planes. In the lower right image of figure 6.5,
it is combined with the separatrices of the saddles in the cutting planes. The separatrices
are tangential to the surface near the saddle point but intersect it when the distance to
the saddle increases. This supports what we mentioned before: the separatrices are good
guides for the surface construction but only very close to the saddle. Finally, streamlines in
figure 6.6 prove that we computed the correct stream surface, i.e. the one representing the
separation manifold. Statistics for the cutting planes are given in table 6.1.
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6.3.2 ICE High Speed Train
The second dataset is a more practically relevant example. It is the high-speed (ICE )
train already mentioned in the introduction of this chapter. This dataset is the result of
a simulation of the train with wind blowing from the side at an angle of 30 degrees (see
Appendix B.1.2). The vortices on the lee side and the flow passing over the top of the train
lead to separating flow at the upper angle on the lee side. The separation line we extracted
and the flow structure in the corresponding cutting planes is shown in figure 6.7. Note
that there are no saddles along the blue line where the line does not capture the location
of separation correctly. We observed this also in cases where the separation becomes very
weak or fuzzy along a line. Streamlines, the separation line, the separation surface we seeded
using the cutting planes, and a LIC on the surface of the train give a picture of the complete
situation in the lower image. The causal connection between the separation and the vortex
formation becomes obvious in this image.
The computations for the 100 cutting planes took 12 minutes. Statistics for the cutting
planes are given in table 6.2.
minimum maximum average
Tilting angle (◦) < 10−8 3.26 0.60
Distance (mm) 0 82.04 16.75
Table 6.2: Final tilting angle of plane and distance of saddle to surface for ICE dataset. Note: length
of train is approx. 5 · 104 mm.
6.4 Conclusion
We have presented a method for automatic computation of separation manifolds from separa-
tion lines on bodies immersed in a flow. The method constructs and uses flow cross-sections
and the topological signature of the separation therein to construct the surface section in
the direct vicinity of the boundary. The construction of the remaining part of the surface
relies on standard techniques. The method proved its usefulness and robustness through
application to several different CFD datasets.
As mentioned before, the quality of the surfaces representing the separating flow strongly
depends on the accuracy of previously extracted separation lines. Research in the direction
of separation line extraction is thus still necessary. It will be part of our and others’ work
until extraction can be performed efficiently and reliably.
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Figure 6.7: The upper images show the surface of the ICE train with one separation line and the
topological skeletons of about 100 cutting planes along the separation line. Blue and green points mark
sinks and source in the cutting planes. The lower image shows a separation manifold generated from
the guides in the cutting planes. We additionally provide streamlines to prove that we found the correct
separation manifold.
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7 Parameterizations for Vector Field Vi-
sualization
Parameterizations will play a crucial role when dealing with structures on surfaces in the
following chapters (8 and 9). Thus, we introduce some of the basic theory in this chapter.
Additionally, we discuss an occasionally appearing case where standard numerical parame-
terization techniques fail to produce correct results.
7.1 Parameterization Types
A parameterization of a surface S is a one-to-one (bijective) mapping from a domain Ω,
called the parameter space, to the surface
f : Ω→ S.
Parameterizations almost always introduce distortion in angles, areas or both. In general,
mappings that minimize these distortions are desirable. Many different approaches aiming
at minimization of these distortions have been presented in the literature. An overview and
classification of recent approaches is given by Floater et al. [FH02, FH05]. The approaches
can be classified by the type of distortions they minimize. We list the most important types
in the following.
Isometric A parameterization is called isometric or length-preserving if the length of any
arc on the surface S is equal to the length of the same arc in the parameter space Ω.
Conformal A parameterization is conformal or angle-preserving if the intersection angle of
every pair of arcs on S is the same as the angle of the corresponding pair in Ω.
Equiareal A parameterization is called equiareal or area-preserving if the area of every part
in Ω that is mapped onto S is equal to the area of its image on S.
An ideal parameterization preserves angle, area and length. The following theorem shows
that an isometric parameterization is ideal in this sense.
83
Chapter 7. Parameterizations for Vector Field Visualization
Figure 7.1: Example dataset for parameterization: coarse “cylinder” which is closed at the upper
right end and open on the lower left. The left cylinder consists of 10 layers, the right cylinder consists
of 30 layers.
Theorem 7.1 (Isometry [FH05]) An isometry, i.e. an isometric parameterization, is confor-
mal and equiareal. A conformal and equiareal parameterization is isometric:
isometric⇔ (conformal ∧ equiareal)
Unfortunately, isometric parameterizations only exist in special cases. Thus, as mentioned
before, many approaches in literature try to find equiareal or conformal parameterizations
or parameterizations that minimize some combination of distortions (angles, area).
The parameter domain Ω belonging to the surface S can be a surface itself. However, we
are interested in parameterizations with a planar parameter space, i.e. Ω ⊂ R2, as this can
bring problems from surfaces in 3-space down to the plane (R2).
7.2 Pathological Examples
While working with parameterizations for vector field visualization we encountered cases
where we could not obtain a conformal one-to-one mapping from the parameter domain to
the surface. This was the case even for techniques that have been proven to yield one-to-one
mappings theoretically (e.g. Floater’s mean value coordinates [Flo03]).
To study the origin of our problems, we conducted some experiments with a synthetic
test data set. Our test data set is a very simple surface based on vertices arranged in layers
of squares. These vertices are connected to form triangles which build up a tube (or coarse
cylinder) with a quadratic profile (see figure 7.1). This tube is closed on one side (in the
back of the images) and is thus homeomorphic to a disc. The changing parameter in our
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(a) Overview (b) Close-up correct (c) Close-up false
Figure 7.2: Conformal parameterization for coarse cylinders (see figure 7.1). (a) gives an overview
of the square parameter space. The two images on the right show close-ups of the center region. (b)
shows a correct grid in the parameter space obtained from the 10-layered cylinder. (c) shows degenerate
grid in parameter space obtained from the 30-layered cylinder.
experiments is the length of the tube, i.e. the number of layers of vertices. Figure 7.1 shows
two such tubes with different number of layers. The left cylinder is built up of 10 layers of
vertices, the right one comprises 30 layers.
We compute the parameterization for the two cylinders shown in figure 7.1 and present
the resulting grids in figure 7.2. Figure 7.2(a) shows the whole parameter spaces. In this
overview, the grids for both cylinders look identical. Zooming into the parameter space
of the 10-layered cylinder (figure 7.2(b)) shows that the two triangles closing the tube are
located in the center. Zooming into the parameter space of the 30-layered tube should yield
a similar image. Only the amount of zooming should be different. However, this is not
the case, the image shows a strange structure representing the violation of the one-to-one
constraint.
To understand how this violation is produced it helps to take a look at the structure of
the grid in the parameter space. We observe a repeating pattern of slightly rotated squares
which are connected by eight triangles. It is obvious that these squares correspond to the
layers of the tube. We also observe that the edge length of the squares is approximately
quartered with each step (layer) to the center (closed end of the tube). The parameter space




= 9.5 · 10−7,




= 8.7 · 10−19.
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(a) Surface grid (b) Parameter space (c) Zoomed parameter space
Figure 7.3: Grids of ICE train surface and parameter space.
Although this length is still representable by double precision [IEE87] type variables, a proper
calculation of the mapping cannot be performed because of numerical errors. Note that
an increasing number of layers amplifies the numerical problems. Thus we conclude that
problems observed concerning the one-to-one mapping result from numerical inaccuracies
due to the fact that the positions at a certain level are not distinguishable anymore.
This example may seem very academic but as mentioned above we observed the same
problems with a real world data set of similar structure. We tried to compute a parameter-
ization of the surface of the front of an ICE train. The structure of the grid is very similar
to that of the tube, it is tube-like and closed at one end (see figure 7.3(a)). Like for the
tube, an overview of the parameter space does not show any problems (figure 7.3(b)). Only
after strongly zooming into the center the violation of the one-to-one constraint is visible
(figure 7.3(c)).
The problem all planar parameterization methods have with this kind of geometries is
that the border of the parameterization strongly depends on the border of the surface. Thus
the border of the parameter space for the tube only consists of four vertices connected by
four edges. The triangulation of the parameter space has to be constructed from this border
while trying to preserve angles as much as possible. The number of triangles representing
the tube is relatively large compared to the number of the border edges. This is why the
layers have to be represented by smaller and smaller squares in the parameter space. As the
tube example shows, an increasing ratio between number of triangles and boundary edges
creates and/or amplifies the problem.
If the resolution of the triangulation would increase sufficiently from the closed end of the
tube to its border, the parameterization would fulfill the one-to-one constraint. However, it
is not always advisable and often too costly to manipulate the grid in order to ensure an
easily manageable mesh structure. Atlas or chart-based methods (e.g. [RLL+06, KLS03])
parameterizing a surface in a patchwork fashion can be a solution. These methods are also
helpful when trying to map higher genus surfaces to R2.
86
8 Generalized Streak Lines and Singu-
larity Tracking on Curved Surfaces
In a broad variety of flow applications, the onset and behavior of vortices as well as their
interaction with the object under consideration is of great practical significance. For au-
tomobiles, vortices have an important influence on the drag coefficient, which affects fuel
efficiency and overall vehicle performance. In turbines and motors, vortices are critical as
they hamper energetic efficiency, while they impact the durability of tall buildings in civil
engineering. Typically, an analysis focuses on the three-dimensional structures present in
the flow and on their interaction with the shear stress vector field. The latter resembles the
tangential flow near the surface of an object and forms the patterns that can be observed
in wind tunnel experiments. Vortices, when they interact with the body, leave a certain
characteristic footprint in the shear stress field. Vortices tangential to the object bound-
ary drag flow away from the surface along lines of strongly hyperbolic skin friction lines
which we discussed under the name separation lines in chapter 6. In contrast, vortices with
a core line normal to the surface (see e.g. figure 8.6 right image) or with a certain angle
of inclination leave singularities at the locations where their vortex core line touches the
object. It has been shown that the topological structure and in particular the singularities
of the wall shear stress are essential to characterize the three-dimensional flow structures
surrounding the body [Dal83, SGH06, SJGH07]. A combined structural analysis of the fluid
flow and the shear stress vector field thus improves the understanding and interpretation of
the phenomena of interest.
In this chapter, we have presented methods to track singularities over curved surfaces in
time-dependent vector fields and elucidate the interconnections between the critical points of
the wall shear stress and the three-dimensional flow. In order to employ efficient singularity
tracking schemes for planar settings, selected regions of the surface are parameterized and
thus mapped to the plane. The paths of the tracked singularities depict the loci, where
particles are injected into the three-dimensional flow. These particles form a generalized
streak line, which reflects the interrelation between wall shear stress and three-dimensional
flow.
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8.1 Related Work
The research topics involved in the present work are briefly considered next. Definitions of
notions from vector field topology that are used in the following can be found in chapter 2.1.
Singularity Tracking. As we have seen in some of the previous chapters, topology pro-
vides a powerful framework to characterize and study the structures of fluid flows. It has
proven successful in scientific visualization and many methods have been proposed [ST04,
LHZP07] that leverage its theoretical foundations to achieve effective depictions of complex
vector fields. Of particular relevance for the present chapter are the techniques that permit to
track the continuous evolution of the topology as it evolves over time. Improving on a scheme
introduced by Helman and Hesselink [HH90], which graphically reconnects the topological
skeletons extracted in successive time steps, Tricoche et al. [TWSH02] proposed a scheme
that computes the continuous path followed by two-dimensional singularities across the
space-time domain. Their approach explicitly characterizes bifurcations , which correspond
to critical changes affecting the structure of the topological skeleton. An alternative method
was introduced by Theisel et al. [TS03], that extracts the topological evolution by means
of numerical integration over the space-time continuum. Extensions to three-dimensional
transient flows have been presented for both methods [GTS04b, TSW+05].
In contrast, the tracking of vector field topology over curved surfaces bears specific chal-
lenges and has not, to the best of our knowledge, been considered so far in the visualization
literature. Related to our work, however, is research that compares flow topology on curved
surfaces to the three-dimensional flow, e.g. work by Garth et al. [GLT+07b].
Vector Field Interpolation Over Polygonal Surfaces. In order to extend existing 2D
singularity tracking schemes to polygonal 3D surfaces, a proper interpolation scheme must
be used that provides a continuous reconstruction of a tangential vector field over the mesh
while being simple enough to permit an efficient and accurate extraction of the corresponding
topology. Yet, in the typical setting of a triangle mesh the tangent space is constant within
each cell but it is discontinuous across edges and vertices. Hence, the piecewise linear
interpolation typically applied over triangle meshes yields discontinuous vector values across
triangle boundaries. This leads to spurious topological features when standard extraction
algorithms are applied to wall vector fields.
Several approaches have been recently introduced in the computer graphics literature to
address this problem. Li et al. [LVRL06] proposed a method that models higher-order singu-
larities and visualizes the resulting flow on piecewise-linear surfaces. The authors introduced
an interpolation scheme on surfaces that exploits a facet-based representation of vector fields
to permit a piecewise 2D treatment of singularities. However, a feature of this approach is
that singularities are constrained to lie on the vertices of the mesh, which makes it unsuitable
for our problem. A second approach presented by Zhang et al. [ZMT06] defines an inter-
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polation scheme for vector field design over surfaces using geodesic polar maps and parallel
transport. While this scheme supports the design of complex phase portraits, it yields a
non-linear vector field inside each triangle. The Jacobian matrix required for topological
analysis must therefore be approximated through a local linear fit, which seriously compli-
cates the type of analysis required by our method. Additionally, schemes have been proposed
in the graphics community that exploit principles from Discrete Exterior Calculus [DMA02]
to create tangent vector fields in the limit of a subdivision process [WWT+06], or to permit
the interactive editing of a discrete tangential vector field over a triangle mesh [FSDH07].
Surface Parameterization A way to circumvent the challenge posed by the construction
of a suitable interpolation on a polygonal surface consists in transporting the problem to the
planar domain by computing a parameterization of the mesh. This subsequently allows for
the straightforward application of 2D methods. However, for the body surfaces typically used
in numerical simulations this mapping involves cuts and distortion, which in turn requires
caution in the interpretation of the results. Various techniques have been proposed in the
graphics literature. A discussion of available methods is clearly beyond the scope of this
chapter and we refer the interested readers to the existing surveys [FH02, FH05]. Most
relevant to the present chapter are Floater’s Mean Value Coordinates method [Flo03] and
Levy et al.’s Least Squares Conformal Map [LPRM02]. On a related note, observe that the
recently introduced image-based flow visualization approach [LvWJH04, WE04] is essentially
built upon an interactive parameterization of the visible portion of a mesh through simple
projection, which permits the extension of dense visualization techniques designed for planar
flows to curved surfaces.
A short introduction of some parameterization related concepts and a discussion of nu-
merical problems we encountered during our experiments for this chapter can be found in
chapter 7.
8.2 Singularity Tracking on Surfaces
As mentioned previously, computing the path followed by the seeds of our generalized streak
lines requires to track the singularities of the shear stress vector field over the triangle mesh
that models the object boundary. Yet, the piecewise flat nature of the geometry makes this
an ill-posed problem. Indeed, the discontinuity of the tangential vector field across edges
implies that a singularity leaving a cell will not, in general, be able to resume its motion from
the corresponding location in the next cell. For instance, no singularity might be present on
the border or in the interior of the neighboring cell at the same instant, or its type might
be incompatible with the one of the currently followed singularity in terms of local topology
consistency. In any case, the corresponding discontinuity challenges the very idea of tracking
the continuous transformation of the topology.
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Following the observations we made in the previous section, a possible way to tackle this
problem consists in parameterizing the mesh such that further computation can be carried
out in the plane using the algorithms available in this setting. Observe that this transforma-
tion is more than a mere computational fix to the tracking problem. Its deeper motivation
lies in the fact that the piecewise linear geometry representation used for numerical simu-
lations is itself an approximation of what in reality is a smooth object surface. Using the
available discrete information, our goal is therefore to bring the problem back to a setting
where surface topology and the continuous transformation thereof are well-defined and ap-
plicable concepts, as they are in the physical realm. We provide in this section a description
of our tracking algorithm and discuss possible limitations. In particular, to avoid the dif-
ficulty of computing a smooth global parameterization of the whole surface, we choose to
restrict our analysis to subregions of the triangle mesh. With that assumption, our algorithm
consists of four main steps.
1. Select an interesting subregion
2. Parameterize subregion in the plane and express vector field in parameter space
3. Perform 2D singularity tracking in parameter space
4. Map nodes of singularity paths back onto the triangle mesh for visualization
We detail each of these steps in the following and proceed with considerations linked to the
visualization of the topological information.
8.2.1 Region Selection
As pointed out above, our method is designed to track singularities on subregions of a surface.
To be able to compute the parameterization of a region our current implementation imposes
some restrictions. First, we require the region to be homeomorphic to a disc. Second,
assuming an a priori knowledge about the area in which a particular singularity exists, we
choose the region such that the singularity stays sufficiently far to the region boundary over
the whole course of its motion. Third, we impose that the region does not contain sharp edges
of the geometry. This last requirement is primarily motivated by the fact that sharp edges
in the design will typically create natural flow discontinuities which the parameterization
should not attempt to artificially smooth out.
Note that because our implementation uses parameterization algorithms designed for re-
gions homeomorphic to a disc, we impose this criterion to the regions that we select. Hence,
we are not currently able to track singularities that would travel over more complex surface
regions. This is not an intrinsic limitation of our approach, however, since parameterization
plays the role of a black box in our method and more advanced, smooth global parameter-
ization techniques exist (e.g. [KLS03, RLL+06]) that could be used instead. See also the
corresponding discussion in section 8.6.
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8.2.2 Parameterization
To map the shear stress vector field to a 2D vector field, we compute a parameterization
of the surface subregion under consideration. For that purpose, we have experimented with
the Floater Mean Value Coordinates parameterization method [Flo03] and the Least Squares
Conformal Map (LSCM) [LPRM02], both of which are provided by the geometric library
CGAL [SAL06]. The shape of the parameter space is a circle for the mean value parame-
terization and a free boundary in the case of LSCM. The LSCM parameterization produces
less distorted triangles in the parameter space and thus a better parameterization. Its draw-
back, however, is that the mapping cannot be guaranteed to be one-to-one (in contrast to
mean value coordinates) although it typically is [FH02, FH05]. For planar regions in 3D we
obviously use the canonical (isometric) parameterization obtained by simply defining a local
coordinate system directly on the surface.
Once the considered region has been parameterized, its corresponding (time-dependent)
vector values must be transformed accordingly. Obtaining 2D coordinates for those vectors
amounts to projecting each 3D vector attached to a vertex of the mesh onto the basis vectors
of the local tangent plane induced by its local parameterization. Specifically, with
f : U ⊂ R2 → S ⊂ R3
denoting the function mapping the 2D parameter domain to the surface S and x ∈ U , y ∈ S














8.2.3 Singularity Tracking in the Plane
To track the singularities of the resulting transient planar vector field, we use the technique
proposed by Tricoche et al. [TWSH02]. Alternatively, the same results can be achieved with
the Feature Flow Field approach of Theisel et al. [TS03]. In a nutshell, both schemes fol-
low the trajectories described by the singularities over a continuous reconstruction of the
space-time continuum and, along the way, detect bifurcations that cause the creation and
annihilation of singularities, as well as their type change. Refer to the original papers for
additional details. The 2D-tracking provides us with a polygonal description of the singu-
larity paths in the parameter space, along with associated bifurcations. This information
can then be mapped back in the physical space using the parameterization function and its
linear nature inside each triangle.
It is important to note that the reformulation of the tracking problem in the parameter-
ization domain can generate artifacts in the form of spurious topological features that have
no practical significance. In our case however, we choose the regions in such a way that these
artifacts should be minimized. More importantly, because of the ill-posed character of the
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tracking problem in the first place, we do not have a ground truth with which to compare our
results. Therefore we adopt a more pragmatic approach. First, we apply filtering criteria to
the resulting singularity paths that are designed to prune insignificant topological features
to which we expect artifacts to belong. Second, the validation of our singularity paths comes
from their use as seed points for the generalized streak lines described below. Ultimately, our
results are deemed valid if they show good correlation with the transient three-dimensional
flow structure.
8.2.4 Visualization
Visualizing the paths of singularities moving on surfaces is not a trivial task. There are at
least three types of information that are necessary to allow a scientist to interpret the paths:
positions of nodes, type of the singularity represented by a path and the time the singularity
is located at a certain position. If the paths are simply drawn as lines on the surface, all
information about their temporal extent and distribution is lost, which makes it very hard to
interpret the resulting images. Incorporating temporal information in the line visualization
by encoding the advancing time as changing the color would conflict with the colors assigned
to the types of singularities.
For 2D time-dependent fields, the third dimension is often used to illustrate the advancing
time. This yields 3D representations of the changing topology. Unfortunately, it is not
possible to apply this approach directly to time-dependent vector fields on surfaces as these
are of three-dimensional nature themselves. Even encoding the time by using a distance from
the surface, yields intersections for many surface configurations and is thus not feasible.
Instead, we decided to apply the standard 2D visualization to the two-dimensional space
we use for the tracking. This results in a more schematic representation of the developing
topology (see figures 8.1, 8.2 and 8.8). Although it does not reflect the geometry of the
surface, we believe that this schematic representation, in combination with drawing the paths
on the surface, achieves the best overview possible with a static visualization. Allowing the
user to mark regions in the schematic representation and highlighting the corresponding
parts of the paths on the surface in a focus+context fashion improves the utility of this
method (Figs. 8.8(b), 8.8(f)). In the images of figure 8.8, we additionally emphasized the
paths of the sinks, as these are important for the generalized streak lines. In combination
with filtering out paths of short-lived and thus insignificant singularities, this results in much
less cluttered and more insightful images (compare figures 8.8(a) to 8.8(c)-8.8(d)).
All figures (except figures 8.8(b)-8.8(d),8.8(f)) showing singularity paths use the following
color scheme. Paths of saddles are drawn as red lines, paths of sinks (attracting nodes)
are drawn as blue lines and paths of sources (repelling nodes) are drawn as green lines.
Bifurcations are represented by spheres. Red spheres indicate creation of singularities, blue
spheres annihilation of singularities and yellow spheres indicate Hopf bifurcations.
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(a) Singularity paths on draft tube.
(b) LSCM (c) Floater Mean Value Coordi-
nates
Figure 8.1: (a) (left) Singularity paths tracked on surface of upper part of draft tube. The region
used for tracking is highlighted. The image shows all paths extracted by the tracking method using
LSCM parameterization. (right) The upper image shows a close up of the same paths. The lower image
shows paths for tracking with mean value parameterization and circular parameter space. The paths
computed using LSCM parameterization are smoother, and fewer artificial bifurcations show up. Images
(b) and (c) show the singularity paths in in the parameter domain over time.
93
Chapter 8. Generalized Streak Lines and Singularity Tracking on Curved Surfaces
Figure 8.2: Singularity paths on the surface of ellipsoid tracked using LSCM parameterization. left:
Paths for all time steps on surface of ellipsoid. right: Paths in parameter domain with time as third
dimension.
8.3 Generalized Streak Line
In this section, we introduce a generalization of streak lines. For this purpose, we recall the
notation of streak lines and path lines from section 2.3.1. Let
v : R3 × U ⊂ R→ R3
be a Lipschitz continuous time-dependent vector field. Let a ∈ R3 be the position of a
particle in space and let t ∈ U be a certain time. We denote path lines as pa,t0(t) where
t0 is the seed time. Streak lines are denoted as la,t. The streak lines can be observed when
looking at the injected particles at a certain time t.
Although we have not found it in the literature, our generalization of streak lines is
straight forward. Instead of releasing particles from a stationary source, we consider particles
released from a moving source. Thus, generalized streak lines lc,t are defined as imaginary
lines connecting the locations of particles that were released into a flow from a location a(s)
continuously moving along a path c at consecutive time steps. The line can be observed
when looking at the particles at a certain time t.
s 7→ lc,t(s) = pa(s),s(t) (8.1)
Again t is fixed and s varies.
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Figure 8.3: Overview of draft tube dataset. top: Parts of the flow topology on the surface of the
lower part of the turbine draft tube. Sinks (blue) and separatrices (white lines) on top of LIC texture
indicate the existence of three vortices on the top and the right side of the tube. bottom: Isosurfaces of
λ2 seeded near singularities on side wall show vortices causing the singularities on the wall. Streamlines
show the vortical behavior.
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Figure 8.4: Phase portrait of three-dimensional spiral half-saddle. In contrast to the complete saddle
in figure 2.1, the critical point lies on the boundary and the lower part of the saddle does not exist. The
two-dimensional stable manifold coincides with the boundary.
As far as we know, this type of streak lines has not been treated in the visualization
literature yet1. This may be the case, as in experiments the creation of streak lines from
moving sources is not a simple task. It becomes even harder, when trying not to influence
the flow by the movement of the source.
8.3.1 Singularity Streak Lines
The generalized streak lines considered throughout this chapter use the locations of moving
singularities as locations of the particle source (particle injection points). We call these spe-
cial streak lines singularity streak lines. While moving sources in general may be achievable
for experiments, moving sources with singularities is impossible. One would have to detect
the singularities in the experiment and at the same time move the source accordingly. This
is not possible (so far?). We will discuss the importance and meaning of streak lines starting
from singularities in the following.
Singularity Paths as Particle Source
As mentioned earlier, vortices in the three-dimensional flow leave singularities of the shear
stress field as footprints on the surface of a body. The singularities are spiral sources if the
flow attaches to the surface and spiral sinks if flow leaves the surface, i.e. when particles
are ejected from the surface into the volume. Indeed, all singularities on the body surface
1Recently Bernd Hentschel from RWTH Aachen pointed us to interactive particle tracing in virtual
reality [SBK06, HHS+06]. In a virtual reality environment, a user can release particles into a flow from
a tracked pointing device. This device can be moved while releasing particles. If one would connect the
particles while tracking them, this would result in a line equal to our notion of a generalized streak line.
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correspond to half-saddles (see figure 8.4) in the three-dimensional flow around the body. The
2D flow around the singularities on the body are the unstable (sources) or stable (sinks) 2D-
manifolds of the three-dimensional saddles, i.e. the manifolds coincide with the body surface.
The remaining separatrix resides in the three-dimensional flow. It is a one-dimensional stable
manifold for sources and a one-dimensional unstable manifold for sinks on the surface.
The unstable manifold in the three-dimensional flow is the reason why we will consider
only sinks here. Our aim is to elucidate which parts of the domain are reached by particles
that leave the surface through the vortex, or better where these particles are at a certain
time. This gives information about which regions of the flow are influenced by the vortex
corresponding to the sinks. It is also interesting when considering vorticity transport, as
some of the vorticity which is present at a certain position is advected2 by particles passing
the position, and thus is transferred to other regions of space. This is especially important
since for incompressible flows vorticity can only be generated at walls or enter the fluid from
an open boundary [Bat67]. In other words, it cannot be generated inside the fluid. This
does not mean that vortices cannot develop in the flow, which actually may be the case,
when vorticity concentrates at some point in space. It means that the vorticity has either
to be present in the flow right from the beginning of observation time or that vorticity is
advected or diffused into the flow from the boundary.
Motivated by the aims mentioned in the previous paragraph, we follow the particles
ejected into the flow from a sink on the surface and with them a portion of the vorticity
present at the boundary. We use the positions along a singularity path as particle source
for the generalized streak line integration. Natural start and stop positions for the particle
injection are given by the bifurcations bounding a singularity path as a singularity is created,
destroyed or changes its type there. Beginning at a creation point or a Hopf bifurcation we
move along the line in time and space, and release particles until we reach the next bifurcation
where we stop releasing particles. However, this does not mean that the streak line stops its
evolution. We continue tracking the present particles. As the particles move away from their
initial position, the streak line separates from the singularity path. After separation, the
streak line still consists only of particles that originate from the singularity on the surface.
Issues Concerning Starting Particles Near Singularities
We mentioned above that the singularities on the surface correspond to 3D half-saddles in
the volume. It is well known that starting streamline integration at saddle points in order
to obtain separatrices is problematic. It is a standard problem that has to be handled by
any implementation trying to extract the topological graph of a steady vector field. It is
not possible to start the streamline exactly at the position of the saddle as the velocity is
zero there. All implementations have to take a small step away from the saddle to obtain
non-singular starting points for separatrices.
2Visualization techniques for vorticity transport (diffusion and advection) where presented by Sadlo et
al. [SPS06].
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The singularities we treat have a two-fold nature. They live on the surface as 2D sinks
and in 3D as half-saddles. We have to take a small step along the unstable manifold living
in 3D. A first very simple approximation is to take the step normal to the surface. Small
numerical inaccuracies introduced by stepping away along the normal vector and not along
the actual unstable manifold, are compensated by the strong hyperbolicity of the flow along
the manifold. All streamlines around the unstable manifold converge to it. Another possi-
bility is to extract a singularity of the projected flow on an offset surface having a distance
of one cell layer from the actual surface. The singularity in the projected flow of this layer
is very close to the original singularity. Only the projected flow vanishes there, the original
3D vector at the position of the singularity can be used to start the motion of a particle.
The correct direction is given by the eigenvector corresponding to the largest real eigen-
vector of the Jacobian of the 3D singularity. To be able to use this vector the 3D singularity
belonging to the 2D sink has to be identified. This is possible using an interpolation scheme
for incompressible flow proposed by Peikert et al. [PS07].
As we found it to be sufficiently accurate, our implementation uses the normal vector
direction for the step.
8.4 Datasets
We present results of applying our methods to four different CFD datasets in section 8.5.
The datasets are described shortly in this section.
8.4.1 Car
The car dataset stems from a steady simulation around the right half of the car. Figure 8.5
gives an overview of some of the important features of the dataset. The red lines represent
vortex core lines extracted by the algorithm of Sujudi and Haimes [SH95] in the parallel
vectors version of Roth and Peikert [PR99]. We will go into detail about the relevance of
this steady dataset in the results section. Technical details on this dataset can be found in
Appendix B.1.4.
8.4.2 Draft Tube
This dataset represents the draft tube of a Francis turbine. The runner of the turbine is
spinning above the inlet part of the draft tube (see figure 8.3, upper left corner of upper
image). A detailed description of the dataset can be found in Appendix B.2.1.
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Figure 8.5: Visualization of important vortices around car. top: Overview of dataset showing car with
streamlines started near right side mirror and vortex core lines. left: Close up with LIC and topology
graph on surface near side mirror. The swirling behavior of the streamlines nicely correlates with the
vortex core lines. right: Streamlines start directly from singularities in surface shear stress field.
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Figure 8.6: Depictions of the flow in the cuboid dataset after 50 seconds of physical time. left:
LIC and topological structures of shear stress field on cuboid. right: Swirling streamlines indicating
existence of vortex above shear stress field sink (sink is located in lower right part of left image).
8.4.3 Cuboid
The cuboid dataset results from direct numerical simulation of fluid flow around a cuboid
(see Appendix B.3.1 for details). We use 1355 time steps that represent 100 seconds of
physical time. The flow behind the cuboid is dominated by a large number of vortices that
originate from the edges and faces of the cuboid. The LIC texture and the topology graph
on the surface of the cuboid (figure 8.6 left) show the footprints of separation structures and
the mentioned vortices. The image on the right (figure 8.6) shows the connection between
a vortex and its corresponding attracting spiral node by some streamlines started near the
node. The streamlines lead away from the surface as the vortex drags particles away from
the cuboid.
8.4.4 Ellipsoid
A flow around an ellipsoid was simulated to obtain this dataset. We use every tenth of the
computed time steps resulting in a total number of 600 steps. For more detail concerning this
dataset see Appendix B.1.3. The surface of the ellipsoid is a triangular grid which has a cut
at the front side shown in the left image of figure 8.2. Thus, the surface is homeomorphic to
a disc and ready for the application of our parameterization. The flow around the ellipsoid
develops two main vortices in the beginning (see figure 8.10 first image). These vortices
interact and evolve into a more complex yet symmetric pattern. The main rotation axis of
the vortices in later time steps is orthogonal to the axis of the early vortices. This is nicely
depicted by the streak line in the last two images of figure 8.10. We will discuss the evolution
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of the singularity streak line in the results section.
8.5 Results
The aim of our methods is to analyze the interaction of the wall shear stress with the
three-dimensional flow. We are interested especially in singularities belonging to vortices
originating from the wall and the vorticity transported by the particles ejected from the
wall at the singularities. This is accomplished in three steps: surface parameterization,
singularities tracking, and visualization of generalized streak lines and related structures.
The results of the individual steps are explained in the following.
8.5.1 Parameterization
In order to apply efficient tracking algorithms for planar settings, the surface is parameterized
and thus can be mapped to the plane. The 2D-mappings of the datasets are visualized in
figures 8.1, 8.2(right) and 8.8. For the draft tube the subregion highlighted as triangulated
grid in figure 8.1(a) is parameterized using mean value and LSCM parameterization. LSCM
has a free boundary, whereby the relation to the 3D-patch is clearly visible. As explained
in section 8.2.2, LSCM parameterization is sometimes not applicable and the mean value
parameterization has to be used, which maps the subregion to a disk. Despite the potential
confusion introduced by the parameterization procedure which can substantially deform the
considered spatial region (see section 8.2.2), visualizing singularity paths in the parameter
space allows for an effective user interaction when combined with the simultaneous depiction
of the selected information directly on the surface.
8.5.2 Singularities Tracking
After the surface is parameterized, 2D singularity tracks can be computed. As explained
in section 8.2.4, the visualization of the trajectories of the singularities directly on the 3D
surface can be rather confusing. Thus, we shift the visualization to the 2D parameter space.
The spatial location is given in 2D and the third dimension is used to encode time, as
visualized in figures 8.1(right), 8.2(right), and 8.8.
Moreover, the visualization in parameter space gives a good overview over the dynamics
of the flow. The turbulent behavior of the cuboid dataset is clearly reflected in the complex
topological structure and its evolution (figure 8.8(e)). Before the turbulence develops, the
singularity paths exhibit a clear, nearly symmetric shape. A large number of singularities
appear suddenly when the flow develops the turbulent behavior. These effects decay after
the flow reaches a certain amount of turbulence. Displaying the paths of the upper part of
the draft tube in the parameter space (figure 8.1) nicely shows the quasi periodic behavior
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of the rotating flow as a repeating pattern in the singularity paths (two layers with the same
pattern).
As can be seen in the cuboid example (figure 8.8), the temporal structure of the tra-
jectories can become very complex, hampering the selection of interesting singularities. We
use two different techniques to enhance the visualization. First, an advantageous color cod-
ing can be used. When looking for boundary induced vortices, sink paths are of special
interest as explained in section 8.3.1. The corresponding trajectories are highlighted in a
dominant color, while all other singularity paths are displayed as smaller tubes in a paler
color to provide context. If only a certain range of time-steps is of interest, color coding
is employed to highlight temporal intervals (figure 8.8(b)). Second, filtering can be used to
extract singularity paths fulfilling certain properties, e.g., the singularities are located in a
certain region, or as in our case, the trajectories are present for a minimal amount of time.
Thus, the number of trajectories is significantly reduced, simplifying the selection of relevant
singularities (compare figures 8.8(c) and 8.8(d)). Additionally, it can be useful to show the
strength of the vortical behavior along the paths.
When interpreting the tracking results, attention has to be payed to the choice of param-
eterization. In figure 8.1(a) the resulting tracks of mean value and LSCM parameterization
are displayed. Insignificant, spontaneous changes of the singularity type appear in the lower
right image along the path of the repelling node in the lower part of the image. Note that
this does not mean appearance or disappearance of singularities. These changes are due to
the deformations induced by the mean value parameterization, and can be prevented using
the LSCM parameterization, which produces smoother results.
8.5.3 Generalized Streak Lines and Vortices
Steady Vector Fields
We discuss the steady car dataset here, because it nicely shows the connection between the
singularities on the surface and the vortex generation in a common real world setting. For
a steady vector field, there is no difference between streamlines, path lines, and streak lines.
Thus the streamlines shown in the images are identical to streak lines. Moreover, the stream-
lines are identical to the singularity streak lines as singularities do not move in the steady
case. The streamlines, thus, identify regions that are influenced by the particles emanating
from the singularity on the surface and the corresponding vortex. The vorticity transported
with particles is distributed all along the streamlines and contributes to the persistence of
the vortical behavior or even to the creation of new vortices in the neighborhood of the
streamlines.
Our discussion will focus on the region around the side mirror as it is quite obvious
that vortices develop behind such a protruding part of the geometry. The lower images of
figure 8.5 show a LIC texture and the topology graph (white lines) of the surface flow near
the side mirror. The orange streamlines originating from the spiral sinks swirl around the
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Figure 8.7: Ellipsoid dataset: singularity streak line with volume rendering of λ2-criterion (left) and
vorticity (right).
vortex cores lines. The vortex core line belonging to the lower of the two vortices is not
captured completely by the extraction method. However, at some distance from the surface
the streamline nicely resembles the vortex core line.
Unsteady Vector Fields
In the unsteady case, a singularity streak line can be computed and visualized after selecting
an interesting singularity path. The images in figure 8.9 are taken from an animation of the
cuboid dataset that shows the evolution of the particles emitted from one of the attracting
spiral nodes on the surface. The images show (from left to right) how the starting position
of the streak line moves along the singularity path (turquoise). In the third image, the
singularity has become a source (repelling) through a Hopf bifurcation. Thus, it does not
emit any particles into the 3D flow anymore. We stop particle injection at this point and
allow the streak line to separate from the surface (see last image). The images cover only a
relatively short period of time (24.5 seconds) but already show a large amount of winding
and bending of the streak line, which is due to the turbulent behavior behind the cuboid.
Additionally, the streak line experiences strong stretching over time. It covers nearly
the complete region behind the cuboid in later time steps. We do not show an image of
such a time step as it strongly suffers from clutter. However, after careful investigation it
turns out that the streak line forms coherent patterns. One can observe the shape of hairpin
vortices in these patterns. In fact, comparison with isosurfaces of λ2 shows that hairpin
vortices evolve behind the cuboid and are fully developed shortly before the flow leaves the
simulation domain. It is quite intelligible that the particles of the streak line agglomerate in
a vortex as they transport vorticity and a vorticity concentration is one of the characteristics
of a vortex.
Images from an animation of our second singularity streak line example, the ellipsoid,
are shown in figure 8.10. The origin of the streak line, i.e. the sink path in the lower left
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part of the images (blue), lies in an area of low pressure (first two images). The streak line
winds around a region of low pressure in the fourth and fifth image. Low pressure can serve
as vortex indicator in many cases. Indeed the regions of low pressure in our dataset are
co-located with vortices. Figure 8.7 illustrates the vortices by volume rendering of λ2 and
vorticity in comparison to the streak line.
8.5.4 Performance
We list the computation time for performing the complete tracking procedure on our datasets
in table 8.1. This includes transforming the vector into parameter space, tracking, sorting
of the line segments to tracks, sorting the tracks by arclength and displaying all paths on
the surface. The computations were carried out on one core of an AMD Opteron 2210 (1.8
GHz) with 8 GB main memory.
The time cost of the tracking depends on the number of time steps, the number of
singularities, and the number of cells. The number of singularities is of special importance
as they are separately tracked through the time steps of the dataset.
8.6 Conclusion
We have presented methods for singularity tracking on surfaces and visualization of vortices
that originate from walls in three-dimensional time-dependent vector fields. As such vor-
tices leave singularities as footprint in the wall shear stress vector field, we combined the
singularity tracking with a generalized type of streak lines by using the singularity paths as
start positions for the particles of the streak lines. These streak lines show the region of the
flow which is influenced by the vortex belonging to the singularity. Displaying the particles
ejected from the boundary helps illustrating the transport of the vorticity these particles
advect from the boundary. This is important because for incompressible flows vorticity is
only created at the boundary and is a fundamental quantity in the dynamics of vortices.
Applied to several CFD datasets, the presented methods proved to be applicable and
robust. In accordance with the literature cited in the introduction of this chapter, fluid
dynamicists told us that they are specially interested in the particles leaving the surface.
Singularity streak lines are of special interest as they cannot be reproduced in experiments.
Extending the applicability of the singularity tracking to arbitrary surfaces is the next
step following the direction of the methods presented in this chapter. This may be possible
by correctly connecting the parameterizations used for tracking in patches that our cur-







Figure 8.8: Singularity paths for right rear cuboid face. (a) Paths in parameter space. Grey axis
indicates time. (b) Sink paths are marked blue and their radius is increased. Other paths in grey.
Sink paths in time interval of interest highlighted by dark blue in contrast to light blue. (c) Without
highlighting but filtered by length of time of paths. (d) The same with a larger time threshold. (e)
Projection along one spatial axis. Time and remaining spatial axis shown. (f) Paths directly on the
surface of the cuboid instead of in the parameter space. Interval of interest highlighted.
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Dataset cells time steps times (sec)
Cuboid side face 368 1355 30
Draft tube upper part (Mean) 8.8k 300 26
Draft tube upper part (LSCM) 8.8k 300 32
Ellipsoid (LSCM) 39.4k 400 276
Table 8.1: Run times for singularity tracking.
Figure 8.9: Generalized streak line in cuboid dataset. The streak line (blue) starts from the moving
position of the singularity. The positions, i.e. the path (turquoise), is located in the lower part of the
cuboid. After the singularity reaches the Hopf bifurcation at the right end of the path, the computation




Figure 8.10: Snapshots taken from animation of generalized streak line and volume rendering of
pressure in ellipsoid dataset. Low pressure is mapped to high opacity. The generalized streak line starts
from blue sink path in the lower left of the images (see e.g. third image).
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9 FTLE on Curved Surfaces
The complexity and size of modern CFD simulations complicates the visualization task
greatly. One possibility to reduce its complexity is to limit the analysis of a volumetric
flow to the study of its interaction with objects boundaries. We already discussed such
an approach in the previous chapter. As shown there, this approach is feasible because
flow structures of interest often result from the interplay of flows with embedded objects.
Typical examples include vortex shedding and shear layers, caused by creation of vorticity at
boundaries and its successive transport into the flow volume. Such flow processes reflect on
object boundaries in the form of separation and attachment flow patterns. Separation lines
as used in chapter 6 or the singularities we tracked in chapter 8 are prominent examples.
Recently, the notion of Lagrangian flow analysis using the notions of finite-time Lyapunov
exponent and Lagrangian coherent structures has emerged as a powerful framework for the
visualization and analysis of both steady and unsteady flows. However, the applicability
of methods founded on these concepts has been limited to two-dimensional flow domains
or three-dimensional flow volumes. In this chapter, we propose a definition of finite-time
Lyapunov exponents on surfaces (section 9.2) in the vicinity of flow boundaries that allows a
comprehensive analysis of boundary flow regions and gives rise to a number of visualization
techniques that are aimed at extending this analysis away from the boundaries into the vol-
ume flow. The presented concept is closely analogous to the established Lagrangian methods,
benefits from their conceptual simplicity, and retains many of their desirable properties. Fur-
thermore, we describe our implementation of this concept in section 9.3 and discuss a number
of visualization approaches based on surface FTLE measures and focus our presentation on
both automated, non-interactive and user-assisted scenarios (section 9.4).
9.1 Previous Work
The concept of finite-time Lyapunov exponents (FTLE) as a means to describe and analyze
coherent Lagrangian structures in transient flows was introduced by Haller [Hal01a] in 2001.
He presented FTLE as a geometric approach, aimed at characterizing coherent structures in
terms of preservation of certain stability types of the velocity gradient along the path of a
particle. This initial research generated a significant interest in FTLE and its applications
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to the structural analysis of transient flows. The same author also provided a study of the
robustness of the structures characterized by FTLE [Hal02] and showed that even under
approximation errors, they remain intact. Shadden et al. provided a more formal discussion
of the theory of FTLE [SLM05] in two dimensions and an extension to arbitrary dimen-
sions was discussed in [LSM06]. These tools have been applied to the study of turbulent
flows [Hal01b, GRH07, MHP+07] and used in the analysis of vortex ring flows [SDM06].
However, the visualizations presented in these papers were chosen on a case-by-case ba-
sis, and no systematic investigation of different visualization types was considered. As of
recently, the topic has also been treated in the visualization community. Garth et al. fo-
cused on accelerated computation of FTLE fields and their visualization possibilities in both
2D [GLT+07a] and 3D [GGTH07], while Sadlo and Peikert compared Lagrangian approaches
to vector field topology [SP07b] and proposed a method for the adaptive computation of co-
herent structures and examined several variants of FTLE [SP07a].
The analysis of boundary flow has a long and rich tradition in fluid dynamics. A
large body of both theoretical [Leg56, Dal83, CPC90, PC86, SGH06] and experimental
work [De´l01] has been dedicated to the elucidation of the complex and critical flow structures
that result from the interaction of an embedded object with its surrounding flow. Common-
place experimental flow visualization modalities like a thin film of oil applied to the surface of
design provide a powerful means to facilitate the visual inspection of shear stress vector field
patterns. Their expressive power inspired the scientific visualization community to develop
techniques that possess a similar visual flavor [dLPPW95].
More recently, the research in flow visualization has been focusing on a structural charac-
terization of the flow behavior. In particular, critical point theory and topology have received
a significant attention [WTHS04, GLT+06, WTS+07], while features of interest like flow
separation and attachment manifolds were the object of a a variety of techniques [KHL99,
TGS05, WTS08]. Common to most of these approaches is their reliance on the shear flow
vector field defined on the boundary surface itself. In many cases, this quantity is not di-
rectly provided by the CFD simulation and must therefore be computed in post-processing,
which is usually subject to some numerical difficulty.
In the following section, we proceed to introduce the basic idea of surface FTLE and
discuss its application to surface and volume feature analysis.
9.2 Concepts
In the following, we will briefly discuss the basic concepts behind the finite-time Lyapunov
exponent , its computation and use in visualization. We keep the following presentation
voluntarily informal and refer the interested reader to the publications listed in the previous
section for a more comprehensive overview of this subject.
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9.2.1 Finite-Time Lyapunov Exponents
The definition of the FTLE relies on concepts from the theory of dynamical systems. There,
the Lyapunov exponent is defined to characterize the rate of separation of infinitesimally
close trajectories as time approaches infinity. See section 2.4 for a brief introduction. The
idea behind FTLE is to apply this concept in the context of finite-time flow fields and to
define a measure of coherence in terms of the trajectories of closely seeded particles.
Considering a (possibly time-dependent) vector field v, the position φ of a particle start-
ing at position x0 at time t0 after advection along the vector field can be formulated as the
flow map φ(t; t0,x0) satisfying






= φ˙(t; t0,x0) = v(t, φ(t; t0,x0)),
where the dot denotes derivative with respect to the first parameter. Specifically, with a
fixed initial time t0 and a fixed time interval τ , one defines t = t0 + τ .
A linearization of the local variation of the flow map φ(t; t0, .) around the seed position
x0 is given by its spatial gradient
Jφ(t, t0,x0) := ∇x0φ(t; t0,x0)
at x0. This gradient can be used to determine the maximal dispersion after time τ of
particles in a neighborhood of x0 at time t0 as a function of the direction dt0 along which
we move away from x0: dt = Jφ(t, t0,x0) dt0 . Maximizing the norm |dt| over all possible
unit directions dt0 corresponds to computing the spectral norm of Jφ(t, t0,x0). Therefore,
maximizing the dispersion of particles around x0 at t0 over the space of possible directions





where λmax is the maximum eigenvalue. To obtain the average exponential separation rate






λmax( Jφ(t, t0,x0)TJφ(t, t0,x0) ).
This rate is then called the finite-time Lyapunov exponent1, and can be evaluated for both
forward and backward advection. Large values of γ for forward advection correspond to
stable manifolds while large FTLE values for backward advection correspond to unstable
manifolds.
1Usually FTLE is denoted using λ. For the sake of a consistent notation, we us γ for Lyapunov exponents.
In our notation, λ is reserved for eigenvalues.
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In the case of a fluid flow vector field, Shadden et al. [SLM05] showed that ridge lines in
these fields correspond to so-called Lagrangian coherent structures that form a skeleton of
the transient flow in terms of so-called hyperbolic material lines which dominate the overall
flow structure. Therefore, analysis and visualization of these structures is a useful tool in
flow visualization, and various techniques have been proposed for their direct or indirect
visualization in the recent past (see [GLT+07a, SP07b, GGTH07, SP07a]).
9.2.2 FTLE over Surfaces
The setting we examine in this chapter is slightly different. Instead of analyzing a flow
vector field in its entirety, we are especially interested in interactions of a flow with object
boundaries embedded within it, with an emphasis on separation and attachment structures
in the immediate vicinity of the surface. To this purpose, we adapt the concept of FTLE in
the following way.
(a) attachment structure, τ > 0 (b) separation structure, τ < 0
Figure 9.1: Flow patterns close to the surface are reflected in integral curve convergence or divergence
and hence in surface FTLE measures.
Considering an object embedded in a flow field, we denote its boundary surface by B.
Assuming that B is a smooth surface in the differential geometric sense, we can define the
offset surface Bε as the set of points
Bε := {x+ εn(x),x ∈ B} ,
where n(x) is the surface normal to B at x. If ε > 0 is chosen small enough, Bε is again
a smooth surface, and Bε is contained in the domain of definition of v. We denote the





with the difference that both x and x0 only vary in B
ε. The relation between σετ and στ is
clarified by observing that
lim
ε→0
Jεφ = Jφ · Eφ,
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where the matrix Eφ projects to the local tangent space of B
ε at φ.
In other words, σετ only measures the separation of integral curves originating from B
ε as
the starting point varies on Bε. Note that while the Jε depends on the choice of local tangent
basis reflected in E, σετ does not as eigenvalues are invariant under a basis change. In the
next section, we will focus on the interpretation of the values of σετ and the corresponding
FTLE γετ .
Remark that while our construction is described on smooth surfaces, any surface that is
only piecewise smooth must be decomposed and each of the pieces treated separately. This
is a consequence of the fact that if the surface does not admit a smoothly varying tangent
space, the computation of σετ across tangent space discontinuities is neither possible nor
meaningful.
9.2.3 Interpretation
The interpretation of γε is basically straightforward. Regions where this quantity is high
hint at exponential separation of integral curves crossing the surface there. There are two
typical cases that produce such regions on the offset surface:
Surface Separation implies locally increased values of γετ for τ < 0, since a separation line
induces a local saddle-type flow structure that is intersected by the offset surface and
has repelling properties in negative time (see figure 9.1(b)). This flow pattern typically
is indicative of vortex shedding, for example.
Surface Attachment induces locally maximal values of γετ for τ > 0. The saddle-type
pattern on the surface in the vicinity of the attachment line is repelling in positive
time (see figure 9.1(a)). Most commonly, this flow pattern is the result of the flow
being separated as it passes around an object.
Hence, observing the values of γετ on an offset surface close to an object boundary can provide
strong hints of these classes of flow structures. While we do not propose a sound fluid
dynamical justification for this interpretation, it is confirmed by our experiments and allows
reliable insight into flow structures close to or shed from object boundaries (see section 9.5).
In the remainder of this chapter, we will abbreviate γετ by FTLE
+ if τ > 0, and FTLE− if
τ < 0.
9.3 Implementation
In practice, a straightforward approach to computing FTLE fields consists of sampling the
flow map φ(t; t0, .) on a discretized domain and approximate its gradient numerically. In the
following, we will describe the steps that we perform to this purpose for a given dataset.
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Offset Surface We assume that object boundaries can be extracted from the dataset and
brought into the form of a triangular surface mesh. This is true for most CFD ap-
plication datasets, since the object boundaries are part of the necessarily discrete
computational mesh and are usually readily extracted. Given such a mesh, we seg-
ment it along sharp features and treat each segment separately (see section 9.2.1). We
then compute surface normals and offset each of the original vertices along the normal
direction according to the given ε to obtain an offset surface mesh. Necessarily, ε must
be chosen such that the offset surface is not degenerate, i.e. it is bounded by the
maximum curvature of the original surface.
(Optional) Subdivision If the generated offset mesh does not have sufficient resolution
to guarantee a good piecewise approximation of the flow map, it can optionally be
subdivided to yield a higher mesh resolution. Care must be taken at this step, however,
to preserve both smoothness of the surface and conformance to the original offset
surface. We have selected a modified Butterfly scheme (as presented in [ZSS96]) as it is
both interpolating and has a C1-limit surface. The simpler piecewise linear subdivision
is not an option as it introduces discontinuities in the limit that reflect numerically
even after a small number of subdivision steps.
Flow Map The flow map is then computed by numerical integration in the volumetric flow
field with one sample (i.e. path line) per vertex of the offset surface, according to the
selected integration time τ .
FTLE Computation The resulting piecewise linear approximation of the flow map gives
rise to a piecewise Jacobian per triangle of the offset mesh. Computation of the maxi-
mal eigenvalue and normalization is then straightforward, as the specific local orienta-
tion of triangles does not influence the end result of the computation (see section 9.2.1).
The resulting algorithm is straightforward and simple to implement.
Remark: Complex object boundaries may consist of millions of surfaces, therefore, flow
map integration can represent a significant computational cost. We have performed vari-
ous experiments with adaptive flow map approximation similar to the technique presented
in [GGTH07]. Essentially, the flow map is approximated on a sequence of successively re-
fined meshes, and in areas in which the flow map does not vary much, interpolation is used
instead of evaluation. However, we did not obtain a significant performance gain (typically
less than 10%), for the following reasons. Either the initial mesh was already fine enough to
represent the flow map in adequate detail and refinement was not necessary, or otherwise the
flow map variation was quite uniform over the entire grid, making selective refinement su-
perfluous. Similar results were obtained for adaptive approximation along the temporal axis
if a sequence of FTLE fields is desired in the unsteady case. This is a direct consequence
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of the adaptive computational meshes that are used in most modern CFD computations.
Furthermore, as discussed in section 9.5, all our test cases required seconds to minutes to
compute, further obviating the need for computational acceleration.
9.4 Visualization Techniques
Here, we will present a number of visualization techniques based on surface FTLE fields that
are aimed at both automatic and user-assisted treatment of CFD datasets.
Large time-varying datasets often encompass hundreds to thousands of time steps and
represent an enormous amount of data. Processing each time step manually is a tedious if not
impossible task. Therefore, automated methods that require little or no user interaction are
preferable if such datasets are to be visualized in their entirety. Furthermore, such methods
guarantee reproducibility and objectivity. For example, the latter is important in the case
where multiple datasets are to be compared.
Direct Visualization The FTLE+,− fields obtained from our approximation algorithm are
readily accessible to visualization. Contrary to volumetric FTLE-based visualization,
their surface nature does not suffer from visibility issues. A straightforward approach
Figure 9.2: Two-dimensional color map used to depict FTLE values.
consists of depicting the object boundary in combination with a two-dimensional color
map of FTLE+,−. Before applying the color map, both quantities are normalized to a
uniform range; here we first discard negative values (as they correspond to converging
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flow behavior which we are not interested in), and then normalize the remaining values
to the interval [0, 1]. We have adopted the typically used color scheme depicted in
figure 9.2.
Stochastic Seeding Similar to the approach first presented in [GGTH07], we apply surface
FTLE fields as Probability Density Functions (PDF) to seed integral curves in close
vicinity of the boundary. Every triangle of the offset surface mesh is assigned a prob-
ability density that is proportional to its FTLE value and its area. A fixed number of
seed triangles is then randomly selected according to the PDF, and a corresponding
number of integral curves of prescribed length is computed and depicted. We chose
positive time integration for FTLE−-based seeding, and negative time integration for
FTLE+-based seeding.
Obviously, this technique is not limited to FTLE fields, but is applicable to any scalar
field defined over object boundaries. However, using FTLE fields yields especially inter-
esting visualizations, as integral curves close to separation and attachment structures
and their corresponding manifolds are typically within the selected seed set. More-
over, the uncertainty of the respective feature location as indicated by the sharpness
of FTLE ridges is expressed by the fuzzy nature of randomly seeded integral curves
(see e.g. figure 9.4).
While the automatic methods presented above allow computation in an oﬄine preprocess-
ing step and are therefore ideally suited for large datasets, there is often a need to direct
the visualization to specific regions or features of interest to examine them in more detail.
Furthermore, a user is uniquely able to incorporate domain-specific knowledge into the vi-
sualization process. In the following, we discuss a seeding method aimed at leveraging user
feedback into surface FTLE visualization.
User-guided Seeding Curve Once surface FTLE fields have been computed, we provide
an interactive tool to describe a curve on the surface (and in time in the unsteady case)
by letting the user place a number of points on the offset surface mesh on which FTLE
values are depicted through a color map. The curve is then fitted through these points,
and integral curves are then seeded from the curve. To increase flexibility, we allow
both uniform and random seeding (optionally with a user-determined random offset)
and enable a combination of the latter with the stochastic seeding described above. In
this fashion, the user is able to visually identify regions of interest and examine the
flow structures emanating from them. Figure 9.5 provides several examples.
Technically, the seeding curve is not computed through the surface points in three-
space, as the resulting curve would not be constrained to the offset surface or might
even leave the flow volume, and make it hard to control in general. Rather, we make
use of piecewise surface parameterizations obtained using the Least Squares Conformal
Mapping (LSCM) technique [LPRM02]. To obtain a curve on the offset surface, we map
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(a) Direct depiction of surface FTLE+,− fields using the two-dimensional color map from figure 9.2
(b) 1300 stochastically seeded streamlines. Blue streamlines were seeded in separation regions
(FTLE−) and illustrate vortex shedding on wagon edges. Red streamlines were seeded from
attachment regions (FTLE+) and indicate boundary attachment in between vortical zones.
(c) (d) (e)
Figure 9.3: Direct surface FTLE visualization and stochastic streamline seeding in a high-speed train
dataset.
117
Chapter 9. FTLE on Curved Surfaces








Figure 9.4: Comparison steady vs. unsteady surface FTLE fields and resulting flow structures illus-
trated by stochastical streamline/path line seeding.
the selected points into the two-dimensional parameter space, perform curve fitting and
discretization, and map the resulting points back to the offset surface. This guarantees
that the curve and consequently all seed points are embedded in the offset surface.
The mapping between surface and parameter space introduces only minimal distortion
in the resulting curve by virtue of the LSCM parameterization.
9.5 Examples
In this section, we will provide a number of examples that demonstrate the discussed visu-
alization methods on several CFD application datasets.
Figure 9.3 depicts several images of a high-speed train. The corresponding stationary
dataset models the traveling train while it is hit by strong wind from the side, causing vortices
to be shed on the top and bottom edges of the wagon on the side facing away from the wind.
See Appendix B.1.2 for more details on the dataset. Figures 9.3(a) through 9.3(c) show
both the obtained FTLE measures and the results of stochastic streamline seeding with 1300
streamlines in total. The shedded vortices are clearly visible and are identified to emanate
from separation structures (indicated by ridges of FTLE−, blue). The boundary between
the top and bottom vortex regions is indicated by a weak separation structure (FTLE+,
red). (Remark: these images were obtained without manual intervention). Figures 9.3(d)
and 9.3(e) illustrate the effect of subdivision refinement on the obtained FTLE fields. Clearly,
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the refined offset mesh results in a much improved FTLE depiction. Computation times
range from two minutes for both FTLE fields over a refined offset surface to 25 seconds for
the stochastically seeded streamlines.
We also applied both methods to an unsteady dataset describing a flow-embedded el-
lipsoid with the explicit goal of comparing steady and unsteady FTLE fields. Details on
the data set can be found in Appendix B.1.3. Figure 9.4 shows the steady and unsteady
FTLE on the surface and 2000 streamlines/path lines for three different time steps of the
flow around the ellipsoid. Due to the slowly changing flow behavior, the FTLE depictions
look quite similar. The difference of streamlines and path lines integrated for a sufficiently
long time, however, reveals the unsteady character of the flow. Seeding the lines takes less
than one minute and even the computation of the FTLE reaches its peak for the unsteady
case with six minutes of computation time for one step.
The steady car dataset (figure 9.5) results from a simulation of the air flow around a
car and illustrates the application of manual seeding; the surface geometry is quite complex
and feature sizes vary strongly in magnitude, complicating an application of the stochastic
seeding approach (see figure 9.5(a)). However, using manually determined seeding curves,
we were able to quickly locate a number of interesting features in this dataset by using
surface FTLE depiction as a visual guide. Figures 9.5(c) shows such a seeding curve (green)
above the front bumper. The corresponding streamlines (figure 9.5(d)) seeded from the curve
confirm the vortical flow behavior hinted at by the neighboring regions of strong FTLE+ and
FTLE−. Figures 9.5(e) and 9.5(b) provide further examples of successful identification of
volume flow patterns through manual seeding. The computation of the FTLE+,− fields took
1.3 and 1.2 minutes respectively.
9.6 Conclusion
In this chapter, we have applied the concept of finite-time Lyapunov exponents to flow
boundaries, resulting in a both conceptually and computationally feasible characterization
of flow behavior in the immediate vicinity of object boundaries. Furthermore, we have
provided a number of visualization concepts that are based on these surface FTLE fields and
leverage integral curves to depict flow structures that interact with or are generated at flow
boundaries. We have demonstrated our methods on a number of examples and documented
their usefulness with respect to state-of-the-art CFD application datasets.
Some open questions remain nevertheless. Although surface FTLE fields admit no direct
characterization of Lagrangian coherent structures as in the plane and volumetric cases, a
further examination of the interaction of such LCS with flow boundaries may be interesting.
Technically, an extraction of ridge lines of surface FTLE fields seems feasible, however, the
current piecewise-linear representation of surface FTLE fields precludes this. Furthermore,
ridges might prove an ideal candidate for integral curve seeding. Similarly, streamlines or
path lines provide intuitive flow visualization, more advanced primitives such as stream
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surfaces or streak lines might be seeded using our methods.
(a) Direct depiction of surface FTLE+,− fields using the two-
dimensional color map from figure 9.2
(b) Vortex formation and flow separation
at the aft end illustrated by fuzzy seeded
path lines.
(c) Manually chosen seeding curve
(green).
(d) Uniformly seeded path lines
along the curve in (b) show vorti-
cal flow above the bumper.
(e) Fuzzy seeding curve and result-
ing streamlines illustrate recircula-
tion curve behind the hood.
Figure 9.5: Manual streamline seeding on the surface of the car dataset.
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10 Conclusion
We gave short conclusions for all chapters contributing new material to the visualization
research throughout this thesis. This conclusion of the whole thesis will be used to cover
some general ideas all chapters have in common.
Statements from collaboration partners of ours and other visualization researchers are
often similar to the following:
• “We only need/use streamlines and color maps.”
• “The fluid dynamics knowledge sits on this side of the table.”
We conclude from these statements that techniques allowing the user to leverage his or her
domain-knowledge are the way to go. The methods in this thesis do not only represent
approaches to the questions and problems raised in the DFG project they are connected to,
but also try to allow users to introduce their domain-specific knowledge in the process of
visualization and analysis. We believe that this can be achieved by bridging the gap between
completely automatic data abstraction techniques and approaches that use high-bandwidth
and interactive techniques. We also believe that the methods presented in this thesis are
a good step in this direction. This has already been discussed for some of the techniques
developed in this thesis in a paper we presented at SimVis 2008 [GTWJ08]. The lively






In this part of the appendix the notation used throughout this thesis and some identities
from vector analysis are noted.
A.1 Notation
Symbol Description Example, alternative notation
or comment




Rn Vector space, n-dimensional
I Interval
Ω Domain Connected open set Ω ⊂ Rn
Γ or ∂Ω Boundary of a domain Γ = ∂Ω
a Scalar Usually i ∈ R
i Index Usually i ∈ {0, 1, 2, . . .} ⊂ N
a Vector Bold face denotes vector entities
0 Zero vector, origin 0 = (0, . . . , 0)
x Position or point x ∈ Rn, usually n ∈ {2, 3}
ei Basis vector, i-th
λi Eigenvalue of a matrix, i-th λ1 ≤ . . . ≤ λn, i ∈ {1, . . . , n}
v Vector field or vector
φ, ϕ Flow of a vector field
n Normal vector ‖n‖ = 1






Aij Element of matrix i-th row, j-th column
AT Transpose of matrix
tr(A) Trace of matrix
∑n
i=0Aii
a(xj) Activity field variation field
∂
∂x
Partial derivative in x
∂
∂n
Directional derivative in n direction ∂
∂n
= n · ∇











+ (u · ∇)f , with f a scalar or
vector-valued function
J Jacobian Matrix or simply Jacobian J = ∇v, vector gradient
grad Gradient grad = ∇
div v Divergence div v = ∇ · v
curl v Curl (rotation) curl v = ∇× v
∆ Laplace operator or Laplacian ∆ = ∂
2
∂x21
+ · · ·+ ∂2
∂x2n
H(a) Hessian H(a) = ∇(∇a)
| · | Absolute value of a scalar
‖ · ‖ Euclidian norm
〈·, ·〉 and · Dot product or scalar product a · b = 〈a,b〉
ρ Density
p pressure
u Velocity vector Used instead of v only if statement
or equation applies mainly to velocity.
A.2 Some Properties of Differential Operators
At first, the already mentioned but basic identities:
∇u = grad u (A.1)
∇ · v = div v (A.2)
∇× v = curl v (A.3)
∆u = ∇ · ∇u = div grad u. (A.4)
Now some equations in which ∇ is applied twice:
∇×∇u = curl grad u = 0 (A.5)
∇ · (∇× v) = div curl v = 0 (A.6)
∆v = grad div v − curl curl v. (A.7)
For all operators o ∈ {grad, curl, div,∆} the following holds
o(X + Y ) = o(X) + o(Y ) (A.8)
o(cX) = c o(X), (A.9)
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where the fields X, Y and the constant c are scalar or vector valued depending on the
operator.
The notation using the nabla operator can be a little bit confusing in some cases. Thus,
it should be said here again that the following three are completely different:
∇2 ≡ ∇ · ∇ ≡ ∆ ≡ div grad (A.10)
∇(∇) ≡ hessian ≡ grad grad (A.11)
∇(∇·) ≡ grad div . (A.12)
More identities related to differential operators can be found in a book by Borisenko and





This appendix presents the data sets that were used to test and exemplify the methods
developed throughout this thesis. It is intended to serve as a reference for readers with
deeper interest in the nature of the data sets. The precise figures about cell and vertex
numbers allow an estimation of the relative sizes of the different data sets.
In cases where the number of simplicial cells is given separately, the grid originally con-
sisted also of non-simplicial cells. The simplicial mesh, i.e. a tetrahedral mesh for 3D or a
triangular mesh for 2D, was computed from the original mesh using a method from [Wie03]
in these cases. This number is only given if a simplicial mesh was needed for the methods
applied to a certain dataset.
Most of the datasets discussed in the following are based on unstructured grids. The
positions of these grids form cells of one of the following types: quadrilaterals (quads),
triangles, tetrahedra, hexahedra, prisms and pyramids. The values are always given at the
grid vertices and have to be interpolated inside the cells. The point locator we use to retrieve
the cell that contains a certain position is discussed in a paper bei Langbein et al. [LST03].
Interpolation and properties of different cell and grid types are discussed in a number of
theses by authors from or close to our research group [Sch99, Sal08, Tri02].
B.1 DLR
A still continued collaboration of our research group with Markus Ru¨tten from DLR in
Go¨ttingen was very fruitful in many senses. One being a number of joint publications of
Markus Ru¨tten and former members of our group, another, for this thesis very important
one, is the availability of a large number of application datasets. All of the data sets in this
section were made available by Markus Ru¨tten or contacts he provided. The HART II data
set was provided by Berend van der Wall and Hugues Richard from DLR in Braunschweig.
B.1.1 Delta Wing
In the following, we describe two datasets, both resulting from simulations of airflow around
a single delta-type wing configuration (called EDELTA and TDELTA). Both datasets were
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Figure B.1: TDELTA and EDELTA configurations.
computed in the context of numerical research into vortex breakdown by Markus Ru¨tten
at the DLR in Go¨ttingen. While the delta wing configurations are different in shape, both
simulations were carried out for flight at subsonic speed (Mach 0.2). The initially already
high angle of attack increases over time, resulting in the creation of vortex bubbles, i.e. in
the breakdown of the main vortices. The simulation shows the evolution of the primary,
secondary and tertiary vortex structures over time and the breakdown of the main vortices
above the wing.
E-Delta
This EDELTA configuration consists only of a very flat triangular shape (figure B.1 right).
There are 86 time steps, i.e. every tenth of around 1000, available to us. The grid is the






Available relevant quantities velocity, density, pressure, viscosity
T-Delta
The TDELTA configuration consists of flat triangular shape (similar to the one of the
EDELTA) and a kind of rectangular bar at the bottom (figure B.1 left). There are three









Available relevant quantities velocity, density, pressure, viscosity
B.1.2 ICE train
A study of the track holding of the German high-speed train ICE led to this dataset. It is
the result of a steady simulation of the train traveling at a velocity of about 250 km/h with
wind blowing from the side at an angle of 30 degrees. The wind causes vortices to form and
shed on the lee side of the train, creating a drop in pressure that has adverse effects on the
train’s track holding. The vortices and the flow passing over the top of the train lead to








Figure B.3: Ellipsoid (blue) in the spherical domain. The domain has a cut from from the rear right
side.
Simplicial cells 6,177,293
Available relevant quantities velocity, density, pressure, viscosity
B.1.3 Ellipsoid
A flow around an ellipsoid at Reynolds number Re = 10000 was simulated to obtain this
dataset. There are 6000 time step that 3 seconds of physical time available. The ellipsoid is
located in the center of the spherical computation domain. To achieve a special symmetry,
there is a cut in the spherical grid that allows the specification of the values for the grid
vertices at this cut as boundary conditions. The surface of the ellipsoid is a triangular grid





Available relevant quantities velocity, pressure
B.1.4 Car
The BMW car dataset stems from a steady simulation around the right half of the car while
assuming a flow symmetry plane along the middle of the car. In comparison to the car, the
air has a velocity of 43km
h
. The Reynolds number is 2,940,000 with a Reynolds length of
1000. Figure 8.5 gives an overview of some of the important features of the dataset. The
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red lines represent vortex core lines extracted by the algorithm of Sujudi and Haimes [SH95]
in the parallel vectors version of Roth and Peikert [PR99]. The strongest vortices appear






Available relevant quantities velocity, density, pressure, viscosity
B.1.5 Ka´rma´n
Figure B.4: PIV measurement slices of
HART II. Red blade is in rear position. Im-
age courtesy of DLR Braunschweig.
The Ka´rma´n vortex street is one of the most widely
known patterns of flow. The dataset consists of the
Mach 0.5 flow around a cylinder embedded in the





Available relevant quantities velocity, density,
pressure
B.1.6 HART
This data set consist of measurements of a heli-
copter rotor blade wake. The measurements stem
from the HART II project [vdWBY+04], aiming at
improved knowledge about the evolution of the vortices generated by the wake and reducing
the rotor noise which is created by interaction of the wake and a following blade hitting the
wake. PIV (Particle Image Velocimetry) was used to obtain instantaneous flow field data in
a large observation area and in a smaller close-up view of the vortex core. By nature, PIV




Figure B.5: Ball with hole. Flow entering from negative x-direction.
Cells 8,316 quads
Simplicial cells 16,632
Available relevant quantities velocity
B.1.7 Balls
Two simulations of flow around a ball were conducted to study the influence of a hole through
the center of the Ball. Both simulations were carried out unsteady with a Reynolds number
of Re = 933, 333 and Reynolds length of 200. The fluid has a temperature of around 300 K
and enters the simulation domain at Mach 0.2 parallel to the negative x-axis. Some details







Available relevant quantities velocity, pressure, density, viscosity
132







Available relevant quantities velocity, pressure, density, viscosity
B.1.8 GBK
This data set is a simulation of the flow in a gas furnace chamber (such as found in typical
heating appliances). Image a) of figure 3.9 gives an overview of the flow inside the chamber.
While the main inflow of air happens through a large inlet at the front of the chamber, gas
is injected through the smaller inlets on the left. As needed for a good mixing of air and
gas, the flow is designed to be very turbulent. Of special interest for design analysis are the
flow structures near the inlets. If they are suboptimal, increased inflow resistance reduces
turbulent mixing in the chamber.
Vertices 32,440
Cells 174,341 tetrahedra
Available relevant quantities velocity, pressure, density, turbulent kinetic energy, tur-
bulent dissipation
B.2 VA Tech Hydro
Ronald Peikert from ETH Zu¨rich kindly provided this data set resulting from a simulation of
the flow in a Francis turbine draft tube. The simulation was carried out by VA Tech Hydro.
Francis turbines are of special interest for VA Tech Hydro as they are used in water power
plants to transform the kinetic and potential energy of water into electric energy.
B.2.1 Francis Draft Tube
This dataset represents the unsteady flow in a draft tube of a Francis turbine. The runner is
spinning in the inlet part of the turbine (see figure 8.3, upper left corner of upper image). It
induces a spinning motion in the water, which leaves the turbine (right part of upper image)
after passing through the bent tube. The inlet of the lower part of the tube is split into
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two channels by a divider. The upper part, i.e. the bent tube, is dominated by one moving
main vortex, while the flow develops several distinguished vortices that are connected to the
boundary in the lower part. There are 300 time steps representing 0.4 seconds of physical
time available to us.
The behavior, i.e. the circular movement, of the main vortex in the upper is nearly
periodic. As this period is completely covered by the 0.4 seconds, we were able to generate
a periodic version of the upper part.
The data resides on a unstructured grid consisting only of hexahedra. Upper and lower
part have disconnected grid parts. However, the parts of the grid fit seamlessly together.
While cells in the upper do not share edges or faces with cells in the lower, there is no gap
or overlap between the two grids. The latter allows the application of standard interpolation




Cells, lower part 78,494 hexahedra
Cells, upper part 960,258 hexahedra
Simplicial cells, upper part 5,761,516
Available quantities velocity, pressure
B.3 NaSt3D
B.3.1 Cuboid
The cuboid dataset results from direct numerical simulation of fluid flow around a cuboid
at a Reynolds number of Re = 1000. The simulation was carried out with the NaSt3DGP
flow solver. NaSt3DGP was developed by the research group in the Division of Scientific
Computing and Numerical Simulation at the University of Bonn. It is essentially based on the
code described in a book by Griebel et al. [GDN98]. A version of the NaSt3DGP code, as well
as related information and documentation is available for download at http://wissrech.
iam.uni-bonn.de/research/projects/NaSt3DGP/index.htm. We used a slightly modified
version of the flow past an obstacle example, which is also available on the web site. The




. The velocity data is stored as a
vector field on a 100 × 100 × 100 rectilinear grid. We use 1355 time steps that represent
100 seconds of physical time. As can be seen by examining the stream surface in figure B.6,
the flow behavior behind the cuboid is quite chaotic. It is dominated by a large number of
vortices that originate from the edges and faces of the cuboid.
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Figure B.6: Depiction of the flow in the cuboid dataset after 50 seconds of physical time. Stream
surface showing turbulent behavior behind cuboid.
Vertices 1,030,301
Cells 1,000,000 hexahedra
Available quantities velocity, pressure
B.4 NASA
Figure B.7: Blunt fin dataset.
The web site of the NASA Advanced Supercom-
puting (NAS) division offers a number of sam-
ple datasets that represent simulations computed
by researchers on systems at the NAS Facil-
ity. The datasets are available to the scientific
community for research, study, and exploration.
The original website was http://www.nas.nasa.
gov/Research/Datasets/datasets.html. Un-
fortunately the main page does not exist any-
more. However, some of the sub-pages still
exist. The following “blunt fin” dataset





This data set is a standard reference for flow visualization, the well known blunt fin dataset,
courtesy of NASA. The simulation is described in detail in a paper by Hung et al. [HB84]. It
represents a steady Mach 2.95 airflow over a flat plate with a blunt fin rising from the plate.
The free inflow with a Reynolds number of Re = 2.1 · 106 is parallel to the plate and to the
flat part of the fin. The dataset represents only one half of the real flow, as it is assumed to
be symmetrical about the center plane of the fin. In front of the fin two horseshoe vortices
coexist with a shock front. The shock is called “lambda shock” due to its shape. The two
counter-rotating vortices, separated by a branch of the shock. One vortex is rooted between
the shock and the edge of the fin; the other vortex is rooted between the shock and the plate,
just upstream of the fin.
Vertices 40,960
Cells 37,479 hexahedra
Available quantities momentum, density, energy
Available relevant derived quantities velocity, vorticity
B.5 IEEE Visualization Contest
In recent years, there have been a number of visualization contests in conjunction with the
IEEE Visualization conference. The following dataset was provided as challenge for the
contest in 2004.
B.5.1 Isabel
The Isabel data set stems from a simulation of hurricane Isabel from the U.S. National Center
for Atmospheric Research. It consists of several time-varying scalar and vector variables
on a 500 × 500 × 100 rectilinear grid for 48 time steps. Between consecutive time steps




Available quantities wind speed (velocity), temperature, pressure, cloud ice mixing ratio,
graupel mixing ratio, cloud moisture mixing ratio, water vapor mixing ratio, total
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∆, see Laplace operator
α-basin, see basin
α-limit set, see limit set
∇, see nabla operator
ω-basin, see basin
ω-limit set, see limit set
ε-perturbation, 16
activity, see variation











































equilibrium point, see critical point




path surface, 56, 57
streak lines, 57
finite time Lyapunov exponent, 23, 110, 111
fixed point, see critical point
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FTLE, see finite time Lyapunov exponent
Galilean invariance, 22




integral curve, see trajectory
isometric parameterization, 83
isometry, 84
Lagrangian coherent structures, 112




Laplacian, see Laplace operator
Laplacian field, 28
LCS, see Lagrangian coherent structures









LSCM, see least squares conformal map







mean value coordinates, 89, 91






















potential flow, 26, 28







singularity, 8, 88, 90
singularity path, 17, 90, 91
visualization, 92
singularity streak line, 96
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