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Abstract 
 
Automatic Call Recognition is vital for environmental 
monitoring. Patten recognition has been applied in 
automatic species recognition for years. However, few 
studies have applied formal syntactic methods to 
species call structure analysis. This paper introduces a 
novel method to adopt timed and probabilistic 
automata in automatic species recognition based upon 
acoustic components as the primitives. We demonstrate 
this through one kind of birds in Australia: Eastern 
Yellow Robin. 
 
1. Introduction 
 
Automatic animal call recognition has potential 
application as a tool for ecological monitoring where it 
may be used as an indicator of species diversity and 
abundance, overall environmental health [1, 2] as well 
as having more general application in biology and 
ornithology [3].  
A common approach to automatic call recognition 
adopts methods developed for human speech 
recognition [4]. Although some success has been 
demonstrated with these methods, there remain 
fundamental difficulties with the application of such 
systems in an ecological setting [2]. Recordings 
captured in the field exhibit high levels of un-
controlled environmental noise including the effects of 
wind and rain; sounds of human origin such as traffic 
and aircraft; or unwanted calls originating from sources 
not belonging to the target species. In contrast, speech 
recognition systems tend to be designed for and 
deployed in environments where noise is able to be 
controlled or modeled accurately. Feature extraction 
methods based on cepstral coefficients degrade in the 
presence of additive noise [5], and may produce 
spurious effects when the signal is changing slowly as 
is the case for many bird calls. A final challenge lies in 
the scarcity of data available for training of a classifier: 
many species of interest are cryptic and little reference 
data is available for these species [2].  
 A recent review article [6] examines the syntactic 
characteristics of birdsong and human speech to 
identify potential parallels. It is found that in terms of 
syntactic complexity birdsong cannot directly be 
compared with human speech, primarily because it 
possesses neither semantics nor lexicon. It is found that 
the call structures of many avian species can be 
modelled by low-order Markov chains, although there 
are some species which exhibit syntax as powerful as a 
k-reversible regular language. This implies that the full 
power of human speech recognition is probably not 
needed and for many instances very simple recognisers 
may be suitable. 
These observations inform the design of the 
algorithm introduced in the current paper, which 
breaks with current practice in several ways. First the 
algorithm locates specific shapes in the spectrogram. 
From the shapes identified in the spectrogram a 
sequence of acoustic components is derived, each of 
which is characterised by a tuple: (shape, start time, 
duration, minimal frequency, maximal frequency) [7]. 
Components map to symbols in the alphabet of a call-
specific language described by a probabilistic timed 
finite automaton. A recogniser for the call-specific 
language, tuned with parameter values obtained from 
components obtained from a training set of positive 
examples, is used for classification of previously 
unlabelled input. 
 
2. Algorithm design 
 
The overall structure of the call recognition system 
is shown in Figure 1. The system consists of two 
processes, Training and Recognition. 
Training is a semi-automatic process which 
configures a recognizer for the target call via the 
following high-level steps: 
1. A spectrogram containing images of the target call 
is processed by the acoustic component detector to 
produce a set of acoustic components known to be 
relevant to the call.  
2. Components are grouped into clusters, and within 
each cluster the mean and standard deviation of 
each of the component parameters are calculated. 
3. A timed finite automaton which models the target 
call is defined and tuned with the statistics 
obtained from the previous step. 
4. A simplified probabilistic finite automaton is 
derived from the timed automaton. This is 
ultimately used to determine the probability that a 
sequence of observed components matches the 
target call. 
Once training is complete, recognition is a fully 
automatic process: 
1. A spectrogram is processed to identify all acoustic 
components. 
2. Any components which do not belong to the target 
component clusters identified during training are 
discarded. 
3. The probabilistic automaton is applied to those 
components that remain to recognize calls. 
Details of each step are described in the following 
subsections.  
 
2.1. Acoustic component detection 
 
A call consists of one or more acoustic components 
attributable to a common bio-source and occurring 
within a finite period of time. A set of acoustic 
component categories are identified in [7] which 
suffice to characterize the majority of animal call 
structures. The present work uses component detectors 
which recognize four of these component types: a 
whistle is a sustained sound of near-constant frequency 
which produces a horizontal trace on a spectrogram; a 
click is a brief sound which spans a relatively broad 
frequency range and produces a vertical trace on a 
spectrogram; a slur has a rising or falling tone which 
produces a diagonal trace; while a block is an extended 
area with high acoustic energy. Recognizers are under 
development for the remaining component types, 
namely warbles, oscillations, and stacked harmonics. 
Examples of the components identified in this step 
are shown in Figure 2. The Eastern Yellow Robin call 
is represented by two clicks separated by a short 
interval. The call of the Eastern Whip Bird is 
represented by a whistle followed by a click. 
 
2.2. Component parameterization and filtering 
 
During training a representative sample of target 
calls are processed by the component detector to 
produce a set of training components: 
   , , , , 1i i i i i iC s t d l h i N    (1) 
Here  , , , ,i i i i is t d l h  are the shape, start time, 
duration, minimal frequency and maximal frequency of 
component i. These components are assigned to 
clusters to obtain a set of cluster templates, each of 
which represents a syllable of the target call: 
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In equation (2) sk is the shape of the component, 
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 is the corresponding vector of 
standard deviations. 
 
 
 
Figure 2: Calls of Eastern Yellow Robin and 
Eastern Whip Bird. 
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Figure 1: System overview. 
The cluster templates are used in two ways. Firstly, 
the average and standard deviation of component 
duration are used to establish timing constraints in the 
finite automata. Secondly, they provide a probability-
based similarity measure which is used to assess 
cluster membership for components.   
Given a component with parameters  , ,p d l h
then the standardized distance from the component to 
cluster k is 
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The likelihood that the component belongs to 
cluster k is then estimated by 
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These probabilities are by used by the recognizer in 
two ways. As each component is processed, it is 
compared with each target cluster by computing P 
according to (4). If the result falls below a preset 
threshold the component is discarded. The P-values of 
those components which are not discarded are used by 
the probabilistic finite automaton.   
 
2.3. Timed automata 
 
Timed automata provide an elegant model with 
sufficient power to represent many bird calls. In the 
present work, a state machine corresponding to the 
target call is constructed by hand. Clock variables are 
introduced to allow modeling of the duration of 
acoustic events and intervals between them. 
To illustrate the method, Figure 3 shows a timed 
state transition diagram for the Eastern Yellow Robin 
call. The machine starts in state S1, waiting for a click. 
On detection of a click a transition is made to S2 and 
the clock t is set to 0. The machine will transition from 
S2 back to S1 and signal recognition of the call if and 
only if a click is then received while the guard 
condition min maxd g t d g    is true. Here d is the 
duration of the first click while gmin and gmax bound the 
elapsed time between clicks in a robin call. Note that 
any clicks which do not match the profile of a robin 
click (as determined in section 2.2) have been removed 
from the input stream. 
 
2.4. Simplified probabilistic automata 
 
Where the target call has a sufficiently simple 
structure it is possible to replace the timed automaton 
with a Markov Model. To facilitate this, additional 
pseudo-components are introduced to represent gaps 
between target components. A procedure similar to that 
outlined in section 2.2 is used to derive cluster 
templates for gaps. 
The probability that an observed sequence of 
components represents an instance of the target call is 
the product of the probability that each observed 
component is an instance of its corresponding 
structural element and the probability of each transition 
between components. 
To illustrate, consider the case of an Eastern Yellow 
Robin, and suppose that a sequence of components 
 1 2, ,C c g c consisting of two clicks separated by a 
gap has been observed. Then the probability that this is 
a robin call is given by: 
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As we already know the target call structure the 
probability of each state transition can be viewed as 1 
so that the probability of a valid call is simply the 
product of the probabilities that each observed 
component is an instance of the corresponding 
structural element. Thus, the probability that a robin 
call has been observed reduces to: 
      1 2RobinP C P click c P gap g click c . 
 
3. Results and discussion 
 
    The method was applied to data extracted from 3½ 
hours of audio recorded in bushland in the Samford 
Valley north of Brisbane, Australia. Bird calls were 
manually identified by ecologists who annotated each 
call with information including species name, start 
time, finish time, high frequency, low frequency, 
project name, and sensor number. 
Two tests were conducted using recording which 
were selected to allow assessment of the recognizer 
under realistic field conditions, including moderate to 
 S1   S2 
C, t := 0 
C, d+g
min
< t < d+gmax ?  
Figure 3: Timed automaton for Eastern 
Yellow Robin. 
high levels of background noise and overlapping 
sounds produced by non-target species. 
For the first test, 10 × two minute recordings 
containing 250 Eastern Yellow Robin calls were 
selected. Of these calls, 29 were selected to form a 
training set and the remaining 221 were used to test the 
resulting recognizer. The second test used 9 × two 
minute recordings containing a total of 84 Eastern 
Whip Bird calls. A training set of 18 calls was selected 
leaving a test set of 66 calls. Test outcomes are 
displayed in Table 1. In the case of the Eastern Yellow 
Robin, precision (the ratio of true positives to total 
predicted positives) is high, at 98%, however the recall 
(ratio of true positives to total positives in the test set) 
is a more modest 50%, yielding overall accuracy (the 
average of precision and recall) of 74%. The Whip 
Bird recognizer was less successful, achieving 
precision of 65%, recall of 45% and accuracy of 55%.  
Investigation of the original datasets indicates that 
the problem probably lies in the click detector, which is 
easily confounded by the presence of loud background 
noise. The accuracy of the Whip Bird recognizer is 
lower than Robin’s. This is because there are two kinds 
of components in Whip Bird call. The total recognition 
results rely on the results from whistle and click 
detectors while Robin recognizer relies on click 
detector only.  
 
4. Conclusions and future work 
 
In this paper we have described an original 
algorithm for automatic bird call recognition which 
uses geometric techniques to identify acoustic 
components from a spectrogram. These components 
are treated as symbols in a call-specific language 
which can be recognized by timed finite automata and 
in certain cases by simple probabilistic automata. 
The scheme offers several benefits over systems 
which use methods borrowed from human speech 
recognition. The component detection algorithm is able 
to identify and distinguish overlapping components, 
which may be expected to confer some level of noise 
resistance and the ability to disambiguate multiple 
concurrent signals from distinct callers. Because the 
automaton used to recognise calls is amenable to 
manual construction, this algorithm may be applied 
even where training data is scarce. In addition, since 
only positive examples are required for tuning, the 
need to generate negative examples for training is 
avoided. 
The outcomes of preliminary experiments are very 
promising but work needs to be done to make the 
acoustic component detector more robust to the 
presence of loud background noise. To address this 
issue, future work will extend the acoustic component 
detector to include warbles, oscillations, stacked 
harmonics and use these components to model and 
recognize more complex calls. Other drawbacks of this 
presented experiment are: 1) lack of comparing 
baselines and 2) the dataset is too small. We will apply 
the timed and probabilistic automata to large datasets 
and compare with other state-of –the art systems such 
as song scope, Raven in future.  
 
References 
 
[1] M. E. Thompson, S. J. Schwager, and K. B. Payne. 
Heard but not seen: an acoustic survey of the African 
forest elephant population at Kakum Conservation Area, 
Ghana. African Journal of Ecology, 48: 224–231, 2010. 
[2] M. Towsey, B. Planitz, A. Nantes, J. Wimmer, and P. 
Roe. A toolbox for animal call recognition. 
Bioacoustics, pp. 1–19, 2012. 
[3] H. Tyagi, R. M. Hegde, H. A. Murthy, & A. Prabhakar. 
Automatic identification of bird calls using spectral 
ensemble average voiceprints. Proceedings of the 13th 
European signal processing conference, Florence, Italy, 
2006. 
[4] I. Agranat. Automatically Identifying Animal Species 
from their Vocalizations. Presented at the Fifth 
International Conference on Bio-Acoustics, Holywell 
Park, 2009. 
[5] V. Tyagi and C. Wellekens. On desensitizing the Mel-
Cepstrum to spurious spectral components for Robust 
Speech Recognition. Proceedings of the 2005 IEEE 
International conference on Acoustics, Speech, and 
Signal Processing (ICASSP '05), pp. 529–532, 2005. 
[6] R. C. Berwick, K. Okanoya, G. J. L. Beckers, and J. J. 
Bolhuis. Songs to syntax: the linguistics of birdsong. 
Trends in Cognitive Sciences, vol. 15, pp. 113–121, 
2011. 
[7] S. Duan, M. W. Towsey, J. Zhang, A. M. Truskinger, J. 
Wimmer and P. Roe. Acoustic component detection for 
automatic species recognition in environmental 
monitoring. ISSNIP, 7th International Conference on 
Intelligent Sensors, Sensor Networks and Information 
Processing: 514–519, 2011. 
Table 1. Recognition test results. 
Species Training 
set size 
Test 
set size 
True 
positive 
False 
positive 
Precision Recall Accuracy 
Eastern Yellow Robin 29 221 111 2 98% 50% 74% 
Eastern Whip Bird 18 66 30 16 65% 45% 55% 
 
