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SPATIAL ANALYTICITY OF SOLUTIONS TO INTEGRABLE
SYSTEMS. I. THE KDV CASE
ALEXEI RYBKIN
Abstract. We are concerned with the Cauchy problem for the KdV equation
for nonsmooth locally integrable initial profiles q’s which are, in a certain sense,
essentially bounded from below and q (x) = O
(
e−cx
ε
)
, x → +∞, with some
positive c and ε. Using the inverse scattering transform, we show that the
KdV flow turns such initial data into a function which is (1) meromorphic (in
the space variable) on the whole complex plane if ε > 1/2, (2) meromorphic
on a strip around the real line if ε = 1/2, and (3) Gevrey regular if ε < 1/2.
Note that q’s need not have any decay or pattern of behavior at −∞.
1. Introduction and statements of main results
The gain and persistence of regularity effects are important features of many dis-
persive (linear and nonlinear) partial differential equations (PDEs). The literature
on the subject is truly enormous and we make no attempt to give a comprehensive
review here. We only mention two recent relevant papers by Himonas et al [18],
[19] where the interested reader can find further references on analytic and Gevrey
regularity properties for KdV-type equations. In fact, we are interested in a much
stronger effect of formation of meromorphic solution out of nonsmooth data. More
specifically, in the current paper, we are concerned with the following problem.
Problem 1. Given the Cauchy problem for the KdV equation1{
∂tu− 6u∂zu+ ∂3zu = 0
u|t=0 = q
, (1.1)
describe the largest possible class of (non-smooth) initial data q which evolve into
functions u(z, t) meromorphic with respect to z for any t > 0.
Meromorphic (or, more generally, analytic) solutions have of course been inten-
sively studied since the boom around integrable systems started in the late 60s. A
pure soliton (reflectionless) solution, historically the first explicit solution, is mero-
morphic on the whole complex plane having infinitely many double poles. This fact
is of course a trivial observation immediately following from the explicit formula for
multisoliton solutions. We emphasize that how those poles interact is not obvious
at all. This question was raised back in earlier 70s by Kruskal and has been fol-
lowed up by many. We refer the interested reader to a particularly influential 1977
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paper [2] by Airault-McKean-Moser and recent Bona-Weissler [5] and the literature
cited therein. More complicated examples of explicit solutions include algebraric,
rational, meromorphic simply periodic, elliptic, etc. (see, e.g. [1], [4], [14], [3] and
the literature cited therein). All these examples are of course very specific and in
addition those q’s are already meromorphic (i.e. smooth on the real line). Although
Problem 1 is not addressed in those papers but they demonstrate the importance
of meromorphic solutions.
Through the paper we deal with initial data subject to
Hypothesis 1.1. q is real and L1loc such that
(1) (semiboundedness from below)
inf Spec
(−∂2x + q(x)) = −h20 (1.2)
with some h0 ≥ 0.
(2) (subexponential decay at +∞) For x large enough∫ ∞
x
|q| ≤ Cqe−cx
ε
(1.3)
with some positive Cq, c, ε.
We assume that the constants c, ε in (1.3) are chosen optimal.
Note that the set of such functions is very large. Indeed, in terms of q itself,
Condition (1.2) is satisfied if
Sup
x
∫ x
x−1
max (−q, 0) <∞, (1.4)
i.e. q is essentially bounded from below [15]. The condition (1.4) cannot be im-
proved since (1.4) becomes also necessary for (1.2) if q’s are negative. Therefore,
any q subject to Hypothesis 1.1 is essentially bounded from below, has subexpo-
nential decay at +∞ and arbitrary otherwise. Such functions can grow (arbitrarily
fast) at −∞ or look like a stock market (Gaussian white noise on a left half line)
but still satisfy our hypothesis as long as they exhibit rapid decay (1.3) at +∞.
In spectral terms (1.3) implies that (0,∞) belongs to the absolutely continuous
spectrum of −∂2x + q(x).
We now state our main results.
Theorem 1.2. Under Hypothesis 1.1 with ε ≥ 1/2 on the initial data q in (1.1) ,
the problem (1.1) has an analytic in z solution u(z, t) given by
u(z, t) = −2∂2z log det (1 +M(z, t)) , (1.5)
where M(z, t) is a trace class operator-valued function constructed in Proposition
4.1 below for any t > 0. Moreover, for any t > 0
(1) If ε > 1/2 then u(z, t) is meromorphic on C.
(2) If ε = 1/2 then u(z, t) is meromorphic in the strip
|Im z| < 9
√
2
8
c
√
t (1.6)
where c is as in (1.3).
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Theorem 1.3. Under Hypothesis 1.1 with 0 < ε < 1/2 on the initial data q in
(1.1), the operator-valued function M(x, t) given in Proposition 4.1 is trace class
for any real x and t > 0 and
M(x, t) =M(1)(x, t) +M(2)(x, t),
where M(1)(x, t) is meromorphic in x and M(2)(x, t) is Gevrey G
1
2ε−1 regular. If in
addition 1 +M(x, t) is invertible for any real x and t > 0 then the problem (1.1)
has a solution u(x, t) given by
u(x, t) = −2∂2x log det (1 +M(x, t)) , (1.7)
belonging to the Gevrey class G
1
2ε−1
loc .
Theorems 1.2 and 1.3 significantly improve our results in [29] which in turn
improve Tarama [31]. Theorems 1.2 and 1.3 have also some important corollaries.
We will come back to the relevant discussions in the last section when we have
the necessary background. We only mention here that our approach is based on
the Inverse Scattering Transform (IST) combined with pseudo-analytic continuation
techniques developed by E.M. Dyn’kin (see e.g. [10], [6]) and we do not believe that
any of the statements of Theorem 1.2 can be obtained by purely PDE techniques.
The paper is organized as follows. In Section 2, for the reader’s convenience we
list our main notation and give the relevant preliminaries. In Section 3 we define a
suitable reflection coefficient and investigate its properties which will play a central
role in our consideration. The results of this section may have some independent
interest. In Section 4 we give a brief review of the classical IST stated in terms
of Hankel operators and further prepare to prove our main results in Section 5.
Section 6, the last one, is devoted to discussions of our results and some corollaries
which directly follow from them. It also contains some open problems.
2. Notation and Preliminaries
We adhere to standard terminology accepted in Analysis. Namely, R± ≡ [0,±∞),
C is the complex plane,
C± = {z ∈ C : ± Im z > 0} .
Through the paper the subscript ± indicates objects (functions, operators, spaces,
etc.) somehow related to R± or C±. The bar z denotes the complex conjugate of
z.
When appropriate, we write
y h x in place of y = const ·x
and similarly whenever convenient
y .a x in place of y ≤ Cax
with some Ca > 0 dependent on a parameter a but independent of x. If Ca is an
absolute constant we then write y . x. This will help us keep bulky formulas under
control.
We use ‖·‖X to denote the norm in a Banach (Hilbert) space X .
We will need the Gevrey classes Gα, α > 0, on R of all functions f :
‖∂nx f‖L∞ .f Qnf (n!)1+α , n = 0, 1, 2, ...
with some Qf > 0.
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By [6], Theorem 3, the statement f ∈ Gα is equivalent to the statement that f
admits a pseudo analytic extension to the whole complex plane such that
|∂zf | .f exp
{
−Q |Im z|− 1α
}
(2.1)
with some Q > 0.
In a similar manner one introduces local Gevrey classes Gαloc.
Next, S2 denotes the Hilbert-Schmidt class
S2 =
{
A : ‖A‖2
S2
≡ tr (A∗A) <∞
}
and S1 is the trace class:
S1 =
{
A : ‖A‖
S1
≡ tr (A∗A)1/2 <∞
}
.
Note that A ∈ S1 if and only if A = A1A2 with some A1, A2 ∈ S2.
Some other miscellaneous notation: χS (x) is the characteristic function of a set
S, i.e.
χS (x) ≡
{
1, x ∈ S
0, x /∈ S .
In particular χ± ≡ χR± is the Heaviside function of R±. We also write
f |S = χSf.
The notation Hq ≡ −∂2x + q(x) for the Schro¨dinger operator on L2 (R) will be
frequently used.
3. The reflection coefficient and its analytic structure
In this section we define a suitable reflection coefficient and investigate its prop-
erties which will play a central role in our consideration. The results of this section
may have some independent interest.
In the short-range scattering for the full line Schro¨dinger operator, one typically
introduces the right and left reflection coefficients R(λ), L(λ) and the transmission
coefficient T (λ) as functions of the momentum λ (see e.g. [9]). These quantities
(also called transition coefficients) can also be properly defined in much larger
spectral situations through Wronskians and/or Titchmarsh-Weyl m-functions (see
e.g. [12, 13]). Such extensions need not be unique. However, in our setting of step-
like potentials decaying at +∞, there is a natural candidate for the right reflection
coefficient R(λ).
Definition 3.1 ([29]). Let q(x) be real, locally integrable such that q ∈ L1 (R+) and
−∂2x+ q(x) is in the limit point case at −∞. Denoting by Rn(λ) the right reflection
coefficient (which is necessarily well defined) from the potential qn = q|(−n,∞), we
call the weak limit (if it exists)
R(λ) ≡ w- limRn(λ), n→∞, (3.1)
the right reflection coefficient from the potential q.
Note that one should not expect in (3.1) pointwise convergence as an explicit
counterexample q = χ− readily shows. Uniform convergence in (3.1) is not available
in general even in the short-range setting [9].
As shown in [29], Lemma 5.4, the reflection coefficient introduced this way is
well defined. The following statement will play a crucial role in our consideration.
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Proposition 3.2 (the analytic structure of the reflection coefficient). Under Hy-
pothesis 1.1, the right reflection coefficient given by (3.1) exists and admits the
representation
R(λ) = A(λ) +
S(λ)G(λ)
λB(λ)
(3.2)
where functions A,B, S,G have the properties
(1) A is an analytic on C+ \ [0, ih0] function such that |A| ≤ 2 on R and
A(λ) = o (1/λ), λ→∞ along any ray in C+
(2) B is the Blaschke product
B(λ) =
N∏
k=1
λ− iκk
λ+ iκk
where real κk’s are such that
{−κ2k}Nk=1 is the negative discrete spectrum
of Hq+ , q+ ≡ q|R+
(3) |S(λ)| ≤ 1, λ ∈ C+
(4) G ∈ G 1ε−1
(5) |S(λ)G(λ)/λ| ≤ 1 a.e. on R
(6) If Rn is as in Definition 3.1 then
Rn(λ) = An(λ) +
S(λ)G(λ)
λB(λ)
and
An → A, n→∞
uniformly on any compact in C+ \ [0, ih0].
Proof. Most of statements in Proposition 3.2 (save (4)) are proven in [29] and we
restrict ourselves to some comments only. Note first that Condition 1 of Hypothesis
1.1 implies that −∂2x+q(x) is in the limit point case at −∞ (see, e.g. [7] for complete
results on this matter). Splitting
q = q− + q+, q± = q|R± (3.3)
induces the representation
R =
T 2+R−
1− R−L+ +R+
where ± label scattering quantities associated with q±. The functions T+, L+, R−
can be analytically continued into C+ and
A ≡ T
2
+R−
1−R−L+
has properties (1), (6). For R+, which is independent of n, we use the representation
[9], Theorem 2,
R+(λ) =
T+(λ)
λ
G(λ)
where
G(λ) =
1
2i
∫ ∞
−∞
e−2iλxg(x)dx (3.4)
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with some g obeying
|g(x)| ≤ |q(x)| + const
∫ ∞
x
|q| . (3.5)
Since R+(λ) is a reflection coefficient we have (5). Since T+ is a transmission
coefficient,
T+(λ) =
N∏
k=1
λ+ iκk
λ− iκk · S(λ) = B (λ)
−1
S(λ)
where S is an outer function of C+: |S(λ)| ≤ 1, λ ∈ C+. This proves (2) and (3).
The proposition is proven if we show (4). Due to (2.1) we should demonstrate
that G admits a pseudo analytic extension the whole complex plane such that∣∣∂λG∣∣ . exp{−Q |Imλ|− ε1−ε} (3.6)
with some Q > 0. There are a few explicit ways to construct pseudo analytic
continuations (see e.g. [10], [6], [31]) producing different extensions. We modify
the one used in [31] to obtain a better Q in 3.6. Note that
G (λ) h ĝ (2λ) (3.7)
where ĝ is the Fourier transform of g which due to (3.5) satisfies Condition 2 of
Hypothesis 1.1 with some c˜ < c. I.e.∫ ∞
x
|g| .g e−c˜x
ε
. (3.8)
For any λ ∈ C+ define
G˜ (λ) =
∑
n≥1
θ
(
rε+2x1−εn
Imλ
c˜
)
Gn(λ), (3.9)
where θ is a smooth on R+ function such that:
θ(x) = 1, x ∈ [0, 1],
θ(x) = 0, x ≥ r,
r > 1, xn = r
n and
Gn(λ) =
∫ xn
xn−1
e−iλxg(x)dx.
The formula (3.9) clearly defines an extension of ĝ (λ) to complex λ. We next show
that G˜ is uniformly bounded on C+. Bound Gn first. By (3.8)
|Gn(λ)| . e|Imλ|·xn
∫ xn
xn−1
|g| .g exp
{|Imλ| · xn − c˜xεn−1}
and one has∣∣∣G˜(λ)∣∣∣ .g ∑
n≥1
∑
n≥1
θ
(
rε+2x1−εn
Imλ
c˜
)
exp
{|Imλ| · xn − c˜xεn−1} . (3.10)
In (3.10) many terms are in fact zero and nontrivial ones are subject to
rε+2x1−εn
|Imλ|
c˜
≤ r.
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I.e. only nonzero terms in (3.10) are the ones obeying
x1−εn ≤
c˜
rε+1
· 1|Imλ| . (3.11)
Under the condition (3.11), for the argument of the exponential in (3.10), we
have (1/r < δ < 1)
|Imλ| · xn − c˜r−εxεn =
(|Imλ| · xn − δc˜r−εxεn)− (1− δ)r−εxεn (3.12)
= |Imλ|xεn
(
x1−εn − δ
c˜
|Imλ|
)
− (1− δ)r−εxεn.
By (3.11) the right hand side of (3.12) doesn’t exceed
|Imλ|xεn
(
c˜
|Imλ|
1
rε+1
− c˜|Imλ|
δ
rε
)
− (1− δ)r−εxεn
= −c˜
(
δ − 1
r
)
xεn−1 − (1− δ)xεn−1
< − constxεn−1.
It follows now from this estimate and (3.10) that∣∣∣G˜(λ)∣∣∣ .g ∑
n≥0
exp{− constxεn} <∞. (3.13)
Similarly one proves that all derivatives of G are also bounded on C+.
It remains now to show (3.9). One has
∣∣∣∂λG˜∣∣∣ ≤∑
n≥1
θ′
(
rε+2x1−εn
|Imλ|
c˜
)
rε+1x1−εn
2c˜
|Gn| (3.14)
.g
∑
n≥1
x1−εn exp{|Imλ| · xn − c˜r−εxεn}.
Only terms subject to
c˜r−ε−2
|Imλ| ≤ x
1−ε
n ≤
c˜r−ε−1
|Imλ| (3.15)
make a non trivial contribution to the series in (3.14). The inequality (3.15) implies
xn ≥
(
c˜r−ε−2
|Imλ|
) 1
1−ε
,
or
xεn ≥
(
c˜r−ε−2
|Imλ|
) ε
1−ε
. (3.16)
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Splitting the argument of the exponential in (3.14) same way as (3.12) and using
(3.16), we have
|Imλ| · xεn −
c˜
rα
xαn ≤ |Imλ| · xεn
(
c˜r−ε−1
|Imλ| −
r−εδc˜
|Imλ|
)
− (1 − δ) c˜x
ε
n
rε
= −xεnc˜r−ε−1(rδ − 1)− (1− δ)
c˜xεn
rε
≤ −
(
c˜r−ε−2
|Imλ|
) ε
1+ε
c˜r−ε−1(rδ − 1)− (1− δ) c˜x
ε
n
rε
− c˜
1
1−ε
r
2ε+1
1−ε
rδ − 1
|Imλ| ε1−ε
− (1− δ) c˜x
ε
n
rε
.
Inserting this into (3.14) we obtain∣∣∣∂λG˜∣∣∣ .g
∑
n≥0
x1−εn exp{− constxεn}
 · exp{−Q˜ |Imλ|− ε1−ε} (3.17)
Q˜ ≡ (rδ − 1) c˜
1
1−ε
r
2ε+1
1−ε
< (rδ − 1) c
1
1−ε
r
2ε+1
1−ε
. (3.18)
The series in (3.17) is convergent and G˜ (λ) is an pseudo analytic extension of ĝ (λ)
from the real line to the upper half plane. Due to (3.7) we have found a pseudo
analytic extension of G subject to (3.6) with Q = 2Q˜. This completes our proof. 
Remark 3.3. The representation (3.2) is not unique. It depends on the reference
point in the splitting of (3.3). This flexibility will be used later.
Remark 3.4. We have also had some flexibility in choosing r and δ in (3.18)
subject to r > 1, 1/r < δ < 1. The range for Q = 2Q˜ given by (3.18) is
0 < Q <
2(ε− 1)(3ε) 2ε+11−ε
(2ε+ 1)
1+ε
1−ε
· c 11−ε
which is inessential to what follows but the borderline case ε = 1/2. For this case,
0 < Q <
33
27
c2. (3.19)
4. The Marchenko integral operator and the inverse scattering
transform
The integral operator we are concerned with in this section appears to have been
introduced by Marchenko and received a comprehensive treatment in his classical
book [23]. To acknowledge Marchenko’s profound contribution to the subject, we
denote this operator by M (Marchenko used F) but otherwise try to retain as much
of his original notation as possible.
We call the integral operator M : L2 (R+)→ L2 (R+) Marchenko if
(Mf) (x) =
∫ ∞
0
M(x+ y)f(y)dy, f ∈ L2 (R+) ,
M(·) =
∫ ∞
0
e−(·)λdρ(λ) +
∫ ∞
−∞
e2i(·)λR(λ)
dλ
2pi
, (4.1)
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where ρ is a finite nonnegative measure and R is such that for a.e. λ ∈ R
R(−λ) = R(λ) , |R(λ)| ≤ 1.
The operator M introduced this way is clearly a Hankel operator (the kernel
depends on the sum of the arguments). We say thatM is associated with a potential
q if R is a reflection coefficient from q and ρ characterizes the negative spectrum
of Hq. For short-range q’s, the measure ρ is purely discrete and (δ is the Dirac
δ-function)
dρ(λ) =
N∑
n=1
c2nδ(λ− κn)dλ
where κn’s are such that
{−κ2n}Nn=1 are the negative bound states of Hq and
{cn}Nn=1 are the associated norming constants. Of course, the kernel M (which
we also call Marchenko) is nothing but the sum of the Laplace transform of the
(finite, positive) measure ρ and the Fourier transform of the (symmetric, bounded)
function R. This is the main feature of the Marchenko operator resulting in the
decomposition
M =M1 +M2, (4.2)
where M1 ≥ 0 and (χ = χ+, F is the Fourier transform)
M2 = χF−1RF−1
and is selfadjoint.
Note that the Marchenko operator is not typically studied in the context of
Hankel operators. We have found in [29] that the language of Hankel operators is
very convenient in the IST formalism. In this language, ρ,R are called the measure
and symbol of M1,M2 respectively (see e.g. [24]). In the language of inverse
scattering, (ρ,R) are commonly referred to as the (right) scattering data2.
In the context of the Cauchy problem for the KdV equation, we have a two para-
metric family of Marchenko operators M(z, t), where (z, t) are the (real) variables
in (1.1). Namely, the measure ρz,t and the symbol Rz,t of M(z, t) are given by
dρz,t(λ) = ζz,t(iλ)dρ(λ),
Rz,t(λ) = ζz,t(λ)R(λ),
ζz,t(λ) :≡ e8iλ
3t+2iλz
and (ρ,R) are the scattering data for the profile q. Clearly for λ ∈ R∣∣ζz,t(λ)∣∣ = 1,∣∣ζz,t(iλ)∣∣ = e8λ3t−2λz .
The whole point of the IST is that (ρ0,t, R0,t) are the scattering data for Hu(z,t)
where u(z, t) solves (1.1). The actual mechanism to recover u(z, t) amounts to
solving the Marchenko integral equation3 or equivalently through the Riemann-
Hilbert problem. For our purposes the explicit formula (1.5) is convenient. Note
that (1.5) is nothing but Cramer’s rule for linear integral equations. For R ≡ 0
(reflectionless initial profile), assuming that q is short-range, M(z, t) turns into a
2For short-range q’s, the so-called left scattering data are also considered, which need not be
well-defined in our setting.
3also known as Gelfand-Levitan-Marchenko.
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finite rank operator of a very explicit structure. The formula (1.5) in this particular
case was discovered in the 1960s. In the general short-range case (R 6= 0), we are
not sure whom it should be attributed to but it was systemically studied by Po¨ppe
in the 1980s (see, e.g. [26] and also [27] for the Kadomtsev-Petviashvili and [25] for
the sine-Gordon equations. In the context of nondecaying initial data, it appears
first in [29]. Note that the sense in what the determinant in (1.5) is understood is
an issue which doesn’t seem to be fully addressed in the literature. It is typically
defined by the Fredholm formula through an absolutely convergent (Fredholm)
series. We actually show that M(z, t) is trace class for any z (even complex) and
t > 0 under Hypothesis 1.1. This means that det (1 +M(z, t)) is an invariant, i.e.
it produces the same value in any basis in L2 (R+).
In the setting of step-like potentials, the Marchenko operator has been inten-
sively studied in the Kharkov mathematical school by Hruslov, Kotlyarov and their
students4 (see, e.g. [20], [22]).
We also refer to Cohen [8], Kappeler [21], Venakides [32] (and the literature
cited therein), and recent Egorova-Teschl [11]. In all the above papers save [11],
q’s are assumed to have a specific type of behavior at −∞ (approaching either a
constant or a periodic function) and fall off at +∞. In [11], the interesting case of
two finite gap potentials fused together is considered.
We summarize important properties of the Marchenko operator in the following
(see [29] for details).
Proposition 4.1 (The structure of the Marchenko operator). Assuming Hypothesis
1.1, let M(z, t) be the Marchenko operator associated with q and let A be as in
Proposition 3.2. Then for any z ∈ R, t > 0,
M(z, t) =M+(z, t) + A(z, t), (4.3)
where M+(z, t) is the Marchenko operator associated with q+ = q|R+ and A(z, t) is
a Hankel integral operator with the kernel
1
2pi
∫
R+ih
e2iλ(·)ζz,t(λ)A(λ)dλ, h > h0.
Furthermore, A(z, t) is an entire operator-valued function of trace class for any
complex z and t > 0, continuous with respect to q in the following sense: If q1, q2
are two functions subject to Hypothesis 1.1 then
‖A1(z, t)− A2(z, t)‖S1 ≤
1
4pih
∥∥ζz,t(A1 −A2)∥∥L1(R+ih)
for any z ∈ C, t > 0.
Note that M(z, t) depends on (z, t) through ζz,t.
5. Proof of the main results
With all the preparations done in the previous sections, the actual proofs will be
quite short. It is convenient to conduct both proofs at a time. Note first that, by
4Remark that this school has been greatly infuenced by Marchenko himself and he remains to
be its part.
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a trivial shifting, we may assume without loss of generality that Hq+ has at most
one bound state −κ2. Consider the problem (1.1) with
qn(x) =
{
q(x) , x ≥ −n
0 , x < −n .
It is well-known that for such initial profiles5
un(z, t) = −2∂2z log det (1 +Mn(z, t)) . (5.1)
By Proposition 4.1
M(z, t) =M+(z, t) + A(z, t) + δA(z, t)
where δA ≡ An − A is meromorphic in z for any t > 0 and small in the S1-norm
for n large enough. I.e.
‖Mn(z, t)−M(z, t)‖S1 → 0, n→∞. (5.2)
Therefore, M(z, t) ∈ S1 is proven if we show that M+(z, t) ∈ S1.
Split
M+(z, t) =M
+
1 (z, t) +M
+
2 (z, t)
where M+1 (z, t),M
+
2 (z, t) are the Hankel operators with the kernels
c20ζz,t(iκ)e
−κ(x+y),
and
1
2pi
∫ ∞
−∞
eiλ(x+y)ζz,t(λ)R+(λ)dλ
respectively. Here c0 stands for the norming constant associated with the bound
state −κ2.
The operator M1(z, t) is rank 1 and clearly entire in z. Thus we only need to
properly control ∂nzM
+
2 (z, t) in the S1-norm. Evaluate (so far formally) the kernel
of ∂nzM
+
2 (z, t), n = 0, 1, 2, ..., by the Green formula applied to the strip R× (0,κ/2)
and by Proposition 3.2 (λ = α+ iβ, ∂λ =
1
2 (∂α + i∂β))
1
2pi
∫ ∞
−∞
eiλ(x+y)(2iλ)nζz,t(λ)R+(λ)dλ =
∫
R+iκ/2
eiλ(x+y)(2iλ)n
(
B−1SG
)
(λ)
dλ
2pi
+ 2i
∫
κ/2
0
dβ
∫
dα eiλ(x+y)F (α, β)
(5.3)
≡ H1(x+ y) +H2(x+ y),
where
F (α, β) ≡ 1
2pi
ζz,t(λ)(2iλ)
n−1 S(λ)
B(λ)
∂λG(α, β).
Due to the rapid decay of e8iλ
3t as λ→∞ along R+ ih, the function F (α, β) is
subject to the conditions of Proposition 4.1 and hence the integral operator with
kernel H1 is trace class. Our analysis of the integral operator with kernel H2 is
based upon the following lemma.
5So far we only know that the determinant exists in the Fredholm sense.
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Lemma 5.1. Let F (α, β) be such that for some h > 0∫ h
0
(∫ ∞
−∞
|F (α, β)| dα
)
dβ
β
<∞. (5.4)
Then the integral Hankel operator H with the kernel (λ = α+ iβ)
H(x) =
∫ h
0
dβ
∫ ∞
−∞
dα
2pi
eiλxF (α, β)
is trace class and
‖H‖
S1
≤ 1
2
∫ h
0
dβ
β
∫ ∞
−∞
dα |F (α, β)| .
Proof. We have
H(x+ y) h
∫ h
0
dβe−βx
∫ ∞
−∞
dαeiαxF (α, β)
=
∫ h
0
e−β(x+y)F̂β(x+ y)dx, (5.5)
F̂β(x+ y) ≡
∫ ∞
−∞
eiα(x+y)F (α + β)dα
h
̂
F
1/2
β ∗
̂
F
1/2
β (x + y)
=
∫ ∞
−∞
F
1/2
β (x+ s)F
1/2
β (y − s)ds. (5.6)
Here we have used the convolution theorem. Inserting (5.6) into (5.5) implies that
H =
∫ h
0
Hβ,1Hβ,2dβ, (5.7)
where Hβ,1 and Hβ,2 and integral (but not Hankel) operators on L
2 (R) with the
kernels
Hβ,1(x, s) = χ(x)e
−βx̂F 1/2β (x+ s),
Hβ,2(s, y) = χ(y)e
−βŷF 1/2β (y − s)
respectively.
It follows from (5.7) that
‖H‖
S1
≤
∫ h
0
‖Hβ,1‖S2 · ‖Hβ,2‖S2 dβ. (5.8)
Evaluate now the Hilbert-Schmidt norms of Hβ,1 and Hβ,2. By the Plancherel
equation we have
‖Hβ,1‖2S2 =
∫ ∞
0
∫ ∞
−∞
|Hβ,1(x, s)|2 ds dx
=
∫ ∞
0
dxe−2βx
∫ ∞
−∞
ds
∣∣∣∣̂F 1/2β (x+ s)∣∣∣∣2
=
∥∥∥F 1/2β ∥∥∥2
L2(R)
2β
=
1
2β
‖Fβ‖L1(R) .
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That is
‖Hβ,1‖S2 ≤
1√
2β
‖Fβ‖1/2L1(R) .
Similarly,
‖Hβ,2‖S2 ≤
1√
2β
‖Fβ‖1/2L1(R)
and (5.8) yields
‖H‖
S1
≤ 1
2
∫ h
0
‖Fβ‖L1
dβ
β
.
The lemma is proven. 
Let us find suitable bounds on R× [0,κ/2] for the functions involved in F :∣∣ζz,t(λ)∣∣ = ∣∣∣e8iλ3t+2iλz∣∣∣ = e8β3t−2βRe z · e−24βtα2−2α Im z
≤ eκ(κ2t+|z|) · exp
{
−
(√
24βtα+
Im z√
24βt
)2
+
Im2 z
24βt
}
,∣∣λn−1B−1(λ)S(λ)∣∣ . (|α|+ β)n−1 ,∣∣∂λG∣∣ .q+ exp{−Qβ− ε1−ε} .
Thus
|F (α, β)| .q+ eκ(κ
2t+|z|) (|α|+ β)n−1 e−
(√
24βtα+ Im z√
24βt
)
2
exp
{
Im2 z
24t
β−1 −Qβ− ε1−ε
}
.
(5.9)
To prove Theorem 1.2 we only need to consider the case n = 1. We have∫
κ/2
0
dβ
β
∫ ∞
−∞
|F (α, β)| dα
.z,t,q+
∫
κ/2
0
β−3/2 exp
{
Im2 z
24t
β−1 −Qβ− ε1−ε
}
dβ. (5.10)
So F is subject to the condition of Lemma 5.1 if the integral in (5.10) converges,
which depends on ε and Im z.
Case 1. ε > 1/2. Then6 ε1−ε > 1 and the right hand side of (5.10) is finite for any
z ∈ C. This means that M+(z, t) is an entire S1-valued function for any
t > 0 and due to (5.2), we can pass to the limit in (5.1) as n → ∞ by
standard properties of infinite determinants (see e.g. [16]). This proves (1)
in Theorem 1.2.
Case 2. ε = 1/2. Then ε1−ε = 1 and the right hand side of (5.10) converges if and
only if
Im2 z
24t
−Q < 0
or when
|Im z| <
√
12Q ·
√
t.
Choosing the maximum possible value of Q in (3.19) we get
|Im z| < 9
√
2
8
c
√
t
6We assume ε < 1. If ε ≥ 1 then Theorem 1.2 is trivial.
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and (2) of Theorem 1.2 follows. Thus, Theorem 1.2 is proven.
Case 3. 0 < ε < 1/2. Then ε1−ε < 1 and (5.10) clearly diverges for any Im z 6= 0
and our method fails to establish analyticity and we have to go back to
(5.9) and analyze it for any natural n. Expanding (|α|+ β)n−1 in (5.9) by
the binomial formula we have∫
κ/2
0
dβ
β
∫ ∞
−∞
F (α, β)dα
.z,t,q+
n−1∑
k=0
(
n− 1
k
)∫
κ/2
0
dββk−1e−Qβ
− ε
1−ε
∫ ∞
0
αn−k−1e−24βtα
2
dα. (5.11)
Reducing the inner integral in (5.11) to the gamma function7,
(5.11) =
n−1∑
k=0
(
n− 1
k
)∫
κ/2
0
dββk−1e−Qβ
− ε
1−ε · 1
(3βt)
n−k
2
Γ
(
n− k
2
)
.
n∑
k=0
(
n
k
)
(3t)−
n−k
2 Γ
(
n− k
2
)∫ 1
0
dββ
3k−n
2
−1e−Qβ
− ε
1−ε
. (5.12)
Introducing in the last integral the new variable s = β−
ε
1−ε and setting
γ ≡ 1−ε2ε > 1/2 we get∫ 1
0
dββ
3k−n
2
−1e−Qβ
− ε
1−ε
=
1− ε
ε
∫ ∞
1
s
ε−1
ε (
3k−n
2
−1)−1e−Qsds
.
∫ ∞
1
sγ(n−3k)−1e−Qsds
. Q−γ(n−3k)+1
∫ ∞
Q
sγ(n−3k)e−sds. (5.13)
The behavior of the last integral depends on the sign of ωk ≡ γ(n− 3k). If
ωk ≥ 0, i.e. 3k ≤ n, then
Jk ≡
∫ ∞
Q
sωke−sds
≤
∫ ∞
0
sωk−1e−sds = Γ(ωk)
= Γ(γ(n− 3k)).
If ωk < 0, i.e. 3k > n, then
Jk ≤ Qωk−1
∫ ∞
Q
e−sds ≤ Qωk−1.
Splitting the sum in (5.12) accordingly, we see that the right hand side of
(5.12) is dominated by∑
0≤3k≤n
(
n
k
)
(3t)−
n−k
2 Q−ωkΓ
(
n− k
2
)
Γ (ωk)+
∑
n<3k≤3n
(
n
k
)
(3t)−
n−k
2 Γ
(
n− k
2
)
≡ S1 + S2. (5.14)
7Recall Γ(z) =
∫
∞
0
αz−1e−αdα.
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Analyze now S1 and S2. For S1 we have
S1 ≤ Γ
(n
2
)
Γ(γn)
∑
0≤3k≤n
(
n
k
)
(3t)−
n−k
2 Q−ωk
≤
(
Q2γ +
1√
3tQγ
)n
Γ
(n
2
)
Γ(γn). (5.15)
For S2 we obtain
S2 ≤
(
1 +
1√
3t
)n
Γ
(n
3
)
and hence the contribution from S2 to (5.13) produces a real analytic func-
tion. On the other hand, as it easily follows from (5.15), the contribution
from S1 produces a function from G
γ−1/2 = G
1
2ε−1. Thus we have proven
that if 0 < ε < 1/2 then
M+(x, t) =M
(1)
+ (x, t) +M
(2)
+ (x, t)
where M
(1)
+ (x, t) is a real analytic S1-valued function and M
(2)
+ (x, t) is a
S1-valued function from the Gevrey class G
1
2ε−1. Thus, we can pass to
the limit as before. The limiting function is from the Gevrey class G
1
2ε−1 if
det(1+M(x, t)) doesn’t vanish for all x ∈ R. The latter occurs if 1+M(x, t)
is invertible on R for any t > 0.
Theorem 1.3 is proven.
6. Discussions, corollaries, and open problems
6.1. Discussions.
Remark 6.1. Theorem 1.2 improves our main result from [29] where M (x, t) ∈ S1
was not proven and only real analyticity of u (x, t) was obtained. The main idea
of [29] is to put together the analytic continuation arguments of [28] to treat initial
data on R− and Tarama’s approach from [31] to handle the data on R+. As far
as we know the solution to Problem 1 given in [31] was best known back then. The
main result of [31] says that u (x, t) is real analytic under the following conditions:
q is real and L2loc such that∫ ∞
−∞
(1 + |x|) |q (x)| dx <∞
and for x large enough there are positive Cq, c so that∫ ∞
x
|q|2 ≤ Cqe−cx
1/2
.
Note that these conditions are much stronger than Hypothesis 1.1. The techniques
used in [31] are also based upon the (classical) IST but his analysis relies on the
properties of the Airy function as opposed to ours which is based on analytic and
pseudo-analyitc continuations. The latter appears particularly well-suited for ad-
dressing Problem 1 and consequently significantly less involved.
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Remark 6.2. It is proven in [9], Theorem 7.2 that if q is analytic in the strip
|Im z| < a and has Schwartz decay there, then u (z, t) is meromorphic in a strip
with at most N poles (where N is the number of bound states of Hq) off the real
line. By Theorem 7.1 from the same [9], for the reflection coefficient one then have
R (λ) = O
(
e−2a|λ|
)
as λ → ∞ which of course need not occur in our case. This
implies that our real meromorphic solution u (z, t) in Theorem 1.2 has, in general,
infinitely many poles for any t > 0 in any strip around the real line accumulating
only to infinity. By general theorems [30] on families of compact meromorphic
operators these poles continuously depend on t and hence may appear or disappear
only on the boundary of analyticity of u (x, t) (including infinity).
6.2. Corollaries. The following statement is a direct consequence of the analytic-
ity of u (z, t) for t > 0.
Corollary 6.3. Under conditions of Theorem 1.2 the solution u (z, t) can not van-
ish on an open set for any t > 0 unless q is identically zero.
This quickly recovers and improves a number of unique continuation results
due to Zhang [33]. E.g., one of the main results of [33] says that u (x, t) cannot
have compact support at two different moments unless it vanishes identically. The
techniques of [33] rely upon the classical IST (coupled with some Hardy space
arguments) and are valid under certain decay and regularity conditions on q.
Corollary 6.4. The class of (nonsmooth) initial data q such that∫ ∞
−∞
ec|x|
ε |q (x)| dx <∞ for some c, ε > 0 (6.1)
is not preserved under the KdV flow.
Proof. Assume that for some t = t0 the function u (x, t0) is subject to (6.1). Since
the KdV equation is invariant under the transformation (x, t) → (−x,−t), the
solution u0 (x, t) to the problem (1.1) with the initial data q0 (x) = u (−x, t0), by
Theorems 1.2, 1.3, will be at least smooth for any t > 0. But u0 (x, t0) = q (x)
forcing original q to be smooth too. 
Corollary 6.4, in turn, implies that under the KdV flow neither an exponential
decay at −∞ nor smoothness persist in general. Note in this connection that
issues related to persistence of regularity are also very important and have been
extensively studied but we don’t touch on this here.
The explicit formula (1.5), which was used to derive our analyticity results, does
have some practical value. E.g. it implies that the large time asymptotic behavior of
u (x, t) is completely determined by the measure ρ(λ) in (4.1) alone. This fact is so
far rigorously proven for q’s tending to a negative constant or a periodic function
at −∞ and was used to obtain explicit expressions for the so-called asymptotic
solitons (see, e.g. [20], [32], and [22]). We plan to return to this important issue
elsewhere.
6.3. Open problems.
(1) We believe that under Hypothesis 1.1 our solutions u (x, t) have no singular-
ities on the real line for any t > 0. If this held then the problem (1.1) would
be globally well-posed under Hypothesis 1.1 only and no blow-up solution
could develop. That is to say that 1 +M(x, t) is automatically invertible
MEROMORPHIC SOLUTIONS 17
for any real x and t > 0 under Hypothesis 1.1 alone. This fact is quite
easy if in (4.1) the support of ρ (λ) is rich enough (a set of uniqueness of an
analytic function) or |R (λ)| < 1 on any set of positive Lebesgue measure
(see [29]). The situation is much less trivial if R (λ) in (4.1) is unimodular
for a.e. real λ (i.e. q is completely reflecting). An affirmative answer is
given in [17] for the case of q such that q|R+ = 0 and Hq ≥ 0 (absence of
negative spectrum). To address the problem as stated one needs to show
that 1+M(x, t) is invertible in the case when in (4.1) ρ (λ) is supported on
a set {λn} ⊂ R+ such that
∑
λn <∞ and |R (λ)| = 1 a.e. on the real line.
In term of the Schrodinger operatorHq itself this means that the absolutely
continuous spectrum of Hq is simple and supported on R+ but there is a
rich embedded positive singular spectrum. Physically relevant examples
can be constructed from the Gaussian white noise, Pearson sparse blocks,
Kotani potentials, etc.
(2) We do not know much about the Banach (or Hilbert) space of meromorphic
function to which u (z, t) from 1.2 belongs. It would be very interesting to
find such spaces as this would give, among others, important norm estimates
for u (z, t) which our paper lacks.
(3) We (cautiously) conjecture that in Theorem 1.3 u (x, t) could be represented
for any t > 0 as a meromorphic function plus a small Gevrey regular func-
tion. We can in fact show that the trace norm of M(2)(x, t) from Theorem
1.3 can be made small but it is not clear if after taking the det and then log
the analytic and small Gevrey parts will still be separated. Of course, this
question will immediately have an affirmative answer if under conditions of
Theorem 1.3 the solution u (x, t) happens to be real analytic. Our methods
however fail to yield such results.
Acknowledgement
We are grateful to Fritz Gesztesy for valuable discussions.
References
[1] M. J. Ablowitz and J. Satsuma. Solitons and rational solutions of nonlinear evolution equa-
tions. J. Math. Phys., 19(10):2180–2186, 1978.
[2] H. Airault, H. P. McKean, and J. Moser. Rational and elliptic solutions of the Korteweg-de
Vries equation and a related many-body problem. Comm. Pure Appl. Math., 30(1):95–148,
1977.
[3] T. Aktosun and C. van der Mee. Explicit solutions to the Korteweg-de Vries equation on the
half line. Inverse Problems, 22(6):2165–2174, 2006.
[4] B. Birnir. An example of blow-up, for the complex KdV equation and existence beyond the
blow-up. SIAM J. Appl. Math., 47(4):710–725, 1987.
[5] J. L. Bona and F. B. Weissler. Pole dynamics of interacting solitons and blowup of complex-
valued solutions of KdV. Nonlinearity, 22(2):311–349, 2009.
[6] I. A. Boricheva and E. M. Dyn′kin. The Sarason transform in a Sobolev space. Zap. Nauchn.
Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 206(Issled. po Linein. Oper. i Teor.
Funktsii. 21):33–39, 174, 1993.
[7] S. Clark and F. Gesztesy. On Povzner-Wienholtz-type self-adjointness results for matrix-
valued Sturm-Liouville operators. Proc. Roy. Soc. Edinburgh Sect. A, 133(4):747–758, 2003.
[8] A. Cohen. Solutions of the Korteweg-de Vries equation with steplike initial profile. Comm.
Partial Differential Equations, 9(8):751–806, 1984.
[9] P. Deift and E. Trubowitz. Inverse scattering on the line. Comm. Pure Appl. Math., 32(2):121–
251, 1979.
18 ALEXEI RYBKIN
[10] E. M. Dyn′kin. Pseudoanalytic continuation of smooth functions. Uniform scale. In Mathe-
matical programming and related questions (Proc. Seventh Winter School, Drogobych, 1974),
Theory of functions and functional analysis (Russian), pages 40–73. Central E`konom.-Mat.
Inst. Akad. Nauk SSSR, Moscow, 1976.
[11] I. Egorova and G. Teschl. On the Cauchy problem for the Korteweg-de Vries equation with
steplike finite-gap initial data II. Perturbations with finite moments. To appear in J. dAnalyse
Math., 2011.
[12] F. Gesztesy, R. Nowell, and W. Po¨tz. One-dimensional scattering theory for quantum systems
with nontrivial spatial asymptotics. Differential Integral Equations, 10(3):521–546, 1997.
[13] F. Gesztesy and B. Simon. Inverse spectral analysis with partial information on the potential.
I. The case of an a.c. component in the spectrum. Helv. Phys. Acta, 70(1-2):66–71, 1997.
Papers honouring the 60th birthday of Klaus Hepp and of Walter Hunziker, Part II (Zu¨rich,
1995).
[14] F. Gesztesy, K. Unterkofler, and R. Weikard. An explicit characterization of Calogero-Moser
systems. Trans. Amer. Math. Soc., 358(2):603–656 (electronic), 2006.
[15] I. M. Glazman. Direct methods of qualitative spectral analysis of singular differential opera-
tors. Translated from the Russian by the IPST staff. Israel Program for Scientific Translations,
Jerusalem, 1965, 1966.
[16] I. Gohberg, S. Goldberg, and N. Krupnik. Traces and determinants of linear operators,
volume 116 of Operator Theory: Advances and Applications. Birkha¨user Verlag, Basel, 2000.
[17] S. Grudsky and A. Rybkin. Singluar Miura type inital profiles for the KdV equation. preprint,
2011.
[18] H. Hannah, A. A. Himonas, and G. Petronilho. Gevrey regularity of the periodic gKdV
equation. J. Differential Equations, 250(5):2581–2600, 2011.
[19] A. A. Himonas and G. Petronilho. Real-valued non-analytic solutions for the generalized
Korteweg-de Vries equation. Proc. AMS, 139(8):2759–2766, 2011.
[20] E¯. J. Hruslov. Asymptotic behavior of the solution of the Cauchy problem for the Korteweg-de
Vries equation with steplike initial data. Mat. Sb. (N.S.), 99(141)(2):261–281, 296, 1976.
[21] T. Kappeler. Solutions of the Korteweg-de Vries equation with steplike initial data. J. Dif-
ferential Equations, 63(3):306–331, 1986.
[22] E¯. Y. Khruslov and V. P. Kotlyarov. Soliton asymptotics of nondecreasing solutions of nonlin-
ear completely integrable evolution equations. In Spectral operator theory and related topics,
volume 19 of Adv. Soviet Math., pages 129–180. Amer. Math. Soc., Providence, RI, 1994.
[23] V. A. Marchenko. Sturm-Liouville operators and applications. AMS Chelsea Publishing, Prov-
idence, RI, revised edition, 2011.
[24] N. K. Nikolski. Operators, functions, and systems: An esay reading. Volume 1: Hardy, Han-
kel and Toeplitz, volume 92 ofMathematical Surveys and Mongraphs. American Mathematical
Society, Providence, 2002.
[25] C. Po¨ppe. Construction of solutions of the sine-Gordon equation by means of Fredholm
determinants. Phys. D, 9(1-2):103–139, 1983.
[26] C. Po¨ppe. The Fredholm determinant method for the KdV equations. Phys. D, 13(1-2):137–
160, 1984.
[27] C. Po¨ppe. General determinants and the τ function for the Kadomtsev-Petviashvili hierarchy.
Inverse Problems, 5(4):613–630, 1989.
[28] A. Rybkin. Meromorphic solutions to the KdV equation with non-decaying initial data sup-
ported on a left half line. Nonlinearity, 23(5):1143–1167, 2010.
[29] A. Rybkin. The Hirota τ -function and well-posedness of the KdV equation with an arbitrary
step like initial profile decaying on the right half line. To appear in Nonlinearity, 2011.
[30] S. Steinberg. Meromorphic families of compact operators. Arch. Rational Mech. Anal.,
31:372–379, 1968/1969.
[31] S. Tarama. Analyticity of solutions of the Korteweg-de Vries equation. J. Math. Kyoto Univ.,
44(1):1–32, 2004.
[32] S. Venakides. Long time asymptotics of the Korteweg-de Vries equation. Trans. Amer. Math.
Soc., 293(1):411–419, 1986.
[33] B. Y. Zhang. Unique continuation for the Korteweg-de Vries equation. SIAM J. Math. Anal.,
23(1):55–71, 1992.
University of Alaska Fairbanks
MEROMORPHIC SOLUTIONS 19
Department of Mathematics and Statistics, University of Alaska Fairbanks, PO Box
756660, Fairbanks, AK 99775
E-mail address: arybkin@alaska.edu
