Efficient reconstruction of CASCI-type wave functions for a DMRG state
  using quantum information theory and genetic algorithm by Luo, Zhen et al.
Efficient reconstruction of CASCI-type wave functions for a DMRG state using
quantum information theory and genetic algorithm
Zhen Luo,1 Yingjin Ma,2, a) Chungen Liu,1 and Haibo Ma1, b)
1)Key Laboratory of Mesoscopic Chemistry of MOE, School of Chemistry
and Chemical Engineering, Nanjing University, Nanjing 210023,
China
2)Department of High Performance Computing Technology and Application Development,
Computer Network Information Center, Chinese Academy of Sciences, Beijing 100190,
China
(Dated: 1 May 2017)
We improve the methodology to construct a complete active space-configuration
interaction (CAS-CI) expansion for density-matrix renormalization group
(DMRG) wave function using matrix-product state representation, inspired by the
sampling-reconstructed CAS [SR-CAS, Boguslawski et al, J. Chem. Phys. 2011, 134,
224101] algorithm. In our scheme, a genetic algorithm, in which the ”crossover”
and ”mutation” process can be optimized based on quantum information theory,
is employed when reconstructing the CASCI-type wave function in the Hilbert
space. Test analysis results for the ground and excited state wave functions of
conjugated molecules and transition metal compounds illustrate that our scheme
is very efficient for searching the most important CI expansions in large active
spaces.
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I. INTRODUCTION
In recent years, ab initio density matrix renormalization group (DMRG)1–19 method,
which was originally introduced by White1,2 for solid state physics, emerges as a promis-
ing quantum chemical approach which can deal with active spaces (ASs) larger than
those by traditional full configuration interaction (FCI)/completely active space-configuration
interaction (CAS-CI) methods. In DMRG, the M eigenvectors with largest eigenvalues of
the reduced density-matrix (RDM) of sub-systems constitute a renormalized basis set for
the purpose of reducing the freedom of the full configurational space. Because its com-
putational cost scales only polynomially4, i.e. O(k3M3)+O(k4M2), where k is the number
of active orbitals. DMRG is nowadays regarded as an efficient alternative to the FCI or
the CAS-CI method which has an exponential scaling. For example, a (50e, 50o) AS is
explored by Hachmann et al.’s DMRG calculation20 and their results firstly illustrated the
polyradical nature in higher acenes; and later Mizukami et al.21 further extended the rad-
ical nature study to GNRs by (84e, 84o) DMRG calculations, and demonstrated that the
interactions among large number of pi electrons is responsible for mesoscopic size effect,
which in turn lead to the polyradical nature in GNRs. Considering DMRG’s significant
advantage of computational efficiency and accuracy, quantum chemists have succes-
sively developed many DMRG-based multi-configuration (MC) or multi-reference (MR)
approaches, such as DMRG with self-consistent field (DMRG-SCF)22–27, DMRG with
perturbation theory (DMRG-CASPT2 and DMRG-NEVPT2)28–31, DMRG with canoni-
cal transformation theory (DMRG-CT)32,33, DMRG with MR configuration interaction
(CI) theory34,35, as well as linear response theory for the density matrix renormalization
group (LR-DMRG)36,37. These approaches have already been implemented for researches
in many fields, such as transition metal complexes38, catalytic metalloenzymes39 and
aromatic excimers40.
The large capacity of AS in DMRG calculation benefits the deep view of the electronic
structure for a chemist. The concepts of quantum entropy/entanglement and the general
quantum information theory (QIT) now are constituting an integral part in the toolbox
for measuring orbital interactions and analyzing a DMRG wave function12. Comparing
to the commonly used electron density (i.e. one-particle RDM or its natural occupation
numbers41, the two-particle RDM or its cumulant in terms of the Frobenius norm42–44),
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the entropy/entanglement quantifies the intrinsic interaction among orbitals in the AS.
For example, single orbital entropy indicates that how much an orbital can be entangled
with the rest of the orbital space. In addition, the entanglement (two-orbital mutual infor-
mation) determines how orbitals interact with each other, i.e., it gives the correlation be-
tween two orbitals as they are both embedded in the whole orbital space. It can illustrate
the nature of calculated system in the electron-correlation level, and as such, the QIT can
be an unique tool for analyzing bonding property45,46, distinguishing static or dynamical
correlation47,48, choosing AS automatically49,50, and dissecting chemical reactions51,52 etc.
For example, Boguslawski et al.45 demonstrated that entanglement analysis is convenient
to dissect these electron correlation effects and to provide a conceptual understanding of
bond-forming and bond-breaking processes. Szilva´si et al.53 also showed that species of
chemical bond (e.g. covalent bond, donor-acceptor dative bond, charge-shift bond etc)
and aromaticity can also be distinguished using QIT.
Nevertheless, one should notice that the DMRG wave functions are usually consid-
ered to be not directly comparable with traditional single reference (SR) or MR wave
functions based on CI electronic configurations. That is because the expansion items
in DMRG wave function are the so-called matrix-product states (MPSs)54–57, which are
renormalized throughout the DMRG ”sweep” procedure, rather than the distinguishable
electronic configurations in forms of Slater determinants (SDs). In 2007, Moritz et al.58
rationalized a method to decompose MPS into a SD basis, however the full CI expansion
for a DMRG wavefunction in a large AS with more than 20 active orbitals would be pro-
hibitive because the number of CI SDs would be greater than 1012. Later they proposed
a Monte-Carlo based sampling reconstructed CAS (SR-CAS) algorithm for59 generating
the determinants. The analysis of arduengo carbene in their work59 suggests that only
a comparatively small amount of SDs within the entire large AS has to be considered
to construct an efficient CASCI-type wave function, and the small amount of SDs could
already represent the main feature for a specific electronic state.
Within the SR-CAS framework, a predefined reference (usually the HF determinant)
is used to generate the trial determinants in the AS. However, the SR determinant may
not be adequate or very efficient as the reference for the molecule that owns strong multi-
configuration character, such as excited states, transition metal/rare earth compounds.
Herein, we propose a genetic algorithm, in which the multiple SDs can be used as the
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reference and the ”crossover” process is employed rather than randomly Monte-Carlo
process for generating new SDs. Additionally, inspired from QIT, in which the orbital
interactions are quantitatively evaluated, we also introduce QIT into the ”mutation” pro-
cess for the purpose of generating more important excitation SDs with the explicit consid-
eration of orbital entanglements instead of random exciting the electrons in the original
SR-CAS algorithm. It can be expected that the efficiency of determinants re-construction
will benefit from using the ”sampling/evolutionary direction” pointed out by QIT.
The paper is scheduled as following: In Sec. II, we present a brief description of 1)
the MPS ansatz and the CI re-construction under such ansatz, 2) the theory of orbital en-
tanglement in quantum chemistry and 3) details about our entanglement-driving genetic
algorithm (EDGA) for efficient reconstruction of CASCI-type wave functions for a DMRG
state. The test analysis for typical conjugated molecules (polyacetylene, polyacene) and
transition metal compounds CuCl2 and Eu-BTBP(NO3)3 is presented in Sec. III. Finally,
we draw our conclusions in Sec. IV.
II. THEORY ANDMETHODOLOGY
A. MPS structure and determinant reconstruction
In a traditional CI language one can express an arbitrary electronic state |Ψ〉 spanned
by L orbitals as a linear combination of occupation number vectors |σ〉, with the CI coef-
ficients cσ1...σL as expansion coefficients,
|Ψ〉 =
∑
σ
cσ |σ〉 =
∑
σ1,...,σL
cσ1...σL |σ1 . . . σL〉 . (1)
The basis states |σl〉 has four possible occupation status as |↑↓〉 , |↑〉 , |↓〉 , |0〉 for the l-th
spatial orbital. Turning to the MPS ansatz54–57, the CI coefficients cσ1...σL can be encoded
as a product of ml−1 ×ml-dimensional matrices Mσl = {Mσlal−1al}
|Ψ〉 =
∑
σ1,...,σL
∑
a1,...,aL−1
Mσ11a1M
σ2
a1a2
· · ·MσLaL−11 |σ1 . . . σL〉 =
∑
σ
Mσ1Mσ2 · · ·MσL |σ〉 , (2)
where the first and the last matrices are 1×m1-dimensional row andmL−1×1-dimensional
column vectors, respectively. Collapsing the summation over the al indices as matrix-
matrix multiplications result in the last equality.
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Moritz et al.58 presented a method for the determination of all determinants weights
during DMRG sweeps in the MPS ansatz: all determinants weights are saved in the
very first step and, during the actual calculating process, the determinants weight will
be changed together with the basis states change in every DMRG micro-iteration step
because of the renormalization. In this case, one can obtain the weight of a certain deter-
minant basis state as
cσ1...σL = M
σ1 [σ1]M
σ2[σ2]...M
σL [σL] (3)
where M matrices for basis transformations are obtained and kept in DMRG sweeps.
For further details, we suggest the readers to refer their original paper58.
B. Orbital Entanglement in QIT
The orbital interaction can then be quantitatively evaluated by employing concepts
from QIT. The single-orbital entropy (or one-orbital entropy), which is the quantitative
measure of entanglement provided by the von Neumann entropy, can be express as
S
(1)
i = −
4∑
α=1
ωαilnωαi (4)
where ωαi are the eigenvalues of the one-orbital RDM ρ
(1)
ii′ of a given orbital i,
ρ
(1)
ii′ =
∑
n
〈n|〈i|Φ〉〈Φ|i′〉|n〉 (5)
Similarly we can obtain the two-orbital entropy
S
(2)
ij = −
16∑
α=1
ωαijlnωαij (6)
where ωij are eigenvalues of the two-orbital RDM, and the upper limit of summation
indicates 16 different occupation states of two orbitals.
According to the subadditivity property of von Neumann entropy S, for two certain
orbitals i and j we can obtain
S
(2)
ij 6 S
(1)
i + S
(1)
j (7)
The equality in Eq.(7) holds only when i and j are not entangled. Rissler12 pointed out
that the difference between S(1)i + S
(1)
j and S
(2)
ij could indicate the entanglement between
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a pair of orbitals, and the orbital-pair mutual information is given by
Iij =
1
2
(S
(1)
i + S
(1)
j − S(2)ij )(1− δij) (8)
where δij is the Kronecker delta function to ensure that there is none mutual information
for a certain orbital and itself, and the factor 1/2 prevents interactions from being counted
twice.
C. Combine QIT with genetic reconstruction of determinants
Our EDGA is introduced here as a sampling reconstruction process, aiming to find the
determinants with large coefficients efficiently. The algorithm is presented as following
(the flowchart is illustrated in Fig. 1):
1) Generate N SDs as the initial generation.
2) Compute CI coefficients (ci) for the current generation.
3) If a certain SD has the CI coefficient larger than the predefined threshold η (e.g.
10−6), put this SD into record.
4) If 1−∑recordi c2i < 10−k with the value k as the pre-defined threshold is satisfied, go
to Step 8; otherwise go to Step 5.
5) ”Crossover” operation for generating the SDs for next generation. Randomly select
two SDs with large coefficients, and generate a new SD as the combination of one’s al-
pha spin-orbitals and the other’s beta spin-orbitals. Using roulette selection method, a
certain determinant i has the probability ρ = c˜i/
∑N
i c˜i to be chosen. The fitness parame-
ter c˜i should be carefully determined since it significantly affects the performance of the
algorithm. In our implementation, we use CI coefficients ci of determinants treated in dif-
ferent ways as the measurements of fitness in different stages of the genetic algorithm to
avoid early maturity. Specifically, we use c˜i = sin(|ci|) in the first 15% evolution steps to
reduce the probabilities of those determinants with large coefficients to be selected and to
increase the genetic diversity of the population; in the next 40% steps the fitness of a cer-
tain determinant is measured by c˜i = |ci|; and we use c˜i = c2i in the rest of steps to ensure
that determinants with large coefficients have obvious advantages so that the algorithm
tends to converge. It is clear that in all these stages determinants with larger coefficients
always have greater chance to be chosen as seeds to produce new determinants.
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6) ”Mutation” operation for generating the next population. Randomly change the de-
terminants obtained from Step-5, the ”Crossover” step. The occupation status of orbital i
and j would exchange according to the probability ρij = Iij/
∑
i Iij with Iij as the mutual
information. It must be noted that the mutation probability affects the randomness of the
algorithm. A larger value of mutation probability makes the algorithm have a greater
chance of jumping out of the local optimal solution, but also makes the genetic advan-
tages obtained in the crossover process being undermined. Mutation probability values
vary for different systems, but in general should not be too large. We can always run the
algorithm for a small population size and few loops to determine a proper mutation rate.
7) Replace the current generation with the newly generated one, go back to Step 2.
8) Output the determinants in the collected record.
Generate N SDs as initial generation
Compute CI coefficients (ci) for current generation
Record the SDs with |ci| larger than η
1−∑recordi c2i < 10−k ? ”Crossover”
”Mutation”
New generation
Recorded SDs with coefficients
Y
N
FIG. 1. The flowchart of the entanglement-driving genetic algorithm (EDGA) for CASCI-type
wave function reconstruction.
The key steps are Step-5 and Step-6, as the so-called Genetic Operations, in which the
quantum entanglements are precisely employed via the probability. Because mutual in-
formation of orbitals acts as the selection weights in the mutation process of changing the
orbital occupation status, larger value of mutation probability means greater influence of
7
the orbital entanglements. The chosen determinants are varied by randomly choosing
some pairs of spin orbitals of the same spin symmetry, and swapping the occupation sta-
tus of them. The number of chosen pairs of spin orbitals are randomly determined in
the searching process. This procedure could be an excitation or de-excitation process if
one of the chosen spin orbitals in a pair is occupied while the other one is unoccupied,
or bring no changes to the determinant if both of the two spin orbitals are occupied or
unoccupied.
III. COMPUTATIONAL DETAILS
The CI expansion for the wavefunctions of the ground and excited states in polyacety-
lene (C14H16, Fig. 2(a)), heptacene (C30H18, Fig. 2(b)), CuCl2 (linear, centrosymmetric ge-
ometry with the bond length r(Cu-Cl) = 2.154A˚, Fig. 2(c)) molecules as well as 6,6’-
bis([1,2,4]-triazin-3-yl)-2,2’-bipyridine complex (Eu-BTBP-(NO3)3, Fig. 2(d)) are tested in
the paper. The geometries of polyacetylene and heptacene were both optimized for S0
state by density functional theory (DFT) method at the level of uwb97xd/6-311++g(d,p)
using GAUSSIAN0960 under their highest point group symmetry, and the geometry of
Eu-BTBP-(NO3)3 is from Ref.61 with the two far-end ethyls removed and the symmetry
constrained to C2 group. The second-order Douglas-Kroll-Hess (DKH2) Hamiltonian62,63
in combination with ANO-RCC basis sets and a triple-ζ contraction scheme (ANO-RCC-
VTZP)64 was used for the CuCl2. For Eu-BTBP-(NO3)3 complex, the same DKH2 Hamil-
tonian and ANO-RCC with double-ζ basis sets (ANO-RCC-VDZP) were used for Eu, N,
and O elements; while the ANO-RCC-MB basis sets were used for C and H elements. All
DMRG calculations were carried out with the QCMAQUIS DMRG software package65,66,
which is interfaced to a development version of the quantum chemistry software package
MOLCAS67. For the orbital basis used for DMRG calculation will be illustrated specifically
for each calculation. The DMRG-SCF calculations were also implemented using this ver-
sion of MOLCAS.
For the EDGA part, it is developed based on a local version of QCMAQUIS DMRG soft-
ware package. In addition, there are some customized setups when employing this algo-
rithm in the work: at the beginning of the routine we generate about N = 2000 determi-
nants as initialized population, which obtained by a standard Monte Carlo process with
8
FIG. 2. Geometries of Polyacetylene (C14H16, a), heptacene (C30H18, b) and CuCl2 (c) molecules,
and Eu-BTBP(NO3)3 complex (d, with different orientations) that used in this paper.
the “most contributed determinant(s)” based on chemical intuition acting as the initial
seeds. The most contributed determinant is that in which electrons occupy those orbitals
with as lower energy as possible. For instance, it is always the Hartree-Fock determinant
for the ground states of closed-shell systems, and for excited states or open-shell systems
it is the determinant with the fewest single-occupied orbitals and all doubly-occupied or-
bitals of low energy. Based on the selected determinant(s) as initial guess, we perform a
few Monte Carlo steps to generate the required number of determinants as the initialized
population of EDGA process. Besides, there is another way to generate initial popula-
tion without Monte Carlo process. Based on the “most contributed determinant”, we
chose a small number of orbitals which closed to the highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) as well as few electrons, for
example (6e, 6o), treat those orbitals and electrons as a small complete AS and find all the
possible determinants in it. Besides, we chose another few orbitals and electrons outside
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of the small core AS and randomly fill the electrons into those chosen orbitals in order
to generate determinants. For example, we chose 3 doubly-occupied orbitals HOMO,
HOMO - 1, HOMO - 2 and 3 unoccupied orbitals LUMO, LUMO + 1 and LUMO + 2,
as the (6e, 6o) core AS, and another (6e, 6o) outside of the core AS as the random-filling
space. Ignoring the restriction of electronic state symmetry, we get hundreds of different
arrangements of orbitals and electrons after traversing the core AS, and get another tens
by randomly picking arrangements in the random-filling space. After that we combine
the two subspaces and obtain determinants as the initialized population of our routine.
In some cases the second method has a better performance.
IV. RESULTS
A. Polyacetylene
The conjugated molecule of polyacetylene (C14H16) was chosen as the first test molecule
to show the performance of our EDGA searching procedure. The chosen activate space
consisting of 14 valence pi orbitals and 14 valence electrons are practicable for the CASSCF
calculation, so we can examine the reliability of our DMRG calculation and EDGA proce-
dure by comparing with CASSCF results. The DMRG calculation was performed using
the valence pi electrons and orbitals with the number of renormalization states M , we de-
note it as DMRG(14,14)[M]-CI. Both canonical molecular orbitals (CMOs) and localized
molecular orbitals (LMOs) were used as the base for DMRG calculations. The CMOs
was obtained by CASSCF(14,14)/6-31G(d) calculation based on the Hartree-Fock CMOs,
which was implemented by using MOLPRO68. The localized molecular orbitals (LMOs)
was also obtained by MOLPRO employing the Pipek-Mezey method69 after HF-SCF
calculation.
As the start, the number of renormalization states are assessed for the DMRG-CI cal-
culation, in order to guarantee the weights of reconstructed SDs can exactly match these
of CASSCF. The most significant SDs from the reference CASSCF(14,14) calculations and
these from DMRG(14,14)[M]-CI (M = 500, 1500, 5000) are listed in Tab. IV A. It can be
found that with increasing the number of M , both the coefficients of SDs and the total
electronic energy become more and more close to the reference values, and the devia-
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tions can be the vanishingly small when M = 5000.
TABLE I. Selected CI coefficients of polyacetylene for the ground state, and the difference between
DMRG-EDGA CI coefficients and these of CASSCF.
Determinant[a] CASSCF
∆coeff × 10−6
M = 500 M = 1500 M = 5000
|22222220000000〉 0.814347 2227 121 0
|22222202000000〉 0.142935 -1458 -125 0
|22222duud00000〉 0.088890 -816 -66 0
|22222uddu00000〉 0.088890 -816 -66 0
|22222020200000〉 0.074570 -965 -76 0
|22222u2d000000〉 0.072698 356 45 0
|22222d2u000000〉 0.072698 356 45 0
|222222u0d00000〉 0.071458 339 47 0
|222222d0u00000〉 0.071458 339 47 0
|2222u2dd0u0000〉 0.060828 -663 -60 0
|2222d2uu0d0000〉 0.060828 -663 -60 0
total energy (Hartree) -539.5483542 -539.5482748 -539.5483538 -539.5483542
[a] : Doubly occupied orbitals are denoted as “2”, empty orbitals as “0”,
and “u”, “d” are used for singly occupied orbitals by a spin-up or
spin-down electron, respectively.
Basing on the converged MPS obtained from DMRG(14,14)[5000]-CI calculation, the
relationship between the completeness and the number of collected determinants for dif-
ferent sampling schemes is investigated. Both the original GA-based sampling scheme,
our EDGA and the SRCAS are implemented. The results are illustrated in Fig. 3(a,c,e)
for canonical molecular orbitals (CMOs) and Fig. 3(b,d,f) for localized molecular orbitals
(LMOs), respectively. For the former case of ground state S0, the GA-based sampling
algorithms can achieve the same completeness using around 2/3 amount of determi-
nants comparing to the SRCAS scheme, while for excited states S1 and S2 the efficiency
of GA almost corresponds with SRCAS. It proves the feasibility of using GA algorithm
as a sampling reconstruction process. For LMOs, the GA-based sampling algorithms also
11
have good efficiency when dealing with the S0 and S1 states, and the EDGA routines
have noteworthy efficiency than the ones without using entanglement information. It
proves that the advantage of mutating strategy that used in GA algorithm. At the same
time, one may notice that the entanglement doesn’t have the same effect for different sit-
uations. It implies the remaining completeness (or we can define them as the ”long tail”)
should caused by a super huge amount and well-distributed excitations. However, in
the latter case, one can found that the GA-based sampling together with entanglements
(denoted as entanglement-driving GA) show great efficiency when comparing the other
algorithms. It implies that in localized orbital case, the “long tail” for the completeness
can be characterized by the electronic correlation or entanglement, which explains the
good efficiency for the EDGA algorithm.
As a short conclusion for this part, the improved GA-based searching procedure can
reach the same completeness with considerable smaller amount of determinants compar-
ing to SR-CAS algorithm in many cases. It shows a higher space-searching efficiency,
especially for the EDGA sampling scheme.
B. Heptacene
The acene consisting of adjacent benzene rings with shared bonds, is one of the an-
other types of widely studied conjugated systems because of the controversy over its
polyradical feature for long oligomers20,70. We choose the heptacene, a chain acene with 7
rings, as our research object and analyze the wave functions of singlet state S0 with all va-
lence orbitals and electrons. The DMRG(30,30)[2000]-CI calculations were implemented
basing on the HF CMOs from MOLPRO using D2h symmetry.
The relationship between the completeness and the number of collected determi-
nants were shown in Fig. 4(a). It can be easily found that both the original GA and the
EDGA schemes own good efficiency. The EDGA procedure reached 99.5% completeness
(
∑
i c
2
i = 0.995) by collecting about 20,000 determinants, while the SRCAS scheme re-
quired more than 37,000 determinants to achieve the same completeness. Notice that the
total number of determinants within this AS is about 1016, it means we could explore
only 1/1012 of the total configuration space but already achieve a very good approxima-
tion for the total wavefunction. After resorting all the determinants we collected in the
12
FIG. 3. Comparison of completeness of original GA, EDGA and SRCAS sampling schemes re-
specting to the number of determinants with coefficients larger than 1e−6 collected in the sam-
pling routine. The EDGA scheme uses entanglement entropy data of canonical (left) and local-
ized (right) orbitals from DMRG(14,14)[5000]-CI calculations on the ground state S0 (a, b) and two
excited states S1 (c, d) and S2 (e, f) of polyacetylene molecule.
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EDGA searching procedure by the absolute values of the coefficients from large to small,
Fig. 4(b) shows the percentage of various kinds of excitation patterns (number of exci-
tations) related to different numbers of most contributed determinants. It can be clearly
found that with more determinants being counted, the proportion of multi-excitations
with small coefficients increases obviously. In detail, the percentage of quadruple exci-
tation patterns grows from 0.2% of 2,500 counted determinants to 12.4% of 10,000 and
30.1% of 40,000, despite the fact that the square sum of coefficients of all these counted
determinants increases slightly from 0.9979 to 0.9982 and 0.9984.
FIG. 4. (a) Comparison of completeness of original GA, EDGA and SRCAS schemes respecting
to the number of determinants with coefficients larger than 1e−6 collected in the sampling rou-
tine. (b) The percentage of different excitation patterns among the M = 2500, 10000, 40000 most
contributed determinants respecting to the Hartree-Fock determinant.
C. CuCl2
Next example comes to the linear, centrosymmetric transition metal compound CuCl2.
Because of the significant multi-configurational character of this transition metal systems,
incisive analysis for the electronic structure is highly appreciated. The active space for
CuCl2 comprises 21 electrons in 17 orbitals (Cu 3d4s3d
′ , and two sets of Cl 3p orbitals).
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The added d shell, consisting of a linear combination of Cu 3d and 4d orbitals, is de-
noted as 3d′ that added to the Cu valence orbital space. The double-d shell are important
for a balanced description of the differential electron correlation effects in the 3d10 and
3d9 super-configurations of Cu for both ground and excited states71. The state-averaged
DMRG(21,17)[1000]-SCF calculation was performed with targeted five 2ag states of the
D2h symmetry with equal weights.
Natural orbital occupations numbers (NOONs) of the five states are shown in Fig. 5. It
can be found that most states can be easily distinguished basing on the NOONs, except
the 32Σ+g and 42Σ+g states. Both of the two states have 3 singly-occupied orbitals, and
NOONs are very close to each other. Their orbital entropies and entanglements are listed
in Fig. 6. However, one may notice that it still can’t differentiate these two states. In this
situation, the analysis of reconstructed determinants can be helpful to understand the re-
sults. Tab. II listed the important occupation determinants of these two states. It can be
found that 32Σ+g and 42Σ+g states have the same occupation determinants with the abso-
lute value of coefficients nearly equal. It implies that these two states are different linear
combinations of the same CI SDs. Carefully distinguishing the entangled orbital pairs in
Fig. 6 and referring to the determinants in Tab. II, we can find that electron excitations
prefer to occur in these entangled orbital pairs rather than in unentangled ones, which
proves the validity of our entanglement-driving approach. It’s also clear that the MO-
12,13 and MO-15,16 are bonding-antibonding pairs, respectively, since there are obvious
orbital entanglement within each orbital pair as shown in Fig. 6.
TABLE II. Important determinants of states 32Σ+g (a) and 42Σ+g (b) of CuCl2 molecule, with orbitals
grouped by irreducible representations of D2h symmetry.
Determinant Coefficient (32Σ+g ) Coefficient (42Σ+g )
|222d00, 2, 2, 20, 2, 220, 200〉 0.541808 0.534725
|222d00, 2, 2, 20, 2, 200, 220〉 -0.538178 0.538394
|222d00, 2, 2, 20, 2, 220, du0〉 -0.230630 -0.222945
|222d00, 2, 2, 20, 2,du0, 220〉 0.229098 -0.224485
|222d00, 2, 2, 20, 2, 220, 020〉 -0.227210 -0.241580
|222d00, 2, 2, 20, 2, 020, 220〉 0.225559 -0.243068
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FIG. 5. Calculated NOONs for states 12Σ+g , 22Σ+g , 12∆g, 32Σ+g , and 42Σ+g , with orbitals ordered
and grouped by irreducible representations of D2h symmetry.
When reconstructing the determinants, we also kept an eye on the efficiency. The re-
lationship between the completeness and the number of determinants collected in the
searching process is displayed in Fig. 7 for 32Σ+g and 42Σ+g states. It can be found that
the SRCAS procedure already shows a very good performance in reconstructing the de-
terminants. For example, around 20,000 determinants can reached 99% completeness for
16
FIG. 6. The entanglements between canonical orbitals of states 32Σ+g (a) and 42Σ+g (b) of CuCl2,
and the related molecular orbitals. The size of the red circles indicates the magnitude of the values
of single-orbital entropy S(1)i , and the color and thickness of the lines indicate mutual information
Iij .
the 32Σ+g state and 30,000 determinants for 42Σ+g state. Furthermore, our EDGA scheme
can reach the same completeness by collecting about 10,000 determinants less than the
SRCAS scheme. The EDGA scheme can easily reach 99.5% completeness by collecting
about 30,000 determinants to obtain a very good approximation for the total wavefunc-
tion for both the two states.
D. Eu-BTBP(NO3)3 complex
In this section, we turn to the europium complex Eu-BTBP(NO3)3, in which the BTBP is
one of the popular ligands for electively extract trivalent actinides (An) over lanthanide
(Ln) fission products by solvent extraction via nitric acid solutions to organic solvents.
Nowadays, BTBP has been considered as one of the most promising species for parti-
tioning the minor actinides from radioactive waste72–74. However, we are focus on its
electronic structure rather than selectively in this work.
17
FIG. 7. Comparison of completeness of original GA, EDGA and SRCAS sampling schemes re-
specting to the number of determinants with coefficients larger than 1e−6 collected in the sam-
pling routine. The EDGA scheme uses entanglement entropy data of canonical orbitals from
DMRG(21,17)[1000]-SCF calculations on the states 32Σ+g (a) and 42Σ+g (b) of CuCl2 molecule.
As the start, DMRG(38,36)[1000]-SCF calculations were employed with carefully se-
lected orbitals in order to decide the ground state. The calculated electronic energies can
be found in Tab. III. It can clearly find that the maximum spin multiplicity state 7B1 is
the lowest energy electronic state, as reported by Narbutt and Oziminski61. Using the
EDGA to reconstruct the determinants, we can have a more detailed understanding of
this electronic state. The 10 most contributed determinants are listed in Tab. IV, the opti-
mized corresponding orbitals are illustrated in Fig. 8, and mutual information and single
orbital entropies S(1)i are illustrated in Fig. 9. It is clear that the wavefunction has obvi-
ous multireference character and these 10 determinants cover only 68.9% of the whole CI
expansion space, while about 9000 determinants cover 90%. By distinguishing the entan-
gled orbital pairs in Fig. 9 and referring to the determinants in Tab. IV, we can find that
the electron excitations with large contribution do occur in entangled pairs. For example,
the second determinant in Tab. IV implies two electrons in MO-21 transfer to MO-34, and
both the two MOs belong to the NO3 ligand.
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FIG. 8. The optimized NOs and NOONs from DMRG(38,36)[1000]-SCF calculation for 7B1 state
of Eu-BTBP(NO3)3. The first and second rows are irreps-a orbitals, the third and forth rows are
irreps-b orbitals in C2 symmetry. Similar optimized orbitals can be observed for other states.
V. CONCLUSION
In order to improve the sampling efficiency of reconstructing CI expansion for DMRG-
MPS wave functions with a large active space, in this work we propose a new methodol-
ogy of EDGA by virtue of combining the features of the “mutation” and “crossover” in
gene algorithm and the concepts of entanglement in quantum information theory.
Our EDGA test calculations for the ground and excited states of various conjugated or
TABLE III. The calculated electronic energies (in Hartree) of Eu-BTBP(NO3)3 for different states
with various spin multiplicities and irreducible representations by DMRG(38,36)[1000]-SCF cal-
culation. All the energy results should be subtracted by 12710.00 Hartree.
State 1A1 3A1 5A1 7A1
Energy -9.968373 -10.0269954 -10.026785 -9.974740
State 1B1 3B1 5B1 7B1
Energy -9.941314 -9.9411189 -10.023320 -10.113004
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FIG. 9. The entanglement of 7B1 state of Eu-BTBP(NO3)3 from DMRG(38,36)[1000]-SCF calcula-
tion. The 1-18 orbitals are irreps-a orbitals, 19-36 orbitals are irreps-b orbitals in C2 symmetry. The
size of the red circles indicates the magnitude of the values of single-orbital entropy S(1)i , and the
color and thickness of the lines indicate mutual information Iij .
transition metal compounds (such as polyacetylene, heptacene and CuCl2) verifies that
it is feasible for our EDGA to reach a very high completeness (99% or even higher) for CI
expansion but only sampling a very small portion (e.g. 1/1012 for Heptacene) of the total
20
TABLE IV. Important determinants of 7B1 state of Eu-BTBP(NO3)3 complex from
DMRG(38,36)[1000]-SCF calculation, with orbitals grouped by irreducible representations
of C2 symmetry.
Determinant Coefficient
|22222222uuu0000000, 22222222uuu0000000〉 -0.8057339
|22222222uuu0000000, 22022222uuu0000200〉 0.0895062
|22202222uuu0000000, 22222222uuu0000020〉 0.0641611
|222d2222uuu000u000, 222u2222uuu00000d0〉 -0.0640661
|222u2222uuu000d000, 222d2222uuu00000u0〉 -0.0640522
|222d2222uuu000d000, 222u2222uuu00000u0〉 0.0633802
|22022222uuu0000000, 22222222uuu0000200〉 0.0629711
|22222222uuu0002000, 22202222uuu0000000〉 0.0626438
|22222222uuu0000000, 22222202uuu0020000〉 0.0600976
|22222u22uuu0d00000, 222222d2uuu00u0000〉 -0.0599740
Hilbert space. Comparison with traditional SRCAS also illustrated the remarkable im-
provements for efficiency and stability in our EDGA calculations for large active spaces.
Therefore, EDGA can be expected to be a useful analysis tool for DMRG wave func-
tions with a very large number of active orbitals.
VI. ACKNOWLEDGEMENT
The work was supported by the National Natural Science Foundation of China (Grant
Nos. 21373109 and 21673109).
REFERENCES
1White, S. R. Density matrix formulation for quantum renormalization groups. Phys.
Rev. Lett. 1992. 69, 2863.
2White, S. R.; Noack, R. Real-space quantum renormalization groups. Phys. Rev. Lett.
1992. 68, 3487.
21
3Mitrushenkov, A. O.; Fano, G.; Ortolani, F.; Linguerri, R.; Palmieri, P. Quantum chem-
istry using the density matrix renormalization group. J. Chem. Phys. 2001. 115, 6815–
6821.
4Chan, G. K.-L.; Head-Gordon, M. Highly correlated calculations with a polynomial cost
algorithm: A study of the density matrix renormalization group. J. Chem. Phys. 2002.
116, 4462–4476.
5Legeza, O¨.; Ro¨der, J.; Hess, B. Controlling the accuracy of the density-matrix
renormalization-group method: The dynamical block state selection approach. Phys.
Rev. B 2003. 67, 125114.
6Legeza, O¨.; Ro¨der, J.; Hess, B. QC-DMRG study of the ionic-neutral curve crossing of
LiF. Mol. Phys. 2003. 101, 2019–2028.
7Legeza, O¨.; So´lyom, J. Optimizing the density-matrix renormalization group method
using quantum information entropy. Phys. Rev. B 2003. 68, 195116.
8Legeza, O¨.; So´lyom, J. Quantum data compression, quantum information generation,
and the density-matrix renormalization-group method. Phys. Rev. B 2004. 70, 205118.
9Chan, G. K.-L. An algorithm for large scale density matrix renormalization group cal-
culations. J. Chem. Phys. 2004. 120, 3172–3178.
10Moritz, G.; Hess, B. A.; Reiher, M. Convergence behavior of the density-matrix renor-
malization group algorithm for optimized orbital orderings. J. Chem. Phys. 2005. 122,
024107.
11Moritz, G.; Wolf, A.; Reiher, M. Relativistic DMRG calculations on the curve crossing of
cesium hydride. J. Chem. Phys. 2005. 123, 184105.
12Rissler, J.; Noack, R. M.; White, S. R. Measuring orbital interaction using quantum
information theory. Chem. Phys. 2006. 323, 519–531.
13Legeza, O¨.; Noack, R.; So´lyom, J.; Tincani, L. Applications of quantum information
in the density-matrix renormalization group. In Computational Many-Particle Physics,
Springer, 2008. 653–664.
14Chan, G. K.-L.; Zgid, D. The density matrix renormalization group in quantum chem-
istry. Ann. Rep. Comp. Chem. 2009. 5, 149–162.
15Marti, K. H.; Reiher, M. The density matrix renormalization group algorithm in quan-
tum chemistry. Z. Phys. Chem. 2010. 224, 583–599.
22
16Chan, G. K.-L.; Sharma, S. The density matrix renormalization group in quantum chem-
istry. Annu. Rev. Phys. Chem. 2011. 62, 465–481.
17Ma, Y.; Ma, H. Assessment of various natural orbitals as the basis of large active space
density-matrix renormalization group calculations. J. Chem. Phys. 2013. 138, 224105.
18Legeza, O¨.; Veis, L.; Poves, A.; Dukelsky, J. Advanced density matrix renormalization
group method for nuclear structure calculations. Phys. Rev. C 2015. 92, 051303.
19Chan, G. K.-L.; Keselman, A.; Nakatani, N.; Li, Z.; White, S. R. Matrix product oper-
ators, matrix product states, and ab initio density matrix renormalization group algo-
rithms. J. Chem. Phys. 2016. 145, 014102.
20Hachmann, J.; Dorando, J. J.; Avile´s, M.; Chan, G. K.-L. The radical character of the
acenes: a density matrix renormalization group study. J. Chem. Phys. 2007. 127, 134309.
21Mizukami, W.; Kurashige, Y.; Yanai, T. More pi electrons make a difference: Emergence
of many radicals on graphene nanoribbons studied by ab initio DMRG theory. J. Chem.
Theory Comput. 2012. 9, 401–407.
22Zgid, D.; Nooijen, M. The density matrix renormalization group self-consistent field
method: Orbital optimization with the density matrix renormalization group method
in the active space. J. Chem. Phys. 2008. 128, 144116.
23Ghosh, D.; Hachmann, J.; Yanai, T.; Chan, G. K.-L. Orbital optimization in the density
matrix renormalization group, with applications to polyenes and β-carotene. J. Chem.
Phys. 2008. 128, 144117.
24Sun, Q.; Yang, J.; Chan, G. K.-L. A general second order complete active space self-
consistent-field solver for large-scale systems. Chem. Phys. Lett. 2017.
25Wouters, S.; Bogaerts, T.; Van Der Voort, P.; Van Speybroeck, V.; Van Neck, D. Commu-
nication: DMRG-SCF study of the singlet, triplet, and quintet states of oxo-Mn (Salen).
J. Chem. Phys. 2014. 140, 241103.
26Ma, Y.; Knecht, S.; Keller, S.; Reiher, M. Second-Order Self-Consistent-Field Density-
Matrix Renormalization Group. arXiv preprint arXiv:1611.05972 2016.
27Ma, Y.; Wen, J.; Ma, H. Density-matrix renormalization group algorithm with multi-
level active space. J. Chem. Phys. 2015. 143, 034105.
28Kurashige, Y.; Yanai, T. Second-order perturbation theory with a density matrix renor-
malization group self-consistent field reference function: Theory and application to the
study of chromium dimer. J. Chem. Phys. 2011. 135, 094104.
23
29Guo, S.; Watson, M.; Hu, W.; Sun, Q.; Chan, G. N-Electron Valence State Pertur-
bation Theory Based on a Density Matrix Renormalization Group Reference Func-
tion, with Applications to the Chromium Dimer and a Trimer Model of Poly (p-
Phenylenevinylene). J. Chem. Theory Comput. 2016. 12, 1583–1591.
30Freitag, L.; Knecht, S.; Angeli, C.; Reiher, M. Multireference Perturbation Theory with
Cholesky Decomposition for the Density Matrix Renormalization Group. J. Chem. The-
ory Comput. 2017. 13, 451.
31Phung, Q.; Wouters, S.; Pierloot, K. Cumulant Approximated Second-Order Perturba-
tion Theory Based on the Density Matrix Renormalization Group for Transition Metal
Complexes: A Benchmark Study. J. Chem. Theory Comput. 2016. 12, 4352–4361.
32Yanai, T.; Kurashige, Y.; Neuscamman, E.; Chan, G. K.-L. Multireference quantum
chemistry through a joint density matrix renormalization group and canonical trans-
formation theory. J. Chem. Phys. 2010. 132, 024105.
33Neuscamman, E.; Yanai, T.; Chan, G. K.-L. Strongly contracted canonical transformation
theory. J. Chem. Phys. 2010. 132, 024106.
34Saitow, M.; Kurashige, Y.; Yanai, T. Multireference configuration interaction theory
using cumulant reconstruction with internal contraction of density matrix renormaliza-
tion group wave function. J. Chem. Phys. 2013. 139, 044118.
35Saitow, M.; Kurashige, Y.; Yanai, T. Fully internally contracted multireference configura-
tion interaction theory using density matrix renormalization group: A reduced-scaling
implementation derived by computer-aided tensor factorization. J. Chem. Theory Com-
put. 2015. 11, 5120–5131.
36Dorando, J. J.; Hachmann, J.; Chan, G. K.-L. Analytic response theory for the density
matrix renormalization group. J. Chem. Phys. 2009. 130, 184111.
37Nakatani, N.; Wouters, S.; Van Neck, D.; Chan, G. K.-L. Linear response theory for
the density matrix renormalization group: Efficient algorithms for strongly correlated
excited states. J. Chem. Phys. 2014. 140, 024108.
38Freitag, L.; Knecht, S.; Keller, S. F.; Delcey, M. G.; Aquilante, F.; Pedersen, T. B.; Lindh,
R.; Reiher, M.; Gonza´lez, L. Orbital entanglement and CASSCF analysis of the Ru–NO
bond in a Ruthenium nitrosyl complex. Phys. Chem. Chem. Phys. 2015. 17, 14383–14392.
39Kurashige, Y.; Chan, G. K.-L.; Yanai, T. Entangled quantum electronic wavefunctions of
the Mn4CaO5 cluster in photosystem II. Nat. Chem. 2013. 5, 660–666.
24
40Shirai, S.; Kurashige, Y.; Yanai, T. Computational Evidence of Inversion of 1La and 1Lb-
Derived Excited States in Naphthalene Excimer Formation from ab Initio Multireference
Theory with Large Active Space: DMRG-CASPT2 Study. J. Chem. Theory Comput. 2016.
12, 2366–2372.
41Ziesche, P. Pair Densities, Particle Number Fluctuations, and a Generalized Density
Functional Theory. In Electron Correlations and Materials Properties, Springer, 1999. 361–
379.
42Huang, Z.; Kais, S. Entanglement as measure of electron–electron correlation in quan-
tum chemistry calculations. Chem. Phys. Lett. 2005. 413, 1–5.
43Pelzer, K.; Greenman, L.; Gidofalvi, G.; Mazziotti, D. A. Strong correlation in acene
sheets from the active-space variational two-electron reduced density matrix method:
effects of symmetry and size. J. Phys. Chem. A 2011. 115, 5632–5640.
44Luzanov, A.; Prezhdo, O. Weyl representation of the permutation operators and ex-
change interaction. Int. J. Quantum Chem. 2004. 96, 474–482.
45Boguslawski, K.; Tecmer, P.; Barcza, G.; Legeza, O.; Reiher, M. Orbital entanglement in
bond-formation processes. J. Chem. Theory Comput. 2013. 9, 2959–2973.
46Mottet, M.; Tecmer, P.; Boguslawski, K.; Legeza, O¨.; Reiher, M. Quantum entanglement
in carbon–carbon, carbon–phosphorus and silicon–silicon bonds. Phys. Chem. Chem.
Phys. 2014. 16, 8872–8880.
47Boguslawski, K.; Tecmer, P.; Legeza, O¨.; Reiher, M. Entanglement Measures for Single-
and Multireference Correlation Effects. J. Phys. Chem. Lett. 2012. 3, 3129–3135.
48Stein, C.; von Burg, V.; Reiher, M. The Delicate Balance of Static and Dynamic Electron
Correlation. J. Chem. Theory Comput. 2016. 12, 3764–3773.
49Stein, C.; Reiher, M. Automated Selection of Active Orbital Spaces. J. Chem. Theory
Comput. 2016. 12, 1760–1771.
50Stein, C. J.; Reiher, M. Automated Identification of Relevant Frontier Orbitals for Chem-
ical Compounds and Processes. arXiv preprint arXiv:1702.00450 2017.
51Duperrouzel, C.; Tecmer, P.; Boguslawski, K.; Barcza, G.; Legeza, O¨.; Ayers, P. W. A
quantum informational approach for dissecting chemical reactions. Chem. Phys. Lett.
2015. 621, 160–164.
52Stein, C. J.; Reiher, M. Measuring multi-configurational character by orbital entangle-
ment. Mol. Phys. 2017. 1–10.
25
53Szilva´si, T.; Barcza, G.; Legeza. Concept of chemical bond and aromaticity based on
quantum information theory. Physics 2015.
54McCulloch, I. P. From density-matrix renormalization group to matrix product states.
Journal of Statistical Mechanics: Theory and Experiment 2007. 2007, P10014.
55Schollwo¨ck, U. The density-matrix renormalization group in the age of matrix product
states. Ann. Phys. 2011. 326, 96–192.
56Nakatani, N.; Chan, G. K.-L. Efficient tree tensor network states (TTNS) for quantum
chemistry: Generalizations of the density matrix renormalization group algorithm. J.
Chem. Phys. 2013. 138, 134113.
57Szalay, S.; Pfeffer, M.; Murg, V.; Barcza, G.; Verstraete, F.; Schneider, R.; Legeza, O¨. Ten-
sor product methods and entanglement optimization for ab initio quantum chemistry.
Int. J. Quantum Chem. 2015. 115, 1342–1391.
58Moritz, G.; Reiher, M. Decomposition of density matrix renormalization group states
into a Slater determinant basis. J. Chem. Phys. 2007. 126, 244109.
59Boguslawski, K.; Marti, K. H.; Reiher, M. Construction of CASCI-type wave functions
for very large active spaces. J. Chem. Phys. 2011. 134, 224101.
60Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheeseman,
J. R.; Scalmani, G.; Barone, V.; Petersson, G. A.; Nakatsuji, H.; Li, X.; Caricato, M.;
Marenich, A. V.; Bloino, J.; Janesko, B. G.; Gomperts, R.; Mennucci, B.; Hratchian, H. P.;
Ortiz, J. V.; Izmaylov, A. F.; Sonnenberg, J. L.; Williams-Young, D.; Ding, F.; Lipparini, F.;
Egidi, F.; Goings, J.; Peng, B.; Petrone, A.; Henderson, T.; Ranasinghe, D.; Zakrzewski,
V. G.; Gao, J.; Rega, N.; Zheng, G.; Liang, W.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda,
R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven, T.;
Throssell, K.; Montgomery, J. A., Jr.; Peralta, J. E.; Ogliaro, F.; Bearpark, M. J.; Heyd, J. J.;
Brothers, E. N.; Kudin, K. N.; Staroverov, V. N.; Keith, T. A.; Kobayashi, R.; Normand, J.;
Raghavachari, K.; Rendell, A. P.; Burant, J. C.; Iyengar, S. S.; Tomasi, J.; Cossi, M.; Mil-
lam, J. M.; Klene, M.; Adamo, C.; Cammi, R.; Ochterski, J. W.; Martin, R. L.; Morokuma,
K.; Farkas, O.; Foresman, J. B.; Fox, D. J. Gaussian 09 Revision B.03, 2010. Gaussian Inc.
Wallingford CT.
61Narbutt, J.; Oziminski, W. P. Selectivity of bis-triazinyl bipyridine ligands for americium
(III) in Am/Eu separation by solvent extraction. Part 1. Quantum mechanical study on
the structures of BTBP complexes and on the energy of the separation. Dalton Trans.
26
2012. 41, 14416–14424.
62Wolf, A.; Reiher, M.; Hess, B. A. Transgressing theory boundaries: the generalized
Douglas–Kroll transformation. J. Chem. Phys. 2002. 117, 9215–9226.
63Reiher, M.; Wolf, A. Exact decoupling of the Dirac Hamiltonian. I. General theory. J.
Chem. Phys. 2004. 121, 2037.
64Widmark, P. O.; Malmqvist, P. A.; Roos, B. O. Density matrix averaged atomic natural
orbital (ANO) basis sets for correlated molecular wave functions. Theor. Chem. Acc. 1990.
90, 87–114.
65Knecht, S.; Hedega˚rd, E. D.; Keller, S.; Kovyrshin, A.; Ma, Y.; Muolo, A.; Stein, C. J.;
Reiher, M. New Approaches for ab initio Calculations of Molecules with Strong Electron
Correlation. Chimia 2016. 70, 244.
66Keller, S.; Reiher, M. Spin-adapted matrix product states and operators. J. Chem. Phys.
2016. 144, 134101.
67Aquilante, F.; Autschbach, J.; Carlson, R. K.; Chibotaru, L. F.; Delcey, M. G.; Vico, L. D.;
Galva´n, I. F.; Ferre´, N.; Frutos, L. M.; Gagliardi, L. Molcas 8: New capabilities for mul-
ticonfigurational quantum chemical calculations across the periodic table. J. Comput.
Chem. 2015. 37, 506.
68Werner, H.-J.; Knowles, P. J.; Knizia, G.; Manby, F. R.; Schu¨tz, M.; et al. MOLPRO,
version 2010.1, a package of ab initio programs, 2010. See http://www.molpro.net.
69Pipek, J.; Mezey, P. G. A fast intrinsic localization procedure applicable for abinitio and
semiempirical linear combination of atomic orbital wave functions. J. Chem. Phys. 1989.
90, 4916–4926.
70Huzak, M.; Deleuze, M. Benchmark theoretical study of the electric polarizabilities of
naphthalene, anthracene, and tetracene. J. Chem. Phys. 2013. 138, 024319.
71Fischer, C. F. Oscillator strengths for 2S-2P transitions in the copper sequence. J. Phys.
B 1977. 10, 1241.
72Hancock, R. D. The pyridyl group in ligand design for selective metal ion complexation
and sensing. Chem. Soc. Rev. 2013. 42, 1500–1524.
73Panak, P. J.; Geist, A. Complexation and extraction of trivalent actinides and lanthanides
by triazinylpyridine N-donor ligands. Chem. Rev. 2013. 113, 1199–1236.
74Jones, M. B.; Gaunt, A. J. Recent developments in synthesis and structural chemistry of
nonaqueous actinide complexes. Chem. Rev. 2012. 113, 1137–1198.
27
