The relationship between financial development and economic growth has received a lot of attention in the economic literature in recent years. This study aims to revisit different econometric approaches used in panel data in relation of financial sector development and growth. In what follows, we extend our previous study by employing updated data and also exploring more questions related to the empirical link between financial development and growth. More specifically, we will investigate the issues relevant to static and dynamic panel data effect. We investigate the role of financial development (as measured by the credits to the private sector to GDP) in enhancing growth for different groups of countries. Estimations are conducted with a panel data of 70 countries over the period 1970-2009 using both LS (fixed effect) and GMM-Difference and GMM-System estimators for dynamic panel data. While the finding of a positive correlation between indicators of financial development and economic growth cannot settle this debate, advances in computational capacity and availability of large cross-country data sets with relatively large time dimensions have enabled researchers to rigorously explore the relationship between financial development and economic growth. Empirical results reinforce the idea that financial development promotes economic growth in all econometric approaches used in this paper.
Introduction
The positive relation between financial development and economic growth was elaborated in a first study of Goldsmith (1969) . Moreover, empirical studies have more importance in the 1990s, especially after King and Levine (1993a) work papers. These letters have studied more than the double of the sample used by Goldsmith for a period of 30 years that is 77 countries for the period 1960-1989 by adding other control factors which affect long-run growth. These variables stand to be the conditioning information to control for other factors associated with economic growth (e.g., income per capita, education, political stability, indicators of exchange rate, trade, fiscal, and monetary policy). They examined how the financial development can affect growth rate, productivity and capital accumulation. To measure financial development, King and Levine focused on financial deepening (DEPTH) which measures the size of financial intermediaries. It equals liquid liabilities of the financial system (currency plus demand and interest-bearing liabilities of banks and nonbank financial intermediaries) divided by GDP. Both authors estimated strength of empirical relation between average of DEPTH during period and averages of three indicators of economic growth during the same period. The three growth indicators were (1) the average rate of real per capita GDP growth, (2) the average rate of growth in the capital stock per person, and (3) total productivity growth. Analyses include the other factors of growth control represented by the matrix (X). They estimated the following regression:
. .
King and Levine's results mentioned that there is a strong positive relationship between the financial development indicator, DEPTH, and the three growth indicators G(i), long-run real per capita growth rates, capital accumulation and productivity growth. The coefficient of DEPTH implies that if depth ratio exceeds 0.2 (average rate of developing countries) to 0.6 (average rate of developed countries), growth rate will be improved by 1 %. This study also examined the role of initial level of financial DEPTH in expecting long-run growth rate, capital accumulation and productivity growth in 30 years. Their results indicate that financial depth in 1960 is a good predictor of subsequent rates of economic growth, physical capital accumulation, and economic efficiency improvements over the next 30 years. Their empirical specifications, particularly the financial development measures, were widely used with some modifications in the majority of recent studies. Indeed, King and Levine (1993a) shed the light on variables of bank transactions measures (the banking sector) to determine development level. However, this measure is not without flaws, an important weakness emerges when this financial development indicator measures only the size of financial intermediaries sector. It cannot represent the functioning of financial system while it does not give information about the best banks that exercise control of companies and supply management services of risks to customers. This idea can weakens confidence to perform results of King and Levine's studies and so to assert the link existing between financial development and economic growth. Furthermore, they recommended that the financial development plans the economic growth without running the forms of causality existing between both phenomena.
These shortcomings were remedied by Atje and Javanovic (1993), Levine and Zervos (1998) adding stock markets measures to the other indicators. Thus, they examined two financial system components as banks and capital markets. The introduction of these new measures supplies information on independent impact of stock markets on growth. These analyses influenced the debate regarding comparative importance of various financial sector segments. These authors introduced indicator of market capitalization which equals the value of listed shares divided by GDP. They noticed that initial level of stock market liquidity and initial level of banking development are positively correlated to future economic growth rates, capital accumulation and productivity growth during 18 years between 1976 and 1993. The control variables of economic growth used in this study are initial income, education, inflation, government spending, exchange premium and political stability. The banking development indicator was represented by credits to the private sector divided by GDP. This measure of banking development excludes both credit granted by government and central bank and credit assigned to the government and public enterprises. Levine and Zervos support their indicator of banking development is better than that used by King and Levine because the nongovernmental financial intermediaries which assign the credit to private companies, are going to improve efficiency of credit allocation and companies control. These results are compatible with models which underline that stock market liquidity facilitates long-run growth, (Levine (1991); Bencivenga (1995) ). But this doesn't urge models which underline negative aspects of stock markets liquidity, (Bhide, 1993) . Meantime, the results lend many supports of models which underline reports and connections between bank and market systems.
Levine has criticized this approach which simply introduce a list of national highly-rated in stock exchanges. This does not favor inevitably allocation resources. It is the ability to negotiate the feature of productive technologies of the economy which influences this allocation. Firstly, Levine and Zervos dealt with the question of causality. Secondly, authors included stock markets, however, they excluded other financial sector component to know bond markets and services supplied by non financial institutions, (Levine, 2008) . To go beyond certain purely econometric problems, economists opted for using instrumental variables to solve the simultaneity bias running the relation between financial development and economic growth. The recent research introduces these variables to extract the exogenous component of financial development. The need for these variables is going to highly specific differences from countries depending on their financial development and not on growth. Levine (1998 Levine ( , 1999 and Levine, Loayza and Beck (2000) used the indicators of legal origins of countries elaborated by La Porta and al. (1998) . These latter's have noticed that legal origins served enacting laws of those countries. This is going to protect external investor's rights and their application will underscore effectively financial development. In fact, authors have regarded that execution of corporate laws of such country is inspired from origins of Britain, France, Germany or Scandinavian's laws. Their explanation was that most of countries obtained their legal systems by occupation and colonization. These variables can be treated in an exogenous way. The used empirical model was presented by Levine (2008) as follows: The validity of instrumental variables requires no correlation with error term by using test of Hansen (1982) . These studies tried to examine the role of stock markets in enhancing economic growth. Results of Atje and Javanovic (1993) showed that stock markets have positive effects on economic activity. Later, these results were confirmed by studies of Demerguc-Kunt and Maksimovic (1998) and Levine and Zervos (1998) . As well a considerable interest in the relative importance of the structures of financial systems; either banks or market; for economic growth. The results of cross-country of Levine (2002) indicate that although there is a strong connection between financial development and economic growth, there is no complete empirical support for both structures of markets. By exploiting data of firms (firm-level dated) for 40 countries, Demirguc-Kunt and Maksimovic (2002) showed that financial development helped to explain the growth of firms. However, firms don't tend to grow more quickly with both bank or market systems. Quite fully proofs of the literature, Ram (1999) showed that financial development and economic growth are negatively correlated. This study investigates samples from 95 countries. The correlation between financial development and economic growth in these countries is found negative and less important than insignificant. Similar results were obtained when analyses are executed for every individual country and for every sample grouped by level of growth rate. The major discoveries of cross-section analyses are summarized in Mckibbin's study (2007) . The majority of studies seem clearly, conclude that financial development exercises a positive impact on economic growth.
To overcome problems associated with cross-section regressions growth, Levine, Loayza and Beck (2000) used the GMM method developed for panel data, (see Arellano and Bond, 1991; Arellano and Bover, 1995) . By comparison to previous approaches, the panel approach has also both advantages and shortcomings. The following regression was adopted:
Where y represents the dependent variable, X 1 represents a set of lagged explanatory variables and X 2 a set of contemporaneous explanatory variables, C is an unobserved country-specific effect , T is a time-specific effect, U is the time-varying error term, and i and t represent country and (5-year) time period, respectively.
The first benefit from moving to a panel is the ability to exploit the time-series and cross-sectional variation in the data. Levine, Loayza and Beck have studied a panel of 77 countries for the period 1960-1995. This period was left in 7 years periods. They have confirmed their previous results in cross-section study. The evaluation of coefficients of financial development indicators is similar to those described previously. With panel data, we employ data averaged over five-year periods, yet the models we are using to interpret the data are typically models of steady-state growth. To the extent that five years does not adequately proxy for long-run relationships, the panel methods may imprecisely assess the finance growth link, (Levine, 2008) . Beck and Levine (2002) have established their works on Rousseau and Wachtel (2000) papers. They used data in averages during the sub-periods of 5 years. They showed the existence of a positive link between financial development and economic growth. These studies suggested that exogenous component of financial development for both bank and stock market development has an economically impact on economic growth.
To recap, the econometric approach and both country sample and period essentially lie behind the differences of results found in author's papers in finance-growth relation.
Methodology
The used sample roughly consists of 70 developing and developed countries. The period of study is from 1970 to 2009. It is subdivided into 8 under 5-years periods. Every annual data is averaged on 5 years. This method has become popular in the majority of empirical works which are especially related to economic growth study. On the one hand, 5 years period allows remedying missing data and covering concerned period. On the other hand, it allows rolling panel data especially when study concerns a dynamic panel. We use all sample groups to validate the theoretical links of explanatory variables of growth rate by static and dynamic panel estimation. To investigate the relationship between growth and financial depth, we use the following model:
Indicators used in this model are generally retained in empirical literature of economic growth. y represents the Log of GDP per capita. In static model, this variable represents the economic growth rate. The vector x represents controls of economic growth such as the inflation rate, trade openness, education and government spending in percentage of GDP, civil liberties and political stability, (see the description of variables in appendix). u is an unobserved country-specific effect , ε is the time-varying error term, i and t index respectively country and time.
Conversely, an increase of inflation leads to a decline of economic growth rate. Consequently, the expected sign of inflation rate is negative. We introduce the variable of civil freedom or political stability. An increase of civil freedom degree tends to be associated with an improved growth rate.
To estimate finance-growth relation, we shall use the generalized method of moments (GMM) which is developed for dynamic panel models by Holtz-Eakin and al. (1990) , Arellano and Bond (1991) and Arellano and Bover (1995) . The traditional regression of the growth model spells as follows:
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Where y is logarithm of real GDP per capita, x represents explanatory variables different from the delayed dependent variable, u is a non observed specific country effect, , is error term and (i, t) represent respectively country and time. We also include dummies variables to represent the specific time effect. Arellano and Bond (1991) propose to differentiate the equation (4):
Although the difference eliminates the specific country effect, it introduces a new way by construction of new error term, which is correlated to dependent variable delayed. According to the suppositions that (a) the error term (ε) is not serially correlated, and (b) the explanatory variables (X) are weakly exogenous, Arrellano and Bond propose the following moment conditions:
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By using these conditions of moment, Arellano and Bond (1991) proposed a two step GMM estimator. In the first stage, the terms of error are assumed to be independent and homoscedastic through countries and time. In the second stage, residuals obtained in the first stage are used to build a coherent estimation of variance-covariance matrix, so relaxing suppositions of independence and homoscedasticity. The two step estimator is so asymptotically more efficient than that obtained in the first step. It is the estimator used by Rousseau and Wachtel (2000) with annual data to examine the relation between stock markets, banks and economic growth. There are, however, abstract and statistical defects with this estimator in difference. Conceptually, we would also like to study relation between financial sector development and economic growth through countries which is eliminated in estimation in difference. Statistically, Alonso-Borrego, Arellano (1999) and Blundell and Bond (1998) showed that in case of persistent explanatory variables, delayed levels are weak instruments for difference equation regression. Asymptotically, there will have an increase of the variance of coefficients. In short samples, simulations of Monte Carlo showed that weaknesses of instruments can produce biased coefficients. To reduce the potential of the way and the indistinctness associated with the GMM difference estimator, Arellano and Bover, (1995); and Blundell and Bond, (1998) suggested using a GMM system estimator which combines difference regression with level regression. Instruments for difference regression are even as above. Instruments for level regression are the delays of corresponding variables differentiated. These are instruments suited under the additional suppositions below: although it can have a correlation between the levels of the variables of the right side and the specific effect country in the equation (2) there, there is no correlation between the differences of these variables and the specific effect. Given that the delayed levels are used as instruments in difference regression, only the most recent difference is used as an instrument in level regression. The use of delays of additional differences would succeed in the conditions of moment superfluous, (Arellano and Bover, 1995). So, additional conditions of moment for level regression are:
Hence, we use the moment conditions presented in equations (6) to (9) and employ the system panel estimator to generate consistent and efficient parameter estimates. The consistency of the GMM estimator depends on the validity of the assumption that the error terms do not exhibit serial correlation and on the validity of the instruments.
To address these issues we use two specification tests suggested by Arellano and Bond (1991) , Arellano and Bover (1995) , and Blundell and Bond (1998) . The first is a Sargan test of over-identifying restrictions, which tests the overall validity of the instruments by analyzing the sample analog of the moment conditions used in the estimation process. The second test examines the hypothesis that the error term ε i,t is not serially correlated. We test whether the differenced error term is second-order serially correlated (by construction, the differenced error term is probably first-order serially correlated even if the original error term is not). Failure to reject the null hypotheses of both tests gives support to our model.
Results and Discussions
This section describes the indicators of stock market and bank development, the conditioning information set, and provides both OLS and GMM regressions results of stock markets, banks, and economic growth. Three techniques of estimations were used to revisit the various econometric approaches which studied the link between the financial development and the economic growth as described equations before. These methods are OLS (Fixed effect), the generalized method of moments in difference (GMM-Difference, Arellano and Bond, 1991) and in system (GMM-System, Blundell and Bond, 1995) . Our results will be based on the last one which was the object of recent applications concerning the theme. In the first place, we made estimations by the LS method. This last one allows checking the problem of heterogeneity of countries. The test which is associated with is the one of Hausman which allows choosing specific fixed or random effects. As shown table1, in the majority of regressions the test appreciates the relevance of fixed effects (p < 5 %).
The GMM estimations in first difference and in system allow taking into account the problem of endogeniety of variables. This problem emerges especially when study concerns relation between financial development and economic growth regarding the existence of causality with double meaning between financial development and growth. The GMM-System estimator treats combination of both difference and level equations. Instruments used for the difference equation are the delayed values of variables in levels. Moreover, variables are instrumented by their first differences in level equation. This system of equations is estimated simultaneously by GMM. The simulations of Monte Carlo made by Blundell and Bond (1997) showed that system estimator is the most efficient. (2) and (3) provide respectively, GMM-difference and GMM-system panel regressions. Financial development measures introduced in regressions are domestic credit to the private sector, bank credit divided by bank deposit, liquid liabilities (M3), financial system assets divided by GDP and market capitalization. These financial measures, as well as the other control variables, proxy for the steady state level of GDP. We notice that estimations of columns 1 to 5, concern the use of the civil liberty indicator. However, columns 6 to 10, introduce political stability taking the place of civil liberty indicator. This is due to the strong correlation between the two indicators.
Analysis of the Static Panel Data Estimations
Fixed effect estimation, in table.1, displays results when all financial measures are used as proxies for financial development. These latter's, except credit by deposit ratio, when significant, have a positive sign in all regressions, confirming a long-run positive relationship between financial development and growth as predicted in the majority of theoretical models. This is also consistent with the argument that well-developed domestic financial sectors in countries contribute significantly to an increase economic growth. For example, a 1% increase in the ratio of credit to private sector implies an increase in growth for 0.02%. The results are consistent with previous studies, which find a positive relationship between measures of financial development and growth (see Levine, 2005) .
Analysis of the Dynamic Panel Data Estimations
The dynamic panel data is valid if the estimator is consistent. We used the criterion of Windmeijer (2005) small sample correction to have consistent stand errors. As shown in Table.2 and Table. 3, the two equations present consistent estimates, with no serial correlation for the GMM estimators. Specially, in Table. 3 the specification Sargan test shows that there are no problems with the validity of the instruments used for both equations. The instruments are used respectively to Roodman's program, (2006).
As shown Table 3 , our results relating to the financial development indicators:
i) Private credit (CREDIT): the expected sign is positive, which is confirmed by the estimations;
ii) Liquid liabilities (M3/GDP): the expected sign is positive, and the coefficient of the variable significantly confirms this;
iii) Market capitalization: the expected sign is positive, and the coefficients of these variables are positive; iv) Financial system assets to GDP: the results significantly confirm the expected sign which is positive; v) Credit by deposit ratio coefficient is positively linked to growth and significant.
We conclude that whatever econometric method or indicator used, financial development exercises a positive and significant effect on the economic growth.
Conclusions
Our research's results validate theory suggestions. Thus, effective financial institutions and markets that help overcome market frictions, introduced by information asymmetries and transaction costs, can foster economic growth through several channels. Specifically, they help (i) ease the exchange of goods and services by providing payment services, (ii) mobilize and pool savings from a large number of investors, (iii) acquire and process information about enterprises and possible investment projects, thus allocating society's savings to its most productive use, (iv) monitor investments and exert corporate governance, and (v) diversify and reduce liquidity and inter-temporal risk.
Empirically, this paper continuously emphasized that all methods have their problems but that one problem plaguing the entire study of finance and growth pertains to the proxies for financial development. Study of finance-growth relationship is important to all countries because the development of domestic financial sector is significant in affecting the pattern of economic growth by promoting economic growth through efficient allocation of resources.
While a wide array of cross-country techniques has been applied to the finance and growth field, some techniques have not been used yet, such as identification through heterogeneity in structural shocks (Rigobon, 2003) . Next, it is easy to predict that there will be further advances both in GMM techniques that better control for country heterogeneity and in techniques to assess the finance and growth relationship at different frequencies. As before, the finance and growth literature will benefit in the coming years from methodological advances in neighboring fields, especially in growth econometrics. Merging VAR and cross-country techniques are two literatures promise further methodological insights.
In conclusion, the empirical results of the later decades have provided a strongly positive relationship between financial development and economic growth. However, the choice of financial development measures, causality direction of finance and growth, econometric problems arise and the channels in linking both financial development and economic growth need to be more ameliorated to answer questions related to the finance growth nexus issues. There are challenging tasks for researchers with wide ranges of interest in the theory, measurement and techniques used. The regressions also include dummy variables for the different time periods that are not reported. * p<0.1; ** p<0.05; *** p<0.01 indicate significance at the 10%, 5% and 1% level in the first-stage regression respectively. a The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation. b The null hypothesis is that the instruments used are not correlated with the residuals. The regressions also include dummy variables for the different time periods that are not reported. * p<0.1; ** p<0.05; *** p<0.01 indicate significance at the 10%, 5% and 1% level in the first-stage regression respectively.
a The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation.
b The null hypothesis is that the instruments used are not correlated with the residuals.
