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Abstract
In this work we performed a detailed analysis on the calculation of 43 critical ex-
periments from 6 experimental series all describing plutonium nitrate in aqueous
solution contained in metal spheres. The underlying experimental data is taken
from the handbook of the International Criticality Safety Benchmark Evaluation
Project (ICSBEP) Working Group. We present our modeling assumptions which
were derived from the interpretation of the experimental data and discuss the re-
sulting sensitivity analysis. Although the experiments share some components,
the derived correlation coefficients are for many cases statistically not significant.
Comparing our findings for the correlation coefficients with available data from
the DICE Database we find an agreement for the correlation coefficients due to
nuclear data. We also compare our results for the correlation coefficients due to
experimental uncertainty. Our findings indicate that for the reliable determination
of correlation coefficients a detailed study of the underlying experimental data, the
modeling approach and assumptions, and the resulting sensitivity analysis seems
to be inevitable.
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1. Introduction
The prediction of the effective neutron multiplication factor ke f f below an
appropriate safety margin is essential in criticality safety assessments. The deter-
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mination of ke f f values and the resulting safety margins are performed by using
validated calculation methods with validated computer codes, so called critical-
ity codes, e.g. within the SCALE package [1], used in this work. To validate a
code, suitable critical benchmark experiments performed in various laboratories
around the world are modeled and calculated. A large evaluated set of critical ex-
periments is documented in the International Handbook of Evaluated Criticality
Safety Benchmark Experiments (ICSBEP) [2]. The experiments are mostly con-
ducted in series, sharing some components, e.g. tanks, fuel rods or solutions. This
can lead to significant correlations between experiments which in some cases have
to be considered when determining safety margins [3, 4, 5, 6, 7]. One possibility
to quantify the degree of linearity between two quantities X and Y (e.g. two ke f f
values) is the Pearson correlation coefficient:
corr(X ,Y ) =
cov(X ,Y )
σ(X)σ(Y)
(1)
with cov(X ,Y ) = (X− [X ])× (Y − [Y ]) (2)
σ(X) is the standard deviation and [X ] the expectation value of X . The Pearson
correlation coefficient is defined in the interval [−1,1] and does not account for
non-linear relations between the two values. Note, that TSUNAMI’s ck is defined
the same way, using uncertainties in the nuclear data.
In this paper we use the definition that the correlation between ke f f and a
varied parameter is called the sensitivity of ke f f on the varied parameter.
The work presented in this paper was motivated by recent contributions of
our group to a Benchmark defined by the Expert Group on Uncertainty Analysis
for Criticality Safety Assessment (EGUACSA), a subgroup of the Working Party
on Nuclear Criticality Safety (WPNCS) within the the Nuclear Energy Agency
of the Organisation for Economic Co-operation and Development (OECD-NEA)
[5, 6, 7, 8]. The Benchmark entitled ”Role of Integral Experiment Covariance
Data for Criticality Safety Validation” [9] discusses the influence of experimen-
tal uncertainties, covariances and correlations between critical benchmark experi-
ments used for validation, bias and safety limits determination.
While the Benchmark considered water moderated arrays of fuel rods, in this
work we examine water reflected spheres of low concentrated plutonium nitrate
solution with a thermal neutron spectrum. In the ICSBEP these experiments
have the identifier PU-SOL-THERM (PST). Different sizes of spheres, different
wt % 240Pu and different plutonium nitrate concentrations are considered. One
series consists of one size of spheres and several experiments have the same plu-
tonium content of 240Pu. Therefore it is plausible that these experiments are not
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statistically independent data sets and that neglecting correlations in a validation
process could lead to incorrect results.
In the following work we analyze the experiment series PST-03 to -06, and -20
and -21 and determine their correlation matrix. The paper is structured as follows:
Section 2 describes the experimental setup, section 3 describes the modeling as-
sumptions. Section 4 shows the results of the calculation: section 4.1 shows the
ke f f values including nominal values and all uncertainty analysis, 4.2 the uncer-
tainty analysis due to system parameters, section 4.3 the correlations due to un-
certainties of system parameters, section 4.4 the correlations due to nuclear data,
and section 4.5 compares our findings with the data given in the DICE databank
[10]. In section 5 we discuss our results and conclude in section 6.
2. Experiments
A total of 43 experiments from 6 experimental series (PST-03 to -06, and -
20 and -21) was analyzed. All experiments describe plutonium nitrate in aqueous
solution, contained in metal spheres. All experiments have a thermal spectrum and
are slightly under-moderated. Series PST-03, 04, 05 and 06 have some dissolved
iron as impurity in the solution. A list of all experiments can be found in table 1
showing the 6 calculated series, the considered experiments, the diameter of the
spheres in inch, the experimental uncertainty, and if the latter was calculated by
the evaluator or assumed from similar experiments.
Table 1: Analyzed experiments.
Experimental Exp. # Exp. Color in Diameter Exp.
series figures of sphere uncertainty
PST-03 01-08 8 black 13” 0,0047 assumed worst case
PST-04 01-13 13 red 14” 0,0047 assumed worst case
PST-05 01-09 9 green 14” 0,0047 assumed worst case
PST-06 01-03 3 blue 15” 0,0035 calculated
PST-20 10-15 6 purple 14” 0,0047 calculated
PST-21 07-10 4 cyan 15.2” 0,0025-0,0044 calculated
Almost all spheres consist of stainless steel. Only experiments PST-03-07 and
08 use an aluminum sphere. For series PST-21 a simplified model is assumed,
which does not comprise the metal sphere and is corrected to account for the im-
plications of this modification. All spheres were almost completely filled with
3
solution when reaching criticality. The remaining void was compensated in the
experiment description by adjusting the density of the solution. The same was
done for the solution in the inlet, the outlet and the instrumentation pipes, the
structural components, and the measuring equipment. Experimentally, almost all
spheres are submerged in a rectangular water tank with at least 30 cm of sur-
rounding water. Since from a modeling perspective 30 cm of water reflector is
equivalent to an infinite water reflector, a spherical approximation of this water is
a valid approximation. Only experiments PST-07, 08 and 09 from series 21 are
bare spheres without any reflector.
These simplifications and the accompanying compensations allow a very sim-
ple, spherical symmetrical computational model of the experiments: the spherical
metal tank with the homogeneous plutonium nitrate solution and a surrounding
water sphere of 30 cm. Experiments 14 and 15 of series PST-20 have an ad-
ditional cadmium coating of 0.03 inch (0.762 mm) on the sphere. The detailed
descriptions of the experiments in reference [2] include all assumptions and sim-
plifications.
3. Modeling assumptions
The experiments are modeled with the criticality code sequence CSAS5 of
the code packet SCALE 6.1.2 [1]. The continuous energy cross-section library
ce v7 endf based on the ENDF/B-VII library is used for the CSAS5 calculations.
The impact of nuclear data uncertainties on ke f f was analyzed with TSUNAMI
of the same code package. For these calculations the cross-section library v7-
238 with a 238 energy-group-structure was employed, using CENTRM for the
resonance self-shielding calculations.
In the CSAS5 calculations 10.000 neutrons are followed, the first 100 genera-
tions are skipped and the calculation is stopped, when the Monte Carlo precision
drops below 1×105. This value was typically reached after a total of 430 genera-
tions.
For the nominal cases, the mass number densities of the solutions, spheres and
the surrounding water are taken directly form the experimental description. For
plutonium they are given for all isotopes; for nitrogen, hydrogen, oxygen, iron,
chrome, nickel, manganese, aluminum and cadmium the natural abundances are
used. Figure 1 shows the wt % 240Pu for all experiments, for different series in
different colors. Also the two cases with aluminum sphere, the two cases with
additional cadmium layers on the outside of the sphere and the three experiments
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Figure 1: wt %240Pu of all considered cases.
without water reflector are highlighted. The plutonium nuclide vectors for all
experiments are given in table 2.
Table 2: Plutonium nuclide vector for the experimental series.
Experimental wt % 238Pu wt % 239Pu wt % 240Pu wt % 241Pu wt % 242Pu
series
PST-03, 04, 05, 06 - remainder see fig. 1 - -
PST-20 0.006 remainder see fig. 1 0.311 0.009
PST-21 0.006 remainder see fig. 1 0.283 0.009
For series PST-03, 04, 05, and 06 the given temperature is 300◦ K, for series
PST-20 and 21 it is 298◦ K, following the experimental description. Accord-
ingly, the density of the reflecting water is slightly different: 0.9965 g/cm3 and
0.9970 g/cm3. The plutonium densities ρPu in [g/cm3] vary for all experiments
from around 0.025 to 0.07 due to the varying concentration of plutonium nitrate
in water, shown in figure 2. With increasing ρPu the moderator-to-fuel ratio de-
creases, leading to a harder spectrum. This reduced moderation increases the
energy of average lethargy causing fission (EALF).
The experiments are correlated, since they share certain system parameters,
which are afflicted by experimental uncertainty. In the geometrically rather sim-
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Figure 2: Plutonium density ρPu of all considered cases.
ple experiments presented in this work, these shared system parameters are the
volume of the sphere, the thickness of the wall and the wt % 240Pu. It is assumed
that experiments with the same values are correlated via these parameters. Since
the experimental descriptions do not describe how the solutions are mixed from
their individual components, all used densities (ρPu, ρNO3 , ρFe, ρtotal) are assumed
to be independent for each experiment. The matrix in figure 3 shows the model-
ing assumptions for the correlations of varied system parameters. Thereby the
parameters are varied mutually for all experiments with the same color box.
For the determination of the correlation coefficients of ke f f values resulting
from shared components in different experiments, we applied a full Monte Carlo
method. Therein, the variation of system parameters is performed by calculating
many samples of the same experiment in which all uncertain parameters are varied
simultaneously according to prescribed distribution functions. For this method,
the GRS tool SUnCISTT (Sensitivities and Uncertainties in Criticality Inventory
and Source Term Tool [11]) was utilized. SUnCISTT controls and organizes the
sensitivity and uncertainty analysis for each experiment and determines correla-
tions and covariances between experiments.
We choose 250 samples for each experiment and normal distribution functions
for all parameters. The uncertain experimental parameters are listed in table 3 with
the standard deviation of the distribution for each series.
6
series 003 004
experiment 001 002 003 004 005 006 007 008 001 002 003 004 005 006 007 008 009 010 011 012 013
volume █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █
thickWall █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █
wt% 240Pu █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █
series 005 006 020 021
experiment 001 002 003 004 005 006 007 008 009 001 002 003 010 011 012 013 014 015 007 008 009 010
volume █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █
thickWall █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █
wt% 240Pu █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █ █
Figure 3: Correlation of varied system parameters. The colors indicate, for which experiments the
corresponding parameter is mutually varied. Identical color means identical model parameters.
The amount of 239Pu (filled up to 100 % Pu), the number densities of the so-
lution and the sphere radii (Pu nitrate, metal, water) for the calculation input are
deduced for each sample.
For the generation of the randomly varied parameters a SUnCISTT add-on was
used, which was developed in the course of this work and the works presented in
references [5, 6, 7, 8]. The add-on allows to create the random numbers using
a configuration file for each experiment. In this file the following values have
to be specified: the sample size, the type of separator in the list, for each uncer-
tain parameter the following values: variable name, type of distribution (gaussian,
normal, β , linear-, logarithmic-, or exponential-increase), a seed for the random
number generator, details of the distribution (mean and standard deviation or lim-
its of the distribution, type of β distribution or base for logarithm and exponent),
number of instances, a comment. The used random number generator is based on
a deterministic method using the Mersenne Twister sequence to generate pseudo-
random numbers. Thus, by setting the seed equal in two configuration files, the
generated random numbers are the same. Accordingly the experiments are cor-
related via this parameter. For all independent variables, no seeds are specified,
so that the random numbers are independent for each experiment. Following the
pattern of correlated parameters shown in figure 3, the same seeds are preset for
equally colored boxes.
The mean values of the derived number density distributions were compared to
the nominal values given in the experimental description as a check of plausibility
of the calculations (deviation < 0.05 %).
7
Table 3: Uncertain experimental parameters.
Uncertain Variable Uncertainties
experimental series series
parameters 03, 04, 05, 06 20, 21
Total density ρtotal 0.03 % 0.4 %
Pu density ρPu 1.0 % 1.0 %
Fe density in solution ρFe 1.4 % -
Nitrate density ρNO3 0.6 % -
Acid molarity Na - 1.0 %
Weight % 238Pu wt % 238Pu - 16.67 %
Weight % 240Pu wt % 240Pu 7.0 % 0.75 %
Weight % 241Pu wt % 241Pu - 1.93 %
Weight % 242Pu wt % 242Pu - 11.11 %
Volume V 0.3 % 0.25 %
Wall thickness rwall 10.0 % -
Temperature H2O TH2O 0.09 % 0.09 %
4. Results
In this section the results of the calculations are presented containing the ke f f
values, the sensitivities of ke f f on the varied parameters, the resulting correlations
of ke f f , the correlations due to nuclear uncertainties and a comparison to the DICE
data bank.
4.1. ke f f values
Figure 4 shows the calculated and experimental ke f f values for all 43 exper-
iments and the corresponding 1σ deviation. The black crosses show the experi-
mental values kexpe f f= 1, the error bars represent the experimental uncertainties due
to the uncertainties of system parameters (see table 1), which were combined by
the evaluators via error propagation. The blue crosses indicate the nominal calcu-
lations. Also shown are the mean values and standard deviations of the sampling
calculations due to the variation of system parameters (red, see section 4.3) and
of nuclear data (green, TSUNAMI, see section 4.4).
Compared to the other experiments the two experiments with cadmium coat-
ings of the spheres (PST-20-14 and 15) deviate significantly towards lower values
(∆ke f f ≈ −0.0112, bzw. −0.0080). Cadmium is a strong neutron absorber in the
thermal range, so that effectively the impact of the water reflector is diminished.
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Figure 4: Range of the calculated ke f f values.
The thickness of 0.03 inch (0.762 mm) used here reduces the thermal neutron flux
roughly by a factor of 6×103 (calculated from a typical neutron reduction by a
factor of 1×105 per 1 mm cadmium, deduced from a total macroscopic cross sec-
tion of 115 cm−1 [12]). Therefore these two cases where recalculated by assuming
three different thicknesses of cadmium of 0.02 inch (0.508 mm), 0.01 inch (0.254
mm) and 0 inch in order to check, if this variation is the reason for the deviation
from the other calculations. The value of 0.02 inch was typical for similar ex-
periments, according to the experimental description. Table 4 summarizes these
calculations.
Table 4: ke f f values from the variation of the cadmium thickness.
Experiment k0.03 inche f f k0.02 inche f f k0.01 inche f f k0.0 inche f f
PST-020-14 0.9902 0.9912 0.9920 1.0673
PST-020-15 0.9935 0.9946 0.9949 1.0751
One sees, that the reduction from 0.03 to 0.02 or even only 0.01 inch does not
significantly increase ke f f to values comparable to the remaining calculations, so
that even a hypothetical gross error in the measurement of the thickness cannot
resolve the deviation. On the other hand, the ke f f increases approximately 7 % to
values of 1.07 if no cadmium is present. Our working hypothesis is, that KENO-
9
Va overestimates the influence of cadmium, possibly due to nuclear cross sections.
To determine a systematic effect of cadmium on the validation of criticality codes,
further studies have to be performed. The analysis of these two cases shows,
that one has to take special care, when validating codes with systems containing
cadmium. These two experiments are used in the following with the original
assumed 0.03 inch of cadmium coating.
In order to examine the influence of the sphere material on criticality, all cal-
culations were repeated assuming vacuum instead of stainless steal or aluminum.
By that the average ke f f increases by about ∆ke f f = 0.0099 compared to the calcu-
lation including the spheres (not considering cases with aluminum spheres, cad-
mium coating and without sphere). This shows the neutron absorbing effect of
steal, which is governed by the contained iron with an average thermal absorption
cross section of around 2.7 barn. On the other hand, the cases with aluminum
spheres and cadmium layers on the sphere show a small decrease of ke f f with
removal of the spheres (∆kAle f f = −0.0018 and ∆kCde f f = −0.0048). This can be
explained by the also present reflecting effect of the sphere material. Since the
absorbing effect of steal is a lot smaller than the one of cadmium, the increase in
these cases is much smaller. Aluminum on the other side has a much smaller cross
section than steal, so that the much smaller change in ke f f is explicable.
To identify dependencies between ke f f and other physical parameters, a trend
analysis was performed against ρPu, the wt % 240Pu, ρNO3 , EALF and the ratio of
moderator to fuel H/Putotal. No relevant and significant dependencies of ke f f on
these parameters could be identified.
4.2. Uncertainty analysis
This section presents the results of an uncertainty analysis performed to de-
duce to what extent experimental uncertainties influence the calculated ke f f value
and which are the leading effects.
The calculated ke f f values and their standard deviations are included in figure
4 in red. The mean values agree very well with the nominal values. The standard
deviation is comparable to the experimental uncertainty, but for series PST-03, 04,
05 and 20 it is 30 - 50 % smaller. This can be attributed to the fact, that for these
series, the given experimental uncertainty is not calculated directly, but assumed
from calculations of other experiments. For series PST-06 and 21 we find an
excellent agreement of the standard deviations and experimental uncertainties.
For all experiments the Pearson correlation coefficients were calculated be-
tween the varied parameters and ke f f , shown in figure 5. This gives a measure
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Figure 5: Sensitivities of ke f f on uncertain parameters for all analyzed experiments. Numerical
values shown for mean and the 95% confidence level.
for the influence of the variation of each uncertain parameter on the uncertainty of
ke f f and can demonstrate the leading effects. Note that this is not the sensitivity of
ke f f on the uncertain parameters, but the sensitivity of ke f f on the actual variation
of the uncertain parameters.
For the first four series (PST-03, to -06), the two leading effects are a negative
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correlation between ke f f and wt % 240Pu, and a positive correlation with the Pu
density ρPu. The first relation can be explained by the reduction of the most
reactive plutonium isotope 239Pu. The second by an increase of plutonium atoms
available for fission. The ke f f -decreasing effect of the small decrease of H/Pu by
the increase of ρPu in these under-moderated systems can be neglected. A small
positive correlation exists to the sphere volume V .
All these correlations are obvious: The more material is present, the higher is
ke f f . Also notably is, that the sensitivity to wt % 240Pu increases with wt % 240Pu
itself since the absolute variation increases. The small negative correlation with
the wall thickness rwall can be understood by the neutron absorption of stainless
steal. Therefore its value is not significantly different from zero for the two exper-
iments with aluminum sphere PST-03-07 and 08. The uncertainty of the density
of the impurity iron ρFe, of the total density ρtotal and of the temperature TH2O
have almost no significant effect on ke f f . For the total solution density ρtotal this
is certainly attributed to the very small given uncertainty of only 0.03 % for these
experiments.
For the second set of experiments (PST-20 and -21) the situation is slightly
different. Here the leading effect is the total solution density ρtotal , which has
a 13 times higher uncertainty of 0.4 % leading to a strong positive correlation.
Additionally the given uncertainty of wt % 240Pu in this second set is a factor of
100 smaller than in the first set, so that its influence on ke f f disappears almost
completely. The next effect is a negative correlation with the acid molarity Na. An
increase of Na leads to an increase of ρNO3 and a decrease of ρH2O. ρNO3 increases
the number density of 14N having a considerable neutron absorbing effect, ρH2O
drives the moderation ratio away from its optimum value, both explaining the
negative impact on ke f f . The mostly positive correlation with ρPu is evident due
to the same effect as for the first set of experiments.
4.3. Correlations due to system parameter uncertainties
In this section the calculated correlation coefficients corr between the ke f f
values of all analyzed experiments are discussed. The different experiments are
correlated due to shared system parameters (figure 3). In general, the correlation
values range from slightly negative values to 0.7, but most correlation coefficients
are in the range of [−0.1,0.3]. Since the error of corr is in the range of 0.1
for values around corr = 0 for the used 250 samples [7], most correlations be-
tween experiments can be considered statistically not or only slightly significant.
Higher correlation coefficients can be found within the experimental series PST-
03 (experiments 03 to 08), PST-04 (experiments 06 to 12), PST-05 (experiments
12
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Figure 6: Correlation matrix of ke f f between all experiments due to the partly mutual variation of
uncertain system parameters.
01 to 07 and 08, 09) and PST-06 (experiments 01 to 03). Further, three blocks
of higher correlation coefficients between experimental series can be identified:
Experiments PST-03-03 to -08 with PST-04-06 to -12 and experiments PST-06-01
to -03, and PST-04-06 to -12 with PST-06-01 to -03.
All cases of series PST-20 and 21, PST-04-01 to -05 and -13 are uncorrelated
to the others. This can be explained, since the sensitivities of ke f f on the mu-
tual varied parameters are much smaller than the ones on the individually varied
parameter.
Comparing the results shown in figure 6 with figure 3 one can see, that almost
all blocks of higher correlations are due to the same wt % 240Pu. This is the only
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one of the two leading effects of the sensitivity of ke f f , which is varied mutually:
PST-03-01 and -02, PST-03-03 to -08, PST-04-06 to -12, PST-05-01 to -07, PST-
05-08 and -09, PST-06-01 to -03, and PST-03-03 to PST-03-08 with PST-04-06 to
-12 and with PST-06-01 to -03.
4.4. Correlations due to nuclear data uncertainties
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Figure 7: Correlation matrix of ke f f between all experiments due to uncertainties in the nuclear
data. All values are above 0.95. Note the different color scale w.r.t. figure 6.
The correlations between experiments due to uncertainties in the nuclear data
were examined. While the correlations due to system parameters are strongly
depending on the interpretation of the given experimental data, the uncertainties
of the involved nuclear processes mainly depend on the material composition and
the choice of the cross section library including its covariance matrix. They can be
assumed independent from system parameter uncertainties. We used the sequence
TSUNAMI-3D-5K to calculate the sensitivities of ke f f on the nuclear processes.
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TSUNAMI-IP was used to infer the correlation values ck between experiments
due to these processes.
The ke f f values and their uncertainties due to nuclear data are added to figure
4 in green. The nominal values of the TSUNAMI calculations are higher than
the calculations with CSAS5. One possible explanation is the use of different
cross section libraries (continuous energy in CSAS5 and 238-group structure in
TSUNAMI). Their uncertainties due to nuclear data uncertainties are clearly dom-
inant over the uncertainties due to system parameters. This was already found for
the LEU-COMP-THERM experiments in references [5, 6, 7, 8].
The ck values between all experiments except PST-21-08 have values above
0.98 and can be assumed to be identical in terms of sensitivity to nuclear data.
Due to its different moderation ratio, experiment PST-21-08 has slightly lower
correlations with the other experiments down to 0.96, but still shows very high
values.
4.5. Comparison with DICE
Our results can be compared to available data of the ”Database for the Inter-
national Criticality Safety Benchmark Evaluation Project” (DICE [10]). DICE is
still in the development phase and also subject to possible data entry errors and
omissions. However, it provides some information on correlations on a vast num-
ber of experimental series described in the ICSBEP Handbook [2]. The relevant
data for our analysis is shown in table 5. There is no data available neither for
the correlation of PST-21 nor for results on the case level details. A ”+”-sign
indicates strong correlations between experiments when one or several uncertain
benchmark parameters are correlated, which are major contributors to the overall
benchmark ke f f uncertainty. A ”(+)”-symbol indicates a 100% correlation.
The currently limited data in DICE does only partly agree with the findings
of our more detailed analysis (figure 6). On one side, we also found statistically
significant correlation coefficients between series for experiments PST-03-03 to
-08 with PST-04-06 to -12 and PST-06. However all these cases have correlation
coefficients below 0.6.
On the other side, all experiments of PST-20, PST-04-01 to -05 and -13 show
no statistically significant correlation coefficients with any other investigated ex-
periment.
Table 6 shows the values corresponding to the E-metric in TSUNAMI, which
is the dot product between sensitivity vectors. The values are the mean values
taken over all case level detail values and taken directly from [10]. There is no
weighting by nuclear data covariances because the intent is to show how similar
15
PST-03 PST-04 PST-05 PST-06 PST-20
PST-03 (+) + + + +
PST-04 + (+) + + +
PST-05 + + (+) + +
PST-06 + + + (+) +
PST-20 + + + + (+)
Table 5: Information on possible correlations due to shared experimental components taken from
[10]. A ”+”-sign indicates strong correlations, a ”(+)”-symbol 100% correlation.
PST-03 PST-04 PST-05 PST-06
PST-03 999 997 998 995
PST-04 997 999 998 998
PST-05 998 998 999 997
PST-06 995 998 997 1000
Table 6: Evaluation level correlation due to nuclear data taken from [10]. The numeric values lie
between -1000 and 1000 and are averages of the case level correlations between the evaluations.
the sensitivities are between cases. A value of 1000 indicates identity and would
be comparable to a correlation coefficient of 1 in our figure 7. Our ck values are
in very good agreement with the data given in DICE.
5. Discussion
We investigated correlations of ke f f values of a set of 43 critical experiments of
plutonium nitrate spheres in aqueous solution. The experiments were conducted
in 6 series and are described as PU-SOL-THERM series number 03, 04, 05, 06,
20, and 21 in the ICSBEP handbook [2]. To derive correlation coefficients due to
experimental uncertainties we performed a full Monte-Carlo analysis using SUn-
CISTT [11] to steer the CSAS5 sequence of SCALE 6.1.2 [1]. The correlation
coefficients due to nuclear data uncertainties were calculated using TSUNAMI of
SCLAE 6.1.2. The latter are in concordance with values given in [10].
The assumptions made to model the experimental data and to calculate the
ke f f values are described in detail in section 3. All calculated ke f f results are
within 1σ agreement with the experimental values except for two cases (figure 4).
Our ke f f results for the experiments with cadmium coatings of the sphere (PST-
20-14 and 15) deviate from the experimental value. We found, that the reduction
from 0.03 to 0.01 inch of cadmium coating does not significantly increase ke f f to
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values comparable to the experimental values. On the other hand, ke f f increases
by approximately 7 % to values of 1.07 if no cadmium is present. Our analysis
overestimates the influence of cadmium, possibly due to the cadmium nuclear
cross sections in the used continuous energy library.
We determined the correlation coefficients due to shared uncertain modeling
parameters (figure 3) and presented them color coded in figure 6. The correlation
coefficients are found to be low and only for some experiments (PST-05-01 to -07)
reaching values around corr≈ 0.7. All other experiments have smaller correlation
coefficients and most of them statistically not significant.
The only variation introducing a correlation effect between different series is
the identical wt % 240Pu of the experiments PST-03-03 to -08, PST-04-06 to -12,
and PST-06. These results support on the one hand the data provided by DICE
[10] for possible correlations of experiments in the series PST-03 to -06. On the
other hand, we found, that for these experiments, the correlation due to shared
experimental components are small and are likely to have a negligible effect in
validation procedures. We find further, that certain experiments (PST-03-01 and
-02, PST-04-01 to -05 and -13, series PST-20 and -21) have no statistical signif-
icant correlation coefficient with experiments from any other series. The shared
components for these experiments do not introduce correlations due to their small
given uncertainty in the experimental description. This is in contrast to e.g. our
findings for lattices of fuel rods, where shared experimental components can in-
troduce large correlation coefficients in the data [5, 7, 8] due to higher sensitivities
of ke f f to these shared components and their corresponding uncertainties.
6. Conclusion
To determine a possible systematic effect of cadmium on the validation of
criticality codes further work has to be done. We found that our analysis over-
estimates the influence of cadmium in PST-20-14 and -15, possibly due to the
cadmium nuclear cross sections. However, one has to take special care, when
validating codes with systems containing cadmium.
We found for our calculations that the presence of shared components within
an experimental series does not necessarily lead to statistically significant values
of correlation coefficients. If the shared experimental components are very well
known in the sense of comparable small uncertainties or if these components play
only a minor role on ∆ke f f (determined e.g. by means of a sensitivity analysis),
the effect on the correlation coefficient is negligible. We conclude, that for the de-
termination and understanding of correlation coefficients it seems to be inevitable
17
to perform a detailed sensitivity analysis of the underlying modeling assumptions
and a thorough review, analysis and interpretation of the experimental description.
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