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ABSTRACT
Accurate locating and tracking of people and resources has become a fundamental re-
quirement for many applications. The global navigation satellite systems (GNSS) is widely
used. But its accuracy suffers from signal obstruction by buildings, multipath fading, and
disruption due to jamming and spoof. Hence, it is required to supplement GPS with inertial
sensors and indoor localization schemes that make use of WiFi APs or beacon nodes. In the
GPS-challenging or fault scenario, radio-frequency (RF) infrastructure based localization
schemes can be a fallback solution for robust navigation. For the indoor/outdoor transition
scenario, we propose hypothesis test based fusion method to integrate multi-modal local-
ization sensors. In the first paper, a ubiquitous tracking using motion and location sensor
(UTMLS) is proposed. As a fallback approach, power-based schemes are cost-effective
when compared with the existing ToA or AoA schemes. However, traditional power-based
positioning methods suffer from low accuracy and are vulnerable to environmental fad-
ing. Also, the expected accuracy of power-based localization is not well understood but is
needed to derive the hypothesis test for the fusion scheme. Hence, in paper 2-5, we focus on
developing more accurate power-based localization schemes. The second paper improves
the power-based range estimation accuracy by estimating the LoS component. The rang-
ing error model in fading channel is derived. The third paper introduces the LoS-based
positioning method with corresponding theoretical limits and error models. In the fourth
and fifth paper, a novel antenna radiation-pattern-aware power-based positioning (ARPAP)
system and power contour circle fitting (PCCF) algorithm are proposed to address antenna
directivity effect on power-based localization. Overall, a complete LoS signal power based
positioning system has been developed that can be included in the fusion scheme.
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SECTION
1. INTRODUCTION
Wireless localization has become a fundamental requirement in many areas of
practical applications, including autonomous vehicular navigation, healthcare, security,
geographic routing, cyber-physical system, etc. Many different technologies for localization
and tracking exist. They have own strength and weaknesses. Hence, a fusion of such
multimodal sensor would be desired to combine the best features of each technology.
Global navigation satellite systems (GNSS), which is the most widely-used position-
ing technology, can provide accurate position estimation. However, GNSS often provide
insufficient accuracy and reliability, depending on the number of visible satellites, the rela-
tive position and radio electric coverage of the satellites [1]. Additionally, interference and
malicious jamming or spoofing can lead to GNSS failure [2, 3]. Therefore, in the GPS-
denied environment, the inertial sensors and indoor localization schemes that make use of
the WiFi access point or beacon nodes are required. In the GPS-challenging/GPS-fault
scenario, radio-frequency (RF) infrastructure based localization schemes can be a fallback
solution for a robust navigation.
For the indoor/outdoor transition scenario, we propose the multi-modal localization
sensor fusion scheme, ubiquitous tracking using motion and location sensor (UTMLS),
which integrates different localization schemes with the consumer grade motion sensor.
A hypothesis test scheme is proposed to evaluate the absolute position estimates with the
analytical error models. Though the inertial sensors based dead reckoning is accurate in
short period of time but will accumulate drift error over time. Thus, the supplementary
absolute position estimation that is based on the wireless RF signal coming from, e.g., WiFi
access point or beacon nodes, is necessary.
2Besides, as the fallback approach for the GPS-denied or GPS-fault scenario, the ideal
solution would use the existing communication systems and rely on an existing standard,
for example, the cellular network, wireless local area network (WLAN), wireless sensor
network (WSN). Furthermore, minimum modification to the existing device hardware and
software is preferred. Therefore, power-based positioning is considered in this dissertation.
Comparing to the time-of-arrival (ToA), time-difference-of-arrival (TDoA), or angle-of-
arrival (AoA) based schemes, it is cost-effective.
However, traditional power-based positioning methods suffer from low accuracy
and are vulnerable to environmental fading. Also, the theoretical accuracy limits are not
well understood. Hence, our work focuses on developing LoS-based positioning scheme
and, further, an antenna-radiation-pattern-aware power-based (ARPAP) positioning system
to address the issues of multipath fading, nonlinearity, and antenna directivity injected
localization error. In addition, corresponding error models are developed. These can be
used to develop hypothesis test for the multi-modal sensor fusion algorithm.
1.1. CHALLENGES
The main challenge in RSS based positioning suffers from low accuracy due to the
presence of multipath fading. In the multipath fading environment, the received signal
consists of a direct LoS component superimposed with several copies of the signal from
different NLoS paths. Besides, due to different lengths of NLoS paths, the signal transmitted
at a particular time instance arrives at the receiver over a spread of time. This will result in
intersymbol interference (ISI) in wireless communication system. Thus, the environment
dependent NLoS signal component injects temporal and spatial variation to the total power
measurement, and subsequently to the range and location estimation.
Widely accepted model of the signal amplitude received at mobile equipment (ME)
over a local area is a composite distribution consisting of a fast fading (Rayleigh) and a
slow fading (lognormal) [4, 5, 6]. The local average power (slow fading) is acquired by
3smoothing out the fast fading [4, 7, 8, 5, 9, 6]. The RSSI is the local average power and is
indicated in dBm unit [10]. The smoothing operation renders the lognormal property of the
local average power.
The conventional model of the power (lognormal) is not able to distinguish the
NLoS component in the fading signal. The received signal is the original signal sent from
transmitter after path-loss (LoS component) superimposed with several different copies of
itself (NLoS component) from different paths (/directions) due to reflection, diffraction,
and scattering. The magnitude of NLoS component in the fading signal depends on
the environment. The local average power converges to Normal distribution under the
Central Limit Theorem (CLT). Thus, the RSSI (local average power) in the conventional
method has a lognormal distribution. The power of code/symbols will raise the mean level
proportionally. The average value of the received signal power contains an NLoS signal
portion. It introduces bias to the range estimation. Both the RSSI-based range and position
estimations have already been explored by Dr. Zanella and Bardella [8] and Dr. Li [9]. But
NLoS effect has not been modeled.
Furthermore, the unrealistic assumption of the isotropic radiation pattern in conven-
tional power-based localization schemes results in large localization error. The positioning
algorithms [11, 12, 13, 14] are simplified to finding the intersection of several circular
power contours whose radius are determined by range estimation. This allows reducing the
computational complexity. Error model and the theoretical limit of ranging and range-based
positioning in fading channel can be found in [15, 16]. However, in realistic RF system,
some antennas are made directional to enhance the performance in terms of energy effi-
ciency, security, and communication quality. For example, the sector antenna deployed in
the cellular network. And some antennas are made omnidirectional to optimize the signal
reception, for example, the antenna mounted on mobile phones and laptops. Antenna radi-
ation pattern depends on antenna geometry configuration (shape and dimension), dielectric
4material, combination (antenna array), and signal wavelength. Thus, the over-relaxed as-
sumption of the isotropic antenna in conventional multilateration methods results in large
positioning error.
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Figure 1.1. Dissertation Organization
This dissertation consists of five papers. The relationship to one another is illustrated
in Fig. 1.1.
In the first paper, we develop a multi-modal localization sensor fusion algorithm
based on the proposed hypothesis test and drift reduction methods. In general, it can be
extended to any location sensing modality. However, it requires a model of localization
error. It is easily obtained from GPS. However, in the case of cost-effective power-based
localization schemes, such models and accuracy are not sufficient. Consequently, paper
2-5 focus on improving power-based localization and deriving error models. In the sec-
ond paper, we propose Line-of-sight (LoS) based range estimation in the fading channel,
corresponding theoretical analysis and error model are derived. The third paper introduces
5LoS based positioning which addresses the fading caused localization error. The fourth
paper addresses the antenna directivity introduced localization error. An antenna radiation
pattern aware power based positioning system (ARPAP) is proposed. Theoretical limit
analysis and numerical validation are provided. In the fifth paper, we introduce maximum
likelihood based ARPAP positioning method and propose a power contour circle fitting
(PCCF) algorithm for initial position guess.
Paper I focuses on multi-modal localization sensor fusion. A ubiquitous tracking
using motion and location sensor (UTMLS) scheme is proposed. Inside the UTMLS,
a hypothesis test based absolution positioning fault detection method is proposed. An
accurate non-GPS tracking method that makes use of consumer-grade inertial sensors is
developed. The performance of the system is evaluated on an Android smartphone platform.
Paper II looks into the multipath fading effect on range estimation in RF power
based localization system. We propose LoS-based range estimation. Conventional received
signal strength indicator (RSSI) provides measurements of the total power [10] present in
a received signal. It contains the power of transmitted payload (codes/symbols), fading
channel which includes LoS, Non-Line-of-Sight (NLoS) signal component, and noise.
Among all these component, only the LoS power is a univariate function of the radial
distance (range). The proposed LoS-based ranging scheme reduces the distance estimation
error by distinguishing LoS and NLoS components in the fading signal. Corresponding bias
and Cramer-Rao Lower Bound (CRB [17, 18]) of the proposed range estimator is derived.
Paper III deals with the multipath fading effect on power-based position estimation.
Bias and CRB analysis for the proposed LoS- and conventional RSS-based positioning
methods are derived. In contrast to the conventional lognormal based analysis, the derived
error models take into account the environmental multipath fading effect. The proposed
LoS-based scheme improves positioning accuracy by eliminating the effect of non-range
dependent portion of powers from received signal.
6Paper IV addresses the localization error introduced by antenna directivity. An
ARPAP positioning system is proposed. It optimizes the position estimation by finding
the intersection of several non-circular power contours, based on Taylor series expansion.
Simulation results show that the proposed method suppressed the antenna directivity effect
on localization error, and reduced the positioning error due to the power measurement noise.
The proposed scheme is instantiated for the cellular network. The derived error models are
validated by simulation result.
Paper V introduces a maximum likelihood (ML)-based ARPAP positioning system.
Numerical results show that the ML ARPAP is accurate and is robust to environmental
fading disturbance. Moreover, due to the nonlinear nature of the ARPAP system model,
an initial position guess is required for accurate ARPAP positioning. Existing solutions
are based on either projection onto convex (POC), semidefinite programming (SDP), or
approximate maximum likelihood (AML); and assume circular power contours (second
order polynomial). However, the antenna directivity employed ARPAP path-loss model is
highly nonlinear which renders difficulty of using these existing solutions. Therefore, a
PCCF algorithm is proposed to find the initial position guess for ARPAP positioning.
1.3. CONTRIBUTIONS
This dissertation provides contributions to the field of wireless device localization
using signal strength measurements.
Paper I introduces the development of a proposed UTMLS tracking system. The
algorithm is implemented on a smartphone platform. And the performance is evaluated by
experiment. The conducted experiments show that the UTMLS system efficiently reduces
the drift in the consumer-grade inertial sensor-based dead reckoning, and effectively detects
the GPS-fault while maintaining an acceptable accuracy.
7Paper II introduces a new, LoS-based ranging, which suppresses multipath fading
effect on the range estimation. The derived LoS- and RSS-based ranging error models bring
a new insight into how the multipath propagation affects range estimation. They enable the
elimination of the bias and variance introduced by fading signal from the range estimation.
Paper III introduces LoS based positioning. The position estimation accuracy is
improved comparing to the conventional RSS based methods. The derived error model is
capable of predicting LoS- and RSS-based positioning error, which is not present in exist
literature. Also these error models can aid in assessing expected performance and planning
the deployment of reference points.
Paper IV proposes the novel ARPAP positioning method to address the antenna
radiation pattern injected localization error. The method is instantiated for the cellular
network. Analytic performance guarantees are included. In addition, simulation results
show that the proposed scheme is accurate and robust to power measurements error.
Paper V presents a novel maximum likelihood based ARPAP positioning algorithm.
Simulation results proved its accuracy. Moreover, a new power contour circle fitting (PCCF)
algorithm is developed for finding the initial position guess for accurate ARPAP positioning.
Furthermore, LoS ML ARPAP is shown to be robust to fading disturbance.
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ABSTRACT
In this paper, a cost efficient fusion scheme, Ubiquitous Tracking with Motion and
Location Sensor (UTMLS), is proposed for the accurate localization and tracking in mixed
GPS-friendly, GPS-challenging, and GPS-denied scenario. The proposed drift-reduction
method in UTMLS addresses the cumulating error issue in the indoor tracking with the
consumer grade motion sensor. The proposed hypothesis test method in UTMLS improves
the tracking sensor fusion precision by detecting distorted GPS reports and intelligently
switching between GPS and inertial sensor based schemes. The proposed scheme is in-
stantiated and implemented on an Android smartphone platform. Experiments have been
conducted to evaluate and validate the accuracy. Experimental results show that 1) the
proposed drift-reduction method effectively suppresses the non-GPS tracking error accu-
mulation due to the integration of acceleration noise with time 2) UTMLS realizes robust
indoor/outdoor seamless tracking, preventing GPS fault estimates introduced tracking error
in the conventional Kalman filtering process.
9Keywords: Localization; GPS; IMU; Kalman Filter; Android; Smartphone; Sensors.
1. INTRODUCTION
Location-based services (LBS) has become a key part of smart systems, including
healthcare, autonomous vehicle, security, building automation, robotics, etc. Accurate
localization and tracking of a mobile unit are the essential for context awareness of the ap-
plications. The global navigation satellite systems (GNSS), e.g. GPS, has long been used in
mobile unit localization. In the outdoor, unobstructed environment, it provides acceptable
accuracy. However, its accuracy can degrade in many situations, for example, when build-
ings overshadow some satellite in line-of-sight (LoS) or cause reflection (multipath fading
effect), or when there is interference from a nearby device. Such a scenario with increased
localization error is considered a GPS-challenging environement[1, 2, 3]. Moreover, since
the satellite signal can be easily blocked by the buildings and ground, it is not suitable for
the indoor localization which is also known as the GPS-denied environment.
Extensive research on fusion algorithms exploiting the complementary error char-
acteristics of GPS and inertial measurement unit (IMU) have been performed for several
decades [4, 5, 6, 7, 8, 9]. However, the accurate tracking with seamless transition between
GPS-friendly andGPS-challenging/fault/denied environment remains an unsolved problem.
Moreover, the accuracy of an indoor (non-GPS) tracking with the low-cost motion sensor
is still insufficient. Though existing step/stripe recognition and estimation methods had
some success in tracking human walking, it is still challenging for robotic and wheelchair
applications.
As indicated in our experimental results in Section 4.2, in the indoor and outdoor
combined tracking scenario, GPS may provide erroneous position reports. This leads to
undesired tracking errors. As the tracked object approaches the building, the building
obstructs the signals from some satellites. Hence, the line-of-sight signals are blocked.
The non-line-of-sight (NLoS) signals reflected from the surroundings distort GPS signal
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Figure 1. Motivation
lock, thus inject noises in GPS pseudo-range estimation. Hence, the GPS location reports
are inaccurate. When the object is entering the building, LoS signals become completely
blocked, while the NLoS signals may travel through the build via reflection. As the GPS
receiver makes use of these fading signals, large localization errors may occur, which is
considered as GPS fault.
Let us consider a smart robotic package delivery application as shown in Fig. 1.
Suppose that the autonomous robots are assigned to deliver packages door to door. Tracking
and navigating the robots from warehouse to the customer building’s front door have been
well addressed by existing solutions (e.g. GPS). However, when the robots approach the
building, the GPS location reports may become erroneous/distorted rather than become
entirely absent. Without extra sensors (e.g., camera, sonar, lidar), it is difficult to navigate
the robot entering the building. On the other hand, tracking the robots with the low-cost
inertial sensor in the indoor/non-GPS environment is still challenging due to the accumulated
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error in displacement estimation with noise. Hence, a cost-efficient and smarter tracking
and navigation approach, that can maintain sufficient indoor tracking accuracy, evaluate
GPS reports, and smoothly switching between GPS and GPS-fault/denied navigation mode
is desired.
In this paper, we propose a cost-effective Ubiquitous Tracking with Motion and
Location Sensor (UTMLS) system which integrate the GPS and consumer grade IMU
for indoor and outdoor seamless tracking. It achieves: 1) Seamless context-switching
between indoor (GPS-challenging/denied) and outdoor (GPS-friendly) while maximizing
the accuracy 2) the reduction of drift in the dead reckoning mode when using low-cost IMU.
Moreover, the tracking accuracy is evaluated and validated by experiments with a prototype
implemented on an Android smartphone platform.
For the GPS fault and challenging scenario, the proposed UTMLS detects the GPS
fault through the proposed hypothesis test method which introduces the tracking robustness
and improves the accuracy. The multivariate hypothesis test evaluates the GPS reading.
When the reading is detected to be erroneous, the UTMLS will switch to indoor mode.
For theGPS-denied situation, existing solutions rely either on the pre-existing infras-
tructure, or human activity recognition (HAR) [10, 11, 12]. The pre-existing infrastructure
augmented methods require the knowledge of the anchor nodes (e.g., WiFi access point,
Bluetooth, ZigBee nodes, etc.) deployment in the building, which is difficult to obtain for
security consideration in most of the scenarios. Or, it requires the time-consuming offline
training (war-driving) phase to construct the radio map [13, 14, 15]. In contrast, in our
proposed UTMLS system, infrastructure information or radio map are not required, which
broadens applications and makes it more feasible for most indoor tracking scenarios.
The HAR based methods require step recognition and stride length estimation for
dead reckoning. However, in the smart applications, the tracking object may be the package-
delivering robots, or wheelchair, where human activities are absent in these scenarios.
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The proposed UTMLS makes use of only the consumer grade IMU and estimates the
displacement of the object in the heading direction. A high-pass filter is introduced in the
UTMLS speed estimation to conquer the drift.
The proposed system is instantiated and evaluated on an Android phone. As an ideal
platform for the low-cost smart LBS, the smartphone has becomemore andmore popular[16]
. The essential GPS receiver, motion sensor(accelerometer, gyroscope), and magnetometer
have already been the standard modules equipped in the mainstream smartphone. In this
paper, we introduced the prototype implementation and software design of the system.
2. METHODOLOGY
In this section, the methodology used for indoor and outdoor seamless tracking in












2.1. Overview. Fig. 2 depicts the overall systemic strategy of sensor fusion and
indoor/outdoor tracking-mode switching in the proposed UTMLS. GPS estimation of the
absolute position is fed into the system. At the same time, IMU readings are fed into the
indoor tracking algorithm, to calculate the non-GPS based localization information. In the
next step, theHypothesis-test Context-switcher, which uses kinetic model and Kalman filter,
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evaluates the data set. When the accuracy of GPS reports is acceptable, the system performs
Kalman filtering in outdoor mode. In case that GPS fault (i.e. distorted GPS positioning)
is detected, the system will switch to indoor mode. In the indoor mode, with the proposed
drift-reduction method, accurate tracking (evaluated in Section 4) with the low-cost IMU is
achieved.
In the following subsections, the dynamic systemmodel andKalman filter are briefly
introduced in Section 2.2. Next, the proposed hypothesis testmethod is introduced in Section
2.3. Then, the indoor-mode tracking including the orientation and linear acceleration
estimation, and velocity drift reduction is presented in Section 2.4.
2.2. Kinetic Model and Kalman Filter. For completeness, the dynamic model
and Kalman filter update law are briefly introduced here. The state space continues time
representation of the kinetics can be described as [17],
Ûx = Ax + B(u + σ˜)
y = Cx + v.
(1)
where A is the state transition matrix, B is the control input matrix, C is the measurement
matrix. u represents the control input which contains noise σ˜. y is the measurement model
with v representing the noise. x is the states in the system, and Ûx the derivative of it.
The kinetic model with the linear acceleration as the dynamic control input is given
in Appendix 6.1.
By discretization,
xk+1 = Fxk + Guk + σk . (2)
yk = Cxk + vk . (3)




−AτdτB. σk and vk are the noise in the state and observation, respectively.
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Providing the state estimation xk−1, we can predict the state at k, x−k , via (2). Thus,


























P+k = (I − KkCk)P−k (I − KkCk)T + KkΣkKTk .
(5)
2.3. Multivariate Hypothesis Test based GPS Fault Detection. In this section,
Preposition 1 shows how we use covariance matrix to evaluate the accuracy of GPS location
reports so as to decide whether its accuracy is sufficient or there is GPS fault. And in 2.3-2,
we show how to obtain the observation covariance matrix from the dynamic.
1) The Multivariate Hypothesis Test:
Let Σ be the covariance matrix of the GPS observation y = [y1, y2]T . Assume that
the noise of the GPS observation on the coordinate elements, i.e., y1, y2, is independent.
Given the ideal performance of the GPS receiver, i.e., the covariance matrix Σ0, in the open
outdoor environment. To detect the GPS-challenging context is equivalent to compare the
generalized variance |Σ | with |Σ0 |.




|Σ0 | − 1
)
is asymptotically distributted as Nor-
mal,N(0, 2p). Where N is the number of sample, p × p is the dimension of the covariance
matrix.
Preposition 1 provides the criterion for the hypothesis test.
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|Σ0 | − 1
)
. (6)
The reject region (RR), H1: |Σ | > |Σ0 |, given the significant level α:
RR = {|Σ | : Z(|Σ |) ≥ −Z1−α}. (7)
Remark 1 gives the power of the test. The power of a hypothesis test is the probability
that the test correctly rejects H0 when H1 is true. A type II error occurs when H0 is false,
but erroneously accepted. [20] Thus, the power of a test is found by calculate the probability
of not committing a type II error. [21]
Remark 1. The power of the test |Σ | ≤ |Σ0 | is,
















whereφ(·) is the cumulative distribution function (CDF) of the standard normal distribution.
Proof. The type II error,
β (σ) = P ( f ail to re ject H0 |H1 is true )







































Thus, the power of the test is pi (σ) = 1 − β (σ), which is (8).
2) The Covariance Matrix in Observation:
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The covariance matrix, Σ, can be obtained from innovation vector,
ik = yk − y−k . (9)
where y−k = Ck x
−








[(xk − x−k )(xk − x−k )T ] CTk + Σk .
The maximum likelihood estimator of the measurement noise is [22],
Σk = Vk − CkP−k CTk . (10)
whereVk = 1N
∑k
j= j0 i j i
T
j . And, N is the size of themoving estimationwindow, j0 = k − N + 1.
2.4. Proposed Non-GPS Tracking Scheme. In the indoor mode, the non-GPS
tracking of the mobile object is calculated based on the orientation estimation and drift-
reduced velocity. The proposed drift-reduction methodmakes accurate indoor tracking with
consumer grade IMU possible.
In this section, a gradient descent algorithm is first introduced for calculating the
orientation quaternion in 2.4 1). Next, based on the orientation estimation, linear accelera-
tion in the earth inertial frame is found in 2.4 2). Then, in 2.4 3), a drift-reduction method
for the velocity estimation is presented.
1) Orientation:
The orientation of a mobile unit is the angle of the mobile body frame relative to the
earth inertial frame. To determine the orientation, we integrate the gravity, angular velocity,
and magnetic field measurements. They are measured by the accelerator, gyroscope, and
magnetometer inside the smartphone IMU, respectively.
Let SEq be the quaternion that describes the orientation of the earth inertial frame
relative to the sensor body frame.
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The gyroscope measured angular velocity can be written in quaternion form as,
Sω =
[
0, ωx, ωy, ωz
]
. (11)














where ⊗ represents the quaternion multiplication [23]. SE qˆest,k−1 is the orientation quater-
nion estimation at k − 1 epoch. And, ˆ(·) represents the normalized quantity, i.e., ‖ ˆ(·)‖ == 1.
Let S s and Sm represents the acceleration and magnetic field measurement, respec-
tively. And, the normalized reference gravity is E gˆ = [0, 0, 0, 1], the earth magnetic field
reference is E bˆ = [0, bx, 0, bz]. The orientation is the quaternion that minimize the function,




∗ ⊗ E gˆ ⊗ SE qˆ − S sˆ
S
E qˆ
∗ ⊗ E bˆ ⊗ SE qˆ − S mˆ
 (13)
where (·)∗ represents quaternion conjugate [23].




E qˆk−1 − µk
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‖O f ‖ . (14)







Thus, the orientation estimation is obtained by weighting the quaternion calculation














The accelerometor readings are the measurements of the force along the coordinates
of the sensor body frame. In ground mobile tracking application, due to the earth gravity,
accelerometer reading will be nonzero even the sensor is static. The linear acceleration
represents the force (without gravity) relative to the earth inertial frame, which can be
estimated as,
u = SE q
S s SE q
∗ − g. (16)
where S s is the accelerometor reading, SE q is the orientation estimated from (15), and
g = [0, 0, 0, g]T (g = 9.807m/s2).
Let SE q = [q1, q2, q3, q4], the heading (the azimuth angle of the orientation) is,
ψ = atan2(2q3q4 − 2q1q2, 2q21 + 2q24 − 1). (17)
Thus, the acceleration in the heading direction can be found by the dot production of u and
heading unit vector hˆ = [sin(ψ), cos(ψ), 0]T ,
a = u · hˆ. (18)
3) Drift Reduction:
As indicated by the kinetic model with linear acceleration input (Appendix 6.1), to
calculate the displacement, acceleration measurement needs to be integrated first to obtain
the velocity. Then, the velocity has to be integrated for the second time. Therefore, the


























Figure 3. Sensor Data Processing Diagram
In the indoor mobile unit tracking, considering the limited space, we assume that
the mobile object tends to stop, and there is no strict-constant-speed in the movement.
Therefore, in our proposed UTMLS, the drift in the calculated velocity is eliminated by a
high-pass filter (the "Drift Reduction" box in fig. 3).
Fig.3 illustrates the sensor data processing procedure in our system. The accelerome-
ter, gyroscope, (in rigid body frame) and magnetometer measured signals are first processed
by quaternion based gradient descent algorithm to produce the orientation (in the earth iner-
tial frame). Next, as shown in the "Drift Reduction" box in fig. 3, the velocity is calculated
by integrating the low-pass filtered linear acceleration, and a high-pass filter for eliminating
the drift. Then, with the speed and orientation, the mobile unit dead-reckoning (non-GPS
tracking) is achieved. The "Hypothesis Test & Fusion" block represents the proposed hy-
pothesis test method for evaluating the GPS accuracy. It determines whether or not that the
GPS readings should be integrated with non-GPS tracking.
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3. PROTOTYPE IMPLEMENTATION
The proposed algorithm is implemented on the Samsung Galaxy S®6 Android
phone. The onboard IMU motion sensors (including the acceleration sensor, gyroscope,
and geomagnetic field sensor) are accessed through Android SensorManager. The GPS
latitude/longitude is periodically obtained through Android LocationManager. In our exper-
iments, motion sensor readings are refreshed every ∆t = 6 milliseconds, latitude/longitude
is updated once per second. The proposed scheme including the quaternion gradient de-
scent algorithm, kalman filter, low-pass and high-pass filters are developed and evaluated
by using the MathWorks® Matlab. Next, the Matlab code is converted into C/C++ code
through MATLAB Coder. Then, the algorithm API library is built by using the Android
ndk-build (native development kit) tool. Finally, C/C++ APIs are wrapped by Java Native
Interface (JNI) so that they can be used in Java environment.
The software structure is illustrated in Fig. 4. The sensoring services, including
the low-pass and high-pass filtering, are implemented as one Android Handler runnable
object. And, the non-GPS tracking, hypothesis-test, Kalman filtering process are realized
as a standalone Handler service. Besides, file I/O service is a standalone Handler thread.
 Graphic UI
 Map Library


















Figure 4. Software Diagram
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UDP service (for uploading data to PC Matlab evaluation program) is realized by using
the Android AsyncTask. Handler threads exchange information with MainActivity through
Android MessageQueue.
4. EXPERIMENTAL RESULTS
In the Samsung Galaxy S®6, a 6-axis MotionTracking device, InvenSense® MPU-
6500TM, provides a 0.3mg noising accelerometer and a ±5◦/s zero-rate-output 0.1◦/s noising
gyroscope [25, 26].
For the evaluation of the proposed system, two experiments are conducted. First, an
indoor experiment is first implemented to evaluate the non-GPS tracking accuracy. In the
second experiment, an experimental path is chosen to traverse the building. The tracking
error of the proposed hypothesis test based fusion method is compared with conventional
Kalman filtering result.
The actual/reference path that the experimenter followed is shown in Appendix
6.2 Fig.9, Fig.10. The indoor experiment is conducted on the 3rd floor of engineering
research building (ERL), Missouri University of Science & Technology. While, for the
indoor-outdoor complex scenario, the experiment is implemented on the 1st floor inside,
and sidewalk outside (near) the ERL building.
4.1. Non-GPS Tracking. In our indoor tracking experiment, twenty trials are con-
ducted. At the same time, the tracking results by using the conventional non-drift-reduction
method are recorded for comparison.
In Fig. 5, the tracking errors with and without the proposed drift reduction are
compared. The x-axis of the figure represents the index of evaluation positions shown in
Fig.9 (Appendix 6.2). For the purpose of comparison, tracking errors along the evaluation
positions are fitted with second-order polynomial by using the linear regression. From
Fig.5 we found that without drift reduction, the tracking error increases along with the
moving distance (/time). In contrast, the error is maintained at a constant level when drift
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reduction is applied. Therefore, the proposed drift reduction method effectively suppressed
the accumulated error in the tracking.
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Figure 5. Indoor Tracking Error Comparison







err. std. dev. err. std. dev.
1 0.930 0.402 1.132 0.618 18%
2 1.277 1.079 5.120 1.796 75%
3 1.544 0.653 10.022 2.983 85%
4 1.339 0.809 15.728 3.850 91%
5 1.236 0.799 20.29 4.257 94%
6 1.366 0.903 35.434 6.257 96%
7 1.107 0.542 40.64 7.715 97%
a Position Index (Appendix 6.2 Fig.9)
b Drift Reduction
c Without Drift Reduction
d Improvement of D.R. over w/o D.R.
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The tracking errors and error standard deviations at each evaluating position are
shown in Table 1. On average, the error of the drift-reduction based tracking is 1.027 m.
(Tracking results of the twenty trials are shown in Fig. 6 for reference.) While, without
the proposed drift reduction, the averaged tracking error is accumulated with acceleration
noise.
The proposed non-GPS tracking method effectively reduced the drift in the velocity
estimation, hence the overall tracking accuracy is improved.
Figure 6. Proposed Non-GPS Tracking Results
4.2. UTMLS. The tracking error of the proposedUTMLSand conventionalKalman
filtering results are compared in Fig.7. The tracking "Error Trend" in the figure are the
linear regression result of fitting the error data with the second-order polynomial. The "Er-
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Figure 7. Tracking Error Comparison between
UTMLS and Kalman Filtering
ror Trend" of the Kalman filtering based tracking shows an error divergence along with the
evaluation positions (distance), whereas the UTMLS based one prevents the error deviation.
This can be interpreted by Fig.8 which is one field trial instance in our experiment. As the
tracked object is traveling into the building, since the GPS receiver makes use of the fading
signal estimating the pseudo-range, erroneous position reports are provided. Therefore, in
Fig.8, the "GPS Trace" diverges from the actual moving trajectory and "GPS error" gets
large. Hence, the conventional Kalman filtering result is distorted by this GPS fault.
Table 2 shows the tracking error of the proposed UTMLS and Kalman Filtering
results. In the table, the UTMLS has less error comparing to the conventional Kalman
filtering result at each evaluating position (Appendix 6.2 Fig.10). This is due to the fact
that, when the tracked object enters the building, the UTMLS effectively detects the GPS
fault and switches the tracking mode. The erroneous GPS reports are prevented in the
sensor fusion algorithm.
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err. std. dev. err. std. dev.
1 1.1582 0.81751 2.799 1.3034 59%
2 1.3558 0.8102 5.761 2.2013 76%
3 0.93447 0.35703 11.88 2.2081 92%
4 1.0309 0.63664 18.02 4.0904 94%
5 0.88671 0.59365 20.73 5.8701 96%
a Position Index (Appendix 6.2 Fig.10)





x = 490.9424 ;y= 429.945
Figure 8. Comparison of UTMLS, Kalman Filtering, and GPS Fixed &Accuracy
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5. CONCLUSION AND FUTUREWORKS
The proposedUTMLS system is successfully evaluated and validated by experiments
with the prototype implementation. It achieves accurate mobile object tracking and smooth
transitions in mixed GPS-friendly, GPS-challenging, and GPS-denied scenario. In Non-
GPS indoor tracking mode, experimental results show that the proposed drift-reduction
method effectively suppressed the accumulated error in consumer grade IMU and achieved
overall 1m error accuracy. The proposed hypothesis test method effectively detected the
GPS fault and triggered indoor/outdoor tracking mode switching. Overall, the UTMLS
system maintains 1 m accuracy throughout the entire indoor-outdoor field trial, which is
92% more accurate than conventional Kalman filtering.
The future work should include developing a smarter context-aware fusion of the
different location information. For example, to detect and correct when the matelic object
is skewing the compass reading.
6. APPENDIX
6.1. KineticModel (LinearAcceleration Input). Let the state of the kineticmodel
encapsulate the displacement and velocity along the north east coordinates in the earth
inertial frame,
x = [x1, v1, x2, v2]T . (19)
where [x1, x2] represents the displacements of themobile unit along north and east directions,
and [v1, v2] is the speeds. And, the linear acceleration as the control input, i.e., u = [a1, a2]T .
27
The dynamic model matrices are,
A =

0 1 0 0
0 0 0 0
0 0 0 1












1 ∆t 0 0
0 1 0 0
0 0 1 ∆t















6.2. Moving Path in the Experiments. Fig. 9 and Fig. 10 show the paths along
which the experiments are conducted.






Figure 9. Indoor Moving Path
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Figure 10. Outdoor Moving Path
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Figure 11. Without Drift Reduction
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Figure 12. Kalman Filtering Results
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ABSTRACT
In this paper, bias and Cramer Rao Bound (CRB) analyses for both proposed line-of-
sight (LoS) based and conventional received signal strength (RSS) based ranging methods
are provided. A minimum bias of LoS-based ranging is derived, which is based on the
asymptotic variance (AsV) of the estimator. Mean square error lower bound (MSEB),
which is the summation of CRB and the square of minimum bias, is employed to compare
with existing RSS-based methods. The existing RSS-based ranging methods are catego-
rized, corresponding biases are analyzed. The multipath fading effect to the final range
estimation has been model into the MSEB. The proposed LoS-based ranging method min-
imizes the effect of NLoS component (i.e. the multipath fading) in the received signal.
The derived model was validated by simulation. Both the analytic model and simulation
results show that the performance of the proposed LoS method is superior to that of the
conventional RSS-based methods.
Keywords: Cramer-Rao Bound (CRB); Fading Channel; Line of Sight (LoS); Localization;
Received Signal Strength (RSS); Ranging.
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1. INTRODUCTION
Autonomous vehicles need reliable localization and navigation solution. Global
navigation satellite systems (GNSS), as the most widely-used positioning technology, can
provide accurate position estimation. However, it is limited by several conditions, such
as the number of visible satellites, their relative position, their radio electric coverage [1].
Besides, it is also constrained by interference, and subjects to malicious jamming and
spoofing. Therefore, a secondary solution is desired. The ideal one would be using the
communication system. To avoid complexity and prevent dedicated hardware investment
and costly process like TOA (time of arrival), TDOA (difference-of-arrival), and AoA
(angle-of-arrival), it should rely on an existing standard, e.g. cellular network, and require
little modification to the existing devices. Received signal strength indicator (RSSI), for
example, is readily available in any RF devices. However, traditional RSSI based ranging
methods suffer from low accuracy due to the fading. Moreover, a complete understanding of
the accuracy limit of RSS-based ranging is missing. Hence, our work focuses on developing
LoS-power-based ranging scheme, and deriving new theoretical limits for both LoS- and
RSS-based methods.
The proposed LoS-based ranging scheme reduces the distance estimation error by
distinguish LoS and NLoS components in the fading signal, while maintaining benefit of
low hardware overhead over ToA, TDoA, and AoA. This method is suitable for channel
with Ricean fading.
In this paper, the bias and Cramer-Rao Lower Bound (CRB [2, 3]) of the proposed
range estimator is derived. For the purpose of comparison, the theoretical limit of conven-
tional RSS based range estimation is also derived. To the best of the authors’ knowledge, it
is the first time that multipath fading effect is modeled into the RSS- and LoS-based range
estimation error model. The analytical proof and simulation result show that the proposed
LoS-ranging is able to suppress the multipath fading effect on the range estimation.
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For the convenience of comparison, the existing RSS-based range estimators are
classified into MeanPower, MeanDist, and MeanStrength in Section IV. The bias and CRB
of these estimators are derived.
Assuming the presence of LoS signal component, our analyses (Bias and CRB
modeling) are based on Ricean distribution of a fading channel. A complete analysis of
range estimation for both strong signal (for example, greater than 0dBm (10−3Watts)) and
weak signal (e.g. less than 0dBm (10−3Watts)) conditions has been established. Validated
by simulation results, the similarity (Pearson Correlation Coefficient [4]) between ourmodel
and simulation results is above 90%. This paper also provides a performance comparison
between RSS-based and LoS-based range estimation in the mean square error (MSE) sense.
Analytical model and simulation results show that the LoS-based ranging is more accurate
than RSS-based methods.
Existing works that benefit from LoS/NLoS estimation are mostly developed for
ToA-based, e.g. [5, 6, 7, 8], or hybrid-based system (ToA/AoA/AoD) [9, 10]. To the
best of the authors’ knowledge, LoS signal power based ranging method is formulated and
theoretically analyzed for the first time.
2. MOTIVATION
Received signal strength indicator provides measurements of the total power [11]
present in a received signal. It is commonly used as an input to localization schemes [12, 13]
(i.e., fingerprinting [14, 15, 16, 17], and path-loss [18]).
Widely accepted model of the signal amplitude received at mobile equipment (ME)
over a local area is a composite distribution consisting of a fast fading (Rayleigh) and a
slow fading (lognormal) [12, 19, 20]. The local average power (slow fading) is acquired by
smoothing out the fast fading [12, 13, 21, 19, 22, 20]. The RSSI is the local average power
and is indicated in dBm unit [11]. The smoothing operation renders the lognormal property
of the local averaging power.
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The conventional local average model (lognrmal) is not able to distinguish the
NLoS component in the fading signal. The received signal is the original signal sent from
transmitter after path-loss (LoS component) superimposed with several different copies of
itself (NLoS component) from different paths (/directions) due to reflection, diffraction,
and scattering. Hence, the magnitude of NLoS component in the fading signal depends
on the environment. The local averaging of power converges to Normal distribution under
the Central Limit Theorem (CLT). Thus, the RSSI (local averaging power) in conventional
method has a lognormal distribution (seeAppendix 9). The power of code/symbolswill raise
the mean level proportionally. As shown in Appendix 9, the average value of the received
signal power contains an NLoS signal portion that is dependent on the environment. And
this portion of the signal introduces bias to the range estimation. Both the RSSI-based range
and position estimations have already been explored by Dr. Zanella and Bardella [21] and
Dr. Li [22]. But NLoS effect has not been modeled.
The proposed LoS- and RSS-based ranging error models bring insight into how the
multipath propagation affects range estimation, and enable elimination of bias and variance
introduced by fading signal from the range estimation.
RSSI contains the power of transmitted payload (codes/symbols), fading channel
which includes Line-of-Sight (LoS) and Non-Line-of-Sight (NLoS), and noise. Among all
these factors, only the LoS power is a univariate function of the radial distance (range).
Multi-path fading (NLoS components in the fading signal) is a time varying function of both
range and environment. Hence, it introduces error to RSSI based ranging and localization.
The fading signal power can be modeled as,
PRSS = PLoS(d) + PNLoS (d, e ([x, y], t)) + nm. (1)
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in which, the LoS power PLoS(d) is a univariate function of the range from the receiver
to the transmitter; the NLoS power, PNLoS(·), is a time varying function of both the range
distance and environment, e(·). The environmental effect, e(·), is a multivariate function
of, but not limited to, geographical location of the mobile equipment ([x, y]T ) and time (t).
nm is the measurement noise which can be assume to be zero mean, white, and additive.
Generally, an empiric path-loss model based on Friis transmission equation [23] can
be defined as,
Pr = (κ/d)n. (2)
where κ is a constant factor that depend on the antenna efficiency, gain, carrier signal
wavelength, and transmission power. Pr is the received power. d is the range distance in
meters, and n is a power factor. In free-space, n is equal to 2. In either urban or some
suburban areas, n can be between 3 and 6. The distance is estimated from signal power
measurement as,
d = f(θ) = κ θ−a. (3)
where a = 1/n. θ is a measured signal power. In ideal channel, θ is an estimator of the total
power of received signal including LoS and NLoS components (Ωˆ). In proposed method,
we estimate the LoS component (vˆ) from channel measurement.
Conventional RSS measurement based empirical path-loss model has to overcome
the multipath-fading by tuning parameters κ and a in (3)[18]. Time and effort consuming
data-driven tuning of the parameters need to be carried out periodically to accommodate
for the possible changes in the environment. Moreover, it averages time variation in fading
thus reducing maximum accuracy.
In contrast, the LoS power varies monotonically with distance. It is consistent with
path-loss model and is not affected by environmental conditions. Hence, more accurate
ranging is possible with LoS-based method than RSS.
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The remainder of this paper is organized as follows. In Section III, we discuss
related works and effect of NLoS on the range estimation. Also, the RSS and LoS-based
approaches are contrasted. In Section IV, the proposed scheme is introduced. In Section
V, the bias and CRB of the proposed LoS-based ranging is analytically derived. In Section
VI, conventional RSS-based ranging methods are classified. And bias and CRB based on
Ricean distribution are derived. The performance comparison and simulation validations
are given in Section VII. The paper is concluded in Section VIII.
3. RELATEDWORKS
In this section, AoA, ToA, TDoAmethods are introduced and comparedwith receive
signal strength (RSS)-based technique. The effect of multipath fading on the range and
localization accuracy is discussed. Performance of RSS-based methods in previous works
is summarized and compared with our work.
The AoA method has been thoroughly investigated. High-resolution approaches,
including MUSIC [24, 25] and ESPRIT [26] algorithms, can be applied to obtain AoA
estimates. A directional antenna array with a minimum distance between elements is
required. Various evaluations [24, 27] have revealed that the accuracy is proportional to the
number of elements in both MUSIC and ESPRIT. Another popular localization method is
based on ToA measurement. High localization accuracy requires a precise synchronization
between transmitter (Tx) and receiver (Rx). This technique is commonly used in cellular
networks because tight synchronization is ensured among base stations (BSs), for example,
the CDMA standard [28]. In comparison, the time difference of arrival (TDoA) method
relaxes the time synchronization requirement for mobile equipment [29, 30]. ToA employs
coarse timing acquisition and fine acquisition to ensure high accuracy in a spread-spectrum
communication system. The former is completed with either a sliding correlator or a
matched filter. The latter is achieved with a delay-locked loop (DLL) [31, 32].
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Overall, the AoA, ToA, and TDoA technologies require special hardware support.
AoA requires an antenna array for high accuracy. ToA and TDoA require accurate syn-
chronization, a correlator, and a DLL. The added cost may be prohibitive in many wireless
applications. In contrast, RSSI is available in many off-the-shelf devices. Making software
upgrade is sufficient to provide positioning services. However, the main challenge in RSS
based ranging is low accuracy due to the presence of NLoS component in the fading signal.
For the same positions, the RSS will vary due to the environmental fading. Hence, it is
difficult to obtain accurate range estimates from one RSS measurement alone.
In order to eliminate the portions of power introduced by the transmitted symbols
and NLoS component in the fading signal, we propose to decompose received signal into
the LoS and NLoS components. The LoS signal component is extracted from fading
channel, which is assumed to follow Ricean distribution random variable [33, 34, 35].
A typical mobile equipment (ME) estimates fading channel within its equalizer module
during demodulation. The fading channel estimation implemented in ME is often based on
pilots [36, 37, 38]. Such already available fading information is employed in the proposed
approach to decompose the received signal strength and estimate LoS power.
The conventional models of RF channel were not tailored specifically for ranging
and positioning applications. They were primarily established for either antenna pattern
measurements [39] or planning and designing wireless networks [40]. Their purpose is
to evaluate the signal coverage of a given terrain to ensure the communication quality
and reliability. In contrast, the estimation of environmental effect and the mapping from
signal strength to the range estimation are analyzed in this study. The range estimator’s
performance is also examined. Simulationswere conducted to validate the analytical results.
TheMSE of a point estimator of RSS-based ranging was derived in [41]. In contrast,
CRB of all possible estimators of RSS-based ranging is derived in this paper. Also, biases
of existing estimators are derived.
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In [41], based on the point estimator’s MSE, a “receiver error factor” (R-factor) was
defined. Also, a threshold value of R-factor was used to eliminate those beacons under
“NLoS-condition” [41] from positioning calculation thus improving the overall localization
accuracy. In [18], a data-driven method uses offline generated path-loss model parameters
to learn the stationary average effect of the environment on range estimation (acquiring
calibration factors). In online stage, the range error was estimated based on the measured
LoS-to-NLoS power ratio (K-ratio) and calibration factors (Radial Distance Error Indicator
(RDEI)) which were acquired in offline stage. In contrast, the proposed LoS-based raging
method eliminates the need for offline tuning. It effectively suppresses the multipath fading
effect online through decomposing LoS and NLoS components in the received signal.
Another interesting research is radio tomographic imaging (RTI) [42, 43, 44], which
was proposed by Dr. Patwari for device-free localization and tracking (DFT) [45, 46]. RTI
makes use of the motion-transceiver link impact weights linearly connect “the drop in
RSS” [47] and motion image voxel. The weights are determined by the shadow loss model
[47, 48, 49]. Dr. Patwari’s works model the shadow fading effect to the transceiver link,
which is caused by the obstacle within or near the LoS link. The resolution of the RTI system
depending on the voxel size of the area of interest, and the accuracy depends on the number
and deploying shape of the transceiver nodes [47]. In contrast, our work makes use of the
LoS link between beacon (transmitter) and the mobile device (receiver), eliminating fading
effect caused by signal reflection, scattering, and diffraction from the environment. In our
transmitter-receiver-ranging based localization system, no voxel size need to be predefined,
and it does not require a relatively large number of nodes to be present.
In this paper, radio channel ismodeled as a direct LoS (original) signal superimposed
with several copies of itself (i.e., following Ricean distribution [19, 50, 51]). The MSE
lower bound, i.e., the summation of CRB and minimum bias, is employed to compare the
performance of LoS-based and RSS-based ranging methods because it take into account
the NLoS effect on the range estimation.
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4. THE PROPOSED LOS-BASED RANGING METHOD
4.1. Overview. The proposed LoS-based range estimation includes two steps: a
LoS signal strength estimation based on fading signal and a transformation from LoS
strength to distance.
A simplified baseband system with fading is shown in block diagram Fig. 3. Pilot
symbols are inserted into the data sequence x0 prior tomodulation. After pulse shaping filter,
the composite signal is transmitted over a channel characterized by time-vary frequency
selective fading. Pilot symbols are placed in fixed position within a slot/burst. Assuming
channel length is L, Ricean fading on each tap, i.e. R = [r1, r2, ...rL], contaminates the
transmitted signal. At the receiver end, after the matched filter, the distorted signal pass
through equalizer to reverse the distortion. Finally, data sequence is restored xˆ1 after
demodulation.
The output of the baseband signal in wireless communication system, s1 in Fig. 3, is
a composition of attenuated multiplicative fading signal on transmitted signal plus additive
white Gaussian noise (AWGN). The probability density function (PDF) of the fading signal
envelope (random variable R), [rn]i (i = 1...N , N is the number of samples per tap) in Fig.
3, when LoS signal component is presenting, is Ricean[33, 34, 35], and can be expressed
as,














where Ω represents the total power of LoS and NLoS (i.e. v2 + 2σ2), and K represents
the Ricean factor (K-ratio). This factor is defined as the power ratio of LoS to NLoS
(K = v2/2σ2). The I0(·) represents the modified Bessel function of the first kind with order














Our LoS signal component is calculated based on the estimated fading channel.
Time domain and frequency domain estimation methods for single carrier time-
varying and frequency selective channel can be found in Dr. Xiao’s [37, 38]. For CDMA
system, time multiplexed pilot based methods can be found in [53, 54]. For OFDM system,
pilot arrangement [55] and pilot assisted [56] methods can be found. These works focuses
on estimating the combined effect of LoS and NLoS components for channel equalizations.
Here, we focus on the range estimation based on LoS component alone.
As shown in Fig. 3, the fading channel estimation Rˆ is provided by equalizer. The
LoS component vˆ is first decomposed from fading signal, based on estimated total power Ωˆ
and Ricean K-ratio Kˆ . Then, the LoS power is mapped to empirical path-loss model (3) to
obtain the range estimation dˆLoS.
4.2. LoS Range Estimator. In general, the LoS component estimator can be ex-
pressed as,




where, Ωˆ is the estimator of the total power of fading signal, Kˆ is the LoS-to-NLoS K-ratio.
We assume that the total power and K-ratio are estimated separately. Total power estimator








where N is the number of fading signal samples.











where ξ() is defined as correction factor [57], σ2r is the variance of Ricean fading, σ2r =
µ2 − µ21. µ1 and µ2 are the first and second moments of the samples of fading signal.
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To solve for  , rearrange (8) to get,











. The iterative solution is given by [57].
The final range is deduced from empirical path-loss model (a non-linear transfor-
mation) (3), with θ = vˆ2. Hence, dˆLoS = f (vˆ2) = κ(vˆ2)−a.
5. ANALYSIS OF PROPOSED LOS-BASED RANGE ESTIMATOR
In this section, the CRB and the bias of a LoS-based range estimation is derived.
Based on the derived fisher information matrix (FIM) of total power and K-ratio estimation
from Ricean fading signal, the CRB of the LoS-based ranging is first proved in Lemma 1.
Next, the asymptotic variance (AsV) of LoS component estimator is proved in Lemma 2,
which is the fundamental source that introducing the bias of LoS-based ranging. In Lemma
3, we provide the bias.
5.1. CRB of LoS-based Range Estimation.
Lemma 1. The CRB of the LoS-based range estimation (dˆLoS):
CRB(dˆLoS) =

(aκ)2(vˆ2)−2(a+1)CRB(vˆ2), v2 ≥ σLoS{[
J−1(Ω)]1,1 CRB ( K1+K )}a2 , v2 < σLoS . (10)
where J(Ω) is the FIM, [J(Ω)−1]1,1 is given by (14). The CRB of the LoS-to-Total Power
ratio (K/(1 + K)) is given by (16). CRB(vˆ2) is the CRB of the LoS signal power estimation
under strong signal condition, which is given by (17). σLoS = 15dBm (0.0316Watts).
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Proof. The Fisher Information Matrix (FIM, [58][59]) of the parameter vector [Ω,K]T of
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By applying matrix inverse,
[J(Ω)−1]1,1 = [J(Ω)]2,2[J(Ω)]1,1[J(Ω)]2,2 − [J(Ω)]21,2
. (14)
[J(Ω)−1]2,2 = [J(Ω)]1,1[J(Ω)]1,1[J(Ω)]2,2 − [J(Ω)]21,2
. (15)
When signal is strong (the power of LoS component in the signal is greater than
σLoS),
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]2 [J−1]2,2, that is,




Assuming Ωˆ and ζˆ are estimated separately, TheCRBofLoS signal power estimation












, whereM is the FIMof distribution








CRB(vˆ2) = ζ2[J−11 ]1,1 +Ω2 × CRB(ζ). (17)




CRB(vˆ2), which is the first expression in (10).
When signal is weak (the power of LoS component in the signal is less than σLoS),
it is noted that there is a singularity around zero in the nonlinear transformation (3). For
smaller power values (< −10dBm), directly applying (3) will lead to a higher analytic value
than practical results (A bias of analytical model to the actual value). To preserve the
linearity in the derivation, logarithm scale of (3) is considered,
ln(dˆ) = ln f (θ) = lnκ − aln(θ). (18)
here, θ = vˆ2 in (3). To begin with, we need to find the CRB of the logarithmized LoS power,
(6), which is expressed as,
ln(vˆ2) = ln fv2(Ωˆ, ζˆ) = ln(Ωˆ) + ln(ζˆ). (19)
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Assume Ωˆ and ζˆ are estimated independently, we construct lnM−1, lnM is the FIM

































ln[J−11 ]1,1 + lnCRB(ζˆ)
})
, which is the second expression in (10).
5.2. The Bias of LoS-based Range Estimation. The nonlinear transformation(3)
will introduce a bias to range estimates (dˆLoS). And the bias is depending on the magnitude
of variance of the LoS power estimation.
In this section, the minimum variance of the LoS component estimation is first
derived, next, the bias of LoS-based range estimation is obtained.
Here, we derive the AsV of the first and second moments based LoS component
estimator. The AsV reveals the variance of an estimator as the sample size is tending to
large [60]. Existing Ricean distribution parameter estimation methods can be found in
[61, 62, 63, 64]. It was proved by Dr. Tepedelenlioglu, Dr. Abdi, and Dr. Giannakis in [39]
that a K-ratio estimator that based on first and second moments of Ricean distribution (Kˆ1,2)
is of the lowest asymptotic variance (AsV) among method of moment (MoM) K estimators.
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where the nth moments(µn) are given by(5), and
g′(K) =
2(K + 1)L1/2(−K)L′1/2(−K) − L21/2(−K)




























Proof. First and second moments based LoS power estimator can be expressed as,











in which µ1 and µ2 are the first and second moments of the samples of received signal
amplitude, g(·) is the function that used for finding K-ratio from moments,
g(K) =
piL21/2(−K)




The AsV of a consistent estimate is given by [60], AsV(φ(µ)) =
G(φ(µ))C(µ)G(φ(µ))T , in which φ(µ) is the function of parameter µ, (26); G(φ(·)) repre-
sents Jacobian of the function φ(µ); C(µ) is the covariance matrix of the parameter vector
µ = [µ1, µ2]T .











And the covariance matrix of statistics µˆ1 = 1N
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formed by moments as C =

µ2 − µ21 µ3 − µ1µ2
µ3 − µ1µ2 µ4 − µ22











, which is expressed in (22).
It is worth noting that, the Koay method-based K esti-mator Kˆkoay ([57]) is, es-
sentially, a first and second moment-based estimator. The AsV map of Koay-based LoS
estimator (AsV(vˆ2koay)) over K-ratio and LoS power are identical to that of the first and
second moment-based (AsV(vˆ2)), which is given in Appendix ??.




2 AsV(vˆ2), v2 ≥ σLoS
0, v2 < σLoS
. (27)
where AsV(vˆ2) is given in (22). σLoS = 15dBm (0.0316Watts)
Proof. The mean and the variance of distance estimation dˆ derived from r by (3) can be
calculated as [4]
E[ f (θ)] Û= f (µ) + (1/2) f ′′(µ)Var(θ). (28)
Var[ f (θ)] Û=[ f ′(µ)]2Var(θ). (29)
where µ = E[θ].
When signal is strong (the power of LoS component in the signal is greater than
σLoS), The expectation of distance estimates based on (28) can be expressed as
E[dˆLoS] = κ(v2)−a + κa(a + 1)2 (v
2)−(a+2)AsV(vˆ2). (30)
Hence, the bias of range estimate is B(dˆLoS) = E[dˆLoS − d], which lead to the first
expression in (27).
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When signal is weak (the power of LoS component in the signal is greater than
σLoS), considering that there is a singularity around zero in (3), and (28)(29) has discarded
the high order terms, to preserve the linearity in the derivation, the logarithmized equation,
(18), is considered. We logarithmized the expectation (28) as,




















Thus, the bias is B(dˆLoS) = E[dˆLoS] − d,















∂(lnv2)2 = 0. Thus, B(dˆLoS) = 0, which is the second expression in
(27).
6. THEORETICAL LIMIT OF RSS-RANGING FOR COMPARISON
For the purpose of comparison, we derive the CRB and bias of RSS-based range
estimation. The existing RSS-based range estimators are categorized into one of the three
classes:
1. Received Signal Power Average-based Distance Estimation (MeanPower):
An average of the received signal power is performed. The average value is put to the
nonlinear transformation (3) so that range estimation can be achieved. Corresponding
model and analysis can be found in [13, 21].
2. Received Signal Strength-based Distance Average Estimation (MeanDist):
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Each received signal strength instance is converted to range estimates based on (3).
The range instances are averaged to form an expectation value. Corresponding model
and analysis can be found in [41].
3. Received Signal Strength Average-based Distance Estimation (MeanStrength):
An average of the received signal amplitude (square root of the power) is performed.
Range estimation is achieved when the mean amplitude value is put to the nonlinear
transformation function (3). Corresponding model and analysis can be found in
[12, 19].
Considering that the transmitting payload (code/symbols) is randomized by scram-
bler before transmitting (and recovered by descrambler at receiver) [65], the payload can
be seen as a noise with constant power. For sake of simplicity, we assume the power of
payload is negligible in RSSI.
In the following subsections, the bias ofMeanPower,MeanDist, andMeanStrength
are proved in Lemma 4 ∼ 6 respectively. The CRB and MSEB of RSS-based ranging are
proved in Lemma 7.
6.1. MeanPower’s Bias. The MeanPower is a transformation from the averaged










where N is the number of samples, κ is the path-loss constant.









where K is the power ratio of LoS-to-NLoS (K > 1), d is the actual range.
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Proof. The received signal power is a combination of LoS and NLoS (Ω = v2 + 2σ2),
where v2 and 2σ2 represent the LoS and NLoS power respectively. Thus, the range











. The path-loss parameters are found under ideal condi-
tions. By the definition of K-ratio, we get (35).
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(37)
where M(·) is the confluent hypergeometric function of the first kind.
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Thus, the bias of radial distance estimate is Best = E[dRSS] − d, we get (37).









































When K → ∞, 2σ2/v2 = 0. Equation (41) is obtained when (3) (θ = Ω) is
substituted into (43).




















)]2a − d. (45)
Proof. The proof is in the same manner as Lemma 5, and is omitted here.
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It is obvious that as the LoS signal component’s power is stronger, the variation in
the estimation will be smaller, and accordingly, the bias in the range estimation is smaller.
A comparison of the analytical biases between the three types of estimators is given in Fig.
1. (The simulation results are shown in Fig. 10, Fig. 11, and Fig. 5.) In this figure,
MeanPower’s bias is the largest. MeanDist’s bias is the smallest.











Figure 1. Bias Comparison of RSS-based Estimators
Figure 2. Analytical and Simulation Biases Comparison between
MeanStrength and MeanDist
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The MeanStrength is examined throughout the remainder of this paper for following
reasons. First, as illustrated in Fig. 2 (also see Fig. 11 Fig. 5.), the averaged bias values
of the MeanDist estimates from the collected simulation results are higher than what its
analytical model indicated. This is due to the effect of the linearization of transformation
from power estimation to distance estimation. And when K-ratio value is greater than 1, the
averaged bias values ofMeanDist estimates are higher than that of theMeanStrength’s. Thus,
in practice, the bias of MeanStrength is the smallest among the three types of estimators.
Second, in MeanDist, before the average operation (to obtain expectation value), a non-
linear transformation is performed for each samples. Hence, MeanDist will allocate more
computational resources than others.
6.4. CRB andMSE Bound of RSS-based Ranging. The mean square error lower
bound (MSEB) of the RSS-based range estimators is defined as the summation of the CRB
of the estimation and the square of the minimum bias.
The RSS-based range estimation is obtained by (3) (θˆ = Ωˆ): dˆRSS = f (Ωˆ) = κΩˆ−a.
Lemma 7. The MSEB of RSS-based range estimation (dˆRSS),
MSEB(dˆRSS) =

(aκ)2Ω−2(a+1) [J(Ω)−1]1,1 + B2(dˆRSS), v2 ≥ σRSS[
J(Ω)−1]a21,1 + B2(dˆRSS), v2 < σRSS . (46)
where J(Ω) is Fisher information matrix(FIM), [J(Ω)−1]1,1 is given by (14), σRSS = 30dBm
(0Watts).
Proof. We calculated the mean square error bound of range estimator as MSEB = CRB +
Bias2. The bias of estimators (Best) has been discussed in previous sections ((35)(37)(45)).
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When signal is strong (the power of LoS component in the signal is greater
than σRSS), the CRB of RSS-based range estimation can be obtained as CRB(dˆRSS) =[
∂ f (Ω)
∂Ω





which is in the first expression in (46).
When signal is weak (the power of LoS component in the signal is less than σRSS),
to preserve the linearity in the derivation, as in the proof of lemma 1, logarithm scale (18)
is considered, here, θ = Ωˆ.
Since the total power is estimated from collected signal samples first, then, is
transformed into range value inMeanStrength (44), the CRB of the range estimation based



















which is in the second expression in (46).
7. SIMULATION VALIDATION AND PERFORMANCE COMPARISON
In this section, analytic models are validated through simulation results. The per-
formance of the proposed LoS-based and existing RSS-based ranging is compared.
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The block diagram of the simulation is shown in Fig. 3. Pilot-resident frames are
modulated and transmitted through a frequency-selective Ricean fading channel. Sum-of-
sinusoids simulator provides fading signal on each tap. Fading signal (R) is estimated by
“fading channel estimator” module. LoS signal component and range are estimated by “LoS
component estimator” and “Range estimation” module, respectively, in which the proposed
LoS range estimator, introduced in Section III B, is applied.
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Figure 3. Simulation Block Diagram
Without a loss in either generality or accuracy, the sum-of-sinusoids simulator,
which was proposed in [35], is applied to generate fading signal. The following parameters
were used for setting the simulator: Doppler frequency of 100Hz, a number of fading paths
≥ 20, and a random generated angle of arrival.
Taking GSM network as an example, assuming carrier frequency of 900MHz, and
symbol rate of 270kbps [66], the Doppler 100Hz-corresponding vehicle velocity is 75mph
(33m/s).
It is worth noting that, for lower Doppler frequency, to ensure the same estimation
accuracy, a larger sample size (longer sample period) is desired.
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The empirical path-loss parameters is set to be a = 1/2 and κ = 0.0974. The
magnitudes of the received signal and corresponding range distance are plotted in Fig. 4
for reference. The parameters of empirical path-loss model are assumed to be found based
on signal’s LoS component power measurements.



























Figure 4. Range v.s. Signal Power
In the following subsections, the derived bias for each of the classified RSS-ranging
method is validated and compared in Subsection A. Next, the derived mean square error
models for LoS- and RSS-ranging are validated in Subsection B. In Subsection C and D,
the RMSE and 90% percentile of LoS- and RSS- ranging are compared and analyzed. The
accuracy improvement by applying the proposed LoS-ranging is concluded in Subsection
D.
7.1. Bias of RSS-based Range Estimation. In this subsection, analytic biases of
RSS-based range estimations are validated by collected simulation results. Three LoS power
cases are examined: −40dBm, −50dBm, and −60dBm. For MeanPower and MeanStrength
methods, the biases of simulation results coincide with analytic models (which can be found
in Appendix C, Fig. 10 and Fig. 11).
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The analytic model of the MeanDist’s bias was slightly different from that recorded
in the experimental results (Fig. 5). This difference occurred as a result of linearization of
a nonlinear transformation within the estimation process, where the high order terms were
omitted from the estimation ((28)(29)).


















a = 1/2, κ = 0.0974
 
 
Simulation, LoS = −40dBm
Analytic, LoS = −40dBm
Simulation, LoS = −50dBm
Analytic, LoS = −50dBm
Simulation, LoS = −60dBm
Analytic, LoS = −60dBm
Figure 5. MeanDist’s Bias
As indicated in Fig. 2, the corresponding bias values of the MeanDist estimation
are higher than analytic bias model. And when K-ratio value is greater than 1, the bias
of collected MeanDist estimation results are higher than that of the MeanStrength’s. So
the bias of MeanStrength is the smallest among the three types of estimators. Hence,
MeanStrength is used in the rest of the simulation for the performance comparison between
the proposed LoS-based method and RSS-based methods.
7.2. Range Estimate’s MSE. To validate the MSEB model of LoS- and RSS-
based ranging methods, the collected simulation results of RSS-based range estimates
(MeanStrength) and LoS-based estimates are compared.
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In FCC regulation [67], the maximum transmit power in the industrial, scientific
and medical (ISM) band is 4Watts. For the purpose of integrity, the model validation and
MSE comparison were realized in two signal power ranges:
Strong: 4Watts ∼ 1Watts
Weak: −10dBm ∼ −80dBm(1e − 11Watts)
The MSEs of collected simulation results have been illustrated in logarithm scale
in Fig. 6 Fig. 7. Overall, both simulation results and analytical model shows that, the
error of range estimation increases as the signal power decreases. The error of RSS-based
range estimates increases as NLoS signal component increases. While, the effect of NLoS
component to the LoS-based range estimates is less than RSS-based method.
Figure 6. Logarithm Scale MSE Model and Simulation Results (Strong Signal
level)
Fig. 6 and Fig. 7 show that theMSE ofMeanStrength attained the analytical MSEB.
The MSE of the collected LoS-based range estimates underneath the MSEB of the RSS’.
Both the RSS-based and the LoS-based range estimation’s MSE increase as the received
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Figure 7. Logarithm Scale MSE Model and Simulation Results (Weak Signal
level)
signal’s LoS power decreases. The comparison between the simulation results and the
analytical MSEB of LoS-based range estimation shows that more efficient LoS-based range
estimator, getting close to the accuracy bound, is still possible.
The similarities of the MSE model and simulation results are measured by the
depth of linear dependency (Pearson Correlation Coefficient [4]). They are summarized in
Table 1.
Overall, the similarities in different cases are above 90%.
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Table 1. The Depth of Linear Dependencies of Collected Simulation Results











7.3. RMSE Comparison. To outline the performance of the RSS-based and the
proposed LoS-based method, the root mean square error (RMSE) values of simulation
results are first compared.
In Table 2, the K-ratio is set to be 1 (LoS power component in the fading signal is
equal to NLoS component). On average, the proposed LoS-based method reduce the RMSE
of ranging by 80%.
Table 2. RMSE Comparison under Weak Signal Power (K = 1) (Path-loss
















−10 9.74 2.14 0.345 83.88
−20 30.8 6.782 1.095 83.85
−30 97.4 21.448 3.742 82.55
−40 308 67.823 10.955 83.85
−50 974 214.476 34.641 83.85
−60 3080 678.233 109.545 83.85
−70 9740 2144.76 346.41 83.85
* (RMSERSS − RMSELoS)/RMSERSS
In Table 3, we compare the RMSE when K-ratio is 10. The accuracy improvement,
on average, is about 55% to 60%.
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Table 3. RMSE Comparison under Weak Signal Power (K = 10) (Path-loss
















−10 9.74 0.2526 0.1161 54.05
−20 30.8 0.8953 0.4141 53.75
−30 97.4 2.4114 1.0557 56.22
−40 308 8.3960 4.0053 52.29
−50 974 30.8504 13.246 57.07
−60 3080 83.7717 35.669 57.42
−70 9740 271.674 104.924 61.38
Overall, by examining K = 1 ∼ 20, and Strong ∼ Weak conditions, the RMSE has
been improved by 56.7% when LoS-based ranging is applied.
7.4. Ranging Error CDF Comparison. In this subsection, we compare the 90%
percentile of the ranging error by applying RSS and proposed LoS methods.
Fig. 8 and Fig. 9 show the 90% percentile for K-ratio equals to 2 and 10. The
LoS component in the received signal power is equal to −60dBm, i.e. under weak signal
condition. The RSS-ranging results in a slow growing curve (dot lines in Fig. 8 and Fig. 9)
since the NLoS portion within the fading signal introduced large error. NLoS effect have
been suppressed in LoS-ranging. Hence, it performs better – the result indicates that all
errors are concentrated around the same and small value. A large difference between RSS
and LoS-ranging indicates a higher accuracy of LoS-ranging.
Overall, the averaged 90%-percentile has been improved by 66.7%, when LoS
ranging is applied. Moreover, both the simulation results and analytical model show that
the performance of LoS-based methods is superior to RSS-based methods.
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Figure 8. Ranging Error cumulative distribution function (CDF)
(K=2, Signal Power = -60dBm)
























Figure 9. Ranging Error CDF
(K=10, Signal Power = -60dBm)
8. CONCLUSION
The MSE of simulation results validates our analytic model. The similarity is above
90%. Our analytical model effectively modeled the error behavior of RSS and LoS-based
range estimation under both strong signal (i.e. greater than 1 Watts) and weak signal (i.e.
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10−3Watts(i.e. −10dBm) ∼ 10−10Watts (i.e. −70dBm)) conditions. The simulation results
along with the analytic model indicate that the performance of the proposed LoS-based
ranging method is superior to that of the conventional RSS-based methods. On average,
the proposed LoS-based range estimator improves the MSE by 55% and 90%-percentile
accuracy by 66% when compared with the RSS-ranging method. In our future work, a
more efficient LoS-based range estimator that can approach the CRB is to be designed,
experiment is to be conducted, the relationship between the Doppler frequency, sampling
rate, sample size, and ranging accuracy is to be studied.
9. APPENDIX
Lemma 8. The distribution of the local average power (in Watts) P¯ = ∑Ni=1 Pi converges in
distribution to lognormal, with expectation



























where γ = (1mW)−1, 2σ2 and v2 represent the NLoS and the LoS power respectively, and
N is the number of samples.
Proof. The received signal’s envelope, random variable R, follows Ricean distribution
(R ∼ Rice(v2, σ2)). Therefore, ( Rσ )2 ∼ noncentral χ22 (v2) with parameter v2 (LoS power)
and degree of freedom of 2. Thus, the expectation and the variance of random variable R2
are E[R2] = σ2(2 + v2) and Var[R2] = 4σ4(1 + v2), respectively.
68
Consider the power expressed in a logarithm scale (in dBm), Pl = 10log10(γR2),
with γ = (1mW)−1. The expectation and variance, following (28)(29), are




(2 + v2)2 . (52)
Var[Pl]  100(ln10)2
1 + v2
(2 + v2)2 . (53)







i=1 Pli − E[Pl]
)
d−→ N(0, σ2Pl )




d−→ N(µP¯l, σ2P¯l ). (54)
where µP¯l = E[Pl], and σ2P¯l =
100(1+v2)
N(ln10)2(2+v2)2 .











) − 1)(E[P¯l])2, respectively.
Lemma 8 reveals that the NLoS power was calculated into the local average power
(50). So conventional range estimates from RSS-based path-loss model were distorted by
NLoS fading from environment. Thiswas the reason that Okumura-Hatamodel has different
formula for different environment configurations (i.e., urban, suburban, open area).
Lemma 9. The AsV of the fading channel LoS component estimator, based on the Koay K
estimator, is







+ 2(µ3 − µ1µ2)
µ1



























2ξ() − ξ′()(2 + 2)
(2 + 2)2 (56)
The derivative of the correction factor is









































Proof. Let µ = [µ1, µ2]T . The Koay method LoS component estimation can be expressed
with respect to µ2 and  as,



































µ2 − µ21 µ3 − µ1µ2
µ3 − µ1µ2 µ4 − µ22
), which is expressed by(55).
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a = 1/2, κ = 0.0974
 
 
Simulation, LoS = −40dBm
Analytic, LoS = −40dBm
Simulation, LoS = −50dBm
Analytic, LoS = −50dBm
Simulation, LoS = −60dBm
Analytic, LoS = −60dBm
Figure 10. MeanPower’s Bias

























a = 1/2,κ = 0.0974
 
 
Simulation, LoS = −40dBm
Analytic, LoS = −40dBm
Simulation, LoS = −50dBm
Analytic, LoS = −50dBm
Simulation, LoS = −60dBm
Analytic, LoS = −60dBm
Figure 11. MeanStrength’s Bias
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ABSTRACT
In this paper, bias and CRB analysis for both proposed line-of-sight (LoS) and con-
ventional radio-signal-strength (RSS) based positioning methods are derived. In contrast
to the conventional lognormal based analysis, the derived error models take into account
the environmental multipath fading effect. The proposed LoS-based scheme improves
positioning accuracy by eliminating the effect of non-range dependent portion of powers
from received signal. It suppresses non-line-of-sight (NLoS) disturbance to the positioning
result through estimating the LoS component from fading signal. Hence, it is robust to
environmental fading disturbance. The derived error models are validated by simulation.
Both analytical model and simulation results show that the accuracy and robustness of the
proposed LoS-based positioning is superior to that of the conventional RSS-based meth-
ods. The derived theoretical limits would guide the integration of power-based positioning
systems into future autonomous vehicles and interconnected vehicular applications.
Keywords: Cramer-Rao Bound (CRB); Fading Channel; Line of Sight (LoS); Localization;
Received Signal Strength (RSS).
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1. INTRODUCTION
Reliable position estimation is required for autonomous vehicle navigation. Global
navigation satellite systems (GNSS) are themost widely-used positioning technology. How-
ever, GNSS often provide insufficient accuracy and reliability, depending on the number
of visible satellites, the relative position and radio electric coverage of the satellites.[1]
Additionally, interference and malicious jamming or spoofing can lead to GNSS failure.
Therefore, a secondary solution is required for robust navigation system that works in both
indoor and outdoor scenario.
The ideal augmenting solution would use the existing communication systems, for
example, cellular network, wireless local area network (WLAN), wireless sensor network
(WSN), and radio-frequency identification (RFID). Furthermore, little modification to the
existing devices is preferred to minimize complexity and avoid cost of dedicated hardware.
Radio signal strength indicator (RSSI), for example, is readily available in any RF devices.
However, traditional RSSI based positioning methods suffer from low accuracy and are
vulnerable to environmental fading. Moreover, the expected accuracy is notwell understood.
Hence, our work focuses on developing LoS-based positioning scheme, and deriving new
error models for both LoS- and RSS-based methods.
In this paper, we derive the mean square error bounds (MSEBs) in forms of Cramer-
Rao Lower Bound (CRB), and bias for both the proposed LoS- and conventional RSS-based
positioning. Assuming the presence of LoS signal component, the envelope of channel
fading follows Ricean distribution. The proposed error model brings insight into how the
multipath propagation affects positioning results. To the best of the authors’ knowledge,
this is the first time that multipath fading effect is explicitly accounted for in the signal
power based positioning analysis. Validated by numerical results, the proposed error model
is capable of predicting LoS- and RSS-based positioning error, which can aid in assessing
expected performance and planning the deployment of reference position (RP, i.e. beacons,
access points, anchor nodes, cell towers etc.)
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The proposedLoS-based positioning scheme reduces the position estimation error by
estimating only range dependent LoS signal component from received signal. The portions
of power that introduced by the transmitted symbols and inter symbol interference (ISI)
are eliminated by fading channel estimation; and environmental non-line-of-sight (NLoS)
fading signal power is suppressed by LoS component estimation. Hence, more accurate
positioning is possible. Typical mobile equipment (ME) in the existing standards estimates
channel fading within its equalizer during demodulation. Thus, by tapping into the fading
signal, the proposed LoS-based positioning maintains benefit of low hardware overhead
over time of arrival(ToA), difference-of-arrival(TDoA), and angle-of-arrival(AoA).
This paper also provides a performance comparison of existing power based linear
and nonlinear multilateration schemes. The linear schemes includes least square (CLS)
[2], constrained weighted least square (CWLS)[3]. Nonlinear schemes includes nonlinear
least square (NLS)[4], and maximum-likelihood based nonlinear positioning (ML) [5].
Analytical model and simulation results show that the LoS-based positioning is more
accurate and robust than RSS-based methods.
2. MOTIVATION
The main challenge in RSS based positioning is low accuracy due to the presence
of multipath fading. In multipath environment, due to the signal reflection, diffraction, and
scattering from objects that surround the transmitter (Tx) and receiver (Rx), the transmitted
signal traverse multiple paths before reaching the Rx. As a result, the received signal is
the transmitted signal that traverses along direct LoS propagation path superimposed with
several copies of it from different NLoS paths. Besides, due to different lengths of NLoS
paths, the signal (/symbol) transmitted at a particular time instance arrives at the Rx over a
spread of time. This will result in intersymbol-interference (ISI) in wireless communication
system. Thus, the environment dependent NLoS signal component injects temporal and
spatial variation to the total power measurement.
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The RSSI provides total power measurement in the received signal [6], which can
be modeled as the summation of LoS, NLoS, symbol, and ISI power,
PRSSI = PLoS(d) + PNLoS(d, env(x, t)) + PS + PISI . (1)
where the LoS power, PLOS(·), is a univariate function of the actual radial distance (range)
between transmitter and receiver, d. The NLoS power, PNLoS(·), is a time varying function
of the distance (d) and the environment (env(·)). The environmental effect is mainly caused
by multipath fading. And, it is a multivariate function of, but not limited to, geographical
location of the ME (x), and time (t). PS is the symbol power. PISI contains what is
introduced by ISI, i.e. symbol overlapping at given sampling time instance in a frequency-
selective fading channel. Consequently, the current RSS based range estimation has a
significant error due to the variation of the NLoS components in the fading signal.
In the proposed LoS-based method, through fading channel estimation, fading sig-
nals on different taps are decoupled. The power due to the ISI (overlapping at symbol
spaced time instances) is eliminated. The LoS component extracted from fading signal,
(Pv2(d)), varies monotonically with distance (path-loss) and is not affected by multipath
propagation. Hence, more accurate ranging and positioning results are possible.
The remainder of this paper is organized as follows. Related works are introduced in
Section 3. In Section 4, the proposed LoS-based positioning is presented. Corresponding
bias and CRB are derived in Section 5. For the purpose of comparison, Ricean fading
channel based bias and CRB analysis for conventional RSS-based positioning are also
derived. In Section 6, the proposed error models are validated by simulation. The accuracy
improvement of the proposed LoS-positioning is shown. The positioning performance by




Signal power based positioning approaches poses minimum hardware requirements
on the RF system. RSSI is available in many off-the-shelf devices. Making software
upgrade is sufficient. In contrast, the AoA [7, 8, 9], ToA [10, 11], and TDoA [12, 13, 14]
technologies require special hardware support. AoA requires directional antenna array;
and its accuracy is proportional to the number of elements [15, 16]. ToA require accurate
synchronization which is achieved with delay-locked loop (DLL) [10]. TDoA relaxes the
synchronization requirement by employing either a sliding correlator or a matched filter
[13]. The added cost may be prohibitive in many wireless applications.
Fingerprinting methods [17, 18, 19] address the fading effect by establishing RSSI
fingerprint map in offline phase. The position estimation is obtained by matching the online
RSSI reading with the prestored fingerprint database. Fingerprinting methods minimize the
NLoS signal induced spatial and temporal variance at the cost of onerous periodic fingerprint
map calibration. In addition, the grid size used for calibration and number of RPs per grid
determine the localization accuracy [20]. In contrast, the proposed LoS-based positioning
method eliminate fading effect by discrimination of LoS and NLoS components in the
received signal. It requires no cumbersome map building, maintenance, and calibration;
and is robust to environmental changing.
To account for the fading effect, mean square error in fading channel range estimation
(R-factor) was proposed in [21] as the quality metric for localization. Localization accuracy
was improved by identify a subset of RPs that were less affected by multipath fading. The
downside is that there has to be a great number of RPs for evaluation; and the position
was still estimated based on total power of received signal which contains environment
dependent NLoS component. To mitigate fading effect, an offline generated localization
error calibration factor, RDEI, was proposed in [22] to correct online estimation. In
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contrast, the proposed LoS-based positioning method eliminates the need for offline tuning.
It effectively suppresses the multipath fading effect through decoupling LoS components
from fading signal.
Widely accepted model of the signal amplitude received at ME over a local area is a
composite distribution consisting of a fast fading (Rayleigh) and a slow fading (lognormal)[23,
24, 25]. The local average power (slow fading) is acquired by smoothing out the fast fading
[23, 26, 27, 24, 25, 28]. The RSSI is the local average power and is indicated in dBm unit [6].
Under the Central Limit Theorem (CLT), the smoothing operation renders the lognormal
property of the local averaging power. Conventional lognormal based CRB analysis for
RSS-based positioning can be found in [29, 27]. However, as shown in [30], the average
value of the received signal power contains the environment dependent NLoS component.
It is difficult to distinguish LoS and NLoS singal component based on lognomral model. In
contrast, the theoretical analysis in this paper are based on Ricean fading model [24, 31, 32].
The derived error model for LoS-based and RSS-based positioning is able to decouple the
NLoS effect from localization results.
4. THE PROPOSED LOS-BASED POSITIONING
4.1. Overview. The proposed LoS-based positioning system is shown as a block
diagram in Fig. 1. At least three geographically separated RPs that broadcast message
are required in the system. Depending on communication technologies, the format of
frames/slots may be specifically designed for convenience of channel estimation. As an
example and without loss of generality, here, we assume the broadcast message contains
pilots. The fading signal is interpolated over the entire frame from the pilot message.
The received signal, ri, contains the power of LoS and NLoS signal components
(PLoS and PNLoS), symbol power (PS), and the power introduced by ISI (PISI). Through























Figure 1. Proposed LoS-based Positioning System
(Section 4.4), the environment dependent NLoS signal component, P2σ2 , is eliminated.
Hence, only the portion of power that is univariate function of range, PLoS5(d), is left for
range estimation.
Finally, positioning block converts all range estimates into location estimates. The
transformation function between range and position could be either linear (Trilateration,
CLS, CWLS [2][3]) or nonlinear (NLS, ML [4][5][29]) depending on the computational
and accuracy requirement of the specific application.
4.2. System Model. Based on empiric path-loss model [33], the range estimation
is obtained as [30],
dˆ = f (θ) = κθ− 1n (2)
86
where κ is a constant factor that depend on the antenna efficiency, gain, carrier signal
wavelength, and transmission power. n is a power factor. In free-space, n is equal to 2.
In either urban or some suburban areas, n can be between 3 and 6. θ is the signal power
measurement.
For ranging-based positioning system, the target position is determined by a func-
tion of range, d = [d1, d2, · · · , dM]T , and reference locations, xre f = [x1, x2, · · · , xM] with
x = [xi, yi]T (M is the number of references), as,
x = G(d; xre f ) + eG . (3)
where G represents the M × 1 inverse g function vector; the ithe element [G]i = g−1(x, xi),
where,
di = g(x; xi) =
√
(x − xi)2 + (y − yi)2. (4)
The techniques to model and realize the nonlinear function G include CLS, CWLS,
NLS, ML, etc.
The LoS-based positioning system can be modeled as,
xˆ = G( f (θ), xre f ) |[θ]i=vˆ2i + e (5)
where θ is the power measurement vector, f is the path-loss function vector, [ f ]i = f (θi).
vˆ2i represents LoS power estimation. The error term, e, including the variance and bias of
the power-based positioning which will be derived in Section 5.
4.3. Channel Estimation. In multipath fading channel, because of the signal re-
flection, refraction, and atmospheric conditions, the transmitted signal reaches the receiver
through multiple paths. These paths are of different lengths. Hence, the symbol spaced
signal that sampled on given time instance is a composite of the channeled correct symbol
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and multiple channeled preceding symbols. This environment dependent ISI will distort
the total power measurement. Therefore, the RSS-based positioning accuracy is fluctuating
and sensitive to the environment.
To decouple the power of symbol and ISI from received signal power, fading signal
estimation is required, in which LoS signal component is embedded.
4.3.1. Received Signal. The symbol spaced samples of fading channel output at




h( j, k)b(k − j) + n(k). (6)
where Lch is the memory length of the discrete-time channel impulse response (CIR) (i.e.
the number of taps), b(k) is the kth symbol value for PSK, or a general QAM modulation,
and CIR h( j, k) is the jth tap channel fading, n(k) is AWGN.
Assuming h( j, t) has power Ω, the autocorrelation function of the jth tap fading
signal h( j, t) is
Rh(τ) = ΩR˜h(τ). (7)
where R˜h(τ) is the unit power equivalent.
Assume pilot symbols are inserted into the data sequence prior to pulse shaping,
and the composite signal is transmitted over a channel characterized by frequency selective
fading and additive noise. Pilot symbols are placed in fixed position within a slot/burst. The
number of pilots per slot is LP. Each slot contains Ls symbols. The pilot position within
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where h(k) (Lch × 1) is the channel impulse response vector at time instant k. B(k) is the
Lch × Lch matrix which is made up of consecutive (2Lch − 1) pilot symbols [b(k), b(k +
1), · · · , b(k + 2k − 2)], and n (Lch × 1) is the noise vector.
4.3.2. Fading Signal Estimation. Based on leased square criterion, fading signal
on pilots is estimated as [35],
hˆ(k) = B†(k)r(k). (9)
where the dagger denotes pseudo-inverse.
It has been proved in [36] that the interpolation matrix is constant when estimate
fading over an entire slot from fading at pilot symbol locations. [36] provided a statistical
method to acquire interpolation matrix. It requires to generate a certain amount of fading
samples for offline training. [34] interpolates the kth fader from pilot-position fading
samples in flat fading channel. In this section we expand [34], to interpolate fading samples
of entire slot from fader on pilot-position for frequency-selective fading channel.
The fading estimate of altogether Lch taps can be denoted as a Lch × LP ma-
trix Hˆ = [hˆ(1), · · · , hˆ(k), · · · hˆ(LP)]. Corresponding symbol spaced signal samples is
R = [r(1), · · · , r(k), · · · , r(LP)].
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Define column vector uˆ (LP × 1) as the transpose of each row of Hˆ (i.e. uˆ( j) B
[Hˆ( j, :)]T , 1 ≤ j ≤ Lch. uˆ( j) represents the fading signal on jth tap at time instance
k (k = 1, k = 2, · · · , k = LP). Define a( j) as the transpose of each row of R (i.e.
a( j) = [R( j, :)]T ).
Thus, the elements of a( j) is the fading signal on jth tap kth pilot position,
[a( j)]k = r( j, k). (10)
The elements of uˆ( j), uˆ( j, k) = r( j, k)/b(k). In vector form,
uˆ( j) = a( j)./b. (11)
where ./ denotes element-wise division, b represents a vector of pilot symbols.
To interpolate entire fading of jth tap,
u˜( j) = I( j)uˆ. (12)
where u˜( j) is the interpolated fading signals on entire slot, (Ls×1); uˆ( j) is fading estimation
on pilot positions, (LP × 1); I( j) is the interpolation matrix for jth tap, (Ls × LP). I( j) is
determined by (51) (see Appendix 8.1).
The entire slot fading estimation has two advantages:
• Expand the sample size of fading signal to improve the LoS component estimation
accuracy.
• Generally, pilots are not evenly distributed within frame, entire slot fading estimation
provides an opportunity to acquire channel fading in fixed sample rate, which is
required by LoS estimation.
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4.4. Power Estimation. In mobile fading channel, the probability density function
(PDF) of the envelope of the channel fading is a random variable R (R = |u( j, i)|) which
follows Ricean distribution [37], and can be expressed as,














where Ω represents the total power of LoS and NLoS (i.e. v2 + 2σ2), and K represents
the Ricean factor (K-ratio). This factor is defined as the power ratio of LoS to NLoS
(K = v2/2σ2). The I0(·) represents the modified Bessel function of the first kind with order













where, Lq(·) is laguerre polynomials [39].





where, Ωˆ is the estimator of the total power of fading signal, Kˆ is the LoS-to-NLoS K-
ratio. We assume that the total power and K-ratio are estimated independently. Total power








where N is the number of fading signal samples.















− 2, ξ(), σ2r is the variance of fading signal envelope, σ2r =
µ2 − µ21. µ1 and µ2 are the first and second moments of the samples of fading signal. An
iterative solution for  is given in [40].
5. ERRORMODEL
In this Section, the mean square error bound (MSEB) of the power-based position
estimation, xˆ, is derived. The power estimation from M RPs, θ = [θ1, θ2, · · · , θM]T , can be
expressed as a function of position xˆ,
θ = z(xˆ) + eθ . (18)
where function z(·) encapsulates the path-loss and circle functions as,
z(xˆ) = F (g (xˆ, xre f ) ) . (19)
in which, F is a M × 1 function vector; the ith element is the inverse of function (2), i.e.
θi = [F]i = f −1(di). And gi = [g]i is given by (4).






≥ CRB(xˆ) + Bias2(xˆ) (20)
In the following subsections, the MSEB for LoS-based and conventional RSS-based
position estimation are derived respectively.
5.1. Theoretical Limit and ErrorModel of the LoS-based Positioning. Assume
that the parameters of empirical path-loss model (κi, ni, i = 1, 2, · · · ,M) are known.
Lemma 1 presents the derived CRB limit of positioning error for LoS-based esti-
mation. Lemma 2 gives the bias of the estimation.
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Lemma 10. The CRB of LoS-based position estimation on x = [x, y]T , given reference





















































































is given by [30], (23), c is the converge rate
of the asymptotic variance [42], M represents number of beacons (/reference locations),
and N is the sample size.
ζv(K) =
3pi
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where K is LoS-to-NLoS ratio, and L1/2(·) represents Laguerre polynomial.
Proof. Assumes that the LoS signal component estimation from each reference location is
independent. By central limit theory (CLT),
eθ |θ=vˆ2 ∼ N(0,Σv) (26)














, and the ith element of z,
[z]i = κnii [gi(xˆ)]−ni (27)
in which, gi(xˆ) is given by (4).
It has been shown in [30], the asymptotic variance (AsV) of the LoS component in
fading signal is (23). AsV reveals the variance of an estimator as the sample size is tending
to large [43].
By rearranging (23), we get,
AsV(vˆ2i ) = ζv,i(v2i )2 (28)
where v2i is the actual LoS power.
94
By taking the path-loss model (2) into (28),
[Σv]ii = AsV(vˆ2i ) = ζv,iκ2nii (d2i )ni (29)

























where, the subscripts of [·]kl denotes the kth (row) lth (column) element in the matrix, Tr[·]











=−2ζv,iκ2nii nid−2(ni+1)i [(x−xi),(y−yi)]. (32)
The bias in the range-based positioning is derived in Lemma 2. The bias of the po-
sitioning is caused by the variance in the power estimation and the nonlinear transformation
from power measurement to range estimation.
Lemma 11. The bias of LoS based position estimation xˆ = [xˆ, yˆ]T at x = [x, y]T , given











































in which, gi = g(x; xi) is function (4), and f (·) is the path-loss model (2).
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Proof. The expectation of distance estimation dˆ derived from LoS estimation can expressed
as [44],




dˆi(x) = di(x) + 12 f
′′(v2i )AsV(vˆ2i ) (35)
And, the Taylor expansion of the inverse-circle function (4) in terms of xˆ,




i (xˆ − x) (36)





= E [d(xˆ)], we have, [Dg(x)] i (xˆ − x) = 12 f ′′(v2i )AsV(vˆ2i ). Therefore,
the bias,






f ′′(v21)AsV(vˆ21), f ′′(v22)AsV(vˆ22), · · · , f ′′(v2M)AsV( ˆv2M)
]T
. (38)
which lead to (33).
Definition 1. The power-based position estimation error is modeled as the square root of
the summation of the squared positioning bias and the trace of CRB.

















5.2. Theoretical Limit and Error Model of the RSS-based Positioning. For the
purpose of comparison, Ricean fading model based CRB and bias analysis are presented in
this section. Because the conventional lognormal analysis is not able to distinguish fading
effect from localization results.
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Considering that the transmitting payload (code/symbols) is randomized by scram-
bler before transmitting (and recovered by descrambler at receiver) [45], the payload is
assumed to be a noise with constant power in conventional RSS-based methods. Here, we
assume, in the conventional RSS-based methods, the power of payload is negligible.
The total power estimator based on the envelope of fading signal is the 2nd moment
of Ricean distributed random variable,
E[Ωˆ] = µ2 = 2σ2 + v2 (40)
When Ωˆ is used for position estimation, the presence of NLoS signal power will inject bias.
In this section, we show the CRB and the bias of RSS based positioning, in Lemma 3 and
4 respectively. Also, the error model of RSS-based positioning is given at the end of this
section.
Lemma 12. The CRB of RSS based position estimation xˆ at x , given reference positions









































i (y − yi)2
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where, ζΩ,i = ζΩ(Ki),
ζΩ(K) = (1 + 2K)K−2 (42)
where K is the LoS-to-NLoS ratio.
Proof. The variance of total power estimation based on fading signal envelopes can be





= µ4 − µ22 (43)
where µ4 and µ2 are the 4th and 2nd moment (9).
Assume independent power estimation from each reference position, by CLT,
eθ |θ=Ωˆ ∼ N(0,ΣΩ) (44)
where ΣΩ = diag
(
Var(Ωˆ1),Var(Ωˆ2), · · · ,Var(ΩˆM)
)
.
Given LoS-to-NLoS ratio K = v2/2σ2, by rearranging (43), we get Var(Ωˆ) =






where ζΩ,i is given by (42).
The rest of the proof are in the same manner as Lemma 1, and is omitted here.
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Lemma 13. The bias of RSS based position estimation xˆ = [xˆ, yˆ]T at x = [x, y]T , given


















































in which, gi = g(x; xi) is function (4), and f (·) is the path-loss model (2).
Proof. Take the total power, Ω = v2 + 2σ2, into (2), and rearrange,







Take (47) into the expectation [44] E[ f (Ωˆ)] Û= f (µ) |µ=Ω + 12 f ′′(µ)AsV(Ωˆ) |µ=Ω,































The rest of the proof are in the same manner as Lemma 2, and is omitted here.



















In this section, analytic error models are validated by simulation. Agreement be-
tween simulation and error model are compared using similarity score (Pearson Correlation
Coefficient [44][46]). Next, nonlinear least square and maximum likelihood positioning
results are compared with the error models. Corresponding accuracy improvements and
computational cost are discussed. Finally, the performance comparison of LoS and RSS-
based positioning is given.
The derived theory holds independently of underlying wireless technology and
corresponding communication ranges. Overall, the maximum distance to reference points
(i.e. the cell towers, access points, fixed sensors, anchor nodes, beacons, etc.) varies from
several meters to tens of kilometers [47][48]. For example, the communication range for
the passive RFID is between 1 ∼ 200m, for Zigbee is between 10 ∼ 100m, for the Bluetooth
Low Energy (BLE) is between 1 ∼ 50m, for GSM is less than 35km , and for CDMA is less
than 50km. Additionally, the range varies with transmission power, for example, in pico
and femto cells [49, 50, 51], it is 10m to 2km.
In this work, we validate the derived CRB and the proposed error model using a
representative simulation area, 500m × 520m. For smaller or larger area, corresponding
theoretical limit can be obtained from our model. Other simulation results confirm the
conclusion (For example, simulation results for an 6.7km × 6.9km area is attached in the
Appendix 8.2), though are omitted here due to limited space.
In the representative 500m × 520m simulation area, the RPs are placed as follows:
• The center of the area is the origin of coordinates.
• Reference positions are evenly distributed around the center with radius of 250m.
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Fig. 2 shows an example of simulation area with three RPs. The RPs form a regular
triangle. The distance from the center to each reference is 250m. The magnitude of the
received signal power at 450m is −80dBm. The magnitudes of the received signal power












Figure 2. Simulation Field




















We simulate the signal propagation in multipath fading channel. The path-loss
parameters is set to n = 3 and κ = 20dbm [52, 53, 54, 55, 56]. The Ricean fading is
generated based on the sum-of-sinusoids simulator proposed in [57]. The parameters used
for generating the fading are: Doppler frequency of 300Hz, symbol duration of 4.115×10−5
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seconds, a number of fading paths ≥ 20, and the angle of arrival was generate randomly
within [−pi, pi). The number of samples of the fading signal at each location is 3 × 104.
The received signal RSS and LoS component estimates are used to calculate ranges and
positions.
Five localization algorithms are employed: trilateration, constrained least square
(CLS), weighted constrained least square (WCLS), nonlinear least square (NLS), and max-
imum likelihood (ML). The grid size in our simulation is equal to 36m × 38m. Altogether
190 positions are simulated. The average error at each point is calculated over 100 runs
with random fading. Positioning error of each method is compared with our analytical
error model (ELoS and ERSS).
It is worth noting that the presented results do not depend on specific implemen-
tation of fading channel estimation. For example, the results apply equally to either time
multiplexed pilot based methods [58][59] in CDMA, or pilot arrangement [60] and pilot
assisted [61] methods in OFDM. Hence, we focus on the positioning results and validation
of positioning error model alone.
6.1. Model Validation. In this section, we validate the proposed positioning error
models for both RSS and LoS based schemes.
6.1.1. RSS Model. Fig. 4 shows representative RSS-based positioning results, for
K-ratio equals to 10 and 100. The reference positions, RP1 ∼ RP3, are indicated. For lower
K-ratio, the fading increases thus resulting in large NLoS component. In turn, the RSS
ranging is skewed by the NLoS-induced bias (42). Consequently, the localization accuracy
decreases with K-ratio.
The average errors comparison and similarity between linear methods and analytic
model are summarized in Table 1 (see Table 9 for larger area). Overall, the averaged
similarity score is about +0.85. It indicates a high similarity between simulation and our
error model [46], thus validating the proposed error model. Furthermore, it is shown by
both simulation and analytic model that the average localization error of 5-RP (Pentagon)
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Figure 4. Positioning error comparison.
(Beacon-geometry: Triangle; K-ratio: 10 and 100; RSS)
is higher than 3-RP (Triangle), i.e., the localization error increases with the number of
reference positions. It is in contrast to a general belief that higher diversity improves
accuracy. This is caused by the high range estimation bias (46) for each reference point that
accumulates in RSS-based positioning method, thus increasing localization error.
Table 1. The Similarity between












100 1.123 1.044 +0.838
50 1.969 1.987 +0.886
10 7.903 9.091 +0.937
Triangle
(3 RPs)
100 1.138 1.025 +0.803
50 1.947 1.795 +0.809
10 7.338 7.450 +0.804
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6.1.2. LoS Model. Fig. 5 shows representative LoS-based positioning result for
K equals to 10 and 100. The positioning errors in simulations is slightly larger than the
analytical error model, ELoS. That is in agreement with the theoretical result since CRB
gives the best possible accuracy that can be obtained.
Figure 5. Positioning Error Comparison
(Beacon-geometry: Triangle; K-ratio: 10 and 100; LoS)
The average errors comparison and similarity between linear methods and analytic
model are summarized in Table 2 (see Table 8 for larger area). The overall average
similarity score is about +0.85, which indicates a high similarity between the simulation
and our proposed error model for LoS-based positioning.
In contrast to RSS-based method, both simulation and analytical results of LoS-
based positioning show an increase in accuracy with number of reference positions (from
triangle to pentagon). This is due to the fact that the bias in range estimate is suppressed by
LoS scheme. Hence, LoS scheme is able to take the advantage of this diversity.
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Table 2. The Similarity between












100 0.579 0.381 +0.772
50 0.808 0.561 +0.753
10 1.752 1.316 +0.795
Triangle
(3-RP)
100 0.720 0.637 +0.947
50 1.001 0.939 +0.904
10 2.257 2.199 +0.937
6.2. Nonlinear Positioning Algorithms. In this section, the accuracy comparison
between linear and nonlinear methods and corresponding computational cost are presented.
The averaged localization error of linear (CLS and CWLS) and nonlinear (NLS and
ML) algorithms are shown in Table 3 (LoS) and Table 4 (RSS) (Table 11 and 10 for large
area). The average positioning accuracy by using the nonlinear algorithms is improved by
37% in RSS-based positioning, and 10% in LoS-based positioning.













100 0.618 0.540 13%
50 0.881 0.735 17%
10 1.984 1.519 23%
Triangle
100 0.731 0.702 4%
50 1.006 0.974 3%
10 2.267 2.187 4%
The nonlinear algorithms are iterative with varying number of iterations. The calcu-
lations are stopped when the change in position estimation between consecutive iterations
is smaller than a predefined threshold. In our simulation, the threshold for both LoS and
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100 1.347 0.899 33%
50 2.539 1.399 45%
10 11.317 4.489 60%
Triangle
100 1.223 1.010 43%
50 2.162 1.626 25%
10 8.851 5.067 17%







NLS ML NLS ML
Pentagon
100 12 18 1.48 0.559 0.522 6.7%
50 19 26 1.32 0.757 0.714 5.7%
10 47 56 1.18 1.545 1.493 3.4%
Triangle
100 10 14 1.35 0.701 0.703 -0.3%
50 15 20 1.29 0.968 0.974 -0.6%
10 34 46 1.36 2.147 2.187 -1.8%
RSS case is set to 1× 10−4. We quantify the computational cost as the number of iterations
used to reach the iteration-threshold. The positioning error and computation for NLS and
ML are included in Table 6 and Table 5 (Table 12 and Table 13 for larger area).
ML algorithm takes doubled iteration numbers than NLS across the RP geometry
and K-ratio settings in both RSS- and LoS-base positioning. In addition, ML is more
accurate than NLS by 24% in RSS-based positioning, while, renders no advantages in
LoS-based case.
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NLS ML NLS ML
Pentagon
100 23 35 1.52 1.069 0.729 31.8%
50 44 57 1.29 1.732 1.066 38.4%
10 110 147 1.33 5.981 2.998 49.9%
Triangle
100 20 25 1.25 1.045 0.976 6.6%
50 36 43 1.19 1.655 1.596 3.6%
10 101 148 1.47 5.402 4.733 12.4%




• Nonlinear methods are effective in reducing the effect of ranging bias in positioning
accuracy. Hence, they are beneficial in RSS-based approach. For LoS based posi-
tioning, the benefits of nonlinear scheme are smaller since the LoS ranging already
suppresses the bias.
• For RSS based schemes, ML renders higher accuracy improvement than NLS at the
cost of forty percent more iterations. For LoS based schemes, NLS reaches practically
the same accuracy as ML, while only requiring half of the iterations that ML needed.
6.3. LoS-based Positioning vs. RSS-based Positioning. LoS- and RSS-based
positioning errors are summarized in Table 7 (Table 14 for larger area). An example of
positioning error map for CWLS based schemes is given in Fig. 6.
The fading increases the bias of RSS-based positioning resulting in low accuracy.
The LoS-based positioning is able to suppressing the fading effect effectively. As shown
in Table 7, across all the methods and reference position configurations, the accuracy of
LoS-based positioning is superior over RSS-based. On average, the LoS-based positioning
method improves the accuracy by 55%.
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Figure 6. LoS-based v.s. RSS-based Positioning.
(Beacon-geometry: Pentagon, LoS/NLoS K-ratio: 50)
















LoS 100 0.651 0.586 0.559 0.522
48.4%RSS 100 1.406 1.287 1.069 0.729
LoS/RSS: 53.7% 54.5% 47.7% 28.5%
LoS 50 0.929 0.834 0.757 0.714
58.9%RSS 50 2.647 2.430 1.732 1.066
LoS/RSS: 64.9% 65.7% 56.3% 33.0%
LoS 10 2.092 1.876 1.545 1.493
77.8%RSS 10 11.860 10.773 5.981 2.998
LoS/RSS: 82.4% 82.6% 74.2% 50.2%
Triangle
LoS 100 0.749 0.725 0.701 0.703
37.6%RSS 100 1.358 1.234 1.045 0.976
LoS/RSS: 44.9% 41.2% 32.9% 28.0%
LoS 50 1.044 1.012 0.968 0.974
45.1%RSS 50 1.845 2.190 1.655 1.596
LoS/RSS: 43.4% 53.8% 41.5% 39.0%
LoS 10 2.373 2.297 2.147 2.187
69.4%RSS 10 10.345 8.913 5.402 4.733
LoS/RSS: 77.1% 74.2% 60.3% 53.8%
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7. CONCLUSION
In this paper, we derived the theoretical limit of accuracy in terms of CRB and bias
in presence of Ricean fading, for power based localization. The simulation results validate
our analytical model. The similarity between our model and simulation results is above
+80%. Overall, LoS-based positioning method provides higher accuracy than RSS-based
method by 55%. In RSS-based positioning system, it is preferred to use only three reference
positions. In contrast, increasing the number of RPs in LoS-based positioning system will
help improve the accuracy. Nonlinear algorithms are more effective in reducing positioning
error in RSS-based method. The tradeoff in applying nonlinear methods is that, for RSS
based schemes, ML can improve positioning accuracy significantly at the cost of doubling
the number of iterations over NLS. For LoS based schemes, there is practically no benefit of
using ML algorithm when compared to NLS. Overall, the proposed LoS-based positioning
obtains under meter accuracy in outdoor and middle sized localization area.
8. APPENDIX
8.1. Interpolation Matrix for Freqeuncy-Selective Fading Channel.
Lemma 14. The interpolation matrix (Ls × LP) of the jth tap is
I( j) = C( j) [R†( j)] h . (51)
in which, C( j) is a Ls × LP matrix, for jth tap, with elements,
[C( j)]i,k = R˜h (((k) − i)Ts) . (52)
and R( j) is the LP × LP autocorrelation matrix for the jth tap,





in which, δ(i, k) is Kronecker delta. R˜h is the unit power equivalent autocorrelation function
(7); (·) is a function convert symbol index in pilot-symbol sequence into the position/index
within entire slot; No is the Gaussian noise power density in both real and imaginary
component.
Proof. The jth tap fading at position i is interpolated by vector I(i, j) as,
u˜( j, i) = I( j, i)uˆ( j). (54)
in which, I( j, i) is the 1 × LP vector (the ith row) within I( j).
Thus, the interpolation error of the jth tap fader at position i is given by
e( j, i) = u( j, i) − u˜( j, i). (55)
where u( j, i) is the actual fading value of jth tap on ith position. And, the interpolated
fading signal on position i is u˜( j, i) = [u˜( j)]i.
The square error of interpolation,




+ σ2v (i, j). (56)
where the covariance, σ2uv( j, i) = 12E
[
u( j, i)u˜h( j, i)] = 12E [u( j, i)ah( j)] Ih( j, i)./b∗,
σ2uv( j, i) = C( j, i)Ih( j, i). (57)
in which C( j, i) is the 1 × LP vector (the ith row) in C( j) (52).
And the variance, σ2v = 12E
[
u˜( j, i)u˜h( j, i)] , = 12E [I( j, i)a( j)ah( j)Ih( j, i)] ./|b|2
σ2v ( j, i) = I( j, i)R( j)Ih( j, i). (58)
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Let σ( j) = [σ2e ( j, 1), σ2e ( j, 2), · · · , σ2e ( j, Ls)]T . The optimal interpolation matrix
that minimized the square error (56) can be found from ∂σ( j)∂I( j) , which lead to,
Ih( j) = R†( j)Ch( j).
which is equivalent to (51).
8.2. Numerical Experimental Result for Large Area.
For Larger area, following settings are adopted:
• Area size: 6.7km × 6.9km
• Reference positions are evenly distributed around the center with radius of 3.5km.
• The path loss parameters are: n = 2 and κ = 12.83dbm. The magnitude of the
received signal power at 3.5km is −75dBm
Table 8. The Similarity between











100 12.92 8.52 +0.76
50 81.29 12.08 +0.75
10 41.30 27.68 +0.73
Triangle
100 14.98 14.26 +0.87
50 21.15 20.21 +0.85
10 47.75 46.24 +0.83
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Table 9. The Similarity between











100 28.16 20.7 +0.93
50 52.82 40.09 +0.95
10 232.4 187.4 +0.95
Triangle
100 25.19 18.16 +0.71
50 44.71 32.96 +0.75
10 181.8 149 +0.79













100 12.915 9.1675 29.02%
50 18.285 12.915 29.37%
10 34.32 29.01 15.47%
Triangle
100 15.08 13.9 7.82%
50 21.245 19.59 7.79%
10 48.11 43.645 9.28%
112












100 28.16 13.77 51.10%
50 52.815 23.325 55.84%
10 232.35 84.69 63.55%
Triangle
100 26.695 16.5 38.19%
50 47.965 29.235 39.05%
10 197.25 141.5 28.26%







100 1.58 16.27 11.27 30.7%
50 1.70 28.69 17.96 37.4%
10 2.08 111.0 58.38 47.4%
Triangle
100 1.83 18.52 14.48 21.8%
50 1.94 30.55 27.92 8.6%
10 2.27 101.6 87.0 14.4%
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100 1.44 9.353 8.982 4.0%
50 1.53 13.19 12.64 4.2%
10 1.74 29.64 28.38 4.3%
Triangle
100 1.75 13.73 14.07 -2.5%
50 1.83 19.37 19.81 -2.3%
10 2.03 43.41 43.88 -1.1%




















LoS 100 13.62 12.21 9.353 8.982
44.1%RSS 100 29.42 26.90 16.27 11.27
LoS/RSS: 53.7% 54.6% 45.0% 22.9%
LoS 50 19.28 17.29 13.19 12.64
54.3%RSS 50 55.12 50.51 28.69 17.96
LoS/RSS: 65.0% 65.8% 55.4% 30.9%
LoS 10 43.59 39.0 29.64 28.38
72.4%RSS 10 244.7 220.0 111.0 58.38
LoS/RSS: 82.2% 82.3% 73.5% 51.5%
Triangle
LoS 100 15.31 14.85 13.73 14.07
34.0%RSS 100 28.00 25.39 18.52 14.48
LoS/RSS: 45.3% 41.5% 27.0% 22.8%
LoS 50 21.64 20.96 19.37 19.81
44.7%RSS 50 50.72 45.21 30.55 27.92
LoS/RSS: 57.3% 53.6% 37.5% 30.0%
LoS 10 48.91 47.31 43.41 43.88
65.5%RSS 10 213.1 181.4 101.6 87.0
LoS/RSS: 77.0% 73.9% 57.6% 50.4%
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ABSTRACT
Traditional power-based localization methods suffer from low accuracy in the prac-
tical application environment. The main challenges are the antenna directivity and fading
effect. Conventional methods assume omnidirectional antenna directivity such that the so-
lution is the intersections of multiple circle-shape contours. This strong assumption results
in significant localization error in practical non-isotropic antenna applications. In this ar-
ticle, a novel antenna radiation-pattern-aware power-based positioning (ARPAP) scheme is
proposed. It reduces the antenna directivity effect by including the antenna pattern into the
localization system model. It reduces the bias error that introduced by power measurement
through estimating the line-of-sight (LOS) component in received signal strength (RSS).
Moreover, the error mode for the proposed ARPAP system, along with the theoretical limit,
Cramer-Rao Bound (CRB), and bias of the proposed positioning system are derived. The
Pearson correlation coefficient between the proposed error model and simulation result
shows a high similarity score. The proposed positioning scheme and analytic error model
are instantiated for the cellular network. Both analytical model and simulation results
demonstrate the superiority of the proposed method over traditional methods.
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Keywords: Positioning; Received Signal Strength Indicator; Line of Sight; Ranging; An-
tenna Radiation Pattern.
1. INTRODUCTION
Many areas of applications, such as the autonomous vehicle, security, healthcare,
robotics, geographical routing, etc., require reliable and accurate location estimation. The
global navigation satellite systems (GNSS) is widely used due to its ability to provide
accurate positioning service. However, its accuracy relies on the number of visible satellites,
the relative position, radio electric coverage of the satellites [1]. Moreover, it suffers from
the temporary decrease in accuracy and disruption due to jamming and spoof [2, 3, 4, 5].
Hence a secondary backup mechanism is needed. The ideal cost-effective one would be
reusing the existing wireless network infrastructures, for example, the cellular network,
WiFi access points, and wireless sensor network (WSN).
Existing radio-frequency (RF) based localization schemes using signal strength has
the advantage of cost-efficiency but for its low accuracy. A variety of positioning techniques
have been proposed for wireless networks, such as angle-of-arrival (AOA)[6, 7, 8], time-
of-arrival (TOA)[9, 10], time-difference-of-arrival (TDoA)[11, 12, 13], and received signal
strength (RSS) [14, 15, 16]. AoA requires directional antenna array; and its accuracy is
proportional to the number of elements [17][18]. ToA requires high-precision timing and
synchronization components. TDoA relaxes the synchronization requirement by employing
either a sliding correlator or a matched filter [12]. The added cost may be prohibitive in
many wireless applications. The availability of the Received Signal Strength Indicator
(RSSI) in most of the commercial off-the-shelf radio transceivers has promoted the design
of several RSSI-based techniques, [19, 20, 21, 22, 23].
However, RSS-based methods suffer from low accuracy. There are two primary
reasons - antenna directivity and fading. First, traditional methods, [24, 25, 21, 22, 23,
26, 27], find the intersection of circular contours around the reference positions (RP) with
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estimated radius. This reduces the computational complexity and overload but introduces
error due to the antenna directivity. In realistic application environments, antenna directivity
changes the power radiation pattern of the RP. As a result, power based range estimation
accuracy varies with arrival angle. Antenna radiation pattern depends on antenna geometry
configuration (shape and dimension), dielectric material, combination (antenna array), and
signal wavelength. Thus, the over-relaxed assumption in conventional methods results in
large ranging and positioning error.
Second, multipath fading has a distinct impact on the fluctuation of the RF signal
power measurements, hence introduces bias and variance in the range and position estima-
tion. In the multipath environment, due to the signal reflection, diffraction, and scattering
from objects that surround the transmitter (Tx) and receiver (Rx), the transmitted signal
traverse multiple paths before reaching the Rx. As a result, the received signal is the trans-
mitted signal that traverses along direct LOS propagation path superimposed with several
copies of it from different NLoS paths. The effect of NLoS components on the received
signal can be either constructive or destructive to the original (LOS) signal. Hence, the
power measurement can be either weakened or strengthened by the environment. As a
result, the range and position estimation are distorted by the environment.
In this paper, we propose antenna radiation-pattern-aware power-based positioning
(ARPAP) method to address these two issues. ARPAP takes into account the antenna
directivity. The derived analytical error model and simulations show that the proposed
scheme with LOS component estimation effectively improves the power based positioning
accuracy. An instantiation of the entire scheme for the cellular network, as an example, is
provided.
In ARPAP, the antenna radiation patterns of both Tx and Rx have been modeled
into the RF signal propagation and attenuation path loss. The position estimation is ob-
tained by fitting the intersection of several non-circular power contours (of non-isotropic
antennas) based on Taylor series expansion. Simulation results show that ARPAP elimi-
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nated the antenna directivity introduced bias in traditional lateration methods. Also, power
measurement noise injected positioning error is reduced. To address the multipath fading
effect, LOS component estimation is performed before the range estimation. Since RSSI
provides measurements of the total power [28] present in a received signal, it is sensitive to
environmental fading. In our previous study [27][29], LOS based ranging and positioning
have been shown to be robust. Thus, by LOS estimation ARPAP eliminates NLoS signal
power.
Additionally, we derived ARPAP error model. The model is based on the theoretical
analysis of the ARPAP system mean square error bound (MSEB) in Ricean fading channel.
The MSEB is in the forms of Cramer-Rao Lower Bound (CRB), and bias for both LOS-
and RSS-based lateration. The proposed error model bring insight into how the multipath
propagation effects the positioning results and enable the elimination of bias and variance
introduced by fading signal from the position estimation. The derived error model will help
system designers to determine whether the ARPAP achievable performance meets their
application requirement.
Moreover, the proposed scheme is instantiated for the cellular network. The derived
error models are validated by simulation result. The Pearson correlation coefficient [30][31]
between our error model and simulation results show a high similarity score.
The remainder of this paper is organized as follows. In Section II, the motivation
of our work is present. In Section III, related works are introduced. Section IV presents
the positioning system model and the proposed localization method. The corresponding
correlation matrix is derived. In Section V, theoretical limit and error model of the proposed
positioning system is derived. Section VI instantiates the proposed scheme and error model
in the cellular network. In Section VII, we validated the proposed method and error model
by simulation results. The positioning error of the proposed method is compared with
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both constrained weighted least square (CWLS) and Gaussian-Newton method. Also, the
accuracy comparison of RSS and LOS signal power based positioning is given. The paper
is concluded in Section VIII.
2. MOTIVATION
In this section, we present the rationale why antenna directivity has to be taken into
account. Let’s consider a three-dimensional render of the antenna pattern. Fig 1 shows
the pattern and spatial placement of reference position (RP) and mobile transceiver (MT).
One RP is placed at [XRP,YRP]T , and an MT is at [XMT,YMT ]T . Under traditional lateration
methods isotropic antenna assumption, the radio waves from both RP and MT are emitted
equally in all directions. Therefore, the radiation patterns are assumed spherical. As a
result, the power contour is a circle. However, in realistic non-isotropic antenna scenario,
the power contours are not circular centering at the RP and MT location. Fig. 1 shows a
cellular 3-sector antenna on RP as an example. The half power beam width is 70o. And
the MT antenna is a dipole. The antenna gain between RP and MT is not only determined








































Figure 2. Uncertainty in power measurements on 2D plane
by the relative directions between them respectively but also the orientation of the MT. (see
Appendix A1 for orientation) Thus, the power contour is not a circle anymore. Non-circular
power contour means that given the same amount of measured power, the distance between
RP andMT varies with azimuth and elevation angles between each other. Since it is difficult
to observe the intersection and errors in the 3D graph, for simplicity and without loss of
generality, Fig. 2 compares the sector antenna power contour (which looks like an oval)
with the isotropic antenna in the 2D plane.
The noise in the power measurements will be magnified when traditional lateration
methods are applied in the non-isotropic antenna scenario. Supposewemeasure the received
power along the contour, assuming that the measurement has a constant standard deviation
(ε), since conventional lateration methods intrinsically convert non-circular contour into
circular, the variance of measurements after the conversion will be magnified directionally.
In Fig. 2, three representative directions are selected, 0◦, 30◦, and 60◦. On each direction, the
standard deviation of the powermeasurements are εc,0◦ = ε, εc,30◦ > εc,0◦ , and εc,60◦ > εc,30◦ .
It is worth note that the magnification effect is proportional to the inverse of the antenna
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Figure 3. Power contour and intersection under different antenna radiation pattern
Furthermore, as indicated in Fig. 3, the actual position of MT in the non-isotropic
antenna system is the intersection of several non-circular power contour (the solid curve).
Conventional range-based positioning aims at finding the location that minimizes the
ranges(radius) of multiple RP circular contour (the dashed circle). Consequently, the
estimated position will diverge from the actual position.
3. RELATEDWORKS
Existing studies of power based techniques, e.g. [32, 33, 34, 23], employ either
extra hardware or offline profiling to account for the antenna directivity and fading effect.
Recently, DoA assistance, i.e. the joint RSS/DoA-based localization scheme, is
proposed to address the antenna radiation pattern in cognitive network. In [32], Dr. Janis
propose to take the estimated DoA (from SLS DoA/RSS algorithm [35]) into Stansfield
estimator [36] to obtain position estimation. In [37], the DoA of the primary user (PU) is
assume to be estimated by MUSIC[17] or ESPRIT[38], and RSS measurements are used
to estimate the range from conventional pathloss model [39][40]. Dr. Jun Wang analyzed
the theoretical limit (CRB) of the joint RSS/DoA-based localization methods in [37]. Slow
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fading (Lognormal) model is used in his analysis. These DoA assisted methods require
switched beam antenna system (a circular array) mounted on each cognitive radio (CR) to
perform the DoA estimation. [32] shows that 10 is a good performance/complexity trade-off
of the number of sectors on each CR. In contrast, our proposed method makes use of only
the power estimation. Special hardware (antenna array) in the DoA module is eliminated.
Lateration and fingerprinting are two main RSS-based indoor localization tech-
niques. Fingerprinting methods [41][33][34][42] address the fading effect by establishing
RSSI fingerprint map in offline phase. The position estimation is obtained by matching the
online RSSI reading with the pre-stored fingerprint database. The function mapping from
location to the RSS measurement (or database) is created by frequent offline calibration
measurement. The position estimation is obtained by minimizing a cost function between
online observed RSS and database. However, the offline calibration stage is cumbersome.
And the calibration resolution determines the online estimation accuracy. Moreover, fin-
gerprinting methods are vulnerable to environmental change of the area of interesting.
Therefore, the offline training has to be carried out periodically. In contrast, our proposed
method requires no offline training and adapts to environmental changes.
In the existing lateration methods (e.g. [25][23][26][29][21]), contour of the re-
ceived signal strength is assumed to be equal around a beacon in a fixed radial distance
(range). Different varieties of multilateration algorithms have been proposed to perform
position estimate based on circle contour, for example, constrained least square (CLS)
[43], constrained weighted least square (CWLS)[24], nonlinear least square (NLS)[44], and
maximum-likelihood based nonlinear positioning (ML)[45]. Since the antenna radiation
pattern is missing in the model of the power based positioning system, there is a bias in
the position estimation. As indicated in our simulation results, the missing of the antenna
radiation pattern in the conventionalmultilaterationmodel results in huge positioning errors.
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Recently, Dr. Martin introduces a circular range-minimization scheme which is
based on Gauss-Newton method. It finds position by minimizing the error between range
measurements and the RSSI model. In [46], transceiver antenna pattern is modeled as
“Antenna Error” term in RSSI model and is assumed to be unique for both transmitter and
receiver in wireless sensor network. In contrast, the individual effect of the transmitter
and receiver antenna radiation pattern is modeled into our proposed empirical spatial-
pathloss. The position in the proposed scheme is obtained through Taylor expansion [47] of
it. The circular range-minimizing scheme employs Gauss-Newton method which suits for
optimization of the deterministic cost function. In contrast, the proposed method is fit for
position estimation based on noised measurements. Our simulation results indicate 40%
accuracy improvement of the proposed method over circular range-minimizing method.




















Figure 4. Overview of the Proposed Positioning Solution
4.1. Overview. The proposed ARPAP system estimates the MT position by mini-
mizing the difference between the signal measurements and the proposed empirical spatial
path loss model (ESP). The proposed ESP model extends the classic one-slobe path loss
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propagation model [48][39] into three-dimension. The advanced ESP model describes not
only how the signal attenuates with distance but also how it attenuated in space (azimuth
and elevation).
It is worth noting that depending on the application requirement, i.e., the compu-
tational complexity and readiness of the hardware, ARPAP system can take either RSS
measurements or LOS estimates as the input source. RSS indication is made readily avail-
able from all common wireless transceivers. LOS component within the RSS is determined
from the fading signal which comes from receiver equalizer during the demodulation. RSS-
ARPAP system eliminates the antenna directivity introduced bias error. LOS-ARPAP can
not only eliminate bias error but also reduce environmental fading effect at large.
This Section is organized as follows. An antenna radiation-pattern-aware path loss
model, named empirical spatial-path loss (ESP)model, is proposed in Section 4.2. Then, the
antenna radiation-pattern-aware positioning (ARPAP) system model is present in Section
4.3. The solution to the system is derived in Section 4.4. Corresponding covariance matrix
for both RSS- and LOS- ARPAP solution is derived in Section 4.5.
4.2. The Proposed Empirical Spatial Pathloss (ESP)Model. Antenna is a spatial
power radiation filter that determines the distribution of transmitted power in space. Antenna
directivity can be expressed as [40],
D(ϕ, α) = 4piB0
Prad
F(ϕ, α). (1)
where spatial function, F(ϕ, α), represents the space (ϕ, α) dependent function, such that
the radiation intensity (Watts/Unite Solid Angle) is U = B0F(ϕ, α). And, B0 is a power
related constant. ϕ is the azimuth angle, α is the elevation angle [40] (See Appendix 7.2.2






The amount of power collected by the receiving antenna is the product of power
density at the particular geographical location and the receiver antenna effective area [40].




(PLF) Ft(ϕt, αt)Fr(ϕr, αr)
d2
. (2)
where Pt is the total transmitted power, et(/r) is the efficiency of the transmitting(/receiving)
antenna, λ is the wavelength of the carrier frequency used for communication, B0,t(/r) is
the radiation intensity related constants of transmitting (/receiving) antenna, Prad,t(/r) is the
antenna radiation power of transmitter (/receiver), Ft(/r)(·) is the spatial function in radiation
intensity of transmitter (/receiver). (PLF) represents the polarization loss factor, which is
assume to be 1 for simplicity. d is the distance from the transmitter to the receiver,
d2k = | |x − xk | | + h2. (3)
where x = [x, y]T represents the 2-dimensional (2D) coordinates of the MT, xk = [xk, yk]T
represents the 2D coordinates of the k th RP, k = 1 ∼ M . M is the total number of RPs.
And, h is the relative height between RP and MT.
Generalize (2), we have the empirical spatial-pathloss model defined as follow.
Definition 2. An empirical path loss model multiplexed with the antenna directivity function
is called empirical spatial path loss model, ESP,
PESP = κQ/dn. (4)
where, Q is the transmit-receive antenna directivity factor,
Q = Ft(ϕt, αt)Fr(ϕr, αr). (5)
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In (4), the exponential parameter, n, is an environmental dependent factor which
varies between 2 to 6 (n is equal to 2 in free-space, and between 3 and 6 in either urban




(PLF). Practically, κ is an empirical value and is obtained from
experiments.
It isworth noting that, in traditional empirical path lossmodel, the antenna directivity
is included into the scalar factor. The traditional scalar factor is found by the experimental
results and is never accurate. It is subjected to the environment due to fading and antenna
directivity. In contrast, ESP separates the antenna directivity from traditional scalar factor,
and ARPAP addresses directivity effect on positioning. Moreover, by decomposing LOS
from fading signal, the ESP model is more accurate and stable than the traditional empirical
model.
Remark 3. In non-isotropic antenna scenario, conventional laterationmethodswill magnify
the power measurement noise.
(For detail, see Appendix 9.1)
4.3. Positioning System Model. Based on the empirical spatial pathloss model,
the received power from the k th RP, xk , at actual location x, can be expressed as,
ξ(x, xk) = f (pk). (6)
where f (·) = ln(·). And,
ξ(x, xk) = ln κ + γGt(x, xk) + γGr(x, xk) − n ln d(x, xk). (7)
Gt(x, xk) = 10log10Ft (ϕt(x, xk), αt(x, xk)) . (8)
Gr(x, xk) = 10log10Fr (ϕr(x, xk), αr(x, xk)) . (9)
γ = ln(10)/10.
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Thus, givenM reference positions, let θ = [θ1, θ2, · · · , θM]T be the power estimation,
θk = p˜k . The positioning system can be modeled as,
xˆ = Θ
(
f (θ), xre f
)
+ e. (10)
where xre f = [x1, x2, · · · , xM], Θ represents a vector function of ξ−1(p˜k, xk), i.e. Θ =
[ξ−11 , ξ−12 , · · · .ξ−1M ]T .
4.4. Position Estimation. The measurement of the received power from the k th
RP is,
ξk(xˆ) = f (θk) + ek . (11)
where ek is the measurement error.
By Taylor expansion [47], keeping the first order terms,
ξk(x, y)
x=x0 + ∂ξk∂x x=x0 δx + ∂ξk∂y

x=x0
δy ≈ f (θk) + ek (12)
where x0 = [x0, y0]T is the guess of the true position x = [x, y]T . And with the correction
by δ = [δx, δy]T , the position estimation is updated as,
x = x0 + δ. (13)
Hence, the positioning problem is to determine δ = [δx, δy]T through (12).
Providing measurements of recceived power from M RPs, we have,
∇ξ (x0)δ = z − e. (14)
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To minimize the square error of (14),
δ =
[∇ξ (x0)TΣ−1∇ξ (x0)]−1∇ξ (x0)TΣ−1z (16)
where, Σ is the covariance matrix of measurements.
4.5. Covariance Matrix for Taylor Position Estimation. The covariance matrix,
Σ, used for RSS- and LoS- ARPAP is given by Lemma 15.
Lemma 15. The covariance matrix for RSS-ARPAP is,
ΣRSS = diag([εΩ,1, εΩ,2, · · · , εΩ,M]). (17)
The covariance matrix for LoS based positioning is,
ΣLoS = diag([εv,1, εv,2, · · · , εv,M]). (18)
where, εv,k = εv(Kk) (k = 1 ∼ M) which is given in (20), with η(K) = piL
2
1/2(−K)
4(K+1) , and L1/2(·)
represents Laguerre polynomial. And εΩ,k = εΩ(Kk), with
εΩ(K) = (1 + 2K)/(1 + K)2. (19)
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εv(K) =

































Proof. In mobile fading channel, the probability density function (PDF) of the envelobe of
the channel fading is a random variable R following Ricean distribution [49],














where K represents the LoS-to-NLoS power ratio, i.e. K = v2/2σ2, and I0(·) is the modified
Bessel function of the first kind. The total power is,
Ω = v2 + 2σ2. (22)
In [27], it has been shown that the asymptotic variance of LoS component estimation
and the total power estimation can be expressed in terms of K and v2 as,
AsV(vˆ2) = εv(K)v4. (23)
AsV(Ωˆ) = c1(K)v4. (24)
where, function εv(K) is given by (22). And function c1(K),
c1(K) = (1 + 2K)/K2. (25)
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The variance of the logarithmized power measurement, ln(θ), can be obtained as
[30], VAR(ln θ) = [ f ′θ(µθ)]2
µθ=E[θ]
VAR(θ), which is,
VAR(ln θ) = µθ−2VAR(θ). (26)
Thus, it is straightforward that for RSS based positioning, the variance of the
logarithmized RSS measurements is
VAR(ln Ωˆ) = εΩ(K). (27)
where εΩ(K) = c1(K)
( K
1+K
)2, which is (19). And the variance of the logarithmized LoS
measurements is
VAR(ln vˆ2) = εv(K). (28)
Assume power measurements from different RPs are independent, we get the co-
variance matrix for RSS based and LoS based positioning (17)(18).
Remark 4. In multipath fading channel, the variance of both LoS and RSS measurements
depend only on the environment effects, i.e. the LoS-to-NLoS ratio K.
5. ERRORMODEL AND THEORETICAL LIMITS
In this Section, the mean square error bound (MSEB) for the ARPAP positioning is
derived. The power measurements from M RPs, θ = [θ1, θ2, · · · , θM]T , can be expressed as
a function of position xˆ,
f (θ) = ξ(xˆ, xre f ) + eθ . (29)
where ξ represents a vector function of ξk(xˆ).
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≥ CRB(xˆ) + Bias2(xˆ). (30)
In the following subsections, theMSEB for LoS- and RSS-based position estimation
are derived respectively.
5.1. Bias of the Positioning. The bias in the position estimation is caused by two
factors: 1) Propagated power measurements variance in the nonlinear position estimation
function. 2) The NLoS signal power from fading environment. lemma 16 provides a general
model of power-based positioning bias that take into account these two factors. Lemma 17
and 18 provide the bias specifically for RSS-ARPAP and LOS-ARPAP.
Lemma 16. The bias of ARPAP estimation is,
E(x − xˆ) = ∇†ξ(x) · s. (31)
where x is the actual position, xˆ is the position estimation, ∇ξ (x) is given in (15). And s,
[s]k = f (µθ,k) − ξk(x) + 12 f
′′(µθ,k)VAR(θ). (32)
with µθ,k = E[θk], k = 1 ∼ M .
Proof. Expand the left side of (11) around xˆ, and take expectation,
ξ(x) = E [ξ(xˆ)] + ∇ξ (xˆ)E (x − xˆ) . (33)
Take the expectation of the right side of (11),
E [ f (θ)] = f (µθ) + 12 f
′′(µθ)VAR(θ). (34)
Let ξ(x) = E [ f (θ)], we get (31).
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Lemma 17 and 18 provide LOS-ARPAP and RSS-ARPAP analytic bias.











































Proof. By using the LoS component, f (µθ,k)
µθ,k=E[vˆ2k ]=v2k = ξk(x), we get,
[s]LoS,k = − 12N v
−4
k AsV(vˆ2k). (36)
where N is the number of samples used for power estimation.
The asymptotic variance of LoS component estimation AsV(vˆ2) is given by (23).
Take (36) into (31), and after expanding, we get (36).











































Proof. By using the RSS components, f (µθ,k)
µθ,k=E[Ωˆk ]=Ωk = ln v2k + ln(1+K−1k ) = ξk(x)+
ln(1 + K−1k ) in (32). Therefore,




The variance of the RSS measurement can be obtained from moments of Rice
distribution, and is given by (24).
Take (39) into (31), and after expanding, we get (37).
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5.2. CRB of the Positioning. A general CRB for ARPAP system is derived in
lemma 19. The CRB for the RSS and LOS specific methods are given in Remark 5. The
CRB quantifies the minimum variance of an ideal estimator can achieve.




































− nd−2(y − yi)
(41)
And N is the number of samples used for power estimation, εθ,i represents the environmental
dependent term in power measurement variance, i.e. εΩ (θ = Ω) εv (θ = v) in(25)(26).
Proof. Assume independent power estimation from each reference position, the power
measurements asymptotically follows normal distribution, by central limit theory,
eθ
N−→ N(0,Σ) (42)
where, Σ is the covariance matrix.















































where εΩ and εv are given in (19) and (20), respectively.
5.3. Error Model. The power-based position estimation error is modeled as the
square root of the summation of the squared positioning bias and the trace of CRB as,
Ep =
√
Bias2x + Tr(I−1)). (46)
where BiasLoSx , BiasRSSx , [I]−1LoS, and [I]−1RSS are given in (35), (38), (45), and (44), respec-
tively.
6. APPLICATION EXAMPLE INSTANTIATION FOR CELLULAR NETWORK
The proposed method is applicable to many different systems include indoor and
outdoor power based localizations for ZigBee, WiFi, the cellular network, White Space TV,
Super WiFi [51], etc. As an example, in this Section, error model and CRB for ARPAP
in the cellular network are instantiated. A general power radiation pattern model of base
station antenna is used. And assume MT use dipole antenna.
6.1. Base Station Antenna Radiation Pattern and Available Localization Area.
In [52], 3-sector (and 6-sector) base station (BS) antenna pattern is given as,




























Figure 5. Localization Area
where −180◦ ≤ ϕ ≤ 180◦. The maximum gain Gm = 20dB in 3-sector BS antenna, and
Gm = 23dB in 6-sector BS antenna. The half power beam width, ϕ3dB = 70◦ in 3-sector
BS antenna, and ϕ3dB = 30◦ in 6-sector BS antenna.
A general method to restore the three dimension antenna pattern can be found in
[53]. An example of restored 3-D antenna pattern and received signal power map can be
found in Appendix 9.3. Since it has not been defined but the antenna pattern on azimuth
plane in [52], without loss of generality, we assume the antenna gain on elevation plane of
the interested angle range is one, i.e. Gt(αt) = 1, 90◦ < αt < 180◦.
In the cellular network, the power radiated in side lobes is desired to be suppressed.
We assume main lobe is in the range of −90◦ ≤ ϕ ≤ 90◦, and all side lobes are in
−180◦ ≤ ϕ ≤ −90◦ and 90◦ ≤ ϕ ≤ 180◦. Thus, we define the main lobe covered area as
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the localization area, which is indicated in Fig. 5 (the enclosed area by triangle [s1, s2, s3]).
When 3-sector antenna is mounted on the BS, one cell site covers three cell. The boresights
of the three-antenna point to ϕo,1 = −90◦, ϕo,1 = 30◦, and ϕo,1 = 150◦, respectively.
The BS antenna radiation pattern can be modeled as,






where −90◦ ≤ ϕt − ϕo ≤ 90◦, ϕo is the antenna boresight direction.
Lemma25 provides the first derivative of theBS antenna directivitywhich is required
for calculating the Jacobean matrix ∇ξ(15), positioning bias (35)(38), and theoretical limits
(44)(45).


























where the location of the MT is [x, y]T , the location of the kth RP (the BS) is [xk, yk]T ,
function atan2d(·) represents Four-quadrant inverse tangent in degrees, and
dk =
√
(x − xk)2 + (y − yk)2.



























The rest of the proof is straightforward and is omitted.
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6.2. Receiving Antenna Radiation Pattern. Without loss of generality, assuming
the receiving antenna is dipole, for the sake of simplicity, consider the directivity spatial
function of an infinitesimal dipole antenna,
Fr(ϕr, αr) = sin2(αr) (51)
Using Euler angles, [Ωx,Ωy,Ωz]T , represents the orientation of the receiving an-
tenna. (Appendix 9.2)
Lemma 21 provides the first derivative of the receiving antenna directivity which
is required for calculating the Jacobean matrix ∇ξ (15), positioning bias (35)(38), and
theoretical limits (44)(45).





























Mhk = sin(Ωy)(xk − x) + cos(Ωx)cos(Ωy)h + cos(Ωy)sin(Ωx)(yk − y). (54)
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Proof. Given the location of the k th RP and MT, set the origin at the MT location, the




















where the displacement in inertial frame E∆x = [∆x,∆y, h]T = [(xk − x), (yk − y), h]T .
Thus, the orientation of MT in the inertial frame "E" relative to MT body frame "M" is,
M∆x = MER
E∆x. (56)
where MER is rotation matrix (Appendix 9.2).
Thus, after rotation, Mhk = [0, 0, 1] MER E∆x, which is (50). And the elevation angle,
Mαr = acos ( Mhk/rk). Differentiating the receiving antenna spatial function Gr , (57), we
get (52).
Gr = γ−1lnFr(ϕr, αr). (57)
6.3. Error Model and CRB. The error model (46) and CRB (40) of the ARPAP
in the cellular network is obtained by taking the first derivative of RP and MT antenna




As an instance application, the proposed ARPAP method is evaluated in the cellular
network. In this Section, analytic error models are first validated by simulation. Next,
the proposed ARPAP method is compared with the Gauss-Newton method. Finally, the
performance comparison between LOS- and RSS-ARPAP is given.
In this work, we validate the derived positioning error model and theoretical limit
using a representative simulation area. For smaller or larger area, the corresponding
theoretical limit can be obtained from our model. Other simulation results we obtained
confirm the conclusion, though are omitted here due to limited space.
We choose a representative simulation area and placed the RP as follows:
• The center of the area is the origin of coordinates.
• RPs are evenly distributed around the center with radius of 3.5km.
Fig. 6 shows the contour map within the simulation area. The contour lines
indicate −10dBm, −75dBm, and −80dBm. The signal attenuation parameters are set to be
κ = −18.52dBm and n = 2. The power impinges on the receiving antenna along the BS
antenna boresight is shown in Fig. 7 which indicates the signal attenuation.
In our simulation, Koaymethod [54] is used to estimate the LOS signal component in
RSS. Without a loss in either generality or accuracy, the sum-of-sinusoids simulator, which
was proposed in [55], is applied to generate the fading signal. The Doppler frequency is set
to be 100Hz. The number of fading paths is configured to be ≥ 20. And the angle of arrival
is randomly generated. Taking GSM network as an example, assuming carrier frequency
of 900MHz, and the symbol rate of 270kbps [56], the vehicle velocity is 75mph (33m/s)
which is corresponding to the 100Hz Doppler frequency. The sample size of the fading
signal is 3e4.
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Figure 6. Simulation Area






















Figure 7. Path-loss Alone Bore-side Direction of Beacon Antenna
In the simulation, three environmental fading conditions, i.e. K-ratio equals to 10,
50 and 100, three receiving antenna attitude cases, i.e. Ωy equals to 0◦, 10◦, and 30◦, are
compared. Other simulation results we obtained confirm the conclusion, though are omitted
here due to limited space.
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7.1. Comparison with the Lateration Methods. In this Section, we compare the
proposedARPAP results with 1) Lateration CWLS positioning results and 2) Gauss-Newton
method [46].
1) Comparison with CWLS Positioning:
The CWLS method can be found in [24]. It obtains the solution by minimizing the
squared ranging error.
Simulation results show an averaged bias error of several thousand meters when
antenna radiation pattern is not isotropic. As an example, Fig. 8 shows a comparison of
positioning error for K = 100 and Ωy = 10◦.
Figure 8. Positioning Error (K = 100, Ωy = 10◦)
The averaged error of the CWLS method applied in the non-isotropic antenna
scenario is as high as 3317meters for varying K (10, 50, 100) and Ωy(0◦, 10◦,25◦, 30◦).
In contrast, the averaged error of the proposed method is 27 meters in the 12Km × 10Km
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area which is 99% improvement. The proposed ARPAP method effectively eliminates
the positioning error due to the antenna directivity which has not been considered in
conventional lateration system model.
2) Comparison with Gauss-Newton Method:
For completeness, the Gauss-Newton solution (GN) for the ARPAP (GN-ARPAP)
is derived in Appendix D. Because the solution provided in [46] is specific for WSN.
Table 1 and Table 2 compare the averaged error (averaged over Ω◦y = 0◦, 10◦, 25◦,
30◦) of the proposed ARPAP and GN method. Overall, the proposed ARPAP is 40% more
accurate than GN based approach. GN method finds MT position by minimizing the cost
function which is the squared difference between path loss model and range measurement.
Since it objects at optimizing deterministic function (cost function), GNmethod is sensitive
to noise. On the contrary, the Taylor based method find the solution by expanding the ESP
model and minimizing the measurement error. The Taylor-ARPAP is more suitable for the
practical noising application.
Table 1. Comparison of Positioning Accuracy








100 32.37 56.14 42.34
50 56.79 89.25 36.37
10 230.02 307.22 25.13
In addition, Table 1 and Table 2 show that, positioning error increases with the
NLoS signal components (i.e. the K-ratio decreases). Based on LOS estimation, the NLoS
component is suppressed from fading signal, ARPAP can reduce positioning error caused
by environment.
7.2. Error Model Validation. In this section, we validate the proposed ARPAP
error model by simulation. Pearson correlation coefficient [30][31] is used to evaluate the
similarity between the analytical model and simulation results.
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Table 2. Comparison of Positioning Accuracy








100 15.54 29.77 47.82
50 21.13 36.81 42.61
10 45.16 65.96 31.54
1. P.M.: Proposed Method
2. Avg. Err.: Averaged over Ωy=0◦, 10◦, 25◦, 30◦.
Table 3 (RSS) and Table 4 (LOS) summarize the averaged error of the simulation
results and the similarity scores. The overall average similarity score between simulation
and analytical model for RSS- and LOS- ARPAP is +0.79 and +0.75 respectively. They
indicate a high similarity [31], thus, validating the proposed error model.









100 32.37 22.43 +0.79
50 56.79 44.52 +0.80
10 230.03 213.83 +0.76









100 11.54 1.91 +0.84
50 12.33 1.93 +0.80
10 15.62 1.98 +0.81
1. Avg. Err.: Averaged over Ωy=0◦, 10◦, 25◦, 30◦.
Fig. 9 and Fig. 10 show the representative RSS- and LOS- ARPAP results for K-
ratio equals to 100 and Ωy equals to 10◦. The averaged positioning errors in the simulation
are above the analytical model and vary in correspondence with the model prediction. The
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Figure 9. Validation, RSS, K = 100, Ωy = 10◦
similarity score between simulation result and the model is +0.82% and +0.80 respectively.
Due to the residuals in the LOS component estimation, in Fig. 10, the positioning error of
simulation results is higher thanwhat errormodel predicted. Since the analytical positioning
error model is derived based on the analytic bias and CRB. The derived CRB provides a
lower bound of positioning variance that the best power based positioning method can
achieve.
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Figure 10. Validation, LoS, K = 100, Ωy = 10◦
7.3. RSS-ARPAPvs. LoS-ARPAP. Table 5 summarizes the simulation results and
error model prediction of RSS-ARPAP and LOS-ARPAP. The accuracy of LOS-ARPAP is
superior to RSS one over all the conditions (environmental K-ratio and receiving antenna
orientation). Fig. 11 shows a representative positioning error for K-ratio is equal to 50
and Ωy = 10◦. The analytical model (the curved surface) and the simulation results of the
LOS-ARPAP are below that of the RSS one. The LOS component estimation suppressed
the environmental fading effect on the positioning result. On average, the LOS-based
positioning method improves the accuracy by 65%.
Both simulation and analytic model indicate an increasing in the RSS- and the
LOS-based positioning error with environmental fading (i.e. K-ratio decrease). Because
NLoS components in the fading signal add uncertainty and bias to the power measurements
[27]. However, by using the LOS component estimation, fading effect is suppressed. Hence
accuracy is improved. The LOS-based method shows an efficiency increase in improving
the accuracy with the environmental fading (i.e. from 53% to 80% as K from 100 to 10).
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0 21.99 25.86 1.91 11.54 55.4%
10 21.98 26.70 1.93 12.33 53.8%
25 22.79 34.81 1.96 15.62 55.1%
30 22.94 42.11 1.96 22.66 46.2%
50
0 43.64 49.79 2.72 16.81 66.2%
10 43.64 51.78 2.74 18.60 64.1%
25 45.25 59.77 2.77 21.54 64.0%
30 45.55 65.81 2.78 27.55 58.1%
10
0 209.6 214.67 6.21 41.10 80.9%
10 209.6 222.22 6.28 39.71 82.1%
25 217.33 238.67 6.36 45.76 80.8%
30 218.8 244.45 6.37 54.07 77.9%
Figure 11. LoS vs. RSS power based positioning. K = 50, Ωy = 10◦
Additionally, from Table 5 we find that, on each environmental case (each K-ratio),
both of the positioning and error model predicted error increases with the changing of
receiving antenna orientation (Ωy diverges from 0◦). Since the none of the dipole antenna
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radiation pattern is in the direction of ±Z-axis (body frame), as Ωy diverges from 0◦, the
none heads down. The power measurement noise is magnified in the projected direction on
the inertial azimuth plane.
8. CONCLUSION
The proposed ARPAP scheme provides a cost-effective augmenting solution to the
GNSS. Simulation results show that ARPAP effectively eliminates the position estimation
error due to the antenna directivity (overall accuracy improved by 98% comparing to
conventional lateration method). And, it is robust for positioning application based on
noised signal power measurement and is 40% improved accurate over Gaussian-Newton
method. Simulation results validate the derived error model. The Pearson correlation
coefficient shows a high similarity between the proposed error model and simulation results.
The similarity score is +0.75 up on average. Furthermore, we show that by decomposing
LoS and NLoS component in the fading signal, environment introduced positioning bias
can be suppressed. On average, LOS-ARPAP is 65% more accurate than the positioning
results based on RSS measurements.
ARPAP though accurate, cannot be used alone to replace GNSS. Hence, future work
should include integration with other sensors, such as inertial measurement unit (IMU) and
light detection and ranging (LiDAR).
9. APPENDIX
9.1. Antenna Directivity Effect on Power Measurement Variation. Conven-
tional lateration methods applied in non-isotropic antenna scenario will magnify the power
measurement noise directionally.
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Let Pc denotes the conventional empirical path loss model, i.e., Pc = κ/dn. Then,
PEPS = QPc, where Q is the anteena factor (5). The power measurement p˜ with noise of
standard deviation σ is,
p˜ = pESP + σ. (58)
Since Pc omit the antenna directivity Q, we have Q−1 p˜ = pc +Q−1σ, where pc
represents the power measurement in conventional empirical path loss model.
Thus, the power measurements are factored byQ−1, and the corresponding variance
is factored by Q−2(Q ≤ 1), i.e.,
pc = Q−1 p˜ +Q−1σ. (59)
Hence, to apply the traditional lateration methods in non-isotropic antenna scenario,
the localization error in terms of bias and variance are both greater than for ARPAP.
9.2. Frame of Reference.
9.2.1. Orientation. A notation system of leading superscripts and subscripts in
[57] is adopted to denote the relative frames of orientations. An arbitrary orientation of
inertial frame "E" relative to MT body frame "M" can be achieved through a rotation of
Euler angle set [Ωz,Ωy,Ωx]T . The rotation matrix ME R defined by equation (60), describe
the orientation of frame E relative to frame M.
M























9.2.2. Coordinate System for Antenna Analysis. Antenna radiation pattern rep-
resents the distribution of radiated energy from an antenna over a surface of constant radius
centered upon the antenna. Fig. 13 shows the spherical coordinate system that is used for
antenna analysis. Elevation plane angle α is the angle between the z-axis and the vector
from the origin to the point (ranges from 0o to 180o). Azimuth plane angle ϕ is the angle








Figure 13. Coordinate System for Antenna Analysis
9.3. AntennaDirectivity andEmpirical Spatial-pathloss Example. The antenna
directivity function (F(ϕ, α)) can be found either by derivation from the electric current
(e.g. half-wave dipole antenna [40]) or from antenna pattern specifications and manuals
(e.g. [58, 59]). An example of a power map applying the proposed ESP model is given in
this appendix.
Figure 14. Restored Directivity of 3-Sector Antenna in cellular Network
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Figure 15. Spatial-Pathloss Power Map (dBm)
In this example, a 3-sector antenna with parameters specified in [52] (half power
beam width ϕ = 70◦, front back ratio (maximum attenuation) FBRh = 20dB, maximum
gain Gm = 18dbi) is restored as in Fig. 14. For simplicity , assume the vertical antenna
gain in the space of interest is 1 [60].
Based on empirical spatial-pathloss model, a map of the signal power that impinge
on the receiver antenna is shown in Fig 15. (Assume κ = −18.52dBm, antenna height is
10(m))
9.4. Gauss-Newton Position Estimation. The position can be found by minimiz-




dk(xˆ) − d˜k. (61)
where dk(xˆ) = g(xˆ, xk) is the range distance from xˆ to the k th reference position, and d˜k is
a function of power estimation θk .
d˜k =
(




In Gauss-Newton method, the noise is assumed to be negligible [46], the optimiza-
tion method is recursively correcting the position guess as,









where superscript l represents the recursive index, Dd = d − d˜ with d = [d1, d2, · · · , dM]T
and d˜ = [d˜1, d˜2, · · · , d˜M]T , and
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ABSTRACT
The antenna directivity and fading effect challenge conventional power-based lo-
calization methods. Maultilateration method assumes omnidirectional antenna radiation
pattern such that circular power contours can be employed for position estimation. How-
ever, in the practical wireless communication systems, directional antennas are adopted.
It results in noncircular power contours. Therefore, significant localization errors will be
introduced when using the conventional multilateration. In this paper, a maximum likeli-
hood estimation approach—MLARPAP— is proposed for power-based positioning in the
non-isotropic antenna employed system. A power contour circle fitting (PCCF) algorithm is
proposed for obtaining the initial position guess for theMLARPAP. Numerical results show
that the proposed algorithm achieves accurate localization result, and effectively suppresses
the error introduced by varying the orientation of a mobile device. Also, it is robust to
environmental fading disturbance.




Locating people and objects has become a fundamental requirement in many prac-
tical applications, for example, the advanced driver assistance systems (ADAS), robotics,
healthcare, security, geographical routing, etc. The most widely-used global navigation
satellite systems (GNSS) could provide accurate position estimation given the presence of
strong line-of-sight (LoS) satellite signal. However, satellites coverage and relative posi-
tion, interference, and malicious jamming or spoofing can degrade its accuracy [1, 2, 3].
Therefore, a augmenting solution that can alleviate the GNSS deficiency is required. The
ideal one would be using the existing wireless networks, such as the cellular network, WiFi
access points, wireless sensor network (WSN).
Received signal strength (RSS) [4, 5, 6] is prefered due to its low complexity
and hardware requirements. Other technologies include Time-of-arrival (TOA)[7, 8], time-
difference-of-arrival (TDoA)[9, 10, 11], angle-of-arrival (AOA) [12, 13, 14], all of which re-
quire costly, dedicated infrastructure. Although, TOA-based systems require high-precision
timing and synchronization components. TDoA-based systems relax the synchronization
requirement while requiring either a sliding correlator or a matched filter [10]. AOA-based
systems require antenna array; and its accuracy is proportional to the number of elements
[15][16]. In contrast, Received Signal Strength Indicator (RSSI) is available in most of the
commercial off-the-shelf radio transceivers [17, 18, 19, 20].
Lateration and fingerprinting are the two main RSS-based localization techniques.
Fingerprinting methods require onerous offline pre-building and periodical fingerprint
database calibration for minimizing environment introduced spatial and temporal variance.
Besides, its accuracy is determined by the grid size used for calibration and the number of
the reference positions (RPs) per grid [21].
Multilateration techniques, [22, 23, 24, 25], require minimum system maintenance;
however, they suffer from low accuracy for two primary reasons: antenna directivity and
multipath fading. First, they assume that the signal power emitted from RP is directional
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independent such that circular contours (centered at corresponding RP) can be used for
positioning. Though reduce the computational complexity and overload, they are sensitive to
the radius distance estimation error. Moreover, in practical applications, antenna directivity
changes the power radiation pattern from the RP. Thus, the over-relaxed assumption in
conventional lateration methods results in a significant positioning error.
Multipath fading from the environment, as the second issue, also introduces bias
and variance into the range and position estimation. In the practical multipath environment,
the received signal is a superposition result of the original signal (Line-of-sight (LoS)
component) and copies of it (No-LoS (NLoS) component) that are reflected, diffracted, and
scattered from the environment. Hence, the power measurement can be either weakened
or strengthened by the environment. As a result, the range and position estimation are
distorted.
In this paper, a novel Maximum Likelihood based Antenna Radiation-Pattern-Aware
Power-based positioning (ML ARPAP) method is proposed to address the antenna direc-
tivity and fading issue. In contrast to conventional lateration methods, ARPAP system
takes account the antenna radiation pattern into the RF signal propagation and attenuation
model. The position estimation is obtained by fitting the intersection of several non-circular
power contours. Simulation results show that ML ARPAP reduced the antenna directiv-
ity introduced localization bias by using the conventional multilateration methods. And,
power measurement noise-injected positioning error is further reduced by LOS component
estimation.
Maximum likelihood (ML) estimator has the asymptotical efficiency. However, it
suffers from initial condition sensitivity and convergence problems. For nonlinear problems,
ML does not have a closed-form solution. Also, it requires an appropriate initial value
guess. However, due to the high nonlinearity of the ARPAP system introduced by the
antenna directivity, existing initial value searching procedures are not feasible.
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Projections onto convex set (POCS) - based positioning algorithm in wireless sensor
network was first proposed in [26] to solve the convex feasibility problem. In [27][28], the
semidefinite programming (SDP) methods were proposed for reducing the complexity of
POC based methods. A closed-form approximate solution to the ML equations namely ap-
proximate maximum likelihood (AML) algorithm was proposed in [29]. However, existing
algorithms are based on the circular contour assumption where the positioning can be easily
converted into SDP optimization problem (SDP optimization problem has standard solvers
such as SeDuMi[30]). However, in realistic non-isotropic antenna scenario, the distance
between Rx and Tx is direction-dependent - both Rx and Tx antenna directivity affect the
distance estimation. Although [31] extended the circular-POC to hyperbolic for TDOA,
existing POC-based methods are not feasible for the problem encountered in the ARPAP
system, where the power contour is RX and Tx antenna radiation pattern (directivity)
dependent.
Recently, particle swarm optimization (PSO)- based algorithmwas proposed in [32].
However, the computational resource allocated by PSO is larger as the number of particles
and area resolution used for searching. Especially, for a larger area, the computational cost
would be very high.
In this paper, a power contour circle fit (PCCF) scheme is proposed for initializing
theMLARPAPE. Simulation results show that it effectively prevent nonlinearML divergence
in ARPAP system.
In [33], a gradient optimization (GO) algorithm is proposed. However, it is specif-
ically for wireless sensor network. Besides, relaxed assumptions are made: no noise and
unique Tx and Rx antenna directivity.
To the best of the author’s knowledge, ARPAP system is the first generalized RF
signal power-based localization scheme that takes into account antenna directivities for both
transmitter and receiver. Existing methods, e.g. [22, 23, 24, 25], are based on circular power
contour assumption and not feasible for the practical scenario that ARPAP can solve.
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The rest of the paper is organized as follows. Section 2. presents our proposed
ML ARPAPE system and MLE solution. In Section 3. the proposed PCCF algorithm is
present. Section 4 instantiates the proposed scheme in the Cellular network. In Section 5.,
we validated the proposed method by simulation. The paper is concluded in Section 6.
2. THE ML ARPAPE
2.1. Overview. The proposed ML ARPAP system finds the mobile transceiver
(MT) location by minimizing the weighted mean square error of power measurements and
location (13). First, we propose the power contour circle fitting (PCCF) algorithm to find
the initial condition (initial guess of position) to prevent the ML estimation from diverging.
PCCF will be introduced in section 3. Next, ML-based accurate positioning is performed.
Due to the nonlinearity of the ARPAP system, it is difficult to find the closed-form ML
position estimator. Hence, an iterative Newton-Raphson solution, i.e., the Hessian matrix
and gradient vector, is proposed in section 2.4.
Fig. 1 shows the overall framework of the system. The LoS component in the
received signal is first estimated which helps reduce the environmental multipath fading
injected positioning error. The orientation of the MT helps ARPAP system finding the
receiver (Rx) and transmitter (Tx) antenna directivity in the direction of interest. The
proposed PCCF scheme provides coarse position estimate which is used as the initial
position guess for the ML based positioning.
It is worth noting that RSS indication is made readily available from all common
wireless transceivers, while, the LOS component has to be estimated from the fading signal
which comes from receiver equalizer during the demodulation. The proposedMLARPAPE
system can take either RSS or LOS estimates as the signal measurements depending on the
application requirement, i.e., the computational complexity and readiness of the hardware.
We derived the MLE for both: RSS and LoS in section 2.4.
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Figure 1. Overview of the proposed scheme
In this section, the ARPAP system model is first introduced. Next, maximum like-
lihood estimator for ARPAP (ML ARPAPE) is derived. Then, Newton-Raphson recursive
solution for ML ARPAPE is derived. Finally, the covariance matrix for both RSS and LoS
based positioning is provided.
2.2. ARPAP System Model. In non-isotropic antenna employed radio frequency
(RF) system, the received signal power at MT from reference position (RP) is determined
not only by the distance but also the antenna directivity. Given MT position x = [x, y]T , the
received signal power can be modeled as,






is the space function in antenna directivity. ϕt(/r) is the azimuth
angle (−pi ∼ pi), αt(/r) is the elevation angle (0 ∼ pi) of transmitting (/receiving) antenna
(See Appendix A2 for antenna analysis coordinate system). κ is the scale factor in Friis
equation [34], which encapsulates the transmitting power, antenna gain, and losses. n is an
exponential factor, which varies under different environmental conditions: in free-space, n
is equal to 2, in either urban or some suburban areas, n can be between 3 and 6. Assume
there are M RPs, each RP is placed at xi = [xi, yi]T (i = 1 ∼ M), the distance from MT to
the ith RP is,
d(x) =
√
(x − xi)2 + (y − yi)2 + h2i . (2)
where, hi represents the relative height.
Replace the receiving power in (1)with power estimation (θ), theARPAPpositioning
system is modeled as,
θ = κeγGt (ϕt (xˆ),αt (xˆ))eγGr (ϕr (xˆ),αr (xˆ))d−n(xˆ) (3)
where γ = ln(10)/10, Gt/(r) (·) represents the transmitting (/receiving) antenna directivity
function in logrithmic (decibel) unit, i.e. 10log10Ft(/r) (·) = G (·). α is the elevation plane
angle, ϕ represents the azimuth plane angle in spherical coordinates in antenna analysis
[35] (see Appendix 7.2.2 for detail).
To reduce computational complexity, we consider the logarithmic version of (3),
ξi(xˆ) = f (θi) + ei . (4)
where ek is the measurement error, and,
f (θ) = ln θ. (5)
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ξk(xˆ) = ln κ + γGt(ϕt(xˆ), αt(xˆ))
+ γGr(ϕr(xˆ), αr(xˆ)) − n ln d.
(6)
and xˆ = [xˆ, yˆ]T is the position estimation.
2.3. LoS Component Estimation. Here, we present the models of both the re-
ceived signal amplitude and LoS component estimator that are used for deriving the ML
ARPAP approach.
In mobile fading channel, the probability density function (PDF) of the envelobe of
the channel fading, ρ, follows Ricean distribution [36], and can be expressed as,














where Ω represents the total power, which includes the LoS component, v2, and NLoS
component, σ2; K represents Ricean factor which is defined as the LoS-to-NLoS power
ratio, i.e.K = v2
/
2σ2; I0(·) is the modified Bessel function of the first kind.
Ω = v2 + 2σ2. (8)













where, Lq(·) is laguerre polynomials [38].
The received signal strength indicator (RSSI) measures the total power received at








where N is the number of fading signal samples.
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where, Kˆ is the LoS-to-NLoS K-ratio. We assume that the total power and K-ratio are
estimated independently.














− 2, ξ(),σ2% is the variance of fading signal envelope,σ2% = µ2 − µ21.
µ1 and µ2 are the first and second moments of the samples of fading signal. An iterative
solution for  is given in [41].
2.4. ML ARPAPE. In this section, a general MLE for Antenna Radiation-Pattern-
Aware Positioning System is first given in Lemma 22. Next, the Newton-Raphson procedure
(for solving for the estimator) and its Hessian matrix and gradient vector are derived in
Lemma 23 and Lemma 24, respectively.
Lemma 22. The MLE of the Antenna Radiation-Pattern-Aware Power-based Positioning
System is,
xˆ = arg min
xˆ




ξ1(x) − 12 µ−2θ,1AsV(θ1)
ξ2(x) − 12 µ−2θ,2AsV(θ2)
...
ξM(x) − 12 µ−2θ,MAsV(θM)

. (14)
rθ = [lnθ1, lnθ2, · · · , lnθM]T
Cθ = diag
(
µ−2θ,1AsV(θ1), µ−2θ,2AsV(θ2), · · · , µ−2θ,MAsV(θM)
) (15)
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And, AsV(θk)(k = 1 ∼ M) represents the asymptotic variance of power estimator θk ,
µθ,k = E[θk] is the expectation of the power estimator.
Proof. By Central Limit Theory, the power estimation asymptotically follows normal dis-
tribution as,
ln θ N−→ N(µln θ, AsV(ln θ)). (16)
Therefore, the expectation of ln θ is [42] µln θ = ln µθ + (1/2)(ln µθ) ′′θAsV(θ), i.e.,
µln θ = ln µθ − 12 µ
−2
θ AsV(θ). (17)
and, the variation of ln θ is AsV(ln θ) = [(ln µθ)′θ ]2AsV(θ), i.e.,
AsV(ln θ) = µ−2θ AsV(θ). (18)
where (·)′θ and (·)
′′
θ represent the first and second derivative operation with respect to (w.r.t.)












Assume that the power measurements from the M beacon-MT paths are independent, the
multivariate probability density function (PDF) of rθ is,





(r − t)TC−1θ (r − t)
}
.
which is equivalent to,







(r − t)TC−1θ (r − t) . (20)
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Remark 6 will show that, for both RSS- and LoS-based positioning, Cθ is indepen-
dent of x. Therefore, to find the maximum likelihood estimator is equivalent to minimize
the second part of (20), i.e. (13).
Lemma 23. The Newton-Raphson iteration procedure [43, 44] to solve the MLE in (13) is,
xˆ(k+1) = xˆ(k) −H−1(Jθ(xˆ(k)))∇(Jθ(xˆ(k))). (21)













And, the cost function,
Jθ(x) = (rθ − tθ)TC−1θ (rθ − tθ) . (24)
It is worth noting that the power estimator, θ, can be either the total received power
(RSS, Ω̂), or line-of-sight power component estimates (LoS, v̂2).
Lemma 24. The Hessian matrix and gradient vector in the Newton-Raphson procedure are
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(Ki) = 1 + 2Ki(1 + Ki)2
. (28)











































4(K + 1) (29)
Proof. Here, we derive the Hessian matrix and gradient vector for both RSS-based and
LoS-based localization.
RSS (θ = Ω̂):
In [40], it has been shown that the variance of the total power estimation can be
expressed in terms of K and v2 as,




The expectation of ln θ, is µlnΩ̂ = lnΩ − 12Ω−2AsV(Ω̂). Since the total power (8)
can be expressed in terms of LoS signal power and K-ratio as Ω = v2(1 + K−1), thus,
µlnΩ̂ = lnΩ − (1/2)cΩ̂. (31)
where c
Ω̂
is given by (28).




Take the first and second derivation of the cost function, we get Hessian matrix (25)
and gradient vector (26), respectively.
LoS (θ = v̂2):
The asymptotic variance of the LoS component estimation can be expressed as [40],
AsV(v̂2) = cθ |θ=v̂2 v4. (32)
where c
v̂2
is given by (29).
The expectation of ln θ, (17), becomes,
µ
lnv̂2
= ln v2 − (1/2)c
v̂2
. (34)




Take the first and second derivation of the cost function, we get Hessian matrix (25)
and gradient vector (26), respectively.
It is worth noting that by taking the expectation and variance of RSS estimator,
(30)(31), into the covariance matrix (15), we get the covariance matrix of the positioning




i,i = cΩ̂(Ki). (35)
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(29) are independent of MT location, we have
following remark.
Remark 6. The covariance matrix of the positioning MLE is independent of position.
3. POWER CONTOUR CIRCLE FIT (PCCF)
Due to the nonlinearity of the ARPAP system, an initial position guess is required
to prevent ARPAP positioning from diverging. In this section, we introduce the proposed
power contour circle fitting (PCCF) algorithm.
3.1. Overview. In contrast to the assumption in conventional lateration methods,
the shape of the power contour that is determined by the non-isotropic antenna directivity
is not a circle that centered at the RP. In the proposed PCCF, power contours are fitted such
that the origin and radius of the fitting circle are determined by circle fitting algorithm.
Thus, a rough estimation of the MT location can be found by finding the intersection of
multiple fitting circles where conventional multilateration methods are applicable. This
fitting-multilateration procedure is repeated. At each iteration, the center and radius of
the fitting circle are adjusted such that the guessing error around the estimated location
is shrunk. And, as the position guess is getting closer and closer to the actual location,
the segment of power contour that used for circle fitting is reduced so as to improve the
accuracy. The flow chart of the algorithm is given in Fig. 2.
3.2. The CF Algorithm. For the convenience of reading, superscript (k) is used to
represent the k th iteration of the position guess.
We first define the power contour function. Then, the procedure to determine the
contour based on the initial position guess and the orientation of MT is introduced. Next,
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Figure 2. Overview of the CF Algorithm
rough position guess can be determined by multilateration method. By updating the initial
position guess and repeating the procedure, more accurate position estimation can be found
in a iterative fashion.
Definition 3. A continuous position series, on which the received power level is a fixed









represents the inverse of function (1), given power measurement P¯.
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As shown in Fig 3, x0 is the center of the localization area. The initial position can
be chosen at x(0) = x0. The orientation (see Appendix 7.2.1 for detail) of the ith RP relative











Figure 3. The orientation of the ithRP relative to x(0) = x0




[α00r,i , ϕ00r,i ]T
)
, where MER(·) represents the rotation matrix (57).
[α(k)r,i , ϕ(k)r,i ]T = MER
(
[αk0r,i , ϕk0r,i ]T
)
(38)






Gr,i = Gr(α(0)i , ϕ(0)i ) (39)
















where X(k)i is a L × 1 vector, represents the set of position samples on the contour. ϕ(k) is a
L × 1 vector that contains corresponding azimuth angle of the samples.
Next, each of the contour sample set, X(k)i (i = 1 ∼ M), is fitted by circle function.
The fitting algorithms can be found in [45, 46, 47, 48].
Fig. 4 depicts the two steps to determine a position guess. Let Θ(k)i represents the
contour-fitted circle function. Each circle fits a contour set X (k)i . The
(k+1) position guess is
found by multilateration operation T (·).
X2(k)    (dots)
Circle 
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Figure 4. Get the 1st position guess from contour samples
The k th position guess, x(k), is further taken as the initial guess for the (k + 1)th
iteration in the algorithm.
The PCCF algorithm is summarized in Fig 5. From the initial position guess, x(0),
and the orientation of the MT, [θ1, θ2, θ3]T , the antenna directivity of the MT is determined
by MER. Then, the receiving power contour is sampled on the RP antenna azimuth angle
set, ϕi. Next, circle functions that fit the contour sample set, X (k)i , is found. Conventional
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circular contour based multilateration method, T (·), is applied to obtain a more accurate
position guess, x(k+1). Finally, the refined position guess can be used for repeating the
procedure in an iterative fashion so as to reduce the position estimation error.
The threshold should be set to meet the minimum requirement of convergence for
the subsequent method includes ML ARPAP and GO (presented in Section V). In Section
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Figure 5. CF Algorithm
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4. APPLICATION INSTANTIATION FOR CELLULAR NETWORK
The proposed method is applicable to many different systems include indoor and
outdoor power based localizations for ZigBee, WiFi, cellular network, White Space TV,
Super WiFi [49], etc. As an example, in this Section, a general power radiation pattern
model of base station (BS) antenna is assumed. And a dipole antenna is assumed to be
mounted on MT.
In this paper, the Cellular site antenna is assumed to be of three sectors. Since power
radiated in side lobes is desired to be suppressed, we assume the main lobe is in the range
of −90◦ ≤ ϕ ≤ 90◦, all side lobes are in −180◦ ≤ ϕ ≤ −90◦ and 90◦ ≤ ϕ ≤ 180◦. Thus,
we define the 3-sector antenna boundaries [50] encapsulated area as the localization area,
which is formed by the three main lobes of adjacent cell site antennas in Fig. 6. When
3-sector antenna is mounted on the BS, one cell site covers three cell. The boresights point
to ϕo,1 = −90◦, ϕo,1 = 30◦, and ϕo,1 = 150◦, respectively.
Antenna Boresight
 (in the Direction of Arrow)
Localization Area












Figure 6. 3-sector antenna deployment and localization area
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where ϕo is the antenna boresight direction, −90◦ ≤ ϕt − ϕo ≤ 90◦. In 3-sector antenna,
the maximum gain Gm = 20dB, the half power beam width ϕ3dB = 70◦. Without loss of
generality, and for simplicity, the antenna gain in spherical elevation plane is assumed to
be one, i.e., Gt(αt) = 1, 90◦ < αt < 180◦ [51]. To restore the antenna radiation pattern in
three dimension [52],
Gt(ϕt, αt) = Gt(ϕt) + Gt(αt). (44)
Thefirst and second derivative of the sector antenna pattern can be found inAppendix
7.1.
Without loss of generality, assuming the receiving antenna (on MT) is dipole, the
radiation pattern is [35],
Gr(ϕr, αr) = 2γ−1lnsin(αr) (45)
where γ = ln(10)/10.
The first and second derivative of the cellular network MT antenna is given in
Appendix 7.1. The derivatives are used for calculating the Hessian matrix(22) and gradient
vector (23) which is required by the Newton-Raphson solution (21) for the MLE (13) in
cellular network.
5. SIMULATION RESULT
Simulations are conducted for evaluating the proposed ML ARPAP scheme in the
cellular network. First, the scenario settings are discussed. Next, the localization accuracy of
theMLARPAP in different fading environments and attitude/orientation ofMT is evaluated.
189
Then, the accuracy of ML ARPAP is compared with a gradient-descent optimization (GO)
based method. Finally, the localization errors by using the LoS component and signal RSS
are compared.
It is worth noting that, due to the nonlinearity of the ARPAP system, initial position
guess using PCCF, is required for any accurate positioning scheme (ML ARPAP and GO)
to prevent estimation from diverging.
5.1. Scenario Setting. It is worth noting that, the accuracy of a particular local-
ization scheme dependents on the scenario setting, for example, the size of the evaluating
area, the range and attenuation property of the signal used, the magnitude of noise in the
environment. In this subsection, we introduce each of these factors considered in our
simulation.
Fig. 7 depicts the cell tower position arrangement in the simulation. The size of
the localization area in the simulation is 24.356km2 (9.4mi2). The distance between each
tower is 4.5km (2.8mi). The magnitude of the RF signal power at a particular location on
the map is represented by color. The corresponding power level in dBm is indicated by the
color bar beside the map.
Without a loss in either generality or accuracy, the sum-of-sinusoids simulator [53]
is applied to generate the fading signal. The Doppler frequency is set to be 100Hz. The
number of NLoS paths is configured to be 20. The emitted power at the cell tower antenna is
set to be κ = −20.4576 dBm. Assuming the attenuation exponential factor in (3) is n = 2.
The signal power range and attenuation along the base station (BS) antenna boresight is
shown in Fig.8.
In the cellular network application, in contrast to the base station antenna, the
orientation of the mobile equipment is nonstationary. ARPAP system is able to adapt







Figure 7. The Size of Simulation Area and the Map of Signal Power


















Figure 8. Signal Range and Attenuation
simulation, we varied the orientation of the MT. 0◦, 20◦, and 30◦ are added to the roll and
pitch of the MT orientation, and corresponding localization errors are compared in Table 1
and 3.
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5.2. Localization Error and Analysis. In our simulation, the simulated fading
signal is processed with the LoS component estimation introduced in Section 2.3. Then,
the proposed ARPAP PCCF scheme is used for producing the initial position guess for
nonlinear positioning algorithm. The final position estimation is generated by the proposed
ML ARPAP.
The gradient optimization scheme [33] is applied in our simulation for the purpose
of comparison. Because the GO method was specifically introduced for wireless sensor
network with relaxed assumptions, i.e. no noise, unique Tx and Rx antenna directivity.
For the purpose of completeness, we derived the GO algorithm for the cellular network
application, which can be found in Appendix 7.3. Moreover, due to the high nonlinearity
of the ARPAP system, the proposed PCCF schemes has to be applied for finding the initial
position guess for GO.
Table 1 summarizes the LoS-based localization errors of the proposed ARPAP
CPCF, ML ARPAP, and the adapted GO scheme.














100 8.1361 36.166 14.345 43%
50 11.828 48.328 18.782 37%
10 27.952 131.83 37.006 24%
20
100 8.2399 29.941 24.513 66%
50 11.475 52.814 29.972 62%
10 27.492 142.19 52.837 48%
30
100 10.12 55.884 55.402 82%
50 15.336 76.587 65.925 77%
10 32.246 109.41 87.367 63%
a ∆θ: variation in degree added into the pitch and roll.
b K: the LoS-to-NLoS ratio in Rician fading model, (7). A larger value of K represents
a strong LoS signal component comparing to the NLoS.
c PCCF: Provides initial position guesses for both ML ARPAP and GO.
d GO: Gradient optimization method.
e Imprv.: Accuracy improvement of ML ARPAP over the GO.
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ML ARPAP offers more accurate position estimation than GO. This is due to the
fact that ML ARPAP takes wireless fading channel into the positioning system model.
Besides, ML ARPAP renders robustness to the orientation of the MT. As the ∆θ increases,
the accuracy improvement comparing to the GO is increased, since the antenna directivity
is calculated based on the orientation of the MT.
The localization errors of PCCF and ML ARPAP over the simulation area is visual-
ized in Fig.9. For the convenience of comparison, three-dimensional curves that fit for the
scattered localization errors are plotted. The order of the curve fitting polynomial is 3. (i.e.∑3
k=0 αk x
iy j with i+ j ≤ k; where αk is the polynomial coefficients; x,y are the coordinates
of the evaluating position.) The figure shows the localization errors when K-ratio is 10 and
∆θ = 0o. At each evaluation position, PCCF offers a rough position guess that enables the
ML ARPAP to converge.
Figure 9. Comparison between PCCF Initial Guess
and ML Estimation
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The localization error for the case of RSS-based processing is provided in Appendix
7.4 Table 3.
The simulation is also conducted by varying the environmental noise — the LoS-
to-NLoS K ratio. (A Higher value of K indicates stronger LoS signal component.) Table 2
compares the localization error between using the RSS and LoS estimation under different
K-ratio.






100 8.83 21.17 58%
50 12.88 35.94 64%
10 29.23 154.5 81%
aAveraged over all ∆θ cases in the simulation, i.e. 0◦, 20◦, and 30◦.
Table 2 shows that the LoS based ML ARPAP is robust to the environmental fading
disturbance comparing to the RSS-based one. Overall, the LoS-based localization accuracy
is improved by about 68% over RSS. Besides, more accuracy improvement is achieved
as NLoS fading is increased (as K-ratio value decreases from 100 to 10). Therefore,
LoS component estimation in the ARPAP system effectively suppresses environmental
disturbance.
6. CONCLUSION
The proposed ML ARPAP scheme is able to achieve good localization accuracy,
i.e., 8 meters error in 24km2 area. The proposed PCCF algorithm ensures acceptable initial
position guess for the convergence of ML and GO-based ARPAP positioning schemes.
Simulation results show that the ML ARPAP is 50%+ more accurate than gradient descent
optimization based method for the cellular network scenario. The ML ARPAP is able
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to suppress the localization error caused by variation in the orientation of the mobile
transceiver. Moreover, LoS based ML ARPAP is robust to the environmental fading
disturbance.
7. APPENDIX
7.1. First and Second Derivative of Antenna Radiation Pattern.



















d−2k (x − xk)
. (46)





. [x, y]T represents the location of the MT, [xk, yk]T is
the kth RP location, atan2d(·) is the four-quadrant inverse tangent in degrees, and
dk =
√
(x − xk)2 + (y − yk)2.
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cos(wy)sin(wx)d−1k − (M)hkd−3k (yk − y)
] (48)













and, (M)h is the RP height in MT body frame.
(M)hk =sin(wy)(xk − x)
+cos(wx)cos(wy)h + cos(wy)sin(wx)(yk − y)
. (50)
The Euler angle (wx , wy, wz) represents the orientation of the receiving antenna in Earth
reference frame.




















where the displacement (E)∆x = [∆x,∆y, h]T = [(xk − x), (yk − y), h]T . The orientation of
MT body frame (M) relative to the earth frame (E) can be represented by a rotation matrix
RME . And the corresponding Euler angles w = [wx,wy,wz]T . Hence, the displacement in
MT body frame is (M)∆x = RME
(E)∆x. Thus, the height (M)hk = [0, 0, 1]RME ∆x, which is




. Take the first derivation of the
receiving antenna pattern Gr w.r.t. x and y, respectively, we get (48).
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Lemma 28. The first derivation of the MT antenna radiation pattern in the direction to the












































































































































7.2. Frame of Reference.
7.2.1. Orientation. A notation system of leading superscripts and subscripts in
[54] is adopted to denote the relative frames of orientations. An arbitrary orientation of
inertial frame "E" relative to MT body frame "M" can be achieved through a rotation of
Euler angle set [θr, θp, θy]T . The rotation matrix MER defined by equation (57), describe the

































7.2.2. Coordinate System for Antenna Analysis. Antenna radiation pattern rep-
resents the distribution of radiated energy from an antenna over a surface of constant radius
centered upon the antenna. Fig. 11 shows the spherical coordinate system that is used for
antenna analysis. Elevation plane angle α is the angle between the z-axis and the vector
from the origin to the point (ranges from 0o to 180o). Azimuth plane angle ϕ is the angle








Figure 11. Coordinate System for Antenna Analysis
7.3. Gradient Optimization based Positioning. The position can be found by




dk(xˆ) − d˜k. (58)
where dk(xˆ) = g(xˆ, xk) is the range distance from xˆ to the k th reference position, and d˜k is
a function of power estimation θk .
d˜k =
(
κeγGt (ϕt,αt )eγGr (ϕr,αr )θ−1k
)1/n
. (59)
In [33], the noise is assumed to be negligible, the optimization method is recursively
correcting the position guess as,









where superscript l represents the recursive index, Dd = d − d˜ with d = [d1, d2, · · · , dM]T
and d˜ = [d˜1, d˜2, · · · , d˜M]T , and
















































7.4. RSS-based Localization Errors. The localization error by using the RSS
estimation is shown in Table 3.













100 17.381 74.099 29.505 41%
50 30.899 171.14 47.174 34%
10 151.98 623.73 247.09 38%
20
100 26.36 125.87 47.359 44%
50 42.967 189.38 73.607 42%
10 157.33 608.44 220.25 29%
30
100 19.769 87.376 84.574 77%
50 33.962 184.42 109.3 69%
10 154.21 684.08 268.7 43%
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SECTION
2. CONCLUSION AND FUTUREWORK
This dissertation developed a new, advanced power-based positioning system and a
new theory for the error bound. The environmental fading effect, antenna radiation pattern
and nonlinear nature of the localization system have been studied. The proposed LoS-
based ranging and positioning is proven to be robust to environmental fading disturbance.
The proposed ARPAP algorithm addressed the antenna directivity effect on positioning
result. Theoretical limits and error models for the conventional multilateration in fading
channel and the ARPAP system is derived. To detect the fault and evaluate the localization
quality, we implemented a proposed UTMLS system with the consumer-grade inertial
sensor. Experimental results show that it achieves the seamless transition between indoor
and outdoor tracking modes while maintaining acceptable accuracy.
Future work may include finding a better LoS component estimator, reducing the
computational complexity of theARPAP positioning. In addition, futurework could explore
the LoS/RSS based heading estimation to reduce the requirement for magnetometer and
gyroscope to calculate the antenna directivity.
208
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