A high-level concurrent model such as a SystemC transaction-level model can provide early feedback during the exploration of implementation alternatives for state-of-the-art signal processing applications like video codecs on a multiprocessor platform. However, the creation of such a model starting from sequential code is a time-consuming and error-prone task. It is typically done only once, if at all, for a given design. This lack of exploration of the design space often leads to a suboptimal implementation. To support our systematic C-based design flow, we have developed a tool to generate a concurrent SystemC transaction-level model for user-selected task boundaries. Using this tool, different parallelization alternatives have been evaluated during the design of an MPEG-4 simple profile encoder and an embedded zero-tree coder. Generation plus evaluation of an alternative was possible in less than six minutes. This is fast enough to allow extensive exploration of the design space.
INTRODUCTION
Advanced state-of-the-art applications such as multimedia codecs must achieve a high computational power with minimal energy consumption. Given these conflicting constraints, multiprocessor implementations not only deliver the necessary computational power, but also provide the required power efficiency. Multiple processors operating at a lower clock frequency can provide the same performance as a single processor at a higher clock frequency, but with a lower energy consumption [1, 2] . A multiprocessor implementation can be further optimized by selecting a specialized processor for each task, providing a better power-performance trade-off than the single general purpose processor.
An efficient implementation of these applications on such a platform raises two key challenges. First, parallel tasks must be identified and extracted from the sequential reference specification. There must be an excellent match between the extracted tasks and the architecture resources: any significant mismatch results in performance loss, a decrease of resource utilization and reduced energy efficiency of the implementation. Second, the memory and bus/communication network on the platform consume a major part of the energy [3] [4] [5] [6] , and optimizations reducing this power dissipation are crucial.
However, the task of exploring various program partitions presents one of the major bottlenecks in current design environments. To evaluate a given partition, a concurrent executable model is required. Traditionally, the first concurrent executable model created is a register transfer level HDL model for custom hardware implementation or implementation code for a programmable multiprocessor.
The creation of such a model is clearly too time consuming to allow elaborate exploration of alternatives. Transaction level modeling [7] is an attempt to raise the level of abstraction for concurrent modeling. Although the higher abstraction and higher simulation speed of a transaction level model do facilitate early evaluation of design partitions, the manual creation of such a model is still time consuming and errorprone. In many design cases it is therefore not created at all. As a result, extensive exploration of alternatives is typically not feasible, leading to an inefficient implementation.
To overcome this problem, we have implemented SPRINT, a tool that automatically generates an executable concurrent model in SystemC [8] starting from sequential code and user-defined directives. The SystemC model optionally includes processing delay estimates. SPRINT can automatically derive delay estimates from the source code based on the number and types of operations. Alternatively, delay estimates can be obtained through a theoretical analysis or from external estimation tool and can be annotated to the sequential source code. The concurrent timed SystemC model provides valuable performance feedback to the designer in an early phase of the design flow. SPRINT is part of a systematic C-based design flow targeting the implementation of advanced streaming applications on multiprocessor platforms. It benefits from preprocessing and high-level optimizations applied to the C code before partitioning and support the independent development and testing, potentially by multiple team members in parallel, of parts of the application after partitioning.
SPRINT has been used for several multimedia designs, including an Embedded Zero Tree coder [9] and an MPEG-4 video encoder [10, 11] . With SPRINT, the validation of the concurrent behavior of the complete design was obtained in less than six minutes, including the generation of the model itself. This fast verification path provides the possibility to identify conceptual design errors in an early stage of the design, avoiding expensive design iterations and resulting is a significant speed-up of the design. Moreover, the automated generation of the concurrent model enables the exploration of different parallelization alternatives, ultimately resulting in an improved implementation of the embedded system.
The remainder of this paper is organized as follows. The next section provides an overview of the design flow used for both design cases. The functionality and implementation of the SPRINT tool is detailed Section 3, and experimental results for both design cases are given in Section 4. Section 5 gives a concise overview of related work and discusses the distinguishing features of our approach. The paper is closed with conclusions.
SYSTEMATIC DESIGN FLOW
Multimedia application code is usually provided by standardization bodies like MPEG [12] . The provided code typically defines a wide range of options, which are the so-called profiles and levels. The primary goal of this code is to serve as a reference for verification of a realization of particular functionality or profile. The structure of the code is generally not immediately suited for implementation. Direct parallelization of this code for a multiprocessor platform leads to an inefficient software implementation, and direct HDL translation is error-prone and lacks a modular testing environment. A systematic design approach starting with high-level optimizations and supporting parallelization and structured verification is required. Figure 1 shows the applied design flow, starting from a system specification (typically reference code provided by an algorithm group or standardization body like MPEG) that will gradually be refined into the final implementation: a netlist with a set of executables. Two major phases are present: (i) a sequential phase where the initial specification is preprocessed, analyzed, and high-level optimized and (ii) a parallel phase in which the application is divided into parallel processes and refined to a register transfer level for hardware implementation or implementation code for software implementation. The design flow consists of five logically sequenced steps.
(1) Preprocessing and analysis prunes the reference code to retain only the required functionality for a given application profile. An initial complexity analysis identifies bottlenecks and points out the first candidates for optimization. This step is supported by the Atomium tool suite [13] . (2) High-level optimization reduces the overall complexity with a memory centric focus, as data transfer and storage have a dominant impact on the implementation efficiency of multimedia applications [10, 14] . The code is reorganized into functional modules with localized data processing and limited communication. This prepares the code for an efficient use of the communication primitives in the next step and facilitates parallelization. (3) Partitioning splits the code into concurrent tasks and inserts the appropriate communication channels. This step is the focus of this paper. The design is partitioned into concurrent tasks for a combination of reasons, including throughput requirements, power requirements (parallel processors can run at a lower clock rate), design complexity (small tasks are easier to implement, and hardware synthesis tools may yield better results) and the exploitation of heterogeneous processors (tasks can be assigned to the best suited processor, or an efficient custom processor can be designed for a task). (4) Software tuning and HDL translation refine each task of the partitioned system independently, either by mapping it to a target processor or by writing register transfer level HDL to be synthesized on an FPGA or as custom hardware. In addition, the communication channels between the tasks are mapped on the available communication resources of the target platform. (5) Integration gradually combines and tests the refined components to obtain a complete working system.
SPRINT supports the designer during the partitioning step by automatically generating a concurrent model and inserting the appropriate communication primitives for designer-specified task boundaries. The generated model can be used to evaluate the partitioning before further refinement of the tasks. Alternatives can be evaluated by changing the task boundary directives and regenerating the model. This way, SPRINT eliminates the necessity to manually identify all accesses to the inputs and outputs of each task and insert the appropriate communication primitives. By automating this time-consuming and error-prone task, SPRINT effectively enables design space exploration. The task code in the generated model can also be used as a behavioral specification for the software refinement or hardware implementation of a task. Finally, the model can be used to generate test stimuli and reference outputs to verify the implementation of each task separately.
THE SPRINT TOOL
The SPRINT tool automates the generation of a concurrent model. Based on task boundary directives provided by the designer, SPRINT transforms the sequential C program into a functionally equivalent concurrent SystemC model, consisting of tasks and communication channels. Figure 2 shows the input and output of SPRINT for a small example. This section discusses five key issues in the design of the SPRINT tool: the type of parallelism extracted, the set of communication primitives used, the available mechanisms for timing annotation, the user directives, and the implementation of the tool.
Type of parallelism
Existing parallelizing compilers for multiprocessor platforms target symmetric multiprocessors and exploit data parallelism by executing different iterations of a loop in parallel on different processors. A large body of work exists on the extraction of data parallelism from sequential programs [15] [16] [17] . Typically, the techniques used work well on counted loops manipulating arrays in a regular, predictable fashion. Ideally, loop iterations are completely independent. This work is certainly useful and applicable to the design of multimedia applications, as it can be used during task refinement to further split computationally intensive tasks and 4 EURASIP Journal on Advances in Signal Processing thus achieve a better load balance. However, it cannot exploit functional parallelism in which a loop body is split in parts containing different functionality to be executed on different processors.
The tasks generated by SPRINT represent functional parallelism: each task implements a different subset of the statements in the application. By using functional parallelism, heterogeneous processors can be exploited. In case of custom (hardware) processor design, a processor need only implement the functionality of a single task, thus leading to a smaller, more efficient processor that is easier to design and synthesize. Interiteration dependencies do not hinder the extraction of functional parallelism, but naturally lead to a pipelined execution. For this reason, functional parallelism extracted from a loop is often called pipelining. Functional parallelism can often be extracted in spite of the presence of uncounted loops, data-dependent control flow and hard to analyze array accesses. For these reasons, SPRINT only extracts functional parallelism and leaves the extraction of data parallelism, when needed, to other tools to be applied during task refinement.
To distinguish the coarse-grain functional parallelism extracted by SPRINT from fine-grained forms of functional parallelism such as instruction level parallelism (ILP) or software pipelining, we say that SPRINT uses task-level pipelining. The tasks can be seen as pipeline stages communicating through FIFO-like channels.
Communication channels
Given the designer-specified task boundaries, SPRINT automatically detects and inserts the required communication channels. SPRINT uses a restricted set of communication primitives with well-defined interface functions. The tasks only interact with the channels through these interface functions. The use of interface functions separates computation (in the tasks) from communication (in the channels). Thanks to this separation, tasks and channels can be refined independently.
SPRINT uses two classes of communication channels: unidirectional point-to-point FIFO channels and shared data channels. Each channel has a set of interface functions with a well-defined behavior ( Table 1 ). The implementation of the channel is left unspecified. In fact, different implementations may be used for different target platforms. A FIFO channel can be implemented using any available scheme that is considered appropriate for the target platform, for example a custom hardware block, available synchronization primitives in a shared memory, RTOS primitives, busses or a packet switched network.
The default communication mechanism is a FIFO channel. Two kinds of FIFO channels are used: scalar FIFO and block FIFO. A scalar FIFO uses the traditional put and get interface functions for the communication of scalar tokens. A block FIFO uses a nonstandard set of interface functions to enable zero-copy communication [18] for array tokens. The request function is blocking and waits until a token is available. The read and write functions allow random access to the current token. The commit function releases the cur- rent token, either (at the producer side) for transmission to the consumer or (at the consumer side) so that it can be recycled. Together, these functions allow an array token to be constructed in and read from the channel, without copying the array to or from local data. A scalar FIFO can be seen as a special case of a block FIFO, with array size one and using the traditional FIFO interface functions put and get. A put call is equivalent to a request-write-commit sequence, and a get call is equivalent to a request-read-commit sequence. The use of a FIFO-like communication scheme is a logical choice for streaming applications. It naturally leads to a data-flow style implementation [19, 20] , with tasks implicitly synchronized through FIFO channels. A task stalls when it needs a token from an empty input queue or when it tries to produce a token on a full output queue. The resulting implementation can be interpreted as a Kahn Process Network [21] . The behavior is deterministic: the outputs depend only on the inputs, and not on the relative order of execution of the tasks. However, correct insertion of FIFO channels such that the resulting Kahn Process Network is functionally equivalent to the original code is a nontrivial task that may require complicated data-flow analysis that is hard or even impossible to automate.
A shared data channel is only used when the communication pattern in the sequential code is such that SPRINT cannot automatically insert a functionally equivalent FIFO. The interface functions for a shared data channel allow random read and write access from multiple tasks without synchronization, but in our design flow, shared data channels are only used for unidirectional point-to-point communication, as a generalized FIFO channel. Under certain conditions, synchronization of accesses to these generalized FIFO channels is redundant due to the presence of plain FIFOs with synchronization (see [22, Chapter 9] ). However, to identify shared data as a generalized FIFO, much more sophisticated program analysis techniques are needed than currently implemented in SPRINT. Shared variables are therefore only inserted when explicitly requested by the user. The size of a shared variable must be chosen carefully, taking into account the lifetime of the data it contains and the depth of the FIFO channels, to ensure FIFO-like communication and thus safeguard deterministic behavior. Functional correctness of the resulting parallel implementation must be verified by simulation of the transaction level model. A concrete example of the use of shared variables is given in Section 4.2.2.
Timing annotations
By default, SPRINT generates an untimed transaction level model. An untimed model may be sufficient to determine the functional correctness of a task partitioning, but an assessment of the quality of a task partitioning generally requires a timed model. In general, delays occur both in the application code (computation delays) and in the communication channels (computation delays), but the approach used to insert these delays in the SystemC model differs.
To model computation delays, SPRINT can optionally insert wait calls in the generated SystemC code. The argument of the wait call represents the processing time of the adjacent statements on the target platform.
The best way to estimate computation delays depends on the target platform, the available tools and the required accuracy. Tools to profile execution times on specific processors exist [23] [24] [25] . In case of custom hardware, an experienced designer may be the only available source of high-level timing estimates. In both cases, the appropriate wait calls can be inserted in the sequential source code. SPRINT will copy such wait calls to the generated SystemC model. The argument of the wait call can be a data dependent expression, thus providing maximum flexibility.
Alternatively, SPRINT can insert symbolic delays during code generation. This method is based on counting the number of operations of different types (read, write, addition, multiplication, . . . ) found in the C code. The operation count is then multiplied by a symbolic value representing the average execution time for that type of operation on the target processor. An actual value must be provided when the generated SystemC code is executed.
Communication delays are modeled in the SystemC implementation of the channel interface functions (Table 1) . By default, a generic implementation is used. This generic implementation models blocking behavior of the FIFO channels, but no communication delays. The generic implementation can easily be replaced by a more detailed, platform specific SystemC model with communication delays.
User directives
To facilitate the exploration of partitioning alternatives, user directives are not annotated in the sequential source code, but provided in a separate file. This avoids cluttering of the source code and allows a designer to maintain multiple directive files for the same design.
User directives refer to the source code using function names, labels, and variable names. There are three ways to select statements to be moved to a new task: (iii) make task(function::label1-label2) selects all statements from label1 to label2 inclusive.
Each directive creates a new task. Together with the original "main" task, n directives result in n + 1 tasks. By default, FIFO channels are inserted to all intertask communication. Shared data communication channels must be requested explicitly using a shared variable(var) directive.
Implementation
As shown in Figure 3 , the transformation is done in five phases.
(1) With C parsing, an abstract syntax tree (AST) is generated. (2) From this AST, a Control Flow Graph (CFG) is extracted for each C function. Nodes correspond to statements, edges to control transfers. Structured statements (if-then-else, for and while loop, block, switch) are flattened. To aid variable liveness analysis, a special clear statement is automatically inserted where local variables in a block statement go out of scope; at that point, the local variable is known to be dead. (3) During task creation and based on the user directives, the CFG is transformed to model the different concurrent tasks. Channel access statements are inserted as required. (4) After processing all directives again, an AST is generated from the CFG using structured statement reconstruction techniques. (5) Finally, the code for the concurrent SystemC model is generated.
Abstract syntax trees, C parsing, control flow extraction and code generation are well-known techniques [26] and are not further discussed. Structured statement reconstruction is based on natural loops [26] and some heuristics; it is independent of how the input code was structured. A more detailed discussion is outside the scope of this paper.
Task creation
Task creation consists of the following seven steps that are executed for each make task directive. The result is a newly created task containing the statements selected in the user directive. These seven steps, together with the other phases in Figure 3 , are implemented as fully automated routines of SPRINT.
Step 1 (single-entry single-exit check). Control flow edges entering the group of statements selected by the make task directive are called entry edges; a statement at which such an edge ends is an entry statement. Similarly, control flow edges leaving the selected group of statements are called exit edges; a statement at which such an edge ends is an exit statement. SPRINT checks if there is only one entry and one exit statement for given task. If otherwise, a report is generated, providing details to the designer, who can adjust the task boundaries accordingly.
Step 2 (single parent task check). The function containing the selected statements is called the parent function of the new task. If the parent function is called in two or more parent tasks, channels to or from the new task will not be point-to-point. Such cases are not automatically handled by SPRINT, but a detailed report is generated for the designer.
Step 3 (split channel access check). Channel access statements accessing the same channel must stay within the same task to guarantee the correct order of execution. They must either all stay in the parent task or all move to the new task. Since it is possible that channel access statements have been inserted in the parent task during a previous task creation, the requested task boundaries may cause channel accesses to become distributed over multiple tasks. In such a case, SPRINT does not proceed in task creation process. It generates a report that provides details to the designer, who can adjust the task boundaries accordingly.
Step 4 (identification of communication channels). In this step, SPRINT identifies all base variables of the new task that will be changed into communication channels in the next steps. Due to the existence of pointers in C, it is not always immediately apparent from the source code which variables communicate data between the selected group of statements and the other statements of the parent task.
SPRINT distinguishes a variable reference from a variable access. A statement refers to a variable if the variable's name is mentioned in the statement. It can either directly access (read or write) the variable, or take the address of the variable. A statement accesses a variable if it reads from or writes to the variable. Reads and writes can be direct or indirect (through a pointer). For example, the statement A[i] = tmp in the sequential C code in Figure 2 refers to the pointer variable A, but (indirectly) writes to the array variable M.
SPRINT identifies communication channels based on variable references, not accesses. This means that communication channels can be identified prior to pointer analysis. A communication channel is inserted for each variable referred to by statements both inside and outside the selected group (Steps 6 and 7) . This means that a communication channel always corresponds to a user-named variable, which is called the base variable of the channel. For example, the pointer variable A in Figure 2 is referenced both inside and outside the fetch task. Note that the make task(fetch) directive creates a task containing the statements in the body of the fetch function, and that the declaration of A is in the header of the function, so outside the task. A communication channel is therefore inserted for A, and A is the base variable of the channel.
Note that the need for a communication channel can always be detected by looking at variable references only. In case of communication through an indirectly accessed location, a pointer to that location must have been communicated previously. If the communication of this pointer occurred through a named variable referenced both inside and outside the selected group of statements, that variable flags the presence of a communication channel. Otherwise, the pointer was communicated through an indirectly accessed location, and the same reasoning applies recursively. In the example of Figure 2 , data is communicated through the array variable M, but the need for a communication channel is detected by looking at references to A.
In the current implementation, a base variables must be a scalar, an array of scalars, a pointer to a scalar, or a pointer to an array of scalars, where a scalar is a variable that is not an array, struct or pointer. Examples of scalar types in C are int, unsigned char and float. In our experience, this restriction is not a serious limitation for the optimized sequential code for streaming applications to be processed by SPRINT, but it does allow us to use a fast tailored implementation of pointer and liveness analysis (Step 6).
Step 5 (task creation). The new task consists of an infinite loop containing the selected statements. In the parent task, the selected statements are removed and entry edges are set to point to the exit statement.
Step 6 (pointer and liveness analysis). Liveness analysis determines the direction of a FIFO channel to be inserted: an input FIFO is inserted for data that is live at an entry edge, and an output FIFO is inserted for data that is live at an exit edge (Step 7).
Liveness is analyzed for the data to be communicated: for a nonpointer base variable, this is the base variable itself, and for a pointer base variable, this is the set of all locations potentially pointed to. A location is live at an edge in the CFG if the edge is on a path from a statement writing the variable to a statement reading the variable [26] . In Figure 2 , liveness is analyzed for M, not for the base variable A. M is live in the body of the for-loop of the fetch function and in the block labeled add. In the presence of pointers, liveness analysis relies on pointer analysis to identify all accesses (including indirect accesses) to a given location. Note that pointers automatically arise in C when an array is passed as a parameter to a function: C automatically converts the array parameter to a pointer parameter. This is a common situation in C code for multimedia applications. We perform an inter-procedural context-insensitive flow-insensitive Andersen-style [27] pointer analysis for all potential targets of a pointer base variable. Potential targets of pointer base variables are all scalar and array of scalar variables. Heap locations are not analyzed; if a base variable can refer to a heap location, a report is generated the designer, who can take corrective action.
If the base variable of a channel can point to more than one location, and at least one of these locations is an array, an additional context-sensitive analysis is performed to verify that the target locations are never live at the same time. This is a necessary condition for the use of zero-copy channels (shared array and block FIFO, see Section 3.2). To avoid the overhead of a general context-sensitive analysis, this analysis is only done for the potential targets of a pointer base variable. If the condition is not fulfilled, a report is generated providing details for the designer, who can than adjust the code appropriately, taking design constraints into account.
To illustrate the problem of a base variable pointing to multiple locations, assume that the sequential code in Figure 2 is modified such that it contains a second call to the fetch function, as in Figure 4 . Now A can point to M or N, and M and N are live at the same time. Since the block FIFO channel A cannot contain both M and N at the same time, M and N would have to be communicated one by one. Since a task can only access one token at a time in a given block FIFO channel, the first array would then have to be copied out of the channel into a temporary buffer before the second array could be accessed. In general, the copying cancels the effect of zero-copy communication and may ruin high-level memory optimizations applied during the sequential phase of our systematic design flow (Section 2). For this reason, we prefer to ask the designer to take appropriate action.
Step 7 (channel insertion). For each base variable, a channel is inserted. The kind of channel depends on user directives (for shared data) and on the type of the communicated data.
(1) A shared data channel is inserted only if the base variable is marked as shared by a user directive. If the base variable is an array, or if it is a pointer and at least one location pointed to is an array, a shared array channel is inserted. Otherwise, a shared scalar is inserted. All accesses to the channel data, including indirect accesses, are replaced by read() and write() operations on the channel. The simple example in Figure 2 does not contain shared data channels, but three examples of shared data channels in an MPEG-4 encoder will be discussed further (Section 4.2).
(2) Otherwise, if the base variable is an array, or if it is a pointer and at least one location pointed to is an array, a block FIFO is inserted. To avoid array copying, the data to be communicated will be constructed directly in the array. This means that every access to the array is replaced by a read() or write() operations on the block FIFO. If a pointer dereference may access more than one location, all the locations it may access must be part of the same block FIFO channel, so that the access can be replaced by a single read() or write() operations. In addition, a request() call is inserted before the first access and a commit() call is inserted after the last access, both in the new task and in the parent task. To maximize parallelism and decrease the probability of split channel access problems (Step 3), code motion is used to move the request() and commit() calls as close as possible to the data accesses.
In the example of Figure 2 
, A[i] = tmp is replaced by A->write(tmp, i) and sum += M[i] is replaced by sum +=
A->read(i) during processing of the make task(fetch) directive. Due to code motion, the A->request() and A->commit() calls in the parent task are moved into the block labeled add, just before and after the for-loop, respectively. During processing of the make task(main::add) directive, the A->request() and A->commit() calls are moved to the add task, together with the other statements in the block. Without code motion, these calls would have stayed outside the block, and the split channel access check (Step 3) would have failed.
The direction of the FIFO depends on the results of liveness analysis (Step 6). If channel data is only live at an entry edge of the new task, a channel is created from the parent task to the new task, and vice versa. If channel data can be live both at an entry edge and at an exit edge, a report is generated to the designer, who can take corrective action. An automatic solution would involve copying of arrays, which is to be avoided.
(3) Otherwise, the base variable is either a scalar or a pointer to scalar locations, and a scalar FIFO is inserted. As for block FIFOs, the direction of the FIFO depends on the result of liveness analysis. A put() call is inserted in the producer task after the last access, and a get() call is inserted in the consumer task before the first access. To maximize parallelism and decrease the probability of split channel access problems (Step 3), code motion is used to move the put() and get() calls as close as possible to the data accesses. Examples of scalar FIFO channels in Figure 2 are sum1 and sum2.
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EXPERIMENTAL RESULTS
To asses the usability of SPRINT, the following questions must be answered.
(1) Can SPRINT effectively parallelize real applications on realistic platforms? (2) Is the evaluation of a partitioning, including model generation, compilation and simulation, fast enough to support interactive exploration of the design space?
To obtain answers to these questions, we have applied SPRINT on two multimedia designs: an Embedded Zero Tree Coder (about 800 lines of sequential C code) and an MPEG-4 Simple Profile Video Encoder (about 10000 lines of sequential C code). A description of these designs and how they were parallelized is given below. The results are summarized in Tables 2 and 3 . All results were obtained on a Pentium 4 3.20 GHz with 1 GB RAM running RedHat Linux 2.4.21 with gcc 3.2.3, SystemC 2.1 and SPRINT 2.8. 13 . Reported execution times are elapsed times on an otherwise unloaded processor.
Embedded zero-tree coder
Embedded Zero Tree (EZT) coding is a recursive compression scheme for wavelet coefficients [28, 29] . It is used for image compression in MPEG-4 standard for Visual Texture Coding [12] for 3D modeling. In contrast to the well-known MPEG-4 video coding, this is an image coding application.
The sequential C code used in this test case has been taken from the design data of the OZONE chip [9] . The preprocessing and high-level optimization phases of our systematic design flow had already been applied to this code. During optimization, the recursive core of the reference code was replaced by two iterative passes: a code definition pass and a code production pass. This transformation facilitates memory optimizations and at the same time enables a parallel implementation of the two passes. For hardware implementation, the code was then partitioned in three pipelined tasks: code definition, code production and arithmetic coding. A detailed explanation of the EZT algorithm [28, 29] and the optimizations applied for hardware implementation [9] is beyond the scope of this paper.
We have used SPRINT to explore a software mapping for this design on a multiprocessor platform. For timing, we used SPRINT's automatic insertion of wait statements, and assumed that every operation takes one clock cycle. The generic implementation of the communication channels, with zero communication delay, was used.
Three partitioning configurations have been evaluated. In configuration par-a, SPRINT creates the same three tasks that were used in the hardware implementation. Simulation results (Table 2) for a 256 × 256 pixels version of the wellknown Lena image show that a speed-up factor of only 1.2x is achieved. An examination of the task activity diagram reveals that the bottleneck is the code definition task. This task mainly performs bit manipulations that are comparatively slower in software than in hardware. In configuration parb, the code definition task was therefore further parallelized by splitting of four additional tasks. The resulting task diagram is shown in Figure 5 . Assuming one processor per task, a speed-up of 3.9x can now be achieved on 7 processors. The task activity diagram for this configuration ( Figure 6 ) shows that the processors for the code definition task and the arithmetic coder task are barely loaded. In configuration par-c, the task boundaries are therefore changed so that the code definition functionality is in the same task as the compute code3 functionality, and the arithmetic coder functionality is in the same task as the code production functionality. This configuration achieves practically the same speed up on just five processors.
The execution times for SPRINT model generation, SystemC compilation and the simulation speed are listed in Table 2 . A new configuration for this 800 line example can be evaluated in less than one minute. This is more than fast enough to allow interactive exploration.
MPEG-4 simple profile video encoder
SPRINT has been applied during the design of a highthroughput and low-power custom chip [30] implementation of an MPEG-4 Simple Profile video encoder. The same design has also been partitioned for a software implementation on a dual core platform with DMA. We use this design not only to provide experimental results, but also to illustrate the use of shared data channels in SPRINT. 
Functionality, preprocessing, and highlevel optimizations
The MPEG-4 part 2 video codec [31] belongs to the class of lossy hybrid video compression algorithms [32] . Figure 7 gives a high-level view of the encoder. A frame is divided in macroblocks, each containing 6 blocks of 8 × 8 pixels: 4 luminance and 2 chrominance blocks. The motion estimation (ME) exploits the temporal redundancy by searching for the best match for each new input block in the previously reconstructed frame. The motion vectors define this relative position. The remaining error information after motion compensation (MC) is decorrelated spatially using a DCT transform and is then quantized (Q). The inverse operations Q −1
and IDCT (completing the texture coding chain) and the motion compensation reconstruct the frame as generated at the decoder side. Finally, the motion vectors and quantized DCT coefficients are variable length encoded. Completed with video header information, they are structured in packets in the output buffer. A rate control algorithm sets the quantization degree to achieve a specified average bit rate and to avoid over or under flow of this buffer. A discussion of all the optimizations applied during the sequential phase of our systematic design flow (Section 2) is beyond the scope of this paper, but one particular optimization is relevant to illustrate the use of shared data channels in SPRINT. The original specification contains two frame buffers for the reconstructed frame (Figure 7) , to allow motion estimation and motion compensation to access the current frame while the next frame is constructed. However, as frame buffers are large and costly, only a single frame buffer is retained. As long as motion estimation and compensation process the frame in a row-by-row order and the update of the frame happens in the same order, it is sufficient to prefetch the pixels needed for motion estimation and compensation and store them in a separate, smaller buffer before they are overwritten. As a high-level optimization, the sequential C code has been modified to implement this prefetching and remove the double frame buffer.
Partitioning for hardware mapping
To achieve the high throughput requirement (47520 macroblocks/s, equivalent to 18.25 megapixels/s) at a low-power consumption [30] , a video pipeline architecture is envisaged exploiting the inherent functional parallelism of the encoding algorithm. Every functional unit becomes a separate stage of the pipeline, and is implemented as a task specific processor, except for the rate control task, which is implemented as a software task to be executed on an embedded processor. Each channel is implemented as an on-chip two-port memory, except for the reconstructed frame buffer that is assigned to an external memory.
Before moving to the (work intensive) register transfer level implementation of the processors, a SystemC transaction level model was generated by SPRINT. The partitioning used for this design consists of 9 tasks (Figure 8) . To model timing, wait statements were manually added to the code of each task by an experienced designer, based on the expected number of memory accesses and processing cycles for the corresponding processor. The model was used to verify functional correctness, to assess the achieved parallelism and to generate a test bench per task, allowing verification of the register transfer level implementation of each processor.
The shared data channels require special attention. For efficiency reasons, three channels have been implemented as shared data channels: reconstructed frame, search area and YUV buffer. Shared data channels provide no synchronization. Under certain conditions, however, the synchronization of shared data accesses is redundant due to the presence of FIFO channels between the same tasks (see [22, Chapter 9] ). SPRINT cannot verify that these conditions are fulfilled, but the designer can use the generated concurrent model to check the correct synchronization through simulation.
Consider for example the search area channel between the copy controller and the motion estimation (Figure 8 ). When motion estimation advances to the next block, the new search area overlaps the previous search area (Figure 9 ). For efficiency reasons, the overlapping part of the search area is reused, and only the nonoverlapping part is written by the copy controller. This access scheme was introduced as a highlevel memory optimization during the sequential phase of the design flow. As a regular FIFO does not support data reuse, the search area communication channel has been implemented as a circular buffer in a shared data channel.
In the sequential code, the copy controller and the motion estimation execute in turn. In the concurrent model, however, this is no longer true, the second execution of the copy controller can start during or even before the first execution of the motion estimation. This means that the size of the search area buffer must be increased so that it can hold the data produced by two or more executions of the copy controller, as well as reused data. The required size is limited by the depth of the scalar FIFO from copy controller to motion estimation. Every execution of the copy controller also produces a token on this FIFO. When the FIFO is full, the copy controller will block until the motion estimation has executed at least once. If the depth of the FIFO is N, the copy controller can be a most N executions ahead of the motion estimation.
A similar reasoning can be made about the synchronization of accesses to the YUV buffer and the reconstructed frame. In these two cases, there is no direct FIFO between the tasks accessing the shared data, but there is in both cases an indirect path consisting of FIFOs only. Such an indirect path can also provide sufficient synchronization; the maximum lag between the producing and consuming tasks is related to the sum of the depths of the FIFOs on the path. In general, a necessary (but not sufficient) condition for correct synchronization of shared data accesses is that there is a direct or indirect path consisting of FIFO channels between the tasks accessing the shared data. This condition is checked by SPRINT.
The amount of data produced by the copy controller is variable in our design. Usually, three macroblocks are produced, but at the edges of the frame, there are more. At a certain moment during the design process, this was not taken into account. The problem could not be detected by executing the sequential code. Without the concurrent model generated by SPRINT, this synchronization problem would only have been detected during integration of the register transfer level code of the processors, and a fix would have been much more costly.
Partitioning for software mapping
As an additional experiment, we have used SPRINT to construct a partitioning for a dual core processor with a DMA controller. For timing, we used the same approach as for the EZT design: automatic insertion of wait statements and one clock cycle per operation. If the same partitioning in 9 tasks as for the hardware implementation (Figure 8) is used, the activity diagram reveals that the motion estimation task is the bottleneck and consumes nearly as much processing time as all other tasks together. It was therefore decided to assign motion estimation to the first processor and all other tasks except the input controller and the copy controller to the second processor. Input controller and copy controller were assigned to the DMA controller. To reduce context switching overhead on the second processor, the motion compensation, texture update, texture coding, entropy coding and bit-stream packetization functions were implemented as a single task. Merging the software orchestrater with this task proved undesirable, because it introduced a sequence constraint that reduced the effective parallelism. The final configuration contains four tasks: a motion estimation task, a DMA task implementing input controller and copy controller, a software orchestrater task and a task implementing the remaining functional blocks.
Results
Results for both hardware and software partitioning are summarized in Table 3 . The seq-hw and seq-sw configurations correspond to a sequential execution with timing for the hardware and software implementations, respectively, and are used as a reference point to evaluate the achieved speedup. Simulation speed was measured using the Foreman QCIF test sequence containing 299 frames. The processing speed observed during simulation of the par-hw configuration (238 Kcycles/frame) is close to the processing speed measured on the hardware implementation [10] (3.2 MHz for 15 frames/s QCIF, corresponding to 213 Kcycles/frame), indicating that the timing estimates used were realistic. The speed-up obtained for this configuration is only 2.2x for nine processors, but this is not a problem as the target of the partitioning was not to obtain the highest possible throughput, but low-power consumption and an efficient design process. The partitioning used results in relatively simple processors for which an energy-efficient implementation is possible. These processors consume practically no power when idle. Also, smaller processors are easier to describe in VHDL and are handled more efficiently by synthesis tools. In addition and thanks to the separation of computation and communication, multiple designers can work on the refinement of these processors in parallel.
Starting from 9588 lines of sequential C code and userdefined task boundaries for up to nine tasks, SPRINT can generate a concurrent SystemC model in about two minutes. The simulation of a complete QCIF sequence (299 frames) for the hardware partitioning (par-hw configuration) is finished in less than 20 seconds. In comparison, simulation with the Modelsim VHDL simulator, only possible after completion of the HDL design of the encoder system, requires more than 6 hours for the same QCIF sequence. Simulation speed for the software configurations is an order of magnitude slower than for the hardware configurations. This is due to the more detailed timing annotations used in the software configurations. Even in the slowest configuration (par-b), a simulation of the complete test sequence takes only 4 minutes.
The fast generation of a high-level concurrent model combined with the gain in simulation speed allows the exploration of different parallelization alternatives. Moreover, due to the gain in simulation performance (about three orders of magnitude), an extensive test set can be used to assess the system performance early in the design cycle before even the architecture mapping or hardware design has started. For all configurations, the total time needed to generate a new concurrent model and evaluate it using the 299-frames Foreman QCIF test sequence is less than six minutes. We believe that this is more than fast enough to allow interactive exploration of the design space.
RELATED WORK
Parallel computing and parallelization are wide research areas that have been studied in a large number of projects. Due to this broad scope, we only list the most closely related approaches that have focused on the task-level pipelining.
Starting from an initial sequential implementation (of a given application, typically written in C), two general approaches to multiprocessor partitioning are manual refinement and automated parallelization. The manual approach to embedded system mapping is typically based on a systematic methodology [33] . This, however, is a difficult and error-prone process, as shown in [34] . The final solution can be very optimal for given platform, but is typically very platform-specific, hard to adapt and maintain. Moreover, a complete rewriting or a new solution has to be developed for other platforms.
Another manual approach to multiprocessor partitioning is the use of higher level programming languages that express parallelism in an explicit form, for example, parallel languages with support for task-level pipelining as ZPL [35] , or more specialized languages, for example, streaming languages as StreamC [36] or KernelC [37] . Use of such languages, accompanied with an effective compiler and an appropriate back-end for given platform, can considerably simplify the exploration and mapping process. Even though this approach can lead to solutions with good performance (as reported in [34] for ZPL), it still requires manual code rewriting from the initial implementation to the chosen programming language, which is a nontrivial task.
Automated parallelization in general requires either advanced compilers [15] [16] [17] 38] or source-to-source transformation tools [39] . Even though the topic of automated parallelization has been researched for decades, the problem of effective code parallelization seems to persist. Furthermore, only very few approaches, such as IBM X1 HPF [38] , have implemented support for task-level pipelining, while the most advanced compilers, such as SUIF [15] , have focused on advanced program analysis and transformations for data parallelism.
The IBM X1 HPF compiler [38] and its derivatives are to our knowledge the only compilers that automatically perform functional pipelining without user annotations to the input code (HPF). As reported in [34] , the compiler performs well, yet only on a limited number of kernels. It does not pipeline non-perfectly nested loops, or more complex control-flow that could still be pipelined with a minor user intervention. Similar restrictions/results seem to be very common also for the other automated approaches to parallelization.
The approaches that are most closely related to SPRINT are COMPAAN, FP-MAP, and DSWP. Like SPRINT, they use task-level pipelining to parallelize embedded applications. The key features of these approaches are compared in Table 4 .
COMPAAN [40, 41] automatically creates a task (or process) for each function call in an affine nested loop program (ANLP) written in MATLAB syntax. Using the results of an exact array data-flow analysis, array inputs and outputs are converted to special optimized FIFOs that can reorder and/or duplicate tokens as necessary. The output representation generated by COMPAAN is a Kahn Process Network (KPN). One of the limitations of this approach is that the structure of the ANLP determines the task boundaries; to obtain a different partitioning, the source code must be edited. Task boundaries cannot be located in code executed under nonlinear or data-dependent conditions. This restricts the usability of COMPAAN to only ANLP input, which reduces its practicality by processing only to specific, well-formed loops.
FP-MAP [42] accepts arbitrary C code and is not limited to ANLP as COMPAAN. It automatically distributes the statements of a given loop nest over a given number of processors, minimizing the initiation interval of the pipeline. The distribution algorithm relies on estimates of execution times and branch execution probabilities obtained via profiling. Execution times are assumed to be independent of the processor, and the cost and feasibility of the resulting communication on the target platform is not taken into account. The data-flow analysis used in FP-MAP is dynamic: data dependences are registered during execution of the C code for a given set of inputs. This means that FP-MAP can analyze data flow for arbitrary control flow including data-dependent conditions and for arbitrary index expressions. FP-MAP does not automatically insert communication channels or generate code; the result is an assignment of statements to processors. Thus, it is an interesting approach to task-level pipelining, yet it is not a practical tool usable for mapping real-life multimedia programs to multiprocessor embedded systems.
DSWP [43] is another automated compiler-based approach to task-level pipelining. Its focus is, similarly to ours, on the outer loops with many iterations. In particular, the DSWP technique focuses on recursive data structures in such loop constructs. The technique is based on identification of Strongly-Connected Components (SCC) in the dependence graph of the input program. Such an SCC must not be split to ensure unidirectional flow of dependences between the resulting tasks. Similar to FP-MAP, a load balancing heuristic is used to distribute the SCCs over the pipeline stages (tasks). DSWP uses the so-called synchronization array for communication among threads [44] . The synchronization array is dedicated hardware that implements a simple FIFO channel. The approach leverages prior research on instruction level parallelism (ILP) by utilizing an existing compilation framework, the impact compiler. Thus, it has a back-end that is currently targeting the itanium processors. Some of the disadvantages of this approach are missing communication optimization, no support for source-to-source transformation, and no possibility of user interaction that we believe is needed for exploration of the solution space for optimized application mapping.
SPRINT provides a unique combination of features that is especially suited to explore the partitioning of an embedded streaming application. It accepts any ANSI-C code. Task boundaries are defined by the designer, which is an advantage given the less than ideal results obtained with existing automatic parallelization tools. The required communication channels are automatically detected and inserted using wellknown, robust, and fast scalar data-flow analysis techniques. These techniques are sufficiently powerful to handle complex real-life applications with nonlinear index expressions and data-dependent conditions. In our design flow, sequential optimization steps precede the partitioning, which facilitates the data-flow analysis. If desired, a more advanced dataflow analysis can be used instead. Finally, SPRINT generates a concurrent transaction level model that can be used to interactively explore alternative solutions and rapidly evaluate their performance. The generated model is also suitable for further automated of manual refinement. To the best of our knowledge, SPRINT is the first tool to generate a concurrent transaction level model from sequential ANSI-C code.
CONCLUSIONS
To support our systematic C-based design flow for advanced multimedia applications with stringent performance and power requirements, we have developed a tool called SPRINT that generates a concurrent SystemC transaction level model starting from sequential C code and user-selected task boundaries. This tool automates the time-consuming and error-prone task of manually creating such a model, thus encouraging the designer to extensively explore alternative partitionings and avoid the premature selection of a suboptimal implementation. To the best of our knowledge, SPRINT is the first tool to generate a concurrent transaction level model from sequential C code.
To match the characteristics of the target applications and enable effective exploitation of heterogeneous target platforms, SPRINT uses task level pipelining and a carefully selected set of FIFO-like communication channels. The implementation can handle full ANSI-C code and relies on selective and tuned program analysis techniques to achieve a high performance.
The effectiveness of the SPRINT tool has been experimentally verified by applying it to two designs: an Embedded Zero Tree Coder (800 lines of sequential C code) and an MPEG-4 Simple Profile Encoder (10000 lines of sequential C code). For both designs, multiple concurrent models for different realistic target platforms, including both hardware and software platforms, have been generated and evaluated. In all cases tried, the model could be generated, compiled and evaluated in less then six minutes. This is fast enough to allow extensive exploration of the design space.
