ABSTRACT
INTRODUCTION
The operating system is a program which controls application program run and operates as an interface, between user and computer hardware.
the following cases.
1 -Long Term scheduling: to decide about adding to a set of processes to run.
2 -medium term scheduling: to decide about adding to a number of processes that some parts of them or all of them are in main memory.
3 -Short-term scheduling: to decide about which one of the processes in main memory is selected for implementation by the processor.
4 -Scheduling input /output : to decide about which one of the processes `s input / output requests Is done by an existing input / output device.
The scheduling basically consists of queue management to minimize queuing delays and optimize the performance in the queuing environment.
Fig-1.The Short-term scheduling diagram
Decision mode specifies the time that the selection function runs .We have two general classification: exclusive and non-exclusive. Exclusive: in this case, since a process is in implementation state, it continues to run until it ends or it becomes blocked itself for input / output waiting or requesting a service from the operating system .Non-exclusive: the running process can be stopped by the operating system and be transferred to the standby mode. Decision to be nonexclusive can be done when a new process enters, or when an interrupt takes a blocked process to ready state or periodically based on hour interrupt. Non-exclusive politics toward monopoly policies, applies more overhead but they provide better service for processes set Because they prevent CPU`s long monopolizing by a process. Besides, the non-exclusive price can be decreased by employing efficient text replacement strategies (with the maximum use of hardware) and sharing the large main memory, to keep up a large part of programs in main memory.
The scheduler attempts in order to minimize following items: Time of return, response time, waiting time for the processes and the number of context switching [2] The round robin scheduling algorithm is one of the oldest non-exclusive algorithms .this algorithm, uses a small time unit called a time quantum or time slice that primary challenge in this algorithm is selection of proper time quantum.
It assigns a time interval for each process in the CPU `s ready queue as much as the time quantum. If the time quantum is large, the response time of the processes will be very large, that interactive environment can not tolerate and if the time quantum is small due to unnecessary duplication, switch contact size will be too much and totally a negative result is will obtain. The time quantum is being used in a static way in round robin algorithm that use of dynamic time quantum to improve the algorithm is suggested. 50 percent of the processes finish through the first round and time quantum is being calculated frequently for each round. then 50 percent of the remaining processes enter the second round and It will be calculated in the same way, also the third round ,the forth round .during the second round with .which means the maximum number of rounds will be less than or equal to 6. So processes or their burst time finish in the sixth round [3] An example of using Dynamic Time Quantum is Agha and Jassbi [4] that it has been provided in irregular processes and time Quantum in each cycle is calculated using the harmonic average.
The aim of this study is to examine and discuss about the short-term scheduling algorithms, this paper attempts to optimize the round robin algorithm. The paper is organized in six sections.
After the introduction in Section 1, Section 2 which also introduces the related works of scheduling .Section 2 continues with short-term scheduling definitions in section 3. in Section 4 is describe scheduling algorithms types. It continues with Mathematical models for proposed algorithms and examples. Section 6 and 7 presents the results, conclusions of the research. The paper ends with a list of references.
LITERATURE
In recent years, many great works are done to improve the round Robin scheduling algorithm and to obtain response times and waiting times and the number of switches.
Examples are as follows:
Mr Ajit Singh, et al. [5] has used the defined static quantity "q" in the first cycle in the simple Round Robin and after completion of the first cycle he has doubled the amount of q and has sorted the burst's time remaining from small to large. then he completed The second cycle with the new Q, and these steps are repeated. Neete Goel, et all in Goel and Garg [6] to improve Round Robin emphasizes on making Q dynamic ,so first sorts burst's time amounts, then like [5] uses doubling the Q quantity. But the difference is Goel compares the burst time remaining and q2/2. if it is lesser, he uses completely, otherwise these steps will be repeated. Sanjaya Kumar Panda, et all in Panda and Bhoi [7] introduced the Min-Max Round Robin (MMRR) algorithm which is calculated as dynamic Q .he used The difference between the largest and smallest brush time.
Sanjaya Kumar Panda ,et all in KumarPanda, et al. [8] introduces Group Based Time Quantum ( GBTQ ) algorithm .which calculates Q as like as Panda and Bhoi [7] . but The difference is the number of processes divide into 4 parts and each part should define a Q. Abbas Noon,et all in Noon, et al. [9] called his algorithm AN to find dynamic Q and used arithmetic mean in order to improve the simple Round Robin algorithm . Debashree Nayake,et all in Nayak, et al. [10] introduced Improved Round Robin( IRR)to calculate dynamic Q. The Saroj Hiranwal , et all in Hiranwal and Roy [11] used two ways to improve the Round Robin algorithm to obtain the smart Time slice. In this paper, in the case that the burst time number is odd, the mid process burst time is being used, and when it is even the Average burst time is being used. Many people have used different tools to improve the round robin algorithm such as fuzzy logic [19] , [20] . neural networks [21] , [22] ., genetic algorithm and artificial intelligence [23] , [24] is an example of fuzzy logic, they have made the Round Robin algorithm fuzzy by defining linguistic variables LNOP,LABT and they proved that this manner is better than the simple Round Robin algorithm by sorting the burst times.
In Yaashuwanth and
In algorithms reviewed above, non-exclusive algorithms with dynamic time quantum are useful in optimize the short term scheduling parameters (Average waiting time, average response time, Switch Count ).
THE SHORT-TERM SCHEDULING DEFINITIONS
The usual criteria's are divided in two dimensions: Criteria's of the user`s view point and Criteria's of the system `s view point. Criteria of the user`s view point, refers to the system `s behaviour as it seems to a user or a single process. Scheduling policy must be in such a way that provides good services to different users. Criteria of the system `s view point and relevant to the efficiency including: the total time, response time and the deadline.
Total Time
(Turn around -time) is the time range from accepting a process to the completion of it, this
Time Includes On
Real run time and the time spent to wait for resources (including CPUs). The total time is a proper criterion for batch jobs.
Response Time
The response time for an interactive process is the time interval from declaring a request until the start of getting the answer. The process often, begins to produce output when processing of that demand continues. So in the user's viewpoint, this Criterion is better than total time Criterion.
Scheduling system should try to achieve the low time response and to maximize the number of interactive users, according to the acceptable response time.
Deadline
(Deadline) when the dead line for the completion of the process can be specified, the scheduling system must emphasize the other goals lesser in order to maximize the deadline satisfy percent.
Throughput
(Throughput)the Scheduling policy should try to maximize the number of completed processes at the same time .this criteria expresses how much work is done and it clearly depends on the average of process length but it is affected by Scheduling policy that can be impressive in efficiency .
CPU Usage
Indicates the percentage of time that the CPU is busy and its an important criterion for common expensive systems. In single-user systems and some other systems too, such as real-time systems, this criterion is less important.
Justice
(Justice) when user guides are absent or in the absence of guidance provided by the system, the processes should be treated equally and no process should suffer from hunger.
Priorities Apply
When processes have priorities, scheduling policy should prefer processes with higher priorities and perform them sooner than the other processes.
Resource Balancing
(Resource balancing) Scheduling policy should keep the system resources busy. The Processes that use very busy resources lesser should be prior to the others. This criteria includes on medium and long-term scheduling.
SCHEDULING ALGORITHMS TYPES
Different scheduling algorithms have been defined a number of them are in below:
The Entry Serving (FCFS)
The easiest Scheduling politic is Serving entry sequence or to exit in an entry sequence.
Every process joins to the ready queue preparing. When the current process ceases to execute, the oldest process in the ready queue is being selected to run. FCFS acts much better than the short processes.
This scheduling algorithm is a proprietary algorithm.
Shortest Process (SPN)
This policy is proprietary. The Process which has the shortest expected processing time, is being selected for execution. So the short process passes long works and it is in the head of the queue.
Shortest Remaining Time (SRT)
It`s a kind of non-exclusive SPN, the scheduler always chooses the process that is expected to have the shortest remaining process time.
Round Robin (RR)
The simplest algorithm to reduce the penalty incurring short jobs in FCFS is to use round
Robin. An hour interrupt is being generated in periodical time intervals. If the Interrupt occur the running process is put in the ready queue and the next ready work is chosen based on the FCFS. This method is also known as a period because each process gives a period before it is taken over a given. The main design problem in the Round Robin is the time quantum quantity. If this quantity is too short, the short processes pass the system is almost quickly .on the other hand, the processing overhead in clock managing the and the Schedule run and distribution operation of the processes can be observed. So the very low quantity should be avoided. A useful guideline is that the period is should be a little longer than the required time for a conventional dialog. Note that the Q quantity is more than the largest (longest) greater process the Round Robin algorithm declines to FCFS. One of the notable features of the Round Robin algorithm is that it is non-exclusive.
MATHEMATICAL MODELS
Proposing the mathematical model of some offered methods in studied papers with proposed techniques: 
EXPERIMENTAL RESULTS
We solved all mentioned items in our proposed methods, during this search for Example 3 at Behera, et al. [25] and we offered the results in a table for a better comparison. 
CONCLUSION
Our purpose in this research is determining the exact amount of burst time, time quantum ,for round robin algorithm and creating an exclusive algorithm in multiprocessing environments .for this purpose, as yet ,many mentioned algorithms are offered in literature review ,and we suggested some methods too. between these methods in" weight harmonic, dynamic weight and Subtraction" offered algorithm, the amount of parameters: waiting time average, response time average ,and the switch count (with observing the exclusive condition) are lesser than the existing round robin algorithms and the performed calculations in experimental results in table1 ,prove this claim .in order to perform future works, the proposed algorithm in round robin can be developed with Multiple queues , and also Neural methods can be used in order to determine the exact amount of time quantum in multiprocessing environments.
