In this work we analyze potential environmental drivers of malaria cases in Northwestern Argentina. We inspect causal links between malaria and climatic variables by means of the convergent cross mapping technique, which provides a causality criterion from the theory of dynamic systems. Analysis is based on 12 years of weekly malaria P. vivax cases in Tartagal, Salta, Argentina-at the southern fringe of malaria incidence in the Americas-together with humidity and temperature time-series spanning the same period. Our results show that there are causal links between malaria cases and both maximum temperature, with a delay of five weeks, and minimum temperature, with delays of zero and twenty two weeks. Humidity is also a driver of malaria cases, with thirteen weeks delay between cause and effect. Furthermore we also determined the sign and strength of the effects. Temperature has always a positive non-linear effect on cases, with maximum temperature effects more pronounced above 25 • C and minimum above 17 • C, while effects of humidity are more intricate: maximum humidity above 85% has a negative effect, whereas minimum humidity has a positive effect on cases. These results might be signaling processes operating at short (below 5 weeks) and long (over 12 weeks) time delays, corresponding to effects related to parasite cycle and mosquito population dynamics respectively. The non-linearities found for the strength of the effect of temperature on malaria cases make warmer areas more prone to higher increases in the disease incidence. Moreover, our results indicate that an increase of extreme weather events could enhance the risks of malaria spreading and re-emergence beyond the current distribution. Both situations, warmer climate and increase of extreme events, will be remarkably increased by the end of the century in this hot spot of climate change.
reasonable to expect that this relationship may not be instantaneous, since mosquito 157 population dynamics and parasite cycle occur on the scale of several weeks. In this case, 158 temperature may affect malaria cases with a delay, which we address by performing the 159 CCM with increasing time lags between number of cases and temperature, and finding 160 the delay with maximum prediction skill [31] . Of course, the same holds for other 161 variables. 162 Another relevant aspect in this context is seasonality. Variables such as temperature 163 and humidity are seasonal and so very predictable. Therefore, it is necessary to 164 distinguish between the influence of the season and of the climatic variables themselves. 165 This can be resolved by constructing a null hypothesis with time series surrogates [45] . 166 For a given variable x(t) (e.g. temperature or humidity) we obtain a seasonal pattern 167 x s (t) using smoothing splines, which works better than Fourier decomposition for 168 non-sinusoidal waveforms. The residuals x r (t) are calculated by the difference between 169 the seasonal cycle and the observed data x r (t) = x(t) − x s (t). These residuals are then 170 shuffled and added back to the seasonal pattern, generating a surrogate seriesx(t) 171 which has the same seasonality as the observed data but with shuffled residuals. Thus, 172 if x(t) is really causally linked to another variable (e.g. y(t)) then y(t) should predict 173 x(t) better thanx(t). In other words, y(t) will be sensitive not only to the seasonal 174 pattern but also to the anomalies (residuals) of the variable x. For each driver variable, 175 we calculated the prediction skill ρ s for 500 surrogates obtaining the probability 176 distribution of ρ s . The value of prediction skill ρ for the original series was compared to 177 the distribution of ρ s to assess whether the result is statistically significant, using a 178 significance level of α = 0.05.
179
Simple cross-mapping of attractors presents a few pitfalls; notably, high levels of 180 noise and synchrony between the variables' dynamics may lead to spurious 181 conclusions [46] . We overcome the first issue by reestimating the number of malaria 182 cases using a state space model, described in the next section. The problem with 183 synchrony is dealt with in two parts: first we use a surrogate method, explained above, 184 to make sure there is a causal link. Secondly, we analyze the time lag between the 185 variables-a negative time lag is a reliable indication that the causal direction is 186 correct [46] [47] [48] . 187 Quantification of interactions' strength 188 Once we have established the causal variables, we investigated whether they have a 189 negative or positive effect on the number of malaria cases using the S − map 190 multivariate approach [41] . It consists essentially of the same method of state space 191 reconstruction, but including the causal variables into the state space axes. From that 192 reconstruction, we recover a coefficient that is a proxy for the interaction strength 193 between each driver and the target variable [41] . More specifically, consider that 194 variable y(t) is affected by E different other variables: x i , i = 1, 2, . . . E. The state 195 space at time t is given by: x(t) = x 1 (t), x 2 (t), . . . , x E (t), for each target time point t. 196 The S-map method produces a local linear model C that predicts the value y(t) from 197 the multivariate reconstructed state-space vector x(t) as follows:
(1)
The model C contains the coefficients C 0 , C 1 . . . C E for each time point t and is 
210
To circumvent these problems we applied the CCM analyses to the expected number 211 of recorded cases, which we estimated from the observed time series of number of cases, 212 with minimal assumptions. To do that we fit to the time series a state-space model of 213 count data dynamics in discrete time [49] Analyses performed 233 We applied the CCM analysis to the time series of expected number of malaria cases 234 being caused by time series of maximum and minimum weekly averaged temperatures, 235 maximum and minimum temperatures' weekly standard deviation, maximum and 236 minimum weekly temperature amplitudes, and maximum and minimum weekly 237 averaged relative humidities. Each variable was tested for lagged effects up to 30 weeks, 238 since we intended to capture the causality relationships in a single epidemic and 239 mosquito cycle. As previously shown [31], several secondary time-lags may also be 240 causally related as a by-product of the main lag. In this case, we chose the significant 241 time-lag with maximum prediction skill ρ, and used it to determine the signal and 242 strength of the effects.
243

Results
244
Within the studied interval (02 Jan 2000 -11 Dec 2011), a total of 266 cases of malaria 245 caused by P. vivax were recorded in Tartagal, with an average of 0.43 case per week and 246 a maximum of 16 cases in a single week. Malaria cases in Tartagal are typically 
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Causality tests 261 We found causal relationships between four climate variables and malaria cases in 262 Tartagal. Maximum temperature was causally linked to expected number of malaria 263 cases 5 weeks later, while minimum temperature, around both 0 and 22 weeks of 264 time-lag, was also important. Maximum and minimum humidity showed causal links to 265 expected number of cases as well, with a lag of ca. 13 weeks (Fig.3) . In all cases, the 266 prediction skill (ρ) was about 0.5, and there were several time-lags at which the causal 267 link was significant. As justified in the methods section, we picked the time-lags with 268 maximum ρ to interpret the result and perform the following analyses. The CCM 269 analysis showed non statistically significant results for both maximum and minimum 270 temperatures' standard deviation, and maximum and minimum temperature 271 amplitudes, for the whole range of time-lags from 0 to 30 weeks. 272 We note that correlation was weak between the climatic variables and number of 273 malaria cases: the correlation coefficients are, at most, of 0.3 for all variables and lags 274 studied, systematically below the values of prediction skill ρ found. This means that, in 275 our study, correlation would not be enough to detect the patterns we found. 
Interactions' strength and direction 277
Here we look at each causal variable found above and analyze the effect it has on the 278 number of malaria cases (Fig. 4) . As expected for non-linear dynamics, both the 279 strength and direction of the causalities that we detected changed markedly along the 280 time series, showing that the causal effects can emerge, wane, and even reverse as this 281 complex dynamics unfolds. Minimum humidity lagged by 13 weeks has a positive effect 282 on number of malaria cases almost all over the time series, but the strength of the 283 interaction decreases with increasing values of minimum humidity (Fig. 4 a) , that is, an 284 increase in this variable has a stronger positive effect when minimum humidity is low. 285 In contrast, maximum humidity effect (also lagged by 13 weeks) has generally a 286 negative effect, which becomes more pronounced for values above 85% relative humidity. 287 These two results show that cases of malaria are bounded by relative humidity 288 lagged by 13 weeks, which has stronger effects close to the extremes of humidity 289 recorded for the region (around 20-30% minimum humidity and above 85% maximum 290 humidity, Fig. 2 a-b) .
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In general a rise in temperature causes an increase in the number of cases, although 292 the strength of this effect is contingent on current and lagged temperatures. The 293 increase of minimum temperature at lag zero (in the same week as registered cases) had 294 mainly a positive effect on the number of malaria cases when minimum temperature 295 was above 17 • (Fig. 4) , and such effect strength increases abruptly when minimum positive effect on number of cases, an effect that was stronger and much more variable 300 above 25 • C.
301
The thresholds for the interaction strength were checked by comparing the mean 302 effect below and above the assumed threshold using a In a nutshell, we show that causal links to climatic variables occur at different time 312 lags with respect to number of cases, and can be interpreted as pertaining to two increase the rate of transmission, leading to higher numbers of cases 10 to 50 days later, 330 which is compatible with the lag of 5 weeks found for maximum temperature.
331
At larger time lags, we found that minimum and maximum humidities, with lag of 332 13 weeks, and minimum temperature, with lag of 22 weeks, were causally connected to 333 number of malaria cases. The effects were positive for minimum humidity and negative 334 for maximum humidity, indicating that intermediate values of humidity lead to a higher 335 number of malaria cases. The lagged effect of minimum temperature was positive and 336 especially strong for low temperatures, below 15 • C. In other words, at these 337 temperatures but 22 weeks before reported cases, an increase in minimum temperature 338 has a strong positive effect on the number of cases. These long time lags could influence 339 the dynamics of mosquito population, which are a key component of the malaria 340 transmission. Data obtained from laboratory experiments with controlled temperatures 341 and humidities show that low humidities are always detrimental to adult mosquito 342 survival [55] . On the other hand, these same data show survival was maximal at 100% 343 humidity for temperatures up to 20 • C, while for temperatures above 25 • C (inclusive) 344 it was slightly higher for 80% humidity than 100% (see Fig. 6 .1 in [55] ). It was also 345 found that low temperature curbs population growth by halting larval reproduction [56] . 346 Moreover, an observational study in Aguas Blancas and El Oculto, in the same region of 347 Argentina where the analyzed data was collected, showed that mosquito population 348 usually peaks around October, before the peak of malaria cases [19] . This means that 349 vector abundance does not immediately incur a high number of cases, hence the actual 350 factor in the transmission dynamics is not a large mosquito population size per se, but 351 the maintenance of population, and possibly parasite density, at certain levels-thereby, 352 during the period favorable to the malaria parasite there will be a mosquito and human 353 population suitable to maintain the transmission cycle. Accordingly, the time lag assessment, using the same methods as [14] , detailed in the Appendix. It provides some 364 evidence that relapse cases are widely distributed between 4 to 10 months for the time 365 series we analyzed (Fig.A1 ). This means that relapse cases should not affect the 366 interpretation of the time lags above.
367
The importance of weather and climate in malaria outbreaks at the edge of its 368 geographical distribution has been supported by the good fit and the predictive power of 369 epidemiological models that incorporate climate variables, e.g. [3, 4, 57] . This statistical 370 modeling approach gauges the relevance of a candidate causal variable by the likelihood 371 of the models that include some effect of the variable [58, 59] . Therefore, the criterion to 372 infer a causal link must assume a function to describe the cause-and-effect relationship. 373 On the other hand, CCM does not rely on an explicit model, but on reconstructions of 374 the attractor as data-driven descriptions of the dynamics from which the observed time 375 series come. In this approach causality implies that the affected variable's attractor can 376 be mapped onto the causal variable's attractor. This cross-mapping does not depend of 377 the specific way one variable affects another, and is not affected by changes over time of 378 the interaction between variables, which commonly occur in non-linear dynamics.
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In other words, CCM spots causal links even if the effects of the causal variables are 380 contingent on other (possibly unknown) variables through unknown functions.
381
Statistical models can also take into account such contingencies by making them explicit 382 in interaction terms of linear models or with nonlinear functions. Nevertheless, even a 383 modest set of candidate causal variables ensues a huge number of alternative 384 combinations of variables, lags and functions to be evaluated. Sorting out causal links 385 from so many alternatives can turn into a "data-dredging expedition", and can also end 386 up with over-parametrized models or with an uninformative set of alternative 387 models [58] . For the sake of elucidating causes of a phenomenon-as was our 388 goal-CCM avoids these pitfalls because it is model-free. Therefore, besides its value in 389 providing an alternative criterion to detect causal links, CCM can also be used to select 390 variables to be included in predictive statistical or dynamical models, as well as to 391 choose the best functions that describe causal links in these models.
392
In summary, we have applied CCM to detect and characterize causal links between 393 environmental factors and number of malaria cases using epidemiological and climatic 394 data. The use of observational data (time series of recorded cases and climate variables) 395 brings together the dynamics of both vector and parasite transmission cycles, yielding a 396 more comprehensive picture of the epidemiology of malaria, which is difficult to infer 397 from laboratory studies alone. In this context, the study of malaria cases in the 398 southernmost region of malaria incidence in the Americas allowed us to infer the 399 climatic factors, and thereby the processes, that prevent the re-emergence of the disease 400 beyond the present region.
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Additionally, our analyses highlighted some less appreciated consequences of climate 402 warming and increasing climate fluctuations that future models can take into account. 403 We have shown that increased maximum temperature not only increases the number of 404 cases of malaria, but also that this temperature effect accelerates as temperature rises. 405 This non-linear effect makes warmer areas prone to more severe increases in disease 406 spread with increasing temperatures, such as the tropical zones where malaria is or has 407 been endemic. Moreover, the spread of disease would be facilitated by any climatic 408 change that increases the probability of weeks with minimum temperature above its 409 average (16 • C in Tartagal). Also, anomalous wet weeks during the dry season or dry 410 weeks in the rainy season cause an increase in the number of cases in the following 411 June 18, 2019 12/18 weeks. Therefore, an increase of extreme weather events also enhances the risks of 412 malaria spreading and re-emergence beyond the current geographical distribution.
413
According to climate model predictions [8] , Northwestern Argentina is among the places 414 that will suffer the highest increase of temperature by the end of the century. The 415 causal links proposed in this paper can contribute to modeling future scenarios of 416 malaria and other vector-borne diseases re-emergence in this hot spot of climate change. 417 Figure A1 . Averaged auto-correlation of P. vivax malaria cases (solid line) and associated error (gray) for each of the transmission months (November-April) with malaria cases in the subsequent 12 months. It slightly increases between 4 to 10 months from the primary outbreak, associated with relapses period. The average was done over all years.
