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ABSTRACT
We consider the one-dimensional spin chain for arbitrary spin s on a periodic chain with N sites,
the generalization of the chain that was studied by Blume and Capel [1]:
H =
N∑
i=1
(
a(Szi )
2 + bSzi S
z
i+1
)
.
The Hamiltonian only involves the z component of the spin thus it is essentially an Ising [2] model.
The Hamiltonian also figures exactly as the anisotropic term in the famous model studied by Haldane
[3] of the large spin Heisenberg spin chain [4]. Therefore we call the model the Blume-Capel-Haldane-
Ising model. Although the Hamiltonian is trivially diagonal, it is actually not always obvious which
eigenstate is the ground state. In this paper we establish which state is the ground state for all
regions of the parameter space and thus determine the phase diagram of the model. We observe the
existence of solitons-like excitations and we show that the size of the solitons depends only on the
ratio a/b and not on the number of sites N . Therefore the size of the soliton is an intrinsic property
of the soliton not determined by boundary conditions.
I. INTRODUCTION
Blume and Capel [1] studied a model that corresponded to an Ising spin chain with a nearest neighbour exchange
interaction and an easy-plane/easy-axis interaction. Ising spin chain means that only the z component of the spin was
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2dynamical, and they only considered the model for spin 1. The corresponding Hamiltonian was ab initio diagonal.
We will study the model for arbitrary large spin s. The Hamiltonian is still diagonal. The exchange interaction
is minimized if neighbouring spins are maximal, Sz = ±s, and anti-aligned for positive coupling, but aligned for
negative coupling. The easy-plane/easy axis term, on the other hand, is minimized if the spins are maximal, for
negative coupling but minimal (zero if possible) for positive coupling. Thus there can be a competition between the
two terms and a variety of phases when one term or the other is dominant. We are somewhat surprised to find second
order phase transitions between the various phases described by the Hamiltonian. Indeed, the two competing terms
commute, and thus, in principle we expect only first order phase transitions. However, here we find clearly that the
critical points correspond to the appearance of negative eigenvalues of the energy functional, which is just a quadratic
form, and the crossing of the ground state energy eigenvalue from positive to negative signals a second order phase
transition.
For antiferromagnetic coupling, with odd N , there must be a defect in the Néel state on a periodic chain. The
defect is localized between two adjacent spins for easy-axis coupling, a < 0. However, for easy-plane coupling, a > 0,
we find that the defect spreads out to maximal size as the anti-ferromagnetic coupling is weakened. The defect is a
soliton in the Néel state, and corresponds to a finite energy excitation. We calculate the size of the soliton and find
that it is independent of the number of sites N but depends on the ratio a/b. Hence the size is a characteristic that
is not an artefact of the odd number of sites, the same solitons could be excited in the periodic chain with an even
number of spins or the finite or infinite, open chain.
Haldane [3] considered the Heisenberg model with an anisotropy which corresponds exactly to the Blume-Capel
model, with Hamiltonian
H = |J |
N∑
i=1
~Si · ~Si+1 + λSzi Szi+1 + µ(Szi )2 (1)
(with periodic boundary conditions, ~SN+1 = ~S1), for large spin |~S| = s≫ 1 but for small anisotropy 0 < (λ−µ)1/2 ≪ 1,
λ > µ. However the complete phase diagram of the model, for all values of the couplings is still of much interest. We
define a = |J |µ and b = |J |λ, and consider the model for |J | = 0 but a and b finite. This is in the extreme opposite
limit to Haldane’s considerations, however, it is still of import to Haldane’s considerations. The anisotropy, however
small in Haldane’s work, picks the anti-ferromagnetic Néel ordered ground state that is aligned in the z direction. For
different parts of the parameter space in the anisotropy, it is possible and indeed true that a different ground state is
indicated.
3Thus we consider the Hamiltonian
H(Sz1 , . . . , S
z
N) =
N∑
i=1
(a(Szi )
2 + bSzi S
z
i+1). (2)
This Hamiltonian is trivially diagonal, the eigenstates can be written as |s1, · · · , sN 〉, where si ∈
[−s,−s+ 1, · · · , s− 1, s] is the z component of the ith spin, written in spin eigenstates that diagonalize the to-
tal spin and the z component of the spin, for each individual spin. The corresponding energy eigenvalue is
E(s1, · · · , sN ) =
∑N
i=1(a(si)
2 + bsisi+1). Which eigenstate has the minimum energy i.e. which is the ground state, is
not always clearly evident.
II. BLUME-CAPEL-HALDANE-ISING MODEL WITH ARBITRARY SPIN s
We consider a one-dimensional periodic “lattice”, a spin chain with N sites N ≥ 2 sites. The Hamiltonian, (2) can be
written as
H =
1
2
S
TAS (3)
where ST = (Sz1 , S
z
2 , · · · , SzN).
A. The ferromagnetic case (b < 0) for all N .
The ferromagnetic case is easily dealt with. We write the state |s1, . . . , sN 〉 as r|α1, . . . , αN 〉 where r =
√∑
k s
2
k
and
∑
k α
2
k = 1. Then the energy is given as
E(s1, . . . , sN ) =
(
a+ b
∑
k αkαk+1
)
r2 = C(αˆ)r2 (4)
where expicitly,
C(αˆ) =
(
a+ b
∑
k αkαk+1
)
. (5)
As
∑
k(αk ± αk+1)2 ≥ 0, we have
− 1 ≤
∑
k
αkαk+1 ≤ 1. (6)
Thus for |b| < a, using Eqn.(6) in Eqn.(5) we have C(αˆ) > 0 and hence the minimum energy configuration is realized
exactly for r = 0 corresponding to the state, |0, . . . , 0〉 with corresponding energy E0 = 0. For half odd integer spin,
the state |0, . . . , 0〉 is not permitted. Then in this case, one of the states closest to the origin, | ± 1/2, . . . ,±1/2〉
4(with uncorrelated ± signs) will be the minimal energy configuration. Since the first term in the energy does not care
whether the spin is ±1/2 and since b < 0, the energy is minimized at the “little” ferromagnetic states
|1/2, . . . , 1/2〉 or | − 1/2, . . . ,−1/2〉 (7)
with energy E0 = (1/4)N
2(a− |b|).
For all other cases, |b| > a, (including a negative), the factor C(αˆ) becomes negative for certain directions, and
in particular for αˆT = ± 1√
N
(1, . . . , 1) the upper bound Eqn.(6), for the sum
∑
k αkαk+1 is saturated. These are the
only two states for which the bound is saturated, and here C(αˆ) = a+ b = a− |b|. C(αˆ) is negative and minimal for
this direction. The extreme corners ±(s, . . . , s) of the hypercube [−s, s]N are attained along this direction. Hence r is
maximal, and correspondingly, the energy is minimal at the two corners. Thus the two corresponding ferromagnetic
states, which we will write as | ↑, . . . , ↑〉 and | ↓, . . . , ↓〉, are the ground states in the regime |b| > a (and we will use
the notation ↑ and ↓ when the corresponding spin is maximally up, s, or maximally down, −s, respectively).
For a = |b| the states ±|m, . . . ,m〉 are degenerate for any m ∈ [−s, s] thus the ground state is 2s+1 fold degenerate
with E0 = 0, and the system passes through a highly degenerate critical point. In the large s limit this is veritably a
massless continuum.
B. The antiferromagnetic case (b > 0) for N even
The case of N even and N odd are substantially different, thus we will treat them separately. For N even the Néel
state closes periodically as the lattice is bi-partite, but for N odd, the Néel state does not close without frustration,
one has a defect in the ground state. For N odd we will see that the ground state is highly degenerate.
For 0 < b < a continuing with the notation of Eqn. (4), we find C(αˆ) > 0 for all directions αˆ. Hence the minimum
of the energy occurs at r = 0, i.e. for the state |0, . . . , 0〉. Therefore, for integer spin, the ground state is non-
degenerate and given by |0, . . . , 0〉 with ground state energy E0 = 0. Now for half odd integer spins, this state is not
permitted, and one of the closest nearby states, at the vertices of the hypercube of centred on the origin of side length
1, | ± 1/2, . . . ,±1/2〉 (the ± signs are not correlated) becomes the ground state. For the case under consideration, N
even, it is easy to verify the minimum energy states correspond to the two “little” Néel states
|1/2,−1/2, 1/2,−1/2, . . . , 1/2,−1/2〉 and | − 1/2, 1/2,−1/2, . . . ,−1/2, 1/2〉. (8)
Notice for this state, on the periodic lattice since N is even, the Néel pattern closes without frustration. Thus for half
odd integer spin, the ground state is doubly degenerate and given by the two “little” Néel states, with ground state
5energy E0 = (1/4)N
2(a− b).
For all other values, a < b the factor C(αˆ) is negative in some directions, and in particular it is maximally negative
for the states αˆ = ± 1√
N
(1,−1, . . . , 1,−1). For these states the inequality Eqn.(6), which continues to hold for the
anti-ferromagnetic case, is saturated with
∑
k αkαk+1 = −1. Then the energy is equal to E = r2(a− b) which is the
ground state energy. Thus the ground state of the system is doubly degenerate and corresponds to the two Néel states
| ↑, ↓, ↑, ↓ . . . , ↑, ↓〉 and | ↓, ↑, ↓, ↑, . . . , ↓, ↑〉.
1. Phase diagram for N even
Fig. (1) gives the phase diagram for the case N even for all a and b. For half odd integer spin the regions a > |b| is
doubly degenerate with the ground states given by Eqn.(8) or Eqn.(7) depending on whether b is positive or negative
but non-degenerate with ground state |0, 0, . . . , 0〉 for integer spin.
We furthermore note that defining the staggered spin operators S¯j ≡ (−1)jSj we find a mapping between the
ferromagnetic and the anti-ferromagnetic cases
Hb>0(S¯1, . . . , S¯N) = H
b<0(S1, . . . , SN) (9)
and vice versa. There is an obvious symmetry in the phase diagram between b → −b. The ground states in the two
cases are related by the transformation Sj ←→ S¯j , which can be seen from the Fig. (1).
FIG. 1: Phase diagram for N even and arbitrary spin s
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6C. The antiferromagnetic case (b > 0) for N odd
For the case of N odd, the most interesting phenomena takes place for a < b, (note b > 0 here). For N even this
case had the ground states corresponding to the Néel states. But now, the closest states to Néel states correspond to
configurations with adjacent spins maximally anti-aligned, (s,−s, s,−s, · · · , s) or (−s, s,−s, s, · · · ,−s) except for the
last spin with the first spin since N is odd. For such a state,
∑
k αkαk+1 = −1+ 2N > −1. These are the ground states
for a < 0. However, we will find that these states are not always the ground states. We will show that for a > 0, as
the ratio a/b changes, the direction which minimizes C(αˆ) does not correspond to one of the corners of the hypercube
and the minimum of the energy is attained for a value of r that is not maximal. As a is increased from a = 0, the
ground state rαˆ changes discretely to r′αˆ′ with r′ < r. The final transition occurs for a / b when the minimum value
of C(αˆ) becomes positive and the ground state becomes |0, . . . , 0〉 for integer spins and the corresponding little Néel
states |1/2,−1/2, . . . , 1/2,−1/2, 1/2〉 and | − 1/2, 1/2, . . . ,−1/2, 1/2,−1/2〉, for half odd integer spin.
The energy of a general state |s1, . . . , sN 〉 is of course given by
E(s1, . . . , sN ) =
N∑
i=1
(as2i + bsisi+1) =
1
2
s
TAs. (10)
The critical points are obtained by solving the linear system of equations
∂E(s1, . . . , sN)
∂si
= (2asi + b(si+1 + si−1) =
N∑
j=1
Aijsj = 0, (11)
which has the evident solution si = 0 for all generic points whereA is invertible. Then the corresponding state |0, . . . , 0〉
will be the ground state if the energy is at a minimum at this point. The matrix A, which is the Hessian matrix of
second derivatives of the energy with respect to si and sj, is a circulant matrix, [19], with first row (2a, b, 0, . . . , 0, b).
Subsequent rows correspond to the previous row permuted circularly by one, so for example, the second row is
(b, 2a, b, 0, . . . , 0), and so on. The eigenvalues and eigenvectors of circulant matrices are well known, the eigenvalues
are λk = 2(a+b cos
2pik
N ), k = 0, 1, . . . , N−1 with corresponding normalized eigenvectors sTk = 1√N (1, ωk, ω2k, . . . , ω
N−1
k )
where ωk is the kth, Nth root of unity, ωk = e
i2pik
N . The eigenvalues are doubly degenerate except for λ0. For N odd,
the Hessian is a positive definite matrix for the entire region a > b cos piN , which corresponds to the point at which the
smallest eigenvalue at k = [N/2] or k = [N/2] + 1 vanishes and then becomes negative for smaller a. (For N even,
k = N/2 is allowed and the Hessian is positive definite only for a > b.) Thus for a > b cos piN , the minimum of the
energy is trivially obtained to be at |0, . . . , 0〉, which is then, of course, the ground state for integer spin. For half odd
integer spin, the ground state must be chosen from the corners of the (smallest) hypercube of side length 1 centered
on the origin, with vertices (±1/2,±1/2, · · · ± 1/2), with uncorrelated ± signs. It is easy to see that then the little
7Néel states, with one defect, chosen for example between the first and last sites, |1/2,−1/2, . . . , 1/2,−1/2, 1/2〉 and
| − 1/2, 1/2, . . . ,−1/2, 1/2,−1/2〉, correspond to the ground states. Each one is then in fact N fold degenerate, since
the position of the defect can be placed at any of the N different sites.
For the region 0 < ab < cos
pi
N , the Hessian is indefinite, and the critical point at si = 0 is a saddle point. Thus
the minimum energy is not attained at the critical point. Then Fermat’s theorem for the extrema of a differentiable
function defined on a compact set implies that, since the minimum does not occur and an internal point, it must occur
on the boundary of the hypercube and we must look for the minimum on its surface. Without loss of generality, we
go to the boundary by taking sN = s. Taking sN = −s is clearly also possible, but corresponds simply to the solution
that we will find if we flip all the spins, si → −si. The energy, taking the face sN = s, is then
E = a
N−1∑
i=1
s2i + as
2 + b
N−2∑
i=1
sisi+1 + bs(sN−1 + s1). (12)
Varying with respect to si to find the critical points gives the set of equations
2asi + b(si+1 + si−1) = 0 i = 2, · · · , N − 2,
2as1 + b(s2 + s) = 0, and 2asN−1 + b(sN−2 + s) = 0. (13)
These can be easily solved, however it is not particularly useful, since the corresponding Hessian is not positive definite.
The Hessian is an N − 1 × N − 1 matrix, which we will call BN−1, which is a tridiagonal Toeplitz matrix with the
three non-zero diagonals given by
BN−1 =


2a b
b 2a b
b 2a b
· · ·
· · ·
· · ·
b 2a b
b 2a


(N−1)×(N−1)
(14)
Again it is well understood how to find the eigenvalues and eigenvectors of a Toeplitz matrix, [20]. The eigenvalues
are given by λk = 2
(
a + b cos kpiN
)
, k = 1, 2, . . . , N − 1. Thus, this matrix is again indefinite in the entire region
0 < ab < cos
pi
N and we must go to the boundary of the face, sN = s, of the hypercube by setting one of the remaining
si’s equal to s. This si can be chosen adjacent to sN or separated from it. We consider first the case sN = s,
sN−1 = ±s and return to the separated case later.
8Taking sN = s, sN−1 = −s we get the energy
E = a
N−2∑
i=1
s2i + 2as
2 + b
N−3∑
i=1
sisi+1 + bs(−s+ s1)− bssN−2. (15)
with the corresponding critical point given by the, now inhomogeneous equations, analogous to Eqn. (13),
BN−2s = −bt (16)
where BN−2, which is as defined in Eqn.(14), is the Toeplitz matrix of dimension N − 2 × N − 2, as usual s =
(s1, s2, . . . , sN−2)T and t = (s, 0, . . . , 0,−s)T . The equation for the critical point can be generally solved however,
this is again not necessary for the full region 0 < ab < cos
pi
N , since the Hessian matrix is BN−2 whose eigenvalues and
eigenvectors are easily found. The Hessian is BN−2 with eigenvalues λk = 2
(
a+ b cos kpiN−1
)
, k = 1, 2, . . . , N − 2. Now
the Hessian is positive definite for cos piN−1 <
a
b < cos
pi
N , therefore in this range the solution for the critical point,
Eqn.(16) is the minimum energy configuration. The solution is obtained by inverting the Toeplitz matrix BN−2,
s = −b(BN−2)−1t, explicitly from [20]
sk = (−1)ks
(
sin(N − 1− k)θ − sin kθ
sin(N − 1)θ
)
, k = 1, . . . , N − 2, (17)
where cos θ = a/b. For piN < θ <
pi
N−1
∣∣∣∣ sin(N − 1− k)θ − sin kθsin(N − 1)θ
∣∣∣∣ = |2 sin
(N−1−2k)θ
2 cos
(N−1)θ
2 |
2 sin (N−1)θ2 cos
(N−1)θ
2
=
| sin (N−1−2k)θ2 |
sin (N−1)θ2
=
| sin (N−12 − k) θ|
sin
(
N−1
2
)
θ
<
| sin (N−12 − 1) piN−1 |
sin
(
N−1
2
)
pi
N
=
| sin
(
pi
2 − piN−1
)
|
sin
(
pi
2 − pi2N
)
=
| cos
(
pi
N−1
)
|
cos
(
pi
2N
)
< 1,
(18)
where in the first equality we have used a standard trigonometric identity, then we have used the fact that the
expression is symmetric for k → N − 1 − k, hence we can restrict k ∈ 1, 2, . . . , [N−12 ] on which domain the sine
function is monotone increasing. Thus at the first inequality we replace the argument in the numerator with the
largest possible value and the argument in the denominator with its smallest value and the second inequality is
obvious. Therefore we have |sk| < s.
For the case sN = s = sN−1 (or with sN−1 = −s for N even), a similar calculation gives
sk = (−1)ks
(
sin(N − 1− k)θ + sin kθ
sin(N − 1)θ
)
, k = 1, . . . , N − 2. (19)
9Now the sum in the numerator, instead of the difference that we had before, forces |sk| > s, which is not permitted,
therefore this solution is unacceptable. However it is easy to determine the lowest energy configuration subject to the
boundary condition sN = s = sN−1. This boundary condition makes the chain completely equivalent to an open chain
obtained by cutting the periodic chain between the Nth and N −1th sites, and imposing the boundary condition that
the spins at the ends are equal to s. The contribution to the energy of these end spins is just a constant hence the
minimum energy configuration of this chain will not be affected. We can easily prove using mathematical induction
that, for an open chain of length N , even or odd, the Néel states are the states of minimum energy for the parameter
range that we are in, piN < θ <
pi
N−1 , when no boundary condition is imposed. Thus for an odd number of sites, there
is a Néel state that will satisfy the boundary condition sN = s = sN−1. This chain has an odd total number of spins
and subject to these boundary conditions the Néel configuration fits exactly without defect and the state | ↓↑ . . . ↓↑↑〉
corresponds to the configuration of minimum energy subject to the boundary condition. We note of course that this
state is not the ground state of the periodic chain with the same number of spins, as one can easily check, for example,
| ↓↑ . . . ↓↑ 0〉 has lower energy (as a > 0). The actual ground state corresponds to the boundary conditions sN = s,
sN−1 = −s as analyzed first, with the soliton of Eqn.(17) interpolating through the spins 1 to N − 2, and of course
the states obtained by translation of the soliton.
It will be useful in our subsequent analysis to record here what happens for the case of even number of spins. Here,
with boundary condition sN = s et sN−1 = −s, it follows that the minimum energy configuration is the corresponding
Néel state, it fits without frustration. However with the boundary condition sN = s = sN−1 for N even, it is an easy
repetition of the previous analysis to see that we get the same solution sk as in Eqn. (17), but now since N is even,
the first and last spins both point in the same direction. We summarize our finding in Table (I).
TABLE I: Ground states for the open chain with boundary conditions.
| ↑, s2, . . . , sN−1, ↓〉 | ↑, s2, . . . , sN−1, ↑〉
N odd soliton Eqn.(17) Néel
N even Néel soliton Eqn.(17)
Thus the case where the second spin is adjacent to the first one is completely understood. If the two spins are up,
for a chain with an odd number of sites, the rest of the chain is in the appropriate Néel state, while if the chain has
an even number of sites, the rest of the chain is in the soliton configuration given by of Eqn.(17). If the two spins
10
are opposite then for an odd number of sites we find the soliton state of Eqn.(17) and for an even number of sites we
have the appropriate Néel state.
Next we will consider, and eliminate, the case where the second spin is not adjacent to the first fixed spin. We first
found that we must go to the boundary, the face corresponding to taking sN = s, but then we found we must go to
the boundary of this face. We will now do so by taking sj = s with specifically j 6= N − 1 or 1, so that the second
fixed spin is not adjacent to the first. Thus we fix j to be an integer in the interval [2, N − 2] and put s′N = s and
s′N−j = −s (the case s′N−j = +s will follow). This will give rise to a (N − 2) × (N − 2) system of equations, the
solution of which will be the appropriate critical point if it corresponds to a minimum. Thus we will first consider the
Hessian at this point, which is a matrix that is block diagonal
CN−2 =

BN−j−1 0
0 Bj−1

 = BN−j−1 ⊕Bj−1 , (20)
the eigenvalues are given by λk = 2
(
a+b cos kpiN−j
)
, k = 1, 2, . . . , N−j−1 and λ′k = 2
(
a+b cos k
′pi
j
)
, k′ = 1, 2, . . . , j−1.
It is a straightforward exercise to verify that these are positive definite as we are in the region cos piN−1 <
a
b < cos
pi
N .
Thus the critical point is the minimum and designates the putative ground state, which we identify through the
following analysis. The spin s′N−j = −s divides the sequence |s′1, . . . , s′N−j−1,−s, s′N−j+1, . . . , s〉 into two parts,
one of which must be even. Without loss of generality, we take | − s, s′N−j+1, . . . , s〉 sequence to be even. Then.
consulting Table (I), the energy is minimized on this segment by the Néel state, | − s,+s, . . . ,−s,+s〉, and the
minimum energy sequence on the remaining odd length segment is given by the solution s′ = (s′1, . . . , s′N−j−1)T of
the equation
BN−j−1 s′ = −bt, (21)
where t = (s, 0, . . . , 0,−s)T with solution as before given by
s′k = (−1)ks
(
sin(N − j − k)θ − sin kθ
sin(N − j)θ
)
, k = 1, . . . , N − j − 1. (22)
But this state, |s′1, . . . , s′N−j−1,−s,+s, . . . ,−s,+s〉 cannot be the lowest energy state. Since s′N−1 = −s, and we
have already found the state that minimizes the energy when sN = s = −sN−1, the true minimum energy state |s〉 is
given by Eqn. (17). Thus the case where the second fixed spin sN−j = −s, j ∈ [2, N − 2] is not adjacent to sN = s
gives a higher, minimum energy state than that obtained when the second spin is adjacent, j = 1. Therefore the
second spin must be adjacent to the first.
11
The case sN−j = +s, j ∈ [2, N − 2] is eliminated by an essentially identical analysis. We can now take the segment
|s, s′N−j+1, . . . , s〉 to be odd. Then we find the state |s′1, . . . , s′N−j−1,+s,−s, . . . ,−s,+s〉 minimises the energy with
this constraint. Again, this state satisfies sN−1 = −s et sN = s and it has already been found that it is not the
minimal energy configuration. Thus we have eliminated the possibility that the second fixed spin is not adjacent to
the first fixed spin, and we have shown that the ground state is simply given by the solution in Eqn. (17).
Now we can easily see what happens as more levels become negative. In the region cos piN−2 <
a
b < cos
pi
N−1 another
eigenvalue becomes negative, and we must again go to the boundary to look for the minimum energy configuration.
If we take sN = s, sN−1 = −s and sN−2 = s the Hessian BN−3 will be positive definite and the minimum will be
obtained as before as for the even chain with boundary values +s on each end. It is also clear that as ab is further
reduced, each time its value passes cos pim , for the integers m = N,N − 1, . . . , 3 will cause one more negative energy
mode, and then require the minimum to be found by again “going to the boundary”. Each time, a new spin with
sN−m = ±s will attach to the sequence of spins. For m = N,N − 1, . . . , 4, the absolute minimum in the region
cos pim−1 <
a
b < cos
pi
m will be obtained as before by solving the system with Hessian Bm−2.
For the final domain, 0 < ab < cos
pi
3 , the problem is trivial and gives the ground state |0,−s,+s, . . . ,−s,+s〉. We
confirmed these results numerically for N = 5, 7 et 9. The picture of the ground state which emerges is shown for
N = 5 in Fig. (2), where ↑ and ↓ represent s et −s, respectively. The similar picture for N = 7 is given in Fig. (3).
It is important to note that the Hessian Bm−2 and the solution sm−2k are independent of N , and depend only on a/b
and m. For fixed a/b, the ground state of systems of different sizes only differ by the length of the part of the chain
that is in the Néel configuration. Thus in particular, the size of the soliton depends only on a/b and is independent
of N . Hence the soliton is universal and will appear unchanged as an excitation in any spin chain, be it one with an
even number of sites, or an open chain, finite or infinite.
FIG. 2: Ground state for N = 5 as a/b is varied.
0
|
|0, ↓, ↑, ↓, ↑〉
b cos pi
3
|
|s21, s
2
2, ↑, ↓, ↑〉
b cos pi
4
|
|s31, s
3
2, s
3
3, ↓, ↑〉
b cos pi
5
|
|0, . . . , 0〉
a
It remains to analyze the case a < 0. We will consider to the energy function E(s1, . . . , sN ) =
(
a+b
∑
k αkαk+1
)
r2 =
C(αˆ)r2and the change in the ground state as the parameter a decreases from a > b to a < 0. As a first drops below
b cosπ/N , which of course is very close to b ifN is large, the factor C becomes negative in the direction αˆ corresponding
to the solitons of length N − 2. The energy is minimized at the intersection of the direction rαˆ and the boundary
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FIG. 3: Ground state for N = 7 as a/b is varied.
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7
| |
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a
of the cube [−s, s]N . This intersection corresponds exactly to the soliton of Eqn.(17) and the Néel part contains just
two spins. As a passes next below b cosπ/(N − 1), the system gets a new ground state |r′αˆ′〉, which is the soliton of
length N −3 with a Néel part containing three spins. For the new ground state, r′ > r and ∂E′∂a = r′2 > ∂E∂a = r2. The
same thing happens each time a passes b cosπ/m, and each time r increases until it reaches s
√
N − 1 in the direction
± 1√
N−1 (1,−1, . . . ,−1, 0) when a ' 0 (see Fig. (4)) explicitly 0 < a < b cos pi3 .
In the end, we show that |Néel + 1 defect〉 becomes the ground state for a < 0. This is obviously the case for
a→ −∞. For finite values, it suffices to calculate the energy values directly for | ↑, ↓, . . . , ↑, ↓, 0〉 and |Néel+1 defect〉,
we get
E = (N − 1)as2 − (N − 2)bs2 and E′ = Nas2 − (N − 2)bs2, (23)
respectively. We see the two will cross exactly at a = 0. Since the states |Néel + 1 defect〉 saturates the upper
bound for r, s
√
N , the derivative ∂E∂a = s
2N is maximal. Thus there can be no intermediate transition of the type
| ↑, ↓, . . . , ↑, ↓, 0〉 → |rαˆ〉 → |Néel+ 1 defect〉. It is also easy to prove this rigorously using mathematical induction.
1. The phase diagram for N odd.
The phase diagram for N odd is then given in Fig.(4). We note that the duality that exists for N even between the
ferromagnetic and the antiferromagnetic cases is only partially valid for N odd:
Hb>0(S¯1, . . . , S¯N ) = H
b<0(S1, . . . , SN ) + 2bSNS1 (24)
and vice versa.
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FIG. 4: Phase diagram for N odd.
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III. CONCLUSION
We have found the phase diagram for the Blume-Capel-Haldane-Ising model for a periodic chain with N sites. The
Hamiltonian contains an easy-plane/easy-axis interaction and an exchange term, with coefficients a and b respectively.
Although the Hamiltonian is trivial and the energy eigenstates are evident, it is not clear which eigenstate is the ground
state. In the ferromagnetic case, b < 0, there is a straightforward competition between the exchange interaction and
the easy-plane/easy axis interaction. The ground state switches from ferromagnetic when all the spins are s or all the
spins are −s, to easy plane configuration, where all the spins are s = 0, as we cross the phase boundary at a = |b|.
If the spins are half odd integer, the easy-plane configuration is not allowed, and then the ground state corresponds
to the little ferromagnetic state where all the spins are aligned with s = 1/2 or s = −1/2. The anti-ferromagnetic
case, b > 0, is rather straightforward when N is even and can be mapped directly to the ferromagnetic case using a
symmetry between spins and staggered spins as given in Eqn.(9). For N odd, the anti-ferromagnetic phase diagram is
quite complicated, since the Néel state is always frustrated. For a > b cos piN the ground state is the easy-plane state
with all spins s = 0 for the case of integer spin, but for half odd integer spin where this state cannot be achieved, we
get the little Néel states where the spins are s = ±1/2 but with one defect. As the position of the defect is arbitrary,
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the ground state is then N fold degenerate. Then as we cross the line a = b cos piN decreasing a we encounter a ground
state with a soliton. The soliton is spread over the entire chain and interpolates between a unit of the Néel state
of length 2, with one spin that is maximally up, ↑, and its neighbour which is maximally down, ↓. This state is of
course N fold degenerate as the position of the soliton is arbitrary. There is also a two fold degeneracy as the two
spin Néel configuration can be flipped. Then as a is further decreased towards zero, each time a crosses b cos pim ,
m = N,N − 1, . . . , 3, the length of the soliton shortens by one lattice unit, and the length of the Néel part increases
by one. Finally, for a < 0 we get the frustrated Néel state. As the frustration can be anywhere, there is an N fold
degeneracy, and a two fold degeneracy as each configuration can be flipped.
The soliton exists as an excitation for the chain with an even number of sites and also for the open chain or the
infinite chain. The excitation energy of the soliton can be gapless, thus becoming the dominant excitation, which
then would be more important than the usual spin wave excitations which are massive. A detailed analysis of the
properties of the solitons and the critical phenomena in this model will be presented in a forthcoming paper.
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