Abstract-Level set methods have been widely used to implement active contours for image segmentation applications due to their good boundary detection accuracy. In the context of medical image segmentation, weak edges and inhomogeneities remain important issues that may hinder the accuracy of any segmentation method based on active contours implemented using level set methods. This paper proposes a method based on active contours implemented using level set methods for segmentation of such medical images. The proposed method uses a level set evolution that is based on the minimization of an objective energy functional whose energy terms are weighted according to their relative importance in detecting boundaries. This relative importance is computed based on local edge features collected from the adjacent region located inside and outside of the evolving contour. The local edge features employed are the edge intensity and the degree of alignment between the image's gradient vector flow field and the evolving contour's normal. We evaluate the proposed method for segmentation of various regions in real MRI and CT slices, X-ray images, and ultra sound images. Evaluation results confirm the advantage of weighting energy forces using local edge features to reduce leakage. These results also show that the proposed method leads to more accurate boundary detection results than the state-ofthe-art edge-based level set segmentation methods, particularly around weak edges.
I. INTRODUCTION

I
MAGE segmentation is an important analysis tool in many applications of computer vision, machine learning and image analysis [1] - [13] . In medical imaging, segmentation helps extracting local information from the imaging data that can aid in clinical and diagnosis procedures [14] - [21] . Stateof-the-art segmentation techniques are usually formulated as an optimization problem, where the segmentation criteria and the contour characteristics are specified by an objective functional.
Osher and Sethian [22] propose the level set method which implicitly represents a curve as the zero level of the level set, φ, of a high dimensional function. Level set methods have been successfully used to implement active contours for segmentation applications. The basic idea is to represent contours as the level set function and to evolve the level set function according to a partial differential equation (PDE) [2] , [23] , [24] . This approach allows to automatically handle the topological changes of the boundary to be detected [25] . The evolution PDE of the level set function can be directly derived from the problem of minimizing a certain energy functional defined on the level set function. This type of variational methods, which are known as variational level set methods, are highly amenable to incorporating additional information in the level set evolution (LSE), such as regionbased information [2] , [6] , shape-prior information [26] and phase-based information [19] , which usually gives rise to very accurate boundary detection results.
Recently, several authors have proposed segmentation approaches that employ variational level set methods that incorporate different image features into the energy functional. These methods, which have also been used to develop medical image segmentation approaches, aim at solving common issues that hinder segmentation accuracy, such as leakage around weak edges and high sensitivity to intensity inhomogeneities [19] , [27] - [35] , [35] - [42] . For example, Kimmel [29] propose an active contour that employs a level set method with an energy functional that combines an alignment term that leads the curve to the boundary of the desired region. Specifically, the alignment term attempts to align the normal vector of the zero level set with the image's gradient. Although this alignment term leads to more accurate segmentation results, the method may fail to accurately drive the zero level set to the desired boundary around weak edges due to the fact that the gradient of the image around weak edges is relatively small [31] . Belaid et al. [19] propose a phase-based level set (PBLS) method to implement an active contour for segmentation of medical images with high levels of noise and weak edges. In their approach, the authors construct a speed term based on two phase features: local phase, which is derived from the monogenic signal; and local orientation, which measures the alignment between the local image orientations and the contour's normal direction of movement. PBLS has shown to perform very well in the presence of weak edges, despite requiring a careful tuning of the parameters associated with the edge map used by the method [43] . Estellers et al. [31] propose a segmentation method based on the geometric representation of images as 2D manifolds embedded in a higher dimensional space. Their method, termed harmonic active contours (HAC), aligns the image's gradient with the gradient of the level set function for all the level sets. This results in an objective functional that is able to exploit the alignment of the neighboring level sets to pull the contour to the right position. Although HAC has been shown to provide excellent segmentation results on medical images, it may perform poorly on images with several intensity inhomogeneities [44] . Zhou et al. [21] propose to combine an edge-based active contour model and region-based active contour model for segmentation of the left ventricle in cardiac CT images. Based on the image gradient, their method adjusts the effect of the two models. Although this method shows good performance around weak edges, the results are highly dependant on the placement of the initial contour. Ji et al. [20] propose a local region-based active contour model for medical image segmentation that uses the spatially varying mean and variance of local intensities to construct a local likelihood image fitting (LLIF) energy functional. Their method performs well in images with low contrast and intensity inhomogeneities. However, as with other regionbased active contour models, it assumes the existence of two well-differentiated regions, which may not always be true in medical images.
Motivated by our previous work [45] , we propose a segmentation method that employs an active contour implemented using a variational level set method that weights the level set evolution according to local edge features in order to accurately drive the motion of the zero level set towards the desired boundary. Specifically, our method controls the influence of energy terms in the objective functional with a weighting function that takes into account two local edge features: edge intensities and edge orientations. We employ the gradient vector flow (GVF) field of the image [46] as a measurement of local edge orientations.
Although previously proposed methods also employ local features to control the contour's evolution [8] , [21] , [47] , [48] , they usually achieve this by incorporating additional energy terms and employing a set of empirically selected parameters to specify the influence of these terms. This may lead to inaccurate segmentation results, especially around weak edges. Other methods not based on level set methods employ edge information to balance the linear combination of energy terms in graph cut segmentation, as in [49] . In this work, instead of incorporating additional energy terms, our method employs a weighting approach to determine the effect of the two basic energy terms usually employed in edge-based active contours implemented using level-set methods: the area and length terms. Specifically, the novelties of our approach are as follows: 1) Our method measures the alignment between the evolving contour's normal direction of movement and the image's gradient in the adjacent region located inside and outside of the evolving contour. Other methods that also measure this alignment, e.g., [29] , [31] , usually do this only in the adjacent region of the evolving contour in the direction of movement. Moreover, this measurement is often used as an additional energy term in the energy functional. 2) Our method also considers the average edge intensity in the adjacent region located inside and outside of the evolving contour. This allows to minimize the negative effect of weak edges on the segmentation accuracy. 3) Our method uses all of the collected local edge information to compute a single value that serves as a weight to control the influence of forces associated with two basic energy terms: the area and length terms. This minimizes leakage in areas where weak edges exist. We test the performance of the proposed method on a great variety of challenging medical images from MRI and CT sequences featuring weak edges and intensity inhomogeneities, as well as X-ray and ultra sound images. We compare our method's performance to that of state-of-the-art edge-based level-set approaches, specifically, reinitializationfree level set evolution via reaction diffusion (RD) [32] , active contours based on gradient vector interaction and constrained level set diffusion (LSD) [8] , distance regularized level set evolution (DRLSE) [13] . We also compare our method to PBLS [19] and Kimmel's method [29] . Results show that our proposed method attains a high boundary detection accuracy, particularly in areas prone to leakage.
The rest of the paper is organized as follows. Section II details our proposed method. Extensive experimental results for segmentation of real medical images are presented Section III. Section IV concludes this paper.
II. WEIGHTED LEVEL SET EVOLUTION
For medical image segmentation applications based on active contours implemented using variational level set methods, a variety of image information, such as intensity, edge or texture, can be used to define an objective functional. Here, we employ edge information as the main image feature that drives the evolving contour to the desired boundary. We use the following edge indicator function to acquire information about the intensities of edges:
where g ∈ [0, 1], I is an image on a domain , G σ is a Gaussian kernel with a standard deviation σ , and * denotes a convolution operation. Function g usually takes smaller values at object boundaries than at smooth regions. Based on g, we define the following basic energy functional for an Level Set Function (LSF), φ:
where R(φ) is a distance regularization term as introduced in [13] , and Length(φ) and Ar ea(φ) are the length and area energy terms, respectively. Term R(φ) is employed to maintain a desired shape of the LSF, as it has been previously shown that the LSF usually becomes too flat or too steep near the zero level set, resulting in numerical errors which may eventually affect the stability of the evolution [13] , [32] , [50] , [51] . Term Length(φ) is related to the energy along the length of the evolving contour C, i.e., for the case where φ =0; while term Ar ea(φ) is related to the energy of the area inside of C, i.e., for the case where φ >=0. These two energy terms can be defined so that the overall energy is minimized at the desired boundaries according to the edge indicator in Eq. (1):
and
where H is the Heaviside function. Note that according to Eq. (3)- (4), the minimization of the these two energy terms depends heavily on the amount of edge information in the image. The Dirac delta function δ in Eq. (3) is used to compute a line integral of the edge indicator function g along the zero level set of φ. The Heaviside function in Eq. (4), on the other hand, is used to compute the energy of the area inside the evolving contour, C. Length(φ) is then minimized when the zero level set of φ is located at the object's boundary, while Ar ea(φ) serves as a way to control the evolution speed of the zero level set. In smooth regions, Ar ea(φ) speeds up the evolution. In regions with a high number of edges, Ar ea(φ) slows down the evolution, which helps the contour to conform to the desired boundary. For cases in which the image comprises smooth regions delimited by strong edges, the minimization of the energy functional in Eq. (2) provides excellent boundary detection results. However, for cases where the image comprises regions with intensity inhomogeneities or delimited by weak edges, such as in medical images, the evolution process may result in an inaccurate boundary detection or leakages. In this work, we are interested in improving the accuracy of the evolution process in conforming to the desired boundaries in cases where edges are weak, and regions contain intensity inhomogeneities. To this end, we propose a weighting function to assign different priorities to the area and length terms according to the image features of the adjacent region located inside and outside of C. These features are the average edge intensity, denoted by I, and average difference between the direction of the image's GVF and the normal direction of movement of C, denoted by γ . Note that analyzing the adjacent region located both inside and outside of C, provides an accurate insight of the location of edges, which helps the zero level set to accurately conform to the desired boundary [45] . Our proposed length and area terms then include a weighting factor, ω, that determines their importance in locating the desired boundary according to local edge features. These terms are defined as:
and Ar ea 2 
where k is a constant that determines the size of the region adjacent to C from where local edge features are obtained. Weight ω(φ, k) is given by:
where I ∈ [0, 1] is the average intensity of the edge indicator along 2k contours adjacent to C; γ ∈ [−1, 1] is the inner product between the normal of C, denoted by N = ∇φ/ |∇φ|, and the GVF field along 2k contours adjacent to C. A contour adjacent to C is defined as follows:
where m ∈ Z and its sign denotes if the adjacent contour is located outside (+) or inside (−) of C. Note that with the Dirac delta function, the term m N in Eq. (8) results in a contour displaced from the zero level set of φ by m units in its normal direction. This is illustrated in Fig. 1 . The average intensity of the edge indicator along the 2k adjacent contours is calculated as follows:
Similarly to the length term in Eq. (3), the integral in Eq. (9) computes the line integral of the function (1 − g) along two contours adjacent to C; the first one located k units from C in its outside region, and the second one located k units from C in its inside region. Note that in Eq. (9), we use the inverse value of the edge indicator g, i.e., (1 − g), as we are interested in determining if the 2k adjacent contours are located in areas with strong edge information.
We observe that the direction of the image's GVF field is a good estimator of the orientation and direction of edges [29] . Based on this observation, we calculate the alignment between the normal vector of C and the GVF field along the 2k adjacent contours, as illustrated in Fig. 2 . The average inner product γ is then calculated as follows:
where V denotes the image's GVF field. In this case, the integral in Eq. (10) computes the line integral of the inner product between N and V along the contours adjacent to C. Note that γ results in values close to 1 when the normal vector of C aligns with V . By replacing Length(φ) and Ar ea(φ) in Eq. (2) with Length 2 (φ) and Ar ea 2 (φ) as formulated in Eq. (5) and (6), respectively, our proposed energy functional is then defined as:
where μ > 0 is a constant, and p(s)
2 is a potential (or energy density) function with a minimum point s = 1 that minimizes the distance regularization term R when |∇φ| = 1 [13] . The energy functional in Eq. (11) can then be minimized by solving a gradient flow as follows:
where d p is a function defined using the first derivative of
p (s) s [13] . It is important to mention that in Eq. (12), the weighting term ω(φ, k), although expressed as a function of φ and k, results in a constant value in the range [0, 1]. Consequently, it is regarded as a constant when computing the partial derivative with respect to time t. The weighting function ω(φ, k) assigns different priorities to the length and area terms according to local edge features. These features are the edge intensity, I, and the degree of alignment, γ , between V and C's normal direction of movement. Fig. 3 shows the plot of ω(φ, k) for various values of I and γ . It can be seen that ω approaches 0 for large I values regardless of the value of γ , i.e., when the zero level set is located in a non-smooth region. In this case, the Length 2 term acts as the main energy driving the zero level set to the object's boundary. It can also be seen that ω approaches 1 for small I values regardless of the value of γ . In this case, the Ar ea 2 term acts as the main energy driving the zero level set towards the object's boundary within a smooth region. For values of γ close to 1, the value of ω slowly decreases as I increases. In this case, the normal direction of movement of C aligns with the direction of the image's GVF field, therefore the Ar ea 2 term acts as the main energy term. For values of γ close to −1, the value of ω slowly decreases as I increases. In this case, the normal direction of movement of C is opposite to the direction of the image's GVF field, therefore the Length 2 term acts as the main energy term helping C to conform to the object's boundary.
Weight ω allows C to deform in relatively smooth areas even if its normal direction of movement is opposite to the GVF field surrounding C. This is particularly useful to initialize the contour far from the desired boundary, even in regions with intensity inhomogeneities. Fig. 4(a)-(b) illustrate this case, where ω approaches 1. Weight ω also minimizes leakages around weak edges by determining the influence of the energy terms in the evolution process according to the average intensities of edge information and the average direction of the GVF field in the inside and outside regions adjacent to C. This is illustrated in Fig. 4(c) , where the value of ω slowly approaches 0. Finally, weight ω allows C to conform to the desired boundary by assigning a larger weight to the Length 2 term where strong edges are encountered in the inside and outside regions adjacent to C. This is illustrated in Fig. 4(d) , where the value of ω approaches 1.
III. EXPERIMENTAL RESULTS
In this section, we apply our proposed method to segment different regions on various types of real medical images, including a number of synthetic images. The proposed method is compared to state-of-the-art edge-based level-set approaches, specifically RD, LSD, and DRLSE. The proposed method is also compared to PBLS, which is proposed for segmentation applications of very noisy images, such as ultra sound images. Finally, we also compare our method to Kimmel's method [29] , since this method, despite of being region-based, shares many similarities with our method. It is important to note that the compared methods have been tested not only on natural images but also on various medical images [33] , [34] , [52] , [53] . It is also important to note that the energy functional employed in DRLSE comprises the same energy terms as those in our method. The difference is that our method assigns a weight to the length and area terms according to local edge features. Therefore, by comparing our method against DRLSE, we are also confirming the advantages of dynamically weighting these two energy terms during the evolution process according to local edge features.
Five sets of experiments are conducted to evaluate the performance of our proposed method. In all experiments, we set the initial LSF to be a binary function whose values have positive and negative signs inside and outside the initial contour, respectively. Table I shows the parameters used for the edge-based methods evaluated in this work, including our method. Parameters μ, α and λ are constants that determine the influence of the regularization term, area and length terms, respectively. Let us recall that in our proposed method, the influence of the area and length terms is determined by  weight w(φ, k) . Note that the sign of α is responsible for inflation (+) or deflation (−) of the contour. Also note that the regularization term used by PBLS differs from the one used by DRLSE, LSD and our method, thus, the value of μ for PBLS is set to 1, following the author's suggestion in [19] .
In all experiments, the detection accuracy of the evaluated methods is measured by the Dice similarity coefficient (DSC) [54] using manually annotated ground truth. The DSC represents the ratio between the intersectional area of A and B and their summation area, i.e., 
A. Implementation Considerations
The proposed method is implemented using the narrowband approach in order to reduce the computational cost associated with the LSE [2] . This narrowband implementation only requires updating the LSF for each iteration by using a finite difference equation that discretizes the LSE [13] . This is done by defining the LSF, φ, on a grid and updating the LSF for each iteration. This update is done on the narrowband, which is also defined on the grid. The narrowband comprises a band of grid points surrounding the evolving contour in both, the outside and inside regions. Specifically, we use a narrowband with a width of k grid points, for both the inside and outside regions of the evolving contour C, in order to be able to define the contours adjacent to C according to the k value in Eq. (9) and Eq. (10). This width remains constant for all iterations, but as C evolves, the area of the narrowband is expected to increase or decrease, if C expands or shrinks, respectively. The narrowband, thus, moves with the evolving contour in each iteration.
Let us denote the discretized form of a time-dependent LSF φ(x, y, t) by φ τ i, j , where (i, j ) denotes the spatial position within a grid and τ denotes a discrete time instant. The finite difference equation that implements the LSE is then: where t denotes a time step, and L is an approximation of the gradient flow in Eq. (12) [55] . As previously stated in Sec. II, term ω(φ, k) is regarded as a constant value with respect to time. The computation of I(ψ(φ, k)) and γ (ψ(φ, k)) is also done in a discretized manner within a grid. Let us denote the discretized zero level set of φ(x, y, t) at time instant τ by C τ . The location of C τ within a grid is used to compute the location of the 2k adjacent contours. The line integrals in Eq. (9) and Eq. (10) are then computed in discretized form as a summation over all grid points along the 2k adjacent to C τ , as exemplified in Fig. 5 . The resulting value of ω(φ, k) at time instant τ is then used to update the LSF for the next iteration, i.e., time instant τ + 1, according to Eq. (14).
B. Analysis of Parameter k
The first set of experiments is designed to characterize the effect of parameter k in the boundary detection results and to provide an intuitive interpretation to the tuning of this parameter. Fig. 6 shows the boundary detection results on a synthetic image for different values of k, which results in different values for the weighting term ω(φ, k), as the number of contours adjacent to C increases as k increases. It is clear that there is a trade-off between the value of k and the strength of the energy terms, i.e., the area and length terms in Eq. (11) . A large value of k implies collecting local edge features in a larger region adjacent to C, which may result in an inaccurate description of this region and thus leakage (see Fig. 6(c)) . Smaller values of k may lead to more accurate segmentation results, as this implies collecting local edge features in a region very close to contour C (see Fig. 6(a) ). We observe the same behavior when the contour is initialized at different positions, and when the number of iterations varies. Although k = 1 usually provides similar results to the ones obtained by using k = 2, a value of k = 1 may result in a less accurate segmentation than that obtained with a value of k = 2 for regions delimited by mostly weak edges. This is due to the fact that a value of k = 2 increases the analysis region around the zero level-set. Therefore, in order to increase performance on medical images with weak edges, we set k = 2 in the remaining experiments to avoid leakages while increasing the analysis region around the zero level-set.
C. Results on Real Medical Images
The second set of experiments evaluates the proposed method on real medical images and compares it with LSD, RD and DRLSE. This experiment is divided in two parts. In Part 1, the number of iterations for all evaluated methods is set to the number required to achieve convergence by our method. In Part 2, we increase the number of iterations used in Part 1 in order to evaluate the accuracy of LSD, RD and DRLSE as the number of iterations in Part 1 increases. Results in Table II show that our approach achieves the highest accuracy for the majority of experiments. The methods whose results are underlined in Table II , Part 1, achieve convergence before the proposed method and thus remain stable as the algorithms iterate further. In Experiments 2, 14-17, Part 1, and Experiments 11, 13, 15, 17, Part 2, the other evaluated methods achieve higher DSC values than our method. In the case of Experiment 2, Part 1, RD does not converge in the tabulated number of iterations, and more iterations cause significant leakage in Part 2. In the case of Experiments 14-17, Part 1, DRLSE achieves convergence before our proposed method (underlined results), thus resulting in higher DSC values. For the case of Experiments 14 and 16, after increasing the number of iterations in Part 2, our method achieves higher DSC values. Our method, in these two cases, requires a larger number of iterations than DRLSE to accurately detect the desired boundary. In the case of Experiments 15 and 17, Part 2, DRLSE outperforms our method by only 0.670%. For Experiments 11,13, Part 2, RD also outperforms our method by only 0.004%. It is also important to note that RD and LSD tend to result in leakage as the number of iteration increases; see for example Experiments 2, 3 and 4, Part 2. For the challenging cases (Experiments 21-28), our method achieves convergence before the other evaluated methods and results in higher DSC values. For Experiments 29-30, the regions we intend to delineate are delimited by weak edges. LSD, RD and DRLSE do not converge in the tabulated number of iterations in Part 1 and consequently, tend to result in significant leakage as the number of iteration increases in Part 2. The DSC values attained for these experiments show that the proposed method is also capable to outperform the other methods for these images.
It is important to mention that leakage in DRLSE may be the result of the distance regularization term and area term forcing the zero level set to continue to evolve when the zero level set is already at the desired boundary. Even though our proposed method also employs the distance regularization employed by DRLSE, it prevents leakage and achieves convergence by weighting the Length 2 and Ar ea 2 terms according to local edge features. This confirms the advantage of our weighting approach.
Visual results for Part 1 experiments are shown in Fig. 7 . Note that the images in the depicted experiments contain several intensity inhomogeneities. The third and fourth rows represent challenging cases where the target objects have intensities very similar to the surrounding regions. It can be seen that our method is capable of detecting regions delineated by weak edges. The other evaluated methods (see Columns 1-3 of Fig. 7 ), fail to correctly segment the regions for the same number of iterations required by our method. Although RD and DRLSE attain an accuracy similar to that obtained by our method for Experiment 1, these methods fail when they are allowed to iterate further, as shown in Fig. 8 . Among the most challenging regions are those in Experiment 27 and 28 (fourth row of Fig. 7) . In this case, our method successfully detects the cecum region (Experiment 27). This region is characterized by very weak edges. Note that all methods fail to correctly detect the upper edge of the sacrum region (Experiment 28). However, our method is the one that results in the least amount of leakage and thus, the highest DCS value. Visual results for Part 2 experiments are shown in Fig. 8 . Note that the other evaluated methods results in significant leakage when they iterate further. These visual results confirm that taking into account the amount of edge information and the direction of the image's GVF field in the adjacent region located inside and outside of the evolving contour to control the influence of various energy terms, can improve segmentation accuracy and minimize leakage.
D. Comparisons to PBLS
The third set of experiments compares our method to PBLS on synthetic images and real ultra sound images. PBLS has been shown to perform very well in the presence of weak edges. PBLS uses a similar alignment term as the one proposed by Kimmel's method. Fig. 9 and Fig. 10 show visual results attained by PBLS and the proposed method on a synthetic and ultra sound image, respectively. Note that both of these images depict very weak edges and high levels of noise. For the case of PBLS, we use the parameters that provide the best edge map for each image. From Fig. 9 , we observe that the contours produced by PBLS tend to cover more area of the synthetic circles than the proposed method. This is due to the phase-based edge indicator used by PBLS to detect the edges. However, the proposed method attains very competitive results in the ultra sound image depicted in Fig. 10 . It is interesting to note that our proposed method tends to stop at the very weak edge depicted in the lower right part of the ventricle of Fig. 10 , while PBLS tends to stop at the stronger edge. This is expected, as our proposed method averages edge features over k contours adjacent to the evolving contour, which helps evolving contour to conform to very weak edges. Fig. 11 shows visual results and DSC values attained by PBLS and our proposed method in more challenging ultrasound images. Note that our method attains very competitive results for the regions of Fig. 11 (a)-(d) , while it outperforms PBLS for the regions of Fig. 11 (e)-(h) .
E. Comparisons to Region-Based Active Contours
The fourth set of experiments compares our method to Kimmel's method on synthetic images and real medical Fig. 11 . Visual results and DSC values attained by PBLS and the proposed method in ultra sound images of the heart. Each row corresponds to a region. The white curves denote the initial contours, the red curves represent the final contour and the green curves represent the ground truth.
images. Let us recall that Kimmel's method is a region-based method. It is important to mention that region-based methods are usually based on the Mumford-Shah functional [56] . For example, the method of active contours without edges (Chan-Vese model) solves the piecewise constant MumfordShah model but restricts the solution to be a piecewise constant solution with only two constants [6] . Other proposals have successfully solved the energy minimization problem proposed by Mumford and Shah by convex optimization, such as those by Cai et al. [57] , [58] .
Visual results and DSC values for Kimmel's method and the proposed method are shown in Fig. 12 . These results show that Kimmel's method outperforms ours for the synthetic image in Fig. 12 (a) . This is mainly due to the fact that Kimmel's method incorporates a region-based force into the model, which increases accuracy when two regions can be easily detected in the image. Our method, however, attains a very similar DSC value to that attained by Kimmel's in Fig. 12 . Visual results and DSC values for synthetic images (columns 1 and 2) and real medical images (columns 3 and 4). The first row corresponds to Kimmel's method, while the second row corresponds to our method. Column 3 depicts a X-ray vessel image, and column 4 depicts an MRI slice of an abdominal axial cross sectional view of the human body. The white curves denote the initial contours, the red curves represent the final contour and the green curves represent the ground truth.
this image. For cases where no two regions can be easily detected, Kimmel's method is outperformed by ours. This is evidenced in the synthetic image in Fig. 12 (b) , where it is difficult to delineate two regions due to the weak edges and the intensity inhomogeneities. Similar results are obtained for the real medical images in Fig. 12 (c) and (d). Our method achieves higher DCS values for these images. It is interesting to note the performance of Kimmel's method on the image in Fig. 12 (d) . As mentioned before, this method attempts to detect two homogeneous regions. Therefore, the detected two regions in this case correspond to those that appear to be the most similar regions in terms of intensities.
F. Sensitivity to Position of Initial Contour
The last set of experiments evaluates the sensitivity to the initial contour's position of the edge-based methods tabulated in Table II . To this end, we employ different positions for the initial contour on synthetic images and real medical images. Visual results and DSC values are shown in Fig. 13 and 14 . All methods have been evaluated with the same number of iterations. In Fig. 13 , we show results for a noisy synthetic image. In this case, we tested the case of initializing the contour inside and outside the target regions. These results show that our method successfully detects the objects' boundary even when the position of the initial contour is located outside the target regions. Our method also achieves the highest DSC values. Fig. 14 demonstrates the robustness of the proposed method with different initial contours on a real medical image. In this case, RD performs better than LSD and DRLSE, as it is capable to conform to most of the desired boundary regardless of the position of the initial contour. LSD particularly fails when the initial contour is located close to a weak boundary. Our method successfully conforms to the desired boundary with high accuracy for all initialization positions. It is interesting to see that the proposed method results in very similar DSC values for this medical image regardless the position of the initial contour. This confirms Fig. 13 . Segmentation results on a synthetic image after 100 iterations using different positions for the initial contour. The white curves denote the initial contours, the red curves represent the final contour and the green curves represent the ground truth. Each row shows results for a different initial position. the effectiveness of weight ω in our method to control the influence of forces according to local features.
G. Computational Complexity
We finish this section with some comments about the computational complexity of the proposed method. Despite the advantages of the narrowband implementation, the computational cost of our method increases with respect to that of the other evaluated methods. This is mainly due to the fact that the proposed method collects local edge features from a number of contours adjacent to the evolving contour C, at each iteration.
We record the CPU time during the experiments. All methods are implemented in Matlab 8.4 and run on a computer with Intel (R) Core (TM) i5 CPU, 3.20 GHz, 16 GB RAM, with Windows 7. The average CPU time of the 30 experiments tabulated in Part 1 of Table II , are 10.41 seconds, 9.57 seconds, 19.55 seconds and 27.12 seconds for LSD, RD, DRLSE and the proposed method, respectively. Although LSD and RD attain lower average CPU times than those attained by DRLSE, the accuracy of these methods is, overall, lower than that of DRLSE. As expected, the proposed method takes longer CPU times to detect boundaries. However, these times may be easily reduced by introducing optimizations to the implementation code.
IV. CONCLUSIONS
In this paper we proposed a novel medical image segmentation method based on a level set active contour model that provides improved boundary detection accuracy around weak edges. The method uses a weighting factor to leverage the advantages of incorporating local edge features into the objective energy functional. Specifically, the method combines edge intensity information with edge directional information collected from the adjacent region located inside and outside of the evolving contour. This information is then used to determine the importance of various energy terms in an energy functional. As a consequence, the proposed method is able to accurately drive the contour to the desired boundary even around weak edges, thus minimizing leakages in medical images. The performance of the proposed method was demonstrated on various real medical images and compared with the performance of various edge-based and region-based methods. Experimental results showed that the proposed method outperforms other state-of-the-art edge-based level-set approaches, in terms of segmentation accuracy, and is capable to converge to the desired boundary in less iterations. Our future work will focus on extending the proposed method to 3D images.
