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Um die Qualita¨t und Glaubwu¨rdigkeit eines Produktes zu erhalten, ist ein systematisches
Anforderungsmanagement erforderlich, wobei die Merkmale eines Produkts durch Anfor-
derungen beschrieben werden. Deswegen wurde im Rahmen dieser Arbeit ein Konzept fu¨r
einen Dokumentationsassistenten entwickelt, mit dem Benutzer strukturierte Anforderun-
gen basierend auf den Satzschablonen nach SOPHIST erstellen ko¨nnen. Dies beinhaltet
einen linguistischen Aufbereitungsansatz, der semantischen Rollen aus freiem Text extra-
hiert. Wa¨hrend des Dokumentationsprozesses wurden die semantischen Rollen benutzt,
um passendste Satzschablone zu identifizieren und diese als Hilfestellung dem Benutzer
aufzuzeigen. Zudem wurde eine weitere Hilfestellung angeboten, na¨mlich die Autovervoll-
sta¨ndigung, die mithilfe von Markovketten das na¨chste Wort vorhersagen kann. Insgesamt
wurden rund 500 Anforderungen aus verschiedenen Quellen herangezogen, um die Integri-
ta¨t des Konzepts zu bewerten. Die Klassifizierung der Texteingabe in eine Satzschablone
erreicht ein F1-Maß von 0,559. Dabei wurde die funktionale Anforderung Satzschablone
F1-Maß von 0,908 am besten identifiziert. Außerdem wurde der Zusammenhang zwischen
den Hilfestellungen mit Hilfe eines Workshops bewertet. Hierbei konnte gezeigt werden,
dass die Anwendung des vorliegenden Konzepts, die Vollsta¨ndigkeit von Anforderungen
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Das Anforderungsmanagement (AM) ist eine in der Praxis meist unterscha¨tzte Disziplin,
welche jedoch maßgeblich u¨ber den Erfolg oder Misserfolg eines Entwicklungsprojektes
entscheiden kann. Vor allem fu¨r kleine und mittelsta¨ndische Unternehmen (KMU) ist es
aufgrund ihrer begrenzten personellen und finanziellen Ressourcen schwierig AM-Prozesse
in vollem Umfang in die Unternehmensprozesse zu integrieren. Hauptgrund sind hierfu¨r
vor allem die meist an Großunternehmen gerichteten Softwarelo¨sungen, welche zwar die
notwendigen Funktionen fu¨r ein ada¨quates Anforderungsmanagement bieten, jedoch we-
gen ihrer Komplexita¨t fu¨r KMU nicht sinnvoll nutzbar sind. Dies hat zur Folge, dass
u¨berwiegend Office-Dokumente fu¨r das Management von Anforderungen genutzt werden.
Diese Dokumente bergen jedoch die Gefahr, dass diese nicht aktuell oder die darin ent-
haltenen Informationen nicht semantischen miteinander verknu¨pft sind, wodurch wichtige











Abbildung 1.1: Funktionale Anforderung Schablone nach SOPHIST [Rol13]
Die Anforderungen werden hierbei meist in Freitext formuliert, was zur Folge hat, dass
sie ha¨ufig unvollsta¨ndig und nicht standardisiert sind. Um dieses Problem zu eliminie-
ren bietet sich die Anwendung von Anforderungsschablonen (siehe Abbildung 1.1) an,
welche die standardisierte Dokumentation sicherstellen und die weitere Verarbeitung in
datenbankgetriebenen Systemen erleichtern. Aber Satzschablonen bergen auch Nachteile.
Einerseits ist die Bedienung der Schablonen, aufgrund ihrer Vielzahl, vor allem fu¨r Nicht-
Anforderungsmanagement-Experten wenig intuitiv. Andererseits ist ihre Anwendung zeit-
aufwa¨ndiger als die freie Formulierung von Anforderungen, weshalb auch geschultes Per-
sonal sie nur selten einsetzen.
1
2 1 Einleitung
Um dennoch die Vorteile von Satzschablonen sinnvoll nutzbar zu machen, ist das Ziel
dieser Arbeit ein Konzept zu entwickeln, um Autoren von Anforderungen aktiv im Do-
kumentationsprozess zu unterstu¨tzen. Hierzu soll der vom Anwender eingetragene Text
kontinuierlich mit den in der Literatur empfohlenen Satzschablonen abgeglichen werden.
Sobald das System erahnen kann, welche Art von Anforderung der Anwender eingeben
mo¨chte, sollen die am ehesten zutreffenden Satzschablonen dem Benutzer angeboten wer-
den. Dieser hat anschließend die Mo¨glichkeit, eine der Schablonen auszuwa¨hlen, woraufhin
der bereits eingegebene Text, automatisch in die ausgewa¨hlte Satzschablone u¨berfu¨hrt
wird.
1.1 Rahmen der Arbeit
Die zuvor beschriebene Aufgabenstellung entstammt dem Forschungsprojekt
”
Digitaler
Assistent fu¨r das Anforderungsmanagement fu¨r KMU“ (DAM4KMU) [Gia19]. Dieses witt-
met sich vorrangig der Entwicklung eines Konzepts, um das Anforderungsmanagement
KMU-gerechter zu gestalten.
Ein wesentlicher Punkt hierbei ist die ganzheitliche Integration des Anforderungsma-
nagements in die Produktentwicklung. Hierzu sollen Anforderungen mit allen Projekt-
relevanten Elemente (engl. Assets) verknu¨pft werden. Hierzu za¨hlen unter anderem die im
Rahmen eines Entwicklungsprojektes anfallenden Aufgaben, Lo¨sungsideen zur Realisie-
rung von Anforderungen sowie die tatsa¨chliche Realisierung und deren Teilkomponenten.
Derzeitige AM-Softwarelo¨sungen weisen ha¨ufig Schwa¨chen in der Funktionalita¨t und Aus-
stattung auf. So bieten diese bspw. keine aktive Unterstu¨tzung bei der U¨berfu¨hrung von
Freitextanforderungen in die entsprechenden Satzschablonen, sind aus Sicht der Anwender
nur schwer bedienbar und haben eine schlechte Handhabung bei Anforderungsa¨nderun-
gen. Auch ist die Akzeptanz dieser Softwarelo¨sungen bei Nicht-AM-Experten meist gering
und die Lizenzgebu¨hren sind sehr hoch. Dies macht deutlich, dass aktuelle Softwarelo¨sun-
gen den durch die zunehmende Produktkomplexita¨t steigenden Anforderungen kleiner und
mittelsta¨ndischer Unternehmen (KMU) nicht gerecht werden.
Aus diesem Grund setzt das Projekt DAM4KMU an. Die Ziele sind Methoden und Konzep-
te zu entwickeln, um das Anforderungsmanagement mit Hilfe eines webbasierten digitalen
Assistenzsystems auch fu¨r KMU effizienter und prozessintegrierter gestalten zu ko¨nnen.
Abbildung 1.2: DAM4KMU Framework.
1.2 Zielsetzung
Die vorliegende Arbeit hat zum Ziel den Dokumentationsprozess (M1 siehe Abbildung
1.2) von Anforderungen mit Hilfe von digitalen Assistenz-Methoden wie z.B. einer intel-
ligenten Autovervollsta¨ndigung oder Hilfestellungen u¨ber Einblendungen zu unterstu¨tzen.
1.2 Zielsetzung 3
Hierdurch soll der Anwender befa¨higt werden, auch ohne die Kenntnis der in der Lite-




In diesem Kapitel werden die Grundlagen zur Erzeugung einer strukturierten Anforderung
mittels Satzschablonen beschrieben. Als erstes wird der Begriff Anforderungsmanagement
und seine Methoden (Abschnitt 2.1) eingefu¨hrt. Dieser Abschnitt erla¨utert das Manage-
ment und Arten von Anforderungen und bzw. deren entsprechenden Anforderungsmuster/-
Satzschablonen. Danach wird ein U¨berblick u¨ber die Verarbeitung der natu¨rlicher Sprache
(engl. Natural Language Processing, im folgenden kurz NLP) und deutsche Grammatik ge-
geben (Abschnitt 2.2), was fu¨r die spa¨tere Klassifikation der Texteingabe in eine der passen-
den Satzschablonen beno¨tigt wird. Bei dem Ableitungsprozess einer Freitext-Anforderung
in ihre standardisierte Form ko¨nnen mehrere Hilfestellungen angewendet werden, und eine
davon ist die Autovervollsta¨ndigung Methode, die in Abschnitt (Abschnitt 2.3) eingefu¨hrt
wird. Der letzte Abschnitt gibt einen U¨berblick daru¨ber, welche maschinellen Lernmetho-
den zum Klassifizieren einer sequentiellen Texteingabe geeignet sind.
2.1 Anforderungsmanagement
Fu¨r den Begriff Anforderung gibt es verschiedene Definitionen, die sich nach den Kriterien
der Anwendung unterscheiden (z.B. Linguistik, Prozess, Software-Anforderung usw.).
Nach Institute of Electrical and Electronics Engineers (IEEE)
”
Standard Glossary of Soft-
ware Engineering Terminology“ [Wal01] wird den Begriff
”
Anforderung“ wie folgt definiert:
Definition 2.1. Eine Anforderung ist:
1. Eine Bedingung oder Fa¨higkeit, die ein Benutzer beno¨tigt, um ein Problem zu lo¨sen
oder ein Ziel zu erreichen
2. Eine Bedingung oder Fa¨higkeit, die ein System oder Teil eines Systems erfu¨llen oder
besitzen muss, um einen Vertrag, einen Norm, eine Spezifikation oder andere, formell
vorgegebene Dokument zu erfu¨llen.





Anforderungen ko¨nnen in unterschiedlichen Formen dokumentiert werden, Beispiele hier-
fu¨r sind als ausformulierte Texte, Stichwortsammlungen, Zeichnungen, Tabellen, Diagram-
me (z.B. Microsoft Visio, UML-Diagramme, ER-Diagramme, PPP), HTML- oder XML-
Dokumente [Sri19].
In der Literatur wird der deutsche Begriff Anforderungsmanagement (AM) ha¨ufig mit
dem englischen Begriff
”
Requirements Engineering (RE)“ gleichgesetzt und das englische
Requirements Management als Teilaktivita¨t des RE aufgefasst. Aufgrund dessen werden
die beiden Begriffe Anforderungsmanagement und Requirements Engineering in dieser
Arbeit gleichbedeutend verwendet [Sch09, S. 5].
Das AM ist ein kooperativer, iterativer, inkrementeller Prozess, dessen Ziel es ist zu ge-
wa¨hrleisten, dass [Kla09, S. 12]:
1. alle relevanten Anforderungen bekannt und in dem erforderlichen Detaillierungsgrad
verstanden sind,
2. die involvierten Stakeholder (Definition 2.1) eine ausreichende U¨bereinstimmung
u¨ber die bekannten Anforderungen erzielen
3. alle Anforderungen konform zu den Dokumentationsvorschriften dokumentiert bzw.
konform zu den Spezifikationsvorschriften spezifiziert sind.
Definition 2.2. Stakeholder: Ein Stakeholder eines Systems ist eine Person oder Organi-
sation, die (direkt oder indirekt) Einfluss auf die Anforderungen des betrachteten Systems
hat. [Kla09]
Das Anforderungsmanagement hat im Wesentlichen zur Aufgabe Anforderungen zu Er-
mitteln, Dokumentieren, Abzustimmen und zu Validieren [Poh08, S. 44-46]. Diese Kern-
aktivita¨ten lassen sich wie folgt definieren:
• Ermittlung : Das Ermitteln von Anforderungen wird verwendet, um Anforderungen
von Stakeholdern oder anderer Quellen mithilfe von unterschiedlichen Techniken
(z.B. durch Umfrage, Workshops usw.) zu gewinnen, zu detaillieren, und zu ver-
feinern
• Dokumentation: Bei der Dokumentation der Anforderungen werden verschiedene
Techniken genutzt, um entstehende Anforderungen hinreichend zu beschreiben und
in Prosa oder in Modellen zu dokumentieren.
• Abstimmung und Validierung : Die dokumentierte Anforderungen sollten fru¨hzeitig
gepru¨ft und abgestimmt werden, um zu garantieren, dass sie alle geforderten Quali-
ta¨tskriterien oder Eigenschaften erfu¨llen.
• Verwaltung : Die Anforderungsverwaltung (engl. Requirements Management) erga¨nzt
alle anderen Aktivita¨ten und umfasst alle erforderlichen Maßnahmen, die notwendig
sind (z.B. die Abha¨ngigkeit zwischen Anforderungen kann die Ru¨ckverfolgbarkeit der





























Abbildung 2.1: Anforderungsarten, eigene Darstellung aus [Ebe14]
2.1.1 Arten von Anforderungen
Nach Pohl [Poh08] ko¨nnen drei verschiedene Arten von Anforderungen unterschieden wer-
den: Funktionale Anforderungen, Qualita¨tsanforderungen und Rahmenbedingungen bezie-
hungsweise Randbedingungen. Durch die Definition von weiteren Subtypen der drei Klas-
sen ko¨nnen die Anforderungstypen konkretisiert und an den jeweiligen Anwendungskontext
angepasst werden. Somit la¨sst sich dieses Klassifizierungsschema beliebig weit verfeinern
und stellt ein Rahmen fu¨r die Kategorisierung von Anforderungen dar [Poh08, S. 14-15].
Definitionen von Anforderungsarten nach Pohl: [Poh08]
• Funktionale Anforderung: Eine funktionale Anforderung definiert eine vom Sys-
tem bzw. von einer Systemkomponente bereitzustellende Funktion oder einen bereit-
zustellenden Service. Als Benutzeranforderung kann eine funktionale Anforderung
sehr allgemein beschrieben sein. Als Bestandteil einer Spezifikation beschreibt ei-
ne funktionale Anforderung detailliert die Eingaben und Ausgaben sowie bekannte
Ausnahmen.
• Qualita¨tsanforderungen: Eine Qualita¨tsanforderung definiert eine qualitative Ei-
genschaft des gesamten Systems, einer Systemkomponente oder eine Funktion.
• Randbedingungen oder Rahmenbedingungen: Eine Rahmenbedingung ist eine
organisatorische oder technologische Anforderung, die die Art und Weise einschra¨nkt,
wie ein Produkt entwickelt wird.
Ebert unterscheidet beispielsweise in externe und interne Sicht [Ebe14], der in Abbildung
2.1 dargestellt ist. Die funktionale Anforderungen und Qualita¨tsanforderungen werden als
Subtypen definiert, die durch weitere Subtypen noch detaillierter unterschieden werden
ko¨nnen. Durch die interne Sichtweise werden Anforderungen beschrieben, die Einfluss auf
die Entwicklung haben. Den zweiten Subtyp stellt die externe Sicht aus Kunden- oder
Benutzerperspektive dar. Hierbei geht es um den Zusatznutzen durch das jeweilige Produkt
aus der Sicht dessen, der das notwendige Kapital zur Verfu¨gung stellt. Dieser Stakeholder
muss aber nicht der tatsa¨chliche Benutzer des Produkts sein [Ebe14, S. 31].
Die Qualita¨tsanforderungen und Rahmenbedingungen ko¨nnen wir als Nicht-funktionale
Anforderungen zusammengefasst werden, da beide keine direkten Funktionen des Systems
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sondern nur die Merkmale des Systems beschreiben. Um die Arten von Anforderungen
besser zu verstehen, betrachten wir die folgenden Beispiele:
Funktionale Anforderung
Die Flasche muss fa¨hig sein, Flu¨ssigkeiten aufzunehmen, ohne dass es zu Undichtigkeit
kommt.
Nicht-funktionale Anforderung (Zeitverhalten)
Die Antwortzeit des Systems sollte innerhalb von 50ms berechnet werden.
2.1.2 Anforderungsmuster/Satzschablone
Um Anforderungen auf eine sorgfa¨ltige Art und Weise natu¨rlichsprachlich zu dokumentie-
ren, ko¨nnen in der Praxis Satzschablonen genutzt werden. Pohl und Rupp definieren eine
Satzschablone als einen
”
Bauplan fu¨r die syntaktische Struktur einer einzelnen Anforde-
rung“ [Kla09, S. 61]. Die Vorteile von Anforderungsschablonen sind, einerseits gestaltet
sich die Anwendung einfach bzw. leicht versta¨ndlich. Andererseits ist es durch den vor-
definierten Bauplan zur Beschreibung von Anforderungen mo¨glich, Redundanzen in der
Formulierung zu minimieren und somit eine syntaktisch eindeutige Anforderung zu doku-
mentieren. Weiterhin optimieren Satzschablonen den Dokumentationsprozess im Hinblick












Abbildung 2.2: Funktionale Anforderung ohne Bedingung [Rol13]
Abbildung 2.2 zeigt ein Beispiel fu¨r eine Satzschablone zur Beschreibung einer funktio-
nalen Anforderung ohne Bedingung. In einem ersten Schritt sieht die Schablone vor, die
rechtliche Verbindung einer Anforderung festzulegen. Hierbei stehen dem Autor die Modal-
verben muss (rechtlich bindende Anforderung), sollte (dringend empfohlene Anforderung)
oder wird (zuku¨nftige Anforderung) zur Verfu¨gung [Kla09, S. 62]. Anschließend ist es not-
wendig, die Funktionalita¨t der Anforderung zu identifizieren bzw. festzulegen. Hierzu ist
der Baustein
”
Prozesswort“ definiert. Dieser Schritt wird aus dem Grund an zweiter Stelle
vorgenommen,
”
da sich der gesamte Satz [. . . ] an das Prozesswort bindet“ [Rup14, S. 220].
Nachdem das Prozesswort (z. B. drucken, berechnen) festgelegt wurde, ist es in einem drit-
ten Schritt wichtig, die Art der Funktionalita¨t zu bestimmen. Hierzu stehen dem Autor
die folgenden drei Mo¨glichkeiten zur Verfu¨gung [Kla09, S. 62]:
• Selbstta¨tige Systemaktivita¨t: Der Prozess wird selbststa¨ndig durch das System durch-
gefu¨hrt.
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• Benutzerinteraktion: Die Prozessfunktionalita¨t wird dem Benutzer vom System zur
Verfu¨gung gestellt.
• Schnittstellenanforderung: Das System fu¨hrt eine Aktion nur in Abha¨ngigkeit von
einem Dritten (z. B. Fremdsystem) aus.
In einem letzten Schritt ist es erforderlich, das Objekt zu identifizieren, fu¨r das die Funktio-
nalita¨t gefordert wird [Rup14, S. 223]. Ein Beispiel fu¨r die Beschreibung einer funktionalen
Anforderung ohne Bedingung ist der folgende Satz:
”
Der Computer muss dem Anwender
die Mo¨glichkeit bieten, mehrere Prozesse gleichzeitig auszufu¨hren.“
Neben der vorgestellten Satzschablone existiert eine weitere Schablone zur Beschreibung














Abbildung 2.3: Funktionale Anforderung mit Bedingung [Rol13]
Die Funktionsweise dieser Schablone gestaltet sich a¨hnlich zu der ohne Bedingung. Es
wurde lediglich ein Baustein hinzugefu¨gt (
”
Wann? Unter welcher Bedingung?“), der die
Formulierung einer logischen oder zeitlichen Bedingung vornimmt, an die die Anforderung
geknu¨pft ist. Durch das Voranstellen dieses Bausteins a¨ndert sich zudem die Satzstellung
[Kla09, S.64]. Der folgende Satz zeigt ein Beispiel fu¨r die Beschreibung einer funktionalen
Anforderung mit Bedingung:
”
Falls der Anwender ein Dokument bearbeitet, muss der
Computer dem Anwender die Mo¨glichkeit bieten, das Dokument zu speichern.“
Weitere Satzschablonen stellt Rupp in ihrem Werk
”
Requirements-Engineering und -Management“
vor [Rup14, S. 215-246]. Hierbei stellt sie sowohl die bereits dargestellten Satzschablonen
als auch mehrere Varianten fu¨r die Spezifikation einer nicht-funktionalen Anforderung (mit
und ohne Bedingung) vor.
2.2 Verarbeitung von natu¨rlicher Sprache
In dieser Arbeit sollen Anforderungen als Freitexte in einer der Anforderungsmuster/-
Satzschablonen u¨berfu¨hrt werden. Das zu entwickelnde System muss den textuellen Input
(in dieser Arbeit in deutscher Sprache) verarbeiten ko¨nnen. Hierfu¨r werden Erkenntnisse
der Linguistik und Methoden der Computerwissenschaft beno¨tigt. Die Computerlinguistik
(CL) vereint diese beiden Bereiche und ermo¨glicht beispielsweise die direkte Analyse von
gesprochener oder geschriebener Sprache oder Text und Die
”
Verarbeitung von natu¨rlicher
Sprache (engl. Natural Language Processing (NLP)“ bezieht sich auf Systeme, die versu-
chen oder analysieren, eine oder mehrere menschlichen Sprachen wie Englisch, Deutsch,
Japanisch usw. zu verstehen oder zu produzieren [All03].
2.2.1 Deutsche Grammatik
In diesem Abschnitt werden Teile der deutschen Grammatik, die notwendig fu¨r die lin-
guistische Aufbereitung von Freitext und die Ableitung mo¨glicher Hilfestellungen sind,
genannt. Der Begriff Syntax und Semantik wird als erstes erkla¨rt. Danach werden Wort-
arten und semantischen Rollen definiert.
10 2 Grundlagen
2.2.1.1 Syntax und Semantik
Beim Sprechen und Schreiben dru¨cken wir nicht nur einen einzelnen Ausdruck oder nicht
zusammenha¨ngende Wo¨rter aus, sondern eine Kombination zwischen den Wo¨rtern, das
heißt Sa¨tze. Offensichtlich ko¨nnen wir Wo¨rter nicht wahllos auswa¨hlen oder kombinieren,
um einen Satz zu bilden.
Definition 2.3. Ein grammatischer Satz ist ein Satz, der den Regeln der deutsche
Grammatik entspricht [Jo¨07].
Als Beispiel ist der Satz
”
Ich ho¨re morgen auf zu rauchen“ ein grammatischer Satz und
der Satz
”
Ich zu rauchen morgen aufho¨re“ ungrammatisch.
Definition 2.4. Syntax beschreibt die Regeln, nach denen Wo¨rter zu grammatischen
Sa¨tzen kombiniert werden. [Jo¨07].
Die Bedeutung von dem Satz ist unwichtig beim Syntax, man braucht nur die Regeln der
Grammatik beachten. Um das zu erreichen, muss man untersuchen, wie Sa¨tze aufgebaut
sind, was fu¨r eine Struktur sie haben.
Definition 2.5. Die Semantik ist das Teilgebiet der Linguistik, das sich mit der Bedeu-
tung von sprachlichen Ausdrucken (Wo¨rtern, Phrasen und Sa¨tzen) bescha¨ftigt. [Jo¨07]
Die Bedeutungen sind feste Verbindung zwischen einem Ausdruck und einem Inhalt [Rol10].
Wir ko¨nnen die Bedeutung der Semantik in verschiedenen Aspekten betrachten wie z.B.
die lexikalische Semantik, die mit der Bedeutung von Wo¨rtern sich ku¨mmern, die Satzse-
mantik, die mit der Bedeutung von gro¨ßeren Syntaktische Einheiten (Phrasen, Teilsatz),
und so weiter.
2.2.1.2 Semantische Rolle und Wortarten
In dieser Arbeit sind Kenntnisse u¨ber Wortarten und semantische Rollen wichtig, da es
sich tatsa¨chlich um die Bestandteile eines Satzes handelt. Diese Bestandteile werden spa¨ter
in dieser Arbeit analysiert werden, wie ein freier Text extrahiert werden kann, damit er in
eine der Satzschablone eingeordnet werden kann.
Definition 2.6. Unter dem Begriff Wortart definiert Ludger wie folgt
”
Wenn in einer
Sprache Wo¨rter nach ihrem funktionalen Beitrag zu einer A¨ußerung, den sie in iheren
Formen erbringen, zu klassifizieren sind, ko¨nnen fu¨r sie Wortartkategorien angenommen
werden [Hof09].“
Wortarten in der Linguistik, die in dieser Arbeit gebraucht wird, sind z.B. Nomen, Prono-
men, Verben, Adjektiv und Adverb. Diese Wortarten wird jetzt kurz beschrieben.
• Im Deutschen kann man das Nomen oder Substantiv durch folgende strukturelle
Kriterien unterscheiden, na¨mlich nach Genus, Numerus, und Kasus [Kat10] [FH05].
Die Kasus unterscheidet Nomen in der Abha¨ngigkeit ihrer Position in dem Satz
und die deutschen Kasus sind Nominativ, Akkusativ, Dativ, und Genitiv. Fu¨r jedes
Nomen liegt das Genus fest und wird durch den deutschen Artikel repra¨sentiert. Die
Numerus unterscheidet Nomen im Singular und Plural.
• Das Pronomen ist eine Schreibweise, die an der Stelle eines Nomens oder eines Arti-
kels gebraucht [Hil12]. Das Pronomen kann weiter klassifiziert werden, zum Beispiel
als Personalpronomen, Demonstrativpronomen, oder Possessivpronomen.
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Semantische Rolle Bedeutung
System / Bezugobjekt Der Begriff System meint den Liefergegenstand, an den An-
forderungen gestellt werden, sodass er realisiert werden kann.
Priorita¨t Priorita¨t liegt die Wichtigkeit oder die rechtliche Verbindlich-
keit der Anforderung fest und wird mit folgende drei Schlu¨s-
selwo¨rter muss, sollte und wird repra¨sentiert.
Prozesswort Prozesswort ist der semantische Kern der Anforderung, denn
es nennt die Funktion eines Systems.
Objekt Objekte sind fachlich wertvolle Begriffe im Kontext des be-
trachteten Gegenstandes
Funktionswort Funktionswort beschreibt, ob die Art der Funktionalita¨t der
Anforderung um selbsta¨tige Systemaktivita¨t, Benutzerinter-
aktion, oder Schittstellenanforderung geht.
Akteur Akteur steht als U¨berbegriff fu¨r die potentiellen Benutzer ei-
nes Systems, die in der Interaktion mit dem System verschie-
dene Rollen einnehmen ko¨nnen.
Attribut Attribut beschreiben die Eigenschaft oder welcher Qualita¨t,
die das System der Anforderung hat.
Attributswert Attributswert kann ein Zahlwert und die semantisch passende
Einheit sein z.B. Zeit, Gewicht, La¨ngenmaß usw.
Konditionswort / Be-
dingungswort
Konditionswort kann ein Logik (falls), Ereignis (sobald) und
Zeitraum (solange) sein und wird als das Schlu¨sselwort der
Bedingungsschablone.
Vergleichsoperator Vergleichsoperator ist die Angabe des Attributswerts, wie
z.B. mindestens, maximal, oder gro¨ßer (als).
Tabelle 2.1: Liste der semantische Rollen der Satzschablonen nach SOPHIST eigene Dar-
stellung aus [Rol13]
• Das Verb ist eine Wortart, die eine Ta¨tigkeit, ein Ereignis oder einen Zustand aus-
dru¨ckt [Hil12]. Das Verb kann weiter klassifiziert werden, zum Beispiel als transitive
und intransitive Verben, reflexive Verben, oder Modalverben.
• Das Adjektiv ist ein Eigenschaftswort [Hil12], das die Eigenschaft eines Nomens
beschreibt.
• Das Adverb ist ein Umstandswort [Hil12], das ein anderes Wort beschreiben oder
modifizieren kann.
In 2.6 sieht man die Definition von der Bergriff Wortart, aber was versteht man unter
dem Begriff semantische Rolle? In dieser Arbeit werden Bestandteile oder Komponente
der Satzschablonen nach SOPHIST als die semantische Rolle bezeichnet. Hierbei werden
die Bestandteile der funktionalen, nicht-funktionalen und Bedingung Satzschablonen in
Tabelle 2.1 kurz beschrieben [Rol13].
Bemerkung: Die Bestandteile, die in der funktionalen Anforderung Satzschablone stattfin-
den, wurden bereits im Abschnitt 2.1.2 beschrieben.
2.2.2 Generelle Methoden der Verarbeitung von natu¨rlicher Sprache
Es existieren bereits verschiedene Werkzeugenketten, wie etwa das Natural Language Tool-
kit (NLTK), Apache OpenNLP, StanfordCoreNLP oder spaCy, fu¨r die Verwendung der
Verarbeitung von natu¨rlicher Sprache. In der englischen Sprache sind diese relativ ma¨ch-
tig - weitere Sprachen, unter anderem Deutsch, befinden sich noch in der Entwicklung.
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Mercedes ist eine Firma.





Abbildung 2.4: Beispielsatz fu¨r die Einsatz der generelle Methoden der Verarbeitung von
natu¨rlicher Sprache (aus spaCy)
Diese Werkzeugen ko¨nnen die als Freitext vorliegende Eingabe Schritt fu¨r Schritt in eine
Form umwandeln, mit der wir Anwendungen oder Funktionen erstellen ko¨nnen, die große
Textmengen verarbeiten und verstehen. Hierfu¨r werden verschiedene Bearbeitungsschritte
bezu¨glich der Syntax 2.2.1.1 angewendet.
• Tokenisierung: Token sind zusammenha¨ngende Einheiten. Bei der Tokenisierung
wird ein Satz in verschiedene Token zerlegt. In Falle eines Satzes als in Wo¨rter und
Satzzeichen.
• Lemmatisierung: Nomen und Verben ko¨nnen je nach Anwendungsfall unterschied-
liche Formen annehmen. Dieser Prozess wird bei Nomen Deklination und bei Verben
Konjugation genannt. Durch die Lemmatisierung ko¨nnen diese deklinierten und kon-
jugieren Wo¨rter auf ihre Grundform zuru¨ckgefu¨hrt werden.
• Wortart-Markierung (engl. Part-of-speech-Tagging (POS-Tagging)): Ein Wort
oder ein Satzzeichen geho¨rt immer zu einer Wortart. Es gibt Fa¨lle, bei welchen
die Position im Satz eine Rolle fu¨r die Zugeho¨rigkeit zu einer Wortart spielt. Beim
POS-Tagging wird die Wortart eines Wortes im Zusammenhang mit einem Satz wie-
derhergestellt.
• Eigennamenserkennung (engl. Named Entitiy Recognition (NER)): Beim NER
werden Eigennamen erkannt und zu einer vorbestimmten Entita¨t (z.B. Organisation,
Ort, Sprache usw.) zugeordnet.
• Abha¨ngigkeitsanalyse (engl. Dependency parsing) : Bei der Abha¨ngigkeitsanalyse
werden Zusammenha¨nge zwischen Wo¨rtern eines Satzes dargestellt. Diese Zusam-
menha¨nge werden meist mithilfe eines Abha¨ngigkeitsbaum abgebildet.
Fu¨r den einfachen Beispielsatz
”
Mercedes ist eine Firma.“ sieht die Tokenisierung, Lem-
matiesierung, Abha¨ngigkeitsanalyse und Wortart-Markierung wie in Abbildung 2.4.
Der Beispielsatz werden als erstes tokenisiert. Danach der blau markierte Text in der
Abbildung 2.4 unter jedes tokensierte Wort beschreibt die Wortart-Markierung und der rot
markierte Text ist die Eigennamenserkennung. Der Pfeil zeigt die Abha¨ngigkeit zwischen
den Wo¨rtern an.
2.3 Autovervollsta¨ndigung
Bar-Yossef und Kraus [Ziv11] ist verstehen unter der Autovervollsta¨ndigung von Anfra-
gen (engl. Query Autocompletion [QAC]) die Funktionalita¨t, mit der dem Benutzer unter
dem Suchfeld Anfragenvervollsta¨ndigungen oder die ganze Anfragen wa¨hrend der Ein-
gabe in Echtzeit, z.B. als Dropdown-Menu¨, angezeigt wird. Also man kann auch sagen,
eine Methode, mit der die Anzahl der Tastenanschla¨ge verringert werden kann, die zum
Vervollsta¨ndigen eines Wortes erforderlich sind [H. 68].
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2.4 Maschinelles Lernen
In diesem Abschnitt werden bestimmte Voraussetzungen beschrieben, die ein maschinelles
erfu¨llen sollte, um bei der Entwicklung von Textklassifizierungs- und Vorhersageanwen-
dungen verwendet zu werden. Danach werden einige Metriken diskutiert, die spa¨ter zur
Auswertung eines maschinelles Lernalgorithmus verwendet werden. Zum Schluss werden
ein paar Algorithmen fu¨r maschinelles Lernen beschreiben, die zur Textklassifizierung und
sequentiellen Vorhersage geeignet sind.
Voraussetzungen an maschinelle Lernsysteme
Damit ein ML-System (Maschinelles Lernen System) bei der Lo¨sung von Textklassifizierungs-
und Vorhersagen-Aufgaben nu¨tzlich ist, sind folgende Merkmale erwu¨nscht: gute Leistung,
die Fa¨higkeit, mit fehlenden Daten und mit verrauschten Daten (Datenfehlern) angemessen
umzugehen, Transparenz der diagnostischen Klassifikation, die Fa¨higkeit, Entscheidungen
zu erkla¨ren, und die Fa¨higkeit des Algorithmus, die Anzahl der Tests zu verringern, die
erforderlich sind, um zuverla¨ssige Prognosen zu erhalten. [Kon01]
• Gute Leistung: Der Algorithmus muss in der Lage sein, wichtige Informationen
aus den verfu¨gbaren Daten zu extrahieren. Typischerweise sollte die Algorithmen
mindestens so gut wie der Experten arbeiten. Wenn daher die Mo¨glichkeit besteht, die
Genauigkeit des Ergebnisses von einem Fachmann zu messen, kann deren Leistung als
Untergrenze fu¨r die erforderliche Genauigkeit eines ML-Systems bei dem gegebenen
Problem verwendet werden.
• Umgang mit unvollsta¨ndigen oder fehlenden Daten (Wo¨rtern): Bei der
Verarbeitung von freiem Text in natu¨rlicher Sprache kann die Eingabe so zufa¨llig sein,
dass der Text semantisch falsch ist oder ein Teil der Sprache fehlt. ML-Algorithmen
mu¨ssen in der Lage sein, mit einer solchen unvollsta¨ndigen oder falschen Texteingabe
angemessen umzugehen.
• Reduzierung der Anzahl der Texteingaben: Es ist wu¨nschenswert, einen Klas-
sifikator zu haben, der mit einer geringen Anzahl von Texteingaben zuverla¨ssig vor-
hersagen kann. Dies kann u¨berpru¨ft werden, indem alle Kandidatenalgorithmen mit
einer begrenzten Menge derselben Daten versehen werden. Das Bestimmen der richti-
gen Teilmenge von Daten kann jedoch zeitaufwendig sein, da es sich im Wesentlichen
um ein kombinatorisches Problem handelt. Einige ML-Systeme sind selbst in der
Lage, eine geeignete Teilmenge von Attributen auszuwa¨hlen. Die Auswahl erfolgt
beispielsweise wa¨hrend des Lernprozesses und ist mo¨glicherweise geeigneter als an-
dere, denen diese Mo¨glichkeit fehlt.
2.4.1 Metriken zur Auswertung eines maschinelles Lernalgorithmus
Zur Auswertung der Leistung von einem maschinelles Lernalgorithmus werden Metriken
wie Pra¨zision, Ausbeute, und das F1-Maß gebraucht. Um diese Metriken besser zu ver-
stehen, wird eine Kontigenztabelle mit einigen Notationen dargestellt (siehe Abbildung
2.5).






Hier, das tp (true positive) sind die vorhergesagte Fa¨lle, die mit dem aktuellen Modell
u¨bereinstimmen und das fn (false negative) sind die nicht erwartete Ergebnisse. Hingegen
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True Positive+Vorhergesagt False Positive





Abbildung 2.5: Systematische und traditionelle Notationen in einer bina¨ren Kontingenz-
tabelle eigene Darstellung [Pow07]
gibt die Pra¨zision (engl. Precision) den Anteil der vorhergesagten positiven Fa¨lle an, bei





Das fp (false positive) beschreibt den Anteil der aktuell Negatives, die als vorhergesagt Po-
sitive auftreten. Das F1-Maß (engl. F1-Score) bewertet das Zusammenspiel von Pra¨zision
und Ausbeute mittels des gewichteten harmonischen Mittels.
F1 = 2 · Pra¨zision ·Ausbeute
Pra¨zision + Ausbeute
(2.3)
2.4.2 Algorithmen fu¨r maschinelles Lernen
In diesem Abschnitt werden einige maschinellen Lernalgorithmen kurz beschrieben, die
geeignet fu¨r Klassifikation einer Texteingabe sind.
Rekurrentes Neuronales Netz (engl. Recurrent Neural Network, RNN)
Der Begriff Neuronale Netze sind Datenverarbeitungssysteme, die aus einer Vielzahl einfa-
cher, stark miteinander verbundener Verarbeitungselemente in einer Architektur bestehen,
die von der Struktur des Gehirnrindenabschnitts des Gehirns inspiriert ist [Uhr95]. Die
neuronale Netze interpretieren sensorische Daten durch maschinelle Wahrnehmung, Kenn-
zeichnung oder Bu¨ndelung von Rohdaten. Sie ko¨nnen in Vektoren enthaltene numerische
Muster erkennen und in reale Daten wie Bilder, Ton, Text oder Zeitreihen umwandeln.
Im Gegensatz zu anderen neuronalen Netzen Arten ko¨nnen RNNs ihren internen Zustand
(Speicher) verwenden, um Sequenzen von Eingaben zu verarbeiten. Dies macht sie fu¨r
Aufgaben wie unsegmentierte, verbundene Handschrifterkennung anwendbar [Ale09]. Long
Short Term Memory (LSTM) [HS97] ist eine spezielle Art von RNN, die in der Lage ist,
langfristige Abha¨ngigkeiten zu lernen. Eine Einheit der LSTM besteht aus einem Eingangs-
gatter, einem Ausgangsgatter, einem Speicher und einem Vergessungsgatter.
LSTM funktioniert im Allgemeinen wie folgt: Es werden zeitlich aufeinanderfolgende Ein-
gaben gegeben, und der Speicher der LSTM-Einheit ist dafu¨r verantwortlich, die Einga-
besequenz zu verfolgen. Das Eingangsgatter steuert, welcher neue Wert in den Speicher
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fließen kann, und das Vergessungsgatter entscheidet, welche Werte im Speicher verblei-
ben. Das Ausgangsgatter wird dann verwendet, um zu steuern, welcher Wert im Speicher
verwendet wird, um die Ausgabe des LSTM zu bestimmen.
Stu¨tzvektormaschine (engl. Support Vector Machine, SVM)
Stu¨tzvektormaschinen (SVM) sind eine Reihe von u¨berwachten Lernmethoden, die zur
Klassifizierung, Regression und Erkennung von Ausreißern verwendet werden [SVM17].
Wenn es eine bestimmte Anzahl von Kategorien oder Klassen gibt, erstellt das SVM-
Modell einen klaren Abstand zwischen die Klassen, sodass neue Daten einfach kategorisiert
werden ko¨nnen, indem gepru¨ft wird, auf welche Seite sie fallen.
Hidden Markov Model (HMM)
Hidden Markov Model (HMM) ist ein doppelt stochastischer Prozess mit einem zugrunde
liegenden stochastischen Prozess, der nicht beobachtbar ist (er ist verborgen), sondern nur
durch einen anderen Satz von stochastischen Prozessen beobachtet werden kann, die die
Folge der beobachteten Symbole erzeugen [RJ86]. Ein HMM besteht aus einer Anzahl von
Zusta¨nden, denen jeweils eine U¨bergangswahrscheinlichkeit von einem Zustand in einen an-
deren Zustand zugeordnet ist. Die Zusta¨nde ha¨ngen zu jedem Zeitpunkt nur vom Zustand
zum vorhergehenden Zeitpunkt ab. Ein Symbol ergibt sich aus einem der HMM-Zusta¨nde
gema¨ß den den Zusta¨nden zugeordneten Wahrscheinlichkeiten. HMM-Zusta¨nde sind nicht




In diesem Kapitel werden verwandte Arbeiten zu dem Anforderungsmanagement, Satz-
schablonen und die Verarbeitung von natu¨rlicher Sprache (engl. NLP) bzw. deren Proble-
me zusammengefasst.
3.1 Satzschablone und Mustererkennung
Der Begriff Anforderungsmuster oder Satzschablone werden von Hull, Jackson, und Dick
auf eine textuelle Schablone einer Anforderung verweisen [ El05]. Eine Satzschablone be-
steht aus einer Folge von Attributen und festen Syntaxelementen (engl. Fixed Syntax
Elements (FSEs)). Eine allgemeine Beispiel fu¨r eine Satzschablone ist
”
<System> sollte
<Prozesswort>“. In diesem Beispiel <System> und <Prozesswort> sind Attributen und
”
sollte“ ist ein festes Syntaxelement. Es ist mo¨glich mehrere Satzschablonen durch einfa-
che Verkettung zu kombinieren, mit dieser Funktion kann man die Anzahl der beno¨tigten
Satzschablonen gering halten und gleichzeitig eine hohe Flexibilita¨t ermo¨glichen. Wa¨hrend
der Anforderungsdokumentation werden textuelle Eingabe zu den geeigneten Attributen
der Satzschablonen zugeordnet.
Stalhane, Omoronyia und Reichenbach [Sta10] erweiterten die Satzschablonen mit Domain-
Ontologie, indem sie die Werte der Attribute der Schablone mit Ontologiekonzepten ver-
knu¨pfen. Basierend auf dem vorherigen Ontologiekonzept pra¨sentieren Farfelder und Kolle-
gen [FMK+11] einen Ansatz, um Ontologien zur Analyse von Anforderungen zu verwenden.
Der Ansatz versucht Qualita¨tsaspekte wie Vollsta¨ndigkeit, Korrektheit und Konsistenz der
Anforderungen zu untersuchen. Die Ideen von ihnen sind wie folgt :
•
”
Wir wollen ein System, das zumindest Teile der Anforderungen automatisch unter
Verwendung von Informationen aus einer Domain-Ontologie vorschla¨gt.“
•
”
Wir wollen ein System, das Beziehungen und Axiome der Domain-Ontologie aus-
nutzt, d.h. ein System, das leistungsfa¨higer ist als nur ein einfaches Wo¨rterbuch.
Die Beziehungen und Axiome der Domain-Ontologie repra¨sentieren einvernehmli-
ches Wissen der Stakeholder 2.2. Durch ihre Verwendung hoffen wir, die Pra¨zision
der Anforderungen zu verbessern.“
Farfelder und Kollegen fu¨gte ein semantisches Leitsystem, das diese beiden Ideen imple-
mentiert, zu ihrem Werkzeug zum Ermmitlung von Anforderungmusters hinzu. Zum Tes-
ten haben sie das Werkzeug aus dem Bereich des Tu¨r-Verwaltung-Sytem (engl. DOORS
Management Systems (DMS)) angewendet.
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Das Werkzeug von ihnen bietet den Benutzer eine Liste von Vorschla¨gen beim Ausfu¨llen
einer Anforderungsschablone an. Die bereitgestellte Vorschla¨ge ha¨ngen von dem Attri-
but der Schablone ab, das der Benutzer derzeit ausfu¨llt, z.B. sind die Vorschla¨ge fu¨r das
”
System“ vo¨llig anders als fu¨r die
”
Aktion bzw. Prozesswort“. Mit dieser Vorschlagsfil-
terfunktion des Werkzeug kann der Benutzer eine u¨berwa¨ltigende vollsta¨ndige Liste von
Ontologie-Entita¨ten vermeiden. Durch die Eingabe von Zeichen wird diese Liste der Vor-
schla¨ge weiter gefiltert, sodass nur die Eintra¨ge angezeigt werden, die der eingegebenen
Zeichenfolge entsprechen. Die Benutzer werden nicht gedra¨ngt, aus der Vorschlagsliste zu
wa¨hlen, d.h. sie ko¨nnen etwas vo¨llig anders eingeben und bei diesem Fall wird eine Ak-
tualisierung der Ontologie durchgefu¨hrt werden, damit die Anleitung des Werkzeug fu¨r
a¨hnlichen Anforderungen auf dem neuen Stand halten kann.
3.1.1 Satzschablone Erkennung
Zum Erkennung einer Satzschablone ko¨nnen wir die gleichen Methoden wie
”
Satzschablo-
nen - Programmierung“ (engl. Boilerplate-Code) Erkennungsverfahren verwenden. In der
Textverarbeitung sind Satzschablonen ein standardisiertes, zuvor gespeichertes Textsche-
ma, das zum Erstellen eines neuen Dokuments verwendet werden kann [IEE91].
Fu¨r die automatische Erkennung von Satzschablonen werden in der Literatur viele unter-
schiedliche Arten von Klassifikationsverfahren angewandt wie z.B. Stu¨tzvektormaschine
(engl. Support Vector Machines (SVM)) [BDD+07], Conditional Random Fields (CRF)
[SMP08], Naive Bayes [PR09], Mehrlagiges Perzeptron (engl. Multilayer Perceptrons (MLP))
[SB13]. Um jedes einzelnen Verfahren bewerten zu ko¨nnen, kann das F1-Maß (engl. F-score)
verwendet werden (siehe Abschnitt 2.4.1). Das resultierende F-Maß der obigen Verfahren
wird in Scha¨fer ermittelt (siehe Abbildung 3.1)
Quelle Verfahren F-Maß
[BDD+07, S. 120] SVM 0,652
[SMP08, S. 16] CRF ca. 0,8
[PR09, S. 977-979] Naive Bayes u¨ber 0,9
[SB13] MLP 0,75
Abbildung 3.1: F-Maß der Boilerplates-Erkennungsverfahren [Sch]
Der Vorteil des MLP (insbesondere bei Verwendung der FANN-Bibliothek (Fast Artrificial
Neural Network)) liegt in der rechnerischen Effizienz des Verfahrens und an der Tatsa-
che, dass mit diesem Verfahren leicht extrahierbare Daten verwendet werden ko¨nnen, um
diesen zu verbessern. Scha¨fer optimiert sein MLP-Verfahren und erzielt durch die Extrak-
tion geeigneter textblockinterner Daten eine Genauigkeit von bis zu 95% (Genauigkeit,
Trefferquote und F-Maß u¨ber 0,95).
Weiterhin definiert Kohlschu¨tter, Fankhauser, und Nejdl [KFN10] einen Ansatz zur Erken-
nung einer Satzschablone mittels
”
flacher Text-Verfahren (engl. shallow text features)“,der
theoretisch auf stochastischen Texterzeugungsprozessen aus der quantitativen Linguistik
beruht. Der Begriff
”
Shallow Learning“ ist eine Art von Algorithmus fu¨r maschinelles
Lernen, der mit nur wenigen Kompositionsebenen ein gutes verallgemeinertes Vorhersage-
modell erzeugen kann [PS16]. Diese Art von Verfahren kann eine gute Leistung erbringen,
obwohl nur eine begrenzte Anzahl von Proben verfu¨gbar ist. Beispielverfahren fu¨r das
Shallow Learning sind artifiziell neuronale Netze mit einer verdeckte Schicht und SVM.
Semantische Rolle
Semantische Rolle Markierung (engl. Semantic Role Labeling, kurz SRL) ist eine Form
der flachen semantischen Syntaxanalyse, deren Ziel es ist, die Pra¨dikat-Argument-Struktur
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jedes Pra¨dikats in einem bestimmten Eingabesatz zu ermitteln [ZX15]. Es gibt schon ver-
schiedenen Ansa¨tze oder Lernverfahren, die die SRL erkennen ko¨nnen wie z.B. durch Ab-
ha¨ngigkeitsbaum (dependency tree) [Hac04], Stu¨tzvektormaschine (SVM) [PWH+05], und
LSTM [ZX15] [HLLZ17].
Zhou und Xu schlugen ein End-to-End-System vor, das ein bidirektionales LSTM verwen-
det, um die semantische Rolle zu bestimmen. Sie verwenden nur Originaltext als Eingabe-
Features, ohne zwischengeschaltete Tags wie syntaktische Informationen (z.B. Wortartmar-
kierung, NER) [ZX15]. Im Gegensatz zu Zhou und Xu Ansa¨tze behauptet Punyakanok,
dass die syntaktische Informationen eine wichtige Rolle zur Erkennung einer semantischen
Rolle spielen [PRY08].
3.2 Nominalisierungen
Bei der Dokumentation der Anforderungen ko¨nnen verschiedene Probleme auftreten, wie
z.B. unvollsta¨ndige und fehlerhafte Beschreibungen der Anforderungen. Zu diesem Pro-
blem haben Korner und Brumm das
”
Requirements Engineer Specification Improver (RE-
SI)“ entwickelt. RESI u¨berpru¨ft die Anforderungsbeschreibung nach sprachlichen Ma¨ngeln
[KB09]. Es ist dabei im Stande Ma¨ngel wie unvollsta¨ndige Prozesswo¨rter oder Konditionen
sowie Mehrdeutigkeiten und Nominalisierungen zu erkennen.
Weitere Pra¨zisierung zu dem Nominalisierung-Problem wird Ko¨rner et al. mit dem Werk-
zeug DeNom klassifizieren [LKT+15]. Die Idee des Werkzeugs ist, dass nicht jede Nomi-
nalisierung ein Problem darstellt. Aus diesem Grund hat DeNom das Ziel zwischen akzep-
tablen und problematischen Nominalisierung zu unterscheiden. Hierzu verwendet DeNom
zuna¨chst die Funktionen von RESI, um Nominalisierungen zu erkennen. Hierbei werden














Abbildung 3.2: Kategorisierung der linguistische Ma¨ngel und der Nominalisierung aus
[KB09]
Danach werden die erhaltene Ergebnisse verarbeitet und die problematischen Nominalisie-
rungen (4. Kategorie) dem Benutzer dargestellt.
3.3 Schwachen Worten (engl. Weak Words)
Pohl und Rupp empfehlen Anforderungsautoren, die Verwendung von Passivsa¨tzen und
schwachen Worten (engl. Weak Words) zu vermeiden, da dies zu unvollsta¨ndigen Anfor-
derungen fu¨hren kann [Kla09]. Zu diesem Thema haben Krisch und Houdek die Auswir-
kungen von Passiv und schwachen Worten diskutiert [KH15]. Das Ergebnis der Diskussion
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ergab, dass es von dem Kontext abha¨ngt, ob die Verwendung von Passivsa¨tzen oder schwa-
chen Worten akzeptabel ist oder nicht. Passivsa¨tze sind fast nie problematisch und nur
12% der schwachen Worte fu¨hren zu problematischen Anforderungen.
Es existieren Werkzeuge, welche automatisch schwache Worte erkennen wie z.B. ReQua-
lize [Hei10] und DESIRe [Fra09]. Die beiden benutzen einen Ansatz, der auf Wortlisten
basierend. Diese Wortlisten werden mit den Worten der Anforderungsbeschreibung ab-
geglichen. Entha¨lt eine Anforderung eines der vordefinierten schwachen Worte, wird eine
entsprechende Warnung ausgegeben. Der sprachliche Kontext der Anforderung wird in
diesen Fa¨llen jedoch nicht beru¨cksichtigt [KH15].
3.4 Transformation komplexer Sa¨tze in eine semantische Hier-
archie
Neben der Erkennungsfunktion einer problematischen Anforderungen wa¨re es auch wichtig,
die Struktur der textuelle Eingabe einer Anforderung zu vereinfachen. Niklaus und Kollege
schlugen [Nik19] einen Ansatz zur rekursive Aufteilung und Umformulierung komplexer
englischer Sa¨tze in eine neueartige semantische Hierarchie vor.
Unter Verwendung von selbst definierten Transformationsregeln werden Eingabesa¨tze re-
kursiv in zweischitige hierarchische Darstellungen in Form von Kernsa¨tzen und zugeho¨rigen
Kontextangaben umgewandelt. Um dies besser zu verstehen, betrachtet wir das Beispiel
von [Nik19]:
”
Although the Treasury will announce details of the November refunding on
Monday, the funding will be delayed if Congress and President Bush fail to increase the
Treasury’s borrowing capacity“. Diese Eingabe wird in ein paar einfache Sa¨tze umgewan-



































Abbildung 3.3: Finale Zerlegung des Beispiel-Eingabe aus [Nik19]
Diese Darstellung veranschaulicht den Vorteil dieses Verfahrens. Durch die hierarchische
Strukturierung des komplexen Satzes, wird der Inhalt versta¨ndlicher und u¨bersichtlicher.
Zudem ko¨nnen die so extrahierten Informationen einfacher weiterverarbeitet werden.
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3.5 Autovervollsta¨ndigung
Autovervollsta¨ndigung ist eine inzwischen sehr etablierte Hilfsfunktion, welche unter ande-
rem bei namhaften Suchmaschinen zum Einsatz kommt, um den Anwender bei der Eingabe
zu unterstu¨tzen. Bar-Yossef und Kraus [Ziv11] beschreiben hierzu einen Ansatz, um die
Vervollsta¨ndigung der Texteingabe zu unterstu¨tzen. Es basiert auf einer etablierten Ver-
vollsta¨ndigungsmethode der
”
Most Popular Completion“ (MPC). Die hierbei vorgeschlage-
nen Wortvervollsta¨ndigungen basieren auf der Suchpopularita¨t von Abfragen, welche mit
dem vom Benutzer eingegebenen Pra¨fix u¨bereinstimmen.
Die dabei ermittelten Vervollsta¨ndigungsmo¨glichkeiten werden anschließend regelbasiert























Abbildung 3.4: QAC Framework [Fei16]
Wie aus der obigen Abbildung hervorgeht, werden die ermittelten Mo¨glichkeiten nach
mo¨glichen Kriterien wie z.B. Zeit, Ort oder dem Benutzerverhalten sortiert.
Die Ziele der Autovervollsta¨ndigung von Abfragen besteht darin:
• Zeit fu¨r die Eingabe einer Abfrage sparen
• Rechtschreibfehler vermeiden
• Relevante Suchbegriffe ermitteln, indem man die vom Benutzer vorgesehene Abfra-
ge an die oberste Position einer Liste von Abfragevervollsta¨ndigungen zuru¨ckgibt
[Fei16].
Die Vorhersage des na¨chstes Wortes
Der entscheidende Vorteil der Wortvorhersage ist die Einsparung von Aufwand, da fu¨r
eine bestimmte Textla¨nge weniger Tastenanschla¨ge erforderlich sind und die Textproduk-
tion fehlerfreier ist [MH02]. Nakamura et al. entwickelt einen Ansatz, der mit Hilfe von
neuronalen Netzen die Wortkategorien zu vorhersagen [NMKS90]. Dies gibt man die Idee,
dass die Vervollsta¨ndigungsvorschla¨ge der Autovervollsta¨ndigung mo¨glicherweise nicht di-
rekt auf dem Wort, sondern auf der Wortkategorien basiert. Dadurch erhaltet man mehr
Vervollsta¨ndigungsvorschla¨ge. Andere Arten von Darstellung der Vorhersage eines Wor-
tes haben Linmei Hu et al. vorgestellt, na¨mlich die Vorhersage eines Unterereignis (engl.
Subevent) durch kontextuelle hierarchische LSTM [hLN+17]. Ein Modell wird entwickelt,
das die Texte, die fru¨here Unterereignisse beschreiben, direkt als Eingabe verwendet und
automatisch einen kurzen Text generiert, der ein mo¨gliches zuku¨nftiges Unterereignis be-
schreibt.
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Sonstiges
Morillot et al. schlagen einen Vorverarbeitungsansatz vor, um Grundlinienversatz und
Schwankungen mittels BLSTM (engl. Bidirectional Long Short-Term Memory) effizient
zu korrigieren [MLSG13]. Dieser Ansatz zeigen, dass RNN zur Korrektur von Wo¨rtern
geeignet ist. Eine Hilfestellung wie Rechtschreibfehlerpru¨fer kann man z.B basierend auf
diesem Ansatz entwickelt.
3.6 Werkzeuge fu¨r das Anforderungsmanagement
Auf dem heutigen Markt gibt es eine Vielzahl an Softwarelo¨sungen, welche sich auf das
Management von Anforderungen spezialisiert haben wie z.B. IBM Doors, PTC Integrity
oder die System Engineering Suite der REUSE Company.
Insbesondere die System Engineering Suite der REUSE Company stellt durch ihre um-
fangreichen Assistenz-Module die fu¨r diese Arbeit am interessanteste Softwarelo¨sung dar,
welche im Folgenden genauer untersucht wird.
3.6.1 RAT und KM
Die Systems engineering Suite besteht aus mehreren Teilmodulen:
”
Requirement Authoring
Tools (RAT)“ [Comb] und
”
Knowledge Manager (KM)“ [Coma].
Das Modul RAT unterstu¨tzt den Anwender bei der Dokumentation von Anforderungen.
Hierzu werden Satzschablonen verwendet, welche zuvor in dem Modul KM definiert werden
mu¨ssen, um den Anwender bei der Erstellung von Anforderungen zu unterstu¨tzen. Hierzu
werden in KM Satzschablonen bestehend aus aneinander gereihten Wortarten definiert
(siehe Abbildung 3.5).
The aircraft shall fly
ART NOUN MODAL VERB VERB
Abbildung 3.5: KM Mustererkennung Beispiel [Coma]
Zusa¨tzlich zu den Wortarten ist es mo¨glich, semantische Rollen einzufu¨hren, welche an-
schließend mit Wortlisten verknu¨pft werden, in denen der Anwender entsprechende Begrif-
fe definieren muss, welche das System fu¨r die spa¨tere Erkennung der semantischen Rollen
verwendet (siehe Abbildung 3.6).
The pilot shall fly the aircraft
ART NOUN MODAL VERB VERB ART NOUN
Stakeholder Action System
Abbildung 3.6: KM Schablone mit hinzugefu¨gten semantischen Rollen [Coma]
Basierend auf diesen Schablonen und den vordefinierten Wortlisten, kann das RAT Modul
die Eingabe mit den vordefinierten Schablonen abgleichen und entsprechende Hilfestellun-
gen geben. Außerdem bietet KM eine hierarchische Struktur zwischen Schablonen, mit der
eine Schablone mit einer anderen Schablone als Komponente erstellt werden kann (siehe
Abbildung 3.7.
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When the light is green, the car shall run
Time ADV ART NOUN VERB To-Be NOUN Schablone aus 3.5
Abbildung 3.7: KM wieder Verwendung von exsitierende Muster [Coma]

4 Analyse
Wie in Abschnitt 1.2 beschrieben wird, ist das Ziel dieser Arbeit die Entwicklung eines
Konzepts zur Unterstu¨tzung des Dokumentationsprozesses von Anforderungen. Als Ein-
gabedaten werden hierzu Anforderungen verwendet, welche in Form von Freitext vorlie-
gen. Des weiteren werden die nach SOPHIST beschriebenen Satzschablonen als Grundlage
verwendet, um die zu dokumentierenden Anforderungen zu standardisieren und ihre Voll-
sta¨ndigkeit sicher zu stellen (siehe auch Kapitel 2).
Ziel dieses Kapitels ist die Analyse des Stands der Technik und Forschung, um Anforderun-
gen an das zu entwickelnde Konzept abzuleiten. Hierzu werden in einem ersten Schritt die
in Kapitel 3 beschriebene Software hinsichtlich der Probleme im Dokumentationsprozess
von Anforderungen analysiert und Minimalanforderungen der Arbeit an das vorliegende
Konzept abgeleitet. Im zweiten Schritt wird der linguistische Aufbau von Anforderungen
analysiert, um mo¨gliche Herausforderungen bei der computerlinguistischen Auswertung
der Freitexteingabe abzuleiten. Anschließend werden mo¨gliche Hilfestellungen diskutiert
und entsprechende Anforderungen an das Konzept abgeleitet.
Bemerkung: Die Anforderung der Arbeit wird ab jetzt als die Voraussetzung der Arbeit
genannt, um den Begriff
”
Anforderung“ als Daten und als Bedarf zu unterscheiden.
4.1 Analyse aktueller Softwarelo¨sungen
In diesem Abschnitt werden die Werkzeuge RAT und KM aus dem Kapitel 3 diskutiert.
Der Dokumentationsprozess des RAT und KM wird als der Vergleichspunkt verwendet, um
einen U¨berblick u¨ber die Funktionsweise des Dokumentationsprozesses einer Anforderung
zu erhalten. Dieser Abschnitt wird in zwei Teile unterteilt. Im ersten Teil werden die
minimale Voraussetzungen der Arbeit besprochen. Dies sind die Funktionen, die RAT und
KM bereits haben, und die Kriterien, die in dieser Arbeit erfu¨llt werden mu¨ssen. In dem
zweiten Teil werden dann die weiterentwickelte oder neue Vorbrautsetzungen der Arbeit
aus RAT und KM untersucht, welche die Ma¨ngel von RAT und KM untersucht werden.
4.1.1 Minimale Voraussetzungen
Automatische Satzschablone Erkennung aus Freitext
Wie in Kapitel 3 erwa¨hnt, RAT und KM bieten die Mo¨glichkeit, eine textuelle Eingabe zu
einer Satzschablone zuzuordnen. Betrachtet man jetzt die Abbildung 3.5 in der Kapitel 3.
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Der Beispielsatz von der Abbildung 3.5 ist ein Beispiel von einer Satzschablone des KM.
Und gleich wie diese Arbeit, die Texteingaben des RAT und KM sind in Form von frei-
em Text. Die Eingaben werden als na¨chstes extrahiert und dazu bekommt man gereihten
Wortarten als Ergebnisse. Diese gereihten Wortarten werden mit dem existierenden Scha-
blone verglichen. Falls es zu einer der Schablone u¨bereinstimmt, wird der gesamte freie
Text als eine Anforderung mit der entsprechenden Satzschablone bezeichnet. Sonst wird
die Eingabe nicht akzeptiert und man muss dazu eine neue Satzschablone erzeugen.
Voraussetzung 4.1. Das System muss in der Lage sein, eine passende Satzschablone aus
einem grammatikalisch gleich strukturierten Freitext automatisch zu erkennen.
Voraussetzung 4.2. Das System muss in der Lage sein, neue Satzschablone bestehend
aus mehreren aneinander gereihten Wortarten zu definieren.
Wiederverwendung von Satzschablone
Die oben geschriebene Erkennungsalgorithmus wird auch bei der Erzeugung einer neuen
Satzschablone verwendet, da in KM beim Erstellen einer neuen Schablone ein Beispielsatz
angegeben werden muss, der auch in Form von freiem Text vorliegt. Die Idee der Nutzung
des Algorithmus dahinter sind, damit man nicht die gleiche strukturierte existierende Scha-
blone als eine neue Schablone erzeugt (Redundanz vermeiden) und in dem Fall, dass eine
Schablone nur ein Teil des Satzes ist, kann die Schablone durch das Algorithmus erkannt
und wiederverwendet werden. Die wiederverwendete Schablone wird dann als ein Teil der
neuen Schablone verwendet (siehe Abbildung 3.7.
Betrachtet man jetzt z.B.
”
die funktionale Anforderung mit Bedingung“ Schablone. An-
genommen es existiert schon die funktionale Anforderung Schablone und die Bedingung
Schablone. Mit dem Wiederverwendungskonzept des KM kann man die funktionale Anfor-
derung mit Bedingung Schablone aus der zwei vorhandenen Schablonen kombinieren. Diese
ermo¨glicht man, dass die komplexere Zusammenha¨nge aus bereits bekannten Schablonen
ableiten kann.
Voraussetzung 4.3. Das System muss in der Lage sein, beim Erzeugung einer neuen
Schablone auch andere Schablonen zu integrieren.
Semantische Rolle
Das letzte Konzept von RAT und KM, das als minimale Voraussetzung der Arbeit an-
genommen wird, ist das Konzept von semantischen Rollen. Bei RAT und KM hat jedes
Wort eine bestimmte Wortart (wie z.B. Nomen, Verb, Modalverb) und kann auch einer
semantische Rolle (wie z.B. Stakeholder, Aktion, System) zugeordnet sein. Bei der Abbil-
dung 3.6 schaut man, dass die Wortart
”
Nomen“ unterschiedliche semantische Rolle haben.
Die semantische Rollen bieten mehr Mo¨glichkeiten, eine Schablone auf vielen verschieden
Formen zu erstellen als nur mit Wortarten aus der Linguistik. Anderseits kann man die
semantische Rolle als der Kontext fu¨r die Vervollsta¨ndigungsvorschla¨ge des na¨chstes Wort
benutzt.
Voraussetzung 4.4. Das System muss in der Lage sein, semantische Rollen zu erkennen.
4.1.2 Weiterentwickelte Voraussetzungen
Ein Problem, welches sich fu¨r Nicht-Experten bei der Anwendung von RAT und KM stellt,
ist die fehlende Unterstu¨tzung bei Texteingaben, welche weder zur vordefinierten Schablo-
ne noch der vordefinierten Wortlisten entspricht. In diesem Fall, muss der Anwender die
angezeigten Fehler selbst interpretieren ko¨nnen, was dazu fu¨hrt, dass das Werkzeug nur
von Experten sinnvoll genutzt werden kann. Eine mo¨gliche Lo¨sung hierbei wa¨re eine Funk-
tion, welche dem Anwender mit Hilfe von Beispielen darstellt, wie er die aktuelle Eingabe
anpassen sollte, um die vordefinierten Satzschablonen einzuhalten.
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Voraussetzung 4.5. Das System sollte in der Lage sein, eine passende Satzschablone
vorzuschlagen, auch wenn die angegebene Eingabe nicht den vorgegebenen Satzschablone
entspricht.
Ein weiteres Verbesserungspotential in der Vereinfachung der Expertenwerkzeuge RAT
und KM, stellt die Autonomisierung der NLP-Algorithmen von Wortlisten dar. RAT ver-
wendet fu¨r die Erkennung von semantischen Rollen eine Kombination aus Wortarten und
Wortlisten. Wo¨rter welche nicht in der Wortliste enthalten sind, werden nicht korrekt er-
kannt, was zu einem hohen initialen Definitionsaufwand fu¨hrt, welcher vor allem fu¨r kleine
und mittelsta¨ndische Unternehmen nicht realisierbar ist. Zudem erfordert dieses Verfahren
entsprechendes Expertenwissen, was ebenfalls zu aufwa¨ndigen Schulungen und Mehrkosten
fu¨hrt. Um dies zu vermeiden, soll mit Hilfe aktueller computerlinguistischer Analyseverfah-
ren ein Konzept entwickelt werden, welches den fla¨chendeckenden Einsatz von Wortlisten
vermeidet. Welche folgt die Verbesserungsmo¨glichkeit von der Voraussetzung 4.4.
Voraussetzung 4.6. Das System muss in der Lage sein, semantische Rollen auch ohne
umfangreiche Wortlisten zu erkennen.
Andere Verbesserungspotential stellt die Benutzerfreundlichkeit der Anwendung dar. Da
RAT und KM Werkzeuge sind, welche fu¨r Anforderungsmanagementexperten ausgelegt
sind, sind die Kontextmenu¨s komplex und wenig intuitiv (siehe Abbildung 4.1.
Abbildung 4.1: Ein Screenshot von einem Menu des KM
Eine Lo¨sung hierfu¨r wa¨re eine vereinfachte Oberfla¨che, welche sich auf die wesentlichen
Merkmale beschra¨nkt und mo¨gliche Hilfestellungen nur dann einblendet, wenn diese be-
no¨tigt werden z.B. durch Popup-Menu¨s oder in einer Seitenleiste der Hauptanwendung.
Zusammenfassend sind die Funktionen, die RAT und KM fu¨r das Anforderungsmanage-
ment bereitstellen (Wiederverwendung von Satzschablonen, semantische Rolle, usw.), eine
gute Basis fu¨r das Konzept zur Dokumentationsprozess der Anforderung. Außerdem muss
man die Ma¨ngel von RAT und KM verbessern, die unter bestimmten Umsta¨nden den neu-
en Anforderungstext nicht erkennen oder mit seinem Muster abgleichen kann, so dass in
dieser Situation der Aufwand fu¨r den Benutzer nicht verschwendet wird.
4.2 Aufbau von Anforderungen
Fu¨r die vorliegende Arbeit dienen die Satzschablonen nach SOPHIST als Basis fu¨r die
Dokumentation eine gute Anforderung (siehe auch Kapitel 2). Da Satzschablonen jedoch
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die Freiheiten des Anwenders einschra¨nken, sollte das Konzept in der Lage sein, Freitex-
teingaben, automatisch in die vordefinierten Satzschablonen zu u¨berfu¨hren.
Voraussetzung 4.7. Das System sollte fa¨hig sein, einen Freitext zu der am ehesten zu-
treffenden Satzschablone umformen zu ko¨nnen.
Beispielsatz: Umformung eines unvollsta¨ndigen Text zu einer nicht funk-
tionale Anforderung
Der rote Apfel. –> Die <Eigenschaft?> des Apfels muss gleich rot sein.
Weil eine Satzschablone aus gereihten Wortarten oder semantische Rolle bestehend, muss
vor allem eine linguistische Analyse fu¨r die freie Texteingabe durchgefu¨hrt werden. Hierbei
werden die innerhalb der Eingabe befindlichen semantischen Rollen erkannt und markiert.
Die semantische Rollen in dieser Arbeit werden nach Satzschablonen von SOPHIST abge-
leitet. Daraus folgt folgende Voraussetzung fu¨r das vorliegende Konzept (Zusatzbedingung
zur Voraussetzung 4.4).
Voraussetzung 4.8. Das System muss in der Lage sein, semantische Rollen nach SO-
PHIST automatisch zu erkennen.
4.2.1 Gute Anforderungen
In diesem Abschnitt werden mehr auf die funktionale Anforderung und nicht-funktionale
Anforderung Satzschablone als die Bedingung Schablone betrachtet. Aus dem Kapitel 2,





Diese drei Arten werden jetzt diskutiert, denn eine gute bzw. standardisierte Anforde-
rung in dieser Arbeit ist eine Anforderung, die in einer der Satzschablone von SOPHIST
u¨bereinstimmt.
Das Auto des Jahres sollte dem Fahrer die Mo¨glichkeit bieten 4 Personen zu transportieren
SYSTEM PRIORITA¨T AKTEUR FUNKTION OBJEKT PROZESSWORD
Abbildung 4.2: Beispielsatz fu¨r eine funktionale Anforderung mit Benutzerinteraktion
Funktionalita¨t
Abbildung 4.2 zeigt ein Beispiel wie die Benutzerinteraktion-Funktionalita¨t aussieht. Die





Funktion“. Ohne die beiden semantischen Rollen wird dem Beispielsatz
als eine selbstta¨tige Systemaktivita¨t Anforderung erkannt
”
Das Auto des Jahres sollte 4
Personen transportieren“. Fu¨r die Schnittstellenanforderung, die wichtigste semantische
Rolle ist die semantische Rolle
”
Funktion“, welche mit dem Wort
”
fa¨hig sein“ gefu¨llt ist.
Dies beschreibt die funktionale Vereinbarungen und Einschra¨nkungen des System.
Außerdem u¨berlegt man andere Mo¨glichkeiten von einer guten funktionalen Anforderung,
indem man einen Teil der semantischen Rollen entfernt oder einfu¨gt. Der Satz der An-
forderung sollte in diesem Fall noch sinnvoll sein, damit der als eine gute Anforderung
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Das Auto sollte transportieren.(1)
Das Auto sollte fahren.(2)
bezeichnet werden kann. Betrachtet man nun die beiden folgenden Sa¨tze, welche die se-
mantische Rolle
”
Objekt“ entfernt werden 4.2.1.
Der (1) und (2) Satz haben die gleiche semantische Rolle, nur die Inhalte des Prozesswor-
tes ist unterschied. Der (2) Satz ist ein sinnvoller Satz, welche man als eine funktionale
Anforderung bezeichnet kann. Andernfalls der (1) Satz ist grammatikalisch richtig aber
semantisch nicht. Da das Verb
”
transportieren“ ein Objekt braucht, um der Satz sinn zu
machen. In deutscher Sprache gibt es Verben, die ohne Objekt sinnvoll (wie z.B. fahren, lau-
fen, fliegen) sind, die mindestens eine andere Objekt haben (wie z.B. transportieren, essen,
finden) und die mindestens zwei anderen Objekte (akkusativ und dativ) haben, wie z.B.
(bringen, empfehlen, geben). Falls das Prozesswort einer funktionalen Anforderung ist das
Verb mit mindestens zwei anderen Objekte sollte die Benutzerinteraktion-Funktionalita¨t
Art verwendet werden, da die
”
Akteur“ als das Dativ-Objekt des Satzes angewendet wer-
den kann. Daraus folgt, dass das Prozesswort eine große Rolle spielt, ob der Satz ein Objekt
hat oder nicht und welche Art von Funktionalita¨t der funktionalen Anforderung verwendet
wird.
Voraussetzung 4.9. Das System sollte in der Lage sein, Arten von Verben (Wortart) als
eine der Arten von Prozesswo¨rtern (semantische Rolle) zu erkennen.
Eine weitere Mo¨glichkeit ist durch eine zusa¨tzliche semantische Rolle heißt Pra¨zisierung.
Zu diesem semantische Rolle hat SOPHIST bei der detaillierter FunktionMASTer bzw.
funktionale Anforderung erla¨utert[Rol13]. Wobei die Detaillierungsmo¨glichkeiten beziehen










wessen?“. Auf der anderen Seite die Konkretisierung des









Aber in dieser Arbeit wird eine Pra¨zisierung oder Konkretisierung wie Definition 4.10
definiert.
Definition 4.10. Eine Pra¨zisierung ist eine Angabe (wie Zeitangabe, Lokalangabe, usw.),
ein Relativsatz oder ein Wortart, die eine semantische Rolle weiter erkla¨rt oder erga¨nzt.
Ab dem 15. Ma¨rz sollte das Auto fahren ko¨nnen.(3)
Das Auto sollte ab dem 15. Ma¨rz fahren ko¨nnen. (4)
Das Auto, dessen Farbe gelb ist, sollte fahren ko¨nnen.(5)
Der (3) und (4) Satz sind Beispiele von Zeitangaben als Pra¨zisierung des System in zwei
verschiedene Reihenfolge oder Position und der (5) Satz repra¨sentiert einen Relativsatz.
Diese drei Beispiele erkla¨rt, warum die Pra¨zisierung des SOPHIST wird nicht eins zu eins
benutzt, sondern weiter entwickelt. Erster Grund ist, die Zeitangabe oder andere Arten von
Angabe eines Satzes muss nicht unbedingt vor dem Prozesswort stehen. Na¨chster Grund
ist, eine Pra¨zisierung kann auch in ein ein Bezugsobjekt oder einen Akteur stattfindet.
Zur Erkennung einer Pra¨zisierung sollte man als erstes bestimmen, nach welcher seman-
tischen Rolle passt eine Pra¨zisierung an. Die Pra¨zisierung kann man z.B. mit der Hilfe
von Kombination zwischen NLP-Methoden und eigene selbst definierten Regeln erkennen
(siehe Abschnitt 5.1 fu¨r die ausfu¨hrliche Schritte).
Voraussetzung 4.11. Das System sollte in der Lage sein, die Pra¨zisierungen der Anfor-
derung zu erkennen.
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Aber was passiert, wenn der Pra¨zisierungen komplex oder zu viel sind?
Die Fra¨smaschine, die vier Fra¨sern mit Typ XZ1 hat, muss fa¨hig sein,
Metalle mit hohem Widerstand mit Bezug auf das Referenzmodell




Der (6) Satz hat eine Pra¨zisierung fu¨r die Fra¨smaschine, eine innere Pra¨zisierung fu¨r den
Fra¨ser und viele Pra¨zisierungen fu¨r Metalle. Es wird u¨berlegt, ob es sinnvoll ist, alle diese
Angaben zu speichern. Hierbei betrachtet man den (5) und (6) Satz. Die Pra¨zisierung
dieser Sa¨tze beschreibt die Eigenschaft von einem Nomen (Bezugsobjekt oder Objekt),
welche ein Eigenschaft oder Attribut ein offensichtliche Kennzeichnung ist um eine nicht-
funktionale Anforderung (sieheKapitel 2) zu spezifizieren. Auf diesem Grund kann z.B.
diese Pra¨zisierung als eine andere Anforderung speichern, zudem betrachtet man wieder
der (5) Satz. Dieser Satz kann dann in zwei Teilen zerteilt und zwar zu einer funktionalen
Anforderung und einer nicht-funktionalen Anforderung.
Das Auto sollte fahren ko¨nnen.(7)
Die Farbe des Autos sollte gleich gelb sein.(8)
In dem Fall von (3) und (4) Satz, die Pra¨zisierung
”
Ab dem 15. Ma¨rz“ beschreibt die
Bedingung oder Einschra¨nkung von der gesamte Anforderung. Hierbei kann die Bedingung
Satzschablone (siehe Abbildungen .3 und .4) angewendet werden. Da die Pra¨zisierung als
ein Ereignis interpretiert werden kann, benutzt man die
”
Solange“ Bedingungsschablone.
Sodass die Anforderung kann wie folgt formuliert,
”
Solange die Datum 15 Ma¨rz ist, sollte
das Auto fahren ko¨nnen“. Falls die 4.11 erfu¨llt ist, dann sollte man z.B einen Auslo¨ser
definieren um den Unterschied zwischen Pra¨zisierung eines Objekt und Pra¨zisierung der
gesamten Anforderung zu kennzeichnen (siehe Abbildung 4.3).
Voraussetzung 4.12. Das System sollte in der Lage sein, die Pra¨zisierung von einem
Objekt und gesamten Anforderung zu unterscheiden.
Bemerkung: Der Grund, warum eine Anforderung mit komplexe Sa¨tze wird zu mehre-
ren einfacher Anforderung zerteilt, ist, basierend auf die Auswertung von der Christina
Niklaus kann die Pra¨zision und Ru¨ckverfolgbarkeit einer Information-Extraktion System
verbessert wird [Nik19]. Was mit Ru¨ckverfolgbarkeit in dieser Arbeit gemeint ist, die Fa¨-
higkeit, vorhandene oder existierende Objekte der Anwendung wiederzuverwenden und die











Abbildung 4.3: Mo¨gliche Kategorien der Pra¨zisierung
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4.2.2 Problematische Anforderungen
Einige Arten von einer guten Anforderung wurde gerade besprochen. Nun bleibt die Frage,
ob im Allgemein die Anforderungen, die in der Realita¨t gefunden wird, vollsta¨ndig oder
recht strukturiert sind. Die Antwort ist offensichtlich nein. Da manche Anforderung un-
vollsta¨ndig, unklar, nicht eindeutig ist. Um das Problem genauer zu wissen, betrachtet
man jetzt dieses Beispiel:
Beispielsatz: Eine unklare Anforderung
Das System muss robust sein.
Das Problem in diesem Beispielanforderung ist das Wort
”
robust“. Robustes System ist in
der Tat eine sehr wu¨nschenswerte Sache, aber es gibt kein quantitatives Element in dieser
Aussage, weil man die Robustheit so nicht messen kann.
Den Ausdruck von Robustheit durch Metriken, die im Allgemeinen als Indikator fu¨r diese
Qualita¨t verwendet werden, ist eine schnelle und einfache Mo¨glichkeit, die vom Kunden
bereitgestellten Information zu verbessern. In diesem Fall kann zum Beispiel die Abfrage
der Zielzeit fu¨r einen Neustart nach einem Fehler, als eine Indikator der Robustheit des
System verwendet werden.
Ein weiteres Problem ist die Unvollsta¨ndigkeit einer Anforderung. Schaut man jetzt den
(8) Satz einer nicht-funktionalen Anforderung. Aus dem Beispiel wird untersucht, die Mo¨g-
lichkeit einer unvollsta¨ndigen Anforderung zu permutieren, indem bestimmte semantische
Rolle oder einen Teil der Schablone entfernt wird. Die Ziele von diesen Permutationen ist
wie bei der funktionalen Anforderung Permutationen 4.2.1 aber fokussiert mehr auf die
Richtung schlechte Anforderung zu finden.
Die Farbe sollte gleich gelb sein.(9)
Das Auto sollte gleich gelb sein.(10)
Die Farbe des Autos sollte gelb sein.(11)
Das Auto sollte lackiert werden.(12)
Dem Satz (11) wurde der Vergleichsoperator entfernt. Trotzdem hat er dieselbe Bedeutung
wie die urspru¨ngliche Anforderung. Dies ist jedoch nicht immer der Fall, wenn das Ver-
gleichsoperator nicht
”
gleich“ ist. In dem Fall die Vergleichsoperatoren
”
ungleich, gro¨ßer
als, oder kleiner als“ verwendet werden, unterscheiden sich die Bedeutungen zwischen der
urspru¨nglichen und der modifizierten Anforderung. Der (9) Satz ist unvollsta¨ndig, da der
fehlt
”
auf welche System wird die Farbe gleich gelb sein“. Der (12) Satz ist eigentlich eine
vollsta¨ndige funktionale Anforderung Schablone aber zudem kann man z.B. der fehlende
Attributswert ausfu¨llen.
Das Beispiel (10) ist etwas anders, obwohl die semantische Rolle
”
Attribut“ fehlt ist, kann
man mo¨glicherweise das fehlende Attribut zum Beispiel mit Hilfe einer Ontologie-basierte
Datenbank erfu¨llen (siehe Kapitel 2 noch nicht geschrieben). Im Vergleich zu einem norma-
len Datenbank, Ontologie-basierte Datenbank kann Beziehungen zwischen den Daten von
unterschiedlichen Klassen abbilden. Klassen hierbei sind die semantischen Rollen. Dies be-






Eine Ontologie-basierte Datenbank oder eine andere a¨hnliche Methode kann die Eindeutig-
keit einer Anforderung nicht garantieren, da nicht alle Attributswerte eindeutig sind. Be-
trachtet man z.B. den Satz
”




ist nicht eindeutig, da es verschiedene Attribute wie Geschwindigkeit oder Laufzeit gibt,
die durch das Wort
”
schnell“ beschrieben werden ko¨nnen. Die nicht eindeutigen Attributs-
werte ko¨nnen mit dem gleichen Verfahren behoben werden, wie bei Satz (9) oder (12) Satz.
Die Eindeutigkeit und Vollsta¨ndigkeit einer Anforderung ist wichtig fu¨r die Performanz des
Systems.
Außerdem kann aus dem obigen Beispiel ein anderes Problem identifiziert werden, na¨mlich
wie zwischen die semantische Rolle
”




Voraussetzung 4.13. Das System sollte fa¨hig sein, zwischen einem System und einem
Attribut zu unterscheiden. Die beide sind eine semantische Rolle mit gleichem Wortart-
Markierung und Abha¨ngigkeit-Markierung (NOUN sb).
Eine mo¨gliche Lo¨sung zu der Voraussetzung 4.13 ist durch der Nutzung von einer Wortlis-
te oder ein Datenbank. Die Liste sollte die Wo¨rter enthalten, die die Kandidaten fu¨r die
semantischen Rolle
”







nigung“ sind. In der Tabelle 2.1 aus Grundlagen Kapitel, werden Informationen zu den
semantischen Rollen gegeben.
4.2.3 Andere Problemen einer Extraktion eines Textes
Das Lernspektrum im Kontext der natu¨rlichen Sprache ist zweifellos riesig, deshalb gibt es
auch viele Probleme, die beim Extrahieren eines Freitextes mit Hilfe einem NLP-Werkzeug
entstehen ko¨nnen. Genauso wie im vorherigen Abschnitt werden weitere Beispielsa¨tze un-
tersucht, die zu verschiedenen Problemen oder Aspekte des Extraktionsprozesses fu¨hren.
Aufza¨hlung
Beispielsatz: Aufza¨hlung Problem
Die Tu¨r muss aus zwei Scharniere [,] sechs Schrauben [,] und einen Griff bestehen
Das Beispiel ist eine selbstta¨tige Systemaktivita¨t funktionale Anforderung mit 3 Objekten.
Es geht hier um eine Aufza¨hlungsproblem, wobei dieser Satz mehrere Objekte hat.
Voraussetzung 4.14. Das System sollte in der Lage sein, einen komplexen Satz in einen
relativ einfacheren Satz umzuwandeln.
Es gibt zwei Lo¨sung zur 4.14: Entweder mache die Struktur des Satzschablone flexibler
oder zerteilen die Aufza¨hlung zu mehreren Anforderung. Was damit gemeint mit flexibler
zu dem obigen Beispielsatz ist wie folgt:
Oberklasse: Funktionale Anforderung
Schablone Name : Selbstta¨tige Systemaktivita¨t Funktionale Anforderung mit mehreren
Objekte
<SYSTEM> <PRIO> LIST<OBJEKTE> <PROZESS WORD>
Als Beispiel kann das System dem Benutzer die Mo¨glichkeit bieten, eine neue Arten von
Satzschablone zu definieren, bevor die Anforderung gespeichert werden. Die Oberklasse
der neuen Satzschablone sollte automatisch definiert, basierend auf eine Satzschablone-
Erkennungsalgorithmen, aber falls es noch nicht bekannt ist, fragt das System den Benut-
zer nach dem Name der Oberklasse. Anderer Fall ist, wenn der Struktur der Satzschablone
gleich bleibt. Dann wird die semantische Rolle
”
<OBJEKT>“ alle Objekte der Anforde-
rung beinhalten, wobei die Regel des Extraktionsprozess wie beno¨tigt gea¨ndert werden
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sollte. Außerdem kann das gleiche Verfahren von den [Nik19] verwendet werden. Dieses
Verfahren wird den Beispielsatz zu 3 funktionale Anforderungen mit jeweils eine Objekte
zerteilt.
Die Tu¨r muss aus zwei Schaniere bestehen.
Die Tu¨r muss aus sechs Schrauben bestehen.
Die Tu¨r muss aus einen Griff bestehen.
Die Zusammenhang zwischen die zerteilte Anforderungen ko¨nnen danach zum Beispiel
sortiert nach der Name des Systems oder des Prozesswortes (siehe Bemerkung 4.2.1).
Adjektivdeklination
Beispielsatz: Adjektivdeklination Problem
Das gelbe Auto sollte fahren ko¨nnen.
Dieses Problem ist ein bisschen kniﬄig. In natu¨rliche Sprache es ist u¨blich eine Adjektiv-
deklination zu verwenden um die Eingenschaft des Objekts zu definieren, welche wichtig
ist fu¨r eine nicht-funktionale Anforderung.
Voraussetzung 4.15. Das System sollte fa¨hig sein, Adjektivdeklination Problem zu be-
handeln
Als eine der Lo¨sung zu diesem Problem 4.15: Von der Beispielanforderung wird eine neue
nicht-funktionale Anforderung erzeugt. Die Adjektivdeklination der ersten Anforderung
wird dann als Inhalt des Attributswerts in der neuen erzeugten nicht-funktionale Anfor-
derung betrachtet.
Falls eine Ontologie-basierte Datenbank schon existiert, kann eine Funktion entworfen wer-
den, die die semantische Rolle
”
Attribut“ automatisch von dem Inhalt des Attirbutswerts
generiert. Der Beispielsatz wird anhand der Adjektivdeklination
”




Die <Farbe ?> des Autos sollte gleich gelb sein
Schwache Worte
Beispielsatz: Schwache Worte
Es sollte fa¨hig sein, eine E-mail zu schreiben. Das System muss robust sein.
Schwache Worte (siehe Abschnitt sec:weakWord) sind im Grunde ein Pronomen oder ein
Adjektiv, die unklar oder nicht eindeutig sind. Der Erkennungsprozess von schwachen Wo¨r-
tern kann z.B. mithilfe von einer vordefinierten Wortliste und von Regeln, die Pronomen
extrahieren, erreicht werden. Nach der Erkennung kann Hilfestellungen angeboten werden,
z.B. eine Pop-Up Frage, um die Unklarheit zu beheben.
Voraussetzung 4.16. Das System sollte fa¨hig sein, Schwache Worte (engl. Weak Words)
anhand einer vordefinierten Wortliste zu detektieren.
Sonderzeichnen und Abku¨rzung
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Beispielsatz: Sonderzeichnen und Abku¨rzung Problem
Das Produkt bzw. das Essen von A&W sollte 30% billiger als KFC.
Voraussetzung 4.17. Das System sollte fa¨hig sein, Sonderzeichen und Abku¨rzungen zu
benutzen oder zu einem anderen Form umzuformen.
Das Problem 4.17 kann man lo¨sen, falls es eine Regel existiert, die das Sonderzeichen und
die Abha¨ngigkeit zwischen dem Sonderzeichen und anderen Wo¨rtern erkennt, die nicht so
einfach sind. Als Beispiel betrachtet man das Wort
”
A& W“ und die
”
zwei Schaniere &
sechs Schrauben“. Die beiden Worte haben das Sonderzeichen
”
&“ aber eine ist nur ein
Objekt und die andere sind zwei Objekte.
Das spaCy gibt uns die Mo¨glichkeit, ein solches Ereignis zu trainieren. Zuerst wird ein Mo-
dell von spaCy geladen. Dies hat schon Wortart-Markierungen und andere Markierungen,
die bereits auf Basis des TIGER-Korpus trainiert sind. Dieses Modell kann mit neuen Trai-
ningsdaten trainiert werden. Die Struktur der Beispiel-Trainingsdaten besteht aus einem




Das A& W ist eine Firma“, [(4, 6, ’ORG’)]),
(
”
Die C& A wird eine neue Kleidungen morgen verkaufen“, [(4, 6, ’ORG’)]),
(
”
Die Tu¨r bestehen aus zwei Schaniere & sechs Schrauben“, [(21, 34, ’BESTANDTEIL’),
(38, 51, ’BESTANDTEIL’) ])],
In spaCy,
”
ORG“ ist eine Wortart-Markierung fu¨r eine Organisation. Aber man kann auch
eigene Wortart-Markierung definieren, wie z.B.
”
BESTANDTEIL“, die aus einem Anzahl
und Objekt (Wortart) besteht. Die Zusammenhang zwischen der Anzahl und ihrem Objekt






Das Ziel dieser Arbeit ist es, eine einfache Prototyp-Anwendung zu erstellen, die einen
Freitext analysiert oder extrahiert. Die extrahierten Ergebnisse werden dann in einer der
Schablonen klassifiziert. Im Rahmen dieser Arbeit (siehe Abbildung 5.1 fu¨r das Konzept-
schema) sollen im ersten Schritt Anforderungsdokumente aus der Praxis (unter anderem
aus dem Projekt-Konsortium DAM4KMU) gesichtet und analysiert werden. Anhand die-
ser Daten, sollen generische Anwendungsfa¨lle abgeleitet werden, welche als Grundlage der
Entwicklung der digitalen Assistenzmethoden dienen.












Form einer der 
Schablonen? 
Hilfestellungen
Abbildung 5.1: Das Konzeptschema dieser Arbeit [Fri19]
Generell wird hierbei das Konzept verfolgt, Anforderungsautoren mit Hilfe von Algorith-
men zur Autovervollsta¨ndigung mit mo¨glichen Vervollsta¨ndigungs-Mo¨glichkeiten zu un-
terstu¨tzen. Dies soll es ermo¨glichen, schon wa¨hrend der Eingabe einer Anforderung, die
damit in Verbindung stehenden Objekte zu verknu¨pfen (siehe Abbildung 5.2).
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Auto <n> :  BZO
Haus <n> : BZO
Arm <m> :  BZO
Aaron <m> : Akteur





















BZO : Bezugsobjekt        <n> : neutraler Artikel       <m> : maskuliner Artikel 
Abbildung 5.2: Beispiel Verknu¨pfung, die nach der Eingabe eines Freitext erzeugt wird.
In einem zweiten Schritt soll der bereits erzeugte Text mit den in der Literatur definierten
Anforderungsschablonen abgeglichen werden und dem Anwender die am besten zutref-
fendste Schablone angeboten werden. Sollte der Anwender eine der angezeigten Schablo-
nen wa¨hlen, wird der bisherige Text, automatisch in die gewa¨hlte Schablone u¨berfu¨hrt. Um
dies zu gewa¨hrleisten, sollen die bereits eingegebenen Worte zur Laufzeit hinsichtlich ihrer
Wortart und ihrer Funktion innerhalb des Satzes analysiert werden. Basierend auf den












Bei der Erkennung von System oder Bezugsobjekt, Priorita¨t und Prozesswort, kann im
Rahmen dieser Arbeit auf die Masterarbeit von “Automatisierte Extraktion sicherheitsre-
levanter Anforderungen aus juristischen und technischen Dokumenten” [Sri19] angeknu¨pft
werden. Frau Srikanthan hat in ihrer Arbeit ein Verfahren entwickelt, welches es ermo¨g-
licht Anforderungen mit und ohne Bedingung aus Freitext zu extrahieren. Anschließend
werden mit Hilfe von Verarbeitung von natu¨rlicher Sprache (engl. NLP) Methoden das
System, die Priorita¨t und das Prozesswort extrahiert. Dieses Verfahren soll im Rahmen
dieser Arbeit um die oben genannten Begriffe erweitert werden.
Basierend auf der Extraktion dieser semantischen Rollen, soll zum einen die Datenbank
hinsichtlich bereits bekannter Objekte durchsucht werden. Dies soll verhindern, dass Ob-
jekte mehrmals instanziiert, oder jeweils in unterschiedlicher Form genannt werden. Hierbei
5.1 Linguistische Aufbereitung von Freitext 37
Name des Nomen Abha¨ngigkeitsmarkierung
Schuhe sb (Subjekt)
Benutzer da (Dativ Objekt)
Mo¨glichkeit oa (Akkusativ Objekt)
Berge oa (Akkusativ Objekt)
Tabelle 5.1: Liste von Nomen aus der Abbildung 5.3
soll im Rahmen dieser Arbeit die Anwendung heuristischer als auch lernbasierter Verfahren
untersucht werden. Diese Schritte aus dem Konzeptschema werden dann in diesem Kapitel
in einem separaten Abschnitt na¨her erla¨utert.
5.1 Linguistische Aufbereitung von Freitext
Wie in Kapitel 4 und Kapitel 2 erkla¨rt, Werkzeuge der Verarbeitung von natu¨rlicher Spra-
che (NLP) ko¨nnen Texte oder Sa¨tze in Tokens extrahieren. Hierbei werden auch Markierun-
gen wie Wortart-Markierung und Abha¨ngigkeitsmarkierung zu jedem tokenisierten Wort
gegeben. Die Frage ist, ob es bereits ausreicht, nur die tokenisierte Wo¨rter zu verwenden,
um die Freitext Eingabe in einer standardisierte Anforderungsschablone umzuwandeln.
Um die zu antworten, betrachtet man jetzt diese Abbildung 5.3.
Die Schuhe mu¨ssen dem Benutzer die Mo¨glichkeit bieten, auf Berge zu klettern










Abbildung 5.3: Beispiel fu¨r Tokenisierung eines Textes in Wortart-Markierung und Ab-
ha¨ngigkeitsanalyse aus spaCy.
Das obige Beispiel ist eigentlich ein Standardbeispiel fu¨r funktionale Anforderung nach
Chris Rupp [Rup14] oder nach SOPHIST. Aber nur mit dem Wortart-Markierung von
dem spaCy selbst, ko¨nnen die Wo¨rter aus dem Text nicht als die semantische Rolle von
der Schablone (siehe Tabelle 2.1) umgewandelt werden. Der Grund dafu¨r ist, dass Wortart-
Markierung wie zum Beispiel die DET + NOUN in der Abbildung 5.3 die Unterschiede
zwischen einem System, einem Objekt oder einem Akteur nicht erkennen werden ko¨nnen.
Semantische-Rolle-Erkenner
Zu diesem Problem werden Regeln zur Angabe der Unterschiede zwischen dem erstellt.
Die Idee ist, die Ergebnisse der Abha¨ngigkeitsanalyse und Wortart-Markierung zu kom-








Berge“, die jeweils das
”
NOUN“ als Wortart-Markierung haben.
In Tabelle 5.1 sieht man, dass jedes Wort unterschiedliche Abha¨ngigkeitsmarkierung hat.
Diese Markierung wird als die na¨chste Filterschritt verwendet. Es wird wie folgt definiert,
dass die Wo¨rter, die
”
NOUN“ als Wortart-Markierung und
”
sb“ (Subjekt) als Abha¨ngig-
keitsmarkierung haben, die semantische Rolle
”
System“ sind. In dem Fall der Abha¨ngig-
keitsmarkierung
”
da“ (Dativ Objekt) ist, dann wird das Wort als der
”
Akteur“ von der
Schablone betrachtet und wenn es um ein
”







Mo¨glichkeit“ ist besonders, es wird nicht als ein Objekt der Schablone betrach-
tet, da es ein wichtiges Stichwort von der Schablone-arten nach Chris Rupp. Der gesamte
Ausdruck
”
die Mo¨glichkeit bieten“ ist eine
”
funktionales Wort“, die der Benutzerinteraktion
des Systems repra¨sentiert. Um den Ausdruck zu extrahieren, sollte der Semantische-Rollen-
Erkenner beispielsweise eine Regel haben, wenn er das Wort
”
Mo¨glichkeit“ erkennt, sucht
der Erkenner, ob das Wort mit dem Verb
”
bieten“ abha¨ngig ist. Wenn dies der Fall ist, soll-






Nicht alle semantische Rolle aus der Schablone ko¨nnen mit der Kombinationen von Wortart-
Markierung und Abha¨ngigkeitsmarkierung abgedeckt werden. Zu dem betrachten wir jetzt
die nicht-funktionale Anforderung Schablone und die Abbildung 5.4.
Die Farbe des Autos sollte gleich gelb sein






Abbildung 5.4: Beispielsatz fu¨r Nicht-funktionale Anforderung mit ihrer Tokenisierung
Das Wort
”
Farbe“ im Beispiel 5.4 hat die gleiche Wortart-Markierung und Abha¨ngig-
keitsmarkierung wie das Wort
”
Schuhe“ im Beispiel 5.3, jedoch aus der Perspektive der
Satzschablone die semantischen rollen von beider Beispiele sind unterschiedlich. Die se-
mantische Rolle des Wortes
”
Farbe“ ist ein Attribut und das anderes Wort
”
Schuhe“ ist ein
Bezugsobjekt (siehe Voraussetzung 4.13). Deswegen sollte man eine anderen Weg finden,




System“ zu unterscheiden. Wie bei der Kapi-
tel 4 kann zum Beispiel Ontologie-basierte Datenbank verwendet werden, um die Beziehung
zwischen geeigneten Adjektive und die semantische Rolle
”
Attribute“ zu bestimmen.
Andere Weg kann man eine bestimmte Wortliste verwenden, wobei die Wo¨rter der Lis-
te als ein Attribut angesehen werden ko¨nnen. Die Kandidaten fu¨r diese Wortliste ist ein
Substantiv oder Nomen, das ein anderes Nomen beschreiben oder modifizieren kann. Zu-
dem sind die nominalisierte Worte ein guter Kandidat. Ein nominalisiertes Wort ist ein
Wort, das durch Nominalisierung eines Verbs oder eines Adjektivs erhalten wird. Wie in
Abschnitt 2.2.1.2 bereits erkla¨rt, Verben beschreiben eine Handlung oder ein Ereignis in
syntaktische Aspekt eines Texts. Es folgt dann, dass ein nominalisierte Wort von einem
Verb kann auch ein Substantiv modifizieren, wegen seiner Herkunft als ein Handlung. Ne-
ben der nominalisierten Worte sind Worte mit Endungen -heit, -keit, -ta¨t, und -zahl als
ein Attribut auch geeignet (siehe Tabelle 5.5).
Wortendung Beispielsatz
-heit Die Gesundheit des Patient
-keit Die Geschwindigkeit des Autos
-ta¨t Die Qualita¨t des Systems
-zahl Die Postleitzahl der Stadt
Nominalisiertes Wort Der Druck der Maschine
Abbildung 5.5: Beispiel Regel fu¨r Bestimmung eines Attributs 5.3
Nachdem eine Wortliste definiert wurde, wenn der Semantische-Rollen-Erkenner ein Ob-
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jekt erkannt, wird ein Abgleich zwischen die lemmatisierte Eingabe und die Wortliste
ausgefu¨hrt. Falls die Eingabe in die Liste vorkommt, dann die semantische Rolle ist ein
Attribut, sonst wird es als entweder ein System, Akteur oder Objekt betrachtet. Die gesam-
te Liste von semantischen Rollen mit ihrem Beispiel und entsprechenden Wortart werden
in die Tabelle 5.2 dargestellt.
Semantische Rolle Wortart aus der Linguistik Beispielwort
System Subjekt Auto, Tu¨r
Attribute Subjekt Geschwindigkeit, Farbe
Objekt Akkusative Objekt Auto, Tu¨r
Akteur Dativ Objekt Admin, Benutzer
Priorita¨t Modalverb muss, sollte, wird
Funktion Wo¨rter festes Wort fa¨hig sein, die Mo¨glichkeit bieten
Vergleichsoperator Adverb gleich, ungleich, mindestens
Attributswert Adjektiv gelb, blau, stark, schnell
Prozessword Verb fahren, geben, bekommen
Konditionswort Konjunktiv, Adverb Falls, Sobald, Solange
Tabelle 5.2: Semantische Rolle mit ihrem Vergleich zu dem Wortart aus der Linguistik
5.2 Klassifikation der Texteingabe
In diesem Abschnitt wird ein Konzept zur Klassifizierung eines freien Texts in eine Satz-
schablone erla¨utert. In Kapitel 2 wurde es definiert, dass es verschiedene Methoden des
maschinellen Lernens gibt, um einen Text oder eine Eingabe zu klassifizieren, wie die Re-
kurrentes neuronale Netze (RNN), Long Short Term Memory (LSTM), Hidden Markov
Model (HMM) und Stu¨tzvektormaschine (SVM). Wegen wenigen Trainingsdaten werden
LSTM bzw. RNN in dieser Arbeit nicht benutzt.
Das entschiedene Verfahren, das fu¨r die Klassifikation verwendet wird, ist das SVM-
Verfahren. Gleich wie bei der anderen Klassifikation Verfahren braucht SVM Trainingsda-
ten und Kategorien. In diesem Fall werden Satzschablone als Kategorien der SVM und die
extrahierte semantische Rollen als die eingegebene Trainingsdaten. Warum nicht die Texte
selbst als die Eingabe? Es gibt zwei Begru¨ndung dafu¨r. Erster Grund, eine Satzschablone
der SOPHIST besteht aus ihren einzigartigen Wortarten, welche die in dieser Arbeit als
semantische Rollen genannt werden. Der andere Grund ist, durch die Verwendung der se-
mantischen Rollen als Eingabe sind die Anzahl der Kategorien der SVM niedriger als durch
einzelne eindeutige Wo¨rter. Je niedriger die Kategorien sind, desto weniger Trainingsdaten
werden beno¨tigt, was bei dieser Arbeit der Fall ist.
Die semantische Rollen werden als na¨chstes in Form von TF-IDF (term frequency-inverse
document frequency) umgewandelt. Die TF-IDF wird benutzt, um die Wichtigkeit einer
semantische Rolle des aktuellen Text im Vergleich zu anderen semantischen Rollen zu
bestimmen. Der TF-IDF-Wert einer semantischen Rolle erho¨ht sich proportional zu der
Ha¨ufigkeit, mit der die semantische Rolle im Text vorkommt. Die Werte werden in Form
eines Vektors gespeichert und fu¨r die SVM trainiert. Da die Trainingsdaten aus Vektoren
von Ha¨ufigkeiten der semantischen Rollen sind, ermo¨glicht diese eine Klassifikation der
Texteingabe in eine Satzschablone, ohne die Reihenfolge von den extrahierten semantischen
Rollen zu beru¨cksichtigen.
Ein weiterer Algorithmus fu¨r maschinelles Lernen bei geringen Datenmengen ist der HMM
(Hidden Markov Model). Im Vergleich zu SVM werden die initialen Trainingsdaten als
Wahrscheinlichkeit Matrizen ersetzen (siehe Kapitel 2. Die semantischen Rollen sind die
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Zusta¨nde des HMM und die Satzschablonen sind die beobachteten Symbolen. Es gibt also
insgesamt drei Matrizen, die wichtig fu¨r HMM sind, und zwar: die Matrize der Anfangs-
wahrscheinlichkeit, die Matrize der U¨bergangswahrscheinlichkeit, und die Matrize der Aus-
gabewahrscheinlichkeit. Die Anfangswahrscheinlichkeit bestimmt die semantischen Rollen
initialer Wahrscheinlichkeit und die U¨bergange zwischen den semantischen Rollen wird
von die U¨bergangswahrscheinlichkeit gesteuert. Die Ausgabewahrscheinlichkeit kontrol-
liert dann welche Schablone als Ausgabe kommt. Die Position zwischen der semantischen
Rolle und der Schablone kann ausgetauscht werden, sodass z.B. die na¨chste semantischen
Rolle vorhergesagt werden ko¨nnen.
Schablone-Ranking
Nur eine einzelne Satzschablone zu repra¨sentieren ist anscheinend nicht so innovativ, aus
diesem Grund kann ein Satzschablone-Ranking dargestellt werden, indem der prozentua-
le Ansicht jeder Schablone berechnet wird. Die Idee ist, dass der Benutzer eine andere
mo¨gliche a¨hnliche Schablone neben der besten u¨berlegen kann.
5.3 Unterstu¨tzung durch Autovervollsta¨ndigung und andere
Hilfestellungen
In diesem Abschnitt werden Hilfestellungen der Dokumentationsassistenten beschrieben.
Als erstes wird ein Entwurf fu¨r eine ideale oder gute Autovervollsta¨ndigung u¨berlegt.
Danach wird eine Hilfestellung zur Vorhersage des na¨chstes Wortes besprochen, die von der
Autovervollsta¨ndigung verwendet wird. Zum Schluss wird das Konzept zur automatischen
Umformung in eine Satzschablone entwickelt.
Autovervollsta¨ndigung
Stellen Sie sich vor, dass man wa¨hrend der Anforderungsdokumentation Ablauf die kom-
plette Sa¨tze selbst schreiben muss. Dies wird zu einem Problem fu¨hrt, wenn dem Schreiber
nicht weißt, was er alles nennen muss um einen standardisierten und vollsta¨ndigen Anforde-
rung zu formulieren. Daneben besteht auch die Mo¨glichkeit eines Tippfehlers wa¨hrend des
Schreibens. Um diese Problem zu lo¨sen oder zu vermeiden gibt es verschiedene Lo¨sungen
wie zum Beispiel durch eine Autovervollsta¨ndigungsfunktion oder durch die Verwendung
einer Anwendung zur Erkennung (bzw. Autokorrektur) von Rechtschreibfehlern (z.B. fu¨r
Grammarly, LanguageTool, Reverso usw.).
Autovervollsta¨ndigung ist eine Hilfestellung, die viele Vorteile bietet. Bei ordnungsgema¨ßer
Implementierung ko¨nnen Suchvorschla¨ge beispielsweise die Produktentdeckung anregen,
den Umfang Ihrer Benutzer nach Kategorien eingrenzen oder Rechtschreibfehler korri-
gieren. Was brauchen wir im Allgemeinen, um eine grundlegende Autovervollsta¨ndigung
durchzufu¨hren? Normalweise eine Autovervollsta¨ndigung besteht es aus (Pra¨fix-) Eingabe
und eine Liste mo¨glicher Ausgaben. Die Pra¨fix-Eingabe wird als Einschra¨nkung verwen-
det, die die Ausgabedaten aus der Liste der mo¨glichen Ausgaben filtert. Andere Ein-
schra¨nkungen wie z.B. die Zeit oder die Ha¨ufigkeit der Verwendung des Vorschlags ko¨nnen
hinzugefu¨gt werden, um die automatische Vervollsta¨ndigung pra¨ziser und interaktiver zu
gestalten.
Von letztem Abschnitt ko¨nnen semantischen Rollen von einem Text abgeleitet werden.
Die Idee fu¨r die Autovervollsta¨ndigung dieser Arbeit ist die Verwendung von den semanti-
schen Rollen als die andere Einschra¨nkung. Was aber fu¨r die Vervollsta¨ndigungsvorschla¨ge
beno¨tigt wird, ergibt sich nicht aus den aktuellen semantischen Rollen, sondern aus den
semantischen Rollen des na¨chsten Wortes. Deswegen wird ein Verfahren beno¨tigt, um das
na¨chste Wort oder na¨chste semantische Rolle unter Verwendung des vorherigen Wort zu
vorhersagen (siehe na¨chster Abschnitt).
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Funktionale Anforderung
Das Auto muss  <Akteur>  <Funkt ionswor t> < O b j e k t >  fahren können. 
Nicht Funktionale Anforderung mit Bedingung
50%
Das Auto  muss  200km/h  schnell  fahren können
[Bezugsobjekt] [Eigenschaft-Wert][Pr ior i tätswort] [Adjekt ive] [Prozesswort]
Nicht Funktionale Anforderung
Satz mit passender Schablone 
umstellen 













Abbildung 5.6: Beispiel Ablauf von einer Satzumstellung durch die Anpassung einer pas-
senden Satzschablone.
Vorhersage des na¨chstes Wortes
Nach der Eingabe eines Wortes, sollte das na¨chste Wort berechnet werden. Dieses Pro-
blem 4.16 ist auch ein Art von Textklassifikation oder Mustererkennung Problem. Wie
bereits erwa¨hnt bei der letzten Abschnitt 5.2, es gibt mehrere Arten von Verfahren, die
fu¨r die Textmusterkennung geeignet sind. Aber fu¨r das na¨chstes Wort wird in dieser Ar-
beit ein einfache Markovketten verwendet. Die extrahierte semantischen Rollen aus der
Semantische-Rollen-Erkenner werden als Eingabe benutzt.
In der Graphentheorie der Markovketten sind die semantischen Rollen hier die Knoten
und fu¨r die Kanten wird sie durch die U¨bergangswahrscheinlichkeit von einer semantischen
Rolle zur anderen semantischen Rollen dargestellt. Die Wahrscheinlichkeit eines U¨bergangs
zwischen der anfa¨nglichen und der na¨chsten semantischen Rolle kann bestimmt werden,
indem man zuerst die Anzahl des Vorkommens des U¨bergangs zwischen der ersten und der
na¨chsten Rolle berechnet und dann dividiert man die durch alle mo¨glichen U¨berga¨nge der
Startknoten.
Automatische Umformung in eine Satzschablone
Nach der vollsta¨ndigen Eingabe eines Wortes, soll anschließend der bisher eingegebene
Text, dessen Worte und bzw. deren semantischen Rollen mit den in der Literatur be-
schriebenen Anforderungsschablonen abgeglichen werden. Je nach Ha¨ufigkeit zutreffender
semantischen Rollen innerhalb einer Satzschablone, wird die jeweilige Anforderungsscha-
blone im Ranking ho¨her oder niedriger bewertet (siehe Abbildung 5.6).
Die vorhandene semantischen Rollen werden in den Satzschablonen angepasst. Fehlende
semantische Rolle wird z.B. mit Pop-up Frage nachgefragt. In der Abbildung fehlt der Bei-
spielsatz noch die semantische Rolle
”
Attribut oder Eigenschaft“. Eine Benachrichtigung
wird dann gezeigt, z.B.
”
Welche / was fu¨r eine Eigenschaft meinen Sie?“.

6 Implementierung
In diesem Kapitel wird die Umsetzung der in Kapitel 5 beschriebene Analysen und ih-
rer Teilschritte basierend auf die Abbildung 5.1 erla¨utert. Zur Unterstu¨tzung der Benutzer
bei der Anforderungsdokumentation wird in dieser Arbeit Semantische-Rollen-Erkenner im
Bezug der linguistischen Aufbereitung, SVM-Modell zum Klassifikation der Texteingabe,
und Markovketten-Modell fu¨r die Vorhersage des na¨chstes Wortes entwickelt und umge-
setzt. Es wird eine einfache prototypische Anwendung erstellt, um diese Unterstu¨tzungen
zu demonstrieren. Als Framework fu¨r die Anwendung wird das Django-Webframework 1
verwendet. Mit Django kann eine Python-Webanwendung mit integriertem und einfach
zu modifizierendem Datenbankmodell erstellt werden. Das von Django bereitgestellte Da-
tenbankmodell kann zum Speichern neuer Anforderungen oder anderer Modelle verwendet
werden. Diese gespeicherten Daten werden spa¨ter in dem Kapitel 7 dieser Arbeit ausgewer-
tet und verglichen. Nachfolgend wird der funktionale Aufbau des vorliegenden Konzepts
in Abbildung 6.1 dargestellt.
In 6.1 sieht man, dass der Ablauf des Konzepts in sechs Schritte unterteilt. Als erstes
werden das SVM-Modell und Markovketten-Modell mit Trainingsdaten in Form von CSV-
Daten trainiert. Danach kommt die Benutzereingabe von der Benutzeroberfla¨che. Die Be-
nutzeroberfla¨che und die Funktionen dazwischen werden mit HTML, Javascript, und CSS
implementiert, die von Django als statische Elemente des Projekts verwaltet werden ko¨n-
nen. Die Benutzereingabe muss an den Server weitergegeben werden, daher wird AJAX
(Asynchronous Javascript and XML) 2 verwendet, um die Dateieinaustausch zwischen der
Webseite und dem Server (Python-Dateien) zu realisieren. Die eingehenden Daten werden
vom Semantische-Rollen-Erkenner mit Hilfe von spaCy und selbst definierten Regeln in ge-
reihten semantische Rollen extrahiert. Diese semantische Rolle werden in das SVM-Modell
und das Markovketten-Modell verwendet, um die eingegebene Texte zu klassifizieren und
ein na¨chstes Wort vorherzusagen. Letzter Schritt werden die Ergebnisse von den beiden
Modelle zuru¨ck an das Benutzeroberfla¨che gegeben. Falls eine na¨chste Eingabe vom Benut-
zer kommt, beginnt sie erneut mit dem zweiten Schritt wieder. Ein weiterer perso¨nlicher
Grund, warum Django verwendet wird, liegt in meinen Hiwi-Ta¨tigkeiten im FZI. Ich habe
ein bisschen Erfahrung mit dem Django-Framework. Die Gliederung dieses Kapitels werden
wie das Kapitel Kapitel 5 unterteilt, wobei wird die einzelne Umsetzung der Unterstu¨tzung
in Details erkla¨rt.
1Quelle: https://www.djangoproject.com/, zuletzt besucht am 13.10.2019.














































Abbildung 6.1: Grobes Diagramm des gesamten Dokumentationsassistent-Frameworks
[Fri19]
6.1 Linguistische Aufbereitung von Freitext
Wie bereits erwa¨hnt, werden freie Texte als die Eingabe der Anwendung benutzt. Diese
Eingabe erfolgt durch Ausfu¨llen des Textfelds in der Benutzeroberfla¨che. Als die Verar-
beitung von natu¨rlicher Sprache wird spaCy version 2.1.4 verwendet. Mit spaCy wird
die erhaltene Texte tokenisiert und mit Wortart- bzw. Abha¨ngigkeitsmarkierungen mar-
kiert. Die Markierungen von spaCy verwendet das
”
de core news md“ spaCy-Modell, das
trainiert auf dem TIGER 3 und WikiNER Corpus. Danach wird die tokenisierte Daten
in semantischer Rolle basierend auf die Satzschablone von SOPHIST extrahiert. Wie in
Kapitel 4 und Kapitel 5 beschrieben, werden Regeln zur Erkennung der semantischen Rol-
len definiert. Diese Regeln sind die Kombinationen zwischen der Wortart-Markierung und
Abha¨ngigkeit-Markierung von spaCy (siehe Tabelle 6.1 und Abbildung 6.2).
Der besondere herausfordernde Fall besteht darin, die Regeln zur Bestimmung des Pro-
zessworts des Textes zu definieren. Zum Beispiel kann das Verb aufgrund der Struktur der
deutschen Sprache in zwei Abschnitte unterteilt werden, na¨mlich das trennbare Verb ist.
Andere Arten wie passive Verben, und der Unterschied zwischen Modalverben als Prio-
rita¨t und Modalverben als Prozesswort sollten auch beru¨cksichtigt werden. Aufgrund des
Komplexita¨t der Arten der Prozessworte wird rekursive Abha¨ngigkeitsanalyse verwendet.
Dies ermo¨glicht z.B. im Fall das Prozesswort ein trennbares Verb ist, dann folgt, wenn
einer der Teile des Verbs erkannt wird, werden die vorherige oder na¨chste Abha¨ngigkeiten
des Teils durchgesucht, bis der anderen Teil des Verbs gefunden ist.





annotation/index.html, zuletzt besucht am 13.10.2019.
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Semantische Rolle Abha¨ngigkeitsmarkierungWortart-Markierung
System sb, ROOT NOUN, PROPN
Attribut Wortliste und -heit, -ta¨t, -
keit, -zahl Wortendungen
NOUN, PROPN
Objekt oa NOUN, PROPN
Akteur da NOUN, PROPN
Priorita¨t ROOT VMFIN, VMINF, VERB,
ADJ
Funktionswort Wortliste AUX, ADJ, NOUN
Vergleichsoperator mo ADV
Attributswert – ADJ
Prozessword – alle VERB außer VMFIN
und VMINF
Kondition Wo¨rter – KOUS





Das Auto muss die Bierkiste transportieren  können.
Das Auto muss transportieren können
Wortart-Tag
Zusatz-Tag
DET NOUN VERB VERB VERB
Abhängigkeit-Tag
ART NN VMFIN VVINF VMINF















Abbildung 6.2: Beispielablauf von Semantische-Rollen-Erkenner
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6.2 Klassifikation der Texteingabe
Einer der Hauptfunktion der Arbeit ist die Schablone-Klassifikation Algorithmen. Diese
Klassifikation Algorithmen wird durch Verwendung der SVM von
”
sklearn“ realisiert. Das
SVM Modell von sklearn, das benutzt wird, ist die LinearSVC. Weil es mehrere Klassen
(mehr als zwei) klassifizieren kann, welche fu¨r diese Arbeit beno¨tigt werden. Außerdem
kann die LinearSVC im Vergleich zu anderen SVM Klassen in der
”
sklearn“ eine prozen-
tuale Ansicht anzeigen, welcher die fu¨r die Darstellung der Satzschablone-Ranking benutzt
wird. Fu¨r die Trainingsdaten des SVM Modells wird eine CSV (Comma-seperated values)
Datei benutzt. Diese CSV Datei besteht aus zwei Spalten, gereihten semantischen Rollen
und einer vordefinierten Satzschablone. Die Daten sind eine Kombination der mo¨glichen
Sequenzen von semantischen Rollen, die noch standardisierte Anforderungen nach SO-
PHIST sind (siehe Tabelle 6.2).
Satzschablone Art Anzahl der Daten
Funktionale Anforderung 18
Nicht-funktionale Anforderung 4
Funktionale Anforderung mit Bedingung 180
Nicht-funktionale Anforderung mit Bedingung 40
Tabelle 6.2: Anzahl der Daten pro Satzschablone Klasse
Als na¨chstes werden Die Daten zu 80% als Trainingsdaten und zu 20% als Testdaten auf-
geteilt. Die Treffgenauigkeit der Testdaten ist 0,746. Wegen der Ungleichma¨ßigkeit Anzahl
werden die Klassen mit weniger Daten mit redundanten Daten erga¨nzt, bis sie ungefa¨hr
die maximale Anzahl (180 Daten) erreicht. Nachdem die Anzahl der Daten gleichma¨ßig
ist, hat die Treffgenauigkeit der Testdaten von 0,965.
Wie bei der Kapitel 5 beschrieben, die semantische Rollen werden zuerst in der Form von
TF-IDF (Term frequency-Inverse document frequency) umgewandelt. Die Ha¨ufigkeit der
auftretenden semantischen Rollen innerhalb eines Satzes wird in Form von einem Vektor
geza¨hlt. Danach wird dieser Vektor in das SVM-Modell trainiert. Falls es sich um eine
Benutzereingabe oder um Testdaten handelt, wird am Ende des Vorgangs die Eingabe in
eine Satzschablone klassifiziert und eine Ausgabe aller Satzschablonen mit prozentualem

















SVM   
F:       99.61%
F_B:   0.12%
NF:     0.12%
NF_B: 0.15%
Abbildung 6.3: Ablaufschema und Beispiel der Klassifikation der Texteingabe mittels SVM
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6.3 Implementierung mo¨glicher Hilfestellungen
In diesem Abschnitt werden die Implementierung von mo¨glichen Hilfestellungen beschrie-
ben. Zuerst wird die Autovervollsta¨ndigung zusammen mit der Vorhersage des na¨chstes
Wortes dieser Arbeit besprochen. Als na¨chstes wird die automatische Umformung Hilfe-
stellung diskutiert. Es wird erkla¨rt, wie man von einer gereihten semantische Rollen zu
einer Schablone durchgefu¨hrt.
6.3.1 Autovervollsta¨ndigung und die Vorhersage des na¨chstes Wortes
Fu¨r Autovervollsta¨ndigung Hilfestellung dieser Arbeit wird der Bibliothek von
”
Jquery-
UI Autocomplete“ als Basismethode verwendet. Diese Funktion wird in Javascript-Datei
implementiert. Die implementierte Funktion wird mit Hilfe von Jquery in einer HTML-
Elemente (z.B. Inputsfelder) angeha¨ngt. Die Ansicht, Anzahl, und andere Aspekte der
Vervollsta¨ndigungsvorschla¨ge kann man modifizieren, indem man die Parameter der vor-
handenen Methoden des
”
Jquery-UI Autocomplete“ a¨ndert. Fu¨r die Vervollsta¨ndigungsda-
ten wird eine Wortliste verwendet, die aus Wo¨rtern mit ihren semantischen Rolle besteht.
Der Kontext der Vervollsta¨ndigung wird durch die Vorhersage des na¨chstes Wortes filtert.
Um das na¨chste Wort zu bestimmen, wird mittels einfache Markovketten umgesetzt [Fri19]
(siehe Abbildung 6.4 und 6.5).





Abbildung 6.4: Ablaufschema von der Vorhersage des na¨chstes Wortes
Eingabe: Das |
Vorletzte: NULL
Letzte: Nominativ Artikel (Das)
Markovketten




Auto <n> :  BZO
Haus <n> : BZO
Aufbau <m> : Attr ibut
Farbe <f> : Attr ibut
Eingabe: Das A|
Abbildung 6.5: Beispiel von Zusammenhang zwischen die Vorhersage des na¨chstes Wortes
und Autovervollsta¨ndigung Funktion
Die Transition der Markovketten ist basiert nur auf das letzte und vorletzte Wort des
eingegebenen Textes. Anhand der beiden Wo¨rtern wird die na¨chste semantischen Rollen
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Semantische Rolle Abha¨ngigkeitsmarkierung Wortart-Markierung
U¨bergeordnetes System (ag, pnc, nk) & sb NOUN, PROPN
U¨bergeordnetes Objekt (ag, pnc, nk) & oa NOUN, PROPN
U¨bergeordnetes Akteur (ag, pnc, nk) & da NOUN, PROPN
Artikel Nominativ ancestor = sb DET
Artikel Akkusativ ancestor = ak DET
Artikel Dativ ancestor = da DET
Artikel Genitiv ancestor = ag DET
Pra¨position – ADP
Schwache Wort – PRON
Tabelle 6.3: Zusa¨tzliche semantische Rolle fu¨r die Prognose des na¨chsten Wort
gesucht. Die Trainingsdaten fu¨r die Markov-Kette ist gleich wie bei SVM, aber es gibt
zusa¨tzlichen semantischen Rollen wie Artikel und u¨bergeordnete Elemente (siehe Tabelle
6.3).
Bemerkung: Bei Bedarf ist es auch mo¨glich, die Transition der Markov-Kette mit mehreren
vorherigen Parametern zu implementieren. Falls zahlreiche Trainingsdaten verfu¨gbar sind,
kann z.B. LSTM verwendet werden.
Der Grund warum diese semantische Rollen werden zusa¨tzlich hinzugefu¨gt ist, um die Pra¨-
zision des na¨chstes Wortes zu verbessern. Als Beispiel betrachtet man wieder die Abbildung
6.5. Der
”
Nominativ Artikel“ begrenzt die Ausgabe der na¨chsten semantischen Rolle in zwei
Mo¨glichkeit, und zwar das Bezugsobjekt und das Attribut. Der Artikel bestimmt was fu¨r
ein Nomen-Typ als na¨chstes kommt.
6.3.2 Automatische Umformung eines Textes in eine Satzschablone
Abschließend wird die Hilfestellung fu¨r die automatische Umformung eines Textes in eine
Satzschablone implementiert. In Kapitel 5 wird ein Ansatz der automatische Umformung
definiert, indem die semantische Rollen oder Bestandteilen der Satzschablonen mit den
angegebenen extrahierten semantischen Rollen gefu¨llt werden. Dieser Ansatz wird gleich
wie beschrieben implementiert, aber anstatt der fehlenden semantischen Rollen zu zeigen,
wird ein Beispielsatz fu¨r jede Schablone dargestellt (siehe Abbildung 6.6). Die Idee ist,
dass der Benutzer ohne Vorkenntnisse von Wortarten ein Vergleichsobjekt oder Beispiel
hat, um eine standardisierte Anforderung zu formulieren.
Am Anfang wird die Beispielsa¨tze in grau gefa¨rbt und durch jede erfolgreichen extrahier-
ten semantische Rollen, wird an der passende Stelle die Texte der Beispielsa¨tze ersetzt.
Der Text wird dann mit anderer Farbe gefa¨rbt und fett geschrieben. Um die Vollsta¨ndig-
keit einer Anforderung zu u¨berpru¨fen, kann man z.B. bestimmen, wenn die Texte eines
Beispielsatzes alles fett geschrieben sind.
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Das Auto sollte die Bierkisten transportieren.
Das Auto sollte fähig sein die Bierkisten  zu transportieren.




Das System muss fähig sein  die Bierkisten zu transportieren.
Die Farbe  des Systems muss  gleich rot  sein.
Funktionale Anforderung
Nicht-Funktionale Anforderung
Eingabe: Das System muss fähig sein |




Nachfolgend werden anhand des funktionalen Aufbaues der Konzeptes, die in Kapitel 5
abgeleiteten Voraussetzungen an das Konzept hinsichtlich ihrer Umsetzung evaluiert. Hier-
zu werden im ersten Schritt die linguistische Aufbereitung, Klassifikation der Texteinga-
be, und die Autovervollsta¨ndigung untersucht. Die Ausbeute (engl. Recall) und Pra¨zision
(engl. Precision) der semantischen Rollen und das erstellende SVM-Modell zur Klassifika-
tion der Satzschablone aus der Implementierung werden evaluiert, indem reale Anforde-
rungen eines Partners des DAM4KMU Projekts verwendete werden. Im zweiten Schritt
werden die Ergebnisse eines Evaluations-Workshops besprochen. Hier wird getestet und
verglichen, wie sich die Ergebnisse zwischen Anforderungsschreibern ohne und mit Ver-
wendung des Konzepts unterscheiden.
7.1 Linguistische Aufbereitung
Ziel dieser Arbeit fu¨r die linguistische Aufbereitung ist es, die semantischen Rollen aus ei-
nem Freitext zu bestimmen. In Kapitel 6 wurde die Umsetzung eines Semantische-Rollen-
Erkenner beschrieben, der die Voraussetzung 4.4, 4.6, und 4.8 (siehe Tabelle .1 im Anhang)
erfu¨llt. Um den Semantische-Rollen-Erkenner zu evaluieren, werden Anforderungen aus ei-
nes Partners des DAM4KMU Projekts und Quelldokumenten aus der Masterarbeit von
Frau Srikathan [Sri19] benutzt. Der Grund, warum die beiden Quellen verwendet werden,
besteht darin, die Robustheit oder die Funktionalita¨t des Erkenners im Allgemeinen zu
bewerten. Außerdem sind die Anforderungen des Partners strukturierte Anforderungen,
die manuell basierend auf den SOPHIST Satzschablonen geschrieben wurden. Die Anzahl
der Anforderungen des Partners sind 382 Anforderungen, die von denen 353 funktionalen,
19 funktionalen mit Bedingung, und 10 nicht-funktionalen sind. Zum anderen bieten die
Quelldokumente aus der Masterarbeit von Frau Srikathan unstruktrurierte Anforderun-
gen aus juristischen und technischen Dokumenten. Dies sind 306 gu¨ltige Anforderungen
mit unterschiedlicher Positionierung der semantischen Rollen, die noch nicht in einer der
Satzschablonen angeordnet sind. Weitere Anmerkung zu diesen beiden Quellen, dass die
Daten aufgrund der Geheimhaltung nicht frei zuga¨nglich sind.
Als na¨chster Schritt werden 100 Daten aus beiden Quellen ausgewa¨hlt. Die Daten beste-
hen aus 35 funktionalen, 22 nicht-funktionalen, 20 funktionalen mit Bedingung, und 19
nicht-funktionalen mit Bedingung Anforderungen. Fu¨r die Verteilung zwischen den Quel-
len sind 66 Daten die Anforderungen des Partners und die restlichen 34 Daten stammen
51
52 7 Evaluation
aus den Quelldokumenten der Masterarbeit. Danach werden diese Daten an den Dokumen-
tationsassistenten (DA) u¨bergeben und die semantischen Rollen automatisch extrahiert.
Die Ergebnisse werden anschließend manuell mit den Musterlo¨sungen verglichen und die
Pra¨zision und Ausbeute berechnet (siehe Abschnitt 2.4.1).
Semantische Rolle Pra¨zision Ausbeute F1-Maß
System 0,887 0,859 0,873
Priorita¨t 0,935 1,00 0,966
Prozesswort 0,888 0,851 0,869
Objekt 0,971 0,705 0,817
Funktionswort 1,000 0,968 0,984
Akteur 0,928 1,000 0,962
Attribut 1,000 0,451 0,622
Attributswert 0,964 0,936 0,949
Konditionswort 1,000 0,842 0,914
Vergleichsoperator 0,391 0,409 0,400
Gesamtwert 0,896 0,802 0,835
Tabelle 7.1: Ergebnisse der Pra¨zision und Ausbeute des semantischen Rolle Erkenner
In Tabelle 7.1 sieht man, dass die Pra¨zision des Erkenners als gut angesehen werden kann,





haben beide eine Pra¨zision von 1, da ein vordefiniertes Wort oder eine Wortliste verwendet
wird. Auf der anderen Seite wird der
”
Vergleichsoperator“ mit einer Pra¨zision von 0,39






noch“ als Vergleichsoperatoren, was zu vielen
”
false positive“ Ergebnissen fu¨hrt.
Im Falle der Ausbeute, hat die semantische Rolle
”
Attribut“ im Vergleich zu seiner Pra¨-
zision einen sehr niedrigen Wert von 0,45. Dies ist darauf zuru¨ck zu fu¨hren, dass fu¨r die
Erkennung des
”








-zahl“ verwendet werden, welche jedoch nicht alle Arten von
”
Attributen“ abdecken. Ein
Beispiel hierfu¨r stellt das Wort
”
Beschleunigung“ dar, welche nicht in der Wortliste enthal-
ten war. Die Endung
”
-ung“ ist jedoch nicht als Regel definierbar, da es Worte gibt, welche
trotz dieser Endung kein Attribut sind z.B.
”
Kleidung“. Dieses Problem kann jedoch durch
eine Vergro¨ßerung der Wortliste behoben werden. Insgesamt hat die Erkennung der seman-
tischen Rollen ein F1-Maß von 0,835, was ausreichend genau ist, um die Klassifikation der
Texteingabe und weitere Maßnahmen in dieser Arbeit durchzufu¨hren.
7.2 Klassifikation der Texteingabe
Basierend auf den erkannten semantischen Rollen, wird der eingegebene Text hinsichtlich
der vordefinierten Satzschablonen klassifiziert. Hierzu wird eine SVM-Modell aus Kapi-
tel 6 verwendet, welche anhand der Ha¨ufigkeit der innerhalb eines Satzes auftretenden
semantischen Rollen trainiert wurde. Fu¨r das Training wurden alle 385 Anforderungen des
Partners und 104 Anforderungen aus der Quelldokumenten der Masterarbeit verwendet.
Daraus ergeben sich 399 funktionale (F), 27 nicht funktionale (NF), 44 funktionale mit
Bedingung, und 19 nicht-funktionale mit Bedingung Anforderungen. Nicht beru¨cksichtigt
wurden hierbei komplexe juristische Anforderungen aus der Masterarbeit, da diese zu
stark von den Satzschablonen nach SOPHIST abweichen und daher nicht sinnvoll durch
das Konzept identifiziert werden ko¨nnen. Nachfolgend werden in Tabelle 7.2 die Ergebnisse
der Klassifikation dargestellt. Die Pra¨zision wird hierbei mit
”








F NF F B NF B
F (n = 399) 344 10 19 26 0,960 0,862 0,908
NF (n = 27) 7 16 1 3 0,484 0,592 0,532
F B (n = 44) 7 2 22 13 0,488 0,500 0,493
NF B (n =19) 0 5 3 11 0,207 0,578 0,304
Gesamwert 358 33 45 53 0,534 0,633 0,559
Tabelle 7.2: Ergebnisse der Pra¨zision und Ausbeute des SVM-Modell
Wie in Tabelle 7.2 zu sehen ist, ko¨nnen funktionale Anforderungen mit einer hohen Pra¨-
zision und Ausbeute erkannt werden. Das schlechte Ergebnis der Klassifikation nicht-





Vergleichsoperator“ zuru¨ckzufu¨hren, welche maßgebliche
Merkmale einer nicht-funktionalen Anforderung oder einer Bedingung sind. Ein weiteres
Problem, stellen Sonderzeichen dar, welche allgemein zu Fehlern in der Erkennung seman-
tischer Rollen fu¨hren.
7.3 Autovervollsta¨ndigung
Außer fu¨r die Klassifikation der Texteingabe werden die semantischen Rollen im Kontext
der Autovervollsta¨ndigung benutzt. Diese Unterstu¨tzung basiert auf der Vorhersage des
na¨chstes Wortes. Im Kapitel 6 wurde die Unterstu¨tzung mittels Markovketten realisiert,
indem die vorletzte und letzte semantischen Rolle verwendet werden, um eine semantische
Rolle, die schon in Trainingsdaten vorhanden ist, vorherzusagen. Diese Trainingsdaten
sind semantische Rollen in richtigen Reihenfolgen basierend auf den Satzschablonen nach
SOPHIST. Um die Gu¨te des Markovketten-Modells zu evaluieren, werden strukturierte
Anforderungen benutzt. Dies sind die gleichen Testdaten, die fu¨r die Semantische-Rollen-
Erkenner verwendet werden, aber nur die 66 Anforderungen des Partners. Jedes Wort der
Beispieleingabe wird einzeln eingegeben. Nach der Eingabe eines Wortes vergleichen wir,
ob die vorgeschlagene semantische Rolle mit der semantischen Rolle des na¨chsten Wortes
aus der Beispieleingabe u¨bereinstimmt. Das Ergebnis fu¨r das F1-Maß des Markovketten-
Modells ist nicht so gut und es ist nur 0,59.
Eines der Probleme, die bei dieser Bewertung aufgetreten sind, besteht darin, dass wa¨hrend
des Dokumentationsprozesses Wo¨rter in einer bestimmten Position mit unterschiedlichen





Das System sollte fa¨hig sein, die Satzschablone“ hat keine semanti-
sche Rolle, denn in diesem Fall ist die Kombination der Markierungen (Wortart-Markierung
und Abha¨ngigkeit-Markierung) des spaCy noch nicht in der Regel des Semantischen-
Rollen-Erkenner enthalten. Und nachdem der Satz mit einem Prozesswort abgeschlossen
ist, wird das Wort
”
Satzschablone“ als die semantische Rolle
”
Objekt“ erkannt. Wegen
dieser fehlenden semantischen Rolle fu¨hrt es zu einer falschen Vorhersage des na¨chstes
Wortes. Außerdem sind auch Aufza¨hlungen oder Pra¨zisierungen eines Objekts ein Pro-
blem, da dies dazu fu¨hren kann, dass das Ergebnis eine redundante semantische Rolle ist.
Wenn dies der Fall ist, hat das Markovketten-Modell das letzte und vorletzte semantische
Rollen derselben semantischen Rolle, die nicht in das Modell trainiert sind und deswegen
wird es keine Ausgabevorhersagen vorliegen.
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7.4 Ergebnisse des Evaluationsworkshops
Um das Konzept des Assistenzsystem zur aktiven Unterstu¨tzung der Anforderungsdoku-
mentation zu evaluieren, wurde im Rahmen dieser Arbeit ein Evaluationsworkshop am FZI
Forschungzentrum Informatik gemacht. Ziel dieses Workshops ist es, der Ablauf der Anfor-
derungsdokumentation zu untersuchen. Hierzu sollen neben den subjektiven Merkmalen
wie z.B. die Benutzerfreundlichkeit, auch messbare Merkmale wie die Dauer und Vollsta¨n-
digkeit der mithilfe des Dokumentationsassistenten (DA) erzeugten Anforderungen mit
Anforderungen verglichen werden, welche ohne den DA erstellt wurden.
Es wurden Szenarien erstellt, die fu¨r den Vergleich des Dokumentationsassistenten ver-
wendet werden. Es gibt zwei Szenarien. Das erste Szenario wird ohne die Hilfe des DA
bearbeitet, und das zweite Szenario mit ihm. Beide Szenarien werden so gestaltet, als ob
ein Kunde ein Produkt wu¨nscht. Die Tester des Workshops fungieren als Mitarbeiter, die
Anforderungen schreiben, die aus dem Szenario abgeleitet werden ko¨nnen. Die Szenarien
sieht wie folgendermaßen aus:
Szenario 1:
Guten Tag, ich wu¨nsche mir ein Auto, welches mindestens 100km/h schnell
fahren kann, mindestens 2 Bierkisten transportieren kann, gelb ist und es sollte
einen maximalen Verbrauch von 6 Litern pro 100 Kilometern haben.
Szenario 2:
Guten Tag, ich ha¨tte gerne eine Fra¨smaschine, die bis zu 100 Werkzeuge bevor-
raten kann. Der Vorschub sollte mindestens 60m/Minute betragen. Die Fra¨se
soll zudem auch Carbon bearbeiten ko¨nnen und schwarz angemalt sein, wie
unser Firmenlogo.
Als na¨chstes werden Schritte des Anforderungsdokumentationsprozesses des ersten Sze-
narios erla¨utert. Fu¨r das erste Szenario wird ein Textverarbeitungsprogramm (Mircrosoft
Word) verwendet, um die Zuweisung vorzunehmen und die neuen Anforderungen zu doku-
mentieren. Die Tester wurden angewiesen, Anforderungen aus dem Szenario herauszuho-
len. Die Bearbeitungszeit der gesamten Dokumentation und die erstellten Anforderungen
werden aufgezeichnet.
Beim zweiten Szenario wird den Testern kurz erkla¨rt, wie man mit dem Dokumentati-
onsassistenten arbeitet und welche Hilfestellungen wie die gegebenen Beispielsa¨tze zur
Verfu¨gung stehen. Danach wird nach jedem Speicherbefehl die benutzte Satzschablone
und die Eingabetexte gespeichert. Ein stiller Beobachter protokolliert die gesamte Bear-
beitungszeit und schaut, ob der Tester die Hilfestellungen benutzt oder nicht. Am Ende
des Workshops wird allgemeines Feedback des Testers erfragt und gesammelt. Als eine
mo¨gliche Lo¨sung der beiden Szenarien werden folgende standardisierte und vollsta¨ndige
Anforderungen nach SOPHIST dargestellt (siehe Tabelle 7.3).
Insgesamt nahmen 8 Probanden an dem Versuch teil. Die Tester sind 5 Studenten und 3
Forscher, von denen fu¨nf Leute bereits im Studium oder in der Arbeit einige Anforderungen
z.B fu¨r Softwareentwicklung geschrieben haben. Aber es gibt ein Kriterium, das die Tester
erfu¨llen mu¨ssen, na¨mlich dass sie nicht wissen, wie die Satzschablonen von SOPHIST
aussehen. Vorkenntnisse daru¨ber, wie eine gute Anforderung oder a¨hnliches zu stellen
ist, sind in diesem Workshop nicht erforderlich. Hierbei wurde die Vollsta¨ndigkeit und
Dokumentationsdauer untersucht. Die Probanden wird nummeriert, und nach Erfahrung
(in Tabelle 7.4 als Erf. abgeku¨rzt) mit dem Schreiben von Anforderungen zugeordnet.
Tabelle 7.4 zeigt, dass sich die Vollsta¨ndigkeit der Anforderungen durch den Einsatz des
Dokumentationsassistenten stark verbessert.
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Satzschablone Art Text
Szenario 1
Nicht-funktionale Die Geschwindigkeit des Autos muss mindestens 100 km/h
schnell sein.
Funktionale Das Auto sollte mindestens 2 Bierkisten transportieren ko¨nnen.
Nicht-funktionale Die Farbe des Autos muss gleich gelb sein.
Nicht-funktionale Der maximale Verbrauch des Autos muss gleich 6l/100km sein.
Szenario 2
Funktionale Die Fra¨semaschine sollte bis zu 100 Werkzeuge bevorraten ko¨n-
nen.
Nicht-funktionale Der Vorschub der Fra¨semaschine sollte mindestens 60m/Minute
sein.
Funktionale Die Fra¨semaschine sollte Carbon bearbeiten ko¨nnen.
Nicht-funktionale Die Farbe der Fra¨semaschine sollte gleich schwarz sein.
Tabelle 7.3: Mo¨gliche Anforderungsbeispiele fu¨r die Szenarien
Szenario 1 Szenario 2






. Proband 1 31,25% 1m:38s 87,5% 2m:10s
Proband 4 85% 2m:56s 93,75% 3m:15s






Proband 2 43,75% 1m:11s 87,5% 2m:15s
Proband 3 100% 2m:10s 100% 1m:56s
Proband 5 56,25% 2m:23s 87,5% 2m:18s
Proband 6 45% 1m:18s 93,75% 2m:56s
Proband 8 56,25% 3m:11s 100% 2m:41s
Tabelle 7.4: Ergebnisse des Evaluationsworkshops
Die Bearbeitungsdauer hingegen nimmt um ca. 20% zu. Schaut man sich die Bearbei-
tungszeiten der einzelnen Probanden genauer an, ist jedoch zu sehen, dass die Bearbei-
tungszeiten der Probanden, welche auch ohne Assistent gute Anforderungen geschrieben
haben, nur geringfu¨gig a¨ndern. Probanden welche ohne Dokumentationsassistenten unvoll-
sta¨ndige Anforderungen geschrieben haben, brauchen im Vergleich wesentlich la¨nger. Dies
la¨sst darauf schließen, dass diese Probanden sich zuna¨chst mit den Hilfestellungen aus-
einandersetzen mussten, um ihre initiale Denkweise hinsichtlich der Dokumentation von
Anforderungen zu u¨berarbeiten. Im Gegenzug, wurden ihre Anforderungen jedoch deut-
lich besser, was auf einen merklichen Lerneffekt schließen la¨sst. Ein Beispiel hierfu¨r ist
Proband 2 welcher fu¨r die erste Szenario Anforderungen in einer stark abstrahierten Form
formuliert hat z.B.
”
Gepa¨ckraum fu¨r 2 Kisten“. Durch die Hilfestellungen im Dokumen-
tationsassistenten, konnte erreicht werden, dass er vollsta¨ndigere Anforderungen definiert
z.B.
”
Der Vorschub sollte mindestens 60m/Minute betragen“ oder
”
Die Fra¨smaschine soll
Carbon bearbeiten ko¨nnen“. Dies zeigt eindeutig, dass die Hilfestellungen dem Probanden
die Struktur der Satzschablonen nach SOPHIST nahegebracht haben.
Es sollte auch beru¨cksichtigt werden, dass die Reihenfolge der Auswertung, in der welches
Szenario zuerst geschrieben werden muss, das Ergebnis beeinflusst. In diesem Fall besteht
die Mo¨glichkeit, dass die Tester aufgrund des Szenario 1 daran gewo¨hnt sind, eine Anforde-
rungen zu schreiben. Solches Problem kann vermieden werden, indem der Bewertungstest
in zwei Gruppen unterteilt wird. Eine Gruppe muss nur Anforderungen ohne den Doku-
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mentationsassistenten schreiben und die andere Gruppe testet nur mit dem DA. Danach
werden die Ergebnisse von den beiden verglichen werden.
8 Zusammenfassung und Ausblick
In dieser Arbeit wurde ein Konzept zur Unterstu¨tzung der Benutzer bei der Anforderungs-
dokumentation erstellt. Diese Unterstu¨tzungen sind in drei Hauptbereiche unterteilt: den
Semantische-Rollen-Erkenner, die Klassifizierung der Texteingabe in eine Satzschablone
nach SOPHIST mit dem SVM-Modell und die Autovervollsta¨ndigung mit der Verwen-
dung von Markovketten.
Die Eingaben des Dokumentationsassistenten erfolgen in Form von Freitext in deutscher
Sprache. Diese Eingaben werden als na¨chstes mit Hilfe von Methoden zur Verarbeitung
von natu¨rlicher Sprache verarbeitet, die von spaCy bereitgestellt werden. Durch die Ver-
wendung verschiedener Markierungen, z. B. Wortart-Markierungen und Abha¨ngigkeits-
markierungen, aus spaCy, extrahierte der Semantische-Rollen-Erkenner dieser Arbeit die
semantische Rollen. Diese semantischen Rollen sind die Bestandteile der Satzschablonen
nach SOPHIST, die in dieser Arbeit als Basis einer standardisierten und vollsta¨ndigen
Anforderung deklariert wurden. Wa¨hrend des Eingabevorgangs liefert der Dokumentati-
onsassistent nach jedem vollsta¨ndigen Wort einen Vorschlag zur automatischen Vervoll-
sta¨ndigung, der auf der Satzschablone bzw. vorherigen semantischen Rollen basiert. Diese
Hilfestellung ist so konstruiert, dass der Benutzer angeleitet wird, eine standardisierte An-
forderung zu schreiben. Als na¨chstes wurden die semantischen Rollen aus der Semantische-
Rollen-Erkenner in einer der Satzschablone mittels das SVM-Modell klassifizieren. Das
SVM-Modell wurde mit den Ha¨ufigkeiten der semantischen Rollen trainiert, die in den
Satzschablonen vorkommen, so dass auch eine unstrukturierte Texteingabe klassifiziert
werden kann.
Der Dokumentationsassistent wurde in zwei Arten ausgewertet. Fu¨r den ersten Bewer-
tungsansatz wurden reelle Anforderungen eines Partners des DAM4KMU-Projekts (382
Anforderungen) und aus juristischen und technischen Quelldokumenten (306 Anforde-
rungen) verwendet, um die Leistung jeder Unterstu¨tzung zu bewerten. Der Semantische-
Rollen-Erkenner wurde mit 100 Anforderungen aus einer Mischung zwischen den beiden
Quellen ausgewertet, und hat ein F1-Maß von 0,835. Dabei wurden die semantischen Rol-
len
”
Attribut“ (F1-Maß von 0,622) und
”
Vergleichsoperator“ (F1-Maß von 0,400) durch
den Erkenner am schlechtesten identifiziert. Außerdem kann das F1-Maß verringert wer-
den, weil der Erkenner bestimmte Wo¨rter wie
”
Sonderzeichen, Aufza¨hlungen, und Pra¨-
zisierungen“ noch nicht extrahieren kann. Das Ergebnis des Semantische-Rolle-Erkenners
beeinflusst die Auswertung der beiden anderen Unterstu¨tzungen. Anhand von 500 Anfor-
derungen wurde das SVM-Modell bewertet und erzielt ein F1-Maß von 0,559. Von den
vier Satzschablonen wurde nur die funktionale Anforderung Satzschablone (F1-Maß von
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Vergleichsoperator“, deren Erkennung bereits ein niedri-
ges F1-Maß aufweist, in ihnen enthalten sind. Die letzte Unterstu¨tzung ist die Vorhersage
des na¨chsten Wortes, die mit Markovketten realisiert wurde, wobei das Modell die letzte
und vorletzte semantische Rolle als Eingabe verwendet, um die Vorhersage zu definieren.
Wegen ihres einfachen Aufbaus und falscher Erkennung einiger Wo¨rter betra¨gt das F1-
Maß des Markovketten-Modells nur 0,592. Fu¨r den zweiten Bewertungsansatz wurde ein
Evaluationsworkshop gemacht. Der Workshop diente dazu, die Vollsta¨ndigkeit und Doku-
mentationsdauer von Anforderungen zu messen. Es wurden zwei Szenarien im Workshop
vorgestellt. Die Tester wurden angewiesen, ein Szenario ohne und das andere mit dem
Dokumentationsassistenten zu schreiben. Das Ergebnis des Workshops zeigt, dass sich die
Vollsta¨ndigkeit der Anforderungen durch den Einsatz des Dokumentationsassistenten stark
verbessert hat. Die Bearbeitungsdauer nimmt allerdings um ca. 20% zu.
In Kapitel 4 wurden Voraussetzungen der Arbeit beschrieben. Es gibt einige Vorausset-
zungen, die in dieser Arbeit noch nicht umgesetzt sind (siehe Tabelle .1). Die fehlenden
Voraussetzungen sind beispielsweise die Fa¨higkeit, einige semantische Rollen zu extrahie-
ren, wie z.B. Sonderzeichen, Aufza¨hlungen, und Pra¨zisierungen. Wenn diese erfu¨llt sind,
kann der Dokumentationsassistenten komplexere Sa¨tze extrahieren und einige falsche Vor-
hersagen vermeiden, wodurch die F1-Maß des Semantische-Rollen-Erkenners verbessert
wird. Wenn es in Zukunft genu¨gend Trainingsdaten gibt, kann man die Vorhersage des
na¨chsten Wortes aus Markov-Ketten durch LSTM oder andere RNN-Methoden ersetzen.
Als weitere Verbesserungsmo¨glichkeit kann man die Voraussetzung 4.2 und 4.3 erfu¨llen.
Dies gibt dem Dokumentationsassistenten die Mo¨glichkeit, neue Arten von Satzschablonen
zu erstellen und eine Schablone in einer anderen Schablone zu verwenden, wodurch eine
hierarchische Struktur zwischen Schablonen und semantischen Rollen erstellt wird. Die
hierarchische Struktur ermo¨glicht es, nicht nur die Regeln zwischen semantischen Rollen
und einer Schablone zu definieren, sondern auch zwischen Vorlagen, wodurch die Mo¨glich-
keit einer besseren Klassifizierung noch gro¨ßer wird. Außerdem wenn ein unklares oder
schwaches Wort erkannt wird, kann eine Pop-up Hilfestellung entwickelt und angeboten
werden. Dies soll den Benutzer anleiten, indem eine weitere Aktion zur Kla¨rung des Pro-
blems angefordert wird.
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4.1 Das System muss in der Lage sein, eine pas-
sende Satzschablone aus einem grammatikalisch
gleich strukturierten Freitext automatisch zu er-
kennen.
ja
4.2 Das System muss in der Lage sein, neue Satz-
schablone bestehend aus mehreren aneinander
gereihten Wortarten zu definieren.
nein
4.3 Das System muss in der Lage sein, beim Erzeu-
gung einer neuen Schablone auch andere Scha-
blonen zu integrieren.
nein
4.4 Das System muss in der Lage sein, semantische
Rollen zu erkennen.
ja
4.5 Das System sollte in der Lage sein, eine pas-
sende Satzschablone vorzuschlagen, auch wenn
die angegebene Eingabe falsch den vorgegebe-
nen Satzschablone entspricht.
ja
4.6 Das System muss in der Lage sein, semantische
Rollen auch ohne umfangreiche Wortlisten zu er-
kennen.
ja
4.8 Das System muss in der Lage sein, semantische
Rollen nach SOPHIST automatisch zu erken-
nen.
ja
4.9 Das System sollte in der Lage sein, Arten von
Verben (Wortart) als eine der Arten von Pro-
zesswo¨rtern (semantische Rolle) zu erkennen.
nein
4.11 Das System sollte in der Lage sein, die Pra¨zisie-
rungen der Anforderung zu erkennen.
nein
4.12 Das System sollte in der Lage sein, die Pra¨zisie-
rungen von einem Objekt und gesamten Anfor-
derung zu unterscheiden.
nein
4.13 Das System sollte fa¨hig sein, zwischen einem
System und einem Attribut oder Eigenschaft
zu unterscheiden. Die beide sind eine seman-
tische Rolle mit gleichem Wortart-Markierung
und Abha¨ngigkeit-Markierung (NOUN sb).
ja
4.14 Das System sollte in der Lage sein, einen kom-
plexen Satz in einen relativ einfacheren Satz um-
zuwandeln.
nein
4.15 Das System sollte fa¨hig sein, Adjektivdeklinati-
on Problem zu behandeln.
nein
4.16 Das System sollte fa¨hig sein, schwache Worte
(engl. Weak Words) anhand einer vordefinierten
Wortliste zu detektieren.
ja
4.17 Das System sollte fa¨hig sein, Sonderzeichen und
Abkurzungen zu benutzen oder zu einem ande-
ren Form umzuformen.
nein
Tabelle .1: Tabelle von Voraussetzungen der Arbeit
70 8 Anhang
POS Name Beispiele
ADJ Adjektiv ha¨sslich, grau, schnell, scho¨n
ADP Pra¨position aus, bei, mit, um, fu¨r, durch
ADV Adverb hier, da, dort, unten, gestern, morgen
AUX Hilfsverb, Auxiliarverb sein, haben, werden(passiv)
CONJ Konjunktion und, oder, aber, denn
DET Determinator ein, eine, der, die, das
INTJ Interjektion ach, a¨hh, aua, ey, hatschi
NOUN Nomen Apfel, Burg, Haus
NUM Zahlen 1, 12, 23, 14
PART Partikel nicht
PRON Pronomen ich, du, sie, Sie, er, es, wir
PROPN Eigenname Simon, Ryan, FZI, BBC
PUNCT Zeichensetzung/Interpunktion . ( ) ?
SCONJ Nebensatz Konjunktion wenn, wa¨hrend, falls, solange, als (temporale)
SYM Symbole $, %, &
VERB Verb kaufen, machen, lachen, programmieren
X Sonstige axaxafff, abdecfeg, 13daax
Tabelle .2: Liste von spaCy Wortart-Markierungen.
TAG POS DESCRIPTION
$( PUNCT other sentence-internal punctuation mark
$, PUNCT comma
$. PUNCT sentence-final punctuation mark
ADJA ADJ adjective, attributive
ADJD ADJ adjective, adverbial or predicative
ADV ADV adverb
APPO ADP postposition
APPR ADP preposition; circumposition left
APPRART ADP preposition with article
APZR ADP circumposition right
ART DET definite or indefinite article
CARD NUM cardinal number
FM X foreign language material
ITJ INTJ interjection
KOKOM CONJ comparative conjunction
KON CONJ coordinate conjunction
KOUI SCONJ subordinate conjunction with “zu” and infinitive
KOUS SCONJ subordinate conjunction with sentence
NE PROPN proper noun
NNE PROPN proper noun
NN NOUN noun, singular or mass
PAV ADV pronominal adverb
PROAV ADV pronominal adverb
PDAT DET attributive demonstrative pronoun
PDS PRON substituting demonstrative pronoun
PIAT DET attributive indefinite pronoun without determiner
PIDAT DET attributive indefinite pronoun with determiner
PIS PRON substituting indefinite pronoun
Tabelle .3: Liste von spaCy-TAG-1
71
TAG POS DESCRIPTION
PPER PRON non-reflexive personal pronoun
PPOSAT DET attributive possessive pronoun
PPOSS PRON substituting possessive pronoun
PRELAT DET attributive relative pronoun
PRELS PRON substituting relative pronoun
PRF PRON reflexive personal pronoun
PTKA PART particle with adjective or adverb
PTKANT PART answer particle
PTKNEG PART negative particle
PTKVZ PART separable verbal particle
PTKZU PART
PWAT DET attributive interrogative pronoun
PWAV ADV adverbial interrogative or relative pronoun
PWS PRON substituting interrogative pronoun
TRUNC X word remnant
VAFIN AUX finite verb, auxiliary
VAIMP AUX imperative, auxiliary
VAINF AUX infinitive, auxiliary
VAPP AUX perfect participle, auxiliary
VMFIN VERB finite verb, modal
VMINF VERB infinitive, modal
VMPP VERB perfect participle, modal
VVFIN VERB finite verb, full
VVIMP VERB imperative, full
VVINF VERB infinitive, full
VVIZU VERB
VVPP VERB perfect participle, full
XY X non-word containing non-letter
SP SPACE space
Tabelle .4: Liste von spaCy-TAG-2
72 8 Anhang
LABEL DESCRIPTION
ac adpositional case marker
adc adjective component
ag genitive attribute
ams measure argument of adjective
app apposition
















nk noun kernel element
nmc numerical component
oa accusative object














sp “subject or predicate








Die Vollständigkeit der Anforderung wird von 25% abgezogen, wenn eine bestimmte semantische Rolle fehlt.
Für diese Musterlösung werden die Satzschablonen
F (Funktionale) : System, Priorität, Objekt, Prozesswort
NF (Nicht-funktionale): Attribut, System, Priorität, Attributswert
verwendet. Falls alle 4 semantischen Rollen da sind, wird die Satzschablone die Vollständigkeit von 100% bewertet.






NF Mindestens 100 km/h fahren kann. System, Attribut, Priorität 25%
F Mindestens 2 Bierkisten transportieren kann. System, Priorität 50%
NF Farbe gelb ist. System, Attribut, Priorität 25%






NF Verbrauch: 6l/100km System, Priorität 50%
NF Farbe: gelb System, Priorität 50%
NF Mindestgeschwidigkeit: 100 km/h System, Priorität 50%






NF Das Auto soll eine VMax von mindestens 100km/h aufweisen. - 100%
F Das Auto soll einen Laderaum bereitstellen, der mindestens zwei Bierkisten fasst. (2x50x30x20cm) - 100%
NF Die Außenfarbe des Autos soll Gelb sein. RGB(x,y,z) - 100%






NF Die Reifen müssen mindestens 100 km/h unterstützen. Attribut 75%
F Der Motor muss das Auto auf mindestens 100 km/h beschleunigen können. - 100%
NF Das Auto muss gelb lackiert sein. Attribut 75%
NF Der Motor soll maximal 6 Liter auf 100 km verbrauchen. Attribut 75%






NF Ein Auto mit mindestens 100km/h Höchstgeschwindigkeit Priorität 75%
NF Transportfähigkeit für mindestens 2 Bierkisten System, Priorität 50%
NF Farbe Gelb System, Priorität 50%







F Auto Priorität, Objekt, Prozesswort 25%
NF Maximalgeschwindigkeit >= 100 km/h System, Priorität 50%
NF Farbe: gelb System, Priorität 50%
NF Ladekapazität: >= zwei Bierkästen System, Priorität 50%






F Produkttyp: Auto Priorität, Objekt, Prozesswort 25%
NF Minimal Geschwindigkeit: 100 km/h System, Priorität 50%
NF Minimal Kapazität: 2 Bierkisten System, Priorität 50%
NF Farbe: gelb System, Priorität 50%






NF 100km/h soll einfach zu erreichen sein System, Attribut 50%
F Genug Platz im Kofferaum Priorität, Prozesswort 50%
NF Farbe = gelb System, Priorität 50%
NF Gasverbrauch soll max 0.06/km sein System 75%
56.25%






F fräsmaschine soll bis 100 Werkzeuge bevorraten - 100%
NF fräsmaschine soll mindestens 60m/minute betragen Attribut 75%
F fräsmaschine soll Carbon bearbeiten können - 100%






F Die Fräsmaschine soll Carbon bearbeiten können. - 100%
F Die Fräsmaschine soll bis zu 100 Werkzeuge bevorraten. - 100%
NF Der Vorschub sollte mindestens 60m/Minute betragen System 75%






F Die Fräsmaschine soll ein Lager für 100 Werkzeuge haben. - 100%
NF Die Fräsmaschine soll einen Vorschub von mindestens 60m pro Minute bereitstellen. - 100%
F Die Fräsmaschine soll Carbon bearbeiten können. - 100%







F Der Werkzeugspeicher soll 100 Werkzeuge fassen können. - 100%
NF Der Vorschub der Fräsmaschine sollte größer als 60 m/Minute sein. - 100%
F Carbon soll bearbeitet werden können. System 75%






F Die Fräsmaschine sollte 100 Werkzeuge bevorraten - 100%
NF Der Vorschub sollte mindestens 60m/min betragen System 75%
F Die Fräse soll Carbon bearbeiten können - 100%






NF Die Fräsmaschine sollte schwarz sein. Attribut 75%
F Die Fräsmaschine soll Carbon bearbeiten können. - 100%
NF Die Fräsmaschine sollte einen Vorschub von mindestens 60m/Minute haben. - 100%






NF Die Fräse soll schwarz angemalt sein. Attribut 75%
F Die Fräse soll Carbon bearbeiten können - 100%
NF Die Fräsmaschine sollte mindestens 60m/Minute transportieren. Attribut 75%






NF Die Fräsmaschine sollte mindestens 60m/min Vorschub haben - 100%
NF Die Fräsmaschine sollte die Farbe Schwarz haben - 100%
F Die Fräsmaschine sollte Carbon bearbeiten können - 100%
F Die Fräsmaschine sollte bis zu 100 Werkzeuge bevorraten - 100%
100%
