As the cover blurb of this book points out, most intelligent systems face the same dilemma as the hero of Spike Lee's film-knowing just what is the right thing to do. Previous theories of rationality are fine as far as they go, but they clearly do not go far enough. They assume that the decision maker has perfect information, and, even more unrealistically, has unlimited resources that may be applied to the problem of determining the elusive "right thing". In contrast, Russell and Welfald address the far more challenging problem of establishing the best course of action under severe resource constraints, one of their applications being the construction of systems capable of reasoning about the best way to proceed in a game of table tennis, in real time.
Such an aim is clearly very ambitious, and it would be unrealistic to claim that the book does more than lay some of the groundwork for such an endeavour, but even the groundwork makes fruitful reasoning. What Russell and Welfald do is to take the domain of two player games with perfect information, such as chess, go and othello which have been widely studied in artificial intelligence, and look at what computational advantage can be gained by replacing blind heuristic search with search based upon what they call "rational metareasoning". What this means is that before spending any time evaluating the usefulness of a particular node in the search tree, the system deliberates a little to ensure that it is worth doing. Now, of course, in any normal search there is some such deliberation when algorithms such as A* are used to try to ensure that only nodes that are liable to lead most cheaply to a goal are expanded. However, simple algorithms such as A* are easily confused, and the main idea behind "Do the right thing" is that more deliberation, and the expenditure of more resources up front, leads to much better selection of nodes to expand, and a much better payoff in terms of the decisions that it is possible to achieve in a limited time.
This point is borne out in practice. The algorithms developed in the book have been tested out playing othello, on classic search problems such as the 15-puzzle, and (by Dickson, 1991, at Oxford) on a problem from computer vision. In the first case the method outperformed existing search algorithms, and produced similarly encouraging results in the other domains.
Before I get too dewy-eyed about "Do the right thing", or at least give the impression that I am, I should point out that I have at least one reservation about the approach. That is that the kind of deliberation that the method applies in order to choose the best alternatives is based upon classical decision theory. To me this seems rather counterintuitive. Granted classical decision theory, in which every alternative is assigned a probability of happening and has its utility of occurrence assessed, is a well-established model for making "rational" decisions under conditions of uncertainty, but it is also well established that it has a number of problems which largely relate to the establishment of these numerical probabilities and utilities. Indeed, establishing the numbers is in many ways very similar to the problem of deciding what the best node to expand is-it is very easy to do if you assume an amniscient agent with unlimited time (or, alternatively compile the answer into your intelligent system), but it is very difficult to achieve on the fly with limited resources.
Having said this, it should be noted that Russell and Welfald do acknowledge that there is a problem, considering ways in whaih their method can be augmented to learn the best parameters when given an initial distribution that enables it to muddle its way, albeit less that perfectly, to some kind of initial solution. This is a thoroughly sensible solution, and cannot really be faulted. I would rather see an approach that admitted the flaws in classical decision theory and tried to overcome them, but then perhaps I should go out and persue that line of work myself.
