A complete set of frequent itemsets can get undesirably large due to redundancy. Several representations have been proposed to eliminate the redundancy. Existing generator based representations rely on a negative border to make the representation lossless. However, negative borders of generators are often very large. The number of itemsets on a negative border sometimes even exceeds the total number of frequent itemsets. In this paper, we propose to use a positive border together with frequent generators to form a lossless representation. A set of frequent generators plus its positive border is always no larger than the corresponding complete set of frequent itemsets, thus it is a true concise representation. The generalized form of this representation is also proposed. We develop an efficient algorithm, called GrGrowth, to mine generators and positive borders as well as their generalizations.
Introduction
Frequent itemset mining is an important problem in the data mining area. It was first introduced by Agrawal et al. [1] in the context of transactional databases. The number of frequent itemsets can be undesirably large, especially on dense datasets where long patterns are prolific. Many frequent itemsets are redundant because their support can be inferred from other frequent itemsets. Generating too many frequent itemsets not only requires extensive mining cost but also defeats the primary purpose of data mining in the first place.
Several concepts have been proposed to eliminate the redundancy from a complete set of frequent itemsets, including frequent closed itemsets [12] , generators [2] and generalizations of generators [4, 10] . In some applications, generators are more preferable than closed itemsets. For example, generators are more appropriate for classification than closed itemsets because closed itemsets contain some redundant items that are not useful for classification, which also violates the minimum description length principle. The redundant items sometimes have a negative impact on classification accuracies because they can prevent a new instance from matching a frequent itemset.
A representation is lossless if we can decide for any itemset whether it is frequent and we can determine the support of the itemset if it is frequent, using only information of the representation without accessing the original database. Generators alone are not adequate for representing a complete set of frequent itemsets. Existing generator based representations [4, 9, 10] use a negative border together with frequent generators to form a lossless representation. We have observed that negative borders are often very large, sometimes, the negative border alone is larger than the corresponding complete set of frequent itemsets. For example, the total number of frequent itemsets is 122450 in dataset BMS-POS with minimum support of 0.1%, while the number of itemsets on the negative border is 236912. To solve this problem, we propose a new concise representation of frequent itemsets, which uses a positive border together with generators to form a lossless representation.
The main contributions of the paper are summarized as follows: (1) We propose a new concise representation of frequent itemsets, which uses a positive border instead of a negative border together with frequent generators to represent a complete set of frequent itemsets. The size of the new representation is guaranteed to be no larger than the total number of frequent itemsets, thus it is a true concise representation. Our experiment results show that a positive border is usually orders of magnitude smaller than its corresponding negative border. (2) The completeness of the new representation is proved, and an algorithm is given to derive the support of an itemset from the new representation. (3) We develop an efficient algorithm GrGrowth to mine frequent generators and positive borders. The GrGrowth algorithm and the concept of positive borders can be both applied to generalizations of generators, such as disjunction-free sets and generalized disjunction-free sets.
The rest of the paper is organized as follows. Section 2 presents related work. The formal definitions of positive border based representations are given in Section 3. Section 4 describes the mining algorithm. The experiment results are shown in Section 5.
Related Work
The problem of removing redundancy while preserving semantics has drawn much attention in the data mining area. Several concepts have been proposed to remove redundancy from a complete set of frequent itemsets, including frequent closed itemsets [12] , generators [2] and generalizations of generators [4, 10, 5, 6, 3] .
The concept of generators is first introduced by Bastide et al. [2] . Bykowski et al. [4] propose another concept-disjunction-free generator to further reduce result size. Generators or disjunction-free generators alone are not adequate to represent a complete set of frequent itemsets. Bykowski et al. use a negative border together with disjunction-free generators to form a lossless representation. Kryszkiewicz et al. [10] generalize the concept of disjunction-free generator and propose to mine generalized disjunction-free generators. Boulicaut et al. [3] generalize the generator representation from another direction and propose the δ-free-sets representation. Itemset l is δ-free if the support difference between l and l's subsets is less than δ. Boulicaut et al. also use a negative border together with δ-freesets to form a concise representation. The δ-free-sets representation is not lossless unless δ=0.
Mannila et al. [11] first propose the notion of condensed representation based on the inclusion-exclusion principle. Calders et al. [5] propose a similar conceptnon-derivable frequent itemsets. An itemset is nonderivable if its support cannot be inferred from its subsets based on the inclusion-exclusion principle. Calders et al. develop a level-wise algorithm NDI [5] and a depth-first algorithm dfNDI [7] to mine non-derivable frequent itemsets. The dfNDI algorithm is shown to be much more efficient than the NDI algorithm. Calders et al. [6] also propose the concept of k-free sets and several types of borders to form lossless representations. However, the computation cost for inferring support from non-derivable itemsets and k-free sets is very high.
Positive Border Based Representations
In this section, we first give the formal definitions of generators and positive borders, and then give an algorithm to infer the support of an itemset from positive border based representations.
Definitions
Let I = {a 1 , a 2 , · · · , a n } be a set of items and D = {t 1 , t 2 , · · · , t N } be a transaction database, where
According to the definition, the empty set φ is a generator in any database. If an itemset is a generator in a database and its support is no less than a given minimum support threshold, we call the itemset a frequent generator. Generators also have the antimonotone property. 
Example. Table 1 (a). We represent an itemset l on a positive border as a pair l ′ , x , where x is an item, l ′ =l − {x} and support(l ′ ) = support(l). For example, itemset e is on the positive border and it has the same support as φ, hence it is represented as φ, e . The second pair a, d represents itemset ad.
Note that for any non-generator itemset l, there must exist itemset l ′ and item x such that l ′ = l − {x} and support(l ′
This is true by the definition of frequent generators and positive borders. Proposition 3.1 states that a set of frequent generators plus its positive border is always a subset of the complete set of frequent itemsets, thus it is a true concise representation. Next we prove that this representation is lossless.
Proof. We prove the lemma using induction on the length of the itemsets. It is easy to prove that the lemma is true when |l| ≤ 2. Assume that when |l| ≤ k (k ≥ 0), the lemma is true. Let |l| = k + 1. The fact that l / ∈ F G and l / ∈ P Bd(F G) means that ∃l ′ ⊂ l such that l ′ / ∈ F G. If l ′ ∈ P Bd(F G), then the lemma is true. Otherwise by using the assumption, there must exist l ′′ ⊂ l ′ such that l ′′ ∈ P Bd(F G). Hence the lemma is also true because
Theorem 3.1. Given F G and P Bd(F G) with support information, ∀ l, we can determine: (1) whether l is frequent, and (2) the support of l if l is frequent.
Proof. If l ∈ F G or l ∈ P Bd(F G), we can obtain the support of l directly. Otherwise if there exists itemset l ′ such that l ′ ⊂ l and l ′ ∈ P Bd(F G), let l ′′ be the itemset such that
and l ′′ =l ′ − {a} ⊂ l − {a}. According to Lemma 3.2, we have support(l − {a})=support(l). We remove item a from l. This process is repeated until there does not exist l ′ such that l ′ ∈ P Bd(F G) and l ′ ⊂ l. The resultant itemset is denoted asl, andl can be in two cases: (1)l ∈ F G orl ∈ P Bd(F G), then l must be frequent and support(l)=support(l) according to Lemma 3.2; and (2) l / ∈ F G andl / ∈ P Bd(F G), then l must be infrequent because otherwise it conflicts with Lemma 3.1.
It directly follows from Theorem 3.1 that the set of frequent generators in a database and its positive border form a concise lossless representation of the complete set of frequent itemsets.
Inferring support
From the proof of Theorem 3.1, we can get an algorithm for inferring the support of an itemset from positive border based concise representations. Intuitively, if an itemset is not a generator, then the itemset must contain some redundant items. Removing these redundant items does not change the support of the itemset. Itemsets on positive borders are the minimal itemsets that contain one redundant item. We represent an itemset l on a positive border as l ′ , a , where l ′ =l − {a} and support(l ′ )=support(l), so the redundant items can be easily identified. When inferring the support of an itemset, we first use positive borders to remove redundant items from this itemset. If the resultant itemset is a generator, then the original itemset is frequent and its support equals to the resultant itemset, otherwise the itemset is infrequent.
Example. To check whether itemset bcde is frequent and obtain its support if it is frequent, we first search in Table 1 (d) for the subsets of bcde. We find φ, e , so item e is removed. Then we continue the search and find c, d . Item d is removed and the resultant itemset is bc. We find bc in Table 1 (c). Therefore, itemset bcde is frequent and its support is 2. To check whether itemset acdh is frequent and obtain its support if it is frequent, we first search for its subsets in Table 1(d) . We find c, d , so item d is removed. We continue the search and find h, c is a subset of ach, so item c is removed. There is no subset of ah in Table  1 (d). Itemset ah does not appear in Table 1 (c) either, so itemset acdh is not frequent.
Generalizations
We can also define positive borders for generalized forms of generators.
According to Definition 3.3, if an itemset is a kdisjunction-free set, it must be a (k-1)-disjunctionfree set. Generators are 1-disjunction-free sets. The disjunction-free sets proposed by Bykowski et al [4] are 2-disjunction-free set. The generalized disjunctionfree sets proposed by Kryszkiewicz et al. [10] are ∞-disjunction-free sets.
Example. In the example shown in Table 1 , itemset bd is a generator, but it is not a 2-disjunction-free set because support(bd)=−support(φ)+support(b)+support(d). 
The set of frequent k-disjunction-free sets (k > 1) in a database and its positive border also form a lossless concise representation of the complete set of frequent itemsets. The proof is similar to the proof of Theorem 3.1. We omit it here.
The GrGrowth algorithm
The GrGrowth algorithm adopts the pattern growth approach to mine frequent generators and positive borders. It constructs a conditional database for each frequent generator and uses FP-tree to store the conditional databases. The GrGrowth algorithm prunes nongenerators during the mining process to save mining cost. Generators and itemsets on positive borders are identified by checking two conditions: (1) whether all the subsets of a frequent itemset are generators, and (2) whether all the subsets of the frequent itemset are more frequent than the itemset. If a frequent itemset satisfies both conditions, then the itemset is a frequent generator; if a frequent itemset satisfies only the first condition, then the itemset is on the positive border; otherwise, the itemset should be discarded. According to the anti-monotone property of generators, only the conditional databases of frequent generators should be processed. The search space of the frequent itemset mining problem can be represented by a set-enumeration tree. The GrGrowth algorithm uses depth-first right-to-left order to traverse the set-enumeration tree to guarantee that all the subsets of a frequent itemset are discovered before that itemset. It uses a hash-table to store all the generators that have been discovered so far during the mining process to facilitate subset checking. The GrGrowth algorithm can be easily extended to mine generalizations of the positive border based representations. 
A Performance Study
The experiments were conducted on a 3.00Ghz Pentium IV with 2GB memory running Microsoft Windows XP professional. All implementations were complied using Microsoft Visual C++ 6.0. Table 2 shows the datasets used in our performance study and some statistical information of these datasets. All these datasets are available at http://fimi.cs.helsinki.fi/data/.
Border size comparison
The first experiment is to compare the size of positive borders with that of negative borders. Table 3 shows the total number of frequent itemsets ("FI"), the number of frequent closed itemsets ("FCI"), the number of frequent generators ("FG"), the size of the negative border of F G ("NBd(FG)"), the size of the positive border of F G ("PBd(FG)"), the number of frequent ∞-disjunction-free generators ("F G ∞ "), the size of the negative border of F G ∞ ("NBd(F G ∞ )") and the size of the positive border of F G ∞ ("PBd(F G ∞ )") on each dataset. The minimum support thresholds are shown in the second column.
The numbers in Table 3 indicates that negative borders are often significantly larger than the corresponding complete sets of frequent itemsets on sparse datasets. For example, in dataset retail with minimum support of 0.005%, the number of itemsets on the negative border of F G is 64914318, which is about 43 times larger than the total number of frequent itemsets and about 585 times larger than the number of itemsets on the positive border of F G. The negative borders shrink little with the increase of k on sparse datasets. Even with k = ∞, it is still often the case that negative borders are much larger than the corresponding complete sets of frequent itemsets on sparse datasets. This is unacceptable for a concise representation. On the contrary, the positive border based representations are always smaller than the corresponding complete sets of frequent itemsets, thus are true concise representations.
