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Abstract
We study the level-set percolation of the Gaussian free field on Zd, d ≥ 3. We
consider a level α such that the excursion-set of the Gaussian free field above α per-
colates. We derive large deviation estimates on the probability that the excursion-set
of the Gaussian free field below the level α disconnects a box of large side-length
from the boundary of a larger homothetic box. It remains an open question whether
our asymptotic upper and lower bounds are matching. With the help of a recent
work of Lupu [21], we are able to infer some asymptotic upper bounds for similar
disconnection problems by random interlacements, or by simple random walk.
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0 Introduction
Level-set percolation for the Gaussian free field has been of interest for quite some time by
now. It is an eminent representative of percolation with long range dependence, see [17],
[5], [13], [22]. Recently, methods stemming from the study of random interlacements have
been successfully applied to the model, see [26], [23], and close links between random
interlacements and the Gaussian free field have emerged, see [30], [21]. Motivated by
the study of the shape of a large finite cluster at the origin in supercritical Bernoulli
percolation, see [2], [7], [15], and by large deviation controls on the occupation-time
profile of random interlacements, see [18], asymptotic lower bounds on the probability of
disconnection of a large macroscopic body by random interlacements, when the vacant set
is in a percolative regime, have been derived in [19]. However, so far, there have not been
any matching upper bounds to even capture the principal order of exponential decay. In
this article, our main object is to investigate similar questions for the level-set percolation
of the Gaussian free field on Zd, d ≥ 3. We consider a level α such that the excursion-
set of the Gaussian free field above α percolates. We derive upper and lower bounds
on the probability that a box of large side-length gets disconnected from the boundary
of a larger homothetic box by the excursion-set of the Gaussian free field below level α.
As a by-product of our results and the recent improvement in [21] of the isomorphism
theorem of [30], we also derive some upper bounds for the disconnection of a large box
by random interlacements, or by simple random walk, which go beyond the current state
of knowledge.
We will now describe the model and our results more precisely. We consider Zd,
d ≥ 3, and denote by P the canonical law on RZd of the discrete Gaussian free field, and
by ϕ = (ϕx)x∈Zd, the canonical process, so that under P,
(0.1)
ϕ is a centered Gaussian process with covariance
E[ϕxϕy] = g(x, y), for all x, y ∈ Zd,
where g(·, ·) stands for the Green function of the simple random walk on Zd, see (1.1).
Given α in R, the excursion-set, or level-set, above α is defined as
(0.2) E≥α = {x ∈ Zd;ϕx ≥ α}.
Combining results of [5], [26], one knows that there is a critical value
(0.3) 0 ≤ h∗ <∞ ,
such that
(0.4)
for α > h∗, P-a.s., E≥α only has finite connected components,
for α < h∗, P-a.s., E≥α has a unique infinite connected component.
One can further introduce a critical value
(0.5) h∗∗ = inf{α ∈ R; lim inf
L
P[BL
≥α←→ ∂B2L] = 0},
where BL stands for the sup-norm closed ball on Z
d with center 0 and radius L, ∂B2L for
the boundary of B2L (see the beginning of Section 1), and the event under the probability
1
corresponds to the existence of a nearest neighbor path in the excursion-set E≥α (see
(0.2)) starting in BL and ending in ∂B2L. One can show, see [23], [26], that h∗∗ is finite
and that for α > h∗∗ the excursion set E≥α is in a strongly non-percolative regime, see
(1.19), with a stretched exponential decay of the two-point function P[0
≥α←→ x] (in fact,
an exponential decay, when d ≥ 4, see [23]). It is a simple matter to see that h∗ ≤ h∗∗, but
an important open problem whether the equality h∗ = h∗∗ actually holds. The positivity
of h∗ when d is large has been established in [26], the (matching) principal asymptotic
behaviors h∗ ∼ h∗∗ ∼
√
2 log d, as d→∞, have been shown in [11].
The main object of this article is to investigate the large N asymptotic behavior of
the probability of the disconnection event
(0.6) AN =
{
∂BN
≥ α←→/ SN}
where there is no nearest neighbor path in E≥α going from ∂BN to SN = {x ∈ Zd;
|x|∞ = [MN ]}, where | · |∞ stands for the sup-norm, M > 1 is a fixed number, and [MN ]
denotes the integer part of MN . The choice of the specific form (0.6) of AN (rather than
for instance {BN ≥ α←→/ ∂BMN}) is not essential and mainly motivated by the use of certain
contour arguments in Section 3, where the choice (0.6) is convenient.
In the strongly non-percolative regime α > h∗∗ of the excursion set E≥α, the event
AN becomes typical for large N , and (see (1.20))
(0.7) lim
N
P[AN ] = 1, when α > h∗∗.
Our main interest in this work lies in the percolative regime, when AN becomes atypical
for large N (for instance, limN P[AN ] = 0, when α < h∗). Let us now describe the
asymptotic controls that we obtain.
In Theorem 2.1 of Section 2 we derive the asymptotic lower bound
(0.8) lim inf
N
1
Nd−2
log P[AN ] ≥ − 1
2d
(h∗∗ − α)2 capRd([−1, 1]d), for α ≤ h∗∗,
where capRd([−1, 1]d) stands for the Brownian capacity of [−1, 1]d, see for instance p. 58
of [25]. This lower bound comes as a rather direct application of the change of probability
measure approach, see (1.22), and the controls on the strongly non-percolative regime in
(1.19). It is much simpler to establish than the corresponding lower bound for random
interlacements that was derived in [19].
As far as upper bounds are concerned, we show in Theorem 3.2 of Section 3 a simple
upper bound based on a contour argument (recall that 0 ≤ h∗, see (0.3)):
(0.9) lim sup
N
1
Nd−2
log P[AN ] ≤ − 1
2d
α2capRd([−1, 1]d), for α ≤ 0.
This upper bound does not match the lower bound (0.8), unless h∗ = h∗∗ = 0. But, as
mentioned above, h∗ is known to be positive when d is large, and actually expected to be
positive for all d ≥ 3 (see [22] for simulations when d = 3).
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Our main result comes in Section 5. We show in Theorem 5.5 that
(0.10) lim sup
N
1
Nd−2
log P[AN ] ≤ − 12d (h− α)
2 capRd([−1, 1]d), for α ≤ h,
where h is a certain critical value, see (5.3) for the precise definition, such that α < h
corresponds to a strongly percolative regime for E≥α. This critical value is similar to the
critical value introduced in Section 2 §4 of [10]. It is plausible that h = h∗∗, and (0.8)
and (0.10) may actually offer matching upper and lower bounds. However, apart from
the finiteness of h and the inequality h ≤ h∗ (≤ h∗∗), little is known at present about the
actual value of h (not even that h ≥ 0).
For this reason, we derive in Section 6 a variant of our main upper bound of Section
5, which borrows some techniques of [26] developed for the proof of the positivity of h∗
for large d. We show in Theorem 6.2 that there is an h0 > 0 and a d0 ≥ 3 such that for
d ≥ d0,
(0.11) lim sup
N
1
Nd−2
logP[AN ] ≤ − 1
2d
(h0 − α)2 capRd([−1, 1]d), for α < h0.
In particular, this last inequality shows that when d ≥ d0 the upper bound (0.9) does not
capture the correct exponential decay of P[AN ].
As a by-product of our results, we also derive some upper bounds on disconnection
by random interlacements, or by simple random walk. A recent version due to Lupu [21]
of the isomorphism theorem relating occupation-times of random interlacements to the
Gaussian free field, see [30], provides a tool to transfer the upper bounds (0.10), (0.11)
to random interlacements. If Iu stands for the random interlacement at level u ≥ 0, and
Vu = Zd\Iu for the vacant set at level u, we show in Theorem 7.1 that if h > 0 (with
similar notation as in (0.6), (0.10))
lim sup
N
1
Nd−2
logP[∂BN
Vu←→/ SN ] ≤− 1
d
(√
h 2
2
−√u
)2
capRd([−1, 1]d),
for u <
h 2
2
,
(0.12)
and a similar bound holds with h0 in place of h, when d ≥ d0 and u < h
2
0
2
.
In the case of the simple random walk starting from the origin, we denote by V the
complement of the set of sites visited by the walk, and by P0 the canonical law. There is
a natural coupling of V under P0 and Vu under P[·|0 ∈ Iu] ensuring that Vu ⊆ V, and as
a result, we show in Corollary 7.3 that if h > 0
(0.13) lim sup
N
1
Nd−2
log P[∂BN
V←→/ SN ] ≤ − 1
2d
h2 capRd([−1, 1]d),
and a similar bound holds with h0 in place of h, when d ≥ d0.
In particular, when d ≥ d0, Theorem 7.1 and Corollary 7.3 establish an exponential
decay at rate Nd−2 for the disconnection probability that appears in (0.12), for small
positive u, and for the probability that appears in (0.13). As far as we know, even these
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coarse bounds are new. We also refer to (1.10) and Theorem 6.1 of [33] on a related
problem for the simple random walk.
It is maybe helpful at this point to give some intuition about the bounds we obtain.
The picture behind the lower bound (0.8) and its proof in Theorem 2.1 is roughly that
when α < h∗∗, to induce the disconnection event AN , the Gaussian free field lowers
itself by an amount slightly bigger than h∗∗ − α in a neighborhood of BN , so that for
this shifted random field, being above level α, amounts to being slightly above level
h∗∗ for the Gaussian free field, and this entails a strongly non-percolative regime of the
corresponding excursion-set. The feature that the upper bound (0.10) may actually match
the lower bound (0.8) hints at a phenomenon of entropic repulsion. In a way, the situation
is reminiscent of what happens when one considers the probability that ϕ remains non-
negative over BN . As shown in Theorem 1.1 of [3], see also Theorem 3.1 of [14], one has
the asymptotic behavior
lim
N
1
Nd−2 logN
log P[ϕx ≥ 0, for all x ∈ BN ] = − 4
2d
g(0, 0) capRd([−1, 1]d),(0.14)
and one can show that the random field “tends to shift upwards over BN” at a height of
order
√
4g(0, 0) logN , when ϕ remains non-negative over BN . In the situation we consider
in the present work, if the equalities h = h∗ = h∗∗ hold, the intuitive picture should be
as follows. When one enforces the disconnection of ∂BN from SN by the excursion-set
of the Gaussian free field below α, the effect for large N on the field, say, close to the
origin, depends on α. If α > h∗, the disconnection has a negligible effect. On the other
hand, if α < h∗, the disconnection induces “a downward shift of the field by an amount
−(h∗ − α)”.
We will now present a rough outline of the proof of the main Theorem 5.5, where
(0.10) is established. Unlike what would happen in the supercritical phase of Bernoulli
percolation, where disconnection of the macroscopic box BN would involve an exponential
cost of order Nd−1 (and surface tension), we are looking here for an exponential cost of
order Nd−2. A quite substantial coarse graining takes place in the proof and roughly
goes as follows. One considers “columns” of boxes of side-length L (chosen of order
(N logN)
1
d−1 ) going from the surface ∂BN of BN to the surface SN of BMN (for simplicity
assume M = 2). The number of such columns has roughly order (N
L
)d−1 = N
d−2
logN
. For
each box B sitting in one of these columns, one decomposes the Gaussian free field ϕ in a
concentric box with side-length a large multiple of L, into an harmonic average denoted
by hB, and a local field denoted by ψB. The local fields ψB enjoy good independence
properties, see Lemma 5.3. In a first step, one shows in Proposition 5.4 that in “almost all
columns” all boxes have a local field, which “percolates well” above a level slightly below
the critical value h, except on an event with super-exponentially decaying probability
(with respect to the rate Nd−2). On the other hand, when disconnection at level α occurs
(i.e. AN is realized), each column must be blocked for percolation in the excursion set
E≥α. This forces the existence in most columns of a box where the harmonic average field
reaches values essentially smaller than α − h(< 0). After a selection of these bad boxes,
a step with not too high combinatorial complexity, thanks to our choice of L, we can
use the Gaussian estimates developed in Section 4 (see Corollary 4.4) to bound P[AN ] in
essence by exp{−1
2
(h− α)2 infC cap(C) + o(Nd−2)}, where cap(C) stands for the simple
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random walk capacity of C =
⋃
B∈C B and C runs over the various collections of selected
bad boxes. Using a projection on the surface of BN and a Wiener-type criterion, one gets
an asymptotic lower bound on cap(C) in terms of cap(BN ), uniformly over C, and the
upper bound (0.10) quickly follows.
Theorem 6.2, where (0.11) is proven, follows the same strategy, but uses a different
scheme for percolation in each column, along a thick two-dimensional slab. This procedure
is developed in Theorem 6.1 and uses techniques of Section 3 of [26]. The Gaussian free
field restricted to the slab can be viewed as a “small perturbation” of an i.i.d. field,
when d is large, and methods of Bernoulli percolation such as static renormalization, see
Chapter 7 §4 of [15], can be brought to bear.
We will now describe the organization of this article. Section 1 introduces further
notation and recalls various facts concerning random walk, potential theory, the Gaussian
free field, and its level-set percolation. In the short Section 2 we prove the lower bound
(0.8), see Theorem 2.1. In Section 3 we employ a contour argument in the spirit of [5] and
prove (0.9) in Theorem 3.2. In Section 4 we develop Gaussian bounds, which prepare the
ground for the proofs of our main upper bounds in the next two sections, see Theorem
4.2 and Corollary 4.4. Section 5 contains the proof of (0.10) in the main Theorem 5.5. In
Section 6 we prove (0.11) in Theorem 6.2, using an adaptation of the proof of Theorem
5.5. The percolative estimates are developed in Theorem 6.1. In Section 7 we apply the
upper bounds of Sections 5 and 6 to the derivation of (0.12) in the context of random
interlacements, and (0.13) in the context of simple random walk, see Theorem 7.1 and
Corollary 7.3.
Finally, let us state the convention we use concerning constants. We denote by c, c′, c
positive constants changing from place to place, which simply depend on d. Numbered
constants such as c0, c1, . . . refer to the value corresponding to their first appearance in
the text. Dependence of constants on additional parameters appears in the notation.
Acknowledgements: We wish to thank Ofer Zeitouni for stimulating conversations and
the Weizmann Institute of Science for its hospitality and support via a Joseph Meyerhoff
Visiting Professorship.
1 Notation and some useful facts
In this section we introduce some further notation and review some classical facts con-
cerning random walks, potential theory, the Gaussian free field, the percolative properties
of its level-sets, and an entropy inequality entering the change of probability method.
These various ingredients will be useful in the subsequent sections.
We begin with some notation. Given real numbers s, t, we write s ∧ t and s ∨ t for
the minimum and the maximum of s and t, and denote by [s] the integer part of s, when
s ≥ 0. We write |·| and |·|∞ for the Euclidean and the ℓ∞-norms on Rd. We tacitly assume
throughout the article that d ≥ 3. Given x ∈ Zd and r ≥ 0, we let B(x, r) = {y ∈ Zd;
|y−x|∞ ≤ r} stand for the closed ℓ∞-ball of radius r around x. Given K,K ′ subsets of Zd,
we denote by d(K,K ′) = inf{|x− x′|∞; x ∈ K, x′ ∈ K ′} the mutual ℓ∞-distance between
K and K ′. When K = {x}, we simply write d(x,K ′). We write diam(K) = sup{|x−y|∞;
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x, y ∈ K} for the ℓ∞-diameter of K, |K| for the cardinality of K, and K ⊂⊂ Zd, to state
that K is a finite subset of Zd. We denote by ∂K = {y ∈ Zd\K; ∃x ∈ K, |y−x| = 1} the
boundary of K, and by ∂iK = {x ∈ K; ∃y ∈ Zd\K, |x− y| = 1} the internal boundary
of K.
We say that x, y in Zd are neighbors, when |x − y| = 1, and sometimes write x ∼ y.
We say that they are ∗-neighbors when |x− y|∞ = 1. We call π : {0, . . . , n} → Zd a path
when π(i) ∼ π(i − 1), for 1 ≤ i ≤ n. We define a ∗-path accordingly. Given K,L, U
subsets of Zd, we say that K and L are connected by U and write K
U←→ L, when there
exists a path with values in U (⊆ Zd), which starts in K and ends in L. Otherwise we
say that K and L are not connected by U , and write K
U←→/ L (see for instance (0.12)).
We now turn to discrete time simple random walk on Zd. we denote by (Xn)n≥0 the
canonical process on (Zd)N and by Px the canonical law starting from x. We write Ex for
the corresponding expectation. When ρ is a measure on Zd, we write Pρ =
∑
x ρ(x)Px
(not necessarily a probability measure) and Eρ for the corresponding “expectation” (i.e.
the integral with respect to Pρ). Given U ⊆ Zd, we denote by HU = inf{n ≥ 0;Xn ∈ U}
the entrance time in U , by H˜U = inf{n ≥ 1, Xn ∈ U} the hitting time of U , and by
TU = inf{n ≥ 0, Xn /∈ U} the exit time from U .
We let g(·, ·) stand for the Green function of the walk,
(1.1) g(x, y) =
∑
n≥0
Px[Xn = y], for x, y ∈ Zd.
Since d ≥ 3, the Green function is finite. Due to translation invariance, one has g(x, y) =
g(x− y, 0) def= g(x− y), and one knows that (see Theorem 5.4, p. 31 of [16])
(1.2) g(x) ∼ c0|x|2−d, as |x| → ∞, with c0 = d
2
Γ
(
d
2
− 1
)
1
pi
d
2
.
Given U ⊆ Zd, the Green function killed outside U is defined as
(1.3) gU(x, y) =
∑
n≥0
Px[Xn = y, n < TU ] .
It is a symmetric function of x and y, which vanishes if x /∈ U or y /∈ U . As a direct
application of the strong Markov property at the exit time of U , we have
(1.4) g(x, y) = gU(x, y) + Ex[TU <∞, g(XTU , y)], for x, y ∈ Zd.
We then discuss some potential theory attached to simple random walk. Given K ⊂⊂ Zd,
we write eK for the equilibrium measure of K:
(1.5) eK(x) = Px[H˜K =∞] 1K(x), for x ∈ Zd
(it is supported by the internal boundary of K), and cap(K) for the capacity of K, which
is the total mass of eK :
(1.6) cap(K) =
∑
x∈K
eK(x).
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In the special case of the | · |∞-ball BL(= B(0, L)), one knows that (see (2.16), p. 53 of
[16])
(1.7) cLd−2 ≤ cap(BL) ≤ c′Ld−2, for L ≥ 1.
One also has (see for instance (2.10) on p. 18 of [34]) a characterization of the capacity
through the Dirichlet form:
(1.8) cap(K) = inf
f
E(f, f),
where f varies over the set of finitely supported functions on Zd with value at least 1 on
K, and for g: Zd → R
(1.9) E(g, g) = 1
2
∑
x∼y
1
2d
(
g(y)− g(x))2
(one also defines E(f, g) = 1
2
∑
x∼y
1
2d(f(y)− f(x))(g(y)− g(x)) by polarization of the above
formula when the resulting series is absolutely convergent).
One has a further variational characterization of the capacity, which is convenient for
the derivation of lower bounds on the capacity
(1.10) cap(K) = {inf
ν
E(ν)}−1, with E(ν) =
∑
x,y
ν(x) ν(y) g(x, y),
and the infimum runs over probability measures supported on K.
We also recall (see for instance Theorem T.1, p. 300 of [27]) that the entrance proba-
bility in K can be expressed in terms of the Green function and the equilibrium measure
as
(1.11) Px[HK <∞] =
∑
y∈K
g(x, y) eK(y), for x ∈ Zd.
Further, one has the sweeping identity for K ⊂ K ′ ⊂⊂ Zd
(1.12) eK(y) = PeK′ [HK <∞, XHK = y], for all y ∈ Zd
(see for instance (1.18) of [19], and we recall the notation above (1.1) for PeK′ ).
We now turn to the Gaussian free field on Zd. We denote by P its canonical law on
RZ
d
and by ϕ = (ϕx)x∈Zd the canonical random field, so that under P, ϕ is a centered
Gaussian field with covariance
(1.13) E[ϕxϕy] = g(x, y), for x, y ∈ Zd.
Further, for finitely supported f one has (see below (1.9) for notation)
(1.14)
{
i) E[E(f, ϕ)ϕx] = fx, for x ∈ Zd
ii) E[E(f, ϕ)2] = E(f, f).
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(the second identity readily follows from (1.14) i) and the Gauss-Green identity E(f, g) =
−∑x∈Zd ∆f(x) g(x), for f, g functions on Zd, with f finitely supported, and ∆f(x) =
1
2d
∑
y∼x(f(y)− f(x)). The first identity (1.14) i) follows from (1.13) and the Gauss-Green
identity).
Given U ⊂⊂ Zd (i.e. U finite subset of Zd, in the notation at the beginning of this
section), one defines the random fields
hUx = Ex[ϕXTU ]
(
=
∑
y∈Zd
Px[XTU = y]ϕy
)
, for x ∈ Zd(1.15)
(note that hUx = ϕx for x ∈ Zd\U), and
ψUx = ϕx − hUx , for x ∈ Zd(1.16)
(note that ψUx = 0, when x ∈ Zd\U).
We will sometimes refer to hU as the harmonic average of ϕ in U , and to ψU as the local
field in U . One thus has the decomposition
(1.17) ϕx = h
U
x + ψ
U
x , x ∈ Zd,
and the Markov property of the Gaussian free field can be expressed as the fact (see for
instance Lemma 1.2 of [26]):
(1.18)
(ψUx )x∈Zd is independent of σ(ϕy, y ∈ U c) (in particular it is independent from
(hUx )x∈Zd) and distributed as a centered Gaussian field with covariance gU(·, ·).
Hence, the conditional law of (ϕx)x∈U given σ(ϕy, y ∈ U c) only depends on (hUx )x∈U , which
is σ(ϕy, y ∈ ∂U)-measurable, see (1.15).
Level-set percolation of the Gaussian free field was discussed in the Introduction. We
simply recall here the following feature of the strongly non-percolative regime for E≥α.
We remind that h∗∗ has been defined in (0.5) (see also Theorem 2.6 of [26] and Theorem
2.1 of [23]) and that 0 ≤ h∗ ≤ h∗∗ <∞. One also knows (see above references) that
(1.19) for α > h∗∗, P[0
≥α←→ ∂BL] ≤ c1(α) e−c2(α)Lc3 , for L ≥ 0
(actually when d ≥ 4 one can choose c3 = 1, and when d = 3, c3 = 12 or any value in
(0, 1), see [23]).
As a direct application of a union bound and (1.19) one finds that, in the notation of
(0.6), when α > h∗∗, P[∂BN
≥α←→ SN ] −→
N
0. We thus see that
(1.20) P[AN ] −→
N
1, when α > h∗∗.
Finally, we recall a classical inequality concerning the relative entropy, which will be useful
in the next section. For P˜ absolutely continuous with respect to P, the relative entropy
of P˜ with respect to P is defined as
(1.21) H(P˜|P) = E˜
[
log
dP˜
dP
]
= E
[
dP˜
dP
log
dP˜
dP
]
∈ [0,∞],
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where E˜ stands for the expectation with respect to P˜.
Given an event A with the positive P˜-probability one has (see p. 76 of [8]):
(1.22) P[A] ≥ P˜[A] e−
1
P˜[A]
(H(P˜|P)+ 1
e
)
.
2 Disconnection lower bound
We have seen in (1.20) that when the level α is bigger than h∗∗ the event AN (see (0.6)
or (2.1) below) becomes typical for large N . In this section, we instead consider a level
α ≤ h∗∗, and derive in Theorem 2.1 an asymptotic lower bound on the probability of AN .
This is very much in the spirit of the lower bound obtained in Theorem 0.1 of [19] in
the context of random interlacements, see also Section 7 below. The situation is however
substantially simpler for the level-set percolation of the Gaussian free field: the method
of change of probability merely involves a deterministic shift of the Gaussian free field (in
[19] one needed the so-called “tilted interlacements”). One also has here an additional
simplifying feature: in the present work we simply discuss the disconnection of the discrete
blow-up BN of [−1, 1]d (in [19] one considered the discrete blow-up of a general compact
subset of Rd).
We recall that M > 1 is some given real number, and the basic disconnection event
at level α (in R) is
(2.1) AN = {∂BN
≥α←→/ SN} (with SN = {x ∈ Zd; |x|∞ = [MN ]}).
Note that when MN ≥ N + 1 the event AN increases with M (or perhaps more directly,
the complementary event decreases with M).
We recall that capRd(·) stands for the Brownian capacity (see for instance [25], p. 58).
The main result of this section is the following
Theorem 2.1. Assume that α ≤ h∗∗, then one has
(2.2) lim inf
N
1
Nd−2
log P[AN ] ≥ − 1
2d
(h∗∗ − α)2 capRd([−1, 1]d).
Proof. We use the method of change of probability and the relative entropy inequality
(1.22). Given f : Zd → R, finitely supported, we introduce the probability (on RZd):
(2.3) P˜ = exp
{
E(f, ϕ)− 1
2
E(f, f)
}
P.
By (1.14) and Cameron-Martin’s formula, P˜ is indeed a probability measure and
(2.4) ϕ under P˜ has the same law as (ϕx + fx)x∈Zd under P.
We now choose ε, η > 0 with 1 + η < M , and a smooth function g compactly supported
in (−M,M)d and smaller or equal to −(h∗∗ − α+ ε) on [−(1 + η), 1 + η]d. We define the
sequence of finitely supported functions on Zd:
(2.5) fN(x) = g
(
x
N
)
, for x ∈ Zd, N ≥ 1.
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We denote by P˜N the probability attached to fN (in place of f) by (2.3). By the entropy
inequality (1.22), we know that
(2.6) P[AN ] ≥ P˜N [AN ] exp
{
− 1
P˜N [AN ]
(
H(P˜N |P) + 1
e
)}
.
In addition, we find that
(2.7) H(P˜N |P) (1.21)=
(2.3)
E˜[E(fN , ϕ)]− 1
2
E(fN , fN) (2.4)= 1
2
E(fN , fN).
The next step is to prove that
(2.8) lim
N
P˜[AN ] = 1.
Indeed, by (2.4), with hopefully obvious notation, we see that
(2.9) P˜N [AN ] = P[∂BN
≥ α− fN←→/ SN ]
Since fN ≤ −(h∗∗−α+ ε) on BN(1+η), defining S˜N = {x ∈ Zd; |x|∞ = [(1+ η)N ]}, we see
that for large N the probability in the right-hand side of (2.9) is bigger or equal to
P[∂BN
≥ h∗∗ + ε←→/ S˜N ] −→
N
1 (by (1.20) with M = 1 + η and α = h∗∗ + ε).
This proves (2.8).
Coming back to (2.6), we now find by (2.7), (2.8) that
(2.10) lim inf
N
1
Nd−2
logP[AN ] ≥ − lim sup
N
1
Nd−2
1
2
E(fN , fN).
On the other hand, by (1.9) and the choice of fN in (2.5), we have
1
Nd−2
E(fN , fN) = 1
4dNd
∑
x∈Zd
∑
|e|=1
N2
(
g
(
x+ e
N
)
− g
(
x
N
))2
.
It now follows from the smoothness of g and a Riemann sum argument that we have
(2.11) lim
N
1
Nd−2
E(fN , fN) = 1
2d
∫
|∇g(y)|2dy = 1
d
ERd(g, g),
where ERd(·, ·) stands for the Dirichlet form attached to Brownian motion (and Lebesgue
measure on Rd). Thus, optimizing over g (see Lemma 2.2.7, p. 80 of [12], or below (2.28)
of [19] for a very similar argument) that
(2.12) lim inf
N
1
Nd−2
logP[AN ] ≥ − 1
2d
(h∗∗ − α + ε)2 capRd([−(1 + η), 1 + η]d).
Letting η and ε tend to 0, we obtain the claim (2.2).
Remark 2.2. If we denote by {∂BN
≥ α←→/ ∞} the event where there is no infinite nearest
neighbor path in E≥α starting from ∂BN , it is plain that this event contains AN when
MN ≥ N + 1. Hence, as an immediate consequence of Theorem 2.1, we see that
(2.13) lim inf
N
1
Nd−2
log P[∂BN
≥ α←→/ ∞] ≥ − 1
2d
(h∗∗ − α)2capRd([−1, 1]d).

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3 A disconnection upper bound based on a contour
argument
In this section we derive an upper bound on the probability of the disconnection event
AN , see (0.6) or (2.1), when the level α is negative. We use an argument in the spirit of
the proof of Theorem 2 of [5], based on the notion of maximal contour surrounding BN in
BMN , where the Gaussian free field lies below α. In this fashion, we use a form of strong
Markov property of the Gaussian free field. Our main result Theorem 3.2 yields both
a quantitative upper bound, cf. (3.6), and an asymptotic upper bound, cf. (3.7). This
asymptotic upper bound does not match the asymptotic lower bound from Theorem 2.1
in the previous section, when h∗∗ > 0 (and h∗ ≤ h∗∗ is known to be positive for large d,
cf. Theorem 3.3 of [26]). In the next sections we will aim at improving this defect.
We first introduce some definitions concerning contours. We recall that we tacitly
assume d ≥ 3. Given N ≥ 0, we say that C ⊆ Zd is a contour surrounding BN , when
there exists a finite connected subset K of Zd containing BN , such that C = ∂K. Given
a contour C surrounding BN , the above set K is uniquely determined (it is the connected
component of Zd\C containing BN ). We write K = IntC.
Given a finite family of contours Ci, 1 ≤ i ≤ n, surrounding BN , we define the maximal
contour via
(3.1) max{C1, . . . , Cn} = ∂
( n⋃
i=1
IntCi
)
,
and we note that
(3.2) max{C1, . . . , Cn} ⊆
n⋃
i=1
Ci.
The next lemma relates the above notion of contour with the disconnection event AN (see
(0.6) or (2.1)).
Lemma 3.1. (recall α ∈ R)
Assume that MN ≥ N + 1, then
(3.3) AN = {ϕ; there is a contour surrounding BN contained in BMN , where ϕ < α}.
Proof. Denote by A˜N the event on the right-hand side of (3.3). We fist show that A˜N ⊆
AN . Note that the interiors of the contours that appear in the definitions of A˜N are
necessarily contained in BMN\SN = {x ∈ Zd; |x|∞ < [MN ]} (otherwise such an interior
would contain all x in Zd with |x|∞ > [MN ]} (otherwise such an interior would contain
all x in Zd with |x|∞ > [MN ], and be infinite). Hence, on A˜N , any path from BN to SN
must meet a contour C surrounding BN , where ϕ < α, and therefore AN is realized. To
prove the reverse inclusion AN ⊆ A˜N , we argue as follows. For all x ∈ ∂BN we consider
C≥α(x), the connected component of x in E≥α (defined as the empty set when ϕx < α).
On AN , the random connected subset BN ∪ (
⋃
x∈∂BN C≥α(x)) contains BN and does not
intersect SN (by definition of AN). Hence, its boundary is a contour surrounding BN and
contained in BMN , where ϕ < α. This shows that AN ⊆ A˜N and completes the proof of
the equality (3.3).
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By the above lemma, when MN ≥ N + 1, we can define on AN
Cmax<α = the maximal contour in the family of contours surrounding BN
contained in BMN , where ϕ < α.
(3.4)
The crucial property (reminiscent of stopping times) satisfied by Cmax<α is the following:
(3.5)
for any contour C surrounding BN and contained in BMN , the event
{Cmax<α = C} is σ(ϕx, x ∈ U c)-measurable, with U = IntC.
Indeed, the above event is characterized by the fact that ϕ < α on C, and for any finite
connected set V ) U with ∂V ⊆ BMN , one has ϕx ≥ α for some x ∈ ∂V .
We now come to the main result of this section.
Theorem 3.2. (M > 1, α < 0)
Assume MN ≥ N + 1. Then, in the notation of (2.1) one has
(3.6) P[AN ] ≤ 2 exp
{
− 1
2
α2cap(BN)
}
.
Moreover, one has
(3.7) lim sup
N
1
Nd−2
logP[AN ] ≤ − 12d α
2capRd([−1, 1]d).
Proof. We first prove (3.6). By Lemma 3.1 and (3.4) we can partition the event AN
according to the different possibilities for Cmax<α and write
(3.8) AN =
⋃
C
{Cmax<α = C} (disjoint union),
where C runs over the collection of contours surrounding BN and contained in BMN .
Given such a contour C, we write U = IntC(⊇ BN) and find by (1.17), (1.18) that on
{Cmax<α = C}
(3.9) ϕ = ψU + hU ,
where ψU is independent of σ(ϕy, y ∈ U c), and a centered Gaussian process with covari-
ance gU(·, ·), and hUx = Ex[ϕXTU ], x ∈ Zd, is σ(ϕy, y ∈ U c)-measurable and harmonic on
U .
We denote by ν the equilibrium measure of BN and by ν =
ν
cap(BN )
the normalized
equilibrium measure of BN , see (1.5), (1.6). We thus find that
(3.10)
P
[∑
x
ν(x)ϕx ≤ α
]
≥ P
[∑
x
ν(x)ϕx ≤ α,AN
]
(3.8)
=∑
C
P
[∑
x
ν(x)ϕx ≤ α,Cmax<α = C
]
(3.9)
=∑
C
P
[∑
x
ν(x) (ψUx + h
U
x ) ≤ α,Cmax<α = C
]
≥∑
C
P
[∑
x
ν(x)ψUx ≤ 0,
∑
x
ν(x) hUx ≤ α,Cmax<α = C
]
(3.5)
=
below (3.9)∑
C
P
[∑
x
ν(x)ψUx ≤ 0
]
P
[∑
x
ν(x) hUx ≤ α,Cmax<α = C
]
.
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Note that hU is harmonic on U with values < α on ∂U = C, so the rightmost probability
in the last line of (3.10) equals P[Cmax<α = C]. Moreover,
∑
x ν(x)ψ
U
x is a centered Gaus-
sian variable so that P[
∑
x ν(x)ψ
U
x ≤ 0] ≥ 12 (actually, one has an equality because the
above Gaussian variable is non-degenerate, as can easily been argued). Inserting these
observations in the last line of (3.10) we find that
(3.11) P
[∑
x
ν(x)ϕx ≤ α
]
≥ 1
2
∑
C
P[Cmax<α = C]
(3.8)
=
1
2
P[AN ].
Further,
∑
x ν(x)ϕx is a centered Gaussian variable with variance
(3.12) var
(∑
x
ν(x)ϕx
)
(1.13)
=
∑
x,y
ν(x) ν(y) g(x, y)
(1.11)
=
1
cap(BN )
.
Hence, using a standard bound on the tail of a Gaussian variable, we find
(3.13) P[AN ]
(3.11)
≤ 2P
[∑
x
ν(x)ϕx ≤ α
]
≤ 2 exp
{
− 1
2
cap(BN)α
2
}
.
This proves (3.6). Further, one know that
(3.14) lim
N
1
Nd−2
cap(BN) =
1
d
capRd([−1, 1]d)
(see E1 on p. 301 of [27], as well as (2.4) and Lemma 2.1 of [4]). The claim (3.7) now
follows and Theorem 3.2 is proved.
Remark 3.3.
1) The above simple proof yields a meaningful upper bound only when α < 0. It is not
clear how the argument can be modified to produce an interesting bound for non-negative
values of α below h∗ (when h∗ > 0)..
2) The asymptotic upper bound (3.7) does not match the asymptotic lower bound of
Theorem 2.1 when h∗∗ > 0 (one knows that 0 < h∗ ≤ h∗∗ for large d and expects this fact
to be true for all d ≥ 3). We will now aim at correcting this defect. 
4 Some Gaussian estimates
In this section we develop some bounds on the expectation of the infimum of certain
families of Gaussian variables and their variance. Our main result is Theorem 4.2. Its
Corollary 4.4 will play an important role in the next section. It controls the probability
that simultaneously in several boxes the respective harmonic averages of the Gaussian
free field attached to these boxes takes values below some fixed negative level.
We first introduce some notation. We consider positive integers
(4.1) L ≥ 1, and K ≥ 100.
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Informally, we are interested in the regime where L tends to infinity and K is large but
fixed. Actually, in the next section we will choose L of order (N logN)
1
d−1 , see (5.16),
with N having the same interpretation as in (2.1), and we will successively let N and K
tend to infinity.
We introduce the lattice
(4.2) L = LZd,
and the boxes in Zd
B0 = [0, L)
d ⊆ D0 = [−3L, 4L)d ⊆ U0 = [−KL + 1, L+KL− 1)d
⊆ B˜0 = [−KL,L +KL)d,
(4.3)
as well as their translates to the various sites of L:
(4.4) Bz = z +B0 ⊆ Dz = z +D0 ⊆ Uz = z + U0 ⊆ B˜z = z + B˜0.
We will often refer to the boxes Bz, z ∈ L, as L-boxes. We will use the collection of boxes
Uz, z ∈ L, to decompose the Gaussian free field. Specifically, as in (1.17), with U = Uz,
z ∈ L, we write
(4.5) ϕ = hz + ψz
for the corresponding decomposition. Often, for convenience, when B = Bz, we will write
hB and ψB in place of h
z and ψz, and refer to hB as the harmonic average (of ϕ) attached
to B, and to ψB as the local field attached to B. Note that for z ∈ L,
ψz is independent of σ(ϕy, y ∈ U cz ) (by (1.18))(4.6)
ψz is σ(ϕy, y ∈ B˜z)-measurable (by (1.16), (1.15)).(4.7)
The next lemma collects some independence properties of the above Gaussian random
fields and will also be helpful in the next section.
Lemma 4.1. For z, z′ in L one has
(4.8) B˜z ∩ Uz′ = φ = Uz ∩ B˜z′, when |z − z′|∞ ≥ L+ 2KL.
If C ⊆ L is a collection of sites with mutual | · |∞-distance at least L+ 2KL, then
(4.9)
the centered Gaussian fields ψz, z ∈ C, are independent,
and also independent from the collection (hzx)x∈B˜z ,z∈C.
Proof. We begin with (4.8). The condition on z, z′ ensures that B˜z ∩ B˜z′ = φ and (4.8)
follows, see (4.3), (4.4). As for the claim (4.9), first note that by (4.8) and (4.6), (4.7),
the centered Gaussian fields ψz, z ∈ C, are pairwise orthogonal. In addition, each ψz is
orthogonal to hz (by (1.18)), and for z′ 6= z in C, x′ ∈ B˜z′, ψz is orthogonal to hz′x′ (which
is σ(ϕy, y ∈ B˜z′)-measurable by (1.15), where B˜z′ ⊆ U cz by (4.8)). Since all the random
fields are centered and jointly Gaussian, the claim (4.9) follows.
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We now consider (see (4.2) for notation)
(4.10)
C a non-empty finite subset of L with points
at mutual | · |∞-distance at least L+ 2KL.
Given C as above we write
(4.11) C =
⋃
z∈C
Bz.
As a shorthand, we also write B ∈ C to mean B = Bz with z ∈ C. we denote by ν the
equilibrium measure of C and by ν = ν
cap(C)
the normalized equilibrium measure of C.
We attach to C the collection F of functions f from C into Zd such that the image of
any z belongs to Dz:
(4.12) F = {f ∈ (Zd)C; f(z) ∈ Dz for each z ∈ C}.
As mentioned above, we often view C as a collection of L-boxes and also write f(B) in
place of f(z), when f ∈ F and B = Bz. Further, we attach to C the probability on C
with weight
(4.13) λ(z) = ν(Bz) for each z ∈ C.
(note that the boxes Bz, z ∈ C, are pairwise disjoint and
∑
z∈C λ(z) = 1). We will
routinely write λ(B) in place of λ(z) when B = Bz.
The centered Gaussian field (indexed by F) that we now introduce, plays an important
role in this section. Specifically, we set (see below (4.5) for notation)
(4.14) Zf =
∑
B∈C
λ(B) hB
(
f(B)
)
,
as well as
(4.15) Z = inf
f∈F
Zf .
We will use (Zf)f∈F and Z as tools in order to bound the probability that infDz h
z ≤ −a,
for each z in C (with a some positive number). These bounds will rely on uniform controls
on the variance of Zf and on the expectation of Z. These controls are encapsulated in
the next theorem.
Theorem 4.2. (recall that L ≥ 1 and K ≥ 100, cf. (4.1))
(4.16) lim sup
L
sup
C
sup
f∈F
{var(Zf) cap(C)) < α(K), where α(K) > 1 and lim
K
α(K) = 1
(the supremum over C runs over all collections as in (4.10), and the notation is the same
as in (4.11), (4.12)). Moreover, one has
(4.17) sup
C
|E[Z]|
( |C|
cap(C)
)− 1
2 ≤ c4
K
.
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Proof. We first prove (4.16). We consider a collection C as in (4.10). By (4.8), when
z 6= z′ belong to C, Uz ∩ B˜z′ = φ = Uz′ ∩ B˜z. Writing B and B′ in place of Bz and Bz′ , D
and D′ in place of Dz and Dz′, U and U ′ in place of Uz and Uz′ (and so on), we see that
when x ∈ D, x′ ∈ D′, with z 6= z′ in C, then
E[hB(x) hB(x
′)]
(1.15)
=
∑
y,y′
Px[XTU = y]Px′[XTU′ = y
′] g(y, y′)
(1.4)
=
∑
y′
Px′[XTU′ = y
′] g(x, y′) (since ∂U ′ ⊆ U c)
(1.4)
= g(x, x′) (since x /∈ U ′).
(4.18)
On the other hand, when z = z′ ∈ C, we find that for x, x′ ∈ D
(4.19) E[hB(x) hB(x
′)] =
∑
y′
Px′[XTU = y
′] g(x, y′) =
∑
y
Px[XTU = y] g(y, x
′)
(for the first equality one uses (1.15), (1.4), and that y′ belongs to ∂U ⊆ U c, and for the
second equality (1.15), (1.4), and that y belongs to ∈ ∂U ⊆ U c).
Coming back to the definition of Zf in (4.14) we see that
var(Zf) =
∑
B,B′∈C
λ(B) λ(B′)E
[
hB
(
f(B)
)
hB′
(
f(B′)
)]
(4.18)
=
∑
B∈C
λ(B)2E
[
h2B
(
f(B)
)]
+
∑
B 6=B′
λ(B) λ(B′) g
(
f(B), f(B′)
)
.
(4.20)
We then introduce
(4.21) γ(K,L) = s˜up g(y, y′)/g(x, x′) (≥ 1)
where s˜up denotes the supremum over y ∈ Dz, y′ ∈ Dz′, x ∈ Bz′ and x′ ∈ Bz′ , with
z, z′ ∈ L such that |z − z′|∞ ≥ L+ 2KL. It readily follows from (1.2) that
(4.22) lim
K
lim sup
L
γ(K,L) = 1.
We will now bound the expression in the last line of (4.20). To handle the first sum, we
use (4.19), (1.2) and the fact that d(∂U,D) ≥ (K−3)L. We thus find that for any B ∈ C
and y ∈ D one has
(4.23) E[hB(y)
2] ≤ c
(KL)d−2
.
Further, we note that for any B ∈ C,
(4.24) λ(B)
(4.13)
=
(1.5)
1
cap(C)
∑
x∈B
Px[H˜C =∞] ≤ 1cap(C)
∑
x∈B
Px[H˜B =∞] (1.5)= cap(B)cap(C) .
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Hence, coming back to (4.20), keeping in mind that
∑
B λ(B) = 1, we see that for all C
as in (4.10) and f in F
var(Zf) ≤ c
(KL)d−2
cap(B0)
cap(C)
+ γ(K,L)
∑
B 6=B′
∑
x∈B,x′∈B′
ν(x) ν(x′) g(x, x′)
(1.7)
≤ c
Kd−2
1
cap(C)
+
γ(K,L)
cap(C)2
∑
x,x′ 6=C
ν(x) ν(x′) g(x, x′)
=
1
cap(C)
(
c
Kd−2
+ γ(K,L)
)
(since ν is the equilibrium measure of C).
(4.25)
The claim in (4.16) now follow by (4.22).
We then turn to the proof of (4.17). We will use bounds in the expectation of the
infimum of the centered Gaussian process Zf , f ∈ F , based on the metric entropy, see [1],
p. 14. For this purpose, we need a control on the regularity of the map f ∈ F → Zf ∈
L2(P). This is precisely the object of the next lemma.
Lemma 4.3. (L ≥ 1, K ≥ 100)
For all C as in (4.10), with C as in (4.11), and F as in (4.12), one has
(4.26) E[(Zf − Zk)2] cap(C) ≤ c25 ‖f − k‖
2
∞
(KL)2
, for all f, k ∈ F ,
where ‖f − k‖∞ stands for supB∈C |f(B)− k(B)|∞.
Proof. For C as above, and f, k ∈ F , one has (with hopefully obvious notation)
(4.27)
E[(Zf − Zk)2] = E
[(∑
B
λ(B)(hB
(
f(B)
)− hB(k(B)))2] =∑
B,B′
λ(B) λ(B′)E
[(
hB
(
f(B)
)− hB(k(B))(hB′(f(B′))− hB′(k(B′)))] (1.15)=
∑
B,B′
λ(B) λ(B′)
∑
z,z′
(Pf(B)[XTU = z]− Pk(B)[XTU = z])(Pf(B′)[XTU′ = z′]
−Pk(B′)[XTU′ = z′])E[ϕzϕz′].
Next, we observe that P.[XTU = z], for z ∈ ∂U , is a non-negative harmonic function in
U . Combining the Harnack Inequality and the gradient estimates in Theorems 1.7.2 and
1.7.1, p. 42 of [16], we see that
(4.28)
|Px[XTU = z]− Py[XTU = z] | ≤
c
|x− y|∞
KL
Px[XTU = z], for any x, y ∈ D and z ∈ ∂U.
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Applying the same bound to U ′, and keeping in mind that E[ϕzϕz′] = g(z, z′) ≥ 0 in the
last line of (4.27), we thus find that
E[(Zf − Zk)2] ≤ c
∑
B,B′
λ(B) λ(B′) |f(B)− k(B)|∞|f(B
′)− k(B′)|∞
(KL)2
E
[
hB
(
f(B)
)
hB′
(
f(B′)
)]
≤ c ‖f − k‖
2
∞
(KL)2
E[Z2f ] ≤ c ‖f − k‖
2
∞
(KL)2
1
cap(C)
,
(4.29)
where in the last inequality we used (4.25) and the fact that γ(K,L) in (4.21) is smaller
than sup g(y)/g(x), with a supremum over |x|∞ ≥ 2KL and |y − x|∞ ≤ 14L, so that
1
2
|x|∞ ≤ |y|∞ ≤ 2|x|∞, whence γ(K,L) ≤ c. This completes the proof of (4.26).
We now resume the proof of (4.17). We pick C as in (4.10) and, for convenience,
introduce the scaled centered Gaussian process
(4.30) Z˜f =
√
cap(C) Zf , for f ∈ F .
By (4.26) of the above lemma, the so-called canonical metric on F induced by the L2(P)-
distance on Z˜f , f ∈ F , satisfies
(4.31) E[(Z˜f − Z˜k)2] 12 ≤ c5
KL
‖f − k‖∞ ≤ 7c5
K
, for f, k ∈ F
(we used the definition of F in (4.12) for the last inequality).
Thus, given ε ∈ (0, 7c5
K
], we can cover F by balls of radius ε in the canonical metric as
follows. We pick ℓ as the largest integer such that c5
ℓ
KL
≤ ε, i.e. ℓ = [KL
c5
ε] (and hence
1+ℓ ≤ 8L, by the bound on ε). We then partition D0 (and by translation invariance each
Dz, z ∈ L) into disjoint boxes having each | · |∞-diameter at most ℓ (so the projection on
each axis of such a box contains at most ℓ + 1 points). Such a partition can be achieved
with at most ([ 7L
ℓ+1
] + 1)d ≤ (15L
ℓ+1
)d boxes (recall that ℓ + 1 ≤ 8L). Moreover, if f, k ∈ F
are such that f(z) and k(z) belong to the same box in Dz, for each z ∈ C, then, by (4.31)
and the choice of ℓ, the canonical distance between f and k is at most ε. In this fashion,
we can cover F by at most (15L
ℓ+1
)d|C| balls of radius ε for the canonical metric on F . Since
ℓ+ 1 ≥ KL
c5
ε, we see that for 0 < ε ≤ 7c5
K
,
(4.32) F is covered by at most N(ε) =
(
15c5
Kε
)d|C|
balls or radius ε
in the canonical metric.
By Theorem 1.3.3, p. 14 of [1], we find that for all C as in (4.10)
(4.33)
|
√
cap(C) E[Z]| = |E[inf
F
Z˜f ]| ≤ c
∫ 7c5
K
0
√
logN(ε) dε =∫ 7c5
K
0
√
d|C| log
(
15c5
Kε
)
dε =
c′
K
√
|C|
∫ 1
0
√
log
(
15
7η
)
dη =
c
K
√
|C|.
This completes the proof of (4.17) and hence of Theorem 4.2.
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We can now combine Theorem 4.2 and the Borell-TIS Inequality (see [1], p. 50) to
obtain a bound in the probability that infD hB ≤ −a, for all boxes B belonging to a finite
collection C as in (4.10). This estimate will play an important role in the next section.
Corollary 4.4. (a > 0, K ≥ 100, and α(K) as in (4.16))
(4.34)
lim sup
L
sup
C
{
log P[
⋂
B∈C
{inf
D
hB ≤ −a}] + 1
2
(
a− c4
K
√
|C|
cap(C)
)2
+
cap(C)
α(K)
}
≤ 0
(recall that lim
K
α(K) = 1).
Proof. We consider L ≥ 1, K ≥ 100, and C as in (4.10). We observe that on the event
A = ∩B∈C{infD hB ≤ −a}, we can choose f ∈ F such that hB(f(B)) ≤ −a for each
B ∈ C, and hence, Zf =
∑
B λ(B)hB(f(B)) ≤ −a (recall that λ(·) is a probability on C,
cf. (4.13)). We can thus apply the Borell-TIS Inequality, see Theorem 2.1.1, p. 50 of [1],
and find that
(4.35)
P[A] ≤ P[inf
F
Zf ≤ −a] (4.15)= P[Z ≤ −a] ≤ exp
{
− 1
2σ2
(a− |E[Z]|)2+
}
(with σ2 = sup
F
var(Zf)).
Taking logarithms and inserting the bound on |E[Z]| from (4.17), we obtain
(4.36) log P[A] +
1
2
(
a− c4
K
√
|C|
cap(C)
)2
+
cap(C)
σ2cap(C)
≤ 0 .
We can further replace σ2cap(C) by supC σ
2cap(C) in the above inequality and note that
by (4.16) lim supL supC σ
2cap(C) < α(K). So, taking a supremum over C and then letting
L tend to infinity we obtain (4.34).
We also record for later use an estimate on the tail of supD |hB|, with B an arbitrary
L-box. In essence, it corresponds to the case |C| = 1 in the above set-up.
Corollary 4.5. (L ≥ 1, K ≥ 100, a > 0, B an arbitrary L-box)
(4.37) P[sup
D
|hB| ≥ a] ≤ 2 exp
{
− c(KL)d−2
(
a− c
KL
d−2
2
)2
+
}
.
Proof. We use (4.17) when |C| = 1 to bound |E[infD hB]| (here, we can actually improve
the bound by using throughout in the proof the fact we do not need γ(K,L) in the last
line of (4.35), but we will not need this sharper bound). The same bound holds for
E[supD hB]. We also know that var(hB(x)) ≤ c(KL)−(d−2), for x in D by (4.23). The
claim now follows from the Borell-TIS Inequality.
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5 Disconnection upper bound in the strong percola-
tive regime
In this section we derive an asymptotic upper bound on the probability of the disconnec-
tion event AN from (0.6) (or (2.1)) that corresponds to the absence of a path in E
≥α going
from ∂BN to SN . We assume that α is in a “strongly percolative regime for E
≥α”, more
precisely, that α < h, where h is the critical value introduced in (5.3) below. Although
little is known about h at present, see Remark 5.1, one may hope that h = h∗ = h∗∗. If
the equalities h = h∗ = h∗∗ hold (this is of course an open problem), then the asymptotic
upper bound from the main Theorem 5.5 of this section and the asymptotic lower bound
from Theorem 2.1 actually match.
It may be useful to provide at this point an informal outline of the strategy of the
proof of the main asymptotic upper bound. We choose the scale L from the previous
section, of order (N logN)
1
d−1 and attach to each L-box a decomposition of the Gaussian
free field into an harmonic average of the field and a local field, see (4.5). We consider
the various “columns” of L-boxes going from the surface of BN to SN , and show that,
up to a super-exponentially decaying probability, in most columns, the local field in each
box of the column is in a percolative mode when one looks at levels slightly below h,
see Proposition 5.4. Hence, on the disconnection event AN , up to a super-exponentially
decaying probability, there will be in most columns a box where the harmonic average
part of the field almost gets below the negative level −(h − α) (otherwise the column
would offer some path in E≥α from ∂BN to SN , due to the good properties of the local
fields in all boxes of this column). Bringing into play the upper bounds from Section
4, the derivation of the desired upper bounds on P[AN ] will then be reduced to finding
uniform lower bounds on cap(C), where C corresponds to the union of L-boxes that we
selected from the columns, see Lemma 5.6.
We will now define the critical value h. We keep the notation of Section 4. Given
α > β in R, we say that ϕ strongly percolates at levels α, β when (see (4.3), (4.4) for
notation)
(5.1) lim
L
1
logL
log P
[
B0 ∩ E≥α has no component of diameter at least L
10
]
= −∞,
and for any z = Le, with |e| = 1
lim
L
1
logL
logP
[
there exist components of B0 ∩ E≥α and Bz ∩ E≥α
with diameter at least
L
10
, which are not connected
in D ∩ E≥β] = −∞.(5.2)
We then define the critical value
(5.3) h = sup{h ∈ R; for all h > α > β, ϕ strongly percolates at levels α, β}.
We will refer to estimates such as in (5.1) or (5.2), as super-polynomial decay (in L) of
the probabilities under consideration.
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Remark 5.1.
1) Using a union bound, it is straightforward to see that when ϕ strongly percolates at
levels α, β, then limL P[B(0, L)
≥β←→ ∂B(0, 2L)] = 1. In particular, by the definition of
h∗∗ in (0.5), this shows that h ≤ h∗∗. Actually, one can patch up crossings in E≥β from
B(0, 2k) to ∂B(0, 2k+1), for k ≥ k0, with the help of (5.2), and find, with a union bound,
that when γ < β < α < h, then E≥γ percolates with positive probability (and hence,
probability one, by ergodicity). This shows that
(5.4) h ≤ h∗(≤ h∗∗).
2) By similar considerations as in the proof of Theorem 2.5 of [10], one can also show that
(5.5) h > −∞.
We simply sketch the argument. One considers h˜∗∗ defined similarly as h∗∗ in (0.5), but
replacing pathes by ∗-paths in the definition of the event under the probability. One can
show a similar estimate as in (1.19) when α > h˜∗∗, replacing paths by ∗-paths. One can
then apply these estimates to the Gaussian free field −ϕ and see that when γ < −h˜∗∗
the excursion set E<γ(= {x ∈ Zd;ϕx < γ}) is “strongly non ∗-percolative”. From this
feature, and the ∗-connectedness of exterior boundaries of finite connected subsets of Zd,
see for instance Lemma 2 of [32], one deduces that ϕ strongly percolates at levels α, β
when β < α < γ < −h˜∗∗. Thus, h ≥ −h˜∗∗ and in particular, the finiteness of h claimed
in (5.5) follows.
Little is known about h otherwise. It is an open question whether h = h∗ = h∗∗ and
even more modestly whether h ≥ 0.
3) If one chooses β = α, in place of β < α, in condition (5.2), one requires a more
stringent condition (because the probability in this modification of (5.2) becomes bigger).
The corresponding h˜ one obtains in place of h as the supremum of the values h such that
(5.1) and the modified (5.2) hold for all α < h, satisfies h˜ ≤ h. In addition, using a union
bound, it is routine to see that when (5.1) and the modified (5.2) hold at level α, then
E≥α percolates with positive probability (and hence, with probability one, by ergodicity).
One thus finds that h˜ ≤ h∗. Looking at the excursion-set E≥α for α < h˜ is very much in
the spirit of condition S1 in (1.6) of [10].
The present choice of (5.1), (5.2) of course leads to an h (formally) bigger than h˜,
but more pragmatically it minimizes the changes we will make in the next section, when
working in high dimension.
4) Let us incidentally point out that in the case of the vacant set of random interlacements
at a small positive level u, estimates such as (5.1) and (5.2) (with in fact a much stronger
stretched exponential decay, and E≥α, E≥β both replaced by the vacant set Vu) are known
to hold, see [9] and also [31], when d ≥ 5. 
Given L ≥ 1, K ≥ 100 and B an L-box (see below (4.4)), we attach to the box B a
decomposition of the Gaussian free field as in (4.5)
(5.6) ϕ = hB + ψB ,
into an harmonic average of the field and a local field.
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We now introduce a notion of B being ψ-good, which will be fulfilled with high prob-
ability when the levels involved are smaller than h (see Proposition 5.2). More precisely,
given γ > δ in R, we say that an L-box B (i.e. B = Bz, with z ∈ L) is ψ-good at levels
γ, δ when
(5.7) B ∩ {x;ψB(x) ≥ γ} contains a component of diameter a least L
10
,
and for any neighboring box B′ of B (i.e. B′ = Bz′, with z′ ∈ L and |z′ − z| = L),
(5.8)
any two components of B ∩ {x;ψB(x) ≥ γ} and B′ ∩ {x;ψB′(x) ≥ γ} with
diameter at least L
10
are connected in D ∩ {x;ψB(x) ≥ δ}.
Otherwise, we say that B is ψ-bad at level γ, δ. We will see in Proposition 5.2 below that
when h > γ > δ, then for large L, L-boxes are typically ψ-good at levels γ, δ.
We also introduce a notion of h-good. Given a > 0, we say that an L-box B is h-good
at level a if
(5.9) inf
D
hB > −a.
Otherwise, we say that B is h-bad at level a (let us point out that B being h-good at level
a, or B being h-bad at level a are σ(ϕx, x ∈ U ∪ ∂U)-measurable events). We already
derived estimates on the probability that a collection of boxes satisfying (4.10) are h-bad
in Corollary 4.4. We will now control the probability of occurence of ψ-bad boxes when
operating at levels below h.
Proposition 5.2. (K ≥ 100)
Assume h > γ > δ, then (in the notation of (4.3))
(5.10) lim
L
1
logL
log P[B0 is ψ-bad at levels γ, δ] = −∞.
Proof. We pick α, β so that h > α > β > γ > δ. We will apply (5.1) with α, β and (5.2)
with α replaced by γ+δ
2
and β by γ+3δ
4
.
By (5.1) we know that the probability that B ∩ E≥α has no component of diameter
at least L
10
decays super-polynomially in L. By Corollary 4.5 we also know that
(5.11) lim
L
1
logL
logP
[
sup
D
|ϕ− ψB| ≥ (α− γ) ∧ (γ − δ)
4
]
= −∞ .
Hence, the probability that B∩{ψB ≥ γ} has no component of diameter at least L10 decays
super-polynomially in L. This takes care of the probability that (5.7) does not hold.
We now estimate the probability that (5.8) does not hold. When B and B′ are neigh-
boring L-boxes and supD |ϕ−ψB | ≤ 14 (γ − δ) as well as supD′ |ϕ−ψB′ | ≤ 14 (γ − δ) hold,
then the connected sets of B ∩ {ψB ≥ γ} and B′ ∩ {ψB′ ≥ γ} with diameter at least
L
10
are also connected sets of B ∩ E≥ γ+δ2 and B′ ∩ E≥ γ+δ2 respectively, with diameter at
least L
10
. Applying (5.2) with α replaced by γ+δ
2
and β by γ+3δ
4
, up to super-polynomially
decreasing probability in L, when supD |ϕ−ψB| ≤ 14 (γ−δ) and supD′ |ϕ−ψB′ | ≤ 14 (γ−δ)
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hold, then any connected components of B∩{ψB ≥ γ} and B′∩{ψB′ ≥ γ} with diameter
at least L
10
are connected in D∩E≥ γ+3δ4 ⊆ D ∩{ψB ≥ δ}. By (5.11) we thus find that the
probability that (5.8) does not hold decays super-polynomially in L, and this completes
the proof of (5.10).
We will now use paths of good boxes to construct paths in suitable excursion sets of
the Gaussian free field, and also state some independence properties of the ψ-good boxes.
We introduce one further notation:
(5.12) K = 2K + 3.
Lemma 5.3. (recall L ≥ 1, K ≥ 100, γ > δ, a > 0)
If C is a subset of L of points at mutual distance at least KL, then
(5.13) the events B is ψ-good at levels γ, δ, as B runs over C, are independent.
If Bi, 0 ≤ i ≤ n, is a sequence of neighboring L-boxes, which are ψ-good at levels γ, δ and
h-good at level a, then
(5.14)
there exists a path in E≥δ−a ∩
( n⋃
i=0
Di
)
starting in B0 and ending in Bn,
(where Di stands for the D-type box attached to Bi, see (4.3), (4.4)).
Proof. We first prove (5.13). We note that the event B is ψ-good at levels γ, δ is mea-
surable with respect to the σ-algebra generated by the random fields ψB′ , where B
′ is
either B or a neighbor of B. As B runs over C, these collections (viewed as subsets of L)
are at mutual distance at least L+ 2KL. By (4.9) one has pairwise orthogonality of the
centered Gaussian processes ψB′ (with B
′ equal to B or a neighbor of B), as B runs over
C. Since these random fields are jointly Gaussian, the claim (5.13) follows.
As for (5.14), we observe that when B and B′ are neighbors and both ψ-good at
levels γ, δ, then there exists components of diameter at least L
10
in B ∩ {ψB ≥ γ} and
B′∩{ψB′ ≥ γ} and any such components are connected in D∩{ψB ≥ δ}. If B and B′ are
h-good at level a as well, then these components lie in, and are connected in D ∩ E≥δ−a.
Using induction, the claim (5.14) follows.
We will now specify the level α entering the definition of AN in (0.6) or (2.1), and the
relation between the scales L and N . From now on, we fix α in R such that
(5.15) α < h.
We pick a (large) Γ ≥ 1 and set
(5.16) L = [(ΓN logN)
1
d−1 ] (we recall that L = LZd, see (4.2)).
We then choose the parameters γ > δ and a > 0 respectively entering the notions of
ψ-good boxes and h-good boxes so that
(5.17) α+ a = δ < γ < h
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(we will eventually let a tend to h− α, and γ, δ to h).
We then introduce (with B an arbitrary L-box, see below (4.4))
(5.18) η = P[B is ψ-bad at levels γ, δ] and ρ =
√
logL/ log( 1
η
)
(5.10)−→
L
0.
As a preparation for the proof of the main upper bound on P[AN ], we will first see
that “typically, there are few columns of ψ-bad boxes”. We first need some notation.
Given e ∈ Zd, with |e| = 1 and N ≥ 1, we denote by Fe,N the face in the direction e
of BN , namely the set {x ∈ BN ; x · e = N}. For each face Fe,N , we consider the set of
columns, where a column consists of L-boxes contained in {x ∈ Zd; x · e > N} ∩B(M+1)N
(recall M > 1 from above (2.1)), with same projection in the e-direction on {x ∈ Zd;
x · e = N}, which we require to be contained in the face Fe,N of BN .
As mentioned above, we will now see that few columns contain a ψ-bad box. To this
end, we introduce the event
(5.19) CN = {there are at least ρ(NL )d−1 columns containing some ψ-bad box}
with ρ as in (5.18) and ψ-bad corresponding to the levels γ, δ from (5.17). We will now
show the super-exponential decay (at speed Nd−2) of the probability of CN .
Proposition 5.4.
(5.20) lim
N
1
Nd−2
log P[CN ] = −∞.
Proof. We denote bym the total number of L-boxes, which belong to the union of columns.
Then, for large N ,
(5.21) c6
(
N
L
)d
≤ m ≤ c7
(
MN
L
)d
.
We write L as the disjoint union of the sets y+KL (recall from (5.12) that K = 2K+3),
where y varies over {0, L, 2L, . . . , (K − 1)L}d. By (5.13) in Lemma 5.3, we know that for
fixed y, the events {B is ψ-bad}, as B varies over Bz, with z ∈ y+KL, are independent.
One can thus partition the collection of boxes in the union of columns into K
d
sub-
collections. On the event CN at least one of these sub-collections contains
ρ
K
d (
N
L
)d−1
ψ-bad boxes. Of course, each sub-collection contains at most m boxes. We are going to
use standard bounds on the probability that a sum of m independent Bernoulli variables
with success probability η as in (5.18) exceed ρ
K
d (
N
L
)d−1. To this end we introduce
(5.22) ρ˜ =
ρ
Kd
(
N
L
)d−1 1
m
∈
(
ρ
c7(KM)d
L
N
,
ρ
c6Kd
L
N
)
(by (5.21)).
As we now explain,
(5.23) η = o(ρ˜), and ρ˜→ 0, as N →∞.
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Indeed, by (5.18) and (5.22), limN ρ˜ = 0 and
(5.24)
log
ρ˜
η
= log ρ+ log
1
η
+ log
(
1
Kdm
(
N
L
)d−1)
(5.18)
=
1
2
log logL− 1
2
log log
1
η
+ log
1
η
+ log
(
1
Kdm
(
N
L
)d−1)
∼ log 1
η
(→∞), as N →∞,
because log 1
η
/ logL→
N
∞ by (5.18), and the last term of the second line of (5.24) remains
O(logL), as N →∞, by (5.21) and (5.16). The claim (5.23) is now proven.
We can now use standard exponential bounds on sums of independent Bernoulli vari-
ables, and, by the argument explained above (5.22), we find that for large N
(5.25)
 P[CN ] ≤ K
d exp{−mIN}, where
IN = ρ˜ log
ρ˜
η
+ (1− ρ˜) log 1− ρ˜
1− η .
We will now see that
(5.26) Nd−2 = o(mIN ), as N →∞,
and our claim (5.20) will then follow from (5.25). By (5.23) and (5.24) we see that when
N tends to infinity,
IN ∼ ρ˜ log ρ˜
η
∼ ρ˜ log 1
η
.
As a result, we find that when N tends to infinity
mIN ∼ ρ
Kd
(
N
L
)d−1
log
1
η
(5.18)
=
1
Kd
√
logL log 1
η
(
N
L
)d−1
(5.16)∼ 1
ΓKd
Nd−2
logN
√
logL log 1
η
.
(5.27)
The claim (5.26) now follows by (5.16) and (5.18). As explained above, this completes
the proof of (5.20).
We are now ready to state and prove the main result of this section.
Theorem 5.5. (recall α < h, see (2.1) and (5.3) for notation)
(5.28) lim sup
N
1
Nd−2
logP[AN ] ≤ − 1
2d
(h− α)2capRd([−1, 1]d).
(of course, when α < h˜, with h˜ ≤ h defined in Remark 5.1 3), (5.28) holds with h˜ in place
of h).
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Proof. We first assume that
(5.29) M ≥ 2.
We pick 0 < κ < 1
10
, and introduce the event (recall SN = {x ∈ Zd; |x|∞ = [MN ]})
(5.30) ÂN = {B(1+κ)N
≥ α←→/ SN}.
As a (main) step in the proof of (5.28), we will first show that
(5.31) lim sup
N
1
Nd−2
logP[ÂN ] ≤ − 1
2d
(h− α)2capRd([−1, 1]d).
The claim (5.28) will then quickly follow.
We thus begin with the proof of (5.31). We know by (5.14) of Lemma 5.3 that for large
N , if all boxes in a column are good (i.e. both ψ-good and h-good, with the parameters
chosen in (5.17)), then there exists a path in E≥δ−a
(5.17)
= E≥α from B(1+κ)N to SN . Hence,
for large N , on ÂN all columns contain a bad box. Further, by definition of CN in (5.19),
we see that for large N ,
(5.32)
on DN = ÂN\CN , except for at most ρ(NL )d−1 columns, all columns contain
an h-bad box (at level a from (5.17)).
Thus, on DN we can select a set of [ρ(
N
L
)d−1] columns, and then, for each column in
the remaining set of columns, select a box B in the column, which is h-bad. We further
remove columns that have their projection on the face Fe,N attached to the column, at a
distance less than KL from any other face Fe′,N , e
′ 6= e. Then, restricting to a sub-lattice,
we only keep columns attached to each given face Fe,N , with |e| = 1, which are at mutual
| · |∞-distance at least KL (specifically, we only keep columns of boxes that have labels
z ∈ L, such that the projection of z on the orthogonal space to e belongs to KL).
We write C˜ for the subset of ∂iBN =
⋃
|e|=1 Fe,N (the internal boundary of BN )
obtained by projecting the selected columns onto the face Fe,N attached to the respective
columns, and we write FN for the set of points of ∂iBN that belong to a single face, and
are at | · |∞-distance at least KL from all other faces.
In the fashion described above, we see that there is a family with cardinality at most
exp{c8(NL )d−1 log((M + 1)N)} of finite subsets C of L-boxes such that
(5.33)

i) the boxes B in C belong to mutually distinct columns,
ii) the columns containing a box of C are at mutual | · |∞-distance
at least KL,
iii) C˜ ⊆ FN ,
iv) at most c9(K)(N
d−2L+ ρNd−1) points of FN are at | · |∞-distance
bigger than KL of C˜;
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(recall C˜ is obtained by projecting the boxes of C on the face of BN attached to the
column where the box sits).
This yield a “coarse graining” of the event DN , in the sense that for large N
(5.34) DN ⊆
⋃
C
DN,C, where DN,C =
⋂
B∈C
{B is h-bad}
(and C runs over a family with cardinality at most exp{c8(NL )d−1 log((M + 1)N)}, with
(5.33) fulfilled).
By (5.33) i) and ii), all C in the above family satisfy (4.10). We can therefore apply
Corollary 4.4 to bound P[DN,C] uniformly over C. We then find that
(5.35)
lim sup
N
1
Nd−2
log P[DN ] ≤
lim sup
N
{
c8
(
N
L
)d−1 log((M + 1)N)
Nd−2
+ sup
C
1
Nd−2
logP[DN,C]
} (5.16)
≤
(4.34)
c8
Γ
− lim inf
N
inf
C
{
1
Nd−2
1
2
(
a− c4
K
√
|C|
cap(C)
)2
+
cap(C)
α(K)
}
,
where we recall that C =
⋃
B∈C B, cf. (4.11), and limK→∞ α(K) = 1, cf. (4.16). Note
that by construction |C| cannot exceed the total number of columns, and hence, |C| ≤
c(N
L
)d−1
(5.16)
≤ c′
Γ
Nd−2
logN
for all C in the family.
Our next task is to derive an asymptotic lower bound on cap(C), as C varies over the
above family. We clearly lower the capacity of C if, for each B in C, we replace B by
its (d − 1)-dimensional face closest (and parallel) to the face Fe,N of BN attached to the
column where B sits. We denote by C ′ this new set. If we project each of the (d − 1)-
dimensional faces entering C ′ on the corresponding face Fe,N , we recover C˜. In doing so,
we decrease the Euclidean distance between points sitting in different faces of C ′, and have
the relative position of points within the same face of C ′ remain unchanged. Moreover,
their mutual distance remain at least KL, if they belong to different faces of C ′, cf. (5.33)
ii) and iii). As a result of the variational characterization (1.10) of the capacity and the
behavior at infinity of g(·), see (1.2), we find that
(5.36)
lim inf
N
inf
C
cap(C)
cap(C˜)
≥ lim inf
N
inf
C
cap(C′)
cap(C˜)
(1.10)
= lim inf
N
inf
C
inf
ν˜
E(ν˜)
inf
ν′
E(ν′)
(recall E(µ) =
∑
x,y
µ(x)µ(y) g(x− y)),
where ν˜ and ν ′ respectively vary over the set of probabilities supported on C˜ and C ′. We
obtain a lower bound in the last expression of (5.36) by choosing ν ′, depending on ν˜, so
that ν˜ is the image of ν ′ under the one-to-one “projection” transforming C ′ into C˜. From
the remarks made above (5.36) we see that the last expression of (5.36) is at least 1 and
we have shown that
(5.37) lim inf
N
inf
C
cap(C)
cap(C˜)
≥ 1 .
We will now derive an asymptotic lower bound on infC cap(C˜).
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Lemma 5.6.
(5.38) lim inf
N
inf
C
cap(C˜)
cap(BN )
≥ 1 .
Proof. For any C in the family entering the infimum, we have C˜ ⊆ FN ⊆ BN , and by the
sweeping identity (1.12) and (1.6) we find that
(5.39) cap(C˜) = PeBN [HC˜ <∞] .
In addition, eBN is supported on ∂iBN (= {x ∈ Zd, |x|∞ = N}). Thus, our claim (5.38)
will follow once we show that
(5.40) lim
N
inf
C
inf
x∈∂iBN
Px[HC˜ <∞] = 1 .
We will prove (5.40) by means of a Wiener-type criterion (see for instance [16], p. 55),
making use of the fact that the sets C˜ under consideration are quite sizeable. More
precisely, given any |e| = 1 and x ∈ Fe,N , we consider the successive exit times of simple
random walk from B(x, 2k), where k0 ≤ k ≤ k1, with k0 the smallest integer such that
(5.41) 2k0(d−1) ≥ 10(c9(ρNd−1 +Nd−2L) + (2d− 2)(2N + 1)d−2KL)
and k1 the largest integer such that
(5.42) 2k1 ≤ N
2
.
By (5.16), (5.18) we have limN k1 − k0 = ∞, and limN 2k0L = ∞, by looking at the last
expression of (5.41). As we now explain, for large N , x ∈ Fe,N , and k0 < k ≤ k1,
C˜ ∩B(x, 2k)∩Fe,N covers a non-degenerate fraction of B(x, 2k)∩Fe,N . Indeed, by (5.33)
iii) and iv), C˜ ∩ Fe,N consists of disjoint (d − 1)-dimensional boxes of side-length L,
contained in FN ∩ Fe,N , and at most c9(ρNd−1 + Nd−2L) points of FN ∩ Fe,N are at
distance bigger than KL from C˜ ∩ Fe,N . We thus find that for large N , the number of
points of B(x, 2k−1) ∩ FN ∩ Fe,N at distance at most KL from C˜ is at least
|B(x, 2k−1) ∩ Fe,N | − |Fe,N\FN | − c9(ρNd−1 +Nd−2L)
(5.41),(5.42)
≥ 9
10
|B(x, 2k−1) ∩ Fe,N |.
Therefore, for large N , any x ∈ Fe,N , and k0 < k ≤ k1, the number of points of B(x, 2k)∩
FN ∩ Fe,N at distance at most KL from boxes of C˜ contained in B(x, 2k) ∩ FN ∩ Fe,N is
at least c |B(x, 2k) ∩ Fe,N |, and as a result |C˜ ∩ B(x, 2k) ∩ Fe,N | ≥ c(K)|B(x, 2k) ∩ Fe,N |.
The variational characterization (1.10) of the capacity (choosing ν the normalized
counting measure on C˜∩B(x, 2k)∩Fe,N ) then shows that for large N , for any x ∈ Fe,N , and
any k0 < k ≤ k1, cap(C˜ ∩B(x, 2k) ∩Fe,N) ≥ c(K)2k(d−2). With such a capacity estimate,
it follows that the walk starting on ∂B(x, 2k) has a probability uniformly bounded from
below of entering C˜ ∩ B(x, 2k) ∩ Fe,N before exiting B(x, 2k+1), for k0 < k ≤ k1. Since
limN k1 − k0 = ∞, the application of the strong Markov property at the successive exit
times of B(x, 2k), with k0 < k ≤ k1, readily implies (5.40) (this is the Wiener-type
criterion alluded to above). This completes the proof of Lemma 5.6.
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Hence, by (5.37) and the above lemma, we conclude that
(5.43) lim inf
N
inf
C
cap(C)
cap(BN )
≥ 1.
By the lower bound on cap(BN ) in (1.7), and the upper bound on |C| below (5.35), we
see that limN supC
|C|
cap(C)
= 0. Thus, coming back to the last line of (5.35) we find that
(5.44)
lim sup
N
1
Nd−2
logP[DN ] ≤
c8
Γ
− lim inf
N
1
2
a2
cap(BN )
α(K)Nd−2
(3.14)
=
c8
Γ
− 1
2d
a2
α(K)
capRd([−1, 1]d).
We can now let K tend to infinity, Γ tend to infinity, and a tend to h − α (see (5.17)),
and we obtain (5.31).
We will now deduce (5.28) from (5.31), and conclude the proof of Theorem 5.5. We
introduce N ′ = [ N
1+κ
] (with κ as above (5.30)) and M ′ = 2(1 + κ)M . We denote by A′N
the event in (5.30), where N is replaced by N ′ and M by M ′ (note that M ′ ≥ 2 fulfills
(5.29)). Then, for large N , one has (1 + κ)N ′ ≤ N and M ′N ′ ≥ MN so that AN ⊆ A′N .
By this inclusion and (5.31) we find that
lim sup
N
1
Nd−2
log P[AN ] ≤ lim sup
N
(
N ′
N
)d−2 1
N ′(d−2)
logP[A′N ]
≤− 1
(1 + κ)d−2
(h− α)2
2d
capRd([−1, 1]d).
(5.45)
Letting κ tend to zero, we obtain (5.28). This concludes the proof of Theorem 5.5.
Remark 5.7. Of course, if the equality h = h∗∗ holds, then the asymptotic upper bound
from Theorem 5.5 actually matches the asymptotic lower bound from Theorem 2.1. How-
ever, in the present state of knowledge Theorem 5.5 suffers from the defect that very little
is known about h (not even that h ≥ 0). In the next section we will present a version of
Theorem 5.5 in the case of high dimension, which aims at correcting this defect.

6 A disconnection upper bound in high dimension
In this section, we derive an asymptotic upper bound on the disconnection event AN ,
see (0.6) or (2.1), which holds in sufficiently high dimension. In this regime, the upper
bound we obtain in this section improves on the upper bound of Theorem 3.2 (based
on a contour argument). We introduce a substitute for the strongly percolative regime
corresponding to (5.1)-(5.3), see (6.1), (6.2) below. Our main results are Theorem 6.1 that
states conditions under which we can ensure that (6.1) and (6.2) hold, and Theorem 6.2
that contains the main upper bound. The proof of Theorem 6.1 uses methods of Section
3 of [26] (where it is shown that h∗ > 0 in high dimension), and the static renormalization
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for Bernoulli percolation, see chapter 7 §4 of [15]. The proof of Theorem 6.2 is, in essence,
an adaptation of the proof of the main Theorem 5.5 in the last section.
We will now introduce the conditions replacing (5.1) and (5.2). We first need some
notation. For each unit vector e in Zd (i.e. |e| = 1), we choose mutually orthogonal unit
vectors e˜i, 1 ≤ i ≤ 3, in Zd such that e˜1 = e. We write He for the three-dimensional
subspace Z e˜1+Z e˜2+Z e˜3 of Z
d, and Se for the two-dimensional slab consisting of points
in He with e˜3-coordinate in [0, 2L0).
We say that α > β and L0 ≥ 100 are admissible when for some e (and hence for all
|e| = 1) one has in the notation of (4.3), (4.4)
lim
L
1
logL
log P
[
B0 ∩ Se ∩ E≥α has no component of diameter at least L10
]
= −∞,(6.1)
lim
L
1
logL
log P
[
there exist components of B0 ∩ Se ∩ E≥α and Be ∩ Se ∩ E≥α(6.2)
of diameter at least L
10
, which are not connected in
D ∩ Se ∩ E≥β
]
= −∞.
Loosely speaking, compared to the previous section, in this section the percolation of the
excursion-set of the Gaussian free field along L-boxes in a column with direction e will be
produced along sufficiently thick two-dimensional slabs, which are translates of Se. The
point of working with the restriction to Z3 of the Gaussian free field on Zd, is that when
d is large, this restriction is a small perturbation (in a suitable sense) of a collection of
i.i.d. Gaussian variables, see Section 3 of [26] and (6.15) below. Here are the two main
results of this section.
Theorem 6.1. There exist h˜0 > 0, L0 ≥ 100 and a non-increasing integer-valued function
d˜0 on (0,∞) such that
(6.3) when h˜0 > α > β and d ≥ d˜0(α− β), then α, β and L0 are admissible.
Actually, we will show more than a super-polynomial decay in L for (6.1), (6.2) in the
proof of Theorem 6.1 (namely an exponential decay in L), see Remark 6.4.
Theorem 6.2. (see (0.6) or (2.1) for notation)
There exists h0 > 0, d0 ≥ 3 such that when d ≥ d0, for α < h0
(6.4) lim sup
N
1
Nd−2
logP[AN ] ≤ − 1
2d
(h0 − α)2 capRd([−1, 1]d).
We will first admit Theorem 6.1 and prove Theorem 6.2.
Proof of Theorem 6.2 (conditionally on Theorem 6.1): The proof is similar to the proof
of Theorem 5.5. We will highlight the main changes. We choose L0, h˜0 from Theorem 6.1
and set
(6.5) h0 =
h˜0
2
.
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We pick γ, δ (in place of (5.17)) via
(6.6) δ = h0 < γ =
h˜0 + 3h0
4
.
In place of (5.7), (5.8), given L ≥ 1, an L-box B = Bz, with z ∈ L (= LZd), and |e| = 1,
we say that B is ψ-good in the direction e when (with γ, δ as in (6.6))
(6.7) B ∩ (z + Se) ∩ {ψB ≥ γ} contains a component of diameter at least L10
and for B′ = Bz′, where z′ = z + Le (so that z + Se = z′ + Se)
any two components of B ∩ (z + Se) ∩ {ψB ≥ γ} and B′ ∩ (z′ + Se) ∩ {ψB′ ≥ γ}(6.8)
with diameter at least L
10
are connected in D ∩ (z + Se) ∩ {ψB ≥ δ}.
We can proceed as in the proof of Proposition 5.2, where we choose α = 3h˜0+h0
4
, β = h˜0+h0
2
and keep γ, δ as in (6.6) (so that h˜0 > α > β > γ > δ = h0), and find with the help of
Theorem 6.1 that for d ≥ d˜0( h˜0−h016 )
(6.5)
= d˜0(
h˜0
32
), for any unit vector e in Zd,
(6.9) lim
L
1
logL
log P[B0 is ψ-bad in the direction e] = −∞.
We thus set
(6.10) d0 = d˜0
(
h˜0
32
)
,
so that (6.9) holds when d ≥ d0, and assume from now on that d ≥ d0.
With α < h0 from the statement of Theorem 6.2, we choose a similarly to (5.18) via
(6.11) α + a = δ
( (6.6)
= h0
)
,
and define the notion of h-good (at level a) as in (5.9).
We have similar independence properties as in (5.13). However, when Bi = z+ i Le+
B0, 0 ≤ i ≤ n, with z ∈ L and |e| = 1, is a sequence of L-boxes ψ-good in the direction
e, and h-good, then, as in (5.14) (note that δ − a = α, by (6.11))
(6.12)
there exists a path in E≥δ−a ∩ ( n⋃
i=0
Di
) ∩ (z + Se) starting in
B0 ∩ (z + Se) and ending in Bn ∩ (z + Se)
(as in (5.14) Di stands for the D-type box attached to Bi, see (4.3), (4.4)).
One picks L as in (5.16) and η, ρ as in (5.18), adding “in the direction e” in the
description of the event under the probability, when defining η (the specific choice of e does
not change the probability). One modifies the definition of CN in (5.19) by considering
for each column the face Fe,N to which it is attached, and requiring that it contains a
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box, which is ψ-bad in the direction e. Analogously to (5.20), the event ĈN defined in
this fashion satisfies
(6.13) lim
N
1
Nd−2
logP[ĈN ] = −∞ .
The proof of Theorem 6.2 then proceeds along the same lines as the proof of Theorem
5.5. 
There now remains to prove Theorem 6.1.
Proof of Theorem 6.1: We assume throughout that d ≥ 6, and without loss of generality,
by symmetry, that e˜i = ei, i = 1, 2, 3 (with ei, 1 ≤ i ≤ d, the canonical basis of Rd), so
that e = e1 and He = Ze1 + Ze2 + Ze3 (⊆ Zd).
Following [26], see (3.14) and Lemma 3.2 there, we enlarge the probability space
so that (ηx)x∈He and (ξx)x∈He are independent centered Gaussian fields, with ηx, x ∈
He, iid centered Gaussian variables with variance σ
2(d), where 1
2
≤ σ2(d) < 1, and
limd→∞ σ2(d) = 1, and
(6.14) P
[ ⋂
x∈A
{|ξx| > h}
] ≤ [v(h2d)]|A|, for all A ⊂⊂ He,
with v: R+ → [0, 1] a fixed non-increasing function satisfying limu→∞ v(u) = 0, and one
has
(6.15) ϕx = ηx + ξx, for all x ∈ He
(so, when d is large, we can view the restriction of ϕ to He as a “small perturbation” of
the iid random field η).
We will now choose h˜0. One knows from Theorem 4.1 of [6] that p
site
c (Z
3), the critical
parameter for site percolation on Z3, is smaller than 1
2
, and since σ2(d) ≥ 1
2
, we can pick
h˜0 > 0 so that for all d ≥ 6,
(6.16) P
[
X ≥ 2 h˜0
σ(d)
]
≥ 1
2
(
1
2
+ psitec (Z
3)
)
with X a standard normal variable.
This condition will enter the construction below, which involves a static renormalization
procedure attached to Bernoulli percolation.
Given L0 ≥ 100, we introduce the two-dimensional lattice
(6.17) L = L0 Ze1 + L0 Ze2 ⊆ Se ⊆ He .
We consider the values α, β from the statement of Theorem 6.1, such that
(6.18) h˜0 > α > β .
We now define the random field (ωx)x∈He = (1{ηx ≥ 2h˜0})x∈He, which solely depends on
η. Given y ∈ L, we denote by Cy(ω) the (possibly empty) open (i.e. value 1) cluster in
By,e = y+ [0, 2L0)e1 + [0, 2L0)e2 + [0, 2L0)e3 containing the most vertices. If several such
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clusters exist, we choose one by lexicographic order. We denote by Fy (an event, which
solely depends on ω, and hence on η) the event
(6.19)

i) Cy(ω) is a crossing cluster for By,e in the first two axes directions:
there is an open path in Cy(ω) with end vertices having components
y · e1 and (y + 2L0 − 1)e1 in the e1direction, and similarly an open
path with component y · e2 and (y + 2L0 − 1)e2 in the e2-direction.
ii) Cy(ω) is the only open cluster C of By,e having diameter ≥ L010 .
We also consider ω′ = (ω′x)x∈He , where ω
′
x = 1{ηx ≥ α+β2 }, for x ∈ He, and define just
as above, with ω′ in place of ω, the events F ′y, y ∈ L. Further we also define the events
Gy, y ∈ L, in terms of ξ by
(6.20) Gy =
{
|ξx| ≤ 1
2
(
(α− β) ∧ h˜0
)
, for all x ∈ By,e
}
(see below (6.18) for notation).
We say that y ∈ L is ω-good when Fy holds, ω′-good when F ′y holds, and ξ-good when
Gy holds. Note that when
(6.21)
yi, 0 ≤ i ≤M is a path in L (i.e. |yi − yi−1| = L0, for 1 ≤ i ≤M) such that
each yi is both ω and ξ-good, then there exists a path in E
≥h˜0 ⊆ E≥α
starting in By0,e and ending in ByM ,e contained in
⋃M
i=0Byi,e (⊆ Se).
The proof is similar to Lemma 3.4 of [26].
We observe that (Fy)y∈L is a 2-dependent collection, and the same holds for (F ′y)y∈L.
In addition, (ωx)x∈He is an iid collection of Bernoulli variables with success probability
(6.22) P[ωx = 1] = P[ηx ≥ 2h˜0]
(6.16)
≥ 1
2
(
1
2
+ psitec (Z
3)
)
> psitec (Z
3), for all x ∈ He.
and similarly (ω′x)x∈He is an iid collection of Bernoulli variables with success probability
(6.23) P[ω′x = 1] = P
[
ηx ≥ α+ β
2
] (6.18)
≥ P[ωx = 1] ≥ 1
2
(
1
2
+ psitec (Z
3)
)
, for all x ∈ He.
By the site-percolation version of Theorem 7.61, p. 178 of [15], we know that
(6.24) lim
L0→∞
inf
d≥6
P[F0] = 1
(the proof in the above reference shows that the uniformity in the limit can be achieved
thanks to the lower bound (6.22), see p. 190-191 of [15]). Similarly, we have
(6.25) lim
L0→∞
inf
d≥6
P[F ′0] = 1.
By Theorem 7.65, p. 179 of [15], or Theorem 0.0 of [20], there is a π: [0, 1]→ [0, 1], non-
decreasing, tending to 1 at point 1, such that if P[Fy] ≥ δ, then (1Fy)y∈L stochastically
dominates independent Bernoulli variables with success probability π(δ), and the same
holds for (F ′y)y∈L in place of (Fy)y∈L.
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We will now choose L0 and the function d˜0(·) that appear in the statement of Theorem
6.1. We pick L0 as the smallest integer ≥ 100 such that
(6.26) π
(
inf
d≥6
P[F0] ∧ P[F ′0]
) ≥ 1− 1
40
.
We define d˜0(·) as the non-increasing integer-valued function on (0,∞)
d˜0(r) =
[
4c10
r2 ∧ h˜20
]
+ 1, where c10(L0) > 0 is such that 2(2L0)
3v(u)
1
4 ≤ 1
40
,
for all u ≥ c10 (and v(·) appears below (6.14)).
(6.27)
With the above choice, we see that (recall v is non-increasing)
(6.28) 2(2L0)
3 v(h2d)
1
4 ≤ 1
40
, for d ≥ d˜0(α− β) and h ≥ 1
2
(
(α− β) ∧ h˜0
)
.
The above estimates (6.26) and (6.28) are crucial for the lemma below, which controls
the probability of long ∗-paths in L of bad vertices. From now on, we assume that
(6.29) d ≥ d˜0(α− β).
For y ∈ L and n ≥ 0, we define (see below (6.30) for the notation)
Hy,n = {y is connected to some y˜ ∈ L with |y˜ − y|∞ = nL0, by some ∗-path(6.30)
in L of vertices which are ω-bad or ξ-bad}
H ′y,n defined as Hy,n with ω replaced by ω
′.(6.31)
Lemma 6.3. (recall d ≥ d˜0(α− β))
For all n ≥ 0 and y ∈ L
P[Hy,n] ≤ 2−n,(6.32)
P[H ′y,n] ≤ 2−n.(6.33)
Proof. The bounds follow by the same proof as Lemma 3.5 of [26], which is based on a
Peierls-type argument.
We will use (6.32) to check (6.1) and (6.33) to check (6.2).
We thus come back to the proof of (6.1) and (6.2). We begin with (6.1). We select
(deterministically) a box B̂0 ⊆ B0 with center within | · |∞-distance 1 of the center of
B0 and side-length [
L
5
] + 1 (≥ L
5
), see (4.3) for the definition of B0 (for parity reasons,
the centers of B0 and B̂0 may differ). We consider the sites of L within B̂0, i.e. L ∩ B̂0,
and its union with the connected components (in L) of good (i.e. ω-good and ξ-good)
neighboring sites (in L) of L ∩ B̂0. When L is large, this is a connected set in L with
diameter at least L
5
− 2L0. On the event that appears in (6.1), this set does not contain
any site of L neighboring (in L) a site of L\B0 (otherwise, by (6.21) there would be a
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connected component in B0 ∩ Se ∩ E≥α with diameter at least L10). Hence, we can find a
∗-circuit in L ∩B0 surrounding L ∩ B̂0 consisting of bad sites. By (6.32) this probability
decays exponentially with L. This is more than enough to prove (6.1).
We now turn to the proof of (6.2). We assume that L ≥ 104L0. We first consider
a path (xi)0≤i≤n in B0 ∩ Se ∩ E≥α with diameter at least L100(≥ 100L0). We consider
the successive displacements of this path at | · |∞-distance ≥ L010 . As we now explain, we
can choose a path y0, . . . , ym in L such that any Byj ,e (see below (6.18) for the notation)
contains a consecutive portion of the path (xi)0≤i≤n of diameter at least L010 , and such that
{x0, . . . , xn} ⊆
⋃m
j=0Byj ,e.
Indeed, we first pick y0 ∈ L within | · |∞-distance L02 from x0. We set y0 = y0e1 −
L0e1−L0e2 (so y0 is in essence the “center” of the Ze1 +Ze2-projection of By0,e, which is
a 3-dimensional box with side-length 2L0, see below (6.18)). We see that x0 ∈ By0,e and
the Ze1 + Ze2-projection of x0 is at distance at least
L0
2
from the Ze1 + Ze2-projection of
Se\By0,e. If xn1 denotes the first displacement of the path (xi)0≤i≤n at | · |∞-distance at
least L0
10
from x0, one can choose y1, y2 in L, moving from y0 one single coordinate at a
time, by an amount at most L0 in absolute value, so that |y2−xn1 |∞ ≤ L02 (and y1 has its
second coordinate that coincides with that of y0, and its first coordinate that coincides
with that of y2). One then sets y1 = y1 − L0e1 − L0e2 and y2 = y2 − L0e1 − L0e2. Then,
each Byj ,e, 0 ≤ j ≤ 2 contains a consecutive portion of the path (xi)0≤i≤n of diameter at
least L0
10
. One can then repeat the construction until there are no further moves at | · |∞-
distance L0
10
of the path (xi) to obtain y0, . . . , ym (one eliminates consecutive repetitions
of the yj so as to obtain a path in L). This proves our claim about the construction of
y0, . . . , ym.
The observation is now that if one of the yj , say yj0, is good
′ (i.e. ω′-good and ξ-good,
see below (6.20) for the definition), since one of the connected components of the trace
of the path (xi) in Byj0 ,e has diameter ≥ L010 (by construction of the y0, . . . , ym) and the
η-value of (xi) in Byj0 ,e is at least α−
(α−β)
2
= α+β
2
(because yj0 is ξ-good), then the path
x meets the crossing cluster of the box Byj0 ,e (because yj0 is ω
′-good).
As we now explain, except on a set with exponentially decaying probability in L,
(6.34)
any path (xi)0≤i≤n in B0 ∩ Se ∩ E≥α with diameter ≥ L100 meets the
component generated by the crossing clusters of some component in L
of good ′ sites with diameter at least L
5
.
Indeed, on the complementary event, pick (xi)0≤i≤n in B0 ∩ Se ∩ E≥α with diameter at
least L
100
, which does not meet any component of the type that appears in (6.34). We
can attach (yj)0≤j≤m to (xi)0≤i≤n. Since {x0, . . . , xn} ⊆
⋃m
j=0Byj ,e, the connected subset
{y0, . . . , ym} of L has diameter at least L100 − 4L0. We enlarge this connected set in L
by adding all components (in L) of good ′ sites of the yj, 0 ≤ j ≤ m. None of these
components (in L) has diameter ≥ L
5
(otherwise (xi)0≤i≤n would meet the component
generated by the crossing clusters of good ′ sites, by the observation above (6.34), and
this would contradict the fact that, by assumption, (xi)0≤i≤n does not meet the connected
component generated by the crossing clusters of any component in L of good ′ sites with
diameter at least L
5
). We can then consider bad ′ vertices that arise either as one of the
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yj, 0 ≤ j ≤ m, or in the exterior boundary (in L) of these added components, and find a
∗-connected path in L of bad ′ vertices, which remains in the L-neighborhood of B0 and
has diameter at least L
100
−4L0 ≥ L200 . By (6.33) this event has a probability which decays
exponentially in L. The claim (6.34) follows.
Thus, except on a set with exponentially decaying probability in L, any two paths
x0, . . . , xn in B0 ∩ Se ∩ E≥α and x′0, . . . , x′n′ in Be ∩ Se ∩ E≥α with respective diameter
at least L
10
each meet the crossing cluster of some component (in L) of good ′ vertices
having diameter at least L
5
. As a result, on the event that appears in (6.2), except on
an event with exponentially decaying probability in L, there exist within {y ∈ D ∩ L;
d(y,Dc) ≥ 2L0} two distinct connected components of good ′ vertices with diameter at
least L
5
. Hence, there is a ∗-connected path in L, starting in D ∩ L, with diameter ≥ L
5
,
consisting of bad ′ sites. By (6.33) this event has exponentially decaying probability in
L. This is more than enough to prove (6.2). This concludes the proof of Theorem 6.1. 
Remark 6.4. Although we did not need this fact for the proof of Theorem 6.2 (which
was closely following the proof of Theorem 5.5), the above proof shows that the statement
of Theorem 6.1 remains true if one replaces the super-polynomial decay in (6.1) and (6.2)
by an exponential decay. 
7 An application to random interlacements and to
simple random walk
In this section we apply the results of Sections 5 and 6 to the derivation of an upperbound
on the probability that random interlacements or simple random walk disconnect ∂BN
from SN . In particular, our controls capture an exponential decay at rate N
d−2 of the
probability of such a disconnection, when the level of the interlacement is low and the
dimension large enough, and in the case of simple random walk, when the dimension is
large enough. As far as we are aware, this goes beyond the current state of knowledge.
The bounds of this section also provide one further motivation for showing that the critical
parameter h from (5.3) is positive. Our main transfer mechanism stems from a recent
version due to Lupu [21] of the isomorphism theorem linking random interlacements and
the Gaussian free field, see [30].
We denote by Iu the random interlacement at level u ≥ 0 in Zd, d ≥ 3, and by
Vu = Zd\Iu, the vacant set at level u, see [28]. Motivated by large deviation estimates
of [18] on the profile of occupation-times of random interlacements, lower bounds for the
probability of the disconnection of a macroscopic body by random interlacements, when
the vacant set is in a percolative regime, have been derived in the subsequent article [19].
From Theorem 0.1 of [19] one knows for instance that for 0 ≤ u ≤ u∗∗,
(7.1) lim inf
N
1
Nd−2
log P
[
∂BN
Vu←→/ ∞] ≥ −1
d
(
√
u∗∗ −
√
u)2capRd([−1, 1]d)
where the critical value u∗∗ ∈ (0,∞) can be characterized as (see [29], [24]):
(7.2) u∗∗ = inf{u > 0; lim inf
L
P
[
BL
Vu←→/ ∂B2L] = 0}
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(this is analogous to (0.5) and a similar fast decay of P[0
Vu←→ ∂BL], as in (1.19) is known
to hold for u > u∗∗).
The proof of Theorem 0.1 of [19] yields as well that for any M > 1, in the notation of
(2.1), for 0 ≤ u ≤ u∗∗,
(7.3) lim inf
N
1
Nd−2
log P
[
∂BN
Vu←→/ SN] ≥ −1
d
(
√
u∗∗ −
√
u)2capRd([−1, 1]d).
Our first main result in this section is an asymptotic upper bound on the probability that
appears in (7.3).
Theorem 7.1. (see (2.1), (5.3) and Theorem 6.2 for notation)
Assume u > 0 and
√
2u < h, then for any M > 1,
(7.4) lim sup
N
1
Nd−2
log P
[
∂BN
Vu←→/ SN] ≥ −1
d
(√
h
2
2
−√u
)2
capRd([−1, 1]d).
Moreover, in the notation of Theorem 6.2, when d ≥ d0 and
√
2u < h0, then for any
M > 1,
(7.5) lim sup
N
1
Nd−2
log P
[
∂BN
Vu←→/ SN] ≤ −1
d
(√
h20
2
−√u
)2
capRd([−1, 1]d).
Proof. By Theorem 3 of [21], given u > 0, one can find a coupling P of Iu and the
Gaussian free field ϕ so that P -a.s.,
(7.6) Vu ⊇ E≥
√
2u
(
=
{
x ∈ Zd;ϕx ≥
√
2u
})
.
Thus, choosing α =
√
2u, we find that
(7.7) P
[
∂BN
Vu←→/ SN] ≤ P [∂BN E≥α←→/ SN] = P[AN ].
The claims (7.4) and (7.5) are now direct consequences of Theorems 5.5 and 6.2.
Remark 7.2.
1) The upper bound (7.4) is only meaningful if h > 0, and in this respect (7.4) yields a
further motivation to prove that h is positive.
2) From Theorem 3 of [21], se also (7.6) above, one knows that h∗ ≤
√
2u∗ and also
that h∗∗ ≤
√
2u∗∗. These inequalities are conceivably strict inequalities. If this is indeed
the case, since h ≤ h∗∗, cf. (5.4), the asymptotic upper bound (7.4) will not match
the asymptotic lower bound (7.3). So, quite possibly, the transfer mechanism (7.6) is
insufficient to obtain matching asymptotic upper and lower bounds for disconnection by
random interlacements. Still, one can wonder whether u∗ = u∗∗ actually holds and (7.3)
is complemented by a matching upper bound (see also Remark 6.5 5) of [18]), so that in
fact, for 0 < u < u∗,
(7.8) lim
N
1
Nd−2
logP[∂BN
Vu←→/ SN ] = −1
d
(
√
u∗ −
√
u)2 capRd([−1, 1]d) ?

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We will now deduce from Theorem 7.1 an upper bound on the probability of discon-
nection of ∂BN from SN by the simple random walk. We also refer to (1.10) and Theorem
6.1 of [33] for a related question. We denote by I the set of points in Zd visited by the
simple random walk and by V = Zd\I its complement. We recall that P0 stands for
the canonical law of the walk starting from the origin (see the beginning of Section 1 for
notation).
Corollary 7.3. (see (2.1), (5.3) and Theorem 6.2 for notation)
If h > 0, then for any M > 1,
(7.9) lim sup
N
1
Nd−2
logP0
[
∂BN
V←→/ SN] ≤ − 1
2d
h2 cap([−1, 1]d).
Moreover, when d ≥ d0, then for any M > 1,
(7.10) lim sup
N
1
Nd−2
logP0
[
∂BN
V←→/ SN] ≤ − 1
2d
h20 cap([−1, 1]d).
Proof. Consider u > 0, then Iu, the random interlacement at level u, is the trace on Zd
of a certain Poisson cloud of bilateral trajectories modulo time-shift, see [28], Section 1.
The forward trajectories induced by the bilateral trajectories modulo time-shift passing
through the origin (in Zd), onward from their first visit at zero, is a Poisson point process
with intensity measure u
g(0)
P0. In particular, the number of trajectories going through 0
is a Poisson variable with parameter u
g(0)
. We can thus find a coupling P of the simple
random walk X starting from the origin (i.e. under P0), and the random interlacement
Iu conditioned on containing the origin (i.e. under P[·|0 ∈ Iu]) so that
(7.11) P-a.s. I ⊆ Iu (and V ⊇ Vu).
As a result we see that
P0
[
∂BN
V←→/ SN] = P [∂BN V←→/ SN] (7.11)≤ P [∂BN Vu←→/ SN].
= P
[
∂BN
Vu←→/ SN ∣∣0 ∈ Iu]
≤ (1− e− ug(0) )−1 P[∂BN Vu←→/ SN].
(7.12)
Taking logarighms and dividing by Nd−2, the result follows by letting N first go to infinity,
and then letting u tend to zero.
Remark 7.4. As in Remark 7.2 1), the upper bound (7.9) yields further incentive to
show that h > 0. Actually, one can also wonder whether the following asymptotics holds
(see also Remark 5.1 2) of [19])
(7.13) lim
N
1
Nd−2
logP0
[
∂BN
V←→/ SN] = −1
d
u∗ capRd([−1, 1]d) ?

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