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A BETHE ANSATZ FOR SYMMETRIC GROUPS
AARON MARCUS
Abstract. We examine the commuting elements θi =
∑
j 6=i
sij
zi−zj
, zi 6=
zj , sij the transposition swapping i and j, and we study their actions on
irreducible Sn representations. By applying Schur-Weyl duality to the results
of [RV94], we establish a Bethe Ansatz for these operators which yields joint
eigenvectors for each critical point of a master function. By examining the
asymptotics of the critical points, we establish a combinatorial description (up
to monodromy) of the critical points and show that, generically, the Bethe
vectors span the irreducible Sn representations.
1. Introduction
Let Sn be the symmetric group on n elements, let sij denote the transposi-
tion swapping i and j, where i, j ≤ n, and let ∆ = {(z1, . . . , zn) ∈ C
n | zi =
zj for some i 6= j} be the “big diagonal.” For each z ∈ C
n\∆, we have n pairwise
commuting elements θiz ∈ C[Sn] given by
θiz =
∑
j 6=i
sij
zi − zj
.
Note that, in the future, we will suppress the dependence of θiz on z by writing θi.
The operators θi can be viewed as a limit of the Dunkl operatorsDi : C[z1, . . . zn]→
C[z1, . . . zn] defined by Di(f) =
∂f
∂zi
+ k
∑
j 6=i
f−sijf
zi−zj
. It is easy to see that θi =
limk→∞
∑
j 6=i
1
zi−zj
− Di/k. In this way, the study of these operators helps to
elucidate a degeneracy of the double affine Hecke algebra. Similarly, the θi may
be viewed as deformations of the Jucys-Murphy elements Θi ∈ C[Sn] defined by
Θi =
∑
j<i sij . Indeed, if we take the limit appropriately, lim ziθi = Θi. The Jucys-
Murphy elements are useful in the the representation theory of Sn, and provide a
foothold for the analysis of the θi.
Given an irreducible Sn representationW
λ, we study the action of the θi. Since
they pairwise commute, it is natural to ask if these operators act semi-simply and
what their joint eigenvalues are. Our first result is that there exists a complex ratio-
nal function S(t, z) (which we refer to as the master function) and a representation
valued auxiliary function Φ(t, z) such that if t is a critical point for a fixed value of
z, then Φ(t, z) is a joint eigenvector of the θi (which we refer to as Bethe vectors).
Additionally, the eigenvalues for Φ(t, z) are given by ∂ziS.
When there are enough critical points, the Bethe vectors will spanWλ, and thus
the master function yields both the semi-simplicity of the θi and computes their
joint spectrum. However, there are insufficiently many critical points for some val-
ues of z, and it is not directly evident that there are ever sufficiently many critical
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points. To establish the existence of enough critical points, we examine the asymp-
totics of the critical points and construct a critical point for every standard Young
tableau and show that the corresponding Bethe vectors approach the eigenvectors
of the Jucys-Murphy elements. We then argue that the existence of enough critical
points asymptotically implies the existence of enough critical points generically.
The paper is organized as follows.
In Section 2, we first recall some basic notation for semi-simple Lie algebras and
then recall some results from [RV94] and [MTV] on the Gaudin hamiltonians, in-
cluding establishing a master function for the Gaudin hamiltonians and the use of
the Bethe Ansatz to find their eigenvalues. In Section 3, we recall a construction of
irreducible Sn representations and a statement of Schur-Weyl duality. In Section
4, we review the necessary background on Jucys-Murphy elements and the combi-
natorics of representations of Sn. In Section 5, we establish a connection between
the Gaudin hamiltonians and our θi, and establish a master function associated to
the eigenvalues of the θi. In Section 6, we examine the asymptotics of the master
function and show that the critical points can be described combinatorially, which
will show that, generically, the θi act semi-simply on Specht modules. Finally, in
Section 7, we prove Theorem 6.1 by showing that that the critical points described
in Section 6 can be constructed inductively.
Acknowledgements. I would like to thank Victor Ginzburg both for suggesting
this problem and for many fruitful discussions. Additionally, I would like to thank
Ian Shipman for reading an early draft of the paper and pointing out areas for
improvement.
2. Gaudin Hamiltonians
Let g be a semi-simple lie algebra, h a Cartan subalgebra, R a set of roots,
R+ a choice of positive roots, and ∆+ the positive simple roots. We then have a
decomposition g = n− ⊕ h ⊕ n+ where n+ is the collection of positive root spaces
and n− is the collection of negative root spaces. The killing form on g is 〈−,−〉
is defined by 〈x, y〉 = Tr(adx ady), and up to scaling is the unique non-degenerate,
invariant, symmetric bilinear form on g. The restriction of the Killing form to h
is non-degenerate, and so induces an isomorphism ϕ : h → h∗ via ϕ(h) = 〈h,−〉.
We can thus transport the Killing form to h∗ by demanding this map to be an
isometry. We will use the same notation for the Killing form, it’s restriction, and
the transported killing form, though the usage should be clear by context.
The Killing form gives an isomorphism g ∼= g∗. We then have a chain of isomor-
phisms End(g) ∼= g⊗ g∗ ∼= g⊗ g, and we call the image of the identity the Casimir
element, which we denote by Ω. Note that if {gi} is a basis for g and {g
′
i} is the
corresponding dual basis, then Ω =
∑
gi ⊗ g
′
i. If V1, . . . , VN are representations of
g, then we can define operators Ωij by Ωij(v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vj ⊗ · · · ⊗ vN ) =∑
k v1⊗· · ·⊗ gkvi⊗· · ·⊗ g
′
kvj ⊗· · ·⊗ vN . We have that Ωij ∈ EndC(V1⊗· · ·⊗VN ),
and that the action of Ωij commutes with the action of g.
For a fixed z ∈ Cn\∆, we define the Gaudin Hamiltonions by θ˜i =
∑
j
Ωij
zi−zj
.
These commuting operators appear in the KZ-equation for the Gaudin model as-
sociated to a semi-simple lie algebra.
The Bethe Ansatz. One can find the eigenvectors and eigenvalues of
∑
j
Ωij
zi−zj
by applying the method of Bethe Ansatz. In [SV91], it is shown that if g is a
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semi-simple Lie algebra and V1, . . . VN are highest weight representations, there
are solutions to the system of differential equations ∂if = κ
∑
j
Ωij
zi−zj
f given by
hypergeometric integrals, where f takes values in V = V1 ⊗ V2 ⊗ · · · ⊗ VN . If one
takes an asymptotic expansion of f and take the limit as κ → ∞, this yields an
eigenvector, see [RV94].
Let α1, . . . αr ∈ h
∗ be the positive simple roots of g, let Λi be the highest weight
of Vi, Λ =
∑
Λi, and given m = (m1, . . . ,mr) ∈ Z
r
≥0, let Λm = Λ −
∑
miΛi.
This allows us to parameterize the weight spaces of V by nonnegative integers.
Additionally, if β ∈ h∗, we denote the weight space of weight β in a representation
M byMβ = {m ∈M | hm = β(h)m}, and we denote byM
n
β = {m ∈Mβ | nm = 0}
the highest weight vectors of weight β. We abbreviate Vm := VΛm .
Given m as above, and letting |m| =
∑
mi, we pick coordinates on C
|m| as
t
(1)
1 , . . . , t
(m1)
1 , t
(1)
2 , . . ., t
(1)
r . . . , t
(mr)
r . We order the coordinates by ordering the
pairs (i, j) lexicographically, so that (i, j) < (k, ℓ) if i < j or i = j and k < ℓ.
Additionally, we give coordinates on Cm+N by letting z1, . . . zN be coordinates for
CN and viewing Cm+N = Cm × CN . Define the function
Φm(t, z) =
∏
k<ℓ
(zk − zℓ)
〈Λk,Λℓ〉·
∏
k,i,j
(
zk − t
(j)
i
)−〈Λk,αi〉
·
∏
(i,j)<(k,ℓ)
(
t
(j)
i − t
(ℓ)
k
)〈αi,αk〉
Let Sm(t, z) = logΦm(t, z). Explicitly,
(2.1) Sm(t, z) =
∑
k<ℓ
〈Λk,Λℓ〉 log (zk − zℓ)−
∑
k,i,j
〈Λk, αi〉 log
(
zk − t
(j)
i
)
+
∑
(i,j)<(k,ℓ)
〈αi, αk〉 log
(
t
(j)
i − t
(ℓ)
k
)
For a fixed value of z, say that t is a critical point of S if ∂S
∂t
(j)
i
(t, z) = 0 for all i, j.
As we will have need to look at Sm for and its critical points for different choices
of Λi and m, we will refer to critical points with a specific choice of parameters as
being of weight
∑
Λi −
∑
miαi. We say that t is a nondegenerate critical point if
the Hessian
(
∂2S
∂t
(j)
i
∂t
(ℓ)
k
)
is nonsingular. The space of nondegenerate critical points
is an algebraic subset of Cn\∆ × C|m|\∆, and the projection p1 onto C
n\∆ is
quasi-finite, and moreover is e´tale when restricted to the non-degenerate critical
points. Using the inverse function theorem, we see that generically we can locally
find holomorphic sections of p1, which we call families of critical points. Suppose
that t = t(z) is a family of nondegenerate critical points. The following is proved
in [RV94].
Theorem 2.1. Given t(z) as above, there is a function Φ with Φ(t, z) ∈ V n
m
such
that Φ(t(z), z) is an eigenvector for the operators
∑
j
Ωij
zi−zj
with corresponding
eigenvalues ∂S∂zi (t(z), z).
We refer to the eigenvectors generated by Φ in the theorem as Bethe vectors.
While the Bethe vector associated to a non-degenerate critical point is nonzero, we
do not a priori know that different Bethe vectors for a fixed z are distinct when
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they have the same eigenvalues. However, in the case of the general linear group,
we have the following result from [MTV] which remedies this problem.
Theorem 2.2. If g = sln, each Vi is a finite dimensional irreducible representation,
andm is such that (V1⊗· · ·⊗Vn)
n
m
is nonempty and
∑
Λi−
∑
mjαj is dominant and
integral, then, for fixed values of z, the critical points of S yield linearly independent
vectors. Moreover, if any of the critical points are degenerate, these vectors do not
span V n
m
.
The case g = sln, Vi = C
n. Now, we specialize the results to the case of g =
sln, Vi = C
n. We let Cn have standard basis v1, . . . vk, and we let eij denote the
matrix with a 1 in the (i, j) position and zeros elsewhere. We view g as the space
of trace zero matrices, h the subspace of diagonal matrices, n the space of strictly
upper triangular matrices, and n− the space of strictly lower triangular matrices.
Let Li ∈ h
∗ be the functional such that Li(a1e11 + . . . anenn) = ai. Note that
h∗ = C[L1, . . . Ln]/(
∑
i Li = 0). Each eij spans the root space corresponding to the
root Li − Lj . Set αi = Li − Li+1 to be the set of simple positive roots. When we
transfer the Killing form to h∗, we have that 〈
∑
aiLi,
∑
bjLj〉 = (1/2n)(
∑
i aibi −
(1/n)(
∑
ai)(
∑
bi)) (see [FH04]). Thus,
〈αi, αj〉 =


1/n i = j
−1/2n |i− j| = 1
0 |i− j| > 1
.
When we view sln acting on C
n, v1 is the highest weight vector with weight L1.
Since 〈L1, L1〉 = (1/2n)(1− 1/n) and 〈L1, αi〉 = (1/2n)(δ1i), equation 2.1 becomes
(2.2) Sm(t, z) =
n− 1
2n2
∑
k<ℓ
log (zk − zℓ)−
1
2n
∑
k,j
log
(
zk − t
(j)
1
)
+
1
n
∑
i
∑
j<ℓ
log
(
t
(j)
i − t
(ℓ)
i
)
−
1
2n
∑
i<n−1
∑
j,ℓ
log
(
t
(j)
i − t
(ℓ)
i+1
)
.
We can also compute the partial derivatives.
(2.3)
∂Sm
∂t
(j)
i
(t, z) =
δ1=i
2n
∑
k
1
zk − t
(j)
1
+
1
n
∑
j 6=ℓ
1
t
(j)
i − t
(ℓ)
i
−
1
2n
∑
ℓ
1
t
(j)
i − t
(ℓ)
i+1
−
δi6=1
2n
∑
ℓ
1
t
(j)
i − t
(ℓ)
i−1
.
(2.4)
∂Sm
∂zk
(t, z) =
n− 1
2n2
∑
k 6=ℓ
1
zk − zℓ
−
1
2n
∑
j
1
zk − t
(j)
1
.
3. Schur-Weyl Duality
To relate the Gaudin Hamiltonians to the θi, it is necessary to recognize the
irreducible SN -modules as laying in V
⊗N . This is given via Schur-Weyl duality,
whose presentation we borrow from [Ful97] and [FV].
If V is a finite dimensional complex vector space, V ⊗N has natural actions
of GL(V ) and of SN which commute with each other, and which moreover form
each other’s centralizers when viewed as subalgebras of EndC(V
⊗N). Moreover,
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when viewed as a GL(V )× SN module, V
⊗N ∼=
⊕
λM
λ ⊗Wλ, where the Mλ are
inequivalent, irreducible polynomial GL(V)-modules and the Wλ are inequivalent
irreducible SN -modules. We therefore have an isomorphism
(3.1) Wλ = HomGL(V )(M
λ, V ⊗N ).
If dimV ≥ N , then all the irreducible representations of SN occur. Otherwise, the
irreducible representations which occur are the Specht modules corresponding to
partitions of N into at most dimV parts.
Since the GL(V )-modules occurring in the decomposition are all polynomial, we
may view them as SL(V ) modules. For the ease of exposition, we will then view
these as sl(V )-modules.
Given the decomposition sl(V ) = n−⊕h⊕n into strictly lower triangular, strictly
diagonal, and strictly upper triangular matrices, the simple, finite dimensional
sl(V )-modules are in correspondence with dominant, integral weights. Indeed, if µ
is a weight, then up to isomorphism, there is a unique simple moduleMµ generated
by a highest weight vector of weight µ, and if µ is dominant and integral, Mµ is
finite dimensional. Moreover, every finite dimensional simple module occurs in this
manner. If we combine the isomorphism Homsl(V )(M
µ, N) ∼= Nnµ with (3.1), we
see that the irreducible representations of SN correspond to highest weight spaces
of V ⊗N .
It is well known that over C, simple SN modules are in correspondence with
partitions of N . One construction of Specht modules which works well for our
purposes is as follows. To any partition λ of N = λ1 + · · · + λk, with λ1 ≥
λ2 ≥ · · · ≥ λk ≥ 1, λi ∈ N, we associate a Young Diagram, an array of left
aligned boxes where the top row has λ1 boxes, the second row has λ2 boxes, etc.
Denoting the boxes of the diagram by Y (λ), a labeling of the diagram is a bijection
T : Y (λ)→ {1, . . . , N}. There is a natural action of SN on the set of labellings of
Y (λ).
Assume that dim(V ) = n > k, where k is the number of parts of the partition λ.
Given our basis {v1, . . . , vn} of V , each labeling yields an element eT = vi1 ⊗ · · · ⊗
viN ∈ V
⊗N where ij is the row of T
−1(j). Note that σeT = eσT for σ ∈ SN . We
remark that the eT are in correspondence with what [Ful97] refers to as tabloids,
equivalence classes of labellings up to equivalence of the contents of each row. Now,
we let vT =
∑
σ∈C(T )(−1)
σσeT where the sum is over permutations which leave
the contents of each column of T fixed. The vT span an irreducible representation
corresponding to λ. Moreover, each of the vT is a highest weight vector of weight∑
i λiLi. Therefore, we have proved the following.
Theorem 3.1. The Specht module corresponding to the partition λ is isomorphic
to
(
V ⊗N∑ λiLi
)n
.
4. Jucys-Murphy elements and the Young basis
In this section, we briefly review another approach to the representation theory
of Sn over C. For more details on the material in this section, see [OV04].
Let [n] denote the n element set {1, 2, . . . , n}. From the inclusions [1] ⊂ [2] ⊂
· · · ⊂ [n], we have inclusions of groups S1 ⊂ S2 ⊂ · · · ⊂ Sn where Sk ⊂ Sn permutes
[k] and fixes all the elements of [n]\[k]. Using this chain of inclusions, we may study
the representations of Sn by making judicious use of the corresponding restriction
functors, which allows us to build up an understanding inductively.
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A fundamental result which makes this perspective particularly fruitful is the
branching rule which states that if M is a simple C[Sn]-module, then the decompo-
sition ofM into simple C[Sn−1] modules, no module occurs with multiplicity greater
than 1. Phrased differently, dimCHomC[Sn−1](N,Res
Sn
Sn−1
M) = 0 or C whenever N
is a simple Sn−1 representation and M is a simple Sn representation. Thus, each
linear subspace of N canonically determines a linear subspace of M . Since there is
a unique simple C[S1] ∼= C-module, and since it is one dimensional, we have that
simple C[S2]-modules have a distinguished basis (up to rescaling), and by induction,
so do simple C[Sn]-modules. We call such a basis a Young basis. Note that the
elements of a Young basis of an irreducible representationM are in correspondence
with maximal chains of inclusions k ⊂M2 ⊂M3 ⊂ · · · ⊂ Mn = M where Mi is an
irreducible Si representation. Indeed, if v is a basis element, then Mi = Siv.
The Young basis can be described in another way, as the joint eigenspaces of the
action of the commutative algebra GZ(n) =
∑
i≤n Z(C[Si]) ⊂ C[Sn], the sum of
the centers of the corresponding group algebras. By ([OV04] Corollary 2.6), This
algebra is generated by the Jucys-Murphy elements Θi =
∑
j<i sij . Moreover, the
simple representations of Sn can be identified by their corresponding eigenvalues.
In particular, suppose that λ is a partition of n and that T : Y (λ) → [n] is
a filling of of the Young tableau associated to λ. We define the function c(T, i)
to be y(T, i) − x(T, i) where x(T, i) and y(T, i) denote the respective row and
column of T which contain the entry i. The say the content of T is the vector
(c(T, 1), c(T, 2), . . . , c(T, n)). If T is standard, that is, the entries in each row and
column are increasing, then T may be viewed as a chain of inclusions of Young
diagrams, with the ith diagram being T−1([i]). For example,
1 3 4
2 5
corresponds to the inclusions
⊂ ⊂ ⊂ ⊂
where we view each inclusion as preserving the top left hand corner.
Because ResSnSn−1(W
λ) =
⊕
λ′ W
λ′ where λ′ is obtained from λ by deleting a box
(see corollary 7.3.3 of [Ful97]), we have that a standard labeling corresponds to an
element of the Young basis for Wλ, and thus, each standard tableaux T determines
an element wT of the Young basis.
The following theorem is essentially contained in section 5 of [OV04].
Theorem 4.1. With the notation above Θi(wT ) = c(T, i)wT , and the joint spec-
trum of the Θi acting on an irreducible representation M determine M .
5. A master function for SN
We wish to establish a connection between the Gaudin hamiltonians and our θi.
To do so, we will need the following calculation.
Lemma 5.1. If g = sln, then Ω12 acts on V ⊗ V via Ω12(v1 ⊗ v2) =
1
2n (
−v1⊗v2
n +
v2 ⊗ v1), so that the action of Ω12 coincides with that of
1
2n (s12 − 1/n). Therefore,
on V ⊗N , Ωij =
sij−1/n
2n .
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Proof. Let e1, . . . , en be the standard basis for C
n. The standard decomposition
sln = n− ⊕ h⊕ n into strictly lower triangular, strictly diagonal, and strictly upper
triangular matrices, then the eij , i < j is a basis of root vectors for n, eij , i > j is
a basis of root vectors for n−, and h = span(hi) where hi = eii − en,n. Moreover,
with respect to the Killing form, eij and
1
2neji are dual to each other when i 6= j.
Since (eij ⊗ eji)(ek ⊗ eℓ) = ei ⊗ ej if i = ℓ and j = k, and 0 otherwise, we have
that
(∑
i6=j eij ⊗ eji
)
(ek ⊗ eℓ) = eℓ ⊗ ek if k 6= ℓ and 0 if k = ℓ. To calculate
the contribution of Ω12 coming from h, we must calculate the duals of the hi.
If h =
∑
aieii, h
′ =
∑
bieii where
∑
ai =
∑
bi = 0, then 〈h, h
′〉 = 2n
∑
aibi.
Thus, given hi as a basis for h, we have a corresponding dual basis given by h
′
i =
1
2n (eii −
1
n
∑
ejj). Then
∑
hi ⊗ h
′
i acts on vk ⊗ vℓ as multiplication by
1
2n
n−1∑
i=1
(δki − δkn)(δℓi −
1
n
) =
{
1−1/n
2n k = ℓ
−1/n
2n k 6= ℓ
.
Combining the two contributions to Ω12, yields the lemma. 
Using the lemma, we see that, on the space V ⊗n, θi = 2n
∑
j
Ωij
xi−xj
+
∑
j
1
n(xi−xj)
.
Therefore, the eigenvectors of θi are equal to those of
∑
j
Ωij
xi−xj
, and computing
the corresponding eigenvalue for one operator automatically gives the eigenvalue
for the other.
Let V = Cn, and let λ be a partition of N . Then, modulo the relation in h∗ that∑
Li = 0, we have that
∑
λiLi = NL1 −
∑
i αi
∑
j>i λj . We may combine these
observations with Theorem 2.1 to obtain the following result.
Theorem 5.2. Let λ be a partition of N , let mi =
∑
j>i λj , and let θi act on the
Specht modules Wλ. If S(t, z) is the function from 2.2, and if t(z) is a non degen-
erate solution to the system of equations ∂Sm
∂t
(j)
i
(t, z) = 0, then there is a common
eigenvector for the action of the θi, with eigenvalues 2n
∂Sm
∂zi
(t(z), z)+
∑
j 6=i
1
n(zi−zj)
.
We remark that the critical values and eigenvalues above are the critical values
and partial derivatives of
(5.1) S′
m
(t, z) =
∑
k<ℓ
log (zk − zℓ)−
∑
k,j
log
(
zk − t
(j)
1
)
+ 2
∑
i
∑
j<ℓ
log
(
t
(j)
i − t
(ℓ)
i
)
−
∑
i<n−1
∑
j,ℓ
log
(
t
(j)
i − t
(ℓ)
i+1
)
.
Thus, we see that all reference to n drop out, and we have a method for finding
the eigenvalues of the action of θi which depend only on our choice of partition λ.
6. Asymptotic behavior
In order to analyze the action of the θi and to show that generically, the Specht
modules decompose into joint eigenspaces, we consider taking the limit of the op-
erators as the zi’s tend towards infinity.
8 AARON MARCUS
Symmetries. There are natural actions of C, C∗ and Sn on C
n\∆. The θi are left
fixed under the action zi 7→ zi+ c, they scale by 1/c under the action zi 7→ czi, and
are permuted under the action zi 7→ zσ(i). Therefore, there is no loss of generality
in assuming that |z1| ≤ |z2| ≤ |z3| ≤ · · · ≤ |zn|. Additionally, if we wished we could
fix z1 = 0, z2 = 1, though we shall not.
Asymptotic zones. If we wish to take a limit of the θi as the zj approach infinity,
the limit depends on how the zj approach infinity relative to each other. We will, in
particular, consider values in the asymptotic zone |z1| << |z2| << · · · << |zn|, that
is, asymptotic solutions where |zi/zj| → ∞ when i > j. In this region,
1
zi−zj
∼ 1zi
if i > j, and so θi =
∑
j 6=i
sij
zi−zj
∼
∑
j<i
sij
zi
−
∑
j>i
sij
zj
= 1ziΘi+ o(1/zi) where the
Θi are the Jucys-Murphy elements.
To show that the θi act semi-simply for generic zi, we will show that for each
standard tableau T , there is a corresponding family of critical points whose asymp-
totic eigenvalues correspond to the eigenvalues of wT .
Let λ be a partition of N , and let T be a standard tableau of shape λ. We will
reindex our variables t
(j)
i with the boxes of the Young tableau as follows. Let Yi(λ)
denote the boxes of Y (λ) which do not lie in the first i rows. We note that there
are |Yi(λ)| variables of the form t
(j)
i . Thus, picking any such bijection, we see that
given a box b in row k of tableau, we have variables t
(b)
i whenever i < k. We will
abuse this notation by letting t
(j)
i denote t
(T−1(j))
i when j is an integer.
Theorem 6.1. Given a filled standard tableau T , there is a critical point of S
and positive rational constants 0 < βbi < 1 such that, in the asymptotic zone
|z1| << |z2| << · · · << |zn|, t
(j)
i = β
(j)
i zT (j) + o(zT (j)). At this critical point,
∂S
∂zj
= (y(T, j) − x(T, j))zj + O(1/zj). Moreover, every critical point which is
defined over the asymptotic region is of this form.
Corollary 6.2. Generically, the θi act semi-simply.
Proof. While this follows from the fact that the action of the Jucys-Murphy ele-
ments onWλ has joint spectrum of size dim(Wλ) and the fact that this is a generic
condition (see the appendix), it is useful to prove the statement by analyzing the
critical points master function, as such an analysis allows us to see where semi-
simplicity fails.
Let X and X ′ respectively denote the collection of critical points and degenerate
critical points of Sλ, let Y = C
n\∆, and let p : X → Y be the projection. By
Theorem 7.1 of [MTV], the Bethe vectors corresponding to the different critical
points in each fiber are linearly independent and cannot span if any of the critical
points are degenerate. We have by 6.1 that the Bethe vectors span Wλ in the
asymptotic zone, and so it suffices to show that generically, we have dim(Wλ)
critical points. This follows from the fact that the restriction p|X\X′ is e´tale and
dominant. 
Remark 6.3. If the projection p : X → Y is a finite morphism, then the proof
can be strengthened to show that, for a fixed z, the Bethe vectors form a basis
whenever none of the critical points are degenerate.
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7. Proof of Theorem 6.1
With Sm as in 2.1, if N = 2, then we can eliminate the appearance of z1 and
z2 from
∂Sm
∂t
(j)
i
by making the variable substitution s
(j)
i =
t
(j)
i −z1
z1−z2
. In terms of these
new variables, being a t-critical point is equivalent to
(7.1)
〈Λ1, αi〉
s
(j)
i
+
〈Λ2, αi〉
s
(j)
i − 1
=
∑
(i,j) 6=(k,ℓ)
〈αi, αk〉
s
(j)
i − s
(ℓ)
k
.
Solutions to this equation allow us to asymptotically build up solutions to S. Let
Λ1, . . .Λℓ,Λℓ+1, . . .Λℓ+k be weights, and let ai, bi, ci ∈ Z+, with i ≤ 1 ≤ r. We then
denote Λ′1 =
∑ℓ
i=1 Λi −
∑
aiαi and Λ
′
2 =
∑N
i=ℓ+1 Λi −
∑
biαi. Then if t(z) and
t′(z) are non-degenerate critical points of 2.1 of weights Λ′1 and Λ
′
2 respectively, then
they can be combined into a solution of 2.1 of weight
∑ℓ+k
i=1 Λi−
∑
(ai + bi + ci)αi
by using solutions to 7.1 of weight (Λ′1+Λ
′
2)−
∑
ciαi. In particularly, assume that
s = {s
(j)
i | (1, 1) ≤ (i, j) ≤ (r, ci)} is a solution to 7.1 of weight (Λ
′
1+Λ
′
2)−
∑
ciαi.
Then we have the following theorem.
Theorem 7.1 ([RV94] Theorem 6.1). In the notation above, if there is a unique
critical point of 2.1 of weight
∑ℓ+k
i=1 Λi −
∑
(ai + bi + ci)αi which is asymptot-
ically of the form (t(z1, . . . , zℓ) + O(1/zℓ+1), zℓ+1s + O(1), t
′(zℓ+1 − zℓ+1, zℓ+2 −
zℓ+1, . . . , zℓ+k − zℓ+1) +O(1/zℓ+1)).
For our application of the theorem, we will also need the following calculation.
Lemma 7.2. Suppose that a1, . . . , an ≥ 0 and ak > 0. Then the system of equa-
tions
s0 = 1
ai
si
=
1
si−1 − si
−
1
si − si+1
(1 ≤ i ≤ n)
sn+1 = 0
has the unique solution with si =
∏i
j=1
(
1− 1∑n
k=j(1+ak)
)
. In particular, we have
that s1 = 1−
1
n+a1+a2+···+an
.
Proof. This is a straightforward computation, though we remark that the conditions
on the ai ensure that there is no division by zero, so that the given solution actually
exists. 
Let λ be a partition of N , let T be a standard tableau of shape λ, let Ti be the
restriction of T to T−1({1, 2, . . . , i}), and let λ(i) be the corresponding partition of
i. Using theorem 7.1 we may build up our critical points corresponding to a given
tableau by an inductive process. In particular, we can construct critical points tTi
of weight λ
(i)
1 L1 + λ
(i)
2 L2 + · · ·+ λ
(i)
ℓ Lℓ = iL1 − (α1(
∑
j>1 λ
(i)
j ) + α2(
∑
j>2 λ
(i)
j ) +
· · ·+αℓ(λ
(i)
ℓ )), corresponding asymptotically to vTi ∈ W
λ(i) . If x(T, i+1) = k, then
the change in weight when we pass from i to i+ 1 is Lk = L1 − (α1 + · · ·+ αk−1).
Assume we have constructed tTi . Applying theorem 7.1 with t = tTi , t
′ the empty
critical point of weight Λ1 with bj = 0 for all j, and c1 = c2 = · · · = ck−1 = 1,
we obtain a critical point of the proper weight for each corresponding solution to
equation 7.1. To complete the construction, we must show two things:
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(1) There is a unique solution to 7.1 in this case, and thus a unique critical
point under consideration.
(2) Asymptotically, the eigenvalues associated to this critical point are the same
as those associated to vTi+1 .
For the first point, we note that if we apply equation 7.1 with Λ1 =
∑
j λ
(i)
j Lj,
λ2 = L1, c1 = · · · = ck−1 = 1, then up to a scaling factor, we are in the situation
of lemma 7.2 with aj = λ
(i)
j − λ
(i)
j+1. In particular, we have a unique solution s and
s1 = 1−
1
(k−1)+(λ
(i)
1 −λ
(i)
k
)
= 1− 1
λ
(i)
1 +(x(T,i+1)−y(T,i+1))
.
For the second point, we must calculate the eigenvalues associated with this
critical point. The eigenvalue for θj is
(7.2)
∑
m
1
zj − zm
−
∑
b
1
zj − t
(b)
1
∼
j − 1
zj
−
c
zj
−
d
zj
where c = (j − 1)− λ
(j−1)
1 is the number of boxes in T not in the first row which
contain numbers less than j, and d = 0 if x(T, j) = 1 and 1
1−lim t
(j)
1 /zj
otherwise.
By the construction of our critical points, the asymptotic value does not change
as we pass from i to i + 1, and so it suffices to calculate this value when j =
i+1. In this case, the asymptotic eigenvalue is
i−(i−λ
(i)
1 )−(λ
(i)
1 +(x(T,i+1)−y(T,i+1)))
zi+1
=
y(T,i+1)−x(T,i+1)
zi+1
, as desired.
Since the critical points give rise to a linearly independent set of eigenvectors,
and since we have produced dimWλ critical points, this must account for all such
points.
Appendix A. On genericy of semisimplicity
In this appendix, we will recall some facts about commuting families of linear
operators.
Let V be a C-vector space, and let A ⊂ EndC(V ) be an algebra of commuting
linear operators. Given µ ∈ HomC(A,C) we define the weight space
Vµ =
⋂
A∈A
⋃
k∈N
ker
(
(A− µ(A)I)k
)
.
Proposition A.1. The weight spaces of V are A-invariant, i.e., AVµ ⊂ Vµ
Proof. If A,B ∈ A, then B commutes with (A−µ(A)I)k, and so if (A−µ(A)I)kv =
0, then (A− µ(A)I)k(Bv) = B((A− µ(A)I)kv) = B(0) = 0. 
We refer to the set {µ | Vµ 6= 0} as the joint spectrum of A. By abuse of
notation, if {Aα} is a set of commuting linear operators, we also use the term joint
spectrum to refer to the joint spectrum of the algebra generated by the Aα. In
many situations, the joint spectrum gives a lot of information about the action of
A. If V is finite dimensional or more generally, if the action of A is locally finite, i.e.,
Av is finite dimensional for every v ∈ V , then because C is algebraically closed, we
must have that V =
⊕
µ Vµ. Note that this can fail if we are not locally finite: the
shift operator on CN has no nonzero eigenspaces. In what follows, we will assume
that V has such a decomposition.
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We say that the action of A on V is semisimple if we can find a basis of V such
that, with respect to the basis, every A ∈ A is diagonal. Equivalently, V is the
direct sum of one dimensional submodules. Because each Vµ is an A submodule,
we see that the action is semisimple if and only if for every A ∈ A, we have
that ker(Ak) = ker(A). Since ker(A) = V if and only if A = 0, this implies that a
semisimple action cannot occur ifA contains any nilpotents. Using this observation,
the following proposition justifies the term semisimple action.
Proposition A.2. Suppose that V is finite dimensional. Then A is semisimple as
an algebra if and only if the action of A on V is semisimple.
Proof. Since A is finitely generated and commutative, its Jacobson radical is equal
to its nilradical, and so A is semisimple if and only if it has no nilpotent elements. If
A is not semisimple, then A contains nilpotents, and we see that the action of A on
V is not semisimple. Conversely, assume that A is semisimple. Then decomposing
the weight spaces into simple A modules, we see no A ∈ A can act nilpotently. 
A matrix being diagonalizable is not an open condition: the identity matrix is
diagonal, but no matrix of the form
(
1 ǫ
0 1
)
with ǫ 6= 0 is diagonalizable. However,
the condition that a matrix have distinct eigenvalues (which implies diagonalizabil-
ity) is an open condition. Indeed, a matrix M fails to have distinct eigenvalues if
and only of CM (λ) = det(M − λI) has repeated roots, which occurs if and only
if CM and C
′
M have a common root. Since this occurs exactly when the resultant
res(CM , C
′
M ) = 0, we have a polynomial condition in the entries of M for when M
has repeated eigenvalues, and thus the condition is Zariski open.
Similarly, semisimplicity of an action is not an open condition. However, if
every nonzero Vµ is one dimensional, this implies semisimplicity, and if V is finite
dimensional and A is finitely generated, this is a an open condition.
Proposition A.3. Let X ⊂ Matn(C)
k be the subvariety of k-tuples of n × n
matrices which pairwise commute. Then the subset X ′ ⊂ X of k-tuples with joint
spectrum of size n is Zariski open.
Proof. Consider the map φ : X×Ck → Matn(C) defined by (M1, . . .Mk, a1, . . . , ak) 7→∑
aiMi. If x = (M1, . . . ,Mk) ∈ X
′ with weights µ1, . . . µn with µi(Mj) = bij , then
φ(x, a1, . . . ak) has eigenvalues ci =
∑
j bijaj . Except for a finite union of hyper-
planes in Ck, any φ(x, a1, . . . ak) has distinct eigenvalues. Conversely, if y ∈ X\X
′,
then φ(y, a1, . . . , ak) cannot have n distinct eigenvalues. Therefore if we let Y ⊂
Matn(C) denote the matrices with n distinct eigenvalues, X
′ = pX(φ
−1(Y )), which
is open. 
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