ABSTRACT Due to the rapidly growing volume of publications, it is an urgent task to evaluate the potential impact of emerging works and identify valuable publications for the benefit of researchers with limited time. The impact of authors is significant in terms of personal promotion and fund raising. However, the criterion used to evaluate the impact of authors is largely based on credits they have received, not potential credits. We take the citation count, the most direct and widely used metric for publication popularity, as the potential impact and evaluate its predictability. To this end, we propose a neural network-based point process model for predicting the citation count of individual publications. Our approach integrates signals from paper-specific features and their citation traces, which reflect the trend of either losing or gaining popularity. The model is learned in an adversarial way, which mitigates the bias-exposure efficiently. We verify our model on the largest publicly available academic publication repository, and our model outperforms alternatives with a notable margin.
I. INTRODUCTION
With the growing number of research publications, people find it difficult to distill knowledge from a large volume of relevant papers in a limited amount of time -even within one research area. For example, search engines like Google Scholar return thousands of papers when we input a few keywords. Search results that return important papers without leaving behind recent important works is an under-explored area of research. Fig.1 illustrates the trend whereby the number of publications is booming while the ratio of influential ones keeps dropping. Obviously, not all publications contribute equally. To find recent works with potentially high impact in a timely way, it is necessary to automatically identify those works in a dynamic evolutionary setting before they become widely recognized. Moreover, papers with high potential impact in a complex network may reveal which research areas are prevailing. Researchers and funding organizations can evaluate whether investment in certain topics can produce the expected results based on recent trends in scientific endeavors. In practice, there are many instances where potential influence matters. For example, a candidate's potential for future impact contributes to activities concerning recruitment, promotion and funding because the ultimate question is the following: Which candidates offer the most potential to companies and universities with limited budgets and positions?
However, the most widely-used criterion for evaluating the impact of publications, like citation count, and its derived metrics, e.g., H-index, are based on the citations that papers have received up to the present. The most significant limitation of the current citation count and its derived metrics is that only past accomplishments are captured since citations accumulate over time. This delay renders currently-used metrics primarily useful for evaluation of historical contributions and inappropriate for newly released work.
Recent works that seek to solve this problem are broadly divided into two categories. The first line uses regressionbased methods to predict future popularity of publications. Most works [1] - [3] aim to design efficient features using a regression model and try to understand the motivating factors that contribute to the popularity of papers. In these models, it is necessary to discretize time. They divide the time line into several disjoint parts and extract features from those parts and then build a regression model. Those methods suffer from the cumbersome work of designing each time slot and not being sufficiently flexible to predict in a continuous time domain. The other line includes a point process model [4] , [5] . These works often assume that the life-cycle pattern of paper citation follows a pre-defined parametric formula, which is too rigid and not applicable when the data set changes.
Modeling and predicting the individual paper's citation count over time is very challenging both in theory and practice. In theory, the variance among papers is extremely large. For instance, papers may receive little attention after publication but become popular quickly after a while, or vice versa. In practice, the statistics for publications are changing over time, and this is also true of citations. Taking computer science for example, artificial intelligence-related topics are quite hot, which drives the publication number to be extremely high compared with other topics in the same field.
In line with previous discoveries [1] - [3] , [5] , we find various features are strong indicators for future popularity of publications. Those features, including the reputation of venue, the size of the co-author network, citations by highly cited papers, represent the intrinsic quality of publication to some extent. In order to model the complex dynamic of citations, we cater to the neural point process instead of inflexible regression models, which divide time into discrete slots or predefined parametric point process models, which suffer from model misspecification. To deal with long-term prediction specifically, we propose to learn the model with an adversarial approach similar to the recent work [6] , which can boost the performance and mitigate the bias-exposure problem for long-range prediction tasks. However, work [6] only considers the past events, e.g. citations. The proposed model takes both past events and intrinsic features, which are very important for citation prediction. For example, two papers may have similar historical citations but different future citations because they are published in different venues. The associated features of papers indicating influence can be very useful for citation prediction. Therefore, how to incorporate those two sources of data together is critical in our application. Our model solves the above discussed problems by employing the neural network-based point process model, which flexibly captures the non-linear dependency between events and shares parameters between papers without jeopardizing the ability to capture the triggering pattern for each paper given a sufficient number of parameters and the paperspecific network part.
A. SOLUTION AND CONTRIBUTION
The objective of this paper is to advance the frontier on publication prediction. In particular, a neural point process model is proposed for paper citation prediction, and a novel learning method is developed to solve this problem. To better utilize profiles with sequence citation data, we design a novel neural network-based point process model, which combines the profiling features associated with each paper and the citation traces. The kind of framework gives the model enough flexibility to capture the variance for citation popularity. Moreover, the model can be extended to other popularity prediction problems directly. As a result, the proposed framework is very general. Previous works that model citations usually specify the form that describes the citation traces, which often fails to prevent model The proposed learning method can reduce the bias-exposure problem efficiently and produce a good performance. Our method consistently outperforms the stateof-the-art approaches [4] , [7] and thus advances the frontier of this line of research.
B. ORGANIZATION
Organization The remainder of this paper is organized as follows: Section 2 discusses related works. Problem definition and data description are given in section 3 and 4. Section 5 discusses the neural network-based temporal point process model and learning algorithm in detail. Section 6 presents the experiment results and analysis. Finally, Section 7 concludes the paper.
II. RELATED WORKS
First, previous works on paper citation are discussed. Then, we give a brief introduction to the temporal point process. Finally, adversarial learning methods are compared with maximum likelihood estimation.
A. PUBLICATION POPULARITY
In light of the challenge of predicting individual paper citation count, many researchers resort to other more accessible impact analysis and prediction problems. For example, the influence relationship between authors is mined from papers' citations. From this point of view, the impact of authors is evaluated by the influenced descendants. Previous works [1] - [3] , [8] first attack this tough problem by using regression techniques. Plenty of potentially useful features are extracted from paper content and citation networks, e.g., paper topic distribution, paper references, etc. Then, the time line is divided into time slots, and a regression model is learned. Another line of works [7] , [9] uses a more flexible point process model to predict paper citation dynamically. They usually assume that the citation pattern of papers follows a predefined form based on empirical observations.
1) REINFORCED POISSON PROCESS (RPP)
The work [4] finds that the recent attention that papers receive will trigger more attention in the future. This phenomenon is also observed in economic and social areas, which is summarized as follows: The rich get richer. Through empirical experiments, they also discover that the citation count decays with time and follows a log-normal temporal pattern. Consequently, the time-varying popularity of papers is modeled by three factors: the intrinsic value, the self-triggering effect and the log-normal time decaying pattern. To reduce the high variance that comes from the fact that only one sample is available for each model, a Bayesian improvement is introduced, where the parameters for each paper have common prior distributions.
2) HAWKES PROCESS
The self-exciting process, also referred to as the Hawkes process, was first proposed to analyze earthquake aftershocks. The occurrence of consequent events is triggered by previous events but the triggering strength decreases over time. The intensity of Hawkes process [10] can be described as follows:
where µ is the exogenous term, which describes the background intensity due to exogenous factors and the sum term is the self-triggering effect. The g(t − t j ) is a time-decaying kernel, where an exponential function is often used. α is the strength of self-triggering.
3) EVOLVING HAWKES (EHAWKES)
Some features of the paper are static, while some features also evolve with time. To reflect the time-varying property of the paper, the work [7] proposed the feature-evolving Hawkes process to model the popularity of papers. The popularity is modulated by papers' features and self-triggering pattern. As a result, the intensity of citations can be formulated as follows:
Triggering weighted by recency (1) where s(t) = (1, s 1 , s 2 , . . . , s K ) is the paper-specific features that encode the static information and evolving position in the paper citation networks. g 1 (t) is the aging effect for paper itself. The sum term has the same meaning as the Hawkes process. β is the parameters to be learned.
Those models specify a fixed form for the intensity function. Specifically, it is a multiplication of a fixed-form aging function and the reinforcement term, which is the sum of total citations received before time t. Its limitation is that it assumes the life-cycle of the paper citation follows the predefined pattern, e.g, a log-normal distribution, which may not always hold. This model is not flexible and cannot be applied to other fields in which the aging function is unknown or the pattern is violated. In addition, these methods fit a separated parameter for each objective, which suffers from overfitting. Worse, the model fails when the citation count is few for some papers.
B. TEMPORAL POINT PROCESS
Temporal point processes are major mathematical tools to model different phenomena across a wide range of domains. For example, in seismology, marked temporal point processes were originally widely used for modeling earthquakes and aftershocks [11] , [12] . Each earthquake can be represented as a point in the temporal-spatial space, and seismologists have proposed different formulations to capture the randomness of these dots. In the financial area, continuous time point processes are the subject of very active research in high-frequency transactions [13] , [14] and acquisitions [15] . Bacry et al. [16] overviews the applications of the Hawkes Process in finance. In the area of civil life, point processes have been employed to prioritize water pipe replacement and rehabilitation [17] and disaggregate home energy consumption [18] . More recently, in information cascades and diffusion, the temporal point process, in particular the selfexcitation point process, has become an ongoing hot topic for modeling the dynamics of information diffusion [19] and online-user engagement [20] .
C. ADVERSARIAL LEARNING
Generative Adversarial Networks (GAN) have been applied successfully to various domains, e.g., realistic image generation, human language generation and other synthetic data tasks. In those applications, adversarial loss is used to measure the divergence between generated samples and real samples. Recently, conditional generative adversarial networks that allow supervision learning are proposed to perform tasks like image style translation and customer service chat bot. The training of GANs is difficult, and many divergences and procedures have been developed to learn a better GAN model. For instance, Kullback-Leibler (KL) divergence, Jensen-Shannon (JS) divergence, Wasserstein distance and Maximum Mean Discrepancy are the most widely-used measures to compute the distance between real and generated samples. The comparison between GAN and MLE methods is analyzed: MLE based methods try to cover every mode of data and allocate high density in spaces where no real data exists. On the contrary, generative adversarial models can produce sharp samples that look very similar to real samples. However, some GANS focus too much on large modes of observed data and suffer from the mode dropping problem. Here, the Wasserstein gan, which can converge under mild conditions, is used in our model to learn conditional predictive tasks.
III. PROBLEM DEFINITION
Given the publication collections C, an evolving graph G = {V (t), E(t)} exists, where v ∈ V (t) are papers that join the network and e uu j ∈ E(t) indicates the citations received by paper u up to time t. The set of edges list for paper u can be ordered as a sequence C u = e u 1 , t u 2 , . . . , t u n u , where
. The citations event sequences for all publications are denoted as S = C 1 , C 2 , . . . , C |C| .
From the counting process view, the evolving paper u citations can be taken as the counting process N u (t). In the citation network of publications, each paper is a node of the network. Considering all individual counting processes for all nodes in the network, we can view it as a multivariate counting process N(t) = (N 1 (t), N 2 (t), . . . , N |C| (t). Those processes are intertwined and depend on each other, which together form an evolving system, which makes the prediction difficult and noisy. In fact, the extracted features depend on the whole historical citation network, thus correlating all nodes together. The relationship between the counting process and the intensity function of the point process can be characterized as follows:
where the integral of the intensity function is equal to the count of the counting process plus a Gaussian noise. Previous works design parametric formulas from expert knowledge, and the functional form of the intensity λ(t) is designed to capture the phenomena of interests, which is cumbersome and limited to specific tasks. Here, we propose designing a general framework to tackle a bunch of similar problems, e.g, online video click, etc.
Task Definition: Given the publication collections C and their citations sequences S, we aim to find an optimal representation of the counting process for each paper, which satisfies the following criteria.
arg min
The Microsoft Academic Graph 1 is a publication repository that includes different types of entities, e.g., papers, authors, institutions, venues, and their relationships, etc. This repository is evolving with time since new items and relationships will emerge. Publications have boomed in recent years. Fig.1 shows the number of publications each year since 1980; the trend indicates that the volume of publications is growing rapidly. To some extent, evaluating recently published papers 1 https://www.microsoft.com/en-us/research/project/microsoft-academicgraph/ before they are widely recognized is urgent, as we can recommend important research materials to readers.
The difference between the numbers of citations of papers is very large. The distribution of citations over papers is illustrated in Fig.2 . The papers-citations curve roughly converges to a power-law distribution, which means that only a few percentage of publications received a large number of citations, while the rest received little attention. The power-law distribution of citations renders the long-term paper citation prediction challenging and appealing.
B. FEATURES DESIGN
Various types of features are extracted from the citation network, co-author network, and venue network. Those statics constructed from an evolving network are designed to reflect the intrinsic characteristics of papers. Table. 1 gives a brief view of them; most features are self-explained. Figure 3 depicts the correlation between some features and citations. We give a brief description of those features. H-index takes the publication number and the citations into account and can reflect the authority of scholars. Size of co-author network plays a vital role in reflecting the author's association with the research community and its authority within certain fields. Authors with a large co-author network have wide access to research resources and projects. As a result, important discoveries are more likely to appear. Venue Rank, the impact of a journal or conference, has a determination on the quality of papers. The top-rank venues have high selection criteria for what kinds of paper can be accepted. Topic Diversity indicates the range of interested groups. If more people are involved in certain topics, papers from those fields tend to receive more attention.
V. PROPOSED METHOD
In this section, we introduce our context-aware temporal point process model, targeting the dynamics modeling of publications citations. In particular, the model includes a generator, which predicts future citations, and a discriminator, which computes the Wasserstein loss.
A. PROFILE-SPECIFIC GENERATOR
Given partial observations η = t u 1 , . . . , t u m and associated features x p for paper u, an encoder-decoder g θ with parameters θ can generate the future citations ρ = t u m+1 , . . . , t u n u . The relationship between observation and generated sequences can be formated as:ρ
Our chosen generator is a recurrent neural network that encodes history into a low-dimensional representation and then predicts the next occurrence iteratively. Specifically, the long-short term memory is used. One cell takes the input and hidden variable as inputs and determines how fast to update the cell. The element-wise operation allows the flexibility of different updating speeds for each part. The updating equations of LSTM can be formulated as follows: 
where denotes element-wise multiplication and σ is the non-linear activation function. We use a short abbreviation to represent the above procedures:
Two types of input are considered: i) profiles associated with each paper x p , as illustrated in Table 1 ; ii) temporal citation observation. We use a Forward Neural Network to process the profiles and a Recurrent Neural Network to model event sequence {t i } N i=1 to capture event dependency. Consequently, we now can capture a general form of the conditional intensity function without specifying a fixed parametric form. The Figure 4 illustrates architectures of the proposed network. Formally, the network has the following two parts.
1) FORWARD NEURAL NETWORK
First, we normalize the paper's profiles and feed them to the network to get its hidden layer representation. Formally, we can get the hidden representation of profiles as:
where A denotes the full-connected parametric matrix, and b is the bias parameters. tanh is the activation function.
2) RECURRENT NEURAL NETWORK
At the i-th event, the input layer first projects the event into the associated temporal features x t i (e.g., the inter-event duration d i = t j −t i−1 ). Then, we update the hidden state of RNN after receiving the i-th event, combined with the past memory h e i−1 . Using LSTM, we have 
where [ ] is a concatenation operator.
3) RECURRENT DECODER
The RNN decoder decodes s into future events ρ = t u m+1 , . . . , t u n u iteratively, similar to the sequence-to-sequence approach. Given the current state h d i of the RNN decoder, the next state and predicted token can be expressed as follows:
where W d , b are the parameters of the output layer and σ is the activation function. p(t i+2 |h d i+1 ) is the probability distribution of the next event.
B. ADVERSARIAL LEARNING

Given current state h d
i of the RNN decoder, the maximum likelihood loss of the encoder-decoder can be expressed by
However, long-term prediction often suffers from bias exposure when the model is learned through one-step maximum likelihood estimation, where the error accumulates step by step, leading to a worse prediction for later steps. In order to reduce this problem, we propose using the Wasserstein loss, which can take the generated sequences as a whole and measure the discrepancy between real and generated sequences.
The Earth-Mover distance (EMD), also called Wasserstein distance, between two probability distributions P r and P g can be defined as follows:
where (P r , P g ) is the collections of all possible joint distributions γ of real and generated sequences (ξ, ζ ) whose marginals are respectively P r and P g . Equivalently it can be written as [21] W
If we have a parameterized family functions {f w } w∈ that are all 1-Lipschitz, we could consider solving the problem
Wasserstein distance can be used to generate realistic sequences that look very similar to those from real-world, such as social interactions, disease spread, stock prices, etc. Wasserstein distance can also be applied to generate conditional sequences, for example, reconstruct missing observations given future data, or predict future behaviors given observations up to certain time.
In what is described below, we focus first on directly generating conditional sequences, not the unconditional ones. However, we do not assume any specific type of the underlying generative process, namely, they can be history dependent in an arbitrary way that goes beyond specific processes, e.g, Hawkes process or self-correcting process.
In our case, the real and generated sequences are separately ξ = {η, ρ} and ζ = {η, g θ (η, x p )}, then Wasserstein distance be reformulated as:
where x p is the paper-associated features. We also define the discriminator network {f w } w∈ that outputs a single scaler which is the confidence score that ζ comes from P r rather than P g . Similar to work [6] , the differentiable residual convolutional neural network [22] is chosen to approximate the 1-Lipschitz function f w (·), which works efficiently [23] . The structure of the discriminator network is depicted in Figure 5 . This residual network with direct connections between layers is flexible to search the optimal discriminator function {f w } w∈ . Specifically, it includes two stacked residual blocks where one block consists of a CNN-based residual network.
The framework for computing the Wasserstein distance is shown in Figure 6 . The generator tries to simulate data that looks similar to those real sequences while the discriminator tries to differentiate them.
C. COMBINED LOSS
The MLE loss for sequence learning represents the similarity between sequences from the micro scope because the likelihood is recursively computed step by step. The wasserstein loss can measure the discrepancy between two sets of sequences as a whole and therefore compute the macro similarity. Previous works [6] , [23] , [24] have shown its benefits by combining those two losses. As a result, the total loss VOLUME 6, 2018 utilized here is rewritten as:
where σ is the parameter for the trade-off between the MLE loss and wasserstein loss. By converting the constraint of 1-Lipschitz discriminator into gradient regularization following [6] , [23] , the objective can be formulated as:
where λ is the weight for regularization.
where z ∼ Uniform(0, 1). The learning algorithm of the proposed model is summarized in Algorithm 1.
Algorithm 1 Adversarial Learning of Neural Network Process (ANN) for Popularity Prediction
Require: σ balance between Wasserstein loss and MLE loss, λ gradient regularization. m = 256 is the batch size. n critic = 5, the number of iterations of the discriminator. Require: w 0 , initial parameters for discriminator f w . θ 0 , initial parameters for generator g θ . 1: while not converged do 2: for t = 0, ..., n critic do 3: Sample {η (i) , ρ (i) } m i=1 ∼ P r from real data.
4:
Generate {η, g θ (η, x p )} based on past events and associated profiles. 
end for 9: Sample
10:
The MAG dataset is processed as follows. From the Microsoft scholar search engine, we crawled the venue list for each subject, such as computer science, physics and chemistry. According to the list, the papers of each subject are identified. For instance, the processed dataset for computer science consists of 3,539,403 papers and 1,598,575 researchers.
B. BASELINES AND EVALUATION METRICS
The proposed model is compared with the following alternatives:
RPP The improved version of RPP [4] , which assumes a parametric pattern for the life-cycle of paper citation. The self-exciting effect and time decaying effect are multiplied together.
Hawkes The plain Hawkes model [25] , which is a selfexciting process. The self-exciting effect and time decaying effect are additive.
EHawkes The context-aware evolving Hawkes model [7] takes the paper's position and other network-based features into consideration. We used the previously adopted metrics to evaluate our method.
Mean Absolute Percentage Error (MAPE) It measures the average deviation between predicted and true popularity over N papers. Denoting with c d (t) the predicted number of citations for a paper d up to time t and with r d (t) its real number of citations, MPAE is given by Accuracy It measures the fraction of papers correctly predicted for a given error tolerance . Hence the accuracy of popularity prediction on N papers is
We set the threshold = 0.3 in this paper. 2 
C. RESULTS AND DISCUSSION
Results The overall predicting results over different settings are shown in Figure 7 . The first row illustrates the results for papers from a journal, a conference and a specific conference, named CVPR. The prediction accuracy decreases with the increasing time horizon. Our proposed method consistently outperforms alternatives, which empirically proves the effectiveness of our model. The second row shows the prediction performance when the observation window is shorter than the first row. The performance deteriorates for all methods consequently. In order to demonstrate the robustness of our proposed model, experiments conducted on biology, physics and chemistry reveal that our method performs robustly across fields. Certainly, papers from different fields have different life-cycles of the citation pattern. Without a pre-fixed form of the point process, our model handles different data well, while some misspecified point processes perform worse when the triggering pattern is violated, e.g.,CVPR and Chemistry. In the training stage, the baselines sometimes diverge for some papers, while our method always converges due to shared weights between papers.
VII. CONCLUSION
We introduce an effective neural network-based point process model for individual paper citation prediction. An adversarial 
