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0. Introduction
A bilinear map f : Rr × Rs → Rn is said to be nonsingular if f (x, y) = 0 implies that x = 0 or
y = 0. Numerous nonsingular bilinear maps have been constructed bymany authors like Adem [2–5],
Lam [9–11] and Milgram [13] among others. These bilinear maps have been constructed mainly by
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the use of the Cayley–Dickson algebras, more speciﬁcally the quaternions and octonions. This paper
contains the ﬁrst steps toward ﬁnding the homotopy classes represented by the maps constructed by
Adem and Lam.
Given a nonsingular bilinear map f , the homotopy class represented by f is deﬁned to be that of its
Hopf construction, which is a map
Hf : Sr+s−1 → Rn+1 \ {0}
(x, y) → (|x|2 − |y|2, 2f (x, y))
representing a homotopy class [Hf ] ∈ πr+s−1Sn. Along with this construction, the adjoint map
f˜ : Rr \ {0} → Vn,s
x → f (x, ·)
will also be useful, where Vn,s is the Stiefel manifold of all matrices of size s × n of rank s, which can be
interchanged with the set of all orthonormal s-frames in Rn for most homotopy purposes.
The plan of this paper is as follows: Section 1 contains a summary of the properties of the Cayley–
Dickson algebras; it is far from comprehensive, but rather containing the basic results that will be
needed in the remainder of the paper.
Section 2 aims toward the construction of a matrix representation of the multiplication in Cayley–
Dickson algebras. It is mainly focussed to the case of the octonions with some hints on the general
case. Section 3 includes the proof of the main contribution in this work:
Theorem 1. Let φ : K2 × K2 → K3 be the nonsingular bilinear map given by the multiplication of two
linear polynomials with coefﬁcients in the octonions with an unknown commuting with all coefﬁcients.
Then its Hopf construction H : S31 → R25 \ {0} represents the element 4σ ∈ π31S24.
Here, σ is the homotopy class of the nonsingular bilinear map R8 × R8 → R8 given by multipli-
cation in the octonions; all of its suspensions are denoted equally.
Section 4 contains a matrix representation of the polynomial multiplication in Cayley–Dickson
algebras (with an unknown commuting with all coefﬁcients) and some modiﬁcations thereof which
enable one to bring out similarities of polynomial multiplications and the nonsingular bilinear maps
constructed by Adem and Lam. Section 5 contains a proof of the following result:
Theorem 2. The map ψ˜ : S15 → V16,8 obtained by a lifting of φ˜ is homotopically nontrivial.
This theorem has the following interesting consequence:
Corollary 1. The map φ˜ generates exactly 7 of the 8 possible linearly independent vector ﬁelds [1] on S15.
1. Matrix representation of the multiplication in Cayley–Dickson algebras
Let Ak denote the kth Cayley–Dickson algebra constructed inductively by the following process:
A0 = R with its usual multiplication and conjugation given by x¯ = x, whereas Ak = Ak−1 × Ak−1
with multiplication given by:
(x, y) · (u, v) = (xu − v¯y, vx + yu¯), (1)
and (x, y) = (x¯,−y). With this structure, A1 = C, A2 = H and A3 = K, the complex numbers,
quaternions andoctonions or Cayleynumbers respectively. As a vector spaceoverR, the algebraAk has
dimension 2k . A detailed construction of these algebras and their basic properties can be found in [5].
It is not hard to prove from the deﬁnition that xy = y¯ x¯ for any elements x, y ∈ Ak . It is well known
that the algebrasAk are commutative if and only if k 1 and associative if and only if k 2. The algebra
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A3 is alternative in the sense that (xy)y = xy2 and x(xy) = x2y, but Ak is not alternative for k 4.
All the algebras Ak are ﬂexible in the sense that x(yx) = (xy)x. Notice also that the alternativity and
ﬂexibility properties work out equally well whenever conjugations are included, in the sense that for
any elements x, y ∈ Ak , x(yx¯) = (xy)x¯ and x¯(yx) = (x¯y)x. Similar properties hold for the alternativity
in the case of k 3.
The trace and square–norm of an element x ∈ Ak are the real numbers:
t(x) = 1
2
(x + x¯) n(x) = xx¯ = x¯x
with n(x) 0. It is known that n(xy) = n(x)n(y) if and only if k 3 and this implies that there are no
zero divisors inAk for k 3. It is also known (see for example [14]) that there exist zero divisors inAk
for k 4.
For x, y ∈ Ak , the Euclidean inner product of x and y is the real number given by:
〈x, y〉 = t(xy¯). (2)
It is straightforward to prove that this inner product has the following properties for any elements
x, y, z ∈ Ak:
〈x, y〉 = 〈y, x〉, (3)
〈x¯, y¯〉 = 〈x, y〉, (4)
〈x, yz〉 = 〈y¯x, z〉 = 〈xz¯, y〉. (5)
Notice that for k 3, property (5) along with the alternativity property implies that:
〈xy, xz〉 = 〈yx, zx〉 = n(x)〈y, z〉,
which in turn implies that all the elements in S2
k−1 = {x ∈ Ak|n(x) = 1}, act as isometries with
respect to the inner product (2) of Ak and the multiplication for k 3.
Quite naturally, one can also deﬁne an inner product in them-fold Cartesian productAk × (m). . .×Ak
by:
〈(x1, . . . , xm), (y1, . . . , ym)〉 = 〈x1, y1〉 + · · · + 〈xm, ym〉. (6)
There is also a canonical basis {1 = ε0, ε1, . . . , ε2k−1} ⊂ Ak which is described in [5]. This canonical
basis turns out to be orthonormal with respect to the inner product (2) inAk . Hence, beside acting by
isometries, these basic elements help generate orthogonal bases of Ak for k 3 in the sense that:
〈xεi, xεj〉 = n(x)δji . (7)
Whenever required throughout the present work and unless otherwise speciﬁed, this will be the basis
assumed for Ak .
Now let La : Ak → Ak (resp. Ra) be the linear map given by left (resp. right) multiplication by the
element a ∈ Ak . In addition, let A (resp. A′) be thematrix of size 2k × 2k with real entries associated to
La (resp. Ra), in other words, the maps La and Ra are respectively given by the element multiplications
or matrix products in the forms:
La(x) = ax = Ax and Ra(x) = xa = A′x, (8)
where the element x ∈ Ak and the row or column vectors in R2k containing its coordinates with
respect to the canonical basis {εi} will all be denoted by the symbol x. Of course, the basis {εi} ⊂ Ak
has matrix representations with respect to itself given by the column vectors of the 2k × 2k identity
matrix.
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Now, the column vector Aεi is of course the (i + 1)st column of A, but by deﬁnition it contains the
coordinates of the element aεi ∈ Ak . This means that the matrix A can be presented in its column
form as:
A = [a | aε1 | · · · | aε2k−1] .
This notationwill be abbreviated simply byA = [a | aεi]. Next, notice that property (5) of the inner
product means that:
〈x, La(z)〉 = 〈La¯(x), z〉
that is, L
a = La¯; in otherwords, thematrixA
 represents La¯. Obviously, thepreviousdiscussion applies
to this case yielding the column presentation A
 = [a¯ | a¯εi], meaning that the matrix A can be
presented in its row or column form as:
A = [a | aεi] =
[
a¯
a¯εi
]
. (9)
A similar discourse applies to the matrix A′, yielding the row and column presentations:
A′ = [a | εia] =
[
a¯
εia¯
]
. (10)
This matrix representation simpliﬁes the notation in the sense that the commutators can be rewrit-
ten as simple subtractions: [x, y] := xy − yx = (X − X′)y = (Y ′ − Y)x. Notice that X and X ′ have the
same ﬁrst row, given by the coordinates of x¯ and this immediately shows that t(xy − yx) = 0. Another
simpliﬁcation that these matrices provide is the fact that the associators turn into commutators of
matrices: (x, y, z) := (xy)z − x(yz) = (Z′X − XZ′)y.
Also, notice that the multiplication in Ak = Ak−1 × Ak−1 can be encoded from the formula (1)
using these matrix representations as:
(x, y)(u, v) =
[
X −Y ′κ
Yκ X′
] [
u
v
]
,
where κ = diag(1,−1,−1, . . . ,−1) is thematrix representing the conjugation inAk−1 with respect
to the basis {εi}.
As a ﬁnal comment in this section, if k 3, the properties of the Euclidean inner product in Ak
imply that the matrices A and A′ have both orthogonal rows and columns by virtue of (5) and hence
AA
 = A
A = n(a)I, and similarly for A′. Moreover, if a ∈ S2k−1, then it can be proved that A, A′ ∈
SO(2k).
2. Proof of the main result
The proof of Theorem 1 now follows. Consider two linear polynomials x + yt and a + bt, where
x, y, a, b ∈ K and t is an unknown assumed to commute with all coefﬁcients. Deﬁne the bilinear map
φ : K2 × K2 → K3 by the multiplication of these polynomials:
φ((x, y), (a, b)) = (xa, xb + ya, yb).
This bilinear map R16 × R16 → R24 can be shown to be nonsingular by a technical calculation. It
will be omitted for the time being but a comment to the effect will be made in Section 4. The Hopf
construction of φ is given by:
H = Hφ : S31 → (R × K3) \ {(0, 0, 0, 0)} = R25 \ {0},
(x, y, a, b) → (n(x) + n(y) − n(a) − n(b), 2xa, 2xb + 2ya, 2yb),
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where for convenience, the sphere S31 is taken as that of radius equal to 2 given by n(x) + n(y) +
n(a) + n(b) = 4. Consider the point q = (0, 0, 2, 0) ∈ R25 \ {0}. To classify this mapping homotopi-
cally, the method of framed cobordism will be used. The fact that q is a regular value of H will be
commented at the end of this section.
Using the alternativity property, it is straightforward to solve the equations and conclude that the
Pontrjagin manifold of H−1(q) is given by:
H−1(q) = {(x, 0, 0, x¯), (0, y, y¯, 0)|x, y ∈ S7} ≈ S7 unionsq S7.
The next step is to characterise the framing of the recently constructed submainfold H−1(q). First of
all, ﬁx the standard orthonormal framing:
{(1, 0, 0, 0), (0, εi, 0, 0), (0, 0, εi, 0), (0, 0, 0, εi)}
of R25 ∼=R ⊕ K3 and for i = 0, . . . , 7. Recalling that q = (0, 0, 2, 0) and since:
〈(0, 0, εj , 0), (0, 0, 2, 0)〉 = 〈εj , 2〉 = 0
this framing restricts easily to produce a standard basis for TqS
24 given by:
E = {(1, 0, 0, 0), (0, εi, 0, 0), (0, 0, εj , 0), (0, 0, 0, εi)},
where i = 0, . . . , 7 and j = 1, . . . , 7. Use this framing to induce a framing A of H−1(q) in S31.
In order to ﬁnd the Jacobian matrix of H representing its differential map DH, recall that for a
bilinear map f : Rr × Rs → Rn, the differential map at any point (x, y) is given by:
Df(x,y)(α,β) = f (x,β) + f (α, y),
and since clearly n(x) = 〈x, x〉 and of course 〈·, ·〉 is bilinear, it follows similarly that:
Dnx(α) = 〈x,α〉 + 〈α, x〉 = 2〈x,α〉
henceforth, the above observations help to conclude that:
DH(x,y,a,b)(α,β , γ , δ) = 2(〈x,α〉 + 〈y,β〉 − 〈a, γ 〉
− 〈b, δ〉, xγ + αa, xδ + αb + yγ + βa, yδ + βb). (11)
where α,β , γ , δ ∈ K.
In the particular case of the points of the form p = (x, 0, 0, x¯) in H−1(q), the differential map is
given by:
DHp(α,β , γ , δ) = 2(〈x,α〉 − 〈x¯, δ〉, xγ , xδ + αx¯,β x¯). (12)
Since all the elements z ∈ S7 act as isometries on K, the kernel of this differential is:
ker DHp = {(−xδx, 0, 0, δ)|δ ∈ K, 〈x¯, δ〉 = 0}∼=R7.
With the inner product in K4 introduced in (6), notice that:
〈(x, 0, 0, x¯), (−xδx, 0, 0, δ)〉 = −〈x, xδx〉 + 〈x¯, δ〉 = −〈1, δx〉 + 〈1, δx〉 = 0
hence verifying (as expected) that ker DHp ⊂ TpS31. By a dimension count, the above implies that the
rank of DHp is 24 for any p. The fact that this differential map DHp is an isomorphism gives precisely
the isomorphism between the normal bundle of H−1(q) in S31 and the tangent space at q to S24.
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It will be of use to introduce an auxiliary framing forH−1(q) by constructing a basis for (ker DHp)⊥
at any point p ∈ H−1(q). In other words, one must ﬁnd 24 linearly independent vectors v ∈ K4 such
that 〈v, p〉 = 0 and 〈v, (−xδx, 0, 0, δ)〉 = 0 for any δ ∈ K such that 〈x¯, δ〉 = 0. Consider the set:
B = {(0, 0, εi, 0), (0, εi, 0, 0), (−x, 0, 0, x¯), (εjx, 0, 0, x¯εj)},
where i = 0, . . . , 7 and j = 1, . . . , 7. The fact that the last 8 elements of B are orthogonal, given that:
〈(−x, 0, 0, x¯), (εjx, 0, 0, x¯εj)〉 = −〈x, εjx〉 + 〈x¯, x¯εj〉 = −〈1, εj〉 + 〈1, εj〉 = 0
along with the fact that the ﬁrst 16 elements are clearly orthogonal to these last 8 shows that B is an
orthogonal set for any x. For the remaining conditions, recalling (5), compute:
〈(−x, 0, 0, x¯), (x, 0, 0, x¯)〉 = −〈x, x〉 + 〈x¯, x¯〉 = −n(x) + n(x¯) = 0,
〈(−x, 0, 0, x¯), (−xδx, 0, 0, δ)〉 = 〈x, xδx〉 + 〈x¯, δ〉 = 〈1, δx〉 + 〈x¯, δ〉 = 0,
〈(εjx, 0, 0, x¯εj), (x, 0, 0, x¯)〉 = 〈εjx, x〉 + 〈x¯εj , x¯〉 = 〈εj , 1〉 + 〈εj , 1〉 = 0,
〈(εjx, 0, 0, x¯εj), (−xδx, 0, 0, δ)〉 = −〈εjx, xδx〉 + 〈x¯εj , δ〉 = −〈εj , xδ〉 + 〈εj , xδ〉 = 0,
and since the ﬁrst 16 elements of B are clearly orthogonal to p and to ker DHp, it follows that B is a
basis for (ker DHp)
⊥, hence providing the announced auxiliary framing for the Pontrjagin manifold
H−1(q).
Following (12), compute:
DHp(0, 0, εi, 0) = (0, xεi, 0, 0),
DHp(0, εi, 0, 0) = (0, 0, 0, εix¯),
DHp(−x, 0, 0, x¯) = (−4, 0, 0, 0),
DHp(εjx, 0, 0, x¯εj) = (0, 0, 4εj , 0).
Since the set:
C = {(0, εi, 0, 0), (0, 0, 0, εi), (1, 0, 0, 0), (0, 0, εj , 0)} ⊂ R ⊕ K3 ∼=R25
is clearly orthogonal under the same ranges for the indices i, j and all its elements are tangent to S24
at q as remarked above with E , it constitutes a basis for TqS24. This basis C is nothing less than the one
inducing the framing B. Moreover, C is obtained by merely interchanging the elements of the basis E .
Since A is the framing induced by the canonical framing E , the map ξ : H−1(q) → GL(24,R)
measuring the difference between the framings A and B is obtained by simply writing the vectors
DHp(v) in terms of the basis E . This is the same as writing the matrix respect to the basis C and
then interchanging some rows, but these elementary operations are simply homotopies [15] of maps
H−1(q) → GL(24,R), so the framedmanifolds (H−1(q),A) and (H−1(q),B) are frame–cobordant and
thus either of the framings A or B can be used in order to characterise the homotopy class of H.
The matrix representation of DHp with respect to the bases B and C is the 24 × 24 matrix given in
8 × 8 blocks by:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
x xε1 . . . xε7
]
0 0
0
[
x¯ ε1x¯ . . . ε7x¯
]
0
0 0
⎡
⎢⎢⎢⎣
−4 0 . . . 0
0 4 . . . 0
...
...
. . .
...
0 0 . . . 4
⎤
⎥⎥⎥⎦
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (13)
As discussed before, the upper-left block represents Lx , the left multiplication by x whereas the
middle block represents Rx¯ , the rightmultiplication by x¯ and the bottom-right block is simply−4 times
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the conjugation map κ . Next, the homotopy class of DH : S7 → GL(24,R) is of course an element in
π7(GL(24,R)). The fact that yx¯ = xy¯ for all y translates as Rx¯ = κLxκ and since the Brouwer degree
of κ is known to be −1, it follows that the homotopy classes of Lx and Rx¯ coincide; moreover, since Lx
is the map adjoint of the multiplication of octonions, its Hopf construction is known to represent the
generator σ ∈ π15S8 ∼=Z240. This means that the Jacobian matrix DH is homotopic to the matrix:⎡
⎣X 0 00 X 0
0 0 κ
⎤
⎦ .
In order to analyse the relationship of this mapwith the octonionmultiplication, since themap DH
actually factors as:
S7
DH 
(Lx,Lx,κ) 



 GL(24,R)
SO(8) × SO(8) × SO(8)
 

and since the map Lx also induces [6] the framing on S
7 ⊂ S15 associated to the multiplication of
octonions and additionally since the map κ is homotopically trivial being constant along S7, the ho-
motopy class of H is: [H] = σ ⊕ σ ⊕ 0 ∈ π7(SO(8) × SO(8) × SO(8))∼=π7(SO(8)) ⊕ π7(SO(8)) ⊕
π7(SO(8)).
In the connected component ofH−1(q) given by {p′ = (0, y, y¯, 0)|y ∈ S7}, the computations can be
carried out in an entirely analogous fashion. From (11), the differential map is now:
DHp′(α,β , γ , δ) = 2(〈y,β〉 − 〈y¯, γ 〉,αy¯, yγ + β y¯, yδ),
whose null space is:
ker DHp′ = {(0,−yγ y, γ , 0)|δ ∈ K, 〈y¯, γ 〉 = 0}.
An ordered basis for (ker DHp′)⊥ is given by:
B′ = {(εi, 0, 0, 0), (0, 0, 0, εi), (0,−y, y¯, 0), (0, εjy, y¯εj , 0)},
which provides an auxiliary framing for this other connected component of H−1(q), and with respect
to this basis and the ordered basis C for TqS24, thematrix representation of DHp′ is given by exactly the
same matrix as in (13). This shows in addition that the point q is indeed a regular value of H.
Therefore, in each of the two disjoint connected components of H−1(q), the homotopy class [H] is
2σ . Whence the homotopy class [H] = 4σ altogether. This concludes the proof of Theorem 1.
3. Matrix representation of multiplications of two polynomials with coefﬁcients in a Cayley–
Dickson algebra and their modiﬁcations
Let φ : Rr × Rs → Rr+s−1 be the bilinear map given by the multiplication of a polynomial of
degree r − 1 and another of degree s − 1. More speciﬁcally, if the vector a = (a0, . . . , ar−1) contains
the coefﬁcients of the polynomial a0 + a1t + · · · + ar−1tr−1 and if the vector b = (b0, . . . , bs−1)
contains the coefﬁcients of a polynomial b0 + b1t + · · · + bs−1ts−1, then the vector φ(a, b) contains
the coefﬁcients of the polynomial (a0 + a1t + · · · + ar−1tr−1)(b0 + b1t + · · · + bs−1ts−1) of degree
r + s − 2. Of course, this multiplication can also be represented either as the product αb, of a real
matrix α of size (r + s − 1) × s and the column matrix b of dimension s, or as the product βa of a
real matrix β of size (r + s − 1) × r and a column matrix b of dimension r. Either of the matrices α
or β can be seen as an adjoint of the polynomial multiplication φ inR[t], in the sense that the column
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vector obtained from the matrix multiplication is precisely φ(a, b). In other words, this assignment
yields a map φ˜ : Rr → M(r+s−1)×s(R) with the property that φ(a, b) = φ˜(a)b = αb, or similarly, a
map φˆ : Rs → M(r+s−1)×r(R)with the property that φ(a, b) = φˆ(b)a = βa.
More generally, nothing changes if we let the symbols a0, . . . , ar−1, b0, . . . , bs−1 denote elements
in the Cayley–Dickson algebra Ak and in this case, when translated to real coordinates, each symbol
ai in the above matrix gets replaced by the matrix Ai of size (2
k) × (2k) and real entries associated to
Lai . Therefore, with respect to the basis {εi} ⊂ Ak , the matrix with real entries and size (2k(r + s −
1)) × (2kr) representing themultiplication of two polynomials with coefﬁcients inAk is given by the
matrix α below. Similarly, one can also use the matrix to encode the second multiplied polynomial,
obtaining the matrix representation β below:
α =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A0
A1 A0
A2 A1
...
...
...
... A0
...
...
... A1
Ar−1 Ar−2
...
...
Ar−1
...
...
Ar−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
or β =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B′0
B′1 B′0
B′2 B′1
...
...
...
... B′0
...
...
... B′1
B′s−1 B′s−2
...
...
B′s−1
...
...
B′s−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (14)
Recall that themultiplication inAk has no zero divisors if and only if k 3. Due the lower triangular
arrangement of the ﬁrst s (resp. r) block rows in the matrix α (resp. β) in (14) for r  s (resp. r  s), the
polynomialmultiplicationφ inAk[t]has an adjointmatrix ofmaximal rank andhence is a nonsingular
bilinear map R2
kr × R2ks → R2k(r+s−1) for these values of k. This establishes the nonsingularity of
the bilinearmapφ postponed at the beginning of Section3. The remainder of thisworkwill be conﬁned
to this nonsingular case. Notice that, with this restriction, the matrix α in (14) has rank 2ks, meaning
that this adjoint map is can be restricted to a map:
φ˜ : R2kr \ {0} → V2k(r+s−1),2ks,
where each nonzero (a0, . . . , ar−1) ∈ (Ak)r = R2kr gets mapped to the matrix α as in (14), or alter-
natively a map:
φˆ : R2ks \ {0} → V2k(r+s−1),2kr ,
where each nonzero (b0, . . . , bs−1) ∈ (Ak)s = R2ks gets mapped to the matrix β as in (14).
The following are other cases where the matrix descriptions (14) come into play simplifying the
notation for the nonsingular bilinear maps. It ought to be remarked that any nonsingular bilinear
map f : Kr × Ks → Kr+s−1 or equivalently f : R8r × R8s → R8r+8s−8 has aHopf constructionHf :
S8r+8s−1 → R8r+8s−7 \ {0} and thus a homotopy class [Hf ] ∈ π8r+8s−1S8r+8s−8 which lies in the 7–
stem π S7 of the stable homotopy of spheres for any r, s 1, which is always the case in the polynomial
multiplication map at stake.
Lam [9] constructed a nonsingular bilinear map φ : R16 × R16 → R23 from a K2 × K2 → K3
given by the formula:
φ((x1, x2), (y1, y2)) = (x1y1 − y2x2, y2x1 + x2y1, x2y2 − y2x2),
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where x1, x2, y1, y2 ∈ K. Since nothing changes by replacing the third entry by the commutator x1y1 −
y1x1, this map can be visualised by means of the following matrix:⎡
⎣ X1 −X
′
2κ
X2κ X
′
1
X1 − X′1 0
⎤
⎦ 
⎡
⎣ X1 −X
′
2κ
X2κ X
′
1−X′1 X′2κ
⎤
⎦ , (15)
where Xi (resp. X
′
i ) is the 8 × 8 matrix representing the left (resp. right) multiplication by xi as in (9)
(resp. (10)) and κ is the matrix of the same size representing the conjugation in K. Subtracting the
ﬁrst row to the third row yields the matrix on the right-hand side.
Adem [3] constructed two nonsingular bilinear maps K2 × K4 → K5 and K3 × K3 → K5. The
ﬁrst one is given by:
Ψ1(x, y) = x1y1 + x2y4,
Ψ2(x, y) = x2y2 − x1y3,
Ψ3(x, y) = y1x2 − x1y2,
Ψ4(x, y) = y3x2 − x1y4,
Ψ5(x, y) = x1y1 − y1x1,
where x = (x1, x2) ∈ K2 and y = (y1, y2, y3, y4) ∈ K4. This map can be represented by the matrix:⎡
⎢⎢⎢⎢⎣
X1 0 0 X2κ
0 X2 −X1κ 0
X′2κ −X1κ 0 0
0 0 X′2 −X1
X1 − X′1 0 0 0
⎤
⎥⎥⎥⎥⎦ 
⎡
⎢⎢⎢⎢⎣
X1 0 0 X2κ
X′2κ −X1κ 0 0
0 X2 −X1κ 0
0 0 X′2 −X1−X′1 0 0 −X2κ
⎤
⎥⎥⎥⎥⎦ . (16)
Interchange the second and third row and then subtract the ﬁrst to the ﬁfth to get the right-hand
matrix, which looks similar to the matrix α corresponding to the usual multiplication (14) of a linear
polynomial x1 + x2t and a cubic polynomial y0 + y1t + y2t2 + y3t3 with coefﬁcients in K and an
unknown t commuting with all coefﬁcients after undergoing the following modiﬁcations:
1. Some minus signs are included.
2. Conjugation of some of the elements yj . Notice that none of the xi gets conjugated, and even if
they did, the corresponding block would simply be transposed.
3. The ‘priming’ of some blocks, which simply means changing some left multiplications by right
multiplications.
4. The addition of some new possibly nonzero blocks in the off-diagonal corners.
In other words, the nonsingular bilinear maps (15) and (16) seen above can be seen as modiﬁed
polynomial multiplications, where the modiﬁcations have two purposes: to keep the nonsingularity
and to decrease in as much as possible the dimension of the image of the map, hence improving the
known upper bounds for:
r # s = min{n|∃f : Rr × Rs → Rn nonsingular bilinear}.
Proceeding similarly as before, the nonsingular bilinear map K3 × K3 → K5 constructed by Adem
has the formula:
Φ1(x, y) = x1y1 + x2y2
Φ2(x, y) = y1x3 − x1y3
Φ3(x, y) = y1x2 − x1y2 + x3y3
Φ4(x, y) = y2x3 − x2y3
Φ5(x, y) = x1y1 − y1x1
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with x = (x1, x2, x3), y = (y1, y2, y3) ∈ K3. This map is represented by the matrix:
⎡
⎢⎢⎢⎢⎣
X1 X2 0
X′3κ 0 −X1κ
X′2κ −X1κ X3
0 X′3κ −X2κ
X1 − X′1 0 0
⎤
⎥⎥⎥⎥⎦ 
⎡
⎢⎢⎢⎢⎣
X1 0 X3
X′2κ −X1κ 0
X′3κ X2 −X1κ
0 −X3κ X′2κ−X′1 0 −X3
⎤
⎥⎥⎥⎥⎦ . (17)
Interchanging the second and third columns (which means nothing but interchanging the roles of
y2 and y3), interchanging the roles of x2 and x3 and ﬁnally subtracting the ﬁrst row to the ﬁfth
yields the matrix on the right of (17) which again is a modiﬁed polynomial multiplication under
the aforementioned modiﬁcations.
In fact, Adem [3] also constructed two families of nonsingular bilinear maps. The ﬁrst family is
K2 × K2n → K2n+1, which, after adding two rows, can be expressed by the following matrix with
undesignated blocks equal to zero:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X1 X
′
2κ−X2κ X′1−X′2κ X1−X2κ X′1−X′2κ X1
. . .
. . .
−X2κ X′1−X′2κ X1−X2κ X′1−X′1 −X′2κ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The second family of nonsingular bilinear maps constructed by Adem [2] is Km × Km → K2m+1,
represented by the following matrix of size 8(2m + 1) × 8m:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X1 X2 X3 . . . Xm−1 Xm
X1 − κX1
X′2κ −X1κ
X′3κ X2 − κX2 −X1κ
... X′3κ −X2κ
. . .
X′m−1κ
... X3 − κX3 . . . −X1κ
X′mκ X′m−1κ
...
. . . −X2κ −X1κ
X′mκ X′m−1κ −X3κ −X2κ
X′mκ
. . .
... −X3κ
. . . Xm−1 − κXm−1
...
X′mκ −Xm−1κ
Xm − κXm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
which still resembles that of the polynomial multiplication, up to the abovemodiﬁcations, in addition
to the introduction of possibly nonzero blocks in the top row and the introduction of the strong
commutators (Xi − κXi)(z) = xiz − xiz in the entries (2i, i) of the matrix.
It shouldbe remarkedat thispoint that these rowandcolumnelementaryoperations in theprevious
adjoint matrices are homotopy deformations through nonsingular maps as it is proceeded to explain.
Let the symbolsW, X, Y, Z now represent maps from a topological space T into thematrix vector space
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Mm(R) ofm × m-matrices with real entries. Notice ﬁrst that interchanging any two rows or columns
is simply equivalent to relabelling the components of the function or its variables, which has nomajor
effect on it.
Recall that the determinant of a block matrix can be computed by means of row operations via the
elementary operations: [
W X
Y Z
]
(−XZ−1)R2+R1 →R1−−−−−−−−−−−→
[
W − XZ−1Y 0
Y Z
]
as long as Z is invertible, and in this case:
det
[
W X
Y Z
]
= det
[
W − XZ−1Y 0
Y Z
]
= det(W − XZ−1Y) det Z.
Next, in the case of left or right multiplying by the block matrix U and then adding such product,
a homotopy between the initial and modiﬁed matrices can be achieved by left or right multiplying
either by the matrix: ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I
. . .
I tU
. . .
I
. . .
I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
or by its lower triangular analogue. Observe that this matrix has determinant equal to +1 and hence
gives a homotopy obtained from the original matrix to the one obtained by multiplying one row or
column by U and adding to another of the same kind. Notice that all matrices throughout the defor-
mation have the same determinant as the original; in particular, if the original matrix is nonsingular,
the deformation occurs through nonsingular maps.
Finally, interchanging any two rows (resp. columns) is simply equivalent to left (resp. right) multi-
plying by a matrix similar to: [
0 I
I 0
]
=
[
I 0
0 −I
] [
0 I
−I 0
]
.
Hence, if m is even, one can deﬁne a homotopy T × [0, 1] → M2m(R) given by the multiplication of
the two matrices:
[
I 0
0 Rm(t)
] ⎡⎣ cos
(
π
2
t
)
I sin
(
π
2
t
)
I
− sin
(
π
2
t
)
I cos
(
π
2
t
)
I
⎤
⎦ , (18)
where Rm(t) ∈ SO(m) is the block–diagonal matrix comprised by the blocks:[
cos(π t) sin(π t)
− sin(π t) cos(π t)
]
,
and for the second multiplied matrix in (18), one can compute:
det
⎡
⎣ cos
(
π
2
t
)
I sin
(
π
2
t
)
I
− sin
(
π
2
t
)
I cos
(
π
2
t
)
I
⎤
⎦ = det (cos2 (π
2
t
)
I + sin2
(
π
2
t
)
I
)
= 1
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giving the desired homotopy of the matrix obtained by interchanging two rows or columns with the
unchanged matrix if the size of its square blocks is even. In this case, if the original matrix is in the
group GL(m,R) or SL(m,R), then so is the transformedmatrix and consequently the homotopy occurs
inside the corresponding group.
As a particular case, using the ﬁrst multiplied matrix in (18), it is concluded that changing the sign
of a whole block row or column (which amounts to right or left multiplying by such matrix), does not
alter the homotopy class of the original unmodiﬁed map as long as the size of the blocks is an even
number.
4. Alternative description of homotopy classes
This section contains the proofs of Theorem 2 and Corollary 1. Consider the case of the nonsingular
bilinear map φ : K2 × K2 → K3 given by the multiplication of two polynomials of degree one with
coefﬁcients in K, whose adjoint map is given by:
φ˜ : R16 \ {0} → V24,16,
(a, b) →
⎡
⎣AB A
B
⎤
⎦ ,
where a and b are the octonion coefﬁcients of the ﬁrst multiplied polynomial. Restrict the domain of φ˜
to S15 = {(a, b) ∈ K2|n(a) + n(b) = 1} anddenote it again by the same symbol φ˜. Then, its homotopy
class [φ˜] ∈ π15(V24,16) is the same as that of H as was carefully explained in [12].
For positive integers , m, nwithm  and  n, recall the ﬁbration of Stiefel manifolds given by:
Vn−m,−m → Vn, → Vn,m.
In this case, with n = 24,  = 16 andm = 8, the homotopy sequence of the ﬁbration yields:
· · · → π15(V16,8) → π15(V24,16) → π15(V24,8) → · · ·
but since π15(V24,8) = 0 (see for example [8, p. 93 ss]), this guarantees a lifting map ψ˜ : S15 → V16,8
whose homotopy class [ψ˜] is the preimage of [φ˜].
Performing a series of row and column operations (i.e. homotopies) to the adjoint map φ˜, obtain:⎡
⎣AB A
B
⎤
⎦ 
⎡
⎣ 0 I−A2 + n(b)B 0
−BA 0
⎤
⎦ . (19)
This last matrix has rank 8, since for b = 0, the block −A2 = −I has rank 8, for a = 0, the block
n(b)B = I has rank 8, and for b /= 0 and a /= 0, the block AB has rank 8 as there are no zero divisors in
K. Therefore, thismatrix can actually be seenas anelement ofV16,8, hence yielding the aforementioned
lifting ψ˜ of φ˜. The same argument shows that if n(b) /= 1, the homotopy:
S15 × [0, 1] → V16,8
(a, b, t) →
⎡
⎢⎣
0 I
−A2 + n(b)
1−t(1−n(b))B 0−BA 0
⎤
⎥⎦
iswell deﬁned and thus lowers the degree of themap, by deleting themultiplen(b); this last homotopy
is of course unnecessary if n(b) = 1.
Denote byψ the composition
S15
ψ˜−→ V16,8 → R16 \ {0},
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where the map V16,8 → R16 \ {0} is the projection given by taking the ﬁrst element of the frame or
equivalently by taking the ﬁrst column of the matrix.
Notice that if X (resp. Y) is a matrix of sizem × p (resp. p × n) with X (resp. Y) given in row (resp.
column) presentation as:
X =
⎡
⎢⎢⎣
X1
...
Xm
⎤
⎥⎥⎦ and Y = [Y1 | · · · | Yn]
then the ith column of the product XY is given by:
(XY)i = XYi =
⎡
⎢⎢⎣
X1
...
Xm
⎤
⎥⎥⎦ [ Yi
]
=
⎡
⎢⎢⎢⎣
〈X
1 , Y i〉
...
〈X
m , Yi〉
⎤
⎥⎥⎥⎦ . (20)
In addition, the description of the Euclidean inner product in the Cayley–Dickson algebras given in
(2), it follows that the coordinate vector corresponding to x ∈ Ak is given by x = [〈x, 1〉, 〈x, ε1〉, . . . ,〈x, e2k−1〉]. With this understood and in view of (20), the mapψ is explicitly given by:
ψ(a, b) =
[−a2 + b
−ba
]
.
In order to ﬁnd the Brouwer degree of the map ψ , consider the point (0,−ε1) ∈ K2. The inverse
imageψ−1(0,−ε1) is determined by the equations:
−a2 + b = 0 and ba = ε1.
From the ﬁrst equation, one obtains b = a2. From the second equation, follows that ε1 = ba = a3. As
explained in [7,15], there are only three solutions to the equation a3 = ε1, namely the complex cubic
roots of i; whence a = −ε1,ω,−ω¯ and correspondingly b = −1,ω2, ω¯2 where ω =
√
3
2
+ 1
2
ε1.
For the quadratic map Q(x) = x2, one computes:
DQx(α) = xα + αx.
Consequently, the differential of the mapψ is given by:
Dψ(a,b)(α,β) = (−aα − α a + β ,−aβ − αb)
=
[
(−A − A′) I
−B′ −A
] [
α
β
]
,
(21)
and of course, the 16 × 16 matrix in (21) is actually the Jacobian matrix ofψ .
In the particular case of Dψ from (21), as remarked at the end of Section 3, since all possible a and
b are in S7, then A, A′, B ∈ SO(8), and hence one can compute:
det Dψ(a,b) = det
[
(−A − A′) I
−B′ −A
]
= det(−A − A′ − I(−A
)(−B′)) det(−A)
= det(A + A′ + A
B′) det(A)
= det(A + A′ + A
B′).
In order to ﬁnd the local index ofψ in each of the points in the preimage:
ψ−1(0, ε1) = {(−ε1,−1), (ω,ω2), (−ω¯, ω¯2)}
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substitute the matrices A, A′, B by the corresponding matrices as in (9) or (10). Using technology, it
was found that det Dψ(−ε1 ,−1) = 9 and det Dψ(ω,ω2) = det Dψ(−ω¯,ω¯2) = 576. This implies that the
Brouwer degree of ψ is equal to 3 and also that the point (0,−ε1) ∈ K2 is indeed a regular value of
ψ . This concludes the proof of Theorem 2.
This result leads to the following conclusion: For x ∈ S15, by applying the Gram–Schmidt process
to ψ˜(x), after rotating its ﬁrst column to make ψ(x) coincide with x, one obtains 7 vectors that are
tangent to S15 at x. Making x vary, this yields 7 linearly independent vector ﬁelds on S15. It is known [1]
that there is a maximum of 8 such vector ﬁelds on S15. Attempting to generate all these vector ﬁelds
withψ would imply that it can be extended to a map S15 → V16,9. In this case, the restrictions of the
adjoint maps would yield a commutative diagram of the form:
S15 × S7 ψ  




R
16 \ {0}
S15 × S8

and ﬁnally, by the Hopf construction, this would yield the commutative diagram:
S23
Hψ  




 R
17 \ {0}
S24

but since the sphere inclusion is homotopically trivial, this contradicts the previous assertion about the
homotopy class of ψ , meaning that the 7 linearly independent vector ﬁelds provided by ψ cannot be
supplemented by an eighth one to yield the maximal number of independent vector ﬁelds permitted
for S15. This establishes Corollary 1. In general, it is well known that the maximum possible number
of linearly independent vector ﬁelds on Sn−1 can be constructed by means of the maps given by the
Hurwitz–Radon theorem [1].
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