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Abstract 
This thesis presents an experimental study of high temperature CO2 flows – focusing on CO2 flows 
subjected to rapidly expanding conditions relevant to Mars entry and representative of the corner 
expansion around the shoulder, between the windward and leeward flows, on an entry capsule. This 
is an important but poorly understood aspect of spacecraft design. Past numerical research showed 
that, during Mars entry, the CO2 4.3 µm and 2.7 µm band radiation from the aforementioned 
expanding flow produce non-negligible contributions to the heating of the capsule afterbody. 
Consequently, this radiative heating should be considered in the sizing of the afterbody thermal 
protection systems (TPS). However, due to a lack of experimental research, the nonequilibrium 
characteristics of CO2 expanding flows are not well understood. Therefore, to help with the design of 
future Mars entry vehicles, it is necessary to investigate such flows. 
The X2 expansion tube was used to facilitate the current study. Three expansion tube test conditions 
with differing velocities – nominally 2.8 km/s, 3.4 km/s, and 4.0 km/s – were developed. Using a 
two-dimensional wedge model with a 54° convex corner along with the new conditions, flows with 
similarities to the expanding flow around the shoulder of an aeroshell at certain Mars entry conditions 
were created. Mid-wavelength infrared emission spectroscopy of the 4.3 μm and 2.7 μm bands were 
performed on the flow. The spectroscopic measurements were used to estimate the rotational and 
vibrational temperatures and the CO2 number densities using a spectral fitting method. Supplementing 
the spectroscopic measurements, filtered images of the 4.3 μm and 2.7 μm bands were taken to 
provide a two-dimensional spatial map of the band radiance in the flow around the wedge. Estimates 
of the experimental inflow conditions were produced by solving for the intermediate test gas states 
using measurements of various properties of the operating condition. CO2 spectroscopic 
measurements of the inflow along with measurements of the wedge model shock location and 
deduced post-shock conditions were also used to help characterize the test conditions. Using 
estimated inflow conditions, three-dimensional CFD simulations of the experiments were conducted 
using a two-temperature model. The computed results were compared to the available measurements 
to examine the appropriateness of the current numerical model at simulating the CO2 flow. 
Important qualitative results were obtained in this thesis in regards to the high temperature CO2 
expanding flow. The temperatures estimated in the wedge flow using both the 2.7 and 4.3 µm 
spectroscopic measurements were found to be the same. This provides some confidence to the validity 
of NEQAIR, using CDSD-4000, at predicting CO2 radiation under gas-dynamic conditions which are 
more relevant to Mars entry. Using the estimated rotational and vibrational temperatures, the CO2 
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thermal non-equilibrium in the expanding flow was shown to be small – less than 10%. As the 
experiments simulate the expanding flow around the shoulder of an entry vehicle, this result is 
consistent with previous state-specific numerical computations done for such flow. Using vibrational 
relaxation rates tuned for post-shock conditions, CFD simulations significantly over-estimated the 
thermal non-equilibrium in the expanding flow, indicating the CO2 vibrational relaxation is faster in 
expanding conditions than in post-shock conditions. This result is consistent with past results for N2 
and CO, as well as CO2 at lower temperatures.  
The qualitative results seem to indicate that no complex thermal non-equilibrium effects occur in the 
expanding flow. This means that multi-temperature models, using appropriate thermochemical rates, 
along with the NEQAIR radiation code should be capable of accurately predicting the CO2 radiation 
in the current experiment. However, this is not a general result as the experiments concern the flow 
around the shoulder of an entry vehicle. In fact, based on the current results as well as results from 
past studies of CO2 expanding flows, it is speculated that complex non-equilibrium states form far 
downstream of the initial expansion rather than near the start of the expansion. 
Lastly, some interesting anomalies were discovered from the analyses on characterizing the 
experimental test conditions. While no clear anomalies were observed in the 4.0 km/s experiments, 
the 2.8 and 3.4 km/s experiments did have obvious anomalies. For the 2.8 and 3.4 km/s conditions, 
the experimental freestream CO2 number densities estimated from pitot pressure measurements were 
factors of 4 – 5 greater than that estimated from spectroscopic measurements. Additionally, for the 
2.8 and 3.4 km/s conditions, the measured post-shock temperature of the wedge was found to be 
approximately 30 % lower than that computed using the available freestream estimates. The difficulty 
in characterizing similar CO2 test conditions has been reported for other impulse facilities. This 
difficulty is believed to be due to the fact that generating test conditions in these impulse facilities 
involves nonequilibrium CO2 expanding flow processes, which are poorly understood and which need 
to be studied in the first place. 
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1 Introduction 
1.1 Background 
During atmospheric entry, entry vehicles will encounter large heat transfers. To support the design of 
future atmospheric entry vehicles, it is important to investigate the aeroheating environment which 
the vehicle will encounter. The heat transfer to the entry vehicle is in the form of convection and 
radiation. This thesis specifically concerns the problem of radiative heating on the afterbody of 
vehicles during Mars entry, arising from expanding flows.  
Protection of the entry vehicle afterbody is important for surviving atmospheric entry and preventing 
damage to the vital instruments which are normally contained in the rear of the entry vehicle. In the 
past, the effect of radiative heating on the afterbody of a Mars entry vehicle has been largely neglected 
[1]. Afterbody thermal protections were designed by considering only the convective heating [2]. 
However, in certain regions of the Mars entry trajectory, the radiative heat load is believed to be at 
least as large, if not larger, than the convective heat load on the vehicle afterbody [3] [4] [5] [6] [7]. 
The entry vehicle afterbody typically encompasses approximately 2/3 of the total exposed surface 
area, meaning that the afterbody thermal protection system (TPS) may make significant contributions 
to the total mass. Also, any extra TPS required on the afterbody will shift the centre of gravity of the 
vehicle towards the rear and adversely affecting stability. Hence, it is necessary to consider the 
radiative component of heat flux when designing the afterbody TPS for Mars entry [8]. 
1.2 Research Motivations and Objectives 
Details of the thermochemical non-equilibrium and radiation processes in expanding flows 
encountered during Mars entry is not well understood and, therefore, it is unclear how well these 
processes are simulated using the current numerical models. An overview of the general 
thermochemical non-equilibrium and radiation processes involved in hypersonic flows is presented 
in appendix A.1 and A.2. Correct predictions of the radiative emission of a gas mixture requires 
accurate predictions of the species number densities and the excitation temperatures. Due to the 
thermochemical non-equilibrium encountered during Mars entry, calculating accurate number 
densities and excitation temperatures requires accurate thermochemical kinetics models. The Mars 
atmosphere mainly consists of CO2. The non-equilibrium thermochemistry of CO2 in expanding flow 
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has never been experimentally investigated in detail, though a significant amount of work has been 
done for the non-equilibrium thermochemistry in CO2 shock layers. Hence, the current non-
equilibrium thermochemical models - multi-temperature models - are designed and tuned for flow 
behind shock waves (an overview of multi-temperature models is presented in appendix A.3). 
Applying these models on expanding flows may produce inaccurate results. Furthermore, in addition 
to requiring the correct species number densities and the excitation temperatures, correct predictions 
of the radiative emission of a gas mixture also requires accurate radiation models. The validity of the 
current CO2 radiation models has not been examined for nonequilibrium expanding flow conditions. 
Accordingly, to better define the afterbody radiative heating during Mars entry, there are significant 
needs to experimentally investigate the thermochemical non-equilibrium and radiation processes in 
CO2 expanding flows. 
Therefore, the objective of this thesis is to study the thermochemical nonequilibrium and radiation of 
CO2 flows in the laboratory and examine the appropriateness of the current thermochemical and 
radiation models in describing the flows; the focus is on the CO2 flow under expanding conditions 
relevant to Mars entry in particular. To achieve the objective, the specific goals of this thesis are to: 
1. Design and characterize new conditions for an expansion tube facility (a synopsis of 
expansion tube facilities is presented in appendix A.4), which adequately replicate the Mars 
entry conditions where carbon dioxide radiation is important. 
2. Assemble a mid-infrared spectroscopy system suitable for use with expansion tube 
experiments. In addition, a corresponding methodology for absolute radiance calibration of 
the mid-infrared spectroscopy measurements needs to be developed. 
3. With the mid-infrared spectroscopy system, collect data to examine the various characteristics 
of the carbon dioxide radiating flow generated around the appropriate test model in the 
expansion tube experiments. 
4. Perform numerical simulations of the experiments to assess the accuracy of the current 
thermochemical and radiation models by comparing to the data from experimental 
measurements. 
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1.3 Thesis Outline 
The contents of the dissertation is structured as follows: 
Chapter 2. A literature investigation is conducted to look at the work done relevant to the 
thermochemistry of carbon dioxide and the high enthalpy expanding flows. Simulations done to 
estimate the afterbody radiation during Mars entry are examined. Experiments conducted to study the 
non-equilibrium thermochemistry of carbon dioxide are discussed. A detailed list of previous 
experiments performed on high enthalpy expanding flows is presented. 
Chapter 3. Three new X2 expansion tube conditions were developed to study the carbon dioxide 
radiation during Mars entry using a wedge model with a convex corner. Various characteristics of the 
new conditions were assessed by taking measurements of the operating condition properties, namely 
the shock speeds, wall pressures and pitot pressures. Work was done to try to accurately estimate the 
freestream properties for these new conditions. Similarities between the experimental conditions and 
actual Mars entry conditions were determined. 
Chapter 4. The emission spectroscopy system used in the experiments is described along with the 
calibration procedure. The spectroscopy system was used to take measurements of the expansion tube 
freestream as well as horizontal measurements above the wedge model. Additionally, a filtered 
imaging system is described along with the calibration procedure. The filtered imaging system was 
used to take two-dimensional images of the flowfield around the test model. The spectroscopic 
measurements and filtered two-dimensional images are presented and assessed. 
Chapter 5. Rotational and vibrational temperatures as well as the carbon dioxide number densities 
are derived from the emission spectroscopy measurements. The deduced temperatures and number 
densities from the radiation measurements of the freestreams are used to further characterize the 
inflow conditions. The derived temperatures and carbon dioxide number densities from the horizontal 
measurements above the test model are used for detailed investigation of the features of the high 
temperature CO2 flowfield around the test model. Furthermore, the estimated post-shock 
temperatures and CO2 number densities from the measurements above the test model are used to 
assess the accuracy of the estimated inflow conditions. 
Chapter 6. The carbon dioxide radiation during Mars entry is assessed numerically in this section. A 
sensitivity study was carried out for carbon dioxide radiation to determine the importance of the 
various properties for intensity of the emission. Numerically computed radiation, temperatures and 
carbon dioxide number densities were compared to those derived from the experimental 
measurements in order to assess how well the current numerical models predict the carbon dioxide 
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radiating flow. The influence of the carbon dioxide dissociation rate on the flowfield emission, 
temperatures and carbon dioxide number densities are examined. Furthermore, the influence of 
having helium in the freestream is assessed to examine the possibility that the experiment freestream 
contained helium. 
Chapter 7. The important findings from the dissertation is summarized here along with the 
conclusion. In addition, possible future works are recommended. 
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2 Literature Review 
2.1 Simulation of Afterbody Radiation during Mars Entry 
Experimental studies of radiating carbon dioxide expanding flows have not been found in past 
literature. However, work has been done numerically in simulating the afterbody radiation during 
Mars entry. From literature survey, the first known study of the effects of afterbody radiation during 
Mars entry was Gromov and Surzhikoy in 2002 [3]. They conducted viscous, finite rate chemistry, 
one temperature, axisymmetric simulations of the Mars Sample Return Orbiter (MSRO) aeroshell at 
four different trajectory points with velocities ranging from 5.7km/s to 3.5km/s. Their results showed 
that the afterbody radiative heat flux is of a comparable value to the afterbody convective heat flux 
for the entire range of velocity conditions simulated. They also showed that the peak radiative heat 
flux on the afterbody occurs at a later time than the peak afterbody convective heat flux during Mars 
entry. In their study, from the freestream conditions investigated, the highest afterbody radiative heat 
flux corresponded to the trajectory point with a velocity of 4.0km/s, while the highest convective heat 
flux calculated was at 5.2km/s. This is an interesting result because, in the forebody, the peak radiative 
heat flux generally occurs at a higher velocity than the convective heat flux. That is why, in the past, 
radiation was thought to be important only at high velocity conditions. However, it is now known 
that radiation can also be important at lower velocities. 
In 2008, Rouzaud et al. [4] performed an independent numerical study of the heat transfer 
encountered by the MSRO during Mars entry. Using their own code, PHARAON, a 2-D 
axisymmetric, viscous simulation of the MSRO was conducted at the 5223 m/s velocity point on its 
trajectory, using the one-temperature model. Their results support the findings of Gromov and 
Surzhikov [3] showing that radiative heating is greater than convective heating at most locations on 
the afterbody. A consequence of this is that the afterbody radiative heat transfer cannot be neglected 
when sizing the afterbody heatshield for Mars entry. 
Lino da Silva and Beck [5] were the first to perform afterbody radiative heat transfer calculations for 
a conventional blunt body entry vehicle, which does not have the step structure as seen on the MSRO 
afterbody. In 2011, they performed axisymmetric, two-temperature, finite rate chemistry simulations 
of two EXOMARS configurations; a small and a large configuration. They performed the simulations 
at six different trajectory points for the small configuration and five different trajectory points for the 
large configuration, with velocities ranging from 4.0km/s to 2.3km/s. For the large configuration, the 
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highest calculated radiative heat flux occurred at 2.8km/s. For the small configuration, the highest 
calculated radiative heat flux was at 3.0km/s. The results of Lino da Silva and Beck also showed that 
the afterbody radiation during Mars entry is produced by carbon dioxide molecules emitting in the 
mid infrared region. This explains why the afterbody radiation increases with decreasing velocity, 
coming to a peak at around 3km/s, since the decreasing velocity causes an increase in the amount of 
carbon dioxide molecules. Future Mars missions are proposed to use aerocapture trajectories and will 
involve low speed entry of very large vehicles [9] [10]. This may result in a trajectory in which the 
entry vehicle will spend more time at the velocity regime where incomplete CO2 dissociation occurs. 
This further increases the importance of the carbon dioxide infrared radiation on the backshell heating 
of Mars entry vehicles [11]. Consequently, such an observation would mean that the heat shield sizing 
of future Mars entry aeroshells will need to account for significant carbon dioxide radiation. 
In 2012, Fujita et al. [6] performed a three dimensional numerical study of a conceptual aeroshell at 
several points along a Mars aerocapture trajectory with a velocity ranging from 4.2km/s to 6km/s. 
The study was conducted using a two-temperature model for the thermochemistry while the 
SPRADIAN2 analysis package was used for the radiation calculations. The results of this study were 
consistent with that from the previous axisymmetric studies. Additionally, Fujita et al. showed that 
the afterbody radiation is produced purely by carbon dioxide emission in the 2.7 μm and 4.3 μm 
wavelength bands. According to Fujita et al. [6], a significant amount of backshell heating on a 
Martian aerocapture entry vehicle is caused by radiation from 𝐶𝑂2 ro-vibrational transitions. Fujita 
et al. produced three-dimensional computational fluid dynamics (CFD) simulations of a small 
Martian aerocapture spacecraft at five different flight conditions, corresponding to five different 
instances during the Martian entry. The different flight conditions had velocities ranging from 4.2 
km/s to 5.9 km/s. Their CFD simulations were created using the two-temperature model to model the 
thermochemistry while using the Landau-Teller relaxation model to determine the vibrational 
relaxation. The chemical model had 11 species of gas along with a set of 22 reactions. It should be 
noted that no ionization was incorporated into the chemical model as the amount of ionization at those 
flight conditions is negligible. Their results showed that, under these conditions and at certain 
locations on the aftbody, the radiative heat transfer is comparable to the convective heat transfer. This 
is because the recombination during the expansion can create a significant density of vibrationally 
excited 𝐶𝑂2  and excited 𝐶𝑂2 , as mentioned before, is shown to be able to produce significant 
radiation in the mid-infrared region under such entry conditions. 
To further confirm the importance of the afterbody radiation during Mars entry, in 2013, Potter et al. 
[1] numerically investigated the hypothesis that the discrepancy between the thermocouple-derived 
heating on the afterbody of the Viking aeroshell and the respective CFD results is caused by the mid-
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infrared carbon dioxide radiation. The Viking aeroshell contained two thermocouples on the 
afterbody, as shown on Figure 2.1. These thermocouples measure the total surface heating. Using a 
one-temperature model, they investigated one particular trajectory point with a velocity of 3.7km/s at 
11700.5s after the start of the deorbit burn. Both the preflight and postflight convective heating 
predictions were lower than the flight thermocouple measurements. Hence, it was hypothesized that 
the discrepancy is caused by neglecting the radiative heating. At the aluminium surface thermocouple 
location, a good match in total heating is obtained after accounting for the radiative heating which is 
65% of the total heating supporting the hypothesis. At the fiberglass surface thermocouple location, 
however, CFD significantly over estimates the total heating after accounting for the radiative heating. 
Potter et al. believes this shows the current inability to accurately calculate the afterbody aeroheating 
in general. They suggest significant effort should be made to improve our current ability of predicting 
the afterbody radiative and convective heating.  
 
Figure 2.1. The Viking aeroshell geometry and the location of the thermocouples [1]. 
Recent numerical work on simulating the afterbody radiation during Mars entry was done by Brandis 
et al. in 2015 using the two-temperature model. The convective and radiative heat flux was calculated 
for the Phoenix and Mars Science Laboratory (MSL) aeroshell at various trajectory points. The 
results, consistent with previous studies, showed that the afterbody radiative heating is at least of a 
comparable value to the convective heating, if not dominant. Hence, although the afterbody radiative 
heating is small compared to the heating on the forebody, it is still significant compared to what the 
afterbody TPS is designed for. Additionally, they also conducted a code-to-code comparison of 
NASA’s LAURA/HARA and DPLR/NEQAIR codes for calculating the afterbody radiation during 
Mars entry. Excellent agreement is observed at all locations on the aeroshell when calculation was 
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carried out using the full angular integration method. They also showed that the tangent slab method 
cannot be used to calculate the afterbody radiation because it significantly overestimates the radiation. 
Hence, the full angular integration method must be used for estimating the afterbody radiation during 
Mars entry.  
Table 2.1. MSL best-estimated-trajectory points freestream conditions. [12] 
 
Another recent numerical study was done by Surzhikov [7] in 2016 using an advanced multi-
temperature model involving multiple vibrational temperatures. The study consisted of the full 
flowfield simulation of the MSL aeroshell at numerous points, shown on Table 2.1, on its estimated 
entry trajectory. The trajectory point estimates used by Surzhikov are known as the best-estimated-
trajectory (BET) and it was first reported by Edquist et al. [12] for use in their numerical study. The 
study by Edquist et al. contains only the heat flux solutions for the forebody while Surzhikov provides 
the heat flux solutions for the afterbody as well. Surzhikov’s results showed that the radiative heat 
flux at any point on the afterbody is either of a comparable value to or significantly greater than the 
corresponding convective heat flux for all the trajectory points studied. In fact, the result showed that 
the overall difference between the radiative and convective heating increases with decreasing 
velocity. This results from the convective heating decreasing with decrease in velocity while the 
radiative heating does not change. Apart from the first trajectory point, the absolute value of the 
afterbody radiative heating at any location remains roughly the same throughout the entry trajectory. 
A peak in radiative heating does occur at trajectory points 7 and 8 but this is marginal. The afterbody 
radiative heating at the first trajectory point is an order of magnitude less than the rest and this is most 
likely due to the very low density. Also, this study reinforced previous findings as it showed that the 
radiative heating on the afterbody is caused by the 2.7 µm and 4.3 µm emission bands of carbon 
dioxide molecules. 
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Figure 2.2. Comparison of the CO2 total mass fraction contour from the Boltzmann and non-
Boltzmann models [13]. 
The most recent work was done by Sahai et al. [14] [13] using reduced order non-Boltzmann models 
(an overview of non-Boltzmann models is presented in appendix A.3). In their more recent work in 
2017 in reference [13], Sahai et al. used their reduced order non-Boltzmann thermochemical model 
to perform an axisymmetric simulation of the Mars Science Laboratory. This result is compared with 
the result from using the conventional one-temperature model. The translational temperature and total 
CO2 mass fraction, Figure 2.2, compared well between the two simulation results at all locations in 
the flowfield. Furthermore, the CO2 vibrational population distribution calculated from both 
simulations match along the stagnation line and the shoulder line on Figure 2.2. However, the 
vibrational population distribution along the backshell line on Figure 2.2 does not match between the 
two simulations. A non-Boltzmann distribution in the vibrational population is seen along the 
backshell line. In this region, significant over-population of the upper vibrational states was predicted 
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by the non-Boltzmann model, which could not be captured by the Boltzmann model. The over-
population of the upper states may be caused by the state-resolved CO2 recombination process [15] 
[16] [17]. In summary, the result of Sahai et al. indicates that the shock layer and expanding flow 
around the shoulder can be modelled by Boltzmann thermochemical models but the flow in and 
around the wake cannot. 
2.2 Carbon Dioxide Thermochemistry and Radiation 
The afterbody radiation during Mars entry is produced primarily by carbon dioxide molecules. High 
importance is given to the accurate prediction of the vibrational relaxation and chemical dissociation 
of carbon dioxide because it is required in order to accurately determine the radiative heating on the 
body surface. The carbon dioxide molecule has three vibrational modes, as shown on Figure 2.3. The 
radiation is in the mid-infrared region of the spectrum and is produced by ro-vibrational transitions 
of the carbon dioxide molecules. In particular, the radiation is produced by the 2.7 µm and 4.3 µm 
bands of carbon dioxide. The ro-vibrational transition causing the 4.3 µm band is produced by single 
quantum transitions in the 𝑣3  asymmetric stretching mode with the rotational energy level either 
remaining the same or changing by a single quantum level [18] [19]. These transitions are called 
fundamental transitions and produce the strongest radiation emissions [20]. The probability of 
multiquantum vibrational transitions in a single vibrational mode, known as overtones, are lower and, 
thus, have lower emission levels compared to those of fundamental transitions [21]. The 2.7𝜇𝑚 band 
corresponds to the simultaneous transitions in the 𝑣1and 𝑣3  vibrational modes and the 𝑣2  and 𝑣3 
vibrational modes [22]. This is called a combination band. Specifically, the 2.7𝜇𝑚 band emission 
corresponds to the de-excitations ∆𝑣1 = ∆𝑣3 = 1, where 𝑣1and 𝑣3 both decrease by 1 quanta, and 
∆𝑣2
2
= ∆𝑣3 = 1, where 𝑣2 decreases by 2 quanta and 𝑣3 decreases by 1 quanta [23]. Like with the 
overtones bands, combination bands are weaker than the fundamental bands [24]. Carbon dioxide 
also has an emission band at 15 µm which is caused by fundamental transitions in the bending mode, 
𝑣2. However, the 15 µm band is not considered important in the context of the radiative heat transfer 
during Mars entry because it is negligibly weak [8]. Lastly, the symmetric stretch mode, 𝑣1, is IR 
inactive because the vibrational motion of the symmetric bond does not cause a change in dipole 
moment. Therefore, transitions in this mode do not produce infrared radiation, except in combination 
with some other event (such as scattering). 
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Figure 2.3. The vibrational modes of carbon dioxide. Adapted from [25]. 
The non-equilibrium thermochemistry of carbon dioxide has been of interest since the 1950s. Of 
particular interest is the carbon dioxide vibrational relaxation rate and the carbon dioxide dissociation 
rate. Numerous experiments have been conducted to investigate the carbon dioxide dissociation rate 
assuming the Arrhenius relationship. Burmeister and Roth [26], Ebrahim and Sandeman [27] and 
Saxena et al. [28] provide good summaries of the previous experiments done on investigating the 
carbon dioxide dissociation rates as well as the results of their own experiments. These previous 
experiments were all conducted in either reflected shock tubes or non-reflected shock tubes (a 
synopsis of both facilities is presented in appendix A.4). Therefore, the results are relevant in the 
context of post-shock non-equilibrium. Numerous methods have been used to experimentally 
measure the carbon dioxide dissociation rate. Optical techniques used include IR 
emission/absorption, UV absorption of the carbon dioxide, laser schlieren and oxygen atomic 
resonance absorption spectroscopy [28]. Most experiments were conducted with varying amounts of 
inert gases, including N2, Ar and Kr, used to dilute the carbon dioxide gas in the experiments. Diluents 
are used to obtain post-shock temperatures which do not get lowered significantly by the chemical 
reactions [27]. However, some experiments have also been done with pure carbon dioxide [27]. The 
carbon dioxide dissociation rate constant derived from all these experiments, fitting to the Arrhenius 
equation, can vary by almost an order of magnitude at certain temperatures. A significant portion of 
this discrepancy is recently discovered to be caused by the derived carbon dioxide rate constant 
having a dependence on pressure [28]. Saxena et al. [28] performed experiments and showed that, at 
a constant temperature, the carbon dioxide dissociation rate constant varies by about 50% over 9,000 
– 80,000 Pa. The Arrhenius relationship assumes the rate constant to be dependent only on 
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temperature. Therefore the Arrhenius equation derived for the carbon dioxide dissociation reaction 
will vary depending on the post-shock pressure in which the experiment was performed. Furthermore, 
the carbon dioxide recombination rate has been experimentally measured by various researchers as 
well [29] [30] [31]. The rates were measured behind a shock wave propagating through a carbon 
monoxide (CO) – nitrous oxide (N2O) mixture. The variation seen between the recombination rates 
measured from different studies is similar to that seen for the dissociation rate [31]. Additionally, the 
carbon dioxide recombination rates derived from measured dissociation rates matched the measured 
recombination rates within the variations [31]. However, the carbon dioxide recombination rate has 
never been measured in the context of expanding flow. 
Like with the carbon dioxide dissociation rate, numerous experiments have been conducted to 
investigate the carbon dioxide vibrational relaxation. Previous experiments done to investigate the 
carbon dioxide vibrational relaxation include that by Griffith et al. [32], Greenspan & Blackman [33], 
Johannesen et al. [34], Zienkiewicz & Johannesen [35], Simpson et al. [36] and Camac [37]. 
Conflicting results were observed in these independent studies. Griffith et al. and Greenspan & 
Blackman studied the vibrational relaxation of carbon dioxide in a non-reflected shock tube using an 
interferometer and they claimed that each of the vibrational modes of carbon dioxide relax at different 
rates. This claim is not consistent with theoretical predictions [38]. Johannesen et al. and Zienkiewicz 
& Johannesen studied the vibrational relaxation of carbon dioxide in a non-reflected shock tube using 
an interferometer and they also believed that the different vibrational modes of carbon dioxide relax 
at different rates. In addition, Johannesen et al. and Zienkiewicz & Johannesen claimed that the 
relaxation time, 𝜏𝑣, in the Landau-Teller theory depends on the degree of non-equilibrium as well as 
the translational temperature and pressure. Nevertheless, Zienkiewicz & Johannesen mentioned that 
although they claim that 𝜏𝑣 depends on more than just temperature and pressure, it is only important 
for the purposes of a detailed understanding of the vibrational relaxation phenomena; assuming 𝜏𝑣 to 
be dependent on only the temperature and pressure is sufficient for practical calculations. Simpson et 
al. [36] used the Mach-Zehnder interferometry technique to measure the variation of density behind 
the shock in a shock tube. Comparison of the density measurements with theoretical calculations 
using excitation of different vibrational modes of carbon dioxide showed that the measured density 
variation had the best match with the theoretical calculation corresponding to excitation of all 
vibrational modes. Furthermore, Simpson et al. showed that the relaxation time, 𝜏𝑣, is a function of 
temperature and pressure alone. Camac [37] used an electron beam technique to measure the density 
behind the shock in a shock tube. Additionally, an InSb sensor was used to measure the infrared 
emission from the asymmetric stretching mode behind the shock. Camac investigated a velocity range 
of around 1.5 - 6.5km/s with initial fill pressures ranging from 0.015 to 0.12 torr. Results of the 
infrared sensor measurement, which gives a direct measurement of the vibrational energy of the gas, 
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showed that the maximum intensity occurs at around 3 - 4km/s, as shown on Figure 2.4. The decrease 
in vibrational energy is caused by the decrease in radiating species due to dissociation, which occurs 
at about 3km/s as is also shown on Figure 2.4. This is the first published work showing that the carbon 
dioxide radiation decreases with increase in freestream velocity when beyond a certain velocity. 
Further findings from the experimental results of Camac [37] include the observation that the 
chemical excitation is about two orders of magnitude slower than the vibrational excitation. Camac’s 
analysis also showed that, for velocities around 3.5km/s and lower, all four vibrational modes of 
carbon dioxide relax together behind the shock and are in equilibrium with the rotational modes. The 
equilibration of the vibrational modes of carbon dioxide behind the shock is an important result and 
it supports results of Simpson et al. [36]. Indeed the modern day belief is that all the carbon dioxide 
vibrational modes relax at the same rate [28]. Furthermore, like Simpson et al., Camac claimed that 
the relaxation time, 𝜏𝑣, in the Landau-Teller equation is a function of only temperature and pressure.  
 
Figure 2.4. The peak infrared emission as a function of shock velocity. The dashed curve is the 
expected intensity with no chemical relaxation. [37] 
Additionally, non-Boltzmann distribution in the vibrational population in carbon dioxide has been 
observed experimentally. Oehlschlaeger et al. [39] and Saxena et al. [28] have experimentally 
observed the incubation region immediately behind the shock front. The incubation region occurs 
behind the shock front and prior to the onset of steady dissociation. The incubation region occurs due 
to the finite rate relaxation of the vibrational modes. Dissociation cannot proceed unless the 
vibrational levels near the dissociation threshold are populated and a steady dissociation rate does not 
occur until the vibrational population is at a steady-state. Due to the high bond energy of CO2, 125.7 
Kcal/mol, a considerably greater time is required for the population of the highest vibrational energy 
levels compared to the population of the low-lying energy levels, thus resulting in an incubation 
period. Furthermore, population inversion in the vibrational population of carbon dioxide can be 
created in expanding flows. This is experimentally demonstrated when a heated mixture of CO2-N2-
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He or CO2-N2-H2O is expanded through a supersonic nozzle [40] [41] [42] [43]. Mixing the CO2 with 
N2 and H2O or He is critical for producing the population inversion. The population inversion in the 
vibrational mode of the CO2 molecule is created in this way for using it as the laser gain medium in 
gasdynamic lasers. 
Recent work on investigating the carbon dioxide thermochemistry and radiation in a non-reflected 
shock tube has been done by Cruden et al. [44]. They performed a series of experiments studying the 
radiation behind a normal shock generated in their non-reflected shock tube with shock velocities 
ranging from 3km/s to 7.5km/s. They discovered that the infrared radiation is greatest at 3-4 km/s 
with a freestream pressure of one torr. This is consistent with the result by Camac [37]. For conditions 
with velocity below 5 km/s, the chemistry behind shock waves in pure carbon dioxide involves only 
the three reactions show in Table 2.2. This is because the temperatures involved behind the shock are 
low enough so that the presence of atomic carbon and ionic species is negligible [44]. Another result 
presented by Cruden et al. is that the numerically calculated band radiance behind shock waves 
travelling in pure carbon dioxide can be reconciled with the corresponding experimental 
measurements by applying a scaling factor. They found that by scaling the numerical radiance from 
Cruden’s kinetic model near the end of the trace to match the experimental radiance, the entire band 
radiance trace matches. However, this scaling factor is different for different velocity conditions and 
different wavelength bands. Thus, the entirety of the discrepancy cannot be explained by a single 
scaling. Consequently, further investigation is required in order to understand the reason for the 
discrepancies. 
Table 2.2. Chemical reactions in low and medium velocity pure carbon dioxide freestreams. 
Name Equation 
Carbon dioxide dissociation CO2 + M  CO + O + M 
Oxygen dissociation O2 + M  O + O + M 
Oxygen exchange CO2 + O  CO + O2 
 
A plasma torch investigation of the radiation from high temperature carbon dioxide gas has been 
conducted by Depraz et al. [45]. They took radiation measurements of an atmospheric pressure carbon 
dioxide plasma with temperatures ranging from 1000 K-5000 K. Emission spectroscopy of the carbon 
dioxide 2.7 µm and 4.3 µm bands was made and a comparison was carried out with predictions made 
using the CDSD-4000 CO2 spectroscopic database [46]. Good agreement was observed for both the 
radiating bands. Further validation of CDSD-4000 under equilibrium conditions was shown by Lemal 
et al. [47]. Using the experimental measurements of Depraz et al. as well as other experimental 
measurements of CO2 radiation under thermochemical equilibrium conditions, Palmer and Cruden 
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[48] validated the implementation of the CDSD-4000 database in the NEQAIR radiation code [49] 
for simulating CO2 radiation. Thus, the NEQAIR code is believed to be accurate at describing CO2 
radiation at equilibrium conditions.  
Very little experimental work relating to non-equilibrium CO2 expanding flows can be found in past 
literature. A study of low temperature, T=600 – 1400 K, CO2 expansion through a nozzle showed 
that the vibrational de-excitation in the expansion is 1.1 ± 0.4 times faster than the vibrational 
excitation behind shock waves [50]. Another notable work on CO2 expanding flows would be that of 
Maclean and Holden [51]. They believed that the CO2 freestream generated in their reflected shock 
tube was frozen at a complex non-equilibrium thermochemical state due to the expansion in the 
nozzle. This belief arose from the fact that the shock standoff they measured in their experiment did 
not match the shock standoff calculated in the CFD of their experiment. The shock standoff in their 
experiment is significantly larger than the calculated value. This is believed to be due to the complex 
vibrational relaxation of CO2 because the discrepancy in shock standoff was not seen when air is used 
as the test gas. Later works by Maclean and Holden [52] [53] provides further experimental evidence 
supporting this belief. This topic is investigated in detail in sections 3.4.1 and 3.4.4. The results of 
Maclean and Holden motivated Doraiswamy et al. [54] to use a non-Boltzmann model to describe 
the CO2 expanding flow through a nozzle. They attempted to capture the non-Boltzmann effects 
believed to be present in the nozzle expansion in the reflected shock tube. The numerical model 
developed is a reduced order state specific model. For an unspecified reason, the result of the nozzle 
CFD done using the state specific model only showed minor nonequilibrium effects. In fact, the same 
nozzle simulation conducted using the two temperature model showed more nonequilibrium at the 
nozzle exit than that of the state specific model. 
 
Figure 2.5. Measured locations of the mid-infrared emission [55]. 
16 
 
At the time of writing, Takayanagi et al. [55] is conducting independent carbon dioxide radiation 
experiments relevant to Mars entry in an expansion tube. In their study, Takayanagi et al. used a 
scaled aeroshell model. They tested two freestream conditions. Condition 1 has an estimated 
freestream velocity of 8.4 km/s and temperature of 2880 K. Condition 2 has an estimated freestream 
velocity of 5.9 km/s and temperature of 2330 K. Similar to the work concerned in this thesis, the 
optical method Takayanagi et al. used in their study is emission spectroscopy. Mid-infrared emission 
spectroscopy measurements were taken at the two positions shown on Figure 2.5 to study the carbon 
dioxide radiation in both the forebody and afterbody. It is understood that further work and analysis 
of the carbon dioxide radiation will be published in the future. 
2.3 Experimental Studies of High Enthalpy Expanding Flows 
Although only few experimental studies of high enthalpy CO2 expanding flows could be found in 
literature, numerous studies involving other species have been found. A significant amount of 
research was done on non-equilibrium expanding flow during the 1960s and 70s. A summary of the 
past studies of high enthalpy expanding flows is presented in Table 2.3. All experiments in Table 2.3 
were conducted in impulse facilities with the exception of the works of Bender et al. [56] and Park 
[57] [58] which were conducted in an electric-arc plasma wind tunnel. The high enthalpy expanding 
flows were created either by the rupture of a diaphragm, resulting in a non-steady expansion as shown 
on Figure 2.6, or through a nozzle, resulting in a steady expansion. The exception are the studies 
conducted by Igra [59] and Drewry [60] from the Institute of Aerospace Studies in the University of 
Toronto. In these studies the expanding flow was generated using a wedge test model with a convex 
corner, shown on Figure 2.7, aligned such that a shockless flow is created on the expansion surface. 
The expanding flow generated around the convex corner is referred to as a Prandtl-Meyer expansion. 
Another form of the Prandtl-Meyer expansion fan was generated by Wilson [61] and Blom et al. [62] 
by producing a symmetrical expansion using two convex corner wedges, as shown on Figure 2.8.  
In the previous expanding flow studies, the research interest includes studying the recombination of 
oxygen, nitrogen and argon as well as the vibrational behavior of carbon monoxide, nitrogen and 
oxygen. To study these nonequilibrium processes, the generated expanding flow was diagnosed using 
numerous methods.  
Various interferometry techniques have been used to diagnose the flow. Mach-Zehnder and 
microwave interferometry were used to study the chemical processes while holographic 
interferometry was used to study the vibrational process. Static pressure measurements also give 
information about the thermochemical kinetics of the expanding flow. Nagamatsu et al. [63] used 
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static pressure measurements along the axis of the nozzle to determine the region in the nozzle where 
the flow is considered in thermochemical equilibrium and where the flow is considered frozen. The 
spectrum line reversal (SLR) and infrared band reversal techniques are commonly used to provide 
estimates of the vibrational temperature. The SLR and infrared band reversal are both emission-
absorption techniques where relative emission and absorption of a certain line or band is measured 
simultaneously. The simultaneous measurements of emission and absorption allows for an analysis 
to estimate the vibrational temperature, assuming a Boltzmann distribution in the vibrational energy 
levels. The purely absorption technique, which monitors the population density of a particular 
vibrational state, can also be used to deduce the vibrational temperature by assuming a Boltzmann 
distribution. Likewise, the infrared emission measurement of the CO fundamental band can also be 
used to deduce the vibrational temperature, given the assumption of a Boltzmann distribution of the 
vibrational levels.  
 
Figure 2.6. The unsteady expansion used to study high enthalpy expanding flows. [64] 
Spectrally resolved infrared measurements conducted by Bender et al. [56] allow for the vibrational 
population distribution to be estimated to investigate the validity of the Boltzmann assumption. 
Bender et al. determined the vibrational population distribution of carbon monoxide in an expanding 
flow by measuring the infrared emission spectra. The expanding flow was created in a three-
dimensional nozzle using argon, which passed through an electric discharge in an arc jet, injected 
with carbon monoxide. The result indicated that the vibrational population deviates from the 
Boltzmann distribution during the expansion for the studied case of carbon monoxide. Sharma et al. 
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[65] in 1993 focused on measuring the vibrational state populations in nitrogen molecules under 
expanding flow. Sharma et al. used Raman scattering to measure the vibrational populations in the 
ground vibrational state and the first seven excited vibrational states of nitrogen in an expanding flow. 
The expanding flow was created using a two-dimensional nozzle in a reflected shock tube. The results 
showed that the vibrational states measured are populated in a Boltzmann distribution. Lastly, it is 
important to mention that Sharma et al. [65] [66] stated that previous studies of diatomic species N2 
and CO indicated the vibrational relaxation time in expanding flows can be up to two orders of 
magnitude faster than the relaxation time behind shock waves. These past results for N2 and CO are 
consistent with the past result for CO2 at lower temperatures [50], as mentioned in the previous 
section.  
 
Figure 2.7. Wedge model used by Igra [59] and Drewry [60]. 
 
Figure 2.8.Generation of expanding flow by Wilson [61] and Blom et al. [62]. 
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Table 2.3. List of experiments performed for the study of high enthalpy expanding flow; sorted 
chronologically. 
Investigators Year 
Expansion 
Type 
Measuring Technique Research Interest 
Nagamatsu et al. 
[63] [67] 
1961 
& 
1965 
Nozzle 
Expansion 
Static Pressure measurement at 
nozzle axis 
Thermochemistry of air and 
nitrogen 
Wilson [61] 1962 
Prandtl-Meyer 
Expansion 
Mach-Zehnder interferometry, UV 
absorption 
Recombination of O2 
Hurle et al. [68] 1964 
Nozzle 
Expansion 
Spectrum line reversal Vibrational behaviour of N2 
Holbeche et al. 
[69] [70] 
1964 
Unsteady 
Expansion 
Spectrum line reversal 
Vibrational behaviour of O2, 
N2 and CO 
Drewry [60] 1967 
Prandtl-Meyer 
expansion 
Mach-Zehnder interferometry Recombination of O2 
Hall et al. [71] 1967 
Nozzle 
Expansion 
Spectrum line reversal 
Vibrational behaviour of N2 
and CO 
Russo [72] 1967 
Nozzle 
Expansion 
Infrared band reversal Vibrational behaviour of CO 
Park [57] 1968 
Nozzle 
Expansion 
Visible emission spectroscopy Ionic recombination of N 
Rich [73] 1968 
Nozzle 
Expansion 
Infrared band reversal 
Vibrational behaviour of N2 
and CO 
Blom and Pratt 
[62] 
1969 
Prandtl-Meyer 
expansion 
Infrared band Reversal Vibrational behaviour of CO 
Igra and Glass 
[59] 
1970 
Prandtl-Meyer 
expansion 
Mach-Zehnder interferometry Ionic recombination of Ar 
Dunn et al. [74] 1970 
Nozzle 
Expansion 
Microwave interferometry, 
Langmuir probes for electron 
temperature and density nozzle axis, 
visible radiation emission 
Dissociative recombination 
of nitrogen 
McLaren and 
Appleton [75] 
1970 
Unsteady 
Expansion 
Infrared band emission Vibrational behaviour of CO 
Von Rosenberg 
et al. [76] 
1971 
Nozzle 
Expansion 
Infrared band emission Vibrational behaviour of CO 
Just et al. [64] 1971 
Unsteady 
Expansion 
Infrared band reversal Vibrational behaviour of CO 
Cleaver et al. 
[77] 
1973 
Unsteady 
Expansion 
Absorption measurements at 2283 A Vibrational behaviour of O2 
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Park [58] 1973 
Nozzle 
Expansion 
Visible to near-infrared emission 
spectroscopy 
Electron and electronic 
temperatures in a nitrogen-
hydrogen mixture 
Sebacher et al. 
[78] 
1974 
Nozzle 
Expansion 
Electron beam technique to 
determine vibrational temperature 
Vibrational behaviour of N2 
and air 
Nasser et al. [79] 1977 
Unsteady 
Expansion 
Infrared band reversal Vibrational relaxation of CO 
Beck et al. [80] 1978 
Unsteady 
Expansion 
Absorption at 493 nm and wall 
pressure measurements 
Recombination of I2 
Bender et al. 
[56] 
1978 
Nozzle 
expansion 
Infrared emission spectroscopy Vibrational behaviour of CO 
Sharma et al. 
[65] [66] 
1993 
Nozzle 
expansion 
Spontaneous Raman scattering, 
holographic interferometry and static 
pressure measurement along nozzle 
axis 
Vibrational behaviour of N2 
2.4 Summary of Findings 
Apart from the work in progress of Takayanagi et al. [55], no experimental work has been done on 
specifically studying the afterbody radiative heating during Mars entry. However, work relevant to 
the study of afterbody radiative heating during Mars entry does exist. This includes numerical 
simulations of aeroheating to Mars entry vehicles, experiments studying the non-equilibrium 
thermochemistry of carbon dioxide flows in post-shock conditions and experiments studying high 
enthalpy expanding flows involving species other than CO2. 
Numerous simulations of Mars entry vehicles at velocities below 6 km/s showed that the afterbody 
radiative heating is comparable to the convective heating. The radiative heating is produced by carbon 
dioxide molecules emitting mid-infrared radiation. In particular, the radiation is from the 2.7 µm and 
4.3 µm bands of carbon dioxide. The non-equilibrium thermochemistry of carbon dioxide has been 
studied extensively in the past at post-shock conditions. One of the particular interests was whether 
the separate CO2 vibrational modes have separate relaxation rates. The current belief is that the CO2 
vibrational modes maintain equilibrium with each other and, thus, have the same relaxation rate. Also, 
the Landau-Teller equation was shown to model the CO2 vibrational relaxation well as the vibrational 
relaxation time, 𝜏𝑣, was shown to be a function of the translation temperature and pressure only. 
Additionally, numerous independent research studies on measuring the CO2 vibrational relaxation 
time, 𝜏𝑣 , showed consistent results. However, many independent studies measuring the CO2 
dissociation rates showed results which differ by up to an order of magnitude. It is unclear how these 
CO2 thermochemical characteristics will differ under expanding flow conditions because not enough 
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study on the thermochemical kinetics have been done under expanding flow conditions. Nevertheless, 
high enthalpy expanding flows involving species other than carbon dioxide have been studied 
extensively in the past. The expanding flows have been studied in nozzles, around convex corners 
and under unsteady expansions. An important result from the past studies is that vibrational relaxation 
is consistently seen to be faster under expanding flow conditions compared to post-shock conditions. 
Also, experiments have shown that it is possible to have over-population of the high lying energy 
states during expansion. Nevertheless, non-Boltzmann distributions do not always occur during 
expansion as some experiments show that the population of the energy states maintain a Boltzmann 
distribution. 
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3 Development of the Experimental 
Test Conditions  
3.1 Introduction 
Fundamental to the investigation of afterbody radiation during Mars entry is performing ground-
based measurements to obtain high quality experimental data. This requires generating the expanding 
flow around the afterbody of Mars entry aeroshells in a ground test facility. While the Centre for 
Hypersonics at the University of Queensland has both a reflected shock tube and an expansion tube 
(a synopsis of both facilities is presented in appendix A.4), the latter is selected as the preferred 
facility to perform the experiments. This is because, as stated by Maclean and Holden [51] and Hollis 
et al. [81], the reflected shock tube is not suitable because the carbon dioxide conditions generated 
by the facility is believed to freeze at a complex non-equilibrium thermochemical state. This would 
result in a test condition with significant thermal excitation and a distorted chemical composition 
[82]. This is not desirable as the ideal experimental test condition should have minimal chemical 
dissociation and minimal thermal excitation. Furthermore, accurately characterizing these carbon 
dioxide test conditions in reflected shock tubes would be a challenge [54]. These problems of 
reflected shock tubes are less pronounced in expansion tubes. Therefore, an expansion tube is used 
to generate the CO2 test conditions in this thesis. The layout and dimensions of the facility is shown 
in Figure 3.1. 
 
Figure 3.1. X2 expansion tube with fixed volume driver. [83] 
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In this chapter, three different velocity conditions, nominally at 2.8 km/s, 3.4 km/s and 4.0 km/s, with 
sufficient test time and core flow size are developed in the expansion tube to study the CO2 expanding 
flow using a wedge model with a convex corner. Based on the literature review in chapter 2, these 
conditions are chosen because the afterbody radiation is important over this velocity range. Although 
the atmosphere of Mars consists of CO2 and small amounts of N2 and Ar, pure carbon dioxide is used 
as the test gas since the afterbody radiation of interest is produced entirely by carbon dioxide 
molecules. An in-depth analysis is conducted to produce a good estimate of the freestream condition 
generated in the expansion tube for each of the three conditions. Using the estimated experimental 
inflow conditions, CFD simulations were done to investigate the similarities between the expanding 
flow created around the test model and the expanding flow around a Mars entry capsule.  
3.2 Test Condition Requirements 
It is necessary to generate a flowfield around the test model that has similarities to the flowfield 
around a flight vehicle at the velocity conditions where carbon dioxide radiation is important. The 
test model for the study, shown in Figure 3.2, is a two dimensional oblique shock expansion wedge 
model with a width of 100 mm; the expanding flow is generated around the convex corner. Using the 
oblique shock expansion model, similarity to flight can be achieved by matching the total pressure 
behind the shock wave, in addition to matching the total specific enthalpy. Matching the total pressure 
behind the shock involves matching the total pressure behind the oblique shock of the test model in 
the experiment to the total pressure behind the shock of the entry body at the respective flight 
conditions. This gives the similarity between a flight condition and an experimental test condition.  
 
Figure 3.2. Two-dimensional test model geometry. Dimensions shown are in mm and degrees. 
Cruden et al. [44] highlighted that the strongest carbon dioxide radiation behind a normal shock in 
low pressure carbon dioxide occurred at around 3-4 km/s and the radiation intensity decreases as 
velocity increases up to 6 km/s. Thus, it is of interest to study this velocity region in this thesis. A 
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plot of freestream density at room temperature versus flight velocity is shown on Figure 3.3 for flight 
trajectories of different Mars entry vehicles. As the MSL is the most recent Mars entry trajectory, the 
MSL trajectory is used to develop similar freestream conditions in the X2 expansion tube for the 
study concerned in this thesis. Three points on the MSL trajectory are chosen having freestream 
velocities of 2.8 km/s, 3.4 km/s and 4.0 km/s. The chemical contributions to the total enthalpy is 
negligible for the conditions concerned in this work. Therefore, matching the total enthalpy simply 
involves matching the freestream velocity between experiment and flight. Like with Cruden et al. 
[44], for the purposes of studying the carbon dioxide radiation, pure carbon dioxide is used as the test 
gas. 
 
Figure 3.3. Various Mars entry trajectories. Adapted from [44]. 
 
Figure 3.4. CFD contour of vibrational-electronic temperature for the Stardust geometry at a time of 
t=46 s. The red arrows bound the region on the shock wave where the majority of the radiating 
expanding flow is created. [84] 
Matching the total pressure behind the shock between flight and experiment is less simple. The total 
enthalpy of the flow remain constant across a shock wave because the shock does not add any heat, 
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nor does it do any work. However, as the flow across a shock is not isentropic, the total pressure of 
the flow decreases across a shock. The total pressure loss increases with increase in shock angle and 
Mach number. Since the shock of the flight vehicle is detached, the total pressure behind the shock 
of each streamline will be different due to the curvature of the shock. Additionally, the angle at which 
each streamline enters the shock depends on the angle of attack. Thus, the total pressure of each 
streamline behind the shock depends on where the streamline encounters the shock wave as well as 
the angle of attack of the flight vehicle, in addition to the other conventional flow parameters such as 
freestream velocity and pressure. However, for an axisymmetric, zero angle of attack case, the 
majority of the radiative expanding flow forms along streamlines originating from the oblique shock 
region of the shock wave. This is shown on Figure 3.4 in the case of Earth re-entry. During the MSL 
Mars entry at velocities around 2.8 km/s to 4.0 km/s, the angle of this shock wave is approximately 
80° to the freestream at zero angle of attack. Therefore, a shock angle of 80° in flight is used for the 
purposes of performing the total pressure scaling behind the shock in this work.  
 
Figure 3.5. The experimental freestream static pressure required for matching the total pressure 
behind the shock between experiment and flight. In addition, the MSL entry trajectory from Figure 
3.3 is plotted. 
Figure 3.5 presents the freestream pressure required to be generated in the expansion tube for 
similarity with the MSL trajectory. The analysis was done using perfect gas equations for the shock 
wave and isentropic compression calculations. The result is a function of the experiment freestream 
Mach number which, according to the PITOT code [85], can be between Mach 6 to Mach 8 for the 
2.8 to 4.0 km/s carbon dioxide conditions generated in X2. Furthermore, the PITOT code predicts a 
freestream temperature of roughly 1200-1400 K for these carbon dioxide freestream conditions. 
Therefore, a heat capacity ratio of 1.195, corresponding to that of carbon dioxide at 1300 K, is 
assumed in this analysis for the experiment freestream. Using these Mach numbers and heat capacity 
ratio, the corresponding shock angle over the 54 degree turn angle of the test model would be about 
70 degrees and this is used in the analysis. 
26 
 
3.3 Generating the Required Test Conditions in the X2 
Expansion Tube 
From the analysis in the previous section, the three desired test conditions require velocities of 2.8 
km/s, 3.4 km/s and 4.0 km/s with freestream static pressures of around 200 to 400 Pa. These test 
conditions are unique for the X2 expansion tube as they have much lower pressures and lower 
enthalpies than existing conditions. The current free piston driver conditions used in the X2 expansion 
tube are used to generate high enthalpy conditions. Hence, in order to generate the desired conditions, 
a new driver was designed and built. The subsequent shock tube and acceleration tube fill pressures 
required to generate the desired test conditions needed to be determined for the new driver. In addition 
to generating the desired freestream properties, an important consideration made when designing the 
expansion tube conditions was minimizing the noise in the test flow. Expansion tube conditions are 
well known to have a significant amount of noise. This is believed to be due to acoustic disturbances 
transferred from the expanded driver gas [86]. All frequency components of the acoustic disturbance 
in the test gas are focused into a narrow frequency bandwidth during the unsteady expansion causing 
significant noise during the test time. The noise in the test flow can be reduced by reducing the 
transmission of acoustic disturbances from the expanded driver gas to the test gas prior to the 
expansion of the test gas. This can be done by designing the conditions such that the speed of sound 
in the shock processed test gas is at least 1.25 times larger than the speed of sound in the expanded 
driver gas [87]. Meeting this requirement permits the contact surface to act like an acoustic buffer 
which attenuates the transmission of acoustic disturbances from the expanded driver gas to the test 
gas. 
The preliminary design of the experimental flow condition was conducted using the PITOT code [85] 
with equilibrium chemistry. The aim was to determine the required shock tube and acceleration tube 
fill pressures, as well as the required driver rupture pressure and speed of sound, to generate the 
required test conditions while also trying to meet the acoustic buffer requirement. Table 3.1 shows 
the required driver conditions and fill conditions determined from analysis using the PITOT code. A 
pure helium driver gas at room temperature was found to be suitable for generating the 3.4 km/s and 
4.0 km/s conditions, while a mixture of helium and argon at room temperature was used as the driver 
gas to generate the 2.8 km/s. Hence, a free piston was not necessary to compress the driver gas for 
the purpose of heating. Consequently, these conditions were generated by simply breaking a 
diaphragm at the end of the chamber containing the pressurized driver gas. This driver will be referred 
to as the ‘cold driver’. Engineering drawings of the cold driver are shown in appendix B. For this 
cold driver, the corresponding rupture pressure required was 2 MPa for generating the desired 
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conditions. Aluminum 5005 H34 with a thickness of 0.6mm was selected as the primary diaphragm 
to obtain this rupture pressure.  
An important design consideration of the cold driver is its length. It is not necessary to use the entire 
driver tube. For the purposes of conserving helium gas, the length of the driver tube simply needs to 
be long enough to delay the arrival of the reflected unsteady expansion waves from the primary 
diaphragm at the nozzle exit. This is required to prevent premature termination of steady test time. 
One-dimensional CFD simulations of the X2 expansion tube were conducted using the L1d3 code 
[88] to investigate the wave processes. This resulted in a conservative driver length of 0.45 m being 
selected. 
To execute a shot, the fixed volume of the driver is first evacuated and then filled with the driver gas 
until the primary diaphragm ruptures. For the 2.8 km/s condition, the 10% argon is filled first and 
then the helium is filled until rupture. For this condition, it is important fill the helium slowly to 
ensure adequate mixing with argon. Failure to do so results in an unusable condition with no steady 
flow. 
Table 3.1. The driver conditions and fill pressures required to generate the necessary experimental test 
conditions. 
Condition 
Driver Gas 
Composition 
Rupture 
Pressure 
(MPa) 
Driver Gas 
Temperature 
(K) 
Driver Gas 
Speed of 
Sound (m/s) 
Shock Tube 
Fill Pressure 
(Pa) 
Acceleration 
Tube Fill 
Pressure (Pa) 
2.8 km/s 
90 % Helium 
10% Argon 
2 293 740 600 40 
3.4 km/s 100 % Helium 2 293 972 600 30 
4.0 km/s 100 % Helium 2 293 972 600 10 
 
3.4 Characterization of the Experiment Freestream 
Conditions  
For accurate interpretation of experimental results, it is critically important to determine the state of 
the test flow exiting the nozzle for each experimental condition. The freestream velocity, pressure, 
temperature and thermochemical state of the test flow exiting the nozzle all need to be determined. 
These properties of the freestream cannot be easily measured directly. The properties of the expansion 
tube condition which are measured are the primary shock speed, secondary shock speed, acceleration 
tube wall pressure, freestream conehead pressure and freestream pitot pressure. The conehead 
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pressure is measured using 15° half angle conical probes. These measurements along with various 
numerical modelling methods are used to provide an estimate of the freestream for the three new 
expansion tube conditions. 
3.4.1 Carbon Dioxide Freestream Excitation 
Before presenting the analysis done to estimate the freestream conditions in this work, it is necessary 
to review the phenomenon of the thermochemical freezing of carbon dioxide freestreams generated 
in impulse facilities. Reviews of previous work [51] [53] [52] have shown that similar freestream test 
conditions as the ones concerned in this work, generated in other impulse facilities, are believed to 
suffer from freezing at an excited non-equilibrium thermochemical state. This phenomenon was first 
discovered by Maclean and Holden [51] for their experiment where a frozen flow was believed to be 
created in their LENS reflected shock tube for a 5 MJ/kg total enthalpy condition with pure carbon 
dioxide as the test gas. Maclean and Holden showed that the shock standoff on the test model 
measured in the experiment was significantly greater than what they predicted in their CFD. This is 
shown on Figure 3.6 (a) where the CFD result (blue contour) is overlaid on top of the experimental 
measurement. They believe this mismatch was caused by the carbon dioxide freestream being frozen 
at a non-equilibrium state because excess energy frozen in the thermal and chemical modes in the 
freestream increases shock standoff. Research was conducted at simulating the non-equilibrium 
condition at the nozzle exit of the reflected shock tube using advanced thermochemical models [54]. 
However, the numerical work failed to reproduce the non-equilibrium condition required to generate 
the correct shock stand-off. In fact, the numerical simulation showed that equilibrium was expected 
at the nozzle exit. This phenomenon of thermochemical excitation of carbon dioxide in the freestream 
is yet to be reproduced numerically. This is claimed to be due to the current lack of a detailed 
thermochemical model for carbon dioxide expanding flow. Nevertheless, it is also necessary to 
mention that no detailed experimental study has been done to confirm that there is excess 
thermochemical excitation in CO2 freestreams generated by reflected shock tubes. 
 
Figure 3.6. Shock wave comparison between experimental measurements and CFD predictions [89]. 
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Following on from the experimental work of Maclean and Holden [51], Holden et al. [52] performed 
equivalent experiments in the LENS expansion tube with matched freestream total enthalpy and using 
the same test model. The shock standoff measured in the expansion tube was significantly smaller 
than that measured in the reflected shock tube. This is shown in Figure 3.6 (b). The expansion tube 
shock standoff also showed excellent agreement with CFD, shown in Figure 3.6 (c). Since it is known 
that expansion tubes generate freestream conditions with less thermochemical excitation when 
compared to reflected shock tubes, the result supports the belief that thermochemical freezing is the 
cause of the mismatch in shock standoff in Maclean and Holden’s [51] measurements. More recent 
work by Maclean et al. [53] provides additional evidence supporting this belief. From their result 
shown in Figure 3.7, the mismatch in shock standoff distance, S/SCFD, in their reflected shock tube 
experiments increases with decrease in freestream density, while keeping the freestream enthalpy 
constant at 5 MJ/kg. Thermochemical non-equilibrium is known to increase with decrease in density. 
Therefore, this result indicates that their shock wave mismatch is related to thermochemical non-
equilibrium processes occurring in their reflected shock tube nozzle. Nevertheless, it may be incorrect 
to believe that carbon dioxide freestreams generated in any expansion tube will be at thermochemical 
equilibrium. For example, Hollis and Prabhu [90] showed that the 8.5 MJ/kg carbon dioxide 
freestream generated in the HYPULSE expansion tube is possibly also frozen at an excited 
thermochemical state. 
 
Figure 3.7. Comparison of measured and predicted shock locations for reflected shock tube freestream 
conditions with different densities but the same enthalpy [53]. 
The degree of thermochemical excitation in the freestream is believed to be dependent on the flow 
density and the time for expansion involved in generating the freestream [53] [90] [91]. The severity 
of the freezing increases with decreasing density. In addition, the degree of the freezing is most severe 
when the flow is generated in a reflected shock tube as the flow is expanded in a very short duration 
of time. However, it is possible to obtain equilibrium freestream conditions in reflected shock tubes 
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if the freestream density is relatively high, in the order of 10-2 kg/m3 [90] [91]. Likewise, very low 
density equilibrium conditions can be produced in very long expansion tubes such as the LENS XX 
facility due to the long time for expansion involved for the test gas. The freestream conditions 
concerned in the current work have very low density and the length of the X2 expansion tube is much 
shorter than the length of LENS XX. Hence, work was conducted to investigate the possibility of 
freestream excitation in the conditions generated for this thesis. This work is presented in section 
3.4.4 as well as section 5.3. 
3.4.2 PITOT Code 
The PITOT code [85] is a tool which is used to produce an estimate of the expansion tube test 
conditions and it is similar to the CHEETah code [92] used to characterize the LENS XX expansion 
tube conditions. The PITOT code is a zero dimensional code which solves for the flow properties of 
the driver, test and accelerator gas at different states during the process of producing the hypervelocity 
test flow in the expansion tube. The PITOT code simulates the expansion tube processes by using 
isentropic expansion and compressible flow relations at the equilibrium and perfect gas limits. Since 
the PITOT code is a state to state code, it determines the final property of the test gas at the nozzle 
exit by calculating for each state of the test gas as it evolves from its initial fill state. Using the 
measured primary shock speed, secondary shock speed, acceleration tube wall pressure, freestream 
conehead pressure and freestream pitot pressure, the PITOT code will provide an estimate of the 
freestream properties.  
 
Figure 3.8. Estimate of the hold time of the secondary diaphragm rupturing process. 
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To estimate the freestream test condition, the PITOT code first estimates the properties of the shock 
processed test gas using the measured primary shock velocity. Since we are able to measure the 
velocity of the primary shock, the pressure and temperature of the test gas in the shock tube is 
regarded as being equal to that behind the shock. This is always calculated using thermochemical 
equilibrium analysis due to the high pressures and low velocities involved. Determining the velocity 
of the shock processed test gas in the shock tube is less trivial. As the shock tube properties in these 
cold driver conditions are relatively low density, the Mirels’ effect [93] is important. The Mirels’ 
effect describes the mass entrainment of the core flow by the boundary layer, which occurs behind 
shock waves propagating in tubes. In the current work, the Mirels’ effect acts to increase the velocity 
of the test gas to that of the shock wave in the asymptotic limit. 
Additionally, it was discovered that a fully reflected shock forms at the primary diaphragm. As 
discussed by Bakos and Morgan [94], even extremely thin secondary diaphragms have a significant 
opening time resulting in the creation of a reflected shock, the strength of which depends on the 
opening time of the diaphragm. This opening time was determined by observing the temporal 
displacement of the path of the shock wave. This is shown as an x-t diagram on Figure 3.8. The blue 
line represents the path of the shock wave assuming the diaphragm opens instantaneously. The gray 
points represent the measured arrival times of the shock wave at various locations. The secondary 
diaphragm used for all the conditions in this work is a sheet of 12 µm thick aluminum foil. Analysis 
of multiple runs showed that the diaphragm opening time of the 2.8 km/s condition was about 200 µs 
while the opening time of the 3.4 km/s and 4.0 km/s condition was about 150 µs. These opening times 
would create a fully reflected shock. Thus, the test gas state after being processed by the fully reflected 
shock needs to be calculated. This is done by solving for the stagnated post shock condition in the lab 
reference frame. The calculation of the test gas state after the reflected shock is done assuming 
thermochemical equilibrium; this is a widely used assumption in reflected shock tubes [95]. The 
stagnated condition is fundamentally dependent on the measured primary shock velocity and shock 
tube fill pressure. This stagnated state is the final state of the test gas in the shock tube, before its 
expansion into the acceleration tube. Hence, it is used as the input for the unsteady expansion into the 
acceleration tube.  
Along with the measured wall pressure and shock wave velocity in the acceleration tube, the test gas 
state at the inlet of the acceleration tube is used to predict the test gas properties at the nozzle inlet. 
Assuming an unsteady isentropic expansion to a known pressure, the flow properties of the unsteadily 
expanded test gas in the acceleration tube can be calculated. In the PITOT code, the isentropic 
expansion to a certain pressure is controlled by an expansion factor. CFD simulations, discussed 
further in the next section, revealed that, for the conditions in the current work, the acceleration tube 
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wall pressure is approximately equal to the core flow static pressure. Hence, the expansion factor in 
the PITOT code is tuned such that the test gas pressure in the acceleration tube, as predicted by the 
isentropic expansion, matches with the measured wall pressure. Since the isentropic expansion is 
expanded to the measured wall pressure, the resulting estimate of the test gas velocity and temperature 
in the acceleration tube is, consequently, believed to be a good estimate of the true value. However, 
the accuracy of this estimate is highly dependent on the validity of the isentropic assumption for the 
unsteady expansion. Given that the velocity of the test gas in the acceleration tube is limited by the 
measured velocity of the shock wave and the theoretical velocity behind the shock wave, a check can 
be made with regards to the physical validity of the estimated test gas velocity. 
Table 3.2. Shock processed test gas states in the shock tube from thermochemical equilibrium analysis. 
Condition Measured Shock Velocity (
𝒎
𝒔
) State P (𝑷𝒂) T (K) V (
𝒎
𝒔
) M 𝝆 (
𝒌𝒈
𝒎𝟑
) 
2.8 km/s - x2s2906 1590 ± 10 
s2 24400 1380 1580 2.88 0.0936 
s2r 299000 2360 0 0 0.654 
3.4 km/s - x2s2905 1940 ± 10 
s2 36400 1800 1930 3.09 0.106 
s2r 490000 2750 0 0 0.863 
4.0 km/s - x2s2904 1985 ± 10 
s2 38500 1860 1980 3.13 0.108 
s2r 526000 2810 0 0 0.899 
 
The estimated conditions in the acceleration tube are then used as the input for a steady isentropic 
expansion which simulates the nozzle expansion process. In the PITOT code, the isentropic expansion 
is performed using a variable area ratio. This area ratio is tuned such that the estimated nozzle exit 
condition matches the radially averaged conehead pressure measured during the test time in the core 
flow. A unique solution exists for the area ratio to obtain a match with the averaged conical pitot 
probe measurements. The results of the isentropic expansion calculation through the nozzle are then 
used to estimate the freestream state of the test gas. Since the PITOT code estimate of the freestream 
condition is based on tuning to the measured conical pitot pressure, a comparison with the measured 
flathead pitot pressure will give an independent check of the accuracy of the estimated freestream 
condition. This is an independent check because different conical probe pressures can be obtained at 
the same pitot pressure, and vice versa. The conditions in the current work yielded excellent 
agreement, within 10%, between the flathead pitot probe measurement and the calculated pitot 
pressure using the estimated freestream conditions. Hence, it is believed that this PITOT code method 
provides a good estimate of the test condition properties. A summary of the method employed to 
estimate the test conditions using the PITOT code is provided in Figure 3.9. 
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Figure 3.9. Flow diagram of the method utilized to estimate the test conditions using the PITOT code. 
The particular pitot survey shots x2s2906 (2.8 km/s), x2s2905 (3.4 km/s) and x2s2904 (4.0 km/s) are 
used for the subsequent analyses in characterizing the freestreams. The estimated test gas condition 
in the shock tube for these particular shots are presented in Table 3.2. State ‘s2’ refers to the test gas 
state after being shock processed by the primary shock. State ‘s2r’ refers to the test gas state after 
being shock processed by the reflected shock. The estimated test gas condition, after the unsteady 
expansion, in the acceleration tube is presented in Table 3.3. Finally, the nozzle exit conditions for 
these shots are presented in Table 3.4. The measured shock speeds presented were calculated from 
the time of flight between two pressure transducers. The shock speeds in the shock tube were 
calculated from the pressure transducers SD2 and SD3, which are located near the end of the shock 
tube, while the shock speeds in the acceleration tube were calculated from AT4 and AT6, which are 
located near the end of the acceleration tube, as shown in Figure 3.1. The uncertainties associated 
with the measured shock speeds presented in Table 3.2 and Table 3.3 include errors from distance 
uncertainties associated with the location and size of each sensor, uncertainty of when (time) the 
shock arrives at the sensors and the sampling rate error of the data acquisition system. The 
uncertainties associated with the measured pitot pressures presented in Table 3.4 are based on the 
noise of the experimental data. More information on the uncertainties of shock speed and pressure 
measurements in the X2 expansion tube can be found in reference [83]. 
The measured primary shock speeds of 1580, 1930, and 1985 m/s for the 2.8, 3.4 and 4.0 km/s 
conditions are used to calculate the shock processed test gas conditions in the shock tube shown in 
Table 3.2. The isentropic unsteady expansion of the shock processed test gas into the acceleration 
tube is tuned to expand to the measured wall pressures of approximately 2500, 2600 and 960 Pa for 
the 2.8, 3.4 and 4.0 km/s conditions respectively to estimate the test gas properties in the acceleration 
tube shown on Table 3.3. The isentropic steady expansion of the test gas through the nozzle is tuned, 
through the nozzle area ratio, to expand to the measured conehead pitot pressures of approximately 
1350, 1510 and 840 Pa for the 2.8, 3.4 and 4.0 km/s conditions respectively to estimate the test gas 
properties at the nozzle exit shown on Table 3.4. These conehead pitot pressures used for the tuned 
solution represents the average pressure measured across a 144 mm diameter at the nozzle exit.  
Shock speed 
measurement 
in shock tube.
PITOT code solver – Normal 
shock, thermochemical 
equilibrium
Inflow to 
acceleration 
tube.
Measured acceleration tube wall 
pressure & PITOT code solver –
Thermochemical equilibrium or 
perfect gas, isentropic expansion
Inflow to 
nozzle
Measured nozzle exit pitot 
pressures & PITOT code solver –
Thermochemical equilibrium or 
perfect gas, isentropic expansion
Nozzle exit condition / 
Experimental test 
condition
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Table 3.3. Test gas properties calculated by PITOT in the acceleration tube (nozzle inlet) after 
unsteady expansion. 
Condition Measured Shock Velocity (
𝒎
𝒔
) Analysis P (𝑷𝒂) T (K) v (
𝒎
𝒔
) M 𝝆 (
𝒌𝒈
𝒎𝟑
) 
2.8 km/s - x2s2906 2880 ± 20 
Perfect Gas 2510 1450 2710 4.8 0.0089 
Equilibrium 2510 1360 2660 4.8 0.0096 
3.4 km/s - x2s2905 3570 ± 20 
Perfect Gas 2620 1660 3300 5.3 0.0076 
Equilibrium 2620 1800 3310  5.3  0.0077 
4.0 km/s - x2s2904 4060 ± 30 
Perfect Gas 958 1530 3940 6.6 0.0030 
Equilibrium 956 1670 3950 6.5 0.0030 
 
Table 3.4. Equilibrium and calorically perfect gas freestream estimates (nozzle exit) from PITOT. 
Condition 
Measured Flathead 
Pressure (kPa) 
Analysis 
PPITOT 
(kPa) 
P 
(𝑷𝒂) 
T 
(K) 
V 
(
𝒎
𝒔
) 
M 
𝑪𝑶𝟐 Mole 
Fraction 
2.8 km/s 13.2 ± 2.9 
Perfect Gas 12.1 355 1190 2870 5.7 0.92 
Equilibrium 12.7 323 1010 2800 5.9 1.00 
3.4 km/s 14.5 ± 1.4 
Perfect Gas 14.6 360 1370 3480 6.2 0.76 
Equilibrium 14.5 341 1400 3490 6.3 1.00 
4.0 km/s 9.2 ± 0.9 
Perfect Gas 8.9 150 1280 4070 7.5 0.73 
Equilibrium 9.1 139 1300 4090 7.6 1.00 
 
The freestream estimates were calculated with both the frozen and equilibrium limits using the PITOT 
code. The frozen estimate of the freestream was calculated based on freezing the thermochemical 
state of the test gas at the stagnated state in the shock tube by assuming a calorically perfect gas for 
the expansions. The equilibrium limit was calculated based on equilibrium calculations of each state 
of the test gas as it travels through the expansion tube. The starting point for both the equilibrium and 
perfect gas calculations is the condition behind the reflected shock in the shock tube, s2r, on Table 
3.2. The result on Table 3.4 shows that while the freestream solution is tuned to match the measured 
conical pitot pressure, the estimated pitot pressure matched well with the measured pitot pressure 
(measured at a radial offset of 18 mm from the nozzle centreline) for both the equilibrium and perfect 
gas calculations. Furthermore, the frozen and equilibrium bounds of the tuned solutions are not 
significantly large for the estimated macroscopic flow properties of pressure, temperature, velocity 
and the Mach. The bounds for the 3.4 km/s and 4.0 km/s conditions are particularly small, while the 
2.8 km/s condition showed a slightly larger bound. It can be inferred from the results that any 
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thermochemical non-equilibrium involved would not have had too great of an effect on the 
macroscopic flow properties when using PITOT to estimate the freestream condition. This is a 
positive result as, consequently, it allows the thermochemical state of the freestream to be estimated 
separately from the macroscopic state. As shown on Table 3.4, a large bound exists for the vibrational 
and chemical state of the freestream. As mentioned in section 3.4.1, it is unclear if these conditions 
will be in thermochemical equilibrium at the nozzle exit. Therefore, work is carried out in section 
3.4.4 to determine the thermochemical state of the freestreams, which is important for the correct 
interpretation of experimental results [96]. 
3.4.3 CFD 
To supplement the inflow predictions made using the PITOT code method, further work is done to 
help characterize the freestream by performing transient two-dimensional axisymmetric CFD 
simulations of the expansion tube after the rupture of the secondary diaphragm. The simulation is 
done using the Eilmer3 code [97], which is the in-house CFD code and it is a finite-volume Navier-
Stokes flow solver for structured grids. The expansion tube simulation domain is shown in Figure 
3.10. The stagnated test gas condition in the shock tube, shown in Table 3.2, is used as the constant 
inflow for the CFD simulation. The initial fill condition in the simulation domain is air at 40, 30 and 
10 Pa for the 2.8, 3.4 and 4.0 km/s condition respectively. The simulation includes viscosity and 
turbulence. The simulation is conducted using both perfect gas and thermochemical equilibrium for 
the carbon dioxide test gas to obtain a bound for the possible solution. Thermochemical equilibrium 
is also used for the air which is initially filled in the domain. The turbulence model used is the 
Baldwin-Lomax model. The simulation was conducted with a CFL number of 0.3. Boundary layer 
clustering is done but no clustering is done in the axial direction. In the acceleration tube and nozzle, 
there are 81 elements in the radial direction and 8813 elements in the axial direction. In the 
acceleration tube, the axial grid spacing is 1 mm and the radial maximum and minimum grid spacing 
is 0.9 mm and 0.15 mm respectively. In the nozzle, the axial grid spacing is 0.4 mm. At the nozzle 
exit, the radial maximum and minimum grid spacing is 2.1 mm and 0.37 mm respectively. The flow 
in the shock tube is not simulated as it is believed to be well defined from the thermochemical 
equilibrium PITOT code estimates [98]. This is because the viscous influences in the shock tube are 
considered negligible due to the high pressure. Viscous effects are important only starting from the 
acceleration tube where pressures are lower. Therefore only flow beyond the shock tube is simulated. 
The same pitot survey shots in section 3.4.2, x2s2906 (2.8 km/s), x2s2905 (3.4 km/s) and x2s2904 
(4.0 km/s), are analyzed.  
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Figure 3.10. The CFD simulation domain. All blocks are divided in the x direction. 
The computed test gas properties at the nozzle exit are shown in Table 3.5. These properties are 
extracted at the tube centreline. It is interesting to examine the differences in flow properties between 
the thermochemical equilibrium solution and the perfect gas solution. The freestream pressure does 
not change much between the equilibrium and perfect gas solutions. However, the freestream 
temperature differs significantly. The perfect gas solution computes a temperature that is significantly 
lower than that from the equilibrium calculations. This is because the perfect gas calculation does not 
account for the energy transfer from the thermal and chemical modes which would occur during the 
thermochemical equilibrium expansion. Thus, in the perfect gas solution, the thermal and chemical 
modes are frozen, and excess energy is not transferred to the translational mode. This is a well 
understood result in the context of expanding flows. Another observation from Table 3.5 is that the 
freestream velocity differs significantly between the perfect gas and equilibrium solutions. The result 
shows that assuming perfect gas produces a lower velocity compared to that assuming 
thermochemical equilibrium. This is consistent with the findings of Meyers et al. [91] who showed 
that thermochemical freezing in expanding flows decreases the flow velocity. Furthermore, 
thermochemical freezing in the expanding flow is seen to increase pitot pressure at the nozzle exit by 
around 20 – 40 % for the current conditions. As the nozzle exit static pressures are similar between 
the frozen and equilibrium cases, this increase in pitot pressure seems to be due to the increase in 
Mach number with freezing, which itself is due to the decrease in temperature with freezing. 
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Table 3.5. Nozzle exit properties during the steady test time from CFD. The flathead pitot pressure is 
taken at a radial distance of 18 mm from the centerline. The conical pitot pressure is the average 
pressure measured across a 144 mm diameter. PG means perfect gas and EQ means thermochemical 
equilibrium. 
Condition 
Measured 
Conehead / 
 Flathead 
Pressure (kPa) 
Analysis 
Conical / Pitot 
Pressure (kPa) 
P 
(𝑷𝒂) 
T 
(K) 
v (
𝒎
𝒔
) M 
𝑪𝑶𝟐 Mole 
Fraction 
2.8 km/s 
1.4 ± 0.3 / 
 13.2 ± 2.9 
PG 1.3 / 12.8 304 623 2390 6.2 0.92 
EQ 1.2 / 10.9 309 1150 2760 5.5 1.00 
3.4 km/s 
1.5 ± 0.2 / 
 14.5 ± 1.4 
PG 1.7 / 18.4 355 625 2820 6.9 0.76 
EQ 1.5 / 14.3 383 1600 3350 5.7 1.00 
4.0 km/s 
0.8 ± 0.1 / 
 9.2 ± 0.9 
PG 0.7 / 8.4 90.0 450 3240 9.3 0.73 
EQ 0.5 / 5.5 97.4 1410 3890 7.0 1.00 
 
Table 3.6. Operating condition properties at the acceleration tube exit/nozzle inlet from CFD.  
Condition 
Measured Shock 
Speed (
𝒎
𝒔
) 
Measured Wall 
Pressure (kPa) 
Analysis 
Shock 
Speed (
𝒎
𝒔
) 
Wall Pressure (kPa) 
2.8 km/s - 
x2s2906 
2880 ± 20 2.5 ± 0.3 
Perfect Gas 2270 2.2 
Equilibrium 2440 2.6 
3.4 km/s - 
x2s2905 
3570 ± 20 2.6 ± 0.3 
Perfect Gas 2650 2.2 
Equilibrium 2970 2.6 
4.0 km/s - 
x2s2904 
4060 ± 30 1.0 ± 0.1 
Perfect Gas 2980 0.95 
Equilibrium 3370 1.24 
 
To assess the validity of the CFD solutions it is necessary to compare the measured operating 
condition properties, namely the nozzle exit pitot pressure, secondary shock speed and wall pressure 
in the acceleration tube, to the equilibrium and perfect gas bounds of the computed values. From 
Table 3.5 and Table 3.6, the perfect gas and equilibrium bounds of the computed pitot pressure and 
acceleration tube wall pressure roughly contains the measured values. However, as shown in Table 
3.6, the computed perfect gas and equilibrium bounds of the shock speeds do not contain the measured 
values. The shock speeds from both CFD and experiments were calculated from the time of flight 
between the location of AT4 and AT6 shown in Figure 3.1. The computed shock speeds differ from 
the measured values by at least 15 - 25 %. This is not expected as the Eilmer3 CFD code has been 
shown to produce solutions that have a good match, better than 3%, with the measured secondary 
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shock speeds [99] [100] [101] [102] [103]. Additionally, the more surprising aspect is that the CFD 
under-estimates the shock speed. The same simulations performed in one-dimension using the L1d 
code also showed this observation. The substantial under-prediction of the shock speeds by CFD is a 
surprising result, as CFD is well known to over-estimate the shock speeds. 
 
Figure 3.11. Measured and computed shock speeds at various locations along the acceleration tube. 
The vertical dashed line marks the end of the acceleration tube (nozzle inlet). 
The measured shock speeds at other locations along the acceleration tube were compared to the two-
dimensional axisymmetric CFD computations as well, and the results are presented in Figure 3.11. 
The vertical error bars represent the uncertainties of the shock speed measurements, while the 
horizontal error bars show the region between two points (locations of pressure transducers) used to 
calculate the shock speeds from time of flight. The results show that, in general, CFD over-estimates 
the shock speeds at all locations along the tube. The exception is the 4.0 km/s condition where the 
equilibrium CFD marginally over-predicts the shock speed near the acceleration tube inlet. The best 
agreement between the CFD prediction and measurement is observed near the inlet of the acceleration 
tube. Interestingly, the CFD shock speed decreases along the tube while the experimental shock speed 
increases along the tube, resulting in the large disagreement in shock speed near the end of the 
acceleration tube. The decrease in shock speed along the tube, shown in the CFD, is caused by 
viscosity. The cause of the increase in shock speed along the tube, shown in the experiments, is 
unclear. For the 2.8 km/s and 3.4 km/s condition, the experimental shock speed increases up to a 
certain point, while for the 4.0 km/s condition, the experimental shock speed seems to increase 
through the entire length of the tube. For all conditions, the experimental results show no shock speed 
attenuation. These behaviours have been confirmed through numerous repeated runs. The 
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acceleration behaviour of the experimental shock waves could be related to the complex influences 
of the secondary diaphragm rupture (not simulated in CFD) [104]. 
The cause of the general under-estimate of shock speed by the CFD in the current work is unknown. 
The inlet condition for the simulation is the fully reflected shock condition in Table 3.2 calculated 
based on the shock tube fill pressure and measured primary shock speed. This fully reflected shock 
inlet condition results in the upper bound of the secondary shock speed. Consequently, the 
acceleration tube inlet condition required to generate the correct shock speed in the simulation would 
not be physically consistent with the shock tube fill pressure and measured primary shock speed. 
Therefore the incorrect simulated shock speed is likely not due to an incorrect inlet condition. The 
shock speed discrepancy might be due to reasons relating to simulating relatively low enthalpy and 
low pressure carbon dioxide conditions in the expansion tube. The previous CFD simulations of the 
expansion tube are for higher enthalpy conditions where the secondary shock speed range from 5 – 
10 km/s, or high pressure conditions where the freestream pitot pressure is greater than 1 MPa. Hence, 
the results in this work indicate that further investigations are required in order to better model low 
enthalpy and low pressure carbon dioxide test conditions in the expansion tube using CFD.  
Interestingly, good agreement of the acceleration tube wall pressure traces were found between 
experiment and CFD, even though the shock speeds in the acceleration tube differed significantly 
between experiment and CFD. The acceleration tube wall pressure traces are presented in Figure 3.12 
for pressure transducers AT4 and AT6, which are located near the end of the tube. The results show 
that the equilibrium CFD computes the acceleration tube wall pressure traces particularly well for the 
2.8 km/s and 3.4 km/s conditions, while the perfect gas and equilibrium CFD simulations bound the 
experimental traces for the 4.0 km/s condition. Note that, as various upstream processes are not 
simulated due to the constant inlet condition, CFD does not predict the correct termination of test 
flow, as shown in Figure 3.12. 
Due to the significant discrepancy in the shock speed, the freestream (nozzle exit) properties 
estimated by CFD are concluded as unreliable. The freestream estimate made by PITOT is believed 
to be the better representation of the actual freestream because it is tuned to match the measured 
operation condition properties. Therefore, subsequent interpretations of experimental results were 
carried out using the PITOT code estimates. 
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Figure 3.12. Comparison of acceleration tube wall pressure traces between experiment and CFD. 
3.4.4 Shock Wave Comparison 
As mentioned in section 3.4.1, it is not clear if the carbon dioxide freestream in this project is at 
thermochemical equilibrium or frozen at an excited state. To investigate the thermochemical state of 
the freestream in the current work, a shock wave comparison is conducted for the estimated 
freestream conditions in the present work. Maclean and Holden [51] believe that a comparison of the 
measured shock wave of the test model against the computed shock wave of the test model using 
CFD with estimated equilibrium inflow properties is believed to be a good indicator of whether or 
not there is freezing of the vibrational and chemical energy modes in the freestream. This is because 
having excess energy stored in the thermochemical modes increases the shock standoff. Although 
CFD has been shown in the previous section to be incapable of describing transient CO2 flow in an 
expansion tube, CFD simulations using the two-temperature model has been shown to be capable of 
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predicting the steady state CO2 shock wave location closely for similar inflow conditions [52] [89] 
[53] [105]. Therefore, a mismatch in shock wave location would likely be due to an incorrectly 
defined inflow condition rather than errors relating to the numerical modelling of the shock layer. 
             
Figure 3.13. Shock wave comparison between experiment and simulation results. 
For this study, the freestream estimates from the PITOT code in Table 3.4 are used because the CFD 
results presented in the previous section are shown to be incorrect due to the inconsistency with 
experimental shock speed measurements. The CFD of the flow over the wedge was conducted using 
the Eilmer3 code [97] in a two-dimensional domain. A detailed description of the two-dimensional 
wedge simulation domain is presented in section 6.6. A two-temperature simulation was carried out 
using the finite rate chemistry model presented by Cruden et al. [44] for low enthalpy carbon dioxide 
mixtures. The Landau-Teller model [106] is used to model the V-T exchange using the vibrational 
relaxation times, 𝜏𝑣, provided by Park et al. [107]. This thermochemical model is discussed in further 
detail in section 6.3. Experimental measurements of the shock wave location are done by taking high-
speed schlieren videos for the 2.8 and 3.4 km/s condition. For the 4.0 km/s condition, the shock wave 
location is measured using high-speed videos of the flow luminosity as it is sufficiently strong to 
allow the visualization of the location of the shock wave. In the high speed videos, images are taken 
every 8 µs and the exposure time for each image is 4 µs. The measured location of the shock wave 
remains approximately constant during the steady test time which is discussed further in section 3.6.1.  
In Figure 3.13, numerically estimated shock waves using both the equilibrium and perfect gas 
estimates of the freestream conditions, shown in Table 3.4, are compared to the measured shock wave 
location during the test time. The measured shock wave is clearly further away from the test model 
than that calculated using the equilibrium inflow condition. This discrepancy is likely too large to be 
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attributed to the numerical modelling of the wedge flowfield. On the other hand, Figure 3.13 shows 
that the frozen freestream estimate gives a good match for the shock wave. The frozen inflow gives 
such a good match with the measured shock waves that the blue line entirely covers the measured 
shock waves in the schlieren images. Consequently, the result may indicate that the freestream in the 
experiment is frozen at an excited thermochemical state.  
Table 3.7. Survey of low and medium velocity carbon dioxide conditions in expansion tubes.  
Facility 
Expansion 
length (m) 
v (
𝒎
𝒔
) 
Expansion 
time (ms) 
𝝆 (
𝒌𝒈
𝒎𝟑
) 
Shock wave 
match 
References 
University of Illinois 
HET 
3.96 3050 1.3 0.0144 Yes [90] [108] 
CUBRC LENS XX 
Condition 1 
33.9 
3880 8.7 0.0018 Yes [101] 
CUBRC LENS XX 
Condition 2 
4780 7.1 0.0008 Yes [101] 
GASL HYPULSE 14.1 4770 3.0 0.0058 No 
[90] [109] 
[110] 
X2 – 2.8 km/s 
6.53 
2800 2.3 0.0017 No Present work 
X2 – 3.4 km/s 3490 1.9 0.0013 No Present work 
X2 – 4.0 km/s 4090 1.6 0.0006 No Present work 
 
It is interesting to compare the result of the shock wave comparison for the conditions in the current 
work with results for similar carbon dioxide conditions generated in other expansion tubes around 
the world. The comparison is presented in Table 3.7. The expansion length is defined as the distance 
from the secondary diaphragm to the test section. The density value is the estimated density of the 
flow at the test section. The expansion time value is approximated by dividing the expansion length 
by the estimated freestream velocity. This comparison is carried out to assess if the result of the shock 
wave comparison in the current work is consistent with the results from previous works for the belief 
that the shock wave mismatch is due to thermochemical excitation in the freestream.  
The HET condition was used by Sharma et al. [111] [108] to study the shock standoff and surface 
heat transfer of various diameter sphere models and a scaled MSL model at various angles of attack. 
Sharma et al. showed an excellent agreement for the shock wave comparison between the 
experimental and numerical results calculated assuming an equilibrium inflow. Hence, it is believed 
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that the freestream condition is in equilibrium. So even though the HET is shorter than X2, the 
condition generated is in equilibrium, probably because the density involved in their work is an order 
of magnitude higher than that concerned in the current work. This higher density in the HET condition 
could make it less susceptible to freezing. The conditions generated in LENS XX by Maclean et al. 
[53] were used to study the surface heat transfer, surface pressure and shock standoff on a 7-in 
diameter spherical capsule model. Excellent agreement of the shock wave location was seen in the 
numerical to experimental comparison using an equilibrium inflow. Hence, the freestream condition 
was also believed to be equilibrated. The LENS XX generates an equilibrium freestream at a similar 
density as that concerned in this work. This could be because the LENS XX is much longer than X2. 
This results in a longer expansion time which promotes thermochemical equilibration. The condition 
generated in HYPULSE by Hollis and Perkins [109] was used to study the surface heat transfer on a 
70º sphere cone Mars entry aeroshell model. Schlieren images were taken during the experiments. 
Using the schlieren images, Hollis and Prabhu [90] compared the measured shock wave location to 
that calculated numerically using an equilibrium inflow. A poor agreement was observed, with the 
measured shock standoff distance being twice as large as that calculated numerically. This likely 
shows that the freestream condition had excess thermochemical energy. The HYPULSE is not 
significantly longer than X2 and the HYPULSE condition does not have a significantly higher density 
than the X2 conditions in the current work.  
Table 3.8. The best estimate of the freestream (nozzle exit) conditions. The uncertainties were 
estimated from the variation and uncertainties of the measured properties of each operating condition. 
Condition P (𝑷𝒂) T (K) TV (K) V (
𝒎
𝒔
) M 
Mole Fraction  
CO2 / CO / O2 / O 
CO2 Number 
Density (cm-3) 
2.8 km/s 
355 ± 
70 
1190 ± 
90 
2350 ± 
80 
2870 ± 
140 
5.7 ± 
0.3 
(0.92 ± 0.02) / 0.054 / 
0.0267 / 0.0 
(2.0 ± 0.4) x 1016 
3.4 km/s 
360 ± 
40 
1370 ± 
90 
2750 ± 
80 
3480 ± 
140 
6.2 ± 
0.3 
(0.76 ± 0.04) / 0.158 / 
0.076 / 0.006 
(1.4 ± 0.2) x 1016 
4.0 km/s 
150 ± 
30 
1280 ± 
100 
2810 ± 
80 
4070 ± 
150 
7.5 ± 
0.4 
(0.73 ± 0.04) / 0.18 / 
0.083 / 0.007 
(6.2 ± 1.3) x 1015 
 
In the context of investigating the shock wave mismatch due to the possible thermochemical 
excitation in the inflow, the results of the shock wave comparison in the current work seems to be 
consistent with the results from previous works. As discussed by Maclean and Holden, using the 
expansion tube does help to prevent freezing in the freestream [51], however, it does not guarantee 
an equilibrium freestream. It could still depend on the length of the expansion tube as well as the 
density of the flow.  
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As the perfect gas estimated inflows provide the best match to shock wave location, these estimates 
will be considered the best estimates of the freestream flow properties produced using the PITOT 
code. These perfect gas estimated inflow conditions are summarized in Table 3.8 along with the 
estimated uncertainties. The PITOT code was used to generate these uncertainties, which represent 
the bounds of the estimated test conditions, based on the possible variation of the shock speed and 
pressure measurements when considering the shot-to-shot variations and uncertainties of the 
measurements [83]. The result showed that static pressure (and density) was the most sensitive and 
uncertain freestream parameter with variations of around 10 – 20 % in all cases. On the other hand, 
velocity was shown to be the least sensitive parameter with variations of less than 5 % in all cases.  
As mentioned in section 3.4.1, no detailed study has been done to confirm that the discrepancy in the 
shock standoff is indeed due to excess thermochemical excitation in the freestream. It is also possible 
that the mismatch in the location of the shock wave is caused by incorrect estimates of the other flow 
properties. This is because the mismatch of the shock wave location between the measurement and 
that calculated from the equilibrium inflow is not as significant as the mismatch encountered by 
Maclean and Holden [51] shown in Figure 3.6. Hence, there is still uncertainty in regards to the actual 
condition of the experimental inflows. Therefore, further characterization of the inflow conditions 
are presented in sections 5.3 and 5.5 with the aid of spectroscopic measurements. 
3.5 Similarities of Experiments to Flight 
To show that the conditions of our experimental measurements have similarities to flight, it is 
important to map regions in the flowfield in the experiment to regions in the flowfield around an entry 
vehicle in flight. This is done by identifying regions in the flowfield around an entry vehicle that have 
the same carbon dioxide number density and temperature as that in equivalent locations in the 
experimental flowfield. The carbon dioxide number density and temperature are chosen as the 
properties to be mapped because the mid-infrared radiation that is being investigated is most 
dependent upon these two properties. Asymmetric CFD simulations of the Mars Science Laboratory 
(MSL) using the two-temperature model, described in detail in section 6.3, were conducted using 
various freestream conditions corresponding to the MSL best-estimated trajectory (BET) [12]. Pure 
carbon dioxide was used as the flight freestream chemical composition for consistency with the 
experimental condition. This produces an approximation of the flight vehicle flowfield. Two-
dimensional simulations of the wedge model using the estimated expansion tube freestream 
conditions in Table 3.8 were computed with the same two-temperature model. This produces an 
approximation of the experimental flowfield. It is then possible to determine at which trajectory 
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points the experimental conditions are most relevant to, as well as which region of the afterbody 
flowfield the experiment simulates.  
Table 3.9. Summary of the corresponding MSL BET freestream condition for each experimental 
freestream condition. 
Experimental 
Freestream Condition 
Flight Freestream Condition 
Flowfield Similarity Region 
Properties 
Nominal Velocity Time (s) 𝑃𝑠𝑡𝑎𝑡𝑖𝑐  (𝑃𝑎) T (K) V (
𝑚
𝑠
) TV (K) 
CO2 number density 
(cm-3) 
2.8 km/s 74.0 36.6 170 4860 3600 - 3900 3.9 x 1016 - 6.3 x 1016 
3.4 km/s 69.3 22.2 169 5260 3200 - 3500 1.0 x 1016 - 1.3 x 1016 
4.0 km/s 65.1 13.1 161 5520 3400 - 3900 4.7 x 1015 - 6.4 x 1016 
 
As shown in Figure 3.14 to Figure 3.16, it is possible to identify a point on the MSL flight trajectory 
where the vibrational temperature and carbon dioxide number density in a region of the flowfield is 
approximately the same as that in a region of the experimental flowfield. The black line encloses the 
similarity regions and the results are summarized in Table 3.9. Figure 3.14 to Figure 3.16 show that 
the expanding flow generated in the experiment is simulating the temperature and CO2 number 
density in the expanding flow around the shoulder of the Mars entry vehicle, which contributes to the 
total afterbody radiative heating. As shown in Table 3.9, the 2.8, 3.4 and 4.0 km/s test conditions in 
the current work approximately simulate the 74.0 s, 69.3 s and 65.1 s points on the MSL best estimate 
trajectory respectively. Surzhikov [7] showed, through numerical simulations, that the CO2 afterbody 
radiative heating is comparable in magnitude to the corresponding afterbody convective heating on 
the MSL entry capsule at these flight trajectory points. Consequently, the afterbody radiation is 
important at these flight conditions justifying the choice of experimental conditions in this work. It is 
important to note that the region of similarity shown in this section is considered weak similarity as 
the process which produce the state of similarity is not matched exactly with flight. 
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Figure 3.14. A region in the 2.8 km/s experimental condition with the same carbon dioxide number 
density and vibrational temperature as a region in the t=74.0s flight condition. 
 
(a) CO2 number density for the wedge                               (b) CO2 number density for MSL 
 
             (c)  Vibrational temperature for the wedge                    (d) Vibrational temperature for MSL 
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Figure 3.15. A region in the 3.4 km/s experimental condition with the same carbon dioxide number 
density and vibrational temperature as a region in the t=69.3s flight condition.
 
(a) CO2 number density for the wedge                                (b) CO2 number density for MSL 
 
           (c)  Vibrational temperature for the wedge                      (d) Vibrational temperature for MSL 
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Figure 3.16. A region in the 4.0 km/s experimental condition with the same carbon dioxide number 
density and vibrational temperature as a region in the t=65.1s flight condition. 
 
(a) CO2 number density for the wedge                                  (b) CO2 number density for MSL 
 
         (c)  Vibrational temperature for the wedge                         (d) Vibrational temperature for MSL 
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3.6 Features of the Generated Freestream Conditions 
To assess the quality of the three new expansion tube conditions, it is necessary to evaluate the steady 
flow duration, shot-to-shot consistency and the size and uniformity of the core flow. The steady flow 
duration and core flow size and uniformity of the freestream can be assessed by taking pitot probe 
measurements at the nozzle exit. The shot-to-shot consistency of the conditions are assessed by 
observing the variation in the measured shock speeds, acceleration tube wall pressures and nozzle 
exit pitot pressures from multiple shots.  
3.6.1 Freestream Steady Flow Duration 
For the expansion tube conditions to be useable, there must be a duration of steadiness in the 
freestreams. This then allows for a period of steady flowfield to be generated around the test model. 
Generating a period of steadiness in the flowfield around the test model is essential for performing 
emission spectroscopy which will be used to diagnose the flowfield. Measuring the pitot pressure at 
the nozzle exit allows the steady duration to be identified. Figure 3.17 shows that the steady flow 
durations of all three conditions is more than 100 µs. The pitot traces show that the 2.8 km/s condition 
has the longest test time of 170 µs while the 3.4 km/s condition has the shortest test time of 105 µs. 
A pattern which can be observed is that the time taken for the steady flow to arrive, relative to the 
shock arrival, increases with decreasing velocity. This is consistent with intuition because the 
accelerator gas and the nozzle startup would take longer to complete at lower velocities. The most 
important feature which can be seen in Figure 3.17 is that the unsteadiness feature during the steady 
duration occurs at low frequencies. The period of the unsteadiness is in the order of tens of 
microseconds. The consequence of this is that, when taking radiation images, longer exposure times 
should be used in order to average out the unsteadiness. If the exposure time is too short, the 
unsteadiness may influence the result of the radiation measurement. 
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Figure 3.17. The top, middle and bottom graph correspond to the pitot probe traces of the 2.8, 3.4 
and 4.0 km/s condition from shot x2s2906, x2s2905 and x2s2904 respectively. High frequency noise 
has been removed using moving average. 
 
It is important to note that the actual steady test time available for imaging is the steady duration of 
the flowfield, generated by the expansion tube freestream, around the test model. This duration will 
be different from the steady duration of the freestream as determined by the pitot probes. The steady 
duration of the test model flowfield will always be less than the steady duration of the freestream due 
to the time needed for the flowfield to reach steady state. The duration of the steady flowfield of the 
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test model is determined from time resolved radiation measurements using an infrared sensor as 
shown in Figure 3.18. Determining the precise start and finish time of this steady duration is 
important. The emission spectroscopy acquires only a single frame, hence, it is very important to 
expose the spectroscopy system at the correct moment in time. An infrared sensor was used to 
measure the radiation emission at various locations in the flowfield generated around the test model. 
The sensor used for the continuous point measurement is the Mullard ORP 13. The detector is an 
intrinsic InSb photoconductive detector and it is sensitive to radiation with wavelength between 1 μm 
and 5 μm. Figure 3.18 (b) shows the measured locations in the flowfield which are marked by the red 
points. The sensor is positioned to take focused measurements along lines of sight parallel to the 
width of the test model as shown in Figure 3.18 (a). The region captured is a rectangle of size of 5.0 
mm x 1.8 mm in the flowfield. The measurement locations were selected to lie along two streamlines 
as shown in Figure 3.18 (b). On each streamline, a measurement was taken in the shock layer, the 
expansion fan center and the expansion fan back.  
      
(a)                                               (b) 
Figure 3.18. Details of the infrared sensor experiments, showing the (a) optical setup and (b) sensor 
measurement locations in mm (measurement direction is into the page).  
The traces at all the measured points for all the conditions are shown in Figure 3.19. The sensor 
measurements cannot be accurately calibrated to obtain absolute spectral radiance, therefore the 
results are presented using the raw data in volts. From these traces, it is possible to determine the 
duration of time in which the flowfield remains steady. This duration, for all the measured locations 
in the flowfield, is summarized in Table 3.10. Consistent with the pitot pressure traces, the result 
shows that the 2.8 km/s condition has the longest steady duration of 118 µs, whereas the 3.4 km/s has 
the shortest steady duration of 53 µs. For all conditions, the measured steady duration of the flowfield 
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is greater than 50 µs and this is sufficient to obtain emission spectroscopy data with good signal to 
noise ratio. The window of steady test time found from the radiation traces lies within the window of 
steady test time found from the pitot traces as expected. In Table 3.10, comparison of when the steady 
duration begins shows that the start of the test time in the flowfield occurs about 10-50 μs after the 
start of the test time of the freestream. This shows that the steady flowfield around the model takes a 
finite time to develop. The information in Table 3.10 is used to select the moment of exposure and 
the exposure time when performing the radiation measurements in chapter 4. 
  
  
   
Figure 3.19. Infrared sensor traces at various points in the flow around the test model at different 
freestream conditions. The dotted vertical black lines on each graph mark the region of steady flow. 
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Table 3.10. Summary of steady duration times in µs. Time is given relative to shock arrival. 
Condition 
Freestream (Pitot probe) 
Streamline 
Flowfield (Infrared sensor) 
Start  Finish Duration Start Finish Duration 
2.8 km/s 215 385 170 
Bottom 262 376 114 
Top 238 356 118 
3.4 km/s 120 225 105 
Bottom 140 193 53 
Top 163 224 61 
4.0 km/s 58 198 140 
Bottom 75 185 110 
Top 90 165 75 
 
3.6.2 Repeatability 
Using the cold driver, due to the spontaneous nature of the rupture of the primary diaphragm when 
the nominal rupture pressure is reached, it is important to investigate the repeatability of the expansion 
tube conditions. To do this, the measured operating condition properties – primary and secondary 
shock speed, acceleration tube wall pressure and nozzle exit conehead and pitot pressure – from 
numerous shots for each condition are assessed. The result is summarized in Table 3.11 showing the 
average and the bounds of the measured values which cover the uncertainty of each individual 
measurement. The shock speed measurements and acceleration tube wall pressure measurements 
summarized on Table 3.11 correspond to the average from around 50 shots for each condition. The 
pitot probes measurements correspond to the average from about 25 shots for each condition. The 
pitot pressures, both conehead and flathead, are taken at the same consistent location, which is at 
approximately 40 mm in the radial direction from the centreline of the nozzle. From Table 3.11, the 
measured data for various operating condition properties showed reasonable repeatability for all three 
test conditions. 
Table 3.11. Summary of the consistency of the measured operating condition properties. The 
presented uncertainty corresponds to the scatter of the measurements. 
 2.8 km/s 3.4 km/s 4.0 km/s 
Primary Shock Velocity / m/s 1630 ± 60 1990 ± 70 
Secondary Shock Velocity / m/s 2850 ± 130  3610 ± 90 3950 ± 130 
Acceleration Tube Wall Pressure / kPa 2.3 ± 0.3 2.6 ± 0.3 1.2 ± 0.2 
Nozzle Exit Conehead Pressure / kPa 1.3 ± 0.2  2.1 ± 0.5 1.2 ± 0.2 
Nozzle Exit Pitot Pressure / kPa 10.8 ± 1.6 17.3 ± 1.5 14.0 ± 1.0 
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The repeatability of the condition can be judged based on the shot-to-shot variation in shock speed. 
Since the 3.4 km/s and 4.0 km/s condition both use the same driver and the same shock tube fill 
pressure, the primary shock velocity is fundamentally the same. Reasonable repeatability is seen for 
the primary and secondary shock velocity for all conditions. The percentage variations of 3 – 4% in 
the primary shock speed and 2 – 4 % in secondary shock speed is commonly seen in the other 
conditions generated in the X2 expansion tube. The result is summarized in Table 3.11 which shows 
the average shock speed and the corresponding range. Likewise, with the shock speed measurements, 
the acceleration tube wall pressure measurements can also be used to observe the repeatability of the 
expansion tube conditions. Consistent with the shock speed analysis, the acceleration tube wall 
pressure measurements shows reasonable consistency for the test conditions as well. The variation of 
the acceleration tube wall pressure is less than 15 %. Furthermore, the pitot probe pressure 
measurements at the nozzle exit is also used to assess the consistency of the conditions. The pitot 
pressure is a more sensitive variable than both the shock speed and wall pressure. Despite this, 
reasonable consistency is still observed for the measurements where the percentage variation is less 
than about 20 %. Overall, the repeatability of the measured operation condition properties for the 
conditions in this work are similar to that seen for X2 expansion tube conditions driven using the free 
piston driver. This is the case even though the driver used in this work causes operation to be less 
controllable compared to the free piston driver.  
Table 3.12. Measured operating condition properties and estimated freestream properties for pitot 
survey shots. 
 
To further study the repeatability of the conditions, freestream estimates were calculated and 
compared for multiple pitot survey shots using the PITOT code method discussed in section 3.4.2 
with perfect gas isentropic expansions. The measured operating condition properties for each of the 
pitot survey shots are shown in Table 3.12 along with the corresponding estimated freestream 
conditions calculated from these measurements. From the results, the inflow parameter with the 
Condition         2.8 km/s  3.4 km/s     4.0 km/s 
Shot Number 2896 2897 2906  2887 2890 2905  2886 2892 2904 
Primary Shock Speed (m/s) 1580 1650 1580  1930 1940 1940  2050 1990 1980 
Secondary Shock Speed (m/s) 2930 2950 2880  3570 3520 3570  3900 3960 4010 
Acc. Tube Wall Pressure (kPa) 2.20 2.40 2.50  2.53 2.70 2.60  1.05 1.26 0.96 
Conical Pitot Pressure (kPa) 1.20 1.30 1.35  1.41 1.58 1.51  0.85 1.02 0.84 
            
Freestream 𝑷𝒔𝒕𝒂𝒕𝒊𝒄 (Pa) 310 330 355  347 391 360  161 197 150 
Freestream T (K) 1170 1260 1190  1370 1380 1370  1280 1320 1280 
Freestream V (m/s) 2920 2970 2870  3480 3430 3480  4030 3910 4070 
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greatest variation is the freestream static pressure. This variation is particularly large for the 4.0 km/s 
condition where the maximum and minimum pressure is seen to differ by 31 %. The variation is 
smaller for the 2.8 km/s and 3.4 km/s condition - 14 % and 13 % respectively. The relatively large 
variations in inflow pressure, particularly for the 4.0 km/s condition, is likely because the conditions 
have very low absolute pressures. On the other hand, the temperature and velocity differ by no more 
than 10 %. However, velocity is the most sensitive freestream parameter to the flowfield radiation. 
Therefore, from Table 3.12, the inflow velocity variation of 201 m/s and 169 m/s seen in the 2.8 and 
4.0 km/s condition respectively can still cause noticeable changes to the flowfield radiation emission 
around the wedge. Further study of the shot-to-shot variation is presented in section 4.2.6. 
3.6.3 Freestream Core Flow Size and Uniformity 
The flow exiting the nozzle has a central component and a boundary layer as shown in Figure 3.20. 
Additionally, an expansion fan is generated at the nozzle exit. The core flow is defined as the region 
undisturbed by the boundary layer and the expansion fan. Hence, in the expansion tube, the size of 
the freestream is never equal to the nozzle exit diameter. The size of the core flow must be large 
enough such that the boundary layer and the expansion fan does not interact with the flowfield 
generated around the test model. The wedge model has a width of 100 mm and a height of 25 mm. 
The highest measurement above the test model is at 8.25 mm above the test model. Therefore, as an 
absolute minimum the core flow, assuming to be circular, needs to have a diameter of 106 mm in 
order to cover the test model entirely, as well as the flowfield up to 8.75 mm above the test model 
where the emission spectroscopy measurement are taken. It is, however, preferred to have some 
margin available. Furthermore, in addition to having a large enough core flow size, it is desirable that 
the flow properties remain constant radially within the core flow. 
 
Figure 3.20. Nozzle exit showing the boundary layer, expansion fan and core flow. 
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To assess the size and uniformity of the core flow at the nozzle exit, pitot probe measurements are 
taken radially along a 144 mm distance at the nozzle exit plane. Nine pitot probes are used and all 
pitot probes are equally spaced 18 mm from each other with the middle pitot centered with the 
centerline of the nozzle. The results are shown in Figure 3.21. Firstly, it can be seen that, for all 
conditions, the core flow diameter is greater than 144 mm as the boundary layer is not captured by 
any of the sensors in the pitot rake. This is considered a large core flow compared to other X2 
expansion tube conditions. This core flow size is more than enough to accommodate the 100 mm 
wide test model. However, the measurements show significant changes in the flow properties at 
different radial locations in the core flow. This non-uniformity of the core flow is particularly severe 
for the 3.4 and 4.0 km/s condition where the minimum and maximum measured pitot pressure differ 
by around 100%. The shape of the non-uniformity is similar between the 3.4 and 4.0 km/s condition 
where the pitot pressure is lowest in the center and increases away from the center. On the other hand, 
the opposite is seen in the 2.8 km/s condition where the pitot pressure is greatest near the center and 
decreases away from the center. It is unclear in what way the freestream non-uniformity would 
influence the flowfield around the test model. Nevertheless, to account for this non-uniformity, the 
tuned freestream estimate using the PITOT code is done using the average pitot pressure measured at 
various radial locations in the core flow. Tuning the freestream condition to pitot pressure 
measurements made at a single location may result in a freestream that is misleading of the actual 
freestream. This is particularly the case if the measurement is taken at the center or edge of the core 
flow. That is why the PITOT code estimated freestream properties in section 3.4.2 and 3.6.2 were 
tuned to the average conehead pressure measurement resulting in an estimate that is a better 
representation of the entire core flow.  
The cause of the non-uniformity of the core flow is unknown. The non-uniformity may be caused by 
the expansion through the contoured nozzle. The contoured nozzle was not designed for the 
conditions in the current work and contoured nozzles are particularly susceptible to produce non-
uniformities when operated off-design [112]. The reason for the core flow non-uniformity could also 
be caused by non-uniformity in the nozzle inflow. Chue et al. [113] showed that the nozzle inflow in 
expansion tubes can be non-uniform which, consequently, would cause a non-uniform nozzle exit 
condition. The results of the CFD simulations discussed in section 3.4.3 were also examined to study 
the core flow size and uniformity. Due to the inability of the simulation to compute the correct shock 
speed, however, the results are believed to be unreliable. The simulations, predicting core flow non-
uniformities of less than 15%, were unable to simulate the measured pitot pressure profile and degree 
of non-uniformity shown in Figure 3.21. 
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Figure 3.21. Conehead pitot probe measurements at the nozzle exit. The top, middle and bottom graph 
correspond to the 2.8, 3.4 and 4.0 km/s condition respectively. The error bar of each point is based on 
the noise of the experimental data. 
Another property to investigate is the location of the expansion fan head which originates at the nozzle 
exit wall corner. The location of the expansion fan head is of concern because it may significantly 
decrease the core flow size in the axial direction as shown on Figure 3.20. It is particularly important 
to locate the expansion fan head in the current experiment because measurement of the flow around 
the wedge is taken as far as 50 mm beyond the nozzle exit. The expansion fan can also extend into 
the flowfield around the test model causing erroneous results. Therefore, it should be checked that 
the expansion fan head does not come near the test model. This can be checked from CFD simulations. 
However, as mentioned before, the CFD simulation results of the expansion tube freestream 
conditions are believed to be inaccurate because the shock speeds were simulated incorrectly. 
Nevertheless, the CFD simulations results at the nozzle exit, discussed in section 3.4.3, were still used 
to give a rough approximate of the location of the expansion fan head. The radial component of the 
flow velocity was used to estimate the location of the expansion fan head. The results, from both 
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thermochemical equilibrium and perfect gas calculations, show that the expansion fan head does not 
come within 20 mm of the test model even as far as 80 mm downstream of the nozzle exit. 
3.7 Conclusion 
Three low velocity, low pressure expansion tube conditions have been developed for the purposes of 
creating carbon dioxide radiation conditions relevant to Mars entry in the X2 expansion tube. This 
included the design of a new fixed volume driver, for the expansion tube. The test time and core flow 
size of these new conditions have been assessed. The conditions were seen to produce a steady 
flowfield around the two-dimensional wedge model lasting at least 50 µs. The core flow at the nozzle 
exit was measured to be more than 144 mm in diameter which is more than enough to accommodate 
the 100 mm wide two-dimensional wedge model. Work was also done to estimate the experimental 
freestream properties created by the expansion tube. The PITOT code and CFD using the Eilmer3 
code were used to provide the freestream estimates. However, the estimate from CFD is deemed 
unreliable due to the inability of the simulation to compute shock speeds close to the measured shock 
speeds. The estimate from the PITOT code is regarded as the more accurate estimate of the freestream 
properties as it incorporates the measured operating condition properties to produce the estimate. 
Furthermore, the possibility of excess thermochemical excitation in the generated freestream is 
examined. This is done by comparing the experimentally measured shock wave of the test model to 
CFD simulated shock waves using both equilibrium and perfect gas freestream estimates computed 
using the PITOT code. The results showed that the perfect gas estimate produced a better match of 
shock wave location. This may indicate that the test condition has excess thermochemical excitation. 
Further work to investigate the degree of freestream thermochemical excitation is presented in section 
5.3. In addition, using the PITOT code estimated inflow conditions, CFD simulations showed that 
the expanding flow generated in the three expansion tube experiments simulate the expanding flow 
around the shoulder of the MSL entry vehicle at three different trajectory points. 
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4 Carbon Dioxide Radiation 
Measurements 
4.1 Introduction 
Using the expansion tube conditions discussed in the previous chapter, along with the wedge test 
model, high temperature CO2 flows are created around the test model. These flows around the test 
model are investigated by taking radiation measurements. Radiation measurements of both the 2.7 
μm band and 4.3 μm band of carbon dioxide, which are the two strongest emission bands of carbon 
dioxide [44] are discussed in this chapter. The radiation data is taken using the method of emission 
spectroscopy and filtered imaging. Emission spectroscopy measurements provides spectrally 
resolved radiation measurements in one spatial dimension, while the filtered images measures the 
band radiance in two spatial dimensions. 
To perform emission spectroscopy of the CO2 bands, a new mid-infrared spectroscopy system had to 
be assembled. A description of the newly assembled spectroscopy system, along with the calibration 
method used to obtain the absolute spectral radiance, is presented in section 4.2. To supplement the 
emission spectroscopy data, filtered images are taken for both the 2.7 μm and 4.3 μm band. The 
images are calibrated to obtain the absolute band radiance.  
Multiple experiments were performed at the same nominal condition to examine the influence of 
shot-to-shot variations. The radiation measurements are used to assess the qualitative characteristics 
of CO2 radiation. Also, the calibrated emission spectroscopy data are particularly useful for deducing 
the temperatures and CO2 number densities for detailed analyses of the high temperature CO2 flows. 
4.2 Emission Spectroscopy 
4.2.1 System Description 
A new spectroscopy system capable of performing mid-wavelength infrared spectroscopy on impulse 
facilities is assembled during the study. The layout of this new spectroscopy system is shown in 
Figure 4.1. The layout is analogous to the UV spectroscopy system used previously by Jacobs [114] 
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in X2 non-reflected shock tube experiments. The spectrograph model and infrared camera model is 
identical to that used by Cruden et al. [44] at NASA Ames for their shock tube measurements. The 
spectroscopy system contains three main components; the focusing optics, the spectrometer and the 
detector/camera.  
Table 4.1. Optical properties used for the emission spectroscopy work. 
 
 
 
 
 
 
Figure 4.1. Mid-infrared spectroscopy system setup. 
To take spectroscopic measurements, the radiation of interest must be focused onto the entrance slit 
of the spectrometer and this is achieved through the focusing optics. Details of the properties of the 
focusing optics used in the emission spectroscopy experiments performed in this thesis is shown in 
Imaged spatial length 42.7 mm 
Magnification 0.24 
Depth of field 100 mm 
Circle of confusion 17 pixels 
Focusing optics f-number 10 
Entrance slit width 100 µm 
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Table 4.1. The focusing optics is setup to provide the desired magnification so that the desired spatial 
range of around 43 mm is imaged which captures the shock front and the expanded flow region, as 
well as the expansion fan. A 20 mm diameter aperture is placed on the concave mirror; the aperture 
is large enough to allow adequate signal intensity but small enough to have the required depth of field 
for the acceptable circle of confusion. For a depth of field of 100 mm (width of the test model), the 
circle of confusion is 17 pixels, which corresponds to only 3% of the total amount of pixels in the 
spatial dimension (512 pixels) and corresponds to an equivalent imaged spatial distance of 1.3 mm. 
It is also important to note that the turning angle of the focusing mirror is made as small as possible 
to minimize the comatic aberration of the optical system. 
Part of the signal attenuation is caused by windows and mirrors in the focusing optics system. Thus, 
appropriate selection of the mirror coating and window material is necessary. The front surface of all 
the mirrors inside the focusing optics and spectrometer is coated with silver for good reflectivity in 
the mid infrared spectrum. Calcium fluoride, which has a transmission of greater than 95% through 
a 5mm thickness in the mid-infrared region, is selected as the window material. It is desirable to only 
observe the first order spectra. Therefore, to prevent higher order effects in the emission spectroscopy 
images, appropriate filters are incorporated in the focusing optics too. When doing emission 
spectroscopy of the 4.3 µm band, a longpass filter is used to filter out all radiation with wavelength 
below 3.7 µm (Gengenbach Instruments – ILP3700). When doing emission spectroscopy of the 2.7 
µm band, a wide bandpass filter is used to remove all signal with wavelength below 2.25 µm 
(Gengenbach Instruments – IWBP 2250 – 3810). 
 
Figure 4.2. Czerny-Turner spectrometer. Adapted from [115]. 
The spectrometer used is the Princeton Instrument Acton SP2556. It is a Czerny-Turner spectrometer 
configured for imaging. The layout of the spectroscopy is shown in Figure 4.2. The SP2556 
spectrometer has an f-number of 6.5, thus, the f-number of the focusing optics is selected to be bigger 
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than this in order to prevent overfill of the optical components inside the spectrometer. The grating 
used is a 17.5g/mm reflective grating blazed at 4.2 µm. Selection of the grating line density requires 
consideration of the dispersion, camera array width and the bandwidth of wavelength which needs to 
be viewed simultaneously. The bandwidths of the 2.7 and 4.3 µm CO2 bands are large, thus a coarse 
17.5g/mm grating was selected in order to allow the entire bandwidth to be imaged. The resulting 
bandwidth is approximately 1400 nm. The grating blaze is selected at 4.2 µm for the best reflectivity 
of the CO2 4.3 µm band. The grating is coated in gold while the mirrors in the spectrometer are coated 
in silver. Also, it is necessary to minimize the absorption of the image signal by ambient carbon 
dioxide and water vapour. Hence, the optical path in the spectrometer is purged with dry nitrogen 
during the acquisition of a spectral image. The spectrograph is purged at 20L/min for 45 minutes 
prior to the experiment as recommended by the manufacturer [116].  
 
Figure 4.3. General layout of the mid-wavelength infrared detector. [117] 
The mid-wavelength infrared camera used in the spectroscopy system is the IRC806HS by 
IRCameras. The 640 x 512 focal plane array (FPA) of the IRC806HS has a pixel pitch of 20 µm and 
it is made from indium antimonide (InSb). The FPA dimension is 12.8 mm x 10.24 mm. The 12.8 
mm dimension is used as the wavelength axis while the 10.24 mm dimension is used as the spatial 
axis for the emission spectroscopy experiments. The FPA is housed inside a dewar which is cooled 
by liquid nitrogen to 77 K while in operation. This arrangement is shown in Figure 4.3. Modifications 
to the dimensions of the dewar had to be made such that the signal from the spectrometer is incident 
on the FPA when the camera is attached to the spectrometer. Details of the modification can be found 
in appendix C. The FPA collects photons and generates electrons. The amount of electrons generated 
by the detector is directly proportional to the number of photons received. The amount of electrons 
generated is then correlated into counts as the output value by the camera for the measurement. The 
counts varies linearly with the imaged radiance and exposure time. This linearity has been verified 
by Cruden et al. [44] as well as independently in the current study. Additionally, in Figure 4.3, the 
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dewar enclosure contains a window; and behind the window contains a cold shield. The cold shield 
allows the passing of radiation from the imaged scene but help prevent the passing of other radiation. 
Furthermore, the camera has a very large sensitivity range. This is illustrated by the camera’s quantum 
efficiency curve in Figure 4.4. This is why a filter is incorporated into the focusing optics in order to 
filter out the higher orders of the lower wavelength radiation. Otherwise, the camera will detect higher 
order radiation.  
 
Figure 4.4. External InSb quantum efficiency curve for the IRC806 camera. [118] 
4.2.2 Alignment 
When doing the emission spectroscopy experiments, the first step involves aligning the test model to 
the correct location relative to the expansion tube. The centre of the test model, widthwise, is aligned 
with the center of the expansion tube. The leading edge of the wedge model is aligned with the exit 
plane of the nozzle. Heightwise, the centre of the wedge model is offset to 5 mm below the centreline 
of the nozzle. Once the test model is aligned, the spectroscopy system is aligned with the test model. 
 
Figure 4.5. Locations of emission spectroscopy measurements. 
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The emission spectroscopy system is used to take horizontal measurements at three different height 
above the test model, 2.50 mm apart, as indicated by the horizontal black lines in Figure 4.5. The 
measurement covers the entire region from the shock wave to the back of the test model, through the 
expansion fan. Aligning the spectroscopy system requires the following: 
 Align the spectroscopy system such that the measurements are horizontal and the lines of sight 
measured are parallel to the width of the two-dimensional model. 
 Adjust the focusing optics to obtain correct magnification of the image. 
 The location of the image in the spatial dimension must be set at the correct location. 
 The spectroscopy system must be focused with the centreline of the model/expansion tube. 
 
 
Figure 4.6. Wedge model with the alignment plate attached to both edges. 
To align the spectroscopy system, the optical components are placed approximately at the correct 
location. Then, 3 mm thick vertical alignment plates with 1.5 mm diameter holes are installed on both 
edges of the test model, as shown in Figure 4.6. A laser pointer is set up by passing the laser through 
corresponding holes through both alignment plates at a relevant height above the test model. This sets 
the laser up at the correct location to create a visual line of sight that is parallel with the width direction 
of the test model. This laser path is used to align the spectroscopy system such that the line of sight 
measured is parallel to the width of the model. To check that the system takes horizontal 
measurements, a row of holes of the alignment plates at the relevant height above the test model is 
backlit to confirm that the system is aligned with the row of holes. To focus the spectroscopy system, 
a backlit knife edge is setup at the centreline of the expansion tube. The location of the spectrometer 
is adjusted such that a sharp image of the knife edge is obtained. The focus and alignment procedure 
of the spectroscopy system is iterative; the procedures are repeated until the system takes horizontal 
images of approximately the desired magnification and is focused with the centreline of the expansion 
65 
 
tube while the lines of sight are aligned with the width of the model. The same setup is used to take 
measurements at all three heights above the test model by adjusting the height of the optics table on 
which the spectroscopy system rests. In addition to taking spectroscopic measurements of the flow 
around the wedge, spectroscopic measurements are also taken of the expansion tube freestream to 
help characterize the inflow condition. The same setup of the spectroscopy system is used for the 
freestream measurements. This is done by removing the test model and adjusting the optics table such 
that the spectroscopy system looks through the centreline of the expansion tube. 
4.2.3 Calibration 
The mid-infrared spectroscopic measurements in the current work are calibrated in a similar way to 
that of Cruden [11]. As discussed by Cruden, absolute radiation measurements require calibration in 
the three dimensions; spectral dimension (x axis), spatial dimension (y axis) and radiance magnitude 
dimension (z axis). 
 
Figure 4.7. Diffraction grating showing the relationship of the higher order signals. [119] 
The spectral calibration of such a spectroscopy system is generally done using atomic line sources. 
However, line sources are unavailable in the mid-infrared. So, instead, the higher order signals from 
mercury or krypton lamps are used. The diffraction grating in the spectrometer produces higher order 
signals on top of first order signals with the relationship as shown on Figure 4.7. The calibration in 
this work is done using the Krypton 6031 pencil lamp. Radiation measurement of the lamp is taken 
by placing the lamp at the spectrometer entrance slit. The higher order Krypton lines used to calibrate 
the 4.3 µm and 2.7 µm band measurements are shown in Figure 4.8 and Figure 4.9 respectively. Using 
some of the identified higher order lines, the spectral axis is calibrated by finding the linear best fit 
equation as shown in Figure 4.10. The normal of residuals are 3.69 and 1.83 for the 4700 nm and 
2900 nm centred measurements respectively, which indicates a very good linear fit. The wavelength 
dispersion is determined to be about 2.25 nm/pixel for both the 4700 nm and 2900 nm centred 
measurements. This corresponds to a bandwidth of approximately 1440 nm for the current system. 
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Figure 4.8. Higher order lines in nm for calibrating the 2.7 µm band measurement. Grating is centred 
at 2900 nm. 
 
Figure 4.9. Higher order lines in nm for calibrating the 4.3 µm band measurement. Grating is centred 
at 4700 nm. 
     
Figure 4.10. Spectral axis calibration using the higher order krypton lines for the measurements 
centred at 4700 nm, left, and 2900 nm, right. 
To calibrate the spatial dimension, the vertical alignment plates attached on the edges of the two-
dimensional wedge model was used to provide the spatial calibration. A light source was placed 
behind the alignment plates to provide the illumination of the alignment holes and, subsequently, 
radiation measurements of the illuminated holes were taken. As the spacing between the holes are 
known, the spatial axis can be calibrated. For the magnification used in the current experiments, the 
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spatial dispersion is approximately 0.0833 mm/pixel which corresponds to a spatial range of 42.7 
mm. 
 
Figure 4.11. LandCal R1500T blackbody source with the nitrogen purge tube. 
 
Figure 4.12. Setup for performing absolute radiance calibration. 
It is necessary to determine the absolute spectral radiance of the measured results. However, infrared 
cameras produce readings in counts. Hence, calibration is required to find the ratio of radiance 
observed to counts generated in order to convert the reading in counts to radiance. Calibration of the 
absolute radiation in units of radiance was achieved using a known source of radiation to determine 
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the radiance - count relationship of the spectroscopy system for every pixel of the image. In particular, 
calibration of the mid-wavelength infrared spectroscopy system requires a blackbody cavity source. 
Such a calibration source produces blackbody radiation at a certain temperature. Given the 
temperature, the theoretical radiance of the blackbody calibration source is an easy value to obtain. 
Here, the calibration is performed using the LandCal R1500T blackbody cavity shown on Figure 
4.11. It is a blackbody radiance source, with an emissivity of 0.99, and it is uniform over a 1 inch 
diameter [11]. As discussed by Eichmann [120], using a radiance source for calibration of the 
spectroscopy system allows the entire spectroscopy system, including the focusing optics, to be 
calibrated. Therefore, without altering any aspect of the experimental setup of the optics, the conical 
end of the blackbody cavity is placed where the test model would be. This is shown on Figure 4.12. 
This allows the back surface of the cavity to be in focus and this is important because it is only on 
this surface that uniformity of radiation is guaranteed. 
The development of the radiance calibration methodology also requires consideration of the 
absorption of the image signal in the atmosphere. A tube is attached to the front plate of the blackbody 
cavity, as shown on Figure 4.11. Both the volume of the tube and the volume inside the cavity is 
purged with nitrogen during calibration. The purpose of this is to make sure the absorption path length 
remains the same during both experiment and calibration. The volume inside the cavity in particular 
must be purged because the carbon dioxide molecules inside the cavity will get heated up to higher 
temperatures resulting in different absorption properties to room temperature carbon dioxide. Hence, 
error in calibration will occur if the cavity is not purged even if the total unpurged path length remains 
the same between experiment and calibration. During experiments, the distance between the model 
and the dumptank window is under vacuum, hence the image signal will not be absorbed in this 
region. Consequently, the same must be maintained during the calibration. So, as the back end of the 
blackbody cavity is at the dumptank centreline, analogously, the front end of the tube (with the 
window) is at the same location as the window of the dumptank, as shown on Figure 4.12. Thus, 
purging this entire section simulates the vacuum path length between the model and the dumptank 
window during the experiment.  
When performing the calibration, the blackbody source is heated up to 1773K ± 10K while nitrogen 
is purged in the purge tube. Given the uncertainty of the temperature of the calibration source, the 
uncertainty of the calibrated radiance measurement is around ±2.0% and ±2.5% for the 4.3 µm and 
2.7 µm band respectively. Images of the calibration source, as well as the dark frames, are taken at 
different locations along the spatial axis. This allows calibration along the entire spatial dimension. 
The images of the calibration source at the different spatial locations after taking away the dark frames 
are pieced together to form a single calibration image. This final calibration image is then related to 
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the known radiance value of the calibration source. This obtains the final calibration function. The 
calibration function is then used to directly obtain the absolute radiance of the experimental 
measurements.  
     
Figure 4.13. Calibration function of the 2.7 µm band for an exposure time of 80 µs.  
     
Figure 4.14. Calibration function of the 4.3 µm band for an exposure time of 50 µs 
Examples of the final calibration functions for the 2.7 µm and 4.3 µm band measurements are shown 
on Figure 4.13 and Figure 4.14 respectively. Various absorption features, particularly the well-known 
CO2 4.3 µm absorption band, can be observed in the calibration function of the 4.3 µm band. These 
absorption features arise from the unpurged length of the optical path which is approximately 815 
mm between the dumptank window and the spectrometer entrance slit. The absorption features in the 
current work is believed to have minimal influences on the accuracy of the calibration as long as the 
unpurged pathlength remains the same between experiment and calibration [55] [121]. Therefore, the 
use of the purge tube on the blackbody furnace during calibration is critical. For a given wavelength, 
the calibration function along the column does have some observable random variations as well. This 
is due to each pixel in the FPA having slightly different sensitivities. Therefore, an individual 
calibration function is determined for every pixel in the image. Another observation from Figure 4.13 
and Figure 4.14 is that the spectroscopy system is significantly less efficient for taking 2.7 µm band 
measurements compared to the 4.3 µm band measurements. This is due to the spectrometer grating 
being blazed at 4.2 µm. 
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4.2.4 Characteristics of CO2 spectroscopic measurements 
Examples of the final calibrated emission spectroscopy measurements above the wedge model are 
shown in Figure 4.15 and Figure 4.16. The features of the CO2 spectra obtained in the current work 
is consistent with that obtained by Cruden et al. [44] and Takayanagi et al. [55] who used very similar 
spectroscopy systems to take measurements in their impulse facilities. The 2.7 µm band 
measurements have significantly more noise compared to the 4.3 µm band measurements. This is 
because, in addition to the fact that the spectroscopy system is less efficient at measuring radiation at 
around 2.7 µm, the CO2 2.7 µm band emission is weaker than the CO2 4.3 µm band emission. For 
both the 2.7 µm and 4.3 µm band measurements, the numerous lines of CO2 radiation are not resolved. 
This is expected as the large spectral bandwidth of 1440 nm, required to capture the entire CO2 band, 
has a dispersion of 2.25 nm/pixel, which would never resolve the fine features of CO2 emission. For 
the current work, the inability to resolve the lines of CO2 in the spectroscopy measurements is not an 
issue. 
   
Figure 4.15. Example of a horizontal emission spectroscopy measurement above the test model of the 
2.7 µm band from the current work. 
   
Figure 4.16. Example of a horizontal emission spectroscopy measurement above the test model of the 
4.3 µm band from the current work. 
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4.2.5 Delay and duration of exposure 
In this study, the emission spectroscopy is conducted for both the nozzle exit flow, and the flow 
through the oblique shock and Prandtl-Meyer expansion fan of the test model. The emission 
spectroscopy measurements are taken at a selected moment during the test time. Using the steady test 
times determined in section 3.6.1, the delay and duration of exposure used for the emission 
spectroscopy measurement in this work is shown in Table 4.2. Also during each test, an infrared 
sensor is used to obtain a continuous measurement of the radiating flow throughout the duration of 
the experiment. The temporally resolved infrared measurements have been described in section 3.6.1. 
Having a continuous radiation measurement is necessary to ensure that the spectral image is acquired 
during the steady test flow. In the freestream experiments, the sensor measures the freestream 
radiation at the nozzle exit. In the expansion fan experiment, the sensor measures the radiation at a 
point 5 mm vertically above the convex corner. In addition to that, three pitot probes (two flathead 
and one conehead) are placed about 20 mm below the wedge (approximately 40 mm radially from 
the nozzle centreline) to obtain continuous pitot pressure measurements from the freestream. 
Examples of these traces are shown on Figure 4.17 for the different conditions and different 
experiments. The integration time of the infrared camera is shown to be made during the steady test 
time of the flow for all cases. 
 
Table 4.2. The delay and duration of the exposure for the emission spectroscopy measurements. Delay 
is measured relative to shock arrival at the test model. 
Experiment Condition Delay / µs Exposure time / µs 
Freestream 
2.8 km/s 200 176 
3.4 km/s 130 72 
4.0 km/s 60 104 
Expansion Fan 
2.8 km/s 266 110 
3.4 km/s 152 50 
4.0 km/s 84 80 
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Figure 4.17. Integration time of the infrared camera along with the pitot pressure traces and the 
infrared sensor traces. The figures on the left corresponds to the nozzle exit freestream experiment. 
The figures on the right corresponds to the expansion fan experiment. 
4.2.6 Shot-to-shot variation 
As multiple experiments were performed at the same nominal condition, the emission spectroscopy 
measurements of the 4.3 µm band for the flow around the wedge is used to examine the shot-to-shot 
variation. The measurements are taken at 3.25 mm, 5.75 mm and 8.25 mm above the test model, as 
shown on Figure 4.5. As discussed by Sheikh [122], examining the integrated band radiance is a good 
way to investigate the repeatability because it is highly sensitive to flow variations. The measured 
absolute band radiances are shown on Figure 4.18, Figure 4.19 and Figure 4.20 for the 2.8 km/s, 3.4 
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km/s and 4.0 km/s condition respectively. It can be seen that the shot-to-shot variation is significant 
for the 2.8 km/s and 3.4 km/s condition, while the shot-to-shot variation for the 4.0 km/s is less 
significant. Nevertheless, for all the conditions, the shot-to-shot variation observed is significantly 
greater than the uncertainty of the absolute radiance calibration, which is only ±2% for the 4.3 µm 
band. Furthermore, calibration of the experimental data with two different calibration functions 
obtained two weeks apart (the start and middle of the experimental campaign) showed differences of 
less than 5 % and, thus, are overshadowed by the shot-to-shot variations as well. 
       
Figure 4.18. Absolute band radiance measured from emission spectroscopy for the 2.8 km/s condition 
at the different locations above the test model. 
Table 4.3. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
3.25 mm above the test model for the 2.8 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3369* 1620 ± 20 2930 ± 40 2.5 ± 0.4 11.1 ± 2.8 1.4 ± 0.4 
x2s3371† 1620 ± 30 2890 ± 30 2.6 ± 0.3 10.9 ± 3.0 1.3 ± 0.3 
x2s3373 1580 ± 30 2770 ± 30 2.1 ± 0.3 10.0 ± 2.5 1.3 ± 0.2 
x2s3374 1610 ± 20 2810 ± 30 2.4 ± 0.3 10.4 ± 3.1 1.3 ± 0.3 
 
Table 4.4. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
5.75 mm above the test model for the 2.8 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3387 1660 ± 40 2880 ± 30 2.6 ± 0.4 12.4 ± 3.0 1.4 ± 0.3 
x2s3388† 1560 ± 30 2720 ± 30 2.2 ± 0.3 11.6 ± 3.0 1.4 ± 0.3 
x2s3389 1580 ± 30 2770 ± 30 2.0 ± 0.3 9.2 ± 2.6 1.1 ± 0.2 
x2s3390* 1660 ± 20 2890 ± 30 2.3 ± 0.4 11.4 ± 2.8 1.5 ± 0.4 
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Table 4.5. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
8.25 mm above the test model for the 2.8 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3413† 1680 ± 20 2970 ± 30 2.6 ± 0.4 11.2 ± 2.8 1.4 ± 0.2 
x2s3414* 1630 ± 20 2950 ± 30 2.5 ± 0.4 11.8 ± 3.0 1.6 ± 0.4 
x2s3415† 1650 ± 20 2950 ± 30 2.1 ± 0.4 12.3 ± 3.2 1.4 ± 0.3 
x2s3416 1600 ± 20 2820 ± 30 2.1 ± 0.3 10.4 ± 2.7 1.3 ± 0.3 
 
 
       
Figure 4.19. Absolute band radiance measured from emission spectroscopy for the 3.4 km/s condition 
at the different locations above the test model. 
 
Table 4.6. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
3.25 mm above the test model for the 3.4 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3363* 2050 ± 30 3700 ± 40 2.8 ± 0.3 20.2 ± 2.3 2.4 ± 0.4 
x2s3364 1960 ± 40 3580 ± 40 2.5 ± 0.4 16.4 ± 2.0 1.7 ± 0.2 
x2s3366† 2010 ± 30 3600 ± 40 2.7 ± 0.3 17.0 ± 1.7 1.9 ± 0.2 
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Table 4.7. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
5.75 mm above the test model for the 3.4 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3382 2030 ± 30 3620 ± 40 2.5 ± 0.4 16.0 ± 1.6 1.7 ± 0.2 
x2s3383 2020 ± 30 3600 ± 40 2.4 ± 0.4 18.8 ± 3.0 2.0 ± 0.3 
x2s3386* 2000 ± 40 3630 ± 40 2.5 ± 0.2 17.7 ± 2.6 2.0 ± 0.3 
x2s3391† 2030 ± 30 3620 ± 40 2.5 ± 0.3 15.8 ± 2.0 1.6 ± 0.2 
 
 
Table 4.8. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
8.25 mm above the test model for the 3.4 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3408† 1980 ± 30 3620 ± 60 2.6 ± 0.3 18.2 ± 3.0 1.9 ± 0.2 
x2s3409 2010 ± 30 3600 ± 40 2.5 ± 0.3 17.7 ± 2.8 2.1 ± 0.3 
x2s3410 2020 ± 30 3600 ± 40 2.5 ± 0.3 16.1 ± 1.9 1.8 ± 0.2 
x2s3411* 2020 ± 30 3600 ± 40 2.7 ± 0.3 18.6 ± 2.3 2.6 ± 0.4 
x2s3412 1990 ± 30 3580 ± 40 2.5 ± 0.3 17.3 ± 2.3 1.7 ± 0.2 
 
 
       
Figure 4.20. Absolute band radiance measured from emission spectroscopy for the 4.0 km/s condition 
at the different locations above the test model. 
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Table 4.9. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
3.25 mm above the test model for the 4.0 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3365* 1990 ± 30 3950 ± 40 1.1 ± 0.2 13.0 ± 1.3 1.0 ± 0.1 
x2s3370 2000 ± 30 3910 ± 50 1.1 ± 0.1 14.2 ± 0.9 1.1 ± 0.1 
x2s3372† 1990 ± 30 4050 ± 50 1.1 ± 0.1 14.6 ± 0.9 1.2 ± 0.1 
 
Table 4.10. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
5.75 mm above the test model for the 4.0 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3384* 2020 ± 30 4040 ± 40 1.1 ± 0.1 14.7 ± 1.8 1.2 ± 0.2 
x2s3385 2020 ± 40 4010 ± 50 1.1 ± 0.1 13.5 ± 0.7 1.1 ± 0.1 
x2s3393 2020 ± 30 4090 ± 50 1.2 ± 0.2 13.4 ± 1.3 1.1 ± 0.1 
x2s3403† 2000 ± 30 4040 ± 50 1.2 ± 0.1 13.7 ± 1.1 1.1 ± 0.1 
 
Table 4.11. Shock speeds and pressure measurements of the emission spectroscopy measurements at 
8.25 mm above the test model for the 4.0 km/s condition. * = lower bound of radiation. † = upper 
bound of radiation. 
Shot 
number 
Primary shock 
speed (m/s) 
Secondary shock 
speed (m/s) 
Acc. tube 
pressure (kPa) 
Pitot pressure 
(kPa) 
Conehead 
pressure (kPa) 
x2s3404* 1980 ± 30 3910 ± 40 1.2 ± 0.1 15.2 ± 1.8 1.4 ± 0.2 
x2s3405 2010 ± 30 3830 ± 50 1.3 ± 0.1 14.8 ± 1.3 1.3 ± 0.1 
x2s3406† 1990 ± 30 3880 ± 30 1.1 ± 0.1 15.0 ± 2.0 1.4 ± 0.1 
x2s3407 2010 ± 30 3880 ± 50 1.1 ± 0.1 14.7 ± 0.9 1.3 ± 0.1 
 
The variation observed in the radiation measurement of the wedge flow is not reflected in the 
operating condition measurements - shock speed, wall pressure and pitot pressure. For the 3.25 mm 
measurements of the 2.8 km/s condition, no correlation can be seen between the repeatability of the 
various shock speed and pressure measurements in Table 4.3 (the uncertainties of the shock speed 
and pressure measurements have been described in section 3.4.2) and the radiation measurements in 
Figure 4.18. From the shock speed and pressure measurements in Table 4.3, the outlier seems to be 
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shot x2s3373. However, from the corresponding radiation measurements, shot x2s3373 lies within 
the upper and lower bounds of all the measurements. The upper and lower bounds of the radiation 
measurement are x2s3371 and x2s3369 respectively. Conversely, from the shock speed and pressure 
measurements, x2s3371 and x2s3369 seems to be very similar condition. The same are observed 
when accessing the other measurements for all three conditions; there is no correlation between the 
degree of consistency in the shock speed and pressure measurements and the degree of consistency 
in the radiation measurement. 
 
 
Figure 4.21. Infrared sensor traces of the upper and lower bound emission spectroscopy 
measurements for the 2.8 km/s condition. Solid line corresponds to upper bound measurements. 
Dashed line corresponds to lower bound measurements. 
 
 
Figure 4.22. Infrared sensor traces of the upper and lower bound emission spectroscopy 
measurements for the 3.4 km/s condition. Solid line corresponds to upper bound measurements. 
Dashed line corresponds to lower bound measurements. 
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Figure 4.23. Infrared sensor traces of the upper and lower bound emission spectroscopy 
measurements for the 4.0 km/s condition. Solid line corresponds to upper bound measurements. 
Dashed line corresponds to lower bound measurements. 
The cause of the large variation seen in the radiation measurements remains unclear. However, the 
shot-to-shot variation is not caused by issues relating to the delay and duration of the exposure time. 
The measured radiation from the emission spectroscopy varies because the actual radiation produced 
in the experiment during the test time truly does vary. This is proved by assessing the infrared sensor 
traces taken of the flowfield around the wedge model. The shot-to-shot discrepancies seen in the 
emission spectroscopy measurements are reflected consistently in the infrared sensor traces. The 
infrared sensor traces for the upper and lower bound emission spectroscopy measurements in Figure 
4.18 - Figure 4.20 are shown in Figure 4.21 - Figure 4.23. The result shows that the variation seen in 
the emission spectroscopy measurement is not caused due to errors in the measurement. The result 
shows that the variation is observed because the radiation emission produced is actually different 
during the entire duration of the steady test time. For example, the measured band radiance of shots 
x2s3371 is much greater than that measured for shot x2s3369, as shown on Figure 4.18. This is 
consistent in the infrared sensor traces for these shots shown on Figure 4.21; the sensor reading shows 
that the x2s3371 shot has a greater reading than that of the x2s3369 shot in the entire period of the 
steady radiation. Hence, the variation is not an artifact of issues relating to the delay and duration of 
the exposure time. The same is seen when examining the other measurements for all three conditions. 
Furthermore, for the 4.0 km/s condition, the smaller variation seen in the emission spectroscopy 
measurements in Figure 4.20 is consistent with the smaller variation observed in the infrared sensor 
traces in Figure 4.23, when compared to that of the 2.8 and 3.4 km/s conditions. 
The shot-to-shot variation of the freestream radiation measurements are also investigated. Emission 
spectroscopy measurements of the freestream radiation were taken for only the 4.3 µm band because 
the 2.7 µm band is too weak. The radiation measurements as well as the corresponding operating 
condition properties are presented in Table 4.12, Table 4.13 and Table 4.14 for the 2.8, 3.4 and 4.0 
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km/s conditions respectively. The uncertainties of the band radiance measurements presented in the 
tables correspond to the noise of the measurements, while the uncertainties of the shock speed and 
pressure measurements presented in the tables have been described in section 3.4.2. The band 
radiance values are averaged between 1.0 mm to 3.0 mm downstream of the nozzle exit. It seems that 
the shot-to-shot variation of the inflow radiation can vary by up to around 20 %, although the 
uncertainty of each measurement is also quite large due to the noise. All three conditions have similar 
degrees of variation for the inflow radiation measurements. The inflow measurements of the 2.8 and 
3.4 km/s condition do not have larger variations than that of the 4.0 km/s condition, contrary to that 
seen in the measurements above the test model. This result is supported by the infrared sensor traces 
of the freestream. Therefore, along with the measurements of the expansion tube operating properties, 
the inflow radiation measurements do not seem to provide any correlations to the large shot-to-shot 
variation of the measurements above the test model for the 2.8 and 3.4 km/s conditions.  
Table 4.12. Shock speed and pressure measurements for the experiments of freestream radiation 
measurement, for the 2.8 km/s condition. 
Test 
Primary 
shock speed 
(m/s) 
Secondary 
shock speed 
(m/s) 
Acc. tube 
pressure 
(kpa) 
Pitot 
pressure 
(kpa) 
Conical probe 
pressure (kpa) 
Band Radiance 
(W/cm2.sr) 
x2s3432 1650 ± 20 2890 ± 40 2.3 ± 0.3 10.4 ± 2.9 1.3 ± 0.3 0.0044 ± 0.001 
x2s3433 1620 ± 20 2880 ± 30 2.3 ± 0.3 10.4 ± 2.5 1.2 ± 0.2 0.0040 ± 0.001 
x2s3434 1680 ± 20 2960 ± 30 2.4 ± 0.4 11.1 ± 2.6 1.3 ± 0.3 0.0037 ± 0.001 
Table 4.13. Shock speed and pressure measurements for the experiments of freestream radiation 
measurement, for the 3.4 km/s condition. 
Test 
Primary 
shock speed 
(m/s) 
Secondary 
shock speed 
(m/s) 
Acc. tube 
pressure 
(kpa) 
Pitot 
pressure 
(kpa) 
Conical probe 
pressure (kpa) 
Band Radiance 
(W/cm2.sr) 
x2s3429 2020 ± 30 3560 ± 40 2.7 ± 0.4 16.3 ± 1.7 2.3 ± 0.3 0.0073 ± 0.001 
x2s3430 2020 ± 30 3640 ± 40 2.7 ± 0.4 16.4 ± 1.8 2.1 ± 0.2 0.0064 ± 0.001 
x2s3431 2000 ± 30 3650 ± 40 2.4 ± 0.3 18.8 ± 2.2 2.6 ± 0.4 0.0062 ± 0.001 
Table 4.14. Shock speed and pressure measurements for the experiments of freestream radiation 
measurement, for the 4.0 km/s condition. 
Test 
Primary 
shock speed 
(m/s) 
Secondary 
shock speed 
(m/s) 
Acc. tube 
pressure 
(kpa) 
Pitot 
pressure 
(kpa) 
Conical probe 
pressure (kpa) 
Band Radiance 
(W/cm2.sr) 
x2s3426 2020 ± 30 3990 ± 50 1.1 ± 0.1 13.6 ± 0.9 1.0 ± 0.2 0.0087 ± 0.001 
x2s3427 1980 ± 30 3980 ± 50 1.2 ± 0.1 14.2 ± 1.2 1.1 ± 0.1 0.0069 ± 0.001 
x2s3428 2020 ± 30 3980 ± 50 1.2 ± 0.1 14.1 ± 1.3 1.1 ± 0.1 0.0083 ± 0.001 
80 
 
The possibility of the phenomenon of shock wave instability in the shock tube [123] [124] causing 
the shot-to-shot variation has been investigated as well. This possibility was concluded as unlikely 
because, firstly, empirical results for CO2 showed that, for the shock tube conditions in the current 
work, the shock should be stable [123], and, secondly, any instability and distortion to the shock 
processed test gas in the shock tube should disappear by the time the test gas reaches the nozzle exit. 
The results in this section may suggest that the flowfield radiation around the test model is very 
sensitive to small changes to the inflow for the 2.8 and 3.4 km/s condition in particular. Nevertheless, 
the rather large shot-to-shot variations can be overcome in the current study. The only issue with 
having a high shot-to-shot variation is that it would make comparing the measurements at different 
locations difficult for a given freestream condition. However, from Figure 4.21 - Figure 4.23, the 
traces of the lower bound measurements are seen to match very well with each other and the traces 
of the upper bound measurements are seen to match very well with each other. The consequence of 
this is that the comparison of the measurements made at different heights above the test model can 
be done by comparing lower bounds with lower bounds and upper bounds with upper bounds. 
4.3 Filtered Two-Dimensional Imaging 
Filtered two-dimensional imaging of the flowfield around the test model is performed to supplement 
the emission spectroscopy measurements. The emission spectroscopy measurements have only one 
spatial dimension. The filtered images do not have spectral resolution, but it does have two spatial 
dimensions. Therefore, the filtered two-dimensional images provide valuable information of the 
variation of the intensity of the 2.7 and 4.3 µm band at different locations in the flowfield. 
4.3.1 Methodology 
The arrangement of the filtered two-dimensional imaging experiment is shown on Figure 4.24. The 
filtered two-dimensional imaging is conducted for both the 2.7 µm and 4.3 µm bands. The imaging 
system involves using a filter in front of the infrared camera to allow transmission of only the 2.7 µm 
or 4.3 µm band. The filtered image for the 2.7 µm band is produced using a wide bandpass filter 
which filters out all signal with wavelength below 2.25 µm and above 3.81 µm. The filtered image 
for the 4.3 µm band is produced using a longpass filter to remove all signal with wavelength below 
3.7 µm. The optical properties of the system are summarized in Table 4.15. The dimensions of the 
filtered image are approximately 74.1 x 59.3 mm, using an 80 mm focal length lens. An aperture of 
5 mm is used and placed in front of the lens and, given a depth of field of 100 mm, the circle of 
confusion is 4.7 pixels. As is with the emission spectroscopy system, the filtered imaging system is 
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aligned using the alignment plate method discussed in section 4.2.2. Using this method, the images 
acquired are made to look along the width of the test model by making sure the camera can see 
through the alignment holes at both edges of the test model. The imaging system is focused by placing 
a sharp edge at the centerline of the test model and adjusting the lens such that a sharp image of the 
sharp edge is obtained. 
Table 4.15. Optical properties used for the filtered two-dimensional imaging work. 
 
 
 
 
 
 
Figure 4.24. Setup of the filtered two-dimensional imaging experiment. 
    
Figure 4.25. Efficiency curves of optical elements compared with the CO2 2.7 µm (left) and 4.3 µm 
(right) emission bands. 
Imaged spatial dimension 74.1 x 59.3 mm 
Magnification 0.17 
Depth of field 100 mm 
Circle of confusion 4.7 pixels 
Focusing optics f-number 16 
Test model to lens length 545 mm 
Lens to camera FPA length 94 mm 
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To calibrate for the absolute band radiance of the filtered images, images are taken of the same 
blackbody calibration source used to calibrate the emission spectroscopy system. The calibration 
source is positioned as shown in Figure 4.12 with the purge tube attached and purged with nitrogen 
gas, as for the calibration of the spectroscopic measurements. Multiple images are taken such that all 
pixels in the FPA are accounted for. For the 2.7 µm band measurements, the transmission of the 
calcium fluoride window and lens, filter and infrared camera quantum efficiency are all 
approximately constant across the spectral bandwidth of the CO2 emission band as shown on Figure 
4.25. Therefore, these optical elements are considered to be constant with wavelength. The calibration 
function for the 2.7 µm band, 𝑓2.7 µ𝑚 , which relates the counts generated to the band radiance 
observed, is given by 
 
𝑓2.7 µ𝑚 =
𝐶
∫ 𝐵(𝜆, 𝑇) ∗ 𝜀 𝑑𝜆
3800
2260
 4.1 
where C is the image of the calibration source in counts, B(λ,T) is the Planck equation for the 
blackbody spectral radiance, λ is the wavelength, T is the temperature and ε is the blackbody 
emissivity. The calibration function is obtained by dividing the image of the calibration source, C, by 
the blackbody band radiance of the calibration source (temperature of 1773 K and emissivity of 0.99) 
across the transmission bandwidth of the filter (2260 nm to 3800 nm). For the 4.3 µm band 
measurements, although transmission of the calcium fluoride window, calcium fluoride lens and filter 
remain approximately constant across the spectral bandwidth of the CO2 emission band, the quantum 
efficiency does exhibit some wavelength dependences towards the end of the band. The calibration 
function for the 4.3 µm band, 𝑓4.3 µ𝑚 is given by 
 
𝑓4.3 µ𝑚 =
𝐶
∫ 𝐵(𝜆, 𝑇) ∗ 𝜀 ∗ 𝐸(𝜆) 𝑑𝜆
5750
3650
∗ 0.9 
4.2 
To calibration the 4.3 µm band measurement the blackbody spectral radiance of the calibration source 
is first multiplied by the external quantum efficiency of the InSb detector, E(λ). The resulting spectral 
radiance is integrated between the cut-on wavelength of the filter, 3650 nm, and the cut-off 
wavelength of the InSb quantum efficiency curve, 5750 nm, to obtain a band radiance value. The 
image of the calibration source is then divided by this band radiance value to obtain an initial 
relationship between the counts generated and radiance observed. The final calibration function is 
obtained by multiplying this image by a representative value for the FPA quantum efficiency for the 
4.3 µm CO2 emission band. This is selected as 0.9 because this is approximately the average quantum 
efficiency within the majority of the 4.3 µm CO2 emission band. As the exposure time used in 
acquiring the calibration images is different to that used in the experiment, the calibration functions 
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are scaled linearly to the exposure time used in the experiment (the linearity with exposure time been 
checked). The 4.3 µm absorption band from ambient CO2 does not influence the accuracy of the 4.3 
µm band radiance calibration as its bandwidth is much narrower than the hot CO2 emission band and 
it is at a lower wavelength. Also, the absorption band is weak - about 10 % for the 190 mm optical 
path length in atmosphere in the current arrangement. Calibration of the spatial dimensions on the 
images is performed, as for the emission spectroscopy measurements, by imaging backlit alignment 
plate holes as discussed in section 4.2.3. 
 
Figure 4.26. Exposure time of the infrared camera for the 4.3 µm band filtered imaging experiments 
along with the pitot pressure traces and the infrared sensor traces.  
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Identical to the emission spectroscopy experiments, an infrared sensor was used to obtain a 
continuous measurement of the radiating flow around the wedge and three pitot probes were placed 
below the wedge to obtain continuous pitot pressure measurements. The delays relative to the arrival 
of the shock wave at the test section and the exposure time used for the filtered images are 
summarized in Table 4.16. The exposure time used for the 2.7 µm band filtered imaging is the same 
as that used for the emission spectroscopy work of the wedge flow, presented in section 4.2.5. 
However, the exposure time for the imaging of the 4.3 µm band was shortened to avoid saturating 
the image. Examples of the exposure for the 4.3 µm band filtered images are shown on Figure 4.26; 
the exposure is made during the steady test time of the flow. 
Table 4.16. The moment and length of the exposure for the filtered imaging measurements. Delay is 
measured relative to shock arrival at the test model. 
Experiment Condition Delay / µs Exposure time / µs 
4.3 µm 
2.8 km/s 271 65 
3.4 km/s 152 38 
4.0 km/s 94 40 
2.7 µm 
2.8 km/s 256 110 
3.4 km/s 152 50 
4.0 km/s 84 80 
 
4.3.2 Results 
It is first necessary to compare the absolute band radiance measured from the emission spectroscopy 
system and the absolute band radiance measured from the filtered two-dimensional imaging. This is 
done to assess the accuracy of the absolute radiation measurements. The absolute radiance 
measurement acquired from the emission spectroscopy and filtered images are independent of each 
other. The two measurements are obtained from two independent calibration methods. The band 
radiance obtained from the emission spectroscopy measurements are derived from spectrally resolved 
radiation measurements. On the other hand, the band radiance in the filtered images is measured as 
an integrated quantity. Hence good agreement between the two measurements would indicate good 
accuracy of the absolute radiation measurements from both techniques. From the filtered images, data 
at the spatial locations of the emission spectroscopy measurements in Figure 4.5 are extracted, which 
are horizontal measurements through the shock layer and expansion fan. Comparison between the 
two sources of measurements is made for both the 2.7 and 4.3 µm bands. The results are shown on 
Figure 4.27 and Figure 4.28.  
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Figure 4.27. Comparison of the 4.3 µm band radiance. Solid lines are from emission spectroscopy. 
Dashed lines are from filtered images. The top, middle and bottom rows corresponds to the 2.8, 3.4 
and 4.0 km/s conditions respectively. The left, middle and right columns corresponds to the 3.25, 5.75 
and 8.25 mm measurements above the test model respectively. 
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Figure 4.28. Comparison of the 2.7 µm band radiance. Solid lines are from emission spectroscopy. 
Dashed lines are from filtered images. The top, middle and bottom rows corresponds to the 2.8, 3.4 
and 4.0 km/s conditions respectively. The left, middle and right columns corresponds to the 3.25, 5.75 
and 8.25 mm measurements above the test model respectively. 
 
 
87 
 
The results show that the band radiance from the emission spectroscopy measurements and the band 
radiance from the filtered images match for all cases; the degrees of shot-to-shot variations observed 
from the two different types of measurement match as well. Since the spectral radiance of the 2.7 and 
4.3 µm emission bands vary spectrally, the measurements from emission spectroscopy are generally 
considered more accurate. This is because these measurements are spectrally resolved and, thus, 
allows the absolute radiance calibration process to account for spectrally dependent factors. As the 
filtered images are not spectrally resolved, the system needs to be spectrally independent in order for 
the calibrated results to be accurate. Consequently, in the current work, the reason why the 
measurements from the filtered images and measurements from emission spectroscopy matched well 
is because the filtered imaging system used in this work does not have any component with significant 
spectral dependence, as mentioned previously in section 4.3.1. Furthermore, any minor errors from 
the calibration of the filtered images should be overshadowed by the shot-to-shot variations anyway. 
The degree of shot-to-shot variation (up to 40 % for the 2.8 and 3.4 km/s conditions and up to 20 % 
for the 4.0 km/s condition) seen in the emission spectroscopy measurements and in the filtered images 
are the same. This shows further consistency between the two types of radiation measurements. Also, 
when comparing the degree of shot-to-shot variation between the 2.7 µm band measurement and 4.3 
µm band measurement, similarly large shot-to-shot variations are seen from both bands. Like the 4.3 
µm band measurements, the 2.7 µm band measurements have shot-to-shot variations that are 
significantly larger than the ±2.5% uncertainty of the measurements due to the calibration source 
temperature.  
As the filtered images capture the radiation in the entire flowfield in two-dimensions, it allows us to 
look at the degree of variation in radiation measured between shots at different locations in the 
flowfield. The comparison also allows the variation of the location of the shock wave to be observed. 
The comparison is done by normalizing the filtered images with the filtered image of the 
measurement corresponding with the smallest radiation. For the 2.8 km/s condition, in Figure 4.29 
and Figure 4.30, the 4.3 and 2.7 µm images are normalized with the image of shot x2s3448 and 
x2s3455 respectively. For the 3.4 km/s condition, in Figure 4.31 and Figure 4.32, the 4.3 and 2.7 µm 
images are normalized with the image of shot x2s3438 and x2s3451 respectively. For the 4.0 km/s 
condition, in Figure 4.33 and Figure 4.34, the 4.3 and 2.7 µm images are normalized with the image 
of shot x2s3446 and x2s3453 respectively. For the normalized figures, at a particular spatial location, 
a value of one represents an exact agreement with the lowest radiance shot, while a normalized value 
of less than one and greater than one means that the radiance is less than and greater than the radiance 
of the lowest radiance shot respectively. 
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Figure 4.29. 4.3 µm band radiance of the flowfield around the wedge for the 2.8 km/s condition.  
 
       
        
Figure 4.30. 2.7 µm band radiance of the flowfield around the wedge for the 2.8 km/s condition. 
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Figure 4.31. 4.3 µm band radiance of the flowfield around the wedge for the 3.4 km/s condition. 
       
 
Figure 4.32. 2.7 µm band radiance of the flowfield around the wedge for the 3.4 km/s condition.  
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Figure 4.33. 4.3 µm band radiance of the flowfield around the wedge for the 4.0 km/s condition.  
       
         
Figure 4.34. 2.7 µm band radiance of the flowfield around the wedge for the 4.0 km/s condition.  
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The results on Figure 4.29 to Figure 4.34 show the shot-to-shot variation in the flowfield radiation as 
well as the shot-to-shot variation in the shock wave location. Generally, for the same nominal 
freestream condition, it can be observed that the shot with the lowest radiation intensity has the largest 
shock standoff whereas the shot with the greatest radiation has the smallest shock standoff. This is 
true for both the 2.7 µm and 4.3 µm band. The degree of shot-to-shot variation seen in the radiation 
intensity is also reflected in the shot-to-shot variation of the shock wave location. As mentioned 
previously, the 2.8 and 3.4 km/s has large shot-to-shot variations whereas the 4.0 km/s condition has 
a much smaller shot-to-shot variation. Hence, in general, the 4.0 km/s condition has a smaller shot-
to-shot variation of the shock wave location compared to the 2.8 and 3.4 km/s condition. Additionally, 
in general, the shot-to-shot percentage variation in radiation is seen to be larger in the post-shock 
region and smaller in the expanded flow region. 
In Figure 4.35, shock wave locations are extracted from the 4.3 µm band filtered images and 
compared to the shock wave locations measured from the high-speed schlieren (density gradient) 
videos for the 2.8 and 3.4 km/s condition. For the 4.0 km/s condition, the shock wave locations 
extracted from the filtered images are compared to that measured from the luminosity (from the 
visible spectrum) in the high-speed video. The results show that, for all three conditions, the shock 
wave locations extracted from the 4.3 µm band filtered images are duly consistent with the shock 
wave locations measured from the high-speed videos which measured different properties. 
 
Figure 4.35. Extracted shock wave locations from the filtered images compared to the extracted shock 
wave locations from the high-speed videos. 
Another useful analysis to conduct with the filtered images is to compare the ratio between the 4.3 
µm and 2.7 µm band at different locations in the flowfield. The comparison is done by normalizing 
the 4.3 µm filtered images with the 2.7 µm filtered images. In this study, for each nominal freestream 
condition, the 4.3 µm band image with the smallest and largest shock standoff is divided by the 2.7 
µm band image with the smallest and largest shock standoff respectively. The results are shown on 
Figure 4.36 to Figure 4.38.  
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An interesting result is observed for the 2.8 km/s condition, in Figure 4.36, where the onset of 2.7 µm 
band radiation is observed significantly later (further downstream) than the onset of the 4.3 µm band 
radiation. This is not observed in the 3.4 km/s and 4.0 km/s conditions. This might be caused by 
complex thermal non-equilibrium near the immediate vicinity of the shock front. In section 2.2, it 
was mentioned that non-Boltzmann population distributions of the vibrational energy levels in CO2 
can occur near the immediate vicinity of the shock front. This non-equilibrium region was 
experimentally found to be more pronounced in lower enthalpy conditions [39] [28], which may 
explain the why the feature in Figure 4.36 is not seen in the 3.4 and 4.0 km/s conditions. Also 
mentioned in section 2.2, the 4.3 µm band corresponds to the fundamental transitions of the 𝑣3 
asymmetric stretching vibrational mode [19], whereas the 2.7 µm band corresponds to the 
simultaneous transitions in the 𝑣1and 𝑣3 and the 𝑣2 and 𝑣3 vibrational modes [22]. Thus, the cause 
of the observation seen in Figure 4.36 might also be related to the possible separate excitation of the 
different vibrational modes of the CO2, in addition to the possible non-Boltzmann population 
distribution at the immediate vicinity of the shock front. However, the possibility of separate 
excitation of the different vibrational modes of CO2 is less likely, as discussed in section 2.2. 
        
Figure 4.36. 2.8 km/s condition. The upper bound and lower bounds are the left and right figures 
respectively. 
        
Figure 4.37. 3.4 km/s condition. The upper bound and lower bounds are the left and right figures 
respectively. 
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Figure 4.38. 4.0 km/s condition. The upper bound and lower bounds are the left and right figures 
respectively. 
For the 4.3 µm to 2.7 µm band radiance ratio at different locations in the flowfield around the test 
model, the results show that it is dependent on temperature. The ratio increases with decrease in 
temperature. This trend is confirmed with NEQAIR [49] calculations, shown in Figure 4.39. In the 
shock layer, the 4.3 µm band is a factor of around 5 greater than the 2.7 µm band for the 2.8 and 3.4 
km/s condition. For the 4.0 km/s condition, the 4.3 µm band is a factor of around 3 greater than the 
2.7 µm band in the shock layer. Hence, the radiative heating from the 2.7 µm band is regarded as 
non-negligible for the forebody heating, compared to the total radiative heating. In the expanded flow 
region, the 4.3 µm band is about 10 times greater than the 2.7 µm band for the 2.8 km/s and 3.4 km/s 
condition. For the 4.0 km/s condition, the 4.3 µm band is a factor of around 6 greater than the 2.7 µm 
band in the expanded flow region. It is also important to mention that the ratio between the 4.3 µm 
and 2.7 µm band depends on the carbon dioxide number density in addition to temperature as shown 
in Figure 4.39. This is because the 4.3 µm band has more self-absorption than the 2.7 µm band. At 
any given temperature, the ratio of the 4.3 µm band radiance to the 2.7 µm band radiance increases 
with decrease in carbon dioxide number density and/or path length. Therefore, the intensity of the 2.7 
µm band is comparable to the intensity of the 4.3 µm band under conditions of high temperature and 
high carbon dioxide number density and/or long path length. Under conditions of low temperature 
and low carbon dioxide number density and/or short path length, the 2.7 µm band may be considered 
negligible compared to the 4.3 µm band. Consequently, it may be established that, depending on the 
freestream velocity and the carbon dioxide number density and length of the radiating wake region, 
the 2.7 µm band may be considered negligible for the afterbody heating under some conditions. 
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Figure 4.39. Calculated band radiance ratio at different temperatures and carbon dioxide number 
densities (cm-3), for a pathlength of 125 mm. 
4.4 Conclusion 
Similar to that used by Cruden et al. [44], a new emission spectroscopy system capable of measuring 
mid-infrared radiation was assembled, along with a methodology to calibrate for the absolute spectral 
radiance. Horizontal spectroscopic measurements were taken above the test model, along lines of 
sight parallel to the width of the test model. Moderate shot-to-shot variations of the band radiance, 
up to 20 %, were observed for the 4.0 km/s condition. Larger shot-to-shot variations were observed 
in the measurements for the 2.8 and 3.4 km/s conditions, where the peak band radiation was seen to 
vary by up to 40 %. Such significant shot-to-shot variations in the 2.8 and 3.4 km/s conditions could 
not be correlated with the measured operating condition properties. Spectroscopic measurements of 
the freestream of each condition were also taken. The calibrated results were presented and compared 
between different shots. Similar to the measurements of the operating condition properties, all three 
conditions were seen to have similar degrees of variations in the inflow radiation measurements; the 
variation of the inflow measurements from the 2.8 and 3.4 km/s conditions were not seen to be larger 
than that from the 4.0 km/s condition. Therefore, it is unclear what is causing the larger shot-to-shot 
variation seen in the 2.8 and 3.4 km/s conditions. It could be that these conditions are more sensitive 
to the inflow than the 4.0 km/s condition. The spectroscopic data are particularly useful for estimating 
the rotational temperature, vibrational temperature and CO2 number densities of the measurements, 
which are valuable for detailed investigations of the CO2 flows. This is carried out in the next chapter. 
To supplement the spectroscopic measurements, filtered two-dimensional images of the flowfield 
around the test model were taken for each condition. A description of the filtered imaging system and 
the calibration methodology was presented. To assess the accuracy of the radiation measurements, 
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the band radiance from the emission spectroscopy measurements is compared to the band radiance 
measured from the filtered images. A match between the measurements from the two independent 
techniques is observed. In addition, the degree of shot-to-shot variations seen in the emission 
spectroscopy measurements was confirmed by the filtered images. For all three conditions, the shock 
wave locations extracted from the filtered images matched well with the shock wave locations 
extracted from high-speed videos. The ratio of the 4.3 µm band intensity to the 2.7 µm band intensity 
was also studied using the filtered images. The result showed that the ratio decreases with increase in 
temperature. This means that the 2.7 µm band has a relatively higher contribution to the total radiative 
heating at higher temperatures. This trend is consistent with numerical calculations using the 
NEQAIR code. The result from the NEQAIR code also showed that the relative contribution of the 
2.7 µm band increases with increase in carbon dioxide number density and/or radiating pathlength. 
Therefore, the influence of the 2.7 µm band to the total afterbody heating may be considered 
negligible under certain conditions. 
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5 Temperatures and Carbon Dioxide 
Number Density Estimates 
5.1 Introduction 
The emission spectroscopy measurements discussed in the previous chapter can be used to estimate 
the rotational temperature, vibrational temperature and CO2 number density. This is done by using 
the NEQAIR v14.0 radiation code [49] to generate numerical spectral radiance curves which are fitted 
to the measured spectral radiance curves. In this chapter, the behaviour of the shape of the CO2 
emission band on the various input parameters are first investigated. Then, using the spectroscopic 
measurements of the expansion tube freestream discussed in the previous chapter, spectral fitting is 
done to deduce the inflow rotational temperature, vibrational temperature and CO2 number density 
to help further characterize the experimental test conditions. Furthermore, using the horizontal 
spectroscopic measurements above the test model, the rotational temperature, vibrational temperature 
and CO2 number density are determined at the measurement locations. The deduced temperatures and 
number densities are used to examine various characteristics of the high temperature carbon dioxide 
flowfield. Additionally, the estimated post-shock temperatures and number densities from the 
measurements above the test model are used to further characterize the inflow conditions. It should 
be noted that none of the extracted properties from spectral fitting are direct measurements as such, 
but are estimates obtained to be most consistent with the spectral data using the best knowledge of 
radiation processes as contained in NEQAIR and the associated modelling. 
5.2 Parametric Study of the Spectra 
Before any curve fitting is conducted, a study is carried out to look at how each input variable for the 
calculation of the spectral radiance in NEQAIR can influence the shape of the spectral radiance curve. 
The parameters which can influence the spectral radiance curve is the rotational temperature, 
vibrational temperature, carbon dioxide number density and carbon monoxide number density. The 
other parameters – translational temperature and electronic temperature – do not change the 
magnitude and shape of the spectral radiance curve, for both the 2.7 and 4.3 µm band. 
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The range of parameters conducted for the parametric study is shown in Table 5.1. The range of 
parameters is selected based on predictions of the CO2 flow encountered in the current experiments. 
More specifically, based on the work in chapter 3, the temperature of the freestream should be 
between 1000 K to 2000 K and the carbon dioxide number density of the freestream should be 
between, approximately, 1 x 1015 cm-3 and 1 x 1016 cm-3. Based on the work in chapter 6, in the flow 
around the wedge, the temperature of the gas should be between 2000 K to 7000 K and the carbon 
dioxide number density should be between 1 x 1016 cm-3 and 1 x 1017 cm-3. The amount of CO relative 
to CO2 should range from less than 30 % in the freestream to up to around 100 % in the flow around 
the wedge. In addition, the line of sight length used in the parametric study is a representative value 
for the actual line of sight length measured in the emission spectroscopy experiments and this is 
discussed further in section 6.4. 
Table 5.1. Range of parameters investigated for the parametric study. 
Temperature / K CO2 number density / cm-3 CO2 to CO number density ratio Line of sight length 
1000 - 7000 1 x 1015 - 1 x 1017 1:0 – 1:1 125 mm 
 
Figure 5.1 shows the numerical spectra for the 4.3 µm band. In the figure, the vibrational temperature 
is changed while the rotational temperature is kept constant. The left column shows the absolute 
spectra while the right column shows the normalized spectra (normalized at an arbitrary wavelength 
within the range of peaks for the corresponding temperature). From the figure, increasing the 
vibrational temperature decreases the magnitude of the peak. Increasing the vibrational temperature 
also increases the width of the band, by increasing the radiation emitted in the tail. Furthermore, in 
most cases, increasing the vibrational temperature shifts the peak of the spectrum towards the higher 
wavelength. 
Similar to Figure 5.1, Figure 5.2 shows how the 4.3 µm band changes when the rotational temperature 
is changed while the vibrational temperature is kept constant. From the figure, increasing the 
rotational temperature always increases the magnitude of the peak of the band. At lower vibrational 
temperatures, increasing the rotational temperature shifts the peak of the band towards the higher 
wavelength and increases the width of the band by increasing the radiation emitted in the tail. 
However, at higher temperatures, changing the rotational temperature does not create a distinct shift 
to the spectral location of the peak of the band. In addition, at higher vibrational temperatures, 
changing the rotational temperature does not distinctly change the width of the band of the band. 
Nevertheless, at higher temperatures, changing the rotational temperature still causes distinct changes 
in the shape of the spectrum, which can be observed when examining the normalized spectrums.  
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Figure 5.1. The effect of changing the vibrational temperature on the 4.3 µm spectral radiance curve. 
CO2 number density is kept constant at 1 x 1016 cm-3. Absolute spectral radiance curves are plotted on 
the left column. Normalized spectral radiance curves are plotted on the right column. 
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Figure 5.2. The effect of changing the rotational temperature on the 4.3 µm spectral radiance curve. 
Carbon dioxide number density is kept constant at 1 x 1016 cm-3. Absolute spectral radiance curves are 
plotted on the graphs on the left column. Normalized spectral radiance curves are plotted on the 
graphs on the right column. 
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Figure 5.3. The effect of changing the carbon dioxide number density (cm-3) on the 4.3 µm spectral 
radiance curve. Absolute spectral radiance curves are plotted on the graphs on the left column. 
Normalized spectral radiance curves are plotted on the graphs on the right column. 
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Figure 5.4. The significance of self-absorption at various temperatures and carbon dioxide number 
densities. The 4.3 µm spectral radiance curves are scaled with the carbon dioxide number density of 1 
x 1016 cm-3. 
Figure 5.3 shows how the 4.3 µm band changes when the CO2 number density is changed while the 
temperatures remain constant. From the figure, the influence of the CO2 number density is to scale 
the spectrum by a constant scaling factor. The exception to this is at conditions where the temperature 
is low, around 1500 K, and carbon dioxide number density is high, around 1 x 1017 cm-3. However, 
such a condition is not believed to exist in the current work. Consequently, the temperatures can be 
determined independently of the CO2 number density by using scaled spectral radiance curves to 
perform the spectral fitting. However, from Figure 5.4 which shows the linear scaling of the 4.3 µm 
band by the CO2 number density, the 4.3 µm spectra do not scale with CO2 number density ratios in 
most cases. This means that the CO2 number density in most cases cannot be estimated directly from 
linear scaling of the spectral curve. This is because, in most cases, self-absorption occurs. The results 
in Figure 5.4 indicate that the condition must be at higher temperatures, greater than 4000 K, and 
lower CO2 number densities, less than 1 x 10
16 cm-3, in order to be optically thin; such conditions 
should not be seen in the present work. Therefore, the 4.3 µm band is generally optically thick for the 
conditions concerned in this work.  
As mentioned before, CO molecules can effectively influence the 4.3 µm band measurements. Figure 
5.5 shows how the 4.3 µm band changes when the CO number density is changed, while the 
temperatures remain constant. From the figure, at lower temperatures around 1500 K, the CO number 
density has no influence on the 4.3 µm band. However, at higher temperatures, the influence of CO 
number density on the shape of the 4.3 µm band is to scale the spectrum by a constant scaling factor. 
Consequently, as both the CO2 and CO cause the same effect on the shape of the spectral curve, there 
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is no unique solution for the number density of these two species when doing spectral fitting. 
Therefore, a ratio of CO2 to CO needs to be assumed to estimate the CO2 number density. 
    
    
    
Figure 5.5. The effect of carbon monoxide number density (cm-3) on the 4.3 µm spectral radiance 
curve. Carbon dioxide number density is kept constant at 1 x 1016 cm-3. Absolute spectral radiance 
curves are plotted on the graphs on the left column. Normalized spectral radiance curves are plotted 
on the graphs on the right column. 
From the observations in Figure 5.1 to Figure 5.5, the methodology for performing the spectral fitting 
for the 4.3 µm band is to first estimate the rotational and vibration temperatures. The temperatures 
can be estimated independently of number density. The temperatures are estimated by finding the 
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best fit spectrum by comparing normalized spectra. Once the temperatures are estimated, spectral 
fitting using absolute spectra is conducted to estimate the CO2 number densities. As there are no 
unique solutions for the number densities of CO2 and CO, the CO2 number densities are estimated 
with uncertainties determined from the bounds of the ratio of CO2 number density to CO number 
density shown in Table 5.1. 
    
    
    
Figure 5.6. The effect of changing the vibrational temperature on the 2.7 µm spectral radiance curve. 
Carbon dioxide number density is kept constant at 1 x 1016 cm-3. Absolute spectral radiance curves are 
plotted on the graphs on the left column. Normalized spectral radiance curves are plotted on the 
graphs on the right column. 
104 
 
    
    
    
Figure 5.7. The effect of changing the rotational temperature on the 2.7 µm spectral radiance curve. 
Carbon dioxide number density is kept constant at 1 x 1016 cm-3. Absolute spectral radiance curves are 
plotted on the graphs on the left column. Normalized spectral radiance curves are plotted on the 
graphs on the right column. 
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Figure 5.8. The effect of changing the carbon dioxide number density (cm-3) on the 2.7 µm spectral 
radiance curve. Absolute spectral radiance curves are plotted on the graphs on the left column. 
Normalized spectral radiance curves are plotted on the graphs on the right column. 
Figure 5.6 shows how the 2.7 µm band changes when the vibrational temperature is changed while 
the rotational temperature is kept constant. From the figure, the influence of the vibrational 
temperature on the 2.7 µm band is seen to be more complex than that on the 4.3 µm band. The way 
the magnitude of the peak of the band varies depends on whether the vibrational temperature is greater 
than or less than the rotational temperature. In most cases, if the vibrational temperature is greater 
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than the rotational temperature, increasing the vibrational temperature increases the magnitude of the 
peak of the band. On the other hand, in most cases, if the vibrational temperature is less than the 
rotational temperature, the increasing vibrational temperature decreases the magnitude of the peak of 
the band. The exception to this is at high temperatures, round 6000 K, when increasing the vibrational 
temperature increases the magnitude of the peak of the spectrum even when the vibrational 
temperature is less than the rotational temperature. Nevertheless, in all the cases studied, increasing 
the vibrational temperature always increases the width of the band by increasing the radiation emitted 
in the tail and shifts the location of the peak towards the higher wavelength. Figure 5.7 shows how 
the 2.7 µm band changes when the rotational temperature is changed while the vibrational 
temperature is kept constant. From the figure, increasing the rotational temperature always increases 
the magnitude of the peak of the spectrum. In general, changing the rotational temperature does not 
shift the location of the peak of the spectrum on the wavelength axis. In addition, in most cases, 
increasing the rotational temperature does not change the band width of the spectrum. The exception 
to this occurs at low temperatures, around 2000 K. Compared to the 4.3 µm band, the normalized 
shape of the 2.7 µm band does not change as significantly when changing the rotational temperature. 
This is particularly the case at higher temperatures, such as temperatures greater than 4000 K.  
     
Figure 5.9. The effect of carbon monoxide number density (cm-3) on the absolute 2.7 µm spectral 
radiance curve. Carbon dioxide number density is kept constant at 1 x 1016 cm-3.  
Figure 5.8 shows how the 2.7 µm band changes when the CO2 number density is changed while the 
temperatures remain constant. From the figure, like for the 4.3 µm band, the influence of the CO2 
number density is to scale the spectrum by a constant scaling factor. Thus, the temperatures can be 
determined independently of the CO2 number density. In addition, from Figure 5.9 which shows how 
the 2.7 µm band changes when the CO number density is changed, the CO number density was found 
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to have no influence on both the shape and the absolute value of the 2.7 µm spectrum. Consequently, 
unlike for the 4.3 µm band, unique solutions can be determined for the CO2 number density using the 
2.7 µm band without needing to assume a ratio of CO2 to CO. Furthermore, from Figure 5.10 which 
shows the linear scaling of the 2.7 µm band by the CO2 number density, the spectral curve scales 
directly with the CO2 number density. Hence, for the conditions in the current work, the 2.7 µm band 
is optically thin.  
     
Figure 5.10. The significance of self-absorption at various temperatures and carbon dioxide number 
densities. The spectral radiance curves are scaled with the carbon dioxide number density of 1 x 1016 
cm-3. 
From the observations in Figure 5.6 to Figure 5.10, the methodology for performing the spectral 
fitting for the 2.7 µm band is to first estimate the rotational and vibration temperatures. The 
temperatures can be estimated independently of number density. The temperatures are estimated by 
finding the best fit spectrum by comparing normalized spectrums. Once the temperatures are 
estimated, the CO2 number density is then determined directly from the scaling of the spectral 
radiance curves.  
5.3 Nozzle Exit Freestream Results 
For correct interpretation of the experimental results, it is important to accurately estimate the 
freestream flow properties for each condition. As presented in section 3.4, prior work has been done 
on this using the PITOT code. To support the work carried out in section 3.4, emission spectroscopy 
of the expansion tube freestream was carried out. The measurement is taken looking through the 
centre of the core flow. The spectroscopic measurements allow for an estimate of the rotational 
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temperature, vibrational temperature and carbon dioxide number density in the freestream. 
Measurements of the 4.3 µm band were taken and the spectral fitting method discussed in section 5.2 
is used to estimate the temperature and carbon dioxide number density. The best fit curves were 
determined using the least squares technique. Carbon monoxide number density is assumed to be zero 
since there should be very little carbon monoxide in the freestream at these velocity conditions and 
any carbon monoxide will have minimal contribution to the radiation at temperatures around 1500 K, 
as shown on Figure 5.5. The core flow is assumed to have uniform properties with a diameter of 140 
mm. The uncertainty for the rotational temperature, vibrational temperature and carbon dioxide 
number density is defined as fits with sum of squared residuals 5 % more than the sum of squared 
residuals of the best fit. The fitted spectra are presented in Figure 5.11 to Figure 5.13 and the deduced 
temperatures and number densities are presented in Table 5.2 to Table 5.4.  
Firstly, the shot-to-shot variation of the estimated inflow properties from spectroscopic measurements 
are examined. Table 5.2 and Table 5.3 show the estimated freestream properties for the 2.8 and 3.4 
km/s condition respectively. Noticeable variations are observed. The results show that the CO2 
number densities and vibrational temperature can vary by up to 30-40% (though the estimated 
vibrational temperature has large uncertainties). On the other hand, the variation of the rotational 
temperature is at most 15 %. Table 5.4 shows the estimated freestream properties from spectroscopic 
measurements for the 4.0 km/s condition. For the 4.0 km/s condition, the variation is less than 10 % 
for the freestream temperatures and number densities estimated from the spectroscopic 
measurements. Hence, the results show that the 4.0 km/s condition has noticeably smaller shot-to-
shot variations compared to the 2.8 and 3.4 km/s conditions. 
For the 2.8 and 3.4 km/s condition, the rather significant variation in the freestream CO2 number 
density seen from the spectroscopic measurements is believed to be a main contributor to the shot-
to-shot variation observed for the radiation of the flow around the wedge presented in section 4.2.6. 
This is because, although the freestream vibrational temperature has the larger shot-to-shot variation 
according to the spectroscopic measurements, the freestream CO2 number density is a more sensitive 
variable to the flowfield radiation. Also, the PITOT code estimates support the belief that the CO2 
number density is responsible for a significant portion of the variation of the wedge flow as it shows 
that it is the inflow variable with the largest shot-to-shot variation. Nevertheless, the variation in the 
freestream CO2 number density may not account for the entirety of the variation of the radiation 
around the wedge. Additional contribution to the variation of the radiation may be caused by possible 
variations in the freestream velocity because the radiation around the wedge is very sensitive to the 
freestream velocity. 
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Figure 5.11. Spectral fitting showing the best least squares fit against the measured spectrum from the 
freestream (nozzle exit) of the 2.8 km/s condition. 
Table 5.2. Comparison of the estimated temperatures and number densities from the spectroscopic 
measurement and the best estimate of the temperatures and number densities from the PITOT code 
for the 2.8 km/s condition at the nozzle exit.  
Test Tr (K) Tv (K) 
CO2 Number Density  
(cm-3) 
Freestream Pressure 
(Pa) 
PITOT Code Estimates     
x2s2896 1170 2350 1.8 x 1016 310 
x2s2897 1264 2499 1.7 x 1016 333 
x2s2906 1191 2358 2.0 x 1016 355 
Spectroscopic Measurements     
x2s3432 1150 ± 100 1800 ± 250 (4.7 ± 0.5) x 1015 81 
x2s3433 1000 ± 100 1100 ± 250 (3.9 ± 0.5) x 1015 58 
x2s3434 1100 ± 100 1500 ± 250 (3.4 ± 0.5) x 1015 56 
 
 
Figure 5.12. Spectral fitting showing the best least squares fit against the measured spectrum from the 
freestream (nozzle exit) of the 3.4 km/s condition. 
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Table 5.3. Comparison of the estimated temperatures and number densities from the spectroscopic 
measurement and the best estimate of the temperatures and number densities from the PITOT code 
for the 3.4 km/s condition at the nozzle exit.  
Test Tr (K) Tv (K) 
CO2 Number Density  
(cm-3) 
Freestream Pressure (Pa) 
PITOT Code Estimates     
x2s2887 1370 2750 1.4 x 1016 347 
x2s2890 1389 2757 1.5 x 1016 391 
x2s2905 1378 2758 1.4 x 1016 360 
Spectroscopic Measurements     
x2s3429 1250 ± 100 1400 ± 250 (3.8 ± 0.5) x 1015 86 
x2s3430 1200 ± 100 1750 ± 250 (4.5 ± 0.5) x 1015 98 
x2s3431 1200 ± 100 1800 ± 250 (4.3 ± 0.5) x 1015 93 
 
 
Figure 5.13. Spectral fitting showing the best least squares fit against the measured spectrum from the 
freestream (nozzle exit) of the 4.0 km/s condition. 
Table 5.4. Comparison of the estimated temperatures and number densities from the spectroscopic 
measurement and the best estimate of the temperatures and number densities from the PITOT code 
for the 4.0 km/s condition at the nozzle exit.  
Test Tr (K) Tv (K) 
CO2 Number Density  
(cm-3) 
Freestream Pressure  
(Pa) 
PITOT Code Estimates     
x2s2886 1289 2816 6.6 x 1015 161 
x2s2892 1321 2818 8.3 x 1015 207 
x2s2904 1281 2815 6.2 x 1015 150 
Spectroscopic Measurements     
x2s3426 1150 ± 100 1200 ± 250 (7.4 ± 0.5) x 1015 161 
x2s3427 1050 ± 100 1150 ± 250 (6.7 ± 0.5) x 1015 133 
x2s3428 1150 ± 100 1150 ± 250 (7.3 ± 0.5) x 1015 159 
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Now, to assess the accuracy of the estimated freestream flow properties, the properties estimated 
using the PITOT code are compared to the properties estimated from the spectroscopic measurements. 
The estimated properties are all presented in Table 5.2, Table 5.3 and Table 5.4. The PITOT code 
estimates presented are taken from Table 3.12 and are determined from the average pitot pressures 
measured along the diameter of the core flow in the pitot survey experiments described in section 3.6. 
The freestream pressure for the estimates from the spectroscopic measurements is calculated using 
the average freestream CO2 mole fraction from the PITOT code estimates. The average freestream 
CO2 mole fraction is 0.90, 0.76 and 0.73 for the 2.8, 3.4 and 4.0 km/s condition respectively. The 
PITOT code estimates are produced using data from the pitot survery experiments previously 
presented in section 3.6.2 in Table 3.12. The PITOT code estimates are calculated assuming perfect 
gas for the unsteady expansion into the acceleration tube and the steady expansion through the nozzle, 
as discussed in section 3.4.4. In the PITOT code estimates, the vibrational temperature is assumed to 
be the equilibrium test gas temperature after being processed by the reflected shock at the secondary 
diaphragm; this corresponds to the upper bound of the vibrational energy in the test flow. The 
rotational temperature is assumed equal to the translational temperature at the nozzle exit. 
Assuming that the rotational temperature and the translational temperature are equal, the estimated 
rotational temperature from the spectroscopic measurements match reasonably well with the PITOT 
code predictions for all three conditions; the estimated rotational temperatures from spectroscopy is 
slightly, but consistently, lower (100 – 200 K) than that predicted by the PITOT code. Furthermore, 
from the estimates made using the spectroscopic measurements, the rotational temperature is highest 
for the 3.4 km/s condition, followed by the 4.0 km/s condition. This is also consistent with the PITOT 
code predictions. The fact that the rotational temperature of the 3.4 km/s condition is higher than that 
of the 4.0 km/s is physically correct. This is because the process in generating the 3.4 km/s and 4.0 
km/s conditions in the facility is identical prior to the unsteady expansion. The 4.0 km/s condition is 
expanded to a lower pressure therefore it must have a lower rotational temperature than the 3.4 km/s 
condition. 
Examining the inflow thermal non-equilibrium, the estimated vibrational temperatures from 
spectroscopic measurements shows that the vibrational mode is generally at a higher energy state 
than the rotational mode. This result is consistent with the result in section section 3.4.4 which showed 
that there is likely some excess thermochemical energy stored in the expansion tube freestream. 
However, the amount of frozen vibrational energy estimated from spectroscopy is significantly lower 
than that predicted in section 3.4.4. Using the PITOT code, the work in section 3.4.4 showed that 
assuming complete freezing of the thermochemical modes for the test gas during the expansions in 
generating the test conditions results in an inflow which better predicts the shock wave location 
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compared to assuming thermochemical equilibrium. However, the estimates from the spectroscopic 
measurements do not indicate this much frozen energy in the vibrational modes. The agreement 
between the computed shock wave location using the inflow estimated from the spectroscopic 
measurements and the measured shock wave location is assessed in section 6.5.1. Furthermore, from 
the spectroscopic measurements, the 4.0 km/s condition is shown to have the least non-equilibrium 
between the rotational and vibrational modes compared to the 2.8 and 3.4 km/s conditions. This is 
unexpected because, from section 3.4.4, the 4.0 km/s condition should have the most non-equilibrium 
since it is expanded to the lowest pressure and has the highest velocity. The reason for this observation 
is unknown. Nevertheless, it is important to mentioned that two of the measured 4.0 km/s condition 
spectra (x2s3427 and x2s3428) and one of the measured 3.4 km/s condition spectra (x2s3431) contain 
a spike feature at around 4.4 µm which cannot be replicated by NEQAIR simulations. It is a 
possibility that this feature is a consequence of complex thermal non-equilibrium effects. However, 
it is unclear why this feature is not always repeatable.  
Examining the estimates of the CO2 number density, the estimated CO2 number density from 
spectroscopy compare well with the PITOT code predictions for the 4.0 km/s condition. However, 
the PITOT code predicted CO2 number density for the 2.8 km/s and 3.4 km/s condition is significantly 
higher than the estimated value from the spectroscopic measurements. In fact, the estimated CO2 
number density from the spectroscopic measurement for the 2.8 km/s and 3.4 km/s condition is even 
lower than that for the 4.0 km/s condition. This result is supported by measurements of the inflow 4.3 
µm band radiance (presented previously in Table 4.12 - Table 4.14) as well as measurements of the 
inflow using the mid-infrared sensor. These measurements showed that the freestream of the 4.0 km/s 
condition radiates the strongest, while the 2.8 km/s condition radiates the weakest. The temperature 
of the 2.8 km/s and 3.4 km/s condition is approximately equal to or greater than the temperature of 
the 4.0 km/s condition. Therefore, the fact that the 4.0 km/s condition has the strongest CO2 emission 
indicates that the 4.0 km/s condition has the greatest CO2 number density, as the conditions have 
similar core flow sizes (section 3.6.3). 
The result from spectroscopy indicating that the 2.8 and 3.4 km/s inflows have lower CO2 number 
densities than the 4.0 km/s inflow is unexpected. Using the inflow CO2 mole fraction from the PITOT 
code, the inflow pressures corresponding to the inflow CO2 number densities estimated from 
spectroscopy are calculated and shown in Table 5.2 to Table 5.4. From the spectroscopic 
measurements, as the estimated CO2 number densities of the 2.8 and 3.4 km/s inflows are less than 
that of the 4.0 km/s inflow, the 2.8 and 3.4 km/s conditions duly have lower inflow pressures than 
that of the 4.0 km/s condition. However, from reasoning of the physical processes, the freestream 
pressure of the 2.8 km/s and 3.4 km/s condition should both be higher than the freestream pressure 
113 
 
of the 4.0 km/s condition. This is because the 4.0 km/s condition gets expanded to the lowest pressure 
during the unsteady expansion in the expansion tube. This reasoning is particularly valid when 
comparing the number density between the 3.4 km/s condition and the 4.0 km/s condition because 
the process involved in generating these two conditions are identical prior to the unsteady expansion. 
Furthermore, the estimated number densities from the spectroscopic measurements do not allow for 
reconciliation with the measured pitot pressure for the 2.8 km/s and 3.4 km/s condition. The number 
densities estimated from the spectroscopic measurements is about a factor of 3 – 4 lower than that 
predicted by the PITOT code which is tuned based on the measured pitot pressure. The pressure 
measured by the flathead pitot probes is approximately equal to the product of freestream density and 
the square of the freestream velocity (impact pressure ≈ ρU2) [125]. So, unless the actual freestream 
velocity is significantly higher, by a factor of approximately 1.5 – 2, than that predicted by the PITOT 
code, the CO2 number density estimated from the spectroscopic measurements will not allow for 
consistency with the measured pitot pressure. However, the freestream velocity predicted by the 
PITOT code is unlikely to be incorrect by such a large degree as the predictions are made using the 
measured shock speeds. Since spectroscopic measurements concern the CO2 density and pitot 
pressures concern the total density, the discrepancy between the CO2 number densities estimated from 
the two different measurements indicate that there is a large difference between the CO2 density and 
total density for the 2.8 and 3.4 km/s conditions. 
The large difference between the CO2 density and total density for the 2.8 and 3.4 km/s conditions is 
not believed to be caused by excessive CO2 dissociation. The inflow CO2 mole fractions used in this 
work already corresponds to the maximum possible CO2 dissociation and assumes no recombination 
in the expansion tube. This upper limit of the amount of CO2 dissociation is calculated based on using 
the measured primary shock speed and assuming the occurrance of a fully reflected shock at the 
secondary diaphragm and thermochemical equilibrium. Therefore, assuming even more CO2 
dissociation would not be physically consistent with the process of generating the test conditions. 
Theoretically, the large difference between the deduced CO2 density and total density for the 2.8 and 
3.4 km/s conditions may be explained by complex non-Boltzmann distrubutions of the CO2 
vibrational modes. As the emission spectroscopy measurements are mainly influenced by vibrational 
states above ground state, having ground state populations not in thermal equilibrium with the other 
states may reconcile the deduced CO2 density and total density. Furthermore, as the deduced CO2 
densities are obtained from measurements of the 4.3 µm band, which are caused by transitions in the 
v3 asymmetric stretching mode, nonequilibrium between the different vibrational modes of CO2 may 
also explain the density discrepancy. 
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Also, it is possible to reconciliate the large difference between the CO2 density and total density for 
the 2.8 and 3.4 km/s conditions if large amounts of contamination is assumed. Having small amounts 
of air contamination is common, but having large amounts of air contamination is unlikely. On the 
other hand, large amounts of helium contamination may be possible. Nevertheless, this still does not 
explain why the 2.8 km/s and 3.4 km/s inflows have lower CO2 number densities than the 4.0 km/s 
inflow. In particular, the 3.4 km/s inflow should have a higher CO2 number density than the 4.0 km/s 
inflow regardless of contamination. The only way to explain this is if the helium driver gas travelled 
downstream and displaced some of the CO2 test gas, instead of just adding to the test gas. This would 
allow the 2.8 km/s and 3.4 km/s inflows to have lower CO2 number densities but, at the same time, 
higher total densities compared to the 4.0 km/s inflow. Whether or not such a helium contamination 
process is physically possible in an expansion tube is unclear. Nevertheless, this idea is investigated 
further in section 5.5. 
5.4 Wedge Flowfield Results 
To investigate the radiative CO2 expanding flow in detail, spectral fitting is performed for the 
emission spectroscopy measurements above the test model. This allows for an estimate of the 
rotational temperature, vibrational temperature and CO2 number density at the measured locations in 
the wedge flowfield. Spectroscopic measurements of both the 4.3 µm band and 2.7 µm band were 
taken and the spectral fitting method discussed in section 5.2 is used to estimate the temperatures and 
CO2 number densities from measurements of both the CO2 bands.  
It is noted that, due to significant edge effects, the length of the radiating lines of sight (width of the 
flowfield) measured in the spectroscopic measurements would vary in the downstream direction. This 
is discussed in detail in section 6.4. From spectral fitting, the temperatures can be estimated 
independently of the length of the radiating lines of sight. However, the estimate of the CO2 number 
densities are dependent on the length of the radiating lines of sight and, therefore, estimates of this 
length were made using three-dimensional CFD simulations, discussed in detail in section 6.3. The 
CO2 number densities were then deduced from spectral fitting using these estimated radiating path 
length values. A further consequence of significant edge effects is that the temperatures and number 
densities can vary along the measured lines of sight and, hence, values found here are likely a 
representative of the average along the lines of sight. 
The best fit curves to the spectrum were determined using the least squares technique. Examples of 
fitted spectrums are presented in Figure 5.14. The experimental spectra are seen to be well fit by the 
numerical spectrums produced by the NEQAIR code. The 4.3 µm band measurements have minimal 
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noise and the mean absolute deviation of the data points from the best fit curve is typically only 
around 0.003 – 0.01 W/cm2.sr.µm for this band.  
 
Figure 5.14. Examples of fitted spectrums. The bottom right graph shows an example of a fitted 2.7 
µm band, while the others show fitted 4.3 µm bands. 
The uncertainties for the rotational temperature, vibrational temperature and CO2 number density are 
all defined as fits with sum of squared residuals 5 % more than the sum of squared residuals of the 
best fit. The exception is the CO2 number density values deduced from the 4.3 µm band 
measurements. As discussed in section 5.2, the presence of CO can noticeably influence the absolute 
spectral radiance of the 4.3 µm band at higher temperatures. Hence, it is necessary to assume a relative 
mole fraction of CO2 to CO in order to estimate the CO2 number density. From CFD simulations, the 
bounds of the relative mole fraction in the flowfields are approximately CO2:CO = 1.0:0.0 and 
CO2:CO = 0.4:0.6. Therefore, the uncertainty for the CO2 number density estimated from the 4.3 µm 
band is determined from fits with sum of squared residuals 5 % greater than the sum of squared 
residuals of the best fit using the bounds of the relative mole fraction. 
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Figure 5.15. The estimated temperatures and carbon dioxide number densities for the 2.8 km/s 
condition. The top row corresponds to the upper bound measurements and the bottom row 
corresponds to the lower bound measurements. 
      
       
Figure 5.16. The estimated temperatures and carbon dioxide number densities for the 3.4 km/s 
condition. The top row corresponds to the upper bound measurements and the bottom row 
corresponds to the lower bound measurements. 
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Figure 5.17. The estimated temperatures and carbon dioxide number densities for the 4.0 km/s 
condition. The top row corresponds to the upper bound measurements and the bottom row 
corresponds to the lower bound measurements. 
Figure 5.15 to Figure 5.17 shows the measurements at different heights above the test model for each 
freestream condition. Each curve in the figures maintains the same shape as the band radiance curves, 
shown in Figure 4.27, and contains measurements in the shock layer and the expansion fan, through 
to the expanded flow region. The shot-to-shot variation for the 2.8 km/s and 3.4 km/s condition is 
large and can overshadow the changes due to the change in measurement height above the test model. 
Hence, the best way to conduct the comparison is to compare lower bound data with lower bound 
data and upper bound data with upper bound data, as mentioned in section 4.2.6.  
In Figure 5.15 to Figure 5.17, the rate of expansion can be examined by looking at how rapidly the 
curve decreases from the peak towards the expanded region. For both the temperatures and the CO2 
number density, the largest rate of expansion is observed from the measurement at 3.25 mm above 
the test model in all conditions. On the other hand, the smallest rate of expansion is observed from 
the measurement at 8.25 mm above the test model in all conditions. This is an expected result as the 
rate of expansion decreases with increase in distance away from the convex corner. Also, the peak of 
the temperatures and the CO2 number density profiles gets broader with decrease in height above the 
test model in all conditions. This is most noticeable in the temperature curves of the 2.8 km/s 
condition shown in Figure 5.15. This trend is due to the fact that the shock wave is closer to the 
expansion fan as the measurement is taken at higher locations above the test model. Consequently, 
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the measured post-shock region gets smaller at higher locations above the test model. Furthermore, 
for both the temperatures and the CO2 number densities curves, the peak is seen to decrease with 
increase in measurement height above the test model for all conditions. 
It is also interesting to compare how the temperatures and number densities vary, at constant heights 
above the test model, between different freestream conditions. This is presented in Figure 5.18 using 
the upper and lower bounds of each measurement. From the temperature curves, each test condition 
is seen to have its own distinct temperature profile, for all heights above the wedge; the bounds of 
each measurement do not overshadow the influence of the change in inflow condition. The region of 
the flow around the peak of the temperature profile is a representative of post-shock condition. The 
flow in this region corresponds to unexpanded flow or flow that is only beginning to expand, near the 
head of the expansion fan. This post-shock temperature seems to be particularly sensitive to the test 
condition. The most significant difference between the test conditions is the freestream velocity. 
Therefore, the freestream velocity is likely the main cause of the difference in flowfield temperature 
between the conditions. In the post-shock region from the 3.25 mm measurement, the temperature 
increased by about 1000 K from the 2.8 km/s condition to the 3.4 km/s condition and the temperature 
increased by about 1500 K from the 3.4 km/s condition to the 4.0 km/s condition. The trend of 
increasing post-shock temperature with increasing inflow velocity is physically valid. However, it is 
unclear if the magnitude of the changes to the flowfield temperatures are caused entirely by the 
changes to the inflow velocity; this is investigated further in section 5.5. The temperature profiles in 
Figure 5.18 also show that the temperature in the expanded flow region increase with increase in 
freestream velocity as well. This is because the temperature of the flow in the expanded region is 
dependent on the temperature of the flow entering the expansion fan. Since the temperature of the 
flow entering the expansion fan increases with increase in freestream velocity, the same trend is seen 
for the temperature in the expanded flow region. 
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Figure 5.18. The measurements at 3.25 mm, 5.75 mm and 8.25 mm above the test model correspond to 
the top, middle and bottom row of plots respectively. 
Table 5.5. Measured ratio of upstream to downstream temperature and CO2 number density for the 
expansion fan, at 3.25 mm above the model. 
Condition 
CO2 Number Density Ratio 
(upstream/downstream) 
Temperature Ratio 
(upstream/downstream) 
2.8 km/s 3.5 ± 0.6 1.6 ± 0.1 
3.4 km/s 4.4 ± 0.5 1.7 ± 0.1 
4.0 km/s 6.2 ± 0.2 1.8 ± 0.1 
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When examining the CO2 number density plots in Figure 5.18 for all heights above the test model, 
no obvious pattern can be observed when comparing between the different freestream conditions. 
This is because, in addition to the freestream velocity, the post-shock CO2 number density is also 
highly dependent on the freestream CO2 number density. It is also difficult to infer anything about 
the CO2 recombination from the data in Figure 5.18. Nevertheless, a pattern which can be observed 
from Figure 5.18 is that the ratio of CO2 number density upstream to downstream is largest for the 
4.0 km/s condition and smallest for the 2.8 km/s condition, for all measurement heights. To check for 
consistency, the ratio of temperatures upstream to downstream of the expansion fan is also derived 
from the measurements for all three conditions. The results derived from the 3.25 mm above the 
model are summarized in Table 5.5. The trend seen from the temperature ratio of the different 
conditions is consistent with that of the CO2 number density, although the trend observed from the 
temperature ratio is less distinct. 
The trend seen in Table 5.5 is compared to calorically perfect gas calculations of a Prandlt-Meyer 
expansion fan. Assuming isentropic flow, the ratio of the temperature upstream to downstream, Tratio, 
is given by 
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where T1 is the temperature upstream, T2 is the temperature downstream, M1 is the Mach number 
upstream, M2 is the Mach number downstream and γ is the specific heat capacity ratio. From the ideal 
gas equation of state (which is valid for high temperature and low density conditions concerned in 
this work), the ratio of the CO2 number density, Nratio, is equal to the ratio of the upstream P/T to 
downstream P/T. Thus, assuming isentropic flow, Nratio is given by 
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 5.2 
The relationship between the Mach number upstream and Mach number downstream is given by 
 𝜃 = 𝜈(𝑀2) − 𝜈(𝑀1) 5.3 
where θ is the turn angle, which is 54 degrees for the current work and ν(M) is the Prandtl-Meyer 
function. Equation 5.1 and 5.2 are plotted in Figure 5.19 for a range of upstream Mach numbers and 
specific heat capacity ratios. The result shows that the ratio of CO2 number density upstream of the 
expansion fan to that downstream of the expansion fan generally increases with increase in upstream 
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Mach number. The ratio also increases with increase in specific heat capacity ratio, γ. From the perfect 
gas analysis, the ratio is more sensitive to γ than to the upstream Mach number. These same trends 
are also seen for the temperature ratio. Additionally, the calculations show that, for a given expansion, 
the temperature ratio is always smaller than the number density ratio and this is reflected in the 
measured results in Table 5.5. 
      
Figure 5.19. Calculated ratio of upstream to downstream temperature, left, and CO2 number density, 
right, for the Prandtl-Meyer expansion fan assuming calorically perfect gas. 
From the perfect gas Prandtl-Meyer expansion calculations, the reason the 4.0 km/s experiment was 
found to have the greatest temperature and number density ratio between upstream and downstream, 
shown in Table 5.5, could be because it has the highest post-shock Mach number and/or the highest 
post-shock specific heat capacity ratio, γ, compared to the other test conditions. However, it is more 
likely that the 4.0 km/s experiment has the highest post-shock Mach number rather than the highest 
post-shock γ. It seems unlikely that the 4.0 km/s condition could have the highest post-shock γ 
because it has the highest post-shock temperature which decreases γ. So unless the 4.0 km/s condition 
has significantly more dissociation, which increases γ, the post-shock γ should not be highest in the 
4.0 km/s condition compared to the other test conditions. On the other hand, because the 4.0 km/s 
experiment has the highest freestream Mach number and the smallest shock angle, it should have the 
highest post-shock Mach number compared to the other test conditions. 
Using the estimated rotational and vibrational temperatures, it is important to assess the thermal non-
equilibrium in the flow around the wedge model. To study the non-equilibrium between the rotational 
and vibrational modes of the CO2 molecule, it is useful to plot the ratio Tr/Tv along the measured 
spatial dimension. The plots of the ratio Tr/Tv are compared at different heights above the test model, 
as shown on Figure 5.20 - Figure 5.22. The results show that no clear differences can be seen when 
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comparing the thermal non-equilibrium at different heights above the test model. The noise and 
uncertainty masks the small differences between the thermal non-equilibrium at different heights 
above the test model.  
When comparing the thermal non-equilibrium between different conditions, the results show that the 
4.0 km/s condition has the most thermal non-equilibrium, while the 2.8 km/s condition has the least 
thermal non-equilibrium. This is an expected result since the non-equilibrium effects are expected to 
increase with increase in freestream velocity. For the 2.8 km/s condition, in Figure 5.20, an 
equilibrium region is seen prior to expansion. The largest non-equilibrium is seen in the expansion 
fan where the vibrational temperature reaches about 3% more than the rotational temperature. The 
vibrational mode then relaxes towards thermal equilibrium and equilibrium is reached within the 
spatial range of the measurement. For the 3.4 km/s condition, like the 2.8 km/s condition, an 
equilibrium region is seen near the shock wave as shown in Figure 5.21. In the expansion fan, the 
vibrational temperature is seen to be as much as 5 % greater than the rotational temperature. The 
vibrational mode slowly relaxes towards equilibrium as the flow travels downstream of the convex 
corner but it never reaches thermal equilibrium within the spatial range of the measurement. In the 
4.0 km/s condition, a significant non-equilibrium region, in which the rotational temperature is greater 
than the vibrational temperature, is observed prior to expansion. Non-equilibrium as much as 
approximately 20 % is observed in this post shock region. The non-equilibrium then becomes 
reversed, where rotational temperature is lower than the vibrational temperature, as the flow travels 
through the expansion fan. The vibrational temperature becomes as much as approximately 7% more 
than the rotational temperature in the expansion fan. Afterwards, further downstream of the convex 
corner, the flow relaxes gradually towards thermal equilibrium. However, the flow never reaches 
equilibrium within the spatial range of the measurement. 
 
Figure 5.20. The ratio of the vibrational temperature to the rotational temperature for the 2.8 km/s 
condition.  
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Figure 5.21. The ratio of the vibrational temperature to the rotational temperature for the 3.4 km/s 
condition.  
 
Figure 5.22. The ratio of the vibrational temperature to the rotational temperature for the 4.0 km/s 
condition.  
In general, the results show that the thermal non-equilibrium induced by the expansion fan in the 
experiments is not significant – Tv/Tr is less than 1.1. The thermal non-equilibrium is particularly 
small for the 2.8 km/s and 3.4 km/s conditions. In the 4.0 km/s condition, since the flow initially has 
some thermal non-equilibrium (Tr > Tv) when entering the expansion fan, the non-equilibrium caused 
by the expansion fan (Tv > Tr) may have been reduced. Therefore, if the flow entering the expansion 
fan is in thermal equilibrium, then a slightly greater non-equilibrium will possibly be observed in the 
expansion fan for the 4.0 km/s condition. Furthermore, because the energy exchange between the 
translational-rotational mode and the vibrational mode is generally considered the slowest thermal 
non-equilibrium process [126], a consequence of not having significant non-equilibrium between Tv 
and Tr is that the vibrational energy levels are likely populated with a Boltzmann distribution during 
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the expansion. With the same argument, the different vibrational modes of CO2 should also be in 
equilibrium with each other.  
Another useful analysis is to compare the temperatures and CO2 number densities derived from the 
4.3 µm band to that derived from the 2.7 µm band for the same condition and measurement location. 
The results are shown in Figure 5.23 to Figure 5.25. As discussed in section 2.2, the 4.3 µm band 
corresponds to the fundamental transitions of the 𝑣3 asymmetric stretching vibrational mode, while 
the 2.7 µm band corresponds to the combined transitions of two different vibrational modes. Hence, 
in addition to aiding the assessment of the accuracy of the temperatures and CO2 number densities 
derived from the 4.3 µm band, comparison with the results derived from the 2.7 µm band also allows 
for the assessment of complex non-equilibrium influences. These influences may include the non-
Boltzmann distribution of the internal energy levels as well as the non-equilibrium between the 
different vibrational modes of CO2. Furthermore, the comparison may also provide an assessment of 
the accuracy of the NEQAIR code for simulating CO2 radiation. This is because the spectral fitting 
done to estimate the temperatures and number densities was carried out using CO2 spectra computed 
by NEQAIR. 
For all the results in Figure 5.23 to Figure 5.25, the temperature and CO2 number density derived 
from the 4.3 µm band measurement match with those derived from the 2.7 µm band measurement, 
within the uncertainties. However, the properties derived from the 2.7 µm band have large 
uncertainties/noise, particularly in the 2.8 km/s and 3.4 km/s conditions and, thus, it is hard to 
conclude whether or not there is an exact match between the properties derived from the two emission 
bands for these two conditions. Nevertheless, it can still be concluded that there is no significant 
disagreement between the properties derived from the two emission bands for these two conditions. 
On the other hand, for the 4.0 km/s condition, the uncertainties/noise in the properties derived from 
the 2.7 µm band is smaller (compared to those for the 2.8 and 3.4 km/s conditions) and, thus, a clearer 
match can be observed with the properties derived from the 4.3 µm band. 
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Figure 5.23. Comparison of the rotational temperature, vibrational temperature and carbon dioxide 
number density derived from the 4.3 µm and 2.7 µm band for the 2.8 km/s condition. Plots on the top, 
middle and bottom rows correspond to measurements made at 3.25 mm, 5.75 mm and 8.25 mm above 
the test model respectively. 
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Figure 5.24. Comparison of the rotational temperature, vibrational temperature and carbon dioxide 
number density derived from the 4.3 µm and 2.7 µm band for the 3.4 km/s condition. Plots on the top, 
middle and bottom rows correspond to measurements made at 3.25 mm, 5.75 mm and 8.25 mm above 
the test model respectively. 
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Figure 5.25. Comparison of the rotational temperature, vibrational temperature and carbon dioxide 
number density derived from the 4.3 µm and 2.7 µm band for the 4.0 km/s condition. Plots on the top, 
middle and bottom rows correspond to measurements made at 3.25 mm, 5.75 mm and 8.25 mm above 
the test model respectively. 
Since no significant difference in the properties derived from the 4.3 µm and 2.7 µm measurement 
can be observed in Figure 5.23 to Figure 5.25, this may indicate equilibrium between the different 
vibrational modes of the CO2. It may also indicate that the internal energy levels are in Boltzmann 
distribution. This argument is made stronger given the fact that a good agreement between the 
properties derived from the two emission bands is most obvious for the 4.0 km/s. The 4.0 km/s 
condition is expected to be the most likely condition to have complex thermal non-equilibrium 
effects. Therefore, as no complex thermal non-equilibrium effects are evident in the results of the 4.0 
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km/s condition, these effects, consequently, should probably not be present in the 2.8 km/s and 3.4 
km/s condition.  
Furthermore, in Figure 5.23 to Figure 5.25, the result that the properties derived from the two 
emission bands match within the uncertainties provides more confidence to the validity of the 
NEQAIR code using the CDSD-4000 database at predicting the 4.3 µm and 2.7 µm radiation. 
Although numerous work has already been done on validating the CDSD-4000 database for 
simulating CO2 radiation [45] [48] [47], the experimental data used for the validation were mainly 
from plasma torch facilities (or other similar facilities) creating subsonic flows in thermochemical 
equilibrium. The characteristics of the flow around the wedge in the current work is supersonic with 
mild non-equilibrium between the rotational and vibrational modes and, mainly, frozen chemistry 
(this is shown in section 6.6). Additionally, part of the flow is under gas-dynamic expansion. 
Therefore, the results in this work provide some confidence to the validity of NEQAIR using the 
CDSD-4000 database at predicting CO2 radiation under different gas-dynamic conditions – 
conditions which are more relevant to Mars entry. 
The results shown in Figure 5.23 to Figure 5.25 can be compared to a similar study by Cruden et al. 
[44] for experiments performed in a non-reflected shock tube (an overview of non-reflected shock 
tubes is presented in appendix A.4) for post-shock conditions at velocities of 3.1 km/s and 3.75 km/s. 
For their 3.75 km/s condition, the temperature estimated from the 2.7 µm band agrees with the 
temperature estimated from the 4.3 µm band, within the uncertainties of the estimated temperatures. 
As the temperatures agree within the uncertainties, this result of Cruden et al. is consistent with the 
results seen in the current work. On the other hand, for the 3.1 km/s condition by Cruden et al., the 
temperature estimated from the 2.7 µm band is significantly greater than the temperature estimated 
from the 4.3 µm band. The 3.1 km/s normal shock condition of Cruden et al. is analogous to the 3.4 
km/s oblique shock condition in this work when comparing the normal velocity component relative 
to the shock wave. The discrepancy of the estimated temperatures in their 3.1 km/s condition is not 
observed in the 3.4 km/s condition of the current work, or any other condition in the current work. 
The reason for this discrepancy in results is unclear. 
5.5 Post Oblique Shock Results 
In the previous section, the temperatures and number densities deduced from the horizontal 
measurements above the test model contain data across the flow including the post oblique shock 
region. In particular, the peak value of the temperatures and number density curves from the 
measurements at 3.25 mm above the test model are good representative values for the post oblique 
129 
 
shock properties. The approximate spatial location in the flowfields corresponding to the peak of the 
deduced curves from the 3.25 mm measurements are shown in Figure 5.26 labelled as the “Post-
Shock Point”. The flow at these locations correspond to unexpanded flow, near the head of the 
expansion fan. Thus, the conditions at these points are good representatives of the oblique shock layer 
conditions. The temperatures and number densities at these points, extracted from the peak of the 
3.25 mm temperature and number density curves in the previous section, are used for the shock layer 
study in the current section. 
 
(a)                                                                          (b)  
 
(c) 
Figure 5.26. Flow around the wedge for the 2.8 km/s (a), 3.4 km/s (b) and 4.0 km/s (c) condition.  
The estimated temperatures and CO2 number densities at these post oblique shock locations would 
be useful for studying the post-shock chemical kinetics by comparing to the calculated frozen and 
equilibrium chemistry limits. However, the results of the comparison can only be interpreted correctly 
if the freestream condition is accurately defined. In the current work, the 2.8 and 3.4 km/s conditions 
in particular are not well defined, as discussed in section 5.3. So, instead of studying the post-shock 
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chemical kinetics, the measured post-shock temperatures and number densities in this work are used 
to further characterize the freestream conditions. 
Table 5.6. Estimated freestream properties from both the PITOT code and spectroscopic 
measurements. 
Condition Source 
P 
(𝑷𝒂) 
T 
(K) 
Velocity 
(m/s) 
Mole Fractions 
CO2/CO/O2/O 
Shock 
Angle 
Normal 
Velocity 
(m/s) 
2.8 km/s 
PITOT Code 332 1208 2935 0.90/0.064/0.031/0.001 72 2791 
Spectroscopic 
Measurement  
65 1083 2935 0.90/0.064/0.031/0.001 72 2791 
3.4 km/s 
PITOT Code 366 1379 3471 0.76/0.158/0.076/0.006 70 3261 
Spectroscopic 
Measurement  
92 1216 3471 0.76/0.158/0.076/0.006 70 3261 
4.0 km/s 
PITOT Code 172 1297 4006 0.73/0.18/0.083/0.007 62 3537 
Spectroscopic 
Measurement  
151 1116 4006 0.73/0.18/0.083/0.007 62 3537 
 
To assess the accuracy of the estimated freestream conditions, the experimental results of the post-
shock temperature is compared to the calculated frozen and equilibrium limits. The frozen limit 
represents frozen chemistry but thermal equilibrium. The frozen and equilibrium limits are calculated 
from the CEA code [127] using the freestream estimates made from both the PITOT code and the 
spectroscopic measurements, shown on Table 5.6. These freestream estimates are the average from 
the values presented in Table 5.2, Table 5.3 and Table 5.4. In Table 5.6, both sources of freestream 
estimates use the same mole fractions - the average of the mole fractions estimated from the PITOT 
code. Thermal equilibrium in the freestream is assumed for the work in this section and the estimated 
translational-rotational temperature is used as the equilibrium temperature. The shock angle in Table 
5.6 is measured at the point on the shock wave where the streamline of the selected representative 
post-shock point originates, as illustrated in Figure 5.26. The shock angle is measured from the 
filtered images which were discussed in section 4.3.  
Using the freestreams in Table 5.6, the calculated frozen and equilibrium post-shock temperatures 
are presented in Table 5.7 along with the measured post-shock temperature. These results show that 
the 2.8 km/s condition is close to the equilibrium post-shock solution. The 3.4 km/s condition is 
approximately in the middle of the frozen and equilibrium post-shock solution. The 4.0 km/s 
condition is close to the frozen post-shock solution. However, these results for the 2.8 km/s and 3.4 
km/s conditions are not consistent with other results. The CFD computations, presented in detail in 
chapter 6, as well as past experimental results by Cruden et al. [44] indicate that the measured 
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temperatures at the extracted post-shock locations shown in Figure 5.26 should be near the frozen 
limit for both the 2.8 and 3.4 km/s condition. 
Table 5.7. The measured post-shock temperature compared with the calculated frozen and 
equilibrium limits from two different freestream estimates. 
Condition 
PITOT Code Spectroscopic Measurement 
Measured (K) 
Normal distance 
behind shock (cm) Frozen (K) EQ (K) Frozen (K) EQ (K) 
2.8 km/s 3871 2584 3792 2429 2800 ± 250 0.8 
3.4 km/s 5181 2892 5025 2745 3750 ± 300 0.7 
4.0 km/s 5887 2928 5771 2934 5400 ± 500 0.3 
 
Cruden et al. [44] experimentally deduced the temperature profiles behind propagating normal shock 
fronts. They studied velocities of 3.1, 3.75 and 4.9 km/s and the results for the 3.1 and 3.75 km/s 
conditions are shown on Figure 5.27. The figure shows the relaxation of the post-shock temperature 
from the frozen temperature at the shock front to the equilibrium temperature more than 7 cm behind 
the shock front. The temperatures are deduced from emission spectroscopy measurements from both 
the 2.7 and 4.3 µm bands. The uncertainties of the estimated temperatures from the 4.3 µm band are 
50 K and 200 K for conditions 3.1 and 3.75 km/s respectively. The freestream pressure Cruden et al. 
used in their study is 133 Pa, which is similar to the freestream pressure used in the current 
experiments. Furthermore, in both the experiment by Cruden et al. and the experiments in the present 
study, there is no stagnation point behind the shock wave. Thus, the post-shock characteristics from 
Cruden et al. can be compared with the current work [128]. The 3.4 km/s condition in the present 
work has a normal velocity of 3.3 km/s, while the 4.0 km/s condition in the present work has a normal 
velocity of 3.6 km/s. Therefore, in particular, the 3.4 km/s and 4.0 km/s condition in the present work 
can be compared to the Cruden et al. 3.1 km/s and 3.75 km/s conditions respectively. Interpretation 
of the results of Cruden et al. with the results in the current work is made by considering the normal 
distance behind the oblique shock wave shown in Table 5.7. 
 
Figure 5.27. Estimated post-shock temperatures for nominal shock velocities of 3.1 and 3.75 km/s [44]. 
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Because the temperatures and number densities estimated from the spectroscopic measurements for 
the 4.0 km/s inflow matched well with that predicted by the PITOT code, the 4.0 km/s condition is 
believed to be the most accurately characterized test condition in the current work. The result in Table 
5.7 shows that, at 0.3 cm behind the shock, the chemistry is near frozen for the 4.0 km/s condition. 
This result is consistent with finite rate chemistry CFD predictions, discussed further in chapter 6. 
This result is also consistent with the temperature profile of the 3.75 km/s condition by Cruden et al. 
in Figure 5.27 where the temperature at 0.3 cm behind the shock front is around the frozen 
temperature. Thus, this provides further confidence that the freestream estimates for the 4.0 km/s 
condition is accurate.  
The result in Table 5.7 indicates that, for the 3.4 km/s condition at 0.7 cm behind the shock, the 
chemistry is approximately in the middle of the frozen and equilibrium post-shock solution. This is 
not consistent with the result by Cruden et al. shown on Figure 5.27. The 3.1 km/s result of Cruden 
et al. shows that at about 0.7 cm behind the shock front, the temperature should be very close to the 
frozen chemistry limit. Likewise, for the 2.8 km/s condition in the current work, the result in Table 
5.7, showing that the chemistry at 0.8 cm behind the shock is close to chemical equilibrium, is 
believed to be misleading. This is because, even though Cruden et al. do not have suitable 
experimental results for comparison with this condition, they showed that the length of the post-shock 
chemical relaxation increases with decrease in velocity. Therefore, given that their result in Figure 
5.27 for the 3.1 km/s shows it takes more than 7 cm behind the shock to reach chemical equilibrium, 
the chemistry at 0.8 cm behind the shock for the 2.8 km/s condition in this work should be close to 
the frozen limit rather than close to the equilibrium limit. Additionally, finite rate chemistry CFD 
simulations, discussed in detail in section 6.5.3 and 6.6, indicate that the post-shock temperatures at 
the measured locations in Figure 5.26 should be near the frozen chemistry limit for both the 2.8 and 
3.4 km/s condition. Therefore, there is significant evidence, experimental and numerical, suggesting 
that the post-shock properties at the measured locations for the 2.8 and 3.4 km/s condition should be 
near the frozen limit.  
The reason for the disagreement between the calculated frozen temperature and the measured 
temperature for the 2.8 and 3.4 km/s condition is not believed to be due to incorrect estimates of the 
freestream temperature. The freestream temperature would have to be over-estimated by around 1000 
K to explain the disagreement in the post-shock temperature and this is extremely unlikely. Also, the 
reason for the discrepancy between the calculated frozen temperature and the measured temperature 
is probably not due to incorrect estimates of the freestream velocity. If the freestream velocities were 
over-estimated, it would have to be over-estimated by about 600 m/s to cause the over-estimation in 
frozen post-shock temperature seen in the 2.8 and 3.4 km/s condition. This would correspond to a 
133 
 
freestream velocity that is about 20% slower than the measured secondary shock velocity; having 
such a large difference is not impossible but is believed to be unlikely, particularly because the nozzle 
accelerates the test gas. On the other hand, the reason for the discrepancy in temperature may be due 
to helium contamination of the freestream in the experiments. The fact that the measured temperature 
is not near the frozen temperature indirectly supports the belief that there is helium in the 2.8 and 3.4 
km/s freestream conditions, discussed in section 5.3, because having helium in the freestream 
decreases the post-shock frozen temperature.  
Table 5.8. Mole fraction of helium required to match the frozen post-shock temperature to the 
measured post-shock temperature for the 2.8 and 3.4 km/s conditions. 
Condition 
Source of 
Freestream 
Temperature, T 
T 
(K) 
Normal 
Velocity 
(m/s) 
Mole 
Fraction 
He/CO2 
Frozen 
Temperature 
(K) 
Measured 
Temperature (K) 
2.8 km/s 
PITOT Code 1208 2791 0.77/0.23 2802 
2800 ± 250 Spectroscopic 
Measurement  
1083 2791 0.74/0.26 2801 
3.4 km/s 
PITOT Code 1379 3261 0.72/0.28 3763 
3750 ± 300 Spectroscopic 
Measurement  
1216 3261 0.68/0.32 3745 
 
The post-shock frozen chemistry temperature is independent of the freestream pressure. Therefore, 
assuming helium contamination, it is possible to determine the mole fraction of helium in the inflow 
required to match the computed frozen temperature to the measured temperature for the 2.8 and 3.4 
km/s condition. In Table 5.8, assuming the same inflow temperature and normal velocity as presented 
in Table 5.6 and assuming a mixture of just CO2 and helium, the inflow helium mole fraction required 
for the match in temperature is about 0.68 – 0.77. This is a large amount of helium but it is consistent 
with the result in section 5.3 where the inflow total density, from pitot pressure, was shown to be 
significantly greater than the inflow CO2 density, from spectroscopic measurements, for the 2.8 and 
3.4 km/s condition. Given significant dissociation of CO2 should not occur, it was postulated that the 
discrepancy could, instead, be explained by large amounts of contamination in the inflow. 
In addition to analysing the post-shock temperatures, studying the post-shock CO2 number densities 
provides further information to help characterize the freestream condition. Using the estimated 
properties in Table 5.6, the frozen and equilibrium chemistry limits for the post-shock CO2 number 
densities are calculated and compared to the experimental measurements. This is shown in Table 5.9. 
The results show that the measured post-shock CO2 number density matches well with the frozen 
solution for the 4.0 km/s condition. This is consistent with the temperature analysis where the 
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measured post-shock temperature for the 4.0 km/s condition is found to be near the frozen 
temperature. This provides further confidence that the 4.0 km/s freestream condition is well 
characterized. On the other hand, the measured post-shock CO2 number density for the 2.8 and 3.4 
km/s condition lies outside the frozen and equilibrium limits calculated from both sources of 
freestream estimates; the PITOT code inflow over-predicts the number density while the 
spectroscopic measurement inflow under-predicts the number density. This further suggests that the 
2.8 and 3.4 km/s inflows are not well characterized. 
Table 5.9. The measured post-shock carbon dioxide number density compared with the calculated 
frozen and equilibrium limits from two different freestream estimates. 
Condition 
PITOT Code Spectroscopic Measurement 
Measured (cm-3) 
Post-shock 
Normal 
distance (cm) 
Frozen  
(cm-3) 
EQ 
(cm-3) 
Frozen 
(cm-3) 
EQ 
(cm-3) 
2.8 km/s 1.8 x 1017 1.7 x 1017 3.1 x 1016 3.1 x 1016 (7.6 ± 1.1) x 1016  0.8 
3.4 km/s 1.3 x 1017 9.7 x 1016 4.2 x 1016 3.2 x 1016 (8.7 ± 1.3) x 1016 0.7 
4.0 km/s 6.8 x 1016 4.0 x 1016 7.3 x 1016 4.5 x 1016 (7.8 ± 1.4) x 1016 0.3 
 
Using the helium/CO2 mole fractions shown in Table 5.8, it is possible to calculate the freestream 
pressure such that there is a simultaneous match with both the post-shock temperature and post-shock 
CO2 number density between the measurements and frozen calculations for the 2.8 and 3.4 km/s 
conditions. As shown in Table 5.10, assuming the same freestream temperatures and normal 
velocities presented in Table 5.6, the freestream pressure required for the match in post-shock CO2 
number density is about 900 – 1500 Pa for the 2.8 and 3.4 km/s conditions. To check if these tuned 
freestream conditions are consistent with the available freestream measurements, the corresponding 
freestream CO2 number densities, pitot pressures and conehead pressures were calculated. The results 
are presented in Table 5.10. The CO2 number density of the tuned freestream conditions were found 
to be significantly greater than the measured freestream CO2 number density from the spectroscopic 
measurements. On the other hand, the pitot pressure of the tuned freestream conditions compared 
well with the measured freestream pitot pressures. However, the conehead pressure of the tuned 
freestream conditions were found to be significantly greater than the measured freestream conehead 
pressure. Therefore it can be concluded that, even assuming helium contamination, it is not possible 
to find a freestream condition which is simultaneously consistent with the measured freestream CO2 
number density, pitot pressure and conehead pressure and post-shock CO2 number density and 
temperature. 
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Table 5.10. Freestream condition tuned to match the post-shock frozen CO2 number density to the 
measured CO2 number density for the 2.8 and 3.4 km/s conditions. 
Condition 2.8 km/s 3.4 km/s 
Tuned freestream condition 
Source of Freestream 
Temperature, T 
PITOT Code 
Spectroscopic 
Measurement 
PITOT Code 
Spectroscopic 
Measurement 
T (K) 1208 1083 1379 1216 
Normal Velocity (m/s) 2791 3261 
Mole Fraction He / CO2 0.77 / 0.23 0.74 / 0.26 0.72 / 0.28 0.68 / 0.32 
Freestream Pressure (Pa) 1520 1084 1367 932 
Comparison to measured freestream properties 
Tuned Freestream CO2 Number 
Density (cm-3) 
2.09 x 1016 1.89 x 1016 2.01 x 1016 1.78 x 1016 
Measured Freestream CO2 
Number Density (cm-3) 
(4.0 ± 0.5) x 1015 (4.2 ± 0.5) x 1015 
Tuned Freestream Pitot Pressure 
(kPa) 
11.9 12.9 18.4 15.7 
Measured Freestream Pitot 
Pressure (kPa) 
13.2 ± 2.85 14.5 ± 1.42 
Tuned Freestream Conehead 
Pressure (kPa) 
2.92 2.25 3.00 2.28 
Measured Freestream Conehead 
Pressure (kPa) 
1.35 ± 0.25 1.51 ± 0.19 
Comparison to measured post-shock properties 
Frozen Post-shock CO2 Number 
Density (cm-3) 
7.59 x 1016 7.59 x 1016 8.73 x 1016 8.64 x 1016 
Measured Post-shock CO2 
Number (cm-3) 
(7.6 ± 1.1) x 1016  (8.7 ± 1.3) x 1016 
Frozen Post-shock Temperature 
(K) 
2802 2801 3763 3745 
Measured Post-shock 
Temperature (K) 
2800 ± 250 3750 ± 300 
 
Another influence of having helium in the freestream is to increase the shock standoff distance. 
Therefore, to further investigate the possibility of helium contamination, the location of the shock 
wave generated by the made-up inflow conditions are computed and compared to the experimentally 
measured shock wave locations. The made-up helium-contaminated inflows are summarized in Table 
5.11. The temperature and velocities are taken from the estimates made using the PITOT code. The 
simulation methodology is identical to that used in section 3.4.4 to study the shock wave location, 
with the addition of helium. In the current simulations, helium is assumed to takes part in the chemical 
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reactions equally as much as the other species (the Arrhenius rates remain independent of the collision 
partner). Additionally, helium takes part in the V-T thermal energy exchange with the vibrational 
relaxation time calculated according to the Millikan and White theory [129].  
Table 5.11. Freestream conditions used to study the influence of having helium in the freestream. 
Condition P (𝑷𝒂) T (K) Velocity (m/s) Mole Fraction He/CO2 
2.8 km/s 1520 1208 2877 0.77 /0.23 
3.4 km/s 1367 1379 3484 0.72 /0.28 
 
      
Figure 5.28. Comparison of the computed shock wave location to the measured shock wave location. 
As the inflow conditions in Table 5.11 were tuned to match the measured post-shock temperatures 
and CO2 number densities, the simulations duly computed post-shock temperatures and CO2 number 
densities which matched with the experimentally measured values. Interestingly, these simulations 
also computed temperatures and CO2 number densities in the expanded flow region which matched 
well (within 10%) with the experimental measurements. However, the shock wave locations 
presented in Figure 5.28 shows vast discrepancies between the computed shock location from the 
helium contaminated inflow and the measured shock location. The 0.7 mole fraction of helium shown 
in Table 5.11 was required in the inflow to obtain a match in post-shock temperature. However, such 
a large amount of helium would increase the shock standoff distance significantly. The 
experimentally measured shock wave location shows that there could not be such a large amount of 
helium in the freestream. Therefore, it can be concluded that helium contamination, even though it 
allows for reconciliation between CFD predictions and experimental measurements, cannot be 
responsible for the large discrepancies seen in the post-shock temperature. Analogously, helium 
contamination would also not be able to explain the inconsistency seen between the estimated inflow 
CO2 density from spectroscopic measurements and the estimated inflow total density from pitot 
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pressure measurements, discussed in section 5.3, as it would also require a helium mole fraction of 
around 0.7-0.8 to reconcile. 
5.6 Conclusion 
The spectroscopic measurements at the nozzle exit were used to deduce the rotational temperature, 
vibrational temperature and carbon dioxide number density of the freestream for each condition. The 
subsequent results were compared to the estimate made using the PITOT code. For all three 
conditions, the estimated translational-rotational temperatures agree within 200 K between the 
estimates made using the PITOT code and spectroscopic measurements. Examining the thermal non-
equilibrium of the freestreams, the spectroscopic measurements showed that the vibrational 
temperature is generally higher than the rotational temperature. However, the degree of thermal non-
equilibrium estimated from the spectroscopic measurements is significantly less than that estimated 
by the PITOT code based on matching the shock wave location in CFD simulations to experimental 
measurements. The CO2 number densities matched well, within 10%, for the 4.0 km/s condition 
between the two sources of the freestream estimates. However, for the 2.8 and 3.4 km/s inflows, the 
CO2 number densities deduced from the spectroscopic measurements were significantly lower, by 
factors of 4 – 5, compared to the PITOT code estimates. The PITOT code estimates are derived from 
the measured pitot pressure, which is indicative of the total density. On the other hand, the estimates 
from the spectroscopic measurement are derived from the CO2 4.3 µm band emission which is 
indicative of the CO2 density. Hence, the significant discrepancy might be due to significant amounts 
of contaminant species in the freestream making up for the large difference between the total density 
and CO2 density.  
To study the radiative heating during Mars entry, spectroscopic measurements were taken at three 
different heights above the wedge test model for three different freestream conditions. The 
measurement captures the shock wave, post-shock region, Prandtl-Meyer expansion fan and the 
expanded flow region. Similar to the spectroscopic measurement of the freestream, the spectroscopic 
measurement of the flow around the wedge was used to deduce the temperatures and number 
densities. To study the thermal non-equilibrium in the flowfield, the ratio of vibrational temperature 
to rotational temperature was determined from the estimated temperatures. The result showed that 
the thermal non-equilibrium in the expansion fan was generally not significant. The 4.0 km/s 
condition contains the most thermal non-equilibrium with a non-equilibrium of up to 7% in the 
expansion region. The 2.8 km/s condition contains the least thermal non-equilibrium with a non-
equilibrium of up to 3% in the expansion region. The lack of non-equilibrium between the rotational 
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mode and vibrational mode may indicate that there are no complex thermal non-equilibrium effects 
in the flow. Furthermore, the temperatures and CO2 number densities deduced from spectroscopic 
measurements of the 4.3 µm band and the 2.7 µm band are compared. Good agreements were 
observed. This provides confidence that the estimated temperatures and number densities are accurate 
within the given uncertainties. This may also indicate that there are no complex thermal non-
equilibrium effects in the flowfield. In addition, the good agreement provides some confidence to the 
validity of NEQAIR at predicting CO2 radiation under gas-dynamic conditions which are more 
relevant to Mars entry. 
To further characterize the experimental freestream conditions, the temperatures and carbon dioxide 
number densities at representative post-shock locations were compared to frozen and equilibrium 
chemistry limits using the estimated freestream conditions. Experimental results from past literature, 
as well as finite rate chemistry CFD simulations conducted in the current study, indicate that, at the 
investigated post-shock location, the condition should be close to the frozen chemistry condition. 
Therefore, for all three freestream conditions, the measured temperature and CO2 number density 
should be close to that calculated assuming frozen chemistry. However, only the measured properties 
of the 4.0 km/s condition matched with frozen chemistry calculations. For the 2.8 and 3.4 km/s 
condition, the measured temperature was significantly lower than the frozen temperature. In addition, 
for these two conditions, the measured CO2 number densities were found to be outside the calculated 
frozen and equilibrium bounds. The frozen post-shock temperature being significantly greater than 
the measured post-shock temperature could be explained by helium contamination of the 2.8 and 3.4 
km/s inflows, which may also explain the large difference between the inflow total density and inflow 
CO2 density mentioned previously. Subsequently, inflow conditions were created for the 2.8 and 3.4 
km/s condition by tuning the freestream helium mole fraction and freestream pressure such that the 
post-shock frozen temperature and CO2 number density match with the measured values. The 
properties - pitot pressure, conehead pressure and CO2 number density - of this made-up freestream 
were compared to the corresponding measured values. The result showed that, although the pitot 
pressure agreed well, the conehead pressure and CO2 number density differed significantly. 
Therefore, it was concluded that helium contamination could not simultaneously reconcile the 
measured freestream CO2 number density, pitot pressure and conehead pressure, and the measured 
post-shock CO2 number density and temperature. In addition, the shock location study presented in 
this chapter showed that having 0.7 mole fraction of helium in the inflow would produce a shock 
wave at a location nowhere near the measured shock wave location. Consequently, it is concluded 
that helium contamination of the freestream is unlikely the cause of the discrepancy in post-shock 
temperatures. 
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6 Numerical Study and Comparison to 
Experimental Results 
6.1 Introduction 
A parametric study was carried out to investigate the importance of various gas properties on the 2.7 
µm and 4.3 µm band radiance. Numerical reconstructions of the experiments were then performed. 
Three-dimensional simulations were done using the Eilmer3 [97] code for the flowfield and the 
NEQAIR v14.0 [49] code for the radiation. The two-temperature model was used to describe the non-
equilibrium thermochemical kinetics. The numerically computed radiation as well as the 
temperatures and carbon dioxide number densities are compared to the values derived from 
experiments, presented in the previous chapters. The comparison allows for the examination of the 
accuracy of the current numerical models at simulating high-temperature CO2 flows. Possible reasons 
causing discrepancies between the measured and the computed results are investigated. Furthermore, 
to examine the characteristics of high temperature CO2 flows, the influence of the carbon dioxide 
dissociation rate used in the CFD is studied.  
6.2 Band Radiance Parametric Study 
In the framework of the NEQAIR radiation code [49], carbon dioxide radiation is defined by the 
rotational temperature, vibrational temperature and carbon dioxide number density. In addition, the 
carbon monoxide radiation can also contribute to the emission of the 4.3 µm and 2.7 µm bands due 
to overlap. To investigate these emission bands from carbon dioxide mixtures, it is necessary to study 
the influence of these temperatures and number densities on the band radiance. Hence, a parametric 
study is carried out using the NEQAIR code. This allows the importance of each variable, in the 
context of accurately calculating the intensity of the band radiances, to be determined. The study is 
conducted using a line of sight length of 130 mm which is representative of the radiating length of 
the lines of sight measured in the emission spectroscopy above the wedge model. 
The normalized plots on Figure 6.1 show the variation of the band radiance when the CO2 number 
density is varied at different temperatures. The radiance of the 2.7 µm band increases linear with CO2 
number density indicating that it is optically thin. However, the 4.3 µm band radiance does not 
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increase linearly which means it has self-absorption. The amount of self-absorption decreases at 
higher temperatures. Consequently, for the 4.3 µm band, the band radiance is more affected by CO2 
number density at higher temperatures. Furthermore, at higher temperatures, the 4.3 µm band 
radiance is almost directly proportional to the CO2 number density. For the 2.7 µm band, at all the 
studied temperatures, the band radiance is directly proportional to the CO2 number density. 
         
Figure 6.1. Influence of the carbon dioxide number density (cm-3) to the band radiance with no carbon 
monoxide. Each curve is normalized to the band radiance value at a carbon dioxide number density of 
1.0 x 1015 cm-3. 
        
Figure 6.2. Influence of carbon monoxide number density (cm-3) to the band radiance with carbon 
dioxide number density constant at 1.0 x 1016 cm-3. Each curve is normalized to the band radiance with 
zero carbon monoxide. 
The plots in Figure 6.2 show the variation of the band radiance when the CO number density is varied 
at different temperatures while the CO2 number density is kept constant at 1.0 x 10
16 cm-3. For both 
the 2.7 and 4.3 µm band, the sensitivity of the CO number density increases with increase in 
temperature. The CO radiation is optically thin in the 2.7 µm band at all temperatures studied. The 
CO radiation is optically thin for the 4.3 µm band at temperatures greater than 3500 K, while some 
self-absorption occurs at lower temperatures such as at 1500 K. Furthermore, since the upper bound 
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of the CO number density to CO2 number density in the flowfield is roughly 1:1, CO can contribute 
up to around 10 % of the 4.3 µm band radiance at some locations in the flowfield, according to the 
result on Figure 6.2. For the 2.7 µm band, CO radiation can contribute up to 5 % of the total band 
radiance at some locations in the flowfield. The results show that CO radiation is not completely 
negligible and, thus, it is included when numerically reconstructing the experiments presented later 
in this chapter. 
          
Figure 6.3. Influence of thermal equilibrium temperature on band radiance at different CO2 number 
densities (cm-3). Each curve is normalized to the band radiance value at 1000 K. 
The plots on Figure 6.3 show the variation of the band radiance at thermal equilibrium when the 
temperature is varied between 1000 – 7000 K at different CO2 number densities (cm-3). For both the 
2.7 µm and 4.3 µm band, temperature influences the band radiance more at higher CO2 number 
densities. This is due to the fact that the band emission moves towards the blackbody limit, where the 
total energy emitted is proportional to the 4th power of the temperature, as the CO2 number density 
increases. Furthermore, Figure 6.3 shows that the 2.7 µm band increases more rapidly with increase 
in temperature compared to the 4.3 µm band. 
Figure 6.4 shows the change in band radiances when either the rotational temperature or vibrational 
temperature is varied while the other temperature is kept constant, and it shows how the non-
equilibrium between the rotational and vibrational temperature influences the 2.7 µm and 4.3 µm 
band radiance. In general, thermal non-equilibrium has the potential to influence the band radiance 
intensities significantly. For both emission bands, the influence of the non-equilibrium between the 
rotational and vibrational temperature on the band radiance is greater at lower temperatures. 
Comparing the influence of changing the rotational temperature and vibrational temperature on the 
4.3 µm band radiance, the rotational temperature has marginally greater influence than the vibrational 
temperature at higher temperatures such as 5500 K. However, the rotational temperature is distinctly 
more influential than the vibrational temperature at lower temperatures such as 1500 K. For the 2.7 
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µm band, at higher temperatures such as 5500 K, the vibrational temperature has marginally more 
influence than the rotational temperature on the band radiance. On the other hand, at lower 
temperatures such as 1500 K, the rotational temperature is distinctly more influential than the 
vibrational temperature, as with the 4.3 µm band. In addition, for both emission bands, increasing the 
rotational temperature increases the band radiance while the vibrational temperature is constant. 
However, for both emission bands, increasing the vibrational temperature decreases the band radiance 
when the rotational temperature is constant at lower temperatures such as 1500 K. On the other hand, 
increasing the vibrational temperature increases the band radiance when the rotational temperature is 
constant at higher temperatures such as 5500 K.  
        
          
Figure 6.4. Influence of Tr - Tv non-equilibrium on band radiance at a constant CO2 number density 
of 1.0 x 1016 cm-3. The left column shows the influence of changing the Tr while Tv is constant. The 
right column shows the influence of changing the Tv while Tr is constant. 
In summary, the results show that the temperature is the most influential variable towards the band 
radiance of the 4.3 µm band. The CO2 number density, although not as influential towards the band 
radiance as the temperature, is believed to be just as important as the temperature because the number 
density has a greater variation in the flowfield than the temperature. The thermal non-equilibrium is 
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the third most influential variable towards the band radiance. Lastly, the CO number density is seen 
to be the least influential variable to the band radiance, though it is still accounted for in the numerical 
reconstruction of the experiments presented later in this chapter. 
6.3 Numerical Simulation Methodology 
Full numerical reproductions of the experiments are carried out using the Eilmer3 flowfield code [97] 
along with the NEQAIR v14.0 radiation code [49]. The simulation of the wedge in Eilmer3 was 
carried out using the two-temperature thermochemical model. For the current test conditions, the high 
temperature gas mixture consists of CO2, CO, O2 and O. The chemical reactions occurring in the flow 
are shown in Table 6.1 along with the corresponding rate coefficients for the modified Arrhenius 
equation according to  
 
𝑘 = 𝐴𝑇𝑛 exp (−
𝑇
𝑇𝑎
) 6.1 
Here k is the reaction rate coefficient, T is the rate controlling temperature, Ta is the activation 
temperature, A is called the pre-exponential factor (also called the temperature-independent constant) 
and n is a constant. The reverse reactions are calculated from the corresponding equilibrium constants. 
For both the carbon dioxide dissociation reaction and the oxygen dissociation reaction, the reaction 
rates are independent of the collision partner. This assumption of the dissociation reactions being 
roughly independent of the collision partner is supported by Saxena et al. [28]. The geometrically 
averaged temperature, √𝑇𝑇𝑣, is used as the controlling temperature for the two dissociation reactions 
reaction rates as proposed by Park [107]. The neutral exchange reaction is controlled by the 
translational temperature. The Eilmer3 configuration file which specifies the chemical kinetics model 
is shown in appendix D.1. 
Table 6.1. The kinetics model proposed by Cruden et al [44] for use with the modified Arrhenius 
equation. 
Equation A (cm3 mol-1 s-1) n Ta (K) 
CO2 + M  CO + O + M 7.47 x 1012 0.50 52321 
O2 + M  O + O + M 1.20 x 1014 0.0 54246 
CO2 + O  CO + O2 1.69 x 1013 0.0 26461 
 
The thermochemical model used in the current work is a two-temperature model without ionization 
(the free electron is not included as a chemical species). In the two-temperature model, the thermal 
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exchange model contains only the vibrational relaxation, V-T, mechanism. This is due to the fact that 
the two-temperature model differentiates only two thermal modes, thus, resulting in only one possible 
thermal exchange mode. The vibrational relaxation rates depend on the colliding species. For the 
conditions in the current work, the overall V-T mechanism consists of CO2 and CO colliding with 
CO2, CO and O [107]. The V-T mechanism is modelled using the Landau-Teller equation 
 𝑑𝜀𝑣(𝑇𝑣)
𝑑𝑡
=
𝜀𝑣,𝑒𝑞(𝑇) − 𝜀𝑣(𝑇𝑣)
𝜏𝑣
 6.2 
where 𝜀𝑣 is the vibrational energy per unit mass (function of the vibrational temperature, 𝑇𝑣), 𝜀𝑣,𝑒𝑞 is 
the equilibrium vibrational energy per unit mass at the translational temperature, 𝑇, and 𝜏𝑣 is called 
the vibrational relaxation time. The value of τv is dependent on the colliding particles, pressure and 
the translational temperature only, and it is calculated from the Millikan-White equation without 
Park’s high temperature correction [107]. Park’s high temperature correction is not believed to be 
necessary for the conditions concerned in this work because the velocities involved are relatively low. 
The Millikan-White equation [129] is given by 
 
𝑝𝜏𝑣 = exp [𝑎 (𝑇
−
1
3 − 𝑏) − 18.42] 6.3 
where p is the pressure, a and b are constants and T is the translational temperature. The values of the 
two vibrational constants, a and b, used in the equation depend on the colliding species. These values 
are determined theoretically for all the encounters concerned except the CO2 - CO2 encounter, using 
[129] 
where µ is the reduced molecular mass in g/mol and Θ is the characteristic temperature of the 
vibrational mode under consideration in K. For the CO2 - CO2 encounter, experimentally determined 
values by Camac [37] were used where a=36.5 and b=-0.0193. The Eilmer3 configuration file which 
specifies this thermal kinetics model is shown in appendix D.2. 
 
 
 
 
 𝑎 = 0.00116µ0.5𝛩𝑣𝑖𝑏
1.333 , 𝑏 = 0.015µ0.25 6.4 
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Table 6.2. Estimated freestream properties from both the PITOT code and radiation measurements 
used for the CFD simulation of the experiments. 
Condition 
Source 
(Experiment number) 
P 
(Pa) 
T 
(K) 
TV 
(K) 
Velocity 
(m/s) 
Mole Fraction 
CO2/CO/O2/O 
2.8 km/s 
PITOT Code  
(x2s2906) 
355 1191 2358 2877 0.92/0.054/0.0267/0.0 
Spectroscopic Measurement 
(x2s3433) 
58 1000 1100 2877 0.92/0.054/0.0267/0.0 
3.4 km/s 
PITOT Code  
(x2s2905) 
360 1378 2758 3484 0.76/0.158/0.076/0.006 
Spectroscopic Measurement 
(x2s3430) 
98 1200 1750 3484 0.76/0.158/0.076/0.006 
4.0 km/s 
PITOT Code  
(x2s2904) 
150 1281 2815 4077 0.73/0.18/0.083/0.007 
Spectroscopic Measurement 
(x2s3426) 
161 1150 1200 4077 0.73/0.18/0.083/0.007 
 
     
      
Figure 6.5. Dimensions of the three-dimensional simulation domain for simulating the flowfield 
around the wedge model. Also shown is the block topology. 
Nozzle exit diameter, ⌀ = 201.8 mm
Core flow diameter, ⌀ ≈ 140 mm
Dimensions are to scale
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Figure 6.6. Boundary conditions used for the simulation of the flowfield around the wedge. Also shown 
is the block topology. 
Although the test model is a quasi-2d model, three-dimensional numerical simulations of the test 
model are required due to significant edge effects on the test model. This is discussed in detail in 
section 6.4. The dimensions of the simulation domain are shown in Figure 6.5. The simulation domain 
contains approximately 3.1 million cells in total and 773 blocks in total. The mesh is structured and 
it is created using the Gridpro software [130]. Clustering is done around the model edge and boundary 
layer. The block topology is shown in Figure 6.5 and Figure 6.6. The boundary conditions are shown 
in Figure 6.6. The simulation is viscous; fixed temperature (fixed at 300 K), no slip walls are used as 
the boundary condition for the model surfaces. Supersonic outflow is used as the outflow boundary 
condition. A supersonic inflow, with the estimated inflow properties in Table 6.2, is used to simulate 
the freestream. Inflow conditions estimated using both the PITOT code and the spectroscopic 
measurements are used in the CFD simulation. The comparison with corresponding experimental 
measurements, in section 6.5, is subsequently done with simulation solutions from both sources of 
the inflow estimates. 
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6.4 Three-Dimensional Effects of the Test Model 
A perfectly two-dimensional flowfield can only exist if an infinite width model is used. For all finite 
length two-dimensional test models, there will exist three-dimensional effects. Therefore, in reality, 
due to edge effects, the width of the flowfield generated around the test model is generally not equal 
to the width of the test model. The width of the flow significantly affects the line of sight emission 
spectroscopy measurements as radiation is integrated across the measured lines of sight. Hence, for 
correct interpretation of the spectroscopic measurements, it is important to characterize the flow 
around the test model correctly. The particular three-dimensional effects that need to be characterized 
for interpreting the spectroscopic measurements are the path length of the lines of sight parallel to the 
width of the model, and the variation of the flow properties across each line of sight. 
 
Figure 6.7. Edge effects of the two-dimensional wedge model. 
 
Figure 6.8. A slice in each of the X-Z, X-Y and Y-Z plane showing the temperature contour. 
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Figure 6.9. A slice in the X-Z plane at 5.75 mm above the top surface of the wedge model showing the 
temperature contour. Flow direction is from bottom to top. 
 
Figure 6.10. A slice in the Y-Z plane at 10 mm behind the convex corner showing the temperature 
contour. 
The three-dimensional, laminar, viscous CFD simulations of the test model, discussed in section 6.3, 
are used to investigate the edge effects. A slice in each of the three planes in the simulation domain 
is shown in Figure 6.8 for the 3.4 km/s condition. An X-Z plane slice at 6 mm above the top surface 
of the test model for the 3.4 km/s condition is shown in Figure 6.9. The results show that near the 
shock wave, the width of the flow is less than the width of the test model. This is due to the curvature 
of the shock wave. However, the flow near the back of the test model has a width much greater than 
the width of the model. This is due to the expansion of the flow beyond the edge of the model.  
The flow in the region beyond the edge of the model can produce significant radiation. Line of sight 
emission spectroscopy measurements along the width of the test model looks through this region of 
flow beyond the edge of the model, hence the radiation from this region will be captured in the 
spectroscopic measurements. This is why three-dimensional modelling of the flow around the wedge 
is critical for comparison with experimental data. Additionally, a Y-Z slice at 10mm behind the 
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convex corner of the model reveals that the amount of flow beyond the model edge changes only 
mildly with height above the test model as shown in Figure 6.10. Since the emission spectroscopy 
measurements differ by only 5 mm in height, the amount of flow beyond the edge of the model is 
approximately the same for the measurements at different heights above the model, for a given test 
condition. 
 
Figure 6.11. Locations of the lines of sight across the test model extracted to study the variation of the 
flow properties along the width of the test model. Flow direction is from bottom to top. 
Using the three-dimensional CFD computations to investigate the variation of the flow properties 
across each line of sight, the CO2 number density, rotational temperature and vibrational temperature 
across three lines of sight are extracted in the X-Y plane at 5.75 mm above the test model for each 
test condition. The three lines of sight are located at 2.5, 10 and 30 mm behind the shock front at 5.75 
mm above the test model in the X-Y plane slice, as illustrated in Figure 6.11. The results for each line 
of sight are normalized with the corresponding CO2 number density/temperature value at the 
centreline. The results are shown in Figure 6.12. This study uses results computed from the PITOT 
code estimated inflows shown in Table 6.2 
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Figure 6.12. Normalized carbon dioxide number density and temperature across lines of sight. Top, 
middle and bottom rows correspond to the 2.8, 3.4 and 4.0 km/s conditions. 
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Figure 6.13. Carbon dioxide number density and temperature across lines of sight. Top, middle and 
bottom rows correspond to the 2.8, 3.4 and 4.0 km/s conditions. 
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The normalized and absolute results in Figure 6.12 and Figure 6.13 respectively show how the 
temperatures and CO2 number density vary across the width of the test model. In particular, it is 
interesting to look at how the properties vary in the region within the edge of the test model as well 
as how properties in the flow beyond the edge differ with the properties in the flow within the model 
edge. For the 2.8 km/s condition, the properties within the edge of the test model are generally 
uniform across the lines of sight with variations of less than 10 %. The exception is the translational-
rotational temperature of the 2.5 mm line of sight in which the line of sight sees through the curved 
shock wave. This results in the sharp peak in translational-rotational temperature near the end of the 
line of sight. Another exception is the CO2 number density of the 30 mm line of sight in which the 
number density differs markedly within the edge of the test model. In all cases, except the CO2 
number density of the 30 mm line of sight, the properties beyond the edge of the model do not vary 
more than 10 % from that at the centreline. The CO2 number density of the 30 mm line of sight is the 
exception. For the 3.4 km/s condition, as with the 2.8 km/s condition, the properties within the edge 
of the test model are generally uniform across the lines of sight with variations of less than 10 %. 
Similar to the 2.8 km/s condition, the exception is also the translational-rotational temperature of the 
2.5 mm line of sight and the CO2 number density of the 30 mm line of sight. For the flow beyond the 
edge of the model, the variation is less than 20 % with the properties at the centreline. The exception 
is the CO2 number density of the 30 mm line of sight. For the 4.0 km/s condition, the properties within 
the edge of the test model vary by less than 10 % of the properties at the centreline, except the 
translational-rotational temperature across the 2.5 mm line of sight and the CO2 number density 
across the 10 and 30 mm lines of sight. For the flow beyond the edge of the model, the variation is 
less than 50 % with the properties at the centreline. Like with the 3.4 km/s condition, the expectation 
is the CO2 number density of the 30 mm line of sight. 
The results in Figure 6.12 and Figure 6.13 show that, in general, the vibrational temperature remains 
the most constant across each line of sight. In general, the translational-rotational temperature remains 
the least constant across each line of sight. The CO2 number density remains rather constant across 
lines of sights near the shock wave. However, when flow starts to exist beyond the edge of the model, 
the CO2 number density varies significantly across lines of sight near the back of the test model. In 
general, the results show that the non-uniformity in flow properties across lines of sight generally 
increase in the downstream direction. Overall, the 2.8 km/s condition has the most uniform properties 
across the lines of sight, while the 4.0 km/s condition has the least uniform properties across the lines 
of sight. 
Three-dimensional effects, in addition to influencing CFD computations, might also influence the 
experimental temperature and number density estimates, from spectra fitting, presented in chapter 5. 
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To examine the extent of the influence of the three-dimensional effects on the temperature and 
number density estimates, flow data along the lines of sight of Figure 6.11 - Figure 6.13 were used to 
compute a numerical spectra integrated along each line of sight. These numerical spectra were then 
treated as experimental spectra and the spectra fitting technique used in chapter 5 were used to 
estimate a rotational temperature, vibrational temperature and CO2 number density for each line of 
sight. Visual inspection of these spectra fits showed that the fits are good, like the ones shown in 
Figure 5.14, and the uncertainties of the spectra fitting estimated values were defined in the same way 
as described earlier in section 5.4. The estimated temperatures and number densities were compared 
to the CFD centreline and averaged temperature (averaged along the distance with radiation on the 
line of sight) for each line of sight. The results are presented in Table 6.3.  
Table 6.3. Comparison of the spectra fitting estimated temperatures and number densities, to the CFD 
centreline and average temperatures and number densities, for each line of sight. 
Condition Line of sight 
Tr, K 
(centreline 
/average 
/estimated) 
Tv, K 
(centreline 
/average 
/estimated) 
Tv/Tr  
(centreline 
/average 
/estimated) 
nCO2, 1016 cm-3 
(centreline 
/average 
/estimated) 
2.8 km/s 
2.5 mm 
4505 / 4675 /  
5000 ± 100 
4374 / 3876 /  
4050 ± 100 
0.97 / 0.83 / 
0.81 ± 0.04 
13.4 / 11.7 /  
11.8 ± 0.5 
10 mm 
3944 / 3923 /  
4100 ± 100 
4127 / 4044 / 
4120 ± 100 
1.05 / 1.03 / 
1.00 ± 0.05 
9.3 / 9.3 / 
 9.5 ± 0.4 
30 mm 
2694 / 2596 /  
2700 ± 100 
3295 / 3264 / 
 3213 ± 100 
1.22 / 1.26 / 
1.19 ± 0.06 
2.0 / 2.2 / 
 2.2 ± 0.1 
3.4 km/s 
2.5 mm 
5613 / 5659 /  
6450 ± 100 
5720 / 5040 /  
5420 ± 100 
1.02 / 0.89 / 
0.84 ± 0.04 
9.8 / 8.5 /  
9.0 ± 0.4 
10 mm 
4168 / 4281 /  
4450 ± 100 
4418 / 4487 /  
4519 ± 100 
1.06 / 1.05 / 
1.02 ± 0.05 
5.4 / 5.5 /  
5.6 ± 0.3 
30 mm 
2762 / 2804 /  
2900 ± 100 
3316 / 3431 /  
3451 ± 100 
1.20 / 1.22 / 
1.19 ± 0.06 
1.3 / 1.5 /  
1.5 ± 0.1 
4.0 km/s 
2.5 mm 
7121 / 7344 / 
8000 ± 100 
6850 / 5831 /  
6180 ± 100 
0.96 / 0.79 / 
0.77 ± 0.04 
4.0 / 3.5 /  
3.6 ± 0.2 
10 mm 
4449 / 4719 /  
5050 ± 100 
5006 / 5144 /  
5151 ± 100 
1.13 / 1.09 / 
1.02 ± 0.05 
1.9 / 2.1 /  
2.1 ± 0.1 
30 mm 
2598 / 2780 /  
3050 ± 100 
3708 / 3915 / 
3935 ± 100 
1.43 / 1.41 / 
1.29 ± 0.06 
0.56 / 0.66 /  
0.63 ± 0.03 
 
The results in Table 6.3 show that, for all three conditions, the influence of three-dimensional effects 
on spectra fitting estimates increase when moving closer towards the shock front as the 2.5 mm line 
of sight is the most affected by the three-dimensional effects. This is because the lines of sight closer 
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to the shock front sees through the shock front due to the shock curvature. The estimated property 
most affected by three-dimensional effects is the rotational temperature. In all cases, the edge effects 
cause an over-estimate of rotational temperature from spectra fitting; the over-estimate is most severe 
for the 2.5 mm line of sight with the estimated rotational temperature being about 10 – 15 % greater 
than the centreline and averaged rotational temperatures. On the other hand, the edge effects have a 
lesser influence on the vibrational temperature estimates, with the estimates generally matching 
within 100 K of the centreline and averaged temperatures. Due to the estimated rotational 
temperatures being consistently greater than the centreline and averaged rotational temperatures, the 
estimated Tv/Tr ratios are consistently lower than the centreline and averaged values, though the 
under-estimates are not large – less than 10 % compared to the averaged values in all cases. 
Furthermore, as is with the vibrational temperature estimates, the CO2 number densities estimates are 
hardly influenced by the edge effects, with the estimated values generally matching the centreline 
and averaged values within the uncertainties. Finally, overall, the spectra fitting estimated values 
better represent the averaged values, compared to the centreline values. While the current results are 
obtained from the CO2 4.3 µm band spectra, the same results are obtained from the CO2 2.7 µm band 
spectra because the fitted temperatures match to within 100 K. Thus, the 2.7 µm band results are not 
presented here. 
       
Figure 6.14. Comparison of the band radiance calculated from two-dimensional and three-dimensional 
simulations. The left, middle and right figures correspond to the 2.8, 3.4 and 4.0 km/s conditions 
respectively. The two-dimensional radiation calculation assumes a path length of 100 mm.  
To investigate the three-dimensional effects on the absolute radiation measurements, NEQAIR 
calculations using both a two-dimensional and a three-dimensional flowfield are conducted to 
simulate the emission spectroscopy measurements. For the comparison, the two-dimensional case 
assumes a width of 100 mm for the lines of sight, which is equal to the width of the wedge model. 
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The two-dimensional and three-dimensional flowfields are both generated using the Eilmer3 code 
with the same two-temperature thermochemical model discussed in section 6.3. Line of sight 
properties at the measurement location of 5.75 mm above the test model in Figure 4.5 are extracted 
and imported into NEQAIR for radiation calculations. The results are shown on Figure 6.14. The 
results show that, in general, the radiation is 20 % higher in the two-dimensional case for lines of 
sight near the shock wave. This is due to the curvature of the shock wave in three-dimensions resulting 
in fewer radiating particles in these lines of sight. On the other hand, in general, radiation is 30 % 
higher in the three-dimensional case for lines of sight around the rear of the test model. This is due 
to the expanded width of the flow beyond the edge of the model resulting in more radiating particles 
in the lines of sight. Also, in Figure 6.14, the shock standoff is slightly smaller for the three-
dimensional case, which is consistent with the investigation by Eichmann [131] who showed that 
three-dimensional effects decrease the shock standoff. 
To support the numerical results, radiation measurements of the flow beyond the edge of the wedge 
model are taken. The radiation measurement is conducted using the filtered imaging system described 
in section 4.3. The filtered images are taken by imaging the test model from the top. The results are 
shown in Figure 6.15. They show significant amounts of radiating flow beyond the edge of the test 
model downstream of the convex corner. Looking from the top, the radiation beyond the edge is of a 
comparable value to the radiation inside the edge above the model. The amount of radiating flow 
beyond the edge increases downstream. Comparing between the three different conditions, the 4.0 
km/s condition is observed to have the least flow beyond the edge, while the 2.8 km/s condition is 
observed to have the most flow beyond the edge. Thus, the amount of flow beyond the edge of the 
model is seen to decrease with increase in freestream velocity.  
From the top views, the measured radiation is strongest at the centreline of the test model and it is 
estimated that there is a roughly uniform region of about ± 35 mm either side of the centreline before 
the radiation decreases rapidly. Nevertheless, the size of the region of uniformity seen in Figure 6.15 
is believed to be significantly less than that in slices at around 3.25 – 8.25 mm above the test model, 
which corresponds to the location of the spectroscopic measurements. It is believed that the amount 
of uniformity in the width direction decreases with increase in height above the test model. This is 
because the curvature of the shock wave increases with height and the freestream core flow in the 
width direction decreases with height. Looking from the top, the measurement integrates the radiation 
through the entire height of the flowfield, thus, observing more three-dimensional effects. Therefore, 
for the emission spectroscopy measurements in the current work, the flow properties across the 
measured lines of sight should be more uniform than what it may seem from Figure 6.15. 
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Figure 6.15. Filtered images of the radiating flow beyond the edge of the wedge model; flow direction 
is from right to left. Vertical slices are extracted at various locations in the images and plotted in the 
graphs in the right column. The top, middle and bottom rows correspond to the 2.8, 3.4 and 4.0 km/s 
conditions respectively. 
In conclusion, the results presented in this section show that the flowfield cannot be well 
approximated as two-dimensional. Three-dimensional analysis is required for correct interpretation 
of the experimental measurements. 
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6.5 Comparison between CFD and experiment  
In this section, the available experimental measurements of the flow around the wedge model are 
compared to that calculated from numerical simulations using the computational methodology 
described in section 6.3. In particular, the comparison between experimental measurements and 
numerical predictions is done for the shock wave location, band radiance, temperatures, CO2 number 
density and the degree of thermal non-equilibrium. 
6.5.1 Shock Wave Location 
Given the correct inflow, the two-temperature model has been shown to be capable of predicting the 
shock wave location well at similar conditions [52] [89] [105]. Therefore, comparing the computed 
shock wave location to the measured shock wave location can help assess the validity of the estimated 
inflow conditions. Significant discrepancy between the measured shock wave location and the 
computed shock wave location would most likely indicate the inflow is inaccurate [90]. However, a 
good match in the location of the shock wave would not necessarily indicate the inflow is accurate 
because there may exist a large range of inflow conditions that give a good match in the shock wave 
location. In section 3.4.4, the measured shock wave locations from the high-speed videos were 
compared to the computed shock wave location in two-dimensional simulations using the inflows 
estimated from the PITOT code. Further work is presented in the current section by comparing 
multiple measurements of the shock wave location from the filtered images, discussed in section 4.3, 
with the computed shock wave location in three-dimensional simulations (Eilmer3) using the inflows 
estimated from the PITOT code and from the spectroscopic measurements in Table 6.2. 
 
Figure 6.16. Comparison of the measured shock wave locations to the simulated shock wave locations. 
The results of the comparison of the shock wave locations, presented in Figure 6.16, show that the 
inflow from the PITOT code compute shock wave locations that agree well with the measured 
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locations for all three test conditions. This is consistent with the result in section 3.4.4 where the same 
comparison is made with shock wave locations computed from two-dimensional simulations. In 
addition, for the 2.8 and 3.4 km/s conditions in particular, the shock locations computed from the 
spectroscopic measurement inflows also matched well with measurements. For the 2.8 and 3.4 km/s 
condition, although the spectroscopic measurement inflow has distinctly less thermochemical 
excitation than the PITOT code inflow, the shock location computed using the spectroscopic 
measurement inflow still matched well with the measured shock location. This is because the shock 
location also depends on the inflow density [132] [133]. For the 2.8 and 3.4 km/s condition, the 
spectroscopic measurement estimated inflow has a significantly lower density than the PITOT code 
estimated inflow. Hence, the effect of the difference in the inflow density cancelled out the effect of 
the difference in the inflow thermochemical excitation on the shock location. For the 4.0 km/s 
condition, the shock location computed using the inflow estimated from the spectroscopic 
measurements is slightly different to that computed from the PITOT code inflow. This difference in 
shock location is due to the two inflows having significantly different degrees of thermochemical 
excitation but similar inflow densities. Nevertheless, this difference in shock location, although 
observable, is also small. Such a small discrepancy may be attributed to the limitations of the 
numerical model at predicting the shock location [105]. 
As there are no significant discrepancies between the measured shock wave location and the 
computed shock wave location, the results in Figure 6.16 do not show any of the inflow estimates as 
being certainly incorrect. Nevertheless, the results also do not provide any information as to which 
inflow estimates are more accurate. 
6.5.2 Band Radiance 
To compare the numerically predicted band radiance with the measured band radiance, scaling factors 
are determined. The scaling factor is defined as the measured band radiance divided by the 
corresponding numerically predicted band radiance. A scaling factor of one indicates a perfect match 
between experiment and numerical prediction. A scaling factor of more than one indicates that the 
numerical predictions underestimate the radiation, while a scaling factor of less than one indicates 
that the numerical predictions over-estimate the radiation. In the current work, for each measurement, 
scaling factors are obtained at two locations in the band radiance profile, as shown in Figure 6.17; 
one at the peak of the band radiance profile, referred to as ‘point 1’, and one in the expanded flow 
region, referred to as ‘point 2’. The scaling factors are obtained from simulations using the freestream 
estimate from both the PITOT code and from the spectroscopic measurements. The inflow conditions 
used in the simulations are shown in Table 6.2. The calculated scaling factors for both the 2.7 µm and 
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4.3 µm band at all the measured locations and for all the conditions are shown in Figure 6.18. The 
plots in Figure 6.18 shows the scaling factors at various locations against the freestream velocity of 
the test conditions. The error bars shown correspond to the bounds of the band radiance measured 
due to the shot-to-shot variation discussed in section 4.2.6. 
 
Figure 6.17. Scaling the CFD curve to match the experimentally measured curve at ‘point 1’ and 
‘point 2’. 
First, it is necessary to examine how the scaling factors differ between simulations done using the 
freestream condition estimated from the spectroscopic measurements and the freestream condition 
estimated from the PITOT code. From Figure 6.18, the freestream estimates from the two different 
sources produce significantly different results, particularly for the case of the 2.8 km/s and 3.4 km/s 
condition. For the 2.8 and 3.4 km/s condition, the freestream derived from the spectroscopic 
measurements has a significantly lower pressure, about 300 Pa lower, and a slightly lower 
temperature, about 200 K lower, compared to that derived from the PITOT code, while the velocity 
and mole fractions are identical. For the 2.8 km/s condition, the 4.3 µm band radiance at point 1 is 
slightly (less than 30 %) under-predicted by Eilmer3/NEQAIR when using the freestream condition 
estimated from the spectroscopic measurements. On the other hand, the 4.3 µm band radiance at point 
1 is significantly, almost 200 %, over-predicted by Eilmer3/NEQAIR when using the freestream 
condition estimated from the PITOT code. An even larger variation is seen for the 2.7 µm band 
radiance at point 1 where the emission is almost 200 % over-predicted when using the freestream 
condition estimated from the PITOT code but under-predicted by a factor of around 2 when using the 
freestream condition estimated from the spectroscopic measurements. For both the 2.7 and 4.3 µm 
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band, the errors of under-estimation and over-estimation at point 1 are carried on to the respective 
point 2. Therefore, similarly large variations in emission are seen at point 2 between the two different 
freestream estimates. Additionally, similarly large variations are seen for the 3.4 km/s condition 
where the emission is over-estimated by the freestream estimated from the PITOT code and under-
estimated by the freestream estimated from the spectroscopic measurements.  
      
       
Figure 6.18. Scaling factors for point 1 and 2 and for the 2.7 and 4.3 µm band. The top and bottom 
rows correspond to comparisons made with the PITOT code and spectroscopic measurement 
estimated inflow conditions respectively. The left, middle and right columns correspond to the 
measurements at 3.25, 5.75 and 8.25 mm above the test model. 
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Substantial sensitivity of the wedge flow radiation emission on the freestream condition is 
demonstrated by the 4.0 km/s condition. For the 4.0 km/s condition, the freestream estimate derived 
from the radiation measurements has a slightly higher pressure, about 10 Pa higher, and a slightly 
lower temperature, about 100 K, compared to that derived from the PITOT code. The velocity and 
mole fractions are identical. The only significant difference is that the vibrational temperature 
estimated from the spectroscopic measurement is more than 1000 K lower than that from the PITOT 
code. The results show that the radiation calculated from the inflow estimated from the PITOT code 
is up to 40 % lower than that calculated with the freestream estimated from the spectroscopic 
measurement even though the freestream estimated with the PITOT code has a significantly higher 
vibrational temperature. Thus, it seems that the inflow estimated from the radiation measurements 
computes more radiation because the 10 Pa greater in freestream pressure outweighs the 1000 K 
lower in freestream vibrational temperature. Subsequently, this result indicates that the freestream 
CO2 number density has significantly more influence on the flowfield emission than the freestream 
vibrational temperature. 
 
Figure 6.19. Comparison of post-shock band radiance between experiment and CFD using various 
chemical kinetics model [44]. The model ‘BC’ is the same model used in the current work. 
The comparison of the measured radiation with the computed radiation is supposed to provide an 
assessment of how well the current numerical models predict the CO2 radiating flow. However, due 
to the uncertainty in the freestream conditions generated in the expansion tube, it is difficult to provide 
any conclusions in regards to how well the current numerical models can predict the CO2 radiation. 
This is particularly the case for the 2.8 and 3.4 km/s condition where significant uncertainties exist 
in the freestream condition, as discussed in chapter 5. To further assess the accuracy of the estimated 
inflow conditions, the scaling factors derived in the current work are compared to the scaling factors 
derived by Cruden et al. [44], shown in Figure 6.20, which are considered accurate benchmark data. 
Cruden et al. [44] showed that, using the same chemical kinetics model described in section 6.3, the 
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entire non-equilibrium relaxation profile of the radiance behind shock waves travelling in pure CO2 
can be reconciled between numerical predictions and experimental measurements by applying a 
constant scaling factor. This is illustrated in Figure 6.19 where the chemical kinetics model ‘BC’ is 
the same model used in the CFD simulations in the current work. Hence, their scaling factor is 
independent of the location behind the shock wave. In the current work, as mentioned in section 5.5, 
the point 1 on Figure 6.18 for measurements at 3.25 mm above the test model corresponds to a post-
shock measurement in the flowfield around the wedge model. Thus, the scaling factors at point 1 for 
measurements at 3.25 mm above the wedge model can be compared to the scaling factors from 
Cruden et al. for similar conditions. 
 
Figure 6.20. The scaling factors behind normal shock waves derived by Cruden et al. [44]. 
For the 2.8 and 3.4 km/s condition, neither the freestream estimated from the PITOT code nor the 
freestream estimated from the spectroscopic measurements are believed to be good representations 
of the actual freestream conditions. This has already been discussed in detail in section 5.3 and 5.5. 
The results in Figure 6.18 further support this belief. As discussed in section 5.5, the 3.4 km/s 
condition in the current work is comparable to the 3.1 km/s of Cruden et al. [44]. The scaling factors 
obtained for the 3.4 km/s condition at point 1 at 3.25 mm above the test model is inconsistent with 
the scaling factors derived by Cruden et al. [44] for their 3.1 km/s condition. The scaling factor for 
the 3.1 km/s condition for the 4.3 µm band is 1.1, as shown on Figure 6.20. This is significantly 
different to the scaling factor of 0.7 and 1.7, from the PITOT code and spectroscopic measurement 
estimated inflow conditions respectively, for the 3.4 km/s condition at point 1 at 3.25 mm above the 
test model. The discrepancy seen between the scaling factor from Cruden et al. and the scaling factor 
from the current work is believed to be due to incorrect freestream estimates of the 3.4 km/s condition 
in this work. For the 2.8 km/s condition, Cruden et al. do not have data for a similar condition. 
However, from the trend in Figure 6.20, the fact that the inflow estimate from the PITOT code for 
the 2.8 km/s condition significantly over-predicts the measured radiation at point 1 at 3.25 mm above 
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the test model, shown in Figure 6.18, indicates that this inflow estimate is likely incorrect. This is 
because the trend in Figure 6.20 shows that the numerical calculations should under-predict the 
measured radiation for this condition. On the other hand, the scaling factor of 1.3 for the 2.8 km/s 
condition at point 1 at 3.25 mm above the test model, derived from using the inflow estimated from 
the spectroscopic measurements, is possible given the trend in Figure 6.20. Nevertheless, this still 
does not confirm whether or not this inflow estimate is correct. 
Compared to the 2.8 and 3.4 km/s condition, the 4.0 km/s condition is believed to be characterized 
well, as discussed in detail in section 5.3 and 5.5. For the 4.0 km/s condition, the scaling factors 
presented in the current section, when compared to that from the work of Cruden et al. [44], show 
that the inflow estimated using the spectroscopic measurements is likely a more accurate 
representation compared to that estimated from the PITOT code. The scaling factor at point 1 at 3.25 
mm above the test model for the 4.0 km/s condition is comparable to the scaling factor of the 3.75 
km/s experiment by Cruden et al. [44]. The scaling factors in this work is approximately 1.0 and 1.1 
for the 4.3 and 2.7 µm band radiance respectively using the inflow estimated from the spectroscopic 
measurements. This result compares well with scaling factors of 0.9 and 1.1 for the 4.3 and 2.7 µm 
band radiance respectively obtained by Cruden et al. for their 3.75 km/s condition. Thus, the 
freestream estimated from the spectroscopic measurements is believed to be the most accurate 
representation of the actual freestream for the 4.0 km/s test condition.  
Given the inflow condition is accurately defined, obtaining the scaling factors is useful for examining 
how well the current numerical models predict the 2.7 and 4.3 µm band radiance. As only the inflow 
of the 4.0 km/s condition estimated by the spectroscopic measurements is believed to be accurate, the 
following discussion is limited to this case. Comparing scaling factors at different heights above the 
test model, variations of less than 0.2 are observed and no distinct patterns can be observed in the 
variations to correlate to the change in height. In general, the computations and measurements match 
within 20 % and 40 % for the radiation at point 1 and point 2 respectively. Examining how the scaling 
factors vary between that of the 2.7 µm and 4.3 µm band at the same location, a pattern observed is 
that, at point 1, the scaling factors for the 2.7 µm band is consistently about 0.1 – 0.2 greater than that 
of the 4.3 µm band. Conversely, at point 2, the scaling factors for the 4.3 µm band is consistently 
about 0.1 – 0.4 greater than that of the 2.7 µm band. Examining how the scaling factors vary between 
point 1 and point 2, a pattern observed is that the scaling factor for the 4.3 µm band at point 2 is 
consistently larger than that at point 1. The scaling factor for the 4.3 µm band changes from a value 
of approximately 1 at point 1 to a value of approximately 1.3 – 1.4 at point 2. This result may indicate 
that the expansion fan causes an under-estimate of the 4.3 µm band radiance in the Eilmer3/NEQAIR 
simulation when compared to experiments. On the other hand, the change in scaling factor for the 2.7 
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µm band between point 1 and point 2 is seen to have no consistent pattern and it changes by less than 
0.2. 
6.5.3 Temperatures and carbon dioxide number density 
As the previous section showed that there is significant discrepancy between the radiation measured 
and the radiation calculated, it is now necessary to investigate the cause of this discrepancy. Same 
band radiance values can be obtained from different combinations of rotational temperature, 
vibrational temperature and CO2 number density. Therefore, it is necessary to compare the rotational 
temperature, vibrational temperature and CO2 number density deduced from experiments to those 
calculated in CFD in order to examine the cause of the discrepancy in band radiance. The results are 
shown in Figure 6.21 to Figure 6.23 where the lower and upper bounds of the properties deduced 
from experiments are compared to the properties calculated from CFD using the two different 
freestream estimates for each test condition. Since it was shown in section 6.4 that the flow properties 
change noticeably along the width of the flowfield, the CFD results presented in Figure 6.21 to Figure 
6.23 are the average values along the width of the flowfield. The inflow conditions used in the 
numerical simulations are presented in Table 6.2.  
Firstly, from the results shown in Figure 6.21 to Figure 6.23, the spike in rotational temperature at 
the shock front seen in the numerical results are not observed in the experimental results. This is 
caused by a combination of shock wave oscillation due to noise, spatial resolution limitations of the 
spectroscopy system, three-dimensional effects (in particular, shock wave curvature) and the lack of 
emission at the shock front. A general observation is that the temperatures are consistently over-
estimated in the CFD in the regions near the beginning of the expansion fan (post-shock region). The 
results show that the simulations compute temperatures at the measured post-shock location that are 
close to the post-shock chemically frozen temperatures calculated in section 5.5 in Table 5.7. The 
over-estimation of the temperature by CFD is particularly severe for the 2.8 and 3.4 km/s condition. 
Examining the translational-rotational temperature, the over-estimate is almost 1500 K for the 2.8 
km/s condition and about 1000 K for the 3.4 km/s condition. This large discrepancy seen in the 
flowfield temperature is believed to be caused by poorly characterized inflow conditions instead of 
any issues relating to the thermochemical kinetics model used to simulate the flowfield, as discussed 
earlier in section 5.5. In particular, presented in detail in section 6.6, the CO2 dissociation rate would 
have to be more than an order of magnitude greater than that used in the current CFD simulations in 
order to compute post-shock temperatures close to the experimental values and this is very unlikely.  
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Figure 6.21. Comparison of the rotational temperature, vibrational temperature and CO2 number 
density between experiment and CFD for the 2.8 km/s condition. The top, middle and bottom row 
correspond to the 3.25, 5.75 and 8.25 mm measurement above the test model. 
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Figure 6.22. Comparison of the rotational temperature, vibrational temperature and CO2 number 
density between experiment and CFD for the 3.4 km/s condition. The top, middle and bottom row 
correspond to the 3.25, 5.75 and 8.25 mm measurement above the test model. 
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Figure 6.23. Comparison of the rotational temperature, vibrational temperature and CO2 number 
density between experiment and CFD for the 4.0 km/s condition. The top, middle and bottom row 
correspond to the 3.25, 5.75 and 8.25 mm measurement above the test model. 
 
168 
 
Only slight over-estimations in temperature of about 500 K (approximately 10 %) at the measured 
post-shock location are seen in the 4.0 km/s condition when using the freestream estimated from the 
spectroscopic measurements. For the 4.0 km/s condition, it is possible that the moderate discrepancy 
seen in flowfield temperature is caused by a combination of small inaccuracies in the estimated inflow 
velocity and in the CO2 dissociation rate. As discussed in section 6.5.2, the 4.0 km/s condition inflow 
estimated from the radiation measurements is believed to be an accurate representation of the actual 
freestream. However, it is still possible for small inaccuracies to exist in the estimated inflow velocity 
to contribute to the 500 K temperature discrepancy in the flowfield. A decrease in inflow velocity by 
only 100 m/s would decrease the post-shock frozen temperature by 200 K. At the same time, errors 
in the CO2 dissociation rate can also contribute to the observed temperature discrepancy, shown later 
in section 6.6. Hence, the discrepancy in flowfield temperature in the post-shock region may be 
caused by a combination of small inaccuracies in the estimated inflow velocity and in the CO2 
dissociation rate.  
In general, comparing between the three test conditions, the best match in temperature in the 
expanded flow region between CFD and experiment is seen for the 4.0 km/s condition because it has 
the best agreement in post-shock temperature. In addition, due to the significant amount of thermal 
non-equilibrium predicted by the CFD, discussed in further detail in section 6.5.4, the rotational 
temperature is much lower than the vibrational temperature in the expanded flow region for all three 
conditions. Consequently, in the case of the 3.4 km/s condition, the rotational temperature calculated 
by CFD matches well with the measured temperature in the expanded flow region even though the 
post-shock temperature is over-predicted by CFD. In the case of the 4.0 km/s condition, the freestream 
estimated from the radiation measurement even slightly under-predicts the rotational temperature in 
the expanded flow region. On the other hand, the vibrational temperature is significantly over-
predicted by the CFD for the 2.8 and 3.4 km/s condition where over-predictions of 1000 - 2000 K are 
seen in the expanded flow region. For the 4.0 km/s condition, the vibrational temperature is only 
slightly over-predicted by about 400 K. The consistent over-prediction of the vibrational temperature 
in the expanded flow region is due to the inability of the simulation to capture the correct degree of 
thermal non-equilibrium; the thermal non-equilibrium is over-predicted in the simulation. This is 
discussed in detail in section 6.5.4. 
From Figure 6.21 to Figure 6.23, in general, the different inflow estimates of the same condition 
produce large differences in flowfield CO2 number density. The possible inflow variables which can 
influence the flowfield CO2 number density include the inflow CO2 number density (pressure), the 
inflow temperatures and the inflow velocity. For the 2.8 and 3.4 km/s condition, the very large 
difference in computed flowfield CO2 number density between the inflow estimated from the PITOT 
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code and from the spectroscopic measurements is mainly due to the large difference in freestream 
CO2 number density between the two inflow estimates. Even the two estimates of the inflow for the 
4.0 km/s condition produce a significantly large difference in flowfield CO2 number density despite 
the fact the two inflow estimates are fairly similar. This shows that the flowfield CO2 number density 
is very sensitive to the inflow condition.  
Interpreting the results of the CO2 number density is more complex because it is also directly related 
to the flowfield temperature. The species number density decreases with increase in temperature. 
Consequently, the good agreement seen in the 3.4 km/s condition between the calculated, using the 
PITOT code estimated freestream, and measured CO2 number density is believed to be a coincidence 
caused by cancelation of errors in the CFD simulation. This is because the computed flowfield 
temperature for the 3.4 km/s condition, shown in Figure 6.22, does not match with the experimental 
measurements. For the 4.0 km/s condition, the CO2 number densities compare with moderate 
discrepancy between experiment and CFD using the inflow estimated from the radiation 
measurements, in both the post-shock region and the expanded flow region. In both the post-shock 
region and the expanded flow region, the computed CO2 number density using the spectroscopic 
measurement inflow under-predicts the measurement by around 20-30%. This discrepancy would be 
related to the slight over-prediction in temperature by CFD, but it may also indicate that the inflow 
CO2 number density (and/or pressure) used in the simulation is slightly underestimated because the 
flowfield CO2 number density was shown to be quite sensitive to the inflow CO2 number density. 
Nevertheless, as both the temperatures and CO2 number densities compare without significant 
discrepancies between experiment and CFD, this inflow estimated from the spectroscopic 
measurements is believed to be a reasonably good representation of the actual inflow for the 4.0 km/s 
condition. 
6.5.4 Thermal non-equilibrium 
To assess the accuracy of the thermal kinetics model used in the CFD, it is necessary to compare the 
degree of thermal non-equilibrium deduced from the experimental measurements with that calculated 
from CFD. This can be assessed by comparing the ratio between the vibrational temperature and 
rotational temperature between experiment and CFD. The results are shown on Figure 6.24. The 
results show that degree of thermal non-equilibrium is predicted well in the region prior to expansion 
by CFD. But, the results show that the thermal non-equilibrium during, and after, the expansion is 
significantly over-estimated in the CFD results for all cases.  
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Figure 6.24. Comparison of the ratio between the vibrational temperature and rotational temperature 
from experiment and CFD. The top, middle and bottom row correspond to the 2.8, 3.4 and 4.0 km/s 
condition respectively. The left, middle and right column correspond to the 3.25, 5.75 and 8.25 mm 
measurement above the test model respectively. 
Examining the region before the expansion fan, the spike which drops below the value of one in the 
computed Tv/Tr curves near the immediate vicinity of the shock front is not seen in the experimental 
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data. This is likely because the radiation at the vicinity of the shock front is weak, the shock wave in 
the experiment is constantly moving, the shock wave is curved and the spatial resolution of the optical 
system is limited, as mentioned earlier in section 6.5.3. Therefore, the vicinity of the shock front is 
not resolved in the radiation measurements. Examining the region near the beginning of the expansion 
fan behind the vicinity of the shock front, the thermal non-equilibrium is generally predicted well by 
CFD in this region. For the 4.0 km/s condition, the Tv/Tr curve has a region near the beginning of 
the expansion fan with a value which increases from approximately 0.8 to 1. This is seen in both the 
experimental curve and the computed curves. For the 2.8 and 3.4 km/s condition, the Tv/Tr curve has 
a flat region near the beginning of the expansion fan with a value of about 1. This is seen in both the 
experimental curve and the computed curve using the inflow estimated from the PITOT code. On the 
other hand, for the 2.8 and 3.4 km/s condition, using the inflow estimated from the radiation 
measurements significantly over-predicts the degree of thermal non-equilibrium in this region. This 
is because the degree of thermal non-equilibrium increases with decrease in total density. For the 2.8 
and 3.4 km/s condition, the freestream condition estimated from the radiation measurements has a 
significantly lower total density compared to that estimated from the PITOT code. Thus, CFD predicts 
the correct thermal non-equilibrium when using the inflow estimated from the PITOT code. This 
consequently means that the inflow total density estimated from the PITOT code is a more accurate 
representative of that in the actual inflow. This makes sense as the PITOT code estimate is produced 
based on the measured pitot pressure which is a measure of the inflow total density, whereas the 
inflow estimated from the radiation measurements is based on the measure of the inflow CO2 density 
and assuming a CO2 mole fraction. This result would support the theory of contamination proposed 
in chapter 5, however, this theory is disproved in the same chapter. 
Although CFD can predict the degree of thermal non-equilibrium well in the region prior to expansion, 
deeper into the expansion fan, the thermal non-equilibrium becomes significantly over-predicted by 
CFD for all cases. For all three conditions, the CFD can over-predict the non-equilibrium by as much 
as 40-45% in the expansion fan. For the 2.8 km/s and 3.4 km/s condition, the over-estimate of the 
thermal non-equilibrium in the CFD is most severe when using the inflow estimated from the 
spectroscopic measurements due to the lower densities. Nevertheless, for the 2.8 and 3.4 km/s 
condition, even the computations produced using the inflow estimated from the PITOT code over-
predicts the thermal non-equilibrium by as much as 30-35%. For the 4.0 km/s condition, the inflow 
estimated from the PITOT code and from the radiation measurements are very similar. Thus, this 
produced a very similar Tv/Tr curve between the two inflow estimates and both inflow estimates 
over-predicted the thermal non-equilibrium by as much as 40%. 
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The cause of the significant over-prediction of thermal non-equilibrium in the expansion by the two-
temperature model for all the conditions is believed to be due to incorrect thermal kinetic rates. The 
vibrational relaxation rates used in the simulations, discussed in section 6.3, are derived from post-
shock conditions. The CO2 vibrational relaxation rate behind shock waves have been studied 
extensively in the past [36] [37] [28]. The results of these previous studies were all consistent. Hence, 
the current vibrational relaxation model should accurately describe the thermal non-equilibrium under 
post-shock conditions. However, it is widely believed that the relaxation rates for post-shock 
conditions are not applicable for expanding flow conditions. Despite various experimental results 
showing complex thermal non-equilibrium effects in high temperature CO2 expanding flows [51] [54] 
[53] [90], numerous expanding flow experiments done using N2 and CO [66] [75], as well as CO2 at 
lower temperatures of 600 – 1400 K [50], provide evidence that vibrational relaxation is faster under 
expanding flow conditions. The experiments showed that the vibration relaxation times under 
expanding flow conditions for N2, CO and CO2 were around 5 – 70, 1 – 1000 and 1.06 – 1.14 times 
shorter respectively than the corresponding vibrational relaxation times under post-shock conditions. 
The result in the current work for high temperature CO2 is consistent with the trend of these previous 
experimental results and also provides stronger evidence for this behavior because the measurements 
in this work simultaneously capture both the shock layer and the expanding flow; the past experiments 
measured just the expanding flow. The physical mechanisms causing the accelerated vibrational 
relaxation in expanding flows are still unconfirmed [134] [135] and, thus, this behavior could not be 
successfully recreated through computations for realistic gas-dynamic environments [136] [137].  
6.6 Influence of the Carbon Dioxide Dissociation Rate  
A possible source of discrepancy between CFD calculations and experimental measurements may be 
caused by the CO2 dissociation rate. Numerous experimental measurements of the CO2 dissociation 
rate has been made and noticeable variations were observed between the different studies as discussed 
in section 2.2. The Arrhenius CO2 dissociation rate constant relationship measured by different 
authors can vary by up to approximately an order of magnitude for relevant post-shock conditions 
[26] [27] [28]. A possible source of this error is believed to be caused by the CO2 dissociation rate 
constant displaying dependences to the pressure [28]. The popular two-temperature thermochemical 
model used in the current work, described in section 6.3, assumes that the dissociation rate constant 
depends on only temperature (√𝑇𝑇𝑣), according to the Arrhenius relationship. Hence, to investigate 
how the uncertainty in the CO2 dissociation rate can influence the numerical calculations presented 
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in section 6.5, a study is conducted to look at how the band radiance and flowfield properties change 
when the CO2 dissociation rate, controlled by √𝑇𝑇𝑣, is changed. 
  
Figure 6.25. The two-dimensional simulation domain of the wedge model along with the boundary 
conditions and the block topology. The figure on the right shows the zoomed in view of the simulation 
domain around the leading edge. 
 
Figure 6.26. The two-dimensional simulation mesh. 
The study in this section is conducted by increasing and decreasing the value of the constant ‘A’ in 
Arrhenius equation, often called the pre-exponential factor or the temperature-independent constant, 
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from the original value of 7.47 x 1012 shown in Table 6.1, by an order of magnitude larger and smaller. 
In the CFD calculations in the current work, the recombination rate constant is calculated from the 
dissociation rate constant using the equilibrium constant. Consequently, increasing and decreasing 
the CO2 dissociation rate also increases and decreases the CO2 recombination rate respectively. The 
numerical models used in this study are the same as that described in section 6.3 except the CFD 
simulation domain is two-dimensional. The two-dimensional simulation domain and the boundary 
conditions are shown in Figure 6.25. The inlet boundary is fitted closely to the shock wave. To capture 
the slightly detached shock wave, a small region surrounding the leading edge is simulated. The 
simulation domain contains approximately 40,000 cells in total and 144 blocks in total. The block 
topology is shown in Figure 6.25. The mesh is structured and it is created using the Gridpro software. 
As shown in Figure 6.26, strong clustering is done around the shock wave and mild clustering is done 
around the wall. For this study, the inflow conditions used are shown on Table 6.4. The conditions 
were estimated from the PITOT code and were presented previously in Table 6.2. 
Table 6.4. Freestream properties used for the CFD simulation for the carbon dioxide dissociation rate 
study in this section. 
Condition P (𝑷𝒂) T (K) TV (K) Velocity (m/s) Mole Fraction CO2/CO/O2/O 
2.8 km/s 355 1191 2358 2877 0.92/0.054/0.0267/0.0 
3.4 km/s 360 1378 2758 3484 0.76/0.158/0.076/0.006 
4.0 km/s 150 1281 2815 4077 0.73/0.18/0.083/0.007 
 
It is first necessary to assess the influence of the CO2 dissociation rate on the 2.7 and 4.3 µm band 
radiance. For this study, the band radiance is calculated at the location of the 5.75 mm measurement 
above the test model and compared between the different reaction rates. The result of this study is 
shown in Figure 6.27 and how the dissociation rate influences the radiation prior to expansion and 
after expansion are examined. For the 2.8 km/s condition, the CO2 dissociation rate has very little 
influence on the band radiance around the peak of the radiance profile for both the 2.7 and 4.3 µm 
band. A change in an order of magnitude in the reaction rate results in less than 10 % change in the 
2.7 µm band radiance around the peak, while the 4.3 µm band radiance is almost unaffected by the 
change in dissociation rate. For the 2.8 km/s condition, a larger influence by the reaction rate on the 
radiation is seen in the expanded flow region. A change in an order of magnitude in the reaction rate 
can result in up to 50 % and 30 % change in the 2.7 µm and 4.3 µm band radiance respectively. For 
the 3.4 km/s condition, a change in an order of magnitude in the reaction rate can result in up to 
around 20 % and 10 % change in 2.7 µm and 4.3 µm band radiance respectively, around the peak of 
the band radiance curve. Like with the 2.8 km/s condition, a larger influence of the reaction rate is 
seen in the expanded flow region; a change in an order of magnitude can result in up to around 70 % 
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and 50 % change in 2.7 and 4.3 µm band radiance respectively. For the 4.0 km/s condition, a change 
in an order of magnitude in the reaction rate can result in up to around 30 % and 10 % change in the 
2.7 and 4.3 µm band radiance respectively around the peak. Like with the other test conditions, a 
larger influence of the reaction rate is seen in the expanded flow region, where a change in an order 
of magnitude can result in around 50 % and 30 % change in the 2.7 and 4.3 µm band radiance 
respectively.  
    
     
Figure 6.27. Comparison of the 2.7 and 4.3 µm band radiance from simulations using different CO2 
dissociation rates. The left, middle and right columns correspond to the 2.8, 3.4 and 4.0 km/s 
conditions respectively. 
The general pattern seen on Figure 6.27 is that the 2.7 µm band is more sensitive to the CO2 
dissociation rate compared to the 4.3 µm band. Also, the emission in the expanded flow region is 
more sensitive to the reaction rate compared to the emission near the beginning of the expansion. 
Furthermore, an increase in an order of magnitude from the nominal reaction rate has a larger 
influence on both the 2.7 and 4.3 µm band radiance compared to a decrease in an order of magnitude 
from the nominal reaction rate. Also, in all cases, increasing the CO2 dissociation rate decreases the 
band radiance at all locations in the flowfield. 
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Figure 6.28. Comparison of the temperatures and CO2 number density from simulations using 
different CO2 dissociation rates. The top, middle and bottom rows correspond to the 2.8, 3.4 and 4.0 
km/s conditions respectively. 
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It is now necessary to study how the CO2 dissociation rate influence the flowfield temperatures and 
CO2 number density. Data is extracted from the simulations at a horizontal slice 5.75 mm above the 
test model and compared between the different reaction rates. This result is shown in Figure 6.28. An 
interesting result is that the flowfield CO2 number density hardly changes when changing the CO2 
dissociation rate by an order of magnitude. However, the temperatures do change noticeably. Both 
the vibrational and rotational temperature decrease with increase in the CO2 dissociation rate. This is 
expected as the temperature behind the shock is at maximum when the chemistry is frozen and at 
minimum when the reaction rate is infinitely fast.  
Table 6.5. The CO2 mole fraction at the peak of the temperature curves in Figure 6.28. Also presented 
is the inflow and equilibrium post-shock CO2 mole fractions. 
Condition 
Inflow CO2 Mole 
Fraction 
Post-Shock CO2 Mole Fraction Equilibrium CO2 Mole 
Fraction A=7.47 x 1011 A=7.47 x 1012 A=7.47 x 1013 
2.8 km/s 0.92 0.91 0.89 0.84 0.55 
3.4 km/s 0.76 0.74 0.69 0.60 0.30 
4.0 km/s 0.73 0.68 0.62 0.5 0.22 
 
For the 2.8 km/s condition, increasing the CO2 dissociation rate by an order of magnitude from the 
nominal decreases the peak temperature in the extracted profile by about 300 K, which corresponds 
to a decrease in CO2 mole fraction of 0.05. This is shown in Table 6.5, which presents the CO2 mole 
fractions at the peak of the curves in Figure 6.28 for the different CO2 dissociation rates. Also 
presented in Table 6.5 is the inflow CO2 mole fractions and post-shock equilibrium CO2 mole 
fractions calculated from CEA [127]. In section 5.5, it was discussed that there should be only small 
amounts of dissociation should have occurred at the post-shock location corresponding to the peak of 
the temperature profiles. The results in Table 6.5 supports this statement. It shows that, for the 2.8 
km/s condition, the peak of the profile should be close to the frozen condition even when the 
dissociation rate is increased by an order of magnitude. Therefore, an incorrect CO2 dissociation rate 
cannot explain the approximate 1500 K discrepancy in temperature in the post-shock region between 
experiment and simulation shown in Figure 6.21. Furthermore, from Figure 6.28, changes to the 
temperature in the post-shock region due to changes in the dissociation rate is carried over to the 
temperature in the expanded flow region. Hence, increasing the dissociation rate decreases the 
temperature in both the post-shock region and the expanded flow region, while decreasing the 
dissociation rate increases the temperature in both the post-shock region and the expanded flow region. 
For the 3.4 km/s condition, increasing the CO2 dissociation rate decreases the temperature by about 
700 K in the region near the beginning of the expansion fan and, as shown in Table 6.5, this 
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corresponds to a decrease in CO2 mole fraction from 0.69 to 0.60. As the frozen and equilibrium CO2 
mole fraction is 0.76 and 0.30 respectively, the peak of the profile is close to the frozen condition 
even when the dissociation rate is increased by an order of magnitude. Like with the 2.8 km/s 
condition, an incorrect CO2 dissociation rate alone cannot explain the approximate 1000 K 
discrepancy in temperature in the post-shock region between experiment and simulation shown in 
Figure 6.22. Also, like with the 2.8 km/s condition, changes to the temperature in the post-shock 
region due to changes in the dissociation rate is carried over to the temperature in the expanded flow 
region. 
For the 4.0 km/s condition, increasing the CO2 dissociation rate decreases the temperature by about 
1000 K in the region near the beginning of the expansion fan. As shown in Table 6.5, this corresponds 
to a decrease in CO2 mole fraction from 0.62 to 0.50 at the peak of the temperature profile. In this 
case, an incorrect CO2 dissociation rate can reconcile the approximate 500 K discrepancy in 
temperature in the post-shock region between experiment and simulation shown in Figure 6.23. 
Additionally, like with the 2.8 and 3.4 km/s conditions, changes to the temperature in the post-shock 
region due to changes in the dissociation rate is carried over to the temperature in the expanded flow 
region. 
Overall, the result on Figure 6.28 shows that the CO2 dissociation rate has the most influence on the 
post-shock flowfield temperature in the 4.0 km/s condition. On the other hand, the dissociation rate 
has the least influence on the post-shock flowfield temperature in the 2.8 km/s condition. Additionally, 
for all three conditions, changes to the temperature in the post-shock region due to changes in the 
dissociation rate is carried over to the temperature in the expanded flow region. These results are 
consistent with the results for the band radiance, shown on Figure 6.27, discussed previously. It 
should also be mentioned that the CO2 dissociation rate causes only marginal changes to the ratio 
between upstream and downstream of the expansion fan in the temperature and number density 
profiles for all three conditions. The ratios of the flow properties between upstream and downstream 
do not differ by more than 10% between the three different CO2 dissociation rates. Lastly, although 
these results from Figure 6.28 are from data extracted at 5.75 mm above the test model, very similar 
results are observed in the data extracted at 3.25 mm and 8.25 mm above the test model. 
The two-dimensional simulations can also be used to study how the CO2 mole fraction changes along 
different streamlines in the flowfield for different CO2 dissociation rates. For this study, data along 
two different streamlines are extracted. Figure 6.29 shows the location of the two streamlines. The 
extracted data from the two streamlines are shown in Figure 6.30 and the vertical black lines on each 
curve represents the approximate location of the expansion fan head. The results show that, for all 
cases, the chemistry freezes from around the start of the expansion. In the top streamline, marginal 
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dissociation continues to occur after passing the expansion fan head prior to complete freezing. 
Consequently, unless the actual CO2 recombination rate differs by more than an order of magnitude 
from the nominal rate, CO2 recombination would not occur in the framework of the current 
experiments. The nominal recombination rate used in the simulations is calculated from the nominal 
dissociation rate using the equilibrium constant. The nominal dissociation rate is determined from 
experimental measurements made in post-shock conditions. It is unclear how the CO2 
dissociation/recombination rate differs under expanding flow conditions as no related research could 
be found in past literature. Another observation from Figure 6.30 is that the bottom streamline always 
freezes at a more dissociated state compared to the top streamline in a given flowfield. The CO2 mole 
fraction after freezing could differ by as much as around 0.15 between the top and bottom streamline. 
This is due to a combination of three reasons. Firstly, in all cases, the flow enters the expansion fan 
prior to reaching chemical equilibrium. Secondly, in the shock layer, the bottom streamline has a 
higher rate of dissociation compared to that of the top streamline, due to the slight curvature of the 
shock wave. The curvature of the shock wave causes the bottom streamline to have a higher post-
shock temperature than that of the top streamline and this results in a higher rate of dissociation. 
Lastly, the bottom streamline has a longer distance to travel prior to reaching the expansion fan head 
compared to the top streamline. The longer distance allows more dissociation to occur before the 
expansion. The combination of these reasons results in the observation that the bottom streamline 
always freezes with a lower mole fraction than the corresponding top streamline.  
 
     
Figure 6.29. Locations of the extracted top and bottom streamlines data in Figure 6.30. 
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Figure 6.30. Simulated CO2 mole fraction along the top and bottom streamline for different CO2 
dissociation rates. The vertical black lines on each curve represents the approximate location of the 
expansion fan head. 
6.7 Conclusion 
A parametric study of the CO2 2.7 µm and 4.3 µm band radiance showed that the temperature, CO2 
number density, CO number density and the degree of thermal non-equilibrium are all important 
parameters influencing the emission intensity. Consequently, accurate thermochemical kinetics 
modelling is required to reliably predict the CO2 radiation. To simulate the wedge model experiments, 
a computation methodology was proposed. The methodology included using a two-temperature 
thermochemical model based on the thermal kinetics model by Park et al. [107] and the chemical 
kinetics model by Cruden et al. [44]. The methodology also required the use of three-dimensional 
CFD simulations as it was shown that three-dimensional effects were significant in the experiment. 
Using the proposed methodology, simulations were conducted to compute the flow around the wedge 
model during the experiment using the Eilmer3 code [97]. The simulations were done using inflows 
estimated from two different sources; for a given condition, the two inflow estimates produce 
significantly different flowfields, particularly for the 2.8 and 3.4 km/s conditions. Data from the 
computed three-dimensional flowfield were used to compare to the various available experimental 
measurements. 
The computed flowfield data were used to calculate the CO2 2.7 µm and 4.3 µm band radiance using 
the NEQAIR code [49] and this was compared to the experimental measurements. The comparison 
revealed that, for the 2.8 and 3.4 km/s condition, the discrepancy in the post-shock region between 
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numerical predictions and experimental measurements is much larger than that seen by Cruden et al. 
[44] in their comparable benchmark experiments. This indicates that the inflows estimated for the 2.8 
and 3.4 km/s condition could be inaccurate even though these inflows computed shock locations 
which matched well with the measured shock locations. Comparison of the post-shock temperature 
between CFD and experiment showed that the temperature was significantly over-predicted, by 
around 1000 K, in the CFD results for the 2.8 and 3.4 km/s condition. This discrepancy in post-shock 
temperature could, in theory, be attributed to the CO2 dissociation rate. However, further investigation 
showed that the CO2 dissociation rate could not explain the discrepancy in post-shock temperature 
seen in the 2.8 and 3.4 km/s conditions. A study of the influence of the CO2 dissociation rate showed 
that the dissociation rate would need to be more than an order of magnitude faster than that used in 
the three-dimensional CFD simulations to match the measured temperature. This is highly unlikely 
as numerous experimental measurements of the post-shock CO2 dissociation rate at similar conditions 
showed variations only within an order of magnitude. Hence, it is still unclear what is causing this 
discrepancy for the 2.8 and 3.4 km/s condition. 
On the other hand, the 4.0 km/s condition is believed to be the best characterized condition of all 
three conditions. For this condition, the inflow estimated from the spectroscopic measurements is 
believed to be a good representation of the experimental inflow. Using this inflow, the calculated 2.7 
µm and 4.3 µm band radiances in the post-shock region under-predicted the measured values by 
within approximately 20 % and 10 % respectively. This discrepancy between numerical prediction 
and experiment is consistent with comparable benchmark results by Cruden et al. [44]. For the 4.0 
km/s condition, both the rotational and vibrational temperature in the post-shock region is over-
predicted by about 10 % (500 K) by CFD using the radiation measurement inflow. This slight 
discrepancy could be caused by small inaccuracies in the CO2 dissociation rate and/or estimated 
inflow velocity used in the simulation. In the expanded flow region of the 4.0 km/s experiment, the 
calculated band radiances using the spectroscopic measurement inflow under-predicts the measured 
band radiances by within approximately 20 % and 40 % for the 2.7 µm and 4.3 µm band respectively. 
In this region, the rotational temperature is under-predicted by CFD by about 10 – 20 % while the 
vibrational temperature is over-predicted by CFD by about 10 – 20 %. This is mainly because the 
thermal kinetics model used in the simulations could not describe the thermal non-equilibrium 
accurately in the expanding flow. Furthermore, using the inflow estimated from the spectroscopic 
measurements, the CO2 number density is under-predicted by CFD by about 20 – 30 % in both regions 
of the flowfield for the 4.0 km/s condition. This explains the under-prediction of band radiance by 
computations, in both regions of the flowfield. The flowfield CO2 number density was shown to be 
quite sensitive to the inflow CO2 number density. Consequently, the under-prediction of the CO2 
number density by CFD may indicate that the estimated inflow pressure is slightly underestimated. 
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The degree of thermal non-equilibrium predicted in CFD was compared to experimental 
measurements. The result showed that the degree of thermal non-equilibrium in the post-shock region 
is generally predicted well by CFD. However, for all cases, CFD significantly over-predicted the 
degree of thermal non-equilibrium in the expanding flow. The thermal kinetics model used in the 
CFD simulations is designed to model the thermal kinetics behind shock waves. Therefore, the result 
indicates that the vibrational relaxation in expanding flows is faster than the vibrational relaxation 
behind shock waves. This result for high temperature CO2 is consistent with previous experimental 
results for N2 and CO [66] [75], as well as CO2 at lower temperatures [50]. 
Additionally, the possibility of whether CO2 recombination could have occurred in the experiment 
was assessed. The study showed that the CO2 recombination rate would need to be significantly more 
than an order of magnitude faster than that used in the three-dimensional CFD simulations in order 
for CO2 recombination to occur in the experiment; the chemistry would otherwise freeze in the 
expansion fan. The recombination rate used in the three-dimensional simulations was calculated from 
the specified dissociation rate in Table 6.1 using the equilibrium constant. This dissociation rate was 
determined from experimental measurements made in post-shock conditions. It is unclear how likely 
it is for the CO2 dissociation/recombination rate to be more than an order of magnitude faster under 
expanding flow conditions because no study of this could be found in literature. Consequently, it is 
still uncertain whether any CO2 recombination occurred during the experiment. 
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7 Conclusions and Future Work 
7.1 Summary of Work Done 
Mid-infrared radiative heating from CO2 molecules is considered important for the sizing of the TPS 
on Mars entry vehicles. CO2 radiative heating is most important on the afterbody of the entry vehicle. 
The afterbody radiative heating originates from CO2 molecules under expanding flow conditions. 
Literature review revealed a lack of experimental research on high temperature CO2 flows under 
rapidly expanding conditions. Therefore, the objective of this thesis was to study the thermochemical 
nonequilibrium and radiation of CO2 flows in the laboratory and examine the appropriateness of the 
current thermochemical and radiation models in describing the flows; the focus of the research was 
on the CO2 flow under expanding conditions relevant to Mars entry in particular. 
To address this objective, three new low enthalpy conditions were developed in the X2 expansion 
tube which involved designing a new driver. The expansion tube conditions were designed based on 
flight conditions where CO2 radiation is most important according to data from the literature review. 
Throughout the thesis, numerous analyses were done to help characterize these new test conditions. 
In addition, a new mid-infrared spectroscopy system suitable for use with expansion tube experiments 
was assembled. A corresponding methodology for absolute radiance calibration of the mid-infrared 
spectroscopy measurements was developed. Using a wedge model with a convex corner, the new 
expansion tube conditions were used to generate an expanding flow around the corner of the test 
model. The mid-infrared spectroscopy system was used to take horizontal one-dimensional 
measurements of both the 2.7 µm and 4.3 µm CO2 bands at three different heights above the convex 
corner. The measurements not only covered the expansion region but also covered the shock front 
and the post-shock region too. Using the spectroscopy measurements, spectral fitting was done to 
deduce the rotational temperature, vibrational temperature and CO2 number density. Filtered images 
of the 2.7 µm and 4.3 µm CO2 bands were also taken to provide a spatially resolved (in two-
dimension) view of the experimental flowfield. Lastly, three-dimensional numerical simulations of 
the experiments were done and the computed results were compared to the available experimental 
measurements. 
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7.2 Outcomes 
Characterizing the low velocity and low pressure CO2 test conditions was found to be difficult, 
particularly for the 2.8 and 3.4 km/s conditions, with the discovery of some interesting anomalies. 
CFD modeling of the flow in the expansion tube did not accurately predict the test conditions, because 
the simulated secondary shock speeds were significantly slower than those measured. So, instead, 
numerous experimental measurements were taken to help characterize the experimental test 
conditions. These measurements include: 
 shock speeds, acceleration tube wall pressure and nozzle exit pitot pressure which were used 
with the PITOT code to produce tuned estimates of the test conditions; 
 mid-infrared emission spectroscopy of the nozzle exit flow which was used to estimate the 
rotational and vibrational temperatures and CO2 number densities of the test conditions; 
 post-shock temperatures which were used to gauge the accuracy of the estimated test 
conditions; and 
 test model shock wave locations which were also used to gauge the accuracy of the estimated 
test conditions. 
Some major inconsistencies were discovered from these measurements. For the 4.0 km/s condition, 
the estimated freestream CO2 number density from the PITOT code matched well, within around 
10%, with that determined from the spectroscopic measurements. However, for the 2.8 and 3.4 km/s 
condition, the estimated freestream CO2 number density from the spectroscopic measurements was 
significantly lower, by a factor of 4-5, than the estimated CO2 number density from the PITOT code. 
The freestream pitot pressure measurements, which the PITOT code uses to produce the freestream 
estimates, are a measure of the total density. On the other hand, the spectroscopic measurements are 
a measure of the CO2 density. Therefore, the significant over-prediction of the CO2 number density 
by the PITOT code indicates significant discrepancy between CO2 density and total density in the 
freestream of the 2.8 and 3.4 km/s condition. Examination of the post-shock thermal non-equilibrium 
also supports this result. This discrepancy cannot be explained by an amount of CO2 dissociation that 
is physically possible based on the measured primary shock speed. Helium contamination cannot 
explain the discrepancy as well because the measured shock wave location indicates that there could 
not be significant amounts of helium in the freestream. Therefore, it is currently unclear what is 
causing the discrepancy between the freestream total density and freestream CO2 density for the 2.8 
and 3.4 km/s conditions. 
Another major inconsistency found is between the measured and calculated post-shock temperatures. 
Post-shock temperatures were calculated using the estimated test conditions and then compared to 
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the experimental measurements. A good match, within 10 %, was seen for the 4.0 km/s condition. 
However, the calculated post-shock temperatures significantly over-predicted the measured post-
shock temperatures, by more than 30%, for the 2.8 and 3.4 km/s conditions. This discrepancy in 
temperature cannot be explained by varying the CO2 dissociation rate within a reasonable range in 
CFD. Furthermore, the discrepancy is not believed to be due to an incorrect freestream velocity 
because the velocity would have to be about 20% slower than the measured secondary shock velocity 
to reconcile the post-shock temperatures which is unlikely. Helium contamination cannot explain the 
discrepancy as well because the amount of helium required would result in a computed shock location 
nowhere near the measured shock location. Therefore, it is currently unclear what is causing the 
discrepancy between the computed post-shock temperature and the measured post-shock temperature 
for the 2.8 and 3.4 km/s conditions. However, it is believed to be due to something about the 
experimental condition rather than the numerical model used in computing the post-shock 
temperature. This belief is supported by the results of Cruden et al. [44] who showed that CFD is 
capable of predicting similar post-shock condition without much discrepancy. 
A more minor discrepancy is seen for the degree of thermal excitation of the test conditions. The 
spectroscopic measurements of the expansion tube freestreams indicated that the flow generally does 
have some excess energy in the vibrational modes. However, the degree of thermal non-equilibrium 
predicted from the spectroscopic measurements is noticeably less than that of the frozen PITOT code 
freestream - which produced a better match with the measured shock location than the equilibrium 
PITOT code freestream. Nevertheless, the use of the spectroscopic measurement estimated freestream 
still resulted in a good match in the shock location due to the low freestream static pressure. Therefore, 
for the current work, the inability of the equilibrium freestream to predict the correct shock location 
may not necessarily indicate severe thermochemical non-equilibrium in the experimental freestream 
as first proposed by Maclean and Holden [51]. This is because the shock location mismatch from the 
equilibrium freestream in the current work is not as large as that seen by Maclean and Holden. Thus, 
the mismatch seen in the current work may be explained by freestream thermochemical excitation 
and/or incorrect estimates of other freestream parameters. 
Using other impulse facilities, numerous researchers have already discovered the difficulty in 
characterizing similar CO2 test conditions [51] [54] [53] [90]. The difficulty in characterizing these 
conditions is believed to come from the fact that generating these conditions in impulse facilities 
involves expanding the CO2 test gas. This means that accurately characterizing the conditions requires 
a good understanding of CO2 expanding flows. However, a good understanding of CO2 expanding 
flows is currently absent because this is what is being studied in the first place. Furthermore, CFD 
simulations carried out using both the PITOT code estimated freestream and the spectroscopic 
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measurement estimated freestream for each test condition produced significantly different flowfield 
properties and radiation intensities, particularly for the 2.8 and 3.4 km/s condition, showing that the 
flowfield is considerably sensitive to the freestream condition. Therefore, the consequence of the 
inability to accurately characterize the test conditions is that it is not possible to quantify the exact 
error of numerical codes at predicting CO2 radiation using the experimental data from the current 
work. Even the scaling factors for 4.0 km/s condition, believed to be the most accurately characterized 
condition, may not necessarily be interpreted as an exact measure of the error from the computations. 
Nevertheless, important qualitative findings were obtained from the expansion tube experiments. 
The temperatures estimated in the wedge flow using both the 2.7 and 4.3 µm spectroscopic 
measurements matched with no obvious discrepancies. The 4.3 µm band and the 2.7 µm band 
originates from different ro-vibrational transitions. Therefore, any complex thermal non-equilibrium 
effects may show up as a mismatch between the temperatures deduced from the two different 
radiation bands. However, as the comparison did not reveal any obvious mismatch between the 
temperatures derived from the different emission bands, this may indicate no complex thermal non-
equilibrium effects in the flow around the wedge. This match in temperature also provides some 
confidence to the validity of NEQAIR, using CDSD-4000, at predicting CO2 radiation under gas-
dynamic conditions which it has not been validated for – expanding flow, supersonic, mild thermal 
non-equilibrium and, mainly, frozen chemistry – and which are more relevant to Mars entry. 
Furthermore, the thermal non-equilibrium between the rotational mode and vibrational mode was 
measured to be small, less than 10 %, in the expansion region. Using vibrational relaxation rates 
derived from post-shock conditions, CFD significantly over-predicts the degree of thermal non-
equilibrium between the rotational mode and vibrational mode in the expansion region. This showed 
that the CO2 vibrational relaxation is significantly faster in expanding flow conditions than in post-
shock conditions. This result is consistent with results from numerous expanding flow experiments 
which were done for N2 and CO [66] [75], as well as CO2 at lower temperatures [50]. A possible 
consequence of having small non-equilibrium between the rotational mode and the vibrational mode 
of CO2 is that complex non-equilibrium effects, such as non-equilibrium between the different 
vibrational modes of CO2 and non-Boltzmann distribution within vibrational energy levels, are likely 
negligibly small in the expanding flow. This is because the energy exchange between the 
translational-rotational mode and the vibrational mode is generally considered the slowest thermal 
non-equilibrium process [126]. 
The qualitative results in general seem to indicate a lack of significant thermal non-equilibrium effects 
in the expanding flow in the experiment. As the experiments simulate the expanding flow around the 
shoulder of an entry vehicle, the result of the current work seems to be consistent with the result of 
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Sahai et al [13] who showed that the flow around the shoulder of the Mars entry vehicle is Boltzmann 
distributed. An important consequence of the lack of severe thermal non-equilibrium effects is that 
state specific numerical models may not be necessary to describe the CO2 expanding flow in the 
framework of the current experiments. Knowing the correct test conditions, multi-temperature models 
with appropriate thermochemical kinetic rates are believed to be enough to describe the CO2 
expanding flow in the current experiments; even a one-temperature finite rate chemistry model may 
provide a good approximation of the expanding flows as the non-equilibrium between the rotational 
mode and vibrational mode is seen to be small. In fact, Sahai et al [13] did show that the expanding 
flow near the shoulder of an entry vehicle is modelled well by a one-temperature model when 
compared to their state-specific model. In addition, as the expanding flow is close to thermal 
equilibrium, the NEQAIR code is expected to predict the CO2 radiation from the expanding flow 
accurately because NEQAIR simulations of CO2 radiation has been validated under equilibrium 
conditions [48].  
Nevertheless, the expanding flow simulated in the current experiments around the wedge corresponds 
to the expanding flow around the shoulder of an entry vehicle which is only a small region of the 
entire afterbody flowfield around an entry vehicle. Also, the expanding flow around the wedge should 
be different to expanding flows involved in impulse facilities. Therefore, the qualitative results 
discovered in the current study would not extend to CO2 expanding flows in general. In fact, Sahai et 
al. [13] did show that the vibrational energy levels are populated with a non-Boltzmann distribution 
in the wake region of the afterbody flowfield around a Mars entry vehicle, while Maclean et al. [53] 
provide strong arguments for the existence of severe thermal non-equilibrium at the exit of reflected 
shock tube nozzles in CO2 conditions. Therefore, it is speculated that thermal non-equilibrium forms 
far downstream of the start of the expansion rather than near the start of the expansion for CO2 
expanding flows; the cause of this might be related to the CO2 recombination process. 
7.3 Future Work 
The current work is one of the first investigations of high-temperature CO2 expanding flows. 
Therefore, further work in regards to studying these flows, specifically through experiments, is 
recommended. The future works should aim to provide quantitative results for a wide range of 
different expanding flow conditions. 
Continuation of the current study of CO2 expanding flow using the X2 expansion tube would involve 
developing new and improved test conditions - better characterized test conditions with improved 
core flow uniformity. However, it is recommended that future ground testing is conducted in large 
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expansion tubes, such as the X3 expansion tube at The University of Queensland. The main benefit 
is that, as discussed by Maclean et al. [53], the use of large expansion tube allows for more accurate 
characterization of these low velocity CO2 test conditions. This may consequently allow for the 
production of quantitative data. The test model used should not be limited to the current wedge model; 
a variety of different test models should be used, such as axisymmetric aeroshell models, two-
dimensional shock-less convex corners and nozzles (internal flows). This allows for the study of a 
variety of CO2 expanding flows and would help to confirm, as well as extend, the qualitative results 
of the current work. 
Future ground testing should also include the investigation of CO2 in the unsteady expansion along a 
tube. The large time scales necessary for the study of CO2 recombination can be created if the 
unsteady longitudinal expansion inherent in the expansion tube facility operation is used. Therefore, 
not only would this be investigating a different expanding flow environment but it would also allow 
for the study of CO2 recombination under expanding conditions. CO2 recombination during 
expansion is an important process in both the expanding flow during Mars entry and the expanding 
flow involved in impulse facilities. Thus, the CO2 unsteady expansion along a tube is an important 
experiment for the future. 
In addition to emission spectroscopy, more advanced optical diagnostic methods should be used to 
investigate the CO2 expanding flows in future ground based experiments. Mach-Zehnder 
interferometry, previously used by Ebrahim and Sandeman to study CO2 post-shock conditions [27], 
should be done in future expansion tube experiments. The laser-schlieren technique used by Saxena 
et al. to study CO2 post-shock conditions [28] could be particularly useful in the CO2 unsteady 
expansion experiments to investigate the thermochemical non-equilibrium processes. The diode laser 
absorption spectroscopy technique for CO2 developed by Meyers et al. [91] could also be particularly 
useful in the CO2 unsteady expansion experiments. 
The better understanding of high temperature CO2 expanding flows obtained from future research 
would be applied to produce more accurate predictions of the aeroheating encountered during Mars 
entry. This could help in the design of improved Mars entry vehicles which would allow for higher 
mission success rate. The final result would be the improvement in capability for Mars exploration. 
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A Hypersonic Flow Background 
A.1  Characteristics of High Enthalpy Flows 
The study of the radiative heat transfer encountered during atmospheric entry involves studying high 
enthalpy flows. High enthalpy flow causes strong shock waves which results in real gas effects such 
as vibrational excitation, dissociation and ionization. As illustrated on Figure A.1, the vibrational 
modes are the first to be excited. Further excitation of the vibrational mode causes dissociation. At 
even higher enthalpy conditions, ionization occurs. Not shown in the figure is electronic excitation 
which occurs after dissociation and before ionization. Vibrational excitation and dissociation are 
important in the current work, while ionization is irrelevant. 
To minimize the heat load, atmospheric entry vehicles are generally blunt bodies [138], as shown on 
Figure A.2. The thermochemistry of a flow around an entry vehicle can be characterized as either 
frozen, equilibrium or non-equilibrium. A flow possessing thermochemical equilibrium implies that 
the chemical reactions and thermal energy exchanges occur at an infinite rate, thus, adjusting 
instantaneously to the changing translational temperature and pressure as a fluid element moves 
through the flow field. The opposite of an equilibrium flow is a frozen flow where the thermochemical 
rates are zero. The thermochemical state of a fluid element in a frozen flow will, consequently, remain 
the same as it travels through the flow field. In this thermochemically frozen flow, the specific heats 
of the flow does not change with temperature. This means that the specific heat capacity ratio remains 
constant. This consequently means that a flow which is thermochemically frozen is a calorically 
perfect gas. Furthermore, for a flow process that is adiabatic, inviscid and shock-free, the frozen and 
equilibrium thermochemical limits are both isentropic processes [139]. In reality, however, no flow 
can have a truly infinite or zero reaction rate. Nevertheless, a flow can be approximated as equilibrium 
if the thermochemical relaxation time is much shorter compared to the time for a fluid element to 
traverse the flow field of interest [128]. The inverse can be approximated as a frozen flow. All other 
situations are considered non-equilibrium flows. The strongest non-equilibrium conditions occur 
when the thermochemical relaxation times are comparable with the time for a fluid element to traverse 
the flow field. During non-equilibrium flow, the thermal excitation of the vibrational mode and the 
chemical reactions associated with dissociation and ionization occur at finite rates. In addition, under 
severe non-equilibrium conditions, the internal energy modes may even be distributed with a non-
Boltzmann population distribution. The finite rate of the thermochemical processes occurring in non-
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equilibrium flows causes an entropy increase in the flow. Therefore, non-equilibrium flow processes 
are irreversible and not isentropic [139]. 
 
Figure A.1. Onset of real gas effects with increase in freestream Mach number. [140] 
 
Figure A.2. Chemically reacting flow in the shock layer. [128] 
Expanding flows are one of the less understood flow phenomena in hypersonics and has been of 
interest since the 1960s. As shown in Figure A.3, flow around an entry vehicle will travel through an 
expansion fan. It is the flow inside this expansion fan that is of interest in this project. Sudden 
expansion causes the translational energy of the gas particles to quickly decrease and a condition 
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where the translational energy is lower than the vibrational energy is created, which is the opposite 
of flow through a shock wave. Subsequently, thermochemical non-equilibrium is created. The 
vibrational relaxation rate and chemical reaction rate occurring in expanding flows may be different 
from that occurring behind shock waves.  
A steady supersonic two-dimensional flow around a sharp convex corner, also known as Prandtl-
Meyer flow, produces a centred expansion fan, as shown on Figure A.4. A centred expansion fan is 
described by Rathakrishnan [141] as being composed of an infinite number of Mach Waves and is, 
thus, a continuous region of expansion. However, unless the flow is nonreactive or reactive at infinite 
rates, the expanding flow is non-isentropic even if it is frictionless and adiabatic. The centred 
expansion fan is bounded upstream by the Mach wave from the freestream. The expansion fan is 
bounded downstream by the Mach wave from the expanded downstream condition. These Mach 
waves also coincide with the positive characteristic lines.  
 
Figure A.3. Various flow phenomenon around the MSL entry vehicle. Adapted from. [142] 
 
Figure A.4. A centred expansion fan where the fan region is determined by the two Mach angles. [143] 
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Figure A.5. Chemically reacting flow through a nozzle. [128] 
Changes to the flow properties, such as density, pressure, temperature and velocity, occur uniformly 
inside the expansion fan. The rate of change of the flow properties will depend on the rate at which 
each streamline crosses the Mach waves. Thus, the rate of change will be greatest for streamlines 
near the convex corner while the rate will be lower for streamlines further away from the corner. 
Thus, a chemically reacting flow travelling through a centred expansion fan may experience both 
frozen flow and equilibrium flow. The streamlines near the corner while will most likely be frozen 
while streamlines far away from the corner will be in equilibrium, while the streamlines in-between 
will experience non-equilibrium. The frozen and equilibrium chemical compositions represent the 
limits of the chemical composition in all reacting flows. Figure A.5 illustrates a chemically reacting 
flow through a nozzle. As shown in the figure, the frozen and equilibrium limiting flows also 
representations the temperature limits of the flow. For an expanding flow, as is the case illustrated in 
the figure, the frozen flow represents the lower bound of the temperature, while the equilibrium flow 
represents the upper bound. The opposite is true for the flow behind a shock. This is because the 
chemical reactions in the expanding flow are mostly exothermic, thus, transferring energy into the 
translational modes. On the other hand, for the flow behind a shock, the chemical reactions are mostly 
endothermic, thus, taking energy out of the translational modes. As for the transfer of energy between 
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the translational and vibrational modes, the thermal non-equilibrium in expanding flow conditions 
occur with the vibrational mode having more energy than the translational mode. The opposite is seen 
for thermal non-equilibrium behind a shock wave. 
Flow separation will occur if the turn angle of the convex corner is too large, as shown on Figure A.6. 
In an inviscid flow, a slip line, the dashed line on Figure A.6, represents the boundary between the 
stationary fluid (vortices and eddies) and the separated flow. Additionally, across this slip line, there 
is a change in the fluid temperature and density. In a viscous flow, the slip line is replaced by a shear 
layer in order to satisfy the no-slip boundary condition. 
 
Figure A.6. A centred expansion fan where the maximum turn angle is determined by the two 
equations shown, where ν is the Prandtl-Meyer function and γ is the ratio of specific heat capacities. 
Adapted from [141] 
An important characteristic of expanding flows is that, due to the low densities involved during and 
after the expansion, the gas molecules may obtain a non-Boltzmann (non-equilibrium) population 
distribution in the internal energy modes. Various consequences result if the population is non-
Boltzmann distributed. Firstly, the commonly used Landau-Teller vibrational relaxation model may 
not be able to describe the vibrational relaxation correctly if the vibrational energy population is non-
Boltzmann distributed [134]. Secondly, the recombination and dissociation rates would be non-
Arrhenius if the vibrational energy population is non-Boltzmann distributed [144]. Thirdly, the non-
Boltzmann population formed during expanding flows is a distribution where there is an over 
population of high lying energy levels [144] [15] [145]. This over-population of high lying energy 
states has an important consequence on radiation emitted. The absorption and emission of spectral 
lines is proportional to the number density of the lower and upper energy levels, respectively. Thus, 
over population of the high lying energy levels will result in high radiation emission [84]. 
Furthermore, if the flow has a non-Boltzmann population distribution, complex numerical models 
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would need to be used in order to capture the non-Boltzmann effects and predict the radiative heating 
correctly. 
A.2  Transitions between Energy Levels 
In the context of describing high temperature radiating flows, understanding the mechanisms 
affecting the internal energy of the molecules is important. Both the collisional transitions and 
radiative transitions needs to be considered when describing high temperature radiative flows. The 
radiative transitions are important for determining the radiative emissions of the high temperature 
gas. The collisional transitions are important for describing the thermal non-equilibrium of the gas 
mixture.  
A collision between two heavy particles (an atom or molecule) can cause changes in the electronic, 
vibrational and rotational energy modes of the particles in additional to the changes in translational 
energy [65]. Generally, collisional transitions during particle collisions do not involve absorption or 
emission of photons, and, thus, can be considered radiationless transitions (also known as non-
radiative transitions) [146]. Due to the law of conservation of energy, rather than emitting or 
absorbing a photon, the transition energy of the particle is balanced out by an appropriate change in 
energy of the other particle. Collisions between atoms or molecules in an excited, high temperature, 
gas are rarely perfectly elastic as some of the kinetic energy is transferred to the molecules’ internal 
energies. Consequently, the thermal properties of high temperature gas deviates from that of ideal gas 
and subsequent deviation are known as high temperature gas effects [128]. The rotational degree of 
freedom is the easiest to excite due to its small energy quanta. The vibrational degree of freedom is 
more difficult to excite than the rotational mode due to its larger quanta. The electronic state is the 
hardest to excite because it has largest quanta between the energy levels and, thus, requires higher 
temperature for excitation compared to the rotational and vibrational modes. For the atmospheric 
entry conditions concerned in this thesis, non-equilibrium of the vibrational mode is of interest. 
Relaxation of the vibrational mode is influenced by the vibrational – translational (V-T) exchange, 
which involves energy transfer between the translational energy of one particle and the vibrational 
energy of the other particle, and the vibrational – vibrational (V-V) exchange, which involves energy 
transfer between the vibrational energy of two molecules. 
Radiative transitions involve absorption and emission of photons with energy equal to the energy 
difference between the initial and final energy level. There are three mechanisms occurring in the 
creation of spectral lines [147]. The three mechanisms are spontaneous emission, stimulated emission 
and absorption. 
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Figure A.7. The spontaneous emission process [148]. 
 
Figure A.8. The stimulated emission process [149]. 
Excited particles decay towards the ground state, thus, causing spontaneous emission as shown on 
Figure A.7. Such emissions occur more frequently when more gas particles get excited, as the 
emission rate is proportional to the number of excited particles present. The radiation caused by 
spontaneous emission increases with the number density of particles in the excited state of the 
relevant transition. The radiation also depends on the value of the Einstein coefficient for spontaneous 
emission. The Einstein coefficient for spontaneous emission is the probability per unit time that a 
particle in the excited state will spontaneously decay to the corresponding lower state, emitting a 
photon in the process. Stimulated emission, shown on Figure A.8, occurs when a photon of a 
particular wavelength interacts with a particle, causing it to emit a photon of the same wavelength 
and, subsequently, obtaining a new, lower, energy level. The opposite occurs in absorption as the 
particle absorbs the photon and obtains a new, higher, energy level. In order for stimulated emission 
or absorption to occur, the energy of the incident photon must be equal to the energy of the transition. 
The degree of excitation of the gas particles determines the likelihood of stimulated emission and 
absorption; highly excited gas will exhibit high stimulated emission and low absorption because there 
are more particles in the high energy state and less particles in the low energy state, thus, favouring 
emission [150]. The total stimulated emission or absorption depends on the path length, Einstein 
coefficient and the number density of particles in the lower and upper states of the relevant transition. 
The Einstein coefficient for stimulated emission and absorption is the probability per unit time per 
unit spectral energy density that a particle with the respective energy state will emit or absorb a photon 
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respectively. The spectral energy density refers to the respective photon energy per unit volume of 
the incident radiation field. The Einstein coefficients for spontaneous emission, stimulated emission 
and absorption are all universally constant probabilities associated with the particular particle. Thus, 
the coefficients do not depend on the state of the gas [151]. 
For a radiating gas with energy levels populated with a Boltzmann (equilibrium) distribution, the 
radiation emission will never exceed that given by Planck’s law at the respective excitation 
temperature and frequency [152]. The emission nears the blackbody radiation limit when the particle 
number density and/or radiating path length increases. Subsequently, self-absorption is the 
mechanism which prevents the radiation from exceeding the blackbody limit [153]. For a Boltzmann 
population distribution, the number density in an upper energy state cannot exceed the number density 
in a lower energy state; at an infinite excitation temperature, the population of the upper and lower 
states becomes equal [154]. Nevertheless, conditions where an upper state is more populated than a 
lower state, called a ‘population inversion’, can be observed under some non-equilibrium processes, 
for example in lasers.  
A.3  Numerical Modelling of Non-Equilibrium Flows 
The current numerical models used to describe the thermochemical non-equilibrium in high enthalpy 
flows are discussed in this section. The models are briefly described and the advantages and 
disadvantages of each model are mentioned. 
Also known as microscopic models and state specific models, the state-to-state approach is a non-
Boltzmann model. It is based on modelling the individual internal energy levels of each gas particle 
and subsequent energy exchanges. Species that are chemically the same but have different internal 
energies (states) are modelled as, effectively, different species [155]. Thus, state-to-state modelling 
requires state specific thermochemical rate equations. Such state specific rates are determined 
theoretically through first principles. The full state-to-state model simulates the individual energy 
levels in all the internal energy modes and accounts for all the relevant radiative and collisional 
mechanism for transition within the internal energy modes. Thus, although accurate, the full state-to-
state model is very computationally expensive. Currently, implementation of a full state-to-state 
model is non-existent in literature. This is due to its complexity and the large computational time 
required, as well as the absence of data for transitions between all states. However, implementation 
of reduced order state-to-state models has been described in recent literature [156] [157] [158] [159]. 
The current development on the reduced order state-to-state model is the multi-group model [145] 
[160] [161] [14]. The fundamental idea of the multi-group model involves lumping the internal states 
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into various grouped levels, or bins, thus reducing the amount of computations. This strategy is 
believed to be able to produce accurate simulations of strong non-equilibrium thermochemistry 
without compromising the computational time too much. 
Also known as macroscopic models, the multi-temperature approach does not model individual 
internal energy levels of the gas particles. Instead, the internal energy level populations are assumed 
to be distributed through a Boltzmann distribution. The multi-temperature models describe thermal 
non-equilibrium by simulating different temperatures for different energy modes. The most 
commonly used multi-temperature model is the two-temperature model [107]. The conventional two-
temperature model assumes the gas flow has two temperatures; a translational temperature and a 
vibrational temperature. The translational temperature is equal to the rotational temperature and the 
vibrational temperature is equal to both the electronic temperature and electron-translational 
temperature. The thermal non-equilibrium between the translational-rotational temperature and the 
vibrational-electron-electronic temperature is generally modelled using the Landau-Teller equation. 
The value of the vibrational relaxation time in the Landau-Teller equation is generally calculated 
from the Millikan and White equation [99] unless experimental data exists. The chemical non-
equilibrium is modelled using the Arrhenius relationship with the chemical reaction rates generally 
deduced from experiments [20]. The controlling temperature of the chemical reactions is not always 
the translational temperature; the geometric average temperature, 𝑇𝑔𝑒𝑜 = √𝑇𝑇𝑣 , is used for some 
reactions. Various other more complex forms of the multi-temperature model exist such as models 
with more than one vibrational temperature to account for the multiple vibrational modes of carbon 
dioxide molecules [7] [162].  
The multi-temperature models are computationally quicker compared to the state-to-state approach. 
Due to the simplicity, the multi-temperature models are still the preferred method to use when 
describing non-equilibrium hypersonic flows [155]. However, the multi-temperature formulation is 
only valid if the internal energy modes have populations that can be approximated as Boltzmann 
distributions. Significant discrepancies are found when using the multi-temperature model if the 
distribution of the internal energy levels are highly non-Boltzmann [163]. In addition to the validity 
of the assumption of Boltzmann distributions, the accuracy of the multi-temperature model also 
depends on the validity of the thermochemical kinetics model and the assumption of various modes 
being in equilibrium (for example the rotational mode is in equilibrium with the translational mode) 
[164]. 
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A.4  Impulse Facilities for Studying High Enthalpy Flows 
The study of high enthalpy flows through experiments is critical for improving and validating the 
current numerical models. Studying high enthalpy flows through experiments require the use of 
impulse facilities. Impulse facilities produce hypervelocity flows for a very short duration of time. 
These facilities are required to study high enthalpy gas dynamics through experiments. Three 
commonly used impulse facilities are described below, along with the corresponding advantages and 
disadvantages of each facility. 
 
Expansion Tube 
The expansion tubes are commonly used to study very high enthalpy flows. The X2 expansion tube 
at the University of Queensland is show on Figure A.9. To produce the test flow, the free piston 
compresses the driver gas which increases its temperature and pressure. Once the high pressure driver 
gas ruptures the primary diaphragm, a shock wave is created propagating down the shock tube. The 
shock tube is filled with the test gas. Once the shock wave reaches the secondary diaphragm, the 
diaphragm ruptures and an unsteady expansion is created. The test gas then expands through the 
acceleration tube where its velocity increases significantly. After that, the test gas expands through 
the nozzle where the core flow size and test time increases. The expansion tube experiments are 
always conducted with a test model.  
The most well-known advantage of the expansion tube is its ability to generate high enthalpy flows. 
This is due to the fact that the unsteady expansion at the secondary diaphragm increases the total 
enthalpy of the test flow. Another advantage of the expansion tube is that, in most cases, the 
freestream condition generated is at thermochemical equilibrium [165]. The condition generated by 
the expansion tube is generally closer to equilibrium than that generated by the reflected shock tube. 
This is because the length of the acceleration tube assists the formation of equilibrium flow as it gives 
the flow more time to achieve equilibrium after the unsteady expansion. Hence, deviation from 
equilibrium will be smaller than that of the reflected shock tube. Additionally, the test gas is, in most 
cases, shock processed only once so the pressures and temperature of the test gas never reaches the 
level of pressure reached in a reflected shock tube. Thus, even if the test flow fails to reach 
equilibrium by the time it arrives at the test section, it will be at a less excited state, compared to that 
of the reflected shock tube. The disadvantage of the expansion tube is the short test time (relative to 
the reflected shock tube), potentially large amounts of noise in the test flow and the difficulty in 
performing full facility simulations to predict freestream conditions. 
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Figure A.9. X2 expansion tube. [99] 
 
Non-reflected Shock Tube 
Non-reflected shock tubes are commonly used to study moving normal shock waves. Generally, test 
models are not used in the non-reflected shock tube. X2 can be operated in non-reflected shock tube 
mode, as shown on Figure A.10. The non-reflected shock tube is used to generate a normal shock 
propagating down a tube. This is useful for studying the relaxation processes behind a normal shock 
in one-dimension. The benefit of the non-reflected shock tube experiment of studying the moving 
shock wave is that the freestream condition is accurately defined. The freestream condition is simply 
the fill condition in the shock tube. The disadvantage of this type of experiment is that radiation 
measurement of a moving shock can introduce blurring in the measurement. The blurring is reduced 
by using low exposure times. However, this decreases the signal to noise ratio in the image due to the 
lower intensities.  
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Figure A.10. X2 Non-Reflected Shock Tube [114]. 
 
Reflected Shock Tube 
Like with the expansion tube, the reflected shock tube, Figure A.11, is used to study high enthalpy 
flows using test models. However, total enthalpy of the conditions generated in the reflected shock 
tube is generally significantly lower than that in the expansion tube. Like with the X2 expansion tube, 
the T4 reflected shock tube at the University of Queensland is driven with a free piston driver and 
there is a shock tube which is filled with the test gas. However, unlike the expansion tube, there is no 
acceleration tube. Instead, a reflected shock wave is formed at the secondary diaphragm creating a 
high temperature and high pressure reservoir of the test gas. The test gas in the reservoir then 
undergoes a steady expansion through the nozzle creating the freestream condition. 
The biggest advantage of the reflected shock tube is that the condition produced have a very long test 
time compared to the expansion tube. One disadvantage of the reflected shock tube is that the 
freestream generated will have a higher degree of thermochemical excitation than that generated in 
217 
 
the expansion tube [51]. To generate the same freestream velocity condition, the reflected shock tube 
would need to shock process the test gas to higher temperatures as compared to the expansion tube. 
In the reflected shock tube, the test gas gets shock processed two times prior to being expanded 
through the nozzle. The stagnated test gas entering the nozzle may be dissociated as well as thermally 
excited. The flow through the nozzle might eventually freeze at some point inside the nozzle. As a 
result, the flow exiting the nozzle may have significant thermal excitation and a distorted chemical 
composition [82]. Thus, the chemical composition and degree of thermal excitation of the flow exiting 
the nozzle needs to be determined in order to correctly interpret the experimental results. Determining 
this is non-trivial. A major uncertainty associated with the generated conditions in the reflected shock 
tube is the chemical species in the flow and the degree of thermal excitation [54].  
 
Figure A.11. T4 reflected shock tube [166]. 
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B  Engineering Drawings of Cold Driver 
The cold driver configuration consists of the design of three parts; the buffer plate, the tension rods 
and the plug. The dimensions are sized with very large safety factors because the mass of the 
configuration is not important. All the tension carrying bolts are M16 bolts. Safety is the most 
important aspect, thus, a very conservative approach is applied. The system will consist of 7 O-rings 
to provide the necessary sealing for the high pressure helium involved. The seals include 1 face seal 
on each of the 6 rods, 1 face seal and 1 static piston seal on the buffer plate and 1 static piston seal on 
the plug. The assembly is inserted into the compression tube to create a fixed volume in the tube. 
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Figure B.1. Assembly drawing for the cold driver configuration. 
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Figure B.2. Engineering drawing of the modified buffer plate. 
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Figure B.3. Engineering drawing of the plug. 
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Figure B.4. Engineering drawing of the tension rod. 
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C IR Camera Dewar Modification 
Instructions 
For the infrared to be compatible with the spectrometer, the spectrally resolved signal from the 
spectrometer needs to be incident on the FPA of the camera. Most spectrometers put the focal plane 
about 1” from the spectrometer exit, while the standard infrared camera design has the dewar window 
approximately 1.5” from the FPA. Consequently, the two components are generally incompatible. 
Thus, it was necessary to modify the camera such that the spectra is focused on the FPA once the 
camera is mounted on the spectrometer. To do this, the distance between the dewar window and the 
FPA needs to be shortened to help align the focal plane of the spectrometer with the FPA of the 
camera. IRCameras provided a dewar modifications kit which allows the dewar in the IRC806HS 
camera to be shortened. Additionally, the modification contains a custom vacuum cap front plate so 
that the camera with the shortened dewar can be mounted on the slide tube mount on the SP2556 
spectrometer.
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D Eilmer3 Two-Temperature Model 
Configuration Script 
D.1  Chemical Kinetics Model 
 
-- chemical reaction script 
 
-- From 2014 CO2 radiation paper by Cruden et al. [44] 
 
scheme_t = { 
    update = "chemical kinetic ODE MC", 
    temperature_limits = { 
        lower = 20.0, 
        upper = 100000.0 
    }, 
    error_tolerance = 0.000001 
} 
 
-- Dissociation reactions 
-- forward reaction given, backward reaction calculated from equilibrium constant 
reaction{ 
   'CO2 + M <=> CO + O + M', 
   fr={'Park', A=7.47e12, n=0.5, T_a=52321.0, p_name='CO2', p_mode='vibration', s_p=0.5, 
q_name='CO2', q_mode='translation'}, 
   efficiencies={CO2=1.0, CO=1.0, O2=1.0, O=1.0}, 
   ec={model='from CEA curves',iT=0} 
} 
 
reaction{ 
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   'O2 + M <=> O + O + M', 
   fr={'Park', A=1.2e14, n=0.0, T_a=54246.0, p_name='O2', p_mode='vibration', s_p=0.5, 
q_name='O2', q_mode='translation'}, 
   efficiencies={CO2=1.0, CO=1.0, O2=1.0, O=1.0}, 
   ec={model='from CEA curves',iT=0} 
} 
 
-- Neutral exchange reactions 
 
reaction{ 
   'CO2 + O <=> CO + O2', 
   fr={'Arrhenius', A=1.69e13, n=0.0, T_a=26461.0}, 
   ec={model='from CEA curves',iT=0} 
} 
 
 
D.2  Thermal Kinetics Model 
-- thermal energy exchange script 
 
-- From Park et al. [107] 
 
scheme_t = { 
    update = "energy exchange ODE", 
    temperature_limits = { 
        lower = 20.0, 
        upper = 100000.0 
    }, 
    error_tolerance = 0.000001 
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} 
-- the ode_t below is for the above scheme 
ode_t = { 
    step_routine = 'rkf', 
    max_step_attempts = 4, 
    max_increase_factor = 1.15, 
    max_decrease_factor = 0.01, 
    decrease_factor = 0.333 
} 
 
mechanism{ 
   'CO2 ~~ ( CO, O ) : V-T', 
   rt={'Millikan-White'} 
} 
 
mechanism{ 
   'CO2 ~~ ( CO2 ) : V-T', 
   rt={'Millikan-White', a=36.5, b=-0.0193} 
} 
 
mechanism{ 
   'CO ~~ ( CO2, CO, O ) : V-T', 
   rt={'Millikan-White'} 
} 
