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ABSTRACT 
This paper is concerned with the limitations on the sensitivity characteristics for 
linear multivariable discrete-time control systems. Some integral-type constraints and 
the lower bounds of the weighted &,-norm imposed by the unstable poles, the 
unstable zeros, and their directions of the open-loop system or the given plant are 
developed by a factorization approach. These constraints and bounds, which are 
tighter than those in the previous work, are also characterized by the state-space 
representations. The descriptions are closely related to a special type of the algebraic 
Riccati equation, and the relation between the sampling period and the sensitivity 
performance is discussed for digital control systems. The constraints on the more 
general function (mixed sensitivity function) are investigated in a similar way. 
1. INTRODUCTION 
In feedback control systems, the sensitivity function plays a key role in 
determining feedback characteristics such as sensitivity to parameter pertur- 
bation and disturbance attenuation, and it has been investigated by many 
researchers. As we know, there are some extensions of Bode’s integral formula 
[l] which represent integral-type constraints on the sensitivity function with 
respect to the unstable poles and the unstable zeros of the open-loop transfer 
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function [2]. Freudenberg and Looze [3, 41, Sung and Hara [5], and Boyd and 
Desoer [6] have investigated these constraints for SISO continuous-time 
systems, SISO discrete-time and digital control systems, and MIMO continu- 
ous-time systems, respectively. However, we have no such result for MIMO 
discrete-time systems. Also, the constraints have not been developed in terms 
of state-space descriptions. 
The essential differences between SISO systems and MIMO systems are 
followings: 
(1) In SISO systems, if the closed-loop system is stable and minimum- 
phase, the logarithm of the gain of the sensitivity function, log IS], is harmonic 
over the right half complex plane or outside the unit disc, but in MIMO 
systems, even if S is analytic, log ]]S]] is not harmonic in general. 
(2) Not only the location of the unstable poles and the unstable zeros, but 
also their directions affect the constraint in MIMO systems. 
The first problem has been overcome by the introduction of the concept 
of subharmonic functions for MIMO continuous-time control systems [6]. 
However, the second problem has not been completely analyzed. For exam- 
ple, the effect of two or more unstable poles is not discussed in [2] and [6]. 
In this paper, the effect of the unstable poles and unstable zeros and their 
directions on the sensitivity function is investigated using coprime factoriza- 
tions and state-space representations. In Section 2, some integral-type con- 
straints on the sensitivity function are proposed in a factorization approach. 
Using derived constraints, lower bounds on the H,-norm of the weighted 
sensitivity matrix are obtained. The effect of the multiple unstable poles and 
the direction of unstable zeros is discussed in detail, and better results are 
obtained than those in [2] and [6]. Section 3 gives state-space representations 
of the constraints derived in Section 2. The constraints on the sensitivity 
function which are related to the unstable poles and the unstable zeros of the 
plant are investigated from the design point of view in Section 4. Section 5 
treats the more general constraints on the mixed sensitivity function. In the 
appendix, the properties of subharmonic functions and the relation between 
coprime factorization representations and state-space descriptions are pre- 
sented. 
We use the following notation. Let D @) be the open (closed) unit disc 
in the complex plane C, and let lUl (DC) be-the exterior of the open (closed) 
unit disc, i.e., IID” = C \D and DC = C \D. lRPx”(z) denotes the set of 
rational p x m matrices, and R Yxm is the subset of Iw Px”‘( Z) whose elements 
are proper and stable; we call a rational matrix proper and stable if it is finite 
at z = cc and analytic in [[DC, respectively. When no confusion arises, we drop 
the superscript p x m for simplicity. Define the norm of the complex matrix 
M as /[M/l p E[M]=[A,,(M*M)]1/2, and the infinity norm of G(z) E R _ 
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as ]]G]] 4 sup+]]G(e@)]], where * denotes conjugate transpose and 6[ .] and 
A,,[ .lmdenote the largest singular value of a matrix and the largest eigen- 
value of a Hermitian matrix, respectively. Let G(z) E R be inner if 
Gr(z-‘)G(z) = I, and outer if G(z) has full row rank for ]z] > 1. Then 
G(z) E lWPXm with p > m has an inner-outer factorization G(z) = 
G,(z)G,(z), where Gi E Iw yxm is inner and G, E lZ3 yxrn is outer. We also use 
Doyle’s convention 
GcA B 
[+-I C D 
for G(z)=C(zZ-A)-lB+D, 
and we use G( co) for lim, _ ,G( z), i.e., G( co) = D, for convenience. 
2. CONSTRAINTS ON THE SENSITIVITY MATRIX USING 
COPRIME FACTORIZATIONS 
This section gives some integral-type constraints on the sensitivity matrix 
and the lower bounds of the weighted infinity norm obtained by a factoriza- 
tion approach. 
2.1. Definitions and Assumptions 
Consider the discrete-time control system shown in Figure 1, where the 
open-loop transfer matrix L(z) E Iw m xm( z) is assumed to be proper. We call 
the closed-loop system in Figure 1 stable if 
[z+z+)] -lG_, [z+L,(z)] -‘L(+aF-> (2.1) 
R E +e 
-t 
FIG. 1. Discretetime unit-feedback system. 
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and define the sensitivity matrix as 
S(z)l [z+L(z)] -‘Ew!x”. (2.2) 
The main purpose in this paper is to investigate the constraints on the 
sensitivity matrix which are related to the unstable poles and unstable zeros 
of L(z). 
We now define unstable poles and unstable zeros. Let 
be the right coprime factorization of L(z) over R _ , and let D,D, denote the 
inner-outer factorization of D(n). 
DEFINITION 2.1. We say that L(z) has an unstable pole (strictly unsta- 
ble pole) at 7 if detD(q)=O and 7~ IID” (~EI[P~). In other words, q 
satisfying det Oj(q) = 0 is called a strictly unstable pole of L(z). 
DEFINITION 2.2. We say that L(z) has an unstable zero (strictly unsta- 
ble zero) at < if rankN(t)< m and [ED” ([EBB). We call VE the 
zero-direction matrix if Vs satisfies Vt*Vt = I and N([)V[ = 0. 
We note that unstable poles and unstable zeros do not depend upon the 
coprime factorization, but the zero-direction matrix does. Hence, we use a 
special coprime factorization, which is convenient for treating the zero-direc- 
tion matrix, in the remainder of this paper. 
From (2.2) and (2.3), S(z) can be expressed as 
S=(z+ND-‘)-l=DjD,(D+N)~‘. (2.4) 
Since the necessary and sufficient condition for the stability of the closed-loop 
system is (D+N)-lElF_ [7], D,(D+N)-‘ER_ is also an outer matrix. 
Therefore, we can assume without loss of generality that 
D(z)+N(z)=Z. (2.5) 
In fact, [N(D + N)-‘][D(D + N)-‘I- ’ is another right coprime factoriza- 
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tion. Under above assumption, S(z) is given by 
S(z) = D(z) = Di(Z)Do(Z). (2.6) 
In this paper, we will investigate the constraints on ]]S(z)]] for the case 
where L(z) is strictly proper or L(Z) satisfies the following assumption. 
ASSUMPTION 2.1. Assume that the right coprime factorization (2.3) of 
L(Z) satisfies (2.5), that L(z) has a strictly unstable zero at 5 = reje (I] r I] > l), 
and that its zero-direction matrix is V[. Define d$~ as 
d$h 
?-1 
r2 - 2rcos( 9 - e> + 1 
d+. (2.7) 
The condition (2.5) is a useful assumption because 
(1) the representations of the constraints become simple if we use the 
coprime factorization (see Theorem 2.1 and Corollary 2.2) and 
(2) the relation between the coprime factorization and the state-space 
description is clear [see (3.5) and (3.6)]. 
2.2. Integral Constraints on the Sensitivity Matrix 
Lemmas A.1 and A.3 in the appendix lead to the following theorem. 
THEOREM 2.1. Under Assumption 2.1, if the closed-loop system of 
Figure 1 is stable, then 
Proof. Let f^ be 
(2.8) 
(2.9) 
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Since D,( z)V* E IW _ , f(A) belongs to SH, and hence Lemma A.3 yields 
From the property of the inner matrix, we have 
11 D,(en)V6 1) = I( ~i(e”)Do(en>% (1 
= IlS(ej+)V4(I, 
and (2.5) leads to 
(2.11) 
We therefore obtain the last inequality in (2.8). Since Vs*V6 = I, we have 
and then the first inequality in (2.8) holds. n 
Theorem 2.1 is one of the integral constraints on the sensitivity matrix in 
MIMO systems which depend upon the strictly unstable poles, a strictly 
unstable zero, and its direction. For SISO systems, equality holds in (2.8) (see 
Theorem 2 in [5]). 
We now consider a special case where the unstable zero is the blocking 
zero, i.e., N(E) = 0. Since we can set VC = I, in that case, we obtain 
(2.14) 
The following theorem for strictly proper L(z) is derived from this inequal- 
ity. 
THEOREM 2.2. Zf L(z) is strictly proper and the closed-loop system of 
Figure 1 is stable, then 
(2.15) 
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In particular, if all the poles of L(z) are in B, then 
~logllS(e’+)lld$L 0. (2.16) 
Proof. The assumption +at L(z) is strictly proper means that it has a 
blocking zero at infinity, i.e., L(h) A L(l/A) has a blocking zero at 0. Since 
lim r ~ m d4 = d+, (2.14) yields (2.15) and (2.16). n 
Theorem 2.2 is an extension of Bode’s formula to unstable MIMO 
discrete-time systems. We note the following: 
(i) No result corresponding to (2.15) which takes account of the effect 
caused by unstable poles is presented in [6]. 
(ii) For MIMO systems, only the inequality is satisfied even though L(z) 
is stable, while the equality holds for SISO systems [5]. However, (2.16) 
affords a tight bound, since there exists a feedback control system which 
attains the bound, as mentioned below in Theorem 4.4 and its remark. 
2.3. Lawer Bound-s of the Weighted Infinity Norm 
In this subsection, the infinity norms of the sensitivity matrix and the 
weighted sensitivity matrix are derived using the previous results. 
First, we have a lower bound for the nonweighted sensitivity matrix from 
Theorem 2.2 and Lemma A.2. 
COROLLARY 2.1. Zf L(z) is strictly proper and the closed-loop system of 
Figure 1 is stable, then 
(2.17) 
Proof. The first inequality is obvious from (2.15) and the second one is 
from Lemma A.2. R 
For the sensitivity matrix with scalar weighting function w(z), we obtain 
the following bound using Lemmas A.1 and A.2. 
COROLLARY 2.2. Under Assumption 2.1, if the closed-loop system of 
Figure 1 is stable, then 
(2.18) 
where w(z) is a scalar outer function. 
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Proof. From Lemma A.l, ~~w(l/X)D,(l/X)V,~~ E SH and hence Lemma 
A.2 gives 
sup ]]w(ej+)S(ej+)II= sup/w(en)DO(en) 11 
+ + 
Since Vc*VE = I, (2.12) Yields 
110,~5~11rllo,~5~v,II=IIo;‘~~~V,(I~ (2.20) 
From (2.19) and (2.20), we obtain (2.18). n 
The case where L(z) has one unstable pole and one unstable zero has 
been investigated in [6]. We note that the result of Corollary 2.2 can be 
applied to L(z) possessing two or more unstable poles. 
Since V[ = Z at 5 = co, we have another lower bound, where the weight is 
not restricted to a scalar function. 
COROLLARY 2.3. Zf L(z) is strictly proper and the closed-loop system of 
Figure 1 is stable, then 
Ils(4w(4ll, 2 IIwb4w4 II) (2.21) 
where W(z) is an outer matrix. 
Proof. The proof is similar to that for Corollary 2.2, so it is omitted. n 
Next, consider the lower bound of sup+l]k(+)S(e@)j], where the scalar 
weighting function has the value k(+) on the unit circle. 
COROLLARY 2.4. Under Assumption 2.1, if the closed-loop system of 
Figure 1 is stable, then 
where k(+) satisfies k(+) = k( - +) and 0 < k(+) < CC for all $. 
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Proof. Extend log k(+) to a harmonic function h(X) over D as 
]r] < 1. (2.23) 
Since 
log~IQ,(l/‘A)~II+ h(x) E SH, 
i.e., 
[1D,(l/X)I$ lleh(‘) E SH, 
it follows from Lemma A.2 that 
s;p IIk(+)S(@) II = S;P Ilk(+Po(ei”) 1) 
= supIlexp[R(ej+)] D&d+ 
+ 
2 sup 11 exp[ fi( ej+)] D,( ej+ 
+ 
)I1 
Nil 
This together with (2.23) yields (2.22). 
(2.24) 
(2.25) 
(2.26) 
Using Corollary 2.4, we consider the lower bound of ]I S]] m, when the 
constraint on the sensitivity function in the low frequency range is given by 
IIS II 5 S < 1 WE%! [-h&l. (2.27) 
This problem has been investigated in [3], [5], and [6]. Suppose that 
k(G) = l/S, GE&> (2.28a) 
k(G) = l/llSll,> G=#+ [-m, -+&J(+,>~l. (2.2813) 
Since sup+]]k(+)S(ej@)]] 2 1 from (2.28b), taking the logarithm of both sides 
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of (2.22) yields 
Noting j”,d+= 2?r and lQHd$= 27r - O,, where @,g laLd& (2.29) is 
rewritten as 
(27r - 0,)log~~S~lmtQLlog(l/S)+2~log~~~;1~~~VE~~. (2.36) 
which implies 
(2.31) 
All the results in this subsection-Corollaries 2.1-2.4 and (2.31)-are 
extensions of previous work in [3, 5, 6, 8, 91. Note that results, similar to (2.2) 
and (2.31) have been developed for MIMO continuous-time systems in [6], 
where the effect of unstable poles is not taken into account. Hence, our 
results give tighter bounds than those previously obtained. 
3. CONSTRAINTS ON THE SENSITIVITY MATRIX 
BY STATE-SPACE REPRESENTATION 
In this section, we discuss constraints on the sensitivity matrix, which are 
derived by a coprime-factorization approach in the previous section, by a 
state-space approach. We will now investigate 0; l(E), V,, and 0; ‘(co), 
which appeared in Theorems 2.1 and 2.2 and Corollaries 2.1-2.4. Di(z) is 
uniquely determined except for a unitary transformation, i.e., Di may be 
written as DiU with a unitary matrix U. However, the results in Sections 2.2 
and 2.3 do not depend on the selection of Dj, since 
JJ(Di’)-‘V,JJ=IlD;‘V,I), (3.la) 
(3.lb) 
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This leads to the following problems, which we will investigate: 
(1) State-space description of V’ under the assumption of (2.5) i.e., 
D+N=Z. 
(2) State-space representation of Di, the inner part of D. 
For convenience, we consider the case where L(z) is strictly proper and 
its controllable and observable state-space representation is given by 
x k+l= Ax, + Bu,, x,ER", u,ER~, (3.2a) 
y, = cx,, yk~ R". (3.2b) 
In that case, L(z) is expressed as 
L(z)=C(zZ-A)-'B. (3.3) 
Since the closed-loop system of Figure 1 is stable, the right coprime 
factorization of L(z) which satisfies (2.5) is given by 
D(z)=Z-C(zZ-A+BC)-'B, (3.4a) 
N(z)=C(zZ-A+BC)-'B. (3.4b) 
Under Assumption 2.1, if & is the unstable zero of L(z), then we have 
N([)l$=C(~Z-A+BC)p'B~=O. (3.5) 
We further assume that the eigenvalue of A is not equal to E (note that this is 
not always true for MIMO systems). Then, we obtain 
C(tZ-A)-'B~=L(.$$=O, (3.6) 
since 
= [Z-C([Z-A)-lB]p'C(~Z-A)-'RV& (3.7) 
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We can therefore see that the assumption (2.5) is reasonable from the point 
of view of the state-space representation. Assumption 2.1 can be replaced by 
one of the following assumptions. 
ASSUMPTION 3.1. The controllable and observable state-space represen- 
tation of L(z) is given by (3.2), and there exist 6 = reje (\rl > 1) and V[ (full 
row rank) satisfying (3.5) and Vs*VC = I. 
ASSUMPTION 3.2. The controllable and observable state-space represen- 
tation of L(z) is given by (3.2). There exist .$ = reje (Irl > 1) and VC (full row 
rank) satisfying (3.6) and V[*V* = I, and none of the eigenvalues of A are 
equal to 5. 
The state-space representations of D,(z) and D,-‘(z) are given by the 
following lemma. 
LEMMA 3.1. Zf L(z) given by (3.2) has no poles on the unit circle, then 
Di( z) and ZJ- ‘(2) are represented by 
where 
DiC [W], 
Di’= [y&i&s) 
F= -(BTPB+Z)plBTPA, 
r112= (BTPB + z)1’2, 
and P is a positive semidefinite solution of 
P=ATPA-ATPB(BTPB+Z)-‘BTPA 
such that all the eigenvalues of A + BF are in ID. 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
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Proof. If we choose K such that A + BK is stable, the state-space 
representation of D(z) satisfying (2.5) is given by 
D(z) = [A*] (3.13) 
(see [7, lo]). Application of Lemma B.2 to D(z) yields (3.8) and (3.9). n 
REMARK 3.1. Di( z) and 0; ‘(z) given by (3.8) and (3.9) depend upon 
A and B, but they do not depend upon C. 
REMARK 3.2. Equation (3.12) is the Riccati equation, which appears in 
the optimal-regulator problem, when the weighting matrices for the state and 
the control input are zero and unit matrices, respectively. Suppose now that 
A is antistable, i.e., all the eigenvalues of A are in EC. Since P is positive 
definite in that case, application of the matrix-inversion lemma to (3.12) 
yields 
P = Ar(P-‘+ BBT) -IA, (3.14a) 
P-l= A-l(P-l+ BBT)ApT, (3.14b) 
~-~_A-~~-~A-T=A-~BBTA-T, (3.14c) 
AP- ‘AT _ P- 1 = BBT, (3.14d) 
The last equation is a Lyapunov equation with respect to P- ‘. 
The above discussion in this section together with the results in Theorems 
2.1 and 2.2 leads to the following theorems. 
THEOREM 3.1. Under Assumption 3.1 or 3.2, if the closed-loop system of 
Figure 1 is stable and L(z) has no poles on the unit circle, then 
/q log/lS(ej@)/Id62/” logllS(eJ+)V,I/d6 
-?r pn 
t2alogllr1/2[Z- F([Z-A)-‘B]V$ (3.15) 
where F and r are defined in Lemmu 3.1. 
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Proof The proof is trivial from Lemma 3.1 and Theorem 2.1. a 
THEOREM 3.2. Zf the closed-loop system of Figure 1 is stable and L(z) 
given by (3.2) has 7~) poles on the unit circle, then 
=;log[X,,(BrPB+z)]. (3.16) 
where P is a positive semidefinite solution of (3.12) such that all the 
eigenvalues of A + BF are in IID. 
Proof. Since 
ll-‘(~~) = r112= (gTpg + Z)l12, (3.17) 
(3.16) is obvious from Theorem 2.2. n 
The state-space approach can also apply to Corollaries 2.1-2.4, but the 
results are not shown here because of limitations of space. 
EXAMPLE 3.1. Consider an unstable open-loop transfer function with 
A=[! {l l!5], B=[; y], 
where (Y = 1.4, 1.6, and 1.8. Solving the Riccati equation (3.12) we obtain the 
bounds 1, = (r/2)log[h,,( BTPB + Z)] in (3.16) as follows: J, = 1.509 (a = 
1.4), J, = 1.711 (a= 1.6), and .I, = 2.053 (cr= 1.8). We can see that the 
smaller OL (absolute value of the unstable pole) yields the better performance 
in the sensitivity characteristics. 
4. CONSTRAINTS FROM THE DESIGN POINT OF VIEW 
4.1. Integral-Type and H, -norm Constraints 
In this section, we will consider the constraints from the viewpoint of 
control-system design. Consider the discrete-time control system depicted in 
Figure 2, where P(z) E R pXm and C(z) E R mXp denote the strictly proper 
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FIG. 2. Discretetime control system with cascade compensator. 
plant and the proper controller to be designed, respectively. We define the 
open-loop transfer matrix L(z) and the sensitivity matrix S(z) as 
L(z) qz)P(z) EIRrnXrn(Z), (4.1) 
!q+ [z+C(z)P(z)] -lERmx”(z), (4.2) 
and we call the closed-loop system stable if 
[ 
(z+Pc)-’ 
c(z+Pc)-’ 
-P(z+cP)-’ EIw I (z+czy’ - (4.3) 
holds [7]. 
We will consider the constraints on the sensitivity matrix, which is related 
to the unstable poles and the unstable zeros of P(z). 
Let the right coprime factorization of P(z) over Iw ~ be 
Then the stabilizing controller which satisfies (4.3) is represented by 
c(z) =r-+)X(Z), (4.5) 
where (X(z), Y(z)) E KS _ is any solution of the Bezout equation 
x(z)Np(z)+Y(z)Dp(z)=z. (4.6) 
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First, consider the relation between the right coprime factorization of 
P(Z) and that of L(z). From (4.4) and (4.5) L(Z) can be expressed as 
L = CP = YplXNpD,-? (4.7) 
By replacing Y- ‘XN, with i%- ‘, (4.7) is rewritten as 
L=@+‘D,-‘=@$-l. (4.8) 
The following lemma shows that (4.8) is a right coprime factorization of 
L(z). 
LEMMA 4.1. 
(4.9) 
is a right coprime factorization of L( z). 
Proof. Let (2, P) E Iw _ be a solution of 
k++i%=z. 
Then we have 
(4.10) 
=($i+ffi)-f(XN&Yfi)=Z. (4.11) 
The last equality implies that L = fi( D,fi)- ’ is a right coprime factorization 
of L(z). n 
Second, consider the relation between the inner parts of D$ and D,. 
LEMMA 4.2. Let the inner-outer factorizations of D, and D,6 be DpiDpo 
and ZiZ,, respectively. Then Zi can be expressed as 
Zj = DpiWi, WiER_. (4.12) 
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Proof. From the definitions, we get 
D$ = DpiDp,6 = ZiZ,. (4.13) 
Since D,,~,Z,J ’ is analytic in EC, and DilZi is analytic on the unit circle, 
we have 
D,,fiz,‘= Dp;‘Zi E R_. (4.14) 
Therefore, setting D; ‘Zi = Wi completes the proof. n 
Finally, consider the relation between zeros and their directions. For 
convenience, assume the following for zeros of P(z). 
ASSUMPTION 4.1. Suppose that the right coprime factorization of P(z) 
(4.4) satisfies 
N,(z)+ D,(z) = Z (4.15) 
and P(z) has a strictly unstable zero at /I = re@. Let its zerodirection matrix 
be VP, i.e., 
N,(P)vp = 0, IPI ’ 1, (4.16) 
and Vs*Vc = I. Also, the unstable poles of P(z) and C(Z) are not equal to fi. 
Under above assumption, we obtain the following lemma. 
LEMMA 4.3. Under Assumption 4.1, if the closed-loop system of Figure 2 
is stable and the right coprime factorization of L(z) = C(z)P(z), 
N(z)D(z)-‘, satisfies the condition (2.5), then 
N([)Vp = 0. (4.17) 
Proof. Since D,(p) an! Y( j3) are nonsingular and Y ~ ‘XN,, is a right 
coprime factorization of ND-‘, D (p) is also nonsingular. From (4.15) and 
(4.16), we have 
D,-‘WV, = VP> (4.18) 
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and hence (4.16)-i.e., Z@/3)~(~)-‘V, = O-implies 
,?j(P,[qmm] -ly?=o* 
Since N(z) which satisfies (2.5) is given by 
it is enough to show I?(p)W, = 0, where 
Since 
w, p [fiw + qPmP)] -ly3. (4.21) 
(4.19) 
(4.20) 
the following relation should be verified: 
DJS>&B)W, =Q * ( I- D,(P,fi(P)[ fi(B) + D,UW%B)] -‘)5 = 0. 
(4.23) 
This is easily derived from 
and completes the proof. n 
Lemma 4.3 implies that an unstable zero /? of P(z) is an unstable zero of 
L(z). Moreover, if VLs is the zero-direction matrix of L(z) for p, then VLp is 
represented by [ Vs, $]U, with appropriate matrices Vfi and Us. 
The integral constraints on the sensitivity matrix, which are related to the 
unstable poles and the unstable zeros of P(z), are derived on the basis of the 
above lemmas. 
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THEOREM 4.1. Under Assumption 4.1, if the closed-loop system of 
Figure 2 is stable, then 
d/3 = 
r2 - 2rcos( q5 - e> + 1 
d+ 
r2- 1 
Proof. Theorem 2.1 and Lemmas 4.1-4.3 yield 
/* logllS(ej’+)sII@ 2 2rlogll(D,IY) 
-?T 
Since Wi is an inner matrix, IIWijl, = 1 and IIW,(P)II 
Therefore, we get 
(4.25) 
(4.26) 
(4.27) 
s 1 from Lemma A.2. 
2 IIW(P)(DpiK) -‘(P)V,ll 
= IIDp;‘(P)v,(I~ (4.28) 
From (4.27) and (4.28), we obtain (4.25). n 
THEOREM 4.2. Zf the closed-loop system of Figure 2 is stable and P(z) is 
strictly proper, then 
(4.29) 
Proof. The proof is obvious, so it is omitted. n 
The constraints on the H,-non-n of the weighted sensitivity matrices 
corresponding to Corollaries 2.1-2.4 can be obtained by a similar way. 
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The remainder of this subsection is devoted to the state-space representa- 
tion of (4.29). By a similar discussion to Theorem 3.2, we have the following 
theorem. 
THEOREM 4.3. Suppose the minimal realization of P(z) is expressed as 
xk+ 1 = Apxk + Bpuk, qElR”p, UkEIRrn, (4.30a) 
Yk = Cprk, ykERP, (4.3Ob) 
and it has no poles on the unit circle. lf the closed-loop system of Figure 2 is 
stable, then 
=;log[x,,(B,Tp,B,+I)], (4.31) 
where Pp is a positive semidefinite solution of 
P, = A;P,A, - AT,P,B,( BpTP,B, + I) -‘B,TPpAp (4.32) 
such that all the eigenvalues of A, - BP( BiPpBp + I)-‘BzP,A, are in [ID. 
It is seen from (4.29) in Theorem 4.2 and (4.31) in Theorem 4.3 that the 
lower bound of IlSlj, is given by 
= ll( B,TP,B, + z)~‘~ )I 
= [Xm_(B;PpBp+1)]1’2. (4.33) 
We will now show that the lower bound is attained by a statefeedback 
control law. 
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THEOREM 4.4. Suppose that the plant P(z) is expressed as (4.30) and it 
has no poles on the unit circle. lf the state-feedback control law is given by 
uk = F&k > F, = - (B,TPB, + I) - ‘B,TpA,, (4.34) 
where P,, is a positive semidefinite solution of (4.32) such that A, + B,,F, is 
stable, then 
IIS II= J WG (4.35) 
z.e., 
II% = 1. (4.36) 
Here, 
S(z)=[Z+F,(zI-A,)-‘B,]-I, (4.37) 
and J is defined by (4.33). 
Proof. The well-known discrete-time Kalman equation derived from 
(4.32) and (4.34) is expressed as 
Sr(z-l)S(z) = Bp’P,B,+ I. (4.38) 
This implies (4.35) and hence (4.36). 
REMARK 4.1. It is well known that the technique of LTR (loop transfer 
recovery) can be applied to a system with the minimum-phase property. 
Hence, the lower bound (4.33) can be attained by dynamic output feedback 
for minimum-phase plants. 
4.2. Constraints in Digital Control Systems 
We will now consider the constraints on the sensitivity characteristics in 
digital control systems with zero-order hold and sampler as shown in Figure 
3. It is well known that if the state-space representation of the continuous-time 
plant P,(s) is given by 
f(t) = A,x(t)+ B,u(t), r(t) E R”P, u(t) E R”, (4.39a) 
y(t) = O(t), Y(t) E RP, (4.3913) 
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I’ I< 
FIG. 3. Digital control system. 
then the discretized plant with sampling period T is expressed as 
x k+l= ApXk + BpUk> 
Yk = cpxk 
with 
A, = eAcT, BP = 
J 
TeAc’dtBc, 
0 
(4.4Oa) 
(4.4Oh) 
c, = c (4.41) 
(see [lo]). We will show the relation between constraints on the sensitivity 
matrix and the sampling period T. For simplicity, the approximation method 
with a small sampling period is used for J defined in (4.33) under the 
assumption that A, is antistable. Hence, the performance index to be 
investigated is 
J2=h,,(B,TPpBp+Z), (4.42) 
where P, is a positive definite solution of 
A P-‘A; - Pi’= BpB;. 
P P 
(4.43) 
Since A, and B, are given by (4.41), substituting them into (4.42) and (4.43) 
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yields 
(4.44) 
eActp-leA;t 
P 
which show the direct relationship between the optimal value and the 
parameters of 7, A,, and B,. 
We will now investigate the properties of the optimal value for a small 
sampling period based on (4.44) and (4.45). 
Expand A and B by the sampling period 7, we get 
A=I+AT+~A~~~+ . . . . c 2 c (4.46) 
B=Bc7+;AcBc~2+ . . . . (4.47) 
Moreover, expand Pi’ as 
(4.48) 
and substitute (4.46), (4.47), and (4.48) into (4.45). Then, we obtain 
(I+A,~+;A:~~+ m.e)(io+?17+F2272+ . ..)(z+A~~+$A~~~+ . ..) 
-( 3. + ip + fi2? + . . . ) 
= BC~+;A,BC~2+ ...)(B,T7+;A;B,T72+ a..), (4.49) ( 
and hence 
1st order: 
Fo-$o=o, (4.50a) 
2nd order: 
3rd order: 
A,fo + goAT, + P, - f, = 0, (4.5Ob) 
A,& + &AT, + i2 - E2 = B,B,T, (4.5Oc) 
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4th order: 
It is seen from (4.5Oc) that $i is a solution of a continuous-time Lyapunov 
equation 
A,& + &AT, = B,B,T. (4.51) 
Substituting the last equation into (4.5Od) leads to 
A,& + &A’, + ;A,( A,@, + &A;) + +( A,& + F,AT,)AT, 
= A,& + @a~; + ;A,B,B;+ ;B,B,TAT, 
= ;A,B,B,T+ ;B,B,TAT,, (4.52) 
and then 
A,t2++2AT,=0 - t2=0. (4.53) 
A similar argument yields ?s, ta4’ and so on. Consequently, the first-order 
approximation of J with respect to r is given by 
J1= [h,,(l+ B:t;1Bc~)]1’2, (4.54) 
which shows that the performance index goes to one as the sampling period r 
tends to zero. 
EXAMPLE 4.1. Consider an unstable continuous-time plant P(s) with 
The performance indices J defined in (4.42) for the digital control systems 
with T = 0.05, 0.1, and 0.2 are calculated by solving the Lyapunov equation 
(4.45) as follows: J = 1.351 (r = 0.05), J = 1.824 (r = O.l), and J= 3.326 
(T = 0.2). This verifies that a smaller sampling period gives a better sensitiv- 
ity property in digital control systems for unstable plants. 
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5. CONSTRAINTS ON THE MIXED SENSITIVITY MATRIX 
The constraints on the complementary sensitivity matrix defined by 
T(z)~l-S(z), (5.1) 
which plays an important role in the robustness property, can be obtained in 
a manner similar to that used in previous sections. More precisely, the 
constraints can be derived by replacing the roles of unstable poles and 
unstable zeros. 
For example, the constraint corresponding to Theorem 3.2 can be derived 
by noting the following relation. 
LEMMA 5.1. lf the minimal realization of L(z) is given by (3.2) and it 
has no zeros on the unit circle, then that of N,(z), the outer part of N(x), is 
represented by 
%(4= [_I (5.2) 
where K is an m x n mutrix such that A + BK is stable, and 
F = - (BVB)-‘B~PA, (5.3) 
Fl/z = ( B*~B)~/‘. (5.4) 
Here, p is a positive semidefinite solution of 
p = A*pA + C*C - A*?B( BTI’B) - ‘B*pA (5.5) 
such that all the eigenvalues of A + BF are in D. 
Proof. Application of Lemma B.2 to 
N(z)= [w] 
leads to the lemma. 
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THEOREM 5.1. Zf the closed-loop system of Figure 1 is stable and L(z) 
given by (3.2) has no zeros on the unit circle, then 
= ; log[ h,,(B%?)], (5.6) 
where p is defined in Lemma 5.1. 
We cannot have a state-space representation such as (5.2) for strictly 
proper continuous-time system L(s). Hence, no similar result to Theorem 5.1 
may be derived for continuous-time systems. 
The more general constraints on 
where W1(z)~IWYxm and WZ(~)~W~xm are unimodular matrices [i.e., 
W;‘(z), W;‘(z) E R _I, can be treated in an analogous way. For example, 
the integral-type constraint corresponding to Theorem 2.2 is given by 
If the minimal realizations of Wj(z) are given by 
wj(z>' j = 1,2, 
then we have 
M(z) = 
_I Cl 0 D,K 0 C, D,C 1 
1 - 
I_ 
(5.9) 
(5.10) 
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where K is an m X n matrix such that A + BK is stable. Applying Lemma 
B.2 to M(z), we have the inner-outer factorization M(z) = Mi(z)M,(z). 
Hence, the integral constraint (5.8) can be calculated by using a stabilizing 
solution of a Riccati equation constructed by 
[ I[ 
A, 0 0 B, AhI 44O&B& o 
CM 9u = 
III B 
_I 1 [ D, 0 I 
(5.11) 
analogously to (B.7). Note that (5.11) does not depend on the choice of K. 
Also we note that 
I A,-.zZ Cl0 A,-zZ c2 0 A w B&- 0 ZZ 
= I A, - B,D,‘C, - zZ 0 0 
0 
0 
Bl 
0 
B 
D, 
0 
0 0 0 B, 
A,-zZ B, 0 0 
0 0 Z B 
0 0 0 D, 
C, D, 0 0 
Z 
0 
0 
0 
D,%, 
0 
0 
C 
A - ZZ 
0 
(5.12) 
has full column rank for IzJ = 1, which implies M,(z) is nonsingular for 
)z ) = 1, since the first matrix on the right-hand side of (5.12) is nonsingular 
and the second one has full column rank under the assumptions that W,(z) 
and W,(z) are unimodular and the pair (C, A) is observable. 
In particular, if W,(z) = W, (constant nonsingular matrix) and W,(z) = 
W, (constant nonsingular matrix), then we have the following constraint. 
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THEOREM 5.2. lf the closed-loop system of Figure 1 is stable, and the 
minimal realization of L(z) is given by (3.2), then 
d$z 7~ log/( BT@B + w$‘&)1’2 11 
=~log[h,,,(Br~B+w~Ws)], (5.13) 
where ? is a positive semidefinite solution of 
k = AT?A + CTW;WTCAT8B( BTtB + W;Ws) -lBTiA (5.14) 
such that all the eigenvalues of A - B( BT?B + WsTWs))‘BT?A are in ID. 
6. CONCLUSION 
In this paper, constraints on the sensitivity matrix, which are related to 
the unstable poles and unstable zeros and their directions, have been derived 
using coprime factorizations and state-space representations for MIMO dis- 
crete-time control systems. The constraints are tighter than those derived in 
previous work, since our results take account of two or more unstable poles of 
L(z) or P(z). The constraints on the mixed sensitivity function have been 
investigated in a similar way. 
Although we have only discussed the sensitivity at the input channel, the 
same discussion can be carried out for sensitivity at the output channel by a 
dual approach. 
APPENDIX A. PROPERTIES OF SUBHARMONIC FUNCTIONS 
The properties of subharmonic functions are shown here without proofs, 
since they are similar to those for continuous-time systems [6]. 
DEFINITION A. 1. f: D -+ [ - co, CO) is subharmonic if and only if it is 
continuous and 
(A.1) 
holds whenever la I+ T < 1 (T > 0). 
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DEFINITION A.2. f:‘:ap + [ - CO, 00) E SH if and only if 
(1) f” is subharmonic, 
(2) f^ is bounded above, and 
(3) lim,,&e@) exists and equals f(ej@‘) for almost all $J E [0,27r). 
LEMMA A.l. Suppose H(z) E R _, and define @A) 4 H(l/X) by the 
transfition A = l/z. Then 
Il~(V IIE SHY log11 fi(A) 11 E SH. 64.2) 
LEMMA A.2. Suppose f(X) E SH, and define f(z) 4 f(l/z). Then 
(A-3) 
LEMMA A.3. Suppose {(A) E SH and is not identically - 00, and define 
f(z) k Al/z). Then 
holds for Irl > 1. 
APPENDIX B 
LEMMA B.l. 
c(z)= [g-+1 ERPX” (pzm) (B-1) 
is inner if and only if there exists P 2 0 such that 
P = ATPA + CTC, 
0 = ATPB + CTD, 
O=BTPB+DTD-1. 
(B.2a) 
(B.2b) 
(B.2c) 
Proof. The proof is similar to one for continuous-time systems in [ 111 
(Corollary 0.3.2.1), and so is omitted. n 
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LEMMA B.2. Suppose G( z ) has full column rank for 1 z ( = 1. The inner- 
outer factorization of G( z) = Gi( z)G,(z) with 
G(z)= [s] E08!TXrn (PZm) 
is given by 
ow 
(B.4a) 
> (B.4b) 
where 
R = BTPB + DTD, 
F = - R-‘(BTPA + DTC), 
(B.5) 
(B.6) 
and P is a positive semidefinite solution of 
such that all the eigenvalues of A + BF are in ED. 
Proof. First note that the Riccati equation (B.7) is equivalent to 
- [(A+ BK)TPB+(C+ DK)TD](BTPB+ DTD)-I 
x [B~P(A+ BK)+ D~(c+ DK)], (B.8) 
which can be verified by pure algebraic manipulation. Since A + BK is 
stable, (B.8) and hence (B.7) has a positive semidefinite solution such that 
A + BK - BR-‘[BTP(A + BK)+ DT(C+ DK)] = A - BR-‘(BTPA + DTC) 
= A + BF has no eigenvalues in ID” (the proof is similar to one for Theorem 
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2.3.3.1 in [ll]). Thi s assures G,(z) is outer, since we can easily see 
G,‘= [s] 
and a simple calculation shows Gi( z) satisfies the condition of Lemma B.l 
and hence G,(z) is inner. Since Gi(z)G,(z) = G(z) can be easily verified, 
the proof is completed. R 
REMARK B.l. The algebraic Riccati equation (B.7) does not depend on 
K, and hence G,(z) does. 
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