This paper provides a theoretical analysis of diffraction-limited superresolution, demonstrating that arbitrarily close point sources can be resolved in ideal situations. Precisely, we assume that the incoming signal is a linear combination of M shifted copies of a known waveform with unknown shifts and amplitudes, and one only observes a finite collection of evaluations of this signal. We characterize properties of the base waveform such that the exact translations and amplitudes can be recovered from 2M + 1 observations. This recovery is achieved by solving a a weighted version of basis pursuit over a continuous dictionary. Our methods combine classical polynomial interpolation techniques with contemporary tools from compressed sensing.
I. INTRODUCTION
Imaging below the diffraction limit remains one of the most practically important yet theoretically challenging problems in signal processing. Recent advances in superresolution imaging techniques have made substantial progress towards overcoming these limits in practice [16] , but theoretical analysis of these powerful methods remains elusive. Building on polynomial interpolation techniques and tools from compressed sensing, this paper provides a theoretical analysis of diffractionlimited superresolution, demonstrating that arbitrarily close point sources can be resolved in ideal situations.
We assume that the measured signal takes the form
Here (s, t) is a function that describes the image at spatial location s of a point source of light localized at t. The function is called the point spread function, and we assume its particular form is known beforehand. In (1), t 1 , . . . , t M are the locations of the point sources and c 1 , ..., c M > 0 are their intensities. Throughout we assume that these quantities together with the number of point sources M , are fixed but unknown. The primary goal of superresolution is to recover the locations and intensities from a set of noiseless observations {x(s i ) | i = 1, . . . , n} .
A mock-up of such a signal x is displayed in Figure 1 .
In this paper, building on the work of Candés and Fernadez-Granda [3] , [4] , [10] and Tang et al [1] , [20] , [21] , we aim to show that we can recover the tuple (t i , c i , M) by solving a convex optimization problem. We formulate the superresolution imaging problem as an infinite dimensional x is plotted in blue. The samples S would be observed at the tick marks on the horizontal axis. optimization over measures. Precisely, note that the observed signal can be rewritten as
Here, µ ? is the positive discrete measure P M i=1 c i ti , where t denotes the Dirac measure centered at t. We aim to show that we can recover µ ? by solving the following:
Here, B is a fixed compact set and w(t) is a weighting function that weights the measure at different locations. The optimization problem (3) is over the set of all positive finite measures µ supported on B.
Our main result, Theorem II.3, establishes that for onedimensional signals, under rather mild conditions, we can recover µ ? from the optimal solution of (3). Our conditions, described in full-detail below essentially require the observation of at least 2M +1 samples, and that the set of translates of the point spread function forms a linearly independent set. In Theorem II.4 we verify that these conditions are satisfied by the Gaussian point spread function for any M source locations with no minimum separation condition.
II. MAIN RESULT
We restrict our theoretical attention to the one-dimensional case, leaving the higher-dimensional cases to future work. Let : R 2 ! R be our one dimensional point spread function, with the first argument denoting the position where we are observing the image of a point source located at the second argument.
For convenience, we will assume that B = [ T, T ] for some large scalar T . However, our proof will trivially extend to more restricted subsets of the real line. Define the weighting function in the objective of the optimization as
Before we proceed to state the main result, we need to introduce a bit of notation and define the notion of a Tchebycheff system. Let
We impose the following three conditions on the point spread function :
, w(·)} forms a T-system. Theorem II.3. If satisfies the Conditions II.2 and n > 2M , then the true measure µ ? is the unique optimal solution of (3).
Note that the first two parts of Conditions II.2 are easy to verify. POSITIVITY eliminates the possibility that a candidate point spread function could equal zero at all locations-obviously we would not be able to recover the source in such a setting! INDEPENDENCE is satisfied if
} form a T-system. Such a condition is necessary if we want to recover the amplitudes uniquely assuming we knew the true t i locations a priori.
We remark that we actually prove the theorem under a weaker condition than T-SYSTEM. Define the matrix-valued function ⇤ :
where  : R ! R 2M is defined as
Our proof of Theorem 1.3 replaces condition T-SYSTEM with the following: DETERMINANTAL There exists ⇢ > 0 such that for any
the matrix ⇤ t 1 , t + 1 , . . . , t M , t + M , t is nonsingular whenever t, t i , t + i are distinct. This condition looks more complicated than T-SYSTEM and is indeed nontrivial to verify. This condition is essentially a local T-system condition in the sense that the points ⌧ i Definition II.1 are restricted to lie in a small neighborhood about the t i . It is clear that T-SYSTEM implies DETERMINANTAL. The advantage of the more general condition DETERMINANTAL is that it can hold for finitely supported , while this is not true for T-SYSTEM. In fact, it is easy to see that if T-SYSTEM holds for any point spread function , then DETERMINANTAL holds for the truncated version (s, t)1{|s
t|  3T }. Here 1{x  y} is the indicator variable equal to 1 when x  y and zero otherwise.
As we will see below, T-SYSTEM is related to the existence of a canonical dual certificate that is used ubiquitously in sparse approximation. In compressed sensing, this construction is due to Fuchs [11] , but its origins lie in the theory of polynomial interpolation developed by Markov and Tchebycheff, and extended by Gantmacher, Krein, Karlin and others (see the survey below). Importantly, we show it is satisfied by the Gaussian point spread function with no separation condition.
Theorem II.4. If n > 2M , then the Conditions II.2 hold for (s, t) = e (s t) 2 for any t 1 < . . . < t M . The proofs of these theorems can be found in the full-length version which is available on arxiv. We now turn to survey the mathematical theory of superresolution imaging.
A. Foundations: Tchebycheff Systems
Our proofs rely on the machinery of Tchebycheff systems. The functions u 1 , ..., u n form a T-system if and only if every linear combination U (t) = a 1 u 1 (t) + · · · + a n u n (t) has at most n 1 zeros. One natural example of a T-system is given by the functions 1, t, . . . , t n 1 . Given a T-system u 1 , ..., u n , the generalized polynomials U (t) = a 1 u 1 (t) + · · · + a n u n (t) have remarkable interpolation properties. The machinery of Tsystems provides a basis for understanding the properties of these generalized polynomials.
We use the theory of T-systems to construct a dual polynomial. The classical compressed sensing arguments guarantee recovery of a sparse signal by constructing a dual certificate [5] . In the continuous setting of superresolution, this amounts to constructing a function of the form
The condition DETERMINANTAL allows us to construct q as a linear combination of (s, t i ) and d dti (s, t i ). For a survey of T-systems and their applications in statistics and approximation theory, see [12] , [14] , [15] .
B. Prior art and related work
Broadly speaking, superresolution techniques enhance the resolution of a sensing system, optical or otherwise; resolution is the distance at which distinct sources appear indistinguishable. The mathematical problem of localizing point sources from a blurred signal has applications in a wide array of empirical sciences including astronomy [17] , biology [22] , neuroscience [9] , and system identification [18] .
Despite recent successes in many empirical disciplines, the theory of superresolution imaging remains limited. Much of the mathematical analysis on superresolution has relied heavily on the assumption that the point sources are separated by more than some minimum amount [4] , [6] , [7] , [8] . We note that in practical situations with noisy observations, some form of minimum separation may be necessary. One can expect, however, that the required minimum separation should go to zero as the noise level decreases: a property that is not manifest in previous results. Our approach, by contrast, does away with the minimum separation condition. Instead, we impose Conditions II.2.
Another key difference is that we consider the weighed objective R w(t)dµ(t), while prior work [4] , [19] has analyzed the unweighted objective R dµ(t). We, too, could not remove the separation condition without reweighing by w(t).
In Section III we provide evidence that this mathematically motivated reweighing step actually improves performance in practice.
III. NUMERICAL EXPERIMENTS
In this section we present the results of several numerical experiments to complement our theoretical results. To allow for potentially noisy observations, we solve the closely related constrained least squares problem
using the conditional gradient method for measures proposed in [2] .
A. Reweighing matters for source localization
Here we provide evidence that weighting by w(t) helps recover point sources near the boundary of an image. This matches our intuition: near the border, the mass of the observed point-source is smaller than if it were measured in the center of the image. Hence, if we didn't weight the candidate locations, sources that are very close to the edge of the image would be beneficial to add to the representation.
We measure the performance of (6) in recovering the locations of sources near the boundary of an image consisting of n = 100 equispaced samples in [0, 1]. We simulate a population of images, each containing four point sources randomly positioned within the image border (0, 0.1)[(0.9, 1) using the Gaussian point spread function (s, t) = exp( (s t) 2 2 ) with = 0.1. We repeat this for a population of images containing five point sources randomly positioned in (0.1, 0.9), away from the image border.
We measure the quality of solutions to (6) with the Fscore in both settings. This is a standard benchmark for superresolution algorithms [13] . Figure 2 displays the F-score F (r) as a function of the tolerance radius r. Larger F-scores mean better recovery, and an F-score of F (r) = 1 corresponds to perfect recovery. Note that the weighted method has better F-scores near the boundary, and weighting has no effect away from the boundary. While we do not achieve perfect recovery, this does not contradict our theory because numerical illconditioning is in effect adding noise to the recovery problem, and we expect that a separation condition will be necessary in the presence of noise. Fig. 2 : Reweighing matters for source localization. The weighted method has better F-scores F (r) at each tolerance radius r. 
B. Extensions: noisy observations and higher dimensions
Though our proof does not extend as is, we do expect generalizations of our recovery result to higher dimensional settings. The optimization problem (6) extends immediately to arbitrary dimensions, and we have observed that it performs quite well in practice. We demonstrate in Figure 3 the power of applying (6) to a high density fluorescence image in simulation. Figure 3 shows an image simulated with parameters specified by the Single Molecule Localization Microscopy challenge [13] . In this challenge, point sources are blurred by a Gaussian point-spread function and then corrupted by noise. The green stars show the true locations of a simulated collection of point sources, and the red dots show the support of the measure output by (6) applied to the greyscale image forming the background of Figure 3 . The overlap between the true locations and estimated locations is near perfect with an F-score of 0.98 for a tolerance radius corresponding to one third of a pixel.
IV. DISCUSSION
In this paper we have demonstrated that one can recover the centers of a nonnegative sum of Gaussians from a few samples by solving a convex optimization problem. This recovery is theoretically possible no matter how close the true centers are to one-another. We remark that similar results are true for recovering measures from their moments. Indeed, the atoms of a positive atomic measure can be recovered no matter how close together the atoms are, provided one observes twice the number of moments as there are atoms. Our work can be seen as a generalization of this result, applying generalized polynomials and the theory of Tchebycheff systems in place of properties of Vandermonde systems.
