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ABSTRACT
An intrinsic correlation has been identified between the luminosity and duration of
plateaus in the X-ray afterglows of Gamma-Ray Bursts (GRBs; Dainotti et al. 2008), suggest-
ing a central engine origin. The magnetar central engine model predicts an observable plateau
phase, with plateau durations and luminosities being determined by the magnetic fields and
spin periods of the newly formed magnetar. This paper analytically shows that the magne-
tar central engine model can explain, within the 1σ uncertainties, the correlation between
plateau luminosity and duration. The observed scatter in the correlation most likely originates
in the spread of initial spin periods of the newly formed magnetar and provides an estimate
of the maximum spin period of ∼ 35 ms (assuming a constant mass, efficiency and beaming
across the GRB sample). Additionally, by combining the observed data and simulations, we
show that the magnetar emission is most likely narrowly beamed and has . 20% efficiency
in conversion of rotational energy from the magnetar into the observed plateau luminosity.
The beaming angles and efficiencies obtained by this method are fully consistent with both
predicted and observed values. We find that Short GRBs and Short GRBs with Extended
Emission lie on the same correlation but are statistically inconsistent with being drawn from
the same distribution as Long GRBs, this is consistent with them having a wider beaming
angle than Long GRBs.
Key words: Gamma-Ray Bursts, Magnetars
1 INTRODUCTION
Gamma-Ray Bursts (GRBs) show a great diversity in their prompt
emission lightcurves and a broad range of isotropic energies
(Eiso), whilst sharing common features in their X-ray afterglow
lightcurves leading to the identification of a canonical X-ray
lightcurve (O’Brien et al. 2006; Nousek et al. 2006; Zhang et al.
2006). In 42% of X-ray afterglows we observe a plateau phase, a
shallow decay regime in the lightcurve, which is evidence of on-
going energy injection from the central engine (Evans et al. 2009).
By fitting the rest-frame afterglows of GRBs with an analytic model
representing the common features of GRBs (Willingale et al. 2007),
Dainotti et al. (2008) discovered a formal (i.e. robust against stan-
dard statistical correlation tests) anti-correlation between the lumi-
nosity and the rest-frame duration of the plateau phase (hereafter
? E-mail:Antonia.Rowlinson@csiro.au
referred to as the LT correlation). In subsequent analysis, this cor-
relation has been shown to be independent of underlying cosmolog-
ical or systematic effects (Dainotti et al. 2010, 2011a, 2013a) and
suggested as a tool for constraining cosmological parameters (Car-
done, Capozziello, & Dainotti 2009; Cardone et al. 2010; Dainotti
et al. 2013b; Postnikov et al. 2014). Understanding the physical
origin of this correlation will provide significant clues about the
central engine activity.
GRBs are thought to originate from at least two progenitors;
long GRBs (LGRBs) associated with the collapse of a massive star
(e.g. Woosley 1993) and short GRBs (SGRBs) originating from
the merger of two neutron stars (NSs) or a NS and a black hole
(BH; Lattimer & Schramm 1976; Eichler et al. 1989; Narayan,
Paczyn´ski, & Piran 1992). Hence, in addition to being able to ex-
plain both the prompt emission and late-time energy injection, the
central engine needs to be able to form via different mechanisms.
Two main contenders have been proposed for the central engine: a
c© 000 RAS
ar
X
iv
:1
40
7.
10
53
v1
  [
as
tro
-p
h.H
E]
  3
 Ju
l 2
01
4
2 A. Rowlinson et al.
BH (e.g. Woosley 1993) or a newly formed, highly magnetised,
millisecond NS (magnetar; e.g. Usov 1992; Zhang & Me´sza´ros
2001; Metzger 2010). There is an increasingly large sample of
GRBs that are well fit with the magnetar model, including SGRBs
(where the energy injection is difficult to explain using a BH central
engine, e.g. Rowlinson et al. 2010, 2013; de Ugarte Postigo et al.
2013; Lu¨ & Zhang 2014), short GRBs with extended emission (EE
SGRBs, e.g. Gompertz et al. 2013; Gompertz, O’Brien, & Wynn
2013), and some LGRBs (e.g. Troja et al. 2007; Lyons et al. 2010;
Dall’Osso et al. 2011; Bernardini et al. 2012, 2013; Lu¨ & Zhang
2014; Yi et al. 2014).
Using the results from 12 LGRBs fitted with the magnetar cen-
tral engine model, Bernardini et al. (2012) showed that the magne-
tar central engine model is able to reproduce the LT correlation
observed by Dainotti et al. (2008), assuming that the magnetar is
injecting energy into the forward shock. However, there are a num-
ber of candidate magnetar plateaus that exhibit very steep decay
phases that are inconsistent with energy injection into the forward
shock (Troja et al. 2007; Lyons et al. 2010; Rowlinson et al. 2010,
2013) and other emission mechanisms require further investigation,
such as energy injection into the reverse shock (Leventis, Wijers, &
van der Horst 2014; van Eerten 2014a,b). Bernardini et al. (2012)
randomly select magnetar parameters from Gaussian distributions
representing the fitted parameters from their sample of 12 LGRBs.
These fitted magnetar parameters may not be representative of the
total sample of possible GRB magnetar central engines due to ob-
servational selection effects.
In this paper, we explore a magnetar central engine as the
physical origin of the LT correlation and show that it is intrinsic
to the standard theory of the spindown magnetar wind, irrespective
of the emission mechanism. Section 2 extends the work from Dain-
otti et al. (2013a) to a larger sample of LGRBs and a sample of
SGRBs, which were shown to likely to follow the same correlation
(Rowlinson et al. 2013). In Section 3, we derive the intrinsic LT
correlation slope and normalisation using the magnetar central en-
gine model and in Section 4, using fully simulated datasets, we con-
firm that the observed LT correlation is an expected consequence of
the magnetar central engine model. We then use the correlation to
place constraints on the magnetar emission beaming and efficiency
properties. Finally, Section 5 discusses the magnetar model in the
context of the other postulated origins for the LT correlation.
2 THE OBSERVED LT CORRELATION
Dainotti et al. (2008, 2010), using the Willingale et al. (2007) phe-
nomenological law for the lightcurves of GRBs, discovered a for-
mal anti-correlation between the X-ray luminosity at the end of the
plateau LX and the rest-frame plateau end time, T ∗a = Ta/(1 + z),
described as:
logLX = a+ b log T
∗
a ⇔ LX = AT ∗ba , (1)
where T ∗a is in seconds, LX is in erg s−1 and z is the redshift. The
normalisation and the slope parameters (a and b) are constants ob-
tained by the D’Agostini fitting method (D’Agostini 2005), which
employs a Bayesian approach to probabilistically infer the best fit-
ting linear model for data with both statistical uncertainties and
an intrinsic scatter about the correlation. Dainotti et al. (2013a)
demonstrated through the Efron & Petrosian (1992) method, a sta-
tistical method to determine that a correlation between two parame-
ters exists when the dataset suffers from observational biases (such
as selection effects caused by redshift evolution), that the LT cor-
relation is not caused by observational selection effects, but is an
intrinsic correlation at a 12σ level. The strategy implemented in
Efron & Petrosian (1992) does not retain the normalisation of the
correlation and, hence, we are unable to determine the intrinsic nor-
malisation of the correlation (aint). Dainotti et al. (2013a) showed
that the intrinsic slope is bint = −1.07+0.09−0.14. Therefore, as it is
intrinsic to the source and not caused by selection effects, the LT
correlation is a useful tool for the testing of theoretical GRB phys-
ical models (e.g. Ghisellini et al. 2008; Cannizzo & Gehrels 2009;
Yamazaki 2009; Dall’Osso et al. 2011; Cannizzo, Troja, & Gehrels
2011; Bernardini et al. 2012; Rowlinson et al. 2013).
In this paper, we compare the intrinsic correlation to the an-
alytic prediction from the magnetar central engine model and cre-
ate simulated datasets (as described in Section 4) to investigate the
observed LT correlation. The simulated datasets take into account
cosmological and observational selection effects, such as plateaus
that are undetectable due to sensitivity limits caused by a combi-
nation of their luminosities, durations and the redshift distribution.
We are simulating datasets, which can be directly compared to the
observed LT correlation (without requiring the method employed
by Dainotti et al. 2013a, to obtain the intrinsic LT correlation) al-
lowing us to retain the normalisation of the correlation. However,
the model predicts bolometric luminosities, so we need to com-
pare the simulations to a bolometric approximation of the observed
luminosities (using an energy band of 1–10000 keV). Hence, we
compare the magnetar model predictions to two different values
of the slope of the correlation (the intrinsic slope, bint, for com-
parison to the analytical predictions in Section 3 and the observed
slope, bobs, for comparison to the simulations in Section 4) and an
observed normalisation (aobs) which is compared to both the ana-
lytic predictions in Section 3 and the simulations in Section 4. In
order to obtain the required parameters, in the 1-10000 keV energy
band, we refitted the LT correlation. As we refit the data, we also
took the opportunity to increase the GRB sample size to reduce the
statistical uncertainties utilised in Section 4. In the remainder of
this Section, we describe the method utilised to obtain the observed
1–10000 keV LT correlation.
Our sample constitutes all GRB X-ray afterglows with known
redshifts detected by Swift (Gehrels et al. 2004) from January 2005
up to December 2013, for which the light curves include early
X-Ray Telescope (XRT; Burrows et al. 2004) data and therefore
can be fitted using the Willingale et al. (2007) phenomenological
model. The total sample has been subdivided into 3 categories:
LGRBs (149 of the GRBs are in this sample), EE SGRBs (2 GRBs)
and SGRBs (8 GRBs). SGRBs are separated from the LGRB sam-
ple using the standard T90 6 2 s cut (Kouveliotou et al. 1993)
to remain consistent with the results presented in Rowlinson et al.
(2013)1. The EE SGRBs are from the sample fitted to the mag-
netar model by Gompertz et al. (2013), which also have a red-
shift and can also be fitted using the Willingale et al. (2007) phe-
nomenological model. We use the redshifts available in the litera-
ture (Xiao & Schaefer 2009, and references therein) and redshifts
taken from GRB Coordinates Network circulars (GCNs)2. We ex-
clude all GRBs with non-spectroscopic redshifts. As the majority
of SGRBs do not have observed redshifts, we use those with a firm
host galaxy association (from the sample defined in Rowlinson et
1 Note there is debate regarding the true division in T90 duration between
LGRBs and SGRBs, for instance Bromberg et al. (2013)
2 Utilising http://www.mpe.mpg.de/∼jcg/grbgen.html
c© 000 RAS, MNRAS 000, 1–??
GRB magnetar central engines and the LT correlation 3
al. 2013). The complete sample of GRBs analysed contains 159
events, covering the redshift range 0.033 6 z 6 9.4. In our anal-
ysis, we adopt a flat cosmology with H0 = 69.9 km s−1 Mpc−1,
ΩM = 0.28 and Ωλ = 0.72 ( see Dainotti et al. 2013a, for a de-
tailed discussion regarding different cosmological models).
We note that this sample is larger than that used by Dain-
otti et al. (2013a) to identify the intrinsic correlation (bint). We
do not recalculate the intrinsic correlation as the distributions of
plateau durations, fluxes and spectral indices remain the same as
those utilised in Dainotti et al. (2013b), so the GRB populations
are directly comparable for this purpose. Additionally, the limiting
fluxes and plateau durations are also unchanged for this sample of
GRBs. As the only significant difference is the sample size, we are
confident that this will not significantly change the intrinsic slope
(within 1σ uncertainties).
The combined Swift Burst Alert Telescope (BAT, Barthelmy et
al. 2005) and XRT light curves of the GRBs were converted to rest-
frame lightcurves using the observed X-ray spectral index for each
GRB, a k-correction and the methods described in Bloom, Frail, &
Sari (2001) and Evans et al. (2009). As we intend to compare the
observed distribution to the predictions from a bolometric model
(in contrast to Dainotti et al. 2010, 2013b, where an XRT band pass
k-correction was used), we use an approximate rest-frame bolomet-
ric energy band (1–10000 keV). We fitted the lightcurves with a
two component model consisting of an initial steep decay phase for
the early X-ray emission and an afterglow component (utilising the
methods described in Willingale et al. 2007; Dainotti et al. 2008,
2010, 2013a). We assume that the rise time of the afterglow com-
ponent is a free parameter (whereas in Willingale et al. 2007, the
rise time of the afterglow is assumed to be equal to the start time
of the initial decay phase) so that we can search for an independent
measure of the break time. We fitted the lightcurves for which the
break time and flux were reliably determined by the model. Previ-
ous analyses by Dainotti et al. (2008, 2010, 2011b, 2013a) utilised
the Avni (1976) prescription to obtain the required parameters of
the plateau (the flux of the plateau, the plateau duration and the
decay index following the plateau phase). Avni (1976) developed
a method to estimate the uncertainty ranges for only the parame-
ters of interest within a fitted model. This method uses the ‘best-fit’
value of the parameters of interest and their corresponding χ2best.
The parameter values are varied until the χ2 of the fit increases by
a particular amount above χ2best, referred to as the critical ∆χ
2.
∆χ2 depends upon the number of parameters that are estimated si-
multaneously and not the total number of parameters in the model.
The critical ∆χ2 is dependent upon the required confidence level
(68% in this analysis) and the number of parameters being varied
simultaneously (typical values are given in Table 1 of Avni 1976).
In Dainotti et al. (2008, 2010, 2011b, 2013a) the value ∆χ2 < 3.5
was used as they required values for these fitted parameters: plateau
flux, plateau duration and the plateau temporal slope. However, in
this paper we want to use the largest possible sample of GRBs and
we use ∆χ2 < 2.3. This is appropriate as we are only interested
in two of the parameters (plateau flux and duration) that are typ-
ically fitted in the model and neglect to fit the plateau slope as it
does not enter into the computation of the luminosity. The χ2 dis-
tribution for some GRBs in the sample is not parabolic out to a
value of 3.5 so the Avni (1976) prescription is not fulfilled and they
are discarded because the evaluation of their error parameters is
not precise. However, when the constraint is dropped to 2.3, the χ2
distributions of more of the GRBs in the sample are parabolic and
meet the Avni (1976) prescription. Hence, this change increased
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Figure 1. The rest-frame plateau durations versus the luminosity (1–10000
keV) at the end of the plateaus for all the GRBs in the sample (black =
LGRBs, Blue = EE SGRBs and Red = SGRBs). Over-plotted, using the
dashed black line, is the observed LT correlation for the full sample.
the sample by 20 GRBs which were recovered from the previous
sample from January 2005 till March 20133.
From the fitted lightcurves we computed the 1–10000 keV lu-
minosity at the end of the plateau phase and the rest-frame break
time. The total sample is fitted with the LT correlation (Equation 1)
and we find a slope of bobs = −1.40±0.19 and a normalisation of
aobs = 52.73± 0.52, as shown in Figure 1. The data are scattered
around this correlation, with a standard deviation of 0.89. These
parameters represent the observed correlation, which is found to be
steeper than the intrinsic correlation (due to redshift dependencies
as discussed in Dainotti et al. 2013a). The redshift dependences are
instead accounted for within the modelling used to simulate the cor-
relation (as described in Section 4). We note that the SGRBs and
EE SGRBs typically are offset from the observed correlation sug-
gesting that, although they appear to follow the same correlation,
they may have a different normalisation. This may be associated
with different redshift distributions (and hence observational con-
straints) or different beaming/efficiencies as we describe in Sec-
tion 4. By conducting a multi-dimensional Kolmogorov-Smirnov
test (KS test; Harrison et al. 2014; Metchev & Grindlay 2002;
Gosset 1987), we can test if the SGRBs and EE SGRBs are be-
ing drawn from the same distribution as the LGRBs. We applied
a multi-dimensional KS test for the distributions of the durations,
luminosities and their associated errors (log T ∗a , δ log T ∗a , logLX
and δ logLX ) for the two samples, LGRBs versus SGRBs and EE
SGRBs, and obtain a p-value of∼ 7×10−4. Therefore, we can con-
fidently conclude that the SGRBs and EE SGRBs are drawn from
different distribution to the sample of LGRBs. However, as there
are only a small number of SGRBs (8) and EE SGRBs (2) in the
sample, there are currently insufficient data to be able to make sig-
nificant quantitative comparisons between the different categories
of GRBs.
3 THE MAGNETAR MODEL AND LT CORRELATION
A newly formed magnetar, predicted to form via a range of mech-
anisms such as accretion induced collapse of a white dwarf, col-
3 The fit has been performed with the package NonlinearModelFit in
MATHEMATICA 9; the data and the code are available upon request to
maria.dainotti@riken.jp
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lapse of a massive star and the merger of two NSs (e.g. Usov 1992;
Thompson 1994; Dai & Lu 1998), will have a vast supply of ro-
tational energy that will be emitted via dipole radiation (Zhang &
Me´sza´ros 2001). Initially the dipole radiation is expected to power
a plateau phase which ends when the characteristic dipole spin-
down timescale is reached (as defined in Zhang & Me´sza´ros 2001).
In the magnetar model, the energy released by dipole radiation is
predicted to be transferred to the surroundings via a magnetar wind
(Metzger et al. 2011). Dall’Osso et al. (2011) considered the spe-
cific case where the magnetar wind refreshes the forward shock
emission and Bernardini et al. (2012) applied this interpretation to
show that the slope of LT correlation is consistent with the magne-
tar central engine model (c.f. equation B.3). However, there are a
number of both LGRBs and SGRBs exhibiting a steep decay phase
following the plateau phase which are inconsistent with the forward
shock model (Troja et al. 2007; Lyons et al. 2010; Rowlinson et al.
2010, 2013). In these cases, the plateau is interpreted as being an
extra component (internal to the central engine) in addition to the
standard forward shock afterglow (Troja et al. 2007). In the SGRB
sample ∼29–56% of the magnetar candidates have a steep decay
phase (Rowlinson et al. 2013), whereas this is likely to be some-
what lower for the LGRB case (10 candidates identified to date;
Lyons et al. 2010). In the specific case of SGRBs, they are also
expected to occur in low density environments due to large offsets
from their host galaxies (e.g. Fox et al. 2005; Gehrels et al. 2005;
Hjorth et al. 2005; Fong, Berger, & Fox 2010; Church et al. 2011;
Tunnicliffe et al. 2014) so they are expected to have little material
for the forward shock to interact with, giving a much fainter af-
terglow component. Therefore, the refreshed forward shock model
is difficult to reconcile with the full sample of GRBs fitted with
the magnetar model. Hence, in the following analysis, we have as-
sumed a simple model of the energy released by dipole radiation
from a spinning down magnetar and do not consider the mecha-
nism by which this energy is transferred to the observed emission.
This enables us to test the intrinsic relationship between the mag-
netar central engine model and the LT correlation. The bolometric
luminosity and plateau duration are intrinsically associated and can
be calculated, to a reasonable approximation, using these Equations
(Zhang & Me´sza´ros 2001):
L0,49 ∼ (B2p,15P−40,−3R66) (2)
Tem,3 = 2.05 (I45B
−2
p,15P
2
0,−3R
−6
6 ), (3)
where Tem,3 is the rest-frame plateau duration in 103 s, L0,49 is the
plateau luminosity in 1049 erg s−1, I45 is the moment of inertia in
units of 1045g cm2,Bp,15 is the magnetic field strength at the poles
in units of 1015G,R6 is the radius of the neutron star in 106 cm and
P0,−3 is the initial period of the compact object in milliseconds.
Using these equations, we derive an intrinsic correlation between
the plateau luminosity and durations:
log(L0) ∼ log(1052I−145 P−20,−3)− log(Tem) (4)
Therefore, there is an intrinsic correlation expected from the
magnetar model where L ∝ T−1, with some scatter dependent
on the range of initial spin periods and moment of inertia of the
NS. By comparing this to Equation 1 we show bpredict = −1,
which is consistent (to within the 1σ uncertainties) with the in-
trinsic LT correlation, bint = −1.07+0.09−0.14. Additionally, we show
that the normalisation to the predicted LT correlation is given by
apredict = log(10
52I−145 P
−2
0,−3) ∼ 52 (assuming I45 = P0,−3 =
1), which is also comparable to the observed 1–10000 keV normal-
isation aobs = 52.73± 0.52 (Section 2).
In this analysis we have assumed 100% efficiency in the trans-
fer of rotational energy to electromagnetic radiation and that it is
isotropically emitted, which is likely to be an unphysical assump-
tion. This assumption is expected to change the normalisation value
but not to change significantly the intrinsic slope, because there is
no dependence on the luminosity for bpredict. However, as shown
in Section 4, there are observing constraints limiting the parameter
space that can be probed and therefore strongly affect the slope of
the correlation (bsim and bobs). The dependence on beaming and
efficiency are given by L ∝ 
1−cos θ , so we can derive the corrected
normalisation:
acorr = log()− log(1− cos θ) + a, (5)
where  is the efficiency (which describes the proportion of the
spindown luminosity of the magnetar that has been transferred
to observable radiation) and θ is the beam opening angle in de-
grees. Therefore, we can use the observed normalisation value to
constrain the, currently unknown, beaming angle and efficiency of
the magnetar dipole emission. This further extends the analysis of
Bernardini et al. (2012), as the efficiency was a fitted parameter
in their model, with high efficiencies ranging within 25–99% and
an average efficiency of ∼ 70%. With a reasonable range of effi-
ciencies (1 – 100 %) and beaming angles (isotropic – 1 degree), we
predict the normalisation will range between (a−3.8) and (a+2.4)
corresponding to acorr=48.2 – 54.4, a range of values significantly
larger the observed uncertainties. This enables us to use the ob-
served normalisation, aobs, to constrain the beaming and efficiency
of the magnetar central engine.
Hence, analytically, we have shown that an LT correlation is
intrinsic to the spindown of a newly formed magnetar (confirming
the findings by Bernardini et al. 2012) and is consistent with the
intrinsic LT correlation, bint, observed by Dainotti et al. (2013a).
Additionally, we have shown the predicted normalisation, apredict,
directly depends on the beaming angles and efficiency of the mag-
netar emission. Hence, we can use the observed 1–10000 keV nor-
malisation, aobs, to constrain the beaming angle and efficiency. In
the next Section, we confirm that the observed correlation (bobs)
can be obtained from a simulated dataset, which takes into account
observational biases for the magnetar central engine model, and use
the simulations with aobs to constrain the beaming and efficiency
of the magnetar emission.
4 SIMULATING THE LT CORRELATION USING THE
MAGNETAR CENTRAL ENGINE MODEL
In the previous Section, we showed that an LT correlation is a natu-
ral consequence of the magnetar model, with a scatter that is deter-
mined by the range of allowed spin periods and inertias. To confirm
that the observed correlation (aobs and bobs) can be obtained from
the magnetar model, we create simulated datasets based on differ-
ent values of the magnetic field strength and spin period (assuming
a fixed inertia and NS radius) that exclude reasonable regions of
parameter space due to observing constraints and understanding of
the underlying model. This strategy significantly differs from the
approach of Bernardini et al. (2012) because we are using predic-
tions of the properties of a newly formed magnetar and consider-
ing observational selection effects, whereas they drew their sample
from a Gaussian distribution about the mean properties fitted to
c© 000 RAS, MNRAS 000, 1–??
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Figure 2. The grey shaded regions represent the uniform distribution of
values of magnetic field strengths and spin periods used to simulate the ob-
servable magnetar plateaus. The upper and lower limits on the magnetic
field strength and the upper limit on the spin period are determined using
the sample of GRBs fitted with the magnetar model (over-plotted as black
circles; Lyons et al. 2010; Dall’Osso et al. 2011; Bernardini et al. 2012;
Gompertz et al. 2013; Rowlinson et al. 2013; de Ugarte Postigo et al. 2013;
Yi et al. 2014; Lu¨ & Zhang 2014). The dashed black vertical line (1) at 0.66
ms represents the minimum spin period allowed before break-up of a 2.1
M neutron star. The dotted black line (2) represents a limit on spin peri-
ods and magnetic field strengths imposed by the fastest slew time of XRT
in our sample in the rest-frame of the highest redshift GRB in the sam-
ple, as plateaus with durations shorter than the slew time are unobservable.
The black dash-dot lines (3–6) represent the observational cut-offs for the
faintest XRT plateau observable assuming the lowest redshift in the GRB
sample. These cut-offs change depending on the beaming and efficiency
of the magnetar emission: (3) Minimum beaming angle and efficiency (1
degree and 1% respectively), (4) Minimum efficiency (1%) and maximum
beaming angle (isotropic), (5) Maximum efficiency (100%) and minimum
beaming angle, (6) Maximum efficiency and beaming angle. The observed
distribution follows the region bounded by lines (1–3) suggesting that the
sample have low efficiencies and small beaming angles, as otherwise can-
didates would have been observed in this region.
12 GRBs. By using fully simulated values, we ensure that we are
accounting for the entire parameter space when we derive the LT
correlation. We illustrate all the constraints on the parameter space
in Figure 2.
We place constraints on the spin period using a minimum spin
period, equal to spin break-up, calculated using:
P0,−3 > 0.81M−1/21.4 R
3/2
6 ms, (6)
(assuming a mass of 2.1 M) and illustrated as the dashed line (1)
bounding the left hand side of the shaded region in Figure 2. We
use the maximum and minimum values from fits of the magnetar
model to observed GRB lightcurves to set the maximum spin pe-
riod and the range of magnetic fields to simulate (black dots in Fig-
ure 2, from the samples of Lyons et al. 2010; Dall’Osso et al. 2011;
Bernardini et al. 2012; Gompertz et al. 2013; Rowlinson et al. 2013;
de Ugarte Postigo et al. 2013; Yi et al. 2014; Lu¨ & Zhang 2014),
giving Pmax ∼ 83 s, Bmax ∼ 2 × 1017 G and Bmin ∼ 3 × 1014
G. These limits define the upper, lower and right hand bounds on
the shaded region in Figure 2. We note an important caveat that
these samples have all been fitted using different assumptions on
beaming angles and efficiencies and, as shown in Rowlinson et al.
(2010, 2013), this can strongly affect their magnetic field strengths
and spin periods. There are a number of candidates in the sample
whose maximum spin periods are in excess of the suggested upper
limit on the birth spin period (10 ms; Usov 1992). However, this is
unsurprising as the magnetar may have undergone initial rapid spin
down due to gravitational wave emission (Zhang & Me´sza´ros 2001)
and accretion or propellering (e.g. Piro & Ott 2011; Gompertz,
O’Brien, & Wynn 2013). Additionally, there are a small number
of candidates whose spin periods are faster than the spin break-up
period of a 2.1M NS, which are not physically possible. With dif-
ferent assumptions about beaming and efficiency, these candidates
can move into the allowed parameter space (as shown in Rowlinson
et al. 2010, 2013).
There are further observational constraints that affect the du-
ration and luminosity of observable plateaus. Swift is capable of
slewing to observe GRBs very rapidly, but this is not instantaneous
and if the plateau is shorter than the slew time the plateau would
be unobservable. We reject any combinations of magnetic fields
and spin periods that would result in a plateau that is shorter than
the shortest observable plateau, defined as being the shortest Swift
slew time from the sample in Section 2 (∼ 50 s) in the rest-frame
of the highest redshift GRB in the sample (z ∼ 9.4; Cucchiara et
al. 2011). This limit is represented by the dotted line (2) in Fig-
ure 2. The second observational constraint is the lowest luminosity
plateau that Swift XRT would be able to detect, corresponding to
the lowest flux detectable by XRT (2× 10−14 erg cm−2 s−1; Bur-
rows et al. 2004) for the nearest GRB in the sample (z ∼ 0.03;
Mirabal et al. 2006). The lowest luminosity magnetar plateau that
would be observable by Swift is dependent on the beaming angle
and efficiency, so we vary this limit accordingly and obtain the ob-
servable combinations of Bp,15 and P0,−3 using Equation 2. We
use beaming angles in the range 1◦ – 90◦ and efficiencies from
1% to 100%. The extremities of these limits are illustrated using
the dash-dotted lines (3–6) in Figure 2. Due to the observational
constraints, we might expect to observe slightly different correla-
tions for the sub-samples of SGRBs, EE SGRBs and LGRBs due
to their different redshift distributions. Additionally, changes in the
normalisation of the correlation could be associated with different
beaming or efficiencies for these populations, which are discussed
further in this Section. The locations of SGRBs and EE SGRBs in
Figure 1 suggest that this may indeed be occurring.
It is clear from Figure 2 that the observable distribution of
magnetic fields and spin periods is controlled by selection effects.
In particular, we do not expect to observe high magnetic fields and
rapid spin periods. Secondly, Swift is unlikely to detect magnetars
with long spin periods and low magnetic fields. The distribution of
the fitted GRBs in Figure 2 is consistent with the emission from
their magnetar central engines being beamed and of low efficiency.
Using the regions defined in Figure 2, we simulate a large
range of magnetic fields and spin periods (uniformally filling out
the defined parameter space with 2.5× 105 different combinations
in logarithmic bins) and randomly sample 159 (equal to the number
of GRBs used in Section 2) combinations of magnetic field strength
and spin period. The plateau and luminosity of each combination
is calculated using Equations 2 and 3. The simulated luminosities
and durations are fitted using the LT correlation (Equation 1). We
repeat this random sampling 500 times and combine them to cal-
culate the mean and standard deviation for the slope and normal-
isation. This simulation is repeated for 2.5 × 105 different com-
binations of beaming angles (1◦–90◦) and efficiencies (1–100%),
evenly distributed across the parameter space in logarithmic bins
for the efficiencies and linear bins for the beaming angles. Finally,
as the slope of the correlation is not expected to vary significantly
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(and was confirmed to only fluctuate within the 1σ uncertainties),
we calculate the average slope for all the simulations and find
bsim = −1.30 ± 0.03. This is steeper than the intrinsic and an-
alytically predicted slope, bint and bpredict, which is caused by the
observational selection effects that were included in the simulated
datasets. However, the simulated slope is well within the 1σ uncer-
tainties on the observed 1–10000 keV slope (bobs = −1.40±0.19,
as given in Section 2) that did not account for selection effects,
showing that the two correlations (simulated and observed) are con-
sistent with each other. We note that there is some low significance
variation (< 1σ) in the fitted slope that correlates with the beaming
and efficiency values, with a best match between the observed and
simulated slopes being at low efficiencies and beaming angles.
As shown in Section 3, the simulated normalisations (asim) are
highly dependent upon the beaming angle and efficiencies used. To
quantify the quality of the simulated models in comparison to the
observed dataset, we calculate the χ2 (with 157 degrees of free-
dom) between the model and observed data. We calculate the χ2
using:
χ2 =
∑
(yi − bxi − a)2, (7)
where the observed dataset from Section 2 is inserted as the values
for xi and yi, while a and b are from the model being tested. We
then use the χ2 and degrees of freedom to calculate the probability
that the observed data are consistent with being drawn from the
model obtained from the simulation. Models that are offset from
the observed data, due to having different normalisations, will have
a much lower probability and are therefore inconsistent with the
data.
In Figure 3, we show a contour plot of the probability that the
data are drawn from the model, as a function of the modelled beam-
ing angles and efficiencies. The darkest grey regions are for those
models which have a< 10% probability that the data can be drawn
from them. The black dashed contour lines show boundary within
which the data have a > 95% probability of being drawn from
the simulated models. This parameter space is a region sweeping
from the lowest efficiencies and beaming angles of ∼ 5◦ up to the
highest efficiencies and beaming angles of ∼ 40 − 50◦. It seems
unlikely that the conversion of rotational energy to the observed
X-ray emission is highly efficient.
The efficiency of converting energy in the GRB blast wave to
gamma-ray emission, has been well studied both theoretically and
observationally with typical values lying in the range 1–10% with a
narrow spread of values between different GRBs (e.g. Freedman &
Waxman 2001; Nysewander, Fruchter, & Pe’er 2009; D’Avanzo et
al. 2012) and SGRBs are thought to have comparable efficiencies
to LGRBs (Berger 2007; Nakar 2007). Additionally, both LGRBs
and SGRBs are expected to be beamed with typical beaming an-
gles being < 20◦ (from both simulations and observations, e.g.
Berger et al. 2003; Zhang, Woosley, & MacFadyen 2006; Racusin
et al. 2009; Fong et al. 2014), however SGRBs are expected to be
less collimated than LGRBs (e.g. Janka et al. 2006; Berger 2007).
These low efficiencies and narrow beaming angles are all fully con-
sistent with the highest probability region shown in Figure 3. Buc-
ciantini et al. (2009) simulated the jets produced by a magnetar cen-
tral engine in the context of a collapsar progenitor and determined
that collimation is facilitated by the stellar envelope giving typical
beaming angles of 5–10◦. Using Figure 3, this would correspond to
an efficiency of∼5–10% which is also consistent with the expected
efficiencies. Additionally, as collimation is facilitated by the stellar
envelope, in the context of the binary neutron star progenitor model
it is reasonable to expect the beam to have a wider beaming angle as
there is minimal surrounding material. Metzger et al. (2011) stud-
ied the emission mechanisms from magnetars, typically assuming
a radiative efficiency of 50%, and determined that a beaming angle
of ∼30◦ is most consistent with the late time emission from the
magnetar winds. These parameters lie within the 95% confidence
region in Figure 3. Therefore the beaming and efficiency values ob-
tained using the simulations presented in this paper, in comparison
to the observed dataset, are fully consistent with both the predicted
and observational constraints for GRBs and with the predictions in
the specific case of the magnetar central engine models.
In Figure 1, there were hints that SGRBs and EE SGRBs
may have a lower normalisation than the LGRBs, and a multi-
dimensional KS test confirmed that they were likely to be drawn
from a different population. If these GRBs do follow a different
normalisation, this could be due to different selection effects (e.g.
SGRBs tend to occur at lower redshifts) although this is likely to
only have a small effect on the simulated sample. Alternatively, it
could be caused by differences in the beaming and efficiencies. It
has been shown that SGRBs typically have the comparable efficien-
cies to LGRBs but are expected to have wider beaming angles (e.g.
Janka et al. 2006; Berger 2007; Nakar 2007). In Figure 4, we show
the effect on the LT correlation of increasing the beaming angle
from 5◦ to 20◦, assuming an efficiency of 1%. The beaming angle
and normalisation are clearly inversely proportional to each other
and, assuming LGRBs are best fitted with a beaming angle of 5◦
and an efficiency of 1%, the SGRB population appear to be more
consistent with being scattered around a larger beaming angle of
∼15◦. This result supports the expectation that SGRBs have wider
beaming angles than LGRBs.
The observed scatter of the correlation was shown to be de-
pendent upon the range of initial spin periods and inertias of the
magnetars (Equation 4). The inertias are expected to be in the range
1 > I45 > 1.5, corresponding to standard neutron stars in the
mass range 1.4–2.1 M, whereas the spin periods are expected
to vary over ∼2 orders of magnitude. Therefore, as the scatter is
∝ I−145 P−20,−3, the range of spin periods will dominate the observed
scatter. As there is a firm lower limit on the spin period, i.e. the
spin break up period of a 2.1 M neutron star, we model the range
of spin periods by varying the maximum initial spin period. We
measure the scatter on the simulated LT correlation for 100 differ-
ent maximum spin periods logarithmically distributed in the range
0.66 < P0,−3,max 6 500 ms. For each maximum spin period, we
simulate and fit 500 randomly sampled distributions. The scatter
around each fitted sample is measured and we calculate the average
scatter for each of the maximum spin periods. We plot the results
in Figure 5 and show that the observed scatter, 0.89, is consistent
with a sample of magnetars with spin periods in the range 0.66 –
∼35 ms. This is consistent with 97% of the observed magnetar fits
shown in Figure 2. It is important to note that this assumes that all
the magnetars have identical beaming angles and efficiencies. If the
beaming angles and efficiencies vary significantly between differ-
ent magnetars, it may increase the observed scatter of the predicted
correlation.
5 DISCUSSION
The LT correlation (Dainotti et al. 2008, 2010, 2013a) is naturally
explained by the relationship between L0,49 and Tem,3 (Equations
2 and 3), but there are a number of other models that have been pro-
posed as GRB central engines. The external disc model (Cannizzo
& Gehrels 2009) suggests that the plateau is the result of a tran-
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Figure 3. Simulated datasets were created with a wide range of efficiencies
(1–100%) and beaming angles (1–90◦), which were then fitted with an LT
correlation. This figure plots the probability that the observed data can be
drawn from the simulated model, calculated using the χ2 (as defined by
equation 7). The dashed lines bound the region where the simulated LT cor-
relation has>95% probability of explaining the observed data. The darkest
region shows where the simulated LT correlations have <10% probability
of explaining the observed data.
Figure 4. This plot shows the effect of increasing the beaming angle (5–
20◦) for a given efficiency (1%). The black data points are the LGRBs from
Figure 1 and they are scattered around the 5◦ line represents a simulation
that has a >95% probability of being drawn from the same sample as the
observed data. The red data points are both the SGRBs and the EE SGRBs,
which are appear to be more consistent with being scattered around the 15◦
line.
Figure 5. In Equation 4, we showed that the scatter of the predicted LT
correlation is dependent upon the range of initial spin periods. The black
line shows how the predicted scatter of the LT correlation increases as the
range of spin periods increases. The range is defined as: spin break up pe-
riod (0.66 ms, assuming a 2.1 M neutron star) – maximum spin period.
The red dashed line represents the observed scatter of the LT correlation,
0.89, fitted in Section 2. By measuring the intercept of the model and the
observed value, the scatter on the observed LT correlation corresponds to a
spin period range of 0.66 – ∼35 ms.
sient disc formed of fall-back material, with the plateau luminosity
roughly scaling with the mass accumulated during fall back. The
authors predict a scaling of Lplat ∝ t−3/2plat , steeper than the intrin-
sic slope t−1.07
+0.09
−0.14 (Dainotti et al. 2010). It has been suggested
that the value for the LT correlation is skewed due to a selection
bias against fainter plateaus (Cannizzo, Troja, & Gehrels 2011),
however these selection biases have been shown to not strongly af-
fect the intrinsic correlation (Dainotti et al. 2013a).
In the prior emission model (Yamazaki 2009), the plateau is
created by emission that begins before the prompt spike, but goes
undetected until BAT is triggered and XRT is pointed. This emis-
sion takes the form f0(t) = A0t−α0 , where α0 was found to
be typically 1.0 – 1.5, consistent with the value in Dainotti et al.
(2010). However, there is no physical reason for this consistency:
α0 depends on the delay between the initiation of prior emission
and the launching of the prompt jet, a quantity which is unlikely
to have a physically significant scaling. Since the correlation is
intrinsic to the data, the model ‘acquires’ it when it is applied.
In addition, Birnbaum et al. (2012) placed stringent observational
constraints on this model by extrapolating the prior emission back-
wards to its initial state. They showed that BAT should have been
able to detect the prior emission required to explain the plateau
emission.
Kumar, Narayan, & Johnson (2008) discuss two separate
mechanisms for creating the X-ray plateau in the context of accre-
tion onto a BH. In the first, low viscosity (α) allows a substantial
(∼ 1M) accretion disc to build up, which then accretes uniformly
onto the central BH for a duration tacc. After this time, the disc
is depleted, so m˙BH goes back to tracking m˙fb, and a turnover or
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drop in luminosity is observed. In their formalism, m˙BH ∝ t−1acc,
and m˙BH is constant throughout tacc, so that we find Lplat ∝ t−1plat
(with a scatter of ≈Mdisc). This model requires α < 10−2, which
may not be physical (Kumar, Narayan, & Johnson 2008). The same
formalism is true for the second mechanism, only this time the re-
quirement is that the disc is fed by fallback material at the same rate
it loses material to accretion onto the central BH (i.e. m˙BH ∼ m˙fb).
If one of these conditions can be satisfied, the model can reproduce
the LT relation in the same way that energy injection from the mag-
netar’s dipole spin can.
Interestingly, a reverse shock, powered by energy injection
from an arbitrary central engine, can also reproduce the slope of
the LT correlation assuming that the X-ray band lies above both the
cooling and peak frequencies in the synchrotron spectrum (Leven-
tis, Wijers, & van der Horst 2014; van Eerten 2014a). van Eerten
(2014b) investigated the LT correlation in the context of a thin shell
(standard model with no energy injection) and a thick shell (includ-
ing arbitrary energy injection). The thin shell model was unable
to reproduce the observed LT correlation, however the thick shell
model successfully identified an LT correlation for both the for-
ward and reverse shocks using a range of input parameters, assum-
ing the spectral breaks lie in specific regimes. Therefore, van Eerten
(2014b) showed that energy injection is required to explain the ob-
served LT correlation irrespective of the properties of the central
engine. The magnetar model is one such central engine that could
provide the required energy injection for the model and it is inter-
esting that both models can independently reproduce the LT cor-
relation. It is worth noting that Leventis, Wijers, & van der Horst
(2014) and van Eerten (2014a,b) do not attempt to reproduce the
normalisation of the correlation as it depends upon a number of
their model parameters and the expected distributions of these pa-
rameters. Therefore, this model warrants further investigation in the
specific context of the magnetar central engine.
6 CONCLUSIONS
The magnetar central engine model predicts a plateau phase pow-
ered by dipole spin down; we have shown that an LT correlation is
a natural consequence of this model. With reasonable assumptions
for the mass and radius of the magnetar, the analytically predicted
slope (bpredict) is within the 1σ uncertainties of the intrinsic slope
(bint). Additionally, the simulated slope (bsim) is also well inside
the 1σ uncertainties of the 1–10000 keV observed slope (bobs). Fi-
nally, the observed scatter of data points around the LT correlation
is also expected in the magnetar model and is associated with an
intrinsic scatter in the spin periods and inertias of the magnetar.
The scatter around the correlation is intrinsic to the magnetar cen-
tral engine model and is consistent with the observed scatter if the
initial spin of the magnetar is in the range 0.66 – ∼35 ms. Other
postulated physical origins of the LT correlation are unable to in-
trinsically return the observed slope of the correlation to this accu-
racy and often rely upon fitted parameters from the observed pop-
ulation. The reverse shock model can also reproduce the slope of
the LT correlation assuming there is ongoing energy injection into
the shock front, which is complementary to the magnetar central
engine model. Therefore, the LT correlation is consistent with the
theory that the observed plateau phases are powered by a magnetar
central engine.
By assuming the LT correlation is caused by a magnetar cen-
tral engine, we are able to use the observed data to place constraints
on the likely beaming angles and efficiencies of the magnetar emis-
sion. Using a comparison between simulated datasets and the ob-
servational data, we conclude that the magnetar emission is most
likely to be narrowly beamed (< 20◦) with . 20% efficiency of
conversion of rotational energy to observed X-ray emission, fully
consistent with the expected values for GRBs. Additionally, there
are good theoretical and observational reasons to conclude that
SGRBs and EE SGRBs have wider beaming angles than LGRBs,
which would lead to a lower normalisation of the correlation. Us-
ing the small sample of observed SGRBs and EE SGRBs, we were
able to show with a multi-dimensional KS test that they are drawn
from a different population to the LGRBs, confirming that they may
indeed have a lower normalisation than the LGRBs.
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