Abstract-The design of the optimal nonrandomized hard decision fusion rule under the Neyman-Pearson criterion is known to be exponential in complexity. In this letter, we formulate a more generalized version of this problem called the "generalized decision fusion problem (GDFP)" and relate it to the classical 0-1 knapsack problem. Consequently, we show that the GDFP has a worst-case polynomial time solution. Numerical results are presented to verify the effectiveness of the proposed solution.
I. INTRODUCTION

D
ISTRIBUTED detection is widely researched in sensor networks [1] , [2] and has also found vast application for cooperative spectrum sensing (CSS) in cognitive radio networks [3] , [4] . In a CSS scheme [5] - [9] , multiple secondary users (SUs) collaborate to increase the reliability of the binary hypothesis test to detect a spectrum hole. The likelihood ratio (LR) function of the SU decisions is used as the fundamental measure to design the optimal fusion rule of the fusion center (FC) [10] , [11] . It is desirable that a sufficient statistic function for the LR exists, and that it is monotonic, 1 as it simplifies the computation of the threshold for the LR-based decision equation under the Neyman-Pearson (NP) criterion [10] , [12] . However, many practical problems are nonmonotonic, wherein the optimal decision regions in the observation space are not simply connected. In such cases, the optimal fusion rule requires a multithreshold decision equation, and the problem often requires computationally intensive exhaustive search methods.
Different factors that influence the complexity 2 of the decision fusion problem can be categorized as follows:
1) the property of the LR function {Monotonic, nonmonotonic}; 2) the performance criterion {Bayesian, NP}; 3) the decision threshold equations used {Single, Multi}; 
4) the test used {Randomized (RT), nonrandomized (non-RT)}; 5) the nature of the observation space {Discrete (D-OS),
Continuous (C-OS)}; 6) the SU decisions {dependent, independent}. Table I lists some of the categories and the corresponding references in the literature, where these problems have been considered.
Under the Bayesian criterion, it is straightforward to compute the single threshold for the LR test when the a priori probabilities of the hypothesis and the Bayes costs are known. Using the threshold, the probability of error P E can be computed in logarithmic time for monotonic problems [13] - [16] and in linear time for nonmonotonic problems [17] , [18] .
In general, the constrained optimization of the NP criterion increases the problem complexity. For problems with the monotonic property, low-complexity methods, such as bisection, gradient descent, etc., can be used to compute the optimal threshold [19] - [21] . The nonmonotonic property of the LR complicates the optimal decision equation, which is generally intractable in C-OS [12] . To circumvent this difficulty, a suboptimal single-threshold weighted decision equation is used in [22] - [26] . In D-OS, the exhaustive search method can be employed; however, it is exponential in complexity [1] , [2] . Alternatively, the randomized test as in [26] - [28] reduces the complexity at the cost of introducing randomness in the decision equation.
In this letter, we focus on the (nonrandomized) optimal hard decision fusion in the discrete observation space. The main contributions are the following.
1) We formulate a generalized decision fusion problem (GDFP), wherein both monotonic/nonmonotonic problems under both Bayesian and NP criteria are special cases (categories marked with [*] in Table I ). 2) We subsequently present an approach that reduces the exponentially complex nonmonotonic hard decision fusion NP criterion special case into polynomial time by
showing that the proposed GDFP is related to the classical 0-1 knapsack problem (KP).
3) The proposed approach is valid for the system with dependent SU decisions as well. 4) The solution complexity can be further reduced for monotonic cases of the GDFP. A special case of the monotonic GDFP is identified, where the complexity reduces to linear time in the worst case. 5) A Boolean switching equation is introduced as a convenient way of implementing the multithreshold decision equation. The outline of this letter is as follows. In Section II, we explain the system model, formulate the GDFP, and show that the problem is nonmonotonic in general. We relate the GDFP to 0-1 KP and present a dynamic programming (DP)-based solution in Section III. Section IV contains the numerical results, followed by conclusions in Section V. Based on the received observation vector u, the fusion rule (·) of the FC generates the global decision u FC = (u), where u FC = 0 implies hypothesis H 0 and u FC = 1 implies hypothesis H 1 , respectively. The performance of the fusion rule is characterized by the system probability of detection P D ( Pr{u FC = 1|H 1 }) and the probability of false alarm P F ( Pr{u FC = 1|H 0 }), which are obtained as [10] 
where R 0 and R 1 are two decision regions in the Ndimensional continuous real space
and u m ∈ R 1 implies (u m ) = 1, ∀m. This indicates that an optimal definition of decision regions results in an optimal fusion rule.
We now formulate the GDFP as
where C D and C F are coefficients in the objective function and α is the constraint value on the system P F .
By substituting α = 1, C D = π 1 (C 01 − C 11 ), and C F = π 0 (C 10 − C 00 ) in (2) , where C jl is the cost of deciding H j when H l is true, and π l is the a priori probability of hypothesis H l , for j, l ∈ {0, 1}, we get
which by definition [11] is an unconstrained fusion problem under the Bayesian criterion. This special case of the GDFP with independent SU decisions is the Chair-Varshney problem [17] for which a linear complexity solution to compute the P E exists. Similarly, substituting C D = 1 and C F = 0 into (2), we get
which by definition [11] is a constrained optimization problem under the NP criterion, for which the solution is exponential in complexity [1] . We now focus on reducing the complexity of obtaining the optimum decision region R 1 for the GDFP. The Lagrangian function that needs to be maximized is
, where λ is the Lagrange multiplier [10] . Using (1), we have
, which indicates that the optimal decision region R 1 for the GDFP can also be obtained by the LR test given by
where
is the threshold to be computed. When the SU decisions are independent, we have p(u|H 1 (5) can further be simplified as [1] (
). For this case, the threshold ω of (6) is to be computed that optimizes the GDFP. The computations get simplified when (·) is monotonic on some arbitrary function of u [10] , [12] . However, the GDFP is monotonic only in few special cases and is nonmonotonic in general.
Remark 1 (Independent monotonic case): Consider a system with identical SUs, i.e., P d i = P d , P f i = P f , ∀i and P d > P f , as in [15] and [16] . Then, (·) of (6) can be factored as (
From the definition of the factorization criterion in [12] , the factor T (u) is the sufficient statistic of (·) as it is independent of parameters P d , P f . 2) As the factor g(P d , P f ) is always positive for all P d > P f , (·) is strictly increasing on T (u), thereby implying that the GDFP is monotonic for this special case. As a result, (6) can be replaced with the sufficient statistic test as [16] 
Remark 2 (Independent general case): For the general values of P d i , P f i , ∀i, the function (·) of (6) is nonseparable as required by the factorization criterion [12] , thereby implying that the GDFP is nonmonotonic for the most general case.
Remark 3 (Dependent general case): Similar to Remark 2, the GDFP for a system with dependent SU decisions for which joint conditional probability mass functions p(u|H 0 ) and p(u|H 1 ) are obtainable as in [18] can be shown to be nonmonotonic in the most general case, as (·) of (5) is nonseparable.
The complete classification of the special cases of the GDFP into monotonic/nonmonotonic problems needs to be addressed separately. For the most general case (with both independent/dependent SU decisions), the optimal decision regions {R 0 , R 1 } are not simply connected [10] and the decision equation (5), (6) requires multithresholds, as the GDFP of (2) is nonmonotonic. To alleviate this difficulty, we now reformulate the GDFP and related it to the 0-1 KP.
III. DECISION REGION-BASED FUSION RULE
Define a binary-valued vector,
T corresponding to the observation space U, where x m = 0 implies u m ∈ R 0 and x m = 1 implies u m ∈ R 1 , respectively. Using this notation, (1) can be rewritten as
Using (8), the GDFP of (2) can now be written as
Note that x m is the truth table value corresponding to the binaryvalued observation vector u m , ∀m. As a result, the optimal fusion rule (.) can now be implemented as a Boolean switching equation using binary variables u i , ∀i and the optimal vector x * . This Boolean equation generalizes the single/multithreshold decision equation (5), (6) of the general cases and the K -out-of-N equation (7) of monotonic case [29] .
A total of 2 M (= 2 2 N ) distinct fusion vectors (x) are possible, thereby implying that an exhaustive search for the optimum x * has an exponential complexity in M and double-exponential complexity in N . However, the GDFP as defined in (9) is in the form of the 0-1 KP [30] , [31] , implying that existing efficient solutions can be reused for the GDFP. To the best of our knowledge, the nonrandomized hard decision fusion problem is being mapped to the 0-1 KP for the first time.
Theorem 1: The GDFP defined in (9) is a 0-1 KP (10). Proof: Define individual objective and constrained parameter corresponding to an observation vector u m as
Then, using (8) and (11), the GDFP of (9) T , where y k = 0 implies U k ∈ R 0 and y k = 1 implies U k ∈ R 1 . Then, the GDFP of (9) for this case can be written as
and where
A. GDFP Solution Using DP
It is well known that the 0-1 KP can be solved using DP [32] , [33] . We now present a recursive equation and an algorithm that searches the solution space for the optimum vector x * for the GDFP of (12) in polynomial time in the worst case. Define a parameterized GDFP G(a, b) as
where x a is the initial part of vector x such that (14) can be rewritten in the form of a recursive equation as
with initial conditions as
Note that, in (15) , the GDFP of (12) is recursively split into subproblems, thereby reducing the computational complexity of the final solution. To implement (15) as an algorithm, DP requires the constrained parameter P F M (·) and the constraint value α to be integers. To facilitate this, we define a scaling function
, where r is a real-valued input argument, C is a sufficiently large scaling factor (= 10 5 ), and · is the integer floor function. We map the required parameters of (15) and (16) 
end if 10:
end for 11: end for 12: x * ← getTrace(G) 
Computational complexity to compute the fusion rule, the optimum P D , P F (under the NP criterion) and P E (under the Bayesian criterion).
case. As a result, a total of 3 I α (M − 1) + M flops are required (where I α is independent of M) to compute the optimum vector x * for the GDFP (12) in the worst case. For the monotonic case under the NP criterion, while the GDFP of (12) provides the optimal fusion rule, the GDFP of (13) reduces computation complexity to 3 I α N + (N + 1) flops at the cost of suboptimal fusion rule for certain values of α, i.e., when
Remark 4 (Special monotonic case):
With an additional assumption that P d > 0.5 > P f for the Remark 1 monotonic case, the GDFP of (12) Consequently, the worst-case computational complexity is M for the GDFP of (12) and N + 1 for (13), as in [15] - [18] . Table II summarizes the algorithmic complexities discussed in this section.
IV. NUMERICAL RESULTS AND DISCUSSIONS
To validate the effectiveness of the proposed algorithm, as an example, we consider each SU to be using an energy detector with different local thresholds i , common time-bandwidth product L, and experiencing different received signal-to-noise ratios γ i , over additive white Gaussian noise. The expressions for P f i and P d i are given in [34] . obtained by the fusion rules for the most general GDFP under the NP criterion using exhaustive search and the proposed Algorithm 1 (labeled "Exhaustive Search" and "Proposed DP Algo. for GDFP") by varying α in uniform steps.
Note that the optimum performance points plotted using the proposed GDFP solution exactly match the exhaustive search results for N = 4. For larger values of N , the exhaustive search requires prohibitively large resources. In this example, for N = 11 and α = 0.01, the exhaustive search requires ≈ 10 616 flops, whereas the proposed algorithm requires only ≈ 61 × 10 5 flops when C = 10 5 is used. For N = 4, few discrete optimum P * D and P * F value pairs are obtainable and are not uniformly spaced. The GDFP solution based on DP is restricted by the dimensionality (M, I α ) of the problem. The dimension I α is dependent on the scaling factor C, which needs to be sufficiently large such that the scaled values of P F M (m), i.e., P F M [m] > 0, ∀m. Alternative solutions based on the Branch and Bound technique, etc., [30] , [31] , maybe applied to the GDFP and are topics of further research.
V. CONCLUSION
A GDFP is formulated that allows monotonic/nonmonotonic independent/dependent decision problems under Bayesian and NP criteria as special cases. The proposed GDFP is shown to be in the form of the 0-1 KP and a solution in polynomial time worst-case complexity has been presented. Furthermore, this approach has the potential to be applied to broader categories of problems such as the following:
1) the C-OS problems using the softened hard approach in [21] , [24] , and [35] ; 2) unknown SU characteristics as in [36] and [37] ; 3) decision/fusion rule joint optimization as in [26] and [38] - [40] ; 4) generalization of conditionally dependent decisions as in [41] ; 5) SU censoring as in [42] - [45] ; 6) nonideal reporting channels as in [46] .
