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We present several inequalities for
fa(x) = Γ (a, x)
Γ (a,0)
(a > 0, x 0),
where Γ (a, x) is the incomplete gamma function. One of our theorems states that
the inequalities
fa
(
Sp(x1, . . . , xn)
)
 fa(x1) · · · fa(xn) fa
(
Sq(x1, . . . , xn)
)
(p,q > 0)
hold for all nonnegative real numbers x1, . . . , xn (n 2) if and only if p min(a,1) and
q  max(a,1). Here, St(x1, . . . , xn) denotes the power sum of order t. This extends and
complements a result published by Ismail and Laforgia in 2006.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The incomplete gamma function, deﬁned for real numbers a > 0 and x 0 by
Γ (a, x) =
∞∫
x
e−tta−1 dt,
has numerous applications in statistics, probability theory, and other ﬁelds. The most important properties of this function
are collected, for example, in [1, Chapter 6]. Many information on the incomplete gamma function with interesting historical
comments and a detailed list of references can be found in [11].
Throughout this paper, we denote by fa the ‘normalized’ function
fa(x) = Γ (a, x)
Γ (a,0)
.
The function fa+1 is the unique solution of the linear differential equation
y′ + y = fa(x), y(0) = 1.
* Corresponding author.
E-mail addresses: H.Alzer@gmx.de (H. Alzer), bariczocsi@yahoo.com (Á. Baricz).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.06.032
168 H. Alzer, Á. Baricz / J. Math. Anal. Appl. 385 (2012) 167–178In 2006, Ismail and Laforgia [14] presented remarkable functional inequalities for fa . They proved for x, y  0:
fa(x+ y) fa(x) fa(y) (a > 1) and fa(x) fa(y) fa(x+ y) (0< a < 1). (1)
We denote by St(x1, . . . , xn) the power sum of order t , that is,
St =
(
xt1 + · · · + xtn
)1/t
(t = 0).
Using this notation (1) can be written as
fa
(
S1(x, y)
)
 fa(x) fa(y) (a > 1) and fa(x) fa(y) fa
(
S1(x, y)
)
(0< a < 1), (2)
respectively. In the next section we generalize (2). We provide all parameters p and q such that the double-inequality
fa
(
Sp(x1, . . . , xn)
)
 fa(x1) · · · fa(xn) fa
(
Sq(x1, . . . , xn)
)
(3)
holds for all x1, . . . , xn  0. Furthermore, we offer some mean-value inequalities. The power mean of order t is deﬁned by
Mt(x1, . . . , xn) =
(
xt1 + · · · + xtn
n
)1/t
(t = 0), M0(x1, . . . , xn) = (x1 · · · xn)1/n,
M−∞(x1, . . . , xn) = min(x1, . . . , xn), M∞(x1, . . . , xn) = max(x1, . . . , xn).
A detailed study of power means is given in [10, Chapter III]. We determine all parameters r,u,α and s, v, β such that we
have for all x1, . . . , xn > 0:
fa
(
Mr(x1, . . . , xn)
)
 fa(x1) + · · · + fa(xn)
n
 fa
(
Ms(x1, . . . , xn)
)
,
fa
(
Mu(x1, . . . , xn)
)

(
fa(x1) · · · fa(xn)
)1/n  fa(Mv(x1, . . . , xn)),
and
fa
(
Mα(x1, . . . , xn)
)
 n
1/ fa(x1) + · · · + 1/ fa(xn)  fa
(
Mβ(x1, . . . , xn)
)
.
In 1993, motivated by the Turán-type inequality(
1− fa(x)
)(
1− fa+2(x)
)
<
(
1− fa+1(x)
)2
,
Merkle [17] conjectured that for every x> 0 the function a → 1− fa(x) is log-concave on (0,∞). A proof of this conjecture
can be found in [2]. It is natural to ask whether a → fa(x) (x > 0) is also log-concave on (0,∞). In the ﬁnal part of
Section 2, we give an aﬃrmative answer to this question.
In Section 3, we present several additional results. Among others, we provide all parameters b, c, such that x → [ fa(xb)]c
is subadditive on [0,∞) and we show that fa is completely monotonic on [0,∞) if and only if a ∈ (0,1].
2. Inequalities
First, we offer convexity and concavity properties of functions, which are deﬁned in terms of fa .
Lemma 1. Let
ua(x) = fa
(
x1/a
)
, va(x) = log fa(x), wa(x) = log fa
(
x1/a
)
, za(x) = log fa
(
ex
)
.
(i) If a > 0, then ua is strictly convex on [0,∞).
(ii) If 0< a < 1, then va is strictly convex on [0,∞) and wa is strictly concave on [0,∞).
(iii) If a > 1, then va is strictly concave on [0,∞) and wa is strictly convex on [0,∞).
(iv) If a > 0, then za is strictly concave on R.
Proof. Let x> 0. We obtain for a > 0:
u′′a (x) =
e−x1/a x−1+1/a
a2Γ (a,0)
> 0.
By differentiation we get
v ′′a (x) = −
e−xxa−1
2
Pa(x), (4)xΓ (a, x)
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Pa(x) = Γ (a, x)(a − 1− x) + e−xxa.
Case 1. 0< a < 1.
We deﬁne
Qa(x) = Pa(x)
a − 1− x = Γ (a, x) +
e−xxa
a − 1− x . (5)
Then we have
Q ′a(x) =
(a − 1)e−xxa−1
(a − 1− x)2 . (6)
This leads to
Q ′a(x) < 0 and Qa(x) > limt→∞ Qa(t) = 0. (7)
From (5) and (7) we get Pa(x) < 0, so that (4) implies that v ′′a is positive on (0,∞).
Case 2. a > 1.
If x a − 1, then Pa(x) > 0. Let x> a − 1. Applying (6) leads to
Q ′a(x) > 0 and Qa(x) < limt→∞ Qa(t) = 0.
Hence, Pa(x) > 0. Using (4) gives v ′′a (x) < 0 for x> 0.
We have
w ′′a (x) =
e−zza+1
a2x2Γ (a, z)2
Ra(z), (8)
where
Ra(t) = Γ (a, t) − e−tta−1 and z = x1/a.
Differentiation gives
R ′a(t) = (1− a)e−tta−2.
Hence, we obtain for t > 0:
Ra(t) < lim
s→∞ Ra(s) = 0, if 0< a < 1, (9)
and
Ra(t) > lim
s→∞ Ra(s) = 0, if a > 1. (10)
Combining (8) with (9) and (10), respectively, we conclude that w ′′a (x) < 0, if 0< a < 1 and that w ′′a (x) > 0, if a > 1.
We have
z′′a (x) = −
e−y ya
Γ (a, y)2
Da(y),
where
Da(y) = (a − y)Γ (a, y) + e−y ya and y = ex.
If 0< y  a, then Da(y) > 0. Let y > a and
Ea(y) = Da(y)
a − y = Γ (a, y) +
e−y ya
a − y .
Since
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e−y ya
(y − a)2 > 0,
we obtain
Ea(y) < lim
t→∞ Ea(t) = 0.
This implies Da(y) > 0. Thus, z′′a (x) < 0. 
Moreover, we need the following inequality, which is due to Petrovic´ [19, p. 22].
Lemma 2. If F is convex on [0,∞), then we have for x1, . . . , xn  0:
F (x1) + · · · + F (xn) F (x1 + · · · + xn) + (n − 1)F (0).
If F is concave on [0,∞), then the reversed inequality holds.
Our ﬁrst theorem extends and complements (2).
Theorem 1. Let a be a positive real number. The inequalities
fa
(
Sp(x1, . . . , xn)
)
 fa(x1) · · · fa(xn) fa
(
Sq(x1, . . . , xn)
)
(p,q > 0) (11)
hold for all nonnegative real numbers x1, . . . , xn (n 2) if and only if
p min(a,1) and qmax(a,1). (12)
Proof. Since t → St(x1, . . . , xn) is decreasing on (0,∞) (see [13, p. 28]) and
f ′a(x) = −
e−xxa−1
Γ (a,0)
< 0,
we conclude that the function
t → fa
(
St(x1, . . . , xn)
)
is increasing on (0,∞). Therefore, it suﬃces to establish (11) for p = min(a,1) and q = max(a,1).
We apply Lemma 1 (ii), (iii) and Lemma 2. If 0< a < 1, then we obtain
wa
(
xa1 + · · · + xan
)
 wa
(
xa1
)+ · · · + wa(xan)= va(x1) + · · · + va(xn) va(x1 + · · · + xn). (13)
If a > 1, then we get (13) with “” instead of “”. And, if a = 1, then (13) holds with “=” instead of “”.
It remains to show that (11) implies (12). We set x1 = x2 = x and x3 = · · · = xn = 0. Then we have
fa
(
21/px
)
 fa(x)2  fa
(
21/qx
)
(x> 0). (14)
Let 1< c = 2. Hospital’s rule gives
lim
x→∞
fa(cx)
fa(x)2
= lim
x→∞
(c − 1)caΓ (a,0)e(2−c)x
2xa−1
=
{∞, if 1< c < 2,
0, if c > 2.
(15)
From (14) and (15) we get
p  1 q. (16)
Let
φa(x) = fa(cx) − fa(x)2.
We have
φa(0) = 0 and Γ (a,0)
xa−1
φ′a(x) = 2e−x fa(x) − cae−cx.
This gives: if 2 > ca , then φa attains positive values, and if 2 < ca , then φa attains negative values. Using this result we
conclude that if p > a, then the ﬁrst inequality in (14) is not true for all x > 0, and if q < a, then the second inequality in
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p  a q. (17)
From (16) and (17) we obtain p min(a,1) and qmax(a,1). 
Now, we provide bounds for the arithmetic, geometric, and harmonic means of fa(x1), . . . , fa(xn).
Theorem 2. Let a be a positive real number. The inequalities
fa
(
Mr(x1, . . . , xn)
)
 fa(x1) + · · · + fa(xn)
n
 fa
(
Ms(x1, . . . , xn)
)
(18)
hold for all positive real numbers x1, . . . , xn (n 2) if and only if r  a and s = −∞.
Proof. Since fa is strictly decreasing on [0,∞), we conclude that the right-hand side of (18) with s = −∞ is valid for all
x1, . . . , xn > 0.
The power mean is increasing on R with respect to its order; see [13, p. 26]. This implies that the function
t → fa
(
Mt(x1, . . . , xn)
)
is decreasing on R, so that it is enough to prove the left-hand side of (18) for r = a. Applying Lemma 1 (i) we obtain for
x1, . . . , xn > 0:
ua
(
xa1 + · · · + xan
n
)

ua(xa1) + · · · + ua(xan)
n
,
which is equivalent to the left-hand side of (18) with r = a.
We assume that the ﬁrst inequality in (18) holds for all x1, . . . , xn > 0. Then we get for x, y > 0:
0 fa(x) + (n − 1) fa(y) − nfa
(
Mr(x, y, . . . , y)
)= Ka,r(x, y), say.
Since
Ka,r(y, y) = ∂
∂x
Ka,r(x, y)
∣∣∣∣
x=y
= 0,
we obtain
∂2
∂x2
Ka,r(x, y)
∣∣∣∣
x=y
= n − 1
n
e−y ya−2
Γ (a,0)
(y + r − a) 0.
This leads to r  a.
Finally, we suppose that there exists a real number s such that the right-hand side of (18) holds for all x1, . . . , xn > 0.
We consider two cases.
Case 1. s 0.
If x1 tends to ∞, then the left-hand side tends to fa(x2) + · · · + fa(xn), whereas the right-hand side converges to 0.
Contradiction!
Case 2. s < 0.
We set x1 = x, x2 = · · · = xn = y, and c = n−1/s . If y tends to ∞, then we obtain for x> 0:
0 nfa(cx) − fa(x) = θa(x), say. (19)
We have
Γ (a,0)exx1−aθ ′a(x) = 1− ncae(1−c)x.
Since c > 1, there exists a number x∗ such that
θ ′a(x) > 0 for x x∗.
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lim
x→∞ θa(x) = 0.
It follows that θa is negative on [x∗,∞). This contradicts (19). 
Theorem 3. Let a be a positive real number. The inequalities
fa
(
Mu(x1, . . . , xn)
)

(
fa(x1) · · · fa(xn)
)1/n  fa(Mv(x1, . . . , xn)) (20)
hold for all positive real numbers x1, . . . , xn (n 2) if and only if
u max(a,1) and v min(a,1). (21)
Proof. We apply Lemma 1 (ii), (iii). If 0< a < 1, then
va
(
x1 + · · · + xn
n
)
 va(x1) + · · · + va(xn)
n
= wa(x
a
1) + · · · + wa(xan)
n
 wa
(
xa1 + · · · + xan
n
)
. (22)
And, if a 1, then (22) holds with “” instead of “”. This reveals that (20) is valid with u max(a,1) and v min(a,1).
Next, we show that (20) implies (21). We set x1 = x, x2 = · · · = xn = y. Then the right-hand side of (20) leads to(
fa(x) fa(y)
n−1)1/n  fa(Mv(x, y, . . . , y)). (23)
We assume that v > a and set r = n−1/v . If y tends to 0, then (23) leads to
0 fa(rx) − fa(x)1/n = a,r(x), say. (24)
Differentiation yields
′a,r(x) =
xa−1
Γ (a,0)
ηa,r(x), (25)
where
ηa,r(x) = 1
n
e−x fa(x)1/n−1 − rae−rx.
Since v > a, we get
lim
x→0ηa,r(x) =
1
n
− ra < 0. (26)
From (25) and (26) we conclude that a,r is strictly decreasing in the neighbourhood of 0. This contradicts (24), since
a,r(0) = 0. Thus, v  a. Now, we assume that v > 1. From (23) we obtain
Γ (a, x)
e−xxa−1
Γ (a, y)n−1  Ia(x)
(
Γ (a,χ)
e−χχa−1
)n
(27)
with
Ia(x) = (e
−χχa−1)n
e−xxa−1
and χ =
(
xv + (n − 1)yv
n
)1/v
.
We have
log Ia(x)
x
= 1+ (a − 1)
(
n
logχ
x
− log x
x
)
− nχ
x
.
Since
lim
x→∞
logχ
x
= 0 and lim
x→∞
χ
x
= n−1/v ,
we get
lim
log Ia(x) = 1− n1−1/v < 0.x→∞ x
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lim
x→∞ Ia(x) = 0. (28)
Applying (28) and
lim
x→∞
Γ (a, x)
e−xxa−1
= 1 (29)
(see [1, p. 263]), we obtain from (27): Γ (a, y)n−1  0. A contradiction! Thus, v  1.
If the left-hand side of (20) holds, then we get u  min(a,1). Therefore, u > 0. We assume that u < a, set x1 = x,
x2 = · · · = xn = y, and let y tend to 0. Then we obtain
a,s(x) < 0 with s = n−1/u .
We have
′a,s(x) =
xa−1
Γ (a,0)
ηa,s(x) and lim
x→0ηa,s(x) =
1
n
− sa > 0.
This gives a,s(x) > a,s(0) = 0 for all suﬃciently small x. A contradiction! Hence, u  a. Next, we suppose that u < 1.
Again, we set x1 = x, x2 = · · · = xn = y. Then we get(
Γ (a,ρ)
e−ρρa−1
)n
 Γ (a, x)
e−xxa−1
Γ (a, y)n−1 Ja(x) (30)
with
Ja(x) = e
−xxa−1
(e−ρρa−1)n
and ρ =
(
xu + (n − 1)yu
n
)1/u
.
Since
lim
x→∞
Γ (a,ρ)
e−ρρa−1
= lim
x→∞
Γ (a, x)
e−xxa−1
= 1 and lim
x→∞ Ja(x) = 0,
we obtain from (30): 1 0. This contradiction leads to u  1. 
Our next theorem presents a double-inequality for the harmonic mean of fa(x1), . . . , fa(xn). We only settle the case
a ∈ (0,1] completely. It remains an open problem to determine all parameters β such that the right-hand side of (31) (given
below) is valid in the case of a > 1.
Theorem 4. Let 0< a 1. The inequalities
fa
(
Mα(x1, . . . , xn)
)
 n
1/ fa(x1) + · · · + 1/ fa(xn)  fa
(
Mβ(x1, . . . , xn)
)
(31)
hold for all positive real numbers x1, . . . , xn (n 2) if and only if α = ∞ and β  a. Moreover, when a > 1, then the left-hand side of
(31) holds if and only if α = ∞.
Proof. Since 1/ fa is increasing on (0,∞), we obtain
1
n
(
1
fa(x1)
+ · · · + 1
fa(x1)
)
 max
1in
1
fa(xi)
= 1
fa(max1in xi)
= 1
fa(M∞(x1, . . . , xn))
.
Next, we assume that there exists a real number α such that (31) holds for all x1, . . . , xn > 0. Applying the geometric mean
– harmonic mean inequality and Theorem 3 gives
fa
(
Mα(x1, . . . , xn)
)
 fa
(
Mv(x1, . . . , xn)
)
with v = min(a,1).
This implies α  v > 0. We set x1 = x, x2 = · · · = xn = y and let y tend to 0. Then we obtain from (31):
(n − 1) fa(bx) + fa(bx)
fa(x)
 n with b = n−1/α. (32)
Since
lim
x→∞
fa(λx)
fa(x)
= lim
x→∞λ
ae(1−λ)x =
{∞, if 0< λ < 1,
0, if λ > 1,
we conclude from (32) that 1 b = n−1/α . This contradicts α > 0.
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It follows that x → fa(x1/a)−1 is convex, so that we obtain
fa(z)
−1  fa(x1)
−1 + · · · + fa(xn)−1
n
with z =
(
xa1 + · · · + xan
n
)1/a
.
This leads to the right-hand side of (31) with β = a.
We assume that there exists a number β > a such that (31) is valid for all x1, . . . , xn > 0. Then we set x1 = x, x2 = · · · =
xn = y and let y tend to 0. This yields
σa(x) = fa(cx) + (n − 1) fa(x) fa(cx) − nfa(x) 0 = σa(0) with c = n−1/β . (33)
Differentiation gives
Γ (a,0)
xa−1
σ ′a(x) = −cae−cx − (n − 1)
[
e−x fa(cx) + cae−cx fa(x)
]+ ne−x.
Since
lim
x→0
Γ (a,0)
xa−1
σ ′a(x) = 1− nca < 0,
we conclude that σa attains negative values. This contradicts (33). Thus, β  a. 
From Lemma 1 (iv) we obtain
fa(x)
λ fa(y)
1−λ < fa
(
xλ y1−λ
)
for a > 0, x, y > 0 (x = y), λ ∈ (0,1). (34)
In the ﬁnal part of this section, we prove that for every x> 0 the function a → log fa(x) is strictly concave on (0,∞). This
result leads to a companion of (34).
Theorem 5. The inequality
fa(x)
λ fb(x)
1−λ < fλa+(1−λ)b(x)
is valid for all a,b > 0 (a = b), x> 0, and λ ∈ (0,1). In particular, the Turán-type inequality
fa(x) fa+2(x) <
[
fa+1(x)
]2
holds for all a > 0 and x> 0.
Proof. We show that
∂2
∂a2
log fa(x) < 0 (35)
for a > 0 and x> 0. Let ψ = Γ ′/Γ and Γ (a) = Γ (a,0). Then we have
Γ (a, x)2
∂2
∂a2
log fa(x) =
∞∫
x
e−tta−1 dt
∞∫
x
e−tta−1(log t)2 dt
−
( ∞∫
x
e−tta−1 log t dt
)2
− ψ ′(a)
( ∞∫
x
e−tta−1 dt
)2
. (36)
We denote the expression on the right-hand side of (36) by Ua(x). Then we get
exx1−a ∂
∂x
Ua(x) = −(log x)2
∞∫
x
e−tta−1 dt −
∞∫
x
e−tta−1(log t)2 dt
+ 2(log x)
∞∫
x
e−tta−1 log t dt + 2ψ ′(a)
∞∫
x
e−tta−1 dt
= Va(x), say. (37)
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exx1−a
2
∂
∂x
Va(x) = ex
∞∫
1
e−xtta−1 log t dt − ψ ′(a) = Wa(x), say. (38)
Using log t  t − 1 for t  1, we ﬁnd
0< ex
∞∫
1
e−xtta−1 log t dt  ex
( ∞∫
1
e−xtta dt −
∞∫
1
e−xtta−1 dt
)
= 1
x
(
Γ (a + 1, x)
e−xxa
− Γ (a, x)
e−xxa−1
)
. (39)
From (29), (38), and (39) we conclude that
lim
x→∞Wa(x) = −ψ
′(a) < 0.
Moreover, we have
∂
∂x
Wa(x) = ex
∞∫
1
e−xt(1− t)ta−1 log t dt < 0.
We assume that Wa attains only negative values on (0,∞). Then, (38) implies that Va is strictly decreasing on (0,∞). From
(37) we obtain
lim
x→0
Va(x)
(log x)2
= −Γ (a,0) and lim
x→0 Va(x) = −∞. (40)
A contradiction! This implies that there exists a positive number x˜ such that Wa is positive on (0, x˜) and negative on (x˜,∞).
Using (38) gives that Va is strictly increasing on (0, x˜] and strictly decreasing on [x˜,∞). Hospital’s rule leads to
lim
x→∞ Va(x) = 0. (41)
From (40), (41), and the monotonicity of Va we obtain that there exists a positive number xˆ such that Va is negative on
(0, xˆ) and positive on (xˆ,∞). Applying (37) yields that Ua is strictly decreasing on (0, xˆ] and strictly increasing on [xˆ,∞).
We have
Ua(0) = lim
x→∞Ua(x) = 0.
Thus, Ua(x) < 0 for x> 0. This proves (35). 
Remark. Further Turán-type inequalities for special functions are given in [9].
3. Additional results and remarks
(I) Applying Lemmas 1 (i), 2, and the monotonicity of fa we obtain the following sharp inequalities. Let a > 0 be a real
number and n 2 be an integer. For all x1, . . . , xn  0 we have
0< fa
(
x1/a1
)+ · · · + fa(x1/an )− fa((x1 + · · · + xn)1/a) n − 1.
Both bounds are best possible.
(II) Let a > 0, b = 0, and c = 0 be real numbers. The function x → [ fa(xb)]c is strictly subadditive on [0,∞), that is,[
fa
(
(x+ y)b)]c < [ fa(xb)]c + [ fa(yb)]c for all x, y  0, (42)
if and only if bc > 0.
Let x> 0. If bc > 0, then we have
d
dx
[
fa
(
xb
)]c = − bc
Γ (a,0)
xab−1e−xb
[
fa
(
xb
)]c−1
< 0.
This leads to (42). Conversely, if (42) holds, then we obtain(
fa(2bxb)
fa(xb)
)c
< 2. (43)
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lim
x→∞
fa(2bxb)
fa(xb)
= 0. (44)
From (43) and (44) we get c > 0.
Case 2. b < 0. Then
lim
x→0
fa(2bxb)
fa(xb)
= ∞, (45)
so that (43) and (45) lead to c < 0.
(III) Let a > 0 be a real number. The inequality
fa(x) + fa(y) 1+ fa(z) (46)
holds for all nonnegative real numbers x, y, z with x2 + y2 = z2 if and only if a 2.
To prove (46) for a ∈ (0,2] we deﬁne
Ωa(x, y) = 1+ fa
(√
x2 + y2 )− fa(x) − fa(y) and ωa(t) = −e−tta−2
Γ (a,0)
.
Partial differentiation gives
∂
∂x
Ωa(x, y) = x
(
ωa
(√
x2 + y2 )−ωa(x)).
Since
ω′a(t) =
e−tta−3
Γ (a,0)
(t + 2− a) > 0 for t > 0,
we conclude that x → Ωa(x, y) is strictly increasing on [0,∞). This leads to
Ωa(x, y)Ωa(0, y) = 0.
Conversely, if (46) is valid with a > 2, then we get for x, y  0:
Ωa(x, y) 0 = Ωa(0, y). (47)
We have
∂
∂x
Ωa(x, y)
∣∣∣∣
x=0
= 0 and ∂
2
∂x2
Ωa(x, y)
∣∣∣∣
x=0
= ωa(y) < 0.
This contradicts (47).
Inequality (46) is a Grünbaum-type inequality; see [12,7].
(IV) Lemma 1 leads to the next result: For all nonnegative real numbers x, y, z with x z we have
fa
(
(x+ y)1/a)+ fa(z1/a) fa(x1/a)+ fa((y + z)1/a) (a > 0)
and
fa
(
(x+ y)1/a) · fa(z1/a) fa(x1/a) · fa((y + z)1/a) (a 1). (48)
If 0< a < 1, then (48) holds with “” instead of “”.
(V) A function h : [0,∞) → R is called completely monotonic, if h is continuous on [0,∞) and satisﬁes
(−1)nh(n)(x) 0 (x> 0, n = 0,1,2, . . .).
Detailed information on these functions can be found in [3,4]. Let 0< a 1. The representation
fa(x) = e
−x
Γ (a,0)
∞∫
e−t(t + x)a−1 dt0
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monotonic. Conversely, if fa is completely monotonic, then we conclude from
0 x2−aexΓ (a,0) f ′′a (x) = x− (a − 1)
that a 1. Hence, fa is completely monotonic on [0,∞) if and only if 0< a 1.
We have
1− fa(x)
xa
= 1
Γ (a,0)
1∫
0
e−xtta−1 dt.
Thus, x → (1− fa(x))/xa (a > 0) is completely monotonic on [0,∞). See [18].
(VI) Kimberling [15] proved that if h : [0,∞) → (0,1] is completely monotonic, then
h(x)h(y) h(x+ y) (x, y  0).
Since 0< fa(x) 1 for x 0, we conclude that the second inequality in (1) holds. See also [8].
If a 1, then 0< (1− fa(x))/xa  1 for x 0. This leads to
(1− fa(x))(1− fa(y))
1− fa(x+ y) 
(
xy
x+ y
)a
(a 1, x, y > 0).
(VII) The following interesting upper bound for fa(x) was discovered by Laforgia and Natalini [16]:
fa(x) < 1+ x
a
Γ (a,0)
(
1
a + 1
x∫
0
1− e−t
t
dt − 1
a
)
(0< a < 1, x> 0). (49)
Here, we offer a short and simple new proof, which reveals that (49) is also valid for a  1. We deﬁne for a, x > 0 and
p, y > 0:
Ia(x) = 1+ x
a
Γ (a,0)
(
1
a + 1
x∫
0
1− e−t
t
dt − 1
a
)
− fa(x),
J p(y) =
y∫
0
e−t p dt + y
(
p
p + 1
y∫
0
1− e−t p
t
dt − 1
)
.
Since J p(0) = J ′p(0) = 0 and
J ′′p(y) =
pe−yp
(p + 1)y
(
ey
p − 1− yp)> 0,
we conclude that J p(y) > 0. The identity
Γ (a + 1,0)Ia(x) = J1/a
(
xa
)
reveals that Ia(x) > 0.
(VIII) Let g : [0,∞) → [0,∞) be a probability density function and G, G¯ : [0,∞) → (0,1], deﬁned by
G(x) =
x∫
0
g(t)dt, G¯(x) = 1− g(x) =
∞∫
x
g(t)dt
be the corresponding cumulative distribution function and complementary cumulative distribution function (sometimes
called as reliability or survival function), respectively. By deﬁnition, a life distribution (with cumulative distribution function
G such that G(x) = 0 for all x< 0) has the increasing failure rate (IFR) property if x → g(x)/G¯(x) = −G¯ ′(x)/G¯(x) is increasing
on [0,∞), that is, the reliability function G¯ is log-concave. It is well known that if a probability density function is log-
concave, then the corresponding cumulative distribution function and the complementary cumulative distribution function
have the same property (for more details see [5,6,8]). Another class of life distributions is the NBU, which has been shown
to be fundamental in the study of replacement policies. By deﬁnition, a life distribution satisﬁes the new-is-better-than-used
(NBU) property if x → log G¯(x) is subadditive, that is,
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for all x, y  0. The corresponding concept of a new-is-worse-than-used (NWU) distribution is deﬁned by reversing the
above inequality. We note that the NBU property may be interpreted as stating that the chance G¯(x) that a new unit will
survive to age x is greater than the chance G¯(x+ y)/G¯(y) that a survived unit of age y will survive for an additional time x.
It can be shown that if a life distribution is IFR, then it is NBU (see, for example, [8]), but the inverse implication in general
does not hold.
The function fa is actually the survival function of the gamma distribution. More precisely, the gamma function has
support [0,∞), probability density function and reliability function
x → e
−xxa−1
Γ (a,0)
and x → fa(x),
where a > 0 is the shape parameter, which is the mean of a gamma-distributed random variable. Taking into account the
above observation, recently, it was pointed out in [8] that the ﬁrst inequality in (1) is the NBU property for the gamma
distribution, while the second inequality in (1) is the NWU property for the gamma distribution.
Acknowledgments
The research of the second author was supported by the János Bolyai Research Scholarship of the Hungarian Academy of Sciences and by the Romanian
National Council for Scientiﬁc Research in Education CNCSIS-UEFISCSU, project number PN-II-RU-PD_388/2011.
References
[1] M. Abramowitz, I.A. Stegun (Eds.), Handbook of Mathematical Functions with Formulas and Mathematical Tables, Dover, New York, 1965.
[2] H. Alzer, Inequalities for the chi square distribution function, J. Math. Anal. Appl. 223 (1998) 151–157.
[3] H. Alzer, C. Berg, Some classes of completely monotonic functions, Ann. Acad. Sci. Fenn. 27 (2002) 445–460.
[4] H. Alzer, C. Berg, Some classes of completely monotonic functions, II, Ramanujan J. 11 (2006) 225–248.
[5] S. András, Á. Baricz, Properties of the probability density function of the non-central chi-squared distribution, J. Math. Anal. Appl. 346 (2008) 395–402.
[6] M. Bagnoli, T. Bergstrom, Log-concave probability and its applications, Econom. Theory 26 (2005) 445–469.
[7] Á. Baricz, Grünbaum-type inequalities for special functions, JIPAM. J. Inequal. Pure Appl. Math. 7 (2006), Article 175, 8 pp. (electronic).
[8] Á. Baricz, A functional inequality for the survival function of the gamma distribution, JIPAM. J. Inequal. Pure Appl. Math. 9 (2008), Article 13, 5 pp.
(electronic).
[9] Á. Baricz, Turán-type inequalities for some special functions, PhD thesis, University of Debrecen, Debrecen, 2008.
[10] P.S. Bullen, D.S. Mitrinovic´, P.M. Vasic´, Means and Their Inequalities, Reidel, Dordrecht, 1988.
[11] W. Gautschi, The incomplete gamma function since Tricomi, in: Tricomi’s Ideas and Contemporary Applied Mathematics, in: Atti Conv. Lincei, vol. 147,
Accad. Naz. Lincei, Rome, 1998, pp. 207–237.
[12] F.A. Grünbaum, A new type of inequality for Bessel functions, J. Math. Anal. Appl. 41 (1973) 115–121.
[13] G.H. Hardy, J.E. Littlewood, G. Pólya, Inequalities, Cambridge Univ. Press, Cambridge, 1952.
[14] M.E.H. Ismail, A. Laforgia, Functional inequalities for incomplete gamma and related functions, Math. Inequal. Appl. 9 (2006) 299–302.
[15] C.H. Kimberling, A probabilistic interpretation of complete monotonicity, Aequationes Math. 10 (1974) 152–164.
[16] A. Laforgia, P. Natalini, Inequalities and Turánians for some special functions, in: Difference Equations, Special Functions and Orthogonal Polynomials,
Proc. Int. Conf., Munich, 2005, World Scientiﬁc, 2007, pp. 422–431.
[17] M. Merkle, Some inequalities for the chi square distribution function and the exponential function, Arch. Math. 60 (1993) 451–458.
[18] K.S. Miller, S.G. Samko, Completely monotonic functions, Integral Transforms Spec. Funct. 12 (2001) 389–402.
[19] D.S. Mitrinovic´, Analytic Inequalities, Springer, New York, 1970.
