Due to challenging applications such as collaborative filtering, the matrix completion problem has been widely studied in the past few years. Different approaches rely on different structure assumptions on the matrix in hand. Here, we focus on the completion of a (possibly) low-rank matrix with binary entries, the so-called 1-bit matrix completion problem. Our approach relies on tools from machine learning theory: empirical risk minimization and its convex relaxations. We propose an algorithm to compute a variational approximation of the pseudo-posterior. Thanks to the convex relaxation, the corresponding minimization problem is bi-convex, and thus the method behaves well in practice. We also study the performance of this variational approximation through PAC-Bayesian learning bounds. On the contrary to previous works that focused on upper bounds on the estimation error of M with various matrix norms, we are able to derive from this analysis a PAC bound on the prediction error of our algorithm.
Introduction
Motivated by modern applications like recommendation systems and collaborative filtering, video analysis or quantum statistics, the matrix completion problem has been widely studied in the recent years. Recovering a matrix which is, without any additional information, a purely impossible task. Actually, in general, it is obviously impossible. However, under some assumption on the structure of the matrix to be recovered, it might become feasible, as shown by [8] and [7] where the assumption is that the matrix has a small rank. This assumption is indeed very natural in many applications. For example, in recommendation systems, it is equivalent to the existence of a small number of hidden features that explain the preferences of users. While [8] and [7] focused on matrix completion without noise, many authors extended these techniques to the case of noisy observations, see [6] and [11] among others.
The main idea in [6] is to minimize the least squares criterion, penalized by the rank. This penalization is then relaxed by the nuclear norm, which is the sum of the singular values of the matrix at hand. An efficient algorithm is described in [24] .
All the aforementioned papers focused on real-valued matrices. However, in many applications, the matrix entries are binary, that is in the set {0, 1}. For example, in collaborative filtering, the (i , j ) − t h entry being 1 means that user i likes object j while this entry being 0 means that he/she dislikes it. The problem of recovering a binary matrix from partial observations is usually referred as 1-bit matrix completion. To deal with binary observations requires specific estimation methods. Most works on this problem usually assume a generalized linear model (GLM): the observations Y i j for 1 ≤ i ≤ m 1 , 1 ≤ j ≤ m 2 , are Bernoulli distributed with parameter f (M i j ), where f is a link function which maps from R to [0, 1], for example the logistic function f (x) = exp(x)/[1 + exp(x)], and M is a m 1 × m 2 real matrix, see [5, 13, 16] . In these works, the goal is to recover the matrix M and a convergence rate is then derived. For example, [16] provides an estimate M for which, under suitable assumptions and when the data are generated according to the true model with M = M 0 ,
n for some constant C that depends on the assumptions, and where . F stands for the Frobenius norm (we refer the reader to Corollary 2 page 1955 in [16] for the exact statement). While this result ensures the consistency of M when M 0 is low-rank, it does not provide any guarantee on the probability of a prediction error. Moreover, such a prediction there would necessarily assume that the model is correct, that is, that the link function f is well specified, which is an unrealistic assumption.
Here, we adopt a machine learning point of view: in machine learning, dealing with binary output is called a classification problem, for which methods are known that do not assume any model on the observations. That is, instead of focusing on a parametric model for Y i , j , we will only define a set of prediction matrices M and seek for the one that leads to the best prediction error. Using the 0-1 loss function, we could actually directly use VapnikChervonenkis theory [29] to propose a classifierM risk would be controled by a PAC inequality. However, it is known that this approach usually is computationally intractable. A popular approach is to replace the 0-1 loss by a convex surrogate [30] , namely, the hinge loss. Our approach is as follows: we propose a pseudo-Bayesian approach, where we define a pseudo-posterior distribution on a set of matrices M . This pseudo-posterior distribution does not have a very simple form, however, thanks to a variational approximation, we manage to approximate it by a tractable distribution. Thanks to the PAC-Bayesian theory [22, 14, 27, 9, 10, 26, 12] , we are able to provide a PAC bound on the prediction risk of this variational approximation. We then show that, thanks to the convex relaxation of the 0-1 loss, the computation of this variational approximation is actually a bi-convex minimization problem. As a consequence, algorithms that are efficient in practice are available.
The rest of the paper is as follows. In Section 2 we provide the notations used in the paper, the definition of the pseudo-posterior and of its variational approximation. In Section 3 we give the PAC analysis of the variational approximation. This allows an empirical and a theoretical upper bound on the prevision risk of our method. Section 4 provides details on the implementation of our method. Note that in the aforementioned sections, the convex surrogate of the 0-1 loss used is the hinge loss. An extension to the logistic loss is briefly discussed in Section 5 and the derived algorithm to compute the variational approximation. Finally, Section 6 is devoted to an empirical study and Section 6.2 to an application to the MovieLens data set. The proof of the theorems of Section 3 are provided in Section 8.
Notations
For any integer m we define [m] = {1, . . . , m}. We define, for any integers m and k and any
For a pair of matrices (M , N ), we write
Finally, when an m × k matrix M has rank rank(M ) = then it can be written as M = UV T where U is m × and V is k × . This decomposition is obviously not unique; we put (M ) = inf (U ,V ) (U ,V ) where the infimum is taken over all such possible pairs (U ,V ).
1-bit matrix completion as a classification problem
We formally describe the 1-bit matrix completion problem as a classification problem: we 
and its empirical counterpart is:
It is then possible to use the standard approach in classification theory [29] . For example, the best possible classifier is the Bayes classifier
and equivalently we have a corresponding optimal matrix
, and r n = r n (M B ). Note that, clearly, if two matrices M 1 and M 2 are such as, for every (i , j ), sign(M
, and obviously,
While the risk R(M ) has a clear interpretation, it is well known that to work with its empirical counterpart r n (M ) usually leads to intractable problems, as it is non-smooth and nonconvex. Hence, it is quite standard to replace the empirical risk by a convex surrogate [30] .
In this paper, we will mainly deal with the hinge loss, which leads to the following so-called hinge risk and hinge empirical risk:
Note that the hinge loss was also used by [28] in the 1-bit matrix completion problem, with a different approach leading to different algorithms. Moreover, here, we provide an analysis of the rate of convergence of our method, that is not provided in [28] . In opposite to other matrix completion works, the marginal distribution of X is not an issue and we do not consider an uniform sampling scheme. Another slight difference is that the observations are iid and a same index may be observed several times. Following standard notations in matrix completion, we can define Ω as the set of indices of observed entries: Ω = {X 1 , . . . , X n }. We will use in the following the sub-sample of {1, . . . , n} for a specified line i :
∈ Ω and the counterpart for a specified column j :
Pseudo-Bayesian estimation
The Bayesian framework has been used several times for matrix completion [20, 25, 19] . A common idea in all these papers is to factorize the matrix into two parts in order to define a prior on low-rank matrices. Every matrix whose rank is r can be factorized:
As mentioned in the introduction, this is motivated by the fact that we expect that the Bayes matrix M B is low-rank, or at least well approximated by a low-rank matrix. However, in practice, we do not know what would be the rank of this matrix. So, we actually write M = LR with L ∈ R m 1 ×K , R ∈ R m 2 ×K for some large enough K , and then, seek for adaptation with respect to a possible rank r ∈ [K ] by shrinking some columns of L and R to 0. Specifically, we define the prior as the following hierarchical model:
and M = LR , where the prior distribution on the variances π γ is yet to be specified. Usually π γ is an inverse-Gamma distribution because it is conjugate in this model. This kind of hierarchical prior distribution is also very similar to the Bayesian Lasso developed in [23] and especially of the form of the Bayesian Group Lasso developed in [17] in which the variance term is Gamma distributed. We will show that the Gamma distribution is a possible alternative in matrix completion, both for theoretical results and practical considerations. Thus all the results in this paper are stated under the assumption that π γ is either the Gamma or the inverse-Gamma distribution:
Let θ denote the parameter θ = (L, R, γ). As in PAC-Bayes theory [10] , we define the pseudo-posterior as follows:
where λ > 0 is a parameter to be fixed by the statistician. The calibration of λ is discussed below. This distribution is close to a classic posterior distribution but the log-likelihood has been replaced by the logarithm of the pseudo-likelihood r h n (LR ) based on the hinge empirical risk.
Variational Bayes approximations
Unfortunately, the pseudo-posterior is intractable and MCMC methods are too expensive because of the dimension of the parameter. A possible way in order to get an estimate is to seek an approximation of this distribution. A specific technique, known as Variational Bayes (VB) approximation, allows to replace MCMC methods by efficient optimization algorithms [2] . First, we fix a subset F of the set of all distributions on the parameter space. The class F should be large enough, in order to contain a good enough approximation of ρ λ , but not too large in order to lead to tractable optimization problems. We usually define the VB approximation as arg min ρ∈F K (ρ, ρ). However, when K (ρ, ρ) is not available in close form, it is usual to replace it by an upper bound. We define here the class F as follows:
where ϕ(., µ, v) is the density of the Gaussian distribution with parameters (µ, v) and ρ γ k ranges over all possible probability distributions for γ k ∈ R + . Note that VB approximations are referred as parametric when F is finite dimensional and as mean-field otherwise, then we actually use a mixed approach. Informally, all the coordinates are independent and the variational distribution of the entries of L and R is specified. The free variational parameters to be optimized are the means and the variances, which can be both seen in a matrix form. We will show below that the optimization with respect to ρ γ k is available in close form. Also, note that any probability distribution ρ ∈ F is uniquely determined by
..,ρ γ k , but it would be too cumbersome, so we will avoid it as much as possible. Conversely, once ρ is given in F , we can define
and so on.
The Kullback divergence here decomposes as
for which we do not have a close form, so we rather minimize an upper bound. We will see in next sections that this estimate has actually very good properties.
We remind the reader that all the proofs are in Section 8. The quantity
will be referred to as the Approximate Variational Bound (AVB) in the following. We are now able to define our estimate.
Definition 2. We put
AV B (ρ) = r h n E ρ [L]E ρ [R] + R(ρ, λ), ρ λ = arg min ρ∈F AV B (ρ). (3) Also, for simplicity, given L 0 , R 0 , v L , v R , ρ γ 1 , . . . , ρ γ k we will use the notation AV B (L 0 , R 0 , v L , v R , ρ γ 1 , . . . , ρ γ k ) = AV B (ρ L 0 ,R 0 ,v L ,v R ,ρ γ 1 ,...,ρ γ k ).
PAC analysis of the variational approximation
Paper [1] proposes a general framework for analyzing the prediction properties of VB approximations of pseudo-posteriors based on PAC-Bayesian bounds. In this section, we apply this method to derive a control of the out-of-sample prevision risk R for our approximation ρ λ .
Empirical Bound
The first result is a so-called empirical bound: it provides an upper bound on the prevision risk of the pseudo-posterior ρ λ that depends only on the data and on quantities defined by the statistician.
Theorem 1.
For any ∈ (0, 1), with probability at least 1 − on the drawing of the sample,
We can actually deduce from this result a more explicit bound.
Corollary 1.
Assume that λ ≤ n. For any ∈ (0, 1),with probability at least 1 − :
where the constant C π γ is explicitely known, and depends only on the prior π γ (Gamma, or
Inverse-Gamma) and of the hyperparameters.
An exact value for C π γ can be deduced from the proof. It is thus clear that the algorithm performs a trade-off between the fit to the data, through the term r h n (LM ), and the rank of M .
Theoretical Bound
For this bound, it is common in classification to make an additional assumption on P which leads to an easier task and therefore to better rates of convergence. We propose a definition adapted from [21] .
Definition 3. Mammen and Tsybakov's margin assumption is satisfied when there is a constant C such that:
It is known that it there is a constant C > 0 such that P(0 < |η(X )| ≤ t ) ≤ C t then the margin assumption is satisfied with some C that depends on C . For example, in the noiseless case where
so the margin assumption is satisfied with C = 1.
Theorem 2.
Assume that the Mammen and Tsybakov's assumption is satisfied for a given constant C > 0. Then, for any ∈ (0, 1) and for λ = sn/C , s ∈ (0, 1), with probability at least 1 − 2 ,
where C C ,s,π γ is known and depends only on the constants s,C and the choice of the prior on γ.
Note the adaptive nature of this result, in the sense that the estimator does not depend on rank(M B ). 
where C π γ = C 1, 
Algorithm

General Algorithm
Note that the minimization problem (3) that defines our VB approximation is not an easy one: min 
Algorithm 1 Variational Approximation with Hinge Loss
Require:
end while
Mean Field Optimization
Note that the pseudo-likelihood does not involve the parameters (γ 1 , . . . , γ K ) so the variational distribution can be optimized in the same way as the model in [19] where the noise is Gaussian. The general update formula is (ρ −γ k stands for the whole distribution ρ except the part involving γ k ):
The solution then depends on π γ . In what follows we derive explicit formulas for ρ γ k according to the choice of π γ : remember that π γ could be either a Gamma distribution, or an Inverse-Gamma distribution.
Inverse-Gamma Prior
The conjugate prior for this part of the model is the inverse-Gamma distribution. The prior of γ k is π γ = Γ −1 (α, β) and its density is:
The moments we need to develop the algorithm and to compute the empirical bound are:
where ψ is the digamma function. Therefore, we get:
so we can conclude that:
Gamma Prior
Even though it seems that this fact was not used in prior works on Bayesian matrix estimation, it is also possible to derive explicit formulas when the prior π γ on γ k 's is a Γ(α, β) distribution. In this case, ρ γ k is given by
We remind the reader that the Generalized Inverse Gaussian distribution is a three-parameter family of distributions over R + * , written G IG(a, b, η). Its density is given by:
where K λ is the modified Bessel function of second kind.
The moment we need in order to compute the variational distribution of L, R is:
Logistic Model
As mentioned in [30] , the hinge loss is not the only possible convex relaxation of the 0-1 loss. The logistic loss logit(u) = log[1 + exp(−u)] can also be used (even though it might lead to a loss in the rate of convergence). This leads to the risks:
Note that then the pseudo-likelihood exp(−λr n (M )) becomes exactly equal to the likelihood if λ = n and we assume a logistic model, that is
1+exp(x) . For the sake of coherence with previous sections, we still use the machine learning notations and the likelihood is written
The prior distribution is exactly the same and the object of interest is the posterior distribution:
In order to deal with large matrices, it is still interesting to develop a variational Bayes algorithm. However it is not as simple as in the quadratic loss model, see [19] in which the authors develop a mean field approximation, because the logistic likelihood leads to intractable update formulas. A common way to deal with this model is to maximize another quantity which is very close to the one we are interested in. The principle, coming from [15] , is well explained in [2] and an extended example can be found in [18] .
We consider the mean field approximation so the approximation is sought among the distributions ρ that are factorized
We have the following decomposition, for all distribution ρ:
Since the log-evidence is fixed, minimizing the Kullback divergence w.r.t. ρ is the same as maximizing L (ρ). Unfortunately, this quantity is intractable but a lower bound, which corresponds to a Gaussian approximation, is much more easier to optimize. We introduce the additional parameter ξ = (ξ l ) l ∈[n] .
Proposition 2. For all ξ ∈ R
n and for all ρ,
where
The algorithm is then straightforward: we optimize L (ρ, ξ) w.r.t (ρ, ξ) and expect that, eventually, the approximation is not too far from ρ l .
Variational Bayes Algorithm
The lower bound L (ρ, ξ) is maximized with respect to ρ by the mean field algorithm. A direct calculation gives that the optimal distribution of each site (written with a star subscript) is given by:
, the variational distribution of each parameter is Gaussian and a direct calculation gives:
The variational optimization for γ is exactly the same as in the Hinge Loss model (with both possible prior distributions Γ and Γ −1 ). The optimization of the variational parameters is given by:
Empirical Results
The aim of this section is to compare our methods to the other 1-bit matrix completion techniques. Although the lack of risk bounds for GLM models, we can expect that the performance will not be worse than the one from our estimate in a general setting and will be the target for data generated according to the logistic model. It is worth noting that the low rank decomposition does not involve the same matrix: in our model, it affects the Bayesian classifier matrix; in logistic model, it concerns the parameter matrix. The estimate from our algorithm is M = E ρ λ (L)E ρ λ (R) and we focus on the zero-one loss in prediction. We first test the performances on simulated matrices and then experiment them on a real data set. We compare the three following models: (a) hinge loss with variational approximation (referred as HL), (b) Bayesian logistic model with variational approximation (referred as Logit) and (c) the frequentist logistic model from [13] (referred as freq. Logit.). The former two are tested with both Gamma and Inverse-Gamma prior distributions. The hyperparameters are all tuned by cross validation.
Simulated Matrices
The goal is to assess the models with different kind of data generation. The general scheme of the simulations is as follows: the observations come from a 200 × 200 matrix and we pick randomly 20% of its entries. In our algorithms, we set K = 10 for computational reason, but it works well with a larger value. The observations are generated as:
The noise term (B, Z ) is such that R(M ) = R and M has low rank. The predictions are directly compared to M . Two types of matrices M are built: the type A corresponds to the best case of the hinge loss model and the entries of M lie in {−1, +1}
1 . The type B corresponds
to the a more difficult classification problem because many entries of M are around 0: M is a product of two matrices with r columns where the entries are iid N (0, 1). The noise term is specified in Table 1 . Note that the example A3 may also be seen as a switch noise with probability e 1+e ≈ 0.73. No noise B = 1 a.s. For rank 3 (see Table 2 ) and rank 5 matrices (see Table 3 ), the results of the Bayesian models are very similar for both prior distributions and there is no evidence to favor a particular one. The results are better for the hinge loss model on type A observations and the difference of performance between models is very large for A3. On the opposite, the performance of the logistic model is better when the observations are generated from this model and when the parameter matrix is not separable. In comparison with the results from the frequentist model, the variational approximation seems very good even though we have not at all any theoretical properties. For rank 5 matrices, the performances are worse but the meanings are the same as the rank 3 experiment.
The last experiment is a focus on the influence of the level of switch noise. On A2 type on rank 3, we see that 10% of corrupted entries is not enough to almost perfectly recover the Bayesian classifier matrix. We challenge the frequentist program as well. The results are clear and the hinge loss model is better almost everywhere. For a noise up to 25%, which means that one fourth of observed entries are corrupted, it is possible to get a very good predictor with less than 10% of misclassification error. It is getting worse when the level of noise increases and the problem becomes almost impossible for noise greater than 30%. 
Real Data set: MovieLens
The last experiment involves the well known MovieLens 2 data set. It has already been used by [13] and we follow them for the study. The ratings lie between 1 to 5 so we split them into binary data between good ratings (above the mean which is 3.5) and bad ones. The low rank assumption is usual in this case because it is expected that the taste of a particular user is related to only few hidden parameters. The smallest data set contains 100,000 ratings from 943 users and 1682 movies so we use 95,000 of them as a training set and the 5,000 remaining as the test set. The performances are very similar between the frequentist logistic model from [13] and the hinge loss model. The performances are slightly worse for the Bayesian logistic model so it is hard to favour a particular model at this stage. 
Discussion
We approach the 1-bit matrix completion problem with classification tools and it allows us to derive PAC-bounds on the risk. The previous works only focused on GLM models, which is not the right way to establish such risk bounds. This work relies on PAC-Bayesian framework and the pseudo-posterior distribution is approximated by a variational algorithm. In practice, it is able to deal with large matrices. We also derive a variational approximation of the posterior distribution in the Bayesian logistic model and it works very well in our examples. The variational approximations look very promising in order to build algorithm which are able to deal with large data and this framework may be extended to more general models and other Machine Learning tools.
The second part (KL-divergence) can be explicitly calculated. Let ρ L i ,k denote the marginal distribution of L i ,k under ρ. We define in the same way ρ R j ,k . Also, πρ L i ,k |γ k denote the distribution of L i ,k given γ k under π, and we define in the same way πρ R j ,k |γ k . Then we have
Proofs of the results in Subsection 3.1
Proof of Theorem 1. As the indicator function is uniformly bounded by 1, we can use Lemma 5.1 in [1] :
So, the assumptions of Theorem 4.1 in [1] are satisfied and we obtain that, for any ∈ (0, 1), with probability at least 1 − on the drawing of the sample, for any ρ in F :
We end the proof by minimizing the right-hand-side w.r.t ρ ∈ F .
In order to prove Corollary 1, we need a preliminary result. For any m 1 ×m 2 matrix M with rank r ∈ [K ], we can write M = LR T where L is m 1 × K , R is m 2 × K and, up to a reordering of the columns, L ·,r +1 = · · · = L ·,K = 0 and R ·,r +1 = · · · = R ·,K = 0. We denote by B(M ) the set of such pairs of matrices (L, R) and
Lemma 1.
There is a constant C π γ that depends only on the choice of the prior π γ such that for any λ ≤ n, It is obvious that when we combine Lemma 1 with Theorem 1 we obtain Corollary 1. It remains to prove the lemma.
Proof. Let M be fixed and for short let r denote rank(M ). We remind that, by definition:
We will now upper bound the infimum for a special choice for 
By actually choosing ρ 0 γ = π γ | [1,1+δ] for some δ > 0 and ρ 
Proofs of the results in Subsection 3.2
We first start with preliminary lemmas. Therefore, for ∈ (0, 1):
E exp snr n − nR(e s − 1) − log 1 ≤ .
We use the fact that E[expU ] ≥ P(U > 0) (Markov's inequality) for any U so, with probability at least 1 − : As it stands for all ρ then the right hand side can be minimized and the minimizer over F is ρ λ . Thus we get, when λ < 2n/C , We are now ready for the proofs.
It is now easy to optimize L (ρ, ξ) with respect to ξ elementwise, which is the same as maximizing H (θ, ξ) elementwise and then each part h(Y l (LR ) X l , ξ l ):
