Programmation dynamique avec approximation de la fonction valeur by Munos, Rémi
HAL Id: hal-00830192
https://hal.archives-ouvertes.fr/hal-00830192
Submitted on 4 Jun 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Programmation dynamique avec approximation de la
fonction valeur
Rémi Munos
To cite this version:
Rémi Munos. Programmation dynamique avec approximation de la fonction valeur. Processus déci-
sionnels de Markov et intelligence artificielle, Hermes, pp.19-50, 2008. ￿hal-00830192￿






PREMIÈRE PARTIE. PRINCIPES GÉNÉRAUX . . . . . . . . . . . . . . . . . . 15
Chapitre 1. Processus Décisionnels de Markov . . . . . . . . . . . . . . . . . 17
Frédérick GARCIA
1.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2. Problèmes décisionnels de Markov . . . . . . . . . . . . . . . . . . . . 18
1.2.1. Processus décisionnels de Markov . . . . . . . . . . . . . . . . . . 18
1.2.2. Les politiques d’actions . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.3. Critères de performance . . . . . . . . . . . . . . . . . . . . . . . . 22
1.3. Fonctions de valeur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3.1. Le critère fini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3.2. Le critère γ-pondéré . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.3.3. Le critère total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.3.4. Le critère moyen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4. Politiques markoviennes . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.1. Equivalence des politiques histoire-dépendantes et markoviennes 25
1.4.2. Politique markovienne et chaîne de Markov valuée . . . . . . . . 27
1.5. Caractérisation des politiques optimales . . . . . . . . . . . . . . . . . . 27
1.5.1. Le critère fini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.5.2. Le critère γ-pondéré . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.5.3. Le critère total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.5.4. Le critère moyen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.6. Algorithmes de résolution des MDP . . . . . . . . . . . . . . . . . . . . 40
1.6.1. Le critère fini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.6.2. Le critère γ-pondéré . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.6.3. Le critère total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
1.6.4. Le critère moyen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
1.7. Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 48
Chapitre 2. Apprentissage par renforcement . . . . . . . . . . . . . . . . . . 51
5
6 PDM en IA
Olivier SIGAUD, Frédérick GARCIA
2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.1.1. Bref aperçu historique . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.2. Apprentissage par renforcement : vue d’ensemble . . . . . . . . . . . . 53
2.2.1. Approximation de la fonction de valeur . . . . . . . . . . . . . . . 53
2.2.2. Méthodes directes et indirectes . . . . . . . . . . . . . . . . . . . . 54
2.2.3. Apprentissage temporel, non supervisé et par essais et erreurs . . 55
2.2.4. Le dilemme exploration/exploitation . . . . . . . . . . . . . . . . 56
2.2.5. Des méthodes incrémentales fondées sur une estimation . . . . . 58
2.3. Méthodes de Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.3.1. Préliminaires généraux sur les méthodes d’estimation . . . . . . . 59
2.3.2. Les méthodes de Monte Carlo . . . . . . . . . . . . . . . . . . . . 60
2.4. Les méthodes de différence temporelle . . . . . . . . . . . . . . . . . . 62
2.4.1. L’algorithme TD(0) . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.4.2. L’algorithme SARSA . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.4.3. L’algorithme Q-learning . . . . . . . . . . . . . . . . . . . . . . . 66
2.4.4. Les algorithmes TD(λ), Sarsa(λ) et Q(λ) . . . . . . . . . . . . . . 68
2.4.5. Les architectures acteur-critique . . . . . . . . . . . . . . . . . . . 69
2.4.6. Différences temporelles avec traces d’éligibilité : TD(λ) . . . . . 69
2.4.7. De TD(λ) à SARSA (λ) . . . . . . . . . . . . . . . . . . . . . . . . 73
2.4.8. L’algorithme R-learning . . . . . . . . . . . . . . . . . . . . . . . . 75
2.5. Méthodes indirectes : apprentissage d’un modèle . . . . . . . . . . . . 77
2.5.1. Les architectures DYNA . . . . . . . . . . . . . . . . . . . . . . . . 78
2.5.2. L’algorithme E3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.5.3. L’algorithme Rmax . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Chapitre 3. PDM partiellement observables . . . . . . . . . . . . . . . . . . 85
Alain DUTECH, Bruno SCHERRER
3.1. Définition formelle des POMDP . . . . . . . . . . . . . . . . . . . . . . . 86
3.1.1. Définition d’un POMDP . . . . . . . . . . . . . . . . . . . . . . . . 86
3.1.2. Critères de performance . . . . . . . . . . . . . . . . . . . . . . . . 88
3.1.3. Etat d’information . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.1.4. Politique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.1.5. Fonctions de valeur . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.2. Problèmes non-markoviens (information incomplète) . . . . . . . . . . 95
3.2.1. Politiques adaptées . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.2.2. Critère pondéré . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.2.3. Algorithmes adaptés et critère moyen adapté . . . . . . . . . . . . 100
3.3. Calculer une politique exacte sur les états d’information . . . . . . . . 101
3.3.1. Cas général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.3.2. Etats de croyance et fonction de valeur linéaire par morceaux . . 103
Table des matières 7
3.4. Algorithmes exacts d’itération sur les valeurs . . . . . . . . . . . . . . . 107
3.4.1. Etapes de l’opérateur de programmation dynamique . . . . . . . . 107
3.4.2. Obtenir une représentation parcimonieuse de V . . . . . . . . . . 110
3.4.3. L’algorithme WITNESS . . . . . . . . . . . . . . . . . . . . . . . . 117
3.4.4. Elagage itératif (Iterative pruning) . . . . . . . . . . . . . . . . . . 120
3.5. Algorithmes d’itération sur les politiques . . . . . . . . . . . . . . . . . 123
3.6. Conclusion et Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 125
Chapitre 4. Une introduction aux jeux stochastiques . . . . . . . . . . . . . 127
Andriy BURKOV, Brahim CHAIB-DRAA
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.2. Rappel sur la théorie des jeux . . . . . . . . . . . . . . . . . . . . . . . . 128
4.2.1. Quelques définitions de base . . . . . . . . . . . . . . . . . . . . . 128
4.2.2. Jeux statiques en information complète . . . . . . . . . . . . . . . 133
4.2.3. Jeux dynamiques en information complète . . . . . . . . . . . . . 137
4.3. Jeux stochastiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.3.1. Définition et équilibre d’un jeu stochastique . . . . . . . . . . . . 143
4.3.2. Résolution des jeux stochastiques . . . . . . . . . . . . . . . . . . 145
4.3.3. Complexité et extensibilité des algorithmes d’apprentissage mul-
tiagent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.3.4. Au-delà de la recherche d’équilibre . . . . . . . . . . . . . . . . . 157
4.3.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
4.4. Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 162
Chapitre 5. Critères non classiques . . . . . . . . . . . . . . . . . . . . . . . . 165
Matthieu BOUSSARD , Maroua BOUZID , Abdel-Illah MOUADDIB , Régis
SABBADIN , Paul WENG
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
5.2. Les approches multicritères . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.2.1. Décision multicritère . . . . . . . . . . . . . . . . . . . . . . . . . 167
5.2.2. Processus décisionnel de Markov multicritères . . . . . . . . . . . 168
5.3. Prise en compte de la robustesse dans la résolution des MDP . . . . . . 172
5.4. Processus Décisionnels de Markov Possibilistes . . . . . . . . . . . . . 175
5.4.1. Contreparties possibilistes de l’utilité espérée . . . . . . . . . . . 175
5.4.2. Programmation Dynamique Possibiliste . . . . . . . . . . . . . . . 178
5.4.3. Extensions des MDP possibilistes . . . . . . . . . . . . . . . . . . 183
5.5. MDP algébriques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
5.5.1. Rappels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
5.5.2. Définition d’un MDP algébrique . . . . . . . . . . . . . . . . . . . 190
5.5.3. Fonctions de valeur d’une politique . . . . . . . . . . . . . . . . . 191
5.5.4. Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
5.5.5. Exemples de AMDP . . . . . . . . . . . . . . . . . . . . . . . . . . 193
5.6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
8 PDM en IA
DEUXIÈME PARTIE. EXEMPLES D’APPLICATION DES (PO)MDP . . . . . 201
Chapitre 6. Apprentissage en ligne de la manipulation de micro-objets . . 203
Guillaume LAURENT
6.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
6.2. Dispositif de manipulation . . . . . . . . . . . . . . . . . . . . . . . . . 204
6.2.1. Objectif : le micro-positionnement par poussée . . . . . . . . . . 204
6.2.2. Dispositif de manipulation . . . . . . . . . . . . . . . . . . . . . . 205
6.2.3. Boucle de commande . . . . . . . . . . . . . . . . . . . . . . . . . 206
6.2.4. Représentation du système de manipulation sous la forme d’un
MDP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
6.3. Choix de l’algorithme d’apprentissage par renforcement . . . . . . . . 207
6.3.1. Caractéristiques du MDP . . . . . . . . . . . . . . . . . . . . . . . 207
6.3.2. Un algorithme adapté : STM-Q . . . . . . . . . . . . . . . . . . . . 208
6.4. Résultats expérimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . 210
6.4.1. Mise en œuvre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
6.4.2. Résultats obtenus . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
6.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
Chapitre 7. Conservation de la biodiversité . . . . . . . . . . . . . . . . . . . 215
Iadine CHADÈS
7.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
7.2. Protéger, surveiller ou abandonner : gestion optimale d’espèces se-
crètes et menacées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
7.2.1. Surveillance et gestion du tigre de Sumatra . . . . . . . . . . . . . 216
7.2.2. Modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
7.2.3. Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
7.2.4. Extension à plusieurs populations . . . . . . . . . . . . . . . . . . 220
7.3. Les loutres et les abalones peuvent-ils co-exister ? . . . . . . . . . . . . 221
7.3.1. Les abalones et les loutres, deux espèces menacées . . . . . . . . 221
7.3.2. Modèles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
7.3.3. Méthodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
7.3.4. Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
7.3.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
7.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
TROISIÈME PARTIE. EXTENSIONS . . . . . . . . . . . . . . . . . . . . . . . . 233
Chapitre 8. DEC-MDP/POMDP . . . . . . . . . . . . . . . . . . . . . . . . . 235
Aurélie BEYNIER, François CHARPILLET, Daniel SZER, Abdel-Illah MOUAD-
DIB
8.1. Introduction générale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Table des matières 9
8.2. Observabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
8.3. Processus décisionnels de Markov multi-agents . . . . . . . . . . . . . 238
8.3.1. Formalisme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
8.3.2. Contrôle centralisé . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
8.3.3. Contrôle décentralisé . . . . . . . . . . . . . . . . . . . . . . . . . 239
8.4. Contrôle décentralisé et processus décisionnels de Markov . . . . . . . 240
8.4.1. Les processus décisionnels de Markov décentralisés . . . . . . . . 240
8.4.2. Multiagent Team Decision Problem . . . . . . . . . . . . . . . . . 241
8.4.3. Gestion de la communication dans les DEC-POMDP . . . . . . . . 244
8.5. Propriétés et classes particulières de DEC-POMDP . . . . . . . . . . . . 247
8.5.1. Transitions, observations et buts . . . . . . . . . . . . . . . . . . . 248
8.5.2. DEC-MDP dirigés par les événements . . . . . . . . . . . . . . . . 250
8.5.3. Modélisation de DEC-MDP avec contraintes . . . . . . . . . . . . 251
8.6. La résolution des DEC-POMDP . . . . . . . . . . . . . . . . . . . . . . . 254
8.6.1. Algorithmes de résolution optimaux . . . . . . . . . . . . . . . . . 254
8.6.2. Algorithmes de résolution approchée . . . . . . . . . . . . . . . . 264
8.7. Quelques exemples d’application . . . . . . . . . . . . . . . . . . . . . 270
8.7.1. Robotique mobile exploratoire . . . . . . . . . . . . . . . . . . . . 270
8.8. Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 272
Chapitre 9. Représentations factorisées . . . . . . . . . . . . . . . . . . . . . 275
Thomas DEGRIS, Olivier SIGAUD
9.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
9.2. Le formalisme des FMDP . . . . . . . . . . . . . . . . . . . . . . . . . . 276
9.2.1. Représentation de l’espace d’état . . . . . . . . . . . . . . . . . . 276
9.2.2. L’exemple Coffee Robot . . . . . . . . . . . . . . . . . . . . . . . . 276
9.2.3. Décomposition et indépendances relatives aux fonctions . . . . . 278
9.2.4. Indépendances relatives aux contextes . . . . . . . . . . . . . . . . 283
9.3. Planification dans les FMDP . . . . . . . . . . . . . . . . . . . . . . . . . 284
9.3.1. Itérations structurées sur les valeurs et sur les politiques . . . . . 284
9.3.2. L’algorithme Stochastic Planning Using Decision Diagrams . . . 289
9.3.3. Programmation linéaire approchée dans un FMDP . . . . . . . . . 292
9.4. Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 299
Chapitre 10. Approches de résolution en ligne . . . . . . . . . . . . . . . . . 301
Laurent PÉRET , Frédérick GARCIA
10.1.Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
10.1.1.Exploiter le temps en ligne . . . . . . . . . . . . . . . . . . . . . . 301
10.1.2.Recherche en ligne par simulation . . . . . . . . . . . . . . . . . . 302
10.2.Algorithmes en ligne pour la résolution d’un MDP . . . . . . . . . . . . 303
10.2.1.Algorithmes hors ligne, algorithmes en ligne . . . . . . . . . . . . 303
10.2.2.Formalisation du problème . . . . . . . . . . . . . . . . . . . . . . 303
10.2.3.Algorithmes heuristiques de recherche en ligne pour les MDP . . 306
10 PDM en IA
10.2.4.L’algorithme par simulation de Kearns, Mansour et Ng . . . . . . 310
10.2.5.L’algorithme Rollout de Tesauro et Galperin . . . . . . . . . . . . 312
10.3.Contrôler la recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
10.3.1.Bornes sur l’erreur et pathologie de la recherche avant . . . . . . 315
10.3.2.Allocation itérative des simulations . . . . . . . . . . . . . . . . . 317
10.3.3.Focused Reinforcement Learning . . . . . . . . . . . . . . . . . . 320
10.3.4.Controlled Rollout . . . . . . . . . . . . . . . . . . . . . . . . . . . 325
10.4.Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
Chapitre 11. Programmation dynamique avec approximation . . . . . . . . 329
Rémi MUNOS
11.1.Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330
11.2.Itérations sur les valeurs avec approximation (IVA) . . . . . . . . . . . 332
11.2.1.Implémentation à partir d’échantillons et apprentissage supervisé 333
11.2.2.Analyse de l’algorithme IVA . . . . . . . . . . . . . . . . . . . . . 335
11.2.3.Illustration numérique . . . . . . . . . . . . . . . . . . . . . . . . . 336
11.3.Itérations sur les politiques avec approximation (IPA) . . . . . . . . . . 338
11.3.1.Analyse de l’algorithme IPA en norme L∞ . . . . . . . . . . . . . 340
11.3.2.Évaluation approchée d’une politique . . . . . . . . . . . . . . . . 342
11.3.3.Approximation linéaire et méthode des moindres carrés . . . . . . 343
11.4.Minimisation directe du résidu de Bellman . . . . . . . . . . . . . . . . 350
11.5.Vers une analyse de la programmation dynamique en norme Lp . . . . 351
11.5.1.Intuition d’une analyse Lp en programmation dynamique . . . . . 352
11.5.2.Bornes PAC pour des algorithmes d’A/R . . . . . . . . . . . . . . 354
11.6.Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 355
Chapitre 12. Méthodes de gradient . . . . . . . . . . . . . . . . . . . . . . . . 357
Olivier BUFFET
12.1.Rappels sur la notion de gradient . . . . . . . . . . . . . . . . . . . . . . 358
12.1.1.Gradient d’une fonction . . . . . . . . . . . . . . . . . . . . . . . . 358
12.1.2.Descente de gradient . . . . . . . . . . . . . . . . . . . . . . . . . 359
12.2.Optimisation d’une politique paramétrée par méthode de gradient . . . 360
12.2.1.Application aux MDP : aperçu . . . . . . . . . . . . . . . . . . . . 360
12.2.2.Estimation du gradient de f dans un MDP, cas de l’horizon tem-
porel fini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362
12.2.3.Extension au cas de l’horizon temporel infini : critère actualisé,
critère moyen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
12.2.4.Cas partiellement observable . . . . . . . . . . . . . . . . . . . . . 369
12.3.Méthodes "Acteur-Critique" . . . . . . . . . . . . . . . . . . . . . . . . 370
12.3.1.Estimateur du gradient utilisant les Q-valeurs . . . . . . . . . . . 371
12.3.2.Compatibilité avec l’approximation d’une fonction de valeur . . . 372
12.4.Compléments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
12.5.Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378
Table des matières 11
QUATRIÈME PARTIE. EXEMPLES D’APPLICATION (SUITE) . . . . . . . . . 379
Chapitre 13. Hélicoptère autonome . . . . . . . . . . . . . . . . . . . . . . . . 381
Patrick FABIANI, Florent TEICHTEIL-KÖNIGSBUCH
13.1.Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381
13.2.Présentation du scénario . . . . . . . . . . . . . . . . . . . . . . . . . . . 383
13.2.1.Problème de planification . . . . . . . . . . . . . . . . . . . . . . . 384
13.2.2.États et actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
13.2.3.Incertitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
13.2.4.Critère à optimiser . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
13.2.5.Modèle formel de décision . . . . . . . . . . . . . . . . . . . . . . 386
13.3.Architecture de décision embarquée . . . . . . . . . . . . . . . . . . . . 387
13.3.1.Vue globale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
13.3.2.Planification multi-tâche sur requête du superviseur . . . . . . . . 388
13.4.Programmation dynamique stochastique, incrémentale et locale . . . . 389
13.4.1.Obtention d’une première politique non optimisée . . . . . . . . . 390
13.4.2.Génération du sous-espace d’états atteignables . . . . . . . . . . . 391
13.4.3.Optimisation locale de la politique . . . . . . . . . . . . . . . . . . 391
13.4.4.Replanifications locales . . . . . . . . . . . . . . . . . . . . . . . . 392
13.5.Tests en vol et retour d’expérience . . . . . . . . . . . . . . . . . . . . . 392
13.6.Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394
Chapitre 14. Robotique mobile . . . . . . . . . . . . . . . . . . . . . . . . . . 397
Simon LE GLOANNEC, Abdel-Illah MOUADDIB
14.1.La mission du robot explorateur . . . . . . . . . . . . . . . . . . . . . . 397
14.2.Formalisme d’une mission constituée de tâches progressives . . . . . . 399
14.3.Modélisation MDP / PRU . . . . . . . . . . . . . . . . . . . . . . . . . . 400
14.3.1.Les états de l’agent . . . . . . . . . . . . . . . . . . . . . . . . . . 401
14.3.2.Les actions de l’agent . . . . . . . . . . . . . . . . . . . . . . . . . 401
14.3.3.La fonction de transition . . . . . . . . . . . . . . . . . . . . . . . 402
14.3.4.La fonction de récompense . . . . . . . . . . . . . . . . . . . . . . 403
14.4.Calcul de la politique de contrôle . . . . . . . . . . . . . . . . . . . . . 403
14.5.Modéliser concrètement une mission . . . . . . . . . . . . . . . . . . . 405
14.6.Extensions possibles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406
14.7.Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406
Chapitre 15. Planification d’opérations . . . . . . . . . . . . . . . . . . . . . 407
Sylvie THIÉBAUX, Olivier BUFFET
15.1.Planification d’opérations . . . . . . . . . . . . . . . . . . . . . . . . . . 407
15.1.1.Intuition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
15.1.2.Définitions formelles . . . . . . . . . . . . . . . . . . . . . . . . . 410
15.2.MDP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
12 PDM en IA
15.2.1.Modélisation sous la forme d’un CoMDP . . . . . . . . . . . . . . 415
15.3.Algorithmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417
15.3.1.Résolution exacte . . . . . . . . . . . . . . . . . . . . . . . . . . . 417
15.3.2.Résolution heuristique . . . . . . . . . . . . . . . . . . . . . . . . . 419
15.3.3.Autres approches à base de modèles . . . . . . . . . . . . . . . . . 423
15.4.Apprentissage par renforcement : FPG . . . . . . . . . . . . . . . . . . 425
15.4.1.Employer des méthodes approchées . . . . . . . . . . . . . . . . . 425
15.4.2.Politique paramétrée . . . . . . . . . . . . . . . . . . . . . . . . . . 426
15.4.3.Méthodes de gradient . . . . . . . . . . . . . . . . . . . . . . . . . 428
15.4.4.Améliorations de FPG . . . . . . . . . . . . . . . . . . . . . . . . . 429
15.5.Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 429
15.6.Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 430
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433
Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
Avant-propos
Le présent volume est le second tome d’un ouvrage constitué de deux tomes, por-
tant sur les problèmes de décision séquentielle dans l’incertain et de l’apprentissage
par renforcement, deux classes de problèmes d’intelligence artificielle que l’on peut
formaliser dans le cadre des processus décisionnels de Markov. Il a été écrit pour les
étudiants, ingénieurs et chercheurs susceptibles de s’intéresser à ces disciplines et ces
modèles.
L’opportunité de la rédaction de ces deux tomes est née de la structuration de la
communauté « PDMIA », qui regroupe les chercheurs francophones en informatique,
mathématiques appliquées et robotique qui utilisent le cadre des processus décision-
nels de Markov (PDM) dans le cadre de l’intelligence artificielle (IA). Depuis 2001,
des rencontres informelles annuelles puis la conférence JFPDA ont permis de mettre
en évidence l’existence d’une activité de recherche significative dans ce domaine de
la part de chercheurs francophones, au point de justifier la rédaction d’un ouvrage de
référence sur ces travaux en langue française.
Les deux tomes, fortement complémentaires, sont organisés de la manière sui-
vante.
Dans le premier tome, nous proposons une présentation introductive des bases et
des principaux cadres de ce domaine (processus décisionnels de Markov, apprentis-
sage par renforcement, processus décisionnels de Markov partiellement observables,
jeux de Markov et critères non-classiques) et quelques applications des principes uti-
lisés dans ces différents cadres dans les domaines de la micro-manipulation et de la
gestion de systèmes naturels.
Dans le second tome, en supposant acquises les notions présentées dans le premier
tome, nous rassemblons une sélection des travaux actuels plus avancés consistant en
des extensions de ces cadres généraux (cadre multi-agent décentralisé, représentations
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factorisées, représentations approchées, méthodes de gradient) et un choix d’applica-
tions concrètes traitées par des équipes appartenant à notre communauté (planification
d’opérations, hélicoptère autonome, robotique).
Il n’était pas possible de présenter dans le cadre de cet ouvrage la totalité des
axes de recherche de ce domaine globalement très actif au niveau international. Nous
donnons ici quelques références pour orienter le lecteur vers quelques aspects que
nous n’avons pas couverts. Ainsi, nous avons choisi de ne pas parler d’apprentissage
par renforcement en temps continu [?], d’apprentissage par renforcement relationnel
[?], d’apprentissage par renforcement hiérarchique [?], de systèmes de classeurs [?]
ou de représentations prédictives de l’état [LIT 02].
Par ailleurs, nous nous sommes efforcés au sein des différents chapitres de donner
des références vers des travaux connexes à ceux présentés ici.
Les activités scientifiques de la communauté PDMIA sont présentées sur internet
à l’adresse suivante : http://www.loria.fr/projets/PDMIA/index.php. Le lec-
teur désireux d’entrer en contact avec les auteurs de cet ouvrage y trouvera le moyen






Processus Décisionnels de Markov
1.1. Introduction
Les problèmes de décision traités dans cet ouvrage sont communément appelés
problèmes de décision séquentielle dans l’incertain. La première caractéristique de
ce type de problèmes est qu’il s’inscrit dans la durée et que ce n’est pas en fait un,
mais plusieurs problèmes de décisions en séquence qu’un agent (ou décideur ou en-
core acteur) doit résoudre, chaque décision courante influençant la résolution des pro-
blèmes qui suivent. Ce caractère séquentiel des décisions se retrouve typiquement
dans les problèmes de planification en intelligence artificielle et relève en particulier
des méthodes de plus court chemin dans un graphe. La seconde caractéristique de ces
problèmes est liée à l’incertitude des conséquences mêmes de chacune des décisions
possibles. Ainsi, l’agent ne sait pas à l’avance précisément quels seront les effets des
décisions qu’il prend. En tant que telle, cette problématique relève des théories de la
décision dans l’incertain qui proposent de nombreuse voies de formalisation et ap-
proches de résolution, en particulier la théorie classique de maximisation de l’utilité
espérée.
Les problèmes de décision séquentielle dans l’incertain couplent donc les deux
problématiques de décision séquentielle et de décision dans l’incertain. Les problèmes
décisionnels de Markov (MDP1) en sont une formalisation mathématique, qui généra-
lise les approches de plus court chemin dans un environnement stochastique. A la base
de ce formalisme, les processus décisionnels de Markov (que l’on note aussi MDP) in-
tègrent les concepts d’état qui résume la situation de l’agent à chaque instant, d’action
Chapitre rédigé par Frédérick GARCIA.
1. Pour Markov Decision Problem
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(ou décision) qui influence la dynamique de l’état, de revenu (ou récompense) qui est
associé à chacune des transitions d’état. Les MDP sont alors des chaînes de Markov
visitant les états, contrôlées par les actions et valuées par les revenus. Résoudre un
MDP, c’est contrôler l’agent pour qu’il se comporte de manière optimale, c’est-à-dire
de façon à maximiser son revenu. Toutefois, les solutions d’un MDP ne sont pas des dé-
cisions ou séquences de décisions, mais plutôt des politiques, ou stratégies, ou encore
règles de décision, qui spécifient l’action à entreprendre en chacune des étapes pour
toutes les situations futures possibles de l’agent. Du fait de l’incertitude, une même
politique peut donner lieu à des séquences d’états / actions très variées selon les aléas.
EXEMPLE.– Illustrons ces concepts de manière plus concrète en prenant l’exemple de
l’entretien d’une voiture. La question qui se pose est de décider, en fonction de l’état
de la voiture (présence de panne, usure, âge, etc.), quelle est la meilleure stratégie
(ne rien faire, remplacer préventivement, réparer, changer de voiture, etc.) pour mini-
miser le coût de l’entretien sur le long terme. Si on fait l’hypothèse que l’on connaît
les conséquences et le coût des différentes actions pour chaque état (par exemple on
connaît la probabilité qu’un moteur lâche si on ne répare pas une fuite d’huile) alors
on peut modéliser ce problème comme un MDP dont la solution nous donnera, en fonc-
tion de l’état de la voiture, l’action optimale. Ainsi, la suite des actions prises au fur
et à mesure de l’évolution de l’état de la voiture permettra, en moyenne, de minimiser
son coût d’entretien.
Le cadre des problèmes décisionnels de Markov et ses généralisations que nous
développerons dans des chapitres ultérieurs forment les modèles les plus classiques
pour les problèmes de décision séquentielle dans l’incertain. Nous en exposons les
bases dans ce chapitre, dans le cas d’un agent qui dispose a priori d’une connaissance
parfaite du processus et de son état à tout instant, dont la tâche consiste donc à planifier
a priori une politique optimale qui maximise son revenu au cours du temps.
1.2. Problèmes décisionnels de Markov
1.2.1. Processus décisionnels de Markov
Les processus décisionnels de Markov sont définis comme des processus sto-
chastiques contrôlés satisfaisant la propriété de Markov, assignant des récom-
penses aux transitions d’états [BER 87, PUT 94]. On les définit par un quintuplet :
(S, A, T, p, r) où :
– S est l’espace d’états dans lequel évolue le processus ;
– A est l’espace des actions qui contrôlent la dynamique de l’état ;
– T est l’espace des temps, ou axe temporel ;
– p() sont les probabilités de transition entre états ;
– r() est la fonction de récompense sur les transitions entre états.
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La figure 1.1 représente un MDP sous la forme d’un diagramme d’influence. A
chaque instant t de T , l’action at est appliquée dans l’état courant st, influençant le
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t
Figure 1.1. Processus décisionnel de Markov.
Le domaine T des étapes de décision est un ensemble discret, assimilé à un sous-
ensemble de IN, qui peut être fini ou infini (on parle d’horizon fini ou d’horizon infini).
Les domaines S et A sont supposés finis, même si de nombreux résultats peuvent
être étendus aux cas où S et A sont dénombrables ou continus (voir [BER 95] pour
une introduction au cas continu). Dans le cas général, l’espace A peut être dépendant
de l’état courant (As pour s ∈ S). De même, S etA peuvent être fonction de l’instant t
(St et At). Nous nous limiterons ici au cas classique où S et A sont constants tout au
long du processus.
Les probabilités de transition caractérisent la dynamique de l’état du système. Pour
une action a fixée, p(s′|s, a) représente la probabilité que le système passe dans l’état
s′ après avoir exécuté l’action a dans l’état s. On impose classiquement que ∀s, a,∑
s′ p(s
′|s, a) = 1. Par ailleurs, on utilise classiquement une représentation matri-
cielle de ces probabilités de transition, en notant Pa la matrice de dimension |S| × |S|
dont les éléments sont ∀s, s′ Pa s,s′ = p(s′ | s, a). Les probabilités décrites par p()
se décrivent donc par |A| matrices Pa, chacune des lignes de ces matrices ayant pour
somme 1 : les Pa sont des matrices stochastiques.
Les distributions p() vérifient la propriété fondamentale qui donne son nom aux
processus décisionnels de Markov considérés ici. Si on note ht l’historique à la date
t du processus, ht = (s0, a0, . . . , st−1, at−1, st), alors la probabilité d’atteindre un
nouvel état st+1 suite à l’exécution de l’action at n’est fonction que de at et de l’état
courant st et ne dépend pas de l’historique ht. Si on note de façon standard P (x|y) la
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probabilité conditionnelle de l’événement x sachant que y est vrai, on a :
∀ht, at, st+1 P (st+1 | ht, at) = P (st+1 | st, at) = p(st+1 | st, at)
Il faut noter que cela n’implique pas que le processus stochastique induit (st)t∈T
soit lui-même markovien, tout dépend de la politique de choix des actions at.
Comme résultat d’avoir choisi l’action a dans l’état s à l’instant t, l’agent décideur
reçoit une récompense, ou revenu, rt = r(s, a) ∈ IR. Les valeurs de rt positives
peuvent être considérées comme des gains et les valeurs négatives comme des coûts.
Cette récompense peut être instantanément perçue à la date t, ou accumulée de la date
t à la date t+ 1, l’important est qu’elle ne dépende que de l’état et de l’action choisie
à l’instant courant. La représentation vectorielle de la fonction de récompense r(s, a)
consiste en |A| vecteurs ra de dimension |S|.
Une extension classique est de considérer des récompenses r(s, a) aléatoires et
l’on considère alors la valeur moyenne rt = r̄(s, a). En particulier, rt peut ainsi dé-




′|s, a)r(s, a, s′). Dans tous les cas, on suppose rt bornée dans IR.
Par ailleurs, comme pour S et A, les fonctions de transition et de récompense
peuvent elles-mêmes varier au cours du temps, auquel cas on les note pt et rt. Lorsque
ces fonctions de varient pas, on parle de processus stationnaires : ∀t ∈ T, pt() =
p(), rt() = r(). Par la suite, nous supposerons vérifiée cette hypothèse de stationna-
rité dans l’étude des MDP à horizon infini.
1.2.2. Les politiques d’actions
Les processus décisionnels de Markov permettent de modéliser la dynamique de
l’état d’un système soumis au contrôle d’un agent, au sein d’un environnement sto-
chastique. On nomme alors politique (notée π), ou stratégie, la procédure suivie par
l’agent pour choisir à chaque instant l’action à exécuter. Deux distinctions sont essen-
tielles ici. Tout d’abord, une politique peut déterminer précisément l’action à effectuer,
ou simplement définir une distribution de probabilité selon laquelle cette action doit
être sélectionnée. Ensuite, une politique peut se baser sur l’historique ht du processus,
ou peut ne simplement considérer que l’état courant st. Nous obtenons ainsi quatre fa-
milles distinctes de stratégies, comme indiqué sur le tableau 1.1 :
Pour une politique déterministe, πt(st) ou πt(ht) définit l’action a choisie à l’ins-
tant t. Pour une politique aléatoire, πt(a, st) ou πt(a, ht) représente la probabilité de
sélectionner a.
Ces quatre familles de politique définissent les quatre ensembles suivants :
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politique πt déterministe aléatoire
markovienne st −→ at at, st −→ [0, 1]
histoire-dépendante ht −→ at ht, st −→ [0, 1]
Tableau 1.1. Différentes familles de politiques pour les MDP.
– ΠHA pour les politiques histoire-dépendantes aléatoires ;
– ΠHD pour les politiques histoire-dépendantes déterministes ;
– ΠMA pour les politiques markoviennes aléatoires ;
– ΠMD pour les politiques markoviennes déterministes.
Ces différentes familles de politiques sont imbriquées entre elles, de la plus géné-
rale (histoire-dépendante aléatoire) à la plus spécifique (markovienne déterministe),






Figure 1.2. Relations entre les différentes familles de politiques
Indépendamment de cela et comme pour le processus décisionnel de Markov lui-
même, la définition des politiques peut ou non dépendre explicitement du temps.
Ainsi, une politique est stationnaire si ∀t πt = π. Parmi ces politiques stationnaires,
les politiques markoviennes déterministes sont centrales dans l’étude des MDP. Il
s’agit du modèle le plus simple de stratégie décisionnelle, on nomme leur ensemble
D :
DÉFINITION 1.1.– Politiques markoviennes déterministes stationnaires
D est l’ensemble des fonctions π qui à tout état de S associent une action de A :
π : s ∈ S −→ π(s) ∈ A
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Un autre ensemble important, noté DA est constitué des politiques markoviennes
aléatoires stationnaires. Les politiques de D et DA sont très importantes car, comme
nous le verrons, D et DA contiennent les politiques optimales pour les principaux
critères.
1.2.3. Critères de performance
Se poser un problème décisionnel de Markov, c’est rechercher parmi une famille
de politiques celles qui optimisent un critère de performance donné pour le processus
décisionnel markovien considéré. Ce critère a pour ambition de caractériser les poli-
tiques qui permettront de générer des séquences de récompenses les plus importantes
possibles. En termes formels, cela revient toujours à évaluer une politique sur la base
d’une mesure du cumul espéré des récompenses instantanées le long d’une trajectoire,
comme on peut le voir sur les critères les plus étudiés au sein de la théorie des MDP,
qui sont respectivement :
– le critère fini : E[r0 + r1 + r2 + · · ·+ rN−1 | s0]
– le critère γ-pondéré : E[r0 + γr1 + γ
2r2 + · · ·+ γtrt + · · · | s0]
– le critère total : E[r0 + r1 + r2 + · · ·+ rt + · · · | s0]




E[r0 + r1 + r2 + · · ·+ rn−1 | s0]
Les deux caractéristiques communes à ces quatre critères sont en effet d’une part
leur formule additive en rt, qui est une manière simple de résumer l’ensemble des
récompenses reçues le long d’une trajectoire et, d’autre part, l’espérance E[.] qui est
retenue pour résumer la distribution des récompenses pouvant être reçues le long des
trajectoires, pour une même politique et un même état de départ. Ce choix d’un cumul
espéré est bien sûr important, car il permet d’établir le principe d’optimalité de Bell-
man [BEL 57] (« les sous-politiques de la politique optimale sont des sous-politiques
optimales »), à la base des nombreux algorithmes de programmation dynamique per-
mettant de résoudre efficacement les MDP. On verra au chapitre 5 d’autres critères
qui étendent les MDP, pour lesquels le principe d’optimalité n’est plus nécessairement
respecté.
Dans la suite de ce chapitre, nous allons successivement caractériser les politiques
optimales et présenter les algorithmes permettant d’obtenir ces politiques optimales
pour chacun des précédents critères.
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1.3. Fonctions de valeur
Les critères fini, γ-pondéré, total et moyen que nous venons de voir permettent de
définir une fonction de valeur qui, pour une politique π fixée, associe à tout état initial
s ∈ S la valeur du critère considéré en suivant π à partir de s : ∀π V π : S −→ IR.
On note V l’espace des fonctions de S dans IR, identifiable à l’espace vectoriel
IR|S|. L’ensemble V est muni d’un ordre partiel naturel :
∀U, V ∈ V U ≤ V ⇔ ∀s ∈ S U(s) ≤ V (s).
L’objectif d’un problème décisionnel de Markov est alors de caractériser et de
rechercher – si elles existent – les politiques optimales π∗ ∈ ΠHA telles que





On note alors V ∗ = maxπ∈ΠHA V
π = V π
∗
. Dans le cadre des MDP, on recherche
donc des politiques optimales meilleures que toute autre politique, quel que soit l’état
de départ. Remarquons que l’existence d’une telle politique optimale n’est pas en soi
évidente.
La spécificité des problèmes décisionnels de Markov est alors de pouvoir être tra-
duits en terme d’équations d’optimalité portant sur les fonctions de valeur, dont la
résolution est de complexité moindre que le parcours exhaustif de l’espace global des
politiques de ΠHA (la taille du simple ensemble D est déjà de |A||S|).
1.3.1. Le critère fini
On suppose ici que l’agent doit contrôler le système en N étapes, avec N fini. Le
critère fini conduit naturellement à définir la fonction de valeur qui associe à tout état
s l’espérance de la somme des N prochaines récompenses en suivant la politique π à
partir de s :
DÉFINITION 1.2.– Fonction de valeur pour le critère fini
Si T = {0, . . . , N − 1}, on pose
∀s ∈ S V πN (s) = Eπ[
N−1∑
t=0
rt | s0 = s].
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Dans cette définition, Eπ[.] dénote l’espérance mathématique sur l’ensemble des
réalisations du MDP en suivant la politique π. Eπ est associée à la distribution de
probabilité Pπ sur l’ensemble de ces réalisations.
Notons qu’il est parfois utile d’ajouter au critère une récompense terminale rN
fonction du seul état final sN . Il suffit pour cela de considérer une étape artificielle
supplémentaire où ∀s, a rN (s, a) = rN (s). C’est le cas par exemple lorsqu’il s’agit
de piloter un système vers un état but en N étapes et à moindre coût.
1.3.2. Le critère γ-pondéré
Le critère γ-pondéré, ou critère actualisé, est le critère à horizon infini le plus
classique. La fonction de valeur du critère γ-pondéré est celle qui associe à tout état s
la limite lorsque N tend vers l’infini de l’espérance en suivant la politique π à partir
de s de la somme des N futures prochaines récompenses, pondérées par un facteur
d’actualisation2 γ :
DÉFINITION 1.3.– Fonctions de valeur pour le critère γ-pondéré
Pour 0 ≤ γ < 1, on pose




γtrt | s0 = s]
Le terme γ représente la valeur à la date t d’une unité de récompense reçue à la
date t + 1. Reçue à la date t + τ , cette même unité vaudrait γτ . Cela implique que
les instants de décision t = 0, 1, 2, . . . de T soient régulièrement répartis sur IN. Ce
facteur γ a pour principal intérêt d’assurer la convergence de la série en horizon infini.
D’un point de vue pratique, il est naturellement utilisé au sein des MDP modélisant des
processus de décision économique en posant γ = 11+τ , où τ est le taux d’actualisation.
1.3.3. Le critère total
Il est toutefois possible de choisir γ = 1 dans certains cas particuliers à horizon
infini. Lorsque cela a un sens, on pose ainsi :
2. discount factor en anglais
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DÉFINITION 1.4.– Fonction de valeur pour le critère total
V π(s) = Eπ[
∞∑
t=0
rt | s0 = s]
Ce critère est en pratique souvent utilisé pour des problèmes à horizon temporel
aléatoire fini non borné : on sait que le processus de décision va s’arrêter à une étape
terminale, mais on ne peut borner cet instant. Ce type de modèle est particulièrement
utilisé dans des applications de type optimal stopping (à tout instant, la décision de
l’agent porte simplement sur l’arrêt ou non du processus aléatoire), ou plus générale-
ment de type jeux et paris.
1.3.4. Le critère moyen
Lorsque la fréquence des décisions est importante, avec un facteur d’actualisation
proche de 1, ou lorsqu’il n’est pas possible de donner une valeur économique aux
récompenses, on préfère considérer un critère qui représente la moyenne des récom-
penses le long d’une trajectoire et non plus leur somme pondérée. On associe ainsi
à une politique l’espérance du gain moyen par étape. On définit alors le gain moyen
ρπ(s) associé à une politique particulière π et à un état s :








rt | s0 = s]
Pour le critère moyen, une politique π∗ est dite gain-optimale si ρπ
∗
(s) ≥ ρπ(s)
pour toute politique π et tout état s.
Ce critère est particulièrement utilisé dans des applications de type gestion de file
d’attente, de réseau de communication, de stock etc.
1.4. Politiques markoviennes
1.4.1. Equivalence des politiques histoire-dépendantes et markoviennes
Nous allons établir ici une propriété fondamentale des MDP pour ces différents cri-
tères, qui est d’accepter comme politiques optimales des politiques simplement mar-
koviennes, sans qu’il soit nécessaire de considérer l’espace total ΠHA des politiques
histoire-dépendantes.
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PROPOSITION 1.1.– Soit π ∈ ΠHA une politique aléatoire histoire-dépendante.
Pour chaque état initial x ∈ S, il existe alors une politique aléatoire markovienne
π′ ∈ ΠMA telle que
1) V π
′














PREUVE.– Soit x ∈ S et π une politique aléatoire histoire-dépendante. Soit π′ la
politique aléatoire markovienne définie à partir de π et x selon :
∀t = 0, 1, . . . , ∀s ∈ S, ∀a ∈ A π′(at = a, st = s) = Pπ(at = a | st = s, s0 = x)
On a ainsi Pπ
′
(at = a | st = s) = Pπ(at = a | st = s, s0 = x). On montre alors
par récurrence sur t que Pπ(st = s, at = a | s0 = x) = Pπ
′
(st = s, at = a | s0 =
x).
L’égalité est directe pour t = 0. Pour t > 0, en supposant établie la propriété
jusqu’à t− 1, on a













(st−1 = i, at−1 = a | s0 = x)p(s | i, a)
= Pπ
′
(st = s | s0 = x)
D’où Pπ
′
(st = s, at = a | s0 = x) = Pπ
′
(at = a | st = s)Pπ
′
(st = s | s0 = x) =
Pπ(at = a | st = s, s0 = x)Pπ(st = s | s0 = x) = Pπ(st = s, at = a | s0 = x),
ce qui établit la récurrence.
On conclut en remarquant alors que pour tout x ∈ S
V πN (x) =
t=N−1∑
t=0
Eπ[r(st, at) | s0 = x]
V πγ (x) =
t=∞∑
t=0











Eπ[r(st, at) | s0 = x],
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et





r(s, a)Pπ(st = s, at = a | s0 = x).

Ce résultat permet d’affirmer que lorsque l’on connaît l’état initial (ou une dis-
tribution de probabilité sur l’état initial), toute politique histoire-dépendante aléatoire
peut être remplacée par une politique markovienne aléatoire ayant la même fonction
de valeur.
1.4.2. Politique markovienne et chaîne de Markov valuée
Pour toute politique markovienne π ∈ ΠMA, le processus décrit par l’état st








st, at = a) = P
π(st+1 | st).
Il s’agit donc d’un processus markovien, qui forme une chaîne de Markov dont la
matrice de transition notée Pπ est définie par
∀s, s′ Pπs,s′ = Pπ(st+1 = s′ | st = s) =
∑
a
π(a, s)p(s′ | s, a).
Dans le cas où π est déterministe (π ∈ ΠMD), Pπs,s′ est simplement égal à p(s′ |
s, π(s)). La matrice Pπ est construite simplement en retenant pour chaque état s la
ligne correspondante dans la matrice Pa avec a = π(s). De même, on note rπ le
vecteur de composante r(s, π(s)) pour π ∈ ΠMD et ∑a π(a, s)r(s, a) pour π ∈
ΠMA.
Le triplet (S, Pπ, rπ) définit ce que l’on nomme un processus de Markov valué, ou
chaîne de Markov valuée. Il s’agit simplement d’une chaîne de Markov avec des reve-
nus associés aux transitions. Nous verrons qu’évaluer une politique π consiste alors à
calculer certaines grandeurs asymptotiques (pour les critères infinis) caractéristiques
de la chaîne de Markov valuée associée.
1.5. Caractérisation des politiques optimales
1.5.1. Le critère fini
1.5.1.1. Equations d’optimalité
Supposons que l’agent se trouve dans l’état s lors de la dernière étape de décision,
confronté au choix de la meilleure action à exécuter. Il est clair que la meilleure déci-
sion à prendre est celle qui maximise la récompense instantanée à venir, qui viendra
28 PDM en IA





V ∗1 (s) = max
a∈A
rN−1(s, a)
où π∗N−1 est la politique optimale à suivre à l’étape N − 1 et V ∗1 la fonction de valeur
optimale pour un horizon de longueur 1, obtenue en suivant cette politique optimale.
Supposons maintenant l’agent dans l’état s à l’étape N − 2. Le choix d’une action
a va lui rapporter de façon sûre la récompense rN−2(s, a) et l’amènera de manière
aléatoire vers un nouvel état s′ à l’étape N − 1. Là, il sait qu’en suivant la politique
optimale π∗N−1, il pourra récupérer une récompense moyenne V
∗
1 (s
′). Le choix d’une




′|s, a)V ∗1 (s′). Ainsi, le problème de l’agent à l’étape







′|s, a)V ∗1 (s′)}
et






′|s, a)V ∗1 (s′)}.

















Cela conduit ainsi à l’énoncé du théorème suivant :
THÉORÈME 1.1.– Equations d’optimalité pour le critère fini
Soit N < ∞. Les fonctions de valeurs optimales V ∗ = (V ∗N , . . . , V ∗1 ) sont les solu-
tions uniques du système d’équations






′|s, a)V ∗n (s′)} (1.1)
avec n = 0, . . . , N − 1 et V0 = 0. Les politiques optimales pour le critère fini π∗ =
(π∗0 , π
∗
1 , . . . , π
∗
N−1) sont alors déterminées par :
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pour t = 0, . . . , N − 1.
On voit donc ici dans le cadre du critère fini que les politiques optimales sont de
type markovien déterministe, mais non stationnaire (le choix de la meilleure décision
à prendre dépend de l’instant t).
1.5.1.2. Evaluation d’une politique markovienne déterministe
Soit une politique π markovienne déterministe. La même démarche permet alors
de caractériser sa fonction de valeur V πN :
THÉORÈME 1.2.– Caractérisation de VN
Soient N < ∞ et π = (π0, π1, . . . , πN−1) une politique markovienne. Alors V πN =
VN , avec (VN , VN−1, . . . , V1), solutions du système d’équations linéaires





pour n = 0, . . . , N − 1 et V0 = 0.
1.5.2. Le critère γ-pondéré
Ce critère est le plus classique en horizon infini et celui pour lequel il est assez
simple de caractériser la fonction de valeur optimale et les politiques associées. On
rappelle que l’on suppose ici, dans le cas de l’horizon infini, que le MDP considéré est
stationnaire.
1.5.2.1. Evaluation d’une politique markovienne stationnaire
Pour une politique markovienne stationnaire π ∈ DA, on définit l’opérateur Lπ
de V dans V , espace vectoriel muni de la norme max : ∀V ∈ V , ‖ V ‖= maxs∈S |
V (s) |.
DÉFINITION 1.6.– Opérateur Lπ
Pour π ∈ DA,
∀V ∈ V LπV = rπ + γPπV
Un premier résultat permet alors de relier la fonction de valeur V πγ d’une politique
stationnaire π ∈ DA à cet opérateur Lπ :
THÉORÈME 1.3.– Caractérisation de V πγ
Soient γ < 1 et π ∈ DA une politique stationnaire markovienne.
Alors V πγ est l’unique solution de l’équation V = LπV :
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et V πγ = (I − γPπ)−1rπ .
PREUVE.– Soit V solution de V = LπV . On a donc (I − γPπ)V = rπ . La matrice
Pπ étant stochastique, toutes les valeurs propres de la matrice γPπ sont de modules
inférieurs ou égaux à γ < 1 et donc la matrice I − γPπ est inversible, avec
































q(a, s′)Pπ(st = s





















et donc V = V πγ . 
1.5.2.2. Equations d’optimalité
Rappelons que l’on cherche à résoudre le problème d’optimisation ∀s ∈ S, V ∗γ (s) =
maxπ∈ΠHA V
π
γ (s). Une politique π




γ . De par la pro-
priété 1.1, on a alors
∀s ∈ S V ∗γ (s) = max
π∈ΠHA
V πγ (s) = max
π∈ΠMA
V πγ (s).
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Soit donc maintenant l’opérateur L de l’ensemble des fonctions de valeur V dans
lui-même, nommé opérateur de programmation dynamique :
DÉFINITION 1.7.– Opérateur L
∀V ∈ V ∀s ∈ S LV (s) = max
a∈A
(
r(s, a) + γ
∑
s′∈S
p(s′ | s, a)V (s′)
)
soit en notation vectorielle
∀V ∈ V LV = max
π∈D
(rπ + γPπV )
Le théorème principal concernant l’optimalité des fonctions de valeur pour le cri-
tère γ-pondéré est alors le suivant :
THÉORÈME 1.4.– Equation de Bellman
Soit γ < 1. Alors V ∗γ est l’unique solution de l’équation V = LV :
∀s ∈ S V (s) = max
a∈A
(
r(s, a) + γ
∑
s′∈S




Montrons que ∀V et pour 0 ≤ γ ≤ 1
LV = max
π∈D
(rπ + γPπV ) = max
π∈DA
(rπ + γPπV )
Pour cela, considérons une fonction de valeur V et δ ∈ DA. Pour tout s, du fait du





r(s, a) + γ
∑
s′∈S








r(s, a′) + γ
∑
s′∈S
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Ainsi, pour tout δ ∈ DA
rδ + γPδV ≤ max
π∈D




(rδ + γPδV ) ≤ max
π∈D
(rπ + γPπV )
L’inégalité inverse est immédiate car D ⊂ DA.
Montrons alors que ∀V , V ≥ LV ⇒ V ≥ V ∗γ , et V ≤ LV ⇒ V ≤ V ∗γ .
Soit V telle que V ≥ LV . On a donc
V ≥ max
π∈D
{rπ + γPπV } = max
π∈DA
{rπ + γPπV }
Soit π = (π0, π1, . . .) ∈ ΠMA. Pour tout t, πt ∈ DA, d’où
V ≥ rπ0 + γPπ0V
≥ rπ0 + γPπ0(rπ1 + γPπ1V )
≥ rπ0 + γPπ0rπ1 + γ2Pπ0Pπ1rπ2 + · · ·+ γn−1Pπ0 · · ·Pπn−2rπn−1 + γnPnπ V.
On a donc
V − V πγ ≥ γnPnπ V −
∞∑
k=n





γkP kπ rπk ,
avec P kπ = Pπ0Pπ1 · · ·Pπk−1 . Les deux termes de droite peuvent être rendus aussi
petits que désiré pour n suffisamment grand, car ‖ γnPnπ V ‖≤ γn ‖ V ‖ et ‖∑∞
k=n γ
kP kπ rπk ‖≤
∑∞
k=n γ
kR ≤ γn1−γR avec R = maxs,ar(s, a). On en déduit
V − V πγ ≥ 0
Cela tant vrai pour toute politique π ∈ ΠMA, on a donc
V ≥ max
π∈ΠMA
V πγ = max
π∈ΠHA
V πγ = V
∗
γ
Inversement, soit V telle que V ≤ LV . On a donc V ≤ maxπ∈D {rπ + γPπV }
Supposons ce max atteint en π∗. On a donc
V ≤ rπ∗ + γPπ∗V
≤ rπ∗ + γPπ∗ (rπ∗ + γPπ∗V )
≤ rπ∗ + γPπ∗rπ∗ + · · ·+ γn−1Pn−1π∗ rπ∗ + γnPnπ∗V
V − V π∗γ ≤ −
∞∑
k=n
γkP kπ∗rπ∗ + γ
nPnπ∗V
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Les termes de droite pouvant être rendus aussi proches de 0 que désiré, on a donc
V − V π∗γ ≤ 0, soit V ≤ V π
∗
γ ≤ V ∗γ .
On a ainsi montré que V ≥ LV ⇒ V ≥ V ∗γ , V ≤ LV ⇒ V ≤ V ∗γ , ce qui
implique que V = LV ⇒ V = V ∗γ : toute solution de l’équation LV = V est né-
cessairement égale à la fonction de valeur optimale V ∗γ . Montrons maintenant qu’une
telle solution existe.
Rappelons pour cela le théorème du point fixe de Banach :
THÉORÈME 1.5.– Théorème du point fixe de Banach
Soient U un espace de Banach (i.e. espace vectoriel normé complet) et T une contrac-
tion sur U (i.e. ∀u, v ‖ Tu− Tv ‖≤ λ ‖ u− v ‖ pour 0 ≤ λ < 1). Alors
1) Il existe un unique u∗ ∈ U tel que Tu∗ = u∗ ;
2) Pour tout u0 ∈ U , la suite (un)n≥0 définie par
un+1 = Tun = T
n+1u0
converge vers u∗.
L’espace V muni de la norme max est un espace vectoriel normé de dimension
fini donc complet. Il suffit donc de montrer que l’opérateur L est une contraction pour
cette norme.
PROPOSITION 1.2.– Soit γ < 1. L’opérateur de programmation dynamique L défini
par LV = maxπ∈D (rπ + γPπV ) est une contraction sur V .
PREUVE.– Soient U et V dans V et s ∈ S.
SupposonsLV (s) ≥ LU(s). Soit a∗s ∈ argmaxa∈A
(
r(s, a) + γ
∑
s′∈S p(s




0 ≤ | LV (s)− LU(s) | = LV (s)− LU(s)
≤ r(s, a∗s) + γ
∑
s′∈S












p(s′ | s, a∗s) ‖ V − U ‖
≤ γ ‖ V − U ‖
D’où
‖ LV − LU ‖= max
s
| LV (s)− LU(s) |≤ γ ‖ V − U ‖ .
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Cette propriété de contraction assure donc l’existence pour l’opérateur L d’un
point fixe unique qui est donc égal à V ∗γ . 
On termine alors l’analyse du critère γ-pondéré avec le théorème suivant :
THÉORÈME 1.6.– Caractérisation des politiques optimales
Soit γ < 1. Alors





2) toute politique stationnaire π∗ définie par
π∗ ∈ argmax
π∈D
{rπ + γPπV ∗γ }
est une politique optimale.
PREUVE.– La première équivalence est évidente du fait du théorème précédent. Soit
alors π∗ ∈ argmaxπ∈D{rπ + γPπV ∗γ }. On a alors
Lπ∗V
∗





{rπ + γPπV ∗γ }
= LV ∗γ
= V ∗γ .
L’unicité de la solution de V = Lπ∗V démontrée par le théorème 1.3 permet de
déduire que V ∗γ = V
π∗
γ et donc que π
∗ est optimale. 
1.5.3. Le critère total
L’existence de la limite définissant le critère total ne peut être assurée que sous
certaines hypothèses. Nous considérons ici deux classes de problèmes pour lesquelles
cette limite existe nécessairement, et est finie pour au moins une politique : les modèles
positifs et les modèles négatifs.
DÉFINITION 1.8.– Soit π ∈ ΠHA. On définit les fonctions V π+ et V π− par




max(rt, 0) | s0 = s]




max(−rt, 0) | s0 = s]
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On appelle alors respectivement V+ et V− l’ensemble des fonctions positives et né-
gatives de V
On suppose que pour toute politique π et état s, V π+ (s) ou V
π
− (s) est fini, ce qui
implique l’existence (finie ou infinie) de la limite V π avec
∀s ∈ S V π(s) = V π+ (s)− V π− (s).
Les MDP bornés positivement, ou encore positifs, sont tels que
– pour chaque s il existe au moins une action a ∈ A avec r(s, a) ≥ 0 et
– V π+ (s) <∞ pour tout s ∈ S et pour tout π ∈ ΠHA.
Les MDP négatifs sont tels que
– r(s, a) ≤ 0 pour tout s ∈ S et a ∈ A et
– il existe π ∈ ΠHA telle que V π(s) > −∞ pour tout s ∈ S.
L’existence d’une politique π pour laquelle Vπ(s) soit fini pour tout s ∈ S est
typiquement assurée par la présence d’un état absorbant s∞ à récompense nulle :
∀s0 Pπ(∃t∗ st∗ = s∞) = 1
avec
p(s∞ | s∞, π(s∞)) = 1, et r(s∞, π(s∞)) = 0
Pour un modèle positif, une politique optimale a un revenu total positif le plus
éloigné de 0 possible. L’agent cherche à prolonger le plus possible les trajectoires
pour accumuler des revenus positifs. Pour un modèle négatif, une politique optimale
a un revenu négatif aussi proche de 0 possible. L’agent cherche à terminer aussi vite
que possible en s∞ pour minimiser les pertes. Les deux modèles ne sont donc pas
exactement symétriques.
Nous énonçons ci-dessous quelques résultats importants concernant ces deux mo-
dèles. Pour cela, nous introduisons une nouvelle définition des opérateurs Lπ et L.
DÉFINITION 1.9.– Opérateurs Lπ et L pour le critère total
Soit π stationnaire ∈ DA,
∀V ∈ V LπV = rπ + PπV
et
∀V ∈ V LV = max
π∈D
(rπ + PπV )
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On montre alors pour les MDP positifs et négatifs les résultats suivants :
THÉORÈME 1.7 [PUT 94].– Soit un MDP positif. Alors
1) pour tout π stationnaire ∈ D, V π est la solution minimale de V = LπV dans
V+.
2) V ∗ est la solution minimale de l’équation V = LV dans V+.
3) une politique π∗ ∈ ΠHA est optimale⇔ V π∗ = LV π∗
4) si π∗ ∈ argmaxπ∈D (rπ + PπV ∗) et si limN→∞ PNπ∗V ∗(s) = 0 pour tout
s ∈ S, alors π∗ est optimale.
THÉORÈME 1.8 [PUT 94].– Soit un MDP négatif. Alors
1) pour tout π stationnaire ∈ D, V π est la solution maximale de V = LπV dans
V−.
2) V ∗ est la solution maximale de l’équation V = LV dans V−.
3) toute politique π∗ ∈ argmaxπ∈D (rπ + PπV ∗) est optimale.
On note que pour un MDP négatif, il peut exister une politique π vérifiant V π =
LV π qui ne soit pas optimale (voir l’exemple 7.3.1 dans [PUT 94]).
1.5.4. Le critère moyen
L’analyse théorique du critère moyen est plus complexe que pour les précédents
critères. Elle fait intervenir le comportement limite du processus markovien valué
sous-jacent. Nous nous limitons ici à présenter les résultats principaux, dans le cadre
des MDP récurrents (pour toute politique markovienne déterministe, la chaîne de Mar-
kov correspondante est constituée d’une unique classe récurrente), unichaînes (chaque
chaîne de Markov est constituée d’une unique classe récurrente plus éventuellement
quelques états transitoires) ou multichaînes (il existe au moins une politique dont la
chaîne de Markov correspondante soit constituée de deux classes récurrentes irréduc-
tibles ou plus). On suppose de plus ici que pour toute politique, la chaîne de Markov
correspondante est apériodique.
1.5.4.1. Evaluation d’une politique markovienne stationnaire
Soit π ∈ DA une politique stationnaire et (S, Pπ, rπ) le processus de Markov valué
qui lui est associé. Rappelons que le gain moyen ou critère moyen est défini par :








rπ(st) | s0 = s
]
.
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π la matrice limite de Pπ . On montre que P
∗
π
existe et est une matrice stochastique pour tout S fini. De plus, P ∗π vérifie









Le coefficient P ∗π,s,s′ peut être interprété comme la fraction de temps que le sys-
tème passera dans l’état s′ en étant parti de l’état s. Pour des MDP apériodiques, on




π,s,s′ peut être interprété comme la probabilité
à l’équilibre d’être dans l’état s′ en étant parti de s. Enfin, pour un MDP unichaîne,
P ∗π est alors la matrice dont toutes les lignes sont identiques et égales à la mesure
invariante µπ de la chaîne contrôlée par la politique π. Ainsi ∀s, s′ P ∗π,s,s′ = µπ(s′).
De la définition précédente de ρπ , on déduit que ρπ = P ∗πrπ . Pour un MDP uni-





Dans le cas général d’un MDP multichaîne, ρ(s) est constant sur chaque classe de
récurrence.
Cette première caractérisation de ρπ fait intervenir P ∗π qu’il n’est pas facile de
calculer. Il est toutefois possible d’obtenir autrement ρπ , en introduisant une nouvelle
fonction de valeur pour le critère moyen, dite fonction de valeur relative :
DÉFINITION 1.10.– Fonction de valeur relative pour le critère moyen
∀s ∈ S Uπ(s) = Eπ[
∞∑
t=0
(rt − ρπ) | s0 = s]
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(P tπ − P ∗π )rπ
= (I − P ∗π +
∞∑
t=1
(Pπ − P ∗π )t)rπ
= (−P ∗π + (I − Pπ + P ∗π )−1)rπ,
car on montre que la matrice (I−Pπ+P ∗π ) est inversible et pour t > 0 : (Pπ−P ∗π )t =
P tπ − P ∗π . En multipliant à gauche par (I − Pπ + P ∗π ), on en déduit
Uπ = (I − Pπ + P ∗π )−1(I − P ∗π (I − Pπ + P ∗π ))rπ
= (I − Pπ + P ∗π )−1(I − P ∗π )rπ.
On note HPπ = (I − Pπ + P ∗π )−1(I − P ∗π ) la matrice de déviation de Pπ , qui est
donc telle que
Uπ = HPπrπ.
On peut vérifier que HPπ est matrice pseudo-inverse de (I − Pπ), ce qui établit un
lien clair entre cette définition de Uπ et l’expression de V πγ établie au théorème 1.3.
On montre alors le résultat général suivant, valable pour tout processus de Markov
valué qu’il soit récurrent, unichaîne ou multichaîne :
THÉORÈME 1.9 [PUT 94].– Soit (S, Pπ, rπ) un processus de Markov valué associé
à une politique stationnaire π ∈ DA. Alors
1) si ρπ et Uπ sont le gain moyen et la fonction de valeur relative de π
a) (I − Pπ)ρπ = 0,
b) ρπ + (I − Pπ)Uπ = rπ .
2) réciproquement, si ρ et U vérifient les deux égalités précédentes, alors
a) ρ = P ∗πrπ = ρ
π ,
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b) U = HPπrπ + u, où (I − Pπ)u = 0.
c) si de plus P ∗πU = 0, alors U = HPπrπ = U
π .
On retiendra que la fonction de valeur relative Uπ est l’unique solution de (I −
Pπ)U = (I − P ∗π )rπ telle que P ∗πU = 0, obtenue en utilisant la pseudo-inverse HPπ
de (I − Pπ).
Dans le cas simplifié d’un processus unichaîne, la première équation se simplifie
en ρπ(s) = ρπ et la seconde peut s’écrire selon :





Toute solution (ρ, U) de cette équation vérifie alors ρ = ρπ et U = Uπ + ke, où k est
un scalaire quelconque et e le vecteur dont toutes les composantes sont égales à 1. Si
de plus
∑
s∈S µπ(s)U(s) = 0 alors U = Uπ . Cette équation est bien sûr à rapprocher
de celle établie pour le critère γ-pondéré.
1.5.4.2. Equations d’optimalité
Enonçons maintenant les conditions d’optimalité qu’il est possible d’établir pour





Le résultat principal énoncé dans le cadre général des MDP multichaînes est le
suivant :
THÉORÈME 1.10 [PUT 94].– Equations d’optimalité multichaîne





p(s′ | s, a)ρ(s′)











a ∈ A |
∑
s′∈S
p(s′ | s, a)ρ(s′) = ρ(s)
}
On a alors ρ = ρ∗.
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Dans le cas unichaîne, le gain ρ est constant etBs = A. Les équations d’optimalité
se réduisent alors à






p(s′ | s, a)U(s′)
)
(1.5)
Le lien entre solutions des équations d’optimalité et politiques optimales est alors
établi avec le théorème suivant :
THÉORÈME 1.11 [PUT 94].– Soit (ρ, U) une solution aux équations d’optimalité. Il
existe alors une politique stationnaire markovienne déterministe gain-optimale π∗ ∈
D, déterminée par :






p(s′ | s, a)U(s′)
)





ne vérifient pas les équations d’optimalité.
Remarquons enfin que les solutions des équations d’optimalité ne sont pas uniques,
car si (ρ∗, U) est solution, il en est au moins de même pour (ρ∗, U + ke) pour tout
scalaire k. Surtout, il peut y avoir plusieurs fonctions de valeur relative solutions,
définissant des politiques différentes, associées au même ρ∗ optimal. Il est alors utile
de rechercher parmi ces différentes solutions celles qui maximisent la fonction de
valeur relative, on parle alors de bias-optimality.
1.6. Algorithmes de résolution des MDP
1.6.1. Le critère fini
Le cas de l’horizon fini est assez simple. Les équations d’optimalité permettent
en effet de calculer récursivement à partir de la dernière étape les fonctions de valeur
optimales V ∗1 , . . . , V
∗
N selon l’algorithme 1.1.
La complexité temporelle et spatiale de cet algorithme est en O(N |S|2|A|).
1.6.2. Le critère γ-pondéré
Trois grandes familles de méthodes existent pour résoudre de tels MDP : la pro-
grammation linéaire, l’itération sur les valeurs et l’itération sur les politiques. Toutes
recherchent des politiques optimales dans D.
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Algorithme 1.1 : Programmation dynamique à horizon fini
V0 ← 0
pour n← 0 jusqu’à N − 1 faire
pour s ∈ S faire
V ∗n+1(s) = maxa∈A{rN−1−n(s, a) +
∑
s′ pN−1−n(s





′|s, a)V ∗n (s′)}
retourner V ∗, π∗
1.6.2.1. Programmation linéaire
Il est immédiat de vérifier que si V ∈ V minimise la fonction ∑s∈S V (s) sous
la contrainte V ≥ LV , alors V = V ∗γ . En effet, nous avons montré au cours de la
preuve du théorème 1.4 que V ≥ LV impliquait V ≥ V ∗γ et donc que
∑
s∈S V (s) ≥∑
s∈S V
∗
γ (s). Une manière de rechercher la fonction de valeur optimale V
∗
γ est donc
de résoudre le système linéaire associé, comme décrit dans l’algorithme 1.2 ci-dessous.








V (s) ≥ r(s, a) + γ
∑
s′∈S
p(s′ | s, a)V (s′), ∀s ∈ S, a ∈ A
pour s ∈ S faire




retourner V , π
Cette approche a été proposée initialement par [D’E 63]. Si n et m sont les tailles
respectives de S et A, avec p() et r() codées sur b bits, la complexité d’un tel algo-
rithme de programmation linéaire sur les rationnels est polynomiale en |S|, |A|, b,
avec des temps de résolution assez lents [LIT 95c]. Nous verrons toutefois au chapitre
9 que des méthodes de programmation linéaire peuvent s’avérer très efficaces dans le
cadre des MDP admettant une représentation factorisée.
1.6.2.2. Algorithme d’itération sur les valeurs
L’approche la plus classique se base aussi sur la résolution directe de l’équation
d’optimalité de Bellman V = LV , en utilisant pour cela une méthode itérative de type
point fixe, d’où son nom anglais de value iteration [BEL 57, BER 87, PUT 94].
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Comme le prouve le théorème 1.4, la solution de l’équation de Bellman est obtenue
comme limite de la suite Vn+1 = LVn, quelle que soit l’initialisation de V0. Il est
alors établi qu’un nombre maximum d’itérations polynomial en |S|, |A|, b, 1/(1 −
γ) log(1/(1−γ)) est nécessaire pour atteindre π∗, chaque itération étant de complexité
O(|A||S|2) [PAP 87]. Au delà de ce nombre d’itérations, la suite Vn est de plus en plus
proche de V ∗ mais la politique correspondante πn = π∗ ne change plus.
En pratique, plusieurs conditions d’arrêt de l’itération peuvent être envisagées. La
plus classique consiste à stopper l’itération lorsque ‖ Vn+1 − Vn ‖< ǫ, où ǫ est un
seuil d’erreur fixé a priori. On aboutit à l’algorithme 1.3 suivant :
Algorithme 1.3 : Algorithme d’itération sur les valeurs - Critère γ-pondéré
initialiser V0 ∈ V
n← 0
répéter
pour s ∈ S faire
Vn+1(s) = maxa∈A
{
r(s, a) + γ
∑
s′∈S p(s
′ | s, a)Vn(s′)
}
n← n+ 1
jusqu’à ‖ Vn+1 − Vn ‖< ǫ
pour s ∈ S faire





On montre alors que ‖ Vn − V ∗γ ‖< ǫ′ avec ǫ′ = 2γ1−γ ǫ (voir chapitre 11).
Il est possible d’améliorer la vitesse de convergence de l’algorithme d’itération
sur les valeurs en modifiant légèrement le calcul de Vn+1. L’idée consiste à utiliser
Vn+1(s) à la place de Vn(s) lorsque cette valeur a déjà été calculée. On définit ainsi
l’algorithme de Gauss-Seidel, en numérotant les états de S de 1 à |S| (algorithme 1.4).
Cette idée peut encore être généralisée au cas où les états mis à jour à chaque
itération sont sélectionnés aléatoirement parmi S. On définit ainsi la programmation
dynamique asynchrone [BER 89].
Il est enfin possible d’optimiser encore l’algorithme en éliminant dès que possible
des actions qui s’avèrent être définitivement non optimales. Cela permet ainsi de ré-
duire la complexité de l’opération de maximisation sur A.
1.6.2.3. Algorithme d’itération sur les politiques
La dernière classe importante d’algorithmes de résolution est constituée des mé-
thodes itérant sur les politiques elles-mêmes.
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Algorithme 1.4 : Algorithme d’itération sur les valeurs - Gauss-Seidel
initialiser V0 ∈ V
n← 0
répéter
pour i← 1 jusqu’à |S| faire
Vn+1(si) = maxa∈A
{
r(s, a) + γ
∑
1≤j<i p(sj | s, a)Vn+1(sj) +
γ
∑
i≤j≤|S| p(sj | s, a)Vn(sj)
}
n← n+ 1
jusqu’à ‖ Vn+1 − Vn ‖< ǫ
pour s ∈ S faire





Considérons une politique stationnaire π ∈ D et V πγ sa fonction de valeur. L’algo-
rithme d’itération sur les politiques exploite la propriété suivante :
PROPRIÉTÉ 1.1.– Amélioration sur 1 coup de la politique
Soit π ∈ D. Toute politique π+ définie par
π+ ∈ argmax
δ∈D















{rδ + γPδV πγ }
≥ rπ + γPπV πγ
≥ V πγ







γ − V π
+
γ ) ≥ V πγ
V π
+
γ − γPπ+V π
+
γ ≥ V πγ − γPπ+V πγ
(I − γPπ+)V π
+
γ ≥ (I − γPπ+)V πγ
V π
+
γ ≥ V πγ
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car si u ≥ v, (I − γPπ+)−1u = u + γPπ+u + γ2P 2π+u2 · · · ≥ v + γPπ+v +
γ2P 2π+v
2 · · · ≥ (I − γPπ+)−1v.
L’égalité n’est possible que si maxδ∈D{rδ + γPδV πγ } = V πγ , soit V πγ = V ∗γ . 
L’algorithme d’itération sur les politiques se décline donc ainsi (algorithme 1.5) :
soit la politique πn à l’itération n. Dans une première étape, on résout le système
d’équations linéaires Vn = LπnVn puis, dans un second temps, on améliore la poli-
tique courante en posant πn+1 ∈ argmaxδ∈D{rδ + γPδVn}. On stoppe l’algorithme
lorsque πn = πn+1.
La suite Vn, croissante et bornée par V ∗γ , converge. Comme il y a un nombre fini
de politiques, la suite πn converge alors en un nombre fini d’itération. A la limite,
Vn = V
∗
γ et πn est optimale.
Algorithme 1.5 : Algorithme d’itération sur les politiques - Critère γ-pondéré




Vn(s) = r(s, πn(s)) + γ
∑
s′∈S
p(s′ | s, πn(s))Vn(s′), ∀s ∈ S
pour s ∈ S faire
πn+1(s) ∈ argmaxa∈A
{
r(s, a) + γ
∑
s′∈S p(s
′ | s, a)Vn(s′)
}
n← n+ 1
jusqu’à πn = πn+1
retourner Vn, πn+1
La complexité de l’algorithme d’itération sur les politiques est en O(|A||S|2) +
O(|S|3) par itération, avec un nombre maximum d’itérations polynomial en |S|, |A|, b
à γ constant [PAP 87].
Là aussi, il est possible d’améliorer l’efficacité de cet algorithme en simplifiant
la phase d’évaluation de la politique courante πn. Une approche classique consiste à
résoudre l’équation Vn = LπnVn de manière itérative, comme pour l’itération sur les
valeurs, mais à s’arrêter au bout d’un faible nombre d’itérations. L’utilisation de ce
principe conduit à l’algorithme modifié d’itération sur les politiques (algorithme 1.6).
Cet algorithme combine les caractéristiques de l’itération sur les valeurs et de l’ité-
ration sur les politiques. Il converge pour tout δ vers une politique optimale pour
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Algorithme 1.6 : Algorithme modifié d’itération sur les politiques - Critère γ-
pondéré




pour s ∈ S faire
πn+1(s) ∈ argmaxa∈A
{
r(s, a) + γ
∑
s′∈S p(s
′ | s, a)Vn(s′)
}
(πn+1(s) = πn(s) si possible)
V 0n (s) = maxa∈A
{
r(s, a) + γ
∑
s′∈S p(s
′ | s, a)Vn(s′)
}
m← 0
si ‖ V 0n − Vn ‖< ǫ alors flag ← 1
sinon
répéter
pour s ∈ S faire
V m+1n (s) = r(s, πn+1(s))+γ
∑
s′∈S p(s
′ | s, πn+1(s))V mn (s′)
m← m+ 1
jusqu’à ‖ V m+1n − V mn ‖< δ
Vn+1 ← V mn
n← n+ 1
jusqu’à flag = 1
retourner Vn, πn+1
ǫ → 0, sous l’hypothèse LV0 ≥ V0. Cette condition est par exemple vérifiée pour





pour tout s ∈ S.
En pratique, les algorithmes d’itération sur les politiques et, en particulier, l’algo-
rithme modifié d’itération sur les politiques, apparaissent plus efficaces que les algo-
rithmes d’itération sur les valeurs et doivent leur être préférés.
1.6.3. Le critère total
1.6.3.1. MDP positifs
On montre pour les modèles bornés positivement que l’algorithme d’itération sur
les valeurs converge de manière monotone vers V ∗ sous l’hypothèse que V0 vérifie
0 ≤ V0 ≤ V ∗.
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En ce qui concerne l’algorithme d’itération sur les politiques adapté au cas des
MDP positifs (algorithme 1.7), on impose une condition sur V0 qui implique que Vn
reste dans V+ pour tout n. Le calcul de Vn peut être mené en forçant à 0 la valeur
Vn(s) pour tous les états récurrents de la chaîne définie par Pπn . On montre alors que
cet algorithme converge en un nombre fini d’itérations vers V ∗ et π∗. De même, sous
les hypothèses LV0 ≥ V0 et V0 ≤ V ∗, on montre que l’algorithme modifié d’itération
sur les politiques converge vers une politique optimale. En pratique V0 = 0 est une
condition suffisante.
Algorithme 1.7 : Algorithme d’itération sur les politiques - Critère total - MDP
positifs
initialiser π0 ∈ D avec rπ0 ≥ 0
n← 0
répéter
calculer la solution minimale de
Vn(s) = r(s, πn(s)) +
∑
s′∈S
p(s′ | s, πn(s))Vn(s′), ∀s ∈ S






′ | s, a)Vn(s′)
}
(πn+1(s) = πn(s) si possible)
n← n+ 1
jusqu’à πn = πn+1
retourner Vn, πn+1
1.6.3.2. MDP négatifs
On montre que l’algorithme d’itération sur les valeurs converge de manière mono-
tone vers V ∗ pour toute condition initiale V ∗ ≤ V0 ≤ 0.
Par contre, ce n’est pas le cas pour les algorithmes d’itération sur les politiques,
qui peuvent s’arrêter sur des politiques sous-optimales. Il en est de même pour l’algo-
rithme modifié d’itération sur les politiques.
1.6.4. Le critère moyen
En ce qui concerne le critère moyen, de même que pour le critère γ-pondéré, on
dispose de nombreux algorithmes de programmation dynamique pour calculer des
politiques gain-optimales. On présente ici les deux principaux, dans le cas simplifié
de MDP unichaînes (toutes les politiques sont unichaînes) pour lesquels le gain moyen
ρ est constant. Le test d’arrêt est ici basé sur l’emploi de la semi-norme span sur V :
∀V ∈ V , span(V ) = maxs∈S V (s) − mins∈S V (s). Contrairement à ‖ V ‖ qui
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mesure l’écart de V à 0, la semi-norme span(V ) mesure l’écart de V à un vecteur
constant.
1.6.4.1. Algorithme d’itération sur les valeurs relatives
L’algorithme 1.8 est un algorithme d’itération sur les valeurs relatives U(s) =
V (s)− ρ.
Algorithme 1.8 : Algorithme d’itération sur les valeurs relatives - Critère moyen
initialiser U0 ∈ V








′ | s∗, a)Un(s′)
}










jusqu’à span(Un+1 − Un) < ǫ
pour s ∈ S faire




retourner ρn, Un, π
Sous différentes hypothèses techniques, on peut montrer sa convergence pour ǫ→
0 vers une solution (ρ∗, V ∗) des équations d’optimalité (1.5) et donc vers une politique
optimale π∗ (voir [PUT 94], théorème 8.5.3). Pour un MDP unichaîne, c’est le cas par
exemple si p(s | s, a) > 0 pour tout s et a.
1.6.4.2. Algorithme modifié d’itération sur les politiques
L’algorithme 1.9 est un algorithme modifié d’itération sur les politiques, qui ne né-
cessite pas la résolution de l’équation (1.4) pour évaluer la fonction de valeur relative.
Pour δ élevé, l’algorithme est équivalent à l’itération sur les valeurs (non relative
car on ne gère pas ici explicitement le revenu moyen ρn). Pour δ proche de 0, on re-
trouve une itération sur les politiques classique. Sous les mêmes conditions techniques
précédentes, on montre que cet algorithme converge pour tout δ vers une politique op-
timale pour ǫ→ 0. Plus précisément, lorsque l’algorithme s’arrête, on a
min
s∈S
(V 0n (s)− Vn(s)) ≤ ρπn+1 ≤ ρ∗ ≤ max
s∈S
(V 0(s)− Vn(s)),
ce qui assure | ρπn+1 − ρ∗ |≤ ǫ.
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Algorithme 1.9 : Algorithme modifié d’itération sur les politiques - Critère
moyen










′ | s, a)Vn(s′)
}
(πn+1(s) = πn(s) si possible)





′ | s, a)Vn(s′)
}
m← 0
si span(V 0n − Vn) < ǫ alors flag ← 1
sinon
répéter
pour s ∈ S faire
V m+1n (s) = r(s, πn+1(s)) +
∑
s′∈S p(s
′ | s, πn+1(s))V mn (s′)
m← m+ 1
jusqu’à span(V m+1n − V mn ) < δ
Vn+1 ← V mn
n← n+ 1
jusqu’à flag = 1
retourner Vn, πn+1
1.7. Conclusion et perspectives
Le cadre des processus décisionnels de Markov, avec les modèles de décision, cri-
tères d’optimalité et algorithmes d’optimisation que nous venons de présenter consti-
tue un outil méthodologique de base en intelligence artificielle. Il est en particulier
devenu incontournable pour concevoir et analyser les méthodes formelles dévelop-
pées aujourd’hui sur le thème de la décision séquentielle dans l’incertain.
Malgré sa généralité, le cadre théorique que nous avons exposé au cours de ce cha-
pitre n’est toutefois pas exempt de limites en termes théoriques. Tout d’abord, ce cadre
suppose de la part de l’agent une parfaite connaissance des fonctions de transition et
de récompense qui définissent le problème auquel il est confronté. Nous verrons au
chapitre 2 comment l’apprentissage par renforcement permet de relâcher cette hypo-
thèse. Par ailleurs, on suppose que l’agent a directement accès à son état. Or, dans la
plupart des situations où l’on représente un agent en interaction avec son environne-
ment, l’agent ne dispose pas d’un tel accès à son état, mais plutôt à des perceptions
différenciées qui le renseignent exhaustivement ou non sur sa situation vis-à-vis de
son environnement. Nous verrons au chapitre 3 comment formaliser une observation
partielle de l’état du monde. De même, une autre limite formelle concerne le caractère
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mono-agent du cadre des MDPs. De nombreux problèmes requièrent la modélisation
de plusieurs agents évoluant et agissant ensemble au sein du même environnement.
Nous présenterons dans les chapitres 4 et 8 les travaux qui étendent les MDPs au cadre
multi-agents. Enfin, une autre limitation théorique du cadre des MDP provient de l’ex-
pression du critère à optimiser, sous la forme de l’espérance d’une somme de récom-
penses à maximiser. Nous verrons alors dans le chapitre 5 comment il est possible
d’étendre les représentations de l’incertitude et des préférences de l’agent à d’autres
formalismes.
Les utilisations de plus en plus nombreuses du cadre des MDP et de ses exten-
sions évoquées ci-dessus pour aborder des problèmes de décision dans des domaines
finalisés variés, qui vont de la gestion indutrielle aux agro-écosystèmes en passant
par la robotique et les applications militaires, ont amené à considérer de manière de
plus en plus sérieuse la question de l’efficacité des algorithmes de résolution propo-
sés. Plusieurs chapitres de cet ouvrage seront ainsi consacrés à des méthodes récentes
permettant de dépasser les limitations traditionnelles des algorithmes de programma-
tion dynamique, dont les principales sont l’approximation de la fonction de valeur
(chapitre 11), les représentations factorisées (chapitre 9), l’optimisation de politiques





Par rapport aux méthodes de planification présentées au chapitre 1, dans lesquelles
l’agent connaît a priori la fonction de transition et la fonction de récompense du pro-
blème décisionnel de Markov auquel il est confronté, les méthodes d’apprentissage
par renforcement permettent de traiter les situations dans lesquelles les fonctions de
transition et de récompense ne sont pas connues a priori.
EXEMPLE.– Reprenons l’exemple de l’entretien d’une voiture abordé dans l’intro-
duction du chapitre précédent (voir page 18). Si on doit maintenant faire l’entretien
d’un modèle de voiture que nous n’avons jamais rencontré précédemment et qui nous
est livrée sans manuel technique, nous n’avons pas assez de connaissance pour mo-
déliser ce problème sous forme d’un MDP. En effet, il se peut que cette voiture soit,
par exemple, plus robuste aux fuites d’huile et donc nous ne connaissons pas les pro-
babilités de panne dans ce cas. De même, nous ne savons pas le prix des pièces de
rechange et il est donc impossible de connaître le coût d’une action à l’avance. Une
solution possible dans ce cas est d’utiliser les méthodes d’apprentissage par renforce-
ment qui s’appuient sur une succession d’expériences : en expérimentant, nous allons
petit à petit pouvoir estimer directement la valeur des actions, au sens de la fonction
de valeur d’action décrite au chapitre précédent, pour chaque état de la voiture, sans
forcément avoir à apprendre les différentes probabilités de panne. Et cette estimation
de la valeur des actions permettra finalement de choisir l’action optimale en fonction
de l’état de la voiture.
Chapitre rédigé par Olivier SIGAUD et Frédérick GARCIA.
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Le présent chapitre est donc consacré au traitement de ce problème plus complexe
que le précédent.
2.1.1. Bref aperçu historique
La présentation adoptée dans la suite de ce chapitre fait l’objet d’une reconstruc-
tion a posteriori qui ne rend pas compte de l’enchaînement historique des idées. Avec
un souci de clarté des concepts, notre présentation s’appuiera sur l’ouvrage de Sut-
ton et Barto [SUT 98], qui constitue une synthèse d’une qualité telle qu’il est difficile
de s’en démarquer. Cependant, avant d’en venir au cœur de cette présentation, nous
donnons un bref aperçu de la succession des étapes qui ont conduit à la formulation ac-
tuelle des modèles théoriques de l’apprentissage par renforcement, en nous focalisant
sur le développement de modèles informatiques.
La plupart des méthodes algorithmiques de l’apprentissage par renforcement re-
posent sur des principes simples issus de l’étude de la cognition humaine ou animale,
comme par exemple le fait de renforcer la tendance à exécuter une action si ses consé-
quences sont jugées positives, ou encore de faire dépendre ce renforcement de la durée
qui sépare la récompense de l’action, ou de la fréquence à laquelle cette action a été
testée. Cet arrière-plan psychologique a été présenté dans [SIG 04].
Les premiers travaux en informatique représentatifs du cadre de l’apprentissage
par renforcement datent approximativement de 1960. En 1961, Michie [MIC 61] dé-
crit un système capable d’apprendre à jouer au morpion par essais et erreurs. Puis
Michie et Chambers [MIC 68] écrivent en 1968 un programme capable d’apprendre
à maintenir un pendule inversé à l’équilibre. Parallèlement, Samuel [SAM 59] réa-
lise un logiciel qui apprend à jouer aux dames en utilisant une notion de différence
temporelle. Les deux composantes, exploration par essais et erreurs et gestion de sé-
quences d’action par différences temporelles vont être au cœur des modèles ultérieurs.
La synthèse entre les deux courants est réalisée par Klopf [KLO 72, KLO 75]. Dans
la lignée de ces travaux, les principaux acteurs du développement de l’apprentissage
par renforcement en informatique, Sutton et Barto, implémentent en 1981 [SUT 81]
un perceptron linéaire dont l’équation de mise à jour dérive directement des théories
développées en psychologie expérimentale par Rescorla et Wagner [RES 72]. Jozefo-
wiez fait très clairement apparaître dans sa thèse [JOZ 01] que l’équation de Rescorla-
Wagner, qui est d’une importance considérable pour les modèles de l’apprentissage
animal, n’est rien d’autre que la version approximée par un perceptron linéaire de l’al-
gorithme TD(0) présenté à la section 2.4.1. Cette équivalence explique que le recours
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aux algorithmes d’apprentissage par renforcement soit aussi appelé « programmation
neurodynamique » 1.
Sur ces bases, Sutton et Barto proposent en 1983 avec Anderson [BAR 83] une
méthode, AHC-LEARNING 2, qui est considérée comme le véritable point de départ
des travaux qui font l’objet de ce chapitre. De façon intéressante, AHC-LEARNING
repose sur une architecture acteur-critique dont nous verrons à la section 2.4.5, qu’elle
est au cœur du dialogue qui s’instaure à présent entre la modélisation informatique et
la modélisation neurophysiologique de l’apprentissage par renforcement chez l’ani-
mal.
La formalisation mathématique des algorithmes d’apprentissage par renforcement
telle que nous la connaissons aujourd’hui s’est développée à partir de 1988 lorsque
Sutton [SUT 88] puis Watkins [WAT 89] ont fait le lien entre leurs travaux et le cadre
théorique de la commande optimale proposée par Bellman en 1957 avec la notion de
MDP [BER 95].
2.2. Apprentissage par renforcement : vue d’ensemble
2.2.1. Approximation de la fonction de valeur
Le principe de l’apprentissage par renforcement repose en premier lieu sur une
interaction itérée du système apprenant avec l’environnement, sous la forme de l’exé-
cution à chaque instant n d’une action an depuis l’état courant sn, qui conduit au
nouvel état s′n et qui fournit la récompense rn. Sur la base de cette interaction, une
politique est petit à petit améliorée. En pratique toutefois, la plupart des algorithmes
d’apprentissage par renforcement ne travaillent pas directement sur la politique, mais
passent par l’approximation itérative d’une fonction de valeur, issue de la théorie des
MDP présentée au chapitre précédent.
La notion de fonction de valeur, qui associe à chaque état possible une estima-
tion de la valeur pour l’agent de se situer en cet état en fonction de l’objectif visé3,
est fondamentale en apprentissage par renforcement. Elle permet de distinguer clai-
rement l’apprentissage par renforcement de toutes les autres méthodes d’optimisation
basées sur la simulation, comme les algorithmes génétiques [?], la programmation gé-
nétique [?], le recuit simulé [?], etc. qui permettent aussi de construire des politiques
1. Plus précisément, le terme neuro-dynamic programming définit l’ensemble des techniques
couplant programmation dynamique ou apprentissage par renforcement et méthodes de généra-
lisation [BER 96].
2. Adaptive Heuristic Critic learning
3. Il s’agit donc là d’une notion similaire à celle introduite en théorie des jeux sous le nom de
fonction d’évaluation.
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optimales, mais qui n’exploitent pas pour cela la structure temporelle des problèmes
décisionnels considérés, comme le fait l’apprentissage par renforcement à l’échelle de
l’expérience (état courant, action, récompense, état suivant).
La plupart des méthodes de l’apprentissage par renforcement que nous allons voir
dans ce chapitre sont étroitement liées aux algorithmes de programmation dynamique
présentés au chapitre précédent. En effet, le problème de définir et de calculer des
politiques optimales a été formalisé dans le cadre des MDP depuis la fin des années
50, et l’apprentissage par renforcement peut être perçu comme une simple extension
des algorithmes classiques de programmation dynamique au cas où la dynamique du
processus à contrôler n’est pas connue a priori.
2.2.2. Méthodes directes et indirectes
Les méthodes d’apprentissage par renforcement sont dites indirectes ou directes
selon que l’on maintient ou non un modèle explicite des fonctions de transition et de
récompense du MDP que l’on cherche à contrôler. À ce titre, les méthodes de pro-
grammation dynamique vues au chapitre précédent peuvent être considérées comme
des cas limites de méthodes indirectes, où le modèle maintenu est le modèle exact par
hypothèse.
Lorsque le modèle de la dynamique n’est pas connu initialement, les méthodes
indirectes doivent donc identifier en ligne ce modèle. Dans les cas discrets que nous
considérons, cette identification se fait simplement par maximum de vraisemblance.
D’autre part, il s’agit de rechercher sur la base du modèle courant une fonction de
valeur ou une politique optimale. Il est alors possible d’exploiter les algorithmes clas-
siques de programmation dynamique.
Les méthodes directes ne passent pas par l’identification d’un modèle de la dy-
namique du système : les paramètres cachés p(s′|s, a) et r(s, a) ne sont pas estimés
et seule la fonction de valeur est mise à jour itérativement au cours du temps. Le
principal avantage est ici en terme de place mémoire nécessaire et, historiquement,
l’apprentissage par renforcement revendiquait d’être une méthode directe. Ainsi, les
algorithmes les plus classiques de l’apprentissage par renforcement que nous présen-
tons ci-dessous partagent tous, chacun à sa manière, le même principe général qui est
d’approximer à partir d’expériences une fonction de valeur optimale V sans nécessi-
ter la connaissance a priori d’un modèle du processus, et sans chercher à estimer ce
modèle à travers les expériences accumulées. Plutôt qu’une fonction V qui associe
une valeur à chaque état, nous verrons que l’on peut aussi chercher à approximer une
fonction Q qui associe une valeur à chaque action réalisée dans chaque état.
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2.2.3. Apprentissage temporel, non supervisé et par essais et erreurs
Quelques caractéristiques permettent de distinguer l’apprentissage par renforce-
ment des autres formes d’apprentissage.
En informatique, on distingue d’une part l’apprentissage dit « supervisé », dans
lequel un « instructeur » indique à l’apprenant quelle réponse il aurait dû fournir dans
un contexte donné et, d’autre part, l’apprentissage dit « non supervisé », dans lequel
l’apprenant doit identifier par lui-même la meilleure réponse possible.
Dans le cadre de l’apprentissage supervisé, la meilleure réponse possible est four-
nie à l’apprenant si bien qu’il n’a pas besoin de la rechercher. C’est le cas, par exemple,
avec l’algorithme de rétro-propagation du gradient dans les réseaux de neurones à
couches [?]. L’apprentissage par renforcement se distingue de l’apprentissage super-
visé par le fait que, lorsqu’il reçoit un premier signal d’évaluation, l’apprenant ne
sait toujours pas si la réponse qu’il a donnée est la meilleure possible ; il doit essayer
d’autres réponses pour déterminer s’il peut recevoir une meilleure évaluation.
Parmi les méthodes d’apprentissage non supervisé, il faut distinguer les méthodes
dans lesquelles l’apprentissage se fait sans évaluation, par exemple en mémorisant
simplement des associations observées, et les méthodes dans lesquelles une évaluation
est fournie à l’apprenant, comme c’est le cas pour l’apprentissage par renforcement.
L’apprentissage par renforcement est donc une forme d’apprentissage non supervisé
reposant sur une évaluation. La présence de cette évaluation implique un mode de
fonctionnement par essais et erreurs.
Enfin, l’apprentissage par renforcement porte sur des séquences temporelles. Lorsque
l’on cherche à classer des données décrivant des iris, même si le processus d’appren-
tissage est itératif (le professeur fournit des exemples l’un après l’autre), le temps ne
change rien à l’affaire, au sens où l’ordre dans lequel sont présentés les exemples
importe peu. Au contraire, en apprentissage par renforcement, tout choix d’une action
exécutée dans un état a des conséquences à plus ou moins long terme et la donnée de la
récompense immédiate n’est rien sans les autres données qui correspondent à la suite
de l’interaction entre l’agent et l’environnement. On peut en effet être confronté à des
récompenses retardées et les méthodes de l’apprentissage par renforcement offrent
des outils permettant de gérer cette difficulté.
Dès lors, alors que l’apprentissage par simple mémorisation des associations ob-
servées peut se faire directement, l’apprentissage par renforcement induit par nature
une activité d’exploration de la part de l’agent. Il faut que cet agent explore son en-
vironnement pour déterminer dans quelles circonstances il est puni ou récompensé
et quelles sont les séquences d’action qui lui permettent d’atteindre les récompenses
plutôt que les punitions. Cette nécessité d’explorer est à la source de la présence dans
tous les travaux d’apprentissage par renforcement du dilemme posé par le compromis
entre exploration et exploitation.
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2.2.4. Le dilemme exploration/exploitation
Pour régler la politique de façon à maximiser sa récompense sur le long terme,
la phase d’apprentissage se trouve confrontée à la nécessité de trouver un compromis
entre l’exploitation, qui consiste à refaire les actions dont on connaît déjà la récom-
pense à laquelle elles donnent lieu, et l’exploration, qui consiste à parcourir de nou-
veaux couples (état, action) à la recherche d’une récompense cumulée plus grande,
mais au risque d’adopter parfois un comportement sous-optimal. En effet, tant que
l’agent n’a pas exploré la totalité de son environnement, il n’est pas certain que la
meilleure politique qu’il connaît est la politique optimale.
En conséquence, toutes les preuves de convergence des algorithmes d’apprentis-
sage par renforcement exigent en théorie que toutes les transitions soient expérimen-
tées [WAT 92]. En pratique, toutefois, on se contente d’une exploration partielle qui
suffit en général à découvrir une politique satisfaisante.
L’exploration peut porter sur le choix de l’état sn ou sur celui de l’action an.
La plupart du temps, le choix le plus naturel concernant sn est de poser à chaque
itération sn+1 = s′n, c’est-à-dire de laisser à la dynamique du système le soin de gérer
l’exploration de l’espace d’états. D’une part, cela permet de se concentrer sur les zones
importantes de l’espace d’états, accélérant ainsi la convergence (c’est aussi une des
raisons de l’efficacité d’algorithmes comme RTDP, décrit chapitre 10). D’autre part,
c’est souvent nécessaire du fait de la structure des systèmes sur lesquels est réalisé
l’apprentissage. Par exemple, dans un contexte robotique, on ne maîtrise pas le choix
de l’état suivant. Il est clair toutefois que lorsque s′n est un état absorbant, c’est-à-
dire un état dans lequel le système reste une fois qu’il y est entré, il est nécessaire de
réinitialiser le processus en tirant par exemple au hasard un nouvel état sn+1 dans S.
La seconde heuristique concerne le choix de l’action an. Une action choisie uni-
formément dans A à chaque itération satisfait bien le critère de convergence, avec
une exploration maximale, mais un tel choix est peu efficace pour deux raisons. Tout
d’abord, la valeur de la meilleure action en chaque état étant aussi souvent mise à jour
que la valeur de la plus mauvaise action, l’apprentissage se fait sûrement mais très
lentement. D’autre part, les récompenses accumulées au cours de l’apprentissage sont
nécessairement moyennes, ce qui peut être inacceptable lorsque cet apprentissage est
en prise avec le système dynamique réel et non simulé.
Inversement, le choix à chaque itération de l’action an correspondant à la politique
optimale courante (on parle d’action gloutonne 4 et de politique gloutonne 5), n’est pas
non plus satisfaisant, car il conduit généralement soit à une politique sous-optimale,
soit à la divergence de l’algorithme.
4. greedy-action
5. greedy-policy
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Ainsi, les algorithmes d’apprentissage par renforcement retiennent un compromis
entre exploration et exploitation qui consiste à suivre la politique optimale courante la
plupart du temps, tout en choisissant plus ou moins régulièrement une action aléatoire
pour an. Comme le dit élégamment Jozefowiez [JOZ 01], compte tenu de la nécessité
de cette exploration plus ou moins aléatoire, la résolution d’un problème d’apprentis-
sage par renforcement reste un art plutôt qu’une science.
Plusieurs méthodes de choix de an ont été proposées, que l’on classe en deux
catégories dites dirigées ou non-dirigées [THR 92].
Les méthodes non-dirigées utilisent peu d’information issues de l’apprentissage
autre que la fonction de valeur elle-même. Citons par exemple [BER 96, KAE 98] :
– sur un intervalle de N1 itérations, suivre la meilleure politique connue, puis sur
N2 itérations, tirer uniformément an dans A ;
– les méthodes ǫ-greedy, qui consistent à utiliser à chaque itération un tirage semi-
uniforme, qui consiste à suivre la meilleure politique connue avec une probabilité 1−ǫ,
ou à tirer uniformément an dans A avec une probabilité ǫ, et ǫ ∈ [0, 1] ;
– les méthodes softmax, qui consistent à tirer an dans A selon une distribution de










avec limn→∞ T = 0
oùQn(s, a) représente la fonction de valeur associée à la réalisation de l’action a dans
l’état s.
Ces différentes fonctions d’exploration font intervenir des paramètres (N1, N2, τ et
T ) qui contrôlent le degré d’exploration dans le choix de an. Par exemple, si N1 = 0,
T très grand ou τ = 1, l’algorithme d’apprentissage parcourt uniformément toutes les
actions. Les cas utiles en pratique sont pour N1 > 0, T < +∞ et τ < 1, qui assurent
expérimentalement une convergence beaucoup plus rapide. La méthode de la roue de
la fortune 6 est un cas particulier de méthode softmax dans laquelle le facteur T de
température est constant au lieu de décroître.
Les méthodes dirigées utilisent pour leur part des heuristiques propres au problème
de l’exploration, en se basant sur des informations acquises au cours de l’apprentis-
sage. La plupart de ces méthodes reviennent à ajouter à la valeur Q(s, a) d’une action
dans un état un bonus d’exploration [MEU 96]. Ce bonus peut être local comme dans
6. roulette wheel selection
58 PDM en IA
la méthode de l’estimation d’intervalle 7 [?], ou propagé d’état à état au cours de l’ap-
prentissage [?]. Des définitions simples de ce bonus d’exploration conduisent à des
résultats intéressants :
– la recency-based method : le bonus est égal à ε
√
δnsa où δnsa représente le
nombre d’itérations parcourues depuis la dernière exécution de l’action a dans l’état
s, et où ε est une constante inférieure à 1 ;
– la méthode de l’uncertainty estimation : le bonus est égal à cnsa , où c est une
constante et nsa représente le nombre de fois où l’action a a déjà été choisie dans
l’état s.
Ces différentes méthodes d’exploration peuvent être utilisées indifféremment quel
que soit l’algorithme d’apprentissage par différence temporelle auquel on fait appel.
En effet, pour tous les algorithmes de différence temporelle que nous allons présenter
dans la suite, si l’hypothèse de Markov est vérifiée et si l’on parcourt tous les états
un nombre infini de fois, alors les valeurs V (st) ou les qualités des actions Q(st, at)
convergent vers les valeurs optimales.
Notons qu’au sein d’un algorithme d’apprentissage par renforcement, il est néces-
saire de distinguer la politique d’exploration simulée à chaque itération, qui est une
politique aléatoire et la meilleure politique courante, qui est markovienne déterministe
et qui tend vers une politique optimale π∗.
Enfin, nous verrons à la section 2.5.2 qu’il existe dans le cadre de l’apprentissage
par renforcement indirect des méthodes d’exploration récentes dotés d’une preuve de
convergence en fonction polynomiale de la taille du problème.
2.2.5. Des méthodes incrémentales fondées sur une estimation
Il existe trois classes d’algorithme d’optimisation du comportement :
• Les algorithmes de programmation dynamique s’appliquent dans le cas où l’agent
dispose d’un modèle de son environnement, c’est-à-dire lorsque les fonctions de tran-
sition p et de récompense r sont connues a priori. Elles peuvent aussi s’appliquer
dans le cas où l’on cherche à apprendre le modèle, donc dans le cadre des méthodes
indirectes. Nous y reviendrons à la section 2.5.1.
• Les méthodes de programmation dynamique présentent l’avantage d’être incré-
mentales. On peut réaliser des itérations successives qui convergent peu à peu vers
la fonction de valeur optimale, ce qui permet d’agir sans attendre de réaliser toutes
7. interval estimation
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les itérations. Par contre, elles exigent une connaissance parfaite de la fonction de
transition et de la fonction de récompense du MDP associé. Les méthodes de Monte
Carlo présentent les avantages et inconvénients opposés. Elles ne présupposent au-
cune connaissance a priori du problème de décision markovien à résoudre, mais elles
ne sont pas incrémentales.
• Les méthodes de différence temporelle reposent sur une estimation incrémentale
du modèle de l’environnement. Comme les méthodes de Monte Carlo, elles réalisent
cette estimation sur la base de l’expérience de l’agent et se passent ainsi d’un modèle
du monde. Néanmoins, elles combinent cette estimation avec des mécanismes de pro-
pagation locale d’estimation des valeurs tirées de la programmation dynamique, ce
qui leur permet de conserver un caractère incrémental.
Les méthodes de différence temporelle, qui constituent le cœur de l’apprentissage
par renforcement proprement dit, se caractérisent donc par cette combinaison du re-
cours à l’estimation avec des propriétés d’incrémentalité.
Les méthodes de programmation dynamique ont déjà été présentées au chapitre
précédent. Nous consacrons la section suivante aux méthodes de Monte Carlo, avant
de nous tourner à la section 2.4 vers les méthodes de différence temporelle.
2.3. Méthodes de Monte Carlo
2.3.1. Préliminaires généraux sur les méthodes d’estimation
Nous avons vu au chapitre précédent qu’il existait des méthodes de résolution de
l’équation d’optimalité de Bellman qui réclamaient de calculer à chaque itération la
fonction de valeur associée à la politique courante (algorithmes de policy iteration).
Ces algorithmes de programmation dynamique nécessitant la connaissance des proba-
bilités de transition et des fonctions de récompense, des méthodes ont été développées
permettant d’estimer au mieux la fonction de valeur V π d’une politique π fixée, sur la
base des seules transitions simulées en suivant cette politique. Ces algorithmes d’ap-
prentissage d’une fonction de valeur peuvent alors être utilisés au sein de méthodes
directes en apprentissage par renforcement.
Pour des raisons de clarté, nous nous plaçons à présent dans le cas d’un MDP et
d’une politique π telle que la chaîne de Markov associée p(st+1|st) = p(st+1|st, π(st))
conduise pour tout état initial vers un état terminal T absorbant de récompense nulle.
On considère donc le critère total et on cherche à estimer V (s) = E(
∑∞
0 rt | s0 = s)
à partir des seules observations (st, st+1, rt).
Une façon simple de réaliser cette estimation consiste à simuler des trajectoires à
partir de chacun des états s jusqu’à l’état terminal T . Si l’on note Rk(s) la somme cu-
mulée obtenue le long de la trajectoire k en suivant la politique π, alors une estimation
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de la fonction de valeur V en s après k + 1 trajectoires est donnée par :
∀s ∈ S, Vk+1(s) =
R1(s) +R2(s) + ...+Rk(s) +Rk+1(s)
k + 1
(2.1)
Pour ne pas avoir à stocker chacune des Rk reçues, on montre très simplement
qu’un tel calcul peut se reformuler de manière incrémentale :




Pour calculer Vk+1(s), il suffit donc de stocker Vk(s) et k. Plutôt que de stocker le
nombre k d’expériences réalisées, on utilise généralement une formule d’estimation
encore plus générique :
∀s ∈ S, Vk+1(s) = Vk(s) + α[Rk+1(s)− Vk(s)] (2.3)





Nous retrouverons cette méthode d’estimation incrémentale dans les méthodes de
différence temporelle.
2.3.2. Les méthodes de Monte Carlo
Pour résoudre un problème de planification en utilisant la programmation dyna-
mique dans le cas où l’on ne connaît pas a priori les fonctions de transition p() et de
récompense r(), l’approche indirecte de type maximum de vraisemblance qui consiste
à estimer les paramètre p() et r() puis à calculer V en résolvant l’équation V = LπV
(avec ici γ = 1) est généralement trop coûteuse, en temps et en espace.
On lui préfère classiquement l’approche dite de Monte Carlo, qui revient à simuler
un grand nombre de trajectoires issues de chaque état s de S, et à estimer V (s) en
moyennant les coûts observés sur chacune de ces trajectoires. À chaque expérience
réalisée, l’agent mémorise les transitions qu’il a effectuées et les récompenses qu’il a
reçues. Il met alors à jour une estimation de la valeur des états parcourus en associant à
chacun d’eux la part de la récompense reçue qui lui revient. Au fil de ces expériences,
la valeur estimée associée à chaque état converge alors vers la valeur exacte de l’état
pour la politique qu’il suit.
L’apport principal des méthodes de Monte Carlo réside donc dans la technique qui
permet d’estimer la valeur d’un état sur la base de la réception de plusieurs valeurs
Apprentissage par renforcement 61
successives de récompense cumulée associées à cet état lors de trajectoires distinctes.
On s’appuie alors sur la méthode d’estimation présentée à la section 2.3.1.
Soit ainsi (s0, s1, . . . , sN ) une trajectoire générée en suivant la probabilité de tran-
sition inconnue p(), et (r0, r1, . . . , rN−1) les récompenses observées au cours de cette
trajectoire (sN est l’état terminal T de récompense nulle).
Le principe de la méthode de Monte Carlo est de mettre à jour lesN valeurs V (sk),
k = 0, . . . , N − 1, selon :
V (sk)← V (sk) + α(sk)(rk + rk+1 + · · ·+ rN−1 − V (sk)) (2.5)
avec les taux d’apprentissage α(sk) tendant vers 0 au cours des itérations. La conver-
gence presque sûre de cet algorithme vers la fonction V est assurée sous des hypo-
thèses générales [BER 96].
Cette méthode est qualifiée d’every-visit car la valeur d’un état peut être mise à jour
plusieurs fois le long d’une même trajectoire. Les termes d’erreur associés à chacune
de ces mises à jours ne sont alors pas indépendants, entraînant un biais non nul dans
l’estimation de la fonction V sur la base d’un nombre fini de trajectoires [BER 96,
page 190]. Une solution simple à ce problème de biais consiste alors à ne mettre à
jour la valeur V (s) d’un état que lors de sa première rencontre le long de la trajec-
toire observée. Cela définit la méthode dite de first-visit, qui conduit à un estimateur
non-biaisé de la fonction V . Expérimentalement, l’erreur quadratique moyenne de la
méthode first-visit tend à être inférieure à celle de la méthode every-visit [SIN 96].
Les méthodes de Monte Carlo permettent donc d’estimer la fonction de valeur
d’une politique π en mettant à jour certaines de ses composantes à la fin de chaque
trajectoire observée. Ces méthodes exigent pour fonctionner qu’un grand nombre de
contraintes soient remplies. En particulier, il est indispensable que l’apprentissage soit
décomposé en une succession d’épisodes de longueur finie, faute de quoi la mise à jour
de l’estimation de la valeur des états ne peut pas avoir lieu. Le fait qu’il faille attendre
la fin d’une expérience pour apprendre quoi que ce soit justifie l’affirmation selon
laquelle ces méthodes ne sont pas incrémentales.
Il est toutefois possible d’améliorer ces algorithmes en autorisant la mise à jour de
la fonction de valeur non plus à la fin de chaque trajectoire, mais à la suite de chaque
transition du système. Nous développons ici cette réécriture, dont le principe est à la
base des méthodes de différence temporelle.
La règle de mise à jour (2.5) de la fonction V peut être réécrite de la manière
suivante (le terme γ vaut 1, il est introduit dans les équations pour faire ressortir les
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relations avec l’erreur de différence temporelle utilisée dans les méthodes de diffé-
rence temporelle ; par ailleurs, nous utilisons la propriété V (sN ) = V (T ) = 0) :
V (sk)← V (sk) + α(sk)
(
(rk + γV (sk+1)− V (sk))
+(rk+1 + γV (sk+2)− V (sk+1))
+ · · ·
+(rN−1 + γV (sN )− V (sN−1))
)
soit encore
V (sk)← V (sk) + α(sk)(δk + δk+1 + · · ·+ δN−1) (2.6)
en définissant la différence temporelle δk par
δk = rk + γV (sk+1)− V (sk), k = 0, . . . , N − 1
Le terme δk8 est appelé « erreur de différence temporelle 9 » [SUT 88].
Cette erreur δk peut être interprétée en chaque état comme une mesure de la dif-
férence entre l’estimation courante V (sk) et l’estimation corrigée à un coup rk +
V (sk+1). Son calcul est possible dès que la transition (sk, sk+1, rk) a été observée,
et cela conduit donc à une version « on-line » de la règle de mise à jour (2.6) où il
n’est plus nécessaire d’attendre la fin de la trajectoire pour commencer à modifier les
valeurs de V :
V (sl)← V (sl) + α(sl)δk, l = 0, . . . , k (2.7)
dès que la transition (sk, sk+1, rk) est simulée et l’erreur δk calculée. Selon qu’une
trajectoire peut parcourir plusieurs fois le même état ou non, cette version « on-line
» peut légèrement différer de l’algorithme original (2.6). Toutefois sa convergence
presque sûre vers V reste valide. Là encore, une approche de type first-visit semble
préférable en pratique [SIN 96].
2.4. Les méthodes de différence temporelle
Nous allons nous tourner à présent vers les méthodes de différence temporelle, qui
combinent l’incrémentalité de la programmation dynamique avec le recours à l’expé-
rience des méthodes de Monte Carlo.
8. On trouve parfois δk = rk+1 + γV (sk+1)− V (sk), k = 0, . . . , N − 1, si l’on note rk+1
plutôt que rk la récompense reçue lors du passage de l’état sk à l’état sk+1.
9. temporal difference error
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2.4.1. L’algorithme TD(0)
Nous avons vu au chapitre précédent qu’il existait plusieurs critères possibles pour
représenter la performance que l’agent doit maximiser sur le long terme. Historique-
ment, le critère qui a donné lieu aux développements les plus importants est le critère
dit « γ-pondéré ». Tous les algorithmes que nous allons présenter dans cette section,
qui sont les algorithmes les plus classiques de l’apprentissage par renforcement, s’ap-
pliquent dans le cadre de ce critère.
L’algorithme élémentaire d’apprentissage par renforcement, dit algorithme de « dif-
férence temporelle » s’appelle TD 10. Nous le notons ici TD(0) pour des raisons qui
apparaîtront quand nous présenterons les traces d’éligibilité. Cet algorithme repose sur
une comparaison entre la récompense que l’on reçoit effectivement et la récompense
que l’on s’attend à recevoir en fonction des estimations construites précédemment.
Si les estimations des fonctions de valeur aux états st et st+1, notées V (st) et
V (st+1), étaient exactes, on aurait :
V (st) = rt + γrt+1 + γ
2rt+2 + γ
3rt+3 + ... (2.8)
V (st+1) = rt+1 + γrt+2 + γ
2rt+3 + ... (2.9)
Donc on aurait :
V (st) = rt + γV (st+1) (2.10)
On voit que l’erreur de différence temporelle δk mesure l’erreur entre les valeurs
effectives des estimations V (s) et les valeurs qu’elles devraient avoir.
La méthode de différence temporelle consiste à corriger peu à peu cette erreur en
modifiant la valeur de V (st) selon une équation de type Widrow-Hoff, que l’on utilise
dans le domaine des réseaux de neurones :
V (st)← V (st) + α[rt + γV (st+1)− V (st)] (2.11)
Cette équation de mise à jour permet de comprendre immédiatement comment les
algorithmes de différence temporelle combinent les propriétés de la programmation
dynamique avec celles des méthodes de Monte Carlo. En effet, elle fait apparaître les
deux caractéristiques suivantes :
10. Temporal Difference
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– comme dans les algorithmes de programmation dynamique, la valeur estimée
de V (st) est mise à jour en fonction de la valeur estimée de V (st+1). Il y a donc
propagation de la valeur estimée à l’état courant à partir des valeurs estimées des états
successeurs ;
– comme dans les méthodes de Monte Carlo, chacune de ces valeurs résulte d’une
estimation locale des récompenses immédiates qui repose sur l’expérience accumulée
par l’agent au fil de ses interactions avec son environnement.
On voit donc que les méthodes de différence temporelle et, en particulier, TD(0),
reposent sur deux processus de convergence couplés, le premier estimant de plus en
plus précisément la récompense immédiate reçue dans chacun des états et le second
approchant de mieux en mieux la fonction de valeur résultant de ces estimations en
les propageant de proche en proche.
Dans le cas de TD(0), les mises à jour se font localement à chaque fois que l’agent
réalise une transition dans son environnement, à partir d’une information se limitant
à son état courant st, l’état successeur st+1 et la récompense rt reçue suite à cette
transition. Une preuve de convergence de l’algorithme a été proposée par Dayan et
Sejnowski [DAY 94].
Par contre, il faut noter que, comme TD(0) estime la fonction de valeur de chacun
des états d’un problème, faute d’un modèle des transitions entre les états, l’agent est
incapable d’en déduire quelle politique suivre, car il ne peut réaliser un pas de re-
gard en avant pour déterminer quelle est l’action qui lui permettra de rejoindre l’état
suivant de plus grande valeur. Ce point explique que l’on préfère avoir recours aux
algorithmes qui travaillent sur une fonction de valeur associée aux couples (état, ac-
tion) plutôt qu’à l’état seul. Ce sont ces algorithmes que nous allons présenter dans
ce qui suit. Nous verrons ensuite l’approche alternative proposée par les architectures
acteur-critique, consistant à travailler directement sur une politique que l’on cherche
à améliorer itérativement au fil de l’expérience.
2.4.2. L’algorithme SARSA
Comme nous venons de l’expliquer, la forme de l’équation de Bellman V = LV
n’est pas satisfaisante pour en dériver directement un algorithme adaptatif de résolu-
tion. Pour cela, Watkins [WAT 89] a introduit la fonction de valeur Q, dont la donnée
est équivalente à celle de V lorsqu’on connaît la fonction de transition p.
Définition 1 (Fonction de valeur Q)
À une politique π fixée de fonction de valeur V π , on associe la nouvelle fonction
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L’interprétation de la valeur Qπ(s, a) est la suivante : c’est la valeur espérée du
critère pour le processus partant de s, exécutant l’action a, puis suivant la politique π
par la suite. Il est clair que V π(x) = Qπ(x, π(x)), et l’équation de Bellman vérifiée
par la fonction Q∗ devient :













L’algorithme SARSA est similaire à l’algorithme TD(0) à ceci près qu’il travaille
sur les valeurs des couples (s, a) plutôt que sur la valeur des états. Son équation de
mise à jour est identique à celle de TD(0) en remplaçant la fonction de valeur par la
fonction de valeur d’action :
Q(sn, an)← Q(sn, an) + α[rn + γQ(sn+1, an+1)−Q(sn, an)] (2.12)
L’information nécessaire pour réaliser une telle mise à jour alors que l’agent réa-
lise une transition est le quintuplet (sn, an, rn, sn+1, an+1), d’où découle le nom de
l’algorithme.
Effectuer ces mises à jour implique que l’agent détermine avec un pas de regard
en avant quelle est l’action an+1 qu’il réalisera lors du pas de temps suivant, lorsque
l’action an dans l’état sn l’aura conduit dans l’état sn+1.
Il résulte de cette implication une dépendance étroite entre la question de l’ap-
prentissage et la question de la détermination de la politique optimale. Dans un tel
cadre, il n’existe qu’une seule politique, qui doit prendre en compte à la fois les pré-
occupations d’exploration et d’exploitation, et l’agent est contraint de réaliser cet ap-
prentissage uniquement sur la base de la politique qu’il suit effectivement. On dit
d’un algorithme tel que SARSA qu’il est « on-policy ». La dépendance que cela induit
entre l’exploration et l’apprentissage complique considérablement la mise au point de
preuves de convergences pour ces algorithmes, ce qui explique que de telles preuves
de convergence soient apparues beaucoup plus tard [SIN 00] que pour les algorithmes
dits « off-policy » tels que Q-learning, que nous allons voir à présent.
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2.4.3. L’algorithme Q-learning
L’algorithme Q-learning se présente comme une simplification de l’algorithme
SARSA par le fait qu’il n’est plus nécessaire pour l’appliquer de déterminer un pas
de temps à l’avance quelle sera l’action réalisée au pas de temps suivant.
Son équation de mise à jour est la suivante :
Q(sn, an)← Q(sn, an) + α[rn + γmax
a
Q(sn+1, a)−Q(sn, an)] (2.13)
La différence essentielle entre SARSA et Q-learning se situe au niveau de la défi-
nition du terme d’erreur. Le terme Q(sn+1, an+1) apparaissant dans l’équation (2.12)
a été remplacé par le terme maxaQ(sn+1, a) dans l’équation (2.13). Cela pourrait
sembler équivalent si la politique suivie était gloutonne (on aurait alors an+1 =
arg maxaQ(sn+1, a)). Toutefois, compte tenu de la nécessité de réaliser un compro-
mis entre exploration et exploitation, ce n’est généralement pas le cas. Il apparaît donc
que l’algorithme SARSA effectue les mises à jour en fonction des actions choisies ef-
fectivement alors que l’algorithme Q-learning effectue les mises à jour en fonction des
actions optimales mêmes si ce ne sont pas ces actions optimales que l’agent réalise,
ce qui est plus simple.
Cette simplicité a fait la réputation de l’algorithme Q-learning. Il s’agit sans doute
de l’algorithme d’apprentissage par renforcement le plus connu et le plus utilisé en rai-
son des preuves formelles de convergence qui ont accompagné sa publication [WAT 92].
Algorithme 2.1 : Le Q-learning
/* αn est un taux d'apprentissage */
Initialiser(Q0)
pour n← 0 jusqu’à Ntot − 1 faire
sn ← ChoixEtat
an ← ChoixAction
(s′n, rn)← Simuler(sn, an)
{ mise à jour de Qn :}
début
Qn+1 ← Qn
δn ← rn + γmaxbQn(s′n, b)−Qn(sn, an)
Qn+1(sn, an)← Qn(sn, an) + αn(sn, an)δn
fin
retourner QNtot
Le principe de l’algorithme Q-learning, défini formellement par l’algorithme 2.1,
est de mettre à jour itérativement, à la suite de chaque transition (sn, an, sn+1, rn),
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la fonction de valeur courante Qn pour le couple (sn, an), où sn représente l’état
courant, an l’action sélectionnée et réalisée, s′n l’état résultant et rn la récompense
immédiate. Cette mise à jour se fait sur la base de l’observation des transitions instan-
tanées et de leur récompense associée.
Dans cet algorithme, Ntot est un paramètre initial fixant le nombre d’itérations. Le
taux d’apprentissage αn(s, a) est propre à chaque paire état-action, et décroît vers 0 à
chaque passage. La fonction Simuler retourne un nouvel état et la récompense asso-
ciée selon la dynamique du système. Le choix de l’état courant et de l’action à exécuter
est effectué par les fonctions ChoixEtat et ChoixAction et sera discuté plus loin.
La fonction Initialiser revient la plupart du temps à initialiser les composantes de
Q0 à 0, mais il existe des initialisations plus efficaces.
Il est immédiat d’observer que l’algorithme Q-learning est une formulation sto-
chastique de l’algorithme de value iteration vu au chapitre précédent pour les MDP.













⇒ Qn+1(s, a) = r(s, a) + γ
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′, a′) par son estimateur sans biais le plus simple construit à partir de
la transitition courante rn + maxa′ Qn(s′n, a
′).
La convergence de cet algorithme est établie [WAT 89, JAA 94a] (la fonction Qn
converge presque sûrement vers Q∗) sous les hypothèses suivantes :
– finitude de S et A,
– chaque paire (s, a) est visitée un nombre infini de fois,
–
∑





– γ < 1 ou si γ = 1
– pour toute politique il existe un état absorbant de récompense nulle.
Rappelons que cette convergence presque sûre signifie que ∀s, a la suite Qn(s, a)
converge vers Q∗(s, a) avec une probabilité égale à 1. En pratique, la suite αn(s, a)
est souvent définie comme αn(s, a) = 1nsa .
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Figure 2.1. Q-learning : premier et deuxième essai. On observe que, toutes les valeurs étant
initialement nulles, la propagation de valeurs non nulles ne se fait qu’une fois que l’agent a
trouvé une première fois la source de récompense et ne progresse que d’un pas à chaque essai
de l’agent.
Les algorithmes TD(0), SARSA et Q-learning présentent le défaut de ne mettre à
jour qu’une valeur par pas de temps, à savoir la valeur de l’état que l’agent est en train
de visiter. Comme il apparaît sur la figure 2.1, cette procédure de mise à jour est parti-
culièrement lente. En effet, pour un agent ne disposant d’aucune information a priori
sur la structure de la fonction de valeur, il faut au moins n expériences successives
pour que la récompense immédiate reçue dans un état donné soit propagée jusqu’à un
état distant du premier de n transitions. En attendant le résultat de cette propagation,
tant que toutes les valeurs sont identiquement nulles, le comportement de l’agent est
une marche aléatoire.
Une façon d’améliorer cet état de fait consiste à doter l’algorithme d’une mémoire
des transitions effectuées au cours d’une expérience afin d’effectuer toutes les propa-
gations possibles à la fin de cette expérience. Cette mémoire des transitions effectuées
précédemment est appelée une trace d’éligibilité. Ainsi, Sutton et Barto [SUT 98]
ont proposé une classe d’algorithmes appelés « TD(λ) » qui généralisent l’algorithme
TD(0) au cas où l’agent dispose d’une mémoire des transitions. Plus tard, les algo-
rithmes SARSA et Q-learning ont été généralisés en SARSA (λ) et Q(λ), le second
l’ayant été de deux façons différentes par deux auteurs différents [WAT 92, PEN 96].
Un premier procédé naïf pour accélérer l’apprentissage consiste à stocker direc-
tement une liste des couples (état, action) parcourus par l’agent puis, à chaque fois
que l’agent reçoit une récompense, propager celle-ci en parcourant la mémoire des
transitions en marche arrière depuis la récompense reçue. Avec un tel procédé, plus
la mémoire des transitions est longue, plus une récompense reçue est propagée effica-
cement. Il apparaît donc un compromis entre la quantité de mémoire mobilisée pour
apprendre et la vitesse d’apprentissage. Mais une telle méthode ne fonctionne pas sur
un horizon infini.
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La méthode mise en œuvre dans TD(λ), SARSA (λ) et Q(λ) est plus sophistiquée et
fonctionne pour des horizons infinis. Nous discuterons à la section 2.5.1, page 78, une
autre solution qui permet d’effectuer plusieurs mises à jour à chaque pas de temps,
dans le cadre de l’apprentissage par renforcement indirect. Nous commençons par
examiner de plus près les algorithmes TD(λ), SARSA (λ) et Q(λ).
2.4.5. Les architectures acteur-critique
Historiquement, les architectures acteur-critique ont été les premières architectures
informatiques imaginées par des chercheurs pour modéliser l’apprentissage par ren-
forcement [WIT 77, BAR 83].
Nous avons dit que, dans TD(0), on met à jour la fonction de valeur en se fondant
sur l’erreur de différence temporelle δt = rt+1 + γV (st+1) − V (st) mais, si on ne
dispose pas d’un modèle de la fonction de transition, on ne sait pas comment exploiter
la fonction de valeur pour choisir une action. La solution proposée par les architectures
acteur-critique consiste à tenir à jour en parallèle une structure représentant la fonction
de valeur, appelée « le critique », et une structure représentant la politique, appelée
« l’acteur ».
Le critique est nécessaire pour calculer la valeur de δt, qui dépend de la fonction
de valeur. Mais le terme δt est aussi utilisé pour mettre à jour la politique. Si ce terme
est positif, l’action réalisée mérite d’être renforcée. S’il est négatif, au contraire, il faut
diminuer la tendance de l’acteur à réaliser cette action.
Cette spécification est très générale, elle impose très peu de contraintes sur les
formalismes de représentation respectifs de l’acteur et du critique. La seule contrainte
forte est que l’acteur soit capable de prendre en compte le signal d’erreur δt pour
modifier sa propension à réaliser telle ou telle action dans un contexte donné. Quant
au critique, tout formalisme capable de fournir une approximation de la fonction de
valeur fait l’affaire.
Cependant, un grand nombre d’architectures acteur-critique s’appuient sur des ré-
seaux de neurones formels, en raison de la relative plausibilité biologique de cette
architecture. Le terme δt vient alors modifier le poids des connexions qui gouvernent
la propension d’un réseau à réaliser telle ou telle action.
2.4.6. Différences temporelles avec traces d’éligibilité : TD(λ)
L’originalité de TD(λ) est de proposer un compromis entre les deux équations (2.6)
et (2.7) présentées dans le cadre de l’algorithme de Monte Carlo itératif. Soit donc
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λ ∈ [0, 1] un paramètre de pondération. Avec les mêmes notations que précédemment,
l’algorithme TD(λ) défini par Sutton [SUT 88] est le suivant :
V (sk)← V (sk) + α(sk)
m=N−1∑
m=k
λm−kδm, k = 0, . . . , N − 1 (2.14)
On peut essayer de mieux comprendre le rôle du coefficient λ en réécrivant l’équa-
tion (2.14) sous la forme
V (sk)← V (sk) + α(sk)(zλk − V (sk))
On a alors








= V (sk) + δk + λ(z
λ
k+1 − V (sk+1))
= V (sk) + rk + V (sk+1)− V (sk) + λ(zλk+1 − V (sk+1))
= rk + (λz
λ
k+1 + (1− λ)V (sk+1))
Dans le cas où λ = 0, il est clair que cela revient à ne considérer qu’un horizon
unitaire, comme dans le cadre de la programmation dynamique. On retrouve donc
TD(0).
Si λ = 1, l’équation (2.14) se réécrit
V (sk)← V (sk) + α(sk)
m=N−1∑
m=k
δm, k = 0, . . . , N − 1,
ce qui est exactement l’équation (2.5) de la méthode de Monte Carlo.
Pour tout λ, les deux approches de type first-visit ou every-visit peuvent être consi-
dérées. De même, une version on-line de l’algorithme d’apprentissage TD(λ) décrit
par l’équation (2.14) est possible :
V (sl)← V (sl) + α(sl)λk−lδk, l = 0, . . . , k (2.15)
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dès que la transition (sk, sk+1, rk) est simulée et l’erreur δk calculée.
L’application du TD(λ) pour l’évaluation d’une politique π selon le critère γ-
pondéré entraîne certaines modifications des algorithmes standards (2.14) ou (2.15),
qu’il est nécessaire de citer ici.
Un calcul en tout point semblable au cas γ = 1 conduit à une règle du type :




Il est alors clair que l’absence potentielle d’états finaux absorbants rend inadéquate un
algorithme de type off-line ne mettant à jour la fonction de valeur V qu’à la fin de la
trajectoire, car celle-ci peut être de taille infinie. On définit donc une version on-line
de (2.16), qui prend la forme suivante :
V (s)← V (s) + α(s)zn(s)δn, ∀s ∈ S, (2.17)
dès que la nième transition (sn, sn+1, rn) a été simulée et l’erreur δn calculée. Le
terme zn(s), dénommé trace d’éligibilité 11 se définit ainsi dans la version la plus
proche de l’algorithme TD(λ) original :
Définition 2 (Trace d’éligibilité accumulative)
z0(s) = 0, ∀s ∈ S
zn(s) =
{
γλzn−1(s) si s 6= sn
γλzn−1(s) + 1 si s = sn
Ce coefficient d’éligibilité augmente donc sa valeur à chaque nouveau passage
dans l’état associé, puis décroît exponentiellement au cours des itérations suivantes,
jusqu’à un nouveau passage dans cet état (voir figure 2.2).
Dans certains cas, une définition légèrement différente de la trace zn(s) semble
conduire à une convergence plus rapide de la fonction de valeur V :
Définition 3 (Trace d’éligibilité avec réinitialisation)
z0(s) = 0, ∀s ∈ S
zn(s) =
{
γλzn−1(s) si s 6= sn
1 si s = sn




dates des visites de l’état s
n
Figure 2.2. Trace d’éligibilité cumulative : à chaque visite, on ajoute 1 à la
valeur précédente, si bien que la valeur de la trace peut dépasser 1.
1




Figure 2.3. Trace d’éligibilité avec réinitialisation : on remet la valeur à 1 à
chaque visite.
La valeur de la trace est donc saturée à 1, comme le montre la figure 2.3.
La convergence presque sûre de l’algorithme TD(λ) a été montrée pour toute va-
leur de λ, en on-line ou off-line, sous les hypothèses classiques de visite en nombre
infini de chaque état s ∈ S, et décroissance des α vers 0 à chaque itération n, telle que∑




n(s) <∞ [JAA 94a, BER 96].
Il est à noter que l’effet du λ est encore mal compris et sa détermination optimale
pour un problème donné reste très empirique.
Une implémentation directe de TD(λ) basée sur la trace d’éligibilité n’est bien
sûr pas efficace dès que la taille de l’espace d’état S devient trop grande. Une pre-
mière solution approchée [SUT 98] consiste à forcer à 0 la valeur de toutes les traces
zn(s) < ε, et donc à ne maintenir que les traces des états récemment visités (plus
11. eligibility trace, ou encore activity.
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précisément, on cesse de maintenir un état dont la dernière visite remonte à plus de
log(ε)
log(γλ) transitions.
Une autre méthode approchée [CIC 95] connue sous le nom de truncated temporal
differences, ou TTD(λ), revient à gérer un horizon glissant de taille m mémorisant les
derniers états visités et à mettre à jour sur cette base à chaque itération n la valeur de
l’état visité à l’itération (n−m).
2.4.7. De TD(λ) à SARSA (λ)
TD(λ) peut être appliqué au problème de l’apprentissage par renforcement pour
apprendre une politique optimale. Pour cela, une première approche consiste à cou-
pler TD(λ) à un algorithme gérant l’évolution d’une suite de politiques πn. En effet,
contrairement au Q-learning qui voit la suite Qn converger vers Q∗ sans nécessiter la
présence en parallèle d’une suite de politiques πn, l’algorithme TD(λ) ne sait qu’ap-
prendre la fonction de valeur d’une politique fixée. Dans Q-learning, une telle suite
de politiques existe à travers πQn , mais l’intérêt du Q-learning est justement que cette
suite n’est qu’implicite. On retrouve donc ici un type d’opposition rencontrée au cha-
pitre précédent en programmation dynamique entre value iteration et policy iteration.
Toutefois, il s’avère que l’algorithme Q-learning intègre directement l’idée maî-
tresse de TD(λ) de considérer une erreur de différence temporelle. Si l’on reprend la
règle de mise à jour du Q-learning
Qn+1(sn, an) = Qn(sn, an) + αn{rn + γVn(s′n)−Qn(sn, an)}
pour la transition observée (sn, an, s′n, rn), et dans le cas où l’action an exécutée dans
l’état sn est l’action optimale pourQn, c’est-à-dire an = πQn(sn) = argmaxbQn(sn, b),




qui est exactement celui de TD(0). Cela peut alors se généraliser à λ > 0, au travers
d’un couplage entre les méthodes TD(λ) et Q-learning.
L’algorithme SARSA (λ) [RUM 94] en est une première illustration. Cet algo-
rithme 2.2 reprend directement l’équation (2.17) en l’adaptant à une représentation
par fonction de valeur d’action.
La trace d’éligibilité zn(s, a) est étendue aux couples état-action et l’exploration
de l’espace d’états est guidée par la dynamique (sauf lors de la rencontre avec un état
terminal).
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Algorithme 2.2 : SARSA(λ)





pour n← 0 jusqu’à Ntot − 1 faire
(s′n, rn)← Simuler(sn, an)
a′n ← ChoixAction
{ mise à jour de Qn et zn :}
début
δn ← rn + γQn(s′n, a′n)−Qn(sn, an)
zn(sn, an)← zn(sn, an) + 1
pour s ∈ S, a ∈ A faire
Qn+1(s, a)← Qn(s, a) + αn(s, a)zn(s, a)δn
zn+1(s, a)← γλzn(s, a)
fin






La prise en compte des cas où l’action optimale πQn(s
′
n) n’a pas été sélection-
née conduit aux algorithmes Q(λ) proposés par Watkins (voir [SUT 98]) et Peng
[PEN 94]. La caractéristique duQ(λ) de Watkins est de ne considérer un λ > 0 que le
long des segments de trajectoires où la politique courante πQn a été suivie. Les deux
modifications relativement à SARSA(λ) concernent donc les règles de mise à jour de
Qn et de zn, comme cela apparaît dans l’algorithme 2.3.
L’inconvénient de cette approche est que, pour des politiques d’apprentissage très
exploratrices, les traces zn sont très fréquemment remises à 0 et le comportement
de Q(λ) est alors assez proche du Q-learning original. Le Q(λ) de Peng est une ré-
ponse à ce problème. Il est aussi possible d’imaginer une application directe de TD(λ)
au Q-learning en ne remettant pas la trace zn à 0 lors du choix d’une action non-
optimale. Il existe peu de résultats expérimentaux présentant cette approche (voir tou-
tefois [NDI 99]) ni de comparaisons entre TD(λ), SARSA(λ) et Q(λ) autorisant de
tirer des conclusions définitives sur le sujet. La seule véritable certitude issue de nom-
breuses applications est que la prise en compte des traces d’éligibilité avec λ > 0
accélère la convergence de l’apprentissage en terme de nombre d’itérations. L’analyse
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Algorithme 2.3 : Le Q(λ)





pour n← 0 jusqu’à Ntot − 1 faire
(s′n, rn)← Simuler(sn, an)
a′n ← ChoixAction
{ mise à jour de Qn et zn :}
début
δn ← rn + γmaxbQn(s′n, b)−Qn(sn, an)
zn(sn, an)← zn(sn, an) + 1
pour s ∈ S, a ∈ A faire
Qn+1(s, a)← Qn(s, a) + αn(s, a)zn(s, a)δn
zn+1(s, a)←
{
0 si a′n 6= πQn(s′n)









en terme de temps de calcul est plus complexe, car les algorithmes prenant en compte
une trace nécessitent beaucoup plus de calculs à chaque itération.
2.4.8. L’algorithme R-learning
Tous les algorithmes que nous avons présentés jusqu’à présent s’appliquaient dans
le cas du critère γ-pondéré. L’algorithme R-learning, proposé par Schwartz [SCH 93],
est l’adaptation au critère moyen de l’algorithme Q-learning et l’on y retrouve tous les
principes évoqués précédemment.
L’objectif de cet algorithme est de construire une politique dont la récompense
moyenne ρπ est la plus proche possible de la récompense moyenne maximale ρ∗ d’une
politique optimale π∗. Pour cela, le R-learning maintient deux suites entrecroisées ρn
et Rn. Notons ici que la suite ρn n’est mise à jour que lorsque l’action qui vient d’être
exécutée était la greedy-action maximisant Rn dans l’état courant sn. La suite réelle
des ρn est une estimation du critère à optimiser. Comme Qn dans le Q-learning, Rn
représente une forme particulière de la fonction de valeur relative U d’une politique :
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Définition 4 (Fonction de valeur R)
À une politique π fixée de fonction de valeur Uπ et de gain moyen ρπ , on associe la
nouvelle fonction




On a donc là encore Uπ(x) = Rπ(x, π(x)) et l’équation de Bellman vérifiée par ρ∗
et R∗ devient :






avec l’assurance que la politique πR∗(s) = argmaxaR
∗(s, a) a pour gain moyen le
gain optimal ρ∗.
Comme pour Q-learning, l’algorithme R-learning est une version stochastique de
la méthode d’itération sur les valeurs pour l’équation (2.18).
Algorithme 2.4 : Le R-learning
/* αn et βn sont des taux d'apprentissage */
Initialiser(R0,ρ0)
pour n← 0 jusqu’à Ntot − 1 faire
sn ← ChoixEtat
an ← ChoixAction
(s′n, rn)← Simuler(sn, an)
{ mise à jour de Rn et ρn :}
début
Rn+1 ← Rn
δn ← rn − ρn + maxbRn(s′n, b)−Rn(sn, an)
Rn+1(sn, an)← Rn(sn, an) + αn(sn, an)δn
ρn+1 ←
{
ρn si an 6= πRn(sn)
ρn + βnδn si an = πRn(sn)
fin
retourner RNtot , ρNtot
Bien qu’il n’existe pas de preuve formelle de convergence du R-learning vers une
politique gain-optimale, de nombreuses expérimentations montrent que ρn approche
efficacement ρ∗, avec des taux d’apprentissage αn(s, a) et βn tendant vers 0 selon les
mêmes conditions que pour le Q-learning et pour le même type de compromis entre
exploration et exploitation.
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Bien que le R-learning soit moins connu et moins utilisé que le Q-learning, il
semble qu’il présente des propriétés de vitesse de convergence plus intéressantes en
pratique [MAH 96b]. Si peu de résultats théoriques existent à ce sujet, citons toute-
fois [GAR 98] où l’on montre qu’en horizon fini, le R-learning est très proche d’une
version parallèle optimisée du Q-learning, expliquant ainsi ses meilleurs résultats ex-
périmentaux.
D’autres algorithmes d’apprentissage par renforcement pour le critère moyen ont
aussi été proposés [MAH 96b]. Parmi eux, l’algorithme B [JAL 89] est une méthode
indirecte qui nécessite une estimation adaptative des fonctions p() et r(). Citons aussi
les travaux de Mahadevan [MAH 96a] qui a défini un algorithme toujours à base de
modèles permettant d’apprendre des politiques biais-optimales, sur la base des équa-
tions d’optimalité de Bellman.
Nous allons voir à présent deux autres algorithmes qui visent aussi à maximiser le
critère moyen, mais en construisant un modèle des transitions. Ils présentent la parti-
cularité théorique de disposer d’une preuve de convergence polynomiale en fonction
du nombre d’états et non pas exponentielle comme c’est le cas pour les algorithmes
précédents. Ils sont aussi connus pour avoir donné lieu à des prolongements dans le
cadre des MDP factorisés, ce qui sera évoqué au chapitre 9, dans le tome 2 de cet
ouvrage.
2.5. Méthodes indirectes : apprentissage d’un modèle
Nous avons vu à la section 2.4.4 qu’il existait un compromis entre la vitesse d’ap-
prentissage et la mémoire utilisée pour apprendre. La solution consistant à mettre en
œuvre des traces d’éligibilité reste limitée en ceci que l’apprentissage n’opère qu’à
partir d’informations extraites du passé immédiat de l’agent. Nous allons voir à présent
une approche différente dans laquelle l’agent élabore un modèle de ses interactions
avec son environnement puis peut apprendre sur la foi de ce modèle, indépendamment
de son expérience courante.
La question principale de ce type d’approche est la suivante : faut-il attendre de
disposer d’un modèle le plus exact possible avant d’entamer la phase d’optimisation ?
Peut-on entrelacer au maximum identification et optimisation, c’est-à-dire modifier
à chaque transition observée la fonction de valeur et le modèle estimé ? Il semble
actuellement que cette dernière approche soit préférable, comme par exemple dans
ARTDP 12 [BAR 95], où acquisition du modèle, programmation dynamique et exécu-
tion sont concurrents. Parmi les algorithmes de ce type les plus connus en apprentis-
sage par renforcement, citons aussi Dyna [SUT 90a], Queue-Dyna [PEN 93] et Prio-
ritized Sweeping [MOO 93].
12. Adaptive Real-Time Dynamic Programming
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2.5.1. Les architectures DYNA
Tous les systèmes d’apprentissage par renforcement indirect 13 sont motivés par
le même constat. Plutôt que d’attendre qu’un agent effectue des transitions dans son
environnement réel, une façon d’accélérer la propagation de la qualité des situations
consiste à construire un modèle des transitions réalisées par l’agent et à se servir de ce
modèle pour appliquer un algorithme de propagation indépendamment du comporte-
ment de l’agent. En effet, quand un agent interagit avec son environnement, ses actions
ne débouchent pas seulement sur une possible punition ou récompense, mais aussi sur
une situation ultérieure. L’agent peut donc construire un modèle des transitions dont
il fait l’expérience, indépendamment de tout modèle des récompenses.
L’idée de construire un modèle des transitions par apprentissage a été réalisée pour
la première fois avec les architectures DYNA [SUT 90b]. En effet, Sutton a proposé
cette famille d’architectures pour doter un agent de la capacité à mettre à jour plu-
sieurs valeurs d’actions lors du même pas de temps, indépendamment de la situation
courante de l’agent, de façon à accélérer sensiblement l’apprentissage de la fonction de
valeur. Cette capacité est réalisée en appliquant au modèle un nombre fixé d’étapes de
planification, qui consistent à appliquer un algorithme de programmation dynamique



























Figure 2.4. Les architectures DYNA combinent un modèle des récompenses et un modèle des
transitions. Le modèle des transitions est utilisé pour accélérer l’apprentissage par renforce-
ment. La construction des deux modèles requiert une mémorisation de la situation précédente,
ce qui n’est pas explicite sur la figure.
Les architectures DYNA, présentées sur la figure 2.4, construisent un modèle des
transitions effectuées par l’agent dans son environnement et un modèle des récom-
penses qu’il peut y obtenir.
13. model-based reinforcement learning
14. Voir le chapitre précédent
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Le modèle des transitions prend la forme d’une liste de triplets 〈st, at, st+1〉 qui
indiquent que, si l’agent effectue l’action at dans l’état st, il atteindra immédiatement
l’état st+1.
Des transitions de la forme (st, at, st+1) constituent le modèle des interactions
d’un agent avec son environnement. Au lieu d’apprendre que tel stimulus doit être
suivi de telle action, l’agent apprend alors que, s’il effectue telle action après avoir
reçu tel stimulus, alors il doit s’attendre à recevoir tel autre stimulus lors du pas de
temps suivant.
Une fois ce modèle construit par apprentissage, on peut appliquer des algorithmes
de programmation dynamique tels que l’itération sur les valeurs ou sur les politiques
pour accélérer l’apprentissage de la fonction de valeur. Ainsi, le modèle des transitions
peut être utilisé indépendamment de la situation courante de l’agent pour propager les
valeurs de différents états à partir de diverses sources de récompense. En pratique, ce
processus de propagation consiste à réaliser des actions simulées à partir de situations
fictives, éventuellement plusieurs fois par pas de temps.
Lorsque l’agent est un robot réel dont chaque action effective peut être longue et
difficile à mettre en œuvre, voire dangereuse pour son fonctionnement, réaliser des
transitions simulées dans un modèle interne est beaucoup moins coûteux pour propa-
ger des valeurs que refaire chaque action laborieusement. En outre, si les buts attribués
à l’agent changent, ce qui a pour effet de modifier les récompenses qu’il recevra, alors
l’agent est capable de reconfigurer rapidement sa stratégie de comportement plutôt
que de « désapprendre » tout ce qu’il a péniblement appris et d’apprendre à nouveau
une autre stratégie comportementale.
Par ailleurs, la construction d’un tel modèle peut doter un agent de capacités d’an-
ticipation. En effet, s’il enregistre les associations entre les états dans lesquels il se
trouve d’une part et les récompenses qu’il reçoit d’autre part, l’agent peut choisir son
action en fonction du caractère désirable pour lui de l’état auquel cette action doit le
conduire. Au lieu d’avancer aveuglément vers une récompense attendue, l’agent peut
alors mettre en œuvre des capacités de planification à plus long terme. En parcourant
par un regard en avant le graphe des transitions d’état en état dont il dispose, l’agent
devient capable de prévoir l’évolution de ses interactions avec son environnement en
fonction de ses actions à un horizon indéfini. Si bien que, s’il veut atteindre un but
dans un certain état, il peut rechercher au sein du graphe la séquence d’action qui le
conduit à ce but, avant d’effectuer la séquence d’actions correspondante.
Les architectures Dyna constituent une famille de systèmes qui vérifient les prin-
cipes que nous venons de décrire. Au sein de cette famille, on distingue cependant des
variations sur l’algorithme d’apprentissage ou la méthode d’exploration utilisés. Le
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système original, Dyna-PI 15 repose sur un algorithme d’itération sur les politiques.
Sutton [SUT 90b] montre que ce système est moins flexible que le système Dyna-Q,
qui repose sur le Q-learning. Il propose en outre une version dotée de capacités d’ex-
ploration active, nommée Dyna-Q+ et présente la différence de performance entre
ces trois systèmes sur des environnements changeants dans lesquels soit des chemins
optimaux sont bloqués, soit, au contraire, des raccourcis apparaissent.
Enfin, tous ces systèmes reposant sur un algorithme de programmation dynamique
pour propager efficacement la fonction de valeur ou la fonction de qualité, il est pos-
sible de rendre cette programmation dynamique plus efficace avec un algorithme de
« balayage prioritaire » tel que Prioritized Sweeping [MOO 93], qui met à jour en
priorité les valeurs des états dans lesquels l’agent est susceptible de se trouver, ou
d’autres variantes telles que Focused Dyna [PEN 92], Experience Replay [LIN 93] et
Trajectory Model Updates [KUV 96].
Examinons à présent les algorithmes dotés d’une preuve de convergence en fonc-
tion polynomiale de la taille du problème.
2.5.2. L’algorithme E3
Le premier de ces algorithmes s’appelle E3, pour « Explicit Explore and Ex-
ploit » [KEA 98]. De même que les architectures DYNA, l’algorithme E3 repose sur
la construction d’un modèle des transitions et des récompenses. Néanmoins, au lieu de
chercher à construire un modèle de l’environnement tout entier, il ne mémorise qu’un
sous-ensemble des transitions rencontrées, à savoir celles qui jouent un rôle dans la
définition de la politique optimale.
Pour construire ce modèle, l’algorithme visite les états de façon homogène, ce qui
signifie que, quand il arrive dans un nouvel état, il choisit l’action qu’il a effectuée le
moins souvent dans cet état. Il tient alors à jour une probabilité observée de transition
vers des états suivants, ce qui revient à se donner un modèle approché du MDP sous-
jacent.
Au cœur de l’algorithme E3 se trouve un mécanisme de gestion du compromis
entre exploration et exploitation qui repose sur le principe dit « de la case courrier 16 ».
L’idée est que, si l’on visite un nombre fini d’états de façon homogène, il finit toujours
par y avoir un état qui a été visité suffisamment souvent pour que l’estimation des
probabilités de transition construite sur la base des observations à partir de cet état
15. PI pour Policy Iteration. À noter que dans [SUT 98], Sutton appelle ce même système Dyna-
AC, avec AC pour Actor Critic
16. The pigeon hole principle
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soit proche de la distribution de probabilité effective engendrée par l’environnement.
Les auteurs définissent alors une notion d’état « connu » de telle façon que le nombre
de visites suffisant pour connaître un état reste polynomial en fonction de la taille du
problème.
Le modèle construit par E3 est un MDP dans lequel figurent tous les états
« connus » avec les probabilités de transition observées et un état absorbant qui re-
présente à lui seul tous les états non encore « connus ». L’algorithme est alors face à
une alternative :
– soit il existe une politique proche de l’optimum qui repose uniquement sur des
états connus et l’algorithme peut trouver cette politique en appliquant un algorithme
de programmation dynamique sur le modèle qu’il a construit ;
– soit cette condition n’est pas vérifiée et il faut explorer davantage, donc choisir
des actions qui mènent à l’état absorbant afin de mieux connaître les états de l’envi-
ronnement qu’il regroupe.
Cet algorithme est simple et présente l’intérêt de disposer de preuves qui garantissent
le caractère polynomial de la convergence. Pour déterminer dans quelle branche de
l’alternative ci-dessus on se trouve, l’algorithme est capable de calculer si explorer
davantage au-delà d’un horizon fixé pour mieux connaître le modèle permet d’amé-
liorer de façon significative la meilleure politique connue. Si ce n’est pas le cas, il vaut
mieux exploiter qu’explorer.
2.5.3. L’algorithme Rmax
L’algorithme Rmax [BRA 01] apparaît comme une alternative intéressante à l’al-
gorithme E3. Il repose sur le même principe général que E3 consistant à construire
un modèle des transitions et à rechercher une politique qui maximise la récompense
moyenne sur un horizon fini. Cependant, d’une part, il simplifie la gestion du dilemme
entre exploration et exploitation en initialisant toutes les espérances de récompense à
une valeur optimiste égale au maximum des récompenses immédiates atteignables
dans l’environnement 17 et, d’autre part, il étend le cadre des MDP dans lequel tra-
vaille E3 au cadre des jeux stochastiques à somme nulle, ce qui permet de prendre
en compte la présence d’un adversaire. La principale différence provient de ce que
l’initialisation des récompenses à une valeur optimiste permet à l’algorithme Rmax
d’éviter d’avoir à gérer explicitement le compromis entre exploration et exploitation.
En effet, l’agent se contente d’aller vers les états dans lesquels il s’attend à recevoir
une récompense élevée. La récompense attendue peut être élevée pour deux raisons :
soit parce que l’état est mal connu et dans ce cas le comportement de l’agent relève de
17. d’où le nom de l’algorithme, Rmax
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l’exploration, soit parce que l’agent sait qu’il a déjà reçu des récompenses dans l’état
en question et son comportement relève de l’exploitation.
Les auteurs argumentent la supériorité de leur approche sur celle de l’algorithme
E3 en soulignant que, en présence d’un adversaire, on ne maîtrise pas complètement
les transitions du système, donc on ne maîtrise pas totalement le choix entre explora-
tion et exploitation. AvecRmax, l’algorithme explore ou exploite « au mieux » compte
tenu des choix réalisés par l’adversaire. L’algorithme est globalement plus simple et
constitue donc un excellent candidat pour gérer efficacement le compromis entre ex-
ploration et exploitation.
Comme l’algorithmeE3,Rmax repose sur deux hypothèses irréalistes qui compro-
mettent son application en pratique. D’une part, on suppose connu l’horizon T au-delà
duquel chercher à améliorer le modèle en explorant ne permet plus d’améliorer la po-
litique de façon significative. D’autre part, on suppose qu’à chaque pas de temps, on
est capable de déterminer efficacement la politique optimale sur cet horizon T , compte
tenu de la connaissance dont on dispose dans le modèle. La difficulté provient de ce
que T peut être grand, si bien que trouver une politique optimale sur cet horizon peut
être très long et que donner à T une valeur arbitraire suppose de prendre une valeur
encore plus grande que la valeur idéale, ce qui ne fait qu’aggraver le problème.
En vue d’applications pratiques de ces algorithmes conçus essentiellement en fonc-
tion de la possibilité de disposer de preuves théoriques de convergence, des variantes
ont été proposées pour accélérer la recherche d’une politique optimale en faisant un
échantillonnage heuristique 18 des transitions plutôt qu’une exploration systématique
homogène [?, ?]. Dans [BRA 03], les auteurs utilisent aussi des valeurs bien infé-
rieures à la valeur de T théorique et montrent que l’algorithme se comporte de mieux
en mieux au fur et à mesure que T augmente, au prix d’un temps de calcul croissant.
2.6. Conclusion
L’apprentissage par renforcement est aujourd’hui une discipline très active. À l’in-
terface entre apprentissage automatique et sciences cognitives, contrôle optimal et
optimisation par simulation, l’apprentissage par renforcement utilise des techniques
variées pour aborder le problème de l’acquisition d’un comportement optimal dans un
environnement incertain et dynamique.
Nous avons principalement présenté dans ce chapitre les méthodes classiques de
l’apprentissage par renforcement, qui ont historiquement fondé la discipline. Toute-
fois, l’apprentissage par renforcement étant en plein développement, de nombreuses
18. heuristic sampling
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méthodes plus récentes n’ont pu être présentées ici. On peut citer par exemple les
travaux actuels sur les modèles d’apprentissage par renforcement probablement ap-
proximativement corrects (PAC), comme MBIE [?] ou Delayed Q-learning l [?].
On trouvera enfin dans la suite de cet ouvrage d’autres approches classiques qui
partagent également l’emploi de la simulation, telles les méthodes de résolution en
ligne (chapitre 10), les méthodes de programmation dynamique avec approximation
de la fonction de valeur (chapitre 11) ou encore les méthodes de gradient pour l’opti-
misation de politiques paramétrées (chapitre 12).
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Chapitre 3
Processus Décisionnels de Markov
partiellement observables
Si les systèmes rencontrés dans la réalité peuvent souvent être modélisés comme
des processus markoviens, l’agent chargé de les contrôler ou d’apprendre à les contrô-
ler a rarement accès à une information suffisante pour connaître l’état du processus.
L’agent observe le processus mais ne le connaît pas. Le formalisme des Processus
Décisionnels de Markov Partiellement Observable (ou POMDP) permet justement de
modéliser ce genre de situation où un agent n’a accès qu’à des informations souvent
partielles sur le processus à contrôler.
EXEMPLE.– Dans l’exemple de l’entretien de la voiture des chapitres précédents (voir
pages 18 et 51), nous avons en fait implicitement supposé que nous connaissions l’état
de la voiture. Bien souvent ce n’est pas le cas, car personne ne va constamment me-
surer le taux d’étanchéité du joint de culasse ou l’usure des plaquettes de frein. En
nous contentant d’un rapide coup d’oeil, nous n’avons pas accès à l’état de la voiture
au sens formel mais simplement à une observation, souvent incomplète et imprécise,
de cet état. Le formalisme des POMDP permet de modéliser ce genre de problèmes
et ses solutions indiquent comment choisir optimalement les actions à réaliser en ne
s’appuyant que sur ces observations imparfaites. Ppourtant, il faut encore une fois
faire l’hypothèse que nous connaissons la dynamique du processus, c’est-à-dire les
conséquences des actions (les transitions), leur coût (les récompenses) mais aussi la
probabilité avec lesquelles un état donné de la voiture produit telle ou telle observation
(la fonction d’observation).
Chapitre rédigé par Alain DUTECH et Bruno SCHERRER.
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Cette problématique liée au réalisme des problèmes pouvant être abordés par les
méthodes de la programmation dynamique est apparue très tôt. Dés 1965, Aström pose
les bases théoriques des POMDP et de leur résolution en utilisant les états de croyance1
[AST 65]. Il faut attendre les travaux de Smallwood et Sondik pour voir les premiers
algorithmes de résolution qui sont très peu efficaces [SMA 73, SON 71, SON 78]. On
peut dire que c’est avec l’algorithme WITNESS [CAS 94] puis ITERATIVE PRUNNING
[ZAN 96] que la recherche dans le domaine a vraiment pris son essor et, depuis, de
nombreux algorithmes exacts ou approchés ont vu le jour.
Ce chapitre est consacré aux POMDP. Dans un premier temps (section 3.1), nous
détaillons et explicitons le formalisme en introduisant la notion d’état d’information.
Puis, nous montrons que l’application directe des méthodes vues aux chapitres précé-
dents (ce qui revient à essayer de contrôler un POMDP comme si c’était un MDP) est
en général vouée à l’échec (section 3.2). Il existe cependant des principes généraux
permettant des méthodes exactes de résolution des POMDP (section 3.3) ce qui se tra-
duit par des algorithmes de type « itération sur les valeurs » (3.4) ou « itération sur les
politiques » (3.5).
3.1. Définition formelle des POMDP
3.1.1. Définition d’un POMDP
Un processus décisionnel de Markov partiellement observable est un MDP dans
lequel l’agent ne connaît pas l’état réel du processus : l’agent n’a accès qu’à une
observation partielle de cet état ([CAS 98]). On le définit, de manière analogue à un
MDP (cf. section 1.2.1, page 18), par : (S,A,Ω, T, p,O, r, b0) où :
– S est l’espace d’état ;
– A est l’espace des actions ;
– Ω est l’espace des observations ;
– T est l’axe temporel ;
– p() sont les probabilités de transition entre états ;
– O() sont les probabilités d’observation sur les états ;
– r() est une fonction de récompense sur les transitions d’états ;
– b0 est la distribution de probabilité initiale sur les états.
Les seules nouveautés par rapport à un MDP sont donc la distribution initiale des états
du processus b0, l’espace des observations Ω et la fonction d’observation associée
O().
1. pour l’anglais « belief states »
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Figure 3.1. Vue générale d’un POMDP sous forme d’un diagramme
d’influence.
Le principe général, illustré fig. 3.1 est que, à chaque instant t de T , l’agent ne
connaît pas l’état courant st ∈ S mais peut seulement le percevoir partiellement sous
forme d’une observation ot ∈ Ω. Cette observation est donnée par la fonction d’ob-
servation O. Quand il applique une action at ∈ A sur le processus, cela modifie alors
aléatoirement l’état du processus selon p() pour l’amener dans l’état st+1 alors que
l’agent ne perçoit que l’observation ot+1 qui dépend de la fonctionO(). Enfin, comme
dans un MDP, l’agent reçoit une récompense r ∈ IR.
Tout comme S et A, l’espace des observations Ω est supposé fini. Si, dans le cas
le plus général, l’observation de l’état courant peut dépendre de la dernière transition
en date du processus, le cas le plus classique suppose que cette observation ne dépend
que de l’état courant. A un instant t, la probabilité pour l’agent d’observer o dans l’état
s est donnée par Pr(o|s) = Ot(o|s). On impose que ∀t, ∀s,
∑
oOt(o|s) = 1.
Il est à noter que, même quand la fonction d’observation O() est déterministe,
c’est-à-dire qu’à chaque état est associé une et une seule observation, l’agent peut
ne pas connaître l’état : deux états peuvent être associés à la même observation. C’est
d’ailleurs quand il y a ambiguïté sur l’état qu’il est intéressant de parler de POMDP, car
sinon le problème que l’agent doit résoudre possède la structure d’un MDP classique.
C’est donc dans le cadre plus large où les ambiguïtés perceptives peuvent se pro-
duire que nous allons nous placer dans la suite de ce chapitre. Nous ferons aussi l’hy-
pothèse que le processus est stationnaire (O() et p() ne dépendent pas du temps).
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3.1.2. Critères de performance
Tout comme dans le cadre des MDP, la résolution d’un POMDP se fait en cherchant
à maximiser un critère de performance donné. Ces critères sont les mêmes que ceux
utilisés pour les MDP (voir section 1.2.3, page 22).
Si les critères existent toujours, il n’en est pas forcément de même des fonctions
de valeur que nous avons détaillées pour les MDP. En effet, les fonctions de valeur
existent bien quand elles sont définies sur l’espace S des états, or cet espace n’est
pas accessible à l’agent. Il est donc temps de parler des états d’informations et donc
des espaces associés qui, comme nous le verrons, conditionnent l’existence de ces
fonctions de valeur et donc la résolution des POMDP.
3.1.3. Etat d’information
L’agent, qui n’a pas accès à l’état, doit choisir ses actions en fonction des informa-
tions qui lui sont disponibles, c’est pourquoi nous parlerons d’état d’information2 pour
parler des espaces de définition des politiques (ou des fonctions de valeur) permettant
effectivement à l’agent de contrôler le POMDP de façon optimale.
3.1.3.1. Définition
Appelons It l’ensemble des informations accessibles à un agent à un instant t.
Après avoir effectué l’action at, l’agent perçoit le processus sous la forme de l’ob-
servation ot+1, ce qui lui permet d’augmenter l’ensemble des informations dont il
dispose, par exemple par :
It+1 = τ(I0, I1, . . . , It, ot+1, at). (3.1)
DÉFINITION 3.1.– Etat d’information d’un POMDP
I forme un ensemble d’états d’information si la séquence (I)t définit une chaîne de
Markov contrôlée (par les actions), c’est-à-dire si :
∀t, Pr(It+1|I0, I1, . . . , It, ot+1, at) = Pr(It+1|It, ot+1, at).
Attention, si certains espaces de définition des politiques peuvent paraître naturels
(comme par exemple l’ensemble Ω des observations), dans le cas général ces espaces
2. information state en anglais
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ne sont pas des espaces d’information. La section 3.2 revient plus en détails sur ce
problème crucial des POMDP.
On peut alors définir une fonction de transition pour ce processus :
φ(I, a, o, I ′) = Pr(It = I
′|It−1 = I, a, o). (3.2)




r(s, a) Pr(s|I). (3.3)
En principe, un POMDP peut toujours être transformé en un MDP défini sur un
ensemble d’états d’information. Le problème est de trouver une représentation inté-
ressante et utilisable en pratique de ces états d’information.
3.1.3.2. Etat d’information complet
La façon la plus simple et la plus naïve de représenter les états d’information est
d’utiliser toute l’information disponible sur le processus depuis le début (depuis l’ins-
tant t = 0). Dans ce cas, l’état d’information est constitué des historiques complets
des observations et actions passées.
Plus formellement, l’état d’information complet (noté ICt ) au temps t est constitué
de :
– la distribution de probabilité initiale sur les états b0,
– l’historique des observations passées et présente (o0, · · · , ot),
– l’historique des actions passées (a0, · · · , at−1).
Il est clair que les états d’information complets satisfont à la propriété de Markov
énoncée précédemment. Le principal problème de cette représentation est que la taille
d’un état d’information grossit à chaque pas de temps. Cette représentation n’est donc
pas facilement manipulable, surtout quand on considère des processus à horizon infini.
3.1.3.3. Statistiques suffisantes
On peut représenter plus efficacement les états d’information en utilisant des sta-
tistiques suffisantes (ou exhaustives) vis-à-vis du contrôle du processus ([BER 95]).
DÉFINITION 3.2.– Information suffisante
Une séquence d’états d’information (I)t définit un processus d’information suffisant
quand on a :
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– It = τ(It−1, ot, at−1),
– Pr(st|It) = Pr(st|ICt ),
– Pr(ot|It−1, at−1) = Pr(st|ICt−1, at−1),
où ICt−1 et I
C
t sont des états d’information complets. On peut aussi voir un état d’infor-
mation suffisant comme un état qui permet de prédire le comportement du processus,
ce qui permet ensuite de le contrôler. Ces méta-informations sur le processus satis-
font la propriété de Markov et préservent les informations contenues dans les états
d’information complets qui sont suffisantes pour contrôler le processus. L’avantage
principal des états d’information suffisants est qu’ils peuvent se représenter de façon
plus compacte que les états d’information complets. Leur taille n’augmente pas avec
le temps, par exemple. Le désavantage vient du fait que leur mise à jour est un peu
plus complexe et que leur espace de définition peut être continu.
3.1.3.4. Etats de croyance (belief states)
Des états d’information suffisants couramment utilisés sont les états de croyance.
DÉFINITION 3.3.– Etat de croyance
Un état de croyance bt à l’instant t est défini par :
bt(s) = Pr(st = s|ICt ).
Un état de croyance est une distribution de probabilité sur l’ensemble des états. On
note B l’ensemble des états de croyance, c’est l’espace de toutes les distributions de
probabilité sur S.
Comme nous l’avons dit, un état d’information suffisant doit être mis à jour après
chaque action. Ainsi, si b est état de croyance, nous pouvons exprimer l’état de croyance
bao après une transition du processus, c’est-à-dire après que l’agent a effectué une ac-
tion a et reçu une observation o :
bao(s
′) = Pr(s′|b, a, o)
=
Pr(s′, b, a, o)
Pr(b, a, o)
=
Pr(o|s′, b, a) Pr(s′|b, a) Pr(b, a)
Pr(o|b, a) Pr(b, a)
=
Pr(o|s′, b, a) Pr(s′|b, a)∑
s′′∈S Pr(s
′′|b, a) Pr(o|s′′, a)
=
O(o|s′)∑s∈S Pr(s′|a, s) Pr(s)∑
s∈S
∑
















Puisque les états de croyance forment un processus markovien, nous pouvons ex-
pliciter ce processus, notamment au niveau des fonctions de transition et de récom-
pense. Pour cela, nous allons définir la probabilité conditionnelle d’une observation
par







On peut alors calculer la fonction de transition entre deux états de croyance. Etant
donné un état de croyance b et une action a, chaque observation o peut donner lieu à
un état de croyance successeur bao différent. La probabilité de transiter vers un état de
croyance b′ donné est alors égal à la somme de toutes les probabilités de transiter vers
des bao égaux à b
′. Ce qui s’écrit :
φ(b, a, b′) = Pr(b′|b, a) =
∑
o∈Ω
ω(b, a, o)δ(b′, bao),
avec δ(x, y) =
{
0 si x = y,
1 sinon





Le processus de Markov ainsi défini sur les états de croyance est difficile à ré-
soudre car il est défini sur un espace d’état continu, celui des distributions de proba-
bilité sur l’espace d’état S. De plus, sauf pour certains POMDP bien particuliers qu’on
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appelle « transitoires »3 (voir section 3.3.2.2), la suite des états de croyance générée
par une politique donnée comporte un nombre infini d’états de croyance différents.
Néanmoins, nous verrons plus loin (section 3.3) qu’il est parfois possible d’utiliser
les propriétés particulières des fonctions de valeurs de ce processus pour proposer des
algorithmes exacts ou quasi-exacts.
3.1.4. Politique
Les espaces sur lesquels il est possible de définir une politique sont plus divers que
dans le cas des MDP. Il est inutile de calculer des politiques définies sur les états ou les
historiques d’états puisque ces derniers sont inaccessibles à l’agent. Il est envisageable
de définir des politiques sur l’espace des observations ou l’historique des observations.
Comme nous le verrons à la section 3.2, il n’est pas possible de garantir l’optimalité
de telles politiques mais elles peuvent néanmoins constituer une option viable dans
certains cas.
Il est plus intéressant de travailler sur les espaces d’information que nous venons
d’aborder dans la partie précédente. Dans l’absolu, il existe une multitude de types
d’états d’information possibles, mais qui peuvent tous plus ou moins se ramener à
des historiques d’action et d’observation sur le processus. C’est notamment le cas des
états d’information complets. Nous allons nous intéresser à la manière de représenter
les politiques dans ce cas. Cette démarche peut aisément s’adapter à d’autres politiques
définies sur d’autres espaces (comme par exemple des historiques d’observation).
Pour un état d’information complet initial I , la politique optimale d’horizon N
peut être représentée par un arbre, elle correspond à une sorte de plan conditionnel.
En effet, pour un état d’information I , la politique optimale d’horizon 1 est l’action
optimale associée à cet état, notons la a1(I). Intéressons nous maintenant à la poli-
tique d’horizon 2 à partir de I , elle commence par une action a. Après avoir choisi
cette action, l’agent obtient une observation o et se trouve donc dans le nouvel état
d’information Iao . S’il veut alors agir optimalement, il choisira alors a
1(Iao ). On voit
que la deuxième action de l’agent dépend de l’observation o perçue, c’est une sorte de
plan conditionnel.
Ainsi, une politique d’horizon N pour un état d’information I peut se représenter
sous la forme d’un arbre comme celui de la figure 3.2. L’exécution d’un plan condi-
tionnel ou d’une politique d’ordre N à partir d’un état d’information I consiste es-
sentiellement à traverser cet arbre en partant de la racine en suivant, tout à tour, des
nœuds « action » et des branches « observation ». Quand on arrive à un nœud, on exé-
cute l’action associée à ce nœud, puis en fonction de l’observation reçue, on navigue
vers le nœud suivant le long de la branche associée à l’observation.
3. de l’anglais « transient »












Figure 3.2. Plan conditionnel. Cet arbre représente une politique d’horizon 3 pour un état
d’information I donné. C’est aussi une sorte de plan conditionnel. A chaque étape du plan, un
nœud contient l’action à effectuer et, en fonction de l’observation reçue, on se déplace vers un
nœud d’ordre inférieur en suivant la branche appropriée.
Les arbres de politiques permettent donc de représenter les politiques d’horizon
fini. Par contre, la représentation sous forme d’arbre n’est pas pratique dans le cas
des problèmes à horizon infini car les arbres grandissent de manière exponentielle.
Une alternative, qui est utilisable dans les cas où les politiques sont cycliques, est
de représenter les politiques en utilisant des automates à états finis qui permettent de
représenter des plans conditionnels qui bouclent. Un exemple d’automate est décrit à
la figure 3.3 qui s’exécute comme précédemment : on applique l’action dans le nœud
actuel avant de transiter vers le nœud suivant en fonction de l’observation reçue. Le
nœud de départ pour appliquer la politique dépend de l’état d’information de départ.
3.1.5. Fonctions de valeur
De la même manière que pour les MDP, on peut définir une fonction de valeur
pour les POMDP définis sur les états d’information. Nous nous plaçons ici, à titre
d’exemple, dans le cadre du critère actualisé, mais les développements faits sur les
différents critères pour les MDP en section 1.5 sont utilisables de la même manière.











Figure 3.3. Automate à états fini pour politique cyclique infinie. L’automate permet de re-
présenter des politiques infinies qui présentent des cycles. Comme dans le cas des arbres, on
exécute une politique en appliquant l’action dans le nœud actuel avant de transiter vers le nœud
suivant en fonction de l’observation reçue.
Ainsi, l’opérateur d’itération de la fonction de valeur pour une politique πt définie
sur l’espace des états d’information I s’écrit






On peut, de la même manière, écrire l’équation de Bellman définissant la fonction




ρ(I, a) + γ
∑
I′∈I(I,a)
φ(I, a, I ′)V∗(I ′)

, (3.6)
où I(I, a) est l’ensemble des successeurs de l’état d’information I . Nous avons vu
précédemment que ces successeurs se calculaient à partir de I par I ′ = τ(I, o, a),
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on peut donc en déduire qu’il y a au maximum |Ω| successeurs à un état d’informa-
tion et écrire cette équation en sommant cette fois-ci sur l’ensemble des observations




ρ(I, a) + γ
∑
o∈Ω
Pr(o|I, a)V∗(τ(I, o, a))
]
. (3.7)
On peut aussi écrire cette équation en utilisant directement les paramètres du














Pr(s|I)p(s′|s, a)O(o|s′)V∗(τ(I, o, a))
]
. (3.9)
Comme dans le cas des MDP, l’opérateur associé à cette équation est une contrac-
tion pour la norme max et pour 0 ≤ γ < 1 et les mêmes démonstrations assurent
l’existence et l’unicité de la solution (voir théorèmes 1.4, 1.5 et 1.6, pages 31-34).
3.2. Problèmes non-markoviens (information incomplète)
Comme nous l’avons signalé, pour un POMDP les observations ne sont pas des
états d’information. Autrement dit, un agent ne peut pas contrôler de façon optimale
un POMDP en ne se basant que sur l’observation courante du processus pour décider de
son action. Dans cette section, nous allons étudier plus en détail les politiques définies
seulement sur l’observation courante dans le but de mieux comprendre les différences
entre les POMDP et les MDP. Cette compréhension permettra aussi de mieux aborder
ensuite les problèmes liés à la résolution des POMDP.
3.2.1. Politiques adaptées
Dans cette partie, nous allons uniquement considérer des politiques π de la forme
π : (Ω× T ) −→ Π(A),
où Π(A) est l’ensemble des distributions de probabilité sur A.
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Si, pour essayer de résoudre un POMDP, on adapte les algorithmes définis pour
les MDP en assimilant naïvement les observations à des états, on cherche en fait des
politiques de la forme que nous venons de rappeler. Nous appelons cette famille de
politique des politiques adaptées. Et nous allons voir qu’en fait, elles ne sont pas
adaptées au contrôle optimal d’un POMDP, même si les résultats pratiques peuvent
s’avérer satisfaisants.
3.2.2. Critère pondéré
3.2.2.1. Politique adaptée stochastique
Plaçons-nous dans le cas d’un critère actualisé. Il est alors facile de montrer que,
contrairement aux MDP, il n’existe pas de politique adaptée déterministe optimale.
L’exemple de la figure 3.4 permet de montrer facilement que :
PROPOSITION 3.1.– Il existe des POMDP où la meilleure politique stochastique adap-
tée peut être arbitrairement meilleure que la meilleure politique déterministe.
PREUVE.– La figure 3.4 montre un POMDP avec deux états (1a et 1b) et une seule
observation (1). Il n’existe que deux politiques adaptées déterministes (soit tout le
temps faire « A », soit tout le temps faire « B »). Au mieux, ces politiques amènent une
récompense de +R suivie d’une séquence infinie de −R, soit une valeur de (1−2γ)R1−γ .
La politique stochastique qui choisit « A » avec une probabilité de 0.5 et « B » avec
une probabilité de 0.5 reçoit en moyenne une récompense de 0 à chaque instant. Dès
lors, il suffit d’augmenter R et de choisir γ > 0.5 pour que la différence de valeur
entre la politique stochastique et la meilleure politique déterministe soit aussi grande
que l’on veut. 
De plus, il est possible, à l’aide d’exemples aussi simples, de montrer que (voir [JAA 94b]) :
PROPOSITION 3.2.– Il existe des POMDP où la meilleure politique stochastique
adaptée peut être arbitrairement plus mauvaise que la politique optimale du MDP
sous-jacent.
PROPOSITION 3.3.– Il existe des POMDP où la meilleure politique adaptée peut être
non-stationnaire.
3.2.2.2. Fonction de valeur adaptée
Les faits précédents amènent à se poser la question de l’existence d’une politique
optimale, même stochastique. Pour cela, on peut se poser la question de l’existence
d’une fonction de valeur optimale.









Figure 3.4. Besoin de politiques adaptées stochastiques. Le POMDP de cette figure est consti-
tué de deux états (1a et 1b) qui génèrent tous les deux la même observation « 1 », ce que
nous symbolisons par une ellipse.Face à cette observation, l’agent peut choisir entre les actions
« A » ou « B » qui, selon l’état sous-jacent, sont associées à des récompenses positives (+R)
ou négatives (−R). On ne peut trouver de politique déterministe optimale.
Partons d’une politique adaptée π : Ω −→ Π(A), il est possible d’en déduire une











Connaissant les états sous-jacents du POMDP, on peut appliquer cette politique π′ et












Cette propriété utilise le fait que, pour la politique π′, les états sont issus d’un proces-
sus qui vérifie la propriété de Markov. Or, ce n’est pas le cas quand on utilise π sur
les observations, car les observations ne sont pas des états d’information. On ne peut
alors définir la fonction de valeur d’une politique adaptée, c’est-à-dire définie sur les
seules observations.
Mais on peut se servir de Vπ′ pour définir la fonction de valeur d’une observation
comme étant la valeur moyenne des états sous-jacents à cette observation si on avait
utilisé π′. Nous appelons cette nouvelle fonction la fonction de valeur adaptée.
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DÉFINITION 3.4.– Fonction de valeur adaptée
Pour une politique adaptée π, il existe une politique π′ définie sur les états par l’équa-






où Prπ(s|o) est la distribution asymptotique de probabilité sur les états, c’est-à-dire
la probabilité que l’état du MDP sous-jacent soit s quand on observe o quand t tend
vers l’infini et Vπ′ la fonction de valeur de π′.
Cette définition n’est qu’une définition et ne permet pas à l’agent de calculer la
fonction de valeur d’une observation puisqu’il n’a pas accès à s. Néanmoins, mu-
nis de cette définition, nous pouvons montrer que, contrairement à un MDP, pour un
POMDP, il n’existe pas forcément de politique stationnaire qui maximise la valeur de
toutes les observations simultanément. Pour un MDP, la politique optimale maximisait
simultanément la valeur de tous les états.
La preuve de cette affirmation peut se faire au travers de la figure 3.5. Dans ce
POMDP à quatre états (1, 2a, 2b et 3) et trois observations (1, 2 et 3), le seul choix
possible d’action se fait pour l’observation « 1 ». Si l’on y augmente la probabilité de
choisir l’action « A », on augmente la valeur de l’observation « 1 » et on diminue la
valeur de l’observation « 2 ». L’effet inverse se produit si on augmente la probabilité de
choisir l’action « B ». On ne peut donc maximiser la valeur de ces deux observations
simultanément.
Ainsi, la fonction de valeur adaptée n’a pas du tout les mêmes propriétés que la
fonction de valeur d’un MDP. En particulier, on ne peut pas définir de fonction de
valeur adaptée optimale, ni donc de politique adaptée optimale. Du moins, en utilisant
le critère γ-pondéré.
3.2.2.3. Convergence des algorithmes adaptés
Puisqu’il n’existe ni fonction de valeur adaptée optimale, ni politique adaptée op-
timale, on peut légitimement se demander si les algorithmes définis pour les MDP sont
d’une utilité quelconque si on les adapte aux POMDP. En fait, il n’est même pas sûr
que ces algorithmes convergent, puisque leur convergence était assurée par l’existence
d’une solution optimale dans le cadre des MDP.
Si l’on y regarde de plus près, il y a deux facteurs à prendre en compte. D’une
part, la fonction de valeur d’une observation dépend de la probabilité d’occupation
des états sous-jacents. On peut alors se dire que les algorithmes qui ne modifient pas
cette probabilité sous-jacente ont des chances de converger. D’autre part, nous avons










observation 1 observation 3
Figure 3.5. Pas de politiques adaptées optimales. Le POMDP de cette figure est constitué de
quatre états (1, 2a, 2b et 3) et de trois observations (1, 2 et 3). La seule décision concernant
la politique est faite pour l’observation « 1 ». Y augmenter la probabilité de choisir « A »
augmente la valeur de « 1 » et diminue celle de « 2 ». C’est un exercice très facile de montrer
qu’on ne peut donc trouver de politique maximisant la valeur de toutes les observations.
vu qu’il n’était pas possible, dans le cas général, de maximiser la fonction de va-
leur de toutes les observations simultanément. Dès lors, il paraît difficile de prévoir le
comportement d’algorithmes qui essaient justement de trouver cette fonction de va-
leur dominante (comme par exemple Value Iteration ou Policy Iteration car l’étape
non-linéaire de maximisation effectuée à chaque itération est une source d’instabilité
potentielle). On peut néanmoins penser que des algorithmes qui explorent de manière
stationnaire l’environnement et s’appuient sur une approximation stochastique de la
fonction de valeur peuvent avoir une chance de converger. Les résultats démontrés
dans la littérature semblent confirmer ces intuitions, puisque la convergence de deux
algorithmes entrant dans le cadre énoncé plus haut a été prouvée (voir [SIN 94a]).
TD(0) : Dans un POMDP, sous les conditions classiques de convergence, l’algo-
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Il est à noter que la fonction de valeur vers laquelle on converge n’est pas for-
cément la fonction de valeur définie à l’équation (3.11). Il est d’ailleurs possible de
montrer sur des exemples assez simples que cela n’est pas le cas.
Q-Learning : Dans un POMDP, un algorithme de Q-Learning qui utilise une poli-
tique d’exploration stationnaire πexp converge vers la solution du système d’équations














où Prπexp(s|o, a) est la probabilité asymptotique d’occupation de s sous la politique




Il est important de noter que le Q-Learning ne converge que si on explore l’envi-
ronnement avec une politique stationnaire (pas d’algorithme ǫ-greedy par exemple).
En outre, le Q-Learning est limité par le fait qu’il converge vers une politique déter-
ministe dont nous avons vu qu’elle pouvait être clairement sous-optimale.
Ces limitations posent avec insistance le problème de l’apprentissage dans un
POMDP car, comme nous le verrons, la recherche de solutions optimales quand on
connaît le modèle est en partie résolu.
3.2.3. Algorithmes adaptés et critère moyen adapté
Nous venons de voir qu’il n’est pas possible de définir une fonction de valeur qui
soit optimale sur toutes les observations à la fois. Afin de comparer deux politiques
adaptées entre elles et donc de définir une politique adaptée optimale, l’idée est de
transformer cette fonction de valeur sur les observations en un scalaire, par exemple
en écrivant que l’on cherche à maximiser ϑ̂ =
∑
o∈Ω PΩ(o)ϑ
π(o) où PΩ est une dis-
tribution de probabilité sur Ω. Parmi les choix possibles pour cette distribution, on
peut naturellement penser à la distribution initiale sur les observations, ou à la proba-
bilité asymptotique des observations. Cette dernière solution est en fait équivalente à
utiliser le critère moyen et donc le gain associé Uπ (voir partie 1.5.4), comme l’ont
montré les auteurs de [SIN 94a].
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En effet, si on pose Prπ(o) comme étant la probabilité asymptotique d’une obser-




















































π(o)V π(o) = U
π
1−γ .
Il est alors tentant de chercher une politique adaptée stochastique optimale au
sens de ce critère scalaire en cherchant tout simplement la politique adaptée sto-
chastique qui optimise la récompense moyenne. A notre connaissance, le seul algo-
rithme pour trouver une politique de ce type a été proposé par Jaakkola, Singh et
Littman [JAA 94b]. Cet algorithme de type « itération sur les politiques » s’appuie sur
une méthode de Monte Carlo pour évaluer la récompense moyenne d’une politique,
ce qui permet de calculer des Q-valeurs et d’améliorer la politique courante. Le pro-
blème majeur de cette méthode, outre le fait qu’elle n’a jamais été testée en pratique,
est qu’elle ne converge au mieux que vers un maximum local de la fonction de valeur
scalaire.
Le chapitre sur les méthodes de gradient pour la recherche de politique optimale
(chapitre 12) exposera d’autres méthodes approchées pour résoudre les POMDP, no-
tamment lors de la section 12.2.4, page 369.
3.3. Calculer une politique exacte sur les états d’information
Par l’intermédiaire des états d’information, nous savons transformer un POMDP en
un MDP. En théorie, les outils de résolution des MDP peuvent être utilisés pour trouver
une politique optimale. En pratique, le problème est plus délicat, notamment à cause
de la taille et de la nature de l’espace des états d’information. En fait, la résolution
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d’un POMDP ayant un seul état initial, en horizon fini, est un problème PSPACE-dur
[PAP 87].
NOTE.– Dans la suite de ce chapitre, nous allons travailler avec le critère actualisé et
la fonction de valeur associée V .
3.3.1. Cas général
3.3.1.1. Horizon fini
En théorie, pour un horizon fini N , il suffit d’utiliser le principe de la program-
mation dynamique pour, d’une manière similaire à l’algorithme 1.1, trouver la po-
litique et la fonction de valeur optimales. Ainsi, partant de la fonction de valeur
V ∗0 = maxa∈A ρ(I, a) au dernier pas de temps, on applique récursivement l’opé-
rateur de programmation dynamique (équ. (3.7), section 3.1.5) N fois de la manière
suivante :
V ∗n (I) = max
a∈A
[
ρ(I, a) + γ
∑
o∈Ω
Pr(o|I, a)V ∗n−1(τ(I, o, a))
]
. (3.13)
L’équation (3.13) définit aussi un opérateur que nous noterons L. On a alors V ∗n =
LV ∗n−1.
Une fois que l’on connaît la fonction de valeur optimale, la politique optimale µ∗n




ρ(I, a) + γ
∑
o∈Ω




Plaçons nous maintenant dans le cas d’un horizon infini. L’opérateur L que nous
venons de définir possède les mêmes propriétés que l’opérateur utilisé dans les MDP
à la section 1.5.2, c’est une contraction (pour toutes fonctions U et V , on a ‖LU −
LV ‖ ≤ γ‖U − V ‖ où ‖V ‖ = maxI V (I)).
Il est alors possible de trouver une fonction de valeur ǫ-optimale en utilisant une
méthode de type itération sur les valeurs dont le pas d’itération est :
Vi+1 = LVi. (3.14)









Figure 3.6. fonction de valeur convexe linéaire par morceaux. La fonction de valeur V d’un
POMDP avec deux états (s0 et s1) est représenté à l’aide de 4 vecteurs de paramètres θi, chacun
de dimension 2. On trouve l’espace des états d’information le long de l’axe des abscisses et les
valeurs sont sur l’axe des ordonnées. Une seule probabilité b(s0) permet de décrire l’état de
croyance car b(s1) = 1 − b(s0). Sur cette figure, chaque segment linéaire de la fonction de
valeur est tracé avec une ligne fine tandis que la fonction de valeur elle-même est indiquée en
gras.
Puisqu’il existe une fonction de valeur optimale V ∗ et que L est une contraction, on
peut utiliser le théorème de Banach pour prouver que cette méthode d’itération sur
les valeurs converge vers V ∗. Dès lors, il suffit d’un nombre fini d’itérations de la
méthode pour atteindre une solution ǫ-optimale d’où il est possible de déduire une
politique optimale.
3.3.2. Etats de croyance et fonction de valeur linéaire par morceaux
En pratique, les deux schémas de calcul évoqués dans la partie précédente sont dif-
ficilement utilisables. Le problème vient du fait que les espaces d’états d’information
sont continus ou de taille conséquente et il peut alors être impossible de calculer ou
de représenter les fonctions de valeur et les politiques optimales.
En travaillant avec les états de croyance et les POMDP qui admettent de tels états
d’information, il est possible d’exploiter les propriétés particulières des fonctions de
valeur pour proposer des algorithmes plus efficaces.
La fonction de valeur optimale pour un problème à horizon fini est linéaire par
morceaux et convexe (LPMC) [SON 71]. C’est une propriété très importante car elle
permet de représenter la fonction de valeur avec un nombre fini de paramètres, ainsi
que le montre la figure 3.6.
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Comme la fonction de valeur est définie sur l’espaceB qui est de dimension |S|−1,
chaque segment linéaire utilisé dans sa représentation est de dimension |S| et peut
donc être représenté par un vecteur θ avec |S| coefficients. Pour ces vecteurs, θ(s)
sera la s-ième composante de ce vecteur. L’ensemble des vecteurs permettant de re-
présenter la fonction de valeur LPMC est noté Θ. On dit que Θ représente V , ce qui
se traduit par :








Il reste maintenant à démontrer que la fonction de valeur optimale est bien linéaire
par morceaux et convexe. Cette démonstration s’appuie sur le théorème suivant dé-
montré par Smallwood.
THÉORÈME 3.1.– (Fonction de valeur linéaire par morceaux et convexe). ( [SMA 73])
Soit L l’opérateur de Bellman défini à l’équation (3.13) et soit Vinit une fonction de
valeur initiale qui est linéaire par morceaux et convexe, définie sur l’espace B des
états de croyance. Alors, pour un POMDP admettant des états de croyance, on a :
– Vn = LnVinit, obtenue après n applications de l’opérateur L sur Vinit, est elle
aussi linéaire par morceaux et convexe sur B ;
– Vn peut être représentée par un ensemble fini Θ = {θ} de vecteurs de taille |S|
par Vn(b) = maxθ∈Θ b.θ.
PREUVE.– Nous allons montrer que si, après i − 1 applications de l’opérateur L, la
fonction de valeur Vi−1 est linéaire par morceaux et convexe, alors la fonction de
valeur Vi obtenue après une nouvelle application de l’opérateur est elle aussi LPMC.








Si a est l’action effectuée alors qu’il restait i actions à choisir et o l’observation
reçue après. Alors, on peut écrire l’état de croyance bi−1 comme étant :
bi−1 = Pr(s
′|bi, a, o),
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s∈S Pr(s|bi, a, o)θi−1(s). Cela revient à chercher le segment de
































Pr(s′, o|s, a)θa,oi−1(bi, s′)
]]
.
L’expression entre les crochets intérieurs de l’équation précédente peut se représenter
par |A||Θi−1||Ω| différents vecteur de taille |S| : il faut en effet au maximum un vec-
teur par choix de a et d’une séquence de |Ω| vecteurs de Θi−1. On peut dire que ces






Cela signifie que Vi est bien une fonction linéaire par morceaux et convexe et qu’elle
peut se définir par un ensemble fini de vecteur θi de Θi. Chacun de ces vecteurs θi est
de la forme :





Pr(s′, o|s, a)θa,oi−1(b, s′). (3.17)
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Comme la fonction de valeur initiale Vinit est linéaire par morceaux et convexe,
on en déduit aisément qu’après tout nombre fini d’applications de l’opérateur L on
obtient bien une fonction de valeur qui est elle aussi LPMC, ce qui conclut la démons-
tration. 
Pour montrer que la fonction de valeur est LPMC en utilisant le théorème précé-
dent, il ne nous reste plus qu’à montrer que toute fonction de valeur optimale pour un
horizon de taille 1 est LPMC. Quand il ne reste plus qu’une action a à choisir, seule
la récompense immédiate intervient dans la définition de la fonction de valeur. On a
alors immédiatement :








V ∗1 est donc trivialement LPMC et peut être représentée par au plus |A| vecteurs.
Ainsi, en utilisant le théorème précédent, on obtient alors immédiatement que toute
fonction de valeur optimale pour un horizon fini est linéaire par morceaux et convexe.
De plus, la démonstration du théorème étant constructive, on sait aussi que :
– on peut toujours calculer la fonction de valeur optimale pour un horizon fini en
un nombre fini d’opérations ;
– la fonction de valeur optimale pour un horizon fini peut être représentée par un
ensemble fini de vecteurs de taille |S| ;
– la politique optimale est donc calculable elle aussi en un temps fini.
3.3.2.1. Choix des vecteurs θ
Une fonction de valeur optimale pour un horizon fini peut être représentée par un
nombre fini de vecteurs. Nous avons vu dans la démonstration du Théorème 3.1 qu’il
fallait au maximum |A||Θi−1||Ω| vecteurs pour représenter Vi. En fait, on peut encore
réduire ce nombre en ne considérant que l’ensemble Ωposs des observations possibles
après avoir exécuté une action dans un état de croyance donné. La borne devient donc
|A||Θi−1||Ω|
poss
. En pratique, il faut beaucoup moins de vecteurs pour représenter
la fonction de valeur. Certains vecteurs (comme par exemple le vecteur θ2 dans la
figure 3.6) sont en effet dominés par les autres et leur omission n’influence pas la
fonction de valeur. On appelle ce type de vecteur un vecteur dominé. Inversement, un
vecteur qui permet de calculer la valeur optimale pour au moins un point de l’espace
des états de croyance est appelé un vecteur utile.
On comprend aisément que, pour faciliter le calcul des fonctions de valeur, il faut
minimiser le nombre de vecteurs utilisés pour représenter les fonctions. Pour un état
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de croyance I donné, il faut utiliser chaque vecteur de la représentation pour trouver
la fonction de valeur. Il est donc très intéressant d’éliminer tous les vecteurs dominés
d’une représentation, ce qui est un problème très difficile et [LIT 95a] a montré que
cela ne pouvait être fait efficacement que si RP=NP, c’est-à-dire si tous les algorithmes
de décision non-déterministes ont une probabilité significative de succès. La recherche
des fonctions de valeur doit donc faire face à une possible explosion du nombre de
vecteurs (taille exponentielle en |Ω|), mais aussi à la difficulté de trouver les vecteurs
utiles.
Les algorithmes de recherche de fonction optimale que nous allons détailler dans
la partie 3.4 explorent plusieurs méthodes pour rendre efficace cette recherche des
vecteurs utiles à la représentation.
3.3.2.2. Horizon infini
Bien que chaque fonction de valeur V ∗n soit linéaire par morceaux et que
lim
n→∞
‖V ∗n − V ∗‖ = 0,
rien ne dit que la fonction de valeur optimale pour un horizon infini soit elle aussi
linéaire par morceaux. [SON 71] a montré qu’il existe une classe de POMDP où V ∗
est LPMC, il l’appelle la classe des POMDP transitoires4. Quand le POMDP n’est pas
transitoire, on peut approcher aussi précisément que l’on veut la fonction de valeur
optimale ainsi que la politique optimale en horizon infini par une politique transitoire
admettant une fonction de valeur optimale. On parle de solution ǫ-optimale.
Par contre, toutes les fonctions de valeur en horizon infini, même celles qui ne sont
pas transitoires, sont convexes.
3.4. Algorithmes exacts d’itération sur les valeurs
3.4.1. Etapes de l’opérateur de programmation dynamique
Le problème crucial l’application de l’opérateur de la programmation dynamique
est la construction de l’ensemble de vecteurs Θn à partir de Θn−1. Cette opération
est résumée (on peut aussi dire cachée) dans l’équation (3.17). Nous allons détailler
le principe de cette construction et en donner un exemple qui essayera d’expliciter les
principales notions utilisées dans les algorithmes que nous allons étudier par la suite.
4. de l’anglais « transient »









Figure 3.7. fonction de valeur à l’étape n − 1. Ce POMDP à deux états sert d’exemple pour
expliciter la construction de l’ensemble Θn. A l’étape n − 1, la fonction de valeur est repré-
sentée par deux vecteurs, qui sont chacun associé à une politique. Les régions de dominance
sont démarquées par les barres au bas de la figure. Les politiques associées à ces régions sont
indiquées sous les barres.
Partons donc d’un ensemble Θn−1 de vecteurs décrivant la fonction de valeur op-
timale pour un horizon de taille n − 1. Chacun des vecteurs θn−1 domine les autres
dans une région de l’espace B des états de croyance et, fait important, représente aussi
la meilleur politique à suivre dans cette région. On peut associer chaque vecteur θn−1
à une politique πn−1 d’horizon n − 1. La figure 3.7 illustre le cas qui nous servira
d’exemple, avec un ensemble de 2 vecteurs (θn−1,0 et θn−1,1). Les régions où do-
minent les vecteurs sont représentées par la barre grisée le long de l’axe des abscisses.
La construction de l’ensemble Θn se comprend plus facilement en la décomposant
et c’est aussi la démarche suivie par les deux algorithmes que nous allons présenter.
Supposons que nous voulons calculer V a1,o1n après avoir effectué l’action a1 et ob-
servé o1. On sait alors que la fonction de valeur sera représentée par les vecteurs
{θa1,o1n } donnés par l’équation (3.17) adaptée à ce cas précis, c’est-à-dire :





p(s, a1s′)O(s′, o1)θa1,o1n−1 (b
a1,o1, s).(3.18)
Cette fonction de valeur sera représentée avec au plus |Θn−1| vecteurs. La figure 3.8
illustre cette transformation de la fonction de valeur. Il est à noter que cette fonction
de valeur est un peu particulière puisqu’elle prend en compte la probabilité que o1 soit
observée, ce qui se traduit par le terme r(s,a)|Ω| puisque nous avons fait le choix ici de
distribuer uniformément la récompense immédiate sur les observations.




















Figure 3.8. fonction de valeur à l’étape n pour a1 et o1. Pour une action et une observation
données, la nouvelle fonction de valeur se représente avec, au plus, le même nombre de vecteur.
Ces vecteurs définissent des nouvelles régions où les politique d’horizon n commencent toutes
par a1 : o1 avant d’utiliser la meilleure politique d’horizon n− 1.
Avec a1 toujours fixé, on peut ainsi calculer la fonction de valeur pour chaque
observation o possible. L’idée est maintenant d’utiliser ces fonctions de valeur pour
calculer la fonction de valeur V an reçue après avoir effectué l’action a1. C’est aussi une
fonction LPMC. C’est en fait la moyenne des fonctions de valeur associés à chaque
couple (a1, o). Etant donné que les fonctions V a1,o1n prennent déjà en compte les
probabilités d’observation, il est trivial de montrer que, pour chaque état de croyance





De cette manière, nous générons en fait au plus |Θn−1||Ω
succ(a1)| vecteurs. Pour chaque
vecteur, nous aurons un ensemble de politiques qui commencent toutes par l’action
a1 et qui dépendent ensuite de l’observation reçue. Cette étape est illustrée par la
figure 3.9.
Il reste enfin à combiner les fonctions de valeur calculées pour chaque action
afin de déterminer la fonction de valeur Vn pour un horizon n. Pour chaque état de






















Figure 3.9. fonction de valeur à l’étape n pour a1. Pour une action donnée, la nouvelle fonc-
tion de valeur se représente avec des vecteurs qui sont sommes des vecteurs θa1,on . Ces vecteurs
définissent des nouvelles régions où les politique d’horizon n commencent toutes par a1 avant
d’utiliser la meilleure politique d’horizon n − 1 en fonction de l’observation qui sera perçue.
Par exemple, pour l’état de croyance b indiqué, après avoir effectué a1, il faudra utiliser πn−1,1
si o = o1 et πn−1,0 sinon.
C’est à cette étape qu’il est possible d’éliminer le plus de vecteurs qui ne sont pas
utiles pour représenter la fonction de valeur. La figure 3.10 explicite cette étape en
combinant les fonctions de valeur V a1n et V
a2
n de deux actions, en éliminant les vec-
teurs inutiles (indiqué en pointillés).
3.4.2. Obtenir une représentation parcimonieuse de V
Nous définissons ici la notion de représentation parcimonieuse de V et présentons
quelques techniques pour obtenir cette représentation parcimonieuse en élaguant les
vecteurs dominés.
3.4.2.1. Région
Un ensemble Θ donné définit une partition sur l’espace des vecteurs estimés B.
Chaque partie de cette partition est associée à un vecteur θ de Θ. Par exemple, sur la
figure 3.7, la partition est constituée de deux parties. La région R(θ,Θ) associée à un
vecteur est la portion de B où ce vecteur domine les autres.
DÉFINITION.– Soient un espace d’états de croyance B et une représentation d’une
fonction de valeur Θ, la région R(θ,Θ) associée à un vecteur θ de Θ est définie par :
R(θ,Θ) = {b | b.θ > b.θ′, θ′ ∈ Θ− {θ}, b ∈ B}. (3.21)
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Figure 3.10. fonction de valeur à l’étape n. Il faut maintenant chercher la meilleure action, ce
qui revient à chercher, pour chaque état de croyance, le meilleur vecteur pour le représenter.
Nous avons ici combiné les fonctions de valeur de deux actions (a1 et a2), ce qui permet en outre
d’éliminer des vecteurs inutiles (indiqués en pointillés). Pour chacune des régions déterminées,
nous avons indiqué le début de la politique optimale d’horizon n.
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A cause de l’inégalité stricte, les régions ne définissent pas exactement une partition
de B et les points exclus sont des points où plusieurs vecteurs donnent une même
valeur à la fonction de valeur. Ces points sont assez particuliers et peuvent poser pro-
blème, comme nous le verrons à la partie 3.4.2.5.
La notion de région est très importante. Elle est utilisée par de nombreux algo-
rithmes pour calculer la fonction de valeur. L’algorithme TrouveVectDansRegion
(Alg. 14) décrit la procédure qui détermine si la région d’un vecteur est vide (c’est
alors un vecteur inutile) et, dans le cas contraire, retourne un vecteur particulier de
cette région. Il faut pour cela utiliser une méthode de programmation linéaire pour op-
timiser une fonction sous contraintes qui est définie par la méthode PrepareProgLin
explicitée dans l’algorithme 15.
Algorithme 3.1 : TrouveVectDansRegion(θ, Θ)
Entrées : Une représentation Θ, un vecteur θ ∈ Θ
Sorties : Un point de cette région ou null
LP← PrepareProgLin ( θ, Θ )
ResoudProgLin (LP)
si SansSolution (LP) alors
retourner null
si value(LP) ≤ 0 alors
retourner null
retourner Solution (LP)
Algorithme 3.2 : PrepareProgLin(θ, Θ)
Entrées : Une représentation Θ, un vecteur θ ∈ Θ




x.(θ − θ̃) ≥ ǫ, ∀θ̃ ∈ Θ, θ̃ 6= θ
x ∈ Π(S)
3.4.2.2. Représentation parcimonieuse
Dans un ensemble Θ quelconque, certains vecteurs ne sont pas nécessaires à la
représentation de la fonction de valeur. C’est le cas des vecteurs dominés.
DÉFINITION.– Soit Θ représentant une fonction de valeur. Un vecteur θ de Θ est
dominé si ∀b ∈ B on a : b.θ ≤ maxθ′∈Θ b.θ′.










Figure 3.11. Représentation parcimonieuse de V . Tous les vecteurs de Θ ne sont pas utiles
pour représenter V . Le vecteur θ2, qui est entièrement dominé par θ1, sera enlevé par la pro-
cédure VerifDomination. Quand au vecteur θ4, il faut la procédure plus complexe Elagage
pour l’éliminer.
Si θ est dominé, on montre trivialement que Θ et Θ − {θ} représentent la même
fonction de valeur : un vecteur dominé peut être enlevé de Θ sans danger. En fait, on
peut montrer (voir par exemple [LIT 96]) qu’une fonction de valeur LPMC possède
une unique représentation minimale où aucun vecteur n’est dominé. On dit que cette
représentation est parcimonieuse. Sur l’exemple de la figure 3.11 on voit bien que les
vecteurs θ2 et θ4 ne sont pas utiles pour représenter V . Dans ce cas, la représentation
parcimonieuse est Θ = {θ0, θ1, θ3}.
DÉFINITION.– Une représentation Θ parcimonieuse d’une fonction de valeur LPMC
est telle que, pour tout θ ∈ Θ, la région R(θ,Θ) n’est pas vide.
Il reste maintenant à construire cette représentation parcimonieuse à partir d’une
représentation donnée.
3.4.2.3. Elimination des vecteurs dominés
La Recherche de Domination Simple est une procédure très simple pour éliminer
des vecteurs inutiles d’une représentation Θ. On recherche les vecteurs qui sont entiè-
rement dominés par un seul autre vecteur. Ce sont des vecteurs θ tels qu’il existe un
autre vecteur θ̃ ∈ Θ tel que ∀s′ ∈ S, θ(s) ≤ θ̃(s′). Bien que cette procédure ne ga-
rantisse pas de diminuer Θ ou d’éliminer tous les vecteurs inutiles (voir figure 3.11),
elle est très efficace d’un point de vue computationnel.
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L’algorithme VerifDomination (Alg. 16) détaille la procédure qui permet de net-
toyer une représentation des vecteurs entièrement dominés. On y utilise la procédure
EnleveElement qui retire un élément d’un ensemble.
Algorithme 3.3 : VerifDomination(Θ)
Entrées : Une représentation Θ
Sorties : Une représentation sans vecteur dominé





si 6 ∃θ′ ∈ Θ̃ t.q. θ′ ≥ θ alors
Θ̃← {θ′|θ′ ∈ Θ̃, .θ 6 ≥θ′}
Θ̃← Θ̃ ∪ {θ}
jusqu’à Θ = ∅
retourner Θ̃
3.4.2.4. Elagage
La méthode la plus simple pour rendre une représentation parcimonieuse consiste
à regarder, pour chacun de ses vecteurs, si la région associée est vide. C’est le prin-
cipe de l’algorithme proposé par Monahan [MON 82], mais c’est une méthode plutôt
inefficace. Il existe une méthode d’élagage beaucoup plus efficace proposée par Lark
et White [WHI 91] et détaillée dans l’algorithme Elagage (Alg. 17).
Le principe de Elagage est de construire incrémentalement la représentation par-
cimonieuse en ayant, à tout moment, un sous-ensemble Θ̂ ∈ Θ de cette représentation
parcimonieuse. Prenant dans Θ̃ un nouveau vecteur candidat θ, le fait de chercher si
sa région associée dans Θ̂ n’est pas vide est rapide (car Θ̂ est petit), par contre une
réponse positive n’assure pas que c’est un vecteur dominant (on ne connaît pas en-
core la vraie représentation) mais simplement que Θ̂ n’est pas encore complète. Il
faut encore y ajouter au moins un vecteur dominant et on utilise pour cela la routine
MeilleurVecteur alors que θ a été remis dans Θ̃. La routine MeilleurVecteur
recherche, pour l’état de croyance retourné par TrouveVectDansRegion, le meilleur
vecteur restant dans Θ̂ qui sera alors ajouté à Θ̂. Il y a une petite subtilité dans le choix
de ce meilleur vecteur, comme nous allons le voir maintenant.
3.4.2.5. Choix d’un vecteur en un point
Les diverses versions de l’équation (3.17) que nous avons explicitées dans la sec-
tion 3.4.1 détaillant une application de l’opérateur de la programmation dynamique
permettent de calculer le vecteur dominant en un point b quelconque de l’espace des
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Algorithme 3.4 : Elagage(Θ̃)
Entrées : Une représentation Θ̃ de V
Sorties : Une représentation parcimonieuse Θ de V
Θ̂← ∅
tant que Θ̃ 6= ∅ faire
θ ← EnleveElement((̃Θ))
b← TrouveVectDansRegion(θ, Θ̂)
si b 6= null alors
Θ̃← Θ̃ ∪ {θ}
θ∗ ← MeilleurVecteur(Θ̃, b)
Θ̃← Θ̃− {θ}











Figure 3.12. Vecteur dominant. Quel est le vecteur dominant au point I ?
états de croyance. Il subsiste un problème potentiel quand plusieurs vecteurs sont can-
didats en un point (illustré par la figure 3.12) : lequel est le vecteur dominant en un
point I donné ?
Il faudrait en fait pouvoir tester la validité de ces vecteurs dans un voisinage de b,
ce qui n’est pas simple à mettre en place de manière exacte. Une solution plus subtile
consiste à doter les vecteurs d’un ordre lexicographique. Pour cela il faut doter les
états d’un ordre fixe et arbitraire sur S, on le note s ≺ s′.
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DÉFINITION.– Le vecteur θ est lexicographiquement plus grand que θ′ (noté θ
L
> θ′)
s’il existe un état s tel que θ(s) > θ′(s) et θ(s′) = θ′(s′) pour tout s′ ≺ s.
Alors, sans entrer dans les détails de la démonstration, Littman a prouvé (théo-
rème 3.2) que, en cas de doute, le vecteur maximal au sens de cet ordre lexicogra-
phique sera bien un vecteur qui fait partie de la représentation parcimonieuse de la
fonction de valeur. En effet, la région de ce vecteur sera non vide, et c’est bien sur le
vecteur qui est retourné par l’algorithme MeilleurVecteur (Alg. 19), en s’aidant de
la procédure MaximumLexicographique (Alg. 18) qui retourne le maximum lexico-
graphique de deux vecteurs.
THÉORÈME 3.2.– Soient Θ une fonction de valeur, b un point de l’espace des états
de croyance et Λ l’ensemble des vecteurs donnant une valeur maximum de la fonction
de valeur en b (Λ = {argmaxθ∈Θ b.θ}). Alors, s’il existe un λ∗ ⊂ Λ tel que λ∗
L
> λ
pour tous les autres λ ∈ Λ, alors R(λ∗,Θ) est non-vide. ([LIT 96])
Algorithme 3.5 : MaximumLexicographique(θ, θ̃)
Entrées : Deux vecteurs θ et θ̃ de Θ
Sorties : Le maximum lexicographique des deux vecteurs
pour chaque s ∈ S faire
si θ(s) > θ̃(s) alors
retourner θ
si θ(s) < θ̃(s) alors
retourner θ̃
retourner θ
Algorithme 3.6 : MeilleurVecteur(Θ, b)
Entrées : Une représentation Θ, un état de croyance b
Sorties : Le meilleur vecteur de Θ pour cet état
v∗ ← −∞
pour chaque θ ∈ Θ faire
v ← b.θ
si v = v∗ alors
v∗ ← MaximumLexicographique(θ∗, θ)
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3.4.3. L’algorithme WITNESS
L’algorithme WITNESS a été proposé par Cassandra, Littman et Kaelbling [CAS 94]
en 1994. Il a ensuite été étudié plus formellement afin de prouver son optimalité [LIT 96].
Pour chaque action a de A, l’algorithme calcule une représentation parcimonieuse de
Θan à partir de Θn−1 en explorant un nombre fini de régions de B. C’est dans la façon
de choisir ces régions que réside toute l’intelligence de l’algorithme, comme nous al-
lons le voir. Il est à noter que d’autres méthodes s’appuient aussi sur l’exploration de
régions, mais pour construire Θn directement (voir [SON 71, SMA 73, CHE 88]).
3.4.3.1. Voisinage d’un vecteur
La notion du voisinage d’un vecteur θan de V
a
n est cruciale pour l’algorithme WIT-
NESS puisque c’est en vérifiant les voisins d’un vecteur que l’on peut savoir si la
construction courante de la représentation parcimonieuse de V an est complète ou pas.







a,o) est le vecteur de Θn−1 qui est le meilleur pour l’état de croyance ba,o.
Mais si on enlève les références aux états de croyance, on peut aussi construire toute





où θn−1 est simplement un vecteur de Θn−1. On construit ainsi l’ensemble Θ̃a,on et,
par combinaison, l’ensemble Θ̃a qui contient la représentation parcimonieuse Θan de
V an . Il y |Θn−1||Ω| vecteurs possibles dans |Θ̃an|. On peut définir la notion de voisinage
pour ces vecteurs comme suit :
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Un vecteur θ̃ possède |O|(|Θn−1| − 1) voisins, on note N (θ̃) l’ensemble de ses
voisins. Tout l’intérêt des voisins vient du théorème suivant qui dit que, s’il existe un
point de B où il existe un meilleur vecteur, alors c’est vrai aussi pour un des voisins
de ce vecteur (voir [CAS 98]).
THÉORÈME 3.3.– Pour tout θ̃an ∈ Θ̃an, il existe un b ∈ B et un θ̃′
a





n si et seulement s’il existe un voisin ν ∈ N (θ̃an) tel que b.ν > b.θ̃an.
PREUVE.– Nous allons procéder en deux temps.





Comme ν ∈ Θ̃an, c’est évident.




n =⇒ b.ν > b.θ̃an.














Comme la première somme est plus grande que la deuxième, il existe forcément une







































n pour terminer la démonstration de cette
implication et donc du théorème. 
3.4.3.2. L’algorithme
L’algorithme WITNESS construit progressivement une représentation parcimonieuse
Θan d’une fonction de valeur V
a
n pour une action a fixée. Comme décrit dans l’algo-
rithme Witness (Alg. 20), l’ensemble Θ̂ grossit en stockant petit à petit les vecteurs
qui composent Θ, de sorte que l’on a toujours V̂ (b) ≤ V (b).
Pour ce faire, l’algorithme choisit d’abord un vecteur b de B et cherche le meilleur
vecteur de la région à laquelle appartient ce vecteur, ainsi que tous les voisins de
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ce meilleur vecteur. Ces voisins forment l’ensemble Υ qui servira, en quelque sorte,
d’agenda. Un par un, les vecteurs v de l’agenda sont examinés pour :
– soit l’enlever de l’agenda si la région définie par v est vide (car v est alors un
vecteur inutile pour V ) ;
– soit ajouter le meilleur vecteur de la région définie par v aux vecteurs définissant
V et mettre tous les voisins de ce vecteur dans l’agenda. Il est aussi important de
remettre v dans l’agenda car, bien que v ne soit pas maximal pour l’instant, nous
n’avons pas encore la certitude qu’il est inutile.
Algorithme 3.7 : Witness(Θn−1, a)
Entrées : Une représentation parcimonieuse Θn−1 de V ∗n−1, une action a
Sorties : Une représentation parcimonieuse de V ∗,an
b← un état de croyance de B
Θ̂← {θan(b)}
Υ← N (θan(b))
tant que Υ 6= ∅ faire
v ← EnleveElement(Υ)




si b 6= null alors
Θ̂← Θ̂ ∪ {θan(b)}
Υ← Υ ∪ {v}
Υ← Υ ∪N (θan(b))
Θan ← Θ̂
retourner Θan
La validité de l’algorithme repose sur le théorème 3.3. En essence, quels que soient
les vecteurs actuellement présents dans Θ̂, s’il y a un vecteur de Θ̄an qui serait meilleur
en un point b, alors un des voisins v du vecteur θ̂ de Θ̂ qui est actuellement le meilleur
en b donne aussi une meilleure valeur en ce point b. Comme l’algorithme vérifie tous
les voisins des vecteurs de Θ̂, nous sommes sûrs de ne manquer aucun vecteur de Θan.
La preuve formelle est un peu plus complexe.
L’efficacité de l’algorithme peut être améliorée de plusieurs manières. En particu-
lier, [CAS 98] mentionne le fait de choisir avec pertinence les vecteurs de la repré-
sentation initiale Θ̂ ou d’éviter de tester plusieurs fois un vecteur v de Υ ou encore
de vérifier l’utilité des voisins d’un vecteur avant de les ajouter à Υ. Il n’en reste pas
moins que la portée pratique de cet algorithme est limitée car, pour des raisons de
120 PDM en IA
mémoire et de temps de calcul, on ne peut appliquer plus de quelques itérations (de
l’ordre de 4 ou 5) à des problèmes avec une poignée d’états.
3.4.4. Elagage itératif (Iterative pruning)
L’algorithme d’ÉLAGAGE ITÉRATIF est un peu plus efficace que l’algorithme WIT-
NESS. Nous présentons tout d’abord un algorithme d’élagage très simple, puisqu’il
parcourt tous les vecteurs pour élaguer ceux qui sont dominés.
3.4.4.1. Enumération complète
Pour trouver une représentation parcimonieuse de Θn, il est possible d’énumérer
tous les vecteurs possibles de cet ensemble et de les élaguer ensuite. C’est la méthode
proposée par Monahan [MON 82] et nous allons la détailler un peu pour comprendre














C’est l’ensemble de tous les vecteurs possibles de Θa,on . Si on cherche toutes les
combinaisons possibles de ces vecteurs (en s’inspirant de l’équation (3.19)), on obtient
un nouvel ensemble Θ
a
n qui contient Θ
a
n. Nous appellerons cette opération la somme



























L’inconvénient de cette méthode est que sa complexité est exponentielle en la taille
de Ω. L’idée est alors d’effectuer l’élagage de manière incrémentale.
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3.4.4.2. Enumération incrémentale
Comme WITNESS, l’algorithme d’élagage incrémental cherche d’abord des repré-













Puisque la procédure ELAGAGE cherche en fait les vecteurs maximaux, il est facile
de montrer que ces derniers sont en fait obtenus par combinaisons de vecteurs eux-
















Il faut conserver l’opérateur ELAGAGE à l’extérieur de la somme croisée car, si tous
les vecteurs maximaux sont des combinaisons de vecteurs maximaux, certaines de ces
combinaisons sont tout de même inutiles.













· · · ELAGAGE(ELAGAGE(Θa,0n ⊕Θa,1n )⊕Θa,2n ) · · · ⊕Θa,|Ω|−1n
)
.
Cette équation résume donc l’algorithme d’élagage incrémental. L’idée, comme le
montre la figure 3.13, est d’élaguer les combinaisons de deux ensembles de vecteurs
Θa,0n et Θ
a,1
n (représentés par leur partition en régions) pour obtenir un ensemble éla-
gué intermédiaire. Les vecteurs de ce nouvel ensemble sont ensuite combinés avec
ceux de Θa,2n et ainsi de suite.
Cette méthode est détaillée par l’algorithme de la table 21. L’ensemble Ψ sert à
stocker tous les vecteurs de Θa,on et les résultats intermédiaires obtenus par élagage de
deux de ces vecteurs.



















Figure 3.13. Elagage incrémental de Θan Pour construire une représentation parcimonieuse




n . L’ensemble formé par
toutes les combinaisons de vecteurs issus de ces deux ensembles est ensuite élagué pour former
l’ensemble parcimonieux Θa,1+2n . C’est ensuite cet ensemble qui est combiné avec Θ
a,2
n pour
créer Θa,0+1+2n et ainsi de suite pour obtenir Θ
a
n.
Algorithme 3.8 : ElagageIncremental(Θn−1, a)
Entrées : Une représentation parcimonieuse Θn−1 de V ∗n−1, une action a
Sorties : Une représentation parcimonieuse de V ∗,an
Ψ← ⋃o{Θa,on }




Ψ← Ψ ∪ {D}
retourner Ψ
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3.5. Algorithmes d’itération sur les politiques
A l’instar de l’algorithme d’itération sur les politiques (cf. algorithme 1.5, page 44),
il est possible de chercher une solution optimale à un POMDP directement dans l’es-
pace des politiques. Reste alors à bien préciser dans quel espace se fait cette recherche.
Si on se place dans l’espace des politiques définies sur les états de croyance (π :
B → A), on se trouve dans un espace infini continu où il faut chercher un maxi-
mum absolu. L’algorithme proposé par Sondik (voir [SON 78]) permet, en théorie,
de trouver une solution exacte pour les POMDP transitoires et une solution ǫ-optimale
sinon. Par contre, son application pratique est limitée à des cas très simples au vu de
la complexité de chaque itération.
Une alternative intéressante, proposée par Hansen [HAN 98b], s’appuie sur le fait
que les politiques des POMDP transitoires peuvent être représentées par des automates
avec un nombre fini d’état, comme celui de la figure 3.3 page 94. Cette représentation
permet de lever la principale difficulté de l’algorithme de Sondik car ce dernier, qui
s’appuie sur un découpage de B en région, doit transformer cette représentation en un
contrôleur à états finis équivalent, ce qui est extrêmement coûteux. Hansen choisit de
travailler directement avec des contrôleurs à états finis.
Le cœur de l’algorithme repose sur une mise à jour du contrôleur à l’aide de l’opé-
rateur de la programmation dynamique, ce qui permet d’améliorer les performances
de la politique.
Sondik a montré que la fonction de valeur d’une politique exprimée comme un
contrôleur à états finis est linéaire par morceaux [SON 78]. Soit un tel contrôleur δ,
appelons V δ sa fonction de valeur, qui peut donc être décrite par un ensemble de
vecteurs {θi}, avec exactement un vecteur par nœud i du contrôleur. A chaque vecteur
θi, lié au nœud i, on peut associer une action a(i) et une transition vers le nœud
l(i, o) (ou le vecteur θl(i,o)) pour chaque observation o. Cette fonction de valeur vérifie
l’équation suivante pour chaque nœud i du contrôleur et chaque état s du POMDP :
θi(s) = r(s, a(i)) + γ
∑
s′,o
Pr(s′|s, a(i)) Pr(o|s′)θl(i,o). (3.24)
En appliquant l’opérateur de la programmation dynamique (cf. section 3.4.1) sur
les vecteurs de V δ , on obtient une nouvelle fonction de valeur V̂ δ . Il est facile de
montrer que chaque vecteur θ̂j de V̂ δ est associé à une action a(j) et, pour chaque
observation o, à une transition l̂(j, o) vers un vecteur θl̂(j,o) de V δ . Ces vecteurs θ̂j
de V̂ δ peuvent être des copies de vecteurs de δ (même action et mêmes liens). Ils
peuvent aussi être de nouveaux vecteurs et vont permettre de modifier V δ (et donc le
contrôleur), de la manière suivante :
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– si θ̂j domine un vecteur θi de V δ , on associe au nœud i l’action et les transitions
du nœud j ;
– sinon, on ajoute le nœud j à δ.
Il faut enfin enlever de δ tous les nœuds qui n’ont pas de vecteur associé dans V̂ δ mais
qui ne peuvent être atteints par un des autres nœuds de δ auquel est associé un vecteur
de V̂ δ . Cette série d’opérations permet de définir un nouveau contrôleur δ̂. C’est le
coeur de l’algorithme de Hansen (voir Alg. 22). Dans sa thèse [HAN 98a], Hansen
prouve le théorème (voir Théorème 3.4) qui assure qu’une itération améliore la poli-
tique, ce qui garantit la convergence vers une solution ǫ-optimale après un nombre fini
d’itérations (ou, dans le cas des POMDP transitoires, vers la solution optimale).
Algorithme 3.9 : PolicyIteration(δ, ǫ)
Entrées : Un contrôleur à état fini δ et un réel positif ǫ
Sorties : Un contrôleur à état fini δ∗ qui est ǫ-optimal
répéter
Calculer V δ à partir de δ en résolvant les équations (3.24)
Construire V̂ δ ← OpProgrammationDynamique(V δ)
δ̂ ← ∅
pour chaque θ̂j ∈ V̂ δ faire
si il existe un nœud i de δ associé à θ̂j avec action et liens identiques
alors
ajouter i à δ̂
sinon si il existe nœud i tq θ̂j domine θi alors
ajouter i a δ̂, avec l’action et les liens de θ̂j
sinon
ajouter un nouveau nœud à δ̂ avec action et liens de θ̂j
Ajoute à δ̂ tous les autres nœuds de δ qui sont atteignables depuis δ̂
δ ← δ̂
jusqu’à ‖V̂ δ − V δ‖ ≤ ǫ(1− γ)/γ
retourner δ̂
THÉORÈME 3.4.– Si un contrôleur à états fini δ n’est pas optimal, une itération de
l’algorithme PolicyIteration le transforme en un contrôleur δ̂ dont la fonction de
valeur est au moins aussi bonne pour tous les états de croyance et meilleure pour
quelques états de croyance.
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3.6. Conclusion et Perspectives
Les Processus Décisionnels de Markov Partiellement Observables (POMDP) per-
mettent de modéliser et contrôler les systèmes dynamiques incertains dont l’état n’est
que partiellement connu. Le contrôleur n’a pas accès à l’état du processus mais doit
se contenter d’observations imparfaites de cet état. En général, il n’est pas possible
de contrôler optimalement un POMDP en utilisant uniquement l’observation courante
du processus. Il faut en effet avoir accumulé suffisamment d’information, comme par
exemple l’historique de toutes les observations passées, pour définir une politique op-
timale. Ainsi, les méthodes classiques s’appuient sur les états de croyance qui sont des
résumés suffisants de l’information contenue dans les historiques d’observations. En
fait, les méthodes de la programmation dynamique (itération sur les valeurs et itération
sur les politiques) peuvent être appliquées sur ces états de croyance.
En pratique, les algorithmes classiques comme WITNESS ou ELAGAGE INCRÉ-
MENTAL utilisent le fait que la fonction de valeur est linéaire par morceau et cherchent
à la représenter efficacement. Cependant, ces algorithmes exacts ne peuvent être ap-
pliqués à des problèmes comportant plus d’une dizaine d’états à cause de l’accrois-
sement potentiellement exponentiel du nombre d’éléments nécessaires pour représen-
ter la fonction de valeur. Il en va de même d’autres algorithmes classiques que nous
n’avons pas détaillés ici, comme par exemple les algorithmes de Monahan [MON 82]
ou Cheng [CHE 88]. Une autre alternative est de s’intéresser à la factorisation des
états et des observations, comme le fait [GUE 01b]. Il se peut aussi que des travaux
beaucoup plus récents (voir [KOL 94, ARA 07]), s’appuyant sur la programmation
linéaire pour représenter une politique par l’ensemble des trajectoires qu’elle peut gé-
nérer, puissent mener à des algorithmes permettant de résoudre de manière exacte des
problèmes plus complexes. Pour l’instant, les gains en complexités sont relativement
restreints.
Ces travaux théoriques à l’aspect pratique limité ont inspiré des algorithmes pour
trouver des solutions approchées aux POMDP. Il est possible de ne chercher la fonc-
tion de valeur que pour certains point de l’espace des états de croyance en espérant
que cette fonction de valeur approchée sera proche de l’optimale [PIN 03, SPA 05].
D’autres optent pour une recherche « avant » à partir d’un unique état estimé de départ
pour ne calculer la fonction de valeur que sur les états de croyance atteignables (voir
par exemple [BON 00]). D’autres travaux combinent la programmation dynamique
avec une recherche heuristique pour, à chaque étape de l’itération sur la fonction de
valeur, restreindre fortement l’ensemble des états estimé sur lesquels la fonction va-
leur est calculée. Il est ainsi possible de s’attaquer à des problèmes beaucoup plus
complexes [SEU 07].
Le problème le plus crucial avec les POMDP reste celui de l’apprentissage. Les
méthodes d’apprentissage indirectes (apprendre d’abord un modèle avant de plani-
fier) ne sont pas très performantes car il est difficile d’apprendre la structure cachée
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d’un POMDP. Actuellement, il faut utiliser des méthodes d’apprentissage qui cherche
des solutions approchées. Les travaux de [MCC 95, DUT 00] font l’hypothèse que le
POMDP peut s’appréhender comme un MDP d’ordre k. D’autres travaux apprennent
directement dans l’espace des politiques paramétriques en utilisant des montées de
gradient pour en trouver les meilleurs paramètres [BAX 00].
Enfin, il faut mentionner les travaux récents autour de l’utilisation des représenta-
tions par états prédictifs5. [LIT 02] ayant montré qu’on peut efficacement représenter
un POMDP avec ces états prédictifs, qui sont en fait les probabilités que certaines tra-
jectoires se réalisent dans le futur, des algorithmes d’apprentissage commencent à voir
le jour, aussi bien pour découvrir ces états prédictifs que pour apprendre leurs proba-
bilités de réalisation [SIN 03, ABE 07b].
5. de l’anglais « Predictive State Representation (PSR) »
Chapitre 4
Une introduction aux jeux stochastiques
4.1. Introduction
La théorie des jeux [AUM 02] est un formalisme qui vise à étudier les interactions
entre agents sachant que de telles interactions peuvent s’étendre de la coopération
au conflit. Originellement conçue comme un outil mathématique pour les sciences
économiques, il a montré au travers des années son utilité en logique et théorie des
ensembles [GRÄ 02b, MAR 75], en biologie et théorie de l’évolution [SMI 02], en
informatique [PAP 95, PAR 02, GIE 06], en analyse des conflits [MYE 97] etc.
L’interaction est la pierre angulaire des études sous-tendus par la théorie des jeux.
Pour modéliser les interactions, il faut tout d’abord étendre la notion de théorie des
jeux à des jeux dynamiques, généralement utilisés pour rendre compte de la compéti-
tion entre processus évoluant dans le temps. Des transitions stochastiques sont ensuite
utilisées pour formaliser l’incertain. Les jeux stochastiques (ou markoviens) sont des
jeux dynamiques avec des transitions stochastiques. Ils forment, de nos jours, une
théorie mathématique mature et riche, utilisée dans beaucoup d’applications comme
l’économie, la biologie et tout ce qui tourne autour de l’évolution et des populations,
les files d’attentes, les télécommunications, le model checking etc. Ces derniers temps,
les jeux stochastiques ont pris beaucoup d’importance en informatique aux travers
plus particulièrement des systèmes multiagents spécialement pour la décision, la pla-
nification et l’apprentissage dans un environnement où interviennent plusieurs agents
autonomes [STO 00].
Chapitre rédigé par Andriy BURKOV et Brahim CHAIB-DRAA.
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Dans ce chapitre, nous considérons les jeux stochastiques comme étant le mo-
dèle multiagent le plus général. Nous présentons de façon détaillée plusieurs algo-
rithmes pour résoudre les problèmes qui peuvent être modélisés par des jeux stochas-
tiques, même si la plupart de ces algorithmes peuvent aussi résoudre des modèles plus
simples.
Le reste du chapitre est organisé comme suit. La section 4.2 présente les principales
notions de la théorie des jeux classique, telles que le jeu en forme stratégique, le jeu
dynamique, l’équilibre de Nash et autres. Dans la section 4.3, le modèle des jeux
stochastiques est défini et différents algorithmes pour le résoudre sont présentés et
discutés. La section 4.4 conclut ce chapitre.
4.2. Rappel sur la théorie des jeux
4.2.1. Quelques définitions de base
Une partie de poker, la formation d’une équipe, ou une négociation entre agents
pour la prise de rendez-vous sont autant de jeux différents obéissant à des règles spé-
cifiques. Dans ces jeux, chaque participant ne peut être totalement maître de son sort ;
on dit alors que tous les intervenants se trouvent en situation d’interaction straté-
gique [THI 04]. La théorie des jeux vise à étudier formellement ce type de jeux où
le sort de chaque agent participant dans le jeu dépend non seulement des décisions
qu’il prend mais également des décisions prises par les autres agents intervenant dans
le jeu. Dès lors, le « meilleur » choix pour un agent dépend généralement de ce que
font les autres.
Les agents participants à un jeu sont appelés joueurs. Ainsi un joueur est un agent
qui pourrait représenter une entreprise, un robot, un consommateur etc. et qui agit pour
son propre compte selon le principe de la rationalité qui vise à maximiser soit son uti-
lité soit une mesure de performance donnée1 comme le précisent Russell et Norvig [?].
Ainsi, chaque agent cherche à prendre les « meilleures décisions » pour lui-même et
ne fait pas référence à un quelconque « sacrifice » pour autrui. Bien entendu, ceci n’est
plus valable si on s’intéresse à des équipes d’agents où les participants poursuivent un
objectif commun.
En théorie des jeux, il est important de garder à l’esprit que les agents participants
au jeu (appelés dorénavant agents-joueurs) se doivent de choisir leurs propres actions,
en tenant compte des actions des autres participants. Ils doivent raisonner sur autrui
et se faire une idée aussi précise que possible du comportement possible des autres
agents-joueurs. À cet effet, la théorie des jeux admet : i) que chaque agent-joueur
1. Une telle mesure définit le critère de succès du comportement de l’agent.
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s’efforce de prendre les meilleures décisions pour lui même et sait que les autres font
de même ; ii) que le précédent fait, c’est-à-dire i), est une connaissance commune à
tous les agents-joueurs.
4.2.1.1. Jeux non coopératifs et jeux coopératifs
En théorie des jeux, on distingue les jeux coopératifs des jeux non-coopératifs. Un
jeu est dit coopératif si les agents-joueurs peuvent passer entre eux des accords qui
les lient de manière contraignante. C’est le cas par exemple si les agents-joueurs s’ac-
cordent sur un contrat, un accord devant une autorité etc., où il est prévu une sanction
légale en cas de non respect du contrat ou de l’accord. Dans ce cas, on dit que les
agents-joueurs forment une coalition dont les membres agissent de concert. Lorsque
les agents-joueurs n’ont pas la possibilité de former des coalitions, on dit que le jeu
est non-coopératif . Dans ce type de jeu, on spécifie toutes les options stratégiques
offertes aux agents-joueurs, chose qu’on ne fait pas dans les jeux coopératifs.
Un jeu non-coopératif peut être défini de deux manières différentes (qui sont tou-
tefois équivalentes) : stratégique (ou normale) et extensive. Un jeu en forme straté-
gique est une collection de stratégies décrivant les actions de chaque agent-joueur
dans toutes les situations concevables du jeu, ainsi que les gains obtenus par cha-
cun lorsque les stratégies de tous les agents sont connues. La figure 4.1 représente
un exemple de jeu en forme stratégique pour deux agents-joueurs, Entreprise1 et
Entreprise2 ayant à leur disposition les actions produit et ne produit pas. Par conven-
tion les gains sont reportés sous la forme (x, y) pour une combinaison d’actions
actionEntreprise1 × actionEntreprise2 et où x est le gain de l’agent-joueur ligne (ici
Entreprise1) et y est le gain de l’agent-joueur colonne (ici Entreprise2).
Entreprise1
Entreprise2
produit ne produit pas
produit −3,−2 10, 0
ne produit pas 0, 8 0, 0
Figure 4.1. Exemple de jeu en forme stratégique. Des valeurs dans chacun des cases indiquent
les gains (en termes d’utilité) de chaque agent-joueur pour chacune des actions jouées conjoin-
tement par les joueurs.
Un jeu en forme extensive est défini par un arbre qui décrit comment le jeu est joué.
Dans ce cas, chaque sommet de l’arbre spécifie le (ou les) agent(s)-joueur(s) qui doit
(doivent) choisir une action à ce moment du jeu ainsi que l’information dont chaque
agent-joueur dispose lors de la prise de décision. Les gains que chaque agent-joueur
peut réaliser après avoir suivi un des chemins possibles au sein de l’arbre sont donnés
aux sommets terminaux de l’arbre.
Les jeux en forme extensive ne sont pas traités dans ce chapitre. Pour en savoir
plus, le lecteur peut se référer aux ouvrages suivants [YIL 03, FUD 91].
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Définissons maintenant les jeux en forme stratégique plus formellement.
4.2.1.2. Jeu en forme stratégique, stratégie pure
Un jeu G en forme stratégique est un tuple 〈Ag, {Ai : i = 1 . . . |Ag|}, {Ri : i =
1 . . . |Ag|}〉. Les éléments constitutifs de ce jeu sont les suivants [THI 04] :
– Ag = 1 . . . |Ag| est l’ensemble fini des agents-joueurs. Pour éviter toute confu-
sion, un agent-joueur quelconque est noté i. Bien entendu i ∈ Ag.
– ai désigne la stratégie de l’agent-joueur i. Une telle stratégie décrit de manière
précise ce qu’un joueur fait. Par extension, l’ensemble Ai décrit toutes les stratégies
disponibles pour le joueur i. Bien entendu, ai ∈ Ai. Un jeu en forme stratégique est
fini, si l’ensemble des actions, Ai, de chaque agent-joueur est fini.
– Dès lors, a = (a1, . . . , ai, . . . , a|Ag|) ∈ A1 × . . . × Ai × . . . × A|Ag| ≡ A est
une issue du jeu ; autrement dit une combinaison de stratégies où ai est la stratégie
pour l’agent i. Dans le reste du chapitre, a−i ∈ A−i désigne l’ensemble de toutes les
stratégies choisies par les agents-joueurs sauf celle du joueur i.
– Ri(a) ∈ R est la fonction de récompense du joueur i. On voit bien que la fonc-
tion de récompense de l’agent-joueur i dépend non seulement de sa stratégie ai, mais
aussi de celles des autres joueurs reflétées dans a. Bien entendu, le joueur i préfère
strictement l’issue a à l’issue a′ si Ri(a) > Ri(a′). Dans le cas, où Ri(a) = Ri(a′),
i est dit indifférent aux deux issues a et a′.
– Chaque agent-joueur connaît, outre les siens, les ensembles de stratégies et les
fonctions de gains de tous les autres joueurs.
Cette dernière hypothèse caractérise le jeu comme étant en information complète.
À l’inverse, un jeu est dit en information incomplète si les agents-joueurs ne connaissent
certains éléments du jeu qu’en termes de probabilités.
Une stratégie pure reflète une action ou une suite d’actions choisies par chaque
agent-joueur de façon déterministe (par opposition à stochastique). Dans certains cas,
il est préférable d’avoir recours à une stratégie mixte définie comme une distribution
de probabilité sur l’ensemble des stratégies pures. Soit Ai un ensemble des stratégies
à la disposition d’un joueur i. Désignons alors la stratégie pure d’un agent i comme
une simple action, soit ai ∈ Ai, et la stratégie mixte comme une « politique » (où
distribution de probabilité) sur ces stratégies pures, soit πi = ∆Ai. Conformément à
cette notation, on va aussi noter par πaii la probabilité de l’agent i de jouer une action
ai ∈ Ai et π−i = ∆A−i la politique conjointe des autres agents par rapport à l’agent
i.
4.2.1.3. Jeu à somme nulle et minimax
Un jeu à deux joueurs (notés 1 et 2) est à somme nulle si R1(a) + R2(a) = 0
et ce ∀a ∈ A. Autrement dit, les gains de l’un sont les pertes de l’autre et les joueurs
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sont donc des opposants. Ce genre de jeu particulier peut trouver une solution via le
principe de minimax (ou maximin).
Minimax est une technique de recherche d’une solution dans les jeux à somme
nulle. L’algorithme Minimax a été élaboré en 1928 par John von Neumann [NEU 28].
Il s’applique pour les jeux à 2 joueurs à somme nulle. Les agents sont assignés à un des
deux rôles : soit Max soit Min. Le joueur Max est sensé maximiser sa récompense,
alors que le joueur Min est sensé minimiser le récompense de Max (ce qui revient à
maximiser sa propre récompense).
Pour illustrer cela, supposons que le joueur i est celui qui cherche à maximiser. Il
dispose de m stratégies aik avec k = 1, 2, . . . ,m. Le joueur j est celui qui cherche à
minimiser. Il dispose de n stratégies ajk′ avec k′ = 1, 2, . . . , n. L’ensemble de tous
les gains possibles que i peut obtenir est représenté par une matrice Ri de dimensions
m×n avec l’entréeRi(k, k′). Dés lors, dans cette matriceRi, l’agent i sélectionne les
lignes de Ri, tandis que l’agent j sélectionne les colonnes. Dans ce cas, si le joueur i
choisit la stratégie k tandis que j choisit la stratégie k′, alors j doit payer à i le gain
Ri(k, k
′). Il convient de noter que les paiements négatifs sont permis car on est dans
un jeu à somme nulle. On pourrait aussi dire que i reçoit la quantité Ri(k, k′) alors
que j reçoit la quantité −Ri(k, k′).
Considérons alors l’exemple montré en figure 4.2 ci dessous. Bien entendu, un tel





Figure 4.2. Jeu à somme nulle. Dans la matrice, les valeurs de la forme ·, · représentent res-





Figure 4.3. Autre représentation matricielle d’un jeu à somme nulle. Les
valeurs dans la matrice représentent seulement les utilités de l’agent Max.
Dans ce jeu, la question est de savoir quelle option devra choisir un agent rationnel.
Pour cela, on peut considérer les niveaux de sécurité de chacun des agents [HAU 98].
Il est alors facile de voir que, si Max choisit la première ligne, quoi que fasse Min,
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il fera au moins un gain de 1. En choisissant la deuxième ligne, il risque de faire un
gain nul. De façon similaire, en choisissant la première colonne, Min n’aura pas à
payer plus que 4, tandis que s’il choisit la seconde ou la troisième colonne, il risque
de perdre respectivement 10 ou 8. On voit donc que le niveau de sécurité de Max est
1 et il est assuré par le choix de la première ligne, tandis que le niveau de sécurité de












Ceci montre que la stratégie qui assure à l’agent Max son niveau de sécurité est la
stratégie maximin. Symétriquement, la stratégie qui assure à l’agent Min son niveau
de sécurité est la stratégie minimax.
PROPOSITION 4.1 [HAU 98].– Dans une matrice représentant un jeu à deux










Il convient de noter que la solution maximin (ou minimax) est acceptable si les
joueurs jouent chacun à leur tour, par exemple, le joueur i commence par choisir une
action puis le joueur j fait son choix en fonction de l’action jouée par j. Cependant,
si les deux joueurs avaient à jouer simultanément, une étude approfondie du jeu pré-
cédent illustré en figure 4.2 montrerait, que dans ce cas, les stratégies maximin et
minimax ne sont pas des solutions satisfaisantes pour ce jeu. Dans certains cas, toute-
fois, le jeu pourrait converger vers une solution stable. Considérons un autre exemple,






Figure 4.4. Jeu où Maximin = Minimax.
Il est facile ici de voir que :
−15 = max{−15,−30,−45}
−15 = min{30,−15, 60}
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Ainsi, la paire correspondant aux stratégies maximin and minimax est donnée par
Ri(kk
′) = (−15, 15) et elle correspond à (k, k′) = (1, 2), c’est-à-dire à la première
ligne et à la deuxième colonne.
Si dans une matrice de jeu à somme nulle il y a une paire (k∗, k′∗), telle que :
akk′∗ 6 ak∗k′∗ ≤ ak∗k′
on dit alors que la paire (k∗, k′∗) est un point selle.










alors le jeu admet un point selle en stratégies pures.
Si (k∗, k′∗) est un point selle pour une matrice de jeu, alors les joueurs Max et Min
ne peuvent améliorer leur gain unilatéralement en déviant de k∗ et k′∗ respectivement.
On dit alors que (k∗, k′∗) est un équilibre, car tous les joueurs ont intérêt à s’y tenir.
4.2.2. Jeux statiques en information complète
Comme on a déjà mentionné plus haut, un jeu en forme stratégique est dit en in-
formation complète si chaque agent-joueur connaît, outre les siens, les ensembles de
stratégies et les fonctions de gains de tous les autres joueurs. On dit qu’un jeu est sta-
tique lorsque les joueurs choisissent simultanément leurs actions et reçoivent ensuite
leurs gains respectifs. Ainsi, le jeu se joue en un seul coup, contrairement aux jeux
dynamiques sur lesquels nous reviendrons plus tard. Parmi ces jeux, les jeux en forme
stratégique finis à 2 joueurs occupent une place privilégiée car ils sont simples d’un
point de vue présentation bien qu’englobant les principales caractéristiques (hormis
la complexité engendrée par un nombre élevé de joueurs) qu’on trouve en théorie des
jeux. Comme on l’a précisé plus haut, ces jeux peuvent être représentés sous forme
stratégiques et donc sous la forme de matrices dans lesquelles le premier joue vertica-
lement en choisissant une ligne de la matrice et le second horizontalement en jouant
une colonne. De tels jeux sont aussi appelés jeux matriciels.
Une telle forme de jeu peut s’illustrer par le célèbre jeu du dilemme du prisonnier.
Il s’énonce de la façon suivante : Deux suspects (Suspect1 et Suspect2) sont interro-
gés séparément par un juge pour un délit grave. Le juge ne dispose pas d’éléments de
preuve suffisants pour les condamner et l’aveu d’au moins un est indispensable. Dès
lors, il propose à chaque accusé la liberté s’il avoue. Par contre s’il nie et que l’autre
avoue, il écope d’une peine de 15 ans. Si les deux avouent ils peuvent espérer béné-
ficier de circonstances atténuantes et recevoir une peine de 8 ans. Enfin si les deux
nient, ils seront condamnés pour des délits mineurs à 1 an de prison chacun. Avouer
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revient à dénoncer l’autre (en même temps que soi-même). On notera donc D comme
« dénoncer » et N comme « nier » les deux actions. La matrice des gains des deux





N −15, 0 −1,−1
Figure 4.5. La matrice des gains des deux joueurs dans le Dilemme du
prisonnier.
On est donc amené à se poser la question : comment doivent se comporter les deux
suspects, en supposant qu’ils soient rationnels ? On peut remarquer qu’Avouer est une
stratégie qui conduit à une peine moins lourde que la stratégie Nier et ce, quel que
soit le choix effectué par l’autre joueur. Par conséquent, chacun des suspects a intérêt
à opter pour cette stratégie en vue de réduire sa peine. Selon la matrice des gains,
chacun écope alors d’une peine de 8 ans de prison, ce qui constitue une condamnation
assez lourde. Il faut bien voir que cette stratégie mise sur le fait qu’elle est choisie
parce qu’elle donne un gain moindre que l’autre stratégie et ce sans avoir besoin de
se faire une idée de ce que va faire l’autre. Une telle stratégie est appelée, en théorie
des jeux, une stratégie dominante.
Définition 5 Dans un jeu en forme stratégique, une stratégie ai ∈ Ai est dite domi-
nante pour le joueur i si, quel que soit âi ∈ Ai et âi 6= ai, on a :
Ri(ai,a−i) > Ri(âi,a−i), ∀ a−i ∈ A−i
Dans notre exemple, on voit bien que nos deux suspects ont intérêt à jouer leur
stratégie dominante tous les deux et à ne pas dévier. La stratégie conjointe (D,D) est
donc un équilibre (sorte de point fixe) pour les deux où chacun n’a pas intérêt à dévier.
Plus généralement, si dans un jeu donné, tous les joueurs ont à leur disposition une
stratégie dominante, alors ils ont intérêt à la choisir effectivement et, dans ce cas, le
résultat du jeu est appelé équilibre en stratégies dominantes.
En fait, l’équilibre en stratégies dominantes existe rarement et il faut faire appel à
d’autres types de solutions. Pour ces cas, il existe un concept de solution plus faible
qui s’appelle l’équilibre de Nash.
4.2.2.1. Équilibre de Nash
Définition 6 On dit qu’une combinaison de stratégies a∗ est un équilibre de Nash si







−i) ∀ ai ∈ Ai
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Autrement dit, si le joueur i anticipe que les autres participants au jeu vont choisir les
stratégies associées au vecteur a∗−i, il ne peut que maximiser son gain en choisissant
la stratégie a∗i . Celle-ci est en fait la meilleure réponse de i à a
∗
−i (notée bri, pour best








Dès lors, l’équilibre de Nash peut aussi s’écrire :
∀i, a∗i ∈ bri(a∗−i)
Comme on peut le voir, l’équilibre de Nash constitue une combinaison de stra-
tégies où chaque joueur maximise ses gains compte tenu des actions supposées des
autres. Il a donc une propriété de « stabilité » qui est satisfaite pour chacun des joueurs,
c’est pourquoi on parle d’« équilibre ».
Dans l’exemple de la figure 4.6 deux entreprises Entreprise1 et Entreprise2 ont
la possibilité de se lancer dans la production d’un nouveau bien pour lequel les dé-
bouchés sont limités, sans qu’il y ait de compromis possible entre elles si toutes deux
décident de produire. Ce jeu comporte 2 équilibres de Nash, (ne produit pas, produit)
dont les gains sont (0,8) et (produit, ne produit pas) dont les gains sont (10,0) chacun
correspondant à une situation où l’une des entreprises produit, l’autre s’abstenant de
le faire. Cet exemple montre que des deux équilibres, il n’a y a pas un qui apparaisse
plus raisonnable qu’un autre.
Entreprise1
Entreprise2
Produit Ne produit pas
Produit −3,−2 10, 0
Ne produit pas 0, 8 0, 0
Figure 4.6. Multiplicité de l’équilibre de Nash. Ce jeu comporte deux équilibres de Nash en
stratégies pures : (ne produit pas, produit) dont les gains sont (0,8) et (produit, ne produit pas)
dont les gains sont (10,0).
À cette difficulté de multiplicité d’équilibres, s’ajoute le fait qu’il peut ne pas y
avoir du tout d’équilibre de Nash, en stratégies pures, pour un jeu particulier. Un
exemple bien connu est celui du jeu de pile ou face (matching pennies) présenté sous
la forme stratégique en figure 4.7.
Dans ce cas, on pourrait penser à un mécanisme aléatoire (constitué par la compo-
sition des loteries2 des différents intervenants) qui décide pour les joueurs. Pour cela,
2. une loterie est une loi de probabilité de choix, voir le chapitre 5




Pile 1,−1 −1, 1
Face −1, 1 1,−1
Figure 4.7. Le jeu de pile ou face : un exemple de jeu n’ayant pas d’équilibre
de Nash en stratégies pures.
on suppose que chaque joueur choisit une loterie définie sur l’ensemble des stratégies
pures. Techniquement, chaque joueur associe une probabilité pi à la stratégie ai et
laisse au mécanisme aléatoire le soin de décider. Dans ce contexte, chaque joueur vise
maintenant à maximiser ses gains espérés en choisissant la meilleure loterie possible,
autrement dit la meilleure stratégie mixte.
Notons qu’en théorie des jeux, le terme « gain espéré » (où « utilité espérée ») d’un
agent-joueur est la récompense qu’il s’attend à obtenir étant donné sa politique (stra-
tégie mixte) et les politiques des autres joueurs. Désignons le gain espéré de l’agent i














Dans le jeu de pile ou face, présenté en figue 4.7, le Joueur1 a une probabilité p
de choisir Pile et une probabilité de 1 − p de choisir Face. Pour le Joueur2 les deux
probabilités sont respectivement de q et 1− q. Dès lors, le gain espéré du Joueur1 est
reflétée par la fonction u1 linéaire en p suivante :
u1 = pqR1(Pile, P ile) + p(1− q)R1(Pile, Face) + (1− p)qR1(Face, P ile)+
(1− p)(1− q)R1(Face, Face)
Maximiser ce gain espéré revient donc à chercher d(u1)/dp = 0 soit :
qR1(Pile, P ile)+(1−q)R1(Pile, Face) = qR1(Face, P ile)+(1−q)R1(Face, Face)
Si on remplace les Ri par les valeurs indiquées dans la matrice présentée en fi-
gure 4.7, on obtient alors :
q − (1− q) = −q + (1− q)
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Soit alors q = 1/2.
Le même raisonnement pour le Joueur2 (où cette fois-ci on chercherait le point
où d(u2)/dq = 0) aurait donné p = 1/2.
Le résultat (1/2,1/2) est appelé équilibre en stratégies mixtes et il correspond au
fait que l’un ou l’autre des joueurs choisisse une fois sur deux pile et une fois sur
deux face. Mais est-ce qu’on peut trouver un équilibre de ce type dans n’importe quel
jeu en forme stratégique ? Si le jeu est fini, la réponse est définitivement oui, grâce au
théorème suivant :
THÉORÈME 4.1 [NAS 51].– Tout jeu en forme stratégique fini admet un équilibre
de Nash en stratégies mixtes.
On pourrait se demander si la solution donnée par l’équilibre de Nash correspond
à un mécanisme de coordination efficace. Deux concepts peuvent aider à répondre à
cette question : l’efficacité au sens de Pareto et l’optimum de Pareto.
Pour le premier concept, on peut dire qu’une combinaison de stratégie â domine
au sens de Pareto une autre combinaison a si :
Ri(âi, â−i) ≥ Ri(ai,a−i) ∀i
et
∃j tel que Rj(âj , â−j) > Rj(aj ,a−j)
Une combinaison de stratégies â∗ est un optimum de Pareto s’il n’existe pas une
autre combinaison qui la domine au sens de Pareto. Par exemple, dans le dilemme
du prisonnier présenté en figure 4.5, la combinaison (D,D) est un équilibre de Nash
mais la combinaison (N,N) la domine au sens de Pareto. Il faudra donc retenir que
l’équilibre de Nash n’est pas nécessairement un optimum de Pareto.
Clairement, un équilibre de Nash n’est pas nécessairement un optimum de Pareto
mais quand il y a multiplicité des équilibres de Nash, un équilibre peut en dominer un
autre au sens de Pareto. Le problème est de savoir comment « attirer » les joueurs vers
cet équilibre dominant au lieu d’un autre équilibre qui sera dominé.
4.2.3. Jeux dynamiques en information complète
Contrairement aux jeux en forme stratégique (ou jeux matriciels) qui sont joués
une fois, les jeux dynamiques décrivent les processus étendus dans le temps. Ces
processus comportent plusieurs intervenants (agents-joueurs) qui peuvent condition-
ner leurs comportement au moment présent sur les décisions observables des autres
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joueurs dans le passé. Dans cette section, on suppose que le jeu se déroule en plu-
sieurs étapes et que toutes les actions passées sont observables et connues par tous les
participants. Dans ce contexte, une étape pourrait représenter, mais pas toujours, une
période temporelle. Une stratégie dans un tel jeu spécifie l’action que choisit chaque
agent-joueur à chaque étape où il intervient, en fonction de l’état du jeu qui prévaut
en ce moment. Dès lors, l’historique du jeu a son importance et chaque agent-joueur
choisit l’action qu’il convient de faire en tenant compte de l’histoire passée du jeu.
Généralement, on distingue deux types de jeux dynamiques en information com-
plète. Un premier type où chaque joueur connaît l’ensemble des actions choisies par
tous les autres agents-joueurs avant qu’il ne sélectionne sa propre action. Il convient
de bien voir ici que c’est le seul joueur qui est censé prendre sa décision à l’étape
considérée. Ce jeu est alors appelé jeu en information parfaite. Dans le second type,
appelé jeu répété, plusieurs agents choisissent leurs actions simultanément à une étape
donnée du jeu. Pour chaque joueur, les actions des autres joueurs ne sont toutefois pas
connues, mais l’historique lui l’est et il influence le choix de chacun.
Un cadre conceptuel général des jeux dynamiques peut être défini comme suit. On
désigne par aθ le vecteur des actions conjointes choisies à l’étape θ du jeu par des par-
ticipants qui interviennent à cette étape. Soit t une étape quelconque du jeu. On définit
alors l’historique du jeu à l’étape t, ht = {a0,a1, . . . ,at−1}, par la séquence de toutes
les décisions prises par les joueurs lors des étapes antérieures θ = 0, 1, . . . , t−1, avec
h0 comme historique initial. Par ailleurs, toutes les actions passées sont observables
et connues par tous les agents-joueurs. Il convient de noter que, pour θ > t, le reste
du jeu peut être vu comme un autre jeu induit par l’historique ht ; ce nouveau jeu est
appelé sous-jeu G(ht).
Un tel cadre formel va maintenant nous permettre de définir ce que l’on attend par
stratégie pure au niveau d’un jeu dynamique admettant T étapes. Une stratégie pure
pour le joueur i est définie par une suite de T applications Ati de H
t vers Ai(Ht), soit
donc Ati : H
t 7→ Ai(Ht), où Ht est l’ensemble de toutes les historiques possibles
jusqu’au temps t, avec ht ∈ Ht. Pour un joueur donné i, une stratégie pure est donc
une suite de règles de sélection d’une action particulière par un tel joueur à chaque
étape du jeu, compte tenu de l’historique qui s’est déroulé jusqu’alors. Contrairement
à ce qu’on a vu précédemment dans le cadre d’une stratégie pure dans un jeu statique,
ici, la définition prend en compte les décisions choisies antérieurement. Elle permet
donc une analyse dynamique des choix.
Considérons d’abord les jeux dynamiques en information parfaite.
4.2.3.1. Jeux dynamiques en information parfaite
Soit l’arbre représenté en figure 4.8 où le jeu se déroule en plusieurs étapes. Ainsi
pour le joueur 1 (dénoté par un nœud 1), une stratégie consiste à choisir entre les
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actions a et b. Pour le joueur 2 (nœud 2) qui intervient juste après, sa stratégie a2
est une fonction définie sur l’ensemble des stratégies de 1. Le principe ici consiste
par exemple à utiliser la rétroduction3 où le raisonnement se fait en sens inverse du
déroulement normal du jeu. Dès lors, le jouer 1 va se dire que le joueur 2 va jouer :
– b s’il joue a aboutissant ainsi au gain (2,1) ou
– jouer a s’il joue b aboutissant ainsi au gain de (1,1).
Dès lors, le joueur 1 va jouer a amenant ainsi le joueur 2 à jouer b et aboutissant ainsi
à l’équilibre de Nash (2,1) pour lequel aucune déviation unilatérale n’est payante.
En fait, ce raisonnement est sous-tendu par le fait que le joueur 2 est sensé choisir
la meilleure action pour lui. Ainsi, si 1 joue a alors 2 joue b, si en revanche 1 joue
b alors 2 joue a. Dès lors, l’agent-joueur 1 intègre une telle connaissance et agit en
conséquence pour aligner sa meilleure réponse.
1
22
Figure 4.8. Un exemple de jeux dynamique joué étape par étape.
Pour en savoir plus sur les jeux dynamiques en information parfaite, le lecteur peut
se référer à l’un des ouvrages [YIL 03, FUD 91].
Les jeux répétés, un autre type des jeux dynamiques en information complète,
sont de plus grand intérêt pour nous, car ils sont à la base du concept des jeux stochas-
tiques – un des plus puissants modèles d’interaction entre agents rationnels.
3. backward induction, qu’on traduit aussi par « induction rétroactive ».
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4.2.3.2. Les jeux répétés
Avec les jeux répétés, on voudrait modéliser des situations où des agents-joueurs
interagissent de manière répétitive chacun avec l’autre, en jouant le même jeu. Contrai-
rement aux jeux dynamiques en information parfaite, les joueurs d’un jeu répété choi-
sissent leurs actions de manière simultanée sans connaître le choix des autres joueurs.
Une fois les action choisies, celles-ci sont alors connues par les autres agents et dès
lors font partie de l’historique du jeu.
Ainsi, le jeu du dilemme du prisonnier peut par exemple être répété plusieurs fois
où l’on aurait par exemple {(N,N), (D, N), (D, D), . . .}.
Dans de telles interactions, un joueur peut, à chaque étape, conditionner son com-
portement sur les comportements passés des autres intervenants. En fait, les jeux répé-
tés sont un cas particulier des jeux dynamiques introduits précédemment. La particu-
larité réside dans le fait que la répétition se fait sur la base d’un même jeu. Quand ils
sont engagés dans une situation répétitive, les joueurs doivent non seulement considé-
rer leur gain à court terme mais également leur paiement à long terme. Par exemple, si
un dilemme du prisonnier est joué une fois, les joueurs auront tendance à jouer l’équi-
libre de Nash soit, (D,D). En revanche, si le même jeu est répété par les mêmes deux
joueurs, il y aurait peut être une possibilité de faire émerger une coopération (entente
implicite) qui aboutirait à (N,N). L’idée générale sous-tendant les jeux répétés réside
dans le fait que les joueurs doivent trouver un compromis entre exploiter le gain à
court terme et les gains à long terme.
On distingue en général deux classes de jeux répétés : (a) jeux répétés finis et ; (b)
jeux répétés infinis. Un historique terminal dans un jeu répété fini est n’importe quel
historique de longueur T , où T ≤ ∞ est le nombre de périodes durant lesquelles le jeu
est répété. Dans le cas où le jeu est répété infiniment, l’historique terminal est alors de
longueur infinie. Tout historique non terminal débute un sous-jeu dans le jeu répété.
Selon la définition d’une stratégie pure d’un jeu dynamique donnée plus haut, on






N si aτj = N, j 6= i, pour τ = 0, 1, . . . , t− 1
D autrement
Une telle stratégie traduit « commencer par nier dans la première période et conti-
nuer ainsi tant que l’autre le fait également dans les périodes précédentes ; si ce n’est
pas le cas, dénoncer ». Cette stratégie est appelée la stratégie grim trigger. D’autres
stratégies peuvent être mises en évidence, en utilisant la même formulation, en par-
ticulier : (i) toujours dénoncer (always Defect–ALL-D) ; (ii) toujours nier (always
cooperate–ALL-C·) ; (iii) donnant-donnant (Tit for Tat–TFT) etc.
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Il faudra également prendre en compte les choix des agents en fonction du temps
dans la mesure où ils accordent de l’importance à la date à laquelle ils obtiennent
les différents gains : un dollar obtenu maintenant n’aura pas la même valeur qu’un
dollar obtenu dans dix jours. Étant donné une séquence {a0,a1, . . . ,at, . . .} d’actions
conjointes, la fonction d’utilité actualisée de cette séquence pour un joueur i, ui,γ , est
la récompense actualisée sur l’ensemble des périodes, soit donc, en désignant comme






Bien entendu, si Ri(at) = c et ce ∀t, où c étant une constante quelconque et si γ ∈







Jusqu’ici on n’a parlé que des stratégies pures dans le cadre des jeux dynamiques.
Une stratégie mixte πi pour le joueur i est une séquence de fonctions, πi(ht) : Ht 7→
Ai(Ht), où Ai est l’espace des distributions de probabilité sur Ai, soit Ai(Ht) =
∆Ai(H
t), qui lie donc les historiques t-périodes possibles à des actions mixtes αi ∈
Ai. On doit noter ici que la stratégie d’un joueur i ne peut pas dépendre des valeurs
passées des probabilités des autres joueurs mais des valeurs passées de ai.
Voyons maintenant comment un jeu répété pourrait être analysé en termes de gains
escomptés et contentons-nous pour cela du cas des stratégies pures pour l’exemple
du dilemme du prisonnier (voir figure ??). Dans ce cas, les gains des joueurs pour
toute la séquence des répétitions du jeu pourraient être représentée par la moyenne des
récompenses qu’ils obtiennent à chaque période. Dans le cas du Suspect1 par exemple









où R1 est la fonction de récompense d’un tel suspect. On pourrait de la même fa-
çon imaginer qu’un tel suspect utilise la valeur actualisée de ses récompenses sur la





t) γ ∈ [0, 1[
4. On pourrait commencer par mettre c en facteur et voir ρ = 1 + γ + γ2 + γ3 + . . . sous
la forme d’une série infinie. Si maintenant on s’intéresse à ργ = γ + γ2 + γ3 + . . . et donc
ρ− ργ = 1 menant donc à ρ = 1/1− γ.
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où γ est le facteur d’actualisation du Suspect1. En combinant les deux fonctions pré-
cédentes, on obtient la moyenne actualisée des récompenses :









Ainsi donc, il existe plusieurs possibilités pour représenter les gains à long terme
des intervenants dans un jeu répété. Voici un exemple tiré de [YIL 03] sur la ma-
nière de les utiliser. Reprenons le dilemme du prisonnier illustré en figure ?? répété
infiniment et considérons la stratégie grim trigger discutée plus haut. Admettons que
le joueur Suspect1 a adopté cette stratégie et le Suspect2 est au courant de cela. On
pourrait se demander quelle est alors la stratégie optimale de Suspect2, face à cette
stratégie de Suspect1. S’il joue tout le temps N, il va obtenir un flux continu de récom-
penses égales à −1 jusqu’à la fin des temps. La valeur actualisée de ces récompenses





En revanche, s’il commence par D dès le premier tour, alors il va obtenir initia-
lement 0 puis -8 pour le reste des périodes, ce qui lui donne une valeur actualisée
de :
0 + (−8)γ + (−8)γ2 + . . . = −8(γ + γ2 + . . .) = −8γ
1− γ




1− γ ⇔ γ >
1
8
La stratégie précédente du Suspect1 et sa contrepartie qu’on vient de détailler pour
le Suspect2 forment un équilibre de Nash du dilemme du prisonnier répété infiniment
en valeurs actualisées pour les valeurs de γ > 18 . Si on choisissait une autre forme
pour la fonction d’utilité des agents (par exemple, la moyenne des récompenses ou la
moyenne actualisée des récompenses), on pourrait obtenir une autre solution au même
problème. Pour plus de précisions sur ces aspects, le lecteur est encouragé à consulter
les ouvrages de référence [FUD 99, GEN 00, OSB 04, YIL 03].
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4.3. Jeux stochastiques
Les jeux stochastiques (SG, pour stochastic games) étendent les MDP au cas où il y
a plusieurs agents-joueurs dans un environnement commun. Ces agents exécutent une
action conjointe qui définit la récompense obtenue par les agents et le nouvel état de
l’environnement. De l’autre côté, un jeu stochastique peut être vu comme un jeu répété
à plusieurs états. Ça veut dire qu’après avoir joué un jeu matriciel (correspondant
à un état du jeu stochastique), les agents-joueurs sont transférés dans un autre état
du jeu stochastique pour jouer un autre jeu matriciel. C’est donc un modèle hybride
réunissant jeux dynamiques (répétés) et MDP.
4.3.1. Définition et équilibre d’un jeu stochastique
Formellement, un jeu stochastique est défini par un quintuplet 〈Ag,S, {Ai : i =
1, . . . , |Ag|}, {Ri : i = 1, . . . , |Ag|}, T 〉 où Ag est l’ensemble des agents et |Ag|
est leur nombre, S l’ensemble fini d’états du jeu, Ai =
{





d’actions de l’agent i, Ri : S×A1× . . .×A|Ag| 7→ IR est la fonction de récompense
de l’agent i ∈ Ag et T : S× A1 × . . .× A|Ag| × S 7→ IR est le modèle de transition
entre états, dépendant de l’action conjointe des agents. Notons que contrairement aux
MDP, les états des jeux stochastiques sont des vecteurs (ou états conjoints) composés
des états propres à chaque agent, S = S1× . . .×Si× . . .×S|Ag|, où Si est l’ensemble
des états propres à l’agent i.
À chaque tour du jeu, étant donné l’état courant s ∈ S, les agents choisissent les ac-
tions a1, . . . , a|Ag|. Chaque agent i obtient alors la récompenseRi
(
s, (a1, . . . , a|Ag|)
)
et le système passe dans l’état s′ en suivant le modèle de transition T , qui vérifie∑
s′∈S T
(
s, (a1, . . . , a|Ag|), s
′
)
= 1. Une politique πi : S 7→ [0, 1]|Ai| pour l’agent i
définit une stratégie locale en chaque état au sens de la théorie des jeux. Autrement
dit, πi(s) est un vecteur dont les éléments définissent une distribution de probabilité
sur les actions du joueur i, spécifiques au jeu en forme normale défini par l’état s.
Le terme d’utilité espérée d’un joueur en théorie des jeux désigne l’espérance de
récompense sur les stratégies des joueurs adverses, alors que la fonction de valeur des
MDP est l’espérance temporelle de la récompense. Nous emploierons donc le concept
d’utilité Ui(s) en jeu stochastique comme l’espérance temporelle des utilités espé-
rées ui(s) de l’agent i définies pour chaque état s de manière similaire aux utilités
espérées des jeux en forme normale. Dès lors, u
(π1,...,π|Ag|)
i (s) = Ea∈ARi(s,a). Par
conséquent, les utilités Ui(s) des états pour chaque joueur i, associées à la politique
conjointe π ≡ ×|Ag|i=1 πi, sont définies comme l’utilité espérée par l’agent i à partir de
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l’état s si tous les agents suivent cette politique conjointe :












T (s,a, s′)πa(s)Uπi (s
′)
où πa(s) dénote la probabilité de l’action conjointe a dans l’état s selon la politique
conjointe π. Comme pour les MDP, ici aussi s0 est l’état initial et γ ∈ [0, 1[ est le
facteur d’actualisation.
Comme indiqué plus haut, chaque état d’un jeu stochastique peut être vu comme





Figure 4.9. Jeu stochastique à deux joueurs : transitions possibles entre le tour t et le tour t+1
lorsque les joueurs jouent l’action conjointe a = (a1, a2) ; chaque état peut être vu comme un
jeu en forme normale.
Les jeux stochastiques sont un cadre formel permettant de modéliser un environ-
nement multiagent non-coopératif. Le fait d’être non-coopératif signifie que les agents
poursuivent des objectifs individuels. Ils peuvent cependant être amenés à se coordon-
ner, voire à coopérer, pour atteindre leur but individuel.
Dans un jeu stochastique, un équilibre de Nash est un vecteur de stratégies (π∗1 , . . . , π
∗
|Ag|)













i (s) ∀πi ∈ Πi
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où Πi est l’ensemble des politiques offertes à l’agent i.
Définition 7 Une politique (ou stratégie) dans un jeu stochastique est dite station-
naire (ou markovienne) si et seulement si la règle de décision qui associe une action
à un état dépend seulement de l’état courant.
Le théorème ci-après montre l’existence d’un équilibre de Nash en stratégies sta-
tionnaires.
THÉORÈME 4.2 [FIN 64].– Tout jeu stochastique escompté à n-joueurs (n ≥ 2)
possède au moins un équilibre de Nash en stratégies stationnaires.
4.3.2. Résolution des jeux stochastiques
Nous présentons ici quelques algorithmes de résolution de jeux stochastiques.
Comme on a pu le constater dans la section précédente, les jeux stochastiques sont
des jeux multi-étapes qui peuvent être vus comme une extension des MDP aux multia-
gents. Étant des jeux, ils n’offrent pas de solution optimale, au sens des MDP, qui soit
indépendante des autres joueurs. À l’instar des jeux en forme normale, le concept le
plus utilisé comme solution d’un jeu stochastique est un équilibre de Nash en straté-
gies stationnaires, dont l’existence a été prouvé. Cependant, contrairement aux MDP,
la solution (ou l’équilibre) dans la théorie des jeux n’est pas toujours unique (comme,
par exemple, dans le jeu de la figure 4.6 de la section 4.2). Le fait d’avoir plusieurs
équilibres avec des valeurs différentes pose généralement des problèmes de coordina-
tion. En effet, dans ce cas, si les agents choisissent de jouer des équilibres différents,
l’action conjointe jouée peut ne pas constituer un équilibre. Selon le jeu joué par les
agents-joueurs, cela peut constituer une catastrophe si les valeurs des utilités varient
beaucoup d’une action conjointe à une autre. Pour simplifier la présentation de ce qui
suit, les équilibres sont supposés uniques dans cette section. Le lecteur intéressé par
le problème de coordination dans les jeux stochastiques peut se référer à [LIT 94].
Tous les algorithmes proposés dans le cadre des jeux stochastiques que l’on va
voir ont la même propriété commune. Ils sont composés de deux parties principales.
La première partie peut être vue comme la partie « différences temporelles » pour
résoudre la composante « multi-état » du jeu stochastique ; la deuxième partie, quant
à elle, est la partie « jeu » pour trouver une solution de la composante « multi-agent »
du jeu stochastique.
Selon ces observations, on peut regrouper les algorithmes de jeux stochastiques en
quatre catégories (dont le sens sera défini plus loin) en leur donnant les appellations
suivantes :
146 PDM en IA
– Itération sur les valeurs + Théorie des jeux classique ;
– Apprentissage par renforcement + Théorie des jeux classique ;
– Apprentissage par renforcement + Modélisation de l’opposant ;
– Apprentissage par renforcement + Descente du gradient.
4.3.2.1. Itération sur les valeurs + Théorie des jeux classique
Nous faisons état dans cette sous-section de deux algorithmes élaborés par des
chercheurs venant de la communauté de la théorie des jeux. Le premier algorithme
trouve un équilibre de Nash d’un jeu stochastique à somme nulle [SHA 53]. Cet al-
gorithme n’est qu’une extension de la technique d’itération sur les valeurs (vue au
chapitre 1) aux cas des jeux stochastiques. Pour faire cela, Shapley utilise une fonc-
tion V aleur afin de trouver la valeur d’un état. Cette fonction calcule un équilibre de
Nash d’un jeu en forme normale associé à cet état. Pour trouver un équilibre de Nash,
Shapley utilise l’algorithme minimax qui a un temps d’exécution polynomial en la
taille de la matrice du jeu d’état. La définition complète de l’algorithme de Shapley est
donnée par l’algorithme 4.1. Dans ledit algorithme, la valeur U(s) désigne le vecteur
d’utilités espérées de tous les agents dans l’état s. Les fonctions Equilibre et V aleur
retournent respectivement un équilibre d’un jeu d’état (une politique conjointe) et son
vecteur de valeurs.
Algorithme 4.1 : Algorithme de Shapley [SHA 53] pour les SG à somme nulle
initialiser U(s)0 par des valeurs arbitraires
n← 0
répéter
pour s ∈ S faire
Construire la matrice
G(s) = {ga : ga = R(a, s) + γ
∑
s′∈S T (s,a, s
′)U(s′)n}
U(s)n+1 = V aleur(G(s))
n← n+ 1
jusqu’à ‖ U(s)n+1 − U(s)n ‖< ǫ ∀s
pour s ∈ S faire
Construire la matrice G(s)
π(s) = Equilibre(G(s))
retourner U(s)n, π(s) ∀s
L’algorithme de Shapley est certain de trouver un équilibre dans n’importe quel jeu
stochastique à somme nulle, car cet algorithme lui-même est une conséquence directe
du théorème suivant :
THÉORÈME 4.3 [SHA 53].– Tout jeu stochastique G à somme nulle escompté à
horizon infini possède une valeur unique. Cette valeur est donnée par la séquence des
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valeurs uniques des jeux d’étatG(s)∀s. Chaque joueur du jeuG possède une stratégie
optimale qui utilise les stratégies minimax mixtes dans chaque jeu d’état G(s).
Kearns, Mansour et Singh [KEA 00] sont allés plus loin. Ils ont proposé un al-
gorithme similaire à celui de Shapley (à savoir d’itération sur les valeurs) mais leur
algorithme, appelé FiniteVI, a été conçu pour les jeux stochastiques à somme générale.
Les auteurs ont montré que FiniteVI converge vers un équilibre de Nash à horizon fini.
Ce qui concerne les jeux à horizon infini, il a été récemment montré [?] qu’il existe une
classe de jeux stochastiques pour lesquels aucun algorithme d’itération sur les valeurs
basé sur l’application directe de l’équation de Bellman (ce qui est fait, par exemple,
dans FiniteVI) ne convergera pas vers une politique stationnaire.
La structure de l’algorithme FiniteVI est la même que celle de celui de Shapley. Il
se différencie toutefois par le fait que (1) l’horizon T est utilisé comme critère d’arrêt ;
(2) les fonctions Équilibre et Valeur sont définies différemment.
Tandis que l’équilibre minimax utilisé par l’algorithme de Shapley est assuré être
unique, ce n’est plus le cas dans le cadre des jeux à somme générale ; par contre, il
peut y avoir plusieurs équilibres possédants des valeurs différents. Dès lors, comme un
seul équilibre doit être choisi à chaque itération, Kearns et ses collègues ont proposé
d’utiliser une fonction f(G(s)) choisissant un seul équilibre parmi plusieurs. Cepen-
dant, cette fonction f(G(s)) n’a pas été définie, ce qui pose le problème d’application
directe de FiniteVI. Il convient de noter également qu’à l’inverse du cas « à somme
nulle », il n’existe pas d’algorithme polynomial trouvant un équilibre de Nash dans un
jeu à somme générale.
Parmi d’autres algorithmes d’itération sur les valeurs pour les jeux stochastiques,
le lecteur peut se référer à [POL 69, HOF 66, BOW 03a].
4.3.2.2. Apprentissage par renforcement + Théorie des jeux classique
Les algorithmes de cette catégorie combinent les techniques de recherche d’équi-
libre dans les jeux en forme normale avec les techniques d’apprentissage par renfor-
cement comme le Q-learning vu dans la section 2.4.3 du chapitre 2.
L’idée sous-tendant les algorithmes de ce type est la suivante. Les agents réalisent
un A/R en faisant des actions simultanées et en recevant des récompenses. Après
chaque tour du jeu (ou après chaque séquence « action conjointe–transition ») les
agents mettent à jour leurs fonctions Q qui associent des valeurs réelles à des paires
« action conjointe–état » :
Qi(s,a)← Qi(s,a) + α (Ri(s,a) + γV aleuri(s′)−Qi(s,a)) (4.2)
où la fonction V aleuri retourne la valeur d’un équilibre d’un jeu G composé des
valeurs-Q des agents dans l’état s′. On voit bien ici que, pour pouvoir calculer cette
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fonction, l’agent i a besoin d’observer les actions et les récompenses de tous les autres
agents dans l’environnement ou que les autres agents doivent lui communiquer cette
information.
Dans l’algorithme Minimax-Q de Littman [LIT 94], utilisant ce principe, la fonc-
tion V aleuri retourne au joueur i la valeur minimax d’un jeu composé des valeurs-Q
des agents. La politique suivie par les agents est alors la politique de minimax en
stratégies mixtes.
Quant à l’algorithme Nash-Q de Hu et Wellman [HU 03], la fonction V aleuri
proposée par les auteurs retourne la valeur d’un équilibre de Nash du jeu d’état. Le
fait d’avoir choisi le même équilibre par tous les agent est assuré par une politique
de coordination qui prescrit aux agents de choisir toujours un équilibre prédéfini, par
exemple le premier. La politique suivie par les agents dans ce cas est alors la politique
alignée sur l’équilibre de Nash choisi.
Une définition plus formelle de l’algorithme de base pour les algorithmes Nash-Q
et Minimax-Q est représenté par l’algorithme 4.2. Comme cela était le cas des algo-
rithmes de Shapley et de Kearns, la différence entre les deux algorithmes réside dans
la définition des fonctions Equilibrei et V aleuri. Dans le cas de Minimax-Q, ces
deux fonctions retournent à l’agent i respectivement la composante πi de la politique
d’équilibre minimax dans l’état s et la valeur de cet équilibre ; tandis que dans Nash-
Q, elles retournent la politique d’un équilibre de Nash et sa valeur respective pour
l’agent i.
Dans l’algorithme 4.2, le terme « une certaine exploration » fait référence aux
différentes techniques d’exploration discutées au chapitre 2.
Il convient de noter que les preuves de convergence des deux précédents algo-
rithmes se trouvent dans [LIT 94] pour le premier et dans [HU 03] pour le second.
Dans le cas de ce dernier, la preuve est faite sous certains restrictions assez contrai-
gnantes.
4.3.2.3. Apprentissage par renforcement + Modélisation de l’opposant
Les algorithmes de cette catégorie combinent également deux parties provenant
de deux champs de recherches distincts : celui de l’apprentissage monoagent et celui
de la théorie des jeux dynamiques dont la technique de modélisation de l’opposant
fait partie. Si tout est assez clair avec la première partie – un algorithme des « diffé-
rences temporelles » est utilisé pour traiter le côté « plusieurs états » d’un jeu stochas-
tique (voir la section 2.4 du chapitre 2) – il reste à préciser qu’est ce qu’on entend par
« modélisation de l’opposant ».
La modélisation de l’opposant est une technique largement utilisée dans la théorie
des jeux dynamiques pour rendre chaque joueur capable de s’adapter à des change-
ments de la politique de ses adversaires [CLA 98, UTH 03].
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Algorithme 4.2 : Algorithme de la base pour les algorithmes Minimax-Q et
Nash-Q pour un joueur i
Pour tous s, a et pour tout j ∈ Ag, initialiser Qj(s,a) par des valeurs
arbitraires.
Mettre dans s l’état courant.
Construire la matrice G(s) à partir des valeurs Qj dans s, ∀j ∈ Ag.
Choisir une politique πi(s) = Equilibrei(G(s)).
répéter
Jouer la politique πi(s) avec une certaine exploration.
Observer l’action conjointe et la mettre dans a.
Observer le nouvel état et le mettre dans s′.
Construire la matrice G(s′).
Choisir une politique πi(s′) = Equilibrei(G(s′)).
Pour tout joueur j mettre à jour la valeur Qj(s,a) en utilisant
l’équation (4.2).
s← s′, t← t+ 1.
jusqu’à t < T
pour s ∈ S faire
Construire la matrice G(s) comme précédemment.
πi(s) = Equilibrei(G(s)).
retourner πi(s) ∀s.
Le premier effort fait en direction de l’adaptation au comportement de l’adversaire
dans le cadre d’un jeu répété est dû à Brown [BRO 51]. La technique utilisée sous le
nom de « jeu fictif » (fictitious play) permet à un agent-joueur d’estimer la stratégie
jouée par son adversaire afin de jouer la meilleure réponse à cette estimation.
Dans le jeu fictif, les joueurs jouant un jeu répété maintiennent des croyances em-
piriques individuelles sur les stratégies suivies par les autres joueurs. Rappelons que,
selon notre notation, A−i désigne l’espace fini de stratégies conjointes des adver-
saires du joueur i, avec a−i ∈ A−i. Dans ce cadre, le modèle du jeu fictif suppose
que chaque joueur i choisit ses actions à chaque période pour maximiser son utilité
espérée, uπ̂−ii , étant donnée son estimation des politiques mixtes des adversaires, π̂−i.
Cette estimation prend la forme suivante. On suppose que le joueur i a une fonction
de poids initiale qui serait c0i : A−i 7→ R+. Ce poids est mis à jour en ajoutant 1 au
poids de chacune des stratégies conjointes adverses, lorsque cette stratégie est jouée





1 si at−1−i = a−i
0 sinon
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Dan ces conditions, la probabilité estimée (π̂a−i−i )
t que le joueur i assigne à ses










Dès lors, la meilleure action à jouer pour l’agent i est celle qui maximise son uti-
lité espérée étant donnée son estimation de la politique adverse (en d’autres mots, sa









Le jeu fictif converge vers un équilibre de Nash dans les jeux appelés « iterated do-
minance solvable », c’est-à-dire les jeux dans lesquels il est possible d’enlever les
actions dominées de façon itérative pour obtenir à la fin une seule action ou un en-
semble d’actions équivalentes [FUD 99].
La version du jeu fictif adaptée aux jeux stochastiques, étant donnée la fonction de
transition T (s,a, s′), est présentée sur l’algorithme 4.3, elle est due à Vrieze [VRI 87].
Algorithme 4.3 : Algorithme du jeu fictif dans les SG pour un joueur i






pour tous les s faire





Jouer l’action ani .
Observer l’action conjointe et la mettre dans a.
pour tous les ai faire
Mettre à jour la valeur qi(s, ai)←
qi(s, ai) +Ri(s, (ai,a−i)) + γ
∑
s′∈S T (s,a, s
′)V aleur(s′)




jusqu’à n < N
Pour tout s, πaii (s)← 1 si ai = aNi et πaii (s)← 0 sinon.
retourner πi(s) ∀s.
Il convient de noter que la version du jeu fictif pour les jeux stochastiques est
basée sur la connaissance par tous les agents du modèle de transition T (s,a, s′). De
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plus, elle nécessite en pratique un mécanisme de coordination entre agents afin qu’ils
puissent proposer une action à jouer pour chaque état s de façon synchronisée.
Un algorithme similaire proposé par Gies et Chaib-draa [GIE 06] est appelé « Q-
learning par jeu adaptatif ». L’approche est basée sur la technique du jeu adaptatif
pour les jeux répétés proposée par Young [YOU 93]. L’algorithme de Young est très si-
milaire au jeu fictif. La différence réside dans la manière d’estimer la politique de l’op-
posant. Tandis que, dans le jeu fictif, tout l’historique est pris en compte, dans le jeu
adaptatif l’agent fait un échantillonnage à partir d’un historique récent de taille limi-
tée. Une telle modification permet de prouver la convergence du jeu adaptatif pour une
plus large classe des jeux de coordination appelés « weakly acyclic games » [YOU 98].
Une autre approche proposée par Claus et Boutilier [CLA 98], appelée « Joint
Action Learners » ou JALs, est basée sur le Q-learning et par conséquent ne dépend
pas du modèle. De plus, comme c’est une technique essai-erreur, elle ne nécessite
aucun mécanisme de coordination des agents. Notons que cette technique ressemble
beaucoup à celle du jeu fictif à deux différences près. La première réside dans le fait
que lesQ-valeurs dans JALs sont associées aux paires « état–action conjointe » au lieu
de « état–action simple » du jeu fictif. La deuxième différence réside dans l’équation
utilisée pour mettre à jour les valeurs-Q. Claus et Boutilier utilisent la mise à jour
usuelle du Q-learning (algorithme 4.4) au lieu d’une forme de l’équation de Bellman
telle qu’utilisée dans le jeu fictif.
4.3.2.4. Apprentissage par renforcement + Descente du gradient
La technique de la descente du gradient a été tout d’abord utilisée dans l’appren-
tissage multiagent par Singh et al [SIN 94b]. L’algorithme IGA (pour Infinitesimal
Gradient Ascent) fait une montée du gradient dans l’espace des politiques dans un
jeu répété avec deux actions et deux joueurs. Le problème sous-tendu par un tel algo-
rithme peut être représenté par deux matrices de récompenses pour les joueurs ligne











Les joueurs l et c choisissent simultanément une action de l’ensemble Al,c = {1, 2},
le joueur ligne l joue une action i et le joueur colonne c choisit une action j ; les
récompenses obtenues sont alors lij et cij respectivement.
Comme il s’agit d’un jeu à deux actions, une stratégie mixte d’un joueur peut
être représentée avec une seule valeur. Soit α ∈ [0, 1] une probabilité avec laquelle
le joueur l choisit l’action 1 et (1 − α) une probabilité de jouer l’action 2. De façon
similaire, soit β ∈ [0, 1] et (1 − β) les probabilités de jouer les actions 1 et 2 respec-
tivement par le joueur c. L’utilité espérée d’une stratégie π = (α, β) peut être alors
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Algorithme 4.4 : Algorithme JALs pour les SG pour un joueur i proposé
par [CLA 98], adapté de [BOW 02a]
Pour tous s et a−i, initialiser Qi(s,a−i) arbitrairement, ci(s,a−i)← 0 et
c(s)← 0.
Initialiser n← 0, s← s0.
répéter






Jouer l’action ani avec un certain bruit d’exploration.
Observer l’action conjointe des autres agents, a−i.
Observer la récompense, Ri(s, (ai,a−i)).
Observer le nouvel état, s′.
Mettre à jour la valeur Qi(s, (ai,a−i))←
(1− α)Qi(s, (ai,a−i)) + α (R(s, (ai,a−i)) + γV aleur(s′))







Mettre à jour c(s)← c(s) + 1, ci(s,a−i)← ci(s,a−i) + 1, n← n+ 1.
jusqu’à n < N




c(s) Qi(s, (ai,a−i)) et
πaii (s)← 0 sinon.
retourner πi(s) ∀s.
calculée comme suit :
u
(α,β)
l = l11αβ + l22(1− α)(1− β) + l12α(1− β) + l21(1− α)β
u(α,β)c = c11αβ + c22(1− α)(1− β) + c12α(1− β) + c21(1− α)β
Pour estimer l’effet d’un changement de sa politique courante, un joueur peut cal-










= αu′ − (c22 − c21)
où u = (l11 + l22)− (l21 + l12) and u′ = (c11 + c22)− (c21 + c12).
À chaque pas de temps, le joueur IGA ajuste sa stratégie courante dans la direction
du gradient en vue de maximiser son utilité espérée :
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où η est la taille d’un pas, typiquement 0 < η ≪ 1. Évidemment, la stratégie mixte de
l’opposant est supposée être connue par les joueurs.
Singh et ses collègues ont prouvé la convergence de IGA vers un équilibre de
Nash (où vers une valeur moyenne équivalente) en self-play (c’est-à-dire, quand les
deux joueurs utilisent le même algorithme) et ce dans le cas où le pas η tend vers 0
(limη→0), d’où le nom de l’algorithme. L’algorithme IGA ne peut pas être appliqué à
un grand nombre de problèmes du monde réel pour les deux raisons principales :
1) il suppose une connaissance omnisciente des stratégies courantes d’autrui et
2) il a été conçu pour le cas « deux agents–deux actions » ; une extension au cas
« plusieurs agents–plusieurs actions » est loin d’être évidente.
Le premier algorithme « pratique » héritant (en pratique) des propriétés de conver-
gence de IGA est l’algorithme du Policy Hill Climbing (PHC) proposé par Bowling et
Veloso [BOW 02a]. Cet algorithme n’exige pas la connaissance de la politique cou-
rante de l’adversaire. Essentiellement, PHC réalise un « hill-climbing » dans l’espace
des stratégies mixtes. De ce fait, c’est une simple modification du Q-learning mono-
agent. Il comporte deux parties ; la première est basée sur le Q-learning en vue de
maintenir les valeurs des actions simples (et non des actions conjointes) dans les états.
La deuxième est une partie de théorie des jeux qui maintient la stratégie mixte cou-
rante dans chacun des états du système.
Dans PHC, la politique courante est ajustée via une augmentation de la probabi-
lité de choisir l’action ayant la valeur la plus élevée. Ceci est fait en utilisant un petit
pas δ. Les valeurs-Q sont mises à jour en utilisant le facteur d’apprentissage α. No-
tons que si δ égale à 1, l’algorithme devient équivalent au Q-learning monoagent, car
l’agent exécutera toujours l’action dont la valeur est la plus élevée. Par conséquent,
cette technique est « rationnelle » et converge vers la solution optimale si les autres
joueurs suivent une politique stationnaire. Toutefois, si les autres joueurs sont en train
d’apprendre leurs politiques, le PHC peut ne pas converger vers une politique station-
naire bien que sa récompense moyenne converge vers la récompense d’un équilibre de
Nash, comme cela a été montré par Bowling et Veloso [BOW 02a].
La définition formelle de l’algorithme PHC est présentée via l’algorithme 4.5.
Dans cet algorithme (et ceux qui suivent plus bas), l’expression « une certaine ex-
ploration » fait référence aux différentes techniques d’exploration des espaces d’états
ou d’actions, telles que ǫ-greedy et autres (voir le chapitre 2).
Bowling et Veloso [BOW 02a] ont développé une extension importante des algo-
rithmes IGA et PHC, appelée respectivement WoLF-IGA et WoLF-PHC (le dernier est
154 PDM en IA
Algorithme 4.5 : Algorithme PHC pour les SG pour un joueur i, adapté
de [BOW 02a]
Initialiser α ∈ (0, 1], δ ∈ (0, 1], γ ∈ (0, 1).
Pour tous s ∈ S et tous ai ∈ Ai, initialiser qi(s, ai)← 0.
Pour tous ai ∈ Ai, initialiser la politique courante πaii (s)← 1|Ai| .
L’état courant s← s0.
répéter
Dans l’état s, choisir une ai selon la stratégie πi(s).
Jouer ai avec une certaine exploration.
Observer le nouvel état s′ et la récompense obtenue Ri.
Mettre à jour qi(s, ai) en utilisant la règle suivante :








Mettre à jour la stratégie courante, πi(s), en utilisant la règle suivante :
















en se limitant à la distribution de probabilité légale.
Mettre à jour l’état courant s← s′.
n← n+ 1.
jusqu’à n < N
retourner πi(s) ∀s.
illustré par l’algorithme 4.6). WoLF (pour Win or Learn Fast) est une technique selon
laquelle un agent i change le pas d’ajustement de la politique δ selon qu’il « gagne »
ou qu’il « perd ». S’il gagne, son δ est petit, s’il perd – il est grand. Bowling a mon-
tré de façon formelle qu’une telle alternance assure la convergence de WoLF-IGA en
self-play vers un équilibre de Nash dans le cas où il y a deux joueurs qui ont deux
actions chacun. En pratique, la convergence de WoLF-PHC a aussi été observée dans
plusieurs jeux « problématiques ». Notons que le principe WoLF aide la convergence
en donnant aux autres joueurs plus de temps pour s’adapter aux changements de stra-
tégie du joueur considéré. Réciproquement, il permet à un joueur de s’adapter plus
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rapidement aux changements des stratégies des autres joueurs quand ces changements
sont défavorables.
D’une façon plus formelle, l’algorithme WoLF-PHC exige d’utiliser deux valeurs
du pas δ : δperdre et δgagner. Le fait de gagner ou perdre est déterminé en comparant
la valeur espérée de la politique courante, π, avec la valeur espérée d’une « politique
moyenne », π̄ (voir l’algorithme 4.6). Si la valeur espérée de π est inférieure à celle
de π̄, alors le joueur est considéré comme perdant et la valeur de δperdre est utilisée,
sinon – δgagner est utilisée pour ajuster sa politique. La politique moyenne d’un joueur
i est une moyenne « en ligne » de toute les politiques jouées par i dès le début de
l’apprentissage. Au demeurant, l’algorithme WoLF-PHC est identique à PHC (voir
l’algorithme 4.5).
4.3.3. Complexité et extensibilité des algorithmes d’apprentissage multiagent
Cette section fait état de la complexité informatique de certains algorithmes d’ap-
prentissage multiagent et leurs extensibilité (ou scalability) à des problèmes de grande
taille.
Comme on l’a précisé plus haut, l’algorithme de Shapley [SHA 53] pour les jeux
stochastiques, qui s’appuie sur la technique d’itération sur les valeurs, utilise l’al-
gorithme minimax pour trouver l’équilibre dans chaque état et à chaque itération.
Puisque le temps d’exécution de l’algorithme d’itération sur les valeurs est lui-même
polynomial en la taille de l’espace d’états, alors, le temps d’exécution de l’algorithme
de Shapley est polynomial en le nombre de joueurs et le nombre d’états du jeu sto-
chastique.
Le même raisonnement peut être appliqué pour conclure sur le temps d’exécu-
tion de l’algorithme de Kearns et al. [KEA 00]. Le temps d’exécution de l’algorithme
de Kearns est quadratique en la taille de l’espace d’états en supposant que le temps
d’exécution de la fonction f (censée trouver un équilibre de Nash) est unitaire. Ce-
pendant, comme on ne connaît pas d’algorithme polynomial trouvant un équilibre de
Nash dans un jeu matriciel, le temps d’exécution de l’algorithme de Kearns, utilisant
un des algorithmes connus permettant calculer un Nash, ne peut être polynomial non
plus.
L’analyse du temps d’exécution des algorithmes basées sur le Q-learning est plus
compliqué. On sait [KOE 96] que le temps d’exécution du Q-learning peut être expo-
nentiel en la taille de l’espace d’états, mais ce temps peut être réduit à un polynôme si
certaines restrictions sur le modèle de récompense sont appliquées [KOE 96]. De plus,
selon le modèle des jeux stochastiques, la taille de l’espace d’états est elle-même ex-
ponentielle en le nombre d’agents (car |S| = |S1×S2× . . .×S|Ag|| = |Si||Ag|, si tous
les Si ont la même taille). Par conséquent, le temps d’exécution d’un tel algorithme
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Algorithme 4.6 : Algorithme WoLF-PHC pours les SG pour un joueur i, adapté
de [BOW 02a].
Initialiser α ∈ (0, 1], δ ∈ (0, 1], γ ∈ (0, 1).
Pour tous s ∈ S et tous ai ∈ Ai, initialiser qi(s, ai)← 0.
Initialiser le compteur c(s)← 0.
Pour tous ai ∈ Ai, initialiser la politique courante πaii (s)← 1|Ai| .
L’état courant s← s0.
répéter
Dans l’état s, choisir une ai selon la stratégie πi(s).
Jouer ai avec une certaine exploration.
Observer le nouvel état s′ et la récompense obtenue Ri.
Mettre à jour qi(s, ai) en utilisant la règle suivante :








Mettre à jour l’estimation de la politique moyenne, π̄(s), comme suit :












i (s)), ∀a′i ∈ Ai.
Mettre à jour la stratégie courante, πi(s), en utilisant la règle suivante :




































en se limitant à la distribution de probabilité légale.
Mettre à jour l’état courant s← s′.
n← n+ 1.
jusqu’à n < N
retourner πi(s) ∀s.
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comme Nash-Q n’est pas polynomial en la taille de la matrice du jeux d’état (en raison
du fait que la procédure utilisée pour calculer un équilibre de Nash est elle-même non
polynomiale) ; de plus, ce temps peut être exponentiel en le nombre d’états (en raison
de la structure de la fonction de récompense utilisée dans la partie « Q-learning » de
cet algorithme).
Comme on peut le constater, l’application directe aux problèmes de grande taille
des algorithmes de planification ou d’apprentissage multiagents basés sur le modèle
des jeux stochastiques est problématique à cause de leur complexité élevée. Une ex-
ception est l’algorithme de Shapley qui a un temps d’exécution polynomial mais qui
ne s’applique qu’à des jeux à somme nulle.
Un bon candidat à une application dans les problèmes de grande taille est l’algo-
rithme WoLF-PHC de Bowling [BOW 02a]. Vu sa simplicité structurelle, ses condi-
tions de convergence tolérantes et ses exigences modestes relativement à l’information
provenant de l’environnement (en fait, les agents WoLF-PHC doivent percevoir seule-
ment l’état courant et leurs propres récompenses), les techniques connues d’approxi-
mation de la fonction peuvent être directement appliquées à cet algorithme. Dans ce
contexte, Bowling [BOW 02b] a proposé de combiner : (i) une technique appelée Tile
Coding [SUT 98] pour généraliser la fonction de valeur, (ii) une méthode de montée du
gradient de la politique [SUT 00] comme méthode d’apprentissage de base (au lieu du
Q-learning) et (iii) le principe WoLF pour favoriser la convergence vers un équilibre
de Nash. Cette méthode a permis d’obtenir un algorithme d’apprentissage multiagent
facilement extensible appelé GraWoLF [BOW 02b]. Bowling a montré via des expé-
rimentations que GraWoLF peut être utilisé pour faire de l’apprentissage multiagent
dans les problèmes de très grande taille, comme le jeu de cartes Goofspiel [BOW 02b]
et l’entraînement des robots compétitifs [BOW 03b] de type RoboCup [KIT 97].
4.3.4. Au-delà de la recherche d’équilibre
Ces derniers temps, les chercheurs s’interrogent sur la nécessité de la convergence
d’un algorithme d’apprentissage vers un équilibre de Nash. Il existe plusieurs raisons
à cela. Tout d’abord, il peut y avoir plusieurs équilibres dans un jeu et il peut ne pas y
avoir de méthode de coordination des choix des agents. Ensuite, la complexité de cal-
cul d’équilibre de Nash est peu étudiée et on ne connaît pas d’algorithme polynomial
pouvant calculer un tel équilibre.
La troisième raison est plus philosophique. Certains auteurs [SHO 04] attirent l’at-
tention sur le fait que, dans plusieurs cas, comme par exemple dans le dilemme du
prisonnier, jouer l’équilibre de Nash peut être catastrophique pour les agents, tandis
que l’action coopérative, bien qu’elle ne soit pas un équilibre, serait un choix plus
« judicieux ». Autrement dit, l’action coopérative est le seul choix rationnel, comme
on l’a vu dans le cas du dilemme du prisonnier répété.
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4.3.4.1. Jeu efficace
Certains travaux récents ont mis l’accent sur le fait de jouer « plus efficacement »
contre un certain autre type de joueur et non pas le fait de converger ver une valeur où
une politique stable, comme on le fait usuellement. Parmi ces approches, il convient
de citer les travaux suivants [CHA 01, TES 04, POW 05b, POW 05a].
Chang et Kaelbling [CHA 01] ont été les premiers à proposer une méthode per-
mettant à un joueur d’exploiter l’algorithme d’apprentissage de son adversaire. En
particulier, leur algorithme appelé « PHC-Exploiter » peut l’emporter plus de fois que
son adversaire dans les jeux à somme nulle, tels que Pierre-Papier-Ciseaux et ce si
l’adversaire utilise l’algorithme PHC [BOW 02a]. En fait, PHC-Exploiter est capable
d’estimer la valeur du pas d’apprentissage δ de l’algorithme PHC de l’adversaire et
changer sa politique afin d’exploiter cette connaissance.
Tesauro [TES 04] est allé plus loin. Il a proposé une technique qui semble être
plus générale que celle de Chang et Kaelbling. En effet, l’algorithme Hyper-Q de Te-
sauro peut jouer de façon plus efficace dans les jeux à somme nulle contre un joueur
sans connaître l’algorithme sous-tendu par ce dernier. Par exemple, Tesauro a mon-
tré via les expérimentations que l’algorithme Hyper-Q est plus efficace que PHC et
IGA dans le jeu Pierre-Papier-Ciseaux. L’idée sous-tendant l’approche de Tesauro est
la suivante. L’agent Hyper-Q discrétise l’espace des stratégies de son adversaire de
façon uniforme. Il associe ensuite une valeur-Q à chacune de ses actions simples et à
chacune des valeurs discrètes de la stratégie adverse. Pour estimer la stratégie de son
adversaire, il utilise une technique d’estimation de distribution de probabilité. Fina-
lement, en interagissant avec l’adversaire, l’agent Hyper-Q apprend des valeurs-Q de
chaque paire « stratégie de l’adversaire–action simple ». Il convient de noter qu’une
extension de cet algorithme aux jeux stochastiques n’a pas été proposée. Une approche
similaire à celle de Tesauro, appelé « ADL » (pour Adaptive Dynamics Learning) a
été proposée par Burkov et Chaib-draa [BUR 07]. La différence de cette dernière par
rapport à Hyper-Q réside dans la manière d’assigner des valeurs-Q ; dans ADL, ces
dernières sont assignées à des historiques de taille limitée à la place des distributions
de probabilités. Alors les valeurs-Q de ADL ont la forme « historique du jeu–action
simple ». Pour apprendre ces valeurs, une règle standard de mis à jour du Q-learning
est utilisée.
Un autre point de vue sur l’apprentissage dans les jeux répétés a été proposée par
Powers et Shoham [POW 05b, POW 05a]. Leur méthode consiste en une classifica-
tion des adversaires relativement à différentes classes. Leurs agents, appelés MetaS-
trategy [POW 05b] et Manipulator [POW 05a] sont programmés en vue d’être capable
de jouer différentes politiques (par exemple, telles comme TFT pour le dilemme du
prisonnier et autres). En jouant avec un adversaire dont la classe (à savoir, son algo-
rithme d’apprentissage ou sa politique, si elle est fixe) est inconnue, le joueur tente
d’estimer cette classe selon ses observations et ensuite il choisit la meilleure politique
préprogrammée, dont il dispose, pour jouer contre cette classe d’adversaire.
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4.3.4.2. Minimisation du regret
Une autre direction de recherche [HAR 00, AUE 95, ZIN 03] vise à apporter des
réponses à la question suivante. Étant donné un historique du jeu, dans quelle mesure
la politique exécutée par l’agent (par un algorithme d’apprentissage ou celui réalisant
une politique fixe) pourrait-elle être améliorée ? Plus précisément, il s’agit de la notion
de « regret » mesurant jusqu’à quel degré la performance observée d’un algorithme
est pire que la meilleure stratégie pure.
Décrivons cette notion de regret de façon plus formelle et limitons-nous au cas
des jeux répétés. Soit rti ∈ R|Ai| le vecteur des récompenses que le joueur i pourrait
obtenir au temps t sachant les choix faits au même temps par les autres joueurs. Soit
πti la stratégie adaptée par le joueur i au temps t. L’utilité espérée u
t
i de stratégie π
t
i







où rai,ti désigne la récompense de i pour l’action ai selon r
t
i. En utilisant le produit




Au pas de temps t, le regretRti de l’agent i pour avoir joué une politique πti au lieu
d’une action simple ai est la différence entre les récompenses de ces deux stratégies,
étant donné le choix des stratégies des adversaires :
Rti(πti , ai) = rai,ti − uti
En désignant par 1ai une politique de l’agent i dans laquelle la probabilité de 1 est
assignée à une action ai, le regret totalRTi de l’agent i pour une séquence de tours du






(rti · 1ai)− (rti · πti)
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Pour un algorithme donné, la propriété de ne pas avoir de regret (no-regret) dans le
sens du regret moyen signifie que la récompense moyenne que l’agent obtient en utili-
sant cet algorithme est au moins aussi grande que ce que peut lui apporter une stratégie
pure fixe.
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Zinkevich [ZIN 03] a proposé une extension de l’algorithme IGA [SIN 94b] aux
jeux admettant plus de deux actions et deux joueurs, à savoir aux jeux à somme géné-
rale sans aucune contrainte. Ledit auteur a prouvé que son algorithme, appelé GIGA
(pour Generalized Infinitesimal Gradient Ascent), n’a pas de regret dans les jeux en
forme normale. L’algorithme GIGA est similaire à IGA et PHC. La mise à jour de la
politique de l’agent i se fait comme suit :





La fonction P (π̃i) est une fonction qui réduit la politique π̃i résultante de la somma-
tion (πti + ηr
t
i) à une distribution de probabilité légale :
P (π̃i) = argmin
πi∈∆Ai
||π̃i − πi||
où l’opérateur || · || est la norme euclidienne usuelle. Zinkevich a montré que le regret
total de GIGA est borné par :
RTi ≤
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ou, en supposant que tous les récompenses raii du joueur i sont bornées par r
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i et
en tenant compte que maxπi,π′i ||πi − π′i|| =
√























ce qui nous amène à conclure que R̄i ≤ 0 et, donc, GIGA n’a pas de regret au sens du
regret moyen.
Quant à lui, Bowling [BOW 04] a montré que le principe WoLF appliqué à GIGA
fait converger ce dernier vers un équilibre en self-play. Son WoLF-GIGA hérite alors
les propriétés du no-regret de GIGA et converge vers un équilibre de Nash en stratégies
mixtes dans les jeux à somme générale à deux joueurs–deux actions.
5. Cette règle est définie comme suit : si f et g sont deux fonctions dérivables en a, s’annulant
en a et telles que le quotient f
′(a)
g′(a)
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Connu ou observé Type Tous Propriétés
Algorithme S Ri A−i R−i équ. jeux théoriques
[SHA 53] connu connu connu connu Nash non oui
[KEA 00] connu connu connu connu Nash oui oui
Minimax-Q connu connu observé observé Nash non oui
Nash-Q connu connu observé observé Nash non oui
Jeu fictif connu connu observé non Nash non oui
[GIE 06] observé observé observé non Nash non non
JALs observé observé observé non Nash non non
WoLF-PHC observé observé observé non Nash non oui
GIGA-WoLF observé observé observé non Nash non oui
Hyper-Q observé observé observé non ? ? non
ADL observé observé observé non ? ? non
Manipulator observé observé non non ? ? oui
MetaStrategy observé observé non non ? ? oui
Tableau 4.1. Comparaison des algorithmes évoqués.
4.3.5. Discussion
Il est intéressant de voir comment les différents algorithmes introduits précédem-
ment peuvent être comparés entre eux. À cet effet, le tableau récapitulatif 4.1 présente
les différentes caractéristiques des algorithmes d’apprentissage ou de planification
multiagent vus dans ce chapitre. Ce tableau est inspiré des travaux d’Aras [DUT 06].
Dans ce tableau, tous les algorithmes introduits dans ce chapitre sont situés re-
lativement à des exigences concernant l’observabilité de certaines propriétés du jeu.
La colonne S indique si les états de l’environnement sont supposés connus par les
agents ou si les agents n’en ont qu’une perception partielle ; la colonne Ri indique si
les agents connaissent leurs récompenses ou bien s’ils sont capables de les observer
en interagissant avec les autres. Les colonnes A−i et R−i indiquent si les agents sont
supposés capables de connaître par avance ou d’observer les actions pouvant être faites
par les autres joueurs. « Non » dans les cellules signifie que les agents ne peuvent pas
connaître ni observer certaines propriétés du jeu. Les colonnes « Type équi. » et « Tous
jeux » indiquent si l’équilibre de Nash est atteint par chacun des algorithmes et si ce
fait est valide pour n’importe quel jeu, ou bien il existe certaines restrictions (comme
par exemple le fait que le jeu soit à somme nulle, ou que seulement deux actions–deux
joueurs soient permises). La colonne « Propriétés théoriques » indique si oui ou non
certaines propriétés théoriques des algorithmes sont prouvées.
Il convient de noter que les points d’interrogation dans les cellules du tableau 4.1
signifient que cet aspect n’est pas bien étudié et/ou compris dans la littérature. Comme
certains des algorithmes évoqués sont assez récents, il reste beaucoup de travail à faire
en vue d’expliquer leur comportement dans différentes situations et d’étudier leurs
propriétés de convergence, leur complexité et ainsi de suite.
162 PDM en IA
B0 B1 B∞
H0 Minimax-Q, Nash-Q Bully
H1 Godfather
H∞ Q-learning, (WoLF)-PHC, Jeu fictif ADL avec |h| = 1 Poids multiplicatif
Tableau 4.2. Classification des algorithmes proposée par Chang et Kaelbling
et adaptée de [CHA 01] pour les algorithmes présentés dans ce chapitre.
Une autre classification intéressante des algorithmes jouant aux jeux (répétés ou
stochastiques) a été proposée par Chang et Kaelbling [CHA 01]. Ces auteurs ont pro-
posé une classification des algorithmes via le produit cartésien des stratégies pos-
sibles et des croyances possibles sur les stratégies des adversaires. Dans ce contexte,
les stratégies possibles d’un agent ont été classées selon la longueur de l’historique
gardé en mémoire, de H0 jusqu’à H∞. Évidemment, en ayant plus de mémoire, les
agent peuvent élaborer des politiques plus complexes et plus « astucieuses ». Dans
le même ordre d’idée, un agent peut classer ses adversaires selon le même principe.
S’il croit que son adversaire n’a pas de mémoire, il le classe dans B0. S’il croit que
la mémoire de son adversaire est illimitée alors il le classe dans B∞. La classification
proposée par Chang et Kaelbling, adaptée pour refléter certains algorithmes évoqués
dans ce chapitre, est présentée par le tableau 4.2. Notons que les algorithmes déno-
tés comme « Bully », « Godfather » et « Poids multiplicatif » n’ont pas été discutés
dans ce chapitre. Pour plus de détails, le lecteur peut se référer aux ouvrages sui-
vants [LIT 01, FRE 99].
4.4. Conclusion et perspectives
Nous avons présenté dans ce chapitre un survol de la théorie des jeux et son ap-
plication à la prise de décision dans les environnements multiagents. À cet effet, les
jeux en forme normale et les jeux dynamiques comme modèles d’interaction entre les
agents rationnels ont été tout d’abord discutés. Ces modèles ont ensuite été étendus au
monde multi-état en les combinant avec les MDP. Ceci a alors fait émerger un modèle
plus puissant, appelé « jeux stochastiques », qui permet de décrire des interactions
complexes du monde réel étendu dans le temps.
Plusieurs algorithmes de planification et d’apprentissage utilisant le formalisme
des jeux stochastiques ont été présentés et discutés. On a ainsi pu constater que certains
d’entre eux possèdent une bonne base théorique tandis que d’autres ne sont encore
étudiés que via des expérimentations. Comme ce domaine de recherches est assez
jeune et en période de croissance rapide, on peut s’attendre à ce que, dans un proche
avenir, ces algorithmes soient convenablement analysés d’un point de vue théorique
et que d’autres approches intéressantes soient proposées.
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Hormis les assises théoriques manquantes, il existe d’autres problèmes qui doivent
être résolus afin de permettre à ces algorithmes d’être appliqués à des problèmes du
monde réel. Tout d’abord, la complexité des algorithmes reste assez élevée. En fait,
ce problème est caché dans le modèle même des jeux stochastiques dont le nombre
d’états croît exponentiellement avec le nombre d’agents. De plus, certains algorithmes
exigent de percevoir des actions conjointes de tous les autres joueurs, ce qui complique
le processus d’apprentissage. À cela s’ajoute le problème induit par la multitude des
équilibres dans un jeu et pour lequel la coordination sur le choix d’un seul équilibre
n’est pas évidente pour le moment.
Il convient de noter que ce chapitre n’a pas abordé une autre branche de recherches
dans le domaine de la décision dans l’incertain dans les environnements multiagents
que sont les jeux stochastiques partiellement observables (POSG, pour Partially Obser-
vable Stochastic Games). Dans ce modèle, les jeux en forme normale sont combinés
avec le modèle des POMDP ce qui permet, en utilisant ce formalisme, de résoudre des
problèmes où les agents ont une vue partielle de l’état de l’environnement. De bons
exemples de cette problématique et des approches proposées pour la résolution de
celle-ci se trouvent dans [HAN 04, EME 04].
Une autre problématique similaire à celle modélisée par les POSG, est appelée
DEC-POMDP (pour Decentralized POMDP ou POMDP décentralisés), qui fait objet du
chapitre 8. La différence entre les DEC-POMDP et les POSG réside dans le fait que les
agents dans les DEC-POMDP sont censés être coopératifs et les politiques, exécutées
par les agents de façon distribuée, sont calculées de façon centralisée [BER 02]. Alors
que dans les POSG, on ne fait pas une telle hypothèse : bien que les agents puissent en
général être coopératifs (avoir des récompenses identiques par exemple), cette coopé-
ration peut seulement être désirée (par exemple, l’algorithme utilisé peut la rapporter
sous certaines conditions) et non pas assurée. Le cadre POSG est donc plus général.
Remerciement : les auteurs tiennent à remercier M. Bowling pour l’aide qu’il a





La modélisation et la résolution d’un problème de décision séquentielle dans l’in-
certain par un MDP classique imposent certaines hypothèses fortes : problème mono-
critère, connaissance complète et précise de l’environnement à tout instant, connais-
sance du modèle lui-même, cadre d’incertitude probabiliste bien défini...
Parmi ces hypothèses, nous avons vu que certaines pouvaient être relâchées. Les
POMDP permettent de prendre en compte la connaissance partielle de l’environne-
ment. Les méthodes d’apprentissage par renforcement permettent de se passer de la
connaissance du modèle lui-même. Nous allons nous intéresser plus particulièrement
dans ce chapitre aux deux autres limitations, celles d’un cadre mono-critère et d’une
représentation probabiliste bien définie de l’incertain.
Plus précisément, nous allons commencer par décrire le formalisme des MDP mul-
ticritère ou 2V-MDP [?, ?, ?] étendant le cadre MDP à la décision multicritère. Dans ce
cadre, nous présentons un algorithme [MOU 04] permettant de calculer des politiques
satisfaisantes, c’est-à-dire aussi proches que possible d’un point idéal.
Ensuite, nous décrirons une première approche pour la résolution de MDP dont le
modèle est mal connu. Dans cette approche dite robuste [?, BAG 01, NIL 04, NIL 05],
on reste dans le cadre probabiliste classique des MDP, à la différence près que le mo-
dèle des fonctions de transition et de récompense du MDP est mal connu. Grâce à
Chapitre rédigé par Matthieu BOUSSARD et Maroua BOUZID et Abdel-Illah MOUADDIB et
Régis SABBADIN et Paul WENG.
165
166 PDM en IA
certaines hypothèses (connaissance d’un intervalle de probabilités de transition et de
récompenses), il est possible de proposer une version robuste de l’algorithme d’itéra-
tion sur les valeurs.
Mais la spécification même d’intervalles de probabilité pour la fonction de transi-
tion d’un MDP peut être impossible. De même, il peut être particulièrement arbitraire
de spécifier des récompenses numériques, additives, pour certains MDP. Dans certains
cas, les connaissances et les préférences d’un agent s’expriment plus fidèlement par
un préordre sur les vraisemblances des transitions et sur ses préférences sur ces transi-
tions. La Théorie des Possibilités [DUB 88] offre un cadre permettant de représenter
de telles connaissances et préférences qualitatives. Nous présenterons donc dans ce
chapitre une approche des MDP basée sur la théorie des possibilités [SAB 98]. Nous
verrons que cette approche permet également de prendre en compte l’observabilité
partielle des états (ou du modèle) dans les MDP possibilistes et qu’elle permet la réso-
lution de problèmes représentés de manière concise.
Enfin, nous présenterons le cadre des MDP algébriques [PER 05, WEN 06b], gé-
néralisant à la fois MDP multicritères et MDP possibilistes dans le cas d’un horizon
temporel fini. Ce cadre permet non seulement d’unifier ces approches, mais aussi de
mettre en valeur des conditions algébriques garantissant la validité d’un algorithme
de programmation dynamique. Ces conditions peuvent être alors utilisées pour tester
si de nouvelles représentations de préférences et/ou de nouvelles représentations de
l’incertain peuvent être exploitées ensemble en planification dans l’incertain.
EXEMPLE.– Si nous revenons à l’exemple récurrent de l’entretien d’une voiture (voir
page 18), les méthodes décrites dans le présent chapitre permettent, entre autre, de
traiter les deux problèmes suivants :
– il paraît plus réaliste d’estimer les conséquences d’une action en disant “si on
ne répare pas cette fuite d’huile, il est quasiment sûr que le moteur lâchera” que de
prétendre savoir que “la probabilité que votre moteur lâche est de 87, 72%”. La théo-
rie des possibilités permet d’utiliser le cadre des MDP avec un savoir exprimé de la
première manière.
– plutôt que de ne s’intéresser qu’au coût d’une action, il est possible de combiner
plusieurs critères. Par exemple, on pourrait chercher à optimiser à la fois le coût, le
temps d’immobilisation de la voiture, les répercussion écologiques et l’encombrement
du garage. C’est exactement ce que permettent de modéliser les MDP multicritères.
5.2. Les approches multicritères
Dans cette section, nous allons présenter des modèles décisionnels permettant de
relâcher une des hypothèses des MDP classiques qu’est la fonction de récompense
réelle scalaire additive. En effet, plusieurs problèmes peuvent être formalisés par des
MDP dont la fonction de récompense est multidimensionnelle, représentant différents
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critères à optimiser. Devant de tels problèmes, le formalisme des processus décision-
nels de Markov multicritères (2V-MDP 1) a pour but de proposer des solutions. La
section 5.2.1 présentera des notions de décision multicritère, puis la section 5.2.2 dé-
taillera le formalisme des 2V-MDP ainsi que les algorithmes de résolution, un exemple
illustratif sera explicité pour montrer le fonctionnement du modèle.
5.2.1. Décision multicritère
Le but de la décision multicritère [VIN 89, KEE 76] est de choisir une solution
préférée dans un ensemble de choix prenant en compte plusieurs aspects (critères),
comme par exemple le prix, la qualité, l’apparence etc... Ces critères peuvent être
contradictoires (on peut difficilement maximiser la qualité et minimiser le prix en
même temps). Le fait d’avoir des critères multiples au sein du processus décisionnel
implique que, d’un certain point de vue, un choix, constitué d’un ensemble de critères,
peut être arbitrairement préféré à un autre, sans faire pour autant un « mauvais »
choix. Ceci implique que l’on ne puisse plus définir aisément l’opérateur max utilisé
traditionnellement pour définir le choix optimal.
Définition 8 Un point x = (c1, c2, . . . , ci, . . . , cn) de IR
n domine un autre point x′ =
(c′1, c
′
2, . . . , c
′






∀i, ci ≥ c′i
∃i, ci > c′i
Sur la figure 5.2.1, la zone grisée correspond aux points dominants le point D0.
La solution à un problème de décision multicritère ne doit pas être dominée par une
autre. Elle doit en effet faire partie de l’ensemble Pareto-optimal.
Définition 9 L’ensemble Pareto-optimal est formé des éléments non dominés.
Nous introduisons deux points de références, le point Idéal et le point AntiIdéal
[BEL 04].
Définition 10 Le point Ideal = (c1, . . . , ci, . . . , cn) est défini comme étant le point
maximisant tout les critères simultanément. C’est un point de référence, il n’appartient





i), vj ∈ E
1. Vector-Valued Markov Decision Process

































Figure 5.2. Idéal, AntiIdéal et Nadir
Le point AntiIdéal est son opposé, c’est-à-dire qu’il minimise tous les critères. Il sert





i), vj ∈ E
Il est possible de raffiner cet encadrement en définissant le point deNadir. Il définit le
point minimisant tous les critères seulement pour les choix appartenant à l’ensemble
Pareto-optimal. Avec ces points, nous obtenons un encadrement partant du plus mau-
vais choix jusqu’au meilleur. Pour plus de détails, le lecteur est invité à consulter
[GRA 02a]. Dans la partie suivante, nous allons construire un processus de décision
complet.
5.2.2. Processus décisionnel de Markov multicritères
Les 2V-MDP [MOU 04] sont donc une extension des MDP où la prise de décision
dépend de plusieurs critères. Ces critères sont introduits dans le processus de décision
à travers la fonction de récompense, ce qui implique des répercussions sur le reste du
formalisme.
Soit Z = {z1, z2, . . . , zn} un vecteur de critères zi, où chaque zi représente
un des critères du résultat. Une action aj prise dans un ensemble d’actions A =
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{a1, a2, . . . , am} agit sur un certain nombre de critères (quelques-uns ou tous) trans-
formant le vecteur Z en Z ′ = {z′1, z′2, . . . , z′n}. Il convient donc de modifier la défini-
tion du MDP afin d’insérer la prise en compte de ces critères. Ainsi, un MDP multicri-
tère se définit par :
– un ensemble d’états S,
– un ensemble d’actions A,
– une fonction de transition p(s, a, s′), s, s′ ∈ S, a ∈ A,
– une fonction de récompense
−−→
r(s) = {r1(s), r2(s), . . . , ri(s), . . . , rn(s)} où
chaque ri(s) représente la récompense obtenue dans l’état s pour le critère i (de la
même manière que dans les MDP monocritère).
Reprenons maintenant l’équation de Bellman qui permet de dériver, par le cal-
cul de la récompense espérée de chaque état V (s), une politique optimale. Dans sa
formulation monocritère, elle s’écrit sous la forme :
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Où chaque vi, i ∈ 1 . . . n sont les valeurs des différents critères. Il apparaît que,
dans le cas général, l’application directe de l’opérateur max est impossible, une même
action ne maximisant pas simultanément tous les critères. Il en découle des problèmes
quant à la convergence de tels processus vers un point fixe. De nombreuses approches
on été développées afin de résoudre ce problème [?, ?]. Certaines approches cherchent
à trouver tous les chemins efficaces [?]. Celles-ci souffrent du fait qu’il peut y avoir
un nombre exponentiel (en le nombre d’états) de politiques non dominées.
5.2.2.1. Opérateurs de décision multicritère
Nous cherchons ici à obtenir une politique satisfaisante et non pas toutes les po-
litiques. L’opérateur max a donc besoin d’être redéfini dans le cadre multicritère afin
d’obtenir une seule politique à l’issue de l’algorithme. Pour cela, nous nous basons
sur la norme pondérée de Tchebychev [BEL 04].
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Définition 11 Norme pondérée de Tchebychev :
∀p, q ∈ Rn, s∞ω,q(p) = max
i∈{1,...,n}
ωi‖pi − qi‖
Cette norme nous permet de définir, pour un point p, une distance à un point de
référence q. Pour q, nous choisissons le point Idéal (Définition 10). Il reste à définir
les poids ωi de la norme. Nous les utiliserons afin de normaliser tous les critères entre




où le paramètre αi permet de réintroduire au besoin des priorités entre les critères
[BOU 07]. L’intérêt d’utiliser cette norme (avec la normalisation) est de pouvoir expri-
mer, pour chaque action, le regret qu’a un agent d’avoir choisi une action par rapport
à l’action idéale. A partir de cette norme, nous pouvons construire un opérateur de dé-
cision qui remplacera le max de l’équation de Bellman dans les 2V-MDP. Néanmoins,
il apparaît que la norme pondérée de Tchebychev ne conserve pas la propriété d’op-
timalité de Bellman [GAL 06]. Néanmoins, nous avons pu, au cours de nombreuses
expérimentations, montrer le bon comportement des agents suivant ce critère d’opti-
malité. C’est pourquoi nous avons construit notre opérateur max sur ce modèle.
Un opérateur décisionnel : le LexDiff
Soit vi la valeur de la politique courante pour le critère i et v∗i la valeur de la
politique optimale (toujours pour le critère i).
Nous définissons un nouveau vecteur, appelé vecteur d’utilité et noté
−→
V u, construit
à partir de la norme pondérée de Tchebychev, représentant pour chaque critère la dis-
tance normalisée (par les ωi) au point Idéal q = (v∗1 , v
∗
2 , . . . , v
∗
n) (pondérée si néces-






vu0 (s) = ω0 ∗ ‖v0(s)− v∗0(s)‖
vu1 (s) = ω1 ∗ ‖v1(s)− v∗1(s)‖
...
vun(s) = ωn ∗ ‖vn(s)− v∗n(s)‖
Cet opérateur nous garantit une solution Pareto-optimale, tout en préservant une
société égalitaire. C’est à dire que la solution choisie ne laissera aucun critère trop
se dégrader, même si pour cela, elle perd un peu en utilité globale. Nous utilisons un
algorithme de programmation dynamique afin de calculer la politique optimale (au
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Algorithme 5.1 : Résolution des 2V-MDP
pour tous les critères i faire
Calculer V ∗i (s)
V ′ ← 0
pour t = 0 . . .T − 1 faire
V ← V ′
pour tous les s ∈ S faire
pour tous les a ∈ A faire−→
V tmp(a)← −→R (s) +∑s′∈S P (s, a, s′)
−→
V (s′)
pour tous les critères i faire
Ideali ← maxa V tmpi (a)
Anti− Ideali ← mina V tmpi (a)
ωi ← αiIdeali−AntiIdeali
V ui (a)← ωi ∗ ‖Vtmp(a)− V ∗i (s)‖









sens de l’opérateur). On peut trouver un algorithme similaire dans [?]. L’algorithme
5.1 permet de calculer une politique à partir du critère LexDiff.
Pour déterminer le vecteur
−→
V u(s), il est nécessaire de calculer les points Ideal et
AntiIdeal. Pour le point Ideal, il faut effectuer n optimisations monocritère. Cha-
cune de ces valeurs optimales est calculée en utilisant l’algorithme value iteration par
exemple. Pour n critères, nous devons donc déterminer n fonctions de valeur opti-
males. Cela n’augmente pas nécessairement de beaucoup le temps de calcul global.
En effet, comme toutes ces optimisations sont indépendantes, il est facile de les pa-
ralléliser. Il est aussi possible d’accélérer ce calcul en optimisant un critère tout en
gardant les valeurs des autres critères qui, par la suite, serviront à initialiser les calculs
des critères suivants. L’utilisation du point AntiIdeal peut conduire à une mauvaise
normalisation (en considérant une valeur minimale plus basse que celle des choix ap-
partenant à l’ensemble des solutions Pareto-optimales). Le point Nadir est plus juste,
mais est difficile à calculer. C’est pourquoi, nous utiliserons une heuristique classique
afin de se rapprocher tout de même du Nadir : nous utiliserons la plus petite valeur
rencontrée lors des différentes optimisations [EHR 03].
EXEMPLE.– Application numérique : La figure 5.3 présente un MDP avec trois actions
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Figure 5.3. 2V-MDP : application de l’opérateur LexDiff
{a, b, c}. Les probabilités de transition sont indiquées le long des arcs et les récom-
penses sous les feuilles. Ce MDP comporte ainsi deux critères. Les différentes étapes
de la prise de décision sont énumérées ci-dessous :
– calcul des points Ideal et AntiIdeal
Ideal = (−23;−3)
Nadir = AntiIdeal = (−30;−11)











– calcul des V u −−−→
V u(a) = (1; 0)−−−→
V u(b) = (0; 1)−−−→
V u(c) = (13 ;
2
7 )
– tri par ordre lexicographique
−−−→
V u(a) = (1; 0)−−−→
V u(b) = (1; 0)−−−→
V u(c) = (27 ;
1
3 )
– sélection par leximin
Lexdiff(V ) = c
5.3. Prise en compte de la robustesse dans la résolution des MDP
Il est courant que le modèle d’un MDP (fonction de transition et fonction de ré-
compense) soit connu de manière incertaine. Les raisons pour cela sont liées à la
façon d’obtenir le modèle : via un expert humain ou en faisant des statistiques. Si l’on
veut tenir compte de cette incertitude, une première difficulté est de décider comment
la modéliser. Mais cette difficulté est directement liée au problème que l’on se pose,
lequel peut être :
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– Quelles parties du modèle est-il le plus utile d’améliorer pour prendre de
meilleures décisions ?
– Comment planifier ses actions en tenant compte de cette incertitude ?
Le premier problème est celui rencontré quand on cherche la meilleure approxima-
tion d’un modèle, en discrétisant les états ou les actions, ou en utilisant des fonctions
d’approximation. [cf ? ? ?] Nous nous intéressons ici au deuxième problème, en re-
formulant l’objectif de la planification comme celui de trouver une politique optimale
face au pire modèle possible. On parle alors de planification robuste. On se retrouve
ici face à un jeu à deux joueurs (le « planificateur » contre le « modeleur ») et à somme






où Π est l’ensemble des politiques, M l’ensemble des modèles possibles et V (π,m)
la valeur d’une politique π pour un modèle m (différents critères sont possibles).
La planification robuste nous amène à faire deux remarques à propos de la fonction
de récompense :
– Alors qu’une récompense peut être liée à une transition (s, a)→ s′ : r(s, a, s′),
il est usuel de ne faire dépendre la récompense que de s et a : r(s, a) = Es′ [r(s, a, s′)].
Ne connaissant pas ici le vrai modèle, on ne peut calculer cette espérance. Il est donc
préférable de garder la formulation r(s, a, s′).
– r(s, a, s′) est une grandeur incertaine. Mais, parmi ses valeurs possibles, la pire
est toujours la plus petite. On fait donc par la suite l’hypothèse que r(s, a, s′) prend
cette pire valeur.
Notons d’abord que la planification robuste s’intéresse aux modèles possibles, pas
à la distribution de probabilité sur les modèles. On n’a donc besoin que de spécifier
l’ensemble des modèles possibles. Un choix simple et pratique est de modéliser l’in-
certitude sur une grandeur (ici p(s′|s, a)) par un intervalle :
p(s′|s, a) ∈ [Pmin(s′|s, a), Pmax(s′|s, a)].
La figure 5.4 illustre cette modélisation de l’incertitude sur la transition depuis une
paire (état, action) (s, a). Ici, un triangle est un simplexe représentant toutes les distri-
butions de probabilité possibles pour une transition à trois états atteignables (P (s′i) =
1 au sommet s′i). Le trapèze sur le triangle de gauche correspond à la contrainte fournie
par l’intervalle de probabilités pour s′1. Sur le triangle de droite, les modèles possibles
sont à l’intersection des trois contraintes.
On notera que l’ensemble des modèles possibles pour une paire (état, action) forme
un polygone convexe (dans le cas de la modélisation à l’aide d’intervalles). Cette
convexité est une propriété facilitant souvent la recherche d’un optimum : si la fonc-
tion à optimiser est elle aussi convexe, il n’y a qu’un optimum global.











Figure 5.4. Modélisation de l’incertitude sur la transition depuis une paire
(état, action) (s, a) à l’aide d’intervalles.
La planification robuste telle qu’elle a été décrite permet d’utiliser des algorithmes
optimisant les décisions localement (i.e. au niveau d’un état) à la condition que la
propriété suivante soit vérifiée :
Propriété 1 La distribution de probabilité p(·|s, a) est indépendante d’une paire (état,
action) à l’autre.
Faire cette hypothèse accroît le nombre de modèles possibles et permet de se ra-
mener à un jeu alterné, où planificateur et modeleur jouent à tour de rôle. On peut
ainsi reformuler l’algorithme d’itération sur les valeurs sous une forme robuste en al-
ternant une étape de minimisation et une étape de maximisation, comme le montre
l’algorithme 5.2 avec critère γ-pondéré.
Algorithme 5.2 : Itération sur les valeurs robuste
initialiser V0 ∈ V
n← 0
répéter
pour s ∈ S faire





′|s, a) [r(s, a, s′) + γVn(s′)]
Vn+1(s)← maxa∈AQn+1(s, a)
n← n+ 1
jusqu’à ||Vn+1 − Vn|| < ǫ
pour s ∈ S faire
π(s) ∈ arg maxa∈AQn(s, a)
retourner Vn,π
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On notera qu’il existe toujours une politique optimale déterministe pour le plani-
ficateur. De plus, si l’ensemble des modèles possibles est convexe, il existe un pire
modèle à l’une des extrémités de cet ensemble (dans le cas de l’utilisation d’inter-
valles, il s’agit d’un sommet du polygone). Cela permet de définir des procédures
simples pour trouver le pire modèle local.
Le lecteur intéressé par la planification robuste trouvera plus de détails dans la
litérature suivante [?, BAG 01, NIL 04, NIL 05, ?]. La principale difficulté est liée
à la propriété 1. Il existe de nombreux cas dans lesquels celle-ci n’est pas vérifiée,
comme en planification avec tâches concurrentes (voir chapitre 15). On ne peut alors
plus utiliser la programmation dynamique. Il faut se ramener à des approches par
recherche directe de politiques [BUF 05].
5.4. Processus Décisionnels de Markov Possibilistes
Un des apports de l’intelligence artificielle à la théorie de la Décision en général a
été la proposition et l’étude de critères de décisions alternatifs au critère traditionnel de
l’utilité espérée. Parmi ces critères de décision alternatifs, des critères « qualitatifs »,
plus adaptés aux problématiques de l’intelligence artificielle (élicitation de connais-
sances / préférences, communication Homme / Machine), ont été utilisés dans le cadre
de la décision séquentielle dans l’incertain. En particulier, une contrepartie qualitative
des MDP / POMDP [FAR 98, SAB 01a] a été récemment proposée. Nous allons décrire
ce modèle dans la suite de ce chapitre.
5.4.1. Contreparties possibilistes de l’utilité espérée
Une distribution de possibilité décrit la connaissance que l’on a de la valeur prise
par un ou plusieurs attributs mal connus décrivant l’état d’un système. Par exemple,
l’âge d’un homme, la taille d’un immeuble... Dans notre cas, une distribution de pos-
sibilité sera utilisée pour modéliser la connaissance imparfaite que l’on a du monde
dans un problème de décision dans l’incertain, distinguant les états « plausibles » ou
normaux, des états peu vraisemblables ou surprenants.
Plus formellement, une distribution de possibilité π sur un ensemble d’états S est
une application de S dans (L,<), une échelle ordonnée finie ou bornée. Cette échelle
est supposée équipée d’une fonction de renversement n, bijection de L dans L telle
que si α > β ∈ L, alors n(β) > n(α). 1L et 0L représentent respectivement le plus
grand et plus petit élément de L et n(0L) = 1L et n(1L) = 0L. Si L = [0, 1], on
choisit en général n = 1 − ·. Dans le cas où L est finie (ce que nous supposerons par
la suite, S étant fini), n est la fonction de renversement de L.
La fonction π : S → L modélise cette connaissance, avec les conventions sui-
vantes :
– π(s) = 0L signifie que s est considéré comme impossible ;
– π(s) = 1L signifie que s est un état « normal » ou totalement possible ;
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– π(s) > π(s′) signifie que s est plus vraisemblable que s′.
Notons qu’il se peut très bien que plusieurs états aient une possibilité de 1L : cela
signifie que tous ces états sont également plausibles et sont plus plausibles que tous les
autres. Le cas extrême d’ignorance est celui où tous les états partagent une possibilité
de 1L : tous les états sont possibles et rien ne permet de les départager. Au contraire, si
un seul état a une possibilité de 1L et tous les autres sont impossibles (possibilité 0L),
alors on est dans un état de connaissance parfaite. Cette description de la connaissance
en termes de distribution de possibilité est assez flexible dans la mesure où tous les
degrés de l’échelle L compris entre 0L et 1L sont utilisables pour modéliser le degré
de possibilité π(s) des différents états. En général et cela sera le cas dans ce chapitre,
la seule contrainte sur la distribution π est qu’il existe un état s de possibilité 1L
(normalisation) : quelle que soit notre connaissance sur l’état du monde, il existe au
moins un état accepté comme « normal ».
Une distribution de possibilité peut être utilisée pour modéliser des connaissances
incomplètes sur l’état réel du monde. On peut toutefois donner une interprétation dif-
férente de cette fonction en termes de préférence sur l’état du monde : Dans ce cas,
π(s) représente le degré auquel s est une situation souhaitable pour un agent (on trou-
vera dans [DUB 96] une discussion détaillée sur l’interprétation d’une distribution de
possibilité en termes de préférence). Nous allons maintenant examiner le cas où deux
distributions de possibilité sont utilisées conjointement pour modéliser connaissances
et préférences dans des problèmes de décision qualitative dans l’incertain.
Les auteurs de [DUB 95] ont proposé une contrepartie ordinale de la théorie de
l’utilité espérée, basée sur la théorie des possibilités. Dans le cadre de la décision non
séquentielle, S et X sont respectivement les ensembles (finis) d’états possibles du
monde et de conséquences possibles des actions. En supposant que les informations
sur les connaissances et les préférences du décideur sont qualitatives, il est raison-
nable de représenter à la fois la connaissance incomplète de l’état du monde par une
distribution de possibilité π sur S et les préférences graduelles sur les conséquences
par une autre distribution de possibilité notée µ sur X , ces deux distributions prenant
leurs valeurs sur une échelle commune L finie, totalement ordonnée et de plus petit et
plus grand éléments respectivement 0L et 1L. L’existence de cette échelle commune
se justifie naturellement dans le cadre d’une axiomatisation des critères de décision
possibilistes à la Savage, telle que proposée dans [DUB 98].
L’incertitude de l’agent sur l’effet d’une action a effectuée dans l’état du monde s
est représentée par une distribution de possibilité π(·|s, a) : X → L. La distribution
π(x|s, a) évalue dans quelle mesure x est une conséquence plausible de l’action a
appliquée en s. π(x|s, a) = 1L signifie que x est une conséquence tout à fait plausible,
alors que π(x|s, a) = 0L signifie que x est impossible.
De la même manière, les conséquences sont également ordonnées en termes de
niveau de satisfaction par une fonction d’utilité qualitative µ : S × A × X → L.
µ(s, a, x) = 1L signifie que x est une conséquence tout à fait satisfaisante de a en x,
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alors que µ(s, a, x) = 0L signifie que x n’est absolument pas satisfaisante. Notons
que nous supposerons toujours que π est normalisée, alors que µ peut très bien ne
pas l’être (rien ne garantit pour un problème de décision fixé qu’une conséquence
totalement satisfaisante puisse être atteinte).
[DUB 95, DUB 98] ont proposé et axiomatisé les deux critères de décision sui-
vants :
u∗(a, s) = max
x∈X
min{π(x|s, a), µ(s, a, x)} (5.1)
u∗(a, s) = min
x∈X
max{n(π(x|s, a)), µ(s, a, x)} (5.2)
où n est la fonction de renversement de L.
u∗ peut être vu comme une extension du critère maximax qui évalue les couples
(état, action) suivant l’utilité de leur meilleure conséquence possible, alors que u∗ est
une extension du critère maximin qui les évalue suivant la pire conséquence pos-
sible. Utiliser u∗ correspond à une attitude optimiste (on se focalise sur les meilleures
conséquences possibles d’une action, en ignorant les pires), alors que u∗ correspond à
une attitude prudente (on se focalise sur les pires conséquences possibles d’une action,
en ignorant les meilleures).
Les utilités qualitatives possibilistes, bien que fort différentes de l’utilité espérée,
ne sont pas totalement distinctes de celles-ci. En fait, il est possible de démontrer que
des relations de préférence basées sur les utilités possibilistes optimistes et pessimistes
peuvent toujours être raffinées par une relation de préférence basée sur une utilité
espérée, elle même exprimable de manière qualitative en fonction des distributions de
possibilités et d’utilité qualitative uniquement [FAR 03, FAR 05].
EXEMPLE.– Considérons l’exemple, proposé par ([SAV 54], pages 13 à 15) pour illus-
trer le critère de l’utilité espérée : Le problème est de cuisiner une omelette... Nous
avons déjà cassé cinq œufs dans un bol et nous avons le sixième, dont l’état de fraî-
cheur semble douteux, en main. Trois actions sont disponibles : Casser l’œuf dans
l’omelette (CO), le casser à part dans une tasse (CT) ou le jeter directement (J). Consi-
dérons que l’échelle finie L = T = {0, a, b, c, d, 1} où 0 < a < b < c < d < 1,
équipée d’un renversement d’ordre n est suffisante pour exprimer conjointement l’in-
certitude sur l’état du monde et les préférences sur les conséquences. En particulier,
les conséquences sont ordonnées en termes de préférence dans la Table 5.1.
Les degrés entre parenthèses représentent un codage intuitif de l’ordre de préfé-
rence entre les conséquences. Deux états du monde sont possibles (frais (F), pourri
(P)), de possibilité respectives π(F ) et π(P ), avec max(π(F ), π(P )) = 1 (normali-
sation de la distribution de possibilité représentant l’incertitude).
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Actions/État œuf Frais (F) œuf Pourri (P)
CO omelette à 6 œufs (1) rien à manger (0)
CT omelette à 6 œufs, tasse à laver (d) omelette à 5 œufs, tasse à laver (b)
J omelette à 5 œufs, œuf gâché (a) omelette à 5 œufs (c)
Tableau 5.1. États, actions et conséquences dans l’exemple de l’omelette de
Savage.
u∗(CO) = min(1,max(n(π(P )), 0)) = n(π(P ))
u∗(CO) = π(F )
u∗(CT ) = min(d,max(n(π(P )), b))
u∗(CT ) = max(min(π(F ), d), b)
u∗(J) = min(max(n(π(F )), a), c)
u∗(J) = max(a,min(π(P ), c))
Le critère u∗ recommande la prudence (CT) dès lors que l’on est ignorant de l’état
de l’œuf (π(P ) et π(F ) supérieurs ou égaux à n(a) = d), ce qui semble plus réaliste
que les théories qualitatives suggérant d’oublier les états qui ne sont pas les plus plau-
sibles (comme dans [BOU 94]). Ces dernières, en se focalisant soit sur l’état (F), soit
sur l’état (P) ne recommandent en aucun cas l’action (CT), qui semble la plus « intui-
tive ». Il est à noter que, dans cet exemple, l’attitude optimiste est moins « intuitive »,
puisqu’elle recommande l’action (CO) en cas d’incertitude.
5.4.2. Programmation Dynamique Possibiliste
5.4.2.1. Horizon fini
Dans [FAR 98], la théorie de la décision possibiliste a été étendue au cas séquentiel
en horizon fini N . Dans ce cadre, l’utilité d’une politique δ : S × H → A dans
un état initial s0 est définie suivant le cas (pessimiste ou optimiste) par un critère
d’utilité qualitative appliqué aux trajectoires possibles (et pas aux états /conséquences
possibles) :
u∗(δ, s0) = min
τ
max{n(π(τ |s0, δ)), µ(τ, δ)} (5.3)
u∗(δ, s0) = max
τ
min{π(τ |s0, δ)), µ(τ, δ)} (5.4)
où, si τ = {s0, . . . , sN},
µ(τ) = ∗i∈0...Nµ(si, δ(si))
π(τ |s0, δ) = min
i∈0...N−1
π(si+1|si, di(si)).
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∗ est un opérateur agrégeant les degrés de préférence associés à chaque transi-
tion. En pratique, on utilise dans le cas de l’horizon fini soit ∗i∈0...Nµ(si, δ(si)) =
mini∈0...N µ(si), soit ∗i∈0...Nµ(si, δ(si)) = µ(sN ).
Pour se faire une idée intuitive de ces critères en décision séquentielle, considérons
les cas simplifiés suivants :
i) Les possibilités de transition ne prennent que des degrés 0L ou 1L, de même
que les degrés d’utilité, qui ne sont associés qu’à l’état final : dans ce cas, le critère
pessimiste donne une utilité maximale à toutes les stratégies qui ne génèrent que des
trajectoires dont l’état final est satisfaisant. Le critère optimiste, lui, sélectionne les
stratégies qui génèrent au moins une trajectoire menant à un état satisfaisant.
ii) Même cas, mais l’opérateur d’agrégation ∗ est le min : sont satisfaisantes les
stratégies qui soit ne génèrent que des trajectoires dont toutes les transitions sont sa-
tisfaisantes (cas pessimiste), soit génèrent au moins une trajectoire dont toutes les
transitions sont satisfaisantes (cas optimiste).
iii) Possibilités de transition 0L ou 1L, mais les préférences prennent toutes les va-
leurs possibles de l’échelle L : Le degré de satisfaction d’une stratégie est soit le degré
de satisfaction de la pire trajectoire possible (cas pessimiste) soit celui de la meilleure
(cas optimiste) trajectoire possible, où le degré de satisfaction d’une trajectoire est
soit le degré de satisfaction de son état final, soit le degré de satisfaction de sa pire
transition.
iv) Cas général : on retrouve les critères de décision possibilistes pour la décision à
une étape, l’espace d’état étant remplacé par celui des trajectoires, l’espace des consé-
quence, soit par SN , soit par l’espace des N − uplets de transitions et l’espace des
actions par celui des politiques.
Les contreparties possibilistes (pessimistes et optimistes) des équations de Bell-
man sont :





min{µ(s, a, s′),max{n(π(s′|s, a)), ut+1∗ (s′)}}
uN∗ (s) = µ(s) (5.5)





min{µ(s, a, s′), π(s′|s, a), u∗t+1(s′)}
u∗N (s) = µ(s) (5.6)
Dans [FAR 98] on montre que les politiques calculées récursivement (backwards)
par applications successives de (5.5) (resp. (5.6)) optimisent le critère u∗ (resp. u∗).
Notons qu’à cause de l’idempotence de l’opérateur min, le calcul backwards ne
calcule qu’un sous-ensemble de l’ensemble des politiques maximisant u∗ (resp. u∗).
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Néanmoins, ces politiques vérifient la propriété de cohérence dynamique : toute sous-
politique (de t′ à N ) d’une politique optimale de t à N (avec t′ ≥ t) est optimale pour
le critère choisi (voir [FAR 98]).
5.4.2.2. Itération sur les valeurs
Considérons, maintenant dans le cadre qualitatif (possibiliste) les problèmes sta-
tionnaires en horizon infini. Pour être plus exact et étant donné qu’il n’existe pas de
correspondance dans le cas possibiliste avec le critère γ-pondéré qui permette d’asso-
cier un degré de préférence à une trajectoire de longueur infinie, on se limitera dans le
cas possibiliste au cas de problèmes à horizon indéfini : il existe une fonction d’utilité
possibiliste µ sur les états terminaux des trajectoires, une action arbitraire no − op
laissant le système dans son état actuel et on cherche une stratégie permettant d’ame-
ner le système dans un état final satisfaisant (à coup sûr, ou « possiblement » suivant
qu’on est pessimiste ou optimiste), éventuellement en n’effectuant que des transitions
satisfaisantes.
Il est possible de définir une version possibiliste de l’algorithme itération sur les
valeurs pour résoudre ce type de problème. Cet algorithme [SAB 01a] utilise une ver-
sion possibiliste Q̃(s, a) de la fonction Q utilisée en apprentissage par renforcement.
Q̃(s, a) évalue l’utilité (pessimiste ou optimiste) de l’action a dans l’état s.
Comme dans le cas stochastique, les stratégies possibilistes optimales peuvent être
obtenues en itérant les mises à jour suivantes :
– Cas pessimiste :
Q̃t+1(s, a) = min
s′∈S
min{µ(s, a, s′),max{n(π(s′|s, a)), u∗t(s′)}}, (5.7)
où u∗t(s) = maxa Q̃∗t (s, a) et Q̃
∗
t (s, no− op) = µ(s).
– Cas optimiste :
Q̃∗t+1(s, a) = max
s′∈S
min{µ(s, a, s′), π(s′|s, a), u∗t (s′)}, (5.8)
où u∗t (s) = maxa Q̃
∗
t (s, a) et Q̃
∗
t (s, no− op) = µ(s).
Cet algorithme converge en un nombre fini d’itérations (l’algorithme s’arrête dès
que Q̃t+1 = Q̃t). Ceci est facile à prouver, en constatant que la suite de fonctions
(Q̃∗t )t est non-décroissante et prend ses valeurs dans l’ensemble L, fini. Au passage,
notons que le nombre d’itérations est borné par la taille de l’ensemble des fonctions
Q : |A| × |S| × |L|. Puisqu’une itération de l’algorithme nécessite |S| × |A| mises à
jour, la complexité de la recherche d’une politique optimale est O(|S|2 × |A|2 × |L|).
Notons également que, contrairement à l’algorithme d’itération sur les valeurs sto-
chastique, l’initialisation de u∗ (ou u∗) n’est pas arbitraire (la fonction µ sur S est
utilisée pour initialiser µ).
EXEMPLE.– Considérons l’exemple de la figure 5.5, dans lequel un robot doit atteindre
le coin inférieur droit de la figure. Une politique le menant dans une des cases voisines
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du coin inférieur droit sera partiellement satisfaisante. Les cases noires de la figure
représentent des obstacles. La fonction d’utilité µ associée au problème (les degrés de
satisfaction ne sont associés qu’aux états finaux du système) également représentée
dans la figure 5.5, est définie par : µ(s33) = 1, µ(s23) = µ(s32) = 0, 5 et µ(s) = 0









Figure 5.5. Espace d’état et fonction d’utilité.
Les actions disponibles sont de déplacer le robot vers le (H)aut, (B)as, (D)roite et
(G)auche, ou de (R)ester en place. Si le robot choisi de (R)ester en place, sa position
restera identique, avec certitude. Par contre, s’il choisit une des autres actions, il se
déplacera vers la case désirée avec une possibilité maximale (π = 1), mais il pourra
éventuellement dériver vers une des cases voisines, avec des degrés de possibilités






Figure 5.6. Possibilités de transition pour l’action D.
Si la case de destination choisie est un obstacle, la position du robot ne change pas
(comme si l’action R avait été choisie).
Calculons maintenant la politique (pessimiste) obtenue après une itération de la
mise à jour (eq. [5.7]). Pour tous les couples (s, a), nous obtenons :




La figure 5.7 décrit l’utilité pessimiste de chaque action après une itération, ainsi
que la politique courante calculée pour tous les états d’utilité non nulle. L’action re-
tournée pour chaque état est unique, excepté pour les états s33 et s22 pour lesquels B
et D peuvent être retournées.
















Figure 5.7. Politique calculée après une itération.
Il suffit maintenant de réitérer les mises à jour jusqu’à convergence de la fonction
de valeur obtenue. Le processus est décrit dans la figure 5.8, où l’on constate que la
convergence est obtenue après cinq itérations.
T = 3
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T = 4 T = 5



































































































Figure 5.8. Calcul itératif d’une politique pessimiste optimale.
Le nombre d’itérations requis pour calculer une politique optimale est de l’ordre
du plus long chemin déterministe reliant un état de départ quelconque à l’état but. Ce
nombre est toujours inférieur à la taille de l’espace d’états.
Dans cet exemple, la politique optimale optimiste est identique à la politique opti-































Figure 5.9. Politique optimale optimiste.
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5.4.2.3. Itération sur les politiques
Une version possibiliste de l’algorithme d’itération sur les politiques peut égale-
ment être définie. Cet algorithme (ici dans le cas où il n’y a pas d’utilités intermé-
diaires) alterne comme l’algorithme classique des MDP des phases d’évaluation et
d’amélioration de la politique courante :
– Évaluation : Répéter, jusqu’à convergence de uδ∗ :
∀s ∈ S, uδ∗(s) = min
s′∈S
max{n(π(s′|s, δ(s))), uδ∗(s′)} (5.9)
– Amélioration :
∀s ∈ S, δ(s)← argmaxa∈A min
s′∈S
max{n(π(s′|s, a)), uδ∗(s′)} (5.10)
Tout comme pour l’algorithme d’itération sur les valeurs, l’initialisation de la fonc-
tion de valeur ne peut pas être arbitraire (la fonction est initialisée par la fonction
d’utilité sur les buts). Une version « optimiste » de l’algorithme d’itération sur les
politiques s’obtient de la même manière que précédemment.
5.4.3. Extensions des MDP possibilistes
Les MDP possibilistes ont été étendus pour faire face aux limitations similaires à
celles affrontées par le cadre des MDP classiques. Plus précisément, les trois extensions
suivantes ont été proposées :
– Apprentissage par renforcement. Certains problèmes de décision qualitative dans
l’incertain mêlent à la fois une représentation qualitative des préférences (un préordre
sur les préférences) et une représentation incomplète de l’incertain, seulement acces-
sible via la simulation de transitions, ou leur expérimentation. Des méthodes de type
apprentissage par renforcement ont été proposées pour traiter ces problèmes.
– POMDP possibilistes. L’hypothèse d’observabilité complète ou partielle de l’état
du monde n’est pas liée au cadre utilisé pour représenter l’incertain. Les MDP possibi-
listes ont donc été étendus pour prendre en compte l’observabilité partielle inhérente
à certains problèmes.
– diagrammes d’influences possibilistes. Le cadre possibiliste de représentation
de l’incertain est naturellement mieux adapté que le cadre probabiliste au raisonne-
ment sur des connaissances structurées, du fait des opérateurs (min et max) impliqués
dans les outils de raisonnement. Il était donc naturel d’étendre les MDP possibilistes à
des représentations structurées des connaissances et des préférences. Récemment, une
contrepartie possibiliste des diagrammes d’influence a donc été proposée, incluant des
outils algorithmiques pour la résolution de ces problèmes.
Dans cette section, nous décrivons brièvement les résultats obtenus sur ces trois points.
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5.4.3.1. Apprentissage par renforcement possibiliste
[SAB 01b] a proposé des versions possibilistes des algorithmes d’apprentissage
par renforcement dits indirects : équivalent certain et prioritized sweeping. Les pro-
priétés mathématiques des opérateurs de type utilité qualitative ne permettent pas
de définir des algorithmes d’apprentissage par renforcement directs (TD-lambda, Q-
learning) aussi, seules des méthodes indirectes ont été développées.
Le problème de l’apprentissage par renforcement possibiliste est de définir un es-
timateur π̂t(s′|s, a) de πt(s′|s, a) où π et π̂ appartiennent à une échelle ordinale finie
L. Il existe dans la littérature de nombreux opérateurs de transformation entre proba-
bilités et possibilités. Ces opérateurs peuvent être classés en deux catégories :
– La première famille [DAR 94, HEN 99] est basée sur une interprétation des de-
grés de possibilité en termes de « probabilités infinitésimales ».
– La seconde famille [GIA 99, DUB 93] est basée sur le principe de transforma-
tions entre probabilités et possibilités cohérentes. Une transformation est cohérente
dès lors que ∀A,B ⊆ S, P (A) ≤ P (B)⇒ Π(A) ≤ Π(B)2.
La méthode d’apprentissage de politiques possibilistes optimales la plus simple
(et la moins efficace) est la méthode de l’équivalent certain, qui consiste à apprendre
π̂ et µ̂ par exploration exhaustive de S × A avant d’appliquer un algorithme d’itéra-
tion sur les valeurs ou sur les politiques possibiliste. Cette méthode est inefficace car,
comme dans le cas stochastique, elle consacre le même effort à tout l’espace d’état,
alors que certains états peu plausibles ont peu d’influence sur la valeur globale d’une
politique et que certains couples (état, action) peuvent très vite être considérés comme
« mauvais ». Elle peut être améliorée en alternant des phases d’apprentissage de mo-
dèle et de mise à jour de la fonction de valeur possibiliste, constituant ainsi une forme
d’algorithme de type prioritized sweeping possibiliste.
L’algorithme prioritized sweeping possibiliste (PSP) est similaire à l’algorithme
stochastique, à la différence que (comme pour l’algorithme itération sur les valeurs
possibiliste) la politique courante est sauvegardée en mémoire en plus de la fonction
de valeur courante. A chaque fois qu’une action a est appliquée en un état s et que
des changements de π̂ et µ̂, suffisants pour changer la valeur courante de Q̂(s, a), sont
observés, ces changements sont propagés vers les prédécesseurs de s. Si la valeur des
prédécesseurs est modifiée, ces modifications sont également propagées etc. La propa-
gation est effectuée grâce à une file d’attente de type FIFO contenant les prédécesseurs
à modifier. La taille de la file d’attente est bornée, ainsi que le nombre de mises à jour
par transition observée.
2. Remarquons que les transformations basées sur des probabilités infinitésimales ne sont pas
forcément cohérentes, sauf lorsque ǫ → 0, auquel cas les distributions de possibilité obtenues
ont tendance à être des distributions « tout ou rien ».
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Malheureusement, la politique retournée par l’algorithme PSP n’est pas toujours
optimale. Ceci est lié au processus d’allocation d’actions : une nouvelle action â∗(sloc)
est associée par l’algorithme à l’état courant sloc à chaque fois que la valeur courante
û∗(sloc) est modifiée par une expérience. Or il se peut au cours de l’apprentissage que
la valeur courante û∗(sloc) devienne égale à la valeur optimale alors que le modèle
courant π̂, µ̂ n’est pas encore correct, ce qui implique que l’action courante â∗(sloc)
n’est pas forcément optimale. Si, par la suite, la fonction de valeur courante ne change
plus alors que le modèle continue à changer, l’action courante ne pourra plus être mo-
difiée. Le moyen utilisé par [SAB 01b] pour résoudre ce problème consiste à utiliser
l’algorithme PSP pour calculer une politique sous-optimale, puis à lancer un algo-
rithme d’itération sur les politiques possibiliste à partir de cette politique, en utilisant
les estimations π̂ et µ̂ courantes. Ceci permet de restaurer l’optimalité des politiques,
lorsque le nombre d’essais alloués à PSP augmente. En pratique, on constate que la
politique calculée par PSP est « presque » optimale et qu’un très petit nombre d’itéra-
tions sont ensuite nécessaires pour obtenir une politique optimale. PSP+Itération sur
les politiques permet de calculer une politique optimale plus rapidement que l’algo-
rithme d’équivalent certain possibiliste.
5.4.3.2. MDP possibiliste partiellement observable
La notion de conditionnement a été étudiée dans le cadre de la théorie des possibi-
lités (voir [DUB 94] pour une présentation complète). Le conditionnement par rapport
à un événement prend une forme similaire à celle du conditionnement Bayésien :
∀A,B,Π(A ∩B) = min{Π(B|A),Π(A)}. (5.11)
Contrairement au cas du conditionnement Bayésien, l’équation 5.11 ne possède pas
une solution Π(B|A) unique. Aussi, en général, on choisit la solution de l’équation
5.11 la moins spécifique3 :
Π(B|A) = 1L si Π(A ∩B) = Π(A) > 0L et Π(B|A) = Π(A ∩B) sinon. (5.12)
Une fois ce choix effectué pour le conditionnement de la mesure de possibilité, le
conditionnement π(·|o) d’une distribution de possibilité par une observation o ∈ Ω se
définit immédiatement par :
π(s|o) = 1L si π(s, o) = Π(o) et π(s|o) = π(s, o) sinon. (5.13)
Où Π(o) = maxsπ(s, o) et π(·, ·) est la distribution de possibilité jointe sur S × Ω.
MDP possibiliste partiellement observable
A partir de cette définition du conditionnement possibiliste, il est facile de définir
un POMDP possibiliste [SAB 99], de la même manière que dans le cadre stochastique.
3. Si Π(A ∩B) = Π(A) < 1L alors, ∀α ≥ Π(A ∩B), Π(B|A) = α satisfait l’équation 5.11
(lorsque ∗ = min).
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Dans le cadre possibiliste, un POMDP possibiliste (Π-POMDP) peut être transformé
en un PDM possibiliste, tout comme dans le cas stochastique. Toutefois, dans ce cas,
l’espace d’état reste fini, ce qui permet d’appliquer les algorithmes itératifs décrits
précédemment : un état de croyance possibiliste β est une distribution de possibilité
sur l’espace d’états S. Contrairement au cas stochastique, l’ensemble des états de
croyance possibilistes est fini dès lors que l’échelle L utilisée pour préciser les degrés
de possibilité est finie. Le cardinal deB, l’ensemble des états de croyance possibilistes
est majoré par |L||S|.
Supposons maintenant comme dans le cas probabiliste que les possibilités de tran-
sition π(s′|s, a) sont données, de même que les possibilités des observations, π(o|s, a).
Alors on peut définir βa(s′), la possibilité d’atteindre s′ en partant d’une connaissance




min{π(s′|s, a), β(s)}. (5.14)
On calcule ensuite la possibilité d’observer o ∈ Ω après avoir appliqué a en β :
βa(o) = max
s∈S
min{π(o|s, a), βa(s)}. (5.15)
Maintenant, βoa est l’état de croyance possibiliste, révisé après avoir appliqué a en β
et observé o :
βoa(s) = 0L si π(o|s, a) = 0L,
βoa(s) = 1L si π(o|s, a) = βa(o) > 0L,
βoa(s) = βa(s) dans les autres cas. (5.16)
Tous les éléments du nouveau MDP possibiliste sur l’espace des états de croyance
sont définis dans les équations 5.14, 5.15 et 5.16. Intuitivement, l’évolution du système
se définit par : si le système est dans l’état β, alors appliquer l’action a peut mener
dans l’un des |Ω| états successeurs possibles βoa, la possibilité de rejoindre l’état βoa
étant βa(o) = π(o|β, a).
A partir de là, les équations de Bellman possibilistes peuvent être étendues au cas






où µ(β) = mins∈S max{n(β(s)), µ(s)} et u0∗(β) est initialisé à µ(β).
4. Par souci de simplification des notations, on se limite ici à une fonction d’utilité µ sur les
états et non sur les transitions. Évidemment, l’équation ?? peut être étendue pour prendre en
compte des préférences sur les transitions.
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5.4.3.3. Diagrammes d’influence possibilistes (DIP)
Le cadre des Diagrammes d’Influence Possibilistes (DIP), contrepartie possibiliste
des diagrammes d’influence, a été défini récemment [GAR 06]. La partie graphique
d’un DIP est exactement la même que celle d’un diagramme d’influence usuel mais
la sémantique diffère. Les vraisemblances des transitions sont exprimées par des dis-
tributions de possibilité et les récompenses sont considérées ici comme des degrés de
satisfaction attachés à des buts partiels. L’utilité espérée est alors remplacée par l’un
des deux critères d’utilité qualitative possibiliste présentés précédemment.
Les algorithmes de programmation dynamique possibiliste (recherche arrière, puis-
que l’horizon est fini) sont applicables pour résoudre un problème exprimé sous la
forme d’un DIP. Cependant, ils nécessitent des ressources en temps exponentielles
pour calculer l’utilité d’une stratégie possibiliste optimale5. [GAR 07, GAR 08] ont
montré que le calcul de l’utilité d’une stratégie optimale pour un DIP était NP-complet
dans le cas optimiste6 et PSPACE-complet dans le cas pessimiste. Ils ont proposé deux
classes d’algorithmes, respectivement basés sur l’exploration d’un arbre de décision
ou sur l’élimination de variables, permettant de résoudre des problèmes exprimés sous
la forme de DIP. Indépendamment, un modèle algébrique plus général pour la déci-
sion (structurée) dans l’incertain a été proposé [PRA 06], présentant également des
algorithmes de la même famille, pour une classe de problèmes plus vaste.
5.5. MDP algébriques
Nous présentons maintenant un cadre étendant à la fois celui des MDP multicritères
et celui des MDP possibilistes. Dans le but d’étudier ces problèmes de planification
utilisant une représentation de l’incertain non probabiliste et/ou une représentation
non classique des préférences sur les actions (récompenses non nécessairement réelles
scalaires additives), nous introduisons le cadre général des MDP algébriques proposé
par [PER 05, WEN 06b].
Avant de présenter ce formalisme, nous faisons un bref rappel des outils utilisés :
semi-anneaux, mesure de plausibilité et utilité espérée généralisée. Nous présentons
ensuite formellement les MDP algébriques. Sous certaines conditions que nous dé-
taillons, il est possible d’utiliser un algorithme d’induction arrière pour déterminer les
politiques non dominées. Cette étude préliminaire est restreinte au cas de l’horizon
fini (nombre fini d’étapes de décisions).
5. Et un espace exponentiel pour la représenter.
6. En fait, c’est le problème de décision associé à ce problème d’optimisation, qui est NP-
complet.
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5.5.1. Rappels
5.5.1.1. Semi-anneaux
Pour la définition d’un MDP algébrique (AMDP), nous introduisons deux échelles
de valuation V et P , pour mesurer respectivement les récompenses et l’incertain. Elles
sont supposées munies d’une structure de semi-anneau (cf. [GON 01] pour un exposé
plus complet).
Définition 12 Un semi-anneau (X,⊕X ,⊗X , 0X , 1X) est un ensemble X muni de
deux lois ⊕X et ⊗X qui vérifient les conditions suivantes :
– (X,⊕X , 0X) est un monoïde commutatif avec 0X comme élément neutre, i.e. :
a⊕X b = b⊕X a
(a⊕X b)⊕X c = a⊕X (b⊕X c)
a⊕X 0X = a
– (X,⊗X , 1X) est un monoïde avec 1X comme élément neutre et 0X comme élé-
ment absorbant, i.e. :
(a⊗X b)⊗X c = a⊗X (b⊗X c)
1X ⊗X a = a⊗X 1X = a
0X ⊗X a = a⊗X 0X = 0X
– ⊗X est distributif sur ⊕X i.e. :
(a⊕X b)⊗X c = (a⊗X c)⊕X (b⊗X c) (5.17)
a⊗X (b⊕X c) = (a⊗X b)⊕X (a⊗X c) (5.18)
L’opération ⊕X permet de définir un préordre (non nécessairement complet) ≥X ap-
pelé canonique comme suit :
∀x, y ∈ X,x ≥X y ⇔ ∃z ∈ X,x = z ⊕X y.
Le semi-anneau est dit idempotent lorsque ⊕X est idempotent (i.e. ∀x ∈ X,x⊕X
x = x). Dans ce cas, le préordre canonique ≥X associé à X est un ordre.
Ainsi, l’échelle de valuation des récompenses V est supposée munie de la struc-
ture de semi-anneau idempotent (V,⊕V ,⊗V , 0V , 1V). Intuitivement, la loi⊕V est une
opération pour la sélection des éléments préférés et la loi ⊗V permet la combinai-
son des éléments. L’échelle de valuation de l’incertain P est supposée munie de la
structure de semi-anneau (P,⊕,⊗, 0P , 1P ). L’interprétation des opérateurs ⊕ et ⊗
est donnée dans la section suivante. Nous supposons de plus pour simplifier que le
préordre canonique sur P est un ordre. À titre illustratif, dans les MDP classiques,
on a (V,⊕V ,⊗V , 0V , 1V) = (IR ∪ {−∞},max,+,−∞, 0) et (P,⊕,⊗, 0P , 1P ) =
([0,+∞[,+,×, 0, 1).
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5.5.1.2. Mesures de plausibilité
Pour modéliser l’incertain lié aux conséquences d’une action, nous faisons appel
aux mesures de plausibilité7 proposées par [FRI 95] généralisant la plupart des repré-
sentations de l’incertain.
Définition 13 Soit X un ensemble fini. Une mesure de plausibilité Pl sur 2X est une
application de 2X dans P vérifiant :
– Pl(∅) = 0P
– Pl(X) = 1P
– ∀A,B ∈ X,A ⊆ B ⇒ Pl(A) ≤ Pl(B)
On peut interpréter de manière simple ces trois conditions. La dernière condition af-
firme une certaine cohérence dans les plausibilités : un évènement est toujours plus
plausible (au sens large) que tout évènement le composant. Elle implique avec la pre-
mière condition que l’évènement impossible est le moins plausible des évènements et
avec la seconde condition que l’évènement certain est l’évènement le plus plausible.
Une mesure de plausibilité est dite décomposable si Pl(A∪B) = Pl(A)⊕Pl(B)
pour toute paire A,B d’événements disjoints et Pl(A ∩ B) = Pl(A)⊗Pl(B) pour
toute paire A,B d’événements indépendants au sens des plausibilités ([HAL 01]).
La restriction d’une mesure de plausibilité décomposable sur les singletons de 2X
est appelée distribution de plausibilité. Celle-ci détermine complètement la mesure de
plausibilité décomposable. Dans les AMDP, on suppose que l’incertain est représenté
par des distributions de plausibilité.
Ainsi, on constate que les deux lois du semi-anneau (P,⊕,⊗, 0P , 1P ) permettent
respectivement la combinaison des événements disjoints et la combinaison des évé-
nements indépendants. Notons de plus que l’hypothèse que (P,⊕,⊗, 0P , 1P ) est un
semi-anneau n’est pas très restrictive car [DAR 92], qui utilise des propriétés simi-
laires pour définir les probabilités symboliques, ont montré que ces propriétés sont
vérifiées par de nombreuses représentations de l’incertain, telle la théorie des proba-
bilités, la théorie des possibilités et d’autres systèmes de calcul utilisés en intelligence
artificielle.
5.5.1.3. Utilité espérée généralisée
Nous présentons maintenant le formalisme des utilités espérées généralisées (GEU)
proposé par [CHU 03] pour offrir un cadre général pour l’étude de critères décision-
nels. Dans ce cadre, on suppose que les utilités sont mesurées sur une échelle V et
l’incertain concernant les conséquences d’une action est représenté par une mesure de
7. À ne pas confondre avec les fonctions de plausibilité de Dempster et Shafer [DEM 67,
SHA 76]
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plausibilité à valeur dans une échelle P . Le lecteur intéressé par une justification axio-
matique de ce critère quand les mesures de plausibilité sont supposées décomposables
pourra se référer à [WEN 06a].
Comme dans les critères classiques (total, total pondéré, moyenne), GEU combine
les plausibilités et les utilités pour définir un critère de décision. Dans ce but, on in-
troduit les opérations ⊕g : V × V → V et ⊗g : P × V → V qui sont les analogues
de + et × sur les réels utilisés par les critères classiques. On suppose que ces deux
opérations satisfont trois prérequis :
GEU1 (x⊕g y)⊕g z = x⊕g(y⊕g z)
GEU2 x⊕g y = y⊕g x
GEU3 1P ⊗g x = x





où Pl est une mesure de plausibilité.
Finalement, on dira que Pl est préféré à Pl′ si et seulement si GEU(Pl) ≥V
GEU(Pl′).
5.5.2. Définition d’un MDP algébrique
Un MDP algébrique (AMDP) est alors décrit comme un quintuplet (S,A, p, r, T ),
où p et r sont redéfinis comme suit :
– p : S × A → Pl(S) est une fonction de transition, où Pl(S) est l’ensemble des
distributions de plausibilité sur S, valuées dans P ,
– r : S × A → V est une fonction de récompense donnant la récompense immé-
diate d’une action, valuée dans V .
De manière cohérente avec l’hypothèse de Markov, l’état suivant et la récompense ne
dépendent que de l’état courant et de l’action choisie. En particulier, les distributions
de plausibilité de type p(s, a) sont indépendantes (de manière plausibiliste) des états
et des actions passés.
EXEMPLE.– La plupart des MDP introduits précédemment dans la littérature sont
des instances de AMDP. Dans les MDP standards (section 1.2.1, p. 18), l’incertain est
probabiliste. Ainsi, la structure algébrique sous-jacente utilisée pour les plausibilités
est (P,⊕,⊗, 0P , 1P ) = ([0,+∞[,+,×, 0, 1). Le critère d’évaluation de l’application
d’une politique dans un état repose sur le modèle de l’utilité espérée, ce qui indique
que les opérations ⊕g et ⊗g sont respectivement + et ×. Quand les récompenses
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sont définies sur (V,⊕V ,⊗V , 0V , 1V) = (IR,max,+,−∞, 0) où IR = IR ∪ {−∞},
nous reconnaissons le critère total (p. 22). Avec (IR,max,+γ ,−∞, 0) (où x +γ y =
x + γy), nous reconnaissons le critère total pondéré. Avec (IR,max,+h,−∞, 0) où
a+h b =
1
γ a+ b, nous reconnaissons le critère moyen.
Les MDP possibilistes (présentés en section 5.4, p. 175) introduits par [SAB 98]
sont aussi des AMDP dans lesquels l’incertain est valué sur une échelle qualitative L
munie de la structure de semi-anneau (L,∨,∧, OL, 1L) où ∨ et ∧ sont respective-
ment les opérateurs maximum et minimum sur L. Quand l’utilité optimiste est utilisée
(section 5.4.1, p. 175), les récompenses sont valuées sur la même échelle munie de la
structure (L,∨, ∗, OL, e∗) où ∗ est la loi de composition sur les récompenses (∧ par
exemple), d’élément neutre e∗. Les opérations ⊕g et ⊗g sont respectivement ∨ et ∧.
En revanche, quand l’utilité pessimiste est utilisée, il faut inverser l’échelle d’évalua-








où n est l’opérateur involutif d’inversion d’ordre sur L.
Les MDP qualitatifs, introduits par [BON 02], sont des AMDP où les mesures de
plausibilité sont définies sur le semi-anneau des séries formelles (Σ(ǫ),+,×, 0, 1) où









Les opérations + et × sont l’addition et la multiplication sur les séries. Elles sont
bien définies car les séries sont convergentes. Les récompenses sont, quant à elles,
définies sur le semi-anneau (Σ(ǫ) ∪ {−∞},max,+,−∞, 0). Enfin, les opérations
pour le calcul des espérances sont simplement + et ×.
Les MDP multicritères (présentés en section 5.2.2, p. 168) sont également une ins-
tance de AMDP. L’incertain est probabiliste comme dans le cas standard. Nous ne
présentons pas ici le semi-anneau des récompenses utilisé. Le lecteur intéressé pourra
se référer à [WEN 06b] pour plus de détails.
En dehors de ces instances de AMDP déjà proposées, nous présentons d’autres
exemples qui n’ont pas encore été étudiés à notre connaissance en section 5.5.5 pour
justifier de l’intérêt de notre approche algébrique.
5.5.3. Fonctions de valeur d’une politique
Nous pouvons maintenant procéder de la même manière que dans les MDP clas-
siques et définir une fonction de valeur pour les politiques. À cette fin, nous définissons
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Pour un état initial s, une politique π = (δt, . . . , δ1) induit une distribution de plausibi-
lité Plπt (s, ·) sur les historiques. Ainsi, la plausibilité que l’application de la politique
π dans l’état s génère un historique γt est donnée par Plπt (s, γt). La fonction de valeur
d’une politique π, calculée grâce à cette distribution de plausibilité en utilisant GEU,
s’écrit :
∀s ∈ S, vπt (s) =
⊕g
γ∈Γt(s)
Plπt (s, γ)⊗g r(γ)
Cette fonction de valeur peut être vue comme un vecteur de V n où n est le nombre
d’états. Les politiques peuvent donc être comparées en utilisant la relation de domi-
nance V n entre vecteurs de V n :
x V n y ⇐⇒ (∀i = 1, . . . , n, xi ≥V yi) (5.19)
pour tout x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ V n. En effet, à un horizon t donné,
une politique π est préférée à une politique π′ si et seulement si, dans chaque état, la
valeur de la politique π est meilleure que celle de π′, ce qui s’écrit :
π % π′ ⇔ ∀s ∈ S, vπt (s) ≥V vπ
′
t (s).
De manière plus compacte, en utilisant la relation de dominance V n , on peut alors
écrire :
π % π′ ⇔ vπt V n vπ
′
t .
Une politique non dominée est une politique pour laquelle il n’existe pas de politique
qui lui soit préférée.
La résolution d’un AMDP revient donc à déterminer les politiques non dominées.
Ces dernières peuvent être obtenues par le calcul des équations suivantes :
∀s ∈ S v∗0(s) = 1V






Les équations (5.20) sont difficilement applicables directement quand l’horizon est
élevé. Pour cette raison, nous introduisons un ensemble de conditions sur les opéra-
teurs algébriques qui garantit que ces équations peuvent être calculées itérativement :
AMDP1 p⊗g(x⊕V y) = (p⊗g x)⊕V(p⊗g y)
AMDP2 x⊕g(y⊕V z) = (x⊕g y)⊕V(x⊕g z)
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AMDP5 p⊗g(x⊕g y) = (p⊗g x)⊕g(p⊗g y)
pour tout p, q, pi ∈ P, x, y, z, yi ∈ V .
Les conditions AMDP1 et AMDP2 sont deux propriétés de distributivité impli-
quant une certaine forme d’additivité de ≥V par rapport à ⊗g et ⊕g (c’est-à-dire,
x ≥V y ⇒ (z ∗ x ≥V z ∗ y) pour ∗ ∈ {⊗g,⊕g}). La condition AMDP3 permet la ré-
duction des loteries. La condition AMDP4 rend possible l’isolation d’un gain certain
dans une loterie. Remarquons qu’elle est similaire à un axiome de distributivité intro-
duit par [LUC 03], qui affirme qu’une loterie probabiliste l est équivalente à recevoir
de manière conjointe un gain certain x et une autre loterie probabiliste obtenue à partir
de l en retranchant x à toutes ses conséquences. Enfin, la condition AMDP5 est une
condition de distributivité analogue à celle rencontrée dans l’espérance classique.
Ces conditions étant vérifiées, on peut écrire une version algébrique des équations
de Bellman (équations (1.1), p. 28) :
∀s ∈ S v∗0(s) = 1V





p(s, a, s′)⊗g v∗t−1(s′)
(5.21)
[PER 05] ont démontré la proposition suivante qui indique que les équations (5.20)
et (5.21) sont équivalentes.
PROPOSITION 5.1 [PER 05].– Si les conditions AMDP1 à AMDP5 sont vérifiées,
alors les politiques obtenues par les équations de Bellman (5.21) sont des politiques
non dominées.
La proposition 5.1 justifie donc l’emploi d’une version algébrique de l’algorithme
d’induction arrière 5.3 et factorise en un résultat différents travaux sur les MDP clas-
siques, sur les MDP multicritères, sur les MDP possibilistes,... De part leur généralité,
ces résultats permettent donc d’expliquer un certain nombre de travaux connus dé-
veloppés dans des contextes différents, mais aussi de justifier par avance l’algorithme
d’induction arrière dans des contextes qui n’ont pas encore été étudiés. Nous présente-
rons en section 5.5.5 quelques instances originales et potentiellement utiles de AMDP,
qui n’ont pas encore été investiguées à notre connaissance.
5.5.5. Exemples de AMDP
Pour montrer la généralité de l’approche algébrique, nous fournissons quelques
exemples de AMDP non encore étudiées à notre connaissance : un premier exemple
avec une structure de préférence incomplète, un deuxième exemple avec une repré-
sentation qualitative de l’incertain, et enfin, un dernier exemple où les récompenses
sont des fonctions croissantes sur un semi-anneau de valuation.
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pour i = 1 . . . n faire
pour j = 1 . . .m faire
qt(s
i, aj)← r(si, aj)⊗V
⊕g
k=1...n
p(si, aj , sk)⊗g vt−1(sk)
vt(s
i)← qt(si, a1)⊕V . . .⊕V qt(si, am)
jusqu’à t = h
5.5.5.1. AMDP multicritères probabilistes
Dans les MDP multicritères probabilistes, on utilise la Pareto-dominance pour dis-
criminer entre les vecteurs de récompenses. L’ordre induit par la Pareto-dominance
est partiel et il arrive qu’il ne soit pas assez discriminant et qu’on obtienne un nombre
trop important de politiques non dominées. Nous proposons de raffiner l’ordre induit
par la Pareto-dominance en introduisant une priorité dans la comparaison des critères.
Soit Q l’ensemble de ces critères (|Q| critères au total) et Q une relation d’ordre
(qui peut être partielle) sur Q (reflétant l’importance des critères). Suivant [GRO 91]
et [JUN 02], nous utilisons une relation d’ordre strict ≻G entre les vecteurs, qui est
caractérisée par, pour tout x = (x1, . . . , x|Q|) et y = (y1, . . . , y|Q|) dans IR|Q| :
x ≻G y ⇔
{
∃i = 1 . . . |Q|, xi 6= yi et
∀i : xi 6= yi,
(
(xi > yi) ou (∃j ≻Q i, xj > yj)
)
De manière naturelle, on définit %G, pour tout x, y dans IR|Q|, par :
x G y ⇔ x = y ou x ≻G y.
La relation de Pareto-dominance est un cas particulier de G quand Q est la re-
lation vide, c’est-à-dire quand tous les critères ont la même importance. QuandQ est
linéaire,G devient la relation d’ordre lexicographique. La relation de préférenceG
permet donc de raffiner la relation de Pareto-dominance en introduisant une priorité
sur la prise en compte des critères.
[PER 05] montre que cet exemple est une instance de AMDP et qu’il est possible
de calculer les politiques non dominées par induction arrière.
5.5.5.2. AMDP multicritères possibilistes
Dans l’incertain possibiliste, l’utilisation des utilités optimiste et pessimiste (sec-
tion 5.4.1, p. 175) a été étendue dans la prise de décision séquentielle dans le cadre
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des MDP possibilistes (section 5.4, p. 175) par [SAB 98]. Nous montrons que l’em-
ploi de l’utilité binaire possibiliste [GIA 01] qui est une unification des deux critères
précédents, est également envisageable.
Avant de rappeler la définition de l’utilité binaire possibiliste, présentons le cadre
de travail. L’incertain est mesuré sur un ensemble totalement ordonné (P,∧,∨, 0P , 1P )
où ∧ et ∨ sont respectivement les opérations minimum et maximum sur P . Nous dé-
finissons (P̂2 = {〈λ, µ〉 : λ, µ ∈ P},⊕P̂2 ,⊗P̂2 , 〈0P , 1P 〉, 〈1P , 0P 〉) où pour tout
〈α, β〉, 〈λ, µ〉 dans P̂2, on a :
〈α, β〉 ⊕P̂2 〈λ, µ〉 = 〈α ∨ λ, β ∧ µ〉
et
〈α, β〉 ⊗P̂2 〈λ, µ〉 = 〈α ∧ λ, β ∨ µ〉.
Ces deux structures sont des semi-anneaux grâce aux propriétés de ∨ et ∧ (notamment
leurs distributivités l’un sur l’autre). La loi ⊕P̂2 induit un ordre partiel ≥P̂2 sur P̂2 :
∀〈λ, µ〉, 〈λ′, µ′〉 ∈ P̂2, 〈λ, µ〉 ≥P̂2 〈λ
′, µ′〉 ⇔ λ ≥ λ′ et µ ≤ µ′.
Les récompenses sont mesurées sur P2 = {〈λ, µ〉 ∈ P̂2 : λ ∨ µ = 1P }, qui est
un sous-ensemble de P̂2. Remarquons que la relation ≥P̂2 est complète quand elle est
restreinte sur P2 et les lois ⊕P̂2 et ⊗P̂2 sont respectivement les opérations maximum
et minimum sur P2.











où u : X → P2 est la fonction d’utilité à valeurs dans P2 et ∀x ∈ X,u(x) =
〈u1(x), u2(x)〉. Elle est donc une espérance généralisée avec l’opération ⊕g définie
comme l’opération ∨ sur chaque composante et l’opération ⊗g comme ∧ sur chaque
composante. Remarquons que ce critère prend ses valeurs dans P2 également.
Grâce aux propriétés de ∨ et ∧, si les politiques sont évaluées avec ce critère
binaire, alors la version algébrique de l’algorithme de Jacobi génère les politiques
optimales.
Comme dans l’exemple précédent, supposons maintenant que les actions et donc
les politiques sont évaluées par un vecteur d’éléments de P2. De plus, sur l’ensemble
des critères Q, supposons qu’une relation Q est définie. Alors, l’ordre strict ≻G est
maintenant caractérisé par pour tout x = (x1, . . . , x|Q|) et tout y = (y1, . . . , y|Q|)
dans P2
|Q| :
x ≻G y ⇔
{∃i = 1 . . . |Q|, xi 6= yi
∀i : xi 6= yi,
(
(xi >P̂2 yi) ou (∃j ≻Q i, xj >P̂2 yj)
)
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De même que dans l’exemple précédent, [PER 05] ont montré que l’algorithme
d’induction arrière 5.3 permet le calcul de politiques non dominées.
5.5.5.3. AMDP dont les récompenses sont des fonctions croissantes
Soit une échelle de valuation V possédant une structure de semi-anneau
(V,⊕V ,⊗V , 0V , 1V). La loi idempotente ⊕V sert à maximiser et la loi ⊗V sert à com-
biner les valeurs de l’échelle. L’ensemble H des fonctions croissantes (au sens de
≥V ) sur V peut être muni de la structure de semi-anneau suivante (H,⊕V , ∗,0, Id)
([MIN 77]) où
– ∀x ∈ V,∀f, g ∈ H, (f ⊕V g)(x) = f(x)⊕V f(x)
– ∀f, g ∈ H, f ∗ g = g ◦ f (composition des fonctions)
– 0 est la fonction constante valant 0V partout
– Id est la fonction identité
Il est alors possible de construire un AMDP dont les récompenses seraient ces fonc-
tions croissantes, c’est-à-dire que la fonction de récompense serait définie par :
– r : S ×A → H
Dans un tel AMDP, la récompense peut donc varier. La valeur d’un historique γt =
(st, at, st−1, . . . , a1, s0) est alors définie par :




où γt−1 = (st−1, at−1, . . . , a1, s0) et r(γ0) est une valeur fixée dépendant du pro-
blème à résoudre.
Les opérations ⊕g et ⊗g sont étendues sur H par :
∀x ∈ V, (h⊕g g)(x) = h(x)⊕g g(x) et (p⊗g h)(x) = p⊗g h(x)
pour tout h, g ∈ H et tout p ∈ P . La proposition suivante indique que les condi-
tions AMDP1 à AMDP5 sont vérifiées.
PROPOSITION 5.2 [WEN 06B].– Si les conditions AMDP1 à AMDP5 sont vérifiées
pour la structure V , alors ces conditions sont également vérifiées pour la structureH .
Les conditions AMDP1 à AMDP5 étant vérifiées, nos résultats sur les AMDP
peuvent être appliqués. Notamment, l’algorithme généralisé d’induction arrière 5.3
peut être exploité pour la recherche des politiques non dominées.
Nous présentons maintenant un exemple illustratif où il est naturel de modéliser
les récompenses par des fonctions croissantes.
EXEMPLE.– L’exemple illustratif que nous développons dans cette section est inspiré
du problème de transport de produits dangereux présenté dans [ERK 98] et [SER 06].
Supposons qu’un robot doive transporter un produit dangereux d’un point A à un point
But. Les états de ce problème sont les positions que peut occuper le robot. Supposons
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que l’environnement soit matérialisé par une grille n × m (voir la partie gauche de







Figure 5.10. Navigation d’un agent autonome
obstacles,...) peuvent ne pas être accessibles. Ces informations seront intégrées dans
la fonction de transition. Les actions sont constituées par les mouvements que peut
effectuer le robot. Par exemple, les actions peuvent être haut, bas, gauche ou droite.
Les effets des actions sont modélisés par une fonction de transition probabiliste (voir
la partie droite de la figure 5.10). La réussite d’une action n’est pas assurée pour
diverses raisons : le robot contrôle imparfaitement ses moteurs, le sol est glissant ou
encore à cause d’événements imprévus. Les récompenses sont ici des coûts. Elles
sont donc à minimiser et elles modélisent les probabilités d’un accident et son coût.
À chaque déplacement, le robot risque d’avoir un accident imputant un coût c avec
une probabilité p. Les coûts et les probabilités peuvent dépendre de la position et de
l’action effectuée (certains endroits étant plus difficiles d’accès par exemple). Ils sont
donc notés c(s, a) et p(s, a) pour tout s ∈ S et a ∈ A.
L’approche classique dans le traitement de ce problème serait de chercher la po-
litique qui minimiserait l’espérance de la somme des coûts sans prendre en compte
l’information à disposition des probabilités d’occurrence d’un accident. Le critère se-
rait à l’horizon h :




où Eπh est l’espérance induite par l’application par la politique π dans l’état s et Ct
est le coût encouru à l’étape t. Cette approche est discutable puisque l’on prend en
compte le coût d’un accident même s’il n’a pas lieu.
Une autre approche serait de chercher la politique maximisant la probabilité de ne
pas avoir d’accident. Le critère considéré à l’horizon h serait :




où Pt est la probabilité d’avoir un accident à l’étape t. Dans cette approche, on ne
prend pas en compte les coûts des accidents. On peut vouloir faire des compromis
entre coût et probabilité d’accident.
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Ainsi, quand on a les deux informations (coûts et probabilités d’accident), il est
possible d’adopter une meilleure approche en définissant le risque d’un historique.
Définition 14 Le risque d’un historique γt = (st, at, st−1, at−1, . . . , a1, s0) est défini
récursivement par :
r(γt) = ptct + (1− pt)r(γt−1)
où ct = c(st, at), pt = p(st, at) et γt−1 = (st−1, at−1, . . . , a1, s0) en posant le
risque d’un historique vide à 0.
La fonction de valeur des politiques est alors définie à l’horizon h par :




où Prπs est la distribution de probabilité sur les historiques induite par l’application
de la politique π dans l’état s.
Le problème de recherche d’une politique minimisant l’espérance du risque peut
se modéliser dans les AMDP dont la fonction récompense est définie comme suit :
– r : S ×A → H .
L’ensemble H est l’ensemble des fonctions croissantes définies sur le semi-anneau
(IR ∪ {+∞},min,+∞).
Pour notre problème de transport de produits dangereux, on peut définir pour tout
s ∈ S et pour tout a ∈ A, r(s, a)(x) = p(s, a)c(s, a) + (1 − p(s, a))x. On constate
que le risque d’un historique γt = (st, at, st−1, at−1, . . . , a1, s0) est alors défini par :
r(γt) = r(st, at)(r(γt−1)) où γt−1 = (st−1, at−1, . . . , a1, s0)
Le risque d’un historique est obtenu en composant successivement les récompenses
(qui sont des fonctions). Dans cette section, nous avons montré que l’algorithme d’in-
duction arrière pouvait être utilisé pour chercher les politiques minimisant l’espérance
du risque.
5.6. Conclusion
Ce chapitre n’a donné qu’un bref aperçu, non exhaustif et forcément biaisé, des
travaux existant sur la prise en compte de critères non-classiques dans les MDP. Néan-
moins, il a montré que cette voie de recherche est vaste (de l’intégration de critères
multiples à l’utilisation de critères de décision non classiques) et active.
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Citons pour mémoire, [?], qui propose de prendre en compte plusieurs critères
dans les MDP dans le cadre des MDP à contraintes. Un MDP à contraintes contient plu-
sieurs fonctions de coût8, c0, c1, . . . , ck. Il se donne également un ensemble de seuils
de valeur, C1, . . . , Ck et un ensemble de degrés de probabilité, ε1, . . . , εk. Résoudre
un MDP à contrainte consiste à trouver, pour un état initial s0 fixé, une politique sta-
tionnaire non déterministe minimisant la fonction de valeur du MDP définie par rapport
à c0, sous les contraintes que la probabilité que la valeur en s0 de chacune des fonc-
tions de valeurs définies à partir des fonctions de coût ci, i ≥ 1 soit supérieure à Ci
n’excède pas εi.
Les utilités qualitatives possibilistes ne sont pas les seuls critères d’utilité non clas-
siques à avoir été étendus à la décision séquentielle. De manière plus générale, un cer-
tain nombre de travaux [?, ?] visent à exploiter dans le cadre de la prise de décision
séquentielle des modèles plus riches en termes de pouvoir descriptif. Ces modèles dé-
cisionnels, tels que le critère RDU [?], l’intégrale de Choquet [?] ou l’intégrale de
Sugeno [?], développés en théorie de la décision ne peuvent s’exprimer sous la forme
d’une espérance généralisée et ne rentrent donc pas dans le formalisme des AMDP.
En effet, ils sont connus pour ne pas être dynamiquement cohérents [?]. L’utilisation
de ces modèles décisionnels en décision séquentielle représente ainsi un problème
difficile car le principe d’optimalité de Bellman n’est plus vérifiée.
8. Un MDP à contrainte peut être défini de manière équivalente avec des fonctions de récom-
pense mais ce cadre a été défini par un automaticien et reprend la formulation “minimisation”
de coût, habituelle dans ce domaine.
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Apprentissage en ligne de la manipulation de
micro-objets
6.1. Introduction
Ce chapitre présente l’application d’un algorithme d’apprentissage par renforce-
ment à l’apprentissage en ligne de la manipulation de micro-objets [ADD 05]. L’ori-
ginalité de cette application tient au fait que la politique d’action a été apprise non pas
sur une simulation mais au travers du pilotage du processus réel. Ces travaux ont été
effectuées au Laboratoire d’Automatique de Besançon dont une des spécialités est la
microrobotique. D’autres travaux sur l’usage de l’apprentissage par renforcement en
microrobotique sont décrits dans [LAU 02].
La microrobotique a pour objectif général de concevoir, réaliser et commander des
systèmes robotiques compacts destinés à manipuler des objets de dimensions typi-
quement comprises entre un millimètre et un micromètre pour diverses applications
(instrumentation, applications industrielles, biomédicales).
Compte tenu des dimensions et des précisions recherchées, la microrobotique se
heurte à des difficultés de mise en œuvre différentes de celles de la robotique clas-
sique :
– au niveau des actionneurs : la microrobotique fait appel à de nouveaux prin-
cipes d’actionnement plus compacts, notamment fondés sur l’utilisation de matériaux
actifs ; de tels actionneurs sont bien souvent fortement non linéaires ;
– au niveau des capteurs : le volume réduit des applications rend difficile la mise
en place de capteurs en nombre suffisant ; l’emploi d’un système de vision (via un
Chapitre rédigé par Guillaume LAURENT.
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microscope) est souvent le principal moyen d’observation et de mesure ;
– au niveau des interactions entre le robot et les objets qui l’entourent : à cette
échelle, les forces de surface deviennent prépondérantes sur les forces volumiques ;
l’inertie des objets est très faible, la friction entre objets engendre des frottements
secs importants et difficiles à quantifier, en dessous de 100 µm les forces d’adhésion
(capillarité) et de Van Der Waals font que les objets «collent» les uns aux autres ; ces
phénomènes rendent les manipulations extrêmement délicates et hasardeuses.
La non-linéarité des actionneurs, l’imprécision des capteurs, la complexité des
forces de surface, rendent les processus difficiles à modéliser. En l’absence de modèle
précis, la synthèse de contrôleurs par les approches traditionnelles de l’automatique
est difficile. A contrario, l’apprentissage par renforcement permet de s’affranchir de
tout modèle du processus contrôlé et de prendre en compte le caractère hasardeux
de ce processus via une approche stochastique. Ces méthodes de contrôle sont donc
adaptées à la microrobotique.
Ce chapitre est structuré en trois sections. La première présente le contexte de la
micro-manipulation par poussée ainsi que le dispositif à piloter. La deuxième décrit
l’algorithme d’apprentissage par renforcement employé pour le contrôle du manipu-
lateur. Enfin, les résultats expérimentaux sont présentés dans la dernière section.
6.2. Dispositif de manipulation
6.2.1. Objectif : le micro-positionnement par poussée
Dans l’industrie, le positionnement est une fonction essentielle pour l’usinage ou
l’assemblage de pièces. Dans le domaine de la microrobotique, les solutions classiques
comme la « prise-dépose » ne sont pas transposables directement. Dans ces conditions,
il est souvent plus aisé de pousser un micro-objet que de le tenir dans une pince. Ainsi,
de nombreux travaux utilisent cette approche de micro-positionnement par poussée
[BAU 98, ZES 98].
Si ces manipulateurs sont plus simples à concevoir, il n’en est pas de même pour
la commande. En effet, le problème qui consiste à prévoir le mouvement d’un objet
poussé en un point donné est déjà complexe à l’échelle macroscopique [PES 88]. En
dessous du millimètre, les équations classiques de frottement fondées sur le poids des
objets (loi de Coulomb) ne s’appliquent plus du fait de l’importance prépondérante
des forces de surfaces. Le mouvement d’un objet poussé dépend alors de paramètres
divers comme l’état de surface du support et de l’objet, l’humidité de l’air, la répar-
tition des charges électrostatiques, etc. Dans ces conditions, le mouvement de l’objet
est impossible à prédire et c’est ainsi qu’une approche de pilotage par apprentissage
par renforcement a été envisagé. L’objectif consiste donc en la synthèse par apprentis-
sage de politiques de contrôle performantes d’un manipulateur réalisant des tâches de
micro-positionnement par poussée.
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Figure 6.1. Dispositif de manipulation : (a) vue d’ensemble, (b) zoom sur la zone de manipu-
lation entourée des trois actionneurs de poussée, (c) détail de la zone de manipulation (image
de la caméra). La position de l’objet est repérée par le système de vision.
6.2.2. Dispositif de manipulation
Le dispositif de manipulation piloté est inspiré de dispositifs de manipulation exis-
tants qui permettent de pousser et tirer des nano-particules une à une à l’aide de pointes
fines ou du levier d’un microscope à force atomique [Zyv 06, RES 00, HAN 98c]. En
revanche, l’échelle du dispositif décrit ici est tout autre puisqu’il s’agit de positionner
des objets de taille millimétrique comme des pignons de montres. Ce dispositif est
un banc d’essais ayant pour objectif de démontrer la faisabilité de la commande par
apprentissage par renforcement pour le micro-positionnement par poussée.
Le manipulateur est équipé de trois pointes de verre montées sur des actionneurs
linéaires asservis en position avec une précision de l’ordre du micromètre (cf. figure
6.1b). L’objet à manipuler est posé sur une lame de verre entre les trois pointes (cf.
figure 6.1c). Chaque pointe peut venir en contact de l’objet puis exercer sur lui une
poussée sur une distance donnée. L’objectif est de déplacer cet objet vers une position
donnée par une séquence adéquate de poussées.
Les axes de déplacements des pointes sont concourants. La zone de manipulation
est entourée d’une paroi circulaire empêchant l’objet manipulé de s’échapper. Cette
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Figure 6.2. Boucle sensori-motrice.
disposition permet a priori de déplacer un objet cylindrique (de révolution) dans n’im-
porte quelle position (voire dans n’importe quelle orientation mais cela n’est pas en-
core traité).
La position de l’objet est mesurée via un système de vision (cf. figure 6.1a). L’objet
est repéré par son abscisse et son ordonnée dans l’image vidéo. La résolution de la
caméra étant limitée, la précision de localisation est de l’ordre de 23 µm.
6.2.3. Boucle de commande
Pour le contrôle du manipulateur, deux niveaux de commande sont utilisés : un bas
niveau et un haut niveau (cf. figure 6.2). Le bas niveau gère l’asservissement en posi-
tion des pointes (par des méthodes traditionnelles d’automatique). Il permet d’amener
une pointe en contact de l’objet puis de pousser celui-ci sur une distance spécifiée
par la commande haut niveau. Le haut niveau est l’organe de décision qui planifie les
poussées sur le long terme pour amener l’objet à une position donnée.
La durée d’une action de haut niveau (i.e. d’une poussée) est variable : de une à
trois secondes. A la fin d’une poussée, l’objet s’arrête immédiatement car son inertie
est très faible. Ainsi, seul le comportement statique de l’objet est pris en compte et son
comportement dynamique est négligé.
6.2.4. Représentation du système de manipulation sous la forme d’un MDP
6.2.4.1. Définition de l’espace d’état
Le système étant considéré comme statique, son état s est simplement défini par la
position (x, y) du centre de l’objet dans l’image vidéo.
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La zone de manipulation ayant un diamètre de 7 mm et l’objet un diamètre de
4 mm, la position du centre de l’objet peut évoluer dans un disque de diamètre 3 mm.
Etant donné la faible résolution du capteur vidéo, la caméra permet de localiser le
centre de l’objet dans une zone circulaire de diamètre 131 pixels soit dans environ
13 500 positions différentes (cardS = 13 500).
6.2.4.2. Définition de l’espace d’action
Dans les expériences menées, seules 6 actions distinctes ont été utilisées. Chacune
des trois pointes peut pousser l’objet sur deux distances déterminées : une poussée
« longue » de 1 mm utile pour les grands déplacements ou une poussée « courte » de
100 µm indispensable au positionnement fin. On a donc : cardA = 6.
Cet ensemble de 6 actions est le résultat d’un compromis entre qualité des trajec-
toires obtenues et temps d’apprentissage. Plus de variété dans les actions permettrait
sans doute une manipulation plus rapide mais augmenterait considérablement les pos-
sibilités d’exploration et donc le temps d’apprentissage global.
6.2.4.3. Définition de la fonction de renforcement
L’objectif de la manipulation est d’amener l’objet dans une position déterminée
avec une précision donnée. Dans les expériences réalisées, le but était de positionner
l’objet au centre de la zone de manipulation à 140 µm près (soit 6 pixels caméra). L’en-
semble des états se situant à une distance de la position cible inférieure à la précision
requise est noté Scible.
Ainsi, le but est de conduire le processus d’un état quelconque vers un des états de
Scible. La fonction de renforcement est donc définie de la manière suivante :
r(s, a, s′) =
{
1 si s′ ∈ Scible
0 sinon
(6.1)
6.2.4.4. Définition d’un épisode
Avant chaque manipulation, l’objet est posé dans une position quelconque de la
zone de manipulation (i.e. l’état initial est aléatoire). Le manipulateur passe alors sous
contrôle de l’algorithme de commande de haut niveau, en l’occurrence un algorithme
d’apprentissage par renforcement et un épisode d’apprentissage commence. L’épisode
se termine quand l’objet a atteint un état cible.
6.3. Choix de l’algorithme d’apprentissage par renforcement
6.3.1. Caractéristiques du MDP
Le système de manipulation étant particulièrement lent (une poussée toute les une
à trois secondes), il est impératif de réduire au maximum le nombre d’épisodes néces-
saires à l’obtention d’une bonne politique d’action. En outre, il est possible d’effectuer
de nombreux traitements hors ligne entre deux poussées.
Le système de localisation par vision fournit une observation discrète de l’état du
système. Vu la faible résolution du capteur vidéo, il y a une imprécision notable sur
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la mesure de l’état du processus : il n’est pas complètement observable. Malgré tout,
l’observation est suffisante pour considérer que le processus est discret, complètement
observable et légèrement stochastique (bruit de mesure).
Pour ces raisons, une méthode discrète et indirecte (cf. chapitre 2) a été utilisée
afin d’exploiter au mieux, pendant le temps d’exécution des poussées, toutes les inter-
actions passées entre l’algorithme et le processus.
L’algorithme indirect le plus classique est Dyna-Q [SUT 90a] (cf. chapitre 2). Dans
sa version originale, Dyna-Q gère des processus déterministes, ce qui signifie que la
même action dans le même état produit toujours le même état suivant. Par conséquent,
dans un cas déterministe, le modèle des transitions peut être représenté sous la forme
d’une matrice de |S| lignes par |A| colonnes, chaque case contenant l’état suivant.
Une extension de Dyna-Q aux processus stochastiques est immédiate, mais on a alors
pour chaque couple s × a une distribution de probabilité sur tous les états suivants,
donc il faut une matrice de taille |S| × |A| × |S| pour stocker les probabilités. Dans
notre cas, avec 13 500 états et 6 actions, une telle représentation n’est pas gérable. De
même, Prioritized Sweeping permet l’apprentissage d’une politique avec un proces-
sus stochastique mais nécessite la mémorisation des relations d’antécédence sous la
forme d’une matrice de |S| × |A| lignes par |S| colonnes. Chaque état ayant souvent
de nombreux antécédents même pour un système déterministe, la matrice est géné-
ralement bien remplie. Vu le nombre d’états du processus à contrôler, cette méthode,
pourtant efficace, n’est pas applicable non plus.
Pour ces raisons, un algorithme plus économe en mémoire est proposé et utilisé
pour le contrôle du manipulateur.
6.3.2. Un algorithme adapté : STM-Q
L’algorithme utilisé, appelé STM-Q (Short-Term Model-based Q-Learning), est
une extension de Dyna-Q aux systèmes stochastiques qui utilise une représentation de
taille mémoire intermédiaire entre le cas déterministe et le cas stochastique exhaus-
tif (cf. algorithme 32) [ADD 05]. C’est un algorithme indirect qui, comme Dyna-Q,
recherche une politique optimale vis-à-vis du critère γ-pondéré.
En tant que méthode indirecte, STM-Q construit au fur et à mesure de ses inter-
actions avec le processus un modèle des transitions et des renforcements. Ce modèle
est constitué d’un tableau de files (FIFO) qui stockent, pour chaque couple état-action
visité, les différents résultats observés par le passé : à chaque couple s× a est associé
une file M(s, a) dont la taille maximale ne peut dépasser un nombre déterminé avant
l’apprentissage, noté nmax. Chaque élément de M(s, a) contient un couple consti-
tué de l’état suivant et de la récompense reçue en faisant l’action a dans l’état s. Par
exemple, si nmax = 4 et que le couple s× a a été visité au moins 4 fois, on peut avoir
une file de la forme :
M(s, a) =
{
(s′t1 , rt1), (s
′
t2 , rt2), (s
′
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Algorithme 6.1 : STM-Q (Short-Term Model-based Q-Learning).
initialisation
pour chaque (s, a) ∈ S ×A faire
Q(s, a)← Q0
M(s, a)← ∅
/* M(s, a) est la file des couples état-renforcement
observés lors des visites passées du couple (s, a) */
pour chaque épisode faire
s←ChoixEtat
tant que s n’est pas un état terminal faire
a←ChoixAction(Q, s)
Effectuer l’action a, observer le nouvel état s′ et le renforcement r
si cardM(s, a) < nmax alors
Ajouter l’observation (s′, r) à la file M(s, a)
sinon




/* cette partie peut être effectuée hors ligne */










avec t1 < t2 < t3 < t4. Ces couples ont évidemment des valeurs différentes si le
processus n’est pas déterministe.
Le modèle ainsi constitué permet de calculer une estimation des probabilités de







Cette estimation est utilisée pour optimiser la fonction de valeur Q(s, a) selon une
procédure similaire à un algorithme d’itération sur les valeurs (cf. chapitre 1). L’équa-
tion de mise à jour est alors celle qui apparaît à la dernière ligne de l’algorithme 32.
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La taille nmax de la file d’attente permet d’adapter l’algorithme au « degré de
non déterminisme » du processus. Par souci d’efficacité, nmax doit rester faible (de
10 à 50 environ), ainsi STM-Q est plutôt adapté au contrôle de processus faiblement
stochastiques comme notamment les systèmes physiques vus au travers de capteurs
numériques et ayant un espace d’état de dimension faible (2 à 3).
6.4. Résultats expérimentaux
6.4.1. Mise en œuvre
Comme expliqué dans la section , l’objectif est de sélectionner les poussées per-
mettant d’amener l’objet à une position donnée le plus rapidement possible. L’algo-
rithme STM-Q a donc été implanté dans le contrôleur de haut niveau (cf. figure 6.2). Il
reçoit l’état du processus via le système de vision et envoie ses commandes au contrô-
leur bas niveau (choix de la pointe et longueur de poussée).
L’expérience consiste à apprendre à positionner un objet vers le centre de la zone
de manipulation à partir d’une position quelconque. Au début de chaque épisode, l’ob-
jet est placé au hasard dans la zone et l’épisode se termine quand l’objet est correcte-
ment positionné.
La méthode d’exploration retenue pour ChoixAction(Q, s) dans l’algorithme est
la méthode ǫ-greedy (cf. chapitre 2).
Avant le premier épisode, la fonction de valeur est initialisée à Q0 = 0. Durant
l’expérience, les valeurs des paramètres de l’algorithme sont :
– ǫ = 0.1,
– γ = 0.9,
– nmax = 10,
– N égal au nombre de couples état-action distincts précédemment visités (sur






L’expérience a duré un peu plus de 24 heures et totalise 34 134 poussées réparties
sur 100 épisodes. La courbe de la figure 6.3 représente le nombre de poussées (i.e.
d’actions) effectuées à chaque épisode.
Au début de l’apprentissage, entre 400 et 500 poussées en moyenne sont néces-
saires pour que l’objet soit positionné. L’écart-type est très important (environ 500).
La politique consiste principalement à explorer l’espace d’état.
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Figure 6.3. Résultat de l’apprentissage en ligne : en trait plein, le nombre
moyen de poussées par épisode (moyenne glissante sur les 20 derniers
épisodes consécutifs), en traits pointillés, l’écart-type centré sur la moyenne.
Au bout de 80 épisodes, on note une baisse significative de la durée des épisodes.
Il faut en moyenne 250 poussées pour positionner l’objet, mais l’écart-type reste élevé
(environ 200). On peut néanmoins obtenir des épisodes très courts comme en témoigne
la figure 6.4b.
L’observation de séquences plus longues montrent que le pilotage est particulière-
ment délicat pour deux raisons principales. D’une part, quand l’objet est entre deux
pointes contre la paroi, il est difficile de le déloger. La figure 6.4b montre que la fonc-
tion de valeur est bien évaluée sur le pourtour par rapport à l’intérieur. D’autre part,
pour atteindre l’objectif, il ne suffit pas de rapprocher l’objet du centre : il faut rester
dans l’axe d’une pointe et, si l’objectif est manqué de peu, il est souvent nécessaire
de recommencer la manipulation « à zéro » en repoussant l’objet contre la paroi. Ces
deux observations se traduisent dans la fonction de valeur par des pics situés sur les
axes des pointes à environ une poussée de la cible et par des valeurs faibles sur une
couronne proche de l’objectif.
6.5. Conclusion
Cette expérience montre qu’il est possible d’utiliser un algorithme d’apprentissage
par renforcement indirect pour apprendre en ligne à contrôler un processus réel. Néan-
moins, en ce qui concerne le manipulateur étudié, les résultats obtenus sont encore
loin d’une automatisation fiable et efficace. Certes, en raisons du contexte « micro »,
la tâche de manipulation est ardue même pour un opérateur humain entraîné. Mais ces
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(a) Séquence de manipulation : À état initial, Á poussée longue de la pointe de droite, Â poussée longue
de la pointe du haut, Ã poussée longue de la pointe de droite, Ä poussée longue de la pointe du haut,
Å poussée courte de la pointe du bas. Les pointes sont peu visibles car elles sont fines et transparentes
(fibres optiques).
(b) Représentation de la fonction de valeur V et des états successivement atteints lors de la séquence de
manipulation. Les points blancs représentent les états non visités.
Figure 6.4. Exemple d’épisode de manipulation obtenue à l’issu de
l’apprentissage.
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Au total Visité
Nombre d’états 13 500 8 748
Nombre de couples état-action 81 000 10 700
1 action dans 7 138 états
Nombre d’actions par état 6 2 actions dans 1 138 états
plus de 3 actions dans 375 états
Tableau 6.1. Statistiques de visite des états et des actions à l’issue
l’apprentissage en ligne (qui totalise 34 134 actions).
résultats mitigés confirment aussi un besoin classique en apprentissage : la générali-
sation.
L’algorithme employé, STM-Q, construit un modèle du processus afin de mettre à
jour la fonction de valeur le plus rapidement possible, mais ne généralise pas la valeur
d’un état à un autre état proche comme le montre l’aspect très parsemé des valeurs
obtenues (cf. figure 6.4b).
De plus, les statistiques de visite des états (cf. tableau 6.1) indiquent qu’à peine
plus d’un huitième des couples état-action ont été visités lors de l’expérience. Comme
il n’est pas raisonnable de prolonger la durée, déjà importante, de ce genre d’appren-
tissage, un mécanisme de généralisation serait nécessaire pour réutiliser l’expérience
acquise pour les couples non visités. Ainsi, au-delà de cette application de manipula-
tion, l’apprentissage en ligne du pilotage de processus réel doit faire face à un double
enjeu : utiliser au maximum l’expérience passée via des approches indirectes et géné-




Conservation de la biodiversité
7.1. Introduction
La biodiversité terrestre et marine est de plus en plus menacée par la pression
grandissante de l’activité humaine. Croissance de la population mondiale, urbanisa-
tion, industrialisation des pays en voie de développement et exploitation non raison-
née des ressources naturelles sont autant de causes de disparition d’espèces vivantes
constituant la biodiversité de la planète. Face à ces changements environnementaux
(déforestation, érosion, pollution), les espèces survivantes sont condamnées à s’adap-
ter rapidement ou bien à disparaître. La biologie de la conservation est un domaine
de l’écologie qui se donne pour objectif la protection de la biodiversité. Jadis expé-
rimentales, les recherches actuelles en biologie de la conservation se tournent vers
l’étude de la gestion optimale des efforts de conservation. L’augmentation du nombre
d’espèces menacées [ANO 07] et les faibles crédits disponibles pour les protéger sont
autant d’arguments forts pour optimiser les décisions de conservation et améliorer les
actions de sauvegarde de la biodiversité [POS 01]. Dans ce contexte, les processus
décisionnels de Markov permettent une formulation claire de ces problèmes d’optimi-
sation.
Dans ce chapitre, on propose d’étudier deux applications des méthodes d’optimi-
sation MDP. Le premier problème concerne la conservation d’espèces menacées dif-
ficilement observables. Au fur et à mesure qu’une population diminue, les individus
menacés deviennent de plus en plus difficiles à détecter. Les gestionnaires de réserves
abritant des espèces menacées font face au dilemme suivant : si je ne suis pas certain
que l’espèce est présente, dois-je continuer à protéger cette espèce, ou dois-je investir
Chapitre rédigé par Iadine CHADÈS.
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mes ressources limitées dans la surveillance de cette espèce ? Nous1 avons étudié le
cas particulier du tigre de Sumatra (Panthera tigris sumatrae). Ce travail constitue la
première application de POMDP dans le domaine de la conservation de la biologie.
La deuxième application concerne la conservation de deux espèces menacées en
interaction (proie-prédateur). Les abalones du Nord (Haliotis kamtschatkana) consti-
tuent le régime alimentaire préféré des loutres de mer (Enhydra lutris). A l’heure
actuelle, les stratégies de conservation de ces espèces sont gérées de manière indépen-
dante et ne prennent pas en compte leurs interactions. Nous2 avons soulevé ce pro-
blème et étudié l’optimisation de la gestion des décisions de conservation de ces deux
espèces en utilisant deux algorithmes d’apprentissage par renforcement à horizon fini.
7.2. Protéger, surveiller ou abandonner : gestion optimale d’espèces secrètes et
menacées
7.2.1. Surveillance et gestion du tigre de Sumatra
Le tigre de Sumatra, comme toutes les espèces de tigre, souffre d’un déclin dra-
matique de sa population, conséquence de l’appauvrissement de son habitat en proies,
de la destruction de son habitat et de l’activité de braconnage [LIN 06]. Dans la ré-
gion de Kerinci Seblat, Linkie et al. ont conduit une étude sur les conséquences des
ressources investies dans la mise en place de patrouilles anti-braconnage sur la proba-
bilité d’extinction de la population de tigre de Sumatra [LIN 06]. Les efforts actuels de
conservation de cette espèce incluent la réduction de l’activité de braconnage par des
gardes et l’analyse du statut de la population par la surveillance. Actuellement, 30 000
dollars sont dépensés chaque année pour effectuer ces deux actions avec approxima-
tivement 2/3 de ce budget consacré aux patrouilles (cm) et le tiers restant investi dans
la surveillance (cs). Nous avons estimé le coût potentiel de l’échec de la conservation
d’une population viable de tigres à 175 134 dollars par année (V ) sur la base des fonds
récoltés par le programme de protection du tigre de Sumatra. Nous avons déterminé la
probabilité d’extinction locale de la population de tigres par année lorsque le parc est
protégé (pm = 0, 058) et lorsqu’il n’est pas protégé (po = 0, 1). De manière similaire,
nous avons déterminé la probabilité de détection de tigres vivants dans cette réserve à
0, 782 (d) lorsque l’on conduit une surveillance et 0, 001 sinon.
Nous avons modélisé ce problème à l’aide d’un processus décisionnel de Markov
partiellement observable (POMDP).
1. E. McDonald-Madden, M. McCarthy, B. Wintle, M. Linkie et H. Possingham sont les co-
auteurs de ces travaux voir [CHA 08]
2. T. Martin, J. Curtis, C. Barreto sont les co-auteurs de ces travaux voir [?]
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7.2.2. Modèle
Posons S = {E, V } l’ensemble fini des états de notre système qui qualifie l’état
de notre population de tigres comme éteinte ou viable. L’ensemble fini des actions
A comporte trois actions A = {S, P,N} qui définit nos décisions de conservation,
respectivement surveiller, protéger et abandonner (ne rien faire). A chaque action est
associée une matrice de transition Ta qui définit pour chaque paire état-action une
distribution de probabilité sur S. Dans notre problème nous faisons l’hypothèse que
la population de tigres, une fois éteinte, ne peut être recolonisée, ainsi l’extinction de
la population est définitive. La fonction de récompense prend en compte le coût des
actions (cm, cs ou 0) et les bénéfices des états (V ou 0). Enfin, nous prenons en compte
l’observabilité partielle en représentant la probabilité de détection d’un tigre en fonc-
tion de l’état et de l’action choisie à l’aide d’un ensemble de matrices d’observationO.
On dénote Ω = {A,Pr} l’ensemble fini des observations du système, respectivement
absent et présent.
Le critère d’optimisation choisi est la maximisation de l’espérance des gains à ho-
rizon fini comme défini par l’équation (3.13) du chapitre 3. Nous avons utilisé l’algo-
rithme élagage incrémental (Incremental Pruning) [CAS 98] pour déterminer la stra-
tégie de conservation optimale. Cet algorithme est disponible dans la boîte à outils
POMDP de Cassandra [CAS 05].
7.2.3. Résultats
La politique optimale est représentée ici sous deux formes : avec un graphe de
décision (figure 7.1) et comme une fonction de deux variables représentant la poli-
tique optimale directement (figure 7.2). Il est optimal de protéger le tigre de Sumatra
pendant 12 ans s’il n’est pas observé. Puis, si le tigre reste non observé, l’action sur-










Figure 7.1. Graphe de décision
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Figure 7.2. Représentation de la politique optimale en fonction de la probabilité de croyance
de persistence de l’espèce. La ligne de carrés représente une simulation de la stratégie optimale
lorsque le tigre de Sumatra demeure non observée.
Figure 7.3. Influence de la probabilité de détection (d) sur la stratégie optimale et le rapport
valeur économique de l’espèce/coût de protection (V/cm). Les courbes continues illustrent les
stratégies optimales numériques, les courbes pointillées représentent les stratégies calculées
par approximation analytique.
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Figure 7.4. Influence des probabilités d’extinction (pm et p0) sur la stratégie optimale et le
rapport valeur économique de l’espèce/coût de protection. Les courbes continues illustrent les
stratégies optimales numériques, les courbes pointillées représentent les stratégies calculées
par approximation analytique.
Sur la figure 7.2 nous avons représenté la politique optimale pour un horizon de
30 ans. On distingue 3 régions, chacune d’elle nous informe sur la décision opti-
male à prendre en fonction du temps restant et de l’état de croyance courant. A titre
d’exemple, nous avons simulé un scénario (ligne de carrés) qui illustre la décroissance
de la valeur de l’état de croyance que le tigre persiste s’il n’est pas observé pendant
30 ans en réalisant l’action optimale à chaque pas de temps. Nous avons conduit une
étude de sensibilité intensive des paramètres importants de notre modèle : la fonction
de coût et de récompense (figures 7.3 et 7.4), l’influence des paramètres de détection
(figure 7.3), ainsi que la probabilité d’extinction locale (figure 7.4). Cette étude nous
permet de généraliser nos résultats à d’autres espèces menacées comme par exemple
la grue blanche (Grus americana) ou encore la chouette tachetée Mexicaine (Strix
occidentalis lucida).
Les politiques optimales obtenues sont caractéristiques et suivent le même modèle,
seules les durées de protection et de surveillance varient. Nous pouvons en déduire des
règles de gestion de réserves naturelles. Le résultat principal s’énonce simplement :
plus l’espèce est menacée, plus il est optimal d’investir dans la protection active de
l’espèce, au point que l’action de surveillance peut ne pas apparaître comme une dé-
cision optimale (figure 7.4). Cela s’explique par l’extrême urgence de la situation :
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les valeurs économiques ont moins d’influence sur la stratégie optimale ; le temps
devient la ressource critique pour la sauvegarde de l’espèce. Enfin, à la lecture des
graphes solutions, il apparaît qu’il est possible d’approcher la solution analytique de
ce problème. Les valeurs de croyance pour lesquelles il devient optimal de changer
de décision (protéger vers surveiller, et surveiller vers abandonner) peuvent s’ex-
primer en fonction des paramètres de notre problème. Ils nous permettent également
d’approcher les périodes de temps correspondant à chaque phase. Le lecteur intéressé
pourra se reporter à l’article [CHA 08]. L’intérêt d’approcher analytiquement la solu-
tion optimale est double. Cette approximation permet de mieux comprendre les effets
de chacun des paramètres de notre modèle mais surtout les gestionnaires de réserves
naturelles disposent maintenant d’un outil simple pour déterminer la politique opti-
male qu’ils peuvent suivre sans avoir à résoudre un nouveau POMDP. La qualité de
cette approximation est représentée par les lignes discontinues des figures 7.3 et 7.4.
Nous avons formulé en termes simples le problème de décider quand on doit pro-
téger, surveiller et arrêter la gestion d’une réserve naturelle pour une espèce secrète
menacée. Nous avons résolu ce problème de manière exacte en utilisant un algorithme
de résolution de POMDP et de manière approchée en développant la solution ana-
lytique. L’étude intensive des paramètres de ce problème nous permet d’établir une
conduite à suivre pour les gestionnaires de parcs et de réserves. De manière générale,
ce travail illustre comment les POMDP, bien que de complexité algorithmique souvent
rédhibitoire, peuvent être appliqués dans un problème d’optimisation du compromis
recherche d’information/exploitation de l’information.
7.2.4. Extension à plusieurs populations
L’extension à plusieurs populations est naturelle si l’on considère la réalité du ter-
rain. Plusieurs réserves fragmentent l’île de Sumatra et les ressources sont limitées.
Nous avons donc étudié quelle serait la stratégie de conservation optimale pour deux
populations. Cette fois-ci, l’efficacité des actions est proportionnelle à la charge de
travail : la protection simultanée des deux populations est moins efficace d’un point
de vue individuel que dans le cas où une population bénéficie de l’ensemble des res-
sources. Nous avons étudié le critère d’optimisation qui maximise le nombre de popu-
lations de tigres viables, et nous avons étudié comment la qualité de l’habitat influen-
çait la performance des actions. Certaines réserves plus vastes ont une probabilité de
persistance plus élevée qu’une réserve plus petite. Par conséquent il nous faut trouver
les stratégies optimales adaptées à ces conditions.
Nous avons de nouveau étudié ce problème en utilisant un POMDP multi-agent en
distinguant l’état de la population a et de la population b : S = Sa × Sb. L’ensemble
fini des actions A comporte 5 actions A = {Pa, Pb, Pab, PaSb, SaPb} qui définit nos
décisions de conservation (respectivement protéger a, protéger b, protéger a et b, pro-
téger a et surveiller b, surveiller a et protéger b). La probabilité de transition associée
à chaque action est représentée par un ensemble de matrices de transition T définis-
sant pour chaque paire état-action une distribution de probabilité sur S. La fonction de
Conservation de la biodiversité 221
récompense prend en compte les bénéfices des états (1 point par population viable).
Enfin, nous prenons en compte l’observabilité partielle en représentant la probabilité
de détection d’un tigre en fonction de l’état et de l’action choisie à l’aide d’un en-
semble de matrices d’observation O. On dénote Ω = Ωa × Ωb l’ensemble fini des
observations du système.
Figure 7.5. Influence de la probabilité d’extinction sur la stratégie optimale dans deux cas de
figure sur un horizon de 5 années. Pers A et Pers B représentent la croyance de persistence des
populations A et B.
L’étude des solutions comme celle présentée figure 7.5 nous permet d’énoncer
des règles simples de gestion de réserves multiples. L’un des résultats importants est
qu’il est plus efficace d’alterner la protection des réserves pour le tigre de Sumatra
plutôt que d’essayer de protéger les deux réserves simultanément de manière moins
efficace. Sur la figure 7.5, dans le cas 1, les populations bénéficient de la même qualité
d’habitat et ont les mêmes probabilités d’extinction : l’alternance de protection est
optimale. Dans le cas 2, la population B a une probabilité d’extinction plus forte que
la population a : la stratégie optimale favorise la protection de la population a au
détriment de la population b plus faible. Les lecteurs intéressés par cette étude pourront
se rapporter à [MCD 08].
7.3. Les loutres et les abalones peuvent-ils co-exister ?
7.3.1. Les abalones et les loutres, deux espèces menacées
Les loutres et les abalones de Colombie-Britannique sont protégées [CIT 07] et
disposent toutes deux d’un plan de protection et de réhabilitation. La loutre a été ex-
terminée au début du 20ème siècle : chassée pour sa fourrure, l’espèce s’est éteinte
en Colombie-Britannique en 1905. Seules quelques colonies ont survécu au nord de
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l’Alaska. Dans les années 80, un plan de réintroduction a été mis en place. La popu-
lation de loutres s’étend à présent sur les côtes de l’île de Vancouver et l’on compte
un peu plus de 3500 individus. La loutre de Colombie-Britannique est principalement
menacée par la pollution maritime et les phénomènes de marée noire qui peuvent être
particulièrement dévastateurs pour une petite population.
L’abalone, aussi appelé ormeaux, est un coquillage qui vit sur les côtes de la
Colombie-Britannique dans les forêts d’algues (kelp). L’abalone constitue le régime
alimentaire préféré des loutres. Après la disparition de ces dernières, la population
d’abalones a explosé. Dans les années 70, une activité de pêche prolifique s’est ainsi
développée. L’abalone est un coquillage précieux, apprécié pour sa chair et la nacre
de sa coquille. Devant la diminution des stocks, cette pêche génératrice de reve-
nus importants a dans un premier temps été contrôlée par la mise en place de quo-
tas dans les années 80, quotas qui se sont révélés insuffisants pour la régénération
des stocks. La pêche d’abalones a donc été suspendue, puis interdite depuis 1993.
La densité d’abalones est ainsi passée de plus de 1, 2 − 2 abalone/m2 à moins de
0, 1 − 0, 3 abalone/m2. Bien que la pêche d’abalones soit interdite, l’espèce est en
réalité toujours victime de braconnage et du marché noir.
La diminution de la population d’abalones et l’extermination des loutres a pour
conséquence un autre désastre écologique : l’explosion de la population d’oursins dé-
voreurs d’algues précieuses à l’équilibre de la biodiversité de ces régions. Les forêts
d’algues font place à des déserts marins. C’est tout un écosystème qui a été boule-
versé par l’activité humaine. Aujourd’hui, bien que protégée, la population d’abalones
n’augmente pas et reste à un niveau préoccupant. Plusieurs hypothèses biologiques ont
été formulées afin d’expliquer ce phénomène. Tout d’abord le mode de reproduction
de ce coquillage requiert une densité forte pour être réussi, la forte proportion d’our-
sins empêche l’installation de nouvelles abalones, ces deux espèces sont en compéti-
tion pour la nourriture et l’habitat. Enfin, l’activité parallèle de pêche illégale est très
importante, elle est estimée à plus de 40 tonnes par an, soit l’équivalent du dernier
quota de pêche autorisée en 1993. Dans ce contexte où la population de loutres est en
expansion, nous soulevons la question de la co-existence de ces deux espèces à des
niveaux de subsistance suffisants.
Pour répondre à cette question nous avons choisi de modéliser la dynamique de
population de ces deux espèces ainsi que leurs interactions. En utilisant un simulateur,
nous avons reproduit les effets des décisions de conservation sur chaque population.
Nous avons utilisé deux algorithmes d’apprentissage par renforcement adapté à l’ho-
rizon fini : le QH-learning et le RH-learning.
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7.3.2. Modèles
7.3.2.1. Dynamique de population des abalones
Nous avons choisi un modèle de dynamique des populations démographiques pré-
senté dans Bardos et al ([BAR 06]). Ce modèle, aussi appelé modèle structuré de ma-
trice de population, constitue un bon compromis entre une modélisation du compor-
tement individuel de type systèmes multi-agent réactifs et les modèles déterministes
simplifiés. Les éléments de la matrice expriment les différentes probabilités de crois-
sance, de naissance et de mortalité pour un individu dans une phase donnée aussi
appelées probabilités de transition. Ces valeurs sont utilisées lors de simulations dé-
terministes pour lesquelles les probabilités pour les individus définissent des fractions
ou taux pour les populations. C’est une approximation commune dans la communauté
écologique pour laquelle les fluctuations sont ignorées. Cette approximation est véri-
fiée aux limites de grandes populations [MAY 73].
Plus formellement, l’état de la population à l’instant n est défini par le vecteur
~x(n) = (x1(n), ..., x7(n)) de dimension 7 identifiant autant de classes d’âge. L’évo-
lution de la population d’abalones à l’instant n+1 est définie par la relation ~x(n+1) =
G.~x(n), avec G la matrice de transition :


0 0 0 0 f5s5 f6s6 f7s7
g2,1s1 0 0 0 0 0 0
g3,1s1 g3,2s2 0 0 0 0 0
g4,1s1 g4,2s2 g4,3s3 g4,4s4 0 0 0
0 g5,2s2 g5,3s3 g5,4s4 g5,5s5 0 0
0 0 g6,3s3 g6,4s4 g6,5s5 g6,6s6 0
0 0 0 g7,4s4 g7,5s5 g7,6s6 g7,7s7


Les gij définissent la matrice de croissance g, c’est à dire la probabilité de transi-
tion d’un individu de la classe j à la classe i. Les sj définissent la probabilité de survie
pour un individu en phase j. Les fi représentent la fécondité à la classe i multipliée
par la probabilité de fertilisation et la probabilité de survie d’une larve. En d’autres
termes, fi est le nombre de post-larves produites par un individu dans la classe i à
chaque pas de temps. Les fi sont multipliés par les probabilités de survie et sont dé-
pendant de la densité d’adultes (classes 5 à 7). En l’absence de menace, la population
d’abalones se stabilise à 1abalone/m2 (25 premières années de la figure 7.6).
La classe 1 correspond à l’état post-larvaire et les classes 2 à 4 sont les classes
d’âge des juvéniles, enfin les classes 5 à 7 identifient des abalones adultes. Les aba-
lones, bien que protégés, sont victimes de la pêche illégale. Il est estimé que le taux
de pêche actuel diminue le taux de survie de la 7ème classe de 90% . La simulation de
la pêche illégale fait descendre la densité d’abalones au m2 à 0, 31. Nous modélisons
ce phénomène par un processus stochastique en faisant varier ce taux de braconnage
entre 90% (probabilité 0, 75) et 70% (probabilité 0, 25).
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Figure 7.6. Evolution de la population d’abalones selon différents taux de
prédation (t=0 aucun t=25 faible, t=50 moyen et t=75 fort).
7.3.2.2. Dynamique de population des loutres
La dynamique de population des loutres est représentée par le modèle Beverton-
Holt décrit dans [GER 04]. Ce modèle inclut une relation asymptotique entre la densité




avec K la taille maximale de la population, Nt la taille de la population à t et r le
taux de croissance intrinsèque. Les paramètres sont issus de l’étude d’une population
de loutres vivant dans l’état de Washington avec K = 612 et r = 0, 26 [GER 04].
Bien que les prédateurs comme les requins, les orques et les aigles aient un impact sur
les loutres, les marées noires sont de loin la cause majeure de mortalité. A partir des
données recueillies sur le terrain, nous avons introduit dans notre modèle l’occurrence
de marées noires comme un processus stochastique qui se produit en moyenne tous
les 10 ans et dont l’intensité varie, pouvant réduire la population de loutres de 20%
à 43%. Ce taux est relativement faible par rapport aux observations réalisées ces der-
nières années. La figure 7.7 illustre la dynamique de la population de loutres soumise
à l’occurrence de marées noires.
7.3.2.3. Etats
On définit Sa l’ensemble fini des états de la population d’abalones. Sa partitionne
l’ensemble des valeurs possibles de la population adulte (classes 5 à 7) en 20 états
distincts. Chaque état représente un intervalle de densité 0, 05. On attribut également
à chaque état un statut qualifiant la population selon son niveau d’alerte (voir tableau
7.1).
On définit Sl l’ensemble fini des états de la population de loutres. Sl partitionne
l’ensemble des valeurs possibles de la population en 10 états distincts. Chaque état
représente un intervalle de 10% de la capacité K. On attribue également à chaque état
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Figure 7.7. Simulation des effets de marées noires sur une population de
loutres.
Densité d’abalones (m−2) < 0.1 < 0.3 < 0.5 ≥ 0.5
Status En danger Menacé Concerné Pas à risque
Quantité de loutres (%K) 0 ≤ 30 ≤ 40 ≤ 60 ≥ 60
Status Extirpé En danger Menacé Concerné Pas à risque
Tableau 7.1. Classification des états en status selon son niveau d’alerte.
un statut qualifiant la population selon son niveau d’alerte (voir tableau 7.1). Enfin,
on définit S l’ensemble fini des états de notre problème S = Sa ×Sl avec |S| = 200.
L’état initial de notre problème suppose que les loutres ne sont pas encore réintroduites
et qu’une activité de braconnage est présente.
7.3.2.4. Décisions
Nous considérons cinq actions de conservation définissant A : ne rien faire (N),
réintroduire les loutres (RI), augmenter la force anti-braconnage (AB), contrôler la
population de loutres (CL) et l’action combinée contrôler la population de loutres et
force anti-braconnage (ABCL).
La mise en place d’une force anti-braconnage permet de réduire l’activité de pêche
illégale de 90% à 10% avec une probabilité 0, 75 ou à 30% avec une probabilité 0, 25.
La décision de contrôle de la population de loutres ne se réalise que si le statut de
sa population est à "pas à risque". Cette action réduit la population de 0, 3K chaque
année.
7.3.2.5. Interactions et probabilités de transition
En l’absence de modèle mathématique décrivant les interactions entre les loutres
et les abalones nous avons décidé d’étudier trois formes d’interactions inspirées de la
littérature :
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– La première forme d’interaction suppose que la pression prédatrice des loutres
sur les abalones ne dépend que de la densité d’abalones (F1) : le taux de prédation
croît avec le nombre d’abalones (figure 7.8).
– De manière symétrique, la deuxième forme suppose que la pression prédatrice
des loutres sur les abalones ne dépend que de la densité de loutres (F2) : le taux de
prédation croît avec le nombre de loutres.
– Enfin, la forme 3 est influencée par l’abondance des loutres et des abalones.
La prédation augmente avec la densité en proie et diminue jusqu’à satiété lorsque la
densité en proie est forte (F3).
Figure 7.8. Représentation de la fonction d’interaction F1 entre les loutres et les abalones (L
pour faible prédation, M pour prédation moyenne, H pour prédation forte).
Le taux de survie des classes 3 à 7 est réduit de 5% (L) pour une prédation faible,
de 15% (M) pour une prédation moyenne et 25% (H) pour prédation forte (voir figure
7.6 et 7.8) .
7.3.2.6. Objectif multicritère et fonction de récompense
Pour déterminer une politique de gestion optimale, nous devons définir notre ob-
jectif. Ici, nous avons distingué deux critères : maximiser l’occurrence d’avoir les deux
espèces à "pas à risque" ou "vulnérable" simultanément (R1), ou bien de manière in-
dépendante (R2). La figure 7.9 illustre les deux fonctions de récompenses que nous
avons considérées.
7.3.3. Méthodes
Nous avons choisi d’utiliser deux algorithmes d’apprentissage par renforcement
pour résoudre ce problème à horizon fini : le QH-learning et le RH-learning adapté
par Garcia et al. [GAR 98]. Il n’existe pas de preuve de convergence théorique de
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Figure 7.9. R1 identifie une récompense jointe et R2 une récompense
individuelle.
Niveau de braconnage 0% 10% 90%
vulnérable→ menacé 27.2% 25.9% 19.7%
menacé→ en danger 13.4% 11.1% 0.6%
pas à risque→ vulnérable 7.4% 4.3% 0.1%
Tableau 7.2. Niveau de prédation suffisant pour que la population d’abalone
change de statut dans différents cas de braconnage.
ces algorithmes à horizon fini. Toutefois les résultats expérimentaux montrent leur
efficacité à produire de bonnes stratégies.
7.3.4. Résultats
Notre objectif est de déterminer les conditions de gestion pour lesquelles les deux
populations peuvent co-exister à des niveaux non menacés sur un horizon de 50 an-
nées, une décision étant prise tous les 5 ans. Nous avons laissé les deux algorithmes
apprendre sur 500 000 simulations. Nous avons procédé par étape tout d’abord sans
considérer l’action controversée du contrôle de la population de loutres. Nos résultats
montrent que sans contrôle de la population de loutres il n’est pas possible d’atteindre
l’objectif souhaité.
7.3.4.1. Conditions à remplir
Pour maintenir les deux populations à des niveaux pas à risque, l’impact des
loutres sur les abalones sous différentes conditions de braconnage doit être relative-
ment faible comme en témoigne le tableau 7.2. Dans les conditions idéales d’absence
de braconnage, le taux de prédation des loutres doit être inférieur à 7, 4% pour ne pas
menacer les abalones. Ce taux de prédation descend à 4, 3% en cas de braconnage de
faible intensité et est inférieur à 0, 1% en cas de braconnage intensif.
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7.3.4.2. Scénario 1 : réintroduction de loutres et force anti-braconnage
L’état initial considéré dans notre problème identifie l’absence de loutre et une
activité de braconnage.
Nous avons dans un premier temps étudié les décisions utilisées actuellement : la
réintroduction de loutres et la mise en place d’une force anti-braconnage.
Les stratégies optimales pour l’interaction de type F1 et les récompenses R1 et R2
réintroduisent les loutres dès le premier pas de temps. La force anti-braconnage est
par la suite optimale. Le tableau 7.3, colonnes 2 et 3, lignes QL1 et RL1, représente
les performances moyennes observées pour ce scénario. La population de loutres se
stabilise autour des états pas à risque et vulnérable (suivant l’occurrence de marées
noires) tandis que la population d’abalones oscille entre menacé et vulnérable. Cette
dernière oscillation s’explique par la définition du niveau de prédation de la fonction
d’interaction F1 de faible à moyen (figure 7.8).
Les stratégies optimales pour l’interaction de type F2 et les récompenses R1 (figure
7.10) et R2 s’efforcent dans un premier temps d’augmenter la population d’abalones
jusqu’au niveau « pas à risque » en préconisant la force anti-braconnage. Puis les
loutres sont réintroduites. La fonction d’interaction F2 rend encore plus difficile la co-
existence des deux espèces à des niveaux vulnérable ou pas à risque. La population
d’abalones suit une évolution inverse de la population de loutres. Les performances
observées tableau 7.3 colonnes 4 et 5 représentent les faibles récompenses accumulées
pour l’interaction F2.
Figure 7.10. Une simulation de la meilleure stratégie pour le cas du scénario
1 (fonction d’interaction F2 et récompenses R1).
Les stratégies optimales pour l’interaction de type F3 et les récompenses R1 et R2
réintroduisent les loutres dès le premier pas de temps. La force anti-braconnage est
par la suite optimale. La densité des abalones décroit avec l’augmentation du nombre
de loutres jusqu’à atteindre un seuil où la pression est faible (menacé ou en danger).
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Les performances observées tableau 7.3 colonnes 6 et 7 reflètent les récompenses ac-
cumulées pour l’interaction F3 et ne nous permettent pas de conclure à la co-existence
des deux espèces à des niveaux non menacés.
7.3.4.3. Scénario 2 : contrôle des loutres
A la lumière de ces résultats nous avons décidé d’introduire l’action de contrôle
de la population de loutres. Cette action est controversée car la loutre est protégée par
la loi, il est donc illégal de procéder à cette action à ce jour.
Cette action ne permet pas d’améliorer les performances (lignes QL2, RL2 tableau
7.3).
7.3.4.4. Scénario 3 : actions combinées contrôle des loutres et force anti-braconnage
Nous avons donc décidé de combiner cette action de contrôle des loutres avec
l’action anti-braconnage. Cette option fait l’hypothèse que nous disposons de suffi-
samment d’argent pour effectuer ces deux actions parallèlement et en garantissant la
même efficacité. Dans ce troisième scénario, les performances des stratégies optimales
sont aussi bonnes pour la fonction d’interaction F1 où le taux de prédation des aba-
lones ne dépend pas de la quantité de loutres. Les performances sont meilleures pour
les fonctions d’interaction F2 et F3. Toutefois cela reste insuffisant : les populations
ne se stabilisent pas à des niveaux pas à risque (figure 7.11).
Figure 7.11. Une simulation de la meilleure stratégie pour le cas du scénario
3 (fonction d’interaction F3 et récompenses R2).
7.3.5. Discussion
Nous n’avons pas réussi à trouver une stratégie qui permette de stabiliser les deux
espèces à des niveaux pas à risque. Nous pouvons évoquer quelques éléments expli-
catifs.
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F1 F1 F2 F2 F3 F3
R1 R2 R1 R2 R1 R2
QL1 66.06 111.85 19.90 98.96 53.63 108.28
RL1 66.11 111.44 20.50 98.55 53.94 108.33
QL2 66.29 111.36 19.47 99.11 53.07 108.72
RL2 66.10 111.78 19.48 99.12 54.92 108.65
QL3 66.17 111.56 25.39 100.06 84.67 119.95
RL3 66.05 111.44 24.73 99.90 84.53 119.64
Tableau 7.3. Performances comparées pour chaque scénario et algorithme
exprimé sous la forme de récompenses cumulées sur un total de 160 points.
Premièrement, nos modèles et nos hypothèses peuvent ne pas être réalistes. En
l’absence d’information publiée sur les interactions entre les loutres et les abalones,
nous avons supposé 3 formes d’interactions possibles et complémentaires. Il est pos-
sible que la vraie fonction d’interaction soit un mélange de ces 3 fonctions. La litté-
rature sur le sujet étant pauvre, une étude approfondie de la sensibilité des paramètres
d’interaction nous permettra de répondre à cette question. Nous procédons également
à l’amélioration du modèle de population des abalones. En effet les abalones du Nord
ont des caractéristiques de croissance différentes du modèle de population générale
présenté dans [BAR 06].
Une seconde possibilité qui pourrait expliquer pourquoi nous n’avons pas été en
mesure de montrer la co-existence des deux espèces à des niveaux pas à risque est
une définition non réaliste des niveaux d’alerte des abalones en présence des loutres.
Si cela est le cas, alors les équipes de rétablissement sont susceptibles d’investir des
ressources significatives afin d’atteindre un objectif non réalisable. Car, même avec
notre définition des niveaux d’alerte d’abalones optimistes (pas à risque 0.5 au lieu de
1), la co-existence des deux espèces à ces niveaux n’a pas été montrée.
Dans la littérature, Watson [WAT 00] argumente que le rétablissement des loutres
et de la pêche d’abalones sont mutuellement exclusives, corroborant ainsi nos conclu-
sions. Nous avons toutefois trouvé qu’il était possible d’obtenir des configurations
pas à risque pour les loutres et vulnérable pour les abalones en implémentant les
actions combinées de contrôle des loutres et de force anti-braconnage. Le rétablisse-
ment d’une pêche traditionnelle par les populations indigènes est une possibilité pour
le contrôle de la population de loutres.
Ce travail met en valeur l’intérêt des modèles et méthodes des MDP pour l’aide à la
décision de la conservation de deux espèces menacées en interaction. De nombreuses
perspectives sont envisagées et incluent une généralisation à une étude spatiale, l’in-
corporation de fonctions de coûts ainsi que l’enrichissement du choix des décisions
possibles.
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7.4. Conclusion
Dans ce chapitre nous avons illustré comment les modèles décisionnels de Markov
et leurs méthodes d’optimisation pouvaient s’appliquer dans le domaine de la conser-
vation de la biologie. De manière générale, nous identifions un besoin grandissant de
développement de nouvelles méthodes prennant en compte la spatialité des problèmes,
l’observabilité partielle et l’intérêt des approches multi-critères. De tels algorithmes
permettraient de résoudre des problèmes d’allocation de ressources et de protection
de la biodiversité comme présenté dans [WIL 06] qui cherche à identifier les lieux









Les MDP et les POMDP sont deux modèles mathématiques rigoureux qui ont été
utilisés avec succès dans la formalisation des processus décisionnels séquentiels sous
incertitude. Ils ont été utilisés pour le contrôle d’un agent évoluant dans des envi-
ronnements partiellement ou complètement observables et qui cherche à maximiser
sa performance en interaction avec cet environnement (et probablement avec d’autres
agents) en se fondant sur ses observations. Ce succès amène naturellement les cher-
cheurs à utiliser ce modèle mathématique dans des systèmes complexes composés de
plusieurs agents en interaction.
EXEMPLE.– Revenons à l’entretien de notre voiture (voir tome 1, section 1.1). On peut
supposer que plusieurs garagistes, qui ne se coordonnent pas toujours, seront sollici-
tés pour cet entretien. On peut même imaginer une situation futuriste où les garages
seront équipés d’une flotille de robots spécialisés : un pour les freins, l’autre pour
l’huile, un autre pour la rouille, etc. Ainsi, plusieurs agents peuvent décider d’agir sur
le même objet, parfois avec des informations communes, parfois avec des informations
parcellaires. Comment faire pour que ces agents coopèrent pour que l’action globale
résultant de chacune des actions individuelles soit optimale ? Plusieurs extensions des
MDP permettent d’apporter des réponses à ce problème.
Dans ce chapitre, nous présentons, comme pour les MDP, les POMDP mono-agent,
les divers formalismes d’extension des MDP et POMDP aux systèmes multi-agents. Ces
extensions sont diverses et se fondent sur différentes hypothèses qu’on peut classer
en : i) chaque agent a une connaissance complète de l’état du monde, ii) chaque agent
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a une connaissance partielle (en général propre) de l’état du monde, iii) les agents
peuvent communiquer, iv) les agents ne peuvent pas (ou partiellement) communiquer,
...
Ces différentes hypothèses ont donné lieu à différents formalismes que nous pas-
sons en revue pour les plus notables d’entre eux, comme MMDP, Dec-MDP, Dec-
POMDP, Dec-MDP-Com, MTDP, COM-MTDP, R-MTDP, E-MTDP, EMT, I-POMDP,
POSG, POIPSG, ND-POMDP, TI-Dec-MDP, OC-Dec-MDP, EOC-Dec-MDP. Ce cha-
pitre montrera aussi la difficulté de construire des solutions optimales avec ces forma-
lismes à cause de la très haute complexité et qui construit un obstacle à leur utilisation
dans des problèmes réels complexes. Ce chapitre discutera ce problème et montrera
que, lorsqu’on exploite une certaine structure du problème comme la localité des in-
teractions, la décomposabilité des récompenses et certaines formes d’indépendances
entre les agents, des algorithmes approchés sont possibles et, pour certains, convergent
vers des optima locaux et atteignent certaines formes d’équilibre.
8.2. Observabilité
L’observabilité d’un environnement caractérise l’ensemble des informations qui
sont accessibles à un agent. Les modèles utilisés afin de formaliser les problèmes de
décision multi-agent sous incertitude varient selon le degré d’observabilité des agents.
Nous commençons donc, dans cette section, par définir les différents types d’observa-
bilité. Nous montrerons dans la suite du chapitre que le degré d’observabilité influence
également la complexité de la prise de décision.
Comme cela a été indiqué au chapitre 3, nous parlerons d’observabilité partielle
quand toutes les informations nécessaires à la prise d’une décision par un agent ou
un groupe d’agents ne sont pas accessibles instantanément. Les agents seront alors
contraints de faire face à ce manque d’information et devront décider au mieux com-
ment agir en fonction des informations accessibles et des éventuelles connaissances
complémentaires dont ils disposent.
Dans le cadre multi-agents, suivant les informations auxquelles les agents ont ac-
cès, nous pouvons distinguer différents types d’observabilité. Nous distinguerons tout
d’abord l’observabilité de l’état du système et l’observabilité de l’état de l’agent. Le
terme « état global » désignera l’état du système multi-agents (agents + environne-
ment). L’état d’un agent sera défini selon son degré de délibération —la complexité
de ses raisonnements. Il pourra correspondre aux perceptions courantes de l’agent ou
bien à une représentation interne de ses connaissances.
L’état d’un agent peut être partiellement ou complètement observable. Dans le
premier cas, on parle d’état localement partiellement observable. L’agent n’a alors
pas accès à toutes les informations nécessaires pour savoir dans quel état il se trouve.
Dans le cas contraire, l’état est localement totalement observable : l’agent peut, à





















Figure 8.1. Différents types d’observations
En ce qui concerne l’état global du système, on distingue observabilité collective
et observabilité individuelle. L’observabilité collective résulte de l’agrégation des
observations de tous les agents. L’état global du système peut être collectivement
partiellement observable ou bien collectivement totalement observable. Dans le
cas de l’observabilité collective partielle, il n’est pas possible de déduire l’état du
système même si on a accès à toutes les observations de tous les agents. Certaines
propriétés de l’état global ne sont donc observées par aucun des agents. Dans le cas
contraire, on peut déduire l’état global du système à partir des observations locales et
l’état global est dit collectivement totalement observable.
Par ailleurs, l’état global du système est dit individuellement observable si chaque
agent connaît l’état global du système à partir de ses observations. Un état global in-
dividuellement observable est par conséquent collectivement totalement observable.
Dans le cadre mono-agent, l’observabilité individuelle de l’état du système différen-
cie les MDP des POMDP (cf. chapitre 3).
Enfin, lorsque les agents n’ont aucune observabilité, on parle de non-observabilité
(locale et collective).
Remarquons que l’observabilité ne concerne pas seulement l’état du système et
des autres agents mais également leur comportement. En effet, chaque agent peut,
dans certains cas, connaître les stratégies des autres agents. Ainsi, il est possible de
déduire comment s’adapter au mieux à leur comportement.
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8.3. Processus décisionnels de Markov multi-agents
Afin d’adapter le formalisme des MDP aux systèmes multi-agent coopératifs, Bou-
tilier [BOU 96a, BOU 99c, BOU 99a] a défini les processus décisionnels de Mar-
kov multi-agent ou MMDP (Multiagent Markov Decision Processes). Ces derniers
permettent de formaliser des problèmes de décision séquentielle dans des systèmes
multi-agents coopératifs. Ce formalisme est très proche de celui des jeux de Mar-
kov [SHA 53] présenté au chapitre 4. Cependant, les MMDP modélisent uniquement
des systèmes coopératifs. Il s’agit d’un jeu de Markov dans lequel la fonction de ré-
compense est partagée par tous les joueurs, alors que, dans le cadre général des jeux
de Markov, il y a une fonction de récompense propre à chaque agent.
8.3.1. Formalisme
Un MMDP est défini par un tuple 〈S,A, T ,R〉 tout comme les processus déci-
sionnels de Markov classiques. Cependant, une action élémentaire, appelée « action
jointe » est décrite par l’ensemble des actions individuelles des agents. En plus du
tuple 〈S,A, T ,R〉, on ajoute une variable α qui correspond au nombre d’agents du
système.
Définition 15 Processus décisionnels de Markov multi-agents
Un MMDP est défini par un tuple 〈n,S,A, T ,R〉 tel que :
– n est le nombre d’agents Agi du système, i ∈ {1, ..., n}.
– S correspond à l’ensemble des états s du système.
– A = A1 × · · · × An définit l’ensemble des actions jointes des agents, Ai est
l’ensemble des actions locales de l’agent Agi.
– T est une fonction de transition. Elle donne la probabilité T (s, a, s′) que le
système passe dans un état s′ quand les agents exécutent l’action jointe a ∈ A à
partir de l’état s.
– R définit la fonction de récompense. R(s, a, s′) est la récompense obtenue par
le système lorsqu’il passe d’un état s à un état s′ en exécutant l’action a.
Un MMDP peut être vu comme un MDP ayant un grand espace d’états et d’actions.
L’ensemble des agents est alors considéré comme un seul agent dont le but est de
calculer une politique optimale pour le MDP joint (cf. chapitre 1). Un MMDP peut éga-
lement être considéré comme un jeu stochastique à α joueurs dans lequel la fonction
de récompense est la même pour tous les joueurs. Le formalisme des MMDP corres-
pond donc à une généralisation des MDP au cas multi-agent et à une spécialisation des
jeux stochastiques à α joueurs.
Résoudre un MMDP consiste à calculer une politique jointe π = 〈π1, · · · , πn〉 où
πi correspond à la politique locale de l’agent Agi. Elle définit une fonction πi : S →
Ai qui fait correspondre à tout état du système une action ai de l’agentAgi. Une telle
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politique jointe peut être calculée par un algorithme classique comme l’algorithme
d’itération sur les valeurs (cf. chapitre 1).
La politique d’un MMDP est une politique centralisée. Il est nécessaire pour l’exé-
cuter que chaque agent ait accès à l’état global du système. Dans les systèmes multi-
agents cette hypothèse est rarement vérifiée. Afin d’exécuter la politique du MMDP,
il est alors nécessaire que le contrôle soit centralisé ou bien que les agents puissent
communiquer.
8.3.2. Contrôle centralisé
Les systèmes multi-agents à contrôle centralisé sont conçus de telle façon qu’un
contrôleur central est chargé de calculer la politique optimale jointe et de prendre les
décisions pour tous les agents. Dans de tels systèmes, la politique d’un MMDP peut être
facilement exécutée. L’entité centrale connaît l’état global du système et peut dicter à
chaque agent quelle action réaliser.
Un tel type de contrôle n’est généralement pas envisageable dans des applications
pratiques. En effet, les agents sont souvent répartis dans l’espace et aucun n’a assez
d’information pour jouer le rôle d’entité centrale.
8.3.3. Contrôle décentralisé
Appliquer la politique d’un MMDP de manière décentralisée est cependant pos-
sible si les agents peuvent communiquer à volonté et gratuitement, c’est-à-dire si la
communication n’est pas limitée par des contraintes physiques telles que la taille de
la bande passante et si elle n’a aucune influence sur l’utilité des agents. Ces derniers
peuvent alors échanger leurs informations sur leurs états afin de déterminer l’état glo-
bal du système. Il est malgré tout nécessaire que l’état du système soit collectivement
totalement observable. Sinon, les agents ne pourront pas déduire l’état du système
même s’ils ont échangé toutes leurs informations.
Dans les systèmes multi-agents où le contrôle est décentralisé, le calcul de la poli-
tique peut être réalisé de manière centralisée ou décentralisée. Dans le premier cas, un
contrôleur central est chargé de calculer la politique optimale jointe π = 〈π1, · · · , πn〉.
Les politiques locales πi constituant cette politique optimale jointe sont ensuite en-
voyées aux agents chargés de les exécuter.
Un autre modèle de conception, complètement décentralisé, peut être utilisé. Chaque
agent calcule alors de manière individuelle la politique optimale jointe. Si les agents
suivent le même raisonnement pour effectuer ce calcul, ils obtiendront tous la même
politique optimale. Cependant, s’il existe plusieurs politiques optimales, il est néces-
saire que les agents coordonnent le choix de la politique optimale à suivre, faute de
quoi des problèmes de coordination risquent de survenir [CLA 98]. En effet, si les
agents sélectionnent différentes politiques et font ainsi des choix non-coordonnés, le
comportement global peut ne pas être optimal.
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La coordination est définie par Malone [MAL 88] comme « l’ensemble des acti-
vités supplémentaires qu’il est nécessaire d’accomplir dans un environnement multi-
agents et qu’un seul agent poursuivant les même buts n’accomplirait pas ». Ces tâches
de coordination permettent d’améliorer le comportement des agents. Ainsi, les agents
peuvent faire face à des situations où leurs actions sont susceptibles d’interférer entre
elles. De même, la coordination permet de garantir une certaine qualité de résul-
tat même si un agent manque de compétences, de ressources ou d’information. Se-
lon Ferber [FER 95] ; « la coordination des actions, dans le cadre de la coopéra-
tion, peut donc être définie comme l’articulation des actions individuelles accomplies
par chacun des agents de manière à ce que l’ensemble aboutisse à un tout cohérent
et performant. (...) l’action du groupe est améliorée soit par une augmentation des
performances, soit par une diminution des conflits. La coordination des actions est
donc l’une des principales méthodes pour assurer la coopération entre agents auto-
nomes. ».
En décrivant les MMDP, Boutilier a proposé un premier formalisme intégrant sys-
tèmes multi-agents coopératifs et processus décisionnels de Markov. L’utilisation des
processus décisionnels de Markov multi-agents (MMDP) suppose l’existence d’un contrô-
leur central ayant une vue globale du système ou bien nécessite la possibilité de com-
muniquer à volonté et gratuitement. Cependant, dans de nombreux systèmes multi-
agents, chaque agent n’a qu’une vue locale de l’état global du système sur laquelle
il base ses décisions et la communication possède un coût. Les MMDP peuvent alors
difficilement être utilisés.
8.4. Contrôle décentralisé et processus décisionnels de Markov
Les processus décisionnels de Markov décentralisés partiellement observables (DEC-
POMDP) et les processus décisionnels de Markov décentralisés (DEC-MDP) constituent
des extensions des POMDP et des MDP pour des domaines où le contrôle est décentra-
lisé.
8.4.1. Les processus décisionnels de Markov décentralisés
Dans le cas d’une prise de décision décentralisée, l’état de chaque agent peut ne
pas être directement observable par l’agent. Celui-ci reçoit alors des observations qui
peuvent s’avérer insuffisantes afin de déduire précisément son état. On parle d’état
localement partiellement observable. L’agent doit alors fonder sa décision sur ses ob-
servations et non sur son état. De ce fait, les DEC-MDP et les DEC-POMDP définissent
un ensemble d’observations Ω constitué des observations locales Ωi des agents. Une
fonction d’observation O est également définie, qui permet d’obtenir la probabilité
qu’un agent Agi observe oi étant donnés un état de départ s, une action jointe a et un
état d’arrivée s′.
Définition 16 Un DEC-POMDP est défini par un tuple 〈S,A, T ,Ω,O,R〉 tel que :
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– S définit l’état global du système.
– A = 〈A1, · · · , An〉 est l’ensemble des actions jointes et Ai définit l’ensemble
des actions ai de l’agent Agi.
– T = S × A × S → R définit la fonction de transition. T (s, a, s′) correspond
à la probabilité que le système passe d’un état s à un état s′ lorsque l’action jointe a
est exécutée.
– Ω = Ω1 × Ω2 × · · · × Ωn est l’ensemble des observations des agents et Ωi est
l’ensemble des observations de l’agent Agi.
– O = S × A × S × Ω → R définit la fonction d’observation. O(s, a, s′, o =
〈o1, · · · , on〉) correspond à la probabilité que chaque agent Agi observe oi lorsque
les agents exécutent l’action jointe a à partir de l’état s et que le système arrive dans
l’état s′.
– R définit la fonction de récompense.R(〈s1, · · · , sn〉, 〈a1, · · · , an〉, 〈s′1, · · · , s′n〉)
est la récompense obtenue par le système lorsque les agents exécutent l’action jointe
〈a1, · · · , an〉 à partir de l’état 〈s1, · · · , sn〉 et arrivent dans l’état 〈s′1, · · · , s′n〉.
La fonction de transition ainsi que la fonction de récompense dépendent de l’ac-
tion jointe exécutée par tous les agents. Comme les POMDP, les DEC-POMDP sont
définis sur un horizon T correspondant au nombre d’étapes de décision. Celui-ci peut
être fini ou infini. A chaque exécution d’une action jointe, la fonction R détermine la
récompense octroyée au système. Le but est de trouver le comportement (politique)
de chaque agent tel que ces derniers maximisent globalement leur mesure de perfor-
mance. Notons qu’un DEC-POMDP à un seul agent est équivalent à un POMDP.
Si l’état du système est collectivement totalement observable —on peut le déduire
des observations locales des agents—, le DEC-POMDP devient un DEC-MDP. Cette
propriété peut se traduire plus formellement ainsi : si O(s, a, s′, o = 〈o1, · · · , on〉) >
0, alors P (s′|〈o1, · · · , on〉) = 1. Remarquons que cette propriété n’implique pas né-
cessairement que chaque agent observe totalement son état.
Dans le cas où les états des agents sont localement totalement observables, l’en-
semble des observations Ω et la fonction d’observation O peuvent être omis afin
d’éviter les redondances d’information. Le DEC-MDP est alors défini par l’ensemble
〈S,A, T ,R〉. Les relations entre DEC-POMDP, DEC-MDP, POMDP et MDP peuvent
être résumées par le diagramme de la figure 8.2. Dans le cadre du contrôle centralisé,
observabilité locale et observabilité collective sont équivalentes.
8.4.2. Multiagent Team Decision Problem
Pynadath et Tambe [PYN 02] ont décrit un formalisme similaire aux DEC-POMDP :
le Multiagent Team Decision Problem (MTDP). Tout comme les DEC-POMDP, les
MTDP permettent de formaliser des problèmes de contrôle décentralisé sous incer-
titude. Un MTDP reprend les mêmes composantes qu’un DEC-POMDP. Afin de repré-
senter plus facilement les problèmes de contrôle dans les systèmes multi-agents, un
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DEC−POMDP
MDPPOMDP DEC−MDP
Figure 8.2. Relations entre les différents types de processus décisionnels de
Markov
ensemble d’états de croyance est ajouté à la définition des DEC-POMDP. L’état de
croyance bti d’un agent Agi décrit son état mental à l’instant t. Il est ainsi possible de
différencier croyances et observations.
Définition 17 Un MTDP est défini par un tuple 〈S,A, T ,Bi,Ω,O,R〉 tel que :
– S définit l’état global du système.
– A = 〈A1, · · · , An〉 est l’ensemble des actions jointes et Ai définit l’ensemble
des actions ai de l’agent Agi.
– T = S × A × S → R définit la fonction de transition. T (s, a, s′) correspond
à la probabilité que le système passe d’un état s à un état s′ lorsque l’action jointe a
est exécutée.
– Bi désigne l’ensemble des états de croyance de l’agent Agi. Un agent Agi
construit son état de croyance bti à l’instant t à partir de ses observations jusqu’à
l’instant t.
– Ω = Ω1 ×Ω2 × · · · ×Ωn est l’ensemble des observations des agents tel que Ωi
est l’ensemble des observations de l’agent Agi.
– O = S × A × S × Ω → R définit la fonction d’observation. O(s, a, s′, o =
〈o1, · · · , on〉) correspond à la probabilité que chaque agent Agi observe oi lorsque
les agents exécutent l’action jointe a à partir de l’état s et que le système arrive dans
l’état s′.
– R définit la fonction de récompense.R(〈s1, · · · , sn〉, 〈a1, · · · , an〉, 〈s′1, · · · , s′n〉)
est la récompense obtenue par le système lorsque les agents exécutent l’action
〈a1, · · · , an〉 à partir de l’état 〈s1, · · · , sn〉 et arrivent dans l’état 〈s′1, · · · , s′n〉.
Seuken et Zilberstein [SEU 05] ont démontré que les modèles des DEC-POMDP et
des MTDP étaient équivalents lorsque chaque agent a accès à toutes les informations
qu’il a perçues par le passé. Intuitivement, les états de croyance d’un MTDP peuvent
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être définis par l’historique des observations. Il n’existe donc pas de perte d’informa-
tions entre ces deux modèles et les politiques locales des agents sont définies de façon
similaire.
Les relations entre les MTDP, DEC-POMDP, DEC-MDP, POMDP et MDP sont résu-
mées par le tableau 8.1.
Type de contrôle Centralisé Décentralisé
Etat global collectivement Oui Non Oui Non
totalement observable
Formalisme MDP POMDP DEC-MDP DEC-POMDP
MMDP MTDP
Tableau 8.1. Relations entre les DEC-POMDP, DEC-MDP, POMDP et MDP
8.4.2.1. Complexité
Résoudre de manière optimale un DEC-POMDP (un MTDP, ou un DEC-MDP) consiste
à trouver une politique optimale jointe π = 〈π1, · · · , πn〉 composée d’un ensemble
de politiques locales πi. Une politique optimale jointe est une politique qui maximise
l’utilité espérée du système. Elle fournit aux agents un comportement optimal, c’est-
à-dire que, à chaque étape de décision, chaque agent choisit l’action qui maximise le
gain espéré du système. Dans le cadre des DEC-POMDP, la politique locale d’un agent
Agi associe à chaque historique d’observations 〈oi,1, · · · oi,t〉 de l’agent une action ai.
En revanche, dans le cadre des MTDP, la politique locale d’un agentAgi correspond à
une fonction πi : Bi → Ai qui fait correspondre une action à chaque état de croyance
de l’agent Agi.
En raison du manque d’observabilité de l’état global du système, la résolution
optimale de problèmes de contrôle décentralisé est beaucoup plus difficile que dans
le cadre du contrôle centralisé. Les performances du système dépendent de son état
global et de l’action jointe exécutée. Cependant, lorsque l’état du système est collecti-
vement totalement ou partiellement observable, les agents n’ont pas accès individuel-
lement à l’état global du système et doivent baser leurs décisions sur leurs observa-
tions locales. Bien que la résolution optimale des POMDP soit un problème PSPACE-
complet1 [PAP 87], la résolution des DEC-POMDP est bien plus complexe. Bernstein et
al. [BER 02] ont démontré que résoudre de façon optimale un DEC-POMDP à 2 agents
ou plus est un problème NEXP2. Il en est de même pour les DEC-MDP : la résolu-
tion optimale d’un MDP est un problème P-complet alors que celle d’un DEC-MDP est
NEXP pour 3 agents ou plus.
1. Un problème PSPACE-complet peut être résolu par un algorithme déterministe et polynomial
en espace (par rapport à la taille de l’instance du problème).
2. Un problème de complexité NEXP est un problème pouvant être résolu par un algorithme
non-déterministe exponentiel. La vérification d’une solution prend donc un temps exponentiel.
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Si l’état du système est individuellement partiellement observable, c’est-à-dire si
chaque agent connaît l’état global du système, alors le problème peut se réduire à un
MDP dont la résolution est P-complète. Enfin, si l’état global du système n’est pas
observable, le problème se réduit à un MDP non observable (NOMDP) connu pour être
NP-complet. Le tableau 8.2 résume l’influence de l’observabilité de l’état global du
système sur la complexité du problème.
Observabilité Individuellement Collectivement Collectivement Non
de l’ état Observable Observable Partiellement Observable
du système Observable
Complexité P-complet NEXP-complet NEXP-complet NP-complet
Formalisme MMDP, DEC-MDP DEC-MDP DEC-POMDP
MTDP
Tableau 8.2. Observabilité et Complexité en temps
8.4.3. Gestion de la communication dans les DEC-POMDP
Dans certains systèmes multi-agents, il est possible que les agents communiquent
entre eux lors de l’exécution des tâches. Cette communication peut alors leur permettre
d’échanger des informations sur leurs observations, leur état, leurs actions, etc. Ainsi,
les agents augmentent leurs connaissances sur les autres agents et sur l’état global du
système, et peuvent se coordonner plus facilement.
Deux types de communication peuvent être identifiés : la communication directe
et la communication indirecte. La communication directe consiste à envoyer des mes-
sages directement aux autres agents. La communication indirecte est généralement
réalisée par modification de l’environnement ou par manipulation de connaissances
communes. Les agents peuvent laisser des traces dans l’environnement afin d’indiquer
aux agents quelle action a été exécutée, quel est leur état, etc. Lorsque les agents ont
tous accès à une base de données commune la communication peut s’effectuer par mo-
dification des connaissances stockées dans la base. La perception de l’environnement
constitue alors un mécanisme permettant de mettre en place un tel type de communi-
cation. Cependant, dans le cas de la communication indirecte, il n’est pas certain que
tous les agents observeront ces modifications. Par conséquent, l’information peut ne
pas être reçue.
Nous nous intéresserons par la suite à l’influence de la communication sur l’ob-
servabilité des agents. Nous ne traiterons alors que de la communication directe. En
effet, cette dernière constitue le seul type de communication qui permette d’atteindre
l’observabilité totale lorsqu’il n’existe pas de caractéristiques incontrôlables commu-
nément observables par tous les agents.
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Toute communication a généralement un coût dû aux ressources qu’elle consomme
(énergie, bande passante, ...) ou bien dû au risque de révéler des informations à d’éven-
tuels agents compétitifs. Lorsqu’un agent a la possibilité de communiquer, il doit te-
nir compte de l’utilité des informations apportées par la communication et du coût de
cette dernière. La décision de communiquer ou non résulte d’un compromis entre cette
utilité et ce coût. Nous désignerons par communication gratuite une communication
directe instantanée dont le coût est nul pour les agents.
Plusieurs formalismes se sont proposés d’étendre les DEC-POMDP afin de per-
mettre la modélisation de la communication entre les agents durant la phase d’exécu-
tion des tâches3. A chaque étape de décision, un agent peut décider de communiquer
ou non. Ensuite, il détermine quelle action réaliser. Comme le montre la figure 8.3,
chaque étape de décision est donc décomposée en deux phases : la phase de commu-
nication et la phase d’exécution d’une action standard. Le terme « action standard »









Décision de l’action standard
Fin de l’exécution de 
 l’action standard
Figure 8.3. Différentes phases d’une étape de décision
La politique πi de chaque agent est alors composée de deux politiques distinctes :
une politique de communication πΣi et une politique d’exécution des actions standards
πai .
Goldman et Zilberstein [GOL 03] ont décrit une extension des DEC-POMDP per-
mettant de modéliser la communication entre les agents. Les DEC-POMDP-COM (pro-
cessus décisionnels de Markov décentralisé partiellement observables avec communi-
cation) sont définis de la même manière que les DEC-POMDP. Deux nouvelles com-
posantes sont cependant ajoutées au formalisme : un langage de communication Σ et
une fonction de coût d’envoi des messages CΣ.
Définition 18 Un DEC-POMDP-COM est défini par un tuple
〈S,A, Σ, CΣ, T , Ω,O,R〉 tel que :
– S désigne l’état global du système.
3. La phase d’exécution des tâches est appelée phase « on-line ». Elle est opposée à la phase
« off-line » de calcul des politiques et ayant lieu avant l’exécution des tâches.
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– A = 〈A1, · · · , An〉 est l’ensemble des actions jointes et Ai définit l’ensemble
des actions ai de l’agent Agi.
– Σ désigne l’alphabet des messages. σi ∈ Σ correspond à un message de l’agent
Agi.
– CΣ associe à tout message un coût. Cette fonction est telle que CΣ : Σ→ R.
– T = S × A × S → R définit la fonction de transition. T (s, a, s′) correspond
à la probabilité que le système passe d’un état s à un état s′ lorsque l’action jointe a
est exécutée.
– Ω = Ω1 ×Ω2 × · · · ×Ωn est l’ensemble des observations des agents tel que Ωi
est l’ensemble des observations de l’agent Agi.
– O = S × A × S × Ω → R définit la fonction d’observation. O(s, a, s′, o =
〈o1, · · · , on〉) correspond à la probabilité que chaque agent Agi observe oi lorsque
les agents exécutent l’action jointe a à partir de l’état s et que le système arrive dans
l’état s′.
– R définit la fonction de récompense.R(〈s1, · · · , sn〉, 〈a1, · · · , an〉, 〈s′1, · · · , s′n〉)
est la récompense obtenue par le système lorsque les agents exécutent l’action
〈a1, · · · , an〉 à partir de l’état 〈s1, · · · , sn〉 et arrivent dans l’état 〈s′1, · · · , s′n〉.
Remarquons qu’il est également possible d’ajouter la communication au forma-
lisme des DEC-MDP comme l’ont fait Xuan et Lesser [XUA 01].
Pynadath et Tambe [PYN 02] ont également décrit une extension des MTDP per-
mettant la modélisation de la communication. Un COM-MTDP (Communicative Mul-
tiagent Team Decision Problem) est défini par un tuple 〈S,A,Σ, T ,Ω,O,B,R〉. La
fonction de récompense R est étendue afin de modéliser le coût des envois de mes-
sages.
Comme pour les DEC-POMDP et les MTDP, Seuken et Zilberstein [SEU 05] ont dé-
montré que les modèles des DEC-POMDP-COM et des COM-MTDP étaient équivalents
lorsque chaque agent a accès à toutes les informations qu’il a perçues par le passé. Par
ailleurs, il a été prouvé que les modèles des DEC-POMDP et des DEC-POMDP-COM
étaient équivalents. En effet, les échanges de messages peuvent être considérés comme
des actions appartenant à l’ensemble Ai des actions de chaque agent Agi (fusion
des ensembles d’actions de communication et des actions standards). En adaptant en
conséquence l’espace des états, la fonction de transition et la fonction de récompense,
il est alors possible de transformer tout DEC-POMDP-COM en un DEC-POMDP équi-
valent. Un DEC-POMDP étant, par définition, une classe particulière de DEC-POMDP-
COM, on en déduit l’équivalence entre ces deux modèles. A partir de ces différentes
équivalences, il peut être déduit que les modèles des DEC-POMDP, DEC-POMDP-COM,
MTDP et COM-MTDP sont équivalents lorsque chaque agent a accès à toutes les infor-
mations qu’il a perçues par le passé. Les complexités de ces différents problèmes sont
par conséquent identiques.
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Le coût de la communication et le degré d’observabilité du système influencent
toutefois la complexité de ces modèles (tableau 8.3). Lorsque la communication est
gratuite, il est possible pour chaque agent de communiquer toutes ses connaissances
à tous les autres agents. Si le système est collectivement totalement observable, la
communication permet de se ramener à un processus de décision décentralisée com-
plètement observable. Ce dernier peut être représenté par un MMDP [BOU 99a] dont la
résolution est P-complète [PAP 87]. Dans le cas où l’état n’est pas collectivement to-
talement observable, communiquer permet de ramener le problème à un POMDP dont
la résolution est PSPACE [PAP 87]. Si les agents n’ont aucune observabilité, alors le
problème correspond à un NOMDP (processus décisionnel de Markov non observable)
qui est NP-complet.
Lorsque la communication n’est pas gratuite, chaque agent doit trouver un com-
promis entre le coût de la communication et les bénéfices résultant des informations
qu’il aura obtenues ou transmises. Résoudre de manière optimale de tels problèmes
consiste à trouver une politique optimale jointe π = 〈π1, · · · , πn〉 où chaque politique
locale comprend deux composantes. Chaque agent doit donc construire une politique
πi = 〈πΣi , πai 〉 telle que πΣi et πai maximisent la récompense jointe.
Lorsque l’état du système est individuellement observable, les agents n’ont aucun
besoin de communiquer. Le problème peut se ramener, comme dans le cas de la com-
munication gratuite, à un MMDP. Dans le cas où l’état du système est non observable,
les agents sont « aveugles » et n’ont alors aucune information à communiquer. Le
problème se ramène à un NOMDP NP-complet.
Observabilité Individuellement Collectivement Collectivement Non
de l’ état Observable Observable Partiellement Observable
du système Observable
Communication P-complet P-complet PSPACE-complet NP-complet
gratuite
Communication P-complet NEXP-complet NEXP-complet NP-complet
avec un coût
Tableau 8.3. Observabilité et Complexité en temps
Le formalisme des COM-MTDP ne pose aucune hypothèse quant à l’observabilité
collective de l’état du système et au coût de la communication. Leur complexité varie
suivant l’observabilité du système.
8.5. Propriétés et classes particulières de DEC-POMDP
Nous avons vu que la résolution des DEC-POMDP est un problème difficile. Cepen-
dant, certaines propriétés, autres que le degré d’observabilité, permettent de diminuer
la complexité du problème.
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8.5.1. Transitions, observations et buts
Parmi ces propriétés, on peut citer l’indépendance des transitions, l’indépendance
des observations et l’existence d’un but commun à tous les agents. Dans cette section,
nous allons définir ces propriétés et étudier leur influence sur la complexité des DEC-
POMDP et DEC-MDP. Ces résultats sont également applicables aux MTDP.
8.5.1.1. Transition et Observation Indépendantes
L’indépendance des transitions permet d’identifier des problèmes où les actions
des agents sont indépendantes les unes des autres.
Définition 19 Un DEC-POMDP est dit à transitions indépendantes si la fonction de






Pour un DEC-POMDP à deux agents, la propriété d’indépendance des transitions se
traduit par la formule suivante :
∀s1, s′1 ∈ S1,∀s2, s′2 ∈ S2,∀a1 ∈ A1,∀a2 ∈ A2,
P r(s′1|(s1, s2), a1, a2, s′2) = Pr(s′1|s1, a1) et
Pr(s′2|(s1, s2), a2, a1, s′1) = Pr(s′2|s2, a2).
Lorsqu’un DEC-POMDP est à transitions indépendantes, la probabilité qu’un agent
Agi passe d’un état si à un état s′i ne dépend que de l’action ai qu’il a exécutée. Les
actions des autres agents n’ont pas d’influence sur la transition de l’agent Agi.
L’indépendance des observations caractérise les problèmes où les observations de
chaque agent sont indépendantes des actions des autres agents.
Définition 20 Un DEC-POMDP est dit à observations indépendantes si la probabilité
d’observationO peut être décomposée en n probabilités d’observationsOi telles que :
Oi = Pr(oi|〈s1, · · · , sn〉, 〈a1, · · · , an〉, 〈s′1, · · · , s′n〉, 〈o1, · · · , oi−1, oi+1, · · · , on〉)
Pour un DEC-POMDP à deux agents, la propriété d’indépendance des observations
se traduit par la formule suivante :
∀o1 ∈ Ω1,∀o2 ∈ Ω2,∀s = (s1, s2), s′ = (s′1, s′2) ∈ S,∀a1 ∈ A1,∀a∈A2,
P r(o1|(s1, s2), a1, a2, (s′1, s′2), o2) = Pr(o1|s1, a1, s′1) et
Pr(o2|(s1, s2), a1, a2, (s′1, s′2), o1) = Pr(o2|s2, a2, s′2) et
O(o1, o2|(s1, s2), a1, a2, (s′1, s′2)) =
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Pr(o1|(s1, s2), a1, a2, (s′1, s′2), o2)× Pr(o2|(s1, s2), a1, a2, (s′1, s′2), o1)
Un DEC-POMDP à transitions et observations indépendantes modélise un problème
où l’influence des actions d’un agent sur les autres est restreinte. En effet, seule la
fonction de récompense dépend de l’action jointe exécutée. La conjugaison de ces
deux propriétés permet, dans certains cas, de diminuer la complexité.
Lors de la résolution des problèmes de décision décentralisée, les agents doivent
faire face au manque d’observabilité de l’état global du système. Afin de calculer une
politique globale optimale, chaque agent doit garder en mémoire toute la séquence
de ses observations puisque chaque décision dépend de cette séquence. La taille de
la politique de l’agent est donc exponentielle en |Ωi|T où |Ωi| désigne la taille de
l’ensemble des observations de l’agent Agi et T est l’horizon du problème. L’éva-
luation de la politique est par conséquent de complexité exponentielle. De plus, il
existe |Ai||Ωi|
T
politiques devant être évaluées pour chaque agent, d’où une com-
plexité NEXP.
Goldman et Zilberstein [GOL 04] ont montré que la résolution d’un DEC-MDP à
transitions et observations indépendantes nécessite que l’agent ne garde en mémoire
que sa dernière observation. Ainsi, la taille des politiques locales des agents diminue.
La politique d’un agentAgi a alors une taille polynomiale en |Si|T où |Si| correspond
à la taille de l’espace d’états de l’agentAgi. L’évaluation d’une telle politique peut être
réalisée en temps polynomial. Cependant, il existe un nombre exponentiel |Ai||Si|T
de politiques. Afin de calculer la politique optimale, il est nécessaire d’évaluer tout
l’espace des politiques, c’est pourquoi l’algorithme est NP-complet.
En ce qui concerne les DEC-POMDP, les propriétés d’indépendance des transitions
et des observations n’entraînent pas de diminution de la complexité. En effet, chaque
agent doit, dans tous les cas, mémoriser toute la séquence de ses observations et la
taille des politiques locales reste inchangée.
8.5.1.2. Agents orientés vers un but
Un processus orienté vers un but est un processus dans lequel les agents cherchent
à atteindre des états globaux spécifiques correspondant à des états où le système a
atteint son but. Par exemple, des agents devant transférer des objets d’un point A à un
point B auront atteint un état but quand tous les objets seront au point B.
Définition 21 Un DEC-POMDP est dit orienté par des buts si les conditions suivantes
sont remplies :
1) Il existe un sous-ensemble non vide G de l’ensemble des états S représentant les
états but du système. Au moins un état g ∈ G est accessible par une politique jointe.
2) Le problème a un horizon fini T .
3) Toute action ai d’un agent Agi a un coût C(ai) < 0.
4) La fonction de récompense est telle que R(s, 〈a1, · · · , an〉, s′) =
∑n
i=1 C(ai).
250 PDM en IA
5) Si à l’instant T , le système a atteint un état but s ∈ G alors une récompense
supplémentaire positive est attribuée au système pour avoir atteint un état but.
Un tel DEC-POMDP est communément noté GO-DEC-POMDP.
Définition 22 Un GO-DEC-POMDP est dit à coût uniforme si toutes les actions ont le
même coût.
La résolution de DEC-MDP à transitions et observations indépendantes, ayant un
seul but et à coût uniforme, est un problème P-complet [GOL 04]. Chaque agent doit,
dans ce type de problème, suivre une politique qui minimise les coûts. En raison de
l’hypothèse d’uniformité des coûts, ceci revient à calculer la politique de plus court
chemin, par un algorithme de programmation dynamique P-complet.
En revanche, la résolution d’un DEC-MDP ou d’un DEC-POMDP orienté par un but,
à transitions et observations non indépendantes reste un problème NEXP [GOL 04].
8.5.2. DEC-MDP dirigés par les événements
Becker et al. [BEC 04a] ont identifié une autre classe de DEC-MDP dont la com-
plexité est moins importante que celles des DEC-MDP classiques : les DEC-MDP di-
rigés par les événements ou Event Driven Decentralized Markov Decision Processes
(ED-DEC-MDP).
Les DEC-MDP décrivent des problèmes dans lesquels les interactions entre les
agents correspondent à des dépendances entre leurs actions. Ces dernières se tra-
duisent par des contraintes entre les agents, comme par exemple des contraintes tem-
porelles ou bien des contraintes d’ordre entre les actions. Cette classe de DEC-MDP
permet de représenter des contraintes sur l’exécution des tâches qui sont souvent ren-
contrées en pratique et non modélisées dans le formalisme classique des processus dé-
cisionnels de Markov décentralisés. Il est ainsi possible de formaliser des problèmes
dans lesquels le résultat de l’action d’un agent dépend de l’exécution d’autres actions
effectuées par d’autres agents.
Différents types de relations peuvent ainsi être modélisées. Parmi elles, on trouve
les relations de précédence : un agent Agi ne peut exécuter la tâche ti que si l’agent
Agj a fini d’exécuter la tâche tj . De même, il est possible de représenter des dépen-
dances de qualité : si l’agentAgj a terminé la tâche tj lorsque la tâche ti est exécutée,
alors la qualité d’exécution de ti sera meilleure. Afin de représenter ces dépendances,
le formalisme des ED-DEC-MDP se base sur le langage TAEMS [DEC 93] de descrip-
tion des tâches.
Les DEC-MDP supposent que les états locaux des agents sont localement totale-
ment observables. Enfin, la fonction de récompense R d’un ED-DEC-MDP est à ré-
compenses indépendantes, c’est-à-dire qu’elle peut être décomposée en une somme
de fonctions de récompense locales telles que :
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La résolution d’un ED-DEC-MDP est un problème NP-complet. En effet, un ED-
DEC-MDP a une complexité exponentielle en le nombre d’états et doublement expo-
nentielle en nombre de dépendances. Les DEC-MDP étant localement totalement ob-
servables, une politique fait correspondre une action à chaque état (et non à chaque ob-
servation). La taille d’une telle politique est alors exponentielle en le nombre d’états.
Le nombre d’états étant exponentiel en le nombre de dépendances, le nombre de poli-
tiques est doublement exponentiel en le nombre de dépendances.
Orienté





















Figure 8.4. Complexité des problèmes des classes de DEC-MDP et
DEC-POMDP
Les propriétés que nous venons de décrire permettent d’identifier des sous-classes
de DEC-MDP de complexité moins importante. Ces résultats sont résumés par la fi-
gure 8.4. La solution optimale à ces problèmes peut alors être obtenue plus facilement.
8.5.3. Modélisation de DEC-MDP avec contraintes
Bien que les DEC-MDP permettent la modélisation de problèmes décisionnels multi-
agents, leur utilisation pour la résolution de problèmes concrets, par exemple pour la
planification de tâches dans des colonies de robots autonomes, peut s’avérer difficile.
En effet, les DEC-MDP ne permettent pas la prise en compte de certaines données du
problème comme les contraintes sur l’exécution des tâches. De plus, la complexité de
leur résolution est telle qu’il est extrêmement difficile de calculer une solution opti-
male ou une solution approchée pour des problèmes de plus d’une dizaine de tâches et
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d’agents. Afin de pallier ces difficultés, Beynier et al. [BEY 04] ont cherché à amélio-
rer la modélisation du temps et des actions dans les DEC-MDP avec le modèle OC-DEC-
MDP. A partir de cette formalisation du problème, Beynier et al. [BEY 05, BEY 06]
ont ensuite cherché à développer des algorithmes de résolution approchée efficaces
qui puissent être utilisés pour résoudre des problèmes de taille importante.
8.5.3.1. Problèmes envisagés
Les problèmes considérés dans ce travail sont constitués d’un ensemble d’agents
devant réaliser un ensemble de tâches tout en respectant différents types de contraintes.
Définition 23 Mission
Une mission est définie par un couple 〈Ag, T 〉 tel que :
– Ag = {Ag1, · · · ,Agn} définit l’ensemble des n agents Agi ∈ Ag.
– T = {t1, · · · , tp} est l’ensemble des tâches devant être exécutées par les agents.
A partir de l’étude d’applications en robotique collective, Beynier et al. ont iden-
tifié différentes contraintes devant être respectées lors de l’exécution d’une mission.
Les contraintes suivantes ont plus particulièrement été recensées :
– des contraintes temporelles,
– des contraintes de précédence,
– des contraintes de ressources,
– une communication limitée voire impossible,
– des capacités de calcul restreintes.
Les deux derniers types de contraintes répertoriés influencent plus particulièrement
le processus délibératif des agents. Ils imposent que les agents prennent des décisions
en limitant les calculs et les communications. Les trois premiers types de contraintes
portent sur l’exécution des tâches. Pour chaque tâche, ils définissent des conditions
au succès de son exécution. Les contraintes temporelles définissent, pour chaque
tâche, une fenêtre temporelle durant laquelle l’exécution de la tâche doit avoir lieu. Les
contraintes de précédence traduisent des contraintes d’ordre entre les tâches. Elles
permettent la formalisation de pré-conditions telles que « la tâcheA doit être terminée
pour que la tâche B puisse commencer ». Enfin les contraintes de ressources posent
les conditions sur les ressources nécessaires à l’exécution d’une tâche.
Le problème de décision auquel chaque agent doit alors faire face consiste à dé-
cider quelle tâche exécuter et quand, de façon à maximiser l’espérance de gain du
système.
8.5.3.2. Le modèle OC-DEC-MDP
Beynier et al. se sont penchés sur la mise en place d’un modèle basé sur les proces-
sus décisionnels de Markov décentralisés (DEC-MDP), qui permette la formalisation
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des contraintes et autorise une modélisation plus riche du temps et des actions. L’ap-
proche élaborée, nommée OC-DEC-MDP (processus décisionnel de Markov décentra-
lisés avec coût occasionné), permet de représenter les contraintes temporelles, de res-
sources et de précédence entre les tâches. Afin de limiter la taille du DEC-MDP obtenu
et d’être en mesure de gérer des problèmes réels de taille importante, le problème de
décision multi-agent est décomposé en un ensemble de problèmes plus simples. Le
problème initial est ainsi représenté par un ensemble de MDP locaux, où chaque MDP
définit le problème décisionnel d’un agent.
Définition 24 Un OC-DEC-MDP pour n agents est constitué d’un ensemble de n MDP
locaux, un pour chaque agent. Le MDP local d’un agent Agi est défini par un tuple
〈Si,Ai, Ti,Ri〉 tel que :
– Si est l’ensemble fini des états de l’agent Agi.
– Ai est l’ensemble fini des actions de l’agent Agi.
– Ti définit la fonction de transition de l’agent Agi.
– Ri : Ti → R décrit la fonction de récompense de l’agent. Ri(ti) est la ré-
compense obtenue par l’agent lorsque la tâche ti a été exécutée en respectant les
contraintes.
Chaque composante des MDP locaux est définie de manière à tenir compte des
différentes contraintes du problème. Ainsi, l’espace d’états est composé de trois types
d’états :
– les états de succès dans lesquels un agent arrive lorsqu’il a exécuté une tâche
avec succès ;
– les états d’échec partiel correspondant à des situations où les contraintes de
précédence entre les tâches n’ont pas été respectées ;
– les états d’échec total correspondant à des situations où les contraintes tempo-
relles ou les contraintes de ressources ne sont pas respectées.
De la même façon, la fonction de transition rend compte de trois grands types de
transitions : succès, échec partiel et échec total.
Il a été démontré que la complexité en temps d’un OC-DEC-MDP est exponen-
tielle en le nombre d’états. Les contraintes du problème influencent la taille de l’es-
pace d’états et donc la taille et le nombre de politiques. En effet, elles restreignent le
nombre d’états et d’actions possibles pour chaque agent. Cependant, ces contraintes
n’affectent en rien la complexité au pire cas du problème, le nombre de politiques pos-
sibles demeure exponentiel en le nombre d’états. Les contraintes ne réduisent donc pas
la classe de complexité du problème.
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8.6. La résolution des DEC-POMDP
Dans la suite de ce chapitre, nous allons nous intéresser plus particulièrement à
la résolution des problèmes formalisés sous forme de DEC-POMDP. Cette section pré-
sente différents algorithmes permettant de résoudre des DEC-POMDP généraux ou se
focalisant sur la résolution de certaines classes de DEC-POMDP.
Résoudre un DEC-POMDP revient à trouver un ensemble de politiques, une par
agent, dont l’exécution parallèle et synchrone maximise le critère de performance
choisi. La fonction de récompense R du DEC-POMDP est propre au système ; il n’y
a pas de récompense individuelle pour chaque agent. Les DEC-POMDP formalisent
donc des problèmes de décision pour des systèmes multi-agents purement coopéra-
tifs. Les critères de performance s’apparentent à ceux du POMDP mono-agent. Nous
allons nous concentrer ici sur le critère fini et le critère γ-pondéré.
Nous allons présenter dans ce qui suit trois types d’algorithmes : des algorithmes
optimaux pour les DEC-POMDP à horizon fini, des algorithmes approximatifs pour les
DEC-POMDP à horizon fini, et des algorithmes approximatifs pour les DEC-POMDP à
horizon infini.
8.6.1. Algorithmes de résolution optimaux
Une politique pour un POMDP à horizon fini peut toujours être représentée sous
forme d’un arbre de décision [KAE 98] que l’on notera q (cf. chapitre 3). L’action
associée à la racine de l’arbre est dénotée α(q) et le sous-arbre associé à une obser-
vation o est dénoté q(o). λ(q, i) dénote la iime feuille de l’arbre q. Dans le cas du
contrôle décentralisé, une politique optimale pour le système consiste en un ensemble
de politiques locales. Si l’on note qTi un arbre de profondeur T , le but de la planifica-
tion pour DEC-POMDP est de calculer une politique jointe qT = 〈qT1 , qT2 , . . . , qTn 〉 de





R(st, 〈a1, a2, . . . , an〉t, st+1)
)
(8.1)
La valeur d’une politique jointe qT pour un état initial s peut être déterminée par
programmation dynamique avec
V (s, qT ) =
∑
o∈Ω




P (s′|s, qT ,o)V (s′, qT (o))
]
, (8.2)
où o = 〈o1, . . . , on〉 dénote une observation jointe et qT (o) la sous-politique jointe à
horizon (T − 1) des agents après observation de o.
Nous précisons qu’une recherche exhaustive dans l’ensemble des politiques pos-








politiques. Deux approches de planification ont été proposées récemment pour effec-
tuer ce calcul de manière plus efficace. Nous allons les présenter dans les sections
suivantes.
8.6.1.1. Résolution par programmation dynamique
L’algorithme de programmation dynamique présenté par Hansen et al. [HAN 04]
a été le premier algorithme non-trivial permettant de résoudre de manière générale
les DEC-POMDP à horizon fini. Il est basé sur la génération exhaustive de politiques
possibles, puis l’élagage itératif de politiques dominées.
Nous allons introduire maintenant l’extension de la notion d’état estimé (cf. cha-
pitre 3) au cas multi-agent décentralisé, c’est-à-dire l’information probabiliste dont
dispose un agent Agi au moment t de l’exécution. Elle peut être vue comme la com-
position d’une estimation de l’état sous-jacent st, mais aussi du comportement futur
des autres agents. Si on note Qti l’ensemble de politiques à horizon t possibles pour
l’agent Agi, et Qt−i = 〈Qt1, · · · , Qti−1, Qti+1, · · · , Qtn〉 les ensembles des politiques
possibles pour les agents Agj , j 6= i, alors l’état estimé multi-agent est une distribu-
tion de probabilité sur S et sur Qt−i.
Définition 25 (Etat estimé multi-agent) On appelle état estimé multi-agent bi une
distribution de probabilité sur la configuration possible du système, à savoir l’état réel
sous-jacent et les politiques futures des autres agent participants : bi ∈ ∆(S ×Q−i).
A la différence de l’état estimé d’un POMDP, la dimension de l’état estimé multi-agent
dépend du nombre de politiques possibles pour chaque agent, et donc au pire cas de
toutes les politiques envisageables. On peut noter que, pour le cas spécial d’un DEC-
POMDP à un seul agent, cette notion d’état estimé se réduit à la définition rencontrée
dans le cas POMDP (3).
L’état estimé multi-agent synthétise la vision partielle et subjective que possède
un agent Agi sur le système. Il permet de définir une fonction de valeur Vi propre à
cet agent. Si on note q−i une politique jointe pour tous les agents sauf l’agent Agi,
〈q−i, qi〉 est une politique jointe complète et la valeur de la politique qi pour l’état






bi(s, q−i)V (s, 〈q−i, qi〉). (8.4)
Il est important de préciser qu’une politique locale ne peut pas être évaluée seule
dans un cadre multi-agent, qu’il soit coopératif ou non. La valeur d’une politique
dépend en effet toujours du comportement futur du système entier, donc du choix des
politiques de tous les agents participants. En ce sens, le contrôle stochastique multi-
agent se formalise dans le cadre des jeux de Markov. L’importance de la prise en
compte du comportement futur des autres agents est mis en évidence par la notion de
réponse optimale.
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Définition 26 (Politique de réponse optimale) On appelle Bi(bi) la politique de ré-
ponse optimale de l’agent Agi pour l’état estimé multi-agent bi :
Bi(bi) = arg max
qi∈Qi
Vi(bi, qi).
Il s’agit donc du meilleur comportement de l’agent Agi pour compléter le groupe,
sous condition que tout agent Agj , j 6= i a déjà préalablement choisi sa politique in-
dividuelle. Or, le choix de la politique de réponse optimale d’un agent Agj nécessite
que la politique de l’agent Agi lui-même soit déjà déterminée. Déterminer la poli-
tique optimale jointe par n calculs de réponses optimales individuelles n’est donc
pas envisageable. L’approche de programmation dynamique consiste à faire l’inverse,
c’est-à-dire à identifier les politiques qui ne constituent jamais une réponse optimale.
Pour cela, nous allons étendre au cas multi-agent le concept de politique utile, intro-
duit dans le cas des POMDP (cf. chapitre 3). Une politique est utile pour l’agentAgi si
elle représente une réponse optimale pour au moins un état estimé. Une politique qui
n’est utile sous aucune configuration est appelée politique dominée.
Définition 27 (Politique dominée) On appelle politique dominée une politique qi ∈
Qi qui est sous-optimale sur l’ensemble de l’espace des états estimés, ce qui veut dire
que, pour chaque état estimé bi possible, il existe au moins une autre politique q̃i qui
est au moins aussi performante :
(∀bi)(∃q̃i ∈ Qi\{qi}) tel que Vi(bi, q̃i) ≥ Vi(bi, qi)
Une politique qui n’est pas entièrement dominée est appelée politique utile.
Au lieu de déterminer les politiques de réponse optimale pour chaque agent, l’ap-
proche de programmation dynamique de Hansen et al. vise à identifier et ensuite à
élaguer toutes les politiques dominées. Identifier une politique dominée revient à ré-
soudre un programme linéaire simple :
maximiser ǫ





bi(s, q−i) = 1
bi(s, q−i) ≥ 0 (∀s ∈ S)(∀q−i ∈ Q−i).
Si le résultat est inférieur ou égal à zéro (ǫ ≤ 0), alors la politique qi est entièrement
dominée et peut être supprimée.
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Algorithme 8.1 : ProgDynPourDEC-POMDP
Entrées : Un DEC-POMDP 〈S,A, T ,Ω,O,R〉 et un horizon T
pour tout agent Agi : faire
Initialiser Q0i ← ∅
pour t = 1 à t = T faire
pour tout agent Agi : faire
Qti ← GénérationExhaustive(Qt−1i )
tant que toutes les politiques entièrement dominées n’ont pas été élaguées
faire
Trouver un agent Agi et une politique qi ∈ Qti avec
∀bi, ∃q̃i ∈ Qti\{qi} tel que Vi(bi, q̃i) ≥ Vi(bi, qi)
Qti ← Qti \ {qi}
Sorties : Un ensemble de politiques utiles pour chaque agent
L’algorithme de programmation dynamique multi-agent consiste en une alternance
de deux opérateurs : la génération exhaustive des politiques possibles et l’élagage de
politiques dominées. Ce processus est répété pour chaque horizon, en commençant par
les politiques à horizon 1. L’algorithme 8.1 résume cette approche par programmation
dynamique. Le choix d’une politique jointe optimale pour un état initial s0 se fait alors
par simple maximisation :






Algorithme 8.2 : GénérationExhaustive
Entrées : Un ensemble de politiques Qti à horizon t
k = |Ωi|
pour toute action ai ∈ Ai faire
pour p = 1 à |Qti|
k faire
En dénotant 〈qo1i , . . . , qoki 〉p la p-ième sélection de k politiques parmi
Qti, créer une nouvelle politique q
t+1
i avec :
pour j = 1 à k faire
qt+1i (oj) := q
oj
i
α(qt+1i ) := ai
Qt+1i ← Qt+1i
⋃ {qt+1i }
Sorties : Un ensemble de politiques Qt+1i à horizon (t+ 1)
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Figure 8.5. Une partie de l’arbre de recherche A* multi-agent. La figure montre une politique
jointe à horizon 2 avec un de ses fils développé, une politique jointe à horizon 3.
8.6.1.2. Résolution par recherche heuristique
Une autre approche de résolution a été proposée par Szer et al. [SZE 05]. Il s’agit
de l’extension multi-agent de l’algorithme de recherche heuristique A*, appelée MAA*
(A* multi-agent). Tandis que l’approche par programmation dynamique procède de
bas en haut, en élaguant pour chaque horizon les politiques dominées, l’algorithme
MAA* fonctionne dans le sens inverse et se sert d’une fonction heuristique pour ex-
clure des politiques dominées.
La recherche se fait de manière incrémentale : les feuilles de l’arbre de recherche
contiennent des solutions partielles au problème et, à chaque itération, la meilleure
solution apparente est choisie pour être développée d’une étape supplémentaire. Une
feuille de l’arbre contient une politique jointe à horizon t < T . Développer une po-
litique jointe qt à horizon t signifie construire tous les fils de qt, c’est-à-dire toutes
les politiques jointes qt+1 à horizon t + 1 qui coïncident avec qt pour les t premiers
niveaux. Une partie d’un tel arbre de recherche apparaît sur la figure 8.5. La base de
tout algorithme de recherche heuristique est ensuite la décomposition de la fonction
d’évaluation en une partie exacte pour une solution partiellement construite, et une
estimation heuristique pour la partie restante. Dans le cas présent, il s’agit d’évaluer
des politiques jointes qt pour un certain horizon t, et de trouver une heuristique HT−t
pour estimer le comportement potentiel du système après l’exécution de qt. Ce com-
portement futur est appelé le complément d’une politique jointe, et il est noté ∆T−t.
Il s’agit d’un ensemble de politiques de profondeur (T − t) qui peuvent être attachés
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aux feuilles de qt, tel que 〈qt,∆T−t〉 constitue une politique jointe complète de pro-
fondeur T . La différence entre les deux évaluations V (s0, qt) et V (s0, 〈qt,∆T−t〉)
détermine la valeur du complément ∆T−t :
V (∆T−t|s0, qt) := V (s0, 〈qt,∆T−t〉)− V (s0, qt). (8.6)
D’une manière équivalente, la valeur de toute politique jointe peut être décomposée
en la valeur d’une racine et la valeur du complément :
V (s0, 〈qt,∆T−t〉) = V (s0, qt) + V (∆T−t|s0, qt). (8.7)
Pour une politique jointe qt partiellement construite, une borne supérieure sur son





t) = V (s0, q
t) + max
∆T−t
V (∆T−t|s0, qt). (8.8)
Calculer cette valeur explicitement revient à une recherche exhaustive dans l’espace
des politiques. La fonction heuristique HT−t a pour but de surestimer efficacement la
valeur du meilleur complément.
Définition 28 (Fonction heuristique multi-agent) La fonction d’évaluation heuris-





V (∆T−t|s0, qt). (8.9)
Une heuristique vérifiant cette propriété est dite admissible.
Pour toute heuristique admissible H , la fonction d’évaluation de l’algorithme A*




t) = V (s0, q
t) +HT−t(s0, q
t) ≥ V ∗T (s0, qt). (8.10)
La partie essentielle de l’algorithme de recherche s’avère la définition d’une telle fonc-
tion heuristique, c’est-à-dire une borne supérieure à la valeur d’un DEC-POMDP par-
tiel. Il a été constaté par [LIT 95b] et puis par [HAU 00] que la fonction de valeur
d’un POMDP peut être facilement surestimée à l’aide du MDP sous-jacent. La fonction
de valeur d’un POMDP est définie pour l’espace des états estimés (cf. chapitre 3). La





Une propriété semblable peut être établie dans le cas décentralisé. Si P (s|s0, q) dénote
la probabilité que l’état du système soit s après l’exécution de la politique jointe q en
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s0, alors une deuxième heuristique h peut être utilisée pour surestimer la valeur du
DEC-POMDP optimal :
ht(s) ≥ V ∗t(s). (8.12)






P (s|s0, qt)hT−t(s). (8.13)
Intuitivement, toute heuristique H est admissible, puisqu’elle simule le fait que le
vrai état du système est révélé aux agents après l’exécution de la politique jointe qt.
Ceci constitue une information supplémentaire que les agents n’ont pas au moment de
l’exécution. L’avantage de la fonction H réside dans le fait qu’elle permet d’approxi-
mer une infinité de distributions alors que h ne doit être évaluée que pour les |S| états
du système.
Lemme 1 Si h est admissible, toute fonction heuristique H est admissible.
PREUVE.– Pour prouver ce lemme, nous avons besoin de détailler ce qui se passe
effectivement après l’exécution de la politique jointe qt : chaque agent Agi a exé-
cuté son arbre de politique qi jusqu’à une feuille suite à la séquence d’observations
θi = (o
1
i , . . . , o
t
i). Le complément potentiel ∆
T−t(θi) contient alors un arbre de pro-
fondeur (T−t) que l’agentAgi doit exécuter pendant les (T−t) pas de temps restants.
De la même manière, le vecteur θ = 〈θ1, . . . , θn〉 représente les séquences d’obser-
vations individuelles pour tous les agents, et on peut noter ∆T−t(θ) l’ensemble des
compléments à horizon (T − t) pour l’équipe d’agents toute entière. Sa valeur dépend
évidemment de la distribution sous-jacente des états, correspondant aux séquences
d’observations θ. On peut donc écrire pour la valeur de tout complément de politique :
V (∆T−t|s0, qt) =
∑
θ∈Θt
































P (s|s0, qt)hT−t(s) = HT−t(s0, qt). 
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L’intérêt principal de l’heuristique H réside dans la simplicité de son évaluation.
D’abord, la valeur de l’heuristique ht(s) peut être réutilisée dans le calcul de H dans
(8.13) pour chaque nœud de l’arbre de recherche qui se trouve à la même profondeur
t. Ceci réduit le nombre d’évaluations de |Ωtn | à |S|. Ensuite, le calcul de h lui-même
peut apporter des bénéfices. Il existe plusieurs façons de déterminer une fonction h
admissible, que nous allons lister dans les sections ci-après.
8.6.1.2.1. L’heuristique MDP
Une première approche consiste en l’utilisation du MDP sous-jacent —mono-agent
et complètement observable. Cette méthode a déjà été employée par [WAS 96] puis
par [GEF 98] pour résoudre des POMDP par recherche heuristique. Le MDP sous-jacent
est caractérisé par une d’observation complète, c’est-à-dire que le véritable état du
système est dévoilé à chaque moment, ainsi que par le choix centralisé d’une action
jointe a = 〈a1, . . . , an〉. Ceci implique que le contrôle du MDP peut être plus efficace
que celui du DEC-POMDP et que sa fonction de valeur constitue par conséquent une
borne supérieure pour celle du DEC-POMDP correspondant :
hT−t(s) := V T−tmdp (s). (8.14)
Résoudre un MDP peut se faire par des méthodes de recherche ou par programmation
dynamique, avec une complexité polynomiale dans le pire cas (cf. chapitre 1).
8.6.1.2.2. L’heuristique POMDP
Une heuristique plus proche de la vraie valeur du DEC-POMDP fait appel au POMDP
centralisé correspondant, c’est-à-dire à un processus sous-jacent qui simule un agent
capable de connaître à chaque moment les observations de tous les agents :
hT−t(s) := V T−tpomdp(s). (8.15)
Une telle heuristique reste admissible, puisqu’elle permet de considérer des observa-
tions et des actions jointes, donc de coordonner les agents de la meilleure façon, ce
qui n’est justement plus possible dans le cas de l’exécution décentralisée. Résoudre
un POMDP est en général PSPACE-complet. Par conséquent, l’heuristique POMDP est
plus complexe à calculer que l’heuristique MDP, mais le fait qu’elle soit plus proche
de la vraie valeur du DEC-POMDP peut permettre l’exclusion d’un nombre plus impor-
tant de nœuds et ainsi aboutir à une meilleure performance finale de l’algorithme de
recherche.
8.6.1.2.3. L’heuristique DEC-POMDP
Un cas particulier de fonction heuristique consiste à utiliser la solution optimale
au DEC-POMDP lui-même, calculée par exemple de manière récurrente par MAA* sur
l’horizon restant :
hT−t(s) := V T−tdec−pomdp(s) = MAA
∗T−t(s). (8.16)
L’intérêt de cette heuristique, contre-intuitive à première vue puisqu’elle signifie ré-
soudre un DEC-POMDP entier sur l’horizon restant, s’explique par le fait que h ne doit
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être évalué qu’un nombre limité de fois, mais que sa valeur peut être réutilisée dans
les calculs de H dans (8.13).
L’algorithme de recherche heuristique pour les DEC-POMDP à horizon fini est
donné dans l’algorithme 8.3. Il est la synthèse d’une recherche dans l’espace des po-
litiques jointes et l’utilisation d’une des trois heuristiques (8.14), (8.15) et (8.16) pour
le calcul de H . L’algorithme est à la fois complet et optimal, ce qui peut être souligné
par le théorème suivant :
Théorème 1 (référence) MAA* est complet et optimal.
PREUVE.– L’algorithme va terminer au pire cas après avoir énuméré tous les vecteurs
de politiques possibles et avoir trouvé le meilleur. S’il termine plus tôt, la solution
proposée contient une politique jointe dont l’évaluation est supérieure à celle de toutes
les feuilles restantes. Puisque l’évaluation de feuilles utilise toujours une heuristique
admissible et surestime par conséquent la valeur de toute politique qui n’a pas encore
été construite, on peut garantir l’optimalité de la solution retournée. 
Algorithme 8.3 : MAA*
Entrées : Un DEC-POMDP 〈S,A, T ,Ω,O,R〉, un état initial s0, un horizon T
Initialiser la liste OPEN D = ×iAi
















pour tous les q ∈ D faire
si FT (s0, q) ≤ FT (s0, q∗
′
) alors
D ← D \ {q}




si q∗ complètement développé alors
D ← D \ {q∗}
jusqu’à ∃qT ∈ D telle que ∀q ∈ D : FT (s0, q) ≤ FT (s0, qT ) = V (s0, qT )
Sorties : Une politique jointe optimale
8.6.1.3. Résolution optimale de classes spécifiques de DEC-POMDP
A partir des travaux de Goldman et Zilberstein sur l’identification de classes de
DEC-POMDP de complexité moins importante, Becker et al. ont proposé un algo-
rithme permettant de résoudre certaines de ces classes de problèmes. CSA (Coverage
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Algorithme 8.4 : Développer
Entrées : Une politique jointe qt à horizon t
ki = |Ωi|t
Définir une nouvelle politique jointe qt+1 := qt = 〈q1, q2, . . . , qn〉
Initialiser l’état de développement de qt+1 à zéro
si p est l’état de développement de la politique jointe qt alors
〈a11, . . . , ak11 , a12, . . . , ak22 , . . . , a1n, . . . , aknn 〉p dénote la p’ième sélection
d’actions pour les feuilles de qt+1
pour tous les i = 1 à n faire
pour tous les j = 0 à ki faire




Sorties : Une politique jointe qt+1 à horizon (t+ 1)
Set Algorithm) permet de résoudre des DEC-MDP à transitions et observations indé-
pendantes [BEC 03, BEC 04b], mais également des DEC-MDP dirigés par les événe-
ments [BEC 04a].
Bien que CSA soit présenté dans le cadre de problèmes à deux agents, il est en me-
sure de traiter des problèmes à n agents (n ≥ 2). CSA se décompose en trois étapes :
la création de MDP augmentés, la recherche d’un ensemble optimal de couverture et
la recherche d’une solution. Étant donnés deux agents Agi et Agj , un MDP augmenté
représente un problème de décision dans lequel un agentAgi doit calculer sa politique
optimale, sachant une politique fixe de l’agent Agj .
La première phase de l’algorithme consiste donc à créer, pour chaque politique
de Agj , un MDP augmenté. La deuxième étape réalisée par CSA calcule la politique
optimale de chacun de ces MDP augmentés. Elle permet ainsi d’obtenir l’ensemble
des politiques optimales de l’agent Agi quelle que soit la politique de l’agent Agj .
L’ensemble de ces politiques est appelé ensemble de couverture optimal. Définir cet
ensemble permet de réduire l’espace de recherche des politiques et d’améliorer les
performances par rapport à une recherche exhaustive. Enfin, la troisième et dernière
étape, réalisée par CSA, cherche la politique optimale jointe dans l’ensemble de cou-
verture optimal. Pour chaque politique de l’agent Agi appartenant à cet ensemble, la
politique optimale pour Agj est recherchée. La politique jointe résultante est évaluée
et la meilleure paire trouvée correspond à la politique optimale jointe.
La complexité de cet algorithme est exponentielle en le nombre d’états. Dans le
cadre de la résolution des DEC-MDP, la complexité est également doublement expo-
nentielle en nombre de dépendances. Dans le pire cas, CSA a la même complexité que
la recherche exhaustive.
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Bien que la complexité des sous-classes de problèmes traitées par CSA soit moins
importante que celles des DEC-POMDP généraux, il reste encore très difficile de ré-
soudre des problèmes de taille conséquente. Dans le cas des DEC-MDP, CSA ne peut
en pratique résoudre que de petits problèmes à 2 agents et très peu de dépendances.
A partir du moment où le nombre d’agents ou de dépendances augmente, le temps
nécessaire pour trouver la solution devient beaucoup trop important et la solution ne
peut être obtenue.
8.6.2. Algorithmes de résolution approchée
Les approches que nous venons de présenter recherchent une solution optimale
au problème de décision décentralisée. Étant donnée la complexité des DEC-POMDP,
plusieurs travaux se sont intéressés à la mise en place d’algorithmes permettant d’ob-
tenir une approximation de la politique optimale. Ainsi, la complexité des algorithmes
de résolution a pu être réduite et une plus grande diversité de problèmes ont pu être
envisagés.
8.6.2.1. Limitation de la mémoire
Afin de pallier les problèmes d’explosion de mémoire dus au nombre exponentiel
de politiques à stocker, Bernstein et al. [BER 05] ont proposé un algorithme pour la ré-
solution de DEC-POMDP ne consommant qu’une quantité fixe de mémoire et pouvant
traiter des problèmes à horizon fini ou infini. La politique de chaque agent est repré-
sentée par un contrôleur stochastique à états finis. Un contrôleur dit de corrélation
permet aux agents de coordonner leurs politiques.
L’algorithme fonctionne par amélioration itérative des contrôleurs : à chaque ité-
ration un contrôleur est mis à jour de façon à augmenter l’utilité jointe des agents. La
convergence vers un optimum global n’est pas garantie. Cependant, il est démontré
que la qualité de la solution augmente de façon monotone à chaque itération. L’algo-
rithme atteint par conséquent un optimum local. Les expérimentations montrent que
plus le nombre de nœuds de chaque contrôleur augmente, plus la qualité de la solution
augmente. En revanche, la quantité de mémoire nécessaire augmente elle aussi.
Chaque itération étant réalisée en un temps polynomial, des problèmes plus grands
que ceux traités par les algorithmes de résolution optimale peuvent être envisagés.
L’augmentation de la taille des problèmes pouvant être résolus est réalisée au détri-
ment de la qualité de la solution : de plus grands problèmes peuvent être traités mais
la solution optimale n’est pas trouvée. La taille des problèmes résolus reste cepen-
dant limitée à un petit nombre d’agents puisque chaque itération est exponentielle en
fonction du nombre d’agents.
8.6.2.2. Algorithmes de co-évolution itératifs
A compléter par Iadine ?
Différents algorithmes itératifs de co-évolution ont été proposés afin de permettre
l’obtention d’une politique localement optimale. Le principe de ces algorithmes consiste
à améliorer la politique d’un agent en fixant les politiques de tous les autres agents.
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Pour un système à n agents, les politiques de n − 1 agents étant fixées, l’algorithme
calcule la politique optimale de l’agent restant. Ce principe est répété itérativement
jusqu’à ce qu’il ne soit plus possible d’améliorer aucune des politiques des agents.
Nair et al. [NAI 03] ont décrit un algorithme basé sur ce principe de co-évolution :
JESP (Joint Equilibrium Based Search for Policies). Ce dernier permet de résoudre des
problèmes formalisés sous forme de MTDP et ayant des observations indépendantes.
A chaque itération, la politique d’un agent est modifiée afin d’améliorer la poli-
tique jointe. L’algorithme converge vers un optimum local correspondant à un équi-
libre de Nash. Cet algorithme est en moyenne beaucoup plus rapide que la recherche
exhaustive. Dans le pire cas, la complexité est toutefois équivalente à celle de la re-
cherche exhaustive.
Nair et al. ont proposé une amélioration de JESP utilisant les principes de la pro-
grammation dynamique : DP-JESP (Dynamic Programming Joint Equilibrium Based
Search for Policies). DP-JESP est plus rapide que JESP en raison de l’utilisation du
principe d’optimalité pour l’évaluation des politiques. Il peut donc traiter des pro-
blèmes plus grands que ceux résolus par JESP. Malgré tout, la taille des problèmes
traités aussi bien par JESP que par DP-JESP reste limitée. Sur le scénario à deux
agents du tigre et du trésor [NAI 03], JESP résout le problème jusqu’à l’horizon 3 et
DP-JESP atteint l’horizon 7. Ces problèmes restent assez petits par rapport à des pro-
blèmes réels. La complexité de ces algorithmes étant exponentielle, on peut en déduire
qu’ils ne sont pas en mesure de traiter des problèmes de grande taille.
L’algorithme LID-JESP (Locally Interacting Distributed Joint Equilibrium Based
Search for Policies) [NAI 05] utilise l’algorithme JESP et les principes de l’optimisa-
tion distribuée de contraintes pour la résolution de DEC-MDP à observations et tran-
sitions indépendantes, dans lesquels les interactions entre les agents restent locales.
LID-JESP exploite la localité des interactions entre les agents afin d’améliorer les per-
formances de JESP. Chaque agent possède un ensemble de voisins (des agents) avec
lesquels il est en interaction. Par définition, tout agent n’appartenant pas au voisinage
d’un agent Agi n’est pas influencé par les actions de Agi. La politique de l’agent Agi
n’influence donc que ses voisins. LID-JESP tire parti de cette topologie des interac-
tions afin de calculer de manière distribuée les politiques des différents voisinages.
Les politiques des agents d’un même voisinage sont calculées par un algorithme de
co-évolution itératif identique à JESP. LID-JESP permet ainsi un gain de temps dans
la résolution de problèmes où chaque agent n’interagit qu’avec un nombre restreint
d’autres agents.
Chadès et al. [CHA 02, SCH 02a] ont également décrit un algorithme de co-évolution
itératif permettant de résoudre des DEC-POMDP. Contrairement à JESP, aucune contrainte
n’est imposée concernant l’indépendance des observations.
Chadès et al. ont tout d’abord proposé deux algorithmes de co-évolution permet-
tant de résoudre les MMDP . Ces algorithmes aboutissent à un optimum local équi-
valent à un équilibre de Nash.
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Une adaptation de ces algorithmes aux DEC-POMDP a ensuite été proposée. Afin
de rendre compte de l’observabilité partielle de l’état du système, chaque agent mo-
délise le problème à l’aide d’un MDP-Subjectif. Un MDP-Subjectif est un MDP dans
lequel les états sont remplacés par les perceptions locales de l’agent. Ce formalisme
est équivalent à un POMDP sans états de croyance, ni historique, et dans lequel on
travaillerait directement sur les observations locales des agents. A chaque itération de
l’algorithme, un agent, choisi au hasard, reçoit les politiques locales des autres agents.
Ces dernières étant supposées fixes, l’agent peut alors construire son MDP-Subjectif et
ensuite le résoudre afin de déterminer sa politique optimale.
Un MDP-Subjectif n’étant pas markovien, sa résolution ne permet pas d’obte-
nir une politique optimale. Dans le cas du contrôle décentralisé, l’algorithme de co-
évolution proposé par Chadès et al. ne garantit donc pas la convergence vers un équi-
libre de Nash. La qualité des politiques obtenues n’est garantie que dans le cas du
contrôle centralisé ou de l’observabilité totale (on peut alors formaliser le problème
par un MMDP).
8.6.2.3. Apprentissage par descente de gradient
L’algorithme d’apprentissage par descente de gradient proposé dans [PES 00] s’in-
téresse également à la résolution de problèmes de décision décentralisée dans des
systèmes multi-agents coopératifs. Peshkin et al. proposent un algorithme d’appren-
tissage distribué permettant à chaque agent d’apprendre individuellement quelle poli-
tique exécuter afin de maximiser la récompense globale du système.
Chaque politique est représentée par un contrôleur à états finis. A partir d’un sous-
ensemble de politiques jointes, les agents apprennent simultanément leur politique par
descente de gradient. Cet apprentissage conduit alors à une solution correspondant à
un optimum local.
Contrairement à l’algorithme JESP, cet optimum peut ne pas être un équilibre de
Nash. Par ailleurs, les politiques des agents étant représentées par un ensemble de
contrôleurs factorisés, certaines politiques jointes ne peuvent pas être représentées et
seules les politiques pouvant être factorisées sont envisagées. La solution calculée
est donc recherchée dans un sous-ensemble des politiques jointes et correspond à un
optimum local dans ce sous-ensemble.
8.6.2.4. Jeux bayésiens
Emery-Montemerlo et al. [EME 04] ont proposé un algorithme décentralisé pour
la résolution de DEC-POMDP. Cette approche consiste à approcher un DEC-POMDP
par une série de jeux bayésiens. La politique du DEC-POMDP est obtenue par concaté-
nation de politiques plus petites résultant de la résolution des jeux bayésiens.
L’algorithme proposé alterne planification et exécution. A chaque étape de planifi-
cation, un jeu bayésien est résolu par chaque agent afin d’obtenir la politique pour cette
étape. Cette politique est ensuite exécutée, puis un nouveau jeu bayésien est résolu et
ainsi de suite.
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La résolution d’un jeu bayésien nécessite le recours à une heuristique afin de dé-
terminer la fonction d’utilité. Les performances de cette approche dépendent donc du
problème traité et de l’heuristique utilisée.
Par ailleurs, lors de la résolution d’un jeu bayésien, il est nécessaire que chaque
agent considère toutes les valeurs possibles des variables qu’il ne peut observer (comme
par exemple la position des autres agents), ce qui peut conduire à une explosion du
nombre des valeurs à prendre en compte.
8.6.2.5. Approches heuristiques
Les travaux utilisant des méthodes heuristiques pour le calcul d’une solution ap-
prochée se sont essentiellement intéressés à la résolution de DEC-POMDP-COM.
Goldman et Zilberstein [GOL 03] ont présenté une approche de choix glouton pour
la résolution du problème de la rencontre d’agents. Deux agents se déplaçant sur une
grille doivent se rencontrer le plus tôt possible. Chaque agent ne peut observer la po-
sition de l’autre. Les déplacements étant incertains, communiquer permet aux agents
d’échanger des informations sur leurs positions respectives et éventuellement de ré-
viser leur point de rencontre en cas de déviation. La communication permet ainsi de
limiter le temps nécessaire aux agents pour se rencontrer.
La communication ayant un coût, le problème consiste à déterminer une politique
de communication pour chaque agent, lui indiquant quand communiquer. Si la com-
munication est prohibitive, la politique optimale consiste à ne jamais communiquer.
Si la communication est gratuite, la politique optimale est de communiquer tout le
temps. Dans les autres cas, la politique optimale se situe entre ces deux extrêmes.
Goldman et Zilberstein ont proposé une méthode permettant de calculer une ap-
proximation de la politique de communication optimale. Elle correspond à un choix
myope des agents qui ne perçoivent pas leur possibilité de communication future : à
chaque étape, chaque agent détermine sa politique de communication en supposant
qu’il ne lui reste qu’une seule possibilité de communication. Cette méthode contraint
les agents à ne communiquer que s’ils en ont vraiment besoin. Elle permet d’obte-
nir une approximation de la politique optimale et conduit à de bons résultats dans le
problème considéré.
Xuan et al. [XUA 01] ont également présenté différentes approches heuristiques
pour la résolution du problème de rencontre sous incertitude. Ils ont cependant posé
l’hypothèse que les états des agents étaient localement totalement observables.
Aussi bien dans ce travail que dans celui de Goldman et Zilberstein, les heuris-
tiques proposées ne sont évaluées que sur un problème précis. Leurs performances sur
d’autres types de problèmes ne sont pas présentées. Ces travaux montrent que la po-
litique de communication optimale se situe quelque part entre les deux politiques ex-
trêmes qui sont « toujours communiquer » et « ne jamais communiquer ». En fonction
du problème considéré, l’une ou l’autre des heuristiques va s’avérer la plus appropriée.
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8.6.2.6. Résolution approchée de DEC-MDP avec contraintes
A partir du formalisme OC-DEC-MDP décrit précédemment, Beynier et al. [BEY 05,
BEY 06] ont cherché à développer des algorithmes de résolution approchée efficaces
qui puissent être utilisés pour résoudre des problèmes de taille importante.
8.6.2.6.1. Coût occasionné et coordination
La décomposition du problème, réalisée lors de la modélisation sous forme d’OC-
DEC-MDP, permet d’envisager une résolution locale de chaque MDP. Au lieu de ré-
soudre un DEC-MDP de taille conséquente, le problème est alors considéré comme
consistant en la résolution d’un ensemble de MDP. A partir du MDP local d’un agent
Agi, une politique d’actions de l’agent peut ainsi être déduite.
Les contraintes temporelles et de précédence entre les tâches conduisent néan-
moins à des dépendances entre les agents et par conséquent entre les MDP locaux.
Afin que les agents adoptent un comportement coopératif et coordonné, il est donc
nécessaire que les MDP ne soient pas résolus de manière indépendante. Pour ce faire,
Beynier et al. ont eu recours à une notion provenant des sciences économiques : le
coût occasionné. La théorie du coût occasionné affirme que toute décision a un coût
caché et ignorer ce coût peut conduire à des choix erronés. En effet, le coût d’une ac-
tion ne se traduit pas seulement en fonction des biens dépensés pour l’exécuter, mais
également en fonction des bénéfices qui ne pourront être obtenus par la suite car cette
action a été réalisée. Cette perte de bénéfices constitue le coût occasionné.
Pour leur part, Beynier et al. font appel à la notion de coût occasionné afin que
chaque agent puisse prendre en compte l’impact de ses décisions sur les autres agents.
L’influence d’une action d’un agentAgi sur un autre agentAgj est alors exprimée par
le coût occasionné. La meilleure action qu’un agent puisse exécuter à partir d’un état
si résulte ainsi d’un compromis entre :
– l’utilité espérée de l’agent V ′ et
– le coût occasionné provoqué sur les autres agents.
Ainsi, la politique de l’agent Agi à partir d’un état si est calculée par l’équation
suivante :






où Ai désigne l’ensemble des actions ai de l’agentAgi, V ′ désigne l’utilité espérée et
OC(ai) désigne le coût occasionné.
Plus précisément, le coût occasionné correspond à une différence d’utilité. Il me-
sure la perte en utilité espérée provoquée sur un autre agent lorsque ce dernier est dévié
de sa politique optimale. Différentes mesures du coût occasionné ont été décrites. En
particulier, Beynier et al. ont introduit la mesure du coût occasionné espéré permettant
une évaluation précise de l’influence d’une décision sur les autres agents. Par ailleurs,
différentes approximations du coût occasionné espéré ont été présentées.
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8.6.2.6.2. Algorithme de révision des politiques
Afin de résoudre les problèmes formalisés sous forme de OC-DEC-MDP, Beynier et
al. ont proposé un algorithme de résolution approchée qui tient compte des différentes
contraintes du problème. L’algorithme ainsi développé procède par améliorations suc-
cessives d’un ensemble de politiques initiales, en ordonnançant la révision des poli-
tiques d’exécution de chaque tâche. A partir de cet ensemble de politiques initialement
fixé, l’algorithme réalise la révision simultanée des politiques de tous les agents. La
politique d’exécution de chaque tâche est alors considérée et modifiée de sorte qu’elle
corresponde au meilleur compromis entre l’utilité espérée de l’agent exécutant la tâche
et le coût occasionné provoqué sur les autres agents en utilisant l’équation (8.17).
Deux versions de cet algorithme de révision des politiques ont été décrites. La ver-
sion centralisée permet à une unique entité de faire évoluer les politiques de tous les
agents. La version décentralisée permet, quant à elle, l’évolution simultanée des poli-
tiques des agents. En effet, ces derniers révisent simultanément leur propre politique
en utilisant les valeurs de coût occasionné qu’ils communiquent entre eux.
Contrairement aux autres approches existantes, qui sont de complexité exponen-
tielle, l’algorithme de révision des politiques proposé par Beynier et al. est de com-
plexité polynomiale. En raison de cette faible complexité, des problèmes de taille im-
portante peuvent être traités. Les résultats expérimentaux ont ainsi montré que des
missions composées de plusieurs centaines de tâches et d’agents peuvent être résolues.
Cette augmentation significative de la taille des problèmes traités (par rapport aux ap-
proches existantes) est rendue possible grâce à l’exploitation des caractéristiques du
problème et à la recherche d’une solution approchée. Cette approche rejoint les idées
exposées par Nair et al. [NAI 05] afin de développer une approche efficace pour la
résolution des ND-POMDP. En effet, ils suggèrent d’exploiter les caractéristiques du
problème, dans ce cas la localité des interactions, afin de développer un algorithme
calculant une politique approchée de la solution optimale.
En ce qui concerne la qualité des solutions obtenues par l’algorithme de révision
des politiques, il a été prouvé que certaines propriétés des problèmes (ressources illi-
mitées par exemple) garantissent l’obtention d’une solution optimale. Dans le cas gé-
néral, une solution approchée est déterminée.
8.6.2.6.3. Itération de la révision des politiques
Afin d’améliorer la qualité des politiques calculées par le précédent algorithme de
révision des politiques, une version itérative de l’algorithme a été proposée [BEY 06].
Elle consiste en l’exécution répétée de l’algorithme de révision des politiques et per-
met de réviser plusieurs fois la politique d’exécution de chaque tâche. A chaque itéra-
tion, le nouvel ensemble des politiques calculé est utilisé comme ensemble des poli-
tiques initiales de l’itération suivante. Ainsi, à l’itération N , l’ensemble des politiques
initiales considéré correspond à l’ensemble résultant de la N − 1ème itération. Le pro-
cessus de révision des politiques est ainsi répété jusqu’à ce qu’aucun changement ne
soit plus possible, c’est-à-dire que l’ensemble des politiques initiales et l’ensemble
des politiques finales d’une même itération soient identiques.
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La complexité de cette version itérative dépend de la complexité de l’algorithme
de révision des politiques (polynomiale) et du nombre d’itérations. Les garanties de
convergence de l’algorithme itératif dépendent de la méthode d’estimation du coût
occasionné utilisée. Lorsqu’il est fait appel au coût occasionné espéré, la convergence
de l’algorithme est garantie. Les résultats expérimentaux montrent qu’un tel point de
convergence est, dans la majeure partie des cas, atteint en moins de quatre itérations.
La version itérative de l’algorithme de révision des politiques est donc également en
mesure de résoudre des problèmes de taille importante. Il a par ailleurs été mis en évi-
dence que les propriétés du problème garantissant l’obtention d’une politique optimale
dans le cas de l’algorithme de révision, garantissaient également l’obtention d’une po-
litique optimale lors de l’exécution de l’algorithme itératif. Dans le cas général, il a
été prouvé que la politique jointe calculée correspond à une situation d’équilibre. En
effet, l’algorithme itératif proposé s’arrête lorsque la politique d’exécution de chaque
tâche ne peut plus être améliorée. Ainsi, étant données les politiques des autres agents,
aucun agent n’est en mesure de modifier sa politique de sorte que les performances du
système augmentent.
8.7. Quelques exemples d’application
8.7.1. Robotique mobile exploratoire
Afin de démontré leur applicabilité à des problèmes réels, les travaux développés
par Beynier et al. [BEY 05, BEY 06] ont été appliqués à des problèmes de décision
décentralisée en robotique collective. Pour ce faire, Beynier et al. se sont inspirés de
scénarios de la robotique exploratoire visant à résoudre des problèmes de planification
similaires à ceux rencontrés par les robots envoyés sur Mars.
Ils ont ainsi, entre autres, considéré un ensemble de deux robots devant visiter
un certain nombre de sites afin d’y réaliser des photographies et/ou des analyses du
sol. L’un des avantages lié au développement de colonies de robots autonomes est
de permettre la spécialisation des facultés de chacun. Le premier robot considéré est
ainsi spécialisé dans la prise de photos alors que le second est équipé d’une foreuse
lui permettant de prélever des échantillons du sol. Il dispose également des appareils
de mesure nécessaires afin d’analyser ces prélèvements.
Les robots doivent explorer un ensemble de huit sites pour lesquels il est néces-
saire de prendre une photo, d’analyser le sol ou bien de réaliser ces deux tâches. Les
prélèvements risquant néanmoins de modifier la topologie des sites, il est nécessaire
de les réaliser après la prise de photos. De plus, lorsque le premier robot réalise les
photographies, il est impératif qu’aucun autre robot ne soit présent sur le site afin de
ne pas risquer de masquer une partie de l’image. A partir d’une zone de départ donnée,
le robot 1 doit alors prendre des photos des sites A, B, D, E, F , H et J . Quant à lui,
le robot 2 doit réaliser des analyses sur les sites C, D, F , H et I . Les sites considé-
rés par un même robot sont ordonnés de sorte de minimiser les déplacements et par
conséquent les consommations de ressources. La figure 8.6 présente le déroulement
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de la mission. Chacun des robots devant visiter les sites D, F et H , des contraintes de
précédence doivent être établies entre les robots. Ainsi le robot 2 peut pénétrer sur le
site D si et seulement si le robot 1 l’a quitté. Il en va de même pour les sites F et H .
Figure 8.6. Mission envisagée
La mission considérée a tout d’abord été représentée sous forme d’un graphe
orienté acyclique. Pour chaque tâche de la mission, les données la caractérisant ont été
renseignées (agent, durées d’exécution, consommations de ressources, etc.). A partir
du graphe ainsi défini, la modélisation du problème sous forme d’OC-DEC-MDP a été
automatiquement générée. L’algorithme itératif de révision des politiques a ensuite
permis de calculer les politiques des agents. Une fois les politiques déterminées, leur
application correspond au parcours d’un automate à états finis, les capacités de calcul
et la quantité de mémoire nécessaires à chaque robot restent donc limitées. Le proces-
sus délibératif proposé par cette approche fait ainsi preuve d’efficacité et de légèreté.
Ces politiques ont été implémentées sur des robots Koala qui ont ainsi été en me-
sure de mener à bien la mission d’exploration décrite par la figure 8.6. La figure 8.7
présente le déroulement de la mission au niveau du site D (matérialisé par une croix
noire sur le sol). Le robot 2 (dans la partie supérieure de l’image) arrive le premier
à proximité du site. Anticipant le comportement du robot 1 et par conséquent le fait
que celui-ci n’ait pas encore exploré le site D, le robot 2 attend pour pénétrer sur le
site. Nous voyons alors le robot 1 entrer sur le site D, y réaliser sa tâche (image 2)
et en repartir (images 3 et 4). Le robot 2 n’observant pas les actions entreprises par
le robot 1, il ne peut constater la présence de ce dernier sur le site que s’il tente d’y
entrer. Le robot 2 essaie donc ensuite d’entrer sur le site (image 5). Si les contraintes
de précédence sont respectées, il achève son déplacement (image 6). En cas d’échec
partiel, le robot 2 revient à sa position précédente et attend jusqu’à ce que sa politique
lui dicte d’essayer à nouveau d’entrer sur le site. Une configuration similaire est ob-
servable pour les croisements des sites F et H . Ces expérimentations ont permis de
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démontrer les possibilités d’exploitation, par des robots réels, des politiques calculées
par cette approche. Elles ont également montré que les politiques ainsi calculées per-
mettaient aux robots de mener à bien leur mission tout en respectant les contraintes
sur l’exécution des tâches et sans nécessiter d’envois de messages entre les robots.
Des expérimentations en simulation [BEY 05, BEY 06] ont également été menées
sur des scénarios plus importants afin de tester la taille des missions pouvant être en-
visagées. Elles ont démontré que des problèmes d’exploration multi-robots composés
d’une dizaine d’agents et de plusieurs centaines de tâches pouvaient être résolus (des
expérimentations ont été réalisées jusqu’à 2 agents et 800 tâches).
8.8. Conclusion et perspectives






L’ensemble des solutions décrites dans le cadre des MDP (chapitre 1), que ce soit
pour la planification ou l’apprentissage par renforcement, partagent toutes un incon-
vénient commun : elles ne sont pas adaptées à la résolution de problèmes de grande
taille. En effet, l’utilisation de représentations non structurées nécessite une énumé-
ration explicite de l’ensemble des états possibles du problème pour représenter les
fonctions nécessaires à sa résolution.
EXEMPLE.– Dans le cas de la voiture qu’il faut entretenir (voir tome 1, section 1.1),
on conçoit rapidement que l’ensemble des états possibles d’une voiture peut deve-
nir gigantesque. Par exemple, on peut tenir compte de l’état d’usure de chacune des
pièces de la voiture. L’idée sous-tendant ce chapitre est que la voiture est constituée
d’une collection de sous-systèmes plus ou moins indépendants. Par exemple, faire une
vidange ne devrait pas, en principe, influencer l’état des freins de la voiture. Il semble
alors possible de prendre en compte la relative indépendance de ces sous-systèmes
pour décrire plus efficacement le modèle du problème dans l’espoir que la recherche
d’une solution sera plus simple. Peut-être apprendrons-nous ainsi qu’il est toujours
optimal de remplacer des freins usés, quel que soit l’état du reste de la voiture...
Ce chapitre vise donc à décrire une extension des MDP présentée par [BOU 95,
BOU 99a], appelée processus décisionnels de Markov factorisés (Factored Markov
Decision Processes (FMDP)) et permettant de représenter les fonctions de transition et
de récompense d’un problème de façon compacte (section 9.2). Une fois le problème
représenté de façon compacte, nous décrirons plusieurs méthodes de planification per-
mettant de trouver les solutions optimales ou optimales approchées (section 9.3), tout
Chapitre rédigé par Thomas DEGRIS et Olivier SIGAUD.
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en exploitant la structure du problème afin d’éviter une énumération explicite de l’es-
pace d’état. Nous conclurons section 9.4.
9.2. Le formalisme des FMDP
9.2.1. Représentation de l’espace d’état
Il est souvent naturel de décrire un problème par un ensemble de paramètres pou-
vant prendre différentes valeurs décrivant l’état courant du système. Ainsi, l’ensemble
des états possibles peut être caractérisé par un ensemble de variables aléatoires. En
pratique, l’ensemble des états possibles S est décrit par un ensemble de variables
aléatoires X = {X1, . . . , Xn} où chaque variable Xi peut prendre différentes va-
leurs dans son domaine Dom(Xi). Un état est donc une instanciation de X décrite
sous la forme d’un vecteur x = {x1, . . . , xn} de valeurs xi avec ∀i xi ∈ Dom(Xi).
De plus, on utilise comme raccourci d’écriture Dom(X) pour décrire l’ensemble des
instanciations possibles des variables Xi ∈ X . L’espace d’état S du MDP est donc
S = Dom(X).
L’avantage d’une telle représentation est qu’il est possible d’exploiter différentes
structures existantes dans un problème pour, d’une part, le représenter de façon com-
pacte, d’autre part le résoudre en limitant la complexité de la solution et de la méthode
utilisée pour l’obtenir. Étant donnée une telle décomposition, les principales contribu-
tions du cadre mathématique des FMDP sont de décomposer les fonctions de transition
et de récompense (respectivement de façon multiplicative et additive) afin d’exploiter
les indépendances relatives aux fonctions liées à la structure du problème. De plus,
les FMDP offrent un cadre approprié à l’utilisation, de façon complémentaire mais
pas obligatoire, de deux autres propriétés liées à la structure d’un problème : les in-
dépendances relatives aux contextes et l’approximation additive. Dans la suite, nous
parlerons d’« indépendances fonctionnelles » (respectivement « contextuelles ») pour
désigner les indépendances relative aux fonctions (respectivement aux contextes).
Afin d’illustrer le cadre des FMDP, nous utiliserons l’exemple du Coffee Robot
proposé par [BOU 00a] bien connu dans la littérature des FMDP. Une fois l’exemple
Coffee Robot décrit (section 9.2.2), la section 9.2.3 décrit les décompositions des fonc-
tions de transition et de récompense ainsi que la formalisation des indépendances
fonctionnelles. La section 9.2.4 propose une formalisation du concept d’indépendance
contextuelles. Enfin, l’approximation additive sera étudiée plus tard, dans le contexte
de son utilisation lors de la section 9.3.3.5.
9.2.2. L’exemple Coffee Robot
Un robot doit aller acheter un café pour sa propriétaire restant au bureau. Quand
il pleut, comme le robot doit sortir pour aller chercher le café, il doit se munir d’un
parapluie lorsqu’il est au bureau, sinon il sera mouillé. Pour décrire l’état du système,
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six variables aléatoires binaires1 (Dom(Xi) = {0, 1} correspondant respectivement à
Faux et Vrai) sont utilisées :
HOC : la propriétaire a-t-elle un café ? (Has Owner Coffee ?)
HRC : le robot a-t-il un café ? (Has Robot Coffee ?)
W : le robot est-il mouillé ? (Wet ?)
R : est-ce qu’il pleut ? (Raining ?)
U : le robot a-t-il un parapluie ? (Umbrella ?)
O : le robot est-il au bureau ? (Office ?)
Par exemple, le vecteur [HOC=0,HRC=1,W=0,R=1,U=0,O=1] représente un état de ce
problème dans lequel la propriétaire n’a pas de café, le robot a un café, le robot n’est
pas mouillé, il pleut, le robot n’a pas de parapluie et le robot est au bureau. Ce pro-
blème étant composé de 6 variables binaires, son espace d’états contient 26 = 64 états
possibles.
Dans le problème Coffee Robot, le robot dispose de quatre actions possibles :
Go : se déplacer vers le lieu opposé ;
BuyC : acheter un café, que le robot obtient s’il est au café ; (Buy Coffee)
DelC : donner le café à sa propriétaire, qu’elle peut obtenir si le robot est au bureau
et qu’il a un café ; (Deliver Coffee)
GetU : prendre un parapluie, que le robot peut obtenir s’il est au bureau. (Get Um-
brella)
L’effet de ces actions peut être bruité afin de représenter les cas stochastiques. Par
exemple, lorsque le robot donne la tasse de café à sa propriétaire, la propriétaire
obtiendra son café avec une certaine probabilité. L’action peut mal se passer, par
exemple, lorsque le robot renverse le café. Ainsi, lorsque le robot exécute l’action
DelC dans l’état s = [HOC=0,HRC=1,W=0,R=1,U=0,O=1] (le robot a un café et est au
bureau, la propriétaire n’a pas de café), la fonction de transition définit :
– P ([HOC=1,HRC=1,W=0,R=1,U=0,O=1]|s,DelC) = 0.8,
– P ([HOC=0,HRC=1,W=0,R=1,U=0,O=1]|s,DelC) = 0.2,
1. Principalement pour des raisons de simplicité d’exposition, la plupart des exemples décrits
dans ce chapitre utilisent des variables binaires. Cependant, rien ne limite l’utilisation des mé-
thodes exposées à des problèmes contenant des variables énumérées.
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– 0.0 pour les autres probabilités.
Enfin, le robot reçoit une récompense de 0.9 lorsque la propriétaire a un café (0 lors-
qu’elle n’a pas de café) ajoutée à 0.1 lorsqu’il est sec (et 0 lorsqu’il est mouillé). La
récompense obtenue lorsque la propriétaire a un café est supérieure à la récompense
obtenue par le robot lorsqu’il reste sec pour indiquer que le premier objectif est prio-
ritaire sur le deuxième. Dans cet exemple, la fonction de récompense ne dépend pas
de l’action réalisée par le robot.
9.2.3. Décomposition et indépendances relatives aux fonctions
Les indépendances relatives aux fonctions expriment le fait que certaines défini-
tions du problème ne dépendent pas systématiquement de toutes les autres variables
du problème ou de l’action réalisée par l’agent. Par exemple, dans le problème Coffee
Robot, la valeur de la variable R au prochain pas de temps —indiquant s’il pleut ou
non— ne dépend que de sa propre valeur au pas de temps courant. En effet, le fait
qu’il va pleuvoir au prochain pas de temps est indépendant des variables telles que
« le robot a-t-il un café ? » (variable HRC) ou de l’action exécutée par l’agent. Le
cadre des FMDP permet d’exploiter cette propriété principalement dans la description
des fonctions de transition et de récompense du problème et dans l’utilisation de ces
fonctions par les algorithmes de planification. Cette notion est formalisée par deux
opérateurs, Parents et Scope, qui sont définis respectivement dans le cadre de la repré-
sentation de la fonction de transition (section 9.2.3.1) et de la fonction de récompense
(section 9.2.3.4).
9.2.3.1. Décomposition de la fonction de transition
En supposant que l’ensemble des états possibles se décompose en un ensemble
de variables aléatoires (décrit section 9.2.1), il est possible de décomposer une proba-
bilité P (s′|s) en un produit de probabilités, puis d’exploiter les indépendances entre
ces variables aléatoires afin de rendre plus compacte la description de la fonction de
transition.
Par exemple, admettons qu’un espace d’état soit décrit avec trois variables binaires
X , Y et Z. Pour énumérer l’ensemble des combinaisons possibles P (s′|s), il est né-
cessaire de décrire une table contenant 22·3 = 64 entrées. En décomposant la proba-
bilité P (s′|s) en un produit de probabilités, on obtient :
P (s′|s) = P (x′, y′, z′|s)
= P (x′|s)P (y′|s, x′)P (z′|s, x′, y′)
avec x représentant la valeur de la variable X au pas de temps t et, x′ la valeur de
la variable X au pas de temps t + 1. De plus, si les relations de dépendance entre
les variables sont connues, alors P (s′|s) peut s’écrire de façon plus compacte. Par
exemple, si chacune des variables X , Y et Z ne dépend que de sa valeur dans l’état
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précédent sauf la variable Y qui dépend aussi de X dans l’état précédent, alors :
P (s′|s) = P (x′|s)P (y′|s,X ′)P (z′|s, x′, y′)
= P (x′|x)P (y′|y, x)P (z′|z)
En agrégeant les états pour lesquels la fonction de transition est identique, seules 21 +
22 + 21 = 8 entrées sont nécessaires et réparties en trois tables différentes, une pour
chaque variable (correspondant respectivement à la description des distributions de
probabilité P (X ′|X), P (Y ′|Y,X) et P (Z ′|Z)).
Ainsi, les indépendances fonctionnelles liées à la structure du problème sont mises
en évidence et permettent ainsi d’agréger certaines régularités dans la description de
la fonction de transition. De plus, elles correspondent à une représentation intuitive
consistant à décrire l’effet de chaque action sur la valeur de chacune des variables du
problème. Cette représentation de la fonction de transition est formalisée en utilisant
le cadre des réseaux bayésiens dynamiques [BOU 95].
9.2.3.2. Les réseaux bayésiens dynamiques
Les réseaux bayésiens [PEA 88] sont un formalisme permettant de représenter gra-
phiquement des dépendances (ou indépendances) entre des variables. Les variables
constituent les nœuds d’un graphe orienté, les relations directes de dépendance pro-
babiliste entre deux variables sont représentées par un arc entre les deux nœuds repré-
sentant chacun des variables. Les réseaux bayésiens dynamiques [DEA 89] (Dynamic
Bayesian Networks (DBN)) sont des réseaux bayésiens permettant de représenter les
données temporelles engendrées par des processus stochastiques.
En faisant l’hypothèse que le problème observé est stationnaire (donc la fonction
de transition T du MDP ne varie pas au cours du temps), il est possible de représenter
T avec des DBN faisant seulement apparaître deux pas de temps successifs. Dans ce
cas, les DBN sont composés de deux ensembles de nœuds :
1) l’ensemble de nœuds représentant l’ensemble des variables de l’espace d’état à
l’instant t ;
2) l’ensemble de nœuds représentant l’ensemble des variables de l’espace d’état à
l’instant t+ 1.
Les arcs indiquent alors les dépendances directes entre les variables à l’instant t et les
variables à l’instant t + 1 ou encore des dépendances entre les variables à l’instant
t + 1 (ces arcs sont appelés arcs synchrones). Dans ce cas particulier, un DBN est
quelque fois appelé 2 Time Bayesian Network. Pour une question de clarté, nous ferons
l’hypothèse que les arcs synchrones ne sont pas nécessaires pour décrire le modèle des
transitions du problème.
Il est alors possible de représenter graphiquement les dépendances de la fonction
de transition en utilisant un DBN par variable et par action. L’action exécutée par
l’agent peut aussi être considérée comme une variable à l’instant t. Dans ce cas, un
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seul DBN par variable suffit [BOU 96b]. Enfin, pour être complet, un DBN doit être
quantifié, comme illustré dans la section suivante pour l’exemple Coffee Robot.
9.2.3.3. Modèle factorisé de la fonction de transition
La figure 9.1 montre la représentation de l’effet de l’action DelC sur l’ensemble
des états. Le DBN (figure 9.1(a)) permet de constater facilement que, pour l’action
DelC, la variable HOC ne dépend que des variables O, HRC et HOC au pas de
temps précédent et est indépendante des autres variables du problème. On définit
Parentsτ (X
′
i) l’ensemble des parents de la variable X
′
i dans ce DBN τ . Cet ensemble







sentant respectivement l’ensemble des parents au temps t et l’ensemble des parents
au temps t + 1. Nous supposons l’absence d’arc synchrone, donc Parentst+1τ (X
′
i) =










Temps t Temps t + 1
HOC HOC
(a)
HOC HRC O HOC′
1 1 1 1.0
1 1 0 1.0
1 0 1 1.0
1 0 0 1.0
0 1 1 0.8
0 1 0 0.0
0 0 1 0.0
0 0 0 0.0
(b)
Figure 9.1. Représentation (partielle) de la fonction de transition T pour le
problème Coffee Robot. La figure (a) représente les dépendances entre les
variables pour l’action DelC sous la forme d’un DBN. La figure (b) définit la
distribution de probabilité conditionnelle PDelC(HOC′|O,HRC,HOC) sous
forme tabulaire.
Afin de quantifier l’effet d’une action sur l’espace d’états, on spécifie la probabi-
lité Pτ (X ′i|x) pour chaque instanciation possible x ∈ Dom(Parentsτ (X ′i)). Chaque
réseau d’action DBN τ est donc quantifié par un ensemble de distributions de pro-
babilités conditionnelles2. On note Pτ (X ′i|Parentsτ (X ′i)) une telle distribution pour
une variable X ′i . Une probabilité Pτ (s
′|s) de la fonction de transition peut alors être
2. Conditional Probability Distributions
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i l’instanciation de la variable X
′
i dans l’état s
′ et xs l’instanciation des va-
riables appartenant à Parentsτ (X
′
i).
La figure 9.1(b) représente sous forme tabulaire et pour l’action DelC la distri-
bution de probabilité conditionnelle PDelC(HOC′|O,HRC,HOC) dans le problème
Coffee Robot. Les colonnes O, HRC et HOC représentent la valeur de ces variables
à l’instant t, la colonne HOC′ représente la probabilité pour la variable HOC d’avoir
la valeur Vrai au temps t+ 1.
La décomposition multiplicative et l’exploitation des indépendances fonctionnelles
dans la description du modèle des transitions et dans le calcul des probabilités qui en
découlent sont les principales contributions des FMDP par rapport aux MDP. Ces deux
propriétés sont exploitées par l’ensemble des algorithmes décrits dans le cadre des
FMDP.
9.2.3.4. Modèle factorisé de la fonction de récompense
Pour spécifier complètement un MDP, il est nécessaire de décrire la fonction R de
récompense. Une représentation similaire à la description de la fonction de transition
peut être utilisée pour le cadre des FMDP. En effet, la fonction de récompense d’un
MDP peut, d’une part, être décomposée de façon additive et, d’autre part, ne dépend
pas nécessairement de toutes les variables d’état du problème.
Par exemple, dans le problème Coffee Robot, la fonction de récompense, repré-
sentée par un losange dans la figure 9.2, ne dépend que des variables HOC et W et





















Figure 9.2. Représentation de la fonction de récompense R(s)
La table de la figure 9.2(b) spécifie que le meilleur état pour le robot est lorsque
sa propriétaire a un café et que le robot est sec tandis que le pire cas est lorsque
sa propriétaire n’a pas de café et que le robot est mouillé. On observe la préférence
donnée au cas où l’utilisateur possède un café et le robot est mouillé par rapport au
cas où l’utilisateur n’a pas de café et le robot est sec.
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[BOU 00a] définissent la fonction de récompense du problème Coffee Robot en
faisant la somme des deux critères du problème, « la propriétaire a un café » et « le
robot est mouillé ». Pourtant, ces deux critères sont indépendants. Afin de profiter de
la décomposition additive de cette fonction de récompense, [GUE 03b] proposent de
formaliser la fonction de récompense d’un FMDP en une somme de plusieurs fonctions
de récompense localisées 3.
Pour le problème Coffee Robot, on peut définir la fonction de récompense comme
la somme de deux fonctions de récompenses localisées : la première associée à la
variableHOC et la deuxième associée à la variableW et représentant respectivement
les deux critères « la propriétaire a un café » et « le robot est mouillé ».
[GUE 03b] formalisent cette notion en définissant tout d’abord la notion de scope
d’une fonction f localisée (notée Scope(f)), que nous traduirons par « portée ». La
portée d’une fonction f localisée est définie tel que :
Définition 29 (scope) Soit une fonction f : {X1, . . . , Xn} 7→ IR. Scope(f) = C
définit la portée de f si et seulement si f ne dépend que des variables de C, les
valeurs des autres variables étant indifférentes. On assimilera alors f à sa projection
sur Dom(C) : f : Dom(C) 7→ IR avec C ⊆ {X1, . . . , Xn}.
Soit une fonction f telle que Scope(f) = C avec C ⊆ X , on utilise la notation
f(x) comme raccourci pour noter f(x[C]) avec x[C] représentant l’instanciation des
variables appartenant à C dans l’instanciation x. La portée d’une fonction f permet
ainsi de mettre en évidence les indépendances relatives à f4.
Il est maintenant possible de définir le concept de fonction de récompense loca-
lisée. Soit un ensemble de fonctions localisées Ra1 , . . . , R
a
r avec la portée de chaque
fonction Rai restreinte à un sous-ensemble C
a
i ⊆ {X1, . . . , Xn}. La récompense as-











Ainsi, pour reprendre l’exemple de Coffee Robot, le problème est défini par deux fonc-
tions de récompenses R1 et R2 définies dans la figure 9.2(c) et correspondant respec-
tivement aux deux critères « la propriétaire a un café » et « le robot est mouillé ». On a
3. localized reward functions
4. La notion de portée d’une fonction est similaire à la notion de parent utilisée pour la définition
des distributions de probabilité conditionnelles de la fonction de transition.
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Scope(R1) = {HOC} et Scope(R2) = {W}. On utiliseR1(s) comme raccourci pour
représenter R1(s[HOC]), avec s[HOC] représentant l’instanciation deHOC dans s.
Bien que l’ensemble des algorithmes décrits dans le cadre des FMDP exploitent les
indépendances relatives aux fonctions de récompense du problème, tous n’exploitent
pas la décomposition additive de la fonction de récompense. De plus, tous les pro-
blèmes ne présentent pas une telle décomposition.
9.2.4. Indépendances relatives aux contextes
Les indépendances relatives aux contextes concernent le fait que, pour représenter
une fonction du problème à résoudre (quelle que soit la fonction), il n’est pas obliga-
toire de tester systématiquement l’ensemble des variables nécessaires à la représenta-
tion de cette fonction. Un contexte se définit de la façon suivante :
Définition 30 (Contexte) Soit une fonction f : {X0, . . . , Xn} → Y . Un contexte c ∈
Dom(C) est une instanciation d’un sous-ensemble de variables C = {C0, . . . , Cj}
tel que C ⊆ {X0, ..., Xn}. Un contexte est noté (C0 = c0) ∧ . . . ∧ (Cj = cj) ou
C0 = c0 ∧ . . . ∧ Cj = cj .
Par exemple, la description de la politique optimale dans le problème Coffee Robot
nécessite l’utilisation de toutes les variables du problème. Cependant, dans le contexte
HOC = 0 ∧ HRC = 1 ∧ O = 1, c’est-à-dire lorsque la propriétaire n’a pas de café
et que le robot a un café et qu’il est au bureau, il est possible de déterminer l’action
optimale (l’action DelC dans ce cas) sans avoir à tester d’autres variables telles que
« est-ce qu’il pleut ? » ou « le robot est-il mouillé ? ».
Contrairement aux indépendances fonctionnelles, l’exploitation des indépendances
contextuelles est étroitement liée aux structures de données employées pour représen-
ter les fonctions du problème. En effet, les opérateurs, Parents et Scope, qui s’ap-
pliquent aux indépendances fonctionnelles définissent le nombre de variables dont
une fonction dépend. Comme nous l’avons constaté dans la section 9.2.3 (par exemple
dans la figure 9.1), la spécification des indépendances fonctionnelles permet de repré-
senter ces fonctions de façon plus compacte, même lorsque la structure de données
utilisée pour leur représentation n’est pas structurée, comme c’est le cas pour les re-
présentations tabulaires.
Pour un ensemble de variables donné (spécifiées par les opérateurs Parents et
Scope), les indépendances contextuelles sont exploitées pour représenter des fonctions
de façon plus compacte. Pour ces indépendances, la principale technique est d’utiliser
des représentations structurées permettant d’aggréger des états, contrairement à une
représentation tabulaire.
Ainsi, chaque algorithme utilisant une structure de données différente, nous avons
préféré illustrer ce concept dans la section suivante, c’est-à-dire dans le cadre de l’al-
gorithme qui l’exploite et des structures de données utilisées.
284 PDM en IA
9.3. Planification dans les FMDP
La section suivante présente un certain nombre de méthodes de planification dans
les FMDP. Plutôt que de décrire les algorithmes en détails, nous nous sommes atta-
chés à décrire les différentes représentations utilisées par ceux-ci, afin que le lecteur
puisse distinguer rapidement les principales différences et caractéristiques de ces algo-
rithmes. Cependant, nous donnerons l’ensemble des références nécessaires pour que
le lecteur puisse obtenir une description exhaustive de ces algorithmes s’il le désire.
9.3.1. Itérations structurées sur les valeurs et sur les politiques
Les deux algorithmes d’itération structurée sur les valeurs et sur les politiques,
Structured Value Iteration (SVI) et Structured Policy Iteration (SPI) [BOU 00a] ont
été les premiers algorithmes adaptant les algorithmes de programmation dynamique
au formalisme des FMDP, illustrant ainsi les avantages (et les inconvénients) de ce
formalisme. En plus des indépendances spécifiques aux fonctions utilisées dans la
décomposition des fonctions de transition et de récompense, les algorithmes SPI et SVI
utilisent une représentation structurée afin d’exploiter les indépendances contextuelles
dans la représentation des différentes fonctions du problème.
Par exemple, nous pouvons constater que, dans l’exemple Coffee Robot, lorsque
la propriétaire a déjà un café, alors il n’est pas nécessaire d’évaluer si le robot a un
café ou s’il est au bureau pour déterminer si la propriétaire aura un café au prochain
pas de temps. Ainsi, la distribution de probabilité de la variable aléatoire HOC′ dans
le contexte HOC = 1, c’est-à-dire « la propriétaire a un café », est indépendante des
variablesHRC etO au pas de temps précédent, c’est-à-dire « le robot a-t-il un café ? »
et « le robot est-il au bureau ? », bien que ces deux variables soient nécessaires pour
définir complètement la distribution de probabilité deHOC′.
Pour exploiter ce type de régularités, [BOU 00a] suggèrent plusieurs notations
pour représenter les fonctions du FMDP à résoudre, telles que les règles [POO 97],
les listes de décision [RIV 87] ou les diagrammes de décision binaires [BRY 86]. SPI
et SVI sont présentés en utilisant les arbres de décision [QUI 93], principalement à
cause de leur simplicité. Nous verrons aussi deux autres méthodes de résolution dans
les FMDP utilisant d’autres représentations (section 9.3.2 et 9.3.3).
9.3.1.1. Les arbres de décision
Les arbres de décision représentent une fonction en partitionnant son espace d’en-
trée. Un arbre de décision est composé de :
nœuds intérieurs (ou nœuds de décision) : ils représentent un test sur une variable
de l’espace d’entrée. Ils sont parents d’autres nœuds dans l’arbre et définissent
la structure de la partition de l’espace d’entrée.
branches : elles connectent un nœud intérieur parent à un nœud enfant en restrei-
gnant le domaine des valeurs de la variable en fonction d’un test installé au
nœud intérieur parent.
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feuilles : elles représentent les nœuds terminaux de l’arbre et sont associées à la
valeur de la fonction dans la partition définie par l’ensemble des tests des nœuds
intérieurs qui sont les parents de la feuille.
Dans le cadre de SPI et SVI, les arbres de décision sont utilisés pour représenter l’en-
semble des fonctions du FMDP à résoudre. Une fonction F représentée avec un arbre
de décision est notée Tree [F ]. Graphiquement, les arbres sont représentés en utilisant
la convention suivante : pour un nœud de décision testant une variable X booléenne,
les branches de gauche et de droite sont associées respectivement à X = 1 et X = 0.
Lorsque la variable n’est pas booléenne, alors la valeur de X est indiquée sur chaque
branche.
9.3.1.2. Représentation de la fonction de transition
Dans le problème Coffee Robot, la description sous forme tabulaire de la distri-
bution de probabilité PDelC(HOC′|O,HRC,HOC), rappelée figure 9.3(a), fait ap-
paraître plusieurs régularités pouvant être agrégées. Par exemple, on peut remarquer
que, comme décrit ci-dessus, dans le contexte HOC = 1, la probabilité que HOC′
soit vrai est égale à 1 quelle que soit la valeur des deux autres variables O et HRC
appartenant à l’ensemble ParentsDelC(HOC′). En effet, lorsque la propriétaire a un
café, alors il est certain qu’elle aura un café au prochain pas de temps. Les arbres de
décision permettent de représenter de façon compacte ce type de régularités.
HOC HRC O HOC′
1 1 1 1.0
1 1 0 1.0
1 0 1 1.0
1 0 0 1.0
0 1 1 0.8
0 1 0 0.0
0 0 1 0.0










Figure 9.3. Représentation sous la forme tabulaire de la distribution de
probabilité conditionnelle PDelC(HOC′|O,HRC,HOC) (figure a) et sous la
forme d’un arbre de décision (figure b). La feuille notée 0.8 signifie que la
probabilité pour la variableHOC′ d’être vraie est :
PDelC(HOC
′|O = 1,HRC = 1,HOC = 0) = 0.8. Ainsi, certaines
régularités sont agrégées, comme par exemple les probabilités
PDelC(HOC
′|HOC = 1) = 1.0.
Un arbre de décision Tree [Pτ (X ′|Parentsτ (X ′))] représentant la distribution de
probabilité conditionnelle Pτ (X ′|Parentsτ (X ′)) est composé de :
nœuds intérieurs : représentent un test sur une variable Xj ∈ Parentsτ (X ′) ;
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branches : représentent une valeur xj ∈ Dom(Xj) de la variable Xj testée au nœud
parent et définissant le sous-espace représenté par le nœud enfant connecté à la
branche.
les feuilles : représentent la distribution de probabilité Pf (X ′|x[Xj ]), avec x[Xj ]
l’ensemble des instanciations des variables Xj ∈ Parentsτ (X ′) testées dans les
nœuds parents de la feuille f dans l’arbre.
L’interprétation d’un tel arbre est directe : la distribution de probabilité d’une va-
riable X ′ pour une instanciation x est donnée par l’unique feuille que l’on atteint en
choisissant à chaque nœud de décision la branche correspondant à une valeur de test
cohérente avec x. Le chemin en question peut spécifier une instanciation partielle de
X ′.





de probabilité conditionnelle PDelC(HOC′|O,HRC,HOC) sous la forme d’un arbre
de décision. Les valeurs aux feuilles indiquent la probabilité que la variable HOC′
soit vraie. On peut alors remarquer qu’une représentation en arbre de décision, pour la
définition de PDelC(HOC′), est plus compacte qu’une représentation tabulaire puis-
qu’elle exploite les indépendances contextuelles : 4 feuilles sont nécessaires à la re-
présentation de la fonction alors que 8 entrées sont nécessaires pour décrire la même
fonction sous forme tabulaire. Nous verrons que cette factorisation est utilisée par les
algorithmes de planification SPI et SVI.
9.3.1.3. Représentation de la fonction de récompense
La représentation d’une fonction de récompense avec des arbres de décision est
très similaire à la représentation d’une distribution de probabilité. En effet, la signi-
fication des nœuds intérieurs et des branches est la même. Seule change l’étiquette
attachée aux feuilles de l’arbre puisqu’elle représente des nombres réels plutôt que










0.9 1.0 0.0 0.1
(b)
Figure 9.4. Définition de la fonction de récompense R(s) avec une
représentation tabulaire (figure a) et un arbre de décision (figure b). La feuille
notée 0.9 signifie R(HOC = 1,W = 1) = 0.9.
La figure 9.4 représente la fonction de récompense pour le problème Coffee Robot
et compare la représentation tabulaire R(s) avec l’arbre de décision Tree [R(s)]. On
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constate qu’aucune indépendance contextuelle n’est utilisable puisque le nombre de
feuilles dans l’arbre est égal au nombre de lignes nécessaires à la définition de la
fonction avec une représentation tabulaire.
Les algorithmes SPI et SVI ne permettent pas d’exploiter la décomposition additive
d’une fonction de récompense telle qu’elle a été définie dans la section 9.2.3.4.
9.3.1.4. Représentation d’une politique
Une politique π(s) peut aussi être représentée sous la forme d’un arbre de décision
Tree [π(s)]. La figure 9.5 représente une politique stationnaire déterministe Tree [π(s)]














Figure 9.5. Représentation d’une politique π(s) sous la forme d’un arbre de
décision Tree [π(s)]. La feuille notée BuyC signifie
π(HOC = 0,HRC = 0,O = 0) = BuyC.
L’espace d’état du problème Coffee Robot est composé de 6 variables binaires.
Une description tabulaire de π aurait donc nécessité 26 = 64 entrées. L’arbre Tree [π]
ne contient que 8 feuilles (15 nœuds au total). Sur le problème Coffee Robot, l’utilisa-
tion d’arbres de décision pour représenter une politique permet donc d’exploiter des
indépendances contextuelles telles que, lorsque la propriétaire n’a pas de café, que le
robot est au bureau et qu’il a un café, il n’est pas nécessaire de connaître la valeur
des variables telles que « est-ce qu’il pleut ? » pour déterminer la meilleure action à
réaliser.
Lors de l’exécution d’une politique dans un environnement, une telle représenta-
tion se révèle avantageuse lorsque déterminer la valeur d’une variable a un coût (par
exemple en terme de temps de calcul). En effet, elle permet de n’avoir à déterminer que
la valeur des variables strictement nécessaires à l’exécution de la politique de façon
288 PDM en IA
spécifique à l’état courant de l’agent. Une telle propriété permet ainsi d’économiser
l’évaluation des variables inutiles.
Enfin, l’utilisation d’un arbre de décision pour la description d’une politique per-
met d’effectuer un nombre réduit de tests pour déterminer l’action à réaliser pour
l’agent. Dans le pire cas, pour un problème décrit avec N variables, seuls N tests sont
nécessaires pour déterminer l’action retournée par la politique. Cependant, l’espace
mémoire requis pour une telle représentation reste, dans le pire cas, exponentielle en
fonction du nombre de variables décrivant l’espace d’états du problème.
9.3.1.5. Représentation d’une fonction de valeur
Naturellement, la fonction de valeur Vπ d’une politique π peut aussi se représen-
ter sous la forme d’un arbre de décision Tree [Vπ]. La sémantique d’un tel arbre est
quasiment identique à celle d’un arbre de décision représentant une fonction de ré-
compense : un nœud de décision représente une variable, une branche représente la
valeur de la variable testée au nœud de décision parent et les feuilles représentent la
valeur de la fonction de valeur pour la partition délimitée par les tests de ses parents.
































Figure 9.6. Représentation de la fonction de valeur Vπ(s) de la politique π
sous la forme d’un arbre de décision Tree [Vπ(s)] pour le problème Coffee
Robot. La feuille notée 10.0 signifie Vπ(HOC = 1,W = 0) = 10.0.
L’arbre Tree [Vπ] ne contient que 18 feuilles (35 nœuds au total) alors qu’une re-
présentation tabulaire aurait nécessité 64 entrées. Sur le problème Coffee Robot, une
représentation sous la forme d’un arbre de décision permet donc d’exploiter les indé-
pendances contextuelles. Par exemple, la valeur Vπ(HOC = 1,W = 0) de la politique
π, lorsque la propriétaire a un café et que le robot est sec, ne dépend pas des autres
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variables du problème. Une telle propriété peut être considérée comme l’agrégation
de plusieurs états. Ainsi, lors du calcul itératif d’une fonction de valeur, il n’est néces-
saire de calculer qu’une seule fois la mise à jour de la valeur d’une feuille pour mettre
à jour la valeur de tous les états représentés par cette feuille.
Cependant, il est possible de constater sur la fonction de valeur Tree [Vπ] qu’une
telle représentation ne permet pas d’exploiter certaines régularités présentes dans la
définition de Vπ . En effet, on peut remarquer, par exemple, que la structure des sous-
arbres composés des variables R, W , U et O est identique. Nous verrons qu’une
approximation additive de la fonction de valeur (que nous présenterons section 9.3.3.5,
page 297) permet d’exploiter une telle symétrie, contrairement à une représentation
telle que les arbres de décision.
Enfin, dans le pire cas, c’est-à-dire lorsque la fonction de valeur de la politique
évaluée est différente pour tous les états possibles, la taille de la représentation aug-
mente exponentiellement avec le nombre de variables composant l’espace d’états du
problème.
9.3.1.6. Algorithmes
Le principe de base des algorithmes SPI et SVI est d’adapter les algorithmes Policy
Iteration et Value Iteration aux arbres de décision. Ainsi, plutôt que d’avoir à calculer
une mise à jour de la valeur de chaque état possible lors d’une itération, comme c’est
le cas pour Policy Iteration et Value Iteration, SVI et SPI calculent cette mise à jour
pour chaque feuille d’un arbre de décision, permettant de réduire le coût des calculs
lorsque plusieurs états sont agrégés et représentés par la même feuille. [BOU 00a]
propose une description exhaustive de ces deux algorithmes, que nous ne rappelons
pas ici puisque nous nous concentrons sur les représentations.
9.3.2. L’algorithme Stochastic Planning Using Decision Diagrams
Dans certains problèmes, la fonction de valeur possède des symétries qui ne sont
pas exploitées par les arbres de décision, notamment lorsque la fonction est strictement
identique dans plusieurs contextes disjoints. L’algorithme présenté par [HOE 99], nom-
mé SPUDD 5, propose d’utiliser des diagrammes de décision algébriques6 (ADD), dé-
crits par [BAH 93], pour représenter les fonctions d’un FMDP. De façon semblable à
SPI, SPUDD exploite les indépendances relatives à la fois aux fonctions et aux contextes.
L’utilisation d’ADD plutôt que d’arbres de décision présente deux avantages sup-
plémentaires. D’une part, les ADD permettent de mieux factoriser certaines fonctions
en exploitant le fait que certaines sous-parties d’une partition de l’espace sont sem-
blables les unes aux autres, alors que les contextes les caractérisants sont disjoints.
5. Stochastic Planning Using Decision Diagrams (planification stochastique utilisant les dia-
grammes de décision)
6. Algebraic Decision Diagrams
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D’autre part, les variables utilisées dans un ADD sont ordonnées. Bien que trouver un
ordre optimal des variables à tester pour représenter une fonction de façon la plus com-
pacte possible est un problème difficile, [HOE 00] montrent que plusieurs heuristiques
peuvent être utilisées pour trouver un ordre permettant de représenter les fonctions de
façon suffisamment compacte pour accélérer nettement les calculs. Un tel ordonnan-
cement est utilisé pour accélérer les calculs réalisés sur les fonctions représentées. Ces
deux avantages permettent d’améliorer les algorithmes de programmation dynamique
aussi bien en termes d’espace mémoire consommé qu’en termes de temps de calcul.
9.3.2.1. Les diagrammes de décision algébriques
Les ADD sont une généralisation des diagrammes de décision binaires (BDD) ou
Binary Decision Diagrams [BRY 86]. Les BDD sont une représentation compacte de
fonctions Bn → B de n variables binaires vers une valeur binaire. Les ADD généra-
lisent les BDD pour représenter des fonctions réelles Bn → IR de n variables binaires
vers une valeur réelle. Un ADD est composé de :
nœuds intérieurs (ou nœuds de décision) : ils représentent un test sur une variable
binaire de l’espace d’entrée. Ils sont le parent de deux branches correspondant
respectivement au fait que la variable testée est égale à Vrai ou Faux.
branches : elles connectent un nœud intérieur parent à un nœud enfant en fonction
de la valeur Vrai ou Faux du test installé au nœud intérieur.
feuilles : elles représentent les nœuds terminaux du diagramme et sont associées à la
valeur de la fonction dans l’un des sous-espaces définis par l’ensemble des tests
des nœuds intérieurs parents de la feuille.
Contrairement à un arbre de décision, les nœuds intérieurs et les feuilles d’un ADD
peuvent avoir plusieurs parents. Une fonction F représentée avec un ADD est notée
ADD [F ]. La convention suivante est utilisée pour représenter un ADD graphiquement :
pour un nœud de décision testant une variable X , les branches dessinées en trait plein
et pointillé sont associées respectivement à X = 1 et X = 0.
Les ADD possèdent plusieurs propriétés intéressantes. D’une part, pour un ordre
de variables donné, chaque fonction distincte n’a qu’une seule représentation. D’autre
part, la taille de la représentation de nombreuses fonctions peut être réduite grâce à la
réutilisation de sous-graphes identiques au sein de la description. Enfin, il existe des
algorithmes optimisés pour la plupart des opérations de base, notamment la multipli-
cation, l’addition ou bien la maximisation.
La figure 9.7 montre l’exemple d’une même fonction F représentée par un arbre
de décision et par un ADD. Elle illustre le fait que les arbres de décision, contrairement
aux ADD, ne sont pas adaptés pour la représentation de certaines fonctions, notamment
les fonctions disjonctives. Ainsi, alors que la représentation Tree [F ] contient 5 feuilles


















Figure 9.7. Comparaison des représentations d’une fonction F sous la forme
d’un arbre de décision Tree [F ] (figure a) et d’un diagramme de décision
algébrique ADD [F ] (figure b).
3 nœuds intérieurs). La mise à jour de cette fonction dans le cas de SPI nécessitera donc
5 calculs de mise à jour différents alors que SPUDD ne réalisera que 2 calculs.
Cependant, l’utilisation des ADD impose principalement deux contraintes sur le
FMDP à résoudre. Premièrement, il est nécessaire que les variables du FMDP soient
toutes binaires, les ADD ne représentant que des fonctions Bn → IR. Pour les pro-
blèmes contenant des variables à plus de deux valeurs, il est toujours possible de
décomposer ces variables avec de nouvelles variables (binaires). Deuxièmement, les
algorithmes basés sur les ADD supposent que, au sein de la structure de données, les
tests sur les variables sont ordonnés. Lorsque ces deux contraintes sont satisfaites, il
est possible de représenter l’ensemble des fonctions du FMDP à résoudre en utilisant
des ADD.
De la même façon que pour SPI et SVI, la plupart des opérateurs sur les fonctions
sont redéfinis et optimisés pour manipuler des ADD. L’algorithme SPUDD reprend le
principe de l’algorithme Value Iteration pour l’adapter aux ADD en supposant que
toutes les variables du FMDP à résoudre sont binaires et que les variables sont préala-
blement ordonnées.
Les travaux sur SPUDD ont été prolongés avec APRICODD [STA 00] qui est une im-
plémentation de SPUDD avec plusieurs améliorations. Premièrement, plusieurs étapes
du calcul de l’équation de Bellman sont optimisées afin de permettre à l’utilisateur de
pouvoir paramétrer un compromis entre temps de calcul et espace mémoire nécessaire.
De plus, il est possible de calculer des fonctions de valeur approchées en spécifiant soit
une taille maximale de l’ADD représentant la fonction de valeur, soit une erreur maxi-
male de la représentation [HOE 00]. Enfin, APRICODD propose plusieurs méthodes
de réorganisation automatique des variables afin d’éviter à l’utilisateur d’avoir à les
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spécifier manuellement. La dernière version d’APRICODD est disponible sur Internet7.
Les résultats présentés dans [HOE 99, STA 00] suggèrent qu’une telle approche est
plus efficace que celle utilisée par les algorithmes SPI ou SVI.
9.3.3. Programmation linéaire approchée dans un FMDP
Une alternative à la programmation dynamique pour résoudre un MDP est l’utili-
sation de la programmation linéaire (section 1.6.2.1). L’utilisation de cette technique
pour la résolution d’un FMDP est l’aboutissement de nombreux travaux commencés
par [KOL 99, KOL 00] puis menés principalement par Guestrin [GUE 01a, GUE 03a,
GUE 03b].
La fonction de valeur optimale d’un MDP peut être calculée en formulant celui-ci
sous la forme d’un programme linéaire [MAN 60] :
Pour les variables: V (s), ∀s ∈ S ;
Minimiser:
∑
s α(s)V (s) ;
Avec les contraintes : V (s) ≥ R(s, a) + γ∑s′ P (s′|s, a)V (s′)
∀s ∈ S, ∀a ∈ A.
(LP 1)
où α(s) > 0 est la pondération d’intérêt de l’état s. La résolution de ce programme
linéaire se heurte à un problème de complexité à la fois dans la fonction à optimiser,
les variables à déterminer et le nombre de contraintes, ce qui impose d’avoir recours à
une méthode approchée pour traiter des problèmes de grande taille.
Ces problèmes sont résolus en exploitant deux idées principales reposant prin-
cipalement sur les indépendances fonctionnelles et la décomposition additive de la
fonction de récompense.
La première idée exploite une représentation approchée de la fonction de valeur,
plus précisément une combinaison linéaire de fonctions de base [SCH 85], pour, d’une
part, diminuer la complexité de la définition de la fonction à optimiser et du nombre
de variables à déterminer et pour, d’autre part, accélérer le calcul de la génération
des contraintes. La deuxième idée propose d’utiliser un algorithme de décomposition
des contraintes afin de pouvoir représenter l’ensemble des contraintes du programme
linéaire de façon compacte.
Ces deux idées sont exploitées par deux algorithmes différents proposés par
[GUE 03b]. Le premier algorithme est une reformulation de l’algorithme Policy Ite-
ration utilisant la programmation linéaire pour la phase d’évaluation de la politique.
Le deuxième algorithme part directement du programme linéaire LP 1 et propose la
construction directe d’un programme linéaire afin d’évaluer la fonction de valeur op-
timale du FMDP à résoudre. La section suivante présente les représentations utilisées




Principalement deux représentations sont utilisées dans l’utilisation de la program-
mation linéaire telle qu’elle est proposée par Guestrin. La première représentation est
une représentation tabulaire classique et permet d’exploiter uniquement les propriétés
d’indépendance fonctionnelle et de décomposition additive du problème. La deuxième
représentation est une représentation structurée basée sur des règles [ZHA 99] permet-
tant en plus d’utiliser les indépendances contextuelles au sein d’une fonction. Bien
que [GUE 03b] montrent que, pour certains problèmes, une représentation tabulaire
est plus rapide qu’une représentation structurée, nous pensons que les représentations
structurées sont mieux adaptées pour représenter des problèmes réels, justement parce
qu’elles exploitent les indépendances contextuelles. De plus, le pire des cas des repré-
sentations structurées est souvent moins mauvais que le pire des cas des représenta-
tions tabulaires en terme de temps de calcul [STA 00, GUE 03a].
Deux avantages sont avancés par [GUE 03b] pour justifier l’utilisation des règles
plutôt qu’une autre représentation telle que les arbres de décision ou les ADD. Pre-
mièrement, cette représentation est bien adaptée à leur technique de décomposition
des contraintes du programme linéaire. Deuxièmement, contrairement aux arbres de
décision ou aux ADD, les règles utilisées pour décrire une fonction peuvent ne pas être
exclusives. Deux types de règles sont distinguées : les règles de probabilité (probabi-
lity rules) et les règles de valeur (value rules). Les règles de probabilité sont utilisées
pour représenter la fonction de transition alors que les règles de valeur sont utilisées
pour définir les fonctions de récompense ainsi que les fonctions de valeur. Ces deux
types de règles et leurs utilisations dans le cadre de la programmation linéaire appro-
chée dans un FMDP sont décrits dans la suite de cette section, d’après [GUE 03b]. Une
fonction F (x) représentée avec un ensemble de règles est notée Rule [F ].
9.3.3.2. Représentation de la fonction de transition
Le premier type de règles est utilisé pour représenter la fonction de transition,
plus précisément les distributions de probabilité conditionnelles quantifiant les DBN.
Une règle correspond à un ou plusieurs contextes dans la distribution ayant la même
probabilité. Nous commençons par définir la cohérence entre deux contextes :
Définition 31 (Cohérence entre deux contextes) Soit C ⊆ {X,X ′}, c ∈ Dom(C),
B ⊆ {X,X ′} et b ∈ Dom(B). On dit que les deux contextes b et c sont cohérents s’ils
ont tous les deux les mêmes valeurs pour toutes les variables appartenant à l’inter-
section C ∩B.
Ainsi, des contextes possédant des variables avec des valeurs identiques sont définis
comme étant cohérents. Les probabilités ayant la même valeur et des contextes cohé-
rents sont représentées avec des règles de probabilité :
Définition 32 (Règle de probabilité) Une règle de probabilité η = |c : p| est une
fonction η : {X,X ′} 7→ [0, 1] avec le contexte c ∈ Dom(C), C ⊆ {X,X ′} et
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p ∈ [0, 1] et tel que η(s, x′) = p si les instanciations s et x′ sont cohérentes avec c,
ou sinon est égal à 1.
Deux règles sont dites cohérentes si leurs contextes respectifs sont cohérents. On dé-
finit maintenant un ensemble de règles de probabilité pour définir complètement une
distribution de probabilité conditionnelle :
Définition 33 (Ensemble de règles de probabilité) Un ensemble de règles Pa d’une
distribution de probabilité conditionnelle est une fonction Pa : ({X ′i} ∪X) 7→ [0, 1]
composée des règles de probabilité {η1, . . . , ηm} dont les contextes sont mutuelle-
ment exclusifs et exhaustifs. On définit : Pa(x′i|x) = ηj(x, x′i) avec ηj l’unique règle
appartenant à Pa dont le contexte cj est cohérent avec (x′i, x). De plus, on a néces-
sairement : ∀s ∈ S :∑x′i Pa(x
′
i|s) = 1.
Il est possible de définir Parentsa(X
′
i) comme l’union des variables appartenant aux
contextes des règles appartenant à Pa(X ′i).
A l’instar des arbres de décision, les ensembles de règles de probabilité permettent
d’exploiter les indépendances contextuelles. De plus, les arbres de décision forment
une partition complète d’un espace. Il est donc facile de définir un ensemble de règles
mutuellement exclusives et exhaustives à partir d’un arbre de décision, comme le









HOC = 1 ∧HOC′ = 1 : 1.0
HOC = 0 ∧ O = 0 ∧HOC′ = 0 : 1.0
HOC = 0 ∧ O = 1 ∧HRC = 1 ∧HOC′ = 0 : 0.2
HOC = 0 ∧ O = 1 ∧HRC = 1 ∧HOC′ = 1 : 0.8
HOC = 0 ∧ O = 1 ∧HRC = 0 ∧HOC′ = 0 : 1.0
(b)
Figure 9.8. Représentation de la distribution de probabilité conditionnelle
PDelC(HOC
′) sous la forme d’un arbre de décision et d’un ensemble de
règles. La règle |HOC = 0 ∧ O = 1 ∧HRC = 1 ∧HOC′ = 1 : 0.8| définit
PDelC(HOC
′ = 1|HOC = 0,O = 1,HRC = 1) = 0.8.
La probabilité PDelC(HOC′ = 1|HOC = 0,O = 1,HRC = 1) = 0.8 est
représentée par la règle correspondante |HOC = 0 ∧ O = 1 ∧ HRC = 1 ∧ HOC′ =
1 : 0.8|. On peut remarquer que, pour les tests concernant les variables X au temps t,
le contexte de cette règle correspond aux tests réalisés dans l’arbre de décision pour
atteindre la feuille 0.8. De plus, la variable X ′i au temps t + 1 appartiennent aussi au
contexte de la règle. Une distribution de probabilité conditionnelle F (x) représentée
avec un ensemble de règles de probabilité est notée Rulep [F ].
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9.3.3.3. Représentation de la fonction de récompense
Pour représenter la fonction de récompense d’un FMDP, on définit les règles de
valeur :
Définition 34 (Règle de valeur) Une règle de valeur ρ = |c : v| est une fonction ρ :
X → IR telle que ρ(x) = v lorsque x est cohérent avec le contexte c et 0 sinon.
On note que la portée d’une règle de valeur est Scope(ρ) = C avec C l’ensemble des
variables instanciées dans le contexte c de la règle ρ = |c : v|.
Il est maintenant possible de définir une fonction comme un ensemble de règles de
valeur :
Définition 35 (Ensemble de règles de valeur) Un ensemble de règles de valeur re-
présentant une fonction f : X 7→ IR est composé de l’ensemble des règles de valeur
{ρ1, . . . , ρn} telles que f(x) =
∑n
i=1 ρi(x) avec ∀i : Scope(ρi) ⊆ X .
Une fonction F représentée avec un ensemble de règles de valeur est notée Rulev [F ].
De plus, on suppose qu’une récompense R(s, a) peut s’écrire sous la forme d’une





Cette représentation permet de représenter de façon naturelle des fonctions en
exploitant à la fois des indépendances contextuelles et une décomposition additive,
comme le montre la figure 9.9.















Ensembles de règles de valeur :
R(s) = HOC = 1 : 0.9
W = 0 : 0.1
= HOC = 1 : 0.9 + W = 0 : 0.1
Figure 9.9. Représentation de la fonction de récompense R décomposée en
une somme de fonction de récompense dont la portée est restreinte à une seule
variable du problème.
Comme nous l’avons décrit dans la section 9.2.3.4, la fonction de récompense du
problème Coffee Robot peut être décomposée en une somme de deux fonctions dont
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la portée n’est restreinte qu’à une seule variable du problème. Plusieurs représenta-
tions peuvent être utilisées pour représenter les fonctions composant la fonction de
récompense, notamment une forme tabulaire, d’arbres de décision ou d’un ensemble
de règles de valeur.
La figure 9.9 montre que deux configurations sont possibles, soit en regroupant les
règles au sein d’un même ensemble pour ne définir qu’une seule fonction, soit en sépa-
rant les règles dans deux ensembles différents pour définir deux fonctions différentes.
Enfin, on remarque que, même sur cet exemple simple, les règles de valeur permettent
d’exploiter les indépendances contextuelles pour décrire la fonction de récompense
du problème Coffee Robot, contrairement aux arbres de décision. En effet, les arbres
de décision requièrent la représentation des feuilles contenant la valeur 0, ce qui n’est
pas le cas des règles.
9.3.3.4. Représentation d’une politique
Pour représenter une politique π de façon compacte, [GUE 03b] reprennent une
technique présentée par [KOL 00]. Plutôt que d’utiliser un arbre de décision Tree [π]
ou un ADD ADD [π] pour représenter une définition structurée de π, une action par
défaut est choisie a priori dans le FMDP et la politique est représentée comme une liste
de décision ordonnée. Chaque élément de la liste est composé de trois informations
différentes : un contexte indiquant si la décision peut être prise étant donné un état s,
l’action à exécuter si la décision est prise et enfin le bonus indiquant la récompense
espérée supplémentaire pour cette décision comparée à la récompense espérée de l’ac-
tion par défaut. Le dernier élément de la liste est toujours l’action par défaut, associée
à un contexte vide (pour que ce dernier élément représente la décision par défaut à
prendre si aucun autre n’est cohérent avec l’état) et un bonus de 0. Une politique π re-
présentée sous la forme d’une liste de décision est notée List [π]. La figure 9.10 montre
l’exemple d’une politique dans le problème Coffee Robot dont l’action par défaut est
Go.
Contexte Action Bonus
0 HOC = 0 ∧HRC = 1 ∧W = 0 ∧R = 1 ∧ U = 0 ∧ O = 1 DelC 2.28
1 HOC = 0 ∧HRC = 0 ∧W = 0 ∧R = 1 ∧ U = 0 ∧ O = 0 BuyC 1.87
2 HOC = 0 ∧HRC = 1 ∧W = 0 ∧R = 1 ∧ U = 1 ∧ O = 1 DelC 1.60
3 HOC = 0 ∧HRC = 1 ∧W = 1 ∧ O = 1 DelC 1.45
4 HOC = 0 ∧HRC = 1 ∧W = 0 ∧R = 0 ∧ O = 1 DelC 1.44
5 HOC = 0 ∧HRC = 0 ∧W = 0 ∧R = 1 ∧ U = 1 ∧ O = 0 BuyC 1.27
6 HOC = 0 ∧HRC = 0 ∧W = 1 ∧ O = 0 BuyC 1.18
7 HOC = 0 ∧HRC = 0 ∧W = 0 ∧R = 0 ∧ O = 0 BuyC 1.18
8 HOC = 1 ∧W = 0 ∧R = 1 ∧ U = 0 DelC 0.84
9 HOC = 0 ∧HRC = 0 ∧W = 0 ∧R = 1 ∧ U = 0 ∧ O = 1 GetU 0.18
10 HOC = 1 ∧W = 0 ∧R = 1 ∧ U = 1 DelC 0.09
11 ∅ Go 0.00
Figure 9.10. Représentation d’une politique π(s) sous la forme d’une liste de
décision List [π] (avec Go l’action par défaut).
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On peut remarquer que la politique représentée figure 9.10 n’est pas simplifiée.
En effet, par exemple, la règle 3 peut être agrégée avec la règle 1 puisque ces deux
règles ont le même contexte (la règle 3 ne sera jamais utilisée puisque la règle 1 sera
nécessairement utilisée avant). De plus, contrairement aux arbres de décision ou aux
ADD, le nombre de tests réalisés pour déterminer l’action à exécuter peut être supérieur
au nombre de variables décrivant le problème.
Enfin, pour certains problèmes de grande taille, quelle que soit la méthode de pla-
nification utilisée, une représentation explicite de la politique optimale, même fac-
torisée, est impossible puisqu’il est nécessaire pour chaque état d’évaluer toutes les
variables du problème afin de déterminer la meilleure action à réaliser par l’agent.
C’est la raison pour laquelle [GUE 03b] propose des algorithmes ne nécessitant pas
une représentation explicite de la politique du problème.
9.3.3.5. Représentation de la fonction de valeur
Nous avons vu qu’un MDP pouvait s’écrire sous la forme d’un programme linéaire
de la façon suivante (section 1.6.2.1, LP 1, page 292) :
Pour les variables: V (s), ∀s ∈ S ;
Minimiser:
∑
s α(s)V (s) ;
Avec les contraintes : V (s) ≥ R(s, a) + γ∑s′ P (s′|s, a)V (s′)
∀s ∈ S, ∀a ∈ A.
(LP 2)
Cependant, une telle représentation pose un problème de complexité, aussi bien en
le nombre de variables à déterminer, qu’en le nombre de termes de la somme de la
fonction objectif, ou en le nombre de contraintes.
Une solution pour éviter l’explosion combinatoire concernant le nombre de va-
riables à déterminer et le nombre de termes dans la fonction à minimiser est l’approxi-
mation de la fonction de valeur par une combinaison linéaire proposée par [BEL 63]
(voir le chapitre 11). L’espace des fonctions de valeur approchées Ṽ ∈ H ⊆ IRn
est défini via un ensemble de fonctions de base, ou basis functions, dont la portée est
limitée à un petit nombre de variables :
Définition 36 (Fonction de valeur linéaire) Une fonction de valeur linéaire Ṽ sur
un ensemble de fonctions de baseH = {h0, . . . , hk} est une fonction telle que Ṽ (s) =∑k
j=1 wjhj(s) avec w ∈ IRk.
Cette approximation peut être utilisée pour redéfinir le programme linéaire simple-
ment en remplaçant la fonction de valeur à déterminer par son approximation
[SCH 85] :






Avec les contraintes :
∑k





∀s ∈ S, ∀a ∈ A.
(LP 3)
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Ainsi, plutôt que de déterminer la fonction de valeur dans l’espace complet des
fonctions de valeur, l’espace de recherche est réduit à l’espace des valeurs pour l’en-
semble des coefficients utilisés dans la combinaison linéaire. De plus, le fait de limiter
la portée des fonctions de base permet d’exploiter les indépendances relatives aux
fonctions de base.
On peut donc remarquer que le nombre de variables à déterminer du programme
linéaire n’est plus le nombre d’états possibles mais le nombre de coefficients dans
l’approximation linéaire. Cependant, le nombre de termes dans la fonction à minimiser
et le nombre de contraintes sont toujours égaux aux nombres d’états dans le problème.
Pour un tel programme, une solution existe si une fonction de base constante est
incluse dans l’ensemble des fonctions de base [SCH 85]. Nous supposons donc qu’une
telle fonction h0, telle que h0(s) = 1,∀s ∈ S, est systématiquement incluse à l’en-
semble des fonctions de base. De plus, il est important de noter que le choix des
pondérations d’intérêt α(s) influe sur la qualité de l’approximation [FAR 01].
En plus de la diminution de la complexité du programme linéaire, une telle ap-
proximation de la fonction de valeur permet d’exploiter à la fois les indépendances
fonctionnelles et certaines régularités de la structure de la fonction de valeur. Dans
le problème Coffee Robot, la figure 9.11 montre un exemple de décomposition addi-
tive de la fonction de valeur approchée permettant d’exploiter une régularité que des
représentations telles que les arbres de décision et les ADD ne pouvaient pas utiliser.
1 0














Tree [h1] Tree [h2]
Figure 9.11. Exemple de décomposition de la fonction de valeur du problème
Coffee Robot sous la forme de deux arbres de décision représentant deux
fonctions de base permettant de calculer la politique π(s) (figure 9.10). La
fonction de valeur optimale approchée est :
Ṽ ∗(s) = 0.63 · Tree [h0] + 0.94 · Tree [h1] + 0.96 · Tree [h2]. L’arbre
Tree [h0] n’est pas illustré puisqu’il définit une fonction constante et ne
contient donc qu’une seule feuille égale à 1.
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La définition d’une fonction de valeur Tree [V ] du problème est décomposée en
deux fonctions de base Tree [h1] et Tree [h2]8 et permet une approximation de Tree [Vπ]
dont l’erreur est inférieure à 1. La propriété de décomposition additive est exploi-
tée puisque, plutôt que de contenir 18 feuilles, cette représentation ne nécessite que
11 feuilles pour les deux arbres (soit 20 nœuds au total, au lieu de 35 nœuds pour
Tree [Vπ]). Cette décomposition contient deux fonctions de base (trois en comptant la
fonction constante h0), donc trois coefficients, w0, w1 et w2, sont à déterminer dans
le programme linéaire 2.
Enfin, lorsque la fonction de récompense possède une décomposition additive,
comme c’est le cas dans le problème Coffee Robot, il semble naturel que la fonc-
tion de valeur du problème possède également cette propriété. Cependant, ces deux
propriétés ne sont pas nécessairement corrélées. En effet, bien qu’une fonction de
récompense puisse ne présenter aucune décomposition additive, une combinaison li-
néaire de fonctions de base peut quand même permettre de déterminer avec une faible
erreur d’approximation les fonctions de valeur du problème. Une telle représenta-
tion est donc plus générale que les représentations sous forme d’arbre de décision ou
d’ADD proposées par SPI ou SPUDD [GUE 03b]. Réciproquement, des représentations
compactes des fonctions de transition et de récompense n’impliquent pas non plus une
représentation compacte de la fonction de valeur [KOL 99, MUN 00, LIB 02].
9.3.3.6. Algorithmes
Les algorithmes [GUE 03b] permettent ainsi, à partir de la définition d’un pro-
blème sous la forme d’un FMDP, de générer le programme linéaire associé afin de
calculer une approximation de la fonction de valeur du problème. De plus, des al-
gorithmes sont aussi proposés afin d’obtenir une représentation de la politique (sous
la forme exposée dans la section 9.3.3.4). Cependant, une telle représentation peut
s’avérer trop coûteuse, c’est la raison pour laquelle les auteurs proposent une autre
alternative : une fois la fonction de valeur calculée, pour un état donné, il est facile de
calculer la valeur d’action pour chaque action, permettant ainsi de trouver la meilleure
action à exécuter pour cet état. Ainsi, une représentation explicite de la politique est
évitée. Le lecteur pourra consulter [GUE 03b] pour obtenir une description exhaustive
de ces algorithmes.
9.4. Conclusion et perspectives
La résolution efficace de problèmes décisionnels de Markov de grande taille dans
un cadre factorisé est un domaine de recherche très actif. Plusieurs extensions de ce
cadre ont été proposées, notamment dans le cadre partiellement observable [?] et dans
celui de l’apprentissage par renforcement. Cette seconde extension se justifie par le
8. Ces deux fonctions Tree [h1] et Tree [h2] ont été obtenues à partir de l’arbre de décision re-
présentant la fonction de valeur Tree [Vπ] dans le problème Coffee Robot, figure 9.6 (page 288).
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fait que définir complètement la fonction de transition et de récompense d’un FMDP
peut s’avérer fastidieux, voir impossible dans certains cas.
Dans ce cadre, la première famille d’algorithmes est l’adaptation directe des algo-
rithmes d’apprentissage par renforcement présentés dans la section 2.5.2, nommément
DBN-E3 [KEA 99], factored R-MAX [STR 07] et factored I.E. [STR 07]. Ces algo-
rithmes supposent que la structure des DBN du FMDP est connue, mais pas quantifiée.
Les algorithmes proposent alors un apprentissage permettant d’obtenir une politique
proche d’une politique optimale du FMDP en un temps fini.
La deuxième famille d’algorithmes ne fait aucune hypothèse sur la structure de la
fonction de transition et de récompense du FMDP. En s’inspirant de l’apprentissage
par renforcement indirect (cf. tome 1, section 2.5), de récents travaux proposés par
[DEG 07] proposent d’apprendre la structure des problèmes à partir de l’expérience
d’un agent et en utilisant l’induction d’arbres de décisions. Bien que les résultats ex-
périmentaux soient intéressants, une preuve mathématique de cette approche n’existe
pas encore. Nous renvoyons le lecteur à [DEG 07] pour un exposé plus précis de ces
dernières méthodes.
Des recherches destinées à combler le fossé entre les approches disposant d’une
preuve de convergence et celles qui en sont dépourvues sont elles aussi très actives.
L’approche suivie par l’équipe de Littman dans ce cadre consiste à proposer des
preuves de convergence pour des algorithmes présupposant de moins en moins de
connaissances a priori sur la structure du FMDP qu’il s’agit de résoudre. On consultera
en particulier [STR 07] sur ce point.
Enfin, une dernière extension du cadre des FMDP consiste à combiner la factorisa-
tion et une approche hiérarchique. Les travaux de thèse de Teichteil [TEI 05c] se sont
intéressés à ce cadre. On peut aussi citer l’algorithme VISA [JON 06] qui présente des
performances comparables à celles des algorithmes de Guestrin avec des méthodes de
programmation dynamique.
Chapitre 10
Approches de résolution en ligne
10.1. Introduction
Nous avons vu dans les précédents chapitres de cet ouvrage comment résoudre de
manière approchée des MDP de grande taille par différentes techniques reposant sur
la représentation paramétrique ou structurée des politiques et/ou fonctions de valeur
et sur l’emploi de la simulation pour les techniques d’apprentissage par renforcement.
A l’issue du processus d’optimisation, on obtient une politique optimale approchée π̃
valide pour l’ensemble de l’espace d’états. Pour des MDP de très grande taille, obtenir
une bonne approximation est souvent difficile, d’autant plus que, en général, on ne sait
pas quantifier précisément la sous-optimalité de la politique a priori. Une amélioration
possible consiste alors à considérer ces méthodes d’optimisation comme un pré-calcul
hors ligne. Lors d’une seconde phase en ligne, la politique a priori est améliorée par
un calcul non élémentaire pour chaque état rencontré.
10.1.1. Exploiter le temps en ligne
Dans le cadre des MDP, l’algorithme utilisé pour déterminer en ligne l’action cou-
rante est en général très simple. Ainsi, lorsque π̃ est définie par l’intermédiaire d’une
fonction de valeur Ṽ , cet algorithme est une simple comparaison des valeurs des ac-
tions “à un coup” (voir algorithme 1.3 du chapitre 1). De même, dans le cas d’une
politique paramétrée, l’algorithme permettant de déterminer l’action courante est ha-
bituellement très élémentaire. Ce schéma de résolution permet un contrôle très réactif
et est bien adapté pour des systèmes embarqués soumis à de fortes contraintes “temps-
réel”. En revanche, il peut être remis en cause pour améliorer en ligne une politique
lorsque du temps est disponible pour décider.
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C’est l’une des clés du succès des meilleurs programmes de jeux qui combinent in-
tensivement calculs hors ligne et en ligne. Par exemple, le fameux programme d’échecs
Deep Blue [?] repose sur une fonction de valeur complexe définie par plus de 8000
fonctions caractéristiques. Les poids de cette fonction de valeur ont fait l’objet de
nombreuses optimisations hors ligne, tant manuelles qu’automatiques. La fonction
de valeur ainsi obtenue fournit une excellente évaluation de la force d’une position,
intégrant le jugement d’experts humains. Néanmoins, elle reste synthétique et impar-
faite : l’algorithme élémentaire qui consiste à choisir le coup menant à la position de
meilleure évaluation depuis la position courante ne permet pas toujours de choisir un
coup efficace. Si Deep Blue est un programme capable de battre les meilleurs joueurs
humains, c’est parce qu’il couple la fonction de valeur à un algorithme de recherche
arborescente qui développe des millions de positions obtenues sur plusieurs coups à
partir de chaque position rencontrée en cours de partie.
10.1.2. Recherche en ligne par simulation
Pour des MDP de grande taille, effectuer une recherche arborescente peut s’avérer
une tâche délicate, en particulier lorsque les probabilités de transition sont inconnues
ou lorsque le nombre d’états successeurs d’un état est élevé — autrement dit, en termes
de recherche arborescente, lorsque le facteur de branchement est élevé. Comme pour
les algorithmes hors ligne, l’emploi de la simulation permet de contourner ces difficul-
tés en effectuant les calculs sur la base d’échantillons de transitions simulées. Récem-
ment, Kearns, Mansour et Ng ont proposé un algorithme [?] posant les fondements
théoriques pour combiner en ligne recherche arborescente et simulation. Cet algo-
rithme construit un arbre par simulation stochastique sur un horizon de raisonnement
H et définit une politique stochastique. Cette approche est très séduisante puisqu’elle
permet de traiter des MDP arbitrairement grands avec pour seule donnée l’existence
d’un simulateur du système1. Le prix à payer pour cette généralité est que le nombre
d’appels au simulateur requis par cet algorithme est énorme, ce qui le rend inopérant
dans de nombreux cas.
Une alternative aux techniques de recherche arborescente pour améliorer une poli-
tique en ligne a été proposée par Tesauro et Galperin [?]. Il ne requiert que l’existence
d’un simulateur et d’une politique a priori π̃ — définie par une fonction de valeur
ou paramétrée. Il peut être envisagé comme une itération focalisée de l’itération sur
les politiques avec approximation. Cet algorithme s’avère parfois très lourd en cal-
culs mais, en revanche, et à la différence de l’algorithme de Kearns et al., il a fait ses
preuves expérimentalement, notamment en améliorant le niveau de jeu du programme
de backgammon TD-Gammon [?].
1. L’intégration d’une fonction de valeur Ṽ pour évaluer les feuilles de l’arbre constitue une
amélioration naturelle de l’algorithme.
Approches de résolution en ligne 303
Pour les problèmes de grande dimension, il apparaît ainsi nécessaire de contrôler
en ligne la recherche afin d’améliorer rapidement le choix de l’action à effectuer au
fur et à mesure que des simulations supplémentaires sont allouées à son calcul. C’est
l’objectif visé par les méthodes Focused Reinforcement Learning (Apprentissage par
Renforcement Focalisé) et Controlled Rollout (Déroulement Contrôlé) proposées dans
[?, ?] et que nous présentons ci-dessous.
10.2. Algorithmes en ligne pour la résolution d’un MDP
Nous formalisons ici le problème de la recherche en ligne pour les MDP : le pro-
blème peut être envisagé comme la résolution locale d’un MDP sur un certain horizon
de raisonnement. Nous recensons ensuite les quelques approches en ligne permettant
de résoudre ce problème. Par rapport aux algorithmes hors ligne, l’idée maîtresse est
de focaliser les calculs autour d’un état courant.
10.2.1. Algorithmes hors ligne, algorithmes en ligne
L’usage que nous faisons des termes “en ligne” et “hors ligne” mérite d’être pré-
cisé. Nous aurions pu utiliser pour distinguer les méthodes classiques de résolution
présentées dans les chapitres précédents et celles développées ici les termes “non fo-
calisées” et “focalisées” ou “globales” et “locales”. Nous avons choisi “hors ligne” et
“en ligne” car ces termes reflètent bien la succession de deux phases de résolution qui
caractérise cette approche.
Nous devons toutefois préciser que nombre d’algorithmes d’A/R que nous classons
dans la catégorie des algorithmes hors ligne se réclament souvent au contraire d’une
approche en ligne [?, RUM 94]. Ces algorithmes, bien que relevant d’une résolution
globale, n’envisagent qu’une unique phase d’optimisation alors généralement appelée
phase d’apprentissage. Cette unique phase est qualifiée d’en ligne car elle peut être
mise en œuvre directement en situation réelle, par exemple pour contrôler les actions
d’un robot s’adaptant à son environnement [?]. En effet, les algorithmes de l’A/R
effectuent typiquement une succession de mises à jour élémentaires compatibles avec
des contraintes “temps-réel” fortes ou des ressources en calcul limitées.
L’intérêt de l’existence d’une phase en ligne est au contraire d’effectuer un calcul
non trivial pour chaque état rencontré. Nous nous intéresserons donc dans cette partie
aux algorithmes se focalisant sur le calcul d’une action optimale pour un état courant
donné.
10.2.2. Formalisation du problème
Nous formalisons dans cette section le problème local de la détermination de la
meilleure action pour un état courant sur un certain horizon de raisonnement H . Nous
présentons un algorithme simple par recherche avant qui examine toutes les séquences
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d’actions possibles sur cet horizon H . Cet algorithme élémentaire mais lourd permet
de quantifier le gain obtenu pour un horizon de raisonnement donné.
Nous développerons dans les sections suivantes les algorithmes permettant de ré-
soudre efficacement ce problème local.
10.2.2.1. Recherche avant sur un horizon de raisonnement
Le problème de la détermination de la meilleure action pour l’état courant st peut
être formulé comme la résolution d’un MDP local restreint à l’ensemble SH(st) ⊂ S
des états pouvant être atteints depuis st en au plus H transitions. A ce MDP local est
associé le graphe ET/OU GH(st), tel que
– les états sont des nœuds OU dont sont issus |A| arcs ; chaque arc est connecté à
un nœud action ; à un nœud état est associé un opérateur de minimisation ;
– les actions sont des nœuds ET dont sont issus |S(s, a)| arcs ; chaque arc est
connecté à un nœud état s′ et évalué par une probabilité de transition p(s′ | s, a) ; à un
nœud action est associé un opérateur d’espérance.
Nous supposons que nous disposons d’une fonction de valeur Ṽ approximant V ∗
pour tout état s. Cette fonction de valeur est utilisée ici pour évaluer les états st+H






























Figure 10.1. Recherche avant sur un horizon H . Les cercles blancs
représentent les nœuds état et les cercles gris les nœuds action.
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Nous supposerons que l’erreur d’approximation sur Ṽ est bornée par un réel ǫ :
∃ ǫ > 0 tel que ‖ Ṽ − V ∗ ‖∞ ≤ ǫ (10.1)
Le moyen le plus direct de résoudre le MDP local associé à st consiste à effec-
tuer une recherche avant exhaustive sur l’horizon de raisonnement H considéré. Une
nouvelle fonction de valeur VH est alors calculée en ligne. L’ensemble SH(st) est ex-
plicité récursivement depuis st et VH est calculée suivant le principe d’optimalité de
Bellman selon l’équation (10.2) de l’algorithme 10.1.
Algorithme 10.1 : Algorithme par recherche avant sur un horizon de raisonne-
ment





Ṽ (st) si H = 0
mina∈AQH(st, a) sinon
où QH(st, a) = c(st, a) + γ
∑
s′∈S(st,a)
p(s′ | st, a)VH−1(s′)
(10.2)
retourner at = argmina∈AQH(st, a)
10.2.2.2. Arbre ou graphe ?
Comme pour les algorithmes classiques de recherche dans les graphes, il est pos-
sible de simplifier le graphe markovien en un arbre. Dans ce cas, lorsqu’un nouvel
état est explicité, on le relie simplement à la paire état/action dont il est issu, sans faire
de test d’occurrence.
Cette simplification, couramment utilisée dans les programmes de jeux, présente
l’avantage de la rapidité. La contrepartie est un coût en mémoire plus important lorsque
des états sont dupliqués (voir [?], pages 212-213). La représentation en arbre est pri-
vilégiée lorsque le risque de voir un état dupliqué est faible.
Nous verrons que les deux représentations sont utilisées dans le cadre des MDP :
les approches heuristiques en ligne décrites section 10.2.3 comme l’algorithme LAO∗
utilisent une représentation par graphe tandis que l’algorithme de Kearns et al. décrit
section 10.2.4 se base sur une représentation en arbre.
10.2.2.3. Complexité et efficacité de la recherche avant
La complexité de l’algorithme 10.1 par recherche avant, exponentielle enH , est en
O((Smax|A|)H) où Smax = maxs∈SH(st) maxa∈A |S(s, a)| est le nombre maximal
d’états successeurs pour une paire état/action.
Comme pour l’algorithme d’itération sur les valeurs, on montre alors la proposition
suivante :
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PROPOSITION 10.1 [?].– Erreur pour la recherche avant :
‖ VH − V ∗ ‖∞≤ γHǫ.
Cette proposition établit que VH converge géométriquement vers V ∗. De ce fait,
si l’horizon de raisonnement est assez long, l’erreur due à l’imprécision de Ṽ sera
significativement réduite.
Dans le cas d’un problème de plus court chemin stochastique avec γ = 1, il est
nécessaire que ǫ = ǫH diminue lorsque H augmente pour rendre la recherche avant
bénéfique. En d’autres termes, l’erreur doit être plus petite pour les états feuille que
pour l’état racine. Comme dans le cas des jeux à deux joueurs, cette propriété est
valable si la fonction de valeur approximative satisfait une propriété de “visibilité
accrue” : la précision de Ṽ augmente lorsque l’on approche d’un état but.
Ainsi, cet algorithme simple justifie la résolution en ligne de MDP : l’effort consenti
en explicitant le graphe markovien sur un horizon H permet d’obtenir une fonction de
valeur en ligne améliorant Ṽ , et par conséquent la politique en ligne πarb qui en est
déduite.
En pratique, cet algorithme est lourd à mettre en œuvre en raison de sa complexité
exponentielle et parce qu’il requiert de manipuler les distributions de probabilité p
en extension. Nous allons voir dans la section suivante comment des algorithmes de
recherche heuristique pour les MDP proposent une alternative à cette résolution ex-
haustive, bien qu’eux aussi manipulent les distributions de probabilité p en extension.
10.2.3. Algorithmes heuristiques de recherche en ligne pour les MDP
Depuis le milieu des années 90, des chercheurs, issus notamment de la commu-
nauté de la planification, ont proposé différents algorithmes en ligne pour exploi-
ter efficacement l’information apportée par l’état courant dont les principaux sont
l’algorithme RTDP (Real-Time Dynamic Programming) [?], l’algorithme de l’enve-
loppe [?], et plus récemment l’algorithme LAO∗ [HAN 01].
10.2.3.1. Principes généraux
Ces algorithmes explicitent progressivement un sous-ensemble d’états contenant
les états pouvant être atteints depuis l’état courant sans spécifier d’horizon de rai-
sonnement. Ce sous-ensemble appelé enveloppe dans [?] ne contient initialement que
l’état courant. Les états situés à la frontière de l’enveloppe peuvent être évalués par
une fonction de valeur pré-calculée hors ligne Ṽ . Le schéma général de fonctionne-
ment de ces algorithmes est une alternance de phases d’expansion et de phases de
mises à jour :
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1) phase d’expansion : un état s est choisi à la frontière de l’enveloppe et sa nou-




c(s, a) + γ ·
∑
s′∈S
p(s′|s, a) · Ṽ (s′)
]
2) phase de mise à jour des états pères : la valeur des états pères de l’état nouvel-
lement développé est mise à jour selon le principe d’optimalité de Bellman.
Il faut noter toutefois que leur problématique n’est pas exactement l’amélioration
d’une politique a priori pour un MDP de très grande taille et qu’ils ne se basent pas
sur la simulation. Leur objectif est plutôt de proposer une alternative efficace à des
algorithmes comme l’itération sur les valeurs pour des MDP raisonnablement com-
plexes comportant quelques dizaines de milliers d’états —typiquement des problèmes
de navigation de type plus court chemin stochastique. Ainsi, ils permettent de calculer
beaucoup plus rapidement une action optimale pour l’état courant qu’un algorithme
hors ligne qui ne converge que lorsqu’une politique optimale sur S tout entier est
calculée.
Par exemple, RTDP (Real-Time Dynamic Programming) [?] réalise la phase d’ex-
pansion par trajectoires successives générées depuis l’état courant jusqu’à un état but.
Ces trajectoires sont déterminées en choisissant pour chaque état s rencontré l’action
a dont la valeur est la meilleure. L’état s′ suivant s est défini comme le successeur
de s via la transition stochastique simulée (s, a, s′). La valeur d’un état est mise à
jour chaque fois qu’il est rencontré. La stratégie d’expansion de RTDP tend à favori-
ser les trajectoires les plus probables et permet d’obtenir rapidement une politique de
bonne qualité. La contrepartie est une convergence lente, les états peu probables étant
rarement rencontrés (cf. [BON 03]).
Ce fonctionnement général qui explicite progressivement le graphe markovien as-
socié au MDP depuis l’état courant a inspiré certains travaux ultérieurs sur la résolution
en ligne de MDP et nous présentons ci-dessous en détail un de ces algorithmes en ligne,
l’algorithme LAO∗ proposé par Hansen et Zilberstein [HAN 01].
10.2.3.2. L’algorithme LAO∗
Nous avons vu qu’un MDP peut être envisagé comme un graphe “ET/OU” avec
deux types de nœuds : les nœuds min et les nœuds espérance. L’algorithme AO∗ [?]
est un algorithme de recherche heuristique couramment utilisé pour ce type de pro-
blème lorsque le graphe considéré est acyclique. L’algorithme LAO∗ d’Hansen et
Zilberstein généralise AO∗ aux MDP qui sont des graphes comportant des cycles ou
boucles2. L’algorithme explicite progressivement le graphe markovien initialement ré-
duit à l’état courant st. La version originale de l’algorithme a été développée dans le
cadre d’un plus court chemin stochastique, supposant l’existence d’états but.
2. Le L de LAO∗ signifie loop.
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Par analogie avec les algorithmes de recherche heuristique, Hansen et Zilberstein
distinguent 3 graphes :
– le graphe implicite G associé au MDP entier ;
– le graphe explicite G′ ⊂ G : il contient tous les états développés depuis l’état
courant st ;
– le graphe solution G̃ ⊂ G′ : c’est la restriction du graphe explicite à la meilleure
politique partielle courante : en st, on sélectionne l’action ã dont l’évaluation courante
est la meilleure ; on se restreint alors aux états successeurs de st obtenus par exécution
de ã ; on obtient G̃ en itérant récursivement ce processus sur les états successeurs.
Les états non développés sont ceux situés à la frontière du graphe explicite et sont
évalués par Ṽ . Si s est un état but, alors Ṽ (s) = 0.
Nous donnons ci-dessous (algorithme 10.2, figures 10.2, 10.3 et 10.4) la version
de LAO∗ basée sur l’itération sur les politiques3.
Algorithme 10.2 : Algorithme LAO∗
Entrées : A,p,c, état courant st, fonction de valeur Ṽ
/* G′ est le graphe explicite */
G′ ← {st}
tant que G′ contient un état non développé qui n’est pas un état but faire
(1) Développement du graphe solution G̃
(a) Choisir s dans le graphe solution qui ne soit pas un état but
(b) V (s)← mina∈A[c(s, a) +
∑
s′∈S(s,a) p(s
′|s, a) · Ṽ (s′)]
(c) G′ ← G′ ∪a∈A(s) S(s, a)
(2) Mise à jour des valeurs des actions et du graphe solution G̃
- Déterminer l’ensemble Z contenant s et tous ses ancêtres dans le graphe
explicite G′ selon les arcs correspondant aux meilleures actions courantes,
c’est-à-dire uniquement les ancêtres permettant d’atteindre s selon la meilleure
politique partielle courante
- Exécuter l’algorithme 1.5 d’itération sur les politiques sur l’ensemble Z et
déterminer les nouvelles meilleures actions courantes
retourner le graphe solution G̃
Convergence et efficacité de LAO∗
Si Ṽ est admissible —c’est-à-dire si Ṽ ≤ V ∗— alors :
– Ṽ (s) ≤ V ∗(s) pour chaque état s développé quand l’étape (ii) est achevée ;
3. Une version similaire basée sur l’itération sur les valeurs a également été développée.















































Figure 10.3. Algorithme LAO∗ - Etapes (1 b) et (1 c) : phase d’expansion.
– Ṽ (s) = V ∗(s) lorsque LAO∗ se termine ;
– LAO∗ se termine après un nombre fini d’itérations.
Comme les algorithmes apparentés que sont RTDP et l’algorithme de l’enveloppe,
LAO∗ se révèle particulièrement efficace lorsque la politique optimale ne visite qu’une
faible fraction de l’espace d’états [HAN 01]. Le calcul d’une politique optimale depuis
l’état courant se fait alors beaucoup plus rapidement que par itération sur les valeurs
ou itération sur les politiques.
L’un des avantages majeurs de LAO∗ et des algorithmes apparentés est leur bon
profil anytime : ils produisent une politique partielle éventuellement sous-optimale
mais qui s’approche rapidement de la politique optimale au fur et à mesure que des
états supplémentaires sont développés [BON 03]. De plus, Thiébaux et al. [?] notent
avec justesse qu’ils peuvent être utilisés aussi bien hors ligne qu’en ligne.





























Figure 10.4. Algorithme LAO∗ - Etape (2) : phase de révision des coûts.
Si ces algorithmes permettent de calculer efficacement une politique partielle, ils
ne sont pas directement applicables à des MDP de très grande taille. Ainsi, Dean et
al. [?] supposent que le nombre d’états successeurs d’une paire état/action reste rai-
sonnable pour le MDP traité par leur algorithme. De plus, lorsque Ṽ est issue d’un
algorithme comme l’itération sur les politiques avec approximation, elle ne satisfait
pas en général les propriétés désirables pour les fonctions heuristiques comme l’ad-
missibilité. Nous allons voir maintenant comment la simulation peut être utilisée en
ligne pour dépasser ces limites.
10.2.4. L’algorithme par simulation de Kearns, Mansour et Ng
Les approches précédentes ne sont exploitables que tant que les distributions de
probabilité p(s′|s, a) sont connues et que le nombre d’états successeurs d’une paire
état/action reste raisonnable. Comme pour les méthodes hors-ligne, l’approche par
simulation permet de surmonter ces difficultés. Ainsi, pour chaque paire état/action
(s, a), la distribution de probabilité sur les états successeurs est implicitement4 ap-
proximée en générant un échantillon de ces états.
Un algorithme simple, proposé par Kearns et al. [?], consiste à essayer chaque
action N fois depuis chaque état : N fois depuis l’état courant st et récursivement
N fois depuis chaque état qui a été généré depuis st sur un horizon de raisonnement
H (voir l’algorithme 10.3 et la figure 10.5). Une nouvelle fonction de valeur est ainsi
définie en ligne par les paramètres N et H .
Notons que lorsque N → +∞, on retrouve l’algorithme 10.1.
Après que cet arbre a été développé, l’action courante at est directement déduite
par application de l’argmin aux valeurs des actions à la racine de l’arbre. Cet algo-
rithme définit ainsi une politique stochastique πarb.
4. Comme pour les méthodes “directes” de type Q-learning, on n’estime pas explicitement les
probabilités de transition.
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Algorithme 10.3 : Algorithme par simulation de Kearns, Ng et Mansour
Entrées : état courant st, simulateur markovien du système, horizon de





0 si H = 0
mina∈AQH,N (st, a) sinon







où S(s, a,N) est l’ensemble des N états qui ont été échantillonnés depuis la
paire état/action (s, a)
























Figure 10.5. Algorithme de Kearns, Mansour et al. avec deux actions et
N = 3.
10.2.4.1. Complexité et convergence de l’algorithme de Kearns et al.
La complexité en ligne du calcul de VH,N (st) est en O((|A| · N)H). Le résultat
théorique établi par Kearns et al. quantifie l’écart |Vπarb(st)− V ∗(st)| en fonction de
N et H : cet écart peut être rendu arbitrairement petit pour des valeurs de N et H
suffisamment grandes et indépendantes de la taille de l’espace d’états.
En d’autres termes, la recherche en ligne par simulation stochastique peut théo-
riquement permettre d’approximer une politique optimale aussi finement que voulu
avec la seule donnée d’un simulateur markovien.
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Malheureusement, les valeurs requises pour N et H afin d’obtenir une garantie de
convergence sont extrêmement grandes et inutilisables en pratique compte tenu de la
complexité en O((|A| ·N)H) de l’algorithme.
10.2.4.2. Efficacité et considérations pratiques
Kearns et al. évoquent quelques pistes pouvant améliorer l’efficacité de leur algo-
rithme :
– une première amélioration consiste à utiliser une fonction de valeur Ṽ pour éva-
luer les feuilles de l’arbre ;
– une deuxième amélioration consiste à privilégier les nœuds proches de la racine
en leur allouant plus de simulations qu’à ceux situés près des feuilles : la largeur N
devient variable avec le niveau de l’arbre considéré h , 1 ≤ h ≤ H ;
– comme pour les algorithmes classiques de recherche arborescente, des tech-
niques d’élagage5 peuvent être envisagées [?].
Récemment, Chang et al. [?] ont proposé une autre amélioration de l’algorithme
de Kearns et al. Il s’agit d’une variante en deux passes, basée sur la théorie des bandits
manchots multi-bras [?]. Après une phase initiale d’estimation, des simulations addi-
tionnelles sont distribuées en prenant en compte l’estimation initiale de la moyenne et
de la variance de la valeur des actions et des états. La complexité de l’algorithme reste
toutefois en O((|A| ·N)H).
Le résultat de Kearns et al. prouve le bien-fondé théorique de la recherche en ligne
par simulation. Il établit que, pour tout MDP, on peut déduire une politique arbitrai-
rement proche d’une politique optimale par construction d’un arbre stochastique de
largeur N et sur un horizon de raisonnement H . Toutefois, l’algorithme théorique
n’est pas applicable tel quel en raison des valeurs très élevées qu’il requiert pour N
et H et de sa complexité exponentielle en H . Nous verrons dans la section suivante
comment développer efficacement un arbre de recherche avec des ressources de calcul
raisonnables.
10.2.5. L’algorithme Rollout de Tesauro et Galperin
L’algorithme Rollout proposé par Tesauro et Galperin [?] permet d’améliorer toute
politique π̃ par l’utilisation en ligne d’un simulateur.
Le principe de l’algorithme est simple : il consiste à estimer par simulation sur N
trajectoires les valeurs Qπ̃(st, a) i.e. l’espérance de l’action a suivie par l’application
de la politique π̃ sur un horizon de H coups. L’action at de meilleure valeur est alors
choisie et exécutée en ligne. De même que pour l’algorithme de Kearns et al., une
politique stochastique πRO est ainsi définie à partir de π̃.
5. Pruning.
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Algorithme 10.4 : Algorithme Rollout
Entrées : état courant st, simulateur markovien du système, politique a
améliorer π̃, horizon de raisonnement H , largeur N








où les coûts cli sont générés en suivant π̃ à partir des états successeurs obtenus
en exécutant a en st
retourner at = argmina∈AQ
π̃(st, a)
L’algorithme Rollout peut être envisagé comme une étape focalisée sur st de l’ité-
ration sur les politiques avec approximation.
10.2.5.1. Complexité et convergence de l’algorithme Rollout
La complexité de l’algorithme, linéaire en N et en H , est en O(|A|N ·H).
Chang [?] montre qu’un nombre suffisant de trajectoires N garantit que VπRO ≤
V π̃ . Même si ce nombre peut être élevé, la complexité linéaire de l’algorithme le rend
viable dans la plupart des applications.
10.2.5.2. Efficacité de l’algorithme Rollout
Remarquons que l’algorithme Rollout ne remet en cause la politique π̃ que sur la
première des H transitions simulées en ligne. Pour des problèmes complexes, il est
ainsi bien sûr préférable que la politique de base π̃ soit déjà de bonne qualité pour que
la politique πRO puisse également donner de bons résultats.
Pour limiter le nombre de simulations, Tesauro et Galperin suggèrent de contrôler
continuellement l’allocation des simulations en éliminant les actions dont les valeurs
estimées sont suffisamment éloignées de la valeur de la meilleure action courante.
En maintenant un intervalle de confiance pour chaque action, on peut ainsi écarter
les actions qui sont probablement sous-optimales — la probabilité étant spécifiée par
l’utilisateur dans la définition de l’intervalle de confiance.
Bertsekas [?] propose une autre amélioration intéressante consistant à estimer les
différences entre actions plutôt que les valeurs des actions elles-mêmes. Chang [?]
propose une version baptisée “parallel Rollout”, qui se base sur plusieurs politiques
pour définir une politique en ligne. Sous certaines conditions, cette politique n’est pas
moins bonne que la meilleure des différentes politiques pour chaque état rencontré en
ligne.
Contrairement à l’algorithme de Kearns et al., l’algorithme Rollout a été mis en
œuvre avec succès pour différents MDP de grande taille : problème d’ordonnancement
de lignes de code pour un simulateur de compilateur [?], amélioration du niveau de
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jeu du programme de backgammon TD-Gammon — alors qu’il rivalisait déjà avec les
meilleurs joueurs humains — [?, ?].
L’algorithme Rollout de Tesauro et Galperin propose ainsi une alternative simple
à la recherche arborescente pour améliorer en ligne une politique a priori sur la base
de trajectoires simulées. Cette approche est d’un usage très général mais requiert une
bonne politique a priori. De plus, l’algorithme Rollout s’avère souvent très coûteux en
calculs. La section suivante décrit une stratégie optimisant l’allocation des simulations
pour l’algorithme Rollout.
Notons enfin que quelques autres approches en ligne ont été développées, mais
dans le cadre des MDP déterministes. Ainsi, l’algorithme TD-Leaf, combine le prin-
cipe de TD(λ) avec une recherche arborescente conçue pour le jeu d’échecs [?]. Citons
également les travaux de Davies et al. [?] qui développent dans un cadre déterministe
une approche en ligne reposant sur un algorithme de recherche de type A∗.
10.3. Contrôler la recherche
Les approches en ligne par simulation que nous venons de décrire s’avèrent en
pratique assez lourdes à utiliser. En particulier, les temps de calcul pour l’évaluation
d’une politique améliorée en ligne sont généralement très longs. En effet, obtenir des
statistiques fiables sur une politique nécessite de simuler des centaines de trajectoires,
soit typiquement des dizaines de milliers de transitions. Lorsque pour chaque transi-
tion simulée le calcul de l’action à entreprendre est non trivial, le temps d’évaluation
d’une politique peut alors être de l’ordre du jour ou de la semaine.
Dans les approches en ligne par simulation, le contrôle de la recherche consiste à
déterminer un ordre de développement des nœuds du graphe markovien, le but pour-
suivi étant de sélectionner rapidement une action de bonne qualité pour l’état courant.
Par rapport aux algorithmes heuristiques de recherche pour les MDP présentés plus
haut, ce problème du contrôle de la recherche est beaucoup plus complexe en raison
de l’usage de la simulation. En effet, chaque état déjà explicité peut être de nouveau
choisi afin d’améliorer la précision avec laquelle sa valeur est estimée. De ce fait, de
nouvelles simulations peuvent être allouées non seulement aux états situés à la fron-
tière du graphe mais également à tous les autres états déjà explicités.
Dans cette section, nous présentons tout d’abord une analyse du problème de
contrôle de la recherche par simulation dans le cas de l’algorithme de Kearns et al. où
un arbre est développé uniformément sur un horizon H , et dans le cas où la recherche
s’effectue sur un horizon de 1. Cette analyse permet alors d’introduire naturellement
les deux algorithmes “Focused Reinforcement Learning” et “Controlled Rollout” pro-
posés dans [?].
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10.3.1. Bornes sur l’erreur et pathologie de la recherche avant
L’utilisation pratique de l’algorithme de Kearns et al. rend nécessaire le choix de
valeurs raisonnables pour l’horizon H et la largeur N , en sacrifiant les garanties d’op-
timalité. Se pose alors la question des principes devant guider le choix de H et de N
pour obtenir de bonnes performances tout en conservant un budget de calcul raison-
nable — rappelons que la complexité de l’algorithme de Kearns et al. est exponentielle
en H .
Nous supposons que nous disposons d’une fonction de valeur Ṽ vérifiant l’équa-
tion (10.1) qui sera utilisée pour évaluer les feuilles de l’arbre. Du résultat de Kearns
et al., nous pouvons dériver une borne probablement approximativement correcte6 sur
|VH,N (st)−V ∗(st)|, qui lie la probabilité ∆ de faire une erreur à l’amplitude de cette
erreur :
PROPOSITION 10.2 [?].– Erreur pour l’algorithme de Kearns et al. :










avec une probabilité au moins 1 −∆, où cmax = max(s,a)∈S×A |c(s, a)| est le coût
instantané maximal.
Pour un horizon fixéH , siN →∞, le premier terme de l’erreur tend vers 0 et l’on
retrouve alors le résultat établi par Hernandez et Lasserre [?] pour l’algorithme 10.1
dans la proposition 10.1 et une erreur en γHǫ.
10.3.1.1. Pathologie de la recherche avant par simulation
Une stratégie naturelle de développement de l’arbre consiste à augmenter progres-
sivement la longueur de l’horizon de raisonnementH tant que les ressources en calcul
le permettent. C’est le principe des approches par approfondissement itératif7 [?] cou-
ramment mises en œuvre dans les programmes de jeux pour exploiter efficacement le
temps en ligne : l’horizon de raisonnement est incrémenté progressivement tant que
du temps est disponible.
De manière assez surprenante, accroître l’horizon H avec une largeur N fixée
finit par augmenter l’erreur sur VH,N pour l’algorithme de Kearns et al. : le premier
terme d’erreur lié à l’approximation par échantillonnage croît en effet avec H . Pour
une largeur N donnée, il existe ainsi une valeur optimale pour H∗ au-delà de laquelle
l’erreur augmente, dégradant la qualité de l’action at choisie (voir figure 10.6).
Ce phénomène est connu sous le nom de pathologie de la recherche dans le do-
maine des jeux à deux joueurs, pour les algorithmes de recherche arborescente basés
sur le principe “minimax” [?]. Le coup choisi est celui qui assure la meilleure po-
sition contre toute défense de l’adversaire, la force d’une position étant estimée par
6. Probably approximately correct bound.
7. Iterative deepening.
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Figure 10.6. Borne sur l’erreur |VH,C(st)−V ∗(st)| en fonction de l’horizon H et de la largeur
N - ∆ = 0.1, ǫ = 1.0, cmax = 0.1, |A| = 2, γ = 0.8.
une fonction de valeur heuristique. Ce schéma est répété sur un certain horizon de
raisonnement, la fonction de valeur estimant alors les nœuds feuille de l’arbre dé-
veloppé. S’il est généralement admis qu’une recherche plus profonde — i.e. sur un
horizon de raisonnement plus long — améliore la qualité du coup choisi, divers tra-
vaux théoriques [?, ?, ?, ?] ont mis en évidence, qu’au contraire, une recherche plus
profonde est susceptible de dégrader la qualité du coup choisi. Par exemple, dans le
modèle simple développé par Pearl [?], une fonction de valeur prédit si une position
sera gagnante avec un certain taux d’erreur. Cette fonction possède une propriété de
“visibilité accrue” qui diminue le taux d’erreur lorsque l’on cherche plus profondé-
ment. Pearl montre alors que, même avec un fort accroissement de la visibilité, la
qualité de la décision prise à la racine de l’arbre se dégrade rapidement lorsque la pro-
fondeur de la recherche augmente. Les principales raisons expliquant la pathologie de
la recherche dans ces modèles de jeux à deux joueurs sont l’indépendance des valeurs
heuristiques aux feuilles de l’arbre et un fort facteur de branchement.
En pratique, le phénomène n’a jamais été observé pour des jeux classiques comme
les échecs. Diverses caractéristiques des jeux réels ont été avancées pour expliquer
cette divergence entre théorie et pratique [?] : existence d’états “pièges” correspondant
à des positions terminales, dépendance des valeurs heuristiques aux feuilles de l’arbre.
Plus récemment, Bulitko et al. [?] ont également démontré l’existence de patho-
logies dans le cas mono-agent. Le problème classique considéré —assimilable à un
MDP déterministe— est celui de la recherche d’un plus court chemin. Bulitko et al.
prouvent que la pathologie de la recherche peut survenir même lorsque la fonction de
valeur heuristique est admissible. Leur démonstration reste toutefois limitée à des pro-
blèmes élémentaires très particuliers pour lesquels les valeurs heuristiques aux feuilles
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de l’arbre sont très proches. Péret et Garcia [?] ont en revanche mis en évidence la pa-
thologie de la recherche pour un MDP de taille moyenne de type plus court chemin
stochastique.
La pathologie de la recherche ainsi mise en évidence dans le cadre des MDP est
due à l’existence d’une erreur d’échantillonnage en chaque nœud de l’arbre. Dans le
cas des jeux à deux joueurs, elle est inhérente aux propriétés de la fonction heuristique
utilisée. La nature de l’erreur d’approximation est ainsi différente mais dans les deux
cas, une recherche plus profonde l’amplifie.
10.3.1.2. A la recherche d’un bon compromis entre profondeur et largeur
La pathologie de la recherche nous indique qu’une recherche de type “approfondis-
sement itératif” avec une largeur fixée n’est pas fiable dans la mesure où, au-delà d’un
certain horizon, les nouveaux nœuds développés dégraderont la qualité de l’action at.
La borne sur l’erreur établie par la proposition 10.2 peut également être interprétée
en termes de compromis entre biais et variance. Le biais provient de l’erreur sur Ṽ et
est atténué par γH tandis que la variance provient du premier terme et décroît suivant√
logN/N .
En raisonnant avec un nombre de simulations fixé, ce compromis se formule en
termes de choix pour la longueur de l’horizon de raisonnement H et la largeur N . La
figure 10.7 trace la borne sur l’erreur établie par la proposition 10.2 en fonction de
H pour différents budgets de calcul. Le budget de calcul correspond au nombre de





|A|N − 1 ≃ (|A|N)
H .
Ces courbes font apparaître que l’horizon optimal dépend du budget alloué.
Si l’on sait de quel budget en ligne on dispose, on peut ainsi spécifier à l’avance
les valeurs de H et N . En pratique toutefois, comme c’est le cas dans les algorithmes
“Focused Reinforcement Learning” et “Controlled Rollout”, il peut être plus judicieux
de définir une largeur locale pour chaque paire état/action, et d’incrémenter progressi-
vement horizon et largeurs, avec le souci de conserver un bon compromis pour éviter
les phénomènes pathologiques.
10.3.2. Allocation itérative des simulations
Nous venons de voir que le développement nécessite l’établissement d’un bon
compromis global entre profondeur et largeur. Nous allons à présent nous intéresser
au problème local de l’allocation des simulations entre les différentes actions pour une
paire état/action donnée.
Il est possible d’améliorer l’allocation uniforme telle qu’elle est définie par l’algo-
rithme de Kearns et al. par une approche itérative prenant en compte les informations
disponibles pour les nœuds déjà développés —moyennes et variances, par exemple.
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Figure 10.7. Borne sur l’erreur |VH,C(st)−V ∗(st)| en fonction de l’horizon H pour différents
budgets de calcul. ∆ = 0.1, ǫ = 1.0, cmax = 0.1, |A| = 3, γ = 0.8.
L’objectif est de privilégier au cours du développement de l’arbre les régions les plus
prometteuses. Ce problème est lié à celui du dilemme classique entre exploitation et
exploration, en particulier tel qu’il apparaît en A/R.
10.3.2.1. Bandits multi-bras et exploration dans les MDP
Nous avons vu précédemment que les algorithmes d’A/R ne considèrent qu’une
unique phase d’optimisation, habituellement qualifiée d’en ligne. Ces différents algo-
rithmes requièrent pour converger lors de cette phase que chaque paire état/action soit
exécutée infiniment souvent.
Avec un temps fini, on doit à la fois explorer suffisamment pour assurer la conver-
gence et exploiter la politique estimée comme optimale pour minimiser les coûts re-
çus. Les politiques d’exploration définissant le choix de l’action à exécuter au cours
de l’optimisation doivent faire face à ce dilemme entre exploration et exploitation.
La théorie des bandits multi-bras [?] propose une solution à ce dilemme. Un bandit
à k bras est une machine à sous pour laquelle on a le choix entre k bras, chaque essai
nécessitant l’introduction d’une pièce dans la machine. Chaque bras délivre un revenu
aléatoire ; les revenus délivrés par les différents bras sont supposés être des variables
aléatoires indépendantes dont l’espérance est inconnue. Le problème consiste alors à
sélectionner rapidement le bras dont le revenu espéré est le plus haut. Plus précisé-
ment, il s’agit de déterminer une politique spécifiant quel sera le prochain bras essayé
compte tenu des statistiques accumulées sur tous les bras. Divers critères d’optimi-
sation peuvent être définis pour déterminer cette politique. Un critère classiquement
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où rt est le revenu reçu lors de l’essai t, T est le nombre d’essais et γ un facteur
d’actualisation. L’exploitation consiste à choisir le bras dont l’estimation courante est
la meilleure tandis que l’exploration consiste à choisir un autre bras, peut-être sous-
estimé.
Une politique d’exploration optimale vis-à-vis d’un critère tel que celui formulé
par l’équation (10.5) peut être calculée sous diverses hypothèses concernant les distri-
butions de probabilité des revenus et dans différents cadres formels — bayésien, non
bayésien. Le livre de Berry et Fristedt [?] compile les résultats classiques obtenus sur
le sujet.
Quelques travaux [?, ?] ont étudié la possibilité de transposer la théorie des bandits
multi-bras aux MDP pour concevoir des politiques d’exploration efficaces en A/R.
Chang et al. [?] ont récemment proposé de l’appliquer à l’algorithme de Kearns (voir
section 10.2.4). L’idée est de considérer un MDP comme un ensemble de |S| bandits à
|A| bras, le revenu délivré étant le critère à long terme pour chaque état considéré.
Meuleau et Bourgine [?] démontrent que certaines des hypothèses requises pour
obtenir une exploration optimale — indépendance de chaque bras pour un bandit
donné, stationnarité de chaque bandit et indépendance de chaque bandit — ne sont pas
satisfaites par les |S| bandits interdépendants associés à un MDP. Néanmoins des po-
litiques d’exploration heuristiques efficaces sont déduites du cadre des bandits multi-
bras. Ces politiques sont basées sur la propagation de l’incertitude associée à chaque
paire état/action.
Toutefois, le problème de l’exploration pour le développement en ligne d’un arbre
se formule différemment de celui habituellement rencontré en A/R. En effet, nous ne
devons pas perdre de vue que seule l’action at induit un coût réel. Ce coût est induit
une fois que l’arbre a été développé et l’action at exécutée. Les coûts induits lors du
développement de l’arbre ne sont que simulés et un critère comme celui formulé par
l’équation (10.5) n’est donc pas approprié pour définir une politique d’exploration en
ligne.
Issu du domaine de l’optimisation stochastique, ou optimisation par simulation [?],
le cadre de l’optimisation ordinale propose par contre un critère d’optimisation plus
adapté à notre problème d’exploration en ligne. L’optimisation ordinale est définie
par la donnée de k candidats θ1, ..., θk, avec E[J(θi, ω)] la performance moyenne de
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La performance J(θi, ω) est le résultat d’une simulation, et E[J(θi, ω)] est typi-







sur Ni réalisations pour le candidat θi. Pour un nombre total N = N1 + · · ·+Nk de





Un critère classiquement considéré pour évaluer des règles d’allocation des simu-
lations est alors défini par P (SC), la probabilité de sélection correcte du système
optimal θ∗ parmi les k candidats :
P (SC) = P (θb = θi∗).
Le résultat principal établi à ce jour pour l’optimisation ordinale est qu’il est pos-
sible de construire des règles simples de contrôle pour distribuer N selon N1, N2, qui
assurent une convergence exponentiellement rapide en N de P (SC) vers 1, malgré le
fait que la convergence des J̄i vers J(θi) ne peut se faire au mieux qu’en 1/
√
N . Le
principe de l’optimisation ordinale repose ainsi sur ce résultat, à savoir qu’il est bien
plus simple de classer les candidats que d’estimer précisément leur valeur. Différentes
règles de contrôle ont été proposées dans la littérature, depuis la règle d’allocation
uniforme Ni = N/k jusqu’aux règles d’allocation optimale proposées par Chen et
al., dont OCBA (optimal computing budget allocation) [?, ?], qui reposent sur une
approximation du critère P (SC) dans un cadre bayésien et sous des hypothèses de
normalité des sorties de simulation J(θi, ξ).
Le problème de l’exploration pour le développement en ligne d’un arbre peut ainsi
être abordé comme un problème d’exploration ordinale, un candidat étant une action.
Dans le cas particulier où l’arbre ne comporte qu’un unique état — autrement dit
lorsque l’on considère un arbre de profondeur 1 — les deux types de problèmes sont
équivalents. Des expérimentations numériques menées dans [?] montre en particulier
sur quelques problèmes simples la supériorité de la méthode OCBA sur les méthodes
d’exploration issues de l’A/R. On peut également citer les travaux de Wang et al. [?]
qui proposent une méthode bayésienne pour la sélection des actions lors du dévelop-
pement de l’arbre. Cette méthode fait preuve d’une grande efficacité expérimentale
sur quelques problèmes simples.
10.3.3. Focused Reinforcement Learning
Comme pour les algorithmes heuristiques de recherche décrits à la section 10.2.3,
le schéma général de l’algorithme “Focused Reinforcement Learning” (FRL) [?] est
une alternance de phases d’expansion de l’arbre et de phases de mises à jour.
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La stratégie de contrôle consiste à suivre répétitivement des trajectoires de lon-
gueur H depuis l’état courant st jusqu’à un état feuille st+H . Contrairement à l’al-
gorithme de Kearns et al., la largeur globale N n’est plus spécifiée mais dépend de la
paire état/action considérée. Contrairement à l’algorithme Rollout, l’exploration n’est
pas limitée au premier coup, mais à tout l’horizon H puisque les trajectoires sont
guidées suivant une certaine politique d’exploration.
De plus, afin de maintenir un bon compromis global entre profondeur et largeur,
l’horizonH est contrôlé dynamiquement sur la base de l’estimation de l’erreur due à la
simulation. Cette estimation est une heuristique indiquant si certaines paires état/action
requièrent d’avantage de simulations. L’idée est d’incrémenter H lorsque cette esti-
mation de l’erreur est stabilisée.
10.3.3.1. Estimation d’une erreur d’échantillonnage globale
Nous avons vu que la recherche avant pouvait être pathologique en raison de l’am-
plification de l’erreur due à la simulation. Afin de contrôler l’augmentation deH , FRL
estime cette erreur selon une approche heuristique décentralisée. Une telle approche
consistant à propager une erreur à travers un graphe markovien a été proposée par
Meuleau et Bourgine [MEU 99b] afin de concevoir des politiques d’exploration en
A/R.
Pour une paire état/action donnée, l’erreur d’échantillonnage peut être estimée
en utilisant un intervalle de confiance. Les intervalles de confiance sont un outil
statistique élémentaire couramment utilisés pour quantifier l’incertitude, notamment
lorsque des méthodes par simulation de type Monte-Carlo sont mises en œuvre. Pour
toute paire état action (s, a) de largeur localeN , on définit ainsi l’erreur locale e(s, a)
comme :








Q(s, a)− [c(s, a) + γV (s′)]
)2
est la variance empirique
de γV (s′), qui est l’estimation de la valeur de l’état successeur s′. tN−1θ\2 est la fonction
de Student avec N − 1 degrés de liberté pour un niveau de confiance asymptotique θ2
(par exemple θ = 0.05).
L’interprétation de cette erreur est la suivante : si V (s′) est une variable aléatoire
stationnaire normalement distribuée d’espérance v alors :
Q(s, a) ∈ [c(s, a) + γv − e(s, a), c(s, a) + γv + e(s, a)]
avec une probabilité 1− θ.
La variable V (s′) n’est pas supposée normale. De plus, comme V (s′) est une
estimation, elle n’est pas stationnaire — son espérance évolue lorsque des nœuds sup-
plémentaires sont développés. FRL utilise toutefois e(s, a) pour estimer cette erreur
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locale. Notons que cette expression quantifie uniquement l’erreur locale d’échantillon-
nage et n’intègre ni l’erreur due à Ṽ ni les erreurs d’échantillonnage associées aux
états successeurs de la paire état/action (s, a).
Cette erreur est alors propagée à travers l’arbre, de la même manière que les valeurs
des états et des actions sont propagées dans l’équation (10.6). Ainsi, une erreur globale





σinit si H = 0
mina∈A FH(st, a) sinon,







où σinit est une constante estimant l’erreur ‖ V ∗ − Ṽ ‖ ∞.
10.3.3.2. Organiser la recherche en trajectoires successives
L’algorithme FRL suit depuis st des trajectoires successives de longueur H , où H
est progressivement incrémenté. La politique guidant ces trajectoires est une certaine
politique d’exploration, conformément au schéma adopté par les méthodes de l’A/R.
Le choix du prochain état développé ou ré-estimé est ainsi déterminé par la politique
d’exploration et la dynamique propre du système.
Par rapport aux algorithmes classiques d’A/R, l’algorithme FRL se distingue sur
trois points :
– le graphe markovien est explicité progressivement ; l’idée est de considérer un
échantillon d’états de taille suffisante mais néanmoins raisonnable puisqu’il est mé-
morisé en extension, c’est-à-dire sans structure paramétrique8 ;
– les trajectoires ont une longueur spécifiée par un horizon de raisonnement, lequel
est incrémenté progressivement ;
– les politiques d’exploration les mieux fondées théoriquement sont différentes de
celles considérées habituellement.
Comme les algorithmes de recherche heuristique décrits section 10.2.3, l’algo-
rithme FRL alterne des phases d’expansion du graphe et des phases de mise à jour
des valeurs des états. Comme le suggèrent les auteurs des algorithmes AO∗ et LAO∗,
il est en général plus efficace d’effectuer de multiples expansions avant de faire une
mise à jour. De manière similaire, FRL effectue M trajectoires entre chaque mise à
jour.
La procédure GénérerTrajectoires(st,πexp,H ,M ) génère M trajectoires de lon-
gueurH en suivant la politique πexp depuis st. La procédure MettreAJourValeursEtats
8. La fonction de valeur Ṽ utilisée à la frontière du graphe peut bien sûr être définie par une
structure paramétrique. L’objectif de la recherche en ligne est précisément de réduire l’approxi-
mation induite par cette structure paramétrique en la “repoussant” H transitions plus loin.
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Algorithme 10.5 : Algorithme Focused Reinforcement Learning
Entrées : état courant st, simulateur markovien du système, politique








H ← H + 1
jusqu’à condition d’arrêt
retourner at = argmina∈AQH(st, a)
met à jour les valeurs et les erreurs des états développés et de leurs ancêtres suivant
les équations (10.3) et (10.6).
La politique exploratoire πexp peut être choisie parmi les méthodes d’optimisation
ordinale, lesquels spécifient pour chaque action a un ratio 0 ≤ ρa ≤ 1 pour distribuer
N simulations parmi les A actions. Une manière naturelle de définir une politique
d’exploration consiste alors à considérer la politique stochastique où chaque action a
est choisie avec une probabilité ρa. Ce procédé permet de distribuer progressivement
les simulations suivant les ratios ρa au fur et à mesure que de nouvelles trajectoires
sont générées. Cette politique d’exploration ne saurait toutefois bénéficier des garan-
ties de convergence établies pour les algorithmes d’optimisation ordinale : pour un
MDP quelconque, les valeurs des actions ne sont pas normalement distribuées. De
plus, elles sont non stationnaires, les valeurs estimées des actions évoluant au fur et à
mesure que des simulations supplémentaires sont allouées parmi les états successeurs
de l’état considéré.
10.3.3.3. Convergence et considérations pratiques
La convergence de l’algorithme FRL peut être établie pour un horizon H fixé.
Le mécanisme d’incrément de l’horizon de FRL est lui d’essence heuristique, l’idée
étant d’attendre d’avoir suffisamment de simulations pour l’horizon courant avant de
l’incrémenter. Il est toutefois possible de déduire du résultat de Kearns et al. le nombre
de trajectoires nécessaire pour obtenir une certaine borne sur l’erreur sur la fonction
de valeur avec un horizonH donné (cette borne est nécessairement minorée par γHǫ).
PROPOSITION 10.3 [?].– Convergence de FRL avec un horizonH fixé : soit V frlH la
fonction de valeur déduite du graphe développé par M trajectoires de longueur H en
suivant une politique d’exploration stochastique πexp. Si pour toute paire état/action
(s, a) πexp(s, a) > 0 alors :
V frlH (st)→ VH(st) presque sûrement quand M → +∞,
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où VH est la fonction de valeur déduite de l’algorithme 10.1 de recherche avant.
La représentation utilisée par l’algorithme de Kearns et al. est un arbre, aucun test
d’occurrence n’étant jamais effectué — voir figure 10.8 (a). Si elle permet de déve-
lopper rapidement l’arbre, cette simplification s’avère en général peu efficace pour
estimer les probabilités de transition en raison des redondances. Il est ainsi préférable
d’effectuer un test d’occurrence pour les états issus d’une paire état/action donnée
afin d’estimer les probabilités de transition qui lui sont attachées. Selon le principe





rapport entre le nombre de fois où l’état s′ a été observé comme résultant de la paire
état/action (s, a) et le nombre de fois où cette paire (s, a) a été exécutée. Chaque arc
issu du nœud action associé à a est évalué par p̃(s′ | s, a), la structure d’arbre étant
alors conservée — voir figure 10.8 (b). On peut également faire des tests d’occurrence
parmi tous les états issus d’un état s donné. L’arbre devient alors un graphe, un nœud
état pouvant avoir de multiples pères — voir figure 10.8 (c). En allant jusqu’au bout
de cette démarche, on peut également faire des tests d’occurrence parmi tous les états
déjà développés. Il convient de choisir la représentation la mieux adaptée en fonc-
tion des caractéristiques de l’application visée : la probabilité qu’un état soit dupliqué,
le coût d’un test d’occurrence et la taille des échantillons d’états manipulés en ligne





















Figure 10.8. Différentes représentations du graphe markovien explicité en
ligne
Comme Kearns et al. le relèvent, les erreurs survenant sur les nœuds situés à une
faible profondeur dans l’arbre ont une plus forte incidence que ceux situés plus profon-
dément. En conséquence, ils suggèrent que la répartition des simulations doit décroître
avec la profondeur, par exemple proportionnellement à γ2i, où i, 1 ≤ i ≤ H est la
profondeur du nœud considéré. La stratégie par trajectoire suivie dans FRL tend à
répartir les simulations proportionnellement à 1(|A||S(s,a)|)i . Ceci tend à favoriser très
fortement les nœuds les plus proches de la racine. On peut compenser ce phénomène
en choisissant comme état initial d’une trajectoire un état situé à une profondeur i > 1.
Une manière pertinente de choisir un tel état est de parcourir une trajectoire de lon-
gueur i depuis st : le rôle des i premières transitions simulées n’est alors plus tant
d’améliorer la précision avec laquelle les nœuds proches de la racine sont estimés que
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de permettre la sélection de nœuds prometteurs situés plus profondément. Au bilan,
suivre continuellement des trajectoires depuis st permet de répartir efficacement les
simulations dans l’arbre.
Nous avons vu que la valeur d’un état du graphe est estimée par Vn(s) = mina∈AQNs,a(s, a)
où n =
∑
a∈ANs,a. Lorsque les valeurs de n considérées sont faibles, la variance
de cet estimateur est forte. Il peut ainsi être profitable d’introduire une pondération
avec la fonction Ṽ et de définir une règle de mise à jour incluant un taux d’appren-
tissage αn. L’équation précédente est alors remplacée par Vn(s) = αn.Ṽ + (1 −
αn).mina∈AQNs,a(s, a) où 0 < αn < 1 décroît avec n. On obtient là une règle de
mise à jour similaire à celles définissant les algorithmes de type Q-learning.
L’algorithme FRL n’ambitionne pas d’améliorer la fonction de valeur Ṽ pour l’en-
semble des états S à travers une structure paramétrique comme le font généralement
les algorithmes d’A/R : les calculs sont effectués dans le seul but de sélectionner une
bonne action pour l’état courant st. Il est toutefois possible de réutiliser le graphe
GH(st) déjà développé pour sélectionner une bonne action pour st+1. Après l’exé-
cution réelle de la transition st, at, st+1, si st+1 appartient à l’ensemble SH(st) des
états explicités dans GH(st), alors le graphe GH(st+1) n’est plus initialement réduit
à st+1 et contient tous les états successeurs de st+1 dans Gt. En pratique, on peut res-
treindre le test d’appartenance à l’ensemble ∪a∈AS(st, a,Nst,a) des états successeurs
de st dans GH(st). Ce principe a été appliqué à divers algorithmes de recherche de
type A∗, en particulier pour des problèmes de replanification en temps réel — voir par
exemple les travaux de Koenig et al. [?, ?] ou ceux de Garcia [?].
10.3.4. Controlled Rollout
Nous terminons ce chapitre par la présentation d’une version améliorée de l’algo-
rithme Rollout baptisée “Controlled Rollout” [?].
10.3.4.1. Choix de l’horizon
Comme pour l’algorithme de Kearns et al., la question du choix de l’horizon dans
l’algorithme Rollout vise à établir un bon compromis entre biais et variance. Le pro-
blème considéré est toutefois différent, puisqu’une seule politique π̃ est évaluée au-
delà de la première transition simulée (rappelons que la complexité de l’algorithme
Rollout est linéaire en H).
Le résultat général suivant propose une borne probablement approximativement
correcte sur l’erreur d’évaluation d’une politique π par N trajectoires simulées sur un
horizon H . Ce résultat est formulé pour le critère γ-pondéré en horizon infini.







tcnt l’estimation de V
π(s) obtenue
en simulant une politique π sur N trajectoires de longueur H depuis s.
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Avec une probabilité au moins égale à 1−∆ :










où cmax est le coût instantané maximal.
Il suffit ainsi pour obtenir l’horizon optimal H de minimiser numériquement (la
résolution analytique débouche sur une équation du cinquième degré) cette quantité
pour une largeur N donnée. La tolérance ∆ peut être choisie comme égale à 0.05 par
exemple.
Ce résultat est valable au-delà de l’algorithme Rollout pour évaluer une politique
par simulation depuis un état donné. Un résultat analogue est établi par Kearns et
Singh [?] pour l’algorithme TD-λ. Il est basé sur la théorie de l’analyse des grandes
déviations. Toutefois, leur démonstration suppose que la politique considérée est éva-
luée pour chaque état de S, ce qui en limite la portée à des MDP de taille raisonnable.
10.3.4.2. Allocation itérative des simulations
Pour chaque état courant, l’algorithme Rollout a pour but de déterminer la meilleure
des |A| actions par simulation. Les méthodes d’optimisation ordinale sont directement
applicables pour effectuer une allocation informée et incrémentale des simulations par
un algorithme comme OCBA. Par rapport à une allocation uniforme deN simulations
pour chaque action, elles permettent d’améliorer le choix de l’action courante, au prix
de calculs supplémentaires à chaque itération (voir algorithme 10.6 ci-dessous).
Algorithme 10.6 : Algorithme Controlled Rollout
Entrées : état courant st, simulateur markovien du système, politique à
améliorer π̃, nombre total de simulations C, nombre de simulations allouées à
chaque itération n, tolérance ∆.




Calculer les ratios ρa pour chaque action a selon la méthode OCBA
Pour chaque action a, effectuer n.ρa trajectoires supplémentaires de
longueur H∗ pour calculer Qπ̃(st, a)
l← l + 1
jusqu’à nl > C
retourner at = argmina∈AQ
π̃(st, a)
L’algorithme Controlled Rollout propose ainsi une amélioration de l’algorithme
Rollout en optimisant d’une part la longueur des trajectoires simulées, et d’autre part
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en contrôlant l’allocation des simulations par une méthode d’optimisation ordinale
(OCBA).
10.4. Conclusion
Nous avons vu dans ce chapitre les possibilités offertes par la recherche en ligne
pour aborder des MDP de grande taille, en particulier par l’emploi de la simulation
stochastique. Ainsi, la recherche en ligne permet de déterminer rapidement une action
courante de bonne qualité et d’améliorer ce choix au fur et à mesure que des simu-
lations supplémentaires sont allouées. La clé d’une recherche en ligne efficace réside
dans la stratégie d’allocation des simulations qui doit réaliser de bons compromis entre
profondeur et largeur d’une part, et entre exploitation et exploration d’autre part.
En dépit de l’intérêt qu’elles présentent, et bien que naturellement utilisées par
presque tous les programmes de jeux à deux joueurs, les techniques de recherche en
ligne sont encore relativement peu exploitées dans le cadre des MDP. Ainsi, la grande
majorité des travaux sur la résolution des MDP de grande taille se concentre sur le
calcul hors ligne d’une politique ou une d’une fonction de valeur approximative. La
recherche en ligne peut pourtant permettre d’améliorer significativement la perfor-
mance d’une politique, au prix d’un effort calculatoire certes important.
Si les travaux de Tesauro [?] ont ouvert la voie, peu de chercheurs l’ont emprun-
tée. Outre les travaux présentés ci-dessus, on peut toutefois noter un récent regain
d’intérêt pour les méthodes en ligne pour les MDP, et en particulier pour les mé-
thodes de recherche basées sur la simulation stochastique — par exemple les travaux
de Chang [?, ?] ou de Bent et Van Hentenryck [?] appliqués au routage de paquets
dans les réseaux de télécommunications. Citons enfin l’algorithme UCT de Kocsis et
Szepesvari [?] fondé sur la théorie des bandits manchots et qui s’est avéré expérimen-




approximation de la fonction de valeur
L’utilisation d’outils pour l’approximation de la fonction de valeur est essentielle
pour pouvoir traiter des problèmes de prise de décisions séquentielles de grande taille.
Les méthodes de programmation dynamique (PD) et d’apprentissage par renforce-
ment (A/R) introduites aux chapitres 1 et 2 supposent que la fonction de valeur peut
être représentée (mémorisée) en attribuant une valeur à chaque état (dont le nombre
est supposé fini), par exemple sous la forme d’un tableau. Ces méthodes de résolution,
dites « exactes », permettent de déterminer la solution optimale du problème consi-
déré (ou tout au moins de converger vers cette solution optimale). Cependant, elles ne
s’appliquent souvent qu’à des problèmes jouets, car pour la plupart des applications
intéressantes, le nombre d’états possibles est si grand (voire infini dans le cas d’es-
paces continus) qu’une représentation exacte de la fonction ne peut être parfaitement
mémorisée. Il devient alors nécessaire de représenter la fonction de valeur, de manière
approchée, à l’aide d’un nombre modéré de coefficients, et de redéfinir et analyser des
méthodes de résolution, dites « approchées » pour la PD et l’A/R, afin de prendre en
compte les conséquences de l’utilisation de telles approximations dans les problèmes
de prise de décisions séquentielles.
EXEMPLE.– Revenons, une fois de plus, au cas de la voiture dont on veut optimiser
les opérations d’entretien (voir tome 1, section 1.1). Nous avons vu que le nombre
d’états possibles de la voiture pouvait être très grand, bien qu’il puisse parfois être
factorisé (voir chapitre 9, page 275). Mais, même si on s’intéresse à un seul élément
de la voiture, les freins par exemple, le nombre d’états peut être infini : il suffit de
caractériser l’état d’usure des freins par l’épaisseur des plaquettes de frein. L’état de
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la voiture peut varier de façon continue dans un intervalle donné et toutes les méthodes
vues précédemment sont alors inutiles car elles font l’hypothèse que l’espace d’état
est fini. Les formalismes abordés dans ce chapitre permettent de prendre en compte
cette problématique d’état continu (comme le montre explicitement l’exemple de la
section 11.2.3) et, par la même, de gérer des problèmes avec un grand nombre d’état.
Dans ce chapitre, nous étudions l’utilisation d’outils d’approximation de fonctions
(domaine appelé apprentissage supervisé, apprentissage statistique, ou encore théorie
de l’approximation, selon diverses communautés scientifiques) pour la représentation
de la fonction de valeur et généralisons les méthodes de PD et d’A/R précédemment
étudiées dans ce cadre de résolution approchée. Des bornes sur la perte en performance
résultante de l’utilisation de représentations approchées sont établies en fonction de la
capacité et la richesse d’approximation des espace d’approximation considérés.
11.1. Introduction
Le désir d’utiliser des fonctions approchées en programmation dynamique (PD)
remonte aux origines mêmes de ce domaine. Par exemple Samuel [SAM 67] a uti-
lisé des approximations linéaires de la fonction de valeur pour le jeu de dames, Bell-
man et Dreyfus [BEL 59] des polynômes afin d’accélérer la PD. Une première ana-
lyse théorique est entreprise dans [REE 77]. Plus récemment, l’apprentissage par ren-
forcement (A/R) et la PD combinés à des représentations de fonctions ont permis
de résoudre avec succès plusieurs applications de taille réelle ; par exemple le pro-
gramme TD-Gammon [TES 95] utilisant une représentation à l’aide d’un réseau de
neurones, a produit un programme champion du monde de backgammon. D’autres
exemples d’applications concernent la recherche opérationnelle et l’ordonnancement
de tâches [ZHA 95], le contrôle d’une batterie d’ascenseurs [CRI 97], la maintenance
de machines en usine [MAH 97], la répartition dynamique de canaux téléphoniques
[SIN 97], l’allocation de sièges dans les avions [GOS 04]. Quelques applications spé-
cifiques sont décrites plus précisément dans les parties 2 et 4 de cet ouvrage.
L’objet de ce chapitre est de présenter de manière succincte les problématiques
nouvelles d’une résolution approchée de problèmes de PD et d’A/R ainsi que des
bornes sur la perte en performance lorsque l’on utilise une approximation de la fonc-
tion de valeur.
Par souci de simplicité de la présentation, nous considérons ici uniquement le cas
d’un critère actualisé (ou γ-pondéré) sur un horizon temporel infini. Ainsi, pour une
politique stationnaire fixée π (fonction qui associe une action à chaque état), la fonc-







γtr(st, π(st))|s0 = s, π
]
. (11.1)
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D’autres critères (horizon temporel fini ou problèmes non actualisés) font l’ob-
jet d’une analyse conceptuelle similaire, mais présentent des différences dans le for-
malisme mathématique. Pour ces extensions, nous renvoyons le lecteur au travail de
synthèse de Bertsekas et Tsitsiklis [BER 96].
L’approche suivie dans ce chapitre consiste à déterminer une approximation de la
fonction de valeur optimale, avec l’espoir que la performance de la politique gloutonne
déduite d’une telle approximation soit proche de la performance optimale. Cet espoir
est justifié par le fait que si V est une bonne approximation de la fonction de valeur
optimale V ∗, alors la performance V π de la politique π gloutonne par rapport à V est
proche de l’optimum V ∗. Rappelons que l’on dit qu’une politique π est gloutonne par
rapport à V (on dit aussi que π est déduite de V ) si, en tout état s ∈ S, l’action π(s)
est une action qui maximise la récompense immédiate plus l’espérance (actualisée) de
V à l’état suivant, c’est-à-dire,
π(s) ∈ arg max
a∈A
[






En effet, on a le résultat suivant [BER 96] (p.262) :
PROPOSITION 11.1.– Soit V une fonction à valeurs réelles définie sur S et π une
politique gloutonne par rapport à V . Alors la perte en performance résultante de
l’utilisation de la politique π (au lieu de la politique optimale), écart entre la fonction
de valeur V π et la fonction de valeur optimale V ∗, est majorée selon
||V ∗ − V π||∞ ≤
2γ
1− γ ||V − V
∗||∞, (11.2)
où ||·||∞ est la norme sup, notée L∞ (i.e. ||f ||∞ def= maxs∈S |f(s)|), et γ le coefficient
d’actualisation.
Remarquons que, pour toute fonction V , la fonction de valeur V π n’a aucune
raison d’être égale à V . Cette majoration donne une justification à notre approche
qui consiste à chercher une bonne approximation de la fonction de valeur optimale
(||V − V ∗|| petit) afin d’en déduire une politique dont la performance est proche de
l’optimum (||V ∗ − V π|| petit). La preuve étant élémentaire, on l’inclut maintenant.
PREUVE.– On rappelle la définition des opérateurs de Bellman L et Lπ (définis au


















Lπ peut aussi s’écrire (en notation vectorielle) LπW = rπ + γPπW , où Pπ est la
matrice de transition pour la politique π, dont les éléments (s, s′) sont p(s′|s, π(s)),
et rπ le vecteur de composantes r(s, π(s)).
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Une propriété des opérateurs L et Lπ est qu’ils sont des contractions en norme L∞
avec un coefficient de contraction γ. Cela signifie que, pour tout couple de fonctions
W1 et W2 définies sur S, on a ||LW1 −LW2||∞ ≤ γ||W1 −W2||∞ et de même pour
l’opérateur Lπ . Nous laissons la démonstration (simple) de cette propriété au lecteur.
Du fait que V ∗ et V π sont respectivement les points fixes des opérateurs L et Lπ
(i.e. V ∗ = LV ∗ et V π = LπV π), en utilisant l’inégalité triangulaire, il vient :
||V ∗ − V π||∞ ≤ ||LV ∗ − LπV ||∞ + ||LπV − LπV π||∞
= ||LV ∗ − LV ||∞ + γ||V − V π||∞
≤ γ||V ∗ − V ||∞ + γ(||V − V ∗||∞ + ||V ∗ − V π||∞),
où la seconde ligne utilise la définition que π est gloutonne par rapport à V , i.e. LV =
LπV . On en déduit la majoration sur l’écart entre la performance V π de la politique
π gloutonne par rapport à V , et la performance optimale V ∗ :
||V ∗ − V π||∞ ≤
2γ
1− γ ||V
∗ − V ||∞.

Afin de construire une bonne approximation de la fonction de valeur optimale,
nous généralisons les algorithmes de PD et d’A/R vus aux chapitres précédents. Nous
commençons par présenter l’algorithme d’itérations sur les valeurs lorsque l’on utilise
une représentation approchée de la fonction de valeur. Nous abordons ensuite dans
les sections 11.3 et 11.4 l’algorithme d’itérations sur les politiques et les méthodes
de minimisation du résidu de Bellman. Puis, à la section 11.5, nous expliquons les
limites de l’analyse en norme L∞ de la programmation dynamique et explorons une
extension à une analyse en norme Lp (pour p ≥ 1) afin d’établir des premiers liens
avec le domaine de l’apprentissage statistique et de fournir des bornes en fonction de
la capacité et la richesse des espaces d’approximation considérés.
11.2. Itérations sur les valeurs avec approximation (IVA)
A nouveau, nous considérons la résolution d’un processus décisionnel de Markov
(MDP) [PUT 94] utilisant un critère actualisé avec horizon temporel infini. L’espace
des états est supposé grand (mais fini pour l’instant, afin de simplifier les notations).
Comme on l’a vu au chapitre 1, l’algorithme d’itérations sur les valeurs consiste
à calculer la fonction de valeur optimale V ∗ par évaluation successive de fonctions
Vn selon le schéma d’itérations Vn+1 = LVn, où L est l’opérateur de Bellman défini
précédemment. Grâce à la propriété de contraction (en norme L∞) de l’opérateur
L, les itérés Vn convergent vers V ∗ (le point fixe de L) lorsque n → ∞ (car on a
||Vn+1 − V ∗||∞ = ||TVn − TV ∗||∞ ≤ γ||Vn − V ∗||∞ ≤ γn||V1 − V ∗||∞).
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Lorsque le nombre d’états est tel qu’une représentation exacte des fonctions Vn
est impossible à mémoriser, nous devons considérer une méthode de résolution utili-
sant des représentations approchées des Vn ; ce qui nous mène à définir l’algorithme
d’itérations sur les valeurs avec approximation (IVA). IVA est très populaire et est
depuis longtemps implémenté de diverses manières en programmation dynamique
[SAM 59, BEL 59] et plus récemment dans le contexte de l’apprentissage par renfor-
cement [BER 96, SUT 98], par exemple le fitted Q-iteration [ERN 05] qui construit
une approximation de la fonction de valeur d’action optimale, à partir d’observations
de transitions.
Notons F l’espace des fonctions représentables considéré. Par exemple, F peut
être un sous-espace vectoriel engendré par un ensemble fini de fonctions génératrices
(appelées features). Toute fonction de F se définit alors par un nombre fini de coef-
ficients, comme la combinaison linéaire des fonctions génératrices pondérées par ces
coefficients. On parle alors d’approximation linéaire.
L’algorithme IVA construit une séquence de représentations Vn ∈ F calculées
selon les itérations :
Vn+1 = ALVn, (11.3)
où L est l’opérateur de Bellman et A un opérateur d’approximation par des fonctions
de F . Par exemple, dans le cas de l’approximation linéaire, A est un opérateur de
projection orthogonale sur F , c’est à dire : Af ∈ F est la fonction de F qui réalise la
distance minimale à f : ||Af − f || = infg∈F ||g− f || (pour une certaine norme issue
d’un produit scalaire).
Ainsi, IVA consiste en une séquence d’itérations où à chaque étape, une nouvelle
représentation Vn+1 ∈ F s’obtient en projetant sur F l’image par l’opérateur de Bell-
man L de l’estimation précédente Vn. L’itération (11.3) est illustrée sur la figure 11.1.
Lorsque l’opération d’approximation est réalisée à partir de données (échantillons)
(par exemple pour une projection minimisant une erreur empirique), on parle alors
d’apprentissage supervisé ou de régression (voir par exemple [HAS 01]) ; ce cas est
illustré au paragraphe suivant.
11.2.1. Implémentation à partir d’échantillons et apprentissage supervisé
A titre d’illustration, IVA utilisant une version échantillonnée pour l’étape de pro-
jection est définie de la manière suivante : à l’étape n, on choisit K états (sk)1≤k≤K
tirés de manière indépendante selon une certaine distribution µ sur l’espace d’états
S. On calcule l’image, par l’opérateur de Bellman, de Vn en ces états, définissant
ainsi les valeurs {vk def= LVn(sk)}. Puis on fait appel à un algorithme d’apprentissage
supervisé avec pour données d’apprentissage les couples (entrées, sorties désirées) :









Figure 11.1. Représentation schématique d’une itération de l’algorithme IVA : l’espace d’ap-
proximation F est un sous-espace vectoriel de dimension finie. Vn ∈ F représente l’approxi-
mation à l’instant n. L’opérateur de Bellman L est appliqué à Vn (LVn n’a pas de raison
d’appartenir à F , c’est à dire d’être représentable dans cette architecture d’approximation)
puis la projection A sur F définit la représentation suivante Vn+1 = ALVn. La fonction de
valeur optimale V ∗ (point fixe de L) est aussi représentée.
{(sk, vk)}1≤k≤K . Ce dernier retourne une fonction Vn+1 ∈ F qui minimise une er-
reur empirique, par exemple :










Cette fonctionnelle utilise une norme quadratique L2, comme cela est le cas pour
les méthodes de moindres carrés, la régression linéaire locale, les réseaux de neurones,
et bien d’autres algorithmes d’apprentissage supervisé. Bien entendu, d’autres fonc-
tionnelles utilisant d’autres normes, comme la norme L1 (valeur absolue) ou des va-
riantes (par exemple la norme L1 ǫ-insensible utilisée dans les SVM [VAP 98]) ainsi
que des fonctionnelles pénalisées sont souvent utilisées. Ce problème de régression
est un cas particulier d’apprentissage supervisé (ou apprentissage statistique). Nous
n’abordons pas dans ce chapitre les enjeux importants de ce domaine, et renvoyons le
lecteur intéressé aux références usuelles, par exemple [HAS 01].
Mentionnons seulement que l’approximation linéaire consiste à réaliser une pro-
jection sur un espace vectoriel engendré par une famille finie de fonctions données, et
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inclut les décompositions sur des splines, fonctions radiales, bases de Fourier ou on-
delettes. Cependant, une meilleure régression est souvent obtenue lorsque la famille
de fonctions engendrant l’espace sur laquelle est faite la projection est choisie en fonc-
tion des régularités de la fonction à approcher. On parle alors d’approximation non-
linéaire, celle-ci pouvant être particulièrement efficace quand la fonction recherchée
possède des régularités locales (par exemple, dans des bases d’ondelettes adaptatives
[MAL 97], de telles fonctions peuvent être représentées de manière compacte avec
peu de coefficients non-nuls). Des algorithmes gloutons, comme le matching pursuit
et diverses variantes [DAV 97] sélectionnent les meilleures fonctions de base dans un
dictionnaire donné. La théorie de l’approximation étudie les erreurs d’approximation
en fonction des régularités de la fonction cible [DEV 97]. En apprentissage statistique,
d’autres outils d’approximation non-linéaire très souvent utilisés sont les réseaux de
neurones, la régression linéaire locale [ATK 97], les machines à vecteurs de sup-
port et les méthodes à noyaux dans les espaces de Hilbert à noyaux reproduisant
[VAP 97, VAP 98].
11.2.2. Analyse de l’algorithme IVA
Considérons l’algorithme IVA défini par l’itération (11.3) et définissons
εn
def
= LVn − Vn+1 (11.5)
l’erreur d’approximation à l’étape n. En général, IVA ne converge pas vers la fonc-
tion de valeur optimale V ∗ (contrairement à l’algorithme d’itérations sur les valeurs)
car V ∗ n’a a priori aucune raison d’appartenir à l’espace de représentation F . De
plus, même si V ∗ ∈ F , on ne dispose en général d’aucune garantie que les itérés
Vn convergent vers V ∗. En réalité, IVA peut osciller voire diverger, comme cela est
illustré sur des exemples simples décrits dans [BAI 95, TSI 96a] et [BER 96] (p. 334).
Pourtant, cet algorithme est très populaire car il a souvent produit de bons résultats
d’un point de vue expérimental.
Pour comprendre les raisons qui mènent à des comportements si variés selon les
applications, on désire analyser le comportement de IVA et établir des bornes sur la
performance de cet algorithme. Un premier résultat établit une majoration sur la perte
en performance (par rapport à la performance optimale) résultante de l’utilisation de
la politique πn gloutonne par rapport à Vn, en fonction des erreurs d’approximation
εn commises à chaque étape.
PROPOSITION 11.2 [BER 96].– En notant πn la politique gloutonne par rapport
à l’approximation Vn, et V πn la fonction de valeur associée à cette politique, on a :
lim sup
n→∞
||V ∗ − V πn ||∞ ≤
2γ
(1− γ)2 lim supn→∞
||εn||∞. (11.6)
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PREUVE.– D’après (11.2) appliqué à Vn, nous déduisons
||V ∗ − V πn ||∞ ≤
2γ
1− γ ||V
∗ − Vn||∞. (11.7)
De plus,
||V ∗ − Vn+1||∞ ≤ ||LV ∗ − LVn||∞ + ||LVn − Vn+1||∞
≤ γ||V ∗ − Vn||∞ + ||εn||∞.
Maintenant, en passant à la limite supérieure, il vient
lim sup
n→∞
||V ∗ − Vn||∞ ≤
1
1− γ lim supn→∞
||εn||∞,
ce qui, combiné à (11.7), mène à (11.6). 
Remarquons que cette borne s’exprime en fonction de la norme L∞ des erreurs
d’approximation εn, c’est-à-dire qu’elle dépend de la plus grande erreur εn(s) sur
tout le domaine (lorsque s parcourt S). Cette erreur uniforme est en général diffi-
cile à maîtriser, particulièrement pour des problèmes de grande taille. De plus, elle
n’est pas très utile en pratique puisque la plupart des méthodes d’approximation de
fonction et algorithmes d’apprentissage supervisé résolvent, comme on l’a illustré au
paragraphe 11.2.1, un problème de minimisation empirique en norme L2 ou L1. Nous
verrons à la section 11.5 une extension de la proposition 11.2 à des normes Lp (pour
p ≥ 1). Mentionnons toutefois l’existence de travaux [GOR 95, GUE 01a] portant sur
des approximations de fonction utilisant la norme L∞ tels les averagers (implémentés
par exemple par la méthode des k-plus proches voisins) dans le cadre de la PD.
11.2.3. Illustration numérique
Dans cette partie nous illustrons le fonctionnement de l’algorithme IVA pour un
problème de remplacement optimal, inspiré de [RUS 96]. Nous montrons aussi sur cet
exemple le fait que les résultats précédents se généralisent naturellement au cas où
l’espace d’états est continu.
Une variable mono-dimensionnelle st ∈ S def= [0, smax] mesure l’utilisation ac-
cumulée d’un certain produit (par exemple le compteur kilométrique d’une voiture
mesure l’état d’usure de celle-ci). st = 0 désigne un produit tout neuf. A chaque ins-
tant discret t (par exemple tous les ans), il y a deux décisions possibles : soit conserver
(at = C), soit remplacer (at = R) le produit, auquel cas, un coût supplémentaire
Cremplace (de vente du produit courant suivi du rachat d’un nouveau bien) est perçu.
On suppose que les transitions suivent une loi exponentielle de paramètre β avec
une queue tronquée : si l’état suivant y est plus grand qu’une valeur maximale fixée
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Figure 11.2. Fonctions coût d’entretien immédiat c et fonction de valeur optimale V ∗. L’indi-
cation R et C sur la figure de droite indique la politique optimale (gloutonne par rapport à V ∗)
en fonction de l’état.
smax (par exemple un état critique d’usure de la voiture) alors un nouvel état est immé-
diatement tiré et une pénalité Cmort > Cremplace est reçue. Ainsi, en notant p(·|s, a),
la densité de probabilité de l’état suivant sachant que l’état courant est s et l’action
choisie est a ∈ {C, R} (c’est-à-dire que pour tout ensemble B ⊂ S, la probabilité
d’être dans B à l’instant suivant est
∫
B
p(ds′|s, a)), on définit :
p(s′|s,R) def=
{






q(s′ − s) si s′ ∈ [s, smax]




= βe−βs/(1− e−βsmax) (densité exponentielle tronquée).
Le coût immédiat (opposé d’une récompense) c(s) est la somme d’une fonction
monotone lentement croissante (qui correspond par exemple à des coûts de mainte-
nance) et d’une fonction coût ponctuellement discontinue (par exemple les coûts de
révision). Le coût immédiat et la fonction de valeur optimale (calculée de manière
analytique) sont représentées sur la figure 11.2 pour les valeurs numériques suivantes :
γ = 0.6, β = 0.6, Cremplace = 50, Cmort = 70 et smax = 10.
Nous considérons l’implémentation de l’algorithme IVA à base d’échantillons dé-
crite au paragraphe 11.2.1. Les états considérés {sk def= ksmax/K}0≤k<K (avec
K = 200) sont uniformément répartis sur le domaine S. L’espace fonctionnel d’ap-
proximation considéré F est l’espace vectoriel de dimension M = 20 engendré par
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Ainsi, à chaque itération n, la nouvelle approximation Vn+1 ∈ F est obtenue en
résolvant le problème de régression quadratique :










Nous commençons avec une fonction de valeur initiale V0 = 0. La figure 11.3
représente la première itération : les valeurs itérées {LV0(sk)}1≤k≤K par l’opérateur
de Bellman (indiquées par les croix sur la figure de gauche) et la régression corres-
pondante V1 ∈ F (meilleure approximation de LV0 dans l’espace F). La figure 11.4
illustre de manière analogue la seconde itération. La figure 11.5 montre la fonction
de valeur approchée V20 ∈ F obtenue après 20 itérations. Dans cette simulation, l’al-
gorithme IVA fonctionne bien et une bonne approximation de la fonction de valeur
optimale V ∗ est obtenue dans F .





















































Figure 11.3. Valeurs itérées {LV0(sk)}1≤k≤K (figure de gauche), meilleure approximation
V1 ∈ F de LV0, ainsi que la fonction de valeur optimale (figure de droite).
11.3. Itérations sur les politiques avec approximation (IPA)
Nous considérons maintenant l’algorithme d’itérations sur les politiques avec ap-
proximation (IPA) [BER 96] généralisant l’algorithme d’itérations sur les politiques
vu au chapitre 1 au cas où la fonction de valeur est représentée de manière approchée.
Cet algorithme est défini par la répétition des deux étapes suivantes :
– Évaluation approchée de la politique : pour une politique πn, on calcule une
approximation Vn de la fonction de valeur V πn ;
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Figure 11.4. Valeurs itérées {LV1(sk)}1≤k≤K (figure de gauche), meilleure approximation
V2 ∈ F de LV1, ainsi que la fonction de valeur optimale (figure de droite).








Figure 11.5. Approximation V20 ∈ F obtenue à la 20e itération et la fonction
de valeur optimale.
– Amélioration de la politique : on génère une nouvelle politique πn+1 gloutonne
par rapport à Vn, c’est-à-dire telle que, en tout s ∈ S,
πn+1(s) ∈ arg max
a∈A
[






La section 11.3.1 fournit un résultat de majoration sur la perte en performance
||V πn − V ∗||∞ résultant de l’utilisation des politiques générées par IPA au lieu de la
politique optimale, en fonction des erreurs d’approximation des fonctions de valeur
||Vn−V πn ||∞. La section 11.3.2 décrit l’étape d’évaluation approchée des politiques
et la section 11.3.3 détaille le cas de l’approximation linéaire avec une extension de
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l’algorithme TD(λ), des méthodes de type moindres carrés et enfin une implémen-
tation en termes de fonction de valeur d’action ne nécessitant pas la connaissance a
priori des probabilités de transition.
11.3.1. Analyse de l’algorithme IPA en norme L∞
Notons πn la politique obtenue par l’algorithme IPA à l’itération n. Soit Vn une
approximation de la fonction de valeur V πn et πn+1 une politique gloutonne par rap-
port à Vn, au sens défini par (11.8). Le résultat suivant (voir par exemple [BER 96],
p. 276) fournit une majoration d’erreur en norme L∞ sur la perte V ∗ − V πn résul-
tant de l’utilisation de la politique πn au lieu de la politique optimale, en fonction des
erreurs d’approximation Vn − V πn .
PROPOSITION 11.3.– Nous avons :
lim sup
n→∞
||V ∗ − V πn ||∞ ≤
2γ
(1− γ)2 lim supn→∞
||Vn − V πn ||∞. (11.9)
PREUVE.– Définissons en
def
= Vn − V πn l’erreur d’approximation de V πn par Vn,
gn
def
= V πn+1 − V πn le gain en performance d’une itération à l’autre et ln def=
V ∗ − V πn la perte en performance due à l’utilisation de la politique πn au lieu de
π∗ (quantité que l’on désire majorer).
Si l’erreur d’approximation est faible, alors la performance de la politique suivante
ne peut pas être bien pire que celle de la politique courante. En effet, en utilisant une
notation vectorielle, on a les inégalités suivantes, composante par composante :
gn = V
πn+1 − V πn
= Lπn+1V
πn+1 − Lπn+1V πn + Lπn+1V πn − Lπn+1Vn
+Lπn+1Vn − LπnVn + LπnVn − LπnV πn
≥ γPπn+1gn − γ(Pπn+1 − Pπn) en
(où l’on a utilisé les définitions des opérateurs de Bellman et le fait que la politique
πn+1 est gloutonne par rapport à Vn, donc que Lπn+1Vn = LVn ≥ LπnVn), donc
(I − γPπn+1)gn ≥ −γ(Pπn+1 − Pπn)en. De plus, la matrice Pπn+1 est une matrice
stochastique donc n’a que des valeurs propres de module inférieur ou égale à un. Et
puisque γ < 1, la matrice I − γPπn+1 n’a pas de valeur propre nulle, donc elle est




ne contient que des éléments positifs, on en déduit :
gn ≥ −γ(I − γPπn+1)−1(Pπn+1 − Pπn) en. (11.10)
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Maintenant, nous pouvons majorer la perte ln+1 à l’itération suivante en fonction
de la perte courante ln : puisque Lπ∗Vn ≤ Lπn+1Vn, on a :
ln+1 = V
∗ − V πn+1
= Lπ∗V
∗ − Lπ∗V πn + Lπ∗V πn − Lπ∗Vn + Lπ∗Vn − Lπn+1Vn
+Lπn+1Vn − Lπn+1V πn + Lπn+1V πn − Lπn+1V πn+1
≤ γ[Pπ∗ ln − Pπn+1gn + (Pπn+1 − Pπ∗)en].
D’où l’on déduit, en utilisant (11.10), que
ln+1 ≤ γPπ∗ ln + γ[γPπn+1(I − γPπn+1)−1(Pπn+1 − Pπn) + Pπn+1 − Pπ∗ ]en
≤ γPπ∗ ln + γ[Pπn+1(I − γPπn+1)−1(I − γPπn)− Pπ∗ ]en.
En notant fn
def
= γ[Pπn+1(I − γPπn+1)−1(I − γPπn) − Pπ∗ ]en, cette dernière
inégalité peut se réécrire
ln+1 ≤ γPπ∗ ln + fn.
En passant à la limite supérieure, il vient
(I − γPπ∗) lim sup
n→∞
ln ≤ lim sup
n→∞
fn,
et en utilisant le même argument que précédemment, on déduit
lim sup
n→∞
ln ≤ (I − γPπ∗)−1 lim sup
n→∞
fn. (11.11)
























(où l’on a utilisé le fait que toute matrice stochastique P a une norme ||P ||∞ = 1).

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11.3.2. Évaluation approchée d’une politique
Nous approfondissons maintenant la première étape de l’algorithme IPA, c’est-à-
dire l’évaluation approchée de la politique. Ainsi, pour une politique π donnée, nous
souhaitons déterminer une bonne approximation de la fonction de valeur V π .
Rappelons que la fonction de valeur V π est définie par l’espérance de la somme
des récompenses actualisées lorsque la politique π est suivie (11.1) et que V π satisfait
l’équation de Bellman : V π = LπV π, où Lπ est l’opérateur de Bellman défini par
LπW
def
= rπ + γPπW , pour tout vecteur W .
Plusieurs types de méthodes permettent de déterminer une approximation de V π :
– Méthodes itératives, similaires à l’algorithme IVA, où l’opérateur Lπ combiné
à un opérateur d’approximation A est itéré selon : Vn+1 = ALπVn. Un résultat simi-
laire à la proposition 11.2 se déduit facilement.
– Méthodes de résolution de systèmes linéaires, puisque l’opérateur de Bellman
Lπ est affine, V π est solution du système linéaire : (I − γPπ)V π = rπ , et des mé-
thodes usuelles pour la résolution (approchée) de système linéaire peuvent s’appliquer.
L’inconvénient majeur de ces méthodes est leur lourdeur computationnelle lorsque le
nombre d’états est grand.
– Méthodes de type Monte-Carlo (MC). En reprenant la définition même de la
fonction de valeur donnée par (11.1), un estimateur non-biaisé de V π(s) est obtenu en
lançant M ≥ 1 trajectoires partant de l’état initial s, générées en suivant la politique
π, et en effectuant la moyenne sur ces M trajectoires de la somme des récompenses
actualisées recueillies au cours de chaque trajectoire. La variance d’un tel estimateur
est alors enO(1/M). Si l’on répète ce procédé à partir d’états initiaux {sk}1≤k≤K ré-
partis selon une distribution µ sur S, afin d’obtenir les estimations {vk} de {V π(sk)},
alors la meilleure fonction de F rendant compte de ces valeurs peut être obtenue par








Il s’agit de la projection (au sens de la minimisation de la norme L2 empirique ba-
sée sur les données) de V π surF . Il existe plusieurs méthodes de réduction de variance
permettant d’améliorer la précision des estimés. Par exemple, à partir d’une première
approximation grossière de la fonction de valeur, on utilise une méthode de MC sur
le résidu pour estimer une correction permettant d’affiner l’approximation courante,
puis l’on réitère ce processus (méthodes de Monte-Carlo récursives [MUN 06]).
– Algorithmes de type TD(λ). Il s’agit d’algorithmes d’approximation stochas-
tiques [KUS 97] permettant de déterminer le point fixe d’un opérateur contractant. La
généralisation de ces méthodes à des fonctions approchées n’est pas évidente dans
le cas général (pas de preuve de convergence pour λ < 1) mais elles ont été appli-
quées avec grand succès, par exemple dans la programmation du jeu de backgammon
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[TES 95]. Cependant, dans le cas de l’approximation linéaire (méthode détaillée au
paragraphe suivant), des résultats de majoration de l’erreur d’approximation existent
[TSI 96b].
– Méthodes des moindres carrés. Dans le cas de l’approximation linéaire, on
peut aussi utiliser les méthodes très efficaces de type moindres carrés, étudiées au
paragraphe suivant.
11.3.3. Approximation linéaire et méthode des moindres carrés
Dans cette section, nous considérons le cas particulier de l’approximation linéaire.
Ce cas a souvent été utilisé en combinaison avec des algorithmes de type TD(λ)
[TSI 96b] (voir section 2.4) ou des méthodes de type moindres carrés Least Squares
Temporal Differences LSTD(0) [BRA 96], LSTD(λ) [BOY 99] et appliqué, avec suc-
cès, à des problèmes de contrôle en grande dimension [LAG 03].
La fonction de valeur est approchée par une combinaison linéaire de K fonctions
de bases (appelés features) (φk)1≤k≤K , c’est-à-dire que l’espace d’approximation F
est l’espace vectoriel engendré par ces features :
F def= {Vα(s) def=
K∑
k=1
αkφk(s), α ∈ IRK}.
Notre objectif est ainsi de déterminer un paramètre α ∈ IRK tel que Vα soit
« proche » de V π . Commençons par étudier l’extension directe de l’algorithme TD(λ)
vu au chapitre 2 au cas d’une telle représentation de fonctions.
11.3.3.1. TD(λ)
Par soucis de simplicité de la présentation, nous supposons fini le nombre d’états
de S. L’algorithme TD(λ) est défini de la même manière qu’au chapitre 2. On utilise
un vecteur trace z ∈ IRK de même dimension (K) que le paramètre α, initialisé à
zéro. A partir d’un état initial quelconque, on génère une trajectoire (s0, s1, s2, . . . )
en suivant la politique π. A chaque instant t, on calcule la différence temporelle pour
l’approximation Vα courante :
dt
def
= r(st, π(st)) + γVα(st+1)− Vα(st)
et l’on met à jour, à la fois le paramètre α et la trace z, selon
αt+1 = αt + ηtdtzt,
zt+1 = λγzt + φ(st+1),
où ηt est un pas d’apprentissage et φ : S → IRK la fonction ayant pour composantes
les φk.
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Cet algorithme fournit une séquence d’approximations Vαt qui converge, sous une
hypothèse d’ergodicité de la chaîne de Markov et une hypothèse sur la décroissance
des pas d’apprentisage ηt, vers une fonction dont l’erreur d’approximation (par rapport
à V π) est majorée en fonction de la meilleure approximation possible dans F .
PROPOSITION 11.4 [TSI 96B].– Supposons que les pas η vérifient
∑
t≥0 ηt =
∞ et ∑t≥0 η2t < ∞, qu’il existe une distribution µ sur S telle que ∀s, s′ ∈ S,
limt→∞ P (st = s
′|s0 = s) = µ(s′) et que les vecteurs (φk)1≤k≤K soient linéai-
rement indépendants. Alors αt converge. Notons α∗ sa limite. On a alors
||Vα∗ − V π||µ ≤
1− λγ
1− γ infα ||Vα − V
π||µ, (11.12)





Lorsque λ = 1, on retrouve le résultat que l’estimateur Monte-Carlo donne la
meilleure approximation de V π dans F , c’est-à-dire la projection de V π sur F . Main-
tenant si λ < 1, la qualité d’approximation se détériore (introduction d’un biais),
mais la variance de l’estimateur est plus faible, donc sa détermination à une précision
donnée peut être plus rapide.
De part sa nature d’algorithme d’approximation stochastique, TD(λ) est très coû-
teux en quantité de données expérimentales, au sens où il nécessite l’observation d’un
grand nombre de transitions st, at → st+1 pour que le paramètre α converge. Il faut
plusieurs observations des mêmes transitions pour que la valeur du paramètre se sta-
bilise. Ce problème a motivé l’introduction de méthodes de type moindres carrés dé-
crites maintenant, qui sont beaucoup plus économes en termes de données expérimen-
tales.
11.3.3.2. Méthodes des moindres carrés
Les méthodes de type moindres carrés Least Squares Temporal Differences
[BRA 96, BOY 99, LAG 03] partent du constat que, puisque la fonction de valeur
approchée Vα est linéaire en α, et que l’opérateur Lπ est affine, alors l’application du
résidu de Bellman : α→ Rα def= LπVα − Vα est affine. Puisque la fonction de valeur
recherchée V π a un résidu de Bellman nul, i.e. LπV π − V π = 0, il paraît naturel de
chercher un paramètre α tel que le résidu de Bellman Rα soit le plus proche possible
de 0. Deux approches sont généralement considérées (voir [SCH 02b, MUN 03]) :
– la solution du résidu quadratique (RQ) : le paramètre αRQ est celui qui mini-
mise la norme du résidu de Bellman Rα (voir illustration sur la figure 11.6) :
αRQ = arg min
α∈IRK
||Rα||µ,
pour une certaine norme || · ||µ ;
– la solution des différences temporelles (TD) : le paramètre αTD est tel que le
résidu RαTD est orthogonal à tous les features φk, donc à F (voir figure 11.6). Ainsi,
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VαTD est le point fixe de l’opérateur de BellmanLπ combiné à l’opérateur de projection
orthogonale A sur F (selon la norme L2 pondérée par une distribution µ). Il s’agit de
la même solution que celle obtenue (à la limite) par l’algorithme TD(λ) pour λ = 0





















Figure 11.6. Approximation de la fonction de valeur V π dans F . La meilleure approximation
possible AV π est la projection de V π sur F . La solution du résidu quadratique VαRQ est celle
qui minimise (dans F ) la norme ||LπVα − Vα||. La solution des différences temporelles VαTD
est telle que ALπVαTD = VαTD
Dans les deux cas, le paramètre α est obtenu en résolvant un système linéaire de
taille K (le nombre de paramètres). Ces méthodes sont appelées méthodes de pro-
jection [JUD 98] car on cherche α tel que le résidu est orthogonal à un ensemble de
fonctions test (les fonctions de base φk dans le cas TD, les dérivées ∂αkRα dans le
cas RQ). Etudions les systèmes linéaires correspondants.
Solution du résidu quadratique : Puisque l’application α → Rα est affine, la
fonction α→ ||Rα||2µ (pour une norme L2 pondérée par µ) est quadratique. Son point
de minimum (obtenu en écrivant que le gradient de cette fonction est nul) est donc la
solution d’un système linéaire qui peut s’écrire Aα = b, avec la matrice carrée A et le




= 〈φi − γPπφi, φj − γPπφj〉µ, pour 1 ≤ i, j ≤ K
bi
def
= 〈φi − γPπφi, rπ〉µ, pour 1 ≤ i ≤ K
(11.13)
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Ce système possède toujours une solution lorsque µ > 0 et la famille des φk
est libre (puisqu’alors la matrice A est symétrique définie positive). Remarquons que
ce problème peut être considéré comme un problème de régression linéaire avec un
ensemble de fonctions de base {ψi def= φi−γPπφi}i=1..K où il s’agit de déterminer α
qui minimise ||α·ψ−rπ||µ. Les méthodes usuelles en apprentissage supervisé peuvent
alors être utilisées.
Lorsque µ est la distribution stationnaire associée à la politique π (i.e. µ satisfait
la relation µPπ = µ, c’est à dire µ(s) =
∑
s′ p(s|s′, π(s′))µ(s′) pour tout s ∈ S), on
peut obtenir une borne sur l’erreur d’approximation V π − VαRQ en fonction du résidu
minimisé ou de la distance entre V π et F (en norme L2 avec poids µ) :
PROPOSITION 11.5.– On a :
||V π − VαRQ ||µ ≤
1
1− γ ||RαRQ ||µ =
1
1− γ infVα∈F ||LπVα − Vα||µ (11.14)
≤ 1 + γ
1− γ infVα∈F ||V
π − Vα||µ. (11.15)
PREUVE.– Puisque µ est la distribution stationnaire associée à π, on a la propriété que
||Pπ||µ = 1 (voir par exemple [TSI 96b]). De plus, pour tout α, on a
Rα = LπVα − Vα = (I − γPπ)(V π − Vα), (11.16)
donc en considérant αRQ, nous déduisons que V π − VαRQ = (I − γPπ)−1RαRQ . Donc
en norme :






1− γ ||RαRQ ||µ,
ce qui prouve (11.14). De plus, en prenant la norme de (11.16), il vient ||Rα||µ ≤
(1 + γ)||V π − Vα||µ et (11.15) s’en déduit. 
Solution des différences temporelles : La solution des différences temporelles,
c’est-à-dire le point fixe de l’opérateur de Bellman Lπ suivi de l’opérateur de pro-
jection A sur F (selon la norme || · ||µ), est obtenue en résolvant le système linéaire




= 〈φi, φj − γPπφj〉µ, pour 1 ≤ i, j ≤ K,
bi
def
= 〈φi, rπ〉µ, pour 1 ≤ i ≤ K.
(11.17)
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Il faut faire attention, car selon la distribution µ considérée, la matrice A n’est
pas toujours inversible. Elle l’est cependant lorsque les features (φi) forment une fa-
mille libre et que µ est la distribution stationnaire associée à la politique π [MUN 03].
Dans ce cas, la solution obtenue est celle vers laquelle converge l’algorithme TD(0)
[SCH 02b]. Une conséquence de la proposition 11.4 est la borne sur l’erreur d’ap-
proximation en fonction de la distance entre V π et F (en norme L2 pondérée par
µ) :
||V π − VαTD ||µ ≤
1
1− γ infVα∈F ||V
π − Vα||µ.
La généralisation des méthodes de moindres carrés à des systèmes de type TD(λ)
avec λ > 0 (i.e. fournissant la solution de TD(λ)) se trouve dans [BOY 99].
Remarquons que la taille du système linéaire à résoudre est K, le nombre de co-
efficients de l’approximation linéaire (nombre de features), qui en général est très
inférieur au nombre d’états du système (ce dernier pouvant même être infini). Cepen-
dant, pour être applicable telle quelle, la méthode des moindres carrés nécessite de
savoir calculer le résultat de l’opérateur Pπ appliqué aux fonctions de base φk, ainsi
que les produits scalaires (qui consistent en une somme pondérée sur tous les états
pour lesquels µ > 0). Ce problème est d’autant plus délicat lorsque l’on se situe dans
un cadre apprentissage par renforcement où les probabilités de transition sont a priori
inconnues de l’agent décisionnel. De plus, lorsque cette procédure d’évaluation de la
politique courante est mise en œuvre dans un algorithme IPA, cette méconnaissance
des probabilités rend problématique l’étape d’amélioration de la politique, qui néces-
site le calcul de la politique gloutonne, selon (11.8). Ces problèmes sont résolus en
introduisant, comme dans le chapitre 2, une approximation des fonctions de valeur
d’action Q. Cette implémentation est explicitée maintenant.
11.3.3.3. Approximation linéaire de la fonction de valeur d’action
Ici nous ne faisons plus l’hypothèse que les probabilités de transition p(s′|s, a)
sont connues de l’agent décisionnel. Par contre, nous supposons que l’agent dis-
pose d’un modèle génératif [KAK 03] qui permet de générer un état successeur s′ ∼
p(·|s, a) lorsque l’on se situe en un état s et choisit une action a, et ainsi de générer
des trajectoires en suivant une certaine politique.
L’approche suivie ici consiste à approcher la fonction de valeur d’action Qπ
[WAT 89, SUT 98] au lieu de la fonction de valeur V π . Nous rappelons que la fonc-
tion Qπ est définie, pour tout couple état-action (s, a), par la récompense immédiate
lorsque l’action a est choisie en s plus l’espérance de la somme des récompenses
actualisées lorsqu’ensuite l’agent utilise la politique π, c’est-à-dire, en utilisant la dé-
finition de V π ,
Qπ(s, a)
def
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Les représentations en termes de fonction de valeur et fonction de valeur d’action
sont équivalentes : Qπ s’exprime en fonction de V π comme le montre la relation pré-
cédente, et réciproquement, V π se définit à partir deQπ selon : V π(s) = Qπ(s, π(s)).
Cependant, un intérêt de la représentation en valeurs d’action est que la politique glou-
tonne se calcule très simplement : en tout s ∈ S, la politique gloutonne par rapport à
V π en s est arg maxa∈AQπ(s, a).
De manière analogue à l’approche suivie au paragraphe précédent, nous considé-








αkφk(x, a), α ∈ IRK
}
,
où les fonctions de base φk sont désormais définies sur l’espace produit S ×A.
L’algorithme IPA utilisant les représentations sous forme de valeurs d’action se
définit ainsi : à l’itération n, l’étape d’évaluation approchée de la politique πn déter-
mine une approximationQn de la fonctionQπn . L’étape d’amélioration de la politique






Les deux méthodes de type moindres carrés pour l’évaluation de la politique dé-
crites précédemment s’appliquent immédiatement. De plus, la matrice A et le vecteur
b des systèmes linéaires définis par (11.13) et (11.17) peuvent être estimés à partir de
données observées, comme cela est expliqué dans [LAG 03] : une base de données
D est construite à partir de séquences de trajectoires. A chaque transition (état s, ac-
tion a) vers état s′ ∼ p(·|s, a) avec récompense correspondante r, on ajoute à la base
D, la donnée (s, a, s′, r). Les données expérimentales sur les transitions sont obte-
nues de manière incrémentale [BOY 99] ou à partir de l’observation de trajectoires
induites par différentes politiques [LAG 03], ou encore à partir de données provenant
de connaissances a priori sur les dynamiques d’état.
A partir de cette base d’expériences D, à chaque étape n de l’algorithme IPA,
lorsque l’on désire évaluer une politique πn, nous sélectionnons dans D les données
{(sm, am, s′m, rm)}1≤m≤M telles que l’action choisie corresponde à la politique éva-
luée (i.e. am = πn(sm)). A partir de cette sélection de données, nous formulons un
estimateur non-biaisé de A et b pour le système des différences temporelles (11.17)












En effet, puisque les états suivants s′ sont générés selon p(·|s, a), on a la propriété
que φj(s′, πn(s′)) est un estimateur non biaisé de l’opérateur Pπn appliqué à φj en




′|s, a)φj(s′, πn(s′)). De plus, par la loi des grands nombres,
lorsque le nombre de données M est grand, les moyennes réalisées sur les M échan-
tillons approchent les produits scalaires dans (11.17). Ainsi Â et b̂ sont des estimateurs
non-biaisés et consistants de A et b ayant une variance en O(1/M). Lorsque le sys-
tème (11.17) admet une solution, la solution α̂ du système approché Âα̂ = b̂ tend vers
la solution αTD du système des différences temporelles (11.17) lorsque M →∞.






φi(sm, am)− γφi(s′m, πn(s′m))
][
φj(sm, am)− γφj(s′m, πn(s′m))
]
(11.18)
fournisse un estimateur non-biaisé de l’élément Aij pour le système du résidu qua-
dratique (11.13). Or, cela est faux (voir [SUT 98], p. 220 ou [MUN 03, LAG 03]). Cet
estimateur mènerait en effet à une paramétrisation qui chercherait à réduire la variance
de la fonction de valeur d’action aux états successeurs. Le problème vient du fait que
les variables aléatoires φi(s′, πn(s′)) et φj(s′, πn(s′)) sont corrélées. Plusieurs possi-
bilités pour retrouver un estimateur non biaisé de A et b sont :
– Pour chaque couple état-action (sm, am), utiliser deux échantillons indépen-
dants s′m et s
′′
m tirés selon p(·|s, a) en utilisant le modèle génératif, afin de décorréler
φi(s
′, πn(s
′)) et φj(s′′, πn(s′′)). Alors, un estimateur non-biaisé de A et b pour le










φi(sm, am)− γφi(s′m, πn(s′m))
]
[









φi(sm, am)− γφi(s′m, πn(s′m))
]
rm.
– Si nous ne disposons que d’un seul échantillon s′m par couple état-action
(sm, am) (par exemple parce que les données ont été générées en suivant des
trajectoires) nous pouvons considérer le plus proche voisin sm′ de sm tel que
(sm′ , am, s
′
m′ , rm′) soit dans la base D. A l’introduction d’un biais près (qui provient
de la distance entre sm et sm′ ) qui dépend de la régularité des probabilités de transi-
tion et de la densité de données, ceci fournit à nouveau deux échantillons décorrélés
et un estimateur de A et b pour le système (11.13) se déduit de la même façon.
– Une troisième approche, étudiée dans [?], consiste à modifier la fonction à mi-
nimiser en soustrayant du résidu (||LπQn − Qn||2µ) un terme (||ALπQn − LπQn||2µ
où ALπQn est la projection sur F de LπQn) dont l’estimation (à partir des données)
possède le même biais que celui du résidu (11.18), annulant ainsi le biais de l’esti-
mateur résultant. Nous ne détaillons pas ici cette approche mais mentionnons le fait
que cette approche se généralise à des approximations non-linéaires, et que dans le
cas particulier de l’approximation linéaire, la solution du système correspondant se
ramène à celle des différences temporelles.
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Les algorithmes présentés dans cette section sont efficaces en termes d’utilisation
des données expérimentales, puisque les données d’observation des transitions s, a→
s′, r sont mémorisées et permettent de déterminer directement le paramètre α par la
résolution d’un système linéaire. Des versions incrémentales pour la résolution de ces
systèmes sont bien entendu possibles.
11.4. Minimisation directe du résidu de Bellman
En plus des méthodes usuelles d’itérations sur les valeurs et d’itérations sur les
politiques étudiées aux sections précédentes, nous présentons ici une méthode qui
consiste à chercher directement à minimiser la norme du résidu de Bellman (pour
l’opérateur L). L’idée est très simple : puisque la fonction de valeur optimale V ∗ est
le point fixe de l’opérateur L, c’est-à-dire que la norme de son résidu ||LV ∗−V ∗|| est
nulle, nous pouvons chercher à déterminer le minimum dansF de la norme du résidu :
inf
Vα∈F
||LVα − Vα||, (11.19)
où || · || est une certaine norme.
Nous avons le résultat suivant, en norme L∞, qui nous indique que si le résidu est
bien minimisé, alors la performance de la politique résultante est proche de l’optimum.
PROPOSITION 11.6 [WIL 93].– Soit V une fonction définie sur S et π une poli-
tique gloutonne par rapport à V . La perte en performance résultant de l’utilisation
de la politique π au lieu de la politique optimale est majorée en fonction du résidu de
Bellman de V selon :
||V ∗ − V π||∞ ≤
2
1− γ ||LV − V ||∞. (11.20)
PREUVE.– Puisque LπV = LV ≥ Lπ∗V , on a
V ∗ − V π = Lπ∗V ∗ − Lπ∗V + Lπ∗V − LV + LπV − LπV π
≤ γPπ∗(V ∗ − V π + V π − V ) + γPπ(V − V π).
Donc
(I − γPπ∗)(V ∗ − V π) ≤ γ(Pπ∗ − Pπ)(V π − V ),
et en utilisant la relation V π − V = (I − γPπ)−1(LV − V ), il vient
V ∗ − V π ≤ γ(I − γPπ∗)−1(Pπ∗ − Pπ)(I − γPπ)−1(LV − V )
=
[
(I − γPπ∗)−1 − (I − γPπ)−1
]
(LV − V ), (11.21)
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donc en norme L∞,
||V ∗ − V π||∞ ≤
[
||(I − γPπ∗)−1||∞ + ||(I − γPπ)−1||∞
]
||LV − V ||∞
≤ 2
1− γ ||LV − V ||∞.
Ainsi nous avons une bonne garantie de performance des politiques gloutonnes par
rapport à des fonctions Vα minimisant bien la norme du résidu. Cependant, le pro-
blème de minimisation (11.19) peut être difficile à résoudre, même dans le cas d’une
paramétrisation linéaire, car l’opérateur L n’est pas affine (contrairement à l’opéra-
teur Lπ) à cause de l’évaluation du maximum sur toutes les actions. Il n’existe pas de
méthode simple pour déterminer le minimum global (contrairement au cas vu précé-
demment utilisant l’opérateur Lπ et une approximation linéaire où le résidu à mini-
miser α → ||LπVα − Vα||µ était une fonction quadratique en α) mais des méthodes
locales de type gradient (où la direction opposée au gradient ∇α||LVα − Vα||2µ est
suivie), par exemple dans des réseaux de neurones, sont largement employées dans la
pratique pour minimiser la norme L2 du résidu, bien qu’il n’y ait pas de garantie de
convergence vers un minimum global.
11.5. Vers une analyse de la programmation dynamique en norme Lp
Nous avons donné plusieurs résultats de majoration ((11.6) et (11.9) respective-
ment pour les algorithmes IVA et IPA) de la perte en performance en fonction des er-
reurs d’approximation, en norme L∞, commises à chaque étape. Cependant, comme
illustré à la section 11.2.1, les algorithmes usuels en apprentissage supervisé réalisent
un problème de minimisation en norme Lp (avec p = 1 ou 2). Ainsi, les bornes sur
l’erreur d’approximation (par exemple (11.12) ou (11.15)) sont de nature Lp alors que
celles sur la propagation d’erreur en programmation dynamique sont de nature L∞.
Le problème fondamental de l’analyse de la programmation dynamique (PD) avec
approximation de fonctions réside dans l’utilisation d’outils différents en programma-
tion dynamique et en théorie de l’approximation :
– L’analyse usuelle en PD utilise la norme L∞, qui est très naturelle car les opé-
rateurs de Bellman L et Lπ sont des contractions en norme L∞. Les algorithmes
d’itération sur les valeurs, itération sur les politiques et leurs variantes en A/R sont
basés sur cette propriété.
– L’approximation de fonction utilise très majoritairement les normes Lp : par
exemple, les méthodes de type moindres carrés, les réseaux de neurones, les méthodes
à noyaux, etc.
Cette différence de norme complique l’analyse des méthodes de PD combinées
à des fonctions approchées. Par exemple si l’on considère l’algorithme IVA, défini
par (11.3), l’opérateur de Bellman L est une contraction en norme L∞, l’opérateur
352 PDM en IA
d’approximation A est une non-expansion en norme L2 (dans le cas d’une projection
orthogonale sur F), mais on ne peut rien dire de l’opérateur composé AL. L’analyse
L∞ de cet algorithme, illustrée par le résultat (11.6), établit une majoration sur la
performance en fonction de l’erreur d’approximation uniforme ||εn||∞, quantité qu’il
est très difficile d’estimer, surtout pour des problèmes de grande taille. Ce résultat est
difficilement exploitable d’un point de vue pratique. De plus, la plupart des opérateurs
d’approximation et algorithmes d’apprentissage supervisé résolvent un problème de
minimisation empirique en norme L1 ou L2, par exemple (11.4). L’erreur uniforme
||εn||∞ se contrôle difficilement par l’erreur réellement minimisée par le problème
Lp empirique (11.4).
Une analyse Lp de l’algorithme IVA qui prendrait en compte les erreurs d’approxi-
mation en norme Lp permettrait d’évaluer la performance des algorithmes en fonction
des erreurs empiriques réellement commises ainsi que d’un terme de capacité (de type
dimension de Vapnik-Chervonenkis ou nombre de couverture [POL 84, VAP 98]) de
l’espace fonctionnel F considéré. En effet, en utilisant les résultats récents en appren-
tissage statistique, l’erreur d’approximation en norme Lp (appelée « erreur en généra-
lisation » selon la terminologie apprentissage supervisé) peut être majorée par l’erreur
empirique (ou « erreur en apprentissage ») réellement minimisée plus un terme de ca-
pacité deF . De plus, puisque la plupart des opérateurs d’approximation et algorithmes
d’apprentissage supervisé fournissent de bonnes régressions en minimisant une norme
Lp, il apparaît donc essentiel de pouvoir analyser la performance des algorithmes de
PD en utilisant cette même norme.
Des premiers travaux dans cette direction [MUN 07b, MUN 07a] sont brièvement
décrits dans les deux sections suivantes.
11.5.1. Intuition d’une analyse Lp en programmation dynamique
Rappelons tout d’abord la définition de la norme Lp pondérée par une distribu-




. Lorsque p = 2, nous utilisons la
notation allégée ||f ||µ.
L’intuition sous-jacente à une analyse en norme Lp de la PD est simple et passe
par la déduction de bornes composante par composante. En effet, soient f et g définies
sur S, à valeurs positives, telles que f ≤ Pg, avec P une matrice stochastique. Bien
sûr, ceci implique que ||f ||∞ ≤ ||g||∞ (puisque ||P ||∞ = 1), mais de plus, si ν et µ
sont des distributions sur S telles que νP ≤ Cµ, (il faut comprendre la notation νP
au sens matriciel comme le produit du vecteur ligne ν par la matrice P ) avec C ≥ 1
une constante, alors nous déduisons aussi que ||f ||p,ν ≤ C1/p||g||p,µ.
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où l’on a utilisé l’inégalité de Jensen (convexité de x→ |x|p) à la seconde ligne.
Par exemple, la borne composante par composante (11.21) permet de déduire la
majoration (11.20) en fonction de la norme L∞ du résidu de Bellman. De cette même
borne (11.21), nous pouvons aussi déduire une majoration en fonction de la norme Lp
du résidu de Bellman :
||V ∗ − V π||p,ν ≤
2
1− γC(ν, µ)
1/p||LV − V ||p,µ, (11.22)
où ν et µ sont deux distributions sur S et C(ν, µ) une constante qui mesure la concen-
tration (relativement à µ) de la répartition d’états futurs (sachant que l’état initial est
tiré selon ν) du MDP (voir [MUN 07b, MUN 07a] pour une définition précise et le lien
avec les exposants de Lyapunov dans les systèmes dynamiques). Cette majoration est
plus fine que la borne L∞ puisque, lorsque p→∞, on retrouve la borne (11.20).
Il en va de même pour les majorations des algorithmes IVA et IPA. A titre d’illus-

















avec εk = LVk − Vk+1 (l’erreur d’approximation à l’étape k). Prise en norme L∞,
cette borne mène à (11.6). Mais on en déduit aussi la borne Lp :
lim sup
n→∞






De même pour l’algorithme IPA, la borne composante par composante (11.11)
permet de montrer le résultat en norme L∞ (11.9) comme cela a été démontré précé-
demment, mais aussi de déduire la borne Lp suivante :
lim sup
n→∞





||Vn − V πn ||p,µ. (11.24)
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Cette analyse Lp en PD permet d’établir un lien avec l’apprentissage statistique et
de déduire des bornes PAC (Probablement Approximativement Correctes) [VAL 84,
BOU 92] pour des algorithmes d’A/R.
11.5.2. Bornes PAC pour des algorithmes d’A/R
Nous donnons ici un résultat (explicité dans [MUN 07a]) de borne PAC pour un al-
gorithme d’A/R basé sur la méthode d’IVA. On se place dans le cas d’un espace d’état
S très grand, par exemple continu. A chaque itération, l’opérateur d’approximation
consiste en une régression empirique réalisée à partir d’un nombre fini N d’états où,
en chacun de ces états, l’opérateur de Bellman est estimé à l’aide d’un nombre M
d’états successeurs obtenus en faisant appel au modèle génératif.
Plus précisément, on répète K étapes d’itération sur les valeurs avec approxi-
mation (11.3). A l’étape 1 ≤ k < K, on dispose d’une représentation courante
Vk ∈ F de la fonction de valeur et on calcule une nouvelle approximation Vk+1
de la manière suivante. On tire N états {sn}1≤n≤N ∈ S selon une distribution
µ sur S. Pour chaque état sn et chaque action a ∈ A, on génère M successeurs
{s′n,a,m ∼ p(·|sn, a)}1≤m≤M et on calcule une estimation empirique de l’opérateur



























A l’étape K, on note πK une politique gloutonne par rapport à VK et on souhaite
évaluer sa performance (par rapport à la performance optimale) en fonction du nombre
d’itérations K, du nombre d’états N , du nombre de successeurs M , de la capacité de
l’espace fonctionnel F , de la régularité du MDP (en termes de la constante C(ν, µ)
apparaissant dans (11.23)), et du résidu de Bellman d(LF ,F) inhérent à F . On a le
résultat suivant.
PROPOSITION 11.7 [MUN 07A].– Pour tout δ > 0, avec probabilité au moins
1− δ, on a :
||V ∗ − V πK ||p,ν ≤
2γ
(1− γ)2 C(ν, µ)
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où d(LF ,F) def= supg∈F inff∈F ||Lg − f ||p,µ est le résidu de Bellman inhérent à
l’espace F , et VF+ une mesure de capacité (la pseudo-dimension) de F [HAU 95].
Les quatre termes de cette borne expriment respectivement :
– le résidu de Bellman d(LF ,F), qui généralise la notion de résidu de Bellman
à un espace fonctionnel. Il mesure de combien on peut approcher les fonctions Lg,
images par l’opérateur de Bellman de fonctions g ∈ F , par des fonctions de F . Ce
terme est analogue à la notion de distance à F de la fonction à apprendre dans le cas
de la régression, à part qu’ici il ne s’agit pas d’approcher (à l’aide de fonctions de F)
une fonction cible donnée, mais de déterminer le point fixe d’un opérateur de Bellman
à l’aide de fonctions deF . Lorsque le MDP est régulier (par exemple si les probabilités
de transition p(s′|·, a) et la fonction récompense r(·, a) sont lipschitziennes), on peut
montrer (résultat non évident !) que ce terme décroît lorsque l’espace d’approximation
F grossit (car alors l’opérateur de Bellman a un effet régularisant, et l’espaceLF reste
inclus dans un espace de fonctions lipschitziennes dont le coefficient est indépendant
de F , voir [MUN 07a]) ;
– le terme dû au nombre fini K d’itérations réalisées, qui tend vers 0 rapidement ;
– deux termes enO((VF+/N)1/2p)+O(1/
√
M) qui bornent l’erreur d’estimation
en fonction du nombre d’échantillons N et M utilisés.
Le résultat obtenu exprime que, si l’on utilise suffisamment de ressources compu-
tationnelles (N , M , K), la performance de cet algorithme peut être rendue arbitraire-
ment proche (à une constante près) du résidu de Bellman inhérent à F , qui lui-même
peut être rendu petit en utilisant une architecture d’approximation suffisamment riche.
Ce type de majoration est analogue aux bornes obtenues en apprentissage supervisé
[GYÖ 02] et permet d’analyser la stabilité et la vitesse de convergence de IVA à partir
d’échantillons, en particulier,
– de comprendre le compromis biais-variance en programmation dynamique avec
approximation. En effet, la borne (11.25) sur la perte en performance contient un terme
de biais, le résidu de Bellman d(LF ,F), qui décroît lorsque F grossit, et un terme
de variance, dû à la capacité VF+ de F , qui croît avec la richesse de F , mais qui
peut être atténué en utilisant un plus grand nombre d’échantillons N (pour éviter le
sur-apprentissage) ;
– de rendre compte des contre-exemples (de divergence de l’algorithme IVA) men-
tionnés dans la littérature (en particulier, le résidu de Bellman d(LF ,F) inhérent aux
espaces utilisés dans [BAI 95, TSI 96a] est infini) et de pouvoir prédire le comporte-
ment de ce type d’algorithmes en fonction des caractéristiques du MDP, de la capacité
et richesse de l’espace F et de la quantité de ressources computationnelles utilisées.
11.6. Conclusion et perspectives
Les résultats décrits au paragraphe précédent découlent directement de la combi-
naison d’outils d’apprentissage statistique à l’analyse en norme Lp en programmation
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dynamique qui a été brièvement présentée. De nombreuses extensions sont bien en-
tendu possibles, par exemple pour des méthodes d’A/R basées sur l’algorithme IPA
(tel que LSPI de [LAG 03]) et même lorsque les échantillons sont obtenus par l’obser-
vation d’une unique trajectoire [?]. En parallèle de ces travaux théoriques, mention-
nons la diversité et la quantité des travaux portant sur l’utilisation de représentations
approchées de la fonction valeur pour la prise de décisions. Les méthodes à noyaux
[SCH 01] ont été appliquées à la PD et l’A/R [ORM 02, RAS 04], ainsi que les arbres
de décision [WAN 99, ERN 05], les réseaux de neurones [BER 96, COU 02], les ap-
proches bayésiennes [DEA 98], les représentations factorisées [GUE 01a, KOL 00,
DEG 06] (voir chapitre 9) pour ne citer que quelques travaux.
Ce chapitre s’est consacré à la représentation approchée de la fonction valeur.
Cependant, une tout autre approche, quelque peut orthogonale à celle-ci, consiste à
représenter de manière approchée la politique, et à résoudre un problème d’optimisa-
tion paramétrique (maximisation de la performance de la politique paramétrée). Alors
que l’approche d’approximation de la fonction valeur est basée sur la méthode de la
programmation dynamique, initiée par Bellman [BEL 57], l’approche de recherche
d’une politique paramétrée localement optimale s’inspire des travaux de Pontryagin
[PON 62] sur la détermination de conditions nécessaires d’optimalité et l’analyse de
sensibilité (estimation du gradient de la performance par rapport au paramètre de la
politique) en contrôle et dans les MDP. Il s’agit de l’objet du chapitre suivant.
Chapitre 12
Méthodes de gradient pour la recherche
de politiques paramétrées
La plupart des approches de résolution de MDP passe par l’évaluation d’une fonc-
tion de valeur, laquelle permet de déterminer les actions optimales dans chaque état.
Une première difficulté pour ces approches est de traiter des problèmes de grande
taille. Comme l’a montré le chapitre 11, une solution est de passer par des méthodes
d’approximation de la fonction de valeur, mais l’amélioration monotone de la poli-
tique n’est alors plus garantie. Une deuxième difficulté est la gestion d’observations
partielles, cadre dans lequel la propriété de Markov n’est plus vérifiée.
Une approche tout à fait différente est d’effectuer une recherche directe de poli-
tique, celle-ci prenant la forme d’un contrôleur paramétré. Le choix de ce contrôleur
permet de s’adapter au type de problème considéré et de faire un compromis entre la
possibilité d’exprimer une grande variété de politiques d’une part et une taille mémoire
réduite d’autre part. On se retrouve avec un problème d’optimisation de paramètres
pour lequel des algorithmes existent qui garantissent une amélioration monotone de
la politique vers un optimum local, y compris, dans certains cas, si l’observabilité est
partielle.
EXEMPLE.– Et pour les voitures1 qu’il faut entretenir alors ? Un parallèle possible est
de considérer un garagiste qui, bien que cherchant à minimiser le coût d’entretien, dé-
cide de ne réparer une voiture que si le temps de la réparation est inférieur à un certain
seuil, disons 5 heures. Avec le temps et l’expérience, en fonction du coût à long terme
de cette stratégie, le garagiste sera sans doute amené à modifier son seuil de travail de
Chapitre rédigé par Olivier BUFFET.
1. voir détails tome 1, section 1.1
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manière à diminuer le coût. Les approches par montée de gradient fonctionnent selon
ce principe. Plutôt que de chercher à estimer la valeur à long terme de chaque action
dans chaque état, on cherche plutôt à modifier les paramètres d’une politique (ici le
temps de travail maximum) pour diminuer le coût à long terme.
On pourrait envisager d’adapter divers types d’algorithmes d’optimisation. Ce cha-
pitre se concentre sur les méthodes de gradient, lesquelles ont été particulièrement
étudiées. Après de brefs rappels sur la notion de gradient (section 12.1), nous pré-
sentons ici deux types d’approches : l’utilisation directe de méthodes de gradient en
section 12.2 et les méthodes de gradient acteur-critique en section 12.3.
12.1. Rappels sur la notion de gradient
Nous revenons ici sur la notion générale de gradient et d’optimisation par méthode
de gradient avant d’introduire le cas des MDP.
12.1.1. Gradient d’une fonction
Le gradient est un opérateur vectoriel qui, à une fonction différentiable f : IRn →
IR, associe ~∇f : IRn → IRn définie par :









(x1, . . . , xn)

 (12.1)
Le gradient d’une fonction f en un point ~x est un vecteur perpendiculaire à la
surface d’égale valeur f(~x), vecteur orienté dans la direction selon laquelle la fonction














Figure 12.1. Lignes équipotentielles de la fonction f(x1, x2) = x21 + 4x
2
2 et
le champ de vecteurs gradient associé
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12.1.2. Descente de gradient
La descente de gradient est un algorithme itératif permettant de trouver un mini-
mum local d’une fonction f dont le gradient existe et est connu. Le principe est de
construire une suite de points (~xn)n∈IN en suivant en chaque point la direction oppo-
sée au gradient, de manière à descendre au point suivant. L’algorithme 12.1 donne le
détail de l’algorithme, lequel requiert :
– une fonction différentiable f ,
– un point de départ ~x0,
– un pas α > 0, coefficient multiplicateur permettant d’ajuster la taille des pas de
la descente de gradient ; et
– souvent un seuil ǫ > 0 utilisé par un critère d’arrêt de l’algorithme (ici fonction
des deux derniers points visités).
Le critère d’arrêt peut par exemple être ( ‖~xn−~xn−1‖ ≤ ǫ ) ou ( ‖f(~xn)−f(~xn−1)‖ ≤
ǫ ). Par la suite on éludera ce problème en considérant une boucle infinie.





~xn ← ~xn−1 − α~∇f(~xn−1)
jusqu’à critère_d’arrêt(~xn, ~xn−1, ǫ)
retourner xn
La figure 12.2 montre deux séquences de points obtenues par ce même algorithme
mais avec des points de départ différents et, surtout, des pas α différents. Si ce pas est
trop grand, il provoque des oscillations ; s’il est trop petit, l’algorithme se rapproche
trop lentement du minimum à chaque itération. Dans les deux cas, la convergence est
ralentie. Trouver un bon pas est un problème en soi, en particulier parce que le pas
peut évoluer. Des recherches spécifiques se concentrent sur ce problème, mais nous le
laisserons de côté.
NOTE.– Pour un problème de maximisation, comme ce sera le cas par la suite, on
parlera de montée de gradient, l’algorithme employé n’étant modifié qu’au niveau du
signe précédant le pas α.













Les deux séquences de point
convergent vers le minimum
(0, 0) mais avec des comporte-
ments très différents liés à leurs
pas d’apprentissage.
Figure 12.2. Lignes équipotentielles de la fonction f(x1, x2) = x21 + 4x
2
2 et deux séquences
de points obtenues par descente de gradient depuis des origines différentes et avec des pas
différents
12.2. Optimisation d’une politique paramétrée par méthode de gradient
Historiquement, l’algorithme de référence dans les recherches directes de politique
par méthode de gradient est REINFORCE de Williams [WIL 87, WIL 92]. Ces tra-
vaux ont ensuite été généralisés et améliorés par Baird et Moore [BAI 99a, BAI 99b],
comme par Baxter et Bartlett [BAX 01a, BAX 01b].
12.2.1. Application aux MDP : aperçu
Dans le cas d’un MDP, on cherche à maximiser une mesure de performance dépen-
dant de la politique (stochastique) π appliquée. Notons par exemple g(π) un critère tel
que ceux introduits en section 1.2.3. Pour pouvoir employer une montée de gradient,
on écrit la politique comme une fonction d’un vecteur de paramètres ~θ : π = h(~θ), de
manière à ce que la mesure de performance soit une fonction f(~θ) = g ◦h(~θ). Si cette
fonction est différentiable, les conditions sont réunies pour appliquer une méthode de
gradient.
Exemple de définition d’une politique paramétrée
Considérons que, pour chaque paire état-action (s, a), on dispose d’un vecteur
~φs,a de caractéristiques. Dans chaque état s, la politique doit fournir une distribution
de probabilité sur les actions a en fonction des vecteurs ~φs,a, ce que l’on peut faire en
deux étapes :
1) calculer une grandeur scalaire Ks(a) pour tout a (mesurant « l’importance » de
a dans la situation courante) et
2) transformer ces grandeurs en une distribution de probabilité sur les actions.
Exemple 1 Un exemple type d’une telle définition de politique paramétrée est alors
de prendre :
– pourKs(a) une combinaison linéaire des caractéristiques de (s, a) — un produit
scalaire entre ~φs,a et un vecteur de paramètres ~θ : Ks(a) = ~θT ~φs,a — et
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– d’en tirer des probabilités d’action à l’aide d’une distribution de Gibbs, comme
suit :





où qπ(a|s) est la probabilité d’exécuter l’action a dans l’état s sous la politique sto-
chastique π.
En précisant la forme prise par les vecteurs caractéristiques, l’exemple 1 conduit
aux deux formulations courantes suivantes :
– Exemple 2 si l’état s est connu, définissons les vecteurs ~φs,a comme étant tous
de taille |S| ∗ |A|, chaque composante φs,a(s′, a′) correspondant à une paire état-
action et étant nulle, sauf pour celle de la paire (s, a) qui vaut 1 ; on a ainsi un
paramètre θs,a par paire état-action, d’où :






– Exemple 3 si l’état est connu à travers un vecteur caractéristique ~φs (dépendant
des observations, pas des actions), on peut décomposer ~θ en un vecteur ~θa par action
et réécrire :









Le second cas (exemple 3) pose problème s’il existe un état s tel que ~φs = ~0, puis-
qu’on a alors qπ(a|s) = 1/|A| pour tout a ∈ A. Il est usuel de résoudre ce problème
en ajoutant une caractéristique constante non nulle2 (un bit à 1) à ~φ. Mais d’autres pa-
ramétrisations que celles-ci sont envisageables : à l’aide de perceptrons multi-couches,
d’arbres de décision, de modèles graphiques, etc.
Remarques
Le choix de l’écriture paramétrée de qπ(a|s) définit un sous-espace de l’espace des
politiques stochastiques. Idéalement, il faut que ce sous-espace soit le plus petit pos-
sible, mais qu’il contienne les meilleures politiques. Dans ce sous-espace, il n’existe
plus nécessairement de politique optimale déterministe et une recherche peut tomber
dans un optimum local.
Le gradient de f en un point ~θ représente la sensibilité de la mesure de perfor-
mance f par rapport à ces paramètres de contrôle. Si un modèle du MDP est connu,
il est envisageable de faire un calcul exact de ce gradient (voir l’algorithme GAMP
2. C’est tout à fait équivalent au paramètre seuil dans un neurone selon le modèle de McCulloch
et Pitts.
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[ABE 03]). Mais souvent on l’estime par l’expérience, soit parce qu’aucun modèle
n’est disponible, soit parce qu’une méthode exacte serait trop coûteuse (requérant de
développer l’espace des états et des actions).
Dans les sections qui suivent, nous allons voir comment peut être faite l’estimation
de ce gradient dans différentes situations.
12.2.2. Estimation du gradient de f dans un MDP, cas de l’horizon temporel fini
12.2.2.1. Horizon temporel 1
Considérons d’abord un MDP à horizon temporel fini de longueur 1 et dont l’état
initial est tiré au hasard selon une distribution de probabilité d. On cherche alors à
optimiser
J(π) = Eπ[r] =
∑
(s,a,s′)∈S×A×S
d(s)qπ(a|s)p(s′|s, a)︸ ︷︷ ︸
P (s,a,s′)
r(s, a, s′).




d(s)q(a|s; ~θ)p(s′|s, a)r(s, a, s′).
On voit immédiatement que l’application d’une montée de gradient nécessite que,
pour toute paire (s, a), la fonction qui à ~θ associe q(a|s; ~θ) soit différentiable. En
supposant que les rapports de vraisemblance
~∇q(a|s;~θ)
q(a|s;~θ)
existent (et sont bornés), le
gradient de f s’écrit alors :3
































3. Les gradients sont toujours pris par rapport au vecteur ~θ.
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Ce résultat permet, avec N échantillons (si, ai, s′i) indépendants et identiquement










Pour exploiter ce résultat dans un algorithme de montée de gradient, il faut donc
ajouter à l’algorithme 12.1 une boucle produisant ces N échantillons pour estimer




(appelé parfois log-gradient de la politique parce qu’il peut s’écrire




































q(b|s; θ) ~φs,b. (12.5)
12.2.2.2. Horizon temporel T
NOTE.– Un procédé estimant une grandeur par échantillonnage est en général ap-
pelé méthode de Monte-Carlo. Dans le cas présent, on simule des trajectoires sur une
chaîne de Markov sur les états du MDP et dont la probabilité de transiter de s à s′ est
P (s′|s) = ∑a∈A p(s′|s, a)q(a|s; ~θ). On parle alors de méthode de Monte-Carlo par
chaîne de Markov (MCMC) [MAC 03].
Dans la section précédente, nous avons montré comment est calculé un estimateur
du gradient de f dans le cas d’un MDP à horizon temporel fini de longueur 1. Nous
étendons maintenant ce calcul au cas d’un MDP à horizon temporel fini de longueur T .
4. Sans oublier de changer le signe devant α puisqu’on passe d’une descente à une montée de
gradient.
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La mesure de performance considérée est l’espérance de récompense actualisée avec
γ ∈]0, 1]. Soit Vt(st) l’espérance de récompense actualisée de t à T en partant de
l’état s. On a, pour tout s ∈ S et tout t ∈ {1, . . . , T − 1} :








q(a|s; ~θ)p(s′|s, a) (r(s, a, s′) + γVt+1(s′)) et
VT (s) = 0.































(rt + γVt+1(st+1)) + γ~∇Vt+1(st+1)|st = s
]
,
où rt = r(st, at, st+1) et
~∇VT (s) = ~0.
En développant le calcul de ~∇f(~θ) et en factorisant les termes associés à chaque








~∇q(at′ |st′ ; ~θ)
q(at′ |st′ ; ~θ)
]
.
Comme dans le cas à horizon 1, on va pouvoir estimer le gradient par échantillon-
nage. Lors de l’acquisition d’un échantillon s0, a0, . . . , sT , on calcule un estimateur
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non biaisé ~g de ~∇f(~θ) en itérant :




~gt+1 = ~gt + γ
trt~zt,
où ~z est une trace d’éligibilité (estimation locale du log-gradient de la politique) et
les deux suites sont initialisées avec le vecteur nul. On obtient un meilleur estima-
teur (de plus faible variance) en calculant la moyenne de N estimateurs ~g calculés
indépendamment les uns des autres.
L’algorithme 12.2 récapitule les opérations à réaliser pour effectuer une montée de
gradient dans un MDP à horizon fini. La récompense instantanée r et le prochain état
s′ sont obtenus par interaction avec un environnement réel ou un simulateur.
Quelques remarques sur cet algorithme :
– Le vecteur initial ~θ doit idéalement permettre une bonne exploration. Un vecteur
nul est souvent une bonne solution, sauf par exemple quand on utilise un perceptron
multi-couches, puisque ~θ = ~0 correspond alors à un point de gradient nul. On préfère
alors un vecteur aléatoire de petite norme.
– Le choix de N est important : trop petit, l’estimation du gradient sera mauvaise ;
trop grand, le temps de calcul d’une estimation sera trop long. Un problème intéressant
est de trouver un estimateur dont la variance soit plus faible à nombre d’échantillons
égal. Intuitivement, il s’agit de trouver un estimateur dont la probabilité de fournir une
estimation proche de la vraie valeur est plus grande.
– Une caractéristique intéressante de l’estimation du gradient est que, à supposer
que l’on utilise un simulateur, elle est très facilement parallélisable : N processeurs
peuvent effectuer les N simulations en parallèle (gain linéaire).
12.2.3. Extension au cas de l’horizon temporel infini : critère actualisé, critère
moyen
Dans une méthode MCMC, il faut s’assurer que la fréquence de visite des états
reflète la probabilité réelle d’être dans ces états. Dans le cas à horizon temporel fini, il
a suffi pour cela de commencer les simulations dans les états initiaux possibles en les
tirant au sort selon la distribution d(·), puis d’exécuter la politique et les transitions
selon le modèle, jusqu’à un redémarrage. De cette manière, tout état est visité avec une
fréquence représentative de la probabilité d’être dans cet état à un instant quelconque.
Si l’horizon temporel est infini, on ne peut plus travailler sur des trajectoires com-
plètes –puisque les trajectoires sont sans fin– et les états ne sont visités avec une fré-
quence représentative qu’après un temps de simulation suffisamment long. Dans le cas
de la chaîne de Markov représentée par la figure 12.3 par exemple, le temps d’attente
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/* Boucle recueillant N échantillons pour estimer le
gradient. */




/* Boucle simulant le MDP pour obtenir un échantillon.
*/




~z ← ~z + ~∇q(a|s;~θ)
q(a|s;~θ)
~g ← ~g + γtr~z
s← s′
∇̃f ← ∇̃f + 1N ~g
~θi ← ~θi−1 + α∇̃f
retourner xn
moyen avant d’arriver dans l’état s2 est d’autant plus long que ǫ est petit. Pourtant,
une fois le « régime permanent » atteint, la distribution de probabilité sur les états
possibles est toujours donnée par P (s0) = P (s1) = 0 et P (s2) = 1, quel que soit
ǫ ∈]0, 1].
Pour pouvoir étendre les algorithmes de gradient au cas de l’horizon temporel
infini, il est usuel de s’assurer qu’un tel régime permanent existe. Il faut ainsi que
soit vérifiée l’hypothèse que, pour un vecteur de paramètres ~θ donné, la chaîne de
Markov induite est ergodique (voir figure 12.4), ce qui garantit qu’il existe une unique
distribution Pstat sur les états telle que :






A titre d’exemple, la figure 12.4 montre deux cas types de chaînes non-ergodiques.








Figure 12.3. Chaîne de Markov dont le temps d’établissement du « régime







Figure 12.4. Deux principales raisons pour qu’une chaîne de Markov ne soit pas ergodique :
à gauche une chaîne périodique, à droite une chaîne avec deux sous-graphes absorbants (deux
classes récurrentes, chacune réduite à un état)
On considère ici uniquement le cas γ = 1.
12.2.3.1. Cas d’un processus régénératif
Le problème qui se pose est d’estimer le gradient. Une première approche peut être
employée quand un état récurrent sr existe, c’est-à-dire un état dans lequel le système
revient nécessairement. On parle alors de processus régénératif. Dans un tel cas de
figure, les échantillons employés sont les séquences d’états entre deux passages par
l’état sr et l’estimation (non biaisée) du gradient se fait de manière très comparable
au cas de l’horizon temporel T (section 12.2.2.2). Toutefois, il est difficile de garantir
qu’un processus est régénératif et de spécifier un état récurrent sr à utiliser. On va
donc chercher d’autres moyens d’estimer le gradient.
Si on prend pour échantillons des séquences infinies, il n’est plus possible de re-
cueillir des échantillons un par un pour faire des mises à jour de l’estimation du gra-
dient. Il faut donc trouver un autre moyen de faire une estimation du gradient, à l’aide
d’échantillons partiels.
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12.2.3.2. Utilisation d’une fenêtre flottante
Une deuxième approche consiste à prendre pour échantillons des séquences d’états
de longueur fixe n. Plus précisément, à l’instant t, la trace d’éligibilité est calculée sur




~∇q(at′ |st′ ; ~θ)








La trace d’éligibilité peut toujours se calculer de manière itérative, mais il faut pour
cela mémoriser les n + 1 dernières étapes. De là, l’estimation du gradient après T
étapes est donnée par :
~∇f(~θ) = 1




Cette estimation est biaisée. Mais si le biais diminue quand n grandit, c’est aux dé-
pens de la variance qui, elle, diverge. Le choix de n correspond donc à un compromis
entre biais et variance.
12.2.3.3. Utilisation d’un coefficient d’atténuation
Une troisième approche existe qui permet de ne pas avoir à mémoriser n étapes. Il
s’agit de calculer une trace d’éligibilité atténuée et non tronquée, comme suit :




où ~z0 = 0 et β ∈ [0, 1[ est un coefficient d’atténuation. Après T pas de temps, l’esti-







Le compromis entre biais et variance est toujours présent, dépendant ici du paramètre
β : le biais tend vers 0 quand β tend vers 1, mais alors la variance diverge.
Sur cette base, on peut proposer un algorithme de montée de gradient qui, comme
les précédents algorithmes rencontrés, alternera une phase d’estimation du gradient
avec un pas de suivi du gradient. Mais on peut aussi proposer un algorithme de montée
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de gradient « en ligne », c’est-à-dire qui suit la direction du gradient à chaque nouvelle
expérience. Il n’y a pas de calcul d’une estimation du gradient, puisqu’un gradient
instantané est utilisé à la place (~zt(β)rt). Cet algorithme est connu sous le nom de
OLpomdp (« OL » pour « on-line » et « pomdp » parce que cet algorithme reste valide
dans un cadre partiellement observable5) et décrit dans l’algorithme 12.3.
Algorithme 12.3 : OLpomdp(~θ, α, β)










~z ← β~z + ~∇q(a|s;~θ)
q(a|s;~θ)
~θ ← ~θ + γr~z
s← s′
retourner ~θ
Cet algorithme a l’avantage d’être très simple à mettre en œuvre, et s’est avéré
efficace dans diverses applications (voir chapitre 15).
12.2.4. Cas partiellement observable
Intéressons-nous un instant à l’utilisation de telles montées de gradient pour des
MDP partiellement observables (avec un ensemble d’observations fini). Diverses op-
tions s’offrent à nous, parmi lesquelles on peut citer :
– comme au chapitre 3, se ramener à un MDP sur les états de croyance et
– optimiser une politique dont l’entrée dépend de l’historique des observations et
actions passées.
Si l’horizon temporel est fini, alors ces deux options sont envisageables en se ra-
menant à un nouveau MDP à espace d’états fini.
Si l’horizon temporel est infini, la première option requiert la connaissance d’un
modèle pour estimer l’état de croyance à chaque instant et suppose que l’on sache
5. Nous revenons sur l’observabilité partielle dans la section suivante.
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étendre les algorithmes de montée de gradient à des MDP sur des espaces d’état conti-
nus. Nous allons préférer la seconde option, en limitant l’entrée à la dernière observa-
tion o perçue.
Pour voir comment traiter le cas POMDP, notons que l’observabilité partielle re-
couvre deux aspects :
1) le fait que l’information reçue sur l’état est incomplète et
2) le fait que cette information est bruitée.
Or le bruit peut être « extrait » de la fonction d’observation et mis dans l’état : si l’état
est défini par un ensemble de variables aléatoires, le bruit n’est qu’une variable supplé-
mentaire (non observée) B, indépendante du passé et des autres variables. Ceci fait, la
fonction d’observation devient déterministe ; à tout état s correspond une unique ob-
servation o = O(s). De là, la composition de O(·) et q(a|o; ~θ) permet de se ramener
au cas d’un MDP, la perte d’information due à l’observation partielle entrant dans la






La figure 12.5 présente un POMDP (et le contrôleur associé) de manière schématique
en mettant en évidence les composantes « bruit » et « perception incomplète ». La
figure 12.6 montre le même problème sous la forme d’un MDP et d’un contrôleur
modifié.
Cette interprétation explique comment les algorithmes de montée de gradient s’étendent
dans un certain nombre de cas aux POMDP. C’est en particulier le cas d’OLpomdp (al-
gorithme 12.3) en remplaçant toute occurrence de l’état s par l’observation o. Mais
ce n’est pas le cas par exemple des algorithmes pour processus régénératifs puisque
l’observabilité partielle peut empêcher l’identification d’un état récurrent.
12.3. Méthodes "Acteur-Critique"
Les méthodes "Acteur-Critique" effectuent elles aussi une recherche dans l’espace
des politiques, mais elles font en plus usage d’une représentation de la fonction de
valeur.
Les algorithmes vus dans la section précédente se basent sur une estimation du gra-
dient dont la variance peut être importante, ce qui rend l’optimisation des paramètres
difficile. Un objectif essentiel est donc de réduire cette variance, objectif qui peut être
atteint par exemple grâce à des estimations basées sur la fonction de valeur (ou une
approximation de celle-ci). C’est ainsi qu’ont été introduits l’algorithme VAPS (Va-
lue and Policy Search) [BAI 99a, BAI 99b] et ses descendants (on citera par exemple






← h(s, B) p(st+1|st, at)
Figure 12.5. Schéma de principe d’un MDP partiellement observable et de son
contrôleur
a





Figure 12.6. Schéma de principe du même problème, l’observabilité partielle
étant intégrée dans le contrôleur
[SUT 00]). Ils combinent une montée de gradient et l’approximation de la fonction de
valeur, ce qui les fait entrer dans la famille des architectures acteur-critique présentées
en section 2.4.5.
Nous revenons ici dans le cadre d’un MDP à horizon temporel fini, avec un facteur
d’actualisation γ.
12.3.1. Estimateur du gradient utilisant les Q-valeurs
Avant toute chose, introduisons dπ(s) (à ne pas confondre avec d(s)), qui repré-
sente le poids de l’état s étant donnés 1) la probabilité de le retrouver dans le futur et




Pour calculer un estimateur du gradient utilisant la fonction desQ-valeursQ(s, a),










r(s, a, s′) + γV
~θ(s)
]
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~θ(s, a) + γ~∇V ~θ(s)
)
.
On reconnaît en cette dernière équation une équation de Bellman définissant le




~θ(s, a) (au lieu de r(s, a, s′)
dans la définition de la fonction de valeur). De là, on déduit que ce gradient s’écrit
aussi :








~θ(s, a)|s0 = s;π
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~∇q(at|st; ~θ)Q~θ(s, a). (12.6)
NOTE.– Les mêmes résultats peuvent être obtenus avec comme critère la récompense
moyenne par pas de temps [SUT 00].
12.3.2. Compatibilité avec l’approximation d’une fonction de valeur
Une des motivations pour employer des méthodes de recherche directe de politique
est de réduire les besoins en mémoire et en temps de calcul en limitant l’espace de
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recherche à un sous-espace des politiques possibles. Dans le cas des méthodes acteur-
critique, on va donc naturellement s’intéresser à approximer la fonction Q~θ(s, a) plu-
tôt que de faire un calcul exact. Une question qui se pose en particulier est de savoir si
l’estimateur vu précédemment reste valide.
12.3.2.1. Approximation de Q~θ
SoitQ~w : S×A → IR cette approximation deQ~θ. L’apprentissage des paramètres
~w peut se faire en parcourant les paires état-action (s, a) et en mettant à jour ~w en
suivant la direction
~δw ∝ ~∇[Q̂π(s, a)−Q~w(s, a)]2
∝ [Q̂π(s, a)−Q~w(s, a)]~∇Q~w(s, a),
où Q̂π(s, a) est un estimateur non-biaisé de Qπ(s, a) et ∝ est le symbole « propor-






q(a|s; ~θ)[Qπ(s, a)−Q~w(s, a)]~∇Q~w(s, a) = ~0. (12.7)
12.3.2.2. Compatibilité des approximateurs
On peut retrouver le gradient de f de l’équation (12.6) dans l’équation (12.7) ci-





THÉORÈME 12.1 [SUT 00].– Si cette condition, dite de compatibilité, est vérifiée,














~∇q(a|s; ~θ)[Qπ(s, a)−Q~w(s, a)] = ~0.
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Le théorème 12.1 permet de trouver une paramétrisation de la fonction de valeur
qui, étant donnée la forme choisie pour la politique, garantit que l’estimation du gra-
dient de la politique n’est pas biaisée. Avec l’exemple de l’équation (12.2) (page 361),
en reprenant le log-gradient (12.5) (page 363) on a immédiatement une paramétrisa-
tion possible :








Q~w doit donc être linéaire en les mêmes caractéristiques que la politique, avec une
normalisation à une moyenne nulle pour chaque état. En observant que
∑
a∈A
q(a|s; ~θ)Q~w(s, a) = 0,
il apparaît que c’est plutôt la fonction avantageAπ(s, a) = Qπ(s, a)−V (s) [BAI 93]
qui est approchée par Q~w(s, a). Cela n’est pas surprenant puisque, dans un état s
donné, c’est la différence relative de valeur entre les actions qui informe réellement de
leurs intérêts relatifs.
12.3.2.3. Algorithme acteur-critique
Comme on peut le voir dans l’algorithme 12.4, le principe de l’algorithme de mon-
tée de gradient utilisant une approximation de la fonction de valeur est simple. Si la
procédure calculant wk est itérative, on peut l’initialiser avec la solution wk−1, la
fonction à approcher ne changeant souvent que peu pendant un pas de gradient.
THÉORÈME.– Si q et Q~w sont deux approximateurs de fonction différentiables, sa-




B < ∞. Soit (αk)∞k=0 une suite de tailles de pas telle que limk→∞ αk = 0 et∑∞
k=0 αk =∞. Alors, pour tout MDP avec des récompenses bornées, la suite (θk)∞k=0
calculée par l’algorithme 12.4 converge telle que limk→∞ ~∇f(~θk) = 0.
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Algorithme 12.4 : Montée de gradient avec approximation de la fonction de
valeur










a∈A q(a|s; ~θk)[Qπk(s, a)−Q~w(s, a)]~∇Q~w(s, a) = ~0
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Ces méthodes de gradient (avec ou sans approximation de la fonction de valeur)
posent des problèmes variés dont les solutions permettraient d’améliorer les algo-
rithmes existants. Nous abordons ici brièvement quelques-uns de ces problèmes.
Réduction de la variance
Dans une méthode de gradient stochastique, un premier problème est de trouver
un bon estimateur du gradient, ce qui veut dire qu’on cherche un estimateur :
– de faible biais, c’est-à-dire qui, quand on cherche ~x, estime ~x + δ~x avec |δ~x|
petit ; et
– de faible variance, c’est-à-dire très stable (renvoyant une valeur proche de ~x avec
une grande probabilité).
L’existence d’un biais n’empêche pas le bon fonctionnement de l’algorithme : l’im-
portant est de suivre une direction de montée (dans notre cadre de maximisation),
pas nécessairement celle du gradient. Et il est parfois préférable d’introduire un biais
dans un estimateur pour en réduire la variance. Cela peut permettre d’utiliser moins
d’échantillons.
Nous avons déjà évoqué le fait que l’utilisation d’une approximation de la fonction
de valeur a pour but de réduire la variance de l’estimation du gradient. Dans ce même
but, il est aussi courant dans les algorithmes directs de soustraire à toutes les récom-
penses une « ligne de base » (baseline), en général la récompense moyenne estimée.
Greensmith et al. [GRE 01] ont toutefois prouvé que la récompense moyenne n’est
pas toujours le meilleur choix. [MUN 06] discute plus particulièrement le problème
de la réduction de variance dans le cas des algorithmes acteur-critique.
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Gradient naturel
Nous abordons ici une difficulté particulière : le fait que le gradient ne donne pas
nécessairement la direction de plus grande pente. Nous décrivons très intuitivement
cette difficulté et une façon de la contourner. De plus amples détails peuvent être trou-
vés dans [AMA 98, KAK 02, BAG 03, PET 05], un algorithme actuellement populaire
étant NAC (Natural Actor-Critic).
En choisissant une paramétrisation de la politique, on définit en fait 1) un sous-
ensemble de l’ensemble des politiques stochastiques et 2) une façon de le parcourir.
En mathématiques, un tel objet est appelé une variété. Des variétés typiques en trois
dimensions sont la sphère, le tore ou la bouteille de Klein, exemples sur lesquels on
peut observer que nombre de variétés ne forment pas des espaces euclidiens. Et c’est
justement parce qu’on n’est plus dans un espace euclidien que le gradient ~∇f en un
point ~θ n’est pas nécessairement la direction de plus grande pente. Une paramétrisation
différente du même espace de politiques aurait donné une direction différente.
Dans une variété dotée d’une structure métrique riemanienne, la direction de plus
grande pente est le gradient naturel, lequel est obtenu en corrigeant le gradient à l’aide
d’une matrice représentant la « déformation locale » de l’espace en le point ~θ. Cette
matrice est la matrice d’information de Fischer, et est donnée dans notre cas par :
Fs(~θ) = Eq(a|s;~θ)
[
∂ log q(a|s; ~θ)
∂θi




La direction de plus grande pente est alors :
∇̃f(~θ) = F (~θ)−1~∇f(~θ). (12.11)
En pratique — L’utilisation du gradient naturel ou d’une approximation de la fonction
de valeur (et donc des deux ensembles) peut alourdir considérablement les calculs
effectués pour chaque échantillon. Dans un problème pour lequel 1) le coût d’obten-
tion de nouveaux échantillons est important ou 2) le temps de calcul reste négligeable
par rapport au temps d’obtention des échantillons, ces méthodes plus complexes sont
à préférer pour qu’une bonne solution soit trouvée avec peu d’échantillons. Si, par
contre, on peut échantillonner très vite et à faible coût, par exemple quand un simu-
lateur rapide du système est disponible, il est alors probable qu’un algorithme plus
simple (tel que OLpomdp) s’avère plus rapide pour trouver une bonne solution (cf.
chapitre 15).
Adaptation du pas d’apprentissage, critère d’arrêt
Toute amélioration qui peut être apportée à une méthode de gradient générique
est candidate pour améliorer les méthodes de gradient pour MDP. On peut citer à ce
titre le problème de l’adaptation du pas d’apprentissage. Le pas peut être adapté au
fur et à mesure de l’apprentissage, par exemple en effectuant une recherche linéaire
pour trouver un optimum local dans la direction du vecteur gradient. Le pas peut aussi
être différent d’une dimension à l’autre (parce que l’on peut vouloir accélérer selon
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une dimension et ralentir selon l’autre). Pour avoir un bon aperçu de ce sujet, voir
[SCH 05b].
De manière générale, les questions qui se posent lors de l’utilisation d’un algo-
rithme d’optimisation se posent ici aussi. Voici deux exemples que nous n’approfon-
dirons pas ici :
– comment définir un critère d’arrêt, deux alternatives classiques ayant été décrites
en section 12.1.2 ; et
– quel est le comportement « anytime » de l’algorithme, c’est-à-dire quelle est sa
capacité à fournir une bonne solution « tôt » et à l’améliorer progressivement.
Utilisation d’une mémoire
On a vu que certains algorithmes permettent d’optimiser un contrôleur prenant
des décisions en fonction de l’observation courante, ce qui s’étend naturellement à
tout historique d’horizon fini. Dans le cas où un modèle du système est connu, on
peut calculer l’état de croyance courant (la distribution de probabilité sur les états
possibles) et prendre une décision en fonction de celui-ci, avec parfois la nécessité de
travailler dans un espace d’états continu.
Une autre approche possible est d’ajouter une mémoire au contrôleur. Il peut s’agir
d’une variable d’état interne, d’une boucle récurrente dans un réseau de neurones, ou
d’un automate à états. L’usage de cette mémoire n’est pas prédéfini : c’est pendant
l’apprentissage que cet usage prend forme (mémoriser un événement particulier...).
Dans le cadre de méthodes de gradient, les deux travaux suivants emploient des auto-
mates à états finis en guise de mémoire :
– dans [MEU 99b], cet automate est un automate de contrôle, la même structure
contient donc mémoire et contrôleur, cette structure (donc la quantité de mémoire
disponible) étant fixée à l’avance ; et
– dans [ABE 02, ABE 03], un automate indépendant sert à contrôler une mémoire
(à gérer un état interne), un second contrôleur utilisant l’état interne courant et l’ob-
servation courante pour décider de l’action à effectuer.
Si l’utilisation d’une telle mémoire peut être indispensable pour résoudre effica-
cement certains problèmes, ces approches restent peu courantes et d’usage difficile.
En effet, non seulement ajouter une mémoire contribue à l’explosion de l’espace de
recherche, mais en plus il n’y a au départ aucun indice sur le moyen d’utiliser cette
mémoire (les informations utiles à retenir).
Guidage
Dans certains cas, un bon contrôleur est connu qui peut servir de guide lors de
l’apprentissage. On peut alors distinguer au moins trois utilisations de ce guide :
– imitation : seules les décisions du guide sont observées ; on ne peut alors pas
expérimenter et évaluer les autres décisions ; le seul apprentissage possible est une
imitation simple du guide : un apprentissage supervisé ;
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– imitation+exploration : les décisions du guide sont mélangées avec une poli-
tique exploratoire, de manière à expérimenter toutes les décisions possibles ; il faut
alors que l’algorithme d’apprentissage tienne compte de ce que la politique apprise
n’est pas celle utilisée lors de l’exploration, ce qui se fait à l’aide de méthodes
d’échantillonnage selon l’importance [GLY 89, SHE 01, MEU 01, UCH 04] ;
– biais : la politique paramétrée peut « inclure » ce guide (qui sert donc de biais),
l’optimisation ne faisant qu’apprendre à le corriger là où ses décisions ne sont pas les
meilleures.
Contrôle multi-agents
Un système multi-agents (chapitre ??) purement collaboratif (tous les agents par-
tagent une fonction de récompense) peut être vu comme une entité prenant des déci-
sions de manière répartie entre ses différents corps. On reste donc dans le cadre d’un
problème d’optimisation classique dans lequel on cherche la meilleure politique pour
les différents agents (que les agents aient une politique commune ou pas). Parce que
le cadre multi-agent amène vite une explosion combinatoire, parce que chaque agent
doit avoir son propre contrôleur et parce que les agents n’ont chacun qu’une obser-
vation partielle de leur environnement, il est naturel de faire une recherche directe de
politique paramétrée en factorisant la politique du groupe en une politique par agent.
Sur ce sujet, voir par exemple [DUT 01, PES 00].
12.5. Conclusion
Ce chapitre a présenté les méthodes de gradient pour la résolution de MDP. Cette
approche est possible aussi bien avec ou sans modèle disponible, et permet de contrô-
ler l’espace de recherche puisqu’une première étape est de choisir la forme de la po-
litique paramétrée à optimiser. On peut réduire de manière comparable la taille de
l’espace de recherche en calculant une fonction de valeur approchée, mais il n’y a
pas de garantie de qualité d’une politique gourmande par rapport à cette fonction. Les
recherches directes de politique ont alors l’avantage de travailler dans un espace de
politiques stochastiques.
Un point important de ce chapitre est de rappeler le fait que la résolution de MDP
est un problème d’optimisation qui peut être abordé par diverses techniques. La pro-
grammation dynamique est l’approche la plus courante, mais les méthodes de gra-
dient, la programmation linéaire (chapitre 9, section ??), les algorithmes évolution-
naires [SCH 94, MAR 07] ou les méthodes d’entropie croisée [SZI 06] peuvent être
plus appropriés dans certaines situations.
Les lecteurs intéressés par la mise en pratique des méthodes de gradient pourront
se référer par exemple : au chapitre 15 pour une utilisation avec grandeurs discrètes
en planification, ou à [KIM 98, PET 03] pour des mises en œuvres avec grandeurs
continues en robotique.
QUATRIÈME PARTIE




Recherche d’une zone d’atterrissage en
environnement incertain par un hélicoptère
autonome
Ce chapitre présente une utilisation des MDP sur support réel pour la recherche
d’une zone d’atterrissage en environnement incertain par un hélicoptère autonome.
Nous montrons quelles sont les contraintes théoriques et pratiques qui doivent être
prises en compte afin d’embarquer un algorithme d’optimisation en-ligne et en temps
contraint de MDP à bord de drones hélicoptères. L’application présentée dans ce cha-
pitre est issue du projet RESSAC de l’ONERA1 (voir [FAB 07] pour de plus amples
informations sur ce projet). La figure 13.1 montre une photo prise lors d’une mission
de recherche de zones d’atterrissage dans un environnement inconnu et artificielle-
ment encombré par des cartons. La reconnaissance de zones d’atterrissage possibles
et la stratégie d’action globale sont totalement autonomes : le rôle de l’opérateur hu-
main visible sur la photo est uniquement de reprendre en main l’hélicoptère au cas où
les logiciels embarqués venaient à défaillir durant les tests.
13.1. Introduction
Dans les systèmes autonomes robotiques, les processus de décision se doivent
d’être « anytime », c’est-à-dire qu’ils doivent fournir une solution, éventuellement
non optimale, à tout moment en temps borné. De nombreuses approches réactives de
la planification déterministe [CHA 05, DAM 05] répondent à ce problème : un plan
d’action est construit le plus rapidement possible sur un horizon borné dépendant du
Chapitre rédigé par Patrick FABIANI et Florent TEICHTEIL-KÖNIGSBUCH.
1. Office National d’Études et de Recherches Aérospatiales : http ://www.onera.fr/
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Figure 13.1. Mission de recherche de zones d’atterrissage par un hélicoptère
autonome embarquant des algorithmes de décision basés sur les MDP
temps disponible pour construire le plan et ce plan est raffiné si le temps est disponible,
voire reconstruit au fur et à mesure de l’évolution de l’environnement. Cependant, ces
approches ne sont pas optimales lorsque l’environnement est incertain (état partiel-
lement observable, effets incertains des actions) et que ses incertitudes sont quanti-
fiables, puisque la construction du plan suppose de manière optimiste que le système
est dans la situation la plus probable.
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Au contraire, les approches de planification probabiliste comme les MDP construi-
sent des plans conditionnels dépendant de l’état courant du système, et qui sont opti-
misés sur la moyenne de toutes les situations probables. Si ces approches ont le mérite
d’être moins optimistes que les approches de planification déterministe, elles ont le
désavantage d’être plus coûteuses en temps de calcul et en mémoire utilisée. De plus,
l’optimisation d’un plan conditionnel sur l’ensemble des états possibles du système a
orienté la recherche en planification probabiliste vers des algorithmes hors-ligne dé-
finis sur l’espace d’états tout entier. Il existe bien entendu des modèles permettant de
structurer l’espace d’états (voir chapitre 9) et des algorithmes conçus pour guider la re-
cherche d’une solution à l’aide d’heuristiques (voir chapitre 12 et [FEN 02, TEI 05a]).
Cependant, ces approches modernes sont basées essentiellement sur des optimisations
hors-ligne où l’implémentation sur système robotique réel n’est pas la préoccupation
principale.
Dans ce chapitre, nous présentons une architecture de décision probabiliste, ainsi
qu’un algorithme de planification probabiliste anytime, à mi-chemin entre la planifica-
tion déterministe réactive et la planification probabiliste heuristique. L’architecture de
décision utilise les threads du système d’exploitation embarqué afin de paralléliser la
lecture de la politique et l’amélioration de la politique en tâche de fond. L’algorithme
développe un sous-espace d’états atteignables à l’intérieur duquel une première po-
litique non optimisée mais faisable est obtenue très rapidement, puis cette politique
est optimisée et raffinée en tâche de fond dans un sous-espace d’états atteignables
grandissant progressivement. Il s’agit ainsi d’une approche par programmation dyna-
mique incrémentale dont la variable d’incrément est la taille du sous-espace d’états
atteignables en suivant la politique courante.
Dans une première section, nous présentons le scénario de recherche de zone d’at-
terrissage dans un environnement mal connu et hostile. La deuxième section met l’ac-
cent sur l’architecture embarquée et, notamment, sur l’interaction entre le module
décisionnel et les autres modules de l’architecture. Dans une troisième partie, nous
présentons un cadre et un algorithme qui permettent d’optimiser en-ligne des MDP de
manière incrémentale et locale. Enfin, avant de conclure ce chapitre, nous montrons
l’intérêt d’une telle approche robotique par des résultats obtenus au cours de tests sur
un drone hélicoptère autonome réel.
13.2. Présentation du scénario
Deux drones hélicoptères RMAX de marque Yamaha ont été équipés par l’ONERA
d’une architecture de contrôle afin de remplir une mission autonome de recherche de
zone d’atterrissage dans un environnement mal connu et hostile (cf. figure 13.1). Grâce
aux capteurs embarqués et aux algorithmes développés pour traiter les données issues
de ces capteurs, le vol, la navigation, l’exploration de zones, le décollage et l’atterris-
sage dans des zones inconnues ont été automatisés.
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(a) (b)
Figure 13.2. (a) Exemple de scénario – (b) Sous-zones extraites du traitement
d’images (foncé=encombré, clair=libre)
Le scénario qui a été expérimenté (cf. figure 13.2.a) consiste à secourir un rescapé
dans une zone où on ne connaît pas a priori les sous-zones d’atterrissage possibles.
En revanche, la position du rescapé et les dimensions de la zone sont connues. Une
première exploration de la zone est effectuée à 50 mètres de hauteur, afin de filmer
l’environnement et d’extraire par analyse de texture des sous-zones peu encombrées
où il sera peut-être possible d’atterrir (cf. figure 13.2.b). Une exploration plus fine de
ces sous-zones à 20 mètres permet de confirmer leurs « posabilités », c’est-à-dire le
fait que le drone puisse s’y poser effectivement. Néanmoins, l’autonomie de vol est
bornée, si bien qu’il n’est pas souhaitable d’explorer toutes les sous-zones dans n’im-
porte quel ordre. Ainsi, à l’issue du traitement d’images, une planification de l’ordre
d’exploration des sous-zones, de leur exploration elle-même, des actions de déplace-
ment entre zones, d’atterrissage, de redécollage et de retour à la base est lancée.
13.2.1. Problème de planification
Le problème de planification commence lorsque le drone survole le rescapé à 20
mètres et que le superviseur a envoyé au planificateur une liste de sous-zones d’atter-
rissage possibles. Cette information est transmise sous la forme suivante (pour chaque
zone : identifiant, coordonnées 2D, dimensions 2D, probabilité que la sous-zone soit
atterrissable après exploration plus fine, nombre de points de passage de l’itinéraire
d’exploration de la sous-zone) :
(zones (Z1 3153.65 -1348.34 30.9898 56.726 0.731584 6) ...)
À partir de cette liste de sous-zones, le planificateur génère un fichier représentant
le problème de planification à résoudre. Le langage choisi est PPDDL (Probabilistic
Planning Domain Definition Language, voir chapitre 15) [YOU 04b], où les états, les
préconditions et les effets des actions sont décrits à l’aide de la logique du premier
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ordre. L’intérêt principal de PPDDL réside dans la description « par intention » du
problème : les formules booléennes sont paramétrées par des objets du domaine de
planification. Dans le cas présent, les objets sont les sous-zones à explorer, ce qui
permet de décrire une seule fois de manière générique les actions goto(zone), land
et takeoff. De plus, les opérateurs de la logique du premier ordre permettent de
définir le domaine de manière intuitive et compacte et de le lire aisément.
13.2.2. États et actions
Les composantes d’état du problème de planification sont :
– human-rescued : booléen qui indique si le rescapé a été secouru ;
– on-ground : booléen qui indique si le drone est au sol ;
– explored(zone) : booléen (un par sous-zone) qui indique si une sous-zone a
été explorée (à 20 mètres) ;
– landable(zone) : booléen (un par sous-zone) qui indique après exploration (à
20 mètres) si une sous-zone est atterrissable ;
– where : entier qui indique au-dessus de quelle zone se trouve le drone (y compris
la verticale du rescapé) ;
– flight-autonomy : réel qui indique le temps de vol restant.
La taille de l’espace d’état est donc 22(n+1)(n+1)d, où n est le nombre de sous-zones
extraites de l’exploration globale de la zone et d est le nombre de points de discrétisa-
tion de la composante d’état représentant le temps de vol restant. Les algorithmes de
planification qui ont été utilisés dans cette application (cf. section 13.4) nécessitent des
variables d’environnement discrètes. Toutefois, des approches de planification relati-
vement récentes permettent de raisonner directement avec des états hybrides, comme
dans [GUE 04] par exemple, et auraient pu être implémentées.
Nous considérons n+ 6 actions :
– goto(zone) : déplacement vers la sous-zone zone ;
– explore : exploration de la sous-zone survolée ;
– land : atterrissage dans la sous-zone (zone) survolée, si landable(zone) est
vrai ;
– takeoff : décollage depuis la sous-zone où le drone est posé ;
– fail-safe : retour de sécurité à la base lorsque le temps de vol restant est
inférieur à 10 minutes ;
– end-mission : fin de la mission, lorsque le drone est revenu à la base, soit après
avoir secouru le rescapé, soit après un retour de sécurité.
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13.2.3. Incertitudes
Parmi les incertitudes de l’environnement, trois types d’incertitudes ont été rete-
nues, qui influencent sensiblement l’optimisation de la stratégie :
– probabilité Pa qu’une zone soit posable après exploration locale (cf. figure
13.2.b) :
Pa =
nombre de pixels clairs
nombre de pixels foncés
[pixels issus d’une analyse de texture] ;
– probabilité Ps de secourir le rescapé si le drone atterrit à une distance dz du
















13.2.4. Critère à optimiser
Le planificateur doit optimiser un critère additif, égal à la somme des récompenses
ou des pénalités reçues après chaque action. Une récompense de +1000 est associée
au sauvetage du rescapé (reçue lorsque le rescapé est secouru et que l’hélicoptère est
posé). Une pénalité de −1000 correspond au retour à la base sans avoir secouru le
rescapé (reçue lorsque l’hélicoptère revient à la base sans que le rescapé soit secouru).
La stratégie produite est ainsi censée indiquer un ordre d’exploration locale des sous-
zones qui réalise un compromis entre trois types d’événements : la possibilité qu’une
sous-zone soit qualifiée d’atterrissable après exploration, la possibilité de secourir le
rescapé si le drone atterrit dans cette sous-zone et la possibilité de rentrer à la base
(temps de vol restant) après avoir survolé cette sous-zone.
13.2.5. Modèle formel de décision
La spécification du problème de planification présentée ci-avant se prête tout à fait
à une modélisation sous forme de FMDP (cf. chapitre 9) :
– le modèle de transition est stochastique markovien ;
– les récompenses sont rattachées aux effets des actions ;
– le critère d’optimisation est additif ;
– l’espace d’états est factorisé par variables.
De plus, le problème spécifié en langage PPDDL est automatiquement traduit en
DBN, comme indiqué dans [YOU 04b]. Les DBN obtenus sont ensuite codés sous
forme d’ADD pour une meilleure efficacité du traitement des données (cf. sous-section
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Figure 13.3. Vue globale et synthétique de l’architecture embarquée
9.3.2). Néanmoins, les algorithmes d’optimisation des FMDP basés sur les diagrammes
de décision — y compris les plus récents — ne sont pas réellement conçus pour une
application « anytime » dans des conditions robotiques réelles. Ainsi, nous montrons
dans la suite de ce chapitre un cadre algorithmique permettant une utilisation « any-
time » d’algorithmes d’optimisation locaux et heuristiques des FMDP.
13.3. Architecture de décision embarquée
13.3.1. Vue globale
Comme le montre la figure 13.3, l’architecture embarquée sur les drones est divisée
en deux parties : la couche réactive pour des traitements quasiment immédiats et la
couche délibérative pour des traitements plus longs qui ne sont pas nécessairement
bornés dans le temps. Chaque couche logicielle est affectée à un processeur dédié.
Les deux couches interagissent essentiellement par échange de données binaires.
Les fonctions de contrôle du vol sont exécutées dans la couche réactive sous des
contraintes temps-réel strictes : elles ont été validées séparément et doivent pouvoir
être exécutées indépendamment de la couche délibérative afin d’assurer la sécurité
permanente des vols. Les fonctions de la couche délibérative sont alors autorisées à
consommer plus de ressources de mémoire et de temps de calcul, sans pénaliser les
fonctions temps-réel qui sont vitales pour maintenir l’hélicoptère en vol. En d’autres
termes, la différence principale entre les deux couches –et la raison pour laquelle il est
préférable de les séparer clairement– est le fait qu’elles n’ont pas du tout les mêmes
contraintes temporelles : une telle séparation est vivement recommandée afin d’implé-
menter des algorithmes embarqués efficaces pour la décision autonome.
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Figure 13.4. Architecture de décision : la planification est un service
multi-tâche sollicité par le superviseur
La couche délibérative est composée de trois modules principaux permettant de
réaliser le cycle classique perception - décision - action :
– imageur : réalise le traitement des images enregistrés par les capteurs ;
– planificateur : optimise le FMDP dont le modèle est issu du traitement d’images ;
– superviseur : machine à états qui déroule le scénario (préprogrammé), coordonne
l’imageur et le planificateur et envoie les actions de bas niveau à la couche réactive.
L’imageur et le planificateur sont des serveurs qui sont activés à la demande par le
superviseur. Ceci permet de lancer plusieurs processus de traitement d’images ou de
planification en parallèle. Par exemple, un deuxième sous-problème de planification
pourrait être lancé en complément du premier problème de planification (mentionné
plus haut) afin d’optimiser plus finement les actions de l’hélicoptère à l’intérieur de
chaque zone candidate à l’atterrissage.
13.3.2. Planification multi-tâche sur requête du superviseur
La figure 13.4 représente l’interaction entre le planificateur et le superviseur. Dès
que le superviseur reçoit de l’imageur le résultat du traitement d’images de la zone
globale (extraction de zones d’atterrissage candidates), il se connecte au serveur de
planification (le planificateur) et lui envoie le problème à résoudre. Le planificateur
lance alors deux tâches en parallèle : une tâche d’optimisation de la politique et une
tâche de dialogue avec le superviseur.
13.3.2.1. Optimisation de la politique
La politique est générée de manière incrémentale à l’aide d’un algorithme que nous
présentons dans la section suivante. À chaque incrément de l’algorithme, la politique
est localement améliorée : sa valeur augmente à l’intérieur d’un sous-espace d’états
qui englobe un minimum d’états atteignables, dont l’état courant et les états buts. Entre
deux incréments, la politique et l’espace d’états atteignables sont copiés dans une
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place mémoire sûre, c’est-à-dire protégée en lecture et écriture par mutex. Ceci permet
de modifier la politique tout en ayant constamment accès à une politique applicable.
De cette façon, le planificateur fournit une politique dès la fin du premier incré-
ment, ce qui permet d’envoyer au superviseur une première action à réaliser, sans
attendre que l’algorithme d’optimisation termine complètement. Le planificateur peut
ainsi être qualifié d’« anytime » à condition, comme nous le verrons plus loin, que le
temps de calcul du premier incrément soit faible.
13.3.2.2. Dialogue avec le superviseur
Le dialogue avec le superviseur n’est pas aussi simple que le lecteur pourrait le
croire, car les données sont échangées dans le socket en ASCII alors qu’elles sont co-
dées sous forme de BDD et d’ADD dans le planificateur. Il est en effet inutile d’envoyer
des diagrammes de décision binaires dans le socket, puisque le superviseur ne dispose
pas de la connaissance suffisante pour déduire la sémantique de ces diagrammes de
décision [YOU 04b].
Aussi, le processus de dialogue avec le superviseur nécessite un calcul de conver-
sion des diagrammes de décision vers des actions représentées en ASCII (par exemple
(goto (Z0))). Inversement, les états codés en ASCII doivent être convertis en dia-
grammes de décision.
Enfin, la lecture d’une action optimale dans l’état courant nécessite de bloquer
le mutex associé à la lecture ou l’écriture de la politique courante. Si l’état courant
n’est pas dans le sous-espace d’états atteignables, ou si ses effets en sont en-dehors,
la tâche d’optimisation de la politique est interrompue puis relancée depuis le nouvel
état initial. Les cas de replanification sont argumentés dans la section suivante.
13.4. Programmation dynamique stochastique, incrémentale et locale
La décision embarquée sur des hélicoptères autonomes doit être assez réactive,
c’est-à-dire qu’elle doit produire des décisions en un temps comparable à la réalisation
d’une action de haut niveau. Si tel n’était pas le cas, les décisions seraient déphasées
avec l’environnement, au point qu’elles risqueraient de conduire l’hélicoptère dans
des situations dangereuses. De plus, l’autonomie de vol est limitée, si bien qu’il n’est
pas envisageable de consommer tout le temps disponible pour produire une décision.
Par conséquent, une application robotique réelle — qui plus est critique — des
MDP nécessite une adaptation des algorithmes d’optimisation afin de produire des po-
litiques en ligne « anytime ». Dans le contexte de l’application présentée dans ce cha-
pitre, « anytime » signifie qu’une action automatiquement calculée par le planificateur
est disponible en un temps comparable à la réalisation d’une action de haut niveau.
Ce n’est pas, en général, le cas des algorithmes d’optimisation des MDP, y compris
sous-optimaux ou heuristiques.
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Le cadre algorithmique choisi dans notre application repose sur l’optimisation in-
crémentale d’une politique locale, connaissant l’état courant du système et une condi-
tion but à satisfaire :
at(base) ∧ (human_rescued ∨ (flight_autonomy 6 10 mn))
Un sous-espace d’états atteignables est calculé en appliquant la politique courante
depuis l’état courant jusqu’aux états qui satisfont la condition but. Une fois ce sous-
espace d’états calculé, la politique est localement ré-optimisée à l’intérieur de ce sous-
espace d’états et ainsi de suite. L’algorithme alterne donc deux phases : une phase de
génération des états atteignables sur la base de la politique courante et une phase d’op-
timisation de la politique à l’intérieur du sous-espace d’états atteignables. La variable
d’incrément de l’algorithme est la taille du sous-espace d’états atteignables. Entre
chaque incrément, la politique locale obtenue peut-être appliquée par le superviseur
sans attendre qu’elle soit totalement optimisée.
Dans cette application, l’algorithme incrémental choisi est sfDP (Stochastic Fo-
cused Dynamic Programming), car il prend en compte à la fois un état initial et des
états buts dans l’optimisation du MDP (voir [TEI 05a, TEI 05b]). D’autres algorithmes
incrémentaux auraient pu être utilisés, comme sLAO* [FEN 02], ou sRTDP [FEN 03].
13.4.1. Obtention d’une première politique non optimisée
Afin d’obtenir rapidement une première politique applicable, l’algorithme sfDP
calcule un plus court chemin « logique » menant de l’état initial courant aux états buts
et ceci sans aucune optimisation numérique. Le système récursif suivant permet de
calculer itérativement la politique initiale à l’aide de la logique du premier ordre :
π0(e) =
{
{actions définies dans les états buts} si e ∈ buts,
∅ sinon ; (13.1)
πi+1(e) =
{
{a : ∃ e′ , T (e′ | a, e) > 0 et πi(e′) 6= ∅} si πi(e) = ∅,
πi(e) sinon
. (13.2)
La deuxième ligne de l’équation (13.2) vérifie la propriété de plus court chemin
car elle empêche, dans un état donné, de remettre en question une action qui a été déjà
calculée. Comme cette action a été obtenue dans une itération précédente, elle cor-
respond à un nombre d’étapes moindre pour atteindre un état but. L’itération s’arrête
lorsque la politique est définie dans l’état initial e0, c’est-à-dire : ∃ i > 0, πi(e0) 6= ∅.
Remarquons enfin que l’exécution de cette politique initiale est stochastique puis-
que, pour tout état e et toute étape i, πi(e) est un ensemble d’actions menant à un état
but en i étapes depuis e.
Hélicoptère autonome 391
en avant en arrière programmation
Ft+1 = Tdet(Ft, π) F̃t−1 = T −1det (F̃t, π) ∩ FtB dynamique dans F̃
(a) (b)
Figure 13.5. SFDP : (a) expansion du sous-espace d’états atteignables F en suivant la poli-
tique courante π des états initiaux I aux états buts B, puis (b) optimisation de π. (T : transi-
tions)
13.4.2. Génération du sous-espace d’états atteignables
Connaissant la politique courante π, le sous-espace des états atteignables F est
calculé en deux passes, une avant et une arrière (cf. figure 13.5). Le système récursif
suivant, encodé sous forme de BDD , propage les états atteignables en avant depuis les
états initiaux I jusqu’à ce qu’au moins un état atteignable satisfasse la condition de
but B :
F0 = I, (13.3)
Fi+1 = Fi ∪ {e′ : T (e′ | π(e), e) > 0, e ∈ Fi} . (13.4)
Ensuite, le système récursif suivant propage les états atteignables en arrière depuis les
états buts B jusqu’à ce qu’au moins un état atteignable soit dans l’ensemble I, en ne
gardant que les états qui sont dans l’ensemble F précédemment calculé :
F̃0 = B ∩ F , (13.5)
F̃i+1 = F̃i ∪
({





Le sous-espace d’états atteignables restreint F̃ est finalement mis dans F : F ← F̃ .
13.4.3. Optimisation locale de la politique
Après chaque génération du sous-espace d’états atteignables F , la politique cou-
rante π est mise à jour à l’aide de l’équation de Bellman classique, mais calculée
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uniquement dans F :
V0(e) = 0, (13.7)





T (e′ | a, e) · (γVi(e′) +R(e′ | a, e))
}
. (13.8)
La nouvelle politique locale est alors obtenue en appliquant une fois de plus l’opéra-
teur de Bellman, en n’évaluant que les états qui sont dans F :





T (e′ | a, e) · (γV ∗(e′) +R(e′ | a, e))
}
. (13.9)
Cette nouvelle politique locale est immédiatement copiée dans un espace mémoire sûr
protégé par mutex. Elle est immédiatement applicable par le superviseur, tandis que
le planificateur génère de nouveau le sous-espace d’états atteignables en suivant cette
nouvelle politique.
13.4.4. Replanifications locales
L’avantage de sfDP sur d’autres méthodes incrémentales est la connaissance d’états
buts, ce qui réduit le nombre d’états à explorer durant la phase d’optimisation locale.
Cependant, son désavantage est la perte de garantie d’optimalité car tous les états at-
teignables depuis les états initiaux ne sont pas explorés, mais uniquement ceux qui
mènent aux états buts. En particulier, il n’y a aucune garantie que, en partant d’un état
initial, chaque trajectoire possible de la politique locale courante mène aux états buts :
la génération du sous-espace d’états atteignables s’arrête en effet dès qu’au moins
une telle trajectoire est trouvée (et non toutes). Ainsi, le planificateur doit lancer un
processus de replanification dans les deux cas suivants (cf. figure 13.6) :
(a) une transition de faible probabilité survient durant l’exécution de la politique,
si bien que le nouvel état courant est à l’extérieur du sous-espace d’états attei-
gnables ;
(b) aucune transition n’est définie dans l’état courant, lorsque tous les effets stochas-
tiques de la politique courante dans cet état sont à l’extérieur du sous-espace
d’états atteignables.
Le temps de replanification décroît généralement à chaque replanification, car les
nouveaux états initiaux de chaque processus de replanification sont sans cesse plus
proches des états buts.
13.5. Tests en vol et retour d’expérience
Dans cette section, nous présentons des résultats obtenus sur support réel (hélico-
ptères RMAX) sur le terrain d’aviation d’Esperce dans le Sud-Ouest de la France.
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Figure 13.6. Cas de replanification : (a) l’état courant est à l’extérieur du sous-espace attei-
gnable ; (b) la politique n’est pas définie dans l’état courant
Nous comparons les performances entre l’algorithme de planification « anytime »
multi-tâche présenté dans ce chapitre et des approches mono-tâche. L’algorithme
d’optimisation incrémentale est sfDP, tel que présenté dans la section précédente.
Nous nous focalisons sur quatre critères de comparaison :
– temps total d’optimisation : somme des temps d’optimisation des processus de
planification et de replanification ;
– nombre de replanifications ;
– temps de réponse maximum : temps maximum nécessaire pour renvoyer une ac-
tion au superviseur après réception de l’état courant ;
– zone d’atterrissage : obtenue en appliquant la politique courante depuis la base
où est stationné l’hélicoptère.
Dans le but de comparer ces critères sur une base commune, nous avons enregistré
sur disque une liste de 10 zones qui ont été extraites du traitement d’images durant un
vol d’essai. Afin de coder le problème de planification sous forme de BDD et d’ADD , la
variable continue flight-autonomy a été divisée en 288 intervalles de 12,5 secondes
chacun. La taille de l’espace d’états est donc : 2 × 2 × 210 × 210 × 11 × 288 =
13 287 555 072 états.
Le tableau 13.1 représente la comparaison entre la version mono-tâche de sfDP et
sa version multi-tâche. Toutes les actions ont été simulées en laboratoire après le vol
d’essai, y compris leurs durées, afin de mettre en évidence le processus d’optimisation
en tâche de fond (en mode multi-tâche) et les processus de replanification. Les ac-
tions durent en moyenne 50 secondes. Tous les tests ont été effectués sur le processeur
embarqué à bord du drone et dédié aux processus délibératifs (Pentium 1 GHz). La
dernière colonne reproduit les résultats obtenus durant le vol réel. La deuxième co-
lonne correspond à un algorithme d’optimisation optimal comme SPUDD, qui travaille
la politique sur l’espace d’états tout entier. Cet algorithme optimal donne une idée de
la complexité du problème de planification et il permet de comparer la zone d’atter-
rissage optimale et celles obtenues par les différentes versions de sfDP. Notons que
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nb de zones 5 5 5 7 7 10 10
algorithme optimal ST MT ST MT ST MT
temps total optimisation 1358 2,58 2,8 13,76 13,6 308,29 258,57
nb replanifications 0 0 1 0 1 3 4
temps réponse max 1358 2,58 0,21 13,76 0,29 308,22 5,75
zone atterrissage Z1 Z1 Z0 Z5 Z0 Z0 Z1
Tableau 13.1. Comparaison entre sfDP single-thread (ST) et sfDP
multi-thread (MT) – le temps est donné en secondes
l’algorithme optimal est incapable, dès 5 zones, de calculer une politique en moins
d’une heure, qui est la durée maximale d’une mission !
Ces tests n’évaluent pas l’efficacité d’algorithmes de planification stochastiques
heuristiques et locaux tels sLAO* ou sfDP. Le lecteur intéressé pourra trouver une
discussion sur l’intérêt de tels algorithmes dans [TEI 05b, FEN 03]. Nous souhaitons
plutôt montrer dans ce chapitre qu’il est possible de modifier légèrement un algorithme
développé en laboratoire sur des problèmes académiques, afin de l’adapter à des condi-
tions réelles d’utilisation robotique. Dans le cas présent, une approche « anytime »
multi-tâche produit des politiques applicables et non stupides en un temps très court,
ce qui est une contrainte opérationnelle des algorithmes de décision embarqués à bord
d’hélicoptères autonomes. Le tableau 13.1 montre que le temps de réponse maximum
de la version multi-tâche de sfDP est négligeable par rapport à la durée moyenne des
actions (∼ 50 secondes). Le temps de réponse maximum de la version mono-tâche est
significativement plus grand. Avec 10 zones, en mode mono-tâche, l’état courant n’est
quasiment jamais inclus dans le sous-espace d’états atteignables lors des replanifica-
tions successives, car la variable d’état flight-autonomy décroît autant que le temps
de replanification, lui-même supérieur au temps autorisé pour appliquer la politique
réoptimisée dans l’état courant. Ainsi, de nombreuses replanifications sont nécessaires
pour appliquer une seule action. Ce phénomène ne survient pas en mode multi-tâche,
bien que cela ne soit pas visible dans le tableau présenté : dans ce mode, toutes les
replanifications ont eu lieu individuellement après la réalisation d’actions différentes.
13.6. Conclusion
Dans ce chapitre, nous avons présenté une architecture de décision multi-tâche
pour la planification dans l’incertain en temps réel. Nous avons montré que les algo-
rithmes d’optimisation des MDP, y compris heuristiques, ne peuvent pas être utilisés
tels quels dans des applications réalistes qui nécessitent des calculs en ligne contraints
par le temps. En effet, le temps de calcul de ces algorithmes excède le temps limite
entre le planificateur et les senseurs de l’agent autonome. En revanche, nous avons
montré qu’il est possible de les adapter à un cadre « anytime » permettant de résoudre
en temps réel des problèmes de planification stochastique.
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Le processus de planification est divisé en deux threads communicants, synchro-
nisés sur la politique courante applicable. Une première politique stochastique est ra-
pidement obtenue en calculant au moins une trajectoire qui mène de l’état initial vers
les états buts. Les tests sur support réel justifient les modifications apportées aux algo-
rithmes théoriques : non seulement le temps de réponse du planificateur est significa-
tivement réduit, mais des politiques optimisées peuvent dès lors être appliquées par le
superviseur en un temps compatible avec la durée des actions.
Une autre façon de produire des stratégies « anytime » pourrait consister à décou-
per un algorithme d’optimisation incrémentale en de petits processus de calcul indé-
pendants, lancés successivement à l’intérieur d’une seule tâche (voir [VER 07] pour
un exemple d’architecture de décision réelle basée sur ce principe). Chaque nouveau
processus de calcul améliorerait d’un incrément la politique locale renvoyée par le
processus de calcul précédent. Néanmoins, une telle implémentation serait sans doute
pénible, car elle nécessiterait de programmer des protocoles d’échanges de données
entre les différents processus de calcul, afin de transmettre l’information nécessaire à
la construction de la politique courante entre deux processus de calcul successifs.
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Chapitre 14
Contrôle d’une mission d’exploration
Ce chapitre présente une application robotique réelle pour laquelle le contrôle se
base sur les processus décisionnels de Markov. Un robot explorateur autonome est
chargé de récolter des informations sur différents sites inaccessibles avant de renvoyer
le résultat de ses analyses. Dans ce contexte, les ressources de ce système embarqué
sont limitées. Les tâches que le robot effectuera sont constituées de plusieurs étapes.
Le système de contrôle haut niveau qui est présenté dans ce chapitre permet de sé-
lectionner quelles tâches et quelles étapes devront être effectuées en tenant compte à
chaque instant des ressources disponibles (énergétiques par exemple) et de l’impor-
tance des différentes tâches de la mission.
14.1. La mission du robot explorateur
Un robot explorateur autonome a pour mission de récolter des informations sur un
terrain où l’être humain ne peut pas s’aventurer. Cela peut être sur Mars, à une grande
profondeur sous l’eau ou encore sous les décombres après un tremblement de terre
par exemple. Ce robot dispose d’une palette d’outils embarqués qui lui permettent de
faire des relevés qui pourront ensuite être analysés par des scientifiques. De plus ce
robot ne dispose pas forcément d’une quantité suffisante de ressources pour effectuer
toutes les opérations de la mission.
La mission du robot est découpée en plusieurs tâches indépendantes. Le robot
dispose d’un plan d’exploration avant de commencer la mission, comme celui de la
figure 14.1. Le robot devra alors visiter certains sites pour y effectuer des prélèvements
(atmosphériques, de minerai au sol, prise de photographie, etc...).
Chapitre rédigé par Simon LE GLOANNEC et Abdel-Illah MOUADDIB.
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Figure 14.1. Le robot a une mission : explorer certains sites (nœuds) de ce graphe acyclique,
dans un ordre imposé. Il partira du site de départ marqué d’un D et arrivera, si le temps le lui
permet, au site d’arrivée marqué d’un A. Il passera plus ou moins de temps sur chaque site pour
récolter des informations. Le robot va adapter le temps passé sur chaque site en fonction de la
description qu’il aura préalablement reçu pour celui-ci. Le temps disponible pour effectuer
chaque mission est limité.
Chaque opération peut prendre plus ou moins de temps, consommer plus ou moins
de ressources. En effet, puisque le robot possède une palette d’outils importante, il
existe plusieurs façons d’accomplir chaque tâche. Certains outils possèdent même
plusieurs modes de fonctionnement : haute qualité, qualité moyenne et basse qua-
lité. Comme la quantité de ressource embarquée est limitée, il faut que le robot puisse
adapter sa consommation de façon à ce qu’il lui reste suffisamment de ressources
pour effectuer les tâches les plus pertinentes. Le contrôle de la consommation des res-
sources consommables est le premier aspect original de ce chapitre. Nous présentons
ici non pas une méthode pour planifier ou ordonner les différentes tâches, mais un sys-
tème de contrôle haut niveau qui permet de gérer le mieux possible la consommation
de ressources pour la mission. [BRE 02, ?] proposent une approche pour planifier une
mission en tenant compte de la consommation de ressources.
La structure des tâches qui constituent la mission est le deuxième point original de
ce chapitre. Une tâche de récolte d’informations est une suite d’actions élémentaires
qui sont cette fois-ci dépendantes les unes des autres : elles doivent être effectuées
dans un ordre bien précis. La figure 14.2 illustre une tâche correspondant à une pho-
tographie. La construction du modèle des tâches est préalablement nécessaire pour
écrire une mission.
Sur un site donné, le robot peut effectuer une ou plusieurs tâches. Ces tâches sont










































































Figure 14.2. Le robot explorateur récolte des informations un site : la partie gauche de la figure
représente la modélisation d’une tâche de récolte d’information. Sur un site donné, le robot va
devoir prendre une photo puis l’enregistrer. Cela se fait en trois étapes : diriger la caméra,
choisir la définition de l’image, puis enregistrer cette image sur le disque. A chaque étape ou
niveau, le robot peut choisir une et une seule option parmi les modules qui lui sont proposés.
par étape. Après chaque étape, il pourra décider de l’interrompre pour passer à une
autre tâche sur un autre site. Cette interruption peut faire économiser des ressources
au robot pour plus tard, mais le robot ne pourra pas revenir sur cette tâche par la suite.
A chaque étape, le robot dispose de plusieurs choix (comme basse résolution ou haute
résolution sur la figure 14.2). Un choix implique une consommation plus ou moins
forte de ressources, mais aussi un résultat plus ou moins bon pour la tâche globale.
D’autres travaux sont consacrés à la décomposition hiérarchique des tâches [?, ?, ?].
Le système de contrôle présenté dans ce chapitre permet justement de trouver le
meilleur compromis entre les ressources utilisées et la qualité globale des tâches effec-
tuées. Comme les tâches de récolte d’informations sont réalisables progressivement,
on parle de raisonnement progressif. Une tâche sera appelée unité de raisonnement
progressif (PRU). Le raisonnement progressif a été utilisé pour modéliser des missions
d’exploration dans [CAR 01, ZIL 02]. La première partie de ce chapitre constitue une
introduction au formalisme. Nous présenterons ensuite comment contrôler la consom-
mation de ressources avec un processus décisionnel de Markov en exploitant la struc-
ture hiérarchique propre au raisonnement progressif. Nous finirons par illustrer cette
approche par une implémentation sur un robot autonome.
14.2. Formalisme d’une mission constituée de tâches progressives
Une mission est ici une suite finie de tâches représentées sous forme d’unités de
raisonnement progressif (notées PRU). Nous attribuons un indice unique p à chaque
prup, p ∈ [1, . . . ,P] (voir figure 14.1).
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NOTE.– Nous pourrions étendre la définition de mission à un graphe acyclique de
PRU. Une suite de PRU est un chemin possible dans un graphe acyclique de PRU (par
exemple les PRU A, B, E, F de la figure 14.1). Nous simplifions le problème pour des
raisons de clarté, car les indices utilisés pour décrire le modèle sont nombreux.
Dans la mission d’exploration, la réalisation d’une tâche suit l’exécution d’une
PRU. Cette dernière est composée d’une suite finie de N niveaux . À la fin d’un niveau
l’agent peut décider d’exécuter ou non le niveau suivant. Par contre, le robot ne peut
pas sauter directement de niveau : il ne peut pas enregistrer la photo sans l’avoir prise.
Quand le robot décide d’exécuter un niveau, plusieurs méthodes s’offrent à lui. Il
peut dans cet exemple prendre une photo de bonne ou de mauvaise qualité. Chaque
niveau est donc représenté par un ou plusieurs modules qui sont des façons de l’exé-
cuter. L’agent ne peut exécuter qu’un seul module par niveau. À chaque module est
associée une qualité Q et une distribution de probabilité sur la consommation de res-
source possible Pr. Nous notons mp,n,m le module m du niveau Np,n et Qp,n,m sa qualité.
Cette qualité Q est un réel positif qui représente numériquement la qualité de
l’exécution du module. La qualité d’exécution d’une PRU est égale à la somme de
toutes les qualités des modules exécutés dans celle-ci. Cette qualité totale n’est gagnée
par le robot (par le biais d’une fonction de récompense) que si celui-ci exécute la PRU
en entier. Une exécution inachevée de PRU ne rapporte rien.
La distribution de probabilité sur la consommation de ressourcePrp,n,m de chaque
module représente l’incertitude qui existe dans notre modèle. C’est une fonction Pr :
R → [0, 1] qui donne la probabilité de consommer une quantité de ressources quand
l’agent exécute le module mp,n,m (R représente l’espace des ressources consommables).
Les ressources consommables sont des quantités mesurables et décroissantes.
Les quantités de ces ressources consommables diminuent au fur et à mesure que la
mission se poursuit, après chaque module, sans jamais augmenter pendant la mission.
Parmi celles-ci on peut citer par exemple : le temps restant pour effectuer la mission,
l’énergie dans les batteries ou l’espace mémoire restant sur le disque de données.
NOTE.– Dans ce chapitre, nous nous limitons à une seule ressource consommable,
l’énergie par exemple. La gestion de plusieurs ressources consommables est possible.
Ce problème a été traité dans [?].
Nous avons maintenant entre les mains toutes les informations nécessaires à la
construction de la politique qui permettra au robot d’exécuter sa mission. Nous allons
donc présenter le mécanisme de contrôle du raisonnement progressif.
14.3. Modélisation MDP / PRU
Le mécanisme de contrôle de la mission se fait en plusieurs étapes :
– la formalisation d’un processus décisionnel de Markov à partir de la mission ;
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– le calcul d’une politique globale à partir du processus décisionnel de Markov
obtenu ;
– l’exécution de la mission en suivant cette politique.
Le mécanisme de contrôle global prévoit un contrôle total de la mission, c’est-à-
dire que la politique globale est calculée avant d’exécuter cette mission.
14.3.1. Les états de l’agent
L’état de l’agent dépend entre autres de la PRU qu’il exécute et du niveau qu’il a
atteint dans celle-ci. On accumule dans l’état la qualité de tous les modules qui ont
été exécutés dans cette PRU, c’est pourquoi la qualité accumulée Q est un paramètre
de l’état. De plus, la décision à prendre par l’agent dépend des tâches à venir donc
des ressources consommables restantes et des tâches à effectuer pour le reste de la
mission.
L’état de l’agent va être décrit par quatre variables : les ressources restantes, la qua-
lité accumulée dans la PRU courante, l’unité de raisonnement progressif courante et
son indice p puis l’indice n du dernier niveau exécuté dans cette PRU. Si, par exemple,
le robot vient de terminer le 2ème niveau de la PRU numéro 5, que les modules pré-
cédemment exécutés lui ont rapporté une qualité de 15 et qu’il lui reste 153 unités de
temps, l’état sera noté s = 〈153, 15, 2, 5〉. Il peut arriver que l’agent commence une
tâche qui va consommer plus de ressources qu’il n’en avait au départ ; on regroupe
donc tous les états dont la ressource restante serait négative dans un état d’échec sechec.
Formellement, on écrira que : S = {〈r,Q, p, n〉, r ∈ R} ∪ {sechec}.
De plus, on crée un ensemble d’états pour un niveau 0 fictif qui correspond pour
chaque PRU aux états initiaux de cette PRU. Dans cet ensemble d’états, la qualité est
toujours nulle, puisque l’agent n’a encore exécuté aucun module de cette PRU.
14.3.2. Les actions de l’agent
Seulement deux types d’actions sont possibles A = {Em,M} (voir figure 14.3) :
– une action Em permet d’exécuter le module m parmi les modules du niveau
suivant de la PRU courante ;
– l’action M permet de changer de PRU.
L’agent va donc avoir après chaque niveau le choix entre l’amélioration de la tâche
courante (la PRU courante) ou l’abandon de la PRU pour la suivante. Le robot ne peut
pas sauter de niveau. Cependant, si pour une raison bien définie un niveau est op-
tionnel, on introduira un module vide (skip) dans les niveaux concernés. Ce module
produira une qualité nulle et ne consommera pas de ressource.
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Figure 14.3. L’agent a réalisé le niveau 2 de la tâche (PRU) courante (il a pris la photo). Deux
types d’actions peuvent être entreprises : exécuter un des modules du niveau suivant (enregistrer
cette photo, en effectuant un traitement ou pas), E1 ou E2 c’est-à-dire poursuivre cette tâche,
ou alors commencer la tâche suivante.
Quand l’agent choisit d’exécuter un niveau, il doit choisir parmi un des modules
disponibles de ce niveau. Si le dernier niveau est atteint, plus aucun niveau n’est dis-
ponible.
Si l’agent décide d’arrêter d’améliorer la PRU courante, il choisit l’action M. Il va
alors se trouver immédiatement au début1 de la PRU suivante où il pourra choisir, une
fois de plus, entre l’une des actions Em et l’action m.
Par exemple, notre robot peut avoir repéré une roche, mais se rendre compte que,
s’il la ramasse, il va perdre un temps précieux pour plus tard. Il peut donc décider d’ar-
rêter la tâche courante, c’est-à-dire ne pas ramasser cette roche puis passer directement
à un autre site, pour repérer une autre roche, ou encore continuer vers un deuxième
site sans rien faire sur le premier. Le robot ne pourra par contre jamais revenir sur ses
pas pour reprendre un site abandonné.
14.3.3. La fonction de transition
La fonction de transition Pr : S × A × S → [0, 1] modélise l’incertitude sur la
dynamique du système.
L’action M est déterministe. Si l’agent choisit de changer d’unité de raisonnement
progressif, il garde toutes ses ressources restantes. Ainsi
Pr(〈r,Q, p, n〉,M, 〈r, 0, p + 1, 0〉) = 1. (14.1)
1. C’est à dire à la fin d’un niveau 0 fictif.
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La qualité accumulée dans la nouvelle PRU devient nulle. Le deuxième zéro représente
le fait que l’agent est placé juste avant le premier niveau de la prup+1.
Toute action Em est probabiliste. La distribution de probabilité est décrite dans le
module à exécuter (exemple sur la figure 14.2). Ainsi
Pr(〈r,Q, p, n〉,Em, 〈r− ∆r,Q + Qp,n,m, p, n + 1〉) = Pr(∆r|mp,n,m). (14.2)
14.3.4. La fonction de récompense
Dans notre application robotique, le mécanisme de contrôle du robot, tel qu’il a
été pensé dans [ZIL 02], prévoit de récompenser le robot après chaque PRU pour ce
qu’il a fait. Nous pouvons dès à présent justifier le fait de garder la qualité dans l’état :
ceci permet de ne récompenser le robot que si la PRU a été entièrement effectuée.
R(〈r,Q, p, Np〉) = Q, (14.3)
R(〈r,Q, p, n < Np〉) = 0. (14.4)
Il n’y a pas à pénaliser le robot pour avoir consommé des ressources dans une PRU
donnée : en effet la consommation locale entraîne une possible perte de valeur pour le
futur, puisque ce qui est dépensé maintenant ne sera plus disponible plus tard dans la
mission.
14.4. Calcul de la politique de contrôle
Le mécanisme de contrôle global se base sur un calcul a priori de la politique pour
l’ensemble de la mission.
La valeur d’un état ne dépend que de la valeur des états des niveaux suivants et des
PRU suivantes (voir l’équation 14.8). La valeur en sortie d’une PRU ne dépend que de
la qualité qui y a été accumulée et du temps restant après l’obtention du résultat. Pour
contrôler la prup, il suffit de connaître la fonction de valeur liée à l’action d’exécution
des modules E.
La valeur d’un état avant le dernier niveau dépend de la valeur espérée en exécutant
les niveaux supérieurs, et en choisissant le meilleur module.
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Q(〈r,Q, p, n〉,M) =
{
0 si p = P, sinon :
V (〈r,0, p + 1, 0〉) (14.6)




0 si n = Np (dernier niveau), sinon :∑
∆r
Pr(∆r|mp,n,m).V (〈r′,Q′, p, n + 1〉),
où Q′ = Q + Qp,n,m,
et r′ = r−∆r.
(14.7)
V (〈r,Q, p, n〉) =
{
0 si r < 0 (échec) ou p = P + 1, sinon :
max(Q(s,M),maxmQ(s,Em));
(14.8)
Q(〈r,Q, p, n〉,M) = R(〈r,Q, p, n〉) + V (〈r,0, p + 1, 0〉); (14.9)
Q(〈r,Q, p, n〉,Em) = R(〈r,Q, p, n〉) +
∑
∆r
Pr(∆r|mp,n,m) · V (〈r′,Q′, p, n + 1〉), (14.10)
où Q′ = Q + Qp,n,m et r
′ = r−∆r.
NOTE.– attention à ne pas confondre la qualité Q du module exécuté (propre à ce
chapitre) avec la fonction de Q-valeur Q(s,a) introduite dans le chapitre 1.
On détermine une politique optimale avec l’équation suivante :
π(〈r,Q, p, n〉) = argmax
Em,M
(Q(〈r,Q, p, n〉,M), Q(〈r,Q, p, n〉,Em)).(14.11)
Ce MDP est sans cycle et à horizon fini. L’algorithme qui permet de calculer la
fonction de valeur est donc linéaire en la taille de l’espace d’états. Un état ne devra
être évalué qu’une seule fois, et il suffit d’appliquer un algorithme de chaînage avant
arrière (en partant d’un état initial) ou par chaînage arrière (en partant de tous les états
terminaux possibles). Un algorithme de chaînage avant-arrière fonctionne sur le prin-
cipe suivant : à partir d’un état initial, on génère les états que l’on peut atteindre avec
les actions disponibles à cet instant. On procède ainsi récursivement jusqu’à ce que
plus aucun état n’ait de successeur possible. Ces états terminaux sont l’état d’échec et
les états de fin de la dernière PRU. On évalue ensuite chaque état par chainage arrière,
en calculant la valeur du dernier état puis en propageant cette valeur en arrière. On
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obtient finalement une valeur pour l’état initial. La valeur de chaque état est définitive,
donc la politique est déterminée en même temps que l’évaluation.
Une fois la politique calculée, on charge celle-ci sur le robot qui peut ensuite ef-
fectuer la mission.
14.5. Modéliser concrètement une mission
Ce contrôle de consommation de ressources pour un robot explorateur autonome
suppose que
– le graphe acyclique de la mission est connu ;
– les PRU sont déjà modélisées.
Pour cela, il faut connaître préalablement la distribution de probabilité sur la consom-
mation d’une ressource possible pour chaque module qui conpose les PRU. Pour l’ins-
tant, ces distributions sont évaluées expérimentalement avant la conception de la mis-
sion. On répète une série des tests pour chaque module exécutable par le robot pour
obtenir une estimation du montant de ressources qui seront consommées dans chaque



































Figure 14.4. Exemple d’application illustré : un robot est chargé de renverser un ensemble de
quilles disposées sur le sol. Le temps imparti pour la mission est inférieur à celui nécessaire
pour renverser toutes les quilles. Chaque quille rapporte un nombre de points différents, le
robot doit décider à chaque instant s’il renverse la quille ou s’il passe à la suivante. La tâche
"renverser une quille" a été modélisée sous forme d’une unité de raisonnement progressif. Les
deux photos montrent le robot en action : il détecte les quilles sur le site, puis renverse la quille
rouge, qui rapporte plus de points.
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14.6. Extensions possibles
Une extension du contrôle de la consommation d’une ressource unique à plusieurs
ressources est proposée [GLO 07]. Une structure agrégée de l’espace d’états permet de
limiter sa taille, qui augmente exponentiellement avec le nombre de ressources à gé-
rer. Une autre extension permet de calculer ou de recalculer une politique de contrôle
pendant la mission [GLO 07]. Ceci est nécessaire quand l’environnement dans lequel
évolue le robot change. En effet, si des tâches apparaissent au cours de la mission,
il faut pouvoir décider rapidement combien de ressources doivent être allouées pour
la tâche courante, toujours dans l’optique de maximiser la somme des qualités obte-
nues sur le long terme. La politique de contrôle ainsi calculée n’est plus optimale,
mais permet au robot de prendre des décisions dans la PRU courante qui sont souvent
optimales.
14.7. Conclusion
Nous venons de présenter une méthode pour contrôler la consommation de res-
sources d’un robot explorateur autonome. Cette méthode se base sur le raisonnement
progressif, qui permet d’effectuer pas à pas une mission composée de tâches hiérarchi-
sées. Il permet également d’adapter la consommation de ressources pour chaque tâche
en choisissant le bon module à chaque niveau d’exécution ou en interrompant directe-
ment la tâche en cours. Le contrôle de la mission est obtenu en résolvant un MDP avant
celle-ci. La modélisation des distributions de probabilité sur la consommation de res-
sources se fait expérimentalement avant la conception de la mission. Deux extensions
ont été mentionnées, l’une pour rajouter différents types de ressources consommables,





Ce chapitre aborde l’application des MDP aux problèmes de planification d’opéra-
tions1 tels qu’on les trouve dans des domaines aussi variés que l’exploration spatiale
(rovers, satellites, télescopes), les opérations militaires et la gestion de projets. La pla-
nification automatisée [GHA 04] est une branche de l’intelligence artificielle ; elle vise
à construire des systèmes génériques capables de choisir et d’organiser les opérations
à entreprendre, de manière à atteindre des objectifs donnés à moindre coût. Ici, nous
examinons des problèmes de planification complexes qui requièrent non seulement
l’exécution parallèle d’opérations, la prise en compte explicite du temps (durée des
opérations, instants auxquels les opérations affectent l’état de l’environnement), mais
aussi la gestion de l’incertitude liée aux effets des opérations, aux instants auxquels
ils se produisent et à la durée des opérations. Il s’agit de problèmes de planification
temporelle probabiliste [LIT 05, MAU 05, ABE 05]. Nous définissons ces problèmes
de façon intuitive puis formelle avant de montrer dans la section 15.2 comment ils se
modélisent par des MDP et dans les sections 15.3 et 15.4 comment ils se résolvent en
adaptant des algorithmes discutés au cours des chapitres précédents.
15.1.1. Intuition
Nous donnons tout d’abord une présentation intuitive du problème, illustrée par
un exemple d’exploration spatiale, scénario dans lequel un rover évoluant sur Mars
Chapitre rédigé par Sylvie THIÉBAUX et Olivier BUFFET.
1. Nous utilisons le terme « opération » de préférence à « tâche » ou « action ». Nous évitons
en particulier ce dernier pour distinguer une « action » d’un problème de planification d’une
« action » au sein d’un MDP.
407
408 PDM en IA
doit effectuer plusieurs expériences sur certains sites et acquérir ainsi des données
scientifiques qu’il transmet à la Terre [BRE 02].
15.1.1.1. Caractéristiques du problème
Un problème de planification d’opérations se caractérise par :
– Un environnement/système décrit par un ensemble de variables d’état (binaires
ou multivaluées), par exemple la position et l’orientation du rover, l’énergie et la mé-
moire disponibles, l’état de ses instruments (calibrés, en marche, etc.).
– La donnée de l’état initial du système.
– Des opérations, sous le contrôle du planificateur, qui permettent d’agir sur le
système – par exemple naviguer d’un point à un autre, effectuer une expérience, trans-
mettre des données, initialiser un instrument. Plusieurs opérations peuvent être dé-
clenchées en même temps, ou encore, une opération peut être déclenchée alors que
d’autres sont en cours d’exécution – par exemple, le rover peut devoir utiliser cer-
tains instruments en parallèle pour mener à bien sa mission. Une opération ne peut
être déclenchée que si certaines préconditions sont satisfaites. On dira que l’opération
est alors éligible – par exemple, pour qu’une expérience soit réalisable, certains ins-
truments doivent être en marche, initialisés et calibrés. Certaines conditions doivent
aussi être maintenues invariantes pendant un intervalle donné pour garantir la bonne
exécution de l’opération.
Une opération a un ou plusieurs effets qui se caractérisent par des changements
de valeur des variables d’état. Par exemple, les effets d’une opération de navigation
incluent le changement de position du robot et la quantité d’énergie consommée. Ici,
nous considérons que l’occurrence de ces effets et les durées après lesquelles ils se
produisent sont régies par un modèle probabiliste. Par exemple, les effets d’une opé-
ration de navigation ainsi que la durée de l’opération dépendent de caractéristiques très
précises du terrain qui ne peuvent généralement pas être modélisées explicitement, de
sorte que l’on peut considérer que l’opération résulte en deux positions possibles avec
une certaine probabilité : soit le rover est arrivé à destination, soit il n’a pu y parvenir
et est retourné à sa position d’origine ; dans les deux cas, on peut par exemple considé-
rer que la consommation d’énergie et la durée du déplacement suivent une distribution
normale.
– Des objectifs : en planification, on cherche classiquement à atteindre un état
but, décrit par une affectation de valeurs à certaines des variables d’états – dans notre
exemple, le but du rover est d’avoir acquis et transmis certaines données. Plusieurs cri-
tères de qualité d’un plan solution peuvent être utilisés. Dans ce chapitre nous consi-
dérons essentiellement :
- maximiser la probabilité d’atteindre le but et,
- si le but est toujours atteignable, minimiser le temps ou les ressources utilisés.
Des situations plus complexes pourront par exemple affecter des récompenses dif-
férentes à chacun des sous-buts – typiquement, dans notre scénario, les données à
acquérir par le rover ont des priorités différentes et le rover n’a pas les ressources
nécessaires pour les acquérir toutes.
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Un tel problème peut être spécifié dans une variante probabiliste du langage PDDL
(Planning Domain Definition Language, [FOX 03, YOU 04b]), voir par exemple [LIT 05],
ou par le biais d’une interface graphique telle que Brazil (voir figure 15.1).
Figure 15.1. Spécification, à l’aide de l’interface Brazil, d’une opération d’analyse d’un sous-
sol avant travaux de construction. Après environ 10 unités de temps, on sait si le bâtiment
reposera sur un sous-sol rigide (« bedrock ») ou pas (« soft-soil »). Selon le cas, la durée du
reste de l’opération suit une distribution uniforme ou normale.
15.1.1.2. Plans
Il existe plusieurs attitudes possibles face à l’incertitude, attitudes qui déterminent
le type de plan solution généré pour résoudre un problème de planification.
– Plans temporels classiques. Face à des problèmes de planification pour lesquels
les risques liés à l’incertitude sont minimes, il est courant d’utiliser un planificateur
déterministe qui ignore l’incertitude du modèle. On génère alors un simple plan tem-
porel, représentable sous la forme d’un diagramme de Gantt (comme au bas de la
figure 15.2) qui spécifie les intervalles d’exécution des opérations choisies par le pla-
nificateur pour atteindre le but. Si, à l’exécution, un événement inattendu survient, on
doit replanifier. Une telle approche ne garantit évidemment pas l’optimalité du résul-
tat ni que le but soit atteint, mais permet de bénéficier d’algorithmes de planification
très efficaces. Supposons que notre rover doive naviguer jusqu’à un site, y prendre un
panorama complet du paysage, puis déterminer la composition du sol. Si la planifica-
tion ignore l’incertitude quant à la durée et la consommation d’énergie de l’opération
de navigation, il est possible que, suite à la prise de panorama, le rover constate qu’il
n’a plus assez de temps ou d’énergie pour compléter l’exécution du plan et doive re-
planifier ou même ajourner la mission.
– Plans temporels robustes. Si les risques sont plus importants, il est préférable
de tenir compte de l’incertitude. Si les coûts liés à une attitude conservatrice (pertes
d’opportunités) sont acceptables, on peut se contenter de générer des plans tempo-
rels robustes [SCH 05a]. Il peut s’agir de plans conformants dont la bonne exécution
est garantie quelles que soient les circonstances ou, de façon plus réaliste, de plans
flexibles temporellement ou robustes en terme de consommation de ressources. Un
410 PDM en IA
plan robuste pour l’exemple ci-dessus omettrait l’opération de prise de panorama au
profit de l’analyse (prioritaire) de la composition du sol si la probabilité d’une insuf-
fisance des ressources de temps ou d’énergie n’est pas négligeable. Ici encore, cette
approche n’est pas optimale.
– Plans temporels contingents. Enfin, dans le cas général, on génère des plans
temporels contingents [ABE 04, MAU 05, LIT 05, ABE 05, DEA 03] qui prescrivent,
à chaque instant d’intérêt, différentes opérations à déclencher selon l’état de l’exécu-
tion. Pour notre exemple, un plan contingent pourrait examiner les ressources dispo-
nibles après l’opération de navigation et, selon le cas, prescrire un panorama complet,
un demi panorama, ou passer directement à l’analyse de la composition du sol. La
figure 15.2 illustre le concept de plan temporel contingent à travers une interface de
visualisation. Le haut de la figure montre l’arbre2 des contingences (exécutions pos-
sibles) couvertes par le plan. A la racine de l’arbre, on déclenche une ou plusieurs
opérations. Puis le prochain événement qui se produit (un effet d’une opération en
cours d’exécution) détermine la branche de l’arbre que l’on prend. Arrivé au nœud
suivant, le plan peut encore prescrire le déclenchement de nouvelles opérations et
ainsi de suite. Une feuille de l’arbre représente soit une situation de succès (le but est
atteint), soit un échec du plan (situation à partir de laquelle le but ne peut plus être
atteint, par manque de ressource par exemple). Chaque branche de l’arbre correspond
à un plan temporel représentable par un diagramme de Gantt comme celui en bas de
la figure.
Dans ce chapitre, nous nous intéressons à la génération de plans temporels contin-
gents.
15.1.2. Définitions formelles
Nous définissons maintenant les notions de problème et de plan de manière for-
melle, mais dans un cadre qui n’est pas celui des MDP.3 Nous effectuons plusieurs
simplifications par rapport à la présentation intuitive. La première est de ne consi-
dérer que des variables booléennes. La seconde est l’hypothèse que les opérations
n’ont pas de conditions invariantes –des conditions devant être vérifiées pendant toute
l’exécution de l’action–, mais seulement des préconditions. La plupart des travaux
que nous décrivons se généralisent trivialement au cas multivalué et aux conditions
invariantes. La troisième hypothèse concerne les instants de prise de décision des opé-
rations à déclencher, que nous limitons aux instants où un effet d’une opération en
cours d’exécution peut se produire, ceci de manière à limiter la combinatoire. Bien
que des travaux soient actuellement en cours pour lever cette restriction, celle-ci est
2. Pour des problèmes à horizon infini, on pourra considérer un graphe cyclique plutôt qu’un
arbre. Il devient particulièrement difficile de visualiser un tel plan s’il y a une incertitude sur
des quantités continues comme la durée des opérations ou les ressources consommées.
3. Nous reviendrons au cadre des MDP en section 15.2
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Figure 15.2. Une interface de visualisation de plans temporels contingents. Dans ce cas parti-
culier, les événements aléatoires sont des fins de tâches qui peuvent déboucher soit sur un échec
(à gauche), soit sur un succès (à droite).
à notre connaissance utilisée dans tous les planificateurs temporels probabilistes exis-
tants. La dernière hypothèse est l’absence de distributions continues. Elle sera levée
en section 15.4.
15.1.2.1. Problème de planification, opérations
DÉFINITION.– Un problème de planification d’opérations est ici défini par un quadru-
plet 〈B,m0, Op,Φ〉 où :
– B = {b1, . . . , b|B|} est un ensemble de variables booléennes ;
– m0 est l’état initial du système, défini par une affectation des variables de B ;
– Op= {op1, . . . , op|Op|} est un ensemble d’opérations (description ci-dessous) ;
– Φ est une formule booléenne sur B décrivant les situations de succès.
Cette définition est incomplète, non seulement parce que la notion d’opération
n’est pas décrite (voir ci-dessous), mais aussi parce qu’elle ne spécifie pas précisé-
ment l’objectif de ce problème de planification (le critère d’optimisation). Ce point
est discuté plus loin.
DÉFINITION.– Une opération op est définie par un triplet 〈Pre(op), c(op), A(op)〉 :
– Pre(op) : une formule booléenne sur B décrivant les préconditions de op,
– c(op) ∈ R : le coût de l’exécution de op, et
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– A(op) : un arbre définissant ses effets possibles, et décrit par :
- des arcs représentant une progression temporelle : à chaque arc est associée
une distribution de probabilité Pd (sur R) décrivant la durée incertaine entre un nœud
et son successeur ;
- des nœuds internes « conjonctions » (notés par un « & ») : si un tel nœud est
atteint, tous ses descendants doivent être exécutés ;
- des nœuds internes « hasards » (notés par un « ? ») et accompagnés chacun
d’une distribution de probabilité P? sur ses descendants : si un tel nœud est atteint,
un seul de ses descendants doit être exécuté, lequel est choisi au hasard en utilisant la
distribution P? ;
- des feuilles « effets » chacune accompagnée d’un couple (b, vb) ∈ B ×
{0, 1} : si une telle feuille est atteinte, la variable b prend la valeur vb.
Quand une opération est déclenchée, ce qui n’est possible que si Pre(op) est véri-
fiée, son arbre A(op) est exécuté en partant de sa racine. Cet arbre décrit les effets de
cette opération, en modélisant aussi bien leur incertitude que les possibles réactions en
chaîne et l’écoulement du temps entre deux événements. La figure 15.3 montre l’arbre
















Figure 15.3. Arbre spécifiant les effets de l’opération d’analyse du sous-sol de
la figure 15.1
NOTE.– Sauf indication contraire, on va considérer uniquement des durées détermi-
nistes, la distribution de probabilité Pd étant remplacée par une durée fixe d.
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15.1.2.2. Exécution
Plusieurs opérations peuvent être en cours d’exécution simultanément. Cette exé-
cution peut être gérée à l’aide d’une file d’événements dans laquelle chaque événe-
ment correspond à un nœud d’un arbre d’une des opérations en cours. Cette file est
ordonnée selon la date des événements. Le processus d’exécution prend ainsi tous les
événements à venir au prochain pas de temps t : e1, . . . , en, les groupes en E&/? et
Ee (ensembles regroupant les nœuds conjonction et hasard d’un côté, et les feuilles
(effets) de l’autre), puis :
1) Pour tout e ∈ E&/?, on retire e de E&/? et :
- si e est un nœud conjonction, on ajoute tous ses fils à la file ou (pour ceux qui
doivent être exécutés immédiatement) dans l’un des deux ensembles E&/? ou Ee ;
- si e est un nœud hasard, on tire au sort l’un de ses fils conformément à la
distribution associée au nœud et ajoute ce fils soit à la file, soit à E&/? ou Ee.
2) Une foisE&/? vide, on teste si les effets présents dansEe ne sont pas en conflits,
i.e. ne disent pas de mettre la même variable à la fois à vrai et à faux. Un tel conflit
entraîne un échec de l’exécution.
3) S’il n’y a pas de conflit, on exécute chacun de ces effets (on met les variables
booléennes aux valeurs spécifiées).
Ce processus est incomplet sans décrire le déclenchement de nouvelles opérations
à un instant donné. Chaque opération ne peut être déclenchée que si ses préconditions
sont vérifiées. Pour que ces opérations puissent être initiées en parallèle, leurs effets
immédiats doivent être compatibles et ne pas violer une des préconditions. Ce mo-
dèle du parallélisme est basé sur la notion d’indépendance [GHA 04, pp. 119–120]
par laquelle plusieurs opérations peuvent avoir lieu en parallèle si et seulement si leur
exécution dans n’importe quel ordre est possible et donne lieu à un résultat (ici immé-
diat) unique. Le déclenchement d’un ensemble d’opérations peut donc être effectué
comme suit :
1) On teste si les préconditions de toutes les opérations à déclencher sont vérifiées.
2) On ajoute les racines des arbres de ces opérations à la file d’événements et on
traite les événements immédiats comme décrit précédemment.
3) On teste à nouveau si les préconditions des opérations ci-dessus sont vérifiées.
On dira que deux opérations sont mutuellement exclusives (mutex) ssi elles ne sont
pas indépendantes, c’est-à-dire, ssi leurs préconditions sont incompatibles ou aucune
exécution de leurs événements immédiats ne peut réussir.
D’autres définitions de l’exclusion mutuelle proposées dans la littérature tiennent
compte de l’exécution complète des opérations et interdisent tout conflit potentiel avec
l’un des effets (pas seulement les effets immédiats) des opérations à déclencher ou en
cours d’exécution [MAU 05]. On ne peut alors pas combiner des opérations ayant
une probabilité extrêmement faible d’entrer en conflit, même si c’est la seule façon
d’obtenir un plan adéquat.
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15.1.2.3. Instants de prise de décision, états, plans
Dans notre cadre, une décision ne peut être prise qu’aux instants où des événe-
ments de la file doivent être traités. On déclenche alors un ensemble d’opérations
(éventuellement vide) et il faut attendre un instant de prise de décision futur pour tout
nouveau déclenchement. Comme nous l’avons dit plus haut, cette hypothèse est res-
trictive. Même en l’absence d’événement probabiliste, elle mène en général à une perte
d’optimalité et de complétude du planificateur [CUS 07]. Il existe cependant certains
cas intéressants où l’optimalité est préservée, par exemple pour des opérations dont
les préconditions sont aussi des invariants sur l’intervalle d’exécution de l’opération
et dont les effets ne se produisent qu’à la fin de l’intervalle [MAU 06].
DÉFINITION.– Un état s ∈ S est décrit non seulement par l’affectation des variables
booléennes, mais aussi par la file d’événements à venir aux instants de prise de déci-
sion. L’état initial est s0 = 〈m0, ∅〉.
On peut se passer d’inclure le temps dans la description des états s’il n’y a pas
de référence dans le problème à une date absolue (temps limite pour atteindre le but,
événement extérieur devant arriver à un instant précis). De la sorte, on va pouvoir
assimiler les états qui sont identiques à cette donnée près, ce qui peut réduire la taille
de l’espace d’états de manière dramatique (en introduisant des boucles). C’est ce qui
peut amener à une représentation d’un plan sous la forme d’un graphe avec cycles.
DÉFINITION.– Un plan π : S → 2Op est une application qui, à chaque état rencontré
lors de son exécution, associe un ensemble d’opérations.
Il est très courant que le nombre d’états qui peuvent être rencontrés soit bien plus
petit que le nombre d’états possibles. Le domaine de définition d’un plan dépend donc
du plan lui-même, et se construit en partant de s0.
15.1.2.4. Objectif
La planification consiste à chercher un plan optimisant un critère donné. Différents
critères d’optimisation peuvent être employés, utilisant diverses quantités apparaissant
dans les définitions qui viennent d’être données.
Probabilité de succès : un premier problème est de maximiser la probabilité d’at-
teindre un état but (état vérifiant Φ et, si on le souhaite, avec une file d’événe-
ments vide), c’est-à-dire éviter les échecs d’exécution et les boucles infinies.
A probabilité de succès égale, on va pouvoir distinguer deux plans suivant
d’autres critères tels que ceux décrits ci-dessous.
Coût d’exécution : un critère supplémentaire est la minimisation de l’espérance du
coût d’exécution des tâches.
Durée du plan : un dernier critère classique est la minimisation de l’espérance de
la durée du plan, laquelle dépend de la durée d’exécution des opérations utili-
sées. Ce critère incite à exploiter le parallélisme possible lors de l’exécution des
opérations.
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On peut aussi combiner coût d’exécution et durée du plan, voire probabilité de suc-
cès. Il faut pour cela que ces différentes grandeurs soient compatibles, ce qui requiert :
– de remplacer la probabilité de succès par une probabilité d’échec (P (Échec) =
1− P (Succès)) pour ne considérer que des problèmes de minimisation, et
– de faire en sorte que toutes les unités soient homogènes, ce qui requiert de choisir
un « taux de change » entre coût des opérations, temps et probabilité d’échec.
Dans certains problèmes, il n’est pas possible d’effectuer une telle opération. Mais
nous ne considérerons ici que le cas simple dans lequel c’est possible.
15.2. MDP
Le problème de planification peut être modélisé sous la forme d’un MDP dont
les états sont ceux du problème et dont les actions correspondent aux décisions des
ensembles d’opérations à déclencher. Puisque les nombres de points de décision et
de décisions possibles croissent tous deux de manière exponentielle avec le nombre
d’opérations éligibles, la difficulté principale est de maîtriser la taille du MDP obtenu.
Pour ce faire, les travaux se sont orientés vers l’utilisation et l’extension d’algorithmes
de recherche heuristique qui explorent une fraction du MDP par essais successifs, tels
que l’algorithme (L)RTDP présenté au chapitre 10 et vers la création d’heuristiques
appropriées. Ces algorithmes et heuristiques visent à résoudre le MDP de manière op-
timale, ou proche de l’optimale. Cette section détaille tour à tour ces trois points :
modélisation, algorithmes et heuristiques. Nous terminons par un aperçu de travaux
en planification automatisée, qui, bien que connexes, ne s’appuient pas directement
sur un modèle en termes de MDP.
15.2.1. Modélisation sous la forme d’un CoMDP
15.2.1.1. Etats, actions, transitions
Pour transformer un problème de planification d’opérations en un MDP, nous com-
mençons par assimiler les états de l’un à ceux de l’autre ; un état du MDP consistera
donc en une affectation des variables booléennes, une file d’événements, et éventuelle-
ment un instant courant. Une action est simplement la décision, dans un état donné, de
déclencher un ensemble (éventuellement vide) d’opérations éligibles et non mutuel-
lement exclusives. Pour cette raison, on parle souvent de CoMDP (MDP concurrents)
[MAU 04, MAU 05]. Connaissant états et actions de notre problème, on peut calculer
les probabilités de transition associées [ABE 04, MAU 05]. En pratique, étant donnés
un état et une action, ceci nécessite :
1) d’incrémenter le temps jusqu‘à la date du prochain événement de la file ;
2) de simuler le déclenchement de l’action comme décrit au paragraphe 15.1.2.2,
de manière à énumérer tous les états successeurs possibles ;
3) de calculer la probabilité d’atteindre chaque état successeur, qui, pour un état
donné, est le produit des probabilités des fils des nœuds hasard que l’on insère dans
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la file de cet état ; il convient aussi de fusionner les états identiques et de sommer leur
probabilités si plusieurs exécutions peuvent y aboutir.
15.2.1.2. Récompenses, coûts
La fonction de récompense dépend du critère choisi. Nous en discutons ici en
même temps que du type d’algorithme de résolution approprié :
– Probabilité de succès : on donne une récompense nulle par défaut, et unitaire
quand un état succès est atteint. La valeur d’un couple état-action s×a est la probabi-
lité de succès si l’on effectue l’action a dans l’état s, puis on suit la politique optimale.
En considérant tout état succès comme absorbant (sans récompense une fois dans un
tel état), on obtient un MDP à horizon infini pour lequel l’algorithme d’itération sur les
valeurs peut être employé avec le critère total (γ = 1). On peut toutefois restreindre
les états considérés aux états atteignables depuis s0.
Plutôt que d’utiliser une fonction de récompense, il peut être avantageux de se ra-
mener à un problème de plus court chemin stochastique, où l’on cherche à minimiser
l’espérance du coût pour atteindre un état terminal (succès ou échec). On affecte alors
un coût nul par défaut et unitaire lorsqu’un état échec est atteint. Si l’on inclut le temps
dans l’état, il est toujours possible de garantir que l’on atteindra un état terminal en im-
posant une borne supérieure sur la durée du plan et en considérant tout état la dépassant
comme un échec. On peut donc appliquer les algorithmes classiques de résolution des
problèmes de plus court chemin stochastique tels que (L)RTDP [BAR 95, BON 03] et
LAO* [HAN 01].
– Coût d’exécution, durée du plan : avec ces deux critères, on se situe aussi dans
le cadre d’un problème de minimisation des coûts. Pour une transition s × a → s′,
le coût c(s, a, s′) est dans un cas la somme des coûts des opérations déclenchées par
l’action a et dans l’autre cas le temps écoulé entre s et s′. Si, quel que soit l’état
atteint, il est toujours possible d’atteindre un état terminal, le MDP obtenu est encore
un problème de plus court chemin stochastique, auquel les algorithmes mentionnés
ci-dessus s’appliquent.
– Combinaison de critères : idéalement, on souhaite combiner ces critères en pri-
vilégiant la minimisation de la probabilité d’échouer. Les algorithmes adverses aux
risques [GEI 01], qui optimisent plusieurs critères ordonnés pourraient être étendus
dans cette direction. Une alternative beaucoup moins coûteuse mais qui n’offre pas de
garantie en général est de combiner les critères via une fonction de coût donnant un
poids exponentiellement plus important aux critères privilégiés : s’il y a n critères et
ci(s, a, s
′) est la fonction de coût relative au critère i, la fonction de coût globale est
c(s, a, s′) =
∑n
i=1 ci(s, a, s





Les approches présentées dans la littérature se situent toutes dans le cadre de pro-
blèmes de plus court chemin stochastique qu’elles résolvent en utilisant des variantes
de (L)RTDP. Ceci contribue à gérer l’explosion de la taille du CoMDP en le construi-
sant et l’explorant à la volée, guidé par une heuristique.
On a vu au chapitre 10 que RTDP est une version asynchrone de l’algorithme
d’itération sur les valeurs qui met à jour les valeurs des états à la fréquence à laquelle
ils sont visités par la politique gloutonne [BAR 95]. Ceci permet de se concentrer
en priorité sur les états probables et d’obtenir rapidement une politique de qualité,
ainsi que d’ignorer totalement les états non-atteignables à partir de s0. La valeur de
chaque état est initialisée de façon heuristique à la première rencontre. RTDP parcourt
l’espace d’états par essai successifs, explorant à chaque essai le chemin dicté par la
politique gloutonne, et mettant à jour les valeurs des états rencontrés sur le chemin.
Le chemin s’arrête lorsqu’un état terminal est atteint (ou lorsque le nombre de mises à
jours excède un seuil donné). Le parcours s’arrête lorsque la valeur des états explorés
a convergé à un ǫ près. La convergence en temps fini n’est pas garantie et peut être
lente si l’heuristique n’est pas suffisamment informative, car il est possible que des
états importants mais relativement peu probables ne soient pas visités suffisamment
souvent. LRTDP [BON 03] remédie à ces problèmes de convergence en étiquetant les
états comme ayant convergé ou non et en concentrant ses efforts sur les régions du
MDP n’ayant pas déjà convergé. Si l’heuristique utilisée est admissible (ses valeurs
sous-estiment le coût des états), LRTDP converge en temps fini vers la politique opti-
male.
15.3.1.2. Gestion de la mémoire
La taille des CoMDP obtenus pour des problèmes de planification d’opérations
réels est telle qu’il est nécessaire de modifier (L)RTDP pour le rendre plus efficace,
au prix d’une perte d’optimalité et de convergence. En effet, même si la majorité
des états n’est pas visitée, des scénarios assez bénins n’impliquant qu’une vingtaine
d’opérations nécessitent déjà l’exploration de millions d’états.
En particulier, des mesures supplémentaires sont nécessaires pour limiter la consom-
mation de mémoire de l’algorithme. Lorsqu’une valeur Q(s, a) indique qu’une action
est trop coûteuse, les états correspondants ne feront pas partie de la solution finale. De
tels états constituent la majorité des états en mémoire et sont obsolètes, même s’ils
peuvent être ponctuellement revisités par la politique courante. Ceci motive donc la
politique de gestion de la mémoire suivante : on enlève de la table mémorisant les états
tout état n’étant pas atteignable via la politique courante et dont la fréquence d’appa-
rition récente est en dessous d’un certain seuil [ABE 04]. Si un tel état est revisité par
la suite, il conviendra alors de réapprendre sa valeur.
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15.3.1.3. Réduction du nombre de mises à jour
Il convient aussi de limiter le temps de calcul qui est dominé par le fait que le
nombre de mises à jour à effectuer4 pour chaque état visité est linéaire en le nombre
d’actions du MDP et donc exponentiel en le nombre d’opérations du problème de pla-
nification. Pour réduire le temps de calcul, on n’effectue pour chaque état qu’un en-
semble aléatoire de mises à jour, à partir d’une distribution qui favorise les combinai-
sons d’opérations les plus « importantes » [MAU 04]. Cette distribution est générée :
(1) en mémorisant et utilisant les combinaisons pour lesquelles on a déjà découvert
des Q-valeurs faibles, et (2) en calculant les Q-valeurs de toutes les actions correspon-
dant à une opération unique et en biaisant la distribution en faveur des combinaisons
contenant des opérations à faible Q-valeurs.
15.3.1.4. Algorithmes hybrides
La résolution de problèmes de planification d’opérations a aussi motivé l’utilisa-
tion d’algorithmes hybrides qui emploient un algorithme optimal pour les états fré-
quemment visités et un algorithme rapide mais sous-optimal pour les autres états
[MAU 05]. Par exemple, on peut hybrider l’algorithme RTDP opérant dans le CoMDP
définit ci-dessus et une version de RTDP opérant dans un CoMDP « aligné » dans le-
quel on ne peut prendre de nouvelle décision qu’une fois que toutes les opérations
dernièrement déclenchées ont terminé. La figure 15.4 illustre ce concept de CoMDP
aligné. Celui-ci est beaucoup plus simple que notre CoMDP « imbriqué » car les états
n’ont plus besoin de maintenir une file d’événements.
décisions imbriquées décisions alignées 
Figure 15.4. Décisions imbriquées et alignées. Dans le cas aligné, les
décisions n’ont lieu qu’aux instants matérialisés par les lignes verticales.
Avec le CoMDP aligné, RTDP converge rapidement car l’espace d’états est plus pe-
tit, mais il produit une politique sous-optimale pour le problème initial. Avec le CoMDP
imbriqué, RTDP génère la politique optimale, mais la convergence est très lente. L’al-
gorithme hybride utilise donc RTDP dans le CoMDP imbriqué assez longtemps pour
qu’il génère une « bonne » politique pour les états fréquents mais l’interrompt bien
avant qu’il converge pour les états moins fréquents ; à partir de chaque état dont la
fréquence des visites par la politique imbriquée est insuffisante, on crée une politique
alignée en laissant RTDP converger sur le CoMDP aligné. La politique hybride retour-
née consiste en la politique imbriquée pour les états fréquents et la politique alignée
4. Le calcul du min, dans la ligne L(s)← mina∈A Q(s, a) de l’algorithme RTDP.
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pour les autres. De plus, pour garantir que l’on atteindra toujours un état terminal, on
crée aussi une politique alignée pour tout état précédant un état puits atteint par la
politique imbriquée, ainsi que pour tout état faisant partie d’un cycle de la politique
imbriquée.
L’algorithme hybride alterne donc k essais RTDP sur le CoMDP imbriqué et des
exécutions de RTDP jusqu’à convergence sur le CoMDP aligné pour les états peu fré-
quents, les états puits et les cycles. L’alternance s’arrête lorsque le coût de la politique
hybride approche celui de la politique optimale. Ceci peut être implémenté de la fa-
çon suivante [MAU 05, figure 4]. On remarque que l’estimation Ci(s0) du coût de
l’état initial fourni par RTDP dans le CoMDP imbriqué est toujours inférieure au coût
de la politique optimale (moyennant l’utilisation d’heuristiques admissibles) et que
le coût réel Ch(s0) de la politique hybride (que l’on peut évaluer par simulation),
est toujours supérieur à celui de la politique optimale. On peut donc s’arrêter lorsque
Ch(s0)−Ci(s0)
Ci(s0)
< r pour un r donné.
15.3.2. Résolution heuristique
Les algorithmes de recherche tels que (L)RTDP initialisent de manière heuristique
l’estimation du coût d’un état à leur première rencontre. Une heuristique est une fonc-
tion h(s) ≥ 0 estimant le coût optimal C∗(s) pour atteindre un état terminal à partir
de l’état s. Pour garantir la convergence de LRTDP vers la politique optimale, il suffit
que h soit admissible : h(s) ≤ C∗(s) pour tout état s. Nous détaillons maintenant
certaines des heuristiques utilisées dans le cadre de la planification d’opérations. Les
deux premières sous-sections font l’hypothèse que tous les effets des opérations se
produisent à la fin de leurs intervalles d’exécution respectifs. La durée de l’opération
op est notée ∆(op). Toutes les heuristiques présentées font l’hypothèse que le but Φ
du problème est une conjonction, c’est-à-dire un ensemble de sous-buts.
15.3.2.1. Heuristiques élémentaires
Le système MOP [ABE 04] implémente plusieurs heuristiques admissibles simples
et extrêmement rapides à calculer, estimant respectivement la probabilité d’échec du
plan, l’espérance de sa durée totale et l’espérance du coût des opérations qu’il prescrit.
Nous décrivons les deux dernières ci-dessous. Ces heuristiques sont ensuite combinées
pour estimer le coût total comme décrit au paragraphe 15.2.1.2 – via une pondération
exponentielle. Dans la suite, on note buts(Φ, s) l’ensemble des sous-buts de Φ qui ne
sont pas encore satisfaits dans l’état s et prod(φ) l’ensemble des opérations ayant le
sous-but φ parmi leurs effets possibles.
Nous commençons par exprimer une borne inférieure de la durée du plan : le maxi-
mum de toutes les durées requises pour établir chacun des sous-buts. La durée requise
pour établir un sous-but donné est le minimum des durées des opérations pouvant
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Il s’agit bien d’une borne inférieure puisque 1) on ne considère que le coût de la
production du sous-but le plus critique, 2) on ignore le fait que produire un sous-
but peut en détruire un autre et 3) on fait l’hypothèse que l’on contrôle le résultat
probabiliste des opérations.
On peut construire une borne inférieure du coût du plan (e.g. sa consommation de
ressources) de façon similaire, en sommant les coûts minimaux nécessaires à la pro-
duction de chaque sous-but, mais il faut faire attention à ne pas sommer plusieurs fois
le coût d’une opération pouvant produire plusieurs sous-buts. Le calcul exact de l’en-
semble d’opérations de moindre coût produisant tous les sous-buts est un problème
NP-difficile, mais l’on peut construire une sous-approximation en divisant le coût
d’une opération par le nombre de sous-buts qu’elle produit. Ainsi, si une opération
a le coût le plus faible pour tous les sous-buts qu’elle produit, l’opération contribuera
pour son coût exact à la somme. Si elle n’a le coût le plus faible que pour un sous-







|{φ′ ∈ buts(Φ, s) : op ∈ prod(φ′)}| ≤ C
∗
c (s)
15.3.2.2. Heuristiques obtenues par relaxation du CoMDP
Des heuristiques plus informatives peuvent être obtenues en résolvant de façon
optimale une relaxation du CoMDP initial, i.e. un problème plus simple. Une telle
relaxation est plus facile à résoudre et produit une politique optimale moins coûteuse
que l’originale qui peut donc servir d’heuristique admissible.
Le système DUR [MAU 05] met en œuvre par exemple deux heuristiques obtenues
par relaxation pour estimer l’espérance de la durée du plan. La première, l’heuristique
de « concurrence maximale », est basée sur l’observation que la durée moyenne de
la politique optimale pour le MDP séquentiel (aucun parallélisme permis), divisée par
le nombre maximal d’opérations pouvant avoir lieu en parallèle à tout instant, est une
borne inférieure de la durée moyenne optimale du CoMDP. On calcule donc cette heu-
ristique de la façon suivante. On résout le MDP séquentiel dont les états consistent
seulement en une affectation des variables booléennes, dont les actions sont les opé-
rations du problème et pour lequel le coût d’une transition est la durée de l’opération
impliquée. On obtient une politique optimale de coût C∗seq(m) pour chaque état m du





où m(s) est l’affectation des variables booléennes de l’état s et maxconc est le
nombre maximal d’opérations pouvant s’exécuter en parallèle à tout instant.
La deuxième heuristique mise en œuvre dans le système DUR est l’heuristique dite
de « l’anticipation des effets ». L’idée est de prétendre que l’on connaît tous les effets
des opérations dernièrement déclenchées sans attendre, c’est-à-dire dès le prochain
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instant de décision. L’état du CoMDP résultant est représenté par un couple (m, δ), ou
m est l’état du système qui tient compte des effets que l’on connaît par anticipation
et δ est la durée jusqu’à la date de terminaison la plus tardive des opérations en cours
d’exécution. Intuitivement, ceci signifie que l’on atteindra l’état m après une durée
δ. La figure 15.5 donne un exemple dans lequel, à partir de l’état m du système, on
déclenche 3 opérations se terminant respectivement après 2, 4 et 8 unités de temps et
dont les effets cumulés nous mènent à l’étatm′ du système. L’état résultant du CoMDP
relaxé est (m′, 6), car les effets sont connus dès la terminaison de l’opération b après
deux unités de temps et il reste 6 unités jusqu’à terminaison de la dernière opération
(a). Le coût d’une transition du CoMDP relaxé représente la durée de laquelle le temps
avance entre deux états. Elle correspond à la durée jusqu‘à la prochaine terminaison








Figure 15.5. Anticipation d’effets.
Le CoMDP résultant est bien d’une relaxation car (1) on a d’avantage d’information
plus tôt sur ce qui va se produire et (2) on a perdu la trace des instants auxquels
les différentes actions se terminent et on autorisera par conséquent le déclenchement
d’opérations dont les préconditions ne sont pas forcément vérifiées. A partir d’une
solution optimale, de coût C∗ee(σ) pour chaque état σ = 〈m, δ〉 du CoMDP relaxé, on




p(m′ | m(s), ex(s))C∗ee(〈m′, last(s)〉) ≤ C∗∆(s)
où ex(s) est l’ensemble des opérations en cours d’exécution dans l’état s et last(s)
est la durée jusqu’à la terminaison la plus tardive d’une action de ex(s).
On se référera à [MAU 06] pour une extension de ce type d’heuristiques et des
algorithmes hybrides au cas de durées stochastiques.
15.3.2.3. Heuristiques basées sur le graphe de planification
Le graphe de planification est une structure de données souvent utilisée pour construire
des heuristiques [BRY 06]. Il peut être vu comme une approximation de l’espace
d’état du problème. L’origine de ce graphe est le planificateur atemporel et déter-
ministe Graphplan [BLU 97], qui l’utilise pour déterminer s’il est possible, à partir
de l’état initial, d’atteindre un état but en moins de n étapes — à chaque étape, on
autorise l’exécution parallèle d’un ensemble d’opérations non-mutex qui sont toutes
supposées se terminer avant l’étape suivante. Le graphe fournit, en temps polynomial,
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une condition nécessaire mais insuffisante à l’atteignabilité. Une extension du graphe
de planification permet d’obtenir une borne inférieure de la probabilité d’échec pour
des problèmes de planification temporels probabilistes tels que nous les avons défi-
nis [LIT 05]. Dans ce cadre, l’estimation consiste en trois étapes : (1) construction du
graphe, (2) association de bornes inférieures aux nœuds du graphe, puis (3) combinai-
son de ces bornes pour arriver à une estimation heuristique de la probabilité d’échec
d’un état donné du CoMDP. Nous considérons chacune de ces étapes tour à tour.
Étape 1 : le graphe et sa construction
Le graphe de planification traditionnel (déterministe, a-temporel) consiste en une
alternance de niveaux dont chacun est constitué soit de nœuds représentant des propo-
sitions (variables booléennes), soit de nœuds représentant des opérations. Il se construit
à partir de la description des opérations, en partant de l’état initial du problème de
planification. Les successeurs d’un nœud opération d’un niveau donné sont les propo-
sitions du niveau suivant représentant les effets positifs de l’opération (les variables
que l’opération met à la valeur 1) et ses prédécesseurs sont les propositions du niveau
précédent représentant ses préconditions.5 On se référera à [GHA 04, chap. 5] pour
les détails de la construction du graphe et de ses propriétés. Nous mentionnons sim-
plement ici que le graphe est de taille polynomiale en la taille du problème et que la
présence d’un fait ou d’une opération à un niveau n donné indique qu’il n’est pas im-
possible que le fait soit atteignable ou que l’opération soit exécutable après n étapes.
Par rapport au graphe traditionnel, le graphe de planification temporel probabiliste
contient un type de nœud supplémentaire : les nœuds hasard. Ceux-ci correspondent
aux nœuds hasard des arbres définissant les effets des opérations. Avec cette extension,
les nœuds opération sont maintenant reliés à des nœuds hasard, les nœuds hasard à des
nœuds proposition ou à d’autres nœuds hasard et les nœuds proposition à des nœuds
opération. Afin de traiter les aspects temporels du problème, chaque niveau est associé
à une date. Les successeurs d’un nœud hasard ne se trouvent pas nécessairement au
niveau « suivant », mais au niveau dont la date est appropriée.
Étape 2 : Calcul du coût des nœuds du graphe
On génère le graphe à partir de l’état initial du problème jusqu’à un horizon tempo-
rel (une date donnée). On calcule ensuite, par propagation arrière, pour chaque nœud
n du graphe, un vecteur de coûts cn[i], qui reflète la capacité du nœud à contribuer à
l’atteignabilité du iième sous-but Φi. Un coût nul signifie que le nœud (éventuellement
en combinaison avec d’autres) est capable de rendre le sous-but inévitable, alors qu’un
coût de 1 signifie que le nœud n’est pas pertinent à l’atteignabilité du sous-but. Les
vecteurs de coûts des nœuds du dernier niveau du graphe, qui sont des nœuds proposi-
tion, sont initialisés de la façon suivante : cn[i] = 0 si n = Φi et cn[i] = 0 sinon. Puis
les coûts sont propagés en arrière, selon des règles qui garantissent l’admissibilité et
5. On suppose que Pre(op) est une conjonction de propositions atomiques.
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où Succ(n) est l’ensemble des successeurs du nœud n du graphe.
Étape 3 : Estimation du coût d’un état du CoMDP
Enfin, les composants des vecteurs de coût sont combinés, toujours de manière
admissible, pour estimer le coût d’un état donné du CoMDP. On considère pour cela
les nœuds du graphe qui sont pertinents pour l’état. Il s’agit des nœuds propositions
ou hasard du graphe (au niveau dont la date est appropriée) qui représentent les va-
riables booléennes à vrai dans l’état, ainsi que les effets et les nœuds hasard de la file
d’événements [LIT 05]. On fait ensuite le produit des vecteurs de coûts des nœuds
pertinents et on retient comme estimation finale la composante maximale du produit.




Pour finir, notons que le graphe de planification n’est pas limité à l’estimation de
l’atteignabilité et de la probabilité d’échec, mais est souvent utilisé pour estimer la
durée ou le coût d’un plan [BRY 06].
15.3.3. Autres approches à base de modèles
Outre l’approche MDP, les recherches en planification automatisée étudient une
multitude d’autres modélisations et algorithmes. Ceux-ci vont de représentations à
base de systèmes de transitions et d’algorithmes de recherche heuristique, aux repré-
sentations logiques ou à base de contraintes et d’algorithmes de statisfiabilité, model-
checking, de démonstration de théorème et de propagation de contraintes, en passant
par des représentations et algorithmes basés sur les graphes [GHA 04]. Nous donnons
ici un aperçu des travaux les plus pertinents en planification temporelle probabiliste.
15.3.3.1. Recherche heuristique dans un graphe ET-OU
Prottle [LIT 05] est un système de planification temporelle probabiliste utilisant
une modélisation à base de systèmes de transition représenté par un graphe ET-OU et
un algorithme de recherche heuristique inspiré à la fois par LRTDP et AO*. Les états
du systèmes de transition sont les états du problème de planification comme définis
précédemment. Les transitions correspondent au choix d’une opération à déclencher
à l’instant courant, à l’avancement du temps jusqu’à l’instant du prochain événement
de la file et au traitement d’un événement de la file. Une différence, par rapport à
la modélisation en terme de CoMDP, est donc que l’on décompose une transition du
MDP en autant de transitions que d’opérations déclenchées ou d’événements traités.
De plus, un état du système est un état OU si l’on y choisit une opération à déclencher
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ou un événement déterministe à traiter et un état ET si l’on y traite un événement
probabiliste.
L’algorithme de recherche opère par essais successifs comme (L)RTDP, et utilise
non seulement une borne inférieure L(s) sur le coût de chaque état s, mais aussi une
borne supérieure U(s). La borne inférieure est initialisée par l’heuristique basée sur
le graphe de planification discutée à la sous-section précédente. Le coût d’un état
converge lorsque U(s) − L(s) ≤ ǫ. L’algorithme met à jour les bornes et les labels
(« convergé ») des états du chemin uniquement lorsque la fin du chemin (un état ter-
minal succès ou échec) est atteint. Les formules de mise à jour des bornes d’un état
en fonction de celles de ses successeurs Succ(s) dépendent du type de borne (L-U ) et
du type d’état (ET-OU) considérés :
LOU (s) := max(L(s),mins′∈Succ(s) L(s
′))
UOU (s) := min(U(s),mins′∈Succ(s) U(s
′))








LRTDP sélectionne le prochain état du chemin à explorer aléatoirement parmi
ceux résultant de l’exécution de la politique gloutonne. L’algorithme de recherche de
Prottle sélectionne le prochain état de façon déterministe, implémentant une stratégie
qui vise à générer le plus rapidement possible un chemin vers un état succès, puis à
rendre robuste les chemins connus vers le but. Formellement, l’état sélectionné est le
successeur s (parmi ceux n’ayant pas encore convergé) maximisant Pr(s)U(s) et à
résultat égal, celui maximisant Pr(s)L(s).
De part son algorithme de recherche qui implémente une stratégie de planification
intéressante et qui exploite à la fois borne inférieure et supérieure, Prottle constitue
une alternative intéressante aux modélisations et algorithmes basés sur les MDP.
15.3.3.2. Algorithmes basés sur le graphe de planification
Le graphe de planification évoqué dans la sous-section précédente n’est pas seule-
ment une source de génération d’heuristiques, mais aussi un espace qui peut être
exploré (traditionnellement par recherche arrière) pour générer un plan concurrent
[GHA 04, pp. 125-129]. Graphplan [BLU 97] a été le premier à exploiter cette idée
qui est maintenant présente dans de nombreux planificateurs. Paragraph [LIT 06] est
une extension de Graphplan pour les systèmes probabilistes équivalents aux CoMDP.
Paragraph forme un plan contingent optimal en concaténant des sous-trajectoires gé-
nérées par Graphplan.
Cette idée de concaténer des trajectoires est aussi présente dans des travaux sur la
génération incrémentale de plans contingents [DEA 03]. Ici, le but n’est pas de générer
un plan optimal, mais un plan couvrant les contingences les plus utiles. L’identification
de ces contingences, i.e., l’estimation de leur utilité, s’appuie sur une propagation
arrière des fonctions d’utilité dans le graphe de planification.
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Paragraph est un planificateur probabiliste concurrent, mais non-temporel. Des tra-
vaux sont en cours pour l’étendre au cas temporel, en compilant les opérations tem-
porelles en opérations instantanées que Paragraph sait déjà traiter et en gérant les
contraintes de temps entre ces dernières opérations via un algorithme de program-
mation linéaire. Cette façon de combiner graphe de planification et programmation
linéaire est inspirée par le planificateur temporel déterministe LPGP [LON 03] et
constitue une voie extrêmement prometteuse pour la planification temporelle probabi-
liste.
15.3.3.3. GSMDP
Le processus de décision semi-Markovien généralisé (GSMDP) [MAT 62] est un
formalisme puissant pour décrire des systèmes à événements discrets composés de
processus asynchrones opérant en temps continu ou discret et en présence d’incerti-
tude. Comme son nom l’indique, un GSMDP est une généralisation des processus de
décision semi-Markovien (SMDP), qui permet de modéliser des durées dont les dis-
tributions de probabilité (qui peuvent avoir recours à une mémoire, comme dans les
SMDP) ne dépendent pas seulement de l’état courant, mais de la trajectoire suivie par
le système. Un GSMDP peut être vu comme la composition de SMDP concurrents.
Les GSMDP permettent de modéliser des problèmes de planification d’opérations
plus généraux que ceux que nous avons considérés dans cette section [YOU 03a].
En particulier, le temps continu, les événements hors du contrôle du planificateur,
les distributions généralisées qui requièrent une mémoire (par exemple Weibul) sont
facilement modélisés, tout en permettant des événements et actions concurrents.
Les techniques pour résoudre ces problèmes de planification très généraux incluent
des méthodes génère-teste-répare, fondées sur une évaluation par échantillonnage pro-
babiliste de la politique courante [YOU 03b], ou encore l’approximation du GSMDP
par un MDP s’appuyant sur l’approximation des distributions généralisées par des lois
phase type [YOU 04a]. Bien que ces techniques n’offrent pas de garantie d’optimalité,
le formalisme GSMDP constitue une avenue de recherche prometteuse pour la planifi-
cation temporelle probabiliste.
15.4. Apprentissage par renforcement : FPG
15.4.1. Employer des méthodes approchées
Tous les algorithmes présentés jusqu’ici pour résoudre des problèmes de planifica-
tion d’opérations passent par l’estimation de l’utilité de couples état-action. Comme
dans la majorité des approches de résolution de MDP, cela permet de déterminer la
meilleure action à effectuer dans chaque état, ou au moins dans chaque état visité par
la politique optimale trouvée.
Mais le nombre d’états concernés est souvent très grand, ce qui rend de tels algo-
rithmes très gourmands en mémoire, même si de bonnes heuristisques sont employées
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pour limiter leur exploration. Certains pallient la croissance exponentielle de ces be-
soins en mémoire en faisant des approximations, comme on l’a vu dans le cas d’al-
gorithmes hybrides en section 15.3.1.4. Mais une approche qui n’a été proposée que
récemment est d’utiliser des fonctions d’approximation, que ce soit pour approcher
une fonction de valeur (chapitre 11) ou pour définir une politique (chapitre 12).
L’algorithme FPG (Factored Policy-Gradient) [ABE 05] propose ainsi d’employer
une des méthodes de gradient stochastiques vues au chapitre 12 pour résoudre des
problèmes de planification d’opérations. Le principe est de faire fonctionner un de
ces algorithmes d’apprentissage par renforcement en interaction avec un simulateur
du problème de planification (on suppose un tel simulateur disponible). Pour rappel,
dans ce cadre une politique est vue comme une fonction paramétrée, l’apprentissage
correspondant à l’optimisation des paramètres. Pour présenter FPG plus en détails,
nous allons principalement discuter de deux points importants dans sa conception :
1) le choix de la forme de la politique paramétrée, et
2) le choix de l’algorithme d’optimisation le plus approprié.
15.4.2. Politique paramétrée
Pour faire le choix de la forme de la politique paramétrée, nous partons des contraintes
que posent les entrées et sorties requises. L’objectif est de trouver un bon compromis
pour que la forme dépende d’un petit nombre de paramètres mais puisse toujours re-
présenter des politiques efficaces.
15.4.2.1. Entrées
Parce qu’un problème de planification d’opérations est doté au départ d’une cer-
taine structure, il est naturel de prendre comme entrées de l’approximateur de fonction
non un simple numéro identifiant l’état courant, mais un vecteur dépendant de cet état
courant. Dans notre cadre de travail, une information complète est donnée par 1) les
variables booléennes du modèle et 2) la file des événements à venir prévus. Du fait
de sa longueur variable, une file d’événements se prête mal à une représentation sous
la forme d’un vecteur, à moins de ne garder qu’un nombre réduit d’événements (les
plus proches dans le temps par exemple). Dans le planificateur FPG, le choix fait est
de restreindre le vecteur d’entrée ~o aux variables booléennes.
15.4.2.2. Sorties
A chaque instant de prise de décision, il faut déterminer pour chaque opération
éligible si elle doit être exécutée ou pas. Mais, idéalement, une politique paramétrée
renvoie une distribution de probabilité sur les actions possibles, une action correspon-
dant au déclenchement d’un ensemble d’opérations éligibles. Cela pose un problème
parce que :
– le nombre d’actions possibles croît de manière exponentielle avec le nombre
d’opérations éligibles et
– une distribution de probabilité sur un nombre d’actions variable paraît difficile à
représenter avec une fonction d’approximation.
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Pour résoudre ce problème, FPG emploie un contrôleur factorisé en un sous-contrôleur
par opération. Pour l’entrée ~o courante, FPG calcule ainsi pour chaque opération
éligible op une probabilité de l’exécuter P (op|~o; ~θop), puis échantillonne un sous-
ensemble de ces opérations. Mais encore faut-il ne pas déclencher des opérations mu-
tex. Pour cela, la solution employée par FPG consiste simplement à identifier les opé-
rations en conflit et à en retirer aléatoirement jusqu’à ce que tous les conflits soient
résolus.
15.4.2.3. Fonction d’approximation
Ayant défini entrées et sorties, divers approximateurs de fonction peuvent encore
être employés. En pratique, les implémentations de FPG ont utilisé jusqu’ici des arbres
de décision et, surtout, des réseaux de neurones de type perceptron. Les meilleurs ré-
sultats ont été obtenus avec des perceptrons sans couche cachée, aussi appelés réseaux
linéaires (voir équation (12.4)).
La figure 15.6 montre un tel contrôleur basé sur des réseaux linéaires. Dans ce cas
particulier, un état contient non seulement une file d’événements et des variables boo-
léennes (appelées « prédicats »), mais aussi le temps et des ressources. Le contrôleur
est ici vu en interaction avec un simulateur via la fonction chercheSuccesseur(st,~at)







P [¬opN |~ot, ~θN ] = 0.5
P [¬op2|~ot, ~θ2] = 1
P [opN |~ot, ~θN ] = 0.5
P [op1|~ot, ~θ1] = 0.1
















Figure 15.6. Schéma de principe du contrôleur FPG
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On notera que les méthodes de gradient peuvent au besoin gérer des entrées et des
sorties continues. On peut donc en théorie aborder des problèmes plus complexes que
ceux présentés ici. Un exemple type est la gestion de projets dans lesquels les durées
des tâches sont incertaines.
15.4.3. Méthodes de gradient
15.4.3.1. Terminaison d’une exécution
De tels problèmes de planification d’opérations se terminent quand un état terminal
est atteint, qu’il s’agisse d’un succès ou d’un échec. Mais il est aussi possible que des
exécutions de politique ne se terminent jamais. En particulier, il est possible de se
trouver dans une partie de l’espace d’états sans issue, quelle que soit la politique. Pour
éviter qu’un algorithme d’apprentissage se retrouve ainsi bloqué, il faut définir une
durée maximale Tmax au bout de laquelle tout état est considéré comme un échec.
Cette durée peut être mesurée en unités de temps (secondes, heures, jours...) ou en
nombre de points de décisions.
15.4.3.2. Choix d’OLpomdp
Parce que l’on garantit ici la terminaison de toute exécution, on peut adopter une
méthode de gradient pour processus régénératif (voir section 12.2.3.1). Les implémen-
tations actuelles de FPG utilisent toutefois l’algorithme OLpomdp (algorithme 12.3,
page 369) pour bénéficier de l’efficacité de son apprentissage en ligne. On préfère
aussi OLpomdp à d’autres algorithmes plus coûteux en temps de calcul, telles que
les méthodes « Acteur-Critique » vues en section 12.3, parce que l’on bénéficie ici
d’échantillons à très faible coût si un simulateur rapide existe.
15.4.3.3. Critère optimisé
Tel qu’il a été décrit, OLpomdp optimise la récompense moyenne par pas de simula-
tion. Or, dans le cas de la planification d’opérations, le critère qu’il faudrait employer
est la récompense moyenne par exécution complète (par chemin d’un état initial à un
état terminal). Au lieu de maximiser par exemple la probabilité de succès, OLpomdp va
maximiser la fréquence à laquelle des succès sont rencontrés, faisant un compromis
entre probabilité de succès et exécutions courtes. Pour corriger ce phénomène, on peut
modifier OLpomdp comme suit :
– effacer la trace d’éligibilité à chaque fois que l’on repart de l’état initial ; et
– ajouter des étapes de décision fictives afin que toutes les exécutions soient de
même longueur ; et
– accumuler les récompenses pendant une exécution pour ne les consommmer
qu’une fois un état terminal atteint.
En pratique, OLpomdp a principalement été utilisé sans effectuer ces corrections. Une
raison à cela est que l’apprentissage est plus difficile quand les exécutions sont longues.
On préfère ne pas ajouter des pas de décision fictifs si cela permet d’apprendre des po-
litiques favorisant des exécutions courtes.
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15.4.4. Améliorations de FPG
Parce qu’il est basé sur une méthode de gradient, FPG peut bénéficier de quelques
améliorations.
D’abord, FPG souffre du fait que son exploration initiale est aléatoire, assimilable
à un mouvement brownien. Prenons le célèbre monde des blocs [SLA 01] dans lequel
des blocs numérotés doivent être empilés selon une configuration donnée. On observe
que, si une politique aléatoire est suivie, la fréquence à laquelle la configuration but
est rencontrée décroît de manière exponentielle quand le nombre de blocs considé-
rés augmente. Il serait donc utile d’orienter les recherches de FPG. Deux approches
envisageables sont :
– utiliser un estimateur de progrès : il s’agit de donner à chaque décision une ré-
compense indiquant si l’on semble s’être rapproché ou éloigné du but ; une difficulté
est d’estimer la distance au but ; mais un estimateur simple s’est déjà montré très effi-
cace [BUF 06] ; et
– suivre les décisions d’une heuristique : au lieu de commencer avec une politique
aléatoire, il est envisageable de bénéficier de règles de décisions réputées efficaces,
telles que celles développées dans le domaine de la planification classique (détermi-
niste).
D’autre part, les calculs effectués par OLpomdp restent en général assez coûteux.
Or dans de nombreux problèmes de planification d’opérations, la récompense reçue
est la plupart du temps nulle. Il est alors possible 1) de ne modifier le vecteur ~θ que
quand une récompense est présente et 2) de ne faire décroître la trace d’éligibilité liée
à une opération que quand une récompense est reçue ou quand cette opération est
utilisée.
15.5. Expérimentations
Ces expérimentations, reprises de [ABE 07a], comparent MOP, Prottle et FPG.
Nous présentons des résultats selon trois critères : la probabilité d’atteindre un état
but, la longueur moyenne d’exécution (que le résultat soit un succès ou un échec), et
la récompense moyenne à long terme (pour FPG). Les problèmes considérés sont :
– Probabilistic Machine Shop (MS) (un problème de gestion de machines dans un
atelier) [MAU 05],
– Maze (MZ) (un labyrinthe),
– Teleport (TP) (un scénario de science-fiction dans lequel la téléportation lente
est plus sûre que la rapide) [LIT 05], et
– PitStop (une course de voitures avec gestion des arrêts au stand et durées d’action
incertaines) [ABE 07a]
Pour les trois premiers problèmes, on utilise ici les versions données dans [LIT 05].
Les expérimentations utilisent : FPG avec des réseaux linéaires, MOP, Prottle, une
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politique aléatoire déclenchant les actions au hasard et une politique naïve qui tente
d’exécuter toutes les actions éligibles. Ces deux derniers algorithmes permettent de
vérifier qu’une optimisation est nécessaire pour obtenir de bons résultats.
Toutes les expérimentations ont une durée maximale de 600 secondes. D’autres
paramètres sont décrits dans le tableau 15.2. En particulier, le pas de gradient constant
α a été choisi comme la plus grande valeur garantissant une convergence sûre sur
100 exécutions sur tous les domaines. Les expérimentations ont été effectuées sur
un Pentium IV 2.4GHz avec 1Go de mémoire vive. Les résultats sont résumés dans
le tableau 15.1. A part pour Prottle, les probabilités d’échec et longueurs moyennes
d’exécution ont été estimées à partir de 100 000 exécutions simulées du plan optimisé.
Les résultats de Prottle viennent de [LIT 05], en citant les plus petits résultats de pro-
babilité d’échec. Les expérimentations avec FPG et MOP ont été répétées 100 fois
pour tenir compte de la nature stochastique de l’optimisation. Les expérimentations
répétées avec FPG sont importantes pour mesurer l’effet des minima locaux. Pour
FPG et MOP sont présentés les résultats moyens sur 100 optimisations et, entre pa-
renthèses, la meilleure optimisation parmi les 100 (en prenant la probabilité d’échec
comme critère). Les petites différences entre résultats moyens et meilleurs résultats
indiquent que les optima locaux n’ont pas été trop sévères.
En général, le tableau 15.1 montre que FPG est au moins comparable avec Prottle
et MOP, et meilleur sur le problème le plus difficile : Machine Shop. Les mauvaises
performances de Prottle dans le problème Teleport — 79,8% d’échec par rapport aux
34,4% de FPG — viennent de ce qu’il considère ici des longueurs d’exécution de 20
unités de temps au plus.
Le tableau 15.1 montre que Prottle obtient de bons résultats plus vite sur Maze et
Machine Shop. L’optimisation apparemment plus lente chez FPG ou MOP est due à
leur convergence asymptotique. Pour FPG, le critère est d’optimiser jusqu’à ce que la
récompense moyenne à long terme ne s’améliore plus pendant 5 estimations de suite
(de 10 000 pas chacune). En pratique, de bonnes politiques sont trouvées bien avant la
convergence de ce critère [ABE 07a]. Les résultats expérimentaux pour le problème à
temps continu PitStop montre la capacité d’optimisation de FPG dans un cadre où les
variables aléatoires sont aussi bien discrètes que continues.
15.6. Conclusion et perspectives
Ce chapitre a présenté une application particulière des processus de décision mar-
koviens : la planification d’opérations. Dans ces problèmes, les espaces d’état et d’ac-
tion (une action étant un ensemble d’opérations) sont très structurés. On cherche donc
à exploiter cette structure pour pallier l’explosion combinatoire de la taille de ces es-
paces. Les algorithmes présentés passent en général par une évaluation de la fonction
de valeur, l’un d’entre eux (FPG) préférant à cela une optimisation par méthode de
gradient. Ces algorithmes sont rendus plus efficaces en exploitant des méthodes clas-
siques telles que :
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Prob. Opt. % échec LP R Temps
MS FPG 1,33 (0,02) 6,6 (5,5) 118 (166) 532 (600)
MS FPG 0,02 5,5 166 600
MS Prottle 2,9 272
MS MOP débordement mémoire
MS aléatoire 99,3 18 0,1
MS naïve 100 20 0,0
MZ FPG 19,1 (14,7) 5,5 (6,9) 134 (130) 371 (440)
MZ FPG 14,7 6,9 130 440
MZ Prottle 17,8 10
MZ MOP 7,92 (7,15) 8,0 (8,2) 71 (72)
MZ MOP 7,15 8,2 72
MZ aléatoire 76,5 13 16,4
MZ naïve 90,8 16 8,6
TP FPG 34,4 (33,3) 18 (18) 298 (305) 340 (600)
TP FPG 33,3 18 305 600
TP Prottle 79,8 442
TP MOP débordement mémoire
TP aléatoire 99,6 15 1,0
TP naïve 100 19 0,0
PitStop FPG 0,0 20180 142 41
PitStop aléatoire 29,0 12649 41,0
PitStop naïve 100 66776 0,0
Tableau 15.1. Résultats sur 3 domaines d’essai. Les expérimentations pour
MOP et FPG ont été répétées 100 fois. La colonne Opt. donne le moteur
d’optimisation utilisé. % échec=pourcentage d’exécutions échouées,
LP=longueur du plan, R est la récompense moyenne à long terme, et Temps
est le temps d’optimisation en secondes.
Paramètre Valeur Opt.
~θinit 0 FPG
α 1× 10−5 FPG
β 0,95 FPG
ǫ 1 MOP
ǫ 0,0 à 0,6 Prottle
Tableau 15.2. Réglages de paramètres non discutés dans le texte.
– utiliser une heuristique réputée indiquer souvent la bonne direction à suivre ;
– résoudre d’abord un problème simplifié avant de résoudre le problème original
(on parle de relaxation de contraintes) ; ou
– restreindre l’espace des solutions explorées (au risque de perdre en optimalité).
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Planification probabiliste non-temporelle non-concurrente
Les travaux présentés ici sont tous récents parce qu’ils sont parmi les premiers à
s’attaquer au problème difficile de la planification d’opérations. Mais ils ont été précé-
dés par des recherches dans des cas plus simples de planification probabiliste, cas dans
lesquels les opérations ne peuvent être concurrentes et le temps n’apparaît pas. Un bon
endroit pour trouver des références sur ce sujet est la compétition internationale de pla-
nification (IPC), au cours de laquelle une catégorie « planification probabiliste » a déjà
été organisée en 2004 et 2006.
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