Electron transfer (ET) reactions are essential in chemical and biological process. For a system with classical nuclei, the non-adiabatic Marcus ET theory gives the thermal rate constant as 1, 2
with the free energy difference between donor and acceptor states, λ the solvent reorganization energy, the nonadiabatic electronic coupling, β = 1/k B T and the activation free energy is G ‡ = ( − λ) 2 /4λ. Despite its predictive success, trajectory based methods that incorporate a quantum electronic description and semi-classical treatment of solvent fluctuations are desirable for explicit simulation of ET in complex systems. [3] [4] [5] Methods for simulating condensed phase non-adiabatic processes include Ehrenfest or semi-classical approaches based on the initial value representation (SC-IVR). 6, 7 In particular, linearized approximations (LSC-IVR) [8] [9] [10] [11] provide trajectory-based computation of thermal reaction rates. Ehrenfest methods encounter problems in the electronically adiabatic regime, 12 while LSC-IVR methods 8 are less reliable in the non-adiabatic limit. 10, 11 Imaginary-time path-integral methods, such as semiclassical instanton theory (SCI) [13] [14] [15] and ring polymer molecular dynamics (RPMD) 16, 17 include nuclear tunneling effects. These can accurately treat the ET rate in the normal regime, 14, 18, 19 but fail in the Marcus inverted region due to breakdown of SCI theory as applied to deep tunneling between asymmetric wells. 18 Nevertheless, developments in the a) Electronic mail: pengfhuo@caltech.edu b) Electronic mail: tfm@caltech.edu c) Electronic mail: coker@bu.edu methodology and analysis of RPMD show promise in addressing this issue. [20] [21] [22] [23] Trajectory surface hopping (SH) techniques have also been explored in the context of ET rate constant calculations. 4 Recent studies have demonstrated the success of the SH method for calculating the ET rate in various parameter regimes. 12, 24 However, these studies show implementation dependence 12, 24 related to treatment of electronic decoherence, 24 or ambiguous choice of estimator for state populations. 12 Recently, two of us presented a partial linearized semiclassical approach to propagate the density matrix (PLDM). 25 Rather than linearizing the dynamics of all degrees of freedom (DOF) as with LSC-IVR, PLDM only linearizes in the nuclear DOF, explicitly keeping forward and backward paths of the electronic DOF. This method can be viewed as a partial forward-backward (FB) path integral approach. 7 An important feature of PLDM dynamics observed numerically in model problems 25, 26 is that it not only accurately captures the short time coherent behavior, but also relaxes to a reliable description of thermal equilibrium in the quantum subsystem state populations. In fact, it has been recently demonstrated 27 that iterative implementation of PLDM 26 is equivalent to the full solution of the mixed quantum-classical Liouville (MQCL) equation, 28 which is exact for spin-boson problems 29 and in general the stationary solution of the MQCL equation agrees to O(¯) with the exact quantum equilibrium density. 30 This is important as reliable results for transport properties are sensitive to accurate relaxation to thermal equilibrium. Neither LSC-IVR nor Ehrenfest dynamics recover thermal equilibrium state populations at long time due to their approximate mean field treatment, though surface hopping methods seem to describe thermalization accurately in model studies. 31 These features of the PLDM approach suggest that it may provide better ET rates than other trajectory based methods in various regimes. We explore this proposal in the current communication.
The exact expressions for the thermal rate constant, equivalently written as the integral of the flux-flux correlation function, C ff (t), or the long-time limit of the flux-side correlation function, C fs (t) are [32] [33] [34] [35] The real-time correlation function of operatorsÂ andB with discrete electronic states and continuous environmental variables is
where B n t n t = n t R N |B|n t R N . We replace the evolution of the discrete electronic subsystem exactly by the continuous dynamics of a system of fictitious mapping harmonic oscillators, 37 thus putting the description of the evolution of the nuclear and electronic DOF on the same footing. The quantum state operators map to the continuous variables of the harmonic oscillators as: |β α| →â † βâ α , wherê a α = 1 √ 2¯(q α − ip α ). We transform the forward and backward nuclear DOF, R and R , to the meanR = (R + R )/2 and difference Z = R − R variables, and linearize the combined forward-backward propagator in Z. 8, 11, 38 Keeping all orders in the electronic DOF, we express them using mapping variables in the coherent state representation, 25, 38 giving C AB (t) = n 0 ,n t ,n 0 n t dR 0 dq 0 dp 0 dq 0 dp
This result gives a generalized method to computing thermal time correlation functions. Here, G 0 = e and
provide the initial distributions for the forward and backward mapping vari- 
These PLDM equations can be put into hamiltonian form by canonical transformation, defining the tilde variables by dividing all mapping DOF by
Our model ET hamiltonian has the form
, and |1 and |2 specify electron donor and acceptor state, respectively. A collective solvent coordinate Q with frequency is linearly coupled to the electronic subsystem with strength C s = λ 2 /2. 24 The Q coordinate is also linearly coupled to a set of dissipative bath DOF, with coupling strengths c i , determined from the spectral density j (ω) = 44 or using the approximate expression
However, formulation of the rate constant in this way leads to significant increase in the oscillations of C ff (t) with increasing driving force and results in considerable numerical difficulty converging the rates in the inverted regime. 45 An alternative perturbative expansion 46 of e −βĤ gives numerically favorable evaluation of the rate in both normal and inverted regimes. Here the thermal flux operator used is 10, 11 (e −βĤ 11 ) W (F ) W , and we sample initial collective DOF from (e −βĤ 11 ) W = tanh(
2 )]. 12 The supplementary materials 45 detail numerical convergence. Figure 1 compares various approximate trajectory-based methods for computing the ET rate constant in the symmetric case ( = 0). The electronic coupling, , is varied over many orders of magnitude and demonstrates that the rate calculated from the approximate PLDM result in Eq. (4) accurately recovers the crossover from the non-adiabatic regime at weak electronic coupling to the adiabatic regime for strong coupling. 45 The results of other methods displayed are less accurate across this broad range of coupling. The LSC-IVR approach, 8 while providing accurate results in the strong coupling adiabatic limit, deviates significantly from the analytic result in the non-adiabatic regime giving rates that are nearly an order of magnitude too large. 10, 11 On the other hand, Ehrenfest and SH dynamics (as implemented in Ref. 12) , which generally perform better in the non-adiabatic limit, deviate significantly, in different ways, from the adiabatic rate expression in the strong electronic coupling regime. The ET rates calculated using the state resolved instanton approach, 14 the imaginary-time flux-flux correlation function method, 36 and RPMD 19 also accurately capture the transition between the adiabatic and non-adiabatic limits for symmetric electron transfer despite the break down in the inverted regime for this class of methods mentioned above. 18 As a stringent test, we next explore the PLDM rate constant as a function of driving force.
Figure 2(a) compares the PLDM rate 45 with k MT from Eq. (1). Under ambient conditions, k MT yields the golden rule rate. The PLDM approach quantitatively captures the Marcus turn over across the entire range of driving force, giving predictive capability over at least four orders of magnitude. Figure 2(b) shows that PLDM calculations recover the inverse temperature dependence of the ET rate over five orders of magnitude and across a wide range of driving force in the inverted region. Marcus theory, which assumes classical nuclei, starts to deviate from the quantum golden rule rate 8, 11, 33 at low temperature, but the PLDM results agree closely with the golden rule rate due to the explicit inclusion of zero point energy through sampling the initial Wigner distribution. As noted earlier, if PLDM is implemented iteratively the approach is equivalent to the full solution of the mixed quantum classical Liouville equation. 27 Without iteration the classicallike nuclear dynamics cannot in general guarantee maintenance of the correct distribution of zero-point energy in the (1) and solid curves are golden rule rates. 8, 11, 33 system (the zero-point energy flow problem 47, 48 ). However, since the ET rate constant is determined by short time dynamics, the initial Wigner distribution can maintain a reliable distribution of zero-point energy for long enough to give accurate rate constant estimates. Figure 3 (a) presents results for C fs (t) in the inverted regime using PLDM propagation with initial conditions sampled from (e −βĤ 11 ) W (F ) W . Rate estimates are obtained from the plateau values achieved very rapidly after recrossing dynamics. Figure 3(b) shows excellent agreement between the PLDM flux-flux correlation function computed under these conditions and the analytical golden rule expression. 45 For comparison with alternative approximate initial condition calculations, (e −βĤ b ) W (F ) W , see the supplementary material. 45 Finally, we note that the PLDM approach 25 is successful because it accurately accounts for electronic interference effects. Our findings also suggest that the approach is reliable even without short time iteration since the ET rates are determined by short time relaxation and recrossing dynamics. . 45 
