In this paper, He's variational iteration method is applied for solving linear systems of ordinary differential equations with constant coefficients. A theorem for the convergence of the method is presented. Some illustrative examples are given to show the efficiency of the method.
Introduction
Consider the system of ordinary differential equations (ODEs) with constant coefficients
where Y (t) = (y 1 , y 2 , . . . , y n )
T in which y i , i = 1, . . . , n are unknown real functions of variable t, A ∈ R n×n , F (t) = (f 1 , f 2 , . . . , f n )
T in which f i , i = 1, . . . , n are known real functions of t and Y 0 is a given vector in R n . As we know well, the solution of Eq. (1) is of the form (see for example [1] )
Y (t) = e
At Y 0 + e 
Hence, for computing the solution Y (t) to Eq. (1), e At Z (t) should be computed for some vector function Z (t). It is well-known that the computation of e At leads to the eigenvalue problem for the matrix A. Indeed, in general the computation of a matrix exponential leads to the computation of the Jordan canonical form of the matrix which has its own difficulties [2, 3] . For a fixed t, there are several methods for computing an approximation of e tA Z (t): Pade approximation [4] ; methods based on the Krylov subspace [5] ; restrictive Taylor method [6] . Also, there are several methods for computing the analytical solution for the linear and nonlinear equations. Among them are the homotopy perturbation technique [7] [8] [9] , Adomian decomposition method [10, 11] and the variational iteration method presented by He [12] [13] [14] [15] [16] [17] . The variational iteration method is a powerful mathematical tool for finding solutions of linear and nonlinear problems and it can be implemented easily in practice. It has been successfully applied for solving various PDEs and ODEs [18, [12] [13] [14] [15] [16] [17] . Recently, Darvishi et al. in [18] of stiff ODEs with two equations. In this paper, we apply He's variational iteration method for computing an approximateanalytical solution to (1) by generalizing the method presented in [18] . The convergence of the method is also studied. This paper is organized as follows. In Section 2, we give a brief description of He's variational iteration method. Section 3 is devoted to the proposed method and its convergence. In Section 4, some illustrative examples are given. Some concluding remarks are given in Section 5.
A brief description of the variational iteration method
Consider the following differential equation
where L is a linear operator, N a nonlinear operator and g(t) is an inhomogeneous term. In the variational iteration method a correctional functional such as
is constructed, where λ is a general Lagrangian multiplier [12] [13] [14] [15] [16] [17] , which can be identified optimally via the variational theory. Obviously the successive approximations u j , j = 0, 1, . . . can be computed by determining λ. Here the function u m is a restricted variation which means δ u m = 0.
He's variational iteration method for solving problem (1)
For solving problem (1) By using integration by parts and constructing the correction functional
the stationary conditions would be as follows
Here, the prime stands for differentiation with respect to the s. The latter equations can be written as
For a fixed i we consider two cases. If a ii = 0 then it follows that λ i (s) = −1 and if a ii = 0, then λ i = −e −a ii (s−t) . Hence we have Λ = −e −(s−t)D . Therefore, from (4) the following iteration formula for computing Y m (t) may be obtained
Now, we show that the sequence {Y m (t)} ∞ m=1 defined by (5) with Y 0 (t) = Y 0 converges to the solution of (1). To do this we state and prove the following theorem.
Proof. Obviously from (1) we have
Now from (5) and (6) we get
where 
Therefore
Since s ≤ t ≤ , we deduce that
Hence, from (9) we obtain
Now we proceed as follows
. .
We have
as m → ∞, and this completes the proof.
In practice, for improving the convergence rate of the method, as in the classical Gauss-Seidel method [3] for solving linear system of equations, as soon as a component of Y m+1 is computed then it is used in computing the next component of Y m+1 . 
Illustrative examples
In this section, three illustrative examples are given to show the efficiency of the method proposed in Section 3. All of the computations have been done using the Maple software. For all of the examples in this section we used 8 iterations of the variational iteration method. The exact and approximate solutions are depicted in Fig. 1 . As we see, there is very good agreement between the approximate solution obtained by the variational iteration method and the exact solution. For more investigation, we give the values of the approximate and exact solutions of the problem for some points in Table 1 . As the numerical results in this table show, the proposed method is effective.
Example 2.
In this example we consider the initial value problem y (5) (t) − 32y(t) = cos t − 32 sin t, + sin (t) + 32 cos (t) .
The exact and approximate solutions are plotted in Fig. 2 . As the figure shows, the method gives a very good approximation of the exact solution. We give the values of the approximate and exact solutions of the problem for some points in Table 2 .
As the numerical results in this table show, the proposed method is effective.
Example 3.
In this example we give the numerical results of a large problem. Let n = 50, 
T where f 1 (t) = f n (t) = 2e t and f i (t) = e t , i = 2, . . . , n − 1 and Y (0) = (1, 1, . . . , 1) T .
The exact solution of this problem is y i (t) = e t , i = 1, 2, . . . , n. These kinds of problems arise in many areas of science and engineering such as discretization of PDEs. By the proposed method this problem was solved. To show the efficiency of the method we give the results of y 10 (t). Since, the expression of the approximate solution is large we do not give it here.
The graphs of the approximate solution and exact solutions are displayed in Fig. 3 . This figure shows the efficiency of the method. The value of the approximate and exact solutions of the problem for some points are given in Table 3 .
Conclusion
We have successfully used the variational iteration method for solving a system of ordinary differential equations with constant coefficients. A theorem for the convergence of the method has been given. Results obtained by the method confirm the robustness and efficiency of the method. The method can also be implemented easily.
