A continuing theme in "controlled topology" over the last fifteen years has been to use geometric modules to define and investigate algebraic invariants of geometric problems. One impetus to this approach was the work of Quinn Although it has been clear for some time that there should be a "pushout" of these three approaches in which a homology theory is constructed by using geometric modules with continuous control at infinity and variable coefficients, it has been less clear whether In this paper we introduce the category T OP cc /LC in which an object, (X, B; p), is a map p : E → X where X = X − B, X is a locally compact, Hausdorff space, and B is a compact subspace. We then define a functor GM cc : T OP cc /LC → ADDCAT , the category of additive categories. It assigns to the object (X, B; p) in T OP cc /LC, the category GM cc (X, B; p) whose objects are geometric modules in E and whose morphisms are path matrix morphisms having continuous control at B.
detail in Section 3. By combining the geometric module functor with the idempotent completion and K-theory classifying space functors, we obtain a functor
where T OP * is the category of pointed spaces.
What we really want, however, is a spectrum valued functor. To obtain this, we introduce another category T OP/CM * in which an object ξ is a diagram of spaces and maps B p ←− H q −→ X. Intuitively, we think of the objects in T OP/CM * as holink diagrams since for any pair (X, B), the initial and end point projections fit the holink of B in X into the diagram B ← holink(B, X) → X.
There is also an external cone functor c : T OP/CM * → T OP cc /LC and the composite functor GM cc (c( )) : T OP/CM * → ADDCAT is regarded as defining geometric module theory on T OP/CM * . What makes the category T OP/CM * more tractable is that it supports a suspension functor S : T OP/CM * → T OP/CM * under which K-theory behaves well. In particular, in Section 7, we show that for any ξ ∈ T OP/CM * , the collection of spaces K cc (ξ) = {K GM cc (cS n ξ)} is an Ω-spectrum.
Let SPEC be the category of Ω-spectra. The following theorem is one of the main results of this paper. It is proved in Section 7 as Theorem 7.1.
Theorem 0.1 The functor K cc : T OP/CM * → SPEC is a homology theory on T OP/CM * ; that is, it has the following properties:
(1) For each object ξ ∈ T OP/CM * , K cc (vξ) is contractible; and in which all the morphisms are cofibrations, the diagram of spectra
By taking the homotopy groups of the spectrum K cc (ξ), we obtain a reduced homology theory K cc * on T OP/CM * . The properties of this theory are summarized in Corollary 7.2. It is then a straightforward exercise to construct a relative homology theory by defining groups K * (ξ, η) for certain pairs (ξ, η) in T OP/CM * . The properties of this theory are summarized in Theorem 7.3.
It is also possible to use the boundedly controlled geometric module theory of [AM2] to define a functor GM bc : T OP/CM * → ADDCAT .
This takes advantage of the fact that O(B) is a metric space and uses a variation of the large open cone functor O of [P] and [AM2] to assign to each ξ = (B p ←− H q −→ X) a map O(p) to O(B). The argument given in [AM2] then shows that the collection of spaces K bc (ξ) = {K GM bc (O(S n B); O(S n p))} is an Ω-spectrum.
The final theme in this paper is to explore the relationship between the functors
This is done in Section 9 by observing that an obvious homeomorphism induces a natural transformation µ # : GM bc (O( ); O( )) → GM cc (c( )) and hence also a natural transformation µ * :
The following theorem is the second main result of this paper. It is proved in Section 9 as Theorem 9.1. In this section, we introduce the categories T OP cc /LC and T OP/CM * that are used throughout this paper and collect a few of their basic properties. Since it is used repeatedly in this paper, we begin by recalling the teardrop topology.
Let (X, B; p) be a triple consisting of a space X, a closed subspace B, and a continuous function (i.e. a map) p : E → X where X = X − B. We assign to this triple a space E = E(X, B; p) and a map p : E → X constructed as follows: In the category of sets, E = E B, X = X B, and p = p 1 : E → X. To make E into a space, we give it the teardrop topology relative to p; that is, the smallest topology on E for which the inclusion E → E is an open embedding and for which p is continuous. This topology has a basis consisting of {W ⊂ E | W is open} ∪ {p −1 (U ) = p −1 (U ) ∪ (U ∩ B) | U is open in X}. The name is justified by the first of the following remarks: Remark 1.1 Suppose (X, B) = (B × (0, 1], B × 1) and p : E → B × (0, 1]. Then the topology on E above agrees with the teardrop topology of [HTWW] . We now describe the variation on the mapping cylinder construction that is used in this paper. Suppose f : X → Y is continuous. The mapping cylinder of f , denoted Cyl(f ), is the space obtained by endowing Y (0, 1] × X with the teardrop topology relative to 1 × f : (0, 1] × X → (0, 1] × Y ⊂ [0, 1] × Y . We note that if there is a commutative diagram of maps X 1
then there is an induced map Cyl(g, h) : Cyl(f 1 ) → Cyl(f 2 ). Thus, we can regard Cyl as a functor on the category of morphisms of spaces. This construction will be used later in this section. We allow the possibility that X and f are both empty, in which case Cyl(f ) = Y . The difference between Cyl(f ) and the usual mapping cylinder M (f ) can be described quite precisely. Recall that M (f ) is the quotient space obtained from Y [0, 1] × X by identifying (0, x) with f (x). There is an obvious continuous bijection i : M (f ) → Cyl(f ). Although i is not a homeomorphism in general, it is a homeomorphism if X is compact. The reader should note, however, that there is still a deformation retraction of Cyl(f ) onto Y obtained by "pulling down along the mapping cylinder lines."
A special case of the mapping cylinder construction arises when Y = {v} is a single point. In this case, we denote Cyl(f ) by vX and call it the cone on X. Note that v∅ = v. Note also that a subset of vX is a neighborhood of v if and only if it contains a set of the form {v} ∪ (0, r) × X with r > 0. As was noted above, vX is not in general homeomorphic to the usual cone on X. However, the usual cone on X and vX are homeomorphic when X is compact. In either case, we frequently endow points of vX with polar coordinates and write x = [t, ξ] where t ∈ [0, 1] and ξ ∈ X.
Suppose now that X = B is compact and metrizable. Then B has a metric d under which diam B ≤ 2. We choose one such metric and recall from [SS] that if x = [t, ξ] and y = [s, η] are points in O(B), then, because diam X ≤ 2, ρ(x, y) = min{s, t}d(ξ, η) + |t − s| is a metric on vB which we call a standard metric.
Two variations of the mapping cylinder construction will also be needed. If f : X → Y is a map, the open mapping cylinder on f is the space cyl(f ) = Cyl(f )−{1}×X; while the large open mapping cylinder on f is the space obtained by endowing the set Y (0, ∞)×X with the teardrop topology with respect to the map i × f : (0, ∞) × X → [0, ∞) × Y where i : (0, ∞) → [0, ∞) is the inclusion. This space is denoted OM(f ). Like Cyl, OM is a functor on the category of morphisms of spaces. Note that the map Y (0, ∞) × X → Y (0, 1) × X that is the identity on Y and sends (t, x) to (t/(t + 1), x) induces a homeomorphism
and that {µ(f )} : OM → cyl is a natural equivalence.
In the case when Y = {v} is a single point, cyl(f ) and OM(f ), respectively, are called the open cone and the large open cone, respectively, and are denoted We now define the category T OP cc /LC. An object in this category is a triple (X, B; p) with X a locally compact, Hausdorff space; B ⊂ X compact; and p : E → X = X − B a continuous map with E Hausdorff. We call X the base space of (X, B; p), B its space at infinity, E its total space, and p its projection. A morphism f : (X 1 , B 1 ; p 1 ) → (X 2 , B 2 ; p 2 ) is a continuous map f : E 1 → E 2 that admits a continuous extension f :
is contained in a compact set K 1 and that if K 2 ⊂ X 2 , then K 1 ⊂ X 1 . We note that since the spaces E i (i = 1, 2) are Hausdorff, there is a unique extension f of f to the closure of E 1 in E 1 .
Let (X, B; p) ∈ T OP cc /LC. A family F of subsets of X is locally finite if each point x ∈ X has a neighborhood that meets only finitely many sets from F . A locally finite family F of subsets of X is called continuously controlled (or simply cc) if for each b ∈ B and each neighborhood U of b in X, there is a neighborhood V of b with V ⊂ U so that if F ∈ F has V ∩ F = ∅, then F ⊂ U . A family F of subsets of E is called continuously controlled (or simply cc) if p * (F ) = {p(K) | K ∈ F } is cc. Note that for F to be cc, p * (F ) must be locally finite. Proposition 1.4 below will be needed in Section 3; while Proposition 1.5 is used in Section 2. Proposition 1.4 Let f : (X 1 , B 1 ; p 1 ) → (X 2 , B 2 ; p 2 ) be a morphism in T OP cc /LC and F be a family of compact subsets of Proof of 1.4: Let x 2 ∈ X 2 and let K 2 ⊂ X 2 be a compact neighborhood of x 2 . Since X 2 is locally compact, Hausdorff and B 2 is closed, such a K 2 exists. Then by definition
) is a compact set in X 1 . Since p 1 * F is locally finite, an elementary compactness argument shows that only finitely many sets of F intersect p −1 1 (K 1 ). It follows easily that only finitely many sets of p 2 * f * (F ) intersect K 2 . Hence p 2 * f * (F ) is locally finite. Now suppose that f * (F ) is not cc. Then p 2 * f * (F ) is also not cc. This means there is a point b 2 ∈ B 2 and a neighborhood U 2 of b 2 in X 2 such that for each neighborhood W of b 2 with W ⊂ U 2 , there is a set K W ∈ F and points
Since X 2 is locally compact, we may assume U 2 is compact. Consider the net {a W }.
2 (U 2 )) where f : E 1 → E 2 is a continuous extension of f . Since the latter set is compact and p 1 * F is locally finite, the net {p 1 (a W )} has a limit point b 1 ∈ B 1 . Since f is continuous, f (b 1 ) is a limit point of {f (a W )}. Since the latter net converges to b 2 by construction, we must have f (b 1 ) = b 2 . On the other hand, since F is cc, b 1 is also a limit point of the net {b W }.
Since U 2 is a neighborhood of b 2 , this is a contradiction and f * (F ) is cc in E 2 . This completes the proof of the proposition.
Proof of 1.5: Suppose F is a cc family. Then condition (2) follows easily from the local finiteness of F and the compactness of B. To show (1) holds, let > 0 be given. For b ∈ B, let N (b, ) be the -ball with center b and set
Then U b is a neighborhood of (b, 1). Let V b be a smaller neighborhood of (b, 1) with the property that if
where the union runs over b ∈ B. Let F ∈ F . There are two possibilities: either
Suppose (1) and (2) hold. Let U be a neighborhood of (b, 1) ∈ B × {1} and choose d and δ so that N (b, δ) × (d, 1] ⊂ U . Let F 1 , . . . F r be the finitely many sets in F that have non-empty intersection with B × [0, d] and choose e with d < e < 1 so that F i ∩ B × (e, 1] = ∅ (i = 1, . . . , r). Let F r+1 , . . . , F s be the finitely many sets in F with diam π 1 (F ) > δ/4 and choose a neighborhood V of (b, 1) so that
Let x be a point in the latter intersection. Then if y ∈ π 1 (F ), we have
where ρ is the metric on B. Hence y ∈ N (b, δ) and
This shows that F is a cc family and completes the proof of 1.5..
The category T OP/CM
* is defined as follows: an object ξ = (B p ←− H q −→ X) is a diagram of spaces and continuous maps in which B is compact and metrizable, and H and X are Hausdorff. We allow the possibility that H = ∅; in which case p and q are the empty maps. The space B is called the base of ξ and p is called its projection. A morphism f : ξ 1 → ξ 2 is a triple of continuous maps f = (f B , f H , f X ) making the following diagram commute:
B 1
There are two functors, the internal cone and the suspension, v, S : T OP/CM * → T OP/CM * that map T OP/CM * to itself and are of importance in this paper. In addition, there is the external cone functor
between T OP/CM * and T OP cc /LC. Before defining these functors, we note that any 
the restriction of vp,
and
We now define the internal cone functor v.
where r : Cyl(q) → X is the obvious retraction. Since B is compact and metrizable, so is vB and vξ is again an object of T OP/CM
The suspension functor in T OP/CM * is defined as follows: If ξ ∈ T OP/CM * , then Sξ = v + ξ ∪ v − ξ is two copies of vξ glued together along their common bases ξ.
where the two copies of Cyl(q) are glued together along the common subspace H = {1} × H. Since it is easy to give SB = v + B∪ B v − B a metric which agrees with the standard metric on each subcone, Sξ is again an object in T OP/CM * . Similarly, if f : ξ 1 → ξ 2 , then Sf = v + f ∪ v − f is obtained by gluing two copies of vf together.
Finally, the external cone c is defined by setting c(ξ) = (vB, B;
We note that since
• vp has total space E = cyl(q) = X (0, 1) × H which is homeomorphic to X (−1, 1) × H, E is homeomorphic to X (−1, 1) × H B and is just the double mapping cylinder Cyl(q) ∪ Cyl(p), where the union is over H × {0}.
For later reference, we record the fact that for each ξ = (
in which the maps µ are the homeomorphisms described earlier in this section.
2 Cofibrations in T OP/CM * and T OP cc
/LC
In this section we define cofibrations in T OP/CM * and T OP cc /LC and establish the properties of cofibrations that will be needed in this paper.
Some preliminary definitions are needed.
Let p : H → B be a continuous map to a compact, metrizable space, ρ be a metric for B, and K = {K α |α ∈ A} be a family of subsets of H. We say K is controlled relative to ρ if for each > 0, ρ-diam p(K α ) > for at most finitely many α ∈ A. We say that K is controlled if it is controlled relative to some metric ρ on B. The following lemma, whose proof comes at the end of the section, shows that if K is controlled relative to one metric on B, then it it controlled relative to any metric on B. Thus, the property of being controlled is independent of the metric on B.
Lemma 2.1 Let p : H → B where B is compact and metrizable. Let K = {K α |α ∈ A} be a family of compact subsets of H and ρ 1 and ρ 2 be metrics for B. If K is controlled relative to ρ 1 , then K is controlled relative to ρ 2 .
A family of maps {f α : 
, there is a finite set A 0 ⊂ A and a controlled family of homotopies
(1) For each 0 < l ≤ k and each controlled family of maps
there is a finite subset A l ⊂ A and a controlled family of homotopies
If the following condition also holds, we say (
(2) For each controlled family of maps
there is a finite subset A k+1 ⊂ A and a controlled family of maps
Let f : p 1 → p 2 be an embedding and identify H 1 and B 1 with their images under f H and f B , respectively. Following [Qn2] , we say p 1 is a p-NDR of p 2 if there are neighbor-
The following lemma, whose proof is given at the end of this section, gives a criterion for recognizing when a map f : p 1 → p 2 is highly connected.
Lemma 2.2 Let f : p 1 → p 2 be an embedding such that p 1 is a p-NDR of p 2 . Then (p 2 , p 1 ) is controlled k-connected for every k. -connected (i.e. π k (X 2 , X 1 ) = 0 for k = 0, 1 and f X * : π 1 (X 1 ) → π 1 (X 2 ) is an isomorphism).
The following result, whose proof is given at the end of this section, is one of the two main results of this section. It is needed in Section 6: Proposition 2.4 Let f : ξ 1 → ξ 2 be a cofibration in T OP/CM * . Then vf : vξ 1 → vξ 2 and Sf : Sξ 1 → Sξ 2 are also cofibrations in T OP/CM * .
Let (X, B; p) be an object in T OP cc /LC with p : E → X. A family of maps {f α :
cc /LC. We say that f is fibre preserving if there is a continuous, proper map g : X 1 → X 2 for which g −1 (B 2 ) = B 1 and an extension f : E 1 → E 2 of f for which p 2 f = g p 1 . We call f a cofibration if it is fibre preserving, the maps f : E 1 → E 2 and g : X 1 → X 2 are embeddings, g(X 1 ) is closed in X 2 , and f has the properties listed below. For convenience, we shall identify E 1 with its image under f in this list.
(0) For each family of maps {f α :
(1) For each cc family of maps
is a cc family of maps, then there is a cc family {g α :
The following proposition, whose proof is given at the end of the section, is the other main result of this section:
We turn now to the deferred proofs.
Proof of 2.1: Suppose K is not controlled relative to ρ 2 . Then there is an > 0 so that infinitely many
By passing to a subsequence, we may assume that for all n,
Since ρ 1 and ρ 2 induce the same topology on B, p(x i k ) and p(y i k ) are also ρ 2 -convergent to b. This implies that ρ 2 (p(x i k ), p(y i k )) → 0 as k → ∞ which contradicts the choice of x i and y i .
Proof of 2.2:
We first endow B 2 with a metric ρ which will remain fixed throughout this proof. Suppose 0 < l ≤ k and that
Then F α is a homotopy relative to ∂D l from f α to a map into H 1 . The rest of the proof consists of showing that the family
and B 2 − V are disjoint closed subsets of the compact space B 2 , there is an
Here we have used the facts that if z ∈ U B , then
We leave the easy adaptation of this proof to the case k = 0 to the reader. This completes the proof of 2.2.
Proof of 2.4:
We give the proof only for the suspension case since the proof in the cone case is similar. The metric ρ on SB is required to restrict to standard metrics ρ ± on v ± B and to have value ρ(x, y) = min{ρ − (x, z) + ρ + (z, y) |z ∈ {0} × B} if x and y are not in the same subcone. Note that the metrics ρ ± are now given by the formulas
respectively, where x = [t, ξ] and y = [s, η] . From this it is easy to see that the obvious map SB → [−1, 1] is distance decreasing and that if t, s ∈ [−1 + r, 1 − r] for some 0 < r < 1, then
The proof now requires two lemmas.
Lemma 2.6 Let {K α |α ∈ A} be a controlled family of compact subsets of
Then there is a decreasing sequence of numbers r n (n ≥ 5) with 0 < r n < 2/ √ n and a decomposition of A as
with the following properties:
Furthermore C, A ± n and A n for n ≥ 5 are finite.
Proof:
and A 0 are as described in (1) and (2) 
Then simple estimates using the metric
It follows easily from this that A n satisfies (4). Since (5) follows from simple calculations, this completes the proof of the lemma.
It is now convenient to represent
Here the first (respectively, second) copy of X (0, 1] × H corresponds to X (−1, 0] × H (respectively, [0, 1) × H X) under the map that sends (t, y) ∈ (0, 1] × H to (t − 1, y) (respectively, (1 − t, y)) and is the identity on X.
Lemma 2.7 Let {K α | α ∈ A } be a controlled family of subsets of (−1, 1)×H ⊂ Cyl(q)∪ Cyl(q). Suppose that there is a decreasing sequence of numbers r n (n ≥ 5) with 0 < r n < 2/ √ n and that there is a decomposition of A as A = A 0 {A n | n ≥ 5} with the following properties:
(2) For each n ≥ 5, A n is finite and if α ∈ A n , then diam (Sp)(K α ) < 1/n and
Let π 2 : (−1, 1) × H → H be projection on the second factor. Then {π 2 (K α )|α ∈ A } is a controlled family of subsets of H relative to p.
Proof: We must show that for each > 0, diam pπ 2 (K α ) ≥ for only finitely many α ∈ A . It suffices to show that there is a N > 0 so that if α ∈ A n for either n ≥ N or
It follows from the remarks preceding 2.6, that r n d(ξ, η) ≤ ρ(x, y). But since x, y ∈ (Sp)(K α ) and diam (Sp)(K α ) < 1/n by (2), ρ(x, y) < 1/n and we must have r n d(ξ, η) ≤ 1/n. Hence d(ξ, η) < 1/nr n < . Since ξ = pπ 2 (x ) and η = pπ 2 (y ), this shows that diam pπ 2 (K α ) < and completes the proof.
We now continue the proof of 2.4 by showing that Sf satisfies condition (1) for being a cofibration. So let {f α : (
)|α ∈ A} be a controlled family of maps. We wish to show there is a finite subset C ⊂ A and a controlled family of homotopies
To do this, we let f α (D 1 ) play the role of K α in 2.6 and consider the decomposition of A it gives. We let the set C of 2.6 play the role of C .
The construction of F α (α / ∈ C) now proceeds according to cases.
We now combine the deformation retraction of this space onto X 2 obtained by pulling down along the mapping cylinder lines with the fact that (X 2 , X 1 ) is 3 2 -connected to construct a homotopy
Since this homotopy takes place entirely
Note that F α is not a homotopy relative to ∂D 1 . However, by elementary arguments there is a homotopy F α relative to ∂D 1 with the required properties and with
Case 3: α ∈ A = {A n |n = 0 or n ≥ 5}. In this case, we let f α (D 1 ) = K α and note that {K α } and A satisfy the hypotheses of 2.7.
a controlled family of maps. Since f : ξ 1 → ξ 2 is a cofibration, it follows that there is a controlled family of homotopies F α (s, t) ) where π 1 : (−1, 1) × H 2 → (1−, 1) is projection on the first factor. Since each of the families {π 1 F α } = {π 1 f α } and {π 2 F α } = {π 2 F α } is controlled, it is easily checked that {F α |α ∈ A } is also controlled.
and that {2/ √ n} is decreasing with limit 0, that {F α |α ∈ A ± } is a controlled family of homotopies. Since {F α |α ∈ A } is also controlled family of homotopies, so is {F α |α ∈ A − C = A − A A + }. Thus Sf satisfies condition (1) for being a cofibration.
The easier, but similar proofs that Sf satisfies conditions (0) and (2) for being a cofibration are left to the reader. This completes the proof of 2.4.
Proof of 2.5: We show that cf satisfies condition (1) for being a cofibration in T OP cc /LC. 
It now follows from (i) and the controlled 1-connectivity of (p 2 , p 1 ) that there is a finite subset A 1 ⊂ A and a controlled family of homotopies
is a homotopy relative to endpoints from ω α to a path µ α with image in H 1 × (0, 1). Furthermore, since the second component of G α is π 2 ω α , the image of G α actually lies in H 2 × (0, 1). The same adaptation of 1.5 used above now shows that the family of homotopies
Thus we have shown that condition (1) for being a cofibration in T OP cc /LC holds except for the indices α ∈ (A − A ) ∪ A 1 . However, these are easily handled. Indeed there is a radius r such that for each α
Since the standard deformation retraction of Cyl r (q 2 ) into X 2 carries Cyl r (q 1 ) through itself into X 1 and (X 2 , X 1 ) is 1-connected, (Cyl r (q 2 ), Cyl r (q 1 )) is also 1-connected. For α ∈ (A − A ) ∪ A 1 , it is now routine to construct a homotopy relative to endpoints, G α , from ω α to a path λ α in X 1 ∪ H 1 × (0, 1). Since it is easy to see that the entire family {G α |α ∈ A} is cc, this complete the proof that condition (1) for being a cofibration in T OP cc /LC holds. The similar proofs that conditions (0) and (2) for being a cofibration in T OP cc /LC hold are left to the reader. This completes the proof of 2.5.
The Geometric Module Functor
Let ADDCAT be the category of additive categories and additive functors. The goal of this section is to define the geometric module functor GM cc : T OP cc /LC → ADDCAT and to establish some of its basic properties. At the end of this section we also define an additive category GM bc (X; p) for certain maps p : E → X. We begin with a general discussion of geometric modules and path matrix morphisms.
Let E be a topological space. We recall that a Moore path in E is a pair (ω, l ω ) where ω : [0, ∞) → E is continuous and constant on the subray [l ω , ∞). A homotopy between Moore paths is a pair (H, l H ) where
. We let ω(∞) and H(∞, y) denote ω(l ω ) and H(l H (y), y), respectively. We also often suppress the functions l ω and l H from the notation.
Let M(E) denote the set of Moore paths in E. We view M(E) as a category whose objects are the points of E and whose the morphisms from x to y are the Moore paths ω with y = ω(0) and x = ω(∞). The usual concatenation of paths defines the composition. We let H(E) denote the set of end point fixing homotopies and regard δ k (k = 0, 1) as a function H(E) → M(E).
Throughout this paper, we use the word "ring" to mean a ring with unit and the property that if R t is isomorphic to R s ⊕ M , then s ≤ t.
We wish now to define a category GM (E) from which GM(E) will be constructed. (Although these categories actually both depend on the ring R, we consistently suppress it from our notation.) An object is a geometric module on E; that is, a pair (S, σ) with S a discrete set and σ : S → E a function. We think of each s ∈ S as a basis element which "sits at" the point σ(s) ∈ E. A path matrix morphism (or simply a morphism) ϕ : (S, σ) → (T, τ ) is a function ϕ : T × S → RM(E) into the free R-module generated by M(E). (The reader will note that the indexing corresponds to classical matrix notation. In particular, the row index t corresponds to the range, and the column index s to the domain.) There are two requirements on ϕ(t, s) = Σ ω r ts (ω)ω; namely (1) If r ts (ω) = 0, then ω(0) = τ (t) and ω(∞) = σ(s); and (2) For each s ∈ S, the set {(t, ω) ∈ T × M(E) | r ts (ω) = 0} is finite.
The first condition says that each Moore path is regarded as a morphism from its end point to its beginning point. A general morphism is then an R-linear combination of such "atomic" morphisms. The second condition guarantees that matrix multiplication, together with the composition in M(E), gives a well defined composition of morphisms.
The resulting category GM (E) is additive. Addition of morphisms comes from the abelian group structure in RM(E) while direct sums arise by setting
where means the disjoint union. The inclusions and projections
involve only constant paths x , x ∈ E. For example, ι 2 (s, s 2 ) = δ s,s 2 σ 2 (s 2 ) for (s, s 2 ) ∈ (S 1 S 2 ) × S 2 , where δ is the Kronecker delta. If S 2 = ∅, this also defines the identity morphism on (S 1 , σ 1 ).
A path matrix homotopy (or simply a homotopy) from (S, σ) to (T, τ ) is a function Φ : T × S → RH(E), say Φ(t, s) = Σ H r ts (H)H, which satisfies the following conditions:
(1) If r ts (H) = 0, then for all y ∈ [0, 1], H(0, y) = τ (t) and H(∞, y) = σ(s); and (2) For each s ∈ S, the set {(t, H) ∈ T × H(E) | r ts (H) = 0} is finite.
The end point maps δ k : H(E) → M(E) (k = 0, 1) extend by linearity to maps δ k : RH(E) → RM(E) and Φ is understood to be a homotopy from δ 1 Φ to δ 0 Φ. We also write Φ : δ 1 Φ δ 0 Φ. This homotopy notion behaves well relative to composition, sum and direct sum so that one has a corresponding homotopy category GM(E), which is additive. If ϕ is a morphism in GM (E), we denote the morphism it determines in GM(E) by cls(ϕ) and call ϕ a representative for cls(ϕ)
In this generality, GM (E) and GM(E) are usually not of much interest. To arrive at interesting constructions, it is necessary to impose some additional conditions on the objects, the morphisms, and the homotopies allowed.
The conditions imposed in this paper require either "continuous control at infinity" or "bounded control".
For objects, a condition on the finiteness σ : S → E is required; for morphisms and homotopies, the conditions are expressed in terms of the certain families of subsets of E. In particular, if ϕ and Φ have ϕ(s, t) = Σr st (ω)ω and Φ(s, t) = Σr st (H)H, we let Ω(ϕ) = {ω | r st (ω) = 0 for some (s, t) ∈ S × T } and Ω(Φ) = {H | r st (H) = 0 for some (s, t) ∈ S × T } and will place restrictions on the following families:
Another set of of conditions giving " -control" is studied in [ACM] .
With all this said, let (X, B; p) be an object in T OP cc /LC and suppose p : E → B. We define an additive subcategory GM cc (X, B; p) of GM (E) as follows: An object (S, σ) is in GM cc (X, B; p) if the map pσ : S → X is proper (remember that S has the discrete topology). A morphism ϕ : (S, σ) → (T, τ ) is in GM cc (X, B; p) if the family F (ϕ) is cc as defined in Section 2. We call such morphisms continuously controlled or simply cc. If one similarly restricts homotopies to be cc, one arrives at the homotopy category GM cc (X, B; p) and observes that it is additive. Since it is easy to see that composites of cc morphisms and/or cc homotopies are again cc, these "categories" really are categories.
Remark 3.1 The correspondence (X, B; p) → GM cc (X, B; p) extends to a functor
Similarly, (X, B; p) → GM cc (X, B; p) extends to a functor
To see this, let f : (X 1 , B 1 ; p 1 ) → (X 2 , B 2 ; p 2 ) be a morphism in T OP cc /LC. Let
; p 2 ). In addition, it follows directly from Proposition 1.4, that if ϕ is a cc morphism then f * (ϕ) is also cc. Here if ϕ = Σr st (ω)ω, then f * (ϕ) = Σr st (ω)f ω. Similarly, if Φ is a cc homotopy, so is f * (Φ). The remark is now clear. Now let p : E → X be a continuous map from a topological space E to a metric space X. Let K = {K α |α ∈ A} be a family of compact subsets of E and call K boundedly controlled or simply bc if
(1) For each compact set C ⊂ X, only finitely many p(K α ) intersect C; and (2) There is an integer d ≥ 0 so that for each
Then GM bc (X; p) is the subcategory of GM (E) with objects those (S, σ) for which pσ is proper and with morphisms those morphisms ϕ in GM (E) for which the family F (ϕ) is bc. We call such morphisms boundedly controlled or simply bc. If one similarly restricts homotopies to be bc, the resulting homotopy category is an additive category denoted GM bc (X; p). Although the description of it given there is somewhat different, this is same as the category of boundedly controlled geometric modules on ζ = (p : E → X) constructed in [AM2; Section 1] and denoted there by GM(ζ; R).
The Spaces
For any additive category A, we let K(A) denote the classifying space BA −1 A where A = IsoA is the category of isomorphisms in A and A −1 A is the category constructed in [G] .
We recall from [F] that the idempotent completion A of A is the category in which an object is a pair (A, p) where p : A → A is a morphism in A with p 2 = p and a morphism f : (A, p) → (B, q) is a morphism f : A → B in A for which qf p = f . We also recall from [AM2] that if B is a full additive subcategory of A, the idempotent semicompletion A of A with respect to B is the full subcategory of A containing all objects isomorphic to an object of the form (A, 1) ⊕ (B, p) where A ∈ A and (B, p) ∈ B.
The following theorem is the main result of this section:
* . Then the spaces KGM cc (cvξ) and K GM cc (cvξ) are contractible.
In this theorem c and v are the external and internal cone functors, respectively. These functors are defined in Section 1.
As is the case with several other of the results in the next few sections, the proof of Theorem 4.1 follows the proof of the corresponding result in [ACFP] If B is compact and metrizable, we fix a metric d under which diam B ≤ 2 and observe that the same formula used in Section 1 to define a standard metric on vB, namely ρ(x, y) = min{s, t}d(ξ, η) + |t − s| 
If x = [t, ξ], we let ang(x, β) = ang(ξ, β).
Let r = {r n |n = 1, 2, 3, . . . } be a strictly increasing sequence of integers. A family K = {(K α , k α )|α ∈ A} of pointed compact subsets of OM(q) is r-dominated if there are constants a, b and c so that for all but finitely many n, if O(p)(k α ) ∈< r n , r n+1 >, then
Let R = {r|r is a strictly increasing sequence of integers}; for each r, let F r = {K|K is an r-dominated family of pointed compact subsets of OM(q)}; and set r s if F r ⊂ F s . The relation is clearly reflexive and transitive, but is not antisymmetric; r s and s r may not imply r = s. To remedy this, we set r ∼ s if r s and s r, note that ∼ is an equivalence relation, let R = R/ ∼, and denote the equivalence class of r by r. The relation then induces a partial order on R which we also denote by .
Lemma 4.2 The partially ordered set R is directed.
Proof: We recall that the sequence r splices the sequence s if s n < r n < s n+1 for all n. It is easy to see that if s is a subsequence of r, then r s and that if r splices s, then r ∼ s. Since the proof of [Lemma 2.8] shows that any two sequences have subsequences that are spliced, it follows from these observations that any two elements in R have a common successor. Hence R is directed.
For each r ∈ R, let B r be the subcategory of GM (OM(q)) whose objects are the geometric modules (S, σ) for which O(p)σ is proper and whose morphisms are those ϕ for which {(ω[0, ∞), ω(∞))|ω ∈ Ω(ϕ)} is r-dominated. It is readily checked that B r is closed under composition and is a subcategory of GM (OM(q)). Similarly let B r be the homotopy category obtained from B r as in Section 3 by considering those homotopies Φ for which {(H([0, ∞) × [0, 1]), H(∞, 0))|H ∈ Ω(Φ)} is r-dominated. The restriction of µ * : GM (OM(q)) → GM (cyl(q)) to B r induces functors B r → GM (cyl(q)) and B r → GM(cyl(q)) that factor through GM cc (cξ) = GM cc (vB, B;
• vpξ) and GM cc (cξ) = GM cc (vB, B;
• vp), respectively. Let µ r denote either one of these factorizations. For each r ∈ R, let B r = B r and B r = B r where r is any representative for r. As the definitions make clear, B r and B r are well defined and if r s, there are functors F 
The category GM bc (O(B); O(p)) is defined in Section 3.
We now set the context, state and prove the four lemmas analogous to [Lemmas 2.4 -2.7] on which the proof of Theorem 4.3 is based.
For the remainder of this section, if K ⊂ cyl(q), we shall denote µ −1 (K) by K and if K = {K α |α ∈ A} is a family of subsets of cyl(q), we denote µ
Lemma 4.4 Let K = {(K α , k α )|α ∈ A} be a family of pointed compact subsets of cyl(q) which is cc relative to (vB, B;
• vp). Let r > 0 and β > 0 be given. Then there is an
Proof: Suppose no such R exists. Then for each integer n > 0, there is a set K αn ∈ K and a point y n ∈ K αn such that O(p)(k αn ) = [t n , ξ n ] ∈< n, ∞ >, but either s n < r or d(ξ n , η n ) > β where O(p)(y n ) = [s n , η n ]. Since vB is compact, by passing to a subsequence if necessary, we may assume that (vp)(k αn ) converges to a point b ∈ B. Since K is cc at B, it follows that (vp)(y n ) also converges to b where y n = µ(y n ). But then s n → ∞ and d(ξ n , η n ) → 0 which is a contradiction.
Lemma 4.5 Let K = {(K α , k α )|α ∈ A} be a family of pointed compact subsets of cyl(q) which is cc relative to (vB, B;
• vp). Then there is a strictly increasing sequence of integers r such that K is r-dominated.
Proof: The proof, based on 4.4, is a routine modification of the proof of [Lemma 2.5] in which S x (f ) is replaced with ∪{O(p)(K α )} where the union runs over
Lemma 4.6 The category B r 0 = GM bc (O(B); O(p)). Here r 0 ∈ R is represented by r 0 = (1, 2, 3 , . . . ).
Proof:
We observe first that B r 0 and GM bc (O(B) ; O(p)) have exactly the same objects; while the morphisms in B r 0 (respectively, GM bc (O(B) ; O(p))) are defined in terms of families of subsets of OM(q) that are r 0 -dominated (respectively, boundedly controlled). Since the estimates given in the proof of [Lemma 2.6] show that a family K = {(K α , k α )|α ∈ A} of pointed compact subsets of OM(q) is r 0 -dominated if and only if it is bc, the lemma is now obvious.
Lemma 4.7 For each r ∈ R, there is an isomorphism of additive categories h r * : B r 0 → B r .
Proof: Let r = (r 1 , r 2 , r 3 , . . . ) represent r and ρ r : [0, ∞) → [0, ∞) be the homeomorphism that maps [n, n + 1] linearly onto [r n , r n+1 ]. Define a homeomorphism h r of OM(q) = X (0, ∞) onto itself by letting h r (x) = x and h r (t, h) = (ρ r (t), h). Then h r induces a functor h r * from GM(O(B); O(q)) to itself that maps B r 0 isomorphically onto B r .
Proof of 4.3: By 4.6 and 4.7, it suffices to prove only the first sentence. We note first that for each r ∈ R, µ r : B r → GM cc (cξ) is bijective on objects. Hence it suffices to show that for any two objects S i = (S i , σ i ) (i = 1, 2) in GM cc (cξ), the natural map µ : colim B r (S 1 , S 2 ) → GM cc (S 1 , S 2 ) is bijective. We first showμ is onto. Let f ∈ GM cc (S 1 , S 2 ) be represented by ϕ : S 1 → S 2 and let ϕ : S 1 → S 2 be the corresponding morphism in GM (OM(q)). Since K = {(ω[0, ∞), ω(∞)) | ω ∈ F (ϕ)} is then a family of pointed compact subsets of cyl(q) that is cc relative to (cB, B;
• vp), by 4.5 there is an r ∈ R such that K is r-dominated. Hence ϕ determines a morphism f ∈ B r with µ r (f ) = f .
We now show thatμ is one to one. So suppose f i ∈ B r i (i = 1, 2) is represented by ϕ i and that µ r 1 (f 1 ) = µ r 2 (f 2 ). Then the morphisms ϕ i = µ(ϕ i ) are cc homotopic. By 4.5 we may lift the cc homotopy back to a homotopy that is r 3 -dominated for some r 3 ∈ R. Since R is directed, there is an r ∈ R with r j r (j = 1, 2, 3). But then f 1 and f 2 meet in B r andμ is one to one. This completes the proof of 4.3.
The following lemma is the last ingredient needed to prove Theorem 4.1.
Lemma 4.8 For each ξ ∈ T OP/CM
* , the category GM bc (O(vB); O(vp)) is flasque.
Proof: It is easy to see there is a commutative diagram
in which λ is a homeomorphism and λ is a Lipschitz equivalence (cf. [AM2; Section 1 and Appendix A.1]). The result now follws from the "Eilenberg swindle" argument of [P] .
Proof of 4.1: Since GM cc (cvξ) = colim B r , we also have GM cc (cvξ) = colimB r . Since K-theory commutes with direct limits [Ql] , for each i ≥ 0,
is flasque by 4.8, so for each i ≥ 0, π i KB r = 0. Hence
Similarly, KGM cc (cvξ) is contractible. This completes the proof of 4.1.
A Mayer Vietoris Property in T OP

cc
/LC
The goal of this section is to establish a Mayer Vietoris property for the composite functor KGM : T OP cc /LC → T OP * . We begin with a definition.
Suppose given an object (X, B; p) ∈ T OP cc /LC. A decomposition of (X, B; p) is a diagram of objects in T OP cc /LC
for which the following conditions hold The following theorem is the main result of this section:
Theorem 5.1 Suppose the object (X, B; p) ∈ T OP cc /LC has a decomposition as above. If each of the morphisms i 1 , i 2 , j 1 , and j 2 is a cofibration, then the following diagram of spaces is a pullback up to weak homotopy
Proof: Let Λ = {U | U ⊂ X − X 0 is a neighborhood of B − B 0 with U ∩ B 0 = ∅}. It follows from [Lemma 3.2] that it suffices to show the following diagram has the MayerVietoris property relative to Λ:
To see that the functors in this diagram are full and faithful, consider the following diagram of additive categories
Condition (1) of a cofibration insures that each of the functors in this diagram is full; while condition (2) guarantees that each is faithful. Since i 1 is full and faithful, so is its idempo-
is a full subcategory of GM cc (X 1 , B 1 ; p 1 ). It now follows easily that i 1 * is full and faithful.
The similar proofs that i 2 * , j 1 * and j 2 * are full and faithful are omitted. Since the rest of the proof follows that of [Lemma 3.3] very closely, we describe only the changes needed to adapt that proof to the present context. If (S, σ) ∈ GM cc (X, B; p) and
cc (X, B; p), we let ϕ| : S|E 1 → T |E 2 be given by ϕ| = Σ ω r ts (ω)ω where r ts (ω) = r ts (ω) if pω(0) ∈ E 2 and pω(∞) ∈ E 1 ; and r ts (ω) = 0 otherwise. If f = cls(ϕ) in GM cc (X, B; p), we set f | = cls(ϕ|) in GM cc (X, B; p). We may now describe the semicompletion GM cc (X k , B k ; p k ) (k = 1, 2, ∅) concretely in terms of those objects ((S, σ), r) in GM cc (X, B; p) for which σ(S) ⊂ E k and r has a representative ρ = Σ ω r ts (ω)ω satisfying the following condition:
is only one path ω ∈ Ω(ρ) having either pσ(0) = x or pσ(∞) = x. This path is the constant path at σ(s) and r ss (ω) = 1.
We remark that in this condition if S x = (pσ) −1 (x) has more than one element, then the same path ω appears once for each s ∈ S x .
Another change needed in the proof of [Lemma 3.3] comes in the construction of the preferred decompositions of ((S, σ), r). In this case, let λ = U ⊂ X − X 0 satisfy (5.2) and note that p −1 (U ) ⊂ E − E 0 . We then let
where S iλ = S|E i ∩ p −1 (U ) and σ iλ = σ| (i = 1, 2), S 0λ = S|E − p −1 (U ) and σ 0λ = σ|, and r| : Lemma 5.2 Let (X, B; p) ∈ T OP cc /LC and f : (S, σ) → (T, τ ) be a morphism in GM(X, B; p). Let C ⊂ X be closed and W ⊂ B be disjoint from C. Then there is a neighborhood U of W in X − C so that f | :
−1 (U ) are both the zero morphisms.
Proof: Let ϕ = Σ ω r ts (ω)ω represent f and w ∈ W . Since C is closed and disjoint from W , X − C is a neighborhood of w. Since ϕ is cc, there is a neighborhood U w of w contained in X − C such that if pω[0, ∞) ∩ U w = ∅, then pω[0, ∞) ⊂ X − C. In particular, there is no path ω ∈ Ω(ϕ) with one endpoint of pω in U w and the other in C. Let U = ∪{U w |w ∈ W }. The rest of the proof is obvious.
The rest of the proof of [Lemma 3.3] carries over to the present setting with only trivial modifications and completes the proof of 5.1.
A Mayer Vietoris Property in T OP/CM *
In this section, we apply the results of Section 5 to obtain a Mayer-Vietoris property in T OP/CM * and derive several important consequences from it. In order to state our main results, we need a definition.
is called a decomposition of ξ if the following conditions hold: We are now ready to state the main results of this section. The proofs are temporarily postponed.
* and suppose given a decomposition of ξ as above in which each of the morphisms is a cofibration. Then the following diagram of spaces is a pullback up to weak homotopy
−→ X) where π : H × I → H is projection on the first factor. Let j i : ξ → ξ × I (i = 0, 1) be the inclusion that sends y to (y, i) for y ∈ B, H and is the identity on X. We say that the morphisms f 0 , f 1 : ξ → η are homotopic if there is a map F : ξ × I → η with f i = F j i (i = 0, 1).
Corollary 6.2 Let ξ ∈ T OP/CM * and j 0 : ξ → ξ × I be the inclusion at level 0. Then
is a homotopy equivalence. Hence the correspondence ξ → K GM cc (cξ) is a homotopy functor.
r −→ X) and let i : ξ → vξ be the inclusion that sends y to (y, 1) for y ∈ B, H and is the identity on X. Note that p is a p-NDR of vp relative to the inclusion and that i X is 3 2 -connected since it is the identity. Hence i is a cofibration by 2.3.
is an embedding, and consider the diagram vξ 1
in which i is the inclusion. Let B = vB 1 ∪ B 2 be the pushout of the corresponding diagram of base spaces. Since f B : B 1 → B 2 is an embedding, B 1 has a metric for which f B is an isometry and under which diam B 1 ≤ 2. Since this metric extends over vB 1 , B is metrizable. It now follows that
is an object in T OP/CM * which we denote by vξ 1 ∪ ξ 1 ξ 2 . In this diagram the union of Cyl(q 1 ) and H 2 is over H 1 = f H (H 1 ) and the union of X 1 and X 2 is over X 1 = f X (X 1 ). Furthermore, it is easily seen that the diagram
Corollary 6.3 Let ξ 1 → ξ 2 be a cofibration in T OP/CM * . Then there is a fibration up to homotopy
Theorem 6.4 For any ξ ∈ T OP/CM * , there are homotopy equivalences
As in [Section 4], the following theorem is the main ingredient in the proofs of all these results:
* and suppose given a decomposition ξ 0
of ξ in which each of the morphisms is a cofibration. Then the following diagram of spaces is a pullback up to weak homotopy
Proof: Applying the external cone functor to the first diagram in 6.5 gives the diagram (vB 0 , B 0 ;
It follows from the fact that the hypothesized diagram in T OP/CM * gives a decomposition of ξ, that this diagram gives a decomposition of (vB, B;
• vp). Furthermore all morphisms in this diagram are cofibrations since c preserves cofibrations. Theorem 6.5 now follows directly from 5.1.
The proofs of 6.4, 6.1, 6.2, and 6.3, respectively, follow those of [Corollary 4.2, Theorem 4.4, Corollary 4.5 and Corollary 4.6, respectively] with only a few changes. Among these are to replace B(cX, X; A) with GM cc (cξ), "neighborhood retract" with "cofibration," and to make the following additional amendments:
Proof of 6.4: As in the proof of [Corollary 4.2] , this is an immediate consequence of 6.5 and the observation that by 2.3 all morphisms in the diagram
Proof of 6.1: In addition to the changes noted above, we observe that the suspension functor in T OP/CM * preserves decomposition diagrams and recall that by 2.4 it also preserves cofibrations. The rest of the proof now follows that of [Theorem 4.4] almost verbatim.
Proof of 6.2:
The only additional observation needed to make the proof of [Corollary 4.5] carry over is that
is a decomposition diagram in which all morphisms are cofibrations by 2.3.
Proof of 6.3: , 2) . Suppose first that, in addition to f being a cofibration, p 1 is a p-NDR of p 2 relative to f . Then
is contractible, the result follows immediately from 6.1. Now consider the case of a general cofibration. In this case, we let
, 1] × H 1 → H 1 is the projection, and the union of [
We also let i 1 : ξ 1 → ξ 2 be the inclusion at time . Then it is easily seen the p 1 is a p-NDR of p 2 relative to i 1 and that i 1 is a cofibration by 2.3. Hence there is a fibration up to homotopy
Corollary 6.3 now follows from the observations that the obvious inclusion ξ 2 → ξ 2 is a homotopy equivalence and that vξ 1 ∪ ξ 1 ξ 2 is isomorphic to vξ 1 ∪ ξ 1 ξ 2 .
The Homology Theories
This section first defines the functor K cc : T OP/CM * → SPEC and then shows that it is a homology theory. It also defines graded-group valued reduced and relative homology theories on T OP/CM * and collects their basic properties.
Let SPEC be the category in which an object is an Ω-spectrum {A n ; n } and a morphism f : {A n ; n } → {B n ; η n } is a sequence of maps {f n : A n → B n |n ≥ 0} for which η n f n is pointed homotopic to Ω(f n+1 ) n .
Let ξ ∈ T OP/CM * and define an Ω-spectrum K cc (ξ) as follows: For n ≥ 0, let
Then Corollary 6.4 shows there are homotopy equivalences
from which we obtain a homotopy equivalence
by taking a homotopy inverse f −1 for f . Thus { K cc (ξ) n ; n } is an Ω-spectrum and it is readily checked that the correspondence ξ → K cc (ξ) defines a functor
We think of ∅ ξ as the "empty object" in T OP/CM * determined by ξ.
Theorem 7.1 The functor K cc : T OP/CM * → SPEC is a homology theory on T OP/CM * ; that is:
(1) For each object ξ ∈ T OP/CM * , K cc (vξ) is contractible; and
in which all the morphisms are cofibrations, the diagram of spectra
is homotopy Cartesian.
In addition, (3) K cc is a homotopy functor; and (4) For any ξ ∈ T OP/CM * , there is a natural isomorphism of Ω-spectra Σ K cc (ξ)
is contractible for each n by 4.1, (1) is obvious. To prove (2), note that since suspension preserves decomposition diagrams and cofibrations, by 6.1 for each n the diagram
is a pullback up to homotopy. Hence the fibres of the horizontal maps are weak homotopy equivalent. This implies that in the diagram of spectra
in which the rows are fibrations, the natural map F → F is a weak homotopy equivalence. Part (2) now follows easily. Part (3) follows immediately from the proof of 6.2; while (4) is obvious from the definitions. This completes the proof of 7.1.
T OP/CM * → GA where π * is the stable homotopy functor and GA is the category of graded abelian groups.
Corollary 7.2 The functor K * ( ) : T OP/CM * → GA is a reduced homology theory; that is
(1) K * ( ) is a homotopy functor;
(2) There is a natural isomorphism Σ :
(3) For any cofibration f : ξ → η, there is a fibration of spectra
Hence there is an exact sequence
in which all morphisms are cofibrations, the inclusion
and there is an exact sequence
Proof:
Parts (1), (2) and (4) follow immediately from 7.1. The proof of 6.3, combined with 7.1, shows that there is a fibration of spectra
from which (3) follows. Part (5) now follows from the observation that there is a homotopy commutative diagram of spectra
in which the rows are fibrations and the left hand square is homotopy Cartesian. Hence the vertical map on the right is a homotopy equivalence of spectra and
is an isomorphism. The existence of the exact sequence then follows from this and (3) by the Barratt-Whitehead Lemma [GH; p. 99] .
H, X; p 1 and q 1 are the restrictions of p 2 and q 2 ; and the inclusion i : ξ 1 → ξ 2 is a cofibration. In this case, we call (ξ 2 , ξ 1 ) a pair in T OP/CM * . Note that for any object ξ ∈ T OP/CM * , the obvious inclusion ∅ ξ → ξ is a cofibration; hence (ξ, ∅ ξ ) is a pair in T OP/CM * .
For any pair (η, ξ) in T OP/CM * , we define K * (η, ξ) by setting K * (η, ξ) = K * (vξ∪ ξ η).
Theorem 7.3 The functor K * ( , ) is a homology theory on the category of pairs of objects in T OP/CM * ; that is
(1) K * ( , ) is a homotopy functor;
(2) For any pair (ξ 2 , ξ 1 ) in T OP/CM * , there is an exact sequence
in which all morphisms are cofibrations, the inclusion (
Part (1) is an immediate consequence of 7.2.(1). To prove (2), we show that there is a fibration of spectra
Part (2) then follows by taking homotopy groups. To show this fibration exists, notice that if ξ 1 → ξ 2 is a cofibration so is ξ 1
Hence there is fibration of spectra
by 7.2.(3) and it suffices to show that the inclusion
. To see this, notice there is a cone point inclusion v∅
Notice further that by 2.3, all maps in this diagram are cofibrations. Since K cc (v∅ ξ 1 ) and
are contractible by 7.1. (1), j 1 induces the needed weak homotopy equvalence
is an isomorphism is just a restatement of 7.2.(5). The existence of the exact sequence now follows from this and (2) by the Barratt-Whitehead Lemma.
Some Calculations
In this short section we compare the behavior of K * ( ) and K * ( , ) under coproducts and give an easy calculation which describes the K-theory of ξ × S 1 . The latter result is used in an essential way in [ACM] . , 2) have the same basepoint space X = X 1 = X 2 and set
Then there is a decomposition diagram
in which all the morphisms are inclusions and are cofibrations. So by 7.2.(5), there is a exact sequence
where j * = (j 1 * j 2 * ). Note that if ξ 1 = ξ and ξ 2 = v∅ ξ , then ξ 1 ξ 2 = ξ + . So as a special case of this construction, we obtain the exact sequence
since the K * (v∅ ξ ) term vanishes by 7.2.(4). In Section 9, we show that K * (∅ ξ ) = K * Rπ 1 X, the usual algebraic K-theory of the ring Rπ 1 X. Hence, in general, the map j * fails to be an isomorphism. On the other hand, applying 7.3.(3) to the precceding decomposition diagram gives the exact sequence
in which j * = (j 1 * , j 2 * ). In this case, j * is an isomorphism since K * (∅ ξ , ∅ ξ ) = 0.
where π is projection on the first factor. Knowing the behavior of j * is of use in proving the following proposition which is used in Section 9 and plays an important role in [ACM] :
Proposition 8.1 For any object ξ ∈ T OP/CM * there is a natural, naturally split, short exact sequence
Proof: Let D 1 ± be the upper and lower semicircles in S 1 . Then
is a decomposition diagram in which all morphisms are cofibrations. Hence there is an exact sequence
, the result now follows from the observations above and elementary arguments.
The Comparison Between Boundedly Controlled and Continuously Controlled K-Theory
We recall from Section 1 that each object ξ = (
; O(p)) be the category of boundedly controlled geometric modules defined in Section 3. The reader will see that this construction is slightly different from the open cone construction used in [AM2] in that it puts a copy of X, rather than just a single point, over the cone point in O(B). Nonetheless, the arguments used in [AM2] , combined with those of this paper, show that the collection of spaces K bc (ξ) = {K GM bc (S n ξ)} may be endowed with the structure of an Ω-spectrum and that the functor K bc : T OP/CM * → SPEC is a homology theory on T OP/CM * . Recall also from Section 1 that there is a commutative diagram OM(q)
in which the maps µ are homeomorphisms. It is straightforward to see that there is also an induced additive functor
which in turn induces a natural transformation µ * :
The section contains a proof of the following theorem:
If there is a simplicial complex K with |K| = B whose skeleta present p as a stratified system of fibrations, then
is a weak homotopy equivalence of spectra. Hence µ * induces an isomorphism on algebraic K-theory.
a filtration of B by closed subsets. Following [Qn2; Appendix], we say this filtration presents ξ as a stratified system of fibrations if for each n ≥ 1, p n−1 is a p-NDR of p n where p n = p| :
We now state the lemmas used to prove of 9.1 while temporarily deferring their proofs. The argument used to prove [AM3; Proposition 4.2] also shows that to prove 9.1 it suffices to prove the next two lemmas: Lemma 9.2 For any space X, µ * :
is a weak homotopy equivalence of spectra where ∅ X = (∅ ← ∅ → X).
Lemma 9.3 For all n ≥ 0, the map
is a weak homotopy equivalence of spectra where ξ n = ξ||K n |.
The following corollary is really an addendum to the proof of 9.2:
Corollary 9.4 There is a weak homotopy equivalence of spectra
In this corollary K(Rπ 1 X) is the spectrum [PW1] assigns to the ring Rπ 1 X.
−→ {v}) and consider the morphism (1, 1, v X ) : ξ → ξ {v} . We shall see below that 9.3 is a consequence of the following lemma which is also needed in [ACM] .
is independent of the basepoint space X.
We now turn to the deferred proofs.
Proof of 9.2: A standard argument shows it suffices to prove 9.2 in the case when X is path connected. In this case, let F Rπ 1 X be the additive category of finitely generated free Rπ 1 X modules. Then the constructions of [PW1] and [ACFP] , respectively, assign spectra K b (∅; F Rπ 1 X) and K(∅; F Rπ 1 X), respectively, to the empty space ∅. It now suffices to show there is a homotopy commutative diagram of spectra
in which λ b * , λ c * , and µ * are weak homotopy equivalences. To construct this diagram, let n ≥ 0 and consider the object S n (∅ X ) ∈ T OP/CM * where ∅ X = (∅ ← ∅ → X). A simple induction argument shows that
where S n p and q are the projections on the first and second factors respectively. Let x 0 ∈ X be any point and let
be the full subcategory whose objects (S, σ) have σ(S) ⊂ vS n−1 × {x 0 } and let
be defined similarly. Then there is a commutative diagram in which the horizontal maps are equivalences of categories. Let BF Rπ 1 X be the category of based, finitely generated free Rπ 1 X modules and C(R n ; BF Rπ 1 X) and C(R n ; F Rπ 1 X), respectively, (respectively, B(D n , S n−1 ; BF Rπ 1 X) and B(D n , S n−1 ; F Rπ 1 X), respectively,) be the categories of [PW1] (respectively, of [ACFP] ) of geometric modules on R n with coefficients in BF Rπ 1 X and F Rπ 1 X, respectively, and bounded morphisms (respectively, morphisms with continuous control at S n−1 ). We wish to construct a functor j b n# : C(R n ; BF Rπ 1 X) → GM bc sec (O(S n−1 ); O(S n p)).
To do this let M = {M z |z ∈ R n } be an object of C(R n ; BF Rπ 1 X). Then for each z, M z is a free Rπ 1 X module equipped with a basis S z for which Supp M = {z ∈ R n |M z = 0} is locally finite. Let (S M , σ M ) be the pair with S M = {S z |z ∈ Supp M } and σ M (s) = (z, x 0 ) if s ∈ S z . Then (S M , σ M ) is an object in GM for each n ≥ 1, there is a regular neighborhood N of |K n−1 | in |K n | with the following properties:
(a) The inclusion ξ n−1 → ξ|N is a homotopy equivalence;
(b) ξ||K n | − Int N is homotopy equivalent to ζ σ = (∆ n π 1 ←− ∆ n × Y σ q −→ {v}) where the coproducts run over the set I n of n-simplices of K, Y σ = p −1 (t) for some point t in the interior of σ ∈ I n , and π 1 is the projection on the first factor; and (c) Every morphism in the following decomposition diagram is a cofibration
The proof of this lemma uses a simple observation whose proof we leave to the reader:
Lemma 9.7 Let ξ i = (B i p i ←− H i q i −→ {v}) (i = 1, 2) be an object in T OP/CM * for which p i is a fibration. Let f : ξ 1 → ξ 2 be a morphism in T OP/CM * for which (f H , f B ) : p 1 → p 2 is a fibre homotopy equivalence. Then f is a homotopy equivalence.
Proof of 9.6: Let B j = |K j | and H j = p −1 (B j ). Then p j = p| : H j → B j for j = n − 1, n and since p n−1 is a p-NDR in The inclusion ξ n−1 → ξ|N 2 is then almost a homotopy equivalence. The problem is that the homotopy G takes values in ξ|N 1 rather than in ξ|N 2 . To remedy this, we note that since N 2 ⊂ Int N 1 , the inclusion ∂N 2 → N 1 −Int N 2 is a homotopy equivalence. Since p|N 1 −Int N 2 is a fibration, it follows from 9.7 that ξ|∂N 2 → ξ|N 1 − Int N 2 is a homotopy equivalence. Hence so is the inclusion ξ|N 2 → ξ|N 1 . Let F : ξ|N 1 → ξ|N 2 be a homotopy inverse for the latter inclusion and N = N 2 . Then F G gives the homotopy needed to conclude that ξ n−1 → ξ|N n−1 is a homotopy equivalence. This completes the proof of (a).
The proof of (b) proceeds by noting that there is a homeomorphism f B : B n −Int N → ∆ n , where the coproduct is over I n , and that the map h B p|p −1 (B n −Int N ) is a fibration. Hence there is a fibre homotopy equivalence f H : p −1 (B n − Int N ) → (∆ n × F σ ) where σ ∈ I n and F σ = p −1 (t) for some t ∈ Int σ. Part (b) now follows from 9.7. To prove (c), let M be a regular neighborhood of ∂N in N . Since p|p −1 (B n − B n−1 ) is a fibration, so is p|M and it follows easily that p|∂N is a p-NDR in p|N . Hence the inclusion ξ|∂N → ξ|N is a cofibration by 2.3. The similar proofs that the other maps in the diagram in (c) are cofibrations are left to the reader. This completes the proof of 9.6. Proof of 9.3: We prove 9.3 first in the case when ξ has basepoint space X = {v}, a single point. To simplify notation in this proof, we assume K n − K n−1 consists of a single n-simplex ∆ n . We claim that to prove the lemma it suffices to prove that for any object ζ ∈ T OP/CM * of the form ζ = (∆ n π 1 
Thus to show the µ * on the right induces a weak homotopy equivalence, it suffices to show the µ * on the left induces a weak homotopy equivalence. But since v(
−→ Y ) = S n ∅ Y , the map µ * on the right is a weak homotopy equivalence by 9.2 and 7.2.(2). This completes the proof of 9.3 in the case when ξ has base point space a point.
Suppose now that ξ = (B p ←− H q −→ X) has general base point space X. Then there is a commutative diagram of spectra
{v} , ξ n {v} ) in which the indicated map is a weak homotopy equivalence by the argument above. To complete the proof, it therefore suffices to show that the vertical maps are also weak homotopy equivalences. To see this in the cc case, consider the commutative diagram of spectra
