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CHAPTER 1
Introduction
1.1. Overview
For X and Y any pair of Hilbert spaces, we use the notation L(X ,Y) to de-
note the space of bounded, linear operators from X to Y, shortening the notation
L(X ,X ) to L(X ). We start with the classical discrete-time linear system
Σ(U) :
{
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k)
(1.1)
with x(k) taking values in the state space X , u(k) taking values in the input-space
U and y(k) taking values in the output-space Y, where U , Y and X are given Hilbert
spaces and where the connection matrix (sometimes also called colligation matrix
or system matrix of the system
U =
[
A B
C D
]
:
[X
U
]
→
[X
Y
]
is a given bounded linear operator. If we let the system evolve on the nonnegative
integers n ∈ Z+, then the whole trajectory {u(n), x(n), y(n)}n∈Z+ is determined
from the input signal {u(n)}n∈Z+ and the initial state x(0) = x according to the
formulas
x(k) = Akx+
k−1∑
j=0
Ak−1−jBu(j),
y(k) = CAkx+
k−1∑
j=0
CAk−1−jBu(k) +Du(k). (1.2)
Application of the Z-transform
{f(k)}k∈Z+ 7→ f̂(λ) =
∞∑
k=0
f(k)λk
to the system equations (1.1) converts the expressions (1.2) to the so-called frequency-
domain formulas
x̂(λ) = (I − λA)−1x+ λ(I − λA)−1Bû(λ),
ŷ(λ) = C(I − λA)−1x+ [D + λC(I − λA)−1B]û(λ) = OC,Ax+ΘU(λ)û(λ),
where
OC,A : x 7→
∞∑
k=0
(CAkx)λk = C(I − λA)−1x (1.3)
is the observability operator and where
ΘU(λ) = D + λC(I − λA)−1B (1.4)
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is the transfer function of the system Σ given by (1.1). In particular, if the input
signal {u(n)}n∈Z+ is taken to be zero, the resulting output {y(n)}n∈Z+ is given by
y = OC,Ax(0). If OC,A is injective, i.e., if (C,A) satisfies the so-called observability
condition
∞⋂
k=0
KerCAk = {0}, (1.5)
we say that the output pair (C,A) is observable. In case OC,A is bounded as an
operator from X into the standard vector-valued Hardy space of the unit disk
H2Y =
{
f(λ) =
∑
k≥0
fkλ
k :
∑
k≥0
‖fk‖2Y <∞
}
,
we say that the pair (C,A) is output-stable.
The case where the operator connection matrix U is isometric, or more gener-
ally just contractive, is of special interest. In system-theoretic terms the isometric
property of U has the interpretation that the system Σ(U) is conservative in the
sense that the energy stored by the state at time k (‖x(k + 1)‖2 − ‖x(k)‖2) is
exactly compensated by the net energy put into the system from the outside en-
vironment (‖u(k)‖2 − ‖y(k)‖2). In case U is contractive the system Σ(U) is said
to be dissipative in the sense that the net energy stored by the state at time k
‖x(k+1)‖2−‖x(k)‖2 is no more than the net energy put into the system from the
outside environment (‖u(k)‖2−‖y(k)‖2) at time k. In case the system is dissipative
(i.e., ‖U‖ ≤ 1), the transfer function ΘU is in the Schur class S(U ,Y) (i.e., analytic
on the open unit disk D and such that Θ(z) is a contraction in L(U ,Y) for every
z ∈ D), and moreover the observability operator OC,A : X → H2Y is contractive.
Conversely, if Θ is in the Schur class, then Θ has a realization as Θ = ΘU as in
(1.1) with Σ(U) dissipative (in fact, even conservative).
If U is isometric and in addition the state space operator A is strongly stable
in the sense that ‖Anx‖ → 0 as n → ∞ for each x ∈ X , then the observability
operator is a partial isometry (even an isometry in case (C,A) is observable) and
the transfer function ΘU is inner (the boundary values ΘU(ζ) existing as strong
radial limits from inside D for almost every ζ on the unit circle T are isometric
operators from U to Y), and conversely: any inner function Θ arises in this way
as Θ = ΘU with U = [ A BC D ] isometric with A strongly stable.
We say that a subspace M ⊂ H2Y is shift-invariant if f ∈ M ⇒ SYf ∈ M where
SY is the shift operator given as the coordinate multiplication operator on H2Y
SY =Mλ : f(λ) 7→ λf(λ). (1.6)
Note that if Θ is inner, thenM :=MΘH2U = Θ ·H2U is a shift-invariant subspace for
SY ; the content of the Beurling-Lax theorem is that conversely, any such invariant
subspace can be represented in this way. Similarly we say that the subspace N ⊂
H2Y is backward shift-invariant if f ∈ N ⇒ S∗Yf ∈ N where the backward-shift
operator S∗Y , the Hilbert-space adjoint of the forward-shift operator SY , works out
to be
S∗Y : f(λ) 7→ [f(λ)− f(0)]/λ.
The computation
S∗Y : C(I − λA)−1x 7→ z−1[C(I − λA)−1 − C]x = C(I − λA)−1Ax
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shows that, for any output-stable pair (C,A), RanOC,A is S∗Y -invariant. Con-
versely, if M⊥ ⊂ H2Y is S∗Y-invariant, then there is an output pair (C,A) (with
C∗C = I − A∗A) so that M⊥ = RanOC,A (see [1] for additional background and
generalizations). Moreover the Sz.-Nagy–Foias characteristic function for a com-
pletely nonunitary contraction operator T on a Hilbert space H
ΘT (λ) = [−T + λDT∗(I − λT ∗)−1DT ]|DT : DT → DT∗ , (1.7)
where we use the standard notation
DT = (I − T ∗T ) 12 , DT∗ = (I − TT ∗) 12 , DT = RanDT , DT∗ = RanDT∗ ,
amounts to the transfer function ΘU associated with the unitary connection matrix
U =
[
T ∗ DT
DT∗ −T
]
:
[ H
DT
]
→
[ H
DT∗
]
.
In summary the following themes have developed and matured over the last several
decades connecting vectorial Hardy-space function theory, theory of Hilbert-space
contraction operators, and conservative discrete-time linear systems:
(1) A backward-shift invariant subspace of H2Y arises as the range of some
observability operator.
(2) A forward-shift invariant subspaces ofH2Y has Beurling-Lax inner-function
representations.
(3) In the case of a conservative linear system with strongly stable state op-
erator A (i.e., U = [ A BC D ] is isometric and ‖Anx‖ → 0 as n → ∞ for
each x ∈ X ), the observability operator OC,A : X → H2Y and the transfer-
function multiplier operator MΘU are isometric, and one has the orthog-
onal decomposition
H2Y = RanOC,A ⊕ RanMΘU ,
and conversely: if M⊂ H2Y is SY -invariant (and hence M⊥ ⊂ H2Y is S∗Y -
invariant), then there is an isometric U = [ A BC D ] with A strongly stable
such that M⊥ = RanOC,A and M = ΘU ·H2U .
(4) Inner (and more generally, contractive) multipliers MΘ : H
2
U → H2Y arise
as the Sz.-Nagy–Foias characteristic function for some completely nonuni-
tary Hilbert-space contraction operator T which in turn induces a canon-
ical functional model for the operator T .
Much work has been done to extend this set of ideas, particularly themes #2
and #4 above (the operator-model theory aspects without the system-theoretic
connections) to more general settings, e.g.,
(i) to Bergman-spaces and hypercontraction operators; see Agler [2], Mu¨ller
[71], Mu¨ller-Vasilescu [72], Hedenmalm-Korenblum-Zhu [60], Duren-Schuster [46]),
(ii) to the Drury-Arveson space and commutative row-contractive operator
tuples; see Bhattacharyya-Eschmeier-Sarkar [30, 31], Bhattacharyya-Sarkar [32],
Ball-Bolotnikov [13],
(iii) to more general domains in Cd than the ball and associated more general
commutative operator tuples; see Athavale [12], Curto-Vasilescu [40, 41], Timotin
[100], Pott [91], Ambrozie-Engli˘s-Mu¨ller [9], Arazy-Engli˘s [10].
(iv) to the full Fock space and freely noncommutative row-contractive operator
tuples, possibly also constrained to lie in a prescribed noncommutative operator
variety; see Bunce [37], Frazho [52], Popescu [78, 79, 80, 81, 84, 85],
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(v) to a more general formalism of representations of certain operator algebras
based on tensor-algebra constructions; see Muhly-Solel [67, 69, 68, 70]), and
(vi) to noncommutative hypercontractive operator tuples modeled on noncom-
mutative varieties (see Popescu [88, 89, 90]) as well as a weighted version of the
tensor-algebra context (see Muhly-Solel [70]).
Identification of a characteristic function defined by a formula of the Sz.-Nagy–
Foias type (1.7) (the main thrust of theme #4 above) can be found (i) for the
Bergman space setting only recently first in the work of Olofsson [73, 74, 75] and
then followed up by the authors [14, 15] and Eschmeier [50], (ii) for the Drury-
Arveson space setting earlier in the work of Bhattacharyya-et-al [30, 31, 32], (iv)
for the full Fock space in the work of Popescu [80], Ball-Bolotnikov-Fang [20, 21]
and Ball-Vinnikov [28], for the tensor-algebra context in Muhly-Solel [68].
Let us note at this stage that theme #4 simplifies considerably in case the
completely nonunitary contraction operator T is in the Sz.-Nagy–Foias class C·0
(i.e., T ∗ is strongly stable or equivalently, the contraction operator T is pure in the
terminology of some authors). Indeed, T ∈ C·0 is equivalent to ΘT being inner, i.e.,
we are in the setting of item #3 in the list of themes above: H2DT∗ = N ⊕M where
N = RanODT∗ ,T∗ is backward-shift invariant and M = ΘT ·H2DT is forward-shift
invariant. It then turns out that T is unitarily equivalent to its Sz.-Nagy–Foias
model operator T given simply by T := PNMλ|N where Mλ : f(λ) 7→ λf(λ) is the
coordinate multiplication operator on H2DT∗ .
In the multivariable context, with only a couple of exceptions (see [13, 28]) the
full completely nonunitary Sz.-Nagy–Foias model theory has proved to be elusive.
A common compromise choice for moving past the C·0 (or pure) case is to invoke
an analogue of the assumption that T is completely non-coisometric (see [31, 80,
68]). In this case the observability operator ODT∗ ,T∗ is no longer isometric but
is still injective (i.e. the output pair (DT∗ , T
∗) is observable) and one can equip
RanODT∗ ,T∗ with the lifted norm from X (rather than the induced norm from
containment in the ambient Hardy space H2DT∗ ) to view T
∗ as unitarily equivalent
to the restriction of the backward shift SDT∗ to the subspace RanODT∗ ,T∗ which
is now only contractively included in H2DT∗ . Many authors construct an additional
defect space ∆ΘTH
2
DT∗ so that RanODT∗ ,T∗ (with lifted norm from X ) can be
identified isometrically with a subspace of the two-component space
RanODT∗ ,T∗ ⊕ ∆ΘTH2DT∗
(with the first component now taken with H2DT∗ -norm), but from our point of
view this is not necessary. Then there is a Cholesky-factorization algorithm for
constructing an operator [ BD ] : U →
[ X
DT∗
]
so that U =
[
T∗ B
DT∗ D
]
:
[ H
DT
]→ [ HDT∗ ]
is unitary (for the classical case one simply takes U = DT , B = DT : DT → H
and D = −T |DT ), and we can define the transfer function ΘU associated with
connection matrix U to be the characteristic function of T . Then the backward
shift S∗DT∗ restricted to the subspace N := RanODT∗ ,T∗ considered with lifted
norm is the de Branges-Rovnyak model for the original contraction operator T .
The link with the characteristic function ΘT is due to the validity of the formula
DT∗(I − λT ∗)−1(I − ζT )−1DT∗ + ΘT (λ)ΘT (ζ)
∗
1− λζ =
IDT∗
1− λζ
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(where k(λ, ζ) = 1
1−λζ is the reproducing kernel for H
2) which can be interpreted
as saying that the subspace M := ΘT ·H2U ⊂ H2DT∗ with lifted norm is the Bran-
gesian complement of the backward-shift invariant subspace N = RanODT∗ ,T∗
(also contractively included in H2DT∗ ); see Section 3.1.1 below. The idea of the
generalized Beurling-Lax Theorem whereby one represents contractively included
forward-shift invariant subspaces as being of the form Θ ·H2U with Θ being in the
Schur class rather than inner appears already in the work of de Branges-Rovnyak
[35] and indeed the de Branges-Rovnyak model space H(Θ) for the noninner case
can be considered as a contractively included backward-shift invariant subspace N
as above.
Here we focus on a general setting of model spaces, forward and backward shift-
operator tuples, and their joint invariant subspaces which simultaneously contain as
special cases the Bergman setting (i) and the full Fock space setting (iv) mentioned
above. Before plunging into the most general setting, we next sketch how the system
theory setup (1.1), (1.2), (1.3), (1.4), (1.5) adapts to these motivating special cases.
1.2. Standard weighted Bergman spaces
For a Hilbert space Y and an integer n ≥ 1, we denote by An,Y the Hilbert space of
Y-valued functions f analytic in the open unit disk D and with finite norm ‖f‖An,Y :
An,Y =
{
f(λ) =
∑
j≥0
fjλ
j : ‖f‖2An,Y :=
∑
j≥0
µn,j · ‖fj‖2Y <∞
}
,
where the weights µn,j ’s are defined by
µn,j :=
1(
j+n−1
j
) = j!(n− 1)!
(j + n− 1)! . (1.8)
The space An,Y can be alternatively characterized as the reproducing kernel Hilbert
space with reproducing kernel kn(λ, ζ)IY where
kn(λ, ζ) = (1 − λζ)−n. (1.9)
We introduce the function Rn and its shifted counterparts Rn,k by the formulas
Rn(λ) := (1− λ)−n =
∞∑
j=0
µ−1n,jλ
j and Rn,k(λ) =
∞∑
j=0
µ−1n,j+kλ
j , (1.10)
so that Rn,0 = Rn and kn(λ, ζ) = Rn(λζ). Observe that functions (1.10) satisfy
the following relations:
Rn,k(λ) =
(
n+k−1
k
)
+ λRn,k+1(λ), (1.11)
Rn,k(λ) =
n∑
ℓ=1
(
ℓ+k−2
ℓ−1
)
Rn−ℓ+1(λ) for k ≥ 1. (1.12)
Identity (1.11) follows directly from definition (1.10) while the proof of (1.12) can
be found in [14, Section 2]. We also record that for any operator A ∈ L(X ) with
spectral radius ρA, the operator-valued functions
Rn,k(λA) =
∞∑
j=0
µ−1n,k+jA
jλj (1.13)
are analytic on the disk {λ : |λ| < 1/ρA} for any k ∈ Z+.
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In [14], we considered the following discrete-time time-varying linear system:
Σn
({[
A Bj
C Dj
]}
j∈Z+
)
:
 x(j + 1) =
j+n
j+1 · Ax(j) +
(
j+n
j+1
) ·Bju(j)
y(j) = Cx(j) +
(
j+n−1
j
) ·Dju(j) (1.14)
where A ∈ L(X ), C ∈ L(X ,Y), Bk ∈ L(Uk,X ), Dk ∈ L(Uk,Y) are given bounded
linear operators acting between given Hilbert spaces X , Y and Uk (k ≥ 0). We
note that the case where n = 1 and where the operators Bk = B and Dk = D
are taken independent of the time parameter k ∈ Z+ reduces to the classical time-
invariant case (1.1). If we let the system (1.14) evolve on Z+, then the whole
trajectory {u(j), x(j), y(j)}j∈Z+ is determined from the input signal {u(j)}j∈Z+
and the initial state x(0) according to the formulas
x(j) = µ−1n,j ·
(
Ajx(0) +
j−1∑
ℓ=0
Aj−ℓ−1Bℓu(ℓ)
)
, (1.15)
y(j) = µ−1n,j ·
(
CAjx(0) +
j−1∑
ℓ=0
CAj−ℓ−1Bℓu(ℓ) +Dju(j)
)
. (1.16)
Formula (1.15) is established by simple induction arguments, while (1.16) is ob-
tained by substituting (1.15) into the second equation in (1.14).
To write the Z-transformed version of the system-trajectory formula (1.15), we
multiply both sides of (1.15) by λj and sum over j ≥ 0 to get, on account of (1.13),
x̂(λ) =
∞∑
j=0
x(j)λj =
( ∞∑
j=0
µ−1n,jA
jλj
)
x(0) +
∞∑
k=1
( ∞∑
j=k
µ−1n,jA
j−kλj
)
Bk−1u(k − 1)
= (I − λA)−nx(0) +
∞∑
k=1
λk
( ∞∑
j=0
µ−1n,j+kA
jλj
)
Bk−1u(k − 1)
= (I − λA)−nx(0) +
∞∑
k=0
λk+1Rn,k+1(λA)Bku(k).
The same procedure applied to (1.16) gives
ŷ(λ) = C(I − λA)−nx(0) +
∞∑
k=0
λk
(
µ−1n,kDk + λCRn,k+1(λA)Bk
)
u(k)
= On,C,Ax(0) +
∞∑
k=0
λkΘn,k(λ)u(k), (1.17)
where
On,C,A : x 7→
∞∑
j=0
(
µ−1n,jCA
jx
)
λj = C(I − λA)−nx (1.18)
is the n-observability operator and where
Θn,k(λ) = µ
−1
n,kDk + λCRn,k+1(λA)Bk (k = 0, 1, . . .)
is the family of transfer functions.
Note that observability of the output pair (C,A) in the classical sense (1.5)
is also equivalent to the injectivity of the n-observability operator On,C,A (1.18).
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Following [14], we say that the output pair (C,A) is n-output stable if On,C,A is
bounded as an operator from X into An,Y .
We note next that the transfer function Θn,k(z) encodes the result of a pulse
input-vector u being applied at time j = k:
ŷ(λ) = Θn,k(λ) · λku if x(0) = 0 and u(j) = δj,ku
(where δjk stands for the Kronecker symbol). In fact the functions Θn,k(λ) could
have been derived in this way and then one could arrive at input-output relation
(1.17) via superposition of all these time-k impulse responses. There is a notion of
conservative for a system of the form (1.14) involving the connection matrix
[
A Bj
C Dj
]
being unitary with respect to an appropriate choice of weights (see formulas (6.7)
and (6.21) in [14]). When these metric constraints are satisfied, the associated
transfer-function family {Θn,k} serves as a representer of a shift-invariant subspace
in the weighted Bergman space while the image space of an observability operator
On,C,A is the model for a backward shift invariant subspace in An,Y (see [14, 15]).
1.3. The Fock space setting
The classical results on the system (1.1) admit nice extensions to a number of
multivariable settings, both commutative and noncommutative. In this section we
recall the case where the Hardy space H2Y is replaced by the Fock space H
2
Y(F
+
d ).
To define the Fock space, we let F+d denote the unital free semigroup (i.e.,
monoid) generated by the set of d letters {1, . . . , d}. Elements of F+d are words of
the form iN · · · i1 where iℓ ∈ {1, . . . , d} for each ℓ ∈ {1, . . . , N} with multiplication
given by concatenation. The unit element of F+d is the empty word denoted by ∅.
For α = iN iN−1 · · · i1 ∈ Fd, we let |α| denote the number N of letters in α and
we let α⊤ := i1 · · · iN−1iN denote the transpose of α. We let z = (z1, . . . , zd) to be
a collection of d formal noncommuting variables and let Y〈〈z〉〉 denote the set of
noncommutative formal power series
∑
α∈F+
d
fαz
α where fα ∈ Y and where
zα = ziN ziN−1 · · · zi1 if α = iN iN−1 · · · i1. (1.19)
The Fock space H2Y(F
+
d ) is then defined as
H2Y(F
+
d ) =
{ ∑
α∈F+
d
fαz
α ∈ Y〈〈z〉〉 :
∑
α∈F+
d
‖fα‖2Y <∞
}
. (1.20)
The Fock-space counterpart of (1.1) is the system
Σ(U) :

x(1α) = A1x(α) +B1u(α)
...
...
...
x(dα) = Adx(α) +Bdu(α)
y(α) = Cx(α) +Du(α)
(1.21)
which evolves along the free semigroup F+d , and, for each α ∈ F+d , the state vector
x(α), input signal u(α) and output signal y(α) take values in the state space X ,
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input space U and output space Y. The connection matrix U has the form
U =
[
A B
C D
]
=

A1 B1
...
...
Ad Bd
C D
 :
[X
U
]
→

X
...
X
Y
 . (1.22)
Such systems were introduced in [28] and with further elaboration in [22] and [23];
following [22] we call this type of system a noncommutative Fornasini-Marchesini
linear system.
We extend the noncommutative functional calculus (1.19) from noncommuting
indeterminates z = (z1, . . . , zd) to a d-tuple of operators A = (A1, . . . , Ad) by
letting
Aα := AiNAiN−1 · · ·Ai1 if α = iN iN−1 · · · i1 ∈ F+d , (1.23)
where the multiplication is now operator composition. Letting
Z(z) =
[
z1 · · · zd
]⊗ IX , A =
A1...
Ad
 , B =
B1...
Bd
 , (1.24)
we next observe that
(Z(z)A)j =
( d∑
i=1
ziAi
)j
=
∑
α∈F+
d
: |α|=j
Aαzα for all j ≥ 0 (1.25)
and therefore,
(I − Z(z)A)−1 =
∞∑
j=0
(Z(z)A)j =
∞∑
j=0
∑
α∈F+
d
: |α|=j
Aαzα =
∑
α∈F+
d
Aαzα.
Application of the formal noncommutative Z-transform
{fα}α∈F+
d
7→ f̂(z) =
∑
α∈F+
d
fαz
α (1.26)
to the system (1.21) then gives
x̂(z) = (I − Z(z)A)−1x(∅) + (I − Z(z)A)−1Z(z)Bû(z),
ŷ(z) = OC,Ax(∅) + ΘU(z)û(z), (1.27)
where
OC,A : x 7→ C(I − Z(z)A)−1x =
∑
α∈F+
d
(CAαx)zα (1.28)
is the observability operator of (C,A) and where ΘU(z) ∈ L(U ,Y)〈〈z〉〉 is given by
ΘU(z) = D + C(I − Z(z)A)−1Z(z)B = D +
∑
α∈F+
d
d∑
j=1
CAαBjz
αzj . (1.29)
Thus the initial state x = x∅ is uniquely determined by the output signal ŷ(z) when
the input signal û(z) is taken to be zero exactly when OC,A is injective; when this
is the case, we say that the output pair (C,A) is observable. The pair (C,A) is
called output-stable if OC,A is bounded as an operator from X into H2Y(F+d ), and
exactly observable if OC,A is bounded and bounded below. As in the single-variable
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case, the connection matrix (1.22) being unitary corresponds to a notion of energy
conservation; for details on this we refer to [28]. The d-tuple A = (A1, . . . , Ad) is
called strongly stable if
lim
N→∞
∑
α∈F+
d
: |α|=N
‖Aαx‖2 → 0 for all x ∈ X . (1.30)
Again, as in the single-variable case, the condition (1.30) in conjunction with [ AC ]
being isometric guarantees that OC,A is a partial isometry and that the operator
MΘU : f(z) 7→ ΘU(z)f(z) of multiplication by the transfer function (1.29) acts iso-
metrically as an operator from H2U (F
+
d ) into H
2
Y(F
+
d ) (see [28, 20, 21] for details).
The representationM = ΘU ·H2U (F+d ) amounts to the Beurling-Lax representation
for right-shift invariant subspaces (i.e., f(z) ∈ M⇒ f(z) · zj ∈ M for j = 1, . . . , d)
while backward shift-invariant subspaces arise as the range of an observability op-
erator OC,A (see [79, 28, 20, 21]).
1.4. Weighted Bergman-Fock spaces
We introduce a family of weighted Bergman-Fock spaces as a multivariable
noncommutative counterpart of standard weighted Bergman spaces; the system-
theoretic point of view presented here combines the single-variable setting handled
in [14, 15] with the unweighted multivariable setting from section 1.3. Given an
integer n ≥ 1, the free semigroup F+d , and the coefficient Hilbert space Y, we let
An,Y(F+d ) =
{ ∑
α∈F+
d
fαz
α ∈ Y〈〈z〉〉 :
∑
α∈F+
d
µn,|α| · ‖fα‖2Y <∞
}
(1.31)
where, according to (1.8), µn,|α| =
|α|! (n−1)!
(n+|α|−1)! . We propose to consider the following
multidimensional system with evolution along the free semigroup F+d :
Σ{Uα},n :

x(1α) = n+|α||α|+1A1x(α) +
(
n+|α|
|α|+1
)
B1,αu(α)
...
...
...
x(dα) = n+|α||α|+1Adx(α) +
(
n+|α|
|α|+1
)
Bd,αu(α)
y(α) = Cx(α) +
(
n+|α|−1
|α|
)
Dαu(α)
(1.32)
with the d-tuple of state space operators A = (A1, . . . , Ad) and the state-output
operator C ∈ L(X ,Y). Here in addition we have a family of connection matrices
and the family of input spaces indexed by α ∈ F+d :
Uα =
[
A B̂α
C Dα
]
:
[X
Uα
]
→
[X d
Y
]
, where A =
A1...
Ad
 , B̂α =
B1,α...
Bd,α
 (1.33)
together with additional α-dependent weights in the system equations indexed by
the natural number n. Upon running the system (1.32) with a fixed initial condition
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x(∅) = x ∈ X we get recursively
x(α) =µ−1n,|α| ·
(
Aαx+
∑
α′′jα′=α
Aα
′′
Bj,α′u(α
′)
)
, (1.34)
y(α) =µ−1n,|α| ·
(
CAαx+
∑
α′′jα′=α
CAα
′′
Bj,α′u(α
′) +Dαu(α)
)
. (1.35)
Making use of notation (1.24) and equality (1.25) we observe that
(I − Z(z)A)−n =
∞∑
j=0
µ−1n,j ·
∑
α∈F+
d
: |α|=j
Aαzα =
∑
α∈F+
d
µ−1n,|α|A
αzα, (1.36)
and then define Rn,k(Z(z)A) via formal power series
Rn,k(Z(z)A) =
∑
α∈F+
d
µ−1n,|α|+kA
αzα. (1.37)
We next apply the noncommutative Z-transform (1.26) to (1.34) and then invoke
(1.36), (1.37) to get
x̂(z) =
∑
α∈F+
d
µ−1n,|α|
(
Aαx+
∑
α′′jα′=α
Aα
′′
Bj,α′u(α
′)
)
zα
=
∑
α∈F+
d
(
µ−1n,|α|A
αx
)
zα
+
∑
α′∈F+
d
( ∑
α′′∈F+
d
µ−1n,|α′′|+|α′|+1A
α′′zα
′′
)( d∑
j=1
zjBj,α′
)
zα
′
u(α′)
=(I − Z(z)A)−nx+
∑
α∈F+
d
Rn,|α|+1(Z(z)A)Z(z)B̂αzαu(α).
The same procedure applied to (1.35) now gives
ŷ(z) =C(I − Z(z)A)−nx
+
∑
α∈F+
d
(
CRn,|α|+1(Z(z)A)Z(z)B̂α + µ
−1
n,|α|Dα
)
zαu(α)
=On,C,A(z)x+
∑
α∈F+
d
Θn,Uα(z)z
αu(α), (1.38)
where the first term on the right presents the n-observability operator
On,C,A(z)x = C(I − Z(z)A)−nx =
∑
α∈F+
d
µ−1n,|α|(CA
αx)zα (1.39)
associated with the state space d-tuple A and the state-output operator C and
where
Θn,Uα(z) = µ
−1
n,|α|Dα + CRn,|α|+1(Z(z)A)Z(z)B̂α (1.40)
is the family of transfer functions indexed by α ∈ F+d . One can see that the notion
of the n-observability operator (1.39) generalizes the single-variable notion (1.18)
as well as the unweighted multivariable one in (1.28). We say that the output pair
(C,A) is n-observable ifOn,C,A is injective; from (1.39) we see that this is equivalent
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to (C,A) being observable when viewed as an output pair for an unweighted system
as in (1.28), i.e., observability is equivalent to⋂
α∈F+
d
KerCAα = {0}. (1.41)
We say that the output pair (C,A) is n-output stable if On,C,A is bounded as an
operator from X into An,Y(F+d ) and exactly n-observable if also On,C,A is bounded
below.
In parallel with the discussion at the end of Section 1.2, we use the formula
(1.38) to view the transfer function Θn,Uα(z) as encoding the result of a pulse input
vector u being applied at position α ∈ F+d with zero initial state:
ŷ(z) = Θn,Uα(z) · zαu if x∅ = 0 and u(β) = δα,βu.
A preliminary notion of noncommutative n-Bergman conservative system for sys-
tems of the form (1.32) will be developed in Section 7.1 below. The associated
n-Bergman inner family is the main ingredient for one version of a Beurling-Lax
representation for forward-shift invariant subspaces for this setting (see Section 7.2
below). We shall see that backward shift-invariant subspaces in this setting arise
as the range of an n-observability operator form On,C,A for an appropriate choice
of a state-space d-tuple A and an state-output operator C.
The main goal of this paper is to carry out the program outlined above in
themes #1–#4 (including the refinements where ΘT is allowed to be a non-inner
Schur-class function and T is not required to be pure but only completely noncoiso-
metric) for the setting where the system Σ(U) (1.1) is replaced by the (time-varying)
system Σ{Uα,n} (for a fixed n ∈ N), where the Hardy space H2Y is replaced by the
weighted Bergman-Fock space An,Y(F+d ) (1.31), where the observability operator
OC,A (1.3) becomes the n-observability operator On,C,A (1.39), where the transfer
function ΘU(λ) (1.4) becomes the family of formal-power-series transfer functions
{Θn,Uα(z)}α∈F+
d
(1.40), where the shift operator SY (1.6) becomes the right-shift
operator tuple Sµn,R = (Sµn,R,1, . . . , Sµn,R,d) on An,Y(F+d ) (see (4.62)), and where
the contraction operator T becomes a ∗-n-hypercontractive operator tuple, i.e., an
operator tuple T = (T1, . . . , Tn) ∈ L(H)d such that
(I −B∗T)m[I] =
∑
α∈F+
d
: |α|≤m
(−1)|α| ([ m|α| ])Tα⊤T ∗α  0 (1.42)
for 1 ≤ m ≤ n, where in general BT∗ [X ] =
∑d
j=1 TjXT
∗
j .
Our results are actually more general than the setting based on the reciprocal
binomial coefficient weights µn. In section 2.2 we introduce a class of weights ω =
{ωj}j≥0 satisfying certain natural admissibility conditions (automatically satisfied
by ω = µn for all n = 1, 2, . . . ) and eventually show how the whole program #1–
#4 extends to this level of generality. Let us point out that the setting ω = µn is
also part of the setting studied in the recent paper of Popescu [90]. Many pieces
of the program #1–#4 for the setting with ω = µn are also handled in Popescu’s
paper, but many of our results along with our point of view and approach are
complementary. The setting with a general admissible ω not equal to µn however
appears to be a strict generalization and is not covered by Popescu’s results.
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We also discuss a generalization of the setting ω = µn whereby one fixes a free
noncommutative function given by a formal power series in freely noncommuting
arguments z = (z1, . . . , zd)
p(z) =
∑
α∈F+
d
pαz
α (1.43)
which is regular, meaning that
p∅ = 0, pα > 0 if |α| = 1, pα ≥ 0 for all α ∈ F+d ,
the series (1.43) has positive radius of convergence ρ > 0: p(A) =
∑
α∈F+
d
pαA
α
converges absolutely whenever ‖ [A1 · · · Ad] ‖ < ρ. We then consider the class
of operator tuples T = (T1, . . . , Td) which are ∗-(p, n)-hypercontractive in the sense
that condition (1.42) is replaced by
(1− p)m(BT∗)[I]  0 for m = 1, . . . , n. (1.44)
In Chapter 9 we sketch how to carry out the program #1–#4 for this setting. This
generalization originates in the work of Pott [91] for the univariate case and is
handled by Popescu in [87] for the case ω = µ1 and in [90] for the case ω = µn.
The setting in [90] has an additional layer of flexibility: there is incorporated a
constraint on the freeness of the lack of commutativity in the components T1, . . . , Td
of the tuple T; in particular the set of constraints TiTj = TjTi implies that one can
pick up the commutative version of the setting as a special case. Let us mention
that the related Popescu paper [89] has still another layer of flexibility which allows
one to pick up the commutative polydisk and the freely noncommutative ball as
special cases.
This paper is organized as follows:
After the present Introduction, Chapter 2 recalls the notion of the noncommu-
tative formal reproducing kernel Hilbert space (NFRKHS) from [27, 28] which will
be a substantial tool for the subsequent analysis here.
The notion of contractive multiplier between two NFRKHSs works out well and
is the topic of Chapter 3. We specialize the general setting to the case of contractive
multipliers from one Fock space into another as well as from a Fock space to a more
general weighted Bergman-Fock spaces, with particular focus on inner multipliers
(taken in various distinct senses). Some of these results are obtained by using a
noncommutative version of Leech theorem, [65], two different proofs of which are
presented in Section 3.3.
Chapter 4 provides an elaboration of theme #1 (backward-shift invariant sub-
spaces and observability operators) in these more general settings. Much of the
analysis hinges on the study of multivariable Stein equations and connections with
stability for discrete-time linear systems—a standard topic in classical linear sys-
tem theory in the univariate setting (see e.g. the book of Dullerud–Paganini [47]).
Included here is an exposition of the basic properties of the model shift-operator
tuple on H2
ω,Y(F
+
d ) and a converse characterization of which ω-isometric operator
tuples are unitarily equivalent to such a shift-operator tuple, as the shift part in the
Wold decomposition for a more general class of operator tuples which we call C(ω),
thereby generalizing results of Olofsson, Giselsson, and Wennman [55, 76] and
Eschmeier-Langendo¨rfer [51]. The analysis in this chapter builds on and clarifies
the material from [28, 20, 21] treating the Fock-space case.
1.4. WEIGHTED BERGMAN-FOCK SPACES 17
Chapter 5 moves on to an elaboration of theme #2 (Beurling-Lax representa-
tion theorems for shift-invariant subspaces). For these more general settings Chap-
ter 5 has results for (i) shift-invariant subspaces M isometrically included in the
noncommutative weighted Hardy space H2
ω,Y(F
+
d ) in terms of a McCullough-Trent
(McCT) inner multiplier Θ (a formal power series Θ for which the multiplication op-
erator is a partial isometry), thereby generalizing the result of McCullough-Trent
[66] to the multivariable noncommutative setting, (ii) for contractively-included
shift-invariant subspaces M in terms of a contractive multiplier Θ, thereby gener-
alizing results of de Branges-Rovnyak [35, 36] for the univariate case. For both
of these representations, we use as the the Fock space H2U (F
+
d ) as the input space
for the multiplier (so MΘ : H
2
U (F
+
d ) → H2ω,Y(F+d )) rather than the same weighted
Bergman-Fock space but with a different coefficient space as the model for the in-
put space (so MΘ : H
2
ω,U(F
+
d ) → H2ω,Y(F+d )) as in some previous treatments (see
[14, 15, 89]); this enables one to have a more natural minimal set of hypotheses, as
has already been seen in the nice abstract setup for commutative setting by Sarkar
and coauthors [95, 96, 29] and in the noncommutative multivariable setting as
here in work of the authors and Popescu [16, 90].
Chapter 6 also is concerned with theme #2 but of a different flavor. Namely,
here we give our noncommutative multivariable version of the quasi-wandering sub-
space of Izuchi and others [62, 63, 39].
Chapter 7 is concerned exclusively with Beurling-Lax representation results for
isometrically included subspacesM, but now in terms of a Bergman-inner multiplier
Θ (i.e., Θ maps the constants isometrically onto a wandering subspace for M—
generalizing work of Aleman, Duren, Khavinson, Richter, Shapiro, Sundberg [6,
48, 49] to the noncommutative multivariable setting. By using a whole family of
Bergman inner functions rather than a single Bergman inner function, we get a more
orthogonal Beurling-Lax representation, closer to but more complicated than, the
classical case. We also obtain analogues of the expansive multiplier property and
some results on characterizations of Bergman-inner multipliers as extremal solutions
of interpolation problems analogous to results of Duren, Hedenmalm, Khavinson,
Shapiro, Sundberg, Vukotic´ [58, 48, 101] for the univariate case.
Chapter 8 uses the results of Chapters 5 and 7 to flesh out themes #3 and
#4 for our general noncommutative multivariable setting. There are two distinct
types of model theory depending on whether one uses the Beurling-Lax represen-
tation results of Chapter 5 or the Beurling-Lax representation results of Chapter
7. The former includes model theory results for at least some classes of completely
noncoisometric ∗-ω-hypercontractive tuples while the latter to this point is only for
pure (or ∗-strongly stable) ∗-ω-hypercontractive operator tuples. Our use of con-
tractively included subspaces and Brangesian complementary spaces for the former
gives some complementary results and an alternative perspective to the results of
Popescu in [90].
Chapter 9, as already mentioned, deals with the (p, n) setting where the weighted
Bergman-Fock space is adjusted to handle the model theory for ∗-(p, n)-hypercontrac-
tive operator tuples T as in (1.44). It turns out that, with the proper (not always
expected) adjustments, all the results for the µn setting extend to this more general
setting. In this way we recover the operator-model theory results of Popescu [90]
for this setting.

CHAPTER 2
Formal Reproducing Kernel Hilbert Spaces
As was mentioned in Section 1.2, the standard weighted Bergman space An,Y
can be viewed as a reproducing kernel Hilbert space with reproducing kernel given
by (1.9). It is useful to have a similar point of view for the weighted Bergman-Fock
spaces discussed in Section 1.4.
2.1. Basic definitions
In this section we review the notion of formal reproducing kernel Hilbert space
developed in [27, Section 3].
Given a collection of freely noncommuting indeterminates z = (z1, . . . , zd), we
suppose that we are given a Hilbert space H whose elements are formal power series
f(z) =
∑
α∈F+
d
fαz
α ∈ Y〈〈z〉〉, fα ∈ Y, (2.1)
with coefficients from a coefficient Hilbert space Y. We say that H is a NFRKHS
(noncommutative formal reproducing kernel Hilbert space) if, for each β ∈ F+d , the
linear operator Φβ : H 7→ Y defined by
Φβ : f(z) =
∑
α∈F+
d
fαz
α 7→ fβ , (2.2)
is continuous. As any such power series is completely determined by the list of
its coefficients α 7→ fα for α ∈ F+d , equivalently we can view the elements f(z) as
the functions α 7→ fα on F+d . Hence, by the noncommutative Aronszajn theory of
reproducing kernel Hilbert spaces (see e.g. [27, Theorem 1.1]), there is a positive
kernel K : F+d × F+d → L(Y) so that H is the reproducing kernel Hilbert space
associated with K. To spell this out, in the present context we denote the value of
K at (α, β) by Kα,β ∈ L(Y) rather than K(α, β). Since we view an element f ∈ H
as a formal power series (2.1) rather than as a function α 7→ fα on F+d , we write,
for a given β ∈ F+d and y ∈ Y, the element Φ∗βy ∈ H as Φ∗βy = Kβ(·)y, where
Kβ(z)y =
∑
α∈F+
d
Kα,βy z
α. (2.3)
Then the reproducing kernel property can be written as
〈f, Kβ(·)y〉H = 〈f, Φ∗βy〉H = 〈Φβf, y〉Y = 〈fβ , y〉Y . (2.4)
We can make the notation more suggestive of the classical case as follows. Let
ζ = (ζ1, . . . , ζd) be a second d-tuple of noncommuting indeterminates. Given a
coefficient Hilbert space C, we can use the C-inner product to define pairings
〈·, ·〉C×C〈〈ζ〉〉 7→ C〈〈ζ〉〉 and 〈·, ·〉C〈〈ζ〉〉×C 7→ C〈〈ζ〉〉
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(where C〈〈ζ〉〉 is the space of formal power series in the set of formal conjugate
indeterminates ζ = (ζ1, . . . , ζd) with coefficients in C) by〈
c,
∑
fαζ
α〉
C×C〈〈ζ〉〉 =
∑
〈c, fα〉C ζα
⊤
,
〈∑
fαζ
α, c
〉
C〈〈ζ〉〉×C =
∑
〈fα, c〉C ζα.
These pairings can be seen as special cases of the more general pairing〈 ∑
α∈F+
d
fαζ
α,
∑
β∈F+
d
gβζ
β
〉
C〈〈ζ〉〉×C〈〈ζ〉〉
=
∑
α∈F+
d
[ ∑
β,γ : α=γ⊤β
〈fβ , gγ〉C
]
ζα, (2.5)
which can be written more suggestively as
〈f(ζ), g(ζ)〉C〈〈ζ〉〉×C〈〈ζ〉〉 =
〈∑
fαζ
α,
∑
gβζ
β〉
C〈〈ζ〉〉×C〈〈ζ〉〉 = g(ζ)
∗f(ζ) (2.6)
if we set
g(ζ)∗ =
(∑
gβζ
β
)∗
=
∑
g∗βζ
β⊤ ,
where we view g∗β ∈ L(C,C) as a linear functional on C so that
g∗βfα = 〈fα, gβ〉C for any fα ∈ C.
Then, if S(ζ) ∈ L(U ,Y)〈〈ζ〉〉, f(ζ) ∈ U〈〈ζ〉〉 and g(ζ) ∈ Y〈〈ζ〉〉, we see that
〈S(ζ)f(ζ), g(ζ)〉Y〈〈ζ〉〉×Y〈〈ζ〉〉 = g(ζ)∗ (S(ζ)f(ζ)) =
(
g(ζ)∗S(ζ)
)
f(ζ)
= 〈f(ζ), S(ζ)∗g(ζ)〉U〈〈ζ〉〉×U〈〈ζ〉〉. (2.7)
The reproducing kernel property (2.4) can be written more suggestively as
〈f,K(·, ζ)y〉H×H〈〈ζ〉〉 = 〈f(ζ), y〉Y〈〈ζ〉〉×Y , (2.8)
where we set
K(z, ζ) =
∑
α,β∈F+
d
Kα,βz
αζ
β⊤ ∈ L(Y)〈〈z, ζ〉〉. (2.9)
We note that, for each y ∈ Y, the formal power series
K(z, ζ)y =
∑
α,β∈F+
d
Kα,βy z
αζ
β⊤
=
∑
β∈F+
d
[ ∑
α∈F+
d
Kα,β⊤y z
α
]
ζ
β
is an element of H〈〈ζ〉〉.
The formal kernel (2.9) is of the so-called hereditary form, i.e., the formal power
series (2.9) involves only noncommutative monomials in z and ζ of the form zαζ
β⊤
(a monomial in z followed by a monomial in ζ). For our purposes here we define
the space L(Y)〈〈z, ζ〉〉 to consist only of such hereditary formal power series in the
freely noncommuting indeterminates. Here we are assuming that z = (z1, . . . , zd)
and ζ = (ζ1, . . . , ζd) are each separately freely noncommuting indeterminates. It
will be convenient to assume in addition that zk commutes with each ζj
ζjzk = zkζj for k, j = 1, . . . , d. (2.10)
The following summary (see Theorem 3.1 in [27]) of the structure of such
NFRKHSs among other things characterizes which formal power series K(z, ζ) ∈
L(Y)〈〈z, ζ〉〉 arise in this way from a NFRKHS.
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Theorem 2.1. Let K(z, ζ) of the form (2.9) be a given element of L(Y)〈〈z, ζ〉〉
where z = (z1, . . . , zd) and ζ = (ζ1, . . . , ζd) are d-tuples of noncommuting indeter-
minates which pairwise commute with each other. Then the following are equivalent:
(1) K is the reproducing kernel for a unique NFRKHS denoted as H(K).
(2) There is an auxiliary Hilbert space H0 and a noncommutative formal
power series H(z) ∈ L(H0,Y)〈〈z〉〉 such that
K(z, ζ) = H(z)H(ζ)∗ (2.11)
(Kolmogorov decomposition for K). Here we use the conventions
(ζβ)∗ = ζ
β⊤
, H(ζ)∗ =
(∑
Hβζ
β
)∗
=
∑
H∗β ζ
β⊤
.
(3) K(z, ζ) is a positive formal kernel in the sense that for all finitely sup-
ported Y-valued functions α 7→ yα on F+d ,∑
α,β∈F+
d
〈Kα,β yα, yβ〉Y ≥ 0. (2.12)
Moreover, in this case the space H(K) can be defined directly in terms of the formal
power series H(z) appearing in condition (2) via
H(K) = {H(z)h0 : h0 ∈ H0}
with norm taken to be the “lifted norm”
‖H(·)h0‖H(K) = ‖Qh0‖H0
where Q is the orthogonal projection of H0 onto the orthogonal complement of the
kernel of the map MH : H0 → Y〈〈z〉〉 given by MH : h0 7→ H(z) · h0.
The more general pairings (2.5) and (2.6) are involved in the formulation of the
following useful more general form of the reproducing kernel property.
Proposition 2.2. Let H(K) be the NFRKHS associated with a positive formal
kernel K ∈ L(Y)〈〈z, ζ〉〉. Then, for all f ∈ H(K) and g(ζ) ∈ Y〈〈ζ〉〉, we have
〈f, K(·, ζ)g(ζ)〉H(K)×H(K)〈〈ζ〉〉 = 〈f(ζ), g(ζ)〉〈Y〈〈ζ〉〉×Y〈〈ζ〉〉. (2.13)
Proof. Note first that the reproducing property (2.8) can be rewritten as
(K(·, ζ)y)∗f = y∗f(ζ) for all y ∈ Y,
from which we deduce that K(·, ζ)∗f = f(ζ) for any f ∈ H(K). Then we have
〈f(ζ), g(ζ)〉Y〈〈ζ〉〉×Y〈〈ζ〉〉 = 〈K(·, ζ)∗f, g(ζ)〉Y〈〈ζ〉〉×Y〈〈ζ〉〉
= 〈f, K(·, ζ)g(ζ)〉H(K)×H(K)〈〈ζ〉〉
for any g(ζ) ∈ Y〈〈ζ〉〉 which completes the proof. 
The following general principle (a variation of the last statement of Theorem
2.1) will be useful in the sequel.
Proposition 2.3. Suppose that H(z) =
∑
α∈F+
d
Hαz
α ∈ L(X ,Y)〈〈z〉〉 is a
formal power series such that the set
M = {H(·)x : x ∈ X} ⊂ Y〈〈z〉〉
is a Hilbert space with inner product 〈·, ·〉M satisfying
〈H(·)x,H(·)x′〉M = 〈Gx, x′〉X (2.14)
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where G is an invertible positive definite operator on X . Then M is a NFRKHS
with formal reproducing kernel KM(z, ζ) given by
KM(z, ζ) = H(z)G−1H(ζ)∗.
Proof. For x ∈ X and y ∈ Y, we compute
〈H(ζ)x, y〉Y〈〈ζ〉〉×Y = 〈Gx,G−1H(ζ)∗y〉X×X〈〈ζ〉〉
= 〈H(·)x,H(·)G−1H(ζ)∗y〉M×M〈〈ζ〉〉
where the last step follows from the hypothesis (2.14). The result follows. 
Remark 2.4. Just as in the classical case, if K is the reproducing kernel for
the NFRKHS H(K), then there is a canonical choice of H(z) which yields the
factorization (2.11) in part (2) of Theorem 2.1, namely: take H0 equal to the space
H(K) itself and set H(z) = ∑β∈F+
d
Φβz
β where Φβ is the coefficient-evaluation
functional (2.2).
Example 2.5. The Fock spaceH2Y(F
+
d ) introduced in Section 1.3 is the NFRKHS
H(knc,SzIY) where knc,Sz is the noncommutative Szego˝ kernel
knc,Sz(z, ζ) =
∑
α∈F+
d
zαζ
α⊤
. (2.15)
Example 2.6. More generally, the weighted Bergman-Fock space An,Y(F+d )
(1.31) is the NFRKHS H(knc,nIY) where the noncommutative weight-n Bergman
kernel knc,n(z, ζ) is defined by
knc,n(z, ζ) =
∑
α∈F+
d
µ−1n,|α|z
αζ
α⊤
, µn,|α| =
|α|!(n− 1)!
(|α|+ n− 1)! . (2.16)
The reproducing kernel property will be verified in Section 2.2 for a more general
setting. We next point out two identities relating the kernels (2.15) and (2.16):
knc,n(z, ζ)−
d∑
j=1
ζjknc,n(z, ζ)zj = knc,n−1(z, ζ), (2.17)
knc,n(z, ζ) =
∑
α∈F+
d
µ−1n−1,|α|ζ
α⊤
knc,Sz(z, ζ)z
α. (2.18)
To verify (2.17) and (2.18), it suffices to show that the coefficients of zαζ
α⊤
on
both sides are equal for each α ∈ F+d . Due to (2.16) and (2.15), the latter amounts
to the respective equalities
µ−1n,|α| − µ−1n,|α|−1 = µ−1n−1,|α| and µ−1n,|α| = µ−1n−1,0 + µ−1n−1,1 + . . .+ µ−1n−1,|α|.
By the definition (1.8) of µn,|α|, the first equality is the binomial-coefficient identity(
|α|+n−1
n−1
)
−
(
|α|+n−2
n−1
)
=
(
|α|+n−2
n−2
)
, while the second follows from the first by an
induction argument. We finally note that letting n = 1 in (2.18) gives
knc,Sz(z, ζ)−
d∑
k=1
ζkknc,Sz(z, ζ)zk = 1. (2.19)
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We shall use formal positive kernels (2.16) as a tool for obtaining our multivariable
Beurling-Lax theorem for the space An,Y(F+d ) and the operator model theory for
freely noncommuting n-hypercontractive operator d-tuples below.
Definition 2.7. We say that the nc positive kernel K(z, ζ) in free indetermi-
nates z = (z1, . . . , zd) and ζ = (ζ1, . . . , ζd) is a contractive kernel if the space H(K)
is invariant under the right coordinate-variable multipliers
M rzj : f(z) 7→ f(z) · zj for j = 1, . . . , d
and the tupleMrz = (M
r
z1 , . . . ,M
r
zd) is a row contraction, i.e., the block row matrix
M rz :=
[
M rz1 · · · M rzd
]
is a contraction operator from H(K)d to H(K):
‖M rz1f1 + · · ·+M rzdfd‖ ≤ ‖f1‖2 + · · ·+ ‖fd‖2M for all f1, . . . fd ∈ H(K). (2.20)
We have the following characterization of contractive formal positive kernels K.
Proposition 2.8. A given positive formal kernel K is a contractive formal
positive kernel if and only if K has the form
K(z, ζ) = G(z)(knc,Sz(z, ζ)⊗ IU )G(ζ)∗ (2.21)
for some G ∈ L(U ,Y)〈〈z〉〉 and some auxiliary Hilbert space U .
Proof. We claim that condition (2.20) along with shift invariance of H(K) is
equivalent to the condition
L(z, ζ) = K(z, ζ)−
d∑
j=1
ζjK(z, ζ)zj is a positive kernel, (2.22)
i.e., that L(z, ζ) has a Kolmogorov decomposition
L(z, ζ) = G(z)G(ζ)∗ (2.23)
for some G ∈ L(U ,Y)〈〈z〉〉. As a first step toward verifying (2.23), we wish to
compute the adjoint of M rzj acting on a kernel element:(
(M rzj)
∗ ⊗ I
C〈〈ζ〉〉
)
K(z, ζ) = ζjK(z, ζ) for j = 1, . . . , d. (2.24)
To this end, for y ∈ Y, write out K(z, ζ)y as K(z, ζ)y = ∑αKα(z)y ζα⊤ with
Kαy ∈ H(K) for each α ∈ F+d , and then, for f(ζ) =
∑
α fαζ
α ∈ H(K), compute
〈f, ζjK(·, ζ)y〉H(K)×H(K)〈〈ζ〉〉 = 〈f,
∑
α∈F+
d
Kαy ζjζ
α⊤〉H(K)×H(K)〈〈ζ〉〉
=
∑
α∈F+
d
〈f,Kαy〉H(K)ζαζj
=
∑
α∈F+
d
〈fα, y〉Yζαζj = 〈f(ζ) · ζj , y〉Y〈〈 ζ〉〉×Y .
Since on the other hand,〈
f, (M rzj)
∗K(·, ζ)y
〉
H(K)×H(K)〈〈ζ〉〉
= 〈M rzjf, K(·, ζ)y〉H(K)×H(K)〈〈ζ〉〉
= 〈f(ζ) · ζj , y〉Y〈〈ζ〉〉×Y ,
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equality (2.24) follows. To verify (2.23) we compute next, for y, y′ ∈ Y,
〈L(z, ζ)y, y′〉Y〈〈z,ζ〉〉×Y =〈K(·, ζ)y, K(·, z)y′〉H(K)〈〈ζ〉〉×H(K)〈〈z〉〉
−
d∑
j=1
〈M r∗zj K(·, ζ)y,M r∗zj K(·, z)y′〉H(K)〈〈ζ〉〉×H(K)〈〈z〉〉
=
〈(
Γ⊗ I
C〈〈ζ〉〉
)
K(·, ζ)y,K(·, z)y′
〉
H(K)〈〈ζ〉〉×H(K)〈〈z〉〉
where we set Γ equal to
Γ = IH(K) −M rz (M rz )∗, where M rz =
[
M rz1 · · · M rzd
]
.
The assumption that ‖ [M rz1 · · · M rzd] ‖ ≤ 1 implies that the operator Γ is pos-
itive semidefinite and has a factorization of the form Γ = X∗X for an operator
X ∈ L(H(K),U) (for a convenient auxiliary Hilbert space U). We may then con-
tinue the calculation above to get
〈L(z, ζ)y, y′〉Y〈〈z,ζ〉〉×Y = 〈(X ⊗ IC〈〈ζ〉〉)K(·, ζ)y, (X ⊗ IC〈〈z〉〉)K(·, z)y′〉U〈〈ζ〉〉×U〈〈z〉〉
=
〈 ∑
β∈F+
d
XKβyζ
β⊤
,
∑
α∈F+
d
XKαy
′zα
⊤
〉
U〈〈ζ〉〉×U〈〈z〉〉
.
Let us define G ∈ L(U ,Y)〈〈z〉〉 by
G(z) =
∑
α∈F+
d
G∗αz
α, where Gα : y 7→ XKαy. (2.25)
Then the above calculation continues as
〈L(z, ζ)y, y′〉Y〈〈z,ζ〉〉×Y =
〈 ∑
β∈F+
d
Gβy ζ
β⊤
,
∑
α∈F+
d
Gαy
′ zα
⊤
〉
U〈〈ζ〉〉×U〈〈z〉〉
=
∑
α,β∈F+
d
〈G∗αGβy, y′〉Yzαζ
β⊤
= 〈G(z)G(ζ)∗y, y′〉Y〈〈z,ζ〉〉×Y ,
and we arrive at the Kolmogorov decomposition (2.23) with the factor G(z) given
by (2.25) as wanted. We next rewrite the identity (2.22) in the form
K(z, ζ) = G(z)G(ζ)∗ +
d∑
j=1
ζjK(z, ζ)zj.
Iteration of this identity N − 1 times then gives
K(z, ζ) =
∑
α∈F+
d
: |α|≤N
G(z)zαζ
α⊤
G(ζ)∗ +
∑
α∈F+
d
: |α|=N+1
ζ
α⊤
j K(z, ζ)z
α.
Taking the limit as N → ∞ in this expression then leaves us with the desired
formula (2.21) for K.
Conversely, if K is of the form (2.21), then any element of H(K) is of the form
G(z)g(z) for some g ∈ H(knc,SzIU ) = H2U(F+d ) and since H2U (F+d ) is invariant under
M rzj for j = 1, . . . , d, it follows that H(K) is M rzj -invariant as well. Representation
(2.23) follows from (2.19), (2.21), and (2.22). Inequality (2.20) follows by combining
(2.22) and (2.24). 
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Remark 2.9. Given a formal power series f(z) =
∑
α∈F+
d
fαz
α ∈ Y〈〈z〉〉 in
d free indeterminates z = (z1, . . . , zd) with coefficients fα coming from a Hilbert
space Y, one may substitute in a d-tuple Z = (Z1, . . . , Zd) of n×n matrices for the
formal indeterminates z = (z1, . . . , zd) to obtain a n× n matrix
f(Z) = lim
N→∞
∑
α∈F+
d
: 0≤|α|≤N
fα ⊗ Zα ∈ Y ⊗ CN×N ∼= L(Cn,Yn) (2.26)
on a domain corresponding to the set of d-tuples Z when the series (2.26) converges
(here Zα = ZiN · · ·Zi1 ∈ CN×N if α is the word of the form α = iN · · · i1 with each
ij ∈ {1, . . . , d}). This is a particular setting for what has come to be called a
noncommutative function (see [64, 7, 8, 25]). Similarly, if
K(z, w) =
∑
α,β∈F+
d
Kα,βz
αwβ
⊤ ∈ L(Y)〈〈z, w〉〉
is a formal kernel, one may substitute in a d-tuple Z = (Z1, . . . , Zd) along with a
d-tuple W = (W1, . . . ,Wd) of n× n complex matrices to get an evaluation
K(Z,W ) = lim
N→∞
∑
α,β∈F+
d
: 0≤|α|,|β|≤N
Kα,β⊗Zα(W ∗)β⊤ ∈ L(Y)⊗Cn×n ∼= L(Yn⊗Yn),
where the limit exists for (Z,W ) in some domain
∞⋃
n=0
Dn ×Dn ⊂
∞⋃
n=0
C
n×n × Cn×n.
More generally, if Z is a d-tuple of n×n matrices,W is a d-tuple ofm×m matrices,
and P is n×m matrix, one may define an evaluation
K(Z,W )(P ) =
∑
α,β∈F+
d
Kα,β ⊗ ZαPW ∗β⊤ ∈ L(Ym,Yn)
wherever the series converges. In case K is a positive formal kernel, the result is
an object satisfying the definition of a completely positive noncommutative
kernel in the sense of [25]. Thus the theory of formal noncommutative power series
and formal positive kernels can be identified as a particular setting for the theory
of noncommutative functions and completely positive noncommutative kernels; the
precise connections are discussed in [25, Section 3.3]. We leave open the question
as to how one should define noncommutative Bergman spaces over more general
noncommutative domains.
2.2. Weighted Hardy-Fock spaces
Let us say that the formal kernel K(z, ζ) =
∑
α,βKα,βz
αζ
β⊤
is a scalar radial
kernel if Kα,β = 0 for α 6= β and furthermore Kα,α = kαIY for some scalar-valued
function k : F+d → C (k : α 7→ kα). i.e., if K(z, ζ) has the form
K(z, ζ) =
∑
α∈F+
d
(kαIZ)zαζ
α⊤
where Y is a coefficient Hilbert space. Often it is the case that kα 6= 0 for all α and
it is more convenient to write kα as kα = ω
−1
α for a nonzero-valued scalar function
ω : F+d 7→ C \ {0}. In many examples the sequence kα in fact depends only the
length |α| of α, in which case we say that K is a symmetrized radial kernel.
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Specifically we shall consider symmetrized radial kernels arising in the following
way. Starting with a positive sequence ω = {ωj}j≥0 and a Hilbert space Y, we
denote by H2
ω,Y(F
+
d ) be the weighted Hardy-Fock space
H2
ω,Y(F
+
d ) =
{ ∑
α∈F+
d
fαz
α ∈ Y〈〈z〉〉 : ‖f‖2 :=
∑
α∈F+
d
ω|α| · ‖fα‖2Y <∞
}
. (2.27)
The space H2
ω,Y(F
+
d ) is the NFRKHS with noncommutative reproducing kernel
kω(z, ζ)IY with
kω(z, ζ) =
∑
α∈F+
d
ω−1|α|z
αζ
α⊤
(2.28)
which is verified by the standard computation for f(z) =
∑
α∈F+
d
fαz
α ∈ H2
ω,Y(F
+
d )
and y ∈ Y:
〈f, knc,ω(·, ζ)y〉H2
ω,Y (F
+
d
)×H2
ω,Y(F
+
d
)〈〈ζ〉〉 =
∑
α∈F+
d
〈f(z), ω−1|α|y zα〉H2
ω,Y(F
+
d
)ζ
α
=
∑
α∈F+
d
〈fα, y〉Yζα = 〈f(ζ), y〉Y〈〈ζ〉〉×Y .
In the specific context of the weighted Hardy-Fock space H2
ω,Y(F
+
d ), the tuple of
the right coordinate-variable multipliers Mrz (see (2.20)) will be denoted by Sω,R:
Sω,R = (Sω,R,1, . . . , Sω,R,d), Sω,R,j : f(z) 7→ f(z)zj. (2.29)
The standard inner-product computation gives the formula for adjoint operators
S∗
ω,R,j :
∑
α∈F+
d
fαz
α 7→
∑
α∈F+
d
ω|α|+1
ω|α|
fαjz
α. (2.30)
We say that the weight sequence ω = {ωj}j≥0 is admissible if it is subject to the
following conditions:
ω0 = 1 and 1 ≤ ωj
ωj+1
≤M for all j ≥ 0 and some M ≥ 1. (2.31)
The first condition says that C embeds isometrically into the space of constant nc
functions in Hω,Y(F+d ), the second condition means that the shift-operator tuple
Sω,R is a row contraction and Sω,R,j is left-invertible for j = 1, . . . , d. Indeed, it
follows from (2.30) that
‖S∗
ω,R,jf‖2H2
ω,Y
=
∑
α∈F+
d
ω2|α|+1
ω|α|
‖fαj‖2
and hence, for f(z) =
∑
α∈F+
d
fαz
α, we have
d∑
j=1
‖S∗
ω,R,jf‖2H2
ω,Y
=
∑
α6=∅
ω2α
ω|α|−1
‖fα‖2 =
∑
α6=∅
ω|α|
(
ω|α|
ω|α|−1
)
‖fα‖2
≤
∑
α∈F+
d
ω|α|‖fα‖2 = ‖f‖2H2
ω,Y
,
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and similarly,
‖Sω,R,jf‖2H2
ω,Y
=
∑
α∈F+
d
ω|α|+1‖fα‖2 ≥ 1
M
∑
α∈F+
d
ω|α|‖fα‖2 = 1
M
‖f‖2H2
ω,Y
for j = 1, . . . , d. Combining the row-contractive property of Sω,R with Definition
2.7 we arrive at the following.
Remark 2.10. The kernel (2.28) based on an admissible weight sequence ω is
a contractive nc positive kernel. Furthermore, the sequence µn = {µn,j} (1.8) of
reciprocal binomial coefficients is an admissible weight sequence which is strictly
decreasing for n > 1.
It is worth mentioning the following example µρ with a continuous real param-
eter ρ > 1 which interpolates the weights µn with discrete parameter n = 1, 2, . . . .
Namely, for ρ > 1 real, we define ω = µρ = {µρ,k}k≥0 where we set
µρ,k =
k!
ρ(ρ+ 1) · · · (ρ+ k − 1) =
k!Γ(ρ)
Γ(ρ+ k)
. (2.32)
One can check that µρ meets the admissibility conditions (2.31) and that indeed
µρ,k = µn,k in case ρ = n is a positive integer. Therefore the weight sequence (2.32)
generates a formal nc reproducing kernel Hilbert space H(kµρ) with formal kernel
given by
kµρ(z, ζ) =
∑
α∈F+
d
µ−1ρ,|α|z
αζ
α⊤
. (2.33)
The associated weighted Hardy spaces H2
µρ
(F+d ) are mentioned as examples of the
more general spaces H2
ω
(F+d ) for the single-variable case d = 1, in which case we
simply write H2
ω
rather than H2
ω
(F+1 ).
In particular, the choice ω = µn leads to the identification of a weighted Hardy-
Fock space with a weighted Bergman-Fock space: H2
µn,Y(F
+
d ) = An,Y(F+d ). In
short, formulas (2.15), (2.16), (2.33), (2.28) give examples of increasing generality of
symmetrized radial kernels which are also contractive kernels. As for shift operator-
tuples on weighted Bergman-Fock spaces, we shall write Sn,R rather than Sµn,R
and we shall also write S1,R for the shift operator tuple on the unweighted Fock
space H2Y(F
+
d ).
We conclude this section by introducing a multidimensional system with evo-
lution along F+d and based on an admissible weight ω = {ωj}j≥0
Σ{Uα},ω :

x(1α) =
ω|α|
ω|α|+1
A1x(α) +
1
ω|α|+1
B1,αu(α)
...
...
x(dα) =
ω|α|
ω|α|+1
Adx(α) +
1
ω|α|+1
Bd,αu(α)
y(α) = Cx(α) + 1ω|α|Dαu(α)
(2.34)
with the the same family of connection matrices {Uα}α∈F+
d
as in (1.33) but with
additional α-dependent weights in the system equations determined by the weight
sequence ω. Upon running the system (2.34) with a fixed initial condition x(∅) =
x ∈ X we get recursively the formulas for x(α) and y(α) (the same as (1.34), (1.35)
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but with ω|α| instead of µn,|α|). Subsequent application of the noncommutative
Z-transform (1.26) eventually leads us to the formulas
ŷ(z) =
∑
α∈F+
d
ω−1|α|
(
CAαx+
∑
α′′jα′=α
Aα
′′
Bj,α′u(α
′) +Dαu(α)
)
zα =
∑
α∈F+
d
(
ω−1|α|CA
αx
)
zα +
∑
α∈F+
d
(
ω−1|α|Dα +
d∑
j=1
∑
α′∈F+
d
ω−1|α|+|α′|+1CA
α′Bj,αz
α′j
)
zαu(α)
= Oω,C,Ax+
∑
α∈F+
d
Θω,Uα(z)z
αu(α), (2.35)
where the first term on the right presents the ω-observability operator
Oω,C,Ax =
∑
α∈F+
d
ω−1|α|(CA
αx)zα (2.36)
associated with output pair (C,A) and where
Θω,Uα(z) = ω
−1
|α|Dα +
d∑
j=1
∑
α′∈F+
d
ω−1|α|+|α′|+1CA
α′Bj,αz
α′j (2.37)
is the family of transfer functions indexed by α ∈ F+d . Making use of power series
Rω(λ) = Rω,0(λ) =
∞∑
j=0
ω−1j λ
j and Rω,k(λ) =
∞∑
j=0
ω−1j+kλ
j (k ≥ 1)
extending those in (1.10) and operators A and B̂α as in (1.33), one can write the
formulas for (2.36) and (2.37) as
Oω,C,Ax = CRω(Z(z)A), (2.38)
Θω,Uα(z) = ω
−1
|α|Dα + CRω,|α|+1(Z(z)A)Z(z)B̂α, (2.39)
i.e., in the form similar to (1.39) and (1.40), respectively.
Now we may introduce an ω-output stable pair (C,A) as one for which the
ω-observability operator (2.36) is bounded from X to H2
ω,Y(F
+
d ). In this case, we
see from (4.4) and (2.27) that for every x ∈ X ,
〈Gω,C,Ax, x〉X = ‖Oω,C,Ax‖2H2
ω,Y(F
+
d
)
=
∑
α∈F+
d
ω−1|α| · ‖CAαx‖2H2
ω,Y(F
+
d
)
.
which justifies the representation of the ω-observability gramian
Gω,C,A := O∗ω,C,AOω,C,A =
∑
α∈F+
d
ω−1|α|A
∗α⊤C∗CAα
by the weakly (and therefore, strongly) convergent series. Observability operators
and their range spaces will be studied in detail in Chapter 4.
CHAPTER 3
Contractive multipliers
3.1. Contractive multipliers in general
Let K ′ and K be noncommutative reproducing kernels with values in L(U) and
L(Y) respectively, and let H(K ′) and H(K) be the associated NFRKHSs. As we
shall have many notions of ”inner multiplier”, we always use the term with some
adjective to specify the type of inner under consideration. We note that the term
”inner” has been used in the literature for what we are here calling ”strictly inner”
as well as ”McCT-inner”.
Definition 3.1. A formal power series Θ ∈ L(U ,Y)〈〈z〉〉 is called a multiplier
from H(K ′) to H(K) if the operator MΘ of multiplication by Θ
MΘ : f(z) 7→ Θ(z) · f(z) =
∑
v∈F+
d
( ∑
α,β : αβ=v
Θαfβ
)
zv
is bounded from H(K ′) to H(K). The multiplier Θ is called contractive, McCT-
inner (suggesting the authors of the seminal paper [66]) or strictly inner if the
operator MΘ : H(K ′) → H(K) is a contraction, a partial isometry or an isometry,
respectively.
The following result for the special case where K ′ = knc,Sz ⊗ IU and K =
knc,Sz ⊗ IY appears in [27, Theorem 3.15] and in [21, Theorem 3.1]. We give a
simple direct proof based on an adaptation of the proof of [26, Proposition 2.10]
where a more complicated two-sided commutative setting is studied.
Proposition 3.2. Let K ∈ L(Y)〈〈z, ζ〉〉 and K ′ ∈ L(U)〈〈z, ζ〉〉 be two positive
formal kernels and let Θ be a formal power series in L(U ,Y)〈〈z〉〉. Then:
(1) Θ is a contractive multiplier from H(K ′) to H(K) if and only if
KΘ(z, ζ) = K(z, ζ)−Θ(z)K ′(z, ζ)Θ(ζ)∗ ∈ L(Y)〈〈z, ζ〉〉 (3.1)
is a positive formal kernel.
(2) Θ is a coisometric multiplier from H(K ′) to H(K) if and only if KΘ = 0.
Proof. If Θ is a contractive multiplier from H(K ′) to H(K), then for all
f ∈ H(K ′) and y ∈ Y, we have
〈f, (M∗Θ ⊗ IC〈〈ζ〉〉)K(·, ζ)y〉H(K′)×H(K′)〈〈ζ〉〉
= 〈Θ(·)f(·), K(·, ζ)y〉H(K)×H(K)〈〈ζ〉〉
= 〈Θ(ζ)f(ζ), y〉Y〈〈ζ〉〉×Y (by (2.8))
= 〈f(ζ),Θ(ζ)∗y〉U〈〈ζ〉〉×U〈〈ζ〉〉 (by (2.7))
= 〈f, K ′(·, ζ)Θ(ζ)∗y〉H(K′)×H(K′)〈〈ζ〉〉 (by (2.13)
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from which we conclude that(
M∗Θ ⊗ IC〈〈ζ〉〉
)
K(·, ζ)y = K ′(·, ζ)Θ(ζ)∗y. (3.2)
Equating coefficients of ζ
β⊤
in (3.2) and using the notation (2.3) then gives
M∗ΘKβ(·)y =
∑
γ,γ′ : γ′γ=β
K ′γ(·)Θ∗γ′y. (3.3)
The fact that ‖M∗Θ‖ ≤ 1 then implies that∥∥ N∑
j=1
Kβj(·)yj
∥∥2
H(K) −
∥∥ N∑
j=1
M∗ΘKβj (·)yj
∥∥2
H(K′) ≥ 0,
or, in terms of notation (2.9),
N∑
i,j=1
(
〈Kβi,βjyj , yi〉Y −
〈 ∑
γj, γ
′
j : γ
′
jγj = βj ,
γi, γ
′
i : γ
′
iγi = βi
Θγ′iK
′
γi,γjΘ
∗
γ′j
yj, yi
〉
Y
)
≥ 0 (3.4)
for all choices of N ∈ N and β1, . . . , βN ∈ F+d , y1, . . . , yN ∈ Y. On the other hand,
the formal kernel (3.1) has power series expansion
KΘ(z, ζ) =
∑
α,β
(
Kα,β −
∑
γ,γ′,δ,δ′ : γ′γ=α, δ′δ=β
Θγ′K
′
γ,δΘ
∗
δ′
)
zαζ
β⊤
. (3.5)
It now becomes clear that the condition (3.4) is just the criterion (2.12) for the
positivity of the formal kernel KΘ. Note that MΘ being coisometric means that
M∗Θ is isometric, so (3.4) holds with equality. This then forces the kernel (3.5) to
be zero. This completes the proof of necessity in Proposition 3.2.
To prove sufficiency in part (1) of Proposition 3.2, proceed as follows. The
formula (3.3) for the action of M∗Θ on kernel functions suggests that we define an
operator T0 mapping the span of kernel functions in H(K) to the span of kernel
functions in H(K ′) via
T0 :
N∑
j=1
Kβj yj 7→
N∑
j=1
∑
γj ,γ′j : γ
′
jγj=βj
K ′γjΘ
∗
γ′j
yj.
The computation in the first part of the proof read backwards tells us that the
assumption KΘ is a positive formal kernel implies that T0 is contractive. Hence T0
extends uniquely by continuity to a well-defined contraction operator from H(K)
into H(K ′). Furthermore, the action of T := T0⊗ IC〈〈ζ〉〉 is given by (3.2). We then
compute, for f ∈ H(K ′) and y ∈ Y,
〈T ∗0 f, K(·, ζ)y〉H(K)×H(K)〈〈ζ〉〉 = 〈f, TK(·, ζ)y〉H(K′)×H(K′)〈〈ζ〉〉
= 〈f,K ′(·, ζ)Θ(ζ)∗y〉H(K′)×H(K′)〈〈ζ〉〉
= 〈f(ζ),Θ(ζ)∗y〉U〈〈ζ〉〉×U〈〈ζ〉〉 (by (2.13))
= 〈Θ(ζ)f(ζ), y〉Y〈〈ζ〉〉×Y (by (2.7))
from which we conclude that T ∗0 =MΘ and hence ‖MΘ‖ ≤ 1. 
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We note that a homological-algebra Hilbert-module proof of part (2) in Propo-
sition 3.2 has been given by Douglas-Misra-Sarkar for the classical (non-formal)
setting [45, Theorem 1].
Proposition 3.3. Let H(Kj) be the NFRKHS with L(Uj)-valued formal re-
producing kernel Kj(z, ζ) for j = 1, . . . , n and let
K(z, ζ) =
n∑
j=1
Fj(z)Kj(z, ζ)Fj(ζ)
∗ (3.6)
where Fj ∈ L(Uj ,X )〈〈z〉〉. Then F (z) =
[
F1(z) · · · Fn(z)
]
is a coisometric
multiplier from ⊕nj=1H(Kj) to H(K).
Proof. We view ⊕nj=1H(Kj) as a NFRKHS with block-diagonal reproducing
kernel
K(z, ζ) =
K1(z, ζ) 0. . .
0 Kn(z, ζ)
 .
As an application of part (2) of Proposition 3.2, we see that the identity (3.6) is
the precise condition required for the map
MF :
[
f1(z)
...
fn(z)
]
7→ [F1(z) · · · Fn(z)] [ f1(z)...
fn(z)
]
to be a partial isometry form ⊕nj=1H(Kj) onto H(K). 
Given a contractive multiplier F fromH(K ′) toH(K), we letMF ∈ L(H(K ′),H(K))
denote the multiplication operator
MF : f(z) 7→ F (z) · f(z).
We shall often view the linear space M := RanMF ⊂ H(K) as a Hilbert space in
its own right with its own norm
‖MFf‖M = inf{‖g‖ : g ∈ H(K ′) such that MF g =MF f} = ‖Qf‖H(K′),
where Q is the orthogonal projection ofH(K ′) onto (KerMF )⊥ := H(K ′)⊖KerMF .
3.1.1. Lifted-norm and pullback spaces and their Brangesian com-
plements. More generally, if X : K′ → K is any contraction operator, let us write
Hℓ(X) for the lifted norm space
Hℓ(X) = RanX with ‖Xf‖Hℓ(X) := inf{‖g‖K′ : Xg = Xf}.
It then follows that the inclusion map ι : M→H(K) is contractive since
‖MFf‖M = ‖MFQf‖M = ‖Qf‖H(K′) ≥ ‖MFQf ||H(K) = ‖MFf‖H(K).
Conversely, if M is any Hilbert space contractively included in an ambient Hilbert
space H, then the inclusion map ι : M → K is contractive and we may view M
as equal to Ran ι. Let X : K′ → K be any operator such that XX∗ = ιι∗. Then
RanX = Ran ι =M and we have
‖Xf‖M = inf{‖g‖K′ : Xg = Xf} ≥ ‖Xf‖K.
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In this case there is a complementary space, denoted byM[⊥] and called the Bran-
gesian complementary space (to M relative to K) defined as Hℓ((I −XX∗) 12 ), i.e.,
M[⊥] = Ran(I −XX∗) 12
with lifted norm
‖(I −XX∗) 12 f‖ = inf{‖g‖K : (I −XX∗) 12 g = (I −XX∗) 12 f}.
We note that the spaceM[⊥] is independent of the choice of operatorX used to rep-
resent the Hilbert spaceM = Hℓ(X) since M[⊥] can be characterized intrinsically
in terms of M via the formula
M[⊥] = {g ∈ K : ‖g‖M[⊥] := sup{‖Xf + g‖2K − ‖f‖2M : f ∈ M} <∞} .
It is sometimes more convenient to view a lifted-norm spaceHℓ(X) as a pullback
space Hp(Π) based on the positive-semidefinite operator Π = XX∗ and defined as
follows. Given any positive semidefinite operator Π on X (e.g., Π = XX∗), we
define Hp(Π) as the completion of RanΠ in the inner product
〈Πx,Πy〉Hp(Π) = 〈Πx, y〉X .
It is then not hard to show that the completion can be identified explicitly as
Hp(Π) = RanΠ 12 = RanX (if Π = XX∗)
with RanΠ as a dense subset of Hp(Π). In particular for the computation
〈XX∗f,XX∗g〉Hℓ(X) = 〈X∗f,X∗g〉X = 〈XX∗f, g〉X = 〈XX∗f,XX∗g〉Hp(XX∗)
shows that Hp(XX∗) is isometrically equal to Hℓ(X). In particular, ifM = Hℓ(X)
is a contractively included subspace of X , then its Brangesian complementM[⊥] =
Hℓ((I−XX∗) 12 is conveniently alternatively characterized asM[⊥] = Hp(I−XX∗).
Note that if X is a partial isometry and Π = XX∗ is a projection, then M is
isometrically included in X and the Brangesian complement M[⊥] = Hp(I − Π)
collapses to the standard Hilbert-space orthogonal complement M[⊥] =M⊥. For
more complete details on this material, we refer to [19, 94] which has its origins in
the work of de Branges-Rovnyak [35, 36].
Let us now return to the case where K′ = H(K ′) and K = H(K) are noncom-
mutative formal reproducing kernel Hilbert spaces and the operator X : H(K ′) →
H(K) is a contractive multiplication operator X = MF . Then we may view
M = Hℓ(MF ) as being the lifted-norm Hilbert space induced by the contraction
operatorMF . In particular,M is contractively included in H(K), and we have the
following result:
Theorem 3.4. Given a contractive multiplier F ∈ L(U ,Y)〈〈z〉〉 from H(K ′) to
H(K), set M equal to the lifted norm space M = Hℓ(MF ). Then:
(1) M is itself a NFRKHS with reproducing kernel KM(z, ζ) given by
KM(z, ζ) = F (z)K ′(z, ζ)F (ζ)∗. (3.7)
(2) The Brangesian complement M[⊥] is also a NFRKHS with reproducing
kernel KM[⊥] given by
KM[⊥](z, ζ) = K(z, ζ)−KM(z, ζ) = K(z, ζ)− F (z)K ′(z, ζ)F (ζ)∗. (3.8)
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Proof. As the elements ofM consist of formal power series, in order to show
thatM is a NFRKHS it suffices to verify that the evaluation functional Φα : f(z) 7→
fα is continuous (i.e., bounded as a linear operator fromM to Y) for each α ∈ F+d .
Since Φα is defined on all ofM which is a complete space in its norm, it is enough
to show that Φα is a closed operator. To this end, we take an arbitrary sequence
{fn} ⊂ M converging to f ∈ M and assume that Φαfn converges to y ∈ Y. Since
M is contained contractively in H(K) (since M = Hℓ(MF ) and F is a contractive
multiplier), we have
‖fn − f‖H(K) ≤ ‖fn − f‖M.
Since {fn} converges to f in M, it also converges to f in H(K). As H(K) is a
NFRKHS, it follows that Φαfn converges to fα ∈ Y. By uniqueness of limits in
Y it now follows that y = fα meaning that the operator Φα : M → Y is closed.
The fact that M[⊥] is also a NFRKHS follows from the fact that M[⊥] is also a
lifted-norm space induced by a contraction operator, namely
M[⊥] = Hℓ((I −MFM∗F )
1
2 )
together with the general principle established in the preceding paragraph: any
Hilbert space N contractively included in a NFRKHS is itself a NFRKHS.
It remains to verify the expressions (3.7) and (3.8) for the reproducing kernels
of M and M[⊥]. As a consequence of the formula (3.2) and the discussion of the
pullback space preceding the statement of the theorem and making use of the fact
that we also have M = Hp(MFM∗F ), we see that〈(
(MFM
∗
F ⊗ IC〈〈ζ′〉〉)K(·, ζ′)y′
)
(ζ), y
〉
Y〈〈ζ,ζ′〉〉×Y
=
〈(
MFM
∗
F ⊗ IC〈〈ζ′〉〉
)
K(·, ζ′)y′, K(·, ζ)y〉H(K)〈〈ζ′〉〉×H(K)〈〈ζ〉〉
=
〈(
MFM
∗
F ⊗ IC〈〈ζ′〉〉
)
K(·, ζ′)y′, K(·, ζ)y〉H(K)〈〈ζ′〉〉×H(K)〈〈ζ〉〉
=
〈(
MFM
∗
F ⊗ IC〈〈ζ′〉〉
)
K(·, ζ′)y′, (MFM∗F ⊗ IC〈〈ζ〉〉)K(·, ζ)y〉M〈〈ζ′〉〉×M〈〈ζ〉〉.
Since elements of the form (MFM
∗
F )Kβ(·)y′ (β ∈ F+d , y′ ∈ Y) span a dense set in
M, we may then conclude by (3.2) again that
KM(z, ζ)y =
(
(MFM
∗
F ⊗ IC〈〈ζ〉〉)K(·, ζ)y
)
(z) = F (z)K ′(z, ζ)F (ζ)∗y
in agreement with (3.7). The formula (3.8) for KM[⊥] now follows by exactly the
same argument as for KM(z, ζ) with the substitution thatM[⊥] = Hp(I−MFM∗F )
rather than M = Hp(MFM∗F ). 
3.2. Contractive multipliers between Fock spaces
Contractive multipliers from H2U (F
+
d ) to H
2
Y(F
+
d ) are well known. To place
these into the context of related results from [27, 21], recall that an operator-tuple
A = (A1, . . . , Ad) ∈ X d is called strongly stable if
lim
N→∞
∑
α∈F+
d
: |α|=N
‖Aαx‖2 → 0 for all x ∈ X ,
where Aα is defined by Aα is defined according to (1.23). Furthermore, a pair
(C,A) consisting of an operatorC ∈ L(Y,X ) and a operator-tupleA = (A1, . . . , Ad)
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is called output-stable if the observability operator
OC,A : x 7→
∑
α∈F+
d
(CAαx)zα (3.9)
is bounded from X into H2Y(F+d ). The following realization result states that any
such multiplier appears as the transfer function of a unitary (conservative) system
(1.21); see [27, Theorem 3.11], [28, Proposition 4.1.3], [21, Proposition 3.2].
Theorem 3.5. Given G(z) a contractive multiplier from H2U(F
+
d ) to H
2
Y(F
+
d ),
there exists a Hilbert space X and a unitary connection operator U of the form
(1.22) so that G(z) can be realized as a formal power series in the form
G(z) = D +
d∑
j=1
∑
α∈F+
d
CAαBjz
αj = D + C(I − Z(z)A)−1Z(z)B. (3.10)
Conversely, if G(z) has a realization as in (3.10) with a contractive connection
matrix U, then G is a contractive multiplier from H2U(F
+
d ) to H
2
Y(F
+
d ).
The next result gives some finer system-theoretic structure associated with a
contractive connection matrix U.
Theorem 3.6. Assume that the operator connection matrix U (1.22) is con-
tractive. Then (a) the pair (C,A) is output-stable, (b) the observability operator
OC,A : X → H2Y(F+d ) (see (3.9)) is a contraction, and (c) the transfer function ΘU
(see (1.29)) is a contractive multiplier from H2U(F
+
d ) to H
2
Y(F
+
d ). Moreover:
(1) The operator OC,A : X → H2Y(F+d ) is isometric if and only if A is strongly
stable and the pair (C,A) is isometric in the sense that
A∗1A1 + . . .+A
∗
dAd + C
∗C = IX . (3.11)
(2) If A is strongly stable and U is unitary, then ΘU is strictly inner (i.e.,
MΘU : H
2
U (F
+
d ) → H2Y(F+d ) is isometric) and the representation (1.27) is
orthogonal in H2Y(F
+
d ):
‖ŷ‖2
H2Y (F
+
d
)
= ‖OC,Ax(∅)‖2H2Y (F+d ) + ‖ΘUû‖
2
H2Y(F
+
d
)
= ‖x(∅)‖2X + ‖û‖2H2U(F+d ). (3.12)
Proof. Items (a) and (b) follow from [20, Proposition 2.3] while item (c)
follows from [20, Theorem 3.1]. Item (1) is a consequence of Theorem 2.10 in [20].
We now address item (2) and assume now that A is strongly stable and that
U is unitary. To show that MΘU : H
2
U (F
+
d )→ H2Y(F+d ) is isometric, it is convenient
to return to the system equations (1.21). From the second of equations (1.27)
with x(∅) = 0, we see that MΘU being an isometry is equivalent to the following:
whenever (u,x,y) is a system trajectory of ΣU (1.21) initialized with x(∅) = 0,
then necessarily
‖y‖2
ℓ2Y(F
+
d
)
= ‖u‖2
ℓ2U(F
+
d
)
. (3.13)
(Here we use the notation u = {u(α)}α∈F+
d
, x = {x(α)}α∈F+
d
, y = {y(α)}α∈F+
d
.)
The following argument shows that this conclusion requires only thatU is isometric.
Indeed, if U is isometric, from the system equations we see that for each N ≥ 0,∑
α : |α|=N+1
‖x(α)‖2 +
∑
α : |α|=N
‖y(α)‖2 =
∑
α : |α|=N
‖x(α)‖2 +
∑
α : |α|=N
‖u(α)‖2
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which we rewrite in the telescoping form∑
α : |α|=N+1
‖x(α)‖2−
∑
α : |α|=N
‖x(α)‖2 =
∑
α : |α|=N
‖u(α)‖2−
∑
α : |α|=N
‖y(α)‖2. (3.14)
If we sum from N = 0 to N =M and use that x(∅) = 0, we arrive at∑
α : |α|=N+1
‖x(α)‖2 =
∑
α : |α|≤N
‖u(α)‖2 −
∑
α : |α|≤N
‖y(α)‖2.
As a first approximation, let us restrict to input signals u such that u(α) = 0
once |α| > K for some large K. After running the system up to words of length
K, we may consider the trajectory generated on words of length larger than K as
determined by initializing the state x at words of length K and then continuing to
run the system with zero inputs for words of length larger than K. The strong-
stability assumption on A implies that∑
α : |α|=N+1
‖x(α)‖2 → 0 as N →∞.
Hence we may take the limit as N →∞ in (3.14) to conclude that (3.13) holds for
the case where u has finite support. An approximation argument then implies that
the same result holds for a general u ∈ ℓ2U(F+d ).
We next address the string of equalities (3.12). Since U is unitary, in particular
(C,A) is an isometric output-pair (i.e. (3.11) holds) and hence by item (1) OC,A
is isometric. By Proposition 2.3 (see also Theorem 2.10 in [20]) the space M :=
RanOC,A is then isometrically equal to the formal reproducing kernel Hilbert space
H(KC,A) with kernel
KM(z, ζ) = KC,A(z, ζ) = C(I − Z(z)A)−1(I −A∗Z(ζ)∗)−1C∗. (3.15)
As U is unitary, it follows from Proposition 3.2 in [21] that
KC,A(z, ζ) = knc,Sz(z, ζ)IY −ΘU(z)(knc,Sz(z, ζ)IU )ΘU(ζ)∗.
An application of Theorem 3.4 (for the case whereM andM[⊥] =M⊥ are isomet-
rically contained in H(knc,SzIY)) then gives us thatM⊥ = ΘU ·H2U (F+d ). Thus the
decomposition in the second equation in (1.27) is orthogonal and we have verified
the first equality in (3.12). The second follows from the fact that we have already
observed that both OC,A and MΘU are isometric. 
Theorem 3.8 below provides a useful procedure for constructing a contractive
multiplier from H2U(F
+
d ) to H
2
Y(F
+
d ) with prescribed output pair (C,A) in its con-
tractive realization, and furthermore identifying when this contractive multiplier is
McCT-inner or even strictly inner. For future convenient reference let us first set
forth our precise terminology concerning operator inequalities.
Definition 3.7. Let X be a selfadjoint operator on a Hilbert space X . Then
we say that
(1) X is positive-semidefinite, written as X  0 or −X  0, if 〈Xx, x〉X ≥ 0
for all x ∈ X ,
(2) X is positive-definite if 〈Xx, x〉X > 0 for all nonzero x ∈ X , and
(3) X is strictly positive-definite, written as X ≻ 0 or −X ≺ 0, if there is
ǫ > 0 so that 〈Xx, x〉X ≥ ǫ2‖x‖2 for all x ∈ X . Note that positive-definite
and strictly positive-definite are equivalent in case X is finite-dimensional.
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In case X − Y  0 (respectively X − Y ≻ 0), we write X  Y or −Y  −X
(respectively X ≻ Y or −Y ≺ −X).
Let us also mention the following general fact: whenever C ∈ L(X ,Y), A ∈
L(X ,X ′), 0 ≺ H ∈ L(X ) and 0 ≺ H ′ ∈ L(X ′), then
H −A∗H ′A  C∗C ⇐⇒
[
H ′−1 0
0 IY
]
−
[
A
C
]
H−1
[
A∗ C∗
]  0. (3.16)
Indeed, the inequality H − A∗H ′A  C∗C means that
∥∥∥[H′ 12AH− 12
CH−
1
2
]∥∥∥ ≤ 1 which
implies that ‖ [H− 12A∗H ′ 12 H− 12C∗] ‖ ≤ 1, which in turn implies that[
H ′
1
2AH−
1
2
CH−
1
2
] [
H−
1
2A∗H ′
1
2 H−
1
2C∗
]  [IX ′ 0
0 IY
]
,
which finally leads to the inequality on the right side of the implication (3.16), and
conversely.
Theorem 3.8. Given a tuple A = (A1, . . . , Ad) ∈ L(X )d and C ∈ L(X ,Y), let
H ∈ L(X ) be a strictly positive definite operator such that
H −
d∑
j=1
A∗jHAj  C∗C. (3.17)
Let A and Z(z) be defined as in (1.24). As a consequence of (3.16) we can choose
a solution [BD ] : U →
[
X d
Y
]
of the Cholesky factorization problem[
B
D
] [
B∗ D∗
]
=
[
H−1 ⊗ Id 0
0 IY
]
−
[
A
C
]
H−1
[
A∗ C∗
]
. (3.18)
(1) Then the pair (C,A) is output-stable and the power series
G(z) = D + C(I − Z(z)A)−1Z(z)B (3.19)
is a contractive multiplier from H2U(F
+
d ) to H
2
Y(F
+
d ). Moreover,
knc,Sz(z, ζ)IY −G(z)(knc,Sz(z, ζ)IU )G(ζ)∗
= C(I − Z(z)A)−1H−1(I −A∗Z(ζ)∗)−1C∗. (3.20)
(2) If (3.17) holds with equality and A is strongly stable, then G is McCT-
inner. Conversely, any McCT-inner multiplier arises in this way.
(3) If (3.17) holds with equality, A is strongly stable, and the solution [ BD ] of
(3.18) is normalized to be injective, then G is strictly inner as a multiplier
from H2U (F
+
d ) to H
2
Y(F
+
d ). Conversely, any such strictly inner multiplier
arises in this way.
The proof relies on the following general observations which will also come up
in later applications.
Proposition 3.9. Suppose that U : H → K is a Hilbert-space contraction op-
erator. Then there exists a Hilbert space J and an operator V : J → K so that
V V ∗ = IK − UU∗ (3.21)
and then
[
U V
]
is a coisometry from
[H
J
]
to K. Moreover,
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(1) If V : J → K is normalized to be injective and if V ′ : J ′ → K is another
injective operator satisfying (3.21), then there is a unitary operator W
from J onto J ′ so that V ′ = VW .
(2) The operator
[
U V
]
is unitary if and only if the originally given operator
U is isometric and V is normalized to be injective.
Proof. If ‖U‖ ≤ 1, then I −UU∗  0 and we can solve for V so that V V ∗ =
I − UU∗. Then it follows immediately that [U V ] is a coisometry. As this is the
only freedom in the construction, the uniqueness statement follows as well for the
case where V is required also to be injective. If
[
U V
]
is unitary, then[
U∗
V ∗
] [
U V
]
=
[
IH 0
0 IJ
]
,
so in particular U∗U = IH or U is an isometry, and V ∗V = IJ so V is injective.
Conversely, if U is an isometry, then UU∗ = PRanU is the orthogonal projection
of K onto the range of U . Then V V ∗ = IK − UU∗ = P(RanU)⊥ is the orthogonal
projection onto the orthogonal complement (RanU)⊥ of the range of U in K. Then
V is a partial isometry with final space equal to (RanU)⊥. If V is injective, it follows
that the initial space of V is the whole space J and V is an isometric embedding
of J onto (RanU)⊥. It then follows that [U V ] is a unitary transformation from
H⊕J onto K. 
Other ingredients needed for the proof Theorem 3.8 are the shift operator-tuple
S1,R = (S1,R,1, . . . , S1,R,d), S1,R,j : f(z)→ f(z)zj (3.22)
on H2Y(F
+
d ) (already mentioned in Section 2.2) and the empty-word-coefficient eval-
uation operatorE :
∑
α∈F+
d
fαz
α → f∅ onH2Y(F+d ). The operators S1,R,1, . . . , S1,R,d
are isometries with mutually orthogonal ranges, while the pair (S1,R, E) is isometric
in the sense that
d∑
j=1
S1,R,jS
∗
1,R,j + EE
∗ = IH2Y (F+d ).
Proof of Theorem 3.8. (1) By replacing Aj with H
1
2AjH
− 12 and C with
CH−
1
2 , we may assume without loss of generality that H = IX . With G(z) defined
as in (3.19), the inequality (3.17) says that (C,A) is a contractive output pair;
it then follows that (C,A) is output-stable by Proposition 2.3 in [20]. Once G
is defined by (3.19) with [ A BC D ] coisometric, the identity (3.20) follows, again by
Proposition 3.2 of [21]. The fact that the construction of B,D via (3.18) makes
[A BC D ] a coisometry is a simple consequence of Proposition 3.9 with U = [
A
C ] and
V = [ BD ] which then implies the identity (3.20). The validity of the identity (3.20)
in turn implies that G is a contractive multiplier (see [27, Theorem 3.15]).
(2) If (3.17) holds with equality and A is strongly stable, then the observability
operator OC,A : X → H2Y(F+d ) is isometric (see [20, Proposition 2.3]), and then
RanOC,A has reproducing kernel
KC,A(z, ζ) = C(I − Z(z)A)−1(I −A∗Z(ζ)∗)−1C∗
as a subspace of H2Y(F
+
d ) (see [20, Theorem 2.10]). From the identity (3.20), we
see that this kernel has the de Branges-Rovnyak form
KC,A(z, ζ) = knc,SzIY −G(z)(knc,Sz(zζ)IU )G(ζ)∗.
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As a consequence of Theorem 3.4, it follows that M⊥ = M[⊥] is equal to the
pullback space Hp(MGM∗G). Since M⊥ is isometrically contained in H2Y(F+d ), it
follows that MGM
∗
G is the projection onto M⊥. In particular, MG is a partial
isometry, so G is a McCT-inner multiplier.
Finally, suppose that G is any McCT-inner multiplier fromH2U (F
+
d ) toH
2
Y(F
+
d ),
and set N = RanMG. Then N is isometrically contained in H2Y(F+d ) and also we
can identify N with the pullback space Hp(MGM∗G) having reproducing kernel
KN (z, ζ) = G(z)(knc,Sz(z, ζ)IU )G(ζ)∗.
As N =MG ·H2U (F+d ) is clearly S1,R-invariant, it follows that N⊥ is S∗1,R-invariant.
Then we can representN⊥ as the range of an observability operatorN⊥ = RanOC,A
with (C,A) the restricted model output-pair
C = E|N⊥ where E :
∑
α∈F+
d
fαz
α 7→ f∅, A = S∗1,R|N⊥ .
Since the model output pair (E,S∗1,R) is an isometric pair with S
∗
1,R strongly stable,
it follows that the same properties hold for (C,A). If we construct [ BD ] from U ′ to[
N⊥
Y
]
according to the Cholesky factorization procedure (3.18) and define
G′(z) = D + C(I − Z(z)A)−1B,
then by the first part of the proof it follows that we also recover N as N =
Hp(MG′M∗G′) and hence MG′M∗G′ =MGM∗G, or in kernel form,
G(z)(knc,Sz(z, ζ)IU )G(ζ)∗ = G′(z)(knc,Sz(z, ζ)IU ′)G′(ζ)∗.
As a consequence of Proposition 3.17 to come, it follows that there is a partial
isometry W : U → U ′ so that G(z) = G′(z)W and G′(z) = G(z)W ∗. Thus G(z)
has a realization of the form (3.19) but with connection matrix U˜ given by
U˜ :=
[
A˜ B˜
C˜ D˜
]
=
[
A BW
C DW
]
.
To show that the matrix U˜ is coisometric (and hence
[
B˜
D˜
]
arises as another solution
of the Cholesky factorization procedure (3.18)), we need to show that[
B˜
D˜
] [
B˜∗ D˜∗
]
=
[
B
D
] [
B∗ D∗
]
,
or equivalently, [
B
D
]
WW ∗
[
B∗ D∗
]
=
[
B
D
] [
B∗ D∗
]
. (3.23)
The equality G(z) = G′(z)W when expressed in terms of power-series coefficients
gives us
D˜ = DW, CAαB˜j = CA
αBjW for all α ∈ F+d and j = 1, . . . , d. (3.24)
As (C,A) is isometric and A is strongly stable by the setup for item (2) in the
theorem, it follows from item (1) in Theorem 3.6 that OC,A is isometric, so in
particular (C,A) is observable. Thus the second equality in (3.24) implies that in
fact B˜j = BjW for j = 1, . . . , d, or B˜ = BW . This combined with the first equality
in (3.24) gives us the desired equality (3.23).
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(3) Suppose now that equality holds in (3.17), A is strongly stable and the solution
[BD ] of (3.18) is normalized to be injective, Then the last part of Proposition 3.9
tells us that [ A BC D ] so constructed is unitary. Since we are also assuming that A is
strongly stable, item (2) in Theorem 3.6 tells us that G is strictly inner. Conversely,
if G is strictly inner, then in particular G is McCT-inner so the converse side of
item (2) above tells us that G has the form (3.19) with (C,A) isometric and A
strongly stable and [ BD ] a solution of the Cholesky factorization problem (3.18).
The assumption that G is strictly inner precludes the possibility that [BD ] has a
nontrivial kernel, i.e., necessarily [ BD ] is injective, and the realization for G is of the
form stated in item (3) of the theorem. In particular, as a consequence of the last
part of Proposition 3.9, [ A BC D ] is unitary. 
A close relation between McCT-inner and strictly inner multipliers is pointed
out in Remark 3.11 below. We start with a preliminary observation.
Proposition 3.10. Given any McCT-inner multiplier G from H2U (F
+
d ) to H
2
Y(F
+
d ),
the space KerMG is reducing for S1,R.
Proof. Since MG intertwines S1,R,j on H
2
U(F
+
d ) with S1,R,j on H
2
Y(F
+
d ), the
computation
MGS1,R,jf = S1,R,jMGf = 0 for f ∈ KerMG
shows that KerMG is invariant for S1,R on H
2
U (F
+
d ). To show that (KerMG)
⊥ is
also invariant for S1,R, we use the fact that each S1,R,j is an isometry and thatMG
being a partial isometry implies that (KerMG)
⊥ is characterized by the property
f ∈ (KerMG)⊥ ⇔ ‖MGf‖ = ‖f‖.
Thus f ∈ (KerMG)⊥ implies that
‖MGS1,R,jf‖ = ‖S1,R,jMGf‖ = ‖MGf‖ = ‖f‖,
from which we conclude that S1,R,jf ∈ (KerMG)⊥ as well for j = 1, . . . , d. 
Remark 3.11. For any McCT-inner multiplier G from H2U(F
+
d ) to H
2
Y(F
+
d ),
there is an orthogonal decomposition U = [ UsiU0 ] of the input space so that with re-
spect to this decomposition, G(z) has the form G(z) =
[
Gsi(z) 0
]
with Gsi strictly
inner. One way to see this statement is as an application of Proposition 3.10:
given a McCT-inner multiplier G, set U0 = KerMG and Usi = U ⊖ U0. An alterna-
tive state-space proof can be derived from Theorem 3.8 as follows. By item (2) in
Theorem 3.8, McCT-inner multipliers G are characterized by having a realization
(3.19) with (C,A) isometric and observable, A strongly stable, and B,D solving
the Cholesky factorization problem (3.18) (so [A BC D ] is coisometric). By item (3),
strictly inner multipliers are characterized via the same conditions with the addi-
tional property that [ BD ] be injective. We may therefore set Usi = (Ker [BD ])⊥ and
U0 = Ker [ BD ] to recover the decomposition G =
[
Gsi 0
]
of G with Gsi strictly
inner.
This reduction of a McCT-innerG to a strictly innerGsi fails in the more general
context of McCT-inner multipliers between weighted Bergman spaces, causing the
Beurling-Lax representations for shift-invariant subspaces isometrically included in
the ambient weighted Bergman space to be discussed in Section 5.1 to be formulated
only with McCT-inner (rather than strictly inner) multipliers.
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This same phenomenon is behind the incorrect statement of Theorem 4.6 in
[21] where the additional hypothesis the output pair (C,A) is isometric should be
inserted and the conclusion S is (strictly) inner should be changed to S is McCT-
inner. Also the conclusion of part (2) of Theorem 3.8 is stated incorrectly in part
(4) of Proposition 3.3 in [21]: the hypothesis the output pair (C,A) is a contractive
should be changed to the output pair (C,A) is isometric.
We recall that multiplication operators MF : H
2
U (F
+
d ) → H2Y(F+d ) are charac-
terized as the operators intertwining S1,R ⊗ IU with S1,R ⊗ IY : if the operator X
in L(H2U (F+d ), H2Y(F+d )) satisfies the intertwining equalities
XS1,R,j = S1,R,jX for j = 1, . . . , d,
then X = MF : u(z) 7→ F (z)u(z) for a multiplier F ∈ L(U ,Y)〈〈z〉〉 (see [82]). We
shall have use for the following Commutant Lifting Theorem for this setting due to
Popescu (see [79, Theorem 3.2]).
Theorem 3.12. Suppose that the subspaces M ⊂ H2Y(F+d ) and N ⊂ H2U (F+d )
are invariant for the backward right-shift tuple (S1,R)
∗ acting on H2Y(F
+
d ) and
H2U(F
+
d ) respectively, and that the operator X ∈ L(M,N ) satisfies
‖X‖ ≤ 1, X(S1,R,j|M)∗ = (S1,R,j |N )∗X for j = 1, . . . , d.
Then there is a contractive multiplier F ∈ L(U ,Y)〈〈z〉〉 so that (MF )∗ |M = X.
Strictly inner multipliers between Fock spaces are of particular interest as they
serve as Beurling-Lax representers of shift invariant subspaces (see Chapter 5 for
more details). The following Beurling-Lax type theorem was originally given by
Popescu [81]; see also [21].
Theorem 3.13. Let M be a closed S1,R-invariant subspace of H2Y(F+d ). Then
there exist a Hilbert space U and a strictly inner multiplier G from H2U (F+d ) to
H2Y(F
+
d ) such that M = G ·H2U (F+d ).
Characterization of strictly inner multipliers between two Fock spaces in terms
of state space realizations (3.19) was given in Theorem 3.8. Another characteriza-
tion of strictly inner multipliers is as follows.
Lemma 3.14. Let F be a contractive multiplier from H2U (F
+
d ) to H
2
Y(F
+
d ). Then
F is a strictly inner multiplier if and only if ‖Fu‖H2Y(F+d ) = ‖u‖U for all u ∈ U .
Proof. The “only if” part is self-evident.
To prove the “if” part, we recall that the operators S1,R,1, . . . , S1,R,d (3.22) are
isometries on H2Y(F
+
d ) with mutually orthogonal ranges, and therefore,
‖Sα1,RMFu‖H2Y(F+d ) = ‖MFu‖H2Y(F+d ) = ‖u‖U
for all u ∈ U and α ∈ F+d . Moreover,
‖Sα1,RMFu+ Sβ1,RMF v‖2H2Y (F+d ) = ‖u‖
2
U + ‖v‖2U + 2Re
〈
Sα1,RMFu, S
β
1,RMF v
〉
H2Y (F
+
d
)
for any u, v ∈ U and α, β ∈ F+d . On the other hand, as MF : H2U(F+d ) → H2Y(F+d )
is a contraction, we have for α 6= β,
‖Sα1,RMFu+ Sβ1,RMF v‖2H2Y(F+d ) = ‖MF (S
α
1,Ru+ S
β
1,Rv)‖2H2Y (F+d )
≤ ‖Sα1,Ru+ Sβ1,Rv‖2H2U (F+d ) = ‖u‖
2
U + ‖v‖2U .
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Combining the two latter relations we conclude that
2Re
〈
Sα1,RMFu, S
β
1,RMF v
〉
H2Y (F
+
d
)
≤ 0 for all u, v ∈ U and α 6= β,
which is possible (since u can be replaced by −u and by ±iu) only if〈
Sα1,RMFu, S
β
1,RMFv
〉
H2Y (F
+
d
)
= 0.
If this is the case, then ‖Fp‖H2Y(F+d ) = ‖p‖H2U(F+d ) for every U-valued “polynomial”
p ∈ U〈〈z〉〉 and therefore, for any p ∈ H2U (F+d ). Therefore, MF is an isometry from
H2U(F
+
d ) to H
2
Y(F
+
d ) and hence, F is strictly inner. 
The next result shows that the class of coisometric multipliers from H2U (F
+
d ) to
H2Y(F
+
d ) is quite narrow.
Lemma 3.15. Let F (z) =
∑
α∈F+
d
Fαz
α be a coisometric multiplier from H2U (F
+
d )
to H2Y(F
+
d ). Then F (z) is a coisometric constant: F∅F
∗
∅ = IY and Fα = 0 for all
α ∈ F+d \{∅}.
Proof. By specializing the second part of Proposition 3.2 to the case where
K(z, ζ) = knc,Sz(z, ζ)IY and K ′(z, ζ) = knc,Sz(z, ζ)IU we conclude that F (z) is a
coisometric multiplier from H2U (F
+
d ) to H
2
Y(F
+
d ) if and only if
knc,Sz(z, ζ)IY − F (z)knc,Sz(z, ζ)F (ζ)∗ = 0.
Substituting explicit power series formulas for F and (2.15) for knc,Sz into the latter
equality and equating the coefficients of zαζ
β⊤
on both sides we get the desired
conclusion. 
3.3. A noncommutative Leech theorem
The next result is the noncommutative version of the Leech theorem (see [65])
solving the problem of producing a contractive analytic operator function S which
solves the factorization problem F = GS for two given meromorphic operator
functions G and F .
Theorem 3.16. Given power series G ∈ L(Y,X )〈〈z〉〉 and F ∈ L(U ,X )〈〈z〉〉,
the formal kernel
KG,F (z, ζ) := G(z)(knc,Sz(z, ζ)⊗ IY)G(ζ)∗ − F (z)(knc,Sz(z, ζ)⊗ IU )F (ζ)∗ (3.25)
is positive if and only if there exists a contractive multiplier S from H2U (F
+
d ) to
H2Y(F
+
d ) such that F (z) = G(z)S(z).
Proof. If F (z) = G(z)S(z) for a contractive multiplier S, then
KG,F (z, ζ) = G(z)
(
knc,Sz(z, ζ)⊗ IY − S(z)(knc,Sz(z, ζ)⊗ IU )S(ζ)∗
)
G(ζ)∗
is a positive kernel as a consequence of the characterization of contractive multipliers
in Proposition 3.2. We provide two proofs of the converse which illustrate two
distinct approaches to metric-constrained interpolation theory for this setting. The
second proof is more general in that the first proof requires an additional hypothesis.
Proof I (via Commutant Lifting Theorem): For this proof we impose the
additional hypothesis:
Additional Hypothesis: Assume that both G and F are themselves bounded
multipliers from H2Y(F
+
d ) to H
2
X (F
+
d ) and from H
2
U(F
+
d ) to H
2
X (F
+
d ) respectively.
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Suppose that KG,F is a positive formal kernel. By the computations in the proof
of Proposition 3.2, we see that the positivity of KG,F is equivalent to
‖
N∑
j=1
M∗Gknc,Sz(·, βj)xj‖2 − ‖
N∑
j=1
M∗Fknc,Sz(·, βj)xj‖2 ≥ 0
for all choices of β1, . . . , βN ∈ F+d and x1, . . . , xN ∈ X . Thus, the operator
T0 : M
∗
Gf 7→M∗Ff for f ∈ H2X (F+d )
extends to a contraction from M = RanM∗G ⊂ H2Y(F+d ) into N = RanM∗F ⊂
H2U(F
+
d ). Since multiplication operators intertwine the right shift operators S1,R,j⊗
IU and S1,R,j ⊗ IY , it is easily verified that
T0 ((S1,R,j ⊗ IY)∗|M) = ((S1,R,j ⊗ IU )∗|N )T0 for j = 1, . . . , d.
By the Commutant Lifting Theorem 3.12, we conclude that there is a contractive
multiplier S ∈ L(U ,Y)〈〈z〉〉 such that M∗S|M = T0, i.e., M∗SM∗G = M∗F . Taking
adjoints gives MGMS =MF , or G(z)S(z) = F (z) as wanted.
Proof II (via Lurking Isometry method): Assume thatKG,F (3.25) is a positive
formal kernel. Then by (3) ⇒ (2) in Theorem 2.1, KG,F has a formal Kolmogorov
decomposition
KG,F (z, ζ) = H(z)H(ζ)
∗ (3.26)
for a formal power series H(z) ∈ L(X0,X ) (X0 is an auxiliary Hilbert space).
Combining (3.25) and (2.19) we see that the kernel KG,F (z, ζ) satisfies
KG,F (z, ζ)−
d∑
k=1
ζkKG,F (z, ζ)zk = G(z)G(ζ)
∗ − F (z)F (ζ)∗.
Applying the operation X 7→ X −∑dk=1 ζkXzk to both sides of (3.26) and taking
into account the last equality then yields
G(z)G(ζ)∗ − F (z)F (ζ)∗ = H(z)H(ζ)∗ −
d∑
k=1
H(z)zkζkH(ζ)
∗.
Equate coefficients of zαζ
β⊤
to get
GαG
∗
β − FαF ∗β = HαH∗β −
d∑
k=1
Hαk−1H
∗
βk−1 (3.27)
where we use the convention
αk−1 =
{
α′, if α = α′k,
undefined, otherwise,
and where by convention, Hundefined = 0. Rewrite (3.27) as
d∑
k=1
Hαk−1H
∗
βk−1 +GαG
∗
β = HαH
∗
β + FαF
∗
β .
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Then the map
V :

H∗β1−1
...
H∗βd−1
G∗β
x 7→
[
H∗β
F ∗β
]
x (3.28)
extends to a well-defined isometry from the subspace
D = spanβ∈F+
d
, x∈X


H∗β1−1
...
H∗βd−1
G∗β
 x
 ⊂
[X d0
Y
]
onto the subspace
R = spanβ∈F+
d
, x∈X
{[
H∗β
F ∗β
]
x
}
⊂
[X0
U
]
.
Extend V to a contraction (or even to a unitary at the possible expense of enlarging
the state space X0) U∗ :
[
X d0
Y
]
→ [X0U ]. Decompose U∗ into block-matrix form
U∗ =
[
A∗ C∗
B∗ D∗
]
=
[
A∗1 · · · A∗d C∗
B∗1 · · · B∗d D∗
]
:
[X d0
Y
]
→
[X0
U
]
.
Since U∗ is an extension of V , we get from (3.28) the system of equations
d∑
k=1
A∗kH
∗
βk−1 + C
∗G∗β = H
∗
β,
d∑
k=1
B∗kH
∗
βk−1 +D
∗G∗β = F
∗
β .
Actually the adjoint form of these equations will be more convenient:
d∑
k=1
Hβk−1Ak +GβC = Hβ ,
d∑
k=1
Hβk−1Bk +GβD = Fβ .
Apply the formal Z-transform (1.26) to get the formal power series version of this
system of equations:
H(z)Z(z)A+G(z)C = H(z), (3.29)
H(z)Z(z)B +G(z)D = F (z) (3.30)
with Z(z) as in (1.24) (but with X0 in place of X ). Use (3.29) to solve for H(z):
H(z) = G(z)C(I − Z(z)A)−1.
Plug this expression for H(z) back into (3.30) to get
G(z)
(
C(I − Z(z)A)−1Z(z)B +D) = F (z). (3.31)
This suggests that we set
S(z) = D + C(I − Z(z)A)−1Z(z)B.
Since U is contractive/unitary, then S is a contractive multiplier from H2U (F
+
d ) to
H2Y(F
+
d ), by Theorem 3.8. Finally, it is seen from (3.31) that F (z) = G(z)S(z)
which completes the proof. 
The following particular case of the Leech theorem is worth noting.
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Proposition 3.17. Let G ∈ L(Y,X )〈〈z〉〉 and F ∈ L(U ,X )〈〈z〉〉 satisfy the
kernel identity
G(z)(knc,Sz(z, ζ)⊗ IY)G(ζ)∗ = F (z)(knc,Sz(z, ζ)⊗ IU )F (ζ)∗. (3.32)
Then there exists a partial isometry W ∈ L(U ,Y) such that F (z) = G(z)W and
G(z) = F (z)W ∗.
Proof. The “if” part is clear. To prove the “only if” part, we follow the lines
of the second proof of Theorem 3.16. Identity (3.32) means that the kernel KG,F
(3.25) is zero, so that the formal power series H(z) from the formal Kolmogorov
decomposition (3.26) is also zero. Then the map V : G∗βx→ F ∗βx extends to a well-
defined isometry from the subspace G = spanβ∈F+
d
, x∈XG
∗
βx ⊂ Y onto the subspace
R = spanβ∈F+
d
, x∈XF
∗
βx ⊂ U . Extending V to a partial isometry W ∗ : Y → U by
letting W ∗|Y⊖G = 0, we get W ∗G∗β = F ∗β and WF ∗β = G∗β or equivalently,
Fβ = GβW and Gβ = FβW
∗ for all β ∈ F+d .
Now the equalities F (z) = G(z)W and G(z) = F (z)W ∗ follow. 
3.4. Contractive multipliers from H2U(F
+
d ) to H
2
ω,Y(F
+
d ) for admissible ω
We now suppose that ω = {ωj}j≥0 is an admissible weight sequence as in
(2.31) with associated weighted Hardy-Fock space H2
ω
(F+d ). By Remark 2.10, the
associated kernel knc,ω is a contractive kernel, i.e., the right shift operator tuple
Sω,R = (Sω,R,1 · · · , Sω,R,d) is a row contraction. By Proposition 2.8, the kernel
K = kω admits a factorization (2.21) for an appropriately chosen G. Our next goal
is to construct this G explicitly. Toward this end, let us introduce the space
ℓ2Y(F
+
d ) =
{
{fα}α ∈ F+d :
∑
α∈F+
d
‖fα‖2Y <∞
}
(3.33)
which is isomorphic to the Fock spaceH2Y(F
+
d ) via the noncommutative Z-transform
(1.26). Let us define the operator Ψω : ℓ
2
Y(F
+
d ) → H2ω,Y(F+d ) (a weighted noncom-
mutative Z-transform) by
Ψω = Rowα∈F+
d
[ω
− 12
|α| z
α] : {fα}α∈F+
d
7→
∑
α∈F+
d
ω
− 12
|α| fαz
α.
We identify Ψω with an operator-valued power series:
Ψω(z) =
∑
α∈F+
d
(
Rowβ∈F+
d
[δα,β(ω
− 12
|α| ⊗ IY ]
)
zα : {fα}α∈F+
d
7→
∑
α∈F+
d
ω
− 12
|α| fαz
α.
(3.34)
Note that Ψω(z) is the factor for the Kolmogorov decomposition of the positive
noncommutative kernel kω (2.28):
kω(z, ζ) = Ψω(z)Ψω(ζ)
∗. (3.35)
Assume now that ω is strictly decreasing (ωj < Ωj−1 for j ≥ 1), and define a new
weight γ = {γj}j≥0 by
γ0 = 1, γj = (ω
−1
j − ω−1j−1)−1 =
ωjωj−1
ωj−1 − ωj for j ≥ 1. (3.36)
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Since ω is strictly decreasing and positive, we see that γ is a positive weight se-
quence. It then follows from (2.28) and (3.36) that the kernel
k˜ω(z, ζ) := kω(z, ζ)−
d∑
k=1
ζkkω(z, ζ)zk =
∑
α∈F+
d
γ−1|α|z
αζ
α⊤
= kγ(z, ζ) (3.37)
is a positive noncommutative kernel. The latter can also be seen as a consequence of
the fact that the right shift operator tuple Sω,R is a row contraction – by applying
item (1) in Proposition 3.2 with
K(z, ζ) = kω(z, ζ), Θ(z) =
[
z1 · · · zd
]
, K˜(z, ζ) = kω(z, ζ)⊗ Id.
One can iterate (3.37) to solve for kω in terms of kγ as follows:
kω(z, ζ) = kγ(z, ζ) +
d∑
k=1
ζkkω(z, ζ)zk
= kγ(z, ζ) +
d∑
k=1
ζkkγ(z, ζ)zk +
∑
α : |α|=2
ζ
α⊤
kω(z, ζ)z
α
= · · · =
∑
α : |α|≤N
ζ
α⊤
kγ(z, ζ)z
α +
∑
α : |α|=N+1
ζ
α⊤
kω(z, ζ)z
α.
Taking a limit as N →∞ then gives
kω(z, ζ) =
∑
α∈F+
d
ζ
α⊤
kγ(z, ζ)z
α. (3.38)
If we now recall (3.35) (with γ in place of ω), we can rewrite (3.38) as
kω(z, ζ) = Ψγ(z)
(
knc,Sz(z, ζ)⊗ Iℓ2Y (F+d )
)
Ψγ(ζ)
∗,
which is the expected factorization (2.21) for the noncommutative positive contrac-
tive kernel kω.
Remark 3.18. In case ω = µn (for n > 1), the sequence γ defined via formulas
(3.36) turns out to be γ = µn−1. Then the formula (3.38) takes the form
kn(z, ζ) = Ψn−1(z)
(
knc,Sz(z, ζ)⊗ Iℓ2Y (F+d )
)
Ψn−1(ζ)∗, (3.39)
where Ψn−1(z) = Ψγ(z) is given by
Ψn−1(z) =
∑
α∈F+
d
(
Rowβ∈F+
d
[δα,β(µ
− 12
n−1,|α| ⊗ IY)]
)
zα ∈ L(ℓ2Y(F+d ),Y)〈〈z〉〉.
The single-variable (d = 1) case of the next theorem is the main result of [18].
Theorem 3.19. Let MΨγ : H
2
ℓ2Y(F
+
d
)
(F+d )→ H2γ,Y(F+d ) be the multiplication op-
erator associated with Ψγ(z) defined as in (3.34). Then
(1) MΨγ |ℓ2Y(F+d ) is an isometry from the space of constant functions ℓ
2
Y(F
+
d )
in H2
ℓ2Y(F
+
d
)
(F+d ) into H
2
γ,Y(F
+
d ).
(2) MΨγ is a coisometry from H
2
ℓ2Y(F
+
d
)
(F+d ) onto H
2
ω,Y(F
+
d ).
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(3) A given formal power series F (z) ∈ L(U ,Y)〈〈z〉〉 is a contractive multi-
plier from H2U (F
+
d ) to H
2
ω,Y(F
+
d ) if and only if it is of the form
F (z) = Ψγ(z)S(z) (3.40)
for some contractive multiplier S(z) from H2U (F
+
d ) to H
2
ℓ2Y(F
+
d
)
(F+d ).
(4) Any contractive multiplier S from H2U (F
+
d ) into H
2
ℓ2Y(F
+
d
)
(F+d ) for which
(3.40) holds has the form
S(z) = S0(z) + Θ(z)H(z)
where S0 is any particular contractive multiplier for which (3.40) holds,
where Θ(z) ∈ L(U˜ , ℓ2Y(F+d ))〈〈z〉〉 is the Beurling-Lax representer for the
S1,R-invariant subspace KerMΨγ ⊂ H2ℓ2Y(F+d )(F
+
d ) and where H(z) is a
bounded multiplier from H2U (F
+
d ) into H
2
U˜(F
+
d ) chosen so that S0 +ΘH is
still a contractive multiplier.
Proof. For y = {yα}α∈F+
d
in ℓ2Y(F
+
d ), note that
‖Ψγ(z)y‖2H2
γ,Y(F
+
d
)
=
∑
α∈F+
d
γ|α|‖γ−
1
2
α| yα‖2Y = ‖y‖2ℓ2Y(F+d ),
and statement (1) follows. Statement (2) is an immediate consequence of the iden-
tity (3.38) combined with part (2) of Proposition 3.2.
By Proposition 3.2, F is a contractive multiplier from H2U(F
+
d ) to H
2
ω,Y(F
+
d ) if
and only if the formal kernel
KF (z, ζ) := kω(z, ζ)⊗ IY − F (z)(knc,Sz(z, ζ)⊗ IU )F (ζ)∗
is positive. Due to (3.38) we have
KF (z, ζ) :=Ψγ(z)
(
knc, Sz(z, ζ)⊗ Iℓ2Y(F+d )
)
Ψγ(ζ)
∗
− F (z)(knc,Sz(z, ζ)⊗ IU )F (ζ)∗,
and by Theorem 3.16, the latter kernel is positive if and only if F admits the repre-
sentation (3.40) for some contractive multiplier S(z) from H2U (F
+
d ) to H
2
ℓ2Y (F
+
d
)
(F+d ).
Statement (3) now follows.
Suppose that S0 is any particular contractive multiplier satisfying (3.40) and
S is another such multiplier. Then MΨγMS−S0 = MΨγ (MS − MS0) = 0, i.e.,
RanMS−S0 ⊂ KerMΨγ = MΘH2U˜ . It follows that S − S0 has a factorization
S−S0 = ΘH where H is a multiplier from H2U˜ (F
+
d ) to H
2
U (F
+
d ) such that S0+ΘH
is still a contractive multiplier. As the converse direction is clear, this completes
the proof of statement (4). 
Proposition 3.20. A contractive multiplier F (z) from H2U(F
+
d ) to H
2
ω,Y(F
+
d )
is coisometric if and only if it is of the form F (z) = Ψγ(z) for some coisometric
operator W ∈ L(U , ℓ2Y(F+d )).
Proof. By Proposition 3.2, F (z) is a coisometric multiplier from H2U(F
+
d ) to
H2
ω,Y(F
+
d ) if and only if the associated kernel KF vanishes:
KF (z, ζ) := (knc,ω(z, ζ)⊗ IY)− F (z)(knc,Sz(z, ζ)⊗ IU )F (ζ)∗ = 0,
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or, equivalently by (3.38),
Ψγ(z)
(
knc,Sz(z, ζ)⊗ Iℓ2Y (F+d )
)
Ψγ(ζ)
∗ = F (z) (knc,Sz(z, ζ)⊗ IU )F (ζ)∗. (3.41)
If F (z) = Ψγ(z)W with WW
∗ = Iℓ2Y (F+d ), use the fact that knc,Sz(z, ζ) has
scalar coefficients to get
W (knc,Sz(z, ζ)⊗ IU )W ∗ =
(
knc,Sz(z, ζ)⊗ Iℓ2Y (F+d )
)
WW ∗ = knc,Sz(z, ζ)⊗ Iℓ2Y (F+d )
to arrive at (3.41) and the sufficiency direction in Proposition 3.20 follows.
To verify the necessity direction, assume that (3.41) holds. Use Proposition
3.17 to deduce that there is a partial isometry W ∈ L(U , ℓ2Y(F+d )) such that
F (z) = Ψγ(z)W and Ψγ(z) = F (z)W
∗. (3.42)
It remains to show that W : U → ℓ2Y(F+d ) is a coisometry. To this end, we compare
the coefficients of zα in (3.42) to get
Fα = γ
− 12
|α|Wα, FαW
∗
α = γ
− 12
|α| IY , FαW
∗
β = 0 ; (α 6= β).
Therefore,
WαW
∗
α = µ
1
2
n−1,|α|FαW
∗
α = IY , WαW
∗
β = µ
1
2
n−1,|α|FαW
∗
β = 0 (β 6= α),
so that W = {Wα}α∈F+
d
is indeed a coisometry from U to ℓ2Y(F+d ). 
Proposition 3.21. There are no isometric multipliers from H2U (F
+
d ) to H
2
ω,Y(F
+
d )
for any strictly decreasing admissible ω.
Proof. Let F (z) =
∑
α∈F+
d
Fαz
α be an isometric multiplier from H2U (F
+
d ) to
H2
ω,Y(F
+
d ). Then in particular,
‖Fu‖2
H2
ω,Y(F
+
d
)
=
∑
α∈F+
d
ω|α|‖Fαu‖2Y = ‖u‖2U for all u ∈ U . (3.43)
On the other hand, for the polynomial p(z) = z1u, we have ‖p‖H2U = ‖u‖U and
therefore,
‖Fp‖2
H2
ω,Y(F
+
d
)
=
∑
α∈F+
d
ω|α|+1‖Fαu‖2Y = ‖p‖H2U = ‖u‖2U . (3.44)
We then conclude from (3.43) and (3.44) that
0 =
∑
α∈F+
d
(ω|α| − ω|α|+1)‖Fαu‖2Y ,
which is possible (since by assumption ω|α| > ω|α|+1 for all α ∈ F+d ) only if Fα = 0
for all α ∈ F+d . The latter contradicts (3.43). 
In the sequel we shall be interested in more general contractive multipliers
MΘ from H
2
ω′,U to H
2
ω,Y ; note that Propositions 3.20 and 3.21 are concerned with
the case ω′n = 1. The following characterization of such contractive multiplication
operators MΘ among all operators between two weighted Bergman spaces, well
known for the classical Hardy-space case where d = 1, ω′k = ωk = 1 for all k (see
e.g. [92]), will be useful in the sequel. Note also that for the case of a general d
with ω′k = ωk = 1 for all k, the result can be seen as the special case of Theorem
3.12 where M = H2Y(F+d ) and N = H2U (F+d ).
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Proposition 3.22. Suppose that G is an operator from H2
ω′,U(F
+
d ) toH
2
ω,Y(F
+
d ).
Then G has the form G = MΘ for a contractive multiplier Θ between H
2
ω′,U(F
+
d )
and H2
ω,Y(F
+
d ) if and only if ‖G‖ ≤ 1 and G satisfies the intertwining conditions:
GSω′,R,j = Sω,R,jG for j = 1, . . . , d. (3.45)
Proof. If G = MΘ, then the intertwining conditions (3.45) hold since MΘ is
a left-multiplication operator while each Sω′,R,j and Sω,R,j is a right multiplication
operator.
Conversely, suppose that the operator G : H2
ω′,U (F
+
d ) → H2ω,Y(F+d ) satisfies
the intertwining conditions (3.45). Define a power series Θ(z) ∈ L(U ,Y)〈〈z〉〉 by
Θ(z)u = (Gu)(z)
for u ∈ U , where here we view u = u · z∅ as an element of H2
ω′,U(F
+
d ). From the
intertwining conditions (3.45), we deduce that
(Gp)(z) = Θ(z) · p(z) = (MΘp)(z)
for any noncommutative polynomial p ∈ U〈z〉. Thus G is a multiplication operator
when restricted to the dense set of polynomials in H2
ω′,U (F
+
d ). By assumption
G is bounded; an approximation argument then gives us that Θ is a multiplier
(contractive multiplier if ‖G‖ ≤ 1) and necessarily G = MΘ as an operator from
H2
ω′,U(F
+
d ) to H
2
ω,Y(F
+
d ). 
3.5. H2
ω,Y(F
+
d )-Bergman-inner multipliers
Definition 3.23. We say that a formal power series Θ ∈ L(U ,Y)〈〈z〉〉 is a
H2
ω,Y(F
+
d )-Bergman inner multiplier if
(1) ‖Θu‖H2
ω,Y(F
+
d
) = ‖u‖U for all u ∈ U , and
(2) Θ ·u ⊥ Θ ·Sα1,Rv in H2ω,Y(F+d ) for all u, v ∈ U and all nonempty α ∈ F+d .
The next result says in particular thatH2
ω,Y(F
+
d )-Bergman-inner multipliers are
automatically also contractive multipliers. For the case of single-variable weighted
Bergman spaces, this result goes back to Richter-et-al?. More generally, this re-
sult has been obtained for the commutative setting by Bhattacharjee-Eschmeier-
Keshari-Sarkar [29, Theorem 6.2] and for the general setting by Popescu [90, The-
orem 4.2] by different proofs which do not lead to the estimate (3.46).
Theorem 3.24. Let Θ ∈ L(U ,Y)〈〈z〉〉 be such that
(1) ‖MΘu‖H2
ω,Y(F
+
d
) ≤ ‖u‖U for all u ∈ U , and
(2) MΘu ⊥MΘSα1 v for all u, v ∈ U and all nonempty α ∈ F+d .
Then Θ is a contractive multiplier from H2U (F
+
d ) to H
2
ω,Y(F
+
d ), as shown by the
following general estimate:
‖MΘf‖2H2
ω,Y (F
+
d
)
≤‖f‖2
H2U(F
+
d
)
(3.46)
−
∑
α∈F+
d
d∑
j=1
∥∥∥(I − S∗ω,R,jSω,R,j) 12MΘ(S∗1,R)jα⊤f∥∥∥2
H2
ω,Y (F
+
d
)
for all f ∈ H2U (F+d ). Moreover, if ‖MΘu‖H2
ω,Y(F
+
d
) = ‖u‖U for all u ∈ U (so Θ is
H2
ω,Y(F
+
d )-Bergman-inner), then (3.46) holds with equality for all f ∈ H2U (F+d ).
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Proof. We first verify (3.46) for any U-valued “polynomial”
f(z) =
∑
α∈F+
d
: |α|≤m
fαz
α. (3.47)
Let S∗1,R = (S
∗
1,R,1, . . . , S
∗
1,R,d) be the right backward shift tuple on H
2
U (F
+
d ) so that
for the polynomial f as in (3.47),
S∗1,R,j :
∑
α∈F+
d
: |α|≤m
fαz
α 7→
∑
α∈F+
d
: |α|<m
fαjz
α (3.48)
for j = 1, . . . , d. By the assumptions of the theorem, and since the ranges of Sω,R,i
and Sω,R,j are orthogonal whenever i 6= j, we have
‖MΘf‖2 =
∥∥∥∥ ∑
α∈F+
d
: |α|≤m
Sα
⊤
ω,RMΘfα
∥∥∥∥2 (3.49)
=‖MΘf∅‖2 +
∥∥∥∥ d∑
j=1
∑
α∈F+
d
: |α|≤m−1
Sjα
⊤
ω,RMΘfαj
∥∥∥∥2
≤‖f∅‖2 +
∥∥∥∥ d∑
j=1
∑
α∈F+
d
: |α|≤m−1
Sjα
⊤
ω,RMΘfαj
∥∥∥∥2
=‖f∅‖2 +
d∑
j=1
∥∥∥∥Sω,R,jMΘ( ∑
α∈F+
d
: |α|≤m−1
fαjz
α
)∥∥∥∥2
=‖f∅‖2 +
d∑
j=1
∥∥Sω,R,jMΘ(S∗1,R,jf)∥∥2
=‖f∅‖2 +
d∑
j=1
∥∥MΘ(S∗1,R,jf)∥∥2 − d∑
j=1
∥∥∥(I − S∗ω,R,jSω,R,j) 12MΘ(S∗1,R,jf)∥∥∥2 .
Observe that for any α ∈ F+d with |α| ≤ m,
S∗α
⊤
1,R f =
∑
β∈F+
d
:|β|≤m−|α|
fβαz
β (3.50)
which can be seen upon iterating formula (3.48). It follows from (3.50) that
(S∗α
⊤
1,R f)∅ = fα.
Replacing f by S∗α
⊤
1,R f in (3.49) now gives
‖MΘS∗α⊤1,R f‖2 ≤ ‖fα‖2 +
d∑
j=1
∥∥∥MΘ(S∗1,R)jα⊤f∥∥∥2
−
d∑
j=1
∥∥∥(I − S∗ω,R,jSω,R,j) 12MΘ(S∗1,R)jα⊤f∥∥∥2 (3.51)
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for any α ∈ F+d . Iterating the inequality (3.49) using (3.51) then gives, for any
m′ = 1, 2, . . . ,
‖MΘf‖2H2
ω,Y(F
+
d
)
≤
∑
|α|<m′
‖fα‖2U +
∑
|α|=m′
∥∥∥MΘ(S1,R)α⊤f∥∥∥2
H2
ω,Y(F
+
d
)
−
∑
|α|<m′
d∑
j=1
∥∥∥(I − S∗ω,R,jSω,R,j) 12MΘ(S∗1,R)jα⊤f∥∥∥2
H2
ω,Y(F
+
d
)
.
Since fα = 0 as well as (S
∗
1,R)
α⊤f = 0 once |α| ≥ m, it follows that, once m′ ≥ m,
this last inequality collapses to
‖MΘf‖2 ≤ ‖f‖2H2U(F+d )
−
∑
α∈F+
d
:|α|<m′
d∑
j=1
∥∥∥(I − S∗ω,R,jSω,R,j) 12MΘ(S∗1,R)jα⊤f∥∥∥2
H2
ω,Y(F
+
d
)
. (3.52)
Letting m′ → ∞ in (3.52) now implies the validity of (3.46) for every U-valued
polynomial f ∈ H2U (F+d ). We then get the result for a general f in H2U (F+d ) by ap-
proximating f by finite truncations of its series representation f(z) =
∑
α∈F+
d
fαz
α.
If equality holds in condition (1) of the theorem (i.e., if ‖MΘu‖H2
ω,Y(F
+
d
) = ‖u‖U
holds for all u ∈ U), then we have equalities throughout (3.49), (3.51) and therefore,
in (3.46) as well. 
Part of the content of the next result is a converse of the previous result: a
contractive multiplier from H2U (F
+
d ) to H
2
ω,Y(F
+
d ) which acts isometrically on the
coefficient space U is in fact a Bergman-inner multiplier.
Theorem 3.25. Let Θ ∈ L(U ,Y)〈〈z〉〉 be a contractive multiplier from H2U (F+d )
to H2
ω,Y(F
+
d ) which is isometric on constants:
‖MΘu‖H2
ω,Y(F
+
d
) = ‖u‖U for all u ∈ U .
Then:
(1) There is a unique contractive multiplier S from H2U (F
+
d ) to H
2
ℓ2Y(F
+
d
)
(F+d )
such that
Θ(z) = Ψγ(z)S(z) (3.53)
where Ψγ(z) is defined as in (3.34). Moreover, this unique S is a strictly
inner multiplier from H2U (F
+
d ) to H
2
ℓ2Y (F
+
d
)
(F+d ).
(2) Θu ⊥ ΘSα1 v for all u, v ∈ U and all nonempty α ∈ F+d , i.e., Θ is a
Bergman-inner multiplier.
Proof. Since Θ is, in particular, a contractive multiplier from H2U(F
+
d ) to
H2
ω,Y(F
+
d ), it is (by Theorem 3.19 (3)) of the form (3.53) for some contractive
multiplier S(z) from H2U (F
+
d ) to H
2
ℓ2Y(F
+
d
)
(F+d ). By assumption we have
‖u‖U = ‖MΘu‖H2
ω,Y(F
+
d
) = ‖MΨγMSu‖H2
ω,Y(F
+
d
) (3.54)
for all u ∈ U . Since the operator
MS : U → H2ℓ2Y(F+d )(F
+
d )
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is contractive while the operator
MΨγ : H
2
ℓ2Y(F
+
d
)
(F+d )→ H2ω,Y(F+d )
is coisometric (by Theorem 3.19 (2)), equality (3.54) implies that
‖MSu‖H2
ℓ2
Y
(F
+
d
)
(F+
d
) = ‖u‖U and MSu ⊥ KerMΨγ for all u ∈ U . (3.55)
The first relation in (3.55) implies that S is a strictly inner multiplier (by Lemma
3.14). Let us rewrite the factorization (3.53) in multiplication-operator form
MΘ =MΨγMS : H
2
U(F
+
d )→ H2ω,Y(F+d ). (3.56)
As MΨγ is a coisometry, the second relation in (3.55) implies that
MS =M
∗
Ψγ
MΨγMS . (3.57)
Then multiplication of relation (3.56) on the left by M∗Ψγ and making use of (3.57)
leaves us with
MΨ∗
γ
MΘ =M
∗
Ψγ
MΨγMS =MS ,
i.e., S is uniquely determined from Θ via the relation
S(z)u =
(
M∗ΨγMΘu
)
(z) for all u ∈ U .
This completes the proof of part (1) of the theorem.
Again making use of relations (3.56) and (3.57), we see that, for u, v ∈ U and
α any nonempty word in F+d ,
〈MΘu, MΘ(Sα1,Rv)〉An,Y (F+d ) = 〈MΨγMSu, MΨγS
α
1,RMSv〉An,Y(F+d )
= 〈M∗ΨγMΨγMSu, Sα1,RMSv〉H2
ℓ2
Y
(F
+
d
)
(F+
d
)
= 〈MSu, MSSα1,Rv〉H2
ℓ2
Y
(F
+
d
)
(F+
d
) = 0
where we use the fact that S is strictly inner for the last step. This completes the
proof of part (2) of the theorem. 
Remark 3.26. Bergman-inner multipliers andMcCT-inner multipliers are closely
related in still other ways besides that revealed by Theorem 3.25. Indeed, given a
shift-invariant subspaces M ⊂ H2
ω,Y(F
+
d ) with Beurling-Lax representation M =
Θ · H2U (F+d ) for a McCT-inner multiplier Θ, if we set F := U ∩ RanΘ∗ and
Ψ(z) = Θ(z)|F and view Ψ as an element of L(F ,Y)〈〈z〉〉, then Ψ is Bergman
inner and the wandering subspace E = M⊖
(⊕d
j=1 Sω,jM
)
for M is given by
E = Ψ · F (see [29, Theorem 6.6] for the commutative setting and [90, Theorem
4.3] for the general setting).
Remark 3.27. If S is a strictly inner multiplier from H2U (F
+
d ) to H
2
ℓ2Y (F
+
d
)
(F+d ),
then Θ of the form (3.53) is a contractive multiplier from H2U (F
+
d ) to H
2
ω,Y(F
+
d )
by Theorem 3.19. However, Θ does not have to be a Bergman-inner multiplier.
For example, let d = 1 and ω = µ2 = { 1j+1}j≥0. The single-variable function
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S(z) = 1√
2
[ z
z
0
...
]
is H2ℓ2-inner and therefore, the function
Θ(z) = Ψ1(z)S(z) =
1√
2
[
1 z z2 · · ·] [ zz0
...
]
=
1√
2
(z + z2)
is a contractive multiplier from H2 to A2. However, Θ is not A2-Bergman inner.
One reason is that ‖Θ‖2A2 = 12 (12 + 13 ) 6= 1, and another reason is that MΘ · 1 =
1√
2
(z + z2) and MΘ · z = 1√2 (z2 + z3) are not orthogonal in A2.
Remark 3.28. Due to Theorems 3.24 and 3.25, H2
ω,Y(F
+
d )-Bergman-inner mul-
tipliers can be equivalently defined as noncommutative formal power series Θ ∈
L(U ,Y)〈〈z〉〉 (for some Hilbert space U) which are contractive multipliers from
H2Y(F
+
d ) to H
2
ω,Y(F
+
d ) which are isometric on U .
CHAPTER 4
Stein relations and observability-operator range
spaces
In this chapter we flesh out Theme 1 from the Introduction for the ω-setting.
In the classical setting of the discrete-time linear system (1.1) (see e.g. [47]), the
output stability of the pair (C,A), that is, the boundedness of the observability
operator OC,A : X → H2Y (see (1.3)), can be expressed in terms of certain Stein
inequality, the minimal positive-semidefinite solution of which turns out to be equal
to the observability gramian
GC,A =
∞∑
n=0
A∗nC∗CAn.
Precise statements are recorded next; here the notational conventions from Defini-
tion (3.7) are in place.
Theorem 4.1. An output pair (C,A) ∈ L(X ,Y) × L(X ) is output-stable (i.e.,
the observability operator OC,A is bounded as an operator from X into H2Y) if and
only if the Stein inequality
H −A∗HA  C∗C (4.1)
has a positive semidefinite solution H ∈ L(X ). In this case,
(1) The observability gramian H = GC,A is the minimal positive semidefinite
solution of (4.1) and satisfies the Stein equation
H −A∗HA = C∗C. (4.2)
(2) GC,A is a unique solution to this equality if A is strongly stable.
(3) If A is a contraction, then the Stein equation (4.2) has a unique positive
semidefinite solution if and only if A is strongly stable.
The range of the observability operator of an output-stable pair turns out to
be a generic backward-shift invariant subspace of H2Y that in turn serves as the
functional-model space for a Hilbert space contraction operator and on the other
hand is used to fairly explicitly construct the Beurling-Lax representer of a shift-
invariant subspace of H2Y .
Observability operators (1.18) appearing in the context of the time-varying
linear system (1.14) and multivariable observability operators (1.28) arising from a
noncommutative Fornasini-Marchesini linear system (1.21) produce two quite differ-
ent generalizations of the above observations and eventually lead to the functional-
model theory of n-hypercontractions and d-row contractions, respectively. Both
generalizations naturally merge into the framework of the linear system (1.32) which
in turn leads to the functional-model theory for row n-hypercontractions and to
Beurling-Lax type theorems in the setting of weighted Bergman-Fock spaces.
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In this chapter, we consider stability questions and observability operator range
spaces in the setting of the weighted Hardy-Fock spaceH2
ω,Y(F
+
d ) with an admissible
weight sequence ω; in addition we take care to spell out the special case ω = µn
(i.e., of the standard weighted Bergman-Fock space) whenever the results can be
simplified or detailed to a larger extent.
4.1. Observability operators and gramians
Let ω = {ωj}j≥0 be an admissible weight sequence (in the sense of (2.31)). Let
us make the following definition.
Definition 4.2. We say that the output pair (C,A) ∈ L(X ,Y) × L(X )d is
ω-output stable if the ω-observability operator
Oω,C,A : x 7→
∑
α∈F+
d
(ω−1|α|CA
αx)zα (4.3)
is bounded from X to H2
ω,Y(F
+
d ) or equivalently, the ω-observability gramian
Gω,C,A := O∗ω,C,AOω,C,A =
∑
α∈F+
d
ω−1|α|A
∗α⊤C∗CAα (4.4)
is bounded on X .
We next recall the power series
Rω(λ) = Rω,0(λ) =
∞∑
j=0
ω−1j λ
j and Rω,k(λ) =
∞∑
j=0
ω−1j+kλ
j (k ≥ 1) (4.5)
used in realization formulas (2.38) and (2.39) for Oω,C,A and Θω,Uα . Due to
conditions (2.31), the series (4.5) converge in the open unit disk D and do not
vanish there. Hence, the reciprocal power series
∞∑
j=0
cjλ
j :=
1
Rω(λ)
=
( ∞∑
j=0
ω−1j λ
j
)−1
(4.6)
converges on D; for reasons that will become clear shortly, we assume that the
latter power series belongs to the Wiener classW+, that is, the coefficients {cj}j≥0
appearing in (4.6) are absolutely summable:
if c0 = 1 and recursively ck = −
k−1∑
j=0
cjω
−1
k−j , then
∞∑
j=0
|cj | <∞. (4.7)
Meanwhile we record a useful identity satisfied by the sequences {ωj} and {cj}.
Lemma 4.3. The sequence ω and the derived sequence {cj}j≥0 (4.7) satisfy the
equality
j∑
r=0
(
1
ωj−r
·
k∑
ℓ=1
cℓ+r
ωk−ℓ
)
= − 1
ωk+j
for j, k ≥ 0. (4.8)
Proof. By the recursion (4.7), we have
0 =
k+r∑
ℓ=0
cℓ
ωk+r−ℓ
=
r∑
ℓ=0
cℓ
ωk+r−ℓ
+
k∑
ℓ=1
cr+ℓ
ωk−ℓ
(k + r ≥ 1). (4.9)
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Substituting the latter equality into the left side of (4.8), changing the order of
summation and then again using (4.9) (with r instead of k + r) gives
j∑
r=0
(
1
ωj−r
·
k∑
ℓ=1
cℓ+r
ωk−ℓ
)
= −
j∑
r=0
(
1
ωj−r
·
r∑
ℓ=0
cℓ
ωk+r−ℓ
)
= −
j∑
r=0
(
1
ωk+j−r
·
r∑
ℓ=0
cℓ
ωr−ℓ
)
= − 1
ωk+j
· c0
ω0
= − 1
ωk+j
.
and identity (4.8) follows. 
We remark that the weights (1.8) meet the assumption (4.7) as in this case,
Rµn(λ) := Rn(λ) = (1 − λ)−n, and hence the power series (4.6) amounts to a
polynomial. The assumption (4.7) is imposed in order to define the operatorial
maps (4.15) and (4.16) below, which in turn, will allow us to introduce the notion
of an ω-hypercontraction that extends the notion of a row-hypercontraction. It is
not clear at the moment how much the assumption (4.7) can be weakened to still
produce meaningful extensions of a hypercontractive fashion.
As suggested by the Agler hereditary functional calculus (in Ambrozie-Engliˇs-
Mu¨ller transcription [9]) we introduce the operator BA : L(X )→ L(X ) associated
with the operator tuple A = (A1, . . . , Ad) ∈ L(X )d via
BA : X 7→ BA[X ] :=
d∑
j=1
A∗jXAj . (4.10)
One easily sees from the definition that BA is a positive map, i.e.,
X  0⇒ BA[X ]  0. (4.11)
In fact, BA satisfies the stronger property of being a completely positive map (see
e.g. [77]), but we shall not have need of this fact. Iterating (4.10) gives
BkA : X 7→
∑
α∈F+
d
: |α|=k
A∗α
⊤
XAα for k ≥ 1. (4.12)
The following general principle will be useful in the sequel.
Lemma 4.4. Given a function f(λ) =
∑
j≥0 fjλ
j ∈W+, the operatorial map
f(BA) :=
∞∑
j=0
fjB
j
A : X 7→
∞∑
j=0
fj
( ∑
|α|=j
A∗α
⊤
XAα
)
=
∑
α∈F+
d
f|α|A∗α
⊤
XAα
(4.13)
is well defined for any X ∈ L(X ) subject to inequalities
X 
d∑
j=1
A∗jXAj  0. (4.14)
Proof. Indeed, iterating (4.14) yields that
X 
∑
α∈F+
d
:|α|=j
A∗α
⊤
XAα  0 for all j ≥ 0,
which together with (4.13) implies ‖f(BA)[X ]‖ ≤
∞∑
j=0
|fj |‖X‖ = ‖f‖
W+
· ‖X‖. 
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As a consequence of Lemma 4.4, the operatorial map
Γω,A :=
1
Rω
(BA)[X ] =
∑
α∈F+
d
c|α|A∗α
⊤
XAα (4.15)
is well defined for any X ∈ L(X ) subject to inequalities (4.14). Note that the
assumption (2.31) implies that 1 ≤ ω−1j ≤ ω−1j+1 forcing that Rω(λ) (see (4.5))
cannot be in the Wiener class W+; nevertheless the assumption (4.7) guarantees
that for each k ≥ 0, the function
Rω,k
Rω
(λ) =
( ∞∑
j=0
λj
ωk+j
)
·
( ∞∑
j=0
cjλ
j
)
does belong toW+; furthermore one can make use of the recursion (4.7) to see that( ∞∑
j=0
λj
ωk+j
)
·
( ∞∑
j=0
cjλ
j
)
=
∞∑
j=0
cω,kj λ
j , where cω,kj = −
k∑
ℓ=1
cj+ℓ
ωk−ℓ
where the Taylor coefficients cω,kj satisfy
∞∑
j=0
|cω,kj | ≤
( k∑
ℓ=1
ωk−ℓ
)
·
( ∞∑
j=1
|cj |
)
<∞
(see [15, Proposition 3.3] for details). Again by Lemma 4.4, the map
Γ
(k)
ω,A :=
Rω,k
Rω
(BA) : X 7→
∞∑
j=0
cω,kj B
j
A[X ]
= −
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
A∗α
⊤
XAα (k ≥ 1) (4.16)
is well defined for any operator X ∈ L(X ) subject to inequalities (4.14).
The next result establishes connections between ω-output stability, ω-obser-
vability gramians, and solutions of associated Stein equations and inequalities. Here
we refer to the relations in (4.18) and (4.19) as the Stein inequalities and the Stein
equation respectively.
Theorem 4.5. Let us assume that the weight sequence ω meets conditions
(2.31), (4.7) and let (C,A) ∈ L(X ,Y) × L(X )d be an output pair. Then:
(1) The pair (C,A) is ω-output-stable if and only if there is an H ∈ L(X )
subject to inequalities
H 
d∑
j=1
A∗jHAj  0, Γ(k)ω,A[H ]  0 for all k ≥ 1 (4.17)
and the Stein inequality
Γω,A[H ]  C∗C. (4.18)
(2) If (C,A) is a ω-output-stable pair, then the gramian H = Gω,C,A is the
minimal positive semidefinite solution of the system (4.17), (4.18) and it
also satisfies the Stein equation
Γω,A[H ] = C
∗C. (4.19)
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Proof. Suppose first that (C,A) is ω-output-stable. Then the series in (4.4)
converges strongly to the operator H = Gω,C,A  0, which, as will be now verified,
satisfies relations (4.17) and (4.19). Indeed, we have from (4.10)
Gω,C,A −
d∑
j=1
A∗jGω,C,AAj = C∗C +
∑
α6=∅
(
ω−1|α| − ω−1|α|−1
)
A∗α
⊤
C∗CAα,
which implies, since ω is non-increasing (by (2.31)) and since Gω,C,A  0, that
Gω,C,A 
d∑
j=1
A∗jGω,C,AAj  0. (4.20)
By Lemma 4.4, the operators Γω,A[Gω,C,A] and Γ(k)ω,A[Gω,C,A] are well-defined and
the series (4.15), (4.16) (with X = Gω,C,A) converge absolutely when applied to any
x ∈ X . Hence, we are now in position to apply the following general principle due
to Mertens (see [93, Theorem 3.50] for the case of numerically-valued sequences):
If the series
∑
n≥0
an converges absolutely and if
∑
n≥0
an = a and
∑
n≥0
bn = b, then
∞∑
n=0
( n∑
k=0
akbn−k
)
=
( ∞∑
n=0
an
)
·
( ∞∑
n=0
bn
)
= a · b. (4.21)
Applying this General Principle with the choice
an = cnB
n
A ∈ L(L(X )), bn = ωnBnA[C∗C] ∈ L(X )
then leads to
Γω,A[Gω,C,A] =
( ∞∑
n=0
cnB
n
A
)[ ∞∑
n=0
ω−1n B
n
A[C
∗C]
]
=
∞∑
n=0
( n∑
k=0
ckω
−1
n−k
)
BnA[C
∗C]
=
∑
α∈F+
d
( |α|∑
j=0
cjω
−1
|α|−j
)
A∗α
⊤
C∗CAα = C∗C (4.22)
where the last step follows from the recursion in (4.7).
Similarly, identity (4.8) together with (4.4) and (4.16) leads us to
Γ
(k)
ω,A[Gω,C,A] =
( ∞∑
n=0
cω,kn B
n
A
)[ ∞∑
n=0
ω−1n B
n
A[C
∗C]
]
=
∞∑
n=0
( n∑
j=0
cω,kj ω
−1
n−j
)
BnA[C
∗C]
=
∞∑
n=0
( n∑
j=0
k∑
ℓ=1
cj+ℓ
ωk−ℓωn−j
)
BnA[C
∗C]
= −
∑
α∈F+
d
( |α|∑
j=0
k∑
ℓ=1
cℓ+j
ωk−ℓω|α|−j
)
A∗α
⊤
C∗CAα
=
∑
α∈F+
d
ω−1|α|+k ·A∗α
⊤
C∗CAα  0. (4.23)
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We now see from (4.20), (4.22) and the last inequality that H = Gω,C,A satisfies
relations (4.17), (4.19) and hence, also (4.18).
Conversely, suppose that (4.17), (4.18) hold for some H ∈ L(X ). From defini-
tions (4.5), it follows that for every j ≥ 0,
Rω,j(λ) = λRω,j+1(λ) + ω
−1
j . (4.24)
Dividing both sides by Rω(λ) and applying the BA functional calculus to the re-
sulting identity and to the chosen operator H (this can be done thanks to Lemma
4.4) gives the operator equality
Γ
(j)
ω,A[H ] = BAΓ
(j+1)
ω,A [H ] + ω
−1
j Γω,A[H ] =
d∑
k=1
A∗kΓ
(j+1)
ω,A [H ]Ak + ω
−1
j Γω,A[H ]
where Γ
(j)
ω,A[H ] is simply H for the case j = 0. Application of (BA)
j to both sides
of this last identity then gives us
BjAΓ
(j)
ω,A[H ]−Bj+1A Γ(j+1)ω,A [H ] = ω−1j BjAΓω,A[H ]
or, more explicitly,∑
α∈F+
d
:|α|=j
A∗α
⊤
Γ
(j)
ω,A[H ]A
α −
∑
α∈F+
d
:|α|=j+1
A∗α
⊤
Γ
(j+1)
ω,A [H ]A
α
= ω−1j
∑
α∈F+
d
:|α|=j
A∗α
⊤
Γω,A[H ]A
α  0. (4.25)
Define a sequence of operators {Ωk} (k = 0, 1, 2, . . . ) by
Ωk =
∑
α∈F+
d
:|α|=k
A∗α
⊤
Γ
(k)
ω,A[H ]A
α.
From (4.25) and the fact that Γω,A[H ]  0 by hypothesis (4.18), we see that Ωk
is a decreasing operator sequence. As a consequence of hypothesis (4.17), we also
have Ωk  0 for all k. Therefore, there exists the strong limit
∆A,H = lim
k→∞
Ωk. (4.26)
Summing up equalities in (4.25) for j = 0, . . . , k − 1 and taking into account that
Γ
(0)
ω,A[H ] = H , we get∑
α∈F+
d
:|α|<k
ω−1|α|A
∗α⊤Γω,A[H ]Aα = H −
∑
α∈F+
d
:|α|=k
A∗α
⊤
Γ
(k)
ω,A[H ]A
α
= H − Ωk. (4.27)
Combining (4.26) with (4.18) gives∑
α∈F+
d
:|α|≤k
ω−1|α|A
∗α⊤C∗CAα 
∑
α∈F+
d
:|α|<k
ω−1|α|A
∗α⊤Γω,A[H ]Aα = H − Ωk (4.28)
for all k ≥ 1. By letting k → ∞ in (4.28) we conclude that the sum on the left-
hand side converges to a bounded positive-semidefinite operator, which is Gω,C,A
by (4.4). Thus, passing to the limit in (4.28) as k →∞ gives
Gω,C,A  H −∆A,H  H, (4.29)
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where ∆A,H  0 is the limit defined in (4.26). Therefore, the pair (C,A) is ω-
output-stable and Gω,C,A is indeed the minimal positive-semidefinite solution to
the system (4.17), (4.18). 
Remark 4.6. Let us consider Theorem 4.5 for the classical Hardy-space case
where d = 1 and ωj = 1 for all j ≥ 0. Then ω-output stability amounts to classical
output stability for the output pair (C,A). Furthermore we have
Γω,A[H ] = H −A∗HA and Γ(k)ω,A[H ] = IX for all k ≥ 1.
Therefore, relations (4.18) and (4.19) amount to (4.1) and (4.2), respectively, while
the only non-redundant inequality in the system of equations in the second part of
(4.17) is H  0. Therefore, Theorem 4.5 can be viewed as a canonical extension of
Theorem 4.1 to the ω-setting, apart from the uniqueness statements (2) and (3) in
Theorem 4.1. Observe that Theorem 4.5 does not address these uniqueness issues
as the latter require some suitable notion of strong stability. See Remark 4.17 below
for further discussion on this point.
By Lemma 4.4, the operatorial maps Γ
(k)
ω,A and Γ
(k)
ω,A are well defined on oper-
ators X ∈ L(X ) subject to inequalities (4.14). In particular (by choosing X = IX ),
the operators Γω,A[IX ] and Γ
(k)
ω,A[IX ] are well defined if the tuple A is contractive
in the sense that
A∗1A1 + · · ·+A∗dAd  IX , (4.30)
that is, A∗ = (A∗1, . . . , A
∗
d) is a row-contraction.
Definition 4.7. The tuple A = (A1, . . . , Ad) ∈ L(X )d is called ω-contractive
if it is contractive (i.e., (4.30) holds) and
Γω,A[IX ] =
∑
α∈F+
d
c|α|A∗α
⊤
Aα  0.
The tuple A is called ω-hypercontractive if it is ω-contractive and
Γ
(k)
ω,A[IX ] := −
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
A∗α
⊤
Aα  0 for all k ≥ 1.
Definition 4.8. An ω-hypercontractive operator tuple A ∈ L(X )d will be
called ω-strongly stable if the limit (4.26) with H = IX equals zero, i.e.,
∆A,IX = lim
k→∞
∑
α∈F+
d
:|α|=k
A∗α
⊤
Γ
(k)
ω,A[IX ]A
α = 0,
or, equivalently (see (4.16)),
lim
k→∞
∑
α∈F+
d
:|α|≥k
( k∑
ℓ=1
c|α|−k+ℓ
ωk−ℓ
)
‖Aαx‖2 = 0 for all x ∈ X .
As we will see in Remark 4.38 below, ω-strong stability of an ω-hypercontraction
implies its strong stability in the usual sense (1.30).
Taking advantage of relations (4.17)–(4.19) characterizing ω-output stability,
we introduce the notions of weighted contractive and isometric pairs.
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Definition 4.9. A pair (C,A) (with C ∈ L(X ,Y) and A ∈ X d) will be called
ω-contractive output pair if inequalities (4.17), (4.18) hold with H = IX , i.e., if A
is ω-hypercontractive and
Γω,A[IX ] :=
∑
α∈F+
d
c|α|A∗α
⊤
Aα  C∗C.
The pair (C,A) will be called ω-isometric if A is ω-hypercontractive and
Γω,A[IX ] =
∑
α∈F+
d
c|α|A∗α
⊤
Aα = C∗C. (4.31)
It is clear from (4.3) that the gramian Gω,C,A is positive-definite if and only if
the pair (C,A) is observable in the sense of (1.41). We will say that the pair
(C,A) is exactly ω-observable if the ω-gramian Gω,C,A is bounded and is strictly
positive-definite.
Lemma 4.10. (1) Suppose (C,A) ∈ L(X ,Y) × L(X )d is a ω-contractive pair.
Then (C,A) is ω-output stable and Gω,C,A  I and hence Oω,C,A : X → H2ω,Y(F+d )
is a contraction.
(2) Suppose (C,A) is a ω-isometric pair. Then Gω,C,A = IX if and only if
A is ω-strongly stable. In particular, if (C,A) is ω-isometric and A is ω-strongly
stable, then Oω,C,A : X → H2ω,Y(F+d ) is isometric, and hence also the pair (C,A)
is exactly ω-observable.
Proof. Suppose that (C,A) is an ω-contractive pair. Then by Definition 4.9
H = IX satisfies (4.17) and (4.18). Hence by part (1) of Theorem 4.5 we conclude
that (C,A) is ω-output stable, and the inequality (4.29) specified for the case
H = IX gives us also that Gω,C,A is contractive. This completes the proof of (1).
We now suppose that (C,A) is ω-isometric and A is ω-strongly stable. Speci-
fying (4.26) to the present case where H = IX , we conclude that the limit
∆A,I = lim
k→∞
∑
α∈F+
d
:|α|=k
A∗α
⊤
Γ
(k)
ω,A[IX ]A
α
exists. Setting H = IX in (4.27) and letting k → ∞ we see that the series below
converges in the strong operator topology and satisfies
∞∑
α∈F+
d
ω−1|α|A
∗α⊤Γω,A[IX ]Aα = IX −∆A,I . (4.32)
Combining (4.32) and (4.31) now gives∑
α∈F+
d
ω−1|α|A
∗α⊤C∗CAα = I −∆A,I .
Since ∆A,I = 0 and since the series on the left converges to Gω,C,A, we conclude
Gω,C,A = IX from which it follows by definitions that Oω,C,A is isometric and
(C,A) is exactly ω-observable.
Conversely, suppose that (C,A) is an ω-isometric pair such that Gω,C,A = IX .
Then we still arrive at the identity (4.32), where the series on the left is just the
definition of Gω,C,A. The assumption that Gω,C,A = IX then forces ∆A,I = 0, i.e.,
that A is ω-strongly stable. This completes the proof. 
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Definition 4.11. Let us say that the pair (C,A) ∈ L(X ,Y) × (L(X ))d is
similar to the pair (C˜, A˜) ∈ L(X˜ ,Y) × (L(X˜ ))d if there is an invertible operator
T : X → X˜ so that
C˜ = CT−1, A˜j = TAjT−1 for j = 1, . . . , d. (4.33)
Then we have the following characterization of pairs (C,A) which are similar to an
ω-contractive or to an ω-isometric pair.
Proposition 4.12. The pair (C,A) is similar to an ω-contractive (to an ω-
isometric) pair (C˜, A˜) if and only if there exists a bounded, strictly positive-definite
solution H to the system (4.17), (4.18) (respectively, the system (4.17), (4.19)).
Proof. Suppose that H ≻ 0 is a solution to the system (4.17), (4.18). Factor
H as H = T ∗T with T invertible and define C˜ and A˜j by formulas (4.33). Then
the pair (C˜, A˜) is similar to (C,A) and it is readily seen from (4.15), (4.16) that
T ∗Γ
ω,A˜[IX ]T = Γω,A[IX ] and T
∗Γ(k)
ω,A˜
[IX ]T = Γ
(k)
ω,A[IX ] for k ≥ 1.
Thus, inequalities (4.17), (4.18) can be equivalently written in terms of C˜ and A˜ as
I  A˜∗1A˜1 + . . .+ A˜∗dA˜d, Γ(k)
ω,A˜
[IX ]  0 (k ≥ 1), Γω,A˜[IX ]  C˜∗C˜,
and hence, the pair (C˜, A˜) is ω-contractive.
Conversely, if (C˜, A˜) given by (4.33) is ω-contractive, thenH = T ∗T is bounded
and strictly positive-definite and satisfies inequalities (4.17), (4.18). The statement
concerning ω-isometric pairs follows in a similar way. 
4.1.1. µn-hypercontractions. We now examine how the above general re-
sults specialize to the Bergman weights µn. Within this setting, we will often write
n instead of ω = µn. Since Rµn(λ) = Rn(λ) = (1 − λ)−n, the formula (4.15)
amounts to
Γn,A := Γµn,A : X 7→ (I −BA)n[X ] =
( n∑
ℓ=0
(−1)ℓ ( nℓ )BℓA
)
[X ] (4.34)
or more explicitly, on account of (4.12), to
Γn,A : X 7→
∑
α∈F+
d
: |α|≤n
(−1)|α| ( n|α| )A∗α⊤XAα, (4.35)
and makes sense for all n ≥ 0. Upon applying the identity
(I −BA)k = (I −BA)k−1 −BA(I −BA)k−1
to an operator H ∈ L(X ) and making use of definition (4.34) we get
Γk,A[H ] = Γk−1,A[H ]−
d∑
j=1
A∗jΓk−1,A[H ]Aj (4.36)
for all k ≥ 1. Dividing both sides of (1.12) by Rn and applying the BA calculus to
the resulting identity we specialize (4.16) to the case ω = µn:
Γ
(k)
n,A =
Rn,k
Rn
(BA) =
n∑
ℓ=1
(
ℓ+k−2
ℓ−1
) Rn−ℓ+1
Rn
(BA) =
n∑
ℓ=1
(
ℓ+k−2
ℓ−1
)
(I −BA)ℓ−1.
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Making use of formula (4.34) for all ℓ = 0, . . . , n− 1, we conclude:
Γ
(k)
n,A =
n−1∑
ℓ=0
(
ℓ+k−1
ℓ
)
Γℓ,A. (4.37)
Before turning to µn-contractions and µn-hypercontractions (obtained via special-
izing Definition 4.7 to the case ω = µn) let us recall a more elementary notion of
contractivity and hypercontractivity indexed by a discrete parameter n = 1, 2, . . .
defined as follows.
Definition 4.13. The tuple A = (A1, . . . , Ad) ∈ L(X )d is called n-contractive
if Γn,A[IX ]  0, and it is called n-hypercontractive if Γk,A[IX ]  0 for all 1 ≤ k ≤ n.
It was shown in [2] (see also [71] as well as [72] for a commutative multivariable
version) that inequalities Γ1,A[IX ]  0 and Γn,A[IX ]  0 imply that A is an n-
hypercontraction. This result extends to our free noncommutative setting, even
with IX replaced by an arbitrary H  0, as follows.
Lemma 4.14. Let us assume that the operators H and A1, . . . , Ad in L(X ) are
such that
H 
d∑
j=1
A∗jHAj  0 and Γn,A[H ]  0 (4.38)
for some integer n ≥ 3. Then
Γk,A[H ]  0 for all k = 1, . . . , n− 1. (4.39)
Proof. Observe that the leftmost inequalities in (4.38) mean that H and
Γ1,A[H ] are both positive-semidefinite. In light of the positivity property (4.11),
applying the map BA to both sides of the first inequality in (4.38) and subsequent
iterating lead us to
H 
∑
α∈F+
d
: |α|=j
A∗α
⊤
HAα for all j ≥ 0. (4.40)
Let us introduce the Hermitian operators
Sm,k :=
∑
α∈F+
d
: |α|=k
A∗α
⊤
Γm,A[H ]A
α = BkA(I −BA)m[H ] (4.41)
for k ∈ Z+ and m = 0, 1, . . . , n (observe that the second equality in (4.41) follows
from (4.12) and (4.34)). Let us show that
− 2m ·H  Sm,k  2m ·H for all k ∈ Z+ and m = 0, 1, . . . , n. (4.42)
Indeed, since H is positive semidefinite, combining (4.35) and (4.40) gives
Sm,k 
∑
α∈F+
d
: |α|=k
A∗α
⊤
( ∑
β∈F+
d
: |β|≤m
(−1)|β| ( m|β| ) ·A∗β⊤HAβ)Aα
=
∑
α∈F+
d
: k≤|α|≤m+k
(−1)|α|−k ( m|α|−k ) ·A∗α⊤HAα
=
m+k∑
j=k
(−1)j−k ( mj−k ) ·
∑
α∈F+
d
: |α|=k
A∗α
⊤
HAα 
m+k∑
j=k
( mj−k ) ·H = 2m ·H,
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thus proving the right inequality in (4.42). The left inequality follows in much the
same way. We next observe that due to (4.36) and the second inequality in (4.38),
Γn−1,A[H ] 
d∑
j=1
A∗jΓn−1,A[H ]Aj = BA [Γn−1,A[H ]] .
Therefore, on account of (4.11), we have
Sn−1,j = B
j
A [Γn−1,A[H ]]  Bj+1A [Γn−1,A[H ]] = Sn−1,j+1. (4.43)
Also, it follows from definitions (4.41) and (4.34) that for any N ≥ 1,
N∑
j=0
Sn−1,j =
N∑
j=0
BjA(I −BA)n−1[H ]
= (I −BN+1A )(I −BA)n−2[H ]
= Γn−2,A[H ]−
∑
α∈F+
d
: |α|=N+1
A∗α
⊤
Γn−2,A[H ]Aα
= Sn−2,0 − Sn−2,N+1.
Taking the inner product of both parts in the latter equality against x ∈ X and
then making use of (4.42) gives
∣∣ N∑
j=0
〈Sn−1,jx, x〉
∣∣ = |〈Sn−2,0xx〉 − 〈Sn−2,N+1x, x〉| ≤ 2n−1 〈Hx, x〉 . (4.44)
Due to (4.43), on the left-hand side of (4.44) we have the partial sum of a non-
increasing sequence and, since the partial sums are uniformly bounded (by 2n−1 ·
〈Hx, x〉), it follows that all the terms in the sequence are nonnegative. In particular,
〈Sn−1,0x, x〉 = 〈Γn−1,A[H ]x, x〉 ≥ 0 for every x ∈ X ,
and hence, Γn−1,A[H ]  0. We then obtain recursively all the desired inequalities
in (4.39). 
Proposition 4.15. For Bergman weights ω = µn = {µn,j}j≥0), the classes of
µn-hypercontractions, of µn-contractions, and of n-hypercontractions are identical.
Proof. The statement follows from three implications below.
1. If a tuple A ∈ L(X )d is µn-contractive, then it is n-hypercontractive. Indeed, if
A is µn-contractive, then (see (4.30))
Γ1,A[IX ] = IX −A∗1A1 − . . .−A∗dAd  0
and Γn,A[IX ] := Γµn,A[IX ]  0. Then it follows by Lemma 4.14 that Γℓ,A[IX ]  0
for ℓ = 0, . . . , n− 1, so that A is n-hypercontractive.
2. If a tuple A ∈ L(X )d is n-hypercontractive, then it is µn-hypercontractive.
Indeed, if Γℓ,A[IX ]  0 for ℓ = 0, . . . , n− 1, then upon applying the formula (4.37)
to the identity operator we see that
Γ
(k)
µn,A
[IX ] =
n−1∑
ℓ=0
(
ℓ+k−1
ℓ
)
Γℓ,A[IX ]  0
64 4. STEIN RELATIONS AND OBSERVABILITY-OPERATOR RANGE SPACES
for all k ≥ 1. The latter inequalities along with Γ1,A[IX ]  0 and Γn,A[IX ]  0
imply that A in µn-hypercontractive. Since any µn-hypercontraction is clearly
µn-contractive, the statement follows. 
4.1.2. µn-output-stability. A crucial feature of the output-stability indexed
by integers, as opposed to the general ω-output stability, is that n-output-stability
implies the k-output-stability for any 0 ≤ k < n. We shall say that an output pair
(C,A) is n-output-stable if it is the case that the series
∑
α∈F+
d
µ−1n,|α|A
∗α⊤C∗CAα
is convergent in the strong (or equivalently in the weak) operator topology of L(X ),
in which case we define the n-observability gramian Gn,C,A as the sum of the series:
Gn,C,A =: Gµn,C,A =
∑
α∈F+
d
µ−1n,|α|A
∗α⊤C∗CAα =: (I −BA)−n[C∗C]. (4.45)
For the case where n = 0 there are no convergence issues and we define
G0,C,A = C∗C. (4.46)
Proposition 4.16. If the output pair (C,A) is n-output stable, then it is also
k-output stable for k = 1, . . . , n− 1 and
Gk,C,A −
d∑
j=1
A∗jGk,C,AAj = Gk−1,C,A, (4.47)
Γk,A[Gn,C,A] = Gn−k,C,A for k = 0, . . . , n. (4.48)
Moreover we then have the chain of inequalities
C∗C  G1,C,A  · · ·  Gn,C,A. (4.49)
Proof. Note that Γk,A = (I − BA)k =
∑k
j=0
(
k
j
)
BjA is a polynomial in BA
(and hence absolutely convergent) while by the stability assumption
Gk,C,A = (I −BA)−k[C∗C] =
∞∑
j=0
µ−1n,j+kB
j
A[C
∗C]
is convergent. Therefore by the general principle (4.21) applied with aj ∈ L(L(X ))
and bj ∈ L(X ) given by
aj =
{
(−1)j ( kj )BjA for 0 ≤ j ≤ k,
0 for j ≥ k, bj = µ
−1
n,j+kB
j
A[C
∗C] for j ≥ 0,
it follows (the general principle justifies the second equality in the computation
below) that
Γk,A[Gn,C,A] = (I −BA)k[(I −BA)−n[C∗C]] = (I −BA)−n+k[C∗C] = Gn−k,C,A
which verifies (4.48). By making use of (4.45) and (4.10), a similar application of
the general principle (4.21) can be used to justify the calculation
Gk,C,A −
d∑
j=1
A∗jGk,C,AAj = (I −BA)[Gk,C,A] = (I −BA)
[
(I −BA)−k[C∗C]
]
= (I −BA)−(k−1)[C∗C] = Gk−1,C,A,
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for k = 1, 2, . . . , n, which verifies (4.47). As a consequence of (4.47) and the identity
(4.46), we then get the chain of inequalities (4.49) which in turn, implies that n-
output stability for (C,A) implies k-output stability for (C,A) for 0 ≤ k < n. 
Remark 4.17. As we pointed out in Remark 4.6, Theorem 4.5 is a partial
extension of Theorem 4.1 to the general ω-setting. Although Definition 4.8 provides
a useful notion of ω-strong stability in some contexts (see its role in the proof of
statement (2) of Lemma 4.10), we do not know how to make use of this notion
to prove the uniqueness of a solution to the system (4.17), (4.19). It is still quite
remarkable that Theorem 4.1 admits a full-extent generalization to the standard-
weight multivariable Bergman-Fock setting—as given in the next result.
Theorem 4.18. Given C ∈ L(X ,Y) and A = (A1, . . . , Ad) ∈ L(X )d, the
pair (C,A) is n-output-stable (see (4.45)) if and only if there exists an operator
H ∈ L(X ) satisfying the system of inequalities
H 
d∑
j=1
A∗jHAj  0 and Γn,A[H ]  C∗C. (4.50)
If this is the case (i.e., if (C,A) is n-output-stable), then:
(1) The gramian H = Gn,C,A is the minimal positive semidefinite solution of
the system (4.50) and actually solves (4.50) in the stronger form
H 
d∑
j=1
A∗jHAj  0 and Γn,A[H ] = C∗C (4.51)
(2) If A is strongly stable (see (1.30)), then H = Gn,C,A is the unique solution
of the system (4.51).
(3) If A is contractive (see (4.30)), the solution of the Stein equation in (4.51)
is unique if and only if A is strongly stable.
Proof. If H satisfies (4.50), then Γℓ,A[H ]  0 for ℓ = 1, . . . , n− 1, by Lemma
4.14. Applying identity (4.37) to the operator H then implies
Γ
(k)
µn,A
[H ] =
n−1∑
ℓ=0
(
ℓ+k−1
ℓ
)
Γℓ,A[H ]  0 for all k ≥ 1.
Therefore, the inequalities Γ
(k)
µn,A
[H ]  0 in (4.17) are redundant when ω = µn.
Hence, all statements in Theorem 4.18 except parts (2) and (3) follow by specializing
Theorem 4.5 to the case ω = µn.
To prove part (2), suppose that A is strongly stable and that H solves the
system (4.50). It is known from [20, Theorem 2.2] that if A = (A1, . . . , Ad) is
strongly stable and Q ∈ L(X ) is positive semidefinite, then, for P ∈ L(X ),
P −
d∑
j=1
A∗jPAj = Q⇔ P =
∑
α∈F+
d
A∗α
⊤
QAα
In terms of the operator BA : H 7→
∑d
j=1 A
∗
jHAj on L(X ), we can rephrase the
latter statement as saying that the operator IL(X )−BA is invertible with the inverse
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given by
(IL(X ) −BA)−1 : Q 7→
∑
α∈F+
d
A∗α
⊤
QAα.
If IL(X ) −BA is invertible, so also is (IL(X ) −BA)n with inverse given by(
(IL(X ) −BA)n
)−1
=
(
(IL(X ) −BA)−1
)n
.
Indeed that formula for (I −BA)−n works out to be
(I −BA)−n[Q] =
∑
α∈F+
d
µ−1n,|α|A
∗α⊤QAα,
i.e., the series (4.45) converges with C∗C replaced by any Q ∈ L(X ), not just for
a special Q = C∗C. Next note that the Stein equation in (4.51) can be viewed as
the equation
(I −BA)n[H ] = C∗C.
Hence H = (I −BA)−n[C∗C] necessarily is the unique solution. As Gn,C,A is given
by the same formula (4.45) we conclude that Gn,C,A is the unique solution.
To complete the proof of part (3) of the theorem it remains to show that if A
is a contraction and the system (4.51) admits a unique solution (which necessarily
is H = Gn,C,A), then the tuple A is strongly stable. We prove the contrapositive:
if A is not strongly stable, then the solution of (4.51) is not unique.
Due to assumption (4.30), the sequence of operators
∆N = B
N
A [IX ] =
∑
α∈F+
d
: |α|=N
A∗α
⊤
Aα, N = 1, 2, . . .
is decreasing and therefore has a strong limit ∆ = lim
N→∞
∆N  0. Since A is
assumed not to be strongly stable, this limit ∆ is not zero. Observe that
k∑
j=0
( ∑
α∈F+
d
: |α|=j
(−1)j ( kj )A∗α⊤∆N+k−jAα) = k∑
j=0
(−1)j ( kj )∆N+k
for all N ≥ 0 and k ∈ {1, . . . , n}. Taking the limit in the last equality as N → ∞
for a fixed k we get zero on the right side (as
∑k
j=0(−1)k
(
k
j
)
= 0, by the binomial
theorem), while the left side expression tends to
k∑
j=0
( ∑
α∈F+
d
: |α|=j
(−1)j ( kj )A∗α⊤∆Aα) = ∑
α∈F+
d
: |α|≤k
(−1)j
(
k
|α|
)
A∗α
⊤
∆Aα
= Γk,A[∆],
by (4.35). Thus, Γk,A[∆] = 0 for k = 1, . . . , n and therefore, the operator H =
Gn,C,A+∆ (as well as Gn,C,A) satisfies the system (4.51) which therefore has more
than one positive-semidefinite solution. 
In Lemma 4.10 we saw that a ω-isometric pair (C,A) with ω-strongly stable
tuple A is necessarily exactly ω-observable. In the case of ω = µn this statement is
immediate: if (C,A) is n-isometric, then relations (4.51) hold for H = IX (by the
definition of an n-isometric pair) as well as for H = Gn,C,A, by part (1) in Theorem
4.18. By the uniqueness assertion in part (2) of the same theorem, Gn,C,A = IX and
the pair (C,A) is exactly n-observable. We do not know whether, conversely, the
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exact ω-observability of a ω-isometric pair (C,A) implies the ω-strong stability of
A in the general case. However, for ω = µn it does. We have the following (even
stronger) result.
Proposition 4.19. Suppose that the pair (C,A) is n-output-stable and exactly
n-observable. Then A is strongly stable.
Proof. We first verify that for any operator H ∈ L(X ) and any integers n ≥ 1
and N ≥ 0,
H =
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
Γn,A[H ]A
α
+
∑
α∈F+
d
:N+1≤|α|≤N+n
(
N+n
|α|
)
A∗α
⊤
Γn+N−|α|,A[H ]Aα. (4.52)
To this end, we use the identity
N∑
j=0
(
n+j−1
j
)
zj =
1
(1 − z)n −
n∑
j=1
(
N+n
N+j
) zN+j
(1− z)j
giving the explicit formula for the truncation of the infinite series representation for
(1 − z)−n (see [14, Section 2] for the proof). Multiplying both parts in the latter
identity by (1− z)n we get
1 =
N∑
j=0
(
n+j−1
j
)
zj(1− z)n +
n∑
j=1
(
N+n
N+j
)
zN+j(1 − z)n−j,
which in turn implies the operator identity
IL(X ) =
N∑
j=0
(
n+j−1
j
)
BjA(I −BA)n +
n∑
j=1
(
N+n
N+j
)
BN+jA (I −BA)n−j . (4.53)
Upon applying this latter identity to an operator H ∈ L(X ) and making use of
(4.12) and of definition (4.35) we get (4.52):
H =
N∑
j=0
(
n+j−1
j
)
BjA [Γn,A[H ]] +
n∑
j=1
(
N+n
N+j
)
BN+jA [Γn−j,A[H ]]
=
N∑
j=0
(
n+j−1
j
)
·
( ∑
α∈F+
d
: |α|=j
A∗α
⊤
Γn,A[H ]A
α
)
+
n∑
j=1
(
N+n
N+j
) · ( ∑
α∈F+
d
: |α|=N+j
A∗α
⊤
Γn−j,A[H ]Aα
)
=
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
Γn,A[H ]A
α
+
∑
α∈F+
d
:N+1≤|α|≤N+n
(
N+n
|α|
)
A∗α
⊤
Γn+N−|α|,A[H ]Aα.
Since the pair (C,A) is n-output-stable, the k-observability gramians Gk,C,A are
bounded operators for all 0 ≤ k ≤ n, by Proposition 4.16. Plugging H = Gn,C,A
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into (4.52) and making use of (4.48) (we note that Γn,A[Gn,C,A] = G0,C,A = C∗C,
by (4.46)) we get
Gn,C,A =
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
C∗CAα
+
∑
α∈F+
d
:N+1≤|α|≤N+n
(
N+n
|α|
)
A∗α
⊤
Γn+N−|α|,A[Gn,C,A]Aα
=
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
C∗CAα
+
n∑
k=1
( ∑
α∈F+
d
: |α|=N+k
(
N+n
N+k
)
A∗α
⊤Gk,C,AAα
)
. (4.54)
From the representation (4.45) for Gn,C,A, taking limits as N →∞ in (4.54) gives
lim
N→∞
n∑
k=1
( ∑
α∈F+
d
: |α|=N+k
(
N+n
N+k
)
A∗α
⊤Gk,C,AAα
)
= 0
which is equivalent, since all the terms on the left are positive semidefinite, to the
system of equalities
lim
N→∞
∑
α∈F+
d
: |α|=N+k
(
N+n
N+k
)
A∗α
⊤Gk,C,AAα = 0 for k = 1, . . . , n.
Letting k = n gives
lim
N→∞
∑
α∈F+
d
: |α|=N+n
A∗α
⊤Gn,C,AAα = 0 for k = 1, . . . , n. (4.55)
The strict positive-definiteness of Gn,C,A tells us that there is an ε > 0 so that
ε‖x‖2 ≤ 〈Gn,C,Ax, x〉 for all x ∈ X . (4.56)
In particular, from (4.56) with Aαx in place of x combined with (4.55) we get
ε ·
∑
α∈F+
d
: |α|=N+n
‖Aαx‖2 ≤
∑
α∈F+
d
: |α|=N+n
〈Gn,C,AAαx,Aαx〉 −→
N→∞
0
for all x ∈ X , and we conclude that A is strongly stable as asserted. 
As we will see Section 4.5.2 below (specifically Remark 4.42), for the weight
sequence ω = µn = {µn,j}j≥0, strong stability of a µn-hypercontraction A is
equivalent to the usual strong stability of A (see (1.30)).
4.2. Shifted ω-gramians
We now formally introduce the shifted versions of the observability operator
Oω,C,A (4.3) and observability gramian Gω,C,A (4.4) which will be needed in the
sequel. Observe that the operators Oω,C,A and Gω,C,A can be expressed as
Oω,C,A : x→ CRω(Z(z)A)x and Gω,C,A = Rω(BA)[C∗C]
where Rω is the power series (4.5) associated with a given admissible weight ω,
where BA is the operator on L(X ) given by (4.10) and where Z(z) and A are defined
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as in (1.24). One gets the shifted variants of these objects by simply replacing the
function Rω in the two formulas above by its shifts Rω,k (see (4.5)):
Oω,k,C,A : x→ CRω,k(Z(z)A)x =
∑
α∈F+
d
(
ω−1|α|+kCA
αx
)
zα, (4.57)
Gω,k,C,A := Rω,k(BA)[C
∗C] =
∑
α∈F+
d
ω−1|α|+kA
∗α⊤C∗CAα (4.58)
for k ≥ 1. Letting k = 0 in (4.57), (4.58) we conclude
Oω,0,C,A = Oω,C,A and Gω,0,C,A = Gω,C,A.
Note that as a consequence of identity (4.23) we have the identity
Γ
(k)
ω,A[Gω,C,A] = Gω,k,C,A. (4.59)
Remark 4.20. It is instructive to note the following elementary verification of
the identity (4.59) for the case where ω = µn for some n = 1, 2, 3, . . . . In this case,
by making use of the identity (4.37) along with its more fundamental companion
(1.12) and the definitions of the various quantities involved, we have
Γ
(k)
n,A[Gn,C,A] =
n−1∑
ℓ=0
(
ℓ+k−1
ℓ
)
(I −BA)ℓ(I −BA)−n[C∗C]
=
n−1∑
ℓ=0
(
ℓ+k−1
ℓ
)
(I −BA)−(n−ℓ)[C∗C]
=
n−1∑
ℓ=0
(
ℓ+k−1
ℓ
)
Rn−ℓ(BA)[C∗C]
= Rn,k(BA)[C
∗C] = Gn,k,C,A,
and (4.59) follows for the case ω = µn.
Proposition 4.21. If the weight sequence ω is admissible and the pair (C,A)
is ω-output-stable, then the operator Gω,k,C,A is bounded for all k ≥ 1, and the
weighted Stein identity
d∑
j=1
A∗jGω,k+1,C,AAj + ω
−1
k · C∗C = Gω,k,C,A (4.60)
holds for all k ≥ 0. Furthermore,
Gω,k+1,C,A Gω,k,C,A  Gω,0,C,A = Gω,C,A for all k ≥ 1. (4.61)
Proof. Since
ωj
ωj+1
≤ M for all j ≥ 0 (see (2.31)), we have ωjωj+k ≤ Mk for all
k, j ≥ 0, and then it follows from (4.58) and (4.4) that
Gω,k,C,A =
∞∑
α∈F+
d
ω|α|
ω|α|+k
ω−1|α|A
∗α⊤C∗CAα
Mk
∞∑
α∈F+
d
ω−1|α|A
∗α⊤C∗CAα =Mk · Gω,C,A.
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Since the pair (C,A) is ω-output-stable, the ω-gramian Gω,C,A is bounded and
hence, Gω,k,C,A is bounded as well.
We next apply the BA calculus to the identity (4.24) to get the operator equality
Rω,k(BA)−BA ◦Rω,k+1(BA) = ω−1k · IL(X )
which in turn being applied to the operator C∗C gives, on account of (4.58),
(Rω,k(BA)−BA ◦Rω,k+1(BA)) [C∗C] = Gω,k,C,A −
d∑
j=1
A∗jGω,k+1,C,AAj
= ω−1k · C∗C,
and we arrive at (4.60) as wanted. Inequalities (4.61) follow from power series
representation (4.58) due to the fact that the sequence ω is non-increasing. 
For our future purposes, it is convenient to identify conditions which guarantee
that all the shifted gramians are invertible, i.e., bounded below.
Proposition 4.22. Suppose that the ω-output stable pair (C,A) is furthermore
exactly ω-observable (as is the case for example if (C,A) is ω-isometric and A is
ω-strongly stable by part (2) of Lemma 4.10). Then the shifted gramians Gω,k,C,A
are all bounded below, and hence invertible.
Proof. Exact ω-observability of (C,A) by definition means that Gω,C,A is
bounded below. The result now follows from the chain of inequalities (4.61). 
4.3. The model shift-operator tuple on H2
ω,Y(F
+
d )
In this section we pursue a deeper study of the model operator tuples
Sω,R = (Sω,R,1, . . . , Sω,R,d) and S
∗
ω,R = (S
∗
ω,R,1, . . . , S
∗
ω,R,d)
on the Hardy-Fock space H2
ω,Y(F
+
d ) introduced in Section 2.2 by the formulas
Sω,R,j : f(z) 7→ f(z)zj, S∗ω,R,j :
∑
α∈F+
d
fαz
α 7→
∑
α∈F+
d
ω|α|+1
ω|α|
fαjz
α. (4.62)
We define E : H2
ω,Y(F
+
d )→ Y to be the free-coefficient evaluation operator and we
say that the pair
(E,S∗
ω,R) with S
∗
ω,R = (S
∗
ω,R,1, . . . , S
∗
ω,R,d), E :
∑
α∈F+
d
fαz
α 7→ f∅ (4.63)
is the ω-model output pair.
Proposition 4.23. Let ω be an admissible weight sequence (in the sense of
(2.31)) and let (E,S∗
ω,R) be the ω-model output pair defined as in (4.63).
(1) S∗
ω,R is strongly stable in the sense that
lim
N→∞
∑
α∈F+
d
: |α|=N
‖S∗α⊤
ω,Rf‖2 = 0 for each f ∈ H2ω,Y(F+d ).
(2) The ω-observability operator Oω,E,S∗
ω,R
equals IH2
ω,Y(F
+
d
) and hence the
pair (E,S∗
ω,R) is ω-output stable and exactly ω-observable.
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(3) The action of the shifted ω-observability operators Oω,k,E,S∗
ω,R
and the
shifted ω-gramians Gω,k,E,S∗
ω,R
on f ∈ H2
ω,Y(F
+
d ) are given by the formu-
las
Gω,k,E,S∗
ω,R
= Oω,k,E,S∗
ω,R
:
∑
α∈F+
d
fαz
α 7→
∑
α∈F+
d
ω|α|
ωk+|α|
fαz
α (4.64)
for all k ≥ 0. Furthermore, for any β ∈ F+d ,
S∗β
ω,RS
β⊤
ω,ROω,|β|,E,S∗ω,R = S
∗β
ω,RS
β⊤
ω,RGω,|β|,E,S∗ω,R = IH2ω,Y (F+d ). (4.65)
(4) For every f ∈ H2
ω,Y(F
+
d ),
f(z)− f∅ =
d∑
j=1
(Sω,R,jGω,1,E,S∗
ω,R
S∗
ω,R,jf)(z)
=
d∑
j=1
(S∗
ω,R,jGω,1,E,S∗ω,R
f)(z) · zj . (4.66)
(5) The operator Υ : (H2
ω,Y(F
+
d ))
d ⊕ Y → H2
ω,Y(F
+
d ) defined by
Υ =
[
Sω,R,1G
1
2
ω,1,E,S∗
ω,R
. . . Sω,R,1G
1
2
ω,1,E,S∗
ω,R
E∗
]
(4.67)
is unitary. In particular the following operator identity holds:
d∑
j=1
Sω,R,jGω,1,E,S∗
ω,R
S∗
ω,R,j + E
∗E = IH2
ω,Y (F
+
d
). (4.68)
Proof of (1). Observe that if f(z) =
∑
β∈F+
d
fβz
β belongs to H2
ω,Y(F
+
d ), then
lim
N→∞
∑
β∈F+
d
:|β|≥N
ω|β|‖fβ‖2Y = 0 (4.69)
by (2.27). On the other hand, iteration of the second formula in (4.62) gives
((S∗
ω,R)
αf)(z) =
∑
β∈F+
d
ω|β|+|α|
ω|β|
fβαz
β (4.70)
and hence
‖S∗α
ω,Rf‖2H2
ω,Y(F
+
d
)
=
∑
β∈F+
d
ω2|β|+|α|
ω|β|
‖fβα‖2Y .
We now conclude from this last identity combined with the observation (4.69) that∑
α∈F+
d
: |α|=N
‖S∗α
ω,Rf‖2H2
ω
(F+
d
)
=
∑
α∈F+
d
: |α|=N
ω2|β|+N
ω|β|
‖fβα‖2Y
≤
∑
α∈F+
d
: |α|=N
∑
β∈F+
d
ω|β|+N‖fβα‖2Y
=
∑
γ∈F+
d
: |γ|≥N
ω|γ|‖fγ‖2Y → 0 as N →∞,
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which proves the strong stability of S∗
ω,R. 
Proof of (2). To verify that the ω-observability operator Oω,E,Sω,R is the
identity operator on H2
ω,Y(F
+
d ), note that by the formulas (4.70) and (4.63),
E(S∗
ω,R)
αf = ω|α|fα (4.71)
and therefore,
Oω,E,S∗
ω,R
f =
∑
α∈F+
d
(ω−1|α|ES
∗α
ω,Rf)z
α =
∑
α∈free
ω−1|α|ω|α|fαz
α =
∑
α∈F+
d
fαz
α = f
for all f ∈ H2
ω,Y(F
+
d ), i.e., Oω,E,S∗ω,R = IH2ω,Y(F+d ) as asserted. 
Proof of (3). To verify (4.64), we first combine (4.57) and (4.71) to compute
Oω,k,E,S∗
ω,R
f =
∑
α∈F+
d
ω−1k+|α|
(
ES∗α
ω,Rf
)
zα =
∑
α∈F+
d
ω|α|
ωk+|α|
fαz
α.
Since ω0 = 1, the adjoint operator E
∗ : Y → H2
ω,Y(F
+
d ) (see (4.63)) amounts to
the inclusion of Y into H2
ω,Y(F
+
d ) which along with (4.71) leads us to
Sα⊤
ω,RE
∗ES∗α
ω,Rf = S
α⊤
ω,RE
∗(ω|α|fα) = ω|α|fαzα.
Combining the latter equality with (4.58) we get
Gω,k,E,S∗
ω,R
f =
∑
α∈F+
d
ω−1|α|+kS
α⊤
ω,RE
∗ES∗α
ω,Rf =
∑
α∈F+
d
ω|α|
ω|α|+k
fαz
α, (4.72)
which completes the verification of (4.64). By iterating formulas (4.62) we have
S∗β
ω,RS
β⊤
ω,R :
∑
α∈F+
d
fαz
α →
∑
α∈F+
d
ω|α|+|β|
ω|α|
fαz
α (4.73)
for any β ∈ F+d which being combined with (4.64) (with k = |β|) leads us to
equalities (4.65). We note that specialization of the equalities (4.65) to the case
where β = ∅ amounts to the content of part (2) of the proposition. 
Proof of (4). Combining (4.62) and (4.64) (with k = 1) gives
Sω,R,jGω,1,E,S∗
ω,R
S∗
ω,R,j : f(z) =
∑
β∈F+
d
fβz
β 7→
∑
β∈F+
d
fβjz
βj
for j = 1, . . . , d. Therefore, we have for any f ∈ H2
ω,Y(F
+
d ),( d∑
j=1
Sω,R,jGω,1,E,S∗
ω,R
S∗
ω,R,j
)
f =
d∑
j=1
∑
β∈F+
d
fβjz
βj
=
∑
β∈F+
d
:β 6=∅
fβz
β = f(z)− f∅
which verifies the identity (4.66). 
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Proof of (5). Equality (4.68) is just the operatorial form of the identity
(4.66). With Υ defined as in (4.67), (4.68) amounts to the statement that Υ is
a coisometric. We next show that Υ is also isometric.
Since E∗ is the inclusion map of Y into H2
ω,Y(F
+
d ), we have EE
∗ = IY . It is
readily seen from formulas (4.62) and (4.63) that ESω,R,j = 0 for j = 1, . . . , d and
S∗
ω,R,jSω,R,k = 0, whenever j 6= k. On the other hand, the operator S∗ω,R,jSω,R,j
acts on H2
ω,Y(F
+
d ) as follows:
S∗
ω,R,jSω,R,j :
∑
α∈F+
d
fαz
α 7→
∑
α∈F+
d
ω|α|+1
ω|α|
· fαzα, (4.74)
which together with (4.64) implies that
S∗
ω,R,jSω,R,j = G
−1
ω,1,E,S∗
ω,R
for j = 1, . . . , d. (4.75)
Summarizing we have the set of equalities
EE∗ = IY , ESω,R,j = 0, G
1
2
ω,1,E,S∗
ω,R
S∗
ω,R,jSω,R,kG
1
2
ω,1,E,S∗
ω,R
= δkjI
for k, j = 1, . . . , d (where δkj is the Kronecker symbol) implying that the operator
Υ is isometric. Thus Υ is unitary. 
We emphasize that in Proposition 4.23 we only assumed that the weight se-
quence ω is admissible. Now we impose the extra condition (4.7).
Proposition 4.24. Let us assume that the weight sequence ω meets condi-
tions (2.31), (4.7). Then the operator tuple S∗
ω,R on H
2
ω,Y(F
+
d ) is a ω-strongly
stable ω-hypercontraction, while the ω-model output pair (E,S∗
ω,R) is ω-isometric.
Moreover,
Γω,S∗
ω,R
[IH2
ω,Y(F
+
d
)] = E
∗E and Γ(k)
ω,S∗
ω,R
[IH2
ω,Y(F
+
d
)] = Gω,k,E,S∗ω,R (4.76)
for all k ≥ 1, or equivalently,∑
α∈F+
d
c|α|‖S∗αω,Rf‖2H2
ω,Y(F
+
d
)
= ‖f∅‖2Y , (4.77)
−
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖S∗α
ω,Rf‖2H2
ω,Y(F
+
d
)
=
∑
α∈F+
d
ω2|α|
ωk+|α|
‖fα‖2Y (k ≥ 1) (4.78)
for all f ∈ H2
ω,Y(F
+
d ), where cj’s are given in (4.7).
Proof. By part (2) in Proposition 4.23, Gω,E,S∗
ω,R
= I and hence, equali-
ties (4.76) follow from general formulas (4.22) and (4.59). Since EE∗  0 and
Gω,k,E,S∗
ω,R
 0, we conclude from (4.76) that S∗
ω,R is ω-hypercontractive. Next
we note that the first equality in (4.76) is equivalent to the quadratic-form identity
〈Γω,S∗
ω,R
[IH2
ω,Y(F
+
d
)]f, f〉H2
ω,Y (F
+
d
) = 〈E∗Ef, f〉H2
ω,Y (F
+
d
) for all f ∈ H2ω(Y),
which in turn is equivalent to (4.77). The equivalence of the second identity in
(4.76) with the quadratic-form identity (4.78) follows from the equality
〈Γ(k)
ω,S∗
ω,R
[IH2
ω,Y(F
+
d
)]f, f〉H2
ω,Y(F
+
d
) = −
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖S∗α
ω,Rf‖2H2
ω,Y(F
+
d
)
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which is immediate from the definitions, and the identity
〈Gω,k,E,S∗
ω,R
f, f〉H2
ω,Y(F
+
d
) =
∑
α∈F+
d
ω2|α|
ωk+|α|
‖fα‖2Y (4.79)
which follows from (4.72) and the definition of the inner product in H2
ω,Y(F
+
d ).
Combining (4.79) and (4.70) gives∑
α∈F+
d
:|α|=k
〈Gω,k,E,S∗
ω,R
S∗α
ω,Rf, S
∗α
ω,Rf〉H2ω(Y)
=
∑
β,α∈F+
d
:|α|=k
ω2|β|
ωk+|β|
‖(S∗α
ω,Rf)β‖2Y
=
∑
β,α∈F+
d
:|α|=k
ω2|β|
ωk+|β|
∥∥∥∥ω|β|+|α|ω|β| fβα
∥∥∥∥2
Y
=
∑
β,α∈F+
d
:|α|=k
ω|β|+|α| · ‖fβα‖2Y =
∑
β∈F+
d
:|β|≥k
ω|β| · ‖fβ‖2Y .
This together with (4.69) and the second equality in (4.76) implies that∑
α∈F+
d
:|α|=k
〈Sα⊤
ω,RΓω,k,S∗ω [IH]S
∗α
ω,Rf, f〉H2ω(Y)
=
∑
α∈F+
d
:|α|=k
〈Gω,k,E,S∗
ω,R
S∗α
ω,Rf, S
∗α
ω,Rf〉H2ω(Y)
=
∑
β∈F+
d
:|β|≥k
ω|β| · ‖fβ‖2Y → 0 as k →∞.
This finally verifies ω-strong stability of S∗
ω,R and completes the proof. 
4.4. A characterization of the model shift-operator tuple on H2
ω,Y(F
+
d )
Let us note from the results of Section 4.3 that the model shift-operator tuple
Sω,R on H
2
ω,Y(F
+
d ) enjoys the following properties:
(S∗
ω,R,jSω,R,j)
−1 = Γ(1)
ω,S∗
ω,R
[IH2
ω,Y(F
+
d
)] for j = 1, . . . , d, (4.80)
RanSω,R,j ⊥ RanSω,R,k for j 6= k, (4.81)⋂
N≥0
∨
α∈F+
d
:|α|=N
Sα
ω,RH
2
ω,Y(F
+
d ) = {0} (4.82)
(where we use the notation
∨
to denote closed linear span). Indeed (4.80) follows by
combining (4.75) and the second equality in (4.76) (for k = 1), (4.81) is clear from
the form of the inner product on H2
ω,Y(F
+
d ), and (4.82) is clear from the observation
that ⋂
N≥0
∨
α∈F+
d
: |α|=N
Sα
ω,RH
2
ω,Y(F
+
d ) ⊂
⋂
N≥0
∨
α∈F+
d
: |α|=N
Y〈〈z〉〉 · zα = {0}.
The goal of this section is to prove a remarkable converse: if T = (T1, . . . , Td) is any
operator d-tuple on a Hilbert space X satisfying conditions (4.80), (4.81), (4.82),
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then T is unitarily equivalent to Sω,R on H
2
ω,Y(F
+
d ), where the coefficient Hilbert
space Y is chosen so that dimY = dim(X ⊖∨j=1,...,dRanTj).
We therefore let ω to be the weight sequence subject to conditions (2.31),
(4.7). Let us define a class of operators C(ω) to consist of all operator-tuples T =
(T1, . . . , Td) of left-invertible operators Tj ∈ L(X ) with mutually orthogonal ranges
and satisfying the additional identity
(T ∗j Tj)
−1 = Γ(1)
ω,T∗ [IX ]. (4.83)
One can check that for the case ω = 1
¯
(the weight sequence consisting of all 1’s),
the class C(1
¯
) consists of the set of all row isometries; we resist using the term
ω-isometries in general for the class C(ω) since this term is reserved for the class of
all operator tuples T = (T1, . . . , Td) such that Γω,T(IX ) = 0 (compatible with the
terminology ω-contraction for the class of all operator tuples T with Γω,T(IX )  0).
Given an operator-tuple T ∈ C(ω) we associate the subspaces
E = X ⊖
( d⊕
j=1
TjX
)
and X0 =
⋂
N≥0
∨
α∈F+
d
:|α|=N
TαX . (4.84)
of X . Letting Aj = T ∗j , X = IX and k = 1 in (4.15) and (4.16) and taking into
account that ω0 = c0 = 1, we get explicit formulas
Γω,T∗ [IX ] =
∑
α∈F+
d
c|α|Tα
⊤
T∗α, Γ(1)
ω,T∗ [IX ] = −
∑
α∈F+
d
c|α|+1Tα
⊤
T∗α, (4.85)
from which we see that
IX −
d∑
j=1
TjΓ
(1)
ω,T∗ [IX ]T
∗
j = Γω,T∗ [IX ], (4.86)
which, on account of (4.83), can be written as
IX −
d∑
j=1
Tj(T
∗
j Tj)
−1T ∗j = Γω,T∗ [IX ]. (4.87)
Since the ranges of T1, . . . , Td are mutually orthogonal, it follows from (4.87) that
Γω,T∗ [IX ] is an orthogonal projection. From (4.84) we see that the range space
of this projection is the space E given by (4.84) and hence we arrive at the more
complete version of (4.87):
IX −
d∑
j=1
Tj(T
∗
j Tj)
−1T ∗j = Γω,T∗ [IX ] = PE . (4.88)
The Cauchy dual tuple L = (L1, . . . , Ld) of T is defined by
Lj = Tj(T
∗
j Tj)
−1 for j = 1, . . . , d, (4.89)
and it is readily seen from (4.83) that
L∗jTj = IX and L
∗
jTi = 0 for all i 6= j. (4.90)
Proposition 4.25. Let T be a tuple of left-invertible operators satisfying con-
ditions (4.83), let L be its Cauchy dual, and let E be defined as in (4.84). Then
PEL∗β = ω−1|β|PET
∗β for all β ∈ F+d . (4.91)
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Proof. We prove (4.91) by induction in |β|. The basis case |β| = 0 is trivial.
Assuming that (4.91) holds for all β with |β| ≤ N we will verify (4.91) for β = αj
for a fixed α (|α| = N). To this end, we first observe from (4.89) and (4.83) that
PEL∗αj = PEL∗αL∗j = PEL
∗α(T ∗j Tj)
−1T ∗j
= PEL∗αΓ
(1)
ω,T∗ [IX ]T
∗
j
= −PEL∗α
( ∑
β∈F+
d
c|β|+1Tβ
⊤
T∗β
)
T ∗j , (4.92)
where we used the second formula from (4.85) for the last step. We next observe
from (4.84) and (4.90) that L∗αTβ
⊤ 6= 0 if and only if either β = δα (for some
non-empty δ ∈ F+d ) or α = γβ (for some γ ∈ F+d ). In the first case,
PEL∗αTβ
⊤
= PEL∗αTα
⊤γ⊤ = PETγ
⊤
= 0,
while in the second case, we have
PEL∗αTβ
⊤
T∗β = PEL∗γβTβ
⊤
T∗β
= PEL∗γT∗β
= ω−1|γ|PET
∗γT∗β = ω−1N−|β|PET
∗α,
where we have used the induction hypothesis for the third equality. Thus, we have
only N + 1 (nonzero) terms on the right side of (4.92):
PEL∗αj = −PE
( N∑
i=0
ci+1ω
−1
N−i
)
T∗αT ∗j .
By the equality (4.8) (for k = 1),
N∑
i=0
ci+1ω
−1
N−i = −ω−1N+1, which being combined
with the last equality gives
PEL∗αj = ω−1N+1PET
∗αT ∗j = ω
−1
N+1PET
∗αj ,
and the induction argument completes the proof. 
Proposition 4.26. For the tuples T and L as above,
X0 :=
⋂
N≥0
∨
α∈F+
d
:|α|=N
TαX =
⋂
α∈F+
d
KerPEL∗α =
⋂
α∈F+
d
KerPET∗α. (4.93)
Proof. Since PE = IX − T1L∗1 − · · · − TdL∗d, it follows that for any N ≥ 0,∑
α∈F+
d
:|α|≤N−1
Tα
⊤
PEL∗α = IX −
∑
α∈F+
d
:|α|=N
Tα
⊤
L∗α.
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Hence, if x ∈ X belongs to KerPEL∗α for all α ∈ F+d , then for each N ≥ 0,
x =
∑
α∈F+
d
:|α|≤N−1
Tα
⊤
PEL∗αx+
∑
α∈F+
d
:|α|=N
Tα
⊤
L∗αx
=
∑
α∈F+
d
:|α|=N
TαL∗α
⊤
x ∈
∨
α∈F+
d
:|α|=N
TαX , (4.94)
which verifies the inclusion ⋂
α∈F+
d
KerPEL∗α ⊆ X0. (4.95)
For the converse inclusion, take arbitrary x ∈ X0 and α ∈ F+d . In particular, x can
be represented as
x =
∑
β∈F+
d
:|β|=|α|+1
Tβ
⊤
xβ for some xβ ∈ X .
As we have seen in the proof of Proposition 4.25, the inequality L∗αTβ
⊤ 6= 0 may
occur only if β = jα. Hence, from the latter representation for x we conclude that
PEL∗αx = PE
( d∑
j=1
Tjxjα
)
= 0
for any α ∈ F+d confirming the reverse inclusion in (4.95) and hence, verifying the
second equality in (4.93). The third equality holds due to (4.91). 
Proposition 4.27. Let T be a tuple of left-invertible operators satisfying con-
ditions (4.83) and let E and X0 be defined as in (4.84). Then X0 reduces T (i.e.,
X0 is invariant under T and T∗) and furthermore,
X0 ⊕Xs = X where Xs :=
∨
α∈F+
d
TαE . (4.96)
Proof. If L is the Cauchy dual of T, then T is the Cauchy dual of L. Then
it follows from representations (4.93) that X0 can be represented as
X0 =
⋂
N≥0
∨
α∈F+
d
:|α|=N
LαX . (4.97)
Let x be an arbitrary vector in X0. Then for any N ≥ 1, we can represent x as
x =
∑
α∈F+
d
:|α|=N
Lαxα for some xα ∈ X .
Due to relations (4.90) and the assumption that |α| ≥ 1, for a fixed letter j, the
inequality T ∗j L
α 6= 0 holds only if α = jβ. Applying T ∗j to the vector x as above,
we therefore have
T ∗j x =
∑
α∈F+
d
:|α|=N
T ∗j LjL
βxjβ =
∑
β∈F+
d
:|β|=N−1
Lβxjβ .
We now conclude that T ∗j x belongs to
∨
α∈F+
d
:|β|=N−1L
αX for every N ≥ 1 and
therefore, it belongs to X0, due to representation (4.97). Thus, X0 is T∗-invariant.
Its T-invariance follows from the very definition (4.84) of X0.
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To prove (4.97), note that x ∈ X is orthogonal to TαE for all α ∈ F+d if and
only if T∗αx is orthogonal to E for all α ∈ F+d , i.e., that PET∗αx = 0 for all α ∈ F+d .
By (4.93), the latter means that x ∈ X0. 
It is straightforward to check that the operator-theoretic properties defining the
class C(ω) are invariant upon restriction to a reducing subspace; hence if T ∈ C(ω)
on X with X having the decomposition X0 ⊕ Xs as in (4.96), then the restricted
operator-tuples T0 := T|X0 and Ts := T|Xs are again in the class C(ω). This
discussion suggests that we introduce two subclasses of the class C(ω), namely:
C0(ω) = {T ∈ C(ω) : X0 = X} and Cs(ω) = {T ∈ C(ω) : Xs = X}, (4.98)
where the subscript s is to suggest a shift operator tuple. From the definitions
and Proposition 4.27 it follows that the general element T in C(ω) has the form
T = Ts ⊕ T0 where Ts ∈ Cs(ω) and T0 ∈ C0(ω). Our next goal is to get a more
intrinsic characterization of each of the classes C0(ω) and Cs(ω).
Theorem 4.28. The operator-tuple T = (T1, . . . , Td) in the class C(ω) is in
the subclass C0(ω) if and only if the subspace
⊕d
j=1 TjX is the whole space X . The
class C0(ω) can be equivalently characterized as consisting of all operator-tuples
T = (T1, . . . , Td) of left-invertible operators with orthogonal ranges such that T
∗ is
an ω-isometry, i.e., such that
Γω,T∗ [IX ] = 0.
Proof. By (4.96) and the definition (4.98), a tuple T ∈ C(ω) is in the subclass
C0(ω) exactly when the subspace E := X⊖
(⊕d
j=1 TjX
)
is trivial, which is the same
as to say that X =⊕dj=1 TjX . From the identity (4.88) we also see that E = {0}
implies that Γω,T∗ [IX ] = 0, i.e., T∗ is a ω-isometry. Hence any operator-tuple T
in C(ω) meets the criteria in the second characterization.
Conversely, suppose that T is a operator-tuple of left-invertible operators with
pair-wise orthogonal ranges such that Γω,T∗ [IX ] = 0. To show that T is in the
class C0(ω), by the first characterization of C0(ω) it remains only to show that
(i)
∨
j=1,...,dRanTj = X , and
(ii) the identity (4.83) holds for j = 1, . . . , d.
The hypothesis that Γω,T∗ [IX ] = 0 combined with identity (4.86) gives us
IX =
d∑
j=1
TjΓ
(1)
ω,T∗ [IX ]T
∗
j .
From this identity we read off that indeed item (i) holds. Multiply this same
identity on the left and on the right by the projection PTkX onto TkX and use the
pairwise-orthogonality of the ranges of the operators Tk to deduce that
IRanTk = TkΓ
(1)
ω,T∗ [IX ]T
∗
k |Ran Tk for k = 1, . . . , d.
Now use that the operators Tk is invertible as an operator from X to RanTk, that
T ∗k |RanTk is invertible as an operator from RanTk to X , and that Γ(1)ω,T∗ [IX ] is an
operator on X . Multiplying the last identity on the left by T−1k (viewed as an
4.4. CHARACTERIZATION OF Sω,R 79
operator from RanTk to X ) and on the right by T ∗−1k (viewed as an operator from
X to RanTk) leads us to the identity
T−1k T
∗−1
k = Γ
(1)
ω,T∗ [IX ].
It is now a matter of verifying that
T−1k T
∗−1
k (T
∗
kTk) = T
−1
k (T
∗−1
k T
∗
k )Tk = T
−1
k (IRan Tk)Tk = T
−1
k Tk = IX
to conclude that item (ii) holds as well. 
Now we will take a closer look at the second component in the orthogonal
decomposition (4.96). It turns out that the observability gramian
OPE ,L∗ : x→ PE
(
IX − z1L∗1 − . . .− zdL∗d
)−1
x
and the ω-observability gramian
Oω,PE ,T∗ : x→ PERω(z1T1 ∗+ . . .+ zdTd)x =
∑
α∈F+
d
ω−1|α|PET
∗αxzα (4.99)
are equal. Indeed, combining (4.91) and (4.5) gives
OPE ,L∗x =
∑
α∈F+
d
PEL∗αxzα =
∑
α∈F+
d
ω−1|α|PET
∗αxzα = Oω,PE ,T∗x.
It follows from (4.99) and (4.93) that
KerOω,PE ,T∗ =
⋂
α∈F+
d
KerPET∗α = X0, (4.100)
so the pair (PE ,T∗) is observable if and only if X0 = {0}.
Proposition 4.29. Let T be a tuple of left-invertible operators satisfying con-
ditions (4.83) and let L be its Cauchy dual. Then
(1) The following intertwining relations hold for j = 1, . . . , d:
Sω,R,jOω,PE ,T∗ = Oω,PE ,T∗Tj, S∗1,R,jOω,PE ,T∗ = Oω,PE ,T∗L∗j . (4.101)
(2) Oω,PE ,T∗ is a partial isometry from X into the Hardy-Fock space H2ω,E(F+d )
with initial space equal to
∨
α∈F+
d
TαE.
Proof. Recalling that L∗αTj 6= 0 only if α = βj, we have
Oω,PE ,T∗Tjx = OPE ,L∗Tjx =
∑
α∈F+
d
PEL∗αTjxzα =
∑
β∈F+
d
PEL∗βL∗jTjxz
βj
=
∑
β∈F+
d
PEL∗βxzβj = (OPE ,L∗x) zj = Sω,R,jOω,PE ,T∗x.
Making use of the explicit formula (3.48) for S∗1,R,j, we get
S∗1,R,jOω,PE ,T∗x = S∗1,R,jOPE ,L∗x
=
∑
α∈F+
d
PEL∗αjxzα = OPE ,L∗L∗jx = Oω,PE ,T∗L∗jx,
which completes the proof of (4.101).
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By (4.100), Oω,PE ,T∗ : X0 → 0. Due to (4.96), statement (2) in Proposition
4.29 follows once we show that Oω,PE ,T∗ maps X ⊖X0 =
∨
α∈F+
d
TαE isometrically
into H2
ω,E(F
+
d ). To this end, take x ∈ X ⊖ X0 which is of the form
x =
∑
α∈F+
d
: |α|≤M
Tαxα, xα ∈ E , (4.102)
for some M <∞. Then we have
‖x‖2X =
∑
α,β∈F+
d
〈Tαxα, Tβxβ〉X =
∑
α,β∈F+
d
〈T∗β⊤Tαxα, xβ〉X
=
∑
α,β∈F+
d
〈PET∗β⊤Tαxα, xβ〉X
=
∑
α,β∈F+
d
ω|β|〈PEL∗β
⊤
Tαxα, xβ〉X , (4.103)
where the two last equalities hold due to (4.91) since xβ ∈ E . As we have seen
in the proof of Proposition 4.25, the inequality PEL∗β
⊤
Tα 6= 0 may occur only if
β = αγ for some γ ∈ F+d , in which case
PEL∗β
⊤
Tαxα = PEL∗γ
⊤
xα.
Since E ⊥ RanTj for all j ∈ {1, . . . , d} we have for any e ∈ E and x ∈ X ,
〈L∗je, x〉 = 〈e, Ljx〉 = 〈e, Tj(T ∗j Tj)−1x〉 = 0
and therefore, L∗j |E = 0 (the same computation shows that T ∗j |E = 0 as well) for
j = 1, . . . , d. Hence, if γ 6= ∅, then L∗γ⊤xα = 0. Therefore, all the terms on the
right side of (4.103) with α 6= β are equal zero, and hence,
‖x‖2X =
∑
α∈F+
d
ω|α|〈PEL∗α
⊤
Tαxα, xα〉X
=
∑
α∈F+
d
ω|α|〈PExα, xα〉X =
∑
α∈F+
d
ω|α|‖xα‖2X . (4.104)
On the other hand, since T ∗j |E = 0, we have for any e ∈ E
Oω,PE ,T∗e =
∑
α∈F+
d
ω−1|α|PET
∗αezα = ω−10 PEe = e.
Combining this latter observation with the first intertwining relation in (4.101), we
have for x of the form (4.102),
Oω,PE ,T∗x =
∑
α∈F+
d
xαz
α⊤
and hence,
‖Oω,PE ,T∗x‖2H2
ω,E(F
+
d
)
=
∑
α∈F+
d
ω|α| · ‖xα‖2X .
Comparing the latter equality with (4.104) we conclude that ‖Oω,PE ,T∗x‖H2
ω,E(F
+
d
) =
‖x‖X for all x ∈ X ⊖ X0 of the form (4.102). As the set of all such elements form
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a dense subset of X ⊖ X0 (by (4.96)), we conclude by continuity that Oω,PE ,T∗ is
isometric on all of X ⊖ X0. 
Theorem 4.30. The operator tuple T = (T1, . . . , Td) in the class D(ω) acting
on the Hilbert space X is in the subclass Cs(ω) if and only if T satisfies any one of
the following additional conditions:
(1)
⋂
N≥0
∨
α∈F+
d
: |α|=N T
αX = {0};
(2)
∨
α∈F+
d
TαE = X where E = X ⊖
(⊕
1≤j≤d TjX
)
;
(3) There is a coefficient Hilbert space E so that T is unitarily equivalent to
the model shift operator-tuple Sω,R acting on H
2
ω,E(F
+
d ).
Proof. By the general decomposition (4.96) and the definition (4.98), the
tuple T ∈ C(ω) is in the subclass T ∈ Cs(ω) if and only if Xs = X , which is the
same as condition (2). That this is equivalent to condition (1) is seen from the
first formula for X0 in (4.93). Next note that by Proposition 4.29, T|Xs is unitarily
equivalent to Sω,R. 
In the case ω = 1
¯
and d = 1, the class C(1
¯
) consists of the isometries and the
decomposition (4.96) for T is referred to as theWold decomposition for T (see [92]).
The next result gives an indication of the extent to which this criterion generalizes
to the general setting Cs(ω)-operator tuples.
Theorem 4.31. Suppose that T = (T1, . . . , Td) is in the class C(ω) for some
admissible weight ω.
(1) If T is in the class Cs(ω), then T∗ is strongly stable.
(2) Suppose that ‖ [T1 · · · Td] ‖ ≤ 1 and T ∈ C0(ω). Then for every x ∈
X , it is the case that
lim inf
N→∞
∑
α∈F+
d
: |α|=N
‖L∗α⊤x‖2 > 0,
where L is the Cauchy dual of T.
Proof. (1) If T is in Cs(ω), then T is unitarily equivalent to Sω,R on some
weighted Hardy space H2
ω,E(F
+
d ). We have seen that S
∗
ω,R is strongly stable (item
(1) in Proposition 4.23). Hence T∗ is strongly stable. In particular L∗ (rather than
T∗) is not strongly stable.
(2) Suppose T is in C0(ω), so Xs = {0}. Choose 0 6= x ∈ X0. Then x belongs
to KerPEL∗α for all α ∈ F+d (by characterization (4.93)) and then the computation
(4.94) shows that
x =
∑
α : |α|=N
TαL∗α
⊤
x
for all N = 0, 1, 2, . . . . As T is a row contraction, it follows that each Tj is a
contraction and hence, for α = iN · · · i1 ∈ F+d , Tα = TiN · · ·Ti1 is a contraction,
and we can compute
‖x‖2 =
∑
α∈F+
d
: |α|=N
‖TαL∗α⊤x‖2 ≤
∑
α∈F+
d
: |α|=N
‖L∗α⊤x‖2.
It follows that
lim inf
N→∞
∑
α∈F+
d
: |α|=N
‖L∗α⊤x‖2 ≥ ‖x‖2 > 0
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In particular, when T ∈ C(ω0), it is L∗ (rather than T∗) that is guaranteed to be
not strongly stable. 
Remark 4.32. In case ω = 1
¯
, it is automatic that T is a contraction and that
the Cauchy dual L of T is equal to T . Thus Theorem 4.30 recovers the result for
the case ω = 1
¯
, d = 1 mentioned immediately preceding the theorem. Let us also
mention that it is known that, in the single-variable case (d = 1), there are many
surjective n-isometries which are not contractions once n ≥ 3 (see [3, 4, 5]).
4.5. Observability-operator range spaces
The main character of this section is the range of the ω-observability operator
RanOω,C,A = {CRω(Z(z)A)x : x ∈ X}.
We recall that Rω is the power series (4.5) and Z(z) and A are defined as in (1.24).
Throughout this section, we assume that the weight sequence ω is admissible and
meets the condition (4.7). This material fleshes out theme #1 mentioned at the
end of Section 1.1 for the general ω-setting.
Theorem 4.33. Suppose that (C,A) is a ω-output-stable pair. Then:
(1) The intertwining relation
S∗
ω,R,jOω,C,Ax = Oω,C,AAjx (x ∈ X ) (4.105)
holds for every backward-shift operator S∗
ω,R,j defined in (2.30) and hence RanOω,C,A
is S∗
ω,R-invariant.
(2) Let H ∈ L(X ) be a solution of the system (4.17), (4.18) and let X ′ be the
completion of X with H-inner product ‖[x]‖2X ′ = 〈Hx, x〉X . Then Aj and C extend
to define bounded operators
A′j : X ′ → X ′ (j = 1, . . . , d) and C′ : X ′ → Y,
so that the ω-observability operator Oω,C′,A′ : X ′ → H2ω,Y(F+d ) is a contraction.
(3) If H is subject to (4.17), (4.18) and the linear manifold M := Ran Oω,C,A is
given the lifted norm
‖Oω,C,Ax‖2M = inf
y∈X : Oω,C,Ay=Oω,C,Ax
〈Hy, y〉X , (4.106)
then:
(a) M can be completed to M′ = RanOω,C′,A′ with contractive inclusion in
H2
ω,Y(F
+
d ):
‖f‖2
H2
ω,Y (F
+
d
)
≤ ‖f‖2M′ for all f ∈M′. (4.107)
Furthermore, M′ is isometrically equal to the FNRKHS with reproducing
kernel
KC′,A′(z, ζ) = C
′Rω(Z(z)A′)Rω(Z(ζ)A′)∗C′∗. (4.108)
In case H is invertible, the reproducing kernel can be written directly in
terms of (C,A):
KC,A,H(z, ζ) = CRω(Z(z)A)H
−1Rω(Z(ζ)A)∗C∗. (4.109)
(b) The restriction (E|M,S∗ω,R|M) of the ω-model output pair (4.63) to M
is ω-contractive. Moreover, it is ω-isometric if and only if (4.19) holds.
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(4) Conversely, let M be a Hilbert space included in H2
ω,Y(F
+
d ) (not necessarily
isometrically or even contractively) such that
(i) M is invariant under the backward-shift tuple S∗
ω,R,
(ii) the pair (EM,S∗ω,R|M) is an ω-contractive output pair, i.e., the inequali-
ties
d∑
k=1
‖S∗
ω,R,kf‖2M ≤ ‖f‖2M,
∑
α∈F+
d
c|α|‖S∗αω,Rf‖2M ≥ ‖f∅‖2, (4.110)
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖S∗α
ω,Rf‖2M ≥ 0 for all k ≥ 1
hold for all f ∈ M.
Then it follows that M is contractively included in H2
ω,Y(F
+
d ) and there exists an
ω-contractive pair (C,A) such that
M = H(KC,A,I) = RanOω,C,A
isometrically. One can take (C,A) to be an ω-isometric output pair if and only
if the second of the inequalities (4.110) holds with equality. For example, one may
take X =M, C = E|M and A = S∗ω,R|M.
Proof of (1): Making use of (2.30) and (4.3) we get for any j ∈ {1, . . . , d},
S∗
ω,R,jOω,C,Ax = S∗ω,R,j
∑
α∈F+
d
ω−1|α|(CA
αx)zα
=
∑
α∈F+
d
ω−1|α|(CA
αjx)zα = Oω,C,AAjx
which proves (4.105). 
Proof of (2): The Stein system (4.17), (4.18) amounts to the statement that
(C,A) is ω-contractive and well-defined on the dense subset [X ] of X ′ (where [x]
is the equivalence class containing x) and hence extends to a ω-contractive pair
(C′,A′) on all of X ′. By part (2) in Theorem 4.5, Gω,C,A  H and therefore,
‖Oω,C,Ax‖2H2
ω,Y (F
+
d
)
= 〈Gω,C,Ax, x〉X ≤ 〈Hx, x〉X , for all x ∈ X , (4.111)
so Oω,C,A is contractive from X (with the H-pseudo-inner product) to H2ω,Y(F+d )
and hence also Oω,C′,A′ is contractive from X ′ to H2ω,Y(F+d ). 
Proof of (3a): The definition of theM-norm makes Oω,C,A a partial isom-
etry from [X ] (with the M-norm (4.106)) onto M. In case M is not complete
in its norm, we work instead with Oω,C′,A′ which is a partial isometry from X ′
onto M′ = RanOω,C′,A′ . It suffices to verify the inequality (4.107) for the spe-
cial case where f = Oω,C,Ax for some x ∈ X . In this case, (4.107) amounts to
‖Oω,C,Ax‖2 ≤ 〈Hx, x〉X , which holds true, by (4.111).
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To identify the formal reproducing kernel for M′, we compute, for x ∈ X ′,
〈(Oω,C′,A′x)(ζ), y〉Y〈〈ζ〉〉×Y = 〈C′Rω(Z(ζ)A′)x, y〉Y〈〈ζ〉〉×Y
= 〈x, Rω(Z(ζ)A′)∗C′∗y〉X ′×X ′〈〈ζ〉〉
= 〈(Oω,C′,A′x)(z), C′Rω(Z(z)A′)Rω(Z(ζ)A′)∗C′∗y〉M′×M′〈〈ζ〉〉.
This verifies that the kernel (4.108) is the formal reproducing kernel forM′. If H is
invertible, then X = X ′ as sets and we can simply quote Proposition 2.3 to conclude
that M has formal reproducing kernel KC,A,H(z, ζ) defined as in (4.109). 
Proof of (3b): It follows from the definition of the range norm and from the
intertwining relations (4.105) that for f of the form f = Oω,C,Ax,
‖f‖2M = 〈Hx, x〉X and S∗ω,R,jf = Oω,C,AAjx (j = 1, . . . , d).
Therefore,
‖f‖2M −
d∑
j=1
‖S∗
ω,R,jf‖2M = 〈Hx, x〉X −
d∑
j=1
〈HAjx, Ajx〉X
= 〈(H −
d∑
j=1
A∗jHAj)x, x〉X . (4.112)
Due to the first relation in (4.17), the expression on the right side of (4.112) is
nonnegative for every x ∈ X . Therefore, the expression on the left side of (4.112)
is nonnegative for every f ∈ M which means that S∗
ω,R|M is a contractive tuple.
Iterating (4.105) gives
S∗α
ω,ROω,C,Ax = Oω,C,AAα
⊤
x for all x ∈ X and α ∈ F+d . (4.113)
For f = Oω,C,Ax we then have
‖S∗α
ω,Rf‖2M = 〈HAα
⊤
x,Aα
⊤
x〉X and f∅ = Ef = Cx. (4.114)
With these substitutions, we see that〈
Γω,S∗
ω,R
|M [IM]f, f
〉
M =
∑
α∈F+
d
c|α|‖S∗αω,Rf‖2M (by definition (4.15))
=
∑
α∈F+
d
c|α|〈HAα
⊤
x,Aα
⊤
x〉X (by (4.114))
=
〈 ∑
α∈F+
d
c|α|A∗α
⊤
HAαx, x
〉
X
(by substitution α 7→ α⊤)
=
〈
Γω,A[H ]x, x
〉
M (by definition (4.15)),
(the substitution α 7→ α⊤ is justified by the fact that the latter sum is taken over
all elements of F+d and that |α| = |α⊤|) and subsequently, in view of the second
equality in (4.114)〈
Γω,S∗
ω,R
|M [IM]f, f
〉
M − ‖Ef‖2Y =
〈
Γω,A[H ]x, x
〉
M − ‖Cx‖2Y
=
〈
(Γω,A[H ]− C∗C)x, x
〉
X . (4.115)
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A similar computation relying on the definition (4.16) and relations (4.114) shows
that for any fixed k ≥ 1,
〈
Γ
(k)
ω,S∗
ω,R
|M [IM]f, f
〉
M = −
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖S∗α
ω,Rf‖2M
= −
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
〈HAα⊤x,Aα⊤x〉X
=
〈
−
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
A∗αHAα
⊤
x, x
〉
X
=
〈
−
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
A∗α
⊤
HAαx, x
〉
X
=
〈
Γ
(k)
ω,A[H ]x, x
〉
X . (4.116)
SinceH satisfies inequalities (4.17), (4.18), the right hand side expressions in (4.115)
and (4.116) are nonnegative for all x ∈ X . Hence, the left sides of (4.115) and
(4.116) are nonnegative for all f ∈Mmeaning that S∗
ω,R|M is an ω-hypercontraction
and that the pair (E|M,S∗ω,R|M) is ω-contractive. Equality (4.19) is equivalent to
both sides in (4.115) vanish, i.e., that the pair (E|M,S∗ω,R|M) is ω-isometric. This
completes the verification of part (3). 
Proof of (4): Suppose thatM is a Hilbert space included inH2
ω,Y(F
+
d ) which
is invariant under S∗
ω,R and satisfies the inequalities (4.110) for all f ∈ M. Set
X = M and let C = E|M and A = S∗ω,R|M. The import of conditions (4.110) is
that then the output pair (C,A) is a ω-contractive output pair (recall Definitions
4.9 and 4.7). Since Oω,C,A = IM by the first part of statement (2) in Proposition
4.23 (a purely algebraic statement independent of the choice of norm on M), it
follows that for each f ∈M we have
‖f‖2
H2Y(F
+
d
)
= ‖Oω,C,Af‖2H2Y(F+d ) = 〈Gω,C,Af, f〉M ≤ ‖f‖
2
M
where the last step follows from part (1) of Lemma 4.10 since we have already
observed that (C,A) is a ω-contractive output pair. We conclude that M is con-
tractively included in H2
ω,Y(F
+
d ) as claimed.
Since Oω,C,A is just the identity operator on M, we also have
‖Oω,C,Af‖2M = ‖f‖2M.
Thus we can view M as M = Ran Oω,C,A (with Oω,C,A viewed as an operator
from M into H2
ω,Y(F
+
d )). We can then follow the same argument as used in the
proof of part (3) of Theorem 4.33 to identify the reproducing kernel KM forM as
KM(z, ζ) = KC,A,I(z, ζ), as claimed. 
Definition 4.34. Let us call a subspaceM contained in H2
ω,Y(F
+
d ) (not neces-
sarily isometrically or even contractively) an ω-model subspace if it is S∗n,R-invariant
and the restricted ω-model pair (E|M,S∗ω,R|M) is ω-contractive.
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As explained by part (4) of Theorem 4.33, for purposes of study of contractively
included ω-model subspaces ofH2
ω,Y(F
+
d ) without loss of generality we may suppose
at the start that we are working with X ′ as the original state space X and with the
solution H of Stein inequalities (4.17), (4.18) to be normalized to H = IX . Then
certain simplifications occur in parts (1)-(3) of Theorem 4.33 as explained in the
next result. Note that part (4) of Theorem 4.33 does not involve a choice of H in
the hypotheses and indeed gets H = IX as a conclusion.
Theorem 4.35. Suppose that (C,A) is an ω-contractive pair with state space
X and output space Y. Then:
(1) (C,A) is ω-output-stable and RanOω,C,A is S∗ω,R-invariant (by (4.105)).
(2) The operator Oω,C,A is a contraction from X into H2ω,Y(F+d ).
(3) If the linear manifold M := RanOω,C,A is given the lifted norm
‖Oω,C,Ax‖M = ‖Qx‖X (4.117)
where Q is the orthogonal projection of X onto (KerOω,C,A)⊥, then
(a) Oω,C,A is a coisometry of X onto M, and implements a unitary equiva-
lence between S∗
ω,R|M and QA|RanQ.
(b) M is contained contractively in H2
ω,Y(F
+
d ) and is isometrically equal to
the FNRKHS with reproducing kernel given by
KC,A(z, ζ) = CRω(Z(z)A)Rω(Z(ζ)A)
∗C∗.
(c) The pair (E|M,S∗ω,R|M) is ω-contractive and the orthogonal projection Q
in (4.117) satisfies Stein inequalities (4.17), (4.18). Moreover, (E|M,S∗ω,R|M)
is ω-isometric if and only if Q satisfies (4.19).
(d) In particular, if (C,A) is ω-observable, then A in unitarily equivalent to
S∗
ω,R|M and (C,A) is an ω-contractive pair. If Q = I satisfies (4.19),
then (C,A) is an ω-isometric output pair.
(e) If (C,A) and (C˜, A˜) are two ω-output-stable, observable pairs (with C ∈
L(X ,Y) and C˜ ∈ L(X˜ ,Y) realizing the same positive kernel
KC,A(z, ζ) := CRω(Z(z)A)Rω(Z(ζ)A)
∗C∗
= C˜Rω(Z(z)A˜)Rω(Z(ζ)A˜)
∗C˜∗ =: KC˜,A˜(z, ζ), (4.118)
then (C,A) and (C˜, A˜) are unitarily equivalent, i.e., equalities (4.33) hold
for a unitary operator T : X → X˜ .
Proof. As for parts (1), (2), (3a), (3b), (3c) of the theorem, all statements but
the last part of statement (3c) concerning Q are direct specializations to the case
H = IX of the corresponding results in Theorem 4.33. To complete the verification
of the last part of (3c), observe from the intertwining relations (4.105) and (4.113)
that inequalities
d∑
j=1
‖S∗
ω,R,jf‖2M ≤ ‖f‖2M,
∑
α∈F+
d
c|α|‖S∗αω,Rf‖2M ≥ ‖f∅‖2Y , (4.119)
−
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖S∗α
ω,Rf‖2M ≥ 0 for all f ∈ M and k ≥ 1
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explicitly stating the ω-contractivity of the pair (E|M,S∗ω,R|M) for a generic ele-
ment f = Oω,C,Ax ∈M mean that
d∑
j=1
‖Oω,C,AAjx‖2M ≤ ‖Oω,C,Ax‖2M,
∑
α∈F+
d
c|α| · ‖Oω,C,AAα
⊤
x‖2M ≥ ‖Cx‖2Y ,
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖Oω,C,AAα⊤x‖2M ≤ 0 for all x ∈ X and k ≥ 1.
By definition (4.117) of the M-norm, the latter relations can be written as
‖Qx‖2M ≥
d∑
j=1
‖QAjx‖2M,
‖Cx‖2Y ≤
∑
α∈F+
d
c|α| · ‖QAα
⊤
x‖2M =
∑
α∈F+
d
c|α| · ‖QAαx‖2M, (4.120)
0 ≥
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖QAα⊤x‖2M =
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
‖QAαx‖2M,
where we used the substitution α 7→ α⊤ in the two last formulas. Since Q = Q 12
and since x ∈ X is arbitrary, the latter relations can be written as
Q 
d∑
j=1
A∗jQAj , Γω,A[Q]  C∗C, Γ(k)ω,A[Q]  0 (k ≥ 1)
telling us that Q satisfies Stein inequalities (4.17), (4.18). Note next that the pair
(E|M,S∗ω,R|M) being ω-isometric is equivalent to equality in the second relation in
(4.119) (for all f ∈ M) which is equivalent to equality in (4.120) (for all x ∈ X ),
which in turn is equivalent to the equality Γω,A[Q] = C
∗C, which completes the
proof of parts (1)-(3c) of the theorem. Statement (3d) amounts to the specialization
of the last part of (3a) to the case where Q = IX .
As for statement (3e), suppose that the output pairs (C,A) and C˜, A˜) generate
the same kernels as in (4.118). Equating coefficients of zαζ
α⊤
gives us the system
of equations
ω−1|α|ω
−1
|β|CA
αA∗β
⊤
C∗ = ω−1|α|ω
−1
|β| C˜A˜
αA˜∗β
⊤
C˜∗ for all α, β ∈ F+d ,
or more simply, after cancellation of the common factor ω−1|α|ω
−1
|β| ,
CAαA∗β
⊤
C∗ = C˜A˜αA˜∗β
⊤
C˜∗ for all α, β ∈ F+d .
We conclude that the operator U defined by
U : A∗β
⊤
C∗y 7→ A˜∗β⊤ C˜∗y (4.121)
extends by linearity and continuity to an isometry from its domain space
DU =
∨
{A∗β⊤C∗y : β ∈ F+d , y ∈ Y}
onto its range space
RU =
∨
{A˜∗β⊤C˜∗y : β ∈ F+d , y ∈ Y}.
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The observability assumptions imply that DU is all of X and RU is all of X˜ ,
and hence U : X → X˜ is unitary. From the formula (4.121) we can read off the
intertwining relations
UC∗ = C˜∗, UA∗j = A˜
∗
jU for j = 1, . . . , d.
Since U is unitary we then also get
C˜U = C, A˜jU = UAj for j = 1, . . . , d
and we conclude the pairs (C,A) and (C˜, A˜) are unitarily equivalent as claimed.
We remark that this proof is essentially the same as that of Theorem 2.13 in
[20] where the special case ω = µ1 is handled. 
We now turn to S∗
ω,R-invariant subspaces of H
2
ω,Y(F
+
d ) that are isometrically
included in H2
ω,Y(F
+
d ).
Theorem 4.36. If the pair (C,A) is an ω-isometric pair with A strongly ω-
stable, then the observability operator Oω,C,A : X → H2ω,Y(F+d ) is an isometry onto
a backward-shift-invariant subspace N ⊂ H2
ω,Y(F
+
d ) and A is unitarily equivalent
to S∗
ω,R|N . Moreover N is the NFRKHS with reproducing kernel
Kω,C,A(z, ζ) = CRω(Z(z)A)Rω(Z(ζ)A)
∗C∗. (4.122)
Conversely, if N is a Hilbert space isometrically contained in H2
ω,Y(F
+
d ) which
is invariant under S∗
ω,R, then there is an ω-isometric output pair (C,A) with A
strongly ω-stable so that N = RanOω,C,A and A is unitarily equivalent to S∗ω,R|N ,
and the space N is isometrically equal to the NFRKHS with reproducing kernel as
in (4.122). In fact, one can choose
C = E|N , A = S∗ω,R|N , (4.123)
where E is the model output map on H2
ω,Y(F
+
d ) given by E :
∑
α∈F+
d
fαz
α 7→ f∅.
Proof. Assume that (C,A) is an ω-isometric output pair with A strongly
ω-stable. Then part (2) of Lemma 4.10 tells us that Oω,C,A : X → H2ω,Y(F+d ) is
isometric, and hence Oω,C,A can be viewed as a unitary operator from X onto its
range spaces N := RanOω,C,A. From the general intertwining relation (4.105) we
see that N is S∗
ω,R-invariant and that A is unitarily equivalent to S
∗
ω,R|N via the
unitary transformation Oω,C,A : X → N . The fact that N has reproducing kernel
of the form (4.122) is a direct consequence of Proposition 2.3.
Conversely, suppose that N is a backward-shift-invariant subspace ofH2
ω,Y(F
+
d )
isometrically contained in H2
ω,Y(F
+
d ). It suffices to check that (C,A) as in (4.123)
meets all the requirements of the theorem. Proposition 4.23 part (2) tells us
that OE,S∗
ω,R
= IH2
ω,Y(F
+
d
) and hence OC,A = OE,S∗ω,R |N = IN is an isometry
from X = N to N ⊂ H2
ω,Y(F
+
d ). To show that A is a ω-strongly stable ω-
hypercontraction, it suffices to note that S∗
ω,R is (by Proposition 4.24), and then
observe that restriction of S∗
ω,R to an invariant subspace preserves these properties.
Similarly, by Proposition 4.24, the pair (E,S∗
ω,R) is ω-isometric; it then suffices to
observe that the ω-isometric property is preserved upon restriction of (E,S∗
ω,R) to
a S∗
ω,R-invariant subspace. 
4.5. OBSERVABILITY-OPERATOR RANGE SPACES 89
Theorem 4.37. Suppose that the Hilbert-space operator tuple A ∈ L(X )d is
an ω-strongly stable ω-hypercontraction. Let Y be a coefficient Hilbert space with
dimY = rankΓω,A[IX ]. Then there is a subspace N ⊂ H2ω,Y(F+d ) invariant under
S∗
ω,R so that A is unitarily equivalent to S
∗
ω,R|N .
Proof. Since A is ω-hypercontractive, Γω,A[IX ] is positive semidefinite. We
choose C ∈ L(X ,Y) so that C∗C = Γω,A[IX ]. Then (C,A) is an ω-isometric pair.
Since A is ω-strongly stable, the operator Oω,C,A : X → H2ω,Y(F+d ) is isometric,
by Lemma 4.10. We set N = RanOω,C,A ⊂ H2ω,Y(F+d ). Then the intertwining
property (4.105) leads to the conclusion that A is unitarily equivalent to S∗
ω,R|N
via the unitary similarity transformation Oω,C,A : X → N . 
Remark 4.38. Since unitary similarity preserves stability properties of opera-
tor tuples, as a consequence of Theorem 4.37 combined with the fact that S∗
ω,R is
strongly stable (by part (1) in Proposition 4.23), we conclude that ω-strong stabil-
ity of an ω-hypercontractionA implies its strong stability in the usual sense (1.30).
The converse direction (strong stability in the usual sense implies of ω-strong sta-
bility for a ω-hypercontraction) is true at least for the special case where ω = µn
for some n ∈ N (see Remark 4.42 below).
4.5.1. Shifted ω-observability operator range spaces. For our subse-
quent constructions, we will also need the range spaces associated with shifted
ω-observability operators (4.57):
RanOω,k,C,A = {CRω,k(Z(z)A)x : x ∈ X}.
We first observe a factorization of the shifted ω-gramian (4.58) in terms of the
corresponding shifted ω-observability operator.
Proposition 4.39. Let (C,A) be a ω-output-stable pair and let Oω,k,C,A and
Gω,k,C,A be defined as in (4.57), (4.58). Then
‖Sα⊤
ω,ROω,|α|,C,Ax‖2H2
ω,Y (F
+
d
)
=
〈
Gω,|α|,C,Ax, x
〉
X (4.124)
for every α ∈ F+d and x ∈ X , and hence we have the operator factorization
Gω,|α|,C,A = O
∗
ω,|α|,C,AS
∗α
ω,RS
α⊤
ω,ROω,|α|,C,A.
Proof. By definition (4.57), we have
Sα
⊤
ω,ROω,|α|,C,Ax =
∑
α′∈F+
d
ω−1|α′|+|α|(CA
α′x) zα
′α.
Making use of the latter formula and invoking the definition of the inner product
in H2
ω,Y(F
+
d ), we verify (4.124) as follows:
‖Sα⊤
ω,ROω,|α|,C,Ax‖2H2
ω,Y (F
+
d
)
=
∑
α′∈F+
d
ω−1|α′|+|α|
〈
CAα
′
x, CAα
′
x
〉
X
=
〈 ∑
α′∈F+
d
ω−1|α′|+|α|A
∗α′⊤C∗CAα
′
x, x
〉
X
=
〈
Gω,|α|,C,Ax, x
〉
X ,
where the last equality is clear from the definition (4.58) of Gω,|α|,C,A. 
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We next represent the range of a k-shifted observability operator as a noncom-
mutative formal reproducing kernel Hilbert space.
Proposition 4.40. Suppose that the pair (C,A) is a ω-output-stable and ex-
actly ω-observable. Then, for any β ∈ F+d the subspace
Sβ
⊤
ω,RRanOω,|β|,C,A ⊂ H2ω,Y(F+d ) (4.125)
(with inner product induced by H2
ω,Y(F
+
d )) is a NFRKHS with reproducing kernel
Kβ(z, ζ) given by
Kβ(z, ζ) = CRω,|β|(Z(z)A)
(
zβζ
β⊤
G
−1
ω,|β|,C,A
)
Rω,|β|(Z(ζ)A)∗C∗. (4.126)
Proof. Due to equality (4.124), a direct application of Proposition 2.3 shows
that the formal reproducing kernel for the space (4.125) is given by
(Sβ
⊤
ω,ROω,|β|,C,A)(z)G
−1
ω,|β|,C,A
(
(Sβ
⊤
ω,ROω,|β|,C,A)(ζ)
)∗
.
It is now straightforward to check that this expression agrees exactly with Kβ(z, ζ)
given by (4.126). 
4.5.2. Range spaces of n-observability operators. In this section we will
specialize the previous general results to the case ω = µn, where certain simplifica-
tions occur. The only result that will be established independently (and, presum-
ably, does not hold for general weights) is the characterization of S∗n,R-invariant
spaces isometrically included in An,Y(F+d ). Specializing part (4) of Theorem 4.33
to the present case, we see that without loss of generality we may start with the
solution H of Stein inequalities (4.50) to be normalized to H = IX . Recall from
[14, Definition 4.7] that we say that the output pair (C,A) is n-contractive if (i)
A is n-hypercontractive and in addition Γn,A[IX ]  C∗C.
Theorem 4.41. Suppose that (C,A) is an n-contractive pair with state space
X and output space Y. Then:
(1) (C,A) is n-output-stable and RanOn,C,A is S∗n,R-invariant.
(2) The operator On,C,A is a contraction from X into An,Y(F+d ). Moreover,
On,C,A : X → An,Y(F+d ) is an isometry if and only if (C,A) is an n-isometric pair
and A is strongly stable.
(3) If the manifold M := RanOn,C,A is given the lifted norm ‖On,C,Ax‖M =
‖Qx‖X where Q is the orthogonal projection of X onto (KerOn,C,A)⊥, then
(a) M is contained contractively in An,Y(F+d ) and is isometrically equal to
the FNRKHS with reproducing kernel
KC,A(z, ζ) = C(I − Z(z)A)−n(I −A∗Z(ζ)∗)−nC∗.
(b) The d-tuple S∗n,R|M is contractive on M and the inequality∑
α∈F+
d
: |α|≤n
(−1)|α| ( n|α| ) · ‖S∗αn,Rf‖2M ≥ ‖f∅‖2Y (4.127)
holds for all f ∈M. Moreover, (4.127) holds with equality if and only the
orthogonal projection Q of X onto (KerOn,C,A)⊥ is subject to relations
Q 
d∑
j=1
A∗jQAj and Γn,A[Q] = C
∗C.
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(4) Conversely, let M be a Hilbert space included in An,Y(F+d ) such that
(i) M is invariant under the backward shift S∗n,R,
(ii) the restricted tuple S∗n,R|M is contractive, and the inequality (4.127) holds
for all f ∈ M.
Then it follows that M is contractively included in An,Y(F+d ) and there exists an
n-contractive pair (C,A) such that
M = H(KC,A) = RanOn,C,A
isometrically. If (4.127) holds with equality, then (C,A) can be taken to be an
n-isometric pair. For example, one may take X =M, A = S∗n,R|M, C = E|M.
Proof. We will show that On,C,A : X → An,Y(F+d ) is an isometry if and
only if (C,A) is an n-isometric pair and A is strongly stable. Indeed, since the
pair (C,A) is n-contractive, the operator H = IX satisfies the Stein system (4.50).
Thus, equalities (4.52) hold for all N ≥ 0 and for H = IX . It follows from (4.52)
that operators
ΛN,A =
∑
α∈F+
d
:N+1≤|α|≤N+n
(
N+n
|α|
)
A∗α
⊤
Γn+N−|α|,A[IX ]Aα (4.128)
satisfy ΛN,A  ΛN+1,A  0 for all N ≥ 0 and therefore, the limit
∆A = lim
N→∞
ΛN,A  0 (4.129)
exists in the strong sense. Since C∗C  Γn,A[IX ] and BA is a positive map, we
have ∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
C∗CAα 
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
Γn,A[IX ]Aα
= IX − ΛN,A,
where the last equality holds due to (4.52). The latter relations are equivalent to
0 
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
(Γn,A[IX ]− C∗C)Av
= IX − ΛN,A −
∑
α∈F+
d
: |α|≤N
(
n+|α|−1
|α|
)
A∗α
⊤
C∗CAα. (4.130)
Letting N →∞ in (4.130) we get, on account (4.45) and (4.129),
0 
∑
α∈F+
d
(
n+|α|−1
|α|
)
A∗α
⊤
(Γn,A[IX ]− C∗C)Aα  IX − Gn,C,A −∆A. (4.131)
By definition, On,C,A : X → An,Y(F+d ) being an isometry means that Gn,C,A = IX
in which case (4.131) implies ∆A = 0 and equalities throughout (4.131). Since all
the terms on the right side of (4.128) are positive semidefinite, condition ∆A = 0
implies, in particular, that
lim
N→∞
∑
α∈F+
d
: |α|=N+n
A∗α
⊤
Γ0,A[IX ]Aα = lim
N→∞
∑
α∈F+
d
: |α|=N+n
A∗α
⊤
Aα = 0
which just means that A is strongly stable. Since all the terms in the series in
(4.131) are positive semidefinite, we conclude that each term equals zero. The term
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corresponding to the index α = ∅ is Γn,A[IX ]− C∗C. Hence Γn,A[IX ] = C∗C and
thus the Stein equation in (4.51) holds.
Conversely, by reversing the steps of the preceding argument, we see that A
being strongly stable and the Stein equation in (4.51) holding leads to Gn,C,A = IX ,
i.e., to On,C,A : X → An,Y(F+d ) being an isometry. 
As we know from Remark 4.38, a ω-strongly stable ω-hypercontraction is nec-
essarily strongly stable in the usual sense. We do not know if the converse holds
true in general. However, in the case ω = µn it does!
Remark 4.42. We note here that strong stability and µn-strong stability are
equivalent for µn-hypercontractions. Indeed, one direction (µn-strong stability
implies the usual strong stability) holds even for a general admissible weight ω
by Remark 4.38. Thus it remains only to verify that any strongly stable µn-
hypercontraction A (which is an n-hypercontraction by Proposition 4.15) is also
µn-strongly stable. To this end, note that by part (2) in Theorem 4.41, the strong
stability of an n-hypercontraction A implies that A is unitarily equivalent to the
restriction of S∗n,R to an invariant subspace N ⊂ H2µn,Y(F
+
d ) = An,Y(F+d ) for a
suitable coefficient Hilbert space Y as in Theorem 4.37. But by Proposition 4.24,
S∗n,R is µn-strongly stable. Putting all this together, we see that strong stability
for a µn-hypercontraction implies µn-strong stability.
Remark 4.43. For the standard-weight case, Theorem 4.33 avoided the exact
observability statement in part (2) of the statement and had the conclusion that the
spaceM with lifted norm is contractively included in the Bergman space An,Y(F+d )
rather than being isometrically included in An,Y(F+d ). For this reason Theorem 4.36
is only a partial ω-analog of Theorem 4.33.
CHAPTER 5
Beurling-Lax theorems based on contractive
multipliers
In Section 4.5 we characterized S∗
ω,R-invariant spaces which are contractively
or, more specifically, isometrically included in H2
ω,Y(F
+
d ). In this and in the next
two chapters we focus on the spaces that are invariant under the forward-shift
operator-tuple Sω,R, thereby fleshing out theme #2 from the end of Section 1.1 for
the ω-setting. The material from Chapter 4 on backward-shift-invariant subspaces
and ranges of observability operators is relevant here in at least two respects:
• Given M contractively included in H2
ω,Y(F
+
d ) which is invariant under the
forward shift-tuple Sω,R, we may set A = (Sω,R|M)∗ and (under appropriate hy-
potheses) choose C : M → U so that (C,A) is an ω′-isometric output pair (for
some weight sequence ω′; interesting special cases include ω′ = ω and ω′ = µ1).
If A is also ω′-strongly stable, then the observability operator Oω′,C,A is isomet-
ric from M into H2
ω′,U(F
+
d ) and implements a unitary equivalence between A and
S∗
ω′,R|RanOω′,C,A , since
S∗
ω′,R,jOω′,C,A = Oω′,C,AAj for j = 1, . . . , d
(see Theorem 4.36). For our application here we prefer to view the codomain of
Oω′,C,A as all of H2ω′,C,A rather than only RanOω′,C,A. Taking adjoints in the
above intertwining relation gives
O∗
ω′,C,ASω′,R,j = A
∗
jO∗ω′,C,A, where A∗j = Sω,R,j |M.
Thus (Oω′,C,A)∗ intertwines the respective shift tuples forcing it to have the form
MΘ for Θ a contractive multiplier from H
2
ω′,U (F
+
d ) to H
2
ω,Y(F
+
d ). The conclusion is
that Θ so constructed serves as the Beurling-Lax representer for the forward-shift-
invariant subspace M. A finer analysis shows that MΘ considered as an operator
from H2
ω′,U(F
+
d ) into H
2
ω,Y(F
+
d ) is a partial isometry in case M is isometrically
included in H2
ω,Y(F
+
d ). For complete details, see Theorems 5.1, 5.3 and 5.8 below.
• IfM is a forward-shift-invariant subspace isometrically contained inH2
ω,Y(F
+
d ),
then its orthogonal complementM⊥ is a backward-shift-invariant subspace isomet-
rically contained in H2
ω,Y(F
+
d ) for which results of Chapter 4 apply. Specifically, if
we choose (C,A) to be an ω-isometric output pair with A ω-strongly stable such
that M⊥ = Ran Oω,C,A as in the converse direction of Theorem 4.36, then the
reproducing kernel kM⊥ for M⊥ has the explicit form
kM⊥(z, ζ) = CRω(Z(z)A)(Rω(Z(ζ)A))
∗C∗.
Then by standard calculus of reproducing kernels, we see that the reproducing
kernel for M is given by
kM(z, ζ) = kω,nc(z, ζ)⊗ IY − CRω(Z(z)A)Rω(Z(ζ)A)∗C∗. (5.1)
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In the case where ω = µ1 (the Fock-space case), the Cholesky-factorization con-
struction yields a pair of operators B : U → X and D : Y → Y so that U := [ A BC D ]
is unitary from which it follows that we get the factorization
kM(z, ζ)IY = Θ(z)(kSz, nc(z, ζ)IU )Θ(ζ)∗ with Θ(z) = D + C(I − zA)−1B.
It then can be shown that Θ is a strictly inner multiplier which serves as the
Beurling-Lax representer: M = Θ · H2U (F+d ). In the case where ω = µ1 (the
standard weighted Bergman-Fock-space case), a certain iterative procedure leads
to the representation
kM(z, ζ) =
n∑
j=1
Fj(z)knc,j(z, ζ)Fj(ζ)
∗
with Fj being contractive multipliers from Aj,Uj (F+d ) to An,Y(F+d ) giving rise to
Beurling-Lax representations for Sn,R-invariant subspaces of An,Y(F+d ) with model
space equal to the direct sum of Aj,Uj (F+d ) for j = 1, . . . , n; details are given in
Section 5.2. Further elaboration of all these ideas will lead us (in Chapter 7 below)
to the state-space realization formulas for the H2
ω,Y(F
+
d )-Bergman-inner family (see
Definition 7.11 to come) representing a given forward-shift-invariant subspace of
H2
ω,Y(F
+
d ).
5.1. Beurling-Lax theorem via McCT-inner multipliers and more
general contractive multipliers
Beurling-Lax representations based on partially isometric multipliers (for the
case of isometric inclusion) or more general contractive multipliers (for the case
of contractive inclusion) appeared first in the work of Arveson [11] and in a more
systematic operator-theoretic framework in McCullough-Trent [66] in the context
of the Drury-Arveson space (the commutative version of H2
µ1
). In this section, we
present noncommutative versions of such representations for shift-invariant sub-
spaces in a weighted Hardy-Fock space H2
ω,Y(F
+
d ) for an admissible weight ω as
in (2.31). We shall in fact prove a more general version for contractively included
(rather than isometrically included) subspaces of H2
ω,Y(F
+
d ) due in the classical
setting to de Branges (see [35]) and appearing in the noncommutative Fock-space
setting (i.e., for n = 1 and ω = µ1) in [20].
Theorem 5.1. A Hilbert space M is such that
(1) M is contractively included in H2
ω,Y(F
+
d ),
(2) M is Sω,R-invariant,
(3) the d-tuple T = (T1, . . . , Td) where Tj = (Sω,R,j |M) for j = 1, . . . , d is a
row contraction
if and only if there is a coefficient Hilbert space U and a contractive multiplier Θ
from H2U (F
+
d ) to H
2
ω,Y(F
+
d ) so that
M =MΘH2U (F+d ) (5.2)
with lifted norm
‖MΘf‖M = ‖Qf‖H2U(F+d ) (5.3)
where Q is the orthogonal projection onto (KerMΘ)
⊥.
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If the subspace M is written more compactly as a pullback space Hp(Π) for an
operator Π on H2
ω,Y(F
+
d ) satisfying 0  Π  I, then conditions (1), (2), (3) in
Theorem 5.1 can be encoded in the set of operator inequalities
0  Π  I, Π−
d∑
j=1
Sω,R,jΠS
∗
ω,R,j  0. (5.4)
Proof. To verify sufficiency, let us suppose that M is of the form (5.2) for a
contractive multiplier Θ with M-norm given by (5.3). Since ‖MΘ‖ ≤ 1, it follows
that for any f ∈ H2U (F+d ),
‖ MΘf‖H2
ω,Y (F
+
d
) = ‖MΘQf‖H2
ω,Y(F
+
d
) ≤ ‖Qf‖H2U(F+d ) = ‖MΘf‖M, (5.5)
i.e., (1) holds. Property (2) follows from intertwining relations
Sω,R,jMΘ =MΘS1,R,j for j = 1, . . . , d.
The latter relations also imply MΘS1,R,j |KerMΘ = 0, which can be written equiva-
lently as QS1,R,j(I −Q) = 0 where Q the orthogonal projection from (5.3). Thus,
QS1,R,j = QS1,R,jQ and S
∗
1,R,jQ = QS
∗
1,R,jQ for j = 1, . . . , d. (5.6)
Furthermore, for every f, g ∈ H2U (F+d ) and j ∈ {1, . . . , d}, we have
〈MΘg, T ∗jMΘf〉M =〈Sω,R,jMΘg, MΘf〉M
=〈MΘS1,R,jg, MΘf〉M
=〈QS1,R,jg, f〉H2U (F+d )
=〈QS1,R,jQg, f〉H2U (F+d )
=〈Qg, S∗1,R,jQf〉H2U (F+d ) = 〈MΘg, MΘS
∗
1,R,jQf〉M,
which implies that T ∗j : MΘf 7→ MΘS∗1,R,jQf . Iterating the latter formula and
making use of relations (5.6) we get
T∗α : MΘf 7→MΘ(S∗1,R)αQf for α ∈ F+d . (5.7)
It then follows that, for f ∈ H2U(F+d ),
d∑
j=1
‖T ∗jMΘf‖2M =
d∑
j=1
‖MΘS∗1,R,jQf‖2M
=
d∑
j=1
‖QS∗1,R,jQf‖2H2U(F+d )
≤
d∑
j=1
‖S∗1,R,jQf‖2H2U(F+d ) ≤ ‖Qf‖
2
H2U(F
+
d
)
= ‖MΘf‖2M (5.8)
(inequalities above hold since Q is a projection and (S1,R) is a row contraction)
which shows that T is a row contraction. This completes the proof of sufficiency.
Suppose now that the Hilbert space M satisfies conditions (1), (2), (3) in
the statement of the theorem. By Theorem 3.4 it follows that M is a NFRKHS
(noncommutative formal reproducing kernel Hilbert space) in its own right. As
M ⊂ H2
ω,Y(F
+
d ), the elements of M are formal power series of the form f(z) =∑
α∈F+
d
fαz
α with fα ∈ Y.
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Thus M is a NFRKHS which is invariant under the right coordinate mul-
tipliers Tj = Sω,R,j |M (1 ≤ j ≤ d) by assumption (2) and moreover, the tu-
ple T = (T1, . . . , Td) is a row contraction, by assumption (3). We are therefore
in a position to apply Proposition 2.8 to conclude that the reproducing kernel
kM(z, ζ) ∈ L(Y)〈〈z, ζ〉〉 for M has a factorization
kM(z, ζ) = G(z)(knc,Sz(z, ζ)⊗ IU )G(ζ)∗
for some coefficient Hilbert space U and some power series G(z) ∈ L(U ,Y)〈〈z〉〉.
Item (2) in Proposition 3.2 now tells us that G is a coisometric multiplier from
H2U(F
+
d ) ontoM. Let us set Θ = G but consider Θ as a multiplier fromH2U (F+d ) into
H2
ω,Y(F
+
d ). Then MΘ = ιMG where ι : M→ H2ω,Y(F+d ) is the inclusion map. Since
M is contained in H2
ω,Y(F
+
d ) contractively, ‖ι‖ ≤ 1 and hence ‖MΘ‖ ≤ 1, i.e., Θ is a
contractive multiplier from H2U (F
+
d ) to H
2
ω,Y(F
+
d ). Moreover, as MGH
2
U (F
+
d ) =M,
it is still the case that MΘH
2
U (F
+
d ) = M. The fact that MG : H2U (F+d ) → M is a
coisometry can be interpreted as saying that theM-norm is given by the lifted-norm
criterion (5.3).
We now suppose that the subspaceM is presented as the pullback space Hp(Π)
for some operator Π on H2
ω,Y(F
+
d ) satisfying conditions (5.4). The first condition
in (5.4) then implies that M = Hp(Π) is contractively included in H2
ω,Y(F
+
d ). By
the Douglas lemma [44], the second condition (5.4) implies that there is a row
contraction X = (X1, . . . , Xd) on H
2
ω,Y(F
+
d ) so that
Sω,R,jΠ
1
2 = Π
1
2Xj for j = 1, . . . , d. (5.9)
In particular it follows that Hp(Π) = RanΠ 12 is invariant under the tuple Sω,R.
Furthermore we may redo the computations leading up to (5.6) and (5.7) for the
present context as follows. From (5.9) we have Π
1
2Xj |KerΠ = 0 which can be
written as QXj(I − Q) = 0, where Q = P(KerΠ)⊥ . Thus, QXj = QXjQ and then
for Tj = Sω,R,j |Hp(Π) and f, g ∈ H2ω,Y(F+d ), we have (again due to (5.9))
〈Π 12 g, T ∗j Π
1
2 f〉Hp(Π) = 〈Sω,R,jΠ 12 g, Π 12 f〉Hp(Π)
= 〈P 12Xjg, P 12 f〉Hp(Π)
= 〈QXjg, f〉H2
ω,Y (F
+
d
)
= 〈QXjQg, f〉H2
ω,Y(F
+
d
)
= 〈Qg,X∗jQf〉H2
ω,Y(F
+
d
) = 〈Π
1
2 g,Π
1
2X∗jQf〉Hp(Π)
from which we conclude that T ∗j Π
1
2 f = Π
1
2X∗jQf . Hence the computations as in
the derivation of (5.8) adapt to the present context as follows: for f ∈ H2
ω,Y(F+
d
)
,
we have
d∑
j=1
‖T ∗j Π
1
2 f‖2Hp(Π) =
d∑
j=1
‖Π 12X∗jQf‖Hp(Π)
=
d∑
j=1
‖QX∗jQf‖2H2
ω,Y(F
+
d
)
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≤
d∑
j=1
‖X∗jQf‖2H2
ω,Y(F
+
d
)
≤ ‖Qf‖2
H2
ω,Y(F
+
d
)
= ‖Π 12 f‖2Hp(Π).
We conclude that T = (T1, . . . , Tj) is indeed a row contraction. The converse
assertion (that T being a row contraction implies the last inequality in (5.4)) follows
by reversing the argument. 
We next address the uniqueness issue of a representer Θ for a Sω,n-invariant
subspaceM in Theorem 5.1.
Proposition 5.2. The power series Θ′ ∈ L(U ′,Y)〈〈z〉〉 is another representer
for a Sω,n-invariant subspace M as in Theorem 5.1 if and only if
ΘβΘ
∗
α = Θ
′
βΘ
′∗
β for all β ∈ F+d , (5.10)
or equivalently, if and only if there is a partial isometry U : U → U ′ such that
Θ′(z)U = Θ(z),
∨
α∈F+
d
RanΘ∗α ⊂ (KerU)⊥,
∨
α∈F+
d
RanΘ′∗α ⊂ RanU. (5.11)
Proof. If Θ and Θ′ are both Beurling-Lax representers forM as in Theorem
5.1, then we can compute the kernel function KM(z, ζ) for M in two ways:
KM(z, ζ) = Θ(z) (knc, Sz(z, ζ)IU )Θ(ζ)∗ = Θ(′z) (knc, Sz(z, ζ)IU ) Θ′(ζ)∗.
If we apply the transformation X 7→ X −∑dj=1 ζjXzj to both sides of the last
equality, we get simply Θ(z)Θ(ζ)∗ = Θ′(z)Θ′(ζ)∗ which, upon equating coefficients
of zαζ
β⊤
, implies equalities (5.10). Hence there is a unitary map
U0 : R → R′, where R =
∨
β∈F+
d
RanΘ∗β, R′ =
∨
β∈F+
d
RanΘ′∗β
so that Θ∗βy = U
∗
0Θ
′∗
β y for all β ∈ F+d , y ∈ Y. Let U : U → U ′ be any partially
isometric extension of U0. Then U meets the last two conditions in (5.11). From
Θ′αu = Θ
′
αu0 = Θα for all α ∈ F+d
we see that Θ′(z)U = Θ(z), i.e., the first condition in (5.11) holds as well.
Conversely, if U : U → U ′ is a partial isometry satisfying all of (5.11), one can
work back to (5.10) and conclude that M = Θ · H2U(F+d ) and M′ = Θ′ ·H2U (F+d ),
both considered with lifted norm as contractively included subspaces of H2
ω,Y(F
+
d ),
have the same kernel function KM(z, ζ) = KM′(z, ζ) and hence M = M′. The
latter uniqueness criterion has been stated with only the first condition in (5.11)
as a necessary condition for Θ and Θ′ to be representers of the same contractively
included subspace M (see [66, Theorem 4.1] and [29, Corollary 4.4]). 
The special case of Theorem 5.1 whereM is isometrically contained inH2
ω,Y(F
+
d )
is of particular interest.
Theorem 5.3. A Hilbert spaceM is isometrically included in H2
ω,Y(F
+
d ) and is
Sω,R-invariant if and only if there is a Hilbert space U and a McCT-inner multiplier
Θ from H2U (F
+
d ) to H
2
ω,Y(F
+
d ) so that
M = Θ ·H2U (F+d ). (5.12)
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Proof. The ”if” direction is immediate. To get the ”only if” part as a conse-
quence of Theorem 5.1, let us show that condition (3) in Theorem 5.1 is automatic
if a Sω,R-invariant subspace M is isometrically included in H2ω,Y(F+d ). Indeed, if
this is the case, then
T ∗j = (Sω,R,j|M)∗ = PMS∗ω,R,j|M for j = 1, . . . , d,
and therefore, we have
d∑
j=1
‖T ∗j f‖2M =
d∑
j=1
‖PM(Sω,R,j)∗f‖2H2
ω,Y(F
+
d
)
≤
d∑
j=1
‖(Sω,R,j)∗f‖2H2
ω,Y (F
+
d
)
≤ ‖f‖2
H2
ω,Y(F
+
d
)
which confirms that condition (3) in the statement of Theorem 5.1 holds and we
indeed have (5.12). Furthermore, the fact that the operator MG in the proof of
Theorem 5.1 is a coisometry translates to MΘ is a partial isometry, i.e., Θ is a
McCT-inner multiplier from H2U(F
+
d ) to H
2
ω,Y(F
+
d ). 
Remark 5.4. Let us consider the special case of Theorem 5.3 where ω = µ1
so H2
ω,Y(F
+
d ) is equal to the Hardy-Fock space H
2
Y(F
+
d ) as in Section 1.3. Then
Theorem 5.3 gives the existence of a McCT-inner multiplier from some H2U(F
+
d ) to
H2Y(F
+
d ) to represent a closed S1,R invariant subspace. However it is known that
in this case one can implement such a representation via a strictly inner multiplier
(see [81] and also [20, Theorem 2.14] and [21, Theorems 5.1 and 5.2] for later
proofs from other points of view). We note here that this finer result also follows
easily from Theorem 5.3 if we recall Remark 3.11 to the effect that any McCT-
inner multiplier Θ between Hardy-Fock spaces decomposes as Θ =
[
Θsi 0
]
with
respect to an appropriate decomposition U = [ UsiU0 ] of the input space. Replacing
the McCT-inner Θ with the strictly inner Θsi generates the same shift-invariant
subspaceM = Θ ·H2U (F+d ) = Θsi ·H2U0(F+d ).
We now present an explicit formula for the Beurling-Lax representer for at least
a class of shift-invariant subspacesM contained only contractively in H2
ω,Y(F
+
d ) for
the case where the weight sequence ω is strictly decreasing. In this case we can
define the associated weight sequence γ as in (3.36). If an output pair (C,A) is
ω-output stable, it is also γ-output stable, since γ−1j < ω
−1
j for all j ≥ 1 (by (3.36))
and therefore,
Gγ,C,A =
∑
α∈F+
d
γ−1|α|A
∗α⊤C∗CAα 
∑
α∈F+
d
ω−1|α|A
∗α⊤C∗CAα = Gω,C,A.
It is readily seen from the above power series representations that the gramians
Gω,C,A and Gγ,C,A satisfy the Stein equation
Gω,C,A −
d∑
j=1
A∗jGω,C,AAj = Gγ,C,A. (5.13)
Alternatively, we can apply the BA calculus to the identity
(1 − λ)Rω(λ) = Rγ(λ) (5.14)
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and then apply the resulting operator equality to the operator C∗C. Another
consequence of (5.14) which we shall have several occasions to use is the identity
Rω(Z(z)A)(I − Z(z)A) = Rγ(Z(z)A). (5.15)
We next recall the space ℓ2Y(F
+
d ) defined in (3.33) and the formal power seriesΨω(z)
(as well as Ψγ(z)) defined by (3.34) which implement the factorizations
kω(z, ζ) = Ψω(z)Ψω(ζ)
∗ = Ψγ(z)
(
knc,Sz(z, ζ)Iℓ2(F+
d
)
)
Ψγ(ζ)
∗. (5.16)
Let us also introduce a normalized time-domain version of the γ-observability op-
erator Ôγ,C,A : X → ℓ2Y(F+d ) defined by
Ôγ,C,A : x 7→ {γ−
1
2
|α| CA
αx}α∈F+
d
.
The equality ‖Ôγ,C,Ax‖2ℓ2Y(F+d ) = 〈Gγ,C,Ax, x〉X holds for all x ∈ X and justifies the
factorization
Gγ,C,A = Ô∗γ,C,AÔγ,C,A. (5.17)
Yet another easily verified useful identity is
Ψγ(z)Ôγ,C,A = CRγ(Z(z)A) = CRω(Z(z)A)(I − Z(z)A). (5.18)
Theorem 5.5. Suppose that the admissible weight sequence ω is strictly de-
creasing.
(1) Let M be a Hilbert space contractively included in H2
ω,Y(F
+
d ). Assume
that the Brangesian complement M[⊥] (defined as in Section 3.1.1) satisfies the
hypotheses of part (4) Theorem 4.33 and hence has a representation as
M[⊥] = RanOω,C,A
for some ω-contractive output pair (C,A). Let us impose the additional hypothesis
that (C,A) satisfies the inequality
d∑
j=1
A∗j (I − Gω,C,A)Aj  I − Gω,C,A. (5.19)
Then the related inequality[
A∗ Ô∗
γ,C,A
] [ A
Ôγ,C,A
]
 IX . (5.20)
holds and as a consequence of the observation (3.16) we can choose a solution[
B
D
]
=
[
B
colα∈F+
d
[Dα]
]
: U →
[ X d
ℓ2Y(F
+
d )
]
(5.21)
of the Cholesky factorization problem[
B
D
] [
B∗ D∗
]
=
[
IX d 0
0 Iℓ2Y (F
+
d
)
]
−
[
A
Ôγ,C,A
] [
A∗ Ô∗
γ,C,A
]
. (5.22)
Define formal power series
D(z) =
∑
α∈F+
d
γ
− 12
|α| Dαz
α and Θ(z) = D(z) + CRω(Z(z)A)Z(z)B. (5.23)
Then Θ is a Beurling-Lax representer for M, i.e., Θ is a contractive multiplier
from H2U (F
+
d ) to H
2
ω,Y(F
+
d ) such that M = Θ ·H2U(F+d ).
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(2) Suppose that M is isometrically included subspace of H2
ω,Y(F
+
d ) which
is Sω,R-invariant with S
∗
ω,R-invariant orthogonal complement M⊥ represented as
M⊥ = RanOω,C,A for a ω-isometric pair (C,A) with A being ω-strongly stable
as in Theorem 4.36. Then the additional hypothesis (5.19) is automatic and a
McCT-inner Beurling-Lax representer Θ for M can be constructed explicitly via
the procedure given by (5.21), (5.22), (5.23).
Proof. To see that (5.19) implies (5.20), rewrite (5.19) as
A∗A+
(Gω,C,A − d∑
j=1
A∗jGω,C,AAj
)  I
which easily converts into (5.20) upon noting (5.13) and (5.17).
To verify part (1), i.e., to show that Θ (5.23) is a Beurling-Lax representer for
M, by Theorem 3.4, it suffices to show that M has kernel function KM given by
KM(z, ζ) = Θ(z)(knc,Sz(z, ζ)IU )Θ(ζ)∗.
and furthermore, that the kernel function for the Brangesian complement M[⊥] of
M as a subspace of H2
ω,Y(F
+
d ) is given by
K
[⊥]
M (z, ζ) = kω(z, ζ)IY −KM(z, ζ).
On the other hand, by part (4) of Theorem 4.33 we know that the kernel function
for the Brangesian complement M[⊥] is given by
KM[⊥](z, ζ) = CRω(Z(z)A)Rω(Z(ζ)A)
∗C∗.
Thus, to show that Θ is a Beurling-Lax representer forM it suffices to demonstrate
the kernel decomposition
kω(z, ζ)IY −Θ(z)(knc,Sz(z, ζ)IU )Θ(ζ)∗ = CRω(Z(z)A)Rω(Z(ζ)A)∗C∗. (5.24)
To simplify notation let us set C0 = Ôγ,C,A. With [BD ] constructed as in (5.22) we
set
Θ0(z) = D + C0(I − Z(z)A)−1Z(z)B.
Then as a consequence of Theorem 3.8 (specifically the identity (3.20)), we have
the kernel decomposition
knc,Sz(z, ζ)Iℓ2Y (F
+
d
) −Θ0(z)(knc,Sz(z, ζ)IU )Θ0(ζ)∗
= C0(I − Z(z)A)−1(I −A∗Z(ζ)∗)−1C∗0 . (5.25)
Next we verify that the formula
Θ(z) = Ψγ(z)Θ0(z). (5.26)
defines the same power series Θ as in (5.23). Indeed, Ψγ(z)D = D(z), by the
formula (3.34) for Ψγ(z), and on the other hand,
Ψγ(z)C0 = Ψγ(z)Ôγ,C,A = CRγ(Z(z)A),
by (5.18). With these two latter substitutions combined with (5.15) we have
Θ(z) = D(z) + CRγ(Z(z)A)(I − Z(z)A)−1Z(z)B
= D(z) + CRω(Z(z)A)Z(z)B
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in agreement with (5.23). Then also
knc,ω(z, ζ)IY −Θ(z)(knc,Sz(z, ζ)IU )Θ(ζ)∗
= Ψγ(z)
(
knc,Sz(z, ζ)Iℓ2Y(F
+
d
) −Θ0(z)(knc,Sz(z, ζ)IU )Θ0(ζ)∗
)
Ψγ(ζ)
∗
(by (5.16) and (5.26))
= Ψγ(z)C0(I − Z(z)A)−1(I −A∗Z(ζ)∗)−1C∗0Ψγ(ζ)∗ (by (5.25))
= CRγ(Z(z)A)(I − Z(z)A)−1(I −A∗Z(ζ)∗)−1Rγ(Z(ζ)A)∗C∗
= CRω(Z(z)A)Rω(Z(ζ)A)
∗C∗ (by (5.15))
and (5.24) follows. This completes the verification of part (1).
With regard to part (2), since M is isometrically contained in H2
ω,Y(F
+
d ), the
Brangesian complement is just the standard Hilbert-space orthogonal complement
M⊥. As M is Sω,R-invariant, then orthogonal complement M⊥ is S∗ω,R-invariant
and we may use Theorem 4.36 to represent M⊥ as RanOC,A with (C,A) a ω-
isometric pair with in addition A strongly ω-stable. Furthermore in this case
the observability operator Oω,C,A is isometric, the observability gramian Gω,C,A is
equal to the identity IX , and the additional hypothesis (5.19) is valid in the trivial
form 0  0. Hence condition (5.20) holds with equality and the procedure given in
part (1) constructs the McCT-inner Beurling-Lax representer for M. 
Remark 5.6. Let us observe that the Stein equation (5.13) can be equivalently
rewritten as[
A∗ (O˜γ,C,A)∗
] [Gω,C,A ⊗ Id 0
0 Iℓ2Y (F
+
d
)
] [
A
O˜γ,C,A
]
= Gω,C,A.
Then the same calculations as in the derivation of the kernel decomposition (5.24)
in the proof of Theorem 5.5 leads to the construction of a formal power series Θ(z)
so that
kω(z, ζ)IY −Θ(z)(knc,Sz(z, ζ)IU )Θ(ζ)∗ = CRω(Z(z)A)G−1ω,C,ARω(Z(ζ)A)∗C∗.
This kernel decomposition however appears to have no application to proving results
about Beurling-Lax representations (unless of course Gω,C,A = IX ).
Remark 5.7. Note that ifM is a contractively-included subspace of H2
ω,Y(F
+
d )
such that its Brangesian complement satisfies the hypotheses of item (4) in Theorem
4.33, it follows that M satisfies conditions (2) and (3) in Theorem 5.1, i.e., M is
Sω,R-invariant and (Sω,R|M)∗ is a row contraction. In general it need not be
the case (unlike the classical case for d = 1) that M contractively included in
H2
ω,Y(F
+
d ) and invariant for Sω,R implies thatM[⊥] is S∗ω,R-invariant (unlessM is
isometrically contained in H2
ω,Y(F
+
d )); see e.g., the end of the report [16].
There is a more flexible Beurling-Lax representation theorem in the same spirit
but which appears to require an additional hypothesis (see Remark 5.9 below).
Theorem 5.8. Let ω and ω′ be two admissible weights satisfying condition
(4.7). Then a Hilbert space M is such that
(1) M is contractively included in H2
ω,Y(F
+
d ),
(2) M is Sω,R-invariant,
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(3) the d-tuple A = (A1, . . . , Ad) where Aj = (Sω,R,j|M)∗ for j = 1, . . . , d,
is a strongly ω′-stable ω′-hypercontraction
if and only if there is a coefficient Hilbert space U and a contractive multiplier Θ
from H2
ω′,U(F
+
d ) to H
2
ω,Y(F
+
d ) so that
M =MΘH2ω′,U(F+d ) with lifted norm ‖MΘf‖M = ‖Qf‖H2
ω′,U
(F+
d
), (5.27)
where Q is the orthogonal projection onto (KerMΘ)
⊥.
Moreover, if it is the case that M is isometrically contained in H2
ω,Y(F
+
d ), then
Θ can be taken to be a McCT-inner multiplier from H2
ω′,U (F
+
d ) to H
2
ω,Y(F
+
d ).
Proof. Sufficiency: Suppose that M is of the form (5.27) for a contractive
multiplier from H2
ω′,U(F
+
d ) to H
2
ω,Y(F
+
d ). The inequality (5.5) takes the form
‖MΘf‖H2
ω,Y (F
+
d
) ≤ ‖Qf‖H2
ω′,U
(F+
d
) ≤ ‖MΘf‖M
and hence (1) holds. Next, relations (5.6) take the form
QSω′,R,j = QSω′,R,jQ, S
∗
ω′,R,jQ = QS
∗
ω′,R,jQ for j = 1, . . . , d, (5.28)
and mimicking the succeeding computation (with Tj, Sω′,R,j andH
2
ω′,U(F
+
d ) instead
of T ∗j , S1,R,j and H
2
ω′,U (F
+
d ), respectively) we get a more explicit formula for Aj =
(Sω,R,j |M)∗:
Aj : MΘf 7→MΘS∗ω′,R,jQf for j = 1, . . . , d. (5.29)
Making use of the same substitutions as in computation (5.8) we conclude that A∗
is a row contraction, i.e., that the tuple A is contractive in the sense of (4.55).
Iterating the formula (5.29) gives, on account of relations (5.28),
Aα : MΘf 7→MΘ(S∗ω′,R)αQf for α ∈ F+d .
Combining the latter with the definition of the lifted norm (5.3), we get
‖AαΘf‖M = ‖S∗αω′,RQf‖H2
ω′,U
(F+
d
) for α ∈ F+d .
Making use of all these relations along with the definitions (4.15), (4.16), we get
〈(Γω′,A[IM])Θf, Θf〉M =
〈(
Γω′,S∗
ω′,R
[IH2
ω′,U
(F+
d
)]
)
Qf, Qf
〉
H2
ω′,U
(F+
d
)
,〈
(Γ
(k)
ω′,A[IM])Θf, Θf
〉
M =
〈(
Γ
(k)
ω′,S∗
ω′,R
[IH2
ω′,U
(F+
d
)]
)
Qf, Qf
〉
H2
ω′,U
(F+
d
)
for k = 1, 2, . . . , and also∑
α∈F+
d
:|α|=k
〈
A∗α
⊤
Γ
(k)
ω′,A[IM]A
αΘf, Θf
〉
M
=
∑
α∈F+
d
:|α|=k
〈
Γ
(k)
ω′,A[IM]A
αΘf, ]AαΘf
〉
M
=
∑
α∈F+
d
:|α|=k
〈
Γ
(k)
ω′,A[IM]ΘS
∗α
ω′,RQf, ΘS
∗α
ω′,RQf
〉
M
=
∑
α∈F+
d
:|α|=k
〈(
Γ
(k)
ω′,S∗
ω′,R
[IH2
ω′,U
(F+
d
)]
)
QS∗α
ω′,RQf, QS
∗α
ω,RQf
〉
H2
ω′,U
(F+
d
)
=
∑
α∈F+
d
:|α|=k
〈
Sα
⊤
ω′,R
(
Γ
(k)
ω′,S∗
ω′,R
[IH2
ω′,U
(F+
d
)]
)
S∗α
ω′,RQf, Qf
〉
H2
ω′,U
(F+
d
)
.
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Since S∗
ω′,R is an ω
′-strongly stable ω′-hypercontraction on H2
ω′,Y(F
+
d ) (by Propo-
sition 4.24), we conclude from the latter computations that
〈(Γω′,A[IM])Θf, Θf〉M ≥ 0,
〈
(Γ
(k)
ω′,A[IM])Θf, Θf
〉
M ≥ 0
for all f ∈ H2
ω′,U(F
+
d ) and all k ≥ 1, and that moreover,
lim
k→∞
∑
α∈F+
d
:|α|=k
〈
A∗α
⊤
Γ
(k)
ω′,A[IM]A
αΘf, Θf
〉
M = 0.
We conclude that A is an ω′-strongly stable ω′-hypercontraction onM and thereby
complete the verification of condition (3). The verification of conditions (1) and
(2) proceeds as in the proof of sufficiency in Theorem 5.1.
Necessity. Suppose that M is a subspace of H2
ω,Y(F
+
d ) satisfying conditions
(1), (2), (3). By condition (3), the operator Γω′,A[IM] is positive semidefinite.
Define C : M → U := Ran(Γω′,A[IM])1/2 so that C∗C = Γω′,A[IM]. Then
the pair (C,A) is a ω′-isometric output pair, and the ω′-observability operator
Oω′,C,A : M → H2ω′,U(F+d ) is isometric (by part (2) in Lemma 4.10) and satisfies
the intertwining condition
S∗
ω′,R,jOω′,C,A = Oω′,C,AAj for j = 1, . . . , d.
Taking adjoints then gives
O∗
ω′,C,ASω′,R,j = A
∗
jO∗ω′,C,A for j = 1, . . . , d.
The inclusion map ι : M→ H2
ω,Y(F
+
d ) is a contraction due to condition (1). Due to
condition (2) and the definition of Aj , we also have ι ◦A∗j = Sω,R,j ◦ ι. Therefore,
the operator
X = ι ◦ O∗
ω′,C,A : H
2
ω′,U(F
+
d )→ H2ω,Y(F+d )
is contractive (as ι is a contraction and Oω′,C,A is an isometry) and satisfies the
intertwining relations
XSω′,R,j = ι ◦ O∗ω′,C,ASω′,R,j = ι ◦A∗jO∗ω′,C,A = Sω,R,j ◦ ι ◦ O∗ω′,C,A = Sω,R,jX
for j = 1, . . . , d. By Proposition 3.22 there is a contractive multiplier Θ from
H2
ω′,U(F
+
d ) to H
2
ω,Y(F
+
d ) so that X = MΘ. In case M is isometrically included in
H2
ω,Y(F
+
d ), one can verify that MΘ is a partial isometry so that Θ is McCT-inner
just as in the proof of Theorem 5.1. 
Remark 5.9. Note that the situation in Theorem 5.1 is the special case of
Theorem 5.8 where in Theorem 5.8 one specializes ω′ to be µ1 (i.e., ω
′
j = 1 for all
j ≥ 0). The results differ somewhat in that in Theorem 5.1 it was not necessary
to assume that A is ω′-strongly stable, or equivalently for the case ω′ = µ1 as a
consequence of Remark 4.42, A is strongly stable in the usual sense. On the other
hand, the proof of sufficiency in Theorem 5.8 shows that in the end necessarily A is
strongly stable after all. In summary we can say that specializing Theorem 5.8 to
the case ω′ = µ1 leads us to the weaker version of Theorem 5.1 where one adds to
hypothesis (3) the (in the end unneeded) additional hypothesis that T∗ is strongly
stable.
An observation concerning Theorem 5.3 versus the isometric-inclusion version of
5.8 is the following. WhenM is contained in H2
ω,Y(F
+
d ) isometrically and ω
′ = µ1,
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it is automatic that A is a ω′-contraction; for the case of a general ω′ this is not
the case in general (see [14, Remark 7.6]).
Finally let us note that the classical de Branges result in [36] amounts to the
case d = 1, ω = µ1 in Theorem 5.1.
5.2. Representations with model space of the form
⊕n
j=1Aj,Uj (F+d )
A Beurling-Lax representation as in Theorem 5.8 lacks the precision of the
classical version in several respects: (1) the operator MG is only a partial isom-
etry rather than an isometry (the distinction between McCT-inner and strictly
inner) with the consequence that in general MG has a huge kernel, and (2) the
input coefficient space U is almost always infinite dimensional. For the case of
standard weighted Bergman-Fock spaces we will give a more structured version of
the Beurling-Lax theorem which should carry more information about the Sn,R-
invariant subspaceM of An,Y(F+d ), at least under a strong additional assumption;
we leave as an open question whether a version of the following result still holds
without imposition of this extra assumption. The extra assumption on the Sn,R-
invariant subspace M of An,Y(F+d ) is the following:
• The output pair (C,A) with C = E|M⊥ andA = (Sn,R,1|M⊥ , . . . , Sn,R,d|M⊥)
is exactly observable, i.e.,
G1,C,A :=
∑
α∈F+
d
A∗α
⊤
C∗CAα ≻ 0 (strictly positive definite). (5.30)
Since Gk,C,A  G1,C,A for all k > 1 (see the proof of Proposition 4.16), the assump-
tion (5.30) implies that Gk,C,A is strictly positive definite for all k ≥ 1.
Theorem 5.10. Let M be a closed Sn,R-invariant subspace of An,Y(F+d ) sat-
isfying the assumption (5.30). Then there exist Hilbert spaces U1, . . . ,Ud and a
McCT-inner multiplier F (z) =
[
F1(z) · · · Fn(z)
]
from
n⊕
j=1
Aj,Uj (F+d ) to An,Y(F+d )
so that M =MF
( n⊕
j=1
Aj,Uj (F+d )
)
.
Proof. We start as at the beginning of Chapter 5 by representing M as
(RanOn,C,A)⊥ for some n-isometric pair (C,A) with A strongly stable, but with
the additional assumption (5.30) imposed.
By Proposition 3.3, it suffices to produce coefficient Hilbert spaces U1, . . . ,Un
and power series Fj in L(Uj ,Y)〈〈z〉〉 so that
kM(z, ζ) =
n∑
j=1
Fj(z)knc,j(z, ζ)Fj(ζ)
∗, (5.31)
where kM is given in (5.1) and where knc,j(z, ζ) is the noncommutative Bergman
kernel defined in (2.16). The construction proceeds via an iterated application of
Theorem 3.8.
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We first construct inner multipliers Ψj(z) (j = 1, . . . , n) between Fock spaces
as follows. For j = 1 we use the identity
G1,C,A −
d∑
j=1
A∗jG1,C,AAj = C∗C
(i.e., the identity (4.47) for k = 1) and find
[
B1
D1
]
: Un →
[
X d
Y
]
such that[
B1
D1
] [
B∗1 D
∗
1
]
=
[
IX d 0
0 IY
]
−
[
A
C
]
G−11,C,A
[
A∗ C∗
]
.
By Theorem 3.8, the power series
Ψ1(z) = D1 + C(I − Z(z)A)−1Z(z)B1 (5.32)
is a strictly inner multiplier from H2Un(F
+
d ) to H
2
Y(F
+
d ) and
knc,Sz(z, ζ)IY −Ψ1(z)knc,Sz(z, ζ)Ψ1(ζ)∗
= C(I − Z(z)A)−1G−11,C,A(I −A∗Z(ζ)∗)−1C∗. (5.33)
For j = 2, . . . , n we do a similar construction based on the identity (see (4.47))
Gj,C,A −
d∑
ℓ=1
A∗ℓGj,C,AAℓ = Gj−1,C,A (j = 2, . . . , n).
We find operators Bj : Un+1−j → X d and Dj : Un+1−j → Y so that[
A Bj
G 12j−1,C,A Dj
][G−1j,C,A 0
0 IUn+1−j
][
A∗ G 12j−1,C,A
B∗j D
∗
j
]
=
[G−1j,C,A ⊗ Id 0
0 IY
]
and [
A∗ G 12j−1,C,A
B∗j D
∗
j
] [Gj,C,A ⊗ Id 0
0 IY
][
A Bj
G 12j−1,C,A Dj
]
=
[Gj,C,A 0
0 IUn+1−j
]
.
(5.34)
In fact, we claim that the latter equalities determine Bj and Dj uniquely up to a
common isometric factor Wj : Un+1−j → X d on the right:
Bj = (G−1j,C,A ⊗ Id −AG−1j,C,AA∗)
1
2Wj , W
∗
j Wj = IUn+1−j , (5.35)
Dj = −G−
1
2
j−1,C,AA
∗(Gj,C,A ⊗ Id)Bj . (5.36)
To verify this claim, first note that comparison of (1,2)-block entries in (5.34) yields
(5.36). Equating the bottom corner blocks in (5.34) then gives
B∗j (Gj,C,A ⊗ Id)Bj +D∗jDj = IUn+1−j ,
which in view of (5.36) can be written as
B∗j
(
Gj,C,A ⊗ Id + (Gj,C,A ⊗ Id)AG−1j−1,C,AA∗(Gj,C,A ⊗ Id)
)
Bj = IUn+1−j . (5.37)
We claim that (5.37) can be simplified to
B∗j
(
G−1j,C,A ⊗ Id −AG−1j,C,AA∗
)−1
Bj = IUn+1−j , (5.38)
from which (5.35) will then follow.
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To see this latter claim, we may use the operator-valued version of the Sherman-
Morrison formula: given any strictly positive definite 2 × 2-block operator matrix[
X Y
Y ∗ Z
]
with X and Z invertible, then the Schur complement Z − Y ∗X−1Y is
invertible if and only if the other Schur complement X−Y Z−1Y ∗ is invertible, and
then their inverses are connected via the Sherman-Morrison formula (see e.g. [56]):
(Z − Y ∗X−1Y )−1 = Z−1 + Z−1Y ∗(X − Y Z−1Y ∗)−1Y Z−1. (5.39)
We apply the identity (5.39) to the case where[
X Y
Y ∗ Z
]
=
[Gj,C,A A∗
A G−1j,C,A ⊗ Id
]
to conclude that(G−1j,C,A ⊗ Id −AG−1j,C,AA∗)−1 = Gj,C,A ⊗ Id + (Gj,C,A ⊗ Id)A∆−1A∗(Gj,C,A ⊗ Id)
(5.40)
where
∆ = Gj,C,A −A∗(Gj,C,A ⊗ Id)A.
However, a consequence of the (1,1)-entry of the identity (5.34) is that ∆ = Gj−1,C,A
which is invertible as a consequence of assumption (5.30). Substituting this expres-
sion for ∆ into (5.40) gives us the equivalence between (5.37) and (5.38), and hence
also the verification of (5.35), as desired.
We now define the power series
Ψj(z) = Dj + G
1
2
j−1,C,A(I − Z(z)A)−1Z(z)Bj (5.41)
for j = 2, . . . , n, which are strictly inner multipliers from H2Un−j+1(F
+
d ) to H
2
X (F
+
d )
and satisfy the identities
knc,Sz(z, ζ)IY −Ψj(z)knc,Sz(z, ζ)Ψj(ζ)∗
= G 12j−1,C,A(I − Z(z)A)−1G−1j,C,A(I −A∗Z(ζ)∗)−1G
1
2
j−1,C,A. (5.42)
We finally define the series Fℓ ∈ L(Uℓ,Y)〈〈z〉〉 via formulas
Fℓ(z) = C(I − Z(z)A)−(n−ℓ)G−
1
2
n−ℓ,C,AΨn+1−ℓ(z) for ℓ = 1, 2, . . . , n− 1,
Fn(z) = Ψ1(z) = D1 + C(I − Z(z)A)−1Z(z)B1, (5.43)
and claim that this choice of F1, . . . , Fn satisfies (5.31) (with coefficient spaces
Uj = X for j = 1, . . . , n− 1). Indeed, substituting equality (5.42) (for j = n) into
the formula (5.1) for kM and then making use of formula (5.43) for F1, we have
kM(z, ζ) = knc,n(z, ζ)IY − C(I − Z(z)A)−n+1G−
1
2
n−1,C,A
· [knc,Sz(z, ζ)IX −Ψn(z)knc,Sz(z, ζ)Ψn(ζ)∗]
· G− 12n−1,C,A(I −A∗Z(ζ)∗)−n+1C∗
= knc,n(z, ζ)IY + F1(z)knc,Sz(z, ζ)F1(ζ)∗ (5.44)
− C(I − Z(z)A)−n+1G−1n−1,C,Aknc,Sz(z, ζ)(I −A∗Z(ζ)∗)−n+1C∗.
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We next use equality (5.42) (for j = n− 1) and formulas (2.15), (2.16) to get
C(I − Z(z)A)−n+1G−1n−1,C,Aknc,Sz(z, ζ)(I −A∗Z(ζ)∗)−n+1C∗
=
∑
α∈F+
d
ζ
α⊤
C(I − Z(z)A)−n+1G−1n−1,C,A(I −A∗Z(ζ)∗)−n+1C∗zα
=
∑
α∈F+
d
ζ
α⊤
C(I − Z(z)A)−n+2G− 12n−2,C,A
· [knc,Sz(z, ζ)IX −Ψn−1(z)knc,Sz(z, ζ)Ψn−1(ζ)∗]
· G− 12n−2,C,A(I −A∗Z(ζ)∗)−n+2C∗zα
= C(I − Z(z)A)−n+1G−1n−1,C,Aknc,2(z, ζ)(I −A∗Z(ζ)∗)−n+1C∗
− F2(z)knc,2(z, ζ)F2(ζ)∗.
Substitution of this into (5.44) gives
kM(z, ζ) =knc,n(z, ζ)IY + F1(z)knc,Sz(z, ζ)F1(ζ)∗ + F2(z)knc,2(z, ζ)F2(ζ)∗
− C(I − Z(z)A)−n+2G−1n−2,C,Aknc,2(z, ζ)(I −A∗Z(ζ)∗)−n+2C∗.
One can now use an inductive argument to show that in general,
kM(z, ζ) =knc,n(z, ζ)IY +
k∑
ℓ=1
Fℓ(z)knc,ℓ(z, ζ)Fℓ(ζ)
∗
− C(I − Z(z)A)−n+kG−1n−k,C,Aknc,k(z, ζ)(I −A∗Z(ζ)∗)−n+kC∗ (5.45)
for k = 1, 2, . . . , n− 1. For the final step, we use (5.33) to see that the last term in
(5.45) with k = n− 1 is given by
C(I − Z(z)A)−1G−11,C,Aknc,n−1(z, ζ)(I −A∗Z(ζ)∗)−1C∗
=
∑
α∈F+
d
µ−1n−1,|α|ζ
α⊤
C(I − Z(z)A)−1G−11,C,A(I −A∗Z(ζ)∗)−1C∗zα
=
∑
α∈F+
d
µ−1n−1,|α|ζ
α⊤[
knc,Sz(z, ζ)IY −Ψ1(z)knc,Sz(z, ζ)Ψ1(ζ)∗
]
zα
= knc,n(z, ζ)IY − Fn(z)knc,n(z, ζ)Fn(ζ)∗, (5.46)
where the first equality follows from the formula (2.16), the second one follows from
(5.33) and the last equality follows from (2.18). Plugging (5.46) into the k = n− 1
case of (5.45) leaves us with (5.31) as wanted. 
Remark 5.11. We remark that the entry Fn(z) = Ψ1(z) in (5.32) is a strictly
inner multiplier from H2Un(F
+
d ) to H
2
Y(F
+
d ). Therefore, if n = 1, Theorem 5.10
amounts to Theorem 3.13.
To conclude this section, we present an alternate formula for Ψj (and hence
also for Fℓ) which may prove useful in applications.
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Proposition 5.12. The function Ψj in (5.41) for j = 2, . . . , n can alternatively
be given by
Ψj(z) = G
1
2
j−1,C,A(I − Z(z)A)−1G−1j,C,A(Z(z)−A∗)
× (G−1j,C,A ⊗ Id −AG−1j,C,AA∗)−
1
2Wj . (5.47)
Hence Fℓ(z) can alternatively be given for ℓ = 1, 2, . . . , n− 1 by
Fℓ(z) = C(I − Z(z)A)−(n−ℓ)G−
1
2
n−ℓ,C,AΨn+1−ℓ(z)
= C(I − Z(z)A)−(n+1−ℓ)G−1n+1−ℓ,C,A(Z(z)−A∗)
× (G−1n+1−ℓ,C,A ⊗ Id −AG−1n+1−ℓ,C,AA∗)−
1
2Wn+1−ℓ. (5.48)
Proof. In the proof, we shorten notation Gj,C,A to Gj . We substitute (5.36)
into (5.41) to get
Ψj(z) =− G−
1
2
j−1A
∗(Gj ⊗ Id)Bj + G
1
2
j−1(I − Z(z)A)−1Z(z)Bj
=G 12j−1(I − Z(z)A)−1
[−(I − Z(z)A)G−1j−1A∗(Gj ⊗ Id) + Z(z)]Bj (5.49)
=G 12j−1(I − Z(z)A)−1
[
Z(z)(I +AG−1j−1A∗(Gj ⊗ Id))− G−1j−1A∗(Gj ⊗ Id)
]
Bj .
To further simplify the latter expression, we make use of equality (4.47) in the form
Gj −A∗(Gj ⊗ Id)A = Gj−1.
We first observe that
G−1j A∗(Gj ⊗ Id)
(
I +AG−1j−1A∗(Gj ⊗ Id)
)
= G−1j A∗(Gj ⊗ Id) + G−1j A∗(Gj ⊗ Id)AG−1j−1A∗(Gj ⊗ Id)
= G−1j A∗(Gj ⊗ Id) + G−1j (Gj − Gj−1)G−1j−1A∗(Gj ⊗ Id)
= G−1j−1A∗(Gj ⊗ Id),
which can be written equivalently as
G−1j−1A∗(Gj ⊗ Id)
(
I +AG−1j−1A∗(Gj ⊗ Id)
)−1
= G−1j A∗(Gj ⊗ Id),
and, being combined with (5.49) gives
Ψj(z) =G
1
2
j−1(I − Z(z)A)−1
[
Z(z)− G−1j A∗(Gj ⊗ Id)
]
(I +AG−1j−1A∗(Gj ⊗ Id))Bj
=G 12j−1(I − Z(z)A)−1G−1j (Z(z)−A∗)
× (Gj ⊗ Id + (Gj ⊗ Id)AG−1j−1A∗(Gj ⊗ Id))Bj
=G 12j−1(I − Z(z)A)−1G−1j (Z(z)−A∗)(G−1j ⊗ Id −AG−1j A∗)−1Bj .
Substituting (5.35) into the latter formula implies (5.47). Formula (5.48) is a
straightforward consequence of (5.47). 
CHAPTER 6
Non-orthogonal Beurling-Lax representations
based on wandering subspaces
Nonorthogonal representations of a closed shift-invariant subspace M of An,Y
based on the wandering subspace E = M⊖ SnM appears in [6] (for n = 2) and
[97] (for n = 3). Another version of a non-orthogonal representation of M is that
of Izuchi-Izuchi-Izuchi [63] (see also [39]) is based on the notion of quasi-wandering
subspace Q = PMSn|M⊥ . Fleshing out of this approach for the ω-setting is the
topic of Section 6.1.
With any Sω,R-invariant spaceM isometrically included in H2ω,Y(F+d ), one can
associate the wandering subspace (the notion goes back to [102, 57])
E =M⊖
( d⊕
j=1
Sω,R,jM
)
(6.1)
and the quasi-wandering subspace (introduced more recently in [63])
Q = PM
( d⊕
j=1
Sω,R,jM⊥
)
, (6.2)
where PM denotes the orthogonal projection of H2ω,Y(F
+
d ) onto M and where
M⊥ := H2
ω,Y(F
+
d )⊖M. In the case of the Fock space H2Y(F+d ) (i.e., when ω = µ1)
these two subspaces coincide and moreover,
E = Q = G · U := {Gu : u ∈ U} , (6.3)
where G is a strictly inner multiplier appearing in the Beurling-Lax representation
M = GH2U (F+d ) ofM (see Theorem 3.13). Furthermore, since S1,R,1, . . . , S1,R,d are
isometries (by formula (4.74) with ω = µ1) with mutually orthogonal ranges, the
subspaces Sα1,RM and Sβ1,RM are mutually orthogonal for all α 6= β in F+d which
eventually leads to the Wold-type representation
M =
⊕
α∈F+
d
Sα1,RE =
⊕
α∈F+
d
Sα1,RQ. (6.4)
In the case of a general admissible weight ω, the operators Sω,R,1, . . . , Sω,R,d are
contractions (rather than isometries) with still mutually orthogonal ranges. There-
fore, the formulas (6.1) and (6.2) still make sense although (even in the case of the
Bergman-Fock spaces An,Y(F+d ) for n > 1) they define different subspaces E and Q
of a closed Sω,R-invariant subspace M of H2ω,Y(F+d ).
In general, the quasi-wandering subspace Q and its shifts Sα
ω,RQ are not or-
thogonal to each other. As we will see later, the wandering subspace E is orthogonal
to all its shifts Sα
ω,RE (α 6= ∅). However, it is not true anymore that the subspaces
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Sα
ω,RE and Sβω,RE are orthogonal for α 6= β. Thus, the best one can hope for is
to recover a closed Sω,R-invariant subspace M ⊂ H2ω,Y(F+d ) from its wondering
subspace E or the quasi-wandering subspace Q via the closed linear span of the
respective (not-orthogonal) shifted subspaces Sα
ω,RE and Sαω,RQ. In the rest of this
chapter, we will see to which extent this is the case. A secondary question arising
from representation formulas (6.3) is whether it is possible to represent (isometri-
cally or at least as sets) the subspaces (6.1) and (6.2) in the form E = Θ · U and
Q = F · U for some Hilbert coefficient space U and power series Θ and F , will be
also discussed below.
6.1. Beurling-Lax representations based on quasi-wandering subspaces
Given a closed Sω,R-invariant subspace M of H2ω,Y(F+d ), let (C,A) (with C ∈
L(X ,Y)) be an ω-isometric pair such that M = (RanOω,C,A)⊥. Let us consider
the power series
F (z) = CRω(Z(z)A)(Z(z)−A∗). (6.5)
By (2.38), (2.36), the formula for Fx (x ∈ X d) can be written more explicitly as
F (z)x =
∑
α∈F+
d
d∑
j=1
ω−1|α|CA
αzα(zjxj −A∗jxj) (x =
[
x1
...
xd
]
∈ X d), (6.6)
which also can be equivalently written in terms of operators Oω,C,A and Sω,R,j as
Fx+Oω,C,A
d∑
j=1
A∗jxj =
d∑
j=1
Sω,R,jOω,C,Axj . (6.7)
Due to the intertwining relations (4.105) and since Oω,C,A is an isometry from X
into H2
ω,Y(F
+
d ), we have for any x, xj ∈ X and j = 1, . . . , d,〈
(Sω,R,jOω,C,A −Oω,C,AA∗j )xj , Oω,C,Ax
〉
H2
ω,Y (F
+
d
)
=
〈Oω,C,Axj , S∗ω,R,jOω,C,Ax〉H2
ω,Y (F
+
d
)
− 〈Oω,C,AA∗jxj , Oω,C,Ax〉H2
ω,Y (F
+
d
)
= 〈Oω,C,Axj , Oω,C,AAjx〉H2
ω,Y(F
+
d
) −
〈Oω,C,AA∗jxj , Oω,C,Ax〉H2
ω,Y(F
+
d
)
= 〈xj , Ajx〉X −
〈
A∗jxj , x
〉
X = 0.
The latter equalities imply that the H2
ω,Y(F
+
d )-inner product of the power series
(6.6) against the vector Oω,C,Ax equals zero. Therefore, Fx ⊥ RanOω,C,A =M⊥
for any x ∈ X d, meaning that Fx ∈ M for any x ∈ X d. Therefore, the sum on the
left side of (6.7) is orthogonal in H2
ω,Y(F
+
d )-metric (as the first term belongs to M
and the second is in RanOω,C,A =M⊥). Therefore,
Fx = PM
( d∑
j=1
Sω,R,jOω,C,Axj
)
,
and since the expression in the parentheses presents the generic element of the
direct sum
⊕d
j=1 Sω,R,jM⊥, we conclude from (6.2) that
F (z)X d = PM
( d⊕
j=1
Sω,R,jM⊥
)
= Q (6.8)
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as sets. The following result is the quasi-wandering version of the Beurling-Lax
theorem; the proof is adapted from the commutative versions [63, 39].
Theorem 6.1. Let us assume that the weight ω satisfies conditions (2.31),
(4.7). Let M be a closed Sω,R-invariant subspace of H2ω,Y(F+d ) containing no non-
trivial reducing subspaces for Sω,R i.e., M is such that
M⊃ H2
ω
(F+d )⊗ y (6.9)
for no nonzero vector y ∈ Y. Then
M =
∨
α∈F+
d
Sα
ω,RQ, (6.10)
where Q is the quasi-wandering subspace of M defined as in (6.2).
Proof. By definition (6.2), Q ⊂ M. Since M is a closed Sω,R-invariant
subspace of H2
ω,Y(F
+
d ), the inclusion
∨
α∈F+
d
Sα
ω,RQ ⊂ M follows (regardless con-
dition (6.9)). To show the reverse containment, we take Q in the form (6.8) with
F (z) defined by the formula (6.5) in terms of an ω-isometric pair (C,A) such that
M = (RanOω,C,A)⊥, and we suppose that there is a nonzero f ∈ M which is
orthogonal (in the metric of H2
ω,Y(F
+
d )) to S
α
ω,RQ for all α ∈ F+d :
〈f, Oω,C,Ax〉H2
ω,Y (F
+
d
) = 0 = 〈f, Sαω,RFx〉H2
ω,Y (F
+
d
) (6.11)
for all x ∈ X , x ∈ X d and α ∈ F+d . Thus f is orthogonal to RanOω,C,A as well as
to
∨
α∈F+
d
Sαn,RFX d.
It follows from (6.7) that f is orthogonal to
∑d
j=1 Sω,R,jOω,C,Axj for arbitrary
xj ∈ X (j = 1, . . . , d) and furthermore, since the vectors xj can be chosen arbitrar-
ily, it follows that f is orthogonal to Sω,R,jOω,C,AX for all j = 1, . . . , d. Therefore,
S∗
ω,R,jf is orthogonal to Oω,C,AX =M⊥, that is,
S∗
ω,R,jf ∈ M for j = 1, . . . , d.
Now it follows that conditions (6.11) hold for the element S∗
ω,R,jf (rather than f
itself) for any fixed j ∈ {1, . . . , d}. Repeating the preceding arguments, we conclude
that S∗
ω,R,jS
∗
ω,R,if belongs toM for any i, j ∈ {1, . . . , d}. The induction argument
verifies that
S∗α
ω,Rf ∈ M for all α ∈ F+d . (6.12)
Since f 6≡ 0, there is a β ∈ F+d such that fβ 6= 0 (fβ ∈ Y). Recalling the evaluation
operator E : H2
ω,Y(F
+
d ) → Y defined by Ef = f∅ whose adjoint E∗ is just the
inclusion of Y into H2
ω,Y(F
+
d ), and invoking formula (4.71), we get
E∗ES∗β
ω,Rf =
(
S∗β
ω,Rf
)
∅ = ω|β|fβ := y 6= 0.
By the first operator equality from (4.76) applied to the function S∗β
ω,Rf we have
Γω,S∗
ω,R
[IH2
ω,Y (F
+
d
)]S
∗β
ω,Rf = E
∗ES∗β
ω,Rf = y 6= 0. (6.13)
Due to (6.12) and sinceM is Sω,R-invariant, it follows that Sα⊤ω,RS∗αω,RS∗βω,Rf belongs
to M for any α ∈ F+d as well as the power series
gN =
∑
α∈F+
d
:|α|≤N
c|α|Sα
⊤
ω,RS
∗α
ω,RS
∗β
ω,Rf for all N ≥ 1. (6.14)
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Since Sω,R is a row contraction, it follows that for each N ≥ 1,∑
α∈F+
d
:|α|≤N
c|α|Sα
⊤
ω,RS
∗α
ω,R 
∑
α∈F+
d
:|α|≤N
|c|α||Sα
⊤
ω,RS
∗α
ω,R
=
N∑
j=0
|cj |
∑
α∈F+
d
:|α|=j
Sα
⊤
ω,RS
∗α
ω,R 
N∑
j=0
|cj |IH2
ω,Y(F
+
d
),
and therefore,∥∥∥∥ ∑
α∈F+
d
:|α|≤N
c|α|Sα
⊤
ω,RS
∗α
ω,R
∥∥∥∥ ≤ ∞∑
j=0
|cj | = ‖R−1ω ‖W+ <∞,
due to the assumption (4.7). Thus, the sequence {gN}N≥1 ⊂ M defined in (6.14)
is uniformly bounded (in the metric of H2
ω,Y(F
+
d )) and admits a subsequential weak
limit (which is in fact the strong limit)∑
α∈F+
d
c|α|Sα
⊤
ω,RS
∗α
ω,RS
∗β
ω,Rf = Γω,S∗ω,R [IH2ω,Y (F
+
d
)]S
∗β
ω,Rf
which therefore, also belongs to M. We now conclude from (6.13) that y belongs
to M. Then H2
ω
(F+d ) ⊗ y is a subspace of M and is reducing for Sω,R which is a
contradiction. 
Remark 6.2. Let us consider the gramian-type operator
Υω,C,A = O∗ω,C,AS∗ω,R,jSω,R,jOω,C,A =
∑
α∈F+
d
ω|α|+1
ω2|α|
A∗α
⊤
C∗CAα
which is independent of the choice of j ∈ {1, . . . , d}. Since Sω,R,j is a contraction, it
is clear that Υω,C,A  Gω,C,A and so Υω,C,A is a positive semidefinite contraction
if the pair (C,A) is ω-isomeric. Since the sum on the left side of (6.7) is orthogonal,
we have
‖Fx‖2
H2
ω,Y (F
+
d
)
=
∥∥ d∑
j=1
Sω,R,jOω,C,Axj
∥∥2
H2
ω,Y(F
+
d
)
− ‖Oω,C,AA∗x‖2H2
ω,Y(F
+
d
)
=
d∑
j=1
‖Sω,R,jOω,C,Axj‖2H2
ω,Y(F
+
d
)
− ‖A∗x‖2X
=
〈
(Υω,C,A ⊗ Id −AA∗)x, x
〉
X .
Therefore, the operator ∆ω,C,A := Υω,C,A⊗ Id −AA∗ is positive semidefinite, and
in representation (6.8) we can take F of the form
F (z) = CRω(Z(z)A)(Z(z)−A∗)B
where B is any operator from an auxiliary Hilbert space U onto (Ker(∆ω,C,A)⊥.
Furthermore, F ·U = Q isometrically (contractively) if and only if B∗∆ω,C,AB = IU
(respectively, B∗∆ω,C,AB  IU ).
Remark 6.3. In case ω = µn it is possible to make a connection with the
power series F = F1 from the representation (5.31). We suppose that (C,A) is
an n-isometric pair representing the Sn,R-invariant subspace M ⊂ An,Y(F+d ) via
formula M = (RanOn,C,A)⊥. We again impose the assumption (5.30). Thus,
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Gn,C,A = IX and according to the formula (5.35) (for j = n), Bn = (I−AA∗) 12Wn.
Combining the latter equalities with (5.48) (for ℓ = 1) gives
F (z) = C(I − Z(z)A)−n(Z(z)− A∗)(I −AA∗)− 12 . (6.15)
As it follows from (5.31), F is a contractive multiplier from H2X d(F
+
d ) to An,Y(F+d ).
Remark 6.4. In case n = 1, the power series (6.15) is a strictly inner multiplier
from H2X d(F
+
d ) to H
2
Y(F
+
d ), since
F (z) =C(I − Z(z)A)−1(Z(z)−A∗)(I −AA∗)− 12
=− CA∗(I −AA∗)− 12
+ C(I − Z(z)A)−1 [Z(z)−A∗ + (I − Z(z)A)A∗] (I −AA∗)− 12
=− CA∗(I −AA∗)− 12 + C(I − Z(z)A)−1Z(z)(I −AA∗) 12
and the connecting operator
[
A (I−AA∗) 12
C −CA∗(I−AA∗)− 12
]
is isometric. Then the represen-
tation (6.10) amounts to M = F · H2X d(F+d ) and hence, Theorem 6.1 reduces to
Theorem 3.13.
Remark 6.5. If we substitute formulas (5.35), (5.36) (for j = n) and Gn,C,A =
IX , Gn−1,C,A = IX −A∗A into (5.41), we get
Ψn(z) = −(I −A∗A)− 12A∗(I −AA∗) 12Wn
+ (I −A∗A) 12 (I − Z(z)A)−1Z(z)(I − AA∗) 12Wn
= −A∗Wn + (I −A∗A) 12 (I − Z(z)A)−1Z(z)(I −AA∗) 12Wn,
i.e., Ψn is the characteristic function of the row-contraction A. To get Fn, we
multiply Ψn by C(I −Z(z)A)−n+1 on the left. If n = 1, we multiply Fn just by C.
Note that in this case the final formula makes sense even without the imposition of
the assumption (5.30).
6.2. Non-orthogonal Beurling-Lax representations based on wandering
subspaces
We now take a look at the wandering subspace E (see (6.1)) of a closed Sω,R-
invariant space M isometrically included into H2
ω,Y(F
+
d ). As we will see later, the
isometric representation E = Θ · U indeed exists and gives rise to the (essentially
unique) H2
ω,Y(F
+
d )-Bergman inner multiplier Θ. In this subsection we will focus
on the analog of the Beurling-Lax representation (6.4) which cannot be orthogonal
as the subspaces Sα
ω,RE and Sβω,RE (for nonempty α 6= β) are not orthogonal in
general. Thus, the best one can hope for is to recover a Sω,R-invariant subspace
M from its wandering subspace E via the closed linear span M = ∨α∈F+
d
Sα
ω,RE .
In the single-variable Bergman space A2,Y this hope was realized in the seminal
work of Aleman, Richter and Sundberg [6]. Later elaborations due to Shimorin [97,
98] showed that the same result holds in the space A3,Y but in general, not in An,Y
for n > 3. In [62], the result from [6] was recaptured via a substantial simplification
of Shimorin’s approach. In this section, we adapt the Izuchis’ approach [62] to the
noncommutative setting of A2,Y(F+d ). The main result of the section is Theorem
6.8 below. We start with some needed preliminaries.
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Theorem 6.6. Let T = (T1, . . . , Td) ∈ L(H)d be a ∗-strongly stable d-tuple:
lim
N→∞
∑
α∈F+
d
:|α|=N
‖T∗αh‖2 = 0 for all h ∈ H. (6.16)
Assume that the operators T1, . . . , Td are left-invertible (that is, there is c > 0 such
that ‖Tjh‖ ≥ cj‖h‖ for all h ∈ H and j = 1, . . . , d) and have orthogonal ranges:
〈Tih, Tjh′〉H = 0 for all h, h′ ∈ H and i 6= j. (6.17)
Let us also assume that
‖Tjh‖2 +
d∑
i=1
‖T ∗i T ∗j Tjh‖2 ≤ 2‖T ∗j Tjh‖2 for all h ∈ H (6.18)
and j ∈ {1, . . . , d}. Then H = ∨α∈F+
d
TαE where E = H⊖
(⊕d
j=1 TjH
)
.
Proof. Since Tj is bounded below, TjH is a closed subspace of H. Since TjH
is orthogonal to TiH for j 6= i, the formula for E makes sense. Furthermore, the
operator (T ∗j Tj)
−1 is bounded and letting h = (T ∗j Tj)
−1y in (6.18) we conclude
that
〈(T ∗j Tj)−1y, y〉H +
d∑
i=1
‖T ∗i y‖2H ≤ 2‖y‖2H
for all y ∈ H, which can be written in the operator form as
(T ∗j Tj)
−1 +
d∑
i=1
TiT
∗
i  2IH. (6.19)
Therefore, (T ∗j Tj)
−1 + TjT ∗j  2IH, which implies (see [62, p. 444] for the proof)
(T ∗j Tj)
−1  IH. Substituting the latter inequality into (6.19) we conclude that
T = (T1, . . . , Td) ∈ L(H)d is a row-contraction:
d∑
j=1
‖T ∗j h‖2 ≤ ‖h‖2 for all h ∈ H. (6.20)
Let us assume that
∨
α∈F+
d
TαE is properly contained in H. Then there is h ∈ H
that is orthogonal to TαE for each α ∈ F+d . For this element, T∗αh is orthogonal
to E for each α ∈ F+d . Hence,
T∗αh ∈ H⊖ E =
d⊕
j=1
TjH,
so that for every fixed α ∈ F+d , there exist gα1, . . . , gαd ∈ H such that
T∗αh =
d∑
ℓ=1
Tℓgαℓ. (6.21)
Due to the orthogonality condition (6.17),
‖T∗αh‖2 =
d∑
j=1
‖Tjgαj‖2.
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On the other hand, combining (6.21) with (6.17) gives
T ∗j T
∗αh =
d∑
ℓ=1
T ∗j Tℓgαℓ = T
∗
j Tjgαj for j = 1, . . . , d.
Therefore, for each fixed α ∈ F+d ,
‖T∗αh‖2 − 2
d∑
j=1
‖T ∗j T∗αh‖2 +
d∑
i,j=1
‖T ∗i T ∗j T∗αh‖2
=
d∑
j=1
‖Tjgαj‖2 − 2
d∑
j=1
‖T ∗j Tjgαj‖2 +
d∑
i,j=1
‖T ∗i T ∗j Tjgαj‖2
=
d∑
j=1
(
‖Tjgαj‖2 − 2‖T ∗j Tjgαj‖2 +
d∑
i=1
‖T ∗i T ∗j Tjgαj‖2
)
≤ 0, (6.22)
where the last inequality follows from (6.18) (applied to gαj instead of h). If we let
RN =
∑
α∈F+
d
:|α|=N
‖T∗αh‖2,
then (6.16) tells us that RN tends to zero as N →∞. Making use of the inequality
(6.20) (applied to T∗αh rather than h) we see that this convergence is monotone:
RN+1 =
∑
α∈F+
d
:|α|=N+1
‖T∗αh‖2 =
d∑
j=1
∑
α∈F+
d
:|α|=N
‖T ∗j T∗αh‖2
=
∑
α∈F+
d
:|α|=N
d∑
j=1
‖T ∗j T∗αh‖2
≤
∑
α∈F+
d
:|α|=N
‖T∗αh‖2 = RN .
Summing up inequalities (6.22) over all elements α ∈ F+d with |α| = N we get
RN − 2RN+1 +RN+2 ≤ 0
which together with the preceding inequality implies
RN+1 −RN+2 ≥ RN −RN+1 ≥ 0.
Since RN → 0 as N →∞, it follows that RN = RN+1 for all N ≥ 0. In particular,
RN = R0 = ‖T∗∅h‖2 = ‖h‖2 → 0 as N →∞ so that ‖h‖ = 0. 
Theorem 6.7. The shift d-tuple Sn,R satisfies all assumptions of Theorem 6.6
but (6.18). The tuple S2,R satisfies equalities
d∑
i=1
S2,R,iS
∗
2,R,iS
∗
2,R,jS2,R,jf = 2S
∗
2,R,jS2,R,jf − f, (6.23)
‖S2,R,jf‖2 +
d∑
i=1
‖S∗2,R,iS∗2,R,jS2,R,jf‖2 = 2‖S∗2,R,jS2,R,jf‖2 (6.24)
for all f ∈ A2,Y(F+d ) and j = 1, . . . , d.
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Proof. Strong stability of S∗n,R was established in Proposition 4.23. Orthogo-
nality of RanSn,R,j and RanSn,R,i for i 6= j is evident. Boundedness below follows
from the estimate
‖Sn,R,jf‖2 =
∑
α∈F+
d
µn,|α|+1‖fα‖2 ≥
(
inf
α∈F+
d
µn,|α|+1
µn,|α|
)
·
∑
α∈F+
d
µn,|α|‖fα‖2 = 1n‖f‖
2.
To verify (6.24), take f(z) =
∑
α∈F+
d
fαz
α ∈ An,Y(F+d ) and observe that by (4.74),
S∗n,R,jSn,R,jf =
∑
α∈F+
d
µn,|α|+1
µn,|α|
fαz
α, (6.25)
so that
‖S∗n,R,jSn,R,jf‖2 =
∑
α∈F+
d
µn,|α|
∥∥∥∥µn,|α|+1µn,|α| fα
∥∥∥∥2 = ∑
α∈F+
d
µ2n,|α|+1
µn,|α|
‖fα‖2.
From the formulas (4.62) specialized to the present setting of ω = µn, we have
Sn,R,iS
∗
n,R,if =
∑
α∈F+
d
µn,|α|+1
µn,α
fαiz
αi
for i = 1, . . . , d, and therefore,
d∑
i=1
Sn,R,iS
∗
n,R,if =
d∑
i=1
∑
α∈F+
d
µn,|α|+1
µn,|α|
fαiz
αi =
∑
α∈F+
d
:α6=∅
µn,|α|
µn,|α|−1
fαz
α,
which being combined with (6.25), gives
d∑
i=1
Sn,R,iS
∗
n,R,iS
∗
n,R,jSn,R,jf =
∑
α∈F+
d
:α6=∅
µn,|α|
µn,|α|−1
· µn,|α|+1
µn,|α|
fαz
α
=
∑
α6=∅
µn,|α|+1
µn,|α|−1
fαz
α. (6.26)
Making use of the latter equality and (6.25) we get
d∑
i=1
‖S∗n,R,iS∗n,R,jSn,R,jf‖2 =
d∑
i=1
〈Sn,R,iS∗n,R,iS∗n,R,jSn,R,jf, S∗n,R,jSn,R,jf〉
=
∑
α6=∅
µ2n,|α|+1
µn,|α|−1
‖fα‖2. (6.27)
We finally observe that for each j ∈ {1, . . . , d},
‖Sn,R,jf‖2 =
∑
α∈F+
d
µn,|α|+1‖fα‖2
which together with (6.25) and (6.27) brings us to
‖Sn,R,jf‖2 − 2‖S∗n,R,jSn,R,jf‖2 +
d∑
i=1
‖S∗n,R,iS∗n,R,jSn,R,jf‖2 (6.28)
=
∑
α6=∅
µ2n,|α|+1
(
µ−1n,|α|+1 − 2µ−1n,|α| + µ−1n,|α|−1
)
‖fα‖2 +
(
µn,1 − 2µ2n,1
) ‖f∅‖2.
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Making use of the binomial identity
µ−1n,|α|+1 − 2µ−1n,|α| + µ−1n,|α|−1 = µ−1n−2,|α|+1 (α 6= ∅)
which is easily verified using the definition (1.8) (or by equating the coefficients in
the power-series identity (1−λ)−n(1−λ)2 = (1−λ)−(n−2)) and taking into account
that µn,1 =
1
n we write (6.28) as
‖Sn,R,jf‖2 − 2‖S∗n,R,jSn,R,jf‖2 +
d∑
i=1
‖S∗n,R,iS∗n,R,jSn,R,jf‖2
=
n− 2
n2
‖f∅‖2 +
∑
α6=∅
µ2n,|α|+1
µn−2,|α|+1
‖fα‖2
=
n− 2
n2
‖f∅‖2 +
∑
α6=∅
(n− 1)(n− 2)µn,|α|+1
(n+ |α|)(n+ |α| − 1) ‖fα‖
2.
Letting n = 2 in the latter equality we get (6.24). Letting n = 2 in (6.26) we get
d∑
i=1
S2,R,iS
∗
2,R,iS
∗
2,R,jS2,R,jf =
∑
α6=∅
|α|
|α|+ 2fαz
α =
∑
α∈F+
d
|α|
|α|+ 2fαz
α,
while (6.25) (for n = 2) implies
(2S∗2,R,jS2,R,j − I)f =
∑
α∈F+
d
(
2|α|+ 2
|α|+ 2 − 1
)
fαz
α =
∑
α∈F+
d
|α|
|α|+ 2fαz
α.
The two latter equalities imply (6.23). 
Now let H = M be an S2,R-invariant closed subspace of A2,Y(F+d ) and let T
be the restriction of S2,R to M:
T = (T1, . . . , Td), where Tj = S2,R,j|M for j = 1, . . . , d. (6.29)
By Theorem 6.7, T is a ∗-strongly stable row contraction and the operators T1, . . . , Td
are bounded below and their ranges are pair-wise orthogonal. Therefore, T meets
all the assumptions of Theorem 6.6 but, perhaps, (6.18). Let us show that it does
satisfy (6.18). To this end, we first observe that T ∗j = PMS
∗
2,R,j. We next observe
that for any f ∈M,
S∗2,R,jS2,R,jf = (PM + PM⊥)S
∗
2,R,jS2,R,jf
= T ∗j Tjf + PM⊥S
∗
2,R,jS2,R,jf, (6.30)
S∗2,R,iS
∗
2,R,jS2,R,jf = (PM + PM⊥)S
∗
2,R,i(PM + PM⊥)S
∗
2,R,jS2,R,jf
= PMS∗2,R,iPMS
∗
2,R,jS2,R,jf + PM⊥S
∗
2,R,iS
∗
2,R,jS2,R,jf
= T ∗i T
∗
j Tjf + PM⊥S
∗
2,R,iS
∗
2,R,jS2,R,jf, (6.31)
where we used the equality PMS∗2,R,i|M⊥ = 0 to get (6.31). Since the terms on the
right sides of (6.30) and (6.31) are orthogonal and sinceM is included in A2,Y(F+d )
isometrically, we have
‖S∗2,R,jS2,R,jf‖2A2,Y(F+d ) =‖T
∗
j Tjf‖2M + ‖PM⊥S∗2,R,jS2,R,jf‖2A2,Y(F+d ),
‖S∗2,R,iS∗2,R,jS2,R,jf‖2A2,Y(F+d ) =‖T
∗
i T
∗
j Tjf‖2M + ‖PM⊥S∗2,R,iS∗2,R,jS2,R,jf‖2A2,Y(F+d ).
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Substituting the two latter equalities into (6.24) gives
‖Tjf‖2M +
d∑
i=1
‖T ∗i T ∗j Tjf‖2M − 2‖T ∗j Tjf‖2M
= 2‖PM⊥S∗2,R,jS2,R,jf‖2A2,Y(F+d ) −
d∑
i=1
‖PM⊥S∗2,R,iS∗2,R,jS2,R,jf‖2A2,Y(F+d ). (6.32)
In the next calculation, the first equality follows from (6.23), the second one holds
since f ∈M and since PM⊥S2,R,j|M = 0, the third inequality holds since we drop
the projection, the fourth equality holds since the ranges of S2,R,j ’s are orthogonal,
and the last inequality holds since S2,R,i is a contraction:
2‖PM⊥S∗2,R,jS2,R,jf‖2A2,Y(F+d )
=
1
2
‖PM⊥(I +
d∑
i=1
S2,R,iS
∗
2,R,iS
∗
2,R,jS2,R,j)f‖2A2,Y(F+d )
=
1
2
‖PM⊥
d∑
i=1
S2,R,iPM⊥S
∗
2,R,iS
∗
2,R,jS2,R,jf‖2A2,Y(F+d )
≤ 1
2
‖
d∑
i=1
S2,R,iPM⊥S
∗
2,R,iS
∗
2,R,jS2,R,jf‖2A2,Y(F+d )
=
1
2
d∑
i=1
‖S2,R,iPM⊥S∗2,R,iS∗2,R,jS2,R,jf‖2A2,Y(F+d )
≤ 1
2
d∑
i=1
‖PM⊥S∗2,R,iS∗2,R,jS2,R,jf‖2A2,Y(F+d ).
Combining this result with (6.32) gives us
‖Tjf‖2M +
d∑
i=1
‖T ∗i T ∗j Tjf‖2M − 2‖T ∗j Tjf‖2M
≤ −1
2
d∑
i=1
‖PM⊥S∗2,R,iS∗2,R,jS2,R,jf‖2A2,Y(F+d ) ≤ 0.
We conclude that the tuple (6.29) satisfies (6.18), that is, all assumptions of Theo-
rem 6.6. We arrive at the following version of the Beurling-Lax theorem.
Theorem 6.8. LetM be an S2,R-invariant closed subspace of A2,Y(F+d ). Then
M =
∨
α∈F+
d
Sα2,RE , where E =M⊖
( d⊕
j=1
S2,R,jM
)
.
CHAPTER 7
Orthogonal Beurling-Lax representations based on
wandering subspaces
In this chapter we present the most comprehensive (in our opinion) and pre-
cise version of the Beurling-Lax theorem for weighted Hardy-Fock spaces based on
the notion of a Bergman-inner family and relying on realization formulas for such
a family. The realization results are then applied to study expansive multiplier
properties of Bergman-inner multipliers.
7.1. Transfer functions Θω,Uβ and metric constraints
In this section we take a closer look at the transfer functions Θω,Uβ introduced
in Section 2.2 by the realization formula (2.39). Let us suppose now that (C,A)
is an ω-output stable pair and that we construct the formal power series Θω,Uβ
according to (2.39), where the operators Bj,β and Dβ are still to be determined:
Θω,Uβ (z) = ω
−1
|β|Dβ +
d∑
j=1
∑
β′∈F+
d
ω−1|β|+|β′|+1CA
β′Bj,βz
β′j . (7.1)
In any case, Θω,Uβ induces the bounded operator MΘω,Uβ : Uβ → H2ω,Y(F+d ).
We next impose some additional metric relations on the connection matrix (1.33),
specifically one or more of the relations
d∑
j=1
A∗jGω,|β|+1,C,ABj,β + ω
−1
|β| · C∗Dβ = 0, (7.2)
d∑
j=1
B∗j,βGω,|β|+1,C,ABj,β + ω
−1
ω,|β| ·D∗βDβ  IUβ , (7.3)
d∑
j=1
B∗j,βGω,|β|+1,C,ABj,β + ω
−1
|β| ·D∗βDβ = IUβ , (7.4)
and show how these lead to boundedness and orthogonality properties for the as-
sociated multiplication operator MΘω,Uβ . Observe that the above relations can be
written in terms of the column operators A and B̂β in (1.33) as
A∗(Gω,|β|+1,C,A ⊗ Id)B̂β + ω−1ω,|β| · C∗Dβ = 0,
B̂∗β(Gω,|β|+1,C,A ⊗ Id)B̂β + ω−1ω,|β| ·D∗βDβ  IUβ ,
B̂∗β(Gω,|β|+1,C,A ⊗ Id)B̂β + ω−1ω,|β| ·D∗βDβ = IUβ ,
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respectively. Due to equality (4.60), it turns out that relations (7.2) and (7.3) are
equivalent to the matrix inequality[
A∗ C∗
B̂∗β D
∗
β
] [
Gω,|β|+1,C,A ⊗ Id 0
0 ω−1|β| · IY
] [
A B̂β
C Dβ
]

[
Gω,|β|,C,A 0
0 IUβ
]
, (7.5)
while the equalities (7.2) and (7.4) are equivalent to the matrix equality[
A∗ C∗
B̂∗β D
∗
β
] [
Gω,|β|+1,C,A ⊗ Id 0
0 ω−1|β| · IY
] [
A B̂β
C Dβ
]
=
[
Gω,|β|,C,A 0
0 IUβ
]
. (7.6)
The two latter conditions are of metric nature; they express the contractivity or
isometric property of the connection operatorUβ =
[
A B̂β
C Dβ
]
with respect to certain
weights.
Lemma 7.1. Let (C,A) be an ω-output stable pair and let Θω,Uβ be defined
as in (2.39) for some β ∈ F+d and operators B1,β , . . . , Bd,β ∈ L(Uβ ,X ) and Dβ ∈
L(Uβ ,Y).
(1) If equality (7.2) holds, then
(a) Oω,C,Ax is orthogonal to Sβ
⊤
ω,RΘω,Uβu for all β ∈ F+d , x ∈ X and u ∈ Uβ.
(b) Sβ
⊤
ω,RΘω,Uβu is orthogonal to S
β′⊤
ω,RΘω,U′βu
′ for all u ∈ Uβ, u′ ∈ Uβ′ and
all β 6= β′ in F+d .
(c) S
(γβ)⊤
ω,R Θω,Uβu and S
(βγ)⊤
ω,R Θω,Uβu are both orthogonal to S
β⊤
ω,RΘω,Uβu
′ for
all γ 6= ∅ and β in F+d and for any u, u′ ∈ Uβ.
(2) Moreover:
(a) If inequality (7.3) holds, then the operator Sβ
⊤
ω,RMΘω,Uβ is a contraction
from Uβ into H2ω,Y(F+d ).
(b) If both (7.2) and (7.3) hold, i.e., if (7.5) holds, then the operator Sβ
⊤
ω,RMΘω,Uβ
is a contraction from the Fock space H2Uβ (F
+
d ) into H
2
ω,Y(F
+
d ).
(3) Similarly:
(a) If equality (7.4) holds, then the operator Sβ
⊤
ω,RMΘω,Uβ is an isometry from
Uβ into H2ω,Y(F+d ).
(b) If (7.2) and (7.4) hold, i.e., if (7.6) holds, then for every f ∈ H2Uβ (F+d ),
‖Sβ⊤
ω,RΘω,Uβf‖2H2
ω,Y (F
+
d
)
= ‖f‖2
H2Uβ
(F+
d
)
(7.7)
−
∑
γ∈F+
d
d∑
j=1
∥∥∥(I − S∗ω,R,jSω,R,j) 12Sβ⊤ω,RΘω,Uβ (S∗1,R)jγ⊤f∥∥∥2
H2
ω,Y(F
+
d
)
.
(c) If (7.6) holds, then
ω−1|β| IUβ −Θω,Uβ (z)∗Θω,Uβ (ζ)
= ω|β|B̂∗βRω,|β|(AZ(z))
∗(Gω,|β|+1,C,A ⊗ Id)Rω,|β|(AZ(ζ))B̂β (7.8)
− ω|β|B̂∗βRω,|β|+1(AZ(z))∗Z(z)∗Gω,|β|,C,AZ(ζ)Rω,|β|+1(AZ(ζ))B̂β .
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Remark 7.2. In the terminology of Section 3.3, the content of parts (2b) and
(3a) of Lemma 7.1 can be phrased as follows: if (7.6) holds, then the formal power
series Θω,Uβ (z)z
β is H2
ω,Y(F
+
d )-Bergman-inner.
Proof of (1): From the power series expansion (7.1) we have
Sβ
⊤
ω,RΘω,Uβ (z) = ω
−1
ω,|β|Dβz
β +
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1CA
β′Bj,βz
β′jβ . (7.9)
We then make use of expansions (4.3), (7.9) and the definition of the inner product
in H2
ω,Y(F
+
d ) to get〈
Sβ
⊤
ω,RΘω,Uβu, Oω,C,Ax
〉
H2
ω,Y(F
+
d
)
= ω−1|β| ·
〈
Dβu, CA
βx
〉
Y +
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1 ·
〈
CAβ
′
Bj,βu, CA
β′jβx
〉
Y
=
〈(
ω−1|β|C
∗Dβ +
d∑
j=1
A∗j
( ∑
β′∈F+
d
ω−1|β′|+|β|+1A
∗β′⊤C∗CAβ
′
)
Bj,β
)
u, Aβx
〉
X
=
〈(
ω−1|β|C
∗Dβ +
d∑
j=1
A∗jGω,|β|+1,C,ABj,β
)
u, Aβx
〉
X
= 0
where the fourth and the fifth equality follow from (4.58) and (7.2), respectively.
The latter computation verifies part (1a).
The verification of (1b) goes through several cases.
If |β| = |β′| and β 6= β′, then any word of the form αβ is distinct from any
work of the form α′β, where α and α′ are independently arbitrary in F+d . Note that
the power series representations of Sβ
⊤
ω,RΘω,Uβu and S
β′⊤
ω,RΘω,U′βu
′ have the form
Sβ
⊤
Θω,Uβu =
∑
α∈F+
d
[Θω,Uβ ]αuz
αβ, Sβ
′⊤
Θω,u′
β
u′ =
∑
α′∈F+
d
[Θω,U′
β
]α′u
′zα
′β,
so the orthogonality Sβ
⊤
ω,RΘω,Uβu ⊥ Sβ
′⊤
ω,RΘω,U′βu
′ holds due to the pairwise orthog-
onality of the monomials in the respective power series expansions. Hence we now
need only consider the case where |β| 6= |β′|.
Without loss of generality we may assume that |β| > |β′|, so β = δβ′′ where
δ 6= ∅ and |β′′| = |β′|. In case β′ 6= β′′, then every word of the form αβ = αδβ′′ is
distinct from any word of the form α′β′ for independently arbitrary words α and α′
in F+d , since the respective right tails of length |β′′| = |β′| disagree. Again we have
pairwise orthogonality of the monomials in the respective power series expansions
for Sβ
⊤
ω,RΘω,Uβu and S
β′⊤
ω,RΘω,U′βu
′, so the desired orthogonality Sβ
⊤
ω,RΘω,Uβu ⊥
Sβ
′⊤
ω,RΘω,Uβ′u
′ again holds.
It remains only to consider the case where β has the form β = δβ′ where δ 6= ∅.
In this case the pairwise orthogonal of the monomials in the respective power series
expansion fails and we must do a detailed calculation of the inner product which is
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supposed to be zero. Toward this end, we use the formula (7.9) to see that
(
Sβ
′⊤
ω,RΘω,Uβ′u
′)(z) = ω−1|β′|Dβ′u′zβ′ + d∑
j′=1
∑
γ′∈F+
d
ω−1|γ′|+|β′|+1CA
γ′Bj′,β′z
γ′j′β′u′,
(
Sβ
⊤
ω,RΘω,Uβu
)
(z) =
(
S
(δβ′)⊤
ω,R Θω,Uδβ′u
)
(z)
= ω−1|δ|+|β′|Dδβ′uz
δβ′ +
d∑
j=1
∑
γ∈F+
d
ω−1|γ|+|δ|+|β′|+1CA
γBj,δβ′z
γjδβ′u.
It is convenient to write the word δ in the form δ = δ˜j˜ where δ˜ is a (possibly
empty) word and j˜ is the right-most letter in the nonempty word δ. Using the
latter representations we can now compute〈
Sβ
⊤
ω,RΘω,Uβu, S
β′⊤
ω,RΘω,Uβ′u
′〉
H2
ω,Y(F
+
d
)
= ω−1|δ|+|β′|
〈
Dδβ′u, CA
δ˜Bj˜,β′u
′〉
Y
+
d∑
j=1
∑
γ∈F+
d
ω−1|γ|+|δ|+|β′|+1
〈
CAγBj,δβ′u, CA
γjδ˜Bj˜,β′u
′〉
Y
=
〈
ω−1|δ|+|β′|C
∗Dδβ′u+
d∑
j=1
A∗j
( ∑
γ∈F+
d
ω−1|γ|+|δ|+β′|+1A
∗γ⊤C∗CAγ
)
Bj,δβ′u, A
δ˜Bj˜,β′u
′〉
=
〈(
ω−1|δ|+|β′|C
∗Dδβ′ +
d∑
j=1
A∗jGω,|δ|+|β′|+1,C,ABj,δβ′
)
u, Aδ˜Bj˜,β′u
′〉
X = 0,
where the two last steps follow respectively from the definition (4.58) of Gω,k,C,A
and equality (7.2) with β = δβ′. This completes the verification of (1b).
Verification of part (1c) is quite similar: let us denote by j˜ ∈ {1, . . . , d} the
rightmost letter in the given γ 6= ∅ so that γ = γ˜j˜. We then see from (7.9) and a
similar expansion for S
(γβ)⊤
ω,R Θω,Uβ that〈
S
(γβ)⊤
ω,R Θω,βu, S
β⊤
ω,RΘω,Uβu
′〉
H2
ω,Y(F
+
d
)
= ω|β|+|γ| ·
〈
ω−1|β|Dβu, ω
−1
|β|+|γ|CA
γ˜Bj˜,βu
′〉
Y
+
d∑
j=1
∑
β′∈F+
d
ω|β′|+1+|γ˜| ·
〈
ω−1|β′|+|β|+1CA
β′Bj,βu, ω
−1
|β′|+1+|γ˜|CA
β′jγ˜Bj˜,βu
′〉
Y
= ω−1|β|
〈
Dβu, CA
γ˜Bj˜,βu
′〉
Y +
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1
〈
CAβ
′
Bj,βu, CA
β′jγ˜Bj˜,βu
′〉
Y
=
〈(
ω−1|β|C
∗Dβ +
d∑
j=1
A∗j
( ∑
β′∈F+
d
ω−1|β′|+|β|+1A
∗β′⊤C∗CAβ
′
)
Bj,β
)
u, Aγ˜Bj˜,βu
′〉
X
=
〈(
ω−1|β|C
∗Dβ +
d∑
j=1
A∗jGω,|β|+1,C,ABj,β
)
u, Aγ˜Bj˜,βu
′〉
X = 0,
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where the two last equalities follow again from (4.58) and (7.2). To prove the
orthogonality of S
(βγ)⊤
ω,R Θω,Uβu and S
β⊤
ω,RΘω,Uβu
′, we first observe that if β does
not divide γ on the right, that is, γ is not of the form γ = γ′β, then every monomial
in S
(βγ)⊤
ω,R Θω,Uβu is orthogonal to every monomial in S
β⊤
ω,RΘω,Uβu
′ and therefore,
the desired orthogonality follows. On the other hand, if γ = γ˜j˜β for some γ˜ ∈ F+d
(the case γ˜ = ∅ is not excluded), then the calculation similar to the previous one
gives〈
S
(βγ)⊤
ω,R Θω,Uβu, S
β⊤
ω,RΘω,Uβu
′〉
H2
ω,Y(F
+
d
)
= ω−1|β| ·
〈
Dβu, CA
βγ˜Bj˜βu
′〉
Y +
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1
〈
CAβ
′
Bj,βu, CA
β′jβγ˜Bj˜,βu
′〉
Y
=
〈
ω−1|β|C
∗Dβu, Aβγ˜Bj˜βu
′〉
Y
+
〈 d∑
j=1
A∗j
( ∑
β′∈F+
d
ω−1|β′|+|β|+1A
∗β′⊤C∗CAβ
′
)
Bj,βu, A
βγ˜Bj˜,βu
′
〉
X
=
〈(
ω−1|β|C
∗Dβ +
d∑
j=1
A∗jGω,|β|+1,C,ABj,β
)
u, Aβγ˜Bj˜,βu
′〉
Y = 0
and completes the proof of part (1c). 
Proof of (2): By (7.9) we have
‖Sβ⊤
ω,RΘω,Uβu‖2H2
ω,Y(F
+
d
)
= ω−1|β| · ‖Dβu‖2Y +
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1
∥∥CAβ′Bj,βu∥∥2Y .
(7.10)
Since due to (4.58), the second term on the right side can be written as
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1
〈
CAβ
′
Bj,βu, CA
β′Bj,βu
〉
X
=
〈 d∑
j=1
B∗j,β
( ∑
β′∈F+
d
ω−1|β′|+|β|+1A
∗β′⊤C∗CAβ
′
)
Bj,βu, u
〉
U
=
〈 d∑
j=1
B∗j,βGω,|β|+1,C,ABj,βu, u
〉
U
,
and since, according to (7.3),
ω−1|β| · ‖Dβu‖2Y +
d∑
j=1
〈
Gω,|β|+1,C,ABj,βu, Bj,βu
〉
X ≤ ‖u‖2Uβ (7.11)
for all u ∈ Uβ , it now follows from (7.10) that
‖Sβ⊤
ω,RΘω,Uβu‖2H2
ω,Y (F
+
d
)
≤ ‖u‖2Uβ .
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Thus, Sβ
⊤
ω,RMΘω,Uβ is a contraction from Uβ to H2ω,Y(F+d ) and part (2a) follows.
By statements (1c) and (2a) of the lemma, Theorem 3.24 applies to the series
Sβ
⊤
ω,RΘω,Uβ which is therefore, a contractive multiplier from H
2
Uβ to H
2
ω,Y(F
+
d ).
This completes the proof of (2b) of the lemma. 
Proof of (3): In case (7.4) holds, then (7.10) and (7.11) hold with equalities
and part (a) of (3) follows. If also (7.2) holds, then Theorem 3.24 applies to the
series Θ = Sβ
⊤
ω,RΘω,Uβ and equality (7.7) follows from (3.46).
It remains to verify the formula (7.8) under assumption (7.6) which is equivalent
to the system of equations (7.2), (7.4) and (4.60). We use these relations to compute
ω−1|β| IUβ −Θω,Uβ (z)∗Θω,Uβ (ζ)
= ω−1|β|IUβ −
[
ω−1|β|D
∗
β + B̂
∗
βZ(z)
∗Rω,|β|+1(Z(z)A)∗C∗
]
×
[
ω−1|β|Dβ + CRω,|β|+1(Z(ζ)A)Z(ζ)B̂β
]
= ω−1|β|IUβ − ω−2|β|D∗βDβ − ω−1|β| B̂∗βZ(z)∗Rω,|β|+1(Z(z)A)∗C∗Dβ
− ω−1|β|D∗βCRω,|β|+1(Z(ζ)A)Z(ζ)B̂β
− B̂∗βZ(z)∗Rω,|β|+1(Z(z)A)∗C∗CRω,|β|+1(Z(ζ)A)Z(ζ)B̂β
= ω|β|B̂∗β
(
ω−1|β|IX d + Z(z)
∗Rω,|β|+1(Z(z)A)∗A∗
)
(Gω,|β|+1,C,A ⊗ Id)
×
(
ω−1|β| IX d +ARω,|β|+1(Z(ζ)A)Z(ζ)
)
B̂β (7.12)
− ω|β|B̂∗βZ(z)∗Rω,|β|+1(Z(z)A)∗Gω,|β|,C,ARω,|β|+1(Z(ζ)A)Z(ζ)B̂β .
We now observe that
Rω,|β|+1(Z(ζ)A)Z(ζ) = Z(ζ)Rω,|β|+1(AZ(ζ)),
which together with (1.11) implies
ω−1|β| IX d +ARω,|β|+1(Z(ζ)A)Z(ζ) = ω
−1
|β| IX d +AZ(ζ)Rω,|β|+1(AZ(ζ))
= Rω,|β|(AZ(ζ)).
Substituting the two latter formulas into (7.12) verifies formula (7.8). 
The following result is an immediate consequence of Lemma 7.1.
Corollary 7.3. Let us assume that the pair (C,A) is ω-output stable and
that relations (7.2), (7.3) hold for all β ∈ F+d . Then the representation (2.35) of
the function ŷ is orthogonal in the metric of H2
ω,Y(F
+
d ) and
‖ŷ‖2
H2
ω,Y(F
+
d
)
= ‖Oω,C,Ax‖2H2
ω,Y (F
+
d
)
+
∑
β∈F+
d
‖Sβ⊤
ω,RΘω,Uβuβ‖2H2
ω,Y (F
+
d
)
≤ ‖G 12
ω,C,Ax‖2X +
∑
β∈F+
d
‖uβ‖2Uβ . (7.13)
If relations (7.3) hold with equalities for all β ∈ F+d , then equality holds in (7.13).
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Let us now impose the additional hypothesis that (C,A) is exactly ω-observable,
so that we can make use of the invertibility of all the shifted gramians Gω,k,C,A
guaranteed to us by Proposition 4.22. Then the inequality (7.5) can equivalently
be expressed as ‖Ξ‖ ≤ 1 where the operator Ξ: [ XUβ ]→ [ XY ] is given by
Ξ =
G 12ω,|β|+1,C,A ⊗ Id 0
0 ω
− 12
|β| · IY
[A B̂β
C Dβ
] [
G
− 12
ω,|β|,C,A 0
0 IUβ
]
. (7.14)
Another equivalent condition is that ‖Ξ∗‖ ≤ 1 which in turn can be expressed as[
A B̂β
C Dβ
] [
G
−1
ω,|β|,C,A 0
0 IUβ
] [
A∗ C∗
B̂∗β D
∗
β
]

[
G
−1
ω,|β|+1,C,A ⊗ Id 0
0 ω|β|IY
]
.
Note that equality (7.6) means that the operator Ξ is isometric. Of particular
interest is the case where Ξ is coisometric, that is, where the connection matrix
Uβ =
[
A B̂β
C Dβ
]
is coisometric with respect to the weights indicated below:[
A B̂β
C Dβ
] [
G
−1
ω,|β|,C,A 0
0 IUβ
] [
A∗ C∗
B̂∗β D
∗
β
]
=
[
G
−1
ω,|β|+1,C,A ⊗ Id 0
0 ω|β|IY
]
. (7.15)
Lemma 7.4. Let (C,A) be an exactly ω-observable ω-output stable pair and let
Θω,Uβ be defined as in (7.1) for some operators Bj,β ∈ L(Uβ ,X ) and Dβ ∈ L(Uβ ,Y)
subject to equality (7.15). Then
ω−1|β|IY −Θω,Uβ (z)Θω,Uβ (ζ)∗
= CRω,|β|(Z(z)A)G
−1
ω,|β|,C,ARω,|β|(Z(ζ)A)
∗C∗ (7.16)
− CRω,|β|+1(Z(z)A)Z(z)(G−1ω,|β|+1,C,A ⊗ Id)Z(ζ)∗Rω,|β|+1(Z(ζ)A)∗C∗.
Proof. The proof parallels the verification of the identity (7.8) done above.
The weighted-coisometry condition (7.15) gives us the set of equations
AG−1
ω,|β|,C,AA
∗ + B̂βB̂∗β = G
−1
ω,|β|+1,C,A ⊗ Id,
CG−1
ω,|β|,C,AA
∗ +DβB̂∗β = 0, (7.17)
CG−1
ω,|β|,C,AC
∗ +DβD∗β = ω|β|IY .
We then compute (using relations (7.17) at the third step below)
ω−1|β| IY −Θω,Uβ (z)Θω,Uβ (ζ)∗
= ω−1|β| IY −
[
ω−1|β|Dβ + CRω,|β|+1(Z(z)A)Z(z)B̂β
]
×
[
ω−1|β|D
∗
β + B̂
∗
βZ(ζ)
∗Rω,|β|+1(Z(ζ)A)∗C∗
]
= ω−1|β| IY − ω−2|β|DβD∗β − ω−1|β|CRω,|β|+1(Z(z)A)Z(z)B̂βD∗β
− ω−1|β|DβB̂∗βZ(ζ)∗Rω,|β|+1(Z(ζ)A)∗C∗
− CRω,|β|+1(Z(z)A)Z(z)B̂βB̂∗βZ(ζ)∗Rω,|β|+1(Z(ζ)A)∗C∗
= ω−2|β|CG
−1
ω,|β|,C,AC
∗ + ω−1|β|CRω,|β|+1(Z(z)A)Z(z)AG
−1
ω,|β|,C,AC
∗
+ ω−1|β|CG
−1
ω,|β|,C,AA
∗Z(ζ)∗Rω,|β|+1(Z(ζ)A)∗C∗
− CRω,|β|+1(Z(z)A)Z(z)
[
(G−1
ω,|β|+1,C,A ⊗ Id)−AG−1ω,|β|,C,AA∗
]
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× Z(ζ)∗Rω,|β|+1(Z(ζ)A)∗C∗
= C
(
ω−1|β| IX +Rω,|β|+1(Z(z)A)Z(z)A
)
G
−1
ω,|β|,C,A
×
(
ω−1|β| IX +A
∗Z(ζ)∗Rω,|β|+1(Z(ζ)A)∗
)
C∗
− CRω,|β|+1(Z(z)A)Z(z)(G−1ω,|β|+1,C,A ⊗ Id)Z(ζ)∗Rω,|β|+1(Z(ζ)A)∗C∗
which implies (7.16), due to equality
ω−1|β|IX +Rω,|β|+1(Z(z)A)Z(z)A = Rω,|β|(Z(z)A),
which in turn, is a consequence of (4.24). 
Since equality (7.15) implies inequality (7.5), it follows that under assumption
of Lemma 7.4, all the conclusions of parts (1) and (2) in Lemma 7.1 are true. To
have all conclusions true, we need the operator (7.14) to be unitary. The next result
amounts to a more structured version of Proposition 3.9.
Lemma 7.5. Suppose that we are given an exactly ω-observable ω-output-stable
pair (C,A) with A = (A1, . . . , Ad) ∈ L(X )d and C ∈ L(X ,Y). Then for every
β ∈ F+d , there exist operators B1,β , . . . Bd,β ∈ L(Uβ ,X ) and Dβ ∈ L(Uβ ,Y) such
that equalities (7.15) and (7.6) hold with A and B̂β defined as in (1.33). Explicitly,
such B̂β and Dβ are uniquely determined up to a common unitary right factor by
solving the Cholesky factorization problem:[
B̂β
Dβ
] [
B̂∗β D
∗
β
]
=
[
G
−1
ω,|β|+1,C,A ⊗ Id 0
0 ω|β|IY
]
−
[
A
C
]
G
−1
ω,|β|,C,A
[
A∗ C∗
]
(7.18)
subject to the additional constraint that the coefficient space Uβ be chosen so that[
B̂β
Dβ
]
: Uβ → X d ⊕ Y is injective.
Proof. By Proposition 4.21, the weighted Stein identity (4.60) holds for each
k ≥ 0. Since (C,A) is exactly ω-observable, the gramian Gω,|β|,C,A is strictly
positive definite and then it follows from (4.60) that the operator
U :=
(G 12ω,|β|+1,C,A ⊗ Id)AG− 12ω,|β|,C,A
ω
− 12
|β| CG
− 12
ω,|β|,C,A
 : X → X d ⊕ Y
is an isometry. We then find an injective V : Uβ →
[
X d
Y
]
such that V V ∗ = IX d⊕Y−
UU∗ as in Proposition 3.9. This translates to V having the form
V =
G 12ω,|β|+1,C,A ⊗ Id 0
0 µ
− 12
ω,|β|IY
[B̂β
Dβ
]
where
[
B̂β
Dβ
]
is a solution of the factorization problem (7.18). Uniqueness of the solu-
tion
[
B̂β
Dβ
]
of the factorization problem (7.18) corresponds exactly to the uniqueness
of the partial isometry V in the factorization problem V V ∗ = IX d⊕Y − UU∗. The
fact that
[
U V
]
is unitary means that both equalities (7.15) and (7.6) hold. 
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Remark 7.6. The operators B̂β and Dβ depend on |β| rather than on β; thus,
in the construction above we can always take Uβ = Uβ′ and also B̂β = B̂β′ and
Dβ = Dβ′ whenever |β| = |β′|.
7.2. Beurling-Lax representations based on Bergman-inner families
In this section we present our most elaborate version of the Beurling-Lax the-
orem. Arguably this version, while more complicated than the previous versions
which we have discussed and the classical case, is the most compelling in that the
representer is determined up to a unitary change of basis on the input-space se-
quence, closer to the classical case where the representer is determined up to a
unitary change of basis on the input space. There results a unitary invariant for a
shift invariant subspace.
In the classical case (d = 1 and n = 1), if M is a subspace of the Hardy space
H2Y invariant for the shift operator S : f(z) 7→ zf(z), the Beurling-Lax representer
Θ for M can be constructed by choosing the coefficient space U to have the same
dimension as the wandering subspace E := M ⊖ zM for M, and letting Θ be
any unitary identification map of U to E (so E = ΘU) and then extending Θ to
MΘ : H
2
U → H2Y by demanding shift-invariance: MΘS = SMΘ. The subspace Mβ
given below is the time-varying multidimensional analog of the wandering subspace,
as explained in the following lemma.
Lemma 7.7. Suppose that M⊂ H2
ω,Y(F
+
d ) is an Sω,R-invariant subspace. For
each word β ∈ F+d , define the subspace
Mβ = Sβ
⊤
ω,RM⊖
( d⊕
j=1
Sβ
⊤
ω,RSω,R,jM
)
. (7.19)
Then M has the orthogonal direct-sum decomposition
M =
⊕
β∈F+
d
Mβ . (7.20)
More generally, for any α ∈ F+d , we have the orthogonal direct-sum decomposition
Sα
⊤
ω,RM =
⊕
β∈F+
d
Mβα. (7.21)
Proof. We first show that
Mβ ⊥Mγ if β 6= γ, (7.22)
i.e., that f ⊥ g in H2
ω,Y(F
+
d ) for any f ∈ Mβ and g ∈ Mγ . Without loss of
generality we take |γ| ≥ |β|. We then write γ = δβ′ with |β′| = |β| and δ ∈ F+d
(possibly equal to ∅).
Case 1: Suppose that β′ 6= β. Then any f ∈ Sβ⊤
ω,RM, as an element of Sβ
⊤
ω,RH
2
ω,Y(F
+
d ),
has the form f(z) =
∑
α∈F+
d
fαβz
αβ . Similarly, any g ∈ Sγ⊤
ω,RM has the form
g(z) =
∑
α′∈F+
d
gα′γz
α′γ =
∑
α′∈F+
d
gα′δβ′z
α′δβ′ .
As β and β′ are different and of the same length, every word of the form αβ is
distinct from every word of the form α′δβ′ and since the monomial subspaces zαY
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satisfy orthogonality relations zαy ⊥ zα′y′ for all y, y′ ∈ Y and α 6= α′ in F+d , we
have fαβz
αβ ⊥ gα′δβ′zα′δβ′ in H2ω,Y(F+d ) and hence, f ⊥ g in this case.
Case 2: Suppose that β′ = β, so γ = δβ. The assumption that β 6= γ implies that
δ 6= ∅. Then
g ∈ Mγ ⊂ Sγ
⊤
ω,RM = Sβ
⊤
ω,RS
δ⊤
ω,RM⊂
d⊕
j=1
Sβ
⊤
ω,RSω,R,jM
(note that Sβ
⊤
ω,RSω,R,jM ⊥ Sβ
⊤
ω,RSω,R,iM for i 6= j by Case 1). But f ∈ Mβ, and
Mβ is orthogonal to
⊕d
j=1 S
β⊤
ω,RSω,R,jM by definition (7.19). We conclude that
f ⊥ g in this case as well. This completes the verification of (7.22).
As (7.20) is the special case of (7.21) with α = ∅, it remains only to prove
(7.21). First note that
Mβα = Sα⊤ω,RSβ
⊤
ω,RM⊖
( d⊕
j=1
Sα
⊤
ω,RS
β⊤
ω,RSω,R,jM
)
⊂ Sα⊤
ω,RM,
and it follows that
Sα
⊤
ω,RM⊃
⊕
β∈F+
d
Mβα.
To show the reverse inclusion, it suffices to show that h = 0 whenever h ∈ Sα⊤
ω,RM
is orthogonal to Mβα for all β ∈ F+d . Suppose therefore that h ∈ Sα
⊤
ω,RM is
orthogonal to Mβα for all β ∈ F+d . In particular, the special case β = ∅ gives us
that h ⊥Mα := Sα⊤ω,RM⊖
⊕d
j=1 S
α⊤
ω,RSω,R,jM; thus
h ∈ closure
d⊕
j=1
Sα
⊤
ω,RSω,R,jM + (Sα
⊤
ω,RM)⊥. (7.23)
Since h ∈ Sα⊤
ω,RM and
⊕d
j=1 S
α⊤
ω,RSω,R,jM ⊂ Sα
⊤
ω,RM, it follows from (7.23) (by
taking the orthogonal projection of H2
ω,Y(F
+
d ) onto S
α⊤
ω,RM) that
h ∈
d⊕
j=1
Sα
⊤
ω,RSω,R,jM =
⊕
β∈F+
d
: |β|=1
Sα
⊤
ω,RS
β⊤
ω,RM. (7.24)
Inductively suppose that
h ∈
⊕
β∈F+
d
: |β|=N
Sα
⊤
ω,RS
β⊤
ω,RM. (7.25)
Choose any β0 ∈ F+d with |β0| = N . Then the condition h ⊥Mβ0α leads to
h ∈ closure
d⊕
j=1
Sα
⊤
ω,RS
β⊤0
ω,RSω,R,jM+
(
Sα
⊤
ω,RS
β⊤0
ω,RM
)⊥
. (7.26)
Combining the assumption (7.25) with the inclusion
d⊕
j=1
Sα
⊤
ω,RS
β⊤0
ω,RSω,R,jM⊂
⊕
β∈F+
d
: |β|=N
Sα
⊤
ω,RS
β⊤
ω,RM
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we conclude from (7.26) (by taking the orthogonal projection of H2
ω,Y(F
+
d ) onto⊕
β∈F+
d
: |β|=N S
α⊤
ω,RS
β⊤
ω,RM) that
h ∈
( d⊕
j=1
Sα
⊤
ω,RS
β⊤0
ω,RSω,R,jM
)
⊕
( ⊕
β∈F+
d
: |β|=N,β 6=β0
Sα
⊤
ω,RS
β⊤
ω,RM
)
.
We now use that β0 is an arbitrary element of F
+
d with |β0| = N . Intersecting the
right-hand side of the latter formula over all such β0 leads to
h ∈
⊕
β∈F+
d
: |β|=N+1
Sα
⊤
ω,RS
β⊤
ω,RM.
Recalling that we established (7.24) and that the present argument started with
the assumption (7.25), we conclude by the induction principle that (7.25) holds for
all N = 1, 2, . . . . Thus
h ∈
∞⋂
N=0
⊕
β∈F+
d
: |β|=N
Sα
⊤
ω,RS
β⊤
ω,RM⊂ Sα
⊤
ω,R
( ∞⋂
N=0
⊕
β∈F+
d
: |β|=N
Sβ
⊤
ω,RH
2
ω,Y(F
+
d )
)
= {0}
and the orthogonal decomposition (7.21) is verified. 
In the discussion to follow, given our Sω,R-invariant subspaceM (isometrically
included in H2
ω,Y(F
+
d ), we fix a choice of ω-isometric output pair (C,A) with A
strongly stable so that M⊥ = RanOω,C,A and so that M has reproducing kernel
kM defined as in (5.1):
kM(z, ζ) = knc,ω(z, ζ)IY − CRω(Z(z)A)Rω(Z(ζ)A)∗C∗. (7.27)
We remind the reader that a canonical choice of (C,A) is the model output pair
C = E|M⊥ , A = S∗ω,R|M⊥
With any such choice, the observability operator OC,A : M → H2ω,Y(F+d ) is an
isometric inclusion and the gramian operator Gω,C,A is the identity operator on
M. Furthermore, as a consequence of Proposition 4.22, we are assured that all
the shifted gramians Gω,k,C,A are bounded and boundedly invertible. To get the
reproducing kernel for Sβ
⊤
ω,RM consistent with the metric of H2ω,Y(F+d ), we start
with the following characterization of the space (Sβ
⊤
ω,RM)⊥ in terms of the shifted
observability operator Oω,|β|,C,A introduced in (4.57).
Proposition 7.8. The space (Sβ
⊤
ω,RM)⊥ is characterized as(
Sβ
⊤
ω,RM
)⊥
=
(
Sβ
⊤
ω,RH
2
ω,Y(F
+
d )
)⊥⊕
Sβ
⊤
ω,RRanOω,|β|,C,A. (7.28)
In particular,(
Sω,R,kM
)⊥
=
(
Sω,R,kH
2
ω,Y(F
+
d )
)⊥⊕
Sω,R,k RanOω,1,C,A (7.29)
for k = 1, . . . , d. Furthermore,( d⊕
j=1
Sω,R,jM
)⊥
= Y
⊕( d⊕
k=1
Sω,R,kRanOω,1,C,A
)
. (7.30)
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Proof. We wish to characterize all functions f(z) =
∑
α∈F+
d
fαz
α which are
orthogonal to Sβ
⊤
ω,RM in H2ω,Y(F+d ). We may write
f(z) = p(z) + f˜(z)zβ where p ∈
(
Sβ
⊤
ω,RH
2
ω,Y(F
+
d )
)⊥
, f˜ ∈ H2
ω,Y(F
+
d ).
Since Sβ
⊤
ω,RM ⊂ Sβ
⊤
ω,RH
2
ω,Y(F
+
d ), it follows that
(
Sβ
⊤
ω,RH
2
ω,Y(F
+
d )
)⊥ ⊂ (Sβ⊤
ω,RM
)⊥
,
so it suffices to characterize which functions of the form f˜(z)zβ are orthogonal to
Sβ
⊤
ω,RM. To this end, observe that Sβ
⊤
ω,Rf˜ is orthogonal to S
β⊤
ω,RM if and only if
the power series S∗β
ω,RS
β⊤
ω,Rf˜ belongs to M⊥ = RanOω,C,A. Since by (4.73),
S∗β
ω,RS
β⊤
ω,R :
∑
α∈F+
d
f˜αz
α →
∑
α∈F+
d
ω|α|+|β|
ω|α|
f˜αz
α,
we thus conclude that Sβ
⊤
ω,Rf˜ is orthogonal to S
β⊤
ω,RM if and only if there exists a
vector x ∈ X such that∑
α∈F+
d
ω|α|+|β|
ω|α|
f˜αz
α = (Oω,C,Ax)(z) =
∑
α∈F+
d
(
ω−1|α| · CAαx
)
zα.
Equating the corresponding Taylor coefficients in the latter equality gives
f˜α = ω
−1
|α|+|β| · CAαx
for all α ∈ F+d , and therefore,
f˜(z) =
∑
α∈F+
d
f˜αz
α =
∑
α∈F+
d
(
ω−1|α|+|β| · CAαx
)
zα = Oω,|β|,C,Ax,
by (4.57). Thus, f˜ ∈ RanOω,|β|,C,A. As the analysis is necessary and sufficient,
the formula (7.28) follows. Note that formula (7.29) is just the special case of (7.28)
where the word β is taken to consist of the single letter k.
To verify (7.30), we note first that( d⊕
j=1
Sω,R,jM
)⊥
=
d⋂
j=1
(
Sω,R,jM
)⊥
. (7.31)
We next introduce the subspaces
Nj := Sω,R,jH2ω,Y(F+d )⊖ Sω,R,jRanOω,1,C,A
and observe the equalities(
Sω,R,kH
2
ω,Y(F
+
d )
)⊥
= Y
⊕( ⊕
j : j 6=k
Sω,R,jH
2
ω,Y(F
+
d )
)
= Y
⊕( ⊕
j : j 6=k
Sω,R,jRanOω,1,C,A
)⊕( ⊕
j : j 6=k
Nj
)
which, when substituted into the formula (7.29) for
(
Sω,R,kM
)⊥
, give
(
Sω,R,kM
)⊥
= Y
⊕( d⊕
j=1
Sω,R,jRanOω,1,C,A
)⊕( ⊕
j : j 6=k
Nj
)
. (7.32)
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Since Nj ⊥ Ni for i 6= j, it follows that
d⋂
k=1
( ⊕
j : j 6=k
Nj
)
= {0}. (7.33)
Making use of representation (7.32) and taking into account (7.33) we get
d⋂
k=1
(Sω,R,kM)⊥ = Y
⊕( d⊕
k=1
Sω,R,kRanOω,1,C,A
)
and now the formula (7.30) follows from (7.31). 
It is convenient to introduce, in analogy with shifted observability operators
and gramians, the shifted positive kernel
knc,ω,β(z, ζ) :=
∑
α∈F+
d
ω−1|α|+|β|z
αβζ
(αβ)⊤
= k
S
β⊤
ω,R
H2
ω
(F+
d
)
for β ∈ F+d , (7.34)
which is, as the second equality in (7.34) indicates, the formal noncommutative
reproducing kernel for the space Sβ
⊤
ω,RH
2
ω
(F+d ) with metric inherited fromH
2
ω,Y(F
+
d ).
It is clear that knc,ω,∅ is just knc,ω.
With characterization (7.28) and positive kernels (7.34) in hand, it is straight-
forward to derive the kernel function for the space Sβ
⊤
ω,RM with respect to the
metric inherited from H2
ω,Y(F
+
d ).
Proposition 7.9. Let M be a closed Sω,R-invariant subspace of H2ω,Y(F+d )
with reproducing kernel kM given by (7.27). Then for every β ∈ F+d , the formal
reproducing kernel functions for Sβ
⊤
ω,RM and for Mβ (defined in (7.20)) in the
metric of H2
ω,Y(F
+
d ) are given by
k
S
β⊤
ω,R
M(z, ζ) =knc,ω,β(z, ζ)IY −Kβ(z, ζ), (7.35)
kMβ (z, ζ) =z
βζ
β⊤
ω−1|β| IY −Kβ(z, ζ) +
d∑
j=1
Kjβ(z, ζ), (7.36)
where Kβ is the positive kernel defined as in (4.126):
Kβ(z, ζ) = CRω,|β|(Z(z)A)
(
zβζ
β⊤
G
−1
ω,|β|,C,A
)
Rω,|β|(Z(ζ)A)∗C∗.
Proof. From the formula (7.28) for (Sβ
⊤
ω,RM)⊥ we deduce that in metric of
H2
ω,Y(F
+
d ),
Sβ
⊤
ω,RM =
(
Sβ
⊤
ω,RH
2
ω,Y(F
+
d )
)⋂(
Sβ
⊤
ω,RRanOω,|β|,C,A
)⊥
=
(
Sβ
⊤
ω,RH
2
ω,Y(F
+
d )
)⊖ (Sβ⊤
ω,RRanOω,|β|,C,A
)
.
Therefore, the reproducing kernel for the subspace Sβ
⊤
ω,RM is equal to the difference
of reproducing kernels for the subspaces Sβ
⊤
ω,RH
2
ω,Y(F
+
d ) and S
β⊤
ω,R RanOω,|β|,C,A.
But these kernels are equal to knc,ω,β(z, ζ)IY and Kβ(z, ζ) respectively, by (7.34)
and Theorem 4.40. Hence (7.35) follows.
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It remains to verify the formula (7.36). Toward this end, we first observe that
replacing β by jβ in (7.34) gives
knc,ω,(jβ)(z, ζ) =
∑
α∈F+
d
ω−1|α|+|β|+1z
αjβζ
(αjβ)⊤
for j = 1, . . . , d,
and consequently,
knc,ω,β(z, ζ)−
d∑
j=1
knc,ω,(jβ)(z, ζ) (7.37)
=
∑
α∈F+
d
ω−1|α|+|β|z
αβζ
(αβ)⊤ −
d∑
j=1
∑
α∈F+
d
ω−1|α|+|β|+1z
αjβζ
(αjβ)⊤
=
∑
α∈F+
d
ω−1|α|+|β|z
αβζ
(αβ)⊤ −
∑
α∈F+
d
: α6=∅
ω−1|α|+|β|z
αβζ
(αβ)⊤
= ω−1|β|z
βζ
β⊤
.
For the next computation we use (7.35), (7.37) and the orthogonal representation
for Mβ in (7.19), according to which
kMβ (z, ζ) = kSβ⊤
ω,R
M(z, ζ)−
d∑
j=1
k
S
β⊤j
ω,R
M(z, ζ)
=
(
knc,ω,β(z, ζ)−
d∑
j=1
knc,ω,(jβ)(z, ζ)
)
IY −Kβ(z, ζ) +
d∑
j=1
Kjβ(z, ζ)
= ω−1|β|z
βζ
β⊤
IY −Kβ(z, ζ) +
d∑
j=1
Kjβ(z, ζ).
This completes the proof of (7.36). 
Lemma 7.10. Given β ∈ F+d and an exactly ω-observable ω-output stable pair
(C,A), construct operators B̂β =
[
B1,β
...
Bd,β
]
∈ L(Uβ ,X d) and Dβ ∈ L(Uβ ,Y) as in
Lemma 7.5. For each β ∈ F+d form the connection Uβ =
[
A B̂β
C Dβ
]
and let Θω,Uβ be
the associated transfer-function formal power series as in (7.1). Then the kernel
(7.36) can be factored as
kMβ (z, ζ) = Θω,Uβ (z)
(
zβζ
β⊤
IUβ
)
Θω,Uβ (ζ)
∗. (7.38)
Moreover, if we consider Sβ
⊤
1,RUβ = zβUβ as a Hilbert space with norm
‖zβu‖zβUβ = ‖u‖Uβ for all u ∈ Uβ ,
lifted from Uβ, then the operator MΘω,Uβ : zβu 7→ Θω,Uβ (z)zβu is unitary from
zβUβ onto Mβ for each β ∈ F+d .
Proof. By Lemma 7.4, identity (7.16) holds. Multiplying both parts of (7.16)
by zβ on the right and by ζ
β⊤
on the left, normalizing to a hereditary kernel, and
then combining the obtained equality with (7.36) easily leads to (7.38).
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We note next that the factorization (7.38) rewritten as
kMβ (z, ζ) = Θω,Uβ (z)z
β · ζβ
⊤
Θω,Uβ (ζ)
∗
amounts to a Kolmogorov decomposition for kMβ (z, ζ), while the kernel kzβUβ (z, ζ)
has the Kolmogorov decomposition
kzβUβ (z, ζ) = (z
βIUβ ) · (ζ
β⊤
IUβ ).
From the last statement in Theorem 2.1, we can infer that
MΘω,Uβ : z
βu 7→ Θω,Uβ (z) · zβu
is a coisometry from zβUβ ontoMβ . Moreover, from the identity (7.13) (specialized
to the case where uβ′ = 0 for β
′ 6= β and x = 0), we see that ŷ(z) := Θω,Uβ (z)uβ = 0
forces uβ = 0, and hence also Θω,Uβ (z) · zβuβ = 0 forces uβ = 0, so MΘω,Uβ
as an operator on zβUβ has no kernel. Putting the pieces together, we see that
MΘω,Uβ : z
βUβ →Mβ is unitary as asserted. 
Definition 7.11. Let us say that a family Θω = {Θω,β}β∈F+
d
of formal power
series (with Θω,β ∈ L(Uβ ,Y)〈〈z〉〉 having operator-valued coefficients in L(Uβ ,Y)
for auxiliary Hilbert spaces Uβ and Y) is a H2ω,Y(F+d )-Bergman-inner family if, for
each β ∈ F+d , we have:
(1) The operator MΘω,β : z
βUβ → H2ω,Y(F+d ) is isometric,
(2) MΘω,β
(
zβUβ
)
is orthogonal to MΘω,γ (z
γUγ) for all β and γ in F+d with
β 6= γ, and
(3) For each α ∈ F+d ,
Sα
⊤
ω,R
( ⊕
β∈F+
d
Θω,βz
βUβ
)
=
⊕
β∈F+
d
Θω,βαz
βαUβα.
We note that, for each uβ ∈ Uβ, MΘω,β (zβuβ) = Sβ
⊤
ω,RMΘω,βuβ ∈ RanSβ
⊤
ω,R
and in general RanSβ
⊤
ω,R ⊥ RanSγ
⊤
ω,R if |β| = |γ| and β 6= γ or if γ = δβ′ with
|β′| = |β| and β′ 6= β, so the content of condition (2) in Definition 7.11 is that the
orthogonality condition holds for the special case where γ = δβ and δ 6= ∅.
Given any collection {Uβ}β∈F+
d
of coefficient Hilbert spaces indexed by F+d , we set
H2{Uβ}(F
+
d ) :=
⊕
β∈F+
d
Sβ
⊤
1,RUβ =
⊕
β∈F+
d
zβUβ (7.39)
equal to the time-varying Fock space (compare with the standard Fock space (1.20))
where every vector
u =
⊕
β∈F+
d
zβuβ ∈ H2{Uβ}
β∈F
+
d
(F+d )
is assigned the Fock-space norm ‖u‖2 =∑β∈F+
d
‖uβ‖2Uβ as in (1.20), the difference
here being that the coefficient space Uβ is allowed to depend on the index β ∈ F+d .
Given a H2
ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
, let us set
M = rowβ∈F+
d
[Θω,β ] ·H2{Uβ}(F+d ) =
⊕
β∈F+
d
Θω,βS
β⊤
1,RUβ ⊂ H2ω,Y(F+d ). (7.40)
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Then conditions (1) and (2) in Definition 7.11 imply that the “multiplication”
operator MΘω : H
2
{Uβ}(F
+
d )→ H2ω,Y(F+d ) given by
MΘω = rowβ∈F+
d
[Θω,β] : u =
⊕
β∈F+
d
zβuβ 7→
∑
β∈F+
d
Θω,β(z)z
βuβ (7.41)
maps H2{Uβ}(F
+
d ) isometrically onto the subspaceM given by (7.40). Furthermore,
condition (3) in Definition 7.11 implies that M so defined is Sω,R-invariant. The
next result is the converse: given any Sω,R-invariant closed subspace of H
2
ω,Y(F
+
d ),
there is a H2
ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
so that M = MΘωH2{Uβ},
our next analog of the Beurling-Lax theorem for the freely noncommutative multi-
variable Hardy-Fock-space setting.
Theorem 7.12. Let M be a closed Sω,R-invariant subspace of H2ω,Y(F+d ). De-
fine formal power series Θω,β ∈ L(Uβ ,Y) so that MΘω,β maps zβUβ isometrically
onto the subspace Mβ given by (7.19). Then Θω = {Θω,β}β∈F+
d
is a H2
ω,Y(F
+
d )-
Bergman-inner family giving rise to a Beurling-Lax representation for the Sω,R-
invariant subspace M (using the notations (7.39) and (7.41)):
M =MΘωH2{Uβ}(F+d ). (7.42)
If Θ′
ω
= {Θ′
ω,β}β∈F+
d
is another such H2
ω,Y(F
+
d )-Bergman-inner family, then for
each β ∈ F+d there is a unitary operator Uβ : Uβ → U ′β so that Θ′ω,β(z)Uβ = Θω,β(z).
Furthermore, one can construct such aH2
ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
representing M via transfer-function realizations as follows:
(1) Set X =M⊥ and define A ∈ L(X ,X d) and C ∈ L(X ,Y) by
A = S∗
ω,R|M⊥ , Cf = f∅ for f ∈M⊥.
(2) Construct injective
[
B̂β
Dβ
]
by solving the Cholesky factorization problem
(7.18) in Lemma 7.5.
(3) Define Θω,β(z) by
Θω,β(z) = ω
−1
|β|Dβ + CRω,|β|+1(Z(z)A)Z(z)B̂β . (7.43)
Proof. By Lemma 7.7, we know that M has the orthogonal decomposition
(7.20) withMβ given by (7.19). We define Θω,β so that MΘω,β maps zβUβ isomet-
rically onto Mβ. We thus have the orthogonal decomposition
M =
⊕
β∈F+
d
MΘω,βz
β · Uβ .
This leads to the the operatorMΘω : H
2
{Uβ}(F
+
d )→ H2ω,Y(F+d ) being a unitary map
from H2{Uβ} ontoM. From the orthogonal decomposition (7.20) forM, we see that
any {Θω,β} constructed from M in this way necessarily is a H2ω,Y(F+d )-Bergman-
inner family.
The only constraint on the choice of Θω,β is that MΘω,β maps z
βUβ isomet-
rically onto the subspace Mβ. Hence, any other choice {Θ′ω,β} with respective
coefficient spaces U ′β necessarily has the form Θ′ω,βzβU = Θω,βzβ for a unitary
operator U : Uβ → U ′β .
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Suppose now that we are given the closed Sω,R-invariant subspaceM ofH2ω,Y(F+d )
and we construct Θω,β according to the recipe (1), (2), (3) in the statement of the
theorem. By Theorem 4.33 part (4), the pair (C,A) is the canonical model ω-
isometric output pair for which the range RanOω,C,A of the observability operator
Oω,C,A is exactlyM⊥. As a result of Lemma 7.5, we see that the metric constraints
(7.15) and (7.6) hold. By Lemma 7.7, the Sω,R-invariant subspace M has the or-
thogonal decomposition (7.20) withMβ as in (7.19). The kernel function kM(z, ζ)
for the subspace M is given by (5.1) (also (7.27)). Then Proposition 7.9 applies
to tell us that the kernel function for Mβ is given by the formula (7.36). Then
Lemma 7.10 applies to tell us that kMβ (z, ζ) has the factorization as in (7.38), and
that the operator MΘω,β : z
βu 7→ Θω,β(z)zβu is unitary from zβUβ onto Mβ for
each β ∈ F+d as required. 
As a corollary we see that any H2
ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
has a realization as in (7.43).
Corollary 7.13. suppose that {Θω,β}β∈F+
d
is a H2
ω,Y(F
+
d )-Bergman-inner
family. Then there is a ω-isometric output pair (C,A) with A ω-strongly sta-
ble embedded in a family of connection matrices
{[
A B̂α
C Dα
]
: α ∈ F+d
}
satisfying the
metric constraints (7.6) and (7.15) so that Θω,β(z) has the transfer-function real-
ization (7.43).
Proof. In the discussion preceding the statement of Theorem 7.12, we saw
that any H2
ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
generates a Sn,R-invariant
subspaceM ofH2
ω,Y having {Θω,β}β∈F+
d
as its Beurling-Lax representer as in (7.40).
We may then use the results of Theorem 7.12 to generate a transfer-function real-
ization (7.43) for Θω,β meeting all the desired requirements. 
Note that, by Definition 3.23, the content of conditions (1) and (2) in Defini-
tion 7.11 is that each Θω,β(z) · zβ coming from a H2ω,Y(F+d )-Bergman-inner family
{Θω,β}β∈F+
d
is itself H2
ω,Y(F
+
d )-Bergman inner. It is condition (3) in Definition 7.11
which specifies how all these H2
ω,Y(F
+
d )-Bergman-inner power series fit together
to form a H2
ω,Y(F
+
d )-Bergman-inner family. In particular, the first Bergman-inner
power series Θω,∅ of theH2ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
has a transfer
function realization
Θ(z) = D + CRω,1(Z(z)A)Z(z)B̂
with connection matrix
U =
[
A B̂
C D
]
=
 A1 B1... ...
Ad Bd
C D
 (7.44)
satisfying the metric constraints of the form (7.6) and (7.15). Our next result is a
converse to these observations.
Theorem 7.14. Suppose that the formal power series Θ(z) ∈ L(U ,Y)〈〈z〉〉 is
H2
ω,Y(F
+
d )-Bergman-inner. Then:
(1) There is a H2
ω,Y(F
+
d )-Bergman-inner family {Θω,β}β∈F+
d
so that Θ = Θω,∅.
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(2) Θ has the form
Θ(z) = D +
d∑
j=1
∑
α∈F+
d
ω−1|α|+1CA
αBjz
αj (7.45)
where (C,A) is ω-isometric with A ω-strongly stable, and where the connection
matrix (7.44) satisfies the metric constraints[
A∗ C∗
B∗ D∗
] [
Gω,1,C,A ⊗ Id 0
0 IY
] [
A B
C D
]
=
[Gω,C,A 0
0 IU
]
,[
A B
C D
] [G−1
ω,C,A 0
0 IU
] [
A∗ C∗
B∗ D∗
]
=
[
G
−1
ω,1,C,A ⊗ Id 0
0 IY
]
. (7.46)
Proof. Suppose that Θ(z) ∈ L(U ,Y)〈〈z〉〉 is H2
ω,Y(F
+
d )-Bergman-inner. De-
fine E ⊂ H2
ω,Y(F
+
d ) by E = MΘ · U . Then condition (1) in Definition 3.23 tells us
that MΘ maps U isometrically into H2ω,Y(F+d ) and hence E is a closed subspace of
H2
ω,Y(F
+
d ). We next set
M =
∨
α∈F+
d
Sα
ω,RE . (7.47)
Then M is a closed Sω,R-invariant subspace of H2ω,Y . By Theorem 7.12 it follows
that M has a representation of the form (7.42) in terms of a H2
ω,Y(F
+
d )-Bergman-
inner family {Θω,β}β∈F+
d
. By the second condition in Definition 3.23, we see that,
for β a nonempty word in F+d , the subspace E = Θ · U is orthogonal to the subspace
Sβ
ω,RM = Sβω,R
( ∨
α∈F+
d
Sα
ω,RE
)
=
∨
α∈F+
d
Sβ
ω,RS
α
ω,RΘ · U =
∨
α∈F+
d
Θ · zα⊤β⊤U .
In particular, E is orthogonal to Sω,R,kM for k = 1, . . . , d and hence
E ⊆ M⊖
( d⊕
k=1
Sω,R,kM
)
=:M∅. (7.48)
To show that the containment (7.48) actually holds with equality, we verify that
the assumption that f ∈ M∅ is orthogonal to E forces f = 0. Indeed, if f ∈ M∅,
then f is orthogonal to Sω,R,kM for k = 1, . . . , d and hence, on account of (7.47),
f is orthogonal to Sα
ω,RE for any nonempty α ∈ F+d . If in addition, f is orthogonal
→ E , then, again by, (7.47), it is orthogonal to the wholeM. Since f ∈M∅ ⊂M,
it follows that f = 0, and hence the containment (7.48) holds with equality. This
means that without loss of generality we may take Θω,∅ to be Θ in the construction
in Theorem 7.14. Consequently, Θ = Θω,∅ has a realization as in (7.45) and (7.46)
by specialization of the general state-space formulas for the whole Bergman-inner
family in the second part of Theorem 7.12 to the case β = ∅. 
Remark 7.15. System-theoretic interpretation of Theorem 7.12. In
systems theory language, the result of Theorem 7.12 can be expressed as follows.
Associated with any time-varying noncommutative multidimensional linear system
Σ(U) of the form (1.32) is a well-defined input-output map
TU : {uβ}β∈F+
d
→ {yβ}β∈F+
d
,
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where the output string {yβ}β∈F+
d
is determined from the input string {uβ}β∈F+
d
(uβ ∈ Uβ for each β ∈ F+d ) by solving the system equations (1.32) recursively with
initial condition x(∅) set equal to zero. The formal noncommutative Z-transform
of TU is the map T̂U defined by
T̂U :
∑
β∈F+
d
uβz
β 7→
∑
β∈F+
d
yβz
v
exactly when TU : {uβ}β∈F+
d
7→ {yβ}β∈F+
d
. Let us say that a time-varying formal
noncommutative multidimensional linear system ΣU as in (1.32) is ω-Bergman
conservative if the operators A, B̂β , C,Dβ in the connection matrix (7.44) satisfy
the metric conditions (7.6) and (7.15). As a consequence of the identity (2.35)
(with initial condition x = x̂(∅) = 0), we see that the multiplication operator MΘ
has transfer function realization MΘ = T̂U.
7.3. Expansive multiplier property
In this section we take advantage of the realization formula (7.45) to discuss
another property of H2
ω,Y(F
+
d )-inner multipliers (which, however, occurs only for
particular weights). The question goes back to [58, 48, 49, 34], where it was shown
that canonical divisors in the Bergman space A2 (also in the non-Hilbert Bergman
spaces Ap2) are expansive multipliers in the sense that ‖Gf‖A2 ≥ ‖f‖A2 for all
f ∈ A2. Canonical divisors form a subclass of Bergman-inner functions for which
the expansive multiplier property holds only in a weaker version: for any Bergman-
inner function G, the inequality ‖Gf‖A2 ≥ ‖f‖A2 holds for all f ∈ H2 (but not for
all f ∈ A2, in genera)l. The latter weak form of the expansive multiplier property
holds for weighted Bergman spaces A3 [59] but fails in An for n > 3.
In the present noncommutative setting, we define the expansive multiplier (in
the weak form) keeping in mind the Fock space H2(F+d ) as a suitable substitute of
the Hardy space H2 of the unit disk.
Let us say that the space H2
ω,Y(F
+
d ) possesses the expansive multiplier property
if for any L(U ,Y)-valued H2
ω,Y(F
+
d )-inner multiplier Θ,
‖Θf‖H2
ω,Y(F
+
d
) ≥ ‖f‖H2
ω,U (F
+
d
) for all f ∈ H2U (F+d ). (7.49)
Remark 7.16. If Θ ∈ L(U ,Y)〈〈z〉〉 is H2
ω,Y(F
+
d )-inner, then for every noncom-
mutative polynomial p(z) = p∅ + p˜(z) where p˜(z) =
∑
1≤|α|≤K pαz
α, we have
‖Θp‖2
H2
ω,Y(F
+
d
)
= ‖Θp∅‖2H2
ω,Y(F
+
d
)
+ ‖Θp˜‖2
H2
ω,Y(F
+
d
)
= ‖p∅‖2U + ‖Θp˜‖2H2
ω,Y(F
+
d
)
.
Since ‖p‖2
H2
ω,U (F
+
d
)
= ‖p∅‖2U + ‖p˜‖2H2
ω,U (F
+
d
)
, we conclude that the inequality
‖Θp‖H2
ω,Y(F
+
d
) ≥ ‖p‖H2
ω,U (F
+
d
)
holds for all polynomials in U〈z〉 if and only if it holds for all polynomials p with
p∅ = 0.
Lemma 7.17. Let Θ be an L(U ,Y)-valued H2
ω,Y(F
+
d )-inner power series realized
as in Theorem 7.14. Then for every polynomial
p(z) =
∑
α∈F+
d
:1≤|α|≤k
pαz
α, (7.50)
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the following equality holds:
‖Θp‖2
H2
ω,Y(F
+
d
)
− ‖p‖2
H2
ω,U(F
+
d
)
(7.51)
=
∑
v∈F+
d
:|v|≥2
∑
αiα′=v=βjβ′
(
ω|v|
ω|α|+1ω|β|+1
− ωmax(|α′|,|β′|)
ω|v|−max(|α′|,|β′|) · ω||α′|−|β′||
)
· 〈CAαBipα′ , CAβBjpβ′〉Y
where, according to (2.27), ‖p‖2
H2
ω,U (F
+
d
)
=
∑
α∈F+
d
:1≤|α|≤k
ω|α|‖pα‖2U .
Proof. Making use of (7.45) and (7.50), we write the power series expansion
Θ(z)p(z) =D
d∑
j=1
pjzj +
∑
v∈F+
d
: 2≤|v|≤k
(
Dpv +
∑
αiα′=v
ω−1|α|+1CA
αBipα′
)
zv
+
∑
v∈F+
d
: |v|>k
( ∑
αiα′=v
ω−1|α|+1CA
αBipα′
)
zv.
By the definition (2.27) of the H2
ω,Y(F
+
d )-norm, we have
‖Θp‖2
H2
ω,Y(F
+
d
)
=
d∑
i=1
ω1 · ‖Dpi‖2Y
+
∑
v∈F+
d
: 2≤|v|≤k
ω|v| ·
∥∥Dpv + ∑
αiα′=v
ω−1|α|+1CA
αBipα′
∥∥2
Y
+
∑
v∈F+
d
: |v|>k
ω|v| ·
∥∥ ∑
αiα′=v
ω−1|α|+1CA
αBipα′
∥∥2
Y
= I + II + III, (7.52)
where
I =
∑
v∈F+
d
: |v|≤k
ω|v| · ‖Dpv‖2Y , (7.53)
II = 2Re
( ∑
v∈F+
d
: 2≤|v|≤k
ω|v| ·
〈
Dpv,
∑
αiα′=v
ω−1|α|+1CA
αBipα′
〉
Y
)
, (7.54)
III =
∑
v∈F+
d
: |v|≥2
ω|v| ·
∥∥∥∥ ∑
αiα′=v
ω−1|α|+1CA
αBipα′
∥∥∥∥2
Y
. (7.55)
To simplify the notation we set pv = 0 for |v| > k and for any two representations
v = αiα′ = βjβ′ (|α′| ≤ k, |β′| ≤ k) (7.56)
of a word v ∈ F+d , we let
dv,α′,β′ =
ω|v|
ω|α|+1 · ω|β|+1 ·
〈
CAαBipα′ , CA
βBjpβ′
〉
Y .
Observe that the elements α, β, i and j in representations (7.56) are completely
determined by v, α′ and β′. We also note that if |α′| = |β′|, then it follows from
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(7.56) that α′ = β′, α = β and i = j (see Remark 7.18 below). In case |α′| > |β′|,
it follows that
α′ = γjβ′ and β = αiγ for some γ ∈ F+d . (7.57)
Using the latter notation we rewrite (7.55) as
III =
∑
v∈F+
d
∑
αiα′=v
dv,α′,α′ + 2Re
( ∑
v∈F+
d
∑
αiα′ = v = βjβ′
|β′| < |α′| ≤ k
dv,α′,β′
)
. (7.58)
For the first term on the right side, we have∑
v∈F+
d
∑
αiα′=v
dv,α′,α′ =
∑
v∈F+
d
∑
αiα′=v
ω|v|
ω2|α|+1
· ‖CAαBipα′‖2Y
=
∑
α,α′∈F+
d
d∑
i=1
ω|α|+|α′|+1
ω2|α|+1
· ‖CAαBipα′‖2Y . (7.59)
For the second term on the right side of (7.58), we have, on account of (7.57),∑
v∈F+
d
∑
αiα′ = v = βjβ′
|β′| < |α′| ≤ k
dv,α′,β′ (7.60)
=
∑
αiα′ = βjβ′,
|β′| < |α′| ≤ k
ω|α|+|α′|+1
ω|α|+1 · ω|β|+1 ·
〈
CAαBipα′ , CA
βBjpβ′
〉
Y
=
∑
α′ = γjβ′,
|α′| ≤ k
d∑
j=1
ω|α|+|α′|+1
ω|α|+1 · ω|α|+|γ|+2 ·
〈
CAαBipα′ , CA
αiγBjpβ′
〉
Y .
Substituting (7.59) and (7.60) into (7.58) gives
III =
∑
α,α′∈F+
d
d∑
i=1
ω|α|+|α′|+1
ω2|α|+1
· ‖CAαBipα′‖2Y (7.61)
+ 2Re
( ∑
α′ = γjβ′,
|α′| ≤ k
d∑
i=1
ω|α|+|α′|+1
ω|α|+1 · ω|α|+|γ|+2 ·
〈
CAαBipα′ , CA
αiγBjpβ′
〉
Y
)
.
By equality of bock (2,2)-entries in the first matrix equality in (7.46) and on account
of (4.58),
‖Dpv‖2Y = ‖pv‖2U −
d∑
i=1
〈Gω,1,C,ABipv, Bipv〉X
= ‖pv‖2U −
d∑
i=1
〈 ∑
α∈F+
d
ω−1|α|+1A
∗α⊤C∗CAαBipv, Bipv
〉
X
= ‖pv‖2U −
d∑
i=1
∑
α∈F+
d
ω−1|α|+1 ·
∥∥CAαBipv∥∥2X
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and therefore (see (7.53)),
I =
∑
v∈F+
d
: 1≤|v|≤k
ω|v| · ‖pv‖2U −
∑
v∈F+
d
: 1≤|v|≤m
d∑
i=1
∑
α∈F+
d
ω|v|
ω|α|+1
· ∥∥CAαBipv∥∥2X
= ‖p‖2
H2
ω,U (F
+
d
)
−
∑
α,α′∈F+
d
d∑
i=1
ω|α′|
ω|α|+1
· ∥∥CAαBipα′∥∥2X . (7.62)
We next combine the equality of the (2,1)-block entries in the first matrix equation
in (7.46) with (4.58) to get
〈
Dpα′ , CA
γBipβ′
〉
Y =
〈
pα′ , D
∗CAγBjpβ′
〉
U
=−
〈
pα′ ,
d∑
i=1
B∗iGω,1,C,AA
iγBjpβ′
〉
U
=−
〈
pα′ ,
d∑
i=1
∑
α∈F+
d
ω−1|α|+1B
∗
iA
∗α⊤C∗CAαiγBjpβ′
〉
U
=−
∑
α∈F+
d
d∑
i=1
ω−1|α|+1 ·
〈
CAαBipα′ , CA
αiγBjpβ′
〉
Y
which together with (7.54) and (7.57) gives
II =2Re
( ∑
α′∈F+
d
: |α′|≤k
ω|α′| ·
〈
Dpα′ ,
∑
α′=γjβ′
ω−1|γ|+1CA
γBjpβ′
〉
Y
)
(7.63)
=− 2Re
( ∑
α′ = γjβ′,
|α′| ≤ k
d∑
i=1
ω|α′|
ω|α|+1 · ω|γ|+1 ·
〈
CAαBipα′ , CA
αiγBjpβ′
〉
Y
)
.
We now substitute (7.61), (7.62) and (7.63) into (7.52):
‖Θp‖2
H2
ω,Y(F
+
d
)
− ‖p‖2
H2
ω,U (F
+
d
)
=
∑
α,α′∈F+
d
:|α′|≤k
d∑
i=1
(
ω|α|+|α′|+1
ω2|α|+1
− ω|α′|
ω|α|+1
)
· ‖CAαBipα′‖2Y
+ 2Re
( ∑
α′ = γjβ′,
|α′| ≤ k
d∑
i=1
(
ω|α|+|α′|+1
ω|α|+1 · ω|α|+|γ|+2 −
ω|α′|
ω|α|+1 · ω|γ|+1
)
· 〈CAαBipα′ , CAαjγBjpβ′〉Y).
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Making use of representations (7.56) and (7.57) we rewrite the latter equality as
‖Θp‖2
H2
ω,Y(F
+
d
)
− ‖p‖2
H2
ω,U (F
+
d
)
=
∑
v∈F+
d
:|v|≥2
∑
αiα′=v
(
ω|v|
ω2|α|+1
− ω|α′|
ω|α|+1
)
· ‖CAαBipα′‖2Y
+ 2Re
( ∑
v∈F+
d
:|v|≥2
∑
αiα′ = v = βjβ′
α′ = γjβ′,
|α′| ≤ k
(
ω|v|
ω|α|+1 · ω|β|+1 −
ω|α′|
ω|α|+1 · ω|α′|−|β′|
)
· 〈CAαBipα′ , CAβBjpβ′〉Y),
which can be written, since ω0 = 1, in a more compact form as in (7.51). 
Remark 7.18. There is an alternative way of writing the right-hand side of
(7.51) which will be more convenient for our purposes. Fix a word v ∈ F+d with
|v| ≥ 2 and consider a splitting of v as
v = αiα′ (7.64)
where 1 ≤ |α′| ≤ |v|−1. We note that once the length i = |α′| is specified then each
of the three factors α, i, α′ in the decomposition (7.64) is uniquely determined. We
may therefore write α = αv,i, i = iv,i, α
′ = α′v,i. Similarly, in the decomposition
v = βjβ′, we may write β = αv,j , j = iv,j, β′ = α′v,j . Then we also have
|α′v,i| = i, |αv,i|+ 1 = |v| − i.
Then the right-hand side of (7.51) has the form
∑
v∈F+
d
: |v|≥2
|v|−1∑
i,j=1
(
ω|v|
ω|v|−i ω|v|−j
− ωmax(i,j)
ω|v|−max(i,j) · ωmax(||i|−|j||
)
· 〈CAαv,iBiv,ipα′v,i , CAαv,jBiv,jpα′v,j 〉. (7.65)
The following theorem presents sufficient conditions (in terms of the weight
sequence ω) for the space H2
ω,Y(F
+
d ) to possess the expansive multiplier property.
Theorem 7.19. Let ω = {ωj}j≥0 be the weight sequence satisfying conditions
(2.31). For every pair (k, r) of positive integers k < r, define the symmetric real
matrix
M (k,r) =
[
M
(k,r)
ij
]k
i,j=1
with the entries M
(k,r)
ij given by
M
(k,r)
ij =M
(k,r)
ji = 1−
ωjωr−i
ωrωj−i
for 1 ≤ i ≤ j ≤ k. (7.66)
If detM (k,r) ≥ 0 for all 1 ≤ k < r, then H2
ω,Y(F
+
d ) possesses the expansive mul-
tiplier property, i.e., condition (7.49) holds for any H2
ω,Y(F
+
d ))-inner power series
Θ.
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Proof. For fixed 0 < k < r, let Ω be the k × k diagonal matrix with the
weights ωr−1, ωr−2, . . . ωr−k on the main diagonal. It is readily checked that
N (r,k) :=
[
ωr
ωr−jωr−i
− ωmax(i,j)
ωr−max(i,j) · ω|j−i|
]k
i,j=1
= ωrΩ
−1M (r,k)Ω−1,
and hence, the assumptionM (r,k) ≥ 0 implies N (r,k) ≥ 0. Note that the right-hand
side of (7.51), rewritten as in (7.65), becomes∑
v∈F+
d
: |v|≥2
|v|−1∑
i,j=1
[N (|v|,|v|−1]i,j · 〈CAαv,iBiv,ipα′v,i , CAαv,jBiv,jpα′v,j 〉.
Since N (r,k) is positive semidefinite, we see immediately that this expression is
nonnegative for any choice of operators A, Bj , C and vectors pα ∈ U . Therefore,
inequality (7.73) holds for all polynomials vanishing at the origin and now Remark
7.16 completes the proof. 
If ωj = µ2,j =
1
j+1 , then (7.66) takes the form M
(k,r)
ij =
i(r−j)
(j+1)(r−i+1) , and it
was shown in [17] that
detM (k,r) =
2k(r − k)(r + 1)k−1(r − k + 1)!
r2(k + 1)(k + 1)! (r − 1)! for all 2 ≤ k < r.
Thus, detM (k,r) > 0 for all 1 ≤ k < r and thus, the expansive multiplier property
holds in the space A2,Y(F+d ) by Theorem 7.19.
If ωj = µ3,j =
2
(j+1)(j+2) , then (7.66) takes the form
M
(k,r)
ij =M
(k,r)
ji = 1−
(r + 1)(r + 2)(j − i+ 1)(j − i+ 2)
(j + 1)(j + 2)(r − i+ 1)(r − i+ 2) .
It was shown in [17] that also in this case, detM (k,r) > 0 for all 1 ≤ k < r. By
Theorem 7.19, we conclude that the Bergman-Fock space A3,Y(F+d ) also possesses
the expansive multiplier property.
7.4. Bergman-inner multipliers as extremal solutions of interpolation
problems
The Bergman-inner function associated with a sequence of nonzero points {zj}
in the unit disk D appeared in [58, 48] as a unit-norm element f0 of the sub-
space M of the Bergman space consisting of all functions f with zero set con-
taining {zj} which achieves the maximal possible value of |f(0)|. In this section
we show H2
ω,Y(F
+
d )-Bergman-inner multipliers (see Definition 3.23) appear as ex-
tremal solutions of certain operator-argument interpolation problems in the space
H2
ω,L(U ,Y) := H
2
ω
(F+d )⊗ L(U ,Y).
Being equipped with the L(U)-valued inner product
[F,G] =
∑
α∈F+
d
ω|α|G∗αFα for F (z) =
∑
α∈F+
d
Fαz
α, G(z) =
∑
α∈F+
d
Gαz
α, (7.67)
the space H2
ω
(F+d )⊗L(U ,Y) becomes a C∗-module (sometimes also called a Hilbert
module) over the C∗-algebra A = L(U) (see e.g. [33]). Note that here we take the
inner product to be linear in the first argument (as is standard for Hilbert spaces
for the case where the C∗-algebra A is equal to the complex numbers C but is the
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reverse of the standard convention for C∗-modules). It is readily seen from (7.67)
and the definition (2.27) of the norm in H2
ω
(F+d ) that
[F, F ]H2
ω,L(U,Y)
(F+
d
) = IU ⇐⇒ ‖Fu‖H2
ω,Y (F
+
d
) = ‖u‖U for all u ∈ U . (7.68)
For an ω-output-stable pair (E,T) withT = (T1, . . . , Td), we define a left-tangential
functional calculus F → (E∗F )∧L(T∗) on H2
ω,L(U ,Y)(F
+
d ) by
(E∗F )∧L(T∗) =
∑
α∈F+
d
T∗α
⊤
E∗Fα (7.69)
for F (z) ∈ H2
ω,L(U ,Y)(F
+
d ) as in (7.67). The computation〈 ∑
α∈F+
d
T∗α
⊤
E∗Fαu, x
〉
X
=
∑
α∈F+
d
〈Fαu, ETαx〉Y
=
∑
α∈F+
d
ω|α|
〈
Fαu, ω
−1
|α|ET
αx
〉
Y
= 〈Fu, Oω,E,Tx〉H2
ω,Y(F
+
d
)
shows that the ω-output-stability of the pair (E,T) is exactly what is needed to ver-
ify that the infinite series in the definition (7.69) of (E∗F )∧L(T∗) converges in the
weak topology on X . In fact, the left-tangential evaluation with operator argument
f → (E∗F )∧L(T∗) amounts to the adjoint of the ω-observability operator:
(E∗F )∧L(T∗) = O∗
ω,E,TF for F ∈ H2ω,L(U ,Y)(F+d )
and suggests the interpolation problem with operator argument OAP(T, E,N)
whose data set consists of a d-tuple T = (T1, . . . , Td) and operators E ∈ L(X ,Y)
and F ∈ L(X ,U) such that the pair (E,T) is ω-output stable. We assume in
addition that (E,T) is exactly ω-observable so that the gramian Gω,E,T is strictly
positive definite,
OAP(T, E,N): Given the data set {T, E,N} as above, find all F ∈ H2
ω,L(U ,Y)(F
+
d )
such that
(E∗F )∧L(T∗) := O∗
ω,E,TMF |U = N∗. (7.70)
Theorem 7.20. All solutions F ∈ H2
ω,L(U ,Y)(F
+
d ) of the problem (7.70) are
parametrized by the formula
F (z) = Fmin(z) +G(z), (7.71)
where
Fmin(z) =
∑
α∈F+
d
ω−1|α|ET
αG−1
ω,E,TN
∗zα = ERω(Z(z)T )G−1ω,E,TN∗ (7.72)
and where G(z) ∈ H2
ω,L(U ,Y) subject to MG|U ⊂ (RanOω,E,T)⊥ is a free parame-
ter. Furthermore, the representation (7.72) is orthogonal with respect to the inner
product (7.67). Therefore,
[F, F ]H2
ω,L(U,Y)
(F+
d
) = [Fmin, Fmin]H2
ω,L(U,Y)
(F+
d
) + [G,G]H2
ω,L(U,Y)
(F+
d
)
so that Fmin has the minimal L(U)-valued self-inner-product (and hence also the
minimum possible norm) among all solutions to the problem (7.70).
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Proof. We start with computations
[Fmin, Fmin] =
∑
α∈F+
d
ω−1|α|NG−1ω,E,TT∗α
⊤
E∗ETαG−1
ω,E,TN
∗ = NG−1
ω,E,TN
∗,
(E∗Fmin)∧L(T∗) =
∑
α∈F+
d
ω−1|α|T
∗α⊤E∗ETαG−1
ω,E,TN
∗ = N∗
showing that Fmin(z) belongs to H
2
ω,L(U ,Y)(F
+
d ) and satisfies condition (7.70). Next
observe that G ∈ H2
ω,L((U ,Y)(F
+
d ) satisfies the homogeneous condition O∗ω,E,TG(z)u
= 0 if and only if Gu belongs to (RanOω,E,T)⊥. Therefore,
(E∗G)∧L(T∗) := O∗
ω,E,TMG|U = 0 ⇐⇒ MG|U ⊂ (RanOω,E,T)⊥, (7.73)
and representation (7.71) follows. The representation is orthogonal with respect to
the inner product (7.67), since Fmin(z)u belongs to RanOω,E,T for any u ∈ U . 
A more detailed parametrization in (7.71) can be obtained by invoking any
one of Beurling-Lax type theorems presented above describing the Sω,R-invariant
subspace (RanOω,E,T)⊥ of H2ω,Y(F+d ).
We next consider a more structured interpolation problem in H2
ω,L(U ,Y)(F
+
d ).
Given an ω-isometric pair (C,A) with C ∈ L(X ,Y) andA = (A1, . . . , Ad) ∈ L(X )d,
and given D ∈ L(U ,Y), let
Tj =
[
0 0
0 Aj
]
∈ L(Y ⊕ X ) for j = 1, . . . , d,
E =
[
IY C
] ∈ L(Y ⊕ X ,Y), N = [D∗ 0] ∈ L(Y ⊕ X ,U). (7.74)
Then, for F (z) =
∑
α∈F+
d
Fαz
α ∈ H2
ω,L(U ,Y)(F
+
d ),
(E∗F )∧L(T∗) =
[
F∅
C∗F∅
]
+
∑
α∈F+
d
:|α|>0
[
0 0
0 A∗α
⊤
] [
IY
C∗
]
Fα =
[
F∅
(C∗F )∧L(A∗)
]
and then the interpolation condition (7.70) amounts to
(C∗F )∧L(A∗) = 0 and F∅ = D. (7.75)
Observe that by (7.74) and the power series representations (4.45) and (1.36),
Gω,E,T =
[
IY C
C∗ Gω,C,A
]
, ERω(Z(z)T ) = IY + CRω(Z(z)A). (7.76)
The assumption that the pair (E,T) be exactly ω-observable means that Gω,E,T
be invertible in L(X ); from the first formula in (7.76) and a Schur-complement
calculation, we see that this is equivalent to the condition that Gω,C,A ≻ C∗C In
particular, Gω,C,A ≻ 0, i.e., (C,A) is exactly ω-observable. We next clarify when
the converse direction holds.
Proposition 7.21. Let (C,A) be an ω-isometric output pair. Then Gω,C,A ≻
C∗C if and only if (C,A) is exactly ω-observable (so Gω,C,A ≻ 0) and
d∑
j=1
A∗jAj ≻ 0.
7.4. EXTREMAL SOLUTIONS OF INTERPOLATION PROBLEMS 145
Proof. If Gω,C,A ≻ C∗C, then Gω,1,C,A  Gω,C,A ≻ 0, by (4.61). From the
identity (4.60) applied with k = 0, we have
d∑
j=1
A∗jGω,1,C,AAj = Gω,C,A − C∗C ≻ 0
and therefore,
d∑
j=1
A∗jAj 
1
‖Gω,1,C,A‖
d∑
j=1
A∗jGω,1,C,AAj ≻ 0
which verifies the “only if” part of the statement.
Conversely, if Gω,C,A  δIX for some δ > 0 and
∑d
j=1 A
∗
jAj ≻ 0, then
Gω,1,C,A  Gω,C,A  δIX , and hence,
Gω,C,A − C∗C =
d∑
j=1
A∗jGω,1,C,AAj  δ ·
d∑
j=1
A∗jAj ≻ 0
which completes the proof. 
We note that the condition
∑d
j=1A
∗
jAj ≻ 0 can be viewed as a version of
the assumption that none of the specified zero locations {zj : j = 1, 2, . . . } for the
shift-invariant subspaceM are at the origin in the classical case mentioned above.
We now consider the following extremal problem:
Extremal Interpolation Problem (EP): Given an exactly ω-observable pair
(C,A) with Gω,1,CA positive definite, find an injective operator D ∈ L(U ,Y) acting
from an auxiliary Hilbert space U into Y so that the minimal norm solution Fmin
to the problem (7.75) satisfies [Fmin, Fmin] = IU .
The solution of the Extremal Interpolation Problem is as follows.
Theorem 7.22. Suppose that (C,A) is an exactly ω-observable output pair.
Then any solution Fmin of the EP is H
2
ω,Y-Bergman-inner. Moreover, any such
solution Fmin is given by
Fmin(z) = D + CRω,1(Z(z)A)Z(z)B (7.77)
where
B = −A(Gω,C,A − C∗C)−1C∗D and D =
(
I − CG−1
ω,C,AC
∗) 12V, (7.78)
with V be any isometry from an auxiliary Hilbert space U onto Ran(I−CG−1
ω,C,AC
∗)
1
2 .
Proof. The solution set for the homogeneous problem (7.75) (i.e., withD = 0)
consists of G ∈ H2
ω,L(U ,Y) with RanMG|U ⊂ (RanOω,E,T)⊥, so by Theorem 7.20,
the minimal norm solution Fmin of the non-homogeneous problem is such that
MF |U ⊂ RanOω,E,T ⊗ U . In other words, for every u ∈ U , the series Fmin(z)u
belongs to RanOω,E,T, and according to the second formula in (7.76), Fmin(z)u is
of the form
Fmin(z)u = y + C(I − Z(z)A)−nx
for some y ∈ Y and x ∈ X . Since RanOω,C,A is S∗ω,R-invariant, S∗α
⊤
ω,RFminu
belongs to RanOω,C,A for any non-empty α ∈ F+d . On the other hand, due to
the first (homogeneous) condition in (7.75), Fminv belongs to (RanOω,C,A)⊥ for
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each v ∈ U . Therefore, S∗α⊤
ω,RFminu is orthogonal to Fminv or, equivalently, Fminu
is orthogonal to Sα
ω,RFminv for all u, v ∈ U and non-empty α ∈ F+d . Besides,
‖Fminu‖H2
ω,Y(F
+
d
) = ‖u‖U for all u ∈ U , by (7.68). Then Fmin isH2ω,Y(F+d )-Bergman-
inner, by Definition 3.23.
We now calculate the extremal series Fmin. By the first formula in (7.76),
G−1
ω,E,T =
[
IY 0
0 0
]
+
[−C
IX
]
(Gω,C,A − C∗C)−1
[−C∗ IX ]
and substituting the latter equality into (7.72) gives
Fmin(z) =
[
IY C
] [IY 0
0 Rω(Z(z)A)
]
G−1
ω,E,T
[
D
0
]
=
[
IY CRω(Z(z)A)
]( [D
0
]
+
[−C
IX
]
(Gω,C,A − C∗C)−1C∗D
)
= D + C(Rω(Z(z)A)− IX )(Gω,C,A − C∗C)−1C∗D
= D + CRω,1(Z(z)A)(Gω,C,A − C∗C)−1C∗D
The latter formula can be written in the form (7.77) with B defined as in (7.78)
and D to be yet determined. By formula (4.60) (for k = 0),
A∗(Gω,1,C,A ⊗ Id)A =
d∑
j=1
A∗jGω,1,C,AAj + C
∗C = Gω,C,A. (7.79)
Then for B of the form (7.78) we have
A∗(Gω,1,C,A ⊗ Id)B = −A∗(Gω,1,C,A ⊗ Id)A(Gω,C,A − C∗C)−1C∗D
= −C∗D, (7.80)
B∗(Gω,1,C,A ⊗ Id)B = −D∗C(Gω,C,A − C∗C)−1A∗(Gω,1,C,A ⊗ Id)B∗
= D∗C(Gω,C,A − C∗C)−1C∗D. (7.81)
For Fmin of the form (7.77) with the entry B given as in (7.78), we have
[Fmin, Fmin]H2
ω,L(U,Y)
=D∗D +
d∑
j=1
∑
α∈F+
d
ω−1|α|+1B
∗
jA
∗α⊤C∗CAαBj
=D∗D +B∗(Gω,1,C,A ⊗ Id)B. (7.82)
Equalities (7.79), (7.80), (7.82) can be written in the matrix form[
A∗ C∗
B∗ D∗
] [
Gω,1,C,A ⊗ Id 0
0 IY
] [
A B
C D
]
=
[Gω,C,A 0
0 [Fmin, Fmin]
]
.
Since Fmin satisfies the condition [Fmin, Fmin] = IU , we conclude from the latter
equality by Remark 7.2 that Fmin is H
2
ω,Y(F
+
d )-Bergman-inner. To find D explicitly,
we combine (7.81) and (7.82) and use the Sherman-Morrison formula as follows:
IY =D∗D +D∗C(Gω,C,A − C∗C)−1C∗D
=D∗
(
I + C(Gω,C,A − C∗C)−1C∗
)
D = D∗
(
I − CG−1
ω,C,AC
∗)−1D.
We then conclude from the latter equality that D is of the form as in (7.78). 
CHAPTER 8
Model theory for ω-hypercontractive operator
d-tuples
Let us say that a commutative operator d-tuple T = (T1, . . . , Td) is an abstract
ω-shift if T satisfies conditions (4.83) and X0 = {0} where X0 is the space displayed
in (4.84). Then, according to Theorem 4.30, any such T is unitarily equivalent to
the concrete ω-shift Sω,R on H
2
ω,Y(F
+
d ) for an appropriate coefficient Hilbert space
Y, i.e., Sω,R on H2ω(F+d ) (with an appropriate multiplicity) serves as the functional
model for any abstract ω-shift (up to unitary equivalence and some multiplicity).
In this chapter we will characterize abstract operator tuples T = (T1, . . . , Td) such
that A = T∗ = (T ∗1 , . . . , T ∗d ) is unitarily equivalent to the restriction of the adjoint
shift-tuple S∗
ω,R on H
2
ω,Y(F
+
d ) to an invariant subspace N , where N is isometri-
cally included, or more generally only contractively included, in the ambient space
H2
ω,Y(F
+
d ). We already have some results in this direction, namely Theorem 4.37.
In the classical case one can go further by arriving at an explicitly computable
characteristic function ΘT which serves as a complete unitary invariant and from
which one can define an explicit functional model for the operator T . Our goal in
this chapter is to enhance Theorems 4.37 by identifying a characteristic multiplier
ΘT which serves as a complete unitary invariant for the original operator tuple T,
just as in the Sz.-Nagy–Foias theory [99].
In this chapter we present two approaches to this problem for the class of ∗-ω-
hypercontractions T which are completely non-coisometric (c.n.u.)—corresponding
to the case for d = 1 where the contraction operator T has no coinvariant subspace
N such that T ∗|N is isometric.
The second approach, developed for the case d = 1 in our earlier work [14,
15], restricts the analysis to the so-called pure case (T∗ is ω-strongly stable) with
the payoff that one gets a more explicit model theory by using the Beurling-Lax
representation via a Bergman-inner family {Θα : α ∈ F+d } for the Sω,R-invariant
subspace M = N⊥, including an explicit formula for each member Θα of the
Bergman-inner family in terms of the original operator d-tuple T. This is the topic
of Section 8.2. We also show how to recover the original operator-tuple T directly
from the characteristic Bergman-inner family and verify that the characteristic
Bergman-inner family is a complete unitary invariant for T.
8.1. Model theory based on contractive-multiplier/McCT-inner
multiplier as characteristic function
Recall Definition 4.7 of a ω-hypercontractive operator d-tuple A = (A1, . . . , Ad):
an operator d-tuple A = (A1, . . . , Ad) on a Hilbert space X is ω-hypercontractive if
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148 8. MODEL THEORY FOR ω-HYPERCONTRACTIVE OPERATOR d-TUPLES
it is contractive (in the sense of (4.30)) and is subject to inequalities
Γ
(k)
ω,A[IX ] := −
∑
α∈F+
d
( k∑
ℓ=1
c|α|+ℓ
ωk−ℓ
)
A∗α
⊤
Aα  0 for all k ≥ 1,
Γω,A[IX ] =
∑
α∈F+
d
c|α|A∗α
⊤
Aα  0.
For consistency with the Sz.-Nagy-Foias model theory, we consider an operator
d-tuple T = (T1, . . . , Td) for which the adjoint tuple A := T
∗ := (T ∗1 , . . . , T
∗
d ) is
a ω-hypercontraction. We shall use the convention that non-bold T denotes the
operator
T =
[
T1 · · · Td
]
: X d → X
so that A = T ∗ is the column operator
A = T ∗ =
T
∗
1
...
T ∗d
 : X →
X...
X
 .
We consider an operator d-tuple T = (T1, . . . , Td) X such that T∗ is a ω-
c.n.c. ω-hypercontractive operator tuple, i.e., we assume thatT is a ∗-ω-hypercontractive
operator tuple. Let us introduce the ω-defect operator Dω,T∗ defined by
Dω,T∗ = Γω,A[IX ]
1
2 : X → Dω,T∗ (8.1)
where we set
Dω,T∗ = RanDω,T∗ .
Then by construction the pair (Dω,T∗ ,T
∗) is an ω-isometric output pair. We define
the ω-observability operator Oω,Dω,T∗ ,T∗ as in (4.3). We impose the condition that
the output-pair (Dω,T∗ ,T
∗) be observable, i.e., that the associated observability
operator Oω,Dω,T∗ ,T∗ have only trivial kernel. In terms of the original d-tuple T,
we say that T is ω-completely non-coisometric (ω-c.n.c. for short). As Oω,Dω,T∗
has trivial kernel, we can make N := RanOω,Dω,T∗ a Hilbert space by assigning to
it the lifted norm
‖Oω,Dω,T∗ ,T∗x‖N = ‖x‖X .
From Theorem 4.35 we see thatN = H(KN ) is in fact a NKRKHS with reproducing
kernel KN given by
KN (z, ζ) = Dω,T∗Rω(Z(z)T∗)Rω(Z(ζ)T∗)∗Dω,T∗ ,
that N is contained contractively in H2
ω,Dω,T∗ (F
+
d ), and moreover, N is S∗ω,R-
invariant with Oω,DT∗ ,T∗ implementing a unitary equivalence between T∗ and
S∗
ω,R|N . Let us make the following formal definition.
Definition 8.1. We shall say that the ω-c.n.c. ∗-ω-hypercontractive tuple T
admits a characteristic multiplier ΘT if the Brangesian complement M = N [⊥]
of N = RanOω,DT∗ ,T∗ (equipped with the lifted norm) admits a Beurling-Lax
representation M = Θ · H2U (F+d ) as in Theorem 5.1. We then say that Θ is a
characteristic multiplier ΘT for T.
We then have the following characterization as to which ω-c.n.c. ∗-ω-hypercon-
tractive tuples have a characteristic function ΘT in the sense of Definition 8.1.
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Theorem 8.2. Let T = (T1, . . . , Td) be a ω-c.n.c. ∗-ω-hypercontractive tuple.
(1) T admits a characteristic multiplier if and only if
I −Oω,Dω,T∗ ,T∗(Oω,Dω,T∗ ,T∗)∗ 
d∑
j=1
Sω,R,j(I −Oω,Dω,T∗ ,T∗(Oω,Dω,T∗ ,T∗)∗)S∗ω,R,j . (8.2)
(2) In particular, (8.2) holds if it is the case that
I − (Oω,Dω,T∗ ,T∗)∗Oω,Dω,T∗ ,T∗ 
d∑
j=1
Tj(I − (Oω,Dω,T∗ ,T∗)∗Oω,Dω,T∗ ,T∗)T ∗j , (8.3)
in which case an explicit version of a characteristic multiplier ΘT for T
can be constructed by implementing the algorithm given in Theorem 5.5
with A = T∗, C = Dω,T∗ .
(3) In case Oω,Dω,T∗ ,T∗ is isometric (or equivalently, in case T∗ is ω-strongly
stable), N and M = N⊥ are isometrically contained in H2
ω,Dω,T∗ (F
+
d ),
I − PM = Oω,Dω,T∗ ,T∗O∗ω,Dω,D
T∗
,T∗ = PN ,
and both conditions (8.2) and (8.3) are automatic.
Proof. Statement (1) follows as an application of Theorem 5.1 (see the last
statement there) to the case where Π = I−ODω,T∗ ,T∗(ODω,T∗ ,T∗)∗. Statements (2)
and (3) follows as an application of Theorem 5.5 to the case (C,A) = (Dω,T∗ ,T
∗).

Not all contractive multipliers can be characteristic multipliers; there are con-
tractive multipliers Θ form H2U (F
+
d ) to H
2
ω,Y(F
+
d ) so that the space N = Hp(I −
MΘM
∗
Θ) is not S
∗
ω,R-invariant (see the end of [16]). The following is a character-
ization (albeit not easily verifiable) of which contractive multipliers can arise as a
characteristic multipliers for some ω-c.n.c. ∗-ω-hypercontractive operator tuple T.
Theorem 8.3. Let Θ be a contractive multiplier form H2U (F
+
d ) to H
2
ω,Y(F
+
d ).
Then there is an ω-c.n.c. ∗-ω-hypercontractive tuple T = (T1, . . . , Td) and a unitary
identification map ι : Y → Dω,T∗ so that ι · Θ = ΘT if and only if the space
N = Hp(I −MΘM∗Θ) ⊂ H2ω,Y(F+d ) satisfies the conditions of item (4) in Theorem
4.33 in the stronger form where the second of the inequalities (4.110) is required to
hold with equality. Explicitly, we may take T = (S∗
ω,R|Hp(I−MΘM∗Θ))∗.
If Θ = ΘT′ for an ω-c.n.c. ∗-ω-hypercontractive tuple T′, then T′ is unitarily
equivalent to the model T as constructed in the previous paragraph.
Proof. If Θ = ΘT, then by constructionN = RanOω,DT∗ ,T∗ has the required
form (with ι = IDω,T∗ ). Conversely, if N satisfies the stronger version of the
conditions in item (4) of Theorem 4.33, then we may take C = E|N , T∗ = S∗ω,R|N
and find a unitary identification map ι : Y → Dω,T∗ so that ιC = Dω,T∗ . Then
Dω,T∗Rω(Z(z)T
∗)Rω(Z(ζ)T ∗)∗Dω,T∗ = ιCRω(Z(z)T ∗)Rω(Z(ζ)T ∗)∗Dω,T∗ι∗
= kω,nc(z, ζ)IDω,T∗ − ιΘ(z)(knc,Sz(z, ζ)IU )Θ(ζ)∗ι∗
so ιΘ(z) serves as a characteristic function for T. 
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Remark 8.4. In the classical setting, while any pure contractive analytic func-
tion arises as the characteristic function of a completely nonunitary contraction
operator T , those which arise as the characteristic function of a completely non-
coisometric contraction operator are characterized as those contractive analytic
functions Θ(z) : U → Y for which I − Θ(ζ)∗Θ(ζ) has zero maximal factorable mi-
norant, i.e., such that the only L(U ,F)-valued analytic function A(z) such that
A(ζ)∗A(ζ)  IU − Θ(ζ)∗Θ(ζ) for a.e. ζ ∈ T is A(z) ≡ 0. (see [24, Theorem 6]).
See [28] for a formulation of all this in the Fock space setting. There does not
appear to be in results in this direction for the weighted Bergman space setting.
8.2. Model theory for ∗-ω strongly stable hypercontractions via
characteristic Bergman-inner families
We now specialize the discussion to the case where T = (T1, . . . , Td) is such that
T∗ is ω-strongly stable as well as a ω-hypercontractive operator tuple—we then
say simply that T is a ∗-ω strongly stable, hypercontraction. The significance of the
ω-strong stability hypothesis is that then the observability operator Oω,Dω,T∗ ,T∗ is
isometric (not just injective), so N := RanOω,Dω,T∗ ,T∗ with lifted norm is isomet-
rically (not just contractively) contained in H2
ω,Dω,T∗ (see Theorem 4.36). Thus
Theorem 4.35 specialized to this setup tells us that T∗ is unitarily equivalent to
S∗
ω,R|N where N = RanOω,DT∗ ,T∗ with lifted norm is a S∗ω,R-invariant subspace
isometrically contained in H2
ω,Dω,T∗ (F
+
d ). We define the characteristic Bergman-
inner family {Θβ}β∈F+
d
to be the Bergman-inner Beurling-Lax representer for the
subspaceM having orthogonal complement equal to the range of the observability
operator O∗
ω,DT∗ ,T
.
In detail, define the shifted observability operatorOω,k,Dω,T∗ ,T∗ and the shifted
gramian Gω,k,Dω,T∗ ,T∗ via formulas (4.57) and (4.58); then Proposition 4.21 gives
us the validity of the weighted Stein identity
d∑
j=1
TjGω,k+1,Dω,T∗ ,T∗T
∗
j + ω
−1
k D
∗
ω,T∗Dω,T∗ = Gω,k,Dω,T∗ ,T∗ .
As explained in the proof of Lemma 7.5, it follows that the operator
Xω,k :=
[
G
−1
ω,k+1,Dω,T∗ ,T∗
⊗ Id 0
0 ωkIDω,T∗
]
−
[
T ∗
Dω,T∗
]
G
−1
ω,k,Dω,T∗ ,T∗
[
T Dω,T∗
]
is positive semidefinite. We let Dω,k,T denote the positive semidefinite square root
of Xω,k, and let Dω,k,T := RanDω,k,T. We then view Dω,k,T as an operator from
Dω,k,T into
[
X
Dω,T∗
]
. For any β ∈ F+d , we decompose Dω,|β|,T as
Dω,|β|,T =
[
B̂β
Dβ
]
: Dω,|β|,T →
[ X
Dω,T∗
]
(8.4)
(so
[
B̂β
Dβ
]
depends on β only through |β|). We finally introduce the family of
connection matrices
Uβ =
[
T ∗ B̂β
Dω,T∗ Dβ
]
:
[ H
Dω,β,T
]
→
[ H
Dω,T∗
]
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and define the characteristic Bergman-inner family for T by ΘT = {ΘT,β}β∈F+
d
where
ΘT,β(z) = ω
−1
|β|Dβ +Dω,T∗Rω,|β|+1(Z(z)T
∗)Z(z)B̂β
where
[
B̂β
Dβ
]
= Dω,|β|,T (see (8.4)). (8.5)
The following statement summarizes the results from Chapter 7 when applied to
the present model-theory context.
Theorem 8.5. Suppose that T = (T1, . . . , Td) is a ∗-ω strongly stable, hyper-
contractive operator-tuple on the Hilbert space X . Let ΘT = {ΘT,β}β∈F+
d
be the
characteristic Bergman-inner family of T as defined in (8.5). Then {ΘT,β} is a
H2
ω,Y(F
+
d )-Bergman-inner family and T is unitarily equivalent to the compressed
shift operator-tuple PM⊥Sω,R|M⊥ , where
M =MΘT ·H2{Dω,|β|,T}β∈F+
d
(F+d )
is the Sω,R-invariant subspace of H
2
ω,Dω,T∗ (F
+
d ) associated with the H
2
ω,Y(F
+
d )-
Bergman-inner family {ΘT,β}β∈F+
d
.
Furthermore, if T′ is another ∗-ω strongly stable, hypercontractive operator-
tuple on a Hilbert space X having {ΘT′,β}β∈F+
d
as its characteristic Bergman-inner
family, then T and T′ are unitarily equivalent if and only if the characteristic
Bergman-inner families {ΘT,β}β∈F+
d
and {ΘT′,β}β∈F+
d
coincide in the following
sense: for each k ∈ Z+ there is a unitary operator vk : Dω,k,T → Dω,k,T′ and
there is a unitary operator u : Dω,T∗ → Dω,T′∗ so that uΘT,β(z) = ΘT′,β(z)v|β|.
Proof. The characteristic Bergman-inner family ΘT = {ΘT,β}β∈F+
d
for a ∗-ω
strongly stable, hypercontractive operator tuple T is by definition the H2
ω,Y(F
+
d )-
Bergman-inner family constructed in Theorem 7.12 for the case where the Sω,R-
invariant subspace M is chosen with M⊥ = RanOω,DT∗ ,T∗ .
The fact that ΘT is an H
2
ω,Y(F
+
d )-Bergman-inner family is now a consequence
of Theorem 7.12. The fact that T is unitarily equivalent to the compressed shift
operator-tuple PM⊥Sω,R|M⊥ is a simple consequence of the intertwining relations
S∗
ω,R,jOω,Dω,T∗ ,T∗ = Oω,Dω,T∗ ,T∗T ∗j
(see (4.105)) with the observability operator Oω,Dω,T∗ ,T∗ implementing the unitary
equivalence.
If T and T′ are two ∗-ω strongly stable, hypercontractive operator tuples which
are unitarily equivalent via a unitary operator u : X → X ′ (so T ′j = uTj for j =
1, . . . , d), then it is a matter of checking that the unitary operator u can be passed
through the definition of the defect operators Dω,T∗ (8.1) and Dω,|β|,T (8.4) to
arrive at the coincidence of the respective characteristic Bergman-inner families.
The converse fact that coincidence of the respective Bergman-inner families implies
unitary equivalence of the respective model ω-∗ strongly stable, hypercontractive
operator-tuples T and T′ is straightforward. 
Corollary 7.13 tells us that anyH2
ω,Y(F
+
d )-Bergman-inner family Θ = {Θβ}β∈F+
d
can be realized so that MΘ = rowβ∈F+
d
[MΘβ ] = T̂U for a ω-Bergman-conservative
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linear system U. One way of constructing {Uβ}β∈F+
d
is via the construction out-
lined in Theorem 7.12 based on the Sω,R-invariant subspace M = MΘH2{Uβ}(F+d ).
A second (closely related) way is to view {Θβ}β∈F+
d
as the characteristic-function
family for the operator d-tuple T = PM⊥Sω,R|M⊥ where M is again taken equal
toM =MΘH2{Uβ}(F+d ). We now give a third, more direct way which expresses the
operator components A, B̂β , C,Dβ more directly as operators on function spaces
without involving solving Cholesky factorization problems. Here we use the con-
ventions that
Sω,R = (Sω,R,1, . . . , Sω,R,d) (8.6)
is the shift operator d-tuple on H2
ω,Y(F
+
d ) for which we have the functional calculus
notation
Sα
⊤
ω,R = Sω,R,i1 · · ·Sω,R,iN if α = iN · · · i1 ∈ F+d ,
while
Sω,R =
[
Sω,R,1 · · · Sω,R,d
]
: (H2
ω,Y(F
+
d ))
d → H2
ω,Y(F
+
d ) (8.7)
and hence
S∗
ω,R =
S
∗
ω,R,1
...
S∗
ω,R,d
 : H2ω,Y(F+d )→ (H2ω,Y(F+d ))d. (8.8)
Theorem 8.6. Suppose that we are given a H2
ω,Y(F
+
d )-Bergman-inner family
Θ = {Θβ}β∈F+
d
as in Definition 7.11 generating the Sω,R-invariant subspace
M =MΘH2{Uβ}
β∈F
+
d
(F+d ).
Then a Bergman conservative realization {Uβ}β∈F+
d
for Θ can be constructed as
follows: take X =M⊥ ⊂ H2
ω,Y(F
+
d ) and set
Uβ =
[
S∗
ω,R|M⊥ S∗ω,RS∗βω,RSβ
⊤
ω,RMΘβ |Uβ
E|M⊥ ω|β|[Θβ ]∅
]
:
[M⊥
Uβ
]
→
[
(M⊥)d
Y
]
. (8.9)
In all these formulas the conventions (8.6), (8.7), (8.8) apply.
Proof. Given the H2
ω,Y(F
+
d )-Bergman-inner family Θ = {Θβ}β∈F+
d
, we set
M =
⊕
β∈F+
d
Sβ
⊤
ω,RMΘβUβ .
Then as a consequence of analysis in the proof of Theorem 7.12, we know that M
is Sω,R invariant, and due to property (3) in Definition 7.11, we have
Sβ
⊤
ω,RM⊖
( d⊕
j=1
Sβ
⊤
ω,RSω,R,jM
)
=
( ⊕
α∈F+
d
Θαβz
αβUαβ
)
⊖
( ⊕
α∈F+
d
d⊕
j=1
Θαjβz
αjβUαjβ
)
=
( ⊕
α∈F+
d
Θαβz
αβUαβ
)
⊖
( ⊕
α∈F+
d
: α6=∅
Θαβz
αβUαβ
)
= Θβz
βUβ .
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Thus,
Sβ
⊤
ω,RM⊖
( d⊕
k=1
Sβ
⊤
ω,RSω,R,kM
)
= Sβ
⊤
ω,RΘβUβ. (8.10)
Let us set A = S∗
ω,R|M⊥ and B̂β = S∗ω,RS∗βω,RSβ
⊤
ω,RMΘβ |Uβ , i.e.,
A =
A1...
Ad
 =
S
∗
ω,R,1|M⊥
...
S∗
ω,R,d|M⊥
 , B̂β =
B1,β...
Bd,β
 =

S∗
ω,R,1S
∗β
ω,RS
β⊤
ω,RMΘβ |Uβ
...
S∗
ω,R,dS
∗β
ω,RS
β⊤
ω,RMΘβ |Uβ
 ,
and let us write the connection matrix (8.9) as
Uβ =
[
A B̂β
C Dβ
]
, where C = E|M⊥ , Dβ = ω−1|β| [Θβ]∅. (8.11)
Step 1: The connection matrix Uβ =
[
A B̂β
C Dβ
]
maps
[
M⊥
Uβ
]
into
[
(M⊥)d
Y
]
.
Proof: SinceM is Sω,R-invariant, its orthogonal complementM⊥ is S∗ω,R-invariant
and hence Aj :M⊥ →M⊥ for j = 1, . . . , d. As C : M⊥ → Y and Dβ : Uβ → Y
by construction, it remains to show that Bj,β maps Uβ into M⊥ for j = 1, . . . , d.
To this end, we apply formula (4.73) to the power series representation for Θβ:
Θβ(z) =
∑
α∈F+
d
[Θβ ]αz
α
to conclude that for any u ∈ Uβ ,(
S∗β
ω,RS
β⊤
ω,RMΘu
)
(z) =
∑
α∈F+
d
ω|α|+|β|
ω|α|
[Θβ]αuz
α, (8.12)
from which we get
(Bj,βu) (z) =
(
S∗
ω,R,jS
∗β
ω,RS
β⊤
ω,RMΘβu
)
(z) =
∑
α∈F+
d
ω|α|+|β|+1
ω|α|
[Θβ ]αjuz
α. (8.13)
For any f ∈M, we then have
〈f, Bj,βu〉H2
ω,Y (F
+
d
) = 〈f, S∗ω,R,jS∗βω,RSβ
⊤
ω,RΘβ · u〉H2
ω,Y(F
+
d
)
= 〈Sβ⊤j
ω,Rf, S
β⊤
ω,RΘβ · u〉H2
ω,Y(F
+
d
) = 0,
by (8.10). Thus, for any u ∈ Uβ , the vector Bj,βu is orthogonal to any f ∈ M and
hence, Bj,β : Uβ →M⊥ as required.
Step 2: Uβ satisfies the weighted isometry property (7.6).
Proof: To verify the property (7.6), it suffices to verify the three pieces:
A∗
(
Gω,|β|+1,C,A ⊗ Id
)
A+ ω−1|β|C
∗C = Gω,|β|,C,A, (8.14)
A∗
(
Gω,|β|+1,C,A ⊗ Id
)
B̂β + ω
−1
|β|C
∗Dβ = 0, (8.15)
B̂∗β
(
Gω,|β|+1,C,A ⊗ Id
)
B̂β + ω
−1
|β|D
∗
βDβ = IUβ . (8.16)
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We first note that the identity (8.14) is a consequence of the general identity (4.60).
Note next that (8.15) is equivalent to the validity of
〈[(
Gω,|β|+1,C,A ⊗ Id
)
A
C
]
f,
[
B̂β
ω−1|β|Dβ
]
u
〉
H2
ω,Y(F
+
d
)⊕Y
= 0 (8.17)
for all f ∈ M⊥ and u ∈ Uβ . Due to the facts that A = S∗ω,R|M⊥ and M⊥ is
S∗
ω,R-invariant, we can rewrite the left-hand side of (8.17) as
〈(
Gω,|β|+1,E,S∗
ω,R
⊗ Id
)
S∗
ω,Rf, S
∗
ω,RS
∗β
ω,RS
β⊤
ω,RMΘβu
〉
H2
ω,Y (F
+
d
)
+ 〈Ef, [Θβ ]∅u〉Y
= 〈Sω,R
(
Gω,|β|+1,E,S∗
ω,R
⊗ Id
)
S∗
ω,Rf, S
∗β
ω,RS
β⊤
ω,RMΘβu〉H2
ω,Y(F
+
d
) + 〈Ef, [Θβ ]∅u〉Y
= 〈(Gω,|β|,E,S∗
ω,R
− ω−1|β|E∗E)f, S∗βω,RSβ
⊤
ω,RMΘβu〉H2
ω,Y(F
+
d
) + 〈Ef, [Θβ ]∅u〉Y
= 〈Gω,|β|,E,S∗
ω,R
f,S∗β
ω,RS
β⊤
ω,RMΘβu〉H2
ω,Y(F
+
d
)
− 〈ω−1|β|Ef,ES∗βω,RSβ
⊤
ω,RMΘβu〉H2
ω,Y(F
+
d
) + 〈Ef, [Θβ]∅u〉Y (8.18)
where we made use of the general identity (4.60) applied withA = S∗
ω,R and C = E:
Sω,R
(
Gω,|β|+1,E,Sω,R ⊗ Id
)
S∗
ω,R = Gω,|β|,E,S∗
ω,R
− ω−1|β|E∗E.
From the formula (8.12) we read off that
ES∗β
ω,RS
β⊤
ω,RMΘβu = ω|β|[Θβ ]∅ (8.19)
and hence the last two terms in (8.18) cancel. Thus verification of the identity
(8.15) collapses to verification that the first term in the last expression in (8.18) is
zero, i.e., that
〈
Gω,|β|,E,S∗
ω,R
f, S∗β
ω,RS
β⊤
ω,RMΘβu
〉
H2
ω,Y(F
+
d
)
= 0. (8.20)
Making use of the second equality in (4.65), we can write (8.20) as
〈Gω,|β|,E,S∗
ω,R
f, S∗β
ω,RS
β⊤
ω,RMΘβu〉H2
ω,Y (F
+
d
)
= 〈S∗β
ω,RS
β⊤
ω,RGω,|β|,E,S∗ω,Rf, MΘβu〉H2ω,Y(F+d ) = 〈f, MΘβu〉H2ω,Y (F+d ).
As f ∈ M⊥ and MΘβ : Uβ → Mβ , we now can conclude that (8.20) holds, and
hence the verification of (8.15) is complete.
As for (8.16), note that an equivalent condition is
〈(
Gω,|β|+1,E,S∗
ω,R
⊗ Id
)
B̂βu, B̂βu
〉
H2
ω,Y (F
+
d
)
+ ω−1|β| · ‖Dβu‖2Y = ‖u‖2U (8.21)
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for all u ∈ Uβ . From (8.13) and (4.64) we see that the first term on the left side is〈(
Gω,|β|+1,E,S∗
ω,R
⊗ Id
)
B̂βu, B̂βu
〉
H2
ω,Y(F
+
d
)
=
d∑
j=1
〈 ∑
α∈F+
d
ω|α|
ω|α|+|β|+1
· ω|α|+|β|+1
ω|α|
[Θβ]αju z
α,
∑
α∈F+
d
ω|α|+|β|+1
ω|α|
[Θβ]αju z
α
〉
H2
ω,Y(F
+
d
)
=
d∑
j=1
∑
α∈F+
d
ω|α|+|β|+1‖[Θβ]αju‖2Y
=
∑
α∈F+
d
: α6=∅
ω|α|+|β|‖[Θβ]αu‖2Y = ‖Sβ
⊤
ω,RΘβu‖2H2
ω,Y (F
+
d
)
− ω|β|‖[Θβ]∅u‖2Y .
Combining the latter computation with equalities
‖Sβ⊤
ω,RΘβu‖2H2
ω,Y (F
+
d
)
= ‖u‖2Uβ and ω|β|‖[Θβ]∅u‖2Y = ω−1|β|‖Dβu‖2Y ,
that hold by property (1) of an H2
ω,Y(F
+
d )-Bergman-inner family (Definition 7.11)
and the definition of Dβ in (8.11), respectively, we arrive at (8.21) as wanted.
Step 3: Uβ satisfies the weighted coisometry property (7.15).
Proof: To verify the weighted coisometry property (7.15), we note that, in view of
the validity of the weighted isometry property (7.6) already checked, it suffices to
show that the connection matrix Uβ (8.11) mapsM⊥⊕Uβ ontoM⊥⊕Y. To show
thatUβ is onto, we suppose that a vector [
g
y ] ∈
[
(M⊥)d
Y
]
is orthogonal toUβ
[
M⊥
Uβ
]
in the
[
Gω,|β|+1,C,A⊗Id 0
0 IY
]
-metric, i.e., we suppose that vectors g ∈ (M⊥)d and
y ∈ Y are such that〈[
Gω,|β|+1,C,A⊗Id 0
0 IY
]
Uβ
[
f
u
]
,
[
g
y
]〉
(M⊥)d⊕Y
= 0 (8.22)
for all f ∈M⊥, u ∈ Uβ , and we wish to show that this forces g = 0 and y = 0. From
the identity (8.19) we see that the connection matrix Uβ (8.9) has the factorization
Uβ =
[
S∗
ω,R
E
] [
IM⊥ S
∗β
ω,RS
β⊤
ω,RMΘβ
]
:
[M⊥
Uβ
]
→
[
(M⊥)d
Y
]
.
Substituting this factorization into (8.22) we get〈[(
Gω,|β|+1,E,S∗
ω,R
⊗ Id
)
S∗
ω,R
E
]
(f + S∗β
ω,RS
β⊤
ω,RMΘβu),
[
g
y
]〉
(M⊥)d⊕Y
= 0.
Breaking out g ∈ (M⊥)d into its components gj ∈M⊥: g =
[ g1
...
gd
]
, rewrite the last
equality in the form
〈
f + S∗β
ω,RS
β⊤
ω,RMΘβu,
d∑
j=1
Sω,R,jGω,|β|+1,E,S∗
ω,R
gj + E
∗y
〉
H2
ω,Y(F
+
d
)
= 0 (8.23)
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for all f ∈M⊥ and u ∈ Uβ . For ease of notation let us set
hg,y :=
d∑
j=1
Sω,R,jGω,|β|+1,E,S∗
ω,R
gj + E
∗y. (8.24)
Setting u = 0 ∈ Uβ and varying f arbitrarily in M⊥ we conclude from (8.23) that
hg,y ∈M. (8.25)
If we set f = 0 and vary u arbitrarily in Uβ in (8.23), we get
〈Sβ⊤
ω,RMΘβu, S
β⊤
ω,Rhg,y〉H2
ω,Y(F
+
d
) = 0 for all u ∈ Uβ .
When we combine this with (8.25) we arrive at
Sβ
⊤
ω,Rhg,y ∈ Sβ
⊤
ω,RM∩ (Sβ
⊤
ω,RMΘβUβ)⊥. (8.26)
As a consequence of the identity (8.10), we know that
Sβ
⊤
ω,RM∩ (Sβ
⊤
ω,RMΘβUβ)⊥ =
d⊕
j=1
Sβ
⊤
ω,RSω,R,jM
and hence condition (8.26) gives us
Sβ
⊤
ω,Rhg,y ∈
d⊕
j=1
Sβ
⊤
ω,RSω,R,jM. (8.27)
Applying the operator Sβ
⊤
ω,R to both parts of (8.24) and taking into account that
Gω,k,E,S∗
ω,R
= Oω,k,E,S∗
ω,R
(by explicit formulas (4.64)), we get
Sβ
⊤
ω,Rhg,y =
d∑
j=1
Sβ
⊤
ω,RSω,R,jOω,|β|+1,E,S∗ω,Rgj + S
β⊤
ω,RE
∗y. (8.28)
From (7.28) we know that(
S
(jβ)⊤
ω,R M
)⊥
=
(
S
(jβ)⊤
ω,R H
2
ω,Y(F
+
d )
)⊥⊕
S
(jβ)⊤
ω,R RanOω,|β|+1,E,S∗ω,R . (8.29)
Let us note that the j-th term in the sum on the right hand side of (8.28) satisfies
Sβ
⊤
ω,RSω,R,jOω,|β|+1,E,S∗ω,Rgj ∈ S
(jβ)⊤
ω,R RanOω,|β|+1,E,S∗ω,R
and hence from (8.29) we conclude that
Sβ
⊤
ω,RSω,R,jOω,|β|+1,E,S∗ω,Rgj ∈
(
S
(j·β)⊤
ω,R M
)⊥
for each j = 1, . . . , d. (8.30)
But for j 6= k, RanS(jβ)⊤
ω,R ⊥ RanS(kβ)
⊤
ω,R and hence (8.30) actually implies
Sβ
⊤
ω,RSω,R,jOω,|β|+1,E,S∗ω,Rgj ∈
( d⊕
k=1
S
(kβ)⊤
ω,R M
)⊥
for each j = 1, . . . , d. (8.31)
Note next that Sβ
⊤
ω,RE
∗y, the last term on the right hand side of (8.28), satisfies
the orthogonality property
〈Sβ⊤
ω,RE
∗y, S(jβ)
⊤
ω,R f〉H2
ω,Y(F
+
d
) = 〈Sβ
⊤
ω,RE
∗y, Sβ
⊤
ω,RSω,R,jf〉H2
ω,Y(F
+
d
) = 0
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for all f ∈ H2
ω,Y(F
+
d ) and for all j = 1, . . . , d; in other words,
Sβ
⊤
ω,RE
∗y ∈
( d⊕
j=1
S
(jβ)⊤
ω,R H
2
ω,Y(F
+
d )
)⊥
.
In particular, we have
Sβ
⊤
ω,RE
∗y ∈
( d⊕
j=1
S
(jβ)⊤
ω,R M
)⊥
. (8.32)
Adding up (8.31) over all j = 1, . . . , d together with (8.32) and recalling (8.28) and
(8.27), we are left with
Sβ
⊤
ω,Rhg,y ∈
( d⊕
j=1
Sβ
⊤
ω,RSω,R,jM
)⋂( d⊕
j=1
Sβ
⊤
ω,RSω,R,jM
)⊥
,
and hence Sβ
⊤
ω,Rhg,y = 0. As S
β⊤
ω,R is injective, it then follows that hg,y = 0. Note
that the sum in the definition (8.24) is orthogonal, and hence y = 0 and
Sω,R,jGω,|β|+1,E,S∗
ω,R
gj = 0 for each j = 1, . . . , d.
As Sω,R,jGω,|β|+1,E,S∗
ω,R
is injective, we conclude that each gj = 0 as well, and the
coisometric property of Uβ now follows.
Step 4: Verification of the transfer-function realization formula (2.37) for
Θβ. It remains now only to check that we recover Θβ via the realization formula
(2.37) (or equivalently the representation (7.1)) explicitly in terms of power-series
coefficients:
Θβ(z) = ω
−1
|β|Dβ +
d∑
j=1
∑
β′∈F+
d
ω−1|β′|+|β|+1CA
β′Bj,βz
β′j .
We compute, using (8.13) and (4.71),
CAβ
′
Bj,β = ES
∗β′
ω,R
( ∑
α∈F+
d
ω|α|+|β|+1
ω|α|
[Θβ]αjz
α
)
= ω|β′| ·
∑
α∈F+
d
ω|α|+|β|+1
ω|α|
[Θβ]αjz
α

β′
= ω|β′| ·
ω|β′|+|β|+1
ω|β′|
· [Θβ][β′j = ω|β′|+|β|+1 [Θβ]β′j .
We combine this with the identity Dβ = ω|β|[Θβ]∅ to get
ω−1|β|Dβ +
d∑
j=0
∑
β′∈F+
d
ω−1|β′|+|β|+1CA
β′Bj,βz
β′k
= [Θβ]∅ +
d∑
j=0
∑
β′∈F+
d
[Θβ]β′jz
β′j = Θβ(z)
as wanted. 
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8.3. Model theory for n-hypercontractions
Recall Definition 4.13 of an n-hypercontractive operator d-tupleA = (A1, . . . , Ad):
an operator d-tuple A = (A1, . . . , Ad) on a Hilbert space X is n-hypercontractive if
the defect operators
Γm,A[IX ] = (I −BA)m[IX ] =
∑
α∈F+
d
: |α|≤m
(−1)|α| ( m|α| )A∗α⊤Aα
are all positive semidefinite for 1 ≤ m ≤ n. As in the general ω-setting, we
consider an operator d-tuple T = (T1, . . . , Td) for which the adjoint tuple A :=
T∗ := (T ∗1 , . . . , T ∗d ) is an n-hypercontraction. Note that while it is the case that
Γm,A = Γµm,A, the definition of µn-hypercontraction requires that the shifted
defect operators
Γ
(k)
µn,A
[IX ] =
Rµn,k
Rµn
(BA)
be positive-semidefinite for all k ≥ 0. However the linking identity (4.37) enables
one to show that these two classes are identical. One can check that in all the
formulas in the preceding sections of this Chapter, while shifts of observability
gramian operators are ubiquitous, shifted defect operators (Γµk versus Γ
(k) with k ≥
1) do not occur. Furthermore, by Remark 4.42, in case ω = µn, µn-strong stability
may be replaced by ordinary strong stability. Thus all the results concerning model
theory for ∗-ω-hypercontractive operator tuples apply mutatis mutandis for the
particular case of n-hypercontractions by simply specializing the weight ω to the
case ω = µn, and with ω-strong stability replaced by the standard notion of strong
stability.
CHAPTER 9
Hardy-Fock spaces built from a regular formal
power series
9.1. Introduction
We let p be a regular noncommutative formal power series; by this we
mean that p has a formal power series representation
p(z) =
∑
α∈F+
d
pαz
α (9.1)
with scalar coefficients pα ∈ C such that
p∅ = 0, pα > 0 if |α| = 1, pα ≥ 0 for all α ∈ F+d . (9.2)
We assume that this series has a positive radius of convergence, i.e., there is a
number ρ > 0 such that, whenever A = (A1, . . . , Ad) is a Hilbert-space operator
d-tuple such that ‖ [A1, . . . , Ad] ‖ < ρ, then the series
p(A) :=
∞∑
k=1
∑
α : |α|=k
pαA
α
converges in the strong operator topology (see [83] for additional background on
free holomorphic functions defined on multivariable operator balls via formal power
series in freely noncommutative indeterminates as we have here). We also apply this
functional calculus to operator d-tuples in L(L(X ))d, in particular to the operator
d-tuple BA = (BA1 , . . . , BAd) where BAj : X 7→ A∗jXAj (not to be confused with
the Chapter 4 notation (4.10) appropriate for the case where pα = p|α|): a standing
assumption throughout this chapter is that
‖ [BA1 · · · BAd] ‖ = ‖ [A1 · · · Ad] ‖ < ρ (9.3)
so that the series
p(BA) : X 7→
∑
α∈F+
d
pαA
∗α⊤XAα
converges in the norm topology of L(L(X )). Returning to viewing p as a formal
power series (9.1), for any n ∈ Z+ we may form the formal power series (1 − p)n
given by
(1− p)n(z) =
n∑
k=0
(−1)k ( nk )
(∑
α6=∅
pαz
α
)k
=
∑
α∈F+
d
cp,n;αz
α (9.4)
where
cp,n;α =
n∑
k=0
(−1)k ( nk )
∑
β1,··· ,βk 6=∅ : β1···βk=α
pβ1 · · · pβk .
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Applying the functional calculus described above, given an operator d-tuple A with
the assumption (9.3) in force, we may form the operator (1− p)n(BA) ∈ L(L(X )):
Γp,n;A[X ] := (1− p)n(BA)[X ] =
∑
α∈F+
d
cp,n;αA
∗α⊤XAα. (9.5)
Definition 9.1. We shall say that the operator-tuple A = (A1, . . . , Ad) is
(p, n)-contractive if, in addition to (9.3), it is the case that Γp,n;A[IX ]  0. We
shall say that A is (p, n)-hypercontractive if
Γp,k;A[IX ]  0 for 1 ≤ k ≤ n.
Below, many of the results of Chapters 3–6 concerning n-hypercontractions (which
are (p, n)-hypercontractions for the choice of p(z) = z1+ · · ·+ zd) will be extended
to the general (p, n)-setting for the general p(z) subject to (9.1), (9.2).
In addition to the auxiliary power series (9.4), we shall have need of the (p, n)-
analog of the resolvent-power function Rn (1.10):
Rp,n(z) := Rn(p(z)) = (1− p(z))−n
=
∞∑
j=0
(
n+j−1
j
)(∑
α6=∅
pαz
α
)j
:=
∑
α∈F+
d
ω−1p,n;αz
α, (9.6)
where ωp,n;∅ = 1 and
ω−1p,n;α :=
|α|∑
j=0
(
n+j−1
j
) ∑
β1,...,βj 6=∅ : β1···βj=α
pβ1 · · · pβj for |α| ≥ 1. (9.7)
Due to assumptions (9.2), all the terms on the right side of (9.7) are nonnegative
and at least one term (corresponding to j = |α|) is positive. Thus, the reciprocal
notation on the left side of (9.2) makes sense and it is clear that ωp,n;α > 0 for all
α ∈ F+d . We next introduce the shifted counterparts of (9.6)
Rp,n;β(z) :=
∑
α∈F+
d
ω−1p,n;αβz
α for all β ∈ F+d (9.8)
(the (p, n)-analog of (1.10)) and observe that for any β ∈ F+d ,
Rp,n;β(z) = ω
−1
p,n;β +
d∑
j=1
Rp,n;jβ(z)zj (9.9)
which can be seen as the noncommutative (p, n)-analog of the relation (1.11).
Given an operator d-tuple A = (A1, . . . , Ad) and z = (z1, . . . , zd) our set of free
noncommutative indeterminates, we set zA equal to the d-tuple of monomials with
operator coefficients
zA = (z1A1, . . . , zdAd)
and then define Rp,n(zA) and Rp,n,β(zA) via formal power series
Rp,n(zA) =
∑
α∈F+
d
ω−1p,n;αA
αzα, Rp,n;β(zA) =
∑
α∈F+
d
ω−1p,n;αβA
αzα. (9.10)
Note that the assumption that pα ≥ 0 for all α ∈ F+d and pα > 0 when |α| = 1
guarantees that the term j = |α| in the sum (9.7) is strictly positive while all other
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terms are nonnegative; hence ω−1p,n;α > 0, justifying the inverse notation. We now
have arrived at a weight function ωp,n := {ωp,n;α}α∈F+
d
(where ωp,n;α =
(
ω−1p,n;α
)−1
)
of positive real numbers. The (p, n)-analog of (1.32) is the weighted system
Σ{Uα},p,n :

x(1α) =
ωp,n;α
ωp,n;1α
A1x(α) +
1
ωp,n;1α
B1,αu(α)
...
...
...
x(dα) =
ωp,n;α
ωp,n;dα
Adx(α) +
1
ωp,n;dα
Bd,αu(α)
y(α) = Cx(α) + ω−1p,n;αDαu(α).
Upon running the latter system with the fixed initial condition x∅ = x we get
y(α) = ω−1p,n;α ·
(
CAαx+Dαu(α) +
∑
α′′jα′=α
CAα
′′
Bj,α′u(α
′)
)
.
Applying the noncommutative Z-transform (1.26) to the latter formula and taking
into account (9.10) we have
ŷ(z) =
∑
α∈F+
d
ω−1p,n;α
(
CAαx+Dαu(α) +
∑
α′′jα′=α
CAα
′′
Bj,α′u(α
′)
)
zα
=CRp,n(zA)x+
∑
α∈F+
d
ω−1p,n;αDαz
αu(α)
+
∑
α′∈F+
d
d∑
j=1
(( ∑
α′′∈F+
d
ω−1p,n;α′′jα′CA
α′′zα
′′
)
zjBj,α′
)
zα
′
u(α′)
=CRp,n(zA)x+
∑
α∈F+
d
(
ω−1p,n;αDα + C
d∑
j=1
Rp,n;jα(zA)zjBj,α
)
zαu(α)
=Op,n;C,Ax+
∑
α∈F+
d
Θp,n,Uα(z)z
αu(α), (9.11)
where the first term represents the (p, n)-observability operator
Op,n;C,A : x 7→ CRp,n(zA)x =
∑
α∈F+
d
(ω−1p,n;αCA
αx)zα (9.12)
associated with the output pair (C,A) and where
Θp,n,Uα(z) = ω
−1
p,n;αDα + C
d∑
j=1
Rp,n;jα(zA)zjBj,α
= ω−1p,n;αDα +
∑
γ∈F+
d
d∑
j=1
ω−1p,n;γjαCA
γBj,αz
γj (9.13)
is a family of transfer functions. Observe that except for the input-to-state operator
B̂α, the transfer function Θω,Uα in (2.37) depends on |α| rather than α. In contrast
to this basic case (p(z) = z1 + · · ·+ zd), the dependence of Θp,n,Uα in (9.13) on α
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in general is more substantial. We point out, however, that the formula (9.13) can
be written in the form resembling the basic case (1.40) as follows:
Θp,n,Uβ(z) = ω
−1
p,n;βDβ + CR̂p,n;β(zA)Ẑ(z)B̂β, (9.14)
where B̂β =
[ B1,β
...
Bd,β
]
∈ L(Uβ ,X d) is defined as in (1.33) and where
R̂p,n;β(z) =
[
Rp,n;1β(z) . . . Rp,n;dβ(z)
]
, Ẑ(z) =
z1IX 0. . .
0 zdIX
 . (9.15)
9.2. Contractive multipliers from H2p˜,U (F
+
d ) to H
2
ωp,n,Y(F
+
d )
Starting with a power series (9.1) with nonnegative coefficients and composing
it with Rn in (9.6) we came up with the weight function ωp,n := {ωp,n;α}α∈F+
d
. The
corresponding Hardy-Fock space H2
ωp,n,Y(F
+
d ) is now defined as in (2.27):
H2
ωp,n,Y(F
+
d ) =
{ ∑
α∈F+
d
fαz
α ∈ Y〈〈z〉〉 :
∑
α∈F+
d
ωp,n;α · ‖fα‖2Y <∞
}
, (9.16)
and it follows, as in (2.28), that H2
ωp,n,Y(F
+
d ) is a NFRKS with noncommutative
reproducing kernel
kωp,n(z, ζ) =
∑
α∈F+
d
ω−1p,n;αz
αζ
α⊤
. (9.17)
However, it is no longer the case that the sequence ω = ωp,n satisfies the conditions
(2.31). We therefore must develop some of the results from Chapter 3 from scratch.
To get an analog of Theorem 3.24 for the (p, n)-setting, we need an adjustment
of the Hardy-Fock spaceH2U (F
+
d ) serving as the input space forMΘ in the statement
of the theorem. Given p(z) as in (9.1), we let p˜ be the linear part of p, or, more
precisely, define p˜ according to the following recipe:
p(z) = p˜(z) +
∑
α∈F+
d
: |α|≥2
pαz
α, so p˜(z) =
d∑
j=1
pjzj.
Then the generalized Hardy space H2
ωp˜,1,U (F
+
d ) is the adjustment of the Hardy-Fock
space H2U (F
+
d ) which we seek. Note that if p˜(z) = z1 + · · · + zd (i.e., pα = 1 for
each word α with |α| = 1), then H2
ωp˜,1,U (F
+
d ) is just the same space as Hardy-Fock
space H2U (F
+
d ) and we have the redundant notation knc,Sz = kωp˜,1 = k1 for the
noncommutative Szego˝ kernel (where 1 is the weight sequence consisting of all 1’s).
For the case of a general p, for each α = i1i2 . . . iN ∈ F+d , we let
dp˜,α = dp˜,i1i2...iN := pi1pi2 · · · piN and dp˜,∅ = 1. (9.18)
Then the kernel
kωp˜,1(z, ζ) =
∑
α∈F+
d
dp˜,αz
αζ
α⊤
(9.19)
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is the reproducing kernel for the NFRKHS H2
ωp˜,1,U (F
+
d ), i.e., ω
−1
p˜,1;α = dp˜,α, and
hence also
‖
∑
α∈F+
d
fαz
α‖2
H2
ωp˜,1,Y
(F+
d
)
=
∑
α∈F+
d
d−1p˜,α‖fα‖2. (9.20)
The spaces H2
ωp˜,1,Z(F
+
d ) have many properties in common with the Fock space
H2Z(F
+
d ). Let us adapt Definition 3.1 to the H
2
ωp˜,1,Z(F
+
d )-setting; in particular we
say that a multiplier Θ from H2
ωp˜,1,U(F
+
d ) to H
2
ωp˜,1,Y(F
+
d ) is strictly inner if the
multiplication operator MΘ : H
2
ωp˜,1,U (F
+
d ) → H2ωp˜,1,Y(F+d ) is isometric. Then we
have the following analog of Lemma 3.14.
Lemma 9.2. Let F be a contractive multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,Y(F
+
d ).
Then F is a strictly inner if and only if ‖Fu‖H2
p˜,Y
(F+
d
) = ‖u‖U for all u ∈ U .
Proof. The proof of the non-trivial ”if” part follows the lines of the proof of
Lemma 3.14. Note that the shift operators Sωp˜,1,R,j : f(z) 7→ f(z)zj satisfy
S∗
ωp˜,1,R,j
Sωp˜,1,R,j = p
−1
j IH2
ωp˜,1,Y
(F+
d
) (j = 1, . . . , d)
and have mutually orthogonal ranges. Therefore,
‖Sαp˜,RMFu‖H2
p˜,Y
(F+
d
) =
‖MFu‖H2
p˜,Y
(F+
d
)√
dp˜,α
=
‖u‖U√
dp˜,α
for all u ∈ U , α ∈ F+d .
Therefore, for any u, v ∈ U and α, β ∈ F+d , we have
‖Sα
ωp˜,1,R
MFu+ S
β
ωp˜,1,R
MFv‖2H2
ωp˜,1,Y
(F+
d
)
=
‖u‖2U
dp˜,α
+
‖v‖2U
dp˜,β
+ 2Re
〈
Sα
ωp˜,1,R
MFu, S
β
ωp˜,1,R
MF v
〉
H2
ωp˜,1,Y
(F+
d
)
.
On the other hand, as MF : H
2
ωp˜,1,U (F
+
d )→ H2ωp˜,1,Y(F+d ) is a contraction, we have
‖Sα
ωp˜,1,R
MFu+ S
β
ωp˜,1,R
MFv‖2H2
ωp˜,1,Y
(F+
d
)
≤ ‖Sα
ωp˜,1,R
u+ Sβ
ωp˜,1,R
v‖2
H2
ωp˜,1,U
(F+
d
)
=
‖u‖2U
dp˜,α
+
‖v‖2U
dp˜,β
for all α 6= β. From the two latter relations, we conclude (as in the proof of Lemma
3.14) that 〈
Sα
ωp˜,1,R
MFu, S
β
ωp˜,1,R
MFv
〉
H2
ωp˜,1,Y
(F+
d
)
= 0,
and therefore, ‖Fh‖H2
ωp˜,1,Y
(F+
d
) = ‖h‖H2
ωp˜,1,U
(F+
d
) for every U-valued “polynomial” h
and therefore, for any h ∈ H2
ωp˜,1,U(F
+
d ). Therefore, F is a strictly inner multiplier
from H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,Y(F
+
d ). 
We present next the ωp˜,1-analog of Theorems 3.5 and 3.8. To reduce this more
general result to the setting already covered in Chapter 3.2, we use the change of
variable
z = (z1, . . . , zd) 7→ ιz := (p−
1
2
1 z1, . . . , p
− 12
d zd)
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together with the induced map on formal power series
f(z) =
∑
α∈F+
d
fαz
α 7→ (ιf)(z) := f(ιz) =
∑
α∈F+
d
fα (ιz)
α =
∑
α∈F+
d
d
− 12
p˜,αfαz
α. (9.21)
Then using (9.20) it is easily checked that ι is unitary as a map from H2
ωp˜,1,U(F
+
d )
onto the Fock space H2U (F
+
d ):
‖ιf‖2
H2U(F
+
d
)
= ‖f‖2
H2
ωp˜,1,U
(F+
d
)
for all f ∈ H2
ωp˜,1,U (F
+
d ),
while in terms of kernel functions we have the identity
kωp˜,1(ιz, ιζ) = knc,Sz(z, ζ). (9.22)
Theorem 9.3. Define P˜ and Zp˜(z) as
P˜ =
p1 0. . .
0 pd
 , Zp˜(z) = [p1z1 · · · p1z1]⊗ IX (9.23)
(where the Hilbert space X is determined by the context).
(1) Any contractive multiplier G from H2
ωp˜,1,U(F
+
d ) to H
2
ωp˜,1,Y(F
+
d ) admits a
p˜-unitary realization in the following sense: there exists a Hilbert space X and a
connection matrix U = [ A BC D ] of the form (1.22) and subject to constraints
U∗
[
P˜ ⊗ IX 0
0 IY
]
U =
[
IX 0
0 IU
]
, UU∗ =
[
P˜−1 ⊗ IX 0
0 IY
]
, (9.24)
so that
G(z) = D +
d∑
j=1
dp˜,αCA
αBjz
αj = D + C(I − Zp˜(z)A)−1Zp˜(z)B. (9.25)
Conversely, if G ∈ L(U ,Y)〈〈z〉〉 has a realization as in (9.25) with the connection
matrix U = [ A BC D ], such that U
∗
[
P˜⊗IX 0
0 IY
]
U  [ IX 00 IU ], then G is a contractive
multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,Y(F
+
d ).
(2) Given a tuple A = (A1, . . . , Ad) ∈ L(X )d and C ∈ L(X ,Y), let H ∈ L(X )
be a strictly positive definite operator such that
H −
d∑
j=1
pjA
∗
jHAj  C∗C. (9.26)
Let A be defined as in (1.24) and let [ BD ] : U →
[
X d
Y
]
be a solution of the Cholesky
factorization problem[
B
D
] [
B∗ D∗
]
=
[
(P˜ ⊗H)−1 0
0 IY
]
−
[
A
C
]
H−1
[
A∗ C∗
]
. (9.27)
(i) Then the power series
G(z) = D + C(I − Zp˜(z)A)−1Zp˜(z)B
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is a contractive multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,Y(F
+
d ). Moreover,
kωp˜,1(z, ζ)IY −G(z)(kωp˜,1(z, ζ)IU )G(ζ)∗
= C(I − Zp˜(z)A)−1H−1(I −A∗Zp˜(ζ)∗)−1C∗.
(ii) If (9.26) holds with equality and A is p˜-strongly stable in the sense that
lim
N→∞
p˜(BA)
N [IX ] := lim
N→∞
∑
α∈F+
d
:|α|=N
dp˜,αA
∗α⊤Aα = 0
in the strong operator topology, then G is McCT-inner.
(iii) If (9.26) holds with equality, A is strongly stable, and the solution [ BD ] of
(9.27) is injective, then G is a strictly inner multiplier.
Conversely, any contractive, McCT-inner and strictly inner multiplier from H2
ωp˜,1,U (F
+
d )
to H2
ωp˜,1,Y(F
+
d ) arises in the way described in parts (1), (2), (3) above.
Proof. By Proposition 3.2, G being a contractive multiplier from H2
ωp˜,1,U(F
+
d )
to H2
ωp˜,1,Y(F
+
d ) can be expressed in terms of the positivity of the associated formal
kernel
KGp˜ (z, ζ) := kωp˜,1(z, ζ)IY −G(z)(kωp˜,1(z, ζ)IU )G(ζ)∗.
Replace z with ιz and ζ with ιζ to see that
KGp˜ (ιz, ιζ) = knc,Sz(z, ζ)IY −G(ιz)(knc,Sz(z, ζ)IU )G(ιζ)∗
is also a positive formal kernel. Again by Proposition 3.2, this in turn means that
the formal power series G(ιz) is a contractive multiplier from H2U(F
+
d ) into H
2
Y(F
+
d ).
By Theorem 3.5 there is a unitary connection matrix as in (1.22) which we write
in the form U˜ =
[
A˜ B˜
C D
]
so that
G(ιz) = D + C(I − Z(z)A˜)−1Z(z)B˜. (9.28)
If we let A := (P˜−
1
2 ⊗ IX )A˜ and B := P˜− 12B, then the operator
U :=
[
A B
C D
]
=
[
P˜−
1
2 ⊗ IX ) 0
0 IU
]
U˜
meets the constraints (9.24), since U˜ is unitary. Furthermore, we see from (9.23)
and (1.24) that Zp˜(z) = Z(z)(P˜ ⊗ IX ) and hence,
Z(ι−1z)A˜ = Z(z)(P˜
1
2 ⊗ IX )A˜ = Zp˜(z)(P˜− 12 ⊗ IX )A˜) = Zp˜(z)A,
Z(ι−1z)B˜ = Z(z)(P˜
1
2 ⊗ IX )B˜ = Zp˜(z)(P˜− 12 ⊗ IX )B˜ = ZP˜ (z)B.
Replacing z with ι−1z in (9.28) and making use of the latter equalities we get
G(z) = D + C(I − Z(ι−1z)A˜)−1Z(ι−1z)B˜ = D + C(I − Zp˜(z)A)−1Zp˜(z)B.
Thus, G(z) admits a realization (9.25) with the connection matrix U˜ subject to
conditions (9.24). In this way part (1) in Theorem 9.3 reduces to the content of
Theorem 3.5. Furthermore, replacement of z by ιz and ζ by ιζ in the kernel identity
(9.22) (with A˜ in place of A and B˜ in place of B) implies that replacement of z by
ιz and ζ by ιζ leads to the identity
knc,Sz(z, ζ)IY −G(ιz)(kSz,nc(z, ζ)IU )G(ιζ)∗ = C(I − Z(z)A)−1(I −A∗Z(ζ))−1C∗.
Continuing along these lines, one can reduce all the assertions of the second state-
ment (2) of Theorem 9.3 to the corresponding assertions in Theorem 3.8. 
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An application of the lurking isometry argument (or more simply of the change-
of-variable map (9.21) to reduce the statement to that of Theorem 3.16) leads us
to the Leech theorem in the present setting.
Theorem 9.4. Given power series G ∈ L(Y,X )〈〈z〉〉 and F ∈ L(U ,X )〈〈z〉〉,
the formal kernel
KG,F (z, ζ) := G(z)(kωp˜,1(z, ζ)⊗ IY)G(ζ)∗ − F (z)(kωp˜,1(z, ζ)⊗ IU )F (ζ)∗
is positive if and only if there exists a contractive multiplier S from H2
ωp˜,1,U (F
+
d ) to
H2
ωp˜,1,Y(F
+
d ) such that F (z) = G(z)S(z).
Now we will establish the p-version of Theorem 3.19. Given p(z) as in (9.1)–
(9.2) and the associated weight function (9.7), let us define another non-negative
weight γp,n associated with p, namely, γp,n = {γp,n;α}α∈F+
d
, where
γ−1p,n;αj = ω
−1
p,n;αj − ω−1p,n;αpj (α ∈ F+d , j ∈ {1, . . . , d}). (9.29)
If n = 1, then we let γp,0;α = 1 if α = ∅ and γp,0;α = 0, otherwise. The positivity
of γp,n is clear from the formula
ω−1p,n;αj − ω−1p,n;αpj = ω−1p,n−1;αj +
∑
α′α′′=α:α′′ 6=∅
ω−1p,n;α′pα′′j > 0,
which in turn, is verified by equating the coefficients of zαj in the identity
(1− p(z))−n − (1 − p(z))−n+1 = (1 − p(z))−np(z)
combined with (9.6) and (9.7) as follows:
ω−1p,n;αj − ω−1p,n−1;αj =
∑
α′α′′=α
ω−1p,n;α′pα′′j = ω
−1
p,n;αpj +
∑
α′α′′=α:α′′ 6=∅
pα′′j .
Let us define the weighted Z-transform Ψγp,n by
Ψγp,n = Rowα∈F+d [γ
− 12
p,n;αz
α] : {fα}α∈F+
d
7→
∑
α∈F+
d
γ
− 12
p,n;αfαz
α (9.30)
and let us identify Ψγp,n with operator-valued power series
Ψγp,n(z) =
∑
α∈F+
d
(
Rowβ∈F+
d
[δα,β(γ
− 12
p,n;α ⊗ IY)]
)
zα (9.31)
where δα,β is the Kronecker symbol. Then we have the following analog of item (2)
in Theorems 3.19.
Theorem 9.5. Let MΨγp,n be the multiplication operator associated with the
operator-valued function Ψγp,n (9.30). Then:
(1) MΨγp,n |ℓ2Y(F+d ) is an isometry from the space of constant functions ℓ
2
Y(F
+
d )
in H2
ℓ2Y(F
+
d
)
(F+d ) into H
2
γp,n,Y(F
+
d ).
(2) MΨγp,n is a coisometry from H
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ) to H
2
ωp,n,Y(F
+
d ).
(3) A given formal power series F (z) ∈ L(U ,Y)〈〈z〉〉 is a contractive multi-
plier from H2
ωp˜,1,U(F
+
d ) to H
2
ωp,n,Y(F
+
d ) if and only if it is of the form
F (z) = Ψγp,n(z)S(z) (9.32)
for some contractive multiplier S(z) from H2
ωp˜,1,U(F
+
d ) toH
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ).
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Proof. For y = {yα}α∈F+
d
in ℓ2Y(F
+
d ), note that
‖Ψγp,n(z)y‖2H2
γp,n,Y
(F+
d
)
=
∑
α∈F+
d
γp,n;α‖γ−
1
2
p,n;αyα‖2 = ‖y‖2ℓ2Y(F+d ).
This verifies statement (1). To verify statement (2), by Proposition 3.2, it suffices
to verify the identity (the analog of identity (3.39))
kωp,n(z, ζ)IY = Ψγp,n(z)(kωp˜,1(z, ζ)Iℓ2Y (F+d ))Ψγp,n(ζ)
∗. (9.33)
Indeed, since ω−1p,n;∅ = 1, we can write (9.17) as
kωp,n(z, ζ) = 1 +
d∑
j=1
∑
α∈F+
d
ω−1p,n;αjz
αjζ
jα⊤
and then, upon taking into account the formula (9.29) for γ−1p,n;α we see that
kωp,n(z, ζ)−
d∑
j=1
pjζjkωp,n(z, ζ)zj = 1 +
d∑
j=1
∑
α∈F+
d
(
ω−1p,n;αj − pjω−1p,n;α
)
zαjζ
jα⊤
= 1 +
d∑
j=1
∑
α∈F+
d
γ−1p,n;αjz
αjζ
jα⊤
=
∑
α∈F+
d
γ−1p,n;αz
αζ
α⊤
which is to say that
kωp,n(z, ζ) =
d∑
j=1
pjζjkωp,n(z, ζ)zj + kγp,n(z, ζ).
Iteration of this last identity and recalling the definition of dp˜,α (9.18) then gives
kωp,n(z, ζ) =
∑
α : |α|=N+1
dp˜,αζ
α⊤
kωp,n(z, ζ)z
α +
∑
α : |α|≤N
dp˜,αζ
α⊤
kγp,n(z, ζ)z
α
for N = 1, 2, . . . . Taking the limit as N →∞ then leads us to
kωp,n(z, ζ) =
∑
α
dp˜,αζ
α⊤
kγp,n(z, ζ)z
α
=
∑
α∈F+
d
dp˜,αζ
α⊤
Ψγp,n(z)Ψγp,n(ζ)
∗zα
= Ψγ(z)
( ∑
α∈F+
d
dp˜,αz
αζ
α⊤
)
Ψγp,n(ζ)
∗
= Ψγp,n(z)
(
kωp˜,1(z, ζ)⊗ Iℓ2Y(F+d )
)
Ψγp,n(ζ)
∗
where we used (9.19) for the last step, and (9.33) is thus verified.
The proof of (3) parallels the proof of statement (3) in Theorem 3.19. Let
F (z) ∈ L(U ,Y)〈〈z〉〉 be a contractive multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n
(F+d ).
By Proposition 3.2, this amounts to the statement that the kernel
KF
ωp,n
(z, ζ) = kωp,n(z, ζ)⊗ IY − F (z)
(
kωp˜,1(z, ζ)⊗ Iℓ2Y(F+d )
)
F (ζ)∗
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be a positive formal kernel. On the other hand, by the Leech theorem (Theorem
9.4), the existence of the factorization (9.32) with S(z) a contractive multiplier from
H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ) is equivalent to the positivity of the kernel
K
Ψp,n,F
ωp˜,1 (z, ζ) = Ψγp,n(z)
(
kωp˜,1(z, ζ)⊗Iℓ2Y(F+d )
)
Ψγp,n(ζ)
∗−F (z)(kωp˜,1(z, ζ)⊗IU )F (ζ)∗.
But as a consequence of the identity (9.33), the kernel K
Ψp,n,F
ωp˜,1 is the same as the
kernel KF
ωp,n
and (3) now follows. 
In parallel with Definitions 3.23, we now introduce the following definition of
(p,n)-Bergman-inner.
Definition 9.6. We say that a power series Θ ∈ L(U ,Y)〈〈z〉〉 is (p, n)-Bergman
inner if
(i) ‖MΘu‖H2
ωp,n,Y
(F+
d
) = ‖u‖U for all u ∈ U , and
(ii) MΘu ⊥ Sαωp,n,RMΘv in H2ωp,n(F+d ) for all u, v ∈ U and ∅ 6= α ∈ F+d .
The next two theorems (the (p, n)-analogs of Theorems 3.24 and 3.25) show
that (p, n)-Bergman-inner power series can be alternatively defined as contractive
multipliers from H2
ωp˜,1,U(F
+
d ) to H
2
ωp,n,Y(F
+
d ) that act isometrically on constants.
Theorem 9.7. Let Θ ∈ L(U ,Y)〈〈z〉〉 be such that
(1) ‖MΘu‖H2
ωp,n,Y
(F+
d
) ≤ ‖u‖U for all u ∈ U , and
(2) MΘu ⊥ Sαωp,n,RMΘv for all u, v ∈ U and all nonempty α ∈ F+d .
Then Θ is a contractive multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ) and
‖MΘf‖2H2
ωp,n,Y
(F+
d
)
≤‖f‖2
H2
ωp˜,1,U
(F+
d
)
(9.34)
−
∑
α∈F+
d
d∑
j=1
dp˜,jα
∥∥∥DjMΘS∗ωp˜,1,R)jα⊤f∥∥∥2H2
ωp,n,Y
(F+
d
)
where dp˜,jα is defined in (9.18) and where we let
Dj = (I − pjS∗ωp,n,R,jSωp,n,R,j)
1
2
for short. Moreover, if ‖MΘu‖H2
ωp,n,Y
(F+
d
) = ‖u‖U for all u ∈ U , then equality holds
in (9.34) and Θ is (p, n)-Bergman inner.
Proof. For any U-valued polynomial f as in (3.47) and the right backward
shift tuple S∗p˜,R on H
2
p˜,U(F
+
d ), we have
S∗p˜,R,jf = p
−1
j
∑
α∈F+
d
: |α|<m
fαjz
α. (9.35)
Due to assumptions of the theorem (the same as in Theorem 3.24), and since the
ranges of Sωp,n,R,i and Sωp,n,R,j are orthogonal whenever i 6= j, we can repeat the
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calculation (3.49)) adjusting the formula (9.35) instead of (3.48) as follows:
‖MΘf‖2 ≤‖f∅‖2 +
∥∥∥∥ d∑
j=1
∑
α∈F+
d
:|α|≤m−1
Sjα
⊤
ωp,n,R
MΘfαj
∥∥∥∥2 (9.36)
=‖f∅‖2 +
d∑
j=1
∥∥∥∥Sωp,n,jMΘ( ∑
α∈F+
d
:|α|≤m−1
fαjz
α
)∥∥∥∥2
=‖f∅‖2 +
d∑
j=1
∥∥∥Sωp,n,R,jMΘ(pjS∗ωp˜,1,R,jf)∥∥∥2 (by (9.35))
=‖f∅‖2 +
d∑
j=1
∥∥p1/2j Sωp,n,R,jMΘ(p1/2j S∗ωp˜,1,R,jf)∥∥2
=‖f∅‖2 +
d∑
j=1
(∥∥MΘ(p1/2j S∗ωp˜,1,R,jf)∥∥2
− ∥∥(I − pjS∗ωp,n,R,jSωp,n,R,j)1/2MΘ(p1/2j S∗ωp˜,1,R,jf)∥∥2)
=‖f∅‖2 +
d∑
j=1
(∥∥MΘ(p1/2j S∗ωp˜,1,R,jf)∥∥2 − ∥∥DjMΘ(p1/2j S∗ωp˜,1,R,jf)∥∥2) .
Replace f by d
1/2
p˜,αS
∗α⊤
ωp˜,1,R
f in (9.36) and take into account that (S∗α
⊤
ωp˜,1,R
f)∅ = d−1p˜,αfα
(as a consequence of (9.35)) to arrive at
‖MΘd1/2p˜,α(S∗ωp˜,1,R)α
⊤
f‖2 ≤ d−1p˜,α‖fα‖2 +
d∑
j=1
∥∥∥MΘ(d1/2p˜,jα)(S∗ωp˜,1,R)jα⊤f∥∥∥2 (9.37)
−
d∑
j=1
∥∥∥DjMΘ(d1/2p˜,jα)(S∗ωp˜1,R)jα⊤f∥∥∥2 .
Iterating the inequality (9.36) and using (9.37) then gives, for any m′ = 1, 2, . . . ,
‖MΘf‖2 ≤
∑
|α|<m′
d−1p˜,α‖fα‖2U +
∑
|α|=m′
∥∥∥MΘ(d1/2p˜,α)(S∗ωp˜,1,R)α⊤f∥∥∥2
−
∑
|α|<m′
d∑
j=1
∥∥∥DjMΘ(d1/2p˜,jα)(S∗ωp˜,1,R)jα⊤f∥∥∥2 .
Since fα = 0 once |α| ≥ m it follows that (S∗ωp˜,1,R)αf = 0 for any α with |α| ≥ m
and we see that, once m′ ≥ m, this last inequality collapses to
‖MΘf‖2 ≤ ‖f‖2 −
∑
|α|<m′
d∑
j=1
∥∥∥DjMΘ(d1/2p˜,jα)(S∗ωp˜,1,R)jα⊤f∥∥∥2 .
Letting m′ → ∞ in the last inequality then gives us (9.34) for any U-valued non-
commutative polynomial f . We then get the result for a general f in H2
ωp˜,1,U(F
+
d )
by approximating f by finite truncations of its power series representation.
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If equality ‖MΘu‖H2
ωp,n,Y
(F+
d
) = ‖u‖U holds for all u ∈ U , then we have equal-
ities throughout (9.36), (9.37) and therefore, in (9.34) as well. Moreover as a
consequence of (9.34) we have that Θ is a contractive multiplier from H2
ωp˜,1,U(F
+
d )
to H2
ωp,n,Y(F
+
d ). As we are also assuming the equality ‖MΘu‖H2
ωp,n,Y
(F+
d
) = ‖u‖U
for all u ∈ U , it follows from Definition 9.6 that Θ is (p, n)-Bergman inner. 
Theorem 9.8. Let Θ ∈ L(U ,Y)〈〈z〉〉 be a contractive multiplier from H2
ωp˜,1,U (F
+
d )
to H2
ωp,n,Y(F
+
d ) which is isometric on constants: ‖MΘu‖H2
ωp,n,Y
(F+
d
) = ‖u‖U for all
u ∈ U . Then Θ is (p, n)-Bergman inner. Furthermore, there is a unique contractive
multiplier S from H2
ωp˜,1,U(F
+
d ) to H
2
ℓ2
p˜,Y
(F+
d
)
(F+d ) such that
Θ(z) = Ψγp,n(z)S(z) (9.38)
where Ψγp,n(z) is defined as in (9.29) and (9.31). Moreover, this unique S is a
strictly inner multiplier from H2
ωp˜,1,U(F
+
d ) to H
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ).
Proof. Since Θ is a contractive multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ),
it is (by Theorem 9.5 (3)) of the form (9.38) for some contractive multiplier S(z)
from H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ) By assumption we have
‖u‖U = ‖MΘu‖H2
ωp,n,Y
(F+
d
) = ‖MΨγMSu‖H2
ωp,n,Y
(F+
d
)
for all u ∈ U . To repeat verbatim the arguments from the proof of Theorem 3.25
regarding uniqueness and strict-inner property of S as well as the orthogonality
relations Θu ⊥ Sωp,nΘv (required to conclude that Θ is (p, n)-Bergman inner) we
need the operators MS : U → H2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ) and MΨγ : H
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ) →
H2
ωp,n,Y(F
+
d ) to be respectively contractive and coisometric. But we have this by
part (2) in Theorem 9.5 and the fact that S(z) is a contractive multiplier from
H2
ωp˜,1,U (F
+
d ) to H
2
ωp˜,1,ℓ
2
Y(F
+
d
)
(F+d ). 
9.3. Output stability, Stein equations and inequalities
For convenience of future reference, let us collect the following definitions.
Definition 9.9. Given C ∈ L(X ,Y) and A = (A1, . . . , Ad) ∈ L(X )d, we say
that:
(1) (C,A) is (p, n)-output stable if the (p, n)-observability operator Op,n;C,A
defined in (9.12) is bounded from X into H2
ωp,n,Y(F
+
d ). When this is the case, it
makes sense to introduce the (p, n)-observability gramian
Gp,n;C,A := O∗p,n;C,AOp,n;C,A ∈ L(X ),
whose representation in terms of a strongly convergent series
Gp,n;C,A = Rp,n(BA)[C∗C] =
∑
α∈F+
d
ω−1p,n;αA
∗α⊤C∗CAα (9.39)
follows from (9.6) and (9.16) and suggests to let Gp,0;C,A = C∗C.
In addition we say that the output pair C,A) is (p, n)-observable if the observ-
ability operator Op,n,C,A has trivial kernel. If moreover, the observability operator
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Op,n,C,A is bounded below (equivalently, the gramian Gp,n,C,A is strictly positive
definite), we say that (C,A) is exactly observable.
(2) A = (A1, . . . , Ad) is p-strongly stable if it holds that
lim
N→∞
p(BA)
N [IX ] = 0 in the strong operator topology. (9.40)
Since p(BA)
N [IX ]  0 for all N ≥ 0, the convergence in the strong operator
topology is equivalent to convergence in the weak operator topology in (9.40).
(3) (C,A) is (p, n)-contractive if A is (p, n)-hypercontractive (as in Definition
9.1) and in addition Γp,n;A[IX ]  C∗C, where the (p, n)-defect operator Γp,n;A is
given by (9.5).
(4) (C,A) is (p, n)-isometric if A is (p, n)-hypercontractive and in addition
Γp,n;A[IX ] = C∗C.
Proposition 9.10. Let Γp,n;A be the operatorial map defined in (9.5) (defined
as long as ‖BA‖ < ρ). Then for all H ∈ L(X ) and any integers k ≥ 1 and N ≥ 0,
Γp,k;A[H ] = Γp,k−1;A[H ]− p(BA)[Γp,k−1;A[H ]], (9.41)
H =
( N∑
j=0
(
k+j−1
j
)
pj(BA)Γp,k;A +
k∑
j=1
(
N+k
N+j
)
p(BA)
N+jΓp,k−j;A
)
[H ]. (9.42)
Furthermore, if (C,A) is (p, n)-output stable, then it is also (p, k)-output stable,
and the equalities
Γp,k;A[Gp,n;,C,A] = Gp,n−k;C,A for k = 0, 1, . . . , n. (9.43)
hold, as well as the chain of inequalities:
C∗C  Gp,1;C,A  · · ·  Gp,n;C,A. (9.44)
Proof. Formula (9.41) follows from substitution of the operator argument H
into the identity
(1 − p)k = (1− p)k−1 − p(1− p)k−1.
By substituting p(BA) for BA and (1− p)k(BA) for (I −BA)k in the derivation of
(4.53) we arrive at the following p-analog of (4.53):
IL(X ) =
N∑
j=0
(
k+j−1
j
)
pj(BA)(1− p)k(BA) +
k∑
j=1
(
N+k
N+j
)
pN+j(BA)(1− p)k−j(BA).
Applying this operator identity to H leads to (9.42).
To verify (9.43), we shall make use of the following extension of (4.21) which
we shall call the Free Noncommutative Mertens Theorem:
If the series
∑
α∈F+
d
aα converges absolutely and if
∑
α∈F+
d
aα = a and
∑
α∈F+
d
bα = b,
then ∑
α∈F+
d
( ∑
β,γ∈F+
d
: βγ=α
aβbγ
)
=
( ∑
α∈F+
d
aα
)
·
( ∑
α∈F+
d
bα
)
= a · b. (9.45)
The proof follows by an adaptation of the proof of [93, Theorem 3.50], the details
of which we leave to the reader for lack of space.
We apply this Mertens theorem as follows. As (C,A) is (p, n)-output stable,
the series representation for Gp,n;C,A = (1 − p)−n(BA)[C∗C] is convergent. By
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the assumption that ‖ [A1 · · · Ad] ‖ < ρ, the series representation for Γp,k;A =
(1− p)k(BA) is absolutely convergent. Hence by the free noncommutative general
principle (9.45), we can compute
Γp,k,A[Gp,n;C,A] = (1 − p)k(BA)[(1 − p)−n(BA)[C∗C]]
=
(
(1− p)k · (1− p)−n) (BA)[C∗C]
= (1 − p)−(n−k)(BA)[C∗C] =: Gp,n;C,A.
In particular it falls out that (C,A) being (p, n)-output stable implies that (C,A)
is (p, k)-output stable for 1 ≤ k ≤ n. The special case k = 1 in (9.43) tells as that
Gp,n−1;C,A = Γp,1;A[Gp,n;C,A]
= (1 − p)(BA)[Gp,n;C,A]
= Gp,n;C,A − p(BA)[Gp,n;C,A]  Gp,n;C,A
since p(BA) is a positive map. Iteration of this argument then gives us the chain of
inequalities (9.44). As in Proposition 4.16 for the special case p(z) = z1+· · ·+zd, the
fact that (p, n)-output stability implies (p, k)-output stability for k = 0, 1, . . . , n−1
can also be seen as a consequence of the chain of inequalities (9.44). Finally one can
also see these inequalities as a consequence of verifying directly from the formula
(9.7) the coefficient inequalities ω−1p,k−1,α ≤ ω−1p,k,α for k = 1, . . . , n. 
We next verify that contractivity implies hyper-contractivity for the (p, n)-setting.
Lemma 9.11. Let us assume that operators H and Aj in L(X ) are such that
H  p(BA)[H ]  0 and Γp,n;A[H ]  0 (9.46)
for some integer n ≥ 3. Then Γp,k;A[H ]  0 for all k = 1, . . . , n− 1.
Proof. Since the map X 7→ p(BA)[X ] is positive, iterating the first condition
in (9.46) gives
H  pj(BA)[H ] for all j ≥ 0. (9.47)
Then we introduce Hermitian operators
Sm,k := p
k(1 − p)m(BA)[H ] for k ∈ Z+ and m = 0, 1, . . . , n.
and verify inequalities (4.42) for these operators. Indeed, by (9.47),
Sm,k = p
k(1− p)m(BA)[H ]
=
m∑
j=0
(−1)j (mj ) pk+j(BA)[H ] 
m∑
j=0
(mj )H = 2
m ·H, (9.48)
thus proving the right inequality in (4.42). The left inequality follows by a similar
argument using lower estimates. We next observe that due to (9.41) and the second
inequality in (9.46),
Γp,n−1;A[H ]  p(BA)[Γp,n−1;A[H ]].
Since the map X 7→ p(BA)[X ] is positive, we then have
pj(BA)[Γp,n−1;A[H ]]  pj+1(BA)[Γp,n−1;A[H ]],
which, on account of (9.49) can be written as
Sn−1,j  Sn−1,j+1. (9.49)
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Also, it follows from definitions (9.49) that for any N ≥ 1,
N∑
j=0
Sn−1,j =
N∑
j=0
pj(1 − p)n−1(BA)[H ]
= (1− pN+1)(1− p)n−2(BA)[H ] = Sn−2,0 − Sn−2,N+1.
Using the same arguments as in the proof of Lemma 4.14 we conclude that the
operator Sn−1,0 = (1 − p)n−1(BA)[H ] = Γp,n−1;A[H ] is positive semidefinite. We
then obtain recursively that Γp,k;A[H ]  0 for all k = 1, . . . , n− 1. 
Note that for H = IX , the left condition in (9.46) amounts to IX  p(BA[IX ])
or equivalently, to
(1 − p)(BA[IX ]) = Γp,1;A[IX ]  0.
Hence, specializing Lemma 9.11 to the case where H = IX and recalling Definition
9.1 we arrive at the following result.
Corollary 9.12. If the operator tuple A = (A1, . . . , Ad) is (p, 1)-contractive
and (p, n)-contractive for some n ≥ 3, then it is also (p, n)-hypercontractive.
We next present the (p, n)-analogue of Theorem 4.5 and Theorem 4.18.
Theorem 9.13. Let C ∈ L(X ,Y) and A = (A1, . . . , Ad) ∈ L(X )d. Then:
(1) The pair (C,A) is (p, n)-output stable if and only if there exists an operator
H ∈ L(X ) satisfying the inequalities
H  p(BA)[H ]  0 and Γp,n;A[H ]  C∗C. (9.50)
(2) If (C,A) is (p, n)-output stable, then the observability gramian H = Gp,n;C,A
satisfies
H  p(BA)[H ]  0 and Γp,n;A[H ] = C∗C (9.51)
and is the minimal positive semidefinite solution of the system (9.50).
(3) There is a unique solution H of the system (9.51) with H = Gp,n;C,A if A
is p-strongly stable. Moreover, in case A is p-contractive in the sense that
p(BA)[IX ]  IX , then the solution of the (p, n)-Stein equation in (9.51)
is unique if and only if A is p-strongly stable.
Note that (9.50) and (9.51) holding with H = IX is just the definition of
the output pair (C,A) being (p, n)-contractive or (p, n)-isometric, respectively (see
Definition 9.9).
Proof. If (C,A) is (p, n)-output stable, then the series in (9.39) converges in
the strong operator topology to the operator H = Gp,n;C,A  0. By formulas (9.5)
and (9.43) (with k = 1), we have
Gp,n;C,A − p(BA)[Gp,n;C,A] = (1 − p)(BA)[Gp,n;C,A]
= Γp,1;A[Gp,n;C,A] = Gp,n−1;C,A  0.
By formula (9.43) (for k = n), we have
Γp,n;A[Gp,n;C,A] = Gp,0;C,A = C∗C.
Thus, the operator H = Gp,n;C,A  0 satisfies relations (9.51) and hence also
inequalities (9.50).
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Suppose now that H is any solution of the inequalities (9.50). Let us note that
the analog of (4.52) (based on identity (9.42) and Lemma 9.11 rather than identity
(4.52) and Lemma 4.14) is
N∑
j=0
(
n+j−1
j
)
pj(BA)[C
∗C] 
N∑
j=0
(
n+j−1
j
)
pj(BA)Γp,n;A[H ]
= H −
n∑
j=1
(
N+n
N+j
)
pN+j(BA)[Γp,n−j;A[H ]]  H. (9.52)
Thus the nondecreasing operator sequence of positive semidefinite operators
SN =
N∑
j=0
(
n+j−1
j
)
p(BA)
j [C∗C], N = 1, 2, . . .
is bounded above (by H) and hence converges strongly to a positive semidefinite
operator. From the computation (9.6) we see that the limit of this series is exactly
Rp,n(A)[C
∗C] = Gp,n;C,A. Passing to the limit in (9.52) as N → ∞ now gives
Gp,n;C,A  H . In particular, Gp,n;C,A is bounded (since H is) and therefore the pair
(C,A) is (p, n)-output stable. Besides, as H is an arbitrary positive semidefinite
solution to the system (9.50), the latter inequality tells us that Gp,n;C,A is the
minimal such solution. This completes the proof of parts (1) and (2).
Now suppose that A is p-strongly stable. and that H solves the system (9.50).
We shall show that necessarily H = Gp,n;C,A. We first observe that if positive
semidefinite operators P,Q ∈ L(X ) satisfy the Stein equation
Γp,1;A[P ] := P − p(BA)[P ] = Q, (9.53)
then P is uniquely recovered from (9.53) via the strongly convergent series
P =
∞∑
j=0
pj(BA)[Q]. (9.54)
Indeed, iterating (9.53) gives
P =
N∑
j=0
pj(BA)[Q] + p
N+1(BA)[P ], (9.55)
and since all the terms in the latter equality are positive semidefinite, the strong
convergence of the series on the right side of (9.54) follows. The p-strong stability
of A guarantees that pN+1(BA)[P ] tends to zero (strongly) as N → ∞, and then,
upon letting N → ∞ in (9.55), we arrive at (9.54). In terms of the operator BA,
the latter uniqueness means that that the operator IL(X )−p(BA) is invertible with
inverse given by
(IL(X ) − p(BA))−1 : Q 7→
∞∑
j=0
pj(BA)[Q].
Taking the n-the power of the latter operator and making use of the formula (9.6)
we get
(I − p(BA))−n[Q] =
∞∑
j=0
(
n+j−1
j
)
pj(BA)[Q] =
∑
α∈F+
d
ω−1p,n;αA
∗α⊤QAα
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Next note that the Stein equation in (9.51) can be viewed as the equation
(I − p(BA))n[H ] = C∗C.
Hence
H = (I −BA)−n[C∗C] =
∑
α∈F+
d
ω−1p,n;αA
∗α⊤QAα
necessarily is the unique solution. As Gp,n:C,A is given by the same formula (9.39)
we conclude that Gp,n;C,A is the unique solution.
It remains to show that if A is a p-contraction and the system (9.51) admits a
unique solution (which necessarily is H = Gp,n;C,A), then the tuple A is p-strongly
stable. As in the proof of Theorem 4.18, we prove the contrapositive: if A is not
p-strongly stable, then the solution of (9.51) is not unique.
Due to assumption p(BA)[IX ]  IX , the sequence of operators
∆N = p
N (BA)[IX ] =
∑
β1,...,βN 6=∅ : β1···βN=α
pβ1 · · · pβNA∗α
⊤
Aα, N = 1, 2, . . .
(9.56)
is decreasing and therefore has a strong limit ∆ = lim
N→∞
∆N  0. Since A is
assumed not to be p-strongly stable, this limit ∆ is not zero. Let us assume for a
moment that
p(BA)[∆] = ∆. (9.57)
Then it follows from (9.5) and (9.56) that
Γp,n;A[∆] = (1− p)n(BA)[∆] =
n∑
j=0
(−1)j ( nj ) pj(BA)[∆] =
k∑
j=0
(−1)j ( kj )∆ = 0,
and therefore, the operator H = Gn,C,A+∆ (as well as Gn,C,A) satisfies the system
(9.51) which therefore has more than one positive-semidefinite solution.
It remains to verify (9.57). To this end, we first observe that since ∆  ∆N for
all N and since all the coefficients of p are non-negative,∑
|α|≤k
pαA
∗α⊤∆Aα  p(BA)[∆N ] = ∆N+1.
Letting k,N →∞ in the latter inequality we conclude that p(BA)[∆] is well-defined
and satisfies
p(BA)[∆]  ∆. (9.58)
We now fix a nonzero x ∈ X and ε > 0. Since the series representing p(BA)[IX ] 
IX converges, we can find k ≥ 0 such that∑
α∈F+
d
:|α|>k
pα
∥∥Aαx∥∥2X < ε.
Then for any operator Q ∈ L(X ) such that 0  Q  IX , we also have∑
α∈F+
d
:|α|>k
pα ·
〈
QAαx, Aαx
〉
X ≤
∑
α∈F+
d
:|α|>k
pα
∥∥Aαx∥∥2X < ε. (9.59)
Since the sequence ∆N converges to ∆ (weakly or strongly), for every α, we can
find nα such that
pα ·
〈
(∆n −∆)Aαx, Aαx
〉
X < d
−kε for all n > nα.
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Then for any n > max(nα : |α| ≤ k), we have∑
α∈F+
d
:|α|≤k
pα ·
〈
(∆n −∆)Aαx, Aαx
〉
X < ε. (9.60)
Combining (9.59) (with Q = ∆n −∆) and (9.60) gives, for the same n as above,〈
p(BA)[∆n −∆]x, x
〉
X =
∑
α∈F+
d
:|α|≤k
pα ·
〈
(∆n −∆)Aαx, Aαx
〉
X
+
∑
α∈F+
d
:|α|>k
pα ·
〈
(∆n −∆)Aαx, Aαx
〉
X < 2ε.
Therefore, for any fixed x ∈ X and any ε > 0, there is n such that
〈∆x, x〉 ≤ 〈∆n+1x, x〉 =
〈
p(BA)[∆n]x, x
〉
=
〈
p(BA)[∆]x, x
〉
+
〈
p(BA)[∆n −∆]x, x
〉
≤ 〈p(BA)[∆]x, x〉 + 2ε.
Letting ε→ 0+ in the latter inequality we get 〈∆x, x〉 ≤ 〈p(BA)[∆]x, x
〉
. By polar-
ization, ∆ ≤ p(BA)[∆], which together with (9.58) implies (9.57), thus completing
the proof of the theorem. 
The following analog of Theorem 4.18 is a direct consequence of Definition 9.9
(part (3)) applied to the statements in Theorem 9.13 with H = IX .
Proposition 9.14. (1) Suppose that (C,A) is a (p, n)-contractive pair. Then
(C,A) is (p, n)-output-stable with Gp,n;C,A  IX and the gramian Gp,n;C,A is the
unique positive semidefinite solution of the system (9.51) if and only if A is p-
strongly stable.
(2) Suppose that (C,A) is a (p, n)-isometric pair. Then (C,A) is (p, n)-output-
stable. Moreover H = IX is the unique solution of the system (9.51) if and only if
A is p-strongly stable. In this case Op,n;C,A is isometric and hence also (C,A) is
exactly (p, n)-observable.
9.4. The ωp,n-shift model operator tuple Sωp,n,R
We define the shift operator tuple Sωp,n,R on H
2
ωp,n,Y(F
+
d ) as in (2.29) and ob-
serve that it is not a row-contraction, in general. However, it is a (p, 1)-contraction
(see Proposition 9.15 below), i.e.,
∑
α∈F+
d
pαS
α⊤
ωp,n,R
S∗α
ωp,n,R
 I. In particular,
pjSωp,n,R,jS
∗
ωp,n,R,j
 I where pj is the coefficient of zj in the formal power series
representation (9.1)), and therefore,
‖Sωp,n,R,j‖ ≤ p−
1
2
j <∞ for 1 ≤ j ≤ d.
The formula for S∗
ωp,n,R,j
is again given by (2.30)
S∗
ωp,n,R,j :
∑
γ∈F+
d
fγz
γ 7→
∑
γ∈F+
d
ωp,n;γj
ωp,n;γ
fγjz
γ for j = 1, . . . , d (9.61)
(with ωp,n in place of ω) while its iteration gives
(S∗
ωp,n,R)
α :
∑
γ∈F+
d
fγz
γ 7→
∑
γ∈F+
d
ωp,n;γα
ωp,n;γ
fγαz
γ for all α ∈ F+d . (9.62)
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Proposition 9.15. The operator tuple S∗
ωp,n,R
= (S∗
ωp,n,R,1
, . . . , S∗
ωp,n,R,d
) is a
p-strongly stable (p, n)-hypercontraction. Furthermore, the model pair (E,S∗
ωp,n,R
)
is (p, n)-isometric, where E is the operator defined by Ef = f∅ for f ∈ H2ωp,n,Y(F+d ).
Proof. Since pβ ≥ 0 for all β ∈ F+d , we have for any α, γ ∈ F+d and N ≤ |α|,
|α|+|γ|∑
i=0
(
n+i−1
n−1
) ∑
φ1,...,φi 6=∅ : φ1···φi=γα
pφ1 · · · pφi
≥
|γ|∑
j=0
(
n+N+j−1
n−1
) ∑
φ1, . . . , φj 6= ∅ : φ1 · · ·φj = γ,
β1, . . . , βN 6= ∅ : β1 · · · βN = α
pφ1 · · · pφjpβ1 · · · pβN
=
( |γ|∑
j=0
(
n+N+j−1
n−1
) ∑
φ1, . . . , φj 6= ∅ :
φ1 · · ·φj = γ
pφ1 · · · pφj
)
·
∑
β1, . . . , βN 6= ∅ :
β1 · · · βN = α
pβ1 · · · pβN
≥
( |γ|∑
j=0
(
n+j−1
n−1
) ∑
φ1, . . . , φj 6= ∅ :
φ1 · · ·φj = γ
pφ1 · · · pφj
)
·
∑
β1, . . . , βN 6= ∅ :
β1 · · · βN = α
pβ1 · · · pβN ,
which, upon making use of notation (9.7), can be written as
ω−1p,n;γα ≥ ω−1p,n;γ ·
∑
β1,...,βN 6=∅ : β1···βN=α
pβ1 · · · pβN ; (9.63)
Note that this condition may be viewed as the more general p-version of the in-
equality 1 ≤ ωjωj+1 appearing in assumption (2.31) for the weighted case discussed
in Chapter 2.2.
For an arbitrary element f ∈ H2
ωp,n,Y(F
+
d ), the series representing ‖f‖2H2
ωp,n,Y
(F+
d
)
converges and hence,
lim
N→∞
∑
γ∈F+
d
: |γ|≥N
ωp,n;γ‖fγ‖2Y = 0, if f(z) =
∑
γ∈F+
d
fγz
γ . (9.64)
Making use of (9.62), (9.16) and (9.63), we have〈
pN(BS∗
ωp,n,R
)[IH2
ωp,n,Y
(F+
d
)]f, f
〉
H2
ωp,n,Y
(F+
d
)
=
∑
α∈F+
d
( ∑
β1,...,βN 6=∅ : β1···βN=α
pβ1 · · · pβN
)
‖S∗α
ωp,n,Rf‖2H2
ωp,n,Y
(F+
d
)
=
∑
α,γ∈F+
d
( ∑
β1,...,βN 6=∅ : β1···βN=α
pβ1 · · · pβN
)
ω2p,n;γα
ωp,n;γ
‖fγα‖2Y
≤
∑
α,γ∈F+
d
:|α|≥N
ωp,n;γα‖fγα‖2Y ≤
∑
β∈F+
d
: |β|≥N
ωp,n;β‖fβ‖2Y .
Combining the latter estimate with (9.64) we conclude that pN(BS∗
ωp,n,R
)[IH2
ωp,n,Y
(F+
d
)]
tends to zero in the strong operator topology meaning that the operator tuple
S∗
ωp,n,R
is p-strongly stable.
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We next make use of (9.5) and (9.62) to compute for the same f as in (9.64),〈
Γp,k;S∗
ωp,n,R
[IH2
ωp,n,Y
(F+
d
)]f, f
〉
H2
ωp,n,Y
(F+
d
)
=
∑
α∈F+
d
cp,k;α‖S∗αωp,n,Rf‖2H2
ωp,n,Y
(F+
d
)
=
∑
α∈F+
d
cp,k;α
∑
γ∈F+
d
ω2p,n;γα
ωp,n;γ
‖fγα‖2Y
=
∑
γ∈F+
d
( ∑
α,β∈F+
d
: βα=γ
cp,k;αω
−1
p,n;β
)
ω2p,n;γ‖fγ‖2Y . (9.65)
for all f ∈ H2
ωp,n,Y(F
+
d ) and k = 1, . . . , n.
1
Equating the coefficients of zγ in the power series identity
(1− p(z))−n(1− p(z))k = (1− p(z))−(n−k)
for a fixed k ∈ {1, . . . , n}, we conclude, on account of (9.4), (9.6) and (9.16) that∑
α,β∈F+
d
:βα=γ
ω−1p,n;βcp,k;α = ω
−1
p,n−k;γ for k = 0, . . . , n− 1,
and that ∑
α,β∈F+
d
:βα=γ
ω−1p,n;βcp,n;α =
{
1 if |γ| = 0,
0 if |γ| > 0.
Combining the two latter formulas with (9.65) leads us to equalities〈
Γp,k;S∗
ωp,n,R
[IH2
ωp,n,Y
(F+
d
)]f, f
〉
H2
ωp,n,Y
(F+
d
)
=
∑
γ∈F+
d
ω2p,n;γ
ωp,n−k;γ
‖fγ‖2Y
for all k = 1, . . . , n− 1, and also〈
Γp,n;S∗
ωp,n,R
[IH2
ωp,n,Y
(F+
d
)]f, f
〉
H2
ωp,n,Y
(F+
d
)
= ‖f∅‖2Y = ‖Ef‖2Y . (9.66)
Since the latter relations hold for all f ∈ H2
ωp,n,Y(F
+
d ), it follows that
Γp,k;S∗
ωp,n,R
[IH2
ωp,n,Y
(F+
d
)]  0 for all k = 1, . . . , n,
and in addition, Γp,n;S∗
ωp,n,R
[IH2
ωp,n,Y
(F+
d
)] = E
∗E. Hence, the tuple S∗
ωp,n,R
is
(p, n)-hypercontractive and the pair (E,S∗
ωp,n,R
) is (p, n)-isometric. 
Remark 9.16. The results of Proposition 9.15 tell us that S∗p,n;R is p-strongly
stable and that the output-pair (E,S∗p,n;R) is (p, n)-isometric. Hence, as a con-
sequence of part (2) of Proposition 9.14 it follows that Op,n;E,S∗
p,n;R
is isometric,
i.e.,
(Op,n;E,Sp,n;R)∗Op,n;E,Sp,n;R = IH2
ωp,n,Y
(F+
d
).
1If f is a polynomial, then the sums in (9.65) are finite, which justifies rearrangements used
in that calculation. Then the general case follows by approximation arguments.
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In fact, as a simple consequence of the formula (9.62) for (Sωp,n,R)
α and the def-
inition (9.12) of Op,n;C,A (applied with (C,A) = (E,S∗p,n;R), one can see that in
fact already
Op,n;E,S∗
n,p;R
= IH2
ωp,n,Y
(F+
d
).
Specifying Proposition 9.15 to the linear case we arrive at the following result.
Corollary 9.17. For p˜(z) = p1z1+ · · ·+pdzd with p1, . . . , pd > 0, the operator
tuple S∗
ωp˜,1,R
is a p˜-strongly stable (p˜, 1)-contraction on H2
ωp˜,1,Y(F
+
d ). Furthermore,
the model pair (E,S∗p˜,R) is (p˜, 1)-isometric.
9.5. Observability operator range spaces in H2
ωp,n,Y(F
+
d )
Although it is possible to work out a (p, n)-analog of Theorem 4.33, for the
sake of simplicity we present here only an abridged version of its simplified version
(the (p, n)-analog of Theorem 4.35) along with the (p, n)-version of the converse
statement (part (4)) in Theorem 4.33 as well as Theorem 4.36.
Theorem 9.18. Let (C,A) be a (p, n)-contractive pair with state space X and
output space Y. Then:
(1) (C,A) is (p, n)-output-stable and the intertwining relation
S∗
ωp,n,R,jOp,n;C,Ax = Op,n;C,AAjx (x ∈ X ) (9.67)
holds for all j = 1, . . . , d. Hence RanOp,n;C,A is S∗ωp,n,R-invariant.
(2) The operator Op,n;C,A is a contraction from X into H2ωp,n,Y(F+d ). Moreover,
Op,n;C,A is isometric if and only if (C,A) is a (p, n)-isometric pair and A is p-
strongly stable.
(3) If the linear manifold M := RanOp,n;C,A is given the lifted norm
‖Op,n;C,Ax‖M = ‖Qx‖X (9.68)
where Q is the orthogonal projection of X onto (KerOp,n;C,A)⊥, then:
(a) Op,n;C,A is a coisometry from X ontoM and implements a unitary equiv-
alence between S∗p,n;R|M and QA|RanQ.
(b) M is contained contractively in H2
ωp,n,Y(F
+
d ) M is isometrically equal to
the FNRKHS H(Kp,n;C,A) with reproducing kernel Kp,n;C,A(z, ζ) given by
Kp,n;C,A(z, ζ) = CRp,n(Z(z)A)Rp,n(Z(ζ)A)
∗C∗. (9.69)
(c) The pair (E|M,S∗n,p;R|M) is a (p, n)-contractive output pair, or explicitly
(in view of Corollary 9.12), S∗
ωp,n,R
|M is (p, 1)-contractive on M, i.e.,
〈Γp,1;S∗
p,n;R|M [IM]f, f〉M = ‖f‖2M −
∑
α∈F+
d
pα · ‖S∗αωp,n,Rf‖2M ≥ 0, or
〈(Γp,n;S∗
p,n;R|M [IM]− E∗E)f, f〉M =
∑
α∈F+
d
cp,n;α · ‖S∗αωp,n,Rf‖2M − ‖f∅‖2Y ≥ 0
(9.70)
for all f ∈ M. Moreover, (9.70) holds with equality if and only the or-
thogonal projection Q of X onto (KerOp,n,C,A)⊥ is subject to relations
Q 
∑
α∈F+
d
pαA
∗α⊤QAα and Γp,n;A[Q] = C∗C.
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(d) In particular, if (C,A) is observable, then Op,n;C,A implements a uni-
tary equivalence between A and S∗p,n;R|M. Furthermore, (9.70) holds with
equality if and only if (C,A) is a (p, n)-isometric pair.
(e) If A is p-strongly stable and (C,A) is (p, n)-isometric, then Op,n;C,A is
isometric (and hence in particular (C,A) is (p, n)-observable). Hence
M is contained in H2p,n;Y(F+d ) isometrically and Op,n;C,A implements a
unitary equivalence between A and S∗p,n;R|M, where M is the orthogonal
complement of a subspace N =M⊥ isometrically included in H2p,n,Y(F+d )
which is invariant under the forward shift tuple Sp,n;R.
(4) Conversely, let M be a Hilbert space contractively included in H2
ωn,p,Y(F
+
d ) (not
necessarily isometrically or even contractively) such that
(i) M is invariant under the backward shift S∗
ωn,p,R
,
(ii) (E|M,S∗ωn,p,R|M) is a (p, n)-contractive output pair.
Then it follows that M is contractively included in H2
ωn,p,Y(F
+
d ) and there exists an
(n, p)-contractive pair (C,A) so that M = H(Kp,n;C,A with Kp,n;C,A as in (9.69).
If M is isometrically included in H2p,n;Y(F+d ) and invariant under S∗p,n;R, then
M has the form M = RanOp,n;C,A with (C,A) a (p, n)-isometric output pair and
A p-strongly stable. In fact one can take (C,A) = (E|M,S∗p,n;R|M).
Proof. With regard to statement (1), making use of the power series expan-
sion (9.12) and of formula (9.61) to get for any fixed x ∈ X ,
S∗
ωp,n,R,jOp,n,C,Ax = S∗ωp,n,R,j
( ∑
γ∈F+
d
(
ω−1p,n;γCA
γx
)
zγ
)
=
∑
γ∈F+
d
(
ωp,n;γj
ωp,n;γ
· ω−1p,n;γjCAγjx
)
zγ
=
∑
γ∈F+
d
ω−1p,n;γ(CA
γjx)zγ = Op,n;C,AAjx,
and (9.67) follows. Statement (2) is a direct consequence of Proposition 9.14.
Statement (3a) is a direct consequence of the intertwining relation (9.67) and
the definition of the M-norm (9.68).
Statement (3b) is a consequence of the definition of the norm (9.68); the cal-
culation of the associated kernel (9.69) follows from Proposition 2.3.
Statement (3c) is a consequence of the assumed condition that (C,A) is a
(p, n)-contractive pair and the definition (4.117) of the M-norm, analogous to the
proof of (3b) in Theorem 4.33.
Statement (3d) is just the specialization (3a) to the case where Q = IX .
Statement (3e) is a consequence of statement (2) in Proposition 9.14.
Statement (4) can be seen as a consequence of the previous statements combined
with the observation of Remark 9.16 that OE,S∗
p,n;R
= IH2
ωp,n,Y
(F+
d
). 
9.6. Beurling-Lax theorems: (p, n)-versions
In this section we present Beurling-Lax representation theorems for shift-invariant
subspaces of the space H2
ωp,n,Y(F
+
d ) which can be considered as (p, n)-versions of
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the theorems presented in Sections 5.1 and 6.1. We start with the Beurling-Lax
representation for contractively included shift-invariant subspaces.
Theorem 9.19. Let p˜ be the linear part of a regular noncommutative formal
power series p as in (9.1), (9.2). A Hilbert space M is such that
(1) M is contractively included in H2
ωp,n,Y(F
+
d ),
(2) M is Sωp,n,R-invariant,
(3) the d-tuple T = (T1, . . . , Td) where Tj = Sωp,n,R,j |M for j = 1, . . . , d, is
(p˜, 1)-contractive
if and only if there is a coefficient Hilbert space U and a contractive multiplier Θ
from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ) so that
M = Θ ·H2
ωp˜,1,U(F
+
d ), with lifted norm ‖Θ · f‖M = ‖Qf‖H2
ωp˜,1,U
(F+
d
) (9.71)
where Q is the orthogonal projection onto (KerMΘ)
⊥.
If M is represented as a pullback space M = Hp(Π) for some positive semi-
definite operator Π ∈ L(H2
ωp,n,Y(F
+
d )), then conditions (1), (2), (3) above can be
expressed more succinctly simply as
0  Π  IH2
ωp,n,Y
(F+
d
), Π−
d∑
j=1
pjSωp,n,RΠS
∗
ωp,n,R  0. (9.72)
Proof. If Θ is a contractive multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ) and
M is of the form (9.71), then it follows as in (5.5) that ‖Θf‖H2
ωp,n,Y
(F+
d
) ≤ ‖Θf‖M
which verifies property (1). Property (2) follows from the intertwining equalities
Sωp,n,R,jMΘ =MΘSωp˜,1,R,j
where MΘ is multiplication by Θ on the left. Furthermore, the formulas (5.6) and
(5.7) still hold true (with Sp˜,R instead of S1,R). Since Q is a projection and the
tuple Sp˜,R is (p˜, 1)-contractive on H
2
p˜,U(F
+
d ) (by Corollary 9.17), we can mimic the
computation (5.8) to get
d∑
j=1
pj‖T ∗jMΘf‖2M =
d∑
j=1
pj‖QS∗p˜,R,jQf‖2H2
p˜,U
(F+
d
)
≤ ‖Qf‖2
H2
p˜,U
(F+
d
)
= ‖MΘf‖2M,
which shows thatT is (p˜, 1)-contractive onM and completes the proof of sufficiency.
Conversely, let us assume that the Hilbert space M satisfies conditions (1),
(2), (3), i.e. (on account of Theorem 3.4), M is a NFRKHS contractively included
in H2
ωp,n,Y(F
+
d ), which is invariant under the right coordinate multipliers Tj =
Sω,R,j |M (1 ≤ j ≤ d) and moreover, the tuple T = (T1, . . . , Td) is (p˜, 1)-contractive:
Γp˜,1,T∗ [IM]  0.
Let kM(z, ζ) denote the reproducing kernel forM. Computations similar to those
in the proof of Proposition 2.8 show that the inequality〈(
Γp˜,1,T∗ [IM]⊗ IC〈〈ζ〉〉
)
kM(·, ζ)y, kM(·, z)y′
〉
M〈〈ζ〉〉×M〈〈z〉〉
≥ 0
holding for all y, y′ ∈ Y is equivalent to the kernel
L(z, ζ) := kM(z, ζ)−
d∑
j=1
pjζjkM(z, ζ)zj (9.73)
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being positive, that is, to having a Kolmogorov decomposition L(z, ζ) = G(z)G(ζ)∗
for some G ∈ L(U ,Y)〈〈z〉〉. Write (9.73) in the form
kM(z, ζ) = G(z)G(ζ)∗ +
d∑
j=1
pjζjkM(z, ζ)zj
and then iterate the latter identity while making use of the notation (9.18) to arrive
at
kM(z, ζ) =
∑
α : |α|≤N
dp˜,αζ
α⊤
G(z)G(ζ)∗zα +
∑
α : |α|=N+1
dp˜,αζ
α⊤
kM(z, ζ)zα
for all N = 0, 1, 2, . . . . Taking the limit as N →∞ then gives us
kM(z, ζ) =
∑
α∈F+
d
dp˜,αζ
α⊤
G(z)G(ζ)∗zα
= G(z)
( ∑
α∈F+
d
dp˜,αz
αζ
α⊤
)
G(ζ)∗ = G(z)kp˜(z, ζ)G(ζ)∗.
By part (2) in Proposition 3.2. the latter identity tells us that G is a coisometric
multiplier from H2p˜,U(F
+
d ) ontoM. The rest of the proof is the same as in Theorem
5.1. We consider Θ = G as a multiplier from H2
ωp˜,1,U(F
+
d ) into H
2
ωp,n,Y(F
+
d ). Since
the inclusion map ι : M → H2
ωp,n,Y(F
+
d ) is a contraction (by condition (1)), we
have ‖MΘ‖ = ‖ιMG‖ ≤ 1, i.e., Θ is a contractive multiplier from H2ωp˜,1,U (F+d ) to
H2
ωp,n,Y(F
+
d ). Moreover, as MGH
2
ωp˜,1,U(F
+
d ) = M, we have ΘH2ωp˜,1,U(F+d ) = M.
The fact that MG : H
2
ωp˜,1,U (F
+
d )→M is a coisometry can be interpreted as saying
that the M-norm is given by (9.71).
Finally, the reformulation of conditions (1), (2), (3) in the form (9.72) follows
via a straightforward p˜-adaptation of the argument in Theorem 5.1. 
We next derive from Theorem 9.19 the (p, n)-analog of Theorem 5.3 on isomet-
rically included shift invariant subspaces M of H2
ωp,n,Y(F
+
d ).
Theorem 9.20. A Hilbert space M is isometrically included in H2
ωp,n,Y(F
+
d )
and is Sωp,n,R-invariant if and only if there is a Hilbert space U and a McCT-inner
multiplier Θ from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ) so that
M = Θ ·H2
ωp˜,1,U (F
+
d ). (9.74)
Proof. As the ”if” direction is immediate, it suffices to consider only the
”only if” direction. As M is assumed to be isometrically included in H2
ω,Y(F
+
d ),
a Beurling-Lax representation of the form (9.74) with Θ a contractive multiplier
forces Θ to actually be a McCT-inner multiplier. Thus it remains only to verify
condition (3) in Theorem 9.19. Toward this end we note that
T ∗j =
(
Sωp,n,R,j|M
)∗
= PMS∗ωp,n,R,j |M for j = 1, . . . , d,
for the adjoints of Tj = Sωp,n,R,j |M (which holds true if M is a closed subspace
of H2
ωp,n,Y(F
+
d )) and use the fact that the tuple Sωp,n,R is (p, 1)-contractive to
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compute
d∑
j=1
pj‖T ∗j f‖2M =
d∑
j=1
pj‖PM(Sω,R,j)∗f‖2H2
ω,Y(F
+
d
)
≤
d∑
j=1
pj‖(Sω,R,j)∗f‖2H2
ω,Y (F
+
d
)
≤
∑
α∈F+
d
pα‖(Sω,R,j)∗αf‖2H2
ω,Y(F
+
d
)
≤ ‖f‖2
H2
ω,Y (F
+
d
)
which confirms that condition (3) in the statement of Theorem 5.1 holds and we
indeed have (5.12). Furthermore, the fact that the operator MG in the proof of
Theorem 9.19 is a coisometry translates to MΘ is a partial isometry, i.e., Θ is a
McCT-inner multiplier from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ). 
To get more explicit formulas for the McCT-inner multiplier Θ in Theorem
9.20, we use the weight γp,n = {γp,n;α} constructed from p(z) via formulas (9.29),
the time-domain γ-observability operator Ôγp,n;C,A : X → ℓ2Y(F+d ) defined by
Ôγp,n;C,A : x 7→ {γ
− 12
p,n;αCA
αx}α∈F+
d
, (9.75)
and the γ-gramian
Gγp,n,C,A = Ô∗γp,n;C,AÔγp,n;C,A =
∑
α∈F+
d
γ−1p,n;αA
∗α⊤C∗CAα. (9.76)
Straightforward power series computation based on formulas (9.12), (9.76) and
(9.29) verifies the Stein equation
Gp,n,C,A −
d∑
j=1
pjA
∗
jGp,n,C,AAj = Gγp,n,C,A.
We next apply the operator-valued power series (9.31) to the operator Ôγp,n;C,A
and show that, in terms of notation from (9.12) and (9.23),
Ψγp,n(z)Ôγp,n;C,A = CRp,n(zA)(I − Zp˜(z)A). (9.77)
Indeed, from the explicit formulas (9.31), (9.75), we have, on account of (9.29),
Ψγp,n(z)Ôγp,n;C,A =
∑
α∈F+
d
γ−1p,n;αCA
αzα
= C +
d∑
j=1
∑
α∈F+
d
γ−1p,n;αjCA
αjzαj
= C +
d∑
j=1
∑
α∈F+
d
(ω−1p,n;αj − ω−1p,n;αpj)CAαjzαj,
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from which (9.77) follows, since
C +
d∑
j=1
∑
α∈F+
d
ω−1p,n;αjCA
αjzαj =
∑
α∈F+
d
ω−1p,n;αCA
αzα = CRp,n(zA),
d∑
j=1
∑
α∈F+
d
ω−1p,n;αpjCA
αjzαj =
( ∑
α∈F+
d
ω−1p,n;αCA
αzα
)( d∑
j=1
pjAjzj
)
= CRp,n(zA)Zp˜(z)A.
We now present the (p, n)-version of Theorem 5.5.
Theorem 9.21. (1) Let us assume that a Hilbert space M is contractively
contained in H2
ωp,n,Y(F
+
d ) and that its Brangesian complement M[⊥] satisfies con-
ditions (i) and (ii) in part (4) of Theorem 9.18, and hence has a representation
a
M[⊥] = RanOn,p;C,A
for some (p, n)-contractive output pair (C,A). Let us impose the additional hypoth-
esis that (C,A) satisfies the inequality
d∑
j=1
pjA
∗
j (I − Gn,p;C,A)Aj  I − Gp,n,C,A. (9.78)
Then the related inequality[
A∗ Ô∗
γ,C,A
] [
P ⊗ IX 0
0 IY
] [
A
Ôγp,n;C,A
]
 IX (9.79)
holds and as a consequence of (3.16) we may choose a solution[
B
D
]
=
[
B
colα∈F+
d
[Dα]
]
: U →
[ X d
ℓ2Y(F
+
d )
]
(9.80)
of the Cholesky factorization problem[
B
D
] [
B∗ D∗
]
=
[
P˜−1 ⊗ IX 0
0 IY
]
−
[
A
Ôγp,n;C,A
] [
A∗ (Ôγp,n;C,A)∗
]
. (9.81)
Define formal power series
D(z) =
∑
α∈F+
d
γ
− 12
p,n;αDαz
α, Θ(z) = D(z) + CRp,n(zA)Zp˜(z)B. (9.82)
Then Θ is a Beurling-Lax representer for M, i.e., Θ is a contractive multiplier
from H2
ωp˜,1,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ) such that M = Θ ·H2ωp˜,1,U(F+d ).
(2) Suppose that M is isometrically-included subspace of H2
ωp,n,Y(F
+
d ) which is
Sp,n;R-invariant with S
∗
p,n;R-invariant orthogonal complement M⊥ represented as
M⊥ = RanOp,n;C,A with A being p-strongly stable and (C,A) a (p, n)-isometric
output pair as in the last part of item (4) in Theorem 9.18. Then the additional
hypothesis (9.78) in part (1) above is automatic and a McCT-inner Beurling-Lax
representer Θ for M can be constructed explicitly via the procedure given by (9.80),
(9.81), (9.82).
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Proof. The proof of statement (1) follows the outline of the proof of statement
(1) in Theorem 5.5 with suitable adjustments, specifically:
(i) Use the fact that, by item (3b) in Theorem 9.18,
KM[⊥](z, ζ) = CRp,n(zA)Rp,n(ζA)
∗C∗, (9.83)
and the argument as in the first step in the proof of Theorem 5.5 that
we are only required to produce a formal power series Θ(z) so that the
following kernel decomposition holds:
kωp,n(z, ζ)IY −Θ(z)(kp˜,1(z, ζ)IU )Θ(ζ)∗ = CRp,n(zA)Rp,n(ζA)∗C∗. (9.84)
(ii) Verify that (9.78) implies (9.79) (in fact they are equivalent) in view of
the factorization (9.76).
(iii) With C0 = Ôγp,n,C,A and [ BD ] constructed as in (9.80), introduce
Θ0(z) = D + C0(I − Zp˜(z)A)−1Zp˜(z)B.
(iv) Use the definition of D(z) and the identity (9.77) to verify that
Ψγp,n(z)Θ0(z) = Θ(z) (9.85)
where Θ(z) is as in (9.82). Use Theorem 9.3 (in place of Theorem 3.8) to
verify that Θ0 satisfies (in place of (5.25)) the kernel decomposition
kωp˜,1(z, ζ)Iℓ2Y(F
+
d
)−Θ0(z)(kωp˜,1(z, ζ)IU )Θ0(ζ)∗ = C0(I−Zp˜(z)A)−1(I−A∗Zp˜(ζ)∗)−1C∗0 .
(v) Multiply this last identity on the left by Ψγp,n(z) and on the right by
Ψγp,n(ζ)
∗, use identities (9.33) (in place of (5.16)), (9.85) (in place of
(5.26)), and (9.77) (in place of (5.18)) to arrive at the kernel decomposition
(9.84) as required.
As for statement (2), note that, as a consequence of part (3e) of Theorem 9.18,
A being p-strongly stable and (C,A) being (p, n)-isometric implies that Op,n,C,A is
isometric, i.e., that Gp,n,C,A = IX . Then condition (9.78) holds trivially (in the form
o  0), and hence all the analysis of part (1) applies. AsM is isometrically included
in H2
ω−,n,Y(F
+
d ), the resulting contractive-multiplier Beurling-Lax representer Θ is
in fact McCT-inner. 
We now present the (p, n)-version of Theorem 5.8.
Theorem 9.22. Let p and q be two noncommutative regular power series and
let n and m be two positive integers. A Hilbert space M is such that
(1) M is contractively included in H2
ωp,n,Y(F
+
d ),
(2) M is Sωp,n,R-invariant,
(3) the d-tuple A = (A1, . . . , Ad) where Aj = (Sωp,n,R,j|M)∗ for j = 1, . . . , d,
is a q-strongly stable (q,m)-hypercontraction
if and only if there is a coefficient Hilbert space U and a contractive multiplier Θ
from H2
ωq,m,U (F
+
d ) to H
2
ωp,n,Y(F
+
d ) so that
M = Θ ·H2
ωq,m,U (F
+
d ) with lifted norm ‖Θ · f‖M = ‖Qf‖H2
ωq,m,U
(F+
d
) (9.86)
where Q is the orthogonal projection onto (KerMΘ)
⊥.
186 9. REGULAR FORMAL POWER SERIES
Sketch of the proof. If Θ is a contractive multiplier from H2
ωq,m,U(F
+
d ) to
H2
ωp,n,Y(F
+
d ) and M is of the form (9.86), then it follows as in the proof of Theo-
rem 5.8 that ‖Θf‖H2
ωp,n,Y
(F+
d
) ≤ ‖Θf‖M which verifies property (1). Property (2)
follows from the intertwining equalities Sωp,n,R,jMΘ =MΘSωq,m,R,j . Furthermore,
the formulas (5.28) and (5.29) still hold true (with Sωq,m,R instead of Sω′,R) and
therefore,
‖AαΘf‖2M = ‖S∗αωp,n,RQf‖2H2
ωq,m,U
(F+
d
)
for all α ∈ F+d , f ∈ H2ωq,m,U(F+d ).
Since S∗
ωq,m,R
is a q-strongly stable (q,m)-hypercontraction on H2
ωq,m
(F+d ), we have〈
qN (BA)[IM]Θf, Θf
〉
M
=
∑
α∈F+
d
( ∑
β1,...,βN 6=∅ : β1···βN=α
qβ1 · · · qβN
)
‖AαΘf‖2M
=
∑
α∈F+
d
( ∑
β1,...,βN 6=∅ : β1···βN=α
qβ1 · · · qβN
)
‖S∗α
ωq,m,RQf‖2H2
ωq,m,U
(F+
d
)
=
〈
qN (BS∗
ωq,m,R
)[IH2
ωq,m,U
(F+
d
)]Qf, Qf
〉
H2
ωq,m,Y
(F+
d
)
→ 0 (as N →∞)
and
〈Γq,k;A[IM]Θf, Θf〉M =
∑
α∈F+
d
cq,k;α‖AαΘf‖2M
=
∑
α∈F+
d
cq,k;α‖S∗αωq,m,RQf‖2H2
ωq,m,U
(F+
d
)
=
〈
Γq,k;A[IH2
ωq,m,Y
(F+
d
)]Qf, Qf
〉
H2
ωq,m,Y
(F+
d
)
≥ 0
for k = 1, . . . ,m, which shows that A is a q-strongly stable (q,m)-hypercontraction
on M and therefore completes the proof of sufficiency.
For the necessity part, given a Hilbert space M subject to conditions (1),
(2), (3), we start with the (q,m)-hypercontractive tuple A = (A1, . . . , Ad) where
Aj = (Sωq,m,R,j|M)∗ and factor the positive semidefinite operator Γq,m,A[IM] as
Γq,m,A[IM] = C∗C for an appropriately chosen operator C : M → U from M
into a Hilbert space U subject to condition dimU = rankΓq,m,A[IM]. Then the
pair (C,A) is (q,m)-isometric and, since A is q-strongly stable by hypothesis (3), it
follows from part (2) of Theorem 9.18 that the observability operatorOq,m;C,A is an
isometry fromM into H2
ωq,m,U(F
+
d ). Since the inclusion map ι : M→ H2ωp,n,Y(F+d )
is a contraction by hypothesis (1), the operator
G = ι ◦ O∗q,m;C,A : H2ωq,m,U(F+d )→ H2ωp,n,Y(F+d )
is a contraction. Making use of intertwining relations (9.67) and taking into account
that ι ◦A∗j = Sωp,n,R,j ◦ ι, we conclude as in the proof of Theorem 5.8 that
GSωq,m,R,j = Sωp,n,R,jG for j = 1, . . . , d.
By the adaptation of Proposition 3.22 to the setting of weighted spaces of the
form H2
ωp,n,Y(F
+
d ), it follows that G is a multiplication operator, i.e., there is a
contractive multiplier Θ so that G =MΘ.
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SinceOq,m;C,A : M→ H2ωq,m,U (F+d ) is an isometry, it follows that RanO∗q,m;C,A =
M and also that M = Θ ·H2
ωq,m,U(F
+
d ) with M-norm given by (9.86). This com-
pletes the proof. 
The next result shows that the quasi-wandering-subspace version of the Beurling-
Lax theorem extends verbatim to the (p, n)-setting.
Theorem 9.23. Let M be a closed Sωp,n,R-invariant subspace of H2ωp,n,Y(F+d )
containing no nontrivial reducing subspaces for Sωp,n,R. Then
M =
∨
α∈F+
d
Sα
ωp,n,RQ, where Q = PM
( d⊕
j=1
Sωp,n,R,jM⊥
)
. (9.87)
Proof. The proof follows the lines of that of Theorem 6.1. We let (C,A) be
an (p, n)-isometric pair such thatM = (RanOp,n;C,A)⊥, and then observe that the
quasi-wandering subspace Q in (9.87) is equal (as a set) to
Q = F (z)X d, where F (z) = CRp,n(zA)(Z(z)−A∗). (9.88)
In more details, for a fixed x ∈ X d, we represent F (z)x as in (6.6) (with ωp,n;α
instead of ω|α|), and then write this representation in terms of operators Oωp,n,C,A
and Sωp,n,R,j as
Fx+Op,n;,C,A
d∑
j=1
A∗jxj =
d∑
j=1
Sωp,n,R,jOp,n;C,Axj . (9.89)
Making use of intertwining relations (9.67), it is not hard to verify that the two
terms on the right side of (9.89) are orthogonal in H2
ωp,n,Y(F
+
d )-metric, from which
(9.88) follows, since M⊥ = RanOp,n;C,A.
Then, assuming that there is a nonzero f ∈ M = (RanOp,n;C,A)⊥ which is
orthogonal to Sα
ωp,n,R
FX d for all α ∈ F+d , we use the decomposition (6.7) (adjusted
to the present setting) to conclude that S∗α
ωp,n,R
f belongs to M for all α ∈ F+d .
Since M is Sωn,p,R-invariant, it now follows that
Sγ
ωp,n,R
S∗α
ωp,n,Rf ∈M for all α, γ ∈ F+d . (9.90)
Since S∗
ωp,n,R
is a (p, 1)-contraction, we have (as in (9.47)) pj(BS∗
ωp,n,R
)[I]  I for
all j ≥ 0. It then follows, as in the computation (9.48), that∑
α∈F+
d
:|α|≤N
cp,n;αS
α⊤
ωp,n,RS
∗α
ωp,n,R  (1 + p)n(BS∗ωp,n,R)[IH2ωp,n,Y(F+d )]
=
n∑
j=0
( nj ) p
j(BS∗
ωp,n,R
)[IH2
ωp,n,Y
(F+
d
)]

n∑
j=0
( nj ) IH2
ωp,n,Y
(F+
d
) = 2
n · IH2
ωp,n,Y
(F+
d
)
and hence, ∥∥∥∥ ∑
α∈F+
d
:|α|≤N
cp,n;αS
α⊤
ωp,n,RS
∗α
ωp,n,R
∥∥∥∥ ≤ 2n for each N ≥ 1. (9.91)
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Since f 6≡ 0, there is a β ∈ F+d such that fβ 6= 0. If E : f → f∅ is the evaluation
operator on H2
ωp,n,Y(F
+
d ), then its adjoint E
∗ is the inclusion of Y into H2
ωp,n,Y(F
+
d ),
and from the formula (9.62) we have
E∗ES∗β
ωp,n,R
f =
(
S∗β
ωp,n,R
f
)
∅ = ωp,n;βfβ := y 6= 0.
By the equality (9.66) applied to the power series S∗β
ωp,n,R
f we have
Γp,n,S∗
ωp,n,R
[IH2
ωp,n,Y
(F+
d
)]S
∗β
ωp,n,R
f = E∗ES∗β
ωp,n,R
f = y 6= 0. (9.92)
Due to (9.90), the power series
gN =
∑
α∈F+
d
:|α|≤N
cp,n;αS
α⊤
ω,RS
∗α
ω,RS
∗β
ω,Rf
belongs toM for all N ≥ 1, and the sequence {gN}N≥1 ⊂M is uniformly bounded
in metric of H2
ωp,n,Y(F
+
d ), due to (9.91). Therefore, it admits a subsequential weak
limit ∑
α∈F+
d
cp,n;αS
α⊤
ωp,n,RS
∗α
ωp,n,RS
∗β
ωp,n,R
f = Γωp,n,S∗ωp,n,R [IH2ωp,n,Y(F
+
d
)]S
∗β
ωp,n,R
f
which belongs to M and which is equal to y, by (9.92). Then H2
ωp,n
(F+d ) ⊗ y is a
subspace of M and is reducing for Sωp,n,R which is a contradiction. 
9.7. H2
ωp,n,Y(F
+
d )-Bergman-inner families
We next present the (p, n)-analog of the most elaborate version of the Beurling-
Lax theorem presented in Theorem 7.12. To get such an analog we need to make
the extra assumption that the right shift operators Sωp,n,R,j on H
2
ωp,n,Y(F
+
d ) are
left invertible for j = 1, . . . , d. As follows from (9.61),
S∗
ωp,n,R,jSωp,n,R,j :
∑
α∈F+
d
fγz
α 7→
∑
α∈F+
d
ωp,n;αj
ωp,n;α
fαjz
α (j = 1, . . . , d)
and hence our assumption can be expressed in terms of the numbers (9.7) as follows.
• The regular power series p is such that the associated positive numbers ωp,n;α
are subject to inequalities
ωp,n;α
ωp,n;αj
≤M for some M > 0 and all α ∈ F+d and j = 1, . . . , d. (9.93)
The latter assumption is not very restrictive – it holds true if the coefficients pα
(9.1) are uniformly bounded (in particular, if p(z) is a noncommutative polynomial)
and even more generally, if pα does not grow too fast with respect to |α|.
Proposition 9.24. Let p(z) be a regular noncommutative power series as in
(9.1), (9.2) and let us assume that pαj ≤ ϕpα for some ϕ > 0 and all α ∈ F+d and
j = 1, . . . , d. Then (9.93) holds.
Proof. For a fixed α ∈ F+d and j ∈ {1, . . . , d}, we have by (9.7),
ω−1p,n;αj =
|α|+1∑
ℓ=0
(
n+ℓ−1
n−1
) ∑
β1,...,βℓ 6=∅ : β1···βℓ=αj
pβ1 · · · pβℓ .
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For each fixed ℓ ≥ 0, we consider separately the terms pβ1 · · · pβℓ with βℓ = j and
with βℓ = β
′
ℓj for some β
′
ℓ 6= ∅. We therefore have ω−1p,n;αj = Π1 +Π2, where
Π1 =
|α|+1∑
ℓ=1
(
n+ℓ−1
n−1
) ∑
β1,...,βℓ−1 6=∅ : β1···βℓ−1=α
pβ1 · · · pβℓ−1pj , (9.94)
Π2 =
|α|∑
ℓ=0
(
n+ℓ−1
n−1
) ∑
β1,...,βℓ 6=∅ : β1···βℓ=α
pβ1 · · · pβℓ−1pβℓj . (9.95)
Note that in (9.95) we changed notation β′ℓ back to βℓ. Since pβℓj ≤ ϕpβℓ for all
β ∈ F+d (by the assumption), we have from (9.95) and (9.7)
Π2 ≤ ϕ
|α|∑
ℓ=0
(
n+ℓ−1
n−1
) ∑
β1,...,βℓ 6=∅ : β1···βℓ=α
pβ1 · · · pβℓ−1pβℓ = ϕω−1p,n;α
Shifting the index ℓ in (9.94) and taking into account that
(
n+ℓ
n−1
) ≤ n ( n+ℓ−1n−1 ) for
all ℓ ≥ 0, we get
Π1 = pj
|α|∑
ℓ=0
(
n+ℓ
n−1
) ∑
β1···βℓ=α
pβ1 · · · pβℓ
≤ npj
|α|∑
ℓ=0
(
n+ℓ−1
n−1
) ∑
β1···βℓ=α
pβ1 · · · pβℓ = npjω−1p,n;α.
From the two last inequalities, ω−1p,n;αj ≤ ω−1p,n;α(ϕ+npj) and therefore (9.93) holds
with M = ϕ+ nmax{p1, . . . , pd}. 
To consider the family of transfer functions (9.13) under suitable metric condi-
tions imposed on the system matrices (1.33), we first need to introduce the shifted
(p, n)-observability operators and gramians which can be done upon making use of
the power series (9.8) as follows. Given an output pair (C,A) with C ∈ L(X ,Y)
and A ∈ L(X )d we formally define for each β ∈ F+d ,
Op,n,β;C,A : x 7→ CRp,n;β(zA) =
∑
α∈F+
d
(ω−1p,n;αβCA
αx)zα, (9.96)
Gp,n,β;C,A = Rp,n;β(BA)[C
∗C] =
∑
α∈F+
d
ω−1p,n;αβA
∗α⊤C∗CAα. (9.97)
Letting β = ∅ in (9.96) and (9.97) we conclude from (9.12) and (9.39)
Op,n,∅;C,A = Op,n;C,A and Gp,n,∅;C,A = Gp,n;C,A.
The (p, n)-output stability of the pair (C,A) is exactly what is needed for con-
vergence of the series in (9.39). In general, this condition does not guarantee the
convergence in (9.97) for β 6= ∅. Now the assumption (9.93) comes into play.
Lemma 9.25. Let us assume that a regular noncommutative power series p
satisfies the assumption (9.93) and let the pair (C,A) as above be (p, n)-output
stable. Then for each β ∈ F+d , the formulas (9.96) and (9.97) define bounded
operators Op,n,β:C,A ∈ L(X , H2ωp,n,Y(F+d )) and Gp,n,β;C,A ∈ L(X ).
If in addition, the pair (C,A) is exactly (p, n)-observable, then
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(1) The operator Gp,n,β;C,A is strictly positive definite.
(2) The space Sβ
⊤
ωp,n,R
RanOp,n,β;C,A (with H
2
ωp,n,Y(F
+
d )-inner product) is a
NFRKHS with reproducing kernel given by
Kp,n;β(z, ζ) = CRp,n;β(zA)
(
zβζ
β⊤
G
−1
p,n,β;C,A
)
Rp,n,β(ζA)
∗C∗. (9.98)
Proof. By (9.93),
ωp,n;α
ωp,n;αβ
≤ M |β| for all α ∈ F+d . Then we have from (9.97)
and (9.39),
Gp,n,β;C,A =
∑
α∈F+
d
ωp,n;α
ωp,n;αβ
· ω−1p,n;αA∗α
⊤
C∗CAα ≤M |β| · Gp,n;C,A
Since the pair (C,A) is (p, n)-output-stable, the gramian Gp,n;C,A is bounded and
hence, Gp,n;β,C,A is bounded as well. A similar computation based on formulas
(9.97) and (9.12) verifies the inequality
‖Op,n,β;C,Ax‖H2
ωp,n,Y
(F+
d
) ≤M |β| · ‖Op,n;A,Cx‖H2
ωp,n,Y
(F+
d
) for all x ∈ X
which implies that the operator Op,n,β;C,A : X → H2ωp,n,Y(F+d ) is bounded. On the
other hand, by virtue of (9.63) with β = i1 . . . iN ,
ω−1p,n;αβ ≥ ω−1p,n;α · εp,β , where εp,β = pi1 . . . piN > 0
which on account of (9.97) and (9.39), implies
Gp,n,β;C,A =
∑
α∈F+
d
ωp,n;α
ωp,n;αβ
· ω−1p,n;αA∗α
⊤
C∗CAα  ε−1p,β · Gp,n;C,A.
If the pair (C,A) is exactly (p, n)-observable, then Gp,n;C,A ≻ 0 and hence,Gp,n;β,C,A
is strictly positive definite as well. This proves part (1) in the the last statement.
To prove part (2), we write for a fixed x ∈ X ,
Sβ
⊤
ωp,n,R
Op,n,β;C,Ax =
∑
α∈F+
d
ω−1p,n;αβ(CA
αx) zαβ
and then invoke the definition of the inner product in H2
ωp,n,Y(F
+
d ) to get
‖Sβ⊤
ω,ROp,n,β;,C,Ax‖2H2
ωp,n,Y
(F+
d
)
=
∑
α∈F+
d
ω−1p,n;αβ
〈
CAαx, CAαx
〉
X
=
〈 ∑
α∈F+
d
ω−1p,n;αβA
∗α⊤C∗CAαx, x
〉
X
which can be written, by the definition (9.97), as
‖Sα⊤
ω,ROp,n,β;C,Ax‖2H2
ω,Y(F
+
d
)
= 〈Gp,n,β;C,Ax, x〉X .
Now a direct application of Proposition 2.3 shows that the formal reproducing
kernel for the space Sβ
⊤
ωp,n,R
RanOp,n,β;C,A is given by
(Sβ
⊤
ωp,n,R
Op,n,β;C,A)(z)G
−1
p,n,β;C,A
(
(Sβ
⊤
ωp,n,R
Op,n,β;C,A)(ζ)
)∗
,
which agrees exactly with Kp,n;β(z, ζ) given by (9.98). 
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A power-series computation based on the formula (9.97) and similar formulas
for Gp,n,jβ;C,A (j = 1, . . . , d) confirms the weighted Stein identity
d∑
j=1
A∗jGp,n,jβ;C,AAj + ω
−1
p,n;β · C∗C = Gp,n,β;C,A for all β ∈ F+d , (9.99)
which can be written in a more compact form as
A∗Ĝp,n,β;C,AA+ ω−1p,n;β · C∗C = Gp,n,β;C,A,
where we have set
Ĝp,n,β;C,A =
Gp,n,1β;C,A 0. . .
0 Gp,n,dβ;C,A
 for all β ∈ F+d . (9.100)
We now introduce the (p, n)-analog of the metric relation (7.6):[
A∗ C∗
B̂∗β D
∗
β
] [
Ĝp,n,β;C,A 0
0 ω−1p,n;β · IY
] [
A B̂β
C Dβ
]
=
[
Gp,n,β;C,A 0
0 IUβ
]
(9.101)
and note that equality (9.99) corresponds to the (1,1)-entry of (9.101).
Remark 9.26. We next remark that if we are given only a (p, n)-output stable
pair (C,A) which is exactly (p, n)-observable, then by solving a suitable Cholesky
factorization problem (i.e., following the construction in Lemma 7.5) we can con-
struct operators B1,β , . . . , Bd,β ∈ L(Uβ ,X ) and Dβ ∈ L(Uβ ,Y) satisfying not only
equality (9.101) but also the weighted coisometry condition[
A B̂β
C Dβ
] [
G
−1
p,n,β;C,A 0
0 IUβ
] [
A∗ C∗
B̂∗β D
∗
β
]
=
[
Ĝ
−1
p,n,β;C,A 0
0 ωp,n;βIY
]
. (9.102)
Lemma 9.27. Let (C,A) be a (p, n)-output stable pair and let Θp,n,Uβ be defined
as in (9.13) for some β ∈ F+d and some operators B1,β , . . . , Bd,β ∈ L(Uβ ,X ) and
Dβ ∈ L(Uβ ,Y) subject to equality (9.101). Then Θp,n,Uβ (z)zβ is (p, n)-Bergman
inner. Moreover,
(1) Op,n;C,Ax is orthogonal to Sβ
⊤
ωp,n,R
Θp,n,Uβu for all x ∈ X and u ∈ Uβ.
(2) S
(γβ)⊤
ωp,n,R
Θp,n,Uβu and S
(βγ)⊤
ωp,n,R
Θp,n,Uβu are both orthogonal to S
β⊤
ωp,n,R
Θp,n,Uβu
′
for all γ 6= ∅ and for any u, u′ ∈ Uβ.
(3) With notation as in (9.14), the following power-series identity holds:
ω−1p,n;βIUβ −Θp,n,Uβ (z)∗Θp,n,Uβ (ζ)
= ωp,n;βB̂
∗
β
(
ω−1p,n;βI + R̂p,n;β(zA)
∗A∗
)
Ĝp,n,β;C,A
(
ω−1p,n;βI +AR̂p,n;β(ζA)
)
B̂β
− ωp,n;βB̂∗βR̂p,n;β(zA)∗Gp,n,β;C,AR̂p,n;β(ζA)B̂β . (9.103)
Proof. To lighten the notation in the proof, we write simply Θp,n,β rather
than Θp,n,Uβ . Statements (1) and (2) rely on the equality
ω−1p,n;β · C∗Dβ +
d∑
j=1
A∗jGp,n,jβ,C,ABj,β = 0 (9.104)
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which occurs as the (1,2)-entry in (9.101). Making use of expansions (9.12), (9.13)
and the definition of the inner product in H2
ωp,n,Y(F
+
d ) we get〈
Sβ
⊤
ωp,n,R
Θp,n,βu, Op,n;C,Ax
〉
H2
ωp,n,Y
(F+
d
)
= ω−1p,n;β ·
〈
Dβu, CA
βx
〉
Y +
d∑
j=1
∑
α∈F+
d
ω−1p,n;αjβ ·
〈
CAαBj,βu, CA
αjβx
〉
Y
=
〈(
ω−1p,n;β · C∗Dβ +
d∑
j=1
A∗j
( ∑
α∈F+
d
ω−1p,n;αjβA
∗α⊤C∗CAα
)
Bj,β
)
u, Aβx
〉
X
=
〈(
ω−1p,n;β · C∗Dβ +
d∑
j=1
A∗jGp,n,jβ,C,ABj,β
)
u, Aβx
〉
X
= 0
thus proving statement (1). Letting j˜ ∈ {1, . . . , d} to denote the rightmost letter
in the given γ 6= ∅ (i.e., γ = γ˜j˜) we compute (as in the proof of Lemma 7.1),〈
S
(γβ)⊤
ωp,n,R
Θn,p;βu, S
β⊤
ωp,n,R
Θp,n,βu
′〉
H2
ωp,n,Y
(F+
d
)
= ωp,n;βγ ·
〈
ω−1p,n;βDβu, ω
−1
p,n;βγCA
γ˜Bj˜,βu
′〉
Y
+
d∑
j=1
∑
α∈F+
d
ωp,n,αjγ ·
〈
ω−1p,n,αjβCA
αBj,βu, ω
−1
p,n,αjγCA
αjγ˜Bj˜,βu
′〉
Y
= ω−1p,n;β ·
〈
Dβu, CA
γ˜Bj˜,βu
′〉
Y +
d∑
j=1
∑
α∈F+
d
ω−1p,n;αjβ ·
〈
CAαBj,βu, CA
αjγ˜Bj˜,βu
′〉
Y
=
〈(
ω−1p,n;βC
∗Dβ +
d∑
j=1
A∗j
( ∑
α∈F+
d
µ−1p,n;αjβA
∗α⊤C∗CAα
)
Bj,β
)
u, Aγ˜Bj˜,βu
′
〉
X
=
〈(
ω−1p,n;β · C∗Dβ +
d∑
j=1
A∗jGp,n,jβ;C,ABj,β
)
u, Aγ˜Bj˜,βu
′
〉
X
= 0,
where the last equality follows from (9.104). Thus, S
(γβ)⊤
ωp,n,R
Θp,n,βu is orthogonal to
Sβ
⊤
ωp,n,R
Θp,n,βu
′. Orthogonality of S(γβ)
⊤
ωp,n,R
Θp,n,βu to S
β⊤
ωp,n,R
Θp,n,βu
′ is verified in
much the same way. Yet another inner-product computation,
‖Sβ⊤
ωp,n,R
Θp,n,βu‖2H2
ωp,n,Y
(F+
d
)
= ω−1p,n;β · ‖Dβu‖2Y +
d∑
j=1
∑
α∈F+
d
ω−1p,n;αjβ
∥∥CAαBj,βu∥∥2X
= ω−1p,n;β · ‖Dβu‖2Y +
〈 d∑
j=1
B∗j,β
( ∑
α∈F+
d
ω−1p,n;αjβA
∗α⊤C∗CAα
)
Bj,βu, u
〉
U
=
〈(
ω−1p,n;β ·D∗βDβ +
d∑
j=1
B∗j,βGp,n,jβ;C,ABj,β
)
u, u
〉
U
= ‖u‖2U
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(where the last equality is justified by the equality of (2, 2)-entries in (9.101)) shows
that the operator Sβ
⊤
ωp,n,R
MΘp,n,β is an isometry from Uβ into H2ωp,n,Y(F+d ). Com-
bining this fact with part (2) of the lemma, we conclude by Definition 9.6, that
Θp,n,β(z)z
β is (p, n)-Bergman inner.
Finally, substituting the representation (9.14) into the left hand side of (9.103)
and making use of (9.101) we get
ω−1p,n;βIUβ −
(
ω−1p,n;βD
∗
β + B̂
∗
βẐ(z)
∗R̂p,n;β(zA)∗C∗
)(
ω−1p,n;βDβ + CR̂p,n;β(ζA)Ẑ(ζ)B̂β
)
= ω−1p,n;βIUβ − ω−2p,n;βD∗βDβ − ω−1p,n;βB̂∗βẐ(z)∗R̂p,n;β(zA)∗C∗Dβ
− ω−1p,n;βD∗βCR̂p,n;β(ζA)Ẑ(ζ)B̂β − B̂∗βẐ(z)∗R̂p,n;β(zA)∗C∗CR̂p,n;β(ζA)Ẑ(ζ)B̂β
= ω−1p,n;βB̂
∗
βĜp,n,β;C,AB̂β + B̂
∗
βẐ(z)
∗R̂p,n;β(zA)∗A∗Ĝp,n,β;C,AB̂β
+ B̂∗βĜp,n,β;C,AAR̂p,n;β(ζA)Ẑ(ζ)B̂β
− ωp,n;βB̂∗βẐ(z)∗R̂p,n;β(zA)∗(Gp,n,β;C,A −A∗Ĝp,n,β;C,AA)R̂p,n;β(ζA)Ẑ(ζ)B̂β .
which is the same as the expression on the right side of (9.103). 
As a corollary we obtained the following analogue of Corollary 7.3
Corollary 9.28. Assume that (C,A) and B1,β, . . . , Bd,β ∈ L(Uβ ,X ), Dβ ∈
L(Uβ ,Y) are as in the hypotheses of Lemma 9.27 with associated family of transfer
functions Θp,nUβ as in (9.13). Then the representation (9.11) is orthogonal in the
metric of H2
ωp,n,Y(F) and we have
‖ŷ‖2
H2
ωp,n
(F+
d
)
= ‖Oωp,n,C,Ax‖2H2
ωp,n,Y
(F+
d
)
+ ‖Sωp,n,RΘωp,n,Uβuβ‖2H2
ωp,n,Y
= ‖G 12
ωp,n,c,A
x‖2X +
∑
β∈F+
d
‖uβ‖2Uβ .
We now get back to closed Sωp,n,R-invariant subspaces of H
2
ωp,n,Y(F
+
d ). A care-
ful inspection of the proof of Lemma 7.7 shows that the same proof goes through
for any closed T-invariant subspace of a Hilbert space H for any operator tuple
T = (T1, . . . , Td) of bounded operators with orthogonal ranges. Since the right
coordinate-variable multipliers Sωp,n,R,1, . . . ,Sωp,n,R,d on H
2
ωp,n,Y(F
+
d ) have mutu-
ally orthogonal ranges, we have, in particular, the following result.
Lemma 9.29. If a closed subspaceM⊂ H2
ωp,n,Y(F
+
d ) is Sωp,n,R-invariant, then
M =
⊕
β∈F+
d
Mβ , where Mβ := Sβ
⊤
ωp,n,R
M⊖
( d⊕
j=1
Sβ
⊤
ωp,n,R
Sωp,n,R,jM
)
. (9.105)
Furthermore, for any α ∈ F+d , we have the orthogonal direct-sum decomposition
Sα
⊤
ωp,n,RM =
⊕
β∈F+
d
Mβα.
Given a Sωp,n,R-invariant closed subspaceM of H2ωp,n,Y(F+d ), we let (C,A) be
a (p, n)-isometric pair such thatM⊥ = RanOp,n;C,A (by Theorem 9.18, we can let
(C,A) = (E|M,S∗ωp,n,R|M)). Thus, M⊥ is the NFRKHS with reproducing kernel
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(9.83). Since knc,ωp,n(z, ζ) (9.17) is the reproducing kernel for H
2
ωp,n
(F+d ), it follows
that M has reproducing kernel
kM(z, ζ) = knc,ωp,n(z, ζ)IY − CRp,n(zA)G−1p,n;C,ARp,n(ζA)∗C∗. (9.106)
The next step is to characterize the spaces Sβ
⊤
ωp,n,R
M (or their orthogonal comple-
ments) in terms of the chosen pair (C,A).
Proposition 9.30. The space (Sβ
⊤
ωn,p,R
M)⊥ is characterized as(
Sβ
⊤
ωp,n,R
M)⊥ = (Sβ⊤
ωn.p,R
H2
ωn,p,Y(F
+
d )
)⊥⊕
Sβ
⊤
ωn,p,R
RanOp,n,β;C,A (9.107)
where the shifted gramian RanOp,n,β;C,A is defined as in (9.96).
Proof. Following the strategy of the proof of Proposition 7.8, we write a power
series f ∈ H2
ωp,n,Y(F
+
d ) as
f(z) = p(z) + f˜(z)zβ with p ∈
(
Sβ
⊤
ωp,n,R
H2
ωp,n,Y(F
+
d )
)⊥
⊂ Sβ⊤
ωp,n,R
H2
ωp,n,Y(F
+
d )
and then characterize power series f˜ ∈ H2
ωp,n,Y(F
+
d ) such that S
β⊤
ωp,n,R
f˜ is orthog-
onal to Sβ
⊤
ωp,n,R
M, or equivalently, such that S∗β
ωp,n,R
Sβ
⊤
ωp,n,R
f˜ is orthogonal to M,
that is, belongs to M⊥ = RanOp,n;C,A. Since by (9.62),
S∗β
ωp,n,R
Sβ
⊤
ωp,n,R
:
∑
α∈F+
d
f˜αz
α →
∑
α∈F+
d
ωp,n;αβ
ωp,n;α
f˜αz
α,
we conclude that Sβ
⊤
ωp,n,R
f˜ is orthogonal to Sβ
⊤
ωp,n,R
M if and only if∑
α∈F+
d
ωp,n;αβ
ωp,n;α
f˜αz
α = (Op,n;,C,Ax)(z) =
∑
α∈F+
d
(
ω−1p,n;α · CAαx
)
zα.
for some vector x ∈ X . Equating the corresponding Taylor coefficients in the latter
equality gives f˜α = ω
−1
p,n;αβ · CAαx for all α ∈ F+d , and therefore,
f˜(z) =
∑
α∈F+
d
f˜αz
α =
∑
α∈F+
d
(
ω−1p,n;αβ · CAαx
)
zα = Op,n,,β;C,Ax,
by (4.57). Thus, f˜ ∈ RanOp,n,β;C,A. As the analysis is necessary and sufficient,
the formula (9.107) follows. 
Lemma 9.31. LetM be a closed Sωp,n,R-invariant subspace of H2ωp,n,Y(F+d ) with
reproducing kernel kM given by (9.106). Then for every β ∈ F+d , the formal repro-
ducing kernel for the space Mβ (defined in (9.105)) in the metric of H2ωp,n,Y(F+d )
is given by
kMβ (z, ζ) = z
βζ
β⊤
ω−1p,n;βIY −Kp,n;β(z, ζ) +
d∑
j=1
Kp,n;jβ(z, ζ), (9.108)
where Kp,n;β is the kernel defined as in (9.98).
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Proof. Taking orthogonal complements in the equality (9.107) gives
Sβ
⊤
ωp,n,R
M = (Sβ⊤
ωp,n,R
H2
ωp,n,Y(F
+
d )
)⊖ (Sβ⊤
ωp,n,R
RanOp,n,β;C,A
)
. (9.109)
Since for any β ∈ F+d , the reproducing kernel for the space Sβ
⊤
ωp,n,R
H2
ωp,n
(F+d ) equals
knc,p,n;β(z, ζ) :=
∑
α∈F+
d
ω−1p,n;αβz
αβζ
(αβ)⊤
= k
S
β⊤
ωp,n,R
H2
ωp,n
(F+
d
)
(z, ζ), (9.110)
and since the reproducing kernel for the space Sβ
⊤
ωp,n,R
RanOp,n,β;C,A equals Kp,n;β
(by Lemma 9.25), we conclude from the formula (9.109) that the the reproducing
kernel for the space Sβ
⊤
ωp,n,R
M (in the metric of H2
ωp,n
(F+d ) equals
k
S
β⊤
ωp,n,R
M(z, ζ) = knc,p,n;β(z, ζ)IY −Kn,p;β(z, ζ). (9.111)
Replacing β by jβ in (9.111) gives
k
S
β⊤
ωp,n,R
Sωp,n,R,jM
(z, ζ) = knc,p,n;jβ(z, ζ)IY −Kn,p;jβ(z, ζ). (9.112)
Using the reproducing kernels (9.111) and (9.112), we conclude from the orthogonal
representation (9.105) for Mβ that the reproducing kernel for Mβ equals
kMβ (z, ζ) = kSβ⊤
ωp,n,R
M(z, ζ)−
d∑
j=1
k
S
β⊤
ωp,n,R
Sωp,n,R,jM
(z, ζ)
= knc,p,n;β(z, ζ)IY −Kn,p;β(z, ζ)−
d∑
j=1
(
knc,p,n;jβ(z, ζ)IY −Kn,p;jβ(z, ζ)
)
.
We finally observe from (9.110) that
knc,p,n;β(z, ζ)−
d∑
j=1
knc,p,n;(jβ)(z, ζ)
=
∑
α∈F+
d
ω−1p,n;αβz
αβζ
(αβ)⊤ −
d∑
j=1
∑
α∈F+
d
ω−1p,n;αjβz
αjβζ
(αjβ)⊤
=
∑
α∈F+
d
ω−1p,n;αβz
αβζ
(αβ)⊤ −
∑
α∈F+
d
: α6=∅
ω−1p,n;αβ|z
αβζ
(αβ)⊤
= ω−1β z
βζ
β⊤
.
Combining the two latter equalities completes the proof of (9.108). 
We next factor the kernel (9.108) as follows.
Lemma 9.32. Given an exactly (p, n)-observable and (p, n)-output-stable pair
(C,A) with C ∈ L(X ,Y) and A = (A1, . . . , Ad) ∈ L(X )d, let
[
B̂β
Dβ
]
: Uβ → X d⊕Y
(with B̂β =
[ B1,β
...
Bd,β
]
) be an injective solution to the Cholesky factorization problem:
[
B̂β
Dβ
] [
B̂∗β D
∗
β
]
=
[
Ĝ
−1
p,n,β;C,A 0
0 ωp,n;βIY
]
−
[
A
C
]
G
−1
p,n,β;C,A
[
A∗ C∗
]
, (9.113)
196 9. REGULAR FORMAL POWER SERIES
(where Gp,n,β;C,A and Ĝp,n,β;C,A are given by (9.97) and (9.100)) and let Θp,n,Uβ(z)
be defined as in (9.14). Then
(1) The equality (9.101) holds and hence, Θp,n,Uβ (z) is (p, n)-Bergman inner.
(2) Then the kernel (9.108) can be factored as
kMβ (z, ζ) = Θn,p,Uβ (z)
(
zβζ
β⊤
IUβ
)
Θn,p,Uβ (ζ)
∗. (9.114)
(3) The operator MΘn,p,Uβ : z
βu 7→ Θn,p,Uβ (z)zβu is unitary from zβUβ (con-
sidered as a Hilbert space with lifted norm ‖zβu‖zβUβ = ‖u‖Uβ) onto Mβ.
Proof. The existence of an injective solution to the factorization problem
(9.113) and verification of the equality (9.101) goes through by the arguments used
in the proof of Lemma 7.5. The multiplier Θp,n,Uβ is (p, n)-Bergman inner, by
Lemma 9.27. Making use of the formula (9.14) and taking into account equalities
of the corresponding blocks in (9.102), we get
ω−1p,n;βIY −Θp,n,Uβ (z)Θp,n,Uβ (ζ)∗
= ω−1p,n;βIY −
(
ω−1p,n;βDβ + CR̂p,n;β(zA)Ẑ(z)B̂β
)(
ω−1p,n;βD
∗
β + B̂
∗
βẐ(ζ)
∗R̂p,n;β(ζA)∗C∗
)
= ω−1p,n;βIY − ω−2p,n;βDβD∗β − ω−1p,n;βCR̂p,n;β(zA)Ẑ(z)B̂βD∗β
− ω−1p,n;βDβB̂∗βẐ(ζ)∗R̂p,n;β(ζA)∗C∗ − CR̂p,n;β(zA)Ẑ(z)B̂βB̂∗βẐ(ζ)∗R̂p,n;β(ζA)∗C∗
= ω−2p,n;βCG
−1
p,n,β;C,AC
∗ + ω−1p,n;βCR̂p,n;β(zA)Ẑ(z)AG
−1
p,n,β;C,AC
∗
+ ω−1p,n;βCG
−1
p,n,β;C,AA
∗Ẑ(ζ)∗R̂p,n;β(ζA)∗C∗
− CR̂p,n;β(zA)Ẑ(z)
[
Ĝ
−1
p,n,β;C,A −AG−1p,n,β;C,AA∗
]
Ẑ(ζ)∗R̂p,n;β(ζA)∗C∗
= C
(
ω−1p,n;βIX + R̂p,n;β(zA)Ẑ(z)A
)
G
−1
p,n,β;C,A
(
ω−1p,n;βIX +A
∗Ẑ(ζ)∗R̂p,n;β(ζA)∗
)
C∗
− CR̂p,n;β(zA)Ẑ(z)Ĝ
−1
p,n,β;C,AẐ(ζ)
∗R̂p,n;β(ζA)∗C∗
= CRp,n;β(zA)G
−1
p,n,β;C,ARp,n;β(ζA)
∗C∗
− CR̂p,n;β(zA)Ẑ(z)Ĝ
−1
p,n,β;C,AẐ(ζ)
∗R̂p,n;β(ζA)∗C∗, (9.115)
where for the last step we used the equality
ω−1p,n;βI + R̂p,n;β(zA)Ẑ(z)A = ω
−1
p,n;βIX +
d∑
j=1
Rp,n;jβ(zA)zjAj = Rp,n;β(zA),
which follows from (9.9) by definitions (9.15). We next observe from definitions
(9.100) and again (9.15) that
R̂p,n;β(zA)Ẑ(z)Ĝ
−1
p,n,β;C,AẐ(ζ)
∗R̂p,n;β(ζA)∗
=
d∑
j=1
Rp,n;jβ(zA)zjG
−1
p,n,jβ;C,AζjRp,n;jβ(ζA)
∗
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Substituting the latter equality into (9.115) and then multiplying both sides in
(9.115) by zβ on the right and by ζ
β⊤
on the left, we get
ω−1p,n;βz
βζ
β⊤
IY −Θn,p,Uβ (z)
(
zβζ
β⊤
IUβ
)
Θn,p,Uβ(ζ)
∗
= CRp,n;β(zA)
(
zβζ
β⊤
G
−1
p,n,β;C,A
)
Rp,n,β(ζA)
∗C∗
−
d∑
j=1
Rp,n;jβ(zA)
(
zβjζ
(βj)⊤
G
−1
p,n,jβ;C,A
)
Rp,n;jβ(ζA)
∗
= Kp,n;β(z, ζ)−
d∑
j=1
Kp,n;jβ(z, ζ),
where we used the definition (9.98) for the last step. Comparing the latter formula
with (9.108) we conclude (9.114). The last statement of the lemma is justified
exactly as in Lemma 7.10. 
9.8. Operator model theory for c.n.c. ∗-(p, n)-hypercontractive operator
tuples T
In this brief final section we consider a model theory for ∗-(p, n)-hypercontractive
operator tuples analogous to that developed in Chapter 8 for the case of ∗-ω-
hypercontractive tuples. As in Chapter 8 there are two flavors: (i) model theory
with characteristic function equal to a contractive multiplier, and (ii) model theory
based on Bergman-inner families.
9.8.1. (p, n)-model theory based on contractive multipliers. We now
consider operator d-tuples T = (T1, . . . , Td) on a Hilbert space X such that the op-
erator d-tuple A = T∗ = (T ∗1 , . . . , T ∗d ) is a (p, n)-hypercontractive, or equivalently,
so that T∗ is (p, 1)- and (p, n)-contractive (see Definition 9.1 and Corollary 9.12).
Thus in particular Γp,n;T∗ [IX ]  0. We define the (p, n)-defect operator Dp,n,T∗ of
T∗ and the (p, n)-defect space Dp,n,T∗ by
Dp,n,T∗ = Γp,n[IX ]
1
2 , Dp,nT∗ = RanDp,nT∗ ⊂ X . (9.116)
Then by construction the pair (Dp,n,T∗ ,T
∗) is a (p, n)-isometric output pair (see
Definition 9.9). We next form the (p, n)-observability operator Op,n;Dp,n,T∗ ,T∗ as
in (9.12). As a consequence of part (2) of Theorem 9.18, Op,n;Dp,nT∗ ,T∗ maps X
contractively into H2
ωp,n,Dp,n,T∗ (F
+
d ), so in particular the output pair (Dp,n,T∗ ,T
∗)
is also (p, n) stable in the sense of the definition given at the beginning of Section
9.3.
We shall assume in addition that T is (p, n)-completely noncoisometric (or
(p, n)-c.n.c. for short), by which we mean that the observability operatorOp,n,Dn,p,T∗ ,T∗
has trivial kernel. Thus we may define a norm on the space N := RanOω,Dω,T∗ ,T∗
as the lifted norm defined by
‖Oω,Dω,T∗ ,T∗x‖N = ‖x‖X .
Then as a consequence of Theorem 9.18, N has the structure of a NFRKHS N =
H(KN ) with kernel KN given by
KN (z, ζ) = Dp,n,T∗Rp,n(Z(z)T ∗)Rp,n(Z(ζ)T ∗)∗Dp,n,T∗ .
198 9. REGULAR FORMAL POWER SERIES
N is S∗
ωp,n,R
-invariant, and the observability operator Oω,Dω,T∗ ,T∗ implements a
unitary equivalence between T∗ and S∗
ωp,n,R
|N .
Let us make the following formal definition.
Definition 9.33. We shall say that the (p, n)-c.n.c. ∗-(p, n)-hypercontractive
tuple T admits a characteristic multiplier ΘT if the Brangesian complement M =
N [⊥] of N = RanOp,n;,DT∗ ,T∗ (equipped with the lifted norm) admits a Beurling-
Lax representationM = Θ ·H2U (F+d ) as in Theorem 9.19. We then say that Θ is a
characteristic multiplier ΘT for T.
With this definition in hand it is possible to formulate (p, n)-analogues of The-
orem 8.2 and 8.3. We leave the details to the interested reader.
9.8.2. (p, n)-model theory based on Bergman-inner families. This fla-
vor of model theory for the moment handles only the class of ∗-(p, n)-hypercontractive
tuples T = (T1, . . . , Td) with T
∗ p-strongly stable. In this case we define the
(p, n)-defect operator Dp,n,T∗ as in (9.116) and form the observability operator
Op,n,Dp,n,T∗ ,T∗ . As a consequence of part (3e) in Theorem 9.18 Op,n,Dp,n,T∗ ,T∗
is isometric and N ; = RanOp,n,Dp,n,T∗ ,T∗ sits isometrically in H2ωp,n,Dp,n,T∗ (F+d )
as a closed S∗p,n,R-invariant subspace. Then M := N⊥ is Sp,n,R-invariant and,
assuming that (p, n) satisfy the mild restriction (9.93), we can represent M via
a (p, n)-Bergman-inner family {ΘT,β : β ∈ F+d } as in Section 9.7. This (p, n)-
Bergman-inner family we declare to be the characteristic Bergman-inner family for
T since it serves as a complete unitary invariant (up to natural identifications)
for the original p-strongly stable, ∗-(p, n)-hypercontractive d-tuple T. With the
Beurling-Lax representation theorems of Section 9.6 replacing those of Section 7.2,
we get a direct analog of Theorem 8.5. Furthermore one can check that the struc-
tures are sufficiently parallel that one can derive a (p, n)-analog of the realization
formula (8.9) for a given (p, n)-Bergman-inner family {Θβ : β ∈ F+d }.
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