ABSTRACT. To study finite-dimensional modules of the Lie superalgebras, Kac introduced the Kac-modules V(Λ) and divided them into typical or atypical modules according as they are simple or not. For Λ being atypical, Hughes et al have an algorithm to determine all the composition factors of a Kac-module; they conjectured that there exists a bijection between the composition factors of a Kac-module and the so-called permissible codes. The aim of this paper is to prove this conjecture. We gives a partial proof here, i.e., to any unlinked code, by constructing explicitly the primitive vector, we prove that there corresponds a composition factor of the Kac-module. We will give a full proof of the conjecture in another paper.
be rather complicated. The structure of V(Λ) is still not so apparent to readers. Hughes et al 2 derived an algorithm to determine all the composition factors of sl(m/n)-Kac-modules V(Λ). They conjectured that there exists a bijection between the composition factors of V(Λ) and the permissible codes (Definition 3.9). This conjecture clearly describes the structure of V(Λ). The aim of the present paper and the forthcoming paper 13 is to prove this conjecture. In this paper, we prove that to any unlinked code, there corresponds a composition factor of V(Λ), by constructing explicitly a primitive vector corresponding to the unlinked code (Theorems 6.6&6.12). Then in Ref. 13 , we will give a full proof of the conjecture and point out that the proof of the conjecture will result in the proofs of some other conjectures.
II. THE LIE SUPERALGEBRA sl(m + 1/n + 1)
Denote G=sl(m+1/n+1) the set of (m+n+2)×(m+n+2) matrices x=( ξη yx for x∈G ξ , y∈G η , ξ,η∈Z Z 2 such that G 0 ∼ =sl(m+1)⊕C ⊕sl(n+1) is a Lie algebra. Let G +1 ={(
The Cartan subalgebra H consisting of diagonal (m+n+2)×(m+n+2) matrices of zero supertrace has dimension m+n+1. The weight space H* is the dual of H, spanned by the forms ǫ a (a=1,. . . ,m+1), δ b (b=1,. . . ,n+1), where ǫ a : x→A aa , δ b : x→D bb for x=( ; it has an inner product derived from the Killing form that ǫ a |ǫ b =δ ab , ǫ a |δ b =0, δ a |δ b =−δ ab , where δ ab is the Kronecker symbol. Let ∆, ∆ 0 , ∆ 1 be sets of roots, even, odd roots respectively, e(α) the root vector corresponding to α. G has a root space decomposition G=H⊕ ⊕ α∈∆ C e(α) with the roots and root vectors given by
(1 ≤ a ≤ n+1, 1 ≤ b ≤ m+1) (odd), where E ab is the matrix with entry 1 at (a, b) and 0 otherwise. We shall find it convenient to use a notation for roots somewhat different to that in previous papers. 2, 15, 16 Define sets I 1 ={m,...,1}, I 2 ={1,...,n}, I=I 1 ∪{0}∪I 2 , where i=−i, i∈Z Z + .
Choose a basis for H: h i =E m+i+1,m+i+1 −E m+i+2,m+i+2 , i∈I 1 ∪I 2 , h 0 =E m+1,m+1 +E m+2,m+2 . The simple roots in H* are: α i =ǫ m+i+1 −ǫ m+i+2 , i∈I 1 , α 0 =ǫ m+1 −δ 1 , α i =δ i −δ i+1 , i∈I 2 . Thus α 0 is the only odd simple root. The corresponding Dynkin diagram is o-o-· · · · · ·-o-⊗-o-· · ·-o-o α m α m−1 α 1 α 0 α 1 α n−1 α n (2.1) with I 1 , I 2 corresponding to sl(m+1), sl(n+1). The symmetric inner product satisfies α i |α i = 2, i ∈ I 1 , α 0 |α 0 = 0, α i |α i = −2, i ∈ I 2 , α i−1 |α i = −1, i ∈ I 1 , α 0 |α ±1 = ±1, α i |α i+1 = 1, i ∈ I 2 , (2.2) and α i |α j =0, j =i, i±1 and h i (α j )=α j (h i )= α i |α j , i≤0 or − α i |α j , i>0. Define λ, µ ∈ H* : λ ≥ µ ⇔ λ−µ = i∈I k i α i with all k i ≥ 0, (2.3) a partially order on H*. Let ∆ ± (∆ ± 0 , ∆ ± 1 ) be sets of positive/negative roots (even, odd roots). Elements of ∆ + are sums of simple roots corresponding to connected subdiagrams of (2.1). Let α ij = j k=i α k , then ∆ ± 0 ={±α ij |i≤j, i,j∈I 1 or i,j∈I 2 }, ∆ ± 1 ={±α ij |i∈I 1 ∪{0},j∈{0}∪I 2 }. The root vectors e ij =e(α ij ), f ij =f (α ij )=e(−α ij ) and the elements h ij of H are e ij =E m+i+1,m+j+2 , f ij =E m+j+2,m+i+1 , h ij =E m+i+1,m+i+1 −(−1)
σ ij E m+j+2,m+j+2 , where σ ij =0 or 1 ⇔ α ij is even or odd. Set e i =e ii , f i =f ii . The above implies h i =h ii and h ij = j k=i h k , i, j ∈ I 1 or i, j ∈ I 2 , and h ij = 0 k=i h k − j k=1 h k , i ≤ 0, j ≥ 0. The set {e ij , f ij , h i |i, j ∈ I, i ≤ j} yields a basis for G, with the following nontrivial relations: (2.4)
Let U(G) be the universal enveloping algebra of G, U(G ′ ) that of its subalgebras G ′ which is H-diagonalizable. Denote by U(G ′ ) η the subspace of weight η. The PBW theorem can be extended to Lie superalgebras:
Theorem 2.1. Let y 1 , ···, y M be a basis of G 0 and z 1 , ···, z N be that of G 1 . The elements of the form (y 1 ) k 1 ···(y M ) k M z i 1 ···z is , where k i ≥ 0 and 1 ≤ i 1 < ··· < i s ≤ N, form a basis of U(G).
For λ ∈ H*, define its Dynkin labels to be a i = λ(h i ), i ∈ I. These uniquely determine λ, which can then be represented as λ = [a m , ···, a 1 ; a 0 ; a 1 , ···, a n ]. λ is called dominant if a i ≥ 0 for all i = 0, integral if a i ∈ Z Z for all i = 0. The following convention will be useful later. denotes the same quantity relating to sl(m ′ + 1/n ′ + 1). Thus Γ (m/n) = Γ.
III. THE KAC-MODULES
Let V 0 (Λ) be the simple G 0 -module with integral dominant highest weight Λ and vector v Λ .
Extend V 0 (Λ) to be a G 0 ⊕ G +1 module by setting G +1 V 0 (Λ) = 0. The Kac-module 6 is V(Λ) = Ind
By Theorem 2.1,
We summarize some well known properties of V(Λ); more details can be found in Refs. 2, 6 . By definition, it is a 2 (m+1)(n+1) dimV 0 (Λ) dimensional highest weight module generated by the highest weight vector v Λ , indecomposable and H-diagonalizable and it contains a maximal Theorem 3.3 (Kac 6 ). Every finite-dimensional simple G-module is isomorphic to a V (Λ), characterized by its integral dominant highest weight Λ. V(Λ) is simple ⇔ Λ is typical.
to some simple module V (Σ), called a composition factor of V(Λ). A conjecture was made in
Ref.
2, giving all the composition factors of V(Λ). We aim to prove the existence of some of these composition factors; for this, important concepts are those defined as follows.
We are only concerned with finite-dimensional modules. Thus, weakly G 0 -primitive vectors is in fact G 0 -primitive and integral dominant. A cyclic module is an indecomposable module generated by a weakly primitive vector. A weakly primitive vector v will determine a cyclic submodule U(G)v and a composition factor. An important construct in classifying composition factors is the atypicality matrix A(Λ). 2, 15, 16 First, introduce the shorthand notation: Inspection of A(Λ) tells immediately whether or not Λ is atypical and which are the atypical roots since they correspond to zero entries of A(Λ). In above, Λ is 3-fold atypical with atypical roots β 41 , β 22 ,β 14 . The properties of A(Λ) have been studied in detail in Ref.
2. We summarize some here. (ii) An atypicality matrix A(Λ) satisfies A(Λ) bc +A(Λ) de = A(Λ) be +A(Λ) dc . Vice versa, any (m+ 1)×(n+ 1) matrix satisfying this condition for all pairs (b, c), (d, e) with 1 ≤ b, d ≤ m+ 1 and 1 ≤ c, e ≤ n + 1 is the atypicality matrix of a unique element Λ ∈ H*.
Moreover, Λ is integral if the expressions on the l.h.s. of (3.1b) are all integers.
For atypical modules, the highest weight Λ must be integral dominant and a 0 is an integer since at least one of the entries of A(Λ) is zero. Lemma 3.6 implies that the zeros of A(Λ) lie in distinct rows and columns, and that one zero lies to the right of another ⇔ it lies above it. Thus the atypical roots are commensurate with respect to ordering (2.3). If Λ is r-fold atypical, we label the atypical roots γ 1 < ··· < γ r . It follows that if 1 ≤ s, t ≤ r and x st is the entry in A(Λ) at the intersection of the column containing the γ s zero with the row containing the γ t zero, then x st ∈ Z Z + \{0} for s < t and x ts = −x st . Therefore A(Λ) has the form:
. .
. . .
. . . . . .
Denote h st the hook length between the zeros corresponding to γ s , γ t , i.e., the number of steps to go from the γ s zero via x st to the γ t zero with the zeros themselves included in the count. An important concept in the classification of composition factors is the following.
2
Definition 3.7. Let Λ be r-fold atypical with atypical roots {γ 1 , ···, γ r }. For 1 ≤ s < t ≤ r:
It is straightforward to show that the q-relation is transitive, i.e., if γ s , γ t are q-related and γ t , γ u are q-related, then γ s , γ u are q-related.
Definition 3.8. The nqc-type (atypicality type) of an r-fold atypical Λ is a triangular array
where the zeros correspond to {γ 1 , · · · , γ r } and s st = n, q, c ⇔ γ s , γ t are n-, q-, c-related.
It was conjectured
2 that the number and nature of composition factors of V(Λ) depends only on nqc-type of Λ; if a weight Λ of sl(m + 1/n + 1) and a weight Λ ′ of sl(m ′ + 1/n ′ + 1) have the same nqc-type, then there is a 1 -1 correspondence between the composition factors of V(Λ) and V (Λ ′ ). More precisely it was conjectured that the composition factors of V(Λ) are in 1 -1 correspondence with certain codes Σ c which are determined from nqc(Λ), and which in turn determine the highest weights Σ of the corresponding composition factors V (Σ).
Definition 3.9.
A code Σ c for Λ is an array of length r, each element of the array consisting of a non-empty column of increasing labels taken from {0, ···, r}. The 1st element of a column is called the top label. Σ c must satisfy the rules:
(i) The top label of column s can be 0, s or a with s<a; the 1st case can occur only if column s is zero, while the last case can occur only if nqc(Λ) st =q with a the top label of column t.
(ii) Let s < t, nqc(Λ) st = ··· = nqc(Λ) t−1,t = c. If the top label of column t is a : t ≤ a, then a must appear somewhere below the top entry of column s.
(iii) If s appears in any column then the only labels which can appear below s in the same column are those t : s < t, for which t is the top label of column t and nqc(Λ) st = c.
(iv) If the label s appears in more than one column and t appears immediately below s in one such column, then it must do so in all columns containing s.
(v) Let s < t < u, nqc(Λ) st = q, nqc(Λ) tu = q (so, nqc(Λ) su = q). If the top label of column s is the same as that of column u and it is non-zero then the top label of column t is not 0.
(vi) Let s < t < u < v with top labels a, b, a, b respectively, a = 0 = b. If a < b then columns s and u must contain b; if a > b then columns t and v must contain a. For 1 ≤ s ≤ r, the s-th column of a code corresponds to the s-th atypical root γ s . From definition, we see that if γ s , γ t are q-related and the top entry a of column s is non-zero, then a may also be the top entry of column t. In such a case, we say that γ s , γ t are linked. In the example, γ 1 , γ 3 are q-related, and they are linked in code (30300), whereas in code (10300), they are not. Thus, where γ s , γ t are q-related, there will be codes in which they are linked, and codes in which they are not. This leads the following definition. It follows from rule (i) that if nqc(Λ) contains no q, then all codes are unlinked. Next, we see from rule (ii) that if, for s < t, γ s , ···, γ t−1 are c-related to γ t and if the top label a of column t of a code is non-zero, then a must appear somewhere below the top entry of the s-th column, and so also of the (s+1)-th,···,(t-1)-th column, of that code; we say γ t wraps γ s . Unlike links, wraps must be made. In the example, γ 1 , γ 2 are c-related, and each code in which the 2nd column is non-zero, e.g., , the top label of the 2nd column occurs below the top entry in the 1st column; i.e., γ 2 wraps γ 1 . Similarly, γ 1 , ···, γ 4 are c-related to γ 5 , and in each code with non-zero top label in the 5th column, that label occurs below the top entry in each of the first 4 columns, as in . It may happen, on the other hand, that for s < t, γ s , γ t are c-related but γ u , γ t are not c-related for some u, s < u < t, as in (3.3) γ 1 , γ 4 are c-related but γ 2 , γ 4 are q-related. Correspondingly, in code , γ 4 does appear to wrap γ 1 . This is because in this code, as opposed to the previous one, γ 4 is linked to γ 2 , so the top label of the 2nd column is the same (i.e., 4) as that of the 4th column, and therefore, since γ 2 must wrap γ 1 in all codes in which the 2nd column is non-zero, this entry must appear below the top entry in the 1st column. Thus γ 4 wraps γ 1 only because of the presence of an intermediate link; we shall use the term link wrap rather than wrap to describe this. From the discussion we see that, in general, the presence of a q rather than an n in nqc(Λ) increases, whereas the presence of a c rather than an n decreases, the number of codes for Λ. Thus, for r = 2, Λ has 3, 4, 5 codes ⇔ nqc(Λ) = (s) has exactly one element in the t-th column provided that the row of this element lies within A(Λ). For 1≤t≤c s −1, the row of the position in the t-th column is a t rows below the row of the position in the (t + 1)-th column, where a t is a Dynkin label of Λ; if this is not possible, i.e., if this row would be the M-th row where M>m+1, then W e Λ (s) ends in the t-th column, i.e., has no position to the left of the t-th column. Thus W e Λ (s) is the set The construction of chains is facilitated by placing the Dynkin labels a m , ..., a 1 to the left of the 1st column, and in between the rows, of A(Λ), likewise, a 1 , ..., a n are placed below the bottom row, and in between the columns, of A(Λ). We illustrate chains with 3 examples of doubly atypical Λ for sl(5/6). In each case we first give SW (2, 4) , (2, 5) , (3, 1) , (3, 4) , (4, 3), (5, 2)}. Here γ 1 , γ 2 are c-related. Although we shall not give details here, it is easy to check that for doubly atypical Λ = [4020; 2; 00120], γ 1 , γ 2 are n-related and W e Λ (2) starts off above S e Λ (2) but crosses it at a point which is above the zero corresponding to γ 1 . Also, Λ = [1220; 2; 00110] is doubly atypical with γ 1 , γ 2 being q-related; in this case, W e Λ (2) starts off above S e Λ (2) but meets it at the position of the zero corresponding to γ 1 ; the position of this zero is therefore not an element of SW Λ (2). These examples illustrate some properties of chains we are now going to state. 
e Λ (t) must have not crossed each other above or to the right of (d,e) and so (d,e+i) must be to the right of (d,e). Hence i≥0 and (d,e+i)∈S Λ (t).
is zero rows above (3, 3) and S Λ (1) is zero rows to the right of (3, 3).
is to the right of column e, whereas W e Λ (t) is to the left of column e after having passed at (d, e).
and the result follows.
t ≥ e t . Define D(t) to be the region of D within or on the boundary consisting of SW Λ (t), the vertical line joining (d ′ t , e t ) to (d t , e t ) and the horizontal line joining (d
We will prove that every element of D(t) lies in some SW Λ (s) such that s≤t, γ s , γ t are c-related. Proof. The proof of (ii) is analogous to that of (i). For (i), using (3.1a),
The only solution is a
In both of these cases, γ s , γ t are c-related.
below an element of W Λ (t), so W must meet or cross S Λ (t), by which time the corresponding entries of A(Λ) have become negative. By Lemma 4.13 there must be an element of W for which the corresponding entry of A(Λ) is zero, this element must lie to the left of S Λ (t), hence in D(t), i.e., there is γ s , 1≤s≤t, such that (b s ,c s )∈W ∩D(t) and so (d,e)∈W Λ (s). The proof of (ii) is analogous to (i). For (iii), in both cases,
we have , then (b s ,c)∈S e Λ (t) is to the right of (b s ,c s ) and the entry A(Λ) bs,c <0. Elements (b, c s ), (b s , c) will be in fact in W Λ (t), S Λ (t), respectively, provided W e Λ (t), S e Λ (t) do not cross above and to the right of these elements. Suppose they do cross; then the entries corresponding to elements of W e Λ (t), S e Λ (t) must change from, respectively, positive to negative, negative to positive above and to the right of these elements. By Lemma 4.13, this means that W e Λ (t), S e Λ (t) contain a common element (d, e) with A(Λ) de = 0, i.e., there is γ p , s < p < t such that (d, e) = (b p , c p ). By Lemma 4.6, γ p , γ t must be q-related, contradiction with the assumption of the lemma. This proves that (b,c s )∈W Λ (t), (b s ,c)∈S Λ (t). It follows that (b s , c s ) ∈ D(t). From this, it follows that W 
V. MORE NOTATION AND PRELIMINARY RESULTS
Define a total order on ∆: 
′ are in proper order. Recall that an element v ∈ V(Λ) can be uniquely written as (ii) Suppose v 
It follows that b 1 (e k y 1 )v Λ is the leading term of e k v Σ , i.e., e k v Σ = 0, contradicting that v Σ is G 0 -primitive. So, y 1 ∈ C and Λ − Σ is the weight of b 1 , a sum of distinct positive odd roots.
(ii) Let v = v Σ − v ′ Σ . If v = 0 (then it must be G 0 -primitive), since its prime terms are all cancelled, v has no prime term, therefore by (i), it is not G 0 -primitive, a contradiction.
Lemma 5.3. Let Σ be a (weakly) primitive weight of V(Λ). Then Λ + ρ|Λ
Proof. Using the Casimir operator Ω = 2υ
, where {u i } is a basis of H, {u i } is its deal basis, υ is the isomorphism: H* → H derived from ·|· , cf. that of Lie algebras, 7 we see that Ω| V(Λ) = Λ + 2ρ|Λ I| V(Λ) . Hence, since Σ is the weight of a weakly primitive vector, we have Λ + 2ρ|Λ = Σ + 2ρ|Σ .
Define the following zero weight elements of U(G 0 ):
Proof. ω i ∈ C ⊕ H and Ω i with weight 0 imply the vanishing of the first 2 commutators. The 3rd vanishes trivially if i ∈ I 1 , j ∈ I 2 or vice versa. Say, i, j ∈ I 1 , i < j. For each summand of Ω i we have [f ki e ki , Ω j ] = −[f ki e ki , f kj e kj + f i+1,j e i+1,j + · · ·] = 0 for m ≤ k ≤ i ≤ j ≤ 1, where, by (2.4), the omitted terms commute with f ki e ki and 2 non-vanishing terms are cancelled. Thus the 3rd vanishes. The vanishing of the first three implies the vanishing of the 4th. Now, from the definition of U(G) and the Z Z-grading of G, we can define a projection:
where
Lemma 5.5. The operators χ i,c and χ j,c ′ commute, so do χ i and χ j .
Proof. For g ∈ U(G
mod U(G)G + (the 1st formula follows from (5.4), the 2nd from the fact that U(G)G + is a left ideal of U(G) ). This gives the 1st part of the lemma by virtue of the commutativity of
the commutativity of X i , X j implies the 2nd part of the lemma.
This Lemma allows us to make the following definitions. For any J = {j 1 , j 2 , . . .
Now we are in a position to establish some important results for the successive application of χ i,c i to f r,s for various i ∈ I 1 ∪ I 2 . From (5.3&5.5) and (2.4), for m ≤ r ≤ 0 ≤ s ≤ n, we have
Further application of the commutation relations gives:
The pattern of terms is becoming clear. The following result may be proved inductively:
Then, with the definition (5.6),
where j 0 =r or j 1 −1 if k=0 or not; i 0 =s or i 1 −1 if ℓ=0 or not. Similarly, successive application of χ i to f rs gives results exactly analogous to those of (5.7-8) with c i replaced by ω i .
In (5.8) negative root vectors f ij correspond to α ij ∈∆ + and the products of root vectors have been ordered in such a way that the leftmost factor f j 0 i 0 is a odd vector, while the remaining factors f ij are even. Moreover, in every summand the elements c j , c i or ω j , ω i , which lie in C ⊕H, precede an element (a product of f ij ) of U(G − ) which in every case have weight −α rs .
From this follows the crucial relationship linking χ J and χ J,C . For any weight λ, define
With this notation and Lemma 5.5 in the special case for which r = m and s = n, we have
Proof. It follows from the above remarks about the order and nature of the factors in (5.8) that for each i ∈ J the factor ω i , defined by (5.3), gives rise to a factor c i in (5.8) with
But α mn (h j ) = 1 if j = m or n; = 0 otherwise and
It is also worth observing that the explicit expansion (5.8) implies:
Corollary 5.8. With notation of Lemma 5.6, χ J,C f rs = χ (r/s) J,C f rs . We shall need commutators of e i with χ J,C f rs . More precisely, we shall need the action of such commutators on certain vectors v λ ∈ V(Λ). In this case we have:
Lemma 5.9. Let J = {p, . . . , 1; 1, . . . , q}, C = (c p , . . . , c 1 ; c 1 , . . . , c q ) with p ≤ r ≤ m, q ≤ s ≤ n. Let v λ ∈ V(Λ) with weight λ satisfying 
Proof. The first thing to note is that the only non-vanishing commutators of e i with negative root vectors appearing in (5.8) are the following:
Consider first 0 < i < q. The only non-vanishing contributions to (5.12) arise from terms in (5.8) that do not contain c i c i−1 . These can be grouped together in sets of three so that for any fixed a < i < b the sum of each such set contains the common factor
Taking the commutator with e i and using (5.13c) gives c i f Similarly, e 0 commutes with all terms in (5.8) containing the product c 1 c 1 . The non-vanishing contributions to (5.12) can again be grouped into sets of 3 terms such that for any fixed a<0<b the sum of each such set contains the common factor c 1 f a0 f 1b +f 00 f a1 f 1b −c 1 f a1 f 0b . Taking the commutator with e 0 and using (5.13b) gives
Moreover h 0 commutes with everything else to its right to finally act on v λ giving λ(h 0 ). Thus all terms contain the common factor c 1 +λ(h 0 )−c 1 , again vanishes by (5.10).
If i=q=s, e s commutes with all terms in (5.8) other than those which can be paired so as to give the common factor −c s f as + f a,s−1 f ss acting directly on v λ . Commutation with e s gives −c s f a,s−1 + f a,s−1 h ss leading to the common factor −c s + λ(h s ), which vanishes. The result for i=p=r follows in the same way. If i=q<s, e q commutes with every term in (5.8) other than those for which i ℓ =q, but then [e q , f i ℓ s ]=[e q , f qs ]=f q+1,s . Thus every non-vanishing term contains the factor f q+1,s v λ which vanishes by (5.11). The story is the same for i=p>r.
For m≤i<r or r<i<p or q<i<s or s<i≤n all commutators with e i vanish since i appears nowhere as a subscript on any f ab appearing in (5.8) . This leaves as non-vanishing only 2 special cases i=s>q and i=r<p. In the 1st of these the only non-vanishing commutator of e s with terms in (5.8) is [e s , f i ℓ s ]=f i ℓ ,s−1 . This gives the 2nd case of (5.12) . Similarly the only non-vanishing commutator of e r with the terms in (5.8) is [e r , f ri k ]=f r−1,i k , giving the 1st case of (5.12).
Finally we give a rather technical lemma which plays a crucial role in proving results in §6.
Lemma 5.10. Given r, s, t with
where the 2nd term is obtained from the 1st by interchanging s and t. Taking t = s, we have
Proof. We prove this by induction on #J . If #J = 0, we immediately have X J = 0 since f rs , f rt anti-commute. Suppose now (5.14) holds for J ′ with #J ′ < #J . For J, suppose J ∩ I 2 = φ (the proof is similar if J ∩ I 1 = φ). Choose j ∈ J to be the largest and let J ′ = J\{j}. Let C ′ and C ′ (1) be respectively the element C and C(1) corresponding to J ′ . Using (5.7) we have the 1st summand of
Now one may check the validity of the following identities for all r ≤ i < j ≤ s:
Using these, (5.16) becomes
Denote these terms by w 1 , ···, w 5 , and denote the corresponding terms for the 2nd summand of X J by w 6 , ···, w 10 . Then X J = 10 k=1 w k . By the inductive hypothesis, we have w 1 + w 6 = w 2 + w 4 + w 8 = w 3 + w 7 + w 9 = w 5 = w 10 = 0. Hence X J = 0.
The importance of this lemma lies in the consequences which flow from the special case (5.15).
VI. PRIMITIVE VECTORS OF THE KAC-MODULE V(Λ)
Let Λ be a dominant r-fold atypical weight of G with atypical roots {γ 1 ,...,γ r }. In this section we first prove that to every indecomposable unlinked code Σ c for Λ there corresponds a primitive vector v Σ of V(Λ) having weight Σ. Then we generalize the result to arbitrary unlinked codes.
As a precursor to the proof we first restrict attention to those Λ for which γ r = α mn = β 1,n+1 and those codes Σ c for which D Σ = SW Λ (r). It follows that the topmost and rightmost position
It is convenient to introduce special labels for some particular roots in 
. It should be noted the definitions of x and y are such that: a n−x+1 > 0, a n−i+1 = 0, i = 1, · · · , x−1 and a m−y+1 > 0, a m−i+1 = 0, i = 1, · · · , y−1. 
In this example η 1 = α 54 , η 2 = α 53 and η
Keeping this example in mind will help understand the proof below.
We shall always suppose 1≤x≤y as the arguments for 1≤y≤x are entirely analogous. Set
with J = {m − y + 1, . . . , 1; 1, . . . , n − x + 1}. Recall from Convention 2.2 that χ (m/n−k+1) J is the operator χ J defined for sl(m + 1, n − k + 2) rather than for G = sl(m + 1/n + 1).
Lemma 6.1. Let 1 ≤ k ≤ x ≤ y, then with notation (5.6),
a ℓ +m+j, n−x+1 ℓ=j a ℓ +n−j, j ∈ {m − y + 1, . . . , 1}, j ∈ {1, . . . , n − x + 1}.
(6.5a) (6.5b) Proof. Since v k−1 (Λ) has weight Λ k−1 , it follows from definition (6.4) and Corollary 5.7 that
However, as can be seen from Corollary 5.8 with r=m, s=n−k+1, we have χ
f m,n−k+1 =χ J,C f m,n−k+1 , giving as required (6.5a). Furthermore, note that Λ(h i )=a i , i∈I, the use of (6.2) in (5.9) immediately gives the 2nd equation of (6.5b), so it remains to prove the 1st of (6.5b). However, it follows from definitions (6.4) and (5.9) with (m/n) replaced by (m/n−k+1) that
An inspection of the 2nd of (6.5b) and (6.7) reveals that c
When used in (6.6) this completes the proof of the 1st of (6.5b). , again all non-zero. To discuss the G-primitivity of v x (Λ), it should be noted that in the 1st of these 2 examples the weight Λ x is not G-dominant, although the restriction of this weight to
In contrast to this, in the 2nd example Λ x is G-dominant. Guided by this distinction between our 2 examples, it is convenient to deal first with a special case:
Proof. In this case, J = {m, . . . , 1; 1, . . . , n} and from (6.5) we have
where, the recovery of a 0 in the last case is a consequence of (6.1). It is only here that the atypicality condition makes itself felt. Since Λ(h i ) = a i , i ∈ I, it follows that v Λ ∈ V(Λ) satisfies all hypotheses (5.10) of Lemma 5.9 for p = r = m, q = s = n. The hypotheses (5.11) are redundant, as are the first 2 cases of (5.12). Therefore, we conclude from (5.12) that
Prior to tackling other cases it is convenient to introduce one further preliminary result:
Proof. Let I y,x =I y ∪I x , I y ={m,...,m−y+2}, I x ={n−x+2,...,n}. Since e i v Λ =0 and (6.2) gives h i v Λ =0, i∈I y,x , consideration of algebra Span{e i ,f i ,h i } implies that f i v Λ =0. By (2.4), f ij , i,j∈I y , f kℓ , k,ℓ∈I x can respectively be expressed in terms of f i , i∈I y , f j , j∈I x . The result then follows.
Proof. In this case, by (6.5b), we have
We are going to exploit Lemma 5.9 for p=m−y+1, q=n−x+1, r=m, s=n−k+1 with 1<x≤y, 1≤k≤x, v λ =v k−1 (Λ). It is necessary to check that all hypotheses (5.10-11) are satisfied. Noted 
The 1st case does not concern us within G (m−1/n) . The other cases
However, e n−k+1 v Λ = 0. Furthermore, the 2nd case of (5.12) and definitions (5.6& 6.6) give
where the final equality is a consequence of (5.15) in Lemma 5.10. We conclude that e n−k+1 v x (Λ) = 0 for 1 ≤ k < x, thereby completing the proof that v x (Λ) is
Theorem 6.6. To any indecomposable unlinked code Σ c for Λ, there corresponds a primitive
Proof. Suppose that the topmost and rightmost position T R D of D Σ is (m+1−m Σ , n Σ +1). By Theorem 4.17 there exists t with 1 ≤ t ≤ r such that
First we suppose that m Σ = m, n Σ = n so that t = r, γ t = α m,n , T R D = (1, n+ 1). We shall see later, by restriction from . The result conforms precisely with (6.9) as can be seen by comparison with the diagrams specifying the roots β ∈ D Σ in (6.3). Now let U(Λ x ) be the cyclic
, which turns out to be isomorphic to the Kac-module V (Λ x ) (m−1/n) of G (m−1/n) . Now the depth of Σ relative to
, by induction hypothesis we see that there must exist some g
Lemma 6.7. v Σ defined above is G-primitive if x < y. Since µ has the form (6.11), denote it by µ k . Induction on k gives
where for the last inner product, we have made use of α mi |α mj ≥ 0 for i, j ∈ I (this can easily be proved by (2.2)). Also we may prove as follows that Σ+ρ|α mi > 0 for all i ∈ I: if i < 0, then α mi is a positive even root, so Σ|α mi ≥ 0, ρ|α mi > 0; if i ≥ 0, then α mi is a positive odd root and Σ + ρ|α mi > 0 by (6.10) . This proves that the l.h.s. of (6.12) is > 0; this contradiction proves that e m v Σ must be zero. Hence the lemma follows. Proof. The proof is very similar to that of Lemma 6.7. If v Σ is not primitive, we want to prove that g in (6.11) must be e mn . The only difference is that now A(Σ) 1,n+1 =y−x=0. Thus (6.10) must be replaced by the statement Σ+ρ|α mi >0, i=0,...,n-1, Σ+ρ|α mn =0. Hence, by the same argument as before, for our hypothesized G-primitive vector u=gv Σ , g must have weight µ=α mn , since this is the only possible solution of (6.12). It follows that g=e mn . By our choice of g, e mn v Σ = 0 and so e mi v Σ =0 since e mn v Σ =−e in e mi v Σ for i < n.
By Lemma 6.7, if x < y, the proof of the theorem is then completed. So, let x=y. If v Σ is G-primitive, the proof is also completed. Suppose now v Σ is not G-primitive. First note that
Then we see that v Σ defined above can be written in the form 14) where, quite generally the weight wt(g (r/s)
. Furthermore, by induction on #D Σ , (6.13-14) tells that we can decompose for some j Σ : 2≤j Σ ≤i Σ , then we can write 
Σ , i.e., (i,j)∈D
Σ , 1≤i≤x, n+1 −x≤j≤n+1; none position below and to the left of P x is in D Now if v Σ is G-primitive, then the proof is again completed, or by analogy with Lemma 6.8, e mn v Σ is G-primitive. Thus, we can suppose e m v Σ = 0 = e n v Σ , but both e mn v Σ and e mn v Σ are G-primitive. (6.19) Lemma 6.10. Let v Σ and v Σ be as in (6.19) . Then e mn v Σ = e mn v Σ (up to a non-zero scalar).
Proof. By (6.18), we have e mn v Σ = g of V(Λ) with weight Σ for some g Σ ∈ U(G − ).
Proof. Suppose Σ c = Σ → gv Σ k , g ∈ U(G). One can check that v Σ is nonzero as its leading term up to a non-zero scalar is β∈ D Σ f (−β)v Λ , hence it is a primitive vector corresponding to Σ.
