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We introduce an open quantum battery protocol using dark states to achieve both superextensive
capacity and power density, with non-interacting spins coupled to a reservoir. Further, our power
density actually scales with the of number of spins N in the battery. We show that the enhanced
capacity and power is correlated with entanglement. Whilst connected to the charger, the charged
state of the battery is a steady state, stabilized through quantum interference in the open system.
I. INTRODUCTION
The recent interest in quantum technologies is driven
by the potential power of quantum mechanics [1–3], and
the push towards technological miniaturization Harness-
ing the unique properties of quantum mechanics, such as
entanglement and superposition, promises to open new
vistas in computing, sensing, cryptography, and other
quantum technologies [4–15]. The increasing rate of
technology miniaturization, in particular electronics, has
meant that we need to account for quantum effects. This
has driven the relatively new field of quantum thermody-
namics, which tries to understand thermodynamic con-
cepts such as work, heat, and entropy in a quantum
context [16–23]. Quantum batteries (QBs) aim to har-
ness the unique properties of quantum thermodynamics
to build batteries that are fundamentally different from
conventional batteries [24–27].
Typically, QBs were modeled as a collection of N iden-
tical quantum subsystems to which an external field,
which acted as the energy source, was applied [24]. Alicki
and Fannes [24] sought to understand whether entangle-
ment could enhance the amount of extractable work in
this model. Under closed unitary evolution, they showed
that one can extract more work with entanglement than
without. Further work revealed that it may be possi-
ble to reduce the amount of entanglement without detri-
mentally affecting the maximal work extraction, with the
caveat that with reduced entanglement one requires more
operations [25]. This then lead to the notion that entan-
glement boosted the charging rate of QBs, as it reduced
that number of traversed states in the Hilbert space be-
tween the initial and final separable states [25]. This con-
jecture was supported by Binder et al. [27], who showed
that entangled spins can superextensively charge N time
faster than non-interacting spins, where N is the number
of spins. The main finding was that using global entan-
gling operators, where all spins can interact with each
other, can result in a speed-up of the charging power as
compared to charging them individually. Further work
∗ quach.james@gmail.com
argued that N power scaling is the theoretical upper
bound of the quantum advantage, constrained by quan-
tum speed limits [28]
All these studies assumed global operators, which in
practice is difficult to implement. Ferraro et al. [29] over-
came this problem by showing that, by locally coupling
all of the spins coherently to the same quantum energy
source in a photonic cavity, one can realize effective long-
range interactions amongst all the spins. Known as the
Dicke QB, after the Hamiltonian that describes it, they
showed that the time taken to reach the maximum stored
energy in the spin ensemble reduced as the ensemble got
larger, such that the charging power scaled with
√
N for
large N . This increased the potential for QBs to be phys-
ically realized. However, recent work has shown that en-
tanglement does not underlie the charging speedup in the
Dicke QB, instead it is the result of an enhanced effec-
tive cavity coupling strength, which arises out of coherent
cooperative interactions [30].
Recently, QBs have been considered in an open system
context [31, 32]. This is important as QB must interact
with its environment for the device to ever be practi-
cal. In particular, protocols are needed to stabilize the
charged state of the QB in an open system. A recent
attempt proposed the continual measurement of the sys-
tem for stabilization [33]. However, this protocol requires
continuous access to the battery, and the measurement
process itself is costly, consuming energy.
Here we use dark states to achieve both superextensive
capacity and power, that scales with N , with only local
interactions, in an open system. We will show that the
superextensive behavior of the system is correlated with
entanglement. Furthermore, the stored energy of the bat-
tery is stable without the need to continually access the
battery.
II. MODEL
In general, the QB charging protocol consists of a bat-
tery and an energy source or charger. Switching on (off)
the coupling between the battery and charger initiates
the charging (discharging) process. We consider a QB in
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FIG. 1. Model. The spin-charged QB is modeled as an en-
semble of spins in a reservoir. Initially, the QB is in thermal
equilibrium with the reservoir. The charger is another ensem-
ble of spins, but in the excited state. The charging process is
initiated by bringing the charger into the reservoir.
an open system, modeled as an ensemble of NB
1
2 -spins
with transition energy ~ω, in a thermal reservoir Fig. 1.
Initially, the QB is in thermal equilibrium with the reser-
voir. The charger is another ensemble of NC
1
2 -spins, but
in the excited (up) state. We will assume NC ≥ NB . The
charging process is initiated by bringing the charger into
the reservoir.
The Hamiltonian of our model is
H = ω(JzB + J
z
C) +
∫
ddkEkr
†
k
+
g
2
[(J+B + J
+
C )R+ (J
−
B + J
−
C )R
†]
(1)
where Jx,y,zi are the usual collective spin operators on
ensemble i, with the collective raising and lowering op-
erators defined as J±i = J
x
i ± iJyi . The first of term
of the Hamiltonian represents the battery and charger.
The second term represents the reservoir with d spa-
tial dimension and wave vectors k = (k1, · · · , kd). Ek is
the linear dispersion relation with rk(r
†
k) the annihilation
(creation) operator satisfying the commutation relation
[rk, r
†
k] = δ(k−k′). The third term is the interaction be-
tween this reservoir and the spins with coupling strength
g, where R =
∫
ddkκkrk with κk being a continuous func-
tion of k whose exact form depends on the system under
consideration.
Under the assumption that the spins and reser-
voir were initially uncorrelated, one can character-
ize the reservoir with the density matrix ρR =
exp(−HR/kBT )/TrR[exp(−HR/kBT )] where HR =∫
ddkEkr
†
k. With the Born-Markov approximation, the
Lindblad master equation during charging is [34],
ρ˙(t) = −iω
~
[JzC + J
z
B , ρ(t)]
+
γ
~2
[
(n¯+ 1)L(J−C + J−B ) + n¯L(J+C + J+B ))
]
,
(2)
where L(O) ≡ 2OρO† − O†Oρ − ρO†O is the Lindblad
superoperator. The damping rate γ is a function of g
and |κk|2, and n¯ = 1/(e~ω/kBT − 1) is the mean thermal
population. Importantly, even though we have a non-
interacting spin model, the Lindblad operator gives rise
to terms that affects a global spin entangling operator.
III. ENERGY TRANSFER AND
STABILIZATION MECHANISM
Naively, one may expect all energy to be loss to the
reservoir at zero temperature. However, quantum inter-
ference can lead to steady states that are not the ground
state. Consider the two spin case at T = 0, which at
initial time is |ψ0〉 = | 12 〉C |− 12 〉B . This can be expressed
as
ρ0 =
1
2
(|ψ+〉〈ψ+|+ |ψ+〉〈ψ−|+ |ψ−〉〈ψ+|+ |ψ−〉〈ψ−|) ,
(3)
where |ψ±〉 ≡ (| 12 〉C |− 12 〉B ± |− 12 〉C | 12 〉B)/
√
2 . The anti-
symmetric component does not couple to the reservoir,
since L(J−C + J−B ) = 0 for |ψ−〉〈ψ−|, and therefore does
not decay. Such states are known as dark or subradi-
ant states [35, 36]. The other components decay to the
ground state leading to a steady state of the form
ρss =
1
2
|ψ↓〉〈ψ↓|+ 1
2
|ψ−〉〈ψ−| , (4)
where |ψ↓〉 ≡ |− 12 〉C |− 12 〉B (see Appendix for a formal
derivation). In this steady state the spin angular mo-
menta of the charger and battery are
〈JzC〉 = −
~
4
, 〈JzB〉 = −
~
4
, (5)
where 〈Jzi 〉 = Tr(ρiJzi ). We immediately observe that
~ω/4 units of energy has been transferred from the
charger to the battery, since initially 〈JzB〉 = −~/2. One
notes that this transfer of energy cannot be viewed (semi-
) classically as a transfer of energy due to the emission
of a photon by the charger followed by the absorption
of that photon by the battery. Instead, this is a purely
quantum mechanical effect which arises out of the the col-
lective behavior of the battery, charger, and reservoir. As
the steady state is decoupled from the environment, the
stored energy of the battery is stable whilst the charger
is present, even in the open system. This is the basis of
how energy is transferred and stably stored in our open
system protocol. In general, for this effect to take place
the initial combined battery and charger states should
overlap with a dark state(s). This condition is trivially
satisfied when the charger state is initially excited and
the battery is in its ground state. One notes that dark
states have been proposed to stabilize energy storage in a
single three-level system [37]; what we are proposing here
is very different, involving the collective effect of multiple
two-level systems.
IV. SUPEREXTENSIVE CAPACITY AND
CHARGING
Superextensive capacity. The energy density of the
charger and battery are
Ei(t) = ω
( 〈Jzi (t)〉
Ni
+
1
2
)
, (6)
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FIG. 2. Superextensive capacity and power density. (a) The energy density of the charger EC(t) (dotted) and battery EB(t)
(solid) during the charging process. EC(t) decreases as EB(t) correspondingly increases, indicating a transfer of energy from
charger to the battery. (b) The monotonic increase of the steady state energy density EssB with NB , shows the superextensive
increase in battery capacity. (c) EssB monotonically increases with R. (d) The power density of the battery PB(t) during the
charging process. (e) Peak power density PmaxB superextensively scales with NB . (f) PmaxB monotonically increases with R.
Parameters: (a),(d) R = 5, NB = 1 (blue), 2 (orange), 3 (green). (b),(e) R = 2 (blue), 5 (orange), 10 (green). (c),(f) NB = 1
(blue), 2 (orange), 3 (green). E and P are in units of ~ω, with dimensionless γt.
with i = B,C. The capacity of the battery is defined as
the energy in the steady state,
ER,NB ≡ NBEssB , (7)
where EssB is the steady state energy density with R ≡
NC/NB being the ratio of the number of spins in the
charger to the battery. We have shown for the case where
NC = NB = 1, that the steady state energy of the bat-
tery is ~ω/4. If we had M of these systems isolated from
each other, the energy density would not change, so that
the total capacity would be E1,M = MEssB = M~ω/4.
However, we can improve on this by charging the batter-
ies collectively.
As a example, let us consider the case with R = 5
during charging. Solving the master equation [Eq. (2)]
at zero temperature, we plot Ei(t) for NB = 1, 2, 3 in
Fig. 2(a). Firstly, the plots show that EC(t) monoton-
ically decreases as EB(t) correspondingly increases, in-
dicating a transfer of energy from charger to the bat-
tery. Secondly, EssB increases with NB . This is shown
in Fig. 2(b) where we plot EssB (NB) for R = 2, 5, 10.
As EssB (NB) increases monotonically, the capacity of the
battery scales superextenstively. With increasing R, the
scaling of EssB with NB decreases, i.e. the plot tends
to flatten out, even for small NB . This indicates a de-
crease in the superextensive capacity of the battery with
R. Fig. 2(c) plots EssB (R) for NB = 1, 2, 3. In the thermo-
dynamic limits, lim
R→∞ Ess = limNB→∞ Ess = ~ω/2 ,∀R > 1 .
The superextensive scaling of Ess means that the ca-
pacity of one battery with M spins is greater than M
batteries with one spin, i.e. ER,M > MER,1 , ∀M > 1.
This improves upon the Dicke QB, where the capacity
does not in general superextensively scale with the num-
ber of spins [29].
Ergotropy. One notes that not all stored energy may
be extractable as work. In an open system, the ther-
mal state energy (EthB ) represents a natural limit on ex-
tractable work as
Wopen = EB − EthB . (8)
For zero temperature EthB = 0, and so Wopen = EB . An-
other class of extractable work occurs under unitary evo-
lution of the battery, and is known as ergotropy. The er-
gotropy of a system is the maximal amount of work that
can be extracted acting cyclically under thermal isola-
tion. This is an important measure, as not all the energy
stored in a system can be unitarily extracted as work.
The ergotropy density is given by [38]
Wclosed = EB −min
UB
EB , (9)
where the second term is the minimum battery energy
under all possible unitary evolution of the battery UB .
The minUB EB = ωminUB Tr(JzBUBρBU†B)/NB term can
be found by ordering the eigenvalues of JzB/NB in in-
creasing order (1 < 2 < · · · < n), and the eigenvalues
of ρB in decreasing order (r1 < r2 < · · · < rn). From
this we get that [38]
min
UB
EB = ω
∑
i
rii . (10)
It is conjectured that Wclosed → EB in the large NB
limit [39]. This is a particular useful conjecture as this
would mean that in principle nearly all the stored energy
could be extracted as work, in most practical applica-
tions. Our system is indeed consistent with this con-
jecture. In addition, we find that Wclosed → EB in the
4large R limit also. We plot in Fig. 3(a) the ergotropy for
R = 5 for various NB . For NB = 1 the ergotropy is zero
until the stored energy EB > 12 (or 〈JzB〉 > 0). As NB
increases, the ergotropy approaches the stored energy.
Fig. 3(b) plots the ergotropy for NB = 1 various R. As
R increases, the ergotropy approaches the stored energy.
The figures shows that work can only be extracted in a
cyclic manner when there is a net positive spin angular
moment, 〈JzB〉 > 0.
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FIG. 3. Ergotropy (solid line) and stored energy (dotted line)
for (a) various NB and R = 5, (b) R and NB = 1. For
NB = 1 the ergotropy is zero until EB > 12 . As NB increases,
the ergotropy approaches the stored energy. For R = 1 the er-
gotropy is always zero, as the stored energy is always negative.
As R increases, the ergotropy approaches the stored energy.
Parameters: (a) NB = 1 (blue), 2 (orange), 10 (green); (b)
R = 1 (blue), 5 (orange), 50 (green). The vertical axes are in
units of ~ω.
Superextensive charging. The power density of the bat-
tery is given by
PB(t) = dEB(t)
dt
, (11)
which we plot in Fig. 2(d). The plot shows that maximum
power density PmaxB increases with NB . This is clearly
shown in Fig. 2(e) where we observe that PmaxB (NB) ∝
NB . Up until now, charging protocols have required
global interactions to achieve N scaling [25, 27, 40]. Pro-
tocols with local interactions have not exceeded
√
N scal-
ing [29, 30, 40]. Here we have shown that one can achieve
N power scaling with non-interacting spins coupled to a
reservoir. Fig. 2(f) shows that PmaxB (R) also scales with
R.
As the battery superextensively charges, if one were to
simply disconnect the charger, it would also superexten-
sively discharge as well. The reason for this is that the
coherent spins would superradiantly decay [41]. However,
if a slow discharge is desired, we propose an intermedi-
ately process of dephasing to destroy spin coherence, be-
fore disconnecting the charger. This could be achieved
with a dephasing pulse, for example. With no coherence,
the battery would discharge at the single-spin relaxation
rate.
V. ENTANGLEMENT
The role of entanglement has been studied in closed
unitary QB systems [24, 25, 27, 30, 40]. Here we sys-
tematically investigate the role of entanglement in our
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FIG. 4. Entanglement and capacity. (a) Logarithmic nega-
tivity SB(t). Comparing this plot with EB(t) in Fig. 2(a),
shows that higher entanglement corresponds to higher energy
density. (b) The relationship between entanglement and en-
ergy density is shown in this parameterized plot of EB(t) and
SB(t). (c) SssB scales positively with NB . Comparing this plot
with EssB (NB) in Fig. 2(b), shows that higher entanglement
corresponds to higher energy density, in the steady state. (d)
EssB and SssB parameterized over NB , shows the positive corre-
lation between the capacity and entanglement. Parameters:
(a),(b) R = 5, NB = 1 (blue), 2 (orange), 3 (green). (c),(d)
R = 2 (blue) , 3 (orange), 5 (green).
open QB protocol. For mixed systems, the logarithmic
negativity [42, 43] provides a convenient measure of en-
tanglement. It is defined using the trace norm as
SB(t) = log2 ‖ρΓB (t)‖ , (12)
where ΓB denotes the partial transpose with respect to
subsystem B. We plot SB(t) in Fig. 4(a), with the same
parameters as Fig. 2(a). A comparison of these two plots
shows higher entanglement to correspond to higher en-
ergy, supporting the idea that entanglement drives the
superextensive capacity of the battery. Their relationship
is shown in Fig. 4(b), where we plot EB(t) and SB(t) pa-
rameterized over t. In Fig. 4(c), we plot SssB (NB), show-
ing that steady state entanglement scales positively with
NB . In Fig. 4(d) we plot EssB (NB) and SssB (NB) parame-
terized overNB , showing the positive correlation between
the battery capacity and entanglement.
Revealingly, Fig. 4(d) shows that entanglement de-
creases with increasing R (for a given EssB ), inline with
the decreased superextensive scaling of SssB in Fig. 2(b).
In other words, as R increases we have less entanglement
to drive the system, and hence the ability of the battery
capacity to superextensively increase, diminishes.
If energy correlates with entanglement, then it follows
that power should correlate with entanglement rate. In
Fig. 5(a) and (b) we plot PB(t) and S˙B(t) for NB =
1, 2, 3 at R = 50. Periods of non-zero PB(t) corresponds
to periods of non-zero S˙B(t). In Fig. 5(c) we plot the
local maximum entanglement rate S˙maxB , for various R
(when there are more than one local maxima, such is the
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FIG. 5. Entanglement rate and power density. (a) Power
density PB(t). (b) Entanglement rate S˙B(t). Comparing (a)
and (b) shows that periods of non-zero PB(t) approximately
corresponds to periods of non-zero S˙B(t). (c) Local maximum
entanglement rate S˙maxB linearly scales with NB . (d) The lag
time between Pmax and S˙maxB decreases withNB . Parameters:
(a),(b) R = 50, NB = 1 (blue), 2 (orange), 3 (green). (c),(d)
R = 3 (blue), 5 (orange), 10 (green).
case for NB = 1, we choose the largest value). The plot
shows that S˙maxB linearly scales with NB . As Pmax also
linearly scales with NB , S˙
max
B and Pmax are positively
correlated. Interestingly, Pmax and S˙maxB do not occur at
the same time: S˙maxB lags Pmax by γ∆t. Fig. 5(d) plots
this lag time; it shows that the lag time decreases with
increasing NB or R. In the large NB or R limit, the lag
time vanishes.
Another important feature revealed by the plots is that
S˙maxB increases with R, whilst S
ss
B decreases. This cor-
relates with the observation that PmaxB superextensively
increase with R [Fig. 2(d)], whilst the superextensivity of
EssB diminishes with R [Fig. 2(b)]. These correlations pro-
vide further evidence that entanglement underpins the
superextensive properties of the battery.
In unitary systems with global interaction, it has been
shown that entangled states reduce the number of oper-
ations required to reach a passive state, thereby increas-
ing power [25, 27]; the rate at which entangled states are
generated does not seem to play a part. Here we show
something different. In our non-unitary system with local
interactions, we show that for a given R, energy is corre-
lated with the level of entanglement, and power is related
to the rate at which this entanglement is generated. This
suggests a different mechanism for driving superextensive
behavior with entanglement in our protocol.
VI. TEMPERATURE.
The effects of of thermal fluctuations on the battery
provides a rich area of investigation; here we show some
interesting properties. Let us begin by considering two
spins at non-zero temperature. From Eq. (32)we can de-
termine the spin expectation values of the charger and
battery for non-zero temperature,
〈JzC〉 = 〈JzB〉 = −
2n¯+ 1
12n¯(n¯+ 1) + 4
~ . (13)
At high temperature lim
T→∞ 〈Jzi 〉 = 0 , meaning thermal
fluctuations dominate so that spins are equally as likely
to found in the spin-up as spin-down state. At low tem-
perature the battery obtains its energy primarily from
the charger, but as the temperature increases the energy
source shifts from the charger to the reservoir.
This behavior is generalized to various R as shown in
Fig. 6, where we we plot Ei(t) for increasing T . Fig. 6(a)
shows that as the temperature increases, less energy is
transferred from the charger to the battery. In Fig. 6(b)
we plot ESSB (T ). It shows that all states converge to
lim
T→∞ ESSB = 12 , as the system thermalizes. For states
where ESSB < 12 at T = 0, thermal fluctuations in-
creases the battery capacity. Conversely for states where
ESSB > 12 at T = 0, thermal fluctuations decreases battery
capacity. However there is a trade-off between the infu-
sion of energy from the reservoir, and the destruction of
dark states caused by thermal fluctuations. As shown in
Fig. 3, for R = 1, ESSB increases with temperature, as the
infusion of energy from the reservoir more than compen-
sates for the loss of energy from the destruction of dark
states. Conversely, for R > 3, ESSB decreases with temper-
ature, with the greatest decline occurring at low temper-
ature, as the infusion of energy from the reservoir cannot
compensate for the destruction of dark states. R = 2 is
an interesting intermediary case, as ESSB can both increase
or decrease, depending on the temperature.
As previously mentioned, a non-zero temperature low-
ers the upper bound on extractable work. This is re-
flected in Fig. 6(d) which shows WSSB → 0 as ESSB → 12 ,
since one would not expect there to be any extractable
work under unitary transformations as the system ther-
malizes.
VII. IMPLEMENTATION AND APPLICATIONS
Our protocol can be implemented with atomic or artifi-
cial two-level systems, including superconducting qubits,
semiconductor quantum dots, ultracold atoms, trapped
ions, and nitrogen-vacancy (NV) centers. We propose
that experimental verification should be conducted in two
regimes. Our protocol should be investigated deep in the
quantum regime with few spins and at low temperature,
but with a high level of control and measurement. As
such, superconducting qubits coupled to a broad band
resonator, which acts as the reservoir, would be suit-
able [44]. However, this platform typically is limited to
few qubits.
Although QB capacity on small energy scales may find
application in quantum technologies, verifying the abil-
ity to scale up capacity is important for wider adop-
tion. Therefore, we propose that the protocol should
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FIG. 6. Charger and battery performance at non-zero temper-
ature. (a) Energy density of the charger EC(t) and battery
EB(t) during the charging process for various temperatures.
As the temperature increases, less energy is transferred from
the charger to that battery. (b) Steady state energy density
ESSB (T ) for various R. All states converge in the thermody-
namic limit to ESSB = 12 . (c) A plot of the rate of change in
the steady state energy density against temperature dESSB /dT .
There is a decline in ESSB at low temperatures, as thermal fluc-
tuation destroy the dark states. This is followed by a decel-
eration in the loss of energy as the system thermalizes. The
exception is for R = 1, where the infusion of energy from
thermal reservoir more than compensates for the loss of en-
ergy from the destruction of the dark state. (d) A plot of ESSB
(solid) and WSSB (dotted). At high temperatures, WSSB → 0
as ESSB → 12 . Parameters: (a) T = 0 (blue), 2 (orange), 4
(green), R = 10, NB = 1. (b),(c) R = 1 (blue), 2 (orange), 3
(green), 4 (red), NB = 1. (d) R = 4. The vertical axes are in
units of ~ω.
also be investigated in the semi-classical regime with
many spins and high temperature. NV centers coupled
to a broad band resonator, would be a suitable platform
to achieve this. Large coherent ensembles of NV-center
spins (> 1016) coupled to superconducting circuits have
been used to demonstrate the collective behavior of su-
perradiance [45], and the coherent coupling between two
macroscopically separated spin ensembles has also been
realized [46].
Because QBs utilize quantum properties, they should
find applications in other quantum technologies, such as
quantum computing, communication, sensing. As these
technologies are underpinned by the quantum storage
and transfer of energy, the applications of QB devices or
principles to these technologies has the potential to im-
prove their functionality, possibly opening new fields of
investigation. For example, superextensive charging may
increase quantum computation power, enhance quantum
capacitor capabilities, and QB principles could advance
quantum sensing devices.
Whether QBs can replace conventional batteries is ul-
timately a question of scalability. Nevertheless, QB de-
vices and principles will need to find novel ways to inter-
face with conventional technologies. An example of how
quantum technology can find novel application in clas-
sical devices, is provided by the quantum dot solar cell.
Here the tunable band gap of quantum dots replaces the
fixed band gap of conventional bulk materials such as sil-
icon, copper indium gallium selenide (CIGS) or cadmium
telluride (CdTe). QB principles have significant poten-
tial to find applications in solar cells, as its superextensive
charging property may be utilized to superabsorb light.
VIII. CONCLUSION
Our protocol is major step towards the experimental
realization of a QB that achieves superextensive capacity
and charging: it uses only local interactions, and is intrin-
sically stable in an open system - two critical features for
practical applications. This rich protocol opens the way
for further theoretical investigation, including a deeper
understanding of the correlation between entanglement
rate and power.
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APPENDIX: DERIVATION OF THE STEADY
STATE OF TWO SPINS IN A THERMAL
RESERVOIR
Here we derive the steady state of two spins in a ther-
mal reservoir, which gives Eq. (3) in the main text. We
begin by defining the following spin basis:
|ψ↑〉 ≡ |1
2
〉C |1
2
〉A ≡ |1〉 (14)
|ψ+〉 ≡
| 12 〉C |− 12 〉A + |− 12 〉C | 12 〉A√
2
≡ |2〉 (15)
|ψ−〉 ≡
| 12 〉C |− 12 〉A − |− 12 〉C | 12 〉A√
2
≡ |3〉 (16)
|ψ↓〉 ≡ |−1
2
〉C |−1
2
〉A ≡ |4〉 (17)
From the Linblad master equation, we write down the
equations of motion for the elements of the Hermitian
density matrix in the spin basis defined above [ρij ≡
7〈i|ρ|j〉]:
ρ˙11 = −2γ(n¯+ 1)ρ11 + 2γn¯ρ22 (18)
ρ˙22 = 2γ(n¯+ 1)ρ11 − 2γ(2n¯+ 1)ρ22 + 2γn¯ρ44 (19)
ρ˙33 = 0 (20)
ρ˙44 = 2γ(n¯+ 1)ρ22 − 2γn¯ρ44 (21)
ρ˙12 = −[γ(3n¯+ 2)− iω]ρ12 (22)
ρ˙13 = −(γn¯− iω)ρ13 (23)
ρ˙14 = −[γ(2n¯+ 1)− i2ω]ρ14 (24)
ρ˙23 = −(γ(2n¯+ 1)ρ23 (25)
ρ˙24 = −[γ(3n¯+ 1)− iω]ρ24 (26)
ρ˙34 = −(γn¯− iω)ρ34 (27)
Solving these equations one finds that in the steady
state, the off-diagonal terms vanish, leaving only the di-
agonal terms given by:
ρss11 =
n¯2[1− ρ33(0)]
1 + 3n¯(n¯+ 1)
(28)
ρss22 =
n¯(n¯+ 1)[1− ρ33(0)]
1 + 3n¯(n¯+ 1)
(29)
ρss33 = ρ33(0) (30)
ρss44 =
(n¯+ 1)2[1− ρ33(0)]
1 + 3n¯(n¯+ 1)
(31)
The initial state in the spin basis has non-zero ele-
ments: ρ22(0) = ρ23(0) = ρ32(0) = ρ33(0) = 1/2 . It
is then straightforward to show the steady state density
matrix has the form
ρss =
1
2
[n¯2|ψ↑〉〈ψ↑|+ n¯(n¯+ 1)|ψ+〉〈ψ+|
+ |ψ−〉〈ψ−|+ (n¯+ 1)2|ψ↓〉〈ψ↓|]
/[1 + 3n¯(n¯+ 1)] .
(32)
Eq. (3) of the main text is obtained by setting n¯ = 0.
From the density matrix one can get the spin expectation
values through 〈Jzi 〉 = Tr(ρiJzi ).
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