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In vielen Anwendungen in der Numerik und in den Ingenieurswissenscha en
sollen geometrische Objekte, wie Motoren, Karosserien, Reﬂektoren und ähnli-
ches, hinsichtlich komplexer Funktionale optimiert werden.Die geometrischen
Objekte liegen typischerweise parametrisiert vor und die Optimierung wird
über die Menge P   p, . . . , pN der Freiheitsgrade der Parametrisierung rea-
lisiert. Bei geometrischenObjektenmit komplexer Geometrie ist dieMenge der
Freiheitsgrade typischerweise sehr groß. Da eine Auswertung der Funktionale
o aufwendig und für den Gradient eventuell gar nicht möglich ist, ist eine Op-
timierung nur schwer oder unter Umständen gar nicht realisierbar.
Das Prinzip der Freiform-Deformation (FFD) ermöglicht die Optimierung
geometrischer Objekte unabhängig von ihrer Parametrisierung. Dabei wird an-
stelle des geometrischen Objekts der das Objekt umgebende Raum deformiert.
Die Anzahl n der dafür benötigten Freiheitsgrade ist unabhängig von N . Häu-
ﬁg kann bereits für kleine Werte von n P N bei iterierter Anwendung der
Freiform-Deformation eine substantielleVerbesserung der Zielfunktionmit ge-
ringem Aufwand erreicht werden.
Das Prinzip der Freiform-Deformation wurde erstmals von Barr [Bar] an-
gegeben. Barr verwendete aber nur Drehungen, Skalierungen und Translatio-
nen zur Deformation des Raumes. Sederberg und Parry [SP] verallgemeiner-
ten den Ansatz von Barr und verwendeten Bersteinpolynome und Splines zur
Parametrisierung des Raumes. Auf Coquillard [Coq] geht die Extended FFD
zurück, bei der die Parametrisierung des Raumes an die Struktur des im Raum
enthaltenen geometrischen Objektes angepasst wird. Im weiteren Verlauf wur-
den Volumen-kontrollierende-Verfahren und Subdivisions-Verfahren zur Frei-
form-Deformation entwickelt (siehe [CA],[MK]). Die Freiform-Deforma-
tion kommt hauptsächlich beim Designen von geometrischen Objekten zum
Einsatz. Sie eignet sich aber auch für digitale Wasserzeichen und zum Erstel-
len von Morphingsequenzen. In einem Spezialfall [App] wurden Freiform-
Deformationen bereits erfolgreich zur Optimierung eingesetzt. Aufgrund die-
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ses Ergebnisses ist es sinnvoll, die Möglichkeiten der Optimierung mit Frei-
form-Deformationen näher zu betrachten. Ein Beispiel für eine Freiform-De-
formation einer Kugel ist in Abbildung . gegeben.
Abbildung .: Freiform-Deformation einer Kugel.
Beim Optimieren mit Freiform-Deformationen (FFD) sind Funktionen
ψ  Rd   Rd
als kleine Störungen ∆ψ der Identität I gegeben, also
ψ   I  ∆ψ.
Um nun Freiform-Deformationen auf ein geometrisches Objekt im Rd anzu-
wenden, wird eine Familie φA von Parametrisierungen des Raumes, in dem das
Objekt enthalten ist, mit wenigen Freiheitsgraden A   a, . . . , an verwendet.
Als Parametrisierungen des Raumes eignen sich Polynome für globale und
B-Splines bzw. Tensorprodukt-B-Splines (TSB) für lokale Freiform-Deforma-
tionen. Ist typischerweise ein Objekt im R gegeben und φA die Menge aller
trivariaten quadratischen Freiform-Deformationen, so ist die Anzahl der Frei-
heitsgrade n   .
Geometrische Bedingungen, wie ﬁxierte Untermannigfaltigkeiten oder re-
stringierteDeformationen desObjekts werdennicht durchRestriktionen an die
Freiheitsgrade A, sondern durch eine geeignete Wahl der Parametrisierung des
Raumes gewährleistet. Beispielsweise lassen sichHindernisbedingungen durch
eine Gewichtsfunktion w mit ∆ψ   w   ∆Çψ realisieren. Ebenso lassen sich Fi-
xierungen von Teilen des geometrischen Objekts durch gewichtete Raumüber-
lagerungen, zum Beispiel im R durch
∆ψ   w   ∆Çψ w   ∆ Çψ,

erzielen.DieArbeit gibt an,wie zuHindernissenundFixierungenﬂexibleRaum-
modiﬁkationen konstruiert werden, mit denen sich die Nebenbedingungen in
den Raum der FFD-Funktionen integrieren lassen. Durch diese Integration der
Restriktionen in die Parametrisierung des Raumes können restringierte Op-
timierungsprobleme auf nicht restringierte Optimierungsprobleme zurückge-
führt werden.
Das Vorgehen bei der Optimierung mit FFD-Funktionen geschieht über ein-
zelne FFD-Schritte. Jeder einzelne FFD-Schritt ist durch eine Freiform-Defor-
mation des Raumes gegeben. Für einen FFD-Schritt wird hinsichtlich des ge-
gebenen Funktionals mittels der Freiheitsgrade A die optimale FFD-Funktion
φA numerisch bestimmt. Anschließend wird überprü , ob die erhaltenen Frei-
heitsgrade eine (injektive) FFD-Funktion erzeugen. Ist dies nicht der Fall, wird
eine skalierte FFD-Funktion verwendet. Die generierte FFD-Funktion wird auf
das geometrische Objekt angewendet und die Schritte werden wiederholt.
In Kapitel  werden zunächst einige Beispiele zu geometrischen Optimie-
rungsproblemen gegeben, die später bei den Anwendungen wieder aufgegrif-
fen werden. Daran schließen sich die Deﬁnition des geometrischen Optimie-
rungsproblems und weitere zum Verständnis der Arbeit wichtige Deﬁnitionen
an. Die FFD-Optimierung wird hauptsächlich mit injektiven homotopen glo-
bal zulässigen FFD-Funktionen durchgeführt. In Kapitel  werden die Grund-
lagen zumVerständnis von injektiven, homotopen, und global zulässigen FFD-
Funktionen angeführt. Im zweiten Teil des Kapitels  werden die ﬁniten FFD-
Funktionen behandelt. Es werden zum einen verschiedene ﬁnite FFD-Räume
vorgestellt und der Begriﬀ der Flexibilität einer Menge von FFD-Funktionen
wird eingeführt. Mit Hilfe dieses Begriﬀes werden in Kapitel  ﬂexible Raum-
modiﬁkationen deﬁniert, die eine Integration von geometrischen Nebenbedin-
gungen in den Raum der FFD-Funktionen ermöglichen.
Anschließend wird in Kapitel  ein Überblick über die nichtlineare Opti-
mierung sowohl mit als auch ohne Nebenbedingungen gegeben. Die dann in
Kapitel  beschriebenen FFD-Optimierungsalgorithmen können mit Hilfe der
im Kapitel  aufgeführten Verfahren angewendet werden. Diese Anwendungen
sind inKapitel  beschrieben, dabei werden verschiedene Beispiele aus Kapitel 
erneut aufgegriﬀen. EinÜberblick über die in der Arbeit gewonnenen Erkennt-
nisse und der noch oﬀenen Fragen wird in Kapitel  gegeben.
An dieser Stelle möchte ichmich bei Herrn Prof. Dr. Ulrich Reif für die kom-
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Die Optimierung von geometrischen Objekten kommt in der Praxis vor allem
bei ingenieurswissenscha lichen Anwendungen sehr häuﬁg vor. So müssen in
vielen Bereichen der Automobil- und Flugzeugindustrie Bauteile bezüglich ih-
rer geometrischen Form optimiert werden, um beispielsweise die Aerodyna-
mik, die Stabilität oder das Gewicht zu verbessern. Aber auch in der Compu-
tergraﬁk wird die geometrische Struktur komplexer Objekte optimiert. Im Fol-
gendenwerden verschiedene vereinfachte, aber typische Problemstellungen aus
den Ingenieursanwendungen vorgestellt.
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Als erstes betrachten wir ein sehr stark vereinfachtes Beispiel aus dem Bereich
der Optimierung.
Beispiel . (Minimierung der Länge eines Seiles). Gegeben seien zwei Punk-
te P   ., . und Q   ., .. Beide Punkte sind fest mit einem Seil
s  ,   R verbunden. Die Startgeometrie des Seiles ist gegeben durch
st   .  .t, .  .t  t   xt, yt. (.)
Die Länge L des Startseiles s berechnet sich damit wie folgt
Ls  

S

»
.  .  t  , . (.)
Zwischen den beiden Punkten P und Q sei ein Hindernis W, ein Kreis mit Radius
r   . um den Punkt w   ., ., gegeben (siehe Abbildung .). Das Ziel ist,
die Länge des Seiles s, also die Bogenlänge Ls, zu minimieren.

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Abbildung .: Seil s zwischen P und Q um das HindernisW
Außerdem sollenAnfang und Ende des Seiles festmit den Punkten P und Q ver-
bunden sein und das Seil darf nicht in das Hindernis W eindringen.Wir erhalten
also das folgende nichtlineare Optimierungsproblem:
min
s>C
Ls   min
s>C
S


»
x˙t  y˙t (.)
mit s > C, ,R und den Nebenbedingungen
s  P    (.)
s Q    (.)
min
t> ,
Sst wS C .. (.)
Betrachtet man Abbildung ., so wird deutlich, wie das Seil verlaufenmuss. Stellt
man sich vor, dass an den beiden Enden des Seiles, in den Punkten P und Q, in
entgegengesetzter Richtung gezogen wird, so würde sich das Seil dem Hindernis
nähern, bis es das Hindernis berührt. Wäre das Hindernis nicht vorhanden, so
würde man als Seil s
st   P  t
 
PQ (.)
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mit Ls   . erhalten. Diese Lösung ist allerdings nicht zulässig, da
min
t> ,
Yst wY  . (.)
gilt.
j
Betrachten wir als nächstes ein Beispiel aus der Diﬀerentialgeometrie.
(a) Kugel (b) Kugel mit ﬁxiertemWürfel
Abbildung .: InWürfel eingespannte Kugel
Beispiel . (Minimalﬂäche mit Randbedingungen). Wir betrachten eine Kugel
K mit Radius r    im R (siehe Abbildung .(a)), gegeben durch
f   , π   , π   R (.)
mit
f u, v  



φu, v
ψu, v
χu, v



 



sinu cos v
sinu sin v
cosu



. (.)
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Der Flächeninhalt ∆K ist gegeben durch
∆K f   
U
Γ
º
EG  Fdudv (.)
mit
Γ    , π   , π (.)
E   φu  ψ

u  χ

u (.)
F   φuφv  ψuψv  χu χv (.)
G   φv  ψ

v  χ

v . (.)
Alle Punkte p > K, die außerhalb des Würfels, gegeben durch  ., ., liegen,
sind ﬁxiert (siehe Abbildung .(b)). Weiter sei
KA   p > K S YpYª C . (.)
die Menge aller Punkte außerhalb des Würfels.
Gesucht ist nun eine deformierte Kugel Kd , gegeben durch eine Parametrisie-
rung g > HΓ,R, deren Flächeninhalt minimal ist. Man erhält das folgende
nichtlineare Optimierungsproblem
min
g>HΓ,R
∆Kg  
U
Γ
»
EgGg  Fgdudv (.)
mit der Nebenbedingung
KA b gΓ (.)
In diesem Fall handelt es sich um ein symmetrisches Beispiel. Es ist aber durchaus
denkbar, den Würfel asymmetrisch zu wählen oder den Mittelpunkt des Würfels
zu verschieben. Dabei ist darauf zu achten, dass für große Streckungen rs A .
die Minimalﬂäche nicht zusammenhängend sein kann. Dieses Beispiel wird in
Kapitel . weiter behandelt.
j
Das nächste Beispiel wurde zusammen mit der Firma inutech GmbH, Nürn-
berg, bearbeitet.
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Abbildung .: Booster für ein Auto
Beispiel . (Booster). Wir betrachten ein Bauteil eines Motors, einen Booster
(siehe Abbildung .). Dieser Booster wird an drei anderen Bauteilen angeschlos-
sen. Ein Anschluss beﬁndet sich an der Unterseite des Boosters, hier wird das Bau-
teil auf ein anderes aufgeschraubt. Die beiden anderen Anschlüsse kann man im
rechten Bild sehen. Der erste der drei Anschlüsse ist in Form einer Zitrone gege-
ben, die anderen Anschlüsse sind Kreise, einer davon seitlich der Zitronenform,
der andere an der Unterseite des Bauteiles. Der Booster liegt als FE-Netz P mit
 FE-Knoten vor. Weiter existiert eine Funktion f P b R   R, die dem
Booster, gegeben durch das FE-Netz, ein Volumen V zuweist.
Die Punktemengen, die zu den ﬁxierten Bereichen gehören, werden mit A,A
und A bezeichnet. Die Menge der ﬁxierten Punkte umfasst  Punkte. Es sind
also  nicht ﬁxierte FE-Knoten vorhanden. Diese freien FE-Knoten sollen nun
so angeordnet werden, dass das Volumen f des Boosters minimal wird und die
von-Mises Vergleichsspannungen σP unterhalb einer gegebenen Schranke bleiben.
Gesucht ist also
min
PbR
f P (.)
Die Bilder und Daten sind aus einem Projekt der Firma inutech GmbH, Nürnberg, (siehe
[RVR])

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mit der Nebenbedingung
Yσ f PYª B M , (.)
wobei die topologische Struktur des Boosters nicht verändert werden darf. Außer-
dem sind die ﬁxierten Punkte nicht zu verändern.
Bevor der Booster mit Hilfe der FFD-Optimierung optimiert wurde, wurde der
folgende Ansatz gemacht: Um die Anzahl der  Optimierungsparameter zu
reduzieren, wurde der Booster mit Hilfe von Tensorprodukt-B-Splines parametri-
siert. Der dabei entstandene Raum ist durch  Parameter gegeben. Die hohe
Zahl der Parameter machte eine Optimierung in diesem Raum schwierig. Eine
weitere Reduktion der Parameter ist aufgrund der ﬁxierten Punktmengen nicht
möglich. Dabei ist zu beachten, dass dieses geometrische Objekt ein Graph über
der xy-Ebene ist und daher einfach zu parametrisieren ist. Für andere geometri-
sche Objekte, die kein Graph über demR sind, wäre dieser Ansatz nicht oder nur
lokal durchführbar.
j
Das letzte Beispiel beschä igt sich ebenfalls mit Spannungen an einem Bau-
teil.
Beispiel . (Stutzen). Wir betrachten einen Röhrenstutzen, an dem zwei Rohre
miteinander verbunden sind. Der Stutzen ist beschrieben durch ΓR    , .
Ziel derOptimierung ist die Reduzierung desMaterials des Stutzens, ohne zu hohe
Spannungsspitzen zu erhalten. Die von-Mises-Vergleichsspannungen σ sind durch
eine Konstante M A  beschränkt.
Zur Vereinfachung der Optimierung betrachten wir ein Viertel des Stutzens.
Sei f eine Funktion, die einem geometrischen Objekt u, gegeben durch Γ, einen
Wert x > R zuweist. Die genaue Deﬁnition von f sei nicht bekannt, es existiere
aber eine Black-Box mit der f ausgewertet werden kann. Um die Symmetrie zu
erhalten, ist die Fläche am Rand ﬁxiert und die Normalenrichtung der Fläche am
Rand vorgeschrieben. Man bekommt das folgende Optimierungsproblem
min
Γ>C
f Γ (.)
mit den Nebenbedingungen
YσΓΓYª B M . (.)

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Abbildung .: Stutzen
. A 
O
Nach den einführenden Beispielen soll im Folgenden das Allgemeine nichtli-
neare Optimierungsproblem beschrieben werden. Im Allgemeinen beschä igt
sich die geometrische Optimierung mit geometrischen Objekten in Rd .
Deﬁnition .. Ein geometrisches Objekt u im Rd ist eine Menge von Punkten
p > Rd , also u b Rd .
Betrachtet man Beispiel ., dann ist die Menge aller stetig diﬀerenzierbaren
Kurven im R die Menge der geometrischen Objekte und das gesuchte Objekt
ist ein geometrisches Objekt aus dieser Menge. Allerdings sind in dieser Men-
ge noch geometrische Objekte enthalten, die keine Lösung des gegebenen Pro-
blems sein können. So sind zum Beispiel Kurven, die durch das Hindernis W
verlaufen, nicht zugelassen.
Als nächstes benötigt man eineMetrik auf derMenge der geometrischenOb-
jekte. Hier bietet sich die Hausdorﬀmetrik (siehe z.B. [Zei], S.  ) an.

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Deﬁnition .. Sei X , d ein metrischer Raum. Falls A, B b X zwei Mengen
sind, dann ist der Hausdorﬀabstand DHA, B der Mengen deﬁniert als
DHA, B  maxsup
a>A
da, B, sup
b>B
db,A¡ , (.)
wobei da, B   infb>B da, b der Abstand des Punktes a von der Menge B ist.
Eine weitere sinnvolle, da in der Praxis o verwendete, Einschränkung der
Menge der geometrischen Objekte im Sinne der geometrischen Optimierung
ist die Einschränkung auf die Homöomorphismenklassen von u. Dabei wird
ein Homöomorphismus zwischen zwei geometrischen Objekten u und v wie
folgt deﬁniert.
Deﬁnition .. Seien u, v b Rd . Eine Abbildung χu   v heißt Homöomorphis-
mus, wenn χ stetig und bijektiv und die Umkehrabbildung χ ebenfalls stetig ist.
• Die Homöomorphismenklasse Hu ist gegeben durch
Hu   v b R
d
Su  v . (.)
• u  v bedeutet, dass ein Homöomorphismus χ existiert, mit χu   v.
In Beispiel . bedeutet dies, dass z.B. Kurven die einen Doppelpunkt enthal-
ten, nicht in Hu liegen, falls u die in dem Beispiel . vorgegebene Startkurve
ist. Mit der Stetigkeit von χ ist hier die Stetigkeit bezüglich des Raumes Ω und
der Hausdorﬀmetrik gemeint.
Nun kann ein Funktional auf derMenge der geometrischenObjekte deﬁniert
werden. Der DeﬁnitionsbereichD sei eine Untermenge von PRd. Dann sei f
ein stetiges Funktional bezüglich des Hausdorﬀabstands DH
f D   R, (.)
welches zu minimieren ist. Gesucht ist
u   argmin f u S u > D, (.)
also das geometrische Objekt u, das bezüglich des Funktionals f minimal ist.
In Beispiel . ist f c gegeben durch die Bogenlänge von c. Zwar ist f nicht
stetig bezüglich der Hausdorﬀmetrik, aber für dieMinimierung genügt die Un-
terhalbstetigkeit, die f erfüllt.

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Bemerkung .. Der Ansatz der Minimierung eines Funktionals ist hier willkür-
lich gewählt, genauso gut könnte dieMaximierung, also dieMinimierung von  f ,
betrachtet werden. Allerdings hat sich in der Optimierung der Minimierungsan-
satz durchgesetzt.
Das Optimierungsproblem wird in vielen Fällen durch Nebenbedingungen
restringiert.
Deﬁnition .. Gleichungen und Ungleichungen der Form
hD   Rm und gD   Rm (.)
mit
hu    und gu C  (.)
heißenNebenbedingungen oderRestriktionen für geometrischeObjekte. EinOp-
timierungsproblem mit m A  oder m A  heißt restringiertes Optimierungs-
problem. Für m    oder m    entfällt die jeweilige Nebenbedingung.
Dabei sind dieGleichungen (.) komponentenweise zu verstehen, das heißt
hi    und g j C  für alle i > N mit  B i B m und alle j > N mit  B j B m.
Bemerkung .. Es gibt eine Reihe von Nebenbedingungen, wie zum Beispiel die
Erhaltung der topologischen Struktur, die sich nicht oder nur schwer in Form von
Gleichungen oderUngleichungen schreiben lassen. Diese werden, falls vorhanden,
gesondert angegeben.
Als nächstes wird dieMengeZ der geometrischen Objekte, die mögliche Lö-
sungen des restringierten Optimierungsproblems sind, deﬁniert.
Deﬁnition .. Ein geometrisches Objekt u > D heißt zulässig, falls hu   
und gu C  gilt. Die Menge aller zulässigen geometrischen Objekte u wird mit
Z bezeichnet.
Beispiel .. In Beispiel . sind jene Kurven c zulässig, die in P beginnen und in
Q enden und die nicht durch W hindurch gehen.
Im Folgenden gehen wir davon aus, dass die Menge der zulässigen geometri-
schen Objekt nicht leer ist, also Z ~  g. Vielmehr existiert ein Startobjekt u,
das die Nebenbedingungen erfüllt und somit in Z liegt.

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Deﬁnition .. Das nichtlineare geometrische Optimierungsproblem NLO ist
gegeben durch
NLO
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Sei D b PRd,
f D   R,
hD   Rm , gD   Rm
Z   u > D S hu   , gu C 
Gesucht:
u   argmin f u S u > Z.
(.)
Dabei sei f , g , h > CD.
Bemerkung .. Es bleibt anzumerken, dass die Lösbarkeit des nichtlinearen geo-
metrischen Optimierungsproblems von den Eigenscha en von Z abhängt. Die
Existenz einesMinimums ist nur sicher, fallsZ kompakt ist. FallsZ abgeschlossen
ist, so konvergieren die in Kapitel  vorgestelltenOptimierungsverfahren gegen ein
Minimum oder erzeugen eine Folge von streng monoton fallenden Funktionswer-
ten. IstZ oﬀen, so muss keinMinimum existieren. Falls nichts anderes angegeben
ist, liegt Z abgeschlossen vor.
Weiter sei bemerkt, dass auf die Lösbarkeit vonOptimierungsproblemen in die-
ser Arbeit nicht näher eingegangen wird. Die ¿eorie, die sich mit der Lösbarkeit
beschä igt ist in [Spe] und [CGT] beschrieben. Vielmehr soll in dieser Ar-
beit ein alternativer Ansatz, die Optimierung mit FFD-Funktionen, zur Lösung
von Optimierungsproblemen gegeben werden. Aus diesem Grund gehen wir da-
von aus, dass die Optimierungsprobleme, die in dieser Arbeit vorkommen, lösbar
sind.
Beispiel .. Für Beispiel . ergibt sich damit das folgendeOptimierungsproblem.
Die betrachteten geometrischen Objekte sind die Kurven, die homöomorph zu der
Startkurve s sind. Das zu minimierende Funktional ist gegeben durch (.). Der
Deﬁnitionsbereich des FunktionalsD ist gegeben durch
D  Hs . (.)
Dabei sei D ,   die von der euklidschenMetrik induzierte Hausdorﬀmetrik. Die
Nebenbedingungen h und g haben die Form
hv   
minp>v Sp  PS
minq>v Sq QS
    (.)

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und
gv  min
p>v
Sp wS  . C . (.)
j
Bevor wir zu den Grundlagen der FFD-Optimierung kommen, werden noch
einige Klassiﬁzierungen vonOptimierungsproblemen angeführt. Für detaillier-
te Angaben zu den gemachten Deﬁnitionen sei auf [Spe] und [CGT] ver-
wiesen.
Deﬁnition .. Mit ei wird der i-te Einheitsvektor im Rd , gegeben durch
ei   , . . . , 
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶
i
, , , . . . , 
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶
di
, (.)
deﬁniert.
Deﬁnition .. Sei V ein Raum mit einer Metrik d. Mit Bєx wird die oﬀene
є-Kugel um den Punkt x > V bezeichnet, also
Bєx

   x > V S dx , x  є. (.)
Insbesondere werden Kugeln um geometrische Objekte u b Ω bezüglich der
Hausdorﬀmetrik betrachtet.
In vielen Fällen ist es nicht oder nur schwer möglich, das globale Minimum
eines Funktionals zu bestimmen. Viele der heutzutage verwendeten Algorith-
men dienen aus diesem Grund nur zur Bestimmung von lokalenMinima.
Deﬁnition .. u > Z heißt lokales Minimum oder lokale Lösung von NLO,
falls es ein є A  gibt, so dass für alle u > Z mit Su  uS  є die Ungleichung
f u C f u (.)
gilt.
Bemerkung .. Obwohl im weiteren Verlauf der Arbeit nur solche Verfahren
betrachtet werden, die nach lokalen Minima suchen, eignen sich die Methoden
der FFD-Optimierung sehr gut für die globale Optimierung. Bei der globalen Op-
timierung ist eine kleine Anzahl von Optimierungsparametern im Gegensatz zu

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den Verfahren für lokale Minima viel entscheidender. Die FFD-Optimierung bie-
tet hier, durch eine starke Reduktion der Optimierungsparameter dieMöglichkeit,
globale Optimierungsverfahren für Probleme zu verwenden, die vorher aufgrund
einer hohen Parameterzahl mit globalenOptimierungsverfahren nicht eﬃzient zu
lösen waren.
Deﬁnition .. Ein lokalesMinimum u heißt isoliertes lokalesMinimum, falls
f u A f u (.)
für alle u > Bєu 9 Z , u ~  u gilt, sich also in unmittelbarer Nähe des lokalen
Minimums kein weiteres zulässiges lokales Minimum beﬁndet. Ein Punkt u > Z
heißt globales Minimum, falls
f u B f u (.)
für alle u > Z . Das globale Minmum heißt isoliert, falls f u  f u für alle
u > Bєu 9Z , u ~  u gilt.
Ein weiterer Begriﬀ ist die Niveaumenge eine Funktionals. Diese gibt zu ei-
nem vorgegebenen geometrischen Objekt die Menge aller geometrischen Ob-
jekte an, die bezüglich des Funktionals kleiner oder gleich dem vorgegebenen
geometrischen Objekt sind.
Deﬁnition .. Die Niveaumenge N f u im Punkt u ist gegeben durch
N f u   u > Z S f u B f u. (.)
Zum Ende dieses Kapitels soll noch kurz der Zusammenhang der Niveau-
menge N f und der Existenz von Lösungen angegeben werden.
¿eorem .. Sei f stetig und die Menge der zulässigen geometrischen ObjekteZ
sei nicht leer. Fall es ein u > Z gibt, für das die Niveaumenge N f u kompakt
ist, so existiert ein globales Minimum u des nichtrestringierten Optimierungs-
problems NLO.
Beweis. Nach der Deﬁnition von N f u kommen nur geometrische Objekte
in N f u als globale Minima des nichtrestringierten Optimierungsproblems
in Frage. Da N f nach Voraussetzung kompakt ist, nimmt nach dem Satz von
Weierstraß die stetige Funktion f ihr Minimum u auf N f an. Damit ist u
globales Minimum von f .

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. P 
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In dieser allgemeinen Form (wie inDeﬁntion .) ist einOptimierungsproblem
numerisch nicht oder nur schwer lösbar, da die Dimension der Menge der zu-
lässigen geometrischen Objekt meist sehr hoch ist und die Auswertung kom-
pliziert sein kann. Deswegen vereinfacht man in der Praxis das Optimierungs-
problem (.), indem man die Menge der geometrischen Objekt Z geeignet
parametrisiert. Anschließend wird die Optimierung über die Menge der para-
metrisierten Objekte durchgeführt. Für die Optimierung mit FFD-Funktionen
ist es nicht nötig, das geometrische Objekt zu parameterisieren. Vielmehr ist es
sinnvoller, mit Hilfe der FFD-Optimierung das geometrische Objekt zu defor-
mieren und es nur zur Auswertung zu parametrisieren. Da aber in der Reali-
tät die geometrischen Objekte o bereits als parametrisierte Objekte vorliegen,
sollen im Folgenden parametrisierte geometrische Objekte betrachtet werden.
Bevor die allgemeine¿eorie angegeben wird, betrachten wir ein Beispiel.
Beispiel .. Man betrachte das Booster-Beispiel .. Sei
Fs, t  
N
Q
i 
bis, tpi
eine Parametrisierung des Boosters durch bikubische Tensorprodukt B-Splines bi
mit Kontrollpunkten pi . Dann ﬁndet die Optimierung des parametrisierten Boo-
sters in dem Raum der Kontrollpunkte p b R der bikubischen Tensorprodukt
B-Splines statt. Dann ist ein deformierte Booster F˜ gegeben durch
F˜s, t  
N
Q
i 
bis, tψpi.
Ausgehend von dem Beispiel soll die Optimierung von parametrisierten Ob-
jekten betrachtet werden. Sei u b Rd das geometrische Objekt und
ΓRNm   PRd
eine Parametrisierung des Raumes der geometrischen Objekte mit den Para-
metern P   p, . . . pN, pi > Rm. Dabei sollen die Parameter Pu bezüglich
der Haussdorﬀmetrik eine geeignete Näherung an u darstellen. Die Parameter

 Geometrische Optimierung
p, . . . pN können als geometrisches Objekt P   p, . . . pN im ΩP b Rm be-
trachtet werden. Die FFD-Optimierung kann mit dem geometrischen Objekt
P über Rm durchgeführt werden. Da meist m P N gilt, erhält man ein nied-
riger dimensionales Optimierungsproblem als bei der Optimierung über die
einzelnen Parameter pi .
geometrisches parametrisiertes geometrisches
Objekt u Objekt ΓP Objekt P
u b Ωu b Rd   u  ΓP b Ωu   P b ΩP b Rm
 ψ  standard  ψ˜
u˜ b Ωu

 ΓP˜ b Ωu  P˜ b ΩP
Abbildung .: FFD für parametrisierte und nicht parametrisierte Objekte
Betrachtet man nun das sich daraus ergebende parametrisierte nichtlineare
Optimierungsproblem, so erhält man das Standard-Optimierungsproblem wie
in [Spe] beschrieben.
Deﬁnition .. Das parametrisierte nichtlineare Optimierungsproblem ist ge-
geben durch
NLP
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Sei f D   R,
hD   Rm , gD   Rm
Z   ΓP b Rd S hΓP   , gΓP C 
Gesucht:
P   argmin f ΓP S ΓP > Z
u   ΓP.
(.)
Dabei sei f , g , h > CD.
Damit erhält man ein numerisch vergleichsweise einfaches Optimierungs-
problem. Der Optimierungsbereich wurde auf endlich viele Parameter, über
die man nun optimieren muss, reduziert, während bei den vorher betrachteten
Optimierungsproblemen noch über die Menge der geometrischen Objekte op-
timiert wurde. Allerdings ist eine Lösung ΓP des parametrisierten Optimie-
rungsproblems in der Regel keine Lösung des ursprünglichen Optimierungs-
problems, da durch die Diskretisierung der Lösungsraum verkleinert wird. Die

. Parametrisiertes geometrisches Optimierungsproblem
Lösungen des parametrisierten Optimierungsproblems sind also nur Approxi-
mationen von Lösungen des nicht parametrisierten Problems. Darüber hinaus
wird durch die Diskretisierung die Überprüfung und Einhaltung der Neben-
bedingungen erschwert. Meistens werden die Nebenbedingungen nicht exakt
eingehalten und die Lösungen halten die Nebenbedingungen nur Näherungs-
weise ein.
Beispiel .. In vielen Fällen, zumBeispiel bei derAnwendung von FE-Methoden,
erfolgt die Parametrisierung des geometrischen Objekts durch stückweise lineare
Interpolation von FE-Knoten pi > Rd , B i B k mit k Q d. Dann sind die Pa-
rameter P gegeben durch die Interpolationspunkte pi . In diesen Fällen kann man
die Parameter als geometrisches Objekt P b Rd gegeben durch
P   p, . . . , pN, pi > R
d (.)
zusammenfassen. Die anschließende Optimierung ﬁndet dann anhand des geo-
metrischen Objekts P b ΩP b Rd und nicht über die einzelnen Parameter pi j
mit i   , . . . ,N , j   , . . . , d statt. In diesem speziellen Fall gilt P b ΓP. Dies ist
für die weitere Vorgehensweise in der FFD-Optimierung von Vorteil, aber nicht
notwendig. Durch die Verwendung von Polynomen oder Splines zur Parametri-
sierung ist P b ΓP im Allgemeinen nicht mehr gegeben. Dies führt zu einer
schwierigeren Integration der Nebenbedingungen in die FFD-Räume.
Die Parametrisierung von geometrischen Objekten birgt einige Probleme,
die hier nur kurz erwähnt werden sollen. Für einen ausführlicheren Exkurs
in die Approximationstheorie sei auf [CK], [Kü] oder [Wat] verwiesen.
Bei der Parametrisierung ist es wünschenswert, das geometrische Objekt mit
möglichst wenigen Parametern möglichst genau zu approximieren, da eine ho-
he Anzahl von Parametern zu einer hohen Zahl von Optimierungsparametern
und damit zu einer schwierigen Optimierung führt. Für komplexe geometri-
sche Objekte kann die Zahl der Parameter sehr groß werden.
Trotzdem wird in der geometrischen Optimierung der Ansatz verfolgt, erst
das geometrische Objekt geeignet zu parametrisieren und dann über die Pa-
rameter zu optimieren. Der bei der Diskretisierung entstandene Fehler kann
allerdings dazu führen, dass die gefundenen Ergebnissemit starken Fehlern be-
ha et oder nicht zulässig sind. Als Alternative bietet sich die Möglichkeit, das
geometrische Objekt zu optimieren, ohne das geometrische Objekt zu diskreti-
sieren.

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Deﬁnition .. Ein parametrisiertes Optimierungsproblem NLO heißt
• gleichungsrestringiert , falls m    ist, die Ungleichungen gx C  also
wegfallen.
• linear, falls alle Gleichungen aﬃn sind. Also
f x   cTx , (.)
gx   Ax  b, (.)
hx   Bx  d (.)
mit c, b, d > Rn ,A > Rnm und B > Rnm gilt.
• quadratisch, falls die Zielfunktion quadratisch ist, also
f x   cTx 


xTHx (.)
mit c > Rn und H > Rnn.
• konvex, falls f und g konvex sind und h linear ist.

 F-D
Um die Methoden der FFD (Freiform-Deformation) in der Optimierung zu
verwenden, wird die ¿eorie der FFD in diesem Kapitel für Optimierungspro-
bleme konkretisiert. Dabei wird versucht, die ¿eorie so zu fassen, dass Opti-
mierungsalgorithmen aus Kapitel  möglichst einfach zu FFD-Optimierungs-
algorithmen erweitert werden können (siehe Kapitel ). Dazu betrachten wir
in diesem Kapitel die Veränderung der nichtlinearen Optimierungsprobleme
durch die Anwendung von FFD-Funktionen. Innerhalb dieses Kapitels werden
Begriﬀe aus der Topologie verwendet, die z. B. in [BJ], [Hu] und [Jä]
nachzulesen sind.
Zuerst wird der allgemeine Ansatz für FFD-Räume betrachtet und die¿eo-
rie für diese angegeben. Innerhalb des Kapitels werden lokale und globale FFD-
Funktionen besprochen, dabei bezieht sich dasAdjektiv auf die Zulässigkeit der
FFD-Funktionen. Lokale FFD-Funktionen sind solche Funktionen, die zu ei-
nem festen gegebenen geometrischen Objekt zulässig sind. Globale FFD-Funk-
tionen sind für alle zulässigen geometrischen Objekte zulässig. Während es bei
den lokalen FFD-Funktionen möglich ist, mit wenigen Voraussetzungen die
Äquivalenz eines geometrischen Optimierungsproblems und eines FFD-Opti-
mierungsproblems zu zeigen, ist dies bei den globalen FFD-Funktionen nicht
möglich. Allerdings ermöglichen die globalen FFD-Funktionen den Einsatz
von nicht-restringierten Optimierungsverfahren (siehe Kapitel ) und sind da-
her in der Praxis zu bevorzugen.
Danach werden die ﬁniten FFD-Funktionen eingeführt und ein geeigneter
Begriﬀ zu deren Klassiﬁzierung, die Flexibilität, vorgestellt. Während sich die-
ses Kapitel hauptsächlichmit nicht restringierten FFD-Räumenbefasst, werden
in Kapitel  spezielle restringierte FFD-Räume betrachtet.

 Freiform-Deformation
. FFD-T
Im Folgenden sei Ω b Rd und - falls nichts anderes vorausgesetzt ist - sei Ω
oﬀen. Die folgende Deﬁnition . ist eigentlich nur eine neue Bezeichnung des
CΩ,Rd, ist aber, wie wir später sehen werden, sinnvoll, da sie für die restrin-
gierten FFD-Räume eine einfache Schreibweise erlaubt.
Deﬁnition .. Eine FFD-Funktion ist eine stetige FunktionψΩ   Rd ,Ω b Rd .
Die Menge aller FFD-Funktion wird mit ΨΩ bezeichnet.
Sei u ein geometrisches Objekt in Ω, dann bezeichnet ψu das Anwenden
von ψ auf jeden Punkt p > u, also ist das Bild von u unter ψ gegeben durch
ψu   ψx S x > u. (.)
Es wird aber nicht nur das geometrische Objekt u, sondern der ganze das geo-
metrische Objekt enthaltende Raum Ω abgebildet. Dabei werden alle in dem
RaumΩ enthaltenen geometrischenObjekte u in denRaumRd abgebildet. Das
Bild jedes geometrischen Objektes unter der Deformation ψ ist wieder ein geo-
metrisches Objekt.
Bemerkung .. Es kann sowohl ψΩ b Ω als auch Ω b ψΩ gelten. Für die
globale FFD-Optimierungwerdenmeist solche FFD-Funktionenψ verwendet, für
die Ω b ψΩ gilt.
Beispiel .. Wir betrachten ein Bild im R (siehe Abb. .) und wenden dar-
auf verschiedene FFD-Funktionen an. Die erste Abbildung zeigt den Ausgangs-
zustand, in der zweiten wurde eine FFD-Funktion angewandt, für dieΩ   ψΩ
gilt. In der dritten Abbildung ist das Bild einer FFD-Funktion gegeben, für die
ψΩ b Ω gilt.
Bevor weitere Eigenscha en der FFD-Räume angegeben werden, wird noch
eine vereinfachende Schreibweise eingeführt. Sei I die Identität auf Ω, also
Ix   x für alle x > Ω, dann kann jede FFD-Funktion ψ als
ψ   I  ∆ψ (.)
mit ∆ψ   ψ  I geschrieben werden. Dabei kann ∆ψ als Störung der Identität
verstanden werden. Aus dieser Schreibweise wird ersichtlich, dass das transfor-
mierte Bild eines geometrischen Objekts sich aus dem ursprünglichen geome-
trischen Objekt und einer Änderung oder Deformation zusammensetzt.

. FFD-¿eorie
Abbildung .: FFD-Beispiel aus der Bildverarbeitung
Es seien noch zwei Lemmata angeführt welche die Bedeutung von ∆ψ bei der
Deformation von geometrischen Objekten verdeutlichen.
Lemma .. Sei ψ eine FFD-Funktion aus ΨΩ und x > Ω, dann gilt
Yx  ψxY
ª
B Y∆ψY
ª,Ω . (.)
Beweis. Sei x > Ω, dann folgt mit ψ   I  ∆ψ, dass
Yx  ψxY
ª
  Yx  x  ∆ψxY
ª
  Y∆ψxY
ª
B Y∆ψY
ª,Ω (.)
gilt.
Das heißt, die Deformation eines Punktes unter ψ ist durch die Supremums-
norm von ∆ψ auf Ω beschränkt. Diese Aussage gilt auch für geometrische Ob-
jekte.
Lemma .. Seiψ eine FFD-Funktion ausΨΩ und u ein geometrisches Objekt,
das in Ω enthalten ist, dann gilt für den Hausdorﬀabstand DH von u und seinem
Bild unter ψ
DHu,ψu B Y∆ψYª,Ω . (.)
Beweis. Sei ψ > ΨΩ und u b Ω. Der Hausdorﬀabstand ist per Deﬁnition
DHu,ψu  maxsup
x>u
dx ,ψu, sup
x˜>ψu
du, x˜¡ . (.)
Betrachten wir als erstes den linken Ausdruck der Klammer und schreiben ψ
als Störung der Identität.
sup
x>u
dx ,ψu   sup
x>u
dx , u  ∆ψu B sup
x>u
dx , u
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
 
 sup
x>u
dx , ∆ψu (.)

 Freiform-Deformation
Für den zweiten Summanden folgt mit Hilfe von Lemma .
sup
x>u
dx , ∆ψu   sup
x>u
inf
x˜>u
dx , ∆ψx˜ B Y∆ψYΩ,ª . (.)
Damit insgesamt
sup
x>u
dx ,ψu B Y∆ψYΩ,ª . (.)
Analog lässt sich zeigen, dass
sup
x˜>ψu
du, x˜ B Y∆ψYΩ,ª (.)
ist. Daraus folgt (.).
Der Abstand des deformierten geometrischen Objekts ψu zu dem geome-
trischen Objekt ist also durch die Supremumsnorm der Deformation über Ω
beschränkt.
Wenden wir uns wieder dem Optimierungsproblem zu:
Deﬁnition .. Das FFD-Optimierungsproblem ist gegeben durch
FFDO
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Seiu > D b PΩ
f D   R,
hD   Rm , gD   Rm ,
Z   u > D S hu   , gu C 
Gesucht:
ψ   argmin f ψ X u S ψ > ΨΩ,ψu > Z.
(.)
Dabei sei f , g , h > CD.
Bemerkung .. Die Problemstellung, ein geometrisches Objekt u zu ﬁnden, das
bezüglich eines Funktionals f optimal ist, wurde umgewandelt. Die neue Problem-
stellung lautet, den gegebenen Raum Ω, der ein gegebenes geometrisches Objekt
u enthält, so zu deformieren, dass das resultierende geometrische Objekt ψu
optimal bezüglich f ist.
Allerdings sind das NLO-Problem (.) und das FFDO-Problem (.) nicht
immer äquivalent, vor allem wenn die Topologie geändert werden kann, wie
das folgende Beispiel zeigt.

. FFD-¿eorie
Beispiel .. Sei Ω   ,  und zwei geometrische Objekte in Ω gegeben. Zum
einen der Kreis S und zum anderen die Vereinigung SV   S8 S zweier disjunk-
ter Kreise S und S (siehe Abbildung .). Dann gibt es keine stetige Abbildung
ψ > CΩ,R mit ψS   SV und damit auch keine FFD-Funktion, die die bei-
den geometrischen Objekte ineinander überführt.
S0 
S1 
S2 
ψ 
Allerdings kann man FFD-Funktionen angeben, die die beiden Kreise S und
S, auf denKreis S abbildet.Diese FFD-Funktionen sind nicht injektiv und damit
keine Homöomorphismen.
Bemerkung .. Bei der FFD-Optimierung werden hauptsächlich injektive FFD-
Funktionen betrachtet, da diese die topologische Struktur des geometrischen Ob-
jekts nicht verändern. Es kommt aber zum Beispiel bei parametrisierten Optimie-
rungsproblemen vor, dass nicht injektive FFD-Funktionen verwendet werden. Bei
diesen Problemen folgt aus einer Änderung der Topologie des durch die Parame-
ter gegebenen geometrischen Objekts P nicht, dass das durch ΓP   u bestimmte
geometrische Objekte u ebenfalls seine Topologie ändert.
Beispiel .. Sei das geometrische Objekt P   p, . . . , pN durch die Menge
der Kontrollpunkte pi einer B-Spline Kurve ut   P
N
i  bitpi , t > D gegeben.
Dann folgt aus einer Deformation ψ von P, mit der zwei Kontrollpunkte pi und
pi auf einen Punkt p˜   ψpi   ψpi abgebildet werden, nicht, dass es zwei
t j, t j˜ > D, t j ~  t j˜ gibt, für die
N
Q
i 
bit jψpi  
N
Q
i 
bit j˜ψpi
gilt. DieDeformation des geometrischenObjekts u ist also injektiv. Für solche Fälle
ist es sinnvoll, FFD-Funktionen zuzulassen, die nicht injektiv sind.

 Freiform-Deformation
. . L FFD
Bei derDeﬁnition des FFD-Optimierungsproblemswurden keineweiterenVor-
aussetzungen an die FFD-Funktionen gestellt, die zur Optimierung verwendet
werden dürfen. Aber nicht jede FFD-Funktion ψ > ΨΩ ist für eine Lösung
des Optimierungsproblems (.) geeignet. Damit eine FFD-Funktion alsmögli-
che Lösung in Frage kommt, ist es notwendig, dass sie die Nebenbedingungen
erfüllt. Wir wollen uns im Folgenden mit FFD-Funktionen beschä igen, die
für ein geometrisches Objekt u > Z eine geeignete Deformation darstellen und
sich zur Lösung des Optimierungsproblems eignen. Die Menge dieser in Frage
kommenden FFD-Funktionen soll nachstehend deﬁniert werden.
Deﬁnition .. Eine FFD-Funktion ψ > ΨΩ heißt lokal zulässig bezüglich u
und Z , falls ψu > Z gilt. Die Menge der lokal zulässigen FFD-Funktionen wird
mit Ψ
Z ,uΩ bezeichnet.
Dies bedeutet, das Anwenden einer lokal zulässigen FFD-Funktion ψ auf ein
zulässiges geometrisches Objekt u stellt sicher, dass das deformierte geometri-
sche Objekt u˜   ψu wieder ein zulässiges geometrisches Objekt ist. Aller-
dings ist die Menge der zulässigen FFD-Funktionen nicht nur von Z und Ω,
sondern insbesondere auch von dem betrachteten geometrischen Objekt u ab-
hängig.
Beispiel .. Betrachten wir das einführende Beispiel mit dem Seil und demHin-
dernis. Eine lokal zulässige FFD-Funktion ist also eine FFD-Funktion, die zu einer
gegebenen Seilkurve s eine deformierte Seilkurve s˜ bestimmt, die nicht durch das
Hindernis W geht und ihre End- und Anfangspunkte in P und Q hat. Die FFD-
s 
ψ1(s) 
ψ2(s) 
ψ3(s) 
W 
P 
Q 
ψ4(s) 
Abbildung .: Beispiel für lokal zulässige FFD-Funktionen
Funktionen ψ,ψ und ψ sind lokal zulässig, während ψ nicht lokal zulässig ist
(siehe Abb. .).

. FFD-¿eorie
Es stellt sich die Frage, unter welchen Voraussetzungen die Existenz einer lo-
kal zulässigen FFD-Funktion, die ein gegebenes zulässiges geometrisches Ob-
jekt in ein anderes gegebenes zulässiges geometrisches Objekt abbildet, gesi-
chert ist. Für geometrische Objekte, zwischen denen ein Homöomorphismus
existiert, kann der folgende Satz formuliert werden.
Lemma .. Sei Ω   Πdi  ai , bi abgeschlossen mit ai , bi > R, ai B bi , und
u, u > D und Hu sei die Homöomorphieklasse von u. Seien weiter sowohl u als
auch u kompakt undD b Hu. Dann existiert eine lokal zulässige FFD-Funktion
ψ > ΨΩ mit ψu   u.
Beweis. Da u und u in der gleichen Homöomorphieklasse liegen, existiert ei-
ne stetige Funktion f u   Rd mit f u   u. Es bleibt zu zeigen, dass der
Homöomorphismus stetig fortgesetzt werden kann. Nach dem Tietzeschen Er-
weiterungslemma (siehe [Jä] S. ) existiert eine stetige Fortsetzung ψ von f
auf Ω mit ψSu   u. Damit ist ψ eine zulässige FFD-Funktion bezüglich u.
Bemerkung .. Der Beweis lässt sich auch für Ω   Rd formulieren, uns ge-
nügt aber diese Form des Lemmas. Das Lemma sagt nur etwas über die Exi-
stenz von stetigen FFD-Funktionen aus, und nichts über glattere FFD-Funktionen
ψ > CnΩ mit n C . Für n    wäre es nötig zu fordern, dass die geometrischen
Objekte in der gleichen Diﬀeomorphismenklasse liegen, allerdings ist selbst diese
Forderung nicht hinreichend für die Existenz einer stetig diﬀerenzierbaren Fort-
setzung.
Damit wurden hinreichende Bedingungen für die Existenz von lokalen FFD-
Funktionen zu zwei gegebenen geometrischenObjekten angegeben. Bei den fol-
gendenOptimierungsproblemen sollen nur noch solcheMengen von geometri-
schen Objekten betrachtet werden, die sich unter FFD-Funktionen ineinander
überführen lassen. Aus diesem Grund werden in den folgenden Algorithmen
geometrischeObjekte aus derHomöomorphismusklasseHu des geometrischen
Startobjekts u betrachtet. Damit lässt sich das lokale FFD-Optimierungspro-
blem (lFFDO) wie folgt deﬁnieren.

 Freiform-Deformation
Deﬁnition .. Das lokale FFD-Optimierungsproblem ist gegeben durch
lFFDO
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Seiu > D b PΩ
f D   R,
hD   Rm , gD   Rm ,
Z   u > D S hu   , gu C , u >Hu
Gesucht:
ψ   argmin f ψ X u S ψ > ΨZ ,uΩ.
(.)
Dabei sei f , g , h > CD.
Mit Lemma . können wir die Lösbarkeit des lokalen FFD-Optimierungs-
problems . auf die Lösbarkeit des nichtlinearen Optimierungsproblems .
zurückführen.
¿eorem .. Sei Ω   Πdi  ai , bi abgeschlossen mit ai , bi > R, ai B bi . Weiter
sei f , g , h > CD, u eine kompakte zulässige Startgeometrie und Z b Hu. Das
lokale FFD-Optimierungsproblem (.) ist genau dann lösbar, wenn das nichtli-
neare Optimierungsproblem (.) lösbar ist. Für die Lösungen gilt
f ψu   f u. (.)
Beweis. Sei u eine Lösung von NLO, dann gibt es nach Lemma . eine zu-
lässige FFD-Funktion ψ mit ψu   u. Sei umgekehrt ψu eine Lösung des
lFFDO, dann ist u   ψu zulässig für das NLO und damit eine Lösung.
. . G FFD
Bis jetzt wurdenMengen von lokalen FFD-Funktionen Ψ
Z ,u abhängig von dem
gegebenen geometrischen Objekt u und von der Menge der zulässigen geome-
trischen Objekte Z betrachtet. Nachstehend sollen Mengen von FFD-Funktio-
nen behandelt werden, die nicht von einem gegebenen geometrischenObjekt u,
sondern nur von der Menge der zulässigen geometrischen Objekte Z abhängig
sind. Das führt zu der folgenden Deﬁnition.
Deﬁnition .. Eine FFD-Funktion ψ heißt global zulässig bezüglich Z , falls
ψu > Z für alle u > Z gilt. Die Menge aller global zulässigen FFD-Funktio-
nen Ψ
Z
Ω ist gegeben durch
Ψ
Z
Ω  

u>Z
Ψ
Z ,uΩ (.)
(siehe Abbildung .).

. FFD-¿eorie
Für einen nicht restringierten Lösungsraum, also Z   PΩ, folgt somit
Ψ
Z
Ω   Ψ
Z ,uΩ für alle u > Z . Man erhält FFD-Funktionen ψ, die auf jedes
ΨZ(Ω) 
C0(Ω) 
ΨZ,u
1
(Ω) 
ΨZ,u
2
(Ω) ΨZ,u3
(Ω) 
Abbildung .: Übersicht über FFD-Funktionen
zulässige geometrische Objekt u > Z angewendet werden können und die zu-
lässige geometrische Objekte ψu erzeugen. Allerdings wird damit die Menge
der FFD-Funktionen stark eingeschränkt, denn aus Z ø PΩ, Z~u ~  g folgt,
dass ein u > Z existiert, so dass Ψ
Z
ø Ψ
Z ,u gilt . Im ungünstigsten Fall ist der
Zulässigkeitsbereich Z so gegeben, dass die Menge der global zulässigen FFD-
Funktionen nur aus der Identität besteht, während die Menge der lokal zulässi-
gen FFD-Funktionen, unabhängig von dem gewählten geometrischen Objekt,
mehr Elemente enthält. Die Identität I ist allerdings immer in Ψ
Z
Ω enthal-
ten.
Wir wollen nun das nichtlineare Optimierungsproblem (.) mit Hilfe der
global zulässigen FFD-Funktionen neu formulieren.
Deﬁnition .. Das globale FFD-Optimierungsproblem ist gegeben durch
FFDO
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Seiu > Z ,
f D   R,
hD   Rm , gD   Rm ,
Z   u > D S hu   , gu C , u >Hu
Gesucht:
ψ   argmin f ψ X u S ψ > Ψ
Z
Ω.
(.)

 Freiform-Deformation
Dabei sei f , g , h > CD.
Wie im vorigen Kapitel gezeigt wurde, stimmen die Lösungen des lokalen
FFD-Optimierungsproblem . mit den Lösungen des nichtlineare Optimie-
rungsproblems . immer überein, falls D b Hu gilt. Es stellt sich die Frage, ob
es möglich ist, Voraussetzungen anzugeben, so dass zu jeder lokal zulässigen
FFD-Funktion ψ > Ψ
Z ,u eine global zulässige FFD-Funktion ψ˜ > ΨZ existiert,
für die ψ˜Su   ψ gilt. Die Voraussetzung D b Hu genügt nicht, wie das folgende
Beispiel zeigt.
 
Abbildung .: Gegenbeispiel: Torusknoten
Beispiel .. Sei Z die Menge aller doppelpunktfreien geschlossenen Kurven ci
mit ci   ,   Ω ` R. Sei weiter c ein Torusknoten und cK ein Kreis (siehe Ab-
bildung .). Dann gibt es einenHomöomorphismus χ c   Rmit χc   cK . Es
gibt aber keine Fortsetzung χ˜ von χ auf ganzΩmit χ˜Sc   cK , da die Komplemente
von c und ck nicht homöomorph sind (siehe Lemma .).
Optimierungsprobleme, die sich mit lokalen FFD-Funktionen lösen lassen,
müssen nicht mit globalen FFD-Funktionen lösbar sein.
Bemerkung .. Aus den genannten Gründen scheint es zunächst nicht sinnvoll
zu sein, sich mit global zulässigen FFD-Funktionen zu beschä igen. Die lokal zu-
lässigen FFD-Funktionen scheinen besser zur Lösung des Optimierungsproblems
(.) geeignet zu sein. Trotzdem werden in der FFD-Optimierung hauptsächlich
global zulässige FFD-Funktionen verwendet, da sie zu eﬃzienteren Algorithmen
führen.

. FFD-¿eorie
Für die Äquivalenz des lokalen FFD-Optimierungsproblems mit dem NLO-
Optimierungsproblem genügte es,Z bH zu verlangen. Bei dem globalen FFD-
Optimierungsproblem benötigt man jedoch mehr Voraussetzungen. Eine wei-
tere notwendige Bedingung ist, dass die Komplemente aller u > Z ebenfalls in
einer Homöomorphieklasse liegen.
Lemma .. Seien u, u b Rd , u , u > Hu zwei kompakte Teilmengen der Di-
mension d. Weiter sei χu   u ein Homöomorphismus und Rd~u ~ Rd~u.
Dann gibt es keine stetige Abbildung χ˜Rd   Rd mit χ˜u   u, die jedes Ele-
ment ausHu homöomorph abbildet.
Beweis. Sei χ˜ eine solche Abbildung und Rd~u ~ Rd~u. Dann bildet χ˜ jeden
d-dimensionalen Ball B ` Rd homöomorph ab. Weil u kompakt ist, gibt es
einen d-dimensionalen Ball B ` Rd mit u ` B. Dann ist χ˜SBB   χ˜B ein Ho-
möomorphismusund nach Voraussetzung gilt Fu   u. Also ist B~u  B~u
und da sich jeder Homöomorphismus von einem Ball auf den ganzen Rd fort-
setzen lässt, folgt Rd~u  Rd~u. Dies ist ein Widerspruch zu den Vorausset-
zungen.
. . I FFD
In vielen Fällen in der geometrischen Optimierung ist die topologische Struk-
tur des geometrischen Objekts fest vorgeschrieben und soll während der Opti-
mierung nicht verändert werden (siehe Beispiel .). Es sind also solche FFD-
Funktionen von Interesse, die ein gegebenes geometrischesObjekt homöomorph
abbilden. Dafür ist es notwendig injektive FFD-Funktionen zu betrachten.
Lemma .. Sei ψ > Ψ
Z
eine stetig diﬀerenzierbare zulässige FFD-Funktion und
dieNormder Inversen der Jacobimatrix Jψx für alle x > Rd sei beschränkt, dann
ist ψ ein Homöomorphismus auf Rd .
Beweis. Der Beweis folgt direkt aus [CH] (S.  unten).
ZumEinhalten der Voraussetzungenwäre es nötig, die Jacobimatrix auf ganz
Rd abzuschätzen. Um dies zu umgehen, wird der Rand ∂Ω von Ω aber auf sich
selbst abgebildet, das heißt, auf ∂Ω gilt ψ   I . Fordert man noch zusätzlich,
dass ψ stetig diﬀerenzierbar durch die Identität auf Rd~Ω fortgesetzt werden
kann, so genügt es, die Jacobimatrix auf Ω zu betrachten, da sie außerhalb von
Ω gleich der Einheitsmatrix ist. Diese Überlegung führt zu dem folgenden Satz.

 Freiform-Deformation
Lemma .. Sei ψ > Ψ
Z
eine zulässige stetig diﬀerenzierbare FFD-Funktion mit
ψx   x für x > Rd~Ω und die Norm der Inversen der Jacobimatrix Jψx für
alle x > Ω sei beschränkt, dann ist ψ ein Homöomorphismus auf Ω.
Beweis. Auf Ω gilt für die Inverse der Jacobimatrix nach Voraussetzung, dass
sie beschränkt ist. Außerhalb von Ω gilt ψx   x und damit ist die Inverse der
Jacobimatrix die Einheitsmatrix und somit ebenfalls beschränkt. Damit kann
man Lemma . anwenden.
FallsZ bHu gilt, so ist es notwendig, dassψ injektiv aufu ist, umeinehomöo-
morphe Funktion für u zu erhalten. Es ist nicht notwendig, dass ψ injektiv auf
ganz Ω ist. In Beispiel . werden global zulässige FFD-Funktionen verwendet,
die auf s injektiv und auf Ω nicht injektiv sind. Die in Beispiel . verwendeten
FFD-Funktionen sind auf ganz Ω injektiv. Für geometrische Objekte, die nur
aus wenigen Punkten bestehen, genügt es, die Injektivität von ψ nur für jeden
Punkt von u zu überprüfen um einen Homöomorphismus zu erhalten.
In den Anwendungen kann die lokale Injektivität von FFD-Funktionen ein-
fach hergestellt werden. Die globale Injektivität ist schwerer zu bekommen. Aus
diesemGrund betrachtetman lokal injektive Funktionen undmodiﬁziert sie so,
dass sie global injektiv sind.
In Lemma . wurde der Rand vonΩ und dasKomplement vonΩ ﬁxiert, um
injektive Funktionen zu erhalten. Wenn die Funktionen ψ auf Ω lokal injektiv
sind, so lässt sich die Injektivität von ψ auf Ω durch eine Fixierung des Randes
erreichen. Im Gegensatz zu Lemma . ist es nicht notwendig, sich mit dem
Verhalten von ψ auf Rd~Ω zu befassen.
Lemma .. Sei Ω ` Rd homöomorph zur Einheitssphäre im Rd . Weiter sei
ψ > Ψ
Z
eine zulässige stetig diﬀerenzierbare FFD-Funktion mit ψx   x für
x > ∂Ω und ψ sei lokal injektiv auf Ω. Dann ist ψ injektiv auf Ω und damit ein
Homöomorphismus auf Ω.
Beweis. Als erstes zeigen wir, dass kein Punkt aus dem Inneren von Ω auf den
Rand von Ω abgebildet werden kann. Weil ψ stetig diﬀerenzierbar und lokal
injektive auf Ω ist, existiert nach dem Satz über implizite Funktionen in jedem
inneren Punkt von Ω eine stetige Umkehrabbildung ψ. Da ψ stetig ist, sind
die Urbilder oﬀener Mengen oﬀen, also gibt es keinen Punkt im inneren von Ω
der auf den Rand abgebildet wird, da die Umkehrabbildung nicht stetig wäre.

. FFD-¿eorie
Es bleibt noch zu zeigen, dass ψ injektiv auf Ω ist. Sei x˜ > Ω ein Bildpunkt,
dann gibt es nur endlich viele Urbilder von x˜. Denn falls unendlich viele Urbil-
der von x˜ existieren, so gibt es einen Häufungspunkt in Ω und damit wäre ψ
in diesem Punkt nicht lokal injektiv. Es bleibt zu zeigen, dass jeder Bildpunkt
nur ein Urbild hat, dafür verwenden wir den Brouwerschen Abbildungsgrad d
(siehe [Sau], S.  ﬀ), und die zugehörige Summenformel. Weiter deﬁnie-
ren wir die Abbildung f x   ψx  x. Nach der Vorüberlgung existieren
nur endlich viele Lösungen x , . . . , xp der Gleichung f x   . Da f stetig
und lokal injektiv ist, ist der Index der Abbildung gegeben durch
i f , x j   sgnJψx
 j
 > ,  (.)
mit wobei x j eine der endlich vielen Lösungen von f x    ist. Da nur end-
lich viele Lösungen existieren, ist der Abbildungsgrad gegeben durch
d f , Ω  
p
Q
j 
i f , x j. (.)
Da Ω wegzusammenhängend ist, ist sgnJψx konstant  oder . Also erhält
man
d f , Ω   p.. (.)
Nach dem Satz von Jordan-Brower gilt, da Ω homöomorph zur Einheitssphäre
im Rd ist, dass der Abbildungsgrad von f bezüglich aller x > Ω durch
d f , Ω    (.)
gegeben ist. Aus Gleichung (.) und (.) folgt, dass p    ist und somit jeder
Bildpunkt nur einen Urbildpunkt hat, demzufolge ist ψ injektiv auf Ω.
ImFolgendenwird noch eineweitereMethode angegeben, wie eine Funktion
auf globale Injektivität auf Ω überprü werden kann. Dazu ist es notwendig wie
in ([Rei]) beschrieben, die Eigenwerte einer symmetrisierten Jacobimatrix zu
betrachten. Zuerst deﬁniert man
J˜ψ   Jψ  J
T
ψ ~ (.)
als symmetrisierte Jacobimatrix von ψ. Dann erhält man das folgende Lemma.

 Freiform-Deformation
Lemma .. Sei J˜ψ positiv deﬁnit für alle x > Ω, Ω konvex, dann ist ψ global
injektiv auf Ω.
Beweis. Beweis durch Gegenannahme: Sei J˜ψx positiv deﬁnit, man betrach-
tet zwei Punkte x, x > Ω, x ~  x, in einer kleinen Umgebung von x für die
ψx   ψx gilt. Dann kann man, da Ω konvex ist, eine Kurve
st   rTψx  tr, t >  ,  (.)
mit r   x  x deﬁnieren und st > Ω für alle t >  , . Dann ist s so deﬁniert,
dass s   s gilt. Nach dem Mittelwertsatz gibt es nun ein τ > , mit
sτ   rJx  τrr
T
  . (.)
Da aber nach Voraussetzung r J˜ψrT A  für alle r ~   (positive Deﬁnitheit) gilt
und damit auch rJψrT A , so folgt, dass r    gilt, was ein Widerspruch zu der
Annahme x ~  x ist.
Bemerkung .. In der Praxis lässt sich die Bedingung, dass J˜ψ positiv deﬁnit ist,
einfach durch Berechnung der Eigenwerte von J˜ψx, für jedes x > u, veriﬁzie-
ren. Da J˜ψ im Allgemeinen nicht sehr groß ist, ist dies ein numerisch sicheres und
schnelles Verfahren, um Deformationen des betrachteten geometrischen Objekts
u, die nicht injektiv sind, auszuschließen.
. . H FFD
Als letztes werden FFD-Funktionen betrachtet, die in der Computergraﬁk als
Morphing bezeichnet werden. Diese Funktionen werden als homotope FFD-
Funktionen bezeichnet.
Deﬁnition .. Eine FFD-Funktion ψ heißt homotop zulässig bezüglich eines
zulässigen geometrischen Objekts u > Z , falls eine stetige Funktion
H  ,  Rd   Rd
existiert mit H, u   u und H, u   ψ X u und Ht, u > Z für alle t >  , 
gilt. Die Menge aller zulässigen homotopen FFD-Funktionen wird mit Ψ
Z ,H be-
zeichnet (siehe Abbildung .).

. FFD-¿eorie
ΨZ(Ω)
ΨZ,H(Ω)
ΨZ(Ω) injektiv
C0(Ω)
ΨZ(Ω)
lokal inj. 
Abbildung .: Übersicht über homotope und injektive FFD-Funktionen
Bemerkung .. Wir beschränken uns hier auf global zulässige FFD-Funktionen,
da in der weiteren¿eorie hauptsächlich solche betrachtet werden.
Die Verwendung von homotopen FFD-Funktionen schränkt die Menge der
zur Lösung des Optimierungsproblems zulässigen Funktionen weiter ein. So
gilt Lemma . nur noch, falls u und u homotop sind.
Bemerkung .. Allerdings lassen sich mit der Homotopiebedingung einige be-
stimmte Restriktionen einfacher fassen (siehe Kapitel ). So ist es in Beispiel .
durchaus sinnvoll zu verlangen, dass das Seil oberhalb des Hindernisses bleibt.
Dies ist gleichbedeutendmit der Forderung, dass die Menge der FFD-Funktionen,
die zulässige Lösungen darstellen, homotop sein sollen, unter der Bedingung, dass
die Startkurve oberhalb desHindernisses verläu . In vielenAnwendungen, gerade
imMaschinen- und Fahrzeugbau, begrenzen solche Hindernisse die Ausdehnung
von geometrischen Objekten und werden als nicht durchdringbar angesehen.
Homotope FFD-Funktionen sind also in vielen Fällen von besonderem Inter-
esse. Es stellt sich die Frage, ob die Homotopie von zwei geometrischen Objek-
ten die Existenz einer homotopen FFD-Funktion auf dem die beiden Objekte
umgebendenRaum sichert. Seien u, u˜ > Ω zwei geometrischeObjektemit einer
Homotopiefunktion
G  ,   u   Ω.
Um eine homotope FFD-Funktion zu erhalten, ist es notwendig, eine Homo-
topiefunktion H  ,   Ω   Ω zu bestimmen mit HSu   G. Dies ist aber im

 Freiform-Deformation
Allgemeinen nicht möglich.
Um die Fortsetzung der Homotopie zu realisieren, werden spezielle geome-
trische Objekte u, die kompakt sind und einen CW-Unterkomplex bezüglich
Ω bilden, betrachtet. (Wir gehen hier nicht näher auf CW-Unterkomplexe ein,
sondern verweisen auf [Hu] und [Jä].) Solche Objekte sind zum Beispiel
Flächen und Kurven im R. Dann ist es möglich, eine Homotopie G zwischen
zwei solchen geometrischen Objekten u und u˜ zu einer Homotopiefunktion H
auf ganz Ω stetig fortzusetzen (siehe [Hu], S. ). Allerdings ist die Forde-
rung HSu   G stärker als notwendig. Vielmehr genügt eine Homotopierelation
H˜ mit H˜, u   u und H˜, u   u˜. Es ist nicht notwendig, H , u   H˜ , u
zu fordern.
Zum Abschluss wird noch ein Beispiel für homotope FFD-Funktionen ange-
geben.
P 
Q 
W 
s0 
s0.5
s0.7
s0.6
ψ(s0)= s1
Abbildung .: Seil s zwischen P und Q um das HindernisW
Beispiel .. Wir betrachten erneut das Seil-Beispiel .. Das Hindernis W sei
gegeben durch w   ., . mit Radius r   .. Weiterhin sei Z wie in ..
Dann erhalten wir mit
ψx   
x  .  .
x

eine lokal zulässige FFD-Funktion, die s nach s abbildet (siehe Abbildung .).
Allerdings ist ψ nicht lokal homotop, da keine HomotopiefunktionH existiert, die

. Finite FFD-Räume
für jedes t eine zulässige FFD-Funktion ist. Sei zum Beispiel
Hx , t   tψx mit t >  ,  und x > Ω b R,
dann erhält man für stx   Hx , t die in Abbildung . angegebenen Kurven.
In diesem Beispiel ist s. nicht zulässig und damit ist diese FFD-FunktionH keine
homotop zulässige FFD-Funktion für t   ..
. F FFD-R
In Kapitel .. wurde gezeigt, dass unter gewissenVoraussetzungen die Lösung
von nichtlinearen geometrischenOptimierungsproblemen sich auf das Bestim-
men von FFD-Funktionen zurückführen lässt. Allerdings waren die betrachte-
ten FFD-Räume nicht endlich dimensional und so lässt sich in denmeisten Fäl-
len die gesuchte FFD-Funktion numerisch nicht oder nur schwer bestimmen.
Ziel dieses Kapitels ist es, durch eine Diskretisierung eines FFD-Raums einen
endlich dimensionalen FFD-Unterraum ΦΩ b ΨΩ zu bestimmen und
somit das unendlich-dimensionale Problem durch ein endlich-dimensionales
Problem zu approximieren.
Um die ersten Schritte zu vereinfachen, wird zuerst der nichtrestringierte
Fall, also m    und m   , betrachtet. Als erster Schritt wird der FFD-Raum
diskretisiert. Dazu wird eine endliche Anzahl von linear unabhängigen stetigen
FFD-Funktionen  b, . . . , bnmit
bi Ω   R
d (.)
gewählt. Diese Funktionen bilden die Basis Bn des ﬁniten FFD-Raums. Weiter
sei
A    a, . . . , an, ai > R (.)
ein Vektor von Freiheitsgraden.
Deﬁnition .. Sei A > Rn ein Vektor von Freiheitsgraden und Bn eine endlich-
dimensionale stetige Basis. Dann ist eine ﬁnite FFD-Funktion φA gegeben durch
φAx   x 
n
Q
i 
bixai . (.)
Der Raum der ﬁniten FFD-Funktionen zur Basis Bn wird mitΦBΩ bezeichnet.

 Freiform-Deformation
Es gilt ΦBΩ b ΨΩ und der Raum der ﬁniten FFD-Funktionen ist ein
Vektorraum bezüglich der Freiheitsgrade.
Im Folgenden soll untersucht werden, wie die lokale, globale und homotope
Zulässigkeit sich auf die ﬁniten FFD-Funktionen auswirkt. Für das nicht restrin-
gierte Problem sind alle lokal zulässigen FFD-Funktionen auch global zulässig.
Desweiteren sind global zulässige FFD-Funktionen auch homotop zulässig.
Für den restringierten Fall muss die Menge der Freiheitsgrade A etwas ge-
nauer angeschaut werden. Dafür betrachten wir einen Raum von ﬁniten FFD-
Funktionen der nicht zulässige FFD-Funktionen enthält. Sei also Z die Menge
der zulässigen geometrischenObjekte und dieMenge der lokal zulässigen FFD-
Funktionen sei durch Ψ
Z ,uΩ gegeben. Sei weiter ΦBΩ~ΨZ ,uΩ ~  g, das
heißt im Raum der ﬁniten FFD-Funktionen sind nicht zulässige FFD-Funktio-
nen enthalten.
Da aber nur die zulässigen FFD-Funktionen zur Optimierung geeignet sind,
gilt es, die Zulässigkeit der verwendeten ﬁniten FFD-Funktionen, sicher zu stel-
len. Um zu garantieren, dass die betrachteten ﬁniten FFD-Funktionen zulässig
sind, wird der Begriﬀ der zulässigen Freiheitsgrade eingeführt.
Deﬁnition .. SeiΦBΩ ein n-dimensionaler Untervektorraum vonΨΩmit
den Freiheitsgraden A > Rn, u > Ω ein geometrisches Objekt und Z die Menge
der zulässigen geometrischen Objekte.
• Die Menge Au b Rn heißt lokal zulässige Menge von Freiheitsgraden,
falls für jedes A > Au die ﬁnite FFD-Funktion φA > ΨZ ,u eine lokal
zulässige-FFD Funktion ist.
• Die MengeA b Rn heißt global zulässigeMenge von Freiheitsgraden, falls
für jedes A > A die ﬁnite FFD-Funktion φA > ΨZ eine global zulässige-FFD
Funktion ist.
Eine homotop zulässige FFD-Funktion ist für jedes A > A˜ gegeben, falls A˜
wegzusammenhängend ist und A
I
   , . . . ,  > A˜ gilt.
Deﬁnition .. Die Menge der ﬁniten zulässigen FFD-Funktionen ist gegeben
durch
MB,A   φA > ΦBΩ S A > A. (.)

. Finite FFD-Räume
Eine Menge von FFD-Funktionen ist also durch eine Basis und eine Menge
zulässiger Vektoren gegeben. Somit existieren drei Möglichkeiten, die Zulässig-
keit dieserMenge zu erreichen. Zum einen dieWahl einer geeigneten Basis bzw.
die Einschränkung der zulässigen Freiheitsgrade oder aber eine Kombination
beider Möglichkeiten.
Bemerkung .. Die Zulässigkeit von ﬁniten FFD-Funktionen über die Menge
der zulässigen Freiheitsgrade zu kontrollieren, ist für komplexes Z nicht einfach.
Im Allgemeinen kann man davon ausgehen, dass, fallsZ eine komplizierte Struk-
tur hat,A ebenfalls eine komplizierte Struktur hat. Dies erleichtert nicht das Opti-
mierungsproblemund ist aus diesemGrund kein sinnvoller Ansatz.Hinzu kommt,
dass es für homotope FFD-Funktionen notwendig ist, A auf Zusammenhangs-
komponenten zu überprüfen. In Kapitel  werden wir eine Methode angeben, die
es ermöglicht, die Struktur von A stark zu vereinfachen und im besten Fall zu
A   Rn führt. Der Begriﬀ der zulässigen Freiheitsgrade wird im Weiteren ver-
wendet werden und wurde aus diesem Grund hier angegeben.
Bevorwir uns weiter mit den ﬁniten FFD-Räumen befassen, gebenwir einige
Beispiele von möglichen Basisfunktionen an.
Beispiel .. Als erstes betrachten wir die Monombasis des Polynomraums der
Ordnung n für Ω b R. Die Polynombasis ist gegeben durch
bix   x
i (.)
mit  B i B n   und x > Ω. Für die Menge der zulässigen Freiheitsgrade A im
nicht restringierten Fall giltA   Rn.
Während FFD-Transformationen für Ω b R nur selten verwendet werden,
sind solche für Ω b R oder Ω b R der Normalfall. Aus diesem Grund wird
noch ein Beispiel für Ω b R angegeben.
Beispiel .. Sei Ω b R, dann sind weitere mögliche Basen gegeben durch,
b, . . . , b   
  x 
   y
 (.)
b , . . . , b   
  x  y 
   y  x
 (.)

 Freiform-Deformation
b , . . . , b   
 y xy x
y xy x 
 . (.)
Das FFD-Optimierungsproblem (.) mit ﬁniten FFD-Funktionen führt zu
dem ﬁniten FFD-Optimierungsproblem.
Deﬁnition .. SeiΦBΩ ein ﬁniter FFD-Raum der Dimension n, dann ist das
ﬁnite FFD-Optimierungsproblem gegeben durch
FFFO
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Sei D b PΩ
f D   R,
hD   Rm , gD   Rm ,
Z   u > D S hu   , gu C 
Gesucht:
A   argmin f φAu S A > Au.
(.)
Dabei sei f , g , h > CD.
Die Struktur der Menge A kann aufgrund der Nebenbedingungen g und h
sehr komplex werden. Falls dies der Fall ist, so bleibt das Problem der nichtli-
nearen geometrischen Optimierung weiterhin schwer lösbar. In Kapitel  wird
gezeigt, wie verschiedene komplexe Strukturen vereinfacht und in einigen Spe-
zialfällen ein konvexes A erreicht werden kann. Zuvor werden zwei Polynom-
basen detailiert betrachtet und anhand der durch sie erzeugten Mengen von
ﬁniten FFD-Funktionen eine Bewertung jener Basen angegeben. Zur Klassiﬁ-
zierung der verschiedenen Mengen von ﬁniten FFD-Funktionen wird der Be-
griﬀ der Flexibilität verwendet, der im nächsten Unterkapitel erklärt wird.
.. F  FFD-R
Im Folgenden soll der Begriﬀ der Flexibilität von Mengen von ﬁniten FFD-
Funktionen eingeführt werden. Dieser Begriﬀ ermöglicht eine Klassiﬁzierung
der verschiedenenMengen. Die Flexibilität einerMenge von ﬁniten FFD-Funk-
tionen ist immer als relativ zu der Menge der zulässigen FFD-Funktionen zu
verstehen. Dabei wird die Menge der (global bzw. lokal) zulässigen FFD-Funk-
tionen mit der Menge der lokal bzw. global zulässigen ﬁniten FFD-Funktionen
zu einer gegebenen BasisB verglichen. Bevor die Flexibilität deﬁniert wird, wer-
den die - und -Flexibilität kurz anschaulich erklärt.
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(a) -ﬂexibel (b) -ﬂexibel
Abbildung .: - und -Flexibilität
Dafür betrachtet man einen Punkt x > Ω und eine beliebige regulär parame-
trisierte stetige Kurve c  a, b   Ω, die durch den Punkt x   ct, t > a, b
geht. Für die ersten Beispiele sei Z   PΩ, und die Menge der ﬁniten FFD-
FunktionenM sei gegeben durchMB,Rd   ΦBΩ. Sei weiter x > Ω ein
Punkt, in dem die Flexibilität der MengeM betrachtet werden soll. Dafür be-
stimmt man die Menge der Bilder von x unter allen ﬁniten FFD-Funktionen
φA >MB,A. Oﬀensichtlich kann x auf jeden anderen Punkt x > Ω abgebil-
detwerden.Dies gilt aber nur für dennichtrestringierten Fall. Diese Eigenscha 
soll als -ﬂexibel bezeichnet werden, genauer gilt (siehe Abbildung .(a)):
Sei Z   PΩ. Eine -ﬂexible Menge von FFD-Funktionen im Punkt x ist
durch eine Menge von ﬁniten FFD-Funktionen MB,A gegeben, wenn es
ein є A  gibt, so dass zu jedem x > Bєx ein φA > MB,A existiert mit
φAx   x.
Im restringierten Fall kann die Menge der Bildpunkte eingeschränkt wer-
den. Deswegen wird im restringierten Fall nicht die gesamte Umgebung von
x betrachtet, sondern nur die Bilder von x, die mit zulässigen FFD-Funktionen
ψ > Ψ
Z
erreicht werden können. Wenn ein Punkt ﬁxiert ist, also ψx   x für
alle ψ > Ψ
Z
gilt, so ist die MengeMB,A in diesem Punkt -ﬂexibel, sobald
sie die Identität enthält. Für einen ﬁxierten Punkt gilt:
Eine -ﬂexible Menge von FFD-Funktionen ist durch eine Menge von ﬁni-
ten FFD-Funktionen MB,A gegeben, wenn es ein є A  gibt, so dass zu
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jedem ψx > Bєx,ψ > ΨZ ein φA > MB,A existiert mit φAx   ψx.
Anschaulich beschrieben bedeutet dies, dass die möglichen kleinen Verschie-
bungen eines Punktes durch ﬁnite FFD-Funktionennicht stärker eingeschränkt
sein dürfen, als dieMenge aller zulässigenVerschiebungen diese Punktes, gege-
ben durch die Menge der zulässigen FFD-Funktionen ψ > Ψ
Z
Ω.
Im R bedeutet dies, dass es zu jedem Punkt aus Ω eine є-Umgebung gibt,
in der der Punkt ohne Einschränkung verschoben werden darf (siehe Abbil-
dung .(a)). Diese Bedingung ist leicht zu erfüllen und schon eine einfache Ba-
sis, wie bi   ei ,  B i B d für Ω b Rd , ist in diesem Sinn -ﬂexibel. Es existieren
aber auch ﬁnite FFD-Räume, die nicht -ﬂexibel sind. Dies ist die schwächste
Form der Flexibilität.
Die nächst höhere Form der Flexibilität, die -Flexibilität, wird durch die Be-
trachtung der Tangentenvektoren Ñv an die Kurve c im Punkt x erreicht. Es wird
nun für den Tangentenvektor eine ähnliche Bedingung wie für den einzelnen
Punkt x deﬁniert. Man betrachte eine reguläre einmal stetig diﬀerenzierbare
Kurve c, die durch x geht. Sei Ñv der Tangentenvektor von c im Punkt x   ct,
also
Ñv  
d
dt
ctV
t t
. (.)
Die Menge der ﬁniten FFD-Funktionen ΦB ist Tangenten- oder -ﬂexibel im
Punkt x, falls sie -ﬂexibel ist und ein є A  existiert, so dass es zu jeder Tangente
Ñv > BєÑv ein φA > ΦB gibt mit
d
dt
φActV
t t
 
Ñv. (.)
Im R und für einen ﬁxierten Punkt x > Ω ist dies vergleichbar mit einer
Rotation des Raumes imPunkt x oder einer Streckung (sieheAbbildung .(b)).
In dem Beispiel wurde der Punkt festgehalten um eine bessere Anschauung zu
ermöglichen.
Bevor die Flexibilität einerMenge vonﬁnitenFFD-Funktionendeﬁniertwird,
werden noch einige vorbereitende Deﬁnitionen benötigt.
Deﬁnition .. Sei c > Ck a, b, Ω eine regulär parametrisierte Kurve und
ψ > ΨΩ sei ein Raum von k-mal stetig diﬀerenzierbaren FFD-Funktionen.
Dann ist die Ck-Norm von ∆ψ   ψ  I gegeben durch
Y∆ψYCk   sup
YcY
Ck
B
Y∆ψ X cYCk . (.)
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Dabei ist Y   YCk a,b die Ck-Norm über  a, b.
Tk
f
t; t bezeichne das Taylorpolynom der Funktion f vom Grad k an der
Stelle t. Die allgemeine Deﬁnition der Flexibilität wird für die restringierten
FFD-Räumen angegeben. Die Flexibilität einer Menge von ﬁniten FFD-Funk-
tionen ist wie folgt deﬁniert.
Deﬁnition .. Sei x > Ω und c > Ck a, b, Ω, YcYCk B  eine regulär para-
metrisierte Kurve mit ct   x , t > a, b. Eine Menge ﬁniter FFD-Funktionen
MB,A heißt k-ﬂexibel im Punkt x, falls ein є A  und ein γ A  existieren, so
dass für jedes ψ > Ψn
Z
Ω mit
Y∆ψYCk  γ (.)
ein zulässiges A > A existiert, für das
TkψXct; t   T
k
φAXc
t; t (.)
für alle t > Bєt gilt.
DieDeﬁnition bezieht sich nur auf dieMenge der global zulässige FFD-Funk-
tionen. Falls die Deﬁnition auf die Menge der lokal zulässigen FFD-Funktio-
nen erweitert wird, wäre es nötig sicherzustellen, dass die Kurve ein zulässiges
geometrisches Objekt ist. Dies führt lokal wieder zu der gleichen Deﬁnition.
Also beschränkt man sich bei der Flexibilität auf den Vergleich der ﬁniten FFD-
Funktionen mit den global zulässigen FFD-Funktionen.
Beispiele .. InAbbildung . ist an einigen Beispielen dieDeﬁnition der Flexibi-
lität aufgezeigt.Manbetrachtet einenPunkt x auf einerKurve c und einHindernis
W . Abbildung .(a) zeigt die zu demPunkt x gehörende є-Umgebung. EineMen-
ge von FFD-Funktionen ist dementsprechen -ﬂexibel, wenn der Punkt x an jede
Stelle der є-Umgebung verschoben werden kann. Die Abbildungen .(b) und (c)
zeigen solche Deformationen, die die Kurve zulässig deformieren und den Punkt
x innerhalb der є-Umgebung verschieben. Da alle FFD-Funktionen, die x in das
HindernisW verschieben, nicht zulässig sind (siehe Abbildung .(d)), wird nicht
die gesamte є-Umgebung betrachtet, sondern nur der Schnitt der є-Umgebung mit
dem Komplement vonW .
Für die -ﬂexiblen Funktionenräume betrachtet man den Tangentenvektor Ñv
der Kurve c im Punkt x. In Abbildung .(a) ist eine lineare FFD verwendet
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(a) Umgebung für -Flexibilität (b) zulässige lineare Deformation
(c) zulässige lineare Deformation (d) nicht zulässige Deformation
Abbildung .: Beispiele für Deformationen mit HindernisW
worden. Dabei ist ψc die konstante Deformation, innerhalb der є-Umgebung
für die -ﬂexiblen Funktionen und ψc die lineare Deformation, für die die
є-Umgebung für die -ﬂexiblen Funktionen angegeben ist. Die Bedeutung der є-
Umgebung für die -Flexibilität ist aus den vorgehenden Beispielen bekannt. Die
neu hinzugekommene graue Fläche zeigt die Bedeutung der -Flexibilität an. Da
Tangente und Kurve in x übereinstimmen, muss die Kurve um x soweit rotieren
können, dass sie den kompletten grauen Bereich überdeckt, der Tangentenvektor
sich also frei bewegen lässt. Wäre die Kurve nicht durch eine Gerade gegeben, so
müsste diese Bedingung für den Tangentenvektor der Kurve im Punkt x erfüllt
sein.
Abbildung .(b) zeigt, welchen Bereich die Deformation des Tangentenvektors
abdecken muss, falls der Punkt x Teil des Hindernisses, bzw. ﬁxiert ist. Da der
Punkt ﬁxiert ist, ist die є-Umgebung für die -Flexibilität nicht vorhanden. Es ist
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(a) Umgebung für - und -Flexibilität (b) Umgebung für -Flexibilität
(c) Umgebung für -Flexibilität
Abbildung .: Weitere Beispiele für Deformationen mit HindernisW
dementsprechend nur der Bereich für die -Flexibilität angegeben, dieser ist durch
das Hindernis beschränkt, da der Punkt ein Teil des Hindernisses ist. Würde der
Tangentenvektor in das Hindernis hineinzeigen, so würde die Kurve auch in das
Hindernis hineinführen und wäre damit nicht zulässig.
In Abbildung .(c) ist ebenfalls nur die Umgebung für die -ﬂexiblen Funktio-
nen angegeben, die Abbildung soll zeigen, dass das Hindernis diese Umgebung,
anders als bei der Umgebung für die -ﬂexiblen Funktionen, nicht beschränkt, da
eine deformierte Kurve, deren Tangente durch dasHindernis geht, nicht durch das
Hindernis verlaufen muss. Im Gegensatz zu dem vorigen Beispiel ist der betrach-
tete Punkt nicht Teil des Hindernisses bzw. nicht ﬁxiert.
Betrachten wir eine Menge von ﬁniten FFD-Funktionen MB,A. Sei im
Folgenden mxMB,A der maximale Wert der Flexibilität im Punkt x.
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Deﬁnition .. SeiZ die Menge aller zulässigen geometrischen Objekte und sei
Ω
Z
 

u>Z
u, (.)
dann deﬁniert man die Flexibilität ﬂex als
ﬂexMB,A   min
x>Ω
Z
mxMB,A. (.)
Beispiele .. Um die Deﬁnition noch etwas verständlicher zu machen, schau-
en wir noch einmal zwei Beispiele an. Für eine -ﬂexible MengeM von FFD-
Funktionen muss nach Deﬁnition gelten, dass es ein φA >M gibt mit
TψXct; t   ψct   φAct   T

φAXc
t; t. (.)
Dies ist eben jene Bedingung, die für die -Flexibilität steht. Betrachten wir sie
genauer: Da Y∆ψY  є gilt, liegt ψct in einer є-Umgebung von ct. Es
genügt also sicherzustellen, dass in U   φAct S φA >M eine Umgebung
von ct enthalten ist.
Damit eineMengeM von FFD-Funktionen -ﬂexibel ist, muss eine FFD-Funk-
tion φA >M existieren mit
ψct   φAct (.)
und
d
dt
ψctV
t t
 
d
dt
φActV
t t
. (.)
Dann stimmen auch die Taylorpolynome bis zum Grad eins überein.
Damit wurde die Flexibilität von Mengen ﬁniter FFD-Funktionen in einem
festen aber beliebigen Punkt betrachtet. Dabei wird nicht berücksichtigt, wel-
chen Einﬂuß die FFD-Funktionen auf den Rest des Raumes haben. Da die mei-
sten geometrischenObjekte ausmehr als einemPunkt bestehen, scheint es sinn-
voll zu sein, die Flexibilität in mehreren Punkten gleichzeitig zu fordern.
Im Folgendenwird die Flexibilität für zwei Punkte untersucht. Dafür werden
zwei Punkte x, x mit dem Abstand dx, x A δ betrachtet. Angenommen,
es exisitiert eine Menge ﬁniter FFD-FunktionenM, die in beiden Punkten k-
ﬂexibel ist. Dann ist nicht sichergestellt, dass eine gegebene k-ﬂexible Deforma-
tion von x ebenfalls k-ﬂexibel für x ist. Dazu geben wir zuerst ein Beispiel an
und danach wird die Flexibilität für zwei Punkte deﬁniert.
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Beispiel .. Sei d    und B    ex, ex. Sei weiter der Raum nicht restrin-
giert, also D   PΩ, dann gilt A   R. Die MengeM   ΦBΩ,A ist -
ﬂexibel in jedem Punkt, da für jeden Punkt x   x, x > Ω die Gleichung
φAx   
x
x
  
x 
 x

a
a
   
є
є
 (.)
für beliebiges є   є, є immer eine Lösung A   a, a > A besitzt.
Seien weiter P und Q zwei Punkte in Ω mit P ~  Q. Für jedes φA > ΨB mit
ψAP   P, folgt dass A    ,  und damit ψAQ   Q gilt. Das heißt, eine
Fixierung eines Punkte führt zur Fixierung aller Punkte vonΩ. Die Punkte lassen
sich also nicht unabhängig von einander bewegen. Falls aber
B   
 x x   
    x x
 (.)
gewählt ist, so folgt aus einer Fixierung von P keine Fixierung von Q.
Deﬁnition .. Sei x, x > Ω mit dx, x A δ. Weiter sei c > Ck a, b, Ω,
YcYCk B  eine regulär parametrisierte Kurve mit ct   x und ct   x mit
t, t > a, b. Eine Menge k-ﬂexibler ﬁniter FFD-FunktionenMB,A heißt
δ, k-ﬂexibel, fallls ein є A  und ein γ A  existieren, so dass für jedes k-mal
stetig diﬀerenzierbare ψ > Ψ
Z
Ω mit Y∆ψYCn  γ ein zulässiges A > A existiert,
für das
TkψXct; t   T
k
φAXc
t; t (.)
für alle t > Bєt und
TnψXct; t   T
n
φAXc
t; t (.)
für alle t > Bєt gilt.
ImVordergrund dieser Arbeit soll aber die Flexibilität einerMenge von FFD-
Funktionen in einem Punkt stehen. Aus diesem Grund wird hier auf die δ-Fle-
xibilität nicht weiter eingegangen.
Nachdem nun ein geeignetes Mittel angegeben wurde, umMengen von FFD-
Funktionen zu klassiﬁzieren, werden spezielle ﬁnite FFD-Räume, die polyno-
mialen FFD-Räume, betrachtet.
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.. P FFD
In diesem Unterkapitel werden spezielle ﬁnite FFD-Räume betrachtet. Als er-
stes soll der Raum der multivariaten Polynome betrachtet werden. Aus dem
Eindimensionalen ist bekannt dass die Polynome (Satz von Weierstraß) gute
Approximationseigenscha en haben, dies lässt sich auf denRd (Satz von Stone-
Weierstraß) ebenfalls zeigen. Aus diesemGrund werden hier polynomiale FFD-
Räume betrachtet.
Manbeginntmit geeigneten Polynombasen für Teilräumedes RaumesP , der
multivariaten Polynome, überΩ . Zur Darstellung der Basisfunktionen bedient
man sich der Linearen Algebra und gibt die Basis als eine Matrix an. Dabei
stehen in den Spalten der Matrix die Basisfunktionen bi der Basis B. Als erstes
wird die multivariate Polynombasis deﬁniert.
Deﬁnition .. Sei I   α > Nd S SαS B k die Menger aller Multiindizes de-
ren Betrag kleiner gleich k ist und mit einer lexikographischen Ordnung versehen
sind. Dann erhält man diemultivariate Polynombasis Bk
P
des multivariaten Po-
lynomraumes P k
Ω
der Ordnung k   über Ω durch
Bk
P
x  



bx . . . bmx   . . . 
 . . .    . . . 
 . . .   bx . . . bmx



(.)
mit x > Ω,m   SIS   
d  k
k
 und
bix   x
α i
  x
α i ,
  x
α i ,d
d
. (.)
Die Dimension der allgemeinen Polynombasis ist gegeben durch
n   dimBk
P
   d 
d m
m
  
d m!
m!d  !
. (.)
Ausgehend von dieser Basis erhält man die nachstehenden FFD-Funktionen.
Deﬁnition .. Eine multivariate polynomiale FFD-Funktion φAx ist gegeben
durch einen Vektor von Freiheitsgraden A und die Basis Bn
P
mit
φAx   x  B
k
P
xAT (.)
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wobei mit A   A, . . . ,Ad und Ai   ai, , . . . , ai,m
Bk
P
xAT   ebxA
T
         edbdxA
T
d (.)
bixA
T
i   Q
SαSBn
ai, jx
α i (.)
gilt.
Die Menge der benötigten Freiheitsgrade ist bei multivariaten Polynomräu-
men mit geringer Ordnung bereits sehr hoch, wie Tabelle . zeigt. Dabei ist zu
beachten, dass der zur Optimierung nötige Aufwand im Allgemeinen überpro-
portional zu der Anzahl der zur Optimierung verwendeten Parameter steigt.
Abhängig von der Dauer eine einzelnen Auswertung des Zielfunktionals und
der Existenz einesGradienten, könnenOptimierungsproblememitwenigenPa-
rameter bereits schwierig zu berechnende Optimierungsprobleme darstellen.
d , k     
     
     
     
Tabelle .: Anzahl der Freiheitsgrade für multivariate Polynomräume
Beispiele .. Man betrachte die allgemeine Polynombasis Bk
P
für k    und
d   . Dann ist B
P
gegeben durch
B
P
  
 x x x xx x

 
  x x x xx x


 (.)
Der dazugehörige Vektor von Freiheitsgraden A ist aus dem R.
Man betrachte als weiteres Beispiel die allgemeine Polynombasis Bk
P
für k   
und d   . In Abbildung . kann dieWirkung der FFD-Funktionen auf das Ein-
heitsquadrat  ,  im R betrachtet werden. Ausgehend von dem geometrischen
Objekt (..a) wird eine lineare (..b), eine homogen quadratische (..c) und
eine quadratische (..d) FFD-Transformation auf das geometrischeObjekt ange-
wandt. Zu beachten ist, dass Abbildung (..a) ebenfalls eine FFD-Transformation
mit φA   I ist.
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(a) Identität (b) linear (c) homogen qua-
dratisch
(d) allgemein
Abbildung .: polynomiale FFD-Beispiele
In Kapitel .. wurde gezeigt, dass die lokalen FFD-Funktionen unter hin-
reichenden Bedingungen das nichtlineare geometrischeOptimierungsproblem
(.) lösen. Im Folgenden soll gezeigt werden, dass der ﬁnite FFD-Raumder po-
lynomialen FFD-Funktionen ebenfalls das nichtlineare geometrische Optimie-
rungsproblem näherungsweise lösen kann. Dafür zeigen wir als erstes, dass es
möglich ist,mit denﬁnitenpolynomialenFFD-Funktionendie FFD-Funktionen
gleichmäßig zu approximieren.
Lemma .. Sei ψ > ΨΩ und Ω ` Rd kompakt, dann existiert zu jedem є A 
eine ﬁnite FFD-Funktion φA > P mit Yψ  φAYª  є.
Beweis. Der Beweis stützt sich im wesentlichen auf den Satz von Stone-Weier-
strass (siehe [Wer]). Sei є A  und ψ > ΨΩ. Dann kann ψ in seine ein-
zelnen Komponenten zerlegt werden und man erhält ψ   ψ . . . ψd
T
. Im
Folgenden zeigt man, dass für jede einzelne Komponenteψi der Satz von Stone-
Weierstrass angewendet werden kann und eine ﬁnite FFD-Funktion ϕA > ΦnB
P
existiert, für deren i-te Komponente φAi die gleichmässige Konvergenz ge-
gen ψi gilt. Danach muss nur noch gezeigt werden, dass die Lösungen φAi
und φA j für j ~  i unabhängig sind.
Sei im Folgenden i beliebig aber fest. Die i-te Komponente der ﬁniten FFD-
Funktion ist gegeben durch
φAi   bixA
T
i  Q
j>I
ai, jx
α j . (.)

. Finite FFD-Räume
Da die polynomialen FFD-Funktionen eine Algebra bilden, in der die Konstan-
ten Funktionen enthalten sind und die Punkte trennend ist, kannman den Satz
von Stone-Weierstrass anwenden. Dieser besagt, dass ein p > P mit
Yψi  piYª  є (.)
existiert. Da die bi eine Basis von P bilden, existiert ein Vektor von Freiheits-
graden Ai mit pi   φAi und damit
Yψi  φAiYª  є. (.)
Es bleibt also noch zu zeigen, dass die einzelnen Komponenten der polyno-
mialen FFD-Funktionen voneinander unabhängig sind.Dies gilt, da für die i-te
Komponente von φA nur die Einträge Ai wesentlich sind. Alle anderen Einträge
von Awerden mit e j, j ~  i multipliziert.
Damit ist nun sichergestellt, dass wir jede FFD-Funktion approximieren kön-
nen. Als nächstes wendet man dies auf die lokal zulässigen FFD-Funktionen an.
¿eorem .. SeiD b PΩ oﬀen undHu b D die Homöomorphieklasse von u.
Sei weiter f D   R stetig bezüglich der von Y.Y
ª
induzierten Hausdorﬀmetrik
und sei u > H ein lokales Minimum von f . Dann gibt es zu jedem є A  ein
φA > ΦnB
P
mit S f u  f φAuS  є.
Beweis. Da u und u in einer Homöomorphieklasse liegen, gibt es also einen
Homöomorphismus F der u nach u abbildet. Nach Lemma . gibt es dann
eine ψ > Ψ
Z ,u, mit ψSu   F. Dann gibt es nach Lemma . eine ﬁnite FFD-
Funktion φA > ΦnBn
P
mit Yψ  φAYª  δ für jedes δ A . Es gilt,
S f u  f φAuS   S f u

  f ψu  f ψu  f φAuS
B S f u  f ψuS  S f ψu  f φAuS
  S f ψu  f φAuS
Wegen der Stetigkeit von f , existiert ein δ A , so dass S f ψu f φAuS  є
gilt.
Zwar wurde gezeigt, dass der Fehler beliebig klein wird, dies geschieht aber
in der Maximumsnorm, die ungeeignet sein kann. So wäre es sinnvoll, die Ap-
proximationseigenscha en der Basis auch in einer Sobolevnorm zu betrachten.

 Freiform-Deformation
Es bleibt noch zu zeigen, dass die Menge der multivariaten Polynome, die
durch die Polynombasis Bk
P
gegeben ist, k-ﬂexibel ist.
Lemma .. Die Menge der global zulässigen ﬁniten FFD-Funktionen zur Basis
Bk
P
M
k
P
  φA > ΦBk
P
Ω S A > A (.)
ist k-ﬂexibel falls ein δ A  existiert, so dass eine є-Umgebung BδAI in den
zulässigen Freiheitsgraden A enthalten ist, BδAI b A. Insbesondere istMk
P
k-ﬂexibel auf einem nicht restringierten Raum.
Beweis. Der Beweis folgt direkt aus Lemma ., da die reine Polynombasis (sie-
he Deﬁnition .) in der allgemeinen enthalten ist.
Es soll noch eine weitere polynomiale Basis angeführt werden. Dabei soll die
Anzahl der Freiheitsgrade verringert werden, während die Flexibilität erhalten
bleibt.
Deﬁnition .. Sei α ein lexikographisch geordneterMultiindexmit SαS B k (wie
inDeﬁnition .), wobei immer nur ein Eintrag von αi ungleichNull ist. Die reine
Polynombasis Bk
R
der Ordnung k   über Ω ist gegeben durch
Bk
R
x  



bx . . . bmx   . . . 
 . . .    . . . 
 . . .   bx . . . bmx



(.)
mit x > Ω,m   dk und
bix   x
α i ,
  x
α i ,d
d
. (.)
Die Dimension der reinen Polynombasis ist gegeben durch
n   dimBk
R
   d  dk. (.)
Diese Basis benötigt weniger Koeﬃzienten als die allgemeine Polynombasis,
wie die Tabelle . zeigt.
Beispiel .. Betrachten wir die reine Polynombasis Bn
R
für n    und Ω b R.
Dann ist B
R
gegeben durch
B
P
  
 x x x x

 
  x x x x


 (.)
Der dazugehörige Vektor von Freiheitsgraden A ist aus dem R.

. Finite FFD-Räume
d , k     
     
     
     
Tabelle .: Anzahl der Freiheitsgrade für reine Polynomräume
Lemma . lässt sich nicht für die reine Polynombasis formulieren, da die
Polynome aus dem von der Basis aufgespannten Raum keine Algebra bezüglich
der Multiplikation bilden. Denn während
p     x  x (.)
in der Menge der reinen Polynome liegt, ist
p     x  x  x

  x

  xx (.)
nicht in dieser enthalten.
Lemma . ist für theoretische Ergebnisse interessant, in den Anwendung
hingegen wird die Flexibilität einer Menge von FFD-Funktionen im Allgemei-
nen als wichtige Eigenscha verwendet. Aus diesemGrund betrachtet man die
reine Polynombasis weiter, auch wenn sie das Lemma nicht erfüllt.
Lemma .. Die MengeMk
R
der global zulässigen ﬁniten FFD-Funktionen zur
Basis Bk
R
M
k
R
  φA S φA > ΦBn
R
Ω,A > A (.)
ist k-ﬂexibel, falls ein δ A  existiert, so dass eine δ-Umgebung BδAI in den
zulässigen Freiheitsgraden A enthalten ist, BδAI b A. Insbesondere istMR
k-ﬂexibel auf einem nicht restringierten Raum.
Beweis. Wir zeigen als erstes, dassMk
R
auf einem nicht restringierten Raum
k-ﬂexibel ist. Sei x > Ω ein beliebiger Punkt und c eine regulär parametrisierte
k-mal stetig diﬀerenzierbare Kurve mit
ct  








ct

cit

cdt








(.)

 Freiform-Deformation
und ct   x. Für die Taylorpolynome im Punkt t schreiben wir
k
Q
j 
αi, jt  t
j
  TkψXct; t (.)
k
Q
j 
αi, jt  t
j
  TkφAXct; t. (.)
mit αi   αi, , . . . , αi,k und βi   βi,, . . . , βi,k. Um zu zeigen, dassMk
R
k-ﬂe-
xibel ist, d.h. es existiert ein A > A für das
TkψXct; t   T
k
φAXc
t; t (.)
gilt, genügt es zu zeigen, dass die Gleichung
eTi T
k
ψXct; t   e
T
i T
k
φAXc
t; t (.)
für jedes i > N,  B i B d und für jedes βi > Rk lösbar ist. Dies ist erfüllt, falls
β b α gilt.
Da die Kurve regulär parametrisiert wird, existiert ein r >  , dmit crx ~  .
Dann existiert eine є-Kugel Bєx in der die Umkehrfunktion cr von cr exi-
stiert. Die Umkehrfunktion ist gegeben durch t   cr s. Sei c˜   c X c

r s,
dann stimmt die Kurve
c˜s  








ccr s

s

cdcr s








(.)
auf Bє mit c überein.
Wir zeigen nun, dass
eTi T
k
ψXc˜s; s   e
T
i T
k
φAXc˜
s; s (.)
gilt. Sei i, fest aber beliebig, dann ist αi gegeben durch
αi  




!


k!



Wi,Bc˜s



ami

ami



(.)

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wobei Wi,Bc˜s die Wrontskimatrix von bim , . . . , bmi b Bc˜s im
Punkt s   s bezeichnet. Die Wrontskimatrix ist dann gegeben durch
Wi.Bc˜s  








 s s s . . . sk
  s s . . . ksk
   s . . . kk  sk
 
    . . . k!








. (.)
Die Matrix ist eine obere Dreiecksmatrix und die Elemente auf der Diagonalen
sind ungleich Null, also ist sie regulär für jedes s. Damit ist das lineare Glei-
chungssystem
βi  




!


k!



Wi,Bc˜s



ami

ami



  DWiAi (.)
für alle βi lösbar. Dann gilt
TkψXc˜s; s   T
k
φAXc˜
s; s (.)
da die Basisfunktion immer nur in einer Raumkomponente ungleich  sind.
Damit gilt aber auch
TkψXc˜Xcrt; t   T
k
ψXct; t   T
k
φAXc
t; t   T
k
φAXc˜Xcr
t; t (.)
da c˜ X cr   c gilt.
Es bleibt der restringierte Fall, sei alsoA ~  Rd . Nach Voraussetzung existiert
eine zulässige oﬀene δ-Umgebung von A
I
. Dann ist die Menge der durch Glei-
chung . gegebenen βi zu den Ai aus der Umgebung von AI ebenfalls eine
oﬀene δ-Umgebung. Dann exisitert auch ein є A , so dass für alle ∆ψ mit
Y∆ψY  є, βi aus dieser oﬀenen Umgebung ist.
Abschließend werden die beiden hier vorgestellten Basen noch einmal an
einem Beispiel verglichen.
Beispiel .. Betrachten wir erneut Beispiel . und wenden die reinen und die
allgemeinen polynomialen FFD-Räume auf das Beispiel an. Für n    sind der
reine und der allgemeine Raum identisch und die Bogenlänge verringert sich auf

 Freiform-Deformation
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Abbildung .: FFD-Transformationen mit der allgemeinen Polynombasis der
Ordnung , , 
L  . (siehe Abbildung .(a) und Abbildung .(a)). Für n    unter-
scheiden sich die beiden FFD-Räume. Im allgemeinen Fall ergibt sich eine op-
timale Bogenlänge von . und im reinen Fall kann die Bogenlänge auf .
reduziert werden (siehe Abbildung .(b) und Abbildung .(b)). Für n    ist
der Unterschied wieder geringer, wir erhalten im reinen Fall für die Bogenlänge
Ls   . und im allgemeinen Fall La   . (siehe Abbildung .(c)
und Abbildung .(c)). Scheinbar sind die FFD-Räume für Kurven in diesem
Beispiel nahezu gleichwertig. Die hier verwendeten FFD-Funktionen waren für
n   ,  nur lokal zulässig, für n    global zulässig.
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Abbildung .: FFD-Transformationen mit der reinen Polynombasis der Ord-
nung , , 

. Finite FFD-Räume
Bemerkung .. Es ist zu bemerken, dass das Beispiel . leicht einen falschen
Eindruck von der Mächtigkeit der FFD-Funktionen vermitteln kann. Deswegen
ist es notwendig sich vor Augen zu führen, dass es sich hier nur um lokal zulässige
FFD-Funktionen handelt. Diese bilden ganzΩ auf eine Kurve ab, wobei die FFD-
Deformationen, wenn sie nur auf die Kurve s angewandt werden, injektiv auf s
sind. Die Deformationen sind mit wenigen Freiheitsgraden möglich, da nur we-
nige Restriktionen zu erfüllen sind. Würde man zum Beispiel weitere Kurven mit
ﬁxierten Anfangs- und Endpunkten in dem Beispiel verwenden, so erhielte man
unter Umständen keine zulässigen FFD-Funktionen außer der Identität. Es ist al-
so notwendig, die Freiheitsgrade von den Restriktionen zu entkoppeln, damit die
Freiheitsgrade nicht zur Erfüllung der Restriktionen verwendet werden. Aus die-
semGrundwerden hauptsächlichMengen von global zulässigenFFD-Funktionen
betrachtet.
.. S FFD
Nachdem die polynomialen FFD-Funktionen behandelt wurden, werden nach-
folgend stückweise polynomiale Funktionen, sogenannte Splinefunktionen be-
trachtet. Wie wir gesehen haben, eignen sich Polynome zur Approximation. Al-
lerdings hat die Approximation mit Polynomen Nachteile. Die Nachteile beste-
hen zum einen in der globalen Abhängigkeit der Polynome von den Koeﬃzien-
ten und zum anderen in der hohen Glattheit der Polynome. Ersteres führt dazu,
dass sich lokale Fehler in der Approximation auf das ganze Polynom fortpﬂan-
zen und sehr groß werden können. Desweiteren muss für eine hohe Approxi-
mationsordnung ein hoher Polynomgrad gewählt werden. O sind die gesuch-
ten Funktionen aber nur C oder C und bei der Polynomapproximation wird
versucht, sie mit Cª-Funktionen zu approximieren. Dies macht die Approxi-
mation sehr aufwändig und führt zu hohen Ordnungen von Polynomen.
Um die genannten Probleme zu lösen, verwendet man stückweise polyno-
miale Funktionen, sogenannte Splines. Eine allgemeine Einführung über Spli-
nes kann man in [Die], [Hö], [HL] und [PT] ﬁnden. Da die Splines in
dieserArbeit nur alsHilfsmittel benutzt werden und nicht zumKern der Arbeit
gehören, sind imFolgenden nur diewichtigsten Eigenscha en ohne Beweis auf-
geführt. Für die Beweise sei auf die oben genannten Arbeiten verwiesen.
Zu Beginn wird der Raum Sk,TD der Splines der Ordnung k deﬁniert.

 Freiform-Deformation
Deﬁnition .. Sei D b R und T   τ, . . . , τmk , τi  τi eine Knotenfolge
mit τ j > R. Ein Spline der Ordnung k über der Knotenfolge T ist eine Funktion
f D   R, die auf den Intervallen  τ j , τ j mit einem Polynom der Ordnung k
übereinstimmt und an einem Knoten k  -mal stetig diﬀerenzierbar ist. Der
Raum aller Splines der Ordnung k über T wird im folgendenmit Sk,TD bezeich-
net.
Der kanonische Deﬁnitionsbereich der Splines der Ordnung k ist gegeben
durch D    τk , τm und weiter bezeichnen wir mit skj    τ j , τ jk ein Teilin-
tervall des Deﬁnitionsgebietes und mit Sskj S die Länge des Intervalls. Für unsere
Zwecke werden nur solche Knotenfolgen betrachtet, die innerhalb des Deﬁni-
tionsbereichs keine doppelten Knoten enthalten, also für alle j >  k,m gilt
τ j  τ j. Diese Knotenvektoren sind nicht entartet. In den meisten Fällen wer-
den äquidistante Knotenvektoren T   hZ betrachtet.
Als nächstes soll eine Basis für Sk,TD angegeben werden, damit der Raum
als ﬁniter FFD-Raum verwendet werden kann. Als Basis werden die B-Splines
verwendet, da diese besonders günstige Basiseigenscha en haben, wie wir spä-
ter sehen werden. Dafür deﬁnieren wir die B-Splines über die Rekursionsfor-
mel.
Deﬁnition .. Sei T ein nicht entarteter Knotenvektor und
wkj t  
t  τ j
Sskj S
. (.)
Dann sind die B-Splines der Ordnung k   gegeben durch die Rekursionsformel
bj   χ τ j , τ j, (.)
bkj   w
k
j b
k
j   w
k
jb
k
j . (.)
Daraus folgt, dass der Träger eines B-Splines durch supp bkj   s
k
j gegeben
ist. Da der Träger des Splines nur lokal ist, wirkt sich eine Störung in einem
Kontrollpunkt p j nur auf den Spline im Bereich des Trägers des B-Splines bkj
aus. Der Rest des Splines ist von einer Änderung in p j unabhängig. Dies ist ein
Vorteil gegenüber den Polynomen, da sich auf diese Weise lokale Störungen
nicht auf den ganzen Spline auswirken.
Die Abbildung . ist ein Beispiel für einen Rekursionsschritt. Nachdem die

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τj τj+n+1
bnj  
wj
n
 
bnj+1 
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Abbildung .: B-Spline-Rekursionsformel
B-Splines deﬁniert wurden, muss noch gezeigt werden, dass sie eine Basis des
Sk,TD bilden. Nach [HL] gilt:
¿eorem .. Falls der Knotenvektor T    τ, . . . , τmk nichtentartet ist, bilden
die B-Splines bk , . . . , b
n
m eine Basis des Splineraums Sk,TD.
Ausgehend von der B-Spline-Basis können nun die Elemente des Splinerau-
mes angegeben werden.
Deﬁnition .. Ein Spline s > Sk,TD in B-Splineform ist gegeben durch
st  
Q
j
bkj tp j . (.)
Die Koeﬃzienten p j heißen Kontrollpunkte.
Abbildung . ist ein Beispiel für einen Spline. Splines in B-Splineform las-
sen sich stabil und eﬃzient mit dem deBoor-Algorithmus auswerten. Für die
ﬁniten FFD-Räume werden die Kontrollpunkte als Freiheitsgrade bezeichnet.
Die B-Splines haben weitere Eigenscha en, die günstig für Approximation
und Interpolation sind. Insbesondere sei die Eigenscha der lokalen Basis hier
aufgeführt.
¿eorem .. Sei T eine einfache nicht entartete Knotenfolge, dann bilden die
B-Splines
bk , . . . , b
k
m (.)

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Abbildung .: Spline
eine lokale Basis des Sk,TD, das heißt
Q
j
bkj tp j   für t >  τl , τl (.)
gilt genau dann, wenn
p j    für j >  l  k  , . . . , l (.)
gilt.
Im Gegensatz zu anderen Basen, wie den abgebrochenen Potenzen, erlauben
die B-Splines eine einfache Identiﬁkation der Kontrollpunkte mit dem beein-
ﬂussten Gebiet. Als weitere Eigenscha en seien die nicht negative Partition der
Eins, also
Q
j
bkj t   (.)
für alle t > DT und bkj C , sowie die aﬃne Invarianz und die konvexe-Hülle-
Eigenscha der B-Splines genannt.
Um die B-Splines bei der FFD-Optimierung zu nutzen, benötigt man eine
B-Spline-Basis auf Ω. Es bietet sich die folgende Wahl von Knotenvektoren
Ti ,  B i B d an. Sei Ω gegeben durch  α, β   Πdi  αi , βi, dann kann man
für eine B-Spline-Basis der Ordnung k die Knotenvektoren
Ti   αi#k, τ
i
 , . . . , τ
i
m i
, βi#k (.)

. Finite FFD-Räume
wählen, wobei
τ#k   τ, . . . , τ
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶
k mal
(.)
gilt. Für τij eignet sich der allgemeine äqudistante Ansatz
τij  
jβi  αi
mi  
 αi . (.)
Wir deﬁnieren weiter, dass ein B-Spline, der nur von der i-ten Komponente von
x abhängig ist, den Knotenvektor Ti verwendet. Diese B-Splines werden als
bkj,ix   b
k
j xi, xi >  αi , βi (.)
geschrieben. Die B-Splines einer Richtungskomponente werden mit
Âbki x   b
k
,i , . . . , b
k
m i ,i
 (.)
bezeichnet. Dann erhält man die folgende B-Spline-Basis:
Deﬁnition .. Die reine B-Spline Basis BkS der Ordnung k über Ω mit den da-
zugehörigen Knotenvektoren Ti ist gegeben durch
BkS  




Âbk , . . . ,
Âbk
d


 Âbk , . . . ,
Âbk
d




(.)
mit x > Ω. Eine reine B-Spline-FFD-Funktion φA ist dann gegeben durch
φAx   I  B
k
SA (.)
mit A > Rn, n   dimBkS.
Diese Basis ist keine Basis des allgemeinen polinomialen FFD-Raumes, da
multivariate polynomiale Anteile nicht vorhanden sind. Um auch diese Funk-
tionen darstellen zu können, benötigt man Tensorprodukt-B-Splines (TBS).
Bemerkung .. Aus Gründen der Übersichtlichkeit werden die Tensorprodukt-
B-Splines und damit auch die Tensorprodukt-B-Spline-Basis für ﬁnite FFD-Räu-
me, nur für dieDimension d    betrachtet. Die Vorgehensweise zurKonstruktion
von Basen höherer Dimension ist analog.

 Freiform-Deformation
Die Tensorprodukt-B-Splines sind stückweise bivariate Polynome. Die Kon-
struktionsidee ist wie folgt: Man legt ein Gitter, das durch die Knotenvektoren
Tσ und Tτ deﬁniert ist, über das Deﬁnitionsgebiet. Danach werden B-Splines
entlang einer der beiden Knotenvektoren und der Kontrollpunkte ausgewertet.
Diese B-Splines bilden die Kontrollpunkte für die Auswertung der B-Splines in
der zweiten Raumrichtung. Die Abbildungen . geben lineare bzw. quadrati-
sche Tensorprodukt-B-Splines an.
(a) linear (b) quadratisch
Abbildung .: Tensorprodukt-B-Splines
Deﬁnition .. Gegeben seien zwei Knotenfolgen
Tτ  τ, . . . , τmk (.)
Tσ  σ , . . . , σm˜k˜ (.)
für Splines der Ordnung k bzw. k˜. Ein bivariater Tensorprodukt-B-Spline der
Ordnung k, k˜ ist deﬁniert durch
bk,k˜
j,l
x, x   b
k
j xb
k˜
l x. (.)
Das Deﬁnitionsgebiet ist
DTσ , Tτ   DTσ  DTτ. (.)
Die Eigenscha en der B-Splines übertragen sich auf die Tensorprodukte, das
heißt, auch sie haben einen lokalen Träger und sie bilden eine linear unabhän-
gige positive Partition der Eins. Der Träger eines solchen B-Splines ist gegeben
durch
supp bk,k˜
j,l
   σ j , σ jk˜   τl , τlk. (.)

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Deﬁnition .. Ein FFD-Tensorproduktspline in B-Splineform ist durch
f x , x   I Q
j,l
bk,k˜
j,l
x, xp j,l (.)
mit x, x > DTσ , Tτ und Kontrollpunkten p j,l gegeben.
Abbildung . ist ein Beispiel für einen Tensorprodukt-B-Spline.
Abbildung .: Tensorprodukt-B-Spline
Ausgehend von den Tensorprodukt-B-Splines kann man nun die B-Spline-
Basis eines ﬁniten FFD-Raumes angeben, in der der allgemeine Polynomraum
enthalten ist.Wie in Bemerkung . erwähnt, wird nur die Basis für d    ange-
geben. Mit den gleichen Konventionen wie für die reine B-Spline-Basis erhält
man die folgende Basis aus Tensorprodukt-B-Splines.
Deﬁnition .. Diemultivariate B-Spline Basis BkTBS derOrdnung k überΩ b R

mit den zugehörigen Knotenvektoren Tσ , Tτ ist gegeben durch
BkTBS  


bk,k˜, . . . b
k,k˜
i, j . . . b
k,k˜
mk,m˜k
 . . .  . . . 
 . . .  . . .  bk,k˜, . . . b
k,k˜
i, j . . . b
k,k˜
mk,m˜k


(.)
mit x > Ω. Eine allgemeine B-Spline-FFD-Funktion φA ist dann gegeben durch
φAx   I  B
k
TBSA (.)
mit A > Rn, n   dimBnTBS.

 Freiform-Deformation
Wählt man äquidistante Knoten in beide Richtungen und k-fache Knoten zu
Beginn und am Ende des Deﬁnitionsgebietes und keine Knoten im Inneren, so
erhält man eine zu der multivariaten Polynombasis äquivalente B-Splinebasis.
Deswegen kann man direkt folgern, dass der Raum der B-Splines, der durch
die multivariate bzw. reine B-Spline Basis der Ordnung k aufgespannt wird, k-
ﬂexibel ist. Weiter sind die B-Spline-Räume der Ordnung k δ, k-ﬂexibel mit
δ Amax j Ss
k
j S, dies folgt aus der lokalen Basiseigenscha der B-Splines. Abschlie-
ßend bleibt zu bemerken, dass m und m˜ nicht notwendigerweise gleich sein
müssen.
. I FFD
Nachdem nun ausführlich lokale und globale FFD-Funktionen und eine Aus-
wahl von dazu passendenBasen behandelt wurden, soll im Folgenden diemehr-
fache Anwendung von FFD-Funktionen auf ein zulässiges geometrisches Ob-
jekt betrachtet werden. Dies ist in der FFD-Optimierung wichtig, da im All-
gemeinen mit einem einzigen FFD-Schritt die Lösung des Optimierungspro-
blems nicht erreicht werden kann.
Für die Hintereinanderausführung von FFD-Funktionen kann das folgende
Lemma angegeben werden.
Lemma .. Seienψ undψ zwei global zulässige FFD-Funktionen, dann ist die
Hintereinanderausführung ψ X ψ ebenfalls eine global zulässige FFD-Funktion.
Beweis. Sei u > Z ein zulässiges geometrisches Objekt. Dann ist ψu > Z , da
ψ eine globale zulässige FFD-Funktion ist. Da ψ ebenfalls zulässige geometri-
sche Objekte auf zulässige geometrische Objekte abbildet, gilt ψψu > Z .
Das Lemma . gilt nur für global zulässige FFD-Funktionen. Um eine itera-
tive lokal zulässige FFD-Funktion zu erhalten, müsste die Zulässigkeit zu dem
bereits deformierten Objekt ψu betrachtet werden. Es wäre also notwendig
ψ > ΨZ ,u und ψ > Ψ
Z ,ψu für ein gegebenes u > Z zu wählen. Das heißt,
bei jedem Iterationsschritt wäre es notwendig, die Menge der lokal zulässigen
FFD-Funktionen Ψ
Z ,u neu zu bestimmen. Bei der Iteration mit global zuläs-
sigen FFD-Funktionen muss die Menge der zulässigen FFD-Funktionen nur
einmal, zu Beginn der Iteration, bestimmt werden. Aus diesem Grund werden
in diesem Kapitel nur global zulässige FFD-Funktionen betrachtet.

. Iterative FFD
Deﬁnition .. SeiM eine Menge von FFD-Funktionen, dann ist die Menge
 rM der  r-mal iterierten FFD-Funktionen gegeben durch
 rM   ψr X       X ψ,ψi >M,  B i B r . (.)
Eine mehrfache Anwendung einer bestimmten FFD-Funktion ψ wird durch
 rψ   ψ X       X ψ
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
r mal
(.)
ausgedrückt.
.. I  FFD
Bei den polynomialen FFD-Funktionen ist die iterative Anwendung ein proba-
tes Mittel, um eine größere Menge von FFD-Funktionen zur Lösung des Opti-
mierungsproblems zu erhalten. Grundlage dieser Vorgehensweise ist, dass bei
iterativerAnwendung vonquadratischenoder höherdimensionalenFFD-Funk-
tionen durch jede Hintereinanderausführung die FFD-Räume größer werden.
¿eorem .. Sei Φk ein polynomialer FFD-Raum der Ordnung k C . Dann
gilt für die Menge der -mal iterierten FFD-Funktionen  Φk , dass sie eine echte
Obermenge von Φk ist, also
Φk ø  Φk . (.)
Beweis. Sei Φk ein Raum von polynomialen FFD-Funktionen der Ordnung
k C . Dann gibt es eine FFD-Funktion φA > Φ b Φk , die quadratisch in x
ist. Dann ist die Hintereinanderausführung von  φA   φA X φA quartisch in
x, hat also Ordnung fünf. Falls  rφA > Φk gilt, dann ist  rφA    rφA X  rφA
ebenfalls in  Φk enthalten. Da in Φk nur Polynome der Ordnung k   ent-
halten sein können, gibt es ein maximales i B k mit  irφA > Φk . Dann gilt
    irφA ~> Φk aber     irφA >  Φk .
Für lineare oder konstante FFD-Funktionen gilt der Satz nicht. Denn bei
der Hintereinanderausführung von linearen oder konstanten FFD-Funktionen
kommt keine Vergrößerung des ﬁniten FFD-Raumes zustande. Es gilt
 rΦkΩ    r  ΦkΩ (.)

 Freiform-Deformation
für k   , , da für k   
φA X φA   I  BA  BA   I  BA
 (.)
mit A   A  A und für k    wegen der Linearität von B
φA X φA   I  BA  BI  BAA   I  BA˜ (.)
gilt. Aus diesemGrund ist es nicht sinnvoll, mehr als einen linearen FFD-Schritt
in einer Optimierung zu machen. Dies ändert sich, wenn raummodiﬁzierte Ba-
sen betrachtet werden.
Es wurde gezeigt, dass sich der Raum der zur Verfügung stehenden FFD-
Funktionen mit jedem Iterationsschritt vergrößert. Es stellt sich die Frage, wie
groß dieser Zugewinn ist. Ausgehend von numerischenResultaten lässt sich die
folgende Vermutung formulieren.
Vermutung .. SeiΦkΩ, Ω   R ein polynomialer FFD-Raummit Polynomen
der Ordnung k C , dann gilt
ΦkΩ ~`  rΦkΩ (.)
für alle r C .
In Abbildung . ist eine Übersicht über die iterierten FFD-Räume angege-
ben.
Es stellt sich die Frage, ob für genügend o iterierte FFD-Funktionen eines
FFD-Raumes die dabei entstehendeMenge dicht in demRaumaller FFD-Funk-
tionen liegt. Ob also

r
 rΦkΩ   ΨΩ (.)
gilt.
Bemerkung .. Obwohl dieses Problem (.) an dieser Stelle nicht beantwor-
ten werden kann, wurde mit Lemma . aufgezeigt, dass es sinnvoll ist, iterierte
FFD-Räume zu betrachten. Insbesondere konnte in der Praxis an mehreren Bei-
spiel gezeigt werden, dass sich die iterierten FFD-Funktionen zur Optimierung
eignen.

. Iterative FFD
Abbildung .: iterative FFD-Räume

 Freiform-Deformation

 FFD  
R
In Kapitel . wurde die Flexibilität von ﬁniten polynomialen FFD-Funktionen
nur für nichtrestringierte Probleme gezeigt. Um nichtlineare restringierte Op-
timierungsprobleme mit der FFD-Optimierung zu lösen, ist es aber wichtig,
sichmit der Flexibilität der FFD-Funktionen bezüglich eines restringierten Pro-
blems zu beschä igen. Zwar ist die Deﬁnition der Flexibilität so gewählt, dass
sie auch auf restringierte Probleme angewendet werden kann, aber die bis jetzt
behandelten MengenMB,A von FFD-Funktionen wurden hinsichtlich ih-
rer Flexibilität nur für nicht restringierte Koeﬃzientenmengen A   Rd be-
trachtet, bzw. die Restriktionen wurden durch eine Beschränkung der zulässi-
gen KoeﬃzientenmengeA erreicht. Dies führte zu einer komplexen oder trivia-
len Struktur vonA.
Beispiel .. SeiM eineMenge von k-ﬂexiblen FFD-FunktionenmitZ   PΩ.
ZuZ soll nun eine Restriktion hinzugefügt werden. Sei X ` Ω eine oﬀene Menge,
dann betrachtet man nur noch geometrische Objekte, in denen X nicht enthalten
ist. Sollen nun die geometrische Restriktion nur über die zulässige Koeﬃzienten-
menge realisiert werden, so erhält man das folgende Problem. Falls B eine poly-
nomiale FFD-Basis ist undM b Ψ
Z
gilt, so führt dies zuA   A
I
. Damit wäre
die Menge der FFD-Funktionen aber nicht mehr k-ﬂexibel, es ist also nötig, die
Restriktion in die Basis zu integrieren.
In diesemKapitel soll nundie FFD-Optimierung auf geometrisch restringier-
te Probleme verallgemeinert werden. DasZiel soll dabei sein, die FFD-Optimie-
rung auf restringierten Räumen nicht durch restringierte Optimierungsverfah-
ren zu lösen, sondern die Restriktionen in die Basen der FFD-Räume zu inte-
grieren, so dass nichtrestringierte Optimierungsverfahren verwendet werden
können. Um die Restriktionen in die Basen zu integrieren, können Raummo-
diﬁkationen verwendet werden. Durch eine Raummodiﬁkation E werden die

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Basis B und die zulässige Koeﬃzientenmenge A durch eine modiﬁzierte Basis
B˜ und eine modiﬁzierte Koeﬃzientenmenge A˜ ersetzt. Raummodiﬁkationen
sind geeignet, wenn die modiﬁzierte Menge von FFD-Funktionen bezüglich
der neuen Restriktionen global zulässig sind.
Eine Raummodiﬁkation ist besonders gut geeignet, wenn damit die zulässige
Menge von FreiheitsgradenA auf eine einfache Struktur erweitert wird und die
Flexibilität des Ansatzraumes erhalten bleibt. Eine besonders günstige Struktur
ist ein konvexes A, da dieses in vielen Optimierungsalgorithmen zu sehr gu-
ten Konvergenzergebnissen führt. Betrachtet man die Menge aller zulässigen
Freiheitsgrade, die geometrische Restriktionen realisieren, so ist diese Menge
im Allgemeinen nicht konvex. Wenn sie durch die Modiﬁkation der Basis kon-
vex wird, so hat man die Menge der zulässigen Freiheitsgrade erweitert. Aus
diesem Grund werden Raummodiﬁkationen in diesem Zusammenhang als Er-
weiterungsoperatoren bezeichnet.
Ausgehend von dieser Vorüberlegung wird eine Raummodiﬁkation wie folgt
deﬁniert.
Deﬁnition .. Sei B b ΨΩ eine Basis eines ﬁniten FFD-Raumes, A b Rn die
Menge der zulässigen Freiheitsgrade und Z   PΩ. Seien weiter g , h Nebenbe-
dingungen und Z   u > Z S gu C , hu   . Eine Raummodiﬁkation
Eg,h zu den Restriktionen g , h ist gegeben durch
Eg,h  PΨΩ R
n
 PΨΩ Rn˜ (.)
Eg,h  B,A ( B˜, A˜ (.)
für die
MEg,hB,A b ΨZΩ (.)
gilt.
Bemerkung .. Auf den ersten Blick scheint es nicht sinnvoll zu sein, die Dimen-
sion des Optimierungsproblems zu erhöhen (n  n˜), denn eine solche Erhöhung
führt zu einem höherdimensionalen Optimierungsproblem. Allerdings kann die-
se Erhöhung zu einem nicht restringierten Optimierungsproblem führen, welches
in den meisten Fällen eﬃzienter zu lösen ist als das restringierte. Trotzdem soll
versucht werden, die Anzahl der Freiheitsgrade möglichst gering zu halten.

Als nächstes soll die Wirkung von solchen Raummodiﬁkationen auf die Fle-
xibilität von Mengen betrachtet werden. SeiMB,A b Ψ
Z
Ω eine Menge
von ﬁniten global zulässigen FFD-Funktionen für Z   PΩ. Weiter seien
g und h Restriktionen und Z die Menge von zulässigen geometrischen Ob-
jekten. Eine sinnvolle Raummodiﬁkation Eg,h der Basis B und der zulässigen
Koeﬃzientenmenge A bezüglich der neuen Restriktionen g und h ist gegeben,
wenn die durch die Modiﬁkation erhaltene MengeM  MB˜, A˜ von FFD-
Funktionen genauso ﬂexibel bezüglich der neuen Restriktionen ist wie die al-
te MengeMB,A. Wir fassen die Beobachtungen in einer Deﬁnition zusam-
men.
Deﬁnition .. Sei Z   PΩ und Eg,h sei eine Raummodiﬁkation von B,A
zu den Restriktionen g , h. Weiter sei B˜, A˜   Eg,hB,A. Die Raummodiﬁkati-
on Eg,h heißt
• ﬂexibilitätserhaltend, falls
ﬂexMB,A B ﬂexMEg,hB,A (.)
gilt.
• konvex, falls A˜ konvex ist.
Abschließend soll noch eine weitere Eigenscha von Raummodiﬁkationen
betrachtet werden, die man benötigt, um lokal injektive Raummodiﬁkationen
zu erhalten. Sei Jix die Jacobi-Matrix zu einer stetig diﬀerenzierbaren Basis-
funktion bi der Basis B. Analog dazu bezeichne JEj x die Jacobi Matrix zu der
mit Eg,h modiﬁzierten Basis B˜. DieDimension von B seimB und dieDimension
der erweiterten Basis sei mB˜ .
Deﬁnition .. Sei Ω b Rd kompakt. Eine Raummodiﬁkation Eg,h von B,A
zu den Restriktionen g , h heißt normiert , falls
max
b i>B
YbiYª,Ω Cmax
b j>B˜
Yb jYª,Ω (.)
und
max
b i>B
YJiYª,Ω Cmax
b j>B˜
YJEj Yª,Ω (.)

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für die Basen und
mB˜ max
A˜>A˜
YA˜Y
ª
B mBmax
A>A
YAY
ª
, (.)
mit mB˜   dimB˜,mB   dimB, für die Menge der zulässigen Freiheitsgrade
gilt.
In den folgenden Kapiteln werden hauptsächlich solche Raummodiﬁkatio-
nen betracht, die konvex ﬂexibilitätserhaltend und normiert sind. Aus diesem
Grund werden solche Raummodiﬁkationen im Folgenden speziell bezeichnet.
Deﬁnition .. Eine Raummodiﬁkation, die konvex, normiert und ﬂexibilitäts-
erhaltend ist, wird als Erweiterungsoperator bezeichnet.
Zu Fixierungen und Hindernissen können Erweiterungsoperatoren angege-
ben werden.
Bemerkung .. In manchen Fällen, wie zum Beispiel bei Volumenrestriktionen,
können nur Raummodiﬁkationen und keine Erweiterungsoperatoren angegeben
werden. Für Restriktionen, die keinen geometrischenHintergrund haben oder sich
nicht durch eine Betrachtung in einer höheren Dimension geometrisch formulie-
ren lassen, ist es o schwer, Erweiterungsoperatoren anzugeben. Im ungünstigsten
Fall ist die Raummodiﬁkation nur eine Modiﬁkation der Menge der zulässigen
Freiheitsgrade und erhält nicht die Flexibilität.
Im Folgenden wird eine Auswahl von Restriktionen und falls möglich ein da-
zugehöriger Erweiterungsoperator angegeben. Ansonsten wird eine Raummo-
diﬁkation angegeben. Dabei wird zwischen lokalen und globalen Restriktionen
unterschieden. Bei globalen Restriktionen g , h erhält man meist eine Raum-
modiﬁkation B˜, A˜   Eg,hB,Amit
B˜   B (.)
und bei lokalen normierten Restriktionen gilt für die Raummodiﬁkation im
günstigsten Fall
A˜   A. (.)
Zu lokalen Restriktionen gehören demzufolge konvexe Raummodiﬁkationen,
globale Raummodiﬁkationen hingegen führen zu keiner Dimensionserhöhung
der Basis.

. Globale Restriktionen
. G R
Unter globalen Restriktionen versteht man Restriktionen, die nicht auf ein Teil-
gebiet von Ω beschränkt sind.
Beispiel .. Sei u ein geometrisches Objekt und V das dem geometrischen Ob-
jekt zugeordnete Volumen. Eine globale Restriktion an u wäre eine untere Schran-
ke cV für das Volumen Vu, also Vu C cV . Falls Vu A cV ist, so ist die
Restriktion nicht aktiv und alle Punkte von u sind bezüglich dieser Restriktion re-
striktionsfrei. Ist die Restriktion aber aktiv, also Vu   cV , so sind nur Punkte
von u restriktionsfrei, von denen nicht das Volumen abhängt.
Beispiel .. Globale Restriktionen können auch mit der Gestalt des geometri-
schen Objekts in Verbindung stehen. So wird in vielen Anwendungen verlangt,
dass das zu optimierende geometrische Objekt nur homöomorph deformiert wird.
Betrachtet man zum Beispiel eine Tragﬂäche eines Flugzeugs, so soll während der
Optimierung kein Loch innerhalb der Tragﬂäche entstehen. Es sind also nur sol-
che Deformationen von Interesse, die die topologische Struktur des geometrischen
Objekts erhalten.
Die wichtigste globale Restriktion ist die Erhaltung der topologische Struk-
tur eines geometrischen Objekts. Dies wird durch die Injektivität von ψ auf
Ω sichergestellt. Mit Hilfe der Injektivitätsbedingungen können aber erst ver-
schiedene lokale Restriktionen wie die Hindernissrestriktionen in die Basis in-
tegriert werden. Im Weiteren werden die Volumenrestriktionen und die Ein-
schränkung auf homotope FFD-Funktionen betrachtet.
. . I
Um injektive FFD-Funktionen zu erhalten, wurden in Kapitel .. mehrere
Lemmata angegeben. Nach Lemma . genügt es, lokal injektive Funktionen zu
betrachten, die auf demRand vonΩ ﬁxiert werden. Deswegenwird als erstes ei-
ne Raummodiﬁkation angegeben, die sicherstellt, dass die erhalteneMenge von
FFD-Funktionen lokal injektiv ist. Dafür betrachtet man nicht die Jacobimatrix
von φA, sondern die Jacobimatrix Ji der einzelnen Basisfunktionen bi .
Lemma .. Sei φA >MB,A,A b Rn eine zulässige FFD-Funktion,Ω konvex
und K eine Konstante mit YJixYª  K für alle x > Ω und alle i. Sei
Ainj   A > A S YAYª  nK

, (.)

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dann ist jedes φA >MB,Ainj global injektiv auf Ω.
Beweis. Sei A > Ainj undΩ konvex. Nach Lemma . ist φA global injektive falls
JφA  J
T
φA

(.)
positive deﬁnit ist. Es gilt
JφA  J
T
φA

  I 
JBA  JTBA

. (.)
Weiter folgt, dass
YJBAYª,Ω B nmax
i
YJiYª,Ω max
j
Sa jS (.)
und nach Voraussetzung
nmax
i
YJiYª,Ωmax
j
Sa jS  nKnK

   (.)
gilt. Ebenso erhält man YJTBAYª,Ω   und damit
℄
JBA  JTBA

℄
ª,Ω
 . (.)
Folglich ist die symmetrisierte Jacobimatrix (.) strikt diagonaldominant mit
positiven Einträgen auf der Diagonalen und damit positive Deﬁnit.
DieBeschränkung der Jacobimatrix führt aber zu einer starken Schrittweiten-
beschränkung (siehe Kapitel ) in der FFD-Optimierung, denn die Größe der
Jacobimatrix hängt von den zulässigen Freiheitsgraden ab. Das nächste Beispiel
zeigt, wie stark die zulässigen Freiheitsgrade eingeschränkt werdenmüssen, um
die globale Injektivität zu erreichen.
Beispiel .. Betrachtetman die reine FFD-Polynombasis imR vomGrad  und
Ω    , . Dann sind die Jacobimatrizen Ji gegeben durch
J   , J  



  
  
  



, . . . , J  



x  
  
  



, . . . , J  



  
  
  x



. (.)
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Damit ist
K   max
x>Ω
SxS, SxS, SxS (.)
und fürΩ    ,  giltK   . DieMengeAinj ist dann gegeben durch alleA > Rn
mit
YAY
ª


   
 


. (.)
Damit sind nur eine sehr kleine Deformationen bei FFD-Schritten sicher global
injektiv. DamaxA>Ainj YAYª A  gilt, ist aber eine Mindestschrittweite garantiert.
Wir geben zu Lemma . eine Raummodiﬁkation Einj an.
Lemma .. Die Raummodiﬁkation Einj zur globalen Injektivität ist gegeben
durch
EinjB,A   B,Ainj 9A (.)
mit K  maxi YJixYª,Ω . Die Raummodiﬁkation ist ein Erweiterungsoperator.
Beweis. Nach Lemma . sind alle φA >MB,Ainj global injektiv. Der Nach-
weis der Normiertheit und der Konvexität ist trivial, der Nachweis der Flexibi-
lität folgt aus der Linearität von φA in A.
. . V
Die volumenerhaltenden FFD-Verfahren kommen z.B. in derMedizin, beiMus-
kelmodellen und bei Körpermodellen zur Anwendung. Aber auch zur Model-
lierung von -dimensionalen Objekten ist es o sinnvoll, Volumenerhaltende
Verfahren einzusetzen. Änderungen des Volumens für geometrische Objekte,
denen ein Volumen zugeordnet werden kann, können über die Menge der zu-
lässigen FreiheitsgradeA gesteuert werden.
Sei im Folgenden u b Ω b R eine messbare Menge, der ein Volumen
V u ( R (.)
zugeordnet werden kann. Wird nun auf Ω und damit auch auf das geometri-
sche Objekt u eine FFD-Deformation angewandt, so kann sich das Volumen
Vu ändern. Die Vermutung liegt nahe, dass man anhand der verwendeten
Freiheitsgrade A das neue Volumen VφAu bestimmen kann.

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¿eorem .. Sei u ein geometrisches Objekt, u b Ω b R, mit einem Volumen
Vu und sei JAx die Jacobi-Matrix von φA im Punkt x > Ω, dann ist das
Volumen des deformierten geometrischen Objekts φAu gegeben durch
VφAu   Vu
W
u
SJAxSdxdxdx. (.)
Beweis. Das Volumen von u ist gegeben durch
W
u
dxdxdx. (.)
Die FFD kann als Variablentransformation mit φA   ϕ, ϕ, ϕ und
x˜   ϕx, x, x, (.)
x˜   ϕx, x, x, (.)
x˜   ϕx, x, x (.)
betrachtet werden. Dann erhält man
W
φAu
dx˜dx˜dx˜  
W
u
SJAxSdxdxdx. (.)
Für JφAx   bekommt man insbesondere eine FFD-Funktion, die das Vo-
lumen konstant lässt, also Vu   VφAu.
Beispiel .. Für die reine Polynombasis der Ordnung  im R erhält man
JA  



a a a
a a a
a a a



(.)
und damit gilt VφAu   VudetJA. Die dazugehörende Raummodiﬁkati-
on ist gegeben durch
EVB,A   B,AV (.)
mit AV   A > A S detJAx Ω .

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. . H
Als letzte globale Restriktionwird dieHomotopierestriktion betrachtet. Eine ge-
gebeneMenge ﬁniter FFD-FunktionenMB,A soll zu einer Menge homotop
zulässiger FFD-Funktionenmodiﬁziert werden. Dafür betrachtetman dieMen-
ge der zulässigen Freiheitsgrade A. Für diese gilt nach Voraussetzung A
I
> A
. Falls A aus mehreren Wegzusammenhangskomponenten besteht, so bezeich-
net man die Wegzusammenhangskomponente in der A
I
enthalten ist mitA.
Lemma .. Sei u ein zulässiges geometrisches Objekt undMB,A eine Menge
von ﬁniten global zulässigen FFD-Funktionen, dann ist die Raummodiﬁkation
Ehom zur Homotopienebenbedingung gegeben durch
EhomB,A   B,A. (.)
Ehom ist ein Erweiterungsoperator fallsA konvex ist.
Beweis. Wir konstruieren die Homotopiefunktion H, mit H, u   u und
H, u   φAu. Da A nach Voraussetzung wegzusammenhängend ist, gibt
es einenWeg st  ,   Rn mit s    und s   A
I
und st > A für alle
t >  , . Dann ist die Homotopiefunktion gegeben durch Ht, u   φstu.
Der Nachweis der Flexibilität ist analog zu demNachweis der Flexibilität für
den Erweiterungsoperator El .
Das Homotopieproblem lässt sich also darauf reduzieren, die Wegzusam-
menhangskomponente A zu bestimmen. Dies ist allerdings im Allgemeinen
kein einfaches Problem. Um sicherzustellen, dass man einen Erweiterungsope-
rator erhält, kann man stattA eine konvexe Untermenge vonA verwenden.
. L R
Im Folgenden sollen lokale Restriktionen betrachtet werden. Lokale Restriktio-
nen sind solche, die nicht den ganzen Raum Ω und auch nicht das gesamte
geometrische Objekt u betreﬀen, sondern einen Teil vonΩ. Typische lokale Re-
striktionen sind Hindernisse und Ankopplungen.
Zuerst werden Hindernisse betrachtet, dies sind ﬁxierte Teilmengen von Ω,
die nicht im geometrischen Objekt u enthalten sein dürfen. Danach werden
Fixierungen von Teilen des geometrischen Objekts näher untersucht.

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.. H
Ein Hindernis ist ein geometrisches Objekt v > Ω, welches sich unter den glo-
bal zulässigen FFD-Funktionen nicht ändert und von dem zu optimierenden
geometrischen Objekt nicht durchdrungen werden darf. Solche Hindernisre-
striktionen kommen in der Praxis recht häuﬁg vor und werden deswegen ge-
sondert behandelt. Durch die Tatsache, dass die Restriktion nicht Teil des zu
optimierenden geometrischen Objektes ist, sind diese Restriktionen einfach zu
behandeln. Zuerst aber die Deﬁnition eines Hindernisses.
Deﬁnition .. Ein geometrisches Objekt v b Ω heißt Hindernis, falls
v 9 u   g (.)
für alle zulässigen geometrischen Objekte u b Ω gilt.
Bei der Formulierung des Optimierungsproblems wurden die Nebenbedin-
gungen g , h eingeführt. Diese können verwendet werden, um die Hindernis-
restriktionen dem Optimierungsproblem hinzuzufügen. Dies führt zu einem
restringierten Optimierungsproblem, welches im Allgemeinen schwerer zu lö-
sen ist. Auch ist es nötig, die Hindernisrestriktion durch Gleichungen und Un-
gleichungen zu beschreiben. Dies ist für komplexe geometrische Objekte unter
Umständen sehr schwierig. Durch die Integration eines Hindernisses in die Ba-
sis ist es nicht nötig, Hindernisse durch Gleichungen und Ungleichungen zu
formulieren.
Als nächstes werden einige Beispiele von Hindernisrestriktionen angegeben.
Beispiel .. Betrachtet man Beispiel ., dann stellt das Innere WI des Kreises
W ein solches Hindernis dar. Denn WI gehört nicht zu dem zu optimierenden
geometrischen Objekt s und darf nicht durchdrungen werden. Somit ist es eine
Hindernisrestriktion.
Beispiel .. Sei das zu optimierende geometrische Objekt Teil eines Automotors.
Dann existieren in der unmittelbaren Umgebung ebenfalls Teile des Autos, die die
geometrische Struktur des betrachteten Objekts einschränken. So dürfen Leitun-
gen oder Karosserieteile nicht von dem betrachteten geometrischen Objekt durch-
drungen werden. Diese Teile sind somit Hindernisrestriktionen für das geometri-
sche Objekt.

. Lokale Restriktionen
Beispiel .. Betrachten wir einen Lu ballon, der mit Lu gefüllt ist und im In-
neren des Lu ballons sei ein Würfel aus Holz enthalten. Lässt man nun die Lu 
aus dem Lu ballon entweichen, so zieht sich dieser aufgrund der Oberﬂächen-
spannung zusammen und legt sich um den Würfel. Der Würfel ist ein Hindernis
für den Lu ballon.
Um die Hindernisrestriktionen in den Raum der FFD-Funktionen zu inte-
grieren, muss jede einzelne FFD-Funktion die Hindernisrestriktion einhalten.
Dazu ist es notwendig, dass ein durch eine FFD-Funktion deformiertes zuläs-
siges geometrisches Objekt u auch nach der Deformation zulässig ist. Dies ist
gegeben, falls
ψu 9 v   g (.)
für alle ψ >M und alle u > Z gilt.
Für die iterierten FFD-Funktionen muss eine weitere Bedingung erfüllt wer-
den, denn das Hindernis wird ebenfalls durchψ deformiert und die Bedingung
(.) genügt nicht, um
ψu 9 ψv   g (.)
zu garantieren.Deswegenwerdenbei derVerwendung von Iterierten FFD-Funk-
tionen solche FFD-Funktionen verwendet, für die die Bedingung (.) erfüllt
ist und für die
ψv   v (.)
gilt. Falls alle ψ > M die Bedingungen (.) und (.) einhalten, dann folgt,
dass
ψu 9 ψv
.
  ψu 9 v
.
  g (.)
für alle ψ > M gilt. Somit erfüllt jedes ψ >  rM, r C  die Hindernisbedin-
gung. Da die Optimierung mit FFD-Funktionen hauptsächlich mit iterierten
FFD-Funktionen durchgeführt wird, werden nachstehend Raummodiﬁkatio-
nen angegeben, die die Bedingungen (.) und (.) erfüllen.

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Um die Bedingungen (.) und (.) zu erfüllen, kann eine Gewichtsfunk-
tion w verwendet werden. Eine solche Gewichtsfunktion
w  Rd   R, (.)
gewichtet die Deformationen ∆ψ des Raumes, indem sie die zur Identität hin-
zugefügt Deformation skaliert, also
ψ   I w   ∆ψ. (.)
Dabei soll sie für Punkte, die Gegenstand von Hindernisrestriktionen sind, si-
cherstellen, dass die Hindernisrestriktionen eingehalten werden.
Deﬁnition .. Sei   γ B ,   σmit γ, σ > R. Eine Funktionwkγ,σ > C
k
Ω,Rd
heißt Gewichtsfunktion bezüglich eines Hindernisses v, falls
x > v wkγ,σx    (.)
für alle x > Ω gilt. Weitere Eigenscha en einer Gewichtsfunktion sind wie folgt
benannt:
• Eine Gewichtsfunktion heißt Plateau-Gewichtsfunktion, falls
dx , v C σ  wkγ,σx   γ (.)
mit   γ B  gilt.
• Eine Gewichtsfunktion heißt normierte Gewichtsfunktion bezüglich einer
Basis B, falls
Ywkγ,σYª B


und Y©wkγ,σY B η (.)
mit
  η B



maxi YJiYª,Ω
max j Yb jYª,Ω
 (.)
gilt.

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Durch die Eigenscha x > v  wkγ,σx   , gegeben durch (.), wird
sichergestellt, dass die Hindernisbedingung (.) erfüllt wird. Die Forderung
x > v 
 wkγ,σx    ist notwendig, damit die durch die Gewichtsfunktion
modiﬁzierte Menge von FFD-Funktionen ihre Flexibilität nicht verliert. Denn
falls es einen Punkt x ~> v gibt, für den wx    gilt, so sind alle zulässigen
FFD-Funktionen ψ in diesem Punkt gegeben durch ψx   x und damit ist die
Menge dieser FFD-Funktionen nicht ﬂexibel.
Die Bedingung (.) führt dazu, dass die Gewichtsfunktion nur in der Nähe
des Hindernisses Einﬂuss auf die FFD-Funktionen hat. Für Hindernisrestrik-
tionen wird im Allgemeinen wkγ,σx   γ, falls dx , v C σ gilt, verwendet. Mit
Hilfe normierter Gewichtsfunktionen können normierte Raummodiﬁkationen
konstruiert werden.
Es werden k-mal stetig diﬀerenzierbare Funktionen betrachtet, da die Ge-
wichtsfunktionen k-ﬂexibleMengen von FFD-Funktionen erzeugen sollen. Da-
für ist es notwendig, dass sie k-mal stetig diﬀerenzierbar sind.
Die Bedingung (.) ist durch die Deﬁnition der Gewichtsfunktion nicht er-
füllt, sie kann durch eine Raummodiﬁkation der gewichteten FFD-Funktionen,
die injektive FFD-Funktionen erzeugt, erreichtwerden. EineGewichtsfunktion,
die die obengenannten Bedingungen erfüllt, ermöglicht damit, den Raum der
FFD-Funktionen so zu modiﬁzieren, dass alle FFD-Funktionen aus demmodi-
ﬁzierten Raum, selbst bei iterierter Anwendung, global zulässig bezüglich des
Hindernisses sind.
Um eine normierte Plateau-Gewichtsfunktion zu konstruieren, wird im Fol-
genden eine Hilfsfunktion skγ , die als Bezierkurve gegeben ist, verwendet. Die
Bezierkurve ist über die Bernsteinpolynome bki deﬁniert, die wie folgt gegeben
sind.
bNj   
N
j
 t j  tN j (.)
Die Bezierkurve c  ,   R ist dann gegeben durch
ct  
Q
j
bNj tp j (.)
mit einem Punktevektor P    p, . . . pN. Für die zu konstruierende Hilfsfunk-
tion skγt wählt man
P    #k  , γ#k   (.)

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und erhält
skγt  Q
j
bkj tp j . (.)
Es gilt skγ    und s
k
γ   γ. Für die erste bis k-te Ableitung von s
k
γ an den
Stellen t    und t    gilt
di
dt i
skγtW
t 
 
di
dt i
skγtW
t 
   (.)
für  B i B k und SstS B γk. Zwei Beispiele für solche Bezierkurven sind
in Abbildung . gegeben. Ausgehend von der Hilfsfunktion skγ wird die Ge-
0 6 8
0.5
s6d 
s8d 
Abbildung .: Bezierkurven s und s


wichtsfunktion wkγ,σ > C
k
Ω,R konstruiert. Sei dx , vH der minimale eukli-
dische Abstand des Punktes x von dem aﬃnen Untervektorraum vH und σ A ,
dann konstruiert man wkγ,σ wie folgt:
wkγ,σx  
¢
¨
¨
¨

¨
¨
¨
¤
γ, falls dx , vH C σ
, falls dx , vH   
skγσ
dx , vH, sonst
(.)
mit
γ  min

k  σ

maxi YJiYª,Ω
max j Yb jYª,Ω
 ,


¡ (.)
bei bekanntem B und σ.Die b j in der Gleichung (.) sind die einzelnen Basis-
funktionen aus B.

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Bemerkung .. Für Hindernisse, die aus aﬃnen Untervektorräumen bestehen,
kann σ    gewählt werden. Bei anderen Hindernissen ist es unter Umständen
notwendig, σ abhängig von der maximalen Krümmung des Hindernisses zu wäh-
len.
Die so konstruierte Gewichtsfunktion wkγ,σ ist eine normierte Plateau-Ge-
wichtsfunktion. Die Abbildungen .(a-f) zeigen einige Beispiele solcher Ge-
wichtsfunktionen zuHindernissen.MitHilfe derGewichtsfunktionwerdennun
Raummodiﬁkationen angegeben. Als erstes werden Hindernisse bestehend aus
aﬃnen Untervektorräumen betrachtet. Dies sind sehr spezielle geometrische
Objekte, aber das Vorgehen kann leicht auf beliebige glatt berandete Mannig-
faltigkeiten übertragen werden. Im Folgenden sei also das Hindernis vH ein
aﬃner Untervektorraum der Dimension dH .
Lemma .. Sei Ω b Rd kompakt, das Hindernis vH b Ω ein aﬃner Untervek-
torraum des Rd und sei weiter die MengeMB,A b Ψ
Z
Ω eine Menge von k-
ﬂexiblen k-mal stetig diﬀerenzierbaren FFD-Funktionen undwkγ,σ eine normierte
Plateau-Gewichtsfunktion. Dann ist EH gegeben durch
EHB,A   Einjw
k
γ,σB,A (.)
eine Raummodiﬁkation vonMB,A zu der Hindernisrestriktion vH.
Beweis. Wir zeigen, dass die FFD-Funktionen die Hindernisrestriktion einhal-
ten. Sei φA > EHMB,A eine ﬁnite FFD-Funktion, für einen Punkt x > vH ,
dann gilt
φAx

   x wkγ,σx

BxA
.
  x  BxA   x (.)
für alle A > A. Nach Lemma . ist φA injektiv auf Ω und damit injektiv auf
u 8 vH , also existiert kein x˜ > u mit φAx˜ > vH .
Für den Beweis würde es genügen, die Injektivität von ψ auf u 8 v für lokal
zulässige und
u>Z u8v für global zulässige FFD-Funktionen zu fordern. Diese
Bedingung ist aber schwer in eine Raummodiﬁkation zu fassen, deswegen wird
hier die Injektivität auf ganz Ω gefordert.
Beispiel .. Wir betrachten wieder Beispiel .. Um eine lokal zulässige Menge
von FFD-Funktionen zu erhalten, in die das Hindernis W integriert ist, müsste
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Abbildung .: Gewichtsfunktionen zu Hindernisrestriktionen
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nur sichergestellt werden, dass die FFD-Funktionen injektiv auf W und s sind.
Für eine Menge von global zulässigen FFD-Funktion in die das Hindernis inte-
griert ist, wäre es allerdings nötig zu fordern, dass die FFD-Funktionen auf ganz
Ω zulässig sind, da zu jedem Punkt von Ω, der nicht inW enthalten ist, eine zu-
lässige Seilkurve s existiert, die durch diesen Punkt geht. Hier ist die Anforderung
an die Raummodiﬁkation nicht zu stark, falls global zulässige FFD-Funktionen
betrachtet werden.
Bemerkung .. In der Praxis ist es sinnvoll, die Raummodiﬁkation
EHB,A   w
k
γ,σB,A (.)
zu verwenden und numerisch auf Injektivität zu überprüfen. Für kleine Freiheits-
grade YAY
ª
 є sind die Deformationen auf Ω meist injektiv.
Wir überprüfen, ob EH die Vorausetzungen für einen Erweiterungsoperator
erfüllt.
Lemma .. Die durch Deﬁnition . gegebene Raummodiﬁkation EH ist ﬂexibi-
litätserhaltend.
Beweis. Sei Z   PΩ, das Hindernis vH sei ein aﬃner Untervektorraum und
ﬂexMB,A   k. Es ist zu zeigen, dass ﬂexMEHB,A C k gilt.Wir be-
trachten die Flexibilität vonMEHB,A im Punkt x und unterscheiden drei
Fälle.
. Falls dx , vH   , also x > vH gilt, muss keine Flexibilität nachgewiesen
werden, da dieser Punkt nach Voraussetzung nicht in einem zulässigen
geometrischen Objekt enthalten sein kann.
. Falls dx , vH A σ ist, so istwkγ,σ , da es eine Plateau-Gewichtsfunktion ist,
konstant γ. Dann gilt für jedes φA >MB˜, A˜  MEHB,A
φA   I  γBA   I  BγA   I  BA
. (.)
Da A˜   A   Rn und damit A > A˜ gilt, ist φA für dx , vH A σ k-ﬂexibel,
daMB,A k-ﬂexibel ist.

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. Es bleibt der Fall   dx , vH B σ. Dafür betrachten wir das Taylorpoly-
nom TkφAXct, t von φA >MEHB,A an der Stelle t mit ct   x.
Wie bei dem Beweis der Flexibilität der polynomialen FFD-Räume, ge-
nügt es zu zeigen, dass das Gleichungssystem
βi   diag

!
, . . . ,

k!
WB˜ctαi (.)
für jedes βi lösbar ist. Da e jB˜ct   e jwkγ,σctBct gilt, erhält
man für die Wrontskimatrix von e jB˜ctmit ωt   wkγ,σct
We jB˜ct  






ωt  . . . 
   
  
dk
dtk
ωt . . . . . . ωt






 We jBct (.)
Wegen der k-Flexibilität vonMB,A ist bekannt, dassWe jBcT regu-
lär für jedes j ist. Da ωt   wkγ,σct ~   für ct ~> vH und damit
detWe jB˜ct ~   (.)
gilt, ist dasGleichungssystem (.) für jedes βi lösbar. Also ist dieMenge
MEHB,A auch für   dx , vH B σ k-ﬂexibel.
Lemma .. Die durchDeﬁnition . gegebene Raummodiﬁkation EH ist konvex.
Beweis. Sei Z   PΩ, dann ist die Menge der zulässigen FFD-Funktionen
gegeben durch die Menge aller FFD-Funktionen. Sei B˜, A˜   EHB,A, da B˜
eine Basis vonΨ
Z
Ω ist, ist jedes A > Rn zulässig. Insbesondere ist jedes A > A˜
zulässig, diese Menge ist aber konvex, da Einj eine konvexe Raummodiﬁkation
ist.
Lemma .. Die durch Deﬁnition . gegebene Raummodiﬁkation EH ist nor-
miert.
Beweis. Es gilt
wkγ,σxBx, A˜   B˜, A˜   Einjw
k
γ,σxBx,A (.)

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für x > Ω. Da wkγ,σ eine normierte Gewichtsfunktion ist, gilt Yw
k
γ,σYª B , dann
folgt
Ybj Yª,Ω B Yw
k
γ,σYª,ΩYb jYª,Ω B Yb jYª,Ω (.)
mit bj   w
k
γ,σb j > B˜ für jedes b j > B. Damit ist Bedingung (.) erfüllt.
Weiter gilt, mB   mB˜ und A˜ b A, also auch
max
A>A˜
YAY
ª
B max
A>A
YAY
ª
, (.)
damit ist Bedingung (.) erfüllt.
Als letztes muss die Bedingung (.) überprü werden. Es gilt
Jbi    ©w
k
γ,σ
Tbi w
k
γ,σ Ji . (.)
Da wegen der Normiertheit von wkγ,σ , Yw
k
γ,σYª B ~ und Y©w
k
γ,σYª B η gilt,
folgt
YJbi Yª B Y©w
k
γ,σYª   YbiYª  Yw
k
γ,σYª   YJiYª (.)
B ~
maxk YJkYª
max j Yb jYª
YbiYª  ~YJiYª (.)
B ~max
k
YJkYª  ~YJiYª (.)
B max
k
YJkYª (.)
für alle bi , damit ist auch Bedingung (.) erfüllt.
Da die Raummodiﬁkation EH normiert ist, kann, falls EinjB,A   B,A
gilt, die Menge der ﬁniten FFD-Funktionen also bereits injektiv ist, die Raum-
modiﬁkation EH durch EHB,A   wkγ,σB,A ersetzt werden, ohne dass die
Eigenscha en verloren gehen.
Nachdem für die Raummodiﬁkation EH die drei Eigenscha en gezeigt wur-
den, kann man den folgenden Satz angeben.
¿eorem .. Die durch Deﬁnition . gegebene Raummodiﬁkation EH ist ein
Erweiterungsoperator.

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Umnicht nur Geraden als Hindernisse zuzulassen, sondern auch Kurven, ist
es nötig, bei der Gewichtsfunktion wkγ,σ das σ durch die maximale Krümmung
κ   max
t
Yct  ctY
YctY
(.)
zu bestimmen. Dazu wird,
σ  minκ,  (.)
gesetzt. So wird sichergestellt, dass die Gewichtsfunktion k-mal stetig diﬀeren-
zierbar auf Ω ist, falls die zu ﬁxierende Kurve k-mal stetig diﬀerenzierbar ist.
Der Erweiterungsoperator zu einerHinderniskurve ist danndurch denErweite-
rungsoperator EH mit derGewichtsfunktionwkγ,σ gegeben, wobei σ durch (.)
bestimmt ist.
Ebenso können implizit gegebene geometrische Objekte, wie ein Kreis oder
eine Kugel, durch einfache Modiﬁkationen der Gewichtsfunktion als Raummo-
diﬁkation realisiert werden. Probleme gibt es bei geometrischen Objekten, die
sich nicht durch einfache geometrische Objekte zusammensetzen lassen oder
zu denen es keine implizite Darstellung gibt.
In vielen Beispielen wirdmit Boundingboxen gearbeitet. Dies ist eineMenge
von aﬃnen Untervektorräumen Hi , meistens der Dimension  oder , die den
Rand von Ω bilden. Man erhält den dazugehörigen Raummodiﬁkator durch
die Hintereinanderanwendung der einzelnen Raummodiﬁkationen. Dabei blei-
ben alle Eigenscha en der Raumerweiterungen erhalten. Als Beispiel wird eine
Boundingbox für den R angegeben. Sei Ω    ,  und die Boundingbox ist
gegeben durch die Ebenen
Hλ, µ   e  λe  µe,
Hλ, µ   e  λe  µe,
Hλ, µ   e  λe  µe,
Hλ, µ   e  λe  µe,
Hλ, µ   e  λe  µe,
Hλ, µ   e  λe  µe.
Dabei ist jede EbeneHi eine Hindernisebene (siehe Abbildung .). Ausgehend
von demErweiterungsoperator für Hindernisebenen erhält man die Bounding-
box Raummodiﬁkation

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Abbildung .: Boundingbox
Lemma .. SeiHi eineMenge von Ebenen, die eine Boundingbox bilden und die
MengeMB,A b Ψ
Z
Ω sei eine Menge von k-ﬂexiblen und k-mal stetig dif-
ferenzierbaren FFD-Funktionen. Dann ist die Raummodiﬁkation EB von B,A
zu der Boundingbox Hi , gegeben durch
EBB,A   Einj Π
r
i w
k
H i
   B,A. (.)
.. F
Fixierungen sind geometrische Objekte, die das zu optimierende geometrische
Objekt an einer Stelle des Raumes ﬁxieren. Im Gegensatz zu Hindernissen, die
auch im Raum ﬁxiert sind, also nicht deformiert werden dürfen, sind Fixierun-
gen immer Teil des zu optimierenden geometrischenObjektes. Deswegenmuss
bei einer Raummodiﬁkation zu einer Fixierung, im Gegensatz zu den Hinder-
nisraummodiﬁkationen, auch die Flexibilität auf der Fixierung betrachtet wer-
den. Dies führt im Allgemeinen, falls die Dimension der Fixierung kleiner ist
als dimΩ , zu Raumüberlagerungen. Fixierungen, deren Dimension gleich
der Dimension von Ω oder ein geringer ist, können durch Hindernisrestriktio-
nen ersetzt werden, ohne Flexibilität zu verlieren.

 FFD mit geometrischen Restriktionen
Zuerst aber die Deﬁnition einer Fixierung von geometrischen Objekten.
Deﬁnition .. Ein geometrisches Objekte v b Ω heißt Fixierung, falls
v b u (.)
für alle zulässigen Objekte u b Ω gilt.
Beispiele .. Betrachtet man Beispiel ., so sind dort die Punkte P und Q ty-
pische Fixierungen. Denn für jedes zulässige Seil s gilt, P,Q b s. Weitere Fixie-
rungen sind bei dem Booster durch die ﬁxierten Punkte (Zitronenform, Aufsatz)
gegeben. Bei der Minimalﬂäche sind die Ebenen, die die Sphäre schneiden Fixie-
rungen. Allerdings würde es hier genügen, den Schnitt der Kugel mit den Ebenen
als Fixierung zu werten und den Rest als Hindernis.
Genauso wie bei den Hindernisrestriktionen sollen solche Fixierungsrestrik-
tionen nicht in Nebenbedingungen g , h umgewandelt werden, sondern in den
Raum der FFD-Funktionen integriert werden. Dazu werden hinreichende Be-
dingungen angegeben, die sicherstellen, dass eine FFD-Funktion eine Fixierungs-
restriktion einhält. Eine Menge M von injektiven FFD-Funktionen ψ erfüllt
eine Fixierungsrestriktion v, falls
x > v  ψx   x (.)
für jedes ψ >M gilt. Denn sei v eine Fixierungsrestriktion und u ein zulässiges
geometrisches Objekt, dann gilt
ψv
.
  v b ψu (.)
da ψu 9 v
.
  u 9 v gilt. Die Menge der injektiven FFD-Funktionen, die die
Bedingung (.) erfüllen, werden mit Ψ
Z
Ω bezeichnet. Oﬀensichtlich ist es
möglich, dass Ψ
Z
Ω ø Ψ
Z
Ω gilt. Denn die Bedingung (.) ist eine stär-
kere Restriktion als die Fixierungsrestriktion (.). Allerdings kann in vielen
Fällen das Optimierungsproblem so gestellt werden, dassΨ
Z
Ω   Ψ
Z
Ω gilt.
Hierzu ein Beispiel:
Beispiel .. Wir betrachten wieder Beispiel .. Eine Nebenbedingung an das
Seil s war gegeben durch P > s und Q > s. Es sind also auch solche Seile zulässig,
die nicht in P oder Q beginnen und nicht in P oder Q enden. Allerdings ist die

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Länge solcher Seile immer größer als die Länge des Teilstücks mit Anfang in P
und Ende in Q. Für das Optimierungsproblem genügt es also, sich mit den Teil-
stücken zwischen P und Q zu befassen. Sei nun s der Anfang des Seiles und s
das Ende, dann gilt für jedes Seil mit s   P und s   Q, dass es die Nebenbe-
dingungen P > s und Q > s erfüllt. Dies entspricht gerade der Bedingung (.)
für FFD-Funktionen, da jede Deformation von s, sicherstellt, dass ψs   P und
ψs   Q gilt.
Würde als Raummodiﬁkation zu einer Fixierung v der Dimension dv mit
dv B dimΩ   eine Hindernis-Raummodiﬁkation EH verwendet werden,
so wäre die modiﬁzierte Menge von FFD-Funktionen nur -ﬂexibel, denn das
Taylorpolynom an der Stelle t mit ct > v ist dann gegeben durch
TkφAXctt; t  

!
ct w
k
γ,σct
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
 
BA


!
ctSt t 
d
dt
wkγ,σctSt t
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
 
BAwkγ,σct
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
 
d
dt
BAt  t


!
c

tSt t    . . .   t  t




k!
cktSt t t  t
k ,
da d
i
dt i
wkγ,σctSt t    für alle tmit ct > v und  B i B k gilt. Diese Raummo-
diﬁkation wären also nicht ﬂexibilitätserhaltend, da nur ein einziges Taylorpo-
lynom, nämlich das der ursprünglichen Kurve c dargestellt werden kann. Um
eine geeignete ﬂexibilitätserhaltende Raummodiﬁkation zu erhalten, verwen-
det man Raumüberlagerungen.
Für eine Raummodiﬁkation zu einer Fixierung v wird, genauso wie bei den
Hindernissen, eineGewichtsfunktionwkγ,σ benötigt, wie sie durchDeﬁnition .
gegeben ist. Durch die Eigenscha x > v  wkγ,σx   , gegeben durch (.),
wird sichergestellt, dass die Fixierungsbedingung (.) erfüllt wird. Es wird
allerdings noch eine weitere Eigenscha benötigt.

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Deﬁnition .. Eine Gewichtsfunktion wkγ,σ heißt tangentenﬂexible Gewichts-
funktion zu einer Fixierung v, falls
©wkγ,σx    dx , v C σ (.)
gilt.
Genauso wie bei den Hindernissen beschränkt man sich bei den Fixierung
zuerst auf aﬃneUntervektorräume. Sei also vF ein aﬃner Untervektorraum der
Dimension dv im Rd und Yi ` Rd seien d  dv Hyperebenen des Rd , die durch
die Aufpunkte Qi und Normalenvektoren Ñni , mit
ddv

i 
Yi   vF (.)
gegeben sind. Sei weiter rix   ÑnTi Qi  x. Um eine geeignete Raummodi-
ﬁkation zu konstruieren, wird zu jeder Hyperebene Yi eine Gewichtsfunktion
wkγ,σ,i , die k-mal stetig diﬀerenzierbar ist und für die
wkγ,σ,ix    x > Yi , (.)
©wkγ,σ,ixTx>Yi
~   (.)
und wkγ,σ,ix   signriγ falls Sri S C σ gilt, verwendet. Eine solche Gewichts-
funktion ist eine tangentenﬂexible Plateau-Gewichtsfunktion.
Um eine solche Gewichtsfunktion zu konstruieren, wird eine Hilfsfunktion
skγ gegeben durch
skγt  Q
j
bkj 
t  

 p j (.)
mit
P    γ#k  , γ#k   (.)
verwendet (siehe Abbildung . für Beispiele). Dann kann eine normierte tan-
gentenﬂexible Plateau-Gewichtsfunktion wkγ,σ,i wie folgt konstruiert werden.
wkγ,σ,ix  
¢
¨
¨
¨

¨
¨
¨
¤
γ, falls ri C σ
γ, falls ri B σ
skγσ
ri, sonst
(.)
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mit
γ  

d  dv
min

k  σ

maxi YJiYª,Ω
max j Yb jYª,Ω
 ,


¡ . (.)
bei bekanntem B und σ. Mit Hilfe der Gewichtsfunktion kann nun eine Raum-
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Abbildung .: s und s
modiﬁkation zu Fixierungen, die durch aﬃne Untervektorräume gegeben sind,
angegeben werden.
Deﬁnition .. Sei die Fixierung vF b Rd ein aﬃner Untervektorraum der Di-
mension dv und es gelte Ψ
Z
Ω   Ψ
Z
Ω. Die MengeMB,A b Ψ
Z
Ω sei
eine Menge von k-ﬂexiblen FFD-Funktionen. Weiter seien d  dv Hyperebenen
Yi ,  B i B d  dv, deren Normalenvektoren Ñni linear unabhängig sind und für
die
ddv

i 
Yi   vF (.)
gilt, gegeben. Zu den Hyperebenen seien tangentenﬂexible normierte Plateau-Ge-
wichtsfunktionen wk
γ,σ,l
gegeben. Dann ist die Raummodiﬁkation EF von B,A
zur Fixierung vF , gegeben durch
EFB,A   Einj  w
k
γ,σ,Bx, . . . ,w
k
γ,σ,ddv
Bx,

d  dv
ddv
M
A (.)
dabei ist
k
M
A   A A  . . .A
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
k mal
. (.)

 FFD mit geometrischen Restriktionen
Aus der Injektivität und den Eigenscha en der Gewichtsfunktion folgt, dass
EF eine Raummodiﬁkation zu der Fixierung vF ist. Bevor wir uns mit den Ei-
genscha en der Raummodiﬁkation beschä igen, soll das folgende Beispiel die
Raummodiﬁkation anschaulich erläutern.
Beispiel .. Sei Ω b R und Q ein ﬁxierter Punkt, es gilt also dimΩ    und
dimvF   . Dann werden zwei (d  dv   ) Geraden g, g, die sich in dem zu
ﬁxierendenPunktQ schneiden (sieheAbbildung .(a)), für eine ﬂexibilitätserhal-
tende Raummodiﬁkation benötigt. Um den Begriﬀ der Raumüberlagerung zu er-
klären, kann man die Geraden als Hindernisse betrachten. Dann kann man zwei
Hindernis-Raummodiﬁkationen Eg und Eg angeben, die auf B,A angewandt
zwei Mengen von FFD-Funktionen liefern und die Hindernis-Restriktionen und
damit auch die Fixierungsrestriktion einhalten. Aber diese beiden Mengen von
FFD-Funktionen sind nicht nicht ﬂexibel genug. Damitman eineMenge von FFD-
Funktionen erhält, die genauso ﬂexibel ist wie die Ausgangsmenge, konstruiert
man die Gewichtsfunktionen wkγ,σ, und w
k
γ,σ, zu den beiden Hindernisgeraden
g und g (siehe Abbildung .(b) und .(c)) und wendet diese genauso wie bei
den Raummodiﬁkationen zu den Hindernisrestriktionen auf B an. So erhält man
zwei verschiedene B und B, die jeweils eine Gerade ﬁxieren. Überlagert man
nun die von diesen beiden Basen aufgespannten Räume, verwendet also als Basis
die Summe der beiden modiﬁzierten Basen, so wird nur der Schnittpunkt der bei-
den Geraden ﬁxiert (siehe Abbildung .(d)). Sei zum Beispiel die Basis gegeben
durch
B   
 x x   
    x x
 , (.)
dann sind die beiden einzelnen mit wkγ,σ,i gewichteten Basen gegeben durch
Bi   
wkγ,σ,i w
k
γ,σ,ix w
k
γ,σ,ix   
   wkγ,σ,i w
k
γ,σ,ix w
k
γ,σ,ix
 (.)
und für die Überlagerung erhält man
B   B S B (.)
Diese Überlagerung führt aber zu einer Verdopplung der Freiheitsgrade, das heißt,
falls A b Rn war, ist die modiﬁzierte zulässige Koeﬃzientenmenge A aus dem

. Lokale Restriktionen
Rn, da zu jeder Basis die gleiche Menge von Freiheitsgraden benötigt werden.
Darüber hinaus wird jedes Element mit dem Faktor ~ skalar multipliziert, falls
also die Menge der zulässigen Freiheitsgrade durch
A   A > Rn S YAY
ª
B  (.)
beschrieben ist, so ist die modiﬁzierte Menge durch
A

  A > Rn S YAY
ª
B ~ (.)
gegeben. Dies ist nötig, um eine normierte Raummodiﬁkation zu erhalten.
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Abbildung .: Beispiel für Punktﬁxierung durch Überlagerung
Nachstehend soll gezeigt werden, dass die hier deﬁnierte Raummodiﬁkation
ein Erweiterungsoperator ist. Dazu müssen die Eigenscha en der Flexibilitäts-
erhaltung, Konvexität und die Normiertheit nachgewiesen werden.

 FFD mit geometrischen Restriktionen
Lemma .. Die durch Deﬁnition . gegebene Raummodiﬁkation EF ist ﬂexibi-
litätserhaltend.
Beweis. Sei Z   PΩ und die Fixierung vF sei ein aﬃner Untervektorraum
und ﬂexMB,A   k. Es ist zu zeigen, dass ﬂexMEFB,A C k gilt. Wir
unterscheiden drei Fälle:
. Falls eine l existiert, so dass rlx   ÑnTl Ql  x C σ oder rlx  σ gilt,
dann ist wk
γ,σ,l
konstant γ. Man kann φA >MEFB,A schreiben als
φA   I 
ddv
Q
i 
wkγ,σ,iBAi   I  γBAl   I  BA

l , (.)
wobei A j    für alle j ~  l gewählt wird. Da A   Rn und damit Al > A
gilt, ist φA für SrlxS C σ k-ﬂexibel, daMB,A k-ﬂexibel ist.
. Als nächstes betrachten wir den Fall, dass Sr jS B σ für alle j undL j Sr jS ~  
gilt. In diesem Fall gibt es eine l mit rl ~   und man kann wieder A j   
für alle j ~  l wählen. Damit wurde dieser Fall auf den Hindernisfall re-
duziert und die Flexibilität folgt aus dem Beweis der Flexibilität von der
Hindernisrestriktion.
. Als letztes wird die Flexibilität vonMEFB,A in einem Punkt x > vF
betrachtet. Da vF ein aﬃner Untervektorraum der Dimension dv ist, exi-
stieren dv linear unabhängige Vektoren vi für die
vF   x 
dv
Q
i 
λivi (.)
gilt. Sei c eine reguläre k-mal stetig diﬀerenzierbare Kurve mit ct   x
mit
d j
dt j
ctW
t t
> spannv, . . . , vdv (.)
für  B j B l B k und falls j  k gilt, sei l so gewählt, dass
dl
dt l
ctW
t t
~> spannv, . . . , vdv (.)

. Lokale Restriktionen
gilt. Dann folgt, dass für jedes ψ > Ψ
TkψXct; t  T
k
c t; t   T
k
∆ψXct; t
 
k
Q
j 

j!
d j
dt j
∆ψctW
t t
t  t
j
 
l
Q
j 

j!
d j
dt j
∆ψctW
t t
t  t
j

k
Q
j l

j!
d j
dt j
∆ψctW
t t
t  t
j
 
k
Q
j l

j!
d j
dt j
∆ψctW
t t
t  t
j
gilt, da aus ∆ψx   für x > vF und (.),
d j
dt j
∆ψctW
t t
   (.)
für alle j,  B j B l , folgt.
Um zu zeigen , dass ein A > A existiert, für das TkφXct; t   T
k
ψXct; t
gilt, ist zu zeigen, dass ein A existiert, so dass die Gleichung für die Koef-
ﬁzienten β, α der Taylorpolynome gegeben durch
Dβi   D

ddv
Q
j 
Wwk
γ ,σ , j
e iB
tA (.)
βi  
ddv
Q
j 
Wwk
γ ,σ , j
e iB
tA (.)
mit D   diag!, . . . , d  dv! für jedes i,  B i B d lösbar ist. Da
βi  




d
dt
∆ψct

dddv
dtddv
∆ψct




R
R
R
R
R
R
R
R
R
R
R
R
R
R
Rt t
(.)
gilt, folgt mit (.), dass βi, j    für alle j,  B j B l gilt. Falls l   k gilt,
so folgt β    und die Lösung des Gleichungssystems ist trivial. Sei also

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l  k und
βi  








βi





, mit βi  



βi,l

βddv



, (.)
aus (.) und (.) folgt, dass clt in dem von Ñni aufgespannten
Untervektorraum liegt, dann existiert aber ein imit ÑnTic
l
t ~  . Sei
j   i und ωm  
dm
dtm
wkγ,σ, jctUt t
, dann istWwk
γ ,σ , j
e iB
gegeben durch
Wwk
γ ,σ , j
e iB
 Wwk
γ ,σ , j
 We iB (.)
mit
Wwk
γ ,σ , j
U
t t
  
 
W 
 (.)
und
Ww  





ωl  . . . 
   
  
ωddv . . . . . . ωl





(.)
da d
m
dtm
wkγ,σ, jctU
t t
   für  B m B l gilt. Die Matrix Ww ist regu-
lär, da nach Voraussetzung ωl ~   gilt. Ebenso istWe iB regulär, da die
Menge der durch die Basis B gegebenen FFD-Funktionen k-ﬂexibel ist.
Sei dl   d  dv  l  , dann können die Spalten vonWe iB so durch eine
Spaltenvertauschungsmatrix S getauscht werden, dass
We iBS   
We iB W
W W
 (.)
mitWe iB > R
d ld l undWe iB regulär gilt. Dann ist das Gleichungssystem
βi  W

w  W

e iB
  A (.)
mit A > Rd l immer lösbar. Dann ist aber auch (.) lösbar und somit
dieMenge der durch die Raummodiﬁkation gegebenen FFD-Funktionen
im Punkt x k-ﬂexibel.

. Lokale Restriktionen
Lemma .. Die durch Deﬁnition . gegebene Raummodiﬁkation EF ist kon-
vex.
Beweis. Sei Z   PΩ, dann ist die Menge der zulässigen FFD-Funktionen ge-
geben durch dieMenge aller FFD-Funktionen.Da EF B eine Basis vonΨZΩ
ist, ist somit jedes A > Rn da jedes A die Restriktion vF einhält zulässig. Insbe-
sondere ist jedes A > A˜ zulässig, diese Menge ist aber konvex.
Lemma .. Die durch Deﬁnition . gegebene Raummodiﬁkation EF ist nor-
miert mit wx    für alle x > Ω.
Beweis. Es gilt
Einj w
k
γ,σ,xBx, . . . ,w
k
γ,σ,ddv
xBx, ΠddvA (.)
   wkγ,σ,xBx, . . . ,w
k
γ,σ,ddv
xBx, A˜ (.)
für alle x > Ω. Sei l   d  dv , aus wkγ,σ,i B l
 folgt
Ybj Yª,Ω B
l
Q
i 
Ywkγ,σ,iYª,ΩYb jYª,Ω (.)
B l

l
Yb jYª,Ω (.)
  Yb jYª,Ω (.)
für jedes b j > B und bj   P
l
i w
k
γ,σ,ib j. Damit ist Bedingung (.) erfüllt.
Es gilt, mB˜   l   dimB und
max
A>A˜
YAY
ª,Ω B l
 max
A>ΠddvA
YAY
ª,Ω (.)
da Einj normiert ist, folgt
mB˜ max
A>A˜
YAY
ª,Ω B max
A>ΠddvA
YAY
ª,Ω . (.)
Damit ist Bedingung (.) erfüllt.

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Als letztes muss die Bedingung (.) überprü werden. Es gilt
Jbi   
l
Q
j 

©wkγ,σ, jbi w
k
γ,σ, j Ji (.)
Da Ywkγ,σ, jYª,Ω B l
 und Y©wkγ,σYª B γ gilt, folgt
YJbi Yª,Ω B
l
Q
j 
Y

©wkγ,σ, jYª,Ω   YbiYª,Ω  Yw
k
γ,σ, jYª,Ω   YJiYª,Ω(.)
B l 

l
maxk YJkYª,Ω
max j Yb jYª,Ω
YbiYª,Ω 

l
YJiYª,Ω (.)
B ~max
k
YJkYª,Ω  ~YJiYª,Ω (.)
B max
k
YJkYª,Ω (.)
für alle bi . Damit ist auch Bedingung (.) erfüllt.
Nachdem für die Raummodiﬁkation EF die drei Eigenscha en gezeigt wur-
den, können wir den folgenden Satz angeben.
¿eorem .. Die durch Deﬁnition . gegebene Raummodiﬁkation EF ist ein
Erweiterungsoperator.
.. F R
Nachstehend werden noch Ideen zu weiteren geometrischen Restriktionen auf-
geführt. So ist es mit den Fixierungen ebenfalls möglich, nur eine odermehrere
Raumkomponenten zu ﬁxieren. Eine Möglichkeit zur Integration solcher Re-
striktionen bieten Gewichtsmatrizen. Eine Gewichtsmatrix ist gegeben durch
eine Funktion
W Rd   Rdd . (.)
Sie wird genauso wie die Gewichtsfunktionen für die Raummodiﬁkationen vor
den Basisfunktionen B verwendet. Die Eigenscha en der Gewichtsmatrix lei-
ten sich aus den Eigenscha en der verwendeten Gewichtsfunktionen ab.

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Beispiel .. Die Fixierung von nur der dritten Raumkomponente auf einer Ebe-
ne wäre dann durch
EHB,A   WB,A (.)
mit
W  



  
  
  wkγ,σ



(.)
gegeben.
In einigen geometrischen Problemen sind Punkte eines zu optimierenden
geometrischen Objekts nicht in jede Raumrichtung veränderbar.
Beispiele .. Betrachtet man zum Beispiel eine an einer Wand befestigte ho-
rizontale Stange. Der Ansatzpunkt der Stange an die Wand ist nur in vertikaler
Richtung variabel.
Sei v eine Kaﬀeetasse und u ein Henkel, der an der Kaﬀeetasse befestigt sein
soll. Dann ist eine Deformation von u zulässig, falls der Henkel weiterhin an der
Tasse befestigt ist, sich also entlang der Tasse bewegt.
Solche Bedingungen werden als ﬁxierte Richtungen bezeichnet. Die formale
Deﬁnition ist wie folgt gegeben.
Deﬁnition .. Sei u b Ω b Rd ein geometrisches Objekt und p > u ein Punkt.
p heißt richtungsﬁxiert vom Grad d f falls für jedes ψ > ΨZΩ ein λ > Rd f und
d f linear unabhängige Vektoren vi existieren, mit
ψp   p 
d f
Q
i 
viλi . (.)
Insbesondere ist also eine Fixierung eines Punktes eine Richtungsﬁxierung
vomGrad . Die Raummodiﬁkation zu einer Richtungsﬁxierung wirdmit einer
Gewichtsmatrix konstruiert. Dabei werden für die Gewichtsmatrix die Rich-
tungsvektoren vi , mit einer Gewichtung wkγ verwendet. Die Gewichtsmatrix ist
dann durch
W    sv  e  e, . . . , svd f  ed f   ed f ,w
k
γ,σed f , . . . ,w
k
γ,σed (.)
mit s   γγ wkγ,σ gegeben.

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
 O
Um später FFD-Optimierungsalgorithmen angeben zu können, werden in die-
sem Kapitel Grundlagen der nichtlinearen restringierten Optimierung angege-
ben. Dabei werden nichtlineare Optimierungsverfahren, wie das Newtonver-
fahren im nichtrestringierten Fall, sowie Verfahren für restringierte Optimie-
rungsprobleme betrachtet. In diesem Kapitel soll eine Übersicht über gängige
Optimierungsverfahren gegeben werden. Für mehr Details sei auf [CGT],
[GK], [GK] und [Spe] verwiesen.
Wir beginnenmit der Optimierung ohneNebenbedingungen, um einen Ein-
stieg in die Optimierungsverfahren zu bekommen. Anschließend werden Op-
timierungsverfahren für Probleme mit Nebenbedingungen betrachtet.
. O  N
G
Bei der Optimierung ohne Nebenbedingungen werden stetig diﬀerenzierbare
Zielfunktionen f Rd   R und das nicht restringierte Optimierungsproblem
min
x>Rd
f x (.)
betrachtet. Weiter sei der Gradient © f x bekannt. Bevor die verschiedenen
Algorithmen zu diesem Problem betrachtet werden, werden notwendige und
hinreichende Optimalitätsbedingungen für ein lokales Minimum angegeben.
Man betrachtet einen Punkt x > Rn. Eine notwendigeBedingung dafür, dass
x ein lokales Minimum bzgl. f ist, ist durch
© f x    (.)
gegeben. Ein solcher Punkt x mit © f x    wird im folgenden als statio-
närer Punkt bezeichnet. Allerdings folgt aus © f x    nicht, dass x ein

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lokales Minimum ist. Vielmehr gilt Gleichung (.) auch in Sattelpunkten und
Maxima und ist damit keine hinreichende Bedingung für ein lokales Minimum.
Die Bedingung, dass der Gradient der Zielfunktion gleich Null ist, wird als not-
wendige Bedingung erster Ordnung bezeichnet. Es ist möglich, Bedingungen
höherer Ordnung anzugeben. Eine notwendige Bedingung zweiter Ordnung
für ein lokales Minimum ist erfüllt, falls die Bedingung erster Ordnung erfüllt
ist und die Hessematrix© f von f in einem stationären Punkt positiv semide-
ﬁnit ist, also
sT© f xs C  (.)
für alle s > Rd gilt. Diese Bedingung ist ebenfalls nur notwendig, nicht hinrei-
chend.
Nachdem notwendige Bedingungen für ein lokales Minima aufgezeigt wur-
den, werden nun hinreichende Bedingungen angegeben. Eine hinreichende Be-
dingung zweiter Ordnung für ein lokales Minimum im Punkt x ist gegeben
falls die Hessematrix im Punkt x positiv deﬁnit ist, also
sT© f xs A  (.)
für alle s > Rd , s ~   und © f x    gilt. Dies ist aber keine notwendige Be-
dingung, da es lokale Minima gibt, für die die Gleichung (.) nicht erfüllt ist.
O
Bei den Linesearchverfahren wird erst eine Abstiegsrichtung und danach eine
Schrittweite bestimmt. Bei den Trust-Region-Verfahren wird versucht, die Ziel-
funktion in einer kleinen Umgebung, der sogenannten Trust-Region, des aktu-
ellen Punktes quadratisch zu approximieren und anschließend wird das lokale
Minimum der zur Approximation verwendeten Funktion auf der Umgebung
bestimmt. Wir beschä igen uns hier hauptsächlich mit ersteren, letztere sind
ausführlich in [CGT] aufgeführt.
ImFolgendenwerdenLinesearchalgorithmen zumLösen vonOptimierungs-
problemenohneNebenbedingungenbetrachtet.DieseVerfahren sind sogenann-
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te Abstiegsverfahren. Das heißt, ausgehend von einem Punkt xk wird eine Ab-
stiegsrichtung sk bestimmt, dabei sollte
© f xksk   (.)
gelten. Anschließend wird eine Schrittweite σk A  so gewählt, dass ein Abstieg,
also
f xk A f xk  skσk (.)
erreicht wird.
Das einfachste Linesearchverfahren ist das Gradientenverfahren, für dieses
wird als Suchrichtung sk die Richtung des steilsten Abstiegs verwendet, welche
durch den negativen Gradienten gegeben ist, also
sk   © f xk. (.)
Es bleibt also noch die Wahl einer Schrittweite. Die beste Wahl ist durch
σk   argminσA f xk  σsk (.)
gegeben, allerdings führt dies zu einem neuen Optimierungsproblem und da-
mit zu einer unter Umständen aufwendigen Schrittweitenbestimmung. Um ef-
ﬁziente Optimierungsalgorithmen zu erhalten, wird eine einfache aber hinrei-
chend gute Wahl von σk benötigt. Eine eﬃziente Möglichkeit bietet die Schritt-
weitenregel von Armijo. Dazu wird ein β > ,  (meist β   ~) und γ > , 
(meist γ >  , ) fest gewählt und ausgehend von σk    wird überprü 
ob
f xk  f xk  σksk C γσk© f xk
T sk (.)
gilt. Falls die Ungleichung (.) nicht erfüllt ist, wird σk   βσk gewählt und die
Ungleichung erneut überprü . Dies wird wiederholt bis die Ungleichung (.)
gültig ist. Das erste σk für das die Ungleichung erfüllt ist, ist die Armijo Schritt-
weite. Mit der Armijo Schrittweite und der Abstiegsrichtung des steilsten Ab-
stiegs hat man ein Verfahren erhalten, für das gezeigt werden kann, dass jeder
Häufungspunkt ein stationärer Punkt ist. Der Nachteil des Gradientenverfah-
rens ist, dass es unter Umständen nur eine geringe Konvergenzgeschwindigkeit
hat.

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Algorithmus  (Verfahren des steilsten Abstiegs):
Shritt 0: Initialisierung.
• f > CRd ,R
• Startpunkt x > Rd und Konstanten β > , ,γ > , .
Shritt 1: Überprüfen der Abbruhbedingung.
• Falls© f xk    gilt, ist ein stationärer Punkt erreicht. Der Algo-
rithmus wird beendet mit dem Ergebnis xk .
Shritt 2: Berehnen des Shritts.
• Setze sk   © f xk.
Shritt 3: Bestimmen der Shrittweite.
• Bestimme die Schrittweite σk mit der Armijo-Regel.
Shritt 4: Update.
• Setze xk   xk  sk, k   k   und gehe zu Schritt .
Bemerkung .. Die Abbruchbedingung © f xk    in Schritt  führt meist zu
keinem Abbruch, da aufgrund von Rundungsfehlern die Bedingung nicht erfüllt
werden kann. Deswegen wird in der Praxis Schritt  ersetzt durch Y© f xkY  є
mit einem zuvor gewählten є A .
Nachdem nun mit der Armijoregel eine Schrittweitenbestimmung angege-
ben wurde, wenden wir uns dem Newtonverfahren zu. Aufgrund der hohen
Konvergenzgeschwindigkeit, es konvergiert lokal quadratisch, ist das Newton-
verfahren eines der wichtigsten Verfahren in der Numerik. Allerdings wird es
meist als Basis verwendet und o leicht abgeändert, da dieHessematrix o nicht
einfach zu bestimmen ist. Sei f Rd   R zweimal stetig diﬀerenzierbar. Dann
ist das Newtonverfahren gegeben durch den nachstehenden Algorithmus.

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Algorithmus  (Lokales Newton-Verfahren):
Shritt 0: Initialisierung.
• f > CRd ,R
• Startpunkt x > Rd .
Shritt 1: Überprüfen der Abbruhbedingung.
• Falls© f xk    gilt, ist stationärer Punkt erreicht. Der Algorith-
mus wird beendet mit dem Ergebnis xk .
Shritt 2: Berehnen der Shrittrihtung.
• Der Newtonschritt sk ist gegeben als Lösung des linearen Glei-
chungssystem
©
 f xksk   © f xk. (.)
Shritt 3: Bestimmen der Shrittweite.
• Bestimme die Schrittweite σk mit der Armijo-Regel.
Shritt 4: Update.
• Setze xk   xk  sk, k   k   und gehe zu Schritt .
Die Konvergenz des Newtonverfahrens ist aber stark vom Startpunkt abhän-
gig. Für ungünstige Startpunkte, meist solche die weit von lokalen Minima ent-
fernt liegen, konvergiert das Newtonverfahren langsam.
Da es aber wichtig ist, dass das Verfahren auch global konvergiert, ändert
man das Verfahren entsprechend. Dazu tri man die folgenden Überlegun-
gen. Man will das Verfahren in kleinen Umgebungen von Minima beibehalten,
da die Konvergenzgeschwindigkeit hier hoch ist. Gleichzeitig muss man das
Verfahren außerhalb dieser Umgebungen so abändern, dass es für jeden Start-
punkt konvergiert. Um dies zu erreichen, müssen zwei Dinge erfüllt werden.

 Optimierung
Zum einen muss man sicherstellen, dass sk eine zulässige Abstiegsrichtung ist
und zum anderenmuss σk eine zulässige Schrittweite sein. Umdie lokal quadra-
tische Konvergenz beizubehaltenmussman weiter sicherstellen, dass falls xk in
der Nähe einer Lösung x liegt, für sk der Newtonschritt gewählt wird. Ein Al-
gorithmus, der dieseDinge vereint, ist durch das globalisierteNewtonverfahren
(Algorithmus ) gegeben.
Eine einfache, aber häuﬁg verwendete Wahl von Bk ist Bk   I. Falls f zwei-
mal stetig diﬀerenzierbar, dieNiveaumengeN f x (sieheDeﬁnition .) kom-
pakt ist und Algorithmus  nicht terminiert, dann sind die Suchrichtungen
und Schrittweiten zulässig und der Algorithmus konvergiert gegen einen statio-
nären Punkt. Das Verfahren konvergiert global linear und lokal quadratisch. Es
gibt eine Reihe weiterer newtonartiger Verfahren, die man erhält, indem man
den Newtonschritt (.) durch
Mksk   © f xk (.)
mit einer nicht singulären Matrix Mk ersetzt. Der Vorteil dieser Substitution
besteht darin, dass es nicht nötig ist die Hessematrix © f xk zu berechnen.
Dies führt zu einer schnelleren Bestimmung der Suchrichtung sk. Falls man
Mk  © f xk setzt, so erhält man die Näherung eines Newtonschritts. Be-
denkt man, dass in den meisten Fällen selbst bei leicht zu berechnender Hesse-
matrix eine exakte Bestimmung von sN
k
nicht möglich ist, sondern meist durch
iterative Gleichungslöser ein Näherung der Lösung bestimmt wird, so ist die
Wahl Mk  © f xk eine sinnvolle Näherung an den Newtonschritt. Die Glo-
balisierung dieser Verfahren kann analog zur Globalisierung des Newtonver-
fahrens behandelt werden.
EineweitereMöglichkeit für newtonartigeVerfahren ist dieVerwendung von
quasi-newtonartigen Verfahren. Dabei wird kein festesMk verwendet, sondern
man startet mit einem H > Rdd  © f x und führt in jedem Schritt ein
Update von Hk aus, so dass
Hkxk  xk   © f xk  © f xk (.)
gilt. Wichtige Update Regeln sind die SR-, DFP-, BFGS- und PSB-Updates.

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Algorithmus  (Globalisiertes Newton-Verfahren):
Shritt 0: Initialisierung.
• f > CRd ,R
• Wähle Startpunkt x > Rd und Konstanten γ > , ~, c > , 
und p A .
Shritt 1: Überprüfen der Abbruhbedingung.
• Falls© f xk    gilt, ist ein stationärer Punkt erreicht. Der Algo-
rithmus wird beendet mit dem Ergebnis xk .
Shritt 2: Berehnen der Shrittrihtung.
• Der Newtonschritt sN
k
ist gegeben als Lösung des linearen Glei-
chungssystem
©
 f xks
N
k   © f xk.
Falls sN
k
zu berechnen ist, und
© f xk
T sNk Cminc, cY© f xKY
p
Y© f xkYYs
N
k Y
gilt, so setzt man sk;  sNk .
• Sonst wählt man eine symmetrisch positiv deﬁnite Matrix
Bk > Rdd , so dass λminBk C η, λmaxBk B ν mit von k unab-
hängigen Konstanten   η  ν. Dann ist sk gegeben als Lösung
von
Bksk   © f xk
Shritt 3: Bestimmen der Shrittweite.
• Bestimme die Schrittweite σk mit der Armijo-Regel.
Shritt 4: Update.
• Setze xk   xk  sk, k   k   und gehe zu Schritt .

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. O  N
Nachdem wir uns nun mit den nicht-restringierten Verfahren eingehend be-
schä igt haben, wenden wir uns den restringierten Verfahren zu. Zwar wurde
in Kapitel  mit der Raummodiﬁkation ein Verfahren angegeben, mit dem es
möglich ist, Nebenbedingungen in die Basis zu integrieren, allerdings ist dies
nicht immer möglich, zum Beispiel bei nicht geometrischen Nebenbedingun-
gen. Aus diesem Grund wird ein Verfahren zur Optimierung mit Nebenbedin-
gungen angegeben.
Im Folgenden betrachtet man das Optimierungsprobleme aus Kapitel ..
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Sei D ` Rd ,D oﬀen,
f Rd   R,
hD   Rm , gD   Rm
Z   x > D S hx   , gx C 
Gesucht:
x   argmin f x S x > Z.
(.)
mit f , g , h > CD und Z abgeschlossen in Rd .
Zur Lösung solcher Optimierungsprobleme kann ein sogenanntes Penalty-
Verfahren verwendet werden. Die Idee der Penalty-Verfahren ist, eine normale
nicht restringierte Optimierung durchzuführen, aber denWert des Zielfunktio-
nals durch einen gewichteten Stra erm bei der Nichteinhaltung der Nebenbe-
dingungen zu bestrafen. Dabei beginnt man mit einem kleinen Gewicht und
bestimmt eine Lösung des nicht restringierten Problems. Ausgehend von die-
ser Lösung erhöht man sukzessive den Stra erm, um die Nichteinhaltung der
Restriktion weiter zu bestrafen.
Ein solches Problem ist gegeben durch
min
x>Rd
Ppx (.)
mit
Ppx   f x  pSx, (.)

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wobei p der Penalty-Parameter das Gewicht des Stra erms und S die Penalty-
Funktion ist. Der Vorteil dieses Verfahrens ist, dass man schon bekannte Op-
timierungsalgorithmen für nichtrestringierte Probleme verwenden kann und
so der zusätzliche Aufwand gering ist. Des weiteren erhält man für jede Iterati-
on einen guten Startpunkt und bei hohen Gewichten für die Penalty-Funktion
und damit schwierig zu lösendenOptimierungsproblemen ist ein solcher Start-
punkt sehr wichtig. In den meisten Fällen verwendet man aus diesem Grund
monoton wachsende Folgen von pk. Es bleibt das Problem, eine sinnvolle
Penalty-Funktion zu konstruieren.
Wir wollen kurz ein häuﬁg verwendetes Penalty-Verfahren mit einer quadra-
tischen Penalty-Funktion angeben. Die Penalty-Funktion S wird wie folgt deﬁ-
niert:
Sx  


m
Q
i 
max, gix




m
Q
j 
h jx
 (.)
 


Ygx

Y

 YhxY . (.)
Dabei ist y

  max, yiBiBn für einen Vektor y > Rd . Der Stra erm,
beziehungsweise beide Summanden des Stra erms sind so konstruiert, dass
sie an zulässigen Punkten verschwinden. Das heißt, falls x > Z gilt, so gilt
Ppx   f x. Darüber hinaus gilt aufgrund der Glattheit des Stra erms auch
©Ppx   © f x. Deswegen besteht für zulässige Punkte kein Unterschied zwi-
schen der Zielfunktion des Penalty-Verfahrens und der eigentlichen Zielfunkti-
on. Folglich ist ein stationärer Punkt des Penaltyproblems auch ein stationärer
des Ausgangsproblems und erfüllt damit für beide Probleme die notwendigen
Bedingungen für ein Minimum.
Diese Eigenscha ist allerdings nicht nur vonVorteil. Da der Stra erm in der
Nähe des zulässigen Bereiches aufgrund der Glattheit nur sehr langsamwächst,
ist ein lokales Minimum von Pp nur dann in Z enthalten, falls im Minimum
©Pp    gilt. Dies führt dazu, dass die Penalty-Verfahren sich meist dem zuläs-
sigen Bereich von außen nähern und die Folge erst für p  ª zulässige Lösun-
gen enthält. Verfahren, die sicherstellen, dass die gefunden Lösungen zulässig
sind, werden innere-Punkte-Verfahren genannt.
Algorithmus  ist ein Beispiel zu einem solchen Verfahren. Falls f , g und h
stetig sind undZ ~  g gilt, folgt für pk  k ª ª, dass jeder Häufungspunkt von
xk eine globale Lösung des restringierten Optimierungsproblems ist.
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Algorithmus  (Penalty-Verfahren):
Shritt 0: Initialisierung.
• Wähle einen Penalty Parameter p A  und setze k   .
Shritt 1: Lösen des Penalty-Problems.
• Bestimme die globale Lösung des nichtrestringierten Problems
min
x>Rd
Ppkx
mit dem Startpunkt xk, falls k A , sonst x.
Shritt 2: Überprüfen der Zulässigkeit.
• Falls xk > Z und © f xk    wird der Algorithmus beendet, Er-
gebnis ist xk .
Shritt 4: Update.
• Wähle pk A pk .
• Setze k   k   und gehe zu Schritt .
. G O
Es gibt Probleme, in denen sich der Gradient der Zielfunktion f nicht oder nur
mit sehr hohem Aufwand bestimmen lässt. Für solche Probleme existieren Op-
timierungsverfahren, die ohne den Gradienten der Zielfunktion auskommen.
Typischerweise ist gerade bei solchen Problemen eine niedrige Zahl von Op-
timierungsparametern besonders wichtig, da die Auswertung der Zielfunktion
o ebenfalls einen hohen Aufwand erfordert. Da sich die FFD-Verfahren durch
eine starke Reduktion der Optimierungsparameter auszeichnen, wird ein gra-
dientenfreies Optimierungsverfahren vorgestellt.

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Algorithmus  (Modiﬁed-Controlled-Radom-Search-Algorithmus):
Shritt 0: Initialisierung.
• Wähle eine gleichmäßig verteilte Zufallsvariable Y und P beste-
hend aus l zufällig gewählten Punkten aus Z .
Shritt 1: Abbruhbedingung.
• Falls f xmax  f xmin B є dann wird der Algorithmus beendet,
Ergebnis ist xmin.
Shritt 2: Reexion.
• Wähle zufällig d   Punkte aus P .
• Berechne
x   M  Yxi M
• Falls x ~> Z wiederhole Schritt .
Shritt 4: Update.
• Falls f x  f xmax, dann setze xmax   x.
• Gehe zu Schritt .
Wir geben an dieser Stelle einen Radom-Search-Algorithmus an. Eine Über-
sicht über Random-Search-Algorithmen erhält man in [TZ]. Die Idee der
Kontrollierten-Random-Search Algorithmen ist wie folgt:
Sei P eine Menge von l Q d zulässigen Punkten, x, . . . xl > Z . Diese bilden
einen Polyeder S im Rd mit den Ecken xi . Um einen neuen Punkt zu erhalten,
berechnet man
x   M  Yxi M, (.)
wobeiM der Schwerpunkt der durch die restlichen l Ecken gegebenen Ober-
ﬂäche ist. Der multiplikative Faktor Y ist eine Zufallsvariable, die meist als
gleichmässig verteilt in  , α mit α >  ,  gewählt wird. Nachdem der neue
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Punkt x berechnet wurde, wird der Funktionswert des neuen Punktes mit dem
größten Funktionswert der Ecken verglichen. Sei also xmax die Ecke mit dem
größten Funktionswert, falls
f x  f xmax (.)
gilt, so wird xmax durch den neuen Punkt x ersetzt. Dieses Vorgehen führt zu
Algorithmus .

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In diesemKapitel werden die verschiedenen FFD-Algorithmen abstrakt formu-
liert. Dies geschieht sowohl für die FFD-Algorithmen für geometrischeObjekte
als auch für die Kontrollparameter von parametrisierten geometrischen Objek-
ten. Die hier vorgestellten Algorithmen arbeiten als ein Zusatzmodul für bereits
existierende nichtlineare Optimierungsverfahren. Solche Optimierungsverfah-
ren sind in Kapitel  angegeben.
Die Algorithmen zur FFD-Optimierung existieren sowohl als lokal zulässige
und als global zulässige FFD-Algorithmen. In beiden Versionen der Algorith-
men steht an erster Stelle die Wahl einer geeigneten Basis eines ﬁniten FFD-
Raumes. Anschließend unterscheiden sich die Versionen der Algorithmen. Bei
global zulässigen Verfahren ist der nächste Schritt des Algorithmus durch die
Generierung einer Reihe von Raummodiﬁkationen zu denNebenbedingungen
gegeben. Dabei wird auch die nötige Zahl von Freiheitsgraden für das global zu-
lässige Verfahren festgelegt. Beide Schritte werden nur ein einziges Mal zu Be-
ginn des global zulässigen Algorithmus durchgeführt. Bei den lokal zulässigen
Verfahren entfällt der Schritt zur Bestimmung einer ﬂexiblen Basis.Die Anzahl
der Freiheitsgrade ist durch die Dimension der Basis fest vorgegeben.
Die Entscheidung, ob ein lokal oder global zulässiges Verfahren verwendet
werden soll, hängt vonmehreren Faktoren ab. Ein lokal zulässiges Verfahren ist
geeignet, wenn die Anzahl der Nebenbedingungen klein gegen die Anzahl der
Freiheitsgrade ist, die Nebenbedingungen einfach zu überprüfen sind und eine
Integration der Nebenbedingungen durch eine ﬂexible Raummodiﬁkation nur
mit einer deutlich höheren Zahl von Freiheitsgradenmöglich ist.Global zulässi-
ge Verfahren eignen sich hingegen besonders gut, wenn viele Nebenbedingun-
gen von ähnlicher Struktur sind und sie leicht in ﬂexible Raummodiﬁkationen
umzusetzen sind.
Da es sich bei den FFD-AlgorithmenumZusatzmodule von bestehendenOp-
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timierungsalgorithmen handelt, sind sie nicht als eigenständige Optimierungs-
algorithmen anzusehen. In den FFD-Algorithmen wird aus diesem Grund auf
einen Optimierungsalgorithmus Opt verwiesen, zum Beispiel das globalisierte
Newtonverfahren (sieheAlgorithmus ).Dieserwird vondemFFD-Algorithmus
aufgerufen, um die neue Suchrichtung und eine neue Schrittweite zu bestim-
men. Die Schnittstellen zu den FFD-Algorithmen beschränken sich auf wenige
Daten und können so an (fast) jedes Optimierungsverfahren einfach angepasst
werden. Für komplexe Optimierungsverfahren ist es durchaus möglich, dass
die Schnittstellen noch erweitert werden müssen.
. FFD-A
Als Erstes werden Algorithmen ohne in die Basis integrierte Nebenbedingun-
gen betrachtet, da für diese Verfahren keine Raummodiﬁkationen vorgenom-
men werden müssen. Da die Nebenbedingungen nicht in die Basis integriert
werden, ist nicht sichergestellt, dass ein zulässiges geometrisches Objekt u auf
ein ebenfalls zulässiges geometrisches Objekt φAu abgebildet wird. Die Ein-
haltung derNebenbedingungenwird durch einOptimierungsverfahrenmitNe-
benbedingungenOptNb sichergestellt (z.Bsp. ein Penalty-Verfahren, sieheAlgo-
rithmus ) wobei der Aufruf des Verfahrens nur eine Richtung gegeben durch
A liefert. Die zur Überprüfung der Schrittweite notwendige FFD-Deformation
wird danach berechnet. Dies wird wiederholt bis ein stationärer Punkt erreicht
ist. Der erste der FFD-Algorithmenbesteht nur aus einemeinzelnenFFD-Schritt,
der mit Hilfe des Optimierungsverfahrens bestimmt wird.

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Algorithmus  (FFD-Algorithmus):
Shritt 0: Initialisierung.
Sei Ω   Πdi  ai , bi, ΦB,AΩ ein ﬁniter FFD-Raum mit dimB   n
und g , h Nebenbedingungen. Weiter sei ein geometrisches Objekt
u > Z gegeben und OptR initialisiert.
Shritt 1: Optimierungsphase.
• Falls A ein stationärer Punkt ist, wird der Algorithmus mit dem
Ergebnis u˜ beendet.
• Sonst
– Anhand von u˜ werden die Freiheitsgrade A bestimmt.
A   OptNbu˜, g , h
Shritt 2: Berehnung der geometrishen Deformation.
• Das neue geometrische Objekt u˜ ist gegeben durch
u˜   u  Bu   AT
• Gehe zu Schritt .
Das Verfahren eignet sich, falls die Anzahl der Nebenbedingungen klein ge-
gen dieDimension der Basis ist. Falls die Zahl der (aktiven)Nebenbedingungen
gleich oder größer derDimension der Basis ist, ist nicht mit einer Verbesserung
des geometrischen Objekts bezüglich der Zielfunktion zu rechnen. Für solche
Probleme sind iterierte FFD-Algorithmen mit ﬂexiblen Raummodiﬁkationen
zu bevorzugen. Es ist zwar auch möglich, den lokal zulässigen Einzelschritt-
Algorithmus global zulässig anzugeben, allerdings ist es im Allgemeinen sinn-
voller, sogleich iterierte Verfahren zu betrachten. Bevor diese Verfahren ange-
geben werden, wenden wir uns der Optimierung von Kontrollparametern geo-
metrischer Objekte zu.
Falls es sich bei dem geometrischen Objekt um ein parametrisiertes geome-

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Abbildung .: Kissing Number im R
trisches Objekt handelt, so geschieht die Optimierung über die Parameter des
geometrischen Objekts. Sei u ein geometrisches Objekt und P b ΩP b Rm das
geometrische Objekt, bestehend aus den Parametern pi > Rm mit ΓPu   u.
Der Algorithmus kann nun auf die Parameter des geometrischen Objekts ange-
wendet werden. Da die Nebenbedingungen im Raum des geometrischen Ob-
jekts u formuliert sind, müssen nach jedem FFD-Schritt ψ die Nebenbedin-
gungen für das deformierte geometrische Objekt u˜   ΓψP überprü wer-
den. Desweiteren muss eine ﬁnite FFD-Basis zu dem, das geometrische Objekt
P umgebenden Raum ΩP, bestimmt werden. Dabei ist zu beachten, dass aus
u b Ωu b Rd nicht ΩP b Rd folgt. Das heißt, dass ΩP eine höhere oder niedri-
gere Dimension als Ωu besitzen kann. Insbesondere gilt im folgenden Beispiel
dimΩP  dimΩu.
Beispiel . (KissingNumber). Das ProblemderKissingNumber ist ein Packungs-
problem (siehe [Wei],[ZT]) und besteht darin, die maximale Anzahl k äqui-
valenter Hypersphären der Dimension d   angeordnet um eine einzelne Hy-
persphäre anzugeben, so dass sich die Hypersphären zwar berühren, aber nicht
schneiden (sieheAbbildung .). Oﬀensichtlich können dieHypersphärenmit d
Parametern parametrisiert werden, da die Mittelpunkte der Sphären auf einer
d   Dimensionalen Mannigfaltikeit liegen, also gilt dimΩu     dimΩP.
Tabelle . gibt die bekannten Kissing Number k bezüglicher der Dimension d an.
Das Bild ist aus [Wei]
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d k
 
 
 
 
 
 
 C 
Tabelle .: Bekannte Kissing Number k der Dimension d
Für Kissing Numbers der Dimension d A  existieren nur untere Schranken.
Bemerkung .. In vielen Fällen (z.B. FE-Netze, Booster Beispiel .) sind die
Parameter pi Punkte im Rd und es gilt pi > u. Dies erleichtert die Anpassung
der Nebenbedingungen, da für eine geringe Gitterweite sich die Parameter solcher
Parametrisierungen wie das beschriebene geometrische Objekt u verhalten. Diese
Fälle sind besonders günstig für die Optimierung mit FFD-Verfahren.
Da in vielen Optimierungsverfahren der Gradient und die Hessematrix zur
Optimierung verwendet werden, falls diese existieren und einfach zu bestim-
men sind, wird in Algorithmus  angegeben, wie diese berechnet werden kön-
nen. Dabei sei vorausgesetzt, dass f stetig diﬀerenzierbar ist und ©x f bekannt
ist. Der Gradient von f φAx ist dann gegeben durch
©a f φAx   ©x f   S (.)
mit A   a, . . . an und
S  



©aφAx

©aφAxn



. (.)
Aufgrund der Linearität von φAxi inA ist die Berechnung von S eine einfache
Auswertung der Basisfunktionen B an der Stelle xi .

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Algorithmus  (FFD-Algorithmus für param. geom. Objekte):
Shritt 0: Initialisierung.
Sei Ω   Πdi  ai , bi, u b R
d ein geometrisches Objekt,
pi > Rm ,  B i B N die Parameter zu u, A    und ΦB,AΩ ein ﬁ-
niter FFD-Raum mit dimB   m. Weiter seien Nebenbedingungen
g , h gegeben und OptNb initialisiert.
Shritt 1: Berehnung von S.
• Falls der Optimierer Gradienten verwendet
Si, j   Da iφAp j   bip j.
Shritt 2: Optimierungsphase.
• Falls A ein stationärer Punkt ist, wird der Algorithmusmit P˜ bzw.
ΓP˜   u beendet.
• Sonst:
– Anhand von P˜ werden die Freiheitsgrade A bestimmt
A   OptP˜, S , g , h
Shritt 3: Berehnung der geometrishen Deformation.
• Das neue geometrische Objekt P˜ ist gegeben durch
P˜   P  BP   A.
• Gehe zu Schritt .
Die Berechnung der Hessematrix geschieht analog, wobei zu beachten ist,
dass
Da iDa jxk   (.)
gilt, wegen der Linearität von φAx in A. Dabei bezeichnet Da i die partielle
Ableitung nach der Variablen ai > A. Damit ist die Hessematrix für zweimal

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stetig diﬀerenzierbares f gegeben durch
 ©
 f φAxi, j  
n
Q
l 
n
Q
k 
DxkDx l f   Da ixl   Da jxk . (.)
Ausgehend vom Algorithmus  wird nun der Algorithmus  für die FFD-Opti-
mierung von parametrisierten geometrischen Objekten angegeben.
. I  
FFD-A
Bei iterierten FFD-Algorithmenwerden FFD-Räumemit Raummodiﬁkationen
E betrachtet. Zwar ist es auch möglich, die Algorithmen  und  zu iterieren,
aber aus mehreren Gründen werden diese Verfahren nicht angegeben. Zum
einen ist die Vorgehensweise bei beiden Verfahren nahezu identisch, was eine
einfache Übertragung der iterierten Algorithmen zulässt. Zum anderen ist der
Zeitvorteil, den die bisher betrachteten Algorithmen besitzen, bei den iterier-
ten Verfahren nicht mehr vorhanden, da nur am Anfang eine Raummodiﬁka-
tion erstellt werden muss und diese in jeder Iteration verwendet werden kann.
Während bei restringierten Verfahren die Freiheitsgrade der FFD-Räume an
die Nebenbedingungen gekoppelt sind, entfällt bei den Verfahren mit Raum-
modiﬁkationen diese Kopplung. Die Verwendung von Raummodiﬁkationen
ermöglicht es, nichtlineare Optimierungsalgorithmen ohne Nebenbedingun-
gen zu verwenden, falls sich alle Nebenbedingungen in den Raum der FFD-
Funktionen integrieren lassen. Diese Optimierungsverfahren sind, wie in Kapi-
tel  angemerkt, schneller und benötigen weniger Rechenaufwand.
Um ein global zulässiges Verfahren zu erhalten, wird in der Initialisierung
ausgehend von einer Menge von ﬂexiblen FFD-Funktionen, auf einem nicht
restringierten Raum eine ﬂexibilitätserhaltende Raummodiﬁkation zu den ge-
gebenenNebenbedingungen bestimmt.Damit ist sichergestellt, dass dieNeben-
bedingungen in jedem Schritt eingehalten werden und die Flexibilität nicht ge-
ringer wird. Falls alle Nebenbedingungen in den FFD-Raum integriert werden
können, wird ein nichtlineares OptimierungsverfahrenOpt verwendet (z.B. das
Newtonverfahren). Können nicht alle Nebenbedingungen in eine Raummodiﬁ-
kation aufgenommen werden, so ist genau wie bei Algorithmus  ein Optimie-
rungsverfahren mit Nebenbedingungen zu verwenden.

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Algorithmus  (global iterierter FFD-Algorithmus):
Shritt 0: Initialisierung.
Sei Ω   Πdi  ai , bi, u > Z ein geometrisches Objekt,
MB,A b ΦB,AΩ eine Menge von FFD-Funktionen und Neben-
bedingungen g , h.
Shritt 1: Modizieren von MB,A.
• Bestimmen der Raummodiﬁkation Eg,h (Algorithmus )
B,A   Eg,hB,A.
• n   dimB, k   , A    und Opt initialisieren.
Shritt 2: Optimierungsphase.
• Falls Ak ein stationärer Punkt ist, wird der Algorithmus mit dem
Ergebnis uk beendet.
• Sonst:
– Anhand von uk werden die Freiheitsgrade Ak berechnet.
Ak   Optuk
– Falls Ak ~> A gilt, bestimme µ > ,  mit µAk > A und
setze Ak   µAk.
Shritt 3: Berehnung der geometrishen Deformation.
• Das neue geometrische Objekt uk ist gegeben durch
uk   uk  BukAk.
• Setze k   k   und gehe zu Schritt .
Als Nächstes wird ausgehend von Algorithmus  der global iterierte Algo-
rithmus für parametrisierte geometrische Objekte betrachtet. Genauso wie bei

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der Anpassung von Algorithmus  auf den parametrisierten Fall (Algorithmus
) werden die Parameter pi als geometrisches Objekt P betrachtet. Anders als
bei den allgemeinen FFD-Verfahren sind bei der Übertragung auf den parame-
trisierten Fall weitere Details zu beachten.
Das Problem der Optimierung im Fall eines parametrisierten geometrischen
Objekts u   ΓP liegt in den Nebenbedingungen g , h. Diese beziehen sich auf
das geometrische Objekt u und nicht auf die Parameter pi > P. Dies führt zu
neuen Nebenbedingungen h˜   hXΓ und g˜   g XΓ. Durch diese Transformation
geht in vielen Fällen die geometrische Struktur der Nebenbedingungen g und h
verloren. Die neuen Nebenbedingungen h˜ und g˜ sind o schwer oder gar nicht
in eine Raummodiﬁkation E g˜ ,h˜ zu integrieren.
Beispiel .. Man betrachte Beispiel .. Das Seil s sei durch einen kubischen B-
Spline gegeben, dann bilden die Kontrollpunkte pi der B-Splines das geometrische
Objekt P. Während sich die Fixierungen an den Punkten P und Q noch einfach
anhand der Kontrollpunkte realisieren lassen, kann man die Hindernisrestriktion
W nicht so einfach übertragen. Denn aus pi ~> W folgt nicht, dass das Seil das
Hindernis nicht durchdringt. Vor allem wenn die Kontrollpunkte weit auseinan-
der liegen, ist der Abstand des Kontrollpolygons groß und damit ist es schwierig,
Hindernisrestriktionen einzuhalten.
Um trotzdem eine zur Optimierung geeignete Menge von ﬁniten FFD-Funk-
tionen zu erhalten, bietet sich das folgende Vorgehen an. Falls die Kontrollpara-
meter pi integrale Bestandteile des geometrischen Objektes u sind, also pi > u
gilt, und hinreichend nahe beieinander liegen, ist es sinnvoll, die Menge der ﬁ-
niten FFD-Funktionen zu betrachten, die aus den Nebenbedingungen an das
geometrische Objekt u hervorgeht, alsoMEg,hB,A. Diese kann dann zur
Optimierung des geometrischen Objektes P benutzt werden. Allerdings ist es
dann notwendig, die Zulässigkeit jedes einzelnen Schrittes Ak zu überprüfen,
da aufgrund der durch die Parametrisierung gemachtenApproximation die glo-
bale Zulässigkeit derMenge der ﬁniten FFD-Funktionen nicht mehr gewährlei-
stet ist. Wird bei der Überprüfung festgestellt, dass das deformierte geometri-
scheObjektu   ΓφAPnicht zulässig ist, somuss dieDeformation φA soweit
gedämp werden, bis sie zulässig ist.
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Algorithmus  (global iterierter FFD-Algorithmus f. param. Objekte):
Shritt 0: Initialisierung.
Sei Ω   Πdi  ai , bi, u > Z ein geometrisches Objekt
pi > Rm ,  B i B N die Parameter zu u,MB,A b ΦB,AΩ eine
Menge ﬁniter FFD-Funktionen und Nebenbedingungen g , h.
Shritt 1: Modizieren von MB,A.
• Siehe Algorithmus .
Shritt 2: Berehnung von S.
• Falls der Optimierer Gradienten verwendet
Si, j   Da iψAp j   Bip j.
Shritt 3: Optimierungsphase.
• Falls Ak ein stationärer Punkt ist, wird der Algorithmus mit dem
Ergebnis Pk bzw. u   ΓPk beendet.
• Sonst: Bestimmen von Ak durch
Ak   OptPk, S.
Shritt 4: Berehnung der geometrishen Deformation.
• Das neue geometrische Objekt Pk ist gegeben durch
Pk   Pk  BPkAk.
Shritt 5: Überprüfung der Nebenbedingungen
• Falls gΓPk C  und hΓPk   , dann λ   , k   k  
und gehe zu Schritt .
• Sonst: λ   λ~ und gehe zu Schritt .

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DerAlgorithmus  kann verwendet werden, wenn die Kontrollparameter die
oben beschriebenen günstigen Eigenscha en besitzen. Falls das geometrische
Objekt P für alle zulässigen Kontrollparameter in der Hausdorﬀmetrik stark
von dem geometrischen Objekt ΓP abweicht, so muss falls möglich E g˜ ,h˜ be-
stimmt werden. Wenn dies nicht möglich ist, so ist Algorithmus  zu verwen-
den.
. A FFD-A
Ausgehend von den global zulässigen iterativen FFD-Algorithmen sollen im
Folgenden adaptive Methoden zurWahl derMenge der FFD-Funktionen, über
die optimiert wird, aufgezeigt werden. Dazu sind verschiedene Ansätze mög-
lich. Zum einen kann der Grad der Basis der ﬁniten FFD-Funktionen erhöht
werden, um eine bessere Approximationskra zu erreichen oder der Träger
kann verkleinert werden, um eine höhere Lokalität zu erreichen. Zum anderen
ist es möglich, bei gleichbleibendem Grad der Basis die Optimierung über ein
Teilgebiet von Ω durchzuführen. Dabei ist es wichtig, dass der Mehraufwand
zurBestimmungder eventuell nötigenneuenBasenmöglichst gering bleibt und
die Anzahl der Freiheitsgrade nicht zu stark anwächst.
Die in diesem Unterkapitel angegebenen Algorithmen beziehen sich nur auf
die Optimierung von geometrischen Objekten und nicht auf die Optimierung
von parametrisierten geometrischenObjekten. Es ist aber leicht, die gegebenen
Algorithmenmit denselben Überlegungen wie bei Algorithmus  zu modiﬁzie-
ren und sie so auf parametrisierte geometrische Objekte anzuwenden.
.. FFD-A  G
Bei den bisher betrachteten Algorithmen wurde ausgehend von einer Basis B
und zulässigen Freiheitsgraden A eine Raummodiﬁktaion Eg,h bezüglich der
Nebenbedingungen g , h deﬁniert. Mit dieser wurde ein global zulässiger FFD-
Schritt desAlgorithmus durchgeführt. Für denAlgorithmusmitGraderhöhung,
sei nun B, . . . , Bk eine Folge von Basen eines FFD-Raumes mit
dimBi B dimBi (.)

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und
ﬂexMBi ,Ai B ﬂexMBi ,Ai. (.)
Weiter bezeichneMi   MBi ,Ai eine Folge von Mengen von global zuläs-
sigen ﬁniten FFD-Funktionen zu den Basen Bi und zulässigen Freiheitsgra-
den Ai . Sei Eg,h eine Raummodiﬁkation zu den Nebenbedingungen g , h. Da
die Raummodiﬁkation nicht von der Basis, sondern nur von den Nebenbedin-
gungen g , h des geometrischen Objekts und von dem das geometrische Ob-
jekt umgebenden Raum Ω abhängt, kann sie auf alle Mengen von ﬁniten FFD-
Funktionen Mi angewendet werden. Die daraus resultierenden Mengen von
FFD-Funktionen
È
Mi  MEg,hBi ,Ai (.)
sind für alle  B i B k global zulässig. Die Raummodiﬁkation Eg,h muss also nur
einmal zu Beginn des Algorithmus bestimmt werden.
Beispiel .. Beispiel für eine Folge von Basen Bi . Sei d    und Bk die reine
Polynombasis (siehe .) zum Grad k, dann ist eine Folge von geeigneten Basen
gegeben durch
B   
 
 
 ,
B   
 x x   
    x x
 ,

Bk .
Bemerkung .. Die Bedingungen (.) und (.) sind nicht zwingend, haben
sich aber in den Anwendungen als sinnvoll erwiesen. Allerdings ist es auch denk-
bar, abwechselnd rein quadratische und rein kubische FFD-Basen zu verwen-
den. Da es nicht möglich ist, durch mehrfache Iteration von quadratischen FFD-
Funktionen denRaumder kubischenPolynome zu erhalten,wird zwischen beiden
FFD-Räumen gewechselt. Nur kubische FFD-Funktionen zu verwenden ist eben-
falls ungünstig, da diese, im Gegensatz zu den quadratischen FFD-Funktionen,
quartische Polynome nicht darstellen können.

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Algorithmus  (globaler FFD-Algorithmus mit Graderhöhung):
Shritt 0: Initialisierung.
Sei Ω   Πdi  ai , bi, u > Z ein geometrisches Objekt, B, B, . . . , Bk
eine Folge von FFD-Basen und g , h Nebenbedingungen. Weiter sei
γ A , γ > N, є A , i   , k   , A    und λ   .
Shritt 1: Modizieren von MBi ,A.
• Bestimmen der Raummodiﬁkation Eg,h (siehe Algorithmus )
• Berechnen der modiﬁzierter FFD-Mengen ÈMi .
• ni   dimÇBi und Opt initialisieren.
Shritt 2: Optimierungsphase.
• Falls Ak ein stationärer Punkt ist und i   m gilt wird der Algo-
rithmus beendet.
• Sonst:
– Falls k   γ oder S f uk  f ukS  є gilt, dann setze k    ,
i   i  , A    und u   uγ.
– Anhand von uk werden die Freiheitsgrade Ak berechnet.
Ak   Optuk , ÇBi
– Falls Ak ~>ÈAi dann bestimme µ > , mit µAk >ÈAi und
setze Ak   µAk.
Shritt 3: Berehnung der geometrishen Deformation.
• Das neue geometrische Objekt uk ist gegeben durch
uk   uk  ÇBiukAk.
• Setze k   k   und gehe zu Schritt .
Ein Wechsel der FFD-Basis ist sinnvoll, wenn bezüglich der aktuellen Men-

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ge von FFD-Funktionen ein stationärer Punkt erreicht wurde oder wenn die
Verbesserung des Zielfunktionals gering ist, also falls
S f uk  f ukS  є (.)
für ein vorher bestimmtes є A  gilt. Da die ersten Schrittemeist die größtenVer-
besserungen des Zielfunktionales ergeben, ist es sinnvoll nach γ-vielen Schrit-
ten die FFD-Basis zu wechseln. In der Praxis hat sich ein Wert von γ    als
geeignet erwiesen.
.. FFD-A  L
Im Folgendenwerden zweiMöglichkeiten angegeben, um ein lokalisiertes FFD-
Optimierungsverfahren zu erhalten. Zum einen kann eine Folge lokaler Basis-
funktionen gewählt werden, wie zum Beispiel die B-Splines. Durch die lokalen
Basisfunktionen wirken sich Änderungen in den Freiheitsgraden nur lokal aus.
Der Nachteil dieser Methode ist eine erhöhte Anzahl von Freiheitsgraden, ab-
hängig von den gewählten Basisfunktionen. Allerdings kann man diese Metho-
de gut mit Algorithmus  kombinieren, da es nur nötig ist die Folge der Basen
durch eine Folge von B-Spline-Basen anzugeben.
Als Alternative kann man ein Verfahren verwenden, welches die Anzahl der
Freiheitsgrade konstant lässt oder im günstigsten Fall reduziert. Dazu wird ei-
ne endliche Folge von kompakten Teilintervallen Ii   Πiαi , βi von Ω ge-
wählt, so dass Ω b
i Ii gilt. Zwei Intervalle Ii , I j > I heißen benachbart, falls
Ii 9 I j nicht leer ist.
Als nächstes soll die Menge der modiﬁzierten FFD-Funktionen über Ii be-
stimmt werden. Sei Ti Ω   Ii gegeben durch
Tix  
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Als Basisfunktionen ÇB für dieMenge ﬁniter FFD-Funktionen über Ii wird dann
ÇBx   BTx (.)

. Algorithmus für Raummodiﬁkationen
gewählt. Dann istMÇB,A b Ψ
Z
Ii eine ﬂexible Menge von FFD-Funktio-
nen, fallsMB,A eine ﬂexible Menge auf Ω ist.
Als nächstesmuss dieMenge der FFD-FunktionenMB˜,Amodiﬁziert wer-
den. Dafür ist es notwendig, alle Nebenbedingungen g , h zu bestimmen, die in
dem Intervall Ii aktiv sind. Eine Nebenbedingung gk bzw. hk ist aktiv im In-
tervall Ii , falls in dem Intervall restringierte Punkte existieren. Es genügt für
jedes Intervall Ii eine Raummodiﬁkation Ei zu verwenden, die nur die aktiven
Nebenbedingungen in die Basis integriert. Allerdings besteht noch kein glatter
Übergang zuΩ~Ii . Um einen k-mal stetig diﬀerenzierbaren Übergang zu errei-
chen, wählt man eine Boundingbox EBox über dem Abschluss des betrachteten
Intervalls und wendet diese aufM an.
Durch die Reduzierung der Nebenbedingungen auf die aktiven Nebenbedin-
gungen kann in vielen Fällen eine deutliche Reduzierung der Freiheitsgrade
erreicht werden. Allerdings ist zu beachten, dass, falls der Schnitt zweier be-
nachbarter Intervalle klein ist und die geforderte Glattheit desÜberganges groß
ist, dort nur kleine Änderungen möglich sind, da die Gewichtsfunktionen der
Boundingboxen alle Änderungen im Bereich des Randes der Intervalle stark
abdämpfen. Aus diesem Grund ist es sinnvoll, eine Überdeckung zu wählen,
deren benachbarte Intervalle einen relativ großen Schnitt haben. Dies wieder-
um führt zu einer großenAnzahl von Intervallen. UmdieAnzahl zu reduzieren,
werden nur jene Intervalle Ii betrachtet, deren Schnitt mit dem zu optimieren-
den geometrischenObjekt u nicht leer ist. Diese Intervalle werden als relevante
Intervalle bezeichnet. Bei der Optimierung ist es ausreichend die relevanten In-
tervalle zu betrachten, allerdings kann sich bei jedem FFD-Schritt die Menge
der relevanten Intervalle ändern.
Dieser Ansatz führt zu dem Algorithmus  (es sind nur die Änderungen ange-
geben).
. A  R
Zum Ende des Kapitels geben wir einen Algorithmus an, um die Raummodiﬁ-
kationen zu konstruieren. Dazumüssen dieNebenbedingungenwie inKapitel 
beschrieben vorliegen.

 Algorithmen
Algorithmus  (globaler FFD-Algorithmus mit Lokalisierung):
Shritt 0: Initialisierung.
Sei die Initialisierung wie in Algorithmus  und Ω b
r Ir , i   , j   .
Weiter sei die Raummodiﬁkation Eg,h (Algorithmus ) berechnet.
Shritt 1: Modizieren von M
ÇB,A.
• Falls I j 9 u ~  g
– Bestimme EBox , j und berechne

ÇB,A   EBox , jEg,hB X T

i ,A
• Sonst:
– setze j   j   (falls j A jmax setze j    und i   i  )
– gehe zu Schritt 
Shritt 2: Optimierungsphase.
• Falls Ak ein stationärer Punkt ist und i   imax gilt wird der Algo-
rithmus beendet.
• Sonst:
– Falls k   γ dann setze k    und j   j  , u   uγ.
– Bestimme Ak
Ak   Optuk
– Falls Ak ~> ÇA dann bestimme µ > ,  mit µAk > ÇA und
setze Ak   µAk.
Shritt 3: Berehnung der geometrishen Deformation.
• Das neue geometrische Objekt uk ist gegeben durch
uk   uk  ÇBukAk .
• Setze k   k   und gehe zu Schritt .

. Algorithmus für Raummodiﬁkationen
Es ist sinnvoll, die Nebenbedingungen nach der Art (Hindernis, Fixierung,
usw . . . ) und der Dimension zu sortieren. Dies ermöglicht die Anzahl der Über-
lagerungen, falls vorhanden, zu reduzieren. Der Algorithmus  gibt eine Vor-
gehensweise zum Erstellen von Raummodiﬁkationen an. Falls die verwendeten
Raummodiﬁkationennormiert sind, so genügt es, die El Raummodifkation nur
einmal anzuwenden, da die normierten Raummodiﬁkationen die lokale Injek-
tivität erhalten.
Algorithmus  (Raummodiﬁkationen):
Shritt 0: Initialisierung.
• Folge von Nebenbedingungen Ri ,  B i B r.
• Sei E die Raummodiﬁkation mit EB,A   B,A.
Shritt 1: Bestimme Raummodikation zu Ri.
• Bestimme eine ﬂexibilitätserhaltende Raummodiﬁkation ER i .
• Falls möglich verwende Strukturen aus ER j ,  B j  i für ER i , so
dass dimBERi XEminimal ist.
• Setze E   ER i X E.
Shritt 2: Update.
• Setze i   i  , falls i   r gilt, so beende Algorithmus mit dem
Ergebnis E.
• Gehe zu Schritt .

 Algorithmen

 A
In diesem Kapitel sollen einige Anwendungen der in den vorigen Kapiteln be-
schriebenen Optimierungsmethoden veranschaulicht werden. Die hierbei ver-
wendeten Mengen von FFD-Funktionen sind, falls nichts anderes angegeben
ist, injektive homotope global zulässige FFD-Funktionen.
. M  S
Als erstes Beispiel wird das Beispiel zurMinimierung der Seillänge (siehe Kapi-
tel ) behandelt. In Kapitel .. wurde dieses Beispiel bereits mit lokalen zuläs-
sigen FFD-Funktionen behandelt. Im Folgenden werden global zulässige FFD-
Funktionen verwendet.
Beispiel . (Weiterführung von Beispiel .). Es sind vier Raummodiﬁkationen
nötig, um eine Menge von global zulässigen FFD-Funktionen zu erhalten. Zum
einenwerdenmit Hilfe von zwei Raummodiﬁkationen die beiden Punkte PundQ
angekoppelt. Zum anderen wird das HindernisW ﬁxiert und die Injektivität der
FFD-Funktionen numerisch sichergestellt. Bei der Fixierung ist zu beachten, dass
nur eine Raumüberlagerung verwendet wird, indem man zwei Kurven f und g
wählt, die sich nur in denPunkten P undQ schneidenund derenTangenten in den
beiden Punkten einenWinkel von Grad haben. Die Optimierung wird auf vier
Mengen von polynomialen global zulässigen FFD-Funktionen durchgeführt. Es
werden konstante (siehe Abb. .(a)), lineare (siehe Abb. .(b)), rein quadratische
(siehe Abb. .(c)) und quadratische (siehe Abb. .(d)) FFD-Funktionen verwen-
det. In den Abbildungen sind jeweils der erste, dritte, vierte und zwanzigste Op-
timierungsschritt dargestellt. Die Optimierung mit konstanten FFD-Funktionen
wird mit  Freiheitsgraden durchgeführt, die linearen benötigten , die rein qua-
dratischen  und die quadratischen . Als Algorithmus wurde ein Gradienten-
abstiegsverfahren zusammen mit Algorithmus  verwendet.

 Anwendungen
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(a) konstante FFD-
Funktionen
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(b) lineare
FFD-Funktionen
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(c) rein qua-
dratische FFD-
Funktionen
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(d) quadratische
FFD-Funktionen
Abbildung .: Globale FFD-Optimierung eines Seils
Ergebnis: Ein Vergleich der Seillängen für die ersten  Schritte ist in Abbil-
dung . gegeben. Bei der Betrachtung fällt auf, dass zwischen dem reinen qua-
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Abbildung .: Abnahme der Seillänge durch FFD-Optimierung mit verschie-
denen Basisfunktionen
dratischen und dem quadratischen Fall nur ein sehr geringer Unterschied existiert
(siehe Tabelle .).
Setzt man die erhaltenen Ergebnisse in Relation zu der Anzahl der verwendeten
Freiheitsgrade, so erscheinen die konstanten FFD-Funktionen als ein geeigneter
Startraum. Nach einigen Iterationen in diesem Raum scheint es sinnvoll, zu den
linearen beziehungsweise zu den rein quadratischen zu wechseln. Die quadrati-
schen Ansatzräume bieten in diesem Beispiel oﬀensichtlich keinen Vorteil gegen-

. Minimierung der Seillänge
Iteration quadratisch rein quadratisch
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
 . .
Tabelle .: Seillänge bei quadratischer und rein quadratischer Optimierung
über den rein quadratischen.
AndiesemBeispiel soll noch einmal verdeutlichtwerden, welchenEﬀekt eine
Fixierung der Punkte P und Q ohne eine Überlagerung der Räume hat. Um
dies zu zeigen wird das Beispiel mit einer Hindernisraumodiﬁkation für P und
Q optimiert. Bei der vorhergehenden Optimierung wurde das geometrische
Objekt v   P,Q als Fixierung interpretiert und die Raummodiﬁkation zu v
war durch
EF   Einj w
k
γ,σ,c
B,wkγ,σ,cB,A A (.)
gegeben. Die Raummodiﬁkationen wurden zu zwei Kurven c, c > CR, Ω
erstellt, wobei die Kurven c, c nur in den ﬁxierten Punkten übereinstimmten,
also c9c   P,Q, undwkγ,σ,c ,w
k
γ,σ,c
ﬂexibilitätserhaltende Plateau-Gewichts-
funktionen waren. Die Kurven (siehe Abbildung .) sind gegeben durch
ct   P  t ÑQP (.)
ct   P 


ÑQP 


YP QY 
sint
cost
 . (.)

 Anwendungen
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Abbildung .: Hinderniskurven c und c zu den Punktﬁxierungen P,Q.
Das geometrischeObjektwird alsHindernis interpretiert und eswird dieRaum-
modiﬁkation gegeben durch
EH   Einjw
k
γ,σB,A, (.)
mit
wkγ,σx    x   P oder x   Q , (.)
verwendet, was einer Fixierung ohne Raumüberlagerung entspricht. Diese Ge-
wichtsfunktion kann aber nicht ﬂexibilitätserhaltende sein, denn es gilt
d
dt
wkγ,σctSt t    (.)
für jede Kurve ct mit ct   P oder ct   Q oder aber es gibt weitere
Punkte x > Ω~v mit wkγ,σx   , dann ist w
k
γ,σ aber keine Gewichtsfunktion.
Betrachtet man die optimierte Kurve nach  Iterationen (siehe Abbildung .)
so ist zu erkennen, dass die Fixierung der Punkte zu einer Fixierung der Tan-
genten der Seilkurve in den Punkten P und Q führt. Dies ist unabhängig von
dem verwendeten Grad der FFD-Funktionen. Es sind wieder die Startkurve
sowie die erste, zweite und zwanzigste Iteration dargestellt. Die minimale Seil-
länge nach  Iterationen beträgt .. Vergleicht man dieses Ergebnis mit der
zuvor betrachteten Variante, in der eine Raumüberlagerung verwendet wurde,
hier betrug der Wert nach  Iterationen ., so zeigt sich hier ein deutlicher
Unterschied.

. Minimalﬂächen
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Abbildung .: Globale FFD-Optimierung, ohne Überlagerung
. M
Im Folgenden greifen wir das Beispiel . aus Kapitel  wieder auf. Dabei soll die
Oberﬂäche eines geometrischen Objekts unter Nebenbedingungen minimiert
werden. Das geometrische Startobjekt ist durch . Punkte im R gegeben,
dies sind demzufolge . Kontrollparameter. Der FFD-Ausgangsraum ist
durch die reine Polynombasis vomGrad  gegeben, dementsprechend durch 
Freiheitsgrade. Die Optimierung erfolgt durch das Verfahren des steilsten Ab-
stiegs. Dabei wird die durch Einj vorgegebene Menge zulässiger Freiheitsgrade
imNormalfall nicht eingehalten. Vielmehr wird bei jedem Schritt die Deforma-
tion auf lokale Injektivität, wie in Lemma . angegeben, überprü . Nur falls
die Überprüfung nicht auf lokale Injektivität hinweist, wird auf die durch Einj
vorgegebene Menge von Freiheitsgraden zurückgegriﬀen.
Bemerkung .. Bei der Konstruktion von Bauteilen fürMaschinen kommt es o 
vor, dass Teile der Maschine schon vorliegen. Diese sind o durch eine große An-
zahl von Flächenstücken gegeben und sollen im weiteren Prozess nicht verändert
werden. Der Konstrukteur muss also bei der Konstruktion des neuen Bauteils die
geometrische Struktur des alten beachten. Im Allgemeinen berechnet man hierzu

 Anwendungen
Flächenstücke, die das fertige Bauteil einschließen, aber nicht genau darstellen.
Dabei versuchtman möglichst wenige Flächenstücke zu verwenden, die geometri-
sche Struktur aber trotzdemmöglichst genau darzustellen. In diesem Zusammen-
hang kann man die nachfolgenden Beispiele betrachten.
(a) Start (b) n    (c) n    (d) n    (e) n   
Abbildung .: Beispiel für Minimalﬂäche mit Fixierungen, symmetrisch
Beispiel .. Zuerst soll das in Kapitel  vorgestellte Beispiel berechnet werden.
Die Kugel sei also durch eine Reihe von Flächen, die einen Würfel bilden, ﬁxiert.
Das Innere des Würfels ist keinen Restriktionen unterworfen, allerdings soll die
topologische Struktur des geometrischen Objekts erhalten bleiben. Nachdem die
Basis vorgegeben ist, muss als nächstes die Raummodiﬁkation berechnet werden.
Da nur das Innere des Würfels modiﬁziert werden darf, wählt man für Ω den
oﬀenen Würfel und als Raummodiﬁkation wählt man die Boundingbox EBΩ
von Ω und die injektive Raummodiﬁkation Einj. Dann erhält man als neue Basis
EBΩB und als neue zulässige Koeﬃzientenmenge EinjEBΩA.
In Abbildung . sind die ersten  Iterationen dargestellt. Abbildung .(a) zeigt
den Verlauf des Flächeninhaltes während der ersten  Iterationen. Verkleinert
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Abbildung .: Flächeninhaltsverlauf zu Beispiel . und .
man den die Kugel an den Rändern ﬁxierenden Würfel, so werden die geometri-
schen Deformationen geringer. Vergrößert man den Abstand der Würfelﬂächen,

. Minimalﬂächen
fällt die Kugel in ihrem Zentrum bis fast auf einen Punkt zusammen. Dies würde
bei einer Seifenblase zum Zerreißen und damit zu einer Änderung der topologi-
schen Struktur führen.
Die Fixierungen in Beispiel . sind symmetrisch und es wäre einfach, die
Deformation durch das Betrachten eines Teiles der symmetrischen Fläche zu
berechnen. Das nächste Beispiel soll zeigen, dass die Symmetrie der Bedingun-
gen nicht notwendig für eine einfache Durchführbarkeit des Verfahrens ist.
(a) Start (b) n    (c) n    (d) n    (e) n    (f) n    (g) n   
Abbildung .: Beispiel für Minimalﬂäche mit Fixierungen, unsymmetrisch
Beispiel .. Man betrachte erneut Beispiel ., allerdings wähle man als Boun-
dingbox keinenWürfel, sondern einen Quader. Ebenso könnte man auch ein Pris-
ma oder ein anderes Polyeder wählen. Die Basis und die Menge der zulässigen
Freiheitsgrade werden ebenso wie bei Beispiel . modiﬁziert, wobei die Raum-
modiﬁkation EBΩ leicht abgeändert werden und durch eine Raummodiﬁkation
von Flächenstücken E, . . . E ersetzt werdenmuss. Abbildung . zeigt die ersten
 Iterationen, die Abnahme des Flächeninhaltes ist in Abbildung .(b) angegeben.
Ein weiteres Beispiel für eine asymmetrische geometrische Fixierung ist durch Ab-
bildung . gegeben.
(a) Start (b) n    (c) n    (d) n    (e) n    (f) n   
Abbildung .: Beispiel für Minimalﬂäche mit Fixierungen, unsymmetrisch

 Anwendungen
Nachdem bisher nur angekoppelte Flächen betrachtet wurden, sollen im Fol-
genden zu den Fixierungen noch Hindernisrestriktionen hinzugefügt werden.
Zum Teil soll sogar auf die Fixierung komplett verzichtet werden.
(a) Start (b) n    (c) n    (d) n    (e) n    (f) n    (g) n   
Abbildung .: Beispiel für Minimalﬂäche mit Hindernis
Beispiel .. Noch einmal betrachtet man das Beispiel der durch einen Würfel ﬁ-
xierten Kugel (siehe Beispiel .). Im Inneren der Kugel sei aber eine weitere Kugel
mit einem geringeren Durchmesser, die von der ursprünglichen Kugel nicht durch-
drungen werden darf. Man stelle sich einen Lu ballon vor, aus demman die Lu 
lässt, in dessen Inneren sich aber ein Lu ballon beﬁndet aus dem keine Lu ent-
weicht. Der äußere Lu ballon schmiegt sich dann an den inneren an, wobei der
äußere aber an den  durch den Würfel vorgegebenen Stellen ﬁxiert bleibt.
Zu den bestehenden Raummodiﬁkationen EBΩ und Einj wird noch eine Hin-
dernisrestriktion hinzugefügt, die durch eineRaummodiﬁkation EK realisiert wird.
Dabei ﬁxiert EK denRaum imBereich derHinderniskugel.DieAbbildung . zeigt
denVerlauf der geometrischen Optimierung. Dabei kannman sehen, dass sich die
Kugel schnell auf die Hinderniskugel zusammen zieht. Ohne die Hinderniskugel
wäre mit einem Verlauf wie in Abbildung . zu rechnen.
Beispiel .. Wir greifen erneut die Idee von Beispiel . auf, wollen aber das Hin-
dernis verändern und die Fixierung amRande der Kugel aufheben. Als neuesHin-
dernis wurde in diesem Beispiel einWürfel im Inneren der Kugel gewählt. Analog
zu dem vorherigen Fall bestimmt man die Hindernisraummodiﬁkation EK und
die dazugehörige Injektivitätsrestriktion Einj und erhält auf dem bekannten Weg
den zur FFD-Optimierung zur Verfügung stehenden Raum. Da nun die Kugel
seitlich nicht mehr ﬁxiert ist, zieht sie sich komplett auf den Würfel, der in ihrem
Inneren liegt, zusammen (siehe Abbildung .). Es ist nun möglich, ein weiteres
Hindernis in Form eines weiteren Würfels, dem bereits vorhandenen Hindernis

. Minimalﬂächen
(a) Start (b) n    (c) n    (d) n    (e) n    (f) n    (g) n   
Abbildung .: Beispiel für Minimalﬂäche mit Quaderhindernis
hinzuzufügen. Die Würfel sind so angeordnet, dass eine Ecke der beiden Wür-
fel übereinstimmt. Bei der erneutenMinimierung durch FFD-Optimierung erhält
man eine die beiden Würfel umschließende Fläche, wie sie in Abbildung . dar-
gestellt ist.
(a) Start (b) n    (c) n    (d) n    (e) n    (f) n   
Abbildung .: Beispiel für Minimalﬂäche mit zwei Würfelhindernissen
Analog zu den zwei Würfeln lassen sich auch zwei Hinderniskugeln mit un-
terschiedlichemRadius als Hindernis verwenden. In Abbildung . kann man er-
kennen, wie sich das geometrische Ausgangsobjekt an die beidenHinderniskugeln
anschmiegt.
Wir geben noch ein weiteres Beispiel an, in dem Fixierungen undHindernis-
se gemeinsam betrachtet werden.
Beispiel .. Es werden zwei gegenüberliegende Punkte innerhalb der Sphäre ﬁ-
xiert und eine Ebene, die die Kugel schneidet, wird am Schnitt als Fixierung re-

 Anwendungen
(a) Start (b) n    (c) n    (d) n    (e) n    (f) n   
Abbildung .: Beispiel für Minimalﬂäche mit zwei Hinderniskugeln
stringiert. Um die beiden Punkte zu ﬁxieren, werden zwei Raummodiﬁkationen
(a) Start (b) n    (c) n    (d) n    (e) n   
Abbildung .: Beispiel für Minimalﬂäche mit zwei Hinderniskugeln und Fi-
xierung
benötigt. Es wird die injektive Raummodiﬁkation Einj und eine Fixierungsrestrik-
tion EH verwendet (siehe Abbildung .).
Bei der Berechnung der Beispiele fällt Folgendes auf: In den ersten  Schrit-
ten nimmt der Flächeninhalt stark ab, während in den darauﬀolgenden Schrit-
ten die Abnahme in den meisten Beispielen nur noch gering ausfällt. Dies ist
zum großen Teil auf das verwendete Optimierungsverfahren zurückzuführen.
Hierwäre es sinnvoller, dasNewton-Verfahren oder ein newtonartigesOptimie-
rungsverfahren zu verwenden. Allerdings sollen bei den vorgestellten Beispie-
len die möglichen Anwendungen und die Vielfalt des eingesetzten Verfahrens
im Vordergrund stehen und deswegen wurde auf eine Implementation von auf-
wendigeren Optimierungsverfahren verzichtet.

. Volumenreduktion unter Nebenbedingungen
. V 
N
Gegeben sei eine Fläche über dem Einheitsquadrat, die an den Rändern die
xy-Ebene schneidet (siehe Abbildung .). Das Volumen des geometrischen
Objekts ist gegeben durch das zwischen der Fläche und der xy-Ebene einge-
schlossene Volumen. Das Optimierungsproblem besteht darin, das Volumen
des geometrischen Objekts und die Vergleichsspannungen auf der Fläche zu
reduzieren. Dabei soll der Rand der Fläche ﬁxiert bleiben. Für die Optimie-
rung wurden die Vergleichsspannungen als Nebenbedingungen für ein nicht-
lineares restringiertes Optimierungsverfahren angegeben, während die Fixie-
rung der Ränder der Fläche durch einen Erweiterungsoperator integriert wur-
de. Die Optimierung wurde dann mit linearen, quadratischen und kubischen
FFD-Funktionen durchgeführt. Es wurden jeweils  FFD-Iterationen gemacht.
Die Abbildungen . zeigen den Verlauf der Optimierung mit linearen und die
Abbildungen . mit kubischen FFD-Funktionen. Die Abbildungen zeigen die
Veränderung in der z-Richtung. Im linearen Fall konnte zwar das Volumen re-
duziert werden, nicht aber die Vergleichsspannungen. Bei den kubischen FFD-
Funktionen konnten sowohl das Volumen als auch die Vergleichsspannung ge-
senkt werden.
(a) Start-Fläche (b) Fläche nach kubischer
Deformation
Abbildung .: Fixierte Fläche.

 Anwendungen
(a) Start (b) Iteration  (c) Iteration  (d) Iteration 
Abbildung .: Optimierung mit quadratischen FFD-Funktionen.
(a) Start (b) Iteration  (c) Iteration  (d) Iteration 
Abbildung .: Optimierung mit kubischen FFD-Funktionen.
. D  S 
B
Die beiden nachstehenden Beispiele behandeln Solids, also geometrische Ob-
jekte im R, denen ein Volumen zugewiesen werden kann.
P
Es sei eine Platte gegeben, die an einer Seite ﬁxiert ist und deren Normalen-
vektoren an dieser Seite ebenfalls ﬁxiert sein sollen. Auf die der Fixierung ent-
gegengesetzten Seite der Platte wird eine Kra ausgeübt. Dabei wird die Platte
deformiert. Das Optimierungsproblem besteht nun darin, die Geometrie der
Platte so zu verändern, dass die Belastung der Platte zu einer minimalen Defor-
mation führt. Dabei sind die Vergleichsspannungen innerhalb der Platte nach
oben beschränkt. Außerdem darf die Breite und Länge der Platte nicht verän-
dert werden.DieHöhe hingegen ist beliebig. Die Fixierung der Plattewurdemit
einer Raummodiﬁkation in die Basis integriert. Ebenso wurden an den Seiten
der Platte Richtungsﬁxierungen vorgenommen, die sicherstellten, dass Länge
und Breite der Platte konstant bleiben. Die Optimierung wurde mit einer Basis
von rein quadratischen FFD-Funktionen durchgeführt. Das Optimierungsver-
fahren ist ein nichtlineares restringiertes Optimierungsverfahren, das als ein-

. Tragﬂächen
zige Nebenbedingungen die Vergleichsspannungen verwendet. Die restlichen
Nebenbedingungen wurden durch die FFD-Funktionen sichergestellt. In den
Abbildungen . sind die ersten  Iterationen abgebildet.
V-K
Gegeben sei ein Solid, das aus einem Viertel-Kreis (siehe Abbildung .) be-
steht. Das Volumen des Viertel-Kreises soll minimiert werden, wobei die Ver-
gleichsspannungen, die innerhalb des Solids au reten, nach oben beschränkt
sind. Außerdem soll die Deformation auf den ganzen Kreis fortsetzbar sein,
während die Seiten des Kreises ﬁxiert bleiben. Es ist also notwendig, an den
Stellen, an denen der Viertel-Kreis zum Voll-Kreis fortgesetzt wird, die Norma-
lenrichtung des Solids zu ﬁxieren, damit der Viertel-Kreis nach der Deformati-
on stetig fortgesetzt werden kann. Dabei wird an diesen Stellen eine Fixierung
des Solids in einer Raumkomponente vorgenommen. So ist der Solid an den
Symmetriestellen in zwei Richtungen deformierbar. Des weiteren werden die
Kreisränder des Solids ﬁxiert.
. T
Die nächste Anwendung beschä igt sich mit Tragﬂächenproﬁlen von Flugzeu-
gen. Die Restriktionen, die hier angegeben werden, sind keine realen Restrik-
tionen, sondern sollen die Möglichkeiten der FFD-Optimierung verdeutlichen.
Wenn eine Tragﬂäche bezüglich des Au riebs optimiert werden soll, so erge-
ben sich aufgrund des verwendeten numerischenModells einige geometrische
Restriktionen. So muss zum Beispiel sichergestellt werden, dass am Ende der
Tragﬂäche eine Spitze entsteht, da die verwendeten Modelle dort Wirbel ver-
wenden. Ebenfalls wird davon ausgegangen, dass der Anfang der Tragﬂäche
ein Teil eines Kreise ist. Aber es existieren noch weitere Bedingungen durch
die Befestigung der Tragﬂäche an dem Flugzeug. So seien zwei Punkte Q und
Q vorgegeben, die Teil der Tragﬂäche sein müssen, damit sie an das Flugzeug
angebracht werden kann. Dies ist eine Fixierungsbedingung, die in die Basis
integriert werden kann. Ebenso lassen sich die beiden Tangenten am Ende der
Tragﬂäche ﬁxieren. Des weiteren ist die Länge der Tragﬂäche durch eine Hin-
dernisgerade g beschränkt. Für den vorderen Teil der Tragﬂäche, jener Teil der
vor den ﬁxierten Punkten liegt, kann eine Richtungsﬁxierung in die Basis inte-

 Anwendungen
(a) Start (b) i   
(c) i    (d) i   
(e) i    (f) i   
Abbildung .: Optimierung einer Platte unter Spannungsnebenbedingungen.

. Booster
Abbildung .: Kreissolid.
griert werden, die sicherstellt, dass die Normalenrichtungen konstant bleiben.
In Abbildung .(a) sind die geometrischenRestriktionen abgebildet. Die zwei-
te Abbildung .(b) zeigt das Vektorfeld der zulässigen Richtungen, das durch
die Integration der Restriktionen in die Basis der FFD-Funktionen entsteht.
(a) geometrische Restritktionen (b) zulässige Deformationsrichtungen
Abbildung .: Optimierung von Tragﬂächen.
. B
Im Folgenden betrachten wir noch einmal das Beispiel .. Durch die Anwen-
dung der FFD-Optimierung konnte bei dem vorgestellten Beispiel zum einen

 Anwendungen
die Anzahl der notwendigen Design-Parameter bzw. Freiheitsgrade von eini-
genHundert auf  reduziert werden. Zum anderen wurden die geometrischen
Restriktionen exakt eingehalten und ein bezüglich der Spannungsnebenbedin-
gungen besseres Ergebnis erreicht. Das heißt, bei gleichem Volumen waren die
Spannungen geringer als bei dem in der Veröﬀentlichung [RVR] verwende-
ten Verfahren. Insbesondere konnten die Spannungspitzen an der Zitronen-
form stark reduziert werden. Die Abbildungen .(a) und .(b) geben die
(a) Deformation für B (b) Deformation für B
Abbildung .: Geometriedeformation des Boosters
Abbildung .: Gewichtsfunktion zum Boosterbeispiel
Änderungen der Geometrie des Boosters für quadratische und kubische Basen
von FFD-Funktionen an. In Abbildung . ist die Gewichtsfunktion, die zur
Raummodiﬁkation bezüglich der Fixierungsrestriktionen verwendet wurde, zu
sehen.

. Federpendel
. F
Das letzte Beispiel ist ein Federpendel, wie es aus der Physik bekannt ist. Ge-
geben sei ein Gewicht G mit der Masse m, das an einer Feder F mit der Feder-
konstante Ds im Punkt x , y   FG befestigt ist. Die Feder selbst ist an einem
Punkt F f aufgehängt. Im Ausgangszustand beﬁndet sich das Gewicht etwa in
der gleichen Höhe wie der Fixierungspunkt der Feder, dabei ist die Feder nicht
gespannt. Über die Energieerhaltungssätze erhältman ein System aus gekoppel-
ten Diﬀerentialgleichungen, gegeben durch
f F , t  



mxtt  cx
mytt  cy mg
.mxt  y

t   .cx

 y mgy



. (.)
Zur Lösung dieses Systems von Diﬀerentialgleichungen wird das Residuum
Y f Y zu einer festen Zeit ti minimiert. Das FFD-Optimierungsproblem lautet
min
ψ>Ψ
Z
Y f ψF, tiY. (.)
Dazu wird eine reine Polynom-FFD-Basis für einen global iterierten FFD-Al-
gorithmus verwendet. Mit Hilfe einer Punktﬁxierung wird der Aufhängungs-
punkt F f ﬁxiert. Um die besonderen Möglichkeiten der FFD-Optimierung an
diesemBeispiel deutlich zumachen,wird inden zu erwartendenWegdes Feder-
pendels ein Hindernis W eingebaut. Dafür wird unterhalb des Aufhängungs-
punktes F f ein Kreishindernis verwendet und dieses mit einer Hindernisraum-
modiﬁkation in den Ansatzraum der FFD-Funktionen integriert. Das System
der Diﬀerentialgleichungen muss nicht geändert werden. Die Abbildung .
zeigt die ersten  Zeitschritte für die Optimierung mit n    Parametern für
eine reine Polynombasis und n    Parameter für eine TSB-Basis. Zur Op-
timierung wurde ein Gradientenverfahren zusammenmit Algorithmus  ver-
wendet.

 Anwendungen
(a)  Parameter, ohne
Hindernis
(b)  Parameter (c)  Parameter
Abbildung .: Federpendel.

 Z
Mit der Optimierung über Modiﬁzierte FFD-Räume wurde eine Methode vor-
gestellt, die es ermöglicht, geometrischeObjekte eﬃzient zu optimieren.Die bis-
herigen Ergebnisse zeigen, dass die Methode für eine Vielzahl von Problemen
geeignet ist. Die Vorteile der Methode lassen sich wie folgt zusammenfassen:
D FFD-O    
 O    D
Inder Praxis liegendie zu optimierendengeometrischenObjekte inunterschied-
lichen Formen vor. So werden in vielen Ingenieurs-Anwendungen durch FE-
Netze oderCAD-Flächenparametrisierte geometrischeObjekte verwendet.Die
Objekte können aber auch implizit gegeben sein. Für dieOptimierungmit FFD-
Funktionen ist es unerheblich, ob und wie die Objekte parametrisiert sind. Der
Ansatz der Deformation des gesamten das Objekt umgebenden Raumes ist uni-
versell sowohl auf implizite als auch auf parametrisierte Objekte ohne Unter-
schiede anwendbar. Deswegen können die FFD-Methoden auf alle geometri-
schen Optimierungsprobleme angewendet werden.
D FFD-M     R 
O
Im Gegensatz zu anderen Optimierungsverfahren wird nicht das geometrische
Objekt sondern der das geometrische Objekt umgebende Raum parametrisiert.
Dadurch kann die Zahl der Parameter unabhängig von dem geometrischen
Objekt gewählt werden. Allein die Dimension des geometrischen Objekts gibt
eine untere Schranke vor. Wie an den Beispielen gezeigt wurde (siehe Kapi-
tel .) lassen sich bereits mit  Parametern im R Diﬀerentialgleichungen be-
rechnen. Diese starke Reduktion von Parametern führt gerade bei Funktiona-
len, deren Auswertung teuer ist, zu eﬃzienten Optimierungsverfahren, da nur
wenige Funktionsauswertungen notwendig sind.

 Zusammenfassung
D FFD-O    
 S
Da bei der global zulässigen FFD-Optimierung das geometrische Objekt nicht
zur Bestimmung der Menge der zulässigen FFD-Funktionen benötigt wird, ist
die zurOptimierung vorhandeneMenge vonFFD-Funktionen unabhängig von
dem geometrischenObjekt. Die Optimierung kann also komplett über die Frei-
heitsgrade des Raumes durchgeführt werden, ohne dass die Struktur des geo-
metrischen Objekts in die FFD-Optimierung einﬂießt oder zum Durchführen
der FFD-Optimierung vorliegen muss.
D M  FFD-O   R
 
Die Verwendung von Raummodiﬁkationen ermöglicht bei der Verwendung
von FFD-Optimierungsverfahren die exakte Einhaltung von (geometrischen)
Restriktionen. Um dies zu ermöglichen, werden die FFD-Räumemit Gewichts-
funktionen und Gewichtsmatrizen so modiﬁziert, dass jede FFD-Funktion die
Restriktionen exakt einhält. ImGegensatz zu üblichenOptimierungsverfahren,
die zum Einhalten der Restriktionen eine hohe Zahl von Parametern verwen-
den oder die Restriktionen nur approximieren, kann die Anzahl der Optimie-
rungsparameter bei der FFD-Optimierung konstant gehalten werden.
D FFD-O    V
Trotz der wenigen zur Optimierung notwendigen Parameter erhalten die FFD-
Verfahren, bei geeigneter Wahl der Basis, die zur Lösung der Optimierungspro-
bleme notwendigen Flexibilität. Diese hohe, nur von der Basis abhängige, Flexi-
bilität ist sowohl für restringierte als auch für nicht restringierte Optimierungs-
probleme gegeben. Dabei genügt es, eine hinreichend ﬂexible Basis zu wählen,
um eine hohe Flexibilität der FFD-Funktionen zu erhalten. Generell gilt, die
Menge der FFD-Funktionen kann nicht ﬂexibler sein als die Basis. Obwohl es
bei bestimmten Restriktionen zu einer Erhöhung der Anzahl der Parameter
kommen kann, bleibt die Anzahl der Parameter weiterhin gering gegenüber
alternativen Ansätzen.

E  N  FFD-F
 R
Mit Hilfe der Raummodiﬁkationen lässt sich nicht nur die exakte Einhaltung
der Restriktionen sicherstellen, sondern dieserAnsatz auf ein restringiertes Op-
timierungsproblem angewandt, führt zu einem nicht restringierten oder aﬃ-
nen Optimierungsproblem. Das Erstellen der Raummodiﬁkationen lässt sich
einfach in Form eines Baukastensystems realisieren. Die Erstellung selbst ist
für jedes Optimierungsproblem ein einmaliger Vorgang. In Kapitel  wurden
einige Raummodiﬁkationen exemplarisch vorgestellt. Das Prinzip zur Generie-
rung dieser Raummodiﬁkation lässt sich einfach auf Raummodiﬁkationen für
beliebige berandete Mannigfaltigkeiten erweitern.
A
Die vorliegende Arbeit soll einen Anhaltspunkt zu denMöglichkeiten der FFD-
Optimierung geben. Es sind natütlichnoch viele Fragenoﬀen, die imFolgenden
knapp umrissen werden sollen.
So gilt es, analog zu den lokal zulässigen auch für die global zulässigen FFD-
Funktionen Bedingungen anzugeben, wann sich das allgemeine geometrische
Optimierungsproblem in das globale FFD-Optimierungsproblem überführen
lässt. Daran schließt sich die Frage an, welchen Raum die mehrfach iterierten
FFD-Funktionen aufspannen und ob dieser dicht im Raum der stetigen Funk-
tionen liegt.
Ferner sollte zur weiteren Reduktion der Optimierungsparameter die mini-
male Anzahl von Optimierungsparametern für k-ﬂexible Mengen von FFD-
Funktionen bestimmt werden. Dazu ist es notwendig, weitere FFD-Basen ein-
zuführen. Ausgehend von den aktuellen und weiteren FFD-Basen scheint es
sinnvoll, die Flexibilität von FFD-Funktionen nicht nur für Kurven, sondern
auch für Flächen zu betrachten.
Um die Anzahl der Überlagerungen bei Raummodiﬁkationen möglichst ge-
ring zu halten, wäre in einem nächsten Schritt ein Algorithmus zu erstellen, der
für eine neue Raummodiﬁkation nachMöglichkeit bestehende Raummodiﬁka-
tionen so modiﬁziert, dass es nicht nötig ist, weitere Raumüberlagerungen zu
verwenden. Dafür kann ebenfalls ein FFD-Verfahren verwendet werden.
Ebenfalls bei den Raummodiﬁkationen gilt es, den Katalog der vorhandenen
Bausteine zu ergänzen. In einem nächsten Schritt wäre es sinnvoll, berandete

 Zusammenfassung
Mannigfaltigkeiten in den Katalog mit aufzunehmen.
Für das Lösen von Diﬀerentialgleichungen ist das Prinzip der FFD-Optimie-
rung von dem expliziten Verfahren, wie es in demFederbeispiel verwendet wur-
de, zu einem impliziten Verfahren zu erweitern. Dabei geschieht die Optimie-
rung in einer höheren Dimension, um die Zeitabhängigkeit zu realisieren.
Abschließend sind weitere Beispiele zu berechnen, um eine Konvergenzrate
und eine genauere Untersuchung der Möglichkeiten und Grenzen des Verfah-
rens zu erforschen.
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