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Abstract
Geurdes (2014, Results in Physics) outlines a probabilistic construction of a counterexample to Bell’s theo-
rem. He gives a procedure to repeatedly sample from a specially constructed “pool” of local hidden variable
models (depending on a table of numerically calculated parameters) and select from the results one LHV
model, determining a random value S of the usual CHSH combination S of four (theoretical) correlation
values. He claims Prob(|S| > 2) > 0. We expose a fatal flaw in the analysis: the procedure generates a
non-local hidden variable model.
To disprove this claim, Geurdes should program his procedure and generate random LHV’s till he finds
one violating the CHSH inequality.
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Geurdes (2014) discusses the CHSH inequality
within a conventional framework. I will first set
down the basic definitions of that paper.
A local hidden variable model (LHV) for a model
of a Bell-CHSH experiment is taken to consist of
a 4-tuple L = (A,B,Q, ρ) where A and B stand
for the two local measurement functions, Q stands
for a quartet or set of four pairs of experimental
measurement settings, and ρ is the p.d.f. (probability
density function) of an underlying hidden variable.
When we specify an LHV L, we implicitly also fix,
in a compatible way, domains of the three functions
A, B, ρ, and a larger set of which Q is a subset: the
model involves not just the pairs of settings used
in the experiment but also other possible settings
(Geurdes’ construction requires existence of one or
more settings in the model which are not used in
the experiment).
We must distinguish between settings in the
model, and settings used in the experiment. I will
denote by A and B the “large” sets of all possi-
ble measurement settings for the two parties Al-
ice and Bob. The pairs of settings used in the
experiment will be denoted, as Geurdes does, by
A = {1A, 2A} ⊆ A and B = {1B, 2B} ⊆ B. From
this we get Q = A × B with a cardinality of four;
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hence the name “quartet”.
Geurdes denotes by Λ the set of all hidden vari-
able values, and makes the conventional assump-
tions and definition
A : Λ×A → {−1,+1},
B : Λ × B → {−1,+1},
ρ : Λ → [0,∞),∫
λ∈Λ
ρ(λ)dλ = 1,
E(a, b) =
∫
λ∈Λ
A(λ, a)B(λ, b)ρ(λ)dλ.
I change his notation in preferring to write λ as an
argument rather than as a subscript1.
E(a, b) is the theoretical correlation between Al-
ice and Bob’s outcomes according to the model L,
when they use settings a and b, and we define
S = E(1A, 1B)−E(1A, 2B)−E(2A, 1B)−E(2A, 2B).
1Geurdes writes in a common informal style where∫
λ∈Λ
. . . ρ(λ)dλ means integration over any space with re-
spect to a non-negative measure of total mass one. What
is important to note is that his proof uses only conventional
manipulations with integrals. Indeed, part of his proof is
computational (or numerical), all spaces constructed in his
paper are Euclidean, all probability measures are either con-
tinuous (with density) or discrete, all expectation values are
ordinary integrals or ordinary sums.
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I will write S = SL when it is important to em-
phasize its dependence on the LHV model L, and
similarly EL(q), for q = (x, y) ∈ Q, in order to
make explicit the dependence of E(x, y) on L.
Combining the four integrals on the right hand
side of the definition of S to one, we can express S
as the expectation value, when λ is sampled from
the p.d.f. ρ, of A(λ, 1A)(B(λ, 1B) − B(λ, 2B)) −
A(λ, 2A)((B(λ, 1B) + B(λ, 2B)). Write the inte-
grand compactly as A1(B1 − B2) − A2(B1 + B2)).
For given λ, either B1 = B2 or B1 = −B2. There-
fore either A1(B1 − B2) = 0 or A2(B1 + B2) = 0.
In both cases, the value of the integrand reduces to
±2. Integrating with respect to a probability mea-
sure generates a value of S which of necessity lies
in the interval [−2,+2].
We consider S as a function of L. Geurdes de-
scribes a scheme whereby a LHV L is found, if one
is lucky, in the combined results of a large number
N of independent random drawings from a pool of
LHV models. The CHSH value S = S(L) generated
by this procedure is random. We have seen that for
all L, |S(L)| ≤ 2. Hence Prob(|S| ≤ 2) = 1. This
contradicts the main result of Geurdes (2014).
It follows that there must be a mistake in Geur-
des’ proof, though it could better be characterized
as a “proof outline”. The proof is difficult to follow:
the attempt to reduce a complex construction to the
limits of a two page “micro-article” has resulted in
missing definitions and proof steps, ambiguities and
anomalies2. The proof depends on unpublished nu-
merical computations and does not offer rigorous
error bounds. Fortunately, it is easy to indicate a
fundamental and fatal conceptual error . . . in the
very last lines of the proof.
The first lines of Geurdes’ final section “Conclu-
sion” summarizes the results obtained so far. The
context is a CHSH-type experiment, using a se-
quence of setting pairs qn = (x, y)n ∈ Q in N trials
numbered n = 1, ..., N . At each trial, the usual
Alice and Bob, assisted by a third person Carrol,
perform (locally) various auxiliary and independent
randomisations, leading to a realisation of a ran-
dom LHV model Ln with the same quartet Q. At
the nth trial we can therefore compute a “random”
correlation ELn(qn). This is what Geurdes denotes
2There are dubious claims, for instance, “Pr(ET ≈ c) > 0
implies that Pr(E = c) > 0”. Strangely, λ = (λ1, λ2) and
ρ appears to be a product measure. A appears to depend
only on λ1 and B on λ2 which would make E(a, b) a product
E(a)E(b).
ET(C)(x, y)n: the subscript T, or alternatively C,
denoting two different ways, given in Geurdes’ for-
mulas (2) and (3), to compute the same quantity
ELn(xn, yn) (the two expressions are available due
to the particular special structure of the pool of
LHV models).
Geurdes claims in the first line of his last section
that he has so far proven the existence of nk such
that
Pr(ET(C)(x, y)nk = EQM(x, y)nk) > 0
where (x, y)nk , for k = 1, 2, 3, 4 runs through each of
the four setting pairs q in Q. We pick out four par-
ticular trials, each with one of the possible setting
pairs. By EQM(x, y), Geurdes denotes the usual
singlet correlations in the standard CHSH experi-
ment: the first is equal to +1/
√
2, the other three
are all equal to −1/√2, leading to the standard
(maximal) quantum prediction for S equal to 2
√
2.
(Of course it is not difficult to construct four differ-
ent LHV models, say Lq, one for each q ∈ Q, such
that ELq (q) = EQM(q): we do not need a sophisti-
cated construction to do this.)
The proof proceeds with the implicit claim that
four LHV models together, each one reproducing
just one of the four quantum correlations, are actu-
ally one LHV model doing the job for all four cor-
relations simultaneously: this is what is expressed
in Geurdes’ equation (9). The proof of (9) consists
of the bare word “hence”. But (9) does not follow
from what has preceded it at all. Geurdes does not
verify that the four models chosen at trials n1, n2,
n3 and n4 are the same (they cannot be: CHSH!).
Geurdes thinks of his whole procedure as “local”:
the four out of N selected LHV’s have been gener-
ated by local procedures, for each n separately. But
“so what?” The combination of four LHV’s gener-
ates a non-local hidden variable model: after both
Alice and Bob’s settings x and y have been chosen,
one selects the appropriate LHV Lq, depending on
the pair of settings q = (x, y) ∈ Q, to model the
outcomes of Alice and Bob’s measurements with
those settings only.
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