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Abstract
The paper considers the mutual relationship of oscillations of the Bernstein–Szegö
orthogonal polynomials of different kinds in the boundaries that are determined by the
weight functions with indication of Chebyshev’s alternances.
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1. Introduction
The theory of orthogonal polynomials continues to attract mathematicians due
to the simplicity of the function system as a valuable approximation apparatus,
internal attractive beauty, and the wide variety of applications in different areas.
The Bernstein–Szegö orthogonal polynomials (B-SOP) generalize the classical
Chebyshev polynomials by introducing an arbitrary positive polynomial divisor
into the weight function. It creates a rich collection of orthogonal systems, which
allows for making appropriate choice by using the polynomials arbitrariness. The
classical Chebyshev polynomials orthogonal on the interval [−1,1] are spawned
by the weight functions
E-mail address: miriam@macs.biu.ac.il.
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)00 16 9- 5
350 Z. Grinshpun / J. Math. Anal. Appl. 272 (2002) 349–361
w1(x)= (1− x2)−1/2, w2(x)= (1− x2)1/2,
w3(x)=
(
1− x
1+ x
)1/2
, w4(x)=
(
1+ x
1− x
)1/2
.
Bernstein–Szegö polynomials orthogonal on the interval [−1,1] correspond to
the weight functions
Wk(x)= wk(x)

(x)
, k = 1,2,3,4,
where 
(x) is an arbitrary polynomial of the exact degree , positive on [−1,1].
We distinguish between B-SOP of four kinds, and denote them as follows:
Pn(x)—kind 1, qn(x)—kind 2, Rn(x)—kind 3, Sn(x)—kind 4, where k corre-
sponds to the weight number. In addition to the known extrema properties that are
common to all systems of orthogonal polynomials, B-SOP have interesting spe-
cific extrema properties. Namely, they are the “snakes” in the “corridors” defined
by the weight functions. Attractivity of these properties is due to the fact that they
allow to find polynomials close to the best function approximation, to find ap-
proximate solutions of linear differential equations with polynomial coefficients,
and to find polynomial expansions of positive polynomials in the Lukac theorem.
We give a definition of a “snake” according to [3].
Definition 1. Suppose there are two continuous functions g0(x) and g1(x) <
g0(x), and the Chebyshev function system {ϕj(x)}nj=0 defined on the seg-
ment [a, b]. Upper snake (respectively, lower snake) is a polynomial P¯n(x)
(respectively, P n(x)) of type P¯n(x) =
∑n
j=0 C¯jϕj (x) (respectively, P n(x) =∑n
j=0Cjϕj(x)) that satisfies the conditions:
(1) For each x ∈ [a, b], g1(x) P¯n(x) g0(x) (respectively, g1(x) P n(x)
g0(x)).
(2) There exist so called e-points {x¯j }n+1j=1 (respectively, {xj }n+1j=1) such that a 
x¯1 < x¯2 < · · · < x¯n+1  b (respectively, a  x1 < x 2 < · · · < x n+1  b),
where the following conditions hold:
P¯n(x¯2k−1)= g0(x¯2k−1), P¯n(x¯2k)= g1(x¯2k)(
respectively, P¯n(x 2k−1)= g1(x 2k−1), P¯n(x 2k)= g0(x 2k)
)
.
By x(n)ν (Q) (ν = 1,2, . . . , n) we denote the increasing zeros of orthogonal
polynomial Qn(x) of power n. For the sake of commonality of formulations,
we conditionally denote the segment endpoints x(m)0 (Q) ≡ −1, x(m)m+1(Q) ≡ 1,∀m ∈N .
We say that the polynomial h(z) =∑k=0 hkzk with real coefficients, where
h(0) > 0, z = eiθ , such that h(z) = 0 for |z| < 1, uniquely delivers a Fejer
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normalizing representation of the positive polynomial 
(x) for x ∈ [−1,1],
x = cosθ , if 
(cosθ)= |h(z)|2 [2].
The B-SOP of any kind satisfy the recurrence relation
Qn(x)= 2xQn−1(x)−Qn−2(x), for n 2 ,
and have explicit representation
Pn(x)= Re
[
einθh(eiθ )
]
,
qn(x)= 1
sin θ
Im
[
ei(n+1)θh(eiθ )
]
,
Rn(x)= 1√
2 sin θ2
Im
[
ei(n+1/2)θh(eiθ )
]
,
Sn(x)= 1√
2 cos θ2
Re
[
ei(n+1/2)θh(eiθ )
]
.
2. Some useful identities
We shall need some identities describing the mutual relationship between the
B-SOP of different kinds.
Lemma 1. The polynomials Pn(x) and qn(x) for each x satisfy the identity
Pn(x)= 12
[
qn(x)− qn−2(x)
]
, ∀x. (1)
Proof. Applying the operator of weight multiplication by 1/(1 − x2) to qn(x)
yields
Pn(x)=Dn
[
qn(x)h0 + qn−2(x)h2
]
,
where Dn is a normalizing constant, h0, h2 are the coefficients of the polynomial
h2(z) = h0 + h2z2 that delivers a Fejer normalizing representation of 
2(x) =
1 − x2. Obviously, h2(z) = 12 − 12z2, so Pn(x) = Cn[qn(x) − qn−2(x)], where
Cn =Dn/2. The constant Cn is independent of x , and we calculate it by setting
x = 1, where x = cosθ , therefore θ = 0:
lim
x→1
[
qn(x)− qn−2(x)
]= lim
θ→0
sin(n+ 1)θ − sin(n− 1)θ
sin θ
h(1)
=√
(1) lim
θ→0
(n+ 1) cos(n+ 1)θ − (n− 1) cos(n− 1)θ
cosθ
= 2√
(1);
so,
√

(1)= 2
√

(1)Cn, consequently Cn = 12 . ✷
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Lemma 2. The polynomials qn(x) and Pn(x) satisfy the following identity:
qn(x)= 12
Pn(x)− Pn+2(x)
1− x2 , ∀x. (2)
Proof. Applying the operator of weight multiplication by 1/(1− x2) yields
(1− x2)qn(x)= An
∣∣∣∣Pn(x) Pn+2(x)Pn(1) Pn+2(1)
∣∣∣∣ .
But Pn(1) =∑lj=0 hj = Pn+2(1), where h(z) =∑lj=0 hjzj is the polynomial
that delivers Fejer normalizing representation of the cosine-polynomial 
(cosθ).
Therefore, qn(x)= Cn(Pn(x)−Pn+2(x))/(1−x2), whereCn =An∑lj=0 hj . We
calculate Cn by assuming x = 1:
qn(1)= lim
θ→0
sin(n+ 1)θ
sin θ
=√
(1)(n+ 1),
lim
x→1
Pn(x)− Pn+2(x)
1− x2 = limθ→0
cosnθ − cos(n+ 2)θ
sin2 θ
h(1)
=√
(1) lim
θ→0
−n sinnθ + (n+ 2) sin(n+ 2)θ
2 sinθ cosθ
= 1
2
√

(1) lim
θ→0
−n2 cosnθ + (n+ 2)2 cos(n+ 2)θ
cosθ
= 2√
(1)(n+ 1).
Hence
√

(1)(n+ 1)= 2(n+ 1)
√

(1)Cn, which yield Cn = 12 . ✷
Lemma 3. The polynomials Rn(x) and Sn(x) satisfy the following identity:
Rn(x)=−12
Sn+1(x)− Sn−1(x)
1− x , ∀x. (3)
Proof. The polynomial h1(z)= (1+ z)/
√
2 delivers Fejer normalizing represen-
tation of 
1(x)= 1+x . Therefore, applying the operator of weight multiplication
by 1/(1+ x) to the polynomials Sn(x) yield the polynomials Pn(x),
Pn(x)= 1√
2
[
Sn(x)+ Sn−1(x)
]
.
Applying the operator of weight multiplication by 1−x to the polynomialsPn(x)
yields
(1− x)Rn(x)= Cn
∣∣∣∣Pn(x) Pn+1(x)Pn(1) Pn+1(1)
∣∣∣∣ .
Since Pn(1)=
√
2
(1), we have for Bn = Cn
√
2
(1)
(1− x)Rn(x)= Bn
[
Pn(x)− Pn+1(x)
]
.
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This implies
(1− x)Rn(x)=An
[
Sn+1(x)− Sn−1(x)
]
,
where An = Cn
√

(1), so Rn(x) = An(Sn+1(x) − Sn−1(x))/(1 − x). But
Rn(−1)= (−1)n
√

(−1),
Sn(−1)= lim
θ→π
cos
(
n+ 12
)
θ
cos θ2
√

(−1)=
√

(−1)(2n+ 1)(−1)n.
The limit for x→−1 yields
(−1)n√
(−1)= 2An√
(−1)(−1)n−1,
hence An =− 12 . ✷
Lemma 4. The polynomials Sn(x) and Rn(x) satisfy the following identity:
(1+ x)Sn(x)= 12
[
Rn+1(x)−Rn−1(x)
]
, ∀x. (4)
Proof. We start with the polynomials Rn(x). Moving from Rn(x) to Sn(x) can
be done with two consequent applications of the weight multiplication operators.
First we obtain Pn(x) by multiplying the weight ω3(x) by 1/(1 − x). Then we
multiply the weight by (1+ x) to obtain the polynomials Sn(x). Namely
Pn(x)= 1√
2
[
Rn(x)−Rn−1(x)
]
,
since h1(z) = 1/
√
2 − (1/√2)z delivers Fejer normalizing representation of

1(x)= 1− x . Further on,
(1+ x)Sn(x)= Cn
∣∣∣∣ Pn(x) Pn+1(x)Pn(−1) Pn+1(−1)
∣∣∣∣ .
Since Pn(−1)=−Pn+1(−1), we have
(1+ x)Sn(x)= Bn
[
Pn+1(x)− Pn(x)
]
.
Therefore, (1 + x)Sn(x) = An[Rn+1(x) − Rn−1(x)]. We calculate the constant
An that is independent of x by assuming x = 1:
Sn(1)= h(1)=
√

(1),
lim
x→1
Rn+1(x)−Rn−1(x)
1+ x =
√

(1) lim
θ→0
sin
(
n+ 32
)
θ − sin(n− 12)θ
sin θ2
= 4√
(1).
Therefore 2
√

(1)= 4
√

(1)An, hence An = 12 . ✷
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3. Main theorems
Theorem 1. The B-SOP of first kind Pn(x) are the snakes for the pair of functions
±√
(x), with the e-points in zeros of the B-SOP of second kind qn−1(x) and in
±1; namely,
Pn
[
x(n−1)ν (q)
]= (−1)n−ν
√


[
x
(n−1)
ν (q)
]
, ν = 0,1,2, . . . , n.
Proof. The polynomials Pn(x) allow for representation [4, p. 44]
Pn(x)=
[
einθh(eiθ )
]
, (5)
where x = cosθ , h(z) is the Fejer normalizing polynomial of 
(x). Hence for all
x ∈ [−1,1]∣∣Pn(x)∣∣ ∣∣h(eiθ )∣∣=√
(x). (6)
The equality in (6) is achieved if and only if
[einθh(eiθ )]= 0. (7)
But
[einθh(eiθ )]= qn−1(x) sinθ. (8)
Therefore the equality (7) holds in zeros x(n−1)ν (q) (ν = 1,2, . . . , n − 1) of the
polynomial qn−1(x) and in the points x =±1. Hence,
Pn
[
x(n−1)ν (q)
]=±
√


[
x
(n−1)
ν (q)
]
. (9)
Let us determine the sign rule. It follows from the recurrence relation
qn = 2xqn−1(x)− qn−2(x)
that
signqn
[
x(n−1)ν (q)
]=− signqn−2[x(n−1)ν (q)]. (10)
But
Pn(x)= 12
[
qn(x)− qn−2(x)
]
, (11)
therefore
signPn
[
x(n−1)ν (q)
]= sign[qn(x(n−1)ν (q))− qn−1(x(n−1)ν (q))]. (12)
Equalities (10) and (12) imply
signPn
[
x(n−1)ν (q)
]= sign[qn(x(n−1)ν (q))], ν = 1,2, . . . , n− 1. (13)
The interleaving property of zeros of qn(x) and qn−1(x) yields
signqn
[
x(n−1)ν (q)
]=− signqn[x(n−1)ν−1 (q)]. (14)
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Direct calculation shows that
Pn(1)=
√

(1), Pn(−1)= (−1)n
√

(1),
qn(1)= (n+ 1)
√

(1), qn(−1)= (−1)n
√

(−1). (15)
Taking into account that x(n−1)n = 1, x(n−1)0 = −1 and (14) yields that the sign
equality in (13) holds for ν = 0 and ν = n. The interleaving property of zeros
of qn(x) and qn−1(x) on the intervals (−1, x(n−1)1 (q)) and (x(n−1)n−1 (q),1) implies
that the polynomial qn(x) has exactly one zero on each of these intervals, and
qn(x) changes its sign when passing these zeros. Therefore the sign alternation
holds according to the rule
signPn
[
x(n−1)ν (q)
]= (−1)n−ν, ν = 0,1, . . . , n. ✷
Theorem 2. The B-SOP of second kind are the snakes for the pair of functions
±√
(x)/(1− x2), with the e-points in zeros of the B-SOP of first kind Pn+1(x);
more precisely,
qn
[
x(n+1)ν (P )
]= (−1)n+1−ν
√

(x)
1− x2
∣∣∣∣
x=x(n+1)ν (P )
, ν = 1,2, . . . , n+ 1.
Proof. The polynomials qn(x) allow for the following representation [4, p. 44].
qn(x)= 1
sin θ
[ei(n+1)θh(eiθ )]. (16)
This implies
∣∣qn(x)∣∣ |h(e
iθ )|
| sin θ | =
√

(x)
1− x2 (17)
for each x ∈ [−1,1], n /2− 1. The equality in (16) holds if and only if
[ei(n+1)θh(eiθ )]= 0. (18)
But [ei(n+1)θh(eiθ )] = Pn+1(x) are the polynomials of first kind. Therefore
the equality in (18) holds in the zeros x(n+1)ν (P ), ν = 1,2, . . . , n + 1, of the
polynomials Pn+1(x). Note that
signPn
[
x(n+1)ν (P )
]=− signPn+2[x(n+1)ν (P )]. (19)
(2) implies
signqn
[
x(n+1)ν (P )
]= sign[Pn(x(n+1)ν (P ))− Pn+2(x(n+1)ν (P ))]. (20)
Comparing (19) and (20) yields
signqn
[
x(n+1)ν (P )
]= signPn[x(n+1)ν (P )], ν = 1,2, . . . , n+ 1, (21)
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and the interleaving property of zeros of Pn(x) and Pn+1(x) implies
signPn
[
x(n+1)ν (P )
]=− signPn[x(n+1)ν−1 (P )]. (22)
But
signPn
[
x
(n+1)
n+1 (P )
]= signPn(1)= 1. (23)
Therefore the sign alternating rule looks as follows:
signqn
[
x(n+1)ν (P )
]= (−1)n+1−ν, ν = 1,2, . . . , n+ 1. ✷
Theorem 3. The B-SOP of third kind are the snakes for the pair of functions
±√
(x)/(1− x), with the e-points in zeros of the B-SOP of forth kind Sn(x)
and in x =−1; more precisely,
Rn
[
x(n)ν (S)
]= (−1)n−ν
√√√√
[x(n)ν (S)]
1− x(n)ν (S)
, ν = 0,1,2, . . . , n. (24)
Proof. The polynomials Rn(x) allow for the following representation [4, p. 45]:
Rn(x)= 1√
2 sin θ2
[ei(n+1/2)θh(eiθ )]. (25)
This implies
∣∣Rn(x)∣∣ |h(e
iθ )|√
2
∣∣sin θ2
∣∣ =
√

(x)
1− x , (26)
for each x ∈ [−1,1], n (− 1)/2. The equality in (26) is reached if and only if
[ei(n+1/2)θh(eiθ )]= 0. (27)
But
[ei(n+1/2)θh(eiθ )]=√2 cos θ
2
Sn(x). (28)
Hence the equality in (26) holds in zeros x(n)ν (S) and in x =−1. Therefore
Rn
[
x(n)ν (S)
]=±
√

(x)
1− x
∣∣∣∣
x=x(n)ν (S)
, ν = 0,1,2, . . . , n. (29)
We determine the sign rule in (29). The identity (3) implies
signRn
[
x(n)ν (S)
]=− sign[Sn+1(x(n)ν (S))− Sn−1(x(n)ν (S))]. (30)
But
signSn+1
(
x(n)ν (S)
)=− signSn−1(x(n)ν (S)), ν = 1,2, . . . , n. (31)
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(30) and (31) imply
signRn
[
x(n)ν (S)
]=− signSn+1[x(n)ν (S)]. (32)
The equality (32) also holds for ν = 0, aka for x =−1, since
Rn(−1)= (−1)n
√

(−1)
2
, Sn+1(−1)= (−1)n+1(2n+ 1)
√

(−1)
2
.
The interleaving property of zeros of Sn+1(x) and Sn(x) in each of the intervals
(x
(n)
ν (S), x
(n)
ν+1(S)) (ν = 0,1,2, . . . , n) implies that the polynomial Sn+1(x) has
precisely one zero in each of these intervals, and changes its sign when passing
through this zero. But Sn+1(1)=
√

(1)/2; hence signSn+1(1)= 1, and
signSn+1
(
x(n)n (S)
)=−1. (33)
This implies the sign alternating rule
signRn
[
x(n)ν (S)
]= (−1)n−ν, ν = 0,1,2, . . . , n. ✷ (34)
Theorem 4. The B-SOP of fourth kind Sn(x) are the snakes for the pair of
functions ±√
(x)/(1+ x), with the e-points in zeros of the B-SOP of third kind
Rn(x) and in x = 1; more precisely,
Sn
[
x(n)ν (R)
]= (−1)n+1−ν
√√√√
[x(n)ν (R)]
1+ x(n)ν (R)
, ν = 1,2, . . . , n+ 1. (35)
Proof. The polynomials Sn(x) allow for the following representation:
Sn(x)= 1√
2 cos θ2
[ei(n+1/2)θh(eiθ )] (36)
for each n /2− 1. This implies
∣∣Sn(x)∣∣ |h(e
iθ )|√
2
∣∣cos θ2
∣∣ =
√

(x)
1+ x (37)
for each x ∈ [−1,1], n /2− 1. The equality in (37) is reached if and only if
[ei(n+1/2)θh(eiθ )]= 0. (38)
But
[ei(n+1/2)θh(eiθ )]=√2 sin θ
2
Rn(θ). (39)
Therefore the equality in (37) holds in zeros x(n)ν (R) and in x = 1. Hence
Sn
[
x(n)ν (R)
]=±
√

(x)
1+ x
∣∣∣∣
x=x(n)ν (R)
, ν = 1,2, . . . , n+ 1. (40)
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We determine the sign rule in (40). Using the identity (4) yields
signSn
[
x(n)ν (R)
]= sign[Rn+1(x(n)ν (R))−Rn−1(x(n)ν (R))]. (41)
But
signRn+1
[
x(n)ν (R)
]=− signRn−1[x(n)ν (R)], ν = 1,2, . . . , n. (42)
(41) and (42) imply
signSn
[
x(n)ν (R)
]= signRn+1[x(n)ν (S)], ν = 1,2, . . . , n. (43)
The equality (43) also holds for ν = n+ 1, aka for x = 1, since
Sn(1)=
√

(1)
2
, Rn+1(1)= (2n+ 1)
√

(1)
2
.
Hence,
signSn(1)= signRn+1(1)= 1. (44)
The interleaving property of zeros of the polynomialsRn+1(x) and Rn(x) in each
of the intervals (x(n)ν (R), x(n)ν+1(R)) (ν = 0,1,2, . . . , n) implies that the polyno-
mial Rn+1(x) has precisely one zero in each of these intervals, and changes its
sign when passing through this zero. But (44) implies that signSn[x(n)n (R)] = −1.
This implies the sign alternating rule
signSn
[
x(n)ν (R)
]= (−1)n+1−ν, ν = 0,1,2, . . . , n. ✷ (45)
4. Applications
In constructive function theory there is the well-known Lukac theorem [4,
p. 4], concerning the representation of non-negative polynomials. Let us recall
the statement of this elegant theorem (in the words of Bernstein [1]):
A non-negative in the segment [−1,1] polynomial of degree m can be represented
in the form

(x)=
{
A2(x)+ (1− x2)B2(x), if m is even,
(1+ x)C2(x)+ (1− x)D2(x), if m is odd,
where A(x), B(x), C(x), D(x) are real polynomials such that the degrees of
single terms on the right-hand side do not exceed m.
We now obtain the concrete interpretation of the polynomials A(x),B(x),
C(x),D(x). This interpretation is based on the extremal properties of the B-SOP
found by Theorems 1–4. We deduce certain consequences from these theorems as
follows.
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Theorem 5. The polynomials P 2n (x) are the upper snakes for the pair of functions
y = 0 and y = 
2n(x) on the segment [−1,1].
Proof. Theorem 1 implies
−√
(x) Pn(x)√
(x), ∀x ∈ [−1,1],
or |Pn(x)|
√

(x), = 2n; so 0 P 2n (x) 
2n(x).
The e-points for Pn(x) from Theorem 1 (which number n + 1) are the e-
points for p2n(x), too, and moreover, x =−1 is the first e-point from the left and
P 2n (−1) > 0. For P 2n (x) these e-points with odd indexes are the “upper” ones and
we have P 2n (x)= 
2n(x) for such points. The zeros of Pn(x) (n is their number on
[−1,1]) are “lower” e-points for P 2n (x). In total, the P 2n (x) possess in the stated
“corridor” [0, 
2n(x)]2n+ 1 e-points. The P 2n (x) are the polynomials of degree
2n; thus they are upper snakes. ✷
Theorem 6. The polynomials (1 − x2)q2n−1 are the lower snakes for the pair offunctions y = 0 and y = 
2n(x) on the segment [−1,1].
Proof. Theorem 2 implies
−
√

(x)
1− x2  qn−1 
√

(x)
1− x2 , ∀x ∈ [−1,1],
or |qn−1(x)|
√

(x)/(1− x2), = 2n; hence 0 q2n−1(x)(1− x2) 
2n(x).
The zeros of qn−1(x) and the extremes of the segment x =±1 are e-points of
odd index (lower e-points) for q2n(x)(1− x2) (they number n+ 1). In accordance
with Theorem 2, the e-points of qn−1(x) are the zeros of Pn(x) and are also e-
points of even index (upper e-points) for q2n(x)(1 − x2), because in these points
we have
q2n−1(x)=

2n(x)
1− x2 . ✷
Theorem 7 (Lukac theorem on representation of positive polynomial of even
degree on [−1,1]). Every positive polynomial of even degree on the segment
[−1,1] is uniquely representable in the form

2n(x)= P 2n (x)+ (1− x2)q2n−1(x), ∀n ∈N.
Proof. According to the Karlin theorem [3, p. 76], every positive polynomial can
be uniquely determined in the form of the sum of lower and upper snakes for the
pair of the functions y = 0 and y = 
2n(x); i.e., 
m = Pm + Pm.
But the upper and lower snakes for the polynomial 
2n(x) were determined
by Theorems 5 and 6; this concludes the proof of the Lukac theorem for the pol-
ynomials of even degree. ✷
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Theorem 8. The polynomials R2n(x)(1 − x) are the upper snakes for the pair of
the functions y = 0 and y = 
2n+1(x).
Proof. Theorem 3 implies
−
√

(x)
1− x Rn(x)
√

(x)
1− x , ∀x ∈ [−1,1];
hence |Rn(x)|
√

(x)/(1− x), whence 0R2n(x)(1−x) 
(x), = 2n+1.
The zeros of the B-SOP of kind 4, Sn(x), and the point x = −1 are the upper
e-points for R2n(x)(1 − x) (their number is n+ 1). Due to Theorem 3, the zeros
of Sn(x) and the point x = 1 are lower e-points. In total, we obtain 2n + 2
e-points. ✷
Theorem 9. The polynomials S2n(x)(1 + x) are the snakes for the pair of the
functions y = 0 and y = 
2n+1(x).
Proof. Theorem 4 implies
−
√

(x)
1+ x  Sn(x)
√

(x)
1+ x , ∀x ∈ [−1,1];
hence |Sn(x)
√
1+ x| √
(x), whence 0  S2n(x)(1 + x) 
(x), where  =
2n + 1. The e-points of Sn(x) and the point x = −1 are the e-points of the
polynomial S2n(x)(1+ x) (they are all n+ 2, and n+ 1 of them are upper). The
zeros of Sn(x) (their number is n) are its lower e-points. In total there are 2n+ 2
e-points. ✷
Theorem 10 (Lukac theorem for polynomials of odd degree). Every positive pol-
ynomial of odd degree on the segment [−1,1] is uniquely representable in the
form

2n+1(x)=R2n(x)(1− x)+ S2n(x)(1+ x), ∀n ∈N.
Proof. In accordance with the Karlin theorem, every positive polynomial is
uniquely representable as the sum of upper and lower snakes: 
m = Pm + Pm,
m= 2n+ 1.
The upper and lower snakes are determined by Theorems 8 and 9. This con-
cludes the proof of the Lukac theorem for the polynomials of odd degree. ✷
5. Conclusion
The importance of theoretical and applied aspects of classical Chebyshev
orthogonal polynomials have been explained in detail in the literature. The B-SOP
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broadly generalize them by introducing an arbitrary positive polynomial divisor
into the weight function, which significantly extend the theoretical and applied
capabilities of this system. This article considers just one of such capabilities.
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