Abstract. The difficulty in understanding a biological system or its components without some idea of its goals has been emphasized by Marr. In this paper, a preliminary goal for color vision is proposed and analyzed. That goal is to determine where changes of material occur in a scene (using only spectral information). The goal is challenging because the effects of many processes (shadowing, shading from surface orientation changes, highlights, variations in pigment density) are confounded with the effects of material changes in the available image intensities. We show there is a minimal and unique condition, the spectral crosspoint, that rejects instances of these confounding processes. (If plots are made of image intensity versus wavelength from two image regions, and the plots intersect, we say that there is a spectral crosspoint.) An operator is designed to detect crosspoints; it turns out to resemble double-opponent cells described in primate visual cortex.
Introduction: Why Color Vision?
Color vision, perhaps because of its profound aesthetic value, has been one of the most intensely studied sensory processes. Consequently, a great deal is known about the transduction and low-level neural processing of spectral information. Yet there seems to be a dearth of insight into the biological value of color vision. Why has that capacity evolved independently in species of fish, birds, and mammals (Walls, 1942) ? Color vision apparently affords some advantage to organisms in almost every (photopic) environment. What is the nature of that advantage?
As Marr (1982) points out, without some idea of the usefulness of color vision, we cannot fully understand and appreciate the structure of color vision systems. It is commonly assumed that the purpose of human color vision is to extract aspects of the spectral character of surfaces in order to identify objects such as ripened fruits, moldy bread, rare roast beef. and so on. Rather than concerning ourselves with the details of color appearance, an extremely difficult perceptual problem, we will propose and explore an easier objective for biological color vision, at least as a beginning. We will consider the modest goal of using spectral information in the image to find where changes in surface material occur. A change of material is just where one sort of stuff ends and another begins. Where the yolk stops and white begins in a sunnyside-up egg is an example of a material change. Although this objective appears limited, it should be attainable if more complicated goals can be reached. Analysis of this simple goal will lead to the derivation of a unique and minimal spectral-spatial condition that is reliably associated with material changes.
Our starting point is therefore as follows:
An early 9oal of biological color vision is to determine where changes of material occur in a scene, using only spectral information in the image.
This is not to say that color is the only means of identifying material changes. Computations including texture, motion, stereo, and even non-visual information (for example, tactile) might also be successful in discovering material changes. Here we focus on color alone.
Our goal can be compared to that of Land and McCann (1971) , who took the first computational approach to color vision. Like these investigators, we are concerned with relations among image regions. We differ by restricting our analysis to the question of whether a pair of regions is composed of the same or different materials; nothing will be said here about color appearance (for example, hue). Another difference between our approach and that of Land and McCann is that we assume a visual world having a variety of scene occurrences, rather than the simplified Mondrian world of flat, shadowless regions of uniform albedo. The real visual world contains surfaces that are not planar, edges that are not sharp, and changes in albedo that are not abrupt (for example, gradual changes in pigment density). A complete theory of color vision ought to encompass all the natural events described above. Finally, the performance of Land and McCann's algorithm is not relevant to the discussion of theory here ; algorithm and theory are fruitfully viewed as distinct levels of description (Marr, 1982 ; Marr and Poggio, 1977) .
The Scope of the Problem
The problem in achieving the proposed goal of finding changes of material (hereafter denoted by the symbol A) 1) is that any given image intensity can arise in many different ways, depending on the particular processes 1 The circumflex accent is used in this paper to denote abstract processes; it is intended to keep discussion about processes distinct from talk about simple variables or functions in effect. Thus, given a single intensity value in the image, it is generally not possible to decide which of the many possible events in the world produced this image intensity value. It can be said that in an image, the effects of material changes, our interest here, are confounded with the effects of other processes. These confounding events include shadows, surface orientation changes, highlights, and variations in pigment density. Furthermore, the quest for recovering M (material) changes from image intensities must succeed regardless of the spectral character of the particular illuminant. A system that only worked properly given an illuminant having the spectral composition of the mid-day sun would be very limited. A better system would continue to work at dawn and dusk, when sunlight reddens.
We can now summarize the problem that early color vision faces, if its goal is to discover material changes :
The problem in determining where changes of material occur in a scene is that in the available image intensity values, the effects of many processes may be confounded.
In the remainder of Sect. 2, a notational scheme will be developed. In Sect. 3, a general outline of the solution will be presented.
Notation
A national scheme is shown in Fig. 1 . Regions in the static image will be denoted by X and Y (The time variable will be ignored.) These letters will also be used to refer to regions in a scene which are the inverse projections of the image regions. The context will make clear the correct referent. The image intensity measurable in region X (or I1), say, as a function of wavelength, is the function Ix(2) [or Ir(2) ]. Note that Ix(2) [or It(2) ] represents all the information available from region X: it is the continuous spectral distribution of image intensity from X (or Y), as shown in the middle graph in Fig. 1 . In Sect. 5, we use two spectral sampling points 21 and 22, and abbreviate Ix(Z1) by "Ilx" and Ix() @ by "[2x'" 3. The Theme of the Solution: A Negative View
The Strategy
Given two spectral energy distributions Ix(2) and Ir(~, how might we determine whether they arise from an M (material) change? Little can be said about the spectral nature of 2~/changes ; they are essentially arbitrary. No simple equations can relate image intensities from two regions composed of different materials. The major confounding processes -shadows (hereafter denoted 217 S), highlights (/~), surface orientation changes (6), and changes in pigment density (/3) -however, produce lawful changes in the image. Simple equations can capture this lawfulness, as will be seen in Sect.4. Suppose that by examining image intensities from two regions we could eliminate the possibility that they arose from either an S,/t, 6, or P change. Since we are assuming the illuminant to be spec~rally invariant in a neighborhood, and to come from a distant source, we would like to conclude that the change was due to material change. A preliminary conjecture is thus proposed :
When a difference between the image intensities Ix() 0 and Ir(2) (taken from two image regions X and Y) does not arise from one of the confounding processes S, I2I, O, or P, then this difference between X and Y is due to a difference in materials; or !~l.
The conjecture above suggests a computational strategy of attempting to reject measurements of image intensities as arising solely from shadow (S), highlight (/t), surface orientation change (6), or pigment density change (/3), the lawful confounding processes in a scene. Our rejection strategy will be correct only if there are no confounding processes other than the ones mentioned. But, as will be discussed later, if in the course of rejecting the presence of S,/~, O, and/3, we also reject the presence of any of a large class of other possible confounding processes, the strategy will be a powerful one and the conjecture will be useful for practical purposes.
It is important to note that rejectin 9 the presence of a lawful process is often much easier than accepting it. As mentioned above, lawful processes are associated with equations. These equations relate quantities measurable in the image (constants in the equations) to scene properties (variables in the equations) which are not directly measurable. Typically, these scene property variables (reflectances, for example) are constrained to take values within a certain interval. As will be seen below, rather than attempting to solve a system of equations (subject to constraints on the values of variables), it is often computationally simpler to determine whether the system (with constraints) can be solved. In this sense, rejecting a solution (process) is easier than accepting one. By analogy, disproving a conjecture about number theory (some universally quantified equation or inequality) with a single counterexample is simpler than proving the conjecture. 2
Here's a simple example. Consider the equations 11 = JK and 12 = jK, where J and K are variables, and 11 and 12 are constants. If the variables J and K are constrained to have values greater than unity, then a simple test can be made that might determine that the system has no solution. Specifically, if 11 or I2 < 1, then there is no solution that obeys the constraints 3.
Intuitively, this decision about unsolvability is computationally easier than actually finding a solution. Figure 2 illustrates intuitively how the rejection strategy will be applied. Each of the first three panels (6, H, P) shows the effects (in a graph of image intensity vs. wavelength) of a surface orientation change, a highlight, or a change in pigment density in a planar patch of a single material. (Shadow changes S are similar to highlights.) As will be shown below, the effect of a surface orientation change is to cut down the direct illumination by a constant fraction. Highlight or gloss is a situation of increased image intensity at all wavelengths. (A shadow is the opposite.) Finally, pigment density changes, such as the variations seen in the grain of wood, can be characterized as several lightabsorbing filters in sequence. The effect of a stack of filters is to reduce the available light according to a power relation. (The concentration of a dye dispersed in liquid affects transmitted light according to a power law more precisely.) What all these natural processes have in common is that they act to increase or decrease image intensities across wavelength. Violation of those sorts of displacements can be used to reject the presence of.shadow, orientation change, gloss or highlight, or change in pigment density. Therefore, if two spectral functions of image intensities are not related by one always lying above the other, then the functions come from two regions that might be composed of different materials. The lower right portion of Fig. 2 illustrates such a situation, which is a candidate for a material change, M.
The Strategy Applied to Some Confounding Processes
In the next section we examine simple models of the confounding processes. In Sect. 5, we address the problems: How many spectral samples does a visual 2 Of course, rejecting the occurrence of a process or event is logically equivalent to accepting the occurrence of its negation. But usually either a process or its complement, and not both, can be characterized mathematically. So the logical equivalence breaks down in favor of practical considerations, such as describability. Intuitively, rejecting the presence of a shadow is child's play compared to accepting the presence of a nonshadow. How could the class of all (visually interesting) events-that-are-not-shadows possibly be characterized? That class is certainly a peculiar collection of odds and ends, including such diverse members as paths of fireflies and holes in the ground. Visual systems "don't care" if they're accepting processes or rejecting negations of processes; it only matters to us when we characterize what we think the system might be doing 3 Clearly the product of two numbers each greater than unity is greater than unity. And a number greater than unity raised to a power greater than unity is also greater than unity. The rejection condition 11 or 12< 1 is just the contrapositive of the two statements above 
The Physics Behind the Scenes

The Image Intensity Equation
When light is reflected from a surface into the eye, the image intensity I(2) depends on several factors. The surface properties of the object interact with the geometry of the viewing situation and the spectral nature of the light source to produce image intensity. 4
In the case of a matte surface 5, these effects combine multiplicatively to yield the following image intensity equation (Horn, 1975; Horn and Sjoberg, 1979; Wyszecki and Stiles, 1967) :
where 2 is wavelength (over some visually useful range), 0(2) is the reflectance or albedo of the surface, E(2) is the intensity of the illuminant 6, and 0 is the angle between the surface normal and the illuminant direction.
The effect of many natural processes that affect images can usually be characterized simply as acting on one or more of the multiplicative factors in Eq. (1). For example, a shadow corresponds principally to a reduction of the illuminant E(2). Changes in surface orientation correspond to changes in 0, and pigment density changes affect only the 0(2) term. [Highlight or gloss requires that a specular term be added to Eq. (1).]
We now proceed to examine how common natural processes other than material changes will affect the image intensity equation, and what these confounding processes have in common that allows their rejection en masse.
Shadows
Suppose a shadow (S) falls on a surface composed of a single material, and furthermore, suppose that the only changes across the surface are those due to shadow. (Specifically, there will be no changes in surface orientation or variations in pigment density on the surface.) Then the light and dark regions of the shadow can be described, respectively, by the following equations: ED(2 ) represents a diffuse component of illumination striking both lit and shadowed regions, and Es() 0 is some additional source striking only the lit region. 7
Surface Orientation Changes
Suppose that two image regions X and Y differ only in their surface orientations. That is, assume thatX and Y receive the same illumination (no self-shading) and are composed of the same material. This process has been denoted by the symbol (}. The surface normals of patches X and Y that differ only in surface orientation form angles 0 x and Oy with the light source direction. Using the image intensity Eq. (1), the expected image intensities from matte regions X and Y differing only in surface orientation are: Ix().) = ~o(.~)E(;0/~x, ly(,~) = Q(;0E(,~)Py,
where fix = cos(0x), and similarly for Y.
Changes in Pigment Density
The reflectance of materials is determined primarily by the density of a pigment in some embedding layer of the material, and the thickness of the pigment layer. The embedding layer in leaves, for example, is cellulose, and the usual pigment is chlorophyll. Some surfaces may be unevenly pigmented. The grain of a wooden table provides a good example of a change in 7 On a planar piece of a single material, let tit and shade be lit and shadowed regions, respectively. If shade is visible at all, it is illuminated by some collection of sources. This collection, according to Silver (1980) , is equivalent to some single source, E o (D stands for diffuse). Say this synthetic source forms an angle 0 D with the surface normal. Consider next the lit region. It is illuminated by the same collection of sources that reaches the shade region, plus some extra source E s (S stands for source) that fails to illuminate shade. The flux from lit will then be the sum of the flux due to E D and the flux due to the source E s (forming an angle 0 s with the surface normal). So in Eq. (2), ED(2 ) is shorthand for a product of a term representing the spectral flux of the synthetic, diffuse illuminant, and cos(0D) , the cosine of the angle the synthetic illuminant forms with the surface normal. Likewise, Es(2 ) stands for the product of the spectral flux of the source, and cos(0s) pigment density across a surface. This sort of change will be labeled/3.s Several different laws relate changes in pigment density to changes in reflectance (see Judd and Wyszecki, 1963) . Kubelka and Munk (1931) formulated a law that deals with the thickness and density of pigment on a opaque background. Beer's law describes the effect of concentration of a dye dispersed in a liquid on the transmittance of the liquid, or equivalently, the thickness of a series of transmitting filters. The laws all differ in their details, yet there is a theme in common. Let X and Y be regions of the same material that have different pigment densities. Then if the albedo function of wavelength for region X is greater than that for region Y at any one wavelength, it will be greater at all wavelengths. The condition above will be called the normal pigmentation condition, and pigmentation processes which obey it will be called normal.
Beer's law (Wyszecki and Stiles, 1973) will serve as an example of a pigmentation law. Suppose X and Y are two regions that transmit light through stacks of identical filters. Suppose further, that X and Y have the same surface orientation, and differ only in the number of filters in the stack. Then the image intensities Ix(,~ ) and Iy(2) that we could expect to measure are:
where Q()~) is the transmittance of a thin filter, and ?x and ?r are the number of such filters in regions X and Y,, respectively. (More correctly, ~x and 7y represent the relative pigment concentrations in regions X and Y) Since the surface-illuminant angles, are identical for X and Y, the cos(0) term of the image intensity Eq. (1) can be considered "absorbed" as a constant factor in E*()~). Two facts about Eq. (4) warrant attention. First, a power relation is described between the reflectances of two regions of different pigment thicknesses. This is the simplest such pigment relation, and can be considered as a base from which more complex laws develop. Second, note that regardless of the function ~o(/l), [0(),)l ~X > [0(2)] ~', for all 2, or vice versa. That is, the normal pigmentation condition holds. The same is true for more complicated pigmentation laws (Kubelka and Munk, 1931) .
Highlights
The image intensity Eq. (1) only applies to matte surfaces. Highlight or specularity, a condition which a surface acts as a partial mirror, is a common confound-8 The difference between pigment density changes and changes of material is important. /5 changes are changes in the density of a single pigment in a single sort of embedding material ; ~/changes are changes between two different pigments and (or) two different embedding materials 220 ing process. In a highlighted region, image intensities are due to both a reflection of the light source, and a matte component due to the albedo of the underlying material. Appendix III shows that if most of the illumination of a region is due to the source that is reflected in the highlight, then the highlight/t can be described as a process that strictly augments image intensities at all wavelengths. That is, if the normal highlight condition holds, the image intensity measurable in a highlighted region is the same as that of a neighboring matte region plus some (always positivevalued) function of wavelength 9. Note this is identical to the normal pigmentation condition. Highlight differs from pigment density change in that it is always a positive change, and it does not necessarily preserve the shape of the image intensity function of wavelength from a neighboring matte regions.
Details of Process Rejection: Spatial and Spectral Samples
Our computational strategy is to examine image regions and to attempt to reject them as arising from the action of a confounding process on a single material. How might rejections be made? If a process is lawful, as the major confounding processes are, then some system of equations characterizes the effects of the process. Given measurements of image inten.sities, if there is always a plausible solution 1~ to the equations describing a process, then we can always mathematically interpret the image intensities as arising from that process. When we can always interpret image intensities as being due to a particular process, we can never reject the occurrence of that process. Whether or not there always exist plausible solutions depends on the number of samples being taken. In this section we examine the minimum information needed to be able to reject the presence of each of the major confounding process individually. (Later, combinations of processes will be considered.) We will answer the questions: What is the minimum number of spatial and spectral samples needed to reject image intensities as arising from each of the confounding processes? How would increasing the number of samples increase the number of correct rejections ?
(Spectral samples will at first be assumed to be taken at a single wavelength. In Appendix IV, it is 9 Since the word "highlight" denotes a region of greater brightness than surrounding regions, the normal highlight condition is reasonable and necessary to avoid mathematical anomalies such as "highlights" which are darker than surrounding regions 10 A plausible solution to a set of equations is one which assigns meaningful values to physical variables. For example, a solution which assigns a number greater than one to a variable representing a reflectance is not physically meaningful and must be discarded shown that essentially any sort of spectral sample preserves the results of the following sections, which are derived narrowband samples.)
5.l. Rejecting the Shadow (S) Hypothesis Impossibility of Rejecting Shadows with One Spectral
Sample. Suppose one narrowband spectral sample is taken at some wavelength 21 . Two image intensities can then be measured: Ilx and Ilr, the intensities at 2~ in image regions X and Y (see Fig. l ). Can we reject the possibility that the only difference between regions X and Y is due to a shadow? Since either X or Y can be lit, and the other in shade, there are two equations to examine. In more formal terms, we need to know if we can rule out the existence of a plausible solution to either of two discrete versions of Eq. (2) : always be a shadow interpretation. If there is always an interpretation, rejection is impossible, and we must resort to a greater number of spectral samples.
Ilx=(E1D+Els)01, Ilr=EaDOl
Ilx=E1D01, IIy=(E1D'k Eas)Ot
Intuitively, we are given two measurements of image intensity at only one wavelength. We are faced with the question: Is there any pair of image intensities that cannot be construed as arising from lit and shadowed portions of the same material? Given two measurements, one will be darker than the other. That is, either Ijx >IIr or Ilr > I~x. The darker region can be interpreted as being a shadowedcontinuation of the lighter region. So any pair of measurements can be construed as a shadow. Therefore, there can be no rejection of the shadow interpretation with only a single spectral sample 11. Intuitively, "dichromacy" should allow some rejections of the shadow hypothesis. Suppose that in the first spectral sample, region X is lighter than region Y Then the same ought to hold for the second spectral sample if Y is to be construed as a shadowed continuation of the same material that composes X. That is, given Ilx>Ilr , then S implies Izx>I2r. If, to the contrary, I2x < Izr , then we can reject the presence of shadow. So if one region is lighter in the first spectral sample, but darker in the second spectral sample, we probably aren't looking at a shadow. This follows from noting that in the case of shadow, both regions reflect a diffuse component of illumination, while the lit region has a synthetic component in addition.
SPECTRAL CROSSPOI NT IMAGE/
A formal demonstration is given in Appendix II. There is a simple geometric interpretation of the "dichromatic" rejection condition derived above. Let the image intensities at 21 and 2 2 from regions X and Y be plotted as in Fig. 3 . Then we have shown that S can be rejected if the graphs of image intensity versus wavelength for regions X and Y intersect, or have a crosspoint 12. Furthermore, it has just been proved that the crosspoint condition is unique and minimal. It is minimal in the sense that it involves two spatial and two spectral samples; no smaller number of samples would do. It is unique in that, given two spatial and spectral samples, only the crosspoint condition holding among the four measurements can accurately lead to a rejection of S. Whenever there is no crosspoint, a shadow interpretation, possibly wrong 13, can be found.
Rejecting the 0 Hypothesis
One Spectral Sample. Equations (3) , that express the effect of surface orientation changes, can be recast as a single equation : [That is, for all measurements of image intensities, there are appropriate values of fx and fir so that a discrete version of Eq. (6) 
It is clear [by combining Eq. (7)] that we can reject the 6 hypothesis whenever Ilx I2x
Note that the nonproportionality condition above is narrower than the crosspoint condition that we derived for shadows; a crosspoint allows the rejection of both shadow and surface orientation change interpretations of image intensities.
12 It is possible that a spectral difference between diffuse illumination (skylight, say) and the source (the sun, for example) could lead to a crosspoint across a shadow line on a region of a single material. This would be a false target; a visual system using the crosspoint would wrongly construe the shadow as a material change. This ought to be a rare occurrence, though, since the direct flux from the sun is usually so much greater than that of the diffuse light that no crosspoint can occur (Wyszecki and Stiles, 1967) 13 A wrong interpretation is one that assigns values to physical variables that do not correspond to the actual values. Interpretations of sensory data are discussed in more detail in Richards et al. (1981) 
Rejecting the fi Hypothesis
In the preceding two sections, relationships among image intensities (at two spectral samples) were derived such that the discovery of the relationship could be taken as evidence that certain confounding processes were not occurring in the image. The spectral crosspoint was the less strict of the two criteria derived. In this section, a different tack is taken. First, it is taken as obvious that monochromacy is inadequate to reject the presence of P. Next, it will be pointed out that a spectral crosspoint is good evidence that the image intensities under consideration do not arise from a change in pigment density ~4. It suffices to show (normal) pigmentation does not produce crosspoints. But this follows immediately from the normal pigmentation condition. Specifically, Eq. (4) can be rewritten for two spectral samples as
[1y ~71Y ' I 2 y ~2 ~ which implies (by the normal pigmentation condition)
I~x > 1 and I2x --< 1, then the presence of a normal
Ilr I2y
pigmentation process can be rejected. Note that these inequalities only express one of two possible crosspoint conditions.
Rejecting the I2I Hypothesis
The presence of a spectral crosspoint can also be taken as evidence that no normal highlight is present. Since a (normal) highlighted region has greater image intensity at all wavelengths than a neighboring matte region, no spectral crosspoints can arise from such a pair of regions. (Also note that shadow changes are formally equivalent to highlights, in that lit and highlighted regions correspond to strictly augmentative changes to image intensities in neighboring shadowed and matte regions, respectively.) Hence the spectral crosspoint allows the rejection of normal highlights.
The Rote of Edges
It was shown above that a single spectral sample was inadequate to reject image intensities as arising from one of the confounding processes. The presence of a spectral crosspoint (which involves two spectral samples) across a pair of neighboring image regions was shown as a sufficient criterion for the rejection of each of the confounding processes.
It would be computationally exhausting to examine all possible neighboring image regions for material changes. And unnecessary as well. Material changes invariably produce luminance discontinuities or edges in the image. If finding material changes is the goal, there's no point in seeking them where they're not going to be. That is, for the purpose of discovering material changes, "neighboring regions" should be taken to mean regions separated by edges ~5.
Can several confounding processes coincide at a single edge? And might such a coincidence give rise to a crosspoint? As pointed out above, shadows and surface orientation changes can occur at a single edge. But aside from this case of self-shading 16, a single process usually predominates at an edge (Marr and Hildreth, 1980; Marr, 1982) .
Therefore, when a crosspoint occurs across an edge, we know with reasonable confidence that it does not arise from one or more confounding processes. So when a spectral crosspoint occurs across an edge, it is almost always due to a material change.
False Targets: Effectiveness of the Spectral Crosspoint in ~I Detection. A word should be said about the theory of ~/detection presented here. If our characterization of confounding processes is accurate, most spectral crosspoints across edges will be M changes. Exceptions include instances of highlight and pigment density changes that aren't normal, and rare coincidences of confounding processes at edges. So in signal detection terms, the false target rate of crosspoints in ~/detection is low; most crosspoints will be material changes: As for the hit rate, it need not be the case that most M changes cause crosspoints in the image. Intuitively, only about half of the material changes in a scene will cause crosspoints. This should not be disturbing. The crosspoint computation is extremely easy, and provides immediate strong assertions. Adding another spectral sample can improve our hit rate, but this sort of improvement is limited by the albedo functions of natural objects (Krinov, 1971) . In addition, any full theory of ~/ detection is likely to involve other spectral computations, as well as nonspectral computations.
Relation to Psychophysics and Neurophysiology
The theory we have presented begins with the physics underlying several scene processes affecting image 15 Human color vision requires luminance edges for stability (Evans, 1948) 16 In the case of self-shading, no crosspoint can occur. By examining the shadow and surface orientation change equations, it can be seen that a joint occurrence of S and 0 is mathematically equivalent to an occurrence of S alone. And S changes cannot induce crosspoints. So self-shading cannot cause crosspoints intensities. Simple analysis of equations describing the processes has shown the crosspoint is the unique criterion for rejecting each of the confounding processes, and thus a good tool for spectrally identifying material changes. But what has this to do with color vision? One insight is offered by exploring how a crosspoint operator might be designed.
The crosspoint depicted in Fig. 4a is equivalent to the following inequality :
(lo)
How might inequality (10) be sought across an edge? Let "G" denote measurements of image intensities at ;C~, and "R" denote measurements at 2~. Figure 4b shows an operator that computes the product indicated in (10). Note that the quantities in parantheses are added together, and the superscripts denote whether the measurements or their negatives are used. The two sums enclosed in parentheses are multiplied together. A positive response of such a detector indicates a crosspoint. Michael (1978) has described "dual opponent-color" cells in monkey striate cortex, the receptive field and response properties of which are qualitatively similar to the crosspoint detector in Fig. 4b (see Michael's Fig. 3 ). His doubleopponent unit was excited by red light and inhibited by green in half its rectangular receptive field, and the reverse situation held in the other half. [Doubleopponent organization appears to be common in biological color vision (Daw, 1972) .] Detailed quantitative study of such cells is needed to reveal what computation they actually perform.
Conclusion
Color vision systems evolved to solve certain problems in making sense of natural images. Since natural images are complicated things, caused by a myriad of processes, it is tempting to study color vision over a simplified or restricted domain. However, much can be understood by resisting the impulse to simplify and instead focusing on the more complicated natural domain. Certain regularities emerge from the confusion of the world, and these lawful relationships can be exploited in the solution of sensory problems. Despite the lawfulness of some of the physical processes underlying scenes, visual problems are difficult to solve. Here we pursued a modest goal -to detect changes of material in an image using spectral information.
One unusual characteristic of material changes is that they are unconstrained. Since an unconstrained Designing an operator for detecting crosspoints. A A crosspoint. B An operator that computes whether a crosspoint is present across an edge. G and R denote spectral samples at )~1 and 22, respectively, superscripts "+" and "-" signify whether the spectral measurements or their negatives are to be used. The quantities in parentheses are summed; the two sums are multiplied. When the unit has positive output, a spectral crosspoint is present process cannot be sought directly (for what equations could we seek solutions?), we resort to inferring material changes by rejecting a class of confounding processes. Rejecting the presence of a lawful process, it was pointed out, is often computationally much simpler then solving explicitly for the variables of the process. We showed we can infer the presence of material changes whenever spectral crosspoints occur. When no crosspoint occurs, more sophisticated computations are still possible (Richards et al., 1981) . The crosspoint strategy is not foolproof. While material assertions will almost always be correct, there will be many missed material changes. Not all material changes produce spectral crosspoints. A good strategy for visual systems would be to locate the maximum absorption frequencies of their photopigments so that a maximum number of crosspoints will be detected 17 A study of the reflectances of natural objects could perhaps reveal if biological photopigments have evolved to maximize the detection of crosspoints in an organism's environment. Similar work has already begun demonstrating that the location of photopigment 2max'S of species of fish often serve to maximize contrast in their particular photic environments (Levine and MacNichol, 1982; Lythgoe, 1979) .
17 Technically, the photopigments should be located so as to maximize crosspoints minus "doublecrossings" -situations in which a pair of complementary and cancelling crosspoints occur between the spectral sample points. Such situations would cause material changes to be missed 224 The derivation of the spectral crosspoint, and its relation to the detection of material changes, are first steps in the development of a new sort of representation for spectral information. Whereas traditional representations are either photometric or psychophysical (that is, in terms of hue, saturation, and lightness), it makes sense to strive for a representation that makes as explicit as possible what is going on in a visual scene. Such a "property-based" representation is further developed in Rubin and Richards (1982) .
Iar (I x )
E1D =~, 01--6 ' Els=6\ity-1 ,
where ~ is the parameter of the one-dimensional solution space of Eq. (5a). Each choice of ~ will yield a mathematical solution to the equations, but not all of these solutions will be physically possible. Physically possible solutions must assign positive values to variables representing illuminants, and a value between zero and one for 01, which represents an albedo. The latter constraint is satisfied by restricting 6 to the interval (I1y , oo 
Appendix III
Highlights
The image intensity Eq. (1) does not apply to highlight. Highlight occurs on certain surfaces when two conditions hold. First, the viewer direction, the surface normal, and the illuminant direction must be approximately coplanar. Second, the angle of incident illumination must be nearly equal to the angle of reflection to the viewer. When the two conditions above hold, certain materials will display mirrorlike qualities, and the illumination source will be imaged on the surface. Let E~ ..... (2) be the source that is imaged in the highlight. We can expect the following image intensities from two neighboring regions of the same surface orientation that differ only in that one region has a highlight: (Evans, 1948; Horn, 1977) in some linear combination determined by fraction ~. The specular component is just some coefficient multiplied by the source ; the albedo plays no role. The matte component involves all illumination, not just the direct source, as well as the albedo 0(2) of the material. Next, note the highlight equation can be rewritten as follows : for all 2 in the visually useful range. Since reflectances of surfaces usually have maxima around 0.7 (Krinov, 1971) , the normal highlight criterion above is, loosely speaking, that the source provide a little more than twice the illumination than the diffuse light. Normal sunlit scenes will obey this criterion.
Appendix IV
Broadband Spectral Samples Cannot Induce Crosspoints
It will be shown that a crosspoint cannot arise in/3, (}, or S situations from an overlapping of samples. 1) Assume the change from X to Y is due to one of the confounding processes. Therefore, the continuous spectral energy distributions Ix(2) and It(2) do not intersect. (Otherwise the proof in Sect. 5.1 could be shown wrong by taking samples straddling the in-225 tersection.) Assume, without loss of generality, that Ix(2 ) is always greater than Iy(2).
2) Assume that our two spectral samples will be measured by "photopigments" Pa and P2 where each Pi is simply a function mapping some wavelength interval into the unit interval (0, 1).
3) The sample measured at 2 i in region X, Six, and in region Y,, Siy, are defined as follows. (15) where 2in > 211 and the interval ()~n,).i2) is the range of wavelengths over which the "photopigment" Pi is sensitive. 4) Six > Sir , for all i, follows directly from the fact that Ix(2 ) > Ir()O, for all 2. 5) Therefore, spectral crosspoints cannot be induced by overlapping spectral samples.
