Abstract. Two moving mesh partial di erential equations (MMPDEs) with spatial smoothing are derived based upon the equidistribution principle. This smoothing technique is motivated by the robust moving mesh method of Dorfy and Drury DD87]. It is shown that under weak conditions the basic property of no node-crossing is preserved by the spatial smoothing, and a local quasi-uniformity property of the coordinate transformations determined by these MMPDEs is proven. It is also shown that, discretizing the MMPDEs using centred nite di erences, these basic properties are preserved.
1. Introduction. For the numerical solution of time-dependent partial di erential equations which involve large solution variations, a variety of moving mesh methods have been shown to gain signi cant improvements in accuracy and e ciency over conventional xed mesh methods (e.g., see GDM81] , AF86], DD87], FVZ90], HGH91] and HRR94b]). For these methods, mesh equations which involve node speeds are employed to move a mesh (generally having a xed number of nodes) in such a way that the nodes remain concentrated in regions of rapid variation of the solution. For almost all of them, mesh equations are represented in discrete form.
To facilitate a better understanding of moving mesh equations and to allow for a better investigation of their basic properties, several continuous moving mesh equations (so-called Moving Mesh Partial Di erential Equations (MMPDEs)) based upon the equidistribution principle have recently been derived in HRR94a] . Some basic properties, such as stability and the potential for node-crossing, are also analyzed. While the MMPDEs are derived in such a way that temporal mesh smoothing occurs, a spatial mesh smoothing is also generally necessary, and it is employed when developing practical moving mesh methods based upon these MMPDEs in HRR94b]. Since the accuracy and error in the solution may depend upon the type of discretization, the quality of the mesh, the treatment of boundary conditions, etc., there is generally no simple relationship between the smoothness of the mesh and the error (c.f. VR92]). Nevertheless, for most problems and most discretization methods, abrupt variations in the mesh will cause a deterioration in the convergence rate and an increase in the error MTW85]. Moreover, most discrete approximations of spatial di erential operators have much larger condition numbers on an abruptly varying mesh than they do on a gradually varying one (e.g. see SHR93]), and these ill-conditioned approximations may result in sti ness in the time integration for time-dependent problems. It is thus not surprising that mesh quality has become an increasingly important issue in the eld of mesh generation and mesh adaption MTW85] .
The objective of the paper is to introduce and analyze a natural spatial smoothing for the MMPDEs. The spatial smoothing technique is partially motivated by the robust moving mesh method of Dorfy and Drury DD87], and by the enlightening analysis of it in VBFZ89]. The spatial smoothing is shown to inherit the no nodecrossing property of the unsmoothed methods and to produce a locally quasi-uniform coordinate transformation (with discrete form corresponding to the well known local quasi-uniformity property KN82], which provides a good measure of the smoothness quality of a mesh in one dimension). An outline of this paper is as follows. In Section 2 the MMPDEs with spatial smoothing are derived. The spatial smoothing is incorporated into the mathematical analysis of the MMPDEs and of some of their nite di erence approximations in Sections 3 and 4, respectively. Two numerical examples are provided in Section 5 to show the preservation of the local quasi-uniformity of the mesh. Section 6 contains conclusions and comments.
2. Formulation of MMPDEs with Spatial Smoothing. We shall derive in this section our basic MMPDEs which are based upon the equidistribution principle and which also have spatial smoothing. Let x and denote the physical and computational coordinates, respectively, both of which are without loss of generality assumed to be the unit interval 0, 1]. A oneto-one coordinate transformation between these domains, which will be determined by a MMPDE, is denoted by x = x( ; t); 2 0; 1]
(1) with x(0; t) = 0; x(1; t) = 1 (2) where t denotes time. For a given monitor function M(x; t)(> 0) which provides some measure of the computational di culty in the solution of the underlying physical di erential equations, the equidistribution principle can be expressed in di erential form (e.g., see HRR94a]) as @ @ M(x( ; t); t) @x @ ( ; t) = 0: (3) Given M(x; t) and an initial transformation x = x( ; 0), x = x( ; t) can be determined for t > 0 from (3) and the boundary conditions (2). Since the initial transformation is often chosen as a very smooth function, such as the \ uniform transformation " x( ; 0) = , or as a function determined from M(x; 0), it is realistic to assume that its properties like smoothness are determined by M(x; t). However, for most problems which involve large solution variations, the monitor function is generally fairly nonsmooth in space, and some kind of smoothing of M(x; t) should be employed in (3) in order to make the transformation smooth (see VBFZ89], FVZ90] and HRR94b]). To do this we introduce a partial di erential equation in and t which involves an arti cial di usion term for smoothing M, viz., we de neM to satisfỹ As discussed in HRR94a], a quasi-static form like (9) is an idealized form expressing exact equidistribution, and in practice it can produce non-smooth trajectories. Mesh equations involving node speeds, or so-called MMPDEs, based upon (9) generally produce much smoother mesh trajectories and are more suited for the numerical solution of time-dependent problems. Following the approach in HRR94a], we require (9) to be satis ed at the later time t+ (0 < << 1). Expanding the resulting equation in a Taylor series in this relaxation parameter and dropping higher order terms, we obtain @ @ @ @t @x and (4) together for x andM. However, in some respects it does not seem to be a suitable approach since an additional equation (4) is introduced forM, and it does not involve time derivatives. Thus, here we shall not consider this method further but introduce an alternative method which is likely to be more e cient and appropriate for time-dependent problems.
In (12), G ?1 is an integral operator, and discretization produces a dense matrix system. To obtain an alternative form we integrate in to give
where c(t) is an integral constant, and rewrite this as = Gn: (26) Note that both (19) and (25) are fourth-order (in space) di erential equations for x requiring four boundary conditions. As will be seen, a centred nite di erence discretization of (25) gives exactly the moving nite di erence method developed by Dorfy and Drury in DD87] (see Section 4). Indeed their scheme provides the original motivationfor our introducing smoothing with the di usion term in (4). However, (25) (or (19)) is more general and useful due to its di erential form, and it can be solved by any of the standard numerical methods, such as a nite element, collocation, or spectral method. Furthermore, the role of is more transparent using this continuous MMPDE approach.
Notice that the MMPDE (25) is only slightly more complicated than the (nonsmoothed) MMPDEs in HRR94a]. In the same way that MMPDE6 is obtained from MMPDE4 in HRR94a], a simple alternative MMPDE can be obtained from (25) in (25) and (27) can be interpreted as a source for the mesh movement, as a stablizing term, or as a mechanism to pull the mesh back toward equidistribution, in the analogous manner to the nonsmooth MMPDE context in HRR94a].
In actual computation, the MMPDE is normally discretized at N equal spaced points The discrete equivalent of (20) is
This is the familiar mesh concentration function used in DD87] and frequently appearing in the literature on moving mesh methods. In terms of the concentration function n( ; t), no node-crossing and local quasi-uniformity can be expressed by n( ; t) > 0 (37) and @n @ n : (38)
In the next section, we shall show that the solutions of MMPDEs (19) and (25) have properties (34) and (35) or (37) and (38), respectively. After that, the nite di erence discretization of these MMPDEs will be shown to inherit these properties in the form (32) and (33).
3. Analysis of MMPDEs. The spatial smoothing properties of the operator G are described in the following simple lemma, whose proof is given for completeness. 
for all 2 0; 1].
Note that using the arclength monitor function, for example, (48) basically requires that the rst derivative of the solution to the physical PDE remains bounded for all time.
Theorem 3.1. If Assumptions 3.1 and 3.2 hold, then the solution n( ; t) = 1 @x @ of (25) for which (2) and (23) = e ? t n( ; 0) + 1 0 : Thus, we have obtained (50) for 0 t < t . From the continuity of n( ; t), (50) is also true for t = t . If t < T, then there exists at least one value of , say , such that @x @ ( ; t ) = 0. Since from (50) this is impossible, conclusion (i) holds. 
as approximations to the boundary conditions (17) or (23) and x 0 = 0 and x N = 1 (73) for (2).
We have the following discrete analogue to Lemma 3.1. 
We conclude this section with two observations about the discrete equations (71), (72), and (73) using (69) The parameter is assumed to be a non-integer number, so that the solution (96) has a derivative singularity at x = 0, which models the singularity caused by corners of the domain in two-dimensional problems. This type of singularity is thoroughly studied in GB86] for h, p and h-p versions of the nite element method in one dimension, and a class of optimal meshes with respect to solution error in several norms is presented.
Interestingly, such optimal meshes can also be obtained using the equidistribution principle (3). Speci cally, for the time independent problem Carey and Dinh CD85] show that if the monitor function is chosen as Table 1 and Figures 1-3 . Table 1 shows the error, L, G and CPU time for the moving mesh method with and without smoothing. We can easily see from this Table the 1st order convergence for the energy norm error in both cases, which is consistent with (103). Figure 2 shows the rapid convergence of the computed mesh to the continuous, optimal mesh (102).
For this problem, the monitor function (101) changes gradually. As a consequence, the MMPDE produces a fairly smooth mesh even without spatial smoothing. This can be seen clearly in Table 1 . In fact, the function L(t), the measurement of local quasi-uniformity of the mesh, has a value about 2 even without smoothing. Therefore, it can be expected that the spatial smoothing will not play a signi cant role in improving accuracy, and it even reduces the accuracy slightly (see Table 1 ) since it generally reduces the level of mesh adaptivity. However, since the mesh is smoother, larger stepsizes are taken during the course of time integration (see Figure  3 ) and overall CPU time is reduced (see Table 1 ). With or without smoothing, the MMPDE produces very nonuniform meshes, e.g. G(1) = 6:94 10 6 and 6:74 10 5 when N = 80 for the unsmoothed and smoothed cases, respectively. Table 1 Numerical results for Example 5.1 with = 0:7. L, G and jej E are evaluated at t = 1. This problem frequently serves as a test example for moving mesh methods, e.g., in GDM81] and FVZ90]. The solution is a wave that develops a very steep gradient and subsequently moves towards x = 1. Because of the zero boundary values, the wave amplitude diminishes with increasing time. This is a quite challenging problem for methods which employ centred di erence approximations. Proper placement of the ne mesh is critical, and these moving mesh methods tend to generate spurious oscillations as soon as the mesh becomes slightly too coarse in the layer region, just as does standard centred di erences with a non-moving mesh.
Like in Example 5.1 we can consider using an optimal monitor function. However, the semi-discrete system with such a monitor function is now more di cult to integrate in time because the solution here changes much more abruptly than the solution for Example 5. 
is made by Blom and Verwer BV89] , who nd numerical di culties using the higher derivative (curvature) monitor function. This is frequently the case when the solution changes rapidly, and we shall use (105).
Results obtained with MMPDE (25) are presented in Table 2 and Figures 4-6.
Here, the L 1 norm jj jj 1 is used to measure the error in space. The reference solution is obtained by using a moving collocation method with cubic piecewise polynomials and 201 mesh nodes (see HR95]). We see from Table 2 that the moving mesh method has a 2nd order convergence rate both with and without spatial smoothing. But, unlike in the previous example, the MMPDE without smoothing produces a very non-smooth mesh. This is clearly seen from Table 2 and Figure 5 (a), where L(t) has a value about 17 at time t = 2 and arrives at its maximal value of about 200 when the shock wave is formed. As a result of this, the accuracy decreases and very small time stepsizes are taken during the course of the time integration (see Figure 6 ). In fact, we can see from Figure 4 (a) that there are still slight oscillations in the computed solutions when 80 subintervals are used.
On the other hand, the MMPDE with spatial smoothing produces much better results for this example. Table 2 and Figure 4 show clearly that it gives higher accuracy than the MMPDE without smoothing. Furthermore, much larger time stepsizes are taken during the time integration of the semi-discrete system with smoothing (see Figure 6 ), and the CPU time is much smaller ( Table 2) . From Theorem 4.1 ?1 = 2 for~ = 1. Figure 5 (a) and Table 2 show that L(t) is bounded above by ?1 for the MMPDE with smoothing, which is consistent with the conclusions of Theorem 4.1. Figure 5 (b) clearly shows that with~ = 1 the level of global quasi-uniformity is very close to that without smoothing. It is interessting to compare the performance of MMPDEs (19) and (25). The rapid initial increase in the time stepsize in Figure 6 illustrates the di culty of starting the computation with MMPDE (25), and in fact stepsizes as small as about 10 ?9 are required initially. This di culty is even more serious for MMPDE (19), and for corresponding parameter values DASSL fails to nd _ x i (0) and _ u i (0). This is due to the fact that (19) is nonlinear in _ x, and successful computation of _ x i (0) and _ u i (0) requires that the monitor function (or the initial physical solution) be su ciently smooth in the computational coordinate. This smoothness requirement is less restricitve for MMPDE (25), which is linear in _ x (although even for (25) DASSL can fail to nd the initial values of _ x and _ u for a steep initial physical solution when an initial uniform mesh is used). To reduce the di culty in starting the integration, we can rst generate an initial mesh equidistributed with respect to the initial solution, (e.g. see HRR94b]), and then MMPDE (19) works quite well. Indeed, in this case MMPDEs (19) and (25) produce almost identical results. Moreover, both faithfully produce locally quasi-uniform meshes.
6. Conclusions and Comments. In HRR94a] and HRR94b] we analyze and use moving mesh methods based upon solving MMPDEs which implicitly incorporate a temporal smoothing of the mesh transformation. Computational experience also indicates that if solutions to the underlying PDEs undergo rapid change, corresponding behavior of the monitor function results in the need for some sort of solution smoothing.
Here, we introduce a general method for smoothing M which is basically used in HRR94b]. It is based upon a familiar smoothing device in many contexts { the in- troduction of arti cial di usion. The resulting MMPDE (12) is rewritten in a form in which the smoothing is applied to the mesh transformation x or concentration function n, and these MMPDEs (19) and (25) (with appropriate boundary conditions) are shown to satisfy the no node-crossing condition (34) and local quasi-uniformity condition (35). Discretizing (25) with three-point centred di erences produces the well-known moving mesh scheme of Dorfy and Drury DD87]. In section 4, an analogous analysis to that for the continuous problem is done. It shows that under mild assumptions one preserves the equivalents of (34) and (35). Thus, no node-crossings occur, and preservation of local quasi-uniformity follows automatically without the need for a special mesh readjustment algorithm such as the one in KN82].
While the analysis of the Dorfy-Drury method is similar to that in VBFZ89], it bears emphasizing that our approach is much more general. In particular, this method is only one of many possible discretizations of (25) (or (19) or (12)), and \smoothed" MMPDEs corresponding to the other MMPDEs in HRR94a] lead to still other classes of methods which bear investigating. Also, this framework allows for the natural construction and analysis of MMPDEs in higher dimensions which use smoothing, as we are currently investigating. Finally, arti cial di usion to smooth meshes and the tools introduced here for analyzing its e ect are applicable in other adaptive mesh selection contexts as well (e.g., see BS82], where arti cial di usion is used to smooth the mesh during static rezoning).
Our numerical experiments here (and elsewhere) indicate that spatial smoothing is often essential if the solution to the physical PDE rapidly changes. Even when this is not the situation, the numerical results do not appear to deteriorate signi cantly with the use of smoothing. Such is the case for the problems having derivative singularities considered by Gui and Babu ska GB86], for which we show also how the optimal meshes can be constructed using the MMPDEs with suitable monitor functions.
