We propose in this article a Composite Logistic Regression (CLR) approach for ordinal panel data regression. The new method transforms the original ordinal regression problem into a number of binary ones. Thereafter, the method of conditional logistic regression (Chamberlain, 1984; Wooldridge, 2001; Hsiao, 2003) can be directly applied. As a result, the new method allows the unobserved subject effects to be correlated with the observed predictors in an arbitrary manner. Computationally, the new method is able to profile out unobserved subject effects in a very neat manner. This not only makes computational implementation very easy but also makes theoretical treatment straightforward. In particular, we show theoretically that the resulting estimator is -consistent n and asymptotically normal. Both simulations and a real example are reported to demonstrate the usefulness of the new method.
Introduction
Panel (or longitudinal) data refer to the data that follow a given sample of subjects over time (Diggle et al., 1994; Wooldridge, 2001; Hsiao, 2003) . Compared with typical cross-sectional data (providing one observation per individual), panel data collect multiple or repeated observations on every sampled subject. This immediately raises one question: what are the advantages of a panel data set as compared with its cross-sectional counterpart?
With the same number of subjects, a panel data set provides more observations than its cross-sectional counterpart, which naturally leads to estimators with better efficiency. Then, one may wonder whether such a merit is the only advantage of panel data. To fix the idea, consider the following standard panel linear regression model with an unobserved subject effect:
Y α β ε = + + X where:
Y it = the t-th repeated observation (1 ≤ t ≤ T) collected from the i-th subject
(1 ≤ i ≤ n)
X it ∈ R p = the associated p-dimensional predictor ε it = an independent noise α i = the unobserved random or fixed effect specific to the i-th subject.
Under a typical mixed-effects model set-up, one might assume that the subject effect α i is a random effect, which is independent of the predictor X it (Pinheiro and Bates, 2000) .
With such an assumption, one can easily show that the typical Ordinary Least Squares (OLS) estimator based on cross-sectional data (i.e., 1 { , } n it it i Y = X with a fixed t) is still consistent for the unknown regression coefficient β (Wooldridge, 2001) . Thus, the only merit of a panel data set under this set-up is the capability to provide more observations, and hence yield more accurate estimates. Nevertheless, for many economics and/or medical research problems, the study is observational in nature. Therefore, the independence assumption between the unobserved subject effect α i and the observed predictor X it might be very questionable (Wooldridge, 2001; Hsiao, 2003) . If α i is indeed correlated with X it , the typical OLS estimator produced by the cross-sectional data 1 { , } n it it i Y = X (with an arbitrarily fixed t) could be biased and such a bias cannot be eliminated by purely increasing sample size n. However, such a problem can be fixed easily by panel data. For example, for two arbitrary distinct time points t 1 and t 2 , one can easily verify that ( it it − X X as the predictor might lead to a consistent estimator for β (regardless of whether α i is correlated with X it or not). Although such a naive estimator might not be fully efficient, it clearly demonstrates that the advantage of panel data is much more than simply producing more observations. As a result, by controlling for the unobserved subject effect, panel data might help researchers to address many important questions, which can hardly be answered by its cross-sectional counterpart (Hsiao, 2003) . Thus, we argue that the capability of controlling for unobserved subject effects is indeed the primary advantage of panel data.
(For a more detailed discussion, see Wooldridge (2001) and Hsiao (2003) .) Given the importance of the panel data, much research effort has been devoted to this subject during the past decade. Particularly, the models with continuous response have been extensively studied (Diggle et al., 1994; Wooldridge, 2001; Hsiao, 2003; Fan and Li, 2004; Fan et al., 2007) . Nevertheless, how to extend those useful results from continuous response to discrete response (e.g., binary and ordinal) is not straightforward. Taking binary data as one example, one can follow the idea of linear mixed-effects models (Pinheiro and Bates, 2000) and propose a generalised mixed-effects model for binary panel data (Chamberlain, 1980; Gibbons and Hedeker, 1997; Liu and Hedeker, 2006) . Unfortunately, the resulting likelihood function might not have a close form, which makes computational implementation very difficult (Butler and Moffitt, 1982; Breslow and Clayton, 1993) . A similar problem also exists for the latent variable approaches (Qu et al., 1992; 1995) . Another way to model discrete panel data is by completely ignoring the subject effect α i and then specifying the regression relationship between Y it and X it marginally. For example, the method of the generalised estimation equation (Liang and Zeger, 1986 , Generalised Estimation Equation (GEE)) and many others (Molenberghs and Lesaffre, 1994; Heagerty and Zeger, 1996) belong to this category. However, those marginal methods might not be able to provide consistent estimators if the ignored subject effect is indeed correlated with the predictor X it .
As a simple summary, compared with those extensively studied panel data models for continuous response, much less has been done for binary panel data, and even less has been done for ordinal panel data, which are typically encountered in real practice (Agresti, 1990) . Thus, real applications call for effective methods for ordinal panel data modelling. As one can see from our previous discussion, a useful model must carry at least the following two important characteristics. Firstly, it should allow for unobserved subject effects and such subject effects should be allowed to correlate with the observed predictor vector in an arbitrary manner. Secondly, such a model should be computationally tractable without incurring any computationally forbidden task (e.g., a high dimensional integration).
With these two objectives in mind, we propose in this article a Composite Logistic Regression (CLR) approach for ordinal panel data regression. The new method transforms the original ordinal regression problem into a number of binary ones, for which the method of conditional logistic regression (Chamberlain, 1984; Wooldridge, 2001; Hsiao, 2003) can be directly applied. As a result, the new method allows unobserved subject effects to be correlated with the observed predictors in an arbitrary manner. Computationally, the new method is able to profile out unobserved subject effects in a very neat manner. This not only makes computational implementation very easy but also makes theoretical treatment straightforward. In particular, we show theoretically that the resulting estimator is -consistent n and asymptotically normal. Numerical studies are reported to illustrate the usefulness of the new method.
The rest of the article is organised as follows: Section 2 introduces the model and notations. The proposed new method and its main theoretical properties are also presented in this section. Numerical studies based on both simulated and real data sets are reported in Section 3. The article is concluded with a brief discussion in Section 4. All technical details are left to the Appendix.
Composite logistic regression

Model and notations
Let (Y it 1 ≤ i ≤ n and 1 ≤ t ≤ m i ) be the t-th ordinal response (taking values in {1, , K +1}) collected from the i-th subject, and let X it = ( ) Moreover, we assume that the error term ε it follows the logistic distribution. As a result, we obtain the following cumulative logistic regression model:
is the interested regression coefficient with the true value given by β 0 , and α ik is the unobserved subject effect or incidental parameter (Wooldridge, 2001; Hsiao, 2003) . Note that α ik is allowed to be correlated with X it in an arbitrary yet unknown manner. Lastly, we assume that conditional on { } 1 (Wooldridge, 2001; Hsiao, 2003) . By treating the subject effect α ik as unknown parameters (i.e., fixed effects), one can easily get the likelihood function of { , }.
it it Y X Thereafter, the Maximum Likelihood Estimator (MLE) can be obtained by optimising the joint likelihood with respect to both β and {α ik } (1 ≤ i ≤ n and 1 ≤ k ≤ K). One can note immediately that the number of unknown parameters incurred by α ik diverges to infinity as the sample size n increases.
Such a problem is referred to as the 'incidental parameter problem' in econometrics literature (Wooldridge, 2001; Hsiao, 2003) . As pointed out by Wooldridge (2001) and Hsiao (2003) , the incidental parameter problem not only makes computation very difficult but also makes the resulting MLE inconsistent. To remedy such an issue, the method of conditional logistic regression has been developed for binary panel data (Chamberlain, 1980; Wooldridge, 2001; Hsiao, 2003) .
Composite logistic regression
To fix the idea about ordinal panel data, we first consider an arbitrary but fixed 1 ≤ k ≤ K value. We can then define a binary response vector
Furthermore, for one particular realisation of Z ik , we define
Then, for such a fixed k, one can verify that (Wooldridge, 2001) :
.
As one can see, the conditional probability (Equation 2.2) is free of the subject effect α ik . Consequently, instead of optimising a typical likelihood function, which includes the incidental parameter α ik , we can optimise the following conditional log likelihood function:
where the probability
is defined according to Equation (2.2). By maximising the conditional log likelihood function (Equation 2.3), a conditional MLE for β can be obtained, which is -consistent n and also asymptotically normal (Chamberlain, 1980; Wooldridge, 2001; Hsiao, 2003) . Note that, by focusing on one fixed k value (1 ≤ k ≤ K), the estimator produced by Equation (2.3) might not be very efficient. To combine the information provided by different ( ) k β L functions, we can further construct the following composite conditional log likelihood function:
Then, the final estimator can be obtained by maximising the composite log likelihood function (Equation 2.4). We refer to such an approach as 'Composite Logistic Regression' (CLR) and the resulting estimator β as the CLR estimator.
Theoretical properties
To establish a rigorous asymptotic theory for the CLR estimator ˆ, β the following technical conditions are needed:
We remark that both assumptions are very reasonable. Specifically, the condition (C.1) is trivially satisfied if
and m i ≤ m max for some m max > 0. Simply put, as long as the number of repeated observations is bounded and the marginal distribution of the predictor has a finite second-order moment, condition (C.1) is well satisfied. The second condition (C.2) is also very reasonable. This condition has a similar flavour to requiring var(X it ) to be positive definite in a typical OLS regression setting. Then, we have the following two theorems: 
By Theorem 1, we know that the proposed CLR estimator is indeed consistent as long as both conditions (C.1) and (C.2) are satisfied. Furthermore, by Theorem 2, we know that such an estimator is also asymptotically normal with an asymptotic covariance matrix Σ.
By substituting the unknown quantity β by its CLR estimator ˆ, β and then replacing E(⋅) and var(⋅) by their sample versions, a consistent estimator for Σ can be easily obtained, which is denoted by ˆ. Σ
Numerical studies
A simulation study
To evaluate the finite sample performance of the proposed CLR estimator, extensive Monte Carlo experiments are conducted. Because the results are qualitatively similar, we only report one example here. More specifically, the data are generated From the third column of Table 1 , we find that the value of RMSE steadily decreases as sample size n increases. This confirms that the proposed CLR estimator is indeed consistent. Next, from the fourth column, we find that the value of RMSE is very close to that of the RMSE with a very small RB, which is reported in the sixth column. This means that the proposed covariance estimator is asymptotically unbiased. Furthermore, from the fifth column of Table 1 , we find that the standard deviation of ( ) s j σ steadily decreases as the sample size increases. This further confirms that the proposed covariance estimator is also consistent. Lastly, the results reported in the sixth and seventh columns indicate that if 0 j β ≠ (i.e., β 1 , β 2 , and β 3 ), the aforementioned standard Z-test does have nontrivial power. As the sample size increases, the power approaches 100% very quickly. The results also indicate that if 0 j β = (i.e., β 4 and β 5 ), the empirical sizes estimated by our Monte Carlo experiments are very close to their nominal level. This confirms the asymptotic normality of our proposed CLR estimator. Lastly, we note that a larger number of repeated observations (e.g., m max = 10 versus m max = 5) typically lead to better estimates with smaller RMSE values.
A real example
To demonstrate the usefulness of the proposed CLR method in real applications, we consider here a data set about the Chinese stock market. The data set is derived from the CCER Chinese Stock Database, 1 which is partially developed by the Chinese Center for Economic Research (CCER) at Peking University. It is one of the most authoritative and widely used databases about the Chinese stock market (Wang et al., 2007a) . After eliminating those incomplete and/or extreme observations, we obtain a total of 4917 observations, which are generated by a total of 1192 different firms in the period between year 2000 and year 2004 (i.e., a total of five years). Those firms account for about 90% of the entire Chinese stock market during that period. For each firm, the following predictors are collected in the current year (recorded as the t-th year): Return on Equity (ROE) of the current year (ROE t ), asset turnover ratio (ATO), Profit Margin (PM), debt to asset ratio (LEV), sales growth rate (GROWTH) and the logarithm of total asset (ASSET). Specifically, ATO measures how effectively a company can make use of its assets. PM captures the company's profitability. LEV is a standard measure for the liability level and GROWTH reflects how fast the company is growing. Lastly, ASSET represents the firm's size. (For a more detailed discussion about the economics meanings of those variables, we refer to Harrison and Horngren (2001) .) Next, we present summary statistics of these explanatory variables in Table 2 , from which we find that the kurtosis of every variable (except ASSET) is very large. This suggests that the first-and second-order moments of many predictors could be infinite. Thus, the statistical validity of many standard regression methods (e.g., logistic regression, CLR) becomes questionable. To fix the problem, we replace the value of ATO, PM, LEV and GROWTH by their normal scores. For consistency, the same operation is also conducted for ASSET. The response of interest (denoted by Y) is the discretised next year's (i.e., the (t + 1)th year) earning. More specifically, Y = 0 if the firm's next year ROE is negative. Thus, Y = 0 implies that the firm is suffering loss. By the requirement of the Chinese Security Regulation Commission (CSRC, the government body overseeing the stock market), the firms reporting too many negative ROE values (i.e., Y = 0) might be Specially Treated (ST), which is a severe punishment received from the CSRC. (For more detailed background information about the ST policy, we refer to Wang (2007) .) Thus, the definition of the Y = 0 is very relevant. Next, we define Y = 1 as those firms with their ROE values falling into [0,0.10]. One might wonder why 0.10 is a critical number. Also by the requirement of the CSRC, if a firm wishes to do additional share offering, its ROE value must be maintained above the level of 0.10 for a number of years. Thus, 0.10 becomes another critical value. Lastly, we define Y = 2 if the reported ROE value is larger than 0.10. As a result, the percentage of the observations with Y = 0, 1 and 2 are given by 12.87%, 51.17% and 35.96%, respectively. Thus, the effect of extreme responses as evidenced by Wang et al. (2007b) is well controlled. A similar discretisation technique was also used by Zou and Yuan (2008) . Per one careful anonymous referee's advice, the same operation is also conducted for ROE t for consistency. For comparison, we firstly ignore the panel data structure and treat it as typical cross-sectional data. We then apply a standard cumulative logistic regression model to the data, with detailed results reported in Table 3 . As one can see, all estimated regression coefficients are statistically significant at the 5% level of significance. By Table 3 , we know that, if we compare two different firms (i.e., interfirm comparison), the firm with larger values in ATO, PM, LEV, GROWTH and ASSET tends to have better earnings than the other one. Those results are reasonable and might be useful for interfirm comparison. Nevertheless, they could be rather misleading if intrafirm comparison is our focus. In other words, one might also wish to know what would happen to a firm's earnings (compared with its own past history) if its size (i.e., ASSET value for example) is getting larger and larger. To address this question, one has to control the firm's specific effect, i.e., subject effect α ik in (model 2.1). Otherwise, those statistically significant results due to interfirm differences cannot be differentiated from those due to intrafirm differences. Thus, our proposed CLR method becomes useful. Table 3 The cross-sectional analysis results of the real example By recognising the panel data structure and applying the CLR method to the data, we obtain another set of regression coefficient estimates, which are very different from that of Table 3 and are reported in Table 4 . Firstly, we note that all estimated coefficients are statistically significant at the 5% level of significance. Comparing the results of Table 4 with Table 3 , we find that they all agree that increasing a firm's ATO, PM, LEV and GROWTH values can lead to better earnings in the future. Nevertheless, Table 4 presents a totally different sign for ASSET. According to Table 4 , we find that if a firm's size (i.e., ASSET) increases too much (compared with itself), its future earnings capability can be affected adversely (as compared with its past earning capability). We find this result very interesting but also reasonable. A firm's size and its earning capability are two components that have to be balanced for the firm's long-run health. If a firm's size keeps on increasing abnormally, then the firm's future earnings capability might be sacrificed to some extent, which is then reflected by the positive sign of ASSET in Table 4 . In addition to that, from Table 4 , we find that the firms with negative current year ROE are most likely to report better earnings next year. Such a result is very interesting but also reasonable. As we mentioned before, due to the ST policy enforced by the CSRC, those firms that currently suffer a negative year earning tend to have the strongest motivation to report positive earnings the following year, very often by means of earnings management (see Jiang and Wang, 2008) . We remark that such a result is not available by a standard cross-sectional data analysis, as demonstrated in Table 3 . 
Concluding remarks
We proposed in this article a CLR method for a simple yet effective analysis of ordinal panel data. We show both theoretically and numerically that the proposed method is rather useful. Its extension to semiparametric and/or nonparametric models is under investigation (Xia and Li, 1999; Fan and Li, 2004; Xia, 2006; Fan et al., 2007) .
Appendix A
Proof of Theorem 1
The basic idea of the proof follows that of Fan and Li (2001) . More specifically, one can verify that objective function (2.4) is a strictly concave function in β. Thus, as long as we can show that there exists a -consistent n local maximiser, it must be the -consistent n global maximiser. As in Fan and Li (2001) , the existence of a -consistent n local maximiser is implied by the fact that for an arbitrarily small ε > 0, there exists a sufficiently large constant C such that: Thus, we know that the first term in (A.3) is linear in C with a O p (1) coefficient but the second term in (A.3) is quadratic in C. Thus, as long as C is sufficiently large, the second term in (A.3) will dominate its first term asymptotically. Thus, the conclusion (A.1) is correct. This proves the -consistency n of β and completes the proof.
