This work introduces the symbiotic organisms search (SOS) evolutionary algorithm to the optimization of reservoir operation. Unlike the genetic algorithm (GA) and the water cycle algorithm (WCA) the SOS does not require specification of algorithmic parameters. The solution effectiveness of the GA, SOS, and WCA was assessed with a single-reservoir and a multi-reservoir optimization problem. The SOS proved superior to the GA and the WCA in optimizing the objective functions of the two reservoir systems. In the single reservoir problem, with global optimum value of 1.213, the SOS, GA, and WCA determined 1.240, 1.535, and 1.262 as the optimal solutions, respectively.
INTRODUCTION
The unwise operation of reservoirs is the main driving-force of various water resources crises such as degrading native aquatic ecosystems (Steinschneider et al. ) , water pollution (Yuan et al. ) , shrinkage of lakes (Azarnivand & Banihabib ) , and other calamities in many regions of the world. The countries within the arid regions of the world are grappling with anthropogenic and climatic driving forces which pose a burden to water, energy, and food security. For this reason, it is vital to improve water resources planning and management, which includes reservoir operation as a key component. An EA such as the standard genetic algorithm (GA) can be applied to solving many types of optimization problems.
The GA mimics natural selection mechanisms and works on the basis of populations of solutions that are improved iteratively (i.e., population-by-population (Fogel ) ). In the first computational step of the GA, an initial population is created composed of randomly generated solutions. The next population is produced to improve the objective function through an iterative process. The chromosomes (or solutions) of the current population at each step are selected to generate the next generation. The selection probability of chromosomes with superior fitness is larger than those of less fit chromosomes. Selected chromosomes generate the next population with crossover and mutation operators.
Crossover generates two new chromosomes by exchanging genes between them. The mutation alters the chromosomes' genes to create diversity in their population. The process of improving chromosomal populations continues iteratively until fulfilling a termination criteria.
Based on the 'no free-lunch' theorem, it is impossible for an EA to optimally solve all the optimizing problems 
MATERIAL AND METHODS
The principles of the SOS algorithm 
(1)
where the mutual vector (MV) is the average value of x i and x j which allows the organisms to be updated simultaneously rather than separately; rand (0,1) is a vector of random numbers. In a mutualistic symbiosis between two organisms in nature, one organism might receive a great benefit while the other receives no significant benefit. This is reflected by BF 1 and BF 2 , which are determined randomly as either 
In the third phase, which entails the mutation operator of the SOS and is called parasitism, x i and x j are the artificial parasite and host, respectively. In this type of symbiosis relationship, one organism benefits while another one is harmed. The trademark of the parasite vector (PV) is that it competes against other randomly selected dimensions rather than its parent/creator with a range between given lower and upper bounds. In this phase, an initial PV is generated by duplicating organism x j . Some of the decision variables from the PV are modified randomly to distinguish the PV from x j . A random number must be generated in the range of [1, the number of decision variables] to represent the total number of modified variables. A uniform random number is generated for each dimension to obtain the location of the modified variables. Lastly, a uniform distribution within the search space is required to modify the variables and provide a PV for the parasitism phase. In synthesis the PV attempts to replace x j which is selected randomly from the ecosystem. If the PV outperforms x j it becomes part of the ecosystem, whereas if the PV does not outperform x j it vanishes from the ecosystem. The PV is created by modifying x j in random dimensions with random numbers instead of making small changes in x j . If the current PV and x j are not the last member of the ecosystem the algorithm returns to the step that selected X best until reaching a specified termination criterion. 
Simulation model for reservoir operation
A multi-reservoir system is simulated with the continuity equation which is written as follows:
where t ¼ the index for simulation periods; i ¼ reservoir index; S (i,t) and S (i,tþ1) ¼ the storages of the ith reservoir, respectively, at the beginning and end of period t (MCM); 
where Ev (i,t) ¼ net evaporation (evaporation minus precipitation) from the ith reservoir surface during the period t (Km); A (i,t) and A (i,tþ1) ¼ ith reservoir areas, respectively, at the beginning and end of the period t (Km 2 ). A (i,t) is evaluated with the area-storage formula as follows:
Equation (7) was used to calculate the overflow (or spillage) from reservoirs:
where S max(i,t) ¼ the maximum storage in the ith reservoir during period t.
Additional constraints respectively on release, reservoir storage, and storage carryover are as follows:
where R min(i,t) and R max(i,t) ¼ minimum and maximum allowable release from the ith reservoir during period t, Figure 3 . Power production at the Karun4 reservoir is given by the following formula:
where P (t) ¼ hydropower generation in period t (MW); The storage-elevation formulas were applied to evaluate the reservoir water level with the following equations: The objective function (Z) of the reservoir operation problem minimizes the total squared deviation of the power generated from the installed capacity of the system during the operation period. The decision variables are the release of water through the power plant in period t (see Equation (11)). The objective function is given by:
The constraints on reservoir storage require penalty functions that penalize deviations of storage outside the feasible region. The penalty functions P 1 and P 2 on storage deviations outside the feasible region are:
where P1 and P2 (t) are penalty functions on storage not meeting the carryover constraints, and being less than the minimum storage, respectively; K 1 , and K 2 ¼ constants of the penalty functions.
The penalized objective function is as follows:
Further information is given in the Appendix (available with the online version of this paper).
Verification of the algorithm with the benchmark problem: optimal operation of a four-reservoir system
The benchmark problem was introduced and solved by 
M is a fourth-order matrix with À1 s along the diagonal denoting releases from reservoirs, and off-diagonal þ1 s denoting transfers of water from one reservoir to another.
The objective function (B) for the four-reservoir problem is: 
The EAs' computations for the benchmark functions, 
RESULTS AND DISCUSSION
The SOS algorithm's results for the Karun4 reservoir operation were compared with those obtained with the GA, WCA, and NLP. The NLP method was applied to evaluate the global optimal solution whereas the EAs determined the near-optimal solution. The crossover rate, mutation rate, and number of populations for GA were determined The best performances of the WCA and the GA converged Table 2 demonstrates the performance of the SOS algorithm vs.
GA and WCA based on 10 runs. The main results to emerge from Table 2 The superiority of the SOS algorithm over other EAs established in this study should not be considered applicable to all optimization problems. This paper's results are in line with the aforementioned 'no free-lunch' theorem, which emphasizes that a particular EA cannot optimally solve all well-posed optimizing problems. However, the SOS algorithm has unquestionable advantages, such as the simplicity of parameter specification, adding a perturbation to the 
