Abstract
Introduction
Fusion of intensity (visual) images and range imaging for object class recognition is a highly promising research direction. Although considerable progress has been made in the last decade, current performance of intensity-based class recognition falls short of supporting real world applications like autonomous driving or flexible robots for the home and manufacturing environments [9] . At the same time, range imaging is maturing rapidly [24, 11] , and inexpensive range sensors are beginning to appear [1] . While range sensors still suffer from low resolution and from some reliability problems [24] , they can already significantly boost perfor- Figure 1 . The binding problem and low-level fusion. Both boxes on the left have a cylindric protrusion which is easily detected using a depth camera, and one black circle easily detected using a regular camera. On the right we depict how the box is perceived from a frontal view by each modality. Using two bag-of-word classifiers, one for each modality, the two boxes are indistinguishable since both contain a black circle and a protrusion. A codeword is needed for the unified presence of both a black circle and a protrusion in the same location to make the differentiation.
mance in applications such as human pose estimation, as demonstrated by the Kinect [2] . Finally, on a more theoretical level, visual and range information are two different cues with a high orthogonal content, and several recent papers [28, 15] have shown that multiple cue integration is a main key to performance in object class recognition.
Despite its attractive characteristics, there are several reasons why less attention has been devoted to fusion for object class recognition. Although class recognition and detection in regular images has been studied extensively [26, 10, 6, 9] , work on recognition in range images is hampered by the lesser availability of range imagers, making techniques and benchmarks less mature. In addition, research on recognition from depth information is currently carried out by several sub-communities with different interests and typical techniques, including the general vision community [16, 12] , vision for robotics [25, 21] and 3D model retrieval [22, 8] . In this state of affairs it is difficult to understand where to start: What are the best methods for object class recognition with depth information? Which source of information is more powerful: depth or intensity? Should we start with a basic 3D recognition architecture and augment it with 2D information, or vice versa? Over and above these orientational difficulties, obtaining good performance from feature fusion is a hard problem, both at the classifier and at the local descriptor level.
Presented in this paper is an integrated system fusing image intensity and range information at multiple levels. The system fuses state of the art single channel (i.e. intensity or depth) classifiers, as well as novel feature channels that fuse depth and intensity at a lower level. This system is demonstrated on a new benchmark dataset 1 . Data were captured using a Baumer SwissRanger 4000 Time-of-Flight active imaging device, producing a pair of registered images of depth and intensity (See examples in 2.Left). We collected a difficult dataset consisting of 8 classes of everyday objects with high inner-class variability, placed on a table in different poses, from different viewpoints and under different illumination conditions (See figure 2.Middle). In addition, many of these objects were specular or transparent, producing extremely noisy range information (see figure 2.Left).
Channel fusion for classification can be achieved at multiple levels. One extreme is high-level fusion, in which classifiers are trained for each channel independently, and their final outputs are combined into one decision. The other extreme is low-level fusion, in which the different channels are combined at initial processing levels, like local descriptors extraction. Low level fusion is usually more difficult, as it requires understanding of each channel and insight into how the relations between channels can be exploited in synergy. Consequently, most methods optimize feature channels independently and fuse them at the top classifier level [28, 15, 13] , treating each channel as a black box. This two-stage optimization has its cost in loss of information. For example, if the high level classifier is generative and based on modeling data channels D 1 , .., D k by their joint probability given the class P (D 1 , .., D k |C), then high level fusion amounts to a Naive-Bayes assumption: P (D i |C) is independent of P (D j |C) for i = j. More concretely, this leads to a binding problem (See figure 1 for an illustration), requiring low level fusion for its solution.
The classification system presented here operates in two stages. In the first stage, multiple channels of local descriptors are extracted and used to compute instance-to-class similarity scores, as suggested in [5, 23, 12] . For intensity images we used dense SIFT [20] sampling, which enables close to state of the art performance [5, 23] on the Caltech-101 dataset [19] . For depth images, we also used dense SIFT, similarly to the representation described in [22] . A third channel is the 3D shape context descriptors [12] extracted in 3D from the point cloud which emerges from the depth image. In stage 2, these channels, as well as additional channels including low level fusion, are fused into a single class decision using ideas based on the Optimal 1 Available at http://sites.google.com/site/aharonbarhillel/ Naive Bayes Nearest Neighbor (ONBNN) method [23] . In this high level fusion system we have two contributions: For the first time (as far as we are aware) it achieves a successful fusion of state of the art depth and intensity methods, which enables an initial assessment of their relative and combined strength. Second, in order to obtain such successful fusion, we introduce several important technical extensions to the ONBNN method. The improved method, O 2 N BN N , yields significantly better results in our experiments, and allows for fusion of multiple noisy channels, which is not possible using ONBNN.
Another contribution is in introducing a new process for training low level local descriptors from one or more image sources, which we dub the Generalized Image Feature Transform (GIFT). The GIFT procedure is an algorithm for unsupervised training of local descriptors, based on iterated spatial histogramming at multiple scales. Applied to intensity images, GIFT can learn descriptors similar to dense SIFT [20] and spatial pyramids [26] . We derive GIFT as a generative model of the local appearance and spatial configuration inside a patch. We then apply it to create local descriptors fusing depth and intensity, and show that it makes a contribution to the full classification system. Hierarchical construction of local descriptors was discussed in [3] , but there simple co-occurrence relations were encoded, while GIFT encodes local spatial structure as well. Hierarchical kernel descriptors [4] , developed in parallel to this work, apply similar ideas to classification of depth and intensity images. The GIFT formulation, however, is simpler and has a sound statistical justification as a generative model.
Representations based on local descriptors are currently state-of-the-art, for both visual imagery [26, 10, 5, 15] and depth representations [12, 25, 22, 4] . Nevertheless, with the exception of [4] , previous work on 2D and 3D fusion for object recognition and detection have not used such methods for both modalities, and have seldom explored fusion other than simple high-level fusion. In [21] , a system fusing visual, 3D range and infrared modalities for object detection was presented, including impressive segmentation capabilities, but the features used were relatively weak and tailored to the task. A different sensory setup [14] augmented standard imagery with sparse depth cues from stereo vision for detection of objects in realistic cluttered scenes. This method relies on Chamfer matching technique, and depth was primarily used to determine the object's real size. Finally, in [13] object detection was addressed with a combination of a camera and a laser-based range scanner, using relatively simple 3D features.
High level fusion
In order to study the relative contribution and optimal blend of depth and intensity information, we should start from state-of-the-art systems in both domains, and combine transparency. In the last row the point cloud is shown from side view to visualize the fact that the cup trace consists of just a few 3D points above and below the table (the diagonal line). Middle: A collection of images (intensity) from our dataset. Right: System architecture. Feature channels using low-level fusion are marked in red as opposed to single source based channels (blue).
them in a way which is balanced; i.e., does not intrinsically prefer one source of information or the other. Interestingly, some state of the art methods in both domains have evolved to use a very similar architecture: an object class is represented as a set P c = {p
of local descriptors extracted from class objects during training. A query I is also represented using a set of local descriptors
. The classification is made based on query-to-class similarity scores, computed as an accumulation of nearest neighbor distances:
In [12] this scheme was applied to range scans with 3D shape context features (3D-SC) and an l 2 metric, and was shown to outperform other influential methods under noisy measurements conditions. In [5] this method, termed there Naive Bayes Nearest Neighbor (NBNN), was used with SIFT descriptors and squared l 2 distances to achieve high accuracy on visual object class recognition benchmarks. Furthermore, it was shown to have a simple statistical interpretation as a Naive Bayes classifier. We hence chose this architecture as a building block for our system, and the SIFT and 3D-SC as our basic local descriptors. An overview of our proposed system is provided in figure 2.Right. We first automatically clean the images from depth artifacts (See Section 4). We then manually crop them to a bounding box surrounding the objects, in order to address the classification task in isolation from segmentation, as is common in sliding window approaches. The images are then fed into multiple channels for extraction of local descriptor sets. Some of these channels use only depth or only intensity images, and some use both for low level fusion at the descriptor or attention mechanism level. If we Combining the various channels into one decision with good performance is non trivial. In [5] the combination was carried out by weighted addition of different channels into a single class score S c (I) = f w f S f c (I), with fixed, unlearned w f weights. However, this method was significantly outperformed by the ONBNN method [23] , in which a linear classifier is learned over the scores S 
is learned for each class by minimizing i ξ i subject to
After this program is solved, the class label prediction is given by argmin c (W c ) T X c (I). While usually improving results over NBNN for single channel experiments, ONBNN failed to yield good results for fusion of multiple channels in our experiments. We thus introduced three improvements to it, enabling it to be useful for our needs. First, note that the additional optimization phase of ONBNN requires a split of the training data: one part is used to create the class representations sets P c and the other part relies on these P c to compute nearest neighbor scores S c (I) (eq. 1) and train the class weights. This implies that only a portion of the training data is used for weight training, severely limiting the method's utility for small data sets. Our solution to this problem is to compute the scores S c (I) for all training images using a K-fold cross validation scheme. The data are split into K equal partitions, and the S c (I) scores for images in one partition are computed using a class model P c composed of all the images in the other partitions. Then S c (I) scores from all the images are used together in weight optimization. Clearly the performance of this method improves with K, and in practice K = 10 folds gave good results with reasonable cost in training time.
A second more severe problem we observed empirically, is that for many images the score difference between the lowest (winning) S c score and the second one (the margin) is small compared to the differences among the rest of the class scores. This is not that bad if one uses a single channel, where only the identity of the winning class is important, but becomes a problem when adding multiple channels. The reason is that the scores of a 'losing' class from several channels may accumulate, and so a class ranked moderately by all of the channels might win. Our solution for this issue is to train sigmoid functions G(S f c ) of the class scores for each channel, thus reducing the lower class scores to ≈ 0 and prevent their accumulation. For
we apply the following procedure:
• For each row: Normalize the row by subtracting the row's mean from all elements of the row and dividing them by the row's standard deviation.
• For each column: Train a sigmoid function G(x) = 1/(1 + exp(−λ(x − t)) for column j by choosing λ, t maximizing
This optimization is done during training, and at test time features are transformed according to the trained sigmoid before classification. The row normalization step is required before sigmoid application because images are very different w.r.t the number of descriptors extracted from them and consequently different in their typical score. Accounting for this variability makes the scores in each column comparable. Note that normalizing the rows obviates the need for the 'number of descriptors' feature which is therefore dropped when using the sigmoid mechanism.
A third problem of the ONBNN formalism is that while it minimizes the hinge loss, i.e. a bound over the empirical error, it is not a large margin formalism as there is no attempt to do this with minimal weights. When more than 2-3 channels are combined together, this leads to an overfit problem. To overcome this, we add an l 1 regularization term to the optimization argument, i.e. we minimize i ξ i + R c,f |w f c | under the same constraints as in 2. With this formalism the problem remains a linear program, while leading to sparser solutions as in l 1 -SVM [7] , with less overfit. 2. Down-sampling:
Algorithm 1 Generalized
(a) If a saliency map Z in is given, multiply (elementwise) all layers in P (H|V ) by Z in : 
Normalization:
return D and Z out .
Low level fusion
We fuse depth and intensity information at the local descriptor level using the GIFT algorithm. GIFT and its relation to existing local descriptors is described in section 3.1. The statistical derivation of GIFT is presented in section 3.2.
The GIFT algorithm
One of our goals in this research is to develop a low level descriptor accounting for joint spatial organization of depth and intensity cues at multiple scales. Instead of specifying a specific descriptor, we try to learn one by explicating the statistical rationale behind leading successful local descriptors, and applying it to produce the fused descriptors. The local descriptors serving as our models are mainly the Scale Invariant Feature Transform (SIFT) [20] , and the spatial pyramid [26, 6] . These are top performing descriptors carefully designed and manually tuned for different tasks. Nevertheless their essential logic is similar: they describe an image region as a spatial histograms of codewords describing smaller neighborhoods. In this abstract form, the idea can be applied to multiple input channels, and specifically for fusion of depth and intensity.
As a paradigmatic example, consider a possible implementation for the extraction of a dense, axes aligned SIFT map from an image, as used in [5, 15, 17] . First, the image is transformed into 8 maps stating the gradient orientation in each pixel. This process can be regarded as soft voting of small pixel neighborhoods into a dictionary of orientation codewords. In order to achieve robustness with respect to the exact gradient position within the patch, orientation responses are summed over spatial bins, with pixels voting softly to the 4 nearest bins. For dense, axis aligned SIFT, this operation can be implemented by convolving the orientation maps with a 2D triangle filter and sub-sampling them with spatial bin size intervals. A SIFT descriptor with 4 × 4 spatial cells can then be extracted by concatenating the orientation histograms from 4×4 locations in the sub-sampled orientation maps, and normalizing the resulting vector.
In our algorithm we generalize this process to general appearance codewords and possibly several input modalities. We derive our algorithm as a decoding process of joint appearance and location vectors in section 3.2. However, an intuitive understanding of the algorithm does not depend on this derivation. The algorithm, dubbed the Generalized Image Feature Transform (GIFT), appears in algorithm 1. We use the term 'hyper image' to denote a three dimensional matrix created by stacking multiple images one above the other. Given a hyper image I of dimensions U × W × d, we refer to individual images I 1..U,1..W,k as layers, and to columns I i,j,1..d as hyper pixels. The algorithm accepts as input a hyper image I, whose hyper pixels typically encode descriptions of small local neighborhoods, and returns a hyper image D(I), containing local descriptors describing a larger area as hyper pixels. Analogous to SIFT, the local descriptors in D(I) are spatial codeword histograms. Hyper pixels in I are decoded into codewords in stage 1, where codewords are Gaussian Mixture Model (GMM) components, enumerated by a discrete hidden variable h. The dense codeword map is smoothed and spatially sampled at stage 2. In stage 3 the codewords of a certain area are binded together into a spatial histogram, and normalized in stage 4.
The algorithm can generate SIFT-like features if we apply it to an intensity image as follows: Given image J, create a hyper image I by stacking each pixel (i, j) of J along with its 8-connectivity neighbors, in I i,j,1..9 . The hyper pixels are then additively and multiplicatively normalized, i.e. we subtract the mean from each hyper pixel and divide by its standard deviation, and GIFT is applied to I with M = 8, S = 4, and the hyper pixel's standard deviation as a saliency map. In figure 3 .Middle a typical dictionary of 8 codewords learned using 300 natural images is presented. As can be seen, 7 of the 8 code-words correspond to SIFT's orientation cells. This is a rather stable phenomenon across multiple clustering initializations and training sets. Since the basic codewords mostly span possible local orientations, the descriptors returned by GIFT are very similar to SIFTs: they are spatial histograms of orientations. The output of GIFT can be re-inserted into the algorithm to get descriptors with higher levels of abstraction. If GIFT is applied twice to the input hyper image I described above, we obtain spatial histograms of first level GIFT codewords, which are similar to spatial pyramids [26, 6] .
When we have registered pairs of intensity and depth images, they can be fused using GIFT in several ways, corresponding to different trade-offs between fused and independent processing of the two modalities. The simplest way would be to preprocess both images as described above (i.e. turn them into hyper images with normalized neighborhoods as hyper pixels), then stack them together and apply GIFT to the unified hyper image. In this manner, fusion begins at the lowest level -basic codewords are created as clusters in the joint (intensity, depth) space. Another option is to apply the first GIFT stage -appearance quantizationto the two hyper images separately, stack the two hyper images after this stage, and continue with the GIFT process. This leads to separate basic depth and intensity dictionaries, and fusion occurs only at the spatial histogram level. If GIFT is applied twice for the creation of pyramid-like features, further possibilities exist: the depth and intensity processing channels can be fused at the first or second GIFT round, before or after the appearance clustering stage.
A mixture model for localized hyper pixels
Algorithm 1 describes a transform for a whole hyper image, that produces a dense grid of local descriptors. However, for derivation simplicity, it is easier to describe the statistical decoding of a single hyper image patch A into the local descriptor D(A). The logic of this decoding is schematically captured in figure 3 .Right. First, we represent the hyper image patch as a set of localized hyper pixels. We then use a Gaussian mixture model, and compute for each vector the probability vector of its possible hidden sources in the GMM. Both the appearance and location of the vector are expressed in these hidden variables. Finally, the probability vectors of all pixels in A are summed into the patch descriptor D, yielding a histogram of the activity each hidden source had in A. We will now describe these steps more formally, and see how they lead to algorithm 1. Let A be a hyper image patch with dimensions u×w ×d. It is well acknowledged [18, 20] that a good local descriptor should not only allow changes in the appearance of patch ingredients, but also small jitter in their positions. In order to account for this in a generative model, one has to explicitly model the pixel location, which is implicit as the pixel index in the matrix representation A. We hence describe patch A using a set of localized vectors as follows
A vector V ∈ B(A) is a concatenation V = (V a , V l ) of the hyper pixel's appearance with its 2D location in A, where the latter is normalized to a logical position in [0, 1]. Clearly the mapping between A and B(A) is one-to-one, and B(A) contains all the information in A.
We next use a Gaussian mixture model, learned a-priory using a large set of hyper pixels from randomly sampled patches, to encode possible hidden sources for each hyper pixel. The GMM models the density of a vector population as P (x|Θ) = (1/N )
, σ) the model parameters. The model's assumption is that for each vector x, there is a discrete hidden variable h taking a value in 1, .., N , stating the Gaussian source from which x arises. We decode a vector x by computing the probability P (h|x), telling us the likely sources of x.
Due to the concatenated structure of V ∈ B(A), each Gaussian source in the mixture encodes both a typical appearance and a likely position in the patch. However, since the patch origin is randomly sampled, the hyper pixels's relative location in the patch is independent of its appearance, i.e. P (V ) = P (V a )P (V l ). To capture this independence, we use a Gaussian mixture model which is a cartesian product of two GMMs P (V |Θ) = P (V a |Θ a )P (V l |Θ l ), with M and S 2 components respectively. The joint mixture model P (V |Θ) has N = M S 2 components, indexed by r = (p, q) for p = 1, .., M , q = 1, .., S 2 .
Furthermore, due to the random sampling of the patch origin, the actual distribution
Finding the Maximum Likelihood (ML) GMM approximation for this distribution is non trivial. However, it was shown in [27] that for S → ∞, the optimal ML solution is placing the centroids µ l on the 2D grid whose coordinates are 1/2S, 3/2S, .., (2S −1)/2S in both dimensions, and that this solution is already a good approximation of the optimum for S = 4. For this grid solution, the maximum likelihood σ can be found based the following consideration: First, due to the grid symmetry, it is enough to consider a single square whose vertices are 4 centroids. Second, since both the uniform and the GMM density on the square are separable with identical x and y marginal densities, it is enough to consider a single dimension. Finally, we assume that the mixture density in the square is dominated by the Gaussian sources at its vertices, thus neglecting the influence of far sources. σ is hence given by
The optimum can be found numerically to be 1/(eS). Using the mixture model's separability, the hidden posterior probability for r = (p, q) is
Denote V l = (x, y) and a location Gaussian center µ l = (µ x , µ y ). Since the location mixture model is separable for x and y we have
Again, we can assume that far Gaussian sources in the sum can be neglected (Since σ = 1/eS, these sources are at least e standard deviations away), so we get
To obtain the descriptor D(A), we sum the hidden source frequency over the patch:
where
is a histogram, l 1 -normalization seems appropriate. However, both K-means and NBNN use l 2 distances, so we found in our experiments that better results were obtained with l 2 normalization. Algorithm 1 computes D(A) for a dense grid of square patches with size u = w = SB, and grid spacing B.
Experimental results
Dataset. The Baumer camera we used projects nearinfrared light and captures two 144 × 176 perfectly aligned images containing range information and the light intensity as captured through the camera's near-infrared band filter. We collected a dataset consisting of 8 classes of everyday objects (cup, bottle, doll, teddy bear, remote control, shoe, stapler, and pot), each with 10 objects per class. Each object was captured from 2 camera positions (side and upper side view), 3 object poses, and 2 illumination conditions, for a total of 12 images. Overall the data contains 960 image pairs (depth and intensity), a sample of which is shown in figure 2.Middle. The range camera is very sensitive to reflective properties of a surface. For transparent and specular objects such as bottles, cups and pots, and on surfaces perpendicular to the camera, depth estimation is problematic [24] . We applied several preprocessing operations to the images. We automatically identified saturated glare pixels, and pixels with low reflected intensity, for which depth estimation is unreliable, and interpolated them from their local environment. The image was then corrected for lens distortion. Pixels with depth values above 1 meter were discarded, as well as pixels outside a manually marked bounding box around the object. A 3D point cloud was generated based on the remaining pixels. Finally, we randomly split the dataset into train and test sets with five different objects per class in each. The results reported are averages over 5 such train-test splits.
SIFT implementation. We calculated a dense array of axis aligned square SIFT descriptors [20] in 5 scales, starting from 12 pixels and growing by a 2 1/3 scale factor. The descriptors had 4 × 4 spatial bins and the grid spacing was 3/4 bin size. As a simple saliency score, we used the l 2 norm of the SIFT vectors, divided by the descriptor's size and the image standard deviation. As a simple attention mechanism, descriptors with normalized l 2 score below a certain threshold were dropped. Applying this methodology independently to the depth and intensity images gave us two information channels, which we denote as SIFT D-D and SIFT I-I (The first letter refers to the attention mechanism, the second to the descriptor type). Since we have registered intensity and depth images, we can also use the saliency map from one channel to choose descriptors for the other. In practice, we have found that extracting features from the intensity image, but pruning them based on depth saliency is an attractive option, and we term this SIFT D-I.
3D Shape Context implementation. The 3D-SC descriptor was used successfully in [12] for synthetic images, but we had to make extensive modifications to use it with real, noisy, low resolution data. We found that optimal performance was obtained for a descriptor of size 70mm, with 5 radial, 5 elevation and 7 azimuth bins. The descriptor's normalization w.r.t to the local surface normal and the point density in a bin were dropped as our data did not support reliable estimation of these quantities. Our descriptor was hence not viewpoint invariant, and we used simple l 2 normalization to account for point cloud density differences.
GIFT implementation. We experimented with algorithm 1 and close variants. We found that choosing σ a using the ML criterion is important, but that the filter f (z) from eq. 3 and a Gaussian can be used interchangeably, and that best results were often obtained with σ l slightly higher than B/e. For SIFT-like GIFTs, we used S = 4 and M = 8 · 2 codewords, with B going through 5 values to achieve multiple scales as those used for SIFT. For Pyramid-like GIFTs we used S = 3 in both stages, M = 8 · 2, 100 at the first and second GIFT stages respectively.
GIFT results. A short results summary appears in figure 3.Right. GIFT I-I and GIFT D-D are GIFT descriptors trained independently for the intensity and depth channels respectively. As can be seen by comparison with table 1, their performance is similar to the corresponding SIFT channels. GIFT-JW and GIFT-SW are fusion SIFTlike GIFTs, obtained using joint depth+intensity codewords (GIFT-JW), and with separate depth and intensity codewords (GIFT-SW) (See section 3.1 for a discussion of these possibilities). We can see that GIFT-SW is much preferable, resulting in significant performance improvement over the independent depth and intensity channels. We have experimented with pyramid-like GIFTs according to the four possibilities mentioned in section 3.1. The best option, termed GIFT-PR in the table was found to be a pyramid in which separate SIFT-like codewords are merged in a single spatial histogram. Since GIFT-SW gave better performance it is used in the final high level fusion.
Single channel and fusion results. Table 1 summarizes error rates obtained using single feature channels and using high-level channel fusion. Among the 5 single channels presented, the best results were obtained by the 3D-SC and GIFT-SW descriptors. The method relying on intensity alone, SIFT I-I, is considerably outperformed by the depth-only 3D-SC method, and by the combination of the two depth-only channels (3D-SC + SIFT D-D). The best fusion result, 7.3%, depends critically on the improvements introduced in O Table 2 compares O 2 N BN N and ON BN N results for the winning 4 channel combination. It is evident from the table that sigmoid function training is necessary in order to obtain good performance, and that the regularization term also has a beneficial contribution.
Concluding remarks
We have presented a system fusing depth and visual information which reduces classification error by more than 60% compared to using the visual image alone, and close to 20% compared to depth alone. Both types of fusion we experimented with, i.e. classifier level and descriptor level, were required to get the performance improvements. For high level fusion, we have improved existing techniques based on "image-to-class" nearest neighbor. It would be interesting to explore alternative techniques based on SVM with feature selection or multiple kernel learning. For descriptor level fusion, we have abstracted existing descriptors into space and appearance histograms, trained by repetitive maximum likelihood optimization in growing image areas, and showed that this produces useful fused descriptors. In the future, it should be interesting to include a discriminative signal into the local descriptor formation process.
