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Graphes de Cordes et Espaces Graphiques 
F. JAEGER 
Soit G = (V, E) un graphe simple; "Iv E V, soit N v I'ensemble des sommets adjacents a v. g>(V) 
etant suppose muni de sa structure canonique d'espace vectoriel sur GF(2), nous appellerons 
espace de voisinages de G tout sous-espace de g>( V) engendre par une famille de parties de V 
de la forme: (e(v){v}+N", VE V), 01.1 1: est une application quelconque de V dans GF(2). 
Un graphe est dit de cordes s'il est isomorphe au graphe de croisement d'un ensemble de cordes 
d 'un cercle. 
Un espace (couple (X, ~) 01.1 ~ est un sous-espace de g>(X)) est dit graphique s'il est isomorphe 
a l'espace des cycles d'un graphe. 
Nous demontrons qu'un espace est graphique si et seulement si il est isomorphe a un espace 
de voisinages d'un graphe de cordes. 
Ce resultat nous permet une approche nouvelle de problemes relatifs aux hypergraphes de 
chaines d'un arbre, a la planarite des graphes, a leur espace de bicycles, a leur graphe d'entrelace-
ment. II implique d'autres proprietes interessantes des graphes de cordes. 
1. DEFINITIONS 
1.1. GRAPHES 
Un graphe est un couple (V, E), ou: Vest un ensemble fini de sommets, E est un 
ensemble fini d' aretes (V n E = 0) et a toute arete on associe deux sommets qui sont 
ses extremites; une arete dont les deux extremites sont confondues est une boucle; deux 
aretes qui ont Ie meme ensemble d'extremites sont dites paralleles. Un graphe sans boucle 
qui n'admet pas deux aretes paralleles distinctes est dit simple; un graphe simple pourra 
etre defini par sa relation d'adjacence, deux sommets etant dits adjacents s'il existe une 
arete ayant ces deux sommets pour extremite. 
Un graphe simple est dit de cordes si son ensemble de sommets peut etre mis en 
bijection avec un ensemble de cordes d'un cercle de sorte que deux sommets distincts 
du graphe sont adjacents si et seulement si les cordes correspondantes s'intersectent; iI 
est facile de voir que l'on pourra alors supposer en outre (grace a un agrandissement 
adequat du cercle considere) que deux cordes ne s'intersectent jamais sur Ie cercle. On 
trouvera dans [2] une bonne introduction aux graphes de cordes. 
Pour les aut res definitions relatives aux graphes qui seront utilisees ici nous renvoyons 
Ie lecteur a [1]. 
1.2. ESPACES 
Soit X un ensemble fini; g>(X) designe l'ensemble des parties de X. Pour A, B Ii g>(X) 
on note A + B la difference symetrique de A et B. Pour A E g>(X), A E GF(2) = to, 1}, 
on pose: AA = 0 si A = 0, AA = A si A = 1. g>(X) est ainsi muni d'une structure d'espace 
vectoriel sur GF(2). Pour simplifier les notations, pour tout element x de X, nous noterons 
egalement x Ia partie {x} de X; I'interpretation de cette notation sera donnee par Ie 
contexte. 
Soit (A;, i E I) une famille de parties de X; nous noterons (Aj , i E I) Ie sous-espace de 
g>(X) engendre par cette famille. De meme si A ~ X, (A) designera Ie sous-espace de 
g>(X) engendre par A «A)={0,A} si A,e 0). 
Pour A, BE g>(X) nous designerons par A. B I'element de GF(2) egal a 0 si IA n BI 
est pair, et a 1 sinon; I'application de g>(X) x g>(X) dans GF(2) ainsi definie est une 
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forme bilineaire symetrique non degeneree. Soit ~ un sous-espace de ~(X); I'ensemble: 
{A E ~(X)/'fl F E ~,F. A = O} est un sous-espace de P(X) que I'on note FJ. et que I'on 
appelle Ie sous-espace de 9I(X) orthogonal a ~. Rappelons que (~J.)J. = ~ et que si ~b 
~2 sont deux sous-espaces de ~(X): (~1 + ~2)J. = ~t 11 ~i. 
Nous appellerons ici espace tout couple (X, ~) ou X est un ensemble fini et ou ~ est 
un sous-espace de ~(X). Deux espaces (X, ~) et (X', ~') sont dit isomorphes s'ilexiste 
une bijection 4>: X ~ X' telle que {4>(F)/ F E ~ = ~'. 
REMARQUE. Soit (X,~) un espace; les elements minimaux par inclusion de ~-{0} 
constituent les circuits d'un matroide binaire sur X, que nous noterons .4l(~), et ~ est 
I'espace engendre par les circuits de .4l(~). Inversement, tout matroide binaire sur X 
est de la forme .,«(~), ou ~ est Ie sous-espace de ~(X) engendre par ses circuits. Les 
resultats presentes ici pourront done etre transcrits dans Ie langage de la Theorie des 
matroides binaires ([11], chapitre 10). 
1.3. ESPACES ET GRAPHES 
1.3.1. Cycles et cocycles 
Soit G = (V, E) un graphe. Pour toute arete e de G d'extremites v et v' on pose: 
oG(e) = v+ v' (done oG(e) = 0 si e est une boucle); pour toute partie F de E on pose: 
oG(F) = L.EF ode). OG est une application lineaire de ~(E) dans ~(V); son noyau est 
note <:g(G) et (E, <:g(G») est l'espace des cycles de G. 
Pour tout sommet v de G on pose: WG (v) = {e E E / v E cG (e)}; pour toute partie W 
de Von pose: wG(W)=LVEWWG(V). WG est une application lineaire de ~(V) dans 
~(E); son image est notee JC( G) et (E, JC( G» est l' espace des cocycles de G. On verifie 
facilement que JC( G) = <:g( G)J.. 
Un espace est dit graphique (respectivement: cographique) s'il est isomorphe a I'espace 
des cycles (respectivement: des cocycles) d'un graphe. Un espace est dit planaire s'il est 
ala fois graphique et cographique (d'apres Ie Theoreme de Dualite de Whitney, un espace 
est donc planaire si et seulement si il est isomorphe a I'espace des cycles d'un graphe 
planaire). 
1.3.2. Espaces de voisinages d'un graphe simple 
Soit G = (V, E) un graphe simple; 'fIv E V nous noterons N v Ie voisin age de v, c'est a 
dire I'ensemble des sommets de G adjacents a v. Nous appellerons espace de voisinages 
de G tout espace de la forme ( V, (E (v) V + Nv, v E V»), ou E est une application quelconque 
de V dans GF(2). 
2. LE RESULTAT PRINCIPAL 
Nous allons demontrer Ie n!sultat suivant: 
THEOREME. Un espace est graphique si et seulement si it est isomorphe a un espace de 
voisinages d'un graphe de cordes. 
2.1. DEMONSTRATION 
2.1.1. Tout espace de voisinages d'un graphe de cordes est graphique 
Considerons un graphe de cordes G = (V, E) donne par la representation suivante: R 
est un graphe cubique (sans boucles) qui com porte un cycle hamiltonien H; Vest 
I'ensemble des aretes de R n'appartenant pas a H (c'est a dire des 'cordes' du cycle 
hamiltonien); deux elements distincts VI et V2 de V sont adjacents dans G si et seulement 
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si chacune des deux chaines elementaires reliant dans Hies extremites de Vl contient 
une extremite de V2 (c'est a dire si et seulement si Vl et V2 se 'croisent'). II est clair que 
tout graphe de cordes peut etre represente comme ci-dessus et nous n'avons donc rien 
perdu en generalite. 
Soit alors e une application quelconque de V dans GF(2), et soit flJi = 
(e(v)v+Nv, VE V). Nous allons demontrer que I'espace (V, flJi) est graphique. 
La demonstration donnee ci-dessous, beaucoup plus simple que la demonstration 
initiale, est due a Jean-Claude Fournier. 
Dans la suite, H designe egalement I'ensemble des aretes du cycle hamiltonien H. 
Nous definissons maintenant un graphe D dont l'ensemble des sommets est H et qui 
com porte , pour chaque element v de V, deux aretes I~ et I; dont les extremites sont 
choisies comme suit: les deux extreIllites Pl et P2 de I'arete v de R sont reliees dans H 
par deux chaines elementaires Cl et C2 disjointes (sauf en Pl et P2) dont l'union est H. 
Pour i = 1,2, j = 1, 2, soit hi I'arete de H incidente a Pi et appartenant a la chaine Cj • 
Alors: si e(v) =0, I~ a pour extremites h~ et hi et I; a pour extremites hi et h~; si 
e(v) = 1, I~ a pour extremites h~ et h~, et I; a pour extremites hi et hi. 
Remarquons que Ie graphe D ainsi defini peut comporter des boucles et des aretes 
distinctes paralleles et que D est regulier de degre 2: chaque composante connexe de D 
est un cycle elementaire. 
REMARQUE. La theorie des graphes topologiques permet d'interpreter ces cycles 
elementaires, composantes conn exes de D, comme les contours des faces d'une carte sur 
















Soient donc Db ... , Dq les composantes conn exes de D. Considerons une corde v de 
V. Nous dirons que v appartient a Di si I 'une au moins des aretes I~, I; appartient a D i. 
II est clair que toute corde appartient soit a deux composantes de D, soit a une seule. 
Nous pouvons donc definir un graphe r dont I'ensemble des sommets est {Db ... ,Dq }, 
dont l'ensemble des aretes est V, par la propriete suivante: VVE V, ViE{1, ... ,q}, Di 
est extremite de v dans r si et seulement si v appartient a D i. 
Nous allons montrer que I'espace de voisinages flJi est egal a l'espacc; des cycles 
de r, Cf6(r). 
(a) flJi <;:;. Cf6(r): Soit v E V. La corde v definit une bipartition de H en deux chaines 
elementaires CI , C2 ayant memes extremites que v. Soit Pv = lUD( Cl ) = lUD( C2 ) Ie cocycle 
de D associe a cette bipartition. II est clair que: 
Pv= u {/~,/~}. 
WEE(V)v+Nv 
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Considerons une composante connexe D; de D, dont on note egalement D; l'ensemble 
des aretes. D; etant un cycle elementaire de D, D; E CfJ(D), et donc: Pv' D; = O. Ceci s'ecrit: 
L {l~, l~}. D; =0. 
w e e(v)v+Nl • 
Comme {l~, l~}. D; = 1 si et seulement si WE wr(D;) , nous obtenons: 
(e(v)v+Nv ). wr(D;) =0. 
Ceci etant vrai pour tout v dans Vet pour tout i dans {l, . .. , q}, (a) est demontre. 
(b) [Ji.L s; X(r): Soit A E [Ji.L. Colorions les aretes de H en deux couleurs de sorte que 
deux aretes consecutives aient une couleur differente si et seulement si leur sommet 
commun est extremite d'une corde de A (c'est possible puisque Ie nombre de tels sommets 
est pair). Soient h et hi deux aretes de H adjacentes dans D, et soit l~ (v E V, i E{1, 2}) 
l'arete de D d'extremites h et h i. Puisque (e(v)v+Nv ) . A=O: 
si v E A et e (v) = 1, v croise un nombre impair de cordes de A. 
sinon, v croise un nombre pair de cordes de A. 
II est facile d'en deduire que dans les deux cas h et hi sont de meme couleur. II s'ensuit 
que chaque composante connexe D; de D est formee d'aretes d'une meme couleur; 
affectons lui cette couleur. 
On constate alors qu'une corde vest dans A si et seulement si elle appartient a deux 
composantes connexes de D de couleurs differentes. Donc A E X(r) et (b) est demontre. 
(c) En conclusion: (b) donne par orthogonalite: [X(r)Y s; ([Ji.L ).L, soit CfJ(r) s; [Ji, ce 
qui avec (a) donne Ie resultat. 
2.1.2. Tout espace graphique est isomorphe a un espace de voisinages d' un graphe de cordes 
II est facile de verifier que cette proposition est equivalente a la suivante: Pour tout 
graphe 'Y connexe sans boucles ni isthmes, l'espace des cycles de 'Y est isomorphe a un 
espace de voisinages d'un graphe de cordes. 
Soit donc 'Y = (S, A) un tel graphe. Construisons un graphe M de la fa~on suivante: 
l'ensemble des sommets de M est A ; pour chaque sommet s de 'Y de degre d (d = IWy(s)i), 
M comportera d aretes formant un cycle elementaire Cs ayant pour ensemble de sommets 
wy(s). M est donc un graphe connexe 4-regulier sans boucles. Pour tout sommet s de 
'Y, tout ensemble de deux aretes incidentes de Cs sera dit paire interdite. L'ensemble des 
aretes incidentes a chaque sommet de M est donc partitionne en deux paires interdites. 
Nous pouvons alors, en appliquant un n!sultat de Kotzig ([6], Theoreme 3), affirmer 
que M admet un cycle euIerien tel que deux aretes successives quelconques ne forment 
jamais une paire interdite. 
Choisissons un parcours quelconque P de ce cycle: chaque sommet (c'est a dire chaque 
element de A) est rencontre exactement deux fois. Considerons Ie graphe R suivant: 
Rap = 21AI sommets r1, . .. , rp ; Vi E '{l , ... ,p}, R comporte l'arete h; d'extremites r; et 
r;+l (r1 si i = p) qui sera identifiee a la ieme arete de M rencontree dans Ie parcours P; 
Va E A, si a apparait dans Ie parcours P aux rangs j et k (1 ~ j < k ~ p) , R comporte 
une arete, notee Va , d'extremites r} et rk' 
Rest donc un graphe cubique (sans boucles). H = {hJ i = 1, ... ,p} est un cycle 
hamiltonien de R et V = {va , a E A} est l'ensemble des 'cordes' de H. Soit G = (V, E) Ie 
graphe de cordes associe a R comme dans la premiere partie. En conservant les notations 
precedentes, il est facile de verifier qu'il existe une application e: V ~GF(2) telle que, 
Va E A, les deux paires interdites partitionnant l'ensemble des aretes de M incidentes a 
a sont l~a et l~ •. On en deduit immediatement que les composantes connexes du graphe 
D sont les cycles elementaires Cs (s E S) a l'identification pres des aretes de H et de 
celles de M. 
Graphes de cordes et espaces graphiques 323 
Le graphe r defini dans la premiere partie est alors clairement isomorphe au graphe 
'Y de depart. 
Comme l'espace des cycles de rest isomorphe a (V, gi), l'espace des cycles de 'Y est 
alors egalement isomorphe a (V, gi), ce qui acheve la demonstration. 
3. ApPLICATIONS 
3.1. ESPACES ASSOCIES AUX STABLES D'UN GRAPHE DE CORDES 
Soit G = (V, E) un graphe de cordes. Soit S un stable de G; posons W = V - S et 
supposons S# 0, W# 0. 
PROPOSITION 1. (V, (w + N w rl S, WE W») est graphique. 
EN EFFET: Soit G' Ie graphe obtenu a partir de G en introduisant, Vw E W, un 
nouveau sommet w' adjacent aux memes sommets que w (et non adjacent a w). II est 
clair que G' est un graphe de cordes. Soit W' = {w' / w E W}. G' a pour ensemble de 
sommets V' = V u W'. Le systeme de voisin ages de G' est defini par: 
V S E S, N~ = U {w, w'} 
WENs 
VWE W,N~ =N'w' =Nw+{V'/VENwrl W}. 
Soit e l'application de V' dans GF(2) definie par: 
VSE S, e(s) =0; VWE Wu W', e(w) = 1. 
Soit gi'=(e(v)v+N~, VE V'). 
D'apres notre theoreme, (V', gi') est graphique; il existe donc un graphe T' dont nous 
pouvons identifier l'ensemble des aretes a V' de sorte que gi' = ce(T'). 
Notons que, 
VWE W: {w, w'}= W+ N'w + w' +N'w = e(w)w+N'w + e(w')w'+N'w' 
et donc 
{w, w'} E gi' = ce(T'). 
Soit r Ie graphe obtenu a partir de T' en supprimant les aretes qui appartiennent a W'. 
ce(T) = {C' E ce(T')/ C' C; S u W}. 
Pour tout element C' de ce(T'), soit f( C') = c' + LWEW (w' . C'){ w, w'}; il est clair que 
f(C') E ce(T); de plus si C' E Cf6(T), f(C') = C'; fest donc une application lineaire de 
Cf6(T') sur Cf6(T), et 
Cf6(T) = f(Cf6(T')) = f«(e(v)v+ N~, v E V'») 
=(f(e(v)v+N~), VE V'). 
Or: VSE S, e(s)s+N~ =UWEN, {w, w'} et donc 
f(e(s)s+N~)= 0, 
VWE W, e(w)w+ N'w = w+ Nw+{v'/v E N w rl W} 
et donc 
f(e(w)w+ N'w) = w+ N w rl S, 
VWE W, e(w')w'+N'w, = w'+Nw+{V'/VENwrl W} 
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et donc 
I(e(w')w' + N'w,) = w+ N w (l S. 
On en deduit que ce(T) = (w + N w (l S, WE W), ce qui acheve la demonstration. 
REMARQUES. S ne contient aucun element non vide de ce(T), et est maximal par 
inclusion pour cette propriete; S est donc une foret maximale de r. Les N w (l S( WE W) 
sont des chaines element aires de cette foret; autrement dit, l'hypergraphe (S, (Nw (l S, WE 
W)) est un hypergraphe de chaines d'un arbre (voir [2] pour une definition). 
La proposition 1 se demontre simplement comme l'a fait remarquer l'un des rapporteurs 
de cet article, en utilisant une construction de H. de Fraysseix [3]. Cette construction fait 
apparaitre geometriquement un graphe r (connexe) dont S est un arbre; West Ie coarbre 
associe, et les W + N w (l S( WE W) sont les cycles fondamentaux des aretes de W. 
3.2. GRAPHES DE CORDES BIPARTIS ET Esp ACES PLANAIRES 
Soit (X, $) une espace. Soit B une base du matroide associe .,«,($) (rappelons que B 
est une partie de X ne contenant aucun element de $-{0}, et maximale par inclusion 
pour cette propriete). 'IxEX-B, Bu{x} contient un unique element de $-{0} que 
nous noterons Ix. Soit G Ie graphe simple (biparti) ayant pour ensemble de sommets X 
qui comporte pour tout x dans X - Bet pour tout y dans Ix une arete d'extremites x et 
y. H. de Fraysseix a demontre de maniere constructive Ie result at suivant [3]: 
PROPOSITION 2. G est un graphe de cordes si et seulement si (X, $) est planaire. 
On peut remarquer qu'une partie de ce resultat decoule directement de la Proposition 
1. Supposons en effet que G est un graphe de cordes. II vient: 
$=(fx, x E X - B) 
=(x+Nx , XEX -B) 
= (x + N x (l B, x E X - B) 
et donc (X, $) est graphique d'apres la Proposition 1. 
Par ailleurs: 't/xEX-B, 't/YEB: 
Donc 
De plus 
dim(y + Ny, yE B)= IBI = lXi-dim $=dim $.1.. 
Donc 
(y+ Ny, yE B) = $.1.. 
Toujours d'apres la Proposition 1, (X, $.1.) est graphique. On en deduit que (X, $) est 
planaire. 
3.3. ESPACE DES BICYCLES D'UN GRAPHE PLANAIRE 
Soit H = (S, A) un graphe. Soit [JjJ(H) = ce(H) (l JC(H); l'espace (A, [JjJ(H)) est l'espace 
des bicycles de H. 
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Le resultat suivant se deduit aisement de la theorie des diagonales (ou 'chemins 
gauche-droite') des graphes plana ires elaboree par P. Rosenstiehl et H. Shank ([7], [10]): 
PROPOSITION 3. L' espace des bicycles de tout graphe planaire est cographique. 
Retrouvons ce resultat a partir de notre theoreme. 
Soit donc H un graphe planaire ayant pour ensemble d'aretes X. Soit F une foret 
maximale de H (base de "«(cr6(H»). 
Soit G Ie graphe biparti associe comme au paragraphe precedent a cr6(H) et F. G est 
un graphe de cordes d'apres la Proposition 2. II vient: 
et donc 
cr6(H) = (x + N x , x E X - F), 
JC(H) =(y+ Ny, yE F) 
cr6(H)+JC(H) =(v+ N v, v EX). 
Or [cr6(H) + JC(H)]1- = cr6(H)1- n JC(H)1- = JC(H) n cr6(H) et done cr6(H) + JC(H) = gjJ(H)1-. 
D'apres notre theoreme, (X, gjJ (H)1-) est graphique et done (X, gjJ (H» est cographique. 
3.4. GRAPHE O'ENTRELACEMENT O'UN ESPACE SANS BICYCLES 
Soit (X, 81') un espace. Nous supposons qu'il est sans bicycles, c'est a dire que 81' n 81'1- = 
{0}. On sait que dans ce cas g>(X) est somme directe de 81' et 81'1-: toute partie Y de X 
s'ecrit d'une maniere unique comme somme d'un ell!ment de 81' (note f( Y» et d'un 
element de 81'1- (note g( Y». En particulier "Ix E X: x = f(x) + g(x) et deux cas mutuelle-
ment exclusifs peuvent se presenter: 
(a) xEf(x) 
(b) x E g(x). 
On note P l'ensemble des elements x E X verifiant (a) et Q = X - P. Deux elements 
distincts x et x' de X sont entrelaces si et seulement si xEf(x') (dans ce cas x'Ef(x». 
Soit G Ie graphe simple ayant pour ensemble de sommets X et dont la relation d'adjacence 
est la relation d'entrelacement. 
Le result at suivant est demontre dans [8] et retrouve par H. de Fraysseix a partir de 
la Proposition 2 dans [3]. 
wi 
PROPOSITION 4. G est un graphe de cordes si et seulement si (X, 81') est planaire. 
Nous pouvons retrouver simplement une partie de ce result at a partir du Theoreme. 
En efiet, supposons que G soit un graphe de cordes. Soit ep l'application de X dans 
GF(2) valant 1 sur P et 0 sur Q; eo est definie de maniere analogue en echangeant P 
et Q. Alors, VXEX: 
ep(x)x+ Nx = f(x) 
eo(x)x+ N x = g(x). 
Or g;=(f(X),XEX) et g;1-=(g(X),XEX). 
Le theoreme permet d'affirmer que (X,g;) et (X, 81'1-) sont graphiques, et donc que 
(X, 81') est planaire. 
On demontrerait de maniere analogue Ie resultat suivant: 
PROPOSITION 5. V Y £; X, l'espace (X, g;y), ou: g;y = f(g>( Y» + g(g>(X - Y», est 
graphique. 
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3.5. ESPACE DES PARTIES BICYCLIQUES D'UN GRAPHE DE CORDES 
Soit G = (V, E) un graphe. Vne partie bicyclique de G est une partie S de V telle que 
wa(S) E 2lJ( G), ou, de maniere equivalente, daWa(S) = 0. II est clair que l'ensemble des 
parties bicycliques de G est un sous-espace de g>( V) que nous noterons d( G). (V, d( G)) 
est I' espace des parties bicycliques de G. 
PROPOSITION 6. L' espace des parties bicycliques de tout graphe de cordes est 
cographique. 
EN EFFET. Soit G = (V, E) un graphe de cordes et soit S ~ V. 
S E d( G) ¢::> daWa(S) = 0 ¢::> L <1awa(v) = 0. 
veS 
Or, G etant un graphe simple, dawa(v)=Nv+<1a(E)n{v}. Posons 'fiVE V: e(v)= 
<1a(E) . v. II vient: 
SEd(G)¢::> L e(v)v+Nv=0 
veS 
¢::>'fIw E V, (L e(v)v+ Nv) . w =0. 
veS 
Or 
( L e(V)V+Nv). w= L e(v)(v. w)+Nv. w 
VE5 VE5 
=e(w)(w. S)+ L N w • V 
veS 
= (e ( w) w + N w) . S. 
Done 
La Proposition 6 decoule alors immediatemt'nt du Theoreme. 
3.6. VNE PROPRIETE DE COLORATION DES GRAPHES DE CORDES 
Le 'Theoreme du 8-flot', demontre dans [4] et ameliore depuis par P. Seymour ([9]), 
peut se formuler comme suit: Soit (X, BJi) un espace graphique tel que X = UFeS' F. II 
existe FI> F2 , F3 E BJi tels que X = UT=l F;. 
Cette propriete, combinee a notre theoreme, conduit en particulier au resultat suivant: 
PROPOSITION 7. Soit G = (V, E) un graphe de cordes sans sommets isolis. II existe SI> 
S2, S3 ~ V tels que: 'fIv E V, 3i E {l, 2, 3} tel que vest adjacent a un nombre impair de 
sommets de S;. 
EN EFFET. Pour X = V et BJi = (Nv. V E V) nous sommes dans les conditions du 
Theoreme du 8-flot. II existe done SI> S2, S3~ V tels que: UT=l (Lves N v) = V, ce qui 
est equivalent au resultat a demontrer. . 
REMARQUES. II serait tres interessant d'obtenir une demonstration directe de la 
Proposition 7. 
On peut dans Ie meme ordre d'idees reformuler sur les graphes de cordes tout probleme 
relatif aux espaces graphiques, tels ceux etudies dans [5]. 
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4. CONCLUSION 
Notre th60reme permet d'unifier divers n!sultats connus de caractere algebrique sur 
les graphes de cordes et apporte un eclairage nouveau sur la classe des espaces graphiques. 
Malheureusement, il ne permet pas de caracteriser les graphes de cordes: la roue a cinq 
sommets exterieurs n'est pas un graphe de cordes alors que tous ses espaces de voisinages 
sont graphiques (si (X, :J') est non graphique, Ixl;;:. 7). 
Je remercie les rapporteurs de cet article pour leurs remarques pertinentes. 
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