ABSTRACT
INTRODUCTION
CFA and Exploratory Factor Analysis (EFA) are interconnected statistical techniques. Sometimes, when some concepts relation is to be tested, the researcher uses CFA to test a hypothetical model of the system he/she is trying to propose. Thus, CFA helps in identifying the factor structure we believe the phenomena follows or is described by. In these situations, some variables may not measure what we thought they should. If the theoretical factor structure is not confirmed with CFA, EFA is the logical next step. EFA allows us to determine what the factor structure looks like according to how a particular sample of phenomena measurements behaves, for example, through the use of a survey to an audience. Therefore, EFA is essential to determine underlying constructs for a set of measured variables, and CFA might be used apriori for the test or simulation of the model we think best approaches a specific concept or phenomena and then tests the hypothesis statistically.
Another possible approach, using both CFA and EFA, is to leverage the potential confirmation of the CFA after using EFA. Thus, by identifying factors that explain the majority of variance with EFA, we can confirm the model with the statistical tests available for CFA. Some care should be taken when using CFA; the results change considerably when the hypothesis being tested is changed, even when just a little bit. Additionally, when some of the following list of requirements are discured, results might diverge:
• multivariate normality;
• good parameter identification;
• processing of outliers;
• processing of missing data.
CFA vs. EFA
• CFA and EFA are linear statistical models;
• CFA and EFA assume a normal distribution;
• CFA and EFA incorporate measured variables;
• CFA requires specification of a model;
• CFA requires specification of the number of factors (theoretical, empirical or after EFA);
• CFA requires specification of which variables load on each factor (theoretical, empirical or after EFA), • CFA requires specification of error explicitly.
BACKGROUND Exploratory factor analysis
Exploratory Factor Analysis (EFA) is a statistical method used to describe variability among observed, correlated variables. The goal of performing exploratory factor analysis is to search for some unobserved variables called factors (Rui Sarmento & Costa, 2017) . EFA analysis might lead to the conclusion that a reduced number of unobserved latent variables are reflected in the variations of a high number of observed variables. Observed variables are modeled as linear combinations of the possible factors, added the error quantification of this approximation.
EFA should start with the analysis of the correlation matrix. Depending on the variable type, different methods to obtain this matrix could be used: Pearson (for quantitative variables), Spearman (for ordinal variables) and Cramer's V (for nominal variables). Based on the correlation matrix, the researcher frequently discusses the existence or non-existence of at least two factors.
Sampling Adequacy Bartlett Sphericity test
Bartlett's test is used to test if several samples have equal variances. If so, this is called homogeneity of variances. In some statistical tests, as is the case of the analysis of variance, it is assumed that variances are equal between groups or samples. Bartlett test can be used to analyze that assumption. Thus, the hypotheses of this test are (Rui Sarmento & Costa, 2017) : 
Number of factors to be retained
To perform EFA, the researcher should know how many factors should be maintained. Several methods are available to decide it:
• Kaiser criterion: according to this rule, only factors with eigenvalues higher than one are retained for interpretation; • Scree plot: involves the visual exploration of a graphical representation of the eigenvalues.
The point where the last significant drop or break takes place is used to define the number of factors; • Variance explained criteria: this method consists in to retain the number of factors that account for a certain percent of the extracted variance. Depending on the research area, different values of the percent of the extracted variance could be defined.
Methods of communalities' estimates
Diverse methods could be used to estimate the communalities. Based on this estimation, it is possible to obtain a matrix of factor weights. In this sense, some methods commonly used are (R. : Factor Rotation EFA solution is not always interpretable. The factor weights of the variables in common factors can be such that it is not possible to assign a meaning to extracted empirical factors. Thus, there are several methods to make the rotation of the factorial axes, such as:
Confirmatory factor analysis

Reliability and Validity
After performing the EFA, it is necessary to confirm the obtained results, i.e., perform the Confirmatory Factor Analysis (CFA). More specifically CFA is a technique that "seeks to confirm if the number of factors (or constructs) and the loadings of observed (indicator) variables on them conform to what is expected on the basis of theory" (Malhotra, Hall, Shaw, & Oppenheim, 2007) . Thus, to reach the confirmation and to accurately perceive the representation of the constructs by the observed variables, it is necessary to evaluate the reliability and validity of the scale (Joseph F. Hair, Black, Babin, Anderson, & Tatham, 2009 • from 0.9 to 1 excellent However, other alternatives have been adopted, such as Construct Reliability (CR). Hair (2009) defines CR as the "measure of reliability and internal consistency of measured variables that represent a latent construct." The CR should be measured before the validity of the construct be evaluated. Regarding the validity, it is intended to estimate if the scale measures or operationalizes the construct that the researcher wishes to evaluate in reality. There are several types of validity methods which varies according to the research objectives. The main techniques are convergent validity and discriminant validity. Convergent validity is based on the study of expected and plausible relationships with other measures related to two types of variables: i) relationship established with variables measured by different instruments that intentionally measure the same construct; ii) relationships with instruments that measure other aspects with which a positive or negative relationship is expected to exist (Silva, Macêdo, & Silva, 2013) . This type of validity can be explained by Construct Reliability (CR) and Average Variance Extracted (AVE), a measure of consistency that reveals the mean percentage of explained variance between the items of a construct. According to Hair (2009) , the convergent validity is observed when CR is higher than the AVE, and the AVE is higher than 0.5. Discriminant validity, also mentioned as divergent validity, consists of the degree "to which a measure does not correlate with other measures from which it is assumed to diverge" (Sánchez, 1999) . Additionally, careful planning of the validation process should be carried out during the preparation of the instrument to collect the necessary data simultaneously. Thus, in the validation process, it is required to specify the predicted hypotheses among the involved variables indicating: a) the expected meaning of the relationship, whether positive, negative, or lacking relationship and ii) the expected relative magnitude of the association, where it can be proved that there are more significant and more transparent relationships (Silva et al., 2013) . This type of validity can be seen in the diagonal matrix that shows the square root of the AVE -there is a discriminant validity when this is higher to the correlations of the construct under analysis. After checking and finalizing these points, it will be possible to advance to the structural model and, consequently, to the results of the whole analysis of the Structural Equations Model.
Model specification
Two types of models should be explored in CFA: the measurement model and the structural model. The measurement model concerns the relations between measures of constructs, indicators, and the constructs they were designed to measure (i.e., factors). By examining three critical sets of results -parameter estimates, fit indices, and, potentially, modification indicesresearchers formally test measurement hypotheses, and they can modify hypotheses to be more consistent with the actual structure of participants' responses to the scale. Thus, it is crucial starting by defining the measurement model.
To do this, researchers should start to specify at least three essential facets of a measurement model. First, they should determine the number of factors or latent variables (represented by ovals) hypothesized to underlie the scale's items (represented by rectangles). Second, they should specify the items linked to each factor, with at least one item related to each factor, and with each item linked to only one latent variable. Third, if a hypothesized model includes multiple factors, researchers should specify possible associations between factors (Furr, 2011) . In this sense, some authors (Leach et al., 2008) present an example of a measurement model (Figure 1 ). This specification implies that two factors -Self-definition and Self-investment -are hypothesized to be correlated. Figure 1 . Example of a measurement model (Leach et al., 2008) Another example is given by (Lewis, 2017) . The author assumes that a researcher would like to test the construct validity of a 10-item instrument that measures social interest and lifestyle. His previous research suggests that two latent variables would be reasonable to include in the model: one latent variable for social interest and one latent variable for lifestyle. These latent variables are proposed to be defined by the observed (or indicator) variables, which in this case are specific items in the assessment. He assumes items 1, 3, 7, 9, and 10 are specified to load on the social interest latent variable, and items 2, 4, 5, 6, and 8 are defined to load on the lifestyle latent variable. It is also presented the measurement errors for each variable. Thus, his proposed model is shown in Figure 2 . (Lewis, 2017) After the elaboration of the measurement model, it is necessary to proceed with its specification, i.e., the structural model. The specification of the model is its formal "drawing," which reflects, a priori, the assumptions about the measurement model. To this end, some rules must be followed. Latent common factors cause overt variables. The behavior of the manifested variables results from the manifestation of latent factors. Latent specific factors explain the variance of the displayed variables that are not defined by common latent factors (e.g., measurement errors). Measurement errors are generally independent (but may be correlated indicating a source of mutual variation of items not explained by common factors present in the model).
To synthesize, Figure 3 shows the measurement model and structural model, as well as its relationship. Figure 3 . Relation between measurement and structural models (Gutierrez, 2005) 
Quality of Model Adjustment
Chi-squared test ( ) Chi-squared test ( * ) indicates the difference between observed and expected covariance matrices. Hypotheses of this model are (Gunzler & Morris, 2016) :
" : the proposed model and the data structure are similar (no differences) $ : there is a difference between the proposed model and the data structure Values nearer to zero indicate a better fit, i.e., a smaller difference between expected and observed covariance matrices. On the opposite, a sizeable chi-squared test with a corresponding small − indicates that the model does not fit the data (Suhr, 2006) .
Normed Fit Index (NFI)
Normed fit index (NFI) is also called Bentler-Bonett Normed Fit Index. It analyzes the discrepancy between the chi-squared value of the proposed model and the chi-squared value of the null model. NFI tends to be negatively biased. It is considered very good if it is equal to or greater than 0.95, good between 0.9 and 0.95, suffering between 0.8 and 0.9 and bad if it is less than 0.8 (Portela, 2012) .
Comparative Fit Index (CFI)
Comparative fit index (CFI) analyzes the model fit by examining the discrepancy between the data and the proposed model while adjusting for the issues of sample size intrinsic in the chi-squared test, and the normed fit index. It is considered very good if it is equal to or greater than 0.95, good between 0.9 and 0.95, suffering between 0.8 and 0.9 and bad if it is less than 0.8 (Portela, 2012) .
Tucker-Lewis Index (TLI) Tucker-Lewis index (TLI) is also known as a non-normed fit index (NNFI). It is a combination of a measure of parsimony with a comparative index between the proposed model and the null model. It is considered very good if it is equal to or greater than 0.95, good between 0.9 and 0.95, suffering between 0.8 and 0.9 and bad if it is less than 0.8 (Portela, 2012 (RMSEA) is a measure that attempts to correct the tendency of chi-square statistics to reject models with large samples. It avoids issues of sample size by analyzing the discrepancy between the proposed model, with optimally chosen parameter estimates, and the population covariance matrix. RMSEA is considered very good if it is equal to or less than 0,05, good between 0,05 and 0,08, mediocre between 0,08 and 0,10 and unacceptable if it is higher than 0,10 (Portela, 2012).
Where N is the sample size and the degrees of freedom. Additionally, RMSEA provides a onesided test with the following hypotheses (Maccallum, Browne, & Sugawara, 1996) 
Thus,
• if − ≥ 0.05 (i.e., not statistically significant), the fit of the model is "close." • if − ≤ 0.05, the fit of the model is worse than close fitting (i.e., the RMSEA is higher than 0.05). 
MAIN FOCUS OF THE CHAPTER Data
An example of confirmatory factor analysis will be given in this chapter. Data from a survey presented to 204 researchers will be considered. The goal of the surveys was to understand the researcher's behavior. The first six rows of data are given by:
Corresponding output is represented in Table 4 in Appendix. Description of variables should be performed in this type of analysis, which allows us discovering irregularities (for example, missing values or outliers). Thus, descriptive analysis of Q1 to Q21 variables is given by:
# Identification of the variables used in factor analysis survey<-data.df[, paste("Q", 1:21, sep="")]
# Descriptive analysis for each variable summary(survey)
Table 5 (in the appendix) shows the output of descriptive analysis. It is possible to observe the non-existence of missing values since no count of "NAs" is presented. As answers are represented on a Likert scale, outliers should not exist, except when there are data errors. In this case, errors should be corrected, or the particular researcher's row data should be eliminated. Additionally, in case of missing values, the replacing by the mean or median of the corresponding variable could be made. However, some authors argue that the replacement can only occur when they are, in maximum, 20% of the total sample. As it can be seen, all variables vary between 1 and 7.
To finish the understanding of variables Q1 to Q21 the correlation matrix should be analyzed. Since Q1 to Q21 variables are ordinal, Spearman's correlation should be used (Rui , and it is obtained using the code:
### Correlation between variables Q1 to Q10 correlation <-cor(survey, method="spearman") correlation
The output (Table 6) show the correlations' matrix for Q1 to Q21 variables. The correlation values varies from 0.090 to 0.868 (excluding diagonal). This disparity of values shows that at least two factors should be used for the reduction of Q1 to Q21 variables. Thus, two or more factors will be considered, and the exploratory factor analysis makes sense with this database.
Methodology
The present study has two main objectives: to uncover the underlying structure of our set of variables, and test whether measures of a construct are consistent with proposed researcher understanding of the nature of each factor, i.e., to test whether the data fits a proposed measurement model. The R code used to make all analysis is only an example. Probably, other packages or other expressions could be used.
To perform EFA the following steps will be used:
• determine number of factors to retain (with, for example, scree test or cumulative proportion); • rotation -a transformation;
• interpret solution;
• calculate factor scores.
To perform EFA the following steps will be used (Suhr, 2006) :
• review the relevant theory and research literature to support model specification;
• specify a model (e.g., diagram, equations);
• determine model identification;
• collect data;
• conduct preliminary descriptive statistical analysis;
• estimate parameters in the model;
• assess model fit;
• present and interpret the results.
Results
Exploratory factor analysis
Exploratory factor analysis starts with the application of two methods: Bartlett sphericity test and the KMO Measure (Rui . Both methods could be used in R using PSYCH package.
The programming code for the Bartlett test and corresponding output are:
Previous output shows the rejection of the null hypothesis ( < 0.05) of the Bartlett test, i.e., the matrix of population correlations is different from the identity matrix. Thus, we can conclude that factor analysis is appropriate to our data. The output shows a marvelous KMO value (0.91), which means that EFA could be performed. Additionally, all variables present values of KMO higher than 0.5. Thus, all variables could be considered for EFA. If some variable presents KMO smaller than 5, it should be removed or discussed in detail by the analyst.
Seeing that EFA is appropriate for the presented data, the analysis of factors to be retained is explored. As described in (R. , several methods could be used to define the number of factors. Following is the first method: Kaiser criteria.
### Kaiser criterion library (psych) eigen(correlation)
Table 7 presents the outputs divided into "values" and "vectors" which corresponds to eigenvalues and eigenvectors, respectively. Thus, four eigenvalues higher than one are observed. This means that accordingly this method, four factors should be retained. The second method to be used is the scree plot:
Computer Code
### Scree plot criterion library(nFactors) scree(correlation, hline=-1) # hline=-1 draw a horizontal line at -1
Output
Observing the previous scree plot and curves make an "elbow" toward a less steep decline in value 3. Thus, this method suggests retaining three factors. Since the scree plot is a visual method, some doubts could arise. Another method can be used to help in the decision of the number of factors to be retained: variance explained criteria: Previous output presents the importance of each component for the 21 variables in the study, i.e., the variance explained depending on the number of factors to be considered. The minimum acceptable value of variance explained, according to several authors, is 75% (R. . Thus, with four factors, approximately 75% of the variance is explained. However, the researcher must have critical thought and check if the number of suggested factors makes sense in the scope of the problem that is being analyzed. In our case study, four factors will be considered.
To analyze each factor, as well as the variables belonging to each factor, several methods could be used. The Principal Component method is used in this study:
### Principal Component method library (psych) principal(correlation,nfactors=4, rotate="none")
The output corresponding to the previous R code is presented in Table 8 (in the appendix). First four columns of the standardized loadings (pattern matrix) based upon correlation matrix, in the output, give us the variable's weight in each defined component. These weights allow us defining the variables belonging to each component, i.e., the variable should belong to the factor where it has the highest weight. Thus, following this rule, no variable would remain in factor 3. Also, the Q20 variable raises doubts because the weight in factors 1 and 4 is 0.61. To eliminate these doubts, the results should be analyzed after a factor rotation. In this study, a varimax rotation will be considered:
### Principal Component method with varimax rotation library (psych) principal (correlation,nfactors=4, rotate="varimax") In this case (Table 9 in the appendix), no doubts remain. Factor 1 contains nine variables: Q1 to Q9. In the second factor, five variables: Q10 to Q14. The third factor has four variables: Q15 to Q18. Finally, fourth has three variables: Q19 to Q21. The h2 column of the output is also essential. It represents the values of communalities which must be higher than 0.3. In case of lower values, the variable should be excluded from the model and the analyses reperformed.
Additionally, since the RMSR value is lower than 0.1 ( = 0.05), the retained factors are appropriate to describe the correlation structure.
Confirmatory factor analysis
As discussed above (background section), to begin the confirmatory factor analysis, the researcher should have a model in mind. The idea of this model can be drawn from the literature review or the exploratory factorial analysis previously done. Thus, in the present case study, the model resulted from the EFA will be used.
Reliability of the model
To perform CFA, the reliability and validity of the model should be analyzed. Several measures could be used. Internal consistency of Cronbach's alpha (α) is one of these measures. The coefficient (α) varies between 0 and 1, and measures the degree to which the items in an array of data are correlated.
Thus, the reliability analysis for the first factor is given by: # PC1 (Q1, ..., Q9) library (psych) alpha(survey[c(paste("Q",1:9,sep=""))])
Table 10 (in the appendix) show the results obtained for factor 1. As it is possible to verify, the value of alpha (raw_alpha) is equal to 0.94, which means that this is an "excellent" value, according to some authors. The values of the "reliability if an item is dropped" show a lower or equal alpha value for all variables of this factor. This means that all of them contribute positively to the internal consistency of the factor. Hence, we can conclude that the first factor is well defined.
Regarding the second factor, the internal consistency is given by: # PC2 (Q10...Q14) library (psych) alpha(survey[c(paste("Q",10:14,sep=""))])
In the second factor (Table 11 in the appendix), = 0.88, i.e., a "good" value. Additionally, if some item/variable of this factor is dropped, the value of alpha decreases. Thus, it can be concluded that the second factor is well defined.
The internal consistency of the third factor is given by: # PC2 (Q15...Q18) library (psych) alpha(survey[c(paste("Q",15:18,sep=""))])
We can observe an alpha value is equal to 0.91 (Table 12 in the appendix), which means that this is an "excellent" value. Additionally, if some item/variable of this factor is dropped, the value of alpha decreases, which means that all variables contribute positively to the factor. Thus, the third factor is also well defined.
Finally, the internal consistency of the fourth factor is given by:
This factor (Table 13 , in the appendix) presents a "good" value of the internal consistency ( = 0.83). Similar to previous cases, if some item/variable is dropped, the alpha values decreases. Again, it can be concluded that the third factor is also well defined. To point out that if some alpha value increases (considering "if an item is dropped"), this means the internal consistency of the factor is better without the dropped variable. In that case, the variable is harming the factor and should be removed to the analysis.
To summarize, the following table (Table 2) presents the values of reliability for each factor, as well as for the factor if the variable is dropped. nfactor <-apply(pca.coefs,1,FUN=function(x){ which.max(x) }) crave <-data.frame(matrix(ncol=2,nrow=0),stringsAsFactors=FALSE) sapply(unique(nfactor), function(x){ coeff <-pca.coefs[which(x==nfactor),x] coeff2 <-pca.coefs[which(x==nfactor),x]^2 e2 <-1-coeff2 cr <-sum(coeff)^2 / (sum(coeff)^2+sum(e2)) ave <-sum(coeff2) / (sum(coeff2)+sum(e2)) crave <<-rbind(crave,c(cr,ave)) } ) names(crave) <-c("CR","AVE") crave The presented output gives CR and AVE values. As mentioned in background section, convergent validity is observed when CR is higher than the AVE, and the AVE is higher than 0.5. These conditions are verified in the present case study and, consequently, convergent validity is verified. This output present the correlation matrix between factors, with the diagonal with square root of the AVE. Discriminant validity is verified when the diagonal is higher to the correlations of the construct under analysis. This condition is verified and, thus, we can conclude that the model presents discriminant validity.
Discriminant (divergent) validity
Measurement model specification
After verifying the convergent and discriminant validity of the constructs, the measurement model specification should be studied. The following R code asks some quality measures for the measurement model. Results are presented in Table 14 in appendix.
## CFA with Lavaan package library(lavaan) Q.model <-'FACTOR1 =~ Q1 + Q2 + Q3 + Q4 + Q5 + Q6 + Q7 + Q8 + Q9 FACTOR2 =~ Q10 + Q11 + Q12 + Q13 + Q14 FACTOR3 =~ Q15 + Q16 + Q17 + Q18 FACTOR4 =~ Q19 + Q20 + Q21' fit <-sem(Q.model, data = data.df, std.lv=TRUE, missing="fiml") summary(fit, fit.measures=TRUE) Table 14 show that the presented model has a * = 593.222, * ⁄ = 3.24 with < 0.0001. Additionally, CFI=0.879, TLI=0.861, RMSEA=0.105.This means that the model is acceptable, but it needs some adjustments. In this sense, variables with less contribution to its factor are removed from the model: Q5, Q10, Q11, Q19.
Results of
The R code used to analyze the measurement model with the first adjustment is: Measures obtained in both models allow us to conclude that the first model is better than the second, since it has better * / and RMSEA. Figure 4 represents the best measurement model analyzed. However, the obtained values indicates that both models are unsatisfactory and, therefore, some better adjustments should be performed. In this step, the researcher should explore several changes in the model (for example, associate correlated errors or remove variables) for to find the best model. The best model should have * / near to 1, CFI and TLI higher than 0.95 and RMSEA lower than 0.05.
Structural model specification
Structural model specification consists on the formal "drawing" of the measurement model, which reflects, a priori, the assumptions about the measurement model. Thus, the best measurement model with some directional influences should be explored in order to understand the influence of one factor in another factor. The model to be tested is represented in Figure 5 . Table 16 presents the text file used as "adjusted model" introduced in the "specifyModel" function of the SEM R package. The output presented in Table 17 in appendix presents the result of the structural model specification.
* / = 3.23, which means it is very similar to the correspondent measurement model. In the end of the output are presented the following results: Based on the given values, it is possible to conclude that F1àF2, F1àF3, F1àF4 and F3àF4 are statistically significant, which means that the first factor have a significant influence in the second factor. On the opposite, F2 does not statistically influence F3 ( = 0.67 > 0.05) because the null hypothesis of estimation equal to zero is rejected. By the same reason F2 does not influence F4 ( = 0.0467 ≈ 0.05). Thus, the structural model is represented in Figure 6 . 
SOLUTIONS AND RECOMMENDATIONS
As a recommendation in dealing with the eventual lack of knowledge of R language for statistical data analysis, specifically for the EFA, the reader might want to read the throughout R language application to statistics in .
FUTURE RESEARCH DIRECTIONS
As future research direction, it can be useful for the researcher to explore other R packages available in CRAN repository, with the purpose to do EFA and CFA, or a more in depth research of both "sem" and "lavaan" R packages.
CONCLUSION
Following the state of the art introduction, a throughout research template for CFA is written in this chapter. With the proposal of an example case study, the reader will hopefully appreciate the advantages within the use of CFA to explore his/her datasets regarding the hypothetical latent variables discovery and confirmation.
The authors presented a step by step approach to CFA, giving extreme importance to tasks like testing the fitness of the models and relevant statistical tests the reader might want to follow in their research. The reader is also introduced to the tasks he/she will have to do to explore even further the concept of CFA with their data. Table 4 Computer Code head(data.df) Output Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 1 4 4 6 4 5 5 5 2 Table 6 Computer Code ### Correlation between variables Q1 to Q10 correlation <-cor(survey, method="spearman") correlation Table 7 Computer Code ### Kaiser criterion library (psych) eigen(correlation) Table 8 Computer Code Table 9 Computer Code Table 10 Computer Code Table 16 Computer Code F1 -> Q1, lam1, NA F1 -> Q2, lam2, NA F1 -> Q3, lam3, NA F1 -> Q4, lam4, NA F1 -> Q5, lam5, NA F1 -> Q6, lam6, NA F1 -> Q7, lam7, NA F1 -> Q8, lam8, NA F1 -> Q9, lam9, NA F2 -> Q10, lam10, NA F2 -> Q11, lam11, NA F2 -> Q12, lam12, NA F2 -> Q13, lam13, NA F2 -> Q14, lam14, NA F3 -> Q15, lam15, NA F3 -> Q16, lam16, NA F3 -> Q17, lam17, NA F3 -> Q18, lam18, NA F4 -> Q19, lam19, NA F4 -> Q20, lam20, NA F4 -> Q21, lam21, NA Q1 <-> Q1, e1, NA Q2 <-> Q2, e2, NA Q3 <-> Q3, e3, NA Q4 <-> Q4, e4, NA Q5 <-> Q5, e5, NA Q6 <-> Q6, e6, NA Q7 <-> Q7, e7, NA Q8 <-> Q8, e8, NA Q9 <-> Q9, e9, NA Q10 <-> Q10, e10, NA Q11 <-> Q11, e11, NA Q12 <-> Q12, e12, NA Q13 <-> Q13, e13, NA Q14 <-> Q14, e14, NA Q15 <-> Q15, e15, NA Q16 <-> Q16, e16, NA Q17 <-> Q17, e17, NA Q18 <-> Q18, e18, NA Q19 <-> Q19, e19, NA Q20 <-> Q20, e20, NA Q21 <-> Q21, e21, NA Q1  Q2  Q3  Q4  Q5  Q6  Q7  Q8  Q9  F2  Q10  Q11  Q12  Q13  Q14  F3  Q15  Q16  Q17 
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