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Abstract: Sparse principal component analysis (PCA) is an important technique
for dimensionality reduction of high-dimensional data. However, most existing
sparse PCA algorithms are based on non-convex optimization, which provide little
guarantee on the global convergence. Sparse PCA algorithms based on a convex
formulation, for example the Fantope projection and selection (FPS), overcome
this difficulty, but are computationally expensive. In this work we study sparse
PCA based on the convex FPS formulation, and propose a new algorithm that is
computationally efficient and applicable to large and high-dimensional data sets.
Nonasymptotic and explicit bounds are derived for both the optimization error
and the statistical accuracy, which can be used for testing and inference problems.
We also extend our algorithm to online learning problems, where data are obtained
in a streaming fashion. The proposed algorithm is applied to high-dimensional
gene expression data for the detection of functional gene groups.
Keywords: sparse principal component analysis, dimensionality reduction, con-
vex optimization, gradient method, online learning.
1 Introduction
Principal component analysis (PCA, Pearson, 1901; Hotelling, 1933) is a classical yet
indispensable dimensionality reduction technique in statistics and machine learning.
PCA generates higher-level features of the raw data by computing uncorrelated linear
combinations of the original variables that retain the maximum amount of variation of
the raw data. Moreover, PCA can process data sets that have a variable dimension
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larger than the sample size. Such desirable properties of PCA make it one of the most
popular preprocessing techniques in multivariate statistics.
In the high-dimensional setting where the number of variables can be comparable to
or larger than the sample size, PCA suffers from the well-known curse-of-dimensionality.
For instance, Johnstone and Lu (2009) and Jung and Marron (2009) showed that when
the number of variables is much larger than the sample size, PCA can behave poorly in
estimating the principal components (PCs), even with a simple population covariance
structure, producing misleading results in scenarios that it was exactly invented for.
On the other hand, these theoretical works also motivated the development of a
variant of PCA, the sparse PCA method, which overcame many of the limitations
of traditional PCA in high-dimensional settings. Sparse PCA works similarly to the
original PCA, but requires the PCs to be sparse. Here sparsity means that the linear
combination involves only a small number of variables. Such a sparsity requirement
greatly reduces the number of coefficients to estimate, and enhances the interpretability
of the estimated PCs. Pioneer works on sparse PCA include Jolliffe et al. (2003);
Johnstone and Lu (2009); Zou et al. (2006) etc.. Since then sparse PCA has found
wide applications in keyword extraction for text data (Zhang and Ghaoui, 2011), fault
detection for industrial processes (Grbovic et al., 2012; Gajjar et al., 2018), genomics
and genetics (Lee et al., 2012; Zhu et al., 2017), among many others.
One major challenge of sparse PCA is the computation. Unlike ordinary PCA,
which can be efficiently solved using well-studied eigen decomposition methods such
as the power method, the original formulation of sparse PCA (Jolliffe et al., 2003) in-
volves solving a sparsity constrained eigenvalue problem that is computationally hard.
Existing fast algorithms for nonconvex objective functions (Zou et al., 2006; Witten
et al., 2009; Journée et al., 2010) generally do not guarantee the global convergence
and rely on the initial values. This limitation has an adverse impact on the applica-
tions of sparse PCA, especially in rigorous statistical inference and scientific research.
Alternatively, d’Aspremont et al. (2005); Vu et al. (2013) proposed convex formulations
of the sparse PCA problem using semidefinite programming, which are computation-
ally expensive for large matrices commonly seen in modern applications such as text
mining and bioinformatics. Therefore, a sparse PCA algorithm that has both a global
convergence guarantee and an efficient implementation is in great need.
The computational difficulties of the existing sparse PCA algorithms also limit their
applications in an important area: the online learning methods that arise from the
demand to analyze large-scale streaming data. As the volumes of data sets are rapidly
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growing and data collection procedures become more dynamic, it is challenging to store
and analyze all the observations at the same time, so it is preferable to build and
update models immediately after a new data point is obtained. Online PCA algorithms
have been extensively studied in the literature (Oja and Karhunen, 1985; Warmuth and
Kuzmin, 2008; Marinov et al., 2018; Li et al., 2018), but the work on online sparse
PCA is scarce (Yang and Xu, 2015; Wang and Lu, 2016). The difficulty of online sparse
PCA mainly comes from the fact that existing methods could not express sparse PCA
as an easy-to-solve optimization problem. A statistically and computationally provable
online sparse PCA algorithm remains an open problem.
To overcome the challenges above, in this article we propose new computational
algorithms for sparse PCA and its online versions. The main contributions of our work
are as follows. First, by analyzing the geometry of sparse PCA, we represent its solution
by an unconstrained convex optimization problem. As a result, efficient gradient-based
and projection-free algorithms are developed, whose output can be used as good ini-
tial values for nonconvex methods. Second, the unconstrained convex formulation is
extended to the online setting, and two different online sparse PCA algorithms are
proposed, depending on whether the data sets have large sample sizes or high dimen-
sions. To our best knowledge, these are the first online sparse PCA algorithms that can
be computed efficiently and have global convergence guarantees for a general covari-
ance model. Third, for each algorithm, both the optimization error and the statistical
accuracy are rigorously analyzed with nonasymptotic and explicit bounds.
The theoretical justifications are supported by various simulation experiments. For
the batch version of sparse PCA, we demonstrate that our new algorithm has much
faster convergence than the existing method given the same computational time. In
online settings, the proposed methods also have convergence results that are consistent
with the theory. Moreover, we apply the new sparse PCA algorithm to a real high-
dimensional gene expression data set and successfully detect differential co-expression
patterns in schizophrenia subjects compared to a control group. Proofs of theorems are
given in the supplementary material.
2 Overview of Sparse PCA
From a statistical point of view, the major target of PCA is to estimate the factor load-
ings of each PC from the noisy data. Suppose the data set is a sample of independent
and identically distributed random vectors Z1, . . . , Zn ∈ Rp with zero means and the
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true covariance matrix Σ = Cov(Zi). Let θi = θi(A), i = 1, . . . p represent the ordered
eigenvalues of a matrix A, θ1 ≥ · · · ≥ θp, and γi(A) be the associated eigenvector. Then
PCA aims at estimating the p× d matrix Γ = (γ1(Σ), . . . , γd(Σ)) containing the top d
eigenvectors of Σ, which is typically referred to as the factor loading matrix.
The ordinary PCA estimates Γ by first computing the sample covariance matrix,
S = n−1
∑n
i=1 ZiZ
T
i , and then extracting the leading d eigenvectors of S. However, it
has been well studied that in the high-dimensional case p n, S can be a poor estimator
for Σ, so the ordinary PCA method is also likely to fail. To enable PCA in high-
dimensional data, one needs to make stronger assumptions on the data distribution.
For example, in sparse PCA, Γ is assumed to contain many zero entries, so that the
number of unknown coefficients are greatly reduced. This idea leads to the following
core assumption throughout this article.
Assumption 1. The factor loading matrix Γ has at most s nonzero rows, and the d-th
eigengap of Σ is nonzero, δd = θd(Σ)− θd+1(Σ) > 0.
Such a sparsity assumption has been considered as the “row sparsity” in Vu and Lei
(2013), which assumes that the leading d-dimensional principal subspace is unique and
is supported on a small number of coordinates. This is a quite strong assumption, but
in many applications such as genetics, a sparse factor loading vector is often preferred
due to the better interpretability. Assumption 1 is made to facilitate the mathematical
investigation of sparse PCA algorithms.
Under the sparsity assumption, sparse PCA has been formulated in many differ-
ent ways, including the lasso approach in PCA (Jolliffe et al., 2003), regression-based
formulation (Zou et al., 2006), iterative thresholding methods (Shen and Huang, 2008;
Witten et al., 2009; Ma, 2013; She, 2017), the generalized power method (Journée et al.,
2010), among many others. Also see Zou and Xue (2018) for a recent review of various
sparse PCA methods. Despite the rich literature, most of the existing algorithms suffer
from two common issues. The first issue is from the perspective of optimization. The
majority of the existing sparse PCA algorithms are formulated as nonconvex optimiza-
tion problems, which possess some local convergence properties at best. Therefore, such
algorithms highly rely on the initial values, which are typically unavailable a priori. The
second issue is on the statistical aspect. To recover the true population eigenvectors,
sparse PCA methods typically impose some additional structural assumptions on the
covariance matrix, for instance the spiked covariance model.
In comparison, convex optimization has the advantage of superior convergence prop-
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erties. In most cases, a proper algorithm can iteratively find the global optimum ir-
respective of the initial values. Such a property makes convex optimization extremely
popular in statistical and machine learning models. For sparse PCA, d’Aspremont et al.
(2005) proposed a formulation called DSPCA that takes the form of a convex semidefi-
nite program. Let ‖A‖p,q = {
∑n
j=1(
∑m
i=1 |aij|p)q/p}1/q denote the Lp,q norm for anm×n
matrix A, and then DSPCA finds an estimator for the projection matrix Π1 = γ1γT1
using the solution to the following optimization problem:
max tr(SX)
s.t. tr(X) = 1, ‖X‖1,1 ≤ s1, and O  X, (1)
where s1 is a parameter to control the sparsity of the solution, O is the zero matrix,
and A  B means B − A is nonnegative definite.
Since DSPCA only extracts the first component, Vu et al. (2013) developed a gen-
eralized model, called Fantope projection and selection (FPS), to estimate the top-d
projection matrix Π = ΓΓT. The optimization problem of FPS is given by
max tr(SX)− λ‖X‖1,1
s.t. O  X  I and tr(X) = d, (2)
where λ is the sparsity penalty parameter. The convex constraint set Fd = {X : O 
X  I and tr(X) = d} is called the Fantope. When d = 1, FPS becomes equivalent to
DSPCA. The FPS formulation has attractive statistical properties (Vu et al., 2013; Lei
and Vu, 2015), and can be solved in polynomial time using the alternating direction
method of multipliers (ADMM, Boyd et al., 2011), an iterative algorithm for constrained
convex optimization problems.
However, the existing ADMM-based FPS algorithm is shown to be slow, since each
iteration of the algorithm requires projecting a p × p matrix onto the Fantope, which
involves a full eigen decomposition of the p×p matrix. When the dimensionality of S is
high, for example in genetic studies, the computational cost of the ADMM algorithm is
O(p3) per iteration. As a consequence, the applicability of FPS is substantially limited
by the cubic growth of computing time per iteration, and a more computationally
efficient FPS algorithm is much desired.
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3 A New Projection-Free Algorithm for Sparse PCA
3.1 Gradient-based Methods for Large-scale Optimization
In convex optimization problems, if the objective function is twice differentiable, then
the standard approach is the Newton–Raphson iteration based on the Hessian matrix.
However, when the parameter dimension is too high so that the Hessian matrix is too
large, or when the objective function is not differentiable, one often needs to resort to
the first-order methods that rely only on the gradient or subgradient of the objective
function. In this article we refer to such methods as the gradient-based methods.
The gradient-based methods have successful applications in many statistical and
machine learning problems, but their computational efficiency heavily depends on the
form of the optimization problem. Take the FPS problem (2) as an example, which has
two difficulties to deal with. First, the objective function is nonsmooth, and second,
the solution is sought within a constrained set Fd. If one ignores the nonsmoothness,
then a simple gradient-based method is the projected subgradient descent algorithm,
Xk+1 = PFd (Xk + αkS − αkλ · sign(X)) , (3)
where αk is the step size at iteration k, and the symbol PC(x) = arg miny∈C ‖y − x‖
means the projection of x onto a convex set C, with ‖ · ‖ being the Euclidean norm.
In (3), the sign function sign(X) is the subgradient of the nonsmooth ‖X‖1,1 term.
To overcome the nonsmoothness, a faster optimization scheme is given by the ADMM
algorithm using proximal operators, where the proximal operator of a convex function
f with step size α is defined as proxαf (x) = arg minu {f(u) + (2α)−1‖u− x‖2}, and
can be seen as a special gradient. Let Sα(x) = sign(x) · max{|x| − α, 0} be the soft-
thresholding operator, and Sα(X) = proxα‖·‖1,1(X) means applying Sα(x) to the matrix
X elementwisely. Then the ADMM algorithm proceeds as follows (Vu et al., 2013),
Xk+1 = PFd(Yk − Uk + αS), (4)
Yk+1 = Sαλ(Xk+1 + Uk), Uk+1 = Uk +Xk+1 − Yk+1,
where Y and U are auxiliary variables, and α is the step size.
For both (3) and (4), however, the projection operator PFd is unavoidable, which
becomes the major bottleneck of the overall algorithms. Therefore, to accelerate the
convex sparse PCA, it is necessary to reformulate the objective function and get rid of
the time-consuming projection operator.
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3.2 Projection-free Optimization on Intersection of Convex Sets
The massive cost of PFd stems from the complexity of the constraint set Fd, which is
the intersection of three convex sets: F1 = {X : tr(X) = d}, F2 = {X : X  O}, and
F3 = {X : X  I}. Each one of the three sets has a simple structure. However, when
taking the intersection, the associated projection operator becomes the major obstacle
for an efficient algorithm.
To this end, in this section we first develop a general scheme for solving optimization
problems on the intersection of convex sets. We show that under certain assumptions,
the complex constraint can be recast as a penalty term added to the objective function,
so that the original constrained optimization problem is equivalent to an unconstrained
one. Moreover, under a proper setting, the new problem can bypass the complicated
operators on the intersection set, and directly work on each individual convex set, which
significantly reduces the computational difficulty.
The optimization problem considered in this section has the following form:
min
x∈K
f(x), K = C1 ∩ · · · ∩ Cl ∩G1 ∩ · · · ∩Gm, (5)
where f(x) is a convex function, Ci’s are closed convex sets, and Gi is defined by
Gi = {x : gi(x) ≤ 0}. Each constraint function gi(x) is a convex function, and K is
contained in a closed convex set X ⊂ Rp whose projection operator PX is trivial. The
intersection set K is decomposed in such a way that the projection operators PCi and
the constraint functions gi(x) are easy to compute.
The problem with m = 0 has been studied in the literature (Kundu et al., 2018),
but it is not useful for the FPS problem since PF2 and PF3 are still expensive. As will
be shown in the next section, the inclusion of the Gi sets overcomes this difficulty, since
the constraint functions only involve the extreme eigenvalues of X. The problem with
l = 0 and m = 1 has been studied in Mahdavi et al. (2012) and Yang et al. (2017).
Obviously, our formulation in (5) is a generalization to the ones mentioned above. We
then make the following assumptions on the objects involved in (5).
Assumption 2. f(x) is Lipschitz continuous on X with the Lipschitz constant L > 0:
|f(x)− f(y)| ≤ L‖x− y‖, ∀x, y ∈ X .
Assumption 3. For i = 1, . . . ,m, (a) x ∈ X implies PGi(x) ∈ X ; (b) there exists a
constant ρi such that
inf
x∈G¯i∩X
v∈∂gi(x)
‖v‖ ≥ ρi > 0,
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where G¯i = {x : gi(x) = 0}, and ∂gi(x) = {v : gi(y) − gi(x) ≥ vT(y − x),∀y} is the
subdifferential of gi at x.
Assumption 4. There exist a constant γ > 0 and a function h : [0,+∞)l+m 7→ [0,+∞)
such that (a) h(0) = 0, (b) h is nondecreasing in each argument, and (c) for all x ∈ X ,
dK(x) ≤ γh (dC1(x), . . . , dCl(x), dG1(x), . . . , dGm(x)) , (6)
where 0 is the zero vector, and dC(x) = ‖x− PC(x)‖ is the distance between x and C.
Assumption 2 is a common condition for objective functions. Assumption 3 is
derived from Yang et al. (2017), and can also be easily verified given concrete gi(x)
functions. Assumption 4 is the key to transforming problem (5) into an unconstrained
one, and to a great extent it needs to be analyzed case by case. Verifying Assumption
4 for the FPS problem is the main focus of Section 3.3. Define the function
L(x;µ) = f(x) + µh (dC1(x), . . . , dCl(x), ρ−11 [g1(x)]+, . . . , ρ−1m [gm(x)]+) ,
where [x]+ = max{x, 0}. Then the following theorem, which can be seen as a general-
ization to Proposition 2 of Kundu et al. (2018), states the equivalence between (5) and
an unconstrained optimization problem minx∈X L(x;µ).
Theorem 1. Suppose that Assumptions 2 to 4 hold, and define f∗ = minx∈K f(x)
and L∗ = minx∈X L(x;µ). Also let xε ∈ X be an approximate solution such that
L(xε;µ) ≤ L∗ + ε for ε > 0, and denote yε = PK(xε). Then the following conclusions
hold: (a) if µ ≥ γL, then f∗ = L∗; (b) if µ ≥ γ(L + 1), then ‖xε − yε‖ ≤ ε and
L(yε;µ) ≤ L∗ + ε.
3.3 The Gradient FPS Algorithm
The FPS problem (2) can be written in the form of (5) by defining f(X) = −tr(SX) +
λ‖X‖1,1, C1 = {X : tr(X) = d}, g1(X) = θ1(X) − 1, g2(X) = −θp(X), G1 = {X :
g1(X) ≤ 0}, G2 = {X : g2(X) ≤ 0}, K = Fd, and X = {Xp×p : ‖X‖F ≤
√
d}, where
‖ · ‖F ≡ ‖ · ‖2,2 is the Frobenius norm. In the remaining part of this article, the above
symbols are specific to the FPS model. To apply Theorem 1, we need to verify the three
assumptions presented in Section 3.2, among which Assumption 4 plays a central role
in developing the unconstrained optimization problem. The following theorem, which
describes the geometry of the Fantope, is the key to validating that assumption.
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Theorem 2. Let F1 = {Xp×p : tr(X) = d} and F2,3 = {Xp×p : O  X  I}. If
3 ≤ d ≤ (p− 1)/2, then for any p× p symmetric matrix X,
dFd(X) ≤
√
p/(d+ 1) · dF1(X) +
√
p · dF2,3(X). (7)
Theorem 2 is proved using the theory of normal cones in convex analysis. With
inequality (7), we are able to verify the required assumptions in the following corollary.
Corollary 1. For the FPS problem (2), if 3 ≤ d ≤ (p− 1)/2, then
1. f(X) satisfies Assumption 2 with L = ‖S‖F + λp.
2. Assumption 3 holds with ρ1 = 1/
√
d and ρ2 = 1/
√
p.
3. dK(X) ≤
√
p/(d+ 1)
(
dC1(X) +
√
d+ 1 · dG1(X) +
√
d+ 1 · dG2(X)
)
.
As a consequence, define
L(X) = −tr(SX) + λ‖X‖1,1 + µ (dC1(X) + r1[g1(X)]+ + r2[g2(X)]+) , (8)
and then minX∈K f(X) = minX∈X L(X), where µ = (L+1)
√
p/(d+ 1), r1 =
√
d(d+ 1),
and r2 =
√
p(d+ 1).
Since projection onto X is trivial, (8) is essentially an unconstrained objective func-
tion, which can be minimized using any familiar subgradient method. However, subgra-
dient methods for nonsmooth objective functions in general require O(1/ε2) iterations
to achieve an optimization error of ε, which may be slow in practice. Below we intro-
duce an efficient algorithm that only requires O(1/ε) outer iterations. For convenience,
define f1(X) = λ‖X‖1 and f2(X) = −tr(SX) + µdC1(X) + µr1[g1(X)]+ + µr2[g2(X)]+,
so the problem becomes minX∈X L(X) := f1(X)+f2(X). Then we apply the proximal-
proximal-gradient method (Ryu and Yin, 2017), which evaluates the proximal operators
for f1 and f2 iteratively. The outline of the proposed method, which we term as the
gradient FPS algorithm, or GradFPS for short, is given in Algorithm 1.
We comment that the operations in Algorithm 1 are all inexpensive compared with
a full eigen decomposition. First, proxαf1(X) = Sαλ(X) is the elementwise soft-
thresholding operator, which has a closed-form solution. We provide two algorithms
for computing the proximal operator for f2: one is a direct method, and the other is an
iterative method. The details of the two algorithms are given in Appendix A.2.
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Algorithm 1 The gradient FPS (GradFPS) algorithm
Input: S, T , α, initial value X0 ∈ X
Output: Xˆ
1: Z(1)0 = Z
(2)
0 ← X0
2: for k = 0, 1, . . . , T − 1 do
3: Z¯k ← (Z(1)k + Z(2)k )/2
4: Xk+1 ← PX
(
Z¯k
)
= min
{
1,
√
d/‖Z¯k‖F
}
· Z¯k
5: Z(1)k+1 ← Z(1)k −Xk+1 + proxαf1(2Xk+1 − Z(1)k )
6: Z(2)k+1 ← Z(2)k −Xk+1 + proxαf2(2Xk+1 − Z(2)k )
7: end for
8: return Xˆ = T−1
∑T
k=1Xk
3.4 Convergence Analysis
One remarkable benefit of the GradFPS algorithm is that we can bound its optimiza-
tion error at any finite iteration step. With a sufficiently large number of iterations,
Algorithm 1 can be shown to output an ε-optimal and ε-feasible solution Xˆ, in the
sense that L(Xˆ) ≤ L∗ + ε and dK(Xˆ) ≤ ε. We develop the convergence property and
an explicit upper bound for the optimization error in the following theorem.
Theorem 3. The output Xˆ of Algorithm 1 satisfies
L(Xˆ) ≤ min
X∈X
L(X) + C
T
and dK(Xˆ) ≤ C
T
,
where C is a constant that only depends on S, X0, and the model parameters. The
explicit expression of C is given in Appendix A.1.
If the optimization problem minX∈X L(X) can be solved exactly, resulting in a
solution Xˆ∗, then the statistical property of Xˆ∗ has already been studied by Vu et al.
(2013). However, in any practical implementation, only a finite-precision solution such
as Xˆ can be obtained. Xˆ differs from the ideal Xˆ∗ in two aspects: it does not exactly
minimize the objective function, and it is not necessarily within the constraint set K.
In Corollary 2, we show that despite the presence of such approximations, Xˆ is still a
good estimator for Π, and we explicitly give an upper bound of its estimation error as
a function of the sample size n and the number of iterations T .
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Assumption 5. There exists a constant σ > 0 such that maxi,j P (|Sij − Σij| ≥ u) ≤
2 exp(−4nu2/σ2) for all u ≤ σ.
Corollary 2. Suppose that Assumptions 1 and 5 hold, and take λ = σ
√
log(p)/n. Then
with probability at least 1− 2/p2, we have
‖Xˆ − Π‖F ≤ 4σs
√
log(p)
δd
√
n
+
√
2C/δd√
T
+
C
T
, (9)
where C is given in Theorem 3.
The error bound (9) has an intuitive interpretation. The first term quantifies the
statistical error, which depends on the log(p) term that is common in high-dimensional
data analysis. The second term is the optimization error, which decays at the O(1/√T )
rate. The last term is the feasibility error, since Xˆ is not necessarily a projection matrix.
4 Online Sparse PCA
4.1 Online Learning Setting
In this section we consider the scenario in which data are obtained in a streaming fash-
ion. Streaming data reflect many practical needs that data acquisition and computation
happen roughly at the same time. For instance, the complete data collection procedure
may span a long period of time, or the data set is too large to be stored entirely on
the machine. In both cases, it is desirable to make full use of the existing data, and
then update the model parameters when new data points come in. Such algorithms are
typically called online learning algorithms. Correspondingly, the algorithms that use
the whole data set, for instance Algorithm 1, are referred to as offline learning or batch
learning algorithms.
Formally, we assume that there is an infinite sequence of independent random vectors
Z1, Z2, . . . ∈ Rp with E(Zt) = 0 and Cov(Zt) = E(St) = Σ, t ≥ 1, where St = ZtZTt .
The true covariance matrix Σ has the same sparsity setting as the batch version, and the
estimation target is the top-d projection matrix Π of Σ. We define the online learning
procedure as follows. At each time point t, the data analyst constructs an estimator Xt
for Π. To match the nature of streaming data, we require that Xt only depends on Zt,
Xt−1, and optionally some other quantities that depend on the history {Zi}ti=0 with a
storage size not growing with t. The procedure stops at time T , and a final estimator
XˆT is output by the online learning algorithm. For clarity, T is also called the sample
size of the streaming data in this context.
11
The performance of an online algorithm is evaluated based on both the statistical
and optimization properties. For the final output XˆT , we are interested in its estimation
error ‖XˆT − Π‖F . And for the whole estimator sequence {Xt}, we also care about its
cumulative optimization loss R({Xt}, T ), defined in the following way. After each Xt is
constructed, we use it to predict a future data point Zt+1, and define the loss function
`t(Xt) = −ZTt+1XtZt+1 + λ‖Xt‖1,1 + νdK(Xt), (10)
where λ and ν are constants. In this loss function, the first term quantifies the (negative)
explained variance on new data if Xt is treated as a projection matrix, the second term
encourages the sparsity of Xt, and the third term penalizes the deviation from the
constraint set K = Fd. For the whole procedure, define the total loss
R({Xt}, T ) =
T∑
t=1
`t(Xt)−
T∑
t=1
`t(Π), (11)
which describes the cumulative excess loss of {Xt} compared with the true projection
matrix Π. In online learning literature, the function R(·) is typically called the regret.
Naturally, a good online learning algorithm should have a strict control of the regret as
a function of T . In the next two sections, we propose two different online sparse PCA
algorithms based on the characteristics of the streaming data.
4.2 The Large-sample-size Case
The first case is the typical setting of streaming data, where new data are obtained
with a high frequency. As a result, the sample size T is assumed to be much larger than
the dimension p. The primary goal of the online learning algorithm is to make quick
prediction Xt after the data point Zt is observed, and meanwhile to control the regret
and final estimation error.
Under this setting, we solve the online sparse PCA problem using the incremental
proximal method (Bertsekas, 2011), which is a generalization to the simple subgradient
method. Originally designed for batch optimization problems, the incremental proximal
method is extended to the online setting in this article. We call the proposed algorithm
Online-T GradFPS, to indicate that it is mostly used for streaming data that have a
large sample size T . The outline of Online-T GradFPS is given in Algorithm 2.
Compared with Algorithm 1, Online-T GradFPS has a significantly lower compu-
tational cost per iteration, due to the following two reasons. First, the eigenvalues are
computed for a sparse matrix X(1)t , since it is the output of a soft-thresholding opera-
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Algorithm 2 The Online-T GradFPS algorithm
Input: {Zt}, T , {αt}, initial value X0
Output: XˆT
1: for t = 1, . . . , T do
2: X(0)t ← Xt−1
3: X(1)t ← Sαtλ(X(0)t )
4: X(2)t ← X(1)t − αtν
√
pd1{θ1 > 1}γ1γT1 + αtνp1{θp < 0}γpγTp ,
where θi = θi(X
(1)
t ), γi = γi(X
(1)
t ), i = {1, p}
5: X(3)t ← X(2)t + min{β, 1} · s · I, where s = (d− tr(X(2)t ))/p, β = αtν/{(d+ 1)|s|}
6: Xt ← PX
(
X
(3)
t + αtSt
)
= min
{
1,
√
d/‖X(3)t + αtSt‖F
}
·
(
X
(3)
t + αtSt
)
7: end for
8: return XˆT = T−1
∑T
t=1Xt
tor. Computing the extreme eigenvalues for X(1)t is much more efficient than for a dense
matrix, since its complexity depends on the number of nonzero elements. Second, only
the largest and smallest eigenvalues of X(1)t need to be calculated, which further saves
the computation time.
The following theorem shows that if ‖St‖F is properly bounded, then the average
regret of Algorithm 2 decays at the rate of O(1/√T ), which matches the best known
result for the online subgradient method on a non-strongly convex objective function.
Assumption 6. (a) The sequence ξt = ‖St−Σ‖F , t ≥ 1 is independent and identically
distributed, with a sub-exponential distribution. (b) The sequence ζt = ‖St‖2F is also
sub-exponential. Specifically, there exist constants b1, b2, σ1, σ2 ≥ 0 such that
E [exp{λ(ξt − µ1)}] ≤ exp(λ2σ21/2), ∀ |λ| ≤ 1/b1,
E [exp{λ(ζt − µ2)}] ≤ exp(λ2σ22/2), ∀ |λ| ≤ 1/b2,
where µ1 = E(ξt) and µ2 = E(ζt).
Theorem 4. Let α1 = α0 > 0 and αt = α0/
√
t− 1 for t ≥ 2. Then the following
conclusions hold:
1. (Optimization regret bound) If ‖St‖F is bounded, then T−1R({Xt}, T ) = O(p2/
√
T ).
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2. (Statistical estimation error) If Assumptions 1 and 6 hold, and ν ≥ λp+‖Σ‖F +1,
then for any fixed ε ∈ (0, 1),
‖XˆT − Π‖F = O
(√
(log(1/ε) + ν2p2)/
√
T + λs
)
holds with probability at least 1− ε.
The explicit expressions of R({Xt}, T ) and ‖XˆT − Π‖F are given in Appendix A.1.
Theorem 4 indicates that λ needs to be set small if the primary goal is to use
the final output XˆT for estimation. Otherwise, a moderate λ leads to more sparse
intermediate results and is thus better for interpretation. The estimation error bound
also implies that Online-T GradFPS has a slower convergence rate than the batch
GradFPS with respect to the sample size. However, as has been explained previously,
the major advantage of Online-T GradFPS is its computational efficiency, which offsets
its weakness in estimation error.
4.3 The High-dimensional Case
When the data dimension p is much larger than the sample size T , the method in Section
4.2 is no longer applicable, since both the regret of {Xt} and the estimation error of
XˆT depend on a polynomial of p. As a comparison, in high-dimensional statistical
analysis, such quantities usually depend on log(p) under suitable sparsity assumptions.
Therefore, we are motivated to consider alternative optimization schemes that result
in a smaller regret and a better statistical accuracy, possibly at the expense of larger
computational cost in each iteration.
For general online learning problems, one of the most natural and straightforward
methods to obtain Xt is to apply the batch algorithm on all collected data S1, . . . , St
up to time t. Such a scheme is known as the follow-the-leader (FTL) algorithm. For
online sparse PCA, the FTL algorithm is a valid online learning algorithm, since the
matrix S1:t = t−1
∑t
i=1 Si can be computed with a constant storage. However, the main
problem of FTL is its weak control of the regret, as the numerical experiment shows
in Section 5. Intuitively, FTL focuses too much on the existing data, and leaves little
room for the exploration of future observations.
Instead, we develop our online sparse PCA algorithm based on the generalized
online mirror descent framework (OMD, Orabona et al., 2015). The key merit of the
generalized OMD method is to replace the Frobenius norm ‖St‖F in the error bound
(13) by the infinity norm ‖St‖∞,∞, which only grows at the speed of log(p) under some
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Algorithm 3 The Online-P GradFPS algorithm
Input: {St}, {εt}, T , λ
Output: Xˆ
1: Y0 ← O
2: for t = 1, . . . , T do
3: Yt ← Yt−1 + St
4: Find Xt ∈ X such that L˚(Xt;Yt, t) ≤ L˚∗ + β
√
tε2t/2,
where L˚∗ = minX∈X L˚(X;Yt, t)
5: end for
6: return XˆT = XT
regularity conditions. Due to this reason, the proposed algorithm is named as Online-P
GradFPS, to emphasize that it is more suitable for a large p.
For brevity, we set the constants r = log(p)/{log(p)−1} and β = exp(−4)/{log(p)−
1}, and define the function
L˚(X;Y, t) =− tr(Y X) + λt‖X‖1,1 +
√
t‖X‖2r,r/2
+ (Lt + 1)
√
p/(d+ 1) (dC1(X) + r1[g1(X)]+ + r2[g2(X)]+) , (12)
where Lt = ‖Y ‖F + λtp + exp(−4)
√
tdp2. We reuse the notation in Section 3.3 for
other terms in (12). The main steps of Online-P GradFPS are given in Algorithm
3. It is worth mentioning that we improve the original OMD method by allowing an
approximate solution for the subproblem in each iteration (line 4 of Algorithm 3), which
is more realistic and efficient in practice. Solving the subproblem of Algorithm 3 is very
similar to that of Algorithm 1, and we provide the details in Appendix A.3.
Similar to the large-sample-size case, the following theorem describes both the op-
timization error and the statistical accuracy of Algorithm 3.
Theorem 5. The following conclusions hold:
1. (Optimization regret bound) If ‖St‖∞,∞ is bounded and εt = O(1/
√
t), then
T−1R({Xt}, T ) = O(1/
√
T ).
2. (Statistical estimation error) If Assumptions 1 and 5 hold, λ = σ
√
log(p)/T , and
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εt = 1/
√
t, then with probability at least 1− 2/p2, we have
‖XˆT − Π‖F = O
(
s
√
log(p) + s2−4/ log(p)√
T
)
.
The explicit expressions of R({Xt}, T ) and ‖XˆT − Π‖F are given in Appendix A.1.
Comparing the results in Theorem 5 and those in Theorem 4, it is clear that the
optimization errors of the two algorithms have the same order for T , but the estimation
error of Online-P GradFPS decays faster than that of Online-T GradFPS. The price
for the better estimation accuracy is a larger computational cost per iteration, which
will be made clear in the simulation study.
5 Simulation Study
5.1 Simulation Setting
In this section we conduct a number of numerical experiments to evaluate the perfor-
mance of the sparse PCA algorithms proposed in this article. The problem setting
is as follows. We assume that the data Z1, . . . , Zn follow independent and identically
distributed multivariate normal distribution N(0,Σ), where Σ is the true covariance
matrix of p variables, and n is the sample size. For online learning algorithms, the data
sequence is of infinite length, and the online algorithm will choose a terminal sample
size T . The p variables are categorized into three groups: the first signal group contains
d1 = 20 variables, the second signal group contains d2 = 15 variables, and the last noise
group consists of (p− d1 − d2) noise variables. Figure 1(a) gives a visualization of the
true covariance matrix Σ with p = 100, which shows that most variables are weakly
correlated with each other, but the ones within the same signal group have higher
correlations. In different experiments, n and p may vary, but d1 and d2 are kept fixed.
The Σ matrix is obtained by generating the eigenvalues Λ and eigenvectors Q in
the following way. Let Ur1:r2,c1:c2 denote the submatrix of a p × p matrix U , with row
indices r1 to r2 and column indices c1 to c2. When r1 = r2 or c1 = c2, a single index
is used. First simulate a U matrix such that U1:d1,1
iid∼ Unif(0.9, 1.1), U(d1+1):p,1 = 0,
U1:d1,2 = U(d1+d2+1):p,2 = 0, U(d1+1):(d1+d2),2
iid∼ Unif(0.9, 1.1), and U1:p,3:p iid∼ N(0, 1).
Then a QR decomposition is performed as U = QR, and Q is used as the eigenvectors
of Σ. Next, let Λ = diag{12, 6, λ3, . . . , λp}, where λi iid∼ Unif(0, 2), and then Σ is
computed as Σ = QΛQT. Figure 1(b) shows the first five columns of Q, and clearly the
first d = 2 columns of Q contain the sparse eigenvectors.
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(a) (b)
Figure 1: (a) The true covariance matrix Σ with p = 100. (b) The eigenvectors of Σ
associated with the five largest eigenvalues.
5.2 Batch Algorithms
The first experiment compares the computational efficiency of the existing ADMM-
based algorithm (ADMM-FPS, Vu et al., 2013) and the proposed GradFPS (Algorithm
1) with different sizes of data. Under each pair of (n, p), a data set Z1, . . . , Zn is sim-
ulated to compute the sample covariance matrix S = n−1
∑n
i=1 ZiZ
T
i , and the sparsity
parameter is set to λ = 0.5
√
log(p)/n. We compute the estimator Xˆ using both algo-
rithms with initial value X0 = V2V T2 , where V2 contains the top two eigenvectors of S.
For both algorithms, the best step size parameter is chosen by trying ten equally-spaced
values ranging from 0.01 to 0.1. We then plot the estimation error in each iteration
against the computing time, with the comparison results illustrated in Figure 2.
Figure 2 shows a number of interesting findings. First, as expected, GradFPS has
demonstrated superior computational efficiency compared with ADMM-FPS. It is clear
that the curves for GradFPS decrease very quickly at early stages of the optimization,
which indicates that GradFPS is able to provide reasonably accurate solutions in a short
time. Such a property is crucial, since a common practice for computing sparse PCA is
to use convex solutions as good initial values for fast nonconvex methods (Wang et al.,
2014; Chen and Wainwright, 2015; Tan et al., 2018). Second, the curves for ADMM-
FPS have irregular shapes, containing some long “plateaus” and even increasing parts.
In practice, such patterns are misleading for convergence tests. In contrast, the curves
for GradFPS mostly show a monotone progress. Finally, even if the same initial value
is supplied to both algorithms, the GradFPS algorithm tends to make better use of it,
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Figure 2: Comparing the computational efficiency of the existing ADMM-based algo-
rithm and the proposed GradFPS. The horizontal axis is the elapsed time in seconds,
and the vertical axis stands for the estimation error ‖Xˆ − Π‖F .
as the initial errors of GradFPS are smaller than those of ADMM-FPS.
5.3 Online Algorithms
The next experiment studies the behavior of Online-P GradFPS (Algorithm 3) for online
sparse PCA, compared with the naive FTL algorithm. In this case T = 100, p = 400,
and data points Z1, . . . , ZT+1
iid∼ N(0,Σ) are drawn in a streaming fashion. We apply
the FTL method and Online-P GradFPS on this data sequence, and compute their
regret values at each time point. To account for the variability in the data generation
process, this experiment is repeated ten times, and Figure 3(a) and Figure 3(b) show
the cumulative and average regret values for the two online algorithms, respectively.
It is clear from Figure 3 that Online-P GradFPS has much smaller regret values com-
pared with the naive FTL method. In fact, at the final time point Online-P GradFPS
only has about half of the regret value of FTL. This result implies that the proposed
method is effective in controlling the procedural loss.
5.4 Comparison between Online-T and Online-P Algorithms
In Section 4 we have developed two different online sparse PCA algorithms, so a natural
question is how they compare to each other. To answer this, we fix p = 200 and simulate
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(a) (b)
Figure 3: (a) The cumulative regret values for the two online algorithms. (b) The
average regret values. Thin curves represent ten replications of the experiment, and
thick ones stand for the mean value across experiments.
ten streaming data sets using the model in Section 5.1. Both the Online-T and Online-
P GradFPS algorithms are applied to the data sets, with the former stopped after
T1 = 1000 iterations, and the latter stopped at T2 = 200. The estimation error at each
iteration for both algorithms are shown in Figure 4(a).
It is clear that the convergence of Online-P GradFPS is much faster than Online-
T GradFPS in terms of the number of iterations, which is consistent with the theory
developed in Section 4. However, if the x-axis is set to the computing time, as illustrated
in Figure 4(b), then we find that Online-T GradFPS is an order of magnitude faster.
This phenomenon suggests the following guideline for choosing the online algorithm: if
the number of data points are limited and the statistical accuracy is a concern, then
Online-P GradFPS is preferred; otherwise, if data are abundant and computation needs
to be fast, then Online-T GradFPS would be a proper choice.
6 Application
In this section we apply sparse PCA to an RNA sequencing data set to analyze the
co-expression relationship among genes. The aim of our analysis is to detect groups of
genes, typically referred to as modules, with high co-expression. Such an analysis is
motivated by the biological conjecture that genes in the same module are likely to be
functionally related (Stuart et al., 2003). Sparse PCA is well suited to this challenging
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(a) (b)
Figure 4: (a) Plotting the estimation error ‖Xt−Π‖F against the iteration index t. (b)
The error versus the computing time. Each curve stands for one simulation run.
problem for which expression data are available for tens of thousands of genes.
We study the brain gene expression data collected by the CommonMind Consortium
(CMC), which contain p = 16, 423 genes from 258 schizophrenia (SCZ) subjects and
279 control subjects (Fromer et al., 2016). The control group is used as a baseline, and
our main interest is in the SCZ group. We compute Pearson’s correlation coefficients
between genes utilizing the processed and normalized expression data provided by the
CMC, and then apply sparse PCA to the sample correlation matrix. The number
of sparse principal components is chosen to be d = 5, and the sparsity parameter
λ is selected in the following way. First, we compute the solution paths of sparse
PCA in both the SCZ group and the control group based on a common sequence of
λ values. Then for each λ, two active sets Ωλctr,Ωλscz ⊂ {1, 2, . . . , p} are determined,
where i ∈ Ωλctr if the i-th gene has at least one nonzero factor loading in the five sparse
principal components, and i ∈ Ωλscz is defined likewise. We limit the range of λ so that
min{|Ωλctr|, |Ωλscz|} ≥ 50 and max{|Ωλctr|, |Ωλscz|} ≤ 300, where |Ω| denotes the cardinality
of a set Ω. Define the overlapping coefficient as V (λ) = |Ωλctr∩Ωλscz|/|Ωλctr∪Ωλscz|, and λ
is chosen to maximize V (λ), indicating that these two groups share maximal common
structures. Using this approach, we finally select λ = 0.85, under which |Ωctr| = 292,
|Ωscz| = 185, and |Ωctr ∩ Ωscz| = 114.
After computing the sparse PCA solution for the SCZ group at the selected λ, the
genes in the active set are clustered based on their factor loadings, with the number of
clusters set to k = 5. For display, the indices of genes are reordered so that the genes in
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the same cluster are adjacent. Figure 5 shows the sample correlation matrix and factor
loadings based on the reordered indices of selected genes.
Figure 5: The reordered sample correlation matrix of the selected genes in the SCZ
group (left) and the reordered factor loadings (right).
It can be easily observed from Figure 5 that there are three major modules in the
correlation matrix, and the second and third modules have two sub-modules, respec-
tively, resulting in five clusters in total. Such a structure is clearly reflected in the factor
loadings, in which the first three components define the major modules, whereas the
last two components add sub-structure to the second and third modules.
To validate our results, we compare the clusters reflected in Figure 5 with the mod-
ules obtained by the weighted gene co-expression network analysis (WGCNA, Zhang
and Horvath, 2005). Table 1 demonstrates the cross table for the two methods of mod-
ule assignment on the selected genes, where the numbered modules are given by our
approach, and the ones labeled by color names are the WGCNA results provided by
Fromer et al. (2016). It is clear that our modules are well aligned with the WGCNA
ones, with three extra advantages. First, our clusters have smaller sizes and stronger
within-group correlation. For instance, the Green WGCNA module contains 414 genes,
whereas our M-1, a subset of the Green module, has only 19 genes. In many studies,
researchers are more interested in a small number of genes that are representative for
the whole module. Second, we have detected highly correlated genes that are assigned
to different modules by WGCNA. As an example, the two genes in the Tan module are
highly correlated with other M-4 genes (a subset of Turquoise), with average sample
correlation coefficients 0.817 and 0.794, respectively. Finally, our clusters have revealed
sub-structure within large modules, for example M-2 and M-3 are sub-modules for
Brown.
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Table 1: Cross table for sparse-PCA-based modules (row) and the WGCNA modules
(column). The numbers in the parentheses stand for the sizes of WGCNA modules.
Green (414) Brown (528) Turquoise (1155) Tan (248) Blue (609)
M-1 19 0 0 0 0
M-2 0 24 0 0 0
M-3 0 34 0 0 0
M-4 0 0 49 2 0
M-5 0 0 53 0 4
Next, by comparing with the control group, we study the structural change of gene
co-expression relationship in the SCZ group. Consider the genes that are selected in
the SCZ group but not in the control group, forming the gene set ΩUscz = Ωscz\Ωctr.
Figure 6 illustrates the sample correlation matrices on ΩUscz for both the control group
(left panel) and the SCZ group (middle panel). In addition, to better visualize the
correlation pattern, density curves of off-diagonal correlation coefficients are shown in
the right panel of Figure 6.
Figure 6: Comparison of correlation matrices on SCZ-group-specific genes ΩUscz. Left:
the correlation matrix on ΩUscz for the control group. Middle: the correlation matrix for
the SCZ group. Right: density curves for the off-diagonal correlation coefficients.
Figure 6 highlights an interesting difference between the control group and the SCZ
group. In both groups, the correlation matrices indicate a similar two-block structure,
but density curves of the correlations summarize the differences between groups. Both
exhibit two modes, representing the between-module and within-module correlation
coefficients, respectively; however, the coefficients in the SCZ group are obviously more
extreme than those in the control group. The first mode differs in sign, indicating that
the small positive between-module correlations in the control group are largely negative
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in the SCZ group. These findings provide insights for future studies of schizophrenia
based on brain gene expression data.
7 Conclusion and Discussion
In this article we have developed a novel efficient algorithm for the convex sparse PCA
model, which is shown to outperform the existing ADMM-based method in many as-
pects. The main technique used is to transform the original highly constrained opti-
mization problem into an unconstrained one, so that gradient-based and projection-free
algorithms can be applied to seek the solution. This technique also allows us to compute
sparse PCA for large-scale streaming data, leading to various online learning algorithms.
We point out that this framework of analysis has a great potential for further exten-
sions, and below we mention two possible future directions for research. First, within
the sparse PCA framework, the efficient algorithm can be developed for other types
of problems that come with a different penalty term, such as the trend filtering (Tib-
shirani, 2014) or the localized functional PCA (Chen and Lei, 2015). Other types of
penalty terms are also applicable as long as they are convex functions. Second, the two
technical tools developed in this article, namely the gradient-based and projection-free
optimization method for highly constrained problems, and the analysis of online learn-
ing algorithms, can be extended to other interesting statistical models. An example of
this kind is the graphical lasso (Friedman et al., 2008), in which the precision matrix
is constrained in the positive semidefinite cone with an elementwise `1 penalty. Similar
to sparse PCA, online learning algorithms may be developed for graphical lasso using
an unconstrained formulation of the objective function.
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A Appendix
A.1 Expressions for constants and bounds
Theorem 3: The constant is C = max{α−1(C20 + 4C0Lg), 2C0Lg}+ 2C0Lg, where
Lg =
√
(λp)2 + {‖S‖F + µ(1 +
√
(p+ d)(d+ 1))}2,
and C0 > 0 is a constant that only depends on X0 and the optimal point of the
optimization problem.
Theorem 4: The regret bound in explicit form is given by
1
T
R({Xt}, T ) ≤ 2d/α0 + α0C2√
T
+
α0
2T
T∑
t=1
‖St+1‖2F + C1‖St+1‖F√
t
, (13)
and the estimation error bound is ‖XˆT −Π‖F ≤ C(T )+
√
2/δd ·
√
C(T ) + λs
√
d, where
C(T ) = C3/
√
T + C4{log(T ) + 1}/T = O(1/
√
T ). The relevant constants are
C1 = λp+ ν
√
p(p+ d) + ν
√
p/(d+ 1),
C2 = ν
2p(p+ d) + 2(λp)2 + 2λpν
√
p(p+ d) + 2ν
√
p/(d+ 1)C1,
C3 = 2d/α0 +D1 + α0{C2 + C1(µ1 + ‖Σ‖F ) + µ2},
C4 = α0(C1D2 +D3)/2,
whereD1 = max
{
2b1εl, 2σ1
√
2dεl
}
,D2 = max
{
2b1εl, σ1
√
2εl
}
,D3 = max
{
2b2εl, σ2
√
2εl
}
,
and εl = log(3/ε).
Theorem 5: The regret bound in explicit form is given by
1
T
R({Xt}, T ) ≤
‖Π‖2r,r
2
√
T
+
1
T
T∑
t=1
{
(ψt+1 + λ)εt +
βν
√
tε2t
2
}
+
1
2βT
T∑
t=1
ψ2t+1√
t
,
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where ψt = ‖St‖∞,∞. The bound for the estimation error is
‖XˆT − Π‖F ≤ 4σs
√
log(p) + 2s2−4/ log(p)
√
d
δd
√
T + β
+
β
2
√
T
+
√
β/(δd + β/
√
T )
T 3/4
.
A.2 Computation of proxαf2(X)
By definition proxαf2(X) = arg minU∈X {f2(U) + (2α)−1‖U −X‖2F}, so an easy itera-
tive method has the form Uk+1 = PX (Uk − αηk∇f2(Uk)− ηk(Uk −X)), where ηk is the
step size. Since the objective function is strongly convex, this method converges at the
speed of O(1/K), where K is the number of iterations.
The direct method for computing proxαf2(X) is based on the following observation.
Let θ1 ≥ · · · ≥ θp be the eigenvalues of X, and γ1, . . . , γp be the associated eigenvectors.
If µ is sufficiently large, then proxαf2(X) =
∑p
i=1 uiγiγ
T
i , where
u = (u1, . . . , up)
T = arg min
u1+···+up=d
0≤ui≤1
p∑
i=1
{
−θiui + 1
2α
(θi − ui)2
}
(14)
is the solution to a quadratic programming problem. Most importantly, the elements in
u has a decreasing order, u1 ≥ · · · ≥ up, and for some index t we have ui = 0 for i ≥ t.
Therefore, we can sequentially compute the eigenvalues θ1 ≥ · · · ≥ θt until ut = 0 is
met. In this way the full decomposition of X is avoided.
A.3 Solving the subproblem of Algorithm 3
Denote S1:t = t−1Yt = t−1
∑t
i=1 Si and µt = (‖S1:t‖F+λp+exp(−4)
√
d/tp2+1)
√
p/(d+ 1),
and then we have minX∈X L˚(X;Yt, t) = minX∈X {f1(X) + f2(X) + f3(X)}, where
f1(X) = λ‖X‖1, f2(X) = −tr(S1:tX) + µt (dC1(X) + r1[g1(X)]+ + r2[g2(X)]+), and
f3(X) = ‖X‖2r,r/(2
√
t). The subproblem of Algorithm 3 can be solved using the proce-
dure in Algorithm 4.
The proximal operator proxαf1 has closed-form solution proxαf1(X) = Sαλ(X).
The computation for proxαf2 is given in Appendix A.2. The last operator proxαf3
requires solving the problem minX∈X{‖X‖2r,r/(2
√
t) + ‖X − V ‖2F/(2α)}, which can be
accomplished using the coordinate descent method.
A.4 Proof of Theorem 1
We first prove an important fact: under Assumption 3, [gi(x)]+ ≥ ρidGi(x) for all x ∈ X ,
i = 1, . . . ,m. This result was briefly given in Mahdavi et al. (2012) with a stronger
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Algorithm 4 Solving minX∈X L˚(X;Yt, t)
Input: Yt, K, α, initial value X0 ∈ X
Output: Xˆ
1: Z(1)0 = Z
(2)
0 = Z
(3)
0 ← X0
2: for k = 0, 1, . . . , K − 1 do
3: Z¯k ← (Z(1)k + Z(2)k + Z(3)k )/3
4: Xk+1 ← PX
(
Z¯k
)
= min
{
1,
√
d/‖Z¯k‖F
}
· Z¯k
5: Z(1)k+1 ← Z(1)k −Xk+1 + proxαf1(2Xk+1 − Z(1)k )
6: Z(2)k+1 ← Z(2)k −Xk+1 + proxαf2(2Xk+1 − Z(2)k )
7: Z(3)k+1 ← Z(3)k −Xk+1 + proxαf3(2Xk+1 − Z(3)k )
8: end for
9: return Xˆ = K−1
∑K
k=1Xk
condition that X = Rp, and below is our formal proof.
If gi(x) = 0, then dGi(x) is also zero, so the inequality holds trivially. In what
follows we assume that gi(x) > 0. By definition, d2Gi(x) = mingi(y)≤0 ‖y − x‖2, and the
Lagrangian for this constrained optimization problem is l(y, λ) = ‖y − x‖2 + λgi(y),
with the optimality conditions
gi(y∗) ≤ 0, λ∗ ≥ 0,
λ∗gi(y∗) = 0, (15)
2(y∗ − x) + λ∗∂gi(y∗) 3 0. (16)
Here y∗ and λ∗ are the primal and dual optimal points, respectively. By definition,
y∗ = PGi(x), and Assumption 3(a) indicates that y∗ ∈ X . Since we have assumed that
gi(x) > 0, it is easy to see that y∗ − x 6= 0, and hence λ∗ 6= 0 by (16). Consequently,
gi(y∗) = 0 by (15).
Let ∇gi(y∗) be the subgradient such that 2(y∗ − x) + λ∗∇gi(y∗) = 0, and then we
have [∇gi(y∗)]T(x− y∗) = ‖x− y∗‖ · ‖∇gi(y∗)‖. Since gi(x) is convex, it holds that
gi(x) ≥ gi(y∗) + [∇gi(y∗)]T(x− y∗) = ‖x− y∗‖ · ‖∇gi(y∗)‖ ≥ ρi‖x− y∗‖,
where the last inequality is from Assumption 3(b). Finally by definition, dGi(x) =
‖y∗ − x‖, so the desired inequality holds.
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Next we prove part (a) of the theorem. The proof is similar to that of Proposition
2 of Kundu et al. (2018), but under our generalized settings. Since f(x) is Lipschitz
continuous on X , we have f(y)− f(x) ≤ L‖y−x‖ for all x, y ∈ X . Set y = PK(x), and
then
f∗ ≤ f(y) ≤ f(x) + L‖y − x‖ = f(x) + L · dK(x). (17)
On one hand, for µ ≥ γL and all x ∈ X ,
L(x;µ) ≥ f(x) + µh (dC1(x), . . . , dCl(x), dG1(x), . . . , dGm(x)) ≥ f(x) +
µ
γ
dK(x) ≥ f∗,
(18)
which indicates that L∗ ≥ f∗. On the other hand, dCi(x) = [gi(x)]+ = 0 for all x ∈ K,
so L(x;µ) = f(x) on K. Therefore,
L∗ = min
x∈X
L(x;µ) ≤ min
x∈K
L(x;µ) = min
x∈K
f(x) = f∗.
As a result, we must have L∗ = f∗.
For part (b), if µ ≥ γ(L+ 1), then
f(xε) +
µ
γ
dK(xε) ≤(i) L(xε;µ) ≤ f∗ + ε ≤(ii) f(xε) + L · dK(xε) + ε,
where (i) is true by (18), and (ii) holds due to (17). Hence we get ‖xε−yε‖ = dK(xε) ≤ ε.
Finally, using (17) again yields
L(yε;µ) = f(yε) ≤ f(xε) + L · dK(xε) ≤ L(xε;µ) ≤ L∗ + ε.
A.5 Proof of Theorem 2
Define U = [0, 1]p, T = {z ∈ Rp : z1+· · ·+zp = d}, and F = U∩T . Let θ = (θ1, . . . , θp)T
be the p eigenvalues of X, and then X ∈ F1 ⇔ θ ∈ T , X ∈ F2,3 ⇔ θ ∈ U , and
X ∈ Fd ⇔ θ ∈ F . It is also easy to see that dT (θ) = dF1(X), dU(θ) = dF2,3(X), and
dF (θ) = dFd(X), so it suffices to prove the following inequality for any z ∈ Rp:
dF (z) ≤
√
p/(d+ 1) · dT (z) +√p · dU(z).
For any x ∈ ∂F , the normal cone of F at x is defined by NF (x) = {y : yT(x− x′) ≥
0, ∀x′ ∈ F}. Below are three important facts about normal cones:
1. It holds that
y ∈ NF (x)⇔ x ∈ arg max
x′∈F
yTx′. (19)
2. For all x ∈ F , x = PF (z) if and only if z − x ∈ NF (x).
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3. For all x ∈ F , y ∈ NF (x), and t ≥ 0, PF (x+ ty) = x.
Our final goal is to show that there exist constants c1 > 0 and c2 > 0 such that
dF (z) ≤ c1dU(z) + c2dT (z) (20)
for any z ∈ Rp. Using the second fact about normal cones, we can decompose z as
z = x + y, where x = PF (z) and y ∈ NF (x). For x = (x1, . . . , xp)T ∈ ∂F , we divide it
into three blocks with index sets I1, I2, and I3 such that
xk = 1, k ∈ I1,
0 < xk < 1, k ∈ I2,
xk = 0, k ∈ I3.
For simplicity, we can assume I1 = {1, . . . , i}, I2 = {i+1, . . . , j}, and I3 = {j+1, . . . , p}
without loss of generality. Since x ∈ F ⊂ T , we have ∑pi=1 xi = d > 0, so I1 and I2
cannot be both empty. Moreover, as long as d < p, I2 and I3 cannot be both empty.
Consequently, there are four situations of the emptiness of the index sets: (1) I1 6= ∅
and I3 6= ∅; (2) I1 6= ∅, I2 6= ∅, and I3 = ∅; (3) I1 = ∅, I2 6= ∅, and I3 6= ∅; and (4)
I1 = I3 = ∅ and I2 6= ∅.
Using the same index sets, y can be accordingly divided into three blocks. By
definition (19), it must hold that
min
k∈I1
yk ≥ yi+1 = · · · = yj ≥ max
k∈I3
yk.
Define IU = {k ∈ I1 : yk > 0}∪ {k ∈ I3 : yk < 0}. If IU 6= ∅, then dU(z) ≥
√∑
k∈IU y
2
k.
Moreover, T is a hyperplane in Rp with the normal vector nT = (1/
√
p, . . . , 1/
√
p)T, so
dF (z) = ‖y‖ and dT (z) = ‖y‖ · | cos∠(y, nT )|. We separately discuss the result based
on whether z ∈ U or z /∈ U .
The case of z ∈ U In this case dU(z) = 0, so we only need to find c2 such that
c−12 ≤ infz∈U | cos∠(y, nT )|. Consider the four situations mentioned above.
(1) I1 6= ∅ and I3 6= ∅. Since x + y = z ∈ [0, 1]p, we have yk ≤ 0 for k ∈ I1 and
yk ≥ 0 for k ∈ I3, which implies that y = 0. Therefore, (20) holds trivially for any c2
since dF (z) = dT (z) = 0.
(2) I1 6= ∅, I2 6= ∅, and I3 = ∅. We have mink∈I1 yk ≥ yi+1 = · · · = yp = c. Since
x + y = z ∈ [0, 1]p, it is true that 0 ≥ yk ≥ c for k ∈ I1. We can assume that c 6= 0,
since otherwise y = 0 and it reduces to the trivial case. Note that | cos∠(y, nT )| =
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| cos∠(ty, nT )| for any t 6= 0, so we can take t = 1/c to obtain
| cos∠(ty, nT )| = |
∑p
k=1 tyk|√∑p
k=1(tyk)
2 · √p =
p− i+∑k∈I1 tyk√
p− i+∑k∈I1(tyk)2 · √p ≥
√
p− i+∑k∈I1 tyk√
p
.
The inequality holds because 0 ≤ (tyk)2 ≤ tyk ≤ 1 for k ∈ I1. Using the fact that i < d,
we immediately get | cos∠(y, nT )| = | cos∠(ty, nT )| ≥
√
(p− i)/p >√1− d/p.
(3) I1 = ∅, I2 6= ∅, and I3 6= ∅. In this case y1 = · · · = yj = c, and c ≥ yk ≥ 0 for
k ∈ I3. Since x needs to satisfy the condition
∑p
k=1 xk =
∑j
k=1 xk = d with 0 < xk < 1
for k ≤ j, we have j ≥ d + 1. Using the similar argument in the second case, we take
t = 1/c, and then
| cos∠(y, nT )| = | cos∠(ty, nT )| =
j +
∑
k∈I3 tyk√
j +
∑
k∈I3(tyk)
2 · √p
≥
√
j/p ≥
√
(d+ 1)/p.
(4) I1 = I3 = ∅ and I2 6= ∅ imply y1 = · · · = yp = c and | cos∠(y, nT )| = 1. To
summarize, for z ∈ U , we can choose any c2 such that c2 ≥
√
p/(d+ 1), assuming
d ≤ (p− 1)/2.
The case of z /∈ U In this case we assert that y 6= 0, and then without loss of
generality we assume that yk’s are in decreasing order. Similar to the discussion above,
we consider the four situations based on the emptiness of I1, I2, and I3.
(1) We have mink∈I1 yk ≥ maxk∈I3 yk. Let M = {k : |yk| ≥ |yk′|, k′ 6= k}, and then
we find thatM∩IU 6= ∅. Let s be any element inM∩IU , and we have |ys|/‖y‖ ≥ 1/√p,
indicating that dU(z) ≥
√∑
k∈IU y
2
k ≥ |ys| ≥ dF (z)/
√
p.
(2) y1 ≥ · · · ≥ yi ≥ yi+1 = · · · = yp = c. (a) If c ≥ 0, then y1 > 0 and y1 has the
largest absolute value. (b) If c < 0 but |y1| > |c|, then y1 must be positive and again
it has the largest absolute value. In both cases, we get dU(z) ≥ dF (z)/√p based on
the argument in (1). (c) If c < 0, |y1| ≤ |c|, and y1 ≤ 0, then same as point (2) in the
case of z ∈ U , we have | cos∠(y, nT )| ≥
√
1− d/p. (d) At last, let s be an index such
that −c ≥ y1 ≥ · · · ≥ ys ≥ 0 ≥ ys+1 ≥ · · · ≥ yi ≥ yi+1 = · · · = yp = c, and denote
S1 =
∑s
k=1 yk, S2 =
∑s
k=1 y
2
k, and S3 = −
∑p
k=s+1 yk. Clearly
√
S2 ≥ S1/
√
s. Since
s ≤ i ≤ d ≤ (p − 1)/2, we have S1 < S3. Recall that dU(z) ≥
√
S2, dF (z) = ‖y‖, and
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dT (z) = |S3 − S1|/√p, so if p ≥ 4 then
√
p · dU(z) +
√
p
d+ 1
· dT (z) ≥
√
pS2 + (S3 − S1)/
√
d+ 1
≥
{(√
p(d+ 1)/s− 1
)
S1 + S3
}
/
√
d+ 1 ≥ (S1 + S3)/
√
d+ 1
≥ ‖y‖√
d+ 1
· p− i+
∑
k∈I1 |yk/c|√
p− i+∑k∈I1(yk/c)2 ≥
√
p− d
d+ 1
· ‖y‖ ≥ dF (z).
(3) y1 = · · · = yj = c ≥ yj+1 ≥ · · · ≥ yp. In the following two cases, (a) c ≤ 0, and
(b) c > 0 but |yp| > c, we would get dU(z) ≥ dF (z)/√p using the argument in (1). For
(c) c > 0, |yp| ≤ c, and yp ≥ 0, point (3) of the case z ∈ U shows that | cos∠(y, nT )| ≥√
(d+ 1)/p. The remaining possibility is (d) c > 0, |yp| ≤ c, and yp < 0. Let s be an
index such that y1 = · · · = yj = c ≥ yj+1 ≥ · · · ≥ ys ≥ 0 ≥ ys+1 ≥ · · · ≥ yp ≥ −c, and
denote S1 = −
∑p
k=s+1 yk, S2 =
∑p
k=s+1 y
2
k, S3 =
∑s
k=1 yk, S4 =
∑s
k=1 y
2
k, and
S =
√
pS2 + |S3 − S1|/
√
d+ 1 ≤ √p · dU(z) +
√
p
d+ 1
· dT (z).
We can assume that S2 ≤ ‖y‖2/p, since otherwise we directly get dU(z) ≥
√
S2 >
‖y‖/√p = dF (z)/√p. Using the fact that s ≥ j ≥ d + 1, we have S1 ≤
√
(p− s)S2 ≤√
1− (d+ 1)/p · ‖y‖. On the other hand, S3 ≥
√
S4 =
√‖y‖2 − S2 ≥√1− 1/p · ‖y‖ >
S1, so
√
d+ 1 · S =
√
p(d+ 1)S2 − S1 + S3 ≥
(√
p(d+ 1)
p− s − 1
)
S1 + S3 ≥ S1 + S3
as long as d ≥ 3. Note that
S1 + S3
‖y‖ =
∑p
k=1 |yk|√∑p
k=1 y
2
k
=
j +
∑p
k=j+1 |tyk|√
j +
∑p
k=j+1(tyk)
2
≥
√√√√j + p∑
k=j+1
|tyk| ≥
√
d+ 1
for t = 1/c, and we finally get S ≥ ‖y‖ = dF (z).
(4) The last case I1 = I3 = ∅ is trivial, which completes the proof.
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A.6 Proof of Corollary 1
First, since
|f(X)− f(Y )| = |tr(S(Y −X)) + λ(‖X‖1,1 − ‖Y ‖1,1)|
≤ |tr(S(Y −X))|+ λ |‖X‖1,1 − ‖Y ‖1,1|
≤ ‖S‖F · ‖X − Y ‖F + λ‖X − Y ‖1,1
≤ ‖S‖F · ‖X − Y ‖F + λp‖X − Y ‖F ,
we find that f(X) is Lipschitz continuous with L = ‖S‖F + λp.
Second, part (a) of the assumption is trivial. For part (b), recall that g2(X) =
−θp(X). Appendix F of Yang et al. (2017) shows that for any Y ∈ G¯2, ‖∇g2(Y )‖F ≥
1/
√
s0, where ∇g2(Y ) is any subgradient of g2 at Y , and s0 is the number of zero
eigenvalues of Y . Obviously s0 ≤ p, so we get ρ2 = 1/√p. Note that g1(X) =
θ1(X)− 1 = g2(I −X). Using the same argument, ρ1 ≥ 1/√s1, where s1 is the number
of eigenvalues equal to one for a matrix Y ∈ G¯1 ∩ X . Since Y ∈ X ⇒ ‖Y ‖F ≤
√
d, we
have s1 ≤ d, so we can take ρ1 = 1/
√
d.
Third, it is not hard to show that dF2,3(X) =
√
[dG1(X)]
2 + [dG2(X)]
2 ≤ dG1(X) +
dG2(X). Then Theorem 2 gives the desired result.
A.7 Proof of Theorem 3
The proof mainly follows from Ryu and Yin (2017), and our new result is to give
explicit constants instead of the mere rate of convergence in Ryu and Yin (2017). For
completeness we include the main steps of the proof here. We use the notation X =
(X(1), X(2)) to denote a collection of two p× p matrices, and then define the functions
r(X) = IE(X) and g(X) = f1(X(1)) + f2(X(2)), where IE(X) = 0 if X(1) = X(2) ∈ X ,
and IE(X) = ∞ otherwise. Since f1 and f2 are Lipschitz continuous with constants
L1 = λp and L2 = ‖S‖F + µ(1 +
√
(p+ d)(d+ 1)), respectively, it is easy to show that
|g(X)− g(Y)| ≤ |f1(X(1))− f1(Y (1))|+ |f2(X(2))− f2(Y (2))|
≤ L1‖X(1) − Y (1)‖F + L2‖X(2) − Y (2)‖F
≤
√
L21 + L
2
2 ·
√
‖X(1) − Y (1)‖2F + ‖X(2) − Y (2)‖2F
=
√
L21 + L
2
2 · ‖X−Y‖F .
Therefore, g(·) is Lipschitz continuous with the constant Lg =
√
L21 + L
2
2.
Denote Xk = (Xk, Xk), Zk = (Z
(1)
k , Z
(2)
k ), and then Algorithm 1 can be equivalently
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expressed as
Xk+1 = proxαr(Zk), (21)
Yk+1 = proxαg(2Xk+1 − Zk), (22)
Zk+1 = Zk −Xk+1 +Yk+1.
Define the function p(Z) = (1/α)(X−Y), whereX = proxαr(Z) andY = proxαg(2X−
Z), so we have p(Zk) = (1/α)(Xk+1 − Yk+1) and Zk+1 = Zk − αp(Zk). Let X∗ ∈
arg minX∈X L(X) and denote X∗ = (X∗, X∗). Then we have X∗ ∈ arg minX r(X) +
g(X), whose optimality condition indicates that ∇r(X∗) +∇g(X∗) = O, where ∇r(·)
and ∇g(·) are some specific subgradients of r(·) and g(·), respectively. Clearly we have
‖∇g(X∗)‖F = ‖∇r(X∗)‖F ≤ Lg. Moreover, Lemma 1 of Ryu and Yin (2017) shows
that there exists Z∗ = (Z
(1)
∗ , Z
(2)
∗ ) such that p(Z∗) = O and X∗ = proxαr(Z∗).
Next, Lemma 4 of Ryu and Yin (2017) proves that α‖p(Z) − p(Z′)‖2F ≤ 〈p(Z) −
p(Z′),Z− Z′〉 for any Z and Z′, where 〈X,Y〉 = vec(X)Tvec(Y). Therefore,
‖p(Zk+1)‖2F = ‖p(Zk)‖2F + 2〈p(Zk+1)− p(Zk), p(Zk)〉+ ‖p(Zk+1)− p(Zk)‖2F
= ‖p(Zk)‖2F − 2α−1〈p(Zk+1)− p(Zk),Zk+1 − Zk〉+ ‖p(Zk+1)− p(Zk)‖2F
≤ ‖p(Zk)‖2F − ‖p(Zk+1)− p(Zk)‖2F ,
for any k ≥ 0, implying that ‖p(Zk)‖2F is monotonically decreasing. Using the inequal-
ity again, we have α‖p(Zk) − p(Z∗)‖2F = α‖p(Zk)‖2F ≤ 〈p(Zk) − p(Z∗),Zk − Z∗〉 =
〈p(Zk),Zk − Z∗〉, so
‖Zk+1 − Z∗‖2F = ‖Zk − Z∗‖2F − 2α〈p(Zk),Zk − Z∗〉+ α2‖p(Zk)‖2F
≤ ‖Zk − Z∗‖2F − α2‖p(Zk)‖2F ,
showing that ‖Zk − Z∗‖2F is also monotone. Define C0 = ‖Z0 − Z∗‖F , and then ‖Zk −
Z∗‖2F ≤ C20 and ‖Zk − Zs‖F ≤ 2C0 for all k, s ≥ 0. Consequently,
∞∑
k=0
‖p(Zk)‖2F ≤
1
α2
‖Z0 − Z∗‖2F =
C20
α2
, (23)
‖p(Zk)‖2F ≤
1
k
∞∑
k=0
‖p(Zk)‖2F ≤
C20
kα2
, (24)
where (24) is due to the monotonicity of ‖p(Zk)‖2F .
Define X¯k = k−1
∑k
j=1 Xk, Y¯k = k
−1∑k
j=1 Yk, and E¯k = g(Y¯k)−g(X∗). Equations
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(29), (31), and (34) of Ryu and Yin (2017) show that
1
2
E¯k ≤ 1
2αk
‖Z1 − Z∗‖2F +
1
kα
‖Zk+1 − Z1‖F · ‖∇r(X∗)‖F ,
1
2
E¯k ≥ 1
k
〈Zk − Z0,∇r(X∗)〉 ≥ −1
k
‖Zk − Z0‖F · ‖∇r(X∗)‖F ,
and then by bounding the relevant terms we get |E¯k| ≤ max{(C20+4C0Lg)/(αk), 2C0Lg/k}.
Moreover,
|g(X¯k)− g(Y¯k)| ≤ Lg‖X¯k − Y¯k‖F = (Lg/k)‖Zk+1 − Zk‖F ≤ 2C0Lg/k,
and then |g(X¯k)−g(X∗)| ≤ |E¯k|+2C0Lg/k, implying the first result. The second result
is a consequence of Theorem 1(b).
A.8 Proof of Corollary 2
Denote L∗ = minX∈X L(X) = L(Xˆ∗) and let Yˆ = PK(Xˆ). Theorem 3 shows that
‖Yˆ − Xˆ‖F ≤ C/T and L(Xˆ) ≤ L∗ + C/T . Also Theorem 1(b) indicates that L(Yˆ ) =
f(Yˆ ) ≤ L∗ + C/T ≤ f(Π) + C/T .
Let ∆ = Yˆ − Π and W = S − Σ, and then Lemma 3.1 of Vu et al. (2013) implies
that (δ/2)‖∆‖2F ≤ −tr(Σ∆). Therefore, if λ ≥ ‖W‖∞,∞, then
(δ/2)‖∆‖2F ≤ −tr(Σ∆) = −tr(S∆) + tr(W∆)
= f(Yˆ )− f(Π)− λ(‖Yˆ ‖1,1 − ‖Π‖1,1) + tr(W∆)
≤(∗) f(Yˆ )− f(Π) + 2λs‖∆‖F
≤ 2λs‖∆‖F + C/T,
where (∗) comes from the proof of Theorem 3.1 of Vu et al. (2013). Solving the inequality
above, we get
‖∆‖F ≤ 2λs+
√
(2λs)2 + 2δC/T
δ
≤ 4λs
δ
+
√
2C/δ√
T
,
and hence ‖Xˆ−Π‖F ≤ ‖∆‖F+‖Xˆ−Yˆ ‖F ≤ ‖∆‖F+C/T . Under the stated assumptions,
‖W‖∞,∞ ≤ λ holds with probability at least 1− 2/p2, thus proving the conclusion.
A.9 Proof of Theorem 4 (Part One)
Define f0t(X) = −tr(StX), f1(X) = λ‖X‖1, f2(X) = ν
√
pd[g1(X)]+ + νp[g2(X)]+, and
f3(X) = ν
√
p/(d+ 1)dC1(X). Then by Corollary 1, νdK(X) ≤ f2(X) + f3(X), so we
get `t−1(X) ≤ (f0t + f1 + f2 + f3)(X). Moreover, `t−1(X) = f0t(X) + f1(X) if X ∈ K.
Below we first follow Proposition 3 of Bertsekas (2011) to obtain inequalities (25) to
33
(32), and then adapt the results to the online learning setting.
It is easy to see that X(1)t = proxαtf1(X
(0)
t ) and X
(3)
t = proxαtf3(X
(2)
t ), so by
Proposition 1(b) of Bertsekas (2011), for any Y ∈ X we have
f1(X
(1)
t )− f1(Y ) ≤
1
2αt
(
‖X(0)t − Y ‖2F − ‖X(1)t − Y ‖2F
)
, (25)
f3(X
(3)
t )− f3(Y ) ≤
1
2αt
(
‖X(2)t − Y ‖2F − ‖X(3)t − Y ‖2F
)
. (26)
Next, the convexity of f2 implies f2(X
(1)
t )− f2(Y ) ≤ tr(G(X(1)t − Y )), where G is any
subgradient of f2 at X
(1)
t . Take G = αtν
√
pd1{λ1 > 1}γ1γT1 −αtνp1{λp < 0}γpγTp , and
then we get
‖X(2)t − Y ‖2F = ‖X(1)t − αtG− Y ‖2F = ‖X(1)t − Y ‖2F − 2αttr(G(X(1)t − Y )) + α2t‖G‖2F
≤ ‖X(1)t − Y ‖2F − 2αt{f2(X(1)t )− f2(Y )}+ α2t ν2p(p+ d),
indicating that
f2(X
(1)
t )− f2(Y ) ≤
1
2αt
(
‖X(1)t − Y ‖2F − ‖X(2)t − Y ‖2F
)
+
αt
2
ν2p(p+ d). (27)
For f0t, we have
‖Xt − Y ‖2F = ‖PX
(
X
(3)
t + αtSt
)
− Y ‖2F
≤‖X(3)t + αtSt − Y ‖2F = ‖X(3)t − Y ‖2F − 2αt
{
f0t(X
(3)
t )− f0t(Y )
}
+ α2t‖St‖2F
where the inequality is due to the nonexpansion property of the projection operator.
As a result,
f0t(X
(3)
t )− f0t(Y ) ≤
1
2αt
(
‖X(3)t − Y ‖2F − ‖Xt − Y ‖2F
)
+
αt
2
‖St‖2F . (28)
Notice that f0t, f1, f2, and f3 are all Lipschitz continuous functions, so ‖X(1)t −
X
(0)
t ‖ ≤ αtλp, ‖X(2)t − X(1)t ‖ ≤ αtν
√
p(p+ d), and ‖X(3)t − X(2)t ‖ ≤ αtν
√
p/(d+ 1).
Consequently,
f1(X
(0)
t )− f1(X(1)t ) ≤ αt(λp)2, (29)
f2(X
(0)
t )− f2(X(1)t ) ≤ αtλpν
√
p(p+ d), (30)
f3(X
(0)
t )− f3(X(3)t ) ≤ αtν
√
p/(d+ 1)(λp+ ν
√
p(p+ d) + ν
√
p/(d+ 1)), (31)
f0t(X
(0)
t )− f0t(X(3)t ) ≤ αt‖St‖F (λp+ ν
√
p(p+ d) + ν
√
p/(d+ 1)). (32)
Adding up (25) to (32), we obtain
`t−1(Xt−1)− `t−1(Y ) ≤ ‖Xt−1 − Y ‖
2
F − ‖Xt − Y ‖2F
2αt
+
αt
2
(‖St‖2F +C1‖St‖F +C2), (33)
34
where C1 = λp+ν
√
p(p+ d)+ν
√
p/(d+ 1) and C2 = ν2p(p+d)+2(λp)2+2λpν
√
p(p+ d)+
2ν
√
p/(d+ 1)C1. Summarizing (33) over t = 2, . . . , T + 1, we have
T∑
t=1
`t(Xt)−
T∑
t=1
`t(Y )
≤‖X1 − Y ‖
2
F
2α2
+
1
2
T∑
t=2
(α−1t+1 − α−1t )‖Xt − Y ‖2F +
1
2
T+1∑
t=2
αt(‖St‖2F + C1‖St‖F ) +
C2
2
T+1∑
t=2
αt
≤2d
α2
+ 2d ·
T∑
t=2
(α−1t+1 − α−1t ) +
C2
2
T+1∑
t=2
αt +
1
2
T+1∑
t=2
αt(‖St‖2F + C1‖St‖F ).
Take α1 = α0, αt = α0/
√
t− 1, t ≥ 2, and then ∑T+1t=2 αt ≤ 2α0√T and
T∑
t=1
`t(Xt)−
T∑
t=1
`t(Y ) ≤ 2d
α0
+
2d
√
T
α0
− 2d
α0
+ α0C2
√
T +
α0
2
T∑
t=1
‖St+1‖2F + C1‖St+1‖F√
t
.
(34)
A.10 Proof of Theorem 4 (Part Two)
Let f0(X) = −tr(ΣX) and ` = f0 + f1 + f2 + f3, and then it is easy to show that
T∑
t=1
{`(Xt)− `t(Xt)}−
T∑
t=1
{`(Π)− `t(Π)} =
T∑
t=1
tr((St+1−Σ)(Xt−Π)) :=
T∑
t=1
ηt. (35)
Combining (34) and (35) yields
1
T
T∑
t=1
`(Xt)− `(Π) ≤ 2d/α0 + α0C2√
T
+
α0
2T
T∑
t=1
‖St+1‖2F + C1‖St+1‖F√
t
+
1
T
T∑
t=1
ηt,
so our target is to bound
∑T
t=1 ηt,
∑T
t=1 ‖St+1‖F/
√
t, and
∑T
t=1 ‖St+1‖2F/
√
t.
First, note that ηt ≤ ‖St+1 − Σ‖F‖Xt − Π‖F ≤ 2
√
dξt+1, so by Assumption 6,
E{exp(uηt)} ≤ E{exp(2
√
duξt+1)} ≤ exp(4du2σ21/2), ∀ |u| ≤ 1/b1.
Also note that ηt is a martingale difference sequence, so
E
{
exp
(
u
∑T
t=1 ηt
)}
= E
{
exp
(
u
∑T
t=1 ηt
)
E [exp(uηT )|S1, . . . , ST ]
}
≤ exp(4du2σ21/2) · E
{
exp
(
u
∑T−1
t=1 ηt
)}
≤ · · · ≤ exp(4dσ21Tu2/2),
showing that
∑T
t=1 ηt is sub-exponential with parameters bT = b1 and σ1T = 2σ1
√
dT .
Using the concentration bound for sub-exponential random variables, we have for any
35
D1 > 0,
log
[
P
{
T∑
t=1
ηt > D1
√
T
}]
≤
{
−D21/(8σ21d), D1
√
T ≤ σ21T/b1
−D1
√
T/(2b1), D1
√
T > σ21T/b1
≤ −min{D21/(8σ21d), D1/(2b1)} , (36)
where the conservative bound (36) is used mainly for brevity.
On the other hand,
T∑
t=1
‖St+1‖F√
t
≤
T∑
t=1
‖St+1 − Σ‖F + ‖Σ‖F√
t
≤
T∑
t=1
ξt+1 − µ1√
t
+ 2
√
T (µ1 + ‖Σ‖F ).
Since ξt is an independent and sub-exponential sequence, we have for all |λ| < 1/b1,
E
{
exp
(
u
T∑
t=1
ξt+1 − µ1√
t
)}
=
T∏
t=1
E
[
exp
{
u(ξt+1 − µ1)√
t
}]
≤
T∏
t=1
exp
(
u2σ21
2t
)
≤ exp{u2σ21(log(T ) + 1)/2} .
Therefore, for any D2 > 0,
log
[
P
{
T∑
t=1
ξt+1 − µ1√
t
> D2`(T )
}]
≤
−D22/(2σ21), D2`(T ) ≤ σ22T/b1−D2`(T )/(2b1), D2`(T ) > σ22T/b1
≤ −min{D22/(2σ21), D2/(2b1)} , (37)
where `(T ) =
√
log(T ) + 1, and σ2T = σ1`(T ). With a similar argument, we can show
that
∑T
t=1 ‖St+1‖2F/
√
t ≤ 2√Tµ2 +
∑T
t=1(ζt+1 − µ2)/
√
t, and for any D3 > 0,
log
[
P
{
T∑
t=1
ζt+1 − µ2√
t
> D3`(T )
}]
≤ −min{D23/(2σ22), D3/(2b2)} . (38)
Let the right hand sides of (36) (37) (38) be ε/3, and we solveD1 = max
{
2b1εl, 2σ1
√
2dεl
}
,
D2 = max
{
2b1εl, σ1
√
2εl
}
, and D3 = max
{
2b2εl, σ2
√
2εl
}
, where εl = log(3/ε). There-
fore, with probability at least 1− ε,
1
T
R({Xt}, T ) ≤ 2d/α0 + α0C2 +D1√
T
+
α0C1
{
2
√
T (µ1 + ‖Σ‖F ) +D2`(T )
}
2T
+
α0
{
2
√
Tµ2 +D3`(T )
}
2T
=
C3√
T
+
C4{log(T ) + 1}
T
:= C(T ),
36
where C3 = 2d/α0 +D1 +α0{C2 +C1(µ1 +‖Σ‖F )+µ2},and C4 = α0(C1D2 +D3)/2. By
the convexity of `(·), we have T−1∑Tt=1 `(Xt) ≥ `(XˆT ), so with the specified probability,
`(XˆT )− `(Π) ≤ C(T ).
Let YˆT = PK(XˆT ). If ν ≥ λp + ‖Σ‖F + 1, then by Theorem 1, we have `(YˆT ) −
`(Π) ≤ C(T ) and ‖XˆT − YˆT‖ ≤ C(T ). Let ∆ = YˆT − Π, and then Lemma 3.1 of
Vu et al. (2013) shows that (δ/2)‖∆‖2F ≤ −tr(Σ∆), thus (δ/2)‖∆‖2F ≤ −tr(Σ∆) =
`(YˆT ) − `(Π) − λ(‖XˆT‖1,1 − ‖Π‖1,1) ≤ C(T ) + λ‖Π‖1,1. Since Π is sparse, we have
‖Π‖1,1 ≤ s‖Π‖F = s
√
d. Finally, applying the triangle inequality yields the requested
result.
A.11 Proof of Theorem 5
To simplify the notation, in this proof we use ‖ · ‖q as a shorthand for the ‖ · ‖q,q norm,
and let Sp be the space of p × p symmetric matrices. We first show that the function
ρ(X) = ‖X‖2r/2 is β-strongly convex with respect to the ‖ · ‖1 norm. To see this,
by Lemma 9 of Kakade et al. (2012), we have ρ(X) ≥ ρ(Y ) + tr (U(X − Y )) + {(r −
1)/2}‖X − Y ‖2r for all X, Y ∈ Sp and U ∈ ∂ρ(Y ). In general, for 0 < m < n we have
‖X‖m ≤ p2/m−2/n‖X‖n, so ‖X‖1 ≤ p2−2/r‖X‖r = exp(2)‖X‖r. Then we immediately
get ρ(X) ≥ ρ(Y ) + tr (U(X − Y )) + (β/2)‖X − Y ‖21.
Next we verify that f˚(X;Y, t) = −tr(Y X) + λt‖X‖1 +
√
t‖X‖2r/2 is Lipschitz con-
tinuous on X with the Lipschitz constant Lt. It is easy to show that the first two terms
have Lipschitz constants ‖Y ‖F and λtp, respectively. For the third term,
∂(‖X‖2r/2)
∂xkl
=
1
r
(∑
i,j
|xij|r
)2/r−1
r|xkl|r−1sign(xkl), (39)
implying that ‖∇ρ(X)‖F = ‖X‖2−rr · ‖X‖r−12r−2 ≤ exp(−4)p2 · ‖X‖F . So the Lipschitz
constant for the third term is exp(−4)√tdp2. Adding the constants together yields the
required result.
Using the notation in Orabona et al. (2015), define F (X) = λ‖X‖1, g(X) = ρ(X) =
‖X‖2r/2, and ft(X) =
√
tg(X) + tF (X). The domain of ft(X) is taken to be K. From
the first result above, it is obvious that ft(X) is β
√
t-strongly convex with respect to
‖ · ‖1. Let f ∗t (Y ) = supX∈K {tr(Y X) − ft(X)} be the Fenchel conjugate of ft, with Sp
as the domain. Orabona et al. (2015) shows that f ∗t is everywhere differentiable, and
∇f ∗t (Y ) = arg minX∈K {−tr(Y X) + ft(X)}.
Let Wt = ∇f ∗t (Yt) = arg minX∈K {−tr(YtX) + ft(X)}, and then Theorem 1(a)
indicates that L˚∗ := minX∈X L˚(X;Yt, t) = L˚(Wt;Yt, t). Also let Xt be defined as in
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Algorithm 3, so by definition, L˚(Xt;Yt, t) ≤ L˚(Wt;Yt, t) + β
√
tε2t/2. In this sense, Xt is
an approximation to Wt. In fact, by the strong convexity of L˚(X;Yt, t) with respect to
the ‖ · ‖1 norm, we have β
√
tε2t/2 ≥ L˚(Xt;Yt, t)−L˚∗ ≥ (β
√
t/2)‖Xt−Wt‖21. Therefore,
we assert that ‖Xt−Wt‖1 ≤ εt, and consequently tr((Wt−Xt)St+1) ≤ ψt+1‖Xt−Wt‖1 ≤
εtψt+1.
Next, Lemma 1 of Orabona et al. (2015) shows that
T∑
t=1
tr (St+1(Π−Wt)) ≤ fT (Π) +
T∑
t=1
{
ψ2t+1
2β
√
t
+ ft−1(Wt)− ft(Wt)
}
. (40)
Then adding the tr((Wt −Xt)St+1) term to the left hand side of (40) yields
T∑
t=1
tr (St+1(Π−Xt)) ≤ fT (Π) +
T∑
t=1
{
ψ2t+1
2β
√
t
+ εtψt+1 + (
√
t− 1−√t)g(Wt)− F (Wt)
}
≤
√
Tg(Π) + TF (Π) +
T∑
t=1
{
ψ2t+1
2β
√
t
+ εtψt+1 − F (Wt)
}
. (41)
Note that |F (Wt) − F (Xt)| = λ|‖Wt‖1,1 − ‖Xt‖1,1| ≤ λ‖Wt − Xt‖1,1 ≤ λεt, so adding
the inequality 0 ≤ F (Wt)− F (Xt) + λεt to (41) gives
T∑
t=1
tr (St+1(Π−Xt)) +
T∑
t=1
F (Xt)− TF (Π) ≤
√
Tg(Π) +
T∑
t=1
{
ψ2t+1
2β
√
t
+ εt(λ+ ψt+1)
}
.
Finally, dK(Π) = 0, and dK(Xt) ≤ β
√
tε2t/2 by Theorem 1(b), so the first part of the
theorem is proved.
Now consider the final output XˆT = XT . Define ZT = PK(XT ), S = T−1
∑T
t=1 St,
L(X) = T−1L˚(X;αTS, T ), and L∗ = minX∈X L(X). Then by Algorithm 3 and The-
orem 1, we have L(ZT ) ≤ L∗ + βε2T/(2
√
T ) and ‖XT − ZT‖F ≤ β
√
Tε2T/2. Define
∆ = ZT − Π and W = S − Σ. Similar to the proof of Corollary 2, if λ ≥ ‖W‖∞, then
(δd/2)‖∆‖2F ≤ −tr(Σ∆) = −tr(S∆) + tr(W∆)
= L(ZT )− L(Π)− λ(‖ZT‖1 − ‖Π‖1) + tr(W∆)− (ρ(ZT )− ρ(Π))/
√
T
≤ βε2T/(2
√
T ) + 2λs‖∆‖F − (ρ(ZT )− ρ(Π))/
√
T .
Due to the strong convexity of ρ(X), we have ρ(ZT )− ρ(Π) ≥ tr (U∆) + (β/2)‖∆‖21 ≥
−‖U‖F‖∆‖F + (β/2)‖∆‖2F , where U = ∇ρ(Π). Since Π is sparse, the norm of Π can
be computed on an s × s submatrix. Therefore, using (39) again we get ‖∇ρ(Π)‖F =
‖Π‖2−rr · ‖Π‖r−12r−2 ≤ s2−4/ log(p)‖Π‖F = s2−4/ log(p)
√
d. Further take εT = 1/
√
T , and then
(δd + β/
√
T )/2 · ‖∆‖2F ≤
β
2T 3/2
+
(
2λs+
‖U‖F√
T
)
‖∆‖F .
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Solving the inequality and noting that ‖XT − ZT‖F ≤ β
√
Tε2T/2 = β/(2
√
T ), we get
the claimed bound.
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