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Let k be an algebraic number field containing a primitive mth root of unity. An extension
K = k( m
√
µ) of k with µ ∈ k is called a Kummer extension. These extensions have been
studied extensively in the past and they play an important role in class field theory.
Recently many new algorithms dealing with Kummer extensions emerged. In this paper
we will give algorithms to solve two problems, which are of particular interest; the
computation of the relative discriminant dK/k and the computation of Hilbert norm
symbols.
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1. Introduction
Recently, computational algebraic number theorists have become more and more inter-
ested in relative extensions. The analysis of Kummer extensions, i.e. radical extensions
K = k( m
√
µ) of a (local or algebraic number) field k containing a primitive mth root of
unity, is very important for the understanding of algorithmic aspects of general relative
extensions, in a similar fashion to how the treatment of quadratic fields has improved
the algorithmic treatment of general number fields. Kummer extensions play a major
role in the theoretical treatment of relative extensions, and especially within class field
theory. By using these extensions it is, for example, possible to construct class fields of
an arbitrary algebraic number field (Daberkow and Pohst, 1995; ?, 1998). In a recent
paper, M. Pohst described the computation of a system of relative generators for the ring
of integers for a Kummer extension (Pohst, 1996). In what follows, we assume that the
reader is familiar with algorithms for absolute number fields as presented for example in
Cohen (1993), Pohst (1993) or Pohst and Zasenhaus (1989).
2. The Relative Discriminant of a Kummer Extension
Let k be an algebraic number field containing a primitive mth root of unity and let
K be a Kummer extensions of k generated by an algebraic integer µ, e.g. K = k( m
√
µ).
For any field k we denote by Pk the set of non-zero prime ideals of the ring of integers of
k, in addition, P is the set of oridinary prime numbers. The treatment of the case where
the Kummer extension K = k( m
√
µ) is not of prime degree over k can be derived from
the special case [K : k] ∈ P by simply iterating the arguments of the prime degree case.
Hence we will only consider Kummer extensions of prime degree in this section. So we
assume in the following, that [K : k] = p ∈ P holds. The aim of this section is to provide
an algorithm for the computation of the relative discriminant of Kummer extension K/k.
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We define the discriminant dK/k of K/k to be the ideal:
dK/k := 〈{dK/k(ω1, . . . , ω[K:k]) | ω1, . . . , ω[K:k] ∈ OK}〉,
were OK is the ring of integers of K and dK/k(ω1, . . . , ω[K:k]) the determinant of the
trace matrix (TrK/k (ωiωj))1≤i,j≤[K:k]. An important lemma on the possible choices of
the generator of a Kummer extension is given in Koch (1992, p. 58).
Lemma 2.1. Let n ∈ N and F be a (local or algebraic number) field containing a primitive
nth root of unity ζn. For η1, η2 ∈ F with tn − ηi irreducible in F [t] (i = 1, 2) we have
F( n√η1) = F( n√η2)⇐⇒ ∃α ∈ F , r ∈ Z such that gcd(r, n) = 1 and η1 = ηr2αn.
Hence we can, without loss of generality, assume that
νp (µ) ∈ {0, . . . , p− 1} ∀p ∈ Pk with νp (p) > 0 (2.1)
holds, where Pk is the set of all prime ideals of k. The core of the idea of the computation
of the relative discriminant dK/k of the extension K/k is Hasse’s local–global principle.
In our case it melts down to the following lemma (Cassels, 1986).
Lemma 2.2. For a prime ideal P ∈ PK define p ∈ Pk by P ∩ k. Then we denote by
dKP/kp the discriminant of the p-adic extension KP/kp and we have
dK/k =
∏
P∈PK
dKP/kp .
This lemma indicates that we can compute the relative discriminant dK/k of the extension
K/k by computing the local discriminants dKP/kp . Hence we will concentrate on the
computation of these discriminants in what follows.
2.1. the discriminant of a local Kummer extension
Let F be a p-adic field containing a primitive pth root of unity for a given prime p.
Moreover, let E be a Kummer extension of F with
E = F( p√µ)
for an integral element µ ∈ OF . We denote the maximal ideal of F by PF and the
exponential valuation associated with F by νF (·). As a refinement of assumption (2.1)
to the local case, we can assume
νF (µ) ∈ {0, 1} (2.2)
by Lemma 2.1. Then we have the following lemma, which can be found in Hasse (1964).
Theorem 2.3. Let q be the characteristic of the residue field F¯ of F . For a given n ∈ N
there is a constant l ∈ N depending only on the field F and n, such that for all α ∈ F
we have
∃β ∈ F : νF (α− βn) ≥ l =⇒ ∃α0 ∈ F : α = αn0 .
It is sufficient to choose
l ≥
⌊
νF (q)
q − 1
⌋
+ 1 + νq (n) νF (q) .
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As an application of this theorem we note that the generator µ of the extension E/F
cannot be a pth power modulo PeFp+1F with eF =
νF (p)
p−1 , since we have⌊
νF (p)
p− 1
⌋
+ 1 + νp (p) νF (p) =
⌊
eF (p− 1)
p− 1
⌋
+ 1 + eF (p− 1)
= eF + 1 + eF (p− 1)
= eFp+ 1.
Hence, by Theorem 2.3 the generator µ would be a pth power in F , if the congruence
γp ≡ µmodPeFp+1F
had a solution in F .
Moreover, we have the following simple, but important, observation on the possible be-
haviour of the extension E/F . The extension E/F falls into one of the next two categories,
since [E : F ] equals e(E/F)f(E/F).
(a) The extension E/F is ramified, e.g. we have
e(E/F) = p and f(E/F) = 1.
(b) The extension E/F is unramified, e.g. we have
e(E/F) = 1 and f(E/F) = p.
We now have the local version of a theorem by Hecke, together with a refinement on
the exact valuation of the discriminant (Hecke, 1981; Daberkow, 1995).
Theorem 2.4. Let PF be the prime ideal of F . We have
PFOE = PpE and νF
(
dE/F
)
= (p− 1) + pνF (p)
if νF (µ) = 1. In case νF (µ) = 0 we obtain:
(i) p 6∈ PF implies PFOE = PE ,
(ii) if p ∈ PF holds, we define eF := νF (p) /(p − 1) and obtain PFOE = PpE if and
only if the congruence xp ≡ µmodPeFpF has no solution. With
κ = max{0 ≤ l < eFp | ∃γ ∈ OF : γp ≡ µmodPlF}
we have νF
(
dE/F
)
= (p− 1)(eFp− κ+ 1).
Since p ∈ PF is equivalent to char(F¯) = p, the computation of νF
(
dE/F
)
is easy if the
generator µ is a prime element in OF or if the generator is a unit in OF and char(F¯) 6= p
holds. In the first case we have νF
(
dE/F
)
= (p − 1) + pνF (p) and νF
(
dE/F
)
= 0 in
the latter. If the generator µ is a unit and char(F¯) = p holds, it is important to solve a
congruence equation of the form γp ≡ µmodPlF for l ∈ {0, . . . , eFp−1} and to compute
κ = max{0 ≤ l < eFp | ∃γ ∈ OF : γp ≡ µmodPlF}
in an efficient way. The outlined algorithm will compute κ in two steps. In a first step
we will compute κ˜ = max{0 ≤ l ≤ νF (p) | ∃γ ∈ OF : γp ≡ µmodPlF} and if κ˜ = νF (p)
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holds, we will proceed with checking exponents larger than νF (p). The computation of
κ˜ is easy, since in this case the map
ϕ : OF/PlF → OF/PlF : x 7→ xp
is linear. Hence using linear algebra, we can check whether or not the equation γp ≡
µmodPlF is solvable for a given l ∈ {1, . . . , νF (p)} by simply testing µ ∈ Im(ϕ). To
solve the pth power problem for exponents in {νF (p) + 1, . . . , eFp} we have to use a
somewhat different approach. In a first step we consider the case that the element µ is
congruent to one modulo Pl−1F , where l is the exponent we are investigating.
Lemma 2.5. Let n ∈ {νF (p) + 1, . . . , νF (p) + eF = peF} and assume that for m ∈ OF
m ≡ 1 modPn−1F
holds. Then we have:
(i) eF < p implies
∃c ∈ OF : cp ≡ mmodPnF ⇐⇒ m ≡ 1 modPnF .
(ii) eF ≥ p implies
∃c ∈ OF : cp ≡ mmodPnF
⇐⇒ ∃(x+ PeFF ) ∈ P
deF− eFp e
F /P
eF
F : (1 + x)
p ≡ mmodPnF .
Proof. In both cases the “only if” part is trivial. Hence it remains to prove the “if”
case. Without loss of generality we can assume m 6≡ 1 modPnF . Furthermore, let c ∈ OF
be given by
cp ≡ mmodPnF .
Since we have m ≡ 1 modPF , this implies cp ≡ 1 modPF , therefore c ≡ 1 modPF and
hence c is of the form c = 1 + x with x ∈ PF (resp. νF (x) ≥ 1). We obtain
cp = (1 + x)p = 1 +
p−1∑
i=1
(
p
i
)
xi + xp,
and for the summands we have
(i) νF
((
p
i
)
xi
)
= νF (p) + iνF (x) for 1 ≤ i < p,
(ii) νF (xp) = pνF (x).
Using νF (x) ≥ 1 we conclude νF
((
p
k
)
xk
) 6= νF ((pl)xl) for 1 ≤ k < l < p and hence we
obtain
νF
(
p−1∑
i=1
(
p
i
)
xi
)
= min
{
νF
((
p
i
)
xi
) ∣∣∣∣1 ≤ i < p} (2.3)
= νF (p) + νF (x) .
Moreover, νF (x) < eF holds, since νF (x) ≥ eF would imply
νF
(
p∑
i=1
(
p
i
)
xi
)
≥min{νF (p) + νF (x) , pνF (x)}
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≥min{νF (p) + eF , peF}
= min{eF (p− 1) + eF , peF} = peF ≥ n,
which would lead to
cp ≡ (1 + x)p ≡ 1 +
p∑
i=1
(
p
i
)
xi ≡ 1 modPnF
and hence to the congruence m ≡ 1 modPnF , a contradiction to our assumption. Hence
νF (x) always fulfils νF (x) < eF . In particular, the equivalence “νF (p) + νF (x) =
pνF (x)⇐⇒ νF (x) = eF” means νF (p) + νF (x) 6= pνF (x), which implies
νF
(
p∑
i=1
(
p
i
)
xi
)
= min{νF (p) + νF (x) , pνF (x)}
= pνF (x) .
From m ≡ 1 modPn−1F and m ≡ cp modPnF we now obtain cp ≡ 1 modPn−1F , which
leads to
∑p
i=1
(
p
i
)
xi ≡ 0 modPn−1F and
νF
(
p∑
i=1
(
p
i
)
xi
)
≥ n− 1.
We finally obtain from
pνF (x) = νF
(
p∑
i=1
(
p
i
)
xi
)
≥ n− 1⇔ νF (x) ≥ n− 1
p
the estimation
νF (x) ≥ n− 1
p
≥ eF (p− 1)
p
= eF − eF
p
.
If eF < p holds, we conclude from νF (x) ∈ Z
νF (x) ≥ eF ,
which is impossible, since we always have νF (x) < eF . Hence for eF < p the case
m 6≡ 1 modPnF cannot occur.
If, on the other hand, we have eF ≥ p, we also have
eF > νF (x) ≥
⌈
eF − eF
p
⌉
,
which implies
(x+ PeFF ) ∈ (P
deF− eFp e
F /P
eF
F ) \ {0 + PeFF },
where we can exclude the element 0 +PeFF because of x 6∈ PeFF . This leads to (including
x = 0, the solution for m ≡ 1 modPF )
(x+ PeFF ) ∈ (P
deF− eFp e
F /P
eF
F ).2
Using the following propositions, we can always reduce the general problem of find-
ing pth power modulo a prime ideal power to this special case. The proofs of these
propositions are straightforward and make only little use of the multiplicative structure
(OF/PlF )∗. We will therefore omit the proofs here.
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Proposition 2.6. Let n ∈ {νF (p) + 1, . . . , νF (p) + eF = peF} and c ∈ OF be given
such that
cp ≡ µmodPn−1F .
We furthermore assume that m ∈ OF is given with mcp ≡ µmodPnF . There is an
element α ∈ OF satisfying
αp ≡ µmodPnF ,
if and only if β ∈ OF exists satisfying
βp ≡ mmodPnF .
In this case we can choose α to be cβ.
Proposition 2.7. Let n ∈ N and α, c ∈ OF be given with
(i) α ≡ cmodPnF ,
(ii) c 6≡ 0 modPnF .
Then there is an element m ∈ OF such that
mc ≡ αmodPn+1F
holds.
We will give the algorithm for the computation of νF
(
dE/F
)
in two steps. The first
algorithm will be used to compute
κ = max{0 ≤ l < eFp | ∃γ ∈ OF : γp ≡ µmodPlF}.
Algorithm 2.1. (This algorithm decides for l ∈ {eF (p − 1) + 1, . . . , eFp} whether or
not the congruence γp ≡ µmodPlF has a solution.)
Input: l ∈ {eF (p − 1) + 1, . . . , eFp} and c ∈ OF satisfying the congruence cp ≡
µmodPl−1F .
Output: “Not Solvable” or “Solvable” and γ ∈ OF satisfying γp ≡ µmodPlF .
Step 1 Compute, according to Proposition 2.6, m ∈ OF with mcp ≡
µmodPlF .
Step 2 Check if the congruence xp ≡ mmodPlF is solvable.
Step 3 If the congruence xp ≡ mmodPlF has no solution, terminate
with “Not Solvable”.
Step 4 Compute γ˜ ∈ OF as a solution of xp ≡ mmodPlF .
Step 5 Define γ := γ˜c and terminate with “Solvable”.
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Remark 2.8. (1) Since the map Φ : OF/PlF −→ OF/PlF : x 7→ x(cp + PlF ) is a
Z–linear map, we can easily compute m.
(2) The assumptions of Lemma 2.5 are fulfilled, Step 2 can be performed by doing a
few tests if eF ≥ p or just a single test, if eF < p holds.
(3) Proposition 2.7 shows the correctness of the algorithm.
(4) To compute κ, we first evaluate κ˜ = max{0 ≤ l ≤ νF (p) | ∃γ ∈ OF : γp ≡
µmodPlF} as described at the beginning of this section. If κ˜ = νF (p) holds, we
compute κ by iterating Algorithm 2.1.
We are now able to give a complete algorithm for the computation of the valuation of
the relative discriminant of a local Kummer extensions, if the generator is a unit and the
characteristic of the residue field F¯ of F is p.
Algorithm 2.2. (Computation of νF
(
dE/F
)
.)
Input: The local field F , the generator µ of E with νF (µ) ∈ {0, 1} and p = [E : F ].
Output: m ∈ N0 such that νF
(
dE/F
)
= m.
Check 1 If νF (µ) = 1 return (p− 1) + pνF (p).
Check 2 If char(F) 6= p return 0.
Ramification Evaluate the ramification eF of F over Qp(ζp) by
νF (p) = eF (p− 1).
Power Using Algorithm 2.1 compute
κ = max{0 < l ≤ peF | ∃c ∈ OF : cp ≡ µmodPlF}.
Valuation If κ = peF return 0. Otherwise return (p− 1)(peF − κ+ 1).
2.2. the discriminant of a global Kummer extension
Since we are now able to compute to discriminant of a local Kummer extension, we
can also give an algorithm to compute the discriminant of a Kummer extension of a
number field. We note that it will not be necessary to compute the p-adic completion
of the number field k. For the computation of the local components of dK/k for prime
ideals P ∈ PK and p ∈ Pk with p = P ∩ k satisfying νp (µ) 6≡ 0 mod p, we simply
have νp
(
dK/k
)
= (p − 1) + pνp (p). Moreover, if νp (µ) ≡ 0 mod p and char(Ok/p) 6= p
holds, we have νp
(
dK/k
)
= 0. So it remains to analyse, how we can compute νp
(
dK/k
)
if the characteristic of Ok/p is p and νp (µ) ≡ 0 mod p holds. The crucial part of this
computation is the evaluation of κ as
κ = max{0 < l ≤ peF | ∃c ∈ OF : cp ≡ µmod pl},
where F is the p-adic completion of k with respect to p and eF is the ramification of
F over Qp(ζp). But for the computation of κ we can apply the method outlined in the
previous subsection, since we have OF/PmF ' Ok/pm for all m ∈ N.
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2.3. example
Let F be defined by a root ρ of the polynomial
f(t) = t6 + 5t5 − 6t4 − 53t3 + 3t2 + 206t+ 244.
An integral basis of this field is given by
ω1, . . . , ω5 = 1, ρ, ρ2, ρ3, 12 (ρ+ ρ
4),
ω6 =
1256 + 120ρ+ 487ρ2 + 140ρ3 + 596ρ4 + ρ5
2740
.
For
E = F( 3√ω1 + · · ·+ ω6)
we compute dE/F as
dE/F = 35337972415212OF + (112560931146301 + 348ω2 + 350ω3 + 42ω4 − ω5 + ω6)OF .
3. Hilbert Norm Symbols
The aim of this section is to give an algorithm for the computation of the mth Hilbert
norm symbol in a local field. The mth Hilbert norm symbol (·, ·)m is a bimultiplicative
map defined on the multiplicative group of a local field F containing the mth roots of
unity µm
(·, ·)m : F∗ ×F∗ → µm.
This symbol can be defined in terms of the norm residue symbol, the inverse map of
Artin’s reciprocity law map.
Theorem 3.1. (Artin’s reciprocity law) Let L/K be an Abelian extension of p-
adic fields. Then there is an isomorphism
rL/K : Gal(L/K)→ F∗/NL/K(L∗)
and the inverse map, the norm symbol, is given by
(·, L/K) : F∗ → Gal(L/K)
with kernel NL/K(L∗).
By the following equation, the mth Hilbert norm symbol of α, β ∈ F∗ can be viewed
as the norm symbol for Kummer extensions (Koch, 1992, p. 101; Neukirch, 1992, p. 350;
Fesenko and Vostokov, 1993):
(α, β)m m
√
β = (α,F( m
√
β)/F)( m
√
β).
In addition to this connection to the ordinary norm symbol, which will serve as a defini-
tion here, the Hilbert norm symbol has a number of important properties, which we will
briefly state in the next theorem (Koch, 1992, p. 101; Neukirch, 1992, p. 351; Fesenko
and Vostokov, 1993).
Theorem 3.2. For all α, α′, β ∈ F∗ we have:
(1) (αα′, β)m = (α, β)m(α′, β)m,
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(2) (α, β)m = (β, α)−1m ,
(3) (α, 1− α)m = 1 and (α,−α)m = 1,
(4) (α, γ)m = 1 for all γ ∈ F∗ implies α ∈ F∗ m,
(5) (α, β)m = 1 ⇐⇒ α ∈ NE/F (E∗) with E = F( m
√
β).
It has always been an important question as to how to give explicit formulas for Hilbert
norm symbols in a given local field F and the question was answered by Vostokov and
Bru¨ckner independently (Bru¨ckner, 1979; Fesenko and Vostokov, 1993). They have both
found formulas to express (α, β)m for given α and β. Unfortunately, these formulas
are not very useful to actually compute Hilbert norm symbols, since they require the
computation of highly non-trivial p-adic functions.
To compute mth Hilbert norm symbols, we will treat two different cases. The first
case, which is easy, is dealing with the situation that the characteristic of the residue
field F¯ of F is not p. With F¯ ' Fq, we have µm ⊂ µq−1 and hence m | q − 1. Moreover,
we have the decomposition
UF = µq−1 × U (1)F
of the unit group of F and for a given unit u ∈ UF we denote the µq−1 part of u by ω(u).
Then the following theorem (Neukirch, 1992, p. 353; Fesenko and Vostokov, 1993) holds.
Theorem 3.3. For α, β ∈ F∗ we have
(α, β)m = ω
(
(−1)ab β
a
αb
) q−1
m
,
where a, b ∈ Z are defined by a = νF (α) and b = νF (β).
The difficult case is the computation of the mth Hilbert norm symbol, if char(F¯) = p
holds. We will useK-theory, rather than the results of Vostokov and Bru¨ckner, to evaluate
Hilbert norm symbols in this case. The algorithm we will give is based on the proof of
a theorem by Moore in algebraic K-theory. Before we outline the algorithm, we shortly
state some basic facts on algebraic K-theory. Since we are only interested in K2, we focus
on this group.
Definition 3.4. (1) For n ≥ 3 we define the Steinberg group St(n,F) as the quotient
A/R, where A is the free group generated by elements xλij with 1 ≤ i 6= j ≤ n and
λ ∈ F and R is the smallest normal subgroup of A such that the following relations
are valid in A/R:
(a) xλijx
µ
ij = x
λ+µ
ij ,
(b) the commutator [xλij , x
µ
il] of x
λ
ij and x
µ
il equals x
λµ
il for i 6= l,
(c) the commutator [xλij , x
µ
kl] of x
λ
ij and x
µ
kl equals 1 if i 6= l and j 6= k.
(2) The Steinberg group St(F) of F is the (direct) limit of St(n,F). K2F is the center
of St(F).
(3) A Steinberg symbol is a bimultiplicative map c : F∗×F∗ → A on the multiplicative
group of F with values in a multiplicative Abelian group A, satisfying the identity
c(a, 1− a) = 1 ∀a ∈ F∗.
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A matrix is called elementary, if it coincides with the identity matrix up to a single
non-diagonal entry. Using these elementary matrices, we have for n ≥ 3 a canonical
homomorphism Ψn : St(n,F) → GL(n,F) by defining the image of xij ∈ St(n,F) to
be the elementary matrix eλij with the entry λ at the (i, j)th place. Since GL(n,F) is
canonical embedded into GL(n+ 1,F) we define GL(F) to be the limit of GL(n,F) and
we obtain the corresponding homomorphism
Ψ : St(F)→ GL(F).
Definition 3.5. Let E(F) ⊂ GL(F) be the subgroup of GL(F) generated by all elemen-
tary matrices. For A,B ∈ E(F) choose representatives a, b ∈ St(F) such that Ψ(a) = A
and Ψ(b) = B. We set
A ? B = aba−1b−1 ∈ K2F
and for u, v ∈ F∗ we define {u, v} ∈ K2F by
{u, v} = diag(u, u−1, 1) ? diag(v, 1, v−1).
Note, that the definition of A ?B for A,B ∈ E(F) does not depend on the choice of the
representatives a, b ∈ St(F) (Milnor, 1971).
The importance of this definition lies in the fact that K2F is generated by {{α, β} |
α, β ∈ F} (Milnor, 1971). This is a crucial part of the construction of Hilbert norm
symbols. Important properties of the map are summarized in the following proposition
(Milnor, 1971; Fesenko and Vostokov, 1993).
Proposition 3.6. For all α, α′, β ∈ F∗ we have:
(i) {αα′, β} = {α, β}{α′, β},
(ii) {α, β} = {β, α}−1,
(iii) Let F¯ ' Fq and pi a prime element of F . Then we have {pi, (1− ηpin)n} = 1 for all
η ∈ µq−1, n ≥ 1.
The following theorem by Matsumoto (Milnor, 1971), underlines the importance of
K2F and {·, ·}.
Theorem 3.7. Let c(·, ·) be a Steinberg symbol from F∗×F∗ to A. Then there is exactly
one homomorphism from K2F to A which carries the symbol {a, b} to c(a, b) for all
a, b ∈ F∗.
This theorem by Moore gives very precise information on the structure of K2F , and the
proof of this theorem, as found in Milnor (1971), offers an algorithm for the computation
of the mth Hilbert norm symbol.
Theorem 3.8. Let κ be the number of roots of unity in F . The group K2F is the direct
sum of a cyclic group of order κ and an infinitely divisible group (K2F)κ. The homo-
morphism ϕκ : K2F → µκ associated with the κth Hilbert norm symbol annihilates the
subgroup (K2F)κ.
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K2F
{·, ·}
F∗ ×F∗
(·, ·)κ
ϕκ
µκ
If we are able to compute elements a, b ∈ F such that
〈{a, b}(K2F)m〉 = K2F/(K2F)m
holds, and for given α, β ∈ F∗ we are able to compute jm(α, β) ∈ Z satisfying {α, β} ≡
{a, b}jm(α,β) mod(K2F)m, a homomorphic image of the mth Hilbert norm symbol of F
is given by
ϕ˜m : F∗ ×F∗ → µm : (α, β) 7→ ζjm(α,β)m .
Although this is not the mth Hilbert norm symbol itself, this symbol can give valuable
information on F and for many computational purposes this information is good enough
(Daberkow and Pohst, 1998). Before we start to outline the algorithm in greater detail,
we note that it is sufficient to deal with the case m = pn for some positive integer n and
a prime p, since with m = pn11 · . . . · pnvv (pi 6= pj for i 6= j) we have
ϕ˜m(a, b) = ϕ˜pn11 (a, b) · . . . · ϕ˜pnvv (a, b) ∀a, b ∈ F
∗.
So from now on we assume m = pn with a positive integer n and a prime p. Furthermore,
let pi be a prime element of F , e.g. νF (pi) = 1, eF be the ramification of F overQp(ζp), e.g.
eF := νF (p) /(p− 1),
and let F¯ ' Fq. The following lemma can be found in Fesenko and Vostokov (1993) and
will be quite helpful in the following.
Lemma 3.9. The map
Φ : F∗ → F∗ : x 7→ xp
induces isomorphisms Φi : U (i)F → U (i+νF (p))F for i > eF and Φi : U (i)F /U (i+1)F →
U (pi)F /U (pi+1)F for i < eF . Furthermore the pth power homomorphism ΦeF : U (eF )F →
U (peF )F has kernel and cokernel of order p.
3.1. precision
When performing computations in the local field F , we face the problem that elements
in F do not have a finite representation. In fact, we have
F =
{ ∞∑
i=n
aipi
i
∣∣∣∣∣m ∈ Z, ai ∈ R
}
with pi a prime element of F and R a remainder system of OF/PF . One of the important
operations we have to perform within the following algorithm is the computation of pth
roots of elements in F∗. These roots have in general an infinite representation in the above
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sense. So the question we have to answer is: do we need the complete representation of
each element in the algorithm, and if not, can we give an upper bound on the precision,
we need to know of an element? Moore’s Theorem 3.8 implies for a, b ∈ F∗
ϕm({a, bm}) = ϕm({am, b}) = 1.
Hence we only need to know each element α ∈ F∗, occurring in a symbol {·, ·} during
the algorithm, modulo (F∗)m. This leads to the following proposition.
Proposition 3.10. Let α, β ∈ F∗ be given. For the computation of {α, β} it is sufficient
to perform operations in OF/Pc(F)F , where c(F) can be choosen as (eF + 1) +nνF (p) + 1
with n = νp (m). (Please recall that m is a power of p.)
Proof. First of all we can assume α, β ∈ OF , since we can multiply each of them by
a sufficient large power of pi being a mth power. Moreover, since the symbol {·, ·} is
bimultiplicative, we can assume α, β 6∈ P2F for the computation of {α, β}. If α = pilu
holds with l ∈ Z≥0 and u ∈ UF we have
{α, β} = {pi, β}l{u, β},
and the same argument is valid for β. Therefore it remains to show, that α ≡ α˜modPc(F)F
implies
{α, β} ≡ {α˜, β}mod(K2F)m
and hence ϕm({α, β}) = ϕm({α˜, β}). By Lemma 3.9 the map
Φi : U (i)F → U (i+νF (p))F : u 7→ up
is an isomorphism for for i > eF , which implies that every element in U (eF+1+nνF (p))F
is a pnth power. Now α ≡ α˜modPc(F)F implies α = α˜ + pic(F)v for some v ∈ OF and
therefore
α = α˜
(
1 + pic(F)
v
α˜
)
.
Since we have c(F) ≥ (eF+1)+νp (m) νF (p)+1 and νF (α˜) ≤ 1 we conclude 1+pic(F) vα˜ ∈
U (eF+1+nνF (p))F and hence
α ≡ α˜mod(F∗)pn .2
Using the last result, we can give a method to compute a pth root of an element in
F∗, suitable for our purposes. Since we will only need to compute pth roots of elements
in U (1)F , we restrict ourselves to this case. Let α ∈ U (1)F be given. We want to know if α
is a pth root in F , and if so we want to find a γ ∈ F satisfying
α ≡ γp modPc(F)F .
Since finding a γ with this property implies that α is a pth root by Theorem 2.3, we only
need to solve the above congruence to solve this problem. A refinement of the algorithm
in the second section will be the solution. We may assume, that γ˜ ∈ OF has been found
such that
α ≡ γ˜p modPpeFF
holds.
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Proposition 3.11. Assume κ ≥ peF and γ˜p ≡ αmodPκF holds for γ˜ ∈ OF . Then
∃γ ∈ OF : γp ≡ αmodPκ+1F ⇐⇒ ∃η ∈ µq−1 ∪ {0} : γ˜p(1 + ηpiκ−νF (p))p ≡ αmodPκ+1F
holds.
Proof. “⇐=”: trivial.
“=⇒”: We first treat the case κ = peF and keep peF − νF (p) = eF in mind. Let γ be a
solution of
γp ≡ αmodPpeF+1F .
For α′ := αγ˜p we have α
′ ∈ U (peF )F . This implies for γ′ := γγ˜ the congruence
γ′p ≡ α′modPpeF+1F .
Now,
∃η ∈ µq−1 ∪ {0} : (1 + ηpipeF−νF (p))p ≡ α′modPpeF+1F ,
implies the assertion, since
γ˜p(1 + ηpieF )p ≡ γ˜pα′ ≡ αmodPpeF+1F .
Hence it remains to show, that there is an η ∈ µq−1 satisfying
(1 + ηpieF )p ≡ α′modPpeF+1F .
By Lemma 3.9 the map Φ¯eF : U (eF )F /U (eF+1)F → U (peF )F /U (peF+1)F : u 7→ up has a kernel
and a cokernel of order p and by the definition of γ′ and α′ we have
γ′U (eF+1)F ∈ Φ¯−1eF (α′U (peF+1)F ).
Now U (eF )F /U (eF+1)F = {(1 + ηpieF )U (eF+1)F | η ∈ µq−1 ∪ {0}} leads to
∃η ∈ µq−1 ∪ {0} : (1 + ηpieF )U (eF+1)F = γ′U (eF+1)F
=⇒ γ′ ≡ (1 + ηpieF ) modU (eF+1)F
=⇒ α′ ≡ γ′p ≡ (1 + ηpieF )p modU (eF+1)F ,
and hence to the assertion. The case κ > eF can be proven in a similar way, if we keep
in mind, that the map Φκ, as defined in Lemma 3.9, is an isomorphism. 2
3.2. the algorithm
Proposition 3.12. Let i < peF and ui ∈ U (i)F . Then there is an element ui+1 ∈ U (i+1)F
satisfying
{pi, ui} = {pi, ui+1}.
Proof. It is sufficient to show that there is a γ ∈ OF satisfying
(i) γ ≡ ui modU (i+1)F ,
(ii) {pi, γ} = 1.
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We will proof the existence of γ by induction.
Case 1: gcd(p, i) = 1. By gcd(p, i) = 1 there is a ω ∈ U (i)F with ωi = ui. Without loss
of generality assume ω 6∈ U (i+1)F , since ω ∈ U (i+1)F would imply ui ∈ U (i+1)F and we could
choose γ = 1 in this case. Hence we have
ω ≡ 1− ηpii modU (i+1)F
=⇒ ui = ωi ≡ (1− ηpii)i modU (i+1)F .
By defining γ as (1− ηpii)i the assertion follows from Proposition 3.6.
Case 2: gcd(p, i) = p. Using Lemma 3.9 there is a ω ∈ U (
i
p )
F satisfying
ωp ≡ ui modU (i+1)F .
By induction there is an element γ˜ ≡ ωmodU (
i
p+1)
F with {pi, γ˜} = 1. Defining γ := γ˜p
leads to
γ = γ˜p ≡ ωp ≡ ui modU (i+1)F
and {pi, γ} = {pi, γ˜p} = {pi, γ˜}p = 1. 2
Proposition 3.13. Let δ be a distinguished unit, e.g. a unit in U (peF )F , which does not
have a pth root in U (eF )F . Then for any u1 ∈ U (1)F the symbol {pi, u1} is congruent to a
power of {pi, δ} modulo (K2F)p.
Proof. Let ui ∈ U (i)F (2 ≤ i ≤ peF ) be given with
{pi, u1} = · · · = {pi, upeF }.
Then upeF is congruent to a power of δ modulo (F∗)p and the assertion follows from
Proposition 3.6. 2
Remark 3.14. (1) The proof of Proposition 3.12 leads directly to an algorithm for the
computation of ui ∈ U (i)F (2 ≤ i ≤ peF ) with
{pi, u1} = · · · = {pi, upeF }.
for a given pi ∈ PF and u1ıU (1)F . Assuming we have already computed ui for some
i, the evaluation of ui+1 depends on the computation of γ, as given in the proof
of Proposition 3.12. In the first case (gcd(i, p) = 1), we need to find an element
η ∈ µq−1 satisfying (1− ηpii)i. Since the set µq−1 will be small in practice, we can
do this by just checking each element in this set. To compute a suitable γ in the
second case, we need to find a pth root of ui modulo U (i+1)F , which is equivalent to
finding a pth root of ui modulo Pi+1F . Since i + 1 is bounded by peF , we can use
the method outlined in Section 2.
(2) To find j ∈ Z satisfying
{pi, u} ≡ {pi, δ}j mod(K2F)p
for a prime element pi and a unit u ∈ U (peF )F , we have to check if u ≡ δj mod(F∗)p.
This is equivalent to uδj ∈ (F∗)p. Hence we have to compute a pth root of an element
in F∗. Since u, δ ∈ U (peF )F we have uδj ∈ U (peF )F and hence the above algorithm for
computing pth roots is applicable.
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Proposition 3.15. If δ is a distinguished unit, then
{u, δ} ≡ 1 mod(K2F)p
for all u ∈ O∗F . More precisely, a solution (x, y) ∈ (F∗)2 of the equation
δxp + uyp = 1
yields to
{u, δ} = {x, u}p{δ, y}p{x, y}p2 .
A proof of this proposition can be found in Milnor (1971).
Algorithm 3.1. (Computation of a solution of δxp + uyp = 1.)
Input: A distinguished unit δ and an element u ∈ O∗F .
Output: A solution (x, y) ∈ (F∗)2 of δxp + uyp = 1.
Step 1 Compute v ∈ OF satisfying δ = 1− pipeF v.
Step 2 Compute ω ∈ O∗F satisfying ωp ≡ v/umodPF .
Step 3 Set z = pieFω.
Step 4 Find a solution x ∈ F∗ of the equation (δ + uzp)xp = 1.
Step 5 Set y = xz and return (x, y).
Remark 3.16. In step 4 of this algorithm, we have to compute a pth root of a 1-unit in
F∗. This is an application of Proposition 3.11.
Combining the last two propositions, we have the following lemma, which is the core part
of the algorithm.
Lemma 3.17. The group K2F/(K2F)p is cyclic of order p with generator {pi, δ}(K2F)p.
Proof. Let {α, β} be an arbitrary element of K2F . Then we can write β = (−pi)iηu1
with i ∈ Z, η ∈ µq−1, u1 ∈ U (1)F and we obtain
{pi, β} = {pi, ηu1} ≡ {pi, u1}mod(K2F)m,
since {a,−a} = 1 for all a ∈ F∗ and {pi, η} ∈ K2F)m for all η ∈ µq−1. Using the above
decomposition α = piju with i ∈ Z and u ∈ UF means to replace the prime pi in the above
argument by piu. But then {piu, β} is congruent to a power of {piu, δ}. By Proposition 3.15
we have {piu, δ} ' {pi, δ}mod(K2F)p and the lemma follows. 2
Remark 3.18. Using the decompositions α = piiu and β = (−pi)j1ηu1 = (−piu)j2 η˜u˜1
with i, j1, j2 ∈ Z, η, η˜ ∈ µq−1, u1, u˜1 ∈ U (1)F and u ∈ UF for α, β ∈ F∗, we obtain
{α, β} = {piiu, β}
= {pi, β}i−1{piu, β}
≡ {pi, u1}i−1{piu, u˜1}
≡ {pi, δ}(i−1)n1+n2{u, δ}n2{pi, x1}p{piu, x2}p mod(K2F)m
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as a decomposition of {α, β}, with
{pi, u1} = {pi, δ}n1{pi, x1}p
{piu, u˜1} = {piu, δ}n2{piu, x2}p.
In a final step we can replace {u, δ} by {x, u}p{δ, y}p{x, y}p2 , if (x, y) ∈ (F∗)2 is a
solution of δxp + uyp = 1.
The idea of the algorithm is to compute a distinguished unit δ and a prime element
pi in advance. For given α, β ∈ O∗F we now can decompose the symbol {α, β} in the
following way:
{α, β} = {pi, δ}j
n∏
i=1
{αi, βi}p
with j ∈ Z≥0 and α˜, β˜ ∈ O∗F and continue with the decomposition of {αi, βi} (1 ≤ i ≤ n).
Algorithm 3.2. (Computation of discrete logarithm in K2F/(K2F)m.)
Input: Elements α, β ∈ F∗.
Output: j ∈ Z satisfying {α, β} ≡ {a, b}j mod(K2F)m for a (fixed) generator {a, b} of
K2F/(K2F)m.
Generator Compute a prime element pi ∈ OF and a distinguished unit
δ ∈ OF .
Torsion Unit Compute µ ∈ OF such that 〈µ〉 = µq−1.
Init M := {({alpha, β}, 1)}, j := 0.
Loop While M 6= ∅ do
Get Get next pair ({a, b}, n) ∈M and remove this pair from M.
Decompose 1 Compute l ∈ Z and u ∈ UF such that a = pilu.
Decompose 2 Compute k1, k2 ∈ Z and u1 ∈ U (1)F such that
b = (−pi)k1µk2u1.
Decompose 3 Compute k3, k4 ∈ Z and u˜1 ∈ U (1)F such that
b = (−pi)k3µk4 u˜1.
Eval 1 Find a1, a2 ∈ F∗ and n1, n2 ∈ Z such that
{pi, u1} = {pi, δ}n1{pi, a1}p
and
{piu, u˜1} = {piu, δ}n2{piu, a2}p
holds.
Eval 2 Find x, y ∈ F∗ such that δxp + uyp = 1 holds.
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Eval 3 j := (j + ((l − 1)n1 + n2)n) modm.
Update 1 M :=M∪ {({pi, a1}, pn(l − 1)), ({pi, a2}, pn)}
Update 2 M :=M∪ {({x, u}, pnn2), ({δ, y}, pnn2), ({x, y}, p2nn2)}.
Clear M := {({a, b}, nmodm) | ({a, b}, n) ∈M : n 6≡ 0 modm}.
End Loop End While.
Return Return j.
Remark 3.19. (1) The steps “Eval 1” and “Eval 2” are the only steps where we need
to compute pth roots of elements in F∗ in this algorithm. Note that we only need
to compute pth powers of 1-units.
(2) The computation of the torsion subgroup µq−1 in the “Torsion Unit” step can be
performed using Hensel’s lemma, since we only need to know the torsion units
modulo a certain power of PF .
We will now analyse the computation of a distinguished unit δ in greater detail.
3.3. computing a distinguished unit
By Φ,Φi (i ≥ 1) we denote the maps defined in Lemma 3.9. Moreover, we define the
set of all distinguished units to be
∆ = U (eFp)F \ Im(ΦeF ).
Proposition 3.20. With
Φ¯eFp : U (eF )F /U (eF+1)F → U (eFp)F /U (eFp+1)F : uU (eF+1)F 7→ upU (eFp+1)F
we have ∆ = {uU (eFp+1)F | uU (eFp+1)F 6∈ Im(Φ¯eF )}.
Proof. The assertion follows from Lemma 3.9, since we have Φ−1eF (U (eFp+1)F )⊇U (eF+1)F .2
Lemma 3.21. Let pi ∈ OF be a prime element of F and let u ∈ UF be given by
p = pieF (p−1)u. With
ψ : OF/PF → OF/PF : x+ PF 7→ (xp + xu) + PF
we obtain ∆ = {(1 + ωpieFp)ueFp+1 | ueFp+1 ∈ U (eFp+1)F , ω + PF 6∈ Im(ψ)}.
Proof. For n ≥ 1 we have U (n)F /U (n+1)F ' OF/PF by
κn : U (n)F /U (n+1)F → OF/PF : (1 + upin)U (n+1)F 7→ u+ PF .
Hence we have ∆ = {(1 + ωpieFp)ueFp+1 | ueFp+1 ∈ U (eFp+1)F , ω + PF 6∈ Im(η)}
with η := κeFp ◦ Φ¯eF ◦ κ−1eFp by the last proposition. On the other hand we have
η(ω + PF ) = κeFp((1 + ωpi
eF )p) for ω ∈ OF . Now
(1 + ωpieFp)p = 1 + ωppieFp + pωpieF +
p−1∑
i=2
(
p
i
)
xipiieF
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implies (1 + ωpieFp)p ≡ 1 + (ωp + ωu)pieFp modPeFp+1F and hence we have η(ω +PF ) =
ψ(ω + PF ). 2
Remark 3.22. Using the last lemma, it is quite easy to compute the set ∆, or just a
single distinguished unit δ. We only need to evaluate the image of the linear map ψ.
We will end our discussion on the computation of the mth Hilbert norm symbol with
two examples.
3.4. example
Consider the p-adic field k = Q3(ζ9). We want to compute some Hilbert norm symbols
in this field:
ϕ9(1 + 25ζ29 + 4ζ
5
9 , ζ9) = ζ
2
9 ,
ϕ9(ζ9, 1 + 25ζ29 + 4ζ
5
9 ) = ζ
7
9 ,
ϕ9(ζ, 1− ζ) = 1.
The next field we consider is k = Q3(ρ) with ρ a zero of
x12 − 6x10 + 15x8 − 21x6 + 18x4 − 9x2 + 3,
which is equal to Q3(ζ9,
√
1− ζ9). Here we have
ϕ9(1 + 25ζ29 + 4ζ
5
9 , ζ9) = ζ
8
9 ,
ϕ9(ζ9, 1 + 25ζ29 + 4ζ
5
9 ) = ζ9,
ϕ9(ρ, 1− ρ) = 1,
ϕ9(ρ,−ρ) = 1.
All given algorithms in this paper have been implemented in KASH (Kant group),
which is public domain and can be obtained from: ftp.math.tu-berlin.de:/pub/
algebra/Kant/Kash.
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